Metoda tableauxa za modalnu logiku by Babić, Tin
SVEUCˇILISˇTE U ZAGREBU
PRIRODOSLOVNO–MATEMATICˇKI FAKULTET
MATEMATICˇKI ODSJEK
Tin Babic´
METODA TABLEAUXA ZA MODALNU
LOGIKU
Diplomski rad
Zagreb, studeni, 2018.
SVEUCˇILISˇTE U ZAGREBU
PRIRODOSLOVNO–MATEMATICˇKI FAKULTET
MATEMATICˇKI ODSJEK
Tin Babic´
METODA TABLEAUXA ZA MODALNU
LOGIKU
Diplomski rad
Voditelji rada:
Doc. dr. sc.
Tin Perkov
Izv. prof. dr. sc.
Mladen Vukovic´
Zagreb, studeni, 2018.
Ovaj diplomski rad obranjen je dana pred ispitnim povjerenstvom
u sastavu:
1. , predsjednik
2. , cˇlan
3. , cˇlan
Povjerenstvo je rad ocijenilo ocjenom .
Potpisi cˇlanova povjerenstva:
1.
2.
3.
Mojoj majci.
Sadrzˇaj
Sadrzˇaj iv
Uvod 2
1 Osnovni modalni jezik 3
1.1 Sintaksa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Semantika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Metoda tableauxa za logiku sudova 8
2.1 Tipovi formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Tableaux - osnovni pojmovi . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Adekvatnost i potpunost tableaua za logiku sudova . . . . . . . . . . . . 12
3 Metoda tableauxa za osnovni modalni jezik 19
3.1 Tipovi formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Prosˇireno zatvorenje formule . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Tableaux - osnovni modalni jezik . . . . . . . . . . . . . . . . . . . . . . 22
3.3.1 Lokalni tableau . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.2 Pretableau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.3 Uklanjanje predstanja i inicijalni tableau . . . . . . . . . . . . . . 30
3.3.4 Uklanjanje stanja i zavrsˇni tableau . . . . . . . . . . . . . . . . . 31
3.4 Adekvatnost i potpunost tableauxa za osnovni modalni jezik . . . . . . . 32
4 Odlucˇivost 43
4.1 Osnove . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Odlucˇivost nasˇih problema . . . . . . . . . . . . . . . . . . . . . . . . . 45
Bibliografija 46
v
Uvod
Modalna logika svoje korijene vucˇe josˇ iz doba stare Grcˇke. Naznake danasˇnjeg shva-
c´anja pocˇela je dobivati 1918. godine radom americˇkog filozofa i logicˇara C. I. Lewisa.1
U svom djelu [7], Lewis je opisao svoje videnje problema materijalne implikacije i uveo
pojam stroge implikacije, koju je zadao korisˇtenjem modalnog operatora .
Nesˇto kasnije, 1933. godine, Kurt Go¨del2 je u svom djelu [5], formalizirao pojam do-
kazivosti takoder korisˇtenjem modalnog operatora . Time je omoguc´io svodenje intuici-
onisticˇke logike na logiku sudova i modalnih operatora.
Nastavlja se veoma intenzivno razvijanje sve do 1959. godine kada Saul Kripke3 u
svom djelu [6] daje novu semantiku modalne logike i dokazuje teorem potpunosti. Ova
semantika koristi se i danas.
Glavni zamah modalna logika dobiva razvojem racˇunarstva. Javila se potreba za veri-
fikacijom programa i programskih jezika. Ovakvi problemi se mogu na jednostavan nacˇin
opisati modalnim operatorima. Najvazˇniji problem u modalnoj logici s racˇunarskog aspekta
jest ispunjivost neke formule.
Ispunjivost je usko vezana uz pojmove adekvatnosti i potpunosti, a tradicionalno se do-
kazuje aksiomatskim putem. Ovakav pristup pokazali su Blackburn4 i ostali u [1]. Medutim,
za racˇunala ovakav nacˇin dokazivanja nije prikladno rjesˇenje.
Ovaj rad usredotocˇit c´e se na alternativni nacˇin dokazivanja ispunjivosti formula mo-
dalne logike, a to je semanticˇki tableaux ili glavni test. Ovaj nacˇin blizˇi je algoritmu koji
bi racˇunala mogla izvrsˇavati i cˇovjeku je intuitivno jasniji. Osim sˇto odlucˇuje je li dana
formula ispunjiva, iz tableaua se, ako je odgovor potvrdan, mozˇe ocˇitati i model na kojem
je formula ispunjena.
Postoje razne verzije tableaux metode za modalnu logiku, npr. Rajeeva Gorea [3] i
Valentina Goranka [4], na kojoj se i temelji ovaj rad.
Rad je podjeljen u cˇetiri poglavlja.
1 Clarence Irving Lewis (1883. – 1964.). Americˇki logicˇar i filozof.
2 Kurt Go¨del (1906. – 1978.). Austrijski logicˇar.
3 Saul Aaron Kripke (roden 1940.). Americˇki logicˇar i filozof.
4 Patrick Blackburn (roden 1959.). Novozelandski logicˇar i matematicˇar.
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Prvo poglavlje iznosi osnovne cˇinjenice o sintaksi i semantici osnovnog modalnog je-
zika. Definiraju se alfabet, formule, istinitost, ispunjivost i valjanost.
Drugo poglavlje iznosi osnovne cˇinjenice o tableaux metodi za logiku sudova, pravila
redukcije, pojam stabla i Hintikkinog5 skupa. Poglavlje zavrsˇava dokazom adekvatnosti i
potpunosti te metode.
Trec´e poglavlje prosˇiruje do tada definirane pojmove na osnovni modalni jezik. Iznose
se pravila redukcije za osnovni modalni jezik, definira se pojam Hintikkinih struktura i
oznacˇenog grafa. Poglavlje zavrsˇava dokazom adekvatnosti i potpunosti dane metode za
osnovni modalni jezik.
Cˇetvrto poglavlje obraduje temu odlucˇivosti. Definira se pojam Turingovog6 stroja i
Turing-odlucˇivosti. Naposljetku se pokazuje kako su problemi koje rjesˇavaju obje metode
predstavljene u ovom radu odlucˇivi.
5 Kaarlo Jaakko Juhani Hintikka (1929. – 2015.). Finski filozof i logicˇar.
6 Alan Turing (1912. – 1954.). Engleski matematicˇar, logicˇar i filozof.
Poglavlje 1
Osnovni modalni jezik
1.1 Sintaksa
Kako bismo mogli uopc´e nesˇto zakljucˇivati o modalnoj logici potrebno je razviti jezik
kojim c´emo se sluzˇiti u nastavku rada. Jezik koji koristimo u ovom radu se naziva osnovni
modalni jezik i zadaje se svojim alfabetom, tj. znakovima koje koristi i nizovima znakova
koje za taj jezik imaju posebno znacˇenje - formulama.
Definicija 1.1.1. Alfabet osnovnog modalnog jezika je unija skupova PROP, VEZ, POM i
KON pri cˇemu su:
PROP = {p0, p1, p2...} skup prebrojivo mnogo elemenata koje zovemo propozicionalne
varijable
VEZ = {∧,∨,¬,→,^,} skup logicˇkih veznika i modalnih operatora
POM = {(, )} skup pomoc´nih simbola
KON = {>,⊥} skup logicˇkih konstanti
Vidimo da se alfabet uvelike podudara sa alfabetom logike sudova, s dodatkom modal-
nih operatora ^ i .
Modalni operator ^ se najcˇesˇc´e cˇita kao ”moguc´e je” i nije po svojem znacˇenju obicˇan
veznik na kakve smo navikli u logici sudova i logici prvog reda, zato ga i drugacˇije zovemo.
Postoji i njegov dual , koji cˇitamo ”nuzˇno je”, a veza operatora ^ i  je
 = ¬^¬
Pravo znacˇenje tih dvaju operatora saznat c´emo u sljedec´em odjeljku kada bude rijecˇi o
semantici.
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Koristimo i dvije logicˇke konstante: > i ⊥. Sluzˇe nam kao pokrate za formulu koja je
uvijek istinita (>), i formulu koja nije nikad istinita (⊥). O istinitosti formula visˇe c´e rijecˇi
biti u sljedec´em odjeljku.
Za potpunu definiciju jezika preostaje nam definirati i formule jer ne zˇelimo basˇ bilo
kakav niz znakova nasˇeg alfabeta smatrati formulom sa znacˇenjem.
Definicija 1.1.2. Formula ϕ osnovnog modalnog jezika se zadaje rekurzivno:
ϕ = p | > | ⊥ | (¬ϕ) | (ϕ1 ∧ ϕ2) | (ϕ1 ∨ ϕ2) | (ϕ1 → ϕ2) | (^ϕ) | (ϕ) ,
gdje je p ∈ PROP.
Uocˇimo da se nigdje ne spominje veznik ↔, niti formula ϕ1 ↔ ϕ2. Smatramo ju
pokratom za (ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1).
U daljnjem tekstu vanjske zagrade formula c´emo najcˇesˇc´e ispusˇtati. Ispusˇtanje nam
omoguc´uje i uvodenje prioriteta veznika.
Najvisˇi prioritet imaju ^,  i ¬, zatim ∧ i ∨, a najnizˇi prioritet ima→.
Ponekad radi vec´e jasnoc´e ipak pisˇemo zagrade i kada ih po prioritetima nije nuzˇno
pisati.
Primjer 1.1.3. Formulu (((p∧ q)∧ r)→ p) cˇesto pisˇemo (p∧ q∧ r)→ p iako bismo je po
prioritetima mogli pisati i p ∧ q ∧ r → p.
Naravno, zagrade moramo pisati kada je u formuli redoslijed primjene veznika i ope-
ratora suprotan prioritetima.
Primjer 1.1.4. U formuli^p∧q operator^ djeluje samo na p, a u formuli^(p∧q) djeluje
na p ∧ q.
Potreban nam je i nacˇin klasificiranja formula po broju veznika. Za modalnu logiku i
nasˇ rad znacˇajni c´e biti modalni operatori.
Definicija 1.1.5. Modalna dubina formule ϕ, u oznaci md(ϕ), definira se rekurzivno:
md(p) = md(>) = md(⊥) = 0
md(¬ϕ) = md(ϕ)
md(ϕ1 ∧ ϕ2) = md(ϕ1 ∨ ϕ2) = md(ϕ1 → ϕ2) = max(md(ϕ1),md(ϕ2))
md(^ϕ) = md(ϕ) = 1 + md(ϕ)
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Intuitivno, modalnu dubinu mozˇemo shvatiti kao maksimalan broj ugnjezˇdenih modal-
nih operatora u formuli ϕ (vidi [4]).
Primjer 1.1.6. Modalna dubina formule ^(^p ∧ q) je 4.
Josˇ jedan nacˇin klasifikacije formula kojeg c´emo kasnije koristiti u dokazima je i du-
ljina formule.
Definicija 1.1.7. Duljina formule ϕ u oznaci len(ϕ), definira se rekurzivno:
len(p) = len(>) = len(⊥) = 1
len(¬ϕ) = len(ϕ) = len(^ϕ) = 1 + len(ϕ)
len(ϕ1 ∧ ϕ2) = len(ϕ1 ∨ ϕ2) = len(ϕ1 → ϕ2) = 1 + len(ϕ1) + len(ϕ2)
Primjer 1.1.8. Duljina formule ^(^p ∧ q) je 8.
1.2 Semantika
U proucˇavanju logike redovito nas zanimaju pitanja kao sˇto su istinitost i ispunjivost
dane formule. U ovom odjeljku definirat c´emo sˇto znacˇi pojam istinitosti i ispunjivosti u
osnovnom modalnom jeziku. Takoder, definirat c´emo i dualni pojam ispunjivosti, a to je
valjanost dane formule.
Semantika svih modalnih logika i njihovih jezika zasniva se na proucˇavanju relacijskih
struktura odnosno Kripkeovih okvira.
Definicija 1.2.1. Kripkeov okvir ili okvir je uredeni par F = (W,R) gdje je W neprazan
skup cˇije elemente zovemo svjetovi, a R ⊆ W ×W binarna relacija. Kazˇemo da je svijet s
dostizˇiv iz svijeta t ako je (t, s) ∈ R. Relaciju R zovemo relacija dostizˇivosti.
Uredene parove (t, s) ∈ R c´emo u daljnjem tekstu oznacˇavati kao tRs. Sama relacijska
struktura nam i dalje nisˇta ne govori o istinitosti formula. Ovu vezu dat c´e nam iduc´a
definicija.
Definicija 1.2.2. Kripkeov model ili model je ureden par M = (F,V) gdje je F okvir a
V : PROP→ 2W funkcija koju zovemo valuacija. Pritom kazˇemo da je M baziran na F.
Intuitivno nam valuacija daje skup svjetova u kojima odredenu propozicionalnu varija-
blu smatramo istinitom.
Sada c´emo i formalno definirati pojam istinitosti.
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Definicija 1.2.3. Neka je w jedan od svjetova modela M. Rekurzivno definiramo pojam
istinitosti formule ϕ u svijetu w u oznaci M,w  ϕ, ovako:
M,w  p⇔ w ∈ V(p)
M,w  > uvijek
M,w  ⊥ nikad
M,w  ¬ϕ⇔ M,w 1 ϕ
M,w  ϕ1 ∧ ϕ2 ⇔ M,w  ϕ1 i M,w  ϕ2
M,w  ϕ1 ∨ ϕ2 ⇔ M,w  ϕ1 ili M,w  ϕ2
M,w  ϕ1 → ϕ2 ⇔ M,w 1 ϕ1 ili M,w  ϕ2
M,w  ^ϕ⇔ ∃w′ ∈ W wRw′ i M,w′  ϕ
M,w  ϕ⇔ ∀w′ ∈ W wRw′ vrijedi M,w′  ϕ
Pojam svijeta nije nam trebao u logici sudova i logici prvog reda. Istinitost modal-
nih operatora zahtjeva taj pojam dok se ostali otprije poznati veznici prirodno prosˇiruju.
Upravo zbog toga smo u prosˇlom odjeljku naglasili njihovu posebnost.
Kada jednom znamo sˇto znacˇi istinita formula u nekom svijetu, na prirodan se nacˇin
definiraju i opc´enitije formulacije istinitosti.
Definicija 1.2.4. Kazˇemo da je formula ϕ ispunjiva u modelu M ako je istinita u nekom
svijetu modela M.
Kazˇemo da je skup formula Γ ispunjiv u modelu, u oznaci M,w  Γ, ako postoji svijet w
modela M u kojem su sve formule iz Γ istinite.
Kazˇemo da je formula ϕ ispunjiva ako je ispunjiva u nekom modelu M.
Kazˇemo da je skup formula Γ ispunjiv ako je ispunjiv u nekom modelu M.
Kazˇemo da je formula ϕ ispunjiva u okviru F ako za neku valuaciju V i neki svijet w ∈ F
vrijedi (F,V),w  ϕ.
Nakon ispunjivosti, ostaje nam definirati njezin dual, valjanost.
Definicija 1.2.5. Kazˇemo da je formula ϕ globalno istinita na modeluM, u oznaciM  ϕ,
ako je istinita u svakom svijetu modela M.
Kazˇemo da je formula ϕ valjana na okviru F, u oznaci F  ϕ, ako je globalno istinita na
svakom modelu M baziranom na okviru F.
Kazˇemo da je formula ϕ valjana ako je valjana na svakom okviru F.
Sve definicije do sada su se odnosile na jednu formulu ili skup formula. Medutim,
ponekad je potrebno gledati odnos istinitosti neke formule i skupa. Za to nam sluzˇi relacija
logicˇke posljedice.
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Definicija 1.2.6. Kazˇemo da je formula ϕ logicˇka posljedica skupa formula Γ, u oznaci
Γ  ϕ, ako za svaki model M i za svaki svijet w iz modela M vrijedi :
ako za sve ρ ∈ Γ vrijedi M,w  ρ tada vrijedi i M,w  ϕ.
Josˇ kazˇemo kako skup formula Γ logicˇki povlacˇi formulu ϕ.
Definirali smo dva veoma vazˇna semanticˇka pojma, ispunjivost i valjanost. Zˇeljeli
bismo efikasan postupak dobivanja odgovora na dva problema:
1. za danu formulu ϕ osnovnog modalnog jezika pronac´i model u kojem je ona ispu-
njiva;
2. za danu formulu ϕ osnovnog modalnog jezika vidjeti je li valjana.
Ova dva problema se mogu svesti jedan na drugi vrlo prirodno:
Napomena 1.2.7. Formula ϕ je valjana ako i samo ako formula ¬ϕ nije ispunjiva, odnosno
ϕ je ispunjiva ako i samo ako ¬ϕ nije valjana.
U nastavku rada definirat c´emo postupak dobivanja modela u kojem je dana formula
ispunjiva. Prvo c´emo pokazati jednostavniju inacˇicu koja se koristi u logici sudova, a zatim
krec´emo na osnovni modalni jezik.
Poglavlje 2
Metoda tableauxa za logiku sudova
Nasˇ je cilj u ovom poglavlju predstaviti postupak za izgradnju modela u kojem je za-
dana formula ispunjiva. Naziv te metode je metoda tableauxa ili glavni test. Visˇe o logici
sudova i aksiomatskom pristupu ovom problemu mozˇete vidjeti u [10].
Najprije moramo nesˇto rec´i opc´enito o formulama.
2.1 Tipovi formula
Formule se mogu podjeliti u tri klase:
1. Konjunktivne formule - svaka konjunktivna formula α se mozˇe shvatiti kao ko-
njunkcija najvisˇe dvije formule, koje zovemo konjunktivne komponente.
2. Disjunktivne formule - svaka disjunktivna formula β se mozˇe shvatiti kao disjunk-
cija najvisˇe dvije formule, koje zovemo disjunktivne komponente.
3. Literali - logicˇke konstante > i ⊥, propozicionalne varijable i njihove negacije. Oni
nemaju komponenata.
Primjer 2.1.1. Konjunktivne komponente formule α = ¬ϕ1 ∧ ϕ2 su ¬ϕ1 i ϕ2.
Disjunktivne komponente formule β = ¬ϕ1 ∨ ¬ϕ2 su ¬ϕ1 i ¬ϕ2.
Prikazat c´emo sve tipove formula tablicˇno kako bismo imali bolji pregled.
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Konjunktivna
formula
Konjunktivne
komponente
ϕ ∧ ψ ϕ ψ
¬(ϕ ∨ ψ) ¬ϕ ¬ψ
¬(ϕ→ ψ) ϕ ¬ψ
¬¬ϕ ϕ
Tablica 2.1: Konjunktivne formule i njihove komponente
Disjunktivna
formula
Disjunktivne
komponente
ϕ ∨ ψ ϕ ψ
ϕ→ ψ ¬ϕ ψ
¬(ϕ ∧ ψ) ¬ϕ ¬ψ
Tablica 2.2: Disjunktivne formule i njihove komponente
Literali
p, ∀p ∈ PROP
¬p, ∀p ∈ PROP
>
⊥
Tablica 2.3: Literali
Definicija 2.1.2. Interpretacija, u oznaci I, je svako preslikavanje sa skupa PROP u skup
{0, 1}.
Interpretacija se prosˇiruje na sve formule logike sudova rekurzivno na sljedec´i nacˇin:
I(¬ϕ) = 1⇔ I(ϕ) = 0
I(ϕ1 ∧ ϕ2) = 1⇔ I(ϕ1) = 1 i I(ϕ2) = 1
I(ϕ1 ∨ ϕ2) = 1⇔ I(ϕ1) = 1 ili I(ϕ2) = 1
I(ϕ1 → ϕ2) = 1⇔ I(ϕ1) = 0 ili I(ϕ2) = 1
I(>) = 1 uvijek
I(⊥) = 1 nikad
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Ako je vrijednost I(ϕ) = 1 za neku formulu ϕ, kazˇemo da je ϕ istinita za interpretaciju
I. Ako je vrijednost I(ϕ) = 0 za neku formulu ϕ, kazˇemo da je ϕ neistinita za interpretaciju
I.
Za skup formula logike sudova kazˇemo da je ispunjiv ako postoji interpretacija za koju
su sve formule tog skupa istinite, inacˇe kazˇemo da nije ispunjiv.
Ocˇigledno vrijedi sljedec´a lema:
Lema 2.1.3. Vrijede sljedec´e tvrdnje:
1. Svaka konjunktivna formula ekvivalentna je konjunkciji svojih konjunktivnih kompo-
nenata.
2. Svaka disjunktivna formula ekvivalentna je disjunkciji svojih disjunktivnih kompo-
nenata.
Posljednja lema pokazuje nam kako je za odrediti istinosnu vrijednost neke formule
potrebno promatrati istinosnu vrijednost manjih fomula koje su sastavni dio polazne. Ova
ideja je nit vodilja u razvoju metode tabelauxa.
2.2 Tableaux - osnovni pojmovi
Cilj ovog odjeljka je dati osnovne definicije pojmova koji c´e nam biti vazˇni u daljnjim
razmatranjima.
Definicija 2.2.1. Stablo je ureden par (S , <) gdje je S neprazan konacˇan skup cˇije cˇlanove
zovemo cˇvorovi, a < je irefleksivna i tranzitivna binarna relacija sa svojstvima:
1. postoji najmanji element s0 ∈ S (njega nazivamo korijen)
2. za svaki s ∈ S , s , s0, postoji jedinstveni konacˇan niz s1, ..., sn ∈ S , tako da vrijedi:
s0 < s1 < s2 < ... < sn = s,
te za sve i = 0, ...n − 1 vrijedi da je si+1 neposredni sljedbenik ili dijete od si, tj. ne
postoji sy takav da si < sy < si+1.
List je cˇvor koji nema sljedbenika. Put je svaki niz cˇvorova s1, ..., sn, pri cˇemu je za svaki
i ∈ {1...n} cˇvor si+1 neposredni sljedbenik od si. Za svaki s ∈ S , parcijalno ureden skup
{x ∈ S |s ≤ x} nazivamo podstablo. Visina cˇvora s, u oznaci h(s), je maksimalna vrijednost
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duljine puta od tog cˇvora do nekog lista. Visina stabla je visina korijena. Granom nazi-
vamo put od nekog lista l do korijena. Oznacˇeno stablo je stablo cˇijem je svakom cˇvoru
pridruzˇen skup formula. Oznacˇeno stablo se naziva i tableau1.
Metoda tableauxa formalni je sustav trazˇenja kontradikcije za neku formulu ili skup for-
mula logike koristec´i pritom pravila razgradnje formula na njihove komponente. Ta pravila
su dobivena tako da istinitost polazne formule ovisi o istinitosti komponenata. Kazˇemo josˇ
da je istinitost polazne formule reducirana na istinitost komponenti.
U prosˇlom smo odjeljku vidjeli tipove formula i njihove komponente, a pravila koja
c´emo sada navesti nisu bitno drugacˇija i jedina razlika je zapravo u stablastoj strukturi.
Definicija 2.2.2. Pravila za redukciju formula metode tableauxa u logici sudova podje-
ljena su na dvije skupine: pravila koja ne zahtijevaju grananje i ona koja zahtijevaju. Nizˇe
su stupcˇano prikazane te dvije skupine:
ϕ ∧ ψ
ϕ, ψ
(∧)
¬(ϕ ∧ ψ)
¬ψ¬ϕ
(¬∧)
¬(ϕ ∨ ψ)
¬ϕ, ¬ψ
(¬∨)
ϕ ∨ ψ
ψϕ
(∨)
¬(ϕ→ ψ)
ϕ, ¬ψ
(¬ →)
ϕ→ ψ
ψ¬ϕ
(→)
Primjena ovih pravila na polaznoj formuli ili skupu nastavlja se do popunjenja, tj. do onog
trenutka kada za svaku granu tableaua vrijedi da je za svaku formulu te grane osim literala
primjenjeno neko pravilo redukcije. Za takav tableau kazˇemo da je pun.
Za granu kazˇemo da je zatvorena ako se na njoj nalazi komplementaran par literala
p i ¬p, za neki p ∈ PROP, ili ⊥ ili ¬>. Za pun tableau kome je svaka grana zatvorena
kazˇemo da je zatvoren, inacˇe kazˇemo da je otvoren.
1 Tableaux je na francuskom mnozˇina rijecˇi tableau. Stoga c´emo cjelokupnu metodu zvati metoda table-
auxa, a pojedino oznacˇeno stablo dobiveno primjenom te metode zvat c´emo tableau.
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2.3 Adekvatnost i potpunost tableaua za logiku sudova
U prosˇlom odjeljku govorili smo o pravilima redukcije formula logike sudova i samo
smo nacˇelno rekli da se primjenom tih pravila istinitost vec´e formule svodi na istinitost
komponenti. Sada nam je cilj to formalno i dokazati.
Teorem 2.3.1. Tableau cˇiji je korijen oznacˇen formulom ϕ logike sudova je zatvoren ako i
samo ako formula ϕ nije ispunjiva.
Ovaj teorem se zapravo sastoji od dva smjera i tako c´emo ga i mi dokazati. Prvi smjer
naziva se i teorem adekvatnosti, a glasi:
Teorem 2.3.2. Ako za formulu ϕ logike sudova postoji zatvoren tableau cˇiji je korijen
oznacˇen formulom ϕ, tada ϕ nije ispunjiva.
Dokaz. Za dokaz ovog teorema, dokazat c´emo nesˇto jacˇu tvrdnju.
Neka je Tn zatvoreno podstablo tableaua T s korijenom n i neka je U(n) skup formula
kojim je oznacˇen n. Tada U(n) nije ispunjiv. (*)
Tvrdnju * dokazujemo indukcijom po visini podstabla.
Baza
Neka je Tn zatvoreno podstablo i pretpostavimo da je h(n) = 0. Iz definicije visine sli-
jedi da je n list, a kako znamo da je Tn zatvoreno podstablo, za U(n) vrijedi jedna od
sljedec´ih tvrdnji:
1. U(n) sadrzˇi komplementaran par literala te po definiciji istinitosti, taj par ne mozˇe
istovremeno biti istinit za neku interpretaciju, pa tako po definiciji ispunjivosti skupa
ni skup U(n) nije ispunjiv.
2. U(n) sadrzˇi formulu ⊥ koja po definiciji istinitosti nikad nije istinita pa ni skup U(n)
nije ispunjiv.
3. U(n) sadrzˇi formulu ¬> koja po definiciji istinitosti nikad nije istinita pa ni skup
U(n) nije ispunjiv.
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Pretpostavka: Za svaki cˇvor m visine h(m) < h(n), ako je Tm zatvoren, onda skup U(m)
nije ispunjiv.
Korak
Neka je h(n) > 0. Znamo da je onda korisˇteno neko pravilo metode tableauxa kako bi
se dobila djeca cˇvora n koja oznacˇimo sa n
′
i ukoliko je potrebno n
′′
:
1. Korisˇteno je pravilo (∧): Tada U(n) = {ϕ1 ∧ ϕ2} ∪ U0, a dijete dobiveno pravilom
U(n
′
) = {ϕ1, ϕ2} ∪U0 za neki moguc´e prazan skup U0. Znamo da je h(n′) = h(n) − 1
pa po pretpostavci indukcije vrijedi da U(n
′
) nije ispunjiv. Imamo dva slucˇaja:
a) U0 nije ispunjiv, ali U0 ⊆ U(n) pa tada ni U(n) nije ispunjiv.
b) Ako je U0 ispunjiv, onda za svaku interpretaciju I vrijedi jedno od sljedec´eg:
ili je I(ϕ1) = 0 ili I(ϕ2) = 0. No po definiciji istinitosti za formulu ϕ1 ∧ ϕ2, ona
nec´e nikad biti istinita, pa tako ni U(n) nije ispunjiv u oba slucˇaja.
2. Korisˇteno je pravilo (¬∨): Tada U(n) = {¬(ϕ1∨ϕ2)}∪U0, a dijete dobiveno pravilom
U(n
′
) = {¬ϕ1,¬ϕ2}∪U0 za neki moguc´e prazan skup U0. Znamo da je h(n′) = h(n)−1
pa po pretpostavci indukcije vrijedi da U(n
′
) nije ispunjiv. Imamo dva slucˇaja:
a) U0 nije ispunjiv, ali U0 ⊆ U(n) pa tada ni U(n) nije ispunjiv.
b) Ako je U0 ispunjiv, onda za svaku interpretaciju I vrijedi jedno od sljedec´eg:
ili je I(ϕ1) = 1 ili I(ϕ2) = 1. No po lemi 2.1.3 za formulu ¬(ϕ1 ∨ ϕ2), ona je
istinita samo ako niti ϕ1 niti ϕ2 nisu istinite, pa tako U(n) nije ispunjiv u oba
slucˇaja.
3. Korisˇteno je pravilo (¬ →): Tada U(n) = {¬(ϕ1 → ϕ2)} ∪ U0, a dijete dobiveno
pravilom U(n
′
) = {ϕ1,¬ϕ2} ∪ U0 za neki moguc´e prazan skup U0. Znamo da je
h(n
′
) = h(n) − 1 pa po pretpostavci indukcije vrijedi da U(n′) nije ispunjiv. Imamo
dva slucˇaja:
a) U0 nije ispunjiv, ali U0 ⊆ U(n) pa tada ni U(n) nije ispunjiv.
b) Ako je U0 ispunjiv, onda za svaku interpretaciju I vrijedi jedno od sljedec´eg:
ili je I(ϕ1) = 0 ili I(ϕ2) = 1. No po lemi 2.1.3 za formulu ¬(ϕ1 → ϕ2), ona je
istinita samo ako je ϕ1 istinita a ϕ2 nije istinita, pa tako U(n) nije ispunjiv u oba
slucˇaja.
4. Korisˇteno je pravilo (¬∧): Tada U(n) = {¬(ϕ1∧ϕ2)}∪U0, a djeca dobivena pravilom
su U(n
′
) = {¬ϕ1}∪U0 i U(n′′) = {¬ϕ2}∪U0 za neki moguc´e prazan skup U0. Znamo
da je h(n
′
) < h(n) i h(n
′′
) < h(n) pa po pretpostavci indukcije vrijedi da U(n
′
) i U(n
′′
)
nisu ispunjivi. Imamo dva slucˇaja:
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a) U0 nije ispunjiv, ali U0 ⊆ U(n) pa tada ni U(n) nije ispunjiv.
b) Ako je U0 ispunjiv, onda za svaku interpretaciju I vrijede sljedec´e dvije tvrdnje:
I(ϕ1) = 1 (jer U(n
′
) nije ispunjiv) i I(ϕ2) = 1 (jer U(n
′′
) nije ispunjiv). No po
lemi 2.1.3 za formulu ¬(ϕ1 ∧ ϕ2), ona je istinita samo ako ϕ1 nije istinita ili ϕ2
nije istinita, pa U(n) nije ispunjiv.
5. Korisˇteno je pravilo (∨): Tada U(n) = {ϕ1 ∨ ϕ2} ∪ U0, a djeca dobivena pravilom su
U(n
′
) = {ϕ1} ∪U0 i U(n′′) = {ϕ2} ∪U0 za neki moguc´e prazan skup U0. Znamo da je
h(n
′
) < h(n) i h(n
′′
) < h(n) pa po pretpostavci indukcije vrijedi da U(n
′
) i U(n
′′
) nisu
ispunjivi. Imamo dva slucˇaja:
a) U0 nije ispunjiv, ali U0 ⊆ U(n) pa tada ni U(n) nije ispunjiv.
b) Ako je U0 ispunjiv, onda za svaku interpretaciju I vrijede sljedec´e dvije tvrdnje:
I(ϕ1) = 0 (jer U(n
′
) nije ispunjiv) i I(ϕ2) = 0 (jer U(n
′′
) nije ispunjiv). No po
definiciji istinitosti za formulu ϕ1∨ϕ2, ona nec´e nikad biti istinita, pa U(n) nije
ispunjiv.
6. Korisˇteno je pravilo (→): Tada U(n) = {ϕ1 → ϕ2} ∪ U0, a djeca dobivena pravilom
su U(n
′
) = {¬ϕ1} ∪ U0 i U(n′′) = {ϕ2} ∪ U0 za neki moguc´e prazan skup U0. Znamo
da je h(n
′
) < h(n) i h(n
′′
) < h(n) pa po pretpostavci indukcije vrijedi da U(n
′
) i U(n
′′
)
nisu ispunjivi. Imamo dva slucˇaja:
a) U0 nije ispunjiv, ali U0 ⊆ U(n) pa tada ni U(n) nije ispunjiv.
b) Ako je U0 ispunjiv, onda za svaku interpretaciju I vrijede sljedec´e dvije tvrdnje:
I(ϕ1) = 1 (jer U(n
′
) nije ispunjiv) i I(ϕ2) = 0 (jer U(n
′′
) nije ispunjiv). No po
definiciji istinitosti za formulu ϕ1 → ϕ2, ona nec´e nikad biti istinita, pa U(n)
nije ispunjiv.
Po principu matematicˇke indukcije, tvrdnja * vrijedi. Tada posebno vrijedi i tvrdnja te-
orema. 
Drugi smjer, tj. da se za neispunjivu formulu svaki tableau zatvori, obicˇno se zove
teorem potpunosti i nije toliko jednostavan kao teorem adekvatnosti. Jednostavnije ga je
dokazati u obliku obrata po kontrapoziciji:
Teorem 2.3.3. Za otvoreni tableau cˇiji je korijen oznacˇen formulom ϕ logike sudova, ϕ je
ispunjiva.
Prije nego li krenemo dokazivati, treba definirati josˇ neka svojstva skupa formula koja
c´e nam dobro doc´i.
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Definicija 2.3.4. Za neki skup kazˇemo da je uocˇljivo inkonzistentan ako sadrzˇi komple-
mentaran par literala, ili ⊥ ili ¬>.
Definicija 2.3.5. Za skup Γ formula kazˇemo da je Hintikkin skup ako vrijedi:
1. Skup Γ nije uocˇljivo inkonzistentan
2. Ako je ϕ ∈ Γ konjunktivna formula, tada Γ sadrzˇi i sve njene konjunktivne kompo-
nente.
3. Ako je ϕ ∈ Γ disjunktivna formula, tada Γ sadrzˇi bar jednu od njezinih disjunktivnih
komponenti
Teorem 2.3.6. Svaki Hintikkin skup Γ je ispunjiv.
Dokaz. Neka je Γ jedan Hintikkin skup. Neka je PΓ skup svih propozicionalnih varijabli
koje se pojavljuju u formulama iz Γ. Definiramo interpretaciju I ovako:
Za svaki p ∈ PΓ:
I(p) =
{
0 ¬p ∈ Γ
1 inacˇe
Kako znamo da je Γ Hintikkin skup, tada po (1) znamo da je interpretacija I dobro
definirana, tj. svakoj propozicionalnoj varijabli pridruzˇena je samo jedna vrijednost. Drugi
dio u definiciji I obuhvac´a i sve literale koji se mozˇda pojave u nekoj formuli ali nikada
ne sami za sebe, a to je moguc´e jer visˇe grana stabla mogu dijeliti dio puta, a tako i dio
formula.
Matematicˇkom indukcijom po strukturi formule ϕ pokazujemo da su sve formule u Γ
istinite za interpretaciju I:
Baza
1. Za ϕ = p izravno iz definicije interpretacije I vrijedi I(p) = 1.
2. Z ϕ = > izravno iz definicije interpretacije I vrijedi I(>) = 1.
3. Za ϕ = ¬p izravno iz definicije interpretacije I vrijedi I(p) = 0 sˇto je po definiciji
istinitosti ekvivalentno I(¬p) = 1.
4. Za ϕ = ¬⊥ izravno iz definicije interpretacije I vrijedi I(⊥) = 0 sˇto je po definiciji
istinitosti ekvivalentno I(¬⊥) = 1.
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Pretpostavka: Svaka formula ψ ∈ Γ, takva da je len(ψ) < len(ϕ), je istinita za interpreta-
ciju I.
Korak
1. Za ϕ = ϕ1 ∧ ϕ2 po (2) iz definicije 2.3.5 vrijedi ϕ1 ∈ Γ i ϕ2 ∈ Γ. Iz pretpostavke
indukcije slijedi I(ϕ1) = 1 i I(ϕ2) = 1. Po definiciji istinitosti za ∧ vrijedi I(ϕ) = 1.
2. Za ϕ = ¬(ϕ1 ∨ ϕ2) po (2) iz definicije 2.3.5 vrijedi ¬ϕ1 ∈ Γ i ¬ϕ2 ∈ Γ. Iz pretpos-
tavke indukcije slijedi I(¬ϕ1) = 1 i I(¬ϕ2) = 1 sˇto je po definiciji istinitosti za ¬
ekvivalentno I(ϕ1) = 0 i I(ϕ2) = 0. Po lemi 2.1.3 vrijedi I(ϕ) = 1.
3. Za ϕ = ¬(ϕ1 → ϕ2) po (2) iz definicije 2.3.5 vrijedi ϕ1 ∈ Γ i ¬ϕ2 ∈ Γ. Iz pret-
postavke indukcije slijedi I(ϕ1) = 1 i I(¬ϕ2) = 1 sˇto je po definiciji istinitosti za ¬
ekvivalentno I(ϕ2) = 0. Po lemi 2.1.3 vrijedi I(ϕ) = 1.
4. Za ϕ = ¬¬ψ po (2) iz definicije 2.3.5 vrijedi ψ ∈ Γ. Iz pretpostavke indukcije slijedi
I(ψ) = 1. Po lemi 2.1.3 vrijedi I(ϕ) = 1.
5. Za ϕ = ¬(ϕ1 ∧ ϕ2) po (3) iz definicije 2.3.5 vrijedi ¬ϕ1 ∈ Γ ili ¬ϕ2 ∈ Γ. Iz pretpos-
tavke indukcije slijedi I(¬ϕ1) = 1 ili I(¬ϕ2) = 1 sˇto je po definiciji istinitosti za ¬
ekvivalentno I(ϕ1) = 0 ili I(ϕ2) = 0. Po lemi 2.1.3 vrijedi I(ϕ) = 1.
6. Za ϕ = ϕ1 ∨ ϕ2 po (3) iz definicije 2.3.5 vrijedi ϕ1 ∈ Γ ili ϕ2 ∈ Γ. Iz pretpostavke
indukcije slijedi I(ϕ1) = 1 ili I(ϕ2) = 1. Po definiciji istinitosti za ∨ vrijedi I(ϕ) = 1.
7. Za ϕ = ϕ1 → ϕ2 po (3) iz definicije 2.3.5 vrijedi ¬ϕ1 ∈ Γ ili ϕ2 ∈ Γ. Iz pretpos-
tavke indukcije slijedi I(¬ϕ1) = 1 ili I(ϕ2) = 1 sˇto je po definiciji istinitosti za ¬
ekvivalentno I(ϕ1) = 0. Po definiciji istinitosti za→ vrijedi I(ϕ) = 1.
Po principu matematicˇke indukcije, tvrdnja teorema vrijedi. 
Sada kada imamo vezu ispunjivosti i Hintikkinih skupova, za dokazati potpunost tre-
bamo pokazati sljedec´u tvrdnju:
Teorem 2.3.7. Neka je T otvoreni tabelau i neka je U unija svih skupova koji oznacˇavaju
cˇvorove jedne njegove otvorene grane. Tada je U Hintikkin skup.
Dokaz. Kako bismo dokazali da je U zbilja Hintikkin skup, moramo pokazati da vrijede
tvrdnje (1), (2) i (3) iz definicije Hintikkinog skupa.
Prvo pokazujemo da vrijedi tvrdnja (1).
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Iz iskaza teorema znamo da je U unija skupova formula kojima su oznacˇeni cˇvorovi
jedne otvorene grane tableaua T . To znacˇi da za svaki p ∈ PROP, U ne sadrzˇi odjednom
literale p i ¬p. Takoder, U ne sadrzˇi niti ⊥ ni ¬>. Ovime odmah vrijedi tvrdnja (1).
Zatim pokazujemo da vrijedi tvrdnja (2).
Za sve cˇvorove i razlicˇite od lista:
1. Neka je ϕ = ϕ1 ∧ ϕ2 ∈ U formula. Kako je grana otvorena, tada znamo da je u
nekom cˇvoru i te grane primjenjeno pravilo (∧) nad ϕ. Po definiciji pravila (∧) tada
{ϕ1, ϕ2} ⊆ U.
2. Neka je ϕ = ¬(ϕ1 ∨ ϕ2) ∈ U formula. Kako je grana otvorena, tada znamo da je u
nekom cˇvoru i te grane primjenjeno pravilo (¬∨) nad ϕ. Po definiciji pravila (¬∨)
tada {¬ϕ1,¬ϕ2} ⊆ U.
3. Neka je ϕ = ¬(ϕ1 → ϕ2) ∈ U formula. Kako je grana otvorena, tada znamo da je u
nekom cˇvoru i te grane primjenjeno pravilo (¬ →) nad ϕ. Po definiciji pravila (¬ →)
tada {ϕ1,¬ϕ2} ⊆ U.
Odmah vrijedi tvrdnja (2).
Naposljetku, pokazujemo da vrijedi i tvrdnja (3).
Za sve cˇvorove i razlicˇite od lista:
1. Neka je ϕ = ¬(ϕ1 ∧ ϕ2) ∈ U formula. Kako je grana otvorena, tada znamo da je
u nekom cˇvoru i te primjenjeno pravilo (¬∧) nad ϕ. Po definiciji pravila (¬∧) tada
vrijedi ili {¬ϕ1} ⊆ U ili {¬ϕ2} ⊆ U.
2. Neka je ϕ = ϕ1∨ϕ2 ∈ U formula. Kako je grana otvorena, tada znamo da je u nekom
cˇvoru i te grane primjenjeno pravilo (∨) nad ϕ. Po definiciji pravila (∨) tada vrijedi
ili {ϕ1} ⊆ U ili {ϕ2} ⊆ U.
3. Neka je ϕ = ϕ1 → ϕ2 ∈ U formula. Kako je grana otvorena, tada znamo da je u
nekom cˇvoru i te grane primjenjeno pravilo (→) nad ϕ. Po definiciji pravila (→) tada
vrijedi ili {¬ϕ1} ⊆ U ili {ϕ2} ⊆ U.
Odmah vrijedi tvrdnja (3). 
Sada imamo dovoljno moc´an alat i mozˇemo dati dokaz teorema 2.3.3, tj. teorema pot-
punosti.
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Dokaz. Neka je T jedan otvoreni tableau s formulom ϕ u korijenu. Tada po definiciji
postoji otvorena grana o. Sa U oznacˇimo uniju oznaka formula svih cˇvorova na toj grani.
Po teoremu 2.3.7 U je Hintikkin skup, i formula ϕ pripada tom skupu. Po teoremu 2.3.6
vrijedi da je U ispunjiv, pa posebno i da je ϕ ispunjiva. 
Time smo dobili i da za tableaux metodu u logici sudova vrijedi teorem 2.3.1.
Poglavlje 3
Metoda tableauxa za osnovni modalni
jezik
U ovom poglavlju cilj nam je prosˇiriti vec´ postojec´e znanje tableaux metode na osnovni
modalni jezik. Prije nego li krenemo sa definiranjem tableauxa, potrebni su nam josˇ neki
pojmovi.
3.1 Tipovi formula
U prosˇlom poglavlju rekli smo vec´ nesˇto o podjeli formula na klase, sada c´emo to josˇ
prosˇiriti.
U osnovnom modalnom jeziku prisutna je, uz one iz tablica 2.1, 2.2 i 2.3 josˇ jedna klasa
formula, koju zovemo nasljedne formule.
Ova se klasa odnosi na sve formule cˇija istinosna vrijednost ovisi o istinitosti odredene
potformule u nekom ili svim dostizˇivim svjetovima. Tu potformulu zovemo nasljedna
komponenta. Formule oblika ^ϕ i ¬ϕ zovemo egzistencijalno nasljedne formule dok
su one oblika ϕ i ¬^ϕ univerzalno nasljedne formule.
Primjer 3.1.1. Nasljedna komponenta formule θ = ^ϕ jest ϕ.
Za bolji pregled, i ovaj tip formula navest c´emo tablicˇno.
19
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Nasljedna
formula
Nasljedne
komponente
^ϕ ϕ
ϕ ϕ
¬^ϕ ¬ϕ
¬ϕ ¬ϕ
Tablica 3.1: Nasljedne formule i njihove komponente
Nasljedne formule i literale nazivamo primitivnim formulama.
3.2 Prosˇireno zatvorenje formule
Kada u logici spomenemo zatvorenje formule uobicˇajeno se misli na formulu logike
prvog reda dobivenu primjenom kvantifikatora na sve slobodne varijable u nekoj formuli.
U modalnoj logici nam je isto tako potreban pojam zatvorenja, medutim za nas c´e imati
malo drugacˇije znacˇenje.
Definicija 3.2.1. Prosˇireno zatvorenje formule ϕ, u oznaci ecl(ϕ), najmanji je skup for-
mula koji zadovoljava sljedec´e:
1. ϕ ∈ ecl(ϕ);
2. ecl(ϕ) je zatvoren na sve konjunktivne, disjunktivne i nasljedne komponente formula
koje se nalaze u ecl(ϕ).
Definicija 3.2.2. Za skup formula Φ definiramo ecl(Φ) =
⋃{ecl(ϕ)|ϕ ∈ Φ}. Skup Φ za koji
vrijedi Φ = ecl(Φ) zovemo zatvoren skup.
Primjer 3.2.3. Pokazˇimo sada nekoliko primjera prosˇirenog zatvorenja:
1. Za formulu ϕ = ^p→ q prosˇireno zatvorenje je ecl(ϕ) = {ϕ,¬^p,q,¬p,q, q}
2. Za formulu ϕ = (p → ¬^(q ∨ ¬r)) prosˇireno zatvorenje je ecl(ϕ) = {ϕ, p →
¬^(q ∨ ¬r),¬p,¬^(q ∨ ¬r),¬(q ∨ ¬r),¬q, r}
3. Za skup Φ = {p ∧ ^(q ∨ (p → r)), r → (^s → ¬q)} prosˇireno zatvorenje
je ecl(Φ) = {p ∧ ^(q ∨ (p → r)), p,^(q ∨ (p → r)), q ∨ (p → r), q, p →
r,¬p,r, r, r → (^s→ ¬q),¬r,^s→ ¬q,¬^s,¬q,¬^s,¬s}
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Lema 3.2.4. Neka je ϕ proizvoljna formula osnovnog modalnog jezika a ϕ1 i ako je po-
trebno ϕ2 oznake za njezine komponente kako je prikazano u tablicama 2.1, 2.2, 2.3 i 3.1.
Tada vrijedi:
len(ϕ1) + len(ϕ2) ≤ len(ϕ)
Dokaz. Dokaz provodimo matematicˇkom indukcijom po strukturi formule:
Baza
Za literale tvrdnja vrijedi trivijalno jer oni nemaju komponenti.
Pretpostavka: Tvrdnja vrijedi za formule slozˇenosti manje od n.
Korak
Neka je ϕ formula slozˇenosti n.
1. ϕ = ε1 ∧ ε2, ϕ1 = ε1, ϕ2 = ε2
len(ϕ1) + len(ϕ2) = len(ε1) + len(ε2) ≤ len(ϕ) = 1 + len(ε1) + len(ε2)
Tvrdnja se analogno dokazuje za ϕ = ε1 ∨ ε2.
2. ϕ = ¬(ε1 ∨ ε2), ϕ1 = ¬ε1, ϕ2 = ¬ε2
len(ϕ1)+len(ϕ2) = 2+len(ε1)+len(ε2) ≤ len(ϕ) = 1+len(ε1∨ε2) = 2+len(ε1)+len(ε2)
Tvrdnja se analogno dokazuje za ϕ = ¬(ε1 ∧ ε2).
3. ϕ = ¬(ε1 → ε2), ϕ1 = ε1, ϕ2 = ¬ε2
len(ϕ1) + len(ϕ2) = 1 + len(ε1) + len(ε2) ≤ len(ϕ) = 1 + len(ε1 → ε2) = 2 +
len(ε1) + len(ε2)
4. ϕ = ¬¬ε1, ϕ1 = ε1
len(ϕ1) = len(ε1) ≤ len(ϕ) = 1 + len(¬ε1) = 2 + len(ε1)
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5. ϕ = ε1 → ε2, ϕ1 = ¬ε1, ϕ2 = ε2
len(ϕ1) + len(ϕ2) = 1 + len(ε1) + len(ε2) ≤ len(ϕ) = 1 + len(ε1) + len(ε2)
6. ϕ = ^ε1, ϕ1 = ε1
len(ϕ1) = len(ε1) ≤ len(ϕ) = 1 + len(ε1)
Tvrdnja se analogno dokazuje za ϕ = ε1.
7. ϕ = ¬^ε1, ϕ1 = ¬ε1
len(ϕ1) = 1 + len(ε1) ≤ len(ϕ) = 1 + len(^ε1) = 2 + len(ε1)
Tvrdnja se analogno dokazuje za ϕ = ¬ε1.

Sljedec´a tvrdnja je izravna posljedica definicije prosˇirenog zatvorenja i gornje leme.
Korolar 3.2.5. Za svaku formulu ϕ osnovnog modalnog jezika ecl(ϕ) je konacˇan skup.
3.3 Tableaux - osnovni modalni jezik
U ovom odjeljku razradit c´emo pravila i pojmove potrebne za izgradnju tableaua u
osnovnom modalnom jeziku.
3.3.1 Lokalni tableau
U drugom poglavlju razradili smo tableaux metodu za logiku sudova, te dokazali adek-
vatnost i potpunost. Osnovna razlika izmedu osnovnog modalnog jezika i logike sudova
jest u pojmu svjetova. Kada vec´ razmatranu metodu promatramo sa stajalisˇta osnovnog
modalnog jezika, uocˇavamo kako ta metoda dosta dobro pokriva trazˇenje tableaua u sva-
kom pojedinacˇnom svijetu.
Promjena koja je potrebna kako bi metoda ispravno radila u nekom svijetu jest pri-
mitivne formule definirane na stranici 20 promatrati kao literale. Tableau dobiven ovako
prilagodenom metodom zvat c´emo lokalni tableau.
Primjer 3.3.1. Prilagodena metoda za skup formula Γ = {^>,p,¬^p} vrac´a otvoreni
lokalni tableau. Nasˇa prilagodena metoda ne sadrzˇi pravilo kojim bi reducirali dane ele-
mente skupa Γ. Odmah dobivamo otvoreni tableau. Medutim, iz definicije istinitosti za  i
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¬^, znamo da ovakav skup formula nije ispunjiv u osnovnom modalnom jeziku.
Napomena 3.3.2. Ako za neku formulu postoji zatvoreni lokalni tableau, ona nije ispu-
njiva. Medutim, postojanje otvorenog lokalnog tableaua za neku formulu nije dovoljno za
zakljucˇiti ispunjivost te formule u osnovnom modalnom jeziku.
Iako postoje nedostaci koje smo upravo vidjeli, lokalni tableau je dobar pocˇetak nove
metode tableauxa za osnovni modalni jezik.
Definicija 3.3.3. Kazˇemo da je Hintikkin skup Γ potpuno prosˇiren ako je dobiven iz nekog
skupa formula Θ primjenom sljedec´ih pravila tako da na pocˇetku niti jedan element skupa
Θ nije oznacˇen kao iskorisˇten:
1. Za svaku konjunktivnu formulu ϕ ∈ Θ koja nije oznacˇena kao iskorisˇtena dodaj u Θ
sve njezine konjunktivne komponente i ϕ oznacˇi kao iskorisˇtenu.
2. Za svaku disjunktivnu formulu ϕ ∈ Θ koja nije oznacˇena kao iskorisˇtena dodaj u Θ
jednu njezinu disjunktivnu komponentu i oznacˇi ϕ kao iskorisˇtenu.
Uocˇimo da pravilo (2) nedeterministicˇki bira neku komponentu pa neki skup Θ mozˇe
imati visˇe, ali mozˇda i nijedno potpuno prosˇirenje. Ovakva prosˇirenja su zapravo izgradnja
otvorenih grana lokalnog tableaua.
Primjer 3.3.4. Skup Θ1 = {^(p → q),⊥} je uocˇljivo inkonzistentan i nema niti jedno
potpuno prosˇirenje, dok skup Θ2 = {(p∨ q)∧ r} ima dva. To su Γ1 = {(p∨ q)∧ r, r, p∨ q, p}
i Γ2 = {(p ∨ q) ∧ r, r, p ∨ q, q}.
Primjer 3.3.5. Skup Γ = {p → q,¬p, q} jest jedan Hintikkin skup, ali nije dobiven potpu-
nim prosˇirenjem skupa Θ = {p → q}. Razlog lezˇi u pravilu (2) koje ne dopusˇta dodavanje
obje disjunktivne komponente jer c´e nakon jedne formula p→ q biti iskorisˇtena.
Imamo sve kako bismo definirali prvu proceduru koju c´emo koristiti u nasˇoj metodi
tableauxa za osnovni modalni jezik. Familija skupova koju dobivamo izvrsˇavanjem te
procedure sastoji se od potpuno prosˇirenih Hintikkinih skupova. Ona formalno opisuje
izgradnju lokalnog tableaua.
Procedura 3.3.6. Za neku familiju skupova F i neki konacˇan skup Θ ∈ F procedura
PotpunoProsˇiren, u oznaci PP(Θ), nedeterministicˇki izvrsˇava sljedec´e:
1. Za josˇ neiskorisˇtenu konjunktivnu formulu ϕ ∈ Θ s konjunktivnim komponentama ϕ1
i ϕ2, zamijeni skup Θ skupom Θ ∪ {ϕ1, ϕ2} i oznacˇi formulu ϕ kao iskorisˇtenu.
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2. Za josˇ neiskorisˇtenu disjunktivnu formulu ϕ ∈ Θ s disjunktivnim komponentama ϕ1 i
ϕ2, zamijeni skup Θ skupovima Θ ∪ {ϕ1} i Θ ∪ {ϕ2} te oznacˇi ϕ kao iskorisˇtenu.
Tako je dobivena familija skupova PP(Θ). Pravila (1) i (2) kod zamjene provjeravaju josˇ i
hoc´e li izvrsˇavanjem te zamjene u familiju PP(Θ) biti dodan uocˇljivo inkonzistentan skup,
te c´e takve ukloniti iz PP(Θ).
Prestanak izvrsˇavanja pravila (1) i (2) nastupa kada su sve konjunktivne, odnosno disjun-
ktivne formule iz skupa Θ iskorisˇtene. Ovo c´e se sigurno dogoditi jer je svako potpuno
prosˇirenje podskup konacˇnog skupa ecl(Θ).
Propozicija 3.3.7. Za svaki konacˇan skup Γ vrijedi:∧
Γ ≡
∨{∧
∆ | ∆ ∈ PP(Γ)
}
Dokaz. Neka je dan skup Γ. Za familiju PP(Γ) iz leme 2.1.3 slijedi kako svaka zamjena
skupova u proceduri PotpunoProsˇiren cˇuva istinitost formule ∨ {∧ ∆ | ∆ ∈ PP(Γ)} do na
logicˇku ekvivalenciju. U prvom koraku te procedure familija PP(Γ) sadrzˇi samo skup
Γ. 
Primjer 3.3.8. Odredimo familiju PP(Γ) za sljedec´e skupove:
1. Skup kojemu je jedini cˇlan formula ϕ = ¬(p→ ^q):
Θ1 = {ϕ,p,¬^q}.
2. Skup kojemu je jedini cˇlan formula ϕ = ¬(^(p→ q) ∨ (p→ q)):
Θ1 = {ϕ,¬^(p→ q),¬(p→ q),p,¬q}.
3. Skup kojemu je jedini cˇlan formula ϕ = ¬(¬(p ∧ ¬^q)→ ^q):
Θ1 = {ϕ,¬(p ∧ ¬^q),¬^q,¬p}.
Procedurom se dobiva i skup Θ2 = {ϕ,¬(p∧¬^q),¬^q,¬¬^q}, no on je uocˇljivo
inkonzistentan te je stoga uklonjen.
4. Skup kojemu je jedini cˇlan formula ϕ = (^p→ q) ∧ ¬(p ∧ ^q):
Θ1 = {ϕ,^p→ q,¬(p ∧ ^q),¬^p,¬p}.
Θ2 = {ϕ,^p→ q,¬(p ∧ ^q),q,¬p}.
Θ3 = {ϕ,^p→ q,¬(p ∧ ^q),¬^p,¬^q}.
Θ4 = {ϕ,^p→ q,¬(p ∧ ^q),q,¬^q}.
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3.3.2 Pretableau
Cilj nam je sada dati proceduru za izgradnju prve verzije tableaua. Prije nego li kre-
nemo na proceduru, potrebni su nam josˇ neki pojmovi.
Definicija 3.3.9. Usmjereni graf je ureden par (V, E), gdje je V konacˇan neprazan skup,
cˇije elemente zovemo vrhovi, a E ⊆ V × V irefleksivna relacija cˇije elemente nazivamo
bridovi.
Oznacˇeni graf je usmjereni graf cˇijem je svakom vrhu pridruzˇen skup formula. Brido-
vima mozˇemo, ali i ne moramo pridruzˇiti neku formulu.
Ureden par (G,Γ), gdje je G oznacˇeni graf, a Γ istaknuti skup formula osnovnog mo-
dalnog jezika koji je pridruzˇen nekom vrhu oznacˇenog grafa G, zovemo oznacˇeni graf s
istaknutim skupom formula, u oznaci GΓ.
Oznacˇeni graf s istaknutim skupom Γ dobiven izvrsˇavanjem dvije procedure koje c´emo
istaknuti malo nizˇe, zvat c´emo pretableau, u oznaci PΓ. Istaknuti skup Γ je upravo onaj
skup formula kojemu zˇelimo ispitati ispunjivost. Vrhove pretableaua oznacˇene bilo kakvim
podskupovima skupa ecl(Γ) zovemo predstanja. Ako zˇelimo istaknuti da je vrh oznacˇen
potpuno prosˇirenim skupom, zovemo ga stanje. Skup ecl(Γ) je domena nasˇih procedura
jer sadrzˇi sve moguc´e formule koje su vezane uz pitanje ispunjivosti skupa Γ. Ponekad
c´emo oznake vrhova, a ne same vrhove, zvati stanja i predstanja. Svaki pretableau sadrzˇi i
konacˇnu verziju tableaua za nasˇu metodu.
Procedura 3.3.10. Za neko predstanje Γ, za koje ova procedura josˇ nije izvrsˇena,
PredProsˇirenje izvrsˇava sljedec´e:
1. Izgradi familiju PP(Γ) potpunih prosˇirenja skupa Γ i dodaj te skupove kao oznake
novih vrhova pretableaua. Te vrhove zvat c´emo stanja potomci.
2. Za svako novo stanje Θ, dodaj neoznacˇeni brid (Γ,Θ).
3. Ako u pretableau vec´ postoji stanje Θ, ne stvaraj novo vec´ samo dodaj neoznacˇeni
brid (Γ,Θ).
Familiju stanja potomaka oznacˇavat c´emo sa potomci(Γ).
Potrebna nam je i oznaka skupa nasljednih komponenata svih univerzalno nasljednih
formula nekog skupa Θ.
X(Θ) := {ψ | ψ ∈ Θ} ∪ {¬ψ | ¬^ψ ∈ Θ}
Procedura 3.3.11. Za neko stanje oznacˇeno skupom Θ, za koje ova procedura josˇ nije
izvrsˇena, Sljedbenik izvrsˇava sljedec´e za svaku egzistencijalno nasljednu formulu ϕ ∈ Θ:
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1. Dodaj predstanje Γ od Θ. Skupu X(Θ) dodaj nasljednu komponentu formule ϕ i time
oznacˇi predstanje Γ.
2. Za svako novo predstanje Γ, dodaj brid (Θ,Γ) oznacˇen formulom ϕ.
3. Ako u pretableau vec´ postoji predstanje Γ, ne stvaraj novo vec´ samo dodaj josˇ jedan
brid (Θ,Γ) oznacˇen formulom ϕ.
Izgradnja pretableaua pocˇinje istaknutim skupom Γ. Taj skup pridruzˇimo polaznom
vrhu oznacˇenog grafa i izvrsˇimo proceduru PredProsˇirenje, a zatim na dobivena stanja
proceduru Sljedbenik. Ovo izmjenjivanje se nastavlja sve dok visˇe nije moguc´e dodati
novo predstanje ili stanje.
Vazˇno je napomenuti kako pretableau ima dvije vrste grananja: grananje u trazˇenju i
strukturno grananje.
Grananje u trazˇenju nastupa kada iz predstanja gradimo stanja potomke. Ovakvo gra-
nanje je disjunktivno i zapravo nam je potrebno samo jedno stanje koje kasnije prezˇivi.
Strukturno grananje, medutim, nastupa kada iz stanja gradimo njegova nasljedna pred-
stanja i ono je, kao sˇto nagovjesˇc´uje i oznaka takvog brida, konjunktivno i moraju sva
predstanja prezˇivjeti.
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Primjer 3.3.12. Pokazat c´emo izgradnju pretableaua za visˇe skupova:
1. Neka je skup Γ = {¬(p ∨ ^^q)}.
Ovdje dajemo pripadi pretableau PΓ:
ΓP0
Γ,¬p,¬^^qS 0
¬p,¬^qP1
¬p,¬^qS 1
¬p,¬qP2
¬p,¬qS 2
¬p
¬p
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2. Neka je skup Γ = {¬((p → q) → (p → q))}. Primjetimo da je formula iz danog
skupa Γ negacija poznatog aksioma K.
Ovdje dajemo pretableau PΓ:
ΓP0
Γ,(p→ q),¬(p→ q),p,¬qS 0
p→ q, p,¬qP1
q, p,¬qS 12
uklonjen
¬p, p,¬qS 11
uklonjen
¬q
Ovako izgleda pretableau PΓ nakon zavrsˇetka izgradnje:
ΓP0
Γ,(p→ q),¬(p→ q),p,¬qS 0
p→ q, p,¬qP1
¬q
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3. Neka je skup Γ = {(p ∨ q),^¬q,^¬p}.
Ovdje dajemo pripadi pretableau PΓ:
ΓP0
ΓS 0
p ∨ q,¬pP12
p ∨ q,¬p, pS 22
uklonjen
p ∨ q,¬p,qS 21
p ∨ q,¬qP11
p ∨ q,¬q, pS 12p ∨ q,¬q,qS 11
^¬q ^¬p
Ovako izgleda pretableau PΓ nakon zavrsˇetka izgradnje:
ΓP0
ΓS 0
p ∨ q,¬pP12
p ∨ q,¬p,qS 21
p ∨ q,¬qP11
p ∨ q,¬q, pS 12p ∨ q,¬q,qS 11
^¬q ^¬p
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3.3.3 Uklanjanje predstanja i inicijalni tableau
Predstanja su samo pomoc´ni dio nasˇe metode. U ovom dijelu cilj nam je ukloniti ih iz
tableaua.
Procedura 3.3.13. Za svako predstanje Γ u pretableau PΓ, procedura UklanjanjePred-
stanja izvrsˇava sljedec´e:
1. Ukloni predstanje Γ iz pretableaua PΓ zajedno sa svim bridovima (Γ,Y), Y ∈ V;
2. ako postoji stanje ∆ ∈ PΓ i postoji brid (∆,Γ) ∈ E, onda za svako stanje Θ ∈
potomci(Γ) dodaj brid (∆,Θ) s istom oznakom kao (∆,Γ);
3. ukloni brid (∆,Γ).
Oznacˇeni graf dobiven ovom procedurom zovemo inicijalni tableau, uz oznaku T Γ0 .
Primjer 3.3.14. Za svaki pretableau iz prosˇlog primjera dajemo njegov inicijalni tableau
T Γ0 :
1. Za skup Γ = {¬((p→ q)→ (p→ q))} dajemo pripadni inicijalni tableau:
Γ,¬p,¬^^qS 0
¬p,¬^qS 1
¬p,¬qS 2
¬p
¬p
2. Za skup Γ = {¬(p ∨ ^^q)} dajemo pripadni inicijalni tableau:
Γ,(p→ q),¬(p→ q),p,¬qS 0
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3. Za skup Γ = {(p ∨ q),^¬q,^¬p} dajemo pripadni inicijalni tableau:
ΓS 0
p ∨ q,¬p,qS 21p ∨ q,¬q, pS 12p ∨ q,¬q,qS 11
^¬q
^¬q ^¬p
3.3.4 Uklanjanje stanja i zavrsˇni tableau
U ovom dijelu cilj nam je ukloniti sva stanja koja nisu ostvariva, pod cˇime smatramo
ona stanja koja imaju egzistencijalnu nasljednu formulu ali ne i stanja nasljednike koji
odgovaraju toj formuli.
Procedura 3.3.15. Za inicijalni tableau T Γ0 , procedura UklanjanjeStanja izvrsˇava sljede-
c´e: ako stanje Θ sadrzˇi formulu ^ϕ, odnosno ¬ϕ, a ne postoji stanje potomak koje sadrzˇi
formulu ϕ, odnosno ¬ϕ, ukloni stanje Θ iz inicijalnog tableaua T Γ0 .
Primijetimo da je izvrsˇavanjem te procedure moguc´e doc´i do novih stanja koja nisu
ostvariva. Svaku novu iteraciju tableaua dobivenog tom procedurom zovemo trenutni
tableau, uz oznaku T Γn = UklanjanjeStanja(T Γn−1), n ∈ N.
Ponavljanje staje ukoliko u trenutnom tableauau visˇe ne postoje neostvariva stanja i tu
iteraciju zovemo zavrsˇni tableau, uz oznaku T Γ = T Γn , a skup stanja S Γ. Ako u zavrsˇnom
tableauu postoji stanje Θ koje sadrzˇi pocˇetni skup formula Γ, kazˇemo da je otvoren, dok u
suprotnom kazˇemo da je zavrsˇni tableau zatvoren.
Primjer 3.3.16. Provjerimo sada kakvi su zavrsˇni tableaui za skupove formula iz prethod-
nih primjera:
1. Zavrsˇni tableau za skup Γ = {¬(p ∨ ^^q)} jednak je inicijalnom te kako je skup
Γ cˇlan stanja S 0, tableau je otvoren.
2. Zavrsˇni tableau za skup Γ = {¬((p → q) → (p → q)} je prazan skup, jer je
jedino preostalo stanje neostvarivo i uklonjeno. Dakle, tableau je zatvoren.
3. Zavrsˇni tableau za skup Γ = {(p ∨ q),^¬q,^¬p} jednak je inicijalnom te kako
je skup Γ cˇlan stanja S 0, tableau je otvoren.
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3.4 Adekvatnost i potpunost tableauxa za osnovni
modalni jezik
U ovom odjeljku cilj je povezati pojmove ispunjivosti i otvorenosti tableaua. U prosˇlom
poglavlju to smo vec´ napravili za metodu u logici sudova a sada c´emo na slicˇan nacˇin to
ucˇiniti i za osnovni modalni jezik.
U prosˇlom poglavlju smo kod iskaza teorema potpunosti govorili o korisˇtenju obrata
po kontrapoziciji. Slicˇno c´emo ga u ovom odjeljku iskoristiti za teorem adekvatnosti.
Za dokazati adekvatnost zˇelimo pokazati kako svaka procedura uklanjanja stanja i pred-
stanja uklanja samo neostvarive vrhove grafa.
Lema 3.4.1. Neka je M jedan model i w jedan svijet tog modela. Ako za neko predstanje
Θ pretableaua PΓ vrijedi M,w  Θ, tada za barem jedno od stanja ∆ ∈ potomci(Θ) vrijedi
M,w  ∆.
Dokaz. Iz procedure PredProsˇirenje, znamo da se familija potomci(Θ) dobiva izvrsˇava-
njem procedure PotpunoProsˇiren. Iz propozicije 3.3.7 slijedi da potpuno prosˇirenje cˇuva
ispunjivost. Slijedi tvrdnja. 
Lema 3.4.2. Izvrsˇavanjem procedure UklanjanjeStanja nije uklonjeno niti jedno ispunjivo
stanje ∆ iz inicijalnog tableaua T Γ0 .
Dokaz. Kako bismo dokazali ovu lemu, dovoljno je pokazati indukcijom po n, da nijedno
ispunjivo stanje nije uklonjeno izvrsˇavanjem procedure UklanjanjeStanja na trenutni ta-
bleau T Γn . Stoga c´emo dokazati nesˇto jacˇu tvrdnju.
Za svaki n ∈ N:
1. Ako je ∆ ∈ T Γn ispunjiv, tada za svaku formulu ^ϕ ∈ ∆ postoji ispunjivo stanje
Θ ∈ T Γn takvo da imamo brid (∆,Θ) ∈ E oznacˇen formulom ^ϕ.
2. Ako je ∆ ∈ T Γn ispunjiv, tada za svaku formulu ¬ϕ ∈ ∆ postoji ispunjivo stanje
Θ ∈ T Γn takvo da imamo brid (∆,Θ) ∈ E oznacˇen formulom ¬ϕ.
3. Sva ispunjiva stanja iz inicijalnog tableaua T Γ0 su prisutna u trenutnom tableau T Γn .
Tvrdnja (3) direktno slijedi iz (1) i (2) te je dovoljno dokazati njih.
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Baza:
Promatramo dva slucˇaja obzirom na nacˇin kako je oznacˇen odredeni brid.
1. Neka je ∆ ∈ T Γ0 bilo koje ispunjivo stanje. Neka su M i w model i svijet u kojem je
M,w  ∆. Znamo iz procedure Sljedbenik kako su sva stanja ∆′ ∈ T Γ0 za koja imamo
brid (∆,∆
′
) ∈ E oznacˇen formulom ^ϕ dobivena kao potpuna prosˇirenja predstanja
Γ = {ϕ} ∪ X(∆).
Nadalje, znamo da je ^ϕ ∈ ∆ pa je stoga i M,w  ^ϕ. Iz definicije istinitosti za ^
postoji svijet w
′ ∈ M takav da M,w′  ϕ. Nadalje, po definiciji istinitosti za , X(∆)
ostaje istinit u svakom dostizˇivom svijetu pa tako i u w
′
. Iz te dvije cˇinjenice slijedi
M,w
′
 Γ.
Lema 3.4.1 povlacˇi kako postoji barem jedno potpuno prosˇirenje Θ predstanja Γ
takvo da M,w
′
 Θ. Po proceduri PredProsˇirenje sigurno postoji stanje s oznakom
Θ ∈ T Γ0 i brid (∆,Θ) oznacˇen formulom ^ϕ.
Iz svega ovoga, stanje ∆ nije moglo biti uklonjeno izvrsˇavanjem procedure Uklanja-
njeStanja na T Γ0 .
2. Neka je ∆ ∈ T Γ0 bilo koje ispunjivo stanje. Neka su M i w model i svijet u kojem
je M,w  ∆. Znamo iz procedure Sljedbenik kako su sva stanja ∆′ ∈ T Γ0 za koja
imamo brid (∆,∆
′
) ∈ E oznacˇen formulom ¬ϕ dobivena kao potpuna prosˇirenja
predstanja Γ = {¬ϕ} ∪ X(∆).
Nadalje, znamo da je ¬ϕ ∈ ∆ pa je stoga i M,w  ¬ϕ. Iz veze izmedu operatora
 i ^ znamo da ¬ϕ ≡ ^¬ϕ. Iz definicije istinitosti za ^ postoji svijet w′ ∈ M takav
da M,w
′
 ¬ϕ. Nadalje, po definiciji istinitosti za , X(∆) ostaje istinit u svakom
dostizˇivom svijetu pa tako i u w
′
. Iz te dvije cˇinjenice slijedi M,w
′
 Γ.
Lema 3.4.1 povlacˇi kako postoji barem jedno potpuno prosˇirenje Θ predstanja Γ
takvo da M,w
′
 Θ. Iz procedure PredProsˇirenje slijedi da sigurno postoji stanje s
oznakom Θ ∈ T Γ0 i brid (∆,Θ) oznacˇen formulom ¬ϕ.
Iz svega ovoga, stanje ∆ nije moglo biti uklonjeno izvrsˇavanjem procedure Uklanja-
njeStanja na T Γ0 .
Pretpostavka: Tvrdnje (1) i (2) vrijede za sve n < m.
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Korak:
Promatramo dva slucˇaja obzirom na nacˇin kako je oznacˇen odredeni brid.
1. Uzmimo neko ispunjivo stanje ∆ ∈ T Γm . Za bilo koju formulu ^ϕ ∈ ∆, po bazi induk-
cije znamo da postoji stanje s oznakom Θ ∈ T Γ0 i brid (∆,Θ) oznacˇen formulom ^ϕ.
Po pretpostavci indukcije, Θ je prezˇivjelo n izvrsˇavanja procedure UklanjanjeStanja
te se nalazi u T Γn . Kako za m vrijedi m = n + 1, procedura UklanjanjeStanja se u
tom koraku mora izvrsˇiti na T Γn . Upravo smo pokazali kako u T Γn imamo stanje Θ i
brid (∆,Θ), pa ih stoga procedura UklanjanjeStanja ne mozˇe ukloniti. Slijedi da su
oni pristuni i u T Γm .
2. Uzmimo neko ispunjivo stanje ∆ ∈ T Γm . Za bilo koju formulu ¬ϕ ∈ ∆, po bazi in-
dukcije znamo da postoji stanje s oznakom Θ ∈ T Γ0 i brid (∆,Θ) oznacˇen formulom¬ϕ. Po pretpostavci indukcije, Θ je prezˇivjelo n izvrsˇavanja procedure Uklanja-
njeStanja te se nalazi u T Γn . Kako za m vrijedi m = n + 1, procedura UklanjanjeS-
tanja se u tom koraku mora izvrsˇiti na T Γn . Upravo smo pokazali kako u T Γn imamo
stanje Θ i brid (∆,Θ), pa ih stoga procedura UklanjanjeStanja ne mozˇe ukloniti.
Slijedi da su oni pristuni i u T Γm .
Dokazali smo matematicˇkom indukcijom tvrdnje (1) i (2), te time i cijelu snazˇniju
tvrdnju. Sada tvrdnja leme odmah slijedi. 
Imamo sve sˇto nam je potrebno za dokaz teorema adekvatnosti.
Teorem 3.4.3. Neka je Γ ispunjiv skup osnovnog modalnog jezika. Tada je zavrsˇni tableau
T Γ otvoren.
Dokaz. Tvrdnja teorema odmah slijedi iz leme 3.4.2. 
Sada nas zanima i obratni smjer, no kao i za logiku sudova, prije nego li krenemo na
dokazivanje, potrebni su nam josˇ neki pojmovi.
Definicija 3.4.4. Neka je dan zatvoren skup Θ formula osnovnog modalnog jezika. Hin-
tikkina struktura za skup Θ je uredeni parH = (F,H), gdje je F = (W,R) Kripkeov okvir
a H : W → P(Θ) funkcija koja svakom svijetu w ∈ W pridruzˇuje skup formula iz Θ i za
svaki svijet w vrijedi sljedec´e:
1. H(w) je Hintikkin skup;
2. ako je ϕ ∈ H(w) egzistencijalna nasljedna formula, tada je njezina nasljedna kom-
ponenta element skupa H(w
′
) za neki svijet w
′ ∈ W i vrijedi wRw′;
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3. ako je ϕ ∈ H(w) univerzalna nasljedna formula, tada je njezina nasljedna kompo-
nenta element skupa H(w
′
) za svaki svijet w
′ ∈ W takav da vrijedi wRw′ .
Hintikkina struktura je analogon Hintikkinog skupa kojeg smo koristili u dokazu pot-
punosti u drugom poglavlju. Uocˇimo da je vrlo slicˇna Kripkeovom modelu. Naime, iako
je valuacija u Kripkeovom modelu definirana kao funkcija koja svakoj propozicionalnoj
varijabli pridruzˇuje skup svjetova u kojima je ona istinita, mozˇemo je definirati i dualno,
tako da svakom svijetu pridruzˇuje skup propozicionalnih varijabli koje su u njemu istinite.
Valuaciju onda mozˇemo prirodno generalizirati tako da svakom svijetu pridruzˇimo skup
svih formula koje su u njemu istinite. Razlika izmedu Kripkeovog modela i Hintikkine
strukture je u tome sˇto se u Hintikkinoj strukturi svijetu ne pridruzˇuje skup bilo kakvih
formula, nego samo onih koje pripadaju danom skupu Θ.
Definicija 3.4.5. Za formulu osnovnog modalnog jezika ϕ kazˇemo da je ispunjiva u Hin-
tikkinoj strukturiH = (W,R,H) za skup Θ ako je ϕ ∈ H(w) za neki w ∈ W. Skup formula
∆ ⊆ Θ je ispunjiv u H ako ∆ ⊆ H(w) za neki w ∈ W.
Uocˇimo kako je ispunjivost u Hintikkinoj strukturi vrlo slicˇna ispunjivosti u modelu.
Model nam daje istinosne vrijednosti za sve formule osnovnog modalnog jezika, dok Hin-
tikkina struktura daje samo dovoljno saznanja kako bi se odredila ispunjivost pocˇetne for-
mule ili skupa formula. Vidimo kako prelazak s modela na Hintikkinu strukturu za neki
skup nije tezˇak.
Lema 3.4.6. Neka je dan zatvoren skup Θ i modelM = (W,R,V). StrukturaH = (W,R,H)
za koju je H(w) = {ϕ ∈ Θ |M,w  ϕ} za svaki w ∈ W, je jedna Hintikkina struktura za Θ.
Sljedec´i rezultat dat c´e nam vezu ispunjivosti formula osnovnog modalnog jezika u
Kripkeovim modelima i Hintikkinim strukturama.
Teorem 3.4.7. Formula ϕ osnovnog modalnog jezika je ispunjiva ako i samo ako je ispu-
njiva u nekoj Hintikkinoj strukturi za skup ecl(ϕ).
Dokaz. Jedan smjer (⇒) odmah slijedi iz leme 3.4.6 za skup Θ = ecl(ϕ).
Dokazˇimo obrat (⇐).
Pretpostavimo da je ϕ ∈ H(w0) za neki svijet w0 u nekoj Hintikkinoj strukturi H =
(W,R,H). Definiramo model M = (W,R,V) tako da samo prenesemo skupove W i R
a valuaciju V definiramo tako da za svaku propozicionalnu varijablu p i svaki svijet w
stavimo w ∈ V(p) ako i samo ako p ∈ H(w).
Sada indukcijom po strukturi formule dokazujemo sljedec´u tvrdnju:
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Ako je ϕ ∈ H(w) za neki w ∈ W, onda je M,w  ϕ.
Baza
Promatramo sljedec´a cˇetiri slucˇaja.
1. Za ϕ = p izravno iz definicije V vrijedi M,w  ϕ.
2. Za ϕ = > izravno iz definicije istinitosti vrijedi M,w  ϕ.
3. Za ϕ = ¬p vrijedi da kako je skup H(w) Hintikkin skup, a pritom znamo da nije
uocˇljivo inkonzistentan, nije moguc´e da je onda i p ∈ H(w). Slijedi da je w < V(p) a
to je po definiciji istinitosti ekvivalentno M,w 1 p, odnosno M,w  ϕ.
4. Za ϕ = ¬⊥ izravno iz definicije istinitosti vrijedi M,w 1 ⊥ sˇto je uz definiciju
istinitosti za ¬ ekvivalentno M,w  ϕ.
Pretpostavka: Pretpostavimo da tvrdnja indukcije vrijedi za svaku formulu slozˇenosti
manje od ϕ.
Korak
Promatramo slucˇajeve obzirom na oblik formule ϕ.
1. Za ϕ = ϕ1 ∧ ϕ2 po (1) iz definicije Hintikkine strukture znamo da su ϕ1 i ϕ2 elementi
skupa H(w). Po pretpostavci indukcije vrijedi M,w  ϕ1 i M,w  ϕ2 i po definiciji
istinitosti za ∧ vrijedi M,w  ϕ.
2. Za ϕ = ¬(ϕ1 ∨ ϕ2) po (1) iz definicije Hintikkine strukture znamo da su ¬ϕ1 i ¬ϕ2
elementi skupa H(w). Po pretpostavci indukcije vrijedi M,w  ¬ϕ1 i M,w  ¬ϕ2.
Po lemi 2.1.3 vrijedi M,w  ϕ.
3. Za ϕ = ¬(ϕ1 → ϕ2) po (1) iz definicije Hintikkine strukture znamo da su ϕ1 i ¬ϕ2
elementi skupa H(w). Po pretpostavci indukcije vrijedi M,w  ϕ1 i M,w  ¬ϕ2. Po
lemi 2.1.3 vrijedi M,w  ϕ.
4. Za ϕ = ¬¬ψ po (1) iz definicije Hintikkine strukture znamo da je ψ element skupa
H(w). Po pretpostavci indukcije vrijedi M,w  ψ. Po lemi 2.1.3 vrijedi M,w  ϕ.
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5. Za ϕ = ¬(ϕ1 ∧ ϕ2) po (1) iz definicije Hintikkine strukture znamo da je ¬ϕ1 ili ¬ϕ2
element skupa H(w). Po pretpostavci indukcije vrijedi M,w  ¬ϕ1 ili M,w  ¬ϕ2.
Po lemi 2.1.3 vrijedi M,w  ϕ.
6. Za ϕ = ϕ1 ∨ϕ2 po (1) iz definicije Hintikkine strukture znamo da je ϕ1 ili ϕ2 element
skupa H(w). Po pretpostavci indukcije vrijedi M,w  ϕ1 ili M,w  ϕ2 i po definiciji
istinitosti za ∨ vrijedi M,w  ϕ.
7. Za ϕ = ϕ1 → ϕ2 po (1) iz definicije Hintikkine strukture znamo da je ¬ϕ1 ili ϕ2
element skupa H(w). Po pretpostavci indukcije vrijedi M,w  ¬ϕ1 ili M,w  ϕ2 i
po definiciji istinitosti za→ vrijedi M,w  ϕ.
8. Za ϕ = ^ψ po (2) iz definicije Hintikkine strukture znamo da postoji svijet w
′
ta-
kav da vrijedi wRw
′
i ψ ∈ H(w′). Po pretpostavci indukcije vrijedi M,w′  ψ. Iz
definicije istinitosti za ^ slijedi M,w  ϕ.
9. Za ϕ = ¬ψ po (2) iz definicije Hintikkine strukture znamo da postoji svijet w′ takav
da vrijedi wRw
′
i ¬ψ ∈ H(w′). Po pretpostavci indukcije vrijedi M,w′  ¬ψ. Iz
definicije istinitosti za  i ¬ slijedi M,w  ϕ.
10. Za ϕ = ψ po (3) iz definicije Hintikkine strukture znamo da za svaki svijet w
′
takav
da je wRw
′
vrijedi ψ ∈ H(w′). Po pretpostavci indukcije vrijedi M,w′  ψ za svaki
takav w
′
. Iz definicije istinitosti za  slijedi M,w  ϕ.
11. Za ϕ = ¬^ψ po (3) iz definicije Hintikkine strukture znamo da za svaki svijet w′
takav da je wRw
′
vrijedi ¬ψ ∈ H(w′). Po pretpostavci indukcije vrijedi M,w′  ¬ψ
za svaki takav w
′
. Iz definicije istinitosti za ^ i ¬ slijedi M,w  ϕ.
Po principu matematicˇke indukcije dokazali smo da su sve formule Hintikkine strukture
H ispunjive u modelu M. Kako je ϕ ∈ H(w0) posebno je i ona ispunjiva u M. Time je
dokazan i (⇐) smjer. 
Korolar 3.4.8. Konacˇan skup Θ osnovnog modalnog jezika je ispunjiv u modelu ako i samo
ako je ispunjiv u Hintikkinoj strukturi za skup ecl(Θ).
Sada imamo vezu ispunjivosti tih dviju struktura. Veoma smo blizu dokaza potpunosti.
Jedino sˇto nedostaje je veza Hintikkine strukture i zavrsˇnog tableaua iz nasˇe metode.
Teorem 3.4.9. Neka je dan skup formula Θ osnovnog modalnog jezika. Tada za svaki
otvoren zavrsˇni tableau T Θ = (V, E) i njegov skup stanja S Θ izgradimo strukturu HΘ =
(W,R,H) ovako:
1. Svakom elementu skupa V maknemo oznaku i dodamo ga skupu W;
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2. svakom elementu skupa E maknemo oznaku i dodamo ga skupu R;
3. za svaki vrh w ∈ W dodajemo oznaku tog vrha iz skupa S Θ skupu H(w).
Tada je strukturaHΘ Hintikkina struktura za skup ecl(Θ).
Dokaz. Kako bismo dokazali da je HΘ zbilja Hintikkina struktura potrebno je pokazati
da vrijede sve tri tvrdnje iz definicije 3.4.4. U dokazu tih tvrdnji implicitno se koristi i
cˇinjenica da je struktura nastala iz otvorenog zavrsˇnog tableaua i prezˇivjeli su svi potrebni
svjetovi.
Prvo pokazujemo tvdnju (1):
Za svaki w ∈ W vrijedi po proceduri PredProsˇirenje kako je skup H(w) jedno pot-
puno prosˇirenje. Svako potpuno prosˇirenje je ujedno i Hintikkin skup te je i podskup skupa
ecl(Θ). Time odmah slijedi tvrdnja (1).
Zatim pokazujemo tvrdnju (2):
Za svaki w ∈ W i ϕ ∈ H(w) egzistencijalnu nasljednu formulu vrijedi: Iz procedure
Sljedbenik znamo da je postojalo predstanje Γ cˇiji element je bila nasljedna komponenta
formule ϕ. Takoder iz procedure PredProsˇirenje znamo da sigurno postoji w′ ∈ W za koji
je ta nasljedna komponenta element skupa H(w
′
). Naposljetku, procedura Uklanjanje-
Predstanja nam daje kako za taj w′ vrijedi josˇ i wRw′ . Iz svega navedenog odmah slijedi
tvrdnja (2).
Naposljetku, pokazujemo tvrdnju (3):
Za svaki w ∈ W i ϕ ∈ H(w) univerzalnu nasljednu formulu vrijedi: Iz definicije skupa
X i procedure Sljedbenik znamo da je postojalo predstanje Γ cˇiji element je bila nasljedna
komponenta formule ϕ. Takoder iz procedure PredProsˇirenje znamo da sigurno postoje
svjetovi w
′ ∈ W za koje je ta nasljedna komponenta element skupa H(w′). Naposljetku,
procedura UklanjanjePredstanja nam daje kako za svaki takav w′ vrijedi josˇ i wRw′ . Iz
svega navedenog odmah slijedi tvrdnja (3).
Slijedi da je strukturaHΘ jedna Hintikkina struktura. 
Imamo sve sˇto nam je potrebno kako bismo dokazali teorem potpunosti.
Teorem 3.4.10. Neka je dan konacˇan skup formula Θ osnovnog modalnog jezika i otvoren
zavrsˇni tableau T Θ. Tada je skup Θ ispunjiv.
Dokaz. Za dani zavrsˇni tableau T Θ iz teorema 3.4.9 slijedi da imamo Hintikkinu strukturu
H za skup ecl(Θ). Znamo da je zbog otvorenosti zavrsˇnog tableaua T Θ skup Θ sigurno
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oznaka nekog svijeta iz strukture H . Time smo iz definicije 3.4.5 dobili da je skup Θ
ispunjiv u strukturiH . Iz korolara 3.4.8 slijedi tvrdnja. 
Dokazi ova dva teorema nam otvaraju moguc´nost korisˇtenja nasˇe tableaux metode za
pronalazak odgovora u sljedec´im primjerima.
Primjer 3.4.11. U ovom primjeru c´emo primjenom metode tableauxa ispitati vrijedi li
{p,^(¬p ∨ q),(q→ ^q)}  ^q?
Nalazimo zavrsˇni tableau za skup Γ = {p,^(¬p ∨ q),(q→ ^q),¬^q}.
Ovdje dajemo pripadni pretableau PΓ:
ΓP0
ΓS 0
p,¬p ∨ q, q→ ^q,¬qP1
p,¬p ∨ q,¬p, q→ ^q,^q,¬qS 14
uklonjen
p,¬p ∨ q, q, q→ ^q,¬q,¬qS 13
uklonjen
p,¬p ∨ q, q, q→ ^q,^q,¬qS 12
¬qP22
¬qS 22
qP21
qS 21
^q ¬q
p,¬p ∨ q,¬p, q→ ^q,¬q,¬qS 11
uklonjen
^(¬p ∨ q)
Ovako izgleda pretableau PΓ nakon zavrsˇetka izgradnje:
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ΓP0
ΓS 0
p,¬p ∨ q, q→ ^q,¬qP1
p,¬p ∨ q, q, q→ ^q,^q,¬qS 12
¬qP22
¬qS 22
qP21
qS 21
^q ¬q
^(¬p ∨ q)
Sada dajemo pripadni inicijalni tableau:
ΓS 0
p,¬p ∨ q, q, q→ ^q,^q,¬qS 12
¬qS 22qS 21
^q ¬q
^(¬p ∨ q)
Zavrsˇni tableau jednak je inicijalnom te kako je skup Γ cˇlan stanja S 0, tableau je otvoren.
Slijedi da je skup Γ ispunjiv i vrijedi {p,^(¬p ∨ q),(q→ ^q)} 1 ^q.
Primjer 3.4.12. U ovom primjeru c´emo primjenom metode tableauxa ispitati vrijedi li
{p,(¬q→ ¬p),^^p}  ^(p ∧ q)?
Nalazimo zavrsˇni tableau za skup Γ = {p,(¬q→ ¬p),^^p,¬^(p ∧ q)}.
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Ovdje dajemo pripadni pretableau PΓ:
ΓP0
ΓS 0
p,¬q→ ¬p,^p,¬(p ∧ q)P1
p,¬q→ ¬p,¬p,^p,¬(p ∧ q),¬qS 14
¬p, pP2
¬p, pS 2
uklonjen
^p
p,¬q→ ¬p,¬p,^p,¬(p ∧ q),¬pS 13
uklonjen
p,¬q→ ¬p, q,^p,¬(p ∧ q),¬qS 12
uklonjen
p,¬q→ ¬p, q,^p,¬(p ∧ q),¬pS 11
uklonjen
^^p
Ovako izgleda pretableau PΓ nakon zavrsˇetka izgradnje:
ΓP0
ΓS 0
p,¬q→ ¬p,^p,¬(p ∧ q)P1
p,¬q→ ¬p,¬p,^p,¬(p ∧ q),¬qS 14
¬p, pP2
^p
^^p
POGLAVLJE 3. METODA TABLEAUXA ZA OSNOVNI MODALNI JEZIK 42
Sada dajemo pripadni inicijalni tableau:
ΓS 0
p,¬q→ ¬p,¬p,^p,¬(p ∧ q),¬qS 14
^^p
Zavrsˇni tableau za skup Γ je prazan skup, jer su jedina preostala stanja neostvariva i
uklonjena. Dakle, tableau je zatvoren. Slijedi da skup Γ nije ispunjiv i vrijedi
{p,(¬q→ ¬p),^^p}  ^(p ∧ q).
Poglavlje 4
Odlucˇivost
U ovom nam je poglavlju cilj definirati sˇto je to odlucˇivost i odgovoriti na pitanje je li
problem ispunjivosti skupa formula odlucˇiv u logici sudova, odnosno u osnovnom modal-
nom jeziku.
4.1 Osnove
Pojam odlucˇivosti cˇesto se vezˇe uz neki problem. U nasˇem radu bavimo se problemom
ispunjivosti skupa formula. Odgovor na ovaj problem za svaki pojedini skup formula je
uvijek da ili ne.
Ovakvim problemima ali i drugim, bavi se teorija izracˇunljivosti.
Glavni pojmovi te teorije su algoritam, izracˇunljivost i model izracˇunavanja.
Teorije se dijele prema modelu izracˇunavanja kojeg koriste. Neki od poznatijih su
Turingov stroj, λ-racˇun, parcijalno rekurzivne funkcije i RAM strojevi. Najstariji i
najsˇire prihvac´en je Turingov stroj. Jedan od glavnih rezultata u teorijama koje koriste
ostale modele je upravo dokazati ekvivalenciju s Turingovim strojem. Mi c´emo se u nasˇim
razmatranjima opredijeliti za njega.
Za neki alfabet Γ, jezik, u oznaci L, je bilo koji podskup skupa Γ∗.
Kada malo preciziramo, nasˇi se problemi mogu zadati kao sljedec´a dva jezika.
S ATPL = {Θ | Θ je ispunjiv skup formula logike sudova.}
S ATBML = {Θ | Θ je ispunjiv skup formula osnovnog modalnog jezika.}
Definicija 4.1.1. Turingov stroj je uredena sedmorka (Q,Σ,Γ, δ, q0, qDA, qNE), gdje je re-
dom:
• Q konacˇan skup cˇije elemente nazivamo stanja;
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• Σ konacˇan skup, cˇije elemente nazivamo ulazni simboli. Pretpostavljamo da Σ ne
sadrzˇi ”prazan simbol”, kojeg oznacˇavamo s unionsq;
• Γ konacˇan skup kojeg nazivamo alfabet Turingovog stroja. Pretpostavljamo unionsq ∈ Γ i
Σ ⊆ Γ;
• δ : Q × Γ −→ Q × Γ × {L,D, S } je proizvoljna funkcija koju nazivamo funkcija
prijelaza;
• q0 ∈ Q i nazivamo ga pocˇetno stanje;
• qDA ∈ Q i nazivamo ga stanje prihvac´anja;
• qNE ∈ Q i nazivamo ga stanje odbijanja.
Turingov stroj sadrzˇi glavu i beskonacˇnu traku za pisanje i cˇitanje. Glava u svakom
trenutku mozˇe zapisati ili procˇitati tocˇno jedan simbol alfabeta. Skup {L,D, S } oznacˇava
pomak glave u odredenom koraku izvrsˇavanja stroja: L je pomak za jedno mjesto ulijevo,
D za jedno mjesto udesno i S bez pomaka taj korak. Istaknuli smo dva zavrsˇna stanja
stroja. Ovakav tip stroja se uobicˇajeno naziva odlucˇitelj. Kako je za nas najbitnija klasa
odlucˇivih jezika, ovakva definicija je dovoljna. Ukoliko se zˇeli promatrati opc´e izracˇunljive
funkcije, potrebno je prilagoditi gornju definiciju.
Definicija 4.1.2. Kazˇemo da Turingov stroj T = (Q,Σ,Γ, δ, q0, qDA, qNE) prepoznaje neku
rijecˇ w ∈ Γ∗ ako postoji konacˇan niz parova (r0, s0)...(rm, sm) ∈ Q × Γ, te konacˇan niz
simbola I1, ..., Im ∈ {L,D, S } tako da vrijedi:
• r0 = q0 i s0 je prvi slijeva simbol rijecˇi w;
• za svaki j ∈ 0, ...,m − 1 imamo δ(r j, s j) = (r j+1, s j+1, I j+1) i r j < {qDA, qNE};
• rm = qDA.
Za proizvoljan Turingov stroj T s L(T ) oznacˇavamo skup svih rijecˇi koje T prepoznaje.
Kazˇemo da neki Turingov stroj T prepoznaje jezik L ako vrijedi L = L(T ).
Prepoznavanje jezika je vrlo jako svojstvo, ali nije dovoljno kako bi za svaku rijecˇ
jednoznacˇno odgovorilo je li cˇlan tog jezika.
Kazˇemo da Turingov stroj staje s nekim danim ulazom, ako postoje nizovi kao u
prethodnoj definiciji, pri cˇemu je rm = qDA ili rm = qNE. Ako takvi nizovi ne postoje,
kazˇemo da Turingov stroj radi vjecˇno.
Primijetimo da ako Turingov stroj prepoznaje neki jezik L i dobije kao ulaz neki
w ∈ Γ∗ \ L, tada on uopc´e ne mora stati.
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Definicija 4.1.3. Za neki jezik L ⊆ Γ∗ kazˇemo da je Turing-odlucˇiv, ili kratko odlucˇiv, ako
postoji Turingov stroj T koji ga prepoznaje, te za svaku rijecˇ w ∈ Γ∗ \ L stroj T s ulazom w
staje u zavrsˇnom stanju qNE. Ako neki jezik nije odlucˇiv tada josˇ kazˇemo da je neodlucˇiv.
Detaljniji pregled pitanja odlucˇivosti mozˇe se vidjeti u [11].
U daljnjim razmatranjima Turingove strojeve nec´emo formalno zadavati, vec´ c´emo
samo dati njihove opise.
4.2 Odlucˇivost nasˇih problema
Cilj ovog odjeljka je razmotriti pitanje odlucˇivosti nasˇa dva problema, odnosno jezika.
Teorem 4.2.1. Jezik S ATPL jest odlucˇiv.
Dokaz. Iz teorema adekvatnosti i potpunosti slijedi da je za svaki skup formula logike
sudova cˇinjenica da smo nasˇom metodom dobili otvoreni tableau ekvivalentna odgovoru
da je taj skup ispunjiv, odnosno da je cˇinjenica da smo dobili zatvoren tableau ekvivalentna
odgovoru da nije ispunjiv.
Za jezik S ATPL nasˇa metoda daje jednoznacˇan odgovor za svaki skup, i mozˇe se kons-
truirati Turingov stroj T koji simulira izgradnju odgovarajuc´eg tableaua. Slijedi da c´e takav
Turingov stroj T za svaki skup kao ulazni podatak stati i vratiti jednoznacˇan odgovor. Po
definiciji 4.1.3, jezik S ATPL je odlucˇiv, sˇto povlacˇi da je problem ispunjivosti nekog skupa
formula logike sudova odlucˇiv. 
Teorem 4.2.2. Jezik S ATBML jest odlucˇiv.
Dokaz. Iz teorema adekvatnosti i potpunosti slijedi da je za svaki skup formula osnovnog
modalnog jezika cˇinjenica da smo nasˇom metodom dobili otvoreni tableau ekvivalentna
odgovoru da je taj skup ispunjiv, odnosno da je cˇinjenica da smo dobili zatvoren tableau
ekvivalentna odgovoru da nije ispunjiv.
Za jezik S ATBML nasˇa metoda daje jednoznacˇan odgovor za svaki skup, i mozˇe se
konstruirati Turingov stroj T koji simulira izgradnju odgovarajuc´eg tableaua. Slijedi da c´e
takav Turingov stroj T za svaki skup kao ulazni podatak stati i vratiti jednoznacˇan odgovor.
Po definiciji 4.1.3, jezik S ATBML je odlucˇiv, sˇto povlacˇi da je problem ispunjivosti nekog
skupa formula osnovnog modalnog jezika odlucˇiv. 
Vrijedi napomenuti kako za logiku prvog reda ovakav teorem ne vrijedi. Ovo su prvi
formalno dokazali nezavisno jedan od drugoga upravo Turing (Vidi [9]) i Church1 (Vidi
[2]).
1 Alonzo Church (1903. – 1995.). Americˇki matematicˇar i logicˇar.
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Sazˇetak
Ovaj rad proucˇava jednu od metoda za dobivanje modela logicˇkih formula koju na-
zivamo metoda tableauxa ili glavni test. Zanimljiva nam je zbog algoritamskog pristupa
kojim je mozˇemo opisati i time vrlo lako prenijeti na racˇunalo. Od posebnog znacˇaja je opis
te metode za vrstu logike znanu kao modalna logika. Rad je podijeljen na cˇetiri poglavlja.
Prvo poglavlje upoznaje nas sa sintaksom i semantikom osnovnog modalnog jezika.
Isticˇemo slicˇnosti i razlike s logikom sudova, ponajprije u pojmu istinitosti formula. Ovdje
veliku ulogu imaju modalni operatori koji su detaljno obradeni.
Kraj prvog poglavlja iznosi cilj rada: dobivanje efikasnog postupka (algoritma) za pro-
nalazak modela u kojem je neka formula osnovnog modalnog jezika ispunjiva. Takoder, na-
vodimo vezu ispunjivosti i valjanosti formula i zakljucˇujemo kako je nasˇ algoritam moguc´e
primijeniti i na ispitivanje ispunjivosti i na ispitivanje valjanosti dane formule.
Drugo poglavlje zapocˇinje klasifikacijom formula u nama zanimljive skupine. Ovakav
pristup prvi je upotrijebio Smullyan u [8]. On spominje α i β klase formula koje mi malo
drugacˇije nazivamo, ali ideja je ista.
Nastavlja se uvodenjem pravila metode tableauxa za logiku sudova i osnovnih pojmova
potrebnih za njeno shvac´anje. Bitno je spomenuti kako su ova pravila sintakticˇkog oblika,
a semanticˇko znacˇenje dajemo na kraju pogavlja dokazujuc´i dva vrlo vazˇna teorema: adek-
vatnost i potpunost.
Adekvatnost metode tableauxa povezuje pojmove zatvorenog stabla i neispunjivosti
formule za koju je to semanticˇko stablo izgradeno, sˇtovisˇe, ako za formulu imamo zatvo-
reno stablo, tada je ona sigurno neispunjiva.
Potpunost ide obrnutim smjerom, za neispunjivu formulu iz ovog teorema slijedi da se
sva semanticˇka stabla zatvore.
Dobiveni rezultat nam daje slobodu u primjeni sintakticˇkog algoritma, recimo na racˇu-
nalu, a semanticˇka interpretacija ne izostaje.
Trec´e poglavlje prosˇiruje nasˇe klase josˇ jednom, a to su nasljedne formule. Ova klasa
sadrzˇi sve formule dobivene primjenom modalnog operatora na neku formulu osnovnog
modalnog jezika i njihove negacije. Uvodi se pojam prosˇirenog zatvorenja i dokazuje
njegova konacˇnost.
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U nastavku iznosimo prilagodenu metodu tableauxa korisˇtenjem one iz drugog poglav-
lja i pokazujemo njezine nedostatke.
Navodimo pravila nove metode tableauxa kojom se rjesˇavamo tih nedostataka. Metoda
iz drugog poglavlja vazˇan je dio ove nasˇe nove metode te razumijevanje drugog poglavlja
uvelike pomazˇe u razumijevanju trec´eg. Kao i u drugom poglavlju, ova pravila su sin-
takticˇkog oblika i lako primjenjiva na racˇunalu.
Nastavak trec´eg poglavlja sadrzˇi dokaz adekvatnosti i potpunosti nasˇe nove metode za
osnovni modalni jezik. Od posebnog znacˇaja su pojmovi Hintikkine strukture i oznacˇenog
grafa. Dokazom tih dvaju teorema ponovno je dobivena veza sintakse i semantike, ali za
kompliciraniji osnovni modalni jezik.
Cˇetvrto poglavlje proucˇava pitanje odlucˇivosti. Definiramo Turingov stroj. U nastavku
se definira Turing-odlucˇivost i pokazuje kako su problemi koje rjesˇavaju obje metode pred-
stavljene u ovom radu odlucˇivi, za razliku od analognog problema u logici prvog reda.
Posebno, zˇelio bih se zahvaliti svojem mentoru, doc. dr. sc. Tinu Perkovu na iznimnom
strpljenju i ne malom broju sugestija bez kojih ovaj rad ne bi bio moguc´. Takoder, zahvalju-
jem se i suvoditelju, izv. prof. dr. sc. Mladenu Vukovic´u na vrlo zanimljivim predavanjima
kojima je i potaknuo moju zˇelju za prosˇirenjem znanja o logici bez kojih ne bi bilo ovog
rada.
Summary
In this thesis we examine one of the methods of acquiring a model for logical formulae
known as tableaux. We are interested in it because of an algorithmic approach with which
it can be described and easily transferred to a computer. Special attention is given to
describing said method for a particular type of logic known as modal logic. The thesis
consists of four chapters.
In the first chapter we are introduced to the syntax and semantics of basic modal langu-
age. We highlight the similarities and differences with propositional logic, especially in the
definition of truth. Great care is taken to explain modal operators as they play an essential
part of the basic modal language.
The end of first chapter states the goal of this thesis: providing an effective algorithm
for finding a model in which a formula of the basic modal language is satisfiable. Moreover,
we give a link between the concept of satisfiability and validity of formulae and conclude
the effectiveness of our algorithm for finding both.
Second chapter begins with a classification of formulae to relevant groups. This appro-
ach was first introduced by Smullyan in [8]. He uses α and β classes of formulae that we
denote slightly different, albeit the main concept stays the same.
We continue by introducing the rules of the tableaux method for propositional logic
and other basic concepts needed. We emphasize that these rules are strictly syntactic in
nature. The semantic meaning follows at the end of the chapter from the proof of two very
important theorems: soundness and completeness.
Soundness of the tableaux method links the concept of closed tree and unsatisfiability
of formulae of which said tree is built from, moreover, it follows that if a formula has a
closed tree, then it is unsatisfiable.
Completeness gives us the converse: for an unsatisfiable formula all trees must close.
This result gives us the freedom to use the syntactic rules of the algorithm, for example
on a computer, and the implied semantic meaning stays with it.
Third chapter expands our classification by one more class, and that is successor formu-
lae. This class consists of all formulae built by applying a modal operator on some formula
of the basic modal language and their negations. We introduce the concept of expanded
closure and we prove that it is finite.
POGLAVLJE 4. ODLUCˇIVOST 50
Continuing on, we state a modified tableaux method from chapter two and show its
drawbacks.
We state the rules of a new tableaux method that will strive to fix the drawbacks menti-
oned earlier. The tableaux method from chapter two is an integral part of our new method.
As such, understanding of concepts in chapter two is imperative for the proper understan-
ding in chapter three. As in chapter two, these rules are syntactic in nature and easily
transferable to a computer.
The continuation of chapter three consists of the proof of soundness and complete-
ness of our new method for basic modal language. Important concepts to remember are
Hintikka structures and labelled graphs. By concluding these proofs we have given a link
between the syntactic rules and semantic meaning, but for a more complicated, basic modal
language.
Chapter four deals with the question of decidability. We state what a Turing machine
and Turing-decidability are. We then proceed to show that both of the problems solved
by the methods examined here are decidable in contrast to the same problem in first order
logic which is not decidable.
Finally, I would like to thank my mentor, assist. prof. Tin Perkov for his boundless
patience and a variety of suggestions that have made this thesis possible. Furthermore, I
would also like to thank my co-mentor, assoc. prof. Mladen Vukovic´, for very interesting
lectures that made me want to expand my knowledge of logic, without which this thesis
would not be possible.
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