Cardiac Magnetic Resonance Imaging (MRI) is time-consuming and error-prone. To ease the patient's burden and to increase the efficiency and robustness of cardiac exams, interest in methods based on continuous steady-state acquisition and self-gating has been growing in recent years. Self-gating methods extract the cardiac and respiratory signals from the measurement data and then retrospectively sort the data into cardiac and respiratory phases. Repeated breathholds and synchronization with the heart beat using some external device as required in conventional MRI are then not necessary. In this work, we introduce a novel self-gating method for radially acquired data based on a dimensionality reduction technique for time-series analysis (SSA-FARI). Building on Singular Spectrum Analysis, a zero-padded, time-delayed embedding of the auto-calibration region is analyzed using Principle Component Analysis. We demonstrate the basic functionality of SSA-FARI using numerical simulations and apply it to in-vivo cardiac radial single-slice and simultaneous multi-slice FLASH, as well as to Stack-of-Stars bSSFP measurements. SSA-FARI reliably detects the cardiac and respiratory motion and separates it from trend and noise. We utilize the generated signals for high-dimensional image reconstruction using parallel imaging and compressed sensing with in-plane wavelet and (spatio-)temporal total-variation regularization.
Introduction
Magnetic Resonance Imaging (MRI) is an intrinsically slow imaging technique, which makes imaging of moving organs particularly challenging. Still, from the early years of MRI, monitoring the beating heart without the use of damaging radiation and with the superior tissue contrast of MRI has fascinated researchers. Here, the respiratory and cardiac motion pose high demands on the acquisition and reconstruction.
One solution is real-time imaging which resolves the true dynamics of the heart but is limited in terms of temporal and spatial resolution and restricted to two-dimensional imaging [1, 2, 3, 4] . In clinical practice, pro-or retrospective gating is typically used, which exploits the quasi-periodicity of the respiratory and cardiac motion to compose a single synthetic heart-beat from data acquired during several actual beats. To synchronize data-acquisition with breathing motion, external devices like a respiratory belt or adapted sequences with navigator readouts are commonly used [5, 6] . However, these devices have to be placed and adjusted individually for each patient. Furthermore, the resulting respiratory signal is not always directly correlated to the motion of the heart [7] . Sequences with additional interleaved navigator acquisitions prolong the measurement substantially and complicate the use of steady-state sequences. Otherwise, breath-hold commands can be used to avoid the need for respiratory gating completely, which, however, can be exhausting, time-consuming and not expedient for sick or non-compliant patients and children. For cardiac gating, the standard in clinical practice is the use of an electrocardiogram (ECG) [8] , but the ECG signals are prone to signal distortion when MRI sequences with fast gradient switching are utilized [9] .
To avoid these drawbacks and to gain more flexibility, techniques have been developed to extract respiratory and cardiac motion from the data itself, which is known as retrospective self-gating [10, 11] . A large number of different strategies for cardiac, respiratory or combined self-gating with Cartesian or Non-Cartesian acquisition were proposed in the past, e.g. [11, 12, 13, 14, 15, 16] . Still, the fundamental idea in most approaches is similar: Either a 1D signal is extracted from certain receive channels using a band-pass filter and specific properties of the acquired auto-calibration (AC) region, or a (sliding-window) low-spatial high-temporal resolution reconstruction of a specific region of interest (ROI) is analyzed. A more sophisticated yet simple idea was proposed by Pang et al. [17] : The general concept of dimensionality reduction [18] is applied to the AC region by using a principle component analysis (PCA) to extract the required motion signals. However, the resulting signals are often spoiled by noise or trajectory-dependent oscillations, which makes additional filtering necessary [19, 20] . Moreover, cardiac and respiratory motion are not always clearly separated [21] , which complicates data binning into the respective breathing and heart phases and requires the use of further post-processing steps such as coil clustering [22] .
To overcome these limitations, we propose the use of an adapted Singular Spectrum Analysis (SSA), which can be thought of as a temporally localized PCA. SSA is an application of the general Karhunen-Loève theorem [23] and a powerful tool for the analysis of dynamical systems, incorporating elements of classical time series analysis, multivariate statistics, multivariate geometry, dynamical systems, and signal processing [24] . Broomhead and King [25] derived SSA from Taken's theorem for the analysis of chaotic dynamical systems, and applied it to the problems of dynamical systems theory. Further development was promoted by Vautard et al. [26, 27] . Since the birth of SSA in 1986 [25, 28] it has found wide-spread application in various fields [29, 30, 31, 32, 33, 34] . SSA can be used for noise reduction, detrending and the identification of oscillatory components [27] , hence it is ideally suited for the extraction of vital motion signals such as respiratory and cardiac motion in self-gated MRI. Nevertheless, conventional univariate SSA can only be applied to single-channel time-series, whereas in parallel MRI multiple receive channels (phased array coils) are available. Channels located closer to the heart tend to capture cardiac motion, while coils placed near the diaphragm rather monitor respiratory motion. Manual coil selection [35] can enable the use of univariate SSA for vital motion extraction, but correlated information from other coils is then lost. Moreover, for routine clinical use a fully automated technique is preferred. Fortunately, univariate SSA has a natural extension for the analysis of a multichannel time-series [28] . However, this multivariate SSA is not a dimensionality reduction technique, but recovers the specific oscillations for each channel rather than to extract a single signal that describes the temporal evolution of the principle motion components. Here, we adapt the Singular Spectrum Analysis For Advanced Reduction of dImensionality, which we dub SSA-FARI. In its original form (multivariate) SSA consists of four steps [24] : I) Hankelization, II) Decomposition, III) Grouping, IV) Backprojection. In SSA-FARI, we remove steps III) and VI) and instead perform a zero-padding operation at the start. We will demonstrate the basic functionality of SSA-FARI in numerical simulations and show reconstructions of in-vivo cardiac measurements acquired with single-slice and Simultaneous Multi-Slice (SMS) FLASH sequences, as well as with a Stack-of-Stars (SOS) bSSFP sequence.
Theory
In radial or Stack-of-Stars imaging the central k-space point or the central line along the slice-dimension k z (k x = 0, k y = 0), respectively, have proven to be ideally suited for self-gating [11, 20] . We extract this AC region from the measurement data and stack all coils and partitions into a single dimension. This yields a multi-channel time-series X t c of size [(N p × N c ) × N t ], with 1 ≤ t ≤ N t and 1 ≤ c ≤ (N p · N c ), which contains information about the respiratory and cardiac motion. N t is the total number of central k-space points or lines used for auto-calibration, N p is the number of partitions and N c is the number of receive coils. Each channel c is normalized to have zero-mean. 
Data correction of the AC region
System imperfections such as gradient delays and off-resonances usually cause a corruption of the AC region X, which manifests an oscillation of a trajectorydependent frequency in radial imaging [19] . This signal fluctuation is often misinterpreted by dimensionality reduction methods as a major signal contribution. This contribution can mostly be removed by a simple orthogonal projection based on its known frequency. Here, we extend this method to also include higher-order harmonics which yields a method that almost completely removes the unwanted signal. For simplicity, we assume a golden angle acquisition scheme. Let ϕ 0 be the incremental projection angle, then
is the projection angle used for the acquisition at time step t. We define the vector
containing the oscillations up to the N H -th harmonic as a basis for the perturbing oscillation and constrain X to be orthogonal to n,
with † denoting the pseudo-inverse. This procedure cleans the corrupted signal X raw and yields a corrected time series X cor . We use this AC correction method in all presented in-vivo experiments.
Dimensionality Reduction Methods
Principle Component Analysis PCA can be understood as the rotation of the original coordinate system to a new one with orthogonal axes that coincide with the directions of maximum variable variance [36] . The PCA of a time-series X can be performed using the Singular Value Decomposition (SVD).
Here, the diagonal matrix S contains the real eigenvalues λ 1 ≥ · · · ≥ λ Nt ≥ 0 in decreasing order of magnitude. PCA provides the expansion of
where the principle components (SV H ) k are given by
Since the cardiac and respiratory motion signals contribute as main sources of variation to the time-series X, their temporal behavior should be captured by one of the first basis vectors U k , respectively [17] .
Singular Spectrum Analysis For Advanced Dimensionality Reduction (SSA-FARI) A schematic of the SSA-FARI procedure is depicted in Fig. 1a .
In contrast to conventional (multivariate) SSA, we first zero-pad (Z) the second dimension of the AC region X to obtain matrixX of size
Next, we construct a Block-Hankel calibration matrix
. Here, the Hankelization operator H slides a window of size [1 × W ] through channelX c of the zero-padded AC region and takes each block to be a row in the c-th column of the calibration matrix. This operation is similar to the construction of the calibration matrix in ESPIRiT [37] . We decompose A using a Singular Value Decomposition (SVD)
and consider U of size [N t × N t ] as the orthonormal basis that consists of the
The expansion of A, orX, in the basis U then reads
where 1 ≤ t ≤ N t iterates through the temporal samples, 1 ≤ c ≤ (N c · N p ) through the channels and 0 ≤ j < W is the index inside the sliding-window. The EOFs can be considered as data-adaptive weighted moving averages of the original time seriesX, with V being the data-adaptive filters [27] ,
Vautard et al. [27] proposed another interpretation of the EOFs considering the minimization problem arg min
The solution of eq. (14) is α = U k t , thus the EOFs can be obtained by a local least-squares fit of the k-th principle component to the original time-series. This locality, determined by the window size W , distinguishes SSA-FARI from classical PCA, which does not take the temporal past and future of a sample into account. In fact, PCA is a special case of SSA-FARI with W = 1,
In conventional SSA, i.e. where no zero-padding is applied, the EOFs are of reduced length N t − W + 1. Thus, the exact correspondence in time is lost, which inhibits their use as self-gating signal. In contrast, the EOFs U k in SSA-FARI preserve the length N t of the original time-series and can directly be used for self-gating, similar to the eigenvectors U k in PCA. In distinction to PCA, the EOFs in SSA(-FARI) capture temporal oscillations via oscillatory pairs [26] . In particular, if two consecutive eigenvalues are nearly equal, the two corresponding EOFs are nearly periodic with the same period and in quadrature [38] . These pairs can be seen as the data-adaptive equivalent to the sine-cosine pairs of Fourier analysis [39] . A single EOF-pair might suffice for the analysis of nonlinear and inharmonic oscillations, as it automatically locates intermittent oscillatory regions. In contrast, classical spectral analysis would require a large amount of harmonics or subharmonics of the fundamental period [27, 40] .
Comments The EOF U k is also the k-th left eigenvector of the [N t × N t ] real-symmetric cross-covariance matrix
Depending on the number of acquired spokes and partitions, computing the eigen-decomposition of C is usually more efficient than computing the SVD of A.
In contrast to the parameter-free PCA, for SSA we must define a window size W . To long-range correlations in time, W should be large, which -as a trade-off -results in a lower degree of statistical confidence [40] . Vautard et al. [27] showed that SSA can resolve oscillations best when the periods are shorter than the window size W . Hence, in order to resolve respiratory motion, W should cover a period of more than three seconds, which is the approximate duration of a breathing cycle. 6 
Binning
The myocardium shows different behavior for contraction and expansion, so usually the entire cardiac cycle is divided into multiple distinct bins to accurately resolve the temporal motion. For respiratory gating it is usually assumed that inhalation and exhalation do not have to be distinguished [41, 20, 16] . However, various studies reveal that respiratory motion is heavily subject-dependent and exhibits a strong variability as well as hysteresis which affects the global position of the myocardium [42, 43, 44, 45] . Hence, inhalation and exhalation should be distinguished to properly resolve the effects of breathing motion on the heart.
Since SSA-FARI yields EOF quadrature pairs that capture the phase information of periodic oscillations, binning is straight-forward for both cardiac and respiratory motion: The phase portrait, i.e. the amplitude-amplitude scatter plot, of an EOF pair is divided into N circular sectors with central angle φ = 360
• /N . The samples are then binned according to their respective circular sector, see Fig. 1b .
Methods

Numerical simulations
We compare the capability of PCA and SSA-FARI in extracting and separating oscillatory signals in simple numerical simulations. The signals we want to extract are two sinusoids
To simulate various channels i, we use a weighted sum
To spoil the composite signals s i (t), we add Gaussian white noise h noise (t) with standard deviation σ noise , or an oscillatory spell from time t 1 to time t 2 ,
or an exponential trend
to all channels, which yields
We analyze the time series X noise , X spell and X trend using PCA and SSA-FARI with window size W . More details on the simulation are provided in the appendix.
In-vivo experiments
All measurements were performed on a SIEMENS Skyra 3T scanner using 30 channels of a thorax and spine coil. Gradient delay correction was performed using RING [46] . The AC region was corrected using the orthogonal projection with N H = 5. The field of view in all experiments was 256 × 256 mm 2 at base resolution 192. All subjects gave written informed consent and the study had received approval from local ethics committee.
Sequence Design, Auto-Calibration and Reconstruction We utilize a radial single-slice and SMS FLASH with randomized radiofrequency spoiling [47] and a (radial) SoS bSSFP sequence. To obtain maximum k-space coverage and thus improved image quality [48, 49] , the projection angle ϕ is increased in each shot about the seventh tiny golden angle ϕ 0 ≈ 23.6
• [50] . For the SMS and SoS measurements, the partitions are acquired in an interleaved fashion, i.e. one spoke is recorded for each partition before the next in-plane spoke of a partition is acquired.
For single-slice imaging, the central sample of all spokes is used for autocalibration. For SMS and SoS imaging, auto-calibration is performed using the central line along the k z (k x = 0, k y = 0) direction.
For self-gating using PCA and SSA-FARI as well as for imaging reconstruction we use BART [51] . Image reconstruction is performed using combined parallel imaging and compressed sensing [52] using the alternating direction method of multipliers (ADMM) [53] with in-plane wavelet-regularization on the spatial dimensions and total variation (TV) on the cardiac and respiratory dimension [20, 54] . For SoS imaging, we additionally apply TV regularization in slice direction. The coil sensitivities for the single-slice and SMS measurements are generated using radial ENLIVE allowing two maps [3, 49, 55, 37] . To reduce the memory demand we allow only one map in the SoS reconstruction, use coil compression [56, 57] to reduce the number of coils to 13 for single-slice and SMS, and 11 for SoS imaging and perform the calibration of the sensitivities using a lower resolution.
In the spirit of reproducible research, code and data to reproduce the experiments are made available on Github 1 .
Single-slice imaging We perform a 30 second FLASH scan (TE/TR = 1.63/2.60 ms) with slice-thickness 7 mm of the human heart in short-axis view. We correct the raw AC region using the orthogonal projection and extract and compare the principal motion signals using PCA and SSA-FARI with window size W = 2115, which covers a period of about 5 s. We use the SSA-FARI gating signals to distribute the data into 30 cardiac and 12 respiratory bins for image reconstruction.
SMS imaging
We perform a 60 second SMS FLASH scan (TE/TR = 1.79/2.90 ms) with three simultaneously acquired slices in short-axis view. The slice thickness is 5 mm and the slice gap 10 mm. We use SSA-FARI, with window size W = 600 which covers a period of about 5 s, for self-gating and distribute the data into 9 respiratory and 25 cardiac bins. We perform a joint reconstruction of all slices using binning based on SSA-FARI. To evaluate the accuracy of SSA-FARI, we compare the SSA-FARI respiration quadrature-signals of the complete time series with the breathing pattern extracted from a real-time reconstruction [49, 58] .
SoS imaging
We perform a three-minute SoS bSSFP scan (TE/TR = 1.90/3.80 ms) with fourteen partitions in short-axis view and slice thickness 2.80 mm. We investigate the effect of different window sizes on the self-gating signals obtained by SSA-FARI, using W 1 = 100, W 2 = 110, W 3 = 120, covering periods of around 5.3 s, 5.8 s and 6.3 s respectively. We use W 2 = 100 and distribute the data into 9 respiratory and 25 cardiac bins to perform a joint reconstruction of all slices and phases. Fig. 2 depicts the results of the numerical simulations. PCA is able to extract, at least essentially, the shape of the two oscillations a(t) and b(t) from X noise and X spell . However, both the noise and the oscillation spell are still evident in the resulting eigenvectors and corrupt the signal. PCA fails to produce a useful result for X trend . While oscillation a(t) is present in two principle eigenvectors, oscillation b(t) is not distinctly separated in any of the eigenvectors. In contrast, SSA-FARI extracts the oscillation signals with almost no spoiling residuals in all three investigated cases. Only at the borders deviations from the ideal signal can be observed. Notably, SSA-FARI does not only yield a one-dimensional signal of the temporal evolution of an oscillation, but preserves the phase information by quadrature pairs, as can be appreciated from the amplitude-amplitude plots. The two EOFs corresponding to the same pair have very similar singular values. In the singular value plots of Fig. 2 b) and c), the first plateau corresponds to EOF 1 and 2, and the second plateau belongs to EOF 3 and 4. In Fig. 2 d) , the first two plateaus correspond to EOF 2 and 3, and to EOF 5 and 6. Hence, SSA-FARI does not mix the trend into the oscillations but creates additional EOFs to account for it.
Results
Numerical simulations
Single-slice imaging For each coil, Fig. 3 depicts the DC component of 100 consecutive spokes before and after the data correction using the orthogonal projection. Before correction some coils exhibit pronounced oscillations with 15 samples per period. Here, we have used the seventh tiny golden angle (ϕ 0 ≈ 23.6
• ), thus the oscillations period of 15 samples corresponds to ϕ 15 = 15 · ϕ 0 ≈ 354
• (see eq. (1)). Hence, the oscillation period in the AC region is linked to the period of the projection angle. By removing this frequency and the higher-order harmonics these oscillations can be completely eliminated. Fig. 4 shows the self-gating signals generated with PCA and SSA-FARI. In SSA-FARI, the first two EOFs represent cardiac motion and the third and fourth EOF respiratory motion. The EOFs of the pairs are in quadrature, respectively. Both the cardiac and the respiratory phases are well separated. In contrast, PCA cannot clearly extract and separate the signals. The respiratory motion can be recognized in the second eigenfunction (Fig. 4b, left) , but it is heavily spoiled by noise and superposed by cardiac oscillations. The first eigenfunction (Fig. 4b, right) , could be used for cardiac gating via peak-detection, although some noise and the breathing motion is clearly blended in. Fig. 4c shows six representative images of the SSA-FARI-gated reconstruction, three of which in end-systole and three in end-diastole. Depicted are three respiratory states from end-inhalation to end-exhalation. Fig. 5a shows five out of nine respiratory phases for all three slices in the end-diastolic cardiac phase. The separated respiratory motion states can be appreciated by observing the diaphragm.
SMS imaging
The background of Fig. 5b shows the temporal evolution of a line extracted from an SMS-NLINV real-time reconstruction of the full time series. The line was placed in slice thee in vertical direction to cut the diaphragm such that the actual motion of the lung can be observed. On top of this we have plotted the respiratory EOF quadrature pair obtained from SSA-FARI. The EOFs renders both the phase and amplitude behavior of the actual lung motion very well. Fig. 6a depicts a zoomed view on EOFs representing respiratory motion for different window sizes. In particular, the second EOF for W = 100 and the third EOF for W = 110 and W = 120 are shown on the left. The corresponding pairing-components are shown on the right. Fig. 6b shows a zoomed view on EOFs representing cardiac motion. The negative seventh EOF for W = 100 and the seventh EOF for W = 120 as well as the eighth EOF for W = 110 are depicted on the left, while on the right we show the pairingcomponents. All signals are in good agreement. Fig. 6c presents end-diastolic and end-systolic frames for three out of fourteen slices in end-exhalation. All respiratory and cardiac states are well separated, the cardiac wall and the diaphragm are sharply resolved. Note, however, that the two outermost slices are corrupted due to an imperfect slab profile.
SoS imaging
Discussion
We introduced a novel dimensionality reduction method dubbed "SSA-FARI", which is based on Singular Spectrum Analysis and showed that the proposed technique can successfully recover the cardiac and respiratory signal from an AC region of single-slice, SMS and SoS MRI measurements. Moreover, we have proposed an extended orthogonal projection to correct for system imperfections of the AC region.
AC correction
The reasons for the oscillations in the AC region are manifold and according to our experience cannot be eliminated completely by techniques that correct for gradient delays only [59, 60] , especially as gradient delays are rather small for the tiny golden angle [50] .
Zhang et al. [61] find this to be particularly problematic for 3D bSSFP imaging on a 3T system and propose to eliminate these measurement errors by averaging over the central five samples of each spoke. However, we found this to produce even more oscillations in the AC region, which requires additional filtering. In contrast, the orthogonal projection used here can remove most of the signal perturbations directly. For constant increments of the projection angle, the correction can be thought of as a set of sharp band-stop or notch filters corresponding to higher-order harmonics of a base frequency which can be calculated from the increment of the projection angle.
Strictly speaking, the AC correction is not mandatory for SSA-FARI as without filtering these spurious oscillations simply appear as additional EOFs. But this might reduce the significance and the accuracy of the components of interest, i.e. cardiac and respiratory motion, and complicates the analysis, which is easily avoided by applying the orthogonal projection.
SSA-FARI The presented dimensionality reduction technique for time-series SSA-FARI can be considered a PCA applied to a time-delayed embedding of the AC region to exploit the locally low-rankness of dynamic time-series. The Block-Hankel matrix A (eq. (8)) consists of shifted segments of the original time-series. Its covariance matrix C t t = A t (A H ) t (eq. (16)) is an array of scalar products specifying the correlation of all pairs of multi-channel segments in the embedding space. The considerable redundancy in the correlations of the segments in the presence of (quasi) repetitive oscillations, e.g. cardiac and respiratory motion, causes C to have low-rank. By exploiting not only spatial but also these temporal correlations, SSA-FARI performs better in recognizing temporal patterns than classical PCA and allows the separation of trend, oscillations and noise from the signal. In particular, for all three investigated sequence types the respiratory and cardiac motion could be detected and clearly separated. No further post-processing such as noise or band-pass filtering was necessary. Since SSA-FARI preserves phase information by producing quadrature pairs it allows for direct binning, which makes the commonly required peak detection obsolete [11] .
Even though in single-slice imaging we only use a single sample per time step for auto-calibration and despite the proportionally large window size, which reduces statistical significance, SSA-FARI yields reliable results. Still, SSA-FARI tends to be more resilient when multiple partitions are available in SMS or SoS experiments, or when more samples relative to the window size are used for auto-calibration. Nevertheless, the self-gating accuracy of SSA-FARI is relatively robust towards the choice of the window size, as long as it is larger than the respiration period. Note, however, that due to the zero-padding operation (eq. (7)) and the subsequent Hankelization (eq. (8)), the first and last samples in the SSA-FARI EOFs suffer from slight approximation errors.
The computational bottle-neck of SSA-FARI is the SVD of C of size [N t × N t ]. Especially for single-slice imaging, the window size W required to cover a complete respiratory cycle and the corresponding number of AC samples N t to obtain good results is relatively large. Hence, the decomposition of C is rather time-consuming. Nevertheless, there are approaches to significantly speed up the decomposition stage [62, 63] .
In our experience SSA-FARI reliably detects the EOF pairs corresponding to cardiac and respiratory motion, which for FLASH measurements usually posses the highest singular values. It is, however, not determined that the two largest components belong to the cardiac or the respiratory motion. For bSSFP sequences, which are generally more prone to system imperfections, we frequently found other components such as trends to have high singular values, too. Although for this study the components used for gating were chosen by visual inspection of the EOFs, it is fairly simple to automatize the assignment using a frequency analysis.
Outlook The property of SSA-FARI to not only reliably separate cardiac and respiratory motion but also trend suggests further applications. In dynamic contrast-enhanced MRI, SSA-FARI could replace spline-fitting [20] for separating motion and contrast enhancement. Furthermore, preliminary results suggest that the T1 decay in inversion recovery sequences is detected as an individual component and separated from the motion signals, which would enable the simultaneous reconstruction of parameter maps and self-gated anatomical motion [64] .
Last but not least we want to mention that the zero-padding approach used in SSA-FARI is not limited to self-gated MRI but turns multi-variate SSA into a general dimensionality reduction method which might be useful for many other problems related to time-series analysis.
Conclusion
We have introduced a novel SSA-based dimensionality reduction method called SSA-FARI. Its intuitive approach, the easy implementation and its capability to separate cardiac and respiratory motion as well as trend makes it a promising approach for MRI self-gating.
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A Details for numerical simulations
The total duration T = 400 [a.u.] consists of 400 discrete samples. To the period of ω a correspond 50 samples, and to ω b correspond 22 samples. Single-slice self-gating and reconstruction. In (a) the two quadrature EOFs of SSA-FARI are plotted against time for the respiratory (left) and cardiac (right) motion, respectively. In (b) the first two eigenfunctions of the PCA are depicted. In the second eigenfunction (left) respiratory motion spoiled by additional oscillations can be observed. In the first eigenfunction (right) a superposition of the cardiac and respiratory motion can be perceived. For (c) the self-gating signal of (a) was utilized. It shows six representative frames corresponding to end-systole and end-diastole for inhalation, an intermittent state and exhalation. 
