Abstract. We investigate the soliton dynamics for a class of nonlinear Schrödinger equations with a non-local nonlinear term. In particular, we consider what we call generalized Choquard equation where the nonlinear term is (|x| θ−N * |u| p )|u| p−2 u. This problem is particularly interesting because the ground state solutions are not known to be unique or non-degenerate.
Introduction
The soliton dynamics of the nonlinear Schrödinger equation
in the last decade has been the object of many mathematical studies. In the case of pure power nonlinearities we just mention the fundamental papers [5, 12, 17] . Even if the results are accomplished by completely different methods, in all these papers the non-degeneracy of the ground states of the stationary equation plays a fundamental role in getting the modulational equation originally devised by Weinstein in [31, 32] . Recently, a new approach was developed in [3, 4] not requiring the non-degeneracy of the ground states. Another important class of nonlinearities are the non-local Hartree type nonlinearities, i.e.
f (|ψ|)ψ = 1 |x| * |ψ| 2 ψ.
Hartree nonlinearities arise in several examples of mathematical physics, as the mean field limit of weakly interacting molecules (see [22] and the references therein), in the Pekar theory of polarons (see [28, 29] and [20] for further references), in Schrödinger-Newton systems [14] or, with a semi-relativistic differential operator, in boson stars modeling [13] . In the Hartree case, the non-degeneracy of ground states has been investigated only recently by Lenzmann in [19] and the solitonic dynamics in [10] . The goal of this paper is to obtain a soliton dynamics behavior for a general class of Hartree type nonlinearities for which, currently, neither uniqueness nor non-degeneracy of ground states are known, by exploiting the techniques of [3, 4] . This further corroborates the usefulness and impact of the ideas developed in these papers on a problem which has recently attracted the attention of many researchers, especially in the stationary case. We consider the following generalized Choquard equation where α and γ are real parameters andV (x) = V (x/ √ m). We remark that in [10] it has been treated the physical case (N = 3, θ = 2, p = 2), passing from (GC) to (1.2) by using the same rescaling with γ = 0 and α = 2. Hence in this paper we study the problem
where v ∈ R N and
U being a real solution of
with ω > 0, and β ∈ R. Concerning local and global well-posedness of solutions in H 1 (R N ) to (P ε ), as well as conservation laws, in the case θ = 2, we refer the reader to [16] . In the general case θ = 2, we shall assume that local well-posedness holds (being global existence easy to show in the range (1.1) of values of p). The solutions to problem (1.4) have recently been object of various deep investigations from the point of view of regularity, qualitative properties such as symmetry and asymptotic behaviour and concentration properties of semiclassical states. We refer the reader to [8, 18, [25] [26] [27] . Concerning uniqueness of positive radial solutions to (1.4), to our knowledge, after the original contribution due to Lieb [21] , a result can be found in [16] in the particular case θ = 2. Finally, about the nondegeneracy of the ground states of (1.4), the only case where it is known, is to our knowledge, when N = 3, θ = 2 and p = 2, see [19, 30] . A problem similar to (P ε ) arises in the study of equation (GC) with so-called semi-classical wave packets (or coherent states) as initial data, see for example [6] , and also [7] where the same problem has been studied for the nonlinear Schrödinger equation with local nonlinear term. The main difference with our approach is that in the papers [6, 7] the idea is to fix initial conditions with β = The following is the main result of the paper.
and p is as in (1.1). Then the barycenter
of the solution ψ to problem (P ε ) satisfies the Cauchy problem
where H ε L ∞ (0,∞) → 0 as ε → 0 + .
As explained above, we obtain as a corollary the same result for equation (GC), namely Corollary 1.2. Under the same assumptions of Theorem 1.1, the solution ψ(t, x) to equation (GC) with initial condition
has a barycenter q ε (t) which satisfies equation
We remark that, contrarily to the results obtained for example in [5] , we have no information about the shape of the solution. This is due to the fact that we use no information about the uniqueness or non-degeneracy of the ground states, so we cannot conclude that the solution stays close to some specific function. However we show that the solution is concentrated (see Proposition 3.1) and we have information about the motion of its barycenter. The first part of the resut is achieved by using the only information that the minimizing sequences for the constrained variational problem associated to equation (1.4) are relatively compact. The paper is organized as follows. In Section 2, we give some preliminary results on the relations between the parameters, on the first integrals of our equation and on the existence and properties of the ground states. In particular, the ground states of equation (1.4) are constrained minimizers for a functional J on the set of functions with fixed L 2 -norm (see Lemmas 2.3, 2.4 and also [26] ) and, as explained above, we show the pre-compactness, up to translations, of the minimizing sequences for J (see Lemma 2.5). Finally, in Section 3 we show the concentration behaviour in the semi-classical limit and we conclude by Section 4 proving Theorem 1.1.
In the paper we denote by C a generic positive constant which can change from line to line.
Preliminary tools

2.1.
Relations between the parameters. Let ω ε ∈ R and U ε as in (1.3). We require that
solves (P ε ) with V ≡ 0, so that V can be interpreted as a perturbation term. Hence we ask that ψ solves
So we establish a relation between β and the other parameters. Since
In the following we always assume (2.2).
2.2.
The first integrals of NSE. Noether's theorem states that any invariance for a oneparameter group of the Lagrangian implies the existence of an integral of motion (see e.g. [15] ). Now we describe the first integrals for (P ε ) which will be relevant for this paper, namely the hylenic charge and the energy. Following [1] , the hylenic charge (or simply charge) is defined as the quantity which is preserved by the invariance of the Lagrangian with respect to the action
For the equation in (P ε ) the charge is nothing else but the L 2 -norm, namely
The energy, by definition, is the quantity which is preserved by the time invariance of the Lagrangian. It has the form
Writing ψ in the polar form ue i ε S we get
Thus the energy has two components: the internal energy (which, sometimes, is also called binding energy)
and the dynamical energy
which is composed by the kinetic energy
and the potential energy
Finally we define the momentum
Arguing as in [10, Lemma 3.3 
is C 1 and, on the solutions, the following identities hold:
Rescaling of internal energy and charge. If we consider again U ε as in (1.3), since
where
As pointed out in [26] , J is of class
Moreover, computing the charge of a rescaled function, we have
We can choose, without loss of generality, that
in order to have the same charge for any rescaling and to simplify the notations. Thus, combining (2.7) and (2.8) we get
so, when
we have that J ε (U ε ) → +∞ for ε → 0 + which will be the key tool for the main result of this paper.
Remark 2.1. In the physical case (N = 3 and θ = 2), in order to satisfy conditions (2.2), (2.8) and (2.9), we have can any couple (α, γ) on the line 3α + 6 − 11γ = 0 with γ > 3/2. This choice implies that for p = 2 the power γ(2p − 1) − α is, in the notation of [6] , super-critical, indeed γ(2p − 1) − α − 
A ground state can be found in several ways. In the recent paper [26] , for instance, the authors minimize
This way allows to obtain a sharp result on the existence with respect to the parameter p. In the following lemma we summarize some results obtained in [26] .
, it has fixed sign and there exist x 0 ∈ R N and a monotone real function
In the following, we consider only positive ground state. Another way to look for ground states is to minimize J on
. Thus, by Hardy-Littlewood-Sobolev and Gagliardo-Nirenberg inequalities, we have (2.12)
Hence, for all u ∈ Σ ν , (2.13)
and so, by (2.10), we get that J is bounded from below on Σ ν . Moreover we notice that if
can be written in terms of inf u∈Σν J(u) and any minimizer of S θ,p in
is, up to suitable dilation and rescaling, a minimizer of J on Σ ν . This last method seems to be the best for our arguments. So, for the sake of completeness we give some details. First of all we give the following preliminary result. Lemma 2.3. For every ν > 0 we have that
Proof. From the arguments above we know that J is bounded from below on Σ ν . So it remains to prove that m ν < 0. To this end let u ∈ Σ ν and define u τ (x) := τ N/2 u(τ x) for τ > 0 and x ∈ R N . Then u τ ∈ Σ ν and
By (2.10), taking τ > 0 sufficiently small we get m ν < 0. are equivalent. Moreover the L 2 -norm of any ground state U of (1.4) is √ σ where (2.14)
Proof. Let ν, ω > 0, We
.
We have that u ∈ Σ ν , (2.15) holds for
By [26, Proposition 3.1] (Pohožaev identity) and since we have w ∈ N ω and E ω (w) = c we get the system
from which
Thus (2.17) becomes
and the first conclusion easily follows. The second part is a trivial consequence of the calculations of the first part.
By combining Lemma 2.2 and Lemma 2.4, we get that for every ν > 0 the minimum of J in Σ ν is attained. Furthermore, in order to obtain some uniform decay properties on the ground states, proceeding as in [2, Theorem 3.1], we prove the following result.
Lemma 2.5. For every ν > 0, every minimizing sequence for J in Σ ν is relatively compact in H 1 (R N ) up to a translation.
Proof. Let {u n } be a minimizing sequence for J on Σ ν . Without loss of generality, by Ekeland Variational Principle [11] , we can assume that {u n } is a Palais-Smale sequence for J. By (2.13) we have that {u n } is bounded in H 1 (R N ) and then there exists , it follows that u n → 0 in L q (R N ) for q ∈ (2, 2 * ). Thus, by (2.11) and (2.12), we have that
and this is a contradiction since m ν < 0. Hence, by (2.18), for every n ∈ N there exists y n ∈ R N such that
So, if we take v n = u n (· + y n ), by using the compact embedding of
we obtain a minimizing sequence whose weak limit is nontrivial. Moreover, the weak convergence implies immediately that u 
Assume by contradiction that u 2 2 = τ < ν. Since, by (2.19),
and, by (2.20) and (2.21),
Then, since a n (u n − u)
But, if we consider, for µ > 0, Σ
If we suppose by contradiction that, for every µ > 0, m ν < inf u∈Σ µ ν J(u), then we can construct a minimizing sequence {u n } such that
Then, by using (2.23), it is easy to check that for every τ > 1
Thus, as proved in [23, Lemma II.1], we have that for all τ ∈ (0, ν)
which is in contradiction with (2.22). Hence u ∈ Σ ν , u n − u 2 = o n (1) and, by applying the Gagliardo-Nirenberg inequality as in the second part of (2.12), we have that
It remains to show that ∇u n − ∇u 2 = o n (1). Since {u n } is a Palais-Smale sequence, there exists {λ n } ⊂ R such that for every v ∈ H 1 (R N )
and, since {u n } is bounded
Then we obtain that {λ n } is bounded and
Since, by Hardy-Littlewood-Sobolev inequality and (2.24)
as m, n → +∞, we have that {u n } is a Cauchy sequence in H 1 (R N ) and we conclude.
We close this section by showing the following uniform estimate on the ground states.
Lemma 2.6. For every λ > 0 there exists R > 0 such that for every ground state U there exists q(U ) ∈ R N such that
Proof. Assume by contradiction that there exists λ > 0 such that, for any n ∈ N, there exists a ground state U n such that for every
Then {U n } is a minimizing sequence and by virtue of Lemma 2.5 is relatively compact up to a translation {q n } ⊂ R N . Thus there exists a ground state U with
which is in contradiction with (2.25).
Remark 2.7. Of course, without loss of generality we can take q(U ) = 0 in Lemma 2.6 for radially symmetric ground states U.
Throughout the rest of the paper, we will consider radially symmetric ground states U .
Concentration results
In this section we prove a concentration property of the solution of (P ε ) with suitable initial data; more exactly, we prove that, fixed t ∈ (0, ∞), this solution is a function on R N with one peak localized in a ball with center depending on t and radius not depending on t. In order to prove this result, it is sufficient to assume that problem (P ε ) admits global solutions ψ which satisfy the conservation of the energy and of the L 2 -norm. Given K, ε > 0, let
the set of admissible initial data, where · denotes the H 1 (R N )-norm. Of course, here σ satisfies (2.14). In the following, if m ∈ R we denote with J m the sublevels of J. The main result of this section is
For all λ > 0, there exist R > 0 and ε 0 > 0 such that, for any ε < ε 0 , ψ solution of (P ε ) with initial data ψ(0, x) ∈ B K ε and t ∈ (0, ∞), there existsq ε (t) ∈ R N for which
Hereq ε (t) depends on ψ.
For the proof of this proposition we need some technical results.
Lemma 3.2. For any λ > 0 there existR =R(λ) > 0 and δ = δ(λ) > 0 such that, for any u ∈ J mσ +δ ∩ Σ σ , there existsq ∈ R N such that
Proof. First of all we prove that for any λ > 0, there exists δ > 0 such that, for all u ∈ J mσ +δ ∩Σ σ , there existq ∈ R N and a ground state U of (1.4) such that u = U (· −q) + w and w ≤ λ.
Indeed, let us assume by contradiction that there exist λ > 0 and a minimizing sequence {u n } such that for every q n ∈ R N and U ground state
Since, by Lemma 2.5, {u n } is relatively compact up to translations, there exists a ground state
and this contradicts (3.3). Now, let us fix λ > 0. We can suppose that λ < 1. Then, for √ σλ, there exists δ > 0 such that, for all u ∈ J mσ+δ ∩ Σ σ , there existsq ∈ R N and a ground state U such that u = U (· −q) + w and w ≤ √ σλ. Moreover, by Lemma 2.6, there existsR > 0 such that, for every ground state U ,
which concludes the proof.
As a consequence of the previous lemma, we can describe the concentration properties of the solutions of (P ε ).
Lemma 3.3. For any λ > 0, there exist δ = δ(λ) > 0 and aR =R(λ) > 0 such that for any ψ solution of (P ε ) with ε γ |ψ(t, ε β x)| ∈ J mσ +δ ∩ Σ σ for all t ∈ (0, ∞), there existsq ε (t) ∈ R N , which depends on λ, ε, t and ψ, for which
Proof. Let λ > 0 be fixed. By Lemma 3.2 we have that there exist δ = δ(λ) > 0 and aR = R(λ) > 0 such that for any u ∈ J mσ +δ ∩ Σ σ , there existsq ∈ R N such that (3.2) holds. So we fix ε, t and ψ solution of (P ε ), such that v(x) = ε γ |ψ(t, ε β x)| ∈ J mσ +δ ∩ Σ σ . We have that there existsq =q(v) ∈ R N such that, using (2.8),
Then we conclude takingq ε (t) = ε βq , which depends on λ, ε, t and ψ, whileR depends only upon the value of λ. Now we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. If ψ is a solution of (P ε ) with admissible initial datum, then, by the conservation of the energy E ε and by (3.1), (2.3) and (2.2), we have
So, combining (3.4) and (3.5), we obtain
Thus, in light of (3.6) and because V (x) ≥ 0, if u ε (t, x) = |ψ(t, x)|, we get
Then, by (2.2), (2.8) and (3.7) we get
So, since, by the conservation of the hylenic charge, Proposition 4.1. Let ψ be a global solution of (P ε ) with initial data ψ(0, x) such that
Then the map q ε : R → R N , where q ε (t) is given by (1.5), is well defined, is C 1 anḋ
Proof. We prove that q ε is well defined by a regularization argument. Let λ > 0 and
By (2.5) we have
Thus, on account of (2.4), |k
Hence, using Fatou's Lemma, we get that for all t ∈ (0, ∞) |x||ψ(t, x)| 2 dx < +∞ and so q ε is well defined for all t. With the same regularization technique, we can also prove that q ε is C 1 and that (4.1) holds by (2.5). Finally, equation (4.2) is a straightforward consequence of (4.1) and (2.6). Now, for K > 0 fixed, let ψ be a global solution of (P ε ) such that ψ ∈ C([0, ∞),
There exists a constant C > 0 such that, for all t ∈ R,
Proof. Since ε γ u ε (t, ε β x) ∈ Σ σ , then, by (2.2) and (2.8),
Moreover, as in the proof of Proposition 3.1, inequality (3.6) holds and so, using (4.3), we get
The following lemma shows the boundedness for the barycenter q h (t) defined in (1.5).
Lemma 4.3. There exists
Proof. By Lemma 4.2 and assumption (V2) we get that for any R 2 ≥ R 1 and for any t ∈ [0, ∞),
Remark 4.4. By the inequality (4.4) we have also that, if R 2 is large enough, for all t ∈ [0, ∞)
Now we show the boundedness of the concentration pointq ε (t) defined in Lemma 3.3.
Lemma 4.5. If 0 < λ < 1/2 and R 2 large enough we get that (1) for ε small enough
(2) for all R 3 ≥ R 2 and ε small enough
Proof. By Proposition 3.1, with λ < 1/2, and by Remark 4.4, it is obvious that the ball
BecauseR(λ) does not depend on ε, we can assume ε so small that 2R(λ)ε β < 1. Then (4.6) and (4.5) implies (1). To prove (2), first we estimate the difference between the barycenter and the concentration point. We have
A 2 = B R3 (0) \ BR (λ)ε β (q ε (t)), A 3 = B R3 (0) ∩ BR (λ)ε β (q ε (t)) and R 3 ≥ R 2 . Obviously
Moreover, by (1) and we conclude using the independence of t ∈ [0, ∞).
We notice that R 1 , R 2 and R 3 defined in this section do not depend on λ.
Equation of the traveling soliton.
We prove that the barycenter dynamics is approximatively that of a point particle moving under the effect of an external potential V satisfying our assumptions. Moreover, we consider
|∇V (q ε (t)) − ∇V (x)|u 2 ε (t, x)dx,
|∇V (q ε (t))|u 
