Abstract. The effect of Quantum Gravity (QG) may bring a tiny light speed variation as v(E) = c(1 − E/E LV ), where E is the photon energy and E LV is a Lorentz violation scale. A remarkable regularity was suggested in previous studies to look for the light speed variation from high energy photon events of Gamma Ray Bursts (GRBs). We provide a general analysis on the data of 25 bright GRBs observed by the Fermi Gamma-ray Space Telescope (FGST). Such method allows a completed scan over all possibilities in a more clean and impartial way without any bias compared to previous intuitive analysis. The results show that with the increase in the intrinsic energies of photons, such regularity truly emerges and gradually becomes significant. For photons with intrinsic energies higher than 40 GeV, the regularity exists at a significance of 3-5 σ with E LV = 3.6 × 10 17 GeV determined by the GRB data.
Main Content
The speed of light is assumed to be a constant c in Einstein's relativity. However, it is speculated from quantum gravity theories that Lorentz invariance is violated at the Planck scale (E ∼ E Pl = c 5 /G ≈ 1.22 × 10 19 GeV) [1] . A possible consequence is that the speed of light is no longer a constant c but energy dependent. For photon with energy E E Pl , the dispersion relation can be written in a theory-independent form as the leading terms in Taylor series v(E) = c 1 − s n n + 1 2
where n = 1 or 2 is usually assumed as the leading power for the correction to the light speed, s n = ±1 indicates whether the high energy photon travels slower (s n = +1) or faster (s n = −1) than the low energy photon, and E LV,n denotes the nth-order Lorentz invariance violation (LV) scale to be determined. Such a speed deviation is too small to be detected by most experiments or observations. Amelino-Camelia et al. [2, 3] first suggested to use the data of Gamma Ray Bursts (GRBs) to test this deviation. The high energy (over 10 GeV) of photons from GRB emissions, together with the long distance between the Earth and the GRB source (with redshift up to 8), could produce an observable difference between the arrival times of photons with different energies. Various methods have been applied to search for the light speed variation from GRB data, see, e.g., Refs. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . One essential question is that if one could have a general analysis without any bias to arrive at a reliable conclusion from experimental data. A remarkable regularity was noticed in previous studies [16, 17] to look for the light speed variation from high energy photon events of different GRBs. Such regularity was also examined in a recent study [18] to check for in vacuo dispersion features of gamma ray burst neutrinos and photons. The aim of this article is to provide a general analysis on such regularity from the data of 25 bright GRBs detected by Fermi Gamma-ray Space Telescope (FGST) [19, 20] . Compared to previous intuitive analysis [16, 17] with the help of added straight lines by hand, the present method provides a completed scan over all possibilities in a more clean and impartial way without any biased choice of straight lines, therefore the conclusion is more reliable and convincing. The results show that for photons with intrinsic energy (energy at the GRB source) higher than 40 GeV, such regularity exists at a significance of 3-5 σ with E LV = 3.6 × 10 17 GeV determined by the data.
We focus on the n = 1 case in Eq. (1.1) and redundant subscripts are hereafter omitted. For two photons with energies E high and E low respectively, the dispersion relation in Eq. (1.1) would lead to a difference between their observation times as [4, 21] 
is the Lorentz violation factor, z is the redshift of the GRB source, H 0 = 67. ] are cosmological constants [22] . By taking ∆t LV into consideration, the intrinsic time lag at the GRB source between two photons is 4) where ∆t obs is the observed time lag between these two photons. The intrinsic time lag ∆t in is a function of E LV due to the fact that the time delay caused by the light speed variation should be subtracted from the observed time lag. In our analysis, the energy threshold of high energy photons is set as 1 GeV for intrinsic energy, i.e., E high (1 + z) 1 GeV. These photons are detected by the Large Area Telescope (LAT) [19] onboard FGST. On the other hand, E low is lower than 260 keV [20] and thus can be omitted in Eq. (1.3). Obviously, if we fix the low energy photon, the distribution of ∆t in would be the light curve of high energy emission at the GRB source. For a certain GRB, it is in fact arbitrary to choose such a low energy photon (different choices only lead to a shift of the zero point).
But since we are going to use data from different GRBs, a unified standard is required. Here, we follow Refs. [16, 17] where the low energy photon is chosen as the first main peak of Gamma-ray Burst Monitor (GBM) [20] light curve, with photon energies ranging between 8 ∼ 260 keV. The criteria for the low energy photon peak time t peak can be performed under difference conditions such as in the observer reference frame and in the source reference frame, with also different energy bands and time bins, and these different choices can lead to a uncertainty of around 1 second for each t peak . Such uncertainties have little influences on the analysis in this work. We thus can adopt the "intrinsic time" t = ∆t in as the high energy photon emitting time at the source for our simultaneous analysis of different GRBs. The intrinsic properties of different GRBs are not the same from a strict sense. We assume that GRBs have similarities in some respects, such as the correlation between the high energy event and a remarkable low energy event in the GRB source reference frame, and thus different GRBs could be analyzed simultaneously to reveal possible regularities behind the GRB data. The method we apply here can trace back to the concept of "information entropy" [23] and is similar to the "dispersion cancellation" (DisCan) method [8] , the "minimal dispersion" method [24] , the "energy cost function" method [25] , and the "sharpness-maximization" method (SMM) [13] . The essence of this method is based on the expectation that the distribution of emitting time t, i.e., the light curve of GRBs, should be "sharp" at the source and the dispersion relation (1.1) tends to smear such a sharp feature. Therefore, a trial of true E LV in ∆t LV of Eq. (1.2) would recover the maximal sharpness whereas a trial of wrong one would not be so effective. To be specific, with each trial E LV , we can obtain the emitting times of all photons in a data set with Eq. (1.4) . The sharpness of the distribution would reach its maximum when the trial E LV equals to its true-value. The next step is to quantify the sharpness of the distribution. We adopt a function S defined as 5) where t i is the emitting time of the i-th photon in the data set (sorted in ascending order). It should be noted that in [13] , t (see Eq. (8) therein) is measured on the Earth (detectors), while in our present study, t is the intrinsic time at the GRB source to accommodate different GRBs.
In Eq. (1.5), ρ is a pre-set integer parameter. For a too small ρ, S would fluctuate significantly with E LV and the accuracy of the present method would be undermined. For a too large ρ, the S-E LV curve would be too smooth and the peak of S might be flattened. In our study, ρ is set as 5, by considering the size of our data sets. In fact, the choice of ρ has little influence on the main conclusions of our work as long as it is reasonable (see B for more information). A test of the validity of our method is performed on some artificially produced photon events, see C.
Our analysis exhaust all LAT photons that have intrinsic energy higher than 1 GeV, have known redshift and are within a 90 second time window [26] . The redshifts of these GRBs are determined by the light spectrum with high precision. 524 photons from 25 GRBs are included (see Tab There are only 2 photons with intrinsic energies between 20 ∼ 30 GeV and the data set "over 30 GeV" has similar property to that of data set III. It is thus omitted for simplicity.
In order to understand better the results of our analysis and to test the robustness of our method, we analyze some random data, in comparison with the observed data. The random data sets are produced as follows:
1. the size of the random data set is the same as that of the observed data set; 2. the redshift of the observed data are simply copied onto the random data; 3. the arrival time of observed data are randomly permutated and then used as that of random data.
In other words, the corresponding relationship between redshift and arrival time is randomly exchanged;
4. for intrinsic energy, the spectrum of observed photons in data set I is fitted with a power function (see Fig. 1 ). The result is
Then, the spectrum is extrapolated into higher ranges (for data sets II ∼ V). The energies of random data set are produced to satisfy this distribution and have the same range with the observed data set.
Every time a random data set is produced as above, we get a S-E LV curve from it.
The results of our analysis are shown in the left panels of Figs. 2, 3 . In all cases, s in Eq. (1.3) is +1. The red curves are S-E LV curves for observed data in data sets I ∼ IV respectively. We can see that for data sets I and II, the S-E LV curves have no obvious peaks, except for some small bulges. However, a peak emerges in the S-E LV curve of data set III and becomes more significant for data set IV. A completed scan over the whole E LV range (i.e., with trial E LV = −10 40 → 10 40 GeV) finds no other peaks except the above one.
In order to clarify the confidence level that our results can be trusted, random data are used as a comparison. For each observed data set, we produce 10 5 random data sets. Therefore, for each In the left panel, the red curve is the S-E LV curve for data set I and two thin curves enclose the 1 σ region for random data. The right panel is the ∆t obs /(1 + z)-κ plot for all photons in data set I.
E LV , there are 10 5 S generated from random data. Since random data sets are different from each other, these S are not identical, but approximately follow Gaussian distribution. The expectation µ and standard deviation σ can easily be obtained. Next, we go through all trial E LV and draw the 1 σ region (µ − σ, µ + σ) for each E LV . This leads to a 1 σ region for the S-E LV curve of random data (see the yellow areas Figs. 2, 3) . Similarly, we can get the 3 σ and 5 σ regions for random data (see the green and blue areas in Figs. 3 respectively) .
If the S-E LV curve of a observed data set deviates significantly from that of a random data set, it can be concluded that there are regularities behind the observed data. In Fig. 2 , nearly whole S-E LV curve for the observed data is inside the 1 σ region for random data. Therefore, we cannot exclude the possibility that the observed data set I is randomly distributed. For data sets II and III, some parts of their S-E LV curves are outside the 1 σ region for random data, but whole of these curves are still inside the 3 σ region (see Figs. 3a, 3c) . However, the peak of the S-E LV curve for data set IV is well outside the 3 σ region for random data and nearly goes beyond the 5 σ region (see Fig. 3e ). We can conclude that a finite E LV is favored at a significance of 3 σ (5 σ).
It seems that we cannot distinguish the behavior of photons with intrinsic energies lower than 10 GeV from that of randomly produced photons. But with the increase in energy threshold, regularities emerge and gradually become more significant.
For data set IV, the peak of its S-E LV curve is at E LV = 3.55 × 10 17 GeV. This coincides well with the result of Refs. [16, 17] , where E LV is determined to be 3.60 × 10 17 GeV, but obtained in a different way. There, Eq. (1.4) is expressed as
and all photons are drawn on the ∆t obs /(1 + z)-κ plot to determine E LV as the reciprocal of the slope of the mainline (see Fig. 2 in [17] ). It is worth noting that this method and our present general method are complementary to each other. On the one hand, there might be some bias when drawing straight lines in the ∆t obs /(1 + z)-κ plots (see the discussions in [16, 17] ). But our general method makes up for this deficiency since it is impartial to all possible values of E LV . Let us use our present method to re-analyze data in Ref. [17] , named as data set V. This data set contains 14 photons that have observed energy higher than 10 GeV, have known redshift and are within a 90 second time window. The S-E LV curve for data set V is shown in Fig. 4a . A distinct peak at E LV = 3.63 × 10 17 GeV goes beyond the 5 σ region for random data. Therefore, the result in Ref. [17] is in fact reliable at a significance of 5 σ.
On the other hand, the peaks of S-E LV curves can be illustrated in a more intuitive way by straight lines in ∆t obs /(1+z)-κ plots. We draw the ∆t obs /(1+z)-κ plots for data sets I ∼ IV respectively, as shown in the right panels of Figs. 2, 3 . In Fig. 2b , the distribution of the points are rather messy and thus no straight lines can be drawn. This is consistent with the fact that no peaks appear in the S-E LV curve of data set I. However, with the increase in the energy threshold, the distribution of points in ∆t obs /(1 + z)-κ plots gradually becomes regular. Finally, a straight line can be drawn in the plot for data set IV (Fig. 3f) . This is also consistent with the distinct peak of S-E LV curve for data set IV. It is interesting that in Fig. 3f , a point (GRB 130427 ) is far away from other points. It seems reasonable to assume that this photon has different properties from other photons and we can delete it from data set IV. In fact, the same data set without the GRB 130427 event can be naturally constructed with an alternative selection criteria of a new intrinsic time window, as shown in a recent study [18] . The result of present analysis for the new data set IV is shown in Fig. 5 . The peak of S-E LV is well outside the 5 σ region.
As mentioned earlier, the result of the present work is consistent with that of Refs. [16, 17] . In fact, the idea of simultaneous analysis of multiple GRBs traces back to Ref. [5] . In Refs. [12, 14] , the ∆t obs /(1 + z)-κ plot method was applied to analyze the Fermi GRB data of high energy photons available at that time. In Ref. [16] , the low energy photon arrival time is changed from the trigger time to the first main pulse of low energy photons. With this more natural choice of t low , a stronger regularity emerges with 8 out of 13 photon events falling on a same line in the ∆t obs /(1 + z)-K 1 plot, so a linear form (n = 1) light speed variation was suggested at a scale of E LV = (3.60 ± 0.26) × 10 17 GeV. In Ref. [17] , an additional event from GRB 160509 was found to fall exactly on the same mainline above. In fact, any intrinsic property of GRBs should be revealed by careful analysis of data rather than any ad hoc assumption, and any model prediction should be also tested by data. The predictions in Refs. [12, 14, 16] have received support by the newly observed energetic photon event of GRB 160509A in Ref. [17] . A recent study [18] also confirmed the calculations in Refs. [16, 17] .
In our present paper, a new method is applied to re-analyze the data. Such method can avoid the bias of drawing a mainline in the ∆t obs /(1 + z)-κ plot to determine E LV in previous works. With a complete scan of all trial E LV , we arrive at a finite E LV which is compatible with previous results in Refs. [12, 14, 16, 17] . The most important aspect of the new work is to clarify the confidence level of previous results.
As a comparison with Ref. [13] , we actually extend the analysis of data from a single GRB to multi-GRBs. In Ref. [13] data of only one GRB are analyzed at a time, whereas we include all high energy events of photons from multiple GRBs. If we only analyse data from one single GRB, we would be also not possible to find any peak in the E LV scanning. Therefore the reason for the difference between our work and Ref. [13] is due to the simultaneous analysis of all high energy photon events in the Fermi GRB data with known redshifts. In fact, the difference between our work and the Fermi analysis in Ref. [10] has been discussed in detail in Ref. [14] . Ref. [10] is based on the assumption that the high photon events are not emitted earlier than the low-energy photons at the GRB source, whereas we analyse the high energy photon events from all Fermi GRB data without any biased assumption. It is pointed in Ref. [14] that some GRBs including short GRBs are found to have high energy (>0.5 GeV) photons with minus intrinsic time lag. This seems to be compatible with our results that some high energy photons might be emitted earlier at the source. Of course, more data are still needed to test different predictions. In fact, the predictions in Refs. [12, 14, 16] have been clearly supported by the newly observed energetic photon event of GRB 160509A in Ref. [17] . As has been discussed in Ref. [18] , the regularity revealed in this manuscript could be an effect of light speed variation in cosmological space, it is also possible due to astrophysical reasons to be explored.
In conclusion, we use a general method to analyze the data of 25 bright GRBs detected by FGST. The results suggest that for photons with energy higher than 40 GeV, the regularity of high energy photon events from different GRBs exists at a significance of 3-5 σ with E LV = 3.6×10 17 GeV determined by the GRB data. In the left panels, the red curves are the S-E LV curves of observed data while yellow, green and blue areas are the 1 σ, 3 σ and 5 σ regions for random data respectively. The right panels are the ∆t obs /(1 + z)-κ plots for photons analyzed in the left panels. Upper and lower panels correspond to data sets II ∼ IV respectively. In Fig. 3f , the slope of the black straight line is 1/E LV , where E LV is determined by the S-E LV curve in Fig. 3e . A GRB Data 25 bright GRBs analyzed in this article. t peak is the first main peak time of GBM light curve, with the trigger time of GBM as the zero point. 12 photons in data set IV. E in is the intrinsic energy of the photon at the source of GRB. ∆t obs is the observed time of the photon with the first main peak time of GBM light curve as zero point. κ is defined in Eq. (1.3) .
B The choice of ρ
The smallest data set in our analysis, data set IV, contains only 12 photon events. Therefore we cannot choose a ρ greater than 6. The reason is obvious. According to Eq. (1.5), the 8-th photon event will be excluded from the analysis if ρ = 7. A too small ρ, say ρ = 2, is also not reasonable since the S-E LV curve would fluctuate dramatically. An example for data set II is shown in Fig. 6 . After careful examination, we find that ρ = 4, 5 or 6 is reasonable and ρ is set as 5 in the main body of this article. The S-E LV curves for data set IV with alternative ρ are shown in Fig. 7 . We can see that the curve is more flat when ρ is 6. But the regions of random data are also more flat. Thus the conclusion is similar: the peak of the S-E LV curve for observed data goes beyond the 3 σ region of random data but is still within the 5 σ region.
C The test of the method
In order to test the validity of our method, it is applied to some artificially produced photon events. In Test I, an E LV = 4 × 10 17 GeV is planted to photons emitted at the same time from the GRB source with redshift z = 1, i.e., ∆t in = 25 s in Eq. (1.4). In Test II, a fictitious E LV is still set as 4 × 10 17 GeV. But photons have ∆t in uniformly distributed between 0 ∼ 50 s. In Test III, E LV is no longer set as a fixed number, but has a uniform distribution between 10 17 ∼ 10 18 GeV for different photons. In all tests, the energy of photons has a uniform distribution between 0 ∼ 100 GeV. Tests I ∼ III are applied to two data sets, with N = 100 and 15 randomly produced photons respectively. Such simulations are repeated for 10 3 times. Results of five typical simulation are shown in Figs. 8, 9 . S-E LV curves are shown in the left panels. We can see that for Test I, there is a very significant peak at E LV = 4 × 10 17 GeV, identical for all simulations. For Test II, there is also a peak at approximately E LV = 4 × 10 17 GeV, but less significant than the Test I case. In some simulations, the position of the peak is not accurate for the N = 15 data set. For Test III, since E LV has a uniform distribution, only very faint peaks can be seen in only some of the simulations and the positions of these peaks are different and ranges between 10 17 ∼ 10 18 GeV, as expected.
In the right panels, the ∆t obs /(1 + z)-κ plots for one simulation are drawn as a reference. 
