The issue of nite-sample inference in GARCH-like models has seldom been explored in the theoretical literature, although its potential relevance for practitioners is self-evident. In some cases, asymptotic theory may provide a very poor approximation to the actual distribution of the estimators in nite samples.
Introduction
A 'bottom-up' approach to the specication of GARCH-like models is common among practitioners, especially when the model departs from the plain vanilla GARCH model (multivariate models, asymmetric models and so on). The cornerstone of this strategy is the LM test (examples can be found in Engle and Ng (1993) , Lumsdaine and Ng (2001) , Lundbergh and Teräsvirta (2000) ). There are several asymptotically equivalent ways to compute LMtype tests, but asymptotic theory may provide a very poor approximation to the actual distribution of the statistics in nite samples; it is therefore interesting to investigate their nite-sample properties.
Articial regressions
The concept of an articial regression was introduced by Davidson and MacKinnon (1984) .
We can write a generic articial regression as:
where r () is the regressand and R () is the matrix of regressors, b is a k-vector of coe!cients. For ( 1) to constitute an articial regression the vector r () and the matrix R () must satisfy certain dening properties 1 (Davidson and MacKinnon , 1998) . The two articial regressions that we consider are the OPG (Outer Product of Gradients) and the DLR (Double-Length Regression). The OPG regression is based on the fact that the information matrix is dened as the covariance matrix of the score vector. Given a sample of T observations, dene`t() as the t-th contribution to the sample log-likelihood, where is parameter vector with k elements and G is the gradient contribution matrix, ie a T × k matrix such that
The Lagrange Multiplier (LM) test can be written in the so-called 'score form' as
where
is the score vector for the log-likelihood summed over the whole sample and I() is the information matrix ( is a vector of ones). The OPG regression can be written as
Let e denote the constrained ML estimates obtained by imposing r restrictions when maximising the log-likelihood. Then the ESS from the OPG regression
where e G = G( e ) is the OPG form for the LM statistic, which is equal to T times the uncentered R 2 . In other words, the OPG-based LM test simply replaces the information matrix with its sample equivalent. The OPG regression applies to a wide variety of models and requires only rst derivatives. In general, both estimated covariance matrices and test statistics regression are not very reliable in nite sample. A large number of papers has shown that, in nite samples, LM test based on the OPG regression tend to overreject.
where w is any consistent estimator of w. For the DLR we have :
The class of models to which the double-length regression (DLR) applies may be written as
where f t (·) is a smooth function that depends on the random vector w t and on the parameter vector ; w t contains the dependent variable y t , and some exogenous and/or predetermined variables and/or lagged dependent variables x t . The f t are assumed to be normally distributed conditional on the information set = t (which typically includes x t ), as well as being of mean zero, serially uncorrelated, and homoskedastic with unit variance. It is not essential that y t |= t follows the normal distribution, although it is essential that the model can be transformed so that (3) holds, and f t |= t iid N(0, 1). The t-th contribution to the log-likelihood can be written as
where k t () is a Jacobian term, which is log¯Y f t
Yyt¯.
It is useful to consider the derivatives of f t and k t with respect to the parameter vector , i.e. the two Jacobian vectors such that
From the denition of F t and K t it is clear that the score vector for observation t can be written as
so that the matrices F, K and the vector f can be trivially dened, and the gradient vector equals:
The double-length regression is therefore
The fundamental result that makes the DLR possible is that, for this class of models, the information matrix satises (Davidson and MacKinnon, 1993 ):
provided that the matrices F and K satisfy appropriate regularity conditions.
If we run the DLR with the quantities F(), f () and K() evaluated at e , then DLR-based LM test can be written as
here the right-hand side is the explained sum of squares from the DLR, and
s a consistent estimator of I under the null hypothesis. Note that both b O and b D can be written, apart from a scale factor, as the product of a consistent estimate of I 31 times g. In practice, the OPG and DLR regressions lead to asymptotically equivalent formulations of a LM test. However, they dier because they use a dierent estimator of the information matrix. MacKinnon and Magee (1990) provide Monte Carlo evidence which suggests that tests based on the DLR generally perform very much better than tests based on the OPG regression in nite samples, however they don't give any analytical motivation for this. Since, we can not invoke any formal proof for the superiority in nite samples of DLR-LM statistics with respect to OPG-LM statistics, it is even more interesting to assess the relative performances of the procedures in specic situations. In particular, we look at the behavior of these two statistics in a very popular setting in applied nance, like GARCH-in-mean models, where OPG-based LM test statistics are widely used.
The model
Let us consider a GARCH(1,1)-in-mean process, i.e. a process y t such that
where = t is the -eld generated by {w t , w t31 , . . . }. The process is assumed to be weakly stationary.
After gathering all the parameters in a vector = (, !, c, a, b) 0 , equation (7) means that a process f t can be dened as
and that it is a Gaussian white noise with unit variance. By doing so, equation (4) applies, where k t equals 1 2 log h t in the present case. The vectors F t and K t dened in equation (5) have to be evaluated recursively, due to the recursive terms in (7) . Let a "state vector" z t be dened as
For F t we have
From the denition of f t and k t it can be immediately shown that
The recursive term enters J z t , since we have from (7):
ht31¸d w ¾ or more compactly
where M t and Q t are straightforwardly dened. By an induction argument, J z t must obey
and therefore, given a starting point 2 for J z 0 , all the relevant quantities can be calculated recursively, making it possible to evaluate F, K and G for any given . 2 It is convenient to assume as a starting point h0 = c/1 3 a 3 b, ie the unconditional variance of e t . Its derivative is therefore:
Simulations
In order to assess the nite-sample properties of OPG-and DLR-based LM tests on the parameter !, we have set up the following DGP:
where e t N(0, 1).
Given that the unconditional variance of e t is given by
we analyse four cases, corresponding to h u = [2.5, 4, 10, 100]. In each case, the parameters a, b and ! were adjusted so that
These constraints on parameters were chosen to ensure that our simulations re ected "real life" conditions. The hypothesis we test by means of the OPG-and DLR-based LM test is that ! equals its true value in all cases. We therefore do not consider the power of tests, but only their actual size.
In practice, the LM test presupposes that a full-rank estimate of I is available. This, however, may not happen. In fact, it is possible that the maximum likelihood estimates lie on the boundary of the parameter space, ie a = 0 or b = 0. In both these cases, it is possible to show that the G matrix is not full rank, and therefore G 0 G is singular. The same happens to F 0 F + K 0 K. In these cases, however, there would be little point in using a classical test, because such tests are not applicable to points on the boundary. The probability of obtaining such an estimate can be shown to vanish asymptotically for 0 inside the parameter space; however, for a small sample size this probability is not negligible. In fact, we have obtained many of these cases, as summarised in table 1. Since our objective is to evaluate the performance of tests that would be inapplicable anyway in those situations, we rejected those simulations where the product of the estimates for a and b was less than 1.0E-08.
For each value of h u , 10000 replications were performed, and four statistics were computed 3 :
OPG_T ESS from the OPG regression, evaluated at 0 DLR_T ESS from the DLR regression, evaluated at 0 OPG_E ESS from the OPG regression, evaluated at DLR_E ESS from the DLR regression, evaluated at where 0 is the true vector of parameters, and is the constrained maximum likelihood estimate (all parameters free, except ! which is set at its true value).
The simulation results are reported in tables 2-5. Each table lists It is apparent that the DLR versions of the LM statistics always outperform their OPG counterparts. This is particularly true at smaller sample sizes, as was to be expected; on the other hand, there is no noticeable difference between more and less heteroskedastic processes.
It may be conjectured that the good performance of the DLR regression could be hindered in the presence of misspecication of the error term distribution, since the very principle on which the DLR is based is specic to the Normal distribution. In order to ascertain the extent of this eect, we ran some more simulations where the data were generated with a t-distributed error term with 6 degrees of freedom; such a distribution has moments up to the fth order, and a variance of 1.5; moreover, such a distribution is heavily leptokurtic, which is a characteristic commonly found in empirical data on returns. In this experiment, therefore, the DGP is identical to the one specied in equations (10) (11) , but
where ² t is a Student t pseudo-rv with 6 degrees of freedom. The results are shown in Table 6 . In this case, 1000 replications were performed. As can be seen from table 6, the results are in fact disappointing with respect to the accuracy of the test statistic. However, this was to be taken into account. What matters is, however, that the DLR-based LM statistic is not particularly worse than the OPG-based one. In other words, the DLR test statistic appears to be more precise but not not less robust than the OPG test.
As far as more general models are concerned, the issue arises of dierentiating the log-likelihoods analytically in a manner suitable to implement the tests presented here. This can be tricky at times. On the other hand, numerical dierentiation can be used: in fact, there is little computational overhead in computing`t() as a function of f t () (most of which is typically a simple quadratic form) and k t (). As a consequence, instead of dierentiating`t() numerically, it is possible to dierentiate numerically f t () and k t () to obtain F t () and K t () and then compute g t () via equation (6) whenever required.
On multivariate models, several problems arise: it is not obvious how the concepts behind the DLR regressions can be generalised to multivariate models. Moreover, the task of analytically dierentiating the log-likelihood of multivariate GARCH-in-mean models is a daunting one. However, analytical derivatives for the widely used BEKK specication (see Engle & Kroner, 1995) have recently been presented by Lucchetti(2001) .
Conclusions
This article has investigated the nite-sample properties of the two alternative methods for computing LM-type tests, the OPG-based LM test statistics and the DLR-based LM test statistics by means of a Monte Carlo study. Although ours is a limited experiment, we expect our ndings to be true in more complex settings as well. Moreover, this experiment suggests that future research should closely look at the possible extensions of the DLR-based LM test to multivariate GARCH models.
In conclusion, our Monte Carlo study for a set of univariate AR time series models with GARCH(1,1) errors indicates that the nite sample distribution of the DLR-LM test is much closer to its asymptotic distribution than the OPG-LM test, and therefore provides a better tool for hypothesis testing. The results also seem to suggest that the OPG-LM test overrejects in a measure that can lead to false inferences on the risk premium parameter. The paper also shows that the di!culty of calculating the LM statistics can be overcome by the DLR approach which is, in this model, straightforwardly calculated.
Finally, both procedures show a wrong actual size when the model violates the assumption of Gaussian standardised innovations. This means that the two procedures should be robustied in order to tackle with deviations from normality. However, the results are not markedly dierent between the two statistics, which is somewhat surprising in light of the fact that the DLR-LM test relies on a very special property of the Gaussian distribution. The bottom line seems that, since both statistics are equally unreliable when the model departs from its distributional assumptions, there seems to be no reason to prefer the OPG-LM test over the DLR-LM test, which has better properties under correct specication, and requires only a small additional computational eort.
