We investigate the spectral function of Bloch states in an one-dimensional tight-binding noninteracting chain with two different models of static correlated disorder, at zero temperature. We report numerical calculations of the single-particle spectral function based on the Kernel Polynomial Method, which has an O(N ) computational complexity. These results are then confirmed by analytical calculations, where precise conditions were obtained for the appearance of a classical limit in a single-band lattice system. Spatial correlations in the disorder potential give rise to non-perturbative and universal spectral functions, even at low disorder strengths.
I. INTRODUCTION
The one-electron spectral function is a key ingredient in the understanding of interacting and of disordered electronic systems. It can be thought of as the energy distribution of a state of momentum k, ρ(k, E). In a noninteracting translationally invariant system it is simply a Dirac delta function of energy, peaked at the single particle energy E k .
The spectral function has been the subject of intense study in correlated electronic systems, because it bears clear signatures of the low energy phases of interacting electron systems, whether it be a Fermi Liquid 1,2 , a marginal Fermi liquid as in high T c cuprates 3 , or a onedimensional Tomonaga-Luttinger liquid, with chargespin separation 4 . It is experimentally accessible by angle resolved photo emission spectroscopy (ARPES) 5, 6 .
Random disorder can introduce a finite width on the spectral function, averaged over disorder realizations, even in the absence of interactions. The more common approaches to its calculation rely on the Born approximation for the decay rate of a momentum state due to scattering by the disorder potential. They implicitly (or explicitly) assume that the disorder potential is a weak perturbation of the kinetic or band energy terms of the Hamiltonian, and generally lead to a Lorentzian line shape for ρ(k, E). One does not need strong disorder to ensure localization in 1D or 2D, and in weak localization this approach to the one particle spectral function is quite sufficient 7 .
The concept of spectral function, however, is not confined to weak disorder. Very efficient numerical methods are able to compute ρ(k, E) for any strength of disorder 8 . Trappe, Delande and Muller 9 studied a continuum model with correlated disorder and argued that when the root mean square of the local random potential far exceeds the kinetic energy scale, E ξ = 2 /2mξ 2 (where ξ is the spatial correlation length of the disorder), the non-commutativity of position and momentum can be ignored, and a classical limit is achieved, in which the spectral function portrays the probability distribution of the random potential. The coherent potential approximation, a well-known approximation to treat disorder problems 10, 11 , which in its original formulation cannot account for spatially correlated disorder, has been generalized to treat spatially correlated disorder 12 and can also go beyond perturbation theory and reproduce the classical limit results for strong disorder.
The exquisite control that has become available in ultra cold atom experiments has renewed interest in the experimental study of disordered potentials, free of the complication of interactions, always present in electronic systems. Atomic clouds can be transferred into a random potential created by laser speckle and several experiments have been made on Anderson localization [13] [14] [15] , included a measurement of the dependence of the mobility edge with the strength of the disorder potential 16 .
The random potential implemented in ultra-cold atom experiments is correlated in space, in contrast with the standard Anderson model of site disorder. Disorder correlation studies of Anderson localization have been carried out for several decades now 17 . Significant results were obtained in 1D, where it was found that extended states can exist at discrete energies in short-range correlated models 18 and that a mobility edge appears in models with power-law decay of spatial correlation of the random potential 19, 20 .
Quite recently, a direct measurement of the oneparticle spectral function in an ultra-cold atom experiment was reported 21 . By varying the intensity of the random potential, one observes a change from a perturbative Lorentzian shape, to an asymmetric line shape, that reflects the probability distribution of the random potential.
Our focus in this paper is also on the spectral function in 1D tight-binding models with correlated disorder. Unlike in the continuum case, band models have an intrinsic kinetic energy scale given by the bandwidth. It is relevant to consider whether the classical limit can be reached even when disorder is weak, in the sense that the mean free path is much larger than the lattice spacing. When the disorder correlation length is much larger than the unit cell, scattering becomes local in momentum-space and we explore this feature and explicitly show analytically how the classical limit emerges. Moreover, we also study the interesting case of disorder correlations that dearXiv:1806.06584v1 [cond-mat.dis-nn] 18 Jun 2018 cay as a power-law, with a characteristic power spectrum S (k) ∼ 1/k α20 . This model has been shown to have an insulator to metal transition in 1D, at α = 2. This type of disorder has an effectively infinite correlation length, and would appear to be always in the classical limit. We find instead that this limit requires α > 1, when scattering effectively becomes local in momentum space. Our results are confirmed by numerical calculations.
The rest of this paper is organized as follows. In the next section, we start by defining our basic tight-binding model. Randomness is introduced in the site energies, and is characterized by its Fourier components, which have a prescribed magnitude, but randomly distributed independent phases. We then briefly review the Kernel Polynomial Method (KPM) as a tool for the numerical calculation of the spectral function. In section III, we present our numerical results for ρ (k, E), and confirm our main findings by analytical calculation. In section IV we discuss our results and in Section V we sum up our conclusions.
II. THE DISORDER MODEL AND THE
KERNEL POLYNOMIAL METHOD
A. The Disorder Model
The Hamiltonian we use is a one-dimensional tightbinding model with nearest neighbor hopping and random site energies,
where {|ϕ m ; m = 0, . . . , N − 1} are the local Wannier states. In what follows, we impose periodic boundary conditions by setting |ϕ m = |ϕ m+N , the lattice parameter a is taken as 1, and all energies are measured in units of t (i.e. t = 1). If there were no disorder, the exact eigenstates of (1) would be the Bloch states
The presence of static disorder causes scattering of |k → |k + q , characterized by the matrix elements of the random potential V := m ε m |ϕ m ϕ m | that connect two Bloch states, i.e.,
seen here to depend only on the transfered momentum q. We easily invert Eq.3 to express the local energies as a Fourier sum,
We choose to model the randomness by taking these matrix elements as
where V (q) := | k + q| V |k | is a specified even function of q and φ q is a random phase with a uniform probability distribution in the circle [0, 2π[. The different phases are independent variables except for the constraints φ q = −φ q , which ensure the hermiticity of the Hamiltonian. With these definitions, the mean of the site energies is ε m = q V (q)e iφq e iqm = V (0), since the condition φ q = −φ −q fixes φ 0 = 0 and the individual phase averages are zero otherwise, e iφq = δ q,0 . Since ε m merely shifts the spectrum, we will always choose ε m = 0, meaning that
In general, the values of the energies in different sites will be correlated in this model of disorder. The two-site covariance of the potential can be written as
where all the phase averages factorize unless q = −q , and the average of a single phase is zero,
Hence (using the property V (q) = V (−q))
From Eq.8, we see that V 2 (q) can be related to the Fourier transform of the spatial correlation function C (n) of the disorder potential, as follows
In the case of an uncorrelated disorder, the usual Anderson's model, we have
with σ 2 ε := ε 2 , or, equivalently
Thus, for uncorrelated site disorder, the magnitude of the scattering matrix element from k → k + q is independent of the transferred momentum, q .
Gaussian Correlated Disorder
Our first model of correlated disorder is the Gaussian case. For that, we choose
where A(q c ) is a measure of the strength of disorder. The N − 1 2 factor in Eq.12 is introduced in order to have a welldefined thermodynamic limit for the local variance and correlation functions of the disorder potential.
In this model, the values of V (q) are only significant in an interval of linear size q c around q = 0. This means that only forward scattering processes will be relevant for the physics of such system. The statistical properties of the corresponding potential can be calculated through Eq. 8, in the thermodynamic limit (N → ∞), yielding
From these two equations, we notice that the normalized correlation function does not depend on the parameter A(q c ), i.e.
Finally, all the integrals above can be done analytically in the limit when q c π. In this case, the integration intervals can be extended to k ∈ ]−∞, +∞[ and we get,
The correlation function of site energies is Gaussian in real space with a decay length ξ = q −1 c . In this same limit, we can also relate the parameter A(q c ) with the local disorder strength, using Eq.13a
meaning that,
Power-Law Correlated Disorder
For our second model of disorder, we take the powerlaw potential defined by De Moura and Lyra 20 , for a periodic chain of N sites, as
The phases φ p have the same properties as before, being uniformly distributed in [0, 2π[. We can reduce this definition to our formulation by writing the Bloch wavenumbers as
so that Eq. 18 becomes
Since this sum is only over the positive half of the first Brillouin zone (i.e q = 2πp/N , p = 1, . . . N/2), it can be rewritten as
with V (q) defined as
and the independent random phases obeying the constraint φ q = −φ −q . The q = 0 term is excluded as before, and we have introduced a normalization factor A(α) that will define a finite variance for the local disorder.
To study the thermodynamic limit (N → ∞) in the previous case (Gaussian), we replaced all the sums over q by integrals. In this case, since q = 2πp/N , p ∈ Z \ {0} , we could try to do the same, but this turns out to be quite tricky due to the possibility of generating low-q singularities. Consider, as an a example, the calculation of the disorder's local variance,
For α < 1, the corresponding integral does not have a low-q singularity and the situation is be very similar to a system with uncorrelated disorder. A more interesting case happens for α > 1, where the integrals will have low-q singularities with a natural cut-off of 2π/N . Also, in this case, the corresponding sum over p in
is found to converge as N → ∞. These two facts mean that, no matter how large N is, the number of terms contributing to the sum is of O(1). Hence, we can never approximate it by an integral. Luckily, the infinite sum in Eq. 24 is known to define the Riemann Zeta function 22 ,
Finally, in the same limit, the local variance of the disorder can be written as
allowing us to express A 2 (α) in terms of σ ε , as follows,
The correlation function of this potential can also be calculated using,
Writing q = 2πp/N and taking the thermodynamic limit in the last sum, we can express the result in terms of a polylogarithm function
A plot of this space correlation function is shown in the fig. 1 , for several values of the exponent α 23 . As a last remark, we note that to ensure a finite local variance, σ ε , we had to choose A 2 (α) ∝ 1/N α−1 (see Eq. 27). This weird fact implies that A 2 (α) → 0, as N → ∞ (for α > 1), which will have important consequences in what follows.
B. The Kernel Polynomial Method
The spectral function of a large disordered quantum system can be efficiently computed by a polynomial expansion-based technique -the Kernel Polynomial Method (KPM) 8, [24] [25] [26] [27] . In this approach, a function of an operator with spectrum normalized to the interval ]−1, 1[ is approximated by a truncated Chebyshev series. The expansion coefficients can be computed either by stochastic evaluation of a trace 8, 26 or by simple expectation values of Chebyshev polynomials in a given basis. Furthermore, the accuracy and the numerical convergence of the KPM estimates are controlled by employing an optimized Gibbs damping factor and using sufficient number of Chebyshev polynomials 8 . The Chebyshev polynomial of the first kind, T n (x), is an n th -degree polynomial in x, defined as 
23
T n (x) = cos(n arccos(x)), n ∈ N (29)
where x takes values in the interval ] − 1, 1[. Moreover, the T n (x)'s are generated by the following recurrence relations
and also satisfy the orthogonality relation
In our case, we consider a free electron gas hopping on a finite cyclic chain of size N , under the influence of on-site correlated disorder. Suppose that the N × N Hamiltonian matrixĤ (Eq. 1), has eigenvalues E β with corresponding eigenstates |Ψ β . Then its zero temperature spectral function has the form
where |k is a Bloch state of one electron as defined in last section. Notice also that, in the absence of disorder ρ(k, E) = δ(E − E k ), and by summing ρ(k, E) over k one obtains the density of states.
To calculate ρ(k, E) we have to normalize the Hamiltonian, so that its spectrum fits in the interval ] − 1, 1[ 28 . The KPM approximation to the spectral function is written as
where the expansion coefficients µ n are determined as
The recursion relations obeyed by the Chebyshev polynomials carry over to these moments, and greatly simplify their calculation. The expression Eq. 33, represents the truncated sum of the Chebyshev series. It is known that the abrupt truncation of the series introduces Gibbs oscillations in the function to be approximated. This phenomenon can be filtered out by employing an optimized damping factor. The most appropriate and the one that we use here is the so-called Jackson Kernel g n 24 defined as follows
(35) The use of this kernel does not alter the series convergence to the intended function, as M goes to infinity. Furthermore, this makes the KPM approximations always non-negative, which is particularly relevant when approximating a non-negative function, like ρ(k, E).
III. NUMERICAL RESULTS AND DISCUSSION
We have performed numerical computations of the spectral functions for the 1D non-interacting system in the presence of on-site Gaussian and power law correlated disorder with periodic boundary conditions at zero temperature. The computations are carried out by using KPM. The resolution and numerical convergence of the KPM estimates are controlled by the number of M of Chebyshev moments used in the series of Eq. 33. For comparison we also include some results for the Anderson Model.
A. Gaussian Correlated Disorder
For comparison, we start by presenting results for the spectral function in the uncorrelated Anderson model. For a rectangular distribution of site energies,
The strength of disorder is commonly characterized by W , in this model. But as we are interested in other types of distribution of site energies, in this paper we use instead σ ε , which is W/(2 √ 3) in the Anderson model.
In Fig. 2 we show the approximated spectral function for various values of variance of random potential σ 2 ε , at the band center, E k = 0 (k = π/2). It is well fitted by a Lorentzian, as expected from perturbation theory. In the inset, we show a comparison of the half-width of the Lorentzian, obtained from the fits, with the value calculated from Born approximation.
This perturbative results give a good account of the data until values σ ε 1. The spectral function, at the band center (E k = 0), for Gaussian correlated disorder with different values of the cutoff wave vector q c , is shown in Fig. 3 for σ ε = 1. The red dashed curves are their corresponding fit of the spectral function. The best fit of the numerical data can be found with a Lorentzian of width Γ 0.4456 for q c = π [ Fig. 3(a) ].
When q c = π/128, the scattering becomes local in momentum space, and the spectral function is seen to be a Gaussian [ Fig. 3(b) ]. Its variance is just the variance of the site energies, σ 2 ε , as can be seen in Fig. 4 , where the spectral functions for different values of σ ε are scaled to show that where N (µ, σ, ε) is the normal distribution of mean µ and variance σ. This result calls to mind the classical limit of the spectral function discussed by Trappe et. al. 9 . In that limit, the disorder potential dominates, and the spectral function merely reflects the probability distribution of local potential values. This in fact what is observed here. Since
in the thermodynamic limit, when q c π/N , the energy at each site is a sum of a large number of random independent variables, and by the central limit theorem, it is normally distributed. But what is significant here is that this limit is obtained even when the disorder strength is small enough to be considered a weak perturbation when compared to the bandwidth. As we will see later this will turn out to be a consequence of the local character of the scattering in momentum space.
B. Power-Law Correlated Disorder
Power-law correlated disorder is characterized by the exponent α that determines how fast the Fourier transform of ε n decays with wave vector, q,
As α increases, scattering becomes increasingly dominated by small values of q (q π). In Figure 5 , we see that a transition for a Lorentzian to a Gaussian shape of the spectral function, for σ ε = 1 occurs around α ≈ 1.0. On closer scrutiny, however, a perfect Gaussian fit is only possible for α → 1 + , in the large L limit, and deviations become increasingly obvious as α increases; the spectral function develops a two peaked structure as a function of energy. Fits to a sum of two Gaussians with the same σ and means ±µ are reasonable, but it is clear, for large values of α, that this is only an approximate representation of the spectral function.
Even though the form of the spectral function is not a Gaussian, one still observes (Fig. 6 ) a universal behavior, for different disorder strengths, similar to the one found for Gaussian disorder, namely
with the χ α (ε) depending on α, but not on the disorder variance σ ε . As for the Gaussian disorder case, we will show the results of Figs. 5b and 6 reveal the emergence of the classical limit, as a consequence of the local character of scattering in momentum space.
IV. ANALYTICAL RESULTS AND DISCUSSION
If the state at t = 0 is |ψ(0) = |k , the amplitude that the state at time t is still the same is k| e −iHt/ |k . Using a complete set of energy eigenstates {|ψ β : β = 0, . . . , N − 1}, we can see that this amplitude is the Fourier transform of the spectral function defined in Eq .32:
Expanding both sides in powers of t and averaging over disorder, we get the following expression for the n th -moment of the disorder-averaged spectral function ρ(k, E):
The Hamiltonian is the one defined in Eq. 1 and can be written as H = H 0 + V where
with the band Hamiltonian H 0 being diagonal in the Bloch basis, and the disorder potential, V, in the local Wannier basis. In the calculation of k| H n |k , we will assume that H 0 |k = E k |k = 0. This is strictly true for the states in the center of the band (i.e k = ±π/2), for which we calculated numerically the spectral function. However, this assumption implies no loss of generality, since for an arbitrary value k, we can add an irrelevant constant to H,
such that H 0 |k = 0, remains true. The calculation will show that changing k only shifts the spectral function in energy.
A. Gaussian case
As a justification for our numerical results, we managed to calculate the average spectral function for the infinite chain, with a Gaussian model of correlated disorder. Generally, our analytical results will be valid in the limits when 2π/N q c π and q c σ ε / v k .
Lowest Order Terms
To illustrate the gist of the argument, we begin by looking at the lowest order moments, using the Eq. 43.
It is obvious that for n = 1 the result is zero, because H 0 |k = 0 and V = 0. For n = 2,
Resolving the identity in the Bloch basis,
Recalling Eq. 8,
By the same arguments, in the third moment only one term survives:
In the thermodynamic limit, the sum over q turns into an integral and if q c π, we can extend the integration range to q ∈ ]−∞, ∞[ and expand E k+q ≈ v k q. In this case, the integrand is odd in q and Eq. 49 vanishes upon integration.
Finally, we tackle the 4 th -moment (the last, before presenting the general argument), whose the only non-zero terms are
Using the same technique as above, the first term is
which is a complete Gaussian integral (in the limit q c π), whose value is
On the other hand, the term containing the 4 th power of V is
The averages of these random phase factors are discussed in the Appendix A. In particular, we show that, in the thermodynamic limit (N → ∞), the expression above reduces to
Finally, by looking at the Eqs. 52 and 53, we see that, as long as σ 2 ε ( v k q c ) 2 , we can ignore terms that have insertions of H 0 . Then, we simply write k| H 4 |k as:
General Expression for the Moments of ρ(k, E)
Inspired on the results above, we argue that the general form of the terms in Eq. 43 is:
k| H 2p+1 |k ≈ 0.
Furthermore, in the Appendix A we show that the averages k| V 2p |k have the following general form
Using the Eqs. 55-57, in the thermodynamic limit (N → ∞), we can rebuild the entire Taylor series for the averaged diagonal propagator, and re-sum it as follows:
The spectral function is the time-domain Fourier transform of this last expression, yielding
which agrees with the results found in our numerical calculations, using the KPM. For the sake of completeness, we also state the result for a general value of k, which can be obtained from Eq.58 simply by shifting the energy variable by the corresponding band energy E k of that state, i.e.
In conclusion, we found that, if q c π and (v k q c ) 2 σ 2 ε , then the disorder-averaged spectral function, in the thermodynamic limit, will have a Gaussian shape. This is true, even if the disorder strength (measured by σ ε ) is small, as long as this is matched by a decrease of q c and corresponding increase of the correlation length of the potential. For instance, the mean free path, estimated by = v k /σ ε can still be much larger that the lattice parameter, so long as < ξ , where ξ is the disorder correlation length.
Emergence of the Classical Limit for the Spectral Function
We were able to establish precise conditions in which the classical limit of the spectral function, found by Trappe et. al. 9 , appears. The statement of this limit is equivalent to Eq. 55, and reads (E k = 0) k| e −iHt/ |k = k| e −iVt/ |k .
so that
Using the Wannier basis (eigenbasis of V) and its transformation law to the Bloch basis ϕ n |k = exp (ikn) / √ N , we can rewrite the above equation (with
where P (E) is the probability distribution of a site energy. Comparing the above with Eq. 42, we have
Thus, the averaged spectral function is just the probability distribution of a single site energy. As it is clear for the definition of the disorder potential (Eq. 4), the distribution P (E) must be a Gaussian according of the Central Limit Theorem.
B. Power-Law Correlated Disorder
Validity of the Classical Limit
In the case of Power-law correlated disorder, the argument leading to the Eq. 55 still holds, as long as α > 1, but requires a slightly different formulation. To see how this comes about, let us consider Eq. 51 as an example. In this case, we have
As before, if we expand E k+q in powers of p, we get terms of the form
If α − n > 1 the sum above is convergent and the result vanishes, in the large-N limit, as N −n . On the other hand, if α − n < 1 the sum diverges, but instead it can be written as an integral over the First Brillouin Zone, as follows
Both terms in the equation above go to zero in the thermodynamic limit, since α > 1 and n ≥ 1. This argument is obviously true for every term of a given order containing insertions of H 0 , which are irrelevant when compared with the all-V terms, which give a finite contribution in the N → ∞ limit. Thus, we re-obtain the classical result of Eq. 63.
In this limit the spectral function can only depend on the parameters of the disorder potential, namely σ ε and α. Since α is dimensionless, there is a single energy scale, σ ε , in ρ(k, E). The scaling of Eq. 41, illustrated in Fig. 6 , follows at once. It should be noted, however, that as α gets closer to 1, this scaling is not observed numerically. This is due to finite size effects that we have not accounted for. An example is the very slow convergence of N/2 p=1 p −α to ζ(α). For α = 1.1, for instance, the truncation error is still of order 10% for N ∼ 10 10 .
2. The Limiting Cases (α → 1 and α → +∞) And The Double-Peaked Shape
Despite the validity of the classical limit for the averaged spectral function, we have shown in the Appendix A that it is not clear how to obtain a closed form for the n th -moment of ρ(k, E) even in this limit. Nevertheless, the limit α → 1 + revealed itself as very special case, where the exact averaged spectral function is found to be a Gaussian,
This result is consistent with the numerical results obtained in the last section (see fig. 5 ). For α > 1, however, the higher cumulants of the spectral function cease to be zero, and ρ(k, E) drifts away from a Gaussian shape. For illustration, we have calculated the 4 th -cumulant of the averaged spectral function, as a function of the exponent α . This has the following definition:
and can be directly computed using the expressions obtained in the Appendix A, i.e.
Other than explaining the deviations from the Gaussian shape that we found in the numerical plots of ρ(k, E), these effects have another striking consequence. According to our earlier remarks, in the classical limit, the averaged spectral function is the same as the probability distribution of the site energies. Since the value of the disorder potential in a single point is described as a sum of a large number of independent random variables (see Eq. 18), the non Gaussian shape shows that these do not obey the Central Limit Theorem. To see how this comes about, we start by looking at Eq. 23, where
When α > 1, this sum is convergent in the N → ∞ limit, which means that only a number of O(1) of terms actually contribute to the variance of the local disorder ε n . Furthermore, as α increases, this sum is dominated by less and less terms, meaning that we are never in the conditions of the central limit theorem (which assumes a large number of summed random independent variables). This becomes particularly clear in the extreme case α → +∞. In this limit, the local value of the disorder potential is dominated by a single term, p = 1, and the disorder is a static cosine potential with a wavelength N and a random phase,
The corresponding probability density function can be calculated, yielding the expression:
As an illustration, we depict in Fig. 7 the KPM calculated the spectral function for α = 10, and the normalized histogram of site energies for a single realization of disorder. As α increases above 1, the spectral function smoothly approaches the limiting form of Eq. 71, by first displaying a two peaked shape as illustrated in Fig. 8a . The expression of Eq. 71 also corresponds to the one we obtain numerically for Gaussian disorder case when q c 2π/N (see Fig. 8b ). In either case, of course, a single value q dominates the sum
and the two models of disorder cannot be distinguished.
V. CONCLUSIONS
We have studied the spectral function of Bloch states in a tight-binding chain, with two models of correlated disorder: the Gaussian model (with a correlation length given by q −1 c ) and the power-law model (with algebraic decay of correlations characterized by an exponent α).
For both these models, we calculated numerically (with KPM), and analytically, in certain limits, the disorder averaged single-particle spectral function ρ(k, E), at zero temperature.
The analytical calculations of ρ(k, E) were done in the thermodynamic limit, by resuming the short-time expansion of the diagonal propagator in momentum space. For the Gaussian case, we found out that, in the regimes when q c σ ε / v k , and the correlation length of the disorder is much larger than the lattice spacing (q c a 1) but much smaller than the system's size, the spectral function has a Gaussian shape, ρ(k, E) with mean µ = E k and variance σ 2 ε , the variance of the random site energy. This is consistent with the classical limit for the propagator 9 applied to our lattice system. In the power-law model, where there is no characteristic length scale in the disordered potential, and therefore no energy scale associated with it, we still found that the spectral function is given by its classical limit, but only as long as α, the exponent characterizing the power law decay, exceeds unity (the metal-insulator transition 20 occurs at α = 2). The spectral function is a Gaussian in the limit α → 1 + , but develops non-zero higher cumulants for larger values of α, reflecting the actual distribution of site energies. The spectral density follows a scaling law similar to the one found for the Gaussian disorder case. Although we are unable to find an exact functional form for ρ(k, E), this scaling law can be understood from the fact that there are no other energy scales in the problem besides σ ε (since α is a dimensionless parameter); hence, σ ε ρ(k, E) must be a function of E/σ ε . All these results are confirmed by our numerical calculations of ρ(k, E).
In conclusion, we studied the spectral function in a 1D band model with correlated disorder. Through a combination of numerical and analytical work we were able to obtain results in a non-perturbative regime, and show explicitly how the classical limit of the spectral function emerges 9 . In the case of power-law disorder, this happens when the local distribution of site energies is not Gaussian, due to inapplicability of the central limit theorem. The localization transition in these models occurs deep in the region where the spectral function is classical, and that raises the question of whether something may be learned on that transition from this knowledge of the spectral function. where φ q are independent random phases with an uniform distribution in the circle and obeying the constraint φ q = −φ q . These expressions appear inside sums over momenta, of the form
where V (q) = V (−q). Clearly, since these phases are uniformly distributed independent variables (except in the case q 2 = ±q 1 ), we have
Therefore, we can only obtain a non zero result if all the phase factors are paired. This means that
is zero unless i q i = 0.
a. General Procedure
To actually calculate the phase averages, we may start with the following illustrative case:
To prevent lengthy notation, we define
such that δ ij + δ ij = 1. Note also, that since V (q) = V (−q), the contraction of two momenta is equivalent to a Kronecker delta in the momentum sums.
Hence, we can write 
The left-hand side of the above equation can be divided in three groups of terms:
1. The first three terms correspond to all the pairwise contractions of momenta, which gives a contribution of the form: 3. The last term gives no contribution, since it implies that q 1 = −q 2 = −q 3 = −q 4 and q 2 = −q 3 . This will always yield a factor of V (0) = 0.
Consequently, the four momentum sums of Eq. A1 have the value
This procedure is trivially generalized to any number of phase factors, although the structure becomes rather complicated for higher order terms. Fortunately, we will see that in certain limits, we may ignore the contributions coming from the coincidences of momenta, and only the pairwise contractions will contribute.
b. Phase Averages in the Gaussian Disorder Case
In the case of the Gaussian correlated disorder, the normalization of the Fourier transform implies that V 2 (q) ∼ O(1/N ). The momentum sums give a factor of O(N ), which means that the two terms in Eq. A4 will be of order
This means that the second term is negligible in the thermodynamic limit. This argument can actually be carried through to any order, since any term of the form q V n (q) goes to zero in the limit N → ∞, which renders all the contributions coming from the coincidence of indices irrelevant in this limit.
Therefore, if we want to calculate a general F (q 1 , . . . , q n ), we may only consider the sum of all pairwise contractions of momenta. The total number of different contractions is (n − 1)!!, and each one contributes with a term q V 2 (q)
to the sum over momenta. Hence, we have 
Like before, we have In the large N limit, the last sum converges if α > 1/2 and it gives ζ(2α). Using Eq. A7, we finally obtain
which does not scale with the system size N . This interesting result suggests that the argument made for the Gaussian case does not work here, and any calculation of the moments of ρ(k, E) must account for the coincidences of momenta. In fact, this is easily seen to be true for any term of the form q V 2n (q), yielding the general form
Nevertheless, a special case happens when α → 1. In this limit, the denominator of Eq. A8 diverges as (α − 1)
−n , while the numerator remains finite near α = 1. This means that, for α → 1 the corrections due to the coincidence of momenta become negligible, and we have 
