Abstract: Recent advances in switching technology have enabled the all-optical add/ drop of low-rate signals to/from flexigrid superchannels empowering all-optical traffic grooming (AOTG) as an alternative to electronic grooming, e.g., OTN. This capability promises more efficient resource utilization and cost savings in future transport networks. To quantify the potential benefits of AOTG, in this paper, we carry out a thorough and holistic techno-economic analysis. We first review the AOTG-enabling technologies and then compare the performance of the AOTG-based solution with that of alternative optically transparent and OTN-based solutions in a planning scenario over a nationalscale network in France. Our results show that AOTG outperforms benchmarks in terms of both spectrum utilization and cost, leading to ∼120% cumulative return of investment over a period of nine years and blocking-free network lifespan extension. Compared with the OTN-based solution, AOTG is demonstrated to bring up to 50% cost reduction.
Introduction
Triggered by emerging services such as high-definition video distribution and social networking, a sustained exponential traffic growth in optical transport networks, mainly driven by Internet Protocol (IP) services, has been observed for several years. The global IP traffic volume is expected to surpass the zettabyte threshold by the end of 2017 [1] . Furthermore, new hardware advances, such as multi-core processing, virtualization, and network storage, are envisioned to support innovative e-Science and grid applications with data flows of 10 Gb/s up to the terabit level, making the traffic profile extremely diverse and time-varying. To meet the requirements of this colossal and heterogeneous volume of traffic, operators are continuously impelled to make their transport networks evolve, in order for them to support higher capacities and flexibility. For instance, super-channel (Sp-Ch) transmission based on multiplexing techniques such as Nyquist wavelength division multiplexing (WDM) or orthogonal frequency division multiplexing (OFDM) can lead to higher spectral efficiencies by assigning variable spectral bandwidth, data rate and modulation format to connections according to the traffic demand and the required performance on a path distance basis [2] . This additional level of flexibility allows for higher capacity systems, all the while increasing the chances of over-dimensioning. To minimize this risk, optical channel filling can be optimized through traffic aggregation at electronic optical-transportnetwork (OTN) switches deployed on top of the optical WDM layer. However, such capability results in additional network-architecture complexity and cost.
Alternatively, a technology to enable all-optical traffic grooming (AOTG) has been recently proposed [3] . The concept of AOTG is based on a hierarchical architecture with two switching levels. On the one hand, at the fiber-link level, Sp-Chs are directed either to an egress wavelength selective switch (WSS) or to an add-drop (A/D) module. Thus far the node operation is similar to that of a typical flexi-grid WDM reconfigurable optical A/D multiplexers (ROADM). On the other hand, at the Sp-Ch level, the Sp-Ch entering the A/D module is subdivided into (groups of) sub-channels (Sb-Ch) for either Sb-Ch extraction at the drop port or express passthrough. New Sb-Chs are potentially coupled to the pass-through Sb-Chs following Sb-Ch processing at the add port.
An implementation of this hierarchical approach is shown in Fig. 1(a) , where a simplified two-stage flexible route-and-select ROADM architecture with two degrees (W and E) and one Sb-Ch A/D module is presented. The first stage is composed of as many coarse-granularity WSS pairs as the number of degrees supported by the node. Similarly, the second stage consists of a number of ultra-selective A/D (U-A/D) modules which "break up" a Sp-Ch into its constituent Sb-Chs for all-optical Sb-Ch switching. The U-A/D modules can be realized by LCoS high spectral resolution (HSR) processors [4] or interferometric drop-erase-add modules (TIDE) capable of processing Sb-Chs in the optical domain regardless of the spectral overlap of the OFDM orthogonal sub-carriers or the sharp edge filtering required by Nyquist-WDM signals [5] .
Based on this two-stage ROADM architecture and building upon our previous studies [6] - [11] , a thorough cost-benefit analysis is carried out in the following sections to evaluate the feasibility of the AOTG solution. In [6] , we evaluated the spectrum and total equipment cost savings resulting from the use of AOTG by making use of the impairment-aware AOTG-capable routing, modulation level and spectrum allocation (AOTG-RMLSA) algorithm proposed in [7] and the cost model reported in [8] . Moreover, in [9] and [10] , using an in-house multilayer optimization tool developed by Orange Labs, we carried out a CAPEX analysis of several optical and electronic aggregation solutions in a multi-layer network.
In this paper, we present a refined AOTG-RMLSA algorithm and, through extensive network planning simulations and a sensitivity analysis to gauge the effect of technology maturity and mass production, quantify the benefits of AOTG in terms of spectrum utilization and cost with respect to the following scenarios: 1) the currently deployed 100 Gb/s WDM system, 2) a near-future deployment candidate based on end-to-end Nyquist Sp-Ch transmission, and 3) a multi-layer system with OTN-based aggregation over 100 Gb/s WDM. The rest of the paper is organized as follows. Section 2 describes the simulation model and assumptions. The results are showed in Section 3. Finally, Section 4 concludes the paper. 
Simulation Model and Assumptions

Cases Under Study
Four scenarios are considered in the present work. Scenario S0 refers to currently deployed 100 Gb/s dual-polarization (DP) QPSK coherent systems on uncompensated transmission line equipped with G.652 fiber and Erbium-doped fiber amplifiers (EDFA) with 5-dB noise figure. Soft-decision (SD) forward-error-correction (FEC) code providing 2.5 dB additional optical signal-to-noise ratio (OSNR) margin is implemented for a maximum transmission reach of 2,000 km [11] .
Scenario S1 corresponds to a short-term commonly-accepted flexible optical network implementation allowing higher transport capacity by improving the spectral efficiency. It relies on end-to-end Nyquist-WDM Sp-Ch transmission, where each Sb-Ch is implemented by data-ratevariable single-carrier transceivers at 32 Gbaud. The Sb-Ch data rate is varied by selecting a modulation format adapted to the path length (50 Gb/s using DP-BPSK for up to 4,000 km, 100 Gb/s with DP-QPSK for up to 2,000 km, or 200 Gb/s with DP-16QAM for up to 400 km [11] - [13] ) and Sp-Chs (constituted by a sufficient number of Sb-Chs to serve the demands) are formed by Nyquist-shaping the signals so that each Sb-Ch is constrained to a spectral width of 37.5 GHz. A 12.5 GHz guard band (GB) is reserved on both sides of the resulting Sp-Ch to ensure minimal filtering at the ROADM.
Scenario S2 refers to an AOTG-capable solution based on multi-band OFDM (MB-OFDM) transmission and two-stage switching enabled by the ROADM architecture shown in Fig. 1 (a) incorporating HSR filters with optical resolution as fine as 0.8 GHz [4] . The Sp-Ch capacity can be increased or decreased by choosing the modulation format, the number of sub-carriers forming each OFDM Sb-Ch, or the number of Sb-Chs per Sp-Ch [10] . Various modulation formats can be selected according to the required data rates and transmission distances: DP-BPSK (12.5 Gb/s-4,000 km), DP-QPSK (25 Gb/s-2,000 km), DP-8QAM (33.3 Gb/s-750 km), and DP-16QAM (50 Gb/s-400 km) [11] - [13] . In the present study, we consider Sb-Chs with 12.5 GHz spectral width (including an inter-Sb-Ch GB of 2-4 GHz, sufficient to guarantee a small Sb-Ch filtering penalty at the A/D nodes), and as we did in S1, a 12.5 GHz GB is reserved between Sp-Chs [10] .
Finally, scenario S0_OTN refers to an electronic grooming model. An OTN layer is inserted between the packet and transmission layers. All IP traffic (terminated at the router) and leased line (LL) demands (terminated at the OTN switch) are mapped to the optical layer through the OTN layer. Compared with S0, small demands can be aggregated into appropriate ODUk containers before being transported over the optical channel. Therefore, from a pragmatic point of view, S0_OTN offers a functionality similar to S2, the main difference being that the former performs aggregation in the electronic domain while the latter does it all optically. Fig. 1 (b) illustrates the spectrum allocation schemes for the four scenarios.
Methodology and Assumptions
A techno-economic analysis, for a given network topology and traffic matrix, usually consists of the following steps: First, we estimate the approximate amount of resources, such as transceivers (TRx) and average occupied spectrum per link (Avg.S, in GHz), required to accommodate a given traffic demand so that blocking-free (B-free) connection establishment can be guaranteed while minimizing an optimization objective, be it the total network cost (TNC), the spectral occupancy, etc. Subsequently, the total relative equipment cost is calculated for a number N TRx and N ROADM of utilized TRx and ROADMs, respectively, and their corresponding unit costs C TRx and C ROADM . In a more thorough cost model, however, it is also important to consider the cost of a "dark" 50 GHz (D-50 GHz) channel [14] , C 50 GHz , which accounts for the cost of the link infrastructure (e.g. optical amplifiers) to support a 50 GHz channel, excluding any cost associated with "lighting up" the channel. This cost is explained by the fact that the typical price range for leasing a dark-fiber infrastructure (excluding transponders and optical nodes) is 1-3 €/m for long-term indefeasible rights of use (IRU), e.g. 15-20 years, as we could learn from discussions with telecom operators. Considering that in a national-scale network the average length of a light-path is several hundreds of kilometers, one can easily infer that the cost of leasing a dark fiber with the potential to carry 80 channels on the 50 GHz grid is in the region of a couple of million euros, which is in the same order of magnitude as the equipment cost. Taking this into account, the TNC can be computed as
Note that, by including the Avg.S in the optimization objective (i.e. the TNC), both network equipment cost and spectrum utilization are optimized simultaneously. As the saved spectrum can be used to accommodate extra services, it can be seen as a potential revenue-generation element.
To carry out the techno-economic analysis in this paper, we selected one national network from Orange Group, representative of a typical transmission backbone network encountered in a European country [10] . The topology is composed of 51 nodes and 75 links, with mean nodal degree equal to 2.9 and average link length 217 km. A total spectrum of 4.8 THz (C-band) on the ITU-T 12.5-GHz grid is available on all network links. The traffic matrix associated with this network topology is composed of 371 demands that represent globally ∼7 Tb/s of ingress traffic in the initial year (2014), in which the contribution of IP traffic (terminated at the IP router) is twice as important as that of the LL demands (representing TDM traffic terminated at the ROADM or the OTN switch, depending on the scenario). The extracted traffic matrix from a real transport network is neither symmetric nor uniform over the nodes, i.e. some nodes are used for pure transit, whereas others can manage up to 300 Gb/s of edge services [11] .
The cost model used in the paper is based on the one presented in [9] , elaborated from an average of real costs for the IP router and the OTN switch parameters coming from the industry, as well as the node component costs listed in Table 1 (in accordance with the ROADM designs shown in Fig. 2(a) , for scenarios S0, S1, and S0_OTN, and Fig. 2(b) , for S2). In Table 1 , we assumed a relative cost for the D-50 GHz slot ranging from 0 to 10 times the cost of a 10G TRx, to model two extreme cases in which the D-50 GHz slot cost does not contribute to the TNC or has a very large contribution. Similarly, the U-A/D stage assumes a cost value ranging from 1 to 20 in Table 1 to account for the effect of technology maturity and mass production on the TNC. These two items are the subject of a sensitivity analysis carried out in the next section.
To accommodate traffic demands more efficiently in the network, in the following we describe an upgraded impairment-aware AOTG-RMLSA algorithm, addressing important issues, unresolved in [7] , with the simulated annealing (SA) process (the local extremum trap was solved with the help of a multiple random starting point producer, as suggested in [15] and explained in
Step 3 below), and implementing a load balancing procedure based on Yen's algorithm [16] , as indicated in Step 1:
Step 1) Compute k diverse shortest paths between network nodes based on Yen's algorithm [16] . Note that computed paths are not necessarily disjoint. Despite the imposed computational complexity, in principle, a big k value increases the chance of load balancing.
Step 2) Create a demand-path list, consisting of source s, destination d , bandwidth b and unique identifier, id , for demand Rðs; d ; b; id Þ along with the necessary information of a possible path (e.g. path length) to accommodate it. Note that for each s À d pair, a computed path only appears once in the list. For instance, if two paths (P 1 and P 2 ), with b ¼ B and unique identifier ID, between s ¼ S and d ¼ D are calculated, then the elements of the demand-path list will be ðS; D; B; ID; P 1 Þ and ðS; D; B; ID; P 2 Þ. A copy of this list is saved to avoid extra computation load in SA mega heuristic iterations.
Step 3) Sort the demand-path list randomly. Since the SA mega heuristic is very sensitive to its starting point (initial temperature), there is always a possibility of getting trapped in a local extremum. To avoid this, the algorithm in [7] has been upgraded to consider multiple random starting points [15] . Step 7) Calculate the required spectrum for the Sp-Ch formed as the juxtaposition of the Sb-Chs in step 6, and then find the first sufficient spectrum portion for the Sp-Ch so that it complies with the spectrum continuity and contiguity constraints.
Step 8) Check the unique ID of elements in the demand-path list, and mark all served elements as served connection requests. Go to step 4 while there still exist unserved connections.
Step 9) Re-arrange the copy of the demand-path list according to the SA rules. Go to step 3.
Repeat for a set number of iterations. Under SA, the algorithm starts with the initial ordering of the serving list (step 3) and calculates the value of occupied spectrum per link (viewed as "energy" in SA setting) by establishing the connections one by one, using the part of the algorithm between steps 3 and 9 ("fitness function"). For a particular ordering ðR 1 ; R 2 ; . . . ; R M Þ of M elements, we define its neighbor as the ordering where R i is interchanged with R j (i; j 2 ½1; M and i 6 ¼ j). To generate a random neighbor, R i and R j are pivoted uniformly among the M elements. This random neighbor creation procedure and the fitness function are used in a typical SA iterative procedure to minimize TNC.
Simulation Results
In this section, we show and comment on the results of the techno-economic analysis described above for the proposed AOTG solution (S2) and scenarios S0, S1, and S0_OTN. Let us leave aside the multi-layer network scenario S0_OTN for now and focus instead on the dense-WDM (DWDM) network scenarios S0, S1, and S2, assuming only one G.652 fiber per link per direction (no parallel system installation). We attempt to answer the question of how long and at what cost it is possible to support B-free connection establishment in each scenario under investigation considering a 35% annual traffic growth rate [17] , a D-50 GHz slot cost equal to 5, and current ultra-high-resolution optical filtering technology immaturity (U-A/D stage cost equal to 20). Fig. 3(a) shows the Avg.S in the period 2014-2023. S2 (AOTG) outperforms S0 and S1 every single year of the period under consideration and its benefits are two-fold: first, it shows a spectral occupancy improvement ranging from ∼70% in the initial year (2014)-representing a low-load scenario-down to ∼30% the last year in which S1 can support B-free connection establishment (2021). This behavior can be explained by the grooming capability of S2, which allows aggregating small connections into larger units (Sp-Ch), thus saving spectrum resources through the elimination of the large GBs between 100 G channels in S0 and Sp-Chs in S1. The grooming capability of S2 therefore leads to more significant spectral occupancy improvement for low loads, as observed in Fig. 3(a) . Second, S2 increases the network lifespan by two years (from 2021 to 2023), which can translate into revenue and somewhat alleviate the cost of migrating to parallel-fiber or multi-band (e.g. C+L band) transmission systems. Depending on the net annual revenue (NAR), the S2 network migration toward a multi-fiber/multi-band scenario could provide savings equal to 2 Â NAR with respect to S1. Fig. 3(b) shows, in turn, the TNC for the period 2014-2023. S2 brings cost savings starting at ∼30% compared to S1 in 2014 and reducing gradually as the offered load to the network increases (savings amounting to ∼5% are obtained in 2021). This reduction in TNC savings is caused by the fact that the current analysis has not captured the impact of U-A/D technology maturity and mass production on the resulting TNC reduction. Despite that, it is still possible to observe a clear benefit from deploying the AOTG-based solution, which is particularly noticeable in Fig. 4(a) , where we show the cumulative return (CR) of S2 with respect to S1 over the period 2014-2022. By definition, CR is the aggregate amount that an investment gains or loses over time. Here we focused on the period of nine years during which both S1 and S2 support B-free service provisioning. As shown, the CR for S2 doubles that for S1 after four years and increases by ∼120% with respect to S1 after nine years.
To quantify the effect on the TNC of reducing the cost of the U-A/D stage in S2 and varying the cost of the D-50 GHz slot, we conducted a sensitivity analysis on these two parameters. The results are shown in Fig. 4(b) . As can be observed, any reduction in the cost of the U-A/D stage (with fixed D-50 GHz channel cost) has a clear impact on the TNC, decreasing the TNC by ∼4-8% (for U À A=D ¼ 10) and ∼7-13% (for U À A=D ¼ 1). Regarding the variation of the cost of the D-50 GHz slot, its impact is not as clear since this parameter affects the performance (as a consequence of it being present in the optimization objective) and cost of both S1 and S2. However, in general, a lower cost for the D-50 GHz slot appears to stimulate the TNC reduction of S2 with respect to S1, with the converse effect being observed for higher costs of the D-50 GHz slot.
To maximize the return on investment from new optical network deployments and limit overdimensioning, operators make every attempt at optimizing the filling of optical channels by performing aggregation, be it in the optical or the electronic domain. In the above paragraphs we demonstrated the benefits of AOTG in terms of both Avg.S and TNC with respect to other DWDM network scenarios not incorporating this feature. We now turn our attention to the comparison between optical and electronic aggregation. To do that, we consider a multi-layer network capable of performing electronic aggregation at both IP routers and OTN switches, with the caveat that all traffic demands must be mapped to the optical layer through the OTN layer (scenario S0_OTN). We carry out the study for scenarios S2 and S0_OTN by employing an inhouse multi-layer optimization tool developed by Orange Labs [9] , aiming to optimize the global multi-layer TNC (consisting of IP/OTN/DWDM layer cost for S0_OTN and only the IP/DWDM layer cost for S2, since aggregation in S2 is performed exclusively at the two-stage ROADMs). This tool is complementary to the one described in Section 2.2 for single-layer network optimization since it provides a vertical view of the global network by enabling the optimization of networks with at least two layers (IP over WDM, or IP over OTN over WDM). Thus, the use of both tools allows studying all the scenarios considered in the paper.
In Fig. 5 , we present the results of the comparison between the relative TNC for scenarios S2 and S0_OTN over the period 2014-2023. As indicated in the figure, the TNC in the multi-layer scenario can comprise three values: 1) the cost of optical equipment in the optical layer (cf. Table 1) ; 2) the total cost of the OTN switches in the network, only in S0_OTN (cf. Table 1 in [9] ); and 3) the cost related to the IP routers (cf. [9, Tab. 1] ). If we now compare the TNC for S2 in Fig. 3(b) with the optical layer cost for scenario S2 in Fig. 5 , each graph having been obtained using a different optimization tool, we observe that the results are in agreement. Fig. 5 shows that, even though S0_OTN leads to a better optical layer cost compared to S2, its TNC is considerably higher than the one for S2 (∼50% higher in the whole range of study). The reason behind it is that, in an OTN-based scenario, a better optical layer cost performance (due to the minimization of the required number of TRx) comes at the expense of higher OTN layer cost, which scales up much faster than the U-A/D stage cost for AOTG.
Conclusion
In this paper, we carried out a techno-economic analysis of an optical network with all-optical sub-channel add/drop capability. We showed, via static resource allocation over the Orange group national network topology, that AOTG can lead to spectrum savings compared to two benchmarking solutions: a currently deployed 100 Gb/s WDM system and a well-accepted short-term candidate based on end-to-end Nyquist-WDM super-channel transmission. Furthermore, a comparison between the TNC of the proposed AOTG scenario and the alternative Nyquist-WDM scenario confirmed that the former could provide a ∼120% cumulative return of investment over a period of 9 years, which could be further increased if AOTG technology maturity and mass volume production is taken into account. Moreover, relying on a multi-layer optimization tool, we verified the benefits of AOTG with respect to an OTN-based aggregation option.
