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Understanding the spatial and temporal variability of droughts is important to improve 
drought predictability and ultimately to support drought risk management in agriculture. 
Several studies were developed, to better understand drought characteristics and 
variability. For that, the Standardized Drought Index (SPI) was used to identify the main 
spatial and temporal patterns of drought variability in Portugal, to search for regions with 
similar drought variability in continental Portugal and significant cycles using a Fourier 
analysis applied to the SPI, which revelead cycles of 6 and 9.4 years, likely influenced by 
the North Atlantic Oscillation (NAO) and two stable sub-regions, in the northern and 
southern regions of Portugal. Moroever, another study using the SPI suggested that for 
drought monitoring, when using non-stationary time series of precipitation, the reference 
period used for obtaining the Gamma distribution parameters is important.  
Altough the SPI is widely used it only uses precipitation, however, for assessment of 
agricultural drought conditions indices such as the Palmer Drought Severity Index and its 
modification for the Mediterranean region, the MedPDSI, may be a better option since 
they consider the interaction between precipitation and evapotranspiration within a soil 
water balance. For that reason, in this Thesis the different methodologies to estimate 
evapotranspiration, on a monthly and daily basis, were tested for different climates 
conditions.  
The results obtained during the course of this Thesis led to the development of the 
MedPDSI. The MedPDSI improves upon the PDSI mainly by modifying its soil water 
balance, adapting it to the Mediterranean climate conditions. MedPDSI was computed 
using reference evapotranspiration based on reanalysis data. Comparing to the PDSI, with 
the MedPDSI, droughts are generally identified earlier, are longer and more severe, which 
is an advantage for drought management, since coping management schemes can be 
implemented earlier to manage drought impacts and thus mitigating its potential negative 
consequences.  





 Resumo  
 
A água é um bem essencial para a existência de vida, determinante para o 
desenvolvimento socioeconómico e para a manutenção dos ecossistemas. O rápido 
crescimento económico e populacional tem provocado uma enorme pressão sobre os 
recursos hídricos. Muitos países vivem, atualmente, em condições extremas de escassez 
de água, com graves consequências humanitárias, económicas e ambientais. Embora as 
ações do homem tenham um peso significativo na disponibilidade e qualidade da água 
existem fatores naturais, difíceis de controlar, como a ocorrência de secas que agravam 
consideravelmente o fenómeno da escassez. Estes impactos, são ainda mais severos em 
regiões áridas e semiáridas com uma elevada variabilidade climática. 
As secas são um fenómeno climático extremo que provocam desequilíbrios naturais e 
temporários na disponibilidade de água, de ocorrência aleatória, severidade incerta sendo 
encaradas como risco e como desastre. As características das secas (duração, severidade 
e extensão espacial) determinam a sua importância a nível da região, e é fundamental um 
melhor conhecimento do fenómeno para que seja possível promover uma melhor gestão 
dos recursos de forma preventiva, tentando atenuar os impactos negativos das secas. 
Nas últimas décadas vários índices de seca têm sido desenvolvidos para a caracterização 
e compreensão das secas em todo o Mundo. Os mais amplamente estudados para esse 
efeito têm sido o Standardized Precipitation Index (SPI) e o Palmer Drought Severity 
Index (PDSI) e ambos são utilizados nesta Tese, bem como uma modificação do PDSI 
para as condições mediterrânicas, o MedPDSI, que é proposta visando a criação de um 
índice de seca, adaptado e calibrado às condições climáticas de Portugal e do 
Mediterrâneo, usando o olival tradicional como cultura de referência. 
Compreender a variabilidade espacial e temporal das secas é importante para melhorar a 
sua previsibilidade e tem como objetivo o apoio à gestão de risco às secas. No âmbito 
desta Tese, foram desenvolvidos estudos com o objetivo de melhor compreender a 
variabilidade da seca. No Capítulo 2 estudou-se a estabilidade dos padrões espaciais e 
temporais de secas em Portugal aplicando a Análise de Componentes Principais ao SPI 
para várias escalas temporais, calculado para três conjuntos de dados relativos ao período 
comum de 1950-2003: (1) conjunto de séries de precipitação mensal provenientes de 193 
estação meteorológicas e udométricas e (2) Dados de precipitação mensal em grelha, 
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provenientes das bases de dados GPCC e PT02, com resoluções horizontais de 0.5º e 0.2º, 
respetivamente. Os resultados sugerem elevada estabilidade dos padrões espaciais de 
seca, independentes da escala temporal do SPI, da base de dados usada e do período de 
referência considerado para o cálculo, identificando-se duas sub-regiões no Norte e Sul 
de Portugal como os principais modos de variabilidade das secas. É identificada no 
Centro-Este de Portugal uma terceira sub-região, mas apenas quando usando o SPI-24 
calculado com a base de dados PT02. No âmbito da análise da variabilidade temporal do 
SPI em Portugal, analisou-se ainda a ciclicidade das secas recorrendo a uma análise de 
Fourier aplicada a 74 séries temporais do SPI-12 com 66 anos. Os ciclos significativos 
mais frequentes foram identificados e analisados para o mês de Dezembro. Os resultados 
mostraram que as periodicidades variam espacialmente em Portugal, apontando, contudo, 
para um ciclo de 6 anos comum a todo o país e um ciclo de 9.4 anos muito mais frequente 
no centro e sul de Portugal. Ambos os ciclos estão provavelmente relacionados com a 
influência da Oscilação do Atlântico Norte sobre a ocorrência e gravidade das secas em 
Portugal.  
No Capítulo 3 estudou-se também o efeito da variabilidade da precipitação sobre o SPI 
efetuando a partição de 10 séries longas de precipitação, em sub-períodos e obtendo as 
séries de SPI para cada sub-período. Calcularam-se, assim, limiares de precipitação 
correspondentes às categorias de seca moderada, severa e extrema do SPI. As mudanças 
dos padrões de precipitação refletem-se no valor destes limiares. Em 8 das 10 localidades 
estudadas os limiares de precipitação do período mais recente, 1976-2007, são inferiores 
aos limiares equivalentes do período antecedente. Os limiares de precipitação permitem 
avaliar a magnitude do défice, expresso em altura de precipitação, complementando 
informação fornecida pelo índice de seca SPI. 
O SPI é um índice de seca padronizado que é calculado recorrendo apenas a dados de 
precipitação. Existem outros índices que consideram não só a influência da precipitação 
como da evapotranspiração, como por exemplo o Palmer Drought Severity Index (PDSI) 
que combina precipitação e evapotranspiração num balanço hídrico e, portanto, poderá 
ser mais adequado para a caracterização da seca na agricultura. Portanto, no Capítulo 3 
estudou-se também o impacto da variação temporal a longo prazo das secas, usando o 
PDSI. Para tal usou-se dados da reanálise do Século XX NOAA-CIRES, previamente 
validados com dados observados, que abrange o período 1851-2014, com uma resolução 
espacial de 2.0ºx2.0º. Dados de temperatura máxima e mínima, humidade relativa, 
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velocidade do vento e radiação foram retirados da reanálise do Século XX para calcular 
a evapotranspiração de referência pelo método da FAO-56, que, juntamente, com dados 
de precipitação provenientes de estações meteorológicas foram usados para o cálculo do 
PDSI. Para avaliar como a variabilidade de longo prazo do clima influencia a 
identificação de eventos secos pelos índices de seca, cinco períodos de calibração 
diferentes foram selecionados para estimar os valores potenciais de evapotranspiração, 
escoamento superficial, recarga de água no solo e perdas do balanço hídrico do PDSI. A 
mesma análise foi feita em paralelo com o SPI com uma escala temporal a 9 meses, 
usando os mesmos 5 períodos de calibração para a estimação dos parâmetros da função 
de distribuição do SPI. Os resultados mostraram índices distintos, dependendo dos 
períodos de calibração usados. Com os mesmos padrões para todas as localizações 
estudas, quando os índices de seca foram calibrados com o período mais recente (1974-
2014), a quantidade de eventos de seca (severa ou extrema) identificados foi menor, tanto 
no PDSI e SPI-9, quando comparado com os índices calculados com os outros períodos 
de calibração. Contudo a deteção de eventos húmidos extremos e severos identificados 
foi maior quando os índices de seca foram calculados usando este período. Em contraste, 
se o período de calibração selecionado foi o período 1892-1932, o oposto ocorreu com 
uma maior quantidade de eventos secos detetados e menor frequência dos húmidos. Estes 
resultados mostraram a importância que a seleção do período de calibração tem tanto para 
o PDSI quanto para o SPI-9. 
O impacto nos índices de seca como o PDSI da seleção do método usado para o cálculo 
da evapotranspiração é relevante e não deve ser negligenciado. Tradicionalmente o PDSI 
usa a evapotranspiração potencial obtida com recurso à equação de Thornthwaite. 
Contudo, existem outros métodos, de base física, como é caso da equação da 
evapotranspiração de referência calculada pelo método da FAO-56, que permitem 
estimações mais corretas da evapotranspiração embora necessitem de dados relativos à 
temperatura máxima e mínima, radiação solar, velocidade do vento e humidade relativa, 
que muitas vezes não estão disponíveis. No Capítulo 4 compararam-se três metodologias 
de cálculo de evapotranspiração, nomeadamente, o método da FAO-56 usando as cinco 
variáveis enumeradas anteriormente e duas equações baseadas somente em temperatura, 
usando dados diários e mensais para o período 1981-2012 na região da Mongólia interior 
permitindo a análise dos diferentes métodos em vários tipos de clima. Os resultados do 
Capítulo 4 mostraram que os métodos baseados em temperatura para o cálculo da 
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evapotranspiração são insuficientes para descrever corretamente a sua variabilidade e 
amplitude em todos os tipos de clima. Seguindo esses resultados, no Capítulo 5, produtos 
de reanálise foram testados como uma alternativa quando dados in situ não estão 
disponíveis, levando à conclusão de que dados climáticos da reanálise com correção de 
de viés são uma boa alternativa às observações para estimativas da evapotranspiração de 
referência mensal e diária.  
Seguindo os resultados dos Capítulos anteriores, o PDSI foi modificado para responder 
melhor às condições do clima em Portugal (Capítulo 6). Esta modificação, o MedPDSI, 
melhora o PDSI principalmente modificando o seu balanço hídrico, adaptando-o às 
condições climáticas do Mediterrâneo. A evapotranspiração de referência foi calculada 
recorrendo a um conjunto de dados de reanálise e de dados observados, de modo a corrigir 
o viés nas variáveis de superfície, cuja performance foi aferida no Capítulo 5 e seguindo 
a metodologia de correção de viés testada, também, no Capítulo 5. Os resultados 
mostraram que o balanço hídrico do MedPDSI apresentou diferenças relevantes quando 
comparado ao do PDSI. A evapotranspiração real (ETact) do MedPDSI, apresentou uma 
variabilidade mais realista, principalmente na transição dos meses secos para os húmidos 
quando comparado com a ETact do PDSI. Mais ainda, as secas identificadas com o 
MedPDSI começam, geralmente, mais cedo, são mais longas e mais severas, o que é uma 
vantagem para a gestão da seca, já que os sistemas de gestão do risco de seca poderão ser 
implementados mais cedo para melhor gerir os seus impactos, mitigando as potenciais 
consequências negativas de eventos secos.  
 
Palavras-chave: índices de seca; MedPDSI; produtos de reanálise; evapotranspiração de 






Acknowledgments ........................................................................................................ ii 
Agradecimentos ........................................................................................................... iii 
Abstract ......................................................................................................................... v 
Resumo ....................................................................................................................... vii 
Contents ....................................................................................................................... xi 
List of Acronyms, abbreviations and symbols ........................................................... xv 
List of Figures ............................................................................................................ xxi 
List of Tables ............................................................................................................ xxv 
1 Chapter 1 .................................................................................................................. 1 
Introduction .................................................................................................................. 1 
1.1 Droughts ......................................................................................................... 3 
1.2 Thesis objectives and structure .................................................................... 14 
2 Chapter 2 ................................................................................................................ 19 
SPI modes of drought spatial and temporal variability in Portugal: comparing 
observations and gridded data sets and assessment of drought cycles using Fourier 
analysis. ...................................................................................................................... 20 
2.1 Introduction .................................................................................................. 21 
2.2 Data and Methods......................................................................................... 26 
2.3 Results and Discussion ................................................................................. 34 
2.4 Conclusions .................................................................................................. 55 
3 Chapter 3 ................................................................................................................ 59 
Influence of climate variability on the SPI and PDSI. An analysis using long-term data 
series. .......................................................................................................................... 60 
3.1 Introduction .................................................................................................. 61 
3.2 Data .............................................................................................................. 67 
3.3 Methods ........................................................................................................ 70 
xii 
 
3.4 Results .......................................................................................................... 73 
3.5 Changes in the percentage of time in SPI categories ................................... 81 
3.6 Time variability of precipitation and PM-ETO from the 20
th Century reanalysis
 83 
3.7 Comparing the 20th century reanalysis with observations............................ 84 
3.8 Analysing the long-term variability of the PDSI and the SPI-9 ................... 88 
3.9 Conclusions .................................................................................................. 90 
4 Chapter 4 ................................................................................................................ 93 
Reference evapotranspiration for hyper-arid to moist sub-humid climates in Inner 
Mongolia, china: assessing temperature methods, and spatial and temporal variability 
of PM-ETo and weather variables ............................................................................... 94 
4.1 Introduction .................................................................................................. 95 
4.2 Data and Methods....................................................................................... 101 
4.3 Results ........................................................................................................ 109 
4.4 Conclusions ................................................................................................ 136 
5 Chapter 5 .............................................................................................................. 139 
Assessing monthly and daily reference evapotranspiration estimation from reanalysis 
weather products. ...................................................................................................... 140 
Abstract. ................................................................................................................ 140 
5.1 Introduction ................................................................................................ 141 
5.2 Data ............................................................................................................ 145 
5.3 Methods ...................................................................................................... 148 
5.4 Results and Discussion ............................................................................... 155 
5.5 Conclusions ................................................................................................ 184 
6 Chapter 6 .............................................................................................................. 187 
MedPDSI, a modification of the Palmer drought severity index focusing on Olive 
Groves with their comparison for various climates .................................................. 188 
Abstract. ................................................................................................................ 188 
xiii 
 
6.1 Introduction ................................................................................................ 188 
6.2 Data and Climate ........................................................................................ 196 
6.3 Computation of the PDSI ........................................................................... 200 
6.4 MedPDSI soil water balance ...................................................................... 205 
6.5 Comparing PDSI and MedPDSI Soil Water Balance ................................ 209 
6.6 Comparing the PDSI and MedPDSI Climatic coefficients ........................ 214 
6.7 Comparing the PDSI and MedPDSI Moisture anomaly Index and duration 
factors ................................................................................................................... 218 
6.8 Comparing the PDSI and MedPDSI Indices .............................................. 221 
6.9 Conclusions ................................................................................................ 230 
7 Chapter 7 .............................................................................................................. 233 
Conclusions .............................................................................................................. 233 




 List of Acronyms, abbreviations and symbols 
 
1  shape parameter () 
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1 Chapter 1 
 Introduction 
 
Water is a finite resource essential for all socio-economic development and for 
maintenance of ecosystems (Pereira et al. 2009). Human growth and development is 
responsible for the increase pressure on water resources. Moreover, the increased 
variability of climate, which is becoming less predictable, due to climate change, with 
higher temperatures and a larger variability in precipitation and temperature ranges, 
extreme events such as floods, heat waves, droughts, will become more frequent and 
intense. Thus, a better water management is a key for the adaptation of society and 
ecosystems to climate change (UNEP 2006; Pereira 2017). 
Irrigated agriculture is still the largest user of freshwater, accounting for 46% of the 
Europe’s total water withdrawal (European Environment Agency 2018). The effects of 
climate change, combined with the increasing demand for food supply, makes irrigated 
agriculture quite vulnerable to the future climate conditions. Thus, this reality, combined 
with the large uptake of water by irrigated agriculture exacerbates the need to make 
irrigated agriculture more efficient, regarding water use, which can be achieved by 
adopting improved irrigation methods and less consumptive crops. This would allow for 
an increase in irrigation efficiency and the use of other sources of water for irrigation, like 
wastewater or other forms of low quality waters that cannot be used for other purposes 
must be considered (Pereira et al 2009). Increasing water demand is due to a variety of 
factors: expansion of irrigation in agriculture, worlds population increase, changes in 
consumption patterns and living habits (Vörösmarty et al. 2000). All these factors 
combined with an increased uncertainty in climate, is leading towards an intensification 
of water scarcity, i.e., when the available water in a determined moment is not enough to 
meet local and global demands of water, endangering the sustainable development of 
human society. 
Water scarcity occurs when there is a geographic and temporal negative balance between 
fresh water requirements and fresh water availability (Mekonnen and Hoekstra 2016). 
2 
 
Furthermore, water scarcity is not only due to physical shortage of quality freshwater but 
also due to the failure of regular supply of freshwater or because of inadequate 
infrastructure conditions. While reviewing the diversity of water scarcity definitions and 
indicators, Rijsberman (2006) defined water scarcity as lack of accessibility to safe and 
affordable water to satisfy the needs of a person. When this affects more people on a 
larger scale, that area is considered water scarce. Using the definition by Hoekstra et al. 
(2012) and Mekonnen and Hoekstra (2016) of blue water (fresh surface water and 
groundwater) scarcity, these authors found consistent yearly blue water scarcity 
worldwide, most noticeable in forest areas such as the Amazon or Congo basins. 
Furthermore, water scarcity was observed in southern and Western Europe, and was more 
frequent and intense in the summer months (July, August and September) but also ocurred 
throughout the rest of year, being less severe and spatially spread in the months from 
January to March. Hoekstra et al. (2012) and Mekonnen and Hoekstra (2016) concluded 
that 71% of the global population suffer from moderate to severe water scarcity every 
year.  
Pereira et al. (2009) considered four different xeric regimes that may cause water scarcity, 
which may be natural or anthropogenic or may be permanent or temporary. Those regimes 
are:  
(1) Aridity is a permanent and natural phenomenon of a region characterized by 
extremely low annual average rainfall and aggravated by high spatial and 
temporal variability in its occurrence, which has significant implications for the 
maintenance of ecosystems and limits any human activity. Aridity is usually 
studied as the ratio between precipitation and potential evapotranspiration, 
computed using the Thornthwaite equation (Thornthwaite 1948); 
(2) Droughts, are also natural phenomenons, althought temporary, and are extreme 
events characterized by persistently below-average rainfall, often with uncertain 
duration and severity, and their occurrence is very difficult to predict. Droughts 
consequences results in a temporary decrease in the availability of water for their 
various uses. It is the uncertainty associated with the droughts that make this 
phenomenon extraordinarily complicated to manage; 
(3) Desertification is permanent and man-induced, and develops over several 
generations, in which the imbalance in water availability is due to the 
impoverishment of the land (for example through soil erosion and salinization), 
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unsustainable use, on groundwater exploration, increasing frequency of rapid 
floods, degradation of riparian systems and the sustainability of ecosystems in 
general. Desertification effects are more noticeable in arid, semi-arid and sub-
humid climates and are aggravated by the occurrence of droughts. 
(4) Water shortage is not only related to the amount of water available to satisfy 
demand, but also due to the quality of water, which, sometimes, does not have 
enough quality to be used, for example, for domestic consumption or industrial 
applications. Water shortages are of anthropogenic, albeit temporary, origin and 
consist of overexploitation and quality degradation of surface or underground 
water resources, incorrect land use, and changes in ecosystem support capacity. 
1.1 Droughts 
Droughts are stochastic, natural phenomenons that stem from persistent conditions of low 
precipitation amounts, below average, for a specific period in a region. (Wilhite 2000; 
Zargar et al. 2011). From a physical standpoint, drought is a reduction, of the water 
balance terms, for a given location and period that affects soil water content, deep 
percolation and surface runoff (Pires 2015). Moreover, droughts are common to all types 
of climate and can occur in high or low rainfall areas and are spatially and context 
dependent (Quiring 2009). Droughts occurrence, especially in vulnerable regions, such 
as poor and arid countries can result in significant humanitarian problems. Being a climate 
event of slow-onset, drought effects accumulate over time, making the determination of 
the start and end of a dry spell very difficult to assess and thus hindering policy making 
regarding drought risk management (Wilhite and Glantz 1985). It is also difficult to assess 
drought severity and its impacts, because it depends not only on the duration of drought 
but of its intensity and the spatial extent of a dry spell, but also depend upon the local 
water demand, the local water management policies and the resilience of the ecosystems 
or human activities to droughts.  
Drought impacts are felt on a multiplicity of areas (agriculture, environment, 
meteorology, hydrology, geology). Reported impacts of droughts are always associated 
with losses in agriculture and livestock farming being the most affected sector, but 
drought are also related with forest fires, freshwater supply and ecosystems, water quality 
and droughts impact significantly the energy, industry and tourism sectors (Stahl et al. 
2016). The extreme drought of 2005-2006 that affected most of Iberian Peninsula had 
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significant impacts on cereal yield on the European Union, with an estimated reduction 
of 10% of cereal yields (UNEP 2006). Because drought affect most of human activities 
and ecosystems it does not have a consensual definition, since it depends on the point of 
view of the stakeholder and affected sector (Pereira et al. 2009; Mishra and Singh 2010). 
The World Meteorological Organization (WMO) defines drought as a normal and 
recurring event of the climate (Monacelli et al. 2005). It differs from aridity, in which 
very low precipitations are characteristic of the climate of the region. Drought should be 
relative to the average conditions of the balance between precipitation and 
evapotranspiration in a given area. Dracup et al. (1980) and Tate and Gustard (2000) 
provided a review of the many drought definitions. Moving from a conceptual definition 
to an operational one, Wilhite and Glantz (1985) distinguishes four types of drought: 
meteorological, agricultural, hydrologic, and socio-economic. This distinction of drought 
types is associated with a temporal evolution of the impacts, which is due primarily by 
the deficiencies in precipitation, called meteorological drought. Then the agricultural 
drought is felt, through the loss of moisture in the soil and then hydrological drought is 
noticed by the reduction of river flows and water storage in aquifers. When the reduction 
of available freshwater water starts to affect human activities and consumption it is 
considered that a socio-economic drought is occurring. Pereira et al (2009) defined 
drought as a natural temporary imbalance of water availability, consisting of a persistent 
lower-than-average precipitation, of uncertain frequency, duration and severity, of 
unpredictable or difficult to predict occurrence, resulting in diminished water resources 
availability and carrying capacity of the ecosystems. This definition provided a cohesive 
and multidisciplinary view of drought origins, its characteristics and potential impacts 
and is used throughout this Thesis. 
The effects of drought will be felt first in agriculture, since there is less available water 
in the soil, only later the hydrological drought is felt, because the decrease in percolation 
and runoff continues over time, which results in a reduction of the recharge of aquifers 
and in surface water flows. All these constraints will have an impact on socio-economic 
activities, starting with agriculture, industry and reducing water availability for domestic 
consumption. These categories may be described in detail: 
(1)  Meteorological drought is characterized based upon the duration of the dry period 
and the degree of dryness (taking into account normal conditions). This type of 
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drought has to be addressed to the scale of the region since there is a high spatial 
variability of the precipitation that results from the atmospheric conditions. 
(2) Agricultural drought is fundamentally caused by precipitation deficits, which 
affect the development of agricultural or forestry crops. This type of drought will 
depend upon the type of crop considered, that is, on the biological characteristics 
of the crop, and on the growth stage of the crop when drought settles. This 
category is ambiguous since the scarcity of water for agriculture is not only the 
result of deficit amounts of precipitation, but also due to a lack of adequate water 
and drought risk management in the region. This can occur either, because of an 
unsustainable increase of the agricultural area or because of the adoption of crops 
which are more water demanding, or simply by the lag between the precipitation 
regimes and the stages of growth of the crop. 
(3) The hydrological drought is associated to the effects caused by the periods of lack 
of precipitation in the reduction of river flows, groundwater reservoirs, and 
storage in lakes, for example. This type of drought has to be considered at the 
level of the river basin. Changes to land use, such as dam construction, 
deforestation, and any type of soil degradation have significant consequences at 
the river basin level that may accentuate drought problems. 
(4) Socioeconomic droughts arise when the lack of water begins to affect the general 
population and there is not enough water supply to fulfill all the demands. This 
type of drought relates more to an economic issue of supply and demand rather 
than with unfavorable climatic conditions. Climate change combined with 
increase in water consumption and lack of adequate management policies are 
exacerbating socioeconomic droughts.  
1.1.1 Drought indicators and indices 
Drought indices are numerical representations of drought (WMO and GWP 2016), and 
measure the various characteristics of drought, namely: duration, magnitude, intensity 
and spatial extent (Mishra and Singh 2010). The duration of a drought is expressed in 
years, months or weeks and is given by the period in which a series is below a pre-
determined threshold. The magnitude of a drought is given by the sum of the drought 
index values for all the months within a dry event. The intensity is calculated from the 
ratio between magnitude and duration, and spatial extent is the area affected by a drought 
spell. Another usual term used to characterize droughts is severity, which is normally 
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associated with the degree of precipitation or moisture deficit, i.e., the numerical value of 
the drought index in a given moment in time.  
Drought indices are tools used for measuring different events and conditions, since they 
can reflect climate dryness anomalies, when using precipitation based indices, or may be 
useful to quantify impacts on agricultural and hydrological systems by analyzing 
anomalies of soil moisture or of reservoir levels (Zargar et al. 2011). These indices are 
based upon inputs, which are climatic or hydrometeorological variables, and may be 
called drought indicators. These indicators can be precipitation, temperature, 
evapotranspiration, soil moisture, streamflow, groundwater or reservoir levels and even 
snowpack, or can be based upon combinations of these variables. The selection of what 
drought indicators to use depend upon the drought index and the types of drought the 
index aims at measuring (Zargar et al. 2011; WMO and GWP 2016).  
Drought indices often result from a combination of these indicators or climatological 
variables. The essential variable used to compute meteorological drought indices is 
precipitation. Nevertheless evapotranspiration has been recognized as an equally 
important variable, measuring evaporative demand and was incorporated recently in 
drought indices, combining the contribution of precipitation and evapotranspiration: Such 
indices include the RDI (Reconnaissance Drought Index) (Tsakiris et al. 2007) or the 
Standardized Precipitation Evapotranspiration Index (SPEI) (Vicente-Serrano et al. 
2010). 
The impacts of temperature on droughts were given larger importance in recent years 
(Hobbins et al. 2017). However, the Palmer Drought Severity Index (PDSI) (Palmer 
1965) was the first index to incorporate the effects of climate demand, by combining 
monthly precipitation and potential evapotranspiration, computed using the Thornthwaite 
equation (Thornthwaite 1948) in a water balance to obtain a moisture anomaly index, that 
after standardized could be used as a measurement of drought severity.  
Although evapotranspiration (ET) is now considered an important climatic variable for 
drought monitoring, especially when temperature is increasing due to climate change, it 
is still a challenge to accurately incorporate this variable in drought indices. 
Evapotranspiration cannot be easily measured, like precipitation, and the best ET 
estimation is achieved using the FAO-PM equation (Allen et al. 1998), to compute the 
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reference evapotranspiration (PM-ETo). PM-ETo is the rate of evapotranspiration from a 
hypothetical crop with an assumed fixed height (12 cm), surface resistance (70 s m−1) and 
albedo (0.23), closely resembling the evapotranspiration from an extensive surface of a 
disease-free green grass cover of uniform height, actively growing, completely shading 
the ground, and with adequate water and nutrient supply. Moreover, this equation 
provides appropriate estimates of the atmospheric evaporating capability and it can be 
applied to support irrigation management in agriculture, or to support drought 
management (e.g. Dai 2011). However, the computation of the PM-ETo equation requires 
data relative to several climate variables: solar radiation (Rs) or sunshine duration, air 
relative humidity (RH), maximum and minimum temperature (Tmax and Tmin) and wind 
speed at 2 m height (u2), most of which are often not available. This increased the research 
for alternative equations, capable of describing ET with lesser amount of variables and 
other data sources. Reanalysis products, remotely sensed data and forecast products, that 
have been improving in time, may provide such data with reasonable accuracy and with 
good spatial and temporal resolution, and thus may be useful for drought monitoring 
(Hobbins et al. 2017).  
The use of temperature based equations to estimate ETo for drought indices is common. 
Such equations are usually, the Hargreaves-Samani (HS) (Hargreaves and Samani 1985) 
or the Thornthwaite equation (Thornthwaite 1948). For example, the PDSI, SPEI and RDI 
were all introduced with potential evapotranspiration (PET) computed using the 
Thornthwaite equation. Nevertheless, since then, these indices have been tested with 
different ETo estimates, including the PM-ETo (e.g.: Dai, 2011; Vangelis et al., 2013; 
Vicente-Serrano et al., 2015). The RDI was not significantly influenced by different ETo 
estimations (Vangelis et al. 2013; Vicente-Serrano et al. 2015),  whereas the SPEI showed 
a larger sensitivity to ETo computation methods (Vicente-Serrano et al. 2015). However, 
studies analyzing the influence of the ETo equation on the PDSI showed contradictory 
examples: while Sheffield et al. (2012) observed decreasing trends PDSI over large areas 
of the world, when the PDSI was computed using PM-ETo, which did not occur when the 
PDSI was computed with PET. Both Dai (2011) and van der Schrier et al. (2011) did not 
find significant changes on the PDSI computed with both evapotranspiration equations. 
The results by Sheffield et al. (2012) are in agreement with other studies, which observed 
decreasing trends in reference evapotranspiration even though mean temperature is 
increasing (Espadafor et al. 2011; Vicente-Serrano et al. 2014). This review showed that 
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additional studies were required to further understand the differences between 
temperature based methods to compute ET and ET estimated with the full sets of 
climatological variables, such as the PM-ETo. Moreover, alternative sources of data to 
estimate PM-ETo should also be tested so they can be used in drought indices to help 
accurate drought characterization and drought monitoring. Thus, given the importance of 
evapotranspiration, an important part of this Thesis, focused on analyzing the accuracy 
of different ETo estimators, for different climates, in Chapter 4 and tested different data 
sources, such as reanalysis products, to estimate reference evapotranspiration in Chapter 
5. The conclusions from these Chapters were then useful for Chapters 3 and 6 in which 
the drought indices, using evapotranspiration as input, were computed with PM-ETo from 
reanalysis data sets. 
The ubiquity of drought in all types of climate and affecting almost all sectors of society 
and environment systems as led to the creation of many drought indices, with over 150 
indices developed (Niemeyer 2008; Zargar et al. 2011; WMO and GWP 2016). Drought 
indices may be grouped according to the type of impacts they relate (Zargar et al. 2011). 
However, Niemeyer (2008) suggested two new categories: remotely-sensed drought 
indices that use data retrived from remote sensing and composite or combined drought 
indices that result from the combination of many drought indices and indicators to 
monitor drought and its impacts. Accordingly, WMO and GWP (2016) followed a similar 
taxonomy to group drought indices using the following classification: (a) meteorology, 
(b) soil moisture, (c) hydrology, (d) remote sensing and (e) composite or modelled.  
The most relevant drought indices for this Thesis were listed on Table 1-1. Thus, this 
Table included drought indices such as the Standardized Precipitation Index (McKee et 
al. 1995), the Palmer Drought Severity Index (PDSI) (Palmer 1965) and all its variations 
and drought indices, that despite not being used in the following chapters, are often 
studied and compared against the SPI and the PDSI, such as the abovementioned RDI and 
SPEI. Futhermore, in Table 1-1 some examples of drought indices based on remote 
sensing data and composite drought indices, were also included due to its relavance for 
drought monitoring. Similar reviews of drought indices are available in WMO and GWP 
(2016), Zargar et al. (2011). Table 1-1 differs from those studies regading the input 
requirements for the SPEI, RDI and PDSI and its variants, because it was considered that 
those indices require both precipitation and evapotranspiration data instead of 
precipitation and temperature data. As discussed above, those indices may be computed 
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using ET estimated based on temperature data only, however, is it preferable to use more 
realistic equations that consider the contribution of other variables such as radiation, wind 
speed or humidity rather than only temperature. The SPI characteristics and 
computational procedures were explained in detail in Chapters 2 and 3 and the PDSI and 
its variants including the MedPDSI were reviewed and described in Chapter 6. 
Table 1-1 List with selected drought indices as examples of the diversity of indices and indicators 
available for drought monitoring. PRE is precipitation; ET is evapotranspiration; SWC is water 
holding capacity; T is temperature; WS is Wind speed;  
 Drought Index Input 
data  
Distinctive characteristics 
Comprehensive drought indices 
 Standardized Precipitation 
Index (SPI) (McKee et al. 
1995) 
PRE Standardized, multiscalar index. Quantifies 
deviations from normal precipitation conditions. SPI 
is computed by adjusting a probability distribution 
function to the precipitation cumulated over a given 
number of months denoted as time scale. Gamma 
and Pearson III distributions are most used.  
 Reconnaissance Drought 
Index (RDI) (Tsakiris et al. 
2007) 
PRE, ET Similar procedure to the SPI computation but 
considers the ratio PRE/ET to estimate departure 
from normal climate conditions.  
 Standardized Precipitation 
Evapotranspiration Index 
(SPEI) (Vicente-Serrano et 
al., 2010) 
PRE, ET Same as the SPI but the relation between the climate 
variables is given by PRE-ET. 
 Palmer Drought Severity 
Index (PDSI) (Palmer 1965) 
PRE, ET, 
SWC 
Combines PRE and ET in a simple water balance. It 
was created to characterize and evaluate 
meteorological droughts by measuring the deviations 
between the observed and the expected precipitation, 
which are first transformed into an anomaly moisture 
index and then into a drought index, which is 
classified in terms of severity. Over the years many 
limitations regarding the PDSI computation have 
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been revealed (Alley 1985; Heddinghaus and Sabol 
1991; Wells et al. 2004). 
 Self-calibrating PDSI (Sc-
PDSI) (Wells et al. 2004) 
PRE, ET, 
SWC 
Based upon the PDSI. Changes all the empirical 
values of the original computation of the PDSI by 
values calculated dynamically based upon the 
characteristics present at each location. Allows for 
consistent results for different climates. 
 Zindex (Palmer 1965) PRE, ET, 
SWC 
An intermediary output of the PDSI. The Zindex was 
considered a better indicator of short-term 
agriculture drought because it is sensible to 
variations in soil-moisture (Karl 1986). 
 Weighed PDSI (WPDSI) 




The WPDSI removes the backtracking procedure 
proposed by Palmer in the PDSI to make it more 
adequate for real-time monitoring of drought.  
 PHDI (Palmer 1965) Palmer 
hydrological drought index 
PRE, ET, 
SWC 
Modification of the PDSI to account for longer-term 
dryness that will affect water storage, streamflow 
and groundwater. 
 standardized Palmer drought 




Multiscalar, standardized index based upon the 
moisture departure index obtained from the PDSI 
water balance.  
 MedPDSI (Pereira et al. 
2007) and Chapter 6) 
PRE, ET, 
SWC 
Modifies the original PDSI soil water balance to one 
applied to an olive orchard, by estimating separately 
soil evaporation and transpiration of the olive crop 
adopting the dual crop coefficient approach and uses 
PM-ETo as the evapotranspiration input.  
 Modified PDSI (MPDSI) 




Changed the PDSI original water balance to include 
reanalysis based data which are more accurate than 
those estimated by the original water balance. Such 
data included: potential evapotranspiration, 




T, WS SEDI is a standardized multiscalar drought index, 
similar to SPEI but the P-ET component was 
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Index (SEDI). (Kim and 
Rhee 2016) 
replaced by an ET deficit. ET deficit is difference 
between Potential evapotranspiration (PET) and 
actual evapotranspiration (ETact). Both PET and 
ET act were obtained using empirical function based 
on the modified Granger and Gray (GG) method 
(Anayah and Kaluarachchi 2014).  
Remote sensing drought indices 
 Vegetation Condition Index 
(VCI) (Kogan 1990) 
Remotely 
Sensed 
Remotely-sense based. The VCI is estimated using 
the Normalized Difference Vegetation Index 
(NDVI) and measures the vegetation water stress and 
is computed as the difference between current NDVI 
and the minimum NDVI of a long NDVI time series. 
The NDVI describes the difference between visible 
and near-infrared reflectance of vegetation and is 
used as an indicator of the greenness of the 
vegetation. (Zargar et al. 2011).  
 Temperature Condition 
Index (TCI) (Kogan 1990) 
Remotely 
Sensed 
Remotely-sense based. TCI estimates stress on 
vegetation caused by temperatures and excessive 
wetness, and is a modification of the VCI in which 
the NDVI is replaced by Land Surface Temperature 
(Zargar et al. 2011) 
 Vegetation Health Index 
(VHI) (Kogan 1990) 
Remotely 
Sensed 
Remotely-sense based. Is a weighed combination of 
TCI and VCI used for drought monitoring. 
Traditionally TCI and VCI components have equal 
weight in the definition of VHI (Zargar et al., 2011; 
Bento et al., 2018) 
 Composite drought indices   
 United States Drought 
Monitor (USDM) (Svoboda 




The USDM results from the combination of multiple 
indices and indicators such as the PDSI, SPI and 
vegetation and hydrologic data. It is considered ideal 
for monitoring agricultural droughts over all climate 
regimes, and is used to monitor drought in the United 
States of America. 
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 European Drought 
Observatory (EDO) 




 EDO is the European Commission’s Joint Research 
Centre tool for assessing, monitoring and forecasting 
droughts in Europe. For that, it combines several 
drought indices and indicators including the SPI, a 
Soil Moisture Anomaly (SMA) index and the 
Combined Drought Indicator (CDI), which 
integrates data relative on anomalies of precipitation, 
soil moisture and satellite-measured vegetation 
condition, into a single index. 
    
 
1.1.2 Drought indices as measure for agricultural water management and 
drought predictability  
Vicente-Serrano et al. (2012) compared four versions of the Sc-PDSI (PDSI, WPDSI, 
PHDI and Zindex) the SPEI and SPI, the last two computed for several time scales, against 
streamflow data, soil moisture data, tree growth data and wheat yield and found that the 
SPI performed better than other indices in explaining the variability of all those variables. 
However, with SPEI, better correlations were achieved for the summer months (May –
September) when compared against streamflow, and between May to October when 
compared against soil moisture. Similar results were obtained by Wang et al. (2015) in 
which the SPI, SPEI, Zindex, PDSI and Sc-PDSI were compared against soil moisture 
measures at different depths for various Chinese locations. Results showed that SPI and 
SPEI (using the optimum time-scale for the best correlation) had higher correlations with 
soil moisture for all soil depths than the PDSI counterparts did. Moreover, Zindex had better 
correlations with soil-moisture measure between 0-5 cm than the PDSI and the PDSI 
performed better when compared against the soil moisture measured at in the layer 40-50 
cm depth. These results also agree with the results by Dai et al. (2004) in which the PDSI 
values were more consistently correlated with soil moisture than the Zindex, in many 
locations in China in the first 1 m of soil. However, Quiring and Papakryiakou (2003) 
found that the Zindex was better suited to measure agricultural drought in the Canadian 
prairies than the PDSI or the SPI. These good results of the SPI and SPEI when compared 
to the PDSI may be explained by the fact that they are multiscalar indices and the authors 
13 
 
computed the time-scales from 1 to 48 months and kept the strongest correlations between 
those two indices and the analyzed variables.  
Vasiliades and Loukas (2009) found very good correlations between standardized 
hydrological variables (soil moisture and runoff) and the PDSI in its different variations 
(Zindex, PDSI, WPDSI and PHDI) in Greece. Soil moisture was better correlated with the 
Zindex with correlations values ranging from 0.85 to 0.89, which agrees with the study by 
(Karl 1986) in which the the Zindex was considered a better indicator of short-term 
agriculture drought because it is more sensible to variations in soil-moisture. Moreover, 
the WPDSI was found to better represent river discharges with correlations ranging from 
0.78 to 0.82.  
Another approach studied to assess the adequacy of drought indices to be used for drought 
management in agriculture is to relate drought indices with crop yields. These studies 
showed that the PDSI and its self-calibrating version were more apt to predict wheat 
yields in Greece (Mavromatis 2007) and Olive yields in Turkey (Tunalıoğlu and Durdu 
2012), when compared to the SPI. Moreover, significant correlations were found between 
relative forms of the Zindex and main growing period of 8 crops and respective yield 
departures in the Czech Republic (Hlavinka et al. 2009). These authors also defined 
regional, crop-specific thresholds, using the Zindex, under which a soil moisture deficit has 
significant impacts on crops, that could be useful for drought monitoring and agricultural 
management (Hlavinka et al. 2009). 
Although drought indices are useful to monitor and characterize drought, this assessment 
is mostly performed to evaluate past conditions, or at best, to characterize the current state 
of moisture anomalies. Thus, drought predictions schemes should be tested in order for 
drought indices to be used in early alerts systems tools.  
The seasonal predictability of weather variables, from 1 to 6 months ahead, may be the 
most useful temporal scales for drought risk management and are associated with a 
temporal persistence of large-scale atmospheric circulation patterns (Pires 2015). One of 
the most important is the North Atlantic Oscillation (NAO) and it is responsible for 
controlling wet and dry rainfall regimes over Western Europe and positive phases of the 
NAO are associated with below-average precipitation or drought over southern and 
central Europe, the Mediterranean regions and the north of Africa, and conversely, above-
average precipitation in Northern Europe (Moreira et al. 2016). Other relevant large 
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circulation patterns for Portugal and southern Europe include the East-Atlantic (EA) 
pattern, the Scandinavian (SCAND) pattern, and the East-Atlantic Western Russia 
(EAWR) pattern (Moreira et al. 2018). The seasonal predictability of droughts depends 
essentially on the predictive capacity of the evolution of these patterns (Pires 2015).  
Drought prediction techniques may be grouped into three categories: statistical methods, 
physical based techniques or combinations of these two methods, which are usually called 
hybrid techniques (Pires 2015). The statistical methods consider the properties of drought 
indices time series or the indicators used to compute the drought indices. These are 
usually applied to the SPI and techniques range from time series modelling such as 
Markov Chains and the more complex ARIMA (Auto Regressive Integrated Moving 
Averages) models, but also, methodologies using artificial neural networks or log-linear 
models (e.g.: Paulo et al. 2005; Mishra and Desai 2005; Moreira et al. 2016). Another 
possible approach for drought forecasting is using physical models such as the one 
produced the by European Center for Medium Range Weather Forecasts (ECMWF) that 
provide probabilistic ensemble-based forecasts up to six months of several weather 
variables that can used to compute drought indices. Dutra et al (2014) used these ensemble 
forecasts to predict SPI values up to 6 months in the future. However, the skill score of 
predictions for the mid-latitude is not high and the computational requirements of using 
these models are still too demanding, which hinders a more frequent use of these 
methodologies. Hybrid methods combine these two approaches, statistics and physical-
based techniques (e.g.: Moreira et al. 2016; Ribeiro and Pires 2016). 
Drought forecasting using other drought indices besides the SPI are not common, 
however, Kim and Valdés (2003) tested artificial neural networks to forecast regional 
drought using the PDSI and Liu and Hwang (2015) studied local nonparametric 
autoregressive model with designed stochastic residual-resampling approach to produce 
ensemble drought forecasts using the PDSI.  
1.2 Thesis objectives and structure  
Improving knowledge regarding drought is of upmost important for better drought risk 
management, especially for agriculture systems, which is the economic sector most 
vulnerable to this extreme, natural, event. Thus, this Thesis focused on understanding the 
spatial and temporal variability of droughts and how these patterns vary with different 
drought indices, how those indices were parameterized and how the selection of the input 
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variables impact the detection of drought occurrence and its characteristics, such as 
duration and severity. Moreover, aiming at creating tools more adequate to help 
characterize drought impacts in agriculture, the importance of selecting accurate 
evapotranspiration estimates was assessed and alternative sources for this climatic 
variable were tested. Lastly, and considering previous results regarding drought 
variability and relevance of accurate evapotranspiration estimation, a modification of the 
PDSI was assessed, the MedPDSI, with the objective of better representing the 
Mediterranean climate and more specifically to better express the variability of soil 
moisture, with the final objective of being a useful tool for drought risk management in 
agriculture.  
This Thesis is focused on three main topics, which were divided into five Chapters. 
Chapters 2 and 3 approach the subject of the spatial and temporal patterns of the SPI, and 
the analysis of the influence of long-term variability of precipitation on the SPI and of 
precipitation and evapotranspiration on the PDSI. Chapter 4 and 5 study 
evapotranspiration by, firstly, analyze the differences of ET estimated with temperature 
methods compared against PM-ETo, which considers the contribution of other climate 
variables and, then, in Chapter 5, daily and monthly reanalysis products were tested as 
alternatives to estimate PM-ETo when it cannot be computed due to lack of observed data 
sets. In Chapter 6, considering the results from the previous studies (Chapters 2 to 5), a 
version of the PDSI, the MedPDSI, adapted to local climate conditions was tested, in 
which the soil water balance was updated and modified and PM-ETo from reanalysis was 
used in the computation of the MedPDSI. Moreover, in Chapter 1 a brief introduction was 
provided, containing the concepts of water scarcity, drought, and how drought indices 
may be used to monitor drought in agriculture. The last Chapter, 7, summarizes the overall 
conclusions of the PhD program and discuss future topics of research. Chapters 2 to 6 are 
adapted reproductions of studies that were published (or are in preparation for 
submission) in peer reviewed papers, and, in which, my contribution to each study was 
significant and which content is relevant for this Thesis. Table 1-2 discriminates my 
contribution to the development of each study. 
The specific objectives of Chapters 2 to 6 are as follow: 
1. Chapter 2: Identify and understand the main spatial patterns of drought in 




2. Chapter 2: Detect significant linear trends of the SPI in Portugal and analyze 
the cyclic behavior of droughts throughout Portugal to determine the most 
common drought cycles in the region.  
3. Chapter 3: Understand the impact of climate variability on drought indices 
such as the SPI and PDSI by analysing the influence of precipitation changes 
on the SPI dynamics and assess the impact of using different calibrations 
periods for the PDSI and SPI.  
4. Chapter 4: Test different temperature based methods to compute ET, namely 
the HS equation and the FAO-PM equation using temperature data only, the 
PMT (Allen et al. 1998) in different climate conditions. 
5. Chapter 4: Assess the spatial and temporal variability of these ET estimates 
and the respective climatic variables, in order to understand the contribution 
of the latter for the observed trends on the different methodologies for ET 
estimation. 
6. Chapter 5: Assess the performance of different reanalysis products in 
estimating monthly PM-ETo for the Iberian Peninsula and daily PM-ETo for 
Continental Portugal, so they can be used for drought monitoring or water 
management in agriculture applications.  
7. Chapter 6: Test the modifications to the PDSI, from which resulted the 
MedPDSI and analyze how these changes affect the overall behavior of the 
drought index for various locations in mainland Portugal comparatively to 
PDSI. Intermediary outputs of the MedPDSI and PDSI were also compared 
and the impacts of the self-calibrating procedures implemented were also 
assessed, by analyzing the frequency of extreme events, the severity of 
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2 Chapter 2 
SPI modes of drought spatial and temporal variability in Portugal: 
comparing observations and gridded data sets and assessment of 
drought cycles using Fourier analysis.  
 
TAYEB RAZIEI, DIOGO S MARTINS, ISABELLA BORDI, JOÃO F SANTOS, MARIA M PORTELA, 
LUIS S PEREIRA, ALFONSO SUTERA (2015) SPI MODES OF DROUGHT SPATIAL AND 
TEMPORAL VARIABILITY IN PORTUGAL: COMPARING OBSERVATIONS, PT02 AND GPCC 
GRIDDED DATA SETS. 2015. WATER RESOURCES MANAGEMENT 29: 487-504 
AND 
ELSA MOREIRA, DIOGO S MARTINS, LUIS S PEREIRA (2015) ASSESSING DROUGHT CYCLES 





 SPI modes of drought spatial and temporal variability in Portugal: 
comparing observations and gridded data sets and assessment of 
drought cycles using Fourier analysis.  
Abstract. Regional drought modes in Portugal are identified applying the Principal 
Component Analysis (PCA) and Varimax rotation to the Standardized Precipitation Index 
(SPI) computed on various time scales using three precipitation data sets covering the 
period 1950–2003: (i) The observation data set composed of 193 rain-gauges distributed 
almost uniformly over the country, (ii) the PT02 high-resolution gridded data set provided 
by the Portuguese Meteorological Institute, and (iii) the GPCC data set with 0.5° spatial 
resolution. The main regions identified using PCA were then combined with cluster 
analysis applied to 74 time series with a 66 years length of SPI computed for a time-scale 
of 12 months to create homogenous groups of time series with similar temporal variability 
patterns in order to search for significant cycles of drought occurrence in Portugal using 
a Fourier analysis, applied to the SPI time series considering one SPI value per year 
relative to every month for each cluster identified. Results suggest that the three data sets 
agree in identifying the principal drought modes, i.e. two sub-regions in northern and 
southern Portugal with independent climate variability. The two sub-regions appear stable 
when the SPI time scale varied from 3- to 24-month, and the associated rotated principal 
component scores (RPCs) do not show any statistically significant linear trend. The 
degree of similarity between the rotated loadings or REOFs of different SPI time scales 
for the three used data sets was examined through the congruence coefficients, whose 
results show a good agreement between the three data sets in capturing the main 
Portuguese sub-regions. A third spatial mode in central-eastern Portugal was identified 
for SPI-24 in PT02, with the associated RPC characterized by a statistically significant 
downward trend. The stability of the identified sub-regions as a function of studied time 
period was also evaluated applying the same methodologies to a set of three different time 
windows and it was found that the southern sub-region is very stable but the northern and 
central-eastern sub-regions are very sensitive to the selected time window. The Fourier 
analysis revealed that the most frequent significant cycles in the three clusters that were 
identified showed that, drought periodicities vary among the clusters, pointing to a 6-year 
cycle across the country and a 9.4-year cycle in central and southern Portugal. Both of 
these cycles may have some correlation with the cycles of occurrence of weather regimes 
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mostly affecting Portugal. Relative to other months it was observed that cycles varied 
according to the common occurrence of precipitation: for the rainy months – November, 
December and January – cycles are similar to those for December; for the dry months – 
May to September – where the lack of precipitation masks the occurrence of drought, the 
dominant cycles are of short duration and cannot be related to the NAO or other large 
circulation indices to explain drought variability; for the transition months – February, 
March, April and October – 6-year and 3-year cycles were identified, the latter being 
more strongly apparent in central and southern Portugal. NAO influence is again 
identified relative to the 6-year cycles. The short cycles are apparently associated with 
positive SPI, thus with wetness, not drought. 
Keywords: SPI, Principal component analysis, regional drought patterns, Trend analysis, Fourier 
Analysis, cluster analysis, North Atlantic Oscillation; regional drought patterns. 
2.1 Introduction 
Drought originates from a deficiency of precipitation (less than normal) over an extended 
period of time. It may occur in all climatic zones and are triggered by large-scale features 
of the atmospheric circulation, such as high-pressure systems, winds carrying continental 
rather than oceanic air masses, or high temperatures. However, drought characteristics 
vary significantly from one region to another due to local effects and its impact on local 
water resources availability compared to needs (Pereira et al. 2009). Thus, the 
identification of homogeneous regions within a country with distinct drought behaviors 
is of particular interest for drought risk assessment and for a more efficient water 
resources management at regional level. 
Being drought a creeping phenomenon, it slowly sneaks up and impacts many sectors of 
the economy, the environment, and operates on many different time scales (Rossi 2000; 
Wilhite et al. 2007). Droughts can be grouped into various categories as meteorological, 
agricultural, hydrological, water supply and groundwater drought, which refer to both the 
time when a precipitation deficit is observed and the lag time for perception of effects of 
the precipitation deficit, by different sectors (Pereira et al. 2009). For example, soil 
moisture responds to precipitation deficits occurring on a relatively short time scale, 
whereas streamflow, reservoir storage and groundwater respond to precipitation deficits 
arising over many months. Among several available indices the Standardized 
Precipitation Index (SPI) (Mckee et al. 1993) is suited to monitor those kinds of drought 
(Heim 2002; Keyantash et al. 2002) since it is a standardized and multi-scale index and 
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allows objectively comparing dry/wet conditions of regions with different hydrological 
regimes.  
Using the SPI and/or other indices, many authors have analyzed spatial modes and time 
variability of drought in different areas (e.g., Bordi and Sutera 2002; Bonaccorso et al. 
2003; Vicente-Serrano 2006; Santos et al. 2010; Raziei et al. 2013). However, spatial 
modes of drought over a region might change as a function of the time scale considered, 
i.e. the type of drought analyzed. Vicente-Serrano (2006) showed that using rain-gauge 
data over the Iberian Peninsula the spatial modes of droughts are conditioned to the SPI 
time scale, pointing out the increasing spatial complexity of drought modes as the time 
scale of the index is increased. Raziei et al. (2011) identified four sub-regions for Iran 
applying the Principal Component Analysis (PCA) and Varimax rotation to the SPI on 
12-month time scale computed using observations, gridded (Global Precipitation 
Climatology Centre, GPCC) and reanalysis (National Center for Environmental 
Prediction/National Center for Atmospheric Research, NCEP/NCAR) data sets. The 
stability of drought spatial modes as a function of SPI time scale and spatial resolution 
was also investigated for Iran applying PCA to SPI index computed for different time 
scales using the GPCC precipitation data set with 2.5-, 1- and 0.5-degree resolution 
(Raziei et al. 2013). Results showed that drought modes are quite stable when a coarse 
spatial resolution is used whereas at finer resolutions drought modes appear more 
sensitive to the index time scale becoming less spatially homogeneous as the time scale 
is increased.  
Time variability of drought has been investigated for Portugal at regional level by Paulo 
et al. (2005) and Moreira et al. (2006) based on the stochastic properties of the SPI 
drought index time series using Markov chains and log-linear models. Drought linear 
trends in mainland Portugal were investigated by Paulo et al. (2012) using the Mann-
Kendall trend test (Mann 1945; Kendall 1975). The spatial and temporal patterns of 
drought in mainland Portugal have been also investigated by Santos et al. (2010) and 
Martins et al. (2012) through the application of spatial classification methods to the SPI 
field on given time scales, identifying 3 and 2 sub-regions, respectively. However, the 
stability of the identified sub-regions with respect to different SPI time scales and 
precipitation data set was not taken into account.  
Another important aspect of time variability of drought is its cyclicity and is often studied 
using time series of precipitation, streamflow and drought indices. To assess the cyclicity 
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of drought occurrence, various methods can be used and applied to those time series. Such 
approaches include the Fourier analysis (Rodrigo et al. 2000; Yadava and Ramesh 2007) 
also called spectral analysis (Mitra et al. 1991; Bordi et al. 2004a, b; Telesca et al. 2013) 
and the wavelet transform analysis (Labat 2006; Prokoph et al. 2012; Li et al. 2013). 
Research generally aims at finding a better explanation of time and space variability of 
the processes and relating the detected cycles with the periodicity of sea surface 
temperature, the solar cycles or teleconnection patterns. 
Studies with annual or monsoon precipitation data series often identified cycles of around 
11 years which were related with solar activity cycles (Mitra et al. 1991; Mazzarella and 
Palumbo 1992; Yadava and Ramesh 2007; Chattopadhyay and Chattopadhyay 2011). 
Studies on solar cycles are reported by Tsiropoula (2003) and Hathaway (2010). The 
cycle of solar activity is characterized by the rise and fall in the number and surface area 
of sunspots ranging between 9 and 13 years and averaging 11 years (Hathaway, 2010). 
Streamflow periodicity could also be related to solar cycles (Prokoph et al. 2012). A 
streamflow periodicity study has shown interannual 4- to 5-y, 14-y and multidecadal 25- 
and 50-y oscillations for Europe (Labat, 2006). The influence of North Atlantic 
Oscillation (NAO) and the Arctic Oscillation (AO) was considered in the study by 
(Lucero and Rodríguez 2002) showing that the European rainfall variability exhibits a 20- 
to 22-year NAO related bidecadal component of NAO. Gámiz-Fortis et al. (2011) studied 
streamflow variability in the Ebro basin and found that respective oscillation have 
different periodicity among the sub-regions considered. Rodríguez-Puebla et al. (2000) 
used 50 years series of 3-month cumulated precipitation in the Iberian Peninsula and 
applied Principal Components Analysis (PCA). They detected that NAO was the major 
source of interannual variability in winter precipitation and observed that the time series 
of precipitation and the NAO had a common peak at about 8 years while showing a 
significant coherence. An analysis of rainfall variability on decadal and centennial scales 
relative to southern Spain found an alternation of wet and dry periods, with various 
decades of duration (Rodrigo et al. 2000). This study also reported various periodicities 
in data series that allowed authors to identify NAO among the most possible causal 
mechanisms in the region. The precipitation variability study by Lucero and Rodriguez 
(2002) has shown both decadal and bidecadal oscillations averaging respectively 12 years 
and 20 to 22 years. A main conclusion of the study is that “the first principal component 
of the transformed bidecadal component of annual rainfall anomalies attains its positive 
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(negative) peak about 3 years before the bidecadal component of NAO reaches its 
negative (positive) peak” (Lucero and Rodriguez, 2002). Various studies later 
demonstrated the influence of NAO on precipitation and droughts (Trigo et al. 2004; Pires 
et al. 2007; Bierkens and van Beek 2009; Sousa et al. 2011). 
Bordi et al. (2004a) using PCA applied to SPI-24 for the Elba basin and Sicily found 
significant peaks for periodicities of 9.6 year for Sicily and 12.0–9.6 year for Elbe basin. 
However, significant relations with NAO or the El Niño–Southern Oscillation (ENSO) 
were not found. In addition, other relevant peaks were close to the 11-year solar cycle. 
Telesca et al. (2013) used the SPI with various time scales of 1 up to 48 months, and 
applied a spectral analysis to each of local time series in the Ebro basin, Spain. For the 
SPI-12, 24 the 3.1-year, 4.1-year, the 5.3-year, the 8.8-year and the 17.6-year cycles are 
common to most locations. The 3-5 years band was considered as related to NAO Telesca 
et al. (2012).  
Bordi et al. (2004b) characterized droughts with SPI-24 and studied their variability with 
PCA in Eastern China. The application of a spectral analysis to a principal component led 
to detect peaks characterizing the interdecadal, decadal, and interannual variability. A 
broad band peak was found for the interannual time scale of 4.0–3.7 years suggesting a 
link with ENSO. The other peaks lie near 6.9–8 up to 16 years and near 24 years. The 
precipitation study by Liang et al. (2011) applied to the North Western China identified 
significant periods of 2.3 and 3.3 years on a regional scale, which authors related with 
ENSO. Liu et al. (2013b) using Palmer Drought Severity Index (PDSI) (Palmer 1965) 
also detected cycles of 3-5, 5-7 and 8-10 years throughout the Qinghai Province, 
Northwest China. Results by Li et al. (2013) using the PDSI, also detected cycles of 3–5, 
5–7 and 8–10 years throughout the Qinghai Province. Li et al. (2013) used clustering to 
define drought sub-regions in Southwest China with SPI and observed distinctive 
temporal evolution patterns of droughts in each subregion. The cycles varied from 2–3 
years to 5–7 years.  
The various studies reported above show that cyclicity is found for precipitation, 
streamflow and droughts, different methodological approaches lead to coherent results, 
cycles relate well with those of NAO, AO and ENSO as well as with solar cycles, and 
that detected cyclicity varies among sub-regions when PCA and cluster analysis identify 
those inside the region under study.  
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Results of a former study with loglinear models applied to droughts in southern Portugal 
have shown the existence of a long-term periodicity that could reflect the natural 
variability of the climate (Moreira et al. 2006). This long-term periodicity was expressed 
by the alternation between long periods with high and low frequency of severe and 
extreme droughts. A recent study using ANOVA-like inference coupled with log-linear 
models applied to 10 long series across Portugal also suggested a cyclic behavior of 
droughts with periodicity ranging from 26 to 30 years, mostly for the sites in central and 
southern Portugal (Moreira et al. 2012). These studies suggested using the Fourier 
analysis to detect the various cycles that contribute to the variability of droughts. 
Moreover, since cyclicity varies from one region to another (Bordi et al. 2004a, b, 2006; 
Raziei et al. 2009; Santos et al. 2010; Telesca et al. 2013), the use of PCA and cluster 
analysis has been considered for identifying possible regions within the country. 
Recently, Martins et al. (2012) used PCA applied to the SPI with 12 months time scale 
(SPI-12) to draw the spatial patterns of precipitation and drought in Portugal. This 
approach could then be combined with the Fourier analysis and verify if the cycles would 
change with the considered region. The Fourier analysis, also called spectral analysis, 
uses the Fourier decomposition of time series and the periodogram device (Pollock 1999; 
Bloomfield 2000) with the aim of find cycles within a given series. As referred before, 
various applications in hydrology and climatology studies are reported.  
Considering the review presented before, this Chapter aims at understanding the stability 
of the spatial patterns of drought and, for that purpose, various SPI time scales (3-, 6-, 12- 
and 24-month) and three precipitation data sets: observations, the high-resolution gridded 
precipitation data set for mainland Portugal (PT02) (Belo-Pereira et al. 2011) and GPCC 
data set at 0.5-degree resolution were considered. Furthermore, to characterize the 
temporal variability of droughts in the region and considering the spatial patterns detected 
in this study, and in the literature, linear trends were investigated followed by Fourier 
analysis. This spectral analysis was applied to the SPI-12 time series to assess the cyclic 
behavior of droughts throughout Portugal, to detect the most representative cycles in each 
region and to identify the possibly related driving forces that determine the periods 
characterizing the detected cycles. 
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2.2 Data and Methods 
2.2.1 Precipitation data sets 
 
Figure 2-1 Spatial distribution of stations/grid points over Portugal for: a) observations, b) PT02, 
and c) GPCC data sets. 
To study the spatial and temporal variability of drought over Portugal, observations, PT02 
and GPCC gridded precipitation data sets for the common period 1950–2003 were used. 
The selected period was set to coincide with the time period of the Portuguese PT02 high-
resolution daily precipitation data set developed by Belo-Pereira et al. (2011). 
The observations data set consists of 193 stations uniformly distributed over mainland 
Portugal (Figure 2-1a). Most of the stations were provided by the Portuguese Water 
Institute, whereas 27 of the used stations belong to the Meteorological Service of 
Portugal. The PT02 data set has 250 grid points distributed over mainland Portugal 
(Figure 2-1b) with 0.2-degree resolution and covers the period 1950–2003. To develop 
PT02 data set a dense network of rain gauges distributed over Portugal (more than 400 
stations) was used. The ordinary kriging method with the exponential variogram was used 
to interpolate the data set into the 0.2°×0.2° mesh grid. The performance of the gridded 
output was compared with observations at selected stations through the country using 
cross-validation method coupled with some statistic tools (Belo-Pereira et al. 2011). The 
PT02 was also compared with the outputs of some available gridded and reanalysis data 
sets and it was found that the PT02 well spatially represent the geographical variation of 
27 
 
precipitation field over main land Portugal (Belo-Pereira et al. 2011). For the present 
study, monthly accumulations of PT02 daily precipitation data were used for the SPI 
computation at each grid point.  
The GPCC Full Data Product Version 5, updated in December 2010, is a gauge-based 
gridded monthly precipitation data set for the global land surface, available in 2.5º, 1º, 
and 0.5º degree resolutions. The data set covers the period 1901–2009 and is based on 
both non real-time and real-time stations (Schneider et al. 2010). GPCC monthly 
precipitation analysis products are based on anomalies from climatological normals at the 
stations, or from GPCC high-resolution gridded climatology where no station normal is 
available. The GPCC precipitation climatology (reference period 1951–2000) consists of 
normals collected by WMO, delivered by the countries to GPCC, or calculated from time 
series of monthly data (with at least 10 complete years of data) available in the GPCC 
data base. Raziei et al. (2011) assessed the spatial and temporal variability of drought 
over Iran using the GPCC data set and found satisfactory agreement with observations. 
For the present study, the 0.5-degree spatial resolution (i.e., the finest resolution provided 
by GPCC) is used. This data set has 49 grid points over mainland Portugal (Figure 2-1c). 
The Fourier analysis was conducted using monthly precipitation time series from 1941 to 
2006 (66 years) relative to 74 sites across Portugal (Figure 2-2). Data from weather 
stations were obtained from the meteorological services (IPMA) and those of rainfall 
stations refer to the environmental services (SNIRH). Data quality was assessed using the 
Kendall autocorrelation test, the Mann– Kendall trend test and the homogeneity tests of 
Mann Whitney for the mean and the variance (Helsel and Hirsch 1992). To estimate 
missing values of monthly precipitation, maintenance of variance extension techniques 
were applied (Hirsch 1982; Vogel and Stedinger 1985). These data sets, previously used 
in other studies (e.g.: Martins et al. 2012; Paulo et al. 2012) were completed with 
techniques described by Rosa et al. (2010). Series retained did not have more than 250 




Figure 2-2 Spatial distribution of the meteorological stations (x) and rainfall stations (▲) used in 
the study and delimitation of drought clusters; (*Station included in cluster 3) 
2.2.2 Standardized Precipitation Index 
Drought conditions were assessed through the SPI computed on 3-, 6-, 12- and 24-month 
time scales following the original definition by McKee et al. (1993), thus representing 
various kinds of drought. The SPI computation for a given location and month of the year 
is based on the long-term precipitation records accumulated over the selected time scale. 
The empirical probability distribution of the accumulated precipitation is fitted to a 
theoretical distribution. Originally McKee et al. (1993) used the two-parameter Gamma 
distribution for fitting the observed precipitation distribution, which as became the most 
usual for computing SPI, although, for some regions other distributions (e.g. Pearson III) 
may be more suitable (Guttman 1999). In the present study, the original definition of the 
SPI is applied. The cumulative theoretical distribution is then transformed through an 
equal-probability transformation into a normal distribution. Thus, the SPI represents a Z-
score, or the number of standard deviations above or below that a precipitation event is 
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from the mean. Positive SPI values indicate greater than median precipitation, and 
negative values indicate less than median precipitation.  
Table 2-1 SPI drought class classification (McKee et al. (1993)) 
Code Drought classes SPI values Time in category (%) 
1 Non-drought SPI ≥ 0  
2 Near normal −1 < SPI < 0 34.1 
3 Moderate  −1.5 < SPI ≤ −1 9.2 
4 Severe  −2 < SPI ≤ −1.5 4.4 
5 Extreme  SPI ≤−2 2.3 
 
For the Portuguese conditions, where a dry summer period of near 6 months occurs, 
droughts impacting the hydrologic regime are better assessed when using the 12-month 
time scale (Paulo and Pereira 2006; Santos et al. 2010). Hence, former studies on drought 
variability and drought class transitions were performed with the SPI 12-month (Moreira 
et al. 2006, 2012; Martins et al. 2012). Therefore, the Fourier analysis was applied to the 
time series of SPI with a 12-month time scale (SPI-12), computed from the 74 monthly 
precipitation time series. The respective monthly drought classes were then computed 
based on Table 2-1.  
2.2.3 Principal Component Analysis, congruence coefficient and linear trend 
analysis 
For each time scale considered, the S-mode PCA (Rencher 1998) and Varimax rotation 
were applied to the SPI field to search for aggregations of climate sub-regions that 
experienced similar drought (wetness) conditions during the study period. The PCA 
consists in computing the covariance matrix of the SPI data with the corresponding 
eigenvalues and eigenvectors (Rencher 1998). The projection of the SPI fields onto the 
orthonormal eigenfunctions provides the principal components or PC score time series, 
whereas the spatial patterns of eigenvectors (loadings) are proportional to the correlation 
field between the original data (SPI time series at single station/grid points) and the 
corresponding principal component time series. More localized patterns are obtained by 
applying the Varimax rotation to selected loadings (rotated loadings or REOFs in the 
text). Since such orthogonal rotation preserves the orthogonality in time, i.e. the rotated 
principal components are not correlated (Rencher 1998; Mestas-Nuñez 2000), the method 
allows finding sub-regions within the country that have rather independent drought 
behaviors. Following the rule by North et al. (1982), the sampling errors at 95% 
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confidence level of the eigenvalues associated with the principal components have been 
estimated, allowing to establish how many loadings to retain for rotation. 
To assess the degree of similarity between rotated loadings of the SPI on different time 
scales for a given data set and/or inter-comparisons of the loadings configurations relative 
to the three used data sets, the vectors of the loadings matrices are compared using the 
congruence coefficient (Harman 1976):  
gAB =  








        (2.1)  
where bjA is a loading from the rotated loading vector A from one solution, bjB is a loading 
from the rotated loading vector B from another solution, and n is the number of variables 
in each eigenvector, which for the S-mode PCA corresponds to spatial configuration of 
the points. The coefficient ranges in value from +1 for perfect agreement (or –1 for perfect 
inverse agreement) to 0 for no agreement. The congruence coefficient is preferred to the 
correlation coefficient (or pattern correlation) for measuring pattern similarity because it 
preserves the mean (whereas the correlation coefficient measures deviations from the 
mean), which is an important feature of a PC loading vector (Richman 1986). Following 
Richman (1986) and the references therein, the guidelines listed below were adopted as 
an indicator of the degree of likeness between patterns: excellent ≥ 0.98, 0.98 > good ≥ 
0.92, 0.92 > borderline ≥ 0.82, 0.82 > poor ≥ 0.68, very poor < 0.68. To do so, all loadings 
vectors relative to SPI time scales obtained for observations and GPCC data sets were re-
gridded to the same mesh grid as for PT02 (i.e., 0.2-degree spatial resolution) to achieve 
similar spatial dimensions which is prerequisite for computation of the congruence 
coefficient. 
Finally, the time variability of the selected RPC scores were examined for possible trends 
of drought aggravation or attenuation in the identified sub-regions using linear regression 
and the Mann-Kendall trend test (Mann 1945; Kendall 1975) and the magnitude of the 
trends were estimated using the Sen Slope estimator (Sen 1968). 
2.2.4 Fourier analysis of time series 
Regular or near regular cycles are often encountered in nature. The Fourier analysis 
methodology can be referred to as a method aimed to uncover hidden periodicities and, 
in particular, to extract regular cyclical components from the time series when the 
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quantity of data is not excessively large. The Fourier analysis is a method based upon the 
Fourier decomposition of a series, which is a matter of explaining the series entirely as a 
composition of sinusoidal functions. This originates in the idea that, over a finite interval, 
any analytic function can be approximated, to whatever degree of accuracy is desired, by 
taking a weighted sum of sine and cosine functions (Pollock 1999). 
Let m = n/2 if n is even or m = (n – 1)/2 if n is odd, with n the number of observations in 
a time series. The general model for a cyclic fluctuation would include the frequencies, 
ωj = (2πj)/n, j=0,…,m which are equally spaced in the interval [0,π] and takes the form 
yt = ∑ {ϕj,1 sin(ωjt) + ϕj,2 cos(ωjt)}
m
j=0 + εt     (2.2) 
where t represents time, ϕ j,1 and ϕ j,2, j=0,...,m are estimable parameters and εt, t=1,...,n 
are independent and identically distributed random variables with null mean value and 
variance σ2, representing the residual element which is called the white noise process 
(Pollock 1999).  
The factor θj = √ϕj,1
2 + ϕj,2
2 , j=0,…, m, (2.3) is the amplitude of the j-th periodic 
component and indicates the importance of that component within the sum. The 
parameters ϕj,1 and ϕj,2, j=0,...,m are estimated using the least squares method and the 
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, j = 1, … , m   (2.4) 
Then an estimator for θj, θ̃j, can be obtained and a statistic to test the significance of the 







, j = 1, … , m        (2.5) 





j=1  and the proportion of that variance which is 





In order to provide a graphical representation of the sample variance decomposition, the 





 is known as the classical periodogram (Pollock 1999). The graphic 
representation of Ij for j=1,...,m (Figure 2-3), allows to detect the existence of relevant 
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periodic components of the time series, as well as the importance of each one. The 
wavelength, i.e., the period in time units of the j-th periodic component, is given by pj = 
n/j.  
In the current study, the number of observations is n = 66 in all locations, thus m = 33. 
For each of the studied time series, the Ij for j=1,...,m was calculated and graphically 
represented in order to visualize the highest peaks, which correspond to the leading 
periodic components of the time series. The observation of several high peaks indicates 
the existence of several periodic components with different periods. However, in general, 
few of those peaks represent a strong periodical signal that cannot be assigned to 
statistical fluctuations in a merely white noise process. 
The assessment of the statistical significance of a peak involves testing the null 
hypothesis, H0, that the observed time series are purely white noise against the alternative, 
H1, stating that a periodic signal is present there. The statistical distribution of the 
periodogram is well known for the even-sampling case, which corresponds to equally 
spaced observations (Scargle 1982). The most important result is that if the observations 
in the time series are pure Gaussian noise the Ij, j=1,…,m are independent and 
exponentially distributed. In this situation, it is reliable to use the false alarm probability 
to assess the statistical significance of the highest peaks in the periodogram, which states 
that if Z = max Ij , j=1,…,m is a maximum value of the periodogram, then the probability 
for Z being over the set of the m periodogram values is given by  


















Figure 2-3 Reguengos: (top) graph of Ij , j = 1,...,33; (down) SPI December values (grey dots) vs. 
fitted sinusoidal wave of 6-year period (dashed line) vs. fitted model resulting from summing up 
the waves with period 6, 9.4 and 33 years (black line). 
So, a threshold z0 can be used for detecting if a peak is significant, which is defined as 
z0 = −ln[1 − (1 − p0)
1/m]        (2.7) 
where p0 is the false alarm probability, a fixed small value usually selected between 0.01 
and 0.1 (Scargle, 1982). For instance, in “Reguengos” time series the highest peak is 
attained for j = 11 (I11 = 9.05), which corresponds to a periodic component with 6 years 
period (Figure 2-3). Choosing a false alarm probability of 0.1, with the number of 
periodical components m = 33, the value z0 obtained is 5.75, which allows concluding 
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that the peak is significant. In this time series, two other peaks are significant, those for j 
= 2 and j = 7 corresponding to sinusoidal waves with 33 and 9.4 years period (Figure 2-
3). If one considers a false alarm probability of 0.01 instead of 0.1, then only the peak for 
j = 11 with 6 years period can be considered significant.  
The fitted sinusoidal function of 6 years period is presented in Figure 2-3 simultaneously 
with the “Reguengos” time series and obviously has the best goodness of fit to the time 
series among all other periodic components, R2=0.14 (grey line). For a better goodness 
of fit between the sinusoidal wave and the time series, the cycles corresponding to the 
significant peaks in the periodogram can be summed up, thus j = 2, 7, 11, to build a 
general model for a non-regular cyclic fluctuation. In Figure 2-3, the wave resulting of 
summing up the significant cycles with period 6, 9.4 and 33 years (black line) was also 
represented. Some improvement of the goodness of fit is then obtained, with R2 = 0.33. 
2.3 Results and Discussion 
2.3.1 Principal Component Analysis 
For each SPI time scale, the number of principal components retained for Varimax 
rotation was selected based on the scree plot and the North’s rule of thumb criterion 
(Figure 2-4). Based on Figure 2-4, the first leading components relative to the eigenvalues 
whose 95% confidence intervals do not overlap were retained for Varimax rotation. The 
first four components were retained for SPI-3, SPI-12 and SPI-24 when using 
observations data set. The same number of components were retained for SPI-12 and 
SPI- 24 associated with PT02 data set. For the SPI-6 relative to the observations data set 
the first three components are selected for rotation, whereas only the first two components 
are retained for SPI-3 and SPI-6 of PT02 data set. Differently, results for the GPCC data 

























































   
Figure 2-4 First twenty eigenvalues, using the logmartic scale, with the corresponding errorbars 
at 95% confidence level resulting from the PCA applied to the SPI computed on different time 
scales (rows) using observations (193 stations) and PT02 and GPCC data sets (columns). Adapted 
from Raziei et al (2015). 
Table 2-2 presents the explained variances of un-rotated and Varimax rotated components 































































































un-rotated component relative to observation data set explains from 66% to 69.9% of the 
total variance depending on the time scale, with the minimum and maximum variances 
observed for SPI-24 and SPI-12, respectively. The second un-rotated component explains 
about 10% of the total variance, while the third component explains very small variances 
from SPI-3 to SPI-6 (1.7%–1.8%) and it accounts for 2.4% and 3.9% for SPI-12 and SPI-
24, respectively. Similarly, the fourth component accounts for a very small percentage of 
variance. For the case of PT02 (Table 2-2) the first un-rotated component explains 
77.8%–78.3% of the total variance for SPI-3 to SPI-12, but it decreases to 74.5% for SPI-
24 due to an increase in the explained variances of the second and third components. 
Similar results were observed relative to the variances of the first GPCC un-rotated 
components, ranging between 80.9% and 83.9% (Table 2-2). It can be noted that the 
variance explained by the first un-rotated component is higher in GPCC than in PT02, 
and lower than both in the observation data set; this can be attributed to the effect of the 
coarse spatial resolution of GPCC compared to those for PT02 and observations. This 
feature is in agreement with the results found by Raziei et al. (2013) who compared the 
spatial modes of drought variability in Iran using GPCC data sets having different spatial 
resolutions.  
Table 2-2 Percentage of the total variance explained by the un-rotated (UR) and Varimax rotated 
(VR) loadings of the SPI on different time scales computed using observations and gridded PT02 
and GPCC data sets. Units are % 
Observations  SPI-3 SPI-6 SPI-12 SPI-24 
 PC UR VR UR VR UR VR UR VR 
 1 68.9 36.9 67.4 38.1 69.9 39.1 66.0 37.7 
2 10.3 36.5 11.4 35.9 10.1 38.8 11.2 36.3 
3 1.7 4.4 1.8 6.6 2.4 4.1 3.9 6.4 
4 1.3 4.2   1.7 2.0 2.7 3.3 
Total 82.1 82.1 80.6 80.6 84.1 84.1 83.7 83.7 
PT02  SPI-3 SPI-6 SPI-12 SPI-24 
 PC UR VR UR VR UR VR UR VR 
 1 77.8 44.3 76.5 45.0 78.3 41.5 74.5 38.4 
2 9.1 42.5 10.0 41.15 8.9 41.1 9.6 34.6 
3     2.1 5.1 3.7 14 
4     1.5 3.1 2.1 3 
Total 86.8 86.8 86.5 86.5 90.7 90.7 90.0 90.0 
GPCC  SPI-3 SPI-6 SPI-12 SPI-24 
 PC UR VR UR VR UR VR UR VR 
 1 81.1 46.6 80.9 48.6 83.9 49.5 82.1 47.9 
2 9.9 44.3 10.7 43.0 9.5 43.9 10.8 45.5 




2.3.2 Drought spatial variability 
The rotated loadings (REOFs) for the different SPI time scales and data sets are shown in 
Figure 2-5. For the SPI on 3-month time scale, the three data sets identified two sub-
regions of drought variability in southern and northern Portugal that are characterized by 
high positive rotated loading values greater than 0.6 (Figure 2-5). A similar drought 
spatial pattern is obtained for SPI-6 and SPI-12 (Figure 2-5b and Figure 2-5c). When the 
longer time scale is considered (24-month), a hint of a third sub-region in central-eastern 
Portugal appears for the PT02 data set with rotated loading values between 0.6 and 0.8 
(Figure 2-5d). This feature is also visible at 12-month time scale for PT02 data set (Figure 
2-5c, yellow area in the third rotated loading). The identified northern sub-region is a 
mountainous area and is heavily influenced by the Atlantic air masses that favor in this 
area the highest precipitation amount of the continental Portugal, whereas the southern 
sub-region has a much smoother and flatter relief and is characterized by a sub-humid 
climate. The relatively high elevation of the third sub-region and its distance from the 
Atlantic Ocean mitigate the direct influence of the maritime air masses, resulting in a 
different precipitation regime in that area. However, despite that, the identified spatial 
mode of the third sub-region explains a relatively small percentage of the total variance 
(14%) and the loadings are not high enough, to consider it of particular relevance for the 
spatialization of hydrological droughts. These spatial patterns of the loadings appear 
consistent with the results obtained by Santos et al. (2010) and Martins et al. (2012) 
pointing to the northern and southern Portugal as distinct areas of drought variability. 
However, because different critical values of the loadings were used in those studies (0.7 
and 0.8, respectively), those authors achieved smaller sub-regions than in the present 
study.  
Thus, results suggested that the northern and southern sub-regions are the leading drought 
modes for Portugal, that are well captured by the three data sets with high loading values 
at all selected time scales. Differently, the central-eastern sub-region is less stable with 
respect to time scales and the data set considered. The absence of the third sub-region in 
the rotated loadings of GPCC data set could be related to the fact that limited Portuguese 
stations were included in the GPCC gridding procedure, whereas a much denser network 
of stations were used in developing the PT02 data set. In addition, the number of stations 
considered for gridding PT02 data set is larger than the number of stations of the 
observation data set in the central eastern region. Moreover, the GPCC rotated loadings 
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show to be spatially more homogeneous when compared with those of observations and 
PT02 data sets (Figure 2-5). This is in agreement with the results found for Iran by Raziei 
et al. (2013), indicating that drought modes obtained with the finer spatial resolution have 
more spatial inhomogeneity. These results also indicate a slight increasing complexity of 
drought spatial variability for longer SPI time scales as was argued for Spain (Vicente-
Serrano 2006) and Iran (Raziei et al. 2013). 
 
Figure 2-5 Varimax rotated loadings (REOFs) relative to the SPI on a) 3-, b) 6-, c) 12- and d) 24-




The degree of similarity between rotated PC solutions for different data sets and SPI time 
scales were quantitatively assessed by comparing their respective loading matrices 
through the congruence coefficients (Harman 1976; White et al. 1991). Table 2-3 shows 
the congruence coefficients relating the rotated loadings of different SPI time scales 
associated with different data sets. It should be noted that only the REOF-1 and REOF-2 
of each SPI time scale were considered for assessing the degree of agreement between 
the data sets in capturing the main country sub-regions (northern and southern sub-
regions). The congruence coefficient was not computed for REOF-3 of PT02 since it has 
no counterpart in other data sets and/or time scales. Results in Table 2-3 suggested that 
the congruence coefficients between the REOFs associated with the same sub-regions 
shown in Figure 2-4 are greater than the critical value of 0.98, which indicates an excellent 
spatial congruence for all the SPI time scales. These results also indicate a perfect 
agreement between the three data sets in capturing the main Portuguese sub-regions at all 
considered SPI time scales.  
The congruence coefficients between the REOFs of different SPI time scales relative to 
a given data set were also computed and analyzed. Almost all congruence coefficients 
were above 0.99 for all sub-regions and the considered data sets, thus indicating a very 
strong agreement between loading patterns of different SPI time scales identified for each 
data set. Though the congruence coefficients slightly decrease when comparing the 
REOFs of shorter SPI time scales with those of longer time scales, they were still high (> 
0.99), which indicates an excellent agreement between the REOFs of different SPI time 
scales for the same sub-region. This fact also reflects a strong spatial consistency between 
the loading patterns of different SPI time scales captured by a given data set. Thus, results 
suggested that the spatial patterns of rotated loadings identified by each data set are stable 
throughout all the considered SPI time scales, i.e., when the SPI time scale changes the 
identified sub-regions remain about identical. This is evident when visually comparing 
the identified sub-regions captured by the three used data sets and for all the SPI time 





Table 2-3 Inter-comparison of the three used data sets by relating their rotated loadings associated 
with different SPI time scales through congruence coefficients.  













Obs. REOF-1 1.000 0.996 0.996 Obs. REOF-2 1.000 0.998 0.998 
PT02 REOF-1  1.000 0.999 PT02 REOF-2  1.000 0.999 
GPCC REOF-1   1.000 GPCC REOF-2   1.000 














Obs. REOF-1 1 0.995 0.994 Obs. REOF-2 1.000 0.997 0.998 
PT02 REOF-1  1 0.999 PT02 REOF-2  1.000 0.999 
GPCC REOF-1   1 GPCC REOF-2   1.000 














Obs. REOF-1 1.000 0.995 0.994 Obs. REOF-2 1.000 0.997 0.997 
PT02 REOF-1  1.000 0.997 PT02 REOF-2  1.000 0.998 
GPCC REOF-1   1.000 GPCC REOF-2   1.000 














Obs. REOF-2 1.000 0.988 0.989 Obs. REOF-1 1.000 0.993 0.995 
PT02 REOF-2  1.000 0.988 PT02 REOF-1  1.000 0.996 
GPCC REOF-1   1.000 GPCC REOF-2   1.000 
 
2.3.3 Stability of drought modes 
Previous results suggest that the northern and southern sub-regions identified in the 
present study are stable with  respect to the different data sets as well as to the different 
types of drought defined by the SPI, from shorter to longer time-scales. However, the 
identification of the third sub-region, when the PCA was applied to SPI-12 and SPI-24 of 
PT02 data set, seems to depend on the spatial resolution of the used data set and/or upon 
the considered time period. The effects of stations density could also be quite relevant as 
it is somewhat evident when comparing the numbers of grids/stations of the three data 
sets in the central-eastern Portugal, which is identified as the third mode in the PCA 
results of SPI-24 of PT02: the PT02 has 52 grid points in this area whereas the observation 
data set has 29 irregularly distributed stations and GPCC only has 4 grid points in the 
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same area. Therefore, the third mode captured by PT02 could possibly relate to the higher 
numbers of grid points of PT02 in that area when compared with those of GPCC and 
observations data sets.  
Table 2-4 Percentage of the total variance explained by the un-rotated (UR) and Varimax rotated 
(VR) loadings of the SPI-3, SPI-12 and SPI-24 computed using 144 observations data set for three 
different time sections. Units are in %. 
  1910-1949 1950-2003 1910-2003 
 PC UR VR UR VR UR VR 
SPI-3 1 59.1 31.9 68.4 36.0 64.2 33.1 
2 8.2 25.4 10.6 35.4 9.5 31.7 
3 2.7 12.7 1.9 9.4 2.2 10.8 
4     1.3 1.5 
Total 70.0 70.0 80.9 80.9 77.1 77.1 
SPI-12 1   30.2 69.1 40.9 63.1 32.4 
2 8.1 28.5 10.2 36.5 8.8 21.1 
3 5.8 14.6 2.6 4.5 3.9 20.9 
4     2.3 3.7 
Total 73.4 73.4 82.0 82.0 78.1 78.1 
SPI-24 1 55.2 29.9 64.8 39.2 57.2 27.3 
2 9.8 27.3 11.4 33.6 8.9 18.2 
3 7.8 15.6 4.2 7.1 6.2 16.3 
4   3.0 3.5 3.7 14.3 
Total 72.8 72.8 83.3 83.3 76.1 76.1 
 
The selected time window for drought analysis might possibly affect the regional drought 
patterns through changes in the number of identified sub-regions or their areal coverage. 
To assess this, a longer observation data set consisting in 144 stations and covering the 
period 1910–2003 (Santos et al. 2010) was considered for further analysis. This set of 
stations is sparser than the main observation data set used in this study (193 stations, 
Figure 2-1a). Therefore, the PCA was applied to the matrix of 144 stations corresponding 
to the longer (1910–2003) and two shorter (1910–1949; 1950–2003) time windows in 
order to examine if the identified sub-regions remained stable when the time window 
changed. Table 2-4 shows the percentages of the total variances explained by the un-
rotated and Varimax rotated loadings of SPI-3, SPI-12 and SPI-24 computed using 144 
observations for these three time windows. Results showed that the numbers of significant 
components retained for rotation are three for almost all SPI time scales when shorter 
time windows are considered, but they increased to four components for the longer time 
window. The total explained variance is noticeably higher for the 1950-2003 than for the 
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1910-1949 time window for all SPI time scales. However, the explained variance of the 
third component is much pronounced for the 1910-1949 time window. Differently, when 
the longer time window is considered, the first four components were retained for rotation 
for all SPI time scales, accounting for 77.1%, 78.1% and 76.1% of total variance for SPI-
3, SPI-12 and SPI-24, respectively. The explained variance of the third rotated component 
considerably increased, being comparable to the second rotated component of SPI-12 and 
SPI-24 when the longer time scale is considered. This may indicate a higher importance 
of the third mode in the longer time window.  
The observed differences shown in Table 2-4 suggested that the eigenvector solution 
might depend to the sampling data both in space (space resolution) and time (time 
window). This is supported by Figure 2-5 illustrating the spatial patterns of the rotated 
loadings of SPI-3, SPI-12 and SPI-24 associated with the three different time windows. 
The spatial patterns of the rotated loadings corresponding to 1910-1949 (Figure 2-6) are 
almost identical to those obtained by Santos et al. (2010) who applied PCA to the SPI-12 
matrix relative to a longer time window (1910-2004) using the same data set. The spatial 
configurations of the REOFs associated with the 1910-1949 period are far different from 
those of 1950-2003 time window (Figure 2-5) when using a denser network of 
observations. Differently, the REOFs associated with 1951-2003 time window are almost 
identical to those shown in Figure 2-5 although the number and density of stations used 
are different. However, comparing the loading patterns shown in Figure 2-6 it appears 
that the PCA solution for the longer time window mostly reflects the spatial 
configurations of rotated loadings associated with the 1910-1949 time window. This is 
particularly clear in the loading patterns of SPI-12 and SPI-24. Results depicted in Figure 
2-6 suggest that the northern sub-region is more localized and restricted to a small area 
in far north-western Portugal, which corresponds to the region in the country with the 
larger amount of annual precipitation, while by its westward expansion the third sub-
region covers the entire north-central Portugal when the 1910-1949 and 1910-2003 time 
windows are considered. This suggests that the northern sub-region, that is clearly 
identified by the three used data sets at all considered SPI time scales (Figure 2-5), is also 
sensitive to the time period used (Figure 2-6). The instability of the third sub-region is 
evident in Figure 2-6 as its areal extent changes noticeably with respect to the SPI time 
scale and data time period. Differently, it was found that the southern sub-region is the 
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most stable sub-region that clearly emerged in the PCA results relative to all considered 
data sets and time windows here analyzed.  
 
Figure 2-6 Varimax rotated loadings (REOFs) relative to the SPI on a) 3-, b) 12-, and c) 24-month 
time scale, computed using observations from 144 stations for 1910–1949, 1950–2003 and 1910–





2.3.4  Linear trends of drought 
 
Figure 2-7 Rotated principal component score time series (RPCs) associated with the REOFs 
illustrated in Figure 2-5. Rows from top to bottom refer to the SPI-3, SPI-6, SPI-12 and SPI-24, 
respectively. Horizontal dotted line is the zero-line. 
The time series of the rotated PC scores relative to observations (193 stations), PT02 and 
GPCC data sets are displayed and compared in Figure 2-7. The correlation coefficients 
between the RPC time series for the three data sets are listed in Table 2-5, where those 
associated with the same sub-region are denoted in bold. According to Figure 2-7 and 
Table 2-5 it appears that the RPC scores of the different data sets associated with the same 
sub-region are strongly correlated for all SPI time scales.  
The RPC1 and RPC2 time series are characterized by multi-year variability and there are 
no statistically significant long-term linear trends for the time window here considered. 
The RPC3 that is associated with the third mode captured by PT02 at longer time scales 
(12- and 24- month) showed a downward linear trend towards negative values accounting 
for 0.58% and 0.69% of the variance of the time series for SPI-12 and SPI-24, 
respectively. Due to very strong co-variability between the RPCs of the three used data 
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sets (Figure 2-7 and Table 2-5) only the PT02 RPC scores were considered herein for 
trend analysis computing the Mann-Kendall trend test and the Sen slope estimator for the 
annual average of the RPC scores relative to SPI-12 and SPI-24 of PT02 (Table 2-6). 
Table 2-6 shows no statistically significant trends in the annual average of RPC1 and 
RPC2 for both time scales.  
Table 2-5 Correlation coefficients between the RPCs for observations (OBS) and PT02 and GPCC 
gridded data sets. Correlation coefficients between RPCs associated with the same sub-regions 
are in bold 
   OBS  PT02 
SPI-3 RPC RPC1 RPC2 RPC3 RPC4  RPC1 RPC2   
 PT02 RPC1 0.96 0.00 0.18 0.19      
 
RPC2 -0.05 0.97 0.15 0.12      
GPCC RPC1 0.95 0.01 0.14 0.19  0.98 0.01   
RPC2 -0.04 0.96 0.13 0.12  0.01 0.97   
SPI-6 RPC RPC1 RPC2 RPC3 RPC4 RPC5 RPC1 RPC2   
 PT02 RPC1 0.97 0.00 0.21       
 
RPC2 -0.04 0.98 0.20       
GPCC RPC1 0.97 0.01 0.19   0.99 0.01   
RPC2 -0.03 0.97 0.17   0.00 0.99   
SPI-12 RPC RPC1 RPC2 RPC3 RPC4 RPC5 RPC1 RPC2 RPC3 RPC4 
 PT02 RPC1 0.96 0.01 0.10 0.14      
 
RPC2 -0.03 0.99 0.06 0.05      
RPC3 0.11 0.04 0.58 -0.59      
RPC4 0.17 0.09 -0.38 0.15      
GPCC RPC1 0.98 0.03 0.13 0.09  0.97 0.00 0.17 0.17 
RPC2 -0.02 0.99 0.08 -0.01  -0.02 0.99 0.11 0.07 
SPI-24 RPC RPC1 RPC2 RPC3 RPC4 RPC5 RPC1 RPC2 RPC3 RPC4 
 PT02 RPC1 0.99 -0.05 0.02 0.10      
 
RPC2 0.01 0.94 -0.01 0.26      
RPC3 0.08 0.25 0.65 -0.62      
RPC4 0.06 0.19 -0.41 -0.13      
GPCC RPC1 0.02 0.97 0.18 0.04  -0.03 0.93 0.36 0.11 
RPC2 0.98 -0.03 0.12 -0.02  0.98 -0.03 0.17 0.05 
 
The average of PC scores corresponding to different individual months and seasons were 
also examined using the test statistics to reveal if the trend is more evident in any given 
month and season; however, no differences were found. Considering that the RPC1 and 
RPC2 are representative time series for the two main Portuguese sub-regions, northern 
and southern areas, it can be concluded that the results of the present study are in 
concordance with the previous studies on trend analysis for main land Portugal using 
either precipitation (Santos and Portela 2007; de Lima et al. 2010) or drought indices time 
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series (Paulo et al. 2012; Moreira et al. 2012) that detected no trend for the majority of 
Portuguese stations. The results are particularly in agreement with the findings of Moreira 
et al. (2012) who found no evidence for aggravation or attenuation of drought severity 
and frequency for most of the stations situated in either northern or southern sub-regions 
identified in the present study. Differently, the RPC3 associated with PT02 shows a 
statistically significant downward trend for both SPI-12 and SPI-24 time scales with 
- 0.054 and -0.061 units per year, respectively. Regarding the observed significant 
downward trend for the RPC3 of PT02 it is worth noticing that such a negative trend 
towards dryer periods has been already reported by Paulo et al. (2012) and Santos and 
Portela (2007), both analyzing monthly precipitation for 1941-2006 and 1910-2004 time 
periods, respectively, and by Moreira et al. (2012) that highlighted a possible drought 
aggravation for some stations in the central sub-region.  
Table 2-6 Results of the Sen Slope estimates and the Mann-Kendall trend test (in parenthesis) 
applied to the annual average of RPC scores relative to SPI-12 and SPI-24 of PT02. The 
statistically significant values at 0.05 significant level are in bold 
 SPI-12 SPI-24 
Data set RPC-1 RPC-2 RPC-3 RPC-1 RPC-2 RPC-3 













2.3.5 Drought regionalization with PCA and cluster analysis 
Previous sections pointed to the existence of two stable regions considering different SPI 
time-scales and time windows. Following these results and previous studies (Santos et al. 
2010; Martins et al. 2012), a K-means clustering was applied to the PCA results from the 
SPI-12 computed for the 74 weather and rainfall stations depicted in Figure 2-2. From the 
PCA two principal components were retained, based on the North's rule of thumb (North 
et al., 1982), which were submitted to the Varimax rotation. The first component, with 
the highest loading in the North explains 46% of the total variance and the second one 
37.3%, representing the South. Both components explain 83.3% of the total variance 
(Martins et al., 2012), close to the results showed in Table 2-4 for the SPI computed for 
the period 1950-2003. 
The loadings obtained from the PCA, which represent the correlation between the original 
data and the principal components series, were then submitted to a Cluster Analysis. This 
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classification method is used to detect the variables that are more similar with each other 
and categorize them together in different clusters (Sharma, 1996). From various types of 
methods, the K-means clustering was used herein since this method is suitable for climate 
data and eases comparing the results with previous studies that used the same method 
(Santos et al., 2010). 
 
Figure 2-8 The most frequent drought class by month in Portugal (all), cluster 1, cluster 2 and 
cluster 3 (1 – non drought, 2 – near normal, 3 – moderate, 4 – severe, 5 – extreme) using the SPI 
with the 12 month time scale. Consequtive dry events with drought class => 3 are highlighted in 
orange and Consequtive dry events with drought class => 4 are highlighted in red. 
The K-means clustering of the loadings of these two principal components shows three 
significantly different regions within Portugal regarding drought variability, thus 
separating the north from the central and the south (Figure 2-2). The identified clusters 
are consistent with the results found by Santos et al. (2010), although using different time 
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series with different lengths. The specific characteristics of the station of Cabo da Roca 
(represented with * in Figure 2-2) makes it closer to the drought variability of cluster 
three relative to the second cluster; for that reason the analysis was performed including 
that station in the southern cluster. 
The most frequent drought class, i.e., the statistical mode in each month for each of the 3 
clusters were computed to provide a global overview on the temporal evolution of the 
drought classes, using SPI-12, in each of the corresponding regions (Figure 2-8). For this 
application, a drought event is considered a sequence of years with drought class 3 or 
higher where the interval between droughts do not exceed 2 years. Thus, considering this, 
when observing Figure 2-8, it can be noticed that during the entire 66 years time period 
there are 13 groups of droughts events in cluster 1; if considering just the classes 4 and 5, 
this number decreases to 9. For cluster 2, the number of droughts events of classes 3-5 is 
11 and decreases to 6 when considering only the class 4 and 5. For cluster 3 the number 
of events of the classes 3 or higher is 10 and those, if considering just classes 4 and 5, 
become 8. These results did not show a clear tendency, as one moves from north to south, 
regarding the severity and frequency of droughts, but if paying attention only to the 
extreme droughts it could be observed that there are more events in the central and 
southern, 4 and 3 against just 1 in the northern region. From the observation of the three 
clusters in Figure 2-8, one may observe that the minimum time interval between groups 
of severe and extreme drought occurrences is about 4 years and the maximum time 
without severe droughts is approximately 27 years. This large period of 27 years without 
severe and extreme droughts, which is observed in the first half of the studied period, 
could indicate a trend towards drought aggravation. However, as seen in the previous 
section (2.3.5) and supported by other studies, there was no evidence of a trend for 
aggravation in the southern region of Portugal. Differently, for most sites, results pointed 
to the occurrence of large cycles such that a long period with more frequent and severe 
droughts is followed by another long period where droughts are less frequent and severe. 
2.3.6 Assessment of drought cyclicity with Fourier analysis 
The periodograms of each time series were computed and the significance of the cycles 
were analysed using the false alarm probability considering the 0.05 significance level, 
i.e., only the peaks above 95% of confidence level were considered significant. The 
results referring to the periods of the cycles corresponding to the significant peaks 
recorded in the periodograms of all time series are compiled in Table 2-7, and grouped 
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by clusters. The counts per period and per cluster are resumed in this Table as well as the 
corresponding frequency relative to the number of series included in each of the three 
clusters expressed as percentage.  
Table 2-7 The counts per cycle and per cluster and its frequency (%) relative to the number of 
series included in each cluster (just the significant cycles of the periodograms). 
Period in years 
 Nr of 
series 
33.0 22.0 16.5 9.4 6.6 6.0 5.5 4.7 4.4 3.3 3.1 2.8 2.6 2.0 
Total counts per cluster 
Cluster1  32 3 2 1 2 0 27 0 13 3 0 0 0 1 0 
Cluster2 30 5 0 0 15 0 27 0 0 0 0 0 0 0 5 
Cluster3 12 2 0 0 12 6 11 0 0 0 2 0 0 0 3 
  10 2 1 29 6 65 0 13 3 2 0 0 1 8 
Frequency (%) 





























Considering the country total, the most frequent cycles ordered by frequency are those 
with periods of 6-year (65) and 9.4-year (29) (Table 2-7 total counts). When analyzing 
the counts by cluster, because clusters have different number of series, the frequency in 
percent for each cluster was computed (Table 2-7). In cluster 1, the most frequent cycles 
ordered by frequency are 6-year (84.4%) and 4.7-year (43.8%). In cluster 2, they are 6-
year (90%) and 9.4-year (50%) and in cluster 3 they are: 6 (100%) and 9.4 (100%). The 
interdecadal cycles with periods of 33-year are present in all regions but with 22, 16.5 
and 13.2-year are only present in the northern region (cluster 1).  
Just three of the significant cycles found in the SPI-12 time series have frequencies 
sufficiently high in the entire country or in each of the three clusters. First, the cycle with 
a period of 6-years with very high frequency (84-92%) in the three clusters. Second, the 
cycle with period 9.4-years with very high frequency (100%) in the cluster 3 and median 
frequency (50%) in the cluster 2. Third, the cycle with periods 4.7-year which is 
moderately frequent (41%) in the cluster 1. These results showed that the cyclicity of 
droughts varies among regions. Summarizing, the cycle of 6-year period has very strong 
presence in the whole country whereas the cycle with 9.4-year period as a stronger 
presence in the southern rather than in the central/southern region of Portugal. The cycle 
of 4.7 year period is non-existent in central and southern regions and it only appears in 
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the northern cluster. However, the large cycles with more than 20 years period have low 
frequency in all clusters. The reasons for that, may lie on the technique associated with 
the length of time series. For instance, the large cycles of 33 years are frequent mainly in 
cluster 2 and 3, but most of them were not found significant in the periodogram.  
Looking at the results from a point of view of inference, since the number of time series 
included in cluster 1 and 2 is large, (32 and 30 stations), each one can be considered as a 
random sample respectively of northern and central regions. Thus, using the counts from 
Table 2-7, an estimative for the probability of the return period of droughts to be 6 years 
in cluster 1, is 27/32=84.4% and in cluster 2, that probability will be 27/30=90% (counts 
from Table 2-7). However in cluster 3, the probability of 100% for both the return period 
of droughts to be 6 years and 9.4 years is likely overestimated because the number of time 
series in the sample is only 12 and their spatial distribution is not the best. Thus the sample 
may not be representative of the population, even accounting that cluster 3 is smaller. 
However, as regards to the country total, a reliable estimative for the probability of the 
return period of droughts to be 6 years is 66/74=89.2%. 
 
Figure 2-9 SPI-12 December values for northern Portugal (cluster 1) and the waves of period 4.7 
years (grey line) and 6 years (black line). The dots represent the SPI-12 time series from all 
locations in cluster 1.  
In Figures 2-9, 2-10 and 2-11, the time series relative to each of the 3 clusters are shown 
with superposing the most frequent waves: one of 4.7 years period in cluster 1, another 
of 6 years period in clusters 1, 2 and 3, and a wave of 9.4 years period in cluster 2 and 3. 
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A correspondence between the minima of the waves and the SPI upper borders for 
moderate drought (-1) and for severe or extreme drought (-1.5) is established through 
arrows placed in these pictures. In Figure 2-9 , relative to cluster 1, one can observe that 
the wave of 6 years period has 11 minima and nearly all of them coincide with events of 
moderate (-1.5<SPI<-1) or severe and extreme droughts (SPI < -1.5). Just one drought 
event, in 1957, was missed by the wave. Therefore, a good visual agreement exists 
between the minima of the sinusoidal wave of 6-year period and the events of moderate 
or more severe droughts that occurred during the study period. Relative to the wave of 
4.7-year period in cluster 1, from a total of 14 minima about 11 coincide with events of 
moderate, severe or extreme drought. The degree of agreement for this wave is less good 
than for the one with 6-year period.  
 
Figure 2-10 SPI-12 December values for central/southern Portugal (cluster 2) and the waves of 
period 4.7 years (grey line) and 6 years (black line). The dots represent the SPI-12 time series 




Figure 2-11 SPI-12 December values for southern Portugal (cluster 3) + waves of period 6 (black 
line) and 9.4 years (grey line). The dots represent the SPI-12 time series from all locations in 
cluster 3. 
For cluster 2 (Figure 2-10) a good agreement between the minima of the 6-year period 
wave and the events of moderate severe or extreme droughts was observed, also missing 
the same drought event of 1957 that was missed by the wave in cluster 1. As for the wave 
of 9.4-years period, from a total of seven minima, six coincide with events of moderate, 
severe or extreme droughts. For cluster 3 (Figure 2-11), the visual agreement between the 
wave of 6-years period and the drought events is not as good as for the previous clusters, 
with three of the minima not coinciding with drought events and with two events of 
moderate drought and one of severe and severe drought are missed by the wave. As for 
the 9.4 year wave, one out of the seven minima does not correspond with a drought event. 
Furthermore, two moderate and one severe and extreme drought events were missed by 
the wave. However, this less good agreement for cluster 3 may be due to the low number 
of time series represented there. In general, a visual relation can be established between 
theses waves and the events of drought occurred in each cluster during the study period. 
The correspondence between the sinusoidal waves and the drought cyclicity is not perfect 
but this was expected since cycles in nature are only near-regular, thus not providing for 
a complete agreement with regular waves. 
The Fourier analysis was also applied to the SPI-12 time series relative to the rainy, 
transition and dry months (January to November). These results are illustrated in 
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Figure 2-12. The analysis was performed considering three distinct groups: (1) a rainy 
season including November, December and January; (2) a dry season including the 
months between May and September; and (3) the transition months of February, March, 
April and October. The most frequent significant cycles found for December values, 
namely the 6, 9.4 and 4.7-year, were also observed in the remaining months. The 6-year 
cycle was present in the applications to all months but was less frequent in the dry season. 
The 9.4-year cycle was less frequent, and could only be found in cluster 3 for the rainy 
season. Other short-period cycles with 3.1, 2.6 and 2-year showed up with high frequency 
for the dry season and the transition months. A closer look to Figure 2-12, the following 
cycles are in evidence: 
 the 2-year cycle was frequent in the south, cluster 3, in the dry season;  
 the 2.6-year cycle was found in the dry season and in the transition months in 
cluster 1 and in the transition months in cluster 2; 
 the 3.1-year cycle had high frequency in clusters 2 and 3 in the transition months 
and the dry season;  
 the 4.7-year cycle was present in the three clusters for October and November. 
Cluster 1 also showed the 4.7 year cycle in December and January;  
 the 6-year cycle had high frequency in general in all clusters and months but not 
in the dry season months in cluster 1;  
 the 9.4-year cycle had high frequency in cluster 3 for the months of the rainy 
season and, for the cluster 2, just for December 
The time series relative to every month, January through December, showed a behavior 
that differs for each month, which relates to the conditions regulating the general 
circulation of the atmosphere that also vary throughout the year. The short period cycles 
of 2–3.1 years were in general statistically significant in the months from March to 
September, thus out of the rainy months. Medium-period cycles are mainly statistically 
significant in the months from November to April. The cycles of 6 and 9.4 years are 
representative of drought cyclicity since, as seen previously (section 2.3.6), there was a 
good agreement between the Fourier waves and the drought events that occurred in all 
clusters. Furthermore, in the years where a drought is installed, the December values of 
the SPI-12 reflected this situation through assuming highly negative values. This fact 
denoted the effect of the lack of precipitation in the precedent rainy months; the same 
occurred with the SPI-12 relative to January and February. Contrarily, in the rainy years, 
54 
 
the SPI12 from May to September reflected precipitation above normal that occurred in 
the precedent rainy and transition months. Therefore, the short cycles, which relate with 
precipitation above normal, were significant in the SPI values from May to September, 
while the medium cycles, which relate with drought, were significant for the months 
November to April. 
The NAO plays a fundamental role in the Atlantic and European climate, in particular, 
the negative phase of the NAO regime is fundamental for the winter interannual 
variability of precipitation in Portugal (Santos et al. 2005), whereas positive phases of the 
NAO are usually associated with drought conditions (Santos et al. 2005, 2007). Various 
studies have shown that the NAO influences precipitation (Trigo et al. 2002; Pires et al. 
2007) and streamflow (Trigo et al. 2004; Bierkens and van Beek 2009). Thus, it is 
reasonable to relate the cyclicity of drought events with large circulation patterns such as 
the NAO. Santos et al. (2007) studied the physical mechanisms responsible for the 
extremely dry winter of 2004/2005 in Portugal and concluded that the strengthening of 
the NAO toward its positive phase contributed to the extreme conditions of that particular 
winter. In addition, Sousa et al. (2011) showed significant correlations between dry 
periods, measured with the self-calibrated PDSI, and the positive phase of the NAO 
during winter on the region.  
The 6 and 9.4-year cycles may be partially explained by the NAO periodicity index cycle. 
Polonskii et al. (2004) studied the cyclicity of the NAO index in Eurasia and stated that 
the characteristic period of fluctuations of the NAO index corresponding to the main 
spectral peak is 6–10 year. That hypothesis is also compatible with the assumptions of 
Trigo et al. (2004) relative to the influence of NAO on the precipitation in Portugal. 
However, García et al. (2002) associated of 2.4 and 7.7 years oscillations of NAO with 
the same patterns of interannual precipitation in the Iberian Peninsula. Moreover, these 
authors assumed multidecadal cycles, which were also observed in this study. Labat 
(2006) also assumed NAO influences on European surface water regimes in terms of 
multidecadal periods. Nevertheless, in agreement with conclusions by Santos et al. 
(2010), periodicity of more than 10 years, more frequent in the northern region, are 
difficult to relate with NAO. This is also concluded by Küçük et al. (2009) for Turkey. 
Following the results reported by Tsiropoula (2003) and Hathaway (2010), these 




Figure 2-12 Frequency of significant cycles relative to each cluster per period cycle, gathered in 
three groups: November, December and January (wet season); February, March and April 
(transition months); and May–September (dry season) 
2.4 Conclusions 
The present study provided an insight regarding the temporal and spatial drought patterns 
of drought in Portugal using the Standardized Precipitation Index. The regional drought 
patterns were assessed with the S-Mode PCA with varimax rotation applied to the SPI on 
different time scales computed using the three precipitation data sets for the period 1950–
2003. Results identified the northern and southern Portugal as the two main sub-regions 
of drought variability, considering all data sets and SPI time-scales. These two main sub-
regions were considered stable, since they are quite similar for all cases and a spatial 
congruence test applied to the loadings of the PCA revealed an excellent spatial 
congruence between all data sets and time scales. In addition, a small sub-region in the 
mountainous inland of central-eastern Portugal was found for the 24-month time scale 
using the PT02 data set. The northern and southern sub-regions were identified with high 
positive rotated loading values. Similar spatial patterns were found using the three 
datasets and all considered SPI time scales, suggesting that the sub-regions are quite 
stable with respect to the changes in the SPI time scale. Differently, a third sub-region 
was observed for the PT02 data set referring to central-eastern Portugal, which was 
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sensitive to the SPI time scale and spatial resolution of the data set. Despite the third 
spatial mode explains a smaller percentage of the total variance, its position in the 
mountainous area of central Portugal and the statistically significant downward trend 
characterizing the associated RPC, suggest the need for further studies relative to that 
region using a dense network of observations. 
Three different time windows were used in order to examine if the identified sub-regions 
are conditioned to the considered time window. The results showed that the southern sub-
region is the most stable one, while the northern and central-eastern sub-regions are very 
sensitive to the selected time window. 
The temporal analysis of drought in Portugal was assessed testing the linear trends of the 
principal components of all sub-regions identified, and searching for significant cycles of 
drought variability using a Fourier analysis. The linear trend analysis applied to all the 
rotated PC scores, showed no evidence for linear trends for either the increase or 
attenuation of drought conditions in the northern or southern sub-regions identified. 
However, the third sub-region captured by PT02 at longer time scales, showed a 
significant downward trend pointing to a possible drought aggravation in the central 
region of Continental Portugal. 
The identification of significant drought cycles was conducted using a Fourier analysis 
applied to SPI-12 time series. To identify the groups of weather stations sharing similar 
drought characteristics, the PCA was combined with a K-means cluster analysis. With 
this methodology, three statistically distinct clusters of weather stations were identified 
in Portugal, then the Fourier analysis was applied individually to each SPI time series and 
the frequency of the significant cycles is analyzed for each cluster. The Fourier analysis, 
used to search for significant cycles that could relate to return periods of droughts, was 
performed using a SPI-12 time series respective to each month. The results of this analysis 
for the SPI-12 relative to December values are of particular interest since they are a good 
indicator for drought monitoring for the Portuguese climatic conditions. Results showed 
that drought periodicities varied among the three sub-regions and differ when different 
months were considered for the Fourier analysis. For the SPI-12 relative to December, 
the main cycles identified were:  
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 a cycle with a 6-year period compatible with NAO influences, doubtless the most 
frequent across the country and, that generally showed a good agreement with the 
range time of the drought events that occurred in each region;  
 the cycle of 9.4 years, also partially related to the NAO, but that loses importance 
from south to north, where it was nearly non-existent;  
 the cycle with a small period of 4.7 years that was frequent in the northern region 
but was not significant in the central and southern regions.  
These results pointed to northern and southern Portugal having different climatic 
influences that cause the strong presence of cycles with periodicities in the range of 6–10 
years in the time series of central/southern regions. As for the cycles of SPI-12 in the 
remaining months, the results showed that the 4.7, 6, 9.4-year cycles were also found but 
their frequency varied with latitude (cluster) and with the month that was considered.  
From October to January, the 4.7-year cycle was present in all clusters; the 6-year cycle 
was also frequent, but it could not be found in the dry season in the north, cluster 1; the 
9.4-year cycle was also quite frequent, but only in the rainy months. Shorter cycles, 2–3 
years, were identified and were significant in the dry months in the south and in the 
transition months in the north and center. However, they seemed to be associated with 
cycles related to wetness, i.e. SPI > 1.0, instead of drought. The adopted methodology, 
simpler than other more complex techniques such as the wavelet transform analysis, 
allowed a good understanding and interpretation of the drought periodicity. Furthermore, 
the Fourier analysis may also be useful in longterm drought prediction as it may provide 
an estimative relative to the return periods of drought events.  
Overall, results are in agreement with other studies applied to Portugal and the Iberian 
Peninsula despite differences in the methodological approaches. The spatial analysis 
allowed the identification of these sub-regions with similar drought variability and 
characteristics can be useful for drought risk management at a regional scale. The sub-
regions identified include the most important river basins in Portugal, Tagus and 
Guadiana, in the Southern sub-region and the Douro basin inside the Northern sub-region. 
This means that the drought sub-regions here identified well represent the distinct drought 
variability characterizing these river basins, thus these results may be useful for drought 
risk management at a regional scale. However, the existence of a third sub-region 
identified with the PCA and with the cluster analysis should be further studied. Moreover, 
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the temporal analysis also showed that further studies are required to improve the 
understanding of teleconnections between drought indices and large-scale atmospheric 
circulation indices for Portugal and the Mediterranean to improve the predictability of 
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 Influence of climate variability on the SPI and PDSI. An analysis using 
long-term data series. 
Abstract. Drought indices, such as the Standardized Precipitation Index (SPI) and the 
Palmer Drought Severity Index (PDSI) are used to quantify drought severity. Due to the 
SPI probabilistic and standardized nature, a given value of SPI computed in distinct time 
periods or locations indicates the same relative drought severity but corresponds to 
different amounts of precipitation. Likewise, the PDSI is also influenced by the 
calibration period used to compute the potential values for the definition of the 
climatically appropriate for existing conditions (CAFEC) of the local climate. Thus, the 
present study aims at contributing for a comprehensive analysis of the influence of long-
term precipitation variability on drought assessment by the SPI and the combination of 
the variability of precipitation and evapotranspiration in the case of the PDSI. Long 
records of monthly precipitation, spanning from 1863 to 2007 in several locations across 
Portugal, were divided into 30 years sub-periods and the SPI with 12-month time scale 
(SPI-12) was computed for each sub-period and for the entire period of records. The same 
approach was followed to compute the SPI with 9-month time scale for comparison 
against the PDSI. The PDSI and SPI-9 were computed using weather data from the 
NOAA-CIRES Twentieth Century Reanalysis Project version 2c, which spans from 1851 
to 2014 with a spatial coverage of 2.0º latitude x 2.0º longitude. For the PDSI, monthly 
evapotranspiration was computed using the FAO PM-ETo method. Monthly data from 
reanalysis products consisted of maximum and minimum air temperature, net radiation, 
wind speed and relative humidity. Precipitation data was obtained from the same source. 
PM-ETo was retrieved from the CRU TS3.21 database and was combined with the 
observed precipitation used to compute SPI-12. This allowed comparing and assessing 
the differences between the PDSI and SPI-9 computed with reanalysis against the PDSI 
and SPI-9 obtained with observed data sets. The probability distributions adjusted to 
precipitation in those different time periods were compared envisaging to detect the SPI 
sensitivity to the reference period and, therefore, to changes in precipitation. Precipitation 
thresholds relative to the upper limits of SPI-12 drought categories were obtained and the 
influence of the time period was investigated. For the PDSI, to assess how the long-term 
climate variability influences the identification of dry events in the drought indices, five 
different calibration periods were selected to estimate, the potential values of 
evapotranspiration, runoff, soil moisture recharge and percolation loss of the PDSI water 
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balance. Results have shown that when SPI values derived from the full data record for a 
recent time period were lower/higher than the SPI values derived from data of the 
considered time period in which a recent downward/upward shift of precipitation 
occurred. Coherently, a common pattern of drought aggravation from the initial until the 
more recent period was not detected. However, in southern locations, lower precipitation 
thresholds of the SPI drought categories were generally found in the more recent period, 
particularly for more severe drought categories, whereas in the northern locations Porto 
and Montalegre, an increase was detected. The impacts of the reference period on the 
computed SPI drought severity and frequency are shown, bringing to discussion the need 
for updating ´normal´ conditions when long-term precipitation records are available and 
precipitation changes are observed. Moreover, results showed that the adopted calibration 
period had a significant impact of the frequency of extreme events detected on both the 
PDSI and the SPI and highlight the importance of selecting an adequate calibration period 
when computing these drought indices. 
Keywords: PDSI; SPI; long-term variability; 20th century reanalysis; precipitation thresholds; 
drought severity; reference periods. 
3.1 Introduction 
Drought is a natural temporary imbalance of water availability, consisting of a persistent 
lower-than-average precipitation, of uncertain frequency, duration and severity, of 
unpredictable or difficult to predict occurrence, resulting in diminished water resources 
availability and carrying capacity of the ecosystems (Pereira et al., 2009). There are 
numerous definitions for drought and its perception varies with the water sectors affected, 
and its frequency or severity may be aggravated by climate change. 
Standardized drought indices computed from precipitation, evapotranspiration, 
streamflow or soil moisture have been used to monitor drought and to quantify drought 
severity. The standardized precipitation index (SPI) is the most widely used. SPI values 
quantify deviations from 'normal precipitation' (Mckee et al. 1993). SPI values are 
classified in drought (wetness) categories, with the more negative values indicating a 
more severe drought category (McKee et al. 1995). The World Meteorological 
Organization recommends its inclusion in drought monitoring systems since 2009 (World 
Meteorological Organization 2012). As a result of the evaluation of drought indices in the 
quantification of meteorological drought using a combined pool of criteria (Keyantash et 
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al. 2002), the SPI is surpassed by rainfall deciles in transparency and by cumulative 
precipitation anomalies in dimensionality. Transparency refers to the way an index of 
drought is understandable by the scientists, stakeholders and the public, and 
dimensionality refers to the link of the index to a physical quantity. The index is obtained 
from the adjustment of a probability distribution function (pdf) to the precipitation 
cumulated over a given number of months denoted as time scale. Shorter time scales are 
appropriate to monitor the effects of precipitation shortages in soil water storage and 
agriculture, while longer time scales are used to monitor drought effects on surface and 
ground water resources.  
Despite the SPI being, possibly, the most used drought index in the world to characterize 
and monitor drought, historically, the Palmer drought severity index (PDSI) (Palmer 
1965) continues to be highly in use, because instead of using solely precipitation it 
combines the latter with evapotranspiration (ET) in a simple water balance. The PDSI 
was introduced as a tool to determine regional moisture availability and it has been used 
to study drought/wet events and it measures the cumulative departure, compared to pre-
determined mean conditions, in atmospheric moisture supply and demand at the surface 
(Dai et al. 2004). However, it has some important limitations (Alley 1984; Guttman 1998; 
Wells et al. 2004) related to the selection of the ET equation, the soil water balance 
procedure, the calculation of the climatic characteristic or the empirical coefficients in 
the duration factors, and the backtracking computation procedure. Several attempts were 
made to improve PDSI: a weighing calibration procedure generating the WPDSI 
(Heddinghaus and Sabol 1991), the self-calibrating procedure originating the Sc-PDSI 
(Wells et al. 2004), and changes in ET and the water balance to produce the MedPDSI 
which is explained in detail in Chapter 6. 
Moreira et al. (2012) reviewed numerous studies aimed at detecting any possible 
aggravation of drought frequency and severity in Portugal and in the Iberian Peninsula 
showing non-increasing trends for northern Iberia and varied trends for central and 
southern regions. Those authors investigated the temporal drought aggravation applying 
generalized log-linear models and statistical inference to long time series and their 
decomposition into sub-periods using the SPI. Their results did not support the 
assumption of a trend of drought aggravation that could be related to climate change but 
cycles corresponding to the considered sub-periods where drought was more frequent and 
severe followed by others where frequency and severity were lower. However, comparing 
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the last period of 27 years with the precedent one they concluded that drought occurrence 
and severity increased during that last period with exception of the northern region. The 
studies by Santos et al. (2010), Martins et al. (2012), Paulo et al. (2012), and Raziei et al. 
(2015) did not reveal trends for either an increase or decrease of drought occurrence or 
severity in most of the country. de Lima et al. (2010) studied trends for precipitation in 
Portugal using long data sets, ranging between 88 and 145 years and did not found a 
generalized significant longterm pattern of change but a sequence of alternating periods 
of decreasing and increasing trends in both annual and monthly precipitation, which were 
sometimes statistically significant. The results by Moreira et al. (2012) were in the same 
line. The analysis of trends and correlation in annual extreme precipitation indices de 
Lima et al. (2015) led to conclude that there is an important but not statistically significant 
decrease in regional average annual precipitation. Studies relative to PDSI trends point to 
the same conclusions. Martins et al. (2012) and Paulo et al. (2012) did not find any 
evidence of drought increase or decrease in Portugal using the PDSI in the period 1941-
2006. Sousa et al. (2011) using the self-calibrating PDSI observed significant negative 
trends of the PDSI in period 1901-1950 but did not observed such trends for period 1901-
2000 or 1951-2000. Other authors have also studied PDSI trends related to the 
evapotranspiration input used to simulate the drought index water balance (van der 
Schrier et al. 2011; Dai 2011; Sheffield et al. 2012). Whereas van der Schrier et al. (2011) 
and Dai (2011) found no major differences in the trends of the PDSI computed with 
different evapotranspiration equations, a temperature based one, the Thorntwhaite 
equation (Thornthwaite 1948) and the physically based reference evapotranspiration 
(PM-ETo). Contrarily, Sheffield et al. (2012) observed large differences in the global 
trends of the PDSI computed using these methods to estimates evapotranspiration. In that 
study, Sheffield et al. (2012) compared two global version of the Sc-PDSI computed using 
potential evapotranspiration (PET) from the empirical Thornthwaite equation and the 
PM-ETo estimated using the FAO-PM equation (Allen et al. 1998) and results showed 
that the Sc-PDSI computed with the PM-ETo had clear differences in the trends identified 
by both indices pointing to an overestimation of the trends to increased global dryness.. 
Furthermore, for the period 1980-2008 differences were even larger with the Sc-PDSI 
based on PET showing, again, significant drying trends, whereas the average trend of the 
PM-ETo counterparts was not significant. These results showed the importance of 
selecting the appropriate evapotranspiration estimates to characterize climate variability 
and that temperature based equations like the Thornthwaite equation are not capable of 
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fully describe the climate and can produce unrealistic trends on drought indices. However, 
Dai et al (2011) and Van der Shrier et al. (2011) observed only small differences between 
the Sc-PDSI computed with both types of evapotranspiration estimation. Significant 
drying trends of the PDSI computed with PET have also been reported in other studies 
like Dai et al. (2004) reporting that very dry areas have increased from 12% to 30% from 
1970 onwards. Although its impacts on droughts indices is not clear, temperature based 
methods are more influenced by global warming, and trends for the increase of 
evapotranspiration computed with this methods are usually more evident than when using 
ETo estimation based on more variables than temperature (Chapter 4).  
Due to its standardized nature, the same negative SPI value computed in different 
locations or time periods corresponds to the same relative drought severity but to different 
amounts of precipitation. The relative measure provided by the SPI would be more 
transparent if accompanied by an absolute value of the monthly precipitation thresholds 
relative to the SPI drought categories as shown by Paulo and Pereira (2008) and Portela 
et al. (2012). However, the SPI depends on the pdf adopted, on the method used for 
parameter estimation and on the reference time period used in the estimation. Although 
some authors advocate the Pearson III distribution (Guttman 1999; Vicente-Serrano 
2006) the gamma distribution is the more common worldwide and has been adopted in 
various Portuguese studies following previous tests (Paulo et al. 2003; Paulo and Pereira 
2006). However, the precipitation thresholds relative to the severity drought categories 
were already considered (Paulo and Pereira 2008) and may consist of a first step for the 
application of the SPI to future precipitation scenarios. 
Impacts of future climates on aridity and drought have been addressed by several authors 
using the SPI and several modifications to this index (Loukas et al. 2008; Dubrovsky et 
al. 2009; Dai 2011; Sienz et al. 2011; Russo et al. 2013; Zargar et al. 2014; Jeong et al. 
2014; Asadi Zarch and Sharma 2015). Louckas et al. (2008) computed the SPI in 
Thessaly-Greece with the gamma distribution adjusted separately for the base time period 
1960-1990 and for two future periods, 2020–2050 and 2070–2100. These authors 
concluded that the annual drought severity increased for the future scenarios for all target 
hydrological areas. However, they did not consider possible differences in the 
precipitation deficits that are associated with the severity categories.  
In the context of climate change, some alterations to the SPI were proposed in relation to 
impacts on drought, either with the objective of comparing present conditions and future 
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climates or to include trends in the probability model accounting for the non-stationarity 
in precipitation. Dubrovsky et al. (2009) proposed a relative SPI derived from a reference 
precipitation time series with the aim of between-stations comparison considering present 
climate conditions and future climates. However, the pdf obtained for the reference period 
used to compute the SPI in different time periods, e.g., periods with future climate data, 
may lead to errors due to lack of fit of the pdf to those various periods, namely relative to 
the tails of the pdf curves, as noted by the same authors. Russo et al. (2013) presented a 
new formulation of the SPI applied to model-simulated precipitation under greenhouse 
forcing gradual changes; precipitation outputs from climate models were modelled by a 
gamma distribution with the scale parameter varying linearly with time, and the modified 
SPI, denoted as nonstationary Standardized Precipitation Index (SnsPI), was compared 
with the SPI relative to the full period. Authors reported that SnsPI performed better than 
SPI to describe simulated precipitation changes. Zargar et al. (2014) modified the SPI 
calculation with the objective of modelling the effects of the shift in precipitation normals 
on drought frequency. The authors built confidence intervals for the parameters of the 
gamma distribution and applied an enhanced p-box method for studying climate change 
effects on SPI drought frequency. Assuming non-stationarity of at-site precipitation 
series, a time-dependent SPI (SPIt) was developed and applied to historical records of 
summer precipitation in the Luanhe River basin, China (Wang et al. 2015b). The mean is 
described by a polynomial function of time and, as a result, the scale parameter of the 
gamma distribution is time dependent. This approach is similar to the one proposed by 
Russo et al. (2013) replacing the linear variation of the scale parameter of the gamma 
distribution by a polynomial variation with time.  
The PDSI, contrarily to the SPI, is not a standardized index, and because of that, it has 
great variation if computed for different locations. This occurs because the index has 
several empirical components that were used to calibrate it to local condition of the central 
plains of the United States of America (Palmer 1965). Chapter 6 provides a detailed 
description of the computational procedure of the PDSI, its limitations and suggestions 
to improve the index in this regard. Thus, this characteristic of the original PDSI limits 
its comparability among different locations and periods (Wells et al. 2004). In that study 
the empirical coefficients were modified to reflect the local conditions in which the PDSI 
is computed and, thus, improving its comparability between different regions and years. 
Nevertheless, even using the modifications proposed by Wells et al. (2004) the PDSI is 
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still sensible to changes in the calibration period used to estimate the potential values in 
the PDSI water balance. Karl (1986) showed significant changes in the PDSI when 
different calibration were selected to calibrate the potential values of the PDSI water 
balance and suggested using the complete time series to adjust these values. Mo and 
Chelliah (2006) developed a new drought index, the MPDSI, based on the PDSI, but using 
a regional reanalysis to provide all the input data for the water balance and their results 
suggested that the calibration of most of the PDSI parameters should be based upon the 
complete data series.  This need for calibration of the PDSI is enhanced by climate 
change, since precipitation and temperature have changed significantly in the past 60 
years. This option was also followed by Van Der Schrier et al. (2013) which stated that 
by using the complete record of data would include all the variability of precipitation and 
ET would guarantee that the PDSI values would be within the range established by 
Palmer, from -6 to 6. However, Dai and Zhao (2017) studied uncertainties in historical 
changes of drought using the PDSI with PM-ETo and recommended not to use the years 
after 1980 for the calibration of the PDSI climatic potential so the impacts of climate 
change are not included in the PDSIs calibration. Using different calibration periods for 
the PDSI may be the answer for the differences in trends observed in these studies (Van 
der Schrier et al. 2013), since Dai (2011) used the period 1950-1979 to calibrate the PDSI 
whereas Shefield et al (2012) calibrated the PDSI using the period 1959-2008.  
Considering the review above and the need to better understand the impact that climate 
variability has on drought indices such as the SPI and PDSI the present study aims to: (1) 
analyse the influence of precipitation changes on the SPI dynamics and on drought 
assessment and the variation of the precipitation thresholds associated with the SPI 
categories and (2) assess the impact of using different calibrations periods for the PDSI 
and SPI. For that purpose both the PDSI and the SPI were computed with long time series 




3.2 Data  
 
Figure 3-1 a) Location of the meteorological stations used for the SPI analysis, with the arrow 
representing significant trends for the increase of annual precipitation amount; b) Distribution of 
the 20th reanalysis gridpoints and, udometric stations and CRU gridpoints used for computing the 
PDSI. 
Long records of monthly precipitation from 9 meteorological stations across Portugal 
(Figure 3-1a) were used to compute the SPI-12 in this study. These weather stations were 
the same used by Moreira et al. (2012) having monthly precipitation with at least 99 years. 
The data records were divided into sub-periods with a minimum record length of 30 years. 
The altitude and coordinates of the stations, dates of beginning and ending of precipitation 
records, record length and duration of the first sub-period preceding 1911, are presented 
in Table 3-1. 
Annual precipitation was statistically examined for homogeneity. Linear trends, 
autocorrelation and changes in the median and in the variance were investigated through 
non-parametric tests. Due to the uncertainty and subjectivity involved in the adjustment 
of a single site (Rhoades and Salinger 1993) the original series were not corrected 
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similarly to the procedure adopted by Santos et al. (2010) in the analysis of spatial and 
temporal variability of droughts in Portugal based on 94 years of precipitation data. 
However, positive linear trends and changes in the median and in the variance of 
precipitation were detected in Montalegre and Faro; the first is the more northern station, 
located at high altitude and having annual median precipitation above 1000 mm, and the 
second is the more southern station, located by the coast and having an annual median 
precipitation below 500 mm. 
Table 3-1 Location of the meteorological stations, date of records, record length and duration of 
the first sub-period used for the SPI analysis.  








From To Total  before 1911 
Montalegre 41.82 7.78 1005 Jan 1879 Dec 2007 128 32 
Porto 41.13 8.60 93 Jan 1863 May 2012 148 48 
Chouto  39.28 8.35 130 Jan 1911 Dec 2009 98 - 
Pavia 38.90 8.02 192 Jan 1911 Dec 2011 100 - 
Lisboa 38.72 9.15 77 Jan 1871 May 2012 140 40 
Évora 38.57 7.90 309 Jan 1870 Jul 2012 141 41 
Beja 38.02 7.87 246 Jan 1897 Dec 2007 110 14 
S.Brás de 
Alportel 
37.17 7.90 325 Nov 1908 Sep 2012 103 - 
Faro 37.02 7.97 8 Jan 1896 Sep 2012 115 15 
 
Precipitation time series were divided into sub-periods: prior to 1911, 1911 to 1943, 1944 
to 1975 and 1976 to 2007. The criteria adopted for this partition was based on the time 
series length, on drought identification with SPI in the nine stations considering the full 
period of records, on results of a previous study with the same data (Moreira et al. 2012), 
and on previous drought studies applied to southern Portugal relative to the period 1932-
1999 (Paulo et al., 2003, Paulo and Pereira, 2006) and to the entire country in various 
periods (Santos et al. 2010; Martins et al. 2012). Main droughts were identified in those 
studies for the years of 1944-1945, 2004-2006, 1949 and 1980-1981, all with a regional 
coverage of more than 60% of the area.  
Box plots of annual precipitation (Figure 3-2) from October to September in 4 or 3 sub-
periods according to the length of data records highlight differences between sub-periods 
and locations. The boxes range from the 1st to the 3rd quartile, the bold line represents de 
median and the plot whiskers the maximum and minimum values in each sub-period; the 
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outliers are not represented. Greater median values were observed in Montalegre, located 
at higher altitude, and Porto, in the northern region.  
 
Figure 3-2 Annual precipitation (October to September) in 4 or 3 time sub-periods according to 
the length of data records 
For the impacts of long-term variability of precipitation and PM-ETo on drought 
assessment by the SPI and PDSI, monthly records of precipitation rate (kg m2 s-1), 
maximum and minimum temperature (K), downwards shortwave radiation (W m- 2), 
meridional (v) and zonal (u) wind components, both at 10 m height (m s-1), specific 
humidity (kg kg-1) and surface level pressure (kPa) from NOAA-CIRES Twentieth 
Century Reanalysis Project (hereafter 20th  reanalysis) were retrieved for the period 1851-
2014 (Compo et al. 2011). For this application the PDSI was computing using the FAO-
PM equation (Allen et al. 1998) because previous studies have shown that 
evapotranspiration computed using the PM-ETo equation better describes climate 
variability as discussed on the Introduction and tested in Chapter 4 and 5. 
To assess the accuracy of the reanalysis based PDSI, the index was also computed with 
the same long records of precipitation from the weather stations used for the SPI analysis 
and with PM-ETo from the CRU TS3.21 (Harris et al. 2014) with data from 1901 to 2012. 
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The spatial distribution of the three groups of data is depicted in Figure 3-1b. To match 
the observed precipitation and PM-ETo from the CRU gridded data with the locations of 
the 20th reanalysis gridpoints, the average of precipitation and PM-ETo from the 
udometric stations or gridpoints, respectively, in the gridded area of the 20th  reanalysis 
was computed. The observed PDSI was computed for the common period of 1911-2007. 
3.3 Methods 
The SPI is a probabilistic drought index. A probability distribution is adjusted to the k-
months cumulative precipitation, where k is the SPI time scale, for each calendar month. 
Therefore, twelve distribution functions are independently obtained. The cumulative 
probability associated with an observed precipitation amount is estimated from the 
adjusted distribution function and is then transformed into a standard normal quantile, the 
SPI, as described by McKee et al. (1993).  
The calculation of the SPI requires the following steps (Mckee et al. 1993; Bordi and 
Sutera 2001; Sienz et al. 2012): 
1) Estimation of the distribution ˆ( ; )F x   where ̂  is the vector of estimated 
parameters. The two parameter gamma distribution was adopted with the probability 
density function defined by 








βl , x > 0       (3.1) 
where  is the gamma function, and l and l are the shape and scale parameters. The 
parameters were estimated by the maximum likelihood method. 
2) Calculation of the probability for each precipitation event PRE = F(x; αl̂; βl̂)  
3) Calculation of the standard normal quantile SPI =  ϕ−1 (PRE) where ( ;0,1)x  is 
the standard normal distribution. 
Any SPI value can be back-transformed into precipitation by the inversion of the 
statistical and computational methods. The SPI value is transformed into non-exceedance 
probability through the normal distribution PRE =  ϕ−1 (SPI) and the probability is 
transformed into precipitation x by the inversion of the gamma distribution, x = F-1(PRE; 
αl̂; βl̂). This back-transformation assumes a perfect fit between the adjusted pdf and the 
empirical distribution of precipitation. 
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Drought is classified according to SPI values. McKee et al. (1995) proposed four drought 
categories: near normal/mild, moderate drought, severe drought and extreme drought 
(Table 3-2). The SPI is normalized, so the cumulative probabilities relative to the upper 
thresholds of SPI drought categories are obtained from the normal distribution. 
Table 3-2 Upper thresholds of SPI drought categories and respective cumulative probabilities 
Drought category SPI (interval) Cumulative probabilities 
Mild/Near normal [0,-1[ 0.5000 
Moderate [-1,-1.5[ 0.1587 
Severe [-1.5,2[ 0.0668 
Extreme <-2 0.0228 
 
The SPI provides a relative measure of drought severity, thus allowing comparisons 
between locations and between time periods for a given location. An SPI value in the 
interval [-1.5,-2[ is classified everywhere as a severe drought. However, a given SPI value 
obtained in different locations or, in the same location using a different reference period, 
corresponds to different precipitation deficits, i.e., the difference between the observed 
and the median. Therefore, the SPI index should not be used for absolute drought 
comparisons between stations or, for a given station, between time periods if appropriate 
complementary information is not available. In the present study, the SPI is not only 
obtained with a pdf adjusted for the complete precipitation series but it is also computed 
separately for each time sub-period. This approach assumes the hypothesis of coherence 
between precipitation observed in a given time period and the probability laws governing 
the occurrence of precipitation during the same period.  
A 12-month time scale identifies cumulated precipitation deficiencies over a large period, 
is well related with the impacts of drought in water resources and is more adequate in the 
present study than shorter time scales (Mishra and Singh 2010). Therefore, the SPI-12 
was obtained for the nine locations and for the sub-periods defined above (Table 3-1 and 
Figure 3-2) and for the full period of records. The SPI-9 was also computed to be 
compared against the PDSI, using precipitation from the 20th reanalysis because it is time-
scale that compares better with PDSI (Paulo et al. 2012). The normality of the SPI was 
verified in each period and calendar month through the Kolmogorov-Smirnov and the 
Shapiro-Wilk non-parametric tests (D’Agostino and Stephens 1986). As the Shapiro-
Wilk normality test does not validate the parameters of the normal distribution the 
approach by Wu et al. (2007), which considers that a distribution is not normal when the 
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Shapiro-Wilk statistic is smaller than 0.96, the respective p-value is smaller than 0.10 and 
the absolute value of the median SPI is greater than 0.05, was also used.  
The moments of the gamma distribution, expected value, variance and asymmetry were 
obtained from the shape and scale parameters  
μ =  αlβl;  σ
2 =  αlβl
2;  γl =
2
√αl
       (3.2) 
and were estimated for the total period and the sub-periods. Differences in the parameter 
values between sub-periods relate to precipitation changes in the mean, variability and 
asymmetry, which are easier to interpret than comparing the shape and scale parameters 
of the gamma distribution. 
The pdf curves and the histogram of precipitation for the total period and the sub-periods 
were plotted in the same graphics; similarly, the cumulative distribution functions (cdfs) 
were plotted in a companion graphic to support visual comparisons.  
The precipitation depths corresponding to the thresholds of the SPI categories were 
estimated within each time sub-period and the full period. Therefore, the near normal or 
mild drought category (-1<SPI<0) corresponds to a precipitation depth below the median 
(SPI=0) and above the threshold of moderate drought (SPI=-1); similarly, for the 
moderate, severe and extreme drought. The inter-comparison of time periods was also 
performed by examining the precipitation thresholds corresponding to the same drought 
categories. If the precipitation threshold of a given drought category in the recent period 
is lower/higher than in the precedent time period it means that a decrease/increase in 
precipitation has occurred. Conversely, the precipitation thresholds in a given time period 
correspond to different cumulative probabilities in another time period and may be 
classified in a different drought category. The inter-comparison is therefore illustrated by 
a zoom of the lower tail of the cdf. 
The frequency of SPI categories, for the total period and sub-periods was obtained by 
counting the number of months in those categories and values were tabled to support the 
comparison between the SPIs when computed for the full data record and for each sub-
period. 
The PDSI is based on a supply-and-demand concept of the soil water balance, which is 
applied to a two layer soil model (Palmer, 1965). The detailed computational procedure 
of the PDSI is on Chapter 6. Briefly, the index computes a moisture departure, i.e., is the 
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difference between actual precipitation and the precipitation expected to occur for the 
average conditions of the climate, which implies performing a monthly water balance and 
the calibration of local monthly coefficients for the various terms of the soil water balance 
(Paulo et al., 2012). Thus, four values related to the water balance, namely, 
evapotranspiration (ET), recharge (R), runoff (RO) and loss (L), and their potential values 
(α, β, γ and δ) are computed for each month of the year. These potential values of the 
water balance give the climatically appropriate for existing conditions (CAFEC). The 
selection of the period to estimate the CAFEC potential may affect the PDSI index. In 
this study, the water balance was computed considering a water holding capacity of 150 
mm, 25 mm in the first layer and 125 in the second layer. In this application it was decided 
to compute the PDSI using the PM-ETo instead of potential evapotranspiration to limit 
the temperature bias that this type of evapotranspiration estimators have, as discussed in 
Chapters 4 and 5 and in van der Schrier et al. (2011) and Dai (2011). 
The PDSI and SPI-9, used to compare against the PDSI, were computed with the 20th 
Century Reanalysis time series (Compo et. al. 2011) for the period 1851-2014, using five 
different calibration periods: the total length of the time series and four periods of 40 
years. This approach aimed at assessing the impact of the calibration period used to 
estimate the Gamma distribution parameters of the SPI-9 and the CAFEC potential values 
of the PDSI. Those periods were: 1851-2014, 1851-1891, 1892-1932, 1933-1973 and 
1974-2014. 
3.4 Results 
3.4.1 Changes in the gamma distribution function 
The goodness of fit tests applied to the SPI-12 showed a good agreement with the normal 
distribution. The Kolmogorov-Smirnov test did not reject the N(0,1) distribution of SPI 
in any time period, calendar month and location. The approach of Wu et al. (2007) led to 
only 2.9% rejections of SPI-12 normality, i.e., 14 rejections in 480 tests. These results 
supported the appropriateness of using the gamma distribution and the hypothesis of 




Table 3-3 Mean, standard deviation and coefficient of asymmetry estimated from the gamma 
distribution fitted to the cumulated precipitation (October to September) for the full time period 
and the considered sub-periods 
Estimates of time period Montalegre Porto Chouto Pavia Lisboa Évora Beja S.Brás Faro 
Mean Full records 1257 1236 728 556 737 640 566 816 471 
 Before 1911 1104 1292 - - 748 635 - - - 
 1911-1943 1097 1182 679 504 708 665 548 773 402 
 1944-1975 1376 1195 829 609 748 666 582 866 513 
 1976-2007 1488 1276 706 579 732 610 567 853 509 
Std.  
deviation 
Full records 406 323 252 186 219 190 155 288 180 
Before 1911 302 363 - - 211 193 - - - 
 1911-1943 265 238 279 174 167 188 135 219 133 
 1944-1975 479 314 215 176 224 171 158 267 192 
 1976-2007 450 341 212 196 235 198 188 323 214 
Coef.  
asymmetry 
Full records 0.65 0.52 0.69 0.67 0.59 0.59 0.55 0.71 0.77 
Before 1911 0.55 0.56 - - 0.56 0.61 - - - 
 1911-1943 0.48 0.40 0.82 0.69 0.47 0.57 0.49 0.57 0.66 
 1944-1975 0.70 0.53 0.52 0.58 0.60 0.51 0.54 0.62 0.75 
 1976-2007 0.60 0.53 0.60 0.68 0.64 0.65 0.66 0.76 0.84 
 
It is known that changes in precipitation affect the parameters and the moments of the 
gamma distribution. The resulting values for the mean, the standard deviation and the 
coefficient of asymmetry estimated for the annual precipitation cumulated from October 
to September are presented in Table 3-3. It can be observed that the highest mean 
precipitation refers to 1944-75 for all seven southern stations and to the later period in 
case of Montalegre and Porto, in the northern region. The lowest mean values were for 
1911-43 except for Évora. The mean values computed with the full period of records were 
generally smaller than the mean relative to 1944-75. The differences in the precipitation 
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mean relative to the highest and lowest mean values relative to the considered sub-periods 
is quite large at Montalegre, 391 mm, and small in Beja, 32 mm. Large differences, 150 
and 105 mm, were also present for Chouto and Pavia respectively. The standard deviation 
were often larger in the last period, 1976-2007 and not when the mean is larger. It could 
be observed that the coefficient of asymmetry is also more often larger in the sub-period 
1976-2007. 
The effects of the reference period on the gamma distribution relative to the 12 month 
cumulated precipitation October-September were observed in the gamma pdf and cdf 
curves presented in Figure 3-3 relative to the four stations with longer records, 
Montalegre, Porto, Évora and Lisboa. Necessarily, the above referred differences in 
behaviour reflected on the differences among pdf and cdf curves, as for the examples in 
Figure 3-3. The cases when the mean values had larger changes quite different cdf curves 
among sub-periods were detected.  
The pdf curves (Figure 3-3) relative to the various sub-periods and the full period of 
records showed greater differences in the northern mountainous station of Montalegre, 
where differences in the mean value were larger in absolute and relative terms. Somewhat 
similar behavior were observed for Chouto and Pavia (not shown), where differences in 
the mean were large. Contrasting, smaller differences were observable for Évora, in the 
south and at low altitude. The other southern inland stations showed a behavior similar to 
Évora. Similarly, to Porto, Lisboa and Faro, other southern stations, excepting Chouto 
and Pavia, showed a behavior marked by the changes in pdf during 1911-43 (left panel 
of Figure 3-3). These differences also appeared in the cdfs, on the right panel of Figure 
3-3. In the station of Montalegre, the cdf curves of the initial sub-periods were nearly 
superposed while the curves of the more recent sub-periods of 1944-75 and 1976-2007 
were somewhat distant with the cdf relative to the full period lying in the middle, so 
reflecting the average conditions over the complete time of records. Differently, all other 
stations showed cdf curves closer than in Montalegre. This indicates a smaller variability 
of precipitation, which was also evident from Figure 2-2 and Table 3-3. 
In Montalegre the median, i.e., the 12-month precipitation corresponding to a 0.5 
cumulative probability was higher for recent conditions. Generally, with exception for 
Évora, precipitation with higher non-exceedance probabilities in 1911-43 were lower than 
for other sub-periods as shown by the cdfs on the right panel of Figure 3-3. However, as 




Figure 3-3 Gamma probability distribution functions (on left) and cumulative distribution 
functions (on right) of annual precipitation cumulated from October to September for the full data 
records and the four sub-periods for Montalegre, Porto, Lisboa and Évora. The histogram of the 
precipitation frequencies for the full period is also shown. 
3.4.2. Changes in SPI precipitation thresholds 
A zoom of the lower tail of the cdfs relative to October-September is presented in Figure 
3-4 relative to the four stations having longer periods of records. The zoom allowed 















droughts. These values corresponded to the interception of the SPI horizontal lines with 
the cdf curves relative to the full period and the sub-periods. For a given location, the 
horizontal distance between two interception points relative to the various drought 
categories corresponded to the difference in precipitation for the considered sub-periods 
relative to the SPI thresholds. When differences in precipitation among sub-periods were 
large than the difference of the thresholds were also large. When the precipitation 
threshold values increase (decrease) this meant that a given drought category was attained 
for a larger (smaller) precipitation than before. 
The distances between cdf curves at the lower tail were higher in Montalegre (and Chouto, 
not shown). Conversely, differences were smaller in Lisbon and Porto (and Beja, not 
shown). Montalegre was the location where the cdf curves of the various periods show an 
increase in the SPI precipitation thresholds from the earlier to the last period. A moderate 
drought was identified for 806 mm in the period prior to 1911 while for the last period, 
1976-2007, that amount increased to 1046 mm (Table 3-4). For the severe droughts, the 
threshold increased for the same periods from 690 to 878 mm. This behavior was due to 
an increase of precipitation as identified in Figure 3-2 and through trend analysis. Due to 
that increase, the month September 1989, with a 12-month cumulated precipitation of 832 
mm, thus between the precipitation thresholds 731 and 878 mm (Table 3-4) relative to 
SPI=-1.5 and SPI=-1 and identified as severely dry, would be classified as a moderate 
drought month if the full period threshold interval, 711 mm to 859 mm, was applied. 
Differently, for Porto changes in precipitation thresholds among the four sub-periods 
were small (Figure 3-4). For Lisboa, Évora and Beja the precipitation thresholds increased 
and decreased through the considered sub-periods but the threshold relative to the last 
period was the smallest one. This may indicate a variable trend in annual precipitation 
depths. In Lisbon, a severe drought was identified for a threshold of 459 mm prior to 1911 
while for the latest period that threshold decreased to 416 mm (Table 3-4); for Porto, there 
was a small increase, from 795 to 807 mm, and for Évora there was a decrease from 373 
to 343 mm.  
For all other stations, the smaller precipitation thresholds for the three drought categories 
generally referred to the period of 1911-43 and the larger ones referred to 1944-75. When 
considering the extreme drought category the comparison among sub-periods was 
generally similar to that for severe droughts. A possible interpretation is that droughts 
were probably not aggravating but they were somewhat responding to some cyclic 
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variation as per the analysis performed by Moreira et al. (2012), also in agreement with 
the trend analysis performed by Santos et al. (2010), Martins et al. (2012), Paulo et al. 
(2012) and Raziei et al. (2015). However, despite there was no evidence of aggravation 
of droughts in terms of SPI values, the meaning of the category of drought is certainly 
different when, for instance, a severe drought in Évora was attained when the precipitation 
was not above 408 mm, in 1911-43, and later was attained if precipitation did not exceed 
343 mm. In fact, that difference of 65 mm may indicate that impacts of a severe drought 
have increased with the decrease of the precipitation. It is likely that instead of using a 
probabilistic and standardized drought index results could be different when using a 
deterministic index like PDSI or MedPDSI that determine the departure from normal 
conditions through a water balance using precipitation and evapotranspiration data.  
 
Figure 3-4 Zoom on the lower tail of the gamma cumulative distribution functions of Montalegre, 
Porto, Lisboa and Évora for the full period of records and four sub-periods with identification of 
the related SPI-12 thresholds of moderate, severe and extreme drought categories relative to the 
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Table 3-4 Precipitation thresholds (mm) corresponding to SPI-12=0 (median), SPI-12=-1, -1.5, -
2 (moderate, severe and extreme drought categories) computed for September with the full 
records and respective sub-periods for all weather stations. 
  Meteorological stations 
SPI Period Monta
l. 
Porto Chouto Pavia Lisboa Évora Beja S.Brás Faro 
0 Total 1214 1208 699 536 716 621 552 782 448 
 Before 
1911 
1077 1258 - - 728 615 - - - 
 1911-43 1076 1167 641 485 695 647 537 752 387 
 1944-75 1321 1168 810 593 725 651 567 839 489 
 1976-07 1443 1246 685 557 707 588 546 812 479 
-1 Total 859 916 481 374 522 453 413 534 295 
 Before 
1911 
806 934 - - 539 445 - - - 
 1911-43 835 946 408 334 543 479 415 556 272 
 1944-75 907 885 616 436 527 497 425 603 325 
 1976-07 1046 939 497 386 502 415 382 537 301 
-1.5 Total 711 790 391 308 440 382 354 433 234 
 Before 
1911 
690 795 - - 459 373 - - - 
 1911-43 729 847 317 272 476 408 362 473 224 
 1944-75 738 763 532 370 444 430 364 505 260 
 1976-07 878 807 418 316 416 343 315 428 232 
-2 Total 583 677 315 250 368 319 300 346 183 
 Before 
1911 
586 672 - - 388 310 - - - 
 1911-43 633 756 242 219 415 344 313 399 182 
 1944-75 593 653 456 311 370 370 310 418 204 
 1976-07 731 688 348 256 341 281 256 335 175 
Observing the time series of SPI-12 in Montalegre, Porto, Évora and Lisboa (Figure 3-5) 
computed for the full period and for each sub-period it was possible to notice a 
disagreement between the SPI-12 computed for the full data set and for the sub-periods. 
At Montalegre, the first two sub-periods, prior to 1911 and 1911-1943, had higher SPI 
values when they were computed with the sub-periods data, inversely during the later 
sub-periods. This behaviour related with the referred changes in the drought (and wetness) 
precipitation thresholds as analysed before. This result highlighted an apparent increase 
of precipitation at Montalegre in the more recent time periods. 
The SPI series for Porto behaved similarly but with less evidence of changes; differently, 
for Lisboa and Évora there was a better agreement between SPI computed from the pdf 
adjusted for the full period and for the sub-periods, meaning that normal precipitation 
patterns were similar in the full period and sub-periods. Briefly if the SPI values in recent 
periods were lower/higher when using the full period as reference period instead of the 
sub-periods then a recent downward/upward shift of precipitation may have occurred. 
The ´normal´ conditions were therefore changing and an update of the SPI calculation 
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should be considered. This could be particularly important when comparing past 
conditions with future if changes in precipitation are foreseen for future; it is then likely 
that SPI thresholds will be different, leading to possible biased interpretations of changes 
in droughts.  
 
Figure 3-5 SPI-12 at Montalegre, Porto, Évora and Lisboa computed for the full data period and 
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3.5 Changes in the percentage of time in SPI categories 
The percentage of time in moderate and more severe (combined severe and extreme) 
drought and wetness categories for each time period is shown in Table 3-5 for the nine 
stations using as reference period the full record and each sub-period. The 1911-43 and 
the more recent time period, 1976-2007 showed greater differences on the percentage of 
time in the SPI categories.  
Table 3-5 Comparing the percentage of time in moderate, severe and extreme drought/wetness 
categories for the full period (full) of records and the various sub-periods (sub); Mont. is 
Montalegre; Extr+S is extreme plus severe and Moder is Moderate 
Time  SPI category 
Reference 
Meteorological Stations 





Full  10% 5% - - 5% 6% - - - 
  Sub 9% 6% - - 8% 6% - - - 
 Moder Full  12% 10% - - 9% 10% - - - 
  Sub 8% 12% - - 10% 9% - - - 
Wet Moder Full  3% 12% - - 9% 5% - - - 
  Sub 12% 10% - - 8% 4% - - - 
  Extr+S
ev 
Full  1% 12% - - 6% 8% - - - 





Full  10% 5% 10% 11% 5% 1% 5% 6% 5% 
  Sub 11% 7% 7% 10% 10% 4% 6% 4% 6% 
 Moder Full  8% 7% 13% 10% 9% 8% 10% 16% 11% 
   Sub 6% 8% 5% 4% 6% 17% 10% 11% 12% 
 Wet Moder Full  0% 5% 7% 5% 8% 13% 10% 4% 6% 
   Sub 13% 6% 10% 11% 10% 12% 11% 8% 10% 
  Extr+S
ev 
Full  0% 2% 5% 3% 1% 8% 2% 3% 2% 





Full  6% 8% 0% 2% 6% 2% 6% 5% 4% 
  Sub 6% 6% 5% 6% 6% 5% 6% 7% 6% 
 Moder Full  5% 12% 2% 6% 10% 8% 8% 5% 7% 
   Sub 8% 9% 13% 8% 8% 15% 10% 10% 9% 
 Wet Moder Full  11% 9% 15% 15% 10% 15% 12% 17% 14% 
   Sub 8% 11% 13% 12% 10% 11% 12% 14% 11% 
  Extr+S
ev 
Full  13% 6% 9% 9% 9% 6% 7% 8% 7% 





Full  0% 5% 3% 6% 13% 17% 15% 8% 7% 
  Sub 4% 5% 8% 6% 7% 6% 8% 8% 7% 
 Moder Full  5% 10% 12% 8% 9% 10% 4% 7% 10% 
  Sub 17% 12% 10% 11% 12% 12% 10% 8% 12% 
Wet Moder Full  16% 11% 10% 13% 13% 13% 10% 10% 13% 
   Sub 8% 10% 11% 14% 11% 15% 9% 5% 10% 
  Extr+S
ev 
Full  15% 8% 3% 10% 8% 6% 11% 10% 11% 
   Sub 7% 6% 7% 6% 6% 6% 8% 7% 7% 
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In 1976-2007, a disagreement between the percentage of months in the more severe 
drought categories when using the full period and the sub-period as reference was 
observed in some stations. In Montalegre, when the gamma distribution was obtained 
from the centennial record, the frequency of severe and extreme drought months in the 
time period 1976-2007 was 0% and the percentage of time in moderate drought is 5%, 
corresponding to only 18 months in 32 years of the sub-period. From the perspective of 
present, when considering 1976-2007 as reference for the computation of SPI results were 
quite different with 4% of time under more severe drought and 17% with moderate 
drought. Using the full period as reference, 16% of time in moderate wetness and 15% in 
more wet categories were identified, thus contrasting with the drought conditions. These 
results, dictated by a 128 years long precipitation record having a significant positive 
trend, would identify 1976-2007 as a wet period. Differently, deriving the SPI from data 
relative to that period, a moderate wetness. This behaviour is coherent with issues 
discussed before and reflects the detected changes in precipitation. The behaviour for 
Faro, where an increased precipitation trend was detected, was somewhat similar but 
mitigated because changes in precipitation are smaller than at Montalegre. 
For Porto, differences in the frequency of drought (wetness) events when the SPI was 
computed from full data or from sub-periods, data were relatively small. In the previous 
analysis it was observed that differences in precipitation thresholds were small, which 
may justify that behaviour. 
In Évora, the SPI obtained from the full precipitation record identified as dry (moderate 
or more severe) 10% of the months in the time periods 1911-43 and 1944-75 and 27% in 
1976-2007, very different from the balanced percentages of 21%, 20% and 18% relative 
to the SPI sub-period time series. Particularly in 1976-2007, 17% of months were 
identified as severe or extremely dry with the full record and that frequency decays to 6% 
under 1976-2007 gamma distribution of precipitation. The results obtained for the full 
record parametrization may be explained by the negative but not significant trends 
observed in precipitation (not shown). In Lisboa and Beja, in the later period, the SPI 
obtained from the full record identified 13% of the months as severe or extremely dry in 
Lisboa and 15% in Beja while for the sub-period those percentages diminish to 7% in 
Lisboa and 8% in Beja. An over estimation of drought frequencies in the later period by 
the full record distribution may indicate a recent precipitation decrease and was also 
concordant with the decrease of the precipitation thresholds of drought categories in 
1976-2007. For Chouto, under the gamma distribution of the full record, a 2% frequency 
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of the moderate or more severely dry months in the second period, 1944-75, contrasted 
with the 23% in the period 1911-43 and 15% in the more recent period while it remained 
almost the same for the sub-periods distributions. Pavia presented approximately the same 
tendencies for the 1911-43 and 1944-75 sub-periods. In S. Brás de Alportel, in the south, 
there was a better agreement between the percentage of severely dry months for the full 
period and the sub-periods; however, the first period was characterized by a marked 
difference relative to the wettest months, 8% for the full record versus 17% for the sub-
period. These results showed the drought frequency similarities between alternate sub-
periods in Chouto and Pavia and the dissimilarities between the consecutive 1944-75 and 
1976-2007 time periods in Évora, Beja and Lisboa relative to the percentage of severely 
dry months when considering a unique SPI time series, in the same line of the study 
conducted by Moreira et al. (2012).  
3.6 Time variability of precipitation and PM-ETO from the 20th Century 
reanalysis 
Table 3-6 Comparison of mean (μ) and standard deviation (σ2) of reanalysis precipitation and 
PM- ETo in each grid-point for the five calibration periods. 
 1851-2014 1851-1891 1892-1932 1933-1973 1974-2014 
 μ σ
2 μ σ2 μ σ2 μ σ2 μ σ2 
Precipitation (mm month-1)     
Grid1 70.8 70.5 70.8 71.2 74.2 68.6 74.7 73.9 63.3 67.6 
Grid2 78.3 73.4 77.0 74.7 80.5 70.0 83.6 77.9 71.9 70.5 
Grid3 60.4 68.3 60.4 70.2 62.3 67.1 64.5 69.7 54.5 65.8 
Grid4 65.0 72.6 63.5 74.9 65.6 69.7 70.6 75.5 60.2 69.7 
Grid5 45.7 57.2 45.8 59.7 46.8 55.1 49.0 57.3 41.2 56.3 
Grid6 43.5 56.5 42.0 58.2 43.9 53.6 48.1 59.6 40.2 54.2 
PM-ETo (mm d-1)          
Grid1 2.8 1.3 2.7 1.3 2.7 1.2 2.8 1.3 2.8 1.2 
Grid2 2.9 1.3 2.8 1.4 2.8 1.3 2.9 1.3 2.9 1.3 
Grid3 3.2 1.3 3.2 1.4 3.2 1.3 3.3 1.3 3.3 1.3 
Grid4 3.3 1.3 3.2 1.4 3.2 1.3 3.3 1.3 3.3 1.3 
Grid5 3.6 1.3 3.6 1.4 3.6 1.3 3.7 1.3 3.7 1.3 
Grid6 3.6 1.3 3.6 1.4 3.6 1.3 3.7 1.3 3.7 1.3 
 
To search for changes in the longterm variability of time series of precipitation and PM-
ETo in the six grid-points (PRE REAN and PM-ETo REAN) used in this study, the mean value 
and the standard deviation were computed for the entire period of data (1851-2014) and 
to each period of 40 years (Table 3-6). Results in Table 3-6 showed a large variability of 
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PRE REAN, with a variance close to the mean, while the variability of PM- ETo REAN is 
smaller. In the 164 years analyzed, the lowest values of both of the mean and variance of 
the precipitation were observed in the latest period (1974-2015) in all the grid-points, 
which was consistent with the negative precipitation trend over Iberian Peninsula related 
to more frequent North-Atlantic Oscillation (NAO) positive phases (Rodríguez-Puebla 
and Nieto 2009). The periods 1892-1932 and 1933-1973 were the wettest periods, both 
in terms of mean and variance of precipitation. PM-ETo variability changes little 
throughout the period with a slow increase in both mean value and variability over the 
years. 
3.7 Comparing the 20th century reanalysis with observations 
PRE REAN was compared with their observations conterparts and PM-ETo REAN were 
compared with the respective grid-points obtained from the average of the observed 
precipitation and PM-ETo (PRE OBS and ETo OBS) in the gridded area of the 20
th-century 
reanalysis, for the common period between 1911-2007 (Table 3-7) using a set of 
performance indicators. This set of indicators were used to assess the performance of the 
precipitation and reference evapotranspiration from the 20th century reanalysis in 
representing the amplitude and time variation of those climate variables. The comparison 
between the observed time series of precipitation and PM-ETo, Oi, with corresponding 
reanalysis time series, Pi, was performed using the following statistical indicators: i) the 
regression coefficients, the slope of the linear regression (b) and respective intercept (a); 
ii) the slope of linear regression (b0) of a linear regression forced to the origin (FTO); iii) 
the coefficient of determination (R2); iv) the Root Mean Square Error (RMSE); iv) the 
Percent Bias (PBIAS) which is the ratio between reanalysis bias and mean observations, 
that measures the average tendency of the reanalysis data to be larger or smaller than 
corresponding observations; and vi) the efficiency of modelling, EF, (Nash and Sutcliff, 
1970) that measures the relative magnitude of the mean square error (MSE=RMSE2) and 
the observed data variance (Legates and McCabe Jr., 1999). These indicators were also 
applied to compare monthly and daily PM-ETo estimated from reanalysis data with 
PM- ETo estimated from observations (Chapter 5) and were defined therein in detail. 
The comparison between the observed precipitation against the precipitation from 
reanalysis relative to the 6 gridpoints (identified in Figure 3-1) from the 20th Century 
reanalysis covering Continental Portugal revealed a general tendency for the 
underestimation of precipitation, with 4 out of 6 gridpoitns having large negative PBIAS, 
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with values ranging from -14.70% to -39.50%: and two gridpoints, Grid 3 and 4, with 
respective values of PBIAS of 0.10 and 22.60. b0 values and the linear regression 
coefficients also followed the PBIAS values with a general pattern for underestimation 
of precipitation in almost all gripoints, except for Grid3 and Grid4, which had a good 
agreement between observations and reanalysis and a large overestimation of 
precipitation, respectively. R2 was relatively high for all locations, ranging from 0.74 in 
Grid6 to 0.83 in Grid4. EF, however was lower than R2 for all Grid points, starting with 
0.55 for Grid2 and reached 0.78 for Grid5, but still showed adequate indicator values. 
These results indicated that precipitation provided by the reanalysis was able to explain 
the observed precipitation variability in most of the locations but the amplitude of the 
observed time series was not well explained by the reanalysis series, with large PBIAS 
values, in absolute terms, which were also reflected by large RMSE values that reached 
a maximum of 87.48 mm month-1 in Grid2 (Table 3-7).  
Table 3-7 Performance indicators relative to the comparison between PRE REAN and PM-ETo REAN 




b0 R2 RMSE*  EF PBIAS (%) 
PRE OBS vs PRE REAN (mm month-1) 
Grid1 0.71 -0.51 0.71 
0.56 
 
0.82 49.30 0.70 -29.20 
Grid2 0.52 11.73 0.56 
 
0.82 87.48 0.55 -39.50 
Grid3 0.94 3.48 0.97 0.80 30.22 0.78 0.10 
Grid4 1.20 1.40 1.21 0.83 33.78 0.62 22.60 
Grid5 0.72 6.49 0.76 0.76 34.64 0.74 -16.30 
Grid6 0.80 2.55 0.82 0.74 31.67 0.72 -14.70 
PM-ETo OBS vs PM-ETo REAN (mm day -1) 
Grid1 0.93 0.41 1.07 0.72 0.70 0.62 9.30 
Grid2 0.73 0.84 0.96 0.76 0.77 0.75 2.90 
Grid3 0.83 0.94 1.09 0.77 0.81 0.66 16.00 
Grid4 0.65 1.13 0.92 0.80 0.87 0.77 -0.60 
Grid5 0.80 1.26 1.14 0.78 0.96 0.57 22.00 
Grid6 0.68 1.38 1.00 0.79 0.87 0.75 8.30 
b is the regression coefficient of a linear regression, a is the intercept of the linear regression, b0 is the 
regression coefficient of a linear regression forced to the origin, R2 is the coefficient of determination, 
RMSE is the Root Mean Square Error, EF is the efficiency of modelling, PBIAS is the Percent Bias. * 
indicates the same units as the variables. 
 
Results relative to the PM-ETo analysis showed a tendency for overestimation of 
reference evapotranspiration estimated by reanalysis. b0 was larger than 1 for Grid 1, 3 
and 5 and PBIAS had maximum value of 22.00% for Grid5. However, these results 
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showed that the reanalysis PM-ETo time series were more able to describe the amplitude 
of values of the observed counterparts, however, the variability of observed PM-ETo was 
less well explained by reanalysis, with lower R2, ranging from 0.72 to 0.80 and also lower 
EF values (Table 3-7). 
Figure 3-6 shows the comparison between PDSI and SPI-9 obtained from the reanalysis 
data (PDSI REAN, SPI-9 REAN) and the respective PDSI and SPI-9 computed with the 
observed data (PDSI OBS, SPI-9 OBS) by comparing the frequency of each drought class. 
The different drought classifications relative to both indices were adopted. Results 
showed that the frequency of extreme and severe drought events were much larger when 
PDSI was computed from reanalysis data. Only for Grid4 the frequency of severe events 
of PDSI REAN was lower. However, the frequency of drought events detected by SPI-
9  REAN was closer to SPI-9 OBS. Extreme wet events were more frequent through the SPI-
9 OBS, and extreme and severe events were more frequent through SPI-9 REAN although 
the difference was smaller than when comparing PDSI REAN with PDSI OBS.  
Considering the nature of the drought indices, the underestimation of precipitation and 
the overestimation of PM-ETo (Figure 3-6), were acceptable to analyze how PDSI and 
SPI changed with time and with the calibration period. Since PDSI combines precipitation 
and PM-ETo through a water balance, if precipitation was greatly underestimated and 
PM-ETo was overestimated, then drier, more frequent, events were expected. Differently, 
as the SPI is a probabilistic index that computes the deviation from average precipitation 
conditions, the underestimation of PRE REAN should not affect the frequency of dry events 
detected as long as the reanalysis time series are able to describe the variability of 





Figure 3-6 Comparison of the count of occurrences in each class of PDSI and SPI-9 computed 
reanalysis and observations (Ext. Dry: Extreme droughts; Sev. Dry: Severe droughts; Mod. Dry: 
Moderate droughts; Mild Dry: Mild droughts; Incip. Dry: Incipient drought; Incip. Wet: 
Incipiently wet; Mild Wet: Mildly wet; Mod. Wet: Moderately wet; Very Wet: Very wet; Ext. 
Wet: Extremely wet). 
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3.8 Analysing the long-term variability of the PDSI and the SPI-9 
To assess how the climate variability affect both PDSI and SPI-9, different calibration 
periods (CP) were used to estimate the Gamma pdf parameters, for SPI-9, and the 
potential values of the water balance of the PDSI, using the 20th-century reanalysis data 
for the period 1851-2014.  
Results showed that, despite no major changes occurred in the time variability of 
precipitation and PM-ETo in the entire period, the selection of the reference period was 
important. Results were coherent for all grid-points and to both PDSI and SPI, and thus, 
in Table 3-8, only examples for Grid2 and Grid3 were shown. Focusing the analysis on 
the occurrence of extreme and severe events, there were clear differences between the 
PDSI time series calibrated for the five reference periods. The PDSI calibrated using the 
complete period (1851-2014), as suggested by many authors (Karl 1986; Mo and Chelliah 
2006; Van Der Schrier et al. 2013), identified more extreme and severe drought events 
relative to calibration for the periods 1851-1891 and 1974-2014, and lesser number of 
extreme and severe wetness events than those identified when the PDSI was calibrated 
for those periods. In fact, the PDSI calibrated for 1974-2014 was the most different when 
compared to the other CP. Only 4 or 5 extreme dry events were identified in 164 years in 
Grid2 and Grid3, respectively, and 30 severe drought events were identified, which were 
much less than those identified for all other periods. The number of severe and extreme 
wet events increased significantly in this period, in all grid-points, when compared to the 
PDSI calibrated for the other periods. Similar results were found for SPI-9 for all grid-
points. Lower occurrence of extreme and severe events were identified when the SPI-9 
was calibrated for the period 1974-2014 and with the highest occurrence of extreme and 
severe wet events being identified for this CP as well. The highest occurrence of severe 
and extreme dry events occurred when both drought indices were calibrated using the wet 
periods 1892-1932 and 1933-1973 (Table 3-6). These results combined with the variation 
of the mean values of precipitation and reference evapotranspiration in each period 
showed that both drought indices were influenced by the climatology of the reference 
period selected, even if the magnitude of those changes are not considerably large. The 
selection of a drier period such as the period 1974-2014 resulted in drought indices with 
larger identification of wet events, whereas a wetter 30 year period produced drought 




Table 3-8 Count of occurrences in each class of PDSI and SPI-9 using different calibration periods 
for Grid2 and Grid3 
 
The largest difference observed in Table 3-8 occurred in the last period, 1974-2014, which 
was drier than the previous periods and the calibration period that considered the complete 
time series (1851-2014). According to Dai and Zhao (2017) this was due to global 
warming observed since the 1980s which is caused by anthropogenic forcing and, thus, 
one should avoid considering calibration periods after the 1980 for the PDSI calibration, 
so the impacts of climate change are not included in the PDSI calibration. Even then, 
excluding the period after 1980, the selection of the calibration period should be discussed 
when using larger time series such as the ones used in this study of the PDSI, either using 
the period 1851-1980 or other possibilities, all of which, as observed by the results in 
Table 3-8 would have relevant impacts on the drought indices obtained. Thus, the 
establishment of the reference calibration period, when possible, would limit these effects 
and allow comparisons of the PDSI, and the SPI for that matter, among different studies 






















PDSI             
 Grid2 1851-2014 35 137 200 323 150 304 149 322 209 98 41 
 
1851-1891  22 93 191 313 165 308 168 303 225 124 56 
 
1892-1932  100 167 246 320 173 297 141 285 160 56 23 
 
1933-1973  74 175 240 354 167 325 140 260 155 53 25 
  1974-2014  4 30 161 256 136 305 135 353 263 197 128 
 Grid3 1851-2014 68 137 207 324 143 270 137 281 218 127 56 
 
1851-1891 62 134 220 320 150 266 151 265 223 123 54 
 
1892-1932 124 165 236 328 126 287 131 239 205 86 41 
 
1933-1973 128 163 261 345 150 290 115 266 162 56 32 
  1974-2014 5 45 143 261 97 255 137 305 293 207 220 
  Ext.  













   
SPI-9             
 Grid2 1851-2014 35 104 203 593 703 207 90 25    
 1851-1891 21 62 179 617 757 212 87 25    
 1892-1932 150 147 233 491 610 173 99 57    
 1933-1973 93 154 232 615 637 149 61 19    
 1974-2014 13 35 119 561 779 264 128 61    
 Grid3 1851-2014 44 100 173 638 688 205 75 37    
 1851-1891 23 72 177 659 741 196 62 30    
 1892-1932 134 119 231 590 540 191 101 54    
 1933-1973 91 144 220 628 617 157 63 40    
 1974-2014 12 35 112 564 759 283 124 71    
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using different input data and for other locations. This is done by NOAA with their PDSI 
computational tool, using the reference period 1931-1990, although this options goes 
against the results obtained by Dai and Zhao (2017) that discourage the use of data after 
1980 to calibrate the PDSI.  
3.9 Conclusions 
The influence of the reference period in the SPI and PDSI computation was explored 
using long time series of precipitation, for the case of the SPI and precipitation and 
reference evapotranspiration for the PDSI segmented into sub-periods. Results have 
shown that when SPI values derived from the full data record for a recent time period are 
lower/higher, than the SPI values derived from data of the considered time period a recent 
downward/upward shift of precipitation has occurred. The estimation of the precipitation 
thresholds for the moderate, severe and extreme drought categories, corresponding to 
SPI=-1, SPI=-1.5 and SPI=-2, complemented the information provided by the SPI. The 
joint plotting of the pdf and cdf computed for the full period and the different sub-periods 
allowed a visual comparison of the distributions and allowed to perceive that large 
differences in the SPI precipitation thresholds would be justified.  
It was observed that long-term precipitation variability was reflected on the precipitation 
thresholds in different periods. The changes in precipitation from the initial until the more 
recent time period in locations where a positive trend existed, such as Montalegre, 
produced increasing drought severity precipitation thresholds meaning that a recent 
severe drought should be classified as moderate when the full period distribution is 
applied. For most stations, the precipitation thresholds relative to a given drought 
category in the more recent period 1976-2007 were lower than in the precedent period 
meaning that a downward shift in precipitation may have occurred, except for the northern 
stations of Porto and Montalegre. In some stations, an observed precipitation depth in the 
last period, classified by the SPI as moderate drought, could be classified as a severe 
drought if the SPI has been obtained from the probability distribution of the full data 
record. The differences between the severe precipitation thresholds in the more recent and 
in the precedent period range from -140 mm in Montalegre to 114 mm in Chouto showing 
positive values in the southern stations and thus reflecting a possible decrease in 
precipitation. An over estimation of drought frequencies in the later period by the full 
record distribution as verified in Lisboa, Évora and Beja may also indicate a recent 
decrease in precipitation.  
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The comparison of the drought indices computed with reanalysis compared against 
observations showed that SPI-9 REAN relates well with SPI-9 OBS for all grid-points. In all 
cases the frequency of events in each class of the SPI-9 REAN was very close to those of 
SPI-9OBS. PDSI REAN related worst with PDSI OBS than for both SPI-9 because the 
frequency of extremely dry (wet) events identified with PDSI REAN was considerably 
larger (lower) then that identified by PDSI OBS. This may be explained by the 
underestimation of PRE REAN and the overestimation of ETo REAN resulting in less water 
availability when the water balance was performed, which lead to drier PDSI REAN. With 
SPI-9, due to its probabilistic feature, the consistent underestimation of precipitation did 
not significantly affect its standardized values. Statistical downscaling techniques should 
be studied to correct the biases in precipitation and PM-ETo to improve the accuracy of 
the PDSI from reanalysis.  
The long-term variability precipitation and PM-ETo had clear effects on the drought 
indices. Results showed very distinct index values depending on the calibration period 
considered. With the same patterns for all grid-points, when the PDSI and SPI-9 were 
calibrated with the most recent period (1974-2014) the amount of severe or extreme 
droughts were the lowest when compared to the PDSI REAN and SPI-9 REAN computed for 
other calibration periods; also, with this calibration period, the number of severe and 
extreme wet events were the highest. In contrast, if the calibration period selected was the 
period 1892-1932, the opposite occurred with a larger amount of dry events and fewer 
wet events detected. In conclusion, in general, wetter (dryer) calibration periods lead to 
an SPI and PDSI biased towards drier (wetter) classes. These results showed the 
importance that the selection of the calibration period has to both PDSI and SPI-9. Thus, 
for the specific case of the SPI, under persistent or cyclic changes in precipitation and 
when long precipitation time series are available, using the complete record as reference 
period to derive ´normal conditions´ for SPI computation masks the actual precipitation 
deficits/surplus. If precipitation changes are expected the parametrization of the 
precipitation distribution and the SPI computation using as reference a more recent period 
along with the estimation of precipitation severity thresholds should be considered. 
Precipitation thresholds relative to SPI drought categories can be useful information for 
water managers in the sense that a dimensionless value of SPI is translated into 
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 Reference evapotranspiration for hyper-arid to moist sub-humid 
climates in Inner Mongolia, china: assessing temperature methods, 
and spatial and temporal variability of PM-ETo and weather variables 
Abstract. When weather data sets available for computing the reference 
evapotranspiration are incomplete or of questionable quality, there is the need to replace 
the FAO Penman-Monteith (PM-ETo) method by approaches requiring reduced sets only, 
particularly maximum and minimum temperature. The Hargreaves-Samani (HS) equation 
and the PM-ETo using only temperature data (PMT) were considered in this study and 
their results were compared with those of the PM-ETo using full data sets. Daily data sets 
refer to the period 1981-2012 and to a network of 50 meteorological stations covering the 
wide range of climates of Inner Mongolia. For both the PMT and HS methods, the solar 
radiation coefficients kRs were calibrated and have shown to be similar for both methods 
and to vary with climate aridity. For the PMT, the estimation of the dew point 
temperature, Tdew, was performed using the minimum temperature corrected for site 
aridity or, for humid climates, from a value near the average temperature. This improved 
estimation of Tdew was essential for a good performance of the PMT method in arid 
conditions and when temperatures are extremely low. The principal components analysis 
(PCA) in R-Mode have shown that the spatial variability of reference evapotranspiration 
(ETo) computed with PM-ETo or with the HS and PMT methods were coherent. PCA 
supported the interpretation of reference evapotranspiration results. Overall, PMT 
performed better than HS for most locations. A temporal analysis was also conducted to 
understand the differences in trend detection between PM-ETo, HS and PMT. Different 
methodologies were also tested to assess and quantify existing trends. Trends for PM-ETo 
varied with aridity, with decreasing trends in the areas marked by aridity in the West and 
increased trends in less arid and sub-humid areas in the East and could be explained by 
the trends of the weather variables. Contrarily, results for the temperature methods, ETo 
PMT and ETo HS identified increased trends due to warming and, thus showing 
inappropriate to assess reference evapotranspiration trends.  
Keywords: Grass reference evapotranspiration, Hargreaves-Samani (HS) equation, PM-ETo 
method, PM temperature method (PMT), kRs radiation coefficient, Principal 
Component Analysis, Aridity index, global warming, wind speed decline, sunshine 




Evapotranspiration is among the most important components of the water cycle and 
related changes can have significant impacts on ecosystems and human activities. Thus, 
an accurate estimation of reference evapotranspiration, ETo, is important in several 
domains. In agriculture, ETo is essential to evaluate crop water and irrigation 
requirements, to assess crop water use, and to base crops and water management decisions 
as revised by Pereira et al. (2015). As defined by Allen et al. (1998), reference 
evapotranspiration, often called potential evapotranspiration in climate and hydrologic 
studies, not only provides appropriate estimates of the atmospheric evaporating capability 
but is a base to assess actual evapotranspiration of any cropped or natural vegetation 
surface (Yang and Zhou 2011; Cadol et al. 2012). It can be applied in a variety of studies 
and to support management in agriculture, environment, water resources as well as to 
assess impacts of climate change (Irmak et al. 2012; Saadi et al. 2015) or combined with 
precipitation to support drought management (e.g., Dai 2011; McEvoy et al. 2012) as 
recently reviewed by Pereira et al. (2015). Moreover, depending from a set of weather 
variables, ETo integrates the effects of the driving variables – solar radiation (Rs), 
maximum and minimum air temperature (Tmax and Tmin), relative humidity (RH) and wind 
speed at 2.0 m height (u2).  
The reference crop evapotranspiration, ETo, is defined in FAO-56 (Allen et al. 1998) as 
the rate of evapotranspiration from a hypothetical crop with an assumed fixed height (12 
cm), surface resistance (70 s m−1) and albedo (0.23), closely resembling the 
evapotranspiration from an extensive surface of a disease-free green grass cover of 
uniform height, actively growing, completely shading the ground, and with adequate 
water and nutrient supply. This definition resulted from parameterizing the Penman-
Monteith equation for grass, which was assumed as reference crop (Smith et al. 1991; 
Allen et al. 1994, 1998). The corresponding equation, the FAO Penman-Monteith ETo 
equation (PM-ETo) was well proved in many places and for a variety of climates. This 
has been demonstrated through comparative studies of PM-ETo and local 
evapotranspiration measurements, e.g., Todorovic (1999), Ventura et al. (1999), 
particularly in locations marked by aridity (Lecina et al. 2003; Berengena and Gavilán 
2005; López-Urrea et al. 2006). Various sensitivity analyses and regional studies confirm 
the applicability of PM-ETo to various and diverse environments (Garcia et al. 2004; 
Nandagiri and Kovoor 2006; Gong et al. 2006; Ye et al. 2009; Estévez et al. 2009). 
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Procedures for parameter computation from these weather variables are well defined 
(Allen et al. 1994, 1998). Meanwhile, it was also demonstrated that the accuracy of the 
PM-ETo estimates depends upon the procedures for its parameterization, e.g., Liu and 
Pereira (1997) and Nandagiri and Kovoor (2006). Hourly time steps calculation 
procedures and the alternative use of alfalfa reference crop are also well defined (Allen 
et al. 2006). 
The lack of observations of weather variables relative to Rs, RH and u2, and the limited 
availability of quality weather data limit the application of the PM-ETo equation in many 
locations. As recently reviewed by Pereira et al. (2015), these limitations led to numerous 
studies comparing a variety of equations with the PM-ETo (e.g., Mallikarjuna et al. 
(2014)) and to develop alternative methods to estimate ETo, e.g., adopting artificial neural 
networks (Rahimikhoob 2014), or gene expression programming (Martí et al. 2015). 
Alternatives also include the use of daily weather forecast messages (Cai et al. 2007, 
2009), gridded weather data (Thomas 2008; Raziei and Pereira 2013a), and reanalysis 
weather data (Srivastava et al. 2013). Other authors developed alternative equations for 
using remote sensed weather data (Zheng and Zhu 2015) or to use estimates of missing 
weather variables (Valiantzas 2013). However, alternative equations may do not follow 
the dynamics of ETo when computed with the full data PM-ETo. Differently, a comparison 
among various evapotranspiration equations was performed by (Vangelis et al. 2013) 
aiming at assessing impacts of the evapotranspiration equation on results relative to the 
reconnaissance drought index and not to just assess the superiority of any given equation. 
Studies comparing the PM-ETo with other equations using data sets reduced to Tmax and 
Tmin, are very numerous as reviewed by Todorovic et al. (2013) and (Raziei and Pereira 
2013b). However, they rarely focus the use of the PM-ETo equation with Tmax and Tmin 
only (PMT approach), which retains many of the dynamics of the full data PM-ETo. The 
main focus is on the Hargreaves-Samani equation (HS), which is easier to compute than 
the PMT approach. In addition, the main objective of related comparative studies 
essentially consists of just obtaining an operational equation alternative to the PM-ETo, 
thus, without considering the possible advantage of using the PM-ETo with estimators of 
the missing variables, which may be lacking only temporarily. In China, a first study 
comparing favorably PMT against HS method was developed in the North China Plain 
(Liu and Pereira 2001; Pereira et al. 2003). Later, a study using daily weather forecast 
messages confirmed the appropriateness of using radiation estimates from temperature in 
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the PM-ETo equation (Cai et al. 2009). However, recent studies developed in China 
focused on assessing if the HS equation could replace the PM-ETo method, thus without 
considering the PMT approach (e.g., Yan et al. 2008; Wang et al. 2010). HS estimates of 
ETo have been compared with PM-ETo estimates by many authors. Results generally 
show that the HS method performs well in most climatic regions. However, in humid 
areas it tends to overestimate ETo (Nandagiri and Kovoor 2006; Martinez and Thepadia 
2010). Yoder et al. (2005) reported a poor correlation of HS results when compared with 
lysimeter data in a humid location and the HS equation ranked last in a study focusing 
humid regions (Trajkovic and Kolakovic 2009). Differently, various authors stated that 
the HS method underestimates ETo for dry and windy locations due to not considering a 
wind term (Temesgen et al. 2005; Gavilán et al. 2006). Other studies have shown that the 
HS equation does not rank first when comparing temperature equations (Irmak et al. 
2003). Thus, despite the HS equation performed well in most applications, many authors 
attempted to recalibrate the HS coefficients and exponents (e.g., Gavilán et al. 2006; 
Trajkovic 2007; Wang et al. 2010). This calibration approach resulted in a large number 
of versions of the HS equation corresponding to local calibrations. However, analyzing 
the applications of the HS equation, Hargreaves and Allen (2003) concluded that 
“recalibrating the exponents and coefficients of the HS equation only increased the 
complexity of the equation”. Contrarily to the numerous calibrations of coefficients and 
exponents of the HS equation, only rare attempts to the calibration of the radiation 
adjustment coefficient (kRs) are reported, probably because it is inexplicitly included in 
the HS equation (Samani 2000, 2004; Hargreaves and Allen 2003). Nevertheless, very 
good results were reported by Todorovic et al. (2013) and Raziei and Pereira (2013b) 
relative to calibrating kRs for a wide range of climates. Meanwhile, there are no studies in 
China relative to the calibration of kRs. 
Studies relative to the PMT approach provided accurate results, often better than using 
the HS equation, for various world regions (Liu and Pereira 2001; J. et al. 2002; Trajkovic 
2005; Popova et al. 2006; Jabloun and Sahli 2008; López-Moreno et al. 2009). These 
studies also have shown that the use of alternative estimates of solar radiation, actual 
vapor pressure and wind speed could be an approach to overcome problems due to 
incomplete data sets when using the PM-ETo method. Majidi et al. (2015) tested 
methodologies for estimating those variables when using the PM-ETo. Gocic and 
Trajkovic (2010) proposed a software to estimate ETo that includes the use of the PMT 
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when weather data are incomplete. Those studies, however, used a default kRs following 
the propositions by Allen (1997) and Allen et al. (1998). Attempts to calibrate kRs were 
only performed by Todorovic et al. (2013) and Raziei and Pereira (2013b) using monthly 
data sets. The latter have shown that kRs varies with climate aridity and is similar when 
obtained from calibrating the HS or the PMT approaches. An analysis using daily data 
still is lacking. 
Recent PMT studies (Raziei and Pereira 2013b; Todorovic et al. 2013) have shown the 
need for correcting Tmin for aridity when estimating the dew point temperature (Tdew) from 
Tmin, thus following the propositions in FAO-56 (Allen et al. 1998) and Temesgen et al. 
(1999). A different approach for estimating Tdew for humid climates was used by 
Todorovic et al. (2013) and Raziei and Pereira (2013b). Its test for daily weather data was 
not yet performed. However, despite the study by Liu and Pereira (2001) to North China 
Plain was among the first worldwide studies relative to the PMT method, new approaches 
to this method using both a calibrated kRs and an improved estimation of Tdew still are 
lacking in China.  
Alternative equations and estimation methods may not follow the dynamics of ETo when 
it is computed with the full data PM-ETo and may be biased when just based on 
temperature. Thus, by considering the effects of temperature in the evapotranspiration 
process, it may be expected that global warming lead evapotranspiration to increase. 
However, a clear distinction must be done: while ETo is a climatic variable, depending 
upon the above referred weather variables when computed with the PM-ETo equation, 
actual evapotranspiration (ETact) also strongly depends on local environment conditions. 
These refer mainly to precipitation and water available for evaporation (Jung et al. 2010) 
and to the characteristics of the evaporative surfaces, namely the type of vegetation and 
its stomatal control and responsiveness to rising of CO2 (Liu et al. 2013b). Thus, studying 
ETact temporal variability and trends is quite complex and related trends are difficult to 
detect due to the number and type of driving variables influencing that variability. Results 
relative to the temporal variability and trends of ETact may be coherent relative to those 
of ETo (Gao et al. 2007; Wang et al. 2012) or may be contradictory (Calanca et al. 2006; 
Zhang et al. 2011b).  
Studies analyzing the temporal variation of ETo often aim at predicting its future changes 
as influenced by global warming. Global and regional circulation models (GCM and 
RCM) as well as ensemble models are then used. These predictions may use various 
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approaches to compute ETo but the PM-ETo equation is often used. Results of these 
modeling approaches often predict a rise of ETo in the 21
st century, e.g., various studies 
on Spain river basins, such as by (Rodríguez Díaz et al. 2007) relative to the Guadalquivir 
basin and Moratiel et al. (2011) for the Duero basin, as well as studies relative the Alpine 
region Calanca et al. (2006) and the Mediterranean basin (Saadi et al. 2015). Terink et al. 
(2013) also predicted an increase in ETo for the Middle East and Northern Africa region 
but using the Hargreaves temperature equation. Modelling approaches have also been 
used in China, with results indicating an expected increase of ETo in the Loess Plateau 
(Li et al. 2012), in the Haihe river basin (Xing et al. 2014) and in the Zhejiang Province 
(Xu et al. 2014). However, contrarily, Wang et al. (2007) detected a decreasing change 
of ETo for the Yangtze River basin.  
When performing a trend analysis, thus looking on the past weather dynamics instead of 
predicting future changes, results are quite diverse. On the one hand, several authors refer 
to the evapotranspiration paradox, i.e., a trend for ETo to decrease when temperature 
increases (Peterson et al. 1995). However, since ETo depends upon other weather 
variables in addition to temperature, it is less appropriate to refer to a paradox when ETo 
tends to decrease. It resulted a number of studies, mainly in China, where the ETo decrease 
is referred and associated with the decrease of other variables such as solar radiation and 
wind speed. Studies relative to China often refer to a decreasing trend of ETo in large 
areas of China but to trends for increasing in other areas, particularly in the northeast and 
center north of China (Thomas 2000; Gao et al. 2006; Cong et al. 2009; Liu and McVicar 
2012). Similarly, studies focusing selected river basins, regions and Provinces, also 
detected ETo decreasing trends (Xu et al. 2006; Song et al. 2010; Yin et al. 2010; Tang et 
al. 2011a) and for some cases, negative trends were detected in large part of the reported 
study areas while other parts have shown an increasing trend (Wang et al. 2007, 2012; 
Liang et al. 2010; Zhang et al. 2011b; Yang et al. 2011). Differently, Zuo et al. (2012) 
reported a positive trend for the Wei river basin. Nevertheless, changes in trends, namely 
from negative to positive, were also reported by some authors (Liang et al. 2010; Yin et 
al. 2010).  
Studies focusing on ETo trends in India identified decreasing trends whose seasonality 
refers to the monsoon (Bandyopadhyay et al. 2009; Jhajharia et al. 2012). Shadmani et al. 
(2012) and Kousari et al. (2013) reported that a majority of weather stations in Iran 
present a negative trend but others show an increase in ETo trends. A study for Northern 
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Eurasia detected significant decreasing trends as more important than the positive ones 
(Liu et al. 2014). For Romania (Croitoru et al. 2013) positive trends were detected for 
most of locations. Similarly, studies relative to southern France (Chaouche et al. 2010), 
southern Spain (Espadafor et al. 2011) and the whole Spain (Vicente-Serrano et al. 2014) 
also show positive trends for ETo. Abtew et al. (2011) also reported a negative trend to 
southern Florida while (Cohen et al. 2002) did not report significant trends in Israel.  
Results are affected by various factors. Han et al. (2012) referred to the weather station 
environment reporting that the decrease in ETo is favored in weather stations located in 
agricultural areas, particularly in regions influenced by aridity, which may relate to the 
fact that those weather stations respect better the conditions desirable for ETo reference 
weather stations (Allen et al. 1998). Similarly, (Zhang et al. 2011a) referred the possible 
influences of urbanization on various weather variables such as wind speed. This issue 
also relates with the problems of weather data quality as discussed by Allen et al. (1998) 
and Pereira et al. (2015). The appropriateness of the equations used was discussed by 
Irmak et al. (2012) who considered ETo more appropriate than the ASCE alfalfa reference 
ETr, and by Vicente-Serrano et al. (2014) that questioned the use of simplified and 
temperature equations for analysis that refer to global warming impacts. Thomas (2008) 
used gridded ETo data and referred to possible limitations related with the arbitrary begin 
and end of the time series.  
Studies referred above generally searched explanations for the observed ETo trends and 
mostly include an analysis of the variability of the climatic variables used in 
computations. In addition, studies revealed a diverse seasonal variability. Generally, 
particularly the Chinese studies, they refer to a decrease in solar radiation all over China. 
A few articles analyze that decrease, which could be due to increased aerosols and 
greenhouse gases (Che et al. 2005; Liang and Xia 2005; Qian et al. 2006). A decrease in 
wind speed is also often referred as contributing to the observed negative trends. 
However, few studies are available on the causes of that decrease, which may relate with 
changes in atmospheric circulation (Guo et al. 2011). Other authors refer to an increase 
or a decrease in relative humidity with contradictory results mostly depending of the 
magnitude of global warming (Dai 2006; Vicente-Serrano et al. 2014).  
Considering the above referred advances and limitations in ETo estimation and the lack 
of information regarding the spatial and temporal variability of ETo, in the region a study 
was developed in Inner Mongolia, China, using a 30 years set of daily weather data, 
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whose objectives were: (1) to test the PMT and HS methods for a wide range of climates, 
from hyper-arid to sub-humid, thus with consideration of aridity impacts on ETo while 
evaluating the relative advantage of adopting the PMT or the HS temperature methods 
when available weather data are limited; (2) test the calibration of the radiation adjustment 
coefficient kRs and checking the procedures for estimating dew point temperature, Tdew; 
(4) Assess the spatial variability of ETo using principal component analysis and assess its 
temporal variability in combination with the climatic driving variables used to compute 
PM-ETo with possible relations with ETo trends; (5) Compare trends of ETo temperature 
methods with those of PM-ETo, assessing the differences in trend detection between the 
FAO-PM equation and the temperature based alternatives.  
4.2 Data and Methods 
 
Figure 4-1 Climatic aridity map of Inner Mongolia and spatial distribution of the weather stations. 
In red are the station that were not used for trend analysis. 
The climate in Inner Mongolia, following the Köppen classification (Kottek et al. 2006), 
varies from BWk (arid, desertic and cold) in the East, BSk (arid, steppe and cold) in the 
middle area and Dwb (winter dry and warm summer) and Dwc (winter dry and cool 
summer) in the East. It corresponds to a variety of aridity climates (Figure 4-1), from 
hyper-arid in the West to moist sub-humid in the East. The UNEP aridity index (AI) 
(UNEP 1997) was used to characterize the climate of each weather station. This index is 
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the ratio between the mean annual precipitation and the mean annual potential climatic 
evapotranspiration (Thornthwaite 1948).  
Table 4-1 Coordinates and aridity index (AI) of the 50 weather stations of Inner Mongolia used 
in the current study.  
 
The data sets consist of maximum and minimum temperature (Tmax and Tmin, °C), 
sunshine duration (SD, h) used to estimate the shortwave incoming radiation, relative 
humidity (RH, %) and wind speed (WS, m s-1), which was measured at 2 m height, from 
50 surface meteorological stations distributed over Inner Mongolia and referring to the 
                                                 
1 Start year is the first year of the monthly data used for used for trend analysis, spanning to 2013 for all 
weather stations. The four stations without starting year were not considered for the trend analysis on the 






(Tmax and Tmin, 
°C), sunshine 
duration (SD, 







%) and wind 
speed at 2 m 
height (WS, m 






with the HS 
and PMT 
procedures 































Hyper-arid      Semiarid     
Ji Kede 99.9 41.9 965.6 0.01 - Ongniud 119.0 42.9 634.3 0.33 1957- 
Ejin 101.1 42.0 940.5 0.02 1960- Xin Barag L. 118.3 48.2 642.0 0.33 1959- 
Guaizi 102.4 41.4 960.0 0.02 1960- Manzhouli 117.4 49.6 661.7 0.34 1957- 
Arid      Tongliao 122.3 43.6 178.7 0.34 1951- 
Jartai 105.8 39.8 1031.8 0.07 1955- Dongsheng 110.0 39.8 1461.9 0.35 1957- 
Bayan knoll 104.8 40.2 1323.9 0.08 1958- Chifeng 118.9 42.3 568.0 0.36 1951- 
Alxa R. 101.7 39.2 1510.1 0.09 1960- Jarud 120.9 44.6 265.0 0.37 1953- 
Hailisu 106.4 41.4 1509.6 0.10 - Xi Ujimqin 117.6 44.6 1000.6 0.37 1955- 
Erenhot 112.0 43.7 964.7 0.11 1956- Jining 113.1 41.0 1419.3 0.38 1954- 
Hanggin  107.1 40.9 1056.7 0.12 - Bairin  119.4 44.0 486.2 0.39 1953- 
Linhe 107.4 40.8 1039.3 0.14 1957- Bao Guotu 120.7 42.3 400.5 0.39 1957- 
Mandula 110.1 42.5 1225.2 0.14 1958- Linxi 118.1 43.6 799.5 0.39 1953- 
Sonid  113.6 43.9 1036.7 0.16 1959- Hohhot 111.7 40.8 1063.0 0.41 1952- 
Zhurihe 112.9 42.4 1150.8 0.16 1953- Siziwangqi 111.7 41.5 1490.1 0.41 1959- 
Alxa L. 105.7 38.8 1561.4 0.17 1953- Duolun 116.5 42.2 1245.4 0.42 1953- 
Urat 108.5 41.6 1288.0 0.19 1954- Huade 114.0 41.9 1482.7 0.44 1953- 
Semiarid     Ulanhot 122.1 46.1 274.7 0.46 1951- 
Damao 110.4 41.7 1376.6 0.24 1954- Hailar 119.8 49.2 610.2 0.47 1951- 
Naranbulag 114.2 44.6 1181.6 0.24 1955- Dry sub-humid     
Otog 108.0 39.1 1380.3 0.24 1955- Sauron 121.2 46.6 499.7 0.53 1958- 
Xilin Hot 116.1 44.0 1003.0 0.27 1953- Eji Guna  120.2 50.3 581.4 0.54 1957- 
Xin Barag R. 116.8 48.7 554.2 0.27 1958- Zhalantun 122.7 48.0 306.5 0.62 1953- 
Dong 
Ujimqin 
117.0 45.5 838.9 0.28 1956- Moist sub-humid     
Kailu 121.3 43.6 241.0 0.30 1953- Arxan 119.9 47.2 997.2 0.69 1953- 
Abag 115.0 44.0 1126.1 0.31 1953- Bugt 121.9 48.8 739.7 0.69 1951- 
Baotou 109.9 40.7 1067.2 0.31 1951- Tulihe 121.7 50.5 732.6 0.77 1957- 
Ejin Horo  109.7 39.6 1329.3 0.32 - Xiaoer Gou 123.7 49.2 286.1 0.79 1957- 
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period of 1981 to 2012 and that were used to compute ETo with the PM-ETo equation. 
ETo computed with the HS and PMT procedures used only Tmax and Tmin. However, only 
46 out of those 50 weather stations were used for the temporal analysis to ETo and each 
weather variable, since only 46 weather stations had more than 30 years of data, all 
reaching the end of 2013. The four stations that were not used are marked in Figure 4-1 
and the starting year of each weather station is in Table 4-1. Data provided by the China 
Meteorological Organization have been controlled for quality (Feng et al. 2004). All 
stations are listed in Table 4-1 ordered according to AI. 
4.2.1 ETo computation methods 
The FAO PM-ETo equation relative to daily grass reference evapotranspiration (Allen et 








where ETo is the grass reference evapotranspiration (mm day
-1), Rn is the net radiation 
at the surface (MJ m-2 day-1), G is the soil heat flux density (MJ m-2 day-1), T is the mean 
air temperature (℃) at 2 m height, u2 is the wind speed at 2 m height (m s-1), es is the 
saturation vapor pressure (kPa), ea is the actual vapor pressure (kPa), (es - ea) is the vapor 
pressure deficit (VPD, kPa), Δ is the slope of vapor pressure curve (kPa ℃-1), and γc is 
the psychometric constant (kPa ℃-1). The standard calculation procedures were given by 
Allen et al. (1998) and are detailed, herein, in Chapter 5. Annual PM-ETo in Inner 
Mongolia is mapped in Figure 4-2.  
If radiation or sunshine duration measurements are not available, when using the PMT 
method, solar radiation may be estimated with the Hargreaves radiation equation (Allen 
1997; Allen et al. 1998): 
Rs =  kRs√(Tmax −  Tmin)Ra      
 (4.2)
 
where Rs is short wave incoming radiation (MJ m
-2 day-1), Tmax and Tmin are respectively 
maximum and minimum temperature (℃), Ra is the radiation on the top of the 
atmosphere (MJ m-2 day-1), and kRs is the empirical radiation adjustment coefficient 
(℃- 0.5). Differently to former recommendations by Allen (1997) and Allen et al. (1998), 
kRs needs to be adjusted locally as reported by Todorovic et al. (2013) and Raziei and 
Pereira (2013b). A trial and error procedure was used to obtain the kRs value that 
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minimizes the root mean square error (RMSE) relative to comparing ETo estimates with 
the PMT approach with the PM-ETo computed with full data. 
 
Figure 4-2 Annual PM-ETo (mm) in Inner Mongolia 
When RH data are not available, the actual vapor pressure (ea, kPa) may be estimated 
with the PMT method assuming that the daily Tdew is close to the daily Tmin. In previous 
studies performed with data from various reference weather stations (Liu and Pereira 
2001; Popova et al. 2006; Jabloun and Sahli 2008) it was assumed Tdew = Tmin, resulting 
that ea was computed as: 
𝑒𝑎 =  𝑒
0(𝑇𝑚𝑖𝑛) = 0.611𝑒𝑥𝑝 (
17.27𝑇𝑚𝑖𝑛
𝑇𝑚𝑖𝑛+273.3




Meanwhile, it was observed that for non-reference weather stations, without appropriate 
green grass soil cover, and where local advection occurs, temperature observations were 
overestimated resulting that Tmin > Tdew and it was required to adopt a temperature 
correction (Allen 1996; Allen et al. 1998; Temesgen et al. 1999). Thus, Todorovic et al. 
(2013) and Raziei and Pereira (2013b) successfully adopted Tdew = Tmin - aT, where the 
correction factor aT varies with the climate aridity of the station. Based upon these former 
studies, the following aT values were adopted:  
1) Hyper-arid, AI <0.05, aT = 4 ℃, 
2) Arid, AI from 0.05 to 0.20, aT = 2 ℃, 
3) Semiarid, IA from 0.20 to 0.5, aT = 1 ℃, 
4) Dry Sub-humid, AI from 0.5 to 0.65, aT = 1 ℃, 
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For humid climates, and when the mean temperature is very low, Tdew was estimated 
following Todorovic et al. (2013) and Raziei and Pereira (2013b):  
Tdew =  (
Tmax+Tmin
2
) − aT         (4.4)
 
where aT = 2 ℃ when 0.8 < PRE/ETo< 1.0 and aT = 1 ℃ if PRE/ETo> 1.0 and PRE is 
precipitation (mm).  
When wind speed observations are lacking, the world average value u2 = 2 m s 
-1 is 
generally adopted with PMT. However, for very windy hyper-arid and arid locations it 
could be appropriate to adopt a local or regional average value.  
The Hargreaves and Samani (1985) equation (HS) is a quite common alternative to PM-




√Tmax − Tmin (Tmean + 17.8)     (4.5) 
where ETo is the estimate of grass reference ET (mm day
-1), 0.0135 is a conversion factor 
from the American to the International system of units, Tmax, Tmin and Tmean are 
respectively maximum, minimum and mean daily temperature (℃), Ra is the radiation on 
the top of the atmosphere (MJ m-2 day-1), kRs is the empirical radiation adjustment 
coefficient (℃-0.5), and λ is the latent heat of vaporization, generally estimated for 20 °C, 
thus resulting λ = 2.45 MJ kg-1. kRs = 0.17℃-0.5 was formerly used (Samani 2004) but 
Todorovic et al. (2013) and Raziei and Pereira (2013b) proposed a calibration of kRs 
using a trial and error procedure to find the kRs value that minimizes RMSE when 
comparing ETo estimated with the HS equation with estimates of the PM-ETo. 
4.2.2 Evaluation procedure  
As referred above, a trial and error procedure was applied to find the best kRs values for 
all locations and for both the PMT and HS method; this was performed by comparing the 
ETo estimates by PMT and HS, herein referred as ETo PMT and ETo HS, with those obtained 
with PM-ETo using full data sets. The trial and error procedure was applied to PMT after 
Tdew estimation as described above. To assess the performance of HS and PMT methods 
with respect to the PM-ETo method, various statistical performance indicators were used 
as referred by Todorovic et al. (2013) and are explained in detail in Chapter 5. 
Considering the data set Oi relative to the PM-ETo data computed with full data sets and 
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the predicted temperature based data sets, Pi, relative to both temperature methods, which 
mean values are ?̅? and ?̅?, the considered statistical performance indicators are: 
a) The coefficient of regression, b0, of the regression forced to the origin (FTO) 









This FTO regression (y=b0x, with predicted (y) and observed (x) values) assumes the 
proportionality between ETo PMT or ETo HS and PM-ETo, where the slope b0 is the constant 
of proportionality with b0>1 suggesting overestimation and b0<1 indicating 
underestimation.  











R2 represents the proportion of the variance of the Pi values that is explained by their 
regression on the observed values Oi. When R
2 is close to 1.0 it denotes that the variances 
of both compared methods are similar. 







that measures the overall discrepancies between PM-ETo and ETo PMT or ETo HS values. 
As small is RMSE better is the performance of the alternative method. 
d) The modeling efficiency EF (Nash and Sutcliffe 1970; Legates and McCabe 1999) that 
was computed as 







2  (4.9) 
EF is the ratio between the mean square error (MSE=RMSE2) of ETo PMT or ETo HS 
estimates and the variance of PM-ETo. The maximum value EF = 1.0 can only be achieved 
if there is a perfect match between all observed and predicted values, thus a value close 
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to 1.0 indicates that MSE is much smaller than the PM-ETo data variance; contrarily, a 
very low EF means that MSE is close to the reference data variance.  
4.2.3 Spatial variability of ETo  
Using the three sets of ETo - PM-ETo, ETo PMT and ETo HS - for each weather station, ten 
variables were defined to characterize the variability of ETo throughout Inner Mongolia: 
the annual ETo amount, four seasonal ETo amounts; four seasonal percentages of total 
annual ETo and the aridity index. The season variables were created considering four 3-
month periods: December–January–February (DJF, winter), consisting of the cold and 
dry season, when air temperatures are very low, negative, and precipitation is very small; 
March-April-May (MAM, spring) corresponding to the transition from the cold winter to 
the hot summer, yet before the monsoon rains; June-July-August (JJA, summer) that 
consists of the warm and monsoon rainy season, wet in the east but dry in the arid western 
areas; and September-October-November (SON, autumn), when temperature highly 
decrease to become negative by December and with reduced precipitation.  
The spatial patterns of ETo were extracted by applying the principal components analysis 
(PCA) in R-Mode (Richman 1986) to these ten variables relative to each ETo estimation 
method and all locations. This procedure follows those adopted by Raziei et al. (2008) 
and Martins et al. (2012), when analyzing the spatial patterns of precipitation and differs 
from the PCA analysis performed in Chapter 2 in which the S-Mode was adopted.  
The R-Mode PCA is used to search for interrelationship among variables or parameters, 
in which each row correspond to the weather stations and the columns to the variables 
considered. As defined in Chapter 2, PCA is a dimension reduction technique that forms 
a new set of uncorrelated variables based on a linear combination of the original input 
time series (Sharma 1996). The method consists of computing the covariance matrix of 
the considered variables with the corresponding eigenvalues and eigenvectors. The 
eigenvalues provide information regarding the explained variance of each component, 
which is used to decide how many components to retain for Varimax rotation. The number 
of components retained was based on the scree plot and the North’s rule of thumb (North 
et al. 1982). With R-Mode PCA, the PC scores were used to depict the spatial patterns of 




4.2.4 Temporal variability of ETo  
Two methodologies appropriate to search for significant positive or negative trends were 
applied to all time series of ETo - PM-ETo, PMT and HS – as well as to the time series of 
the climatic - variables used for the respective computation, i.e., Tmax, Tmin, SD, RH and 
WS. They consisted of the Modified Mann-Kendall test (Hamed and Rao 1998) and the 
Deterministic Trend Scheme (DTS) as described by Fatichi et al. (2009) and Barbosa 
(2011).  
The Mann-Kendall is a non-parametric test used to search for randomness of a time series 
against time (Kendall 1975). It tests the null hypothesis that a given time series does not 
have a monotonic trend; hence it may have a significant positive or negative trend. The 
Mann-Kendall (MK) test is performed under the assumption that data are independent 
and randomly ordered, which is often not true for auto-correlated time series such as for 
hydro-meteorological data series (Hamed and Rao 1998). Therefore, these authors 
proposed a modification of the original MK test to consider the effects of autocorrelation, 
thus resulting the modified Mann-Kendall test (MMK). The MK and MMK tests indicate 
the signal of the trend, positive or negative, when selecting a given significance level; in 
this study, it has been assumed a p-value < 0.05, i.e., a confidence level of 95%. The MK 
and MMK tests are generally associated with the Sen slope (Sen 1968) to estimate the 
magnitude of the trend. The MK test and the Sen slope methods are described in numerous 
studies, namely relative to ETo trends quoted herein, e.g., Zuo et al. (2012) and Huo et al. 
(2013). Good descriptions of the MMK approach were provided by Hamed and Rao 
(1998) and Yue and Wang (2004). The MMK test and the Sen slope were computed using 
the fume package (Santander Meteorology Group 2012).  
The Deterministic Trend Scheme (DTS) applies two statistical tests: the PP test (Phillips 
and Perron 1988) and the KPSS test (Kwiatkowski et al. 1992) to search for significant 
deterministic trends in time series. The first tests for the null hypothesis that a time series 
has a unit root, i.e., red noise time series that are difference stationary (stationary after a 
first order integration). In hydrometeorological time series that null hypothesis is 
generally rejected, which has been confirmed in this study. The KPSS test is applied to 
test the null hypothesis that a time series is trend stationary and the respective results refer 
to a calculated p-value. When both tests are rejected the possible occurrence of a 
deterministic trend is identified considering a selected significance level using the 
generalized least square linear model (GLS) (Aitken 1936). In this study a highly 
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significance level was associated with a confidence level of 99% and a common 
significance level was 95%. The results of the linear model refer to both the trend and to 
its uncertainty. The DTS methodology is well described by Fatachi et al. (2009) and 
Barbosa (2011) in which the definition of trend was reviewed as well as the possible 
causes for non-stationary time series. Both the PP-test and the KPPS-test were explained 
there with good detail. The statistical tests were performed using the tseries package 
(Trapletti and Hornik 2018).  
Prior to apply both trend methodologies a decomposition technique, STL (Cleveland et 
al. 1990), was used to remove the seasonal component from all the monthly time series, 
thus reducing the intra-annual autocorrelation. 
4.3 Results 
4.3.1 Performance of the PMT method 
Table 4-2 presents the statistical indicators relative to comparing ETo PMT with PM- ETo. 
The calibrated kRs values for each location are also included. Results showed that the b0 
values were close to 1.0 for all locations, varying in a short range, from 0.97 to 1.01, 
mostly 0.99 and 1.0. This indicated that ETo PMT and the PM-ETo were statistically similar. 
R2 range from 0.77 to 0.92, meaning that a high proportion of the variance of ETo PMT was 
explained by their regression on the PM-ETo. R
2 was generally smaller when the range of 
variation of ETo was larger, which occurred more often for arid climates contrarily to sub-
humid locations. A larger dispersion of ETo values around the regression line occurred 
for the higher ETo values corresponding to windy and dry days. The ETo values being 
compared varied in a quite wide range, from near 0 mm d-1, during the very cold winter, 
up to ETo > 10 mm d
-1 in very arid and windy western locations. The spatial distribution 
of b0 and R
2 (Figure 4-3a and b) indicated that b0 values did not show any spatial pattern 
but R2 showed a slight trend to be higher in the eastern region where aridity is lesser and 
the range of ETo values was smaller.  
Errors of estimates (Table 4-2) were higher where the range of variation of ETo was 
higher, thus in the hyper-arid and arid locations. RMSE ranges 0.90-1.62 mm d-1 for the 
hyper-arid locations, and 0.64-1.13 mm d-1 for the arid ones. RMSE decreased to 0.51-0.90 
mm d-1 for the semiarid locations and to 0.44-0.68 mm d-1 in sub-humid ones. The 
corresponding spatial pattern was well evidenced in Figure 4-3c. Larger errors were 
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related with the size of ETo and are influenced by various other factors such as 
temperature variations, wind speed intensity and the occurrence of dust in the atmosphere, 
which affects the incoming radiation available at the surface and is due to the occurrence 
of wind erosion, very strong in most of Inner Mongolia.  
The Nash and Sutcliffe modeling efficiency EF followed a pattern similar to that of 
RMSE, varying from 0.76 to 0.86 and 0.80 to 0.89 for respectively hyper-arid and arid 
climates, from 0.77 to 0.92 in semiarid climates, and increasing to 0.86 to 0.91 in sub-
humid climates. This was depicted in Figure 4-3d. These results indicated that the ETo 
PMT had smaller MSE values for the sub-humid climates, with lower variance of PM-ETo, 
i.e., where the variability of factors influencing ETo was smaller. Differently, ETo PMT had 
higher MSE in arid areas where the range of variation of ETo was larger; nevertheless, 
since the EF values were all quite high, MSE values were much smaller than the variance 
of PM-ETo.  
The kRs values (Table 4-2) tended to be higher for the hyper-arid climates (0.20 - 
0.23ºC- 0.5) and smaller for the sub-humid locations (0.14 - 0.18 ℃-0.5). Values for the 
arid and semiarid climates varied in large ranges, respectively 0.16 – 0.23 and 0.13 – 0.21 
℃-0.5. This behavior was visible through the respective spatial pattern presented in 
Figure 4-4, which agreed with that observed by Raziei and Pereira (2013b) for Iran. 
However, despite it was evident that kRs values were, in average, smaller when aridity 
was lower, the variability of kRs values within each climate region was large and it was 
not possible to find an appropriate relationship between kRs and the aridity index. There 
are other factors influencing the variation of kRs, mainly the transparency of atmosphere 
that highly varies with the occurrence of dust due to wind erosion. Nevertheless, users 








Table 4-2. Calibrated kRs coefficient and statistical performance indicators when comparing the 














Hyper-arid     Semiarid      
Ji Kede 0.23 0.99 0.86 1.21 0.86 Ongniud 0.20  1.00  0.81  0.90  0.79  
Ejin 0.20  0.98  0.87  1.00  0.86  Xin Barag L 0.18  0.98  0.93  0.57  0.92  
Guaizi 0.23 0.97 0.77 1.62 0.76 Manzhouli 0.19  1.00  0.90  0.68  0.89  
Arid      Tongliao 0.21  1.00  0.83  0.88  0.81  
Jartai 0.19  0.99  0.87  0.90  0.86  Dongsheng 0.21  0.97  0.89  0.66  0.89  
Bayan knoll 0.22  1.00  0.85  0.99  0.85  Chifeng 0.18  1.00  0.84  0.80  0.83  
Alxa R. 0.24  0.98  0.81  1.13  0.80  Jarud 0.17  0.98  0.84  0.77  0.83  
Hailisu 0.24 0.97 0.88 0.93 0.88 Xi Ujimqin 0.18  1.00  0.87  0.74  0.86  
Erenhot 0.22  0.98  0.90  0.83  0.89  Jining 0.17  1.00  0.85  0.71  0.84  
Hanggin 0.17  1.00  0.87  0.76  0.86  Bairin 0.16  0.98  0.79  0.90  0.78  
Linhe 0.16  0.98  0.90  0.64  0.90  BaoGuotu 0.19  1.00  0.80  0.90  0.77  
Mandula 0.20 0.98 0.86 0.92 0.86 Linxi 0.17  0.98  0.81  0.83  0.80  
Sonid. 0.23  0.98  0.89  0.85  0.89  Hohhot 0.16  1.00  0.89  0.64  0.88  
Zhurihe 0.22 0.99 0.85 1.01 0.85 Siziwangqi 0.20  1.00  0.89  0.68  0.88  
Alxa L. 0.23  0.98  0.84  0.90  0.84  Duolun 0.16  0.99  0.84  0.73  0.83  
Urat 0.20  1.00  0.89  0.74  0.89  Huade 0.20  1.00  0.87  0.71  0.87  
Semiarid      Ulanhot 0.19  1.00  0.86  0.77  0.85  
Damao 0.19  0.98  0.87  0.77  0.86  Hailar 0.17  1.01  0.91  0.57  0.91  
Naranbulag 0.20  1.00  0.92  0.64  0.92  Dry sub-humid    
Otog 0.18  0.98  0.86  0.75  0.86  Sauron 0.15  1.00  0.87  0.68  0.86  
XilinHot 0.20  1.00  0.90  0.73  0.89  EjiGuna 0.18  0.97  0.91  0.53  0.91  
Xin Barag R 0.19  0.98  0.91  0.65  0.91  Zhalantun 0.16  0.98  0.87  0.65  0.87  
Dong Ujimqin 0.17  0.97  0.90  0.68  0.90  Moist sub-humid    
Kailu 0.21  0.99  0.84  0.88  0.82  Arxan 0.18  0.99  0.90  0.53  0.89  
Abag 0.13  1.00  0.92  0.51  0.92  Bugt 0.19  0.99  0.88  0.58  0.87  
Baotou 0.16  0.98  0.88  0.66  0.88  Tulihe 0.14  1.00  0.92  0.44  0.91  





Figure 4-3 Spatial distribution of the statistical performance indicators comparing ETo PMT with 
PM-ETo: a) regression coefficient, b0, b) coefficient of determination, c) root mean square error, 
and d) modeling efficiency (aridity increases from east to west, Figure 4-1). 
The temperature correction for aridity was highly important for locations with hyper-arid 
and arid climates. It was observed (data not shown) that the kRs values tended to highly 
increase for locations in hyper-arid and arid climates when temperature was not corrected 
to estimate Tdew. Several values then obtained were out of the range analyzed by Samani 
(2004). All kRs values were reduced by 0.03 - 0.02 ℃
-0.5 in case of hyper-arid and arid 
locations when the temperature correction was performed. Differently, the b0 slope values 
changed very little and the coefficients of determination R2 also had negligible changes 
due to temperature correction. However, the RMSE values were decreased by 2 to 5% 
similarly to what observed by Raziei and Pereira (2013b). EF also increased a few points, 
more in case of hyper-arid climates and few for semiarid locations. These results for EF 
indicate that MSE decreased when improved estimations of Tdew were produced. For 
humid climatic zones and stations with low mean temperature, Tdew estimates with 
Equation 4.4 led to improved performance. These results agree with those reported by 










It is well known that wind speed strongly affects ETo in climates marked by aridity (Allen 
et al. 1998). The studies by Jabloun and Sahli (2008) for Tunisia and Raziei and Pereira 
(2013b) applied to Iran clearly identified the effects of wind speed on ETo PMT. The 
impacts of the average wind speed values used as alternative to observations on the 
performance of the ETo PMT were assessed. Relatively poor correlations were observed 
when comparing ETo PMT with PM-ETo in stations where high wind speed occurs 
throughout the year, in western hyper-arid and arid regions (Figure 4-1). Adopting the 
default value of 2 m s-1 in ETo PMT computations did not lead to under-estimate PM-ETo 
but kRs values were above the range reported by Samani (2004) and out of the range of 
values obtained for the other stations in Inner Mongolia (Table 4-2 and Figure 4-4). 
Differently, selecting a higher average wind speed resulted kRs values in the range of those 
obtained for the other stations and to slight improvements in the statistical performance 
indicators (data not shown). Similar conclusions were reported by Raziei and Pereira 
(2013b) for Iran. 
 
Figure 4-4 Spatial patterns of the optimal kRs (℃-0.5) over Inner Mongolia for: (a) PMT and (b) 
HS methods (aridity increases from east to west, Figure 4-1). 
4.3.2 Performance of the HS method 
The statistical indicators relative to ETo HS when compared with the PM-ETo and the 
calibrated kRs were shown in Table 4-3 for all weather stations. Similarly, with ETo PMT, 
results showed that the performance of ETo HS was influenced by climate aridity. ETo HS 
tended to slightly underestimate daily PM-ETo under arid conditions, with b0 ranging 




Table 4-3 Calibrated kRs coefficient and statistical performance indicators when comparing the ETo 














Hyper-arid  Semiarid      
JiKede 0.23  0.97  0.87  1.21  0.86  Ongniud 0.18  0.96  0.82  0.90  0.79  
Ejin 0.20  0.98  0.87  1.03  0.86  Xin Barag L 0.18  1.00  0.92  0.60  0.92  
Guaizi 0.25  0.98  0.78  1.64  0.75  Manzhouli 0.18  0.98  0.90  0.69  0.89  
Arid      Tongliao 0.19  0.99  0.84  0.90  0.80  
Jartai 0.19  0.96  0.87  0.92  0.86  Dongsheng 0.20  0.98  0.89  0.68  0.88  
Bayan knoll 0.21  0.97  0.85  1.00  0.84  Chifeng 0.17  0.96  0.85  0.79  0.83  
Alxa R. 0.22  0.98  0.81  1.15  0.79  Jarud 0.17  0.98  0.85  0.72  0.84  
Hailisu 0.25  0.99  0.88  0.99  0.87  Xi Ujimqin 0.18  1.00  0.87  0.92  0.77  
Erenhot 0.21  1.01  0.90  0.87  0.88  Jining 0.17  0.97  0.85  0.91  0.76  
Hanggin 0.18  1.01  0.87  0.79  0.85  Bairin 0.17  0.99  0.81  0.85  0.79  
Linhe 0.17  0.98  0.90  0.65  0.90  BaoGuotu 0.18  0.99  0.81  0.63  0.89  
Mandula 0.22  0.99  0.87  0.96  0.85  Linxi 0.17  0.96  0.82  0.70  0.88  
Sonid 0.21  0.97  0.89  0.86  0.88  Hohhot 0.16  0.96  0.89  0.76  0.82  
Zhurihe 0.23  0.99  0.86  1.06  0.83  Siziwangqi 0.19  0.98  0.89  0.73  0.86  
Alxa L. 0.22  1.00  0.84  0.93  0.83  Duolun 0.17  0.98  0.85  0.79  0.84  
Urat 0.19  0.97  0.89  0.74  0.89  Huade 0.19  0.98  0.87  0.58  0.91  
Semiarid      Ulanhot 0.18  0.99  0.86  0.79 0.84 
Damao 0.19  0.99  0.87  0.81  0.85  Hailar 0.17  1.00  0.91  0.58 0.91 
Naranbulag 0.19  0.99  0.92  0.66  0.91  Dry sub-humid   
Otog 0.18  0.98  0.87  0.76  0.86  Sauron 0.16  0.97  0.87  0.72  0.84  
XilinHot 0.19  1.00  0.90  0.74  0.89  EjiGuna 0.15  0.99  0.91  0.55  0.90  
Xin Barag R 0.18  0.97  0.91  0.66  0.91  Zhalantun 0.16  0.95  0.88  0.67  0.86  
Dong Ujimqin 0.18  1.00  0.90  0.70  0.89  Moist sub-humid  
Kailu 0.19  0.98  0.84  0.91  0.81  Arxan 0.15  0.98  0.90  0.55  0.88  
Abag 0.15  0.98  0.94  0.45  0.93  Bugt 0.15  0.96  0.88  0.61  0.86  
Baotou 0.16  0.96  0.89  0.65  0.89  Tulihe 0.13  0.98  0.92  0.46  0.91  
EjinHoro 0.19  1.01  0.84  0.86  0.82  Xiaoer Gou 0.14  1.01  0.90  0.53  0.89  
 
Most b0 values were close to 1.0 but generally b0 < 1.0. These results expressed that a 
statistical similarity exists between ETo HS and PM-ETo. The R
2 values were generally 
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greater than 0.80 but very few are larger than 0.90. R2 range 0.75 to 0.86 for hyper-arid 
climates, 0.79 to 0.89 in arid climates, 0.77 to 0.91 in semiarid locations and 0.84 to 0.91 
in sub-humid locations. These results indicated that ETo HS was able to explain a large 
fraction of the variability of the PM-ETo values for all climates. As for ETo PMT, R
2 results 
related to the range of ETo values, with a larger dispersion for higher daily ETo values 
when wind speed was high since u2 is not considered when computing ETo HS. The spatial 
distribution of b0 values did not show any specific pattern (Figure 4-5a); contrarily, the 
R2 values showed a clear trend to increase from east to west similarly with ETo PMT results 
(Figure 4-5b).  
 
Figure 4-5 Spatial distribution of statistical performance indicators comparing ETo HS with PM-
ETo: a) regression coefficient, b) coefficient of determination, c) root mean square error, and d) 
modeling efficiency (aridity increases from east to west as per Figure 4-1). 
RMSE values (Table 4-3) were much higher for hyper-arid climates (1.03-1.64 mm d-1) 
and tended to decrease when aridity decreases: RMSE varied from 0.65 to 1.13 mm d-1 in 
arid areas and 0.46 to 0.61 mm d-1 in the moist sub-humid region. The size of errors 
clearly relate to the range of ETo values, higher in more arid climates and smaller in moist 
sub-humid locations, and also relate with b0 and R
2 distribution, which may be observed 
in Table 4-3 and Figure 4-5c. The EF values were generally high, greater than 0.75 but 
rarely above 0.90 (Table 4-3), thus indicating that MSE values relative to comparing ETo 
HS with the standard PM-ETo were much smaller than the variance of the PM-ETo values. 
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As expected, EF tended to be higher for the moist sub-humid climates. These results, 
similarly to ETo PMT, indicated that the ETo HS was a good estimator of ETo. The spatial 
distribution of EF values (Figure 4-5d), as already observed for ETo PMT (Figure 4-3), 
closely followed those of R2 because both indicators refer to the variance of PM-ETo 
values and to the errors of estimate.  
Overall, acceptable results were obtained for the windy and arid locations, e.g., Guaizi, Ji 
Kede, Alxa and Zhurihe (Table 4-3). Because wind speed is not considered in the ETo HS 
computations, it resulted that the calibrated values for kRs were then higher relative to the 
nearby stations, thus indicating that the effect of wind speed in increasing ETo was 
considered in ETo HS through increasing the kRs value.  
The kRs factor tended to be higher in the more arid climates varying from 0.20 to 0.25 ℃
-
0.5 in the hyper-arid locations and decreasing to 0.13 to 0.15 ℃-0.5 in the moist sub-humid 
locations (Table 4-3). Their spatial pattern followed that trend (Figure 4-4), with kRs 
increasing from east to west, i.e., from sub-humid to hyper-arid climates. Results were 
similar to those obtained for ETo PMT (Table 4-2 and Figure 4-4) The values for kRs showed 
to be related with the aridity index but were also influenced by other factors such as 
turbidity of the atmosphere, influencing the energy available for evaporation, and wind 
speed as referred above. Operationally, because it was not possible to find a kRs estimation 
equation, users may just interpolate kRs values from the nearby stations referred in Table 
4-3.  
4.3.3 Spatial variability of ETo in relation to the computational method 
The spatial variability of ETo in Inner Mongolia was studied for the three data sets relative 
to the PM-ETo, ETo PMT and ETo HS. For each method, 10 variables were created to 
characterize ETo: four seasonal ETo amounts, the respective ETo percentages in the year, 
the annual ETo amount, and the aridity index. Figure 4-6 shows the spatial variability of 
PM-ETo, ETo PMT and ETo HS for each season. All three computation methods provided 
similar results with ETo decreasing from West to East, in agreement with Figure 4-2. The 
spatial variability of ETo was higher in the summer warm season and lower in the cold 
winter season (Figure 4-6). Moreover, the spatial pattern of ETo in the warm season 




Figure 4-6 Spatial distribution of seasonal ETo computed with FAO-PM (a-d), PMT (e-h) and HS 
(i-l). 
The three data sets including the 10 variables relative to all locations were submitted to 
PCA in R-Mode to determine which variables mainly influence the spatial variability of 
ETo in the region. For each data set of 10 climate variables used to explain ET variability 
a factor analysis analysis, the principal component analysis, in R-Mode (Richman, 1986) 
was performed to classify the data and reduce the 10 variables with new, fewer, and 
uncorrelated variables which are able to explain maximum possible information of the 
original data. In this application, from each data set, a matrix of 50 rows (weather stations) 
and 10 columns (variables) was constructed. Then, the respective covariance matrix were 
computed and the respective eigenvalues and eigenvectors were retrieved. The significant 
principal components, which explain the majority of the variance were retained using the 
North’s rule of thumb (North et al. 1982) and the rotated PC scores represent, in this 
application, the most important spatial patterns of ET in the region. Furthermore, the 
rotation used herein, the varimax rotation, is an orthogonal rotation method used to obtain 
clear separation between the factor loadings and therefore more spatially localized and 
uncorrelated PCs. 
The contribution of each variable to the construction of Principal Components (PC) is 
presented in Table 4-4. Results showed that two PCs were retained for all three cases with 
a cumulative explained variance by both PCs larger than 90%, thus showing that those 
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two PCs were enough to characterize the ETo patterns. After Varimax rotation of the two 
retained components, PC1 explained more variance when ETo PMT variables were 
considered, 53% (Table 4-4). Differently, the difference between the explained variance 
by both components was the smallest with PM-ETo since then PC1 represented 49% of 
the variance and PC2 represented 42% (Table 4-4). The ETo amounts relative to the 
spring, summer and autumn and the aridity index (with a high negative correlation) were 
the main variables contributing to PC1 (Table 4-4) for all three sets of variables. 
Table 4-4 Explained variances of the rotated principal components corresponding to the three sets 












Winter (DJF) ETo amount 0.57  0.78  
 
0.74  0.63  
 
0.66  0.68  
Spring (MAM) ETo amount 0.80  0.55  
 
0.97  0.20  
 
0.91  0.39  
Summer (JJA) ETo amount 0.96  0.22  
 
0.99  -0.06  
 
0.98  0.13  
Autumn (SON) ETo amount 0.82  0.55  
 
0.92  0.37  
 
0.88  0.46  
Annual ETo amount 0.88  0.46  
 
0.98  0.16  
 
0.94  0.32  
Percentage of winter ETo  0.25  0.93  
 
0.33  0.91  
 
0.43  0.85  
Percentage of spring ETo -0.77  0.43  
 
0.10  0.74  
 
0.11  0.86  
Percentage of summer ETo 0.00  -1.00  
 
-0.17  -0.98  
 
-0.34  -0.94  
Percentage of autumn ETo 0.30  0.77  
 
-0.06  0.93  
 
0.27  0.90  
Aridity index -0.89  -0.26  
 
-0.92  -0.07  
 
-0.89  -0.23  
Percentage of explained variance 48.77  41.68  
 
52.87  38.02  
 
50.82  41.52  









Among them, the summer ETo amount is the variable that most contributes to PC1. This 
result was well explained when comparing Figures 4-6 and 4-7 showing that the spatial 
patterns depicted for PC1 were very close to those of the summer ETo amount. The 
differences among the three data sets on the relative importance of each variable for PC1 
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were very small and results in Figure 4-7 showed very similar patterns for PC1. It may 
be concluded that ETo PMT and ETo HS had spatial distributions similar to PM-ETo.  
Table 4-4 also showed that winter and summer ETo percentages were the main variables 
relative to PC2, which were common to all three data sets. The autumn percentage was 
also relevant for the PC2 relative to ETo PMT and ETo HS data sets, and the spring 
percentage was also added for the ETo HS data set. These differences in contributing 
variables may be responsible for a less similar behavior found for the spatial patterns 
identified for PC2 (Figure 4-7).  
 
Figure 4-7 Spatial distribution of the rotated PC-scores of ETo variables. 
The spatial patterns obtained with the PC-scores (Figure 4-7) showed a good agreement 
between the three ETo estimation methods. The spatial pattern relative to PC1 was more 
stable because the same sub-regions were identified with PM-ETo, ETo PMT and ETo HS 
data sets, with the PC-scores variability close to that found for the aridity index (Figure 
4-1). Differently, for PC2 some differences were evident (Figure 4-7 b, d, and f): a sub-
region was identified in the south-east, more significant when using the PM-ETo derived 
data set, and another was identified in the southwest when using the temperature methods 
but it was not identified with the PM-ETo. PC-scores varied from south to north. Results 
for PC2 showed that ETo PMT and ETo HS had a similar behavior (Figure 4-7d and f) that 
was different from that of PM-ETo (Figure 4-7b), thus indicating that it was not indifferent 
to use a full data set or only temperature data for computing ETo.  
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4.3.4 Comparison of HS and PMT methods 
Results analysed above showed that the performance of HS and PMT methods are good 
and very similar. However, when comparing the respective statistical indicators, there 
were differences which allowed assessing advantages of a method compared to the other. 
To ease this comparison, main performance indicators are paralleled in Table 4-5 where 
indicators showing the superiority of the PMT method are highlighted. b0 values were 
often equal but RMSE and EF values referring to the PMT method were often better. 
Errors were generally smaller with PMT as also depicted in Figure 4-8. Nevertheless, 
there was no evidence of a spatial pattern of RMSE since locations having better RMSE 
with the HS method were scattered throughout Inner Mongolia.  
 
Figure 4-8 Spatial distribution of RMSE results when comparing PMT and HS methods 
throughout Inner Mongolia. 
The PMT method had also the advantage of following the conceptual approach of the 
PM-ETo method because variables lacking were replaced by their estimators. Therefore, 
it is advisable to use the PMT when data sets lack one or two variables, particularly when 
this occurs temporarily. This advantage was already analysed in former studies, e.g. Liu 
and Pereira (2001) for North China, Popova et al. (2006) for Bulgaria and Jabloun and 
Sahli (2008) for Tunisia. This type of approach is however rare because, on the one hand, 
computations are more demanding with PMT and, on the other hand, most authors just 
look for computations alternative to PM-ETo.  
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Table 4-5 Comparing the performances of HS and PMT methods (highlighted cells refer to better 
results). 
Stations 








Hyper-arid       
Ji Kede 0.99 1.21 0.86 0.97 1.21 0.86 
Ejin 0.98  1.00  0.86  0.98  1.03  0.86  
Guaizi 0.97  1.62  0.76  0.98  1.64  0.75  
Arid       
Jartai 0.99  0.90  0.86  0.96  0.92  0.86  
Bayan knoll 1.00  0.99  0.85  0.97  1.00  0.84  
Alxa R. 0.98  1.13  0.80  0.98  1.15  0.79  
Hailisu 0.97  0.93  0.88  0.99  0.99  0.87  
Erenhot 0.98  0.83  0.89  1.01  0.87  0.88  
Hanggin 1.00  0.76  0.86  1.01  0.79  0.85  
Linhe 0.98  0.64  0.90  0.98  0.65  0.90  
Mandula 0.98  0.92  0.86  0.99  0.96  0.85  
Sonid 0.98  0.85  0.89  0.97  0.86  0.88  
Zhurihe 0.99  1.01  0.85  0.99  1.06  0.83  
Alxa L. 0.98  0.90  0.84  1.00  0.93  0.83  
Urat 1.00  0.74  0.89  0.97  0.74  0.89  
Semiarid       
Damao  0.98  0.77  0.86  0.99  0.81  0.85  
Naranbulag 1.00  0.64  0.92  0.99  0.66  0.91  
Otog 0.98  0.75  0.86  0.98  0.76  0.86  
Xilin Hot 1.00  0.73  0.89  1.00  0.74  0.89  
Xin Barag R. 0.98  0.65  0.91  0.97  0.66  0.91  
Dong Ujimqin 0.97  0.68  0.90  1.00  0.70  0.89  
Kailu 0.99  0.88  0.82  0.98  0.91  0.81  
Abag 1.00  0.51  0.92  0.98  0.45  0.93  
Baotou 0.98  0.66  0.88  0.96  0.65  0.89  
Ejin Horo 0.98  0.83  0.83  1.01  0.86  0.82  
Ongniud 1.00  0.90  0.79  0.96  0.90  0.79  
Xin Barag L. 0.98  0.57  0.92  1.00  0.60  0.92  
Manzhouli 1.00  0.68  0.89  0.98  0.69  0.89  
Tongliao 1.00  0.88  0.81  0.99  0.90  0.80  
Dongsheng 0.97  0.66  0.89  0.98  0.68  0.88  
Chifeng 1.00  0.80  0.83  0.96  0.79  0.83  
Jarud 0.98  0.77  0.83  0.98  0.80  0.82  
Xi Ujimqin 1.00  0.74  0.86  1.00  0.76  0.85  
Jining 1.00  0.71  0.84  0.97  0.72  0.84  
Bairin L. 0.98  0.90  0.78  0.99  0.92  0.77  
Bao Guotu 1.00  0.90  0.77  0.99  0.91  0.76  
Linxi 0.98  0.83  0.80  0.96  0.85  0.79  




Table 4-5 (continued). 
  
4.3.5 Annual trends of PM-ETo computed with full data sets 
The MMK test associated with the Sen’s slope analysis (Sen 1968) and the DTS trend 
analysis were applied to the monthly ETo series cumulated to the year and computed with 
the PM-ETo, PMT and HS methods. Results for the PM-ETo series are shown in 
Table 4- 6 where the weather stations are listed according the rank of the aridity index. 
Tables include the Sen’s slope when the MMK test was significant with a confidence 
level of 95% and the GLS linear trend when a deterministic trend was considered with 
the KPSS test also for a confidence level of 95%. Results for the MMK test showed that 
23 out of the 46 time series revealed significant trends, 14 for an increase of ETo and 9 
for a decrease of ETo (Table 4-6).  
The PP test was performed for the null hypotheses of a unit root and was rejected for all 
stations, which is a result common in geophysical time series. The KPSS test was applied 
to test for the null hypotheses that the time series was trend stationary, which was rejected 
for 34 time series, thus indicating that a deterministic trend could be possible for these 
time series. The GLS linear model was then fitted to these 34 time series to estimate the 
respective regression coefficients. For the confidence level of 95% 19 series have shown 
significant increasing trends and significant decreasing trends were detected for 11 series.  
 
Siziwangqi 1.00  0.68  0.88  0.98  0.70  0.88  
Duolun 0.99  0.73  0.83  0.98  0.76  0.82  
Huade 1.00  0.71  0.87  0.98  0.73  0.86  
Ulanhot 1.00  0.77  0.85  0.99  0.79  0.84  
Hailar 1.01  0.57  0.91  1.00  0.58  0.91  
Dry sub-humid       
Sauron 1.00  0.68  0.86  0.97  0.72  0.84  
Eji Guna 0.97  0.53  0.91  0.99  0.55  0.90  
Zhalantun 0.98  0.65  0.87  0.95  0.67  0.86  
Moist sub-humid       
Arxan 0.99  0.53  0.89  0.98  0.55  0.88  
Bugt 0.99  0.58  0.87  0.96  0.61  0.86  
Tulihe 1.00  0.44  0.91  0.98  0.46  0.91  
Xiaoer Gou 0.99  0.54  0.89  1.01  0.53  0.89  
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Table 4-6 Trends (mm yr-1) for PM- ETo computed with full data sets using both the MMK test 
associated with the Sen slope and the KPSS test associated with the GLS linear trend. Significant 
results were assumed for a confidence level of 95%.  
Stations 
MMK test KPSS test 
Stations 











Hyper-arid   Semiarid 
Ejin -2.49 -2.44 ± 0.94  Manzhouli 2.09 2.07 ± 0.88 
Guaizi 4.43 4.55 ± 1.00 Tongliao 1.19 0.90 ± 0.70 
Arid   Dongsheng - - 
Jartai -1.12 -0,81 ± 0.63 Chifeng - - 
Bayan knoll - - Jarud -1.35 -1.05 ± 0.69 
Alxa R. - -1.81 ± 0.96 Xi Ujimqin - - 
Erenhot - - Jining -2.00 -1.74 ± 0.66 
Linhe - -* Bairin - 0.93 ± 0.72 
Mandula - - Bao Guotu -2.52 -2.57 ± 0.67 
Sonid - 1.28 ± 0.85 Linxi - - 
Zhurihe - 1.04 ± 0.97 Hohhot 1.33 1.43 ± 0.55 
Alxa L. - -* Siziwangqi -1.08 -0.95 ± 0.76 
Urat - - Duolun - 0.60 ± 0.60 
Semiarid   Huade - - 
Damao -1.84 -1.47 ± 0.83 Ulanhot - -* 
Naranbulag - - Hailar 1.09 1.07 ± 0.51 
Otog -1.72 -1.40 ± 0.71 Dry sub-humid  
Xilin Hot 2.50 2.49 ± 0.73 Sauron 1.48 1.39 ± 0.60 
Xin Barag R. 0.56 - Eji Guna  1.21 1.04 ± 0.59 
Dong Ujimqin - - Zhalantun - 0.59 ± 0.58 
Kailu 1.10 0.99 ± 0.71 Moist sub-humid  
Abag 1.34 1.34 ± 0.74 Arxan 1.10 1.20 ± 0.49 
Baotou -3.11 -2.45 ± 0.95 Bugt 1.00 1.04 ± 0.43 
Ongniud  - -* Tulihe 1.14 1.07 ± 0.41 
Xin Barag L. -1.24 -1.25 ± 0.73 Xiaoer Gou - 0.66 ± 0.49 
 
Thus, the DTS approach detected more significant trends than the MMK. For the locations 
where a trend was identified with DTS but not with MMK, the uncertainty associated 
with the detected trend value was high, i.e., the uncertainty value was close to the trend 
value itself (Table 4-6). MMK detected only one significant trend for a location (Xin 
Barag R.) where no trend was detected with DTS, although it was the smallest trend 
observed, 0.56 mm yr-1. Despite the differences in the number of time series identified 
with significant trends, both methods provided coherent results since for all the 
commonly identified stations the trend signals were always the same and the trend 
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magnitudes were not very different (Table 4-6). The largest difference (0.66 mm yr-1) was 
found for the station of Baotou, in the Yellow River basin, where the decreasing trends 
detected with MMK and DTS were high, -3.11 and -2.45 mm yr-1 respectively.  
The spatial patterns of the GLS computed linear trends of PM-ETo are shown in Figure 
4-9. The trend magnitudes represented correspond to two confidence levels, 99% and 
95%, the first corresponding to a larger trend, with p-value < 0.01, the latter representing 
a smaller but significant trend for p-values < 0.05. Results in Figure 4-9a did not show a 
clear spatial pattern for the PM-ETo time series but it was noticeable that the increasing 
trends were concentrated in the East, in the more humid areas of Inner Mongolia, while 
the decreasing trends were detected for the stations where the climate varies from hyper-
arid, in the west, to semi-arid. However, one contradictory exception was observed with 
a positive trend for Guaizi, in the hyper-arid area, which may be due to local station 
characteristics and site conditions. 
 
Figure 4-9 Spatial distribution of deterministic linear trends of annual ETo in Inner Mongolia. 
 
The spatial pattern of PM-ETo trends (Figure 4-9a) was generally in agreement with 
literature. The western regions, where climate is arid to hyper-arid, trends were generally 
for a decrease of ETo despite one location exhibited a contradictory positive trend. These 
results agreed with those referred for northwest China by Thomas (2000), Yin et al. 
(2010) and Huo et al. (2013); however, contradictory results were reported by Liu and 
Zhang (2013) who have shown that the decreasing trend has been inverted in the last two 








herein is mainly for a decrease of ETo. Studies relative to the middle Yellow River basin, 
which is partly located in this area, are somewhat opposed: Liu et al. (2010) and Yang et 
al. (2011) reported both positive and negative trends, while Wang et al. (2012) referred 
to a decreasing trend in this area. For the east-central semiarid area both positive and 
negative trends were detected, which apparently agree with results reported by Liang et 
al. (2010). Trends identified herein for the western region, of sub-humid climate, were 
mostly positive, in agreement with the increasing ETo trends referred by Thomas (2000), 
Gao et al. (2006), Liang et al. (2010) and Yin et al. (2010). 
It may be concluded that ETo trends were influenced by the aridity of the climate, with 
increased trends in sub-humid areas and decreasing trends in the areas highly marked by 
aridity. In the semiarid areas both positive and negative trends were observed, with 
increasing trends predominating in the western area, where aridity tends to be higher, and 
decreasing ones in the eastern one, close to the sub-humid areas. However, it was apparent 
that significant increases in temperature were overcoming the influence of other 
meteorological factors and a direct relation between ETo trends and aridity is likely not 
possible to fully assume.  
4.3.6 Trends for ETo computed with the HS and PMT temperature methods 
The application of the MMK test and of the corresponding Sen slope to the ETo time 
series obtained from the computations with the HS and PMT approaches, respectively 
ETo HS and ETo PMT, led only to significant increasing trends, 24 for ETo HS and 13 for 
ETo PMT, i.e., decreasing trends for ETo were not detected when temperature methods were 
applied. The application of the KPSS test followed by the computation of the GLS linear 
trend led to detect 28 cases of positive trend for ETo HS and 16 for ETo PMT (Table 4-7), 
also without identification of decreasing trends. It resulted that, for a few cases in arid 
and semiarid areas, increasing trends were detected for ETo HS and ETo PMT when 
descending trends were detected for PM-ETo, e.g., Jartai and Xin Barag L..
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Table 4-7 Trends in ETo (mm yr-1) computed with temperature methods, HS and PMT using both the MMK test associated with the Sen slope and the KPSS test 1 
associated with the GLS linear trend. Significant results were assumed for a confidence level of 95%. All columns are in mm yr-1 2 
Stations 
ETo from HS ETo from PMT 
Stations 
ETo from HS ETo from PMT 
MMK test KPSS test MMK test KPSS test MMK test KPSS test MMK test KPSS test 
Sen slope Linear trend and 
uncertainty 
Sen slope Linear trend and 
uncertainty 
Sen slope Linear trend and 
uncertainty 
Sen slope Linear trend and 
uncertainty 
Hyper-arid     Semiarid     
Ejin - -* - -* Manzhouli 1.06 1.03 ± 0.51 0.82 0.82 ± 0.51 
Guaizi - - - -* Tongliao - - - - 
Arid     Dongsheng - - - - 
Jartai 0.92 0.90 ± 0.43 0.72 0.73 ± 0.40 Chifeng - 0.57 ± 0.46 - - 
Bayan knoll - 0.90 ± 0.50 - 0.91 ± 0.48 Jarud - 0.48 ± 0.46 - - 
Alxa R. - - - -* Xi Ujimqin 1.09 1.10 ± 0.51 0.87 0.88 ± 0.50 
Erenhot - 0.54 ± 0.50 - - Jining 0.65 0.62 ± 0.42 - - 
Linhe - - - -* Bairin - -* - - 
Mandula - - - -* Bao Guotu - -* - -* 
Sonid 1.70 1.77 ± 0.57 1.72 1.84 ± 0.57 Linxi 1.06 1.03 ± 0.49 0.91 0.86 ± 0.47 
Zhurihe 0.53 -* - - Hohhot 0.59 0.52 ± 0.37 - - 
Alxa L. - - - - Siziwangqi 0.76 0.75 ± 0.53 - -* 
Urat - - - -* Duolun 0.83 0.80 ± 0.43 - 0.45 ± 0.44 
Semiarid     Huade - - - - 
Damao 0.74 0.71 ± 0.47 - -* Ulanhot - - - -* 
Naranbulag 1.04 1.00 ± 0.39 0.67 0.64 ± 0.40 Hailar 0.68 0.51 ± 0.41 - - 
Otog - - - -* Dry sub-humid   
Xilin Hot 0.91 0.84 ± 0.51 - -* Sauron 0.82 0,86 ± 0.48 - 0.54 ± 0.49 
Xin Barag R. 0.98 0.90 ± 0.53 0.79 0.71 ± 0.53 Eji Guna  1.27 1.19 ± 0.44 1.12 1.03 ± 0.43 
Dong Ujimqin 0.92 1.04 ± 0.53 - 0.67 ± 0.52 Zhalantun - 0.48 ± 0.42 - - 
Kailu 0.66 0.65 ± 0.45 - -* Moist sub-humid   
Abag 0.96 0.85 ± 0.49 0.57 0.48 ± 0.47 Arxan 0.91 0.84 ± 0.34 0.72 0.69 ± 0.32 
Baotou - - - - Bugt 0.86 0.86 ± 0.37 0.81 0.81 ± 0.33 
Ongniud  - -* - -* Tulihe 0.85 0.79 ± 0.37 0.84 0.81 ± 0.38 
Xin Barag L. 0.8 0.69 ± 0.53 0.55 -* Xiaoer Gou - - - - 
*identifies the weather stations where the KPSS Test is rejected but the linear trend was not significant3 
127 
 
Contradictory results also refer to several stations where trends were not detected for PM-
ETo series but positive trends were detected with the temperature methods. These opposed 
trends were often of small magnitude and, when detected with the DTS approach, the 
linear trends had high uncertainty.  
There are no cases where a trend was identified for ETo PMT and was not identified for 
ETo HS. When significant trends were identified for the same ETo PMT and ETo HS time 
series the magnitude of the trend was larger for ETo computed with HS with two 
exceptions, Bayan and Sonid, both having an arid climate (Table 4-7). Trends relative to 
PM-ETo (Table 4-6) that agreed with those of ETo PMT and ETo HS were few and those 
relative to stations having sub-humid climates have PM-ETo trends larger than those of 
ETo PMT and ETo HS (Table 4-7). Results indicated that trends of ETo when it was estimated 
by the temperature methods were likely highly influenced by trends in temperature, 
mainly in case of HS equation because it was only a function of temperature while PMT 
uses estimates of shortwave radiation and actual vapor pressure, however temperature 
dependent.  
Comparing ETo trends relative to the temperature methods, those for ETo PMT showed less 
trend results contradicting those of PM-ETo than ETo HS, respectively two and five cases. 
In addition, less increasing trends were detected for ETo PMT when no significant trends 
were observed for PM-ETo. Trends detected for ETo HS time series were larger than those 
identified for ETo PMT time series with one exception, Sonid (Table 4-7).  
DTS identified more significant increasing trends for both ETo PMT and ETo HS than those 
identified with the MMK test (Table 4-7). All trends detected with MMK were also 
detected with the DTS methodology. When DTS was applied to the ETo PMT time series, 
the KPSS test identified 15 time series having a deterministic trend but whose slopes were 
not significantly different from zero (marked * in Table 4-7), which mostly refer to the 
PMT estimation method.  
Results in Figure 4-9b, relative to ETo PMT time series, showed that the increasing trends 
generally followed those identified for PM-ETo (Figure 4-9a) and mostly occurred in the 
eastern areas, where climate is sub-humid or semiarid. Increasing trends relative to the 
ETo HS time series were detected for most of Inner Mongolia, excepting the western 
regions where climate is hyper-arid (Figure 4-9c). Comparing the spatial patterns of the 
linear trends of ETo PMT and ETo HS with those of PM-ETo (Figure 4-9) and considering 
the discussion above, it was clear that those relative to ETo PMT approach better those of 
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the PM-ETo than those relative to ETo HS. However, neither HS of PMT methods were 
able to reproduce the negative ET trends observed for many locations when ET was 
estimated with the PM-ETo equation. This superiority results from the fact that, in 
addition to the consideration of solar radiation estimated from Tmax and Tmin used in both 
PMT and HS, the use of estimates of actual vapor pressure and wind speed in PMT 
improves the respective calculation and supports a better approach to the base physics of 
the PM-ETo equation.  
It may then be concluded that ETo trends should not be assessed when ETo is computed 
with temperature methods because these ones do not capture all climate features but are 
biased by the influence of temperature. Moreover, in case of the HS equation, because it 
does not consider wind speed effects, that bias is likely larger, particularly when the 
radiation adjustment coefficient kRs is not calibrated since its value is depending on local 
wind speed as reported above in section 4.3.2. Our conclusions are supported by McVicar 
et al. (2012) when they advocate that assessing evaporative demand trends requires 
consideration of all four primary weather variables - radiation, air temperature, wind 
speed and air humidity.  
4.3.7 Annual trends of weather variables  
Trends relative to the weather variables used to compute PM-ETo - maximum and 
minimum temperature (Tmax and Tmin, °C), sunshine duration used as estimator of 
shortwave incoming radiation (SD, h), relative humidity (RH, %) and wind speed (WS, 
m s-1) were performed using the DTS methodology. The resulting linear trends, computed 
after the KPSS test revealed a possibly non-null slope, are presented in Table 4-8.  
The linear trends for Tmax and Tmin were significantly positive for all cases (Table 4-8 and 
Figure 4-10a) and b). Tmax trends varied from 0.20 to 0.39 
oC decade-1 in the regions 
having hyper-arid and arid climates, from 0.15 to 0.38 oC decade-1 in the semiarid area 
and range 0.20 to 38 oC decade-1 in the sub-humid areas. Differently, Tmin values ranged 
from 0.20 to 0.85 oC decade-1 when the climate is arid and hyper-arid, from 0.09 to 0.66 
oC decade-1 in the semiarid region and from 0.17 to 0.70 oC decade-1 when the climate is 
sub-humid. The effect of global warming was therefore well visible in all Inner Mongolia, 
particularly through the increase of the minimum temperature, which generally exceeded 
that of Tmax (Table 4-8). The magnitude of trends could not be attributed to climate aridity 
since their ranges are not distinct among climates. However, that magnitude was likely 




Figure 4-10 Spatial distribution of annual trends of the climatic variables in Inner Mongolia: a) 
maximum temperature (Tmax), b) minimum temperature (Tmin), c) sunshine duration (SD), d) 
relative humidity (RH) and e) wind speed (WS).  
In line with large global warming detected in north hemisphere (IPCC 2014), significant 
trends for temperature rising in China have been reported by numerous authors, e.g., 
(Wang and Gaffen 2001), Cong et al. (2009) and Yin et al. (2010) for the entire China, 
Liu et al. (2010) and Wang et al. (2012) for the Yellow River Basin, Huo et al. (2013) for 
the arid north-western area. Some authors as Liu and Zhang (2013) referred that the 
influence of temperature rising was overcoming the influence of other weather variables 
and changing the ETo trend signal from negative to positive in the last decade.  
The sunshine duration trends were significantly negative for most locations (Table 4-8 
and Figure. 4.10c). Most SD trends detected in the semiarid region were negative, ranging 
-0.05 to -0.24 h decade-1. In more arid areas, SD trends were also predominantly negative. 
Differently, for the stations located in sub-humid areas SD trends were not significant or 
were positive but small (0.08-0.09 h decade-1). The spatial distribution did not reveal any 
special pattern (Figure 4.10c). Likely, the characteristics of local weather stations, 
including those of the measuring equipment used, may have influenced the cases where 







Table 4-8 Linear trends of the weather variables maximum and minimum temperature (Tmax and 
Tmin, oC decade-1), solar duration (SD, h decade-1), relative humidity (RH, % decade-1) and wind 





Tmax Tmin SD RH WS Tmax Tmin SD RH WS 
Hyper-arid      Semiarid      
Ejin 0.27 0.72 -0.08 -0.76 -0.27 Manzhouli 0.24 0.36 0.19 -0.86 -0.09 
Guaizi 0.20 0.69 0.05 -0.69 0.09 Tongliao 0.18 0.42 -0.07 -0.91 - 
Arid      Dongsheng 0.28 0.66 -* -1.25 -0.23 
Jartai 0.24 0.33 -* - -0.19 Chifeng 0.20 0.35 -* -0.44 -0.05 
Bayan knoll 0.29 0.20 -0.07 - -0.14 Jarud 0.24 0.55 -0.12 -1.39 -0.31 
Alxa R. 0.20 0.52 0.18 -0.61 -0.34 Xi Ujimqin 0.28 0.35 -0.06 -0.76 -0.27 
Erenhot 0.28 0.63 -* -0.55 -0.17 Jining 0.26 0.53 -0.05 - -0.39 
Linhe 0.30 0.85 -0.07 -1.64 -0.27 Bairin 0.21 0.51 -* -1.11 -0.10 
Mandula 0.19 0.51 -0.06 -0.74 -0.22 BaoGuotu 0.15 0.09 -* 0.40 -0.36 
Sonid 0.39 0.27 -0.06 - -0.11 Linxi 0.25 0.28 -* -0.83 -0.11 
Zhurihe 0.23 0.52 -* -0.93 -0.15 Hohhot 0.29 0.66 -0.20 -1.58 - 
Alxa L. 0.23 0.64 -0.06 -1.36 -0.13 Siziwangqi 0.30 0.50 -* -0.99 -0.46 
Urat 0.22 0.76 -0.07 - -0.11 Duolun 0.25 0.46 -0.13 -0.90 -0.08 
Semiarid      Huade 0.21 0.57 -0.09 - -0.31 
Damao 0.29 0.58 -0.17 -0.61 -0.32 Ulanhot 0.21 0.62 -* -1.31 -0.16 
Naranbulag 0.38 0.59 -* -1.19 -0.11 Hailar 0.24 0.61 -0.19 -1.07 -0.11 
Otog 0.19 0.52 -0.17 - -0.20 Dry sub-humid     
XilinHot 0.27 0.53 0.07 -1.01 - Sauron 0.19 0.35 -* - - 
XinBarag R. 0.24 0.39 -0.10 -1.27 -0.39 EjiGuna 0.35 0.38 -* -0.97 -0.19 
Dong 
Ujimqin 
0.30 0.58 -* -1.02 -0.23 Zhalantun 0.25 0.55 -* -1.14 -0.17 
Kailu 0.21 0.41 -* -0.96 -0.15 Moist sub-humid     
Abag 0.32 0.60 -0.10 -1.14 -0.12 Arxan 0.30 0.34 0.09 -1.03 -0.09 
Baotou 0.27 0.55 -0.17 -0.78 -0.33 Bugt 0.29 0.17 0.08 -0.86 -0.04 
Ongniud 0.20 0.30 0.08 - -0.11 Tulihe 0.38 0.25 -* -0.89 - 
Xin Barag L. 0.22 0.45 -0.24 -0.91 -0.43 Xiaoer Gou 0.20 0.70 -* -0.98 -0.11 
* identifies the stations where the KPSS test is not rejected but the slope is not significant. 
Che et al. (2005), relative to China as a whole, reported that over the second half of the 
20th century, there have been significant decreases in global radiation, direct radiation and 
relative sunshine duration. These authors assumed that increased aerosol loadings 
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contributed for those observed decreases in Rs. Differently, Qian et al. (2006) referred to 
the contradictory decrease in cloud cover and the decrease in radiation observed 
throughout China, then assuming this could be the consequence of air pollution. Liang 
and Xia (2005) reported a decrease in solar radiation and sunshine duration over China; 
however, relative to the northern and northeastern part of China (Inner Mongolia) their 
study has shown that most SD trends were negative but that a few locations presented 
trends for increased SD. The analysis by Shi et al. (2008), after a detailed analysis on data 
quality, confirmed negative trends in Rs however with a trend inversion after 1990. These 
authors also accepted the hypothesis of increase in aerosols as a cause for that decline in 
Rs. Tang et al. (2011b) also referred a possible inversion of Rs trends, from negative to 
positive, for several weather stations during the last two decades. Their results refer to a 
majority of negative trends in Inner Mongolia for the last decades. The assumed influence 
of aerosols loading is well discussed by Streets et al. (2006) and Norris and Wild (2009). 
In agreement with the study by Tang et al. (2011b), it may be concluded that there is 
uncertainty in the detection of Rs and SD trends due to quality of available data and to 
methodologies used for trend analysis; however, it is likely that an overall trend for SD 
and Rs decrease characterizes climate in Inner Mongolia although with variation.  
Trends of relative humidity were always negative when the KPSS trend analysis detected 
a trend, however with an opposed result for Bao Guotu, where a positive but small trend 
of 0.40% decade-1 was found (Table 4-8 and Figure 4-10d). RH trends varied from -0.86 
to -1.14% decade-1 for the stations located in sub-humid climates, from -0.76 to -1.58% 
decade-1 in the semiarid areas and from -0.55 to -1.64% decade-1 in the areas having 
hyper-arid and arid climates. Small and large trends were spread through the Inner 
Mongolia but larger RH decreasing trends occurred in areas marked by aridity.  
Wang and Gaffen (2001) analysed trends for air humidity for China as a whole. For the 
Inner Mongolia area they mostly found increasing trends for specific humidity, but 
decreasing trends for relative humidity, due to global warming, however detecting 
positive trends of RH spread throughout the Province. The global analysis on air humidity 
by Dai (2006) pointed out large positive and statistically significant RH trends over 
western China and that these RH increases resulted from large specific humidity increases 
that exceeded those in saturation humidity associated with moderate warming. Results 
were different for northeastern China where warming is important, which may justify why 
negative RH trends were found in this study. In the western arid area, our trend results 
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contradicted those of other authors, e.g., Huo et al. (2013) referred to a significant increase 
of RH in the arid NW region. However, in the middle Yellow River basin, in the central 
semiarid Inner Mongolia, a decreasing RH is reported by Liu et al. (2010) and both 
decreasing and increasing trends were referred by Wang et al. (2012). Zhang et al. (2011b) 
reported a majority of cases where decreasing trends were detected in the entire Province; 
nevertheless, increasing trends were detected for various locations spread over the whole 
area.  
Trends for wind speed are all negative with exception of Guaizi, where a small positive 
trend of 0.09 m s-1 decade-1 was detected. Smaller trends referred to sub-humid climates, 
where WS trends range from -0.04 to -0.19 m s-1 decade-1, and larger trends were detected 
for the semiarid areas, varying from -0.09 to -0.43 m s-1 decade-1.  
McVicar et al. (2012) reported that declining rates of observed near-surface WS, which 
they called terrestrial stilling, is widespread across the globe and contributed to declining 
rates of evaporative demand. Their review included a number of Chinese studies that 
highlighted the contribution of terrestrial stilling to decreasing trends of ETo. Various 
authors reported on WS decrease interesting Inner Mongolia, e.g., Huo et al. (2013) 
relative to the arid western areas, (Liu et al. 2010, 2013b) and Wang et al. (2012) for the 
Yellow River basin, in the center-western area, Zhang et al. (2011b) relative to the whole 
Inner Mongolia. The study by Guo et al. (2011) relative to the whole country allowed to 
perceive a generalized trend for WS decrease in Inner Mongolia, with larger trends for 
the semiarid areas like the one relative to the Yellow River basin. Meanwhile, Liu and 
Zhang (2013) reported an inversion of the WS decrease in recent decades in NW China, 
which included the most arid areas of Inner Mongolia and a consequence trend for ETo 
to increase, which was not detected but for the Guaizi station in the current study.  
The relationships among trends of PM-ETo and trends of the weather variables are not 
easy to interpret and define. The increasing trends of PM-ETo in the eastern areas, mainly 
in the sub-humid ones, corresponded to large positive trends of Tmax (and Tmin) combined 
with large decreasing trends of RH, thus with increased vapor pressure deficit. For several 
locations in this eastern area where ETo trends were positive it was observed that the SD 
trends were either for increasing, do not exist or point for a small decrease, thus the 
contribution of a decreasing Rs was not enough to make ETo to decrease. Moreover, the 
decreasing trends in WS were relatively small. It may be concluded that the increase in 
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ETo in the eastern Inner Mongolia, mainly where the climate is sub-humid, are likely a 
consequence of climate change, particularly related to global warming. 
In the western areas, clearly marked by aridity, trends for ETo were mostly for decreasing, 
or no trends were detected. Warming was similar to other areas but the trends for RH 
decrease are often smaller than in the eastern areas. Trends for WS decrease are also more 
often larger than in the East while no clear differences were observable relative to the SD 
decrease. The combinations of such trends likely resulted in less frequent trends for ETo 
to increase in the arid western Inner Mongolia. 
4.3.8 Seasonal trends of ETo 
To understand the contribution of intra-annual changes on the long-term trends of ETo in 
Inner Mongolia the DTS tests were applied to all the climatic variables and ETo estimation 
procedures (PM-ETo, PMT and HS) by creating four trimestral time series. Four seasons 
were considered: (a) December–January–February (DJF, winter), consisting of the cold 
and dry season, when air temperatures are very low, generally negative; (b) March-April-
May (MAM, spring) corresponding to the transition from the cold winter to the hot 
summer; (c) June-July-August (JJA, summer) that consists of the warm and wet season; 
and (d) September-October-November (SON, fall), which corresponds to the transition 
from the summer to the cold and dry winter. ETo showed increasing trends in spring 
(MAM) in the eastern areas (Figure 4-11), mainly those having sub-humid climates, but 
the majority of locations did not show trends. In the western area, no trends were detected 
except for Guaizi. In this season, the Tmax increasing trends were often not high or are not 
detected mainly in the western area; however, Tmin rises were detected for all locations 
(Figure 4-12). Opposing to annual results, no trends or small trends were detected for SD 
for most locations. Relative to RH, small trends for declining were identified for most 
locations, with no significant trends in the remaining stations. A decline in WS was quite 
often observed (Figure 4-12). These trends in weather variables, likely resulting from 
large impacts of global warming in the sub-humid areas, explain why ETo was more often 





Figure 4-11 Spatial distribution of the seasonal trend analysis applied to PM-ETo: a) MAM 
(March, April and May), b) JJA (June, July and August), c) SON (September, October and 
November), d) DJF (December, January and February) and e) annual.  
In summer (JJA), trends for ETo increase were mainly detected in the central semiarid 
areas and no trends or contradictory trends were detected in the eastern and western areas 
(Figure 4-11). Positive trends for Tmax were now generalized, with smaller trends in the 
arid West (Figure 4-12). Tmin increases were identified everywhere. Due to global 
warming influences, RH decreased for the majority of locations, without identification of 
trends mainly in the arid western area. Relative to SD, most locations did not show trends 
or trends were contradictory. WS decreased were identified in all areas but mixed with 
no trends. Positive trends for ETo were therefore clearly a consequence of global warming 
in the central semiarid area. 
In the fall season (SON) most ETo trends were for declining in the arid central and western 
areas and for increase in the sub-humid eastern areas (Figure 4-11); several locations have 
shown no trends. Increasing trends of Tmax were identified in all Inner Mongolia but with 
less significance in the East; differently, Tmin increased everywhere with few exceptions 
(Figure 4-12). RH shows a negative trend everywhere but no trends were detected in the 
West. The majority of identified trends for SD were for decrease, mostly in the central 
area. Trends for WS were generally to decrease. Trends for ETo were therefore compatible 









Figure 4-12 Spatial distribution of the trend analysis of seasonal climatic variables in Inner Mongolia 
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caused a decrease in ETo mainly in the area extending between the arid and the dry sub-
humid areas.  
ETo trends in winter were not clear (Figure 4-11). Tmax showed to increase only in the 
central-western area without showing any trend in the East. Tmin showed to increase for 
most locations but the northeastern area. SD showed to decrease in many locations but no 
trends were detected in most stations. A decrease in RH was identified mainly in the 
eastern areas while WS showed to decrease for most stations. The increase in ETo in the 
East (Figure 4-11) is likely due to the combined effect of the Tmin increase combined with 
the decrease of RH (Figure 4-12).  
The results in this study were compatible with those of other studies applied to China 
(e.g., Zhang et al. 2011b) or to the middle Yellow River (Wang et al. 2012). However, in 
most studies the seasonality of trends were addressed through average values and not 
through spatially distributed values as it was used in the present study (e.g., Gao et al. 
2006; Cong et al. 2009). In addition, different definitions of seasons were adopted (Liang 
et al. 2010; Zhang et al. 2011b).  
4.4 Conclusions 
The performance of HS and PMT temperature methods to estimate ETo at a daily time 
scale was assessed for Inner Mongolia, covering a variety of climates, by comparing ETo 
PMT and ETo HS with PM-ETo. Relative to the PMT method, good results were obtained 
when a correction of Tmin was adopted to estimate Tdew in locations marked by aridity and 
using an empirical equation to calculate Tdew from Tmax and Tmin in moist sub-humid areas 
and locations with extremely low temperature. Impacts of strong wind speed in arid 
locations could be overcome by using a local or regional wind speed average instead of 
the common default value of 2 m s-1. However, this approach did not decrease the 
estimation errors at all locations because other factors associated with high wind speed 
also contributed to high RMSE values, e.g., extreme temperatures, low relative humidity, 
and changes in the transparency of the atmosphere due to dust produced by wind erosion. 
Results have shown that an appropriate calibration of the radiation adjustment coefficient 
(kRs) is essential for appropriately using both the PMT and HS methods. The kRs values 
calibrated for both temperature methods have shown to decrease from the hyper-arid to 
the moist sub-humid climates and were quite similar for both the HS and PMT methods. 
Because the HS equation does not include a wind speed term, it was observed that the 
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calibrated values for kRs were higher in windy locations, hence indicating that kRs played 
a main role in adjusting HS results for arid and windy locations.  
The spatial patterns of PM-ETo, ETo PMT and ETo HS were analyzed by applying PCA with 
R-Mode and Varimax rotation to the sets of 10 variables derived from the three ETo 
estimation methods. The spatial pattern relative to PC1 identified nearly the same sub-
regions with PM-ETo, ETo PMT and ETo HS data sets, with the PC-scores variability close 
to that found for the aridity index. Differently, results for PC2 show that ETo PMT and 
ETo  HS have a different behavior from that of PM-ETo, thus indicating that it is not 
indifferent to use a full data set or only temperature data for computing ETo. 
It was observed that, comparing the ETo PMT and ETo HS, ETo PMT was superior to ETo HS 
for most locations and throughout all climates. The advantages resulting from using the 
ETo PMT refer to obtain a smaller RMSE, to follow the conceptual approach of the PM-
ETo method and to have the possibility for replacing the missing variables by their 
alternative estimators while using all other observed variables. Further detailed studies 
are advisable for humid climates and for high elevation conditions.  
The temporal analysis applied to the varied climates of Inner Mongolia led to conclude 
that ETo trends are influenced by the aridity of the climate, with increased trends in sub-
humid areas and decreasing trends in the areas highly marked by aridity. In the semiarid 
areas both positive and negative trends were observed, with increasing trends 
predominating in the western area, where aridity tends to be higher, and decreasing ones 
in the eastern one, close to the sub-humid areas. It was apparent that significant increases 
in temperature are often overcoming the influence of other meteorological factors and a 
direct relation between ETo trends and aridity was not possible to fully assume. Results 
were compatible with most of those in literature.  
Trends detected for ETo computed with the PMT and HS temperature approaches were 
only positive, thus contradicting the trends detected for PM-ETo. These results reflect a 
bias for trends estimation because ETo PMT and ETo HS were computed with only Tmax and 
Tmin. Nevertheless, the PMT approach revealed better than the HS equation because 
trends relative to ETo PMT time series led to much less contradictory trends relative to PM-
ETo comparatively to ETo HS. However, the fact that the PMT and HS methods base upon 
temperature data only make them inappropriate to detect trends in ETo when it is known 




The relationships among trends of PM-ETo and trends of the weather variables explain 
the spatial features of detected trends. The increasing trends of PM-ETo in the eastern 
areas, mainly in the sub-humid ones, correspond to large positive trends of temperature 
combined with large decreasing trends of RH, thus with increased vapor pressure deficit. 
On the other hand, the the global warming impacts were not affected by the decreases in 
SD and WS. In the western areas, clearly marked by aridity, trends for ETo were mostly 
for decreasing, or no trends were detected because trends for temperature and RH are 
insufficient to overcome the decreasing trends of SD and WS. The combinations of such 
behaviors likely resulted in less frequent trends for ETo to increase in the arid western 
Inner Mongolia. The consideration of seasonality of trends in weather variables helped to 
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 Assessing monthly and daily reference evapotranspiration 
estimation from reanalysis weather products.  
Abstract. Computing crop reference evapotranspiration (ETo) with the FAO Penman-
Monteith method (PM-ETo) requires maximum and minimum air temperature, shortwave 
radiation, relative air humidity and wind speed. These data are often not available, thus 
requiring alternative computation procedures. Although some proposed approximations 
may provide ETo values with small estimation errors, the physics of the 
evapotranspiration processes may then not be well described. The use of reanalysis data, 
which is common in climate studies, represents an alternative to observation data for the 
weather variables referred above, when these are not available. The present study focus 
on the use of the National Center for Environmental Prediction/National Center for 
Atmospheric Research (NCEP/NCAR) blended reanalysis products with gridded data sets 
for the computation of PM-ETo in the Iberian Peninsula considering that a monthly time-
step was adopted. The PM-ETo time series computed with the blended reanalysis data sets 
were compared with those obtained using observations for 130 weather stations in the 
Iberian Peninsula. Results showed that the PM-ETo computed with blended reanalysis 
compared well with the series computed from observation data (average root mean square 
error, RMSE=0.49 mm d-1). The weather variables derived from reanalysis were also 
compared with observation data. Results supported the quality of ETo computations 
because, overall, there was a good match between solar radiation (average RMSE = 1.76 
MJ m2d-1) and maximum temperature (average RMSE=1.48 ˚C) derived from reanalysis 
and in situ observations. By contrast, the wind speed from reanalysis highly over-
estimated observations and this is likely a reason for the slight over-estimation of ETo 
computed from reanalysis (percentage bias, PBIAS>20% in 89% of cases). In addition, 
the reanalysis products are apparently influenced by modelled warming, which 
contributes to over-estimation of the minimum temperature and, to a lesser extent, of the 
relative humidity. The spatial pattern of accuracy indicators revealed that poorer results 
corresponded to the southern and south-eastern coastal areas of Iberia, where climate is 
semi-arid. The compatibility of the PM-ETo computed with monthly inputs and of the 
daily ETo cumulated to the month, using the PM-ETo equation was confirmed, thus 
allowing to extend conclusions of this study to daily computations. Alternative reanalysis 
products were also assessed. Tests for ERA-Interim reanalysis products revealed over-
estimation of ETo and those for NCEP/NCAR Reanalysis II have shown large under-
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estimation. Results suggested that the blended reanalysis products are suitable for the 
estimation of ETo in Iberia since they integrate an appropriate correction of radiation and 
temperature, which proved essential for the good estimation results obtained. ERA-
Interim data products were also used to assess the accuracy of daily PM-ETo and 
comparing 3 levels of bias-corrections approaches to adjust PM-ETo to local conditions 
in Portugal using 24 weather stations: (i) an (uncorrected) PM-ETo based on the individual 
weather variables for the nearest grid point to the weather station; (ii) the previously 
calculated PM-ETo corrected for bias with a simple bias-correction rule based only on the 
nearest grid point; and (iii) the PM-ETo corrected for bias with a more complex rule 
involving all grid points in a 100 km radius of the weather stations. Cross-validation was 
used to allow evaluating the uncertainties that are modelled independently of any forcing. 
Results showed that PM-ETo from reanalysis, without bias correction, is strongly 
correlated with PM-ETo (R
2>0.80) but tends to over-estimate PM-ETo, with the slope of 
the regression forced to the origin b0 ≥ 1.05, a mean RMSE of 0.79 mm day
−1, and with 
EF generally above 0.70. Cross-validation results showed that using both bias correction 
methods improved the accuracy of estimations, in particular when a monthly aggregation 
was used. In addition, results showed that using the multiple regression correction method 
outperforms the additive bias correction leading to lower RMSE, with mean RMSE of 
0.57 and 0.64 mm day−1 respectively. 
Keywords: FAO Penman-Monteith ETo; NCEP/NCAR reanalysis; ERA-Interim; accuracy 
indicators; statistical bias-corrections; cross-validation 
5.1 Introduction 
Evapotranspiration (ET) is a key variable in both the atmospheric and terrestrial branches 
of the hydrological cycle and plays a major role in quantifying the water balance at 
various scales, from the crop field to the hydrological basin. Knowledge of ET is essential 
in water resources management, for both natural and agricultural ecosystems, particularly 
for irrigation (Allen et al. 1998). There are various approaches for measuring and 
estimating ET at those scales, depending upon the available data and the goals (Pereira et 
al. 1999; H. J. Farahani et al. 2007; Allen et al. 2011; Glenn et al. 2011; Wang and 
Dickinson 2012; Liou and Kar 2014). 
The Penman-Monteith equation (Monteith 1965) can be applied directly to estimate ET 
(one-step approach) when purposefully parameterized for the specific vegetation and 
environment conditions but requirements for parameterization may be challenging; 
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hence, the most common approach to estimating evapotranspiration from vegetation is 
adopting the two-step approach (Kc – ETo), where a crop coefficient (Kc) for the 
considered vegetation multiplies the crop reference evapotranspiration (ETo) to estimate 
crop (vegetation) evapotranspiration (Jensen 1968; Doorenbos and Pruitt 1977; Allen et 
al. 1998). As revised by Pereira et al. (2015), the use of the Kc – ETo approach continues 
to be the most important in agricultural applications, both because it is less demanding 
for accurate use relative to the one-step method, and due to its accuracy, particularly when 
adopting the dual Kc approach (Allen et al. 2005; Allen and Pereira 2009; Rosa et al. 
2012). In addition to agriculture, ETo is used for other hydrologic purposes and in drought 
indices combining precipitation and evapotranspiration data (Dai 2011; Paulo et al. 2012; 
Vicente-Serrano et al. 2015).  
The definition of reference evapotranspiration is traceable to Jensen et al. (1970). 
Doorenbos and Pruitt (1977) adopted grass as the reference crop. Later, FAO adopted the 
Penman-Monteith equation parameterized for cool season grass to describe ETo that 
resulted in the standardized grass reference crop (ETo) equation, generally referred to as 
the PM-ETo equation (Allen et al. 1998). The PM-ETo equation has become the reference 
ETo equation (Pereira et al. 2015). 
The computation of the PM-ETo equation requires observation of various climate 
variables: solar radiation (Rs) or sunshine duration, air relative humidity (RH), maximum 
and minimum temperature (Tmax and Tmin) and wind speed at 2 m height (u2). While Tmax 
and Tmin are reasonably well observed at most networks of weather stations in all 
countries, records of the other variables are usually only available for a limited number 
of stations, generally over short time spans and/or with many missing values. When 
observed, they are often expensive if meteorological services commercialize them. In 
addition to gaps in the data, the quality of observed data is often not appropriate for 
accurate calculations (Allen 1996).  
The various problems with data availability led researchers to develop alternative ways 
of estimating ETo or different approaches to obtaining data. Temperature based equations, 
such as the Hargreaves-Samani (HS) equation (Hargreaves and Samani 1985), and the 
adoption of alternative estimators of the parameters of the PM-ETo equation using 
temperature data (Allen et al. 1998), often called the PMT approach, have been analyzed 
by many authors (Paredes et al., 2018a; Pereira et al. 2003; Popova et al. 2006; Jabloun 
and Sahli 2008; Trajkovic and Kolakovic 2009; Gocic and Trajkovic 2010; Todorovic et 
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al. 2013; Raziei and Pereira 2013b). Also, adopting temperature-based methods may lead 
to biased results due to the effects of global warming as analyzed in Chapter 4. However, 
most recent papers refer to a panoply of equations and do not consider the PMT approach 
(e.g., Tabari et al. 2013; Vicente-Serrano et al. 2014). Alternative approaches to compute 
ETo include the use of artificial neural networks (ANNs), fuzzy and neuro-fuzzy systems, 
genetic algorithms, and multiple regression analyses (e.g., Partal 2009; Martí et al. 2011; 
Shiri et al. 2012; Cristea et al. 2013; Kisi and Cengiz 2013; El-Shafie et al. 2013). 
Nevertheless, there is no replacement for basic physics as represented in the PM-ETo 
formulation, and the estimation of individual weather inputs to the PM equation has the 
merit of allowing an explicit review of the estimates and their accuracies prior to 
computations (Pereira et al. 2015). The issue of unavailability of observation data is often 
resolved by interpolating the values of surrounding observations, using gridded data, 
remote sensing or mesoscale model-based downscaled data sets (McVicar et al. 2007; 
Hart et al. 2009; De Bruin et al. 2010, 2012, 2016; Martí and Zarzo 2012; Raziei and 
Pereira 2013a; Srivastava et al. 2016). Nevertheless, applications of reanalysis products 
for the computation of ETo are lacking, which will be dealt in this paper.  
Global atmospheric reanalysis data sets can provide the required variables for ETo 
estimation. However, reanalysis data may not be an adequate surrogate for weather data 
influencing hydrological processes as referred by Trenberth et al. (2014) who used 
reanalysis data for drought analysis but clearly identified the need for free access to 
observation data for more accurate drought analysis and global warming influences. 
Several sources for global reanalysis products are available for ETo estimation, in 
particular those from the European Centre for Medium-range Weather Forecasts, 
ECMWF, such as ERA-40 (Uppala et al. 2005) and ERA-Interim (Dee et al. 2011), and 
from the National Center for Environmental Prediction–National Center for Atmospheric 
Research, namely the NCEP/NCAR Reanalysis I (Kalnay et al. 1996) or the NCEP–DOE 
AMIP-II Reanalysis (Kanamitsu et al. 2002). The main advantages of the reanalysis 
products are their spatial and temporal consistency over 3 or more decades, the fact that 
several variables are available with free access to the data, and steadily improved model 
resolution and biases (Sheffield et al. 2006). Limitations are the coarse spatial resolution 
of the reanalysis products and the fact that their reliability seems to vary with the location, 
time period, and variables considered. Nevertheless, reanalysis products have already 
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been successfully used by many authors to represent the spatio-temporal variability of 
surface climate variables (Sheffield et al. 2004; Srivastava et al. 2013; Hwang et al. 2014).  
Few studies focused on ETo computation with reanalysis, comparing computed values 
with observed data. Generally, their use implied adopting downscaling models, e.g., Ishak 
et al. (2010) used the MM5 numerical weather model and (Srivastava et al. 2013, 2015) 
adopted the WRF mesoscale model for downscaling weather variables ERA-40, ERA-
Interim and NCEP reanalysis products. Srivastava et al. (2014) used the WRF model 
coupled with the Noah Land Surface Model for rainfall-runoff modeling purposes and 
found that the ETo derived from ECMWF compared well with the observed data sets. 
However, differently from the current study, these applications refer to a small catchment 
area and to a short time step computation approach.  
Sheffield et al. (2006) used a combination of the NCEP/NCAR Reanalysis I with 
observation-based data sets, which resulted in a blended product that retains the 
consistency and continuity of the reanalysis but constrains it to the best available global 
observation data sets. This data set adjusts the short-term (daily and diurnal) variations to 
match observations where they are available and maintains interrelations between the 
variables (Sheffield et al. 2012). These reanalysis products were also used to assess spatial 
variation and temporal trends of drought over the globe using the Palmer Drought 
Severity Index, with ET computed from that data set (Sheffield et al., 2012). 
The main objective of the present study is to assess the performance of the above referred 
reanalysis products, hereafter called blended reanalysis, in estimating monthly PM-ETo 
for the Iberian Peninsula. This approach is innovative and necessary for computing the 
PM-ETo equation in terms of estimating ETo when full data sets are not available. The 
objective encompasses the quality assessment of estimating each reanalysis variable used 
to compute PM-ETo by comparing the reanalysis and observed variables. A 
comprehensive set of statistical indicators was used to assess how monthly computed 
reanalysis weather variables and PM-ETo compared to corresponding values of in situ 
observations. Moreover, two additional sections were added to this study: (1) to better 
understand the differences in ETo between other reanalysis productions, with and without 
bias correction and (2) to evaluate the performance of computing daily ETo, with 
reanalysis weather data relative to the PM-ETo, to support irrigation management, while 




A global blended reanalysis data set of near-surface meteorological data for the period 
1948-2008, with a spatial resolution of 0.5 degrees (Sheffield et al. 2006), was used to 
estimate PM-ETo. This data set was selected because (1) it incorporates several 
corrections implemented to temperature and radiation data, which are key variables for 
estimating ETo; (2) it spans more than 60 years of gridded global data, (3) it is available 
at different spatial resolutions (0.25ox0.25o, 0.5ox0.5o and 1.0ox1.0o), and (4) it is suitable 
for drought climate studies (Sheffield et al. 2012). The 0.5ox0.5o spatial resolution was 
used in the current study because the 291 grid-points available for the Iberian Peninsula, 
with that resolution to compare well with the 130 observed weather stations in Portugal 
and Spain (Figure 5-1).  
The monthly time-scale was selected because the ETo formulation for the monthly and 
the daily time steps is the same (Allen et al. 1994) with differences only in the 
computation of soil heat flux density (Allen et al. 1998). Moreover, this reanalysis 
application was mainly oriented to develop alternative approaches to accurately compute 
monthly ETo for use in drought indices like the Palmer Drought Stress Index (PDSI) 
(Palmer 1965) and its modification for Mediterranean environments (Chapter 6). To 
better support this assertion, monthly ETo estimated with monthly averaged values of the 
full set of variables (Rs, RH, u2, Tmax and Tmin) were compared with the monthly totals of 
daily ETo computed with the same variables. This comparison is presented in Section 5.3. 
The blended reanalysis data set results from combining several global observation-based 
data sets with the NCEP/NCAR Reanalysis I (hereafter NCEP1). The blended reanalysis 
data set was corrected for biases in the precipitation and other near-surface meteorological 
variables (Sheffield et al. 2006) to avoid producing significant errors when estimating 
surface water balances and energy budgets. Such bias corrections were applied to the 3-
hour time scale values of temperature and shortwave radiation so that their monthly mean 
were consistent with the monthly values of the observed data sets (Sheffield et al. 2006). 
Although no bias correction was considered for specific humidity, air pressure and wind 
speed, adjustments were made to the specific humidity and air pressure gridded data sets, 




Figure 5-1 Spatial distribution of the reanalysis grid points (at each 0.5°) and the 130 Portuguese 
and Spanish weather stations over the Iberian Peninsula 
Monthly means of Tmax and Tmin (K), wind speed (u10, m s
-1 at 10 m height) and Rs (W 
m- 2) were retrieved from the blended data set at a 0.5o x 0.5o spatial resolution for the 
Iberian Peninsula (Figure 5-1), available at http://hydrology.princeton.edu/. The retrieved 
u10 was adjusted for 2 m (u2) using a logarithmic wind speed profile (Allen et al. 1998). 
Monthly reanalysis RH (%) values were estimated from daily blended reanalysis data sets 
relative to specific humidity (kg kg-1), surface level pressure (kPa) and Tmax and Tmin with 
a spatial resolution of 1.0o x 1.0o degree. The use of this coarser resolution was due to 
inconsistencies in the downscaling of the specific humidity in the 0.5o x 0.5o grid. These 
RH values were then accumulated to the monthly time scale and downscaled to the 
0.5o  x  0.5o grid by ordinary kriging, in order to match the resolution of the other 
variables. The flow-chart of the procedure used to retrieve the reanalysis data and to 
compare them with observations is shown in Figure 5-2. That comparison is dealt with in 
Section 5.3. 
To evaluate the performance of computations using the blended reanalysis data set, 
observation data of 130 Portuguese and Spanish weather stations, geographically 
distributed over Iberia (Figure 5-1), were used. The stations were selected based on the 
availability of all the weather variables required for estimating PM-ETo. Data for 21 
stations in Portugal was provided by the ‘Instituto Português do Mar e da Atmosfera’ 
(IPMA) relative to periods from 19 to 60 years, starting from 1948 to 1976 and ending 
between 1991 and 2008. For southern Portugal, data for 10 other stations were provided 
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by the ‘Centro Operativo e Tecnológico de Regadio’ but covering only 3 to 8 years and 
all ending by 2008. Data relative to the Spanish stations were provided by the ‘Sistema 
de Información Agroclimática para el Regadío’ for a time span of 3 to 10 years, in most 
cases starting in 2000 and ending in 2008.  
The gridded reanalysis data sets do not coincide with the weather stations used for the 
evaluation (Figure 5-1). An interpolation applied to the gridded data set was therefore 
required. Ordinary kriging was used for the ETo computed by reanalysis and to downscale 
RH from the 1o x 1o to the 0.5o x 0.5o grid. Ordinary kriging was selected because it was 
previously used to interpolate local temperatures and precipitation to regular gridded data 
sets applied to Spain and Portugal (Belo-Pereira et al. 2011; Herrera et al. 2012). 
For each month (January to December) and every year, a variogram model was fitted. For 
each fit, four different variogram models were considered: exponential, spherical, 
Gaussian and power models. The most adequate variograms were selected by comparing 
the sum of squared errors associated with the fitted model. Then the selected variogram 
model was applied to predict the values of each weather variable at every weather station. 
The retrieval of the gridded data sets was done using the ncdf package (Pierce 2014) for 
the R programming language (R Core Team 2014) and the interpolation procedure was 
performed using the gstat package (Pebesma 2004). 
Briefly speaking, the ETo was obtained here from a three-step sequential algorithm: a) 
monthly averaging of inputs; b) calculation of ETo from input data; c) kriging from 
reanalysis grid points to observation points (Figure 5-2). Any of the six possible step 





Figure 5-2 Flow chart of the procedure to estimate PM-ETo from reanalysis data and comparing 
with observations. 
5.3 Methods 
5.3.1 Reference Evapotranspiration 
The PM-ETo equation describes grass reference evapotranspiration, i.e., the rate of 
evapotranspiration from a hypothetical crop with an assumed fixed height (12 cm), daily 
surface resistance (70 s m−1) and albedo (0.23), approximately resembling the 
evapotranspiration from an extensive surface of a disease-free green grass cover of 
uniform height, actively growing, completely shading the ground, and with an adequate 
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water and nutrient supply (Allen et al. 1998). The PM-ETo equation for the calculation of 







       
(4.1)
 
where ETo is the grass reference evapotranspiration (mm day
-1), Rn is the net radiation at 
the crop surface (MJ m-2 day-1), G is soil heat flux density (MJ m-2 day-1), T is the mean 
daily air temperature at 2 m height (°C), u2 is wind speed at 2 m height (m s
-1), es is 
saturation vapor pressure (kPa), ea is actual vapor pressure (kPa), es-ea is vapour pressure 
deficit (kPa), Δ is the slope of the vapor pressure curve (kPa °C-1), and c is the psychrometric 
constant (kPa °C-1).  
The PM-ETo equation (4.1) can be re-written as a function of the standard meteorological 
variables Rs, RH, Tmax, Tmin and u2 see Allen et al. (1998) for details. To ensure the 
integrity of computations, the weather measurements should be made at 2 m (or converted 
to that height) above an extensive surface of green grass, shading the ground and not short 
of water. The parameters of equation (4.1) are preferably estimated from the observed 
climatic variables following the standard methods proposed by Allen et al. (1998). When 
the shortwave radiation Rs (MJ m
-2 day-1) is not measured, it can be estimated from the 
observed sunshine duration with the Angström (1924) equation: 
Rs = (as + bs
ns
Ns
) Ra         (5.1) 
where ns is actual duration of sunshine (hour), Ns is maximum possible duration of sunshine 
or daylight hours (hour), Ra is the downwelling shortwave extraterrestrial radiation (MJ m
-2 
day-1), as is the coefficient expressing the fraction of Ra reaching the earth on overcast days 
(ns = 0), and as+bs is the fraction of extraterrestrial radiation reaching the earth on clear 
sky days (ns = Ns). The values as = 0.25 and bs= 0.50 are recommended when these 
fractions are not calibrated (Allen et al. 1998; Azorin-Molina et al. 2015). Extraterrestrial 
radiation Ra and daylight hours Ns are computed for any given day as a function of the 
latitude of the site (Allen et al. 1998).  
Vapor pressure deficit (VPD) was estimated as the difference between the saturation and 
the actual vapor pressure (es and ea respectively). es is computed as the average of es(Tmax) 
and es(Tmin). When using mean relative humidity (RHmean, %), the actual daily vapor 
pressure ea is computed as Allen et al. (1998): 
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]        (5.2) 
In the present study, the PM-ETo was estimated for all considered grid points over the 
area using full weather variables provided by the blended reanalysis. These equations (5.1 
and 5.2) were used with observation data when Rs and ea were not available.  
5.3.2 Statistical assessment of reanalysis variables and ETo 
To evaluate the performance of the data sets in representing the amplitude and time 
variation of ET variable inputs and evapotranspiration, we compared reanalysis variables 
with observations over the Iberian Peninsula and the PM-ETo series estimated using 
reanalysis variables with those computed from observations at all stations.  
The comparison of a set of in situ observations Oi with a set of corresponding values Pi 
obtained by an alternative method has been addressed in numerous papers, among which 
Nash and Sutcliffe (1970), Legates and McCabe (1999) and (Moriasi et al. (2007) and, 
for the specific context of assessing the quality of ETo computations, Todorovic et al. 
(2013 and Raziei and Pereira (2013b). Various statistical performance indicators have 
been suggested, as means of assessing the quality of the Pi estimates. In this study, seven 
indicators were used to measure the quality of M values based on reanalysis data (Pi) as 
estimates of the in situ (Oi) values. These indicators are defined below.  
In an Ordinary Least Squares (OLS) regression of the ETo values resulting from 
computations with reanalysis data (yi = Pi) on ETo values computed with observations (xi 
= Oi) the fitted regression line has equation y=a+bx ( P̂ a bO  ) with the regression 
coefficient (slope) given by:  
b = CovOP sO
2⁄           (5.3)  
and the intercept by a = P̅ − bO̅, where CovOP is the covariance between the values Oi 
and Pi, sO
2  is the variance of Oi, and P̅ and O̅ are the mean values of Pi and Oi. The overall 
quality of the regression line fit over the n available samples can be measured by the 









2.         (4.7) 
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Ideally, the fitted line would be ˆi iP O , i.e. (b=1 and a=0) and R
2 would be equal to its 
maximum value of 1. But, as Legates and McCabe Jr. (1999) correctly point out, it is 
possible to have a very high value of R2, but with a different regression line, so that a high 
value of R2 is, in itself, insufficient to state that there is good overall agreement between 
observed and estimated values. Likewise, the interpretation of the parameters values a 
and b is not always straightforward. If b is very close to 1, a>0 indicates overestimation 
and a<0 indicates underestimation. Nevertheless, for regression coefficients b further 
from 1, the meaning of a is not always clear. Since the OLS regression line will always 
cross the sampling average (O̅,P̅) of the scatterplot, b>1 suggests underestimation for 
smaller values of Oi but overestimation for larger Oi.  
An alternative is to use a linear regression Forced To the Origin (FTO) (Eisenhauer 2003), 
with equation y=b0x between predicted (y) and observed (x) values. This model assumes 
proportionality between reanalysis-based and in situ values, the slope b0 being the 
















.         (4.6) 
The FTO regression line is less flexible than the OLS line as a model, since there is only 
a single free parameter; it is sensitive to additive changes of scale (such as those involved 
in converting from oF to oC); and it is forced to cross the origin, which may well be a 
convention, rather than an absolute reference point. Despite these important drawbacks, 
our experience indicates that the FTO slope b0, being an overall constant of 
proportionality between the values, can often be better interpreted as a measure of bias 
than the OLS slope b, with b0>1 suggesting overestimation and b0<1 underestimation. 
The standard OLS regression line is also a proportionality model, but between the 
deviations of each set of values from their means rather than between the values 
themselves, since its equation can be re-written as (y − y̅) = b(x − x̅). 
Other accuracy indicators used to compare the weather variables obtained from reanalysis 
(Pi) with observed data (Oi) are: 






         (4.8)  
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which has the same units as the variable under analysis. RMSE measures overall 
discrepancies between observed and estimated values and the smaller, the better.  
The normalized RMSE (NRMSE) (Janssen and Heuberger 1995) that is defined as the 
ratio between RMSE and the mean of observations O̅,  
NRMSE =  
RMSE
O̅
         (5.4) 
Since it is normalized, NRMSE is dimensionless, making it easier to compare its values 
for different variables. 
The Percent Bias (PBIAS) (Gupta et al. 1999), which is a bias indicator that measures the 
average tendency of the simulated data to be larger or smaller than their corresponding 












x 100%       (5.5)  
PBIAS = 0 denotes a prediction with no mean bias. Positive values indicate an over-
estimation bias, and negative values indicate an under-estimation bias.  
The efficiency of modelling (EF) (Nash and Sutcliffe 1970) that provides an indication 
of the relative magnitude of the mean square error (MSE=RMSE2) and the observed data 
variance (Legates and McCabe 1999):  







2          (4.9) 
i.e., compares “noise” with “information” (Moriasi et al. 2007). The maximum value EF 
= 1.0 can only be achieved if there is a perfect match between all observed (Oi) and 
predicted (Pi) values, a case in which RMSE=0, R
2=1 and both fitted regression lines have 
equation y=x. For values of EF close to 1, the “noise” is negligible relative to the 
“information”, implying that reanalysis-based values of ETo are a good reflection of the 
in situ values. Negative values of EF are possible, indicating that MSE is larger than the 
observed data variance. As Legates and McCabe Jr. (1999) correctly stressed, this means 
that it would be better to use the mean O̅ of observed values, rather than the predicted 
values Pi.  
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The joint assessment of this set of indicators provides a good understanding of the quality 
of prediction of weather variables and ETo when using the reanalysis based data. In 
addition, scatterplots and the regression lines between observations and reanalysis data 
were also analyzed for every variable set. In the following, the subscripts REAN and OBS 
are used to identify the variables and ETo relative to, respectively, the reanalysis and 
observation data sets.  
5.3.3  Montly vs. daily ETo computations 
Following Allen et al. (1998), the monthly ETo (mm day 
-1) was computed with Equation 4.1 
using the monthly averages of the weather variables with G (MJ m-2 d-1) estimated as G = 
0.14 (Tmonth – Tprevious-month). This results from the fact that the linearized version (first order 
Taylor expansion) of the PM-ETo equation around the monthly values of wind, 
temperature, pressure, vapor pressure and shortwave radiation is quite accurate on a daily 
basis if the daily anomalies with respect to monthly-means are not extreme. This was 
assumed when developing the FAO-56 guidelines (Allen et al. 1994). To verify that 
assumption in the current study, ETo computed using 30-day average weather data was 
compared with the daily ETo cumulated to the month in 15 weather stations representing the 
range of climates of the Iberian Peninsula. Equation 4.1 was used for both scales. Results in 
Table 5-1 and Figure 5-3 support the above mentioned assumption. This assumption is 
made, although not explicitly, in studies relative to assessing alternative ETo equations by 
comparing them with the FAO reference PM-ETo using monthly computations (McVicar 
et al. 2007; Todorovic et al. 2013; Vicente-Serrano et al. 2014; Azorin-Molina et al. 
2015). Results showed b0 and b close to 1.0, R
2=1.0, RMSE close to 0.10 mm d-1, very 













Table 5-1 Performance indicators relative to the comparison between ETo computed with monthly 




b0 b a  
(mm d-1) 
R2  RMSE  
(mm d-1) 
EF PBIAS (%) 
Vila Real 1.00 0.99 0.04 1.00 0.09 1.00 0.30 
Bragança 1.01 1.00 0.02 1.00 0.10 1.00 0.80 
Lerma 0.99 0.98 0.03 1.00 0.10 1.00 -0.20 
Monte Julia 1.00 1.01 -0.03 1.00 0.11 1.00 0.20 
Castelo Branco 1.01 1.00 0.03 1.00 0.11 1.00 0.80 
Aldehuela del Jerte 0.99 0.99 0.02 1.00 0.11 1.00 -0.50 
Puig 0.98 0.98 0.00 1.00 0.10 0.99 -1.50 
Lisboa 1.00 0.99 0.04 1.00 0.08 1.00 0.50 
Portalegre 1.00 0.99 0.10 1.00 0.13 1.00 1.10 
Barajas de Melo 1.00 0.99 0.05 1.00 0.16 1.00 0.40 
Chiclana de Segura 1.00 1.00 0.03 1.00 0.13 1.00 0.40 
Altea 0.99 0.98 0.06 1.00 0.10 1.00 -0.40 
Faro 1.00 0.99 0.06 1.00 0.09 1.00 0.40 
Cabezas de S. Juan 1.00 1.00 0.03 1.00 0.10 1.00 0.50 
Tabernas 1.00 0.99 0.01 1.00 0.10 1.00 -0.10 





Figure 5-3 Examples of linear regressions between ETo computed with monthly averages of the 
weather variables and daily ETo cumulated to the month when computed with daily values of the 
same variables (ETo D). The map identifies the locations of the selected weather stations. 
5.4 Results and Discussion 
5.4.1 Evaluating ETo estimates using reanalysis products 
The statistical indicators described in 5.3.2 were used to compare the PM-ETo (Equation 
4.1) derived from blended reanalysis products with those computed with weather 
variables observed at 130 weather stations across the Iberian Peninsula. In addition to 
comparisons focusing on the blended reanalysis products, other comparisons were also 
performed for 15 selected weather stations using the NCEP–DOE AMIP-II Reanalysis 
(NCEP2) and ERA-Interim aiming at a comparative assessment of the three sets of 
reanalysis products. Results are discussed in Section 5.4.4. Furthermore, the same set of 
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statistical indicators were used to assess the accuracy of daily ETo using ERA-Interim 
reanalysis compared to 24 weather stations located in continental Portugal (Section 5.4.5) 
Table 5-2 shows the frequency distributions (among the 130 cases) of the indicators. 
Results showed that indicators for ETo were overall very good, i.e., the values of ETo REAN 
were generally close to ETo OBS. R
2 values were very close to 1.0, with R2 > 0.90 for all 
cases and R2 > 0.95 for most (97%). In nearly 40% of sites, the OLS coefficient of 
regression, b, was in the interval 0.95-1.05 and for 70% of stations in the interval 0.85-
1.15. However, 75% of the b values were greater than 1.0. The b0 FTO slope behaved in 
a similar way to b (Table 5-2), with most b0 values in the interval 0.95-1.15 and with the 
highest frequency in the interval 1.05-1.15.  
Table 5-2 Frequency (%) distribution of the performance indicators comparing ETo computed 
with reanalysis products with ETo computed from observed weather data. 
Intervals of R2 (%) Intervals of b (%) Intervals of b0 (%) 
]0.95, 1.00] 96.9 ]1.30, [  0.0 ]1.30, [  1.5 
]0.90, 0.95]  3.1 ]1.15, 1.30] 11.5 ]1.15, 1.30] 20.0 
]0.80, 0.90]  0.0 ]1.05, 1.15] 32.3 ]1.05, 1.15] 36.9 
]0.70, 0.80]  0.0 ]0.95, 1.05] 38.5 ]0.95, 1.05] 33.1 
]0.60, 0.70]  0.0 ]0.85, 0.95] 13.9 ]0.85, 0.95]  6.9 
]0.50, 0.60]  0.0 ]0.70 ,0.85]  3.0 ]0.70 ,0.85]  0.8 
[0.00, 0.50]  0.0 ], 0.70]  0.8 ], 0.70]  0.8 
Intervals of 
PBIAS (%) 
(%) Intervals of RMSE 
(mm d-1) 
(%) Intervals of 
EF 
(%) 
 ],-20.0]  0.7 [0.00, 0.20]  0.0 ] , 0.00]  0.0 
]-20.0, -10.0]   0.8 ]0.20, 0.35] 24.6 ]0.00, 0.50]  0.0 
]-10.0, -2.5]  8.5 ]0.35, 0.50] 31.5 ]0.50, 0.70]  3.9 
]-2.5 0.0]  6.9 ]0.50, 0.60] 13.8 ]0.70, 0.80]  8.5 
]0.0, 2.5] 10.8 ]0.60, 0.75] 19.2 ]0.80, 0.90] 21.4 
]2.5, 10.0] 33.9 ]0.75, 1.00]  6.3 ]0.90, 0.95] 16.2 
]10.0, 20.0] 29.2 ]1.00, [  4.6 ]0.95, 1.00] 50.0 
]20.0, [  9.2     
R2 is the coefficient of determination of the OLS regression; b is the regression coefficient of the OLS; b0 
is the regression coefficient of the FTO; PBIAS is the Percent Bias; RMSE is the Root Mean Square Error; 




Figure 5-4 Examples of linear regressions of ETo REAN relative to ETo OBS using both the ordinary 
least squares and the regression forced to the origin. The map identifies the locations of the 
selected weather stations. 
Figure 5-4 shows examples of scatter plots comparing ETo REAN with ETo OBS using both 
OLS and FTO regression lines. Weather stations were selected on four west to east 
transepts, covering the full range of conditions observed. Both OLS and FTO regression 
lines were very similar in most locations, thus confirming that b and b0 behaved similarly. 
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In most cases, ETo REAN was slightly larger than ETo OBS, with a 7% overestimation. 
Reflecting this, most PBIAS values are positive, with the highest frequency in the interval 
2.5 to 10%. 
RMSE estimation errors (Table 5-2) were generally small, with nearly 60% of the weather 
stations having RMSE<0.50 mm d-1 and nearly 50% with RMSE between 0.30 and 0.50 
mm d-1. Less than 20% of locations had RMSE > 0.70 mm d-1. EF values were large, with 
almost 90% of the weather stations having EF > 0.80 and 50% of the locations with EF > 
0.95. In addition, the smallest EF values were greater than 0.50. Thus, EF results indicated 
that the mean square errors were smaller or much smaller than the variance of ETo 
obtained from observations, hence the “noise” was small. The referred accuracy 
indicators suggest that the use of reanalysis data to overcome the lack of observation data 
for computing ETo is encouraging.  
The spatial variability of the statistical indicators over the Peninsula (Figure 5-5) shows 
that large R2 values covered Iberia well, with lower values in the eastern part of inland 
Spain. The distribution of b and b0 values were similar. Larger b and b0 values, indicating 
larger over-estimation of ETo REAN relative to ETo OBS occurred in regions close to, or not 
far from, the coast in southern and south-eastern parts of Iberia; by contrast, b0 values 
indicating less over-estimation or even under-estimation were scattered in the inland and 
northern areas of the Peninsula. However, the scattering of b and b0 values likely denotes 
differences in observation data sets, which have different sources and lengths. The larger 
positive PBIAS values correspond to the coastal areas, so that the distribution of PBIAS 
values was coherent with that of the regression coefficient b0. There were better results 
for RMSE in the northern and inland areas, where ETo REAN slightly over-estimated ETo 
OBS. Larger RMSE were obtained in the southern coastal area of Andalusia. EF results 
follow a spatial distribution similar to the bias indicators, with best results in inland and 
northern areas and poorer ones in southern and south-eastern coastal areas.  
Limited information is available on the use of reanalysis data for ETo computations. The 
studies for the Brue catchment (Ishak et al. 2010; Srivastava et al. 2013, 2014, 2016) used 
different sources and various models to downscale reanalysis data and focused on spatial 
and time scales much smaller than those in the current study; mainly they used hourly 
data and aimed at supporting catchment hydrologic modelling. Those studies inspired the 
current one but the enormous differences in spatial and time scales make it inappropriate 




Figure 5-5 Spatial distribution of the statistical indicators measuring the performance of ETo 
estimation with blended reanalysis data sets. 
These are a few studies for Portugal and Spain relative to the use of alternative methods 
to compute ETo when available data are limited to temperature. Gavilán et al. (2006) 
compared daily HS with PM-ETo in Andalusia, Spain, and found RMSE ranging from 
0.39 to 1.22 mm d-1. For the same region, López-Urrea et al. (2006) reported an average 
RMSE of 0.9 mm d-1 when using HS, but with a strong over-estimation trend. As reported 
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by Todorovic et al. (2013) for the Mediterranean region, the HS equation produced an 
average RMSE of 0.57 mm d-1 while PMT led to averages of 0.36 mm d-1 in humid 
climates and 0.49 mm d-1 in dry sub-humid climates. Results in Table 5-2 indicate RMSE 
values that are generally smaller than those reported. The study by Vicente-Serrano et al. 
(2014) relative to Spain, which does not include RMSE, showed worse R2 results than 
those in this study, but a similar spatial distribution of R2. For Portugal, using the PMT 
approach with calibrated radiation coefficients, Paredes and Rodrigues (2010) found 
RMSE averages varying from 0.47 to 0.87 mm d-1 while in the current study RMSE 
ranged from 0.27 to 0.70 mm d-1 for the same locations, thus indicating a better accuracy 
of the reanalysis ETo computations.  
Other alternatives to estimate ETo refer to the use of remote sensed data. Cruz-Blanco et 
al. (2015) used radiation data from the Land Surface Analysis - Satellite Applications 
Facility combined with forecast data of ECMWF (LAS SAF/ECMWF) in Andalusia, 
southern Spain. They reported RMSE averaging 0.69 mm d-1 in a range of 0.43 to 1.04 
mm d-1. That average was smaller, 0.50 mm d-1, when observations were used instead of 
ECMWF data Cruz-Blanco et al. (2014). In the present study, RMSE for the Andalusia 
region ranged from 0.22 to 1.00 mm d-1, with an average value of 0.55 mm d-1, thus 
showing that reanalysis provides for similar or better ETo results. Using artificial neural 
networks (ANN) to estimate ETo for the Basque region, northern Spain, Landeras et al. 
(2008) reported RMSE averages ranging 0.57 to 0.65 mm d-1 when computations were 
performed with temperature data only. For the same region, Shiri et al. (2012) reported 
RMSE averages from 0.53 to 0.78 mm d-1 when using gene expressing programming with 
only Tmax and Tmin, and from 0.49 to 0.65 mm d
-1 when estimations were performed with 
a neuro fuzzy model, also with Tmax and Tmin only. In a later study, Shiri et al. (2013) 
reported a wider range for non-humid locations than for humid ones. In the present study, 
RMSE ranging 0.22 to 0.38 mm d-1 were obtained for the same region. 
In conclusion, the estimation errors for ETo REAN (Table 5-2) were low, usually better or 
similar to ETo values observed by other authors when using different methodologies. 
RMSE were higher in drier climates and smaller in more humid and higher elevation areas 
(Figure 5-5). Coastal areas also had relatively large RMSE and positive bias. 
Nevertheless, it is important to understand how the various climatic variables obtained as 
reanalysis products and downscaled to observations locations compare with in situ 
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observations, in order to possibly explain the observed over-estimation trend of ETo REAN. 
This issue was addressed in the subsequent sections.  
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Table 5-3 Frequency (%) distributions of the performance indicators for shortwave radiation (RS), maximum temperature (Tmax) and minimum temperature (Tmin) 
when comparing reanalysis products with observed values 
Intervals of R2 (%) Intervals of b (%) Intervals of b0 (%) Intervals of PBIAS (%) (%) Intervals of NRMSE (%) Intervals of EF (%) 
Short wave radiation          
]0.95, 1.00] 80.0 ]1.30, [  0.0 ]1.30, [  0.0 ] , -20.0]  0.0 ]0.50, 1.00]  0.0 ] , 0.00]  0.0 
]0.90, 0.95] 16.9 ]1.15, 1.30]  0.0 ]1.15, 1.30]  0.0 ]-20.0, -10.0]   3.1 ]0.30, 0.50]  0.0 ]0.00, 0.50]  0.0 
]0.80, 0.90]  1.5 ]1.05, 1.15] 12.3 ]1.05, 1.15] 13.8 ]-10.0, -2.5] 43.1 ]0.20, 0.30]  0.8 ]0.50, 0.70]  0.8 
]0.70, 0.80]  0.8 ]0.95, 1.05] 49.3 ]0.95, 1.05] 55.4 ]-2.5, 0.0] 16.2 ]0.15, 0.20]  7.7 ]0.70, 0.80]  0.8 
]0.60, 0.70]  0.8 ]0.85, 0.95] 36.9 ]0.85, 0.95] 30.8 ]0.0, 2.5] 12.2 ]0.10, 0.15] 46.9 ]0.80, 0.90]  8.5 
]0.50, 0.60]  0.0 ]0.70, 0.85]  1.5 ]0.70, 0.85]  0.0 ]2.5, 10.0] 23.1 ]0.05, 0.10] 43.8 ]0.90, 0.95] 48.4 
[0.00, 0.50]  0.0 ] , 0.70]  0.0 ] , 0.70]  0.0 ]10.0, 20.0]  2.3 [0.00, 0.05]  0.8 ]0.95, 1.00] 41.5 
      ]20.0, [  0.0     
Maximum temperature          
]0.95, 1.00] 96.2 ]1.30, [  1.5 ]1.30, [  0.8 ],-20.0]  0.0 ]0.50, 1.00]  0.8 ] , 0.00]  0.8 
]0.90, 0.95]  1.5 ]1.15, 1.30]  3.1 ]1.15, 1.30]  1.5 ]-20.0, -10.0]   4.7 ]0.30, 0.50]  0.0 ]0.00, 0.50]  1.5 
]0.80, 0.90]  2.3 ]1.05, 1.15] 10.0 ]1.05, 1.15] 12.3 ]-10.0, -2.5] 17.8 ]0.20, 0.30]  0.0 ]0.50, 0.70]  0.8 
]0.70, 0.80]  0.0 ]0.95, 1.05] 51.5 ]0.95, 1.05] 70.0 ]-2.5, 0.0] 14.7 ]0.15, 0.20]  5.4 ]0.70, 0.80]  3.8 
]0.60, 0.70]  0.0 ]0.85, 0.95] 32.4 ]0.85, 0.95] 13.9 ]0.0, 2.5] 23.9 ]0.10, 0.15]  7.7 ]0.80, 0.90]  8.5 
]0.50, 0.60]  0.0 ]0.70 ,0.85]  1.5 ]0.70 ,0.85]  1.5 ]2.5, 10.0] 33.2 ]0.05, 0.10] 49.2 ]0.90, 0.95] 16.9 
[0.00, 0.50]  0.0 ], 0.70]  0.0 ], 0.70]  0.0 ]10.0, 20.0]  4.8 [0.00, 0.05] 36.9 ]0.95, 1.00] 67.7 
      ]20.0, [  0.9    
Minimum temperature          
]0.95, 1.00] 79.2 ]1.30, [  0.0 ]1.30, [  9.2 ] , -20.0]  0.8 ]0.50, 1.00] 17.7 ] , 0.00]  1.5 
]0.90, 0.95] 16.9 ]1.15, 1.30]  1.5 ]1.15, 1.30] 35.4 ]-20.0, -10.0]   3.8 ]0.30, 0.50] 20.8 ]0.00, 0.50] 14.6 
]0.80, 0.90]  2.3 ]1.05, 1.15]  6.2 ]1.05, 1.15] 26.2 ]-10.0, -2.5]  6.9 ]0.20, 0.30] 13.9 ]0.50, 0.70] 16.2 
]0.70, 0.80]  0.8 ]0.95, 1.05] 54.6 ]0.95, 1.05] 20.0 ]-2.5, 0.0]  1.5 ]0.15, 0.20] 19.2 ]0.70, 0.80] 14.6 
]0.60, 0.70]  0.0 ]0.85, 0.95] 36.2 ]0.85, 0.95]  6.9 ]0.0, 2.5]  5.4 ]0.10, 0.15] 16.1 ]0.80, 0.90] 14.7 
]0.50, 0.60]  0.0 ]0.70, 0.85]  0.0 ]0.70, 0.85]  1.5 ]2.5, 10.0] 13.1 ]0.05, 0.10] 10.8 ]0.90, 0.95] 16.9 
[0.00, 0.50]  0.8 ] , 0.70]  1.5 ] , 0.70]  0.8 ]10.0, 20.0] 20.0 [0.00, 0.05]  1.5 ]0.95, 1.00] 21.5 
      ]20.0, [ 48.5     
R2 is the coefficient of determination of the OLS regression; b is the regression coefficient of the OLS; b0 is the regression coefficient of the FTO; PBIAS 
is the Percent Bias; NRMSE is the Normalized Root Mean Square Error; EF is the efficiency of modelling 
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5.4.2 Evaluating the blended reanalysis variables shortwave radiation and 
temperature 
Table 5-3 shows the frequency distributions of the statistical indicators for the weather 
variables Rs, Tmax and Tmin. Results showed that the reanalysis-based values were 
generally fairly close to the observed ones. To be noted that in Table 5-3, instead of 
RMSE used to assess ETo REAN estimation, the normalized NRMSE values were used 
since NRMSE is better suited for comparing the performance of the different variables. 
Results for Rs revealed that R
2 were generally not far from the optimal value 1.0, with R2 
> 0.95 in 80% of cases and only some 3% of stations having R2 < 0.90. These results 
suggest that the reanalysis data sets Rs REAN reflect well the time variability of the observed 
Rs in the overwhelming of locations. The OLS coefficient of regression, b (Table 5-3), 
was in 49% of cases very close to 1.0, ranging 0.95 to 1.05. The next most frequent 
occurrence was that for the interval 0.85 to 0.95 (37%), which indicates a slight tendency 
for under-estimation. Furthermore, Rs REAN results have shown that the FTO slope b0 
generally does not deviate much from 1.0, with 55% of values within the interval 0.95-
1.05 and 31% in the interval 0.85 to 0.95. The examples presented in Figure 5-6, which 
refer to the same weather stations selected for the ETo example in Figure 5-3, illustrate 
that b and b0 slopes were similar, with a possible under-estimation trend, i.e., Rs REAN was 
under-estimated relative to Rs OBS. However, the estimation bias was small with 43% of 
cases having a PBIAS ranging -2.5 to -10% (Table 5-3) and 23% of cases with a positive 
PBIAS in the interval 2.5 to 10%. The magnitude of the estimation error was generally 
small, since NRMSE < 0.15 in 91.5% of cases. As with previous results, it was observed 
that EF was greater than 0.90 in 90% of stations with most values greater than 0.80. Thus, 
it can be concluded that excellent results for Rs REAN contributed to the very good results 
obtained with ETo REAN.  
The coefficient of determination for Tmax REAN was also not far from the optimal value 
1.0, with R2 > 0.95 in 96% of the cases and only 2.3% of stations having R2 < 0.90. The 
regression coefficient b had similar frequencies to those observed for Rs, with b usually 
close to 1.0 and in 52% of cases in the interval 0.95 to 1.05. The next most frequent class 





Figure 5-6 Examples of linear regressions of RS REAN over RS OBS using both the ordinary least 
squares and the regression forced to the origin. The map identifies the locations of the selected 
weather stations. 
 
Results for Tmax, in Table 5-3 showed that the slope b0 generally did not deviate much 
from 1.0 with most values, 70%, within the interval 0.95-1.05. The frequency of cases 












    
 Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) 
 y=0.95x +0.65; R2=0.95 y=0.90x-0.18; R2=0.96 y=0.89x+0.17; R2=0.98 y=0.90x+1.22; R2=0.96 
  y = 0.98x y= 0.90x y= 1.08x y= 0.97x 












    
 Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) 
 y=1.08x-0.13; R2=0.95 y=1.01x-0.36; R2=0.99 y=0.93x+0.05; R2=0.96 y=1.05x+0.17; R2=0.96 
 y= 1.07x y= 0.97 y=0.93x y=1.05x 












    
 Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) 
 y=0.99x+1.15;R2=0.96 y= 0.94x+0.04; 
R2=0.95 
y= 0.99x+0.41;R2=0.96 Y=1.00x+0.53; R2=0.97 
 y= 1.05x y=0.94x y= 1.01x Y=1.02x 












    
 Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1) Rs OBS (MJ m-2 d-1)  
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with b0 between 0.85-0.95 or 1.05-1.15 was approximately the same, i.e., 14 and 12%. 
Consequently, the estimation of Tmax had little bias with an average PBIAS of 1.2% and 
only 10% of cases with PBIAS > 10% or PBIAS < -10%. The magnitude of the estimation 
error is quite small, with NRMSE < 0.10 in nearly 86% of stations and NRMSE < 0.20 
in 99% of cases. EF results were very good, higher than 0.95 for 68% of the locations and 
larger than 0.80 in 93% of cases. 
R2 for the OLS regression of Tmin REAN vs. Tmin OBS (Table 5-3) was greater than 0.95 in 
79% of cases, with less than 4% of stations having R2 < 0.90. As for the variables analyzed 
before, those high R2 values suggest that reanalysis products follow well the time 
variability of observations. The distribution pattern of b values was similar to that for 
Tmax. Differently, for b0 the majority of stations show an over-estimation of Tmin with only 
20% of cases having b0 values between 0.95 and 1.05. This over-estimation was well 
identified by the values of PBIAS, with 68.5% of cases with PBIAS > 10% and almost 
50% with PBIAS larger than 20%. The errors associated with Tmin REAN were higher than 
those for Tmax and Rs (Table 5-3) as could be expected considering the over-estimation 
trend identified above. 12% of cases had NRMSE < 0.10 but NRMSE > 0.5 in 18% of 
stations. In contrast to the results of EF for Tmax, those for Tmin show that only half of the 
stations had EF > 0.80, with EF < 0.5 in few cases (16%). The examples shown in Figure 
5-7, referring to two west to east transepts illustrating the full range of conditions 
observed, show that b and b0 values for Tmax were quite close, but were different in the 
case of Tmin.  
The spatial variability of the statistical performance indicators over the Peninsula (Figure 
5-8) confirmed that overall, very good performance results were obtained for Rs and Tmax. 
For these variables, b and b0 coherently present a similar spatial distribution. Differently, 
for Tmin a high over-estimation was observed with b0 > 1 in southern Portugal and Castilla-
León region, Spain. High PBIAS and b0 values for Tmin were also widely distributed, with 
special incidence in southern Portugal and Castilla-León and in the coastal areas of Spain. 
The poorest results for EF were identified for the same locations. These results may be 
influenced by the shorter data sets used for southern Portugal (<7 years) and could be 
stemming from inaccuracies of the meteorological network. Results in Figure 5-8 help 
understanding the spatial distribution of the performance indicators for ETo. While 
distribution patterns for Rs and Tmax were generally similar to those for ETo (Figure 5-5), 
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particularly for R2, b and RMSE, a tendency to over-estimate Tmin likely influenced the 
distribution patterns of b0 and PBIAS relative to ETo. 
 
Figure 5-7 Examples of linear regressions of Tmax REAN over Tmax OBS and Tmin REAN relative to Tmin 
OBS using both the ordinary least squares and the regression forced to the origin. The map identifies 
the locations of the selected weather stations 
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Figure 5-8 Spatial distribution of statistics measuring the association between observed and 
blended reanalysis data sets over the Iberia for shortwave radiation (Rs) and maximum and 
minimum temperature (Tmax and Tmin) 
Results on solar radiation reported in the literature indicate that Rs from reanalysis is often 
over-estimated when using NCEP/NCAR reanalysis products with daily or smaller time 
scales (Xia et al. 2006; Lohmann et al. 2006; Decker et al. 2012; You et al. 2013; 
Srivastava et al. 2015). Sheffield et al. (2006) reported overestimation of global radiation 
for NCEP1 associating this behavior with the fact that the NCEP model does not produce 
enough clouds to block shortwave radiation. The bias corrections applied by those authors 
to adjust shortwave radiation in the blended reanalysis data sets are likely the main reason 
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for the good agreement between Rs REAN and Rs OBS, observed in this study. In addition, 
these good results may be related to the large time scale used.  
Assessments of temperature from NCEP1 reanalysis products are available from various 
studies reporting on spatial and seasonal variability of Tmax and Tmin. Rusticucci et al. 
(2002) for Argentina, Halenka et al. (2006) for the Czech Republic, Fujihara et al. (2008) 
for the Seyhan River Basin, in Turkey, and Nastos et al. (2011) for Greece, reported 
under-estimation of Tmax and over-estimation of Tmin. A detailed study by Sillmann et al. 
(2014) relative to the globe reported good results for Tmin, with a slight under-estimation 
bias and a consistent under-estimation bias for Tmax. (Fu et al. 2016) for Australia reported 
that both Tmax and Tmin were generally over-estimated with NCEP1. For the Brue 
catchment, Srivastava et al. (2015) reported an over-estimation trend for Tmin from 
NCEP/NCAR reanalysis products. As analyzed by (Simmons et al. 2010) for the ERA-
40 and ERA-Interim, a possible explanation for the referred over-estimation of Tmin is 
that reanalysis is capturing warming over land more than over sea, and that warming 
affects nighttime temperatures more, thus Tmin becomes larger than station data. 
5.4.3 Evaluating the blended reanalysis variables relative humidity and wind 
speed 
The accuracy of estimating RH and WS based on reanalysis is presented in Table 5-4. R2 
values relative to comparing RH REAN with RH OBS show that 48% of stations have R
2 > 
0.80 and only 15% of the sites have R2 < 0.50. This indicates that, in most cases, the 
variance of RH REAN was relatively well explained by the OLS regression on RH OBS. The 
OLS regression coefficient b varied in a wide range (Table 5-4) with b < 1.0 in most cases 
(74%). Differently, for the FTO regression, b0 was closer to 1.0, with b0 in the range 0.95 
to 1.05 for 59% of locations. However, 34% of cases had b0 ranging 1.05 to 1.15, which 
indicated a slight trend for over-estimation, which averages 3%. Coherently, PBIAS 
results indicated a slight over-estimation bias, with PBIAS between 0 and 10% in 70% of 
locations and 9% of cases with PBIAS from -2.5 to -10 %. Results in Figure 5-9 relative 
to two west to east transepts, clearly showed differences between b and b0, with a 
tendency to over-estimate. It was observed (Table 5-4) that NRMSE < 0.15 in 92% of the 
stations, thus indicating that RMSE values were relatively small. Coherently, the EF 
values were generally high, with EF > 0.70 in 43% of cases. However, 21% of the stations 




Figure 5-9 Examples of linear regressions of RH REAN over RH OBS using both the ordinary least 
squares and the regression forced to the origin. Locations are the same as for minimum 
temperature. 
Results clearly showed a very large over-estimation of wind speed. R2 < 0.50 in most 
stations (87%) and b0 >1.30 in 81% of locations (Table 5-4). A very large difference 
between the OLS and FTO regression lines was observed for WS, with very different 
values of b and b0, as illustrated in Figure 5-10, considering the same locations of Figure 
5-3 for ETo. Biases were very large, with PBIAS > 20% in 89% of cases. Consequently, 
errors of estimation were also very large, with NMRSE > 0.5 in 75% of cases. Moreover, 
there was no gain in using WS REAN over using the mean observed WS since 96% of cases 
had EF < 0.0.  
The spatial variability of the performance indicators relative to RH (Figure 5-11) shows 
that the worst results of R2, b0 and EF, were found in the east and south east coastal areas 
of Spain, which is an area of semiarid climate. The best indicator values were scattered 
through the Peninsula. In contrast, the poor results for WS were spread out throughout 
most of the Iberian Peninsula (Figure 5-11). 
Few studies comparing RH REAN and RH OBS are available. Zhao et al. (2006) reported 
under-estimation trends in VPD when using NCEP1 reanalysis data sets for USA, with a 
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likely over-estimation of actual vapor pressure and relative humidity. The analysis by 
Simmons et al. (2010) relative to ERA reanalysis has shown that there was a reduction in 
RH at low and mid-latitudes. Also Fu et al. (2016) considered that RH from NCEP1 was 
slightly under-estimated in Australia. Our results using the blended NCEP/NCAR 
reanalysis products show both over- and under-estimation of RH, however small.  
 
Figure 5-10 Examples of linear regressions of WS REAN over WS OBS using both the ordinary least 
squares and the regression forced to the origin. The map identifies the locations of the selected 
weather stations. 
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Figure 5-11 Spatial distribution of statistics measuring the association between observed and 
blended reanalysis data sets over the Iberia for relative humidity (RH) and wind speed (WS). 
The comparison between WS reanalysis and observation data is dealt with in few studies. 
Low accuracy of WS reanalysis products is often reported, even when mesoscale models 
were used, which may be explained by the difficulty in assimilating the high variability 
of WS due to local environment influences. Ishak et al. (2010) reported a large over-
estimation of WS, with a bias ranging from 200 to 400%, when using ERA-40 
downscaled with the MM5 model for the Brue catchment. McVicar et al. (2008) reported 
a large over-estimation of WS from NCEP1 and 2 in Australia. For the Tibetan Plateau, 
You et al. (2010) reported WS over-estimation using NCEP1 and Decker et al. (2012) 
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also reported over-estimation of WS for USA with NCEP1. Lorente-Plazas et al. (2015), 
for the Iberian Peninsula using ERA-40 and the model MM5, found a trend for over-
estimation of daily WS. Our results are therefore in agreement with the over-estimation 
trends reported in literature. 
The identified over-estimation bias for WS is likely to contribute to the over -estimation 
of ETo REAN relative to ETo OBS. However, wind speed impacts on ETo are mainly 
important in dry and hot climates (Allen et al. 1998; Gong et al. 2006; Raziei and Pereira 
2013b). Thus, when estimating ETo for large regions in which simple or hybrid mesoscale 
models are not an option, alternatives may consist of using the average value of WS OBS 
or to use the global average of 2.0 m s-1 as suggested by Allen et al. (1998). To check the 
impacts of these alternatives, PM-ETo was computed with both approaches and compared 
with results when using WS REAN for various sets of data relative to stations having poor 
WS REAN performance. Results have not shown improvements on the statistical 
performance indicators of ETo REAN, particularly on RMSE, or these improvements were 
not relevant. It may be concluded that results for WS REAN do not greatly affect the quality 
of ETo REAN.  
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Table 5-4 Frequency (%) distribution of the performance indicators for humidity (RH) and wind speed (WS) , when comparing reanalysis products with observed 
values. 
Intervals of R2 (%) Intervals of b  (%) Intervals of b0 (%) 
Intervals 
of PBIAS (%) 
(%) Intervals of NRMSE  (%) Intervals of EF (%) 
Relative Humidity          
]0.95, 1.00]  0.8 ]1.30, [  0.8 ]1.30, [  0.0 ] , -20.0]  0.0 ]0.50, 1.00]  0.0 ] , 0.00] 20.8 
]0.90, 0.95] 16.2 ]1.15, 1.30]  3.1 ]1.15, 1.30]  3.8 ]-20.0, -10.0]   0.0 ]0.30, 0.50]  0.0 ]0.00, 0.50] 19.2 
]0.80, 0.90] 30.8 ]1.05, 1.15]  6.2 ]1.05, 1.15] 33.8 ]-10.0, -2.5]  9.2 ]0.20, 0.30]  0.0 ]0.50, 0.70] 16.9 
]0.70, 0.80] 16.9 ]0.95, 1.05] 16.2 ]0.95, 1.05] 58.5 ]-2.5, 0.0]  8.5 ]0.15, 0.20]  8.5 ]0.70, 0.80] 16.9 
]0.60, 0.70] 13.8 ]0.85, 0.95] 26.9 ]0.85, 0.95]  3.8 ]0.0, 2.5] 16.9 ]0.10, 0.15] 43.1 ]0.80, 0.90] 19.2 
]0.50, 0.60]  6.9 ]0.70, 0.85] 28.5 ]0.70, 0.85]  0.0 ]2.5, 10.0] 53.1 ]0.05, 0.10] 46.9 ]0.90, 0.95]  6.9 
[0.00, 0.50] 14.6 ] , 0.70] 18.5 ] , 0.70]  0.0 ]10.0, 20.0] 12.3 [0.00, 0.05]  1.5 ]0.95, 1.00]  0.0 
      ]20.0, [  0.0     
Wind speed            
]0.95, 1.00]  0.0 ]1.30, [ 11.5 ]1.30, [ 80.8 ] , -20.0]  2.3 ]0.50, 1.00] 75.4 ] , 0.00] 96.2 
]0.90, 0.95]  0.0 ]1.15, 1.30]  8.5 ]1.15, 1.30]  8.5 ]-20.0, -10.0]   0.0 ]0.30, 0.50] 16.2 ]0.00, 0.50]  3.8 
]0.80, 0.90]  0.0 ]1.05, 1.15]  8.5 ]1.05, 1.15]  6.9 ]-10.0, -2.5]  0.8 ]0.20, 0.30]  4.6 ]0.50, 0.70]  0.0 
]0.70, 0.80]  2.3 ]0.95, 1.05]  6.9 ]0.95, 1.05]  0.8 ]-2.5, 0.0]  0.0 ]0.15, 0.20]  3.1 ]0.70, 0.80]  0.0 
]0.60, 0.70]  3.1 ]0.85, 0.95]  8.5 ]0.85, 0.95]  0.8 ]0.0, 2.5]  0.0 ]0.10, 0.15]  0.8 ]0.80, 0.90]  0.0 
]0.50, 0.60]  7.7 ]0.70, 0.85] 12.3 ]0.70, 0.85]  0.8 ]2.5, 10.0]  1.5 ]0.05, 0.10]  0.0 ]0.90, 0.95]  0.0 
[0.00, 0.50] 86.9 ] , 0.70] 43.8 ] , 0.70]  1.5 ]10.0, 20.0]  6.2 [0.00, 0.05]  0.0 ]0.95, 1.00]  0.0 
      ]20.0, [ 89.2     
R2 is the coefficient of determination of the OLS regression; b is the regression coefficient of the OLS; b0 is the regression coefficient of the FTO; PBIAS is 




5.4.4 Brief comparison of ETo computed with various reanalysis products 
The statistical indicators described in 5.3.3 were also used to compare the PM-ETo 
(Equation 4.1) derived from NCEP2 and ERA-Interim reanalysis data with those 
computed with weather variables observed at 15 selected weather stations across the 
Iberian Peninsula. NCEP/NCAR blended reanalysis outperforms NCEP2 and ERA-
Interim in the performance indicators obtained for the same 15 locations (Table 5-1). 
Results for the ERA-Interim estimations revealed a tendency to overestimate: all 
regression coefficients of the FTO regression are larger than 1.0 and averaged 1.11; with 
4 exceptions, OLS slopes b are greater than 1.0, with an average value of 1.07; the PBIAS, 
with one exception, ranged from 4.1% up to 33.6% averaging 12.9%. Differently, NCEP2 
based estimates tended to strongly underestimate ETo: b0 averaged 0.76, b averaged 0.53 
with a=1.02, and PBIAS, with 2 exceptions, ranged from -6.4 to -26.0% averaging -
15.1%. For the blended reanalysis, the b0 and b values are close to 1.0 and PBIAS 
averages 7.72%. Results in Table 5-5 also showed that RMSE for the blended reanalysis 
estimates in the same 15 stations compared favorably with the other two reanalysis 
products: the average RMSE= 0.45 mm d-1 is smaller than those for ERA-Interim 
(RMSE=0.71 mm d-1) and of NCEP2 (RMSE=1.15 mm d-1), while the average Nash and 
Sutcliff efficiency is larger for the blended reanalysis products (EF = 0.93) than for ERA-
Interim (EF=0.83) or for NCEP2 (0.65). 
These results suggest the selection of the reanalysis products for estimating ETo when 
observed weather data are unavailable. However, the comparison made is insufficient: on 
the one hand, daily weather data are required in irrigation management and, on the other 
hand, real time data is also required. ERA-Interim data may be a solution for daily 
irrigation management simulations as used in irrigation scheduling, especially when 
seasonal weather forecasts as provided by ECMWF are also used (Paredes et al. 2015). 
Further studies are required to understand the behavior of the weather variables (Rs, Tmax, 
Tmin, RH and u2) and maybe decrease the estimation errors obtained with ERA-Interim 
products when using daily time steps. Moreover, studies are required to combine past data 
with seasonal forecasts for real time operation in irrigation scheduling models. Likely, 
these reanalysis products may be used to compute drought indices when adjusted for the 
month time scale. 
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Table 5-5 Comparing the performance indicators relative to the estimation of ETo by ERA-Interim, NCEP2 and blended NCEP/NCAR Reanalysis for 15 weather 
stations in the Iberian Peninsula. *units in mm d-1 
Weather  
Stations 
ERA-Interim NCEP2 Blended NCEP/NCAR Reanalysis 


















Vila Real 1.25 1.20 0.18 0.94 0.97 0.70 26.6 0.82 0.55 1.03 0.89 0.87 0.76 -6.4 1.02 1.02 0.01 0.98 0.26 0.97 2.3 
Braganca 1.10 1.04 0.26 0.92 0.71 0.87 12.5 0.74 0.50 1.03 0.89 1.14 0.67 -15 0.97 0.96 0.06 0.98 0.27 0.98 -2.1 
Lerma 1.30 1.23 0.24 0.94 1.02 0.60 32.9 0.90 0.62 0.98 0.91 0.69 0.82 1.5 1.09 1.04 0.18 0.98 0.35 0.95 11.3 
Monte Julia 1.00 0.89 0.50 0.96 0.49 0.95 4.6 0.66 0.44 1.08 0.89 1.52 0.54 -23.5 0.94 0.83 0.50 0.98 0.44 0.96 -1.6 
Castelo Branco 1.06 1.01 0.24 0.94 0.67 0.91 8.1 0.66 0.44 1.13 0.89 1.61 0.51 -24.8 0.99 0.99 -0.02 0.99 0.26 0.99 -1.1 
Aldehuela del 
Jerte 
1.09 1.05 0.19 0.93 0.66 0.89 10.2 0.72 0.49 1.07 0.88 1.28 0.60 -19.4 1.03 1.09 -0.28 0.98 0.38 0.97 0.3 
Puig 1.32 1.27 0.18 0.96 1.03 0.43 33.6 0.96 0.74 0.74 0.88 0.52 0.85 1.7 1.13 1.13 0.38 0.96 0.96 0.78 35.8 
Lisboa 1.22 1.31 -0.44 0.97 0.96 0.72 18.9 0.75 0.55 0.89 0.90 1.12 0.62 -19.7 1.05 1.06 -0.02 0.95 0.72 0.73 16.9 
Portalegre 1.06 1.06 -0.02 0.93 0.69 0.90 5.5 0.67 0.46 1.07 0.87 1.60 0.48 -26 1.03 1.09 -0.24 0.97 0.42 0.95 15.2 
Barajas de Melo 0.94 0.84 0.52 0.94 0.63 0.93 -1 0.66 0.42 1.19 0.88 1.62 0.53 -23.2 0.91 0.84 0.37 0.98 0.51 0.95 -5.3 
Chiclana de 
Segura 
1.03 0.90 0.59 0.93 0.62 0.91 8.6 0.77 0.49 1.29 0.89 1.18 0.69 -10.5 1.08 0.99 0.44 0.99 0.47 0.95 12.4 
Altea 1.19 1.15 0.14 0.96 0.77 0.76 20 0.87 0.67 0.76 0.89 0.68 0.81 -8.3 1.16 1.06 0.41 0.96 0.68 0.82 18.7 
Faro 1.05 1.06 -0.06 0.96 0.43 0.95 4.2 0.74 0.55 0.91 0.89 1.22 0.59 -20.9 0.99 0.99 0.01 0.98 0.28 0.98 -0.8 
Cabezas de S. 
Juan 
1.03 0.98 0.24 0.95 0.48 0.94 4.7 0.75 0.52 1.12 0.89 1.22 0.63 -17.7 1.08 1.07 0.04 0.98 0.46 0.95 8.0 
Tabernas 1.03 1.00 0.15 0.94 0.48 0.94 4.1 0.79 0.58 0.97 0.89 1.03 0.70 -14.7 1.05 1.02 0.13 0.98 0.32 0.97 5.8 
Average 1.11 1.07 0.19 0.95 0.71 0.83 12.9 0.76 0.53 1.02 0.89 1.15 0.65 -15.1 1.04 1.01 0.13 0.98 0.45 0.93 7.7 
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Table 5-6 Average goodness-of-fit indicators relative to the estimation of ETo and the weather 
variables by the NCEP-NCAR Reanalysis II products for the period 1998 - 2008 and 1998 -2014 
for 94 Spanish weather stations 
NCEP2 - 1998 - 2008       
 b0 b a* R
2 RMSE* NRMSE EF PBIAS 
(%) ETo (mm d
-1) 0.81 0.52 1.19 0.87 1.09 0.36 0.69 -7.30 
Tmax (ºC) 0.82 0.33 11.36 0.41 6.41 0.31 0.19 -12.21 
Tmin (ºC) 1.08 0.69 4.67 0.69 4.13 0.63 0.33 39.48 
Rs (MJ m-2 d-1) 1.15 0.99 3.10 0.90 3.80 0.23 0.69 17.92 
RH (%) 1.25 -0.28 103.56 0.40 24.81 0.39 -5.36 30.37 
WS (m s-1) 2.46 0.26 3.46 0.03 3.37 2.20 -151.49 156.48 
NCEP2 - 1998 - 2014       
ETo (mm d-1) 0.81 0.54 1.13 0.87 1.05 0.35 0.71 -7.21 
Tmax (ºC) 0.81 0.32 11.55 0.41 6.52 0.31 0.18 -12.71 
Tmin (ºC) 1.08 0.67 4.85 0.68 4.15 0.62 0.32 38.70 
Rs (MJ m-2 d-1) 1.14 0.98 3.26 0.90 3.78 0.23 0.70 17.51 
RH (%) 1.25 -0.25 101.47 0.32 24.56 0.38 -5.08 29.72 
WS (m s-1) 2.46 0.70 2.71 0.04 3.33 2.21 -135.23 155.73 
R2 is the coefficient of determination of the OLS regression; b is the regression coefficient of the OLS; b0 
is the regression coefficient of the FTO; PBIAS is the Percent Bias; RMSE is the Root Mean Square Error; 
EF is the efficiency of modelling. *indicators in the same units as the variables. 
 
Because blended reanalysis products ended in 2010 while NCEP2 products are available 
in almost real time, we assessed how NCEP2 products performed up to the present. Thus, 
monthly values of ETo were computed for all Spanish weather stations (n=94) for both 
the period 1998-2008 used in the current study and the period 1998-2014, i.e., extending 
the assessment to the present. A substantial agreement in average results was observed 
(Table5-6), with only minor improvements when using the longer data sets. ETo is under-
estimated with average RMSE > 1.0 mm d-1 for both periods under consideration, which 
is larger than RMSE values obtained with the alternative approaches referred in Chapter 
1 and Section and 4.1. Therefore, NCEP2 reanalysis products are not yet suitable for the 
estimation of ETo when weather data are lacking without proper bias correction to local 
conditions. The high quality of estimates with NCEP/NCAR blended reanalysis calls for 
the continuity of these products, which would be beneficial for potential users interested 




5.4.5 Accuracy of daily ETo estimation using ERA-Interim and test of alternative 
bias correction schemes 
 
Figure 5-12 Spatial distribution of the ERA-Interim reanalysis grid points (at each 0.75°) in 
Continental Portugal and location of the 24 weather stations used in the current analysis. 
Results from section 5.4.4 revealed that ERA-Interim monthly data produced relative 
good estimations of ETo when compared to selected weather stations, even though no bias 
correction was implemented. For that reason, and aiming at using reanalysis data to 
support irrigation management, daily ETo estimates from ERA-Interim were also 
compared against ETo computed with observed data relative to 24 weather stations 
(Figure 5-12) in continental Portugal and different bias corrections schemes were tested 
to reduce the differences between ETo computed with reanalysis data and with 
observation data.  
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Observed data, relative Tmax and Tmin, measured at 2 m height, RH, u2, and solar radiation 
(RS) or sunshine duration (h), were provided by IPMA and the Centro Operativo e de 
Tecnologia de Regadio. Most weather stations had daily data relative to the period 2003-
2013 with in some location having longer time series, from 1979-2013 in two locations 
and from 1998 to 2013 in two other locations. The smaller time series ranges from 2009 
to 2003 for the weather station of Miranda do Douro with 1572 observations. The ERA-
Interim reanalysis products selected for the current study cover the period from 1979 to 
present on a regular grid with a spatial resolution of 0.75ox0.75o latitude-longitude, 
corresponding to an approximately uniform spacing of 79 km (Dee et al. 2011). Data 
referred to eight 3-h forecasts for every day. All grid points located in Continental 
Portugal (Figure 5-12) were considered for retrieving daily weather products on 
maximum and minimum air temperature (Tmax, Tmin, K), dew point temperature (Tdew, K), 
wind speed at 10 m height (u10, m s
-1), and solar radiation (Rs, W m
-2).  
ETo from ERA-Interim was computed with Equation 4.1 using the following procedures: 
(a) the daily Tmax REAN and Tmin REAN were selected, respectively, as the maximum and 
minimum values from the eight daily available 3-h forecasts of Tmax and Tmin series; (b) 
the daily Tdew REAN were obtained by computing the 24-h average of the eight 3-h forecasts 
of Tdew; (c) the daily Rs REAN values were obtained by computing the 24-h cumulative 
value of the 12-h Rs forecasts; (d) the wind speed u2 REAN were computed first as the 24-
h average of the eight 3-h forecasts of u10, and then these values were converted to 2 m 
height using using the logarithmic wind speed profile proposed in FAO56 (Allen et al. 
1998). Then, all units of variables were converted into the units used in Equation 4.1, that 
is, K were converted into oC and W m-2 into MJ m-2 day-1. In addition, all temperature 
data were corrected for elevation relative to the target location where to be used. 
Following Soares et al. (2012), a fixed lapse rate of 6.5 oC km-1 was adopted (Berg et al. 
2003; Zhao et al. 2008; Grouillet et al. 2016; De Bruin et al. 2016), which is an 
intermediate value between the dry and wet adiabatic lapse rate. 
5.4.5.1 Bias correction schemes 
The use of the ERA-Interim reanalysis products may be carried out adopting several 
approaches, with or without bias correction of the calculated ETo REAN. The simpler 
approach consists on using the data of the nearest grid point of the target location, while 
a possibly more precise approach considers multiple nearby grid points. Usable grid 
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points were selected: (a) at a distance <100 km of the target location; and (b) when the 
regression coefficient b0 and the determination coefficient R
2 of the regression between 
Tmax REAN and Tmax OBS, as well as between Tmin REAN and Tmin OBS satisfy respectively the 
conditions 0.70≤b0≤1.30 and R
2≥0.70. 
ETo may be computed with the referred reanalysis data (ETo REAN) with or without bias 
correction of the computed ETo REAN. Bias correction seeks to reduce the differences 
between ETo computed with reanalysis data and with observations data, since reanalysis 
products are often biased due to errors in the host weather forecast models as discussed 
by Berg et al. (2003) for a hydrologic application of ECMWF reanalysis products. Hwang 
et al. (2014) reported on bias correction of reanalysis precipitation and temperature data 
used in hydrologic simulations. Various bias correction methods have been used and 
assessed in several studies (Maraun 2013; Fang et al. 2015).  
Aiming at an accurate but simple bias correction procedure, it was applied to the 
computed ETo REAN and not to the individual reanalysis variables used to compute it. 
Nevertheless, bias correction applied to reanalysis computed ETo is rarely reported in 
literature (Srivastava et al. 2015); differently, bias corrections of weather variables are 
adopted when these variables are used in model computations (Baigorria et al. 2007; 
Maurer et al. 2013).  
Two bias corrections schemes were applied:  
a)  a simplified correction consisting in adding a constant c(t) to the uncorrected ETo 
REAN unc computed for the nearest grid point, where t denotes a time period and 
c(t) = ETo REAN unc(t)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ − ETo OBS(t)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅      (5.6) 
Thus, c(t) is the difference between the mean daily values of the uncorrected ETo REAN unc 
and of the ETo OBS computed with the observed variables at the target location. These 
mean values were computed grouping the daily data available (for all the years used to fit 
the model) for different periods of time (t): (1) twelve monthly averages (January, 
February,…, December); (2) four quarterly averages (JFM, AMJ, JAS and OND); and 
(3) a single overall average. A similar approach was used in various studies (Terink et al. 
2010; Hofer et al. 2012; Hempel et al. 2013). 
b)  a combined approach, also for to the same periods t, which uses the multiple 
regression relating ETo OBS computed with observed data at the target location with the 
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nearby ETo REAN unc computed at M nearby grid points that satisfy the conditions on b0 and 
R2 that were mentioned above.  
The multiple linear regression equation may be expressed as  
ETo OBS(t) =  ρ0,t + ∑ ρi,t ETo REAN,i (t)
i=M
i=1 + εt      (5.7) 
where the multiple regression coefficients 𝜌0, 𝜌1, 𝜌 2,… 𝜌n are estimated relating the 
ETo OBS with the ETo REAN,i computed for each of n reanalysis grid points i. Using the 
estimated multiple regression coefficients, 𝜌?̂?, it is possible to obtain new values for 
ETo REAN: 
ET̂o REAN(t) = ρ̂0,t + ∑ ρ̂i,t ETo REAN,i (t)
i=M
i=1      (5.8) 
As with the bias correction scheme a) Equations 5.7 and 5.8 were fitted for monthly, 
quarterly and a single overall aggregated data.  
A major uncertainty of bias correction refers to how well it performs for conditions 
different from those used at calibration. Thus, a cross-validation procedure was applied 
(e.g., Arlot and Celisse 2010; Hempel et al. 2013). The cross-validation procedure 
consisted in providing a validation of model fit with a set of data that is independent of 
the model fitting set. In the present study, the models were fitted individually for each 
weather station location and validated on independent data sets from the same location. 
The cross-validation procedure consisted in dividing each data set into two groups of the 
same size. For each cross-validation iteration, one group was used for training and the 
other was reserved for validation. In a first step, the correction parameters were obtained 
from the first set of data (training) and the same correction parameters were used with the 
second set of data (validation). Subsequently, the second set of data was used for deriving 
the correction parameters (training) and the first one for verification. The assessment of 
the performance of each bias correction procedure was performed on the 
validation/verification sets. The performance results of the cross-validation were 
averaged over the two validation sets.  
5.4.5.2 Results 
The performance indicators for each weather variable showed similar results to those 
showed previously using monthly data:  
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(1) There a good correlation between reanalysis temperature variables, like Tmax and 
Tmin, however after proper correction for altitude differences. Results for b0 and 
PBIAS showed a clear tendency for under-estimation of both Tmax and over-
estimation of Tmin. R
2 are high, mainly for Tmax, indicating that that a large fraction 
of the variance of observations is explained by the reanalysis estimated variables. 
Coherently, EF were generally high for Tmax but low EF were obtained for Tmin. 
Consequently, errors were relatively small for Tmax, with more frequent NRMSE 
ranging from 5 to 15%, while errors for Tmin are larger, mainly in the interval 20 
to 50%.  
(2) Tdew, also corrected for altitude differences, was used in this comparison, since RH 
was not available in the ERA-Interim data sets, and results revealed an 
underestimation of this variable, b0 ≤ 0.95 in 75% of locations, but with relatively 
high R2, between 0.70 and 0.9 for most locations. Studies comparing ea derived 
from reanalysis RH products also reported a tendency for under-estimation of ea. 
(Berg et al., 2003; Simmons et al. 2010) 
(3) Rs REAN agrees well with Rs OBS, with b0 ranging 0.95 to 1.05 in 79% of cases, and 
most PBIAS between 2.5 and 10%, thus with a slight tendency for under –
estimation.  
(4) Wind speed, like as for the monthly analysis, was the worst variable estimated by 
ERA-Interim, in this data set, with a general tendency for overestimation, with 
only 8% of locations with b0 ranging 0.95-1.05, with NRMSE > .30 for all 25 
locations.  
ETo REAN was compared against observations, considering both bias corrections schemes, 
applied to the three periods considered and using the original ETo REAN, i.e., without bias 
correction. This approach allowed for comparing the relative improvements of each of 
the bias correction implemented and also how the bias correction improve upon the 
uncorrected ETo estimated using the ERA-Interim data.  
Figure 5-13 compares the indicators RMSE and absolute PBIAS, obtained with cross-
validation, in order to understand the differences between the two bias corrections 
schemes, computed for the three periods (month, quarter and annual). Results showed 
that the monthly bias correction outperforms the other studied periods (quarterly and 
entire period). However, differences of using the various periods for estimating the 
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additive bias correction are not generally high. Comparing the cross-validation results 
relative to correcting reanalysis using both the additive and multiple regression bias 
correction (Figure 5-13) showed that the monthly multiple regression outperformed the 
other aggregation periods and all the additive correction periods tested. However, the 
differences in RMSE and absolute PBIAS are not appreciably better, and that the 
quarterly aggregation period appears to be a good aggregation scheme, capable of 
explaining the seasonality of ETo. Moreover, differences between the multiple regression 
and the additive bias corrections are evident in Figure 5-13, with lower RMSE values and 
PBIAS. Furthermore, bias correction computed from a multiple regression associating 
various nearby grid points may provide better results. However, due to its simple usage 
and since related accuracy indicators compare well with those due to the multiple 
regression calculation, the use of the additive bias correction computed with the quarterly 
aggregation may also be appropriate. 
a) b)  
  
Figure 5-13 Cross-validation daily ETo REAN mean performance indicators relative to the (a) 
additive bias correction and (b) multiple regression using the different aggregation periods 
monthly (Δ), quarterly (•), and entire period (*) 
The selection of the bias correction approach and related bias correction parameters was 
then based upon the accuracy of the validations sets when using the recent base-period 
sets for calibration. Results of comparing the uncorrected with the additive correction and 
multiple regression using the quarterly aggregation are presented in Figure 5-14. 
According to the computed performance indicators, both ETo-bias correction approaches 
improved the uncorrected ETo REAN simulations to some extent. Results in Figure 5-14 
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clearly show the accuracy improvement of both bias correction methods relative to the 
use of the uncorrected daily ETo REAN. Both correction approaches present no clear 
tendency for under and over-estimation of ETo OBS with b0 generally ranging from 0.95 to 
1.05. Both bias correction approaches performed well for the validation sets since the 
PBIAS ranged from -10% to 10% in 96% of locations. R2 are high, indicating that a large 
fraction of the variance of ETo OBS was explained by the ETo REAN. Coherently, EF were 
generally high (EF>0.80). Consequently, errors were relatively small with RMSE<0.75 
mm day-1 in 88% and 92% of locations respectively when using the additive bias 
correction and the multiple regression.  
However, results of both bias correction approaches did not highly differ and, therefore, 
because the additive bias correction is more straightforward to be applied in irrigation 
scheduling, operationally the use of the additive correction is preferable. These results, 
even using daily data, were generally better than those observed for the monthly data 
using the blended reanalysis data set, which shows that these bias correction schemes 
were adequate and that bias correcting the final ETo series may be better than correcting 
the weather variables used for its computation. However, the bias correction used for the 
daily ETo from ERA-Interim was performed with the same observed time series used to 
assess its performance, even though a cross-validation scheme was used. Contrarily, the 
observed data used for the bias correction by Sheffield et al. (2006) was independent from 
the observed weather data used for comparing ETo REAN and ETo OBS in the previous 
sections. Thus, this may help explain how the monthly ETo analysis showed worst 
performance indicators than the daily data analysis.  
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Figure 5-14 Frequency (%) distribution of the statistical indicators measuring the performance of 
ETo estimation using uncorrected reanalysis data, additive bias correction and multiple regression 
with quarterly aggregation 
 
5.5 Conclusions 
The full sets of weather data required for ETo computation are often not available or are 
not free, leading many users to adopt ETo estimation alternatives that require less weather 
data, such as only temperatures. Easily accessible and continually updated reanalysis 
weather products supply all weather variables required to compute ETo in various spatial 
resolutions. Monthly data were used to compare ETo REAN with ETo OBS for 130 weather 
stations covering the various climates of the Iberian Peninsula. Monthly data were used 
because the PM-ETo equation for both daily and monthly data produces similar results. 






Uncorrected ETo REAN ( ) 
Additive bias corrected ETo REAN, quarterly aggregation ( )  
Multiple regression ETo REAN, quarterly aggregation ( ) 
b0 = FTO regression coefficient (dimensionless) 
R2 = OLS coefficient of determination (dimensionless) 
PBIAS = percent bias (%) 
RMSE = root mean square error (mm day-1) 






































































































































































monthly ETo computed with monthly weather variables is almost identical to the monthly 
totals of daily ETo.  
Results revealed that ETo REAN reproduces well the spatial and temporal variability of ETo 
OBS, as reflected in various statistical accuracy indicators. For 95% of the weather stations 
RMSE was smaller than 0.8 mm d-1 and only a slight over-estimation bias was detected, 
which was more noticeable in the southern and eastern areas of the Peninsula, including 
the drier coastal areas. When the computed RMSE values were compared with those 
obtained with a variety of methods alternative to the PM-ETo procedure, it was observed 
that they were generally similar to the smaller ones reported by various authors, i.e., errors 
of estimates of ETo computed with NCEP/NCAR blended reanalysis products are likely 
smaller than those obtained with alternative computation procedures. Results suggest that 
the use of reanalysis products is advantageous relative to alternative methods because, in 
addition to small estimation errors, it allows consideration of the physics of the processes 
described by the ETo equation. 
All reanalysis weather variables were also compared with those observed at the same 130 
weather stations of the Iberian Peninsula in order to assess their possible influence on the 
quality of ETo calculation. Results for solar radiation, the main driving variable of ETo, 
are very good, with very small estimation errors and a slight under-estimation bias. 
Similarly, good results were obtained for maximum temperature. However, Tmin REAN 
revealed less agreement with observations, with an over-estimation bias but small errors 
of estimate. Results for relative humidity have also shown a small over-estimation bias. 
For all these variables, EF was generally high, with only few exceptions for RH REAN, 
thus indicating that the mean square errors of estimates were generally much smaller than 
the variance of the observed variables. Contrarily, results for wind speed were poor, 
generally showing overestimation and negative values for EF. The good results for 
radiation and temperature likely reflect the corrections made to these variables in the 
blended reanalysis data set used in this study, while the lack of corrections for specific 
humidity and wind speed are a reason for less good estimates of RH and, mainly, poor 
results for the WS. 
Good results for shortwave radiation and temperature and reasonably good ones for 
relative humidity, whose performance varied spatially, helped to obtain good results for 
ETo REAN. The large overestimation of WS REAN may have contributed to the slight over-
estimation of ETo REAN that mainly affects stations in arid and semi-arid locations; 
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however, testing impacts of alternative estimation of WS did not show significant 
improvements in ETo REAN.  
Overall, the quality of estimates of weather variables from blended reanalysis products 
favors the adoption of reanalysis to estimate ETo when full observation data sets are not 
available. In particular, our approach is useful for drought studies when using drought 
indices combining precipitation and evapotranspiration.  
A set of 15 weather stations were used to assess the goodness of the NCEP2 reanalysis 
products using monthly data. Results revealed a consistent under-estimation of ETo and 
errors more than doubled those of the blended reanalysis products used in this study. The 
same set of 15 weather stations was used to assess the quality of the ERA-Interim 
reanalysis products. Results show a consistent but small over-estimation of ETo and errors 
larger than for the blended monthly reanalysis products.  
An additional analysis evaluated the potential of the daily ERA-Interim reanalysis data 
sets in reproducing the temporal variability of the different climatic variables used to 
compute PM-ETo as well as daily ETo REAN across continental Portugal. In addition, two 
approaches for bias correcting ETo computed from reanalysis using different aggregation 
periods (month, quarter, entire period) were assessed. Results showed that, despite the 
limitations in representing the different variables used for computing daily PM-ETo, the 
uncorrected ETo REAN results results were acceptable, with estimation errors lower than 1 
mm day-1 in most locations and showing a tendency for over-estimation with 48% of 
stations having a positive bias. Thus, it appears that the uncorrected ERA-Interim 
reanalysis data set can be a useful tool although it should be used with caution.  
The use of the additive bias correction and multiple regression approaches using month, 
quarter and entire period aggregation improved ETo estimations. As expected using the 
month aggregation outperformed the other studied periods. However, cross-validation 
results did not show noticeable accuracy differences between using the different 
periods. Selection between approaches was based upon easiness of use, good quality of 
its results and ability of capturing the intra-annual seasonality of ETo. Thus, aiming at 
irrigation scheduling operational purposes we propose the use of the additive bias 
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MedPDSI, a modification of the Palmer drought severity index 
focusing on Olive Groves with their comparison for various 
climates. 
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 MedPDSI, a modification of the Palmer drought severity index 
focusing on Olive Groves with their comparison for various climates  
Abstract. An adaptation of the Palmer Drought Severity Index (PDSI) for Mediterranean 
climate was here proposed assuming dry land olives as drought reference crop, which 
resulted in a revised index, the MedPDSI. It differs from the original PDSI because the 
olive crop, a typical Mediterranean perennial resistant to water stress, is assumed as 
drought reference crop aiming at the application of the soil water balance. A new soil 
water balance is proposed with the actual evapotranspiration computed with the FAO-PM 
reference evapotranspiration and a crop coefficient obtained from the FAO dual Kc 
approach, thus Kc = Kcb +Ke. The basal crop coefficient Kcb refers to transpiration and is 
parameterized at the month scale for a typical rainfed olives grove. The soil evaporation 
coefficient Ke is estimated every month as a function of soil evaporation, thus depending 
on monthly precipitation, evaporative atmospheric demand and the soil evaporation 
characteristics following FAO-PM. The self-calibrating methodology proposed to the 
PDSI was adopted for the MedPDSI. The MedPDSI was compared against the PDSI for 
selected locations in Portugal considering different climates. Comparing results of the 
water balance with MedPDSI and PDSI results showed relevant differences in actual 
evapotranspiration (ETact), mainly in the transition from the dry to wet months, with a 
more realistic variability of ETact computed with MedPDSI than with PDSI during the 
rainy months. PDSI and MedPDSI are similar, recognizing the same wet and dry events, 
with similar severity; however, droughts are identified earlier with the MedPDSI and are, 
generally, longer and more severe. 




Drought is a natural but temporary imbalance of water availability, consisting of 
persistent lower-than-average precipitation of uncertain frequency, duration and severity, 
of unpredictable or difficult to predict occurrence, resulting in diminished water resources 
availability and carrying capacity of the ecosystems (Pereira et al. 2009). Droughts are 
natural hazards, often with drastic and social environmental consequences, affecting all 
branches of society, from agriculture to hydropower generation and industry and can 
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seriously affect human activities and health (Wilhite et al. 2007; Pereira et al. 2009; 
Mishra and Singh 2010). Therefore, droughts may be grouped into various categories, 
namely, meteorological, agricultural, hydrological, water supply or groundwater drought 
referring to both the time when a precipitation deficit is observed and the lag time for the 
impacts of the water shortage being noticed across different sectors (Pereira et al. 2009). 
Many different approaches have been developed to characterize the different drought 
types. The primary tools for drought monitoring and characterization are drought indices, 
which are numerical representations that measure drought characteristics such as, 
intensity, duration, severity, magnitude or spatial extent (Heim 2002; Keyantash et al. 
2002; Mishra and Singh 2010). Among the most used indices are the Palmer Drought 
Severity Index (PDSI) (Palmer 1965) and its variants (Heddinghaus and Sabol 1991; 
Wells et al. 2004; Ma et al. 2014), or even the PDSI intermediary terms, such as the Z 
index (Karl 1983, 1986). Another group of indices frequently used include the 
Standardized Precipitation Index (SPI) (Mckee et al. 1993), the Reconnaissance Drought 
Index (RDI) (Tsakiris et al. 2007) and the Standardized Precipitation Evapotranspiration 
Index (SPEI) (Vicente-Serrano et al. 2010). 
The SPI, SPEI and RDI are easy to compute, standardized and multiscalar indices, 
meaning that they can be computed for different time-scales and, thus, may be better 
suited to capture different types of droughts (Mckee et al. 1993). Moreover, these indices 
are standardized and normalized making them spatial and temporally comparable. The 
SPI uses monthly precipitation (PRE) to quantify drought severity by assessing deviations 
from normal precipitations amounts. The SPEI and RDI are based on the computational 
procedure of the SPI but consider the effect of temperature, by relating monthly 
precipitation with evapotranspiration (ET) either using potential evapotranspiration 
(PET) or reference evapotranspiration (PM-ETo) (Vangelis et al. 2013; Beguería et al. 
2014). While RDI considers the ratio PRE/PET, SPEI applies a so-called climatic water 
balance, which results from the difference between PRE and ET. Although SPEI and RDI 
incorporate the effect of global warming, by adding a temperature component, they are 
unable to truly reflect the relationship between precipitation and evapotranspiration, 
which can be accomplished by using a water balance. Moreover, studies have shown that 
actual evapotranspiration (ETact) and ET are often anticorrelated or have decoupled 
relationships which reinforce the need to use of actual evapotranspiration to assess and 
monitor drought conditions (Hobbins et al. 2004; Brutsaert 2006; Zhang and He 2016). 
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In this regard, Kim and Rhee (2016) proposed a methodology to compute a drought index, 
the SEDI, computed solely with ETact, using the Bouchet hypotheses (Bouchet 1963), 
without performing a water balance and without accounting for precipitation, which 
considers an empirical relation between ETact and ET. Their results showed that the PDSI 
and the SEDI, computed with 9 month time scale, are comparable, although PDSI 
outperforms the SEDI when comparing these indices with remoted sensing vegetation 
indices (Kim and Rhee 2016). 
The PDSI standouts from the above mentioned drought indices because it was developed 
with a physical background, which is necessary for the accurate estimation of moisture 
conditions in the soil (Dai 2011). Despite being one the first drought indices proposed, 
the Palmer drought severity index continues to be highly in use for drought studies 
(e.g.:Wells et al. 2004; Burke et al. 2006; Sousa et al. 2011; van der Schrier et al. 2011; 
Dai 2011; Martins et al. 2012; Paulo et al. 2012; Trenberth et al. 2014; Ma et al. 2014; 
Vicente-Serrano et al. 2015) and is used as an operational tool for drought monitoring, 
for example, in the USA and in Portugal. Despite many successful applications of the 
PDSI reported in the aforementioned studies, the majority of those researchers did not 
comment on the assumptions upon which the water balance calculation is based, which 
has some shortcomings in its formulation. Alley (1984) pointed to several limitations of 
the Palmer water balance method, including:  
1. The Thornthwaite’s method is a simplified procedure to estimate potential 
evapotranspiration (PET) as it depends only to monthly average temperature and 
the latitude of the considered site, ignoring aerodynamic and crop resistance 
factors, humidity and even the altitude of the site;  
2. The attribution of 25 mm to the storage capacity of the soil’s surface layer is rather 
arbitrary. This value will affect the PET rate, because the potential ET rate only 
occurs when the water is still available in the surface layer;  
3. The method assumes that, whenever, monthly precipitation (PRE) is greater than 
monthly potential evapotranspiration (PET), the actual ET rate equals the 
potential ET rate for the entire month. However, as in the late summer of the 
Mediterranean region, the soil water content at the beginning of the month is often 
very low, but yet, if PRE > PET the model erroneously assumes that PET occurs 
at its potential rate for the entire month;  
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4. It is assumed that runoff do not occur until the soil’s maximum holding water 
capacity is reached, which according to Rushton and Ward (1979) conduces to an 
estimation of runoff of about 25% less than that estimated when daily water 
balances are adopted;  
5. The method fails to consider seasonal and annual changes in vegetation and root 
development. 
Evapotranspiration is driven by more variables than temperature, such as radiation, wind 
speed and relative humidity, and the use of physical based equations such as the FAO-
PM equation (Allen et al. 1998) improves the estimation of evapotranspiration. However, 
how the choice of the evapotranspiration input affects the variability of the PDSI in 
identifying and charactering drought must be understood. Hu and Willson (2000) studied 
the effect of variability of precipitation and temperature on the PDSI, using the 
Thornthwaite equation to compute potential evapotranspiration, and found that the index 
is equally affected by both precipitation and temperature if the variables have similar 
magnitudes of anomalies. The use of the Thornthwaite’s method (Thornthwaite 1948) to 
estimate PET (potential evapotranspiration) as input for the PDSI, as criticized by Alley 
(1984), was compared against the FAO-PM Penman-Monteith reference 
evapotranspiration (PM-ETo) (Allen et al. 1998) in order to access the impacts on the 
PDSI index (van der Schrier et al. 2011; Dai 2011; Sheffield et al. 2012). Both Dai (2011) 
and van der Schrier et al. (2011) did not find significant changes in the PDSI computed 
with both evapotranspiration equations, however, Sheffield et al. (2012) did observe an 
overestimation of negative PDSI trends, when computed with PET, which was not present 
when the PDSI was computed using PM-ETo decreasing trends over large areas of the 
world. The results from Sheffield et al. (2012) are in agreement with many studies that 
reported a decrease in reference evapotranspiration, even though temperatures are rising 
(Espadafor et al. 2011; Vicente-Serrano et al. 2014), which revealed that, despite the 
complex computational procedure of the PDSI, the index is sensitive to the 
evapotranspiration input used, and thus its selection need to be carefully considered. 
Moreover, results from Chapter 4, with studies conducted for Inner Mongolia, from 
hyper-arid to humid locations, showed that there are significant differences in the 
temporal variability of evapotranspiration when computed with temperature methods and 
FAO-PM equation. The temperature methods, Hargreaves-Samani (Hargreaves and 
Samani 1985), or the Penman-Monteith temperature only method (Allen et al. 1998) 
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showed consistent trends for the increase of evapotranspiration for all types of climates, 
whereas decreasing trends were often observed with PM-ETo, despite the increase of both 
minimum and maximum temperature observed in all locations in those studies. 
Reasonable good results were observed, when compared to local computed PM-ETo, and 
the errors of estimation were, in average, lower with the PM-ETo computed with 
reanalysis than when evapotranspiration was computed with temperature methods.  
Despite the importance of the selection of ET estimation to be used for PDSI 
computations, other studies have analysed drought trends. Sousa et al. (2011) studied the 
temporal variability of droughts in the Mediterranean region with the PDSI and the Sc-
PDSI from the CRU (Climate Research Unit) data sets, regarding the period (1901-2002). 
Both indices were computed using precipitation and temperature, thus using the 
Thornthwaite equation for estimation of PET. Results showed a clear drying trend in the 
20th century, with exception of the northwestern region on the Iberian Peninsula and 
concluded that the main driver of drought variability in the region was the NAO (North 
Atlantic Oscillation), most relevant in the winter. However, for the period 1941-2006, 
Martins et al (2012) found no significant trends for drought aggravation using the PDSI, 
computed with PET from Thornthwaite, in Mainland Portugal. Other studies have used 
climate projections to understand drought variability and extreme events occurrence in 
the future using different climate models to predict future climate conditions (Burke and 
Brown 2008; Sheffield and Wood 2008; Wehner et al. 2011; Im et al. 2012; Tian-Jun and 
Tao 2013; Liu et al. 2013a; Bonsal et al. 2013). All studies point to an increased drought 
frequency with the PDSI, usually more significant than the SPI changes (Burke and 
Brown 2008; Bonsal et al. 2013; Lui et al. 2013a). Im et al. (2012) emphasized the 
importance of temperature trends on the PDSI since the same PDSI computed with 
detrended time series of temperature did not revealed the decreasing trends present when 
the PDSI was computed with the original temperature data. Moreover, Bonsal et al. 
(2013) concluded that bias corrections are important when using climate models to better 
reproduce the observed statistics of the PDSI.  
Another issue of the PDSI model was addressed by Wells et al. (2004) with the creation 
of the self-calibrating PDSI (Sc-PDSI). These authors tackled the issue of the lack of 
comparability of the PDSI between diverse climatological regions (Alley 1984; Guttman 
et al. 1992). This was related with the fact that Palmer introduced empirical constants in 
the PDSI algorithm from limited amount of data and specific to the US Great Plains, 
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which resulted in inconsistent behaviors of the PDSI when computed for other locations. 
This resulted in PDSI with a larger frequency of extremes larger than expected and with 
an apparent bimodal distribution for locations with different climates (Wells et al. 2004; 
van der Schrier et al. 2006). The methodology proposed to solve this issue replaces the 
climatic characteristic and duration factors, derived empirically by Palmer with values 
computed for each location, which are based upon the climate of the data. This 
implementation improved the index performance, with consistent results for different 
climates and allowing for more accurate comparisons of the PDSI for different locations 
(Wells et al. 2004; van der Schrier et al. 2006; Dai 2011).  
A different approach to standardize the PDSI was suggested by Ma et al. (2014) in which 
a new methodology, also based on procedures of the PDSI and the SPI was developed. 
The authors proposed a new index, the standardized Palmer drought index (SPDI) which 
used the moisture departure index, D, computed using the PDSI soil water balance and 
then transforms it into a standard normal variable by fitting the observed moisture 
departures to a General Extreme Value distribution while avoiding the empirical 
constants of the PDSI and simplifying the index computation.  
Heddinghaus and Sabol (1991) also identified an additional potential problem regarding 
the original PDSI computation. The authors discussed that the backtracking procedure 
proposed by Palmer in the original PDSI was not adequate for real-time monitoring of 
drought, since the values of several previous months could change according to the value 
of the current month. So, the authors developed a weighing calibration tool that removes 
backtracking, which creates more subtle transitions from dry to wet spells. 
The Zindex was considered a better indicator of short-term agricultural drought because it 
is sensible to variations in soil-moisture (Karl 1986). Dai et al. (2004) compared both the 
PDSI and the corresponding Zindex against mean monthly soil moisture, in the first 1 m 
depth of soil, and found the PDSI values were more consistently correlated with soil 
moisture than the Zindex, in many locations in China. Concordantly a study by Wang et al. 
(2015) for China, revealed that the PDSI was better to capture soil moisture variability in 
deeper layers of the soil (from 0.9 to 1 m depth) whereas, the  Zindex performed better than 
the PDSI and the Sc-PDSI in characterizing soil moisture in most surface layers (0 to 5 
cm). Another interesting result is that the PDSI was better correlated with soil moisture 
in the first 1 m of soil than the Sc-PDSI. However, Quiring and Papakryiakou (2003) 
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found that the Zindex was better suited to measure agricultural drought in the Canadian 
prairies than the PDSI or the SPI. The performance of Zindex could, however, improve if 
the methodologies for the local calibration of the climatic characteristic were 
implemented (Wells et al. 2004), since the original parameters of the PDSI were 
calibrated for the central United States of America conditions, as discussed by Dai et al. 
(2004). The MedPDSI, using an updated water balance, purposely developed to better 
capture the Mediterranean climate and by applying, the self-calibrating methodology 
could improve the capabilities of its Zindex in capturing more accurately agricultural 
drought and the variation of soil moisture in the soil.  
To face some of deficiencies regarding the PDSI water balance Mo and Chelliah 
(2006) used the National Centers for Environmental Prediction (NCEP) North American 
Regional Reanalysis (RR) data to create a version of the PDSI, the MPDSI, and replaced 
the input data in the soil water balance to include more accurate fields from the RR itself, 
eliminating the assumptions of a two-layered soil and the need to define an available 
water capacity, although maintaining most of the Palmer’s original procedures. Such data 
included: potential evapotranspiration, evaporation, runoff, total soil moisture, and soil 
moisture change were used from the RR and thus ET computed with the Thornthwaite is 
not necessary. Moreover, the potential recharge is obtained, as the total soil moisture 
required to achieve total soil moisture in a given grid point for each month of the year and 
the potential precipitation is the maximum precipitation at each grid point for a given 
calendar month. 
Drought indices have been studied to assess drought impacts on crops, to understand how 
droughts relate with crop yields and to understand crop vulnerability to droughts (e.g.: 
Mavromatis, 2007, Tunalıoğlu and Durdu, 2012 and Popova et al. 2014). Popova et al 
2014 assessed the vulnerability of the maize crop to droughts in Bulgaria, and compared 
the SPI-2 relative to July and august against the relative yield decrease (RYD) and found 
strong correlations between the drought index and the yield. Mavromatis (2007) tested 
the SPI, PDSI, Sc-PDSI and PDSI computed using Priestlay–Taylor’s as the 
evapotranspiration estimate, combined with climate change scenarios provided by Hadley 
Centre regional climate model HadRM3, in order to assess rainfed wheat vulnerability to 
climate change in two pilot crop regions in north and central Greece. These authors found 
that PDSI and Sc-PDSI were better at predicting wheat yields; however the relationship 
between the drought indices and the crop yields was weak when soil moisture was not an 
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important yield limiting factor. This study also showed that using the Priestlay–Taylor’s 
to compute PET did not improve the yield predicting capabilities of the PDSI. Moreover, 
the yield projections showed significant decreases, up to 3.14 tn yr-1 in the region. Another 
study conducted by Tunalıoğlu and Durdu (2012) used a variety of drought indices to test 
which was more appropriate to assess olive (O. europaea L.) yield productions in Turkey 
and its vulnerability to climate change using future projections. Results showed that the 
Sc-PDSI was the index that explained most of variability of the olive crop yields in 
majority of the locations tested, followed by the PDSI. Likewise, McCarl et al. (2008) 
tested for changes in mean and variance of crop yields of corn, cotton, sorghum soybeans 
and winter wheat with data from 1960 to 2007 in the USA to assess the stationarity in 
these crop yields time series. Furthermore, the PDSI was compared against these time 
series and, except for cotton which as less affected by drought occurrence, the drought 
index was positive and significantly correlated with the crops. The authors also studied 
the impacts of changes in precipitation and temperature and results showed that 
precipitation intensity and drought have larger impacts on crop yields than annual 
precipitation amount and that a higher variability in temperature have significant negative 
impacts on crop yields. These results suggested, then, that the variability of precipitation 
temperature and PDSI have significant impacts of crop yields and that stationarity should 
not be assumed without caution in models that use weather data that is subject to climate 
change (McCarl et al. 2008). 
The present study aims to test how the new soil water balance, developed for the 
MedPDSI, changes and affects the drought index and all its intermediate outputs, when 
compared to the original PDSI. The performance of the MedPDSI’s water balance is also 
tested for different locations in mainland Portugal comparatively to the PDSI. For that 
matter: (1) the water balance results from both methods were compared; (2) The 
coefficients potentials, climatic characteristic and the Zindex were also compared, to 
evaluate how the index behaves for different climate conditions; (3) the new duration 
factors, computed using the self-calibrating procedure were analyzed and (4) the drought 
indices were compared, so its main differences may be analyzed to understand how the 




6.2 Data and Climate 
For this study, monthly precipitation time series for the period 1941-2006 from 26 
meteorological stations distributed along Continental Portugal (Figure 6-1), were used in 
combination with potential evapotranspiration (PET) using the Thornthwaite equation 
(Thornthwaite 1948) and the FAO-PM Penman-Monteith reference evapotranspiration 
(Allen et al. 1998) both estimated using a global blended reanalysis data set (Sheffield et 
al. 2006) to compute, respectively the PDSI and the MedPDSI. The PDSI was computed 
with the Thornthwaite equation to maintain the original methodology proposed by 
Palmer.  
The data retrieved from the reanalysis data set consisted on maximum and minimum 
temperature (ºC) wind-speed (m s−1), downwards shortwave radiation (MJ m2 d-1) and 
relative humidity (%). PET was computed with maximum and minimum temperature and 
PM-ETo was computed with all 5 variables. This data set, which as a spatial resolution of 
0.5º x 0.5º (Figure 6-1), and spans from 1948-2008, was used to assess the accuracy of 
monthly ETo estimations for the Iberian Peninsula in a previous study (Chapter 5). The 




Figure 6-1 Map with the location of the reanalysis gridpoints used and the weather stations classified by 
aridity (on the left) with the coordinates of the weather stations the respective aridity index on the right. 
Highlighted locations were selected to depict the behaviour of the drought indices for different climates. 
To homogenize the precipitation data with the reanalysis data set, used for computing 
PM-ETo and PET, the nearest reanalysis grid-point to each weather station was selected, 
and maximum and minimum temperature (Tmax and Tmin) were bias corrected for those 
locations using observed time series, and following a methodology approach similar to 
the one proposed in Chapter 5. Firstly, Tmax and Tmin were corrected for the difference in 
elevation between the grid-point selected and the location with the observed data, 
considering a lapse rate of 6.5 ºC km-1 (Soares et al. 2012b and Chapter 5). Temperature 
was bias corrected using an additive correction scheme that corrects the mean value of 
the reanalysis time series to match the mean value of the observed time series. For this 
study, following the results of Chapter 5 regarding the daily data analysis, the time series 
were divided into four trimesters to better capture the interannual variability of 
temperature for both the observations and the reanalysis data. Moreover, to correct Tmin 
and Tmax, the temperature range (TR), was computed for both the observed and the 
reanalysis data. Then the bias correction scheme was applied to Tmax and TR with Tmin = 
 
 
ID Station Latitude Longitude 
Aridity 
index 
266 Vila Real S. António 37.19 -7.42 0.53 
250 Amareleja 38.22 -7.22 0.55 
554 Faro 37.02 -7.97 0.55 
538 Sagres 37 -8.95 0.56 
32 Mirandela 41.52 -7.2 0.57 
235 Elvas 38.88 -7.15 0.59 
226 Mora 38.93 -8.17 0.61 
562 Beja 38.02 -7.87 0.62 
174 Alcacer do Sal 38.38 -8.52 0.63 
183 Alvalade do Sado 37.95 -8.4 0.65 
150 Cabo da Roca 38.78 -9.49 0.67 
557 Évora 38.57 -7.9 0.70 
530 Cabo Carvoeiro 39.35 -9.38 0.75 
35 Miranda do Douro 41.52 -6.28 0.75 
535 Lisboa 38.72 -9.15 0.82 
212 Alvega 39.47 -8.05 0.83 
170 Setúbal 38.52 -8.9 0.86 
52 Régua 41.17 -7.8 0.91 
575 Bragança 41.8 -6.73 0.92 
571 Portalegre 39.28 -7.42 1.03 
107 Coimbra 40.2 -8.42 1.07 
75 Viseu 40.67 -7.9 1.26 
546 Porto 41.13 -8.6 1.57 
23 Braga 41.55 -8.4 1.80 
11 Montalegre 41.82 -7.78 2.10 
568 Penhas Douradas 40.42 -7.55 2.36 
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Tmax -TR. This approach links the correction of both temperatures, thus avoiding Tmin > 
Tmax.  
The aridity index was computed for all the 26 locations to represent the country different 
types of climate, from dry sub-humid in the south to humid climate in the North-western 
regions according to the Aridity Index (UNEP 1997). The Aridity Index was computed 
from the ratio between precipitation and PET, computed for the 30 year period of 1976-
2006. Furthermore, from the 26 stations used in this study, 6 were selected to demonstrate 
the behavior of the drought indices and the differences between the PDSI and MedPDSI 
according to the climate, and are highlighted in Figure 6-1. Those stations are Faro and 
Elvas representing the dry sub-humid climate, Alvalade do Sado and Miranda do Douro 
representing the moist sub-humid locations, Viseu, and Montalegre relative to the humid 
locations.  
Figure 6-2 shows the 59 year mean of the intraanual variability of precipitation, PM-ETo 
and PET on the 6 weather stations selected to describe the different climates in Mainland 
Portugal. There was a high variability of the average annual precipitation amount in the 
selected locations. Precipitation increased from the dry sub-humid locations to the humid 
locations with average annual amounts of 513 mm in Faro to 1490 mm in Montalegre. 
Moreover, the majority of the rainfall occurred in the autumn and winter with very dry 




Figure 6-2 Intraannual variability of precipitation, Reference Evapotranspiration (PM-ETo) and 
Potential Evapotranspiration (PET), considering monthly means relative to the period 1941-2006 
for 6 selected stations and ordered by aridity, from dry-sub-humid to humid.  
Differently, PM-ETo and PET were higher in summer, with its maximum values in July 
or August for all stations and was lowest in the winter, when temperature is lower. There 
were noticeable differences between PM-ETo and PET. The annual amounts of PM-ETo 
were larger than the PET counterparts, reaching 1320 mm per year in Elvas with PM-ETo 
but with PET, the annual average was only 829 mm per year. Moreover, the difference 
between PM-ETo and PET was always larger than 200 mm year
- 1. However, this 
difference was more pronounced in the summer months reaching 28 mm in July in 
Montalegre and 68 mm in July in Elvas and smaller in late autumn and winter with PET 
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being slightly larger than PM-ETo in Alvalade and Viseu in December and January. These 
differences may impact the water balance results of PDSI and MedPDSI in the following 
section (6.5) and this issue will be discussed.  
6.3 Computation of the PDSI 
The PDSI was developed to be used as a meteorological drought index and is based upon 
a water supply and demand, computed with a monthly soil-water balance using monthly 
records of precipitation and temperature for a two layer soil (Palmer 1965). It was 
developed and calibrated to assess and quantify meteorological drought in the Great 
plains of USA considering the environmental and crop conditions of the area, mainly 
assuming the winter wheat as the drought reference crop (Palmer 1965). The PDSI 
measures the deviation between observed and the expected precipitation to maintain 
climatic normal moisture conditions. This deviation will then be used to compute the 
moisture anomaly index (Zindex), which is a standardized measure of the difference 
between the humidity conditions of a given month and the average humidity conditions 
for that month. Then, the final PDSI value is computed as a weighted combination of the 
Zindex value for that month and the PDSI value of the previous month.  
Table 6-1 Classification of severity of drought/wetness events of the PDSI  
Classification Range of PDSI and MedPDSI Values 
Extreme wet spell ≥ 4 
Severe wet spell 3.00 to 3.99 
Moderate wet spell 2.00 to 2.99 
Mild wet spell 1.00 to 1.99 
Incipient wet spell 0.50 to 0.99 
Near Normal 0.49 to -0.49 
Incipient drought -0.50 to -0.99 
Mild drought -1.00 to -1.99 
Moderate drought -2.00 to -2.99 
Severe drought -3.00 to -3.99 




These weights determine if the PDSI is more sensitive to sudden changes in moisture 
anomaly or if the PDSI values are more influenced by the past moisture conditions. The 
PDSI was created to be a standardized measure of moisture anomaly and the PDSI 
computations procedures attempt to fit the index to the 11 categories defined in (Palmer 
1965) to classify drought and wetness events (Table 6-1). 
Soil Water Balance 
In Palmer’s formulation, the generic equation of the soil water balance computed on a 
monthly basis is described by: 
PRE = ETact + RO + (R − L)       (6.1) 
where PRE is the precipitation, ETact the actual evapotranspiration, RO the runoff, R is 
the soil water recharge and L the soil water loss, all expressed in mm. The variation of 
the soil water reserve is the difference between R and L. R and L are mutually exclusive, 
meaning that in a given time interval (month) when there is recharge (R>0) L is null and, 
if there is water loss (L>0) the recharge is zero. 
The Original PDSI was based on a two-soil layers water balance where the  the water 
holding capacity (SWC) of  the surface layer is 25 mm (and the underlying layer a SWC 
of 127 mm for the Western Kansas location and 228 mm for Central Iowa. These values 
depend upon soil characteristics and may be modified according the location 
specifications. For this application the PDSI was computed considering a surface layer 
with 25 mm of water holding capacity and underlying layer with 200 mm, so the PDSI 
results may be comparable with the MedPDSI which was computed considering a soil 
with a total available soil water, TAW = 150 mm/m and soil depth of 1.5 m. 
The evapotranspiration occurs at its potential rate until water in the surface layer is 
depleted. The consumption of water of the underlying layer starts when the surface layer 
is empty. 
If PET equals or exceeds precipitation, the water loss in the surface layer, Ls, is given by 
Ls = min[Ss , PET − PRE]        (6.2) 
and the water loss in the underlying layer Lu is  
Lu = (PET − PRE − Ls)
Su
TAW
        (6.3) 
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where Ss and Su correspond to the stored water, by the end of the previous month, in the 
surface and underlying layers, respectively, and TAW is the total available soil water, i.e., 
the sum of the SWC of the two layers.  
Recharge is assumed to occur every time precipitation exceeds PET and the stored water 
in one or both layers, by the end of the previous month, is below field capacity; the 
recharge of the underlying layer initiates when the surface layer reaches the field capacity. 
Water loss occurs after field capacity is attained in both layers and was designated as 
Runoff by (Palmer 1965), however it is the combination of surface runoff and deep 
percolation.  
Besides PET, three additional potential terms were introduced by Palmer, the potential 
recharge (PR), potential loss (PL) and potential runoff (PRO) all expressing the 
hypothetical maximum conditions relative to their respective actual values in the soil 
water balance. 
PR is defined as the amount of water needed to bring the soil water content to the field 
capacity: 
PR = TAW − (SS +  Su)  (6.4) 
PL is the amount of water that the soil may be lost by evapotranspiration when PRE = 0 
and is fractioned in the two layers: 
PL =  PLs +  PLu          (6.5) 
where  
PLs = min[PET, SS]           (6.6) 
PLu = (PET − PLs)
Su
TAW
, PLu  ≤  Su      (6.7) 
PRO, as defined by Palmer, corresponds to the difference between potential precipitation 
and potential recharge and Palmer adopted for the potential precipitation the value of 
TAW. So PRO is given by: 
PRO = TAW − PR =  Ss +  Su        (6.8) 
The moisture anomaly index (Zindex) is a standardized measure of the difference between 




The Zindex is obtained from the moisture departure (D), which is the deviation between the 
actual precipitation of the month i, PREi, and the precipitation that is expected to occur 
for that month to maintain climate conditions, PRÊi. D is then computed from the 
following equation: 
Di =  PREi −  PRÊi         (6.9) 
where PRÊi is 
PRÊi = αjPETi + βjPRi + γjPROi +  δjPLi     (6.10) 
where PETi, PRi, PROi and PLi refer to time interval i. The coefficients αj, βj, γj, and δj are 
the ratios between the average of each of the actual values for ET, soil moisture recharge, 
runoff, and soil moisture depletion and the average of the corresponding potential values 
(PET, PR, PRO, and PL) over a calibration period. The j= 1 to 12 refers to the month of 
the year. Usually, these potential values are computed for the complete time series of each 
variable, however, a smaller period may be used as reference and this selection can have 
a significant impact on the frequency of extreme events detected in both drought indices 
(Karl 1986; Chapter 3). Results in Chapter 3 showed that when using non-stationary time 
series, with changes in mean through time, the selection of a reference period matters, 
i.e., if the reference period is dry (wet), then the PDSI will have more frequent wet (dry) 
events. Recent studies (Martins et al. 2012; Paulo et al. 2012) showed no significant trends 
for the PDSI and MedPDSI in Portugal for the period of time analyzed herein (1948-
2006) and, for that reason, both potential coefficients of MedPDSI and PDSI were 
computed using the complete time series. 
Moisture Anomaly Index  
Zindex is then computed for month i as: 
Zindex i =  KjDi (6.11) 
where Kj is the climatic characteristic which is a dimensionless weighting factor, 
computed for each month j of the year, and is responsible for the standardization of the 
moisture anomaly to better suit local conditions. K was empirically calibrated by Palmer 
using 9 different location in the USA and can be defined as:  




K′j = 1.5log10 [
Tj+2.8
D̅j
] + 0.5         (6.13) 
and, Tj =  
PE̅̅ ̅̅ j+ R̅j+ RO̿̿ ̿̿ j
P̅j+L̅j
         (6.14) 
where Tj is a measure of the ratio between the average moisture demand and the average 
moisture supply for the studied region and for the month j: 






 ,         (6.15) 
where D̅j is the average of the absolute values of D for month j over the calibration period, 
the constant 17.67 is the annual sum of the weighted average departures. K̃ can be 
interpreted as the ratio between the expected and the observed values of the annual means 
of D. Though K was introduced by Palmer to adjust D to better measure the magnitude 
of positive/negative moisture anomalies according to local conditions, it still produces 
spatially inconsistent PDSI values, mainly due to the 17.67 constant in (equation 6.15) 
obtained as the average Zindex of the 9 locations used by Palmer to empirically calibrate 
the PDSI. Wells et al. (2004) suggested a methodology that adjusts Zindex to local 
conditions by computing a local Kj which depends upon the characteristics of the 
individual time series, given by: 








, if di,j > 0
}        (6.16) 
By adjusting Kj as such, extreme drought and wet events will have a have distribution 
tails more acceptable for extreme events, i.e., 2% of all events should be extremely dry 
or extremely wet (Wells et al. 2004).  
After computing the moisture anomaly index, the PDSI is computed with a backtracking 
procedure for each month i from:  
Xi = 0.897Xi−1 +
1
3
Zindex i        (6.17) 
Xi and Xi-1 are, respectively, the severity of the event relative to the month i and month 
i- 1, and Zindex i is the moisture anomaly index in the period i. The values 0.897 and 0.33 
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are constant values derived by Palmer in 1965 and are called “duration factors” and were 
the same to for wet and dry spells. 
Following Wells et al. (2004) the duration factors may be updated for every time series 
by replacing the empirical values in equation (6.17) by a generic equation as:  
Xi = pXi−1 + qZindex i        (6.18) 
where p is computed as: 
p =  (1 − 
b
b+a
)         (6.19) 
and q is:  
q =  
c
b+a
          (6.20) 
where b is the slope and a is the intercept relative to the linear regression of the cumulated 
values of Zindex i during the driest periods of lengths ld vs the lengths ld of the dry periods 
(2, 4, 6,..., 20 months). The duration factors were proposed to be calibrated for the 
extremely dry and wet events with c = –4 and c = 4, respectively (Wells et al. 2004). The 
duration factors reflect the sensitivity of the index to the month’s precipitation amount, 
i.e., when p is high and q is lower, the precipitation anomaly in a month will have less 
impact in the index (Wells et al. 2004). For this study, in order to compute both the PDSI 
and the MedPDSI the first method proposed by (Dai 2011) was used, that consists on 
using all Zindex values to obtain the smallest/highest sum of Zindex for the driest/largest 
sums of Zindex for a given time length. In this case, 12 time lengths were considered, from 
2 to 24 months. 
6.4 MedPDSI soil water balance 
The drought index tested in this study, the MedPDSI, is an adaptation of the PDSI for the 
Mediterranean conditions, by changing the PDSI water balance by a soil water balance 
applied to an olive orchard, in which the dual crop coefficient (Kc) approach was adopted, 
estimating separately soil evaporation and transpiration of the olive crop (Allen et al. 
1998). The current MedPDSI model is a modification from that proposed by Pereira et al. 
(2007), with changes in the estimation of ETact and available soil water, evaporation and 
runoff. Moreover, the self-calibrating procedures used for the computation of the PDSI, 
described in the previous section, were also included in the MedPDSI model. 
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The MedPDSI uses monthly precipitation and PM-ETo, and can be computed for different 
soil types, according to soil texture, with different TAW or soil depths. The initial 
percentage of the soil water content can also be defined. In this application, a soil with a 
TAW = 150 mm/m and a rooting depth of a mature olive grove of 1.5 m (Allen et al. 
1998) was adopted.   
The generic equation for the soil water balance model proposed for the MedPDSI is:  
ΔASW = PRE − ETact − (RO + DP)      (6.21) 
where ΔASW is the variation of the available soil water stored (ASW) in the root zone 
within the month, ETact is the actual crop evapotranspiration, RO is the surface runoff due 
to non-infiltrated precipitation, and DP is the deep percolation through the bottom of the 
root zone. 
ETact is computed through the soil water balance. The counterpart potential term is the 
maximum crop evapotranspiration (ETc), given by: 
ETc = KcETo          (6.22) 
where Kc is obtained using the FAO-56 dual Kc approach and ETo is the reference 
evapotranspiration as  
Kc = Kcb+ Ke          (6.23) 
where Kcb is the basal crop coefficient and Ke is the soil evaporation coefficient. Water 
use and evapotranspiration of olive orchards has been often studied, recently adopting the 
dual Kc approach (e.g.: Allen and Pereira 2009; Cammalleri et al. 2013; Paço et al. 2014). 
The basal crop coefficient Kcb refers to transpiration and is parameterized at the month 
scale for a typical rainfed olive grove with 30% ground cover based upon the referred 
studies. The resulting Kcb values are: 0.33 for the months of January to April and the 
autumn months of November and December, 0.28 for the summer months of June through 
September, and 0.30 for the transition months of May and October.  
Ke is computed following the equation: 
Kei = Kcor(0.2424 − 0.00131EToi + 0.002875PREi + 0.00126PREi−1) (6.24) 
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with Ke restricted to 0 ≤ Ke ≤ (1.2-Kcb) and depending upon PM-ETo, the precipitation of 
the current and of the previous month, respectively, PREi and PREi-1. Ke is further 
corrected for the evaporative characteristics of the surface soil layer with Kcor. For sandy 
soils, less capable of retaining water a Kcor = 0.9 was considered, for loam soils a Kcor = 
1.0 was used, and for heavier, silt and clay soils, that retain more water a Kcor of 1.1 was 
used. Moreover, the Ke equation was obtained by applying a multi regression analysis to 
simulations of olive crop water balances performed for various types of climate in 
Portugal and considering different soils using the SIMDualKc model (Rosa et al. 2012). 
Figure 6-3 shows the Ke monthly mean for all the 26 locations used in this study. It reveals 
an appropriate variability of Ke, decreasing in summer when there is less available water 
in the soil and increasing in the rainy months.  
 
Figure 6-3 Evaporation coefficient (Ke) computed for all 26 locations, from the humid stations (
) to the dry sub-humid stations ( ) considering a loam soil.  
Following the methodology proposed by Doorenbos and Pruitt (1977) for the 
computation of the soil water balance, water is readily available for the crop between two 
boundaries that are dependent upon soil and crop characteristics. The upper boundary, 
Rmax, refers to the available soil moisture at field capacity which is the amount of water 
that can be extracted by the vegetation from the soil, and is given by: 
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Rmax = zrTAW          (6.25) 
where zr (m) is the root depth (1.5 m for this application) and TAW is the total available 
water,  i.e., the difference between field capacity and wilting point (mm m-1) of a soil 1 
m depth. The lower boundary of the optimal yield zone, also known as the optimal yield 
threshold (OYT) is obtained by: 
OYT = (1 − p′)Rmax         (6.26) 
in which p’ is the soil water depletion fraction for no stress, i.e., the fraction of available 
soil water that allows for evaporation without stress for the crops. A p’ = 0.65 was used 
in this application, following Allen et al. (1998).  
Under stress conditions, i.e., when the available soil water in the beginning of the month 
is lower than the optimal yield threshold, OYT > ASWini, then the available soil water 
content at the end of month (ASWfin) is computed as:  
ASWfin =  
OYT∗PRE
ETc
+  (ASWini −  
OYT∗PRE
ETc
) ∗ exp( − ETc ∗ OYT)   (6.27) 
and ETact < ETc obtained as: 
ETact =  ASWini −  ASWfin − PRE        (6.28) 
since surface runoff and deep percolation are 0. Complementary, when OYT ≤ ASWini, 
there is no stress for the crop in that month which means that ET act = ETc, and the ASWfin 
is given by: 
ASWfin =  ASWini + PRE − ET act       (6.29) 
Moreover, if ASWfin > Rmax, the surface runoff plus deep percolation is obtained as the 
difference between ASWfin and Rmax and then ASWfin is set equal to Rmax. 
After the soil water balance, the computational procedures for the MedPDSI are the same 
as those described for the PDSI, in section 6.3, although the determination of the potential 
loss (PL) for the MedPDSI is different from the PDSI, since equations 6.6 and 6.7 
proposed by Palmer (1965) are not adequate for the MedPDSI. Palmer defined PL as the 
amount of soil moisture that could be lost if the precipitation of that month would be 0. 
Following this definition, PL, for the MedPDSI, was computed using equations 6.27 and 
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6.29 when in conditions of stress and no stress, respectively, but with the precipitation 
term as 0. Furthermore, PR is given by the difference between the TAW and the ASWini 
and PRO is given by TAW − PR.  
6.5 Comparing PDSI and MedPDSI Soil Water Balance 
Differences in PDSI and MedPDSI soil water balance models produce, necessarily, 
different results for the water balance terms. Moreover, these differences will be enhanced 
by the different evapotranspiration equations: the PDSI used PET, computed using the 
Thornthwaite equation whereas the MedPDSI used the reference evapotranspiration 
computed with FAO-PM Penman-Monteith equation. While PM-ETo was generally 
higher than PET (Figure 6-2), ETc, computed with equation 6.22, was often lower than 
PM-ETo for most months, because Kcb + Ke < 1.2, resulting in mean ETc values lower 
than PET. These differences were more noticeable in the summer, for all locations (Figure 
6-4). Thus, this had an obvious impact in the resulting mean ETact obtained from the both 
the PDSI and MedPDSI water balance. ETact from the PDSI soil water balance (ETact PDSI) 
was much lower than its potential counterparts in the summer months, when less water is 
available for evapotranspiration and it was closer, in mean, to PET in the rainy months. 
However, since ETc was much smaller than PET in the summer, the differences between 
ETc and ETact from the MedPDSI soil water balance (ETact MedPDSI) were lower than the 
PDSI counterparts.  
The intra-annual variability of runoff plus deep percolation was also similar when 
comparing these outputs from the MedPDSI and PDSI (Figure 6-4). For both the PDSI 
and MedPDSI SWB, RO+DP increased with humidity, i.e., was smaller in Faro and 
higher in Montalegre, the most humid location of the selected stations. Moreover, RO+DP 
for both SWB, was higher in the rainy months, from December to March, reaching 0 in 
July and August in all locations. Furthermore, analysing the differences between the 
RO+DP that resulted from both SWB it was observed that with the PDSI, RO+DP was 
higher, for the locations of Faro and Elvas, in all months in which RO+DP occurred, being 




Figure 6-4 Intraannual variability of the water balance inputs (ETc and PET) and outputs: actual 
evapotranspiration (ETact) and runoff plus deep percolation (RO+DP), computed for the PDSI 
(  ) and MedPDSI ( ) for six selected locations. 
The decision of using a soil with a depth of 1.5 m and a TAW of 150 mm for the MedPDSI 
SWB and a TAW of 225 mm for the PDSI contributed to a reduction of superficial runoff 
and deep percolation as more water was retained in the soil.  
The time-series of ETact from the MedPDSI and PDSI SWB relative to 3 locations, Elvas, 
Alvalade do Sado and Montalegre and regarding the period 1994-2006, which includes 
the drought of 2004-2006  were compared.  
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The comparison of the ETact computed with the PDSI and MedPDSI SWB models for 
those three locations (Figure 6-5) showed that both models were able to capture, 
reasonably well, the variability of monthly actual evapotranspiration, for either normal 
condition or dry periods, such as the 2004-2006 drought that covered most of Portugal. 
Despite having some differences, the PDSI water balance was capable of explaining, ETact 
variability.  
With the PDSI model the ETact extremes are frequently much larger than those of 
MedPDSI reaching ETact = 0 in several occasions in Elvas and Alvalade do Sado. The 
difference between ETc and PET may have impacted the ETact PDSI, particularly in the end 
of spring, when there is still available water for evapotranspiration to occur at its potential 
rate but precipitation was low and available water for ETact came mainly from the water 
stored in the soil in the previous month. This was observed in Figure 6-5a, in Elvas, in 
most all of June months, in particular in 1996 and 2004, but also in Alvalade do Sado and 
Montalegre (Figure 6-5b and 6-5c) in June of 1996 and the June of 2003, 2005, 2006, 
respectively.  
Another difference between the models concerns to ETact in the late summer months. This 
problem relative to the PDSI’s soil water balance was identified by Alley (1984). As the 
author explained, the fact that the PDSI considers that ETact = PET if PRE > PET, might 
induce errors, since precipitation and evapotranspiration are not evenly distributed within 
the month, and, therefore stress can occur in a time window of the month, thus affecting 
the actual evapotranspiration amounts. This issue was particular evident in late summer 
in which, soil moisture at the beginning or end of the month may be very low. This pattern 
was quite clear in Figure 6-5b, in Alvalade do Sado in which it was frequent for the PDSI 
to overestimate ETact in September and October, for example, in 1998 and 2004. 
Moreover, this was also present in Elvas and Montalegre, but to a lesser extend due to the 
climate of those locations. In Elvas where precipitation is lower, the recharge of the soil 
water is more gradual and this issue was less pronounced, but could still be observed in 
1994, with large differences between the PDSI SWB and the MedPDSI. However, for 
Montalegre the high amount of monthly precipitation combined with a lower evaporative 
demand resulted that more water was conserved in the soil and thus, this issue was less 
likely to occur. 
Despite the problems identified by Alley (1984) regarding the PDSI, most studies focus 
on the use of PET as the input for evaporative demand. PET as an evapotranspiration 
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estimation can overestimate the impact of the rising temperature due to climate change 
(Hobbins et al. 2004; Dai 2011; Chapter 4), thus using PET as input for drought indices 
may induce an unrealistic, biased, intensification of drought. Dai (2011) and Van der 
Schrier et al. (2011) found small differences in ETact from the PDSI SWB using as ET 
estimators the PET and the FAO-PM equations. Thus, both studies concluded that ETact 
was mostly limited by precipitation and not by the evapotranspiration, which means that 
the PDSI soil water balance is not sensitive to different evapotranspiration estimation 
procedures. Similar results were found by Vicente-Serrano et al. (2015). Moreover, it was 
also observed that the use of PET or the FAO-PM equation did not have relevant effects 
on the PDSI time series. While van der Schrier et al. (2011) found that the PDSI does not 
change much when either PET or PM-ETo were used, Dai (2011) observed slight 
reduction of the overall global drying trend, using the PDSI computed with PM-ETo. 
Sheffield et al. (2012), however, observed larger differences in PDSI computed with both 
PET and PM-ETo, with the PDSI computed with PET showing much larger areas with a 
negative trend when compared to the PDSI computed with PM-ETo. The authors attribute 






Figure 6-5 Comparison of actual evapotranspiration (ETact) computed with PDSI, MedPDSI, for 
the period 1994-2006. 
The RDI and the SPEI have opposite behaviors regarding ET estimators. The RDI is not 
very sensitive to different evapotranspiration estimations (Vangelis et al. 2013; Vicente-
Serrano et al. 2015) while SPEI was much more sensible to changes in evapotranspiration 
(Vicente-Serrano et al. 2015) and to the use of different ET estimators, especially in semi-
arid regions (Beguería et al. 2014). Nevertheless adopting a physical based equation such 
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as the FAO-PM equation improve the accuracy of the indices by removing the biases 
present with temperature-only ET estimators. Although it is important to use an accurate 
estimate of evapotranspiration, able to explain its true variability and magnitude, it is also 
essential that the relation between precipitation and PET or PM-ETo is realistic. Thus, this 
is the main advantage of indices such as the PDSI and MedPDSI that use a soil water 
balance to describe the interactions of water supply and demand. Moreover, this was, in 
fact, the main drive to modify the PDSI. The new water balance in the MedPDSI is 
specific to a traditional olive orchard and, by using an adaptation of the dual Kc approach; 
the problems identified by Alley (1984) were partially addressed, making the MedPDSI 
SWB more capable of describing the Mediterranean conditions. 
6.6 Comparing the PDSI and MedPDSI Climatic coefficients 
Table 6-2 displays the monthly values of the climatic coefficients, α , β, δ and γ used in 
Equation 6.10 for computing PRE ̂, for both the MedPDSI and PDSI procedures, for the 
6 locations selected as representative of the different climates in continental Portugal. The 
climatic characteristic, K (Equation 6.15), computed following Palmer (1965) and Wells 
et al. (2004) is also shown in Table 6-2 following the procedures suggested by Wells et 
al. (2004), for the local calibration of K. α, which refers to the ratio between ETact and 
PET (ETc in the case of the MedPDSI) and for both the PDSI and the MedPDSI, was 
close to one in the rainy season in all locations, from November to April, when stress was 
less frequent and ETact was close to its potential values. It decreased over the summer, 
with the exception of MedPDSI for Montalegre, as the water stress, imposed by the low 
soil water content, forces a reduction of evapotranspiration. This pattern and range of 
values was very similar to the ones obtained by Palmer (1965) for Western Kansas and 
Central Iowa. To analyse the differences of α in the summer, it is necessary to understand 
the differences between the ETact and ETc or PET, used respectively in the both the PDSI 
and MedPDSI SWB, which is depicted in Figure 6-4. PET in late spring and summer was 
much larger than ETc, whereas ETact was very similar for both SWB, this will make that 
α will tend to be lower in this period for the PDSI. Moreover, more humid locations and, 
in each location, more humid months, have a higher α. This coefficient reaches one for 
all months in Montalegre with the MedPDSI SWB, meaning that in average ETact was 
very close to ETc, which resulted from conditions of very low or no stress. This behaviour 
may be explained not only by the higher humidity of the climate in Montalegre but also 
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by the soil characteristics defined for this study, which determined a soil with a TAW of 
150 mm and a soil depth of 1.5 m, which, combined with high monthly precipitation 
amounts, avoids the crop water stress.  
Table 6-2 Water Balance potential coefficients (α, β, δ, γ) and climatic Characteristic (K) for Faro, 
Elvas and Alvalade do Sado 
 MedPDSI    PDSI     
 Faro 
 α β γ δ  K  α β γ δ  K  
January 0.98 0.35 0.16 0.09 1.02 0.98 0.27 0.16 0.10 0.87 
February 0.99 0.23 0.14 0.18 0.97 0.98 0.21 0.15 0.20 0.90 
March 0.98 0.11 0.07 0.24 1.14 0.93 0.13 0.08 0.28 1.01 
April  0.96 0.08 0.01 0.45 1.46 0.87 0.08 0.01 0.51 1.20 
May  0.94 0.01 0.00 0.61 1.45 0.73 0.00 0.00 0.72 1.28 
June 0.89 0.00 0.00 0.85 2.02 0.51 0.00 0.00 0.93 1.41 
July 0.72 0.00 0.00 0.98 1.74 0.27 0.00 0.00 0.99 1.79 
August 0.39 0.00 0.00 0.91 2.14 0.12 0.00 0.00 0.98 2.46 
September 0.29 0.03 0.00 0.48 1.70 0.21 0.00 0.00 0.84 1.73 
October 0.54 0.17 0.02 0.16 1.11 0.60 0.09 0.09 0.56 0.90 
November 0.79 0.29 0.14 0.11 0.85 0.85 0.24 0.20 0.18 0.70 
December 0.94 0.45 0.25 0.09 0.65 0.96 0.38 0.28 0.10 0.60 
 Elvas 
January 0.98 0.26 0.16 0.08 1.02 0.98 0.29 0.19 0.07 0.89 
February 0.97 0.22 0.13 0.16 1.05 0.99 0.26 0.18 0.17 0.90 
March 0.97 0.15 0.07 0.24 0.95 0.97 0.20 0.13 0.25 0.92 
April  0.97 0.11 0.01 0.34 1.37 0.94 0.18 0.03 0.34 1.14 
May  0.96 0.01 0.00 0.43 1.44 0.87 0.02 0.00 0.53 1.18 
June 0.91 0.01 0.00 0.67 1.34 0.68 0.00 0.00 0.81 1.26 
July 0.74 0.00 0.00 0.94 1.64 0.38 0.00 0.00 0.97 1.50 
August 0.42 0.00 0.00 0.88 1.74 0.15 0.00 0.00 0.97 2.33 
September 0.37 0.05 0.00 0.29 1.44 0.31 0.00 0.00 0.75 1.54 
October 0.62 0.16 0.00 0.12 0.99 0.68 0.10 0.00 0.46 0.96 
November 0.84 0.27 0.01 0.11 0.86 0.89 0.25 0.03 0.11 0.86 
December 0.94 0.36 0.11 0.08 0.87 1.00 0.35 0.15 0.08 0.75 
 Alvalade do Sado 
January 1.00 0.39 0.25 0.06 1.03 0.98 0.31 0.23 0.06 0.82 
February 1.00 0.34 0.19 0.10 1.08 0.99 0.29 0.17 0.14 0.84 
March 1.00 0.16 0.10 0.19 1.13 0.97 0.15 0.10 0.24 1.00 
April  1.00 0.26 0.04 0.23 1.43 0.94 0.20 0.03 0.31 1.05 
May  0.99 0.08 0.02 0.45 1.45 0.86 0.04 0.01 0.60 1.08 
June 0.97 0.00 0.00 0.80 1.77 0.65 0.00 0.00 0.89 1.38 
July 0.93 0.00 0.00 0.96 2.07 0.39 0.00 0.00 0.98 1.58 
August 0.78 0.00 0.00 0.95 2.01 0.18 0.00 0.00 0.98 2.31 
September 0.53 0.04 0.00 0.53 1.81 0.29 0.00 0.00 0.80 1.55 
October 0.73 0.21 0.00 0.11 0.99 0.72 0.12 0.00 0.40 0.87 
November 0.91 0.35 0.08 0.09 0.84 0.88 0.26 0.05 0.15 0.77 





Table 6-2 (Continuation) Water Balance potential coefficients (α, β, δ, γ) and climatic 
Characteristic (K) for Miranda do Douro, Viseu and Montalegre 
 MedPDSI    PDSI 
 Miranda do Douro 
 α β γ δ  K  α β γ δ  K  
January 0.99 0.32 0.18 0.11 0.93 1.00 0.35 0.20 0.10 0.84 
February 0.99 0.26 0.12 0.17 1.06 1.00 0.28 0.15 0.16 0.96 
March 0.99 0.14 0.05 0.26 1.24 0.99 0.13 0.07 0.27 1.15 
April  0.99 0.22 0.02 0.19 1.28 0.97 0.23 0.04 0.22 1.16 
May  0.99 0.10 0.01 0.25 1.41 0.93 0.08 0.01 0.38 1.17 
June 0.97 0.01 0.01 0.48 1.39 0.79 0.00 0.01 0.67 1.17 
July 0.92 0.00 0.00 0.76 1.65 0.55 0.00 0.00 0.87 1.33 
August 0.83 0.01 0.00 0.73 1.62 0.35 0.00 0.00 0.88 1.66 
September 0.76 0.06 0.00 0.42 1.31 0.48 0.02 0.00 0.67 1.28 
October 0.83 0.19 0.00 0.12 1.06 0.77 0.13 0.00 0.25 0.97 
November 0.95 0.28 0.07 0.12 0.99 0.94 0.26 0.07 0.14 0.94 
December 0.98 0.34 0.14 0.06 0.92 1.00 0.34 0.15 0.02 0.84 
 Viseu 
January 1.00 0.75 0.57 0.04 0.60 1.00 0.60 0.58 0.07 0.53 
February 1.00 0.65 0.50 0.05 0.50 1.00 0.66 0.51 0.07 0.45 
March 1.00 0.39 0.30 0.14 0.68 0.99 0.35 0.33 0.19 0.60 
April  1.00 0.46 0.17 0.16 0.89 0.98 0.43 0.20 0.19 0.76 
May  1.00 0.42 0.11 0.18 1.06 0.97 0.36 0.12 0.28 0.83 
June 1.00 0.07 0.02 0.45 1.26 0.90 0.03 0.02 0.59 1.06 
July 0.99 0.00 0.00 0.79 1.97 0.69 0.00 0.00 0.89 1.47 
August 0.97 0.01 0.00 0.68 1.64 0.47 0.00 0.00 0.84 1.55 
September 0.93 0.10 0.00 0.30 1.26 0.63 0.05 0.00 0.51 1.11 
October 0.95 0.37 0.21 0.05 0.68 0.90 0.30 0.28 0.14 0.58 
November 1.00 0.65 0.42 0.06 0.61 0.98 0.56 0.44 0.10 0.56 
December 1.00 0.65 0.57 0.05 0.47 1.00 0.57 0.57 0.08 0.44 
 Montalegre 
January 1.00 1.00 0.81 0.01 0.32 1.00 0.96 0.87 0.02 0.29 
February 1.00 0.85 0.62 0.04 0.36 1.00 1.00 0.69 0.01 0.31 
March 1.00 0.76 0.45 0.11 0.46 1.00 0.66 0.53 0.12 0.43 
April  1.00 0.72 0.23 0.08 0.81 1.00 0.67 0.33 0.06 0.68 
May  1.00 0.66 0.16 0.12 0.97 0.99 0.72 0.21 0.18 0.77 
June 1.00 0.16 0.03 0.34 1.14 0.95 0.12 0.04 0.48 1.00 
July 1.00 0.00 0.00 0.70 1.74 0.81 0.00 0.00 0.83 1.46 
August 1.00 0.03 0.00 0.57 1.50 0.62 0.01 0.00 0.76 1.47 
September 1.00 0.23 0.02 0.23 0.96 0.75 0.16 0.01 0.43 0.87 
October 1.00 0.59 0.42 0.03 0.48 0.96 0.53 0.50 0.04 0.42 
November 1.00 0.79 0.64 0.04 0.40 1.00 0.75 0.70 0.05 0.37 
December 1.00 0.85 0.84 0.00 0.28 1.00 0.82 0.90 0.00 0.26 
 
β, γ and δ are, respectively, the coefficients referring to the ratio between the actual and 
their potential monthly values of recharge, runoff and loss, computed following Equations 
6.4 to 6.9, with the adjustment of PL for the MedPDSI as described in the end of section 
6.4. Similar patterns as for α were observed for β. It was larger in the rainy months, 
reaching, systemically values close to 0 in the dry season, from around April to September 
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in all locations. Moreover, values of β increased from Faro to Montalegre with the 
increase of precipitation amounts. Both β of the PDSI and MedPDSI had similar 
behaviours, with the same pattern of variability but with an important difference that is a 
reflection of how the two models consider how much water is available for recharge in 
the transition months of late summer. For all locations, β was larger with the MedPDSI 
in September and October, which is in agreement with the behavior of the soil water 
balance in late summer in both methods as discussed above. This may be explained by 
the fact that not all water available in the soil from the previous months combined with 
precipitation were used as ETact , and thus recharge values were higher for the MedPDSI 
in this period. γ and δ, were both, overall, higher in every month for the PDSI when 
compared with the MedPDSI counterparts. This, again, resulted from a more realistic 
water balance of the MedPDSI, as it conserves more water in the soil from a month to 
another, resulting in higher γ and δ with the PDSI, values since PRO and PL were 
generally lower with this model.  
The climatic characteristic, K, adjusts the moisture departure (D) to the characteristics of 
the local climate, thus allowing better comparisons of the PDSI over both space and time. 
However, K was originally obtained by Palmer (1965) using data referring to a few 
locations and may not be adaptable to other regions with different climates. For that 
reason, in order to reduce these inconsistencies, Wells et al. (2004) revised the 
computation of K, so it would be could be automatically adjusted to local conditions and 
allow for more accurate PDSI values that are comparable for different locations and 
periods. This methodology was followed in the computation of the MedPDSI and PDSI, 
and its monthly values are shown in Table 6-2, for the 6 selected locations. K was usually 
higher with the MedPDSI, except for the summer months in the driest locations of Faro, 
Elvas and Alvalade do Sado, in which the K values relative to August were higher with 
the PDSI. Furthermore, these values, for both indices, were within the ranges of those 
obtained by Palmer (1965), however using a difference methodology for computing K.  
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6.7 Comparing the PDSI and MedPDSI Moisture anomaly Index and duration 
factors 
 
Figure 6-6 Comparison of the moisture anomaly (Zindex) index computed for the PDSI and the 
MedPDSI for selected stations. 
Despite the differences observed between the water balance results, climatic coefficients 
and climatic characteristic discussed in the previous section, the moisture anomaly index 
(Zindex) presented a similar general behaviour in both PDSI and MedPDSI (Figure 6-6). 
The slope of the linear model when forced through the origin, b0, is close to 1, varying 
from 0.90 in Elvas to 1.03 in Faro and the determination coefficient (R2) is above 0.91 
for all cases. Furthermore, in both indices the range of positive values was higher than 
the negatives, reaching Zindex values > 8 in all locations for both the PDSI and MedPDSI, 
whereas the negative values never passed the -5 values. Although such high positive 
values were rare, they appeared to be higher for the MedPDSI in the stations of Faro, 
Alvalade do Sado e Viseu, where the b0 is positive. This suggested an overestimation of 
Zindex values by the MedPDSI, which is enhanced by the higher values of the index, since 
the near 0 and negative values appeared to be more evenly scattered around the 1:1 line 
(black in Figure 6-6), for all 6 locations. This behaviour of the Zindex time series is in 
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agreement with Loukas et al. (2002) in which the Zindex values are above -4, whith the 
most negative values ranging between -2 and -4, whereas the most positive values vary 
between 2 and 5, with some Zindex values reaching a magnitude higher than 6 and even 8.  
The Zindex was then used to compute the PDSI and MedPDSI using the Equation 6.18, 
with the duration factors p and q  following Wells et al. (2004) instead of p=0.897 q=1/3 
derived by Palmer (1965). The duration factors are responsible to define the contribution 
of previous conditions, i.e., how much autocorrelation the index will have and how 
sensitive it is to the Zindex (Wells et al. 2004; Dai 2011), and were computed trough 
Equations 6.19 and 6.20 using cumulated driest and wettest series of Zindex. The 
determination of these cumulated values of Zindex i, was achieved using the method 1 
proposed in Dai (2011), in which all values of Zindex were considered to obtain series of 
the lowest/highest sum of Zindex, for the driest/wettest periods and using the accumulation 
period intervals from 2 to 24 months. Moreover, in the original PDSI, Palmer used the 
same duration factors for dry and wet events, but for this application, different duration 
factors were computed for dry and events following Wells et al. (2004).  
Figure 6-7 depicts the accumulated Zindex over the driest and wettest periods for the 
MedPDSI and PDSI for the 6 selected stations. Although with very similar accumulations 
of Zindex, the duration factors obtained for both indices have important differences. The 
PDSI dry duration factors in the most dry regions of Faro, Elvas and Alvalade do Sado 
were closer to the original p and q obtained with the original method (with p=0.897 and 
q=1/3), as p varied from 0.86 to 0.89 and q from 0.29 to 0.38. For the same locations, 
now, with the MedPDSI, similar p values were obtained, from 0.85 to 0.88, but q values 
were larger for the PDSI counterparts, varying from 0.39 to 0.52. The p and q values for 
the dry events in the remaining stations of Miranda do Douro, Viseu and Montalegre were 
further way from the ones of Palmer as the climate conditions have greater differences 
from the original conditions used to calibrate Palmer’s PDSI. Now, p ranges from 0.79 to 
0.89 with the PDSI and from 0.78 to 0.88 with the MedPDSI, but q increased for both 
indices. In these locations, however, q increased, especially with the MedPDSI, with 
values varying from 0.51 to 0.61, quite different from the original value of 1/3 but also 
for the PDSI as values ranged from 0.40 to 0.51. These results showed that, for most 
locations, the Zindex values had a higher contribution to the final value of the MedPDSI 
than for the PDSI, and though with smaller differences, the autocorrelation effect is less 
important in the MedPDSI, where p is lower, such as the cases of Miranda do Douro or 
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Viseu. Moreover, the p and q values for the dry periods relative to the MedPDSI were 
closer to each other, which showed that the MedPDSI tended to attribute more similar 
weights to Xi-1 and Zindex than the PDSI.  
 
Figure 6-7 Accumulated Zindex over the driest and wettest periods for the MedPDSI ( ) and PDSI 
( ) for selected stations 
The analysis of the wet accumulation of the Zindex (Figure 6-7), showed higher 
concordance between the PDSI and MedPDSI than for the dry accumulation series. 
Results also showed higher values of p for all locations to both PDSI and MedPDSI with 
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values ranging 0.87 to 0.95 and q values from 0.21 to 0.39. Thus, it was apparent that for 
the wet events the memory of the index was important and the contribution of the Zindex 
was less significant. Moreover, comparable patterns were identified by Dai (2011) with 
p for wet events being larger, fluctuating from 0.85 to 0.95 in the Iberian Peninsula while 
p, for the dry events, being smaller within the range 0.8-0.9. Regarding q, the patterns 
were also similar, with lower values for both the wet and dry events (0.2 to 0.5).  
6.8 Comparing the PDSI and MedPDSI Indices 
In the previous sections, the components of the MedPDSI and PDSI were analyzed, 
comparing the water balance results, the climatic coefficients used to determine D and 
the climatic characteristic, which were both used to compute the Zindex. Then, differences 
in the moisture anomaly were explored between the PDSI and MedPDSI, followed by an 
analysis of the duration factors obtained with the two methods. In this section, however, 
the final values of the indices are compared, analyzing their time series (Figure 6-8) and 
their frequency of events (Table 6-3 and 6-4), in order to assess how the proposed 
modification of the PDSI model, from which resulted the MedPDSI, impact the behavior 
of both indices, in identifying dry and wet events. Furthermore, a comparison between 
the MedPDSI and the SPI was also performed (Figures 6-9 and 6-10), since the SPI is, 
nowadays the most common and accepted drought index, and it is important to understand 
how the MedPDSI compares against such index. Moreover, the 9-month time-scale was 
selected because it compares better with PDSI (Paulo et al. 2012).  
The time variability of MedPDSI and PDSI was concordant for the same six locations 
used as examples throughout this study (Figure 6-8). Additionally in Figure 6-8, a 
narrower time-window, from 1990 to 2006, was added, showing consecutive dry events 
that resulted in moderate to extreme dry events, selected to better understand the 
differences between the two drought indices. By analyzing the complete time series of 
both indices it was clear that both were in agreement for all locations (Figure 6-8), since 
the MedPDSI and PDSI identified more of less the same dry and wet events, with similar 
time variability and also with comparable magnitude and duration of dry and wet events, 
in a 69 year period. Additionally, both indices had, for all locations, similar ranges, 
varying from -6 to 6, with the majority of the values comprised between -4 and 4. This is 
clearly an improvement due to the self-calibrating procedure that created a more stable 
variability of the index for various types of climate, thus allowing for better spatial and 
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temporal comparisons of the PDSI and MedPDSI. As Dai (2011) discussed, the original 
PDSI, computed for climatic conditions unlike the ones used to calibrate Palmer’s PDSI, 
could originate time series with great variability, with ranges with no clear physical 
meaning, which hinder the capabilities of the index to be compared among different 
locations and periods.  
Using the narrower time-window, important differences were highlighted. The MedPDSI 
reached negative values before the PDSI in almost occasions for the 6 locations (Figure 
6-8), with the exception of Faro, in which the extreme dry events identified in 1996 and 
2006 appear to be slightly anticipated by the PDSI. For the remaining locations, 
nevertheless, the severe and extreme dry events occurred sooner with the MedPDSI when 
compared with the PDSI. A clear example of this patterns are the droughts of 1992 in 
Elvas or the droughts of 1996 in Alvalade do Sado and 2005 in all locations except Faro. 
Furthermore, Figure 6-8 also revealed that, not only the MedPDSI often identifies dry 
events sooner than the PDSI, but those events are often more frequent and more severe 
with the former drought index, with the exception of Montalegre, in which severe, 
moderate  and mild events were more frequent with the PDSI. For both time-windows in 
Figure 6-8 it is clear that the MedPDSI reaches extreme dry events more frequently than 
the PDSI and that those events are often more severe.  
In Figure, 6-9 the frequency of events for each class of the MedPDSI and the PDSI were 
compared, and results helped to further explain the differences between both indices. Like 
with the Figure 6-8, it became clear that the MedPDSI identified extreme dry events more 
frequently than the PDSI in all 6 locations and that severe and moderate dry events were 
also more frequent in the MedPDSI in all locations except for Montalegre. In this location, 
the PDSI identified more often severe and moderate events than the MedPDSI. In 
contrast, the extreme wet events were more common with the PDSI for all locations and, 
as for the other wet classes, moderate to severe, there was no clear pattern, with similar 




Figure 6-8 Time variability of the PDSI (red) and MedPDSI (black) for selected stations for the 
period 1948-2006 (on the left) and a time window with the droughts from 1990-2006 (on the 
right). The severe drought threshold is depicted by ( ) and extreme drought by ( ). 
Relevant results relative to Figure 6-9 were related with the self-calibration procedure. 
Wells et al. (2004) discussed that extreme events are, by definition rare, and should only 
account for 1 to 3% of the total occurrences and that extreme wet and dry events should 
have similar frequency. In fact, Figure 6-9 showed that the extreme events were always 
within that range, for both indices and with similar frequency when comparing extreme 
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dry and wet events. These results highlighted the importance of the self-calibrating 
procedures, as it adjusts the index to local condition and producing more symmetric time 
series from a statistical standpoint. The self-calibrating methodology produced similar 
results in Wells et al. (2004), Van der schrier et al. (2006), and in Dai (2011) whom 
compared the Sc-PDSI against the PDSI and its results showed a more evenly distribution 
of both wet and dry events. However, Dai (2011) also stated that when the original 
distribution of the PDSI differs substantially from Gaussian, the distribution of the Sc-
PDSI would still not be close to normality. This is expected, since the self-calibration 
procedure does not standardize the index but helps adjusting the index to local conditions 
and creates more realistic distribution of events, in particular for the extreme events. The 
frequency distributions in Figure 6-9 are assymetric as there are some unbalances in the 
distribution of wet and dry mild and moderate. A good example is the distribution of mild 
events of the MedPDSI for Faro and for the PDSI in Viseu. Nevertheless, the frequency 
of dry and wet extremes was similar for both the PDSI and MedPDSI and negative and 
positive values of the index were evenly distribution in both indices.  
Table 6-3 shows the average frequency (%) of drought and wet classes grouped by aridity 
for all 26 weather stations for the two indices. The results shown in this Table support 
those from Figures 6-8 and 6-9 that refer only to the 6 examples that were used throughout 
this study. Like it was observed in Figure 6-9, dry events, either extreme or severe, were 
more frequent with the MedPDSI, whereas, with the PDSI, extreme and severe wet events 
were more frequent. Moreover, analysing the distribution of events according to the 
aridity it was observed that there was no clear pattern differentiating the frequency of 
extremes wet or dry for each aridity zone in both drought indices. However, while 
grouping all dry or wet event, results showed that for the PDSI and the MedPDSI wet 
events increased from the most arid locations to the humid location, and conversely dry 




Figure 6-9 Frequency of events in each dry and wet class of the MedPDSI and PDSI for selected 
stations 
The results above appear to improve upon those shown in Paulo et al. (2012) that, while 
analysing the distributions of the not self-calibrated PDSI and MedPDSI (although with 
a different scheme to compute the soil water balance), identified a negative bias in these 




Table 6-3 Average Frequency (%) of drought/wet classed of the MedPDSI and PDSI grouped by 
aridity for all 26 weather stations 
  Dry Sub-Humid Moist Sub-Humid Humid 
  MedPDSI PDSI MedPDSI PDSI MedPDSI PDSI 
Dry Extreme 2.24 1.38 2.33 1.19 2.14 1.25 
 Severe 4.17 2.61 3.43 2.42 4.96 3.19 
 Moderate 8.58 6.72 9.00 6.61 10.51 10.01 
 Mild 18.03 18.46 20.37 18.25 18.50 16.40 
Near Normal 30.13 32.36 31.43 32.08 30.83 27.72 
Wet Mild 17.83 17.31 15.47 16.71 17.03 18.83 
 Moderate 11.63 12.24 11.27 12.82 9.64 13.62 
 Severe 5.76 6.78 5.28 7.81 4.64 6.86 
 Extreme 1.62 2.15 1.43 2.12 1.74 1.92 
 
Besides comparing the MedPDSI against the PDSI, it was also relevant to compare the 
new index against the SPI, which follows a different approach to assess drought or 
wetness conditions. It is a multiscalar, statistical index, based only on precipitation and is 
a well accepted drought index, capable of characterizing the various forms of drought and 
capturing its main characteristics. Paulo et al. (2012) compared the SPI against the PDSI 
and a former version of the MedPDSI, computed with another approach for the water-
balance, and SPEI, and found better correlations between the SPI-9 (computed for a time 
scale of 9 months) and the MedPDSI or PDSI, both computed with the original calibration 
coefficients derived by Palmer (1965). The authors also observed that the correlation 
coefficient was lower for the humid locations when comparing the PDSI or MedPDSI 
against the SPI-9, which was attributed to the fact that PDSI and MedPDSI indices result 
from a soil water balance and are more influenced by climate whereas SPI is a normalized 
index. Moreover Narasimhan and Srinivasan (2005) observed better correlations between 
PDSI and SPI-9 (r = 0.87) than with the SPI-12 (r = 0.83), which are in agreement with 
Lloyd-Hughes and Saunders (2002) having a correlation coefficient between the SPI-12 




Figure 6-10 Comparing SPI-9 with MedPDSI with the respective linear regression and R2 
Figure 6-10, comparing the MedPDSI against SPI-9 showed similar patterns and are 
comparable with the studies mentioned previously. There is a good correlation between 
both indices, with R2 between 0.43 in Montalegre and 0.69 in Miranda do Douro. The 
scattering observed in Figure 6-10, mainly between mild dry and mild wet events (−2 < 
MedPDSI < 2) was also observed in Paulo et al. (2012) and is due to the backtracking 
procedure of the PDSI. 
Figure 6-11 compares the time series of the MedPDSI and the SPI-9 for the complete 
period, 1948-2006, with a more restrict time-window (1990-2006) showing only the 
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relevant drought events. The reasonable agreement is also clear in Figure 6-11, with both 
indices showing similar time variability and identifying dry events with comparable 
severity and duration for the 6 locations. The major drought of 2004-2006 was well 
depicted in all cases. Severe and extreme droughts with the MedPDSI appeared to be 
more frequent and detected sooner than with SPI-9 for the most arid locations of Faro, 
Elvas, Alvalade do Sado and Miranda do Douro, although the results for the 2004-2006 
drought were not so clear. Furthermore, for all cases, the SPI-9 seemed to transition more 
often between dry conditions to near normal conditions than the MedPDSI, with more 
frequent and smaller dry episodes than the MedPDSI. As expected results were worst for 
Montalagre, which had the poorest correlation between the MedPDSI and the SPI-9. 
Paulo et al. (2012) showed similar results, with comparable time-variability of the indices, 





Figure 6-11 Time variability of the SPI-9 (red) and MedPDSI (black) for selected stations for the 
period 1948-2006 (on the left) and a time window with the droughts from 1990-2006 (on the 
right). The severe drought threshold is depicted by ( ) and extreme drought by ( ). The left 





The proposed drought index MedPDSI has been developed considering the soil water 
balance of the olive crop and using an adaptation of the dual Kc approach. Monthly Kcb 
values were selected and Ke was determined for every month as a function of PM-ETo 
and precipitation of the current and past month. The soil characteristics determine both 
TAW and soil evaporative conditions. The MedPDSI was computed with a loam soil 
depth of 1.5 m, which have a TAW of 150 mm m-1, whereas the PDSI was computed 
considering a surface layer with 25 mm of water holding capacity and an underlying layer 
with 200 mm, so both soils would be comparable. The adoption of a new SWB approach 
showed comparable results between both methods, but with the MedPDSI producing a 
more realistic behavior of ETact in late summer by considering a reduction of 
evapotranspiration even if PRE>ET since soil water storage is low. Moreover, the 
climatic coefficients of both drought indices were similar and reflected the local 
conditions of the climate as well as the initial conditions of both the PDSI and the 
MedPDSI.  
The moisture anomaly index, Zindex, revealed a similar general behaviour for both 
MedPDSI and original PDSI methods, but the MedPDSI tended to produce higher values 
of Zindex during humid periods; as for dry periods, there were no clear trends for one 
method to produce lower values of Zindex than the other. Furthermore, for the dry 
accumulation of Zindex, the self calibrated PDSI showed duration factors closer to the 
original PDSI, whereas the MedPDSI presented larger q values. Differences in the 
duration factors were higher for the more humid climates. These differences between the 
duration factors for the MedPDSI and the PDSI revealed that the MedPDSI was more 
dependent of the moisture anomaly index for that month and less dependent on the value 
of the index of the previous month. p was higher for the wet accumulation of Zindex in 
both drought indices which may lead to the conclusion that for wet events the 
autocorrelation, i.e., its memory, had a larger role.  
The analyses of the behavior of the drought indices, showed similar temporal patterns and 
magnitude of the MedPDSI and the PDSI, but there were important differences. Both 
were able to detect the same dry and wet events, with approximately the same duration 
periods and severity, however, the MedPDSI reached severe and extreme droughts more 
often and droughts were detected sooner when compared to the PDSI. Moreover, the 
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implementation of the self-calibrating procedure improved the frequency of extreme 
events in both indices, limiting their frequency to the interval of 1 to 3%, following a 
similar pattern of extremes of a Gaussian distribution. Furthermore, the comparison 
against the SPI computed for the time-scale of 9 months exhibited, also, comparable 
results. The correlation decreased for the most humid locations, which may indicate that 
a water balance, that consider soil water availability from a month to another, might have 
significant impacts on the variability of a drought index.  
The results of this study revealed that the modifications implemented to the PDSI 
improved upon the original scheme proposed. The modification of the soil water balance 
of the PDSI were adequate for the climate conditions tested. The MedPDSI updated the 
PDSI soil water balance, developed considering the climate conditions and crop 
characteristics of the central United States of America, to a soil water balance adapted to 
the Mediterranean climate. The intermediate outputs of the MedPDSI water balance are 
well linked to the water supply and demand, and may be more realistic than the PDSI. 
However, further studies are required to understand how the MedPDSI behaves in other 
locations, with different climatic characteristics, and how other initial conditions, such as 
soil characteristics affect the water balance and drought detection. Moreover, for 
monitoring drought implementations, the backtracking of the MedPDSI should be 
removed and a software tool that allows the easy access to the MedPDSI computation 




7 Chapter 7 
 Conclusions 
The studies developed within the PhD program were published in peer-reviewed papers, 
which adapted versions were reproduced in Chapters 2 to 6. The main results obtained 
may be grouped in three themes:  
(1) Understanding the way drought indices characteristics, namely, spatial patterns, 
long-term trends and cyclicity as well as frequency, duration and severity, are influenced 
by its parameterization or by different types of input data; 
(2) Assessing the importance of an accurate reference evapotranspiration (ET) 
estimation aiming to drought monitoring, lead to compare different ETo temperature 
based approaches  against the physical based FAO-PM equation. Moreover, reanalysis 
products were tested as alternative to compute PM-ETo when full data sets are not 
available. Thus, allowing to avoid the need to use temperature based methods that are not 
able to fully express PM-ETo variability and may be biased due to climate change;  
(3) Improving drought characterization and monitoring drought indices by modifying 
the PDSI water balance, considering results from previous studies (Chapter 3, 4 and 5), 
to update the MedPDSI drought index . To achieve that, the water balance of the PDSI 
was modified to a soil water balance applied to the olive orchard, in which soil 
evaporation and transpiration of the olive crop were estimated separately adopting a 
modified dual crop coefficient approach. In addition, MedPDSI was applied to 26 weather 
stations in Portugal using the monthly reanalysis products tested in Chapter 5 and 
adopting the self-calibrating procedure. 
In Chapter 2 the stability of spatial and temporal patterns of droughts in Portugal were 
studied by applying the Principal Components Analysis to the SPI compute for several 
time scales using three precipitation data sets covering the period 1950–2003: (1) the 
observation data set composed of 193 rain-gauges distributed over Continental Portugal, 
(2) the PT02 high-resolution gridded data set provided by the Portuguese Meteorological 
Institute, and (3) the GPCC data set with 0.5° spatial resolution. The results suggested a 
high stability of the spatial patterns of drought, independent of the SPI time scale, the 
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database used and the reference period considered for the SPI calculation, identifying two 
sub-regions in northern and southern Portugal with independent climate variability. A 
third sub-region was identified in the Centre-East of Portugal but only when using SPI-
24 calculated for PT02. In the scope of the analysis of the temporal variability of SPI in 
Portugal, the cyclicity of the droughts was also analysed using a Fourier analysis, applied 
to 74 time series of 66-year SPI-12. The most frequent significant cycles were identified 
and analysed for the month of December. The results showed that periodicities varied 
spatially in Portugal, but pointed to a 6 year cycle common to the whole country and a 
frequent cycle of 9.4 years in central and southern Portugal. Both cycles may be partially 
explained by the North Atlantic Oscillation (NAO) on the occurrence and severity of 
droughts in Portugal. 
Chapter 3 focused on the effect of long-term variability of precipitation on the SPI and of 
precipitation and reference evapotranspiration on the PDSI. This effect was studied on 
the SPI by partitioning 10 long time series of precipitation, from 1863 to 2007, in different 
sub-periods and obtaining the SPI series for each sub-period. Precipitation thresholds 
were calculated corresponding to the categories of moderate, severe and extreme dry SPI. 
Results have shown that when SPI values derived from the full data record for a recent 
time period are lower/higher than the SPI values derived from data of the considered time 
period a recent downward/upward shift of precipitation has occurred. The effect of 
variability of the climate data on the PDSI was assessed using weather data from the 
NOAA-CIRES Twentieth Century Reanalysis Project version 2c, which spans from 1851 
to 2014 with a spatial coverage of 2.0º latitude x 2.0º longitude. The weather data 
retrieved included precipitation and all the weather variables required to compute PM-
ETo, namely maximum and minimum temperature, relative humidity, downwards solar 
radiation and wind speed. To evaluate how the long-term climate variability influences 
the identification of dry events by drought indices, five different calibration periods were 
selected to estimate, respectively, the potential evapotranspiration, runoff, soil water 
recharge and loss by percolation of the soil water balance of the PDSI. The same analysis 
was performed in parallel with the SPI with a 9-month time scale using the same 5 
calibration periods for the estimation of SPI distribution function parameters. The results 
showed very different indices, depending upon the calibration periods used. With the 
same temporal patterns for all locations studied, when drought indices were calibrated 
with the most recent period (1974-2014), the number of drought events (severe or 
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extreme) identified was lower in both PDSI and SPI-9, when compared to the indices 
calculated with the other calibration periods. However, the detection of extreme and 
severe wet events identified was greater when the drought indices were calculated using 
this period. In contrast, if the calibration period selected was the period 1892-1932, the 
opposite occurred with a greater amount of dry events detected and fewer wet events. 
These results showed the importance that the selection of the calibration period has for 
both the PDSI and the SPI. 
The impact, in particular on drought indices such as PDSI, of the selection of the method 
used to calculate evapotranspiration is relevant and should not be overlooked. 
Traditionally the PDSI uses the potential evapotranspiration obtained using the 
Thornthwaite equation. However, there are other physical-based methods, such as the 
reference evapotranspiration computed by the FAO-56 method, which allows for more 
accurate estimates of evapotranspiration, although are more demanding in terms of 
weather data requirements. In Chapter 4 three evapotranspiration calculation 
methodologies were compared, namely the FAO-PM method using maximum and 
minimum temperature, relative humidity, solar radiation and wind speed, and two 
temperature-based equations using daily and monthly data for the period 1981-2012 in 
the Inner Mongolia region. Results of Chapter 4 showed that the temperature-based 
methods for the calculation of evapotranspiration are insufficient to correctly describe 
their variability and amplitude in all types of climate. Following these results in Chapter 
5, the reanalysis products were tested as an alternative when in situ data are not available, 
leading to the conclusion that bias-corrected climatic data derived from reanalysis 
products are a good alternative to observations for both the calculation of monthly and 
daily reference evapotranspiration. 
Following the results of the previous Chapters, an adaption of the PDSI, the MedPDSI 
(Chapter 6) was tested. The MedPDSI improves the PDSI mainly by modifying its soil 
water balance, adapting it to the climatic conditions of the Mediterranean. The reference 
evapotranspiration was calculated using a NCEP/NCAR data set that combines reanalysis 
with observed data in order to correct bias in the surface variables, whose performance 
was verified in Chapter 5 and following the methodology of bias correction tested, also, 
in Chapter 5. The soil water balance results obtained for the MedPDSI revealed important 
differences when compared to the PDSI. The actual evapotranspiration (ETact) from the 
MedPDSI, showed a more realistic variability, mainly in the transition from dry to wet 
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months, when compared to the ETact from PDSI. Moreover, droughts identified with 
MedPDSI were detected generally earlier, were longer and more severe, which is an 
advantage for drought management, since drought risk management systems may be 
implemented earlier for better manage of their impacts, mitigating the potential negative 
consequences of dry events. 
Results obtained within the framework of this PhD program suggested that the MedPDSI 
may be a useful tool for agricultural drought monitoring and, together with understanding 
the main patterns of spatial and temporal variability of drought in Portugal, better drought 
risk management policies could be achieved. However, further studies are required for 
the MedPDSI to be used for drought monitoring, more specifically the backtracking 
procedure should be removed from the current MedPDSI computation and a software tool 
should be developed to allow easier access to the drought index. Moreover, the MedPDSI 
behavior under different regions and climates should be studied and compared against 
other drought indices such as the SPI or the SPEI and RDI. Furthermore, the MedPDSI 
should also be compared against indicators of hydrological and water resources variables, 
such as soil moisture or compared against crop yields.  
Standardized, multiscalar versions of the MedPDSI could also be considered as further 
research topics. This could be achieved by either following similar methodologies as the 
ones suggested for the PDSI or by using the water balance outputs from the MedPDSI, 
for example, the actual evapotranspiration to develop a standardized measure of ET 
deficit, which may be a more versatile tool for monitoring different types of drought. 
Furthermore, the MedPDSI should also be tested in drought prediction studies with either 
statistical or physical based techniques. Taking advantage of the reanalysis products 
already tested in Chapter 5 and used in Chapter 6, climate reanalysis data could be 
combined with seasonal forecasts to assess the predictability capabilities of this type of 
applications and ultimately be used as an early warning system for agriculture 
management. 
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