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Abstract
We study the composition operator CΨ induced by an analytic self-map Ψ of the unit ball BN in CN
that extends to be smooth on BN . When Ψ is of class C3 on BN , we extend to weighted Bergman spaces
W.R. Wogen’s characterization of when CΨ is bounded on Hp(BN). Next, when Ψ is of class C4 on BN ,
we show that if  > 0 and CΨ :A
p
α(BN) → Apα+1/4−(BN), then CΨ is bounded on A
p
α(BN). The discrete
jump of size 1/4 in the exponent of the weight is sharp. Examples are given that show the assumption Ψ is
smooth is essential in these theorems.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
Let BN be the open unit ball centered at origin in CN and write H(BN) for the space of
all holomorphic functions on BN . For 0 < p < ∞ and α > −1, the weighted Bergman space
A
p
α(BN) is the space of all f ∈ H(BN) for which
‖f ‖p
A
p
α
=
∫
BN
∣∣f (z)∣∣p dVα(z) < ∞,
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0 <p < ∞, the Hardy space Hp(BN) is the space of all g ∈ H(BN) for which
‖g‖pHp = sup
0<r<1
∫
∂BN
|g(rζ )|p dσ(ζ ) < ∞,
where dσ is normalized surface measure on ∂BN . We will often use the following notation to
allow unified statements:
A
p
−1(BN) = Hp(BN).
Let Ψ be a vector-valued holomorphic function from BN into itself. That is,
Ψ = (ψ1, . . . ,ψn) :BN → BN,
where each ψj is holomorphic on BN . Then Ψ induces the composition operator CΨ , defined on
H(BN) by
CΨ f = f ◦Ψ.
When n = 1, it is a well-known consequence of Littlewood’s subordination principle that
every composition operator CΨ is bounded on each of the spaces Apα(B1), p > 0, α −1; see,
for example, [3]. This result does not extend to the case that n > 1, where even such a simple
function as Ψ (z1, z2) = (2z1z2,0) is known to induce an unbounded composition operator on
Hp(B2); see [6] or [3, Section 3.5]. More surprisingly, in [4] the authors constructed a polyno-
mial mapping Ψ :B2 → B2 which is one-to-one on B2 and so that CΨ is unbounded on H 2(B2).
As far as we know, boundedness on Apα(BN) of a composition operator induced by a general
map has only been characterized by Carleson measure criteria. Since such criteria are difficult
to verify in most cases, this is still one of the major areas for research in composition operator
theory in several variables.
When the symbol Ψ is sufficiently smooth, W.R. Wogen [9] has shown a simple condition on
Ψ to be necessary and sufficient for CΨ to be bounded on Hp(BN). For Ψ ∈ C3(BN), Wogen’s
condition is a certain relation between the first order normal derivative and the second order
tangential derivative of a coordinate function of Ψ at certain boundary points; see (3.1). We will
refer to Wogen’s condition as “Condition W.” In this paper we continue the study of composition
operators induced by a symbol that is smooth on BN , using Condition W as the basis of our
study.
D.D. Clahane [2, Theorem 3.3] has shown that in general, i.e., without assuming Ψ is smooth,
if −1  α1 < α2 and CΨ is bounded on Apα1(BN), then CΨ is bounded on Apα2(BN). We use a
careful local analysis of Ψ and Condition W to show that the converse of Clahane’s theorem is
valid when Ψ ∈ C3(BN). Combined with Wogen’s work in the Hardy space setting (i.e., when
α = −1), this gives our first main result.
Theorem 1.1. Let −1 α, p > 0 and Ψ :BN → BN be a holomorphic function which is of class
C3 on BN . Then CΨ is bounded on Apα(BN) if and only if CΨ is bounded on H 2(BN).
We also give examples showing that this fails in general, i.e., without the assumption that Ψ
is smooth. Our second main result is that if Ψ is sufficiently smooth and CΨ maps Apα(BN) into
a larger (but not too large) Bergman space, then it automatically is bounded on Apα(BN).
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C4 on BN . If 0 <  < 1/4 and CΨ :Apα(BN) → Apα+(BN), then CΨ :Apα(BN) → Apα(BN).
Moreover, this fails for  = 1/4.
This kind of result, with a discrete jump of size 1/4 in the exponent of the weight, seems to be
new. The assumption that Ψ is smooth is essential. Given any δ > 0, we provide an example of
ϕ :BN → BN for which Cϕ :Apα(BN)Apα(BN), but Cϕ :Apα(BN) → Apα+δ(BN). Our approach
involves careful local analysis of Ψ at a point on the unit sphere to show that when Condition W
fails, failure of Carleson measure criteria for CΨ to be bounded implies failure of Carleson mea-
sure criteria for a composition operator induced by a polynomial map H defined from the Taylor
expansion of Ψ to be bounded. Analysis of the action of CH on simple monomials can then be
used to show that CH :Apα(BN)Apα+(BN) for any  ∈ (0,1/4).
In a recent preprint [10], W.R. Wogen shows that failure of Condition W implies a related con-
dition that can be easier to check. The polynomial map H referred to in the preceding paragraph
appears in the examples given in [10].
The rest of the paper is organized as follows: Section 2 contains the key lemmas used to prove
our main results. These lemmas come from the local analysis of Ψ at a point on the unit sphere
when Ψ is smooth. The extension of Wogen’s theorem to Apα(BN) is given in Section 3, and then
our results when Ψ ∈ C4(BN) are given in Section 4.
2. Local analysis of Ψ when it is smooth
Let Ψ = (ψ1, . . . ,ψN) :BN → BN be a smooth map and analytic on BN with Ψ (e1) = e1,
where e1 = (1,0, . . . ,0). In this section we analyze the local behavior of ψ1 near e1. The follow-
ing is Lemma 6.6 of [3]. Dk denotes the partial differentiation operator Dk = ∂∂zk .
Lemma 2.1. Let ϕ :BN → B1 be analytic and of class C3 on BN with ϕ(e1) = 1. Then
(1) D1ϕ(e1) (1 − |ϕ(0)|)/(1 + |ϕ(0)|) > 0,
(2) Dkϕ(e1) = 0 for k = 2,3, . . . ,N ,
(3) D1ϕ(e1) |Dkkϕ(e1)| for k = 2,3, . . . ,N .
We introduce the following notation:
z = (z′j , z′′j ), z′j = (z1, . . . , zj−1), z′′j = (zj , . . . , zN).
Assuming the hypotheses of Lemma 2.1, near e1 the Taylor expansion of ϕ is
ϕ(z) = 1 −D1ϕ(e1)(1 − z1)+ 12
∑
i,j2
Dijϕ(e1)zizj
+O(|1 − z1|2 + |1 − z1|∣∣z′′2∣∣+ ∣∣z′′2∣∣3).
For k  2, define Qk,ϕ(z′′k ) to be (D1ϕ(e1))−1 times the sum of the quadratic terms of the Taylor
expansion of ϕ at e1 in z′′k variables, i.e.,
Qk,ϕ
(
z′′k
)= 1
D1ϕ(e1)
1
2
∑
Dijϕ(e1)zizj . (2.1)
i,jk
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Therefore, near e1 the Taylor expansion of ϕ is given by
ϕ(z) = 1 −D1ϕ(e1)
[
(1 − z1)−Q2,ϕ
(
z′′2
)]+O(|1 − z1|3/2). (2.2)
Lemma 2.2. Let ϕ :BN → B1 be analytic and of class C3 on BN with ϕ(e1) = 1. Then
∣∣Q2,ϕ(z′′2)∣∣ |z′′2 |22 for all z′′2 . (2.3)
Moreover, if equality holds for some z′′2 	= 0, then there exists a unitary change of coordinates in
z′′2 such that
Q2,ϕ
(
z′′2
)= 1
2
k−1∑
j=2
z2j +Ek,ϕ
(
z′′k
) (2.4)
for some k  3, where EN+1,ϕ = 0 and Ek,ϕ(z′′k ) = Qk,ϕ(z′′k ) for k N , and for some C < 1/2,∣∣Ek,ϕ(z′′k)∣∣ C∣∣z′′k ∣∣2 for all z′′k . (2.5)
Proof. Let k  2. Fix any z′′k and make a unitary change of coordinates to w′′2 with w2 as the z′′k
direction. Since Q2,ϕ is invariant under a unitary change of coordinates, using Lemma 2.1 and
Eq. (2.1) we have
∣∣Qk,ϕ(z′′k)∣∣= ∣∣Q2,ϕ(0, . . . ,0, z′′k)∣∣= ∣∣Q2,ϕ(w2,0, . . . ,0)∣∣ |w2|22 = |z
′′
k |2
2
. (2.6)
By taking k = 2 this proves the first assertion.
Now suppose equality holds for some z′′2 	= 0 in (2.3). Making the same change of variables
as in (2.6) and then making the change of variables z2 → eiθ z2 for an appropriate θ , Eq. (2.2)
can be rewritten as
ϕ(z) = 1 −D1ϕ(e1)
[
(1 − z1)− z
2
2
2
−
N∑
j=3
aj z2zj −Q3,ϕ
(
z′′3
)]+O(|1 − z1|3/2).
For positive real numbers s and t with 1 − t2 = (1 − s2)2, let zs = (z1, . . . , zN) ∈ ∂BN be
z1 = t, z2 = ±s
√
1 − t2, zj =
√
1 − t2
√
1 − s2, zi = 0 for i /∈ {1,2, j}.
Then, as s → 1− we have
ϕ(zs) = 1 −D1ϕ(e1)
[
(1 − t)− s
2(1 − t2)
2
∓ aj s
(
1 − t2)√1 − s2 − b(1 − t2)(1 − s2)]
+O(|1 − t |3/2)
= 1 ± aj sD1ϕ(e1)
(
1 − s2)5/2 +O((1 − s2)3).
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ϕ(z) = 1 −D1ϕ(e1)
[
(1 − z1)− z
2
2
2
−Q3,ϕ
(
z′′3
)]+O(|1 − z1|3/2).
By (2.6) we know that
∣∣Q3,ϕ(z′′3)∣∣ |z′′3 |22
for all z′′3 . If equality holds for some z′′3 	= 0, then we may repeat the argument above with z′′3 in
place of z′′2 . We can repeat this argument as long as |Qk,ϕ(z′′k )| = |z′′k |2/2 for some z′′k .
Lemma 2.3. Let ϕ :BN → B1 be analytic and of class C3 on BN with ϕ(e1) = 1. If equality does
not hold in (2.3) for any z′′2 	= 0, then as z → e1,
ϕ(z) = 1 −D1ϕ(e1)
[
(1 − z1)−Q2,ϕ
(
z′′2
)]+O(∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣3/2). (2.7)
Moreover, if ϕ ∈ C4(BN), then∣∣1 − ϕ(z)∣∣ C∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣ (2.8)
for some constant C > 0 depending smoothly on ϕ.
Proof. If equality does not hold in (2.3) for any z′′2 	= 0, then there exists C < 1/2 such that
|Q2,ϕ(z′′2)| C|z′′2 |2. Since z ∈ BN , we have∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣ |1 − z1| − ∣∣Q2,ϕ(z′′2)∣∣
 |1 − z1| −C
∣∣z′′2∣∣2
 |1 − z1| −C
(
1 − |z1|2
)
= {|1 − z1| − 2C(1 − |z1|)}+C(1 − |z1|)2
 (1 − 2C)|1 − z1|.
Since (1 − 2C) > 0, (2.7) now follows from (2.2).
Now assume that ϕ ∈ C4(BN). If equality does not hold in (2.3) for any z′′2 	= 0, then (2.8)
follows from (2.7). Now assume that equality holds in (2.3) for some z′′2 	= 0, and so (2.4) and
(2.5) hold after a unitary change of coordinates by Lemma 2.2. Then
∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣ |1 − z1| −
k−1∑
j=2
|zj |2/2 −
∣∣Ek,ϕ(z′′k)∣∣
 |1 − z1| −
k−1∑
j=2
|zj |2/2 −C
∣∣z′′k ∣∣2
 |1 − z1| −
(
1 − |z1|2
)
/2 + (1 − 2C)∣∣z′′k ∣∣2/2
= {|1 − z1| − (1 − |z1|)}+ (1 − |z1|)2/2 + (1 − 2C)∣∣z′′k ∣∣2/2.
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for all z′′2 , and on the other hand∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣ |1 − z1|/2 (2.10)
for all z′′2 if |1 − z1| 2(1 − |z1|).
If |1 − z1|  2(1 − |z1|), then (2.8) follows from (2.10) and (2.2). Therefore we assume
|1 − z1| < 2(1 − |z1|) for the rest of the proof. Under this assumption, using (2.9) we may fix
c > 0 such that for all z′′2 ,∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣ c(|1 − z1|2 + ∣∣z′′k ∣∣2). (2.11)
Since ϕ ∈ C4(BN), with λ = D1ϕ(e1), we have the Taylor expansion
1 − ϕ(z) = λ((1 − z1)−Q2,ϕ(z′′2))+
N∑
j=2
aj (1 − z1)zj +
∑
2i,j,N
bijzizj z
+O(|1 − z1|2)
= λ((1 − z1)−Q2,ϕ(z′′2))+
k−1∑
j=2
aj (1 − z1)zj +
∑
2i,j,k−1
bijzizj z
+O(|1 − z1|∣∣z′′k ∣∣+ ∣∣z′′2∣∣2∣∣z′′k ∣∣+ |1 − z1|2)
= λ((1 − z1)−Q2,ϕ(z′′2))+
k−1∑
j=2
aj (1 − z1)zj +
∑
2i,j,k−1
bijzizj z
+O(∣∣z′′k ∣∣2 + |1 − z1|2)
= λ((1 − z1)−Q2,ϕ(z′′2))+
k−1∑
j=1
aj zj
(
(1 − z1)−
k−1∑
=1
z2
2
)
+
∑
2i,j,k−1
βijzizj z +O
(∣∣z′′k ∣∣2 + |1 − z1|2),
where, using the notation δii = 1 and δij = 0 for i 	= j ,
βij = bij + δjai/2.
Since
∑k−1
=2 z2/2 = Q2,ϕ(z′′2)−Qk,ϕ(z′′k ), we can now write this as
1 − ϕ(z) =
(
λ+
k−1∑
j=2
aj zj
)(
(1 − z1)−Q2,ϕ
(
z′′2
))+Qk,ϕ(z′′k)
k−1∑
j=2
aj zj
+
∑
2i,j,k−1
βijzizj z +O
(∣∣z′′k ∣∣2 + |1 − z1|2)
=
(
λ+
k−1∑
j=2
aj zj
)(
(1 − z1)−Q2,ϕ
(
z′′2
))
+
∑
βijzizj z +O
(∣∣z′′k ∣∣2 + |1 − z1|2).2i,j,k−1
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We will show that
βi,j, = 0, 2 i, j,  k − 1, (2.12)
but first we show how this will finish the proof. Assuming (2.12),
∣∣1 − ϕ(z)∣∣
(
|λ| +
k−1∑
j=2
|aj zj |
)∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣+O(|1 − z1|2 + ∣∣z′′k ∣∣2)
 C
∣∣(1 − z1)−Q2,ϕ(z′′2)∣∣+O(|1 − z1|2 + ∣∣z′′k ∣∣2).
Inequality (2.8) is now an immediate consequence of (2.11), and this completes the proof. Thus
it remains only to establish (2.12).
For zt = (t,0, . . . ,0,±
√
1 − t2,0, . . . ,0) where ±√1 − t2 is in the th coordinate with
2  k − 1, we have
1 − ϕ(zt ) =
(
λ± a
√
1 − t2 )((1 − t)− (1 − t2)/2)± β(1 − t2)3/2 +O(|1 − t |2).
Using that 1 − t − (1 − t2)/2 = (1 − t)2/2, we get
1 − ϕ(zt ) = ±β
(
1 − t2)3/2 +O(|1 − t |2).
Since ϕ(BN) ⊂ B1, it follows that
β = 0, 2  k − 1. (2.13)
Let 2 ,m k − 1 and m 	= . For positive real numbers s and t with 1 − t2 = (1 − s2)2,
define zs = (z1, . . . , zN) ∈ ∂BN to be
z1 = t, z = s
√
1 − t2, zm = ±
√
1 − t2
√
1 − s2, zi = 0 for i /∈ {1, ,m}.
Then, as s → 1− we have
1 − ϕ(zs) = (λ+ az + amzm)
(
(1 − t)− (1 − t2)/2)+ (βmz2zm + βmmzz2m)
+O(|1 − t |2)
= ±s(1 − s2)7/2(βms ± βmm√1 − s2 )+O(|1 − t |2)
= ±βms2
(
1 − s2)7/2 +O(|1 − s|4).
Since ϕ(BN) ⊂ B1, we have
βm = 0, 2 ,m k − 1 and  	= m. (2.14)
Finally, let i, j,  ∈ {2, . . . , k−1} be distinct and let t ∈ (0,1). Define zt = (z1, . . . , zN) ∈ ∂BN
by
z1 = t, zi = zj =
√
1 − t2√
3
, z = ±
√
1 − t2√
3
, zn = 0 for n /∈ {1, i, j, }.
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1 − ϕ(zt ) = (λ+ aizi + aj zj + az)
(
(1 − t)− (1 − t2)/2)
± βij
(√
1 − t2√
3
)3
+O(|1 − t |2)
= ±βij
(√
1 − t2√
3
)3
+O(|1 − t |2).
Since ϕ(BN) ⊂ B1, we have βij = 0 if i, j and  are distinct. Along with (2.13) and (2.14) this
completes the proof of (2.12), and hence the proof of the lemma. 
3. When Ψ is of class C3 on BN
In this section we prove Theorem 1.1. Throughout this section we assume Ψ :BN → BN
is analytic and of class C3 on BN . We must first introduce some notation. We write 〈z,w〉 =
z1w¯1 + · · · + zNw¯N for the Hermitian inner product of z = (z1, . . . , zN) and w = (w1, . . . ,wn)
in CN . For η ∈ ∂BN , we denote Ψη by
Ψη(z) =
〈
Ψ (z), η
〉
.
For any ζ ∈ ∂BN , we denote by Dζ the radial differential operator defined as
Dζ =
N∑
j=1
ζj
∂
∂ζj
.
Then, for any ζ, η, τ ∈ ∂BN with Ψ (ζ ) = η and 〈ζ, τ 〉 = 0, we have
DζΨη(ζ )
∣∣DττΨη(ζ )∣∣,
from Lemma 2.1 after a unitary change of coordinates, where DττΨη = DτDτΨη. We will say
“Condition W is satisfied” if:
DζΨη(ζ ) >
∣∣DττΨη(ζ )∣∣
for all ζ, τ ∈ ∂BN with 〈ζ, τ 〉 = 0 and Ψ (ζ ) = η ∈ ∂BN . (3.1)
This condition was introduced by W.R. Wogen in [9] and shown to characterize when a compo-
sition operator induced by a smooth symbol is bounded on Hp(BN), which is the case α = −1
of the theorem below; see also [3, Theorems 6.14 and 6.15, p. 241]. We will show that this
characterization extends to all the weighted Bergman spaces. First we need a Carleson measure
characterization of when a composition operator is bounded on these spaces.
For ζ ∈ ∂BN and δ > 0, let SN(ζ, δ) and SN(ζ, δ) be Carleson boxes on BN and BN defined
by
SN(ζ, δ) = {z ∈ BN : ∣∣1 − 〈z, ζ 〉∣∣< δ},
SN(ζ, δ) = {z ∈ BN : ∣∣1 − 〈z, ζ 〉∣∣< δ}.
We use the notation Ψ ∗ for the radial limit function for Ψ :BN → BN , i.e., Ψ ∗(ζ ) =
limr→1− Ψ (rζ ), ζ ∈ ∂BN , and Ψ ∗ : ∂BN → BN . Note that Ψ ∗(ζ ) exists almost everywhere
on ∂BN , since each Ψj is a bounded holomorphic function and so has radial limits almost every-
where.
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vector-valued function and define the Borel measure μβ on BN by μβ(E) = Vβ(Ψ−1(E)) and
the Borel measure μ∗ on BN by μ∗(F ) = σ(Ψ ∗−1(F )). Then
(1) CΨ :Hp(BN) → Hp(BN) is bounded if and only if there exists C < ∞ so that
μ∗
(SN(ζ, δ)) CδN for ζ ∈ ∂BN, δ > 0.
(2) CΨ :Hp(BN) → Apβ(BN) is bounded if and only if there exists C < ∞ so that
μβ
(
SN(ζ, δ)
)
CδN for ζ ∈ ∂BN, δ > 0.
(3) CΨ :Apα(BN) → Apβ(BN) is bounded if and only if there exists C < ∞ so that
μβ
(
SN(ζ, δ)
)
CδN+1+α for ζ ∈ ∂BN, δ > 0.
This type of embedding characterization is called Carleson measure criteria and first proved
by Carleson in [1] for a general Borel measure μ when N = 1 and α = β = 0. For a proof of
Proposition 3.1 we refer to [3]. Part (1) of the proposition is [3, Theorem 3.35], and the proof
there works to prove part (2). When α = β , part (3) is [3, Theorem 3.37] and the same proof
works for α 	= β . A good reference for the pullback measures μβ and μ∗ is [5].
We are now ready to prove Theorem 1.1. We restate it here using Wogen’s Condition W.
Theorem 3.2. Let −1 α, p > 0 and Ψ :BN → BN be a holomorphic function which is of class
C3 on BN . Then CΨ is bounded on Apα(BN) if and only if Condition W is satisfied.
Proof. Suppose first that Condition W is satisfied, so CΨ is bounded on Hp(BN) = Ap−1(BN) by
Wogen’s theorem. It is a result of D.D. Clahane that in general (without assuming Ψ is smooth)
if −1 α1 < α2 and CΨ is bounded on Apα1(BN), then CΨ is bounded on Apα2(BN); see [2, The-
orem 3.3]. Hence Condition W is sufficient for CΨ to be bounded on all the weighted Bergman
spaces Apα(BN).
For the converse, suppose Condition W fails. By Wogen’s theorem, CΨ is not bounded on
A
p
−1(BN), so suppose α > −1. After some unitary changes of variable and using Lemma 2.2, we
may assume that Ψ = (ϕ,ψ) = (ϕ,ψ2, . . . ,ψN) :BN → BN with ϕ(e1) = 1, and
ϕ(z) = 1 −D1ϕ(e1)
[
(1 − z1)− z22/2 −Q3,ϕ
(
z′′3
)]+O(|1 − z1|3/2). (3.2)
Consider the set
Ωδ =
{
z ∈ CN : ∣∣z′′3∣∣ δ1/2, 3δ < 2(1 − x1)− x22 < 4δ, 0 < y1 < δ,
δ2/3 < y2 < δ
1/2, 0 < x2 < δ/y2
}
where zj = xj + iyj , j = 1,2. Then from (3.2) there exists C > 0 such that
Ωδ ∩BN ⊂ ϕ−1
(
S1(1,Cδ)
)= Ψ−1(SN(e1,Cδ)). (3.3)
Note that for z ∈ Ωδ and δ sufficiently small we have
(1 − x1) < 2δ + x22/2 < 2δ + (δ/y2)2/2 < 2δ + δ2/3/2 < δ2/3,
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1 − |z|2 = [2(1 − x1)− x22]− (1 − x1)2 − y21 − y22 − ∣∣z′′3∣∣2
 3δ − δ4/3 − δ2 − δ − δ
 δ/2.
Therefore Ωδ ⊂ BN and
Vα(Ωδ) δαV (Ωδ) δα ·A ·B,
where A ≈ δN−2 is the volume of a ball in CN−2 of radius δ1/2 and
B =
δ∫
0
δ1/2∫
δ2/3
δ/y2∫
0
δ/2dx2 dy2 dy1  δ3 log(1/δ)
is the volume in C2 of a z1z2-coordinate slice of Ωδ . Hence, using (3.3),
Vα
(
Ψ−1
(
SN(e1,Cδ)
))
 Vα(Ωδ) δN+1+α log(1/δ),
and by Proposition 3.1 CΨ is not bounded on Apα(BN). 
From Theorem 3.2 we see that when Ψ ∈ C3(BN), boundedness of CΨ on Apα is independent
of α. This may be unexpected since the Carleson criteria for boundedness in Proposition 3.1
depend on α. In particular, this does not happen when the symbol of the composition operator is
not assumed to be smooth. B.D. MacCluer and J.H. Shapiro have, for α0 > −1, given an example
of (non-smooth) ϕ :BN → BN such that Cϕ is bounded on Apα(BN) if and only if α  α0; see
[7, Theorem 6.8] and Proposition 4.6. In general, as noted in the proof of Theorem 3.2, if −1
α1 < α2, p > 0, and a composition operator CΨ is bounded on Apα1(BN), then it is also bounded
on A
p
α2(BN).
4. When Ψ is of class C4 on BN
In this section we prove Theorem 1.2, which for convenience we split into the next two the-
orems. An example is given at the end of the section that shows some smoothness hypothesis is
necessary for results of this kind.
Theorem 4.1. Let α −1, p > 0 and Ψ :BN → BN be a holomorphic function on BN of class
C4 on BN . If  > 0 and CΨ :Apα(BN) → Apα+1/4−(BN), then CΨ :Apα(BN) → Apα(BN).
Proof. We will prove the contrapositive. Assume CΨ :Apα(BN)Apα(BN), so that Condition W
fails by Theorem 3.2. From (2.2) and Lemma 2.2 and a unitary change of variables, if necessary,
we may assume that Ψ = (ϕ,ψ) = (ϕ,ψ2, . . . ,ψN) :BN → BN with ϕ(e1) = 1, and
ϕ(z) = 1 −D1ϕ(e1)
[
(1 − z1)−Q2,ϕ
(
z′′2
)]+O(|1 − z1|3/2)
where there exist k  2 and  > 0 such that
Q2,ϕ
(
z′′2
)= z22/2 + · · · + z2k/2 +Ek+1,ϕ(z′′k+1)
and Ek+1,ϕ(z′′k+1) satisfies∣∣Ek+1,ϕ(z′′k+1)∣∣ 12 + 
∣∣z′′k+1∣∣2. (4.1)
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Let H = (h,0, . . . ,0) :BN → BN , where
h(z) = z1 + z22/2 + · · · + z2k/2.
Note that∣∣1 − h(z)∣∣ (1 − |z1|)− ∣∣z′′2∣∣2/2 + ∣∣z′′k+1∣∣2/2

(
1 − |z1|
)2
/2 + ∣∣z′′k+1∣∣2/2

∣∣z′′k+1∣∣2/2
 2 + 
2
∣∣Ek+1,ϕ(z′′k+1)∣∣,
where we used the inequality (4.1). Therefore, by (2.4) and (4.2) we have∣∣1 − ϕ(z)∣∣ C(∣∣1 − h(z)∣∣+ ∣∣Ek+1,ϕ(z′′k+1)∣∣)
 C 3 + 
2 + 
∣∣1 − h(z)∣∣.
Thus there is a constant C > 0 such that
H−1
(
SN(e1,Cδ)
)= h−1(S1(1,Cδ))⊂ ϕ−1(S1(1, δ))= Ψ−1(SN(e1, δ)). (4.3)
Let ζ = (ζ1, . . . , ζN) ∈ ∂BN and ζ1 = reiθ with 0 r  1. Then
ζ1h(z) = rh ◦Uθ(z),
where Uθ is a unitary map of the unit ball defined as
Uθ(z) =
(
eiθ z1, e
iθ/2z2, . . . , e
iθ/2zN
)
.
Suppose z ∈ H−1(SN(ζ, δ)). Then (1 − r) |1 − ζ1h(z)| δ and∣∣1 − h ◦Uθ(z)∣∣ ∣∣1 − rh ◦Uθ(z)∣∣+ (1 − r)∣∣h ◦Uθ(z)∣∣ 2δ.
Therefore,
H−1
(
SN(ζ, δ)
)⊂ (H ◦Uθ)−1(SN(e1,2δ))= U−θ (H−1(SN(e1,2δ))) (4.4)
Combining (4.3) and (4.4), there exists a constant C > 0 such that
H−1
(
SN(ζ,Cδ)
)⊂ U−θ (Ψ−1(SN(e1, δ)))
for all ζ ∈ ∂BN . Since the Vβ -measure of a set is invariant under unitary transformations, we
see from the Carleson measure criteria of Proposition 3.1 that if CH is not a bounded map
from Apα(BN) to Apβ(BN), then neither is CΨ . It will be shown in Proposition 4.4 below that
CH :A
p
α(BN) A
p
α+(k−1)/4−(BN). Since k  2, A
p
α+1/4−(BN) ⊂ Apα+(k−1)/4−(BN) and so
CΨ :A
p
α(BN)A
p
α+1/4−(BN). This completes the proof except for the part deferred to Propo-
sition 4.4. 
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CΨ :A
p
α(BN)A
p
α+(k−1)/4−(BN),
where k with 2 k N comes from Lemma 2.2. We now give the example needed to prove the
second part of Theorem 1.2.
Theorem 4.2. Let α −1, p > 0, and let H = (h,0, . . . ,0) :BN → BN , where h(z) = z1 +z22/2.
Then CH :Apα(BN) → Apα+1/4(BN) but CH is not bounded on Apα(BN).
Proof. We defer the proof that CH :Apα(BN) → Apα+1/4(BN) is bounded to Proposition 4.5.
Showing that CH is not bounded on Apα(BN) is, by Theorem 3.2, equivalent to showing that
Condition W fails for H . Let e1 = (1,0, . . . ,0) and e2 = (0,1, . . . ,0), so 〈e1, e2〉 = 0. Then
He1 = 〈H,e1〉 = h, and De1He1(e1) = D1h(e1) = 1 = D22h(e1) = De2e2He1(e1). Hence Condi-
tion W fails for H . The proof is complete, except for the part deferred to Proposition 4.5. 
The next lemma uses the notation zα = zα11 zα22 · · · zαNN , and α! = α1!α2! · · ·αN !, where α =
(α1, . . . , αN) is a multi-index.
Lemma 4.3. Let α be a multi-index and t > −1. Then∫
BN
∣∣zα∣∣2(1 − |z|2)t dV (z) = N !α!Γ (t + 1)
Γ (|α| +N + t + 1) . (4.5)
Proof. Note that (see [8, p. 17])∫
∂BN
∣∣ζ α∣∣2 dσ(ζ ) = (N − 1)!α!
(N − 1 + |α|)! . (4.6)
Therefore, using polar coordinates we have
∫
BN
∣∣zα∣∣2(1 − |z|2)t dV (z) = 2N
1∫
0
∫
∂BN
[
r2|α|+2N−1
(
1 − r2)t]∣∣ζ α∣∣2 dσ(ζ ) dr
= 2 N !α!
(N − 1 + |α|)!
1∫
0
[
r2|α|+2N−1
(
1 − r2)t]dr
= 2 N !α!
(N − 1 + |α|)!
1∫
0
[
r |α|+N−1(1 − r)t ]dr
2
= N !α!
(N − 1 + |α|)!
Γ (|α| +N)Γ (t + 1)
Γ (|α| +N + t + 1)
= N !α!Γ (t + 1)
Γ (|α| +N + t + 1) . 
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where
h(z) = z1 + z22/2 + · · · + z2n/2.
Then, for any  > 0, CH is not a bounded map from Apα(BN) to Apα+(n−1)/4−(BN).
Proof. The result is independent of p by Proposition 3.1, so we set p = 2 to allow use of Hilbert
space methods. For notational convenience, in this proof we reserve the notation α for a multi-
index. We need to show that if t −1 and  > 0, then CH is not a bounded map from A2t (BN)
to A2t+(n−1)/4−(BN).
For k = 1,2, . . . , we let Tk :BN → B1 denote the mapping
Tk(z) = zk1.
We will show that, for any t −1,
‖Tk‖2A2t (BN ) ≈ k
−N−t (4.7)
and ∥∥CH(Tk)∥∥2A2
t+(n−1)/4− (BN )
 k−N−t+. (4.8)
Hence, as an operator from A2t (BN) to A2t+(n−1)/4−(BN), ‖CH‖  k and the proof can be
completed by letting k → ∞. Thus it suffices to establish (4.7) and (4.8).
(4.7) follows from (4.5) with α = (k,0, . . . ,0) and Stirling’s formula, Γ (x + 1) ≈ xx√x/ex ,
when t > −1 and (4.6) when t = −1. It remains to establish (4.8). To simplify notation, let
s = t + (n − 1)/4 −  and note s > −1. For the rest of the proof, every multi-index α will be of
the form α = (α1, . . . , αn,0, . . . ,0). Note
h(z)k =
∑
|α|=k
|α|!
α! z
α1
1
(
z22/2
)α2 · · · (z2n/2)αn
=
∑
|α|=k
Cαz
α˜,
where α˜ = (α1,2α2, . . . ,2αn,0, . . . ,0) and Cα = |α|!
α!2|α|−α1 . Also, note that monomials are or-
thogonal, i.e.,∫
BN
zαzβ dVs(z) = 0 (α 	= β). (4.9)
See [8, p. 16] for a proof. Using (4.9) and (4.5) we get
∥∥CH(Tk)∥∥2A2s (BN ) =
∫ ∣∣h(z)k∣∣2 dVs
=
∑
CαCβ
∫
zα˜zβ˜ dVs|α|=|β|=k
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|α|=k
C2α
∫ ∣∣zα˜∣∣2 dVs
=
∑
|α|=k
C2α
N !α˜!Γ (s + 1)
Γ (|α˜| +N + s + 1) .
Since Γ (|α˜|+N + s +1) ≈ |α˜|N+s(|α˜|!), from Stirling’s formula and the estimate k  |α˜| 2k,
we have
∥∥CH(Tk)∥∥2A2s (BN ) ≈ k−N−s
∑
|α|=k
C2α
α˜!
|α˜|! . (4.10)
Let p(k) = [ k
n
] be the greatest integer which is less than k
n
. Let Λk be the set of multi-indices of
the form α = (q,p(k)−m2, . . . , p(k)−mn,0, . . . ,0) with |α| = k and√
p(k) p(k)−mj  2
√
p(k) (j = 2, . . . , n).
We note for later use that the number of such indices satisfies #Λk  k(n−1)/2. For α ∈ Λk , we
have
C2α
α˜!
|α˜|! =
[ |α|!
α!2|α|−q
]2
α˜!
|α˜|!
= (k!)
2(2p − 2m2)! · · · (2p − 2mn)!
22k−2qq![(p −m2)! · · · (p −mn)!]2(2k − q)!
= (k!)
2
q!(2k − q)!
n∏
j=2
(2p − 2mj)!
22p−2mj [(p −mj)]2
since (p −m2)+ · · · + (p −mn) = |α| − q = (k − q). By Stirling’s formula we have
(2p − 2m)!
22p−2m[(p −m)!]2 ≈
(2p − 2m)(2p−2m)√(2p − 2m)/e(2p−2m)
22p−2m[(p −m)(p−m)√(p −m)/e(p−m)]2 =
√
2√
(p −m).
Since p(k)−mj ≈
√
k when α ∈ Λk , for α ∈ Λk therefore get
C2α
α˜!
|α˜|! ≈
1
k(n−1)/4
(k!)2
q!(2k − q)! . (4.11)
Since (n− 1)√p(k) (p−m2)+ · · ·+ (p−mn) = (k − q) 2n√p(k) and p(k) k/n, when
α ∈ Λk we have q ≈ k and so Stirling’s formula can be used to get
(k!)2
q!(2k − q)! ≈
[kk√k/ek]2√
q(2k − q)qq(2k − q)(2k−q)/eq+(2k−q)
≈ k
2k
qq(2k − q)(2k−q)
=
(
k
2k − q
)2k(2k − q
q
)q
.
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k
2k − q
)2k(2k − q
q
)q
=
(
1 − M
k +M
)2k(
1 + 2M
k −M
)k−M

(
1 − M
k
)2k(
1 + 2M
k
)k−M

(
1 − 2M
k
)k(
1 + 2M
k
)k−M
=
(
1 − 4M
2
k2
)k(
1 + 2M
k
)−M

(
1 − 16n
k
)k(
1 + 4
√
n√
k
)−2√n√k
 1.
Therefore, by (4.11) we have
C2α
α˜!
|α˜|! 
1
k(n−1)/4
(α ∈ Λk). (4.12)
Since #Λk  k(n−1)/2, using (4.10) we get∥∥CH(Tk)∥∥2A2s (BN )  k−N−s
∑
α∈Λk
C2α
α˜!
|α˜|!
 k−N−s+(n−1)/4.
This is (4.8) with s = t + (n− 1)/4 − , and so the proof of the proposition is complete. 
Proposition 4.5. Let α −1, 0 <p < ∞ and let H = (h,0, . . . ,0) :BN → BN , where
h(z) = z1 + z22/2.
Then, CH :Apα(BN) → Apα+1/4(BN) is bounded.
Proof. We will show that there exits a positive constant C > 0 such that for t −1,∥∥CH(Tk)∥∥2A2t+1/4(BN )  C‖Tk‖2A2t (BN ) (k = 1,2, . . .), (4.13)
where as before Tk(z) = zk1. Before proving this, we show how the result follows from it. Let P
be a polynomial and set P1(z) = P(z1,0′), so P1 =∑akTk . Then∥∥CH(P )∥∥2A2t+1/4(BN ) =
∥∥CH(P1)∥∥2A2t+1/4(BN ) =
∥∥∥∑akCHTk∥∥∥2
A2t+1/4(BN )
.
It is readily verified using (4.9) that the functions {CHTk} = {hk} are orthogonal with respect to
the weighted Hermitian inner product 〈f,g〉 = ∫ f g¯ dVα , so∥∥CH(P )∥∥2A2t+1/4(BN ) =
∑
|ak|2‖CHTk‖2A2t+1/4(BN )  C
∑
|ak|2‖Tk‖2A2t (BN ),
where (4.13) was used for the inequality. Since
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|ak|2‖Tk‖2A2t (BN ) = ‖P1‖
2
A2t (BN )
 ‖P ‖2
A2t (BN )
and polynomials are dense in A2t , the proposition follows. It remains to prove (4.13).
From (4.10) with α = (k − , ,0, . . . ,0) and s > −1, we have
kN+s
∥∥CH(Tk)∥∥2A2s (BN ) ≈
k∑
=0
(k!)2
(k − )!(k + )!
(2)!
(!)222 .
Let M be a fixed positive integer, and notice that
(k!)2
(k − )!(k + )!
(2)!
(!)222 
(2)!
(!)222 .
This is obviously bounded by (2M)! when 0 M , and when 0 k − M it is O(1/√k )
by Stirling’s formula. Therefore,
kN+s
∥∥CH(Tk)∥∥2A2s (BN ) 
k−M∑
=M
(k!)2
(k − )!(k + )!
(2)!
(!)222 +O(1). (4.14)
Now fix M large enough so that Stirling’s formula can be used to approximate ! when M .
Then, for M   k −M we have
(k!)2
(k − )!(k + )!
(2)!
(!)222 ≈
√
k√
(k − )
k2k
(k − )k−(k + )k+
= 1√
(1 − /k)
1
(1 + /k)
(
(1 − /k)/k
1 − (/k)2
)k
.
Since (1 − x)x  1 − x2 for 0 < x < 1, the last factor in this expression is bounded by 1. Also
using the estimate 1 + 2/k  (1 + /k), we get from (4.14) that
kN+s
∥∥CH(Tk)∥∥2A2s (BN ) 
k−M∑
=M
1√
(1 − /k)
1
(1 + 2/k) +O(1).
This sum can be split into three pieces and then estimated to be comparable to∑
M<
√
k
1√

+
∑
√
kk/2
1√

1
(2/k)
+
∑
k/2k−M
1√
k − 
1
k
≈ k1/4,
which gives∥∥CH(Tk)∥∥2A2s (BN )  k−N−s+1/4 ≈ ‖Tk‖2A2s−1/4(BN )
by (4.7). This is equivalent to (4.13), and so completes the proof. 
We now give an example showing that some smoothness hypothesis is required in Theo-
rem 1.2. Define π :BN → B1 by π(z1, . . . , zN) = NN/2z1 · · · zN , and for 0 < t  1 define
Lt :B1 → B1 by Lt(z) = 1 − (1 − z)t . Let Ψt = Lt ◦ π , so Ψt :BN → BN . B.D. MacCluer and
J.H. Shapiro determined for each t exactly on which of the spaces Apα(BN) the operator CΨt
is bounded; see [7, Theorem 6.8], which is the case α = β of Proposition 4.6 below. The proof
in [7] is based on an estimate of Vα(Ψ−1t (SN(e1, δ))) and Carleson criteria for CΨt to be bounded
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p
α(BN); see [7, p. 904]. Using the same estimate of Vα(Ψ−1t (SN(e1, δ))) but now with the
Carleson criteria from Proposition 3.1 for CΨt :A
p
α(BN) → Apβ(BN) to be bounded, we get the
following proposition.
Proposition 4.6. Let 0 < t  1, α −1 and β = (α + N + 1)t − (N + 3)/2. Assume β −1 if
α −1 and β > −1 if α > −1. Then, for all 0 <p < ∞,
CΨt :A
p
α(BN) → Apβ(BN).
Moreover, this is sharp in the following senses: For  > 0, CΨt does not map Apα+(BN) into
A
p
β(BN). If β −  > −1, then CΨt does not map Apα(BN) into Apβ−(BN). If α −   −1 and
β −  > −1 together with 0 < t < 1, then CΨt does not map Apα−(BN) into Apβ−(BN).
Taking β = α + , we get the example promised that shows some smoothness hypothesis is
required in Theorem 1.2.
Example 4.7. Let α −1, p > 0 and  > 0. There exists a holomorphic function Ψ :BN → BN
such that CΨ :Apα(BN) → Apα+(BN), but CΨ :Apα(BN)Apα(BN).
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