The identification of groups of characteristics with approximately equal frequencies of occurrence is of importance in several areas of information science. This case study describes the use of a genetic algorithm (GA) for the identification of such groups. Experiments with several text dictionaries show that the GA is able to generate groups with a high degree of equifrequency; however, the results are inferior to those produced by an existing, deterministic algorithm if the characteristics are ordered in some way.
dictionary), that is, the file is divided into groups while preserving the original order. These two approaches will be referred to subsequently as division and partition, respectively, and are illustrated by the following example.
Consider a set of seven objects with frequencies 5, 7, 4, 6, 3, 10, and 5. It is possible to divide this set into four groups with perfect equifrequency, since the groups {5, 5}, {10}, {6, 4}, and {7, 3} all have frequencies summing to ten. But it is not possible to achieve perfect equifrequency in the present case if the frequencies are partitioned: for example, one possible set of groups, given the initial ordering above, is {5, 7}, {4, 6}, {3, 10}, and {5}, with the sums of the groups being 12, 10, 13, and 5, respectively. Thus, a divisive procedure that was able to test all of the possible partitionings for all of the possible orderings of the seven objects in this data set would be able to identify that ordering and that partition that optimized the equifrequency criterion. The partitioning procedure, conversely, can only generate possible partitions derived from the single ordering that is presented to it and is thus far less likely to be able to identify an equifrequent grouping of the frequencies.
The greater simplicity of partitioning means that several partitioning algorithms have been suggested for the identification of equifrequent groupings (see, e.g. Cooper et al 1980 , Cringean et al 1990 , Schuegraf and Heaps 1973 . Division algorithms are far less common, and appear to have been studied in an information retrieval context only by Yannakoudakis and Wu (1982) . Their algorithm involves an initial allocation of frequencies to groups followed by a heuristic procedure that searches through all possible moves of the individual frequencies from each group to all other groups to find those that most increase the equifrequency of the partition. The procedure is extremely time consuming and can be used only when there are limited numbers of frequencies and groups: using frequency data from over 30 000 records in the British National Bibliography the experiments of Yannakoudakis and Wu involved dividing the 26 letters of the English alphabet into between 4 and 20 groups and dividing the 244 MARC record subfields into between 5 and 44 groups. The work reported here was carried out to determine whether the novel characteristics of the GA might enable the development of a divisive procedure that was able to process larger data sets than can be encompassed by conventional deterministic algorithms for this purpose.
General description of the type of EA used. The work involved a GA, which was tested with a wide range of parametrizations.
Representation description. The input to the program is a file of N frequencies, each of which denotes the number of times that a specific word in an N-element dictionary occurs in a database.
The frequencies are read into an integer array of length N . An analogous N-element integer array is created to hold the number of the group (in the range [1, n] for a set of n groups) to which each of the frequencies has been assigned. The first n frequencies are assigned, one to each group, and each of the remaining frequencies is then assigned to the group with the smallest current total (thus ensuring that each group is assigned at least one value, for N ≥ n). The I th element of these two arrays thus contains the occurrence frequency of the I th word and the group to which that I th word has been allocated. Once the initial chromosome has been created in this way, the other chromosomes in the first generation are created by random rearrangement of the second array (i.e. that giving the group membership of each frequency in the input data set). The genetic operators are then applied to the array of group numbers.
Fitness function. Two measures of equifrequency were used as the fitness function. The first was the relative entropy (Lynch 1977, Yannakoudakis and Wu 1982) . If there are to be n groups such that each group contains P(I) occurrences, then the total number of occurrences, total freq, is given by total f req = n I =1
P (I );
the relative entropy, H R , is calculated from
The second fitness function was Pratt's measure of class concentration (Carpenter 1979) . Let q be defined by
where the groups are ranked by decreasing frequency and P (I ) here is the frequency of the I th ranked group. Then Pratt's measure, C, is given by
Both the relative entropy and Pratt's measure can have values between zero and unity, with perfect equifrequency being denoted by one and zero, respectively.
These two measures were evaluated using the frequency and group information in the two N-element integer arrays described above. For example, if the relative entropy was being used, P (I ), that is, the sum of the frequencies of all of the words allocated to the I th group, would be calculated for each group I (1 ≤ I ≤ n), thence giving first total freq and then H R .
Reproductive system. An operator-based GA was used, with equal weights for all of the operators. Generational replacement without duplicates was employed, with 60% of a new generation being created by application of the crossover operators. Parents for crossover were selected either by using roulette C2.2 wheel selection for both parents or by using roulette wheel selection for one and random selection for the other. The remaining members of the new population were selected from the previous population and copied over unchanged into the new generation. The mutation operators were then applied to the resulting sets of chromosomes: the mutation rates varied between 0.8% and mutating all of the remaining 40% that were not created as a result of the application of the crossover operator.
An elitist strategy was used in some of the experiments to ensure the retention of the fittest chromosome in each generation.
The fitness values were normalized by windowing from the least-fit member of the population or from one standard deviation below the average fitness. Experiments were also carried out in which no normalization was used: there was little difference between the various sets of results.
Operators. In this application, the elements of a chromosome must consist of all and only the members of the discrete set of input frequencies, and it is thus necessary to ensure that the genetic operators yield only valid chromosomes. One-point, two-point, order-based, and position-based crossover were used, together C3.3.1 with scramble sublist and inversion mutation. The order-based crossover operator was implemented as follows: (i) a binary template was generated randomly with the template values of 0 and 1 resulting in the copying of elements from either the first-parent chromosome or the second-parent chromosome, respectively; (ii) the remaining elements from a child's parent are then copied after reordering to match the order in the other parent. The inversion mutation operator was implemented by selecting two positions in a chromosome at random and then exchanging the values at those positions.
Constraints. The principal constraint was the need to ensure that all, and only, the frequencies in the input file were encoded in each of the chromosomes. This was enforced by the encoding mechanism and by using mutation operators that could not change a chromosome element to a value outside of the range [1, n], which would correspond to a nonexistent group.
Use of domain knowledge and hybrid methods. None.
G2.2.3 Development and implementation
Other methods investigated. The GA approach to the generation of equifrequent sets of characteristics was compared with the performance of the partitioning algorithm of Cringean et al (1990) . This two-stage algorithm involves an initial, and approximate, partitioning of a dictionary that is then followed by an iterative refinement procedure, in which the initial groupings are merged or split to obtain as high a degree of equifrequency as possible. It was used for comparative purposes since it is known to perform well with a range of types of datum and since it is applicable to data sets of any size.
Practical aspects. The performance measure was the best fitness (as calculated using either the relative entropy or Pratt's measure) amongst all of the chromosomes in the final generation of a GA run.
The termination condition was a fixed number of generations, typically 100 (although some runs were carried out with thresholds of 250 and 500 generations). In fact, the final fittest chromosome was normally identified within 50 iterations, and often very much sooner.
Sources. All of the code was written in C, taking as a basis the routines in standard texts (Davis 1991 , Goldberg 1989 ).
Development platform and tools. The work was carried out on a standard Unix workstation.
G2.2.4 Results
The experiments used four sets of words and their associated frequencies of occurrence in several different types of full text (so as to test the generality of the GA). These were: (i) 3769 words derived from eight English language library and information science papers written by members of the author's department in the University of Sheffield; (ii) 13 033 words derived from three novels in Turkish; (iii) 9781 words from a Turkish language library and information science conference proceedings; (iv) 29 986 words from the Eighteenth-Century Short-Title Catalogue. These data sets will be referred to as A, B, C, and D, respectively.
An initial set of experiments was carried out with data set A to ascertain the effects of the many parameters of the algorithm (whether to normalize the fitness values, which crossover operator to use, and what population size to use, inter alia) on the fitness values obtained in the final generation. The nondeterministic nature of a GA means that different runs will result in different sets of final chromosomes, and thus in different best values for the relative entropy and for Pratt's measure. Accordingly, each combination of parameter values was run ten times; there was normally very little variation between the ten best values, which implies that the GA is not crucially affected by the essentially random nature of the processing.
As a result of these preliminary experiments, one-point crossover, nonnormalized fitness values, 100-member populations and elitism were used in the main experiments, the results of which are shown in table G2.2.1. Here, parts (a) and (b) correspond to the use of the relative entropy and Pratt's measure, respectively, as the fitness function, and the bracketed values are those obtained using the deterministic partitioning algorithm of Cringean et al (1990) . It will be seen that the results in part (a) of the table are equal, or nearly so, to the relative entropies obtained when the Cringean algorithm was used to partition the same dictionaries. However, part (b) shows that the GA results are noticeably inferior when Pratt's measure is used as the fitness function, except in the case of data set D. We have not been able to identify the reason for this behavior.
The most striking differences between our algorithm and that of Cringean et al (1990) are in the memory requirements and running times of the two algorithms. The Cringean algorithm only requires the array of frequencies to be held in memory, while our algorithm requires that the arrays of frequencies and allocated group numbers be held in memory for each of the chromosomes in the population, that is, a population of 50 chromosomes will require 100 times as much memory. An examination of the CPU times for the Unix workstation used in our experiments showed that the CPU was idle for approximately 90% of the time while the data were paged into, and out of, memory. This resulted in very long running times: in the case of the larger data sets, the program had to be run overnight on the Evans and Sutherland ESV 30 workstation that was used in the experiments. By contrast, the Cringean algorithm executed within a very few seconds even for the largest data sets.
The results have focused on the best fitnesses that were obtained. The worst fitnesses in the final populations were also noted, and there was often a large difference between these two values. For example, the best Pratt values for data set D were 0.33, 0.39, and 0.46 for 128, 256, and 512 groups, respectively, while the corresponding worst values were 0.54, 0.59, and 0.65, respectively. The lack of convergence within a population is not too surprising given the great length of the chromosomes used here, when compared with the population sizes that were tested. Table G2 .2.1. Mean best fitness values (to two decimal places) of the relative entropy (a) and of Pratt's measure (b) for the equifrequency of groups generated using a GA. The bracketed values are those obtained using the partitioning algorithm of Cringean et al (1990) . 
G2.2.5 Conclusions
The experimental results demonstrate that the GA described here can divide data sets containing large numbers of frequencies into groups with a high degree of equifrequency, whereas the previous divisive algorithm (Yannakoudakis and Wu 1982) is limited to very small data sets. The algorithm thus provides an effective way of processing large unordered data sets (in fact, it is irrelevant to this algorithm whether the data is ordered or unordered). However, a partitioning algorithm should be used when the data set is ordered; not only are such algorithms at least as effective (as is evidenced by the results in the table G2.2.1) but they are also far more efficient in their use of computing resources (since the Cringean algorithm is very much faster and requires far less memory than does the GA). However, if a divisive approach is to be taken, then this algorithm would appear to be superior to those that have been reported previously. Apart from the Yannakoudakis-Wu algorithm, reference should also be made to the work of Jones and Beltramo (1991) , who describe the application of a GA to what they call the equal-piles problem. They tested three encoding methods and a number of crossover and mutation operators, making a total of nine distinct GAs in all. However, their test data set contained just 34 frequencies (33 of which were distinct) that could be divided into ten completely equifrequent groups. Experiments here showed that very large numbers of combinations of parameter values for our GA gave very high relative entropies with this data set, which suggests that it is not very appropriate as a testbed for the evaluation of a GA. The experiments described in this paper therefore provide the best evidence to date for the use of GAs for the identification of equifrequent groupings by divisive means.
