Abstract-We consider the optimal control of feedback linearizable dynamical systems subject to mixed state and control constraints. In general, the optimal control does not linearize the dynamics. Such problems frequently arise in astronautical applications where stringent performance requirements demand optimality that cannot be achieved by feedback linearizing controls. We prove that a sequence of solutions to the discretized, constrained problem converge to the optimal solution of the continuous-time problem under mild and verifiable conditions. The spectral coefficients of the state trajectories provide a practical method to verify the convergence of the computed solution. The proposed ideas are illustrated by several numerical examples.
I. INTRODUCTION
It is well-known that solving a state-and control-constrained nonlinear optimal control problem is an extremely difficult task [5] , [21] . The main difficulty arises in seeking a closed-form solution to the Hamilton-Jacobi equations, or in solving the canonical Hamiltonian equations resulting from an application of the Minimum Principle. Over the last decade, a third alternative, originally proposed by Euler, has gained wide popularity as a result of significant progress in large-scale computation. The essential idea of this method is to discretize the optimal control problem and numerically solve the resulting large-scale optimization problem. The simplicity of this approach masks a wide range of deeply theoretical issues that lie at the intersection of approximation theory and control theory. Regardless, a wide variety of industrial-strength optimal control problems have been solved by this approach [2] , [20] , [26] , [23] , [19] ; however, note that modern methods are far more sophisticated than Euler's original ideas.
Discrete approximations of optimal control problems pose many theoretical problems that are deceptively simple. For instance, consider the following questions: a) Does a discretization of a feasible control and the corresponding state trajectory satisfy the discretized constraints? This is the issue of discretizing a solution versus a solution of the discretized problem. b) What are the conditions under which a discretization method provides good approximations to the continuous-time trajectories and control inputs? This is the issue of discretization error and the convergence of the discrete approximations of nonlinear, controlled differential-algebraic equations. c) Does a computational method for optimal control provide discrete optimal solutions that converge to the optimal solution of the continuous-time system? This is the issue of connecting the optimality conditions of the discrete solutions to the optimality conditions of the continuous-time solution.
Considering the widespread use of discrete approximations, it might appear to a novice that these questions have been answered satisfactorily. While this is somewhat true of Eulerian methods [21] , [7] , corresponding results for higher-order methods are not only absent, but a number of "conflicting" results are reported in the literature. For example, Hager [16] has shown that certain Runge-Kutta approximations do not converge to the continuous optimal solution despite the fact that they satisfy the standard conditions in the Butcher tableau. On the other hand, Betts et al [1] show that non-convergent Runge-Kutta methods converge for optimal control problems. What has emerged in recent years is that a different kind of analysis is necessary for solving optimal control problems. Thus, it is not surprising that even for Eulerian methods, significant restrictions and assumptions are necessary for proofs of convergence, particularly for state-constrained problems [8] . While Eulerian methods are widely studied, they are not practical for solving complex problems. Among many, one of the reasons for their limitation is that they generate a much larger-scale optimization problem than say, a higher-order scheme like a RungeKutta method. While using higher-order methods are attractive from a practical perspective, the theoretical results of Eulerian methods are not portable to other discretization methods. This is, at least in part, because dualization and discretization are, in general, not commutative operations [25] ; hence, standard convergence theorems associated with the discretization of differential equations are not applicable for the analysis of optimal control problems. Thus, convergence of discretization methods for optimal control problem continues to be a topic of active research [1] , [16] , [8] , [7] , [15] .
In this paper we focus on pseudospectral (PS) methods, which have gained considerable attention in recent years [9] , [23] , [26] , [12] , [24] , [15] , [28] , [17] . One of the main reasons for the popularity of PS methods is that they offer an exponential convergence rate for the approximation of analytic functions while providing Eulerian-like simplicity. Thus, for a given error bound, PS methods generate a significantly smaller-scale optimization problem when compared to traditional methods. This property is particularly attractive for control applications as it places real-time computation within easy reach of modern computational power [26] . As noted in [26] , PS methods also offer a ready approach to exploiting differential-geometric properties of a control system such as convexity and differential flatness. For a recent result on flatness-based PS method, see [24] .
In this paper, we exploit the normal form of feedback linearizable dynamics. If a dynamical system can be written in normal form, it permits a modification of the standard pseudospectral method [9] , [10] , [25] in a manner that is similar to dynamic inversion. That is, we seek polynomial approximations of the state trajectories while the controls are determined by an exact satisfaction of dynamics. This modification of a pseudospectral method permits us to prove sufficient conditions for the existence and convergence of PS discretizations. Furthermore, our method allows one to easily incorporate state and control constraints including mixed state and control constraints. Note that we do not linearize the dynamics by feedback control; rather, we find the optimal control for a generic cost function. Such problems are particularly common in astronautical applications where stringent performance requirements demand that the control be optimal rather than a feasible one as implied by the linearizing control. We show that, under mild and verifiable conditions, the PS discretized optimization problem always has a feasible solution. This is in sharp contrast to a non-control-affine dynamics which requires a relaxation of the dynamical constraints [15] , [27] . Further, we show that the numerical solution converges to the solution of the original continuous-time constrained optimal control problem. We illustrate our methods using several examples including one from robotics for which no closed-form solution is presented in the literature.
Throughout the paper we make extensive use of Sobolev spaces,
A definition of distributional derivatives can be found in the Appendix of [6] .
II. THE PROBLEM AND ITS DISCRETIZATION
We consider the following mixed, state-and control constrained nonlinear Bolza problem (Problem B) with feedback linearizable dynamics. Problem B: Minimize
subject to the dynamicṡ x1(t) = x2(t) . . .
endpoint conditions
and mixed path constraints,
where x ∈ R r , u ∈ R, and F :
Lipschitz continuous (over the domain) with respect to their arguments. For controllability reasons, we assume g(x) = 0 for all x. In addition to these standard assumptions, we assume that an optimal solution (x * (·), u * (·)) exists with the optimal state,
has bounded derivative everywhere except for a finite many points on the closed interval t ∈ [−1, 1], then x * r (·) must belong to W 2,∞ . On the other hand, by Sobolev Imbedding Theorems [6] , any function
. Therefore, this condition requires the optimal state x * r (t) be at least continuously differentiable. Remark 2.1: Pseudospectral methods are not limited to dynamical systems in normal form; in fact, they are applicable to far more general nonlinear systems; see for example, [25] , [15] and references contained therein. What the normal form facilitates is a proof of convergence of the computed system trajectory without dualizing the problem.
In the Legendre pseudospectral method, the basic idea is to approximate (x1(t), . . . , xr(t)) by N -th order polynomials (x N 1 (t), . . . , x N r (t)) based on Lagrange interpolation of their values at the Legendre-Gauss-Lobatto (LGL) node points. Let t0 = −1 < t1 < · · · < tN = 1 be the LGL nodes defined as, t0 = −1, tN = 1, and for k = 1, 2, . . . , N − 1, t k are the roots ofLN (t) whereLN (t) is the derivative of the N -th order Legendre polynomial LN (t). Letx N k andū N k be an approximation of a feasible solution (x(t), u(t)) evaluated at the node t k . Then, x N (t) is used to approximate x(t) by,
where φ k (t) is the Lagrange interpolating polynomial defined by
It is readily verifiable that
The precise nature of the approximation indicated in (5) is the main focus of this paper. From (2), the control that generates the approximate state is given by,
Note that u N (t) is not necessarily a polynomial and hence differs from a standard pseudospectral approximation. The derivative of x N i (t) at the LGL node t k is given bẏ
where the (N + 1) × (N + 1) differentiation matrix D is defined by
Throughout the paper, we use the "bar" notation to denote corresponding variables in the discrete space, and the superscript N to denote the number of nodes used in discretization. Thus, let
. . .
Note that the subscript inx N k ∈ R Nr denotes an evaluation of the approximate state, x N (t) ∈ R Nr , at the node t k whereas x k (t) denotes the k-th component of the exact state.
With these preliminaries, it is apparent that the approximate solutions must satisfy the following nonlinear algebraic equations
for feasibility with respect to the dynamics. In a standard pseudospectral method, it is quite common [26] , [12] , [9] , [24] to discretize the mixed state-and control constraints as,
Here, we propose the following relaxation,
where 1 denotes [1, . . . , 1] T . When N tends to infinity, the difference between conditions (11) and (12) vanishes, since by assumption, m ≥ 2. The purpose of this relaxation will be evident in Section 3. Similarly, we relax the endpoint condition e(x(−1), x(1)) = 0, to an inequality, i.e.,
Finally, the cost functional J[x(·), u(·)] is approximated by the Gauss-Lobatto integration rule,
where w k are the LGL weights given by
Hence, the optimal control Problem B can be approximated by a nonlinear programming problem withJ N as the objective function and (10), (12) , and (13) as constraints; this is summarized as:
. . . ). The preservation of the triangular structure can be exploited for computational efficiency as illustrated in [26] .
III. MAIN RESULTS
In the previous section, we formulated a pseudospectral method for solving continuous optimal control problems. In this approach, a continuous optimal control problem is approximated by a problem of nonlinear programming. The nonlinear programming problem can then be solved by an appropriate globally-convergent algorithm [3] , such as for example, a sequential-quadratic programming method. Although this approach has been successfully used in solving an impressive array of problems (see for example, [26] , [9] , [12] , [23] , [28] ), some fundamental questions regarding the existence and convergence of the approximations have heretofore remained open. In this section we provide answers to these fundamental questions for feedback linearizable systems.
A. Existence of a solution to Problem B

N
In the case of Eulerian discretizations, for any given initial condition and control series, the states are uniquely determined. Hence, there always exists a feasible solution to the discrete dynamic system. For Runge-Kutta methods, a similar property holds if the mesh is sufficiently dense [16] . For pseudospectral methods an existence result for controlled differential equations is not readily apparent. There are two main difficulties. PS methods are fundamentally different than traditional methods (like Euler or Runge-Kutta) in that they focus on approximating the tangent bundle rather than the differential equation. Since the differential equation is imposed over discrete points, in standard PS methods, the boundary conditions are typically handled by not imposing the differential equations over the boundary [4] . This technique cannot be used for controlled differential equations as it implies that the control can take arbitrary values at the boundary. Thus, PS methods for control differ from their standard counterparts in imposing the differential equation at the boundary as well. An unfortunate consequence of this approach is that the discretized dynamics may not have a feasible solution. It can be shown that, for all uncontrollable linear systems, the discretized dynamical equations have no feasible solution for arbitrary initial conditions. The problem of existence of a solution is further exacerbated for nonlinear systems.
The infeasibility problem can be overcome by simply relaxing all the constraints (including the dynamics) in a manner that is similar to the concept of consistent approximations [22] . A detailed treatment of this can be found in [15] , [27] . As implied in Section 2, a relaxation of the dynamic constraints is unnecessary for our modified pseudospectral method. Theorem 1 proves this result. In addition, the construction of a feasible solution developed in Theorem 1 is used in the proof of the convergence result in Theorem 2. But, first, we need the following lemma whose proof can be found in [6] .
Lemma 1: Given any function ξ(t) ∈ W m,∞ , t ∈ [−1, 1], there is a polynomial p N (t) of degree N or less, such that
where C is a constant independent of N and C0 = ξ 
1−m (20) for all k = 0, . . . , N, where L is a positive constant independent of N .
The proof of this Theorem 1 is based on global polynomial approximation of the continuous optimal solution. Due to the limited space, we omit the proof.
B. Convergence of (x
In the prior section, we proved that if Problem B has a feasible solution, then Problem B N also has a feasible solution. Here, we prove that a sequence of feasible solutions of Problem B N converges to a feasible solution of Problem B as N → ∞. In numerical analysis of ordinary differential equations, the convergence of Euler or Runge-Kutta methods are well known. Sufficient conditions under which the numerical solution converges to the continuous solution of an ODE can be found in textbooks. However, despite many successful applications of pseudospectral methods, few results can be found in the literature regarding the convergence of pseudospectral approximation of ordinary differential equations. In this section, we provide a mild and checkable condition to guarantee such a convergence.
Let
where φ k (t) is defined by (6). Thus, (2), (x ∞ (t), u ∞ (t)), satisfying the endpoint condition (3) and the mixed constraint (4), such that the following limit converges uniformly in k.
In addition, let {x N (t)} ∞ N =N 1 be a sequence of polynomials defined by (21) and {ū N (t)} ∞ N =N 1 be a sequence of functions constructed by (22) , then the following limit converges uniformly in t.
The proof of this theorem is omitted for saving the space.
C. Convergence of the approximate optimal solutions
In the previous section, we proved a sufficient condition under which a sequence of discrete feasible solutions of Problem B N converges to a feasible solution of the original continuous optimal control problem. Now, we study a sequence of special discrete feasible solutions. These are the optimal solutions of Problem B N . Naturally, the question we must answer is: under what condition does the sequence converge to the optimal solution of the continuous problem, and the cost (14) converges to the optimal cost function (1).
To prove the convergence of the discrete optimal solutions, existing results require strong conditions, for instance, the coercivity type of conditions [8] , [16] or Lipschitz continuity of the inverse KKT mapping [15] . These conditions are not easily verifiable. Some conditions require information of the continuous optimal solution which is extremely difficult to get for nonlinear constrained systems. In the next, we prove Theorem 3 to show that, under a practically verifiable condition (Assumption 1), a sequence of discrete optimal solutions converges to the optimal solution of the original continuous problem. Different from Theorem 2, where we prove the convergence of discrete feasible solutions, now the optimality of the solution is also guaranteed. Before introducing our finial convergence result, we need the following two lemmas. The first one is a known result and can be found in [13] .
Lemma 2: Let t k , k = 0, 1, . . . , N, be the LGL nodes, and w k be the LGL weights. Suppose ξ(t) is Riemann integrable; then, 
uniformly in k, then we have
whereJ N and J are the cost functions defined by (1) and (14), respectively.
To save the space, the proof of this lemma is omitted.
N . Suppose the sequence satisfies Assumption 1. Then, there exists an optimal solution, (x * (·), u * (·)), to Problem B such that the following limits converge uniformly for 0 ≤ k ≤ N .
Proof: From Theorem 2, we know that the discrete optimal solutions converge uniformly to a feasible trajectory of the continuous problem. More specifically, there exists a continuous feasible
) denote the optimal costs of Problem B N and Problem B respectively, i.e.,J
where (x * (·), u * (·)) denotes any optimal solution of Problem B satisfying x * r (·) ∈ W m,∞ with m ≥ 2, (the optimal solution may not be unique). According to Theorem 1, there exists a sequence of feasible solutions, (x N k ,ũ N k ), to Problem B N that converge uniformly to (x * (t), u * (t)). Now, from Lemma 3 and the optimality of (x * (t), u * (t)) and (
. This is equivalent to saying that (x ∞ (t), u ∞ (t)) is a feasible solution that achieves the optimal cost. Therefore, (x ∞ (t), u ∞ (t)) is an optimal solution to the continuous Problem B.
D. A practical method for verifying Assumption 1
Since Assumption 1 was critical to the proofs of Theorems 2 and 3, it is important to devise a practical method to test its validity. This can be done by transforming the interpolating polynomials to spectral space [4] , [27] . We discuss this technique for the Legendre PS method.
Let y N (t) be a polynomial of order N. Then, y N (t) can also be expressed as y
, where a k are constant coefficients and L k (t) are Legendre polynomials. For a given sequence of polynomials (y 0 (t), y 1 (t), . . . , y N (t)), their Legendre expansions are defined by a matrix equation of the following form ⎛
The convergence property of the polynomial sequence {y N (t)} can be characterized by the convergence of their Legendre coefficients (a 
The proof of this result is straightforward. It is omitted here. Once an optimal solution to Problem B N is computed, the spectral coefficients ofẋ N (t) can be easily calculated by a matrix multiplication [4] . Thus, Assumption 1 can be numerically verified by examining the convergence of these coefficients [27] . Although this procedure is not equivalent to a mathematical verification of Assumption 1, we note that similar techniques are frequently adopted in practical scientific computation.
IV. EXAMPLES
In this section we present several examples to illustrate the main points of the PS method. All problems were programmed in MATLAB on a Pentium 4, 2.4GHz PC with 256MB of RAM. The resulting nonlinear programming problems were solved by the sequential quadratic programming method of SNOPT [14] .
Example 1: Consider the one-link flexible robot arm discussed in the text [18] and in [26] . The system is modelled by
where q1, q2 are the angular positions and I1 = I2 = k = 1, g = 9.8, m1 = 0.01 and l = 0.5. The optimal control problem is to minimize The system can be easily transformed into a normal forṁ
The solution for N = 10 is plotted in Figure 1 . The analytic solution to this problem is unavailable. Discrete optimal solution with 10 nodes. The solid lines are generated using 100 nodes.
However, the convergence of the computed solution can still be numerically verified by the method provide previously. To this end, we compute the spectral coefficients a k of the interpolating polynomial,ẋ
The results for a k , k = 0, . . . , 7 are shown in Figure 2 for N = 5, . . . , 30. It is apparent that we have a very fast convergence rate. Thus, all the conditions in Lemma 4 can be numerically verified; therefore, Assumption 1 holds. By Theorem 3, the convergence of the discrete solution is guaranteed, i.e., limN→∞(
, although the analytic expression of (x * (t k ), u * (t k )) is unknown. In Figure 1 , we also plot out the numerical solution with 100 nodes. Due to the fast convergence rate demonstrated in Figure 2 , the solution with 100 nodes can be reasonably treated as the "true" continuous optimal solution. Then, from Figure 1 , it is clear that 10 nodes already produce a sufficiently accurate solution.
Example 2: Consider the Breakwell problem from [5] . The problem is to minimize The result for N=20 is shown in Figure 3 . We also plot out the maximum error between the discrete and continuous control, i.e., eu ∞ = max{|ū * N k − u * (t k )|, k = 0, 1, . . . , N}, in Figure 3 for N ranging from 10 to 100. It can be seen that the error converges as N tends to infinity. For this problem, it is interesting to know the costates are discontinuous [5] , [25] . Hence, a proof of convergence by dualizing the problem is quite difficult even for Euler discretization. On the other hand, by validating Assumption 1, it is easy to show the convergence of the discrete optimal solution despite the discontinuity in the costates.
V. CONCLUSION
Although pseudospectral methods have been successfully applied to solve a wide variety of complex engineering problems, a rigorous proof of convergence of these methods has heretofore been unavailable. In this paper we provided a theoretical foundation for the convergence of solutions obtained by PS methods for a class of constrained nonlinear systems. As our proof did not require dualizing the problem, we circumvented the difficulties associated with the convergence of discontinuous costates.
