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GENERALIZED FACTORIZATION IN COMMUTATIVE RINGS WITH
ZERO-DIVISORS
CHRISTOPHER PARK MOONEY
Abstract. Much work has been done on generalized factorization techniques in integral
domains, namely τ -factorization. There has also been substantial progress made in investi-
gating factorization in commutative rings with zero-divisors. This paper seeks to synthesize
work done in these two areas and extend the notion of τ -factorization to commutative rings
that need not be domains. In addition, we look into particular types of τ relations, which are
interesting when there are zero-divisors present. We then proceed to classify commutative
rings that satisfy the finite factorization properties given in this paper.
2010 AMS Subject Classification: 13A05, 13E99, 13F15
1. Introduction
This paper concerns generalized factorization in a commutative ring R with 1. Much work
has been done on generalized factorization techniques in integral domains; D.D. Anderson
and A. Frazier provide an excellent overview in [3]. Many authors have investigated ways
to extend notions of factorization in domains to commutative rings with zero-divisors. This
list includes, but is not limited to [2, 5, 8, 9, 10, 12, 13]. The goal of this paper is to extend
τ -factorization to rings that contain zero-divisors.
In Section Two, we give some preliminary definitions and results about both τ -factorization
in integral domains as well as factorization in commutative rings with zero-divisors. In
Section Three, we define several types of τ -irreducible elements. Section Four studies various
finite τ -factorization properties. In Section Five, we introduce a particular τ relation which
is natural in rings with zero-divisors. Furthermore, we provide a thorough examination of
rings which satisfy the various τ -finite factorization properties laid forth in Section Four.
2. Preliminary Definitions and Results
We let R be a commutative ring with identity. Let R∗ = R − {0}, U(R) be the units of
R, and R# = R∗ − U(R), the non-zero, non-units of R. As in [5], we let a ∼ b if (a) = (b),
a ≈ b if there exists λ ∈ U(R) such that a = λb, and a ∼= b if (1) a ∼ b and (2) a = b = 0 or
if a = rb for some r ∈ R then r ∈ U(R).
Let τ be a relation on R#, that is, τ ⊆ R# × R#. In this paper, we will always assume
that τ is symmetric. We say τ is multiplicative (resp. divisive) if for a, b, c ∈ R# (resp.
a, b, b′ ∈ R#), aτb and aτc imply aτbc (resp. aτb and b′ | b imply aτb′). We say τ is associate
(resp. strongly associate, very strongly associate) preserving if for a, b, b′ ∈ R# with b ∼ b′
(resp. b ≈ b′, b ∼= b′) aτb implies aτb′. As in [1], a ring R is said to be strongly associate
(resp. very strongly associate) ring if for any a, b ∈ R, a ∼ b implies a ≈ b (resp. a ∼= b).
For a non-unit a ∈ R, we define a = λa1 · · · an, λ ∈ U(R), ai ∈ R# to be a τ -factorization
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of a if aiτaj for each i 6= j. We call a = λ(λ−1a) a trivial τ -factorization of a. We say
that a is a τ -product of the ai’s and that ai is a τ -factor or a τ -divisor of a. We do not
allow 0 to occur as a τ -factor of a non-trivial τ -factorization; however, we do allow the
trivial factorization, 0 = λ0 for λ ∈ U(R). For a, b ∈ R# we say that a τ -divides b, written
a |τ b, if a occurs as a τ -factor in some τ -factorization of b. Note that if a = λa1 · · · an is a
τ -factorization, then for σ ∈ Sn, the symmetric group on n letters, so is each rearrangement
of a = λaσ(1) · · · aσ(n) because τ is assumed to be symmetric.
A τ -refinement of a τ -factorization λa1 · · ·an is a τ -factorization of the form
λ · b11 · · · b1m1 · b21 · · · b2m2 · · · bn1 · · · bnmn
where ai = bi1 · · · bimi is a τ -factorization for each i. We say that τ is refinable if every
τ -refinement of a τ -factorization is a τ -factorization. We say τ is combinable if whenever
λa1 · · · an is a τ -factorization, then so is each λa1 · · · ai−1(aiai+1)ai+2 · · ·an.
We pause briefly to give some examples of particular relations τ .
Example 2.1.
(1) τ = R#×R#. This yields the usual factorizations in R and |τ is the same as the usual
divides. Moreover, τ is multiplicative and divisive (hence associate preserving as we shall
soon see). This case shows τ -factorization is a generalization of the usual factorization in
commutative rings with zero-divisors.
(2) τ = ∅. For every a ∈ R#, there is only the trivial factorization and a | τb ⇔ a = λb
for λ ∈ U(R) ⇔ a ≈ b. Again τ is both multiplicative and divisive (vacuously).
(3) Let S be a non-empty subset of R# and let τ = S × S. Define aτb⇔ a, b ∈ S. So τ is
multiplicative (resp. divisive) if and only if S is multiplicatively closed (resp. closed under
non-unit factors). A non-trivial τ -factorization is (up to unit factors) a factorization into
elements from S.
(4) Let I be an ideal of R and define aτb if and only if a− b ∈ I. This relation is certainly
symmetric, but need not be multiplicative or divisive. Let R = Z and I = (5). We have
7τ2 and 7τ7, but 7 6 τ14, showing τ is not multiplicative. Moreover, 9τ4 and 2 | 4; however,
9 6 τ2 showing τ is not divisive.
(5) Let aτzb ⇔ ab = 0. The only non-trivial τz-factorizations are 0 = λa1 · · ·an where
ai · aj = 0 for all i 6= j. Thus a ∈ R# has only the trivial τz-factorization. This particular τ
will be studied in Section Five.
Lemma 2.2. Let R be a commutative ring and let a, b ∈ R#.
(1) a ∼= b⇒ a ≈ b⇒ a ∼ b.
(2) ∼ and ≈ are equivalence relations.
(3) ∼= need only be transitive and symmetric.
(4) For a ∈ R, the following are equivalent.
(a) a ∼ b for some b ∈ R implies a ∼= b.
(b) a ∼= a.
(c) a = 0 or ann(a) ⊆ J(R).
If a satisfies one of the above conditions, then for λ ∈ U(R), a ∼= b ⇔ a ∼= λb.
(5) The following conditions are equivalent.
(a) R is very strongly associate.
(b) R is pre´simplifiable (for all x, y ∈ R, xy = x implies x = 0 or y ∈ U(R)).
(c) ∼= is reflexive on R.
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(d) ∼= is an equivalence relation on R.
(e) ∼, ≈, and ∼= all coincide on R.
In particular, domains and quasi-local rings all satisfy the above conditions.
Proof. See [5, Theorem 2.2] and the discussion preceeding the theorem. 
The following theorem is a slight generalization of [3, Proposition 2.2].
Theorem 2.3. Let R be a commutative ring and τ a relation on R#. Let a, b, b′ ∈ R#,
λ ∈ U(R).
(1) If τ is divisive, then τ is associate (resp. strongly associate, very strongly associate)
preserving.
(2) If τ is divisive, then τ is refinable.
(3) If τ is multiplicative, then τ is combinable.
Proof. (1) Let aτb. Now b ∼ b′ ⇒ b | b′ and b′ | b. So by the definition of divisive, aτb⇒ aτb′
and aτb′ ⇒ aτb. As b ∼= b′ and b ≈ b′ each imply b ∼ b′ by Lemma 2.2, the result follows.
Proofs of (2) and (3) can be found in [3]. 
3. Types of τ-Irreducible Elements
We would like to define what it means for an element to be τ -irreducible in a ring with
zero-divisors. This definition needs to be consistent with the definitions of τ -irreducible in
domains as well as the various types of irreducible elements when zero-divisors are present.
These definitions are generalizations of those given in [5].
Proposition 3.1. Let R be a commutative ring and τ a relation on R# with a ∈ R a non-
unit and λ ∈ U(R). Consider the following statements.
(1) a = λa1 · · · an, n ∈ N, is a τ -factorization implies a ∼ ai for some 1 ≤ i ≤ n.
(2) (a) = (a1) · · · (an), n ∈ N, with aiτaj for all i 6= j implies (a) = (ai) for some 1 ≤ i ≤ n.
(3) a ∼ a1 · · · an, n ∈ N, with aiτaj for all i 6= j implies a ∼ ai for some 1 ≤ i ≤ n.
We have (2) ⇔ (3) ⇒ (1). If R is strongly associate, we also have (1) ⇒ (2).
Proof. (2) ⇔ (3) are seen to be equivalent after noting (a1)(a2) · · · (an) = (a1 · a2 · · · an).
(2) ⇒ (1) If a = λa1 · · · an is a τ -factorization, then (a) = (a1 · · · an) = (a1) · · · (an) with
aiτaj for all i 6= j, so by (2) we have (a) = (ai) for some 1 ≤ i ≤ n.
We now assume R is strongly associate and show (1) ⇒ (2). Let (a) = (a1) · · · (an) with
aiτaj for i 6= j, then a ∼ a1 · · · an implies there exists a λ ∈ U(R) with a = λa1 · · · an a
τ -factorization, so by (1) we have a ∼ ai for some i. 
We will call a non-unit a ∈ R τ -irreducible or τ -atomic if it satisfies condition (1) of
Proposition 3.1.
Theorem 3.2. A strong associate of a τ -irreducible element is τ -irreducible.
Proof. Let a be a τ -irreducible element. Suppose a = λa′ for λ ∈ U(R). Let a′ = µb1 · · · bn
be a τ -factorization. Then a = λa′ = (λµ)b1 · · · bn is a τ -factorization and a is τ -irreducible,
so a ∼ bi for some 1 ≤ i ≤ n. We have a ≈ a′ ⇒ a ∼ a′, so a′ ∼ a ∼ bi which shows a′ is
τ -irreducible. 
Proposition 3.3. Let R be a commutative ring and τ a relation on R#. For a ∈ R, a
non-unit and λ ∈ U(R), the following are equivalent.
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(1) a = λa1 · · · an, n ∈ N, with aiτaj for i 6= j implies a ≈ ai for some i.
(2) a ≈ a1 · · · an, n ∈ N, with aiτaj for i 6= j implies a ≈ ai for some i.
Proof. This is immediate from definitions. 
We will call a non-unit element a ∈ R τ -strongly irreducible or τ -strongly atomic if a
satisfies one of the conditions of Proposition 3.3.
Theorem 3.4. A strong associate of a τ -strongly irreducible element is τ -strongly irreducible.
Proof. Let a′ ≈ a with a τ -strongly irreducible. Suppose a′ ≈ a1 · · · an, n ∈ N, with aiτaj for
all i 6= j. Then we have a ≈ a′ ≈ a1 · · · an which implies a ≈ ai for some 1 ≤ i ≤ n. Hence
a′ ≈ a ≈ ai, showing a′ to be τ -strongly irreducible. 
Proposition 3.5. Let R be a commutative ring and τ a relation on R#. For a non-unit
a ∈ R, λ ∈ U(R) we consider the following statements.
(1) (a) is maximal in the set S ′ := {(b) | b ∈ R, a non-unit and b |τ a}.
(2) a = λa1 · · · an, a τ -factorization implies a ∼ ai for all i.
(3) a = λa1 · · · an, a τ -factorization implies a ≈ ai for all i.
Then (3) ⇒ (1) ⇔ (2) and for R strongly associate, (2)⇒ (3).
Proof. (1) ⇒ (2) Let a satisfy (1) and suppose a = λa1 · · · an is a τ -factorization. Then
(a) ⊆ (ai), each ai |τ a, so we have (ai) ∈ S ′ for all i. Hence by maximality of (a) in S ′, we
have (a) = (ai) as desired. (2) ⇒ (1) Suppose a satisfies (2), and we have (a) ⊆ (b) ∈ S ′.
We have b |τ a. Say a = λba1 · · · an is a τ -factorization. By (2) we have a ∼ b, thus proving
(a) is maximal in S ′ as desired.
(3)⇒ (2) Clear. Furthermore, given R strongly associate it is clear that the converse will
also hold since a ∼ ai ⇒ a ≈ ai. 
We say a non-unit element a ∈ R is τ -m-irreducible or τ -m-atomic if a satisfies conditions
(1) or (2) of Proposition 3.5.
Theorem 3.6. A strong associate of a τ -m-irreducible element is τ -m-irreducible.
Proof. Let a be a τ -m-irreducible element. Suppose a′ ≈ a. Say there is a unit µ in
R with a = µa′. We suppose a′ = λa1 · · ·an, n ∈ N, with aiτaj for all i 6= j. Then
a = µa′ = (µλ)a1 · · · an remains a τ -factorization. So by (2), a ∼ ai for all 1 ≤ i ≤ n.
But then we have a′ ∼ a ∼ ai for all non-units ai ∈ R, showing a is τ -m-irreducible as
desired. 
Proposition 3.7. Let R be a commutative ring and τ a relation on R#. For a non-unit
a ∈ R, λ ∈ U(R), with a ∼= a, the following are equivalent.
(1) a = λa1 · · · an, n ∈ N, with aiτaj for all i 6= j implies a ∼= ai for some i.
(2) a ∼= a1 · · · an, n ∈ N, with aiτaj for all i 6= j implies a ∼= ai for some i.
(3) a ∼ a1 · · · an, n ∈ N, with aiτaj for i 6= j implies a ∼ ai for some i .
(4) a has no non-trivial τ -factorizations.
Proof. (1) ⇒ (2) Suppose a ∼= a1 · · · an with aiτaj for all i 6= j. We have a = λa1 · · ·an for
some λ ∈ U(R). Thus by (1) a ∼= ai for some i. (2) ⇒ (3) Suppose a ∼ a1 · · · an with aiτaj
for all i 6= j. We have a ∼= a, so a ∼= a1 · · · an. By (2) a ∼= ai for some i. (3) ⇒ (1) Suppose
a = λa1 · · · an with aiτaj for all i 6= j. Then a ∼ a1 · · · an. By (3) we have a ∼ ai for some
i. Thus we have a ∼= ai for some i, proving the equivalence of (1)-(3).
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(1) ⇒ (4) Suppose a = λa1 · · · an. By assumption a ∼= ai for some i, say ai = µa for
µ ∈ U(R). This factorization can be written as a = λa1 · · · aˆi · · · an · (µa). But a ∼= a, which
means a1 · · · aˆi · · · an = λ′ ∈ U(R), so n = 1 and we have the trivial factorization a = λ′(µa)
after all. (4) ⇒ (1) The only types of τ -factorizations are the trivial ones, a = λ(λ−1a) and
we have by assumption a ∼= a, and by Lemma 2.2, a ∼= λ−1a. 
We shall call a non-unit a ∈ R with a ∼= a τ -very strongly irreducible or τ -very strongly
atomic if it satisfies one of the equivalent conditions (1)-(4) of Proposition 3.7.
Theorem 3.8. A strong associate of a τ -very strongly irreducible element is τ -very strongly
irreducible.
Proof. Let a be τ -very strongly irreducible. Let a ≈ a′, say a = µa′ for some µ ∈ U(R). Then
a ∼= a if and only if a′ ∼= a′ by Lemma 2.2. We suppose a′ = λa1 · · · an, n ∈ N, with aiτaj for
all i 6= j and λ ∈ U(R). So we have a = µa′ = (µλ)a1 · · · an which remains a τ -factorization.
Since a is τ -very strongly irreducible, we have a ∼= ai for some i. So a′ ∼= a ∼= ai showing a′
is τ -very strongly irreducible. 
Theorem 3.9. Let R be a commutative ring and τ a relation on R#. Let a ∈ R be a non-
unit.
(1) a is τ -very strongly irreducible implies a is τ -m-irreducible.
(2) For R strongly associate, a is τ -m-irreducible implies a is τ -strongly irreducible.
(3) a τ -strongly irreducible implies a is τ -irreducible.
(4) a τ -very strongly irreducible implies a is τ -strongly irreducible.
(5) a τ -m-irreducible implies a is τ -irreducible.
The following diagram summarizes our result († represents a strongly associate ring):
τ -very strongly irred.
&.❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
+3 τ -strongly irred. +3 τ -irred.
τ -m-irred.
†
KS 2:♠♠♠♠♠♠♠♠♠♠♠♠
♠♠♠♠♠♠♠♠♠♠♠♠
Proof. (1) Let a be τ -very strong irreducible, and suppose (a) ⊆ (ai) ∈ S ′. The only τ -
factorizations of a are trivial ones. We must have a = λ(λ−1a) = λai, that is a ≈ ai and
thus (a) = (ai), proving a is τ -m-irreducible.
(2) Let R be a strongly associate ring, with a, a τ -m-irreducible element. We suppose
a = λa1 · · ·an is a τ -factorization. Then ai |τ a for each i. But a is τ -m-irreducible, so we
have a ∼ ai and hence R strongly associate implies a ≈ ai as desired.
(3) Let a be a τ -strongly irreducible element. Suppose a = λa1 · · · an is a τ -factorization.
Since a is τ -strongly irreducible, a ≈ ai ⇒ a ∼ ai for some i, showing a is τ -irreducible as
desired.
The proofs of (4) and (5) are immediate from definitions. 
Theorem 3.10. Let R be a pre´simplifiable commutative ring and τ a relation on R#. Then
τ -irreducible, τ -strongly irreducible, τ -m-irreducible and τ -very strongly irreducible are equiv-
alent.
Proof. Let a ∈ R be a non-unit with a τ -irreducible. If R is pre´simplifiable, then a ∼= a for
all a ∈ R. Let a ∼= a1 · · · an with aiτaj for all i 6= j, then a = λa1 · · · an for some λ ∈ U(R)
is a τ -factorization of a. Because a is τ -irreducible, we know a ∼ ai for some i. Therefore
a ∼= ai for some i, proving a is τ -very strongly irreducible as desired. 
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When R is a domain, all the types of irreducibles coincide and for non-zero elements,
our definitions match the τ -irreducible elements defined in [3]. Furthermore, when we set
τ = R# × R#, we get the usual factorization in integral domains for non-zero elements. In
domains, 0 has no non-trivial factorizations anyway, so this is not much of an impediment.
4. τ-Finite Factorization Conditions on Rings with Zero-Divisors
Let α ∈ {atomic, strongly atomic, m-atomic, very strongly atomic}, β ∈ {associate, strong
associate, very strong associate} and τ a symmetric relation on R#. Then R is said to be
τ -α if every non-unit a ∈ R has a τ -factorization a = λa1 · · · an with ai being τ -α for all
1 ≤ i ≤ n. We will call such a factorization a τ -α-factorization. We say R satisfies τ -ACCP
if for every chain (a0) ⊆ (a1) ⊆ · · · ⊆ (ai) ⊆ · · · with ai+1 |τ ai, there exists an N ∈ N such
that (ai) = (aN) for all i > N .
A ring R is said to be a τ -α-β-UFR if (1) R is τ -α and (2) for every non-unit a ∈ R any
two τ -α factorizations a = λ1a1 · · · an = λ2b1 · · · bm have m = n and there is a rearrangement
so that ai and bi are β. A ring R is said to be a τ -α-HFR if (1) R is τ -α and (2) for every
non-unit a ∈ R any two τ -α-factorizations have the same length. A ring R is said to be a
τ -BFR if for every non-unit a ∈ R, there exists a natural number N(a) such that for any
τ -factorization a = λa1 · · · an, n ≤ N(a). A ring R is said to be a τ -β-FFR if for every non-
unit a ∈ R there are only a finite number of non-trivial τ -factorizations up to rearrangement
and β. A ring R is said to be a τ -β-WFFR if for every non-unit a ∈ R, there are only
finitely many b ∈ R such that b is a non-trivial τ -divisor of a up to β. A ring R is said to
be a τ -α-β-divisor finite (df) if for every non-unit a ∈ R, there are only finitely many τ -α
τ -divisors of a up to β.
Theorem 4.1. Let R be a commutative ring and τ a relation on R#. Let α ∈ {atomic,
strongly atomic, m-atomic, very strongly atomic}, β ∈ {associate, strong associate, very
strong associate} and τ a symmetric relation on R#. We have the following.
(1) R is a τ -α-β-UFR implies R is a τ -α-HFR.
(2) For τ refinable and associate preserving R is a τ -α-HFR implies R is a τ -BFR.
(3) For τ refinable and associate preserving, R is a τ -α-β-UFR implies R is a τ -β-FFR .
(4) R is a τ -β-FFR implies R is a τ -BFR.
(5) R is a τ -β-FFR implies R is a τ -β-WFFR and R is a τ -β-WFFR implies R is a τ -α-β-df
ring.
(6) For τ -refinable and associate preserving, R is a τ -α-WFFR implies R is a τ -α τ -α-β-df
ring.
(7) R is a τ -α τ -α-β-df ring implies R is a τ -α-β-df ring.
(8) For τ refinable and associate preserving, R is a τ -BFR implies R satisfies τ -ACCP.
(9) For τ refinable and associate preserving, R satisfies τ -ACCP implies R is τ -α.
(10) R satisfying ACCP implies R satisfies τ -ACCP.
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We have the following diagram (⋆ represents τ being refinable and associate preserving).
τ -α-HFR
⋆
#+❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
τ -α-β-UFR
19❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
⋆ +3 τ -β-FFR +3

τ -BFR
⋆ +3 τ -ACCP
⋆ +3 τ -α
τ -β-WFFR

⋆
qy ❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
ACCP
KS
τ -α τ -α-β-df ring +3 τ -α-β-df ring
Proof. (1) Let R be a τ -α-β-UFR. Then we have R is τ -α and every τ -α-factorization of any
non-unit a ∈ R has the same length, so R is a τ -α-HFR.
(2) Let τ be refinable and associate preserving, with R a τ -α-HFR. Let a ∈ R be a non-
unit, and a = λa1 · · ·an be a τ -α-factorization of a. Set N(a) = n. Suppose there were
a τ -factorization of a, of length m > n, a = µb1 · · · bm. This can be τ -refined into a τ -α-
factorization since R is τ -α and τ is refinable and associate preserving. This would lead to
a strictly longer τ -α-factorization of a contradicting the fact that R is a τ -α-HFR.
(3) Let R be a τ -α-β-UFR, with τ refinable and associate preserving. Let a ∈ R be
a non-unit. Say a = λa1 · · · an is the unique τ -α factorization up to rearrangement and
β. For any τ -factorization a = µb1 · · · bm, take the unique τ -α-factorization of each bi, say
bi = µici1 · · · cimi . We may now refine our τ -factorization to be
a = µ(µ1c11 · · · c1m1)(µ2c21 · · · c2m2) · · · (µmcm1 · · · cmmm)
= (µµ1µ2 · · ·µm)c11 · · · c1m1c21 · · · c2m2 · · · cm1 · · · cmmm
This is a τ -α-factorization of a, so there is a rearrangement such that ci and ai are β.
This means any τ -factorization of a is simply some grouping of β of the ai in the original
τ -α-factorization of a. There are only 2n possible ways to do this up to β, so R is a τ -β-FFR.
(4) Let R be a τ -β-FFR, with a ∈ R a non-unit. There are only finitely many τ -
factorizations of a up to β. Simply set N(a) to the maximum length of any of these τ -
factorizations.
(5) Let R be a τ -α-FFR with a a non-unit a ∈ R. We collect each of the τ -factors in the
finite number of τ -factorizations up to β. This is a complete list of non-trivial τ -divisors of
a up to β. Moreover, it is a finite union of finite sets, hence is finite. This proves R is a τ -β-
WFFR. Every τ -α-divisor is certainly a τ -divisor, so the second implication is immediate.
(6) Let R be a τ -β-WFFR with τ refinable and associate preserving. We have just seen that
R is a τ -α-β-df ring, so we need only show R is τ -α. In light of (9), it suffices to show that R
satisfies τ -ACCP. We suppose for a moment there is an infinite ascending chain of properly
contained principal ideals (a0) ( (a1) ( · · · with ai+1 |τ ai. Say ai = λiai+1bi1 · · · bini for
each i. We must have ni ≥ 1 for all i otherwise (ai) = (ai+1). Using the fact that τ is
refinable and associate preserving, we know that we have the following τ -factorizations of a:
a0 = λ0a1b01 · · · b0n0 = λ0(λ1a2b11 · · · b1n1)b01 · · · b0n0 =
(λ0λ1λ2)a3b21 · · · b2nib11 · · · b1n1b01 · · · b0n0 = ...
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So in particular, for i > 0, each ai is a τ -divisor of a0. Furthermore, none are even associate,
so certainly none are β. Hence a0 has an infinite number of τ -divisors up to β. This
contradicts the hypothesis that R is a τ -α-WFFR.
(7) This is immediate from definitions.
(8) Let τ be refinable and associate preserving and R a τ -BFR. Suppose (a0) ( (a1) (
· · · ( (ai) ( · · · is an infinite chain of properly ascending principal ideals such that ai+1 |τ ai
for each i. Then we use the same factorization as in (6) to see that we get arbitrarily long
τ -factorizations of a0 contradicting the hypothesis.
(9) Suppose R satisfies τ -ACCP, and τ is refinable and associate preserving. Let a ∈ R be
a non-unit. We show a has a τ -α factorization. If a is τ -α, we are done, so we may assume
a = λ1a11 · · · a1n1 is a non-trivial τ -factorization with a and a1i not β for all 1 ≤ i ≤ n1. If
all of the ai1 are τ -α, we are done as we have found a τ -α factorization of a. So at least one
must not be τ -α, say it is a11 , so suppose a11 = λ2a21 · · · a2n2 is a non-trivial τ -factorization
with a11 and a2i not β for all 1 ≤ i ≤ n2. Then we have a = (λ1λ2)a21 · · · a2n2a11 · · · a1n1 is
a τ -factorization. We could continue in the fashion picking out one factor that is not τ -α,
always just saying it is ai1 after reordering if neces sary. This yields an infinite chain of
principal ideals (a) ( (a11) ( (a21) ( · · · with ai+11 |τ ai1 which contradicts R satisfying
τ -ACCP.
(10) This is clear by noting that if a |τ b, then a | b. If R failed to satisfy τ -ACCP,
there would be a properly ascending infinite chain of principal ideals (a0) ( (a1) ( · · · with
ai+1 |τ ai also satisfies ai+1 | ai. Hence we would have an infinite chain of properly ascending
principal ideals which contradicts ACCP. 
5. The relation aτzb⇔ ab = 0
Let a, b ∈ R#. We will consider the relation τz defined by aτzb if and only if ab = 0.
We will analyze the relation τz and investigate rings satisfying the τz-finite factorization
properties described in Section 4.
We observe that with the exception of nilpotent elements, we have a strong correspondence
between τz-factorizations and the zero-divisor graphs studied first by Beck in [11] and then
by several more authors in particular in [4, 6, 7]. The zero-divisor graph, denoted Γ(R),
is defined to be the graph with vertex set Z(R) − {0}. Edges given by the relationship
a, b ∈ Z(R)− {0} are adjacent if ab = 0. So we see aτzb ⇔ ab = 0 ⇔ a and b are adjacent
in Γ(R) or a = b with a2 = 0. We would like to be able to say aτzb if and only if a and b are
adjacent in Γ(R).
There are two approaches to ensuring this can be said: (1) insist that our ring R is
reduced so there are no non-trivial nilpotent elements or (2) define a modification of τz to be
τ∆z := τz −∆ ∩ (Nil(R)×Nil(R)), that is aτ∆z b ⇔ ab = 0 and a 6= b. Both of these choices
result in having no repeated factors in any given τ∆z (τz)-factorization (in a reduced ring)
which will be useful in several of the proofs.
Theorem 5.1. Let R be a commutative ring and τz and τ
∆
z be as defined above.
(1) For a ∈ R#, a has only trivial τ∆z (τz)-factorizations and therefore is a τ∆z (τz)-atom.
(2) τ∆z (τz) is symmetric, but not combinable, and therefore not multiplicative. Furthermore,
τ∆z (τz) is refinable, but is not divisive.
(3) R satisfies τ∆z (τz)-ACCP.
(4) R is τ∆z (τz)-atomic.
(5) If R is an integral domain, then R is a τ∆z (τz)-atomic-associate-UFR.
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(6) τz is associate (resp. strongly associate, resp. very strongly associate) preserving, while
τ∆z is not.
Proof. (1) Let a ∈ R#. Suppose a = λa1 · · · an is a τ∆z (τz)-factorization. If n ≥ 2, then
a1 · a2 = 0, so a = 0, a contradiction. Hence, n = 1 and there are only trivial τ∆z (τz)-
factorizations.
(2) τ∆z (τz) is clearly symmetric. Let R = Z/30Z and consider 0 = 6 · 10 · 15 is a τ∆z (τz)-
factorization, but 0 = 6 · 150 = 6 · 0 is not a τ∆z (τz)-factorization. This shows τ∆z (τz) is
not combinable, and hence not multiplicative. Now let R = Z/12Z, we have 2τ∆z (τz)6, but
2 6 τ∆z ( 6 τz)3, so τ∆z (τz) is not divisive. Every non-trivial τ∆z (τz)-factor is non-zero and in
light of (1) has no non-trivial τ∆z (τz)-factorizations so τ
∆
z (τz) is vacuously refinable.
(3) Let (a) ⊆ (b) with b |τ∆
z
a (b |τz a), say a = λbb1 · · · bn is a τ∆z (τz)-factorization. If
n ≥ 1, bτ∆z (τz)b1 ⇒ a = 0. If n = 0, then (a) = (b). Hence, the longest τ∆z (τz)-ascending
chain has length 1.
(4) We have already seen that all non-zero, non-units are τ∆z (τz)-atoms from (1). If
Z(R) = 0, then 0 has only trivial factorizations, making it a τ∆z (τz)-atom. Suppose R is
not a domain. Choose an x ∈ Z(R) such that there is a y ∈ R such that xy = 0 for x, y 6= 0
and x 6= y. Then 0 = xy is a τ∆z (τz)-atomic factorization of 0. If it is not possible to choose
such an x, then x2 = 0 for every 0 6= x ∈ Z(R). This means 0 itself is a τ∆z -atom (0 = x · x
is a τz-atomic factorization).
(5) If R is a domain, then Z(R) = 0 and we have τ∆z (τz) = ∅. There are only trivial
τ∆z (τz)-factorizations, so every non-unit is a τ
∆
z (τz)-atom, and so R is a τ
∆
z (τz)-atomic-
associate-UFR.
(6) Suppose aτzb, with a ∼ a′ (resp. a ≈ a′, a ∼= a′). Then in all cases, we have (a) = (a′)
and therefore a′ = ra for some r ∈ R. We have ab = 0, but by substitution, we have
a′b = (ra)b = r(ab) = 0, so a′τzb as well. This shows τz is associate (resp. strongly associate,
very strongly associate) preserving. On the other hand, let R = Z/9Z. 3 ∼ 6 (resp. 3 ≈ 6,
3 ∼= 6) and 3τ∆z 6; however, 3 6 τ∆z 3. Thus τ∆z is not associate (resp. strongly associate, very
strongly associate) preserving. 
We begin by stating a theorem which summarizes some results about zero-divisor graphs.
We denote the complete graph on r vertices with Kr, and define ω(Γ(R)) to be the clique
number of Γ(R). This is the largest integer r ≥ 1 with Kr ⊆ Γ(R). If Kr ⊆ Γ(R) for all
r ≥ 1, then we say ω(Γ(R)) =∞. We use min(R) to denote the set of minimal prime ideals
of R.
Theorem 5.2. (Zero-divisor graph results) Let R be a commutative ring.
(1) Γ(R) is connected and has diameter less than or equal to 3.
(2) Γ(R) is finite if and only if R is a domain or R is finite.
(3) ω(Γ(R)) =∞ if and only if Γ(R) has an infinite clique (a complete subgraph).
(4) ω(Γ(R)) <∞ if and only if |Nil(R)| < ∞ and Nil(R) is a finite intersection of primes,
that is |min(R)| <∞.
(5) All rings with |Γ(R)| ≤ 4 have been classified up to isomorphism.
(6) All finite rings with |ω(Γ(R))| ≤ 3 have been classified up to isomorphism.
(7) If R = R1 × · · · ×Rn with Ri domains, n ≥ 2, ω(Γ(R)) = n.
Proof. (1) [7, Theorem 2.3]. (2) [7, Theorem 2.2]. (3) and (4) [11, Theorem 3.7]. (5) [7,
Example 2.1]. (6) [11, Page 226] and [4, Theorem 4.4]. (7) [6, Theorem 3.7]. 
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Theorem 5.3. Let R be a commutative ring. The following are equivalent.
(1) | Γ(R) |<∞.
(2) R is a domain or R is finite.
(3) R is a strong-τ∆z -FFR (for every non-unit a ∈ R, there are only a finite number of non-
trivial τ∆z -factorizations of a).
(4) R is a strong-τ∆z (τz)-WFFR (for every non-unit a ∈ R, there are only a finite number
of non-trivial τ∆z (τz)-divisors of a).
(5) R is a strong-τ∆z (τz)-atomic-divisor finite-ring (for every non-unit a ∈ R, there are only
a finite number τ∆z (τz)-divisors which are τ
∆
z (τz)-atoms).
(6) Γ(R) has a finite number of complete subgraphs Kr for r ≥ 2.
Proof. (1) ⇔ (2) This is given by Theorem 5.2 (2).
(2) ⇒ [(3) and (4)] For R a domain, the result is trivial as every non-unit is a τ∆z (τz)-
atom. For R finite, say |R| = n we see that (4) clearly holds as there are only n possible
τ∆z (τz)-divisors. Furthermore, because no factor can be repeated in a τ
∆
z -factorization, there
are at most 2n possible τ∆z -factorizations.
[(3) or (4)] ⇒ (1) Suppose |Γ(R)| is infinite. The Γ(R) has an infinite number of distinct
vertices; say {xi}∞i=1. Recall, Γ(R) is connected, so every vertex is adjacent to another
distinct vertex, say yi for each i. Then {xiyi} is an infinite collection of τ∆z (τz)-factorizations
of 0 up to reordering. This contradicts (3). Each xi is a distinct non-trivial τ
∆
z (τz)-divisor
of 0 which contradicts (4).
(4) ⇔ (5) Every τ∆z (τz)-divisor is non-zero and hence is τ∆z (τz)-atomic. Every τ∆z (τz)-
atomic τ∆z (τz)-divisor is certainly a τ
∆
z (τz)-divisor.
(3) ⇒ (6) Suppose there were an infinite number of distinct complete subgraphs in Γ(R)
of size at least 2. Each subgraph corresponds to a distinct non-trivial τ∆z (τz)-factorization
of 0 by taking the product of the vertices in the given complete subgraph, contradicting (3).
(6) ⇒ (1) Suppose for a moment |Γ(R)| were infinite. Let {xi}∞i=1 be an infinite set of
distinct vertices. Recall, Γ(R) is connected, so every vertex xi must be adjacent to another
vertex, say yi. Then xi and yi form a complete subgraph of size 2, and this generates an
infinite collection, contradicting (6). 
Theorem 5.4. Let R be a commutative ring. The following are equivalent.
(1) Nil(R) = 0 and | Γ(R) |<∞.
(2) R is a strong-τz-FFR (for every non-unit a ∈ R, there are only a finite number of non-
trivial τz-factorizations).
(3) R is a domain or a finite reduced ring.
(4) R is a domain or R ∼= K1 × · · · ×Kn with Ki a finite field for 1 ≤ i ≤ n with n ≥ 2.
(5) Nil(R) = 0 and Γ(R) has a finite number of complete subgraphs Kr with r ≥ 2.
Proof. (1) ⇒ (2) Suppose there are an infinite number of non-trivial τz-factorizations of 0.
All τz-factors are distinct. If a were a repeated τz factor of 0, then aτza ⇒ a2 = 0 implies
0 6= a ∈ Nil(R), a contradiction. Hence, there can only be at most 2|Γ(R)| non-trivial τz-
factorizations, a contradiction.
(2) ⇒ (5) Suppose there were an infinite number of distinct complete subgraphs in Γ(R)
of size at least 2. Each such complete subgraph corresponds to a distinct non-trivial τz-
factorization of 0 contradicting (2). Suppose R were not reduced. Suppose 0 6= x ∈ Nil(R),
with xk = 0 with k minimal. Then 0 = (xk−1)i is a τz factorization of 0 of length i for any
i ≥ 2. Hence R must be reduced.
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(5) ⇒ (1) Suppose there were an infinite number of vertices in Γ(R). We recall that Γ(R)
is connected. We could find paths connecting all the vertices. This would certainly require
an infinite number of edges. This yields an infinite number of K2 subgraphs, contradicting
(5).
(1) ⇔ (3) We have now added the hypothesis that Nil(R) = 0 to both (1) and (2) of
Theorem 5.3, so the equivalence remains.
(3) ⇔ (4) This is well known. 
We now introduce the notion of the associated zero-divisor graph, Γ(R/ ∼). The vertices
are now represented by a zero-divisor up to associate, and an edge between two zero-divisor
representatives a and b if ab = 0. Recall ∼ is an equivalence relation, and one can check the
edge relation is well defined. We record two analogous theorems, but omit the proofs. The
proofs are nearly identical to those of Theorems 5.3 and 5.4 except now uniqueness is only
up to associate and reordering.
Theorem 5.5. Let R be a commutative ring. The following are equivalent.
(1) |Γ(R/ ∼)| <∞ (There are a finite number of zero-divisors up to associate).
(2) R is a τ∆z -associate-FFR.
(3) R is a τ∆z (τz)-associate-WFFR.
(4) R is a τ∆z (τz)-atomic-associate-divisor finite ring.
(5) Γ(R/ ∼) has a finite number of complete subgraphs Kr for r ≥ 2.
Theorem 5.6. Let R be a commutative ring. The following are equivalent.
(1) R is a τz-associate-FFR.
(2) Nil(R) = 0 and | Γ(R/ ∼) |<∞.
(3) Nil(R) = 0 and Γ(R/ ∼) has a finite number of complete subgraphs Kr for r ≥ 2.
Example 5.7.
Consider R = Z/4Z. We have τz = {(2, 2)}, while τ∆z = ∅. 0 = 2i is a τz-factorization
for all i ≥ 2, so R is not a (strong-)τz-associate-FFR; however, R is certainly a (strong)-τ∆z -
associate-FFR since there are only trivial factorizations. Hence the items given in Theorems
5.3 and 5.4 (resp. 5.6 and 5.5) cannot be combined and still maintain equivalence.
Theorem 5.8. Let R be a commutative ring. Then R is a τ∆z (τz)-BFR if and only if (R is
reduced and) ω(Γ(R)) is finite.
Proof. All τ∆z (τz)-factorizations of non-zero elements are trivial, and hence length 1. Let
0 = λa1 · · · an be a τ∆z (τz)-factorization. Now aiaj = 0 for all i 6= j, (R being reduced tells
us) ai 6= aj for all i 6= j. Hence, every non-trivial τ∆z (τz)-factorization corresponds precisely
with a complete subgraph of Γ(R).
(⇒)If R is a τ∆z (τz)-BFR, then there is a bound on the maximum length of any τ∆z (τz)-
factorization of 0, say n. There can be no complete subgraph of size larger than Kn. (Fur-
thermore, suppose 0 6= x ∈ Nil(R) with xk = 0, the smallest such integer k, then 0 = (xk−1)i
for i ≥ 2 yields arbitrarily long τz-factorizations, a contradiction, so R is reduced.)
(⇐) Conversely, if we assume ω(Γ(R)) = n (, with R reduced). Then all of the τ∆z (τz)-
factorizations of 0 are bounded by n. All τ∆z (τz) factorizations of non-zero elements are of
length 1. Hence R is a τ∆z (τz)-BFR as desired. 
Example 5.9. We can construct a τ∆z (τz)-BFR that has a factorization of length n and no
longer for any n ≥ 1.
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Consider the ring R = K1 × · · · ×Kn with Ki a field for 1 ≤ i ≤ n. By (7) of Theorem
5.2, we have ω(Γ(R)) = n. This gives us a complete subgraph of size n with vertices
{x1, . . . , xn} which corresponds to a τ∆z (τz)-factorization 0 = x1 · · ·xn. There can be no
longer factorizations or else there would be a complete subgraph of size larger than n. One
can simply take the standard basis xi = ei := (0K1, · · · , 1Ki, · · · , 0Kn) where the 1 occurs in
the ith coordinate for 1 ≤ i ≤ n.
Corollary 5.10. Let R be a commutative ring. R is a τ∆z (τz)-BFR if and only if (R is
reduced and) Nil(R) is finite and Nil(R) is a finite intersection of prime ideals, i.e. min(R)
is finite.
Proof. This is a consequence of (4) from Theorem 5.2 and the above theorem. (For a reduced
ring Nil(R) = 0 which is certainly finite.) If min(R) is finite, then ω(Γ(R)) is finite, and
hence by the above theorem, R is a τ∆z (τz)-BFR. Conversely, if R is a τ
∆
z (τz)-BFR, from the
theorem, we know (R must be reduced and) that ω(Γ(R)) is finite. Therefore, min(R) is
finite proving the claim. 
Corollary 5.11. Any (reduced) Noetherian ring with Nil(R) finite, or more generally any
(reduced) ring with Nil(R) finite that satisfies the ascending chain condition on radical ideals
is a τ∆z (τz)-BFR.
Proof. This is a consequence of [14, Theorem 87] and the fact that (R being reduced yields√
0 = Nil(R) = 0) Nil(R) is a radical ideal and hence a finite intersection of primes, with
Nil(R) finite. 
Theorem 5.12. Let R be a commutative ring. Then R is a τ∆z (τz)-atomic-HFR if and only
if (R is reduced and) |ω(Γ(R))| ≤ 2.
Proof. (⇒) Let R be a τ∆z (τz)-atomic-HFR. (If R is not reduced, it is not even a τz-BFR, so
this is impossible.) Suppose |ω(Γ(R))| > 2, then there is a K3 ⊂ Γ(R), say ab = 0, ac = 0
and bc = 0 with a, b, c ∈ Z(R) all distinct. The τ∆z (τz)-factorizations 0 = ab = abc show that
R cannot be a τ∆z (τz)-atomic-HFR, a contradiction.
(⇐) Let |ω(Γ(R))| ≤ 2. Recall R is always τ∆z (τz)-atomic. All non-zero elements have
only trivial τ∆z (τz)-factorizations, and hence have the same length, 1. If |ω(Γ(R))| = 0,
then R is a domain and R is even a τ∆z (τz)-atomic-associate-UFR. If |ω(Γ(R))| = 1, then
there is only one possible non-trivial τ∆z (τz)-factor. Our hypothesis implies that any τ
∆
z (τz)-
factorization cannot have a repeated factor. Hence 0 has only trivial τ∆z (τz)-factorizations.
If ω(Γ(R)) = 2, then 0 is not a τ∆z (τz)-atom, so τ
∆
z (τz)-atomic-factorizations of 0 must be at
least length 2. Furthermore, |ω(Γ(R))| ≤ 2 implies τ∆z (τz)-factorizations of 0 have length at
most 2, proving R is a τ∆z (τz)-atomic-HFR. 
The following lemma is well known, so we omit the proof.
Lemma 5.13. Let R be a commutative ring. Suppose (a) = (a2), then there exists e ∈ R such
that e2 = e and e ≈ a. Furthermore, R is decomposable, i.e. R = eR× (1− e)R = R1 ×R2.
Theorem 5.14. Let R be a commutative ring. Then R is a τz-atomic-associate-UFR if and
only if R is a domain or a direct product of two fields.
Proof. (⇒) R being a τz-atomic-associate-UFR implies R is a τz-atomic-HFR, and therefore
by the previous result ω(Γ(R)) ≤ 2. Now ω(Γ(R)) = 0 ⇔ R is a domain. If ω(Γ(R)) = 1,
then there is only one non-zero zero-divisor. As before, this is forced to be nilpotent, making
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R not even a τz-atomic-BFR. The only possibility remaining is for ω(Γ(R)) = 2. Hence there
is a τz-factorization of 0 of length 2, say xy = 0. R is a τz-atomic-associate-UFR, so x and
y are the only two τz-factors up to associate.
We wish to show that R is decomposable. We cannot have x2 = 0 or y2 = 0 since R must
be reduced. All the same, x2 and y2 are certainly still zero-divisors. They must be associate
to either x or y. If x2 ∼ x we have a non-trivial idempotent element and R is decomposable
and we are done. Thus we may assume x2 ∼ y and y2 ∼ x. This means x2 | y, so certainly
x2 | y2, and y2 | x. Hence we have x2 | x and therefore x2 ∼ x.
In all cases there is a non-trivial idempotent element e and we can write R = R1 × R2.
As in Lemma 5.13, x ≈ e, where e is identified with (1, 0). Furthermore, x can be identified
with (λx, 0) where λx ∈ U(R1) and y can be identified with (0, λy) where λy ∈ U(R2). Let
0 6= a ∈ R1, and 0 6= b ∈ R2. We show they must be units. Every element of R = R1×R2 of
the form (a, 0) or (0, b) with a, b non-zero is a zero-divisor. They must be associate to either
(λx, 0) or (λy, 0). This forces (a) = (λx) = R1 and (b) = (λy) = R2. Hence we must have
a ∈ U(R1) and b ∈ U(R2) which means R1 and R2 are fields as desired.
(⇐) For domains this is immediate. If R = K1 × K2 for fields K1, K2, then the only
non-units are of the form (a, 0) and (0, b). So 0 is not a τz-atom. The only non-trivial τz-
factorizations are of the form (0, 0) = (a, 0)(0, b) for 0 6= a ∈ K1, 0 6= b ∈ K2. This is the only
factorization up to rearrangement and associate, so R is a τz-atomic-associate-UFR. 
Theorem 5.15. Let R be a finite reduced commutative ring. Then R is a τz-atomic-
associate-UFR if and only if τz-atomic-HFR.
Proof. (⇒) This is always true. (⇐) τz-atomic-HFR implies ω(Γ(R)) ≤ 2. Any finite,
reduced ring is of the form R = K1×· · ·×Kn with Ki finite fields. We recall from Theorem
5.2 (7) that ω(Γ(K1 × · · · ×Kn)) = n. So in fact, we must have R = K1 or R ∼= K1 ×K2
for some finite fields K1, K2. Both cases are covered by the previous theorem, so R is a
τz-atomic-associate-UFR. 
Example 5.16. Let R be a finite commutative ring with 1. Then R is a τ∆z -HFR does not
imply that R is a τ∆z -UFR.
Consider the ring R = K1 × Z/4Z (with K1 a finite field). Now ω(Γ(R)) = 2 by
[6, Theorem 3.2], so R is a τ∆z -atomic-HFR by the above theorem. However, (0, 0) =
(1, 0)(0, 1) = (1, 2)(0, 2) but (0, 2) 6∼ (1, 0) and (0, 2) 6∼ (0, 1), showing there exist non-
unique τ∆z -factorizations of 0 in this ring.
Acknowledgements
I would like to thank Dr. Daniel D. Anderson for his support and encouragement.
References
[1] D. D. Anderson, M. Axtell, S.J. Forman, and J. Stickles, When are associates unit multiples?, Rocky
Mountain J. Math. 34:3 (2004), 811–828.
[2] D.D. Anderson and S. Chun, Irreducible elements in commutative rings with zero-divisors, Rocky Moun-
tain J. Math. 37:3 (2011), 741–744.
[3] D. D. Anderson and Andrea M. Frazier, On a general theory of factorization in integral domains, Rocky
Mountain J. Math. 41:3 (2011), 663–705.
[4] D.D. Anderson and M. Naseer, Beck’s coloring of a commutative ring, J. Algebra 159:2 (1993), 500–514.
[5] D.D. Anderson and S. Valdes-Leon, Factorization in commutative rings with zero divisors,Rocky Moun-
tain J. Math 26:2 (1996), 439–480.
14 CHRISTOPHER PARK MOONEY
[6] D.F. Anderson, A. Frazier, A. Lauve, and P.S. Livingston, The zero-divisor graph of a commutative ring.
II, Ideal theoretic methods in commutative algebra (Columbia,MO, 1999), Lecture Notes in Pure and
Appl. Math., 220, Dekker, New York, 2001, 61–72.
[7] D.F. Anderson and P.S. Livingston, The zero-divisor graph of a commutative ring, J. Algebra 217:2
(1999), pp. 434–447.
[8] A.G. Agˇargu¨n and D.D. Anderson and S. Valdes-Leon, Factorization in commutative rings with zero
divisors, III, Rocky Mountain J. Math 31:1 (2001), 1–21.
[9] A.G. Agˇargu¨n and D.D. Anderson and S. Valdez-Leon, Unique factorization in commutative rings with
zero divisors, Comm. Algebra 27:4 (1999), 1967–1974.
[10] M. Axtell, U-factorizations in commutative rings with zero-divisors, Comm. Algebra 30:3 (2002), 1241–
1255.
[11] I. Beck, Coloring of commutative rings, J. Algebra 116:1 (1988), 208–226.
[12] C.R. Fletcher, Unique factorization rings, Math. Proc. Cambridge Philos. Soc. 65:3 (1969), 579–583.
[13] C.R. Fletcher, The structure of unique factorization rings, Math. Proc. Cambridge Philos. Soc. 67:3
(1970), 535–540.
[14] I. Kaplansky, Commutative Rings, The University of Chicago Press (1974).
Submitted April 22, 2012
Reinhart Center, Viterbo University, 900 Viterbo Drive, La Crosse, WI 54601
E-mail address : cpmooney@viterbo.edu
