The main object of this paper is a treatment of the equivalence of pairs of büinear forms in the singular case by a purely rational method. The problem was first discussed by Kronecker,f who employed the irrational canonical form due to Weierstrass for the auxüiary non-singular case, instead of the rational canonical form (13) employed here. It is then a simple matter to deduce in Parts II and III the criteria for the equivalence of pairs of symmetric or Hermitian büinear forms, or quadratic or Hermitian forms, in the singular case.
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Evidently each Ai is unchanged if we transform the y's alone. Next, let/ become g when the x's are expressed linearly in terms of new variables X,.
Then
' Ai« dX¡ ' Xj = 2-,ajiXi, ft -2J "T7T --=2^anii> i-l j-1 OJLj OXi ,-_i and E-Bj£>-0, where .B/=E< a^Ai is of the same degree as the At. Of all relations E ^</<=0, select one Then 0 =E *< $< becomes r E ■X'í^í + x« E *«#<> >> e i-l which lacks X, since the final sum is zero. Likewise, ^ lacks X,. But this contradicts our initial assumption.
Corollary. The invariant m exceeds zero.
For, if m = 0, (1) becomes C0 = 0 and (2) implies that every ca% is zero, contrary to hypothesis. in which the gi and hi are polynomials of degree m -1 in u and t». If they were all zero identically, every PAi and hence every Ai would be zero identically.
Replacing/¿ by its value ucju+vypi, we see that the first sum in (5) is of degree =m in u, while the second sum is evidently of degree >m in u. Hence each sum is zero identically, and one of them gives a linear relation between fi, ■ ■ ■ ,fr the degree in u and v of whose coefficients is m -1, while those coefficients (gi or hi) are not all zero identically. But this contradicts the definition of m as the minimal degree.
By Lemmas 2 and 3, the matrix of the coefficients in (2) has a nonvanishing determinant of order m+1.
Hence we can annex further rows, also composed of numbers of F, and obtain a square matrix
whose determinant is not zero. Let the non-singular transformation Multiply the first k equations by v^1, -m>*~2, ■ ■ ■ , (-u)k~2v, (-«)*_1, respectively, and add; we get t-i
If "&i, • • ■ , tym satisfy a linear relation whose coefficients are in the field and are not all zero, multiply it by um and apply (9). We get a linear relation between F0, • ■ • , Fm-X whose coefficients are polynomials, not all identically zero, of degree m -1 in u and v. Inserting the values (7) where the summations with respect to p are from m+1 to r -1, and p = w(/2»?2+ • • • +lmVm), the /'s being linear in the Xp (p>m), whüe a is a büinear form in the Xp, nq (P>m, q>m). In deriving (11), the terms involving va (a>m) which arose from typ were carried to a; the terms involving 7;a(a = 2, • • • , m) which arose from <ä>p were carried to p, while those involving r¡a(a>m) were carried to a. FinaUy we added the terms in the third sum in the second member and subtracted the same from p. To (11) apply the non-singular transformation 40 = -Ao + 2-taPxXp, Ço == Xa + 2-i"PaXP, £p = Xp
We get (12) in which uïï+v^ is written for a. If r<s,f=utp+vyp can be reduced to a form derived from (12) by interchanging the letters £ and ij, since the form derived from/ by interchanging the letters x and y can be reduced to (12).
Given a pair of büinear forms X and /x with coefficients in F such that mX+îiju is of rank R, we can select independent linear combinations <p and yp of X and p. with coefficients in F such that the greatest common divisor of all 2?-rowed determinants of utp+vyp is not divisible by u, whence yp is of rank R. In the corresponding form ( 12 ), let t be the rank of «€> + tf&.
Lemma 4. The greatest common divisor of all r-rowed determinant* of uQ+vty is not divisible by u. If all r-rowed determinants of the latter were divisible by u, the same would be true of all determinants with m+T = R columns of M and hence of S, contrary to the remark before Lemma 4.
First, let uQ+vty fall under the non-singular case, so that it has the same number of variables in the two series and its determinant is not zero identically in u and v. By Lemma 4, this determinant is not divisible by u, whence |^| 5^0. Then there exist non-singular transformations on the variables of the two series separately, with coefficients in F, which reduce $ and SF to the respective forms* (ak-l ak \ ot E Xkiyki+i + Xkak E*«y*<)i ° =E E*«yw«
The transformations employed leave unaltered each variable occurring in the first sum in (12) and replace the second sum by «E ^Va, where ta is a linear function of the xk,. Hence if r^s, <b and \p may be reduced rationally to
Second, let u$+vty fall under the singular case. We apply to it our initial discussion of u<b+v\p and conclude that it can be transformed ration- To prove by induction that £/a^a (in (12)), Pi or Qh P2 or Q2, etc., can be removed by a linear transformation with coefficients in F which does not alter the sum of the remaining terms, we assume that all but £/ai7a have been so removed and shall prove that we can then remove it also.
We first show that Ru Si, R2, ■ ■ ■ can all be written as terms of up+va in (13) and ni = ak -l. Then Si becomes (15) for xkak=0. Whether u^+v^ falls under the singular or non-singular case, we may therefore reduce the initial pair <p, yp with r^jtoa pair (14) such that, for certain values of k, either xkak is suppressed or yki is suppressed and every bki replaced by zero in (13) and the second sum in (14).
It remains to prove that we may take every d to be zero in (14). We shall first prove that we may replace dkia by zero when i<ak.
We proceed by induction on a, keeping k fixed. For a given integer n such that 2 ¿ n = m, we obtain forms of type (14) in which ¿*ia = 0 for i<ak, a = 2, • • • , w. Hence the induction is complete and we now have
We shall prove that we may replace each gta by zero. No proof is needed when k is such that xkak is to be suppressed.
We proceed by induction on a, keeping k fixed. in both parts. Then K is unaltered, while the increment to / cancels to
•But let the summation extend only to at-1 if k is such that xut is to be suppressed from (13) and (14). Then the text holds with c=0.
(18) in which now j takes the values 0, • • • , ak -1. We proceed as in the first case.
In either case we obtain forms of type (16) By induction on n, we obtain (16) in which every ¿*« = 0.
Third, let k be a value for which y« is to be suppressed from (16), while every bki = 0. Then m<ak, whence n<ak and the second case is excluded. In the proof, we write dS dS
By (16) and (13), [April This completes the proof that we may take every d to be zero in (14). In stating the following theorem, we keep separate the forms Ri and Si previously combined with up+va.
For each i only one of the pair Ri and Si is a component of the canonical form. We shall change the notation of the variables occurring in a component Sj.
Theorem 2. Let <f> and yp be bilinear forms with coefficients in a field F such that ip has* the same rank as f=u<f>+vip. In the singular case, f can be reduced by non-singular linear transformations with coefficients in F to S =E-^ » +2~2Sj+up+va, where p and a are given by (13) We shall now prove that the invariant factors other than 1 of the matrix M of 5 coincide with those of up+va.
The determinant D of order d of the latter is not zero identically in u and v. Write i=Ewt+E%-Then the rank of M will be shown to be d+t.
In M, the coefficient of a product £?; is placed at the intersection of the row [£] corresponding to £ and the column [n] corresponding to n. Similarly for XY.
First, delete the rows [^"¡] corresponding to the £'s with maximal second subscripts in the .Ri, and the columns [F,",] corresponding to F's with maximal second subscripts in the Sj. We obtain a square matrix which (apart from elements of D) has every diagonal element equal to u, and has zeros as elements to the right (left) of these m's in the case of Ri(Sj), whence its determinant is u'D.
Second, delete the rows [£i0] and the columns [F,0] . We obtain a square matrix which (apart from elements of D) has every diagonal element equal to », and has zeros as elements to the left (right) of these v's in the case of Ri(Sj), whence its determinant is v'D.
Hence Since Ri becomes Si by replacing £, v, m by F, X, n, we have Lemma 6. As a complete set of independent linear relations between the first derivatives of S with respect to the variables £, X, x of the first series we may take àS J" dS
where i takes the same values as the subscript of Ri. Here m¡ is the minimal degree in u and v of the coefficients in any linear relation between the first derivatives of S with respect to the variables £i of R{. Similarly, n¡ is the minimal degree in u and v of the coefficients in any linear relation between the first derivatives of S with respect lo the variables Y¡ of S,-and these relations of minimal degrees form a complete set of independent linear relations between the first derivatives of S with respect to the variables n, Y, y of the second series.
These minimal degrees ra< and », uniquely determine the 2?¿ and S*. By Lemma 1, they have the same value for ucp+vyp as for the canonical form S1. They are called the minimal numbers of ucp+vyp or of S.
By Lemmas 5 and 6, and the remarks just following them, we conclude that two pairs of bilinear forms <p, yp and X, /i in F, each satisfying the initial assumption and having the property about rank in Theorem 2, have the same canonical form and hence are equivalent in F if and only if they have the same minimal numbers and the same invariant factors. Our next step is to prove this result when the two restrictions on the forms are removed.
Let / and g be any bilinear forms with coefficients in F in the singular case. After supplying zero coefficients, if necessary, we may assume that of rank 2. Hence vhx-uht=0 is the single linear relation between the first partial derivatives hx, ht, h3, of h with respect to Xx, X2, X3. The minimal numbers are Mx = l, Nx = l. Since the two-rowed determinants include -u2 and -v2, their greatest common divisor is 1. Hence the matrix has no invariant factor other than 1.
If the first p of the M's and the first a of the N's are zero, while the others are positive, we can transform/, g into a pair <f>, \f/ involving only r=n-p variables Xi and only s = n-a variables y i (Lemma 2). Then <b, \p satisfy our initial assumption that they cannot be transformed rationally into a pair of forms both of which involve fewer than r variables Xi or fewer than 5 variables y,-.
Since the Mi and Ni are invariant under every linear transformation on the A"s or on the F's (Lemma 1), the positive ones of Mi and Ni coincide with the above w< and »< of <p and \p.
Introduce the linear combinations (27) <b' = cup + bp, i' = c(j> + dp (ad -be = 1).
Before Lemma 4, we chose a, b, c, d so that the greatest common divisor of all J?-rowed determinants of x' is not divisible by «', where R is the rank of x and hence of \f/'.
Let X, p. be another pair of bilinear forms in xx, ■ ■ ■ , xr, yi, • ■ ■ , y. with coefficients in F, having the same minimal numbers and same invariant factors as the pair <p, \p. Using the same a, b, c, d as in (27), write Since x' and v' are transformed into x and v by (28), they have the same minimal numbers and same invariant factors, and in particular the same rank R and the same greatest common divisor of their 2?-rowed determinants. Hence also p.' is of rank R.
Theorem 2 and the remarks following Lemmas 5 and 6 show that x' and v' have the same canonical form and hence are equivalent in F. Thus the pairs cp, yp and X, p. are equivalent in F. This completes the proof of the fundamental Theorem 3. In the singular case, two pairs of bilinear forms in the same n+n variables with coefficients in any field F are equivalent in F if and only if they have the same invariant factors and the same minimal numbers.
The canonical pair shows that these may be given any assigned values such that each invariant factor divides the next.
II. Pairs of symmetric or Hermitian bilinear forms IN THE SINGULAR CASE
In order to treat simultaneously symmetric and Hermitian bilinear forms, we employ ä to denote a or the conjugate imaginary to a in the respective cases. Consider the form In seeking a canonical pair for such a pair <b, >p, note that the number of the Mi which have the value zero is the number of the x's (or y's) which can be removed by linear transformation.
Each Mi which exceeds zero will be denoted by w,; let their number be p. In the notations of Theorem 2, a canonical form is C = E Ti + uy + vS, Ti = Ri + Si, i=l with w< = w< in Si, while uy+vb is symmetric (or Hermitian), has a determinant not zero identically in u and v, and has the same invariant factors as u<p+wp. Then the latter is equivalent to C in the sense of Theorem 4.
To emphasize the fact that each Ti is symmetric (or Hermitian), write xa for £", xmi+a for Xa, ya for Ya, and ymj+a for r¡a.
Theorem 5. In the singular case, any pair of symmetric (or Hermitian) bilinear forms can be reduced by a non-singular linear transformation on the x's and the cogredient (or conjugate) transformation on the y's to a canonical pair which are the coefficients of u and v in^Ti+uy+vh, where mi Ti = E [("*< "-1 + »*t«)yi mi+a + (Uy{ a-1 + Vy^Xi m.+a] a=l is symmetric and Hermitian in its 2mi+l pairs of variables, while y, S is a canonical pair\ for the non-singular case.
"Modem Algebraic Theories, pp. 122-3.
fFor the quadratic case, we may employ Weierstrass's canonical pair, Modern Algebraic Theories, p. 131. For the Hermitian case, we may employ the corresponding pair, Logsdon, Aiierican Journal of Mathematics, vol. 44 (1922) , p. 254. Or, without separating the two cases we may employ the writer's pair, Modern Algebraic Theories, pp. 126-8. In all of these cases, y and S have any prescribed invariant factors (or elementary divisors).
III. Pairs of quadratic or Hermitian forms in the singular case
