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A Deus pela vida, saúde, capacitação e força para continuar.
Aos meus pais Irma e Rafael, aos meus irmãos Rafael, Esneider e
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oportunidade e formação de excelência.
E finalmente, mas não menos importante, à CAPES pelo apoio
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RESUMO
Métodos de Lagrangeano aumentado têm se mostrado bastante eficientes
para resolver problemas de programação matemática, ou seja, problemas de
minimização (ou maximização) com restrições. Estes métodos são iterativos
e o objetivo central é, a cada iteração, transformar um problema restrito,
através da penalização, em uma sequência de subproblemas irrestritos que
são resolvidos usando métodos de programação não linear.
No ano de 2010, foi introduzida uma metodologia que usa a essência do
método de Lagrangeano aumentado, mas no contexto do problemas de
equiĺıbrio, os quais são mais gerais que os problemas de programação ma-
temática. A ideia deste método é utilizar a penalidade quadrática clássica,
para transformar problemas de equiĺıbrio restritos em uma sequência itera-
tiva formada por subproblemas de equiĺıbrio irrestritos.
Neste trabalho, apresentamos uma estensão do método de Lagrangeano au-
mentado para problemas de equiĺıbrio usando penalidades com derivadas
de ordem superior, diferentemente do caso quadrático que só possui deri-
vada de primeira ordem. Além disso propomos algoritmos para resolver os
subproblemas de equiĺıbrio irrestritos, gerados pelo método de Lagrange-
ano aumentado, utilizando o método de Newton e algoritmos baseados no
método de projeção do subgradiente. Todos os algoritmos desenvolvidos
aqui foram implementados em Matlab, e aplicados para resolver problemas
conhecidos na literatura para testar sua eficiência e comparar o desempenho
entre eles.
Palavras-chave: Lagrangeano aumentado; Ponto proximal; problemas de
equiĺıbrio; problemas de equiĺıbrio de Nash; Método de Newton; Método de
projeção do subgradiente.
ABSTRACT
Augmented Lagrangian methods have been shown to be very efficient in
solving problems of mathematical programming, that is, problems of mini-
mization (or maximization) with constraints. These methods are iterative
and the main objective is, at each iteration, to transform a constrained pro-
blem through penalty into a sequence of unrestricted subproblems that are
solved using nonlinear programming methods.
In the year 2010, a new methodology was introduced that uses the essence
of the Augmented Lagrangian method, but in the context of the equilibrium
problems, which are more general than the problems of mathematical pro-
gramming. The idea of this method is to use the classical quadratic penalty
to transform constrained equilibrium problems into an iterative sequence
formed by unrestricted equilibrium subproblems.
In this work, we present an Augmented Lagrangian method extension for
equilibrium problems using penalties with higher order derivatives, differen-
tly the quadratic case that has only first order derivatives. In addition, we
propose algorithms to solve the unrestricted equilibrium subproblems, ge-
nerated by the Augmented Lagrangian method, using the Newton method
and algorithms based on the subgradient projection method. All algorithms
developed here were implemented in Matlab, and applied to solve problems
known in the literature to test their efficiency and to compare the perfor-
mance between them.
Keywords: Augmented Lagrangian methods; Proximal point methods;
Equilibrium problems; Nash Equilibrium problems; Newton methods; Sub-
gradient projection methods.
LISTA DE SÍMBOLOS
R: Conjunto dos números reais.
Rn: Espaço vetorial de todas as n-uplas de números reais.
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〈·, ·〉: Produto interno em Rn.
B(a, r): Bola aberta de centro em a e raio r.
B(a, r): Fecho da bola aberta de centro em a e raio r.
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∂f(x): Subdiferencial da função f em x.
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Historicamente, o problema de equiĺıbrio foi introduzido em [10, 11] com o nome
de problema de desigualdade de Ky Fan e retomado formalmente por Blum e Oettli em
[3], cujo artigo apresentam o problema na forma como é conhecido até hoje. Mundial-
mente, este problema tem recebido muita atenção por parte de pesquisadores. Por um
lado, devido à aplicações em áreas como F́ısica, Qúımica, Engenharia e Economia. Por
outro lado, pela sua formulação matemática, que apresenta uma estrutura simples e uni-
ficada que inclui diversos problemas como casos particulares, dentre os quais podemos
mencionar: problema de minimização convexa, problemas de ponto fixo, problemas de
complementaridade, problemas de equiĺıbrio de Nash, problemas de desigualdade variaci-
onal e problemas de minimização vetorial (ver, [1, 3, 15, 20]). Muitos autores têm estudado
condições para encontrar soluções do problema de equiĺıbrio em dimensão finita e infinita,
por exemplo [1, 14, 15], e estas condições são muito ricas no caso de dimensão finita, pois
permitem construir diversos algoritmos, dentre os quais destacamos [1, 15, 16, 18].
A classe de métodos de Lagrangeano aumentado tem se mostrado muito eficiente
para os problemas de programação não linear [2]. Recentemente, em [16] foi introduzido
um método de Lagrangeano aumentado para resolver problemas de equiĺıbrio em dimensão
finita, para o caso em que o conjunto viável é formado por restrições de desigualdade con-
vexas. Este método foi definido utilizando a função de penalidade quadrática, introduzida
por Powell-Hestenes-Rockafellar em [12, 27, 28], para assim generalizar o método de La-
grangeano aumentado clássico para o problema de otimização restrita. Na estrutura do
método de Lagrangeano aumentado para problemas de equiĺıbrio apresentado em [16],
os autores mostram uma conexão com um método de ponto proximal para problemas de
equiĺıbrio definido em [15], o qual, no caso de dimensão finita, permite mostrar a con-
vergência de uma sequência gerada por este algoritmo. Para realizar implementações é
preciso utilizar algoritmos externos que permitam resolver os subproblemas de equiĺıbrio
irrestritos gerados internamente pela metodologia de Lagrangeano aumentado. Em [16]
foi mostrado que uma forma de resolver estes subproblemas equivale a encontrar ráızes
de um sistema não linear e não diferenciável. Em [25], os autores apresentam uma abor-
dagem para tornar o sistema diferenciável e, através desta, introduzem dois algoritmos
implementáveis, aplicando-os a problemas já conhecidos da literatura, dentre os quais
[24, 29, 30].
Utilizando uma abordagem similar à utilizada em [16], combinada com a teoria do
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método de Lagrangeano aumentado para problemas de otimização, apresentamos ao longo
desta tese, duas propostas: a primeira consiste em apresentar de maneira unificada uma
metodologia que permite definir os métodos de Lagrangeano aumentado com penalidade
quadrática utilizada em [16], juntamente com a nova versão deste método utilizando a
penalidade exponencial a qual permite obter métodos diferentes para abordar problemas
de equiĺıbrio. A segunda proposta é desenvolver novos algoritmos baseados em [15, 16]
e combinados com as ideias propostas em [18, 25]. Para isso, apresentamos inicialmente
os método de Lagrangeano Aumentado inexato o qual é uma variação do método original
proposto em [16]. Em seguida mostraremos que, como em [16], este método também gera,
internamente, subproblemas de equiĺıbrio irrestritos que posteriormente serão combinados
com três métodos diferentes para assim torná-lo implementável. O primeiro método está
baseado em [25] e consiste em suavizar um sistema não linear e não diferenciável para
então usar o método de Newton, e assim, encontrar soluções dos subproblemas gerados.
O segundo e o terceiro algoritmos que estamos propondo são baseados em [18] e cada
iteração consiste de duas etapas: uma maximização inexata de uma função cont́ınua em
um conjunto convexo interceptado com uma bola centrada na origem e uma projeção
aproximada em um hiperplano, cujo custo computacional é insignificante. Como estes al-
goritmos serão aplicados para resolver os subproblemas irrestritos gerados pelo método de
Lagrangeano aumentado, a tarefa computacionalmente pesada para o segundo e terceiro
algoritmos se reduz a uma maximização de uma função cont́ınua em uma bola, que é rela-
tivamente fácil, em comparação com problemas de maximização com restrições adicionais
do tipo g(x) ≤ 0, que é o caso se o mesmo algoritmo definido em [18] é aplicado para o pro-
blema original, pois este método não considera a regularização realizada pelo método de
Lagrangeano aumentado. A principal diferença deste algoritmo com respeito ao primeiro
é que este tem a capacidade de resolver problemas de equiĺıbrio não diferenciáveis.
Reforçamos esta proposta implementando estes algoritmos em Matlab. Para os
testes elegemos problemas quadráticos, problemas de equiĺıbrio de Nash generalizado e um
problema não diferenciável. Todos estes problemas são amplamente discutidos no contexto
computacional, por exemplo em [9, 24, 25, 29, 30]. Salientamos que nesta tese iremos
usar o termo programação não linear e problema de otimização como sinônimos, pois na
literatura um problema de programação não linear é comumente chamado de problema
de otimização. Por outro lado, como o problema de equiĺıbrio generaliza o problema de
otimização (máximizar ou minimizar uma função), então usaremos a expressão otimização
ordinária quando referirmos a um problema de otimização clássica.
Em resumo, as principais contribuições que encontramos ao longo desta tese são:
• Generalizamos os métodos de ponto proximal inexatos propostos em [15], para uma
classe mais ampla de funções.
• Generalizamos o conceito de Lagrangeano aumentado para problemas de equiĺıbrio
para penalidades diferenciáveis.
Introdução 13
• Propomos novos algoritmos implementáveis utilizando diferentes penalidades.
• Realizamos testes numéricos de cada um dos algoritmos propostos, utilizando di-
versos problemas da literatura.
A organização do trabalho será da seguinte forma: No Caṕıtulo 1, vamos des-
crever os elementos necessários para abordagem do problema de equiĺıbrio. No Caṕıtulo
2, apresentamos os métodos de ponto proximal definidos em [4, 15], assim como algu-
mas diferenças e semelhanças entre eles. No Caṕıtulo 3, apresentamos os algoritmos de
Lagrangeano aumentado com penalidade quadrática, baseado em [16], e estendemos os
resultados para o caso da penalidade exponencial. No Caṕıtulo 4, vamos propor algo-
ritmos implementáveis. Para isto, vamos dividir o caṕıtulo em duas seções: na primeira
utilizamos o método de Newton para resolver um sistema não linear, e na segunda con-
sideramos dois algoritmos baseados nos métodos de projeção do subgradiente. Todos os
algoritmos deste caṕıtulo serão utilizados para resolver o subproblema gerado pelo método
de Lagrangeano aumentado. No Caṕıtulo 5, apresentamos simulações numéricas para es-




O objetivo deste caṕıtulo é descrever os conceitos necessários para abordar os
métodos de ponto proximal e Lagrangeano aumentado para problemas de equiĺıbrio.
Começamos formulando o problema de equiĺıbrio geral no qual salientamos, de forma
breve, a importância do seu estudo e em seguida, consideramos alguns conceitos básicos,
notações e hipóteses que serão utilizados ao longo do texto.
1.1 O problema de equiĺıbrio
O problema de equiĺıbrio que abordaremos neste trabalho é o mais comum da
literatura, por exemplo [1, 4, 14, 15, 16, 29] e está descrito da seguinte forma:
Definição 1.1. Sejam C um subconjunto não vazio, convexo e fechado de Rn e f :
C × C → R uma função que satisfaz as seguintes propriedades
P1: f(x, x) = 0 para todo x ∈ C.
P2: f(x, ·) : C → R é convexa e semicont́ınua inferior para todo x ∈ C,
P3: f(·, y) : C → R é semicont́ınua superior para todo y ∈ C.
O problema de equiĺıbrio, denotado por EP(f ,C), consiste em
Encontrar x∗ ∈ C tal que f(x∗, y) ≥ 0, para todo y ∈ C, (1.1)
ou equivalentemente
Encontrar x∗ ∈ argmin
y∈C
f(x∗, y).
Esta equivalência será provada no próximo caṕıtulo, na Proposição 2.16. As
funções que satisfazem a propriedade P1 são chamadas de bifunção de equiĺıbrio [1]. Um
ponto x∗ que cumpra a condição (1.1) é chamado de solução de EP(f ,C). O conjunto
formado pelas soluções de EP(f ,C) será denotado por S(f, C).
14
Preliminares. 15
Para fixar ideias e notações referentes a este problema, consideremos o seguinte
exemplo.
Exemplo 1.2. Seja C = [1, 2] ⊂ R. Defina f : C × C → R como
f(x, y) = y2 − x2.
Então o conjunto solução do problema de equiĺıbrio é S(f, C) = {1}.
De fato, note que f(x, y) = y2 − x2 = (y − x)(y + x). Como 1 ≤ x ≤ 2 e 1 ≤ y ≤ 2
então temos que f(x, y) ≥ 0 se e somente se y ≥ x. Portanto, y ≥ x para todo y ∈ C se
e somente se x = 1, ou seja, S(f, C) = {1}.
Geometricamente, resolver o problema de equiĺıbrio significa encontrar um x∗ ∈ C
tal que o conjunto de ńıvel {y ∈ Rn : f(x∗, y) ≥ 0} contenha completamente o conjunto
C, ou equivalentemente, dado x∗ ∈ C queremos encontrar uma curva h(y) = f(x∗, y) tal
que sua imagem restrita ao conjunto C, esteja acima (não abaixo) do hiperplano Z = 0.
Na Figura 1.1 ilustramos geometricamente o Exemplo 1.2. Observe que para
x∗ = 1, a curva h(y) = f(1, y) = y2 − 1 restrita ao conjunto C, está acima do plano
Z = 0, para qualquer y ∈ C o que reafirma que S(f, C) = {1}.
Figura 1.1: Curva h(y) = f(1, y) = y2 − 1.
Um dos principais motivos pelos quais o problema de equiĺıbrio é estudado se
deve ao fato de que ao resolver (1.1), na verdade estamos resolvendo diversos problemas
como casos particulares. Para mostrar esta afirmação vamos ilustrar alguns problemas
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bem conhecidos, que podem ser reescritos no formato do problema de equiĺıbrio dado na
Definição 1.1.
• Problemas de otimização convexa: um problema de otimização convexa con-
siste em encontrar um minimizador de uma função ϕ : Rn → R convexa, definida
sobre um conjunto convexo, não vazio e fechado C ⊂ Rn. Este problema pode ser
resolvido como um problema de equiĺıbrio tomando a bifunção
f(x, y) = ϕ(y)− ϕ(x).
• Problemas de ponto de sela: dados dois conjuntos convexos e fechados C1 ⊂ Rn1
e C2 ⊂ Rn2 e uma função a valores reais L : C1×C2 → R, um ponto x∗ = (x∗1, x∗2) ∈
C1 × C2 é um ponto de sela para L se
L(x∗1, y2) ≤ L(x∗1, x∗2) ≤ L(y1, x∗2),
para qualquer y = (y1, y2) ∈ C1 × C2. Este problema é equivalente a resolver
EP(f ,C), se consideramos C = C1 × C2 e a bifunção f como
f((x1, x2), (y1, y2)) = L(y1, x2)− L(x1, y2).
• Problemas de otimização de Pareto: considere o conjunto de ı́ndices I =
{1, . . . ,m} e C ⊂ Rn um conjunto fechado. Defina a função vetorial ψ = (ψ1, . . . , ψm),
em que ψi : R
n → R para cada i ∈ I. Um ponto x∗ ∈ C é minimizador global Pareto
fraco de ψ se existe i ∈ I tal que ψi(y) − ψi(x∗) ≥ 0, para todo y ∈ C. Assim, en-
contrar um minimizador global Pareto fraco é equivalente a resolver EP(f ,C) para
f definida como
f(x, y) = max
i∈I
[ψi(y)− ψi(x)].
• Complementaridade e sistemas de equações: dado um cone convexo e fechado
C ⊂ Rn e uma aplicação F : Rn → Rn, o problema de complementaridade consiste
em determinar um ponto x∗ ∈ C tal que 〈F (x∗), v〉 ≥ 0 para todo v ∈ C, ou
seja, F (x∗) ∈ C∗, em que C∗ é o cone dual de C. Este problema pode ser resolvido
considerando f(x, y) = 〈F (x), y−x〉. Como um caso particular, note que se C = Rn,
temos que a solução é dada pelos pontos x∗ ∈ Rn tais que F (x∗) = 0. Assim resolver
sistemas de equações também é um caso particular do problema de equiĺıbrio.
• Desigualdade variacional: dado um conjunto C ⊂ Rn convexo e fechado e uma
aplicação F : Rn → Rn. O problema de desigualdade variacional consiste em
determinar um ponto x∗ ∈ C tal que 〈F (x∗), y−x〉 ≥ 0, para todo y ∈ C. Portanto,
no contexto do problema de equiĺıbrio basta considerar f(x, y) = 〈F (x), y − x〉.
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• Desigualdade variacional com aplicações ponto conjunto: considere o con-
junto convexo e fechado C ⊂ Rn e uma aplicação T : C → Rn com a propriedade
que dado x ∈ C, o conjunto imagem Tx ⊂ Rn é não vazio, convexo e compacto. As-
sim, o problema de desigualdade variacional com aplicações ponto conjunto consiste
em resolver o problema
Encontrar x∗ ∈ C e ξ∗ ∈ T (x∗), tal que 〈ξ∗, y − x∗〉 ≥ 0, para todo y ∈ C.
Logo, para escrever este problema como um problema de equiĺıbrio, basta considerar
f(x, y) = max
ξ∈T (x)
〈ξ, y − x〉.
• Problema de ponto fixo: considere o conjunto fechado C ⊂ Rn. Um ponto fixo
x∗ ∈ C de uma aplicação F : C → C é tal que F (x∗) = x∗. Assim, encontrar um
ponto com esta caracteŕıstica consiste em resolver EP(f ,C), com
f(x, y) = 〈x− F (x), y − x〉.
Como acabamos de descrever, problemas importantes estudados em diferentes
contextos da matemática, pertencem à classe de problemas de equiĺıbrio que queremos
resolver. Tendo isto em vista, na sequência vamos lembrar o conceito de distância de
Bregman, assim como algumas propriedades importantes que utilizaremos ao longo do
texto para definir os métodos de ponto proximal e Lagrangeano aumentado para problemas
de equiĺıbrio.
1.2 Distâncias de Bregman e suas propriedades
Seja ψ : Rn → R ∪ {+∞} uma função estritamente convexa, própria e semi-
cont́ınua inferior. Ao longo do texto denotaremos o domı́nio de ψ por D e o interior deste
domı́nio por intD. Além disso, exigiremos que intD 6= ∅ e que ψ admite derivada direci-
onal em intD. Com estas considerações, definimos a distância de Bregman com respeito
à função ψ como a função Dψ : D × intD → R dada por
Dψ(x, y) = ψ(x)− ψ(y)− 〈∇ψ(y), x− y〉, (1.2)
em que ∇ψ(·) denota o gradiente da função ψ e 〈·, ·〉 o produto interno usual em Rn.
A seguinte proposição estabelece algumas propriedades básicas satisfeitas pela
função Dψ definida em (1.2). A demonstração será omitida pois decorre diretamente da
definição.
Proposição 1.3. Sejam ψ e Dψ definidas acima, no ińıcio da seção, então
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(i) Dψ(x, y) ≥ 0 e Dψ(x, y) = 0 se, e somente x = y, para todo x ∈ D e y ∈ intD.
(ii) Dψ(·, y) é estritamente convexa, para todo y ∈ intD.
(iii) Dado α ∈ R, os conjuntos de ńıvel à esquerda Γ(x, y) = {x ∈ D : D(x, y) ≤ α} são
limitados, para todo y ∈ intD.
(iv) Para quaisquer x ∈ D e y, z ∈ intD, tem-se que Dψ(x, y) −Dψ(x, z) −Dψ(z, y) =
〈∇ψ(y)−∇ψ(z), z − x〉.
(v) Para quaisquer x, y ∈ intD, ∇xD(x, y) = ∇ψ(x)−∇ψ(y).
Note que Dψ(x, y) não necessáriamente é uma distância (pois as propriedades de
simetria e a desigualdade triangular podem não ser satisfeitas) porém como ψ é estrita-
mente convexa então as propriedades Dψ(x, y) ≥ 0 e Dψ(x, y) = 0 se, e só se x = y são
satisfeitas de forma imediata. No caso especial em que escolhemos ψ(x) = 1
2
‖x‖2, com S =
Rn obtemos a distância de Bregman Dψ(x, y) =
1
2
‖x− y‖2, a qual é a distância clássica.




xi log(xi)− xi + 1, em que S = {x ∈ Rn : xi > 0, i = 1, . . . ,m}, e para
os pontos na fronteira, usamos a convenção de que 0 log(0) = 0. A distância de Bregman







) + yi − xi + 1
)
. Outras
caracterizações e exemplos de funções de Bregman podem ser encontradas em [6, 7].
Além das propriedades dadas na Proposição 1.3, vamos estabelecer outras hipóteses
sobre a função ψ que define Dψ.
H1: Dado α ∈ R, os conjuntos de ńıvel à direita Γ(x, y) = {y ∈ intD : D(x, y) ≤ α} são
limitados, para todo x ∈ D.
Para definir a segunda hipótese precisaremos lembrar o conceito de convexidade




+ \ {0} os
ortantes não negativo e positivo, respectivamente, do espaço vetorial Rn.
Definição 1.4. [Convexidade total] Definimos o módulo de convexidade de ψ, como sendo
a função νψ : intD ×R+ → R+ dada por
νψ(z, t) = inf
x∈D
{Dψ(x, z) : ‖x− z‖ = t}
e dizemos que uma função ψ é dita totalmente convexa em intD se e somente se νψ(z, t) >
0 para todo z ∈ intD e t > 0.
Este conceito é estudado em [5] e uma das propriedades mais importantes em
dimensão finita é estabelecida na seguinte proposição.
Proposição 1.5. Seja ψ : Rn → R ∪ {+∞} uma função diferenciável, convexa, própria
e semincont́ınua inferior. Então vale que:
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(i) Se c ∈ [1,+∞) e t ≥ 0, então νψ(x, ct) ≥ cνψ(x, t).
(ii) Para quaisquer s, t ∈ [0,+∞), νψ(x, s+ t) ≥ νψ(x, s) + νψ(x, t).
(iii) Se ψ é totalmente convexa então, é estritamente convexa.
(vi) Seja D fechado. Se ψ é cont́ınua e estritamente convexa em D então, ψ é totalmente
convexa.
Demonstração. Ver págs. 18 e 27 de [5].
Esta última proposição estabelece que uma função ψ é totalmente convexa equi-
vale a dizer que ψ é estritamente convexa quando D é fechado. Com isto claro, definimos
a segunda hipótese, sobre conjuntos limitados.
H2: ψ é totalmente convexa em conjuntos limitados, isto é, inf
x∈C
νψ(x, t) > 0, para todo
conjunto C limitado no intD e t > 0.
Com esta hipótese podemos obter o seguinte resultado mostrado em [15].
Proposição 1.6. Se ψ satisfaz H2, então para v, ỹ ∈ Rn tal que v 6= 0, x ∈ H+ = {y ∈
Rn : 〈v, y− ỹ〉 ≥ 0} e x̄ ∈ H− = {y ∈ Rn : 〈v, y− ỹ〉 ≤ 0} vale que Dψ(x̄, x) ≥ Dψ(x̄, z) +
Dψ(z, x) em que z é o único minimizador de Dψ(·, x̃) em H = {y ∈ Rn : 〈v, y − ỹ〉 = 0}.
Demonstração. Ver Proposição 2.4 de [15].
Proposição 1.7. Suponha que ψ satisfaz H2. Sejam (xj)j∈N, (y
j)j∈N sequências em R
n
tais que pelo menos uma é limitada. Se lim
j→∞
Dψ(y
j, xj) = 0 então lim
j→∞
‖xj − yj‖ = 0.
Demonstração. Veja Proposição 2.6 de [15].
Antes de definir a próxima hipótese, consideremos a seguinte caracterização das
funções uniformemente cont́ınuas.
Proposição 1.8. h : A ⊂ Rn → R é uniformemente cont́ınua se e somente se para todo
par de sequências (xn)n∈N, (yn)n∈N ⊂ A, com lim
n→∞




Demonstração. Suponha inicialmente que h é uniformemente cont́ınua, ou seja, para todo
ε > 0 dado, existe δ > 0 tal que ∀x, y ∈ A com ‖x− y‖ < δ implica |h(x) − h(y)| < ε.
Logo, como (xn)n∈N, (yn)n∈N ⊂ A tais que lim
n→∞
‖xn − yn‖ = 0, então para δ > 0, existe
n0 ∈ N tal que ‖xn − yn‖ < δ para todo n ≥ n0 que pela continuidade uniforme implica
que |h(xn)− h(yn)| < ε, para n ≥ n0, ou seja, lim
n→∞
|h(xn)− h(yn)| = 0. Reciprocamente
suponha por absurdo que h não é uniformemente cont́ınua. Assim, existe ε > 0 tal que
para todo n ∈ N, podemos encontrar xn, yn ∈ A tais que ‖xn − yn‖ < 1n e |h(xn)−h(yn)| ≥
ε, ou seja, lim
n→∞
‖xn − yn‖ = 0 e pela hipótese 0 = lim
n→∞
|h(xn)−h(yn)| ≥ ε o qual é absurdo.
Como uma consequência desta última proposição, consideramos a seguinte hipótese
que requer que ∇ψ seja uniformemente cont́ınua em conjuntos limitados em intD.
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H3: Se (xk)k∈N ⊂ intD e (yk)k∈N ⊂ intD são sequências limitadas tais que lim
k→∞
‖xk −






Estas hipóteses (H1-H3), foram consideradas de maneira independente tanto em
[15] como em [4], para definir algoritmos de ponto proximal que resolvem o problema
de equiĺıbrio (1.1). Mencionamos que em [15] foram definidos três algoritmos de ponto
proximal, um algoritmo exato e dois algoritmos inexatos. Para obter uma boa definição
dos algoritmos inexatos é preciso adicionar a seguinte hipótese
H4: ∇ψ é sobrejetora em intD.
Algumas consequências que temos destas hipóteses são estabelecidas nas seguintes
proposições.
Proposição 1.9. Se ψ satisfaz H3, então ψ e ∇ψ são limitadas em conjuntos limitados.
Demonstração. Ver Proposição 4 de [17].
Proposição 1.10. Suponha que ψ satisfaz H1-H2 e C ⊂ D é convexo, fechado e não
vazio. Se x̄ ∈ intD, então o problema,
min Dψ(x, x̄)
s.a x ∈ C,
(1.3)
admite solução única. Em particular, para C ⊂ intD temos que x̂ é uma solução de (1.3)
se e somente se x̂ ∈ C e 〈∇ψ(x̄)−∇ψ(x̂), y − x̂〉 ≤ 0, para todo y ∈ C .
Demonstração. Veja [5] pág. 70.




[ψ(x)− ρ ‖x− z‖] = +∞ para todo z ∈ C fixo e ρ ≥ 0.
Esta hipótese pode ser caracterizada da seguinte forma.









Demonstração. Note que (i) é satisfeita triavialmente quando ρ = 0. Agora, suponha por
absurdo que lim
‖x‖→∞
ψ(x) <∞. Logo, como ρ > 0 então temos que lim
‖x‖→∞
[ψ(x)− ρ ‖x− z‖] =
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−∞, o que é absurdo. Para o segundo item, suponha novamente por absurdo que existe




≤ L < +∞. Observe que se consideramos ρ = L+ 1 então
lim
‖x‖→∞











‖x− z‖ [L− ρ]
= −∞,
o que contradiz a hipótese H5. Para a rećıproca, basta combinar (i) e (ii) com a igualdade
(1.4).
No próximo caṕıtulo, descrevemos os algoritmos de ponto proximal. Veremos a
influência que cada uma das propriedades H1-H5 têm na definição dos algoritmos, assim
como também na sua análise de convergência. Além disso, introduziremos uma hipótese
dada em [4] que posteriormente adaptaremos para uma versão inexata a qual nos permitirá
enfraquecer a hipótese H5, usada nos algoritmos inexatos tratados em [15], mantendo os
mesmos resultados de convergência.
Caṕıtulo 2
Métodos de ponto proximal exatos e
inexatos para problemas de
equiĺıbrio
Neste caṕıtulo, apresentaremos os algoritmos de ponto proximal definidos em
[4, 15]. Apesar de abordarmos a versão simplificada no espaço euclidiano, enfatizamos
que a discussão realizada aqui pode ser feita em espaços de Banach. A finalidade é usar
estes algoritmos como uma ferramenta auxiliar para mostrar que existe uma equivalência
destes com os algoritmos de Lagrangeano aumentado que definiremos no próximo caṕıtulo.
Começamos definindo algumas hipóteses adicionais às P1-P3 dadas para bifunção f do
problema (1.1), as quais serão usadas para garantir a boa definição e convergência dos
algoritmos.
P4 : Existe θ ≥ 0 tal que f(x, y)+f(y, x) ≤ θ〈∇ψ(x)−∇ψ(y), x−y〉 para todo x, y ∈ C.
P4∗: Sempre que f(x, y) ≥ 0 com x, y ∈ C, vale que f(y, x) ≤ 0.
P4’: Para todo x1, x2, . . . , x` ∈ C e t1, t2, . . . , t` ∈ R+ tal que
∑̀
i=1












P5: Para toda sequência (xj)j∈N ⊂ C satisfazendo lim
j→∞
‖xj‖ = +∞, existe u ∈ C e
j0 ∈ N tal que f(xj, u) ≤ 0 para todo j ≥ j0.
Estas hipóteses são das mais comuns encontradas na literatura para abordar a
existência de soluções do problema de equiĺıbrio. Algumas referências onde podemos
encontrar estas hipóteses são [1, 4, 14, 15, 16] e nestes artigos, os autores chamaram
algumas destas propriedades como segue.
22
Métodos de ponto proximal exatos e inexatos para problemas de equiĺıbrio 23
Definição 2.1. Seja EP(f ,C) como na Definição 1.1. A função f é dita
• θ−submonótona se P4 é satisfeita.
• Pseudomonótona se P4∗ é satisfeita.
A hipótese clássica que podemos encontrar na literatura é dada no caso particular
em que θ = 0, na hipótese P4. Neste caso, note que a expressão se reduz à desigualdade
f(x, y) + f(y, x) ≤ 0, para todo x, y ∈ C e tal bifunção é conhecida como monótona.
Outro caso particular para a hipótese P4 é dado quando ψ = 1
2
‖ · ‖2, pois neste caso, a
hipótese P4 é reescrita como f(x, y) + f(y, x) ≤ θ‖x − y‖2 para todo x, y ∈ C, a qual
é usada em [16]. Logo, a propriedade de monotonicidade é mais forte que a hipótese
P4. Vejamos com alguns exemplos dados em [14, 16, 20], algumas relações entre estas
propriedades.
Proposição 2.2. Suponha que f satisfaz as hipóteses P1-P4 com θ = 0, isto é, f é
monótona. Então f é pseudomonótona.
Demonstração. Sejam x, y ∈ C tais que f(x, y) ≥ 0. Como f é monótona segue que
f(x, y) + f(y, x) ≤ 0 e portanto, f(y, x) ≤ −f(x, y) ≤ 0, como queŕıamos.
A rećıproca desta proposição não é necessariamente verdadeira. Vejamos o se-
guinte exemplo discutido em [20].






⊂ R e defina f : C × C → R como
f(x, y) = x(x− y).
Então f satisfaz P1-P4 e P4∗ porém não é monótona.
De fato, evidentemente, f satisfaz P1-P3. Por outro lado, para x, y ∈ C temos que
f(x, y) + f(y, x) = (x − y)2, implicando que f é 1−monótona, isto é, f cumpre P4 com
θ 6= 0 e, portanto, f não é monótona. Finalmente, também temos que f satisfaz P4∗ pois,
se f(x, y) ≥ 0 para x, y ∈ C, então como x ≥ 1
2
segue que x ≥ y. Assim, como y ≥ 1
2
então f(y, x) = y(y − x) ≤ 0.
Em relação à hipótese P4’, note que claramente esta hipótese é mais fraca que
monotonicidade. Por outro lado, estudemos a rećıproca com o seguinte exemplo dado em
[16].
Exemplo 2.4. Seja C ⊂ Rn convexo, fechado e não vazio. Defina f : C ×C → R como
f(x, y) = −α ‖x‖2 + β ‖y‖2 + (α− β)〈x, y〉,
com β > α > 0. Então f satisfaz P1-P4 e P4’ mas não é monótona.
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De fato, as propriedades P1-P3 são satisfeitas trivialmente. Para P4, basta ver que
f(x, y) + f(y, x) = (β − α) ‖x− y‖2 e como por hipótese β > α > 0 então f satisfaz
P4 com constante de monotonicidade θ = (β − α) > 0 e assim f não pode ser monótona.
Finalmente para P4’, consideremos x1, . . . , xq ∈ C e t1, . . . , tq ≥ 0 tal que
q∑̀
=1






































































































Salientamos que existem outras propriedades diferentes das hipóteses P4, P4∗,
P4’, P5 que consideramos aqui. Em [14], os autores realizaram um estudo destas e ou-
tras condições sobre f utilizadas extensivamente na literatura para mostrar existência de
soluções para o problema de equiĺıbrio.
Voltando ao objetivo do caṕıtulo de resolver o problema de equiĺıbrio (1.1) utili-
zando algoritmos de ponto proximal exatos ou inexatos, vamos introduzir, como em [15],
o conceito de regularização de uma bifunção f .
Definição 2.5. Sejam γ > 0, x̄ ∈ C ⊂ intD e e ∈ Rn. A regularização de f , com
perturbação e, a qual denotaremos como f̃ e : C × C → R é definida como:
f̃ e(x, y) = f(x, y) + γ〈∇ψ(x)−∇ψ(x̄), y − x〉 − 〈e, y − x〉. (2.1)
O seguinte resultado é uma adaptação da Proposição 3.1 dada em [4], a qual
estabelece algumas propriedades básicas para a função f̃ e.
Proposição 2.6. Seja x̄ ∈ C ⊂ intD. Suponha que f satisfaz as condições P1-P4 com
θ < γ, em que θ é a constante de submonotonicidade não necessariamente nula. Então
a função f̃ e : C × C → R dada como em (2.1), satisfaz P1-P4 com θ = 0 (isto é, f̃ e é
monótona). Além disso, se
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P6: Para cada (xj)j∈N ⊂ C tal que lim
j→∞
‖xj‖ =∞, satisfaz que
lim inf
j→∞
f(x̄, xj) + (γ − θ)〈∇ψ(x̄)−∇ψ(xj), x̄− xj〉+ 〈e, x̄− xj〉 > 0
então f̃ e satisfaz P5.
Demonstração. f̃ e satisfaz P1 por definição. Agora, se f satisfaz P2 e y → 〈∇ψ(x) −
∇ψ(x̄) − e, y − x〉 é cont́ınua e convexa então, f̃ e também satisfaz P2. Analogamente,
observe que a função x → 〈∇ψ(x) − ∇ψ(x̄) − e, y − x〉 é cont́ınua e como f cumpre P3
então f̃ e também. Se f satisfaz P4, então
f̃ e(x, y) + f̃ e(y, x) = f(x, y) + f(y, x)− γ〈∇ψ(y)−∇ψ(x), y − x〉
≤ (θ − γ)〈∇ψ(y)−∇ψ(x), y − x〉
≤ 0.
Ou seja, f̃ e é monótona. Para finalizar, mostremos P5. Tome (xj)j∈N ⊂ C tal que
‖xj‖ → ∞. Utilizando novamente o fato que f satisfaz P4 temos que para cada j ∈ N
f̃ e(xj, x̄) = f(xj, x̄) + γ〈∇ψ(xj)−∇ψ(x̄), x̄− xj〉 − 〈e, x̄− xj〉
= f(xj, x̄)− γ〈∇ψ(x̄)−∇ψ(xj), x̄− xj〉 − 〈e, x̄− xj〉
≤ −f(x̄, xj)− (γ − θ)〈∇ψ(x̄)−∇ψ(xj), x̄− xj〉 − 〈e, x̄− xj〉
= −
(
f(x̄, xj) + (γ − θ)〈∇ψ(x̄)−∇ψ(xj), x̄− xj〉+ 〈e, x̄− xj〉
)
. (2.2)
Logo, como por hipótese f cumpre P6, então temos que a expressão em parênteses
em (2.2) é não negativa para k suficientemente grande, em outras palavras, existe j0 ∈ N
tal que f̃ e(xj, x̄) ≤ 0 para todo j ≥ j0.
Como consequência, da proposição anterior, veremos que também é posśıvel obter
a seguinte proposição a qual estende os resultados dados em [4], para o caso em que a
função de regularização é perturbada, e por fim estabelecer as soluções do problema
regularizado EP(f̃ e, C).
Proposição 2.7. Seja x̄ ∈ C ⊂ intD. Suponha que f satisfaz as condições P1-P4 com
θ < γ. Então as seguintes afirmações são válidas:
i) Se a hipótese P6 é válida então EP(f̃ e, C) admite pelo menos uma solução.
ii) Se ψ é estritamente convexa então EP(f̃ e, C) admite no máximo uma solução.
iii) Se a hipótese P6 é válida e ψ é estritamente convexa então EP(f̃ e, C) tem uma
única solução.
Demonstração. Pela proposição anterior, sabemos que se f̃ e satisfaz P6, então f̃ e satisfaz
P5. Em consequência pelo Teorema 4.3 de [14], temos que EP (f̃ e, C) admite solução, o
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que mostra (i). Agora suponha que EP(f̃ e, C) admite duas soluções x′ e x′′. Novamente,
pela proposição anterior
0 ≤ f̃ e(x′, x′′) + f̃ e(x′′, x′)
= f(x′, x′′) + f(x′′, x′)− γ〈∇ψ(x′′)−∇ψ(x′), x′′ − x′〉
≤ (θ − γ)〈∇ψ(x′′)−∇ψ(x′), x′′ − x′〉
≤ 0,
em que a última desigualdade é verdadeira pois por hipótese γ > θ. Portanto, x′′ = x′
pois ψ é estritamente convexa, mostrando assim, (ii). Finalmente (iii) é válida, pois é
uma combinação dos itens (i) e (ii).
Esta última proposição evidencia a importância da hipótese P6, pois esta é uma
condição suficiente para garantir soluções do problema de equiĺıbrio regularizado com
perturbação e. Destacamos que em [15], um resultado análogo foi mostrado considerando
a hipótese H5, definida no caṕıtulo anterior. No próximo resultado, veremos que a hipótese
P6 é mais fraca que hipótese H5.
Proposição 2.8. Seja x̄ ∈ C ⊂ intD. Suponha que f satisfaz P1-P4. Se ψ admite
derivada direcional diferenciável em C e satisfaz H5, então P6 é satisfeita e consequente-
mente, S(f̃ e, C) 6= ∅.
Demonstração. Com efeito, seja (xj)j∈N ⊂ C tal que ‖xj‖ → ∞. Defina ∆j = 〈∇ψ(x̄)−
∇ψ(xj), x̄ − xj〉. Tomando ρ ≥ 0, z ∈ C e levando em consideração a convexidade de ψ
temos que
∆j = 〈∇ψ(x̄)−∇ψ(xj), x̄− xj〉
= 〈∇ψ(x̄), x̄− xj〉 − 〈∇ψ(xj), x̄− xj〉














∥∥xj − z∥∥ g(xj), (2.3)









Por outro lado, utilizando o fato que o subdiferencial de f(x̄, ·) existe, então para
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z ∈ C existe v ∈ ∂f(x̄, z) tal que
f(x̄, xj) + 〈e, x̄− xj〉 ≥ f(x̄, z) + 〈v, xj − z〉+ 〈e, x̄− xj〉




(∥∥xj − z∥∥+ ‖z‖) , (2.4)
em que, A = f(x̄, z)− 〈v, z〉+ 〈e, x̄〉 e B = ‖v − e‖. Assim, combinando as desigualdades









(∥∥xj − z∥∥+ ‖z‖)+ (γ − θ)∥∥xj − z∥∥ g(xj)
= lim inf
j→∞
A+ (γ − θ)








Para que a propriedade P6 seja satisfeita, basta observar que a expressão em colchete
na desigualdade (2.5) é positiva para j suficientemente grande. Isto evidentemente é
satisfeito pois para j suficientemente grande, o termo 1 + ‖z‖‖xj−z‖ é limitado e g(x
j)→∞
devido a que ψ cumpre H5.
Esta última proposição estabelece que a classe de funções que satisfazem H5,
concideradas em [15], são automaticamente de funções que cumprem a propriedade P6.
Um exemplo claro disto, são as funções 1−coercivas, isto é, lim
‖x‖→∞
ψ(x)
‖x‖ = +∞, entre as
quais temos a função quadrática ψ(x) = 1
2
‖x‖2 e Kullback−Leibler ψ(x) = x log x−x+1.
Assim, conhecendo uma classe de funções para as quais garantimos solução do problema
regularizado com perturbação e, uma pergunta natural é saber se existem funções que
satisfazem P6 mas não cumprem H5. Tal questão é respondida na seguinte observação.
Observação 2.9. A condição P6 é estritamente mais fraca que H5 pois, se consideramos
ψ : R→ R dada por ψ(x) = x− log x + 1 e C ⊂ D = (0,+∞) temos que a condição P6
é satisfeita desde que γ − θ seja suficientemente grande mas H5 não é satisfeita. Com
efeito, seja (xj) ⊂ D, tal que xj →∞. Evidentemente, lim
xj→∞
ψ(x)
xj−z <∞ e pela Proposição
1.11 obtemos que H5 não é satisfeita. Por outro lado, realizando um procedimento similar
ao considerado em (2.4) na proposição anterior obtemos:


















Em que A = f(x̄, z) − 〈v, z〉 + 〈e, x̄〉 e B = ‖v − e‖. Note que o sinal da expressão em
colchete (2.6) é positivo quando γ − θ é suficiente grande. Logo, tomando limite inferior
nesta última desigualdade obtemos que a propriedade P6 é satisfeita.
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A exposição anterior foi realizada para garantir uma boa definição dos algoritmos
que descreveremos a seguir, os quais foram introduzidos em [15]. Assumiremos daqui em
diante, que C ⊂ intD e que existe uma função ψ que satisfaz as hipóteses H1-H4 e P6.
Algoritmo IPPBPM: Método de ponto proximal inexato com projeção para
EP(f, C).
Passo 1: Considere a sequência limitada γj ⊂ R++, uma tolerância para o erro σ ∈ (0, 1) e
um ponto inicial x0 ∈ C.
Passo 2: Dado o ponto xj, encontre o par (x̃j, ej) ∈ Rn × Rn tal que x̃j resolve o problema
EP(f̃ ej , C), com f̃
e
j dada por





j, xj) se ‖xj − x̃j‖ < 1
σγjνψ(x
j, 1) se ‖xj − x̃j‖ ≥ 1.
(2.8)
Passo 3: Defina vj = γj[∇ψ(xj) − ∇ψ(x̃j)] + ej. Se vj = 0 ou xj = x̃j então pare. Caso
contrário, considere o hiperplano Hj = {x ∈ D | 〈vj, x− x̃j〉 = 0} e tome




Algoritmo IPPEM: Método de ponto proximal inexato com passo extragradi-
ente para EP(f, C).
Passo 1: Considere a sequência limitada γj ⊂ R++, uma tolerância para o erro σ ∈ (0, 1) e
um ponto inicial x0 ∈ C.
Passo 2: Dado o ponto xj, encontre o par (x̃j, ej) ∈ Rn×Rn tal que x̃j ∈ C resolve o problema
EP(f̃ ej , C), com f̃
e
j dada por
f̃ ej (x, y) = f(x, y) + γj〈∇ψ(x)−∇ψ(xj), y − x〉 − 〈ej, y − x〉, (2.10)
e ej satisfaz
Dψ(x̃
j, (∇ψ)−1[∇ψ(x̃j)− γ−1j ej]) ≤ σDψ(x̃j, xj), (2.11)
Passo 3: Se x̃j = xj então pare. Caso contrário, tome
xj+1 = (∇ψ)−1[∇ψ(x̃j)− γ−1j ej]. (2.12)
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As diferenças entre os Algoritmos IPPBPM e IPPEM são evidentes nos passos 2
e 3. A ideia no Passo 2 é praticamente a mesma para ambos algoritmos, diferenciando-se
apenas na condição que ej deve cumprir. Agora, o Passo 3 em cada um dos algoritmos se
divide em duas etapas, a primeira consiste em verificar se o critério de parada é atingido e
caso isto não ocorra, cada algoritmo utiliza uma forma espećıfica para atualizar a próxima
iteração. Note que estes passos estão bem definidos para ψ satisfazendo as hipóteses H1-
H4 e pela Proposição 1.10.
Por outro lado, as diferenças presentes nos algoritmos IPPBPM e IPPEM são
evidentemente eliminadas quando ej = 0, para todo j ∈ N, pois neste caso vemos que o
Passo 2 de cada algoritmo se reduz a encontrar uma solução do subproblema de equiĺıbrio
EP(f̃j,C), com f̃j dada como em (2.10), com e
j = 0. Analogamente, no Passo 3, podemos
observar que se ej = 0 para todo j ∈ N, então de (2.9) e (2.12) obtemos que a próxima
iteração é simplificada para a igualdade xj+1 = x̃j, em que x̃j é a solução obtida previa-
mente do Passo 2. Com estes argumentos podemos definir o método de ponto proximal
Exato.
Algoritmo EPPM (Método de Ponto proximal Exato para EP(f, C))
Passo 1: Considere a sequência limitada γj ⊂ R++ e um ponto inicial x0 ∈ C.
Passo 2: Dado o ponto xj, encontre x̃j ∈ Rn tal que x̃j resolve o problema EP(f̃j,C), em que
f̃j é definida como
f̃j(x, y) = f(x, y) + γj〈∇ψ(x)−∇ψ(xj), y − x〉. (2.13)
Passo 3: Se xj = x̃j então pare. Caso contrário, faça
xj+1 = x̃j.
A análise de convergência para cada algoritmo é feita com detalhes em [15], con-
siderando algumas hipóteses diferentes às consideradas aqui. Para uma maior completude
do texto, vamos realizar uma análise similar, porém, considerando a hipótese P6.
Proposição 2.10. Considere o problema EP (f, C) e suponha que uma dentre as hipóteses
P4∗ e P4’ é satisfeita. Se P2 é válida, então f(y, x∗) ≤ 0 para todo y ∈ C e x∗ ∈ S(f, C).
Demonstração. Ver Proposição 5.2 de [15].
Lema 2.11. Considere ψ satisfazendo H2. Se (xj)j∈N, (x̃
j)j∈N e (γj)j∈N são geradas pelo
algoritmo IPPBPM então para σ ∈ (0, 1) vale que
∥∥ej∥∥∥∥xj − x̃j∥∥ ≤ σγjDψ(x̃j, xj) ≤ γjDψ(x̃j, xj), (2.14)
para todo j ∈ N.
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Demonstração. Suponha inicialmente que ‖xj − x̃j‖ < 1. Logo por (2.8) obtemos que
‖ej‖ ‖xj − x̃j‖ ≤ ‖ej‖ ≤ σγjDψ(x̃j, xj). Agora, se ‖xj − x̃j‖ ≥ 1, então pela definição de
convexidade total e a Proposição 1.5, obtemos que:
σγjDψ(x̃
j, xj) ≥ σγjνψ(xj,
∥∥x̃j − xj∥∥) ≥ σγj ∥∥x̃j − xj∥∥ νψ(xj, 1) ≥ ∥∥xj − x̃j∥∥∥∥ej∥∥ .
O que mostra a primeira desigualdade em (2.14). Para a segunda desigualdade, basta
considerar que σ ∈ (0, 1).
Proposição 2.12. Suponha que f satisfaz as hipóteses P1-P4 e uma dentre as hipóteses
P4∗ e P4’. Tome ψ : Rn → R ∪ {+∞} satisfazendo H1-H3 e uma sequência exógena
(externa ao método) (γj)j∈N ⊂ (θ, γ̄), em que θ é a constante de submonotonicidade
de P4. Se (xj)j∈N é uma sequência gerada pelo algoritmo IPPBPM e EP(f, C) admite
solução, então
i) Para todo x∗ ∈ S(f, C), Dψ(x∗, xj) é não crescente e convergente.
ii) (xj)j∈N é limitada.
iii) (xj+1 − xj)j∈N converge para zero.
iv) (γ−1j e
j)j∈N é limitada.
v) (xj − x̃j)j∈N converge para zero.
vi) (vj)j∈N converge para zero.
Demonstração. (i) Seja x∗ ∈ S(f, C). Note que, se x̃j ∈ S(f ej , C), então para qualquer
y ∈ C obtemos que
f ej (x̃




− ej, y − xj〉 ≥ 0




+ ej, y − xj〉
⇔ f(x̃j, y) ≥ 〈vj, y − xj〉. (2.15)
Em particular tomando y = x∗ na desigualdade anterior, obtemos que f(x̃j, x∗) ≥ 〈vj, x∗−
xj〉. Agora, como f satisfaz P4∗ ou P4’ então da Proposição 2.10 obtemos que 0 ≥
f(x̃j, x∗) ≥ 〈vj, x∗ − xj〉, isto é x∗ ∈ H−j , com H−j dado como na Proposição 1.6. Pela
definição de vj e Proposição 1.3 (iv) obtemos







+ 〈ej, xj − x̃j〉





≥ γjDψ(xj, x̃j), (2.16)
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sendo a última desigualdade válida pelo Lema 2.11. Note que de (2.16) conclúımos que
〈vj, xj − x̃j〉 ≥ 0, ou seja, xj ∈ H+j com H+j dado como na Proposição 1.6. Assim,
escolhendo ỹ = x̃j, x = xj, v = vj, x̄ = x∗ e z = xj+1 na Proposição 1.6 obtemos que
Dψ(x
∗, xj) ≥ Dψ(x∗, xj+1) +Dψ(xj+1, xj) ≥ Dψ(x∗, xj+1) (2.17)
o que mostra que (Dψ(x
∗, xj))j∈N é uma sequência monótona, limitada e, portanto, con-
vergente.
(ii) Do item anterior, note que (xj)j∈N ⊂ {y ∈ Rn : Dψ(x∗, y) ≤ Dψ(x∗, x0)} e
portanto, pela hipótese H1 obtemos que (xj)j∈N é limitada.
(iii) De (2.17) obtemos que
Dψ(x
∗, xj)−Dψ(x∗, xj+1) ≥ Dψ(xj+1, xj) ≥ 0. (2.18)
Como por (i), (Dψ(x




j+1, xj) = 0 (2.19)
Em consequência, pela Proposição 1.7 conclúımos que (iii) é válido.
(iv) Seja A = {y ∈ Rn : ‖xj − y‖ ≤ 1, para algum j}. Note que para y ∈ A,
‖y‖ ≤ ‖y − xj‖+‖xj‖ ≤ 1+‖xj‖ e como (xj)j∈N é limitada então o conjunto A é limitado.
Logo, pela Proposição 1.9 conclúımos que Dg é limitada em A × A, digamos por ξ > 0.
Do Passo 2 do algoritmo IPPBPM sabemos se ‖xj − x̃j‖ ≤ 1 então xj, x̃j ∈ A e portanto,∥∥γ−1j ej∥∥ ≤ Dψ(x̃j, xj) ≤ ξ. Agora se ‖xj − x̃j‖ > 1, tomando y = xj+ xj − x̃j‖xj − x̃j‖ , obtemos
que ‖y − xj‖ = 1 e portanto, y ∈ A. Por conseguinte,
∥∥γ−1j ej∥∥ ≤ νψ(xj, 1) ≤ Dψ(y, xj) ≤
ξ, mostrando que em qualquer caso (γ−1j e
j)j∈N é limitada.
(v) Note inicialmente que:
0 ≤ |〈γ−1j ej, xj+1 − xj〉| ≤
∥∥γ−1j ej∥∥∥∥xj+1 − xj∥∥ . (2.20)
Logo, de (iii) e (iv) segue que
lim
j→∞
〈γ−1j ej, xj+1 − xj〉 = 0. (2.21)
Por outro lado, pela definição de distância de Bregman e utilizando o fato que
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xj+1 ∈ Hj, com Hj dado como na Proposição 1.6 obtemos que
Dψ(x
j+1, xj)−Dψ(xj+1, x̃j)−Dψ(x̃j, xj) = 〈∇ψ(xj)−∇ψ(x̃j), x̃j − xj+1〉
= γ−1j 〈vj, x̃j − xj+1〉 − 〈γ−1j ej, x̃j − xj+1〉
= 〈γ−1j ej, xj+1 − x̃j〉
= 〈γ−1j ej, xj+1 − xj〉+ 〈γ−1j ej, xj − x̃j〉.
Logo, obtemos que
Dψ(x
j+1, xj)−Dψ(xj+1, x̃j) = 〈γ−1j ej, xj+1 − xj〉+Dψ(x̃j, xj) + 〈γ−1j ej, xj − x̃j〉





≥ 〈γ−1j ej, xj+1 − xj〉, (2.22)
em que as últimas desigualdades são obtidas utilizando a desigualdade de Cauchy-Schwarz
e o Lema 2.11. Agora, tomando limite na desigualdade (2.22) e levando em conta (2.19)




j+1, x̃j) = 0. (2.23)
Logo, pela Proposição 1.7 conclúımos que ‖xj+1 − x̃j‖, converge para zero e finalmente
pela desigualdade triangular obtemos que
lim
j→∞
∥∥xj − x̃j∥∥ ≤ lim
j→∞
∥∥xj − xj+1∥∥+ ∥∥xj+1 − x̃j∥∥ = 0, (2.24)
o que mostra (v).
(vi) Como Dψ(x
j+1, xj), Dψ(x
j+1, x̃j) e 〈γ−1j ej, xj+1 − xj〉 convergem para zero,
então da igualdade
Dψ(x
j+1, xj)−Dψ(xj+1, x̃j)−Dψ(x̃j, xj) = 〈∇ψ(xj)−∇ψ(x̃j), x̃j − xj+1〉,
conclúımos que Dψ(x̃
j, xj) também converge para zero. Em consequência, para j suficien-
temente grande obtemos que ‖xj − x̃j‖ < 1 e por (2.8), conclúımos que (ej)j∈N converge
para zero.
Por outro lado, vimos no item anterior que (xj − x̃j)j∈N converge para zero e
da hipótese H3, conclúımos que ∇ψ(xj)−∇ψ(x̃j) também converge para zero. Em con-
sequência, pela definição de vj no Passo 3 de IPPBPM, obtemos que (vj)j∈N converge
para zero.
De forma análoga pode ser mostrado para IPPEM as seguintes proposições.
Proposição 2.13. Considere EP (f, C) com f satisfazendo P1-P3, P6 e uma dentre
as hipóteses P4∗ e P4’. Tome ψ : Rn → R ∪ {+∞} satisfazendo H1-H4. Sejam
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(xj)j∈N,(x̃




∗, xj+1) ≤ Dψ(x∗, xj)− γ−1j 〈vj, x̃j − x∗〉 − (1− σ)Dψ(x̃j, xj) ≤ Dψ(x∗, xj), (2.25)
em que vj é dado como no algoritmo IPPBPM.






Agora, do Passo 3 do algoritmo IPPEM obtemos que ∇ψ(xj+1) = ∇ψ(x̃j)−γ−1j ej
e assim
γ−1j e
j = ∇ψ(x̃j)−∇ψ(xj+1). (2.27)
Logo, combinando (2.26) e (2.27) obtemos que
γ−1j v
j +∇ψ(xj+1)−∇ψ(xj) = 0. (2.28)
Por outro lado, note que de (2.12) e (2.11) vale que Dψ(x̃
j, xj+1) ≤ σDψ(x̃j, xj).
Assim, para x∗ ∈ S(f, C)
Dψ(x
∗, xj+1) = Dψ(x
∗, xj) + 〈∇ψ(xj)−∇ψ(xj+1), x∗ − x̃j〉+Dψ(x̃j, xj+1)−Dψ(x̃j, xj)
= Dψ(x
∗, xj) + 〈γ−1j vj, x∗ − x̃j〉+Dψ(x̃j, xj+1)−Dψ(x̃j, xj)
≤ Dψ(x∗, xj)− γ−1j 〈vj, x̃j − x∗〉 − (1− σ)Dψ(x̃j, xj)
≤ Dψ(x∗, xj)− γ−1j 〈vj, x̃j − x∗〉, (2.29)
em que usamos, (2.28), σ ∈ (0, 1) e Dψ(·, ·) ≥ 0. Agora como x̃j ∈ S(f ej , C) então
f ej (x̃
j, y) ≥ 0, para todo y ∈ C. Em particular, se y = x∗ então f(x̃j, x∗) ≥ 〈vj, x∗− x̃j〉 e
pela Proposição 2.10 conclúımos que 〈vj, x∗−x̃j〉 ≤ 0. Utilizando esta última desigualdade
em (2.29) conclúımos queDψ(x
∗, xj+1) ≤ Dψ(x∗, xj)−γ−1j 〈vj, x̃j−x∗〉−(1−σ)Dψ(x̃j, xj) ≤
Dψ(x
∗, xj).
Proposição 2.14. Considere EP (f, C) com f satisfazendo P1-P4, P6 e uma dentre as
hipóteses P4∗ e P4’. Tome ψ : Rn → R ∪ {+∞} satisfazendo H1-H4 e uma sequência
exógena (externa ao método) (γj)j∈N ⊂ (θ, γ̄), em que θ é constante de submonotonicidade
em P4. Seja (xj)j∈N uma sequência gerada pelo Algoritmo IPPEM. Se EP(f, C) tem
solução, então
i) Para todo x∗ ∈ S(f, C), (Dψ(x∗, xj))j∈N é não crescente e convergente.
ii) (xj)j∈N é limitada.















vi) (x̃j − xj)j∈N converge para zero e consequentemente (x̃j)j∈N é limitada.
vii) (xj+1 − xj)j∈N converge para zero.
viii) (vj)j∈N converge para zero.
Demonstração. Seja x∗ ∈ S(f, C). Note inicialmente que pela Proposição 2.13, a sequência
(Dψ(x
∗, xj))j∈N é não crescente e não negativa e consequentemente convergente o que
mostra (i). Agora, como (xj)j∈N está contida no conjunto de ńıvel Dψ(x
∗, ·), então a
hipótese H1 implica que esta sequência é limitada, ou seja, vale (ii). Mostremos (iii)-(v).
Para isto, basta observar que da proposição anterior obtemos que
0 ≤ γ−1j 〈vj, x̃j − x∗〉+ (1− σ)Dψ(x̃j, xj) ≤ Dψ(x∗, xj)−Dψ(x∗, xj+1)
para todo j ∈ N. Agora, como
∞∑
j=0













γ−1j 〈vj, x̃j − x∗〉+ (1− σ)Dψ(x̃j, xj) (2.30)
converge. Além disso, note que cada termo de (2.30) é não negativo portanto as séries
∞∑
j=0




j, xj) convergem, mostrando (iii) e (iv). Note que (v) segue
pelo fato de que Dψ(x












j, xj+1) = 0, na Proposição 1.7. Finalmente, para mostrar (viii), note que por
(2.28) temos que γjv
j = ∇ψ(xj)−∇ψ(x̃j) para todo j ∈ N e como (xj − x̃j)j∈N converge
para zero então de H3 obtemos que ∇ψ(xj) − ∇ψ(x̃j) converge para zero. Em con-
sequência, (γjv
j)j∈N converge para zero e como (γj)j∈N é limitada então (v
j)j∈N converge
para zero como desejávamos.
Com os resultados expostos anteriormente podemos considerar o seguinte teorema
de convergência.
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Teorema 2.15. Considere EP(f, C). Suponha que f satisfaz P1-P4 e P6, e que uma
dentre as hipóteses P4∗ e P4’ é válida. Tome ψ : Rn → R ∪ {+∞} satisfazendo H1-
H4 e uma sequência exógena (externa ao método) (γj)j∈N ⊂ (θ, γ̄], em que γ̄ > 0 e θ é
constante de submonotonicidade de P4. Seja (xj)j∈N a sequência gerada pelo algoritmo
IPPBPM (ou IPPEM). Se EP(f, C) tem solução, então
i) A sequência (x̃j)j∈N resolve assintoticamente EP(f, C), isto é, liminf
j→∞
f(xj, y) ≥ 0,
para todo y ∈ C.
ii) Todo ponto de acumulação da sequência (xj)j∈N é solução de EP(f, C).
Demonstração. Veja Teoremas 5.5 e 5.8 de [15].
Para finalizar a análise de convergência destes algoritmos, vamos estabelecer
alguns resultados adicionais que usaremos no próximo caṕıtulo. Considere a seguinte
notação. Para cada x ∈ C, Fx : C → R ∪ {+∞} é dado como
Fx(y) = f(x, y). (2.31)
Note que para cada x ∈ C, a função Fx é convexa, devido à propriedade P2.
Usaremos esta notação no próximo resultado o qual relaciona as soluções de um problema
de equiĺıbrio com um problema de otimização.
Proposição 2.16. Considere o problema EP(f, C). As seguintes afirmações são equiva-
lentes:
a) x∗ ∈ S(f, C)
b) x∗ minimiza a função Fx∗ no conjunto C, com Fx dada como em (2.31).
Demonstração. Primeiro suponha que x∗ ∈ S(f, C). Pela propriedade P1 e (2.31) vale
que
Fx∗(y) = f(x
∗, y) ≥ 0 = f(x∗, x∗) = Fx∗(x∗),
para todo y ∈ C. Reciprocamente, se (b) vale, então usando novamente P1 e (2.31)
obtemos
f(x∗, y) = Fx∗(y) ≥ Fx∗(x∗) = f(x∗, x∗) = 0,
para todo y ∈ C.
Entre as funções ψ que satisfazem as propriedades H1-H4 e P6 podemos encontrar
funções de zona coerciva, isto é,
H6: Se (yk)k∈N ⊂ intD e lim
k→∞
yk = y ∈ ∂D, em que ∂D denota a fronteira do domı́nio
de D, então lim
k→∞
〈∇ψ(yk), x− yk〉 = −∞ para todo x ∈ intD.
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Na literatura, as funções que satisfazem esta propriedade são chamadas de coer-
civas na fronteira. Este fato é importante pois a seguinte proposição estabelece que os
pontos gerados pelos algoritmos de ponto proximal com ψ satisfazendo H6, estão contidos
no interior do domı́nio de ψ.
Proposição 2.17. Considere EP(f,D) em que D é um domı́nio convexo. Sejam f sa-
tisfazendo P1-P4 e P6 e também uma das hipóteses P4∗ ou P4’, ψ : D → R satisfa-
zendo H1-H2 e H6 e uma sequência exógena (externa ao método) (γj)j∈N ⊂ (θ, γ̄). Se
(x̂j)j∈N é uma sequência gerada pelo Passo 2 do algoritmo IPPEM (ou IPPBMP) então
(x̂j)j∈N ⊂ intD.
Demonstração. Sabemos da Proposição 2.16, que x̂j é o único elemento em x ∈ D tal que
ej + γj∇ψ(xj) ∈ ∂(Fx + γjψ)(x). (2.32)
Assim, mostraremos que ∂(F + λψ) = ∅ para todo x ∈ ∂D o que por (2.32)
implica que x não pode ser um elemento da fronteira de D. Considere x na fronteira de
D e suponha que existe ξ ∈ ∂(F +λψ). Tome z ∈ intD e defina a sequência (y`)`∈N dada
por
y` = (1− ε`)x+ ε`z, (2.33)
em que ε` → 0. Note que pela convexidade de D, (y`)`∈N ⊂ intD tal que y` → x ∈ ∂D.
Por outro lado, note que
ε`〈ξ, z − x〉 = 〈ξ, y` − x〉
≤ Fy`(y`) + γjψ(y`)− (Fy`(x) + γjψ(x))
= Fy`(y
`)− Fy`(x) + γj(ψ(y`)− ψ(x))
≤ Fy`(y`)− Fy`(x) + γj〈∇ψ(y`), y` − x〉
≤ (1− ε`)Fy`(x) + ε`Fy`(z)− Fy`(x) + γj〈∇ψ(y`), y` − x〉
= ε`(Fy`(z)− Fy`(x)) + γj〈∇ψ(y`), ε`(z − x)〉
= ε`(Fy`(z)− Fy`) + γj
ε`
1− ε`
〈∇ψ(y`), z − y`〉, (2.34)
em que utilizamos (2.33), a definição de subdiferenciabilidade de Fy` +γjψ, a convexidade





Fy`(x)− Fy`(z) + 〈ξ, (z − x)〉
)
≤ 〈∇ψ(y`), z − y`〉.
Assim, tomando limite na desigualdade acima obtemos que, o lado esquerdo tem limite
finito enquanto que o lado direito da desigualdade tende −∞, pois ψ cumpre a hipótese
H6, o qual é absurdo. Este absurdo implica que x /∈ ∂D.
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Assim, se consideramos as hipóteses H1-H4 e P6 em todo o domı́nio da ψ, a
Proposição 2.17 garante que isto pode ser feito, desde que as hipóteses estejam bem de-
finidas. No próximo caṕıtulo, apresentaremos métodos de Lagrangeano aumentado para
problemas de equiĺıbrio. Como no caso de otimização, estes métodos buscam resolver
o problema EP(f, C) através de uma sequência de subproblemas de equiĺıbrio irrestri-
tos. Também, vamos estabelecer a relação entre os algoritmos de ponto proximal e os




Este caṕıtulo e o próximo contém as principais contribuições desta tese. Ini-
cialmente, definimos uma extensão dos métodos de Lagrangeano aumentado para pro-
blemas de equiĺıbrio introduzidos em [16], em que além da penalidade quadrática con-
sideramos a função de penalidade exponencial e, no próximo caṕıtulo, apresentaremos
implementações dos métodos definidos aqui. A ideia central que apresentamos é obter
um teorema de equivalência entre os algoritmos de ponto proximal definidos no caṕıtulo
anteior e os algoritmos de Lagrangeano aumentado que definimos ao longo deste caṕıtulo.






(xi log xi − xi + 1). Note que o domı́nio D destas funções são diferentes, pois,
D = Rn para ψ1 e D = Rn+ para ψ2, em que 0 log(0) = 0.
3.1 O Método de Lagrangeano aumentado para pro-
blemas de equiĺıbrio
Para definir o método de Lagrangeano aumentado para EP(f, C), vamos assumir
que o domı́nio de f , pode ser extendido ao domı́nio Rn×Rn satisfazendo as propriedades
P1-P4, e P4’. Adicionalmente, o conjunto C em EP(f ,C) , será considerado como
C = {x ∈ Rn : gi(x) ≤ 0,∀ i ∈ {1, 2, . . . ,m}}, (3.1)
em que gi : R
n → R (1 ≤ i ≤ m) são funções convexas. Além disso, sobre este conjunto
C, vamos considerar a condição de qualificação de Slater, definida em [16].
Definição 3.1. Dizemos que o conjunto C satisfaz a condição de qualificação de Slater,
se I é o conjunto de ı́ndices i (possivelmente vazio) tal que as funções gi são afins, então
existe w ∈ Rn tal que gi(w) ≤ 0 para todo i ∈ I e gi(w) < 0 para i /∈ I.
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Antes de definir os métodos de Lagrangeano aumentado, precisamos considerar
a definição de função Lagrangeana associada ao problema de equiĺıbrio EP(f ,C). Este
conceito foi introduzido em [16] como a bifunção L : Rn ×Rm ×Rn ×Rm → R dada por







Agora, para i ∈ {1, 2, . . . ,m}, consideramos a função de penalidade Pi : Rn ×
Rn ×Rm+ ×R++ → R ∪ {+∞} dada por
Pi(x, y, λi, γ) = γ
[
Pψ (gi(y), γ, λi)− Pψ (gi(x), γ, λi)
]
, (3.3)
em que Pψ : R × R++ × R+ → R denota a função de penalidade associada à função
ψ = ψs com s = {1, 2}, mais precisamente, se tomamos ψ = ψ1 para definir os algo-
ritmos de ponto proximal dados na seção anterior, associamos a penalidade quadrática




}2−λ2) para definir o métodos de Lagrangeano Aumentado.
Analogamente, se consideramos ψ = ψ2 nos algoritmos de ponto proximal, associamos a
penalidade exponencial Pψ(s, γ, λ) = λ exp( s
γ
)−1. Este fato será esclarecido com detalhe
na Observação 3.4.
Finalmente, definimos a função Lagrangeano aumentado, L̃ : Rn × Rn × Rm+ ×
Rn ×R++ → R para EP(f ,C) , como sendo
L̃(x, y, λ, z, γ) = f(x, y) + γ〈x− z, y − x〉+
m∑
i=1
Pi(x, y, λi, γ). (3.4)
Em seguida, introduzimos versões diferentes dos algoritmos de Lagrangeano au-
mentado em que a definição de cada algoritmo é dada dependendo da penalidade esco-
lhida. Veremos que em cada método a essência do método de Lagrangeano aumentado
para problemas de otimização é preservada, pois, internamente cada algoritmo gera uma
sequência de subproblemas de equiĺıbrio irrestritos que devem ser resolvidos com ferra-
mentas externas ao próprio método. Os dois primeiros algoritmos são versões inexatas
que posteriormente veremos que se simplificam em uma versão exata. Salientamos que
em [16], os autores introduziram os métodos utilizando a penalidade quadrática, assim
como a sua relação com os métodos de ponto proximal. Aqui apresentamos versões des-
tes métodos de uma forma mais geral e compacta, pois podemos considerar penalidades
diferentes. Chamaremos ao longo do texto estes três algoritmos de IALEM, IALPM para
nos referir aos algoritmos inexatos e EALM para algoritmo exato.
Algoritmo IALEM (Método de Lagrangeano aumentado inexato extragradi-
ente)
Passo 1: Considere a sequência limitada (γj)j∈N ⊂ R++, uma tolerância para o erro σ ∈ (0, 1)
e um ponto inicial (x0, λ0) ∈ Rn ×Rm++.
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Passo 2: Dado o ponto (xj, λj), encontre o par (x̃j, ej) ∈ Rn×Rn tal que x̃j resolve o problema
EP(L̃ej ,Rn), com L̃ej definida como
L̃ej(x, y) = f(x, y) + γj〈x− xj, y − x〉+
m∑
i=1
Pi(x, y, λi, γj)− 〈ej, y − x〉, (3.5)
em que Pi é dada por (3.3), e e
j satisfaz
∥∥ej∥∥ ≤ σγj ∥∥x̃j − xj∥∥ . (3.6)









para cada i ∈ {1, . . . ,m}.
Passo 4: Se (x̃j, λj+1) = (xj, λj) então pare. Caso contrário, tome
xj+1 = x̃j − 1
γj
ej. (3.8)
Na sequência introduzimos, outro método de Lagrangeano aumentado inexato
com projeção que denotaremos ao longo do texto como IALPM, o qual é construido
usando as mesmas ideias de [15, 16].
Algoritmo IALPM (Método de Lagrangeano aumentado inexato com Projeção)
Passo 1: Considere a sequência limitada (γj)j∈N ⊂ R++, uma tolerância para o erro σ ∈ (0, 1)
e um ponto inicial (x0, λ0) ∈ Rn ×Rm++.
Passo 2: Dado o ponto (xj, λj), encontre o par (x̃j, ej) ∈ Rn×Rn tal que x̃j resolve o problema
EP(L̃ej ,Rn), com L̃ej definida como
L̃ej(x, y) = f(x, y) + γj〈x− xj, y − x〉+
m∑
i=1
Pi(x, y, λi, γj)− 〈ej, y − x〉, (3.9)




σ γj ‖xj − x̃j‖
2
se ‖xj − x̃j‖ < 1
σγj se ‖xj − x̃j‖ ≥ 1.
(3.10)
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para cada i ∈ {1, . . . ,m}.
Passo 4: Defina vj = γj[x
j − x̃j] + ej. Se (x̃j, λj+1) = (xj, λj) então pare. Caso contrário,





∥∥x− xj∥∥2 . (3.12)
Note inicialmente que a regularização no passo 2 e a atualização das variáveis
duais no passo 3 de IALEM e IALPM, quando consideramos a penalidade exponencial
são dadas, respectivamente, por
L̃ej(x, y) = f(x, y) + γj〈x− xj, y − x〉+
m∑
i=1









, (1 ≤ i ≤ m). (3.13)
Além disso, diferenças entre os Algoritmos IALPM e IALEM, estão presentes nos passos
2 e 4. A ideia do passo 2 é praticamente a mesma, diferindo apenas na condição que
ej deve cumprir. Este passo requer uma atenção especial pois estamos assumindo que
existe uma ferramenta que resolve (3.5) e (3.6) (ou, (3.9) e (3.10)) simultaneamente.
Observe que em (3.5) assim como para o problema de otimização restrita, são gerados,
a cada iteração, subproblemas de equiĺıbrio irrestritos que devem ser resolvidos por uma
ferramenta auxiliar dentro do mesmo algoritmo e devido a esta caracteŕıstica é que o
método recebe o nome de Lagrangeano aumentado para problemas de equiĺıbrio. Por
outro lado, o Passo 4 de cada um dos algoritmos se divide em duas etapas, a primeira
consiste em verificar se o critério de parada é atingido e a segunda é considerada quando
a condição de parada não é satisfeita, e neste caso, cada algoritmo utiliza uma forma
espećıfica para atualizar a próxima iteração xj+1, isto é, em IALEM utilizamos uma
fórmula extragradiente (3.8) e em IALPM, a solução (x̃j, ej) determinada no subproblema
gerado no Passo 2, é usada para construir um hiperplano Hj que separa o ponto x
j do
conjunto S(f, C) e assim, a próxima iteração é determinada como solução do problema
(3.12) o qual é uma projeção com distâncias de Bregman de xj sobre o hiperplano Hj.
O lema seguinte estabelece que o critério de parada (x̃j, λj+1) = (xj, λj) definido
no Passo 4 de IALPM pode ser trocado por (vj, λj) = (0, λj+1).
Lema 3.2. Seja (xj)j∈N uma sequência gerada pelo algoritmo IALPM, então x
j = x̃j se
e somente se vj = 0.
Demonstração. Suponha inicialmente que xj = x̃j. Por definição sabemos que vj =
γj [x
j − x̃j] + ej = ej. Logo, por (3.10) ‖vj‖ = ‖ej‖ ≤ σγj ‖x̃j − xj‖
2
= 0. Reciproca-
mente, suponha por absurdo que vj = 0 porém xj 6= x̃j. Assim, pela definição de vj no
Passo 4 temos que ‖ej‖ = γj ‖xj − x̃j‖. Agora, pelo Passo 2 de IALPM, podem ocorrer
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duas situações para ej, a primeira destas acontece quando ‖xj − x̃j‖ ≥ 1. Neste caso
obtemos ∥∥ej∥∥ ≤ σγj < γj ≤ γj ∥∥xj − x̃j∥∥ = ∥∥ej∥∥ ,
pois σ ∈ (0, 1), o que é absurdo. A outra possibilidade é 0 < ‖xj − x̃j‖ < 1, e novamente
pelo Passo 2 obtemos







que também é absurdo. Assim, conclúımos que se vj = 0 então xj = x̃j.
Observação 3.3. O Passo 4 de IALPM consiste em determinar xj+1, o qual é a projeção
ortogonal do ponto xj sobre o hiperplano Hj. A Proposição 1.10 garante que este passo
está bem definido pois este resultado garante solução única. Logo, realizando alguns
cálculos simples, podemos definir este passo com uma fórmula fechada dada por









xj+1 = xj − ηjvj,








. Retornaremos a esta expressão no Caṕıtulo 4, a
qual será utilizada nos testes numéricos da implementação deste algoritmo.
Discutidas as diferenças presentes nos algoritmos IALEM e IALPM vejamos que
estas diferenças são evidentemente eliminadas quando ej = 0, para todo j ∈ N. Neste
caso, o Passo 2 de cada algoritmo se reduz a encontrar uma solução do subproblema de
equiĺıbrio irrestrito EP(L̃j,Rn), em que L̃j = L̃ej definido como em (3.9). Analogamente,
no Passo 4, podemos observar que se ej = 0 para todo j ∈ N, então de (3.8) e (3.12)
obtemos que a próxima iteração é simplificada para a igualdade xj+1 = x̃j, em que x̃j é a
solução obtida previamente do Passo 2. Com estes argumentos podemos definir o método
de Lagrangeano aumentado Exato (EALM).
Algoritmo EALM (Método de Lagrangeano aumentado Exato para EP(f ,C))
Passo 1: Considere a sequência limitada (γj)j∈N ⊂ R++ e um ponto inicial (x
0, λ0) ∈ R×Rm+ .
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Passo 2: Dado o ponto (xj, λj), encontre x̃j ∈ R tal que x̃j resolve o problema EP(L̃j,R), em
que L̃j é definida como
L̃j(x, y) = f(x, y) + γj〈x− xj, y − x〉+
m∑
i=1
Pi(x, y, λi, γj), (3.15)
com Pi dada como em (3.3).









para cada i ∈ {1, . . . ,m}.
Passo 4: Se (x̃j, λj+1) = (xj, λj) então pare. Caso contrário, faça
xj+1 = x̃j.
Definidos os algoritmos, vamos esclarecer um pouco as diferentes penalidades que
usaremos para definir os diferentes métodos de Lagrangeano aumentado.
Observação 3.4. Considere ψ = ψ1 e defina os algoritmos de ponto proximal dados na





realizando alguns cálculos no algoritmo IALEM descrito acima, podemos notar que obte-
mos exatamente o método de Lagrangeano aumentado definido em [16] e consequentemente
podemos recuperar a análise de convergência. Analogamente, note que se substituimos esta
penalidade, podemos definir os algoritmos IALPM e EALM definidos implicitamente em
[16]. Tendo isto claro, mencionamos que a análise de convergência que realizamos aqui
tem como foco principal, mostrar que escolhendo outra função de penalidade Pψ, a abor-
dagem realizada em [16] pode ser estendida. Isto permitirá definir novos algoritmos de
Lagrangeano aumentado que admitem derivadas de ordem superior.
Mais precisamente, a função de penalidade que usaremos para definir o método de
Lagrangeano aumentado é a penalidade exponencial dada por Pψ(s, γ, λ) = λ exp( s
γ
)− 1.
Portanto, obtemos que a função de penalidade e a atualização das variáveis duais,
nos Algoritmos IALEM, IALPM e EALM são dados por:






























Uma vez esclarecida a utilização destas penalidades para definir as diferentes vari-
antes dos algoritmos de Lagrangeano aumentado, apresentamos a análise de convergência
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para cada algoritmo, tomando como principal foco o caso da penalidade exponencial. A
abordagem será realizada para os algoritmos inexatos (IALEM ou IALPM) pois, como
vimos anteriormente o algoritmo exato EALM é um caso particular dos algoritmos ine-
xatos.
3.2 Análise de convergência
Tendo definido os métodos de Lagrangeano aumentado, as diferenças e seme-
lhanças, agora apresentamos uma análise de convergência das sequências geradas por
estes. O objetivo principal desta análise é estabelecer a relação entre os algoritmos de
ponto proximal descritos no caṕıtulo anterior e os algoritmos de Lagrangeano aumentado
definidos neste caṕıtulo. Para tal, precisamos exibir algumas propriedades entre a função
Lagrangeana descrita em (3.2) e a função f do problema EP(f, C). Esclarecemos que
embora os algoritmos sejam diferentes em alguns passos, tanto o roteiro como a maioria
dos resultados a seguir foram propostos inicialmente para o Algoritmo IALEM em [16],
considerando a penalidade quadrática, e extendidos aqui para a penalidade exponencial.
O foco principal desta análise será realizada para o caso em que a penalidade considerada
é a penalidade exponencial.
Começamos estabelecendo o seguinte resultado, dado em [16], no qual vemos que
as propriedades P1-P4 e P4’ necessárias para a convergência dos algoritmos de ponto
proximal podem ser transferidas de forma natural para a função Lagrangeana (3.2).
Proposição 3.5. Seja EP(f, C), com C dado como em (3.1). Se f satisfaz P1-P4 e P4’
em Rn × Rn, então a função lagrangeana L definida em (3.2), satisfaz P1-P4 e P4’ em
(Rn ×Rm+ )× (Rn ×Rm+ ).
Demonstração. Sejam (x, λ) e (y, µ) pontos em Rn ×Rm+ . Como f satisfaz P1-P3 e cada
função gi (1 ≤ i ≤ m) é convexa, então pela definição da função Lagrangeana dada em
(3.2) podemos ver que as propriedades P1-P3 são transferidas para a função Lagrangeana
L. Como P4 é válida para f , com constante de monotonicidade θ ≥ 0, segue de (3.2) que
L ((x, λ), (y, µ)) + L ((y, µ), (x, λ)) = f(x, y) + f(y, x) ≤ θ〈x− y, x− y〉 = θ ‖x− y‖2 ,
o que mostra que L também satisfaz P4 com a mesma constante θ que f . Final-
mente, vamos usar que f satisfaz P4’ em (Rn × Rm+ ) × (Rn × Rm+ ). Para isto, considere
(x1, λ1), . . . , (xp, λp) ∈ Rn × Rm+ e t1, . . . , tp ≥ 0, tais que
p∑
i=1
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em que utilizamos o fato de que as funções gi (1 ≤ i ≤ m) são convexas na última
desigualdade. Assim, multiplicando a desigualdade acima por t` e somando os termos































































em que a última desigualdade é válida porque f satisfaz P4’.
Sabendo que as propriedades P1-P4 e P4’ de f são transferidas para a função
Lagrangeana L definida em (3.2), então podemos pensar em resolver um problema de
equiĺıbrio dado por EP(L,Rn×Rm+ ), com os métodos de ponto proximal IPPBPM, IPPEM
e EPPM definidos no caṕıtulo anterior e, desta forma, mostrar que a sequência gerada pelo
método de ponto proximal é equivalente à sequência gerada pelo método de Lagrangeano
aumentado.
Considere a função quadrática ψ : Rn × Rm+ → R dada por ψ(x, λ) = 12(‖x‖
2 +
‖λ‖2). Note que ∇ψ(x, λ) = (x, λ) ∈ Rn×Rm+ . Assim, para z̄ = (x̄, λ̄) ∈ Rn×Rm++ fixado,
podemos definir a função de regularização dada em (2.1) adaptada à função Lagrangeana
L̂e : Rn ×Rm+ ×Rn ×Rm+ → R dada por
L̂e(z, w) = L(z, w) + γ〈∇ψ(z)−∇ψ(z̄), w − z〉 − 〈(e, 0), w − z〉. (3.17)
Se consideramos z = (x, λ) e w = (y, µ) na igualdade acima, obtemos
L̂e ((x, λ), (y, µ)) = L ((x, λ), (y, µ)) + γ〈∇ψ((x, λ))−∇ψ(x̄, λ̄), (y, µ)− (x, λ)〉 − 〈e, y − x〉
= L ((x, λ), (y, µ)) + γ〈(x− x̄, λ− λ̄), (y − x, µ− λ)〉 − 〈e, y − x〉
= L ((x, λ), (y, µ)) + γ〈x− x̄, y − x〉+ γ〈λ− λ̄, µ− λ〉 − 〈e, y − x〉. (3.18)
Note que esta função é a regularização quadrática definida em [16]. Neste artigo, os
Autores consideram esta regularização para definir os algoritmos de ponto proximal que
posteriormente relacionam com os algoritmos de Lagrangeano aumentado com penali-
dade quadrática. Seguindo estas ideias, para definir a função de regularização da função
Lagrangeana, considere a seguinte função







(λi log λi − λi + 1). (3.19)
Observe que a diferença entre esta função e a ψ considerada em [16], é que as
variáveis primais são dadas por uma função quadrática e as variáveis duais são dadas por
uma função Kullback Leibler. Desde que ∇ψ(x, λ) = (x, log λ), a função de regularização
L̂e : Rn ×Rm+ ×Rn ×Rm+ → R é definida como
L̂e((x, λ), (y, µ)) = L ((x, λ), (y, µ)) + γ〈x− x̄, y − x〉+ γ〈log λ− log λ̄, µ− λ〉 − 〈e, y − x〉.
(3.20)
Note que, com esta regularização, as propriedades mostradas nas Proposições 2.6
e 2.7 são válidas para L̂e. Como consequência, podemos reescrever os algoritmos IPPBMP
e IPPEM para resolver o problema EP(L,Rn×Rm+ ), isto é, se assumirmos que as condições
iniciais definidas no passo 1 de IPPBMP são válidas, então podemos reescrever os passos
2 e 3 como:





∈ (Rn ×Rm+ )× (Rn ×Rm) tal que (x̂j, λ̂j) resolve
EP(L̂ej ,Rn ×Rm+ ), em que L̂ej é a regularização para L na iteração j dada por:
L̂ej ((x, λ), (y, µ)) = L ((x, λ)(y, µ)) + γj〈x− xj, y − x〉
+ γj〈log λ− log λj, µ− λ〉 − 〈ej, y − x〉 (3.21)
e o vetor erro (ej, 0) ∈ Rn ×Rm, deve satisfazer




j , λ̂j), (xj , λj)) se ‖(xj , λj)− (x̂j , λ̂j)‖ < 1
σγjνψ((x
j , λj), 1) se ‖(xj , λj)− (x̂j , λ̂j)‖ ≥ 1.
(3.22)
Passo 3: Se (xj, λj) = (x̂j, λ̂j) então pare. Caso contrário, tome vj = γj[xj − x̂j] + ej, defina





∥∥x− xj∥∥2 . (3.23)
λj+1 = λ̂j. (3.24)
Analogamente, podemos considerar o Algoritmo IPPEM para resolver o problema
EP(L,Rn ×Rm+ ). Assim, os passos 2 e 3 são dados da seguinte forma:





∈ (Rn ×Rm+ )× (Rn ×Rm) tal que (x̂j, λ̂j) resolve
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EP(L̂ej ,Rn ×Rm+ ), em que L̂ej é a regularização para L na iteração j dada por:
L̂ej ((x, λ), (y, µ)) = L ((x, λ)(y, µ)) + γj〈x− xj , y − x〉+ γj〈∇ψ(λ)−∇ψ(λj), µ− λ〉 − 〈ej , y − x〉
e o vetor erro (ej, 0) ∈ Rn ×Rm deve satisfazer
∥∥(ej, 0)∥∥ = ‖e‖ ≤ σγjDψ((x̂j, λ̂j), (xj, λj))
Passo 3: Se (xj, λj) = (x̂j, λ̂j) então pare. Caso contrário, tome
xj+1 = x̂j − γ−1j ej. (3.25)
λj+1 = λ̂j. (3.26)
Observação 3.6. Note que a distância de Bregman induzida por (3.19) é dada por
Dψ((x, λ), (y, µ)) = Dψ1(x, y) + Dψ2(λ, µ), em que Dψ1 e Dψ2 são distâncias de Breg-
man induzidas por ψ1(x) =
1
2
‖x‖2 e ψ2(λ) =
m∑
i=1
(λ log λ− λ+ 1), respectivamente.
Definidos os algoritmos de ponto proximal, o objetivo a seguir será mostrar um te-
orema de equivalência, entre estes algoritmos e os algoritmos de Lagrangeano aumentado.
Antes disso, vamos precisar de alguns resultados auxiliares. Começamos apresentando a
definição par ótimo dada em [16], para o problema de equiĺıbrio EP(f, C).
Definição 3.7. Dizemos que o par (x∗, λ∗) ∈ Rn × Rm é um par ótimo para EP(f ,C)
quando





λ∗i ≥ 0, (1 ≤ i ≤ m), (3.28)
gi(x
∗) ≤ 0 (1 ≤ i ≤ m), (3.29)
λ∗i gi(x
∗) = 0 (1 ≤ i ≤ m), (3.30)
em que os conjuntos ∂Fx∗(x
∗) e ∂gi(x
∗) denotam o subdiferencial no ponto x∗ das funções
convexas Fx∗ e gi(x
∗), respectivamente.
Esta definição foi introduzida em [16] e note que coincide com as condições de
Karush Kuhn Tucker (KKT) para o problema de minimizar a função Fx∗ em um conjunto
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convexo C ⊂ Rn, com C dado como em (3.1). Por outro lado, note que não necessaria-
mente um par que cumpra as condições de KKT para o problema de minimizar a função
Fx em um conjunto convexo C é um par ótimo.
Na sequência apresentamos algumas proposições relacionadas ao problema de
equiĺıbrio EP(L,Rn×Rm+ ). Apesar de as demonstrações possúırem uma certa semelhança
às dadas em [16], iremos reescrever as provas para completude do texto e para uma melhor
organização na exposição do conteúdos que virão na sequência.
Proposição 3.8. Considere EP(f ,C) e suponha que f satisfaz P1-P3 em Rn×Rn. Então
as seguintes afirmações são equivalentes:
a) (x∗, λ∗) ∈ S(L,Rn ×Rm+ )
b) (x∗, λ∗) ∈ Rn ×Rm+ é um par ótimo para EP(f, C).
Demonstração. Suponha que (x∗, λ∗) ∈ S(L,Rn ×Rm+ ). Como f cumpre as propriedades
P1-P3, então pela Proposição 3.5, L também cumpre as mesmas propriedades. Assim,
pela Proposição 2.16 temos que (x∗, λ∗) é solução do problema
min F(x∗,λ∗)(x, λ) (3.31)
s.a. (x, λ) ∈ Rn ×Rm+ , (3.32)
em que F(x∗,λ∗)(x, λ) = L((x∗, λ∗), (x, λ)). Como o problema acima é convexo, e as res-
trições são afins, então a condição de qualificação de Slater, dada na Definição 3.1, é
satisfeita para este problema, ou seja, existe η∗ ∈ Rm tal que






∗) + η∗i = 0, (1 ≤ i ≤ m), (3.34)
η∗i ≥ 0, (1 ≤ i ≤ m) (3.35)
η∗i λ
∗
i = 0, (1 ≤ i ≤ m) (3.36)
λ∗i ≥ 0, (1 ≤ i ≤ m). (3.37)
Agora, observe que de (3.34), para cada ı́ndice i ∈ {1, . . . ,m}, η∗i = −gi(x∗) e
substituindo em (3.35) e (3.36) obtemos que gi(x
∗) ≤ 0 e λ∗i gi(x∗) = 0, respectivamente.
Assim, obtemos que as equações (3.33)-(3.37) são equivalentes à
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∗) ≤ 0, (1 ≤ i ≤ m), (3.39)
λ∗i gi(x
∗) = 0, (1 ≤ i ≤ m), (3.40)
λ∗i ≥ 0, (1 ≤ i ≤ m), (3.41)
as quais coincidem com as condições exigidas na definição de par ótimo.
Reciprocamente, supondo que (x∗, λ∗) é um par ótimo para EP(f, C), então to-
mando para cada i ∈ {1, . . . ,m}, η∗i = −gi(x∗) obtemos que as equações (3.33)-(3.37)
são satisfeitas. Agora, como o problema (3.31)-(3.32) é convexo, então as condições KKT
(3.33)-(3.37), são condições suficientes de otimalidade, e assim, (x∗, λ∗) resolve este pro-
blema. Em consequência, pela Proposição 2.16 temos que, (x∗, λ∗) ∈ S(L,Rn ×Rm+ ).
Proposição 3.9. Considere EP(f ,C) e suponha que f satisfaz P1-P3 em Rn × Rn. Se
x∗ é um minimizador de Fx∗ sobre C, com Fx∗ definida como em (2.31), e a condição
de qualificação de Slater dada como na Definição 3.1 é válida para as restrições gi que
definem o conjunto C, então existe λ∗ ∈ Rm tal que (x∗, λ∗) é um par ótimo para EP(f ,C).
Reciprocamente, se (x∗, λ∗) é um par ótimo para EP (f,C), então x∗ é um minimizador de
Fx∗ sobre C, com Fx∗ definida como em (2.31).
Demonstração. Suponha que x∗ é solução do problema
min Fx∗(x)
s.a. g(x) ≤ 0.
(3.42)
Como C cumpre a condição de qualificação de Slater, então temos que existem λ∗ ∈
Rm+ tal que as condições (3.27)-(3.30) são satisfeitas, ou seja, (x
∗, λ∗) é um par ótimo
para EP(f ,C). Reciprocamente, se (x∗, λ∗) é um par ótimo para EP(f ,C) então, por
definição, as condições (3.27)-(3.30) são válidas, que são justamente as condições KKT
para o problema (3.42). Como o problema é convexo estas condições são suficientes para
garantir que x∗ seja solução de (3.42), como queŕıamos.
Corolário 3.10. Considere EP(f, C), e suponha que f satisfaz P1-P3 em Rn × Rn.
Se (x∗, λ∗) ∈ S(L,Rn × Rm+ ) então x∗ ∈ S(f, C). Reciprocamente, se x∗ ∈ S(f, C) e
a condição de qualificação de Slater é válida, então existe λ∗ ∈ Rm+ tal que (x∗, λ∗) ∈
S(L,Rn ×Rm+ ).
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Demonstração. Suponha que (x∗, λ∗) ∈ S(L,Rn ×Rm+ ), então pela Proposição 3.8 temos
que (x∗, λ∗) ∈ Rn × Rm+ é um par ótimo para EP(f ,C) e pela Proposição 3.9 obtemos
que x∗ é minimizador de Fx∗ sobre C, que pela Proposição 2.16, equivale a dizer que
x∗ ∈ S(f, C). Reciprocamente, se x∗ ∈ S(f, C) então pela Proposição 2.16 temos que
x∗ ∈ Rn é minimizador de Fx∗ sobre C e como por hipótese a condição de qualificação
de Slater vale, então a proposição anterior garante a existência de λ∗ ∈ Rm+ tal que
(x∗, λ∗) ∈ Rn × Rm+ é um par ótimo para o problema EP(f ,C), que pela Proposição 3.8,
equivale a dizer que (x∗, λ∗) ∈ S(L,Rn ×Rm+ ).
O Corolário 3.10 nos diz que encontrar solução de EP(L,Rn × Rm+ ) é suficiente
para encontrar solução de EP(f ,C). No próximo teorema vamos mostrar que a sequência
gerada pelo Algoritmo IPPBPM para resolver EP(L,Rn×Rm+ ), coincide com a sequência
gerada por IALPM para EP(f ,C).
Teorema 3.11. Suponha que EP(f, C) satisfaz P1-P4 em Rn × Rn. Fixe a sequência
(γj)j∈N ⊂ R++ e o erro relativo com tolerância σ ∈ (0, 1). Sejam ((xj, λj))j∈N uma
sequência gerada pelo algoritmo IALPM (ou IALEM) aplicado a EP(f ,C), com erro ej ∈
Rn dado por (3.10) (ou (3.6)) e (x̄j, λ̄j)j∈N a sequência gerada pelo algoritmo IPPBPM
(ou IPPEM) aplicado ao problema EP(L,Rn ×Rm+ ) com vetor erro (ej, 0) ∈ Rn ×Rm, e
utilizando os mesmos γj’s e σ. Se (x
0, λ0) = (x̄0, λ̄0) então (xj, λj) = (x̄j, λ̄j) para todo
j ∈ N.
Demonstração. Procederemos por indução sobre j. Para j = 0 a igualdade é verdadeira
por hipótese. Suponha que o teorema é válido para algum j ∈ N, isto é, (xj, λj) = (x̄j, λ̄j).
Note que pela Proposição 2.7 o subproblema EP(L̂ej ,Rn × Rm+ ), com L̂ej dado como em
(3.21), gerado em cada iteração, do Passo 2, do Algoritmo IPPBPM tem solução única,
digamos (x̂j, λ̂j). Agora, pela Proposição 2.16, temos que (x̂j, λ̂j) resolve o problema
convexo definido por
min F̂(x̂j ,λ̂j)(x, λ) (3.43)
s.a (x, λ) ∈ Rn ×Rm+ , (3.44)
com F̂(x̂j ,λ̂j)(x, λ) = L̂ej((x̂j, λ̂j), (x, λ)). Como o problema é convexo então existe ηj ∈ Rm,
tal que:
γj[x̄





− gi(x̂j) + γj[log(λ̂ji )− log(λ̄
j
i )] = η
j
i , (1 ≤ i ≤ m), (3.46)
λ̂j ≥ 0
ηj ≥ 0, (3.47)
λ̂jiη
j
i = 0, (1 ≤ i ≤ m). (3.48)
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i )], (1 ≤ i ≤ m), obtida de
(3.46), com as equações (3.47) e (3.48) podemos eliminar a variável ηj e assim, o sistema
acima é equivalente à
γj[x̄





− gi(x̂j) + γj[log(λ̂ji )− log(λ̄
j
i )] ≤ 0, (1 ≤ i ≤ m), (3.49)
λ̂ji ≥ 0, (1 ≤ i ≤ m), (3.50)
λ̂ji
(




= 0, (1 ≤ i ≤ m). (3.51)
Novamente combinando (3.49), (3.50) e (3.51) obtemos
γj[x̄















, (1 ≤ i ≤ m).
Como pela Proposição 2.17, os pontos gerados por esta sequência sempre estão no interior









, (1 ≤ i ≤ m). (3.53)
Assim, substituindo (3.53) em (3.52) conclúımos que
γj[x̄











Por outro lado, observe que o Passo 2 do Algoritmo IALPM exige uma solução
x̃j do subproblema EP(L̃ej ,Rn), que pela Proposição 2.16 sabemos que equivale a que o
sistema não linear e não diferenciável
γj[x











seja satisfeito. Como pela hipótese indutiva xj = x̄j e λj = λ̄j, então as equações (3.55)
são equivalentes à
γj[x̄











Agora, note que se substitúımos x̃j por x̂j em (3.56) obtemos exatamente o sistema (3.54),
e portanto, x̂j ∈ S(L̃ej ,Rn). Como pela Proposição 2.7 as soluções do sistema (3.54) são
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determinadas de forma única então conclúımos que
x̂j = x̃j. (3.57)
Por outro lado, se combinamos a equação (3.12) no Passo 4 de IALPM (ou (3.8)
no algoritmo IALEM) para resolver EP(f, C), a equação (3.23) no Passo 3 do algoritmo
IPPBPM (ou (3.25) em IPPEM) para EP(L,Rn×Rm+ ), a hipótese indutiva e a igualdade
(3.57) conclúımos que xj+1 = x̄j+1.
Para a atualização das variáveis duais, basta olhar para as equações (3.26) e











, (1 ≤ i ≤ m).
Logo, comparando a última igualdade com (3.11), levando em conta (3.57) e λ̄j = λj
conclúımos que λ̄j+1 = λj+1.
Vejamos agora que o critério de parada estabelecido nos algoritmos IALEM e
IALPM está bem definido.
Proposição 3.12. Suponha que o algoritmo IALPM (ou IALEM) para em uma iteração
j. Então o vetor x̃j gerado por este algoritmo é uma solução para EP(f, C).
Demonstração. Se o algoritmo IALPM (ou IALEM) para em uma iteração j, então pelo
Passo 4 temos que (x̃j, λj+1) = (xj, λj), em que x̃j é solução do subproblema j, gerado no
Passo 2 do algoritmo IALPM (ou IALEM). Sabemos do Teorema 3.11, que x̃j ∈ S(Lej ,Rn)
se e somente se
γj[x











Note que se xj = x̃j então pelo Lema 3.2 vale que γj[x
j − x̃j] + ej = vj = 0 e
assim, obtemos que
































= 0 (1 ≤ i ≤ m).
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Portanto, obtemos que





λji ≥ 0, λ
j
igi(x̃
j) = 0, gi(x̃
j) ≤ 0, (1 ≤ i ≤ m). (3.59)
Deste modo, se combinamos (3.58) e (3.59) podemos garantir que o par (x̃j, λj)
cumpre as condições de KKT para o problema convexo de minimizar a função Fx̃j no
conjunto C e portanto, da Proposição 2.16, conclúımos que x̃j ∈ S(f, C).
Para finalizar este caṕıtulo, vamos estudar a convergência de IALEM e IALPM.
A ideia é utilizar o seguinte corolário, o qual é uma adaptação do Teorema (2.15) para
EP(L,Rn ×Rm+ ).
Corolário 3.13. Sejam EP(f ,C) com C dado como em (3.1) e f satisfazendo P1-P4,
P4’ em Rn × Rm+ . Tome (γj)j∈N ⊂ (θ, γ̄] para algum γ̄ > θ, com θ a constante dada na
hipótese P4. Seja (xj, λj)j∈N a sequência gerada pelo algoritmo IPPEM (ou IPPBPM)
aplicado a EP(L,Rn×Rm+ ). Se o problema EP(L,Rn×Rm+ ) tem solução, então a sequência
(xj, λj)j∈N resolve assintoticamente EP(L,Rn×Rm+ ) e todo ponto de acumulação (x∗, λ∗) ∈
S(L,Rn ×Rm+ ).
Demonstração. Como por hipótese f satisfaz P1-P4 e P4’ então, pela Proposição 3.5, L
também cumpre estas propriedades em (Rn ×Rm+ )× (Rn ×Rm+ ). Com isto, as hipóteses
do Teorema 2.15 se cumprem para EP(L,Rn × Rm+ ), e desta forma obtemos o resultado
desejado.
Note que no caso em que a função usada nos algoritmos de ponto proximal, para
as variáveis primal e dual, seja a função quadrática, basta usar o Corolário 3.13 para
obter convergência nos algoritmos IALEM e IALPM através do teorema de equivalência









e λ0 > 0. Analisamos o que acontece quando λji → 0, para alguma componente i. Para
este i, suponha, sem perda de generalidade que λj+1i < λ
j













< 1 o qual implica que g(x̃j) < 0,
ou seja, a sequência (x̃j)j∈N se torna viável quando j cresce. Em consequência qualquer
ponto de acumulação da sequência gerada pelo algoritmo IALEM ou IALPM cumpre as
condições (3.59).
Do ponto de vista computacional, ou seja quando os algoritmos IALEM e IALPM
são implementados, usamos como critério de parada ||xj+1 − xj|| < ε e ||λj+1 − λj|| < ε,
para algum ε > 0. Isto significa que mesmo aquelas componentes do multiplicador de
Lagrange que serão zero na solução estarão sendo satisfeitas para uma precisão ε dada. Em
outras palavras, nunca encontramos a solução exata e sim aproximada. Logo, o problema
Lagrangeano aumentado para problemas de equiĺıbrio 54
EP(L,Rn×Rm+ ) para este caso será resolvido de forma aproximanda pelo EP(L,Rn×Rmε )
para ε arbitrariamente pequeno. Assim, note que, do Corolário 3.13 e do Teorema 3.11,
obtemos convergência dos algoritmos IALPM e IALEM.
A convergência do Algoritmo IALPM é estabelecida no seguinte teorema.
Teorema 3.14. Considere EP(f ,C) e suponha que valem
i) f satisfaz P1-P4, P4’ em Rn ×Rn
ii) C é dado como em (3.1)
iii) A condição de qualificação de Slater, dada como na Definição 3.1, é válida para o
conjunto C
iv) (γj)j∈N ⊂ (θ, γ̄] para algum γ̄ > θ, com θ a constante de submonotonicidade definida
em P4.
Seja ((xj, λj))j∈N a sequência gerada pelo algoritmo IALPM para resolver EP(f ,C). Se
EP(f ,C) tem solução, então a sequência ((xj, λj))j∈N converge para algum par ótimo
(x∗, λ∗) do EP(f ,C) e consequentemente x∗ ∈ S(f, C).
Demonstração. Pelo Teorema 3.11 a sequência ((xj, λj))j∈N coincide com a sequência
gerada pelo algoritmo IPPBPM aplicado ao problema EP(L,Rn × Rm+ ). Por hipótese
EP(f ,C) tem solução e a condição de qualificação de Slater vale, então do Corolário 3.10
obtemos que EP(L,Rn × Rm+ ) também tem solução. No Corolário 3.13 mostramos que
a sequência ((xj, λj))j∈N é convergente, digamos para (x
∗, λ∗) ∈ S(L,Rn ×Rm+ ) que pela
Proposição 3.8 é um par ótimo para EP(f ,C). Assim, se utilizamos novamente o Corolário
3.10 conclúımos que x∗ ∈ S(f, C).
O Teorema 3.14 também pode ser reescrito para o algoritmo IALEM, a demons-
tração é essencialmente a mesma e por isto a omitimos. Além disso, se considerarmos
ej = 0 para todo j ∈ N no teorema anterior, então este algoritmo pode ser usado para
concluir que a sequência gerada pelo algoritmo exato EALM também converge para uma
solução do problema de equiĺıbrio EP(f ,C).
O corolário seguinte fornece uma garantia de que sempre é posśıvel resolver o
Passo 2 dos algoritmos que estamos considerando neste trabalho.
Corolário 3.15. Considere o problema EP(f ,C), com f continuamente diferenciável
satisfazendo P1-P4, P4’ em Rn ×Rn e as funções gi, 1 ≤ i ≤ m que definem o conjunto
convexo C diferenciáveis. Seja ((xj, λj))j∈N a sequência gerada pelo algoritmo IALPM
(ou IALEM). Suponha que xj não é solução de EP(f ,C) e que x̃j é solução única do
problema EP(L̃ej ,Rn), definido como em (3.9) (ou (3.5)), com ej = 0. Então existe δj > 0
tal que qualquer x ∈ B(x̃j, δj) resolve as equações (3.9) e (3.10) (ou (3.5) e (3.6)).
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Demonstração. Ver Corolário 3.13 de [16].
Este corolário estabelece que sob hipótese de diferenciabilidade sempre é posśıvel
resolver o Passo 2 do algoritmo IALPM (ou IALEM). Usaremos este fato no próximo





Como mencionamos no ińıcio do caṕıtulo anterior, o objetivo principal deste
caṕıtulo é desenvolver algoritmos que permitem resolver o Passo 2 do Algoritmo IALPM
e assim estabelecer sua implementação. Em [25], os autores apresentam dois algoritmos
para resolver o Passo 2 do Algoritmo IALEM. Neste caṕıtulo, vamos propor três esque-
mas iterativos para resolver os subproblemas de equiĺıbrio irrestritos gerados no Passo 2
do Algoritmo IALPM, utilizando as penalidades quadrática e exponencial. No primeiro
algoritmo adaptamos as mesmas ideias de [25], isto é, aplicamos o método de Newton
para resolver um sistema não linear e para os dois últimos consideramos uma adaptação
do método de projeção de subgradiente proposto em [18] para resolver os subproblemas
de forma exata, isto é, considerando ej = 0, para todo j ∈ N.
4.1 Método de Newton para resolver o Passo 2 de
IALPM
Vimos na demostração do Teorema 3.11, ou na equação (3.55) do caṕıtulo ante-
rior, que x̃j ∈ S(L̃ej ,Rn) se e somente se











j − xj], (4.1)
para o caso em que a função de penalidade seja a função exponencial. Analogamente,
para o caso da penalidade quadrática, obtemos












j − xj], (4.2)
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em que assumimos as notações, ∂Fx̃j(x̃
j) para nos referir ao subdiferencial de Fx̃j avaliado
no ponto x̃j e Fx̃j definida como em (2.31), ∂gi(x̃
j), para i = 1, 2, . . . ,m, denota o subdi-
ferencial de gi avaliado no ponto x̃
j e S(L̃ej ,Rn) é o conjunto solução de EP(L̃ej ,Rn). O
Corolário 3.15 estabelece que, sob certas condições de diferenciabilidade, podemos resolver
o Passo 2 do algoritmo IALPM em um número finito de passos, isto é, podemos garantir a
existência do par (x̃j, ej) tal que x̃j é solução de EP(L̃ej ,Rn) e ej satisfaz (3.10). Tendo em
vista este resultado, suponha que existe uma sub-rotina que resolva o j-ésimo subproblema
(3.9) gerado no Passo 2 do algoritmo IALPM com ej = 0. Através desta configuração,
são geradas soluções aproximadas x̃j,` cujos vetores erro são ej,` para ` = 1, . . .. Uma vez
que x̃j,` é calculado na iteração ` da sub-rotina, checamos se o critério dado em (3.9) é
satisfeito, para assim obter o par (x̃j,`, ej,`) como solução do Passo 2 do algoritmo IALPM.
Caso contrário, se o vetor erro ej,` não satisfaz (3.9) e (3.10) então chamamos a sub-rotina
para gerar mais uma iteração e fazemos ` = `+ 1. Em particular, se consideramos o caso
em que f e gi são diferenciáveis, então temos que x̃
j,` satisfaz
ej = γj(x̃










e no caso em que usamos a penalidade quadrática:
ej = γj(x̃











Por outro lado, se consideramos que x̃j,` é uma solução exata para o j−ésimo
subproblema, então o lado direito de (4.3) (ou (4.4)) será igual a zero. Caso contrário
x̃j,` estará próximo da solução exata e assim o lado direito de (4.3) (ou (4.4)) é não nulo
e o chamaremos de ej,`. Portanto, se ej,` satisfaz (3.10) com xj = x̃j, então tomamos
(x̃j,`, ej,`) = (xj, ej) e o algoritmo continua para o Passo 3. Caso a solução x̃j,` não seja
suficientemente boa, ou seja, não satisfaça (3.9) e (3.10), então faremos um passo adicional
na sub-rotina e o teste será repetido para os valores x̃j,`+1 e ej,`+1 obtidos da sub-rotina.
Assim, vamos trabalhar o caso em f e gi sejam funções suaves. Neste caso, resolver o Passo
2 em cada iteração de IALPM consiste em resolver uma equação não linear Gj(x) = 0,
com Gj : Rn → Rn dada por









e no caso da penalidade quadrática
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Observe que a diferença entre as equações (4.5) e (4.6) é que a penalidade Gj é
uma função cont́ınua mas dependendo da penalidade escolhida pode não ser diferenciável,






da penalidade quadrática não é diferenciável na origem,
o que impede o uso de métodos envolvendo derivadas como no caso do método de Newton.
Assim, para implementar o algoritmo IALPM utilizando a penalidade quadrática, vamos
considerar a mesma técnica apresentada em [25] para contornar a não diferenciabilidade
presente na definição de Gj em (4.6).
Para cada ı́ndice i = 1, . . . ,m consideremos a função







Como esse é o fator que aparece na definição da função Gj(x) em (4.6), que o torna não
diferenciável, a ideia é substituir (4.7) por
p̄ji (x) =

































em que t é um parâmetro real positivo. Note que a função p̄ji é uma função diferenciável
e a sua derivada, denotada por (p̄ji )





















































Assim, definimos a função diferenciável Ḡj dada por




Com esta definição, vamos ver que quando t→ 0 então temos que p̄ji se aproxima
de pji .
Proposição 4.1. Para cada i = 1, . . . ,m, sejam p̄ji e p
j




p̄ji (x) = p
j
i (x),∀i = 1, . . . ,m e ∀x ∈ Rn. (4.11)
Implementação do algoritmo 59





fixados. Observe que se −t ≤ aji ≤ t,
então temos que ∣∣∣∣ 14taji










































0, se aji < 0,
0, se aji = 0,





0, se aji ≤ 0,














Agora, estamos em condições de apresentar o método de Newton para resolver o
problema Ḡj(x) = 0, considerando Ḡj como em (4.10) ou Ḡj(x) = Gj(x) com Gj(x) dada
em (4.5).
Consideremos a seguinte hipótese, introduzida com o objetivo de garantir unici-
dade da solução no Passo 2 do algoritmo IALPM.
P7: Suponha que gi : R
n → R, para i = 1, . . . ,m, definida como em (3.1) e U : Rn → Rn
dada por
U(x) = ∇Fx(x), ∀x ∈ Rn,
são funções duas vezes continuamente diferenciáveis, em que Fx : R
n → R é dada
como em (2.31).
Lema 4.2. Suponha que a hipótese P7 é válida. Então a matriz Jacobiana de Ḡj(x), com
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Ḡj definida como em (4.10) ou (4.5), são dadas respectivamente, por





























em que In×n é a matriz identidade, J U(x) é a jacobiana de U no ponto x, e (p̄
j




são dadas como em (4.8) e (4.9) respectivamente.
Demonstração. Como gi e U são diferenciáveis, basta aplicar as propriedades de diferen-
ciação nas equações (4.10) e (4.5) para garantir o resultado desejado.
Na sequência reescrevemos o algoritmo IALPM utilizando o método de Newton
para resolver o Passo 2.
Algoritmo 4.3 (IALPMN). IALPM + Método de Newton
Dados: x0 ∈ Rn, λ0 ∈ Rm+ , t > 0, σ ∈ (0, 1), ε1, ε2 > 0, e uma sequência limitada
(γj)j∈N ⊂ (θ, γ̄] para algum γ̄ > θ, com θ a constante de submonotonicidade.
j = 0 e aux = 1.
Enquanto aux = 1
Faça ` = 0, z` = xj, aux1 = 1 e calcule Ḡj(z`) utilizando (4.10) (ou (4.5))
Enquanto aux1 = 1
Calcule JḠj(z`) utilizando (4.12) (ou (4.13)) e determine





Faça z`+1 = z` + d`
Calcule Ḡj(z`+1) como em (4.10) (ou (4.5)) e defina e` = Ḡj(z`+1).
Se
∥∥e`∥∥ ≤ min{ε2, 12σγj(min{∥∥xj − z`+1∥∥ , 1})2} ou ` > 1000
Faça aux1 = 0.
Senão
Faça ` = `+ 1.
Fim
Fim



















∥∥(xj, λj)− (z`+1, λj+1)∥∥ ≤ ε1
aux = 0
Senão Tome vj = γj(x
j − z`+1) + e`







vj e j = j + 1.
Fim
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Fim
Note que o algoritmo descrito acima possui dois laços; um interno (quando aux1 =
1) e outro externo (quando aux = 1). O laço interno utiliza o método de Newton para
resolver o sistema não linear Ḡj = 0 dado como em (4.10) (ou Gj = 0 em (4.5)), que como
sabemos é equivalente a resolver o Passo 2 de IALPM. Assim, uma vez resolvido o sistema,
vamos ao laço externo para atualizar os multiplicadores e verificar se o critério de parada
é satisfeito. Caso não se cumpra que
∥∥(xj, λj)− (z`+1, λj+1)∥∥ ≤ ε1 então utilizamos a
Observação 3.3 para atualizar o novo ponto xj+1.





Ḡj(z`), a qual depende da função de penalidade considerada. Assim, é





d` = −Ḡj(z`) seja única) e assim garantir que o Algoritmo IALPMN
está bem definido.
Teorema 4.4. Suponha que f satisfaz P1-P4, P4′ e P7, com constante de submonotoni-
cidade θ = 0 (isto é, f é monótona). Então o Algoritmo 4.3 está bem definido.
Demonstração. Vamos verificar que a matriz JḠj definida em (4.12) é definida positiva
para cada x ∈ Rn. Para isto analisaremos cada termo no somatório (4.12). Sejam t > 0,
x ∈ Rn e γj > 0 para cada j. Observe inicialmente que o primeiro termo em (4.12) γjIn×n
é uma matriz definida positiva, pois cada termo da sequência γj é positivo. Para os
termos restantes na soma basta mostrar que são semidefinidos positivos. Na Proposição
6.3 de [15], foi mostrado que se f é monótona então o operador U , dado na hipótese
P7, é monótono e da Proposição 4.1.6 de [13] conclúımos que a matriz jacobiana de U é
semidefinida positiva. Note que se −t ≤ λj + gi(x)
γj
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Somando 1
2



















é uma soma de matrizes semidefinidas positivas. Finalmente, como para 1 ≤ i ≤ m, as




é uma soma de matrizes semidefinidas positivas, tendo assim que a matriz JḠj em (4.12)
é definida positiva e consequentemente o Algoritmo 4.3 está bem definido.
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Observação 4.5. Note que o teorema anterior também é válido se consideramos a função








∇gi(x) [∇gi(x)]T é soma de
matrizes semidefinidas positivas. A convergência destes Algoritmos está garantida pois,
como vimos na Proposição 4.1, se t → 0 então p̄ji (x) → p
j
i (x) e consequentemente
xj(t) → xj, com xj(t) sendo raiz de Ḡj dado como em (4.10) e xj sendo raiz de Gj
dado em (4.6).
4.2 Método de Projeção do Subgradiente para resol-
ver o Passo 2 de IALPM
Nesta seção, apresentamos uma nova metodologia para resolver os subproblemas
gerados no Passo 2, do Algoritmo IALPM. O método que vamos utilizar é baseado em [18]
e consiste basicamente de dois passos; uma maximização inexata de uma função cont́ınua
sobre um conjunto compacto e uma projeção aproximada sobre um hiperplano que separa
o ponto calculado na maximização do conjunto solução do problema. Para o desenvolvi-
mento e convergência deste algoritmo precisamos modificar um pouco as hipóteses iniciais
da função f . Em prinćıpio vamos exigir que a função f seja cont́ınua em ambas variáveis,
e como um segundo caso, consideramos posteriormente que f seja diferenciável.
4.2.1 Método de Projeção do Subgradiente
Para este método vamos considerar que f seja uma função cont́ınua em ambas
variáveis e que satisfaça as propriedades P1-P3. Em sua forma geral este método considera
um conjunto Γ ⊂ Rn não vazio, convexo e fechado (não necessariamente da mesma forma
que C). Como em [18] consideremos o conjunto Lf (y) = {x ∈ Γ : f(y, x) ≤ 0} que gera
um problema de viabilidade convexa, denotado por (CFP), e definido como:




o qual equivale a
Encontrar x̄ ∈ Γ tal que f(y, x̄) ≤ 0, para todo y ∈ Γ.
Este problema foi introduzido em [19] como um problema auxiliar para resolver
o problema de equiĺıbrio. A relação que evidencia este fato é dada no seguinte teorema
mostrado em [18], que devido à sua importância, para o nosso trabalho, reescrevemos
aqui.
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Teorema 4.6. Seja Γ ⊂ Rn um conjunto não vazio, convexo e fechado. Considere o
problema de equiĺıbrio EP(f,Γ) dado como em (1.1), com f cont́ınua satisfazendo P1-P3.
Então o conjunto solução do problema CFP dado em (4.14) é um subconjunto do conjunto
solução do problema EP(f,Γ).
Demonstração. Seja x̄ solução de CFP e considere y ∈ Γ. Defina zt = ty + (1− t)x̄, para
cada t ∈ (0, 1). Note que zt ∈ Γ, pois Γ é convexo. Agora, combinando P1 e a convexidade
de f , na segunda variável, obtemos que
0 = f(zt, zt) ≤ tf(zt, y) + (1− t)f(zt, x̄), (4.15)
para cada t ∈ (0, 1). Assim, tomando x̄ ∈
⋂
y∈Γ
Lf (y) e zt ∈ Γ, então por definição temos
que f(zt, x̄) ≤ 0 e por (4.15) 0 ≤ f(zt, y), para todo t ∈ (0, 1). Logo, como f é cont́ınua
na primeira variável conclúımos que
0 ≤ lim
t→0
f(zt, y) = f(x̄, y),
para todo y ∈ Γ, isto é, x̄ ∈ S(f,Γ).
A rećıproca deste teorema não é necessariamente verdadeira. Para ver isto, con-
sideremos os seguintes exemplos, apresentados em [18].
1. Seja f(x, y) = (x− y)2 e Γ = [0, 1]. O conjunto solução do problema (4.14) é vazio,
enquanto que S(f,Γ) = Γ.
2. Considere f(x, y) = max{0, |x − y| − 1} e Γ = [0, 2]. Como f é não negativa em Γ
então S(f,Γ) = Γ. Por outro lado, observe que para todo x ∈ Γ− {1} existe y ∈ Γ
tal que f(x, y) > 0, assim, a solução do problema (4.14) é x = 1.
A seguinte proposição demonstrada em [14], estabelece condições suficientes para
que a rećıproca do Teorema 4.6 seja verdadeira.
Proposição 4.7. Considere f satisfazendo P1-P3 e uma dentre as hipóteses P4∗ e P4’,
então o conjunto solução de EP (f,Γ) e CFP coincidem.
Demonstração. Basta mostrar que S(f,Γ) está contido no conjunto solução do problema
CFP. Suponha inicialmente que f cumpre P4’. Tome x̄ ∈ S(f,Γ), y ∈ Γ e para cada
t ∈ (0, 1), defina zt = ty + (1− t)x̄. Por P4’,
tf(y, zt) + (1− t)f(x̄, zt) ≤ 0. (4.16)
Agora, como x̄ ∈ S(f,Γ) e zt ∈ Γ então f(x̄, zt) ≥ 0 e portanto, segue de (4.16) que
f(y, zt) ≤ 0. Logo, tomando limite e usando a continuidade de f obtemos que
lim
t→0
f(y, zt) = f(y, x̄) ≤ 0,
Implementação do algoritmo 64
para todo y ∈ Γ, ou seja, x̄ é solução de CFP. Agora, suponha que f cumpre P4∗. Tome
x̄ ∈ S(f,Γ), assim, f(x̄, y) ≥ 0 para todo y ∈ Γ e por P4∗ conclúımos que f(y, x̄) ≤ 0
para todo y ∈ Γ, ou seja, x̄ resolve CFP.
A seguir, consideramos uma propriedade importante, dada em [18], para o pro-
blema de equiĺıbrio. Nesta propriedade é dado o conceito de solução local, e a partir disto,
é mostrado que soluções locais do EP(f,Γ) são soluções globais.
Teorema 4.8. Seja f cont́ınua satisfazendo P1-P2. Se existe um aberto U ⊂ Rn e
x∗ ∈ Γ ∩ U tal que f(x∗, y) ≥ 0 para todo y ∈ Γ ∩ U então x∗ resolve EP(f,Γ).
Demonstração. Seja IΓ : R
n → R ∪ {+∞} a função indicadora de Γ, isto é,
IΓ(x) =
{
0 se x ∈ Γ
+∞ se x /∈ Γ.
Defina h : Rn → R∪{+∞} como h(y) = f(x∗, y)+IΓ(y). De P1, f(x∗, x∗) = 0 ≤ f(x∗, y),
para todo y ∈ Γ∩U e assim, h(x∗) ≤ h(y) para y ∈ U , ou seja, x∗ é minimizador local de
h em U . Além disso, como h é convexa, pois f cumpre P2 e IΓ é convexa então x
∗ é um
minimizador global de h e em particular, 0 = f(x∗, x∗) = h(x∗) ≤ h(y) = f(x∗, y) para
todo y ∈ Γ. Portanto, x∗ ∈ S(f,Γ).
Tendo em vista o problema (4.14) e sua relação com EP(f,Γ), consideramos a
seguir uma adaptação do Algoritmo 2, apresentado em [18], para resolver problemas de
viabilidade convexa (4.14) (e consequentemente o problema de equiĺıbrio) para uma função
cont́ınua f que satisfaça as hipóteses P1-P3. Como Γ ⊂ Rn é um conjunto não vazio,
convexo e fechado, podemos definir a projeção ortogonal de um ponto sobre o conjunto
Γ. Denotaremos esta função por PΓ : R
n → Γ.
Algoritmo 4.9 (SPMEP). Método de Subgradiente projetado para EP(f,Γ).
Dados α ∈ (0, 1), x0 ∈ Γ, ρ0 = ‖x0‖, ε0 ≥ 0 e r > 0. Considere duas sequências, uma de
parâmetros de relaxação (β`)`∈N ⊂ [α, 1] e outra de precisão de parâmetros (ε`)`∈N
⊂ R+ tal que ε` → 0 quando `→∞.
` = 0, aux = 1.
Enquanto aux = 1
Defina Γ` = {x ∈ Γ : ‖x‖ ≤ ρ` + r} = B(0, ρ` + r) ∩ Γ. (a)
Encontre y` ∈ Γ` tal que f(y`, x`) ≥ 0 e (b)
max
y∈Γ`
f(y, x`) ≤ f(y`, x`) + ε`
Se 0 ∈ ∂Fy`(x`) (c)
aux = 0, x`+1 = y`.
Senão tome ξ` ∈ ∂Fy`(x`), defina (d)
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` = `+ 1
fim
Observe que, para este algoritmo, o conjunto Γ` = {x ∈ Γ : ‖x‖ ≤ ρ` + r} =
B(0, ρ` + r)∩Γ em que ρ` =
∥∥x`∥∥ e r > 0, apresenta uma pequena diferença com respeito
ao algoritmo definido em [18], pois em [18] os autores consideram o conjunto Γ` = {x ∈ Γ :
‖x‖ ≤ ρ`+1} = B(0, ρ` + 1)∩Γ. Afirmamos que, embora tenha sido feita uma adaptação
no raio da bola sobre o conjunto que queremos maximizar, os resultados obtidos em [18]
continuam sendo válidos. Para esclarecer isto, vamos reescrever a análise de convergência
do algoritmo SPMEP com a adaptação feita no conjunto Γ`. Começamos esta tarefa
mostrando que o algoritmo SPMEP está bem definido.
Proposição 4.10. O algoritmo SPMEP está bem definido.
Demonstração. Sabemos que por definição a sequência (ρ`)`∈N é não decrescente, então
por definição Γ` ⊂ Γ`+1 para todo ` ∈ N. Como x0 ∈ Γ, então temos que x0 ∈ Γ0 e
portanto x0 ∈ Γ` para todo ` ∈ N, o que mostra que cada conjunto Γ` é não vazio e
compacto, pois Γ é fechado. Logo, pela continuidade de f obtemos que a função f(·, x`)
atinge seu máximo em Γ` o que garante a existência de y




f(y, x`) ≤ f(y`, x`) + ε`.
Finalmente, utilizando a convexidade de f(y`, ·) e o fato de que Γ é convexo e fechado
obtemos a unicidade na projeção exigida na atualização de x`+1.
O seguinte lema será utilizado na demonstração do teorema de convergência do
algoritmo SPMEP.
Lema 4.11. Considere f cont́ınua, satisfazendo P1-P3 e 0 6= ξ ∈ ∂Fȳ(x̄), com x̄, ȳ ∈ Γ.
Se PS : R
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Além do Lema 4.11, para o teorema de convergência do Algoritmo SPMEP, vamos
precisar da seguinte hipótese auxiliar considerada em [18].




Como mencionamos anteriormente o teorema a seguir é dado essencialmente em
[18]. Rescreveremos a prova, para evidenciar que embora modificamos o conjunto Γ` no
algoritmo SPMEP, os resultados obtidos pelos autores em [18] continuam sendo válidos.
Teorema 4.12. Sejam (x`)`∈N, (y
`)`∈N sequências geradas pelo Algoritmo SPMEP. Su-
ponha que f satisfaz P1-P3 e a hipótese A. Então ou o Algoritmo para em um passo `
e em tal caso y` é solução de EP(f,Γ), ou gera uma sequência infinita (x`)`∈N, e em tal
caso:
i) Se o conjunto solução de CFP é não vazio então (x`)`∈N converge para uma solução
de EP(f,Γ).
ii) Se EP(f,Γ) não admite solução então (x`)`∈N não é convergente.
Demonstração. Vamos discutir inicialmente o caso de terminação finita que acontece
quando 0 ∈ ∂Fy`(x`). Neste caso, pela hipótese P2, x` é um minimizador da função
Fy`(·) em Rn e em particular em Γ. Portanto, usando a relação (b) do algoritmo SPMEP
conclúımos que
0 ≤ f(y`, x`) = Fy`(x`) ≤ Fy`(w) = f(y`, w),
para todo w ∈ Γ. Assim, por definição significa que y` ∈ S(f,Γ).
(i) Suponhamos que x∗ é solução do problema CFP e sejam S` = {v ∈ Rn | 〈ξ`, v−
x`〉+f(y`, x`) ≤ 0} e PS` : Rm → S` a projeção ortogonal sobre S`. Note que x∗ ∈ S` pois,




`) e como ξ` ∈ ∂Fy`(x`), então pela definição do subgradiente
para uma função convexa obtemos 0 ≥ f(y`, x∗) ≥ f(y`, x`) + 〈ξ`, x∗− x`〉. Do Lema 4.11
segue que a sequência (z`)`∈N, definida no algoritmo SPMEP, pode ser reescrita como
z` = x` + β`[PS`(x
`)− x`], e com isto, obtemos que∥∥∥z` − x∗∥∥∥2 = ∥∥∥x` − x∗ + β`[PS`(x`)− x`]∥∥∥2
=
∥∥∥x` − x∗∥∥∥2 + 2β`〈x` − x∗, PS`(x`)− x`〉+ β2` ∥∥∥PS`(x`)− x`∥∥∥2
=
∥∥∥x` − x∗∥∥∥2 + β2` ∥∥∥PS`(x`)− x`∥∥∥2 + 2β`〈x` − x∗ + PS`(x`)− PS`(x`), PS`(x`)− x`〉
=
∥∥∥x` − x∗∥∥∥2 + β2` ∥∥∥PS`(x`)− x`∥∥∥2 − 2β` ∥∥∥x` − PS`(x`)∥∥∥2 + 2β`〈PS`(x`)− x∗, PS`(x`)− x`〉
=
∥∥∥x` − x∗∥∥∥2 + β`(β` − 2) ∥∥∥x` − PS`(x`)∥∥∥2 + 2β`〈PS`(x`)− x∗, PS`(x`)− x`〉
≤
∥∥∥x` − x∗∥∥∥2 − β`(2− β`)∥∥∥x` − PS`(x`)∥∥∥2 ,
em que a última desigualdade vale pois x∗ ∈ S`, e com isto, 〈PS`(x`)−x∗, PS`(x`)−x`〉 ≤ 0.
Agora, usando a igualdade (4.17), na desigualdade acima conclúımos que
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∥∥z` − x∗∥∥2 ≤ ∥∥x` − x∗∥∥2 − β`(2− β`)(f(y`, x`)‖ξ`‖
)2
. (4.18)
Um procedimento similar ao realizado acima para concluir a equação (4.18) pode
ser realizado para a atualização x`+1 do Algoritmo SPMEP e assim obter que
∥∥x`+1 − x∗∥∥2 ≤ ∥∥z` − x∗∥∥2 − β`(2− β`)∥∥z` − PΓ(z`)∥∥2 . (4.19)
Logo, utilizando a desigualdade (4.18) em (4.19) obtemos





∥∥x` − x∗∥∥2 , (4.20)






∥∥z` − PΓ(z`)∥∥2] ≥
0. De (4.20), obtemos que a sequência (
∥∥x` − x∗∥∥)`∈N é monótona, limitada e portanto
convergente. Além disso, a sequência (x`)`∈N é limitada e consequentemente (ρ`)`∈N
também. Assim, seja ρ∗ = sup
`∈N
ρ` o limitante superior da sequência (ρ`)`∈N. Então como
y` ∈ Γ` obtemos que
∥∥y`∥∥ ≤ ρ` + r ≤ ρ∗ + r para todo ` ∈ N, e portanto (y`)`∈N
também é uma sequência limitada. Logo, pelo algoritmo sabemos que (β`)`∈N ⊂ [α, 1],
com α ∈ (0, 1) assim,
−β`(2− β`) = −2β` + (β`)2 ≤ −2β` + β` = −β` ≤ −α.







∥∥z` − PΓ(z`)∥∥2] ≤ ∥∥x` − x∗∥∥2 − ∥∥x`+1 − x∗∥∥2 ,







∥∥z` − PΓ(z`)∥∥2 ≤ 1
α
[∥∥x` − x∗∥∥2 − ∥∥x`+1 − x∗∥∥2] . (4.21)
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Por outro lado, como as sequências (x`)`∈N ⊂ Γ e (y`)`∈N ⊂ Γ são limitadas e
ξ` ∈ ∂Fy`(x`) então pela hipótese A, (ξ`)`∈N é limitada. Logo, de (4.22) obtemos que
lim
`→∞
f(y`, x`) = 0. Agora, se (x`k)k∈N e (y
`k)k∈N são subsequências de (x
`)`∈N e (y
`)`∈N,
respectivamente, tais que x`k → x̄ e y`k → ȳ então pela continuidade de f , conclúımos
que
f(x̄, ȳ) = 0. (4.23)
Vejamos que x̄ é solução de EP (f,Γ). Com efeito, dado δ ∈ (0, r), defina C(δ) =
B(0, ρ∗+ r− δ), com ρ∗ = sup
`∈N
ρ`. Como
∥∥x`∥∥ ≤ ρ` ≤ ρ∗, para todo ` ∈ N, então tomando
limite na subsequência obtemos que ‖x̄‖ ≤ ρ∗ < ρ∗ + r − δ, isto é, x̄ ∈ C(δ) ∩ Γ. Logo,
pelo Teorema 4.8 basta mostrar que f(x̄, y) ≥ 0, para todo y ∈ Γ∩C(δ). Para isto, tome
L ∈ N tal que ρL ≥ ρ∗ − δ e assim, ρ∗ + r − δ ≤ ρ` + r, para todo ` ≥ L pois (ρ`)`∈N é
não decrescente e portanto, Γ ∩ C(δ) ⊂ Γ`, para todo ` ≥ L. Tome z ∈ Γ ∩ C(δ) então
z ∈ Γ`, para todo ` ≥ L e portanto, segue que
f(z, x`) ≤ max
y∈Γ`
f(y, x`) ≤ f(y`, x`) + ε`, ∀` ≥ L.
Logo, tomando limite na desigualdade acima sobre as subsequências (x`k)k∈N,
(y`k)k∈N e usando o fato de que f é cont́ınua e ε` → 0, obtemos que
f(z, x̄) = lim
k→∞
f(z, x`k) ≤ lim
k→∞
[f(y`k , x`k) + ε`k ] = f(x̄, ȳ) = 0, (4.24)
por (4.23). Como z é arbitrário em Γ ∩ C(δ) então a desigualdade (4.24) estabelece que
x̄ é solução do problema (4.14) no conjunto Γ ∩ C(δ) e consequentemente, pelo Teorema
4.6, x̄ é solução de EP(f,Γ∩C(δ)). Finalmente, como C(δ) é aberto e usando o Teorema
4.8, obtemos que x̄ é solução de EP(f,Γ).
Para finalizar este item, vejamos a unicidade dos pontos de acumulação da sequência





Lf (z), ou seja, f(z, x̄) ≤ 0, para todo z ∈ Γ tal que ‖z‖ ≤ ρ∗ + r − δ.
Assim, como δ ∈ (0, r) foi escolhido de forma arbitrária, então podemos concluir que
f(z, x̄) ≤ 0 para todo z ∈ Γ e ‖z‖ < ρ∗ + r e, pela continuidade de f , f(z, x̄) ≤ 0 para
todo z ∈ Γ e ‖z‖ ≤ ρ∗ + r. Agora, como y` ∈ Γ` vale que
∥∥y`∥∥ ≤ ρ` + r ≤ ρ∗ + r e




`), e assim, podemos obter a
desigualdade (4.20) com x∗ = x̄. Portanto, (
∥∥x` − x̄∥∥)`∈N é não crescente, não negativa
e possui uma subsequência que converge para zero. Logo, x` → x̄, ou seja, x̄ é o único
ponto de acumulação de (x`)`∈N.
(ii) Suponha por absurdo que (x`)`∈N converge, digamos para x
∗ ∈ Rn. Logo,
obtemos que (x`)`∈N é limitada e consequentemente como fizemos no item (i) podemos
ver que (y`)`∈N também é limitada. Agora, note que, por P1, vale que 0 = f(y
`, y`) ≥
f(y`, x`) + 〈ξ`, y` − x`〉, com ξ` ∈ ∂Fy`(x`), ou seja, y` ∈ S` para todo ` ∈ N. Assim, se
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utilizarmos novamente o mesmo racioćınio que em (i), obtemos que a desigualdade (4.21)
vale, tomando x∗ = y`. Logo, se (x∗, y∗) é um ponto de acumulação de (x`, y`)`∈N então
obtemos que f(x∗, y∗) = 0. A partir desta igualdade, o resto da prova do item anterior
pode ser feita para concluir que x∗ é solução do EP(f,Γ) o que é um absurdo.
O Algoritmo SPMEP gera duas sequências (x`)`∈N e (y
`)`∈N e o teorema anterior
garante que alguma destas convergirá para uma solução do problema de equiĺıbrio, desde
que as hipóteses sejam satisfeitas. Uma destas é que a hipótese A seja satisfeita. A
seguinte proposição é uma caracterização dessa hipótese.
Proposição 4.13. Se f : Γ × Γ → R é a restrição a Γ × Γ de uma função cont́ınua
f : U × U → R que satisfaz P1 e P2 em U × U em que U é um conjunto aberto que
contem o conjunto Γ, então f satisfaz a hipótese A.
Demonstração. Ver Proposição 4.3 de [18].
Como o objetivo desta seção é utilizar o Algoritmo SPMEP para resolver o Passo
2 do algoritmo IALPM e lembrando que este passo consiste em resolver um problema
irrestrito EP(L̃ej ,Rn), com L̃ej definida como em (3.9), então vejamos que as hipóteses do
Teorema 4.12 são satisfeitas para este problema. De fato, sabemos que se f satisfaz P1-P3,
então L̃ej também. Por outro lado, como os problemas gerados no Passo 2 são irrestritos
então a Proposição 4.13 garante que L̃ej satisfaz a hipótese A, e como consequência o
Teorema 4.12 afirma que o Algoritmo SPMEP converge para uma solução do problema
EP(L̃ej ,Rn) sempre que o conjunto solução do problema CFP seja não vazio.
Note que para resolver o problema (3.9) é preciso fornecer o vetor ej que posteri-
ormente será usado para verificar se a condição (3.10) é satisfeita. Assim, isto nos leva a
propor dois algoritmos para resolver o Passo 2 de IALPM. O primeiro destes algoritmos é
definido para funções cont́ınuas não necessariamente diferenciáveis e na sequência defini-
mos outro algoritmo para trabalhar o caso diferenciável. Para ambos algoritmos, vamos
exigir que a sequência (ej)j∈N seja a sequência nula, pois vimos que o Algoritmo SPMEP
tem a capacidade de resolver o Passo 2 do Algoritmo IALPM independentemente do va-
lor de ej e com esta escolha a condição (3.10) é satisfeita trivialmente. Por simplicidade
vamos denotar como L̃j para nos referir à função L̃ej com ej = 0, além disso, como em
(2.31), em alguns casos usaremos a notação (L̃j)y(x) em vez de L̃j(y, x).
Algoritmo 4.14 (IALPMP). IALPM + Método Do Subdiferencial Projetado.
Dados: x0 ∈ Rn, λ0 > 0, ε1 > 0, ε2 > 0, α ∈ (0, 1) e uma sequência limitada
(γj)j∈N ⊂ (θ, γ̄] para algum γ̄ > θ, com θ a constante de submonotonicidade.
j = 0 e aux = 1.
enquanto aux = 1
Sejam ` = 0, r > 0, aux1 = 1, z` = xj, ρ` =
∥∥z`∥∥, (ε`)`∈N ⊂ (0,+∞) e β` ⊂ [α, 1].
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enquanto aux1 = 1
Defina Γ` = {x ∈ Rn : ‖x‖ ≤ ρ` + r} = B(0, ρ` + r).
Encontre y` ∈ Γ` tal que L̃j(y`, z`) ≥ 0 e
max
y∈Γ`
L̃j(y, z`) ≤ L̃j(y`, z`) + ε`
Se 0 ∈ ∂(L̃j)y`(z`) = ∂L̃j(y`, z`)
aux = 0, z`+1 = y`.
Senão tome ξ` ∈ ∂(L̃j)y`(z`), e atualize

















Tome ` = `+ 1.
fim


























Note que neste algoritmo colocamos de forma impĺıcita, na função L̃, o tipo de
penalidade que define o método, isto é, escolhida a penalidade, quadrática ou exponencial
definimos a função L̃. Além disso, a atualização das variáveis duais λj+1 é determinada de
acordo com a penalidade escolhida. No Algoritmo 4.14 foram feitas algumas simplificações
tanto no Algoritmo interno SPMEP como no externo IALPM, além de definir os critérios
de parada no algoritmo interno. As simplificações foram feitas na definição do conjunto Γ`
e na atualização da sequência (x`)`∈N; a primeira, deriva-se do fato de que os subproblemas
gerados (3.9) são irrestritos e a segunda, combina o fato de que ej = 0 para todo j com
a observação 3.3, pois neste caso
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em que vj = γj(x
j − z`+1).
Os critérios de parada do algoritmo interno foram estabelecidos levando em conta
o Teorema 4.12 e a igualdade
∥∥z`+1 − z`∥∥ = β` L̃j(y`, z`)‖ξ`‖ , além da já mencionada condição
inicial ej = 0, para todo j ∈ N, pois neste caso, ambas equações (3.9) e (3.10) se reduzem a
encontrar uma solução do EP(L̃j,Rn) e qualquer solução encontrada para uma tolerância
ε2 suficientemente pequeno.
Teorema 4.15. Considere EP(f ,C) e suponha que f é cont́ınua e satisfaz P1-P5, com
θ = 0, isto é, f é monótona. Então a sequência (xj)j∈N gerada pelo algoritmo IALPMP
converge para uma solução de EP(f ,C) se este tem solução.
Demonstração. A prova segue do fato de que ej = 0 para todo j, e dos Teoremas 3.14 e
4.12.
O algoritmo que acabamos de descrever tem a vantagem de resolver problemas
de equiĺıbrio não diferenciáveis. No entanto, no restante desta seção realizaremos um
estudo para o caso em que as funções f e g envolvidas em EP(f ,C) são continuamente
diferenciáveis. Sabemos que dado ρ` =
∥∥z`∥∥ com z` ∈ Rn, o problema
Encontre y` ∈ Γ` tal que max
y∈Γ`
L̃j(y, z`) ≤ L̃j(y`, z`) + ε`, (4.25)
com Γ` = B(0, ρ` + r) e r > 0, definidos no algoritmo interno IALPMP, tem que ser
resolvido a cada passo juntamente com a condição adicional L̃j(y`, z`) ≥ 0. Esta última
condição é satisfeita quando obtemos uma solução exata do problema de maximização
(4.25), pois, se y` é solução deste problema então L̃j(y`, z`) ≥ L̃j(y, z`) para y ∈ B(0, ρ` + r)
e como por definição z` ∈ B(0, ρ` + r) então de P1 conclúımos que L̃j(y`, z`) ≥ L̃j(z`, z`) =
0. Devido a que (4.25) é um problema de otimização, então temos que definir uma fer-
ramenta que permita resolvê-lo, considerando as hipóteses P1-P3, para a função L̃j que
queremos maximizar. Embora existam Softwares como Matlab que possui ferramentas
como fmincon para resolver problemas de otimização com restrições de maneira efici-
ente, vamos explorar um pouco mais as hipóteses P1 - P3 no caso diferenciável. Como
em (4.25) é exigida uma solução aproximada, então podemos considerar a aproximação
linear da função objetivo ao redor do ponto z`, pois este ponto está fixado no problema.
Usando P1 temos que L̃j(z`, z`) = 0 então pela diferenciabilidade da função L̃j(·, z`) po-
demos esperar que para pontos próximos de z` a função objetivo cresça e assim obter um
candidato que resolva (4.25) e cumpra L̃j(y`, z`) ≥ 0. Em consequência, obteŕıamos uma
reformulação bem mais simples do problema (4.25) dada por
max
y∈C̃`
(∇1L̃j(z`, z`))T (y − z`), (4.26)
em que z` ∈ Rn, ∇1L̃j(z`, z`) denota o gradiente da função L̃j com respeito à primeira
Implementação do algoritmo 72
variável avaliado no ponto z` e C̃` ⊂ Γ` é um conjunto tal que z` está em seu interior.
Por exemplo, se r > 0 é escolhido tal que a cada iteração r ≥
∥∥z`∥∥ + 1 = ρ` + 1, então
B(0, 2ρ` + 1) ⊂ Γ` = B(0, ρ` + r) e portanto basta considerar C̃` = B(z`, ω`), em que
0 < ω` ≤ ρ` + 1 ≤ r. Com esta escolha, obtemos que o problema (4.26) tem uma solução
anaĺıtica dada por
y` = z` +
ω`∥∥∥∇1L̃j(z`, z`)∥∥∥∇1L̃j(z`, z`). (4.27)
Esta solução, depende da escolha do valor ω` em cada passo, isto é, ω` será escolhido tal
que (4.25) e a condição L̃j(y`, z`) ≥ 0 sejam satisfeitas. Assim, vamos definir uma versão
do algoritmo IALPMP para o caso diferenciável.
Algoritmo 4.16 (IALPMG). IALPM + Método Do Gradiente.
Dados: x0 ∈ Rn, λ0 > 0, ε1 > 0, ε2 > 0, α ∈ (0, 1) e uma sequência limitada
(γj)j∈N ⊂ (θ, γ̄] para algum γ̄ > θ, com θ a constante de submonotonicidade.
j = 0 e aux = 1.
Enquanto aux = 1
Sejam ` = 0, aux1 = 1, z` = xj, ρ` =
∥∥z`∥∥, ω` ∈ (0, ρ` + 1], e β` ⊂ [α, 1].
Enquanto aux1 = 1
Calcule y` = z` +
ω`∥∥∥∇1L̃j(z`, z`)∥∥∥∇1L̃j(z`, z`)
Se L̃j(y`, z`) ≥ 0
Se ∇(L̃j)y`(z`) = ∇L̃j(y`, z`) = 0
aux1 = 0, z`+1 = y`
Senão tome ξ` = ∇(L̃j)y`(z`), e atualize









< ε2 ou ` > 10000
aux1 = 0
fim




Escolha ω`+1 ∈ (0, ρ`+1 + 1].
Faça ` = `+ 1
fim
Senão
ω` = ω`/2 (poderia ser ω` = (η ∗ ω`) com η ∈ (0, 1))
fim
fim
Atualize para cada 1 ≤ i ≤ n,
























j = j + 1.
fim
Note que este algoritmo é um caso particular diferenciável do IALPMP, então
sua convergência é garantida pelo Teorema 4.15. Além disso, observe que foi estabelecido
de forma impĺıcita que r é suficientemente grande e tal que r ≥ ρ` + 1 para cada ` ∈ N,
deixando assim, como única dificuldade a escolha de ω` que usamos em cada iteração, pois
dependendo da escolha deste valor podemos obter ou não uma solução aproximada do sub-
problema (4.26) gerado no laço interno. Também salientamos que a principal vantagem
do algoritmo IALPMG é que não vamos precisar de nenhuma ferramenta adicional, ou
seja, uma vez definidas as sequências e parâmetros iniciais o algoritmo só precisa realizar
operações básicas, isto é, adição, multiplicação e divisão, que diferentemente do algoritmo
em sua forma pura, IALPMP, não precisaremos escolher outro algoritmo externo para
resolver o problema de maximização aproximada, nem resolver um sistema não linear e
com cálculos da Jacobiana como é o caso de IALPMN. Sendo assim, obtemos teorica-
mente uma vantagem sobre os dois primeiros algoritmos, especialmente para problemas
de grande porte. Desta forma, esperamos que para uma boa escolha de ω`, em cada passo,
possamos obter um algoritmo de Lagrangeano aumentado competitivo do ponto de vista
computacional.
No próximo caṕıtulo realizaremos testes numéricos para os Algoritmos IALPMN,
IALPMG e IALPMP, utilizando a penalidade quadrática e exponencial. Os dois primeiros
serão usados para resolver problemas de equiĺıbrio com funções diferenciáveis e o último
para o caso não diferenciável. Os problemas considerados em nossos testes podem ser
encontrados em [8, 24, 25, 26, 29].
Caṕıtulo 5
Testes Numéricos
Nesta seção apresentaremos o desempenho numérico dos Algoritmos de Lagran-
geano aumentado para resolver os problemas de equiĺıbrio, descritos no Caṕıtulo 4. Para
obter os resultados numéricos, utilizamos o software Matlab como linguagem de pro-
gramação. Os resultados obtidos dos Algoritmos IALPMN, IALPMP e IALPMG foram
disponibilizados em tabelas, seguidas de alguns comentários. Para diferenciar os algorit-
mos com penalidade exponencial dos algoritmos com penalidade quadrática vamos consi-
derar o sub́ındice e nestas tabelas.
Em todos os algoritmos consideramos os valores ε1 = 10
−4 e ε2 = 10
−8 como
tolerância mı́nima para aceitar uma solução, ou seja, no caso IALPMN, uma solução do







∥∥xj − z`+1∥∥ , 1})2} ,
é satisfeita. Ao passo que nos algoritmos IALPMP e IALPMG uma solução é aceita
quando a desigualdade ∥∥z`+1 − z`∥∥ = β` L̃j(y`, z`)‖ξ`‖ < ε2
se cumpre. Além disso, interrompemos o algoritmo se a solução não foi encontrada na
precisão dada, após 1000 iterações para IALPMN e 10000 para IALPMG e IALPMP.
Finalmente, dizemos que o algoritmo encontra uma solução para EP(f ,C) quando
||(z`+1, λj+1)− (xj, λj)|| ≤ ε1,
com z`+1 obtido como solução no algoritmo interno.
A seguir vamos considerar seis problemas para testar e comparar o desempenho
entre os algoritmos IALPMN, IALPMP e IALPMG. Os primeiros três problemas se refe-
rem a problemas de equiĺıbrio de Nash generalizado, em que na verdade, os dois primeiros
são problemas de poluição de bacias hidrográficas [8, 24, 26, 29] e o terceiro é uma va-
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riante do modelo de comunicação de internet (the internet switching model) introduzido
por Kesselman em [21]. Todos estes exemplos podem ser reformulados como problemas de
equiĺıbrio. Os problemas quatro e cinco são quadráticos tratados em [25, 29] e finalizamos
com um problema não diferenciável analisado em [29].
O problema de equiĺıbrio de Nash generalizado é um jogo não cooperativo com
N jogadores em que cada jogador i controla a sua variável de decisão dada por xi ∈ Rni .
As variáveis de decisão para os demais jogadores são dadas por
x−i =
(




x = (xi, x−i) =
(
x1, . . . , xi−1, xi, xi+1, . . . , xN
)
⊂ X,
denota as variáveis de todos os jogadores, sendo X um subconjunto convexo e fechado de
Rn, em que n =
N∑
i=1






s.a. xi ∈ Xi(x−i),
em que Xi(x
−i) ⊂ Rni é o conjunto estratégia do jogador i e θi é a função perda do jogador
i, para cada i = 1 . . . , N . Nos exemplos seguintes, consideramos o conjunto X como
X = {x ∈ Rn : gk(x) ≤ 0, ∀k = 1, . . . ,m}, (5.2)
com gk : R
n → R funções convexas para cada k = 1, . . . ,m. Sabemos de [8, 26] que
o problema de equiĺıbrio de Nash generalizado pode ser escrito como um problema de
desigualdade variacional (consequentemente como um problema de equiĺıbrio) que tem a




〈∇xiθi(x), yi − xi〉 e C = X, (5.3)
com X dado como em (5.2).
Desta forma, consideremos o problema de poluição de bacias hidrográficas escrito
como um problema de equiĺıbrio Nash generalizado, o qual pela análise feita acima pode
ser reescrito como um problema de equiĺıbrio. Este problema é muito importante e tem
sido muito estudado na literatura. Ver, por exemplo, [24, 25, 29].
Exemplo 5.1. Consideremos o problema de equiĺıbrio de Nash, para 3 jogadores i =
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i(x1 + x2 + x3)− bixi i = 1, 2, 3, (5.4)
em que c1 = c3 = 0.01, c2 = 0.05, d1 = 0.01, b1 = 2.90, b2 = 2.88 e b3 = 2.85. As
restrições gi definidas em (5.2) são dadas por g1(x) = 3.25x
1 + 1.25x2 + 4.125x3 − 100 e
g2(x) = 2.291x
1 + 1.5625x2 + 2.8125x3 − 100. Com estes dados obtemos que a bifunção
de equiĺıbrio pode ser escrita na forma (5.3) como
f(x, y) = 〈Ax− b, y − x〉, (5.5)
em que
A =
2(c1 + d1) d1 d1d1 2(c2 + d1) d1
d1 d1 2(c3 + d1)
 =











Neste exemplo, consideramos como pontos iniciais x0 = [5, 9, 3]T e λ0 = [1, 1.5]T .
O resto dos parâmetros foram escolhidos como, t = 0.1, σ = 0.5, β` = 1, para todo `, e a
sequência (γj)j∈N foi tomada como uma sequência constante em todos os Algoritmos, isto
é, γj = 1/250 para IALPMN e γj = 1/2 para IALPMG e IALPMP. Salientamos que os
algoritmos também resolvem o problema da poluição para outros valores de γ, mas aqui
simplesmente selecionamos estes valores pois observamos que com eles, os algoritmos têm
uma melhor performance. O valor de r foi escolhido como sendo r = 1 para IALPMP
(note que com esta escolha o algoritmo é o definido em [18]) e ω` =
∥∥z`∥∥+1 para IALPMG.
A Tabela 5.1 a seguir mostra os resultados obtidos para este problema. Na pri-
meira coluna representamos o nome do método utilizado para resolver o problema, mais
precisamemte, usamos IALPMN, IALPMG e IALPMP para nos referir aos métodos de
Lagrangeano aumentado com penalidade quadrática e IALPMNe, IALPMGe e IALPMPe
para os métodos de Lagrangeano aumentado com penalidade exponencial. A segunda
coluna mostra a solução obtida por cada algoritmo. As colunas três e quatro são, res-
pectivamente, o número de iterações externas e internas empregado pelos algoritmos para
encontrar a solução. A última coluna mostra o tempo, em segundos, empregado para
resolver o problema considerado. Lembrando que uma das diferenças entre os Algoritmos
IALPMG e IALPMP é dada pela forma em que o problema de maximização aproximado
(4.25) é resolvido, ou seja, no Algoritmo IALPMG empregamos a aproximação linear des-
crita no caṕıtulo anterior e para o Algoritmo IALPMP utilizamos a ferramenta FMINCON
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dispońıvel em Matlab para resolver os problemas de otimização gerados como subproble-
mas de IALPMP.
Algoritmo Solução obtida pelo Iterações Iterações Tempo
Algoritmo Externas Internas
IALPMN [21.143, 16.028, 2.727]T 4 7 0.04
IALPMNe [21.144, 16.028, 2.727]T 153 216 0.04
IALPMG [21.103, 16.029, 2.758]T 380 3648 0.32
IALPMGe [21.143, 16.027, 2.727]T 160 31386 0.98
IALPMP [21.016, 16.030, 2.827]T 252 4585 41.81
IALPMPe [21.137, 16.028, 2.731]T 267 9090 61.38
Tabela 5.1: Resultados do Exemplo 5.1
Nos resultados obtidos na Tabela 5.1 podemos observar que os algoritmos IALPMN
e IALPMNe foram os algoritmos com melhor desempenho. Apesar de IALPMG e IALPMGe
ter realizado muitas iterações internas e externas para encontrar a solução, devemos sali-
entar que este algoritmo ainda pode ser considerado uma boa alternativa para problemas
diferenciáveis, pois, este algoritmo emprega apenas operações básicas (soma, multiplicação
e divisão) enquanto nos outros dois algoritmos precisamos ou resolver um sistema linear
que envolve a cálculo de Hessiana (no caso de IALPMN e IALPMNe) ou resolver um
problema de maximização (caso de IALPMP e IALPMPe). Evidenciamos esta afirmação
no seguinte exemplo.
Exemplo 5.2. Como em [25] vamos considerar uma generalização do Exemplo 5.1. Au-
mentamos o número de jogadores para N e o número de restrições para m. A função a








− vkxk ∀ k = 1, . . . , N,
com, β = 0.01 e uk, vk ∈ R para cada k = 1, . . . , N . Consideramos m restrições, que
representam as constantes de emissão de poluição, definidas pelo sistema Ax ≤ b, onde
A ∈ Rm×N e b ∈ Rm. O multiplicador de Lagrange inicial λ0, a matriz A, o vetor b e
os escalares uk e vk foram gerados de maneira aleatória. Tomamos como ponto inicial
x0 = [1, . . . , 1]T ∈ RN . O resto dos parâmetros foram escolhidos como, t = 0.1, σ = 0.5,
β` = 0.75 para todo ` e a sequência (γj)j∈N foi tomada como uma sequência constante
γj = 1/250 para os algoritmos IALPMN e IALPMG e para IALPMNe e IALPMGe usamos
γ0 = 10000 e γk = 1/250. Exclúımos deste teste o Algoritmo IALPMP pelo fato de o
mesmo não ter obtido um bom desempenho para 3 jogadores, e assim, para N jogadores
acreditamos que seu desempenho seria ainda pior.
Apresentamos na Tabela 5.2 os resultados obtidos com os algoritmos IALPMN,
IALPMNe, IALPMG e IALPMGe. Como no exemplo anterior para 3 jogadores, a primeira
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coluna indica o algoritmo implementado. As colunas dois e três, representam respectiva-
mente, o número de jogadores e restrições de cada problema. As colunas quatro e cinco
fornecem informações sobre o número de iterações internas e o número de iterações exter-
nas, respectivamente. A última coluna indica o tempo em segundos empregado por cada
algoritmo para resolver o problema.
Algoritmo N m Iterações Iterações Tempo
externas Internas
IALPMN 10 5 2 3 0.03
IALPMNe 3 5 0.01
IALPMG 2 126 0.05
IALPMGe 3 389 0.04
IALPMN 30 20 3 4 0.03
IALPMNe 4 6 0.02
IALPMG 3 548 0.11
IALPMGe 4 510 0.05
IALPMN 50 10 4 5 0.03
IALPMNe 6 8 0.03
IALPMG 4 1367 0.22
IALPMGe 4 441 0.09
IALPMN 100 10 5 6 0.06
IALPMNe 7 9 0.09
IALPMG 4 2190 0.34
IALPMGe 4 472 0.11
IALPMN 200 20 3 4 0.12
IALPMNe 6 8 0.11
IALPMG 3 821 0.35
IALPMGe 3 110 0.09
IALPMN 1000 20 4 6 21.2
IALPMNe NR NR NR
IALPMG 6 1839 0.94
IALPMGe NR NR NR
IALPMN 1000 100 6 24 85.3
IALPMNe NR NR NR
IALPMG 16 161 0.18
IALPMGe NR NR NR
IALPMN 2000 100 6 14 384.9
IALPMNe NR NR NR
IALPMG 11 13543 14.1
IALPMGe NR NR NR
Tabela 5.2: Resultados do Exemplo 5.2
Na Tabela 5.2 podemos observar que para os problemas em que o número de
jogadores e restrições, é pequeno, o Algoritmo IALPMN tem desempenho melhor do
que o algoritmo IALPMG. Além disso, para problemas com maior dimensão podemos
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observar que ocorre o contrário, isto é, o desempenho do Algoritmo IALPMG é superior
ao do IALPMN. Por outro lado, nos algoritmos IALPMGe e IALPMNe note que nos
problemas de dimensão maior usamos as letras NR para indicar que problema não foi
resolvido pelo método. Uma justificativa do porque isto acontece é que no caso em que
usamos a penalidade exponencial notamos que os pontos encontrados nas iterações não
podem ser muito inviáveis nem os valores da sequência (γj)j∈N ser muito pequenos. Mais
precisamente, é dificil controlar numericamente este parâmetro neste algoritmo, quando
os valores dados são aleatórios. Um exemplo simples em que podemos notar a diferença
entre essas penalidades é que supondo que em uma determinada iteração j, λji = 1 e x
j é
um ponto inviável tal que o valor de uma restrição associado ao indice i é gi(x
j) = 5. Se
consideramos o valor γj = 1/250, note que no caso em que usamos a penalidade quadrática
o valor g(xj)/γj = 1250 e assim, o valor do termo max{0, λj + g(xj)/γj} = 1251. Porém,
quando usamos a apenalidade exponencial notamos que ao calcularmos em Matlab o
termo λj exp(g(xj)/γj) = +∞. Isto sugere que os algoritmos com penalidade quadrática
têm mais estabilidade numérica do que os que usam penalidade exponencial. Uma sáıda
para este problema numérico é utilizar um procedimento semelhante ao de otimização
ordinária, ou seja, fazer um ajuste quadrático à penalidade exponencial. Fazemos mais
comentários sobre isso na seção de trabalhos futuros.
Exemplo 5.3. O seguinte problema é apresentado em [9] como um problema de equiĺıbrio
de Nash para N jogadores. A função objetivo para este problema é dada por:
θi(x) =
−xi
x1 + . . .+ xN
(
1− x




para todo i = 1, . . . , N e B constante. Para este problema, e por questões de comparação,
consideramos os mesmos valores de [9], ou seja B = 1 e N = 10. Por (5.3) obtemos que




〈∇xiθi(x), yi − xi〉,
em que ∇xiθi(x) = 1 −
1
x1 + . . . , x10
+
xi
(x1 + . . .+ x10)2
. As restrições para o primeiro
jogador são dadas por 0.3 ≤ x1 ≤ 0.5 e para o restante dos jogadores consideramos que
x1 + . . . + x10 ≤ 1 e xi ≥ 0.01 i = 2, . . . , 10. A sequência de parâmetros de penalidade
foi escolhida de acordo com o método usado na implementação, isto é, para os algoritmos
IALPMN e IALPMG, com penalidades quadráticas, tomamos γ0 = 1 e γj = 1/250 para
todo j ∈ N e para os métodos IALPMNe e IALPMGe, os quais usam a penalidade
exponencial, tomamos γ0 = 1 e γj = 1/2 para todo j ∈ N. Além disso, neste exemplo,
consideramos no algoritmo IALPMG, para o caso da penalidade quadrática, β` = 0.1,
para todo ` ∈ N e para o caso da penalidade exponencial β` = 0.75, para todo ` ∈ N.
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Este problema foi testado em cada algoritmo de acordo com o estabelecido em [9], isto
é, consideramos 3 pontos iniciais dados na Tabela 5.3 e em cada método o multiplicador
inicial escolhido foi λ0 = [1, . . . , 1]T ∈ R12. A solução determinada por todos os métodos
testados e para todos os pontos iniciais foi
x∗ = [0.3000, 0.0694, 0.0694, 0.0694, 0.0694, 0.0694, 0.0694, 0.0694, 0.0694, 0.0694]T
os demais resultados referentes ao número de iteraçõs e tempo estão dispońıveis da terceira
à quinta colunas da Tabela 5.3.
Algoritmo Ponto inicial Iterações Iterações Tempo
externas iternas
IALPMN 0.01 ∗ [1, . . . , 1]T 3 12 0.05
IALPMNe 0.01 ∗ [1, . . . , 1]T 19 40 0.05
IALPMN 0.1 ∗ [1, . . . , 1]T 3 9 0.04
IALPMNe 0.1 ∗ [1, . . . , 1]T 19 37 0.05
IALPMN [1, . . . , 1]T 3 12 0.05
IALPMNe [1, . . . , 1]T 19 47 0.06
IALPMG 0.01 ∗ [1, . . . , 1]T 4 260 0.08
IALPMGe 0.01 ∗ [1, . . . , 1]T 31 940 0.27
IALPMG 0.1 ∗ [1, . . . , 1]T 4 304 0.09
IALPMGe 0.1 ∗ [1, . . . , 1]T 35 827 0.23
IALPMG [1, . . . , 1]T 5 373 0.09
IALPMGe [1, . . . , 1]T 36 1384 0.39
Tabela 5.3: Resultados do Exemplo 5.3.
Note que, de acordo com a escolha do ponto inicial, o número de iterações aumenta
na medida que nos aproximamos do valor [1, . . . , 1]T . Além disso, obtemos que o melhor
desempenho, como no exemplo anterior, foi obtido no algoritmo IALPMN, independente
da penalidade escolhida.
Exemplo 5.4. Neste exemplo consideramos dois problemas de equiĺıbrio quadráticos que
denotaremos por EP(fi, C), i=1,2, os quais também foram descritos e implementados
em [25, 29, 30]. As bifunções de equiĺıbrio que definem os problemas são dadas por
fi(x, y) = 〈Pix+Qy + q, y − x〉, em que
P1 =

3.1 2 0 0 0
2 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0
0 0 0 0 2
 , P2 =

3.1 2 0 0 0
2 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0





1.6 1 0 0 0
1 1.6 0 0 0
0 0 1.5 1 0
0 0 1 1.5 0
0 0 0 0 2








O conjunto de restrições para este problema é dado por
C = {x ∈ R5 :
5∑
k=1
xk ≥ −1, −5 ≤ xk ≤ 5, k = 1, . . . , 5}. (5.7)
Os valores iniciais considerados para este exemplo foram x0 = [1, 3, 1, 1, 2]T e
λ0 = [1, . . . 1]T ∈ R11. Note que cada restrição de caixa em (5.7) é transformada em duas
restrições de desigualdade. Os parâmetros escolhidos para estes problema foram, t = 0.1,
σ = 0.5, β` = 0.75 para todo ` e, como no exemplo anterior, a sequência (γj)j∈N foi
tomada como a sequência γ0 = 1 e γj = 1/250, para todo j ≥ 1, para os três algoritmos
testados. As Tabelas 5.4 e 5.5 exibem os resultados numéricos para cada problema, sendo
que o significado das colunas são os mesmos das tabelas anteriores.
Algoritmo Solução obtida pelo Iterações Iterações Tempo
Algoritmo externas iternas
IALPMN [−0.725, 0.803, 0.720,−0.867, 0.250]T 2 6 0.03
IALPMNe [−0.725, 0.803, 0.720,−0.867, 0.250]T 3 6 0.01
IALPMG [−0.725, 0.803, 0.720,−0.867, 0.250]T 3 59 0.04
IALPMGe [−0.725, 0.803, 0.720,−0.867, 0.250]T 3 178 0.03
IALPMP [−0.725, 0.803, 0.720,−0.867, 0.250]T 3 47 1.84
IALPMPe [−0.725, 0.803, 0.720,−0.867, 0.250]T 3 63 1.95
Tabela 5.4: Resultados do Exemplo 5.4 associado com EP(f1;C)
Algoritmo Solução obtida pelo Iterações Iterações Tempo
Algoritmo externas iternas
IALPMN [−0.725, 0.803, 0.720,−0.867, 0.200]T 2 6 0.03
IALPMNe [−0.725, 0.803, 0.720,−0.867, 0.200]T 3 6 0.01
IALPMG [−0.725, 0.803, 0.720,−0.867, 0.200]T 3 59 0.04
IALPMGe [−0.725, 0.803, 0.720,−0.867, 0.200]T 3 178 0.05
IALPMP [−0.725, 0.803, 0.720,−0.867, 0.200]T 3 58 1.87
IALPMPe [−0.725, 0.803, 0.720,−0.867, 0.200]T 3 63 1.99
Tabela 5.5: Resultados do Exemplo 5.4 associado com EP(f2;C)
Como podemos observar nas colunas três, quatro e cinco das Tabelas 5.4 e 5.5, os
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algoritmos IALPMN e IALPMG têm tempos similares, embora o número de iterações em-
pregado por cada algoritmo sejam diferentes. Por outro lado, diferentemente do exemplo
anterior, o Algoritmo IALPMP obteve um desempenho razoável. Porém, quando compa-
rado com os tempos de IALPMN e IALPMG observamos que o mesmo continua sendo o
mais lento.
Exemplo 5.5. Neste exemplo, consideramos uma generalização do Exemplo 5.4. As ma-
trizes Pi, Q e o vetor q foram geradas de maneira aleatória, mantendo um formato similar
de esparsidade. Os valores iniciais para cada problema são dados por x0 = [1, . . . , 1]T ∈
RN , λ = [1, . . . , 1]T ∈ R2N+1, a sequência foi escolhida como γ0 = 1 e para j ≥ 1,
γj = 1/250 para IALPMN, IALPMG e γj = 1/2 para IALPMNe e IALPMGe. Note
que, o número de restrições, seguindo a definição do C em (5.7), é m = 2N + 1. Os
resultados numéricos são apresentados na Tabela 5.6 a seguir e, assim como no Exemplo
5.2, exclúımos dos testes o Algoritmo IALPMP.
A Tabela 5.6 mostra que o número de iterações executadas pelos algoritmos
IALPMG e IALPMGe são maiores do que o número de iterações executadas pelos al-
goritmos IALPMN e IALPMNe, respectivamente. Porém, como no exemplo 2, vemos que
em relação ao tempo de CPU não são muito diferentes.
Exemplo 5.6. Para finalizar, consideremos o seguinte exemplo não diferenciável, apre-
sentado em [29]. Este problema é definido pela bifunção f(x, y) = |y1| − |x1| + y22 − x22
e o conjunto de restrições C = {x ∈ R2 : x1 + x2 ≤ 1,−x1 − x2 ≤ −1, x1 ≥ 0, x2 ≥ 0}.




) e para verificar isto, aplicamos os Algoritmos
IALPMP e IALPMPe. Neste caso, utilizamos a ferramenta FMINCON para resolver o
subproblema de maximização aproximada. Note que o subdiferencial da bifunção f com
respeito à segunda variável é dado por
∂Fx(y) =

(1, 2y2) se y1 > 0,
([−1, 1], 2y2) se y1 = 0,
(−1, 2y2) se y1 < 0.
Lembrando que Fx(y) = f(x, y). Para este exemplo consideramos λ
0 = [1, 1, 1, 1]T como
valor do multiplicador inicial, γj = 0.25 para todo j, α = β = 0.75 e r = 1. Na Tabela
5.7 exibimos os resultados para diferentes valores de x0.
Note que uma das vantagens do método de Lagrangeano aumentado com respeito
ao algoritmo apresentado em [29], para resolver este problema, é que aqui não precisamos
considerar que o valor inicial x0 esteja no conjunto viável C o que é exemplificado pelos
quatro valores iniciais diferentes. Os dois primeiros valores foram tomados de [29] e
portanto observe que eles estão no conjunto viável. Os dois últimos foram escolhidos com
a intenção de mostrar que o Algoritmo IALPMP obtém a solução desejada, mesmo que o
valor inicial não esteja dentro do conjunto viável C.
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Algoritmo N m Iterações Externas Iterações Internas Tempo
IALPMN 10 21 2 6 0.04
IALPMNe 3 4 0.04
IALPMG 2 33 0.08
IALPMGe 2 58 0.16
IALPMN 20 41 2 6 0.04
IALPMNe 7 10 0.05
IALPMG 2 38 0.08
IALPMGe 4 91 0.29
IALPMN 50 101 2 6 0.05
IALPMNe 8 14 0.08
IALPMG 2 41 0.16
IALPMGe 6 74 0.42
IALPMN 100 201 2 6 0.07
IALPMNe 7 8 0.09
IALPMG 2 24 0.16
IALPMGe 2 69 0.82
IALPMN 150 301 2 6 0.09
IALPMNe 4 5 0.10
IALPMG 2 36 0.24
IALPMGe 2 58 0.54
IALPMN 300 601 3 12 0.44
IALPMNe 13 37 1.18
IALPMG 3 64 0.63
IALPMGe 2 114 1.22
IALPMN 500 1001 2 6 1.03
IALPMNe 7 8 1.94
IALPMG 2 80 2.04
IALPMGe 2 84 1.87
IALPMN 1000 2001 2 6 7.44
IALPMNe 3 5 10.2
IALPMG 9 42 1.09
IALPMGe 2 109 6.14
IALPMN 2000 4001 2 6 57.7
IALPMNe 5 6 114.9
IALPMG 9 150 39.6
IALPMGe 2 129 21.74
IALPMN 3000 6001 2 6 198.1
IALPMNe 4 6 327.1
IALPMG 6 591 387.1
IALPMGe 2 158 70.11
IALPMN 4000 8001 2 6 468.3
IALPMNe 4 6 779.8
IALPMG 6 553 602.6
IALPMGe 2 166 128.1
Tabela 5.6: Resultados do Exemplo 5.5
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Algoritmo Ponto incial Solução obtida pelo Iterações Iterações Tempo
Algoritmo externas iternas
IALPMP [0, 1]T [0.4999, 0.5001]T 6 158 2.75
IALPMPe [0, 1]T [0.4999, 0.5001]T 7 152 2.59
IALPMP [1/3, 2/3]T [0.4999, 0.5001]T 6 149 2.62
IALPMPe [1/3, 2/3]T [0.4999, 0.5001]T 6 151 2.59
IALPMP [−1,−5]T [0.5001, 0.4999]T 7 191 3.8
IALPMPe [−1,−5]T [0.4999, 0.5001]T 8 193 3.35
IALPMP [10, 10]T [0.4999, 0.5001]T 7 203 3.85
IALPMPe [10, 10]T [0.4999, 0.5001]T 7 254 5.25
Tabela 5.7: Resultados do Exemplo 5.6.
Conclusão
Neste trabalho, pesquisamos métodos de Lagrangeano aumentado para proble-
mas de equiĺıbrio com funções diferenciáveis e não diferenciáveis, definidas em um con-
junto convexo, fechado e não vazio, formado por restrições de desigualdade. Os métodos
apresentados se diferenciam, entre si, pela função de penalidade adotada, a qual é uma
caracteŕıstica dos métodos baseados em penalização. Sob hipóteses razoáveis no contexto
de problemas de equiĺıbrio, incluindo uma hipótese adicional introduzida em [4], mos-
tramos a convergência de métodos exatos e inexatos, através da utilização de uma forte
relação existente entre os métodos de ponto proximal e Lagrangeano aumentado.
Desta forma, as principais contribuições da tese foram:
(a) O desenvolvimento de três algoritmos implementáveis para resolver os sub-
problemas gerados pelos métodos de Lagrangeano aumentado, aplicados ao problema de
equiĺıbrio e desenvolvidos em [16]. O primeiro destes é baseado no método de Newton
para resolução de um sistema não linear e não diferenciável. Os outros dois são baseados
em projeção do subgradiente os quais são oriundos do conceito de viabilidade convexa e
foram desenvolvidos, na versão aqui apresentada, em [18]. Sendo que primeiro não exige
hipóteses de diferenciabilidade para as funções envolvidas o que nos permite resolver pro-
blemas de equiĺıbrio não diferenciáveis. O segundo exige diferenciabilidade mas com uma
vantagem de só executar operações simples, basicamente adições e multiplicações, devido
a isso, se comportou melhor para problemas de dimensões mais altas.
(b) Estendemos os métodos de Lagrangeano aumentado apresentados em [16], no
sentido de usar penalidades mais gerais do que a quadrática. É bem conhecido na litera-
tura que a penalidade quadrática proposta por Hestenes, Powell e Rockafellar [12, 27, 28],
para o problema de otimização não linear com restrições de desigualdade, e em [16] para
o problema de equiĺıbrio, só possuem derivadas de primeira ordem. Aqui, nesta tese,
desenvolvemos as penalidades de maneira que fossem independentes das funções que as
definem. Desta forma, quaisquer funções que satistaçam as hipóteses consideradas podem
ser utilizadas com essa nova metodologia que apresentamos. Para efeito de desenvolvi-
mento da metodologia utilizamos a penalidade exponencial, a qual tem a vantagem em
relação à quadrática, por possuir derivadas de todas as ordens. Com poucas adapatações
é posśıvel fazer o desenvolvimento para o caso da penalidade barreira logaŕıtima.
(c) Implementação, em Matlab, de todos os algoritmos desenvovidos. Analisa-
mos numericamente o comportamento destes aplicando-os a problemas conhecidos na
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literatura, como é o caso do problema de poluição da bacia de um rio, que é clássico e
apresentado em vários trabalhos da literatura, inclusive podendo ser tratado como um
problema de equiĺıbrio de Nash generalizado. Além deste, aplicamos a outros problemas
de equiĺıbrio diferenciáveis e um caso não diferenciável, para exemplificar o caso do al-
goritmo que não exigia diferenciabilidade das funções envolvidas. Observamos que para
problemas menores o algoritmo baseado no método de Newton foi melhor. Já para proble-
mas maiores o método baseado em viabilidade convexa teve um melhor desempenho. O
que ficou claro, e, também, não deveria ser uma novidade, pois o mesmo ocorre com o caso
de otimização ordinária, a penalidade exponencial sofre do problema de mal condiciona-
mento, ou seja, cresce muito rápido para pontos inviáveis. Para remediar isso, imitando
o caso de otimização ordinária, é necessário um ajuste de uma função quadrática. Esse
assunto ficou como proposta de desenvolvimentos futuros.
Por fim, destacamos que um artigo está sendo submetido, em parceria com o
pesquisador Mostafa Nasri do Canadá, referente aos itens (a) e (c) acima. Outro artigo
está em fase de redação e é referente ao item (b) acima.
Trabalhos futuros
Algumas possibilidades de continuação de pesquisa desta tese são:
• Um ajuste quadrático na penalidade exponencial, semelhante ao que é realizado
em otimização ordinária em vários trabalhos da literatura, como por exemplo em
[22, 23]. É comum quando se usa penalidade exponencial ou logaŕıtmica fazer este
ajuste. Isto evita o crescimento muito rápido da função exponencial quando os
pontos gerados pelo algoritmo estão inviáveis. Para pontos viáveis estas penalidades
funcionam muito bem pois o efeito da penalização, neste caso, é pequeno.
• Desenvolver outras penalidades diferentes da exponencial, como por exemplo a pe-
nalidade barreira logaŕıtmica, que é utilizada em vários trabalhos da literatura para
o caso de otimização ordinária. Desta forma, haveria uma gama de possibilida-
des combinando estas, tais como: exponencial-quadrática; logaŕıtmica-quadrática;
exponencial-logaŕıtmica, dentre outras.
• Um melhor estudo sobre o parâmetro de penalidade γ, tanto do ponto de vista
teórico como numérico. Os métodos se mostraram muito senśıveis a pequenas va-
riações neste parâmetro. A convergência dos algoritmos analisados depende que este
parâmetro seja limitado. Portanto, uma boa escolha poderá deixar os métodos mais
rápidos.
• Por fim, aprofundar nos experimentos numéricos. São poucos os exemplos encon-
trados na literatura sobre problemas de equiĺıbrio. Muitos exemplos são oriundos
de desigualdade variacional ou teoria de jogos. Métodos de Lagrangeano aumen-
tado para otimização ordinária têm se mostrado muito efiecientes para problemas
de grande porte. O mesmo deve ocorrer no caso de problemas de equiĺıbrio.
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