We present modal and non-modal linear stability analyses of Poiseuille flow through a plane channel with a porous substrate modeled using the Volume Averaged Navier-Stokes (VANS) equations. Modal stability analysis shows the destabilization of the flow with increasing porosity of the layer. The instability mode originates from the homogeneous fluid region of the channel for all the values of porosity considered but the governing mechanism changes. Perturbation kinetic energy analysis reveals the importance of viscous dissipation at low porosity values while dissipation in the porous substrate becomes significant at higher porosity. Scaling analysis highlights the invariance of the critical wavenumber with changing porosity. On the other hand, the critical Reynolds number remains invariant at low porosity and scales as Re c ∼ (H/δ) 1.4 at high porosity where δ is the typical thickness of the vorticity layer at the fluidporous interface. This reveals the existence of a Tollmien-Schlichting-like viscous instability mechanism at low porosity values, and Rayleigh analysis shows the presence of an inviscid instability mechanism at high porosity. For the whole range of porosities considered, the non-modal analysis shows that the optimal mechanism responsible for transient energy amplification is the lift-up effect, giving rise to streaky structure as in single-phase plane Poiseuille flow. The present results strongly suggest that the transition to turbulence follows the same path as that of classical Poiseuille flow at low porosity values, while it is dictated by the modal instability for high porosity values.
Introduction
Flows over porous media are encountered across diverse natural and industrial processes such as porous river beds, transpiration, water filtration, catalytic bed reactors, ground oil wells, geological flows etc. Among the different specific applications we mention cross-flow filtration in tubular membranes [1] , convective/transpiration cooling in porous gas turbine blades [2] , fluid flow over flexible and rigid plant canopies and monami [3, 4] , alteration of near-wall turbulence by wall suction [5] and biological flow through lungs and kidneys [6, 7] . Clearly these applications cover a wide range of flow speeds and permeabilities, from laminar to turbulent flows.
Models for porous media
Literature studies suggest discrepancies in modeling porous media flows in terms of using appropriate transport equations.
The starting empirical relation for modeling flow through porous media was provided by Darcy (1856) but with specific restrictions on the range of validity of the relation. This empirical relation was not in good agreement with the experimental results by Wright [8] and Dybbs and Edwards [9] . Giorgi [10] derived the modeling equations for flows through rigid porous media using matching asymptotic conditions (Oseen approximation) considering the non-linear Forchheimer term along with the Darcy term. Lage [11] provided a detailed description of the limitations of Darcy equation and the modified transport equations used for porous media flows. Since then, different approaches have been used to simplify the description of the porous region. Physics-based assumptions are considered for the flow inside the porous layer and at the interface to couple the flow between fluid and porous regions. One such approach was used by Wagner and Friedrich [12] who assumed noslip conditions for azimuthal and axial velocity components with a wall permeability condition for the radial velocity component to study turbulent flow through circular permeable pipes. Another approach reduces the flow inside the porous region to an adequate boundary condition at the fluid-porous interface. This approach was considered by Hahn et al. [13] for direct numerical simulations of turbulent channel flow over porous walls: it amounts to zero https://doi.org/10.1016/j.euromechflu.2018.11.013 0997-7546/© 2018 Elsevier Masson SAS. All rights reserved.
wall-normal velocity at the fluid-porous interface. Even though these earlier approaches provided some insight into the effects of wall permeability, they could not ascertain whether the assumptions were reasonable enough. Another issue concerns the possible strategies to model the multiphase porous region, being e.g. a packed bed of cubes [14] , spheres [15] [16] [17] or solid cylinders [18] . The first accurate transport equations for modeling the flow inside the porous region, called Volume-Averaged Navier-Stokes (VANS) equations were derived by Whitaker [19] [20] [21] . The VANS equations were derived using the concept of volume averaging based on the continuum approach, where the flow in the porous region is treated as a continuum and coupled to the flow in the fluid region. Different modeling approaches have been formulated for coupling the flow at the fluid-porous interface. Beavers and Joseph [22] and Ochoa-Tapia and Whitaker [23] proposed the use of jump conditions to match the flow in the homogeneous fluid and porous regions, circumventing the need to explicitly model the flow inside the interface region. Ochoa-Tapia and Whitaker [23] showed that the length constraints required for the validity of VANS equations in the interface region are not fulfilled. In a related study, OchoaTapia and Whitaker [24] explicitly modeled the macroscopic flow in the interface region by proposing a variable-porosity model, which was used to compute the local variation in the permeability in the (Darcy-)Brinkman equation. This was successfully validated against experiments of Beavers and Joseph [22] . The direct numerical simulations of turbulent porous channel flows by Breugem and Boersma [14] also showed good agreement between the direct approach where the flow has been simulated explicitly around the pores (using an Immersed boundary method to enforce the noslip and no-penetration boundary conditions on the cubes defining the porous phase) and the continuum approach (using the VANS equations with variable-porosity model at the interface region). The continuum approach is computationally more efficient than the direct approach but the former requires a closure model for the drag force and sub-filter scale stress, see Breugem et al. [16] for details. In this paper, we follow the same modeling approach as in Breugem et al. [16] .
Stability of flow over a porous layer
The porous layer destabilizes the flow as reported by Beavers et al. [25] for the first time. The first experiments were performed by Sparrow et al. [26] to predict the stability of laminar channel flow with a permeable wall. They also performed the twodimensional linear stability analysis using Darcy's law with the interface matching conditions proposed by Beavers and Joseph [22] . Their experimental and numerical results showed that the wall permeability destabilizes the flow at lower Reynolds numbers than for an impermeable wall. A detailed modal linear stability analysis for channel surrounded with two adjacent porous walls was presented by Tilton and Cortelezzi [27] using the VANS equations [21] with matching stress conditions in terms of interface coefficient as given in Ochoa-Tapia and Whitaker [23, 28] . Tilton and Cortelezzi [27] neglected inertial effects in the porous region for small values of permeability. These authors considered same permeability values for both porous walls with fixed porosity, height of porous layers, and interface coefficient. They concluded that small increments in the wall permeability can significantly decrease the stability of the channel flow as compared to classical Poiseuille flow. Chang et al. [29] studied the linear stability of Poiseuille flow over a porous layer by a two-domain approach with Navier-Stokes equations for the fluid region and Darcy equation for the porous layer, with the coupling interface conditions as in Beavers and Joseph [22] and Jones [30] . These authors found the results to be independent of the interface conditions used. Their work marked the existence of three competing modes having different characteristics but driven by the shear stress of the Poiseuille flow in the fluid region. The modal stability analysis was further extended to specific cases of porous materials like foametal and aloxite by Tilton and Cortelezzi [31] who examined the characteristics of unstable modes for varying permeability, porosity, height of the porous layer and momentum transfer coefficient. The instability of classical Poiseuille flow in a fluid-porous system was studied by Liu et al. [32] using the Brinkman equation instead of Darcy's law. The interface condition used was the continuity of tangential and normal components of velocity and stress tensor as shown by Desaive et al. [33] . The flow instability characteristics were different with the Brinkman equation since only two instability modes appear. These authors therefore concluded that the specific model chosen for the porous region, has to be verified experimentally. A similar study of the instability of Poiseuille flow in a channel with a porous substrate was performed by Hill and Straughan [34] , where the porous substrate was modeled using Darcy's law with an intermediate Brinkman porous transition layer adjoining the channel region. This work was further extended by Hill [35] by considering a three layer configuration but with variable effective viscosity between the upper fluid region and the lower homogeneous porous region. In both studies [34, 35] , it has been observed that two different competing instability modes exist. A more recent linear stability analysis has been performed by Li et al. [36] considering the same modeling approach as in Tilton and Cortelezzi [27, 31] . These authors reported the flow instability for varying values of the porous filling ratio with a fixed value of permeability. The main conclusion was that the configuration of a porous layer surrounded by channels was more stable as compared to the configuration of a channel surrounded by two porous walls.
Even though the modal stability of porous channel flows have been extensively studied, a better understanding of the destabilization mechanism is still needed. In this paper, we present a detailed analysis to identify the origin, physical mechanism and the nature of the instability responsible for the destabilization in porous channel flows. We perform the linear stability analysis using a primitive variable approach and discretize the linearized VANS equations using a fourth-order dispersion-relation preserving finite-difference scheme. First, we present an eigenmode analysis and identify the origin of the instability modes. We perform the energy analysis to get a clearer physical interpretation of the instability growth mechanism. However most of the previous research do not say much about the evolution of the nature of the instability mode as we go from low to high porosity values. In this context, the study by Singh et al. [37] classified the two different competing instability modes in flow through submerged seagrass bed. From linear stability analysis and experiments, these authors labeled one of them as a Kelvin-Helmholtz mode modified by vegetation drag and the other one as an instability mode unrelated to a Kelvin-Helmholtz mode originating from the interactions between the vegetated and unvegetated regions. We make an attempt to ascertain the characteristics of the instability mode by performing the scaling analysis following a similar approach as in Singh et al. [37] . We define the vorticity thickness using the phenomenological estimate of the velocity gradient at the interface, Beavers and Joseph [22] . However, new theoretical approaches have been presented in the works of Minale [38, 39] and Carotenuto et al. [40] , where stress conditions are used at the interface taking into account the momentum transfer from the fluid region to both the solid and fluid phases in the porous region. We also perform a Rayleigh analysis at high porosity value to clearly characterize the instability mode. To conclude, we perform a non-modal analysis to identify the optimal mechanism possibly responsible for early transition following the approach reviewed in Schmid [41] . The non-modal transient growth analysis for a plane channel flow with a porous substrate was studied by Scarselli [42] and Quadrio et al. [43] using the modeling approach in Tilton and Cortelezzi [31] . They found maximum transient growth with increasing permeability associated with significant flow across the fluid-porous interface. They also found that the variation of porosity and the momentum transfer coefficient had minimal effect on the transient energy amplification as compared to the effect on the linearly unstable region. This paper is organized as follows. The problem statement with the governing equations are presented in Section 2 whereas the numerical methods with their validation are reported in Section 3. The results and discussions for the modal analysis, energy analysis and non-modal analysis are reported in Section 4. The main conclusions are provided in Section 5.
Problem statement

Governing equations
We analyze the instability in a plane channel flow with a porous substrate and denote the stream-wise, wall-normal and the spanwise directions as x, y and z, respectively. The flow domain can be divided into three different regions namely the homogeneous fluid region, the interface region and the homogeneous porous region.
The homogeneous fluid region extends from y = 0 to y = H and is delimited by an upper solid wall at y = H. The homogeneous porous region extends from y = −H to y = −δ i with a bottom solid wall at y = −H. The homogeneous fluid and porous regions are separated by an interface region extending from y = −δ i to y = 0, see Fig. 1 . The porous region is modeled as a packed bed of solid spheres with a specific value of the mean particle diameter, d p , and of the fluid volume fraction, defining the porosity ϵ [16] . In the porous region, the fluid flows only through the pores where it can still be modeled by the Navier-Stokes equations (at the microscopic scales). However at the macroscopic scales, the flow is modeled by the Volume-Averaged Navier-Stokes (VANS) equations. The derivation follows the work of Whitaker [21] . The dimensionless VANS equations (in intrinsic form) are thus given as [16] ,
In the above, we denote by u both the fluid velocity in the fluid
u dV the volume-averaged fluid velocity in the porous region, and by p the volume-averaged pressure. The averaging volume corresponds to a control volume with contribution of solid and fluid phases i.e. V = V f + V s (V f is the fluid volume and V s is the solid volume). The porosity ϵ is in general a function of the spatial coordinates. The additional terms arising from the interactions with the solid matrix will be better introduced in conjunction with the derivation of the energy budgets.
For the configuration under investigation the porosity distribution ϵ varies only along the wall-normal direction, from a constant value ϵ c in the porous region to 1 in the homogeneous fluid region.
The continuity of the porosity is ensured by the interface region with a porosity distribution function which varies rapidly over the thickness δ i of the interface layer as assumed in Breugem et al. [16] .
Analytically, the porosity is given as, The VANS equations become invalid in the interface region but it has been shown in Breugem et al. [14] that a variable-porosity model at the interface is able to accurately couple the flow in the fluid region to that in the porous substrate.
The VANS equations (1) and (2) and Forchheimer coefficientF are defined as in Whitaker [21] and Breugem et al. [16] :
The value of permeability K varies with the local porosity in the porous region and reaches infinity in the homogeneous fluid region (ϵ = 1).
The impenetrability of the solid spheres into the solid wall induces an unavoidable porosity variation in the real proximity of the bottom solid wall and the VANS equations are also not valid in this transition zone. However, the Brinkmann boundary layer along the solid wall at y = −H has a thickness proportional to √ K c , which in our case is much smaller than the thickness H considered.
Hence the solid wall at y = −H has negligible influence on the flow in the interface and fluid regions as long as the thickness H is sufficiently large, see Breugem et al. [16] for details. The mean particle diameter inside the porous layer is d p = 0.01H and the thickness of the interface region is chosen as δ i = 0.02H [16] . Here we did not vary δ i as it is reported in Ghosh [44] that its effect is not particularly significant for the computation of critical stability parameters if this is chosen small enough as compared to
the length scale associated with drag.
Base flow
The stream-wise and span-wise invariant laminar base flow
T is solution to the following steady state VANS equations,
It has been obtained numerically by solving the equation above by means of the Newton method implemented in the SciPy library [45] .
Linear stability equations
For the linear stability analysis, the flow variables are decomposed into base flow and infinitesimal perturbations, U i = U i + u i and p = P + p. The linear stability of the base flow U is dictated by the fate of the infinitesimal perturbation u i . Their dynamics are governed by the linearized VANS equations,
These equations can be written in compact form as, ∂ ∂t
The expression of divergence D and gradient G operators and of A are given in Appendix. Because of a minor bug in the generalized eigenvalue solver in LAPACK, 1 the procedure described in Edwards et al. [46] has been used in order to project (7) onto a divergencefree vector space. The resulting system then reads,
where L is the projection of the linearized Navier-Stokes operator. The solution to this initial value problem (IVP) is formally given by,
where u 0 is the initial condition.
Modal stability analysis
Being the linear dynamical system (8) autonomous in time t and homogeneous in the x and z directions, one can seek for solutions using the normal-mode ansatz. The perturbation u(x, y, z, t) is thus given by, u(x, y, z, t) =û(y)e (iαx+iβz+λt) (10) Introducing this ansatz in Eq. (8) results in the following ordinary eigenvalue problem, λû = Lû (11) where λ = σ + iω is the eigenvalue, σ being the growth rate of the instability, ω its circular frequency, α the real-valued stream-wise wavenumber, and β the real-valued span-wise wavenumber.
Energy analysis
The perturbation kinetic energy budget provides information on the nature of the instability growth mechanism. The energy budget is obtained by multiplying the complex conjugate of the perturbation velocity with the linearized VANS equations (6) . Further taking the conjugate, applying the commutative property for the operations of conjugate derivative, 
The terms in curly bracket above correspond to the transport of energy and only redistribute the energy within the flow domain. These transport terms have no net contribution to the energy budget in the homogeneous fluid and porous regions (ϵ = constant) on account of the no-slip boundary condition at the walls and periodicity. The first term inside the curly bracket represents the transport due to perturbations (TRANS), the second term is the velocity-pressure-gradient term (VPG) and the third one is the viscous diffusion (VD) term. Integrating Eq. (12) over the flow domain, the rate of change of the perturbation kinetic energy is written as,
In the expression above, WS represents the production by the Reynolds shear stresses, DIS viscous dissipation, FOR and DAR the work of the Forchheimer and Darcy drag. These two terms are non-zero only in the porous region. The last term, denoted as POR, consists of two contributions: the first term corresponds to viscous porous drag and the second term refers to viscous transport due to local gradients of porosity. Finally, using the normal mode expansion, it can easily be shown that the normalized rate of change of the perturbation kinetic energy E r , defined as, (14) has to be equal to twice the growth rate σ of the eigenmode mode under scrutiny. Here 
Non-modal stability analysis
It is now well understood that linear modal stability only provides information about the asymptotic behavior of disturbances, while large transient amplifications at short time are still possible and indeed responsible for transition to turbulence in simple shear flows [41, 47, 48] . The short-time energy growth can be several magnitudes higher than the initial perturbation energy as seen in the case of viscous channel flows [48] [49] [50] . From a mathematical point of view, this large transient growth results from the non-normality of the linearized Navier-Stokes operator. In wall-bounded flows, the mechanism responsible for the maximum disturbance energy amplification is the lift-up effect, by which stream-wise vortices create strong streaks [see e.g. the review by Brandt [51] ]. We perform here a transient growth analysis by considering the initial value problem given by Eq. (8) and the perturbation kinetic energy defined as,
where Q is the symmetric positive definite matrix, with Cholesky decomposition Q = F H F , assuring proper weighting of the perturbation velocity along the wall-normal direction. The optimal energy amplification G(t) is written as,
where Λ is the diagonal eigenvalue matrix. Computing the norm of the matrix exponential, the largest possible transient growth, reduces to the computation of the largest singular value of the last term on the right-hand side of Eq. (16) . The corresponding singular vectors provide the optimal perturbation and the associated optimal response. See Schmid and Brandt [48] for more details about the relation between matrix norm and non-modal stability analysis.
Numerical methods and validation
The eigenvalue problem introduced in the previous section is discretized by means of a finite-difference (FD) scheme. The finitedifference scheme is chosen as this method creates sparse matrices resulting in significant reduction in computational resources, when extending the present formulation to more complex flows, e.g. duct flows with only one homogeneous direction. The mostcommon FD schemes, however, give rise to dispersive errors at higher wavenumbers and it is thus necessary to optimize the coefficients over a range of wavenumbers in order to reduce these errors. One such way of optimization is using dispersion-relation preserving (DRP) schemes. DRP schemes are finite difference (FD) schemes for which the coefficients are evaluated in Fourier space over a designated scale of wavenumbers to reduce the numerical error [52] . Here, we will consider fourth-order spatial discretization along the wall-normal direction resulting in a sevenpoint stencil. We follow the approach of Kim and Lee [53] and Bauer et al. [54] to derive the coefficients through the method of minimization of the error between the actual and the modified wavenumbers. We optimize the fourth order dispersion relation preserving (FODRP) schemes over a specific range of wavenumbers (k ≤ π /2). As a consequence, only four points per wavelength are required to obtain a good resolution. In the specific case of plane channel flow with a porous substrate, we observe steep gradients of the base flow near the two walls of the channel and at the fluid-porous interface. Therefore, we incorporate a suitable grid stretching function over the FODRP discretized grid in order to increase the density of grid points in the vicinity of the walls and at the interface. Convergence tests and error analysis for the eigenvalue problem using FODRP schemes are presented in Ghosh [44] . The actual number of grid points used is N = 193, which gives a convergence error of 0.01%. The implementation of the numerical code has been validated against the results of linear stability analysis of Poiseuille flow and Couette flow by Schmid and Brandt [48] , see Ghosh [44] . The VANS equations used for modeling the porous substrate as densely packed bed of spheres implies dependence between the porosity ϵ c and the permeability K c . Hence the reader is referred to note that for the further results presented, any change in porosity indicates change in permeability, see Table 1 for the dimensionless permeability given by Darcy number Da at different values of porosity ϵ c .
Result and discussions
Base flow
Modal stability analysis
In the case of single-phase flows, the Squire theorem guarantees that the flow first becomes linearly unstable to two-dimensional waves. As the theorem cannot be extended directly to our problem, we start by checking that a similar conclusion applies also to the stability of a plane channel flow with a porous substrate described by the VANS equations. Lauga and Cossu [55] show that the Squire theorem can be extended to the case of slip channel flows, whereas Zhang et al. [56] demonstrate that two-dimensional modes are the first to become unstable in channel flow of polymer suspensions although the Squire theorem cannot be extended to this case directly. We therefore proceed by numerically investigating the first modes that become unstable. The least stable eigenvalues in the α − β plane are shown in Fig. 3 for porosity values of ϵ c = 0.3 and 0.95. In both cases (and others not reported here), the least stable eigenvalues are confined along the β = 0 axis and we thus assume that the flow first becomes linearly unstable to two-dimensional waves. Similar conclusions have been reached by Tilton and Cortelezzi [31] for a similar flow configuration. Hence for the neutral curve calculations presented here, only two-dimensional perturbations (i.e. β = 0) are considered. In all cases, the thickness of the porous-fluid interface is set to δ i = 0.02.
Table 2
Comparison of growth rate σ of the least stable eigenvalue for different values of porosity ϵ c and α = 2 for all cases. changes significantly with the porosity of the medium, the critical stream-wise wavenumber α c is less sensitive to the variation of porosity. As shown in the figure, however, the unstable region becomes larger as the porosity increases, spanning over a larger set of wavenumbers at fixed Reynolds number. This characteristic feature has been also reported by Tilton and Cortelezzi [31] for increasing permeability.
Finally, we consider the growth rate pertaining to the least stable mode for different values of porosity at Re b = 3000 and 8000, see Table 2 . The growth rate of the least stable eigenvalue is essentially unchanged at ϵ c = 0.3, corresponding to the case of a fully packed bed of spheres, as also shown for lower values of permeability by Tilton and Cortelezzi [31] . As the value of porosity becomes higher, the growth rate increases drastically. The data in the table also suggest that the increase in the growth rate corresponding to an increase in Reynolds number is more significant for larger values of porosity. For high porosity value of ϵ c = 0.95, the wall eigenmode has a significantly larger growth rate, see Fig. 6(a) . It is strongly affected by the porous region and the perturbation velocity is non-zero at the interface. This is due to weakening of the wall-blocking and wall-induced viscous effects near the permeable wall [57] , which accounts for the transpiration velocity into the porous region. As depicted in Fig. 6(b) , the perturbation velocity now has a strong reversal at the interface. A similar feature has been reported by Chang et al. [29] and Hill and Straughan [34] for lower values of the ratio between the depth of the fluid and porous region. The transpiration velocity into the porous region becomes significant at high porosity values, while it decays inside the porous region. It is also interesting to observe the appearance of a new branch of eigenvalues in the eigenspectrum (indicated by ▼ and • in Fig. 6a ). This branch originates from the porous region and its modes are therefore labeled as porous eigenmodes, see Tilton and Cortelezzi [31] . The wall-normal component of the eigenmode pertaining to the two least stable eigenvalues of the porous branch are depicted in Fig. 6(c)-(d) , to confirm that these highly stable modes only exist within the porous layer.
Eigenspectrum and eigenmodes
Energy analysis
The perturbation kinetic energy budget of unstable normal modes has not been presented for the channel flow with a porous substrate earlier. The spatial distribution of the different terms in the perturbation kinetic energy budget in Eq. (13) is presented in [58] ]. The WS term is locally balanced by the velocity-pressure gradient term (VPG) and to some extent by the VD term. The contributions due to porous drag (POR), Darcy drag (DAR) and Forchheimer drag (FOR) are seen in the porous region only. Here, the DAR term has the largest value, followed by the POR and FOR terms near the interface.
For high value of porosity, ϵ c = 0.95 (lower panel in Fig. 7 ), the WS term increases significantly near the interface and is balanced by VPG and to a lower extent by DIS. This has also been reported by Breugem et al. [16] for the case of a turbulent flow in a channel with a porous substrate. Due to the apparent slip velocity at the interface, the viscous effects become less significant in this area. An interesting difference can be seen in the porous region near the interface, where the FOR term becomes larger than the DAR term. The VPG term increases significantly in the porous region in order to provide a local balance with the enhanced FOR and DAR terms. to the DAR term also increases as the porosity is increased from ϵ c = 0.3 to ϵ c = 0.9 but drops as porosity is further increased to ϵ c = 0.95. However, the relative increase of the FOR term is larger than that of the relative decrease in DAR term when porosity is increased from ϵ c = 0.9 to ϵ c = 0.95. At high porosity, the critical Reynolds number decreases drastically and the instability in the flow can be explained by the substantial increase in the production term due to the Reynolds stress against the base flow shear. At high values of porosity, the integrated contribution of the FOR term is smaller than the DAR term. It has been shown in Breugem et al. [15] that a characteristic Reynolds number in the porous region defined as Re p = √ Kc ϵc Us /ν is the critical factor in determining the contribution of the FOR term, where U s is the apparent slip velocity at the fluid-porous interface. In the limit
Re p ≪ 1, the FOR term is very small as compared to the DAR term for laminar flows, see Breugem [59] for details. Finally, it has to be noted that the normalized rate of change of the perturbation kinetic energy E r , obtained by summing the different contributions, is equal (to numerical errors) to 2σ as shown in Table 3 , thus ensuring the correctness of the perturbation kinetic energy analysis.
Instability mechanism
A scaling analysis is presented in order to elucidate the physical origin of the instabilities. We have observed that the production related to mean shear increases with ϵ. However, the physical mechanism is different when varying the porosity. In order to support our assumption, a scaling is presented as in Singh et al. [37] for the monami in a submerged seagrass bed. For this scaling analysis, the critical parameter considered is the thickness of the vorticity layer δ at the fluid-porous interface, with the span-wise component of the base flow vorticity,
∂U ∂y (17) According to the modified form of the Beavers and Joseph interface condition for a permeable wall [22] ,
where γ is a coefficient of O (1) and K c the permeability for ϵ = ϵ c .
U s is the apparent slip velocity at the fluid-porous interface and U cp is the constant creep velocity in the porous region, which is significant at high porosity values due to non-zero inertial velocity in the porous region.
Using (U s − U cp ) as the characteristic velocity difference, the vorticity thickness δ can be written as,
Our analysis is performed with the fixed value of dp /H = 0.01. Comparing Eqs. (18) and (19), the vorticity thickness can be expressed as,
With increasing values of ϵ c , the vorticity thickness at the fluidporous interface increases significantly. Our analysis is performed separately for the low range of ϵ c , (0.3 ≤ ϵ c ≤ 0.5) and the high range of ϵ c , (0.9 ≤ ϵ c ≤ 0.95) to clearly distinguish between the two different physical mechanisms. We examine the scaling laws for the critical Reynolds number Re c and the wavenumber α c for the least stable mode in the low and high porosity ranges. The scaling power of the critical parameters as function of the vorticity thickness are shown in Fig. 9 .
Low porosity range
For low values of ϵ c , the critical Reynolds number Re c and stream-wise wavenumber α c of the least stable mode are independent of the vorticity thickness, Re c ∼ (H/δ) 0 and α c ∼ (H/δ) 0 .
Both critical parameters are of order O(1). At low values of ϵ c , the porous region almost behaves as a solid wall and hence the flow problem reduces to the classic regular Poiseuille channel flow. The underlying instability mechanism stems from the viscous mechanism of Poiseuille flow in the fluid region of the channel. The unstable mode characteristics are similar to that of a viscous instability mode and hence it is labeled as a Tollmien-Schlichting (TS) wave instability.
High porosity range
For high values of ϵ c = 0.9-0.95, the critical Reynolds number 1.4 suggests that the shear production from the fluid region is not entirely dissipated in the porous region and the contribution from the viscous dissipation in the fluid region is not negligible.
The unstable mode at high porosity values originates as a consequence of the interaction between the fluid and porous regions. The influence of the porous region on the fluid region near the interface becomes more pronounced as the porosity increases. A similar mode has been identified as a mode different from the Kelvin-Helmholtz (KH) mode by Singh et al. [37] for the flow through a submerged seagrass bed.
To conclude, we perform a Rayleigh analysis, i.e. we neglect the viscous terms in the stability problem for a set of stream-wise wavenumbers α chosen in the unstable regime, using the base flow This confirms that the unstable mode at high ϵ c = 0.95 follows an inviscid instability mechanism in the presence of an inflection point.
Non-modal analysis
In this section, we investigate the effect of the porosity of the substrate on the non-modal growth of the disturbance energy. We start by displaying the maximum transient growth for the lowporosity case with ϵ c = 0.3 at Re b = 4000 and a high-porosity case, ϵ c = 0.95 at Re b = 300, in the α − β plane in Fig. 12 . The Reynolds The normalized maximum transient growthG max is plotted in Fig. 14 . The transient growth map reveals that the kinetic energy of the perturbation may grow by a factor of roughly 1500 before the perturbation eventually decays when ϵ c = 0.3 and Re b = 4000, and by a factor 10 for ϵ c = 0.95 and Re b = 300. The maximum transient growth in the α and β wavenumber space is shown as a black dot in the map.
At both low and high values of porosity, the maximum energy amplification takes place for stream-wise invariant perturbations (α = 0). This characteristic feature has also been observed in the stability analysis by Scarselli [42] and Quadrio et al. [43] , for the flow between two porous walls. We have considered the maximum energy growth for perturbations with α = 0 and different values of the porosity between 0 and 0.95 at sub-critical Re b and observed that the maximum transient growth takes place for β ≈ 4 in all cases. As the thickness of the homogeneous region is H and not 2H as usually assumed for channel flow with rigid walls, the optimal perturbations have therefore the same spatial scales in the two cases. The optimal initial condition and the response are shown in Fig. 13 for low (ϵ c = 0.3) and high porosity (ϵ c = 0.95). The figure reveals that the lift-up mechanism is responsible for the disturbance energy amplification also for the case of plane channel flow with a porous substrate and it is therefore a very robust mechanism in shear flows, as shown also in the presence of a dispersed phase [51] . The optimal initial condition consists of a span-wise periodic array of stream-wise counter-rotating vortices, while the optimal response consists of alternating high-and lowspeed stream-wise velocity perturbations, usually referred to as the stream-wise streaks. For high porosity, there is a transpiration velocity into the porous medium due to the weakening of the wallblocking effect resulting in a flux exchange at the interface. Limiting ourselves to subcritical conditions, the transient disturbance growth is weak for high values of porosity due to the lower Re b . We therefore consider separately lower and higher values of porosity. We first consider porosity values in the range ϵ c ∈ [0, 0.8] and report the maximum transient growth for varying stream-wise wavenumber α at the optimal span-wise wavenumber β opt in each case. The normalized maximum energy amplificationG max is obtained by normalizing G max (ϵ c , α) with respect to G max (ϵ c = 0, α) and is displayed in Fig. 14 Considering also the data of the modal analysis discussed above leads to the conclusion that the transition to turbulence is most likely to follow the same path observed in classic Poiseuille flow in this range of porosity (ϵ c < 0.6). In the porosity range (0.6 ≤ ϵ c ≤ 0.8), the relative optimal energy amplification increases with increasing porosity for finite α, see Table 4 . In this case, the maximum increase of the transient growth is around 1% (α = 0.1, β = 4). This is seen as an effect of the destabilization observed at larger ϵ c .
Next we consider the maximum transient growth at high porosity values (ϵ c ∈ [0.8, 0.95]), in the parameter space where the flow is characterized by a strong modal stability driven by the inflection point of the mean profile at the interface. As above, we vary the stream-wise wavenumber α at the optimal span-wise wavenumber β opt . The normalized maximum energy amplificatioñ G max is again obtained by normalizing G max (ϵ c , α) with respect to G max (ϵ c = 0, α), see Table 5 and Fig. 15 . The plot shows that the relative optimal energy amplification increases when increasing the stream-wise wavenumber for each porosity under investigation. Here the maximum increase of the perturbation energy is of the order of 10% (α = 3, β = 5).
We summarize the stability of the flow under investigation in Fig. 16 . The black region depicts the region of modal stability, with the mechanism explained in the previous section. The white line represents the neutral curve and the region below the white line represents the sub-critical regime. The color map displays the largest possible transient growth, optimized over the α and β wavenumber space. This is almost independent of the porosity ϵ c and it is attained by stream-wise independent modes due to the lift-up effect, see Fig. 13 and discussion above. Finally, the red dashed-line represents the numerical abscissa i.e. the Reynolds number Re below which any perturbation monotonically decreases. We see that at high porosity values, the unstable plane protrudes into the sub-critical regime substantially limiting the possibility for the transient energy amplification to occur. Hence, the transition to turbulence at high porosity values is expected to be dominated by the exponential growth of unstable modes.
Conclusions
The present work reports a detailed analysis of the modal and non-modal linear instabilities experienced by the flow through a plane channel with a porous substrate, in the limit of coupled porosity-permeability. Models exist for different porosity and permeability, e.g. Rosti et al. [60] where it is shown that permeability, even at very low values has a greater effect than porosity. In Section 5.1, we give a brief summary of the key results presented while concluding remarks and perspectives are given in Section 5.2.
Summary
Modal stability analysis
The destabilizing effect of the porous substrate on the adjoining channel flow as seen from earlier studies [26, 29, 31, 32, [34] [35] [36] has been observed also here using the VANS equations to model the flow inside the porous substrate. The critical Reynolds number reduces drastically while the critical wavenumber of the instability mode is relatively constant when increasing the porosity. At low porosity, the unstable eigenmode shows similar features as that of the classical Poiseuille channel flow, as reported earlier by Tilton and Cortelezzi [31] . At higher porosity, the velocity of the unstable eigenmode confirms flow reversal at the fluid-porous interface as observed in Chang et al. [29] , Hill and Straughan [34] and Tilton and Cortelezzi [31] .
The perturbation kinetic energy budget shows similar contributions as that of a regular Poiseuille channel flow at low porosity values. Increased production of kinetic energy at the interface is observed with the increase in porosity due to the slip at the fluidporous interface. This causes weakening of the wall-blocking and wall-induced viscous effects with a transpiration velocity into the porous layer as reported earlier by Breugem et al. [16] in turbulent flows. This phenomenon allows momentum exchange between the fluid and porous regions contributing to large Reynolds stresses making the flow more unstable. The energy analysis also reveals that at high porosity values, the dissipation in the porous substrate plays a major role yet the viscous dissipation in the fluid region is not negligible.
The scaling analysis reveals the instability originates from a Tollmien-Schlichting viscous mechanism at low porosity values. Rayleigh analysis shows the existence of an inviscid instability mechanism at high porosity values.
Non-modal stability analysis
The transient growth analysis performed here reveals the possibility of significant optimal energy growth in the sub-critical regime for plane channel flow with a porous substrate. The maximum energy amplification is seen for stream-wise independent (α = 0) perturbations for all porosity values. At low porosity, the maximum change in transient energy growth due to the change in porosity is of the order of 1%. It is therefore concluded that the mechanism for transition to turbulence would follow the same path as in the classical Poiseuille flow. At high porosity, the maximum change in the transient energy growth is of the order of 10%. The mechanism for transition to turbulence at high porosity values is therefore completely dictated by the modal analysis as the linearly unstable region extends to lower and lower Reynolds number thereby leaving less chance for the energy amplification to occur.
Concluding remarks and perspectives
The influence of a porosity layer on the transition of a canonical Poiseuille flow has gained a lot of attention over the past decade, with more recent studies also considering anisotropic permeable coatings. Deepu et al. [61] and Gomez-de Segura et al. [62] have shown that anisotropic porous layers may provide an effective mean for the passive control of transition to turbulence as they modulate the value of the critical Reynolds number for instability in wall-bounded parallel flows, while Abderrahaman-Elena and García-Mayoral [63] conducted a detailed a priori analysis to assess the potential of these surfaces, and predicted a monotonic decrease in skin friction as the streamwise permeability increases. More recently, Rosti et al. [64] performed DNS of the turbulent channel flow over an anisotropic porous wall, and found that the total drag can be either reduced or increased by properly tuning the permeability directional properties. It has to be noted however that the flow is rarely laminar in most industrial applications. Although turbulence fundamentally results from non-linear processes, it has been shown by Pujals et al. [65] and Hwang and Cossu [66] that linearizing the Navier-Stokes equations in the vicinity of the turbulent mean flow nonetheless provides a good estimate of the dominant lengthscales and timescales of the turbulent fluctuations. The analysis presented here might easily be extended to the case of turbulent porous channel flow. Its results may thus provide a better understanding of the origin and interplay of the stream-wise streaks and so-called span-wise rollers reported in numerous direct numerical simulations of flows over complex walls [16, 60, [67] [68] [69] . respectively, while the dynamics matrix A is given by, [
Acknowledgments
A = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ − U ∂ ∂x +∇ 2 ϵ ϵ − ϵ Da ] ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ (A.3)
