Maintaining web-services is a mission-critical task where any downtime means loss of revenue and reputation (of being a reliable service provider). In the current competitive web services market, such a loss of reputation causes extensive loss of future revenue.
INTRODUCTION
Managing cloud services is an important problem. Mismanaging such services results in server downtime and an associated loss of revenue, particularly for organizations with penalty clauses in their service contracts. Even down times of just a few hours each month can be detrimental to the professional reputation of an cloudservice provider. This is a concern since organizations with a poor reputation for reliability have a harder time attracting and retaining clients.
This paper explores one kind of breakdown-specifically, service spikes that can freeze up a cloud server. In Figure 1 , such spikes are clearly visible (see the higher values). At first glance, such spikes seem relatively infrequent and very small (the y-axis of Figure 1 is in milliseconds). However, it should be remembered that a modern web page shows results from dozens of microservices, each of which uses dozens of other queries to the underlying databases. Spikes like those shown in Figure 1 can lead to frustratingly slow systems performance (e.g. very slow displays of new web pages). Hence, such spikes are critical business events that can damage an organization's reputation as a reliable cloud service provider.
Predicting service spikes is hard since they can occur rarely and may occur as sudden extreme outliers. For example, in Figure 1 , the large 11am and 8:30pm spikes might be anticipated by the steady build-up in the proceeding hour. However, between 6pm and 3am, we count six other spikes that are not proceeded by any apparent build-up.
Another factor complicating spike prediction is the rapidly changing nature of cloud environments. For example, consider LexisNexis (the organization that funded this research). In the year or two, Lex-isNexis has retired its locally managed CPU farms in favor of CPU farms managed by multiple major cloud vendors. But cloud instance managements tools are evolving rapidly. Hence, like every other user of cloud-based services, LexisNexis anticipates that, in the near future, it will change its web architecture yet again.
Due to this relentless pace of change, much of the prior operational history is not relevant to current or future operations. Hence, methods that work in prior studies may not work for future studies. This means that data science teams working on cloud clusters are forced to constantly update their model.
Further, at each update, new learning technologies may be necessary. For example, the authors of this paper started with established methods for predicting service spikes [33] and when those did not work, we moved on to other methods (described later in this paper). In all, we spent three months building and discarding a dozen different predictors 1 before finding one that could handle the specifics of the LexisNexis environment.
Initially, we imagined that we would be building a recommender system that would suggest the number and type of cloud server instances that should be added or deleted in order to maintain service availability (at minimum cost). In theory, such a recommender system could be learned from the historical logs of prior nominal and off-nominal behavior.
However, once we realized how fast the cloud services were changing, we also realized that much of the historical log was no longer relevant to current practice. So we changed track and asked "what are the major pain points of running the LexisNexis cloud service?". This new question prompted our subject matter experts to recounted various war stories about what happens when a service spike occurs. One issue with those events is gathering together the response team. "It can take five to ten minutes to realize we have a problem", we were told, "after which it can take another few minutes of calling/texting to get everyone we need into a conference call".
From remarks such as this, we realized our goal needed to be "early warning". Accordingly, the goals of this project were set to be:
Build comprehensible and effective predictors for service spikes, 30 minutes into the future.
As to what constitutes a "service spike", using the results of Section 4, we defined that to be values over 470 ms/query. Such a predictor would allow an organization to reduce their response time to forthcoming incidents. Further, in some cases, it would be possible to remove the cause the spike, thus preventing that incident from occurring in the first place.
Note that the above goal includes comprehensible models. Our experts required some report of the lessons learners that they can read, understand and audit. Hence, we need to use data mining methods that produce human readable models (e.g. not Naive Bayes 1 During this trial-and-error period, we often took solace from Thomas Edison's famous quote "I have not failed. I've just found 10,000 ways that won't work. " classifiers, not neural networks, not instance-based learners, not random forests).
Organization of this Paper
The rest of this paper explores methods for building comprehensible and effective predictors for service spikes of over 470 milliseconds per query, 30 minutes into the future. Our paper is structured as follows. Section 2 first briefly introduces some background of the LexisNexis information retrieval system, features of search engine we used, as well as the motivations of the project. Section 3 goes over all machine learning techniques explored during the project. Section 4 presents the data we collected for the prediction in the project. Section 5 reveals the exploration of all steps, leading to the managerial or technical summary. Finally we conclude the project in section 6 as well as the future work in section 7.
BACKGROUND 2.1 Business Context
LexisNexis provides computer-assisted legal research, business research and risk management services [1, 35] . During the 1970s, LexisNexis pioneered electronic accessibility of legal and journalistic documents [26] . Since 2006, it has the world's largest electronic database for legal and public-records information [26] .
LexisNexis provides regulatory, legal, business information and analytics to the legal community. Legal and research professionals use the LexisNexis Advance platform to find relevant information [2] that they use to prepare legal cases and drive better legal outcomes. LexisNexis operates across multiple major cloud vendors. As a large distributed system, LexisNexis is mindful of costs and wants to scale the database and search service when demand is anticipated or predicted to be needed. Hence, this paper.
System Architecture
The LexisNexis database contains over 100 billion documents and records. Records are added at the rate of nearly two million new items daily from over 50,000 sources. In all, over 20 million legal documents are processed daily from legal jurisdictions throughout the world. In addition, the databases contain over 320 million company profiles with content archives dating back 40 years.
To support all this, the Lexis Advanced product suite is a modern web application consisting of a central monolithic application, supported by hundreds of micro-services. Individual micro-services perform a wide array of functions, including content loading and enrichment, document search and retrieval, user authentication, and notifications. Many of these services are shared by multiple other services, forming an interconnected web of dependencies. When service disruptions occur, they are felt as a cascade of failures in which one service effectively disables multiple other services.
LexisNexis utilizes a number of technologies to constantly monitor the state of the application environment. Application logs, server logs, host metrics, web traffic, infrastructure status, and user activity are all monitored using various automated tools and inhouse software. One of them 2 is primarily used to ingest, parse, and visualize data from log files, while the other tool is used to monitor application performance metrics such as response time and throughput. Both tools allow users and automated scripts to monitor and react to quickly changing conditions in near real time.
Document Storage and Search
Currently, LexisNexis makes extensive use of some multi-model NoSQL database for document storage and searching. Such document search engine stores and queries data in documents, graph data, or relational data, providing incredible flexibility. It includes a search engine that is especially suitable for full-text searches (most documents in LexisNexis are in full-text).
The database in LexisNexis supports massive horizontal and can support installations with hundreds of nodes, petabytes of data, and billions of documents (which still processing tens of thousands of transactions per second). The system also is a trusted database having all the enterprise features required to handle sensitive enterprise data:
• Advanced Security: It offers granular security controls at the document and even element/property level, redaction and anonymization for safe sharing, as well as advanced encryption. • ACID Transactions: It has multi-document ACID transactions that provide data consistency even with large-scale transaction applications. • Cloud Neutral: It has been successful running in the cloud for over a decade and it is compatible with any public cloud provider.
However, such trusted database can lead to operational issues. At its core, it is a twin instance system where data is stored on Node1 and indexed on Node2. This twin architecture increases survivability of the system against insult (if the index node goes down, it can be rebuilt elsewhere). On the other hand, experience has shown that this twin model can complicate the operation of such database system. Nodes cannot be simply added (if more performance is required) or removed (if we want to save operational costs if the CPUs are under-utilized). There is also an additional operational cost of such a system-after a crash (when data has to be rebuilt), some expert human supervision is required to appropriately partition the data across the servers.
In the meanwhile, LexisNexis may soon be running its database servers on some open-sourced container orchestration -at which time, the expertise needed to run a database server will need to be updated, yet again. Because of this relentless pace of change in cloud services. we made the design decision to build SPIKE without using detailed knowledge of the current internal database system. Instead, as discussed in section 4, when we did data collection, we restricted ourselves to measurements we might reasonably expect to see in a wide range of future cloud environments.
DATA MINING TECHNOLOGY
We adopted four widely used machine learning models as system spike learners, including logistic regression (LG), classification and regression trees (CART)/random forest(RF), artificial neural network (ANN) and long-short term memory network (LSTM). We chose these four learners since a recent survey of predicting service spike [33] listed LG, CART and ANN as the most common machine learning models to predict the web server response time. They also suggest several other ML approaches applicable to time series modeling, including some more complicated ANNs developed and used in deep learning (e.g., LSTM).
Logistic Regression
Logistic regression analyzes the relationship between multiple independent variables and a categorical dependent variable, and estimates the probability of occurrence of an event by fitting data to a logistic curve [28] . Two kinds of logistic regression are binary or binomial logistic regression and multinomial logistic regression:
• Binary logistic regression is used when the dependent variable is dichotomous and the independent variables are either continuous or categorical. • When the dependent variables are not dichotomous and is comprised of more than two categories, a multinomial logistic regression can be employed.
Unlike linear regression, logistic regression can directly predict probabilities, i.e. the odds of a dependent variable happens. The most essential assumption to the logistic regression is that the independent variables are linearly related to the log odds, that is the logit of the probability defined as loдit(p) = log
. Logistic regression is used in various fields, including the system maintenance. For example, Hoffert et al. [21] trained the logistic regression models to predict the response time of a search and rescue (SAR) operations system and therefore simplify the configuration of middleware and adaptive transport protocols.
CART
The decision tree, or specifically, the classification and regression trees CART [30] is another common type of supervised learning algorithm. It works for both categorical and continuous input and output variables. CART splits the population or sample into two or more homogeneous sets (or sub-populations) based on most significant splitter/differentiator in input variables. The leaf nodes of the tree contain an dependent variable which is used to make a prediction.
There are two types of trees:
• Classification Tree which serves problems with categorical target variables; • Regression Tree which is applicable to problems with continuous target variables.
In our work, when applying the decision tree, we treated the target (service spikes indicator) as continuous target, instead of binary category. An estimation of service spike values let operation team staffs have the sense how urgent the further actions should take.
In terms of generating comprehensible models, classification and regression trees are our preferred choice. In our experience, if they can be kept under a few dozen nodes, decision/regression trees are fast to read and understand. Using the trees, engineers can figure out the key factors that contribute the targets. That information is constructive in further system refactoring. For example, we can adjust more storage and bandwidth resource if the I/O is the key factor to system performance to some microservice.
Other Learners
In order to assess the impact of our "comprehensability" requirement on learner performance, as described in this section, we also explored some learning models that can produce somewhat opaque results.
Random Forests construct multiple trees at the training time. The prediction of such a forest comes from the majority view of all its trees. Random forest was first introduced by Tin Kam Ho [19] and has been applied in many ML applications [4, 5, 17] . Random forests can produce a very large set of trees which an be hard to read and understand.
Neural networks consist of input and output layers, as well as (in most cases) a hidden layer consisting of units that transform the input into something that the output layer can use [11] . The most basic type of neural net is something called a feedforward neural network, in which information travels in only one direction from input to output. A more widely used type of network is the recurrent neural network (RNN), in which data can flow in multiple directions.
Neural network models represent their knowledge in a somewhat arcane distributed manner which is not human comprehensible.
Long-short term memory networks [20] , or LSTM for short, is a special kind of RNN, capable of learning long-term dependencies. Figure 2 shows a simple recurrent network. In RNN, the model is interpreted not as cyclic, but rather as a deep network with one layer per time step and shared weights across time steps. This algorithm is called back propagation through time [39] . Recurrent Neural Networks suffer from problems with short-term memory. During back propagation, recurrent neural networks suffer from the vanishing gradient problem (gradients are values used to update a neural networks weights). The vanishing gradient problem is when the gradient shrinks as it back propagates through time. If a gradient value becomes extremely small, it does not contribute too much learning. LSTM was created as the solution to this short-term memory problem. The long short-term memory block is a complex unit with various components such as weighted inputs, activation functions, inputs from previous blocks and eventual outputs. The block is called a long short-term memory block because RNN is using a structure founded on short-term memory processes to create longer-term memory.
Data Pre-Processing with SMOTE
As mentioned above, our training data is very imbalanced. Specifically, from Nov 2018 to Jan 2019, the service spikes happened at only 3.4% of the time. Such imbalanced training data makes it hard for classification models to detect rare events [32] .
There are several ways to apply resampling to mitigate for class imbalance [10, 25, 37, 38] :
• Over-sampling to make more of the minority class;
• Under-sampling to remove majority class items;
• Some hybrid of the first two.
Machine learning researchers [18] advise that under-sampling can work better than over-sampling if there are hundreds of minority observations in the datasets. When there are only a few dozen minority instances, over-sampling approaches are superior to under-sampling. In the case of large size of training samples, the hybrid methods would be a better choice.
The Synthetic Minority Oversampling Technique(SMOTE) [10] is a hybrid algorithm that performs both over-and under-sampling. SMOTE calculates the k nearest neighbors for each minority class samples. Depending on the amount of oversampling required, one or more of the k-nearest neighbors are picked to create the synthetic samples. This amount is usually denoted by oversampling percentage (e.g., 50% by default). The next step is to randomly creating a synthetic sample along the line connecting two minority samples.
Parameter Tuning with Differential Evolution
In machine learning, model hyperparameter are values in machine learning models that can require different constraints, weights or learning rates to generate different data patterns, e.g., the number of neighbours in k-Nearest Neighbours (KNN) [22] . Such hyperparameters are very important because they directly control the behaviors of the training algorithm and also impact the performance of the model being trained. Therefore, choosing appropriate hyperparameters plays a critical role in the performance of machine learning models. Hyperparameter tuning is the process of searching the most optimal hyperparameters for machine learning learners [8, 12] .
Recent studies have shown that hyperparameter optimization can achieve better performance than using "off-the-shelf" configurations in several research areas in software engineering, e.g., software defect prediction [14, 15, 23, 27, 34] and software effort estimation [40] . To the best of our knowledge, we are first to apply hyperparameter optimization in response time prediction.
Hyperparameter optimization can be implemented in many ways:
• Grid search [7] loops through all combinations of all parameters. Although Grid search is a simple to implement, it suffers if data have high dimensional space called the "curse of dimensionality". Previous work has shown that grid search might miss important optimization [16] and is a timewasting process since only a few of the tuning parameters really matters [6] . • Random search [6] randomly samples the search space and evaluates sets from a specified probability distribution. Such random searches do not use information from prior experiment to select the next set and also it is very difficult to predict the next set of experiments. • Bayesian optimization [29] works by assuming the unknown function was sampled from a Gaussian Process and maintains a posterior distribution for this function as observation are made. However, it might be best-suited for optimization over continuous domains with small number of dimensions [13] .
This paper uses Differential evolution (DE) for hyperparameter optimization. DE has proven useful in prior SE tuning studies [15] . Also, our reading of the current literature is that there are many advocates for differential evolution like Vesterstrom et al. [36] showed DE to be competitive with particle swarm optimization and other genetic algorithms.
The premise of DE is that the best way to mutate the existing tunings is to extrapolate between current solutions. DE builds a population P from a small number of randomly selected solutions of size np. Then, each member of the population is compared against a mutant built as follows. Three solutions (a, b, c) ∈ P are selected at random. For each tuning parameter k, at some probability cr , we replace the old tuning x k with y k as y k = a k + f × (b k − c k ) where f is a parameter controlling differential weight. The main loop of DE runs over the population P of size np, replacing old items with new candidates (if new candidate is better). This means that, as the loop progresses, the population is full of increasingly more valuable solutions (which, in turn, helps extrapolation).
For pragmatic reasons we did not tune all parameters of all learners. LSTMs took 30 minutes to test each tuning. Given our DE settings, that would have required 6000 hours of CPU; i.e. 25 weeks. Table 1 shows the parameters that we did tune. During that tuning process, we asked our optimizers to maximize recall and precision. As to the control parameters of DE, using advice from Storn and Fu et al. [14, 31] , we set {np, f , cr} = {20, 0.75, 0.3}. Also, the number of generations gen was set to 10 to test the effects of a very CPU-light optimizer.
For the set of parameters we did tune, see Table 1 .
DATA
For this analysis, we collected data from the LexisNexis N-document database searching microservice. This N-document database contains 20+ million documents. Recall from the introduction that the technology used in Lexis-Nexis' cloud systems is changing rapidly. Accordingly, when we did data collection at one-minute intervals, and restricted ourselves to measurements we might reasonably expect to see in a wide range of future cloud environments.
We collected data on:
• the current web service response time of the N-document service; • that same response time at t ∈ {5, 10, 15, 30, 60, 90, 120, 150, 180, 300, 1440} minutes into the past. We also collected the following data on the for each 13 microservices directly upstream on the N-document services (1) Response time for service x;
(2) All Logged Errors Per Minute (EE t );
(3) Total Physical Memory Used in MB (MP t ); (4) Web Transaction Throughput (THR t ). (5) The application performance index Apdex Score (AS t ). The Apdex score is defined as the number of satisfied samples plus half of the tolerating samples plus none of the frustrated samples, divided by all the samples in unit minute. That is: Apdex = (Satisfactory samples + 0.5×Tolerating samples + 0×Frustrated samples)/Total samples Here, satisfactory, tolerating and frustrating are defined in the standard way, as per [3] . The columns of our collected data had the distributions of Table 2 . Figure 3 and 4 show the histograms of attributes(independent features) and class (dependent feature) respectively. From these Figure 3 and 4 , we have the following observations:
• All our variables are highly non-evenly distributed, i.e. all of them have large standard deviation. • In statistics, a long tail of some distributions of numbers is the portion of the distribution having a large number of occurrences far from the "head" or central part of the distribution [9] . We see this pattern among all attributes. • From Figure 4 we can see that in majority time, the system response time varied from 0-470. By selecting for x > 470, x-axis is the service response time in milliseconds. y-axis is the frequency in the training set. Note that this plot shows a dependent variable that is different to the THR t independent variable discussed in the text.
we could focus this study on the most outstanding service spikes.
PREDICTING WITH SPIKE
LexisNexis is serving customers from hundreds of areas. Their behavior pattern may be changing at all times, therefore lead to various situations of service spikes. For example, the way customers from Wall Street using the LexisNexis service is different to those from Silicon Valley -at least, they are interested in distinct group of documents. As a result, model to predict "financial news" spikes is not applicable to predict "tech scandal" spikes. Therefore it is important to train SPIKE on recent local data that is specific to a particular web service. That said, deciding what data mining method to apply is a timeconsuming and CPU expensive process. Therefore, our work was divided into two stages:
(1) Model selection and tuning where we pruned options to find one promising model. For this stage, we used one month of data divided into an 80% train and 20% test phase (where the test data was selected from the last week of the month).
(2) Testing our most promising method. For this stage, we used a different month of data to test the method selected during stage one. We stepped through this data in "windows" of ten minutes. At each step i, we trained the model (found by model selection and tuning) using the next 24 hours of data (i.e. windows i to i + 144). This model was then tested using data from the next half hour of data (i.e. windows i + j, j ∈ {145, 146, 147}). This means that the stage2 results (reported below) come from 4317 different train/test pairs. For details on these two stages, see below.
Stage One: Model Selection and Tuning
In this stage, we sorted our one month data by time then trained on the first 80% and tested on the last 20% 3 . The models were trained to get the real-time web service response time in this stage.
Not all treatments were applied to all data sets. For example, as mentioned above, the neural nets were too slow to tune. As for the other learners, when optimizing hyperparameters, at the request of our business users, we optimized for maximizing recall. Recall is defined for a two-class classifier so if this stage, to guide the hyperparameter optimization, we defined "spike" as per Figure 4 ; i.e. greater than 470ms. Important point: SMOTE or hyperparameter optimization never used information from the test data. If we applied SMOTE or hyperparameter optimization, these algorithms were used only on the training data; i.e. our results are not over-fitted to test data.
In all, we explored the 14 treatments of Table 3 . As shown by the rows highlighted in gray, three methods achieved very high Table 3 is that SMOTE+ Regression Trees (CART) + hyperparameter optimization performs best. While ANN offered marginally better recalls, it is hard to read those models. CART, on the other hand, produced the simple regression tree of Figure 5 .
Since this tree is easy to comprehend, it is easy to extract important business knowledge about LexisNexis cloud machines. For example:
• Among all 13 nodes studied, only three were found to be important by this tree: ret, lo and sh-synr. Prior to this study, the importance of these nodes to healthy operations at LexisNexis has not been realized. • To avoid spikes, engineers are advised to take action that avoids the the red branches of Figure 5 .
Stage Two: Testing our Most Promising Method
Stage one found that the tree learner (CART) with specific hyperparameters (as shown in Table 1 ) was comparatively better than several other methods. This second stage tests if that model is useful on real-world data. To predict the web service response time at the moment (t+.5)hr, SPIKE trained the data from [t − Lhrs, t), where L is the training window size. We explored L ∈ {0.25, 0.5, 1, 5, 24, 48} and found that best results come from training from the last L = 24hrs of prior data. To understand the precision and recalls, consider the threshold 370ms that triggers an alert:
• Among all actual future spikes(response time > 470ms), 49.2% of them have predicted value > 370ms (therefore trigger the alarm), which shows as point A; • Among all alarms triggered (i.e. predicted future response time > 370ms), 93.8% of them did exceed the threshold (having response time > 470ms), indicated as point B. We found that the precisions and recalls achieved by CART+ SMOTE+ optimization were sensitive to our threshold for recognizing a spike. Hence, we show results where we declared a "spike" being defined as more than from 370ms to 490ms. Figure 6 shows results seen while adjusting the threshold for predicting a spike. As shown in this figure, at a threshold of 404ms, can achieve precisions and recalls of 75% or higher.
It is worth mentioning that, according to the experiment, there always exist some false positives or false negatives. The impact of false positive and false negative signals from the on the business is generally limited, but it can grow to devalue to the tool. High levels of false negative signals would result in no action taken by support engineers prior to service incidents. This would essentially be "business as usual", and likely not a negative impact other than decreasing confidence in the tool. On the other hand, high levels of false positive signals would cause support engineers to engage in monitoring activities prematurely, often diverting them from other tasks. While this seems like a high cost, discussions with LexisNexis site reliability engineering team indicates that this cost is acceptable. The time it takes to open an application performance monitoring tool to view current status is a negligible cost in comparison to the benefit of potentially avoiding a customer impacting service degradation.
CONCLUSIONS AND LESSONS LEARNED
Using regression trees (e.g CART) and synthetic over-sampling of rare events (e.g. via SMOTE) and hyperparameter optimization (e.g. using DE), optimizers it is possible to build effective and comprehensive predictors for service spikes. SPIKE can predict with reasonable recall and precisions if a spike will occur in the next 30 minutes. Further, SPIKE can report its reasoning via a very small and easily comprehensible tree, from which we can learn important (and previously unknown) aspects about this domain.
The factors that lead to service spikes are highly context specific. Much time was spent in this work trying solutions from other sites [33] , which proved less-than-satisfactory for this problem (neural nets, logistic regression). There exist tools for exploring a large number of options within data miners. If we had our time again, we would first commission a hyperparameter optimization (a tool to explore all those options) before secondly use those optimizers to faster explore different data mining options.
But even with hyperparameter optimizers, building predictors is a complex tasks (certainly, much more than running one query, then glancing at a simple data dashboard). There is considerable creativity required in how to design the inputs to a learning problem and how to find tune the resulting models. For example, in this work, we made poor progress until we somewhat serendipitously decided to:
• Add inter-node information to the training set (see Section 4); • Conduct a sensitivity analysis (see previous section).
More generally, a modern cloud environment can generate petabytes of operational logs, every day. For example, LexisNexis constantly monitors the state of its cloud services, collecting data from many microservices at one-minute intervals. A data science team exploring the problem of service spikes needs considerable business knowledge to "slice and dice" the data. In all, the results of this paper took three months to generate:
• 1 month of a LexisNexis data engineer generating our training data by writing complex joins across large datasets. • 1 month of inductive engineering, applying different data mining methods to the data. As mentioned above, this proved to be a tedious task that required developed and discarding a dozen very bad predictors before finding one that achieved useful results • 1 month of a senior LexisNexis engineer serving as a liaison between our team and the rest of LexisNexis. The importance of the liaison cannot be overstated. That person (a) maintained senior management's awareness and enthusiasm for this project; (b) organized access to numerous subject matter experts.
When staffing similar efforts in the future, we recommend a similar "three-sided" team comprising inductive engineers, data engineers, and business knowledge experts.
FUTURE WORK
We believe SPIKE is a general method for managing rare, but critical, CPU issues in complex cloud environments:
(1) For each node, SPIKE trains models using (a) intra-node details about the recent history of that node as well as (b) some inter-node knowledge about connected nodes.
(2) For rare events, it is important to use class rebalancing tools (like SMOTE). (3) Also, since the factors that lead to service spikes are highly context specific, it is useful to employ hyperparameter optimization (like DE). In theory, these three principles should apply to other services at LexisNexis and other organizations. In future work we aim to test that conjecture using more data.
Furthermore, most tools SRE's deal with either have an "Alarm" state or an "Ok" state. This type of tool is more a "probability" tool of a potential alarm state (defined as the threshold like Figure 6 ). It is an interesting future work to call out a "confidence" that something is going to go into an "Alarm" state.
Also, after prediction comes diagnosis and repair. If we build trees like Figure 5 from more data (covering more months and more Lexis-Nexis services) then we would be able to uncover critical thresholds for critical nodes that most effect LexisNexis services. Using that knowledge, plus more subject matter expertise, we should then be able to propose spike reduction policies.
