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1. Introduction
We consider a class of linearly perturbed Riccati differential equations on a certain
infinite dimensional Banach space (Hn∞) defined over the field of complex numbers,
as given by (3.3). This class is connected with linear quadratic control problems
where system parameters vary according to a Markov chain that takes values in a
countably infinite state space (see [10]). More explicitly, these control problems read
as follows. For arbitrary real numbers s < T , minimize, within a certain class U of
admissible control policies, the cost
J(ϑs, u) := E
[∫ T
s
(∥∥∥Q1/2θ(t)x(t)∥∥∥2 + ∥∥∥R1/2θ(t)u(t)∥∥∥2) dt + x(T )∗Lθ(T )x(T )]
(1.1)
subject to the stochastic differential equation given by{
x˙(t) = Âθ(t)x(t) + Bθ(t)u(t), t ∈ [s, T ],
x(s) = xs, θ(s) = θs.
In the above equation, x(t) ∈ Cn denotes the state vector, u(t) ∈ Cm the control input
and {θ(t), s  t  T } a standard conservative Markov chain with right continuous
trajectories and a countably infinite state spaceS = {1, 2, . . .}. We consider (xs, θs)
an initial joint random variable with distribution ϑs . Randomness is introduced in the
parameters by means of some correspondence i → ηi , for θ(t) = i and ηi standing
for the system matrices Âi , Bi , the penalty matrices Q1/2i , R
1/2
i or the terminal
penalty matrix Li , which are all norm bounded uniformly on i. Also, we denote
 = [λij ]i,j∈S the infinitesimal matrix of {θ}, with −λii , λij  0, i /= j .
In the specialized control literature, the so-called Markov jump linear systems
(MJLSs) are those according to the above stochastic equation and, from an applica-
tion point of view, model physical systems that have their structures subject to abrupt
changes (see, e.g., [10,21] and references therein). Time horizon may often be infinite
(T = ∞ and no punctual L-termination cost in (1.1)), in which case it is tackled with
the appropriate structural concepts of stabilizability an detectability. Eq. (3.3) then
boils down to a specific algebraic Riccati equation.
The study of linearly perturbed Riccati differential equations in control theory can
be traced back at least to Wonham’s work [25]. A significant improvement has been
made in [9], which has removed an inconvenient assumption of [25]. Results were
extended to control problems dealing with infinite dimensional systems where linear
operators may be unbounded and noise may be state- and control-dependent (see for
instance [3,4,8,14,24] and references therein).
Another significant research thrust that followed Wonham’s work was in the MJLS
scenario. We can mention [2,6,7,15,21] and the references therein as a sample of
works dealing with stability, optimal control, filtering, H∞-control and maximal
solution. We mention also [1,5,13,20,21], as works dealing with applications.
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Potential applications include safety-critical and high-integrity systems (e.g., air-
craft, chemical plants, nuclear power station, robotic manipulator systems, large
scale flexible structures for space stations such as antenna, solar arrays, etc.). A
common feature in these papers is that they deal with the case where the state space
of the Markov chain is finite. First results for continuous time control problems with
MJLSs within the framework of countably infinite state space for the Markov chain
(which lead to infinite dimensional Riccati equations), were obtained in [10–12].
In this paper, we provide a result on existence and uniqueness of solutions for a
class of linearly perturbed Riccati differential equations on a certain infinite dimen-
sional Banach space given by (3.3). In order to fix a nomenclature, we shall refer to
(3.3) as the Banach space perturbed Riccati differential equation (BPRDE).
It turns out that the solution S(t) (= (S1(t), S2(t), . . .)) to (3.3) with terminal data
L yields the optimal control policy uˆ(t) = −R−1θ(t)B∗θ(t)Sθ(t)(t)x(t) of the above (fi-
nite horizon and countably infinite state space) MJLS control problem with punctual
termination cost L. Also, S(t) determines the associated minimum costJ(ϑs, uˆ) =
E[x(s)∗Sθ(s)(s)x(s)], with E standing for the expectation operator.
Comparing to the structure in [4,8,14,24], the jump-control problem described
here deals with no additive noise (Wiener processes) nor unbounded operators. In-
stead, a jump process (a continuous-time Markov chain) actuates in the parameters.
Positive linear operators appear in both cases, in the Riccati equation. In the former
case a specific operator appears due to the state dependence of the additive noise and,
in the case here, another one appears due to the jump Markov chain.
The Riccati equations that appear in the above references [4,8,14,24] do not en-
compass those which appear in the jump-control problems as particular cases, since
these problems give rise to Banach space instead of Hilbert space Riccati equations.
An outline of the content of this paper is as follows. In Section 2 we provide the
bare essential of notations and preliminary concepts. The BPRDE is described in
Section 3 and its connections to the Markov jump control problem are brought to the
fore. Finally, the existence and uniqueness result is presented in Section 4.
2. Notations and preliminaries
As usual,Cn stands for the complex n-space. We denote byS the countably infin-
ite setS = N = {1, 2, . . .}. In the case of control problems involving linear systems
with Markov jump parameters,S corresponds to the state space of the Markov chain,
as we shall see in Section 3. We use the superscript ∗ for conjugate transpose of a mat-
rix. We callM(Cm,Cn) the normed linear space of all n by m complex matrices and,
for simplicity, writeM(Cn) whenever n = m. The notation L  0 is adopted if a self-
adjoint matrix is nonnegative and we write M(Cn)+ = {L ∈ M(Cn);L = L∗  0}.
Furthermore, In stands for the identity operator in M(Cn).
We denote by ‖ · ‖ the Euclidean norm in Cn or the spectral induced norm in
M(Cn). We set Hm,n∞ the linear space made up of all infinite sequences of
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complex matrices H = (H1, H2, . . .), Hi ∈ M(Cm,Cn) such that sup{‖Hi‖, i ∈
S} < ∞ and write Hn∞ whenever n = m. For H ∈Hm,n∞ we define ‖H‖∞ =
sup{‖Hi‖, i ∈S} as the norm inHm,n∞ .
We define the nonnegative set Hn+∞ = {H ∈Hn∞, Hi ∈ M(Cn)+, i ∈S} and
the setHn∗∞ = {H ∈Hn∞, H ∗i = Hi, i ∈S}. For H = (H1, H2, . . .) and L = (L1,
L2, . . .) in Hn∗∞ we say that H  L if Hi  Li for each i in S, and we have that
H  L ⇒ ‖H‖∞  ‖L‖∞. For C = (C1, C2, . . .) ∈Hn∞, we denote C∗ = (C∗1 ,
C∗2 , . . .) ∈Hn∞.
We represent by (l2, ‖ · ‖2) and (l∞, ‖ · ‖∞) the spaces made up of all infinite
sequences of complex numbers x = (x1,x2, . . .) such that ‖x‖2 = ∑∞i=1 |xi |2 < ∞
and ‖x‖∞ = sup{|xi |, i = 1, 2, . . .} < ∞, respectively. In the (l2, ‖ · ‖2) case, 〈·, ·〉
will stand for the usual inner product.
Remark 2.1. It is easy to verify that (Hm,n∞ , ‖ · ‖∞) and (l∞, ‖ · ‖∞) are uniformly
homeomorphic. Since (l∞, ‖ · ‖∞) is a Banach space, (Hm,n∞ , ‖ · ‖∞) is also a
Banach space.
For any complex Banach space Y , we denote by Blt(Y ) the Banach space of all
bounded linear transformations of Y into Y equipped with the uniform induced norm,
which we shall also denote by ‖ · ‖.
We define the product of an element A ∈Hm,n∞ by another element B ∈Hq,m∞
as:
AB = (A1B1, A2B2, . . .), (2.1)
which belongs toHq,n∞ , as we shall see below.Hn∞ equipped with (2.1) is a Banach
algebra with identity (In, In, . . .). Moreover, we identify an element in Hm,n∞ with
the operator defined inHq,m∞ and taking values inHq,n∞ , as follows:
C(W) = CW, W ∈Hq,m∞ (2.2)
with C ∈Hm,n∞ in the right hand side of the above equation (to simplify notation,
we make no distinction between the matrix and the corresponding operator). Some
related properties are as follows.
Lemma 2.1. For every A ∈Hm,n∞ and B ∈Hq,m∞ , the product AB defined in (2.1)
belongs toHq,n∞ and ‖AB‖∞  ‖A‖∞‖B‖∞.
Proof. Bearing in mind (2.1), we have that each entry AiBi is well defined and
‖AB‖∞ = supi∈S ‖AiBi‖  supi∈S ‖Ai‖ supi∈S ‖Bi‖ = ‖A‖∞‖B‖∞. 
Lemma 2.2. C ∈Hm,n∞ implies C ∈ Blt(Hq,m∞ ,Hq,n∞ ) and ‖C‖  ‖C‖∞, where
‖ · ‖ stands for the uniform induced norm of Blt(Hq,m∞ ,Hq,n∞ ). If n = m = q, then
‖C‖ = ‖C‖∞.
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Proof. C is linear and, from Lemma 2.1, CH ∈Hq,n∞ and ‖CH‖∞  ‖C‖∞‖H‖∞
for every H ∈Hq,m∞ . But ‖C‖ is the infimum that performs the above inequality.
Now, for n = m = q, ‖C‖ = supH∈Hn∞
{ ‖CH‖∞‖H‖∞ }  ‖CI‖∞‖I‖∞ = ‖C‖∞ where
I = (In, In, . . .). 
Corollary 2.1. Let (C(i))i∈N ⊂ Blt(Hm,q∞ ,Hq,n∞ ) be the corresponding operator
sequence of (C(i))i∈N ⊂Hm,n∞ . Convergence of the latter sequence implies that of
the former one. And vice-versa if n = m = q.
Proof. Define C = limi→∞ C(i) in (Hm,n∞ , ‖ · ‖∞). From Lemma 2.2, ‖C(i) −
C‖∞  ‖C(i) − C‖ → 0 as i → ∞. Similarly for the reverse statement. 
For A∈Hm,n∞ and B ∈Hq,m∞ , the product AB ∈Hq,n∞ corresponds to the oper-
ator composition AB ∈ Blt(Hr,q∞ ,Hr,n∞ ), where A and B are viewed as operators in
Blt(Hr,m∞ ,Hr,n∞ ) and Blt(H
r,q∞ ,Hr,m∞ ), respectively.
As the case of l∞, Hm,n∞ is not separable, so it is not allowed to a (countable)
Schauder basis. It is therefore noteworthy that the correspondence from linear oper-
ators to elements ofHm,n∞ , in this case, is not that induced by a fixed basis. Operators
here are made according to the product C(W) = CW , W ∈Hm,q∞ . The zero element
inHm,n∞ , the identity element (In, In, . . .) inHn∞ and linear operations are what they
ought to be, and operators composition correspond to the product defined in (2.1).
Remark 2.2. It is worth noticing thatHn∞ can also be viewed as a class of operators
defined on the Hilbert space (l2, ‖ · ‖2). In this case, C ∈Hn∞ implies that C ∈
Blt(l2) and ‖C‖  ‖C‖∞. Also, C∗ as defined in Section 2 coincides with the adjoint
operator of C ∈ Blt(l2). Moreover, if B and C belong toHn+∞ , then B and C, seen
as operators in Blt(l2), are nonnegative definite and B  C iff Bi  Ci , i ∈S.
3. Problem statement
We consider the perturbed Riccati operatorT defined on the Banach spaceHn∞
such that, for every H = (H1, H2, . . .) ∈Hn∞, T(H) = (T1(H), T2(H), . . .)
where, for each i ∈S,
Ti (H) = A∗i Hi + HiAi + χi(H) + Qi − HiBiRi−1B∗i Hi (3.1)
with uniformly norm-bounded parameters, more explicitly, A = (A1, A2, . . .) ∈
Hn∞, B = (B1, B2, . . .) ∈Hm,n∞ ,R = (R1,R2, . . .) ∈Hm∗∞ ,Ri > 0 andQ = (Q1,
Q2, . . .) ∈Hn+∞ . In addition, the perturbation term χ = (χ1, χ2, . . .) in Blt(Hn∞) is
positive in that χ(H)  0 if H  0 and mapsHn∗∞ intoHn∗∞ . Note that χi responds
for the interconnection among the individual componentsTi . Since all elements in
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(3.1) are uniformly norm bounded on i ∈S andTi (H)∗ =Ti (H) if H ∗ = H , it
follows easily thatTmapsHn∞ intoHn∞ andHn
∗
∞ intoHn
∗
∞ (for details, see [10]).
In view of (2.1) and (3.1),T also writes as
T(H) = A∗H + HA + χ(H) + Q − HBR−1B∗H. (3.2)
We now set arbitrarily −∞ < s < T < +∞, L ∈Hn+∞ , and define the Banach space
perturbed Riccati differential equation (BPRDE) as follows:{
S˙(t) +T(S(t)) = 0, t ∈ [s, T ],
S(T ) = L. (3.3)
We are interested in existence and uniqueness of solutions for (3.3), where by
a solution we mean a continuous and continuously differentiable function S(t) =
(S1(t), S2(t), . . .) taking values in Hn∞ and satisfying (3.3). As we shall see, the
solution is nonnegative definite, in the sense defined in Section 2.
Remark 3.1. When dealing with the jump control problem given in Section 1,
χi(H) = ∑∞j=1,j /=i λijHj , or else, viewing H ∈Hn∞ as an infinite column of
matrices in M(Cn), χ(H) = ((− diag(λii)) ⊗ In)H . Furthermore, Ai = Âi +
1
2λiiIn. For the sake of generalization, we shall keep χ as an arbitrary positive
bounded linear operator.
Remark 3.2. Eq. (3.3) is equivalent to the following infinite countable set of inter-
connected Riccati differential equations:{
S˙i (t) +Ti (S(t)) = 0, t ∈ [s, T ],
Si(T ) = Li, i ∈S, (3.4)
where by a solution we mean a continuous and continuously differentiable function
S(t) = (S1(t), S2(t), . . .) taking values inHn∞ and satisfying (3.4), where limits in
the derivative are in M(Cn), uniformly on i (see, e.g., [22]).
4. Existence and uniqueness result
We show that a solution to the BPRDE (3.3) exists, is unique, and that it is
nonnegative definite, in the sense defined in Section 2.
Together with a minimization technique, local existence of solutions and non-
explosion arguments are the main tools used here. We benefited from our Banach
space structure H·∞ ensuring its elements to be well defined as bounded linear
operators and bounded linear operator valued functions (in accordance to Section
2). To simplify notation, we shall not make any distinction between an element in
H·· and its operator version.
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Theorem 4.1. For −∞ < s < T < +∞ and terminal data L ∈Hn+∞ , arbitrarily
fixed, there exists a unique continuous and continuously differentiable solution S(·) :
[s, T ] →Hn∞ to the Hn∞-Banach space Riccati differential equation (3.3). More-
over, this solution is nonnegative definite.
Proof. In the same spirit as that of Theorem 2.1 of [25], which deals with the finite
dimensional case, denote
K(t) = R−1B∗S(t). (4.1)
Then, in view of (3.2), we have that (3.3) is equivalent toS˙(t) + (A − BK(t))
∗S(t) + S(t)(A − BK(t)) + χ(S(t))
+Q + K(t)∗RK(t) = 0, t ∈ [s, T ],
S(T ) = L.
(4.2)
Thus, we have that (4.2) is linear in S and that (4.1) minimizes the left hand side of
(4.2) regarded as a function of K , where minimization is with respect to the partial
ordering of the elements ofHn∗∞ as defined at the end of Section 2. This comes up
from the following identity:
(A − BK0)∗S + S(A − BK0) + K∗0RK0
= (A − BK)∗S + S(A − BK) + K∗RK − (K − K0)∗R(K − K0)
with K0 = R−1B∗S.
Now, as an auxiliary step, consider an arbitrary K˜(t) ∈Hn,m∞ such that the func-
tion t → K˜(t) is continuous and continuously differentiable in the whole interval
[s, T ], in theHn,m∞ norm (note that ‖K˜(t)‖ is therefore bounded for every t ∈ [s, T ];
see, e.g., [17]). Let ϕK˜(t):Hn∞ →Hn∞ be such that, for every H ∈Hn∞,
ϕK˜(t)(H) = (A − BK˜(t))∗H + H(A − BK˜(t)) + χ(H) (4.3)
and consider the differential equation{ d
dt S˜(t) + ϕK˜(t)(S˜(t)) + Q + K˜(t)∗RK˜(t) = 0, t ∈ [s, T ],
S˜(T ) = L, (4.4)
a version of (4.2) with K˜ instead of K . We shall show that there exists a unique
solution to (4.4). Since K˜(t) is arbitrary (or else, it does not depend on S˜(·)), (4.4)
is linear with respect to S˜(t). Now, ϕK˜(t) are bounded linear operators and ‖ϕK˜(t)‖
is bounded for every t ∈ [s, T ], so that {ϕK˜(t)}t∈[s,T ] is a stable family of infin-
itesimal generators of uniformly continuous semigroups (see, e.g., Section 5.2 of
[23]). Moreover, ϕK˜(t) has a common domain D(ϕK˜(t)) =Hn∞ independent of t
and, for every t ∈ [s, T ], t → Q + K˜(t)∗RK˜(t) and t → ϕK˜(t) are, respectively,
continuous and continuously differentiable in the Hn∞ norm and in the operator’s
uniform induced norm. Then (see, e.g., Section 5.5 of [23]), for every terminal value
L ∈ D(ϕK˜(s)) =Hn∞, the evolution equation (4.4) admits a unique solution which
is continuous and continuously differentiable and takes values inHn∞.
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Let us return to the mainstream of our problem. We have thatT(S) is continuous,
bounded and Lipschitz for ‖S‖∞  cte, so there exists a unique local solution, say
S(t), to (3.3) (see, e.g., Theorem 5.1.1 of [18]).
Our aim now is to contradict the noncontinuability of the solution. For this, sup-
pose that smin > −∞, where (smin, T ] defines the maximal interval of existence of
the solution. A peculiar feature of the differential equation (3.3) is that both S(t) and
S˙(t) do not escape to infinity in finite time, or else, that there are numbers M1 and
M2 such that
‖S(t)‖  M1 (4.5)
and
‖S˙(t)‖  M2 (4.6)
for every t ∈ (smin, T ]. Consequently there exists the limit limt↘smin S(t) (inHn∞).
We show these points in the sequel. DefineLK˜ (t):H
n∞ →Hn∞ such that
LK˜ (t)(H) = (A − BK˜(t))∗H + H(A − BK˜(t)). (4.7)
By the minimum property described above and from (4.1), we have that
LK(t)(S(t)) + K(t)∗RK(t) LK˜ (t)(S(t)) + K˜(t)∗RK˜(t)
so that
ϕK(t)(S(t)) + Q + K(t)∗RK(t)  ϕK˜(t)(S(t)) + Q + K˜(t)∗RK˜(t).
Using this expression in (4.2), it follows that{
S˙(t) + ϕK˜(t)(S(t)) + Q + K˜(t)∗RK˜(t)  0,
S(T ) = L.
Comparing the above expression to (4.4) we have, by a standard argument using
differential inequalities (see, e.g., the proof of Proposition 6.10 of [10]), that S(t) 
S˜(t)  maxr∈[smin,T ] S˜(r), i.e.,
‖S(t)‖  max
r∈[smin,T ]
‖S˜(r)‖ = M1 < ∞,
where S˜(t) is the solution to (4.4). By its turn, keeping in mind the above result, it
follows from (3.3) and the definition ofT, that
‖S˙(t)‖ = ‖T(S(t))‖  M2 < ∞.
Hence, S(t) and S˙(t) are bounded in (smin, T ].
Now, by contradiction, suppose there is no limit point of S(t) as t ↘ smin. In
particular, for some sequence {tk}k∈N ↘ smin as k → ∞, {S(tk)}k∈N does not have a
limit point as k → ∞, or else, it does not occur that
∀ε > 0 ∃N ∈ N such that ‖S(tk+1) − S(tk)‖  ε, ∀k  N,
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i.e.,
∃ε > 0 such that ‖S(tk+1) − S(tk)‖ > ε, ∀k ∈ N. (4.8)
We now show that
‖S(tk+1) − S(tk)‖ → 0 as k → ∞
for an arbitrary sequence {tk}k∈N ↘ smin as k → ∞, which contradicts (4.8). From
the continuity of the norm, let us rewrite (4.6) as
‖S˙(t)‖ =
∥∥∥∥ lim
t ′→t
S(t ′) − S(t)
t ′ − t
∥∥∥∥ = lim
t ′→t
‖S(t ′) − S(t)‖
|t ′ − t |  M2 (4.9)
for every t ∈ (smin, T ]. This implies
lim
k→∞
‖S(tk+1) − S(tk)‖
|tk+1 − tk|  M2.
Since |tk+1 − tk| → 0 as k → ∞, this is also the case of ‖S(tk+1) − S(tk)‖. This
contradicts (4.8), which means that limt↘smin S(t) exists.
Now, bearing in mind the proofs of Theorems 2.8.1, 4.1.1 and 4.1.3 of [19], let us
define
S(smin) = lim
t↘smin
S(t)
and consider a new problem with terminal data S(smin) as follows:{
Z˙(t) =T(Z(t)),
Z(smin) = S(smin). (4.10)
Since there exists a unique local solution to Z˙(t) =T(Z(t)) with any terminal
data, say, (s, L), s ∈ (−∞, T ] and L¯ ∈Hn∞, in particular to (4.10), this local solu-
tion is a continuation beyond smin of S(t), t ∈ (smin, T ]. In fact, continuity and
differentiation of the extended solution exist at smin since Z(smin) = S(smin) and
Z˙(smin) = limt↘smin S˙(t). For this last equation, note that
Z˙(smin) =T(Z(smin)) =T(S(smin))
and, taking the limit in both sides of (3.3) and from the continuity ofT and S(·),
lim
t↘smin
S˙(t) = lim
t↘smin
T(S(t)) =T(S(smin)).
Therefore, the solution S(t) may be continued further, contradicting the noncon-
tinuability of S(t). Since smin is arbitrary, S(t) exists on (−∞, T ] and is unique.
It remains to show that the solution S(t) to (3.3) is nonnegative. For this, it suffices
showing that the solution S˜(t) to (4.4), equipped with an arbitrary continuous and
continuously differentiable function t → K˜(t), is nonnegative. To see this, notice
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that we can set the continuously differentiable function K˜(t) = K(t) = R−1B∗S(t)
in (4.4), which is the same as (4.2) in conjunction with (4.1). So, reminding (4.7),
we can rewrite (4.4) as{ d
dt S˜(t) = −LK˜ (t)(S˜(t)) − χ(S˜(t)) − Q − K˜(t)∗RK˜(t),
S˜(T ) = L, t ∈ [s, T ], (4.11)
where, with no loss of generalization, we assume s  0. Now, the infinite dimen-
sional linear operator −LK˜ (t) :Hn∞ →Hn∞ can be decoupled and viewed as finite
dimensional linear operators −Li,K˜ (t) : M(Cn) → M(Cn), i ∈ N. More explicitly,−LK˜ (t) = (−L1,K˜ (t),−L2,K˜ (t), . . .), where
Li,K˜ (t)(V ) = (Ai − BiK˜i(t))∗V + V (Ai − BiK˜i(t)), ∀V ∈ M(Cn).
(4.12)
Hence, −Li,K˜ (t) generates an evolution family of operators which, in view of (4.12),
may read as
M(Cn)  V −→ Ui(l, t)∗VUi(l, t),
where Ui ∈ M(Cn), i ∈ N. Clearly V −→ Ui(l, t)∗VUi(l, t), 0  l  t  T , is a
nonnegative evolution family of operators since Ui(l, t)∗VUi(l, t)  0 for V  0.
Still from the decoupling feature, we have that −LK˜ (t) defines the strongly con-
tinuous (in fact a uniformly continuous) nonnegative evolution family
Hn∞  H = (H1, H2, . . .) −→ U(l, t)∗HU(l, t),
where
U(l, t)∗HU(l, t) = (U1(l, t)∗H1U1(l, t), U2(l, t)∗H2U2(l, t), . . .).
It is easy to see that U(l, t) = (U1(l, t), U2(l, t), . . .) belongs to Hn∞ and from
Lemma 2.1, so does U(l, t)∗HU(l, t). Clearly H −→ U(l, t)∗HU(l, t) is nonneg-
ative once U(l, t)∗HU(l, t) 0 for H  0 ∈Hn∞ (also note that U(l, t)∗HU(l, t) ∈
Hn∗∞ if H ∈Hn∗∞). Now, writing (4.11) via the formula of variations of constants
(see, e.g., Section 5.5 of [23]), we have that S˜(t) satisfies
S˜(t) = U(t, T )∗LU(t, T ) −
∫ T
t
U(t, r)∗{−χ(S˜(r))
−Q − K˜(r)∗RK˜(r)}U(t, r) dr
= U(t, T )∗LU(t, T ) +
∫ T
t
U(t, r)∗{χ(S˜(r))
+Q + K˜(r)∗RK˜(r)}U(t, r) dr
≡ J(K˜(·), S˜(·), t).
We know that S˜(t) can be found by Picard’s successive approximation method ap-
plied to infinite dimensional Banach spaces (see, e.g., [16, Chapter III]): S1(t) ≡ 0,
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S2(t) = J(K(·), S1(·), t), . . . , Sυ(t) = J(K(·), Sυ−1(t), t) . . . , t ∈ [s, T ] and
S˜(t) = limυ→∞ Sυ(t). Since Q  0, R  0, L  0 and the operator χ is positive
(χ(H)0 forH 0), then Sυ(t) 0 for every υ and t and therefore limυ→∞ Sυ(t)
0. 
Remark 4.1. Expression (4.6) means eliminating indefinitely increasing oscillation
of S(t) as t approaches smin (increasing oscillation of the solution is a main feature
of the counterexample in [18], pp. 131 to obtain lack of a limit point of the solution
as t ↘ smin).
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