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Abstract
We introduce the class of n-perfect GMV-algebras. Such algebras can be split into n + 1 comparable
slices. We present an equational base for the variety generated by n-perfect GMV-algebras.
We define the category of strong n-perfect GMV-algebras and we show that every strong n-perfect GMV-
algebra is always an interval in a lexicographical product of Z with an -group. We prove that the variety
generated by strong n-perfect GMV-algebras is generated by a one strong n-perfect GMV-algebra.
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1. Introduction
GMV-algebras, called also pseudo MV-algebras [GeIo] or equivalently noncommutative MV-
algebras [Rac], are a generalization of MV-algebras when one do not suppose commutativity
a ⊕ b = b ⊕ a. They arise from a noncommutative many valued logic. We recall that nowadays
there exists even a programming language [Bau] based on a noncommutative logic.
The principal result on representation of GMV-algebras, [Dvu1], says that a GMV-algebra is
always the interval [0, u] in a unital (not necessarily Abelian) -group (= lattice ordered group)
(G,u) with a strong unit u, which is a generalization of an analogical result for MV-algebras,
[Mun].
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mathematics like GMV-algebras, unital -groups, noncommutative many valued logic, soft com-
puting, quantum structures [DvPu], etc. It allows a new focus to study a new kind of “varieties”
as it was shown in [DvHo]. It enriches techniques used for the study of -groups like crucial
one – representation of -groups via automorphisms on a linear set, see [Hol].
In the present paper, we define n-perfect GMV-algebras for any integer n  1 which are
roughly speaking GMV-algebras that can be split into n + 1 comparable slices. Such GMV-
algebras admit a unique state, and this state is an (n+ 1)-valued extremal state.
Our main task is to study situations when a GMV-algebra M can be represented in the form
M = Γ (Z −→× G,(n,0)), (1.1)
where G is an -group (not necessarily Abelian). This question was studied for n = 1 and MV-
algebras in [DiLe1], and it was generalized for GMV-algebras in [DDT]. We recall that also
I. Leus¸tean, [Leu] studied perfect pseudo MV-algebras.
In the present paper, we study the variety generated by n-perfect GMV-algebras, and we give
its equational base. We show that (1.1) holds only for strong n-perfect GMV-algebras, and we
show that this category is categorically equivalent to the category of -groups. In addition, we
show that it has a one generator of the form (1.1) with a doubly transitive -group G. We will
study also a category of weak n-perfect GMV-algebras.
The paper is organized as follows. The basic facts on GMV-algebras are given in Section 2.
Varieties of GMV-algebras are studied in Section 3 together with top varieties of GMV-algebras
which are our main technical tool. The category of n-perfect GMV-algebras is introduced in Sec-
tion 4, where numerous examples are given. The main results are presented in Section 5, where
an equational base for the variety generated by n-perfect GMV-algebras is presented. Cyclic
elements are studied in Section 6. These elements are crucial for describing strong n-perfect
GMV-algebras. They are exactly those representable by (1.1), and we show that the variety gen-
erated by strong n-perfect GMV-algebras has a one generator of the form (1.1).
2. Elements of GMV-algebras
In the present section, we give the basic facts on GMV-algebras together with their represen-
tation via intervals in unital -groups.
According to [GeIo], a GMV-algebra is an algebra (M;⊕,− ,∼ ,0,1) of type (2,1,1, 0,0)
such that the following axioms hold for all x, y, z ∈ M with an additional binary operation 
defined via
y  x = (x− ⊕ y−)∼
(A1) x ⊕ (y ⊕ z) = (x ⊕ y)⊕ z;
(A2) x ⊕ 0 = 0 ⊕ x = x;
(A3) x ⊕ 1 = 1 ⊕ x = 1;
(A4) 1∼ = 0; 1− = 0;
(A5) (x− ⊕ y−)∼ = (x∼ ⊕ y∼)−;
(A6) x ⊕ (x∼  y) = y ⊕ (y∼  x) = (x  y−)⊕ y = (y  x−)⊕ x 1;
1  has a higher priority than ⊕.
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(A8) (x−)∼ = x.
For example, if u is a strong unit of a (not necessarily Abelian) -group G,
Γ (G,u) := [0, u]
and
x ⊕ y := (x + y)∧ u,
x− := u− x,
x∼ := −x + u,
x  y := (x − u+ y)∨ 0,
then (Γ (G,u);⊕,− ,∼ ,0, u) is a GMV-algebra [GeIo].
Let (M;⊕,− ,∼ ,0,1) be a GMV-algebra. Define a partial binary operation + on M via: x+y
is defined iff x  y−, and in this case
x + y := x ⊕ y.
Moreover, for a  b, we define two partial subtractions, \ and / by a/b := a∼ b and b \a =
b  a−. Then a + a/b = b = b \ a + a.
For basic properties of pseudo MV-algebras see [GeIo,Dvu1].
We recall that the GMV-algebra (Γ (G,u);⊕,− ,∼ ,0, u) is a prototype of GMV-algebras ow-
ing to the following basic representation theorem for GMV-algebras proved in [Dvu1, Thms. 3.9,
6.4] generalizing a famous result of Mundici [Mun] for MV-algebras:
Theorem 2.1. For any GMV-algebra M , there exists a unique (up to isomorphism) unital -group
G with a strong unit u such that M ∼= Γ (G,u). The functor Γ defines a categorical equivalence
of the category of GMV-algebras with the category of unital -groups.
In addition, if h :Γ (G,u) → Γ (H,v) is a morphism of GMV-algebras, then there is a unique
homomorphism of unital -groups f : (G,u) → (H,v) such that h = Γ (f ), and (i) h is injective
if and only if so is f , (ii) h is surjective if and only if so is f .
An element a of a GMV-algebra M is said to be an infinitesimal if na := a + · · · + a ∈ M
for any integer n 1, or equivalently, n  a := a ⊕ · · · ⊕ a  a− for any n 1. We denote by
Infinit(M) the set of all infinitesimals of M . It is clear that (i) 0 ∈ Infinit(M), (ii) if a  b ∈
Infinit(M), then a ∈ Infinit(M), (iii) 1 /∈ Infinit(M).
We say that an ideal of a GMV-algebra M is any subset I of M such that (i) 0 ∈ I , (ii) if
x, y ∈ I , then x ⊕ y ∈ I, and (iii) if x ∈ I, y ∈ M, and y  x, then y ∈ I.
We denote by M(M) and N (M) the set of maximal ideals and the set of normal ideals of M .
We define (i) the radical of a GMV-algebra M , Rad(M), as the set
Rad(M) =
⋂{
I : I ∈M(M)},
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Radn(M) =
⋂{
I : I ∈N (M)∩M(M)}.
By [DDJ, Prop. 4.1, Thm. 4.2], it is possible to show that
Rad(M) ⊆ Infinit(M) ⊆ Radn(M). (2.1)
If M is an MV-algebra, in (2.1) we have the equalities. In general, for GMV-algebras it can
happen [DDJ, Ex. 4.10] that on the right-hand side of (2.1), there is a proper inclusion. However,
if every maximal ideal is normal, then we have the equalities in (2.1).
A state on a GMV-algebra M is a mapping m :M → [0,1] such that (i) m(1) = 1, and
(ii) m(a + b) = m(a) + m(b) whenever a + b is defined in M . Let m be a state on M , the
set
Ker(m) := {a ∈ M: m(a) = 0}
is a normal ideal of M .
Denote by S(M) the set of all states of a GMV-algebra M . Then S(M) is a convex set, and
let ∂eS(M) be the set of all its extremal states. It is well known that every MV-algebra possesses
at least one state. For GMV-algebras this is not true, and in the paper [Dvu2], a noncommutative
stateless GMV-algebra was found. It is possible to show, [Dvu2], that a GMV-algebra admits a
state iff it has at least one maximal ideal that is also normal. Moreover, there is a one-to-one
correspondence between maximal ideals which are simultaneously normal and extremal states
via
m ↔ Ker(m). (2.2)
We recall that if s is an extremal state on a GMV-algebra M such that s(M) has exactly n+ 1
values (n  1), then s(M) = {0,1/n,2/n, . . . , (n − 1)/n,1}. We denote by ∂ne S(M) the set of
all (n+ 1)-valued states on M .
Due to Theorem 2.1, every state (extremal state) on Γ (G,u) is the restriction of a unique
state (extremal state) on (G,u). We recall that a state on a unital -group (G,u) is a mapping
s :G → R such that (i) s(g + h) = s(g)+ s(h), (ii) s(g) 0 if g  0, and (iii) s(u) = 1.
3. Varieties of GMV-algebras and top varieties
We give some facts on ideals and their counterparts in -groups, and we present top varieties
studied in [DvHo] which will be important in the next sections.
In contrast to MV-algebras, GMV-algebras have two complements, − and ∼, in general.
A GMV-algebra M is said to be symmetric (or, more precisely, with symmetric negations) if
a− = a∼ for any a ∈ M. The class of all symmetric GMV-algebras forms a variety, SYM,
which contains as a proper subvariety the variety of all MV-algebras.
For example, if G is an arbitrary noncommutative -group, then M = Γ (Z −→× G,(1,0)) gives
a noncommutative symmetric GMV-algebra.
Theorem 2.1 gives a one-to-one correspondence between the set of ideals, normal ideals,
maximal ideals of M = Γ (G,u), and the set of convex -subgroups, C(G), -ideals, L(G),
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φ :I(M) → C(G) is defined by
φ(I) = {x ∈ G: ∃xi, yj ∈ I, x = x1 + · · · + xn − y1 − · · · − ym}. (3.1)
Let M = Γ (G,u) be a GMV-algebra, where (G,u) is a unital -group. By a value of u
in (G,u) we mean a convex -subgroup H of (G,u) maximal under condition H does not
contain u. Hence, φ−1(H) is a maximal ideal of M , where φ is defined by (3.1), and vice versa,
if I is a maximal ideal of M , then φ(I) is a value of u in (G,u).
For any value V of (G,u), we set
K(V ) =
⋂
g∈G
g−1Vg
(for a moment we use a multiplicative form of (G,u)). Then K(V ) is a normal convex -
subgroup of (G,u) contained in V , and (G/K(V ),G/V ) is a primitive transitive -permutation
group called a top component of G.
Let V be a variety of GMV-algebras and let Γ −1(V) = {(G,u): Γ (G,u) ∈ V}. We recall
that V contains a trivial GMV-algebra (i.e. 0 = 1). Then by [DvHo, Thm. 3.1], Γ −1(V) is an
equational class of unital -groups in some extended sense: Γ −1(V) is not a variety in the usual
sense of universal algebra, but rather a class of unital -groups described by equations in the
language of unital -groups.
Let
T (V) = {Γ (G,u): Γ (G/K(V ),u/K(V )) ∈ V, V ∈M}∪ {{0}}.
By [DvHo, Cor. 4.5], T (V) is a variety, we call it a top variety of V .
We denote by M the set of GMV-algebras M such that either every maximal ideal of M is
normal or M is trivial. In [DDT, (6.1)], there was shown that M is a variety such that
M= T (MV) = T (N ) = T (M), (3.2)
where MV is the variety of MV-algebras and N is the set of normal valued GMV-algebras.
4. Elements of n-perfect GMV-algebras
In the present section, we define n-perfect algebras as those which can be split into n + 1
comparable slices. If n = 1, we have a special case, perfect GMV-algebras. The notion will be
accomplished by numerous useful examples of n-perfect GMV-algebras.
In [DDT], we have studied perfect GMV-algebras which are symmetric and they can be split
into two slices, lower and upper one. We recall that if G is an arbitrary -group, then (n,0),
where n 1 is an integer, is a strong unit in the lexicographical product Z −→× G.
In [DDT], we have shown that every perfect GMV-algebra M is of the form
M = Γ (Z −→× G,(1,0)). (4.0)
In what follows, we generalize this notion to GMV-algebras which can be split into n + 1
comparable slices.
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En(G) := Γ
(
Z
−→× G,(n,0)). (4.1)
Then En(G) is a symmetric GMV-algebra such that En(G) := G0 ∪G1 ∪ · · · ∪Gn, where
Gi =
⎧⎪⎨
⎪⎩
{(0, g): g ∈ G+} if i = 0,
{(i, g): g ∈ G} if i = 1, . . . , n− 1,
{(n,−g): g ∈ G+} if i = n.
(4.2)
Properties of En(G):
(i) Gi ∩Gj = ∅ and Gi <Gj for i < j , i.e., x < y if x ∈ Gi and y ∈ Gj .
(ii) Gi ⊕Gj = Gi⊕j , where i ⊕ j = min{i + j,n}.
(iii) Gi +Gj = Gk if k = i + j < n, in particular, G0 +G0 = G0.
(iv) G0 is a normal ideal and maximal, moreover it is a unique maximal ideal of En(G), and
Rad(En(G)) = G0.
(v) G−i = Gn−i .
(vi) En(G) has only one state, s, and this is (n+1)-valued, namely s(Gi) = i/n for i = 1, . . . , n.
Motivated by that and (4.0), we generalize the notion of perfect GMV-algebras as follows.
Let n 1 be a fixed integer. A non-trivial GMV-algebra M is said to be n-perfect if there are
nonempty subsets M0,M1, . . . ,Mn of M such that
(a) Mi ∩Mj = ∅ and Mi Mj for all i < j , that is, if x ∈ Mi and y ∈ Mj , then x  y,
(b) M = M0 ∪M1 ∪ · · · ∪Mn,
(c) M−i = Mn−i = M∼i for any i = 0,1, . . . , n,
(d) if x ∈ Mi and y ∈ Mj , then x ⊕ y ∈ Mi⊕j , where i ⊕ j = min{i + j,n}.
It is clear that (a) can be written in the form (a)′ Mi ∩Mj = ∅ and Mi <Mj for all i < j , that
is, if x ∈ Mi and y ∈ Mj , then x < y.
We shall write M = (M0,M1, . . . ,Mn) for the n-perfect GMV-algebra M . It is clear that
En(G) is n-perfect and symmetric for every -group G, and every perfect GMV-algebra is 1-
perfect and symmetric, and vice versa.
Now we present a non-symmetric 1-perfect GMV-algebra.
Example 2. Let G = (Z × Z × Z;+, (0,0,0),) be the Scrimger 2-group, i.e.,
(k1,m1, n1)+ (k2,m2, n2) :=
{
(m1 + k2,m2 + k1, n1 + n2), if n2 is odd,
(k1 + k2,m1 +m2, n1 + n2), if n2 is even.
Then 0 = (0,0,0) is the neutral element, and
−(k,m,n) =
{
(−m,−k,−n), if n is odd,
(−k,−m,−n), if n is even,
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G+ = Z × Z × Z+>0 ∪ Z+ × Z+ × {0},
or equivalently, (k1,m1, n1) (k2,m2, n2) iff (i) n1 < n2, or (ii) n1 = n2, k1  k2, m1 m2.
The element u = (1,1,1) is a strong unit for G. Consequently, the corresponding GMV-
algebra has the form
Γ (G,u) = Z+ × Z+ × {0} ∪ Z1 × Z1 × {1},
with
(k,m,0)− = (1 − k,1 −m,1),
(k,m,0)∼ = (1 −m,1 − k,1),
(k,m,1)− = (1 −m,1 − k,0),
(k,m,1)∼ = (1 − k,1 −m,0),
and M = Γ (G,u) is 1-perfect and non-symmetric, if we set M0 = Z+ ×Z+ ×{0}, M1 = Z1 ×
Z1 × {1}. M admits a unique state, this state is zero on M0 and 1 on M1.
In general, setting un = (1,1, n), we obtain an n-perfect non-symmetric GMV-algebra
Γ (G,un).
The former example can be generalized as follows.
Example 3. Let n 2 be a fixed integer, and let Gn = Zn ←−× Z be ordered antilexicographically,
where Zn is ordered by coordinates. We convert Gn into the Scrimger n-group, i.e., the addition
in Gn is defined by
(a1, a1, . . . , an, n1)+ (b1, b2, . . . , bn, n2)
:=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(an + b1, a1 + b2, . . . , an−1 + bn,n1 + n2), if n2 = n− 1 | mod n,
(an−1 + b1, an + b2, . . . , an−2 + bn,n1 + n2), if n2 = n− 2 | mod n,
...
(a3 + b1, a4 + b2, . . . , a1 + bn−1, a2 + bn,n1 + n2), if n2 = 2 | mod n,
(a2 + b1, a3 + b2, . . . , an + bn−1, a1 + bn,n1 + n2), if n2 = 1 | mod n,
(a1 + b1, a2 + b2, . . . , an−1 + bn−1, an + bn,n1 + n2), if n2 = 0 | mod n.
The element un = (1, . . . ,1, n− 1) is a strong unit for Gn. Then M = Γ (Gn,un) is an (n− 1)-
perfect GMV-algebra which is not symmetric; if we define M0 = (Z+)n × {0}, Mi = Zn × {i} if
0 < i < n− 1, and Mn−1 = Zn1 × {n− 1}, then M = (M0,M1, . . . ,Mn−1). M admits a unique
state; this state takes i/(n− 1) on Mi , i = 0,1, . . . , n− 1. Moreover, Gn and M are subdirectly
irreducible, [Dar, Prop. 60.6].
Example 4. Let G be an -group and fix b ∈ G, b > 0, (or b = 0, in general) and an integer
n 1. Define Z −→× G. Then u = (n, b) is a strong unit in Z −→× G, and M = Γ (Z −→× G,(n, b)) is
an n-perfect GMV-algebra with M0 = {(0, g): g ∈ G+}, Mi = {(i, g): g ∈ G} for 0 < i < n, and
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unique state; this state takes i/n on Mi .
Theorem 4.1. Let M = (M0,M1, . . . ,Mn) be an n-perfect GMV-algebra.
(i) Let a ∈ Mi, b ∈ Mj . If i + j < n, then a + b is defined in M and a + b ∈ Mi+j ; if a + b is
defined in M , then i + j  n.
(ii) Mi +Mj = Mi+j whenever i + j < n.
(iii) If a ∈ Mi and b ∈ Mj , and i + j > n, then a + b is not defined in M .
(iv) Given a ∈ M1, there is a′ ∈ M1 such that a′  a and na′ is defined in M and na′ ∈ Mn.
(v) M0 is a normal and maximal ideal of M such that M0 +M0 = M0.
(vi) M0 is a unique maximal ideal of M , M ∈M, and M0 = Rad(M) = Infinit(M).
(vii) M admits a unique state, namely s(Mi) = i/n for each i = 0,1, . . . , n. Then Mi =
s−1({i/n}) for any i = 0,1, . . . , n.
(viii) Let M = (M ′0,M ′1, . . . ,M ′n) be another representation of M satisfying (a)–(d), then Mi =
M ′i for each i = 0,1, . . . , n.
Proof. (i) Assume a ∈ Mi and b ∈ Mj for i+j < n. Then b− ∈ Mn−j , so that a  b−, and a+b
is defined in M . Conversely, let a + b be defined, then a  b− ∈ Mn−j which gives i + j  n.
(ii) According to (i) and (d), Mi + Mj ⊆ Mi+j . Suppose z ∈ Mi+j . Then for any x ∈ Mi we
have x  z, and hence y = z \ x is defined in M , and y ∈ Mk for some k = 0,1, . . . , n. Since
z = y + x ∈ Mi+j ∩Mi+k , by (i), we conclude k = j and Mi+j ⊆ Mi +Mj .
(iii) If a + b ∈ M , then a  b− ∈ Mn−j < Mi which gives a  b−  a, that is, a = b−. This
is possible only if i = n− j which is impossible.
(iv) By (i), (n− 1)a is defined in M and belongs to Mn−1. Using (d), a ⊕ (n− 1)a ∈ Mn. Set
a′ = (n a) \ (n− 1)a = (n a) ((n− 1)a)− = a∧ ((n− 1)a)− by (A7), and we have a′  a
and na′ ∈ Mn. We assert a′ ∈ M1, if not, then a′ ∈ M0 and a′ + (n− 1)a ∈ Mn−1 by (ii), but, on
the other hand, a′ + (n− 1)a = n a ∈ Mn which is a contradiction. Hence, a′ ∈ M1.
(v) Due to (ii), M0 + M0 = M0 which gives by (i) M0 ⊆ Infinit(M). We recall that Mn ∩
Infinit(M) = ∅. Indeed, if there is a z ∈ Mn and z ∈ Infinit(M), then z− ∈ M0 ⊆ Infinit(M)
which gives z−  (z−)∼ = z. Hence 1 = z− + z z+ z ∈ Infinit(M).
Let now a ∈ Infinit(M) \ M0. Then a ∈ Mi for some integer i  1. If i = 1, then na is de-
fined in M . But then na ∈ Infinit(M) ∩ Mn which is a contradiction. If 1 < i < n, then for any
a′ ∈ M1 we have a′  a so that a′ ∈ Infinit(M) which proves na′ ∈ Infinit(M) ∩ Mn which is
also impossible. Hence, Infinit(M) = M0.
This entails M0 = Infinit(M) is an ideal of M . We assert M0 is normal. Indeed, if x ∈ Mi ,
then a ⊕ x ∈ Mi . Set a′ = x/(x ⊕ a) = x∼  (x ⊕ a) = a ∧ x∼. Then a′ ∈ Mj and x + a′ =
x ⊕ a ∈ Mj ∩ Mi⊕j giving j = 0. Similarly for the second equality a ⊕ x = x ⊕ a′′ for some
a′′ ∈ M0.
To prove the maximality of M0, let a /∈ M0. In any rate, na ∈ Mn and (na)− ∈ M0 which
by [GeIo, Prop. 3.5] proves M0 is a maximal ideal.
(vi) Let now I be any maximal ideal of M . If there is a ∈ M0 \ I , then 1 belongs to the ideal
generated by I and a. Using the normality of M0, we obtain 1 = a0 + x = a−0 + a0 for some
a0 ∈ M0 and x ∈ I . Since a0  a−0 while a0 ∈ Infinit(M), we have x  a0, so that a0 ∈ I and
1 = a0 + x ∈ I which is absurd. Hence, M0 ⊆ I and the maximality of M0 and I gives M0 = I
and M ∈M.
Applying (2.1), we have Infinit(M) = Rad(M) = M0.
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Take a, b ∈ M such that a + b is defined in M . Then there are unique integers i and j such that
a ∈ Mi and b ∈ Mj . By (i), i + j  n and a + b ∈ Mi+j . Therefore, s(a + b) = (i + j)/n =
s(a)+ s(b). It is evident that s(1) = 1.
Since M admits only one maximal ideal and this is normal, s is a unique state of M , and we
have M0 = Ker(s). In addition, Mi = s−1({i/n}) for any i = 0,1, . . . , n.
(viii) If M = (M ′0,M ′1, . . . ,M ′n) is another representation for M , then by (vi) M admits a state
s′ such that M ′i = s′−1({i/n}) for any i = 0,1, . . . , n. Since M admits a unique state, s = s′ and
Mi = M ′i for each i = 0,1, . . . , n. 
We note that the converse statement to Theorem 4.1, that is, “if M is a (symmetric) GMV-
algebra, M ∈M, and M admits only one extremal state and this state is (n+ 1)-valued, then M
is n-perfect,” will be proved in Lemma 5.5.
5. Equational base for n-perfect GMV-algebras
In the present section, we concentrate to the study of an equational base for the variety gener-
ated by n-perfect GMV-algebras.
We define PGMVn, the system of n-perfect GMV-algebras (PGMVSn symmetric n-perfect
GMV-algebras), V(PGMVn), the variety generated by all n-perfect GMV-algebras, and BPn
(and SBPn), the system of (symmetric) GMV-algebras M such that either every maximal ideal
of M is normal and every extremal state of M is (k + 1)-valued, where k divides n, or M is the
one-element GMV-algebra. Or equivalently, either every maximal ideal I of M is normal and
M/I ∼= Γ (Z, k) where k | n, or M = {0}. It is clear that BP1 = BP , and SBP1 = SBP , where
BP and SBP were studied in [DDT]. We have BPm ⊆ BPn iff m | n. If n is prime, then BPn is
of particular interest.
Di Nola and Lettieri in [DiLe2, Cor. 11] characterized MV-algebras that are members of
the variety V(En(Z)), that is, the variety generated by the MV-algebra Γ (Z −→× Z, (n,0)). They
showed that the variety V(Γ (En(Z))) is characterized by the following identities
(
(n+ 1) xn)2 = 2  xn+1, (5.1)(
p  xp−1)n+1 = (n+ 1) xp, (5.2)
for every integer p, 1 <p < n, such that p is not a divisor of n.
Let VPn and VSPn be the variety of GMV-algebras and the variety of symmetric GMV-algebras,
respectively, satisfying Eqs. (5.1)–(5.2) and belonging to M. It is clear that VPn and VSPn are
proper subvarieties of the variety M. The particular case VSP1 was studied in [DDT].
Theorem 5.1. T (VPn) = BPn, and BPn is a variety such that T (BPn) = BPn =
T (V(Γ (Z, n))) = T (V(En(Z))).
Proof. It is clear that BPn ⊂M. Due to (3.1), BPn ⊆ T (BPn) ⊆M. Let M ∈ T (BPn) and
let I be a maximal ideal of M . Then I is normal and M/I ∈ BPn. Since I is maximal, M/I
is an MV-subalgebra of Γ (R,1) and M/I has a unique maximal ideal, J , which is the zero
one. Therefore, M/I ∼= (M/I)/J ∈ BPn. This proves that BPn is a variety such that BPn =
T (BPn).
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M/I is an MV-subalgebra of Γ (R,1), and it satisfies (5.1)–(5.2), M/I ∼= Γ (Z, n), i.e., M ∈
T (V(Γ (Z, n))).
Conversely, if M ∈ T (V(Γ (Z, n))) ⊆M, every maximal ideal, I , of M is normal, hence,
M/I ∼= Γ (Z, n). That yields M/I ∈ VPn and M ∈ T (VPn).
Finally, we prove BP = T (V(E(Z))). Because V(E(Z)) ⊂ MV , we conclude
T (V(E(Z))) ⊂M.
Let M ∈ T (V(En(Z))), then we have M/I ∈ V(En(Z)), and M/I is an MV-algebra for any
maximal ideal I of M which is an MV-subalgebra of Γ (R,1). But due to [DiLe2, Thm. 18],
this is equivalent to the statement (M/I)/Rad(M/I) ∈ Γ (Z, n). Because Rad(M/I) is the zero
ideal of M/I , we have M/I ∈ V(En(Z)) iff M/I ∈ V(Γ (Z, n)). Therefore, T (V(En(Z))) =
T (V(Γ (Z, n))). 
We recall that if X is a subset of M , then 〈X〉 denotes the subalgebra of M generated by X.
Proposition 5.2. (1) Let M be a GMV-algebra having at least one state, and let us define
M ′i =
⋂{
s−1
({i/n}): s ∈ ∂eS(M)} (5.3)
for i = 0,1, . . . , n.
Then
〈
n⋃
i=0
M ′i
〉
=
n⋃
i=0
M ′i . (5.4)
(2) If M ∈M, then ⋃ni=0 M ′i is the biggest subalgebra of M having a unique extremal state,
and this state is at most (n+ 1)-valued.
Proof. (1) It is clear that M ′ := ⋃ni=1 M ′i contains 0,1, and if x ∈ M ′i , then x−, x∼ ∈ M ′n−i
[Dvu2, Prop. 4.1]. If x ∈ M ′i and y ∈ M ′j , then x ⊕ y ∈ M ′i⊕j .
(2) If s1 and s2 are extremal states on M , then their restrictions to M ′ are extremal states
on M ′, at most (n + 1)-valued, and s1(a) = s2(a) for any a ∈ M ′. Conversely, if s is an ex-
tremal state on M ′, then there is an extremal state sˆ on M such that Ker(s) = Ker(sˆ)∩M ′. Then
Ker(s) = Ker(s|M ′) which yields s = sˆ|M ′ . Therefore, s = s1|M ′ for any extremal state s1 on M .
Let s′ be the unique extremal state on M ′, then M ′i = s′−1({i/n}) whenever M ′i = ∅ for any
i = 0,1, . . . , n.
Let now M ′′ be an arbitrary subalgebra of M having a unique extremal state s′′, and let this
state be at most (n + 1)-valued. Since every restriction of an extremal state of M to M ′′ is an
extremal state on M ′′, and any extremal state on M ′′ can be extended to an extremal state on M ,
we see that s′′−1({i/n}) ⊆ M ′i for any i = 0,1, . . . , n, hence, M ′′ ⊆ M ′. 
Of course, not all M ′i ’s are necessarily non-void, but M ′0 and M ′n are always nonempty. If
k + 1 is the number of nonempty M ′i ’s, i = 0,1, . . . , n, then k divides n.
In addition, for any t ∈ [0,1], we define M ′t =
⋂{s−1({t}): s ∈ ∂eS(M)}. Then also ⋃t M ′t =〈⋃ M ′〉 is the GMV-subalgebra of M generated by ⋃ M ′.t t t t
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M =⋃ki=0 Mi , where Mi =⋂{s−1({i/k}): s ∈ ∂eS(M)} for each i = 0,1, . . . , k, |∂eS(E)| = 1,
and M is k-perfect (symmetric and k-perfect), where k divides n.
Proof. Assume M = Γ (G,u) for a unital -group (G,u) is non-trivial. Due to Theorem 2.1,
M is subdirectly irreducible iff G is subdirectly irreducible. In view of [Gla, Cor. 7.1.3], G
has a faithful transitive representation. Therefore, by [Gla, Cor. 7.1.1], this is possible iff there
is a prime subgroup C of G such that
⋂
g∈G g−1Cg = {1} (we use the multiplicative form of
(G,u)). In such a case, the set Ω := {Cg: g ∈ G} of right cosets of C is totally ordered assuming
Cg  Ch iff g  ch for some c ∈ C, and G has a faithful transitive representation on Ω , namely
ψ(f ) = Cgf , f ∈ G, with Ker(ψ) =⋂g∈G g−1Cg = {1}.
Since the system of prime subgroups of G forms a root system, there is a unique maximal
ideal I of M such that C ⊆ φ(I)=: Iˆ , where φ(I) is defined by (3.1).
(I) Assume M/I ∼= Γ (Z, n). Due to the one-to-one correspondence between normal and max-
imal ideals and extremal states given by (2.2), let the maximal ideal I correspond to a unique
extremal state, say sI . We define Ii = s−1I ({i/n}) for any i = 0,1, . . . , n. Then M =
⋃n
i=0 Ii .
Claim 1. If a ∈ I and b /∈ I , then a  b.
There are two possibilities: (1) Cg = Cg(a ∧ b) and (2) Cg = Cg(a ∧ b).
(1) Let Cg = Cg(a ∧ b). Then a ∧ b ∈ g−1Cg ⊆ g−1Iˆ g = Iˆ . Because g−1Cg is also prime,
we have a ∈ g−1Cg. Hence, Cga = Cg, i.e., Cga = Cg = Cg(a ∧ b) Cgb.
(2) Let Cg = Cg(a ∧ b). The transitivity of G entails there is an h ∈ G such that Cgh =
Cg(a ∧ b). Then gh = cg(a ∧ b) for some c ∈ C, and h = g−1cg(a ∧ b) ∈ Iˆ . Hence, Cgh =
Cghh−1(a ∧ b) and h−1(a ∧ b) = (h−1a) ∧ (h−1b) ∈ (gh)−1C(gh). Since (gh)−1C(gh) is
prime, and h ∈ Iˆ , we get h−1a ∈ (gh)−1C(gh). Then h−1a = (gh)−1cgh for some c ∈ C, and
ga = ghh−1a = cgh, i.e., Cga = Cgh. But Cga = Cgh = Cg(a ∧ b) Cgb.
Combining (1) and (2), we get Cga  Cgb for any g ∈ G, i.e., a  x ∧ b  x, and a = a ∧ b
proving Claim 1.
Claim 2. If s is an arbitrary extremal state on M , s(x) = sI (x) for any x ∈ I .
Let x ∈ I = Ker(sI ), then by Claim 1, x  x− and k  x  (k  x)− for any integer k  1.
We assert that s(x) = 0. If not, then s(x) = k/n for some integer k  1. Hence 1 = s(n  x)
s((nx)−) = 0 which is a contradiction. Therefore, s(x) = 0. Hence Ker(sI ) ⊆ Ker(s). Since sI
and s are extremal, their kernels are maximal ideals, consequently, Ker(sI ) = Ker(s) and by (2.2),
s = sI . Hence, M admits only one extremal state, M =⋃ni=0 Ii , and M ′i = Ii for i = 0,1, . . . , n
as stated.
Claim 3. If a ∈ Ii and b ∈ Ij for 1 i < j  n, then a < b.
Let sˆI denote the (unique) extension of s onto the -group (G,u), that is, sI is a real-valued
additive (in our case preserving multiplication) mapping on (G,u) preserving the order on G,
and sI (u) = 1.
There are two cases: (1′) Cg = Cg(a ∧ b) and (2′) Cg = Cg(a ∧ b).
4932 A. Dvurecˇenskij / Journal of Algebra 319 (2008) 4921–4946(1′) If Cg = Cg(a ∧ b), then a ∧ b ∈ g−1Cg, and while g−1Cg is prime, a ∈ g−1Cg or
b ∈ g−1Cg. Then a = g−1cg that gives i/n = sI (a) = sˆI (g−1) + sˆy(c) + sˆI (g) = 0 which is a
contradiction. Similarly, b ∈ g−1Cg gives the same contradiction. Therefore (2′) holds only.
(2′) Transitivity guarantees the existence of an h ∈ G such that Cgh = Cg(a ∧ b). Hence,
Cgh = Cghh−1(a ∧ b) which yields h−1(a ∧ b) ∈ (gh)−1Cgh. Since h = g−1cg(a ∧ b) we
have sˆI (h) = sˆy(g−1)+ sˆy(c)+ sˆy(g)+ sˆy(a ∧ b) = sˆy(a ∧ b) = s(a). Therefore, h−1(a ∧ b) =
(h−1a) ∧ (h−1b) ∈ (gh)−1C(gh). Since (gh)−1C(gh) is prime, and h ∈ Iˆ , we get h−1a ∈
(gh)−1C(gh). Then h−1a = (gh)−1cgh for some c ∈ C, and ga = ghh−1a = cgh, i.e., Cga =
Cgh. But Cga = Cgh = Cg(a ∧ b) Cgb.
Combining (1′)–(2′), we have Cga Cgb for any g ∈ G, consequently, a  b.
Finally, using Claims 1 and 3, we have I0  I1  · · · In which proves M = (I0, I1, . . . , In)
and M is n-perfect.
(II) The general case M/I ∼= Γ (Z, k), where k | n, follows the same ideas as that for k = n
proving M is k-perfect. 
Lemma 5.4. If M ∈ BPn (M ∈ SBPn) is subdirectly irreducible, M satisfies identities
(5.1)–(5.2).
Proof. If M is trivial, it satisfies the identities.
(I) Let M be non-trivial, subdirectly irreducible and n-perfect. By Lemma 5.3, M has a unique
maximal ideal I and a unique (n + 1)-valued extremal state sI corresponding to I , and we
set Ii = s−1I ({i/n}) for i = 0,1, . . . , n. First we prove (5.1). (i) 0  i < n/2 and x ∈ Ii . Then
x− ∈ In−i which by Claim 3 of Lemma 5.3 gives x  x−. Hence x2 = 0 = xn = xn+1 and (5.1)
holds.
(ii) If x ∈ In−i and 0 i < n/2, then x− ∈ Ii which by Claim 3 of Lemma 5.3 gives x−  x
and (x−)2 = 0 = (x−)n+1. Therefore ((n + 1)  xn)2 = [2  (n  x−)n+1]∼ = 0 = [(n + 1) 
(x−)2]∼ and (5.1) holds in view of (i).
(iii) If i = n/2, and x ∈ Ii , then x− ∈ Ii and x2 ∈ I0 so that x2  x− and therefore, x3 = 0 =
xn = xn+1 which proves (5.1) holds always.
To prove (5.2), we assume n 3. First, the left-hand side of (5.2) can be rewritten as follows:
(
p  xp−1)n+1 = [(n+ 1) ((p − 1) x−)p]∼, (L)
and the right-hand side in the form(
(n+ 1) xp)= [(p  x−)n+1]∼. (R)
Second, we have the following properties (A)–(F) for every n-perfect GMV-algebra M :
(A) If a ∈ In−1, then an+1 = 0. Indeed, since an ∈ I0 and a− ∈ I1, we have an  a− which gives
an+1 = 0.
(B) If a /∈ In, then an+1 = 0. By (A), if a ∈ In−1 the statement is valid. If a /∈ In−1, then for any
b ∈ In−1 we have a  b so that an+1  bn+1 = 0.
(C) If a ∈ In, then 2  a = 1. In fact, a−  a.
(D) If a ∈ I1, then (n+ 1) a = 1. Use negation of (A).
(E) If a /∈ I0 and b ∈ In, then a ⊕ b = 1 = b ⊕ a. We use b−  a and b∼  a.
(F) If a ∈ In−1, then ak ∈ I0 iff n k, and ak ∈ Ij for j > 0 iff n− k = j .
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(i) Let 0 i < n/2 and x ∈ Ii . If p > 2 then (5.2) takes value 0 on both sides. If p = 2, then
the right-hand side of (5.2) is zero. For the left-hand side we have (p  xp−1)n+1 = (2  x)n+1.
Since 2i  n− 1, we have 2  x ∈ I2i , so that (2  x)n+1 = 0.
(ii) Let x ∈ Ii and i = n/2. Since p is not divisor of n, p  3. Suppose p = 3. Then x2 ∈ I0,
3  x2 ∈ I0 so that (3  x2)n+1 = 0 = (n + 1)  x3. Finally, if p > 3, then both sides of (5.2)
take 0.
(iii) Let 0 i < n/2 and x ∈ In−i . We have the subcases:
(iii)(1) x ∈ In.
Then xp ∈ In and (n+ 1) xp = 1 by (D). On the other hand, xp−1 ∈ In and p  xp = 1 by
(C) which gives (p  xp−1)n+1 = 1.
(iii)(2) If n = 3, then p = 2 and we have to verify (2  x)4 = 4  x2. If x ∈ I2 then x− ∈ I1
and x−  x so that (x−)2 = 0. Hence, (2  x)4 = [4  (x−)2]∼ = 0∼ = 1 and 2  x− ∈ I2 so
that (2  x−)4 = 0. On the other hand, x2 ∈ I1 and 4  x2 = 1 by (D).
In particular, combining (i)–(ii), we have proved that (5.1)–(5.2) are the same identities if
n = 3.
It is now necessary to exhibit the case n > 3.
(iii)(3) x ∈ In−1. Then xp ∈ In−p , where n − p ∈ {1, . . . , n − 2}, so that (n + 1)  xp = 1
by (D).
On the other hand, (p − 1)  xp−1 ∈ In if (p − 1)(n − p + 1)  n. The function f (p) =
(p − 1)(n − p + 1) (p ∈ {2,3, . . . , n − 1}) is concave such that f (3) = 2(n − 1) = f (n − 1)
so it takes minimal values for p = 2, and f (2) = n − 1 < n, and if p > 2 then f (3) = n + n −
2 > n which means (p − 1)  xp−1 ∈ In whenever p  3. Hence p  xp−1 = 1 by (E), and
(p  xp−1)n+1 = 1 for p  3.
If p = 2, then (2  x)n+1 = [(n+ 1) (x−)2]∼ = [(n+ 1) 0]∼ = 1 while x−  x.
(iii)(4) x ∈ In−i for 2 i < n/2.
(iii)(4)(j) Let (p − 1)  x− ∈ In. Then (p − 1)i  n and p − 1 n/i > 2, so that p > 3. In
such a case, (p−1)x− ∈ In and px− = 1 by (E). Consequently, [(px−)n+1]∼ = 1∼ = 0.
On the other hand, ((p − 1) x−)p ∈ In and [(n+ 1) ((p − 1) x−)p]∼ = 1∼ = 0.
(iii)(4)(jj) Let p = 2. Then x−  x, so that (x−)2 = 0 which yields [(n + 1)  (x−)2]∼ =
0∼ = 1. Simultaneously, 2  x− /∈ In, which gives [(2  x−)n+1]∼ = 0∼ = 1.
(iii)(4)(jjj) Let p = 3.
(iii)(4)(jjj)(a) 2i  n/2. Then (2  x)2 ∈ I0 and (2  x)3 = 0. Hence (n+ 1) (2  x)3 = 0,
and 3i < n which entails 3  x /∈ In, so that (3  x)n+1 = 0.
(iii)(4)(jjj)(b) 2i > n/2. Since 3 does not divide n we have two subcases:
(iii)(4)(jjj)(b1) 3i > n. Hence x  2  x− which gives 1 = x− ⊕ x = 3  x− = 1 and
(3  x−)n+1 = 1. On the other hand, (2  x−)3 /∈ I0, otherwise, 6i − 2n 0, i.e., 3i  n that is
a contradiction. Henceforth, (n+ 1) (2  x−)3 = 1.
(iii)(4)(jjj)(b2) 3i < n. Then 3x− /∈ In and (3x−)n+1 = 0 by (B).
On the other hand, we have 0 < 4i − n < i that is (2  x−)2  x− and 2  x−  x. Hence
(2  x−)3  x−  x = 0 that gives (n+ 1) (2  x−)3 = 0.
Combining all cases, we have that the identity (5.2) holds, and M ∈ VPn .
(II) First we prove the following claim:
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ducible with 1 k  n. Then M satisfies the identity
(
p  xp−1)n+1 = (n+ 1) xp (n,p)
if and only if p does not divide k.
Let k = pq , where q is a positive integer. Let M = I0 ∪ I1 ∪ · · · ∪ Ik , take x0 ∈ I1, and
define x = (q(p − 1))  x0. Then x ∈ Ii where i < k. Let s be a unique extremal state on M ,
then ks(p  xp−1) = p[q(p − 1)2 − (p − 2)k] = k so that p  xp−1 ∈ Ik . On the other hand,
ks(xp) = pq(p − 1)− (p − 1)k = 0 which gives xp ∈ I0 and (n+ 1) xp ∈ I0 and M does not
satisfy (n,p).
Let now p do not divide k and choose x ∈ Ii , i = 0,1, . . . , k. If 1  p  k, there are three
subcases:
(a) xp−1 ∈ I0.
Then xp = 0 and p  xp−1 ∈ I0 and therefore, (p  xp−1)n+1 = 0 = (n+ 1) xp .
(b) xp−1 /∈ I0, xp ∈ I0.
Then 0 < i < k(p − 1)/p and pi(p − 1) − pk(p − 2) < k which yield p  xp−1 /∈ Ik so
that (p  xp−1)k+1 = 0 = (p  xp−1)n+1. On the other hand, by (I) we have (5.1), so that
(p  xp−1)k+1 = 0 = (k + 1) xp and whence xp = 0 and (n+ 1) xp = 0.
(c) xp−1 /∈ I0, xp /∈ I0.
This gives by (C) (n + 1)  xp  (k + 1)  xp = 1, and by (I), 1 = (p  xp−1)k+1 = (p 
xp−1)n+1. Consequently, M satisfies (n,p).
Finally, let k < p  n. If x /∈ Ik , then xk ∈ I0 and xp = 0. On the other hand, xp−1 ∈ I0 so
that p  xp−1 ∈ I0 and (p  xp−1)n+1 = 0. If x ∈ Ik , then xp−1, xp ∈ Ik , p  xp−1 = 1 and
(n+ 1) xp = 1, using (C), so that (p  xp−1)n+1 = 1 = (n+ 1) xp .
(III) Let now M be subdirectly irreducible and k-perfect, where k | n. We show M satis-
fies (5.1). Indeed, let M = I0 ∪ · · · ∪ Ik . If x ∈ Ii for i < k, then by (A), we have 0 = xk+1 
xn  xn+1  0. Consequently, ((n+ 1) xn)2 = 0 = 2  xn+1. If x ∈ Ik , then xn, xn+1 ∈ Ik and
by (C), we get (n+ 1) xn = 1 and ((n+ 1) xn)2 = 1 = 2  xn+1.
We show M satisfies (5.2). Let p do not divide n so p does not k, therefore by the Claim, M
satisfies (n,p), consequently, M satisfies (5.2). 
We now show the converse to Theorem 4.1, that is, if M is a (symmetric) GMV-algebra,
M ∈M, and M admits only one state and this state is (n+ 1)-valued, then M is n-perfect.
Lemma 5.5. Let PGMV1n be the system of GMV-algebras M ∈ BPn such |∂eS(M)| = 1. Then
M is n-perfect, and PGMV1n =PGMVn.
2 Claim holds also for each k-perfect GMV-algebra M , see Remark 5.7
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Then M is n-perfect, and PGMVS1n =PGMVSn .
Proof. According to Theorem 4.1, PGMVn ⊆ PGMV1n. Let M ∈ PGMV1n be a subdirect
product of {Mt }, where every Mt is a subdirectly irreducible GMV-algebra from SBPn. Due to
Lemma 5.3, Mt ∈ PGMVk where k | n. Let s and st be a unique extremal state in M and Mt ,
respectively. Without loss of generality, we can assume M is a subalgebra of
∏
t Mt . If πt is the
projection from ∏t Mt onto Mt , then the uniqueness of s and st yields s(a) = st (πt (a)) = st (at )
for every a = (at )t ∈ M . Since s is (n+ 1)-valued and st is (k + 1)-valued with k | n, every Mt
has to be n-perfect.
Define Mi = s−1({i/n}) for any i = 0,1, . . . , n. If s(a) < s(b), then st (at ) = s(a) < s(b) =
st (bt ), where b = (bt )t . Then at < bt for any t , consequently a < b, which proves M with
(M0,M1, . . . ,Mn) is n-perfect.
In an analogical way we deal with symmetric GMV-algebras. 
Theorem 5.6. V(PGMVn) = V(PGMV1n) = VPn = T (VPn) = BPn, and V(PGMVSn) =
V(PGMVS1n ) = VSPn = T (VSPn)∩ SYM= SBPn.
Proof. By Theorem 5.1, BPn is a variety. Hence, every element M of BPn is a subdirect product
of subdirectly irreducible elements of BPn. By Lemma 5.3, every such an element belongs to
PGMVk for some k | n, which proves V(PGMVn) = V(PGMV1n) = BPn.
On the other hand, by Lemma 5.4, every subdirectly irreducible element of BPn satisfies the
identities (5.1)–(5.2), so satisfies every element of SBPn. Hence, BPn ⊆ VPn . But, by Theo-
rem 5.1, VPn ⊆ BPn.
The second case follows from the fact SBPn = SYM∩BPn. 
As a conclusion of the present section we have that {BPn}∞n=1 is a sequence of different
varieties of GMV-algebras in M and {SBPn}∞n=1 is that of symmetric GMV-algebras.
Using Theorem 5.6, we can repeat literally the proof of (n,p) to obtain the following remark.
Remark 5.7. Claim of Lemma 5.4 holds for any k-perfect GMV-algebra M .
Let n 1 be an integer. We denote by ∂ne S(M) the set of (n+ 1)-valued extremal states on a
GMV-algebra M . If M ∈ BPn, then ∂eS(M) =⋃k|n ∂keS(M), and we set for any k that divides n
Mki =
⋂{
s−1
({i/k}): s ∈ ∂keS(M)}, i = 0,1, . . . , k.
Let M be a GMV-algebra. An element e ∈ M is said to be an idempotent (or Boolean) if
e  e = e. Let B(M) be the set of idempotents of M . Then (i) 0,1 ∈ B(M), (ii) e− = e∼ if
e ∈ B(M), (iii) x ⊕ e = x ∨ e = e ⊕ x, x  e = x ∧ e = e x, x ∈ M , (iv) (B(M);∨,∧,− ,0,1)
is a Boolean algebra, (v) B(M) is the greatest GMV-subalgebra of M which is also a Boolean
algebra (see [GeIo, Cor. 4.4]). Moreover, if e ∈ B(M), then the interval [0, e] endowed with
⊕e,−e ,∼e and 0, e is a GMV-algebra, where x ⊕e y = x ⊕ y, x−e = e  x−, and x∼e = e  x∼,
for x, y ∈ [0, e].
We say that a GMV-algebra M is (i) finitely subdirectly irreducible if M is a subdirect product
of finitely many GMV-algebras M1, . . . ,Mn then M ∼= Mi for some i = 1, . . . , n, (ii) directly
indecomposable if M is non-trivial and whenever E ∼= M1 ×M2, then either M1 or M2 is trivial.
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possible to show that a GMV-algebra M is directly indecomposable if and only if B(M) = {0,1},
[DDT, Prop. 6.4]. If M is finitely subdirectly irreducible, then B(M) = {0,1}.
Corollary 5.8. A non-trivial GMV-algebra M ∈ BPn is k-perfect with k | n if and only B(M) =
{0,1}.
Moreover, the class (
⋃
k{PGMVSk : k | n})
⋃
k{PGMVk: k | n} is first order definable in the
variety M by
([
(∀x)(x− = x∼)]),[
(∀x)(((n+ 1) xn)2 = 2  xn+1) & ((p  xp−1)n+1 = (n+ 1) xp)],[
(∀x)((x2 = x)→ ((x = 0)∨ (x = 1)))],
where p is an integer, 1 <p < n, such that p is not a divisor of n.
Proof. Due to Lemma 5.3, M is a subdirect product of a system of subdirectly irreducible GMV-
algebras {Mt : t ∈ T }, and every x ∈ M can be expressed in the form x = (xt )t∈T , where xt ∈ Mt
for any t ∈ T . Moreover, Mt = (Mt0,Mt1, . . . ,Mtnt ), where nt | n for any t ∈ T .
Claim. 2  xn+1 ∈ B(M).
Indeed, by Lemmas 5.3–5.4 for any xt we have 2  xnt+1t = 0t if xt ∈ Mti and i =
0,1, . . . , nt − 1 and 2  xnt+1t = 1t if xt ∈ Mtnt . Let n = ntqt , where qt > 1. This yields
2  xn+1t = 2  (xkt )q+1 is 0t or 1t . Therefore, 2  xn+1 ∈ B(M).
Let M be k-perfect, k | n, and let e ∈ B(M) be such that 0 < e < 1. Using ideas of [DDT,
Prop. 6.4], M ∼= [0, e]×[0, e−]. If I is a maximal ideal of M , then I ∼= Ie×[0, e−] or I ∼= [0, e]×
Ie− , where Ie and Ie− is a normal and maximal ideal of [0, e] and [0, e−], respectively. Since
pe(M) = [0, e] = {0} and pe−(M) = [0, e−] = {0}, we have [0, e], [0, e−] ∈ BPn. Hence, if se
and se− are extremal states on [0, e] and [0, e−], then se(x) = s(x, y) = se−(y). In particular, 1 =
se(e) = s(e,0) = s(e) and 1 = se−(e−) = s(0, e−) = s(e−) which is absurd. Hence, e ∈ {0,1}.
Conversely, let B(M) = {0,1}. Since 2  xn+1 ∈ B(M), we have that if s is an extremal state
on M such that if s(x) = 1, then 2  xn+1 = 1. Let s′ be an arbitrary extremal state on M . If
s′(x) < 1, then s′(2xn+1) = 0 which is impossible. Hence, Ker(s) = Ker(s′) so that s = s′. By
Lemma 5.5, M is k-perfect with k | n.
The rest follows from Theorem 5.6. 
6. Cyclic elements in GMV-algebras
Cyclic elements for MV-algebras were studied by Torrens in [Tor]. For GMV-algebras, this
notion is more complicated in view of lack of unique extraction of roots. These elements will be
important in the next section for introducing strong and weak n-perfect GMV-algebras.
We say that a GMV-algebra M is divisible, if given x ∈ M and n 1, there is y ∈ M such that
ny = x.
We recall that a group G enjoys unique extraction of roots if, for all positive integers n
and g,h ∈ G, gn = f n implies g = h. We recall that every linearly ordered group, or a rep-
resentable -group, in particular every Abelian -group enjoys unique extraction of roots, see
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extraction of roots, i.e., if a, b ∈ M , na,nb exist in M , and na = nb, then a = b. As for -
groups, every linearly ordered or representable GMV-algebra, in particular every MV-algebra,
enjoys unique extraction of roots.
Example 1. We show that not every perfect GMV-algebra enjoys unique extraction of roots.
Indeed, take G = Aut(R), the -group of permutations of R. According to [Gla, p. 16], there are
g,h ∈ G+, g = h such that g2 = u = h2, where tu = t + 1 ∈ R. Therefore, E(G) does not enjoy
unique extraction of roots because 2(0, g) = 2(0, h) but (0, h) = (0, g).
Hence, if M is symmetric or even from M this does not guarantee that M enjoy unique
extraction of roots.
Example 2. Take u :R → R such that tu = t + 1, t ∈ R. Then M = Γ (Aut(R)u, u) is divisible,
where Aut(R)u = {g ∈ Aut(R): g ∈ [u−n,un] for some n 1}, that is, for every b ∈ M and given
n 1, there is a ∈ M such that na = b because Aut(R) is divisible. But there are a, b ∈ M , a = b,
such that 2a = u = 2b, see [Gla, p. 16].
On the other hand, let M be a GMV-algebra. We say that M enjoys unique extraction of roots
of 1 if a, b ∈ M and na,nb exist in M , and na = 1 = nb, then a = b. Then every En(G) enjoys
unique extraction of roots of 1 for any n  1 and any G. Indeed, let k(i, g) = (n,0) = k(j,h).
Then ki = n = kj which yields i = j > 0, and kg = 0 = kh implies g = 0 = h.
Therefore, an n-perfect GMV-algebra En(G) does not enjoy unique extraction of roots, in
general, but does of roots of 1.
On the other hand, not every n-perfect Γ (Z −→× G,(n, b)) enjoys unique extraction of roots
of 1. For that take G = Aut(R), n = 2, and b = u : t → t + 1. Then 2(1, g) = 2(1, h) = (2, u),
but g = h, where g, h are from above.
Let n > 0 be an integer. An element a of a GMV-algebra M is said to be cyclic of order n > 0
if na exists in M and na = 1. If a is cyclic of order n, then a− = a∼, indeed, a− = (n−1)a = a∼.
If M is a GMV-algebra which is a GMV-subalgebra of a GMV-algebra N , then an element a ∈ M
is cyclic of order n iff a is cyclic of order n in N .
If a is cyclic of order n, then M(a) = {0, a,2a, . . . , (n−1)a,1} is an MV-algebra with respect
to ⊕,,− which is a GMV-subalgebra of M . Therefore, a GMV-algebra M has a cyclic element
of order n iff M contains a copy of Sn = Γ (Z, n).
If M = Γ (G,u) and G is representable, G enjoys unique extraction of roots of 1. Therefore,
M has at most one cyclic element of order n. In general, a GMV-algebra M can have two different
cyclic elements of the same order.
In addition, if M = Γ (G,u) and a and b are cyclic elements in M of order n and a+b = b+a
in the group G, then a = b. Indeed, n(a − b) = na − nb = 0 and since G is torsion free, a = b.
We recall that according to Holland, [KoMe, Thm. 7.3.1], every -group can be embedded
into a divisible -group, G∗. Therefore, if (G,u) is a unital -group, it can be embedded into a
unital divisible -group (G∗u,u), where G∗u is the -subgroup of G∗ generated by u. Hence, every
GMV-algebra can be embedded into a divisible GMV-algebra.
We say that a GMV-algebra M enjoys the unique roots extraction embedding property if M
can be embedded into a divisible GMV-algebra enjoying unique extraction of roots. For example,
every linear MV-algebra can be embedded into a linear divisible MV-algebra. Therefore, every
MV-algebra enjoys unique roots extraction embedding property.
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dered group can be embedded into a divisible locally nilpotent linearly ordered group; every
linearly ordered group enjoys unique extraction of roots. On the other hand, it was an open
problem whether every linearly ordered group can be embedded into a divisible linearly ordered
group [KoMe, p. 144].3 Hence, we do not know whether every linearly ordered GMV-algebra
enjoys unique roots extraction embedding property. We recall that Example 2 gives a divisible
GMV-algebra which do not enjoy unique extraction of roots.
In what follows, we extend a result of Torrens [Tor] on cyclic elements in MV-algebras for
ones in GMV-algebras.
Theorem 6.1. Let a GMV-algebra M enjoy the unique roots extraction embedding property, and
let a and b be cyclic elements of orders n and m, respectively. Then M contains a unique cyclic
element c of order l.c.m.(n,m).
Proof. Suppose that n and m are given. According to [Tor, Lem. 2.9], there are natural numbers
k, l such that 0 < k <m, 0 < l < n, and kn+ lm = l.c.m.(n,m)− 1.
Embed M into a divisible GMV-algebra M∗ enjoying unique extraction of roots, and let h
be the embedding. Without loss of generality, we can assume that n and m are relatively prime;
otherwise, we use the identity l.c.m.(n,m) = nm/g.c.d.(n,m) and supposing n < m we change
m to m/g.c.d.(n,m). Then there is c′ ∈ M∗ such that c′ is a cyclic element of order nm =
l.c.m.(n,m). Choose two integers k, l such that 0 < k < m, 0 < l < n, and kn + lm + 1 =
l.c.m.(n,m). The uniqueness of roots extraction yields h(a) = mc′ and h(b) = nc′. Then h(u) =
nmc′ = (kn+ lm+1)c′ = knc′ + lmc′ +c′ = kh(b)+ lh(a)+c′. Hence c′ = (kh(b)+ lh(a))− =
(kh(b)+ lh(a))∼, and c = h−1(c′) ∈ M is a cyclic element of order l.c.m.(n,m). 
Theorem 6.2. Let a GMV-algebra M be a subdirect product of GMV-algebras enjoying the
unique roots extraction embedding property, and let a and b be cyclic elements of orders n
and m, respectively. Then M contains a unique cyclic element c of order l.c.m.(n,m).
Proof. Let M be a subdirect product of a system of GMV-algebras {Mi} enjoying the unique
roots extraction embedding property. Without loss of generality, we can assume that M is a
subalgebra of
∏
i Mi , and let a = (ai)i and b = (bi)i be cyclic elements of order n and m,
respectively. Then so are ai and bi in Mi for any i. By Theorem 6.1, every Mi contains a unique
cyclic element ci of order l.c.m.(n,m), and ci = h−1i ((khi(bi) + lhi(ai))∼) where hi is the
embedding of Mi into a divisible GMV-algebra enjoying unique extraction of roots. Then c =
(ci)i ∈∏i Mi and, in addition, c = (kb + la)∼ ∈ M . 
As a corollary we have the following statement whose proof is the same as that of [Tor,
Thm. 2.11].
Corollary 6.3. Let a GMV-algebra M satisfy the assumptions of Theorem 6.2, and let a1, . . . , ak
be cyclic elements of orders n1, . . . , nk (k  2). Then M contains a unique cyclic element c of
order l.c.m.(n1, . . . , nk).
3 We note that this problem was settled recently in the negative by V.V. Bludov in Completion of linearly ordered
groups, Algebra Logic 44 (2005) 370–380; translated from Algebra Logika 44 (2005) 664–681 (in Russian).
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and let a + b = b + a hold in the group G. Then M has a cyclic element of order l.c.m.(n,m).
Proof. As above, without loss of generality, we can assume that n and m are relatively prime nat-
ural numbers. According to [Tor, Lem. 2.9], there are natural numbers k, l such that 0 < k <m,
0 < l < n, and kn+ lm = l.c.m.(n,m) − 1. Define c = u − (kb+ la), and calculate: nmc =
nm(u − (kb + la)) = nmu − nmkb − nmla = nmu − nku − mlu = u. Hence, nmc  0 so that
c 0 and c nmc = u so that c ∈ M , and c is a cyclic element of order nm = l.c.m.(n,m). 
Of course, if M is divisible and a and b are cyclic elements of orders n and m, then M has a
cyclic element of order l.c.m.(n,m). Is this true for any GMV-algebra?
7. Representations of n-perfect GMV-algebras
We introduce categories of strong and weak n-perfect GMV-algebras. Strong n-perfect GMV-
algebras are exactly those that can be characterized via (1.1). We show that the variety generated
by strong n-perfect GMV-algebras admit a one-element generator, En(G), where G is a doubly
transitive -group.
An n-perfect GMV-algebra M = (M0,M1, . . . ,Mn) = Γ (G,u) is said to be strong if there is
a ∈ M1 such that (i) a belongs to the commutative center of G, and (ii) na = 1; this element a is
said to be a strong cyclic element of order n. Moreover, M enjoys unique extraction of roots of 1.
Indeed, if there is b ∈ M such that nb = 1, then a + b = b + a in the corresponding group G,
which gives n(a − b) = na − nb = 0 that is a = b.
For example, En(G) is strong; the element a = (1,0) is that in question. On the other hand,
every symmetric 1-perfect GMV-algebra is strong, we take a = 1.
If M = (M0,M1, . . . ,Mn) is n-perfect and M0 is finite, then M0 = {0} and M ∼= Γ (Z, n) ∼=
En({0}), and M is strong. Indeed, by (v) Theorem 4.1, M0 = Infinit(M) and since M0 is fi-
nite, M0 = {0}, and this implies M is an MV-algebra [Dvu1, Thm. 4.2]. Take y1, y2 ∈ Mj
for 0 < j  n. Then y1  y−2 , y2  y−1 ∈ M0 which gives y1  y−1 = y1  (y1 ∧ y2)− = 0 =
y2  (y1 ∧ y2)− = y2  y−1 . Hence y1 = y1 ∧ y2 = y2, and M ∼= Γ (Z, n) ∼= En(O), where O is
the zero group.
Theorem 7.1. An n-perfect GMV-algebra M is isomorphic with some En(G) if and only if M is
strong. In such a case, G is unique up to isomorphism of -groups.
Proof. By the above, one direction is evident.
Suppose now M is strong. By the basic representation theorem of GMV-algebras, Theo-
rem 2.1, there is a unital -group (GM,u) such that M = Γ (GM,u).
In virtue of (v) Theorem 4.1, M0 = Rad(M) = Infinit(M) is an associative cancellative semi-
group satisfying conditions of Birkhoff [Bir, Thm. XIV.2.1]; [Fuc, Thm. II.4] which guarantees
that M0 = Rad(M) is a positive cone of a unique (up to isomorphism) directed po-group G.
Since Rad(M) is a lattice, we have that G is an -group.
Let s be a unique state on M , (vii) Theorem 4.1, it can be extended to a unique state, sˆ, on the
unital -group (GM,u). Since M0 = Ker(s), we have G = Ker(sˆ), and Ker(s) = G+.
Fix an element a ∈ M1 such that a belongs to the commutative center of GM and na =
1 := u. Define a mapping h :M → En(G) as follows h(x) = (i, x − ia) whenever x ∈ Mi , i =
0,1, . . . , n; we recall h is well-defined because sˆ(x − ia) = 0 and hence x − ia ∈ G. Then
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x ∈ M , and h(ia) = (i,0).
Let x ∈ Mi and y ∈ Mj . If i + j < n, by (i) Theorem 4.1, x + y is defined in M , and x ⊕ y ∈
Mi+j . Then h(x ⊕ y) = h(x + y) = (i + j, x + y − (i + j)a) = (i, x − ia) + (j, y − ja) =
h(x) + h(y) = h(x) ⊕ h(y). If i + j = n, then h(x) ⊕ h(y) = ((i, x − ia) + (j, y − ja)) ∧
(n,0) = (i + j, x + y − na) ∧ (n,0) = (n, x + y − u) ∧ (n,0) = (n, (x + y − u) ∧ 0), and
h(x ⊕ y) = (n, x ⊕ y − na) = (n, ((x + y)∧ u)− u) = (n, (x + y − u)∧ 0).
If i+j > n, then h(x)⊕h(y) = (i, x− ia)⊕ (j, y−ja) = (i+j, x+y− (i+j)a)∧ (n,0) =
(n,0), and h(x ⊕ y) = (n, (x + y)∧ u− u). Therefore, h(x ⊕ y) h(x)⊕ h(y). There are two
subcases: (a) (x + y)∧u = u and (b) (x + y)∧u < u. In the case (a), we have h(x ⊕ y) = (n,0).
In the following Claim we prove that only subcase (a) holds whenever M is subdirectly irre-
ducible.
Claim. Let M = (M0, . . . ,Mn) = Γ (GM,u) be our n-perfect subdirectly irreducible GMV-
algebra. If x ∈ Mi , y ∈ Mj and i + j > n, then (x + y)∧ u = u.
We use the technique from the proof of Lemma 5.3. There is a prime subgroup C of GM such
that
⋂
g∈GM g
−1Cg = {1} (we use the multiplicative form of (GM,u)). Therefore, C ⊆ Iˆ :=
φ(I), where I is the unique maximal ideal of M , and φ(I) is its extension to GM given by (3.1).
In addition, let s be a unique state on M and sˆ be the extension of s onto (GM,u).
Since u  (xy) ∧ u (we use now multiplicative form), we have Cgu  Cg((xy) ∧ u) for
any g ∈ GM . The transitivity of GM yields there is an element h ∈ GM such that Cgu =
Cg((xy) ∧ u)h. Applying the state sˆ to this equation, we can show that sˆ(h) = 0. Hence
cgu = g((xy)∧ u)h for some c ∈ C, and g−1cg = ((xy)∧ u)hu−1 = ((xy)∧ u)u−1h because u
belongs to the commutative center of GM . Therefore, (xyu−1h) ∧ h ∈ g−1Cg ⊆ g−1Iˆ g = Iˆ .
Since g−1Cg is prime, xyu−1h ∈ g−1Cg or h ∈ g−1Cg. In the first case we apply sˆ, and
we give i + j − n + nsˆ(h) = 0, i.e., sˆ(h) < 0 which is impossible because sˆ(h) = 0. Hence,
h = g−1c0g for some c0 ∈ C. This entails cgu = g((xy) ∧ u)h = g((xy) ∧ u)g−1c0g, i.e.,
g−1cgu = ((xy) ∧ u)g−1c0g and g−1cgug−1c−10 g = g−1cc−10 u = (xy) ∧ u. Consequently,
cc−10 gu = g(xy) ∧ u and Cgu = Cg((xy) ∧ u) which proves u = (xy) ∧ u or in our form
u = (x + y)∧ u as claimed.
In virtue of claim, h is a homomorphism whenever M is n-perfect, strong and subdirectly
irreducible.
Assume now M is an arbitrary n-perfect GMV-algebra. Therefore, M is a subdirect product of
subdirectly irreducible GMV-algebras {Mt }t . Without loss of generality, we can assume that M
is a subalgebra of
∏
t Mt . We suppose a = (at )t is a strong cyclic element of order n, x = (xt )t ,
y = (yt )t , and u = (ut )t . M and Mt admit a unique state, s and st , respectively, for any t . Then
s(a) = st (at ) and s(M) = st (M) has only n + 1 values. Since a is a strong cyclic element of
order n, so is at in Mt for every t , and Mt is a strong n-perfect GMV-algebra. Hence, st (xt ) = i =
s(x) and st (yt ) = j = s(y), and applying Claim to the subdirectly irreducible case of every Mt ,
we have (xt + yt )∧ ut = ut . Hence (x + y)∧ u = u which proves h(x ⊕ y) = (n,0). Therefore,
h is a homomorphism for any strong n-perfect GMV-algebra M .
We now show h is injective. Suppose h(x) = h(y). Then (i, x − ia) = (j, y − ja) and
i = j and x = y. We prove h is surjective. It is clear h(M0) = {(0, g): g ∈ G+} and h(Mn) =
{(n,−g): g ∈ G+}. Suppose g ∈ G+ and 0 < i < n. Then there is a unique x ∈ M0 such that
h(x) = (0, g) which yields ia ⊕ x ∈ Mi and h(ia ⊕ x) = (i,0) ⊕ (0, g) = (i, g). Similarly,
h(iax−) = h(ia)−h(x) = (i,0)− (0, g) = (i,−g) and ax− ∈ Mi . Finally, let g ∈ G. Then
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Hence x1  x−2 ∈ Mi and h(x1  x−2 ) = h(x1)− h(x2) = (i, g+)− (0, g−) = (0, g), and h is an
isomorphism. 
Let SPGMVn denote the category of strong n-perfect GMV-algebras, where objects are pairs
(M,a) with a strong n-perfect GMV-algebra M and a fixed strong cyclic element a ∈ M of
order n, and morphisms are GMV-homomorphisms of GMV-algebras preserving fixed strong
cyclic elements. The mapping En :L → SPGMVn defined by (4.1) is a functor such that
(En(G), (1,0)) is an object of the category SPGMPn, and if h is a morphism of -groups,
then
En(h)(i, g) =
⎧⎪⎨
⎪⎩
(0, h(g)) if i = 0, g ∈ G+,
(i, h(g)) if 0 < i < n, g ∈ G,
(n,−h(g)) if i = n, g ∈ G+,
(7.1)
is a morphism of strong n-perfect GMV-algebras.
Theorem 7.2. En is a categorical equivalence of the category L of -groups and the category
SPGMVn of strong n-perfect GMV-algebras.
In addition, suppose that h : (En(G), (1,0)) → (En(H), (1,0)) is a morphism of strong n-
perfect GMV-algebras, then there is a unique homomorphism f :G → H of -groups such that
h = En(f ), and
(i) if h is surjective, so is f ;
(ii) if h is an injective, so is f .
Proof. The proof uses Theorem 7.1 and follows the same ideas as the analogical result for perfect
GMV-algebras from [DDT], therefore, we omit it here. 
As a direct corollary of Theorem 7.2 we have the following result.
Corollary 7.3. For any n 1, all categories SPGMVn are mutually categorically equivalent.
Theorem 7.4. Let G be a doubly transitive -group. Then V(SPGMVn) = V(En(G)).
In particular, an identity holds in every strong n-perfect GMV-algebra if and only if it holds
in En(G).
Proof. Let G be a doubly transitive -groups, and define En(G) via (4.1).
Let M be a strong n-perfect MV-algebra. Due to Theorem 7.1, there is a unique -group
GM such that M = En(GM). Since every doubly transitive -group generates the variety L of
-groups, [Gla, Lem. 10.3.1], there exist a homomorphism f of -groups and an -group K
such that f (K) = GM and K ⊆ GJ , where J is an index set. Due to Theorem 7.2 and (7.1),
M = En(GM) = En(f )(En(K)).
Define a mapping ρ :En(GJ ) → (En(G))J via ρ(0, (gj )j∈J ) = {(0, gj )}j∈J and
ρ(n, (−gj )j∈J ) = {(n,−gj )}j∈J for gj ∈ G+, and ρ(i, gj ) = {(i, gj )}j∈J , 0 < i < n, gj ∈ G
for j ∈ J . Then ρ is an embedding, and En(GJ ) ∈ V(En(G)). Since En(K) is a subalgebra of
4942 A. Dvurecˇenskij / Journal of Algebra 319 (2008) 4921–4946En(GJ ), we have En(K) ∈ V(En(G)) and M ∈ V(En(G)) because it is a homomorphic image of
En(K) ∈ V(En(G)). 
An example of a doubly transitive permutation -group is the system of all automorphisms,
Aut(R), of the real line R, or the next example:
Let u ∈ Aut(R) be the translation tu = t + 1, t ∈ R, and
BAut(R) = {g ∈ Aut(R): ∃n ∈ N, u−n  g  un}.
Then (BAut(R), u) is a doubly transitive unital -permutation group, and according to [DvHo,
Cor. 4.9], the variety of pseudo MV-algebras generated by Γ (BAut(R), u) is the variety of all
pseudo MV-algebras.
An n-perfect GMV-algebra M = (M0,M1, . . . ,Mn) = Γ (G,u) is said to be weak if there is
a ∈ M1 such that (i) a belongs to the commutative center of G and na ∈ M . Every strong n-
perfect GMV-algebra is weak, but not vice versa. For example, Example 4 from Section 4 gives
a weak n-perfect GMV-algebra which is not strong whenever b > 0 does not belong to the com-
mutative center of G; the element a = (1,0) is that in question. In view of (iv) of Theorem 4.1,
every n-perfect MV-algebra is weak. On the other hand, Example 3 from Section 4 gives n-
perfect GMV-algebras which are neither strong nor weak. Therefore, it is not representable via
En(G) nor by Γ (Z−→×G,(n, b)) for any -group G, see Theorem 7.1 and the following statement.
Theorem 7.5. Let M = (M0,M1, . . . ,Mn) be a weak n-perfect GMV-algebra which is not strong.
Then there is a unique (up to isomorphism) -group G with an element b ∈ G+, b > 0, such that
M ∼= Γ (Z −→× G,(n, b)).
Proof. Assume M = Γ (GM,u) for some unital -group (GM,u). As in the proof of Theo-
rem 7.1, we can found a unique (up to isomorphism) -group G such that Infinit(M) = M0 is a
positive cone of G, moreover, G is an -subgroup of GM . We recall that if s is a unique state
on M , it can be extended to a unique state, sˆ, on the unital -group (GM,u). Since M0 = Ker(s),
we have G = Ker(sˆ).
Choose an element a ∈ M1 belonging to the commutative center of GM and na ∈ M . Then
na < 1 =: u, and the assumptions entail M0 is infinite (otherwise M ∼= Γ (Z, {0}) and M is
strong).
Set b = u−na ∈ M0 \{0}, and define a mapping h :M → Γ (Z−→×G,(n, b)) as follows h(x) =
(i, x− ia) whenever x ∈ Mi . Then (1) h(0) = (0,0), (2) h(u) = (n,u−na) = (n, b), (3) h(ia) =
(i,0), (4) h(x∼) = (n− i,−x+u− (n− i)a) = (n− i,−x+b+ ia), h(x)∼ = −h(x)+ (n, b) =
−(i, x − ia)+ (n, b) = (n− i,−x + b + ia), and similarly (5) h(x−) = h(x)−.
Let x ∈ Mi and y ∈ Mj . If i+j < n, then by (i) of Theorem 4.1, x⊕y = x+y, and h(x⊕y) =
h(x+y) = h(x)⊕h(y). If i+ j = n, then h(x⊕y) = (n, x⊕y−na) = (n, (x+y)∧u−na) =
(n, (x+y−na)∧(u−na)) = (n, (x+y−na)∧b), and h(x)⊕h(y) = (i+j, x+y−(i+j)a)∧
(n, b) = (n, (x + y − na))∧ (n, b) = (n, (x + y − na)∧ b).
Finally, if i + j > n, then h(x ⊕ y) = (n, (x + y)∧ u− na) = (n, (x + y − na)∧ b) (n, b),
and h(x)⊕ h(y) = (i + j, (x + y − (i + j)a))∧ (n, b) = (n, b).
In the following claim we prove that (x + y − na) ∧ b = b holds whenever M is subdirectly
irreducible.
Claim. Let M = (M0, . . . ,Mn) = Γ (GM,u) be our weak n-perfect subdirectly irreducible
GMV-algebra. If x ∈ Mi , y ∈ Mj and i + j > n, then (x + y − na)∧ b = b.
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Then Cgb  Cg((xya−n) ∧ b); we use the multiplicative form of GM . The transitivity of
GM implies that there is an element h ∈ GM such that Cgb = Cg((xya−n) ∧ b)h. Therefore,
cgb = g((xya−n) ∧ b)h for some c ∈ C. If sˆ is the extension of the unique state s on M to
(GM,u), we have sˆ(h) = 0. Therefore, g−1cg = ((xya−n) ∧ b)hb−1 = (xya−nhb−1) ∧ bhb−1.
Since g−1Cg is also prime, xya−nhb−1 ∈ g−1Cg or bhb−1 ∈ g−1Cg. In the first case we have
h(s) < 0 which is impossible, hence g−1c0g = bhb−1 for some c0 ∈ C, i.e., h = b−1g−1c0gb.
Hence, cgb = g((xya−n) ∧ b)b−1g−1c0gb and cgbb−1g−1c−10 gb = g((xya−n) ∧ b) which
gives cc−10 gb = g((xya−n) ∧ b) and Cgb = Cg((xya−n) ∧ b) proving b = (xya−n) ∧ b or
b = (x + y − na)∧ b in our language.
This proves h is a homomorphism whenever M is a subdirectly irreducible, weak and n-
perfect GMV-algebra.
If now M is an arbitrary weak n-perfect GMV-algebra which is not strong. There is a system
{Mt } of subdirectly irreducible GMV-algebras such that M is a subdirect product of {Mt }, and
as in the proof of Theorem 7.1, every Mt is n-perfect. Suppose that a = (at )t is an element
of M such that a + z = z + a holds in the group GM for each z ∈ M , and na < a, and let
b = (bt )t = (ut −nat )t , x = (xt )t , y = (yt )t and u = (ut )t . Let Mt = Γ (Gt ,ut ), then at belongs
also to the commutative center of Gt , and for some t0, nat0 < ut0 . If st is a unique state on
Mt and s is a unique state on M , we have s(x) = i = st (xt ) and s(y) = j = st (yt ). By claim,
(xt + yt − nat ) ∧ bt = bt whenever nat < ut . If nat = ut , then bt = 0t and again (xt + yt −
nat )∧ bt = bt . This implies (x + y − na)∧ b = b and hence h is a homomorphism.
In a similar way as in the proof of Theorem 7.1, h is injective. It is clear that h(M0) =
{(0, g): g ∈ G+}. If g  b, then −g + b  0 and there is x ∈ M0 such that h(x) = (0,−g + b).
Then h(x−) = h(x)− = (n, b)−(0,−g+b) = (n, b−b+g) = (n, g). Let 0 < i < n and g ∈ G+,
then there is x ∈ M0 such that h(x) = (0, g), and h(x + ia) = h(x) + h(ia) = (0, g) + (i,0) =
(i, g). If g  0, then there is y ∈ M0 such that h(x) = (0,−g) and h(ia  x−) = h(ia)− h(x) =
(i,0)−(0,−g) = (0, g) which proves h is surjective and, consequently, h is an isomorphism. 
Corollary 7.6. For every n-perfect MV-algebra M , there is a unique (up to isomorphism) Abelian
-group G with an element b ∈ G+ such that M ∼= Γ (Z −→× G,(n, b)).
Proof. In view of (iv) of Theorem 4.1, M is weak. If M is not strong, the statement follows
from Theorem 7.5 with b > 0. If M is strong, then the statement follows from Theorem 7.1 with
b = 0. From the construction of G we conclude G is an Abelian -group. 
In view of Theorem 5.6, V(PGMVSn) = V(PGMVS1n ) = VSPn = T (VSPn) = SBPn. LetFWPGMVn be the family of weak n-perfect GMV-algebras. Due to Theorems 7.1–7.4, we
have V(SPGMVn) ⊆ V(FWPGMVn) ∩ SYM ⊆ V(PGMVSn). We recall that we do not
know whether these three varieties coincide. Similarly, are the following two varieties identi-
cal V(FWPGMVn) ⊆ V(PGMVn) = BPn?
It is worth mentioning that not every n-perfect MV-algebra is strong. Indeed, M =
Γ (Z
−→× E(Z), (2, b)) with b = (1,1) is a weak 2-perfect MV-algebra which is not strong. Simi-
larly, Γ (Z −→× G,(0, b)) is strong iff there is b0 ∈ G+ belonging to the commutative center of G
such that nb0 = b.
However for MV-algebras, every weak n-perfect MV-algebra belongs to the variety gen-
erated by Sωn , [CDM, Prop. 8.3.3], i.e., V(FWPGMVn) ∩ MV = V(SPGMVn) ∩ MV =
V(En(Z)). To see that, let h :Γ (Z −→× G,(n, b)) → Γ (Z −→× G,(n,0)) be defined by h(i, g) :=
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V(SPGMVn). Unfortunately, this trick with embedding does not work for a non-Abelian -
group G.
Let Lb be the category whose objects are couples (G,b), where G is an -group and b is
a fixed element from G+, and morphisms are -homomorphisms of -groups preserving fixed
elements b. Similarly, let WPGMVn be the category whose objects are couples (M,a), where
M = Γ (GM,u) is a weak n-perfect GMV-algebra with a fixed element a ∈ M1 such that a
belongs to the commutative center of GM , na ∈ M , and morphisms are GMV-homomorphisms
of weak n-perfect GMV-algebras preserving fixed elements a’s.
Fix an integer n 1. Given (G,b) ∈ Lb, we set
Fn(G,b) := Γ
(
Z
−→× G,(n, b)). (7.2)
Then Fn(G,b) is a weak n-perfect GMV-algebra. The mapping Fˆn :Lb →WPGMVn such that
Fˆn(G,b) =
(Fn(G,b), (1,0)), (G,b) ∈ Lb,
is a functor such that if h : (G,b) → (H, c) is a morphism of Lb, then
Fˆn(h)(i, g) =
⎧⎪⎨
⎪⎩
(0, h(g)) if i = 0, g ∈ G+,
(i, h(g)) if 0 < i < n, g ∈ G,
(n,h(g)) if i = n, g ∈ G, g  b,
(7.3)
is a morphism of weak n-perfect GMV-algebras.
Theorem 7.7. Fˆn is a categorical equivalence of the category Lb and the category WPGMVn
of weak n-perfect GMV-algebras.
In addition, suppose that h : (Fn(G,b), (1,0)) → (Fn(H, c), (1,0)) is a morphism of weak n-
perfect GMV-algebras, then there is a unique homomorphism f : (G,b) → (H, c), f (b) = f (c),
of -groups such that h = Fˆn(f ), and
(i) if h is surjective, so is f ;
(ii) if h is an injective, so is f .
Proof. First observe that if (M,a) is given and there is a′ ∈ M such that na′ ∈ M and na = na′,
then a = a′. The proof of theorem uses (i) the relation b = u − na, where u := 1 in the unital
-group (GM,u) with M = Γ (GM,u), (ii) Theorem 7.5, and it follows the same ideas as the
analogical result for strong n-perfect GMV-algebras, Theorem 7.2, therefore, we omit it here. 
Corollary 7.8. Let Ab be the subcategory of the category Lb consisting of all couples (G,b),
where G is an Abelian -group with a fixed element b ∈ G+. ThenAb is categorically equivalent
to the subcategory of n-perfect MV-algebras, PMVn, whose objects are couples (M,a), where
M = (M0,M1, . . . ,Mn) is an n-perfect MV-algebra and a ∈ M1 is a fixed element such that
na ∈ M .
Proof. It follows from Theorem 7.7 and the restriction of the functor Fˆn to Ab. 
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b ∈ G+}).
In particular, an identity holds in every weak n-perfect GMV-algebra if and only if it holds in
Fn(G,b) for any g ∈ G+.
Proof. Let (M,a) be a weak n-perfect MV-algebra with a fixed element a ∈ M1. Due to
Theorems 7.1 and 7.5, there is a unique -group GM and an element bM ∈ G+M such that
(M,a) = (Fn(GM,bM), (1,0)). Since every doubly transitive -group generates the variety L
of -groups, [Gla, Lem. 10.3.1], there exist a homomorphism f of -groups and an -group
K such that f (K) = GM and K ⊆ GJ , where J is an index set. In addition, there is an el-
ement b0 = (bj )j ∈ K such that f (b0) = bM . We can assume that every bj  0 (otherwise
we change it by bj ∨ 0). Due to Theorem 7.5 and (7.3), (M,a) = (Fn(GM,bM), (1,0)) =
Fˆn(f )(Fn(K,b0), (1,0)).
Define a mapping ρ :Fn(GJ , b0) →∏j∈J (Fn(G), bj ) via ρ(0, (gj )j∈J ) = {(0, gj )}j∈J for
gj ∈ G+ and ρ(n, (gj )j∈J ) = {(n, gj )}j∈J for gj ∈ G+, gj  bj , and ρ(i, gj ) = {(i, gj )}j∈J ,
0 < i < n, gj ∈ G for j ∈ J . Then ρ is an embedding, and Fn(GJ , b0) ∈ V({Fn(G,b):
b ∈ G+}). Since Fn(K,b0) is a subalgebra of Fn(GJ , b0), we have Fn(K,b0) ∈ V({Fn(G,b):
b ∈ G+}) and M ∈ V({Fn(G,b): b ∈ G+}) because it is a homomorphic image of Fn(K,b0) ∈
V({Fn(G,b): b ∈ G+}). 
Finally, let G be an arbitrary -group and fix an element b ∈ G. Then u = (n, b) is a strong
unit for Z −→× G and M = Γ (Z −→× G,(n, b)) is an n-perfect GMV-algebra. If G has the trivial
commutative center and b < 0, then M is not weak. For example, if G = Aut(Ω), the set of all
permutations of a chain Ω , is doubly transitive, then the commutative center of G is trivial [Dar,
Prop. 31.5]; this is true, e.g., if G = Aut(R).
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