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ABSTRACT
It is known from the algebraic graph theory that if L is the Laplacian matrix of
some tree G with a vertex degree sequence ~d = (d1, ..., dn)
⊤ and D is its distance
matrix, then LD+2I = (2 ·~1− ~d)~1⊤, where ~1 is an all-ones column vector. We prove
that if this matrix identity holds for the Laplacian matrix of some graph G with
a degree sequence ~d and for some matrix D, then G is essentially a tree, and D is
its distance matrix. This result immediately generalizes to weighted graphs. If the
matrix D is symmetric, the lower triangular part of this matrix identity is redundant
and can be omitted. Therefore, the above bilinear matrix equation in L, D, and ~d
characterizes trees in terms of their Laplacian and distance matrices. Applications
to the extremal graph theory (especially, to topological index optimization and to
optimal tree problems) and to road topology design are discussed.
KEYWORDS
Matrix equation, mixed-integer programming, extremal graph theory, optimal tree
problem, the Wiener index
1. Introduction
Let I denote an identity matrix, J be an all-ones matrix, and ~1 be an all-ones col-
umn vector of convinient dimension, while diag~a standing for a diagonal matrix with
elements of the column vector ~a on its main diagonal.
We study simple undirected graphs without loops. Let V (G) and E(G) denote the
sets of vertices and edges of the graph G respectively. A typical graph considered below
has n vertices indexed from 1 to n. Edges are bi-element sets {i, j} ⊆ V (G) denoted
ij ∈ E(G) for short. The adjacency matrix X(G) = (xij(G))
n
i,j=1 of the graph G is a
symmetric binary matrix with xij(G) = 1 if ij ∈ E(G) and xij(G) = 0 otherwise. A
degree sequence of the graph G is the column vector ~d(G) := X(G) ·~1.
Unless otherwise stated, weighted graphs are considered, i.e., a positive weight
wij > 0 is assigned to every edge ij ∈ E(G) of the graph G. The weight matrix
W (G) = (wij(G))
n
i,j=1 of the graph G is a non-negative symmetric matrix with
wij(G) = wij if ij ∈ E(G) and wij(G) = 0 otherwise. If edge weights are selected
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from some positive symmetric matrixM = (µij)
n
i,j=1, then W (G) =M ⊙X(G), where
⊙ is the elementwise matrix multiplication. Unweighted graphs can be considered as
a special case of weighted graphs with unitary weights.
For a graph G with edge weights wij(G), ij ∈ E(G), let G
−1 denote the graph
G with all weights replaced with their reciprocals: wij
(
G−1
)
:= 1
wij(G)
, ij ∈ E(G).
Obviously,
(
G−1
)−1
= G and for unweighted graphs G−1 = G.
The Laplacian matrix of a weighted graph G is L(G) := diag(W (G)~1)−W (G). The
distance dij(G) between vertices i and j of a weighted graph G is the minimum weight
of the path that connects vertices i and j in graph G, where the weight of a path is
just a sum of its edges’ weights. The distance matrix D(G) of the graph G is an n×n
matrix with zeros along its diagonal and with its (i, j)-entry being equal to dij(G).
A connected graph with n vertices and n − 1 edges is called a tree. Following the
seminal works of Graham, Pollak, and Lova´sz [1,2], Laplacian and distance matrices of
weighted and unweighted trees are extensively studied in the literature. Let L := L(G)
be the Laplacian matrix of some weighted tree G with a degree sequence ~d = ~d(G),
and let D := D
(
G−1
)
be the distance matrix of G−1. Firstly introduced by Bapat,
Kirkland, and Neumann ([3], Lemma 4.1), the identity
LD + 2I = (2 ·~1− ~d)~1⊤, (1)
is an attractive result that brings together in a single expression the main quantities
that characterize a graph in the algebraic graph theory.
Being a simple consequence of the weighted version [3] of the famous Graham-
Lova´sz’s formulae [2] for the inverse of the distance matrix of a tree,
D−1 =
(2 ·~1− ~d)(2 ·~1− ~d)⊤
2
∑
ij∈E(G)wij (G−1)
−
1
2
L, (2)
the identity (1) and its immediate corollary LDL = −2L are widely used to establish
algebraic properties of trees [4–6].
In the next section we prove that the converse proposition is also valid, i.e., if
identity (1) holds for the Laplacian matrix of some graph G and for some matrix D,
then G is essentially a tree with the degree sequence ~d and D is the distance matrix of
the graph G−1. It is also shown that in case of a symmetrix matrix D, equations in the
lower-triangular part of the matrix equation (1) are redundant and can be omitted.
In Section 3 applications to the extremal graph theory and to topology design
problems are outlined. The discussion on the possible extensions of the above results
concludes.
2. Results
Theorem 2.1. Let L be the Laplacian matrix of a (weighted) graph G with vertex
degree sequence ~d = (d1, ..., dn)
⊤. If for some real matrix D the identity (1) holds,
then G is a tree. Moreover, if D has the zero diagonal, then D is the distance matrix
of the tree G−1.
Proof. To prove that G is a tree, let us multiply both sides of the equation (1) by ~1⊤
2
from the left and by ~1 from the right, obtaining
~1⊤LD~1 + 2n = (2n −~1⊤~d)n, (3)
Since L is a graph Laplacian matrix, it has an all-ones eigenvector ~1 that corresponds
to the zero eigenvalue, and, therefore, ~1⊤L ≡ 0. Hence, from (3) it follows that ~1⊤~d =
2(n − 1), i.e.,
n∑
i=1
di = 2(n − 1), (4)
and ~d must be the vertex degree sequence of some tree.
Therefore, if graph G is connected, then G is a tree. By contradiction, assume that
G is disconnected. Then L has an eigenvector ~u for the zero eigenvalue, such that
~u⊤L = 0 and ~1⊤~u = 0. Multiplying the equation (1) by ~u⊤ from the left, we obtain
2~u⊤+~u⊤~d~1⊤ = 0. It follows that ui = uj = −~u⊤~d/2, which is impossible since ~1⊤u = 0.
So, G is a tree.
Let us prove that the matrix D is equal to the distance matrix D
(
G−1
)
. From [3,7]
it is known that if G is a tree, the equation (1) holds for D = D
(
G−1
)
. Therefore,
L∆ = 0, where ∆ = (∆ij)
n
i,j=1 := D −D
(
G−1
)
.
Multiplying L∆ = 0 from the left by the generalized inverse [8] L† of the Laplacian
matrix L, and taking into account that L†L = I − 1
n
J [4,9] (remember that J is an
all-ones matrix), we obtain that
∆ =
1
n
J∆,
i.e., ∆ij =
1
n
∑n
k=1∆ik. This means that ∆ij = ∆ii for all i, j = 1, ..., n. Since D has
the zero diagonal, ∆ii ≡ 0. Therefore, ∆ij = 0 and D ≡ D
(
G−1
)
, which completes
the proof.
For unweighted graphs G ≡ G−1, so, the following corollary holds.
Corollary 2.2. If L is the Laplacian matrix of an unweighted graph G with vertex
degree sequence ~d = (d1, ..., dn)
⊤, and for some real matrix D the identity (1) holds,
then G is a tree. If D has the zero diagonal, then D is a distance matrix of the tree G.
A symmetric n × n matrix with zero diagonal and positive off-diagonal elements
is called a Eucidean distance matrix (EDM) if n points can be selected in some p-
dimensional Euclidean space so that element (i, j) of the matrix is equal to the squared
Euclidean distance between the i-th and the j-th points. If, in addition, points can be
selected on a p-dimensional hypersphere, the matrix is called a spherical (or circulant)
EDM.
For the next theorem we will need the following auxiliary result.
Lemma 2.3. The distance matrix D of a (weighted) tree G is a spherical EDM.
Proof. Trees with positive edge weights are a special case of matrix-weighted trees
[5]. Balaji and Bapat [5] proved that the distance matrix of a matrix-weighted tree is
EDM. Bapat, Kirkland, and Neumann showed that detD 6= 0, so D is invertible [3].
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Gower [10] showed that EDM D is spherical if ~1⊤D−1~1 > 0. Substituting the explicit
expression (2) for D−1 and taking into account that L~1 ≡ 0, we see that
~1⊤D−1~1 =
(
~1⊤(2 ·~1− ~d)
)2
2
∑
ij∈E(G)wij (G)
=
2∑
ij∈E(G)wij (G)
> 0.
For a square matrix A = (aij)
n
i,j=1 let A
q = (aqij)
n
i,j=1 denote its upper triangular
part (excluding the diagonal), i.e., aqij = aij if i < j, and a
q
ij = 0 otherwise.
Theorem 2.4. If L := L(G) is a Laplacian matrix of some (weighted) graph G with
vertex degree sequence ~d = (d1, ..., dn)
⊤, and for some real symmetric zero-diagonal
matrix D, such that D ≥W
(
G−1
)
, the identity
[
LD + 2I − (2 ·~1− ~d)~1⊤
]
q
= 0 (5)
holds, then G is a tree and the matrix D = D
(
G−1
)
is the distance matrix of G−1.
Proof. The matrix equation (5) is equivalent to the equation
LD + 2I = (2 ·~1− ~d)~1⊤ + Z, (6)
where Z is some lower-triangular matrix (which means that Zq ≡ 0).
Let us introduce the spectral decomposition of the graph Laplacian matrix L =
UΛ0U
⊤. Here Λ0 := diag~λ0, where ~λ0 := (λ1, ..., λn−c, 0, ..., 0) is the vector of eigen-
values enumerated in the descending order, and U := ( ~u1, ..., ~un) is the orthogonal
matrix whose columns ~u1, ..., ~un are the corresponding normalized eigenvectors. The
Laplacian matrix of a graph G has non-negative eigenvalues with λn = 0, and the
multiplicity c of zero eigenvalue is equal to the number of connected components in
graph G.
Let us assume that graph G is disconnected (i.e., c ≥ 2) and prove that in this case
the matrix equation (6) has no solution. The Laplacian eigenvectors can always be
selected so that:
(1) ~un =
1√
n
(1, ..., 1)⊤ ,
(2) If c ≥ 2 then ~un−1 = α~1(C1) + β~1(C2), where C1, C2 ⊂ V (G) are disjoint
vertex sets of the graph G such that C1 ∪C2 = V (G), and ~1(C1),~1(C2) are their
corresponding indicatory vectors, while α and β are constants. Let us denote
n1 := |C1| > 0, n2 := |C2| = n− n1 > 0.
Eigenvectors are orthonormal, so ~u⊤n−1~un = 0, ~u
⊤
n ~un = 1, which implies that
α =
√
n2
n1n
, β = −
√
n1
n2n
. (7)
Let us multiply both sides of (6) by the row-vector ~u⊤n =
1√
n
~1⊤ from the left. By
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the definition of a zero-eigenvalue eigenvector, ~u⊤nL = 0, so, equality (6) gives
~1⊤Z =
(
n∑
i=1
di − 2(n− 1)
)
~1⊤. (8)
Introducing the shorthand notation ~zi := ~1(Ci)
⊤Z, i = 1, 2, we can write an equivalent
equation:
~z1 + ~z2 =
(
n∑
i=1
di − 2(n− 1)
)
~1⊤. (9)
Then, multiplying both sides of the equation (6) by the row-vector ~u⊤n−1 from the
left and taking into account orthogonality of eigenvectors, we have another system of
equations:
α~z1 + β~z2 = 2α~1(C1)
⊤ + 2β~1(C2)⊤ + (α
∑
i∈C1
di + β
∑
i∈C2
di)~1
⊤, (10)
which, after simplification, gives
~z1 −
n1
n2
~z2 = 2~1(C1)
⊤ − 2
n1
n2
~1(C2)
⊤ +
(∑
i∈C1
di −
n1
n2
∑
i∈C2
di
)
~1⊤. (11)
Combining (9) and (11), we evaluate
~z1 =
(∑
i∈C1
di − 2n1
)
~1⊤ + 2 ·~1(C1)⊤. (12)
Without loss of generality, let us assume that n ∈ C2. Since, by definition, Z is a
lower-diagonal matrix, it follows that n-th component of ~z1 is zero. Then, from (12)
it is clear that
∑
i∈C1 di = 2n1 and
~z1 = 2 ·~1(C1)
⊤. (13)
Let m := max{i : i ∈ C1} be the maximum index of a vertex in C1. From (13) we
conclude thatm-th diagonal element of the matrix Z is equal to 2. So, writing down the
m-th diagonal element of the matrix equation (6), we have (LD)mm+2 = 2− dm+2,
or, using notation D = (dij)
n
i,j=1,
n∑
k=1
wmk(G)dmm −
n∑
k=1
wmk(G)dkm = 2− dm. (14)
By the hypothesis, dmm ≡ 0, so (14) is equivalent to
n∑
k=1
wmk(G)dkm = dm − 2.
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On the other hand, by the hypothesis, D ≥ W
(
G−1
)
, so dkm ≥
1
wkm(G)
for all km ∈
E(G). Since wkm = wmk and wmk(G) ≡ 0 for all mk /∈ E(G),
dm − 2 =
n∑
k=1
wmk(G)dkm =
∑
km∈E(G)
wkm(G)dkm ≥
∑
km∈E(G)
wkm(G)
wkm(G)
= dm,
which makes a contradiction.
Therefore, if the matrix equation (5) holds, then the graph G is connected.
By the Euler theorem,
n∑
i=1
di ≥ 2(n− 1) (15)
for any connected graph G.
Since Z = (zij)
n
i,j=1 is lower-triangular, from (8) it follows that
znn =
n∑
i=1
di − 2(n − 1). (16)
On the other hand, n-th diagonal element of the matrix equation (6) gives
n∑
k=1
wnk(G)dnn −
n∑
k=1
wnk(G)dkn + 2 = 2− dn + znn. (17)
As before, taking into account that dnn ≡ 0 and dkn ≥
1
wkn(G)
for kn ∈ E(G), we
conclude that
∑n
k=1wnk(G)dkn ≥ dn and
znn = dn −
n∑
k=1
wnk(G)dkn ≤ 0.
Substituting (16), we obtain that
∑n
i=1 di ≤ 2(n − 1), which, in combination with
(15), gives
∑n
i=1 di = 2(n− 1). Therefore, by the Euler theorem, G has n− 1 edges. It
is already shown that G is connected, so G is a tree.
Let us prove that the matrix D is equal to the distance matrix D
(
G−1
)
of the graph
G−1. From [3,7] it is known that if G is a tree, the equation (1) holds for D = D
(
G−1
)
.
Subtracting the equation (1) for D = D
(
G−1
)
from the equation (6) we obtain the
equation L(D −D
(
G−1
)
) = Z.
Balaji and Bapat [4] showed that the generalized inverse L† of the Laplacian matrix
L of the tree G is evaluated as L† =
(
I − 1
n
J
)
D
(
G−1
) (
I − 1
n
J
)
. Multiplying both
sides of the equation L(D −D
(
G−1
)
) = Z by L† from the left, we obtain
L†L(D −D
(
G−1
)
) =
(
I −
1
n
J
)
D
(
G−1
)(
I −
1
n
J
)
Z. (18)
Since G is a tree, from (8) we know that ~1⊤Z = 0 and, consequently, JZ = 0. Taking
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into account that L†L = I − 1
n
J , the equation (18) reduces to
(
I −
1
n
J
)(
D −D
(
G−1
)
+
1
2
D
(
G−1
)
Z
)
= 0, (19)
which is equivalent to
∆ +
1
2
D
(
G−1
)
Z = ~1 · ~a⊤, (20)
where ∆ = (∆ij)
n
i,j=1 := D −D
(
G−1
)
and ~a = (ai)
n
i=1 is an unknown column vector.
Since Z = (zij)
n
i,j=1 is a lower-triangular matrix, zin = 0 for all i = 1, ..., n−1. Also,
the matrix equation ~1⊤Z = 0 implies that znn is also equal to zero. Therefore, the
n-th column of matrix D
(
G−1
)
Z is null and, writing the n-th column of the matrix
equation (20), we have ∆ij = din − din
(
G−1
)
= an for all i = 1, ..., n.
By definition, dnn = dnn
(
G−1
)
= 0, so an = 0. Thus, we conclude that din =
din
(
G−1
)
and, by symmetry, dni = dni
(
G−1
)
for all i = 1, ..., n.
Recalling that zk,n−1 ≡ 0 for all k ≤ n− 2, (n− 1)-th column of the equation (20)
gives

∆1,n−1 + 12
[
d1,n−1
(
G−1
)
zn−1,n−1 + d1n
(
G−1
)
zn,n−1
]
= an−1
...
∆n−2,n−1 + 12
[
dn−2,n−1
(
G−1
)
zn−1,n−1 + dn−2,n
(
G−1
)
zn,n−1
]
= an−1
1
2dn−1,n
(
G−1
)
zn,n−1 = an−1
1
2dn,n−1
(
G−1
)
zn−1,n−1 = an−1
(21)
From the matrix equation ~1⊤Z = 0 we obtain the equation zn−1,n−1 + zn,n−1 = 0.
Taking into account that distances are positive, so dn−1,n
(
G−1
)
> 0, and, by sym-
metry, dn−1,n
(
G−1
)
= dn,n−1
(
G−1
)
, the last two equations of the system (21) are
written as
dn−1,n
(
G−1
)
zn,n−1 = 2an−1,−dn−1,n
(
G−1
)
zn,n−1 = 2an−1.
These equations immediately give an−1 = 0, and, consequently, zn,n−1 = −zn−1,n−1 =
0. Substituting to the system (21), we obtain ∆i,n−1 = 0 and di,n−1 = di,n−1
(
G−1
)
for all i = 1, ..., n.
A similar procedure is repeated recursively for columns n − 2, n − 3, ..., 1 of the
equation (20). For instance, the j-th column of (20) can be written as
~∆j +
1
2
D
(
G−1
)
~zj = aj ·~1, (22)
where ~∆j := (∆ij)
n
i=1 and ~zj := (zij)
n
i=1.
Using expression (2) for the inverse of the distance matrix, we write
~zj =
(
(2 ·~1− ~d)(2 ·~1− ~d)⊤∑
ij∈E(G)wij (G−1)
− L
)
(aj ·~1− ~∆j). (23)
7
Multiplying both sides of (23) by ~1⊤ from the left, and taking into account that
~1⊤~zj = 0, ~1⊤L = 0, an expression for aj follows after simplifications:
aj =
1
2
(2 ·~1− ~d)⊤~∆j. (24)
On the other hand, when arriving to the j-th column, we already know that ∆ij = 0
for all i > j. Since djj = djj
(
G−1
)
= 0, we also know that ∆jj = 0. As the matrix
Z is lower-triangular, zij ≡ 0 for all i < j. With the notation ~∆
′
j := (∆ij)
j−1
i=1 and
~z′j := (zij)
n
i=j for the unknown variables, equations (22),(24) reduce to the following
system of linear equations:


~∆′j +
1
2D12~z
′
j = aj ·~1,
1
2D22~z
′
j = aj~1,
aj =
1
2(2 ·
~1− ~d1)
⊤~∆′j,
(25)
where D
(
G−1
)
=
(
D11 D12
D21 D22
)
, D11 is (j − 1) × (j − 1) matrix, ~d1 := (di)
j−1
i=1 , and
all-ones column vectors have compatible dimension.
It is a well-known fact that D22 non-singular, as it is a principal submatrix of order
at least 2 of the distance matrix of a weighted tree [3]. Hence, from the second line of
the system (25), ~z′j = 2ajD
−1
22
~1.
Multiplying both sides of this equation by ~1⊤ from the left and taking into account
that ~1⊤~z′j = 0, we have
0 = 2aj~1
⊤D−122 ~1. (26)
Lemma 2.3 says that D
(
G−1
)
is a spherical EDM. As a principal submatrix of a
spherical EDM, the matrix D22 is also a spherical EDM with the same assignment of
points in the same Euclidean space.
Gower [10] showed that ~1⊤D−122 ~1 6= 0 if D22 is a non-singular spherical EDM. So,
from (26) it follows that aj = 0. Substituting aj = 0 into the system (25) immediately
gives the desired equalities ~zj = 0 and ~∆j = 0 (and, therefore, dij = dij
(
G−1
)
for all
i = 1, ...., n).
Corollary 2.5. If L is the Laplacian matrix of an unweighted graph G with vertex
degree sequence ~d = (d1, ..., dn)
⊤, and for some real symmetric zero-diagonal matrix
D ≥ J − I the identity (5) holds, then G is a tree and D is its distance matrix.
3. Applications
According to Theorem 2.1, n2 equations of the matrix equation (1) simultaneously
assure that:
(1) the Laplacian matrix L has rank n− 1, so the graph G is connected,
(2) the degree sequence ~d sums up to 2(n − 1), so G is a tree,
(3) the matrix D conforms L, so that D is the distance matrix of G−1.
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Distance matrices of trees are a special case of EDM [4]. So, the result of Theorem 2.1
is in line with the well-known one-to-one correspondence between EDMs and Laplacian
matrices (i.e., positive semidefinite matrices of rank n−1). However, Theorem 2.1 does
not impose neither the computationally intractable rank constraints on L nor any
constraint on D to assure that it is a EDM. The equations of (1) become attractive
equality constraints for optimization problems that concern trees.
In particular, (1) is linear both in the elements of L and D matrices. If L is fixed,
(1) becomes a system of linear equations on D, which has no solution unless L is a
Laplacian matrix of some (weighted) tree G, in which case its solution is the distance
matrix of G−1. If D and ~d are fixed, (1) is a linear system on L, which is inconsistent
unless D is a distance matrix of a tree G with the degree sequence ~d, in which case its
solution is the Laplacian matrix of G−1.
It is not the most efficient way to calculate neither the distance nor the Laplacian
matrix of a tree. However, if elements of both L and D matrices are free variables, the
expression (1) gives a system of bilinear equations that characterize (weighted) trees
in terms of their Laplacian and distance matrices.
To be more specific, let us consider a collection of graphs with edge weights se-
lected from some positive real symmetric matrix M = (µij)
n
i,j=1. Every such graph
is characterized by n(n−1)2 binary variables xij for 1 ≤ i < j ≤ n that determine its
adjacency matrix X = (xij)
n
i,j=1. Its weight matrix W :=M ⊙X, the degree sequence
~d := X ·~1, and the Laplacian matrix L := diag(W~1)−W are linear expressions in X.
Let us also introduce n(n−1)2 real variables dij , 1 ≤ i < j ≤ n, that define a symmetric
zero-diagonal matrix D = (dij)
n
i,j=1.
Then, by Theorem 2.1, any solution of the system (1) of n2 bilinear equations in
n(n−1)
2 binary variables xij and
n(n−1)
2 real variables dij , 1 ≤ i < j ≤ n, corresponds to
some tree G with adjacency matrix xij(G) = xij , reciprocal edge weights wij(G) =
1
µij
,
ij ∈ E(G), and the distance matrx D(G) = D. And vice versa, Bapat, Kirkland, and
Neumann [3] showed that any tree G with edge weights wij(G) =
1
µij
, ij ∈ E(G),
corresponds to n(n−1)2 binaries xij = xij(G) and
n(n−1)
2 real numbers dij = dij(G),
1 ≤ i < j ≤ n, which determine matrices X and D that reduce n2 equations (1) to
the identities.
Therefore, any extremal tree problem with a criterion being linear in X and D can
be written as a mixed-integer bilinear program (MIBP). Although equality constraints
in (1) involving binary variables are non-convex, they can be converted into linear
constraints (see [11]) by introducing one auxiliary real variable and adding 4 linear
inequality constraints for each of n(n−1)(n−2)6 independent bilinear terms xikdkj, 1 ≤
i < k < j ≤ n. The problem thus becomes a mixed-integer linear program (MILP),
which is efficienttly handled by the modern optimization software like Gurobi.
Moreover, Theorem 2.4 says that n(n+1)2 equations in the lower-diagonal part of the
matrix equation (1) can be replaced by n(n−1)2 simpler inequality constraints of the
form dij ≥
xij
µij
, 1 ≤ i < j ≤ n.
The set of admissible trees can be futher limited by additional constraints employing
X and D. For example, we can limit ourselves to the trees with a given number
of pendent vertices or a given degree sequence by adding linear constraints on the
components of the vector ~d = X · ~1. An edge ij can be banned or enforced with
conditions xij = 0 or xij = 1 respectively. Inequality constraints on dij allow to
impose an upper limit on the diameter of considered trees or on the eccentricity of
9
their vertices [12].
The problems of tree topology design that can be reduced to a MILP as described
above include (but not limited to) optimization of degree- [13,14] and distance-based
topological indices [15] (also known as molecular descriptors in mathematical chemistry
[16]), especially, the Wiener index [17], its version for vertex-weighted trees [18,19], and
the weighted average distance of a tree [20]. Some of these problems are still unsolved,
and MILP solutions can be a good starting point of the analysis.
The above-listed examples of topological indices involve weighted sums of distances
for unweighted graphs. But Theorems 2.1 and 2.4 allow for the more general, and still
understudied, case of the sum of weighted distances [21]. The total graph weight can
also be a criterion for the MILP, as in the classical minimum spanning tree (MST)
problem and its NP-hard versions (e.g., degree-constrained MST, hop-constrained MST
[22–24] or the Steiner tree problems)
Probably the simplest cost function for road network topology design (RNTD) prob-
lems is a combination of the total graph weight C ⊙X (representing the road invest-
ment costs for the construction cost matrix C) and of the weighted sum M ⊙ D of
weighted distances (modelling the total traveling cost in a graph with weighted edges
given an origin-destination matrix M) [25]. Thus, the problem of tree-shaped RNTD,
as explained above, also reduces to a MILP.
4. Conclusion
In this article, we have shown that the system of matrix equations (1) can be used
to characterize the Laplacian and the distance matrices of weighted trees. For trees
with n vertices there are n(n−1)2 binary and
n(n−1)
2 real independent variables in the
system (1) of n2 bilinear equality constraints or, alternatively, in the system (5) of
n(n−1)
2 bilinear equality and
n(n−1)
2 linear inequality constraints that can be used in
MIBP settings of tree topology design problems. These MIBPs reduce to MILPs by
introducing O(n3) auxiliary variables and adding O(n3) linear inequality constraints.
Among the mixed integer programs that give both graph topology and the distance
matrix, this setting is among the most compact in terms of the number of variables
and constraints. Alternative approaches require O(n3) (binary) variables with O(n4)
linear constraints [22], O(n4) binaries with O(n4) constraints [26], or O(n5) binaries
with O(n5) constraints [23] under different flow-based approaches, and O(n4) binaries
with O(n4) constraints under the recent path-based approach [27–29].
The results of this article can be improved in several directions:
(1) It is an open question whether inequalities D ≥ W (G−1) in the conditions of
Theorem 2.4 are essential or can be relaxed.
(2) Balaji and Bapat introduced graphs with matrix weights [4] and showed that
their distance matrices inherit many properties of those for weighted graphs. So
we might conjecture that both Teorem 2.1 and Theorem 2.4 directly generalize
to the trees with matrix weights.
(3) Unicyclic graphs are a natural generalization of trees. As shown by Bapat, Kirk-
land, and Neumann [3], unicyclic graphs have interesting algebraic characteris-
tics, and probably might be characterized similarly to trees.
(4) Attractive algebraic properties of shortest-path distances in trees immediately
generalize to resistance distances [30] in general weighted graphs with cycles. In
particular, Bapat proved [9] analogs of both the expression (2) for the inverse
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distance matrix and of the matrix equation (1) for arbitrary connected weighted
graphs (a similar theory for unweighted graphs was earlier developed by Xiao and
Gutman [31]). Therefore, one can pose a question wherther a compact character-
ization exists of general connected graphs similar to the one for trees introduced
in this article, and whether this characterization can be used in extremal graph
problems for resistance-distance-based topological indices.
These generalizations can be the subject of the future work.
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