High-temperature gas-cooled reactors (HTGR) can incorporate wireless sensor network (WSN) technology to improve safety and economic competitiveness. WSN has great potential in monitoring the equipment and processes within nuclear power plants (NPPs). This technology not only reduces the cost of regular monitoring but also enables intelligent monitoring. In intelligent monitoring, large sets of heterogeneous data collected by the WSN can be used to optimize the operation and maintenance of the HTGR. In this paper, WSN-based intelligent monitoring schemes that are specific for applications of HTGR are proposed. Three major concerns regarding wireless technology in HTGR are addressed: wireless devices interference, cybersecurity of wireless networks, and wireless standards selected for wireless platform. To process nonlinear and non-Gaussian data obtained by WSN for fault diagnosis, novel algorithms combining Kernel Entropy Component Analysis (KECA) and support vector machine (SVM) are developed.
Introduction
Wireless sensor network technology (WSN) can be employed in high-temperature gas-cooled reactors (HTGR) to achieve intelligent monitoring. Intelligent monitoring with WSN will not only reduce the direct cost of regular monitoring but also assist with various tasks, such as fault diagnosis and recovery, condition-based maintenance, and control of nuclear materials, which would optimize the operation and maintenance of the HTGR nuclear power plant (NPP).
WSN is a new technology in which interest is growing. Sensors with the wireless communication capability are able to cooperatively monitor physical or environmental conditions, such as temperature, pressure, sound, and vibration. A sensor can be a fully contained device with a sensing component, a radio transceiver, a microcontroller, and an energy source all in the same module. It can also be a conventional instrument attached to a wireless data transmitter, where sensed data are transmitted to a data processing center wirelessly. The WSN has been widely used in industry, agriculture, military, transportation, and other fields.
At present, regular monitoring of NPPs mainly employs wired connections between sensors and data processing centers. For example, in Instrumentation and Control (I&C) systems, instrument signals are transmitted by hard wires. Although the wired connection is assumed to be more reliable, it is costlier and increases the complexity of plant layout. A rough estimate of the cost of normal wiring in an NPP is around US $2,000 per 0.3 m, whereas the cost of using wireless technology for the same application is less than US $20 per 0.3 m [1] . Moreover, increasing the number of cables also increases the number of cable trays required, which occupy a lot of space and complicate design and construction.
Applying WSN in the monitoring part of equipment and processes in HTGR NPP can effectively alleviate the above problems. The replacement of some wired cables with wireless connections will create economic benefits for HTGR by cutting the cost of wiring, reducing the space required for cable trays, and shortening the period of design and construction for the cable tray layout.
A WSN can also enable higher levels of monitoring. With WSNs, massive and heterogeneous data about equipment 2 Science and Technology of Nuclear Installations and processes can be gathered. These rich monitoring data offer brand new possibilities for better fault detection and diagnosis, more advanced maintenance, and more efficient management of nuclear materials.
To achieve such high levels of intelligent monitoring, three questions must be answered.
Q1.
What are intelligent monitoring schemes for various applications? The monitoring scheme includes the selection of process variables and equipment parameters to be monitored, the placement of wireless sensors, and the power supply for sensors and transmitters.
Q2.
How can large amounts of heterogeneous data be transmitted via the WSN? The wireless communication problems for intelligent monitoring in HTGR include the selection of appropriate communication protocols, as well as the electromagnetic compatibility concern and the security issue.
Q3. How should we deal with the large scale of data to realize intelligent monitoring?
This paper is organized as follows. The kind of data that should be monitored (see Q1) depends on different intelligent monitoring schemes for various applications. Three monitoring schemes in three scenarios are proposed in Section 2. The methods of transmitting data in Q2 are specified in wireless communication protocols. In Section 3, wireless protocols of WSNs are compared and some important issues are discussed. We also demonstrate specific data processing algorithms related with Q3 in Section 4. Conclusions are drawn in Section 5.
A preliminary version of this work has been published in [2] to deal with the intelligent monitoring for general NPPs. Two data processing algorithms of KPCA and SVM were proposed. In this paper, we focus on the intelligent monitoring for HTGR. We make more detailed monitoring schemes that are specific for HTGR. Additional material is supplemented to adequately address three major concerns of the wireless communication. We further develop the KECA-SVM algorithms for slow process fault diagnosis of HTGR.
Intelligent Monitoring Schemes for HTGR
Intelligent monitoring with rich information about processes and equipment will greatly benefit the safety and cost efficiency of HTGR. Currently, the number and types of monitoring variables are determined based on the aim of controlling performance during normal operation. Insufficient consideration is given to other aspects of the full life cycle of NPPs, such as off-normal operation, maintenance, and retirement. To realize the type of intelligent monitoring that can optimize the full life cycle of a NPP, massive and heterogeneous data are required [3] . Multiple types of data out of the scope of conventional monitoring can be incorporated into intelligent monitoring with a WSN, such as radiofrequency identification (RFID) data, video camera data, and microphone sensor data. Some examples will be discussed below to show how rich information could contribute to advanced maintenance, fault diagnosis and recovery, and management of nuclear materials.
Condition-based maintenance requires comprehensive monitoring of equipment. At present, only a few critical parameters of equipment are monitored by I&C systems due to the limited number of wired input channels. The number of wired input channels is constrained not only by the cost of monitoring modules in the data center but also by the confined space occupied by sensor wiring [4] . The WSN can break the limitation of the cost and the space. The wireless sensors are able to collect abundant sensing data and send them to the data center via wireless channels. This can be achieved without significantly increasing the number of monitoring modules or expanding wiring space, since one access point can gather data from multiple sensors via wireless technology. For example, we can consider the task of monitoring the main helium blower of HTGR. In addition to critical parameters like rotational speed and the pressure rise, diverse information about the equipment, such as the vibration of the base, the surface temperature distribution, and even the operational noise, could help in assessing the need for maintenance. To gather this diverse information, a variety of wireless sensors could be positioned around the main helium blower motor. Several infrared thermometers placed above the blower can observe the temperature distribution of its surface. A number of vibration sensors laid on the base of the blower can measure its vibration in multiple dimensions. A microphone array deployed beside the blower can collect data on operational noise in an uninterrupted manner. All these heterogeneous observations would be sent to the data center to enable the real-time health monitoring of the main blower.
Another example shows fault diagnosis and recovery with wireless monitoring data. The feed water flow in a HTGR measured by a conventional flowmeter can be sent back to the process control system via wired cables or via a wireless transmitter. The wireless data serves as a diverse backup for the wired data. The backup data can verify the wired data to detect malfunctions of cables or monitoring modules. If the failure is caused by communication faults, regardless of whether this occurs in the wired network or in the wireless channel, the checksum transmitted along with the data will indicate the error. If the fault is identified in the wired network, the valid wireless data can be used in place of the faulty wired data to maintain continuous monitoring.
The third example demonstrates how the RFID technology and wireless networks can contribute to efficient management of spent fuel from HTGR. The canister-based dry spent fuel storage system is adopted in HTGR [5] . Each canister has a capacity of 40 000 spent fuel spheres and can be placed in the spent fuel storage building with concrete shields. In current design, the ID is carved on the cap of the canister and is read by the operator through cameras. However, cameras at fixed positions have difficulty reading the ID at the first stage of the canister transport, which reduces the efficiency of spent fuel management. RFID based on wireless networks provides an alternative for the conventional optical ID. An RFID tag is composed of memory, modulator, and wireless antenna. They can be attached on any nuclear material containers Science and Technology of Nuclear Installations 3 or packages that require rigorous monitoring. Information about nuclear material can be recorded and updated on the RFID tags. Using an RFID reader, the information on tags can be read in a contactless way through the whole transport process of spent fuel canisters. Meanwhile, the positions of nuclear material can be localized and tracked by RFID tagreader pairs. The up-to-date information retrieval and the localization by RFID can not only enhance the efficiency of nuclear material management but also reduce risk of nuclear material loss.
Wireless Transmission for the WSN of HTGR
To employ wireless technologies to transmit monitoring data in HTGR, three major concerns need to be considered comprehensively. They are wireless devices interference, cybersecurity of wireless networks, and wireless standards selected for wireless platform of HTGR.
For the first concern, wireless devices must be electromagnetically compatible (EMC) with the existing I&C systems. The power level of wireless sensors is usually below 20 mW. In the EMC standard of IEC 61000-4-3 [6] (GB/T 17626.3), note 4 in Section 5.2 states that "other systems operating in this frequency range, e.g. radio LANs operating at 2.4 GHz or higher frequencies, are generally very low power (typically lower than 100 mW), so they are much less likely to present significant problems." Even so, in order to ensure that there is no interference by wireless devices, all the I&C systems, in particular the safety-related systems, should pass the susceptibility testing in the frequency range covering the wireless frequency band. The Regulatory Guide 1.180 [7] suggests that this susceptibility test operating envelope will remain the same as at lower frequencies than 2.4 GHz.
For the second point, cybersecurity is another major concern with using wireless sensors in NPPs. It is believed that unprotected wireless transmission in opening space makes the network platform vulnerable to external malicious cyber-attacks, such as spoofing and jamming. With the advanced technologies of encryption, authentication process, channel fault-tolerance, and security certification, the cybersecurity concern of wireless network can be significantly allayed [8] . Moreover, for the intelligent monitoring applications of the HTGR with inherent safety feature, the cyber-attacks pose little potential risk to the plant. In addition, it should be mentioned that the cybersecurity features cannot protect against attacks at the physical layer. The physical security requirement of the wireless platform should be the same as that of the wired I&C system.
For the third concern, the selection of wireless standards is the main task of wireless platform design. More and more applications have been or are going to be built on the wireless platform of NPPs, such as voice communication, personnel positioning, and radiation monitoring. The requirements of future wireless applications need to be taken into account in advance. Thus, the major criteria for the wireless platform of HTGR are listed as follows: The first criterion, high bandwidth, provides the possibility to accommodate high traffic applications such as voice and video. The second criterion intends to balance the emission restriction with the deployment cost. The third one and the fourth one consider the long-term utility of the wireless platform.
According to the result of our research, wireless standards which have been employed in NPPs in China include WiFi, McWill, PHS, and TDD (Table 1) . Some other potential wireless standards using IEEE 802.15.4 [1] , such as ZigBee, WirelessHART, and ISA100, which have low data transmission rate, are not taken into consideration for the wireless platform of HTGR. Currently, the wireless applications are limited to voice communications. The great potential of wireless data communication for the intelligent monitoring has not been fulfilled yet. Only McWill and Wi-Fi technologies have the potential for the data communication. They have the capabilities of high bandwidth, high security, and terminal roaming handoff. However, McWill causes higher RF power and thus only allows one-way communication for mobile receivers in the nuclear island [9] . Wi-Fi technology with 2.4 GHz band meets all the above requirements of wireless applications in NPPs. The high bandwidth of communication, the openness of protocols, and the scalability of the systems make the Wi-Fi suitable for a variety of applications, such as wireless monitoring, emergency communications, and mobile operation.
Data Processing Algorithms for Intelligent Monitoring
In this section, we aim to provide solution based on WSN data for a particular fault diagnosis problem of HTGR, that is, slow process fault diagnosis. The slow process faults mainly refer to the faults that occur slowly over time, such as leakage and small broken pipe of helium gas. Unlike the failures of main components within the system, such as the main helium blower and turbine, these failures are not easily noticed due to the compensation control and the simple limit alarming. However, slow process faults can also lead to the degradation of reactor performance or even abnormal operational occurrence. The difficulties in slow process fault diagnosis, including fault detection and fault classification, are the nonlinear and non-Gaussian nature of the monitoring data obtained by WSN.
There have been many fault detection methods, such as PCA and its variants. PCA performs poorly for the nonlinear problem, as it assumes that the process data are linear. To overcome the shortcoming of the PCA, several nonlinear extensions of PCA were reported, like Kernel PCA (KPCA). KPCA was used to detect faults in two example systems in [10, 11] . The problem of fault detection was addressed in mechanical systems using a KPCA-based [12] . In [13] , the methods of KPCA and kernel partial least analysis were used for fault diagnosis and process monitoring of a continuous annealing process and fused magnesium furnace. However, non-Gaussian information is usually included in the high-dimensional data of the industry process; these fault detection methods no longer fit well. In view of the nonlinear characteristics and non-Gaussian distributed data in HTGR, Kernel Entropy Component Analysis (KECA) algorithm for fault detection is demonstrated in Section 4.1. For the fault classification problem, support vector machine (SVM), as a novel machine learning method based on statistical learning theory, has been widely employed [14] [15] [16] [17] , as it is very suitable for the nonlinear data with small samples and high dimension. It gradually takes the place of neural network by using structural risk minimization principle instead of empirical risk minimization (ERM) principle. There are previous works on applying SVM to fault classification in many industrial areas. Four fault types of power transformer were identified by the trained multilayer SVM classifier [14] . A hybrid two-stage one-against-all SVM approach was proposed for fault diagnosis of defective rolling element bearings [15] . An improved SVM classifier was developed for fault diagnosis of actual analog circuits [16] . Combining chaos particle swarm algorithm with SVM, a novel fault diagnosis method was applied to isolate wireless sensor faults [17] . The KECA-SVM combining algorithm for the WSN data of HTGR is proposed in Section 4.2, which can overcome the nonlinear and non-Gaussian difficulties in slow process fault diagnosis.
KECA Algorithms for Fault Detection.
As a new approach in reducing data dimension and detecting faults of HTGR, the Rényi quadratic entropy is first introduced by
where (x) is the probability density function (PDF) of the data set = x 1 , . . . , x . Since the logarithm is a monotonic function, what we only need to consider is the quantity ( ) = ∫ 2 (x) x. To estimate ( ) and then estimate ( ), Parzen-window density estimation is given bŷ
where (x, x ) is the Parzen window, also known as the kernel function, which centers on x with a width parameter . Here the most commonly used radial basis function is selected as the kernel function:
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where ( , )th element of the × kernel matrix K is (x , x ) and 1 is the × 1 column vector whose element is 1. Thus, the Rényi quadratic entropy estimate can be compactly expressed as the form of kernel matrix. K can be eigendecomposed in the following form:
where D is the diagonal matrix consisting of eigenvalues 1 , . . . , and E is the matrix e 1 , . . . , e whose column vectors are the corresponding eigenvectors. In the meantime, kernel matrix can be also written as the form of inner product matrix in kernel feature space:
where Φ = D 1/2 E . Sô( ) can be rewritten as follows:
Each item in the above equation contributes to the entropy estimate. That is to say, certain eigenvalues and corresponding eigenvectors will contribute more to the entropy estimate than other eigenvalues and eigenvectors. Thus, in KECA algorithm, the eigenvalues and corresponding eigenvectors which are the first largest contribution to the entropy estimate are chosen. KECA can be interpreted as a data dimension reduction technique which projects Φ onto a subspace composed of those principal axes contributing more to the Rényi entropy estimate. The data transformation is formulated as follows:
where is the loading matrix. The -dimensional matrix Φ eca in kernel feature space can be also expressed as follows:
where D , E are the matrices which consist of selected eigenvalues and corresponding eigenvectors, respectively. Thereby, the new kernel matrix K eca generated by KECA algorithm can be written as follows:
Therefore, −log of the quantitŷ( ) = (1/ 2 )1 K eca 1 can be considered as the Rényi entropy estimation of some data set which is denoted as x 1 , . . . , x .̂( ) carries most of the information of the Rényi entropy estimation of the initial data set x 1 , . . . , x . Accordingly, data transformation x → x in input space is produced so that the entropy of x 1 , . . . , x and the entropy of x 1 , . . . , x are closely approximate. This also reflects data transformation of KECA in input space.
In contrast to KPCA which performs data transformation and dimension reduction by selecting eigenvalues and corresponding eigenvectors of the kernel matrix merely based on the size of the eigenvalues, KECA chooses the eigenvalues based on the contribution to entropy estimate.
To apply KECA algorithm to condition monitoring and fault diagnosis of HTGR, monitoring statistical control charts need to be constructed to reflect the operating condition. Here, Hotelling 2 and SPE statistics are used to monitor the industrial process. Faults can be detected by judging whether 2 and SPE statistics exceed the respective confidence limit or not. Faults occur as long as SPE statistic exceeds the confidence limit. If 2 statistic exceeds the confidence limit and SPE statistic does not, working conditions may change.
The two measures are defined as follows. Hotelling where is the number of selected principal components. SPE statistic, also known as the statistic, which represents the goodness of fit of the sample to the built model, is the error between the actual measured variable and the KECA model:
whereΦ (x) is the reconstructed feature vector with principal components in the feature space. After constructing the monitoring statistics, the confidence limits of the two statistics need to be determined. However, the process variables are not necessarily mutually independent and obey Gaussian distribution. Hence, the traditional selected method of calculating the confidence limits is not applicable any longer in KECA. Here, KDE method is introduced to determine the confidence limits of the two statistics. The PDFs of 2 and SPE statistics based on sample data of the normal condition are first obtained. The area surrounded by the PDF curve and -axis is 1. The statistical confidence is selected to determine the confidence limits of 2 and SPE statistics. The confident limits of the two statistics can be formulated as follows: The architecture of the KECA-based fault detection algorithm is shown in Figure 1 . The distance between two standard hyperplanes is called classification interval. The optimal hyperplane is a hyperplane : w ⋅ Φ(x) + = 0 that can correctly separate the two-class samples and the classification interval has the maximum value. As a result, two standard hyperplanes include the samples that are closest to the optimal hyperplane. To maximize the classification interval, ‖w‖ 2 = w w should be minimized because the distance between 1 and 2 is 2/‖w‖. To ensure that there is not any sample between 1 and 2 , the classification plane should satisfy the following constraint:
SVM Algorithms for Fault
To construct the optimal hyperplane when the sample is linearly inseparable, a nonnegative relaxation variable ≥ 0 is introduced. Then the constraint of the classification plane is changed into
These samples which make the equality in (15) hold are called support vectors. To construct the optimal classification plane requires solving the following optimization problem:
where is the penalty parameter that compromises the minimum falsely separated samples and the maximum classification interval. By using Lagrange function, the above problem can be transformed into
where and are Lagrange multipliers. By calculating partial derivatives with respect to w, , and making them equal to zero, the following equations can be obtained:
Since ≥ 0, ≥ 0, and − − = 0, 0 ≤ ≤ can be obtained. Substituting (18) into (17) results in (w, , , , ) (x , x ); it can then be transformed into the dual quadratic programming problem as follows:
After working out , given the test samples x, classification function of SVM classifier can then be written as follows:
where sgn[ ] is the sign function. The class to which x belongs can be determined by the positive and negative sign of the classification function (x).
It can be known that SVM classifier is a typical twoclass classifier. However, there are more than two kinds of faults in HTGR. As a result, multiclass SVM classifier should be adopted. Usually, there are two methods to construct multiclass SVM classifier. One is the multiclass classification algorithm put forward by Weston in 1998. This method reconstructs multiclass classification model and chooses the new objective function of optimization. But the objective function of this algorithm is very complicated due to many variables; it greatly increases the difficulty of solving optimization problem and decreases the classification accuracy. Another method is to combine several two-class classifiers.
The architecture of the SVM-based fault classification algorithm is shown in Figure 2 . When constructing classifier , the output of Class samples is trained as 1 and the output of the rest of samples is trained as −1. The test sample is first put into classifier 1. If the output of classification function 1 ( ) is 1, belongs to Class 1. Otherwise, is put into classifier 2. If the output of 2 ( ) is 1, belongs to Class 2. Otherwise, is put into classifier 3. The rest can be done in the same manner. When is put into classifier − 1, if the output of −1 ( ) is 1, belongs to Class − 1. Otherwise, belongs to Class . This paper is first proposing the algorithms combining KECA and SVM to solve the fault diagnosis problems of HTGR. The numerical experiments of KECA-SVM algorithm are expected to be performed in the future work.
Conclusion
The wireless sensor network can not only reduce the cost of regular monitoring but also enable the ability to achieve intelligent monitoring, which could enhance the economic competitiveness of HTGR. The intelligent monitoring schemes for three example applications of the condition-based maintenance, the fault diagnosis and recovering, and the management of spent fuel materials are proposed. Three major concerns about applying wireless technology in NPPs are addressed. By comparison, the Wi-Fi technology is promising to be the underlying platform for wireless data communication in HTGR. Statistical data processing algorithms, KECA-SVM-based algorithms for fault detection and identification, are developed. The numerical experiments of KECA-SVM algorithm are expected to be performed in the future work.
