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1. Introduction
Fluids and their ﬂow have always been a part of everyday life. One of
the oldest pieces of history of science, and one of it’s most famous anec-
dotes, falls under what we today call ﬂuid mechanics: Archimedes and his
“Eureka!” moment upon discovering the law of boyancy. Fluid ﬂow in var-
ious situations was one of the things that fascinated Leonardo da Vinci
enough for him to conduct the oldest known experiments and surviving
observations on the topic. The mathematical foundation for describing
the ﬂow of ﬂuids was set by Leonhart Euler, by generalizing to continuum
the principles of mechanics laid down by Isaac Newton about a century
earlier. Euler’s equations, as they are known, describe in terms of ﬁelds
the conservation of mass, momentum and energy, principles that are cer-
tainly among the most important in all of physics. Mathematically Euler’s
equations were likewise a breakthrough, being among the ﬁrst partial dif-
ferential equations.
From Euler’s equations three additions bring us to what today could be
called the full mathematical description of motion of a ﬂuid. First there
is a simple law of heat conduction named after Jean Baptiste Fourier, and
empirically found to be extremely accurate. Second, an equation of state is
needed to describe the pressure of the ﬂuid as function of density and tem-
perature. This additional equation closes Euler’s set of equations, which
have one more variable than equations and as such are underdetermined.
While closing Euler’s conservation equations via an equation of state is
sufﬁcient and in principle accurate, empirically obtaining the equations
of state for real ﬂuids is time consuming at best, and to do the same via
theory by considering the ﬂuid as statistics of its constituent particles is
even more insurmountable. Third, one needs to consider the tendency of
a ﬂuid in motion to drag along any nearby ﬂuid not moving with the same
velocity. This is viscosity, or momentum diffusion, and is the reason why
9
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objects moving in a ﬂuid experience drag, which is absent in Euler’s equa-
tions. The simplest description of viscosity, and most prevalent to this day
is linear response, or Newtonian viscosity, which was studied and put to
mathematical form already by Isaac Newton.
While the developments described above have led to a well established
mathematical description of a ﬂuid, it is limited to ﬂuid that are made
of a single material in one phase. But most ﬂows and ﬂuids in nature
are multiphase ﬂows. Multiphase ﬂows are mixtures of materials and/or
phases. Examples of simpler multiphase ﬂows include air/water/vapor
ﬂows of weather phenomena, waves on water/air surfaces like oceans,
and steam/water ﬂows in thermal power plant process cycles. The com-
plex end of multiphase ﬂows would be biological matter, ultimately en-
compassing us human beings. Understandably a complete description of
multiphase ﬂows would be complex to the extreme. It is worth noting
that many ﬂuids that are in principle multiphase can be described, with
varying degrees of accuracy, as a single effective phase. Fluids miscible
at the molecular level, such as water/ethanol mixture at athmosperic con-
ditions, is extremely well described as a single phase system. And single
phase approximations of signiﬁcantly more complex ﬂuids can still be use-
ful, for example measurement of blood viscosity in medical applications.
Still there are many other types of ﬂows in nature and technology to which
the multiphase nature is crucial, and generally it is describing the multi-
phase nature that is the limiting factor in the accuracy of a mathematical
model of a multiphase ﬂow.
Mathematical models of multiphase ﬂows can be divided in a broad
sense to two classes of approaches. Prevalent in engineering applications
is the effective many-ﬂuid model. In this approach the phases are con-
sidered as overlapping continuum ﬁelds, which interpenetrate in volume
fractions that evolve in time with the ﬂow. This is in effect several overlap-
ping one ﬂuid equations which couple to each other. The approach makes
signiﬁcant simpliﬁcations by averaging over typically complex structures
of the multiphase ﬂow, assuming the smaller scale properties to average
out at sufﬁcently large scales. Consequently these models tend to be sim-
ple to be solved as compared to the full complexity of the ﬂow, but hold
little predictive power beyond the speciﬁc system and circumstance their
empirical parameters are engineered to ﬁt.
A more microscopic modelling approach to a ﬂow composed of several
phases is to keep track which part of space is occupied by which phase
10
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and the interfaces in between. If the ﬂow pattern is complex this kind of
model becomes extremely demanding on computer resources, but within
the limits of computational feasibility such a detailed description can give
predictive results. These kind of models start with the diffuse interface
gas-liquid description of Van der Waals in the mid 19th century[1], a
model that is employed in this thesis. Stefan characterized mathemati-
cally the problem of a boundary between two phases and the coupled time
evolution of the three: two phases and an interface. With the arrival of
the computer age, several types of methods have been developed to solve
these problems in various applications. These include front tracking, vol-
ume of ﬂuid, lattice-Boltzmann, level-set and phase ﬁeld methods. The
latter is the main topic of this thesis. Phase ﬁeld methods actually share
their core methodology with diffuse interface methods as already formu-
lated by van der Waals. As far as ﬂuids are concerned the phase ﬁeld and
diffuse interface can be considered different names for the same method
arising from the communities of materials science and ﬂuid dynamics, re-
spectively.
Fluid ﬂow problems are notoriously difﬁcult to solve, and as a conse-
quence several simpliﬁcations to the full descriptions have been made.
The most famous and widely used of these are certainly the celebrated
Navier-Stokes equations developed in the early 19th century [2]. The
Navier-Stokes description assumes that the ﬂow ﬁeld is divergence-free,
or incompressible, and is widely applicable in single phase ﬂow. A mea-
sure of the mathematical issues of solving ﬂow problems is showcased by
the million-dollar prize posted for showing that a unique solution to the
Navier-Stokes simpliﬁcation of single-phase ﬂuid ﬂow even exists [3].
With multiphase ﬂow incompressiblity is much less applicable [4]. Con-
temporary to Navier and Stokes, a more drastic approximation was made
by Henry Darcy to study groundwater ﬂow, which involves water, air and
soil. What is now known as Darcy’s law assumes that pressure differ-
ence relates to ﬂow velocity, as opposed to acceleration as Newton’s sec-
ond law states. This means that Darcy ﬂow decribes the equilibrium state
of ﬂow driven by a pressure gradient and subject to friction. The Newto-
nian anologue of Darcy ﬂow is the terminal velocity of an object. The
assumption is valid when the ﬂow is slow and friction is high, that is
on time scales larger than the time it takes to reach the terminal veloc-
ity. By ignoring advective properties, Darcy ﬂow importantly avoids the
mathematical and numerical issues that makes solving the Navier-Stokes
11
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equations so difﬁcult. The simplicity of modeling with Darcy ﬂow has led
to it being used today in a wide variety of engineering applications [4, 5].
In the latter part of the 19th century an important experimental insight
to Darcy ﬂows was made by Henry Hele-Shaw. Forcing a ﬂow between
a narrow gap between two parallel plates, Hele-Shaw’s setup simpliﬁed
the ﬂow, and by using glass plates the ﬂow is easy to study. This setup
is now known as the Hele-Shaw cell, and in addition to approximating
various ﬂow problems it has gained new popularity with the emergence of
microﬂuidics. [4, 9].
1.1 Hele-Shaw ﬂows and kinetic roughening
Within the last 20 years, much interest has been placed on dynamics of
moving interfaces in a more general context of nonequilibrium statistical
physics, particularly when the interface is subject to disorder or noise.
The morphologies of rough interfaces evolving under the effect of disorder
and noise described by fractals and universality[6, 7, 8]. The Hele-Shaw
cell setup, with the glass plates roughened to create disorder, was found
to be a useful and relatively simple experimental realization in search
of universality classes of interface roughening [10, 11, 12, 13]. A cru-
cial factor in terms of a potential universality class of rough Hele-Shaw
fronts is that the ﬂuid obeys a conservation law of mass, meaning that ex-
panding a front somewhere takes that ﬂuid mass away from somewhere
else. Likewise, disorder must be in ﬂuxes of mass since mass can’t spon-
taneously appear and disappear anywhere - not even if on average the
changes would even out to zero.
To model kinetic roughening under a mass conservation law, a phase
ﬁeld model has been deviced that includes the essential and minimal
physics. In addition to the conservation law this means a force driving
the propagation, surface tension of the interface, and disorder. A gener-
alized phase ﬁeld model of the type developed by Cahn and Hilliard in
the 1950s to microscopically model solidiﬁcation fronts [14] was found to
ﬁt the purpose [15]. The model is know as Model B in the classiﬁcation
scheme of Hohenberg and Halperin [16]. Results from the models were
primarily compared with imbibition experiments such as paper wetting
[5], which would also fall within the same universality class as rough in-
terfaces in a Hele-Shaw cell.
12
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Simplicity of the generalized Cahn-Hilliard model allows to solve for
the dynamics of the roughening interface in terms of the interface it-
self, sidestepping the bulk. The result is a non-local time evolution equa-
tion for the interface, but considered linearized in terms of perturbation
theory, it’s Fourier space representation is local and quite easily solved
numerically.[17] This method we call projection for its ability to project
the bulk dynamics to effective terms on the interface evolution equation
and it is a central topic of the ﬁrst part of this Thesis [18, 19, 20]. An inter-
esting property of the projection method is that the effective noise as seen
at the interface level can be studied. This effective noise, arising from
uncorrelated disorder in the bulk, explicitly shows how the assumption
of uncorrelated disorder breaks down when looking at dynamics of the
system in terms of projected variables, i.e. with a coarse-grained model.
1.2 Fully hydrodynamic gas-liquid ﬂows, boiling, and boiling crisis
Returning to cases where the full advective properties of ﬂuid low are im-
portant, the single-component gas-liquid ﬂow of water and its vapor is
a relatively simple multiphase ﬂow with plenty of engineering applica-
tions. In heat transfer where boiling water is arguably the most efﬁcient
and economic way to transfer heat in devices sizing from microns to in-
dustrial scales [4, 9]. The process of boiling as it’s commonly observed in
the kitchen is known as nucleate boiling, a steady trail of bubbles emerg-
ing from a heated surface, and the surface and surrounding ﬂuid is kept
very close to the boiling point by formation of gas and thus heat being
absorbed into latent heat. Nucleate boiling is a very efﬁcient mode of
heat transfer but if the heat throughput is high enough, a continuous gas
layer will form at the heated surface instead drastically reducing heat
transfer.[21, 22] The reduced heat transfer limits maximum capacity of
high-throughput heat exchangers, doubly so because a good safety mar-
gin is needed to keep ﬁlm boiling from happening - the suddenly reduced
transfer rate can translate to temperature increases that melt the equip-
ment. This transfer between nucleate and ﬁlm boiling is called the boiling
crisis.
During the past decade a theory to explain how the boiling crisis is
formed has been put forth by Nikolayev and co-workers.[23, 24, 25] The
vapor recoil hypothesis, as it’s known, explains the onset of the transi-
13
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tion from nucleate to ﬁlm boiling by a single bubble on the hot surface
starting to spread out ﬂat along the surface when the heat throughput is
high enough, as opposed to growing approximately spherically. Boyancy,
because it scales with volume, will make a spherical bubble detach from
the surface when it grows large enough, leading to nucleate boiling, but
this won’t happen if the bubble remains essentially two dimensional near
the hot wall.
Crucial to how boiling happens at the microscopic scale is the three-
phase gas-liquid-solid contact line, where a bubble is “anchored” on the
hot surface it boils on. Almost all boiling happens in the small region
surrounding this “foot” of the growing gas bubble, since that’s where the
gas-liquid phase boundary meets the heat source of the hot surface. Con-
sequently, the gas that gets generated at the contact line must move away
and must do so with higher velocity the higher the boiling rate, which is
determined by heat throughput. The vapor recoil effect is the force the
change in gas momentum imposes on the gas-liquid interface near the
contact line due to Newton’s third law. While the qualitative picture is
theoretically sound, ﬂow proﬁles at the contact line as boiling happens
aren’t known either experimentally or by simulation.
From a modeling and simulational point of view, a number of factors
make the vapor recoil a relatively attractive problem to tackle, which in
the framework of multiphase ﬂows with full ﬂuid dynamics means not
completely unfeasible. First, a single bubble is certainly much easier to
simulate accurately than collective bubble behavior. Second, the vapor
recoil happens when the bubble at the hot surface is still relatively small,
as the question is whether the bubble starts growing along the surface
as opposed to spherically. Finally, the effect only involves liquid and its
vapor and thus the multiphase character is relatively simple.
The central idea in the the original gas-liquid theory of Van der Waals
[1] is that the equation of state decribes two phases as function of density,
namely a low-density gas phase and a high-density liquid phase. Sur-
face tension is obtained by an energy cost that is attributed to density
gradients, which are naturally present when there is a gas-liquid phase
boundary. Not long after Van der Waals Korteweg[26] formulated the gra-
dient energy cost in terms of a pressure tensor. When both density and
temperature gradients are present, the tensor Korteweg formulated is not
sufﬁcient. Mixing temperature and density gradients in such a manner
that the resulting forces are reversible, that is isentropic, is the addition
14
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to Korteweg’s formulation that leads us to modern diffuse interface meth-
ods of gas-liquid dynamics. There are two ways to achieve this, one by
Anderson et al.[27], and a more recent one by Onuki et al.[28].
Only recently, with increasing computing power available, applying dif-
fuse interface hydrodynamics simulations to problems of experimental
and practical interest has become feasible.[30, 31, 32] In the last part
of this thesis we will apply the diffuse interface thermal hydrodynamics
to the vapor recoil problem. To this end we develop and verify a novel
boundary condition for the model that allows us to study boiling under
constant external pressure.
Computationally the biggest problem of the diffuse interface method is
that the theory predicts the width of the interfacial region where density
changes from gas to liquid, given the macroscopic properties of equation of
state and surface tension. This wouldn’t otherwise be a problem, but the
widths in question are in the nanometer scale unless we are very close to
the gas-liquid critical point, which is not practical for water. The bubbles
we would prefer to study, however, extend well into the millimeter scale.
The method requires that the interface is resolved with a few nodes on a
computational discretization grid, so a problematic separation of length
scales is present.
Length scale separation can be numerically alleviated, although not re-
moved, by adaptive mesh reﬁnement, which is a standard tool in modern
ﬁnite element methods (FEM). Easily applied adaptivity[33] is one of the
reasons we apply the femLego symbolic FEM toolbox[34], the other being
that the toolbox allows us to carefully set the time integration scheme,
while allowing automating space discretization. Time integration for com-
pressible ﬂows is another tricky computational point, to which we choose
the characteristics-based-split method of Nithiarasu et al.[36, 35].
With our implementation of the diffuse interface thermohydrodynamics
we achieve what are to our knowledge the ﬁrst simulational results show-
ing the vapor recoil mechanism including the full hydrodynamic ﬁelds
around the contact line as boiling under constant external pressure hap-
pens. While these simulations are not yet directly applicable to the engi-
neering problem of boiling crisis, they are a step in understanding what
happens in general. They also constitute a step towards determining
whether the vapor recoil theory accurately describes what happens in re-
ality, especially as direct comparisons to critical boiling experiments[25,
22] becomes possible.
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Generalization of the experience of this author as a computational physi-
cist working with the femLego toolbox is one that is worth mentioning. Af-
ter having programmed everything from scratch in the ﬁrst, Hele-Shaw
ﬂow, part of the work in this thesis, the experience of using a toolbox
where almost all of the work of making computational grids is automated
was a positive one. An interface such as the femLego toolbox allows both
the physicist and the computational specialist to work in their own areas
of expertise, greatly increasing efﬁciency greatly. In the humble opinion
of this author, it will be a way of the future in making computational sci-
ence. Not only a positive development, but a necessary one as the ﬁeld
of computational physics grows, and the next generation must be allowed
build on top of past knowledge without the physicist re-inventing every
numerical wheel.
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2. Hele-Shaw Flows and Phase Field
Models
The Hele-Shaw cell has been proposed as a model system for a class of ki-
netic roughening under two complicating conditions compared to the most
simple Family-Vicsek scaling[7]: The roughening is caused by quenched,
spatial disorder, as opposed to time-dependent thermal noise, and a con-
servation law is present in the propagating medium.[37, 10, 11] An ex-
perimental setup to study ﬂuid invasion into a Hele-Shaw cell containing
disorder manufactured to desired speciﬁcations is presented in Fig. 2.1.
In the experiment one tracks the moving interface described by a height
function h(x, t). The statistical properties of h(x, t), averaged across dif-
ferent realizations of disorder in the Hele-Shaw cell walls, constitute the
potential universality class of kinetic roughening.
2.1 Characterizing Rough Interfaces: Power-Law Scaling
The most important or at least the most widely-used statistical quatity in
describing the roughness of a moving interface h(x, t), whether one or two
dimensional, is the interface width
wL(t) =
(
〈 (h(x, t)− h(x, t))2 〉
)1/2
, (2.1)
where the overbar denotes average over x taken over length L, and square
brackets are ensemble average of different disorder realizations. In the
Family-Vicsek scaling picture the width increases as a power-law in time
until a saturation time is reached when correlations reach the size we
observe the system at. After the saturation time the width is a constant
that increases as power-law in the width of the system. This is expressed
as
wL(t) ∝ tβ , t < ts (2.2)
wL(t) ∝ Lχ , t > ts, (2.3)
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Figure 2.1. (a)-(b) A schematic representation of the Hele-Shaw cell experiment with con-
trolled disorder. Image of the disordered glass plate is shown in cc) To study
ﬂow driven by a constant pressure gradient, as opposed to constant liquid
inﬂux, the injection pump can be replaced by a reservoir with liquid suface at
constant height above the horizontal cell. Experiments conducted by Soriano
et al., image from [10].
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where ts is saturation time, and the exponents β and χ are the growth
and roughness exponents. Finally the saturation time must depend on L
as ts ∝ Lz, where z is called the dynamic exponent. If this simple scaling
ansatz holds, then equating widths at saturation time gives chi = zβ.
Qualitatively, Family-Vicsek scaling then states that interface rough-
ness will grow, with power-law exponent β, until correlations along the
interface reach the size we’re observing the system at. The correlations
along the interface are related to its undulations in the perpendicular di-
rection, the width, by the power-law exponent χ. Roughness exponent χ
means that the interface will have the same properties if we change the
scale of observation by factor ax in the direction along the interface, and
by factor az = aχx in the perpendicular direction. This property is called
self-afﬁnity, and it is a generalization of self-similarity of “simple“ fractals
where χ = 1, meaning all directions are equal.[7] Physically, self-afﬁnity
arises when an action breaks the symmetry between the directions along
and perpendicular to the interface. For example, a force driving the inter-
face forward usually does this.
In this thesis, we will observe two types of deviations from the Family-
Vicsek scaling picture, attributed to the effects of the conservation law
in ﬂuid and the quenched disorder present in the Hele-Shaw cell. First,
a super-rough interface is found, where χ > 1. Since an inﬁnitely more
serrated interface at larger scales, which χ > 1 impliesm is unphysical,
an upper crossover scale away from super-rough behavior is expected. It
means that in scales smaller than the crossover scale ξx, we ﬁnd Family-
Vicsek scaling, but if we look at larger scales than ξx, then the roughness
will no longer increase and the system is no longer self-afﬁne:
wL(t > ts) ∼
⎧⎨
⎩ L
χ for L < ξx;
χχx for L > χx,
(2.4)
We predict the crossover scale ξx using the projection method for a Hele-
Shaw interface driven by constant ﬂux, previously this has been done for
driving via constant pressure [38], and verify its existence via numerical
simulations.[18] The origin of the crossover ξx is the mass conservation
law, which prevents undulations from growing beyond certain level be-
cause they can’t be fed by the incoming ﬂux. For this reason ξx depends
on the speed with which the interface advances.
A useful property in statistical analysis of an interface is the strucure
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factor, based on the Fourier spectrum
h˜(k, t) =
1
L
∫
dxeikxh(x, t), (2.5)
where the integral reaches over the entire system, not just a chosen ob-
servation window L. The structure factor S(k, t) is the disorder average of
the absolute value of the (complex) spectral component k,
S(k, t) = 〈h˜(k, t)h˜(−k, t)〉. (2.6)
Deﬁning the spectral roughness exponent χs, the structure factor follows
the scaling form
S(k, t) = k−(2χ+1)sA(kt1/z), (2.7)
where the scaling function has the general form
sA(u) ∼
⎧⎨
⎩ u
2(χ−χs) for u >> 1;
u2χ+1 for u << 1.
(2.8)
The structure factor is useful in determining the roughness exponent for
Family-Vicsek scaling as well as the super-rough scaling. Under condi-
tions that are valid for the Hele-Shaw ﬂow, including the super-rough
scaling with cutoff ξx, we ﬁnd scaling with χs = χ. In a borderline case
for high disorder strength in a numerical model we observe more complex
intrinsic anomalous scaling[39], where χs = χ. Special property of intrin-
sic anomalous scaling is that local properties of the interface change until
the largest scale has saturated, i.e. ξx is reached in correlations in our
case. Time dependence of the structure factor in the long time limit is a
tell-tale sign of the anomalous scaling.
2.1.1 Phase-Field Model
The phase-ﬁeld model called Model B in the classiﬁcation scheme of Ho-
henberg and Halperin [16] is a coarse-grained model that captures the
propagating front and the conservation law between the front and the
boundary the driving is imposed on. It was developed for modeling solidi-
ﬁcation by Cahn and coworkers [14], and adapted for modeling Hele-Shaw
cells and imbibition in general by Dubé and collaborators[15]. Fluid inva-
sion is modeled by a phase ﬁeld φ, which has the value φ = 1 in the wet
phase and φ = −1 in the dry. A gradient free energy term gives surface
tension between wet and dry. The model is diffusive propagation of the
wetting, with a ﬂux given by Farcy ﬂow, or equivalently Fick’s law, with
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mobility M :
∂tφ(x, t) = ∇ · (M∇μ(x, t)), (2.9)
where the chemical potential gradient (analoguous to pressure gradient
in Darcy ﬂow), is given by a Ginzburg-Landau free energy:
μ(x, t) =
δF [φ(x, t)]
δφ
; (2.10)
F [φ(x, t)] = 1
2
(∇φ(x, t))2 − φ2/2 + φ4/4− α(x)φ(x, t). (2.11)
The model is built such that the two minima of the free energy at φ = 1
and φ = −1 can represent any two phases with a mass conservation law
between them. Physically this corresponds to phases consisting of two
different substances, such as air and water. The phase ﬁeld separating
between the volumes of air and water must be conserved, because under
no circumstance can the substances turn into on another.
The phase ﬁeld equations above have a one dimensional equilibrium so-
lution corresponding to a planar interface between the two stable phases.
When the simple Ginzburg-Landay free energy is used, this solution has
the exact analytic form
φ0(u) = tanh(
u√
2
), (2.12)
where u is the coordinate normal to the planar interface, located at u = 0,
and boundary conditions are {φ = −1 at u → −∞} and {φ = 1 at u → ∞}.
This solution is valid for zero disorder, and thus it is frequently called the
zeroth order solution, anticipating a perturbative expansion in disorder
and interface ﬂuctuations. Using this solution, it can be shown that the
dimensionless surface tension in the model is σ =
∫
du (∂uφ0(u))
2 =
√
2
3 ≈
0.47.[14] Mapping this to a physical surface tension then sets the dimen-
sionless length scale in our model. If the mobility M is constant, then we
can set it to M = 1 by setting out dimensionless time scale in the model.
However, we also consider a mobility that includes a disorder component:
M = 1 + ξ(x). (2.13)
We consider two different types of disorder in the system, modeled by
the stochastic variables α and ξ. Chemical potential disorder α(x) sets
the wettability of different locations to be different, whereas mobility dis-
order ξ(x) set a different ﬂux response to the same potential gradient. We
consider the stochastic variables to be Gaussian and uncorrelated:
〈α(x)〉 = α¯ (2.14)
〈α(x)α(x′)〉 = (Δα)2δ(x− x′), (2.15)
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and indentically for ξ. Above α¯ is the average and Δα is the standard
deviation.
With the Hele-Shaw cell experiment in mind, we can set the model for
both spontaneous and driven imbibition. In the experiment the sponta-
neous imbibition is achieved via a ﬁxed hydrostatic pressure between the
cell and a reservoir of liquid being driven, whereas driven imbibition is
achieved via a pump set to inject liquid with constant volume ﬂux. In the
model, spontaneous imbibition is modeled by setting a positive constant
α¯ > 0. Then the boundary condition at wet, driving end is μ = const. = 0.
In driven imbibition there is no spontaneous wetting, α¯ = 0, and the
boundary condition at the driving end is a constant ﬂux ∇nμ = F .
With this phase-ﬁeld model we consider a simpler 2D model, where the
model is deﬁned in the plane of the Hele-Shaw cell and disorder is put
explicitly into either α(x) or ξ(x). We also consider a full 3D model of the
Hele-Shaw cell. Here roughness on the Hele-Shaw cell walls is explic-
itly included as stochastic location of the boundary condition of the cell
wall. Figure 2.2 shows a schematic of boundary conditions in the phase
ﬁeld model and how the chemical potential, phase ﬁeld, and roughening
interfaces look like in the model.
2.1.2 Interface Projection Method
Assuming that the curvature of the wet-dry interface is smaller than the
width of the diffuse interface in the phase-ﬁeld model, we can project the
bulk dynamics including the conservation law, to an effective interface
model.[17] This projection can be performed identically for the 2D or 3D
phase ﬁeld model, and turns into a 1D interface equation, or a 2D menis-
cus equation, respectively. Formally the procedure is the same regardless
of dimensionality. The difference lies in the Green’s function that we use
to invert the Laplacian in the phase ﬁeld equation (2.9).
The projection method consists of seven steps. Here we will overview it
in general, more details are presented in Publication I and Publication II
of this thesis, as well as in references[14, 17]. To perform the projection
we ﬁrst turn the phase ﬁeld equation (2.9) into the corresponding integro-
differential equation using the proper Green’s function for the Laplacean
∇2G(x, y|x′, y′) = δ(x− x′)δ(y − y′), (2.16)
taking into account the boundary conditions, which physically correspond
to spontenous or driven propagation. For half-space geometry, the Green’s
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Figure 2.2. (a) A schematic geometry and setup of the phase ﬁeld model. The height
of the front is described by a single-valued function h(x, t), and the driven
boundary condition at the reservoir at y = 0 is described by a constant gradi-
ent of the chemical potential. (b) The proﬁle of the chemical potential μ(x, y)
along the y axis at successive time steps t1 < t2... < t4. (c) The proﬁle of the
density ﬁeld φ(x, y) along the y axis at successive time steps corresponding to
(b). Note that due to the conservation law these proﬁles have a ﬁnite slope in
the wet region of the medium. (d) A set of typical rough front conﬁgurations
of a rising interface h(x, t) taken at equal time intervals.
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functions are
G(x, y|x′, y′) = 1
4π
ln
[
((x− x′)2 + (y − y′)2)((x− x′)2 + (y + y′)2)±1] ,
(2.17)
where the upper plus sign corresponds to driven and the lower minus
to spontaneous propagation, or Dirichlet and Neumann boundary con-
ditions. This Green’s function is obtained by the image charge method.
Assuming no mobility disorder, ξ = 0, the phase ﬁeld equation in integro-
differential form reads∫
V
dx′G(x|x′)∂tφ(x′) = μ(x) + Λ, (2.18)
where Λ is a surface contribution from inhomogenous Neumann boundary
condition, which becomes relevant in the case of driven propagation.
As second part of the projection method, we write the integro-differential
form in terms of interface coordinates (u, s), where u is normal to the in-
terface and s is along it. Third part is to do the actual projection to the
interface with the projection operator obtained from the 0th order solution
P [·] =
∫
du∂uφ0(u)[·]. (2.19)
The projection is valid, i.e. does not project out relevant dynamics of the
system, if the interface radius of curvature is much larger than the inter-
face width. The projected equation in interfacial coordinates reads∫
du∂uφ0
∫
ds′du′G∂tφ′ = −σκ−
∫
du∂uφ0α+ Λ, (2.20)
where κ = ∂2xH(x, t) is the local interface curvature.
The fourth step in the projection is to take the sharp interface limit,
assuming that the interface width goes to zero, φ0 → −1 + 2Θ(u), where
Θ is the Heaviside step function, while keeping the surface tension con-
stant. This limit allows us to evaluate the integral in the normal direction
above. The ﬁfth step is to transform the resulting interface equation back
to Cartesian coordinates using ds∂tu = dx∂tH(x, t), yielding
2
∫ ∞
−∞
dx′ G(x,H(x, t)|x′, H(x′, t)) ∂H(x
′, t)
∂t
= α(x,H(x, t))+σκ+Λ. (2.21)
The projection operation itself is complete with the above non-local in-
terface equation since the equation gives the time evolution of the in-
terface H(x, t) as a function of itself. Solving the complete equation is
not possible, though, so two more steps are needed. The sixth step in
the method is to linearize the equation in small ﬂuctuations and disorder
H(x, t) = H0(t) + h(x, t). For the zeroth order solution, the motion of the
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average interface, depends on the boundary conditions and is the Wash-
burn law for spontaneous propagation, or constant velocity for the driven
propagation
∂tH0(t) =
⎧⎨
⎩
Mα¯
2MH0(t)
for spontaneous;
F
2 for driven.
(2.22)
The linear order equation for ﬂuctuations is still a non-local integro-differential
equation. But since it’s linear, it’s now by construction a convolution of the
Green’s function and h(x, t). Because the Fourier transform of a convolu-
tion is always local in reciprocal space, the seventh and ﬁnal step to ob-
tain the linearized interface equation (LIE) from the projection method is
Fourier transform. In the case of driven propagation, the Green’s function
is not square integrable and thus doesn’t have a simple Fourier transform.
We go around this problem in Publication I of this thesis by performing
the discrete Fourier transform in a strip of ﬁnite length, and taking the
limit after the equation of motion is obtained for the discrete Fourier com-
ponents. The resulting linear order equations, containing a dispersion
relation for ﬂuctuations and an effective noise term, are
h˙k
(
1± e−2|k|H0
)
= |k|
(
−H˙0 hk
(
1∓ e−2|k|H0
)
− σk2hk + ηk(t)
)
, (2.23)
where the upper signs correspond to driven interface propagation, and
lower signs to spontaneous. From the spontaneous case here, Dubé et al.
predicted the existence of a cross-over scale ξx = 2π
√
σ
∂tH0(t)
, and numer-
ically showed that at scales larger than ξx the interface is asymptotically
ﬂat [15]. In Publication I of this thesis, we showed that this scale remains
the same with driven propagation, although the average interface velocity
is then constant as opposed to being time dependent.
In Eq.(2.23) the effective disorder term looks deceivingly simple. It is,
however, non-local in Fourier space, and in order to numerically solve for
it, a back-and-forth Fourier transform is needed every timestep
ηk(t) ≡
∫
dx e−ikxα(x,H(x, t)). (2.24)
One should note that the term |k| in front of the effective disorder in re-
ciprocal space also means a non-local effect in real space. Thus the con-
servation law shows manifestly in the effective disorder.
Complications arise to the projection method in the case of the mobility
disorder ξ. A more detailed account of the case is given in Publication II of
this thesis. The end result is an effective disorder term that differs form
the one from α disorder above. The qualitative change in mobility disorder
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is that the effective disorder ends up being propotional to |k|∂tH0(t) as
opposed to |k|.
2.2 Driven Interface Propagation
In Publication I, we numerically intergrated both the 2D phase ﬁeld model
with driven propagation and the LIE derived from it by the projection
method. We used chemical potential disorder α and no mobility disorder
ξ = 0. We compare the results from both, obtaining the cross-over length
scale ξx as well as the roughness exponent χ and the growth exponent β.
Assuming that the roughening of the interface is follows Family-Vicsek
scaling with the crossover length ξ× as an upper limit of lateral correla-
tions (instead of the system size L) we can follow Ref. [15] and write a
scaling relation as
w(t) = Δαξχ× g
(
tβ
ξ
χ/β
×
)
, (2.25)
where g is a scaling function. In Figure 2.3 we show the interface width
obtained from the phase ﬁeld model, and the data collapse according to
Eq. (2.25). If the scaling picture, and the roughness and growth expo-
nents are correct, then data from different parameters should collapse to
the scaling function g. Based on when the collapse happens, our best esti-
mates are χ = 1.35±0.05 and β = 0.50±0.02 for the phase ﬁeld model. The
data collapse shows that the interface roughening follows super-rough
scaling, i.e. Family-Vicsek with χ > 1, and that ξx is the large scale limit,
beyond which the interface is asymptotically ﬂat. Similarly for the LIE
we obtain β = 0.37± 0.04 and χ = 1.27± 0.05.
To further verify the scaling picture we show the structure factors from
both the phase-ﬁeld model and LIE on the right hand side of Figure 2.3.
The roughness exponent ﬁtted to the scaling form of Eq. (2.8) given by
χs = χ, agrees with our results from the width scaling for both the phase
ﬁeld and the LIE.
We note that while the LIE properly reproduces the spatial roughness
exponent of the phase-ﬁeld model, there is a difference in the growth ex-
ponent. The exponents obtained from the phase ﬁeld model are in agree-
ment with Hele-Shaw experiments with roughened cell walls[10, 11].
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Figure 2.3. Data from driven propagation of wetting front and α disorder. On the left
hand side, we show data collapse of the interface width from the phase ﬁeld
model according to the scaling form of Eq. (2.25), for different sets of param-
eters. Inset shows the raw data. On the right hand side, the structure factor
S(k, t) plotted against the wave vector k as obtained from the phase ﬁeld
model. In the inset, the same is plotted for the LIE.
2.3 Meniscus and Contact Line in Hele-Shaw Cell with Fluctuating
Wall
The integro-differential form of the phase-ﬁeld equations central to the
projection method led us to the idea that it could be used to describe
the Hele-Shaw cell more faithfully than the two-dimensional phase-ﬁeld
model with the disorder input effective in either ξ or α. The Green’s func-
tion allows us to study the phase-ﬁeld equations in a 3D geometry where
the wall of the cell is explicitly ﬂuctuating, and to obtain effective noise
terms for the 2D liquid-air interface, ie. meniscus, and the 1D contact
line where the meniscus meets the cell wall. This is all done at the same
linearized level of perturbations as the LIE above.
The basis of the ﬂuctuating wall analysis is a coordinate transformation
to coordinates where the ﬂuctuating wall, located at y = δY (x, z)where δY
is now the stochastic variable, is cast to be straight. The idea is schetched
in Figure 2.4. We consider the simplest case of one wall, which means a
geometry of one-quarter space in 3D, or two bounding planes. The lower
plane at z = 0 is the driving boundary condition, whereas the left plane
at y = δY is the ﬂuctuating physical wall.
Using the coordinate transformation, the projection method from the
3D phase-ﬁeld to the 2D meniscus can be performed straightforwardly in
the ﬂuctuating coordinates, and transforming back leads to an interface
equation where the noise is in the Green’s function∫
dx′dy′G˜3D(x, y,H(x, y; t);x′, y′, H(x′, y′; t))
∂H(x′, y′)
∂t
= σBκ, (2.26)
27
Hele-Shaw Flows and Phase Field Models
Figure 2.4. A schematic presentation of the curvilinear coordinates used to describe a
ﬂuctuating wall. When presented in terms of curvilinear coordinates, the
rough wall by deﬁnition look straight. However, the shift has introduced a
coordinate ﬂuctuation in space, where a previously rectangular object looks
curved when presented in terms of the new coordinates. This gives rise to
a bulk representation of the ﬂuctuating wall, which can be analyzed more
easily than the original boundary condition representation.
where G˜3D is the Green’s function in the ﬂuctuating coordinates, and con-
sidered in detail inPublication II, and the Appendix therein. Linearizing
the ﬂuctuations in the Green’s function in both δH and h(x, t), we obtain
G˜3D(x, y,H(x, y);x
′, y′, H(x′, y′))  G3D(x, y,H0;x′, y′, H0)
+δY (x,H0)∂yG3D(x, y,H0;x
′, y′, H0) + δY (x′, H0)∂y′G3D(x, y,H0;x′, y′, H0)
+h(x, y; t)∂zG3D(x, y, z;x
′, y′, H0)|z=H0 + h(x′, y′; t)∂z′G3D(x, y,H0;x′, y′, z′)|z′=H0 ,
(2.27)
where G˜3D is the Green’s function in the normal Cartesian coordinates.
In retrospect this results isn’t very surprising because it is obtained by
the chain rule and ﬂuctuations in arguments of the Green’s function.
After transforming the linearized equation into reciprocal space, we ob-
tain the linearized equation for meniscus ﬂuctuations as
∂th(k, t) = −
k∂tH0(t)
(
1 + e−2H0(t)k
)
+ σBk
3(
1− e−2H0(t)k) h(k, t) + kH˙0δY (k,H0). (2.28)
In particular, the effective disorder term above is proportional to inter-
face propagation velocity, in accordance with what we obtain for mobility
disorder ξ in Publication II.
We analyze the 3D case further by looking at the contact line at the wall
in the quarter-space setup. To do this an additional projection mechanism
is needed. In analogy to the 1D kink solution normal to the interface we
need to link the contact line and the meniscus. If we assume that the
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meniscus obtains the form that minimizes surface tension given that the
contact line is set, we get what is called the quasi-stationary approxima-
tion: ∇2h(x, y; t) = 0 ; h(x, 0, t) = c(x, t).
To use the quasi-stationary approximation, we re-write the meniscus
equation (2.26) in terms of a free energy functional and Rayleigh dissipa-
tion functional:
δR2D[H˙]
δH˙(x, y; t)
= − δF2D[H]
δH(x, y; t)
. (2.29)
The forms of the functionals R2D and F2D are presented in detail in Pub-
lication II. Inserting the quasi-stationary approximation into the func-
tional variations, linearizing in ﬂuctuations and noise, and Fourier trans-
forming to reciprocal space yields a linearized equation for the contact
line
c˙(kx, t) = −
3π|kx|C˙0
8
(
1 + e−2.28|kx|C0
)
+ σB|kx|3(
1− e−2.28|kx|C0) c(kx, t) + 32 |kx|C˙0δY (kx, C0).
(2.30)
As explained in Publication II this form contains some exponential ap-
proximations to integrals that are not exactly solvable in that closed form,
but the approximations differs by only a few percent even in worst case
scenario as function of all the parameters.
We note that the equation for the contact line ﬂuctuations thus obtained
has no qualitative differences to the meniscus equation. This means that
if the quasi-stationary approximation is made, meniscus and contact line
ﬂuctuations follow similar dispersion relations. This is not surprising
given the nature of the quasi-stationary approximation, which assumes
that the meniscus and contact line relax to their common minimum sur-
face faster than any other time scale in the system. Setting a ﬁnite time
scale in between would make the calculation extremely complicated.
2.4 Breakdown of Linearized Fluctuations: Strong Disorder
Above we performed extensive calculations at the level of linearized ﬂuc-
tuations of the interface in the conserved phase-ﬁeld model. A natural
question to ask is when is the small ﬂuctuations assumption valid. In
Publication III, we consider two different versions of the two-dimensional
phase ﬁeld model at different disorder strenghts. The goal is to ﬁnd the
limit to the regime of small disorder and to look at what happens to the
kinetic roughening in our model when the interface strength is increased.
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Experiments on a Hele-Shaw cell with large disorder were performed by
Soriano et al. [11].
We use the two-dimensional phase-ﬁeld model with potential disorder α.
In addition to the constant mobility model M = const. considered above,
we consider the model of one-sided mobility M = M0θ(φ), θ(φ) being the
Heaviside step function. Thus the mobility is zero in the phase where
φ < 0. The phase ﬁeld time evolution equation (2.9) remains the same.
The one-side model has been considered in terms of kinetic roughening
and Hele-Shaw cells by Hernández-Machado et al.[40], and the results for
low disorder agree with ours with a constant mobility.
The one-side model works when the interface monotonically grows, i.e.
the wet φ = 1 phase advances into the dry φ = −1 phase. This means
∂tφ ≥ 0 everywhere. In numerics this means that ﬂow from a node with
φ > 0 into a neighboring node with φ < 0 has mobility M0.
We estimate the strength of the disorder by comparing the free energy
of a uniform phase in a area where the disorder is unfavorable to it to
the case where the phase is changed to be different from the surround-
ings in the area to conform to the disorder. The non-uniform phase costs
interface energy. Considering a circular area of radius r, the standard
deviation of the disorder averaged over the area is 〈α〉r = Δα lcorrr , where
lcorr is correlation lenght of the disorder, or the same as our numerical grid
spacing. The above comes directly by taking the amount of uncorrelated
disorder sites in the area, and summing up those as independent random
variables.
It is then favorable for the phase ﬁeld in the area to be different from its
surroundings if the surface energy cost is less than the energy gained by
conforming to the disorder
2πrσ ≤ πr2Δφ〈α〉r, (2.31)
where the miscibility gap in our model is Δφ = 2. Thus, we obtain an
estimate for the strong disorder limit as
Δα ≥ σ
lcorr
. (2.32)
In our dimensionless units for the phase ﬁeld with lcorr = Δx = 1, and
σ =
√
2/3 and thus we obtain an estimate for strong disorder regime as
Δα ≥ σ ≈ 0.47.
One relevant thing to note of the disorder strenght estimate is that it
does not depend on the lenght scale r. This means that in the strong
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Figure 2.5. Structure factors at ten equidistant time intervals for the two phase ﬁeld
models at different disorder strengths (in dimensionless units). Results from
the symmetric and one-sided model are given in the left(a,b,c) and right(d,e,f)
panels, respectively. Disorder strengths are varied from up to down as weak
(σ = 0.2), intermediate (σ = 0.5) and strong (σ = 1). Fitted roughness expo-
nents are given in the ﬁgures, with solid lines corresponding to the ﬁts.
disorder regime, the phase ﬁeld is expected to form domains of all sizes
equally.
The clearest picture of the roughening under different disorder strenghts
is given by the spectral roughness exponent χs. In Figure 2.5, struc-
ture factors are shown for both phase ﬁeld models at different disorder
strenghts. As the disorder is increased, universal super-rough scaling
breaks down and the spectral roughness exponent decreases continuously
as a function of the disorder.
In Fig. 2.6 the spectral roughness exponent is plotted in both phase
ﬁeld models. In the small ﬂuctuation regime, given roughly by Δα < 0.5σ,
a universal scaling picture by super-rough scaling with well determined
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Figure 2.6. Spectral roughness exponent χs for both phase ﬁeld models as a function of
the disorder strength.
exponents is found. As disorder is increased beoynd this the models start
to behave differently and the roughness exponent depends continuously
on disorder in both cases.
At strong disorder the roughness of the interface in the symmetric model
is determined by the interface incorporating domains as considered in
the disorder strength estimate. These domains happen equally at all
length scales, so the cut-off scale ξx vanishes. These fronts follow in-
trinsic anomalous scaling, as seen in Fig. 2.6(c) by the structure factor
being time-dependent. Exponents observed depend continuously on dis-
order strenght, however, so no universality is present.
In the one-sided model, nucleation of domains of the advancing phase
is kinetically suppressed by M = 0 in the receding phase. Due to this
the cut-off ξx remains, as seen in the structure factors in Fig. 2.6(f). The
resulting non-universal scaling picture of the one-sided model at strong
disorder agrees with Hele-Shaw experiments at strong disorder [11]. This
is valid for growth exponents as well roughness. Thus we conclude that
the one-sided phase ﬁeld model is valid for the description of the Hele-
Shaw experiment at strong disorder, and that universal scaling isn’t found
in either as exponents depend continuously on the disorder strength.
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3. Diffuse Interface
Thermohydrodynamics Models
The Model B phase ﬁeld model considered in the context of the Hele-Shaw
cell and kinetic roughening of interfaces above is valid for ﬂows that are
slow and viscosity dominated. A natural extension is to take advective
properties into account. Direct extension of the Model B would be a Cahn-
Hilliard - Navier-Stokes system considered for example in Refs. [41, 42].
In that model, the free energy is exactly the same Cahn-Hilliard form
(2.11) as in the phase-ﬁeld Model B above. The Cahn-Hillard free energy
is coupled with Navier-Stokes incompressible hydrodynamics by incorpo-
rating a force from the chemical potential gradient into the momentum
equation, and the phase ﬁeld dynamical (continuity) equation is a hy-
brid diffusion-advection equation. This kind of model, like the Model B,
describes a two-component system of phases that don’t change into one
another, such as air and water.
In our work we were more motivated by modeling boiling, which calls for
single-component liquid/vapor ﬂow, where the two phases can change into
one another and are characterized by different densities. Also in liquid-
vapor ﬂows thermal effects are central due to latent heat. As described
in the introduction, the ﬁrst liquid-vapor model was introduced by Van
der Waals[1], and to this day the Van der Waals (VdW) model is a central
benchmark case in modeling liquid-vapor ﬂows [27, 28, 31].
The original Van der Waals theory describes the thermodynamics of a
prototype liquid/vapor system in equilibrium, where by deﬁnition no ﬂows
are taking place. To make the theory describe advective dynamics, one
needs to describe the forces that act when the system is off equilibrium.
Furthermore we need the interface tension of the liquid/vapor interface.
These are obtained in the Van der Waals theory by assuming that the
equation of state is valid point-wise, giving the pressure as function of
density and temperature even off-equilibrium. A square-gradient energy
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cost gives the interface tension as density changes between gas and liquid
in analogue to the phase-ﬁeld theory.
For the dynamic theory to be valid we must assume that molecular time
scales relaxing to a local equilibrium are much slower than the dynam-
ics of the ﬁelds of the system. Then the equation of state is meaningful
off-equilibrium. It is worthwhile to note that it is not necessary for the
equation of state to be strictly valid in the interfacial region where the
density changes through the unstable regime between the two densities.
As long as the interface width is smaller than other physical scales the
description of the interface with a diffuse interface, with ”bulk“ and gra-
dient energy contributions, is equivalent to setting the surface tension in
the model.
The equilibrium VdW theory is described by the Helmholtz free energy
per volume [1]
f(ρ, T ) = kBT
ρ
mp
(
log
( ρ
mp
(kBT )
−3/2
1− b ρmp
)
− 1
)
− a
(
ρ
mp
)2
, (3.1)
and the corresponding VdW equation of state is obtained as
p(ρ, T ) = ρ∂ρf(ρ, T )− f(ρ, T ) =
kBT
ρ
mp
1− b ρmp
− a
(
ρ
mp
)2
. (3.2)
The internal energy can also be straightforwardly calculated from ther-
modynamics
e(ρ, T ) = f(ρ, T )− T∂T f(ρ, T ) = 3kB
2m
Tρ− a
m2
ρ2. (3.3)
In the above we have the pressure, density, temperature, Boltzmann con-
stant and molecular mass as p, ρ, T, kB and mp, respectively. The VdW pa-
rameters a and b describe the ﬂuid in question. Several relatively simple
extensions to the VdW equation of state have been presented for various
engineering purposes, and the dynamic theory here presented should be
equally valid for them as well[43]. Here we focus on the VdW ﬂuid as the
benchmark and prototype.
The interface tension is added to the model by assuming that the free
energy and equation of state are valid point-wise, and that gradients of
density have an associated energy cost, as density is the order parameter
separating the gas and liquid. The Helmholtz free energy is then given by
F =
∫
dx
[
f(ρ(x), T (x)) +
κ
2
|∇ρ(x)|2
]
. (3.4)
The gradient energy coefﬁcient κ determines both the surface tension and
the width of the interface in the model. The surface tension is[14]
σ =
√
2κ
∫ ρl
ρg
dρ
√
Δf(ρ, T ), (3.5)
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where ρg and ρl are the gas and liquid densities at coexistence at tem-
perature T . Δf(ρ) is the difference between value of f(ρ) and the dou-
ble tangent line at ρ. The gradient energy coefﬁcient can be made to
depend on density and temperature, as considered by several authors
[29, 44, 28]. Here, for simplicity, we assume a constant gradient energy
coefﬁcent κ = const. With this assumption the interface tension can be
matched experimentally at one temperature, and a qualitatively reason-
able behavior for it is predicted by the VdW theory as a function of tem-
perature and pressure. For example, the interface tension vanishes con-
tinuously when going to the critical point.
Above the Helmholtz free energy describes energetics of a VdW system,
which is generally off equilibrium. Connection from the energetics to hy-
drodynamics is given by the pressure, which in a diffuse interface descrip-
tion is a tensor containing gradients of density, and possibly temperature.
The connection, originally by Korteweg[26], is based on the equilibrium
pressure tensor the equilibrium free energy being consistent. At equilib-
rium the pressure tensor has zero divergence, whereas the Helmholtz free
energy is at minimum, i.e. zero functional variation w.r.t. density
∇ · P = 0 ⇔ δF
δρ
. (3.6)
This is achieved with the pressure tensor
P Tij =
(
p(ρ, T )− κρ∂k2ρ− 1
2
κ∂kρ∂kρ
)
δij + κ∂iρ∂jρ. (3.7)
We use the Einstein summation notation, and the shorthands ∂i = ∂xi ,
for all indices i, j and k. The superscript T signiﬁes that the Korteweg
tensor above assumes constant temperature. Note also that the argu-
ment presented in Eq. (3.6) contains differentiations on both sides. That
means that the above diffuse interface pressure tensor and the free en-
ergy are consistent with each other, but they are not uniquely deﬁned by
the derivation.
The standard compressible hydrodynamic equations for a ﬂuid motion
with the stress tensor above read
∂tρ+ ∂j(ρvj) = 0 ; (3.8)
∂t(ρvi) + ∂j(ρvivj) = −∂jP Tij + ∂jσij + gi, (3.9)
where vi is the velocity ﬁeld, σ is the viscous stress and g contains external
bulk forces, such as gravity. Thus we have arrived at a description of the
liquid/vapor ﬂow that is very different and signiﬁcantly more complicated
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than the phase ﬁeld Model B equation (2.9). The ﬂow of the density, which
is now the order parameter, is completely determined by the advective
velocity v, in particular there is no diffusive mass ﬂux.
The question for the diffuse interface pressure tensor becomes more
complicated when the case is not isothermal. In a gas-liquid phase transi-
tion the thermal effects are expected to be especially important and large
temperature differences present near the interface due to latent heat re-
leased or absorbed. The basis of coupling the thermal ﬁeld to the pressure
tensor above is that the capillary forces due to the gradient energy act
adiabatically. Based on this, two extensions to the isothermal pressure
tensor above has been obtained. Anderson considered an additional heat
ﬂux in addition to Fourier’s law, proportional to density and temperature
gradients and κ [27, 44]. Onuki derived a formulation where the pres-
sure tensor itself was extended [28]. Recently, both the Anderson [31] and
the Onuki [30] approaches have been succesfully used to study various
numerical examples.
A gas-liquid model will also need to account for the different thermal
conductivities and viscosities in the liquid than in the gas. For our pur-
poses we used a simple constant times density for both. Using these, the
model for full VdW thermohydrodynamics of Anderson et al. [27] becomes
∂tρ+ ∂j(ρvj) = 0 ; (3.10)
∂tvi + ∂j(ρvivj) = −∂jPij + η0∂j [ρ (∂ivj + ∂jvi)] + ρgi ;(3.11)
∂te(ρ, T ) + ∂j(e(ρ, T )vj) = −Pjk∂jvk + η0 [ρ (∂jvk + ∂kvj)] ∂jvk +
+α0∂j (ρ∂jT )− κ∂j (ρ [∂kvk] ∂jρ) ; (3.12)
Pij =
(
p(ρ, T )− κρ∂k2ρ− 1
2
κ∂kρ∂kρ
)
δij +
+κ∂iρ∂jρ. (3.13)
The model by Onuki et al. [28] becomes
∂tρ+ ∂j(ρvj) = 0 ; (3.14)
∂tvi + ∂j(ρvivj) = −∂jPij + η0∂j [ρ (∂ivj + ∂jvi)] + ρgi ; (3.15)
∂te(ρ, T ) + ∂j(e(ρ, T )vj) = −Pjk∂jvk + η0 [ρ (∂jvk + ∂kvj)] ∂jvk +
+α0∂j (ρ∂jT ) ; (3.16)
Pij =
(
p(ρ, T )− κρ∂k2ρ− 1
2
κ∂kρ∂kρ+
ρ
T
∂kρ∂kT
)
δij +
+κ∂iρ∂jρ. (3.17)
Here e is the internal energy, which is total energy minus kinetic energy.
Note the differences in the additional term in the energy equation (3.12)
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in Anderson’s formulation, and the pressure tensor (3.17) in Onuki’s for-
mulation.
In our work on boiling, we used Onuki’s model, to which we developed
boundary conditions so that the physics of boiling on a heated surface
under constant external pressure is obtained.
3.0.1 Boundary Conditions
To capture relevant physics with the gas-liquid model we need to incorpo-
rate appropriate boundary conditions. Although laboratory experiments
on controlled boiling has been performed with spot heating by lasers [45],
practical boiling happens at a hot wall and under constant external pres-
sure. This means boundary conditions are needed in the computational
system need to account for the hot wall, and the wetting properties of this
wall are relevant. To set constant external pressure we need to set an
open boundary condition that is artiﬁcial in the sense that the location of
the boundary purely a numerical necessity and the physics must not de-
pend on the location of this imaginary boundary. Outside this imaginary
boundary of our computational domain, we have an inﬁnite bulk to which
we ascribe temperature and pressure according to the external environ-
ment of our boiling system of interest. As long as the open boundary as
far enough from the interesting dynamics of the system, the dynamics and
physics do not depend on the location of the boundary. Physics will cru-
cially depend on the temperature and pressure we set at the open bound-
ary, though, as it should since this is the physical environment where the
boiling happens.
Physical walls for the VdW ﬂuid have earlier been considered as com-
pletely wet by a precursor liquid ﬁlm [28, 30]. If the liquid-gas inter-
face never comes into contact with the wall, the wetting properties of the
wall become irrelevant [32]. Concurrently with our work, a wall with
controlled wetting properties has also been introduced by Teshigawara et
al.[46]. An open boundary condition along the lines we describe in Pub-
lication IV with an external pressure prescribed, is a novel development.
Keeping the pressure of the system at coexistence while boiling was ear-
lier considered by allowing a (large) gas pocket far away from the boiling
surface[28]. This leads to an approximation of boiling in an open system
by observing only the immediate vicinity of the hot wall. The quality of
the approximation is uncertain, and experimentally the small scales in
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these simulations cannot be probed for veriﬁcation.
Wettability of a solid wall comes from different surface energies if the
wall is in contact with gas or liquid, σsg and σsl, respectively. Together
with the liquid-gas (σ) interface tension, these give the equilibrium con-
tact angle Θe described by Young’s equation
cos(Θe) =
σsg − σsl
σ
. (3.18)
From Young’s equation, the methodology of Jacqmin et al.[41] allows ob-
taining an exact boundary condition for the order parameter in the case
of the Cahn-Hilliard free energy. For the VdW free energy the equiva-
lent condition is approximate, but in Publication IV we verify that this
approximation is valid within a few degrees. Using Jacqmin’s approach
our boundary condition for a constant temperature (Twall) wall with and
σsg and σsl becomes
vi = 0 , for every i ; (3.19)
∇nρ = σ cosΘe
κ
∂ρgT (ρ) (3.20)
T = Twall; (3.21)
∇nPij = 0 , (3.22)
where ∇n is the gradient in the direction normal to the wall. We con-
sider a wall which is heated to constant temperature. A more complicated
boundary condition would be needed for a wall that has constant heat
ﬂux, or otherwise variable temperature.
We obtain the open boundary condition that sets a bulk with prescribed
temperature and pressure by setting temperature, density and pressure.
To practically make this in our numerics, we also introduce pressure as an
additional variable in the equations to solve. Since the equation of state
ties together the temperature, density and pressure, the values must be
set so that the equation of state is fulﬁlled. In other words the density
must be either the gas or the liquid density at the temperature and pres-
sure prescribed. Note that unless the temperature and pressure are ex-
actly at the boiling point, one phase will be stable and the other metastable.
The open boundary condition of a ﬁxed pressure reads
∇nvi = 0 , for every i ; (3.23)
ρ = ρwall, (3.24)
T = Twall, (3.25)
Pij = pwallδij , (3.26)
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where for physical consistency it must hold that p(ρwall, Twall) = pwall.
It is worthwhile to note that an open boundary set with the homogenous
Neumann boundary for velocity like above will be fully reﬂecting in terms
of sound (compressibility) waves. Advanced boundary conditions to pre-
vent unphysical reﬂections from the artiﬁcial boundary have been studied
and developed for one-phase hydrodynamics [47]. However, in our work
we assume that the sounds waves will not affect the dynamics of phase
change. The phase change obviously does emit sound but we consider the
reverse to be irrelevant in the cases we study. Thus we do not attempt
to fully resolve the compressibility waves. The basis of this is that the
density differences in sounds waves is of the order of one percent to that
of the density difference between the phases.
3.0.2 Dimensionless Units and Physical Scales
A feature of the diffuse interface method is that given the gradient energy
coefﬁcient and the (bulk) free energy, the interface tension and the width
of the equilibrium gas-liquid interface is determined. In other words given
the bulk properties of the ﬂuid, in our case the VdW ﬂuid and the inter-
face tension, the width of the interface is predicted by the square gradient
diffuse interface method. The width of the interface is the smallest physi-
cal scale that must be resolved by the model, and as such it sets the scale
at which simulations can be performed.
For numerical purposes we need to transform the model to dimension-
less units. This is also convenient in that a number of parameters equal
to the number of physical scales can be removed when considering the
system in units given by the parameters. In the Model B phase ﬁeld
model we scaled out the mobility by the time scale, and the gradient en-
ergy coefﬁcient or equivalently the interface width by the length scale.
In the VdW system, we observe the system in such units that the crit-
ical point (Tc, pc, ρc) in dimensionless temperature, pressure and density
equals unity.
Observing the VdW system in units where the critical point is at unity
means the physical scales that correspond to the dimensionless ones de-
pend on material parameters of the physical ﬂuid we model. The VdW
ﬂuid isn’t a quantitative model for real ﬂuids but we match it to proper-
ties water at T = 0.5Tc, and thus obtain a qualitatively reasonable model.
That means that all material properties of the ﬂuid, including inteface
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tension, thermal conductivity and viscosity are of the correct order of mag-
nitude over the temperature and density range we consider.
The unit scales where the critical point of the VdW ﬂuid is at unity are
given, as function of the material parameters, by
x0 = 2b
1/3 ; (3.27)
m0 =
8
3
mp ; (3.28)
t0 = 6b
5/6
√
mp
a
. (3.29)
With the critical properties of water: Tc = 647 K, pc = 22.1 MPa, ρc = 322
kg/m3, we obtain the characteristic length x0 = 0.74 nm, time t0 = 2.8 ps,
and mass m0 = 1.3 ·10−25 kg. The thermal conductivity and viscosity scale
trivially with their physical units. The connection between the dimen-
sionless gradient energy coefﬁcient κ˜ and the physical interface tension is
more complex, coming from Eq.(3.5)
κ˜ =
t40σ
2
2m20
[∫ ρ˜l
ρ˜g
dρ˜
√
Δf˜(ρ˜)
] . (3.30)
Choosing the dimensionless coefﬁcients
η˜0 = 1 (3.31)
α˜0 = 30 (3.32)
κ˜ = 1, (3.33)
leads to the following dimensional properties for our VdW ﬂuid at 0.5Tc:
kinematic viscosity η0 = 2 · 10−7 m2s , heat conductivity per density α0 =
6 · 10−4 J m2kg K s , and interface tension σ = 0.07Nm . The lambda value for the
liquid is then λl = 0.7 WK m .
3.1 Numerical Integration of Diffuse Interface
Thermohydrodynamics
The diffusive dynamics of the Model B phase ﬁeld model is easily solved
numerically by the explicit or implicit Euler methods. Much more care
needs to be put for the numerical methods in hydrodynamics, that is when
advective velocities are dominant. Computational methods for the Navier-
Stokes equations of incompressible single-phase ﬂow have been developed
for several decades[48]. In our boiling model the case is complicated by
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the fact that the ﬂow is compressible, and that we need adaptive grid re-
ﬁnement to resolve out the interface efﬁciently. Adaptive grids are readily
available in the ﬁnite element method (FEM). The characteristics-based-
splitting (CBS) time integration algorithm for time-dependent compress-
ible ﬂows, particularly with FEM in mind, has recently been developed by
Zienkiewicz et al.[36, 35], and this is the basis of our method to integrate
two-phase thermohydrodynamics.
The standard CBS method solves for the time evolution of density and
momentum and assumes a temperature equation that can be set in ad-
dition like a passive scalar [36]. This is insufﬁcient for the gas-liquid
phase change, however. When the phase changes between gas and liquid
at the interface, the latent heat means that the temperature equation is
affected as strongly as the density. This means that for the two-phase
thermohydrodynamics we must extend the CBS method to consider the
temperature equation just like it does the continuity equation, not like a
passive scalar. In other words, the temperature is included in the pres-
sure correction step. The details of the numerical method are presented
in Publication IV of this thesis.
3.2 Isothermal Veriﬁcation of the Boiling Model
We carefully verify each part of our boiling model using isothermal sim-
ulations. The numerical cases studied and compared against theoretical
predictions are presented in Figure 3.1. Laplace pressure, the pressure
increase inside a bubble due to interface tension, offers a sensitive way to
check the validity of our numerical scheme. Laplace pressure increase for
a 2D bubble of radius r is
Δp =
σ
r
. (3.34)
When the avearge density is in the coexistence region, a stable bubble is
the equilibrium solution of the gas-liquid model in a closed system where
the boundaries are physical walls. The pressure values inside and outside
the bubble are obtained directly from the density via the equation of state.
Figure 3.2 shows the surface tension values obtained. The model actually
reproduces the density changes due to the Laplace pressure difference to
about the fourth decimal. This is somewhat surprising because the den-
sity values match their theoretical coexistence values only to the second
decimal.
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Figure 3.1. A schematic view of the simulations with their corresponding boundary con-
ditions is illustrated here. We simulate the Young-Laplace law for a sin-
gle bubble immersed in its coexistence liquid. We verify the open boundary
condition by comparing with an analytical solution. The proposed wetting
boundary condition is veriﬁed in simulations of isothermal systems but for
different temperatures. Numerical simulations of boiling in a domain with a
temperature gradient, where the upper boundary allows an in- and out-ﬂux
of mass.
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Figure 3.2. Interface tension of a bubble in an isothermal system. Interface tension data
as obtained from observed pressure difference between the gas and liquid
domains. The inset shows raw data, which is scaled with the predicted val-
ues from Eq. (3.5). At temperatures above T = 0.65, we observe interface
tensions within 5% of the predicted ones.
We verify the open boundary condition, the main novel feature in our
model, via homogenous nucleation theory. By imposing the external pres-
sure and temperature so that the gas phase is stable and the liquid phase
is metastable, homogenous nucleation theory states that a bubble will
grow or shrink depending on which way locally decreases Gibb’s free en-
ergy of the system. There will be a limiting size to the bubbles in the
system, smaller than which will shrink and larger will grow. We calculate
a prediction for this limiting size, shown in detail in the Appendix of Pub-
lication IV, and compare the results with numerical ones in Figure 3.3.
The numerical limiting bubble size is obtained by starting with different
bubble sizes as initial condition, and letting it run until obvious growth or
shrinkage is observed. Since the limiting radius is a unstable equilibrium
the closer we get the slower the dynamics will be. Eventually numerical
effects and sounds waves make it too CPU intensive to conclusively say
whether the initial bubble will grow or collapse.
We note the theoretical estimate for the limiting bubble size is an ap-
proximation, and the initial condition of the bubble cannot be set to ex-
actly match quasi-static conditions. Both of these araise from the fact
that pressure is not constant in the gas-liquid system - only the external
pressure is set. Regardless, the agreement found between the numerical
results and the theoretical estimate is satisfactory, and shows that our
open constant pressure boundary works in a physically correct way.
Finally we verify the boundary condition of the physical wall whose wet-
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Figure 3.3. Numerically observed limiting radius of a bubble that will grow in super-
heated liquid, plotted against prediction obtained from homogenous nucle-
ation theory. Stars are lower bound observations, diamonds upper bound.
Solid line is our analytical estimate.
ting parameters we want to impose. Since we wish to impose the contact
angle, we set a system with a planar gas-liquid interface across it, and
set the interface to meet opposing wall at contact angles of opposite sign.
The equilibrium solution is then a straight, planar interface at the set
angle, and we can measure this angle comparing it to the value we theo-
retically set with our boundary condition. The errors we measure between
the theoretical and observed values are shown in Figure 3.4. The numer-
ical contact angle is a few degrees towards the perpendicular compared
to what it should be imposed to. We conclude that the contact angle is
reproduced to sufﬁcient accuracy, especially as compared to how well the
contact angles are experimentally known for various surfaces [49].
3.3 Numerical Simulation of Boiling at Constant Pressure
With the thermohydrodynamic model veriﬁed, we can ﬁnally study the
microscale dynamics of boiling at constant pressure and control the wet-
ting properties of the boiling surface. Imaging in this regime is extremely
difﬁcult in experiments [25, 22, 49]. According to the vapor recoil theory
it is the growth of a single bubble in the microscopic regime, whether the
bubble will grow spherically or spread along the heating surface, that de-
termines the transition between nucleate boiling and ﬁlm boiling.[23, 25].
InPublication IV we show that both nucleate and ﬁlm boiling regime are
obtained in our model when different surface wetting properties are used.
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Figure 3.4. Contact angle measured in a system with a straight interface across it. The
difference between measured contact angle at numerical equilibrium and the
imposed one, as a function of the set contact angle, in degrees. Six different
Θ values were measured in three temperatures each.
Figure 3.5. The temperature ﬁeld and the mass ﬂux vector ﬁeld of boiling with the hot
lower wall having different surface wettability. The black line is the gas-
liquid interface, or density contour at the average of gas and liquid. A hy-
drophobic wall leads to ﬁlm boiling, whereas nucleate (bubble) boiling per-
sists on a hydrophilic wall.
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We observe boiling with the lower wall being the hot boiling surface at
T = 0.9Tc. At the top boundary of the system we set T = 0.88Tc, and the
constant pressure is set so that the boiling temperature is Tb = 0.89Tc.
Figure 3.5 shows the boiling cases obtained when a nucleate bubble is
seeded near the hot wall and let to evolve towards a steady boiling regime.
The upper images show the case of a strongly hydrophobic boiling surface,
(Θe = 177◦), and the lower images show the case of a hydrophilic surface
(Θe = 45◦). Apart from boiling surface wettability all parameters are the
same. The black line is the gas-liquid interface obtained from the density
ﬁeld, which rapidly changes between liquid and gas at the interface, being
otherwise uninteresting.
In the case of a hydrophobic wall we obtain ﬁlm boiling. The gas ﬁlm
that is rapidly generated at the wall acts to insulate the hot wall from the
liquid, which drastically reduces the boiling rate. If the wall is hydrophilic
nucleate boiling is observed, where the bubble retains a spherical shape
as it grows. A thermodynamic driving force by the temperature gradi-
ent drives the bubble towards the hot wall, and the gas-liquid interface
touches the hot wall as the semi-spherical bubble grows. The interface,
and by extension also the contact line ”foot“ of the bubble is on the other
hand being maintained at the boiling point temperature due to boiling
and latent heat. This leads to a very high inﬂux of heat into the system at
the contact line, and thus a very high boiling rate in a small area around
the contact line. The spherical bubble will continue to grow at a constant
rate, since the contact line foot of the bubble will be unchanged, only mov-
ing along the boiling surface as the bubble grows.
At the foot of the nucleate boiling bubble we observe a vortex of mass
ﬂux, seen in lower right image of Fig.3.5, and the mass ﬂux at the contact
line is seen to be into the bubble. We interpret this as veriﬁcation from
the full microscale thermal hydrodynamics that the mechanism assumed
by the vapor recoil theory exists and the forces it imples distort the inter-
face proﬁle at the contact line [50, 23]. Boiling at constant pressure, that
is the latent heat keeping the interface temperature close to the boiling
point at the pressure, is found to be crucial in creating the vapor recoil
effect. To our knowledge our work is the ﬁrst time a numerical method
of full microscale thermohydrodynamics that can be considered predictive
for boiling at constant pressure is achieved, and with this method we de-
tect the vapor recoil mechanism.
The two dimensional case we considered can give relevant insight into
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the physics of boiling, but to account for the third dimension are a nec-
essary extension to our methodology if the vapor recoil or other features
of bubble growth during boiling, are to be qualitatively predicted. Cylin-
drical coordinates are the computationally lest demanding way to take
the third dimension into account [30]. This is crucial because the circum-
ference of the contact line at the foot of the bubble grows as the bubble
grows. In our two-dimensional simulations the foot of the bubble just sim-
ply moves. The extending contact line is important because the amount
of boiling, the heat transfered from the hot surface to the ﬂuid, is strongly
dependent on the length of the contact line. The balance between the
surface tension keeping the growing bubble spherical and the vapor re-
coil pushing the bubble to spread ﬂat along the boiling surface is the key
to how the vapor recoil explains the critical heat ﬂux. It is unclear how
much of these dynamics is captured by the two-dimensional picture, but to
predictively determine it one would need the full three-dimensional case,
since as mentioned, there are no experimental observations of the ﬂow
ﬁelds to compare to.
Another relevant and interesting extension to our model would be to
consider the boiling surface to have a constant heat ﬂux as opposed to con-
stant temperature. Preferably heat transfer along the hot wall, towards
the contact line spots where boiling happens, would also be included. This
demands a non-trivial modiﬁcation to our wetting boundary condition to
model surface energies at the wall, however.
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4. Summary
In this thesis we have considered numerical modeling of two-phase ﬂuid
ﬂows. The approach we employ sets an energy cost for gradients of the or-
der parameter, and so creates surface tension in the model. The approach
was ﬁrst considered in the 19th century by Van der Waals, and is in mod-
ern parlace known as the phase ﬁeld, or equivalently diffuse interface
methodology.
First we considered slow ﬂows, as happens by groundwater and ﬂu-
ids otherwise penetrating granular media. Experimentally these kind of
ﬂows have been studied via the Hele-Shaw cell setup. Our model of choice
for these ﬂows is a Model B -type phase ﬁeld method, which describes
ﬂows where viscosity dominates. We develop phase ﬁeld type models that
describe Hele-Shaw experiments. We model the Hele-Shaw cell at coarse
scale as a two-dimensional system with randomness to account for varia-
tions in the gap in the Hele-Shaw, and thus capillary pressure.
We match our phase ﬁeld model to two types of Hele-Shaw experiments,
where the ﬂuid ﬂow is driven either spontaneously or via a constant vol-
ume ﬂux. The phase ﬁeld model is simple enough that a analytic projec-
tion scheme can be performed to analyze the roughening of the wet-dry
interface. We also considered a more microscopic phase-ﬁeld model for
the Hele-Shaw cell, where the model is three-dimensional, and ﬂuctua-
tions are present explicitly in the location of the wall of the cell. A Green’s
function based method to make it possible to analyze the ﬂuctuating wall
in terms of the projection method is developed.
Finally with the phase-ﬁeld model we ﬁnd the extent of validity of the
projection method, which is based on a perturbative expansion in small
ﬂuctuations of the wet-dry interface, by increasing the strenght of the
disorder. Our conclusions with the phase ﬁeld models are that the results
of the Hele-Shaw experiments in the various cases and parameters con-
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sidered can be consistently reproduced by the phase-ﬁeld models. In more
general terms as a universality class of kinetic roughening when the or-
der parameter is conserved, we ﬁnd the scaling properties of the phase
ﬁeld model and the Hele-Shaw cell to vary quite signiﬁcantly among the
(still limited) different cases we considered. Since these are both minimal
model systems to account for the potential universality class, we have to
conclude that our studies suggest that universality in systems dominated
by conservation laws will be sparse and hard to ﬁnd.
We also consider two-phase ﬂows dominated by advection. Pure ﬂuid
liquid-gas ﬂows, commonly known as boiling and condensation, are tech-
nologically important and scientiﬁcally challenging. Boiling is a very at-
tractive method for heat transport and the maximum heat transport by
boiling is limited by the boiling crisis. We develop numerical methodology
to study liquid-gas ﬂow at microscopic length and short time scales. This
is in stark contrast to the scales of the Hele-Shaw cell and the Model B
phase ﬁeld. The compressible ﬂuid dynamics, extended to account for the
interfaces that the liquid-gas ﬂows entail, are considerably more difﬁcult
to solve numerically than Model B. To apply the numerical methdos in-
volved, we applied a toolbox created by our collaberators called femLego.
This makes solution of any ﬁeld equations much simpler for the physisict,
and crucial for our applications adaptive meshes are readily included.
The liquid-gas ﬂow methodology developed in this thesis allows to nu-
merically study boiling under constant pressure, which is a crucial con-
dition to study practical boiling. We make a tentative study of bubbles
seeded near a hot boiling surface with different wetting conditions. The
study shows that we can obtain both ﬁlm boiling and nucleate boiling.
For nucleate boiling we show the full thermohydrodynamic proﬁle near
the contact line of the bubble, and in particular we observe a vortex which
ejects mass into the bubble which is growing at the expense of the liquid.
We interpret this as veriﬁcation of the vapor recoil mechanism and the
ﬁrst observation of its microscopic properties. The vapor recoil is though
to be crucial in the boiling crisis, which is transition between nucleate
boiling as bubble and ﬁlm boiling.
The goal of the microscopic liquid-gas ﬂow model is to be predictive
enough to conduct numerical experiments of boiling at the microscale,
particularly studying the transition between nucleate boiling and ﬁlm
boiling under different parameters of the heat ﬂux, surface wettability
and temperature. This is relevant particularly because experimental ob-
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servations in this scale are extremely hard to do. In the near term mod-
eling such as we performed here is limited to the microscopic length and
time scales. But this is precisely the scales where simulations can of-
fer information complimentary to experiments once model development
reaches a stage that numerical experiments are trusted to be predictive.
Several immediate extensions of the model would be interesting in terms
of future work. Writing the model for cylindrical coordinates to account
for the third dimension is one such extension. Another would be to give
the boiling surface a ﬁnite heat conductivity and let it be heated by a con-
trolled heat ﬂux as opposed to temperature. The modeling approach we’ve
developed here, both in terms of the the theory and the numerical solution
methods, would hopefully answer plenty of interesting questions in boil-
ing and boiling crisis, enabling to study the behavior of growing bubbles
as a function of all the relevant physical parameters.
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