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オブジェクト認識における CNN では Convolution と Max Pooling によってダウンサン
プリンを行い特徴量を抽出する。そして、最終的に全結合層を設置し Softmax 関数を用い
ることによってどのオブジェクトであるかを判別する構造を持つ。 

















を図 2.1に、詳細な層構造を表 2.1に示す。 
図 2.1 においてデコーダ Dnの入力はエンコーダ Enから出力される特徴マップとデコー
ダ Dn-1 の出力をアップサンプリングした特徴マップを結合した特徴マップとなる。また、
Up Sampling の際には 2×2 の Convolution 層を設置し、エンコーダから結合される特徴
マップと同じサイズになるようフィルタ枚数を設定している。 
表 2.1 における Layer は層の種類、Output は出力する特徴マップのサイズ、Filters は
Convolutionのフィルタの枚数、KernelはConvolutionのフィルタのサイズを表している。 




図 2.1 U-Netのモデル構造 
表 2.1 U-Netの層構造 
Block Layer Output Filters Kernel 
E
1
 Convolution 224×224 64 3 
Convolution 224×224 64 3 
E
2
 Convolution 112×112 128 3 
Convolution 112×112 128 3 
E
3
 Convolution 56×56 256 3 




Convolution 28×28 512 3 
Convolution 28×28 512 3 




Convolution 14×14 1024 3 
Convolution 14×14 1024 3 
Dropout 14×14 1024  
D4 
Convolution 28×28 512 3 
Convolution 28×28 512 3 
D3 
Convolution 56×56 256 3 
Convolution 56×56 256 3 
D2 
Convolution 112×112 128 3 
Convolution 112×112 128 3 
D1 
Convolution 224×224 64 3 
Convolution 224×224 64 3 

























Max pooling 2×2 











Pyramid Poolingモジュールに用いる特徴マップには ResNetの出力を用いる。 
 
2.1.3. Light-Weight Asymmetric U-Net 
Light-Weight Asymmetric U-Net[3]は、ファッション画像のセマンティックセグメンテ
ーションにタスクにおいて U-Netを改良し開発されたモデルである。 





モデル構造を図 2.2、詳細な層構造を表 2.2に示す。 
図 2.2 において、デコーダ Dnの入力はエンコーダ Enから出力される特徴マップ、デコ
ーダ Dn＋1 の出力をアップサンプリングした特徴マップ、さらにエンコーダ En＋1 の出力を
入力とするスキップコネクション Cnから出力される特徴マップを結合したものとなる。 
















































表 2.2 Light-Weight Asymmetric U-Netの層構造 




Convolution 224×224 32 5 1 2 ReLu 
Convolution 224×224 32 3 1 0 ReLu 




Convolution 112×112 64 4 2 1 ReLu 
Convolution 112×112 64 3 1 1 ReLu 
Convolution 112×112 128 1 1 0 ReLu 
E2 –”– 56×56 256 –”– –”– –”– –”– 
E3 –”– 28×28 512 –”– –”– –”– –”– 
E4 –”– 14×14 1024 –”– –”– –”– –”– 
E5 –”– 7×7 2048 –”– –”– –”– –”– 
D0 
Convolution 224×224 128 3 1 1 ReLu 
Convolution 224×224 Classes 1 1 0 Softmax 
D1 
Convolution 112×112 128 3 1 1 ReLu 
Convolution 112×112 128 3 1 1 ReLu 
Up Sampling 224×224 Classes 2 2 0  
D2 –”– 112×112 –”– –”– –”– –”– –”– 
D3 –”– 56×56 –”– –”– –”– –”– –”– 
D4 –”– 28×28 –”– –”– –”– –”– –”– 
D5 –”– 14×14 –”– –”– –”– –”– –”– 
C1 
Convolution 112×112 32 3 1 1 ReLu 
Up Sampling 224×224 32 2 2 0  
C2 –”– 112×112 –”– –”– –”– –”– –”– 
C3 –”– 56×56 –”– –”– –”– –”– –”– 
C4 –”– 28×28 –”– –”– –”– –”– –”– 
C5 –”– 14×14 –”– –”– –”– –”– –”– 
 
2.1.4. Label-Pooling U-Net 
Label-Pooling U-Net[4]は、ファッション画像のセマンティックセグメンテーションのタ
スクにおいて Light-Asymmetric U-Netにさらに改良を加え開発されたモデルである。 
Label-Poolingのモデル構造を図 2.3に詳細な層構造を表 2.3に示す。 
Label-Pooling U-Netは、Light-Weight Asymmetric U-Netの層構造に変更を加えた上
に補助的ロスをさらに付け加えたモデルである。 
補助的ロスは IPL(Image Pyramid Pooling Loss), SPL(Segmentation Pyramid Loss), 
LPL(Label-Pooling Loss)の 3 種類ある、3 種類の補助的ロスと最終ブロックの出力から計
算されるロスを合計したものがモデル全体のロスとなる。 




ブロックごとの Loss の平均を取る。SPL は Decoder の出力に近いブロックの 1 番目から
4 番目の 4 個のブロックの出力において Softmax 関数を適用、アノテーション画像をダウ




Label-Pooling は、補助的ロスの LPL の計算に用いるため開発された Pooling の手法で






B1-B4のブロックについては入力をフィルタ数 64の 3×3 Convlution層で畳み込んだの
ちに Sigmoid 関数を適用した特徴マップを出力し、L0-L4 のブロックについては入力をフ




図 2.3 Label-Pooling U-Netのモデル構造(文献[4]より引用) 
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表 2.3 Label-Pooling U-Netの層構造 
Block Layer Output Filters Size Stride Pad activation 
A 
Convolution 224×224 32 5 1 2 ReLu 
Convolution 224×224 32 3 1 0 ReLu 




Convolution 112×112 64 4 2 1 ReLu 
Convolution 112×112 128 3 1 1 ReLu 
Convolution 112×112 64 1 1 0 ReLu 
E1 –”– 56×56 256 –”– –”– –”– –”– 
E2 –”– 28×28 512 –”– –”– –”– –”– 
E3 –”– 14×14 1024 –”– –”– –”– –”– 




Convolution 3×3 1024 3 3 1 ReLu 
Convolution 3×3 2048 3 1 1 ReLu 




Convolution 1×1 1024 3 1 1 ReLu 
Convolution 1×1 2048 3 1 1 ReLu 
Convolution 1×1 1024 1 1 0 ReLu 
D0 
Convolution 112×112 128  3 1  1 ReLu 
Convolution 112×112 Classes 3 1 1 Sigmoid 
Up Sampling 224×224 Classes 2 2 0  
D1 –”– 112×112 –”– –”– –”– –”– –”– 
D2 –”– 56×56 –”– –”– –”– –”– –”– 
D3 –”– 28×28 –”– –”– –”– –”– –”– 
D4 –”– 14×14 –”– –”– –”– –”– –”– 
D5 
Convolution 3×3 128 3 1 1 ReLu 
Convolution 3×3 Classes 3 1 1 Sigmoid 
Up Sampling 7×7 Classes 3 3 0  
D6 
Convolution 1×1 128 3 1 1 ReLu 
Convolution 1×1 Classes 3 1 1 Sigmoid 
Up Sampling 3×3 Classes 3 1 0  
C0 
Convolution 112×112 128 3 1 1 ReLu 
Up Sampling 224×224 128 2 2 2  
C1 –”– 112×112 –”– –”– –”– –”– –”– 
C2 –”– 56×56 –”– –”– –”– –”– –”– 
C3 –”– 28×28 –”– –”– –”– –”– –”– 
C4 –”– 14×14 –”– –”– –”– –”– –”– 
C5 
Convolution 3×3 128 3 1 1 ReLu 
Up Sampling 7×7 128 3 3 1  
C6 
Convolution 1×1 128 3 1 1 ReLu 



















ResNet では、Convolution の入力と出力の残差を取る Residual Block を用いるが、
DenseNetでは Convolutionの入力と出力を直接結合する DB（Dense Block）を用いる。










設置されそのフィルタ枚数をNB Filterで表され、DB内の 1個あたりの Convolution層の
ファイル他枚数は Growth Rateとして与えられる。 
Transition Downにはストライド幅が 2である 3×3のConvolution層が用いられそのフ
ィルタ枚数は、直前の DB 内に含まれる Convolution 層のフィルタ枚数の合計である。ま
た、Transition Upにはストライド幅が 2である 3×3の Deconvolution 層が用いられその
フィルタ枚数は、直前の DB内に含まれる Convolution層のフィルタ枚数の合計である。 





















Mixup の大きな特徴として、学習画像を 2 枚混ぜ合わせることで新しい学習データを生
成する手法である。 
混ぜ合わせる手法として、まずパラメータ α に設定される β 分布によってランダムに λ
を 0から 1の範囲で生成する。そして、xを入力するモデルデータ、yを正解ラベルを One-
hot ベクトル化したものとしたとき、2 種類のデータの組（xi、 yi）、（xj、 yj）に対しそれぞ
れ重み λ、1-λを与え足し合わせることで合成される 1つのデータの組を生成していく。 
このオーギュメンテーションにおいて、ハイパーパラメータは α であり任意に値が設定
される。 
?̃? = 𝜆𝑥𝑖 + (1 − 𝜆)𝑥𝑗
?̃? = 𝜆𝑦𝑖 + (1 − 𝜆)
𝜆 ∈ [0,1], 𝜆~𝛽(𝛼, 𝛼), 𝛼 ∈ (0,∞)








既存の CNN モデルである U-Net、Light-Weight Asymmetric U-Net、 Label-Pooling 
U-Net、PSPNetの 4種類で不審物検知の精度比較を行う。 
本研究で、比較に用いる画像はW 帯を用いるパッシブイメージング技術により得られる











作成を行う。ネットワークの学習に用いる GPUは GeForce GTX 1080を用いる。 
続いて学習条件については、バッチサイズは 8 で、イテレーション数は 882 である。エ






0.5 とする。また、Scale Augmentation は元の画像からランダムな箇所を切り抜くことで
画像を量増しする手法であり、本研究では、入力する画像を 224×224にリサイズした後に
1-1.5 倍の範囲でランダムに拡大したのち、モデルに入力するサイズである 224×224 のウ
ィンドウでランダムな箇所を切り抜くことで Scale Augmentationを実現する。 
水平反転と Scale Augmentation をアノテーション画像のセグメンテーションマップに























表 3.1 実験環境および学習条件 
実験環境:  





















表 3.2 データオーギュメンテーションの条件 
水平反転:  
反転の確率 0.5 





図 3.1 パッシブイメージング技術 
 






図 3.3 Scale Augmentationによるデータオーギュメンテーションの例 
 
図 3.4 セマンティックセグメンテーションにおける TP、FP、FN 
3.2. 比較の結果及び考察 
4 種類のモデルについて表 3.1、表 3.2 の条件において学習を行い、検証用データにおい
て IoU 値を算出し比較した数値を表 3.3 に示す。また、モデルによって出力される画像の
比較を図 3.5に示す。 
表 3.3において、mIoUは PSPNetが最も高く、クラスごとの比較においても PSPNetが




図 3.5において、出力画像の比較を行ってみると特に刃物の領域の部分で PSPNetが IoU
値が高いにも関わらず U-Net による予測の方が外形を再現できている様子が見受けられる。 
そのため、PSPNet は正解領域の位置予測に優れている反面、細かい輪郭情報を予測する
正 解 領 域     
FN 
FP 






表 3.3 IoU値の比較 
Class U-Net[1]  LWA U-Net[3]    LP U-Net[4] PSPNet[2] 
背景 0.979 0.981 0.980 0.981 
人物 0.869 0.870 0.867 0.875 
刃物 0.536 0.547 0.537 0.547 
銃 0.729 0.722 0.722 0.732 
携帯 0.756 0.721 0.754 0.739 
液体 0.688 0.791 0.897 0.924 
粉体 0.714 0.746 0.681 0.851 
模擬爆弾 0.785 0.815 0.779 0.806 
ファントム 0.929 0.863 0.879 0.836 
mIoU 0.776 0.784 0.788 0.810 
LWA U-Net: Light-Weight Asymmetric U-Net 






























反転と Scale Augmentationを用いたオーギュメンテーションと比較する。 
また、比較に用いるモデルとしてはU-Net、 Light-Weight Asymmetric U-Net、 Label-
Pooling U-Net、PSPNetを用いる。 
さらに Mixup のパラメータ α の値は 0.2 に設定する。また、数式 2.1 における（xi、 yi）
のデータの組は学習データから順番に、（xj、 yj）のデータの組は学習データからランダムに
抽出する。重み λは、データの抽出ごとにランダムに決定する。これらのMixupの条件を
まとめたものを表 4.1に示す。また、αの値を 0.2にしたときの β分布の様子を図 4.1に、




表 4.1 Miupの条件 
β分布の α値 0.2 
データの組（xi、 yi） 学習データから順番に抽出 
データの組（xj、 yj） 学習データからランダムに抽出 
重み λ データ組の抽出ごとにランダムに決定 
 
 

























よびオーギュメンテーショごとで IoU 値の比較を示したものを表 4.2 に、Mixup を用いて
学習を行ったモデルの出力画像を比較した様子を図 4.3に示す。 
表 4.2において、データオーギュメンテーション(a)が水平反転と Scale Augmentation(b) 
を組み合わせた一般的なデータオーギュメンテーション、データオーギュメンテーション
（b）がMixupを表している。 
表 4.2より、Light-Weight Asymmetric U-Net以外のモデルにおいてMixupを用いる場
合にmIoUの値が向上していて、とくにU-Netでは 0.84の向上がみられる。よって、Mixup
オーギュメンテーショはパッシブイメージャー画像を用いた不審物検知に有効であると考
えられる。また、U-Net に対して Light-Weight Asymmetric U-Net や Label Pooling U-








また、表 4.より PSPNetにおいても Mixup を適用すると液体のクラス以外で IoU値の向
上が見られるが、図 4.3 より外形の再現度は高くないことから細かい輪郭情報の学習が U-
Netより劣っているためU-Netほどの効果は得られなかったのではないかと考えられる。 
𝑦𝑖 𝑦𝑗 ?̃? 
20 
 
表 4.2 Mixupを用いる場合の IoU値の比較 
 U-Net[1] LWA U-Net[3] LP U-Net[4] PSPNet[2] 
Class (a) (b) (a) (b) (a) (b) (a) (b) 
背景 0.979 0.980 0.981 0.980 0.980 0.979 0.981 0.981 
人物 0.869 0.875 0.870 0.870 0.867 0.860 0.875 0.881 
刃物 0.536 0.598 0.547 0.511 0.537 0.516 0.547 0.557 
銃 0.729 0.783 0.722 0.728 0.722 0.720 0.732 0.745 
携帯 0.756 0.825 0.721 0.711 0.754 0.780 0.739 0.800 
液体 0.688 0.941 0.791 0.725 0.897 0.909 0.924 0.897 
粉体 0.714 0.815 0.746 0.718 0.681 0.817 0.851 0.867 
模擬爆弾 0.785 0.948 0.815 0.838 0.779 0.815 0.806 0.860 
ファントム 0.929 0.974 0.863 0.877 0.879 0.912 0.836 0.886 
mIoU 0.776 0.860 0.784 0.773 0.788 0.812 0.810 0.830 
(a)：水平反転＋Scale Augmentation,  (b)：Mixup 
LWA U-Net：Light-Weight Asymmetric U-Net 




























5.1. Residual Blockを導入したモデル改良 
4種類の既存の CNN モデルでMixup を適用して IoU値を比較したところ、U-Netが最
も高い mIoU を計測したため、U-Net に改良を加えること精度が向上ができないかを検討
する。 
本研究では、U-Net のエンコーダ（Encoder）に Residual Block を設置するモデル、デ
コーダ（Decoder）に Residual Blockを設置するモデル、モデル全体に Residual Blockを
設置するモデルを用意し検証を行った。3 種類のモデル構造をそれぞれ図 5.1、図 5.2、図
5.3に示す。 
Residual Blockを実現するために、エンコーダまたはデコーダのブロックの入力を Skip 
Connectionでブロックの出力と同じ特徴マップのサイズに変形する処理が必要となる。 
そのため、エンコーダに用いる Skip Connectionには 1×1の Convolution 層を設置し、
そのフィルタ枚数はブロック内の Convolution 層のフィルタ枚数同数になるように設定す

































Max pooling 2×2 





図 5.2 デコーダに Residual Blockを設置する U-Netのモデル構造  
 


























Max pooling 2×2 



























Max pooling 2×2 




5.2. Dense Blockを導入したモデル改良 
U-Netに Dense Blockを導入することで、精度が向上ができないかを検討する。 
本研究では、U-Netのエンコーダ（Encoder）を Dense Blockに置き換えるモデル、デコ
ーダ（Decoder）を Dense Blockに置き換えるモデル、モデル全体が Dense Blockとなる
FC-Densenetの 3種類のモデルで検証を行った。3種類のモデル構造をそれぞれ図 5.4、図
5.5、図 5.6 に示し、Dense Block のパラメータおよび学習条件それぞれを表 5.1、表 5.2、
表 5.3に示す。 
Dense Blockをエンコーダに置き換える際は、Max Poolingを Trainsition Downに置き
換え、Dense Blockをデコーダに置き換える際は、Up Samplingを Transition UPに置き
換える。また、表 5.1、表 5.2、表 5.3 において NB-Filter はエンコーダを DB に置き換え
る際に入力と Dense Block の間に設置する 3×3Convolution 層のフィルタ枚数、Growth 
Rate は Dense Block 内の 1 個あたりの 3× 3Convolution 層のフィルタ枚数、




る場合と Dense Block をデコーダに置き換える場合はエポック数 60 では学習が収束しな
いためエポック数を 100に設定する。また、FC-DenseNetを学習させる際にバッチサイズ
8に設定すると学習の際のメモリ使用量がGPUのメモリ量を超えてしまいかつ学習の収束
が遅いため、バッチサイズを 4、イテレーション数を 1764、エポック数を 200に設定する。 






図 5.4 エンコーダを Dense Blockに置き換えるU-Netのモデル構造 
表 5.1 エンコーダを Dense Blockに置き換えるU-Netのパラメータ 
Dense Block:  
NB-Filter 48 
Growth Rate 16 

















DB DB DB DB 
Input 
Output 
Transition Down  





図 5.5 デコーダを Dense Blockに置き換えるU-Netのモデル構造 
表 5.2 デコーダを Dense Blockに置き換えるU-Netのパラメータ 
Dense Block:  
Growth Rate 16 



















DB DB DB DB 
Input 
Output 






図 5.6 FC-DenseNetのモデル構造 
表 5.3 FC-DenseNetのパラメータ 
Dense Block:  
NB-Filter 48 
Growth Rate 16 
Layers-per-Block（Encoder） ［4, 5, 7, 10, 12, 15］ 










DB DB DB 
DB 











従来の U-Net のモデルおよび図 5.1－図 5.6の改良モデルの計 7 個のモデルについて、
モデルの学習を行い、検証用データにおいて IoU 値を計測し比較したものを表 5.4 に、出
力画像の比較を行った様子を図 5.7に示す。 
表 5.4より Residula Blockと Decoder Blockともにデコーダのみに適用したものが最も
高いという結果になった。よって、Residual Blockと Dense Blockともにデコーダーに設
置することで入力画像のノイズを影響を小さく効果が期待できると言える。 






図 5.7より、モデル全体に Residual Blockを設置したモデル、エンコーダに Dense Block
を設置したモデル FC-DenseNetの出力画像が他のモデルよりセグメンテーション・マップ
再現度の低いことから IoU値の比較同様、検知の精度が低いことを改めて確認できる。 
 表 5.4 改良モデルごとの IoU値の比較 
 
class U-Net[1] 
RB（Residual Block） DB（Dense Block） FC- 
DenseNet[7] Encoder Decoder  All  Encoder  Decoder  
背景 0.980 0.979  0.980 0.820 0.910 0.982 0.970 
人物 0.875 0.871  0.879 0.0 0.695 0.883 0.828 
刃物 0.598 0.584  0.600 0.0 0.412 0.601 0.439 
銃 0.783 0.779  0.779 0.0 0.528 0.781 0.565 
携帯 0.825 0.792  0.846 0.0 0.494 0.808 0.495 
液体 0.941 0.970  0.911 0.0 0.842 0.914 0.852 
粉体 0.815 0.787  0.889 0.0 0.611 0.919 0.533 
模擬爆弾 0.948 0.938  0.956 0.0 0.739 0.882 0.812 
ファントム 0.974 0.972  0.986 0.0 0.634 0.978 0.863 











































U-Net のモデル改良の取り組みでは、Residual Block および Desnse Block をデコーダ








 本研究において、パッシブイメージャー画像において Residual Block および Desnse 
Blockをデコーダに適用するモデル改良が有効であると確認できた。しかし、セマンティッ
クセグメンテーションには、本研究に用いた手法の他に Dilated Convolutionや CRFなど
を用いる既存手法が存在する。よって、Dilated Convolution や CRF を用いてモデル改良
を行うことで、更なる精度改善が可能かを検証することが 1個の課題としてあげられる。 
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