Two methods of creating approximation models are compared through the calculation of the modeling accuracy on test problems involving one, five, and ten independent variables. Here, the test problems are representative of the modeling challenges typically encountered in realistic engineering optimization problems. The first approximation model is a quadratic polynomial created using the method of least squares. This type of polynomial model has seen considerable use in recent engineering optimization studies due to its computational simplicity and ease of use. However, quadratic polynomial models may be of limited accuracy when the response data to be modeled have multiple local extrema. The second approximation model employs an interpolation scheme known as kriging developed in the fields of spatial statistics and geostatistics. This class of interpolating model has the flexibility to model response data with multiple local extrema. However, this flexibility is obtained at an increase in computational expense and a decrease in ease of use. The intent of this study is to provide an initial exploration of the accuracy and modeling capabilities of these two approximation methods.
Nomenclature
analysis of variance vector of unknown coefficients in least squares surface fitting vector of estimated coefficients in least squares surface fitting design and analysis of computer experiments unknown function predicted function vector of constants used in DACE models mean squared error number of candidate sample sites number of sample sites to calculate modeling error number of sample sites in design space number of terms in a polynomial model number of design variables vector of correlation values correlation function correlation matrix root mean square error unbiased root mean square error response surface response surface methodology scalar component of x vector denoting all locations in n,-dimensional space vector denoting the pth location in n,-dimensional space vector of the polynomial model terms at the pth sample site matrix of sample site locations in least squares surface fitting scalar observed response value observed response value at the pth sample site mean of observed response values scalar predicted response value prediction function vector of observed response values at sample sites vector of predicted response values Gaussian random function parameter in DACE modeling estimated DACE modeling parameter mean modeling error maximum modeling error median modeling error parameter used in defining the DACE test function prior distribution on P standard deviation of modeling error sample variance estimated sample variance scalar correlation parameter used in DACE modeling by others as well (cf., [3, 4, 5, 6, 7, 8, 91) .
Originally these polynomial modeling methods were developed to produce smooth approximation models of response data contaminated with random error found in typical physical (stochastic) experiments. Due to the ease of use of the polynomial modeling methods, these techniques migrated to the field of deterministic computer experiments where there is no random error (i.e., response data are identical each time the simulation is repeated). The applicability of using these methods in modeling deterministic response data is the subject of debate in the statistical community, some aspects of which are addressed by Simpson, et a1 [lo] .
In response to this issue, Sacks, et a1 [ll] proposed the use of interpolation models to approximate response data obtained from deterministic computer simulations. Their interpolation models are based on techniques known as kriging originally developed where the data consist of one or more dependent response values along with one or more independent variables. Collectively, these polynomial-based modeling methods have come to be known as response surface models which is a term taken from the statistical literature (cf., Myers and Montgomery [l, pages 1-10]), These methods are popular for a number of reasons one of which is that they provide a compact and explicit functional relationship between the response and the independent variables. In addition, the method of least squares used in creating the models is relatively computationally inexpensive and straightforward. Evidence of the popularity of polynomial modeling is given by the wealth of recent reports both by the authors of this document [a] and trends whereas quadratic polynomials are by defini tion unimodal. However, the flexibility offered by DACE modeling methods is offset by the lack of an explicit model function as well as an increase in computational expense over that incurred in polynomial modeling.
The purpose of the research described here is to compare the modeling accuracy of both polynomial models and DACE models on a set of sample test problems. To the authors' knowledge, such a comparison has not been reported elsewhere and this investigation will provide useful quantitative and qualitative data on the utility of these modeling methods. In Section 2 the mathematical underpinnings of polynomial and DACE modeling are presented. Section 3 contains the description of the test problems and Section 4 contains an assessment of modeling accuracy for the test problems. A summary of this research is presented in Section 5.
Approximation Model Forrnulat ion

Background on Approximation Models
Prior to a description of the mathematical underpinnings of the approximation modeling methods, it is useful to compare the philosophy of polynomial modeling methods to that of DACE interpolating methmodels based on Bayesian statistics and kriging. Although both RS models and DACE models are approximations to the true, unknown response surface and as such are technically response surface models, the statistical literature tends to reserve the term response surface model for polynomial models. The phrase polynomial RS model will be used to reinforce this distinction.
The construction of polynomial RS models or DACE interpolating models relies on the sampling of the design space at n, unique locations in the design space to obtain response values for the objective function or the constraints. Here, the design space is defined by the upper and lower bounds on the vector x of n, independent variables, where
The upper and lower bounds create a design space in the shape of an n,-dimensional cube which has 2". vertices. Note that experimental error is not present when obtaining results from deterministic computer models. Thus, no information is gained from the repeated sampling of the same location in the design space. From the sampled data approximation models are constructed to describe the variation in the response(s) with respect to the n, independent variables. Mathematically, the true underlying functional relationship is expressed as where y is the observed response and f ( x ) is the unknown function. In many engineering optimization problems the cost of computing the objective function or constraints is computationally expensive. For this reason, approximation models are employed in the optimization problem as surrogates for these expensive function evaluations. These approximation models are expressed as
Polynomial RS models can be thought of as "global" models in which all of the n, observed values of the response are equally weighted in the fitting of the polynomial surface. At an unsampled location in design space, x, response observations that are near to x (in the sense of Euclidean distance) have an equal influence on the predicted response, f(x), as do the response observations that are far from x. It may be argued that such a global model may not be the best approximator if the true unknown response has muli l l 1 i h i i i less strongly influenced by those further away. Such local modeling behavior is characteristic of interpolation models, of which DACE models are one particular implementation.
Polynomial Approximation Models
Polynomial response surface modeling (RSM) employs the statistical techniques of regression analysis and analysis of variance (ANOVA) to determine f(x) through a systematic decomposition of the variability in the observed response values. The empirical model is then estimated by assigning portions of the variability to either the effect of an independent variable or to random error.
If n, analyses are conducted and p = 1, . . . , n,, 
model (Equation 4). F~~ the p t h observation this is
to the probability density function which one assigns to a variable of unknown value before any experimental data on that variable are collected [20, pages 4,5] .
The prior distribution is the mechanism in Bayesian
Estimating the unknown coefficients requires n, analyses, where n, 2 n t . Under such conditions, the estimation problem is formulated in matrix notation as This intentional bias is the source of much controversy in the statistical community. In spite of the differences between classical statistics and Bayesian statistics, Berger [20, pages 109,110] emphasizes that y m x t (8) both classical and Bayesian statistics have merit and
In the DACE literature the true, unknown funcand X is the matrix formed by the p row vectors dl), . . . , &' ) which is assumed to have rank nt. Thus, tion to be modeled is typically expressed as X is expressed as 
DACE Approximation Models
The objective here is to provide an introduction to the statistics and mathematics of DACE modeling. A detailed treatment of the statistical and mathematical methods involved in DACE modeling is found in the work of Sacks et al. [ll] ; Koehler and Owen [17] ; Osio and Amon [18] ; and Booker et al. [19] . Before addressing the principles underlying DACE modeling methods, it is useful at this point to The term / 3 takes on different meanings depending on one's statistical point of view. From the perspective of the kriging approach used in DACE, / 3 is an unknown constant to be estimated based on the n, observed response values. From the perspective of Bayesian statistics P is a random variable with a prior distribution denoted as T O . The interpretations of / 3 are identical regardless of the statistical perspective if Z(x) has a Gaussian distribution and T O has a uniform distribution [ll] , i.e., if no prior knowledge is used to provide an initial estimate for P.
The covariance matrix of Z(x) is expressed as where R is the correlation matrix, and R is the correlation function which is selected by the user. In Equation 15 i = 1 , . . . , n , and j = 1 , . . . , n , . Note that the correlation matrix R is symmetric with values of unity along the diagonal.
As noted above, the user may select the form of the correlation function R. Sacks 
The process by which a value for 0 is estimated is given below. Another term of interest is the correlation vector, r(x), between the response at a location, x, and the x ( l ) , . . . , x ( "~) response values. The correlation vector is expressed as While Equation 14 represents the true, unknown function to be approximated, the computed (i.e., estimated) DACE model is given the symbol y(x). In statistical notation, this estimated DACE model is defined as where the expression E(.) is the statistical symbol for the expected value of (.) and the expression E(A1B) is the expected value of A given the information B. The terms y(x(')), . . . , y(x("s)) are the n, observed values of the response, y(x) is the true response one is attempting to estimate, and y(x) is the actual estimate of the response (which one hopes is close to y(x)). This distinction between y(x) and y(x) is necessary so that the concept of mean squared error (MSE) may be introduced where
This is simply a measure of the amount of error between the DACE model, y (~) , and the true model, y(x), at all locations, x , in the design space. Since the DACE model performs interpolation there is no error between the DACE model and the true model at the n, sites where the values of the response are known.
If MSE is minimized, y(x) becomes
where is unknown, and both r(x) and R depend on the unknown parameter 0. Note that the vector f has length n, with all entries equal to unity f = [ l , . . ., 11, (22) which is a result of the assumption that all of the variability in y(x) is accounted for in the Z(x) term. While the usual notation for a vector with all entries equal to unity is e, the vector f is retained to maintain similarity with the notation used in Koehler and Owen [17] and Booker et al. [19] .
The unknown parameter 0 is found using maximum likelihood estimation as described by Booker et al. [19] . In this approach, the values for P and the estimated variance, k', are obtained using generalized least squares as and Note that Equations 23 and 24 implicitly depend on the correlation parameter 0.
The maximum likelihood estimation of 0 is reduced to a one-dimensional optimization problem with simple bounds of the form
Thus, by solving this one-dimensional optimization problem the DACE approximation model y(x) is completely defined. Note that if Equation 16 were used (i.e., retaining a vector of correlation parameters), then the one-dimensional minimization problem becomes an n, -dimensional minimization problem.
Approximation Model Test Problems
The objective of performing the test problems was to gain an understanding of the strengths and weaknesses of DACE modeling as compared to polynomial RS modeling. For these efforts two test problems were formulated where the first test problem was expected to be biased in favor of the DACE modeling method and the second test problem was expected to be biased in favor of the polynomial RS modeling method. A critical element of this comparison is the investigation of how the accuracy of the DACE models and RS models is affected as the number of dimensions, n u , increases. To investigate this aspect of modeling accuracy, test problems involving nu = 1, nu = 5, and nu = 10 were examined. To simulate the effects of numerical noise often encountered in realistic engineering optimization problems (cf., [a] , [all, [22] , [23] , [24] ), a high-frequency low-amplitude sine wave function was added to Equation 26. This noisy test function has the form The Case 2 test function was created using t = 0.7 and has a quasi-quadratic trend on [-1,1]. The noisy Case 2 test function is shown in Figure 3 for nu = 1 and both the smooth and noisy Case 2 test functions are shown in figure 4 for nu = 2.
Test Problem Formulation
Evaluation of Modeling Accuracy
For both Cases 1 and 2, DACE and RS models (denoted as y(x)) were constructed based on ns evaluations (response values) of the noisy test function. These models were then used to estimate the unknown response values of the smooth test function at ne locations, where ne >> n,. These predicted smooth function response values are denoted as yn,. To evaluate the accuracy of the DACE and RS models, the actual response values of the smooth test function are also calculated for the ne locations. These actual smooth function response values are denoted as yn,. The discrepancy between yn, and yne is known as the modeling error. Note that the definition of the modeling error is different from the residual error which is the discrepancy between a polynomial model and the data points in an overdetermined least squares problem. There is no residual error in DACE modeling since the DACE method exactly interpolates the n, response values.
The total modeling error in the DACE and RS models is characterized using five error metrics. These are the mean error, S, the median error, S m e d i a n , the standard deviation, oh, the maximum error, S, , , , and the unbiased RMS error RMS,b. In these error metrics the modeling error is defined as
for i = 1 , . . . , n e . Using this notation, the mean modeling error is 
In addition to these metrics, the root mean squared modeling error is 
Results
One Variable Test Problem
In the one variable test problem the test functions were sampled at three locations ( n , = 3) -0.5, -0.3, and 0.7 on [-1,1] . From the response values at these three sites a DACE model and a quadratic polynomial RS model were created. To test the accuracy of the DACE and RS models, the smooth test function was sampled at 201 equally spaced points along [-1,1] . Figures 5 and 6 show the DACE and RS models used in Cases 1 and 2, respectively. 
where y is the mean of the n, observed response values in y . This mean-value model was selected since it represents what is perhaps the most simple, computationally inexpensive, approximation model one may create. Further, it provides a sort of lower bound on modeling accuracy, i.e., one would expect a more "complex" approximation model would be at least as
Five Variable Test Problem
For the five variable test problem n, = 50 and ne = 3125. The 50 sample sites correspond to those obtained from a D-optimal experimental design used in previous research related to this work (see Giunta, The modeling errors for these four approximation models were calculated for Case 1 and Case 2 test functions and are listed in Table 2 . In the Case 1 results the polynomial RS model and the combined RS/DACE model have nearly identical values for the modeling errors. For the DACE method the modeling error is not as low as for the polynomial-based models, but it is lower than for the mean-value model. Similar trends are exhibited in the Case 2 results where the modeling errors for the polynomial RS model and the RS/DACE model are nearly identical, are the modeling errors for the DACE model are only marginally worse. In Case 2 however, the meanvalue model has considerable higher modeling errors than the other three models.
Ten Variable Test Problem
For the ten variable test problem n, = 132 and ne = 10000. The results for the Case 1 and Case 2 test problems are listed in Table 3 . In Case 1, the polynomial RS model and the RS/DACE model exhibit nearly identical modeling errors and provide the best approximations to the test function. The modeling error for the DACE model is somewhat worse than for the polynomial-based models, and the modeling error for the mean-value model is the largest.
While the results for the Case 1 test problem are similar for the five and ten variable versions of the test problem, this is not true for the Case 2 test problem.
Summary of Test Problem Results
Note that some caution must be exercised in interpreting these results as the modeling accuracy data and observations are applicable only to the Case 1 and Case 2 test functions considered here. As may be expected, if different test functions had been investigated, the results may have been different. In fact it is quite easy to create a test function for which the mean-value model is the most accurate modeling method, as the authors discovered in some initial DACE modeling work.
The 
Conclusions
In this study, the accuracy of quadratic polynomial models and DACE interpolating models was evaluated through the examination of several test problems. The data obtained in this study showed that the quadratic polynomial models were more accurate, the DACE model. Note that once again the DACE model is only slightly more accurate than the meanvalue model. ods.
sory investigation is not intended to serve as an exhaustive comparison between the two modeling meth-8
American Institute of Aeronautics and Astronautics Clearly, there are numerous opportunities for further investigation, in both the formulation of the DACE models and in the examination of other test problems. For the test cases described in this study, future areas of investigation include (1) the use of a vector of correlation parameters in the exponential correlation model, and (2) the examination of various methods to select sample sites in the design space. Both of these may significantly affect the modeling accuracy of DACE approximation models. 
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