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SPECTRAL PROPERTIES OF A CLASS OF RANDOM
WALKS ON LOCALLY FINITE GROUPS
ALEXANDER BENDIKOV, BARBARA BOBIKAU, AND CHRISTOPHE
PITTET
Abstract. We study some spectral properties of random walks
on infinite countable amenable groups with an emphasis on locally
finite groups, e.g. the infinite symmetric group S∞. On locally
finite groups, the random walks under consideration are driven by
infinite divisible distributions. This allows us to embed our random
walks into continuous time Le´vy processes whose heat kernels have
shapes similar to the ones of α-stable processes. We obtain exam-
ples of fast/slow decays of return probabilities, a recurrence crite-
rion, exact values and estimates of isospectral profiles and spectral
distributions, formulae and estimates for the escape rates and for
heat kernels.
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1. Introduction
We apply methods from analysis (Laplace, Ko¨hlbecker, and Legendre
transforms) and from geometric group theory (volume growth, isope-
rimetic and isospectral inequalities) to study the spectral properties
of random walks on countable groups. Most of the results are about
groups which are not finitely generated. All the random walks we
consider are symmetric and invariant under left translations.
Notation. We use the following notation. For two non-negative func-
tions defined on R+ or on a subset I of R+ which is either a neighbor-
hood of zero or of the infinity, we write:
• f ≍ g if there are constants a1, a2 > 0 such that
∀x ∈ I, a1f(x) ≤ g(x) ≤ a2f(x), (factor equivalence)
• f d≃ g if there are constants b1, b2 > 0 such that
∀x ∈ I, f(b1x) ≤ g(x) ≤ f(b2x), (dilatational equivalence)
• f d≍ g if there are constants a1, a2, b1, b2 > 0 such that
∀x ∈ I, a1f(b1x) ≤ g(x) ≤ a2f(b2x).
We also use the standard notation:
• f ∼ g at a if f(x)/g(x)→ 1 at a.
An early result by Kesten [35] is that a countable groupG is amenable
if and only if the spectral radius of the Markov operator associated to
any symmetric irreducible random walk on G equals 1. In other words,
a countable group is non-amenable if and only if the return probabilities
of any symmetric irreducible random walk on it decay exponentially fast
as time goes to infinity. (This equivalence generalizes to locally com-
pact groups [8].) In Theorem 2.4 , we prove that any locally compact
unimodular non-compact (hence any countable infinite) amenable group
carries an irreducible symmetric random walk whose return probability
decay is faster than any given sub-exponential function.
Recurrence criteria for random walks on countable infinitely gener-
ated groups have attracted much attention (see Chapter 4 below for
a short description of contributions by Brofferio and Woess [11], Dar-
ling and Erdös [17], Dudly [18], Flato and Pitt [24], Kasymdzhanova
[33], Molchanov and Nabil [40], Revuz [44], Spitzer [48]). Recall that
3a group is locally finite if any of its finite subset generates a finite sub-
group. Obviously, a group is countable locally finite if and only if it
is a countable increasing union of finite subgroups. Any such group is
amenable. It is not finitely generated if and only if the union is infinite
and strictly increasing. A typical example is the group S∞ of permu-
tations of the integers with finite supports. Lawler [36] has obtained
a sufficient condition for recurrence on countable locally finite groups
(see Proposition 4.1 below and [11, Proposition 1]). In Proposition 4.2,
we prove that Lawler’s condition is also necessary for measures which
are convex linear combinations of idempotent measures.
On an infinite finitely generated group, any symmetric irreducible
random walk returns to the origin at time t with probability at most
t−1/2 (up to a constant rescaling factor). In other words, the slowest
possible decay of return probabilities on an infinite finitely generated
groups, is the one of the simple random walk on Z. Let us define the
isospectral profile and indicate how to prove this fact (well known to
the experts). Let µ be a symmetric irreducible probability measure
on a countable group G and let P (f) = f ∗ µ be the corresponding
right convolution operator on L2(G). The associated Laplace operator
∆ = P − I is bounded, self-adjoint and −∆ is positive. The isospectral
profile (also called the L2-isoperimetric profile) of (G, µ) is the function
Λ(v) = min
|Ω|≤v
λ1(Ω),
where the minimum is taken over all finite subsets of G of cardinality
less or equal to v. Here,
λ1(Ω) = min
supp(f)⊂Ω
(−∆f, f)
‖f‖22
.
We first prove the above t−1/2-bound in the case of the simple random
walk on a Cayley graph of an infinite finitely generated group G. As
G is infinite, any finite subset of G has at least one boundary point. A
straightforward application of Cheeger’s inequality [19, Theorem 2.3]
implies that the isospectral profile of G satisfies (up to a constant fac-
tor)
Λ(v) ≥ v−2, ∀v ≥ 1.
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The existence of a constant C > 1, such that
µ∗t(e) ≤ Ct−1/2, ∀t ≥ 1,
then follows from [13, Proposition V.1]. The general case of a sym-
metric irreducible probability measure ν on G reduces to the case of a
simple random walk µ because the irreducibility of ν obviously implies
that we can choose µ with supp(µ) ⊂ supp(ν). Hence the Dirichlet
form of ν
(−∆νf, f) = 1
2
∑
|f(x)− f(y)|2ν(x−1y),
is bounded below by the Dirichlet form of µ times the non-zero constant
factor
min
g∈supp(µ)
ν(g)/µ(g).
In contrast with finitely generated groups, there is no slowest decay of
return probabilities on countable groups which are not finitely generated:
in Proposition 4.3 we construct, on any infinite countable locally finite
group, random walks with return probabilities whose decay is slower
than any given positive function which goes to zero as time goes to
infinity.
On a finitely generated group it is usually difficult (if not hopeless) to
find an irreducible probability measure and to compute exact values of
its isoperimetric profile, its spectral density, or of the heat kernel driven
by this measure. If G is an infinite countable locally finite group, we
can choose finite subgroups G0 ⊂ G1 ⊂ · · · of G such that
G =
⋃
k≥0
Gk.
Any probability measure µ on G can be represented as a convex linear
combination
µ =
∞∑
k=0
ckµk,
of probabilities µk, each of which is supported by the finite subgroup
Gk (see Proposition 3.1). A natural choice for µk is the homogeneous
probability measure on Gk (i.e. the normalized Haar measure of Gk):
µk = mGk .
5The above representation of µ as a series of Haar measures is convenient
for computations because if ν is a measure on a finite group H , then
ν ∗mH = mH ∗ ν = mH .
This in turn implies that µ is infinite divisible and can be embed in a
weakly continuous convolution semi-group (µt) of probability measures
on G (see Proposition 3.3). It allows us to compute explicitly a spec-
tral resolution of the Laplace operator ∆µ (Proposition 5.1), and to
compute exact values of the isospectral profile Λµ (Theorem 6.2 and
Proposition 6.3).
Let P be a right convolution operator defined by a symmetric prob-
ability measure on a countable group. Let λ → Eλ be the spectral
resolution of the Laplacian −∆ = I − P ,
−∆ =
∫ ∞
0
λdEλ.
Let δe denote the characteristic function of the identity element e ∈ G.
We define the spectral distribution function λ→ N(λ) as
N(λ) := (Eλδe, δe).
The asymptotic behavior of N(λ), for λ close to zero, for Laplace oper-
ators associated to simple random walks on finitely generated virtually
nilpotent groups, can be deduced from Varopoulos results [38, Lemma
2.46]. On finitely generated groups, and under some regularity assump-
tion, the spectral distribution and the isospectral profile are related by
the formula
N(λ)
d≃ 1
Λ−1(λ)
,
(see [5]). In the case of infinite countable locally finite groups (they are
of course never finitely generated), if the decay of the coefficients ck of
the series of Haar measures (µk)
µ =
∞∑
k=0
ckµk,
is not too fast, namely, if there exists ǫ > 0, such that for all n ∈ N,∑
k>n
ck ≥ ǫcn,
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then the same formula holds true (see Proposition 7.1 and Theorem
6.5).
In Section 8, we define a left-invariant ultra-metric ρ, associated to
the random walk {X(n)} driven by the measure µ, whose balls are the
subgroups Gk and their left-cosets. The ultra-metric ρ and the compu-
tations of the functions Λ(v) and N(λ) (see Sec. 6 and 7) become cru-
cial tools in estimating the rate of escape of the random walk {X(n)} as
well as its heat kernel/transition function, see Proposition 8.5, Propo-
sition 8.7, Corollary 8.8, Example 8.9 and Remark 8.10.
2. Convolution powers on unimodular groups.
Let (G,m) be a locally compact, non-compact, unimodular group
endowed with a left Haar measure m. Let {Gk}k∈N be an increasing
sequence of Borel subsets of G such that |Gk| := m(Gk) → ∞ as
k →∞.
With any sequence of positive reals c = (ck)k∈N such that
∑
k∈N ck = 1
we associate the function
x→M(x) =
∑
k∈N
ck
|Gk|1Gk(x).
Evidently B →M(B) = ∫
B
Mdm is a probability measure on G. As-
sume that all Gk are symmetric and
⋃
kGk generates a dense subgroup
of G. Then M is symmetric and suppM generates a dense subgroup of
G. Let LM : L
2 → L2 be the corresponding right-convolution operator
h→ h ∗M . In general, ‖LM‖L2→L2 ≤ 1 and it is equal to 1 if and only
if the group G is amenable. On the other hand, let {Xk} be i.i.d. on G
with law PX1 = M and let Sn = X1 ·X2 · . . . ·Xn be the corresponding
random walk on G. According to [8] the following characterization of
Sn via the norm of the convolution operator LM holds: For all relatively
compact neighborhoods V of the neutral element e ∈ G,
lim
n→∞
P(S2n ∈ V )1/2n = ‖LM‖L2→L2.
In particular, if G is amenable ‖LM‖L2→L2 = 1 and therefore
P(S2n ∈ V ) = exp(−n · o(1)) as n→∞.
7If the group G is not amenable, then ‖LM‖L2→L2 < 1. This implies
that the decay at infinity of the function n → P(S2n ∈ V ) is always
exponential.
We claim that for any non-compact unimodular amenable group G,
the decay of the function n→ P(S2n ∈ V ) can be made as close as pos-
sible to the exponential one by an appropriate choice of the probability
measure M = PX1.
Observe that M∗n(V ) ≤ ‖M∗n‖∞m(V ), hence to prove our claim it
is enough to estimate the decay of the function n → ‖M∗n‖∞. We
denote σk =
∑
i≤k ci and σ(k) = 1 − σk. Let λ → N(λ) be a right-
continuous, non-decreasing step-function R→ R+ having jumps at the
points λk = σ(k) and taking values at these points N(λk) = 1/|Gk|.
Notice that λ→ N(λ) must be continuous at λ = 0 and N(λ) = 0 for
λ ≤ 0. Following an idea of Saloff-Coste [46], we prove the following
statement.
Proposition 2.1. In the notation introduced above the following in-
equality holds:
‖M∗n ‖∞≤
∫
R+
e−nσdN(σ), n ∈ N.
Proof. Observe that, since G is unimodular, for any two functions f
and g we have
‖ f ∗ g ‖∞≤‖ f ‖1‖ g ‖∞, ‖ f ∗ g ‖∞≤‖ f ‖∞‖ g ‖1 .
Hence,
‖M∗n ‖∞≤
∑
k1,...,kn
ck1 · . . . · ckn ‖
1
|Gk1|
1Gk1 ∗ . . . ∗
1
|Gkn|
1Gkn ‖∞≤
≤
∑
k1,...,kn
ck1 · . . . · ckn min
{
1
|Gk1|
, . . . ,
1
|Gkn|
}
=
=
∑
k1,...,kn
ck1 · . . . · ckn
1
|Gmax{k1,...,kn}|
=
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=
∞∑
k=0
1
|Gk|
∑
max{k1,...,kn}=k
ck1 · . . . · ckn =
cn0
|G0|+
+
∞∑
k=1
1
|Gk|
( ∑
k1,...,kn≤k
ck1 · . . . · ckn −
∑
k1,...,kn≤k−1
ck1 · . . . · ckn
)
=
=
cn0
|G0| +
∞∑
k=1
1
|Gk| ((c0 + . . .+ ck)
n − (c0 + . . .+ ck−1)n) =
=
∞∑
k=0
σnk
|Gk| −
∞∑
k=1
σnk−1
|Gk| =
∞∑
k=0
σnk
(
1
|Gk| −
1
|Gk+1|
)
=
=
∞∑
k=0
(1− σ(k))n
(
1
|Gk| −
1
|Gk+1|
)
=
∫
R+
(1− σ)n dN(σ) ≤
≤
∫
R+
e−nσdN(σ).
The proof is finished. 
We write N = e−M and introduce the following auxiliary transforms.
• The Ko¨hlbecker transform of M:
K(M)(x) := − log
(∫ ∞
0
e−xtde−M(t)
)
.
• The Legendre transform of M:
L(M)(x) := inf
τ>0
{xτ +M(τ)}.
Clearly, L(M) : R+ → R+ is a non-decreasing, concave function. In
particular, it is continuous. For any non-decreasing, continuous func-
tion F : R+ → R+, we define the conjugate Legendre transform of F
as follows:
L∗(F)(x) := sup
τ>0
{−xτ + F(τ)}.
Proposition 2.2. With the above notation, the following properties
hold true.
1. K(M)(x) ∼ L(M)(x) at ∞.
2. L(L∗(F)) ≥ F , and L(L∗(F)) = F if F is concave.
93. For any continuous decreasing function M : R+ → R+ such
that M(+0) = +∞,
L(M) ≍M ◦ (M/id)−1.
4. For any continuous function F : R+ → R+ such that F(+∞) =
+∞ and F(t) = o(t) at ∞, there exist two continuous decreas-
ing functions M1, M2 : R+ → R+, with Mi(+0) = +∞,
i = 1, 2, such that
L(M1)/F →∞ and L(M2)/F → 0 at ∞.
Proof. The first statement is Lemma 3.2 in [4] (see also [5]). For com-
pleteness we give a short proof of this result: For fixed x > 0 consider
a positive function mx(t) = xt +M(t) on (0,∞). The function mx
tends to∞ at 0 and at∞. Let tx be the smallest t at which mx almost
attains its infimum, so that (1 + ǫ)L(M)(x) ≥ mx(tx). Observe that
M is a decreasing function such that M(+0) = +∞. We have∫ ∞
0
e−xtde−M(t) = x
∫ ∞
0
e−(xt+M(t))dt ≥ x
∫ ∞
tx
e−(xt+M(t))dt
≥ xe−M(tx)
∫ ∞
tx
e−xtdt = e−(xtx+M(tx)) ≥ e−(1+ǫ)L(M)(x).
This proves the desired lower bound. For the upper bound, write∫ ∞
0
e−xtde−M(t) = x
∫ ∞
0
e−(xt+M(t))dt
≤ x
(∫ L(M)(x)/x
0
e−(xt+M(t))dt+
∫ ∞
L(M)(x)/x
e−xtdt
)
≤ x
∫ L(M)(x)/x
0
e−L(M)(x)dt+
∫ ∞
L(M)(x)
e−udu
= L(M)(x)e−L(M)(x) + e−L(M)(x).
That K(M) ∼ L(M) at infinity follows easily from these two bounds.
The second statement is a standard fact from convex analysis, see
for instance [45] or [20].
Proof of the third statement: Let L(M) := J . Then for all t, x > 0:
J(t) ≤ tx+M(x).
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Let x∗ be such that tx∗ =M(x∗), then x∗ = (Mid )−1(t) and
J(t) ≤ tx∗ +M(x∗) = 2M(x∗) = 2M◦
(
M
id
)−1
(t).(2.1)
On the other hand, there exists x∗ such that J(t) = tx∗+M(x∗). Then
x∗ ≤ J(t)
t
and therefore
M
(
J(t)
t
)
≤M(x∗) ≤ J(t) = tJ(t)
t
,
hence, (M
id
)(
J(t)
t
)
≤ t.
Since t→ (M/id)(t) is continuous and strictly decreasing
J(t)
t
≥
(M
id
)−1
(t),
or equivalently
J(t) ≥ t
(M
id
)−1
(t) =M◦
(M
id
)−1
(t).(2.2)
Finally, the inequalities (2.1) and (2.2) give the desired result.
We prove statement 4: (a) Choose a continuous F˜1 : R+ → R+ such
that close to zero F˜1 > c > 0, F˜1/F → ∞ and F˜1(τ) = o(τ) at ∞.
Put M1 = L∗(F˜1) and observe that M1 is convex, hence continuous.
The second statement of Proposition 2.2 implies that
L(M1)/F ≥ F˜1/F → ∞ at ∞.
(b) Choose a concave F˜2 : R+ → R+ such that near zero F˜2(t) ≥ c > 0,
F˜2(t)/F(t)→ 0 and F˜2(τ) = o(τ) at ∞.
Put M2 = L∗(F˜2). The functionM2 has the desired properties and
according to the second statement of Proposition 2.2,
L(M2)/F = F˜2/F → 0 at ∞.
The proof is finished. 
Some particular results based on the direct computation of L(M)
are presented in Table 1 (compare with Property 3 of Proposition 2.2).
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1 2 3
M(s) at 0 (log 1
s
)α, α > 0 s−β, β > 0 exp(k){s−ν}, ν > 0 (∗)
L(M)(t) at ∞ (log t)α cβtβ0 (∗∗∗) t
(log(k) t)
1
ν
(∗∗)
(∗) exp(k)(t) = exp (exp (... exp(t)))
︸ ︷︷ ︸
k times
, (∗∗) log(k)(t) = log (1 + log (1 + ... log(1 + t)))
︸ ︷︷ ︸
k times
.
(∗ ∗ ∗) cβ = (1 + β)/β
β0 , β0 = β/(1 + β)
Table 1. Some examples.
Let us show, for instance, how to compute the Legendre transform
of the function M : τ → exp(k){τ−ν}, for k > 1 and ν > 0. Denote
R(τ) := tτ +M(τ). The function R(τ) is strictly convex and tends to
∞ at 0 and at ∞. Let τ∗ be the (unique!) value of τ at which R(τ)
attains its minimum, so that R(τ∗) = L(M)(t). Since τ → R(τ) is
smooth, we obtain the following equation
0 =R′(τ∗) = t+M′(τ∗) =
=t− ν
τ ν+1∗
M(τ∗) logM(τ∗) log(2)M(τ∗) . . . log(k−1)M(τ∗),
which, in turn, implies the following two crucial properties.
(1) log(k) t ∼ τ−ν∗ as t→∞. In particular, τ∗ → 0 at ∞.
(2)
M(τ∗)
τ∗t
=
τ ν∗
ν logM(τ∗) log logM(τ∗) . . . log(k−1)M(τ∗)
→ 0 at ∞.
Finally, thanks to (1)− (2) we arrive to the desired conclusion
L(M)(t) = R(τ∗) = tτ∗
(
1 +
M(τ∗)
τ∗t
)
∼ tτ∗ ∼ t
(log(k) t)
1/ν
, at ∞.
Remark 2.3. The same method works also in a slightly more gen-
eral setting: Let r : R+ → R+ be a strictly increasing function such
that r(+∞) = +∞. Assume that λr′(λ) ≍ r(λ) at ∞. Let M(τ) =
exp(k) (r(1/τ)), defined for τ > 0. Then,
L(M)(t) ≍ t
r−1(log(k)(t))
at ∞.
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Theorem 2.4. Let G be a locally compact non-compact group. Assume
that G is both unimodular and amenable. Let F : R+ → R+ be a non-
decreasing function such that F(t) = o(t) at infinity. There exists a
symmetric strictly positive probability density M on G such that
− log ‖M∗n ‖∞ /F(n)→∞ at ∞.
Proof. For F given, choose M such that L(M)/F → ∞ at ∞. See
Proposition 2.2 (4). Choose an increasing sequence of Borel sets Gk ⊂
G such that |Gk| → ∞ and define a decreasing sequence {σ(k)} from
the equation e−M(σ(k)) = |Gk|−1, k >> 1. Then define a sequence {ck}
as follows: For k ≥ k0 >> 1 put ck = σ(k−1)−σ(k) and for 1 ≤ k < k0
choose ck > 0 such that
∑∞
k=0 ck = 1. Finally define
M =
∞∑
k=0
ck
1
|Gk|1Gk ,(2.3)
and a step-function N which is right-continuous, non-decreasing and
has jumps at points λk = σ(k) with values N(λk) = 1/|Gk|. Write
N = e−M˜. Clearly M˜ ≥ M and therefore K(M˜) ≥ K(M). Applying
Proposition 2.1 we come to the desired conclusion
− log ‖M∗n ‖∞ /F(n) = K
(
M˜
)
/F(n) ≥
≥ K(M)/F(n) ∼ L(M)/F(n)→∞ at ∞.
The proof is finished. 
This proves the claim stated in the beginning of this section. Observe
that the construction given in the proof of Theorem 2.4, Table 1 and
Remark 2.3 can be used to build many examples of fast decaying con-
volution powers on locally compact non-compact unimodular amenable
groups. For example, choose l ≥ 1 and for k ≥ k0 big enough put
σ(k) =
(
log(l+1) |Gk|
) 1
ν .
Define ck > 0 such that
∑
k≥0 ck = 1 and ck = σ(k − 1) − σ(k) for
k ≥ k0 + 1. Then the probability density M defined by (2.3) satisfies
‖M∗n ‖∞≤ exp
(
− cn
(log(l) n)
1
ν
)
at ∞,
for some constant c > 0.
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3. Convolution powers on locally finite groups.
Assume that the groupG under consideration has the following struc-
ture: there exists a strictly increasing family of finite subgroups {Gk}
of G such that G =
⋃
kGk. We say that G is locally finite. Evidently
any such group is non-compact (in the discrete topology) unimodular
and amenable.
Proposition 3.1. Let G be a locally finite group. Any probability µ on
G can be represented as a convex linear combination
µ =
∞∑
k=0
ckµk,(3.1)
of probabilities µk each of which is supported by a finite subgroup Gk.
The sequence {Gk} increases and G =
⋃
kGk.
Proof. If |supp µ| < ∞, then choose c0 = 1, ck = 0 for k > 0 and let
{Gk} be any increasing sequence of finite subgroups such that supp µ ⊂
G0.
Assume now that |supp µ| = ∞. Choose any increasing sequence
{Gk} of finite subgroups of G such that µ(G0) > 0. Then µ(G\Gk) > 0
for all k > 0 and let
µk :=
(
k∑
l=0
µ(Gl\Gl−1)
µ(G\Gl−1)
)−1( k∑
l=0
1Gl\Gl−1
µ(G\Gl−1)
)
µ
and
ck := µ(Gk\Gk−1)
(
k∑
l=0
µ(Gl\Gl−1)
µ(G\Gl−1)
)
,
where G−1 := ∅. The proof is finished. 
Remark 3.2. It is easy to see that the representation (3.1) is not
unique. Fix any {ck} and {µk} such that (3.1) holds and define a
probability Q on Ω = N×G as follows:
Q({k} ×A) = ckµk(A).
Evidently we have
Q(N× A) = µ(A).
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Let Hk := {k} × G, then Q(Hk) = ck, Hk ∩ Hl = ∅, for k 6= l, and
Ω =
⋃
kHk. Finally
Q(N× A|Hk) = µk(A)
and
µ(A) = Q(N× A) =
∞∑
k=0
ckQ(N× A|Hk) =
∞∑
k=0
ckµk(A).
Thus with probability ck we choose the group Gk and then with prob-
ability µk we perform a choice of an element from this group. In the
paper [11] four interesting choices of (µk, ck) (called shuffling models)
are presented. Our choice is different from [11]. We plan to come back
to these shuffling models in our further publications.
In this work we consider the following special cases: Let mk be the
normalized Haar measure on Gk. Let c = {ck} be a sequence of strictly
positive reals such that
∑
k ck = 1. Define a probability measure µ on
G as follows
µ =
∑
k
ckmk.
Let m be the counting measure on G and Lp = Lp(G,m). Define on
Lp the following linear operators Pkf = f ∗mk and Pf = f ∗µ. Clearly
Pk and P are bounded symmetric operators and
P =
∞∑
k=0
ckPk.
Let us compute P n. Since for any l, k ∈ N, ml ∗mk = mmax(l,k),
P n =
(
∞∑
k=0
ckPk
)n
=
∞∑
k1,...,kn=0
ck1 · . . . · cknPk1 · . . . · Pkn =
=
∞∑
k1,...,kn=0
ck1 · . . . · cknPmax(k1,...,kn) =
=
∞∑
k=0
 ∑
k1,...,kn:max(k1,...,kn)=k
ck1 · . . . · ckn
Pk = ∞∑
k=0
akPk,
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where, as in the proof of Proposition 2.1,
ak = (c0 + . . .+ ck)
n − (c0 + . . .+ ck−1)n , for k ≥ 1
and
a0 = c
n
0 .
From these equations we obtain
ck = (a0 + . . .+ ak)
1
n − (a0 + . . .+ ak−1)
1
n , for k ≥ 1
and
c0 = a
1
n
0 .
In particular, the symmetric operator P
1
m , defined via spectral theory,
has the following representation:
P
1
m =
∞∑
k=0
(
(c0 + . . .+ ck)
1
m − (c0 + . . .+ ck−1)
1
m
)
Pk.
As a consequence of these two observations we obtain:
P
n
m =
∞∑
k=0
(
(c0 + . . .+ ck)
n
m − (c0 + . . .+ ck−1)
n
m
)
Pk.(3.2)
Let now t ∈ R+ and rn ∈ Q+ be a sequence of rationals such that
rn → t. Then, by spectral theory, P rn → P t strongly, and for all
k ≥ 0,
(c0 + . . .+ ck)
rn → (c0 + . . .+ ck)t .
Hence, passing to the limit in both sides of the equation (3.2) we obtain
P t =
∞∑
k=0
(
(c0 + . . .+ ck)
t − (c0 + . . .+ ck−1)t
)
Pk.(3.3)
The above facts are crucial for our purposes. We summarize them in
the following proposition.
Proposition 3.3. The measure µ = µ(c) is infinite divisible. In par-
ticular, there exists a weakly continuous convolution semigroup (µt)t>0
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of probability measures on G such that µ = µ1. Moreover the following
representation holds:
µt =
∞∑
k=0
Ck(t)mk,
where
Ck(t) = (c0 + . . .+ ck)
t − (c0 + . . .+ ck−1)t , for k ≥ 1
and
C0(t) = c
t
0.
Remark 3.4. The problem of embedding an infinite divisible proba-
bility measure µ, defined on a general locally compact group, into a
weakly continuous convolution semigroup (µt)t>0 is open. See the pa-
pers of S.G. Dani, Y. Guivarc’h, and R. Shah [16], and McCrudden
[39]. We provide a solution to this problem when the underlying group
G is locally finite and the measure µ is a convex linear combination of
idempotent measures.
Proposition 3.5. For each t > 0 and x ∈ G, we define µt(x) :=
µt({x}). The function (t, x)→ µt(x) has the following form
µt(x) =
∞∑
k=0
(∑
n≥k
Cn(t)
|Gn|
)
1Gk\Gk−1(x),
where we let G−1 = ∅. In particular,
µt(e) =
∑
n≥0
Cn(t)/|Gn|.
Since µ = µt|t=1, the celebrated Lévy-Khinchin formula [30], [9,
Thm. 18.19] applies: µ can be decomposed into Gaussian and Pois-
sonian components. Since G is discrete, the Gaussian component is
degenerate. Thus µt and therefore µ are Poissonian measures. Again,
since G is discrete, the corresponding Lévy measure Π is in fact a finite
Borel measure on G\{e}. We can extend this measure to the whole
group by putting Π({e}) = π0 > 0. This extension, by the Lévy-
Khinchin formula, does not change the measure µt. Thus, we must
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have the following representation
µt = exp(−tπ)
(
ε0 + tΠ +
t2
2!
Π∗2 + . . .
)
, π = Π(G).
We claim that the measure Π has the same structure as µ:
Π =
∞∑
k=0
πkmk.
To prove this claim we have to find the coefficients {πk}k≥0. Note that
π0 has been already chosen. Define the operator Π : L
2 → L2 as
Πf := f ∗ Π, f ∈ L2.
In this notation our claim takes the following form:
P t = exp(−tπ) · exp(tΠ), for t > 0.
We have
exp(tΠ) =
∞∑
n=0
tn
n!
Πn =
∞∑
n=0
tn
n!
(
∞∑
k=0
πk(n)Pk
)
,
where, similarly to (3.3), for n ≥ 1 and k ≥ 1,
πk(n) = (π0 + . . .+ πk)
n − (π0 + . . .+ πk−1)n ,
and
π0(0) := 1, πk(0) = 0, for k ≥ 1.
Having this in mind we continue our computations:
exp(tΠ) =
∞∑
k=0
(
∞∑
n=0
tn
n!
πk(n)
)
Pk.
Let k = 0, then
∞∑
n=0
tn
n!
πk(n) = 1 + tπ0 +
t2
2!
π20 + . . . = exp(tπ0).
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For k ≥ 1 we obtain
∞∑
n=0
tn
n!
πk(n) =
∞∑
n=0
tn
n!
((π0 + . . .+ πk)
n − (π0 + . . .+ πk−1)n) =
=
∞∑
n=0
tn
n!
(π0 + . . .+ πk)
n −
∞∑
n=0
tn
n!
(π0 + . . .+ πk−1)
n =
=exp(t (π0 + . . .+ πk))− exp(t (π0 + . . .+ πk−1)).
Putting together all the computations above we obtain
e−tπ · etΠ = e−t(π−π0)P0 +
∑
k≥1
(
e−t(π−(π0+...+πk)) − e−t(π−(π0+...+πk−1)))Pk.
On the other hand,
e−tπ · etΠ = P t = ct0P0 +
∑
k≥1
(
(c0 + . . .+ ck)
t − (c0 + . . .+ ck−1)t
)
Pk.
This equality is true if and only if the sequence {πk} satisfies the fol-
lowing infinite system of equations:
π − (π0 + . . .+ πk) = − log(c0 + . . .+ ck), for k = 0, 1, 2, . . . .
This system uniquely defines πk for k ≥ 1:
πk = log(c0 + . . .+ ck)− log(c0 + . . .+ ck−1) =
= log
(
1 +
ck
c0 + . . .+ ck−1
)
> 0.
Since π0 > 0 has been chosen, we let π = π0 + π1 + π2 + . . . and define
Π =
∑
k≥0
πkPk.
Applying all the above computations in reverse order, we come to the
following conclusion:
Proposition 3.6 (Poisson representation). There exists a finite mea-
sure Π =
∑∞
k=0 πkmk such that
µt = exp(−tπ) ·
(
ε0 + tΠ+
t2
2!
Π∗2 + . . .
)
, π = Π(G).
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4. Recurrence criterion.
The problem of recurrence of random walks on countable abelian
groups with finite number of generators has been investigated in de-
tails in the book of Spitzer [48]. Dudley [18] and Revuz [44] proved
that each countable abelian group which does not contain a subgroup
isomorphic Z3 admits a recurrent random walk. The proof of Dudley
is not constructive, hence it is very desirable to find some explicit con-
struction of recurrent random walks on such groups. This construction
has been done in the works of S. Molchanov and his collaborators [40],
[33] for the following groups: G = Z[1/p] - the group of all rational
numbers of the form r = k
pm
where k, p > 1 and m ≥ 0 are integers,
and G = Γp = Z
k ⊗ Z(p)(∞), with k = 0, 1, 2. They obtained sufficient
conditions for the recurrence and also necessary ones which are very
close to each other. Brofferio and Woess [11] proved recurrence criteria
for certain card shuffling models, that is, random walks on the infinite
symmetric group S∞ =
⋃
n≥1 Sn. One of these models has been con-
sidered previously by Lawler [36]. He obtained a very general sufficient
condition for recurrence:
Proposition 4.1. A random walk on G =
⋃
n≥0Gn with law µ is
recurrent, if
∞∑
n=1
1
|Gn|(1− µ(Gn)) =∞.
Special cases of Proposition 4.1 had been proved previously by Flatto
and Pitt [24] (each Gn is cyclic, or G is the direct sum of finite abelian
groups), and before that by Darling and Erdo¨s [17] (G is the direct
sum of infinitely many copies of the group of order two).
In the case µ = µ(c), we show that the condition above is also
necessary.
Proposition 4.2. A random walk on G with law µ = µ(c) is recurrent
if and only if the following condition holds:
∞∑
n=0
1
|Gn| (1− µ(Gn)) =∞.
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Proof. Let λ→ N(λ) be a right-continuous, non-decreasing step-function
having jumps at the points λk = σ(k), where σ(k) =
∑
i>k ci, and
N(λk) = 1/|Gk|. By Proposition 3.5,
µ∗n(e) =µn(e) =
∑
k≥0
1
|Gk| [(1− σ(k))
n − (1− σ(k − 1))n] =
=
∑
k≥0
1
|Gk|(1− σ(k))
n −
∑
k≥0
1
|Gk|(1− σ(k − 1))
n =
=
∑
k≥0
(1− σ(k))n
(
1
|Gk| −
1
|Gk+1|
)
=
∫ ∞
0
(1− λ)ndN(λ).
Since the measure B → ∫
B
dN is supported by the interval [0, σ(0)] ⊂
[0, 1], there exists δ > 1, such that, for all n ∈ N∫ ∞
0
e−nδλdN(λ) ≤
∫ ∞
0
(1− λ)ndN(λ) ≤
∫ ∞
0
e−nλdN(λ).(4.1)
Next we use a well-known criterion of recurrence: a random walk with
law µ is recurrent if and only if∑
n
µ∗n(e) =∞.
Since
µ∗n(e)
d≃
∫ ∞
0
e−nλdN(λ),(4.2)
we easily transform this criterion into the property∑
k≥0
1
|Gk|σ(k) =
∫ ∞
0
dN(λ)
λ
≍
∑
n
µ∗n(e) =∞.
Finally, observe that 1− µ(Gn) ∼ σ(n). This finishes the proof. 
Let {X(n)}n≥0 be the random walk on G =
⋃
nGn with law µ.
Assume that {X(n)} is recurrent. Y. Guivarc’h asked the following
question: How slow may the function n → P(X(2n) = e|X(0) = e)
decay at infinity?
It is well known that if a locally compact non-compact group G is
compactly generated (for example if G is infinite and finitely gener-
ated), the upper rate of decay, among all functions defined as
n→‖ µ∗2n ‖∞,
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where µ is a symmetric probability density whose support generates
G, is realized (up to the equivalence relation
d≍) when µ has finite
second moment with respect to a word metric defined by a compact
symmetric generating set. This rate is a geometric invariant of the
group G. See for instance [5], [41], [43]. In particular, let G be an
abelian non-compact compactly generated group. By the structure
theory [29, Thm.9.8],
G ∼= Rl × Zm ×K, l +m > 0,
where K is a compact group. Then, for any symmetric probability
density µ : G→ R+, whose support generates G, we must have
‖ µ∗2n ‖∞≤ Cn−(l+m)/2 at ∞.
Our next proposition shows that if G is not compactly generated the
upper rate of decay of the function n→‖ µ∗2n ‖∞ may not exist in the
sense explained above.
Proposition 4.3. Let G be an infinite countable locally finite group
and F : R+ → R+ be a non-decreasing continuous function such that
F(t) = o(t) and F(t) → ∞ at infinity. There exists a symmetric
strictly positive probability density µ on G such that
− logµ∗n(e)/F(n)→ 0 at ∞,
(compare with Theorem 2.4).
Proof. Let G =
⋃∞
k=1Gk, where {e} = G0 ⊂ G1 ⊂ . . . ⊂ Gk ⊂ . . . are
finite subgroups of G. Let µ = µ(c) for some c = (ck). Then by (4.2),
for some δ > 1
µ∗n(e) ≥
∫ ∞
0
e−δnλdN(λ).
Proceeding as in the proof of Theorem 2.4 but choosing N(λ) ≥ e−M(δλ)
with M continuous and decreasing, and such that
L(M)/F → 0 at ∞,
we can find c = (ck) and hence µ = µ(c) such that ck > 0 and
µ∗n(e) ≥
∫ ∞
0
e−nδλdN(λ) ≥
∫ ∞
0
e−nλde−M(λ).
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Therefore as n→∞ we obtain
− log µ∗n(e)/F(n) ≤ K(M)/F(n) ∼ L(M)/F(n)→ 0.
The proof of the proposition is finished. 
Example 4.4. Assume that t→ g(t) is a non-decreasing function such
that limt→0 g(t) = 0. Choose a sequence c = (ck) of strictly positive
reals and a right-continuous step-function N ≥ g which has jumps at
λk = σ(k) and N(λk) = 1/|Gk|. Let µ = µ(c). Thanks to our choice
the following chain of inequalities holds true:
‖ µ∗n ‖∞ ≥
∫ ∞
0
e−nδλdN(λ) ≥
∫ ∞
0
e−nδλdg(λ) = δn
∫ ∞
0
e−nδλg(λ)dλ =
= δ
∫ ∞
0
e−δsg
( s
n
)
ds = δg
(
1
n
)∫ ∞
0
[
g
( s
n
)
/g
(
1
n
)]
e−δsds.
Assuming that the ratio g(λτ)/g(τ) has dominated convergence as τ →
0 to some integrable function (in fact, always to the function λ→ λα)
we obtain
lim inf
n→∞
‖ µ∗n ‖∞
g(1/n)
≥ δ
∫ ∞
0
sαe−δsds = δ−αΓ(1 + α).
For instance, choosing g(t) ∼ (log(k) 1t )−1 at 0, we obtain for some c > 0
‖ µ∗n ‖∞≥ c
(
log(k) n
)−1
at ∞.
5. On the Lp-spectrum of the Laplacian.
Let X(n) be a random walk on G with law µ = µ(c) and (P n) its
Markov semigroup. The Laplacian ∆ associated to X(n) is defined
as the Markov generator of the semigroup (P n), that is, ∆ = P − I.
Clearly −∆ : L2 → L2 is a bounded, symmetric, non-negative definite
operator. Hence it admits the following representation
−∆ =
∫ ∞
0
λdEλ (in the strong topology),
where λ → Eλ is the associated spectral resolution. See, for instance,
[37]. Evidently the operator-valued function λ→ Eλ can be expressed
in terms of the sequence Pk: f → f ∗mk, k = 0, 1, . . . .
Observe that, for each k ≥ 0, Pk : L2 → L2 is an orthoprojector.
Moreover, the sequence Pk decreases and Pk → 0 strongly. Indeed, let
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δa be the function which takes value 1 at x = a and 0 otherwise. For
f = δa, we have
‖ Pkf ‖2= (Pkf, f) = 1/|Gk| → 0 as k →∞.
Hence the same is true for f ∈ A, the set of all finite linear combinations
of the elements {δa}a∈G. Since A is dense in L2 and ‖ Pk ‖= 1 for all
k, the result follows.
Put σ(k) =
∑
i>k ci and define an operator-valued function λ → Eλ
as follows
Eλ =
 0, −∞ < λ ≤ 0,Pk σ(k) ≤ λ < σ(k − 1), for k ≥ 1,
I σ(0) ≤ λ < +∞.
It is easy to see that λ→ Eλ is a spectral resolution, that is:
• Eλ is an orthoprojector, for each λ,
• Eλ1Eλ2 = Emin{λ1,λ2}, for any λ1, λ2,
• Eλ → 0 at −∞ and Eλ → I at +∞ (strongly),
• λ→ Eλ is right-continuous.
The operator-valued function λ → Eλ has jumps at the points λk =
σ(k), k = 0, 1, 2, . . . and only at these points. The heights of the jumps
of the function λ→ Eλ at the points σ(k) are
Eσ(k) − Eσ(k)− = Eσ(k) − Eσ(k+1) = Pk − Pk+1.(5.1)
Proposition 5.1. Let λ→ Eλ be as above, then
−∆ =
∫ ∞
0
λdEλ.
Proof. The following chain of equalities holds true
−∆ =
∞∑
k=0
ck(I − Pk) =
∞∑
k=0
[σ(k − 1)− σ(k)](Eσ(0) −Eσ(k)) =
=
∞∑
k=0
(
Eσ(0) − Eσ(k)
) ∫ σ(k−1)
σ(k)
dλ =
∫ ∞
0
(Eσ(0) −Eλ)dλ =
∫ ∞
0
λdEλ,
where in the last equality we use the integration by parts formula [47].

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It is well-known that if A is a Markov generator and 0 < α ≤ 1 then
−(−A)α (more generally, −φ(−A), where φ is a Bernstein function∗)
is again a Markov generator. See e.g. [6], [31], [47]. If α > 1, then
−(−A)α is not a Markov generator in general. For instance, let P
be the transition operator of the simple random walk on Z and let
A = P − I be its Markov generator. Define A¯ := −(−A)2. A¯ is not
a Markov generator because its transition operator P¯ = I + A¯ is not
positivity-preserving:
P¯1{0}(0) = (2P − P 2)1{0}(0) = −P 21{0}(0) = −1
2
< 0.
Similarly, using Taylor expansion, one can show that −(−A)α is not a
Markov generator for any α > 1 in this example.
Proposition 5.2. Let X(n) be the random walk on G with law µ =
µ(c). Let P be its transition operator and let ∆ = P−I be its Laplacian.
For any continuous increasing function φ : [0, 1] → [0, 1] such that
φ(0) = 0 and φ(1) = 1, the operator −φ(−∆) is a Laplacian, that is,
−φ(−∆) = Pφ − I,
where
Pφf = f ∗ φ(µ)
and
φ(µ) =
∑
k≥0
{φ(σ(k − 1))− φ(σ(k))}mk.
In particular, for any α > 0, −(−∆)α is the Laplacian defined by the
random walk with law µ(c(α)),
µ(c(α)) =
∑
k≥0
{(σ(k − 1))α − (σ(k))α}mk.
∗In the discrete-time setting we assume that φ(0) = 0 and φ(1) = 1.
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Proof. Proposition 5.1 and the integration by parts formula show that
Pφ :=I − φ(−∆) =
∫ 1
0
(1− φ(λ))dEλ =
∫ 1
0
Eλdφ(λ) =
=
∑
k≥0
{φ(σ(k − 1))− φ(σ(k))}Eσ(k) =
=
∑
k≥0
{φ(σ(k − 1))− φ(σ(k))}Pk.
It follows that
Pφ(f) =
∑
k≥0
{φ(σ(k − 1))− φ(σ(k))}Pk(f) =
=
∑
k≥0
{φ(σ(k − 1))− φ(σ(k))} f ∗mk =
=f ∗
(∑
k≥0
{φ(σ(k − 1))− φ(σ(k))}mk
)
= f ∗ φ(µ).
The proof is finished. 
Proposition 5.3. The spectrum SpecL2(−∆) of the self-adjoint oper-
ator −∆ : L2 → L2 is of the form:
SpecL2(−∆) = {0, . . . , σ(k), . . . , σ(1), σ(0)}.
Each σ(k) is an eigenvalue of −∆ having infinite multiplicity.
Proof. That each σ(k) is an eigenvalue of the operator −∆ follows from
Proposition 5.1. According to equation (5.1), the corresponding space
Hk of σ(k)-eigenfunctions is Hk = (Pk − Pk+1)L2. What is left is to
show that Hk is infinite dimensional. For a ∈ G and k = 0, 1, . . . define
fk,a = (Pk − Pk+1)δa, and write
Plδa(x) =δa ∗ml(x) =
∫
Gl
δa(xy)dml(y) =
∫
Gl
δe(a
−1xy)dml(y) =
=
{
1/|Gl|, if x ∈ a ·Gl
0 otherwise
=
1
|Gl|1a·Gl(x).
Hence, the function fk,a is supported by the set a ·Gk+1. In particular,
for each a, b ∈ G,
suppfk,a ∩ suppfk,b = ∅
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if and only if (aGk+1)
⋂
(bGk+1) = ∅, equivalently ab−1 /∈ Gk+1. Define
a distance ρ(x, y) on G as follows
ρ(x, y) = n if and only if xy−1 ∈ Gn\Gn−1.
Evidently ρ is a distance on G, and (G, ρ) is a complete metric space.
For any n ∈ N, the subgroup Gn is a ball of radius n centered at e.
Now choose a sequence {al} ⊂ G such that ρ(e, al) = (k + 2)l. Then
for any l > m,
ρ(al, am) ≥ (k + 2)l − (k + 2)m = (k + 2)(l −m) > (k + 1).
Hence for any l 6= m, the functions fk,al and fk,am have disjoint supports
and therefore are orthogonal in Hk ⊂ L2. Thus Hk contains an infinite
sequence of orthogonal elements, hence it is infinite dimensional. 
Proposition 5.4. −∆ : Lp → Lp is a bounded operator and
1. SpecLp(−∆) = SpecL2(−∆), for any p ≥ 1.
2. (Strong Liouville property) Any function u ≥ 0 such that ∆u = 0
must be a constant-function. In particular, 0 ∈ SpecL∞(−∆) is an
eigenvalue of multiplicity one.
Proof of 1: 1. For p ≥ 1 and f ∈ Lp, −∆f = f − f ∗ µ ∈ Lp. Hence
−∆ : Lp → Lp is a bounded operator with norm ‖ −∆ ‖Lp→Lp≤ 2.
Let f ∈ ⋂∞p=1 Lp and λ /∈ SpecL2(−∆), then
−∆f =
∞∑
k=0
σ(k)(Pk − Pk+1)f =
∞∑
k=0
σ(k)(f ∗mk − f ∗mk+1).
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It follows that
(−∆− λI)−1 f =
∞∑
k=0
1
σ(k)− λ(Pk − Pk+1)f =
=
∞∑
k=0
1
σ(k)− λ(f ∗mk − f ∗mk+1) =
=
∞∑
k=0
f ∗mk
σ(k)− λ −
∞∑
k=0
f ∗mk+1
σ(k)− λ =
= A(f) +
∑
k≥k0
f ∗mk
σ(k)− λ −
∑
k≥k0−1
f ∗mk+1
σ(k)− λ =
= A(f) +
∑
k≥k0
[
1
σ(k)− λ −
1
σ(k − 1)− λ
]
f ∗mk =
= A(f) +
∑
k≥k0
ck
(σ(k)− λ)(σ(k − 1)− λ)f ∗mk = A(f) +B(f),
where k0 > 1 is chosen such that σ(k) < λ for k ≥ k0. According
to our choices, A(f) = f ∗ mλ, where mλ is a finite sum of signed
measures having finite variance. Hence, A is a bounded operator in all
Lp, 1 ≤ p ≤ ∞. Next write
B(f) =
∑
k≥k0
ck
[σ(k)− λ][σ(k − 1)− λ]f ∗mk =
=f ∗
(∑
k≥k0
ck
[σ(k)− λ][σ(k − 1)− λ]mk
)
= f ∗mλ,
where the measure mλ ≍
∑
k≥k0
ckmk has finite variance. Hence B :
Lp → Lp, 1 ≤ p ≤ ∞ is a bounded operator. Thus, for λ /∈ SpecL2(−∆),
(−∆− λI)−1 :
⋂
p≥1
Lp →
⋂
p≥1
Lp
is uniformly bounded. Hence λ /∈ SpecLp(−∆) for all 1 ≤ p ≤ ∞. On
the other hand all functions fk,a = (Pk − Pk+1)δa are eigenfunctions of
−∆ : Lp → Lp corresponding to the eigenvalues σ(k), k = 0, 1, . . . .
Proof of 2 : For any k = 0, 1, . . . , define uk := (Pk − Pk+1)u. We
have ∆uk = −σ(k)uk. On the other hand ∆uk = ∆(Pk − Pk+1)u =
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(Pk−Pk+1)∆u = 0. Hence uk ≡ 0, for any k = 0, 1, . . . . It follows that
Pku = Pk+1u, k = 0, 1, . . . .
In particular,
u = Pku = u ∗mk, k = 0, 1, . . . .
Observe that for any a, x ∈ Gk, Pku(xa) = Pku(x). In particular,
Pku(x) = Pku(e), for any x ∈ Gk. Thus, u must be constant on each
set Gk. It follows that u is constant on G =
⋃
kGk. 
Remark 5.5. The second statement in Proposition 5.4 implies that
the set of bounded ∆-harmonic functions (the Poisson boundary) is
trivial. In the paper [32], V. Kaimanovich constructed an example of
a probability measure µ on the infinite symmetric group S∞ having
a non-trivial Poisson boundary. Of course the measure µ can not be
represented as µ = µ(c), for any c = (ck).
6. L2-isospectral profile.
Let P and ∆ = P − I be the transition operator and the Laplacian
defined by the probability measure µ = µ(c). For any subset U ⊂ G
we define the truncated operators PU and ∆U as follows:
PUf(x) = 1U(x)P (1Uf)(x)
and
∆Uf(x) = 1U(x)∆(1Uf)(x).
Let mU be the counting measure on U and L
2(U) = L2(U,mU). Ev-
idently, the operators PU and −∆U can be regarded as operators on
L2(U), each of which is a bounded and symmetric, and −∆U is non-
negative definite. Moreover, ∆U = PU − I. If U is a finite set, L2(U)
is finite dimensional and its dimension n is equal to |U |. Therefore the
spectrum SpecL2(−∆U ) of −∆U consists of a finite number of points
0 < λ1(U) ≤ . . . ≤ λn(U) < 1, repeated according to their multiplicity.
We define the L2-isospectral profile λ→ Λ(λ) as follows:
Λ(λ) := inf
U : |U |≤λ
λ1(U).(6.1)
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For any function 0 < Λ∗ ≤ Λ the following Faber-Krahn type in-
equality holds true:
λ1(U) ≥ Λ∗(|U |), for any finite U ⊂ G.
In the general setting of Markov generators this inequality was intro-
duced in [1] (see also [25], [26]) to investigate various aspects of the
heat kernel behavior. In particular, it was proved in [26] that under
some regularity assumptions on Λ∗, the Faber-Krahn type inequality is
equivalent to the heat kernel estimate
sup
x,y∈G
h(t; x, y) ≤ 1
Φ(t)
, ∀t > 0,
where the functions Λ∗ and Φ are related by
t =
∫ Φ(t)
0
dλ
λΛ∗(λ)
.
See [12], [13], [15], [41] and [14].
The main aim of this section is to obtain a lower bound for the
function λ → Λ(λ) in terms of the sequences {ck} and {|Gk|}. Under
certain regularity assumptions on {ck} we will obtain two-sided bounds
for Λ which are comparable in the sense of dilatational equivalence. See
Theorem 6.2 and Theorem 6.8 below.
We define the function T : R+ → R+ as follows:
T (u) := 1−
∞∑
i=0
ci
(
1 ∧ u|Gi|
)
.(6.2)
The next proposition easily follows from the very definition of the
function u→ T (u).
Proposition 6.1. The following properties hold true.
1) T is a continuous function.
2) T strictly decreases to zero at infinity.
3) T is convex.
4) For |Gk| ≤ u < |Gk+1|,
1
2
σ(k + 1) < T (u) < σ(k).
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Theorem 6.2. For any finite set U ⊂ G, the following inequality holds:
λ1(U) ≥ T (|U |).
In particular, for any λ ≥ 1,
Λ(λ) ≥ T (λ).
Proof. Choose a finite set U ⊂ G, a function f such that suppf ⊂ U ,
and write
(f, Pif) =
∑
x∈U
f(x)Pif(x) =
∑
x,y∈U
f(x)f(y)mi(y
−1x) =
=
1
|Gi|
∑
x,y∈U : y−1x∈Gi
f(x)f(y).
Let [G : Gi] be the set of all co-sets A = aGi, a ∈ G. Then,∑
x,y∈U :y−1x∈Gi
f(x)f(y) =
∑
A∈[G:Gi]
∑
x,y∈A∩U
f(x)f(y) =
=
∑
A∈[G:Gi]
( ∑
x∈A∩U
f(x)
)2
≤
∑
A∈[G:Gi]
|A ∩ U |
∑
x∈A∩U
f(x)2 ≤
≤ max
A∈[G:Gi]
|A ∩ U |
∑
A∈[G:Gi]
∑
x∈A∩U
f(x)2 = max
A∈[G:Gi]
|A ∩ U | ‖ f ‖2L2(U)≤
≤ (|Gi| ∧ |U |) ‖ f ‖2L2(U) .
Hence, for any i = 0, 1, 2, . . . , and any finite set U ⊂ G the operator
norm of the truncated operator Pi,U can be estimated as follows:
‖ Pi,U ‖=sup{(f, Pif) : suppf ⊆ U, ‖ f ‖L2= 1} ≤
≤ 1|Gi|(|Gi| ∧ |U |) =
(
1 ∧ |U ||Gi|
)
.
It follows, that
‖ PU ‖≤
∞∑
i=0
ci ‖ Pi,U ‖≤
∞∑
i=0
ci
(
1 ∧ |U ||Gi|
)
.
31
With this inequality in hands the computations of λ1(U) become straight-
forward:
λ1(U) =min{(−∆Uf, f) : suppf ⊆ U, ‖ f ‖L2= 1} =
=min{1− (PUf, f) : suppf ⊆ U, ‖ f ‖L2= 1} =
=1−max{(PUf, f) : suppf ⊆ U, ‖ f ‖L2= 1} =
=1− ‖ PU ‖≥ 1−
∞∑
i=0
ci
(
1 ∧ |U ||Gi|
)
= T (|U |).
Since λ→ T (λ) is a decreasing function, we obtain
Λ(λ) = inf{λ1(U) : |U | ≤ λ} ≥ T (λ).
The proof is finished. 
Proposition 6.3. For any k = 0, 1, 2, . . . ,
λ1(Gk) = T (|Gk|).
In particular, 1
2
σ(k) < λ1(Gk) < σ(k).
Proof. Since Gk is a subgroup of G, one can regard PGk as a convolution
operator on Gk. Indeed, for x ∈ Gk and f such that suppf ⊆ Gk we
have
PGkf(x) =
∫
Gk
f(xy)dµ(y) =
∫
Gk
f(xy)dµGk(y) =
=f(x) ∗ µGk ,
where µGk is the restriction of the probability measure µ on Gk. We
have:
µGk =
∞∑
i=0
cimi,Gk =
k−1∑
i=0
cimi +
∞∑
i=k
ci
|Gk|
|Gi|mk =
=
k−1∑
i=0
cimi +
(
∞∑
i=k
ci
|Gk|
|Gi|
)
mk.
In particular, since |Gk|/|Gi| ≤ 1/2, for i > k,
µGk(1) =
k−1∑
i=0
ci +
(
∞∑
i=k
ci
|Gk|
|Gi|
)
≤
k∑
i=0
ci +
1
2
∞∑
i=k+1
ci < 1.
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Since for any finite group (more generally, any amenable group) the
norm of the convolution operator equals the variation of the corre-
sponding measure, we have
‖ PGk ‖= µGk(1).
It follows that
λ1(Gk) = 1− ‖ PGk ‖= 1−
∑
i≤k
ci −
∑
i>k
ci
|Gk|
|Gi| = T (|Gk|).
We also have
λ1(Gk) =
∑
i>k
(
1− |Gk||Gi|
)
ci.
Since |Gk|/|Gi| ≤ 1/2 for all i > k, we obtain
1
2
∑
i>k
ci < λ1(Gk) <
∑
i>k
ck.
The proof is finished. 
According to Theorem 6.2 the function u → T (u) is a lower bound
for the function u → Λ(u). Following ideas of Følner (see e.g. [15],
[21], [42]) we will give an upper bound for the function u → Λ(u).
Define
k(n) := min{k : λ1(Gk) ≤ 1/n2}(6.3)
and let v → F (v) be the continuous piecewise linear function such
that F (n) = |Gk(n)|. Observe that v → F (v) is a strictly increasing
continuous function. Hence the inverse v → F−1(v) exists in the usual
sense. We define the function ΛF : (1,+∞)→ R1+ as follows:
ΛF (v) :=
(
F−1(v)− 1)−2 .(6.4)
Proposition 6.4. The following inequality holds true:
Λ(v) ≤ ΛF (v), for all v > 1.
Proof. Let Ωn := Gk(n) and ωv := Ω[F−1(v)]. We have
|ωv| = |Ω[F−1(v)]| = F
(
[F−1(v)]
) ≤ v.
Using the definition of k(n) we obtain:
λ1(ωv) = λ1
(
Ω[F−1(v)]
) ≤ (F−1(v)− 1)−2 = ΛF (v).
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We conclude that
Λ(v) = inf{λ1(U) : |U | ≤ v} ≤ λ1(ωv) = ΛF (v).
The proof is finished. 
The following regularity condition will play a crucial role in our fur-
ther considerations.
(A) There exists λ > 0 such that
ck ≤ λσ(k), for all k ∈ N,
equivalently,
σ(k − 1) ≤ (1 + λ)σ(k), for all k ∈ N.
Proposition 6.5. Assume that Condition (A) holds. Let σ : R+ → R+
be any continuous decreasing extension of the function σ : Z+ → R+.
Then the function x → σ ◦ log x is doubling, that is, there exists a
constant c > 0 such that for all x > 1,
c (σ ◦ log) (x) ≤ (σ ◦ log) (2x) < (σ ◦ log) (x).
Proof. We have
σ(k + 1) = σ(k)− ck+1 ≥ σ(k)− λσ(k + 1),
hence
σ(k + 1) ≥ 1
1 + λ
σ(k).
It follows that for k ≤ log x < k + 1,
(σ ◦ log) (2x) =σ (log x+ log 2) ≥ σ(log x+ 2) > σ(k + 3) ≥
≥ 1
(1 + λ)3
σ(k) ≥ 1
(1 + λ)3
(σ ◦ log) (x).
The proof is finished. 
Example 6.6. We present here few examples illustrating Condition
(A) introduced above.
1) Let ck ≍ qkp, 0 < q < 1, at ∞. Let us show that Condition (A)
holds true if and only if 0 < p ≤ 1. Indeed, assuming for simplicity of
notation that q = e−1, we will have
ck ≍ exp(−(k)p) at ∞.
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Let p ≤ 1, then by our assumption, for some b1 > 0,
ck/σ(k) ≤ ck/ck+1 ≤ b1 exp((k + 1)p − kp).
Since
(k + 1)p − kp = p
∫ k+1
k
τ p−1dτ ≤ p,
we conclude that ck/σ(k) ≤ λ for some λ > 0 and for all k ∈ N.
Let p > 1, then
σ(k) = ck+1
(
1 +
∑
l≥1
ck+1+l/ck+1
)
.
By our assumption, for some b2 > 0,
ck+1+l/ck+1 ≤ b2 exp{−[(k + 1 + l)p − (k + 1)p]}.
Since p > 1, we obtain
(k + 1 + l)p − (k + 1)p = p
∫ k+1+l
k+1
τ p−1dτ > pl.
It follows that σ(k) ≍ ck+1. Hence ck/σ(k) ≍ ck/ck+1 →∞ at ∞.
2) Let ck ≍ k−p, p > 1. Then σ(k) ≍ k−p+1, therefore ck/σ(k) → 0
at ∞. Thus, Condition (A) is satisfied.
3) Let ck ≍ 1/(k · log k · log(2) k · . . . · (log(n) k)p), p > 1. Then
σ(k) ≍ (log(n) k)−p+1,
therefore ck/σ(k)→ 0 at ∞. Condition (A) is satisfied.
Proposition 6.7. Assume that Condition (A) holds. Then, there ex-
ists c > 0 such that
ΛF (v) ≤ cT (v), for any v > 1.
Proof. For any n ≥ 1 and n ≤ v ≤ n + 1, we have
T (F (v)) ≥ T (F (n+ 1)) = T (|Gk(n+1)|) = λ1(Gk(n+1)) ≥ 1
2
σ(k(n + 1)).
Thanks to our assumption, for some c1 > 0,
σ(k(n+ 1)) ≥ c1σ(k(n + 1)− 1),
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hence for some c2 > 0,
T (F (v)) ≥ c1
2
σ (k(n+ 1)− 1) ≥ c1
2
λ1
(
Gk(n+1)−1
) ≥
≥ c1
2
1
(n + 1)2
≥ c1
4
1
v2
=
c2
v2
.
Since u→ F (u) is strictly increasing and since F (∞) =∞, there exists
c3 > 0 such that,
T (u) ≥ c2
(F−1(u))2
≥ c3
(F−1(u)− 1)2 = c3ΛF (u).
The proof is finished. 
Theorem 6.8. Assume that Condition (A) holds. Then, there exists
c > 0 such that
T (u) ≤ Λ(u) ≤ cT (u), for any u > 1,
that is, Λ ≍ T at ∞.
Proof. We always have
ΛF (u) ≥ Λ(u) ≥ T (u), for any u > 1.
Assuming that Condition (A) holds, we apply Proposition 6.7 and ob-
tain:
ΛF (u) ≤ cT (u), for any u > 1.
The proof is finished. 
Proposition 6.9. Let φ, υ : R+ → R+ be two continuous strictly
monotone functions such that φ(k) ≍ σ(k) and υ(k) ≍ |Gk| at ∞.
Then, under Condition (A):
Λ
d≍ φ ◦ υ−1 and T d≍ φ ◦ υ−1 at ∞.
Proof. Since Λ ≍ T we work with T . According to Proposition 6.1(4):
1
2
σ(k + 1) < T (u) < σ(k), for |Gk| ≤ u < |Gk+1|.
Hence for u, k as above and for some b1, b2 > 0,
k ≤ υ−1
(
u
b1
)
, k + 1 > υ−1
(
u
b2
)
.
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It follows that for some b3, b4 > 0
T (u) <σ(k) ≤ (1 + λ)σ(k + 1) ≤ b3(1 + λ)φ(k + 1) ≤
≤b3(1 + λ)φ ◦ υ−1
(
u
b2
)
,
and
T (u) >1
2
σ(k + 1) ≥ 1
2(1 + λ)
σ(k) ≥ b4
2(1 + λ)
φ(k) ≥
≥ b4
2(1 + λ)
φ ◦ υ−1
(
u
b1
)
.
Notice that the constants b1, b2, b3, b4 > 0 come from the relations
φ(k) ≍ σ(k) and υ(k) ≍ |Gk|. The proof is finished. 
Remark 6.10. If υ(k) = |Gk|, we obtain the more precise relations:
Λ ≍ φ ◦ υ−1 and T ≍ φ ◦ υ−1 at ∞.(6.5)
Example 6.11.
1) Let G =
⋃∞
n=0Gn, Gn = Z(2)
n. Then |Gn| = 2n and we can choose
υ(x) = 2x, x ≥ 0. Proposition 6.9 and Remark 6.10 yield the following
result: Under Condition (A), for any φ ≍ σ at ∞
Λ(τ) ≍ φ ◦ log(τγ) at ∞, where γ = 1/ log 2.
In particular, we have:
(1.1) If ck ≍ qk, 0 < q < 1, then σ(k) ≍ qk, k ∈ Z+. Hence,
Λ(τ) ≍ τ−Aγ at ∞, where A = log 1
q
.
(1.2) If ck ≍ k−p, p > 1, then σ(k) ≍ k−p+1, k ∈ Z+. Hence,
Λ(τ) ≍ (log τ)1−p at ∞.
(1.3) If ck ≍ 1/(k · log k · log(2) k · . . . · (log(n) k)p), p > 1, then
σ(k) ≍ (log(n) k)1−p , k ∈ Z+.
Hence,
Λ(τ) ≍ (log(n+1) τ)1−p at ∞.
2) Let G =
⋃∞
n=0Gn, Gn = Sn, be the infinite symmetric group, i.e.
the group of all finite permutations of the set N = {1, 2, . . .}. We have
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|Gn| = n!. Hence we can choose υ(x) = Γ(x + 1), where Γ(x) is the
gamma function
Γ(x) =
∫ ∞
0
tx−1e−tdt.(6.6)
By Stirling’s formula [22, (9.15)]:
Γ(1 + x) =
√
2πx
(x
e
)x(
1 +O
(
1
x
))
.(6.7)
Let φ : R+ → R+ be any continuous decreasing function such that
φ(k) ≍ σ(k) at ∞. Proposition 6.9 and Remark 6.10 show that under
Condition (A),
Λ ≍ φ ◦ Γ−1 at ∞.(6.8)
The upper order ρ∗(f) and lower order ρ∗(f) of a positive function
f are defined as
ρ∗(f) := lim sup
x→∞
log f(x)
log x
, ρ∗(f) := lim inf
x→∞
log f(x)
log x
.
If ρ∗(f) = ρ∗(f) <∞, we say that f is of finite order ρ(f) := ρ∗(f).
Proposition 6.12. Let G = S∞ be the infinite symmetric group.
1. Under Condition (A), ρ(Λ) = 0 (compare with Example 6.11(1.1)).
2. Assume that σ(k) ≍ |Gk|−γ for some γ > 0 (Condition (A) does
not hold!). Then ρ(Λ) = −γ. In particular, for any ǫ > 0 there exist
c1, c2 > 0 such that
c1u
−(γ+ǫ) ≤ Λ(u) ≤ c2u−(γ−ǫ) at ∞.(6.9)
Proof of (1): Let σ : R+ → R+ be any continuous decreasing extension
of the function σ : Z+ → R+. By Proposition 6.9 and Remark 6.10,
Λ ≍ σ ◦ Γ−1 = (σ ◦ log) ◦ (exp ◦Γ−1) = (σ ◦ log) ◦ (Γ ◦ log)−1.
By Proposition 6.5, the function σ ◦ log is doubling. Hence for some
k > 0 and u >> 1,
σ ◦ log(u) ≥ u−k at ∞.
By Stirling’s formula, for u >> 1,
(Γ ◦ log(u)) ≥ (log u) 12 log u,
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and
(Γ ◦ log)−1(u) ≤ exp
(
3 log u
log log u
)
.
It follows that for u >> 1,
0 ≥ log (Λ(u)) ≥ −3k log u
log log u
.
Evidently this inequality implies that ρ(Λ) = 0.
Proof of (2): By Theorem 6.2 and Proposition 6.4,
1
ΛF
≤ 1
Λ
≤ 1T .
It follows that
ρ∗
(
1
ΛF
)
≤ ρ∗
(
1
Λ
)
≤ ρ∗
(
1
Λ
)
≤ ρ∗
(
1
T
)
.
For |Gk| ≤ u < |Gk+1|, by Proposition 6.1,
1
2
σ(k + 1) < T (u) < σ(k).
Hence for such u and k, and for some c1 > 0,
1
T (u) ≤
2
σ(k + 1)
≤ c1|Gk+1|γ = c1((k + 1)!)γ ,
and
log
1
Λ(u)
≤ log 1T (u) ≤ c1 + γ log(k + 1)! ≤ c1 + γ log(k + 1) + γ log u.
By Stirling’s formula log k! ∼ k log k, hence for any ǫ > 0 there exists
u0 > 1 such that for all u > u0,
log
1
Λ(u)
≤ (γ + ǫ) log u.
This evidently yields the inequality
ρ∗
(
1
Λ
)
≤ γ.(6.10)
By the definition of the function ΛF , see (6.4),
1
ΛF (u)
= (F−1(u)− 1)2.
It follows that
ρ∗
(
1
ΛF (u)
)
= 2ρ∗(F
−1) =
2
ρ∗(F )
.
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For n ≤ u ≤ n+ 1,
F (u) ≤ F (n+ 1) = |Gk(n+1)| = (k(n + 1))!,
where by (6.3),
k(n+ 1) := min{k : λ1(Gk) ≤ (n+ 1)−2}.
By Proposition 6.3,
1
2
σ(k) < λ1(Gk) < σ(k),
hence, for some c2 > 0,
k(n+ 1) ≤ min{k : σ(k) ≤ (n + 1)−2} ≤
≤ min{k : |Gk| ≥ c2(n+ 1)2/γ} := k¯.
Evidently, we have
(k¯ − 1)! ≤ c2(n+ 1)2/γ ≤ k¯! = k¯(k¯ − 1)!.
It follows that
F (u) ≤ k¯! ≤ c2k¯(n+ 1)2/γ .
By Stirling’s formula, for some c3, c4 > 0,
k¯ ≤ k¯ log k¯ ≤ c3 log(k¯ − 1)! ≤ c3 log c2(n + 1)2/γ ≤ c4 log(n+ 1).
Hence for some c5 > 0 and any ǫ > 0, and u >> 1 we obtain
logF (u) ≤ c5 + log log(n+ 1) + 2
γ
log(n+ 1) ≤
(
2
γ
+ ǫ
)
log u.
This evidently yields
ρ∗(F ) ≤ 2
γ
and
ρ∗
(
1
Λ
)
=
2
ρ∗(F )
≥ γ.(6.11)
The inequalities (6.10) and (6.11) prove the claim. 
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Let φ : R+ → R+ be any continuous decreasing function such that
φ(k) ≍ σ(k) at ∞. The following three examples illustrate Proposi-
tion 6.12(1):
(2.1) If ck ≍ qk, 0 < q < 1, then σ(k) ≍ qk, k ∈ Z+. By (6.8),
Λ(τ) ≍ (φ ◦ log) ◦ (Γ ◦ log)−1(τ) ≍ ((Γ ◦ log)−1(τ))−A ,
where A = log 1
q
. By Stirling’s formula,
log ◦ (Γ ◦ log)−1 (τ) = Γ−1(τ) ∼ log τ
log log τ
at ∞.
Hence,
Λ(τ) = exp
(
− log 1
Λ(τ)
)
,
and
log
1
Λ(τ)
∼ A log τ
log log τ
at ∞.
(2.2) If ck ≍ k−p, p > 1, then σ(k) ≍ k−p+1, k ∈ Z+, and
Λ(τ) ≍ (φ ◦ Γ−1) (τ) ≍ ( log τ
log log τ
)−p+1
at ∞.
(2.3) If ck ≍ 1/(k · log k · log(2) k · . . . · (log(n) k)p), p > 1, then
σ(k) ≍ (log(n) k)1−p, k ∈ Z+,
and
Λ(τ) ≍ (φ ◦ Γ−1) (τ) ≍ (log(n+1) τ)1−p at ∞.
Remark 6.13. Observe that in all examples (2.1)-(2.3), the function
Λ is comparable to a slowly varying function α. For example, in (2.1)
one can take α(τ) = ((Γ ◦ log)−1(τ))−A. Recall that slow variation
means that
lim
τ→∞
α(λτ)
α(τ)
= 1 for any λ > 0.
Evidently this property is stronger than the condition ρ(Λ) = 0 in
Proposition 6.12(1). See [10, Sec 1.2, 2.4 and Thm. 2.4.7].
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7. Spectral distribution and return probability.
Let λ→ Eλ be the spectral resolution of the Laplacian ∆ = P − I,
−∆ =
∫ ∞
0
λdEλ.
We define the spectral distribution function λ→ N(λ) as follows:
N(λ) := (Eλδe, δe).
Evidently, λ→ N(λ) is a right-continuous, non-decreasing step-function.
It has jumps at the points λk = σ(k) and N(λk) = 1/|Gk|, k ∈ N. In-
deed, by the definition of Eλ, we must have
N(λk) =(Eσ(k)δe, δe) = (Pkδe, δe) =
=(δe ∗mk, δe) = mk({e}) = 1|Gk| .
On finitely generated groups, and for symmetric probability mea-
sures with generating supports and finite second moments, the (di-
latational equivalence class of the) function N is stable under quasi-
isometry. See [5], [28], [27]. Under mild regularity assumptions, Λ and
N are related by the formula
N(λ)
d≃ 1
Λ−1(λ)
.
See [5] and Proposition 7.1 below.
In the second part of this section we will use our computations of
N to evaluate the return probability function t→ p(t). This is a first
step in estimating the transition function/the heat kernel of the random
walk on G under consideration. Heat kernel bounds will be presented
in the final Section 8.
Proposition 7.1. Under Condition (A), the following properties hold.
N
d≃ 1T −1 , at 0.(7.1)
Λ ≍ T , at ∞.(7.2)
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Proof. The equivalence (7.2) follows from Theorem 6.8. To prove (7.1),
observe that for σ(k + 1) ≤ u < σ(k),
N(u) =
1
|Gk+1| .
Also, by Proposition 6.1(4), for |Gk| ≤ τ ≤ |Gk+1|,
1
2
σ(k + 1) < T (τ) < σ(k).
Define θ1 := T (|Gk+1|) and θ2 := T (|Gk|). Then,
1
2
σ(k + 1) < θ1 < θ2 < σ(k).
Observe that Condition (A) implies that there exists a constant λ > 0
such that
σ(k + 1) >
1
1 + λ
σ(k), k = 0, 1, . . . .
Putting all these facts together and the fact that θ → T −1(θ) decreases,
we obtain that for σ(k + 1) ≤ u < σ(k),
1
N(u)
=|Gk+1| = T −1(θ1) > T −1(σ(k)) > T −1((1 + λ)σ(k + 1)) >
>T −1((1 + λ)u),
and
1
N(u)
=|Gk+1| = T −1(θ1) < T −1
(
1
2
σ(k + 1)
)
<
<T −1
(
1
2(1 + λ)
σ(k)
)
< T −1
(
u
2(1 + λ)
)
.
The proof is finished. 
Example 7.2.
Let G =
⋃∞
n=0Gn and υ : R+ → R+ be the volume function, that
is υ(k) = |Gk|, k = 0, 1, . . . . Let φ : R+ → R+ be any continuous
decreasing function such that φ(k) ≍ σ(k) at ∞. Then, according to
Proposition 6.9 and Proposition 7.1, under Condition (A),
N
d≃ 1
υ ◦ φ−1 .
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1) Let G = Z(2)(∞). Then, υ(x) = 2x, and the formula for N takes the
following form:
N(u)
d≍ exp(−1
γ
φ−1(u)), where γ = 1/ log 2.
In particular, we obtain the following estimates.
(1.1) If ck ≍ qk, 0 < q < 1, then σ(k) ≍ qk, k ∈ Z+, and, by Re-
mark 6.10,
N(u) ≍ u1/Aγ at 0, where A = log 1
q
and γ =
1
log 2
.
(1.2) If ck ≍ k−p, p > 1, then σ(k) ≍ k−p+1, k ∈ Z+, and
N(u)
d≃ exp{−u 11−p } at 0.
(1.3) If ck ≍ 1/(k · log k · log(2) k · . . . · (log(n) k)p), p > 1, then
σ(k) ≍ (log(n) k)1−p, k ∈ Z+
and
N(u)
d≃ exp{− exp(n)
(
u
1
1−p
)
} at 0.
2) Let G = S∞ be the infinite symmetric group endowed with its
volume function υ(x) = Γ(1 + x), that is Gn = Sn and |Gn| = n!.
(a) Assume that Condition (A) holds. Then the formula for the
function N takes the following form:
log
1
N(u)
d≃ (log Γ) ◦ φ−1(u).
Stirling’s formula and straightforward computations give the following
results.
(2.1) If ck ≍ qk, 0 < q < 1, then σ(k) ≍ qk, k ∈ Z+, and with A = log 1q
log
1
N(u)
∼ 1
A
(
log
1
u
)(
log log
1
u
)
at 0.
(2.2) If ck ≍ k−p, p > 1, then σ(k) ≍ k−p+1, k ∈ Z+, and
N(u)
d≃ exp
(
−
(
1
u
) 1
p−1
log
1
u
)
at 0.
(2.3) If ck ≍ 1/(k · log k · log(2) k · . . . · (log(n) k)p), p > 1, then
σ(k) ≍ (log(n) k)−p+1, k ∈ Z+
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and
N(u)
d≃ exp
(
− exp(n)
(
1
u
) 1
p−1
)
at 0.
(b) Assume that σ(k) ≍ |Gk|−γ for some γ > 0. We claim that in
this case N(u) is of finite order 1/γ at zero, that is, u→ 1/N(1/u) is
of finite order 1/γ at infinity. In other words, for any ǫ > 0 there exist
c1, c2 > 0 such that
c1u
1
γ
+ǫ ≤ N(u) ≤ c2u
1
γ at 0.
Indeed, let σ(k + 1) ≤ u < σ(k). By assumption, for some c1 > 0,
N(u) =
1
|Gk+1| =
1
(k + 1)!
≤
(
u
c1
)1/γ
.
It follows that
ρ∗(N) := lim inf
λ→∞
log 1
N(1/λ)
log λ
≥ 1
γ
.
On the other hand, by assumption,
N(u) =
1
(k + 1)!
=
(k!)−1
k + 1
≥
(
u
c2
)1/γ
1
k + 1
.
By Stirling’s formula, for any ǫ > 0 and for all k ≥ k(ǫ) > 1,
k + 1 ≤ k log k ≤ (1 + ǫ) log k! ≤ 1 + ǫ
γ
log
c2
u
≤ 1 + 2ǫ
γ
log
1
u
.
It follows that for some c3 > 0,
N(u) ≥ c3u
1/γ
log 1
u
.
This inequality shows that
ρ∗(N) := lim sup
λ→∞
log 1
N(1/λ)
log λ
≤ 1
γ
.
The claim is proved. 
Let (µt)t>0 be a weakly continuous convolution semigroup of prob-
ability measures on G associated with the measure µ = µ(c), that is,
µt|t=1 = µ (see Proposition 3.3). Let P and ∆ = P − I be the corre-
sponding transition operator and the corresponding Laplacian.
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We define p : R+ → R+ as follows:
p(t) := (δe ∗ µt, δe) = (P tδe, δe),
and call this function the return probability function. It coincides with
the probability of return at time t > 0 to the identity of the continuous-
time process X(t) defined by the semigroup (µt)t>0.
Let (Eλ) be the spectral resolution associated with −∆. Then equa-
tion (3.3) and the spectral theory show that
p(t) = ((I +∆)tδe, δe) =
∫ ∞
0
(1− λ)tdN(λ).
Our first observation is that
p(t)
d≃
∫ ∞
0
e−λtdN(λ).(7.3)
This equivalence relation follows from the fact that the measure defined
as B → ∫
B
dN is concentrated on the interval [0, σ(0)] ⊂ [0, 1] and that
for all λ ∈ [0, σ(0)] and t > 0,
e−δλt ≤ (1− λ)t ≤ e−λt, for some δ > 1.
Writing the function t→ p(t) in the form
p(t) = exp(−t · R(t)), t > 0,
we observe that since the group G is amenable, R(t) = o(1) at ∞.
Proposition 7.3. Let υ, φ : R+ → R+ be two continuous monotone
functions such that υ(k) ≍ |Gk| and φ(k) ≍ σ(k), k ∈ Z+. Then, under
Condition (A),
R
d≍
(
(log υ) ◦ φ−1
id
)−1
.
Proof. Using first Proposition 2.2, and then Proposition 7.1 and Propo-
sition 6.9, we can write
log
1
p
∼ L
(
log
1
N
)
d≃ L((log υ) ◦ φ−1) d≍ id ·
(
(log υ) ◦ φ−1
id
)−1
.
This evidently gives the desired result. 
46 A. BENDIKOV, B. BOBIKAU, AND CH. PITTET
Example 7.4.
1) Let G = Z(2)(∞). Choosing υ(x) = 2x, the formula for p from
Proposition 7.3 takes the following form:
p(t) = exp(−tR(t)), R(t) d≍
(
φ−1
id
)−1
.
In particular we obtain the following estimates.
(1.1) If ck ≍ qk, 0 < q < 1, then σ(k) ≍ qk and N(λ) ≍ λ1/Aγ at 0,
where A = log 1
q
and γ = 1/ log 2 (see Example 7.2(1)). Hence, a
standard Laplace transform argument gives
p(t)
d≃
∫ ∞
0
e−λtdN(λ) ≍ t−1/Aγ at ∞.
(1.2) If ck ≍ k−p, p > 1, then σ(k) ≍ k−p+1 at ∞, and
R(t) ≍ t− p−1p , p(t) d≃ exp
(
−t 1p
)
at ∞.
(1.3) If ck ≍ 1/(k · log k · log(2) k · . . . · (log(n) k)p) and p > 1, then
σ(k) ≍ (log(n) k)−p+1 at ∞.
We claim that in this case R ≍ φ. More generally, the following propo-
sition holds true.
Proposition 7.5. Assume that x→ (φ ◦ exp)(x) is doubling, then(
φ−1
id
)−1
≍ φ.
Proof. Write
φ−1(x)
x
= exp
(
(φ ◦ exp)−1(x) + log 1
x
)
.
Since φ◦exp is doubling, there exists d > 0, such that (φ◦exp)(x) ≥ x−d
at ∞. It follows that at 0, (φ ◦ exp)−1(x) ≥ x−1/d. Hence, for some
A > 1, and x close to 0,
φ−1(x) ≤ φ
−1(x)
x
≤ exp (A(φ ◦ exp)−1 (x)).
This implies, that at ∞,
φ(x) ≤
(
φ−1
id
)−1
(x) ≤ (φ ◦ exp)
(
1
A
log x
)
.
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Again, using the fact that φ ◦ exp is doubling we obtain the desired
result. 
Finally, assuming (1.3), we obtain
p(t)
d≃ exp
(
− t
(log(n) t)
p−1
)
at ∞.
2) Let G = S∞. In this case υ(x) = Γ(1 + x), log υ(x) ∼ x log x
and, assuming that Condition (A) holds, the formula for p(t) from
Proposition 7.3 takes the following form:
p(t) = exp(−tR(t)), R(t) d≍
(
φ−1 logφ−1
id
)−1
.
(2.1) If ck ≍ qk, 0 < q < 1, then σ(k) ≍ qk, k ∈ Z+. Example 7.2 (2.1)
and Proposition 2.2 (1) yield:
log
1
N(u)
∼ 1
A
log
1
u
log log
1
u
at 0,
and
log
1
p(t)
∼ 1
A
(log t)(log log t) at ∞.
(2.2) If ck ≍ k−p and p > 1, then σ(k) ≍ k−p+1 at ∞. This implies
R(t) ≍
(
log t
t
)1− 1
p
and p(t)
d≃ exp
(
−t 1p (log t)1− 1p
)
at ∞.
(2.3) Let ck ≍ k−1/(log k · log(2) k · . . . · (log(n) k)p), p > 1, then
σ(k) ≍ (log(n) k)−p+1 at ∞.
This case is similar to (1.3): proceeding as in the proof of Proposition
7.5, we obtain R
d≍ φ. Hence,
R(t) ≍ φ(t) = (log(n) t)−p+1 at ∞,
and
p(t)
d≃ exp
(
− t
(log(n) t)
p−1
)
at ∞.
(2.4) Assume that σ(k) ≍ |Gk|−γ for some γ > 0. Then the function
p(t) is of finite order −1/γ. Indeed, p(t) and N(λ) are related by (7.3).
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Example 7.2(2b) and a standard Laplace transform argument yield the
result. In particular, for any ǫ > 0 there exist c1, c2 > 0 such that
c2t
− 1
γ
−ǫ ≤ p(t) ≤ c1t−
1
γ at ∞.
Some particular results based on the computations in Examples 6.11,
7.2 and 7.4 are presented in Table 2.
4
9
Table 2. Computations of functions Λ(λ), N(τ) and p(t) in several examples.
Group G =
⋃
k Gk, Gk = Z(2)
k
σ at ∞ Λ at ∞ N at 0 p at ∞
σ(k) ≍ |Gk|−α, α > 0 Λ(τ) ≍ τ−α N(u) ≍ u1/α p(t) ≍ t−1/α
σ(k) ≍ ( 1
k
)p
, p > 0 Λ(τ) ≍ 1
(log τ)p
N(u)
d≃ exp
{
− ( 1
u
) 1
p
}
p(t)
d≃ exp
(
−t 1p+1
)
σ(k) ≍ 1
(log(n) k)
p , n ≥ 1, p > 0 (a) Λ(τ) ≍ 1(log(n+1) τ)p
(a) N(u)
d≃ exp
{
− exp(n)
(
1
u
) 1
p
}
(b) p(t)
d≃ exp
(
− t
(log(n) t)
p
)
(b)
Group G =
⋃
kGk, Gk = Sk
σ(k) ≍ |Gk|−γ, γ > 0 ρ(Λ) = −γ (c) ρ(N) = 1γ (c) ρ(p) = − 1γ (c)
σ(k) ≻ |Gk|−γ, ∀γ > 0 ρ(Λ) = 0 ρ(N) = +∞ ρ(p) = −∞
σ(k) ≍ qk, 0 < q < 1 log 1
Λ(τ)
∼ A log τ
log(2) τ
(d) log 1
N(u)
∼ 1
A
(
log 1
u
) (
log(2)
1
u
)
(d) log 1
p(t)
∼ 1
A
(log t)(log(2) t)
(d)
σ(k) ≍ ( 1
k
)p
, p > 0 Λ(τ) ≍
(
log(2) τ
log τ
)p
N(u)
d≃ exp
{
− ( 1
u
) 1
p log 1
u
}
p(t)
d≃ exp
(
−t 1p+1 (log t) p1+p
)
σ(k) ≍ 1
(log(n) k)
p , n ≥ 1, p > 0 Λ(τ) ≍ 1(log(n+1) τ)p N(u)
d≃ exp
{
− exp(n)
(
1
u
) 1
p
}
p(t)
d≃ exp
(
− t
(log(n) t)
p
)
(a) log(k)(t) = log (1 + log (1 + ... log(1 + t)))︸ ︷︷ ︸
k times
(b) exp(k)(t) = exp (exp (... exp(t)))︸ ︷︷ ︸
k times
(c) ρ(f) is the order of function f at ∞(resp. at 0), see Example 6.11(2) (resp. 7.2 (2b)). (d) A = log 1
q
.
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8. Metric structure and heat kernel bounds.
In Sections 6 and 7 we developed tools to compute the functions Λ,
N and p. These functions are closely related to the spectrum of the
Laplacian ∆. Our next step is to estimate the transition function/the
heat kernel h(t; x, y), associated with the random walk X(n) on G
under consideration. For that, we will introduce a metric ρ = ρ(x, y)
on G intrinsically associated to X(n). We will show that as in the
classical potential theory, h(t; x, y) can be estimated in terms of the
variables t and ρ.
For any x ∈ G, put n := min{k ∈ N : x ∈ Gk} and define the
σ-value |x|σ of x as follows:
|x|σ := 1
σ(n− 1) − 1, σ(−1) := 1.
We define ρ : G×G→ R+ by the following equation:
ρ(x, y) := |x−1y|σ.
Since n→ σ(n) is decreasing, for any a, b ∈ G,
|ab|σ ≤ max{|a|σ, |b|σ}.
Hence ρ is a metric on G and (G, ρ) is a complete (ultra-) metric space.
Proposition 8.1. Any ball Br(a) ⊂ (G, ρ) is of the form
Br(a) = aGk, for some k ≥ 0,
having radius
r =
1
σ(k − 1) − 1,
and volume (with respect to the counting measure)
|Br(a)| = 1
N−
(
1
1+r
) ,
where N−(λ) := N(λ−) is the left-continuous modification of N .
The proof of Proposition 8.1 is straightforward and follows by inspec-
tion.
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G ={e}0
G1
G2
aG2 G3
Figure 1. The ultra-metric structure of G.
Proposition 8.2. Assume that the following two conditions hold:
lim
k→∞
log |Gk+1|
log |Gk| = 1,(8.1)
σ(k) ≍ |Gk|−γ, for some γ > 0.(8.2)
Then the function r → |Br(a)| is of finite order 1/γ. In particular, for
any ǫ > 0 there exist c1, c2 > 0 such that
c1r
1
γ ≤ |Br(a)| ≤ c2r
1
γ
+ǫ near ∞.
Proof. Let σ(k) ≤ 1
1+r
< σ(k − 1). Then |Br(a)| = |Gk|. This yields
the following two inequalities:
|Br(a)| > c1
(σ(k))1/γ
≥ c1(1 + r)1/γ > c1r1/γ(8.3)
and, if k is big enough,
|Br(a)| =|Gk| ≤ |Gk−1|1+γǫ ≤ c2
(σ(k − 1)) 1γ+ǫ
<(8.4)
<c2(1 + r)
1
γ
+ǫ < c3r
1
γ
+ǫ.
Inequalities (8.3) and (8.4) imply the result. 
Example 8.3.
1) Let G = Z(2)(∞). Assume that σ(k) ≍ qk, for some 0 < q < 1. Then
Conditions (8.1) and (8.2) hold and Proposition 8.2 applies. Observe
however that we can also use Proposition 8.1 and Example 7.2(1.1) to
get a more precise result: there exist c1, c2 > 0 such that
c2r
1
α ≤ |Br(a)| ≤ c1r 1α , at ∞,
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where α = log 1
q
/ log 2, and c1, c2 > 0 are constants.
2) Let G = S∞ be the infinite symmetric group. Assume that σ(k) ≍
(k!)−γ for some γ > 0. Then Conditions (8.1) and (8.2) hold. Hence
by Proposition 8.2 for any ǫ > 0 there exist c1, c2 > 0 such that
c2r
1
γ ≤ |Br(a)| ≤ c1r
1
γ
+ǫ at ∞.
Note that Proposition 8.1 and Example 7.2(2b) give the same result.
Let X(n) be the random walk on G with law µ = µ(c) starting from
x = e. For any α > 0 the mean α-displacement MX(α, n) of X(n) is
defined as follows:
MX(α, n) := E {ρ(e,X(n))α} .
There is an obvious way to extend the definition of the relation f ≍ g
between functions depending on several numerical variables.
Proposition 8.4. With the above notation, the following properties
hold true.
1. For any fixed n ≥ 1, MX(α, n) <∞ if and only if α < 1.
2. Assume that α < 1 and that Condition (A) holds. Then MX(α, n)
as a function of (α, n) satisfies
MX(α, n) ≍ n
α
1− α.
Proof of (1): According to Proposition 8.1, each finite group Gk is a
ball Brk(e) of radius
rk =
1
σ(k − 1) − 1.
We claim that as a function of (k, n)
µn(G\Gk) ≍ min
{
n
rk+1
, 1
}
.(8.5)
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Indeed, according to Proposition 3.3, for any n ≥ 1 and k ≥ 0,
µn(G\Gk) =
∑
l≥0
Cl(n)ml(G\Gk) =
∑
l>k
Cl(n)
(
1− |Gk||Gl|
)
≍
≍
∑
l>k
Cl(n) = 1− (1− σ(k))n ≍ min{nσ(k), 1} ≍
≍ min
{
n
rk+1
, 1
}
.
Next we write
MX(α, n) =
∫
G
ρ(e, y)αdµn(y) =
∑
k≥0
∫
Gk+1\Gk
ρ(e, y)αdµn(y) =
=
∑
k≥0
rαk+1µn(Gk+1\Gk) =
=
∑
k≥0
rαk+1 (µn(G\Gk)− µn(G\Gk+1)) =
= rα1µn(G\G0) +
∑
k≥1
(
rαk+1 − rαk
)
µn(G\Gk) =
= rα1 (1− p(n)) +R(α, n).
Using the equivalence relation (8.5) we obtain that as a function of (α, n),
R(α, n) ≍
∑
k≥1
(
rαk+1 − rαk
)
min
{
n
rk+1
, 1
}
.(8.6)
Let 0 < α < 1, then∑
k>>1
(
rαk+1 − rαk
) 1
rk+1
= α
∑
k>>1
1
rk+1
∫ rk+1
rk
rα−1dr ≤
≤ α
∑
k>>1
∫ rk+1
rk
rα−2dr ≤ α
∫ ∞
r1
rα−2dr <∞.
Hence, for any fixed n ≥ 1 and 0 < α < 1,
MX(α, n) ≤ rα1 +R(α, n) <∞.
For α ≥ 1 write∑
k>>1
(
rαk+1 − rαk
) 1
rk+1
= α
∑
k>>1
1
rk+1
∫ rk+1
rk
rα−1dr ≥
≥
∑
k>>1
1
rk+1
∫ rk+1
rk
dr =
∑
k>>1
(
1− rk
rk+1
)
.
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Assume that the series
∑
k(1− rk/rk+1) converges. Then, rk/rk+1 → 1
at ∞. It follows that for any ǫ > 0 there exists k0 > 1 such that for all
k ≥ k0,
rk < rk+1 ≤ (1 + ǫ)rk.
Hence, for ǫ = 1,∑
k≥k0
(
1− rk
rk+1
)
=
∑
k≥k0
rk+1 − rk
rk+1
≥ 1
2
∑
k≥k0
rk+1 − rk
rk
=
=
1
2
∑
k≥k0
(
rk+1
rk
− 1
)
≥ 1
2
∑
k≥k0
log
rk+1
rk
= +∞.
This is a contradiction. Hence the series
∑
k(1− rk/rk+1) diverges and
we conclude that for any n ≥ 1 and α ≥ 1,
MX(α, n) ≥ R(α, n) =∞.
Proof of (2): Let 0 < α < 1. Evidently for all n ≥ 1,
max {rα1 (1− p(1)), R(α, n)} < MX(α, n) < rα1 +R(α, n).
Let c1, c2 > 0 be constants which justify the equivalence relation (8.6).
Choose k0 ≥ 1 such that rk0+1 ≤ n ≤ rk0+2 and write
R(α, n) ≤ c1
(∑
k≤k0
(
rαk+1 − rαk
)
+ n
∑
k≥k0+1
(
rαk+1 − rαk
) 1
rk+1
)
=
= c1
(
rαk0+1 − rα1 + n
∑
k≥k0+1
(
rαk+1 − rαk
) 1
rk+1
)
≤
≤ c1
(
nα + αn
∫ ∞
k0+1
rα−2dr
)
=
= c1
(
nα +
αn
1− α
(
1
rk0+1
)1−α)
.
Condition (A) implies that for some λ > 0,
rk+1 ≤ (1 + λ)rk, k ≥ 1.
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Hence,
R(α, n) ≤ c1
(
nα +
αn(1 + λ)1−α
1− α
(
1
rk0+2
)1−α)
≤
≤ c1
(
(1− α) + α(1 + λ)1−α) · nα
1− α ≤
≤ c1(1 + λ) n
α
1− α.
This inequality yields the upper bound
MX(α, n)/ n
α
1− α ≤ c1(1 + λ) + (1− α)
(r1
n
)α
≤
≤ c1(1 + λ) + max(r1, 1).
On the other hand, by (8.6), for nα ≥ 2(1 + λ)rα1 ,
R(α, n) ≥ c2
∑
k≥1
(
rαk+1 − rαk
)
min
{
n
rk+1
, 1
}
=
= c2
(∑
k≤k0
(
rαk+1 − rαk
)
+ n
∑
k≥k0+1
(
rαk+1 − rαk
) 1
rk+1
)
=
= c2
(
rαk0+1 − rα1 + nα
∑
k≥k0+1
1
rk+1
∫ rk+1
rk
rα−1dr
)
≥
≥ c2
(
rαk0+2
1 + λ
− rα1 +
nα
1 + λ
∑
k≥k0+1
1
rk
∫ rk+1
rk
rα−1dr
)
≥
≥ c2
(
nα
1 + λ
− rα1 +
nα
1 + λ
∑
k≥k0+1
∫ rk+1
rk
rα−2dr
)
=
= c2
(
nα
1 + λ
− rα1 +
nα
1 + λ
∫ ∞
rk0+1
rα−2dr
)
=
= c2
(
nα
1 + λ
− rα1 +
nα
(1 + λ)(1− α)
(
1
rk0+1
)1−α)
≥
≥ c2
(
nα
1 + λ
− rα1 +
nα
(1 + λ)(1− α) ·
1
n1−α
)
=
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= c2
(
nα
(1 + λ)(1− α) − r
α
1
)
≥
≥ c2
2(1 + λ)
· n
α
1− α.
Hence, for nα ≥ 2(1 + λ)rα1 and 0 < α < 1, we obtain
MX(α, n)/ n
α
1− α ≥ R(α, n)/
nα
1− α ≥
c2
2(1 + λ)
.
If nα < 2(1 + λ)rα1 and 0 < α ≤ 12 ,
MX(α, n)/ n
α
1− α ≥
rα1 (1− p(1))(1− α)
nα
≥ r
α
1 (1− p(1))(1− α)
2(1 + λ)rα1
=
=
(1− p(1))(1− α)
2(1 + λ)
≥ (1− p(1))
4(1 + λ)
.
If 1
2
< α < 1 we repeat our computations from above but without the
term
∑
k≤k0
(rαk+1 − rαk )min
{
n
rk+1
, 1
}
and obtain
R(α, n) ≥ c2
∑
k≥k0+1
(
rαk+1 − rαk
)
min
{
n
rk+1
, 1
}
≥ c2α
1 + λ
· n
α
1− α >
>
c2
2(1 + λ)
· n
α
1− α.
In particular, for nα < 2(1 + λ)rα1 and
1
2
< α < 1,
MX(α, n)/ n
α
1− α ≥ R(α, n)/
nα
1− α >
c2
2(1 + λ)
.
The three inequalities obtained above yield the desired low bound. The
proof is finished. 
Let (µt)t>0 be a weakly continuous convolution semigroup of proba-
bility measures such that µt|t=1 = µ(c), see Proposition 3.3. Write
Ptf(x) = f ∗ µt(x) =
∫
G
f(y)h(t; x, y)dm(y),
and call (Pt)t>0 the heat semigroup and h(t; x, y) the heat kernel asso-
ciated to the measure µ(c).
Proposition 8.5. Let µ, h be as above and ρ := ρ(x, y), then
h(t; x, y) = t
∫ 1
1+ρ
0
N(λ)(1− λ)t−1dλ.(8.7)
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Proof. Put x−1y = z, then
h(t; x, y) = µt({x−1y}) = µt({z}).
By Proposition 3.5, for z ∈ Gk\Gk−1,
µt(z) =
∑
n≥k
1
|Gn|
[
(1− σ(n))t − (1− σ(n− 1))t] =
=
∑
n≥k
N(σ(n))
[
(1− σ(n))t − (1− σ(n− 1))t] =
=
∑
n≥k
N(σ(n))t
∫ σ(n−1)
σ(n)
(1− λ)t−1dλ =
=t
∫ σ(k−1)
0
N(λ)(1 − λ)t−1dλ =
=t
∫ 1
1+|z|σ
0
N(λ)(1− λ)t−1dλ = t
∫ 1
1+ρ
0
N(λ)(1 − λ)t−1dλ.
The proof is finished. 
Recall that according to (7.3) the return probability p(t) and the
spectral distribution N(λ) are related by the formula
p(t) = h(t; e, e) = t
∫ 1
0
N(λ)(1− λ)t−1dλ d≍ t
∫ 1
0
N(λ)e−tλdλ.
It is easy to see that we always have
p(t) ≥ (1− σ(0))
2
2e2
N
(
1
t
)
, t ≥ 1.(8.8)
Indeed, for t ≥ 2,
p(t) ≥ t
∫ 1
1
t
N(λ)(1− λ)t−1dλ ≥ N
(
1
t
)(
1− 1
t
)t
≥ e−2N
(
1
t
)
and, for 1 ≤ t < 2,
p(t) ≥
∫ 1
σ(0)
N(λ)(1− λ)dλ = 1
2
(1− σ(0))2.
In some cases however
p(t)
d≍ N
(
1
t
)
at ∞.
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This happens if for instance, p(t) ≍ t−β at ∞ for some β > 0, equiva-
lently, N(λ) ≍ λβ at 0. See [10, Thm. 1.7.1.], where classical Karamata
arguments justify this statement.
Proposition 8.6. Let h, N and ρ be as above. The following relation
holds:
h(t; x, y)
d≍ t
∫ 1
1+ρ
0
N(λ)e−tλdλ.(8.9)
Proof. When ρ = ρ(x, y) = 0, (8.9) reduces to (7.3). Let ρ > 0, then
ρ ≥ 1
σ(0)
− 1 and 1
1+ρ
≤ σ(0) < 1. Therefore we can write
h(t; x, y) = t
∫ 1
1+ρ
0
N(λ)(1− λ)t dλ
1− λ ≤
t
1− σ(0)
∫ 1
1+ρ
0
N(λ)e−tλdλ.
On the other hand,
h(t; x, y) ≥ t
∫ 1
1+ρ
0
N(λ)(1 − λ)tdλ ≥ t
∫ 1
1+ρ
0
N(λ)e−δtλdλ,
where one can choose δ = 1
1−σ(0)
. 
There is an obvious way to define f
d≤ g so that
f
d≤ g and g d≤ f ⇐⇒ f d≍ g.
Proposition 8.7. Assume that t+ ρ→∞. Then the following condi-
tions hold true.
1. If t/(1 + ρ) ≤ 1, then
h(t; x, y)
d≍ t
1 + ρ
N
(
1
1 + ρ
)
.(8.10)
2. If t/(1 + ρ) > 1, then
N
(
1
t
)
d≤ h(t; x, y) ≤ p(t).(8.11)
In particular, for all x, y ∈ G and t ≥ 1,
h(t; x, y)
d≥ t
t + ρ
N
(
1
t+ ρ
)
(8.12)
and
h(t; x, y)
d≤ t
t + ρ
p(t+ ρ).(8.13)
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Corollary 8.8. Assume that p(t)
d≍ N (1
t
)
. Then for all x, y ∈ G and
t ≥ 1,
h(t; x, y)
d≍ t
t+ ρ
N
(
1
t+ ρ
)
.(8.14)
Proof of Proposition 8.7(1): The relation (8.9) implies the following
two inequalities:
h(t; x, y)
d≤ N
(
1
1 + ρ
)(
1− e− t1+ρ
)
≤ t
1 + ρ
N
(
1
1 + ρ
)
and
h(t; x, y)
d≥ t
∫ 1
1+ρ
1
2(1+ρ)
N(λ)e−tλdλ ≥ t
2(1 + ρ)
N
(
1
2(1 + ρ)
)
e−
t
1+ρ ≥
≥ t
2e(1 + ρ)
N
(
1
2(1 + ρ)
)
.
These inequalities show that the first statement holds true.
Proof of Proposition 8.7(2): Observe that for all x, y ∈ G and t ≥ 1,
h(t; x, y) ≤ h(t; e, e) = p(t).
On the other hand, since t
1+ρ
> 1, we must have 1
1+ρ
> 1
t
. Hence, for
such t > 1, x, y ∈ G and for some δ > 1 we obtain
h(t; x, y)≥t
∫ 1
t
0
N(λ)e−tδλdλ ≥ e−δt
∫ 1
t
0
N(λ)dλ ≥
≥ e−δt
∫ 1
t
1
2t
N(λ)dλ ≥ 1
2
e−δN
(
1
2t
)
.
Finally, (8.12) and (8.13) follow from (8.10) and (8.11). Indeed, de-
pending on whether the quantity t
1+ρ
is less or equal than one, or
greater than one, we have the following inequalities.
(1) If t
1+ρ
≤ 1, then
h(t; x, y)
d≥ t
1 + ρ
N
(
1
1 + ρ
)
≥ t
t+ ρ
N
(
1
t + ρ
)
.
By assumption t ≤ 1 + ρ, hence
t + ρ ≤ 2(1 + ρ).
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It follows that
t
t + ρ
≥ 1
2
t
1 + ρ
,
consequently, by (8.8)
t
t+ ρ
p(t + ρ) ≥ t
2(1 + ρ)
p(2(1 + ρ)) ≥
≥ (1− σ(0))
2
4e2
t
1 + ρ
N
(
1
2(1 + ρ)
)
d≍ h(t; x, y).
(2) If t
1+ρ
> 1, then
h(t; x, y)
d≥ N
(
1
t
)
≥ t
t+ ρ
N
(
1
t
)
≥ t
t+ ρ
N
(
1
t+ ρ
)
and
t
t+ ρ
p(t+ ρ) ≥ 1 + ρ
1 + 2ρ
p(2t) ≥ 1
2
p(2t)
d≍ p(t) ≥ h(t; x, y).
The proof is finished. 
Example 8.9.
1) Let G = Z(2)(∞) and σ(k) ≍ qk, 0 < q < 1. According to Examples
7.2(1.1) and 7.4(1.1)
N(λ) ≍ λ 1α at 0,
and
p(t) ≍ t− 1α at ∞,
where α = log 1
q
/ log 2. Thus Corollary 8.8 applies and we obtain
h(t; x, y) ≍ t
(t + ρ(x, y))1+
1
α
.(8.15)
2) Let G = S∞ and σ(k) ≍ (k!)−γ, for some γ > 0. According to
Example 7.2(2b), for any ǫ > 0, there exist c1, c2 > 0 such that
c2λ
1
γ
+ǫ ≤ N(λ) ≤ c1λ
1
γ at 0,
and similarly, for some c3, c4 > 0
c3t
−( 1γ+ǫ) ≤ p(t) ≤ c4t−
1
γ at ∞.
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Applying Proposition 8.7 we obtain
h(t; x, y) ≤ c5t
(t+ ρ(x, y))1+
1
γ
.(8.16)
and
h(t; x, y) ≥ c6t
(t+ ρ(x, y))1+
1
γ
+ǫ
.(8.17)
for some c5, c6 > 0 and all x, y ∈ G, t ≥ 1.
Remark 8.10. 1. The heat kernel bounds (8.12) and (8.13) given in
Proposition 8.7 are optimal. Indeed, if t ≥ 1 is bounded and ρ =
ρ(x, y)→∞, (8.10) yields
h(t; x, y)
d≍ t
t+ ρ
N
(
1
t+ ρ
)
.
On the other hand, if ρ = ρ(x, y) is bounded and t→∞,
h(t; x, y) ≤ p(t),
and by (8.7),
h(t; x, y) = p(t)− t
∫ 1
1
1+ρ
N(λ)(1− λ)t−1dλ ≥ p(t)−
(
1− 1
1 + ρ
)t
∼ p(t).
Thus, in this case,
h(t; x, y) ∼ p(t) d≍ t
t+ ρ
p(t + ρ).
2. Let hβ(t; x, y) be the heat kernel associated with the symmetric
stable process in Rd of index 0 < β < 2. According to [7] (see also [3])
hβ(t; x, y) ≍ t
(t1/β + |x− y|)β+d
.
The relations (8.15) and (8.16)-(8.17) show that if σ(k) ≍ |Gk|−γ the
heat kernel on the group Z(2)(∞) (resp. S∞) has a shape similar to
that of the 1-stable law of “dimension” d = 1
α
, (resp. d = 1
γ
+ ǫ).
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