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Abstract
In practice the process or object under analysis is usually modelled by means of a selected mathematical model, whose approximate
solution is computed with a help of a certain computer code. This approximate solution necessarily includes various errors related
to the approximation itself, special features of the particular method used, round-off errors, etc. Therefore, it inevitably rises the
question about the reliability of the computed approximations. In the present paper we describe and test numerically the new effective
computational technology designed for a control of the accuracy of approximate solutions in terms of goal-oriented quantities (or
goal-oriented criteria). Such quantities are to be chosen by a user depending on solution properties that present a special interest.
The technology proposed is applicable to the elliptic type boundary-value problems and leads to effective computer codes aimed
to control errors of approximate solutions obtained by the ﬁnite element method which presents nowadays the main computational
tool in industrial software. Various numerical tests conﬁrming high effectivity of this technology are presented.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Many physical and mechanical processes can be described by means of models presenting boundary-value problems
(BVPs) of elliptic type. Numerical methods developed for ﬁnding approximate solutions for such problems are well-
known and are widely used in the computational practice, see, e.g., [12,20].
However, reliable numerical results always require an accuracy veriﬁcation, which is the main purpose of various
a posteriori error estimation methods. Various approaches for deriving the estimates of the so-called energy norm
of the error have been suggested by many authors (see, e.g., [1–5,11,16,22,23,25,27]), and error indicators for mesh
reﬁnement are often computed by special post-processing procedures ([10,25,28–30]).
Recently, a new line in a posteriori error estimation theory is actively developing. It is based on the concept of error
control in terms of special goal-oriented criteria instead of the global energy norm. Error estimates of such a type
are strongly motivated by the needs of real-life numerical simulation, in which analysts are often interested not in the
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Fig. 1. A solution domain with the basic notation.
value of the overall error, but in various local errors over the most important parts of the solution domain or relative to
some characteristics of a special interest (also called “quantities of interest”) (cf. [1,5]). A possible way of doing for
such type estimation is to introduce a certain linear functional  associated with a particular “goal”, and to obtain an
estimate for the value 〈, u− u¯〉, where u is the exact solution and u¯ is the approximate one. Mathematically, such type
estimation is often called as “error estimation in terms of linear functionals”. Known methods (see, e.g., [1,6,7,15,21])
ﬁnd estimates of 〈, u − uh〉 for a Galerkin approximation uh by employing an additional (adjoint) problem, whose
right-hand side is formed by the functional .
The paper is organised as follows. The model elliptic problem and an example of “goal” are introduced in Section 2.
In Section 3, on the base of the model problem we describe a new modus operandi (technology) for a construction of
estimators for “goal-oriented quantities”. In Section 4, we propose an adaptive strategy based on our estimation method.
Finally, in Section 5, we extensively test the performance of the estimator and of the adaptive strategy proposed in a
series of problems posed in complicated planar domains with reentrant corners and under different boundary conditions.
All numerical tests have been performed using the PDE Toolbox of Matlab.
2. Model problem
We consider physical (or mechanical) process/problem that can be formally presented in the form of a BVP of elliptic
type as follows: ﬁnd a function u = u(x1, . . . , xd) of d variables x1, . . . , xd, where d = 1, 2, . . . , such that
−
d∑
i,j=1

xi
(
aij
u
xj
)
= f in , (2.1)
u = u0 on 1, (2.2a)
d∑
i,j=1
aij
u
xj
ni = g on 2. (2.2b)
In the above, relation (2.1) is a process governing equation in the solution domain ⊂ Rd , where the natural number d
denotes a dimension of the problem, aij =aij (x1, . . . , xd), i, j =1, . . . , d, are the given coefﬁcients of the problem that
can describe, e.g., diffusion properties of the respective media, and f =f (x1, . . . , xd) can be viewed as a given source
function. The coefﬁcients are assumed to be bounded functions and f is assumed to be square summable. We assume
that  is a bounded connected domain with a Lipschitz continuous boundary , which consists of a ﬁnite number of
smooth parts (see Fig. 1).
Further, relations (2.2a) and (2.2b) are called Dirichlet and Neumann boundary conditions, respectively. They
prescribe a behaviour of the solution and its derivatives on two nonintersecting boundary parts 1 and 2, where
 = 1 ∪ 2. The functions u0 = u0(x1, . . . , xd) and g = g(x1, . . . , xd) are given. We assume that g is a square
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summable function, in particular, it can be an arbitrary piecewise smooth function. The function u0 must belong to
the energy functional class (which is H 1() in our case), and, in particular, it can also be any piecewise smooth
function. The symbol ni denotes the ith component of the outward unit normal vector n = n(x1, . . . , xd) to the
boundary , i.e., n = [n1, . . . , nd ]T (see Fig. 1), the outward unit normal is deﬁned at almost all points of the
boundary.
The above assumptions are not restrictive and cover the bulk of practically meaningful cases in modelling of various
problems (see, e.g., [20]).
2.1. Finite element solution
Let Vh be a ﬁnite-dimensional space constructed by means of a selected set of ﬁnite element trial functions deﬁned
on commonly used ﬁnite element meshTh over . The space Vh is chosen so that its functions wh vanish on 1. The
ﬁnite element approximation for the primal problem (2.1)–(2.2) is deﬁned then as a function
uh = uh(x1, . . . , xd) ∈ Vh + u0,
such that
∫

d∑
i,j=1
aij
uh
xj
wh
xi
dx =
∫

fwh dx +
∫
2
gwh ds ∀wh ∈ Vh. (2.3)
2.2. Goal-oriented quantity
In the case of a scalar linear elliptic problem, one test example of “goal” can be given by the integral
∫
 u ds, where
 is a subdomain (or line) of special interest in  and  is some ﬁxed weight function. In order to evaluate the value of
such a “goal” via computed approximations, e.g., via the ﬁnite element solutions uh, we introduce the corresponding
linear functional  and estimate the following value
〈, u − uh〉 =
∫

(u − uh) dx. (2.4)
The value in (2.4) can also give us a certain information about the local behaviour the error e = u − uh in .
3. Error estimation of goal-oriented quantity
To present the technology for estimation of the error (2.4), we describe two auxiliary problems, that must be
previously solved. They consist of ﬁnding an approximate solution of the so-called adjoint problem and making a
certain post-processing of it, and also making a post-processing of the ﬁnite element approximation uh.
3.1. Adjoint problem and its ﬁnite element solution
Let V be another ﬁnite-dimensional space constructed by means of a selected set of ﬁnite element trial functions on
another standard ﬁnite element meshT over . We notice that space V is chosen so that its functions w vanish on
1, and also that V need not to coincide with Vh.
Consider the adjoint ﬁnite-dimensional problem as follows: ﬁnd a function
v = v(x1, . . . , xd) ∈ V,
such that
∫

d∑
i,j=1
aji
v
xj
w
xi
dx =
∫

w dx ∀w ∈ V. (3.1)
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Fig. 2. A part of standard ﬁnite element mesh and a patch P(x∗) associated with node x∗.
In what follows, we shall consider for simplicity only the case of linear ﬁnite elements, i.e. the approximations uh and
v are assumed to be continuous piecewise afﬁne functions. Then, obviously, Vh ≡ V ⇐⇒Th ≡T.
3.2. Gradient averaging procedures
On Th, we deﬁne the gradient averaging transformation Gh mapping the gradient of the ﬁnite element approxi-
mation uh
∇uh =
[
uh
x1
, . . . ,
uh
xd
]T
, (3.2)
which is constant over each element of the ﬁnite element mesh, into a vector-valued continuous piecewise afﬁne function
Gh(∇uh) = [G1h(∇uh), . . . ,Gdh(∇uh)]T. (3.3)
There are many possibilities to deﬁne such a transformation, we will consider three ways in our paper:
1. Gh(∇uh) is deﬁned by simply setting each of its nodal value as the mean value of∇uh on all elements of the patch
P(x∗) associated with the corresponding node x∗ in the meshTh (see Fig. 2).
2. Gh(∇uh) is deﬁned by setting each of its nodal value as the weighted mean (via areas of the relevant elements)
value of ∇uh on all elements of the patch P(x∗).
3. Gh(∇uh) is deﬁned by the relation
‖Gh(∇uh) −∇uh‖2 = inf
qh∈Vh
‖qh −∇uh‖2,
where ‖ · ‖ is the standard L2()-norm.
Similarly, onT, we can deﬁne another gradient averaging transformation G mapping the gradient of the ﬁnite
element approximation v
∇v =
[
v
x1
, . . . ,
v
xd
]T
(3.4)
into a vector-valued continuous piecewise afﬁne function
G(∇v) = [G1(∇v), . . . ,Gd (∇v)]T. (3.5)
The averaging transformations are, in general, computationally inexpensive, and are widely used in the ﬁnite element
calculations (see, e.g., [4,8–10,14,19,25,26,28–30]).
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3.3. The estimator
Our error estimation method is based upon a recently invented estimator that has been presented ﬁrst in [18]. First,
we notice that the error (2.4) can be decomposed as follows:
〈, u − uh〉 =
∫

f v dx +
∫
2
gv ds −
∫

d∑
i,j=1
aij
uh
xj
v
xi
dx
+
∫

d∑
i,j=1
aij
(
uh
xj
− u
xj
)(
v
xi
− v
xi
)
dx.
The estimator construction is further based on two principles: (a) original and adjoint problems are solved in nonco-
inciding ﬁnite-dimensional subspaces, and (b) term presenting the product of errors arising in the primal and adjoint
problems is estimated by some gradient recovery technique. Thus, the error (2.4) is evaluated by the computable quantity
(estimator) E(uh, v) given by the formulae:
E(uh, v) := E0(uh, v) + E1(uh, v), (3.6)
where
E0(uh, v) =
∫

f v dx +
∫
2
gv ds −
∫

d∑
i,j=1
aij
uh
xj
v
xi
dx, (3.7)
and
E1(uh, v) =
∫

d∑
i,j=1
aij
(
uh
xj
− Gjh(∇uh)
)(
v
xi
− Gi(∇v)
)
dx. (3.8)
Remark 1. In [18], under conditions providing the so-called superconvergence effect of averaged gradients (see, e.g.,
[14] for details), it is proved that
E1(uh, v) → 0 and E(uh, v) →
∫

(u − uh) dx as  → 0, (3.9)
which means that if we solve the adjoint problem (3.1) using more and more dense adjoint meshesT, the estimator
(3.6)–(3.8) aproximates the error (2.4) more and more accurately. This phenomenon of asymptotic convergence of the
estimator is clearly demonstrated further in Section 5 (see Examples 1 and 2).
4. Adaptivity
The estimator E(uh, v) is, in fact, an integral taken over the whole domain and can be represented (and calculated)
as follows:
E(uh, v) =
∑
T ∈T(i)h
IT , (4.1)
where each contribution IT is a value of the integral taken over a particular element T of the current primal mesh denoted
byT(i)h . To construct the next (reﬁned) meshT(i+1)h for the primal problem in order to decrease the error (2.4), we can
use the following adaptive procedure. First, we ﬁnd the maximal value among all modulus |IT |’s and, secondly, mark
for reﬁning those elements T ’s which have corresponding contributions bigger than user-given threshold  ( ∈ [0, 1])
times that maximal value. Reﬁning the marked elements and making the mesh conforming, we get the next primal
mesh. This procedure has been tested in Example 4.
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Fig. 3. Finite element solution uh, primal mesh (56 nodes), and adjoint mesh (201 nodes) in Example 1.
5. Numerical experiments
In this section we present the results of computations performed for the test problems of the following form:
−u = 10 in , (5.1)
u = 0 on 1, (5.2)
∇u · n = 0 on 2. (5.3)
The solution domain , 1, 2, and  are speciﬁed in each particular case. In all the tests we estimate the error∫

(u − uh) dx, (5.4)
where uh is the continuous piecewise afﬁne ﬁnite element solution (i.e., the weight-function  from (2.4) is taken to
be equal to 1 in  and 0 outside).
The quality of the estimator is demonstrated via the effectivity index
Ieff := E(uh, v)∫
(u − uh) dx
. (5.5)
Example 1. First, we consider the case of rectangular solution domain and sufﬁciently uniform computational meshes
which commonly provide an appearance of the superconvergence effect. Let=(−1, 1)×(−1, 1),=(−0.8,−0.4)×
(0.4, 0.8) and 1 = . The ﬁnite element solution uh (Fig. 3 (left)) is calculated on the meshTh with 56 nodes (see
Fig. 3 (center), where  is marked by the bold line).
The results of calculations are presented in Table 1. The ﬁrst and the second columns contain the numbers of
nodes in the primal and adjoint meshes, respectively. The corresponding adjoint meshes are given in Fig. 3 (right) and
Fig. 4. Three different types of averaging (see Section 3.3) have been used to compute the term E1, they are marked in
the third column by numbers 1–3.
Table 1 is further illustrated by Fig. 5, from which we can clearly see that increase of the number of nodes in the
adjoint problem leads to better estimation, and asymptotic convergence of the estimator to the exact value of the error
(2.4) can be observed. Moreover, two attempts of estimation with adjoint meshes which are coarser than the primal
mesh (25 and 45 nodes vs. 56 nodes) give results which are as good as those in the case when we use ﬁne adjoint
meshes. Averagings of all three types are tested, the averaging of the third type gives slightly better results in all the
tests, however, it requires considerably more computational time than the other two.
Example 2. Consider now a more complicated problem posed in solution domain with a reentrant corner and with
mixed (Dirichlet/Neumann) boundary conditions. More precisely, let  be a domain with reentrant corner at the point
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Table 1
The results of performance of the estimator E in Example 1
Prim. Adj. Aver. E0 E1 E
∫
(u − uh) dx Ieff
56 25 1 0.008608 0.003210 0.011818 0.007843 1.51
— — 2 — 0.002918 0.011526 — 1.47
— — 3 — 0.001772 0.010380 — 1.32
56 45 1 0.006641 0.002806 0.009447 0.007843 1.20
— — 2 — 0.003333 0.009974 — 1.27
— — 3 — 0.002598 0.009239 — 1.18
56 56 1 0.000000 0.009375 0.009375 0.007843 1.20
— — 2 — 0.009479 0.009479 — 1.21
— — 3 — 0.008709 0.008709 — 1.11
56 201 1 0.005803 0.002508 0.008311 0.007843 1.06
— — 2 — 0.002523 0.008326 — 1.06
— — 3 — 0.002231 0.008034 — 1.02
56 761 1 0.007350 0.000638 0.007988 0.007843 1.02
— — 2 — 0.000642 0.007992 — 1.02
— — 3 — 0.000571 0.007921 — 1.01
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Fig. 4. Adjoint meshes with 761, 45, and 25 nodes used in Example 1.
(0, 0) obtained from a square (−1, 1) × (−1, 1), let  = (−0.2, 0.0) × (−0.1, 0.1) (see Fig. 6 (right)), 2 be a part
of the boundary which is the segment with the endpoints (−1, 1) and (−1,−1) and 1 = \2. The ﬁnite element
solution uh (see Fig. 6 (left)) is calculated on the meshTh with 107 nodes.
The results of calculations for the estimator are presented in Table 2. As in Example 1, the ﬁrst and the second
columns contain the numbers of nodes in the primal and adjoint meshes, respectively. The typical adjoint meshes are
given in Fig. 7. In all computations from now on, only averaging of the ﬁrst type has been used for simplicity. The
other two types of averagings gave only slightly different results in all the tests performed.
In this example, we carefully tracked the behaviour of the estimator E and its both parts, E0 and E1, for various
choices of the adjoint meshes (with number of nodes run from 48 up to 923 vs. 107 nodes in the primal mesh). The
results (see also Fig. 8) again show the asymptotic convergence of the estimator to the true error. Moreover, they clearly
demonstrate the fact that estimator works well (0.95Ieff1.05) even in the case when the used adjoint meshes are
coarser than the primal one. This situation was typical for the other tests.
All said above assumes the following strategy for the choice of the adjoint meshes especially in the case we wish to
make the ﬁrst rough estimation of the error (2.4): one can take the adjoint mesh be, e.g., 2–3 times “coarser” than the
primal one. This strategy has been tested for even more complicated problems in the next example.
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Fig. 5. Behaviour of the estimator E and its parts, E0 and E1, for various choices of adjoint meshes in Example 1.
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Fig. 6. Finite element solution uh and primal mesh (107 nodes) in Example 2.
Example 3. In this example we consider a series of three tests where ’s are again domains with reentrant corners at
the point (0, 0) obtained from a square (−1, 1) × (−1, 1), = (−0.2, 0.0) × (−0.1, 0.1), and 1 = . The tests have
been performed with the reentrant angle becoming more and more sharp (see Figs. 9–11 (center)). The ﬁnite element
solutions uh are calculated on the meshesTh with 183, 191, and 205 nodes, respectively. The quality of the estimator
is demonstrated comparing the cases with the usage of the adjoint meshes with a number of nodes approximately three
times less than the number of nodes in the corresponding primal meshes (61, 64, and 72 nodes, respectively). The
results are given in Table 3. We observe that the estimator works very well even in the situation when the reentrant
angle becomes quite sharp and the corresponding solution u behaves “badly” in the neighbourhood of the vertex (0, 0)
(see [13] for details).
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Table 2
The results of performance of the estimator E in Example 2
Prim. Adj. E0 E1 E
∫
(u − uh) dx Ieff
107 48 0.001616 0.003146 0.004762 0.004514 1.05
107 57 0.001585 0.002759 0.004344 0.004514 0.96
107 68 0.001804 0.002620 0.004424 0.004514 0.98
107 87 0.000724 0.002550 0.003274 0.004514 0.73
107 105 0.000265 0.003892 0.004157 0.004514 0.92
107 107 0.000000 0.004220 0.004220 0.004514 0.93
107 120 0.000419 0.003701 0.004120 0.004514 0.91
107 134 0.000566 0.003612 0.004178 0.004514 0.93
107 146 0.001662 0.002902 0.004564 0.004514 1.01
107 171 0.002947 0.002025 0.004972 0.004514 1.10
107 244 0.003311 0.001228 0.004539 0.004514 1.01
107 923 0.003901 0.000646 0.004547 0.004514 1.01
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Fig. 7. Typical adjoint meshes (48, 105, and 146 nodes) used in Example 2.
0.4514
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57 134120
Fig. 8. Behaviour of the estimator E and its parts, E0 and E1, for various choices of the adjoint meshes in Example 2.
Example 4 (adaptivity). The series of tests where  is another (so-called L-shaped) planar domain with reentrant
corner at the point (0, 0) obtained from a square (−1, 1) × (−1, 1),  = (−0.2, 0.0) × (−0.2, 0.0), and 1 = 
(see Fig. 12) is presented. Using our estimator, four reﬁnement steps for the primal problem have been performed
(see Figs. 12 and 13) with the threshold = 0.7. The adjoint mesh in all the steps have been the same. Table 4 shows
that both the exact error and values of the estimator are very close and monotonically decrease as the adaptive procedure
proceeds. As we could expect, there appear dense reﬁnements near the reentrant vertex and .
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Fig. 9. Finite element solution uh, primal mesh (183 nodes) and adjoint mesh (61 nodes) in Example 3.
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Fig. 10. Finite element solution uh, primal mesh (191 nodes) and adjoint mesh (64 nodes) in Example 3.
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Fig. 11. Finite element solution uh, primal mesh (205 nodes) and adjoint mesh (72 nodes) in Example 3.
Table 3
The results of performance of the estimator E in Example 3
Prim. Adj. E0 E1 E
∫
(u − uh) dx Ieff
183 61 0.001259 0.001682 0.002941 0.003158 0.93
191 64 0.001460 0.002035 0.003495 0.003859 0.91
205 72 0.001660 0.002754 0.004414 0.004888 0.90
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Fig. 12. Initial primal mesh (59 nodes), adjoint mesh (42 nodes) and primal mesh after ﬁrst reﬁnement step (72 nodes) in Example 4.
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Fig. 13. Primal mesh after second, third, and fourth reﬁnement steps (90, 149, 186 nodes, respectively) in Example 4.
Table 4
The results in Example 4
Prim. Adj. E0 E1 E
∫
(u − uh) dx Ieff
59 42 0.000785 0.003433 0.004218 0.005428 0.78
72 42 0.000586 0.001774 0.002360 0.002739 0.86
90 42 0.000582 0.001217 0.001799 0.001804 0.99
149 42 0.000470 0.000939 0.001409 0.001540 0.91
186 42 0.000420 0.000824 0.001244 0.001338 0.93
6. Conclusions
1. Our approach is different from the techniques proposed in [1,5–7,21] where it is always assumed that the primal and
adjoint problems are solved in the same space. Using our technique one can obtain reliable estimates also for the
computationally “cheap” case when the number of nodes in the mesh used for the adjoint problem is considerably
smaller than the number of nodes in the mesh used for the primal problem.
2. The technology proposed can be directly applied to another linear elliptic problems, e.g., to problems in the linear
elasticity theory [17], provided that the averaged gradients of their solutions demonstrate certain superconvergence
phenomena. It seems that effective estimators based on the same grounds can be built also for approximations
obtained by another versions of the ﬁnite element method, e.g. by hp-version (see [24]).
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3. The effectivity of the proposed technique, strongly increases when one is interested not in a single solution of the
primal problem for a concrete data, but analyses a series of approximate solutions for a certain set of boundary
conditions and various right-hand sides (which is typical in the engineering design when it is necessary to model
the behaviour of a construction for various working regimes). In this case, the adjoint problem must be solved only
once for each “quantity”, and its solution can be further used in testing the accuracy of approximate solutions of
various primal problems.
4. The technology presented in the paper can be easily coded and attached as an independent programme-checker to
most of the existing educational and industrial codes (such as, e.g., Matlab, ADINA, ANSYS, etc.) that use the
ﬁnite element method as a computational tool.
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