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ON THE ACCEPTABLE ELEMENTS
XUHUA HE AND SIAN NIE
Abstract. In this paper, we study the set B(G, {µ}) of accept-
able elements for any p-adic group G. We show that B(G, {µ})
contains a unique maximal element and the maximal element is
represented by an element in the admissible subset of the associ-
ated Iwahori-Weyl group.
Introduction
Let F be a finite field extension of Qp and L be the completion of
the maximal unramified extension of F . Let G be a connected reduc-
tive algebraic group over F and σ be the Frobenius morphism. We
denote by B(G) the set of σ-conjugacy classes of G(L). The set B(G)
is classified by Kottwitz in [Ko1] and [Ko2]. This classification general-
izes the Dieudonne´-Manin classification of isocrystals by their Newton
polygons.
Let W˜ be the Iwahori-Weyl group of G over L. Let {µ} be a geo-
metric conjugacy class of cocharacters of G. Let Adm({µ}) ⊆ W˜ be
the admissible subset of W˜ ([Ra] and [KR1]) and B(G, {µ}) be the
finite subset of B(G) defined by the group-theoretic version of Mazur’s
theorem [Ko2, §6].
The main result of this paper is as follows.
Theorem 0.1. The set B(G, {µ}) contains a unique maximal element
and this element is represented by an element in Adm({µ}).
For quasi-split groups, this is obvious as the unique maximal element
of B(G, {µ}) is represented by a translation element. However, it is
much more complicated for non quasi-split groups.
This result is an important ingredient in the proof [He3] of the
Kottwitz-Rapoport conjecture [KR2, Conjecture 3.1] and [Ra, Conjec-
ture 5.2] on the union of affine Deligne-Lusztig varieties. The knowl-
edge of the explicit description of the maximal element of B(G, {µ})
is also useful in the study of the µ-ordinary locus, the most general
Newton stratum, of Shimura varieties.
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In fact, Theorem 0.1 is a statement on the Iwahori-Weyl group W˜ ,
the automorphism on W˜ induced from the Frobenius morphism σ of G
and a cocharacter µ in {µ}. In section 1, we introduce a set B(W˜ , µ, σ)
(for any diagram automorphism σ on W˜ ) and reformulate Theorem 0.1
as a statement on the triple (W˜ , µ, σ). The relation between B(G, {µ})
and B(W˜ , µ, σ) is discussed in the Appendix.
This reformulation allows us to relate different diagram automor-
phisms of the Iwahori-Weyl groups, which plays an essential role in the
proof. We show that the set B(W˜ , µ, σ) contains a unique maximal
element in section 2. It requires more work to show that this maximal
element is represented by an element in the admissible set. We show in
section 3 that it suffices to consider the superbasic case and in section
4 that it suffices to consider the irreducible case. In section 5, we prove
the statement for the irreducible superbasic case (that is, σ is a dia-
gram automorphism of order n for the Iwahori-Weyl group of PGLn).
This completes the proof of Theorem 0.1.
1. Preliminaries
1.1. Let R = (X∗, R,X∗, R
∨,Π) be a based reduced root datum,
where R ⊆ X∗ is the set of roots, R∨ ⊆ X∗ is the set of coroots
and Π ⊆ R is the set of simple roots. Let 〈 , 〉 : X∗ ×X∗ → Z be the
natural perfect pairing between X∗ and X∗. Let V = X∗⊗R. For any
α ∈ R, we have a reflection sα on V sending v to v − 〈α, v〉α
∨.
The reflections sα generate the finite Weyl group W0 of R. Let S =
{sα;α ∈ Π} be the set of simple reflections. Then (W0, S) is a Coxeter
system.
For any J ⊆ S, let WJ be the subgroup of W0 generated by J and
JW0 = {w ∈ W0;w = min(WJw)}.
The closed dominant chamber is the set
C = {v ∈ V ; 〈α, v〉 ≥ 0 for every α ∈ Π}.
Then for any v ∈ V , the set {w(v);w ∈ W0} contains a unique element
in C. We denote this element by v¯.
1.2. Set R˜ = R×Z. For (α, k) ∈ R˜, we have an affine root α˜ = α+ k
and an affine reflection sα˜ on V sending v to v − (〈α, v〉 − k)α
∨. For
any affine root α˜, let Hα˜ be the hyperplane in V fixed by the reflection
sα˜. Set
Wa = ZR
∨ ⋊W0 = {t
λw;λ ∈ ZR∨, w ∈ W0},
W˜ = X∗ ⋊W0 = {t
λw;λ ∈ X∗, w ∈ W0}.
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We call Wa the affine Weyl group and W˜ the extended affine Weyl
group. Let Aff(V ) be the group of affine transformations on V . We
realize both Wa and W˜ as subgroups of Aff(V ), where t
λ acts by trans-
lation v 7→ v + λ on V . We may identify Wa with the subgroup of
Aff(V ) generated by the affine reflections.
Let R+ ⊆ R be the set of positive roots determined by Π. The base
alcove is the set
a = {v ∈ V ; 0 < 〈α, v〉 < 1 for every α ∈ R+}.
The set of positive affine roots is {α+k;α ∈ R+, k ≥ 1}∪{−α+k;α ∈
R+, k ≥ 0}. The affine simple roots are −α for α ∈ Π and β+1, where
β runs over maximal positive roots in R. Note that the positive roots
in R are not positive as affine roots.
The hyperplanes Hα˜, for the affine simple roots α˜, are exactly the
walls of the base alcove a. Let S˜ be the set of sα˜, where α˜ runs over
affine simple roots. Then S ⊆ S˜ and (Wa, S˜) is a Coxeter group.
Let Ω be the isotropy group in W˜ of the base alcove a. Then W˜ =
Wa ⋊ Ω. We extend the Bruhat order on Wa to W˜ as follows: for
w,w′ ∈ Wa and τ, τ
′ ∈ Ω, we say that wτ 6 w′τ ′ if τ = τ ′ and w 6 w′
(with respect to the Bruhat order on the Coxeter group Wa). We put
ℓ(wτ) = ℓ(w).
1.3. Let σ ∈ Aff(V ) be an automorphism of finite order such that
σ(a) = a and the conjugation action of σ stabilizes W˜ . Then σ induces
a bijection on the set of walls of a and hence a bijection on S˜. Let ς ∈
GL(V ) denote the linear part of σ with respect to the decomposition
Aff(V ) = V ⋊ GL(V ). Then σ acts by conjugation on the translation
subgroup of Aff(V ) via ς:
Ad(σ)(tξ) = tς(ξ) for ξ ∈ V.
Since we assume that σ normalizes W˜ , it follows that ς stabilizes X∗
and normalizes W0.
The σ-conjugation action on W˜ is defined by w·σw
′ = ww′Ad(σ)(w)−1.
We have two invariants on the σ-conjugacy classes.
Since σ(a) = a, the conjugation action of σ stabilizes Ω. Let Ωσ be
the set of σ-coinvariants on Ω. The Kottwitz map κW˜ ,σ : W˜ → Ωσ is
obtained by composing the natural projection map W˜ → W˜/Wa ∼= Ω
with the projection map Ω → Ωσ. It is constant on each σ-conjugacy
class of W˜ . This gives one invariant.
Another invariant is given by the Newton map.
For any w ∈ W˜ , we consider the element wσ ∈ Aff(V ). There exists
n ∈ N such that (wσ)n = tξ for some ξ ∈ X∗. Let νw,σ = ξ/n and ν¯w,σ
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be the unique dominant element in the W0-orbit of νw,σ. We call ν¯w,σ
the Newton point of w (with respect to the σ-conjugation action). It
is known that νw,σ is independent of the choice of n and ν¯w,σ = ν¯w′,σ
if w and w′ are σ-conjugate. Moreover, wσtξ = tξwσ ∈ Aff(V ). Hence
wAd(σ)(tξ) = tξw. Therefore ς(ξ) and ξ are in the same W0-orbit and
(a) ν¯w,σ = ς(νw,σ).
1.4. Let µ be a dominant cocharacter, i.e., µ ∈ X∗ ∩ C. The µ-
admissible set is defined as
Adm(µ) = {w ∈ W˜ ;w 6 tx(µ) for some x ∈ W0}.
The partial order on C is defined as follows. Let v, v′ ∈ C. We say
that v ≤ v′ if v′ − v ∈
∑
α∈ΠR≥0α
∨.
Let N be the order of σ. For µ ∈ X∗, we define
µ♦σ =
1
N
N−1∑
i=0
ς i(µ) ∈ C
µ♣σ = νtµ,σ =
1
N
N−1∑
i=0
ς i(µ).
If σ(0) = 0, then µ♦σ = µ
♣
σ . Set
B(W˜ , µ, σ) = {ν¯w,σ;w ∈ W˜ , κW˜ ,σ(w) = κW˜ ,σ(t
µ), ν¯w,σ ≤ µ
♦
σ }.
The elements in B(W˜ , µ, σ) are called the acceptable elements for µ.
The main result of this paper is as follows.
Theorem 1.1. (1) The set B(W˜ , µ, σ) contains a unique maximal el-
ement ν (with respect to the partial order ≤ on C).
(2) There exists an element w ∈ Adm(µ) with ν¯w,σ = ν.
The relation between the sets B(W˜ , µ, σ) and B(G, {µ}) will be dis-
cussed in the Appendix A.
2. The maximal element in B(W˜ , µ, σ)
2.1. Let Rad = (ZR,R,Xad∗ , R
∨,Π) be the root datum of the adjoint
group of the reductive group with root datum R. Here Xad∗ is the dual
lattice of ZR. The perfect pairing 〈 , 〉 : X∗ × X∗ → Z induces a
natural map π : X∗ ⊗ R → Xad∗ ⊗ R. Set W˜ad = X
ad
∗ ⋊W0. Then the
map π induces a natural map π : W˜ → W˜ad.
Lemma 2.1. Let v ∈ Xad∗ ⊗R and vˆ, vˆ
′ be two lifts of v under π. Then
π ◦ σ(vˆ) = π ◦ σ(vˆ′).
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Proof. Note that σ(vˆ) = σ(vˆ′)+σ(vˆ−vˆ′)−σ(0). Since ς normalizesW0,
it gives a permutation of the hyperplanes Hα = {v ∈ V ; 〈α, v〉 = 0} for
α ∈ R. As vˆ − vˆ′ lies in the intersection of these hyperplanes, we have
σ(vˆ− vˆ′)− σ(0) = ς(vˆ− vˆ′) is still in this intersection. In other words,
π(σ(vˆ − vˆ′)− σ(0)) = 0. Thus π ◦ σ(vˆ) = π ◦ σ(vˆ′). 
Now we define a map σad : X
ad
∗ ⊗ R → X
ad
∗ ⊗ R by v 7→ π ◦ σ(vˆ),
where vˆ ∈ V is a lift of v ∈ Xad∗ ⊗ R under π. By Lemma 2.1, σad
is well defined. The affine transformation σad on X
ad
∗ ⊗ R induces a
conjugation action on W˜ad.
It is easy to see that π(νw,σ) = νπ(w),σad for w ∈ W˜ and π induces a bi-
jection of posets from B(W˜ , µ, σ) to B(W˜ad, π(µ), σad). The map π also
induces a bijection of posets from Adm(µ) to Adm(π(µ)). Thus Theo-
rem 1.1 holds forB(W˜ , µ, σ) if and only if it holds forB(W˜ad, π(µ), σad).
Lemma 2.2. If R = Rad, then Ω acts simply transitively on the set of
special vertices of a.
Remark 2.3. This Lemma is known to experts. We include a proof
for the reader’s convenience.
Proof. First, the action of Ω on V stabilizes the set of special vertices
of a.
Let v ∈ V be a special vertex of a. By [Bo, VI §2 Prop. 3], v ∈ X∗.
Since W0 acts simply transitively on the set of chambers, there exists a
unique x ∈ W0 such that xt
−v sends a to an alcove a′ in the dominant
chamber. Since xt−v(v) = 0, we deduce that 0 lies in the closure of a′.
Note that a is the unique alcove in the dominant chamber whose
closure contains 0. Hence a′ = a and xt−v ∈ Ω. In other words, there
exists an element in Ω sending v to 0. So Ω acts transitively on the set
of special vertices of a.
Let w ∈ W˜ . If w preserves 0, then w ∈ W0. Note that Ω ∩W0 =
{1}. Thus the action of Ω on the set of special vertices is simply
transitive. 
2.2. In the rest of this section, we assume that R = Rad.
By Lemma 2.2, there exists τ ∈ Ω such that σ0 := τ
−1σ preserves
0 ∈ V . In the rest of the paper, unless otherwise stated, we denote by
λ the dominant cocharacter with τ ∈ tλW0.
Notice that σ0 is a linear action on V and the conjugation action of
σ0 stabilizes the subset S of S˜. For simplicity, in the rest of the paper,
we will say σ0-orbits in S instead of Ad(σ0)-orbits in S.
By definition, νw,σ = νwτ,σ0 for all w ∈ W˜ . By 1.3 (a),
ν¯w,σ = ν¯wτ,σ0 ∈ C
σ0 := {v ∈ C; σ0(v) = v}.
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Lemma 2.4. If ξ ∈ X∗ ∩ C, then ξ
♦
σ = ξ
♣
σ0
= νtξ ,σ0.
Proof. Note that σ0 = τ
−1σ and is linear. We have σ0 = xς for some
x ∈ W0. Since ς normalizes W0, we have σ
i
0 ∈ W0ξ
i for any i ∈ Z.
Therefore ς i(ζ) = σi0(ζ). Since σ0 stabilizes C, ξ
♦
σ = ξ
♦
σ0
= ξ♣σ0 . 
2.3. For any i ∈ S, let ω∨i ∈ V be the corresponding fundamental
coweight and α∨i ∈ V be the corresponding simple coroot. We denote
by ωi, αi ∈ V
∗ the corresponding fundamental weight and correspond-
ing simple root, respectively.
For each σ0-orbit c of S, we set
ωc =
∑
i∈c
ωi.
For any v ∈ C, we set
J(v) = {s ∈ S; s(v) = v},
I(v) = S r J(v).
If v = σ0(v), then both J(v) and I(v) are σ0-stable.
The following lemma is essentially contained in [Ch, §7.1]. Due to
its importance, we provide a proof for completeness.
Lemma 2.5. Let v ∈ Cσ0. Then v = νw,σ for some w ∈ t
µWa if and
only if 〈ωc, µ
♣
σ0
+ λ♣σ0 − v〉 ∈ Z for any σ0-orbit c of I(v).
Proof. Suppose νw,σ = v. We have wτ = t
γx for some γ ∈ X∗ and x ∈
W0. By definition, (wσ)
n = tnv for some n ∈ N. Since tnv commutes
with wσ = tγxσ0, we have xσ0(v) = x(v) = v. Thus x ∈ WJ(v). Let N0
be the order of the finite subgroup of Aff(V ) generated by W0 and σ0.
Then
νw,σ = νwτ,σ0 =
1
N0
N0−1∑
k=0
(xσ0)
k(γ)
=
1
N0
N0−1∑
k=0
(xAd(σ0)(x) · · ·Ad(σ0)
k−1(x))σk0(γ)
∈
1
N0
N0−1∑
k=0
σk0(γ) +
∑
j∈J(v)
Qα∨j
= γ♣σ0 +
∑
j∈J(v)
Qα∨j .
If w ∈ tµWa, then wτ ∈ t
µ+λWa and µ + λ − γ ∈ ZR∨. Hence
〈ωc, µ
♣
σ0
+ λ♣σ0 − v〉 = 〈ωc, µ
♣
σ0
+ λ♣σ0 − γ
♣
σ0
〉 = 〈ωc, µ+ λ− γ〉 ∈ Z.
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On the other hand, suppose ac = 〈ωc, µ
♣
σ0
+ λ♣σ0 − v〉 ∈ Z for each
σ0-orbit c of I(v). We also set ac = 0 if c * I(v). We construct an
element w ∈ tµWa such that νw,σ = v.
For each σ0-orbit of J(v), we choose a representative. Let y be the
product of these representatives (in some order). Then y is a σ0-twisted
Coxeter element of WJ(v) in the sense of [Sp, 7.3]. For each σ0-orbit
c of I(v), we choose a representative ic. Let α
∨
ic be the corresponding
simple coroot. Set β = µ + λ −
∑
c acα
∨
ic and w = t
βyτ−1 ∈ tµWa.
Write β = h + r with r ∈
∑
j∈J(v)Qα
∨
j and h ∈
∑
i∈I(v)Qω
∨
i . Then
νw,σ = νwτ,σ0 =
1
N0
N0−1∑
k=0
(yσ0)
k(β)
= h♣σ0 +
1
N0
N0−1∑
k=0
(yσ0)
k(r)
= h♣σ0 = µ
♣
σ0
+ λ♣σ0 −
∑
c
ac(α
∨
ic)
♣
σ0
− r♣σ0 ,
where the fourth equality follows from [Sp, Lemma 7.4].
Hence for any σ0-orbit c of I(v) and any j ∈ J(v), we have
〈ωc, µ
♣
σ0
+ λ♣σ0 − νw,σ〉 = 〈ωc,
∑
c′
ac′(α
∨
ic′
)♣σ0〉 = ac
and
〈αj, µ
♣
σ0
+ λ♣σ0 − νw,σ〉 = 〈αj, µ
♣
σ0
+ λ♣σ0〉 = 〈αj, µ
♣
σ0
+ λ♣σ0 − v〉,
which means νw,σ = v as desired. 
Corollary 2.6. µ♦σ = µ
♣
σ0 ∈ B(W˜ , µ, σ) if and only if 〈ωc, λ
♣
σ0〉 ∈ Z for
any σ0-orbit c of I(µ
♦
σ ). In this case, µ
♦
σ is a priori the unique maximal
element of B(W˜ , µ, σ).
2.4. We follow [Ch, §6]. For any σ0-stable subset B of C, we define
C≥B = {v ∈ C
σ0 ; v ≥ b, ∀b ∈ B}.
We say B is reduced if C≥B ( C≥B′ for any σ0-stable proper subset
B′ ( B.
For any i ∈ S, let
pr(i) : V = Rω
∨
i ⊕
∑
j 6=i
Rα∨j → Rω
∨
i
be the projection map.
Now we prove part (1) of Theorem 1.1.
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2.5. Proof of Theorem 1.1 (1). By §2.1, it suffices to consider the
case where R = Rad.
For any i ∈ S, let c denote the σ0-orbit of i, and define ei ∈ Qω∨i by
〈ωi, ei〉 =
1
#c
max({t ∈ 〈ωc, µ
♣
σ0
+ λ♣σ0〉+ Z; t ≤ 〈ωc, µ
♣
σ0
〉} ∪ {0}).
Let E0 = {ei; i ∈ S}. It is easy to prove by induction on the number
of σ0-orbits on E0 that there exists a σ0-stable subset E of E0 which
is reduced and satisfies C≥E = C≥E0. Let I(E) = {i ∈ S; ei ∈ E}.
By [Ch, Theorem 6.5]1, there exists an element ν ∈ C≥E defined by
I(ν) = I(E) and 〈ωj, ν〉 = 〈ωj, ej〉 for j ∈ I(E), which satisfies C≥ν =
C≥E = C≥E0. Since µ
♦
σ = µ
♣
σ0
∈ C≥E0, we have ν ≤ µ
♦
σ . By Lemma
2.5, ν ∈ B(W˜ , µ, σ).
Since ν ∈ C≥E0, ν ≥ ei for any i ∈ S. Therefore, for any σ0-orbit c
of S, we have
〈ωc, µ
♣
σ0
〉 ≥ 〈ωc, ν〉 ≥
∑
j∈c
〈ωj, ej〉 ≥ 〈ωc, µ
♣
σ0
+ λ♣σ0〉 − ⌈〈ωc, λ
♣
σ0
〉⌉,(a)
where the last inequality follows from our definition of ej for j ∈ S.
Let ν ′ ∈ B(W˜ , µ, σ). Set E(ν ′) = {pr(j)(ν
′); j ∈ I(ν ′)}. By Lemma
2.5 and the inequality ν ′ ≤ µ♦σ = µ
♣
σ0
, we have, for any σ0-orbit c of
I(ν ′) and j ∈ c, that
#c · 〈ωj, pr(j)(ν
′)〉 = #c · 〈ωj, ν
′〉 = 〈ωc, ν
′〉 ∈ 〈ωc, µ
♣
σ0
+ λ♣σ0〉+ Z
and
#c · 〈ωj, pr(j)(ν
′)〉 ≤ #c · 〈ωj, µ
♣
σ0
〉 = 〈ωc, µ
♣
σ0
〉.
So 〈ωj, pr(j)(ν
′)〉 ≤ 〈ωj, ej〉, that is, pr(j)(ν
′) ≤ ej ≤ ν for j ∈ I(ν
′). By
[Ch, Lemma 6.2 (i)], we deduce that ν ′ ≤ ν. Therefore ν is the unique
maximal element of B(W˜ , µ, σ).
3. Reduction to the superbasic case
3.1. In the rest of the paper we prove Theorem 1.1 (2), beginning in
this section with a reduction step to the superbasic case.
For any element wσi with w ∈ W˜ and i ∈ Z, we put ℓ(wσi) = ℓ(w).
This is well-defined since σ(a) = a.
Let ǫ = wσi with ℓ(ǫ) = 0. Then the conjugation action of ǫ on W˜
sends simple reflections to simple reflections. We say that ǫ is superbasic
(for W˜ ) if each Ad(ǫ)-orbit on S˜ is a union of connected components of
the affine Dynkin diagram of W˜ . By [HN1, 3.5], ǫ is superbasic if and
1In fact, we use here a “σ0-fixed” version of [Ch, Theorem 6.5], which can be
proved in the same way as in loc.cit.
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only if Wa = W
m1
1 × · · · ×W
ml
l , where each Wi is an extended affine
Weyl group of type A˜ni−1 and ǫ gives an order nimi permutation on
the set of simple reflections of Wmii .
3.2. Let J ⊆ S. Let W˜J = X∗ ⋊WJ be the corresponding parabolic
subgroup of W˜ . This is the extended affine Weyl group associated to
the root datum RJ = (X
∗, RJ , X∗, R
∨
J ,ΠJ), where ΠJ is the subset
of simple roots corresponding to J and RJ ⊆ R is the set of roots
spanned by ΠJ . Set R
+
J = RJ ∩ R
+. Let aJ = {v ∈ V ; 0 < 〈α, v〉 <
1 for every α ∈ R+J } be the base alcove associated to W˜J .
The set of positive affine roots R˜J for W˜J is {α + k;α ∈ R
+
J , k ≥
1} ∪ {−α + k;α ∈ R+J , k ≥ 0}. The affine simple roots for W˜J are −α
for α ∈ ΠJ and β+1, where β runs over maximal positive roots in R
+
J .
Note that the positive roots in RJ are not positive as affine roots in
R˜J .
We denote by 6J and ℓJ the Bruhat order and length function on
W˜J . Although W˜J is a subgroup of W˜ , 6J and ℓJ can be quite different
from the restrictions of 6 and ℓ to W˜J .
3.3. In the rest of this section, we assume that R = Rad. We take
τ ∈ Ω and σ0 = τ
−1σ as in §2.2. Recall that λ is the dominant
cocharacter with τ ∈ tλW0.
We will associate to σ a superbasic element for a parabolic subgroup
of W˜ and reduce Theorem 1.1 (2) to the superbasic case.
We follow the approach in [HN2, §5].
Let V σ be the fixed point set of σ. Since σ is an affine transformation
on V of finite order, V σ is a nonempty affine subspace. Set V ′ =
{v − e; v ∈ V σ}, where e is an arbitrary point of V σ. Then V ′ is the
(linear) subspace of V parallel to V σ. We choose a generic point v0 of
V ′, i.e., for any root α ∈ R, 〈α, v0〉 = 0 implies that 〈α, v
′〉 = 0 for all
v′ ∈ V ′. We set I = I(v¯0), J = J(v¯0) and σ
J = zσz−1 ∈ W˜σ, where z
is the unique element in JW0 with v¯0 = z(v0).
Lemma 3.1. (1) The set J is stable under σ0-conjugation.
(2) z(λ)♣σ0 ∈ QR
∨
J .
(3) The element σJ is a superbasic element for W˜J .
Proof. (1) By definition, σ(0) = λ. Hence σ(v0) = v0+ λ and σ
J(v¯0) =
v¯0+ z(λ). Write σ
J as σJ = tz(λ)uσ0 for some u ∈ W0. Then uσ0(v¯0) =
v¯0. Therefore σ0(v¯0) = u
−1(v¯0) is the unique dominant element in the
W0-orbit of v0. Hence v¯0 = σ0(v¯0) = u
−1(v¯0). Therefore u ∈ WJ and
Ad(σ0)(J) = J .
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(2) Since σJ is of finite order, we have (σJ)m = 1 for some m ∈ N.
On the other hand, using the expression σJ = tz(λ)uσ0, one computes
that (σJ)m = t
∑m−1
k=0
(uσ0)k(z(λ)) = 1. So
∑m−1
k=0 (uσ0)
k(z(λ)) = 0. Since
u ∈ WJ and σ0(R
∨
J ) = R
∨
J , we have (uσ0)
k(z(λ))− σk0(z(λ)) ∈ ZR
∨
J for
k ∈ Z. Thus (z(λ))♣σ0 ∈
1
m
∑m−1
k=0 (uσ0)
k(z(λ)) +QR∨J = QR
∨
J .
(3) Since σ0 stabilizes aJ , the length function ℓJ on W˜J extends to
the subgroup of Aff(V ) generated by W˜J and σ0 via the usual rule
ℓJ(wσ
i
0) = ℓJ(w) for w ∈ W˜J and i ∈ Z. Since z
−1(R+J ) ⊆ R
+, we have
z(a) ⊆ aJ . In other words, aJ is the unique alcove associated to W˜J
that contains z(a). Since σJ(z(a)) = z(a), σJ(aJ) is also the unique
alcove associated to W˜J that contains z(a). Therefore σ
J(aJ) = aJ .
Since v0 is generic in V
′, v¯0 = z(v0) is generic in z(V
′). So each point
of z(V ′) is fixed byWJ . Therefore, for any α˜ ∈ R˜J , either V
σJ ∩Hα˜ = ∅
or V σ
J
⊆ Hα˜, where V
σJ = z(V σ) is the fixed-point set of σJ on V .
Since σJ(aJ) = aJ and σ
J is of finite order, aJ contains a fixed point
of σJ . So V σ
J
* Hα˜ and hence V σ
J
∩ Hα˜ = ∅. By [HN1, Proposition
3.5] (for W˜G := W˜J , JO := J and y = 1), σ
J is superbasic for W˜J . 
Lemma 3.2. Let c be a σ0-orbit of S. Then 〈ωc, λ♣σ0〉 ∈ Z if c ⊆ I.
Proof. Write λ = z(λ) + θ for some θ ∈ ZR∨. We have
〈ωc, λ
♣
σ0
〉 = 〈ωc, z(λ)
♣
σ0
〉+ 〈ωc, θ〉 ≡ 〈ωc, z(λ)
♣
σ0
〉 mod Z.
By Lemma 3.1 (2), 〈ωc, z(λ)
♣
σ0
〉 = 0 if c ⊆ I. The proof is finished. 
Proposition 3.3. The maximal Newton point of B(W˜ , µ, σ) is con-
tained in the natural inclusion B(W˜J , µ, σ
J) →֒ B(W˜ , µ, σ).
Proof. For any j ∈ J , we denote by ωJj the fundamental weight corre-
sponding to j in the root datum RJ . We set ω
J
c =
∑
j∈c ω
J
j for any
σ0-orbit of c of J . Let ν be the maximal Newton point of B(W˜ , µ, σ).
Let c be a σ0-orbit of I. By Lemma 3.2, 〈ωc, λ
♣
σ0〉 ∈ Z. Applying
§2.5 (a), we see that 〈ωc, µ
♣
σ0
〉 = 〈ωc, ν〉 and µ
♣
σ0
− ν ∈ QR∨J .
By Lemma 3.1 (2), z(λ)♣σ0 ∈ QR
∨
J . Thus µ
♣
σ0 + z(λ)
♣
σ0 − ν ∈ QR
∨
J .
Now let c′ be a σ0-orbit in I(ν) ∩ J . Then
〈ωJc′, µ
♣
σ0
+z(λ)♣σ0−ν〉 = 〈ωc′, µ
♣
σ0
+z(λ)♣σ0−ν〉 = 〈ωc′, µ
♣
σ0
+λ♣σ0−ν〉−〈ωc′ , θ〉,
where θ = λ − z(λ) ∈ ZR∨. By Lemma 2.5 〈ωc′, µ♣σ0 + λ
♣
σ0
− ν〉 ∈ Z.
Hence 〈ωJc′, µ
♣
σ0
+ z(λ)♣σ0 − ν〉 ∈ Z. Again by Lemma 2.5, we have
πJ(ν) ∈ B((W˜J)ad, πJ(µ), (σ
J)ad), where πJ and (resp. (σ
J)ad) is de-
fined similarly as π (resp. σad) in §2.1 with R and σ replaced by RJ
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and σJ respectively. Since µ♣σ0 + z(λ)
♣
σ0
− ν ∈ QR∨J and
πJ : B(W˜J , µ, σ
J)→ B((W˜J)ad, πJ(µ), (σ
J)ad)
is a bijection of posets, we deduce that ν ∈ B(W˜J , µ, σ
J) as desired. 
Lemma 3.4. Let K ⊆ S and z ∈ KW0. If w,w′ ∈ W˜K with w 6K w′
for the Bruhat order of W˜K , then z
−1wz 6 z−1w′z for the Bruhat order
of W˜ .
Proof. By the definition of Bruhat order, there exist positive affine
roots α˜1, · · · , α˜k of W˜K such that
w 6K wsα˜1 6K wsα˜1sα˜2 6K · · · 6K wsα˜1 · · · sα˜k = w
′.
Hence for any i, wsα˜1 · · · sα˜i(α˜i+1) is a positive affine root of W˜K .
Notice that z−1 sends positive affine roots of W˜K to positive affine
roots of W˜ . Set β˜i = z
−1(α˜i). This is a positive affine root of W˜ .
Moreover, (z−1wz)sβ˜1 · · · sβ˜i(β˜i+1) = z
−1wsα˜1 · · · sα˜i(α˜i+1) is a positive
affine root of W˜ . Thus
z−1wz 6 z−1wzsβ˜1 6 z
−1wzsβ˜1sβ˜2 6 · · · 6 z
−1wzsβ˜1 · · · sβ˜k = z
−1w′z.

Corollary 3.5. If Theorem 1.1 (2) holds for B(W˜J , µ, σ
J), then it
holds for B(W˜ , µ, σ).
Proof. Let ν be the maximal Newton point of B(W˜ , µ, σ), which is
also the maximal Newton point of B(W˜J , µ, σ
J) by Proposition 3.3.
By assumption, there exist w1 ∈ t
µ(Wa ∩ W˜J) and x1 ∈ WJ such that
ν¯Jw1,σJ = ν and w1 6J t
x1(µ), where ν¯Jw1,σJ stands for the Newton point
of w1 ∈ W˜J defined with respect to the σ
J -conjugation action on W˜J .
Let z be the element defined in §3.3. Let w = z−1w1z and x = z
−1x1.
Then we have ν¯w,σ = ν, w ∈ t
µWa and w 6 t
x(µ) as desired. 
4. Reduction to the irreducible case
4.1. In this section, we assume that R = Rad and σ acts transitively
on the set of connected components of the affine Dynkin diagram of
Wa. In other words, W˜ = W˜1 × · · · × W˜m, where W˜1 ∼= · · · ∼= W˜m
are extended affine Weyl groups of adjoint type with connected affine
Dynkin diagram and Ad(σ)(W˜1) = W˜2, · · · ,Ad(σ)(W˜m) = W˜1. Let Wi
be the finite Weyl group associated to W˜i.
As in §2.2, we write σ as σ = τσ0 with τ ∈ Ω and Ad(σ0)(S) = S.
Write µ as µ = (µ1, · · · , µm), where each µi is a dominant cocharac-
ter for W˜i. Let y = (w1, . . . , wm) ∈ W˜ . Then the m-th component
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of (yσ)mσ−m ∈ W˜ is wm · · ·Ad(σ
m−1)(w1). The map ν¯(w1,...,wm),σ 7→
ν¯wm···Ad(σm−1)(w1),σm induces a natural surjection from B(W˜ , µ, σ) to
B(W˜m, γ, σ
m), where γ =
∑m
i=1 σ
m−i
0 (µi). Since the elements inB(W˜ , µ, σ)
are σ0-invariant, it is in fact a bijection, whose inverse is given by
v 7→ 1
m
(σ0(v), σ
2
0(v), · · · , v). It is easy to see this bijection is a bijec-
tion of posets.
Lemma 4.1. If Theorem 1.1 (2) holds for (W˜m, γ, σ
m), then it holds
for (W˜ , µ, σ).
Proof. Let ν be the maximal element in B(W˜m, γ, σ
m). Then the max-
imal element in B(W˜ , µ, σ) is 1
m
(σ0(ν), · · · , ν). By assumption, there
exists w ∈ Adm(γ) such that ν¯w,σm = ν. By definition, there exists
x ∈ Wm such that w 6 t
x(γ). Since ℓ(tx(γ)) =
∑m
i=1 ℓ(t
x(σm−i
0
(µi))), there
exists wi ∈ W˜m for each i such that w = wm · · ·w1 and wi 6 t
x(σm−i
0
(µi))
for all i. It is easy to see that σi−m = τ ′iσ
i−m
0 for some τ
′
i ∈ W˜ . Hence
Ad(σ)i−m(wi) 6 Ad(σ)
i−m(tx(σ
m−i
0
(µi)))
= Ad(τ ′i)Ad(σ0)
i−m(tx(σ
m−i
0
(µi)))
= txi(µi)
for some xi ∈ Wi. Set y = (Ad(σ)
1−m(w1), · · · , wm) ∈ W˜ . Then y ∈
Adm(µ). Notice that the m-th component of (yσ)mσ−m is wm · · ·w1 =
w. Hence ν¯y,σ =
1
m
(σ0(ν), · · · , ν). 
5. The irreducible superbasic case
5.1. In this section, we consider the extended affine Weyl group W˜ =
Zn⋊Sn of type A˜n−1, whereSn is the permutation group of {1, 2, . . . , n}
which acts on Zn ∼= ⊕ni=1Ze
∨
i by w(e
∨
i ) = e
∨
w(i) for w ∈ Sn. Let
{ei}i=1,··· ,n be the dual basis. Set d =
∑n
i=1 ei and d
∨ =
∑n
i=1 e
∨
i . The
simple roots, fundamental weights and fundamental coweights are given
by αi = ei − ei+1, ωi,n = −
i
n
d +
∑i
j=1 ej and ω
∨
i,n = −
i
n
d∨ +
∑i
j=1 e
∨
j
respectively for i with 1 6 i 6 n− 1. Then W˜ad = (⊕
n−1
i=1 Zω
∨
i,n)⋊Sn,
see §2.1.
Set ̟m,n =
∑m
j=1 e
∨
j . The map π in §2.1 can be described explicitly
as the Q-linear projection π : Qn → QR∨ ⊆ Qn such that d∨ 7→ 0 and
̟m,n 7→ ω
∨
m,n for m with 1 6 m 6 n− 1. We also denote the induced
(surjective) projection W˜ → W˜ad by π.
For any positive integer m < n, let σm,n = t
̟m,num,n ∈ t
̟m,nSn be
the unique length zero element with um,n ∈ Sn. Then any superbasic
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element in W˜ad is of the form π(σm,n) for some positive integer m < n
co-prime to n.
The main purpose of this section is to prove the following result.
Proposition 5.1. Let m < n be a positive integer co-prime to n. Let
µ ∈ ⊕ni=1Ze
∨
i be a dominant cocharacter. Then there exist w˜ ∈ W˜ and
x ∈ Sn such that w˜ 6 t
x(µ) and π(ν¯w˜,σm,n) = ν¯π(w˜),π(σm,n) equals the
unique maximal Newton point ν of B(W˜ad, π(µ), π(σm,n)).
The proof will be given in §5.6.
5.2. We first show that Proposition 5.1 implies Theorem 1.1 (2) for
any triple (W˜1, µ1, σ1).
Let R be the root datum of W˜1. By §2.1, we may assume R = Rad.
By Corollary 3.5, it suffices to prove Theorem 1.1 (2) for (W˜2, µ2, σ2),
where σ2 is a superbasic element in W˜2. By §2.1 again, we may as-
sume that the root datum of W˜2 is adjoint. By §3.1, we may assume
furthermore that W˜2 = W˜
m
3 , where W˜3 is the extended affine Weyl
group of an adjoint root datum of type A and σ2 acts transitively on
the set of affine simple reflections of W˜2. By Lemma 4.1, it suffices to
prove Theorem 1.1 (2) for (W˜3, µ3, σ3), where σ3 = σ
m
2 is a superbasic
element in W˜3. This case follows from Proposition 5.1.
5.3. We recall the definition of a-sequence and χm,n in [He1, §3 & §5].
For i, j ∈ Z, we set [i, j] = {k ∈ Z; i 6 k 6 j}.
Let r ∈ N and χ ∈ Zr. For each j ∈ [1, r] we define ajχ : Z≥0 → Z
by ajχ(k) = χ(j − k). Here we identify l with l + r for l ∈ Z. We say
i ≥χ j if a
i
χ ≥ a
j
χ in the sense of lexicographic order. If >χ is a linear
order, we define ǫχ ∈ Sr such that ǫχ(i) < ǫχ(j) if and only if i >χ j.
Let s ≤ r be two nonnegative integers which are co-prime. Define
χs,r ∈ Zr by χs,r(i) = ⌊ isr ⌋ − ⌊(i − 1)
s
r
⌋ for i ∈ [1, r]. Set ǫs,r = ǫχs,r ,
which is well defined since s and r are co-prime.
The following explicit description of ≥χm,n and its application to the
proof of Lemma 5.2 below are kindly suggested by one of the anony-
mous referees. First we identify [1, n] with Z/nZ in the natural way.
Then one checks by definition that
χm,n(i) =
{
1, if mi ∈ [0, m− 1] ⊆ Z/nZ
0, otherwise.
(a)
Since m is co-prime to n, m is invertible in Z/nZ. We claim that
n = m−1 · 0 >χm,n m
−1 · 1 >χm,n · · · >χm,n m
−1 · (n− 1).(b)
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Indeed, if m−1 · j0 <χm,n m
−1 · (j0 + 1) for some j0 ∈ [0, n − 2], there
exists 0 ≤ k ≤ n−1 such that χm,n(m
−1 ·j0−i) = χm,n(m
−1 ·(j0+1)−i)
for 0 ≤ i ≤ k − 1 and χm,n(m
−1 · j0 − k) < χm,n(m
−1 · (j0 + 1)− k). In
particular, we have j0 + 1− km = 0 ∈ Z/nZ by (a). Thus k ≥ 1 and
χm,n(m
−1 · j0 − k + 1) = 1 > 0 = χm,n(m
−1 · (j0 + 1)− k + 1),
which is a contradiction. So (b) is proved. Now it is easy to see that
ǫm,n is the permutation on [1, n] = Z/nZ given by
ǫm,n(i) = mi+ 1 for i ∈ [1, n].(c)
5.4. Let S = ∪16i6jZ[i,j], whose elements are called segments. Let
η ∈ S be a segment. Assume η ∈ Z[i,j]. We call h(η) = i and t(η) = j
the head and the tail of η respectively. We call the positive integer
j − i+ 1 the size of η. We set
|η| =
t(η)∑
k=h(η)
η(k), av(η) =
1
t(η)− h(η) + 1
|η|.
Let [i′, j′] ⊆ [i, j] be a sub-interval, we call the restriction η|[i′,j′] of η to
[i′, j′] a subsegment of η and write η|i = η|[i,i]. Let θ be another segment
such that h(θ) = t(η) + 1. We denote by η ∨ θ ∈ Z[h(η),t(θ)] the natural
concatenation of η and θ. For k ∈ Z, we denote by η[k] the k-shift of
η defined by η[k](i) = η(i + k). We say two segments are of the same
type if they can be identified with each other up to some shift.
For η ∈ Q[1,n] we denote by Con(η) ∈ R2 the convex hull of the
points (0, 0) and (k, |η|[1,k]|) for k ∈ [1, n]. We say a subsegment γ of η
is sharp if
av(γ) = max{av(γ′); γ′ is a subsegment of η with h(γ′) = h(γ)}
and
av(γ) = min{av(γ′); γ′ is a subsegment of η with t(γ′) = t(γ)}.
If η = γ1 ∨ γ2 ∨ · · · ∨ γs with each γk a sharp subsegment, then the
points (0, 0) and (t(γi), |γ1 ∨ · · · ∨ γi|) in R2 for i ∈ [1, s] lie on the
boundary of Con(η) and their convex hull is just Con(η). We call the
dominant vector
sl(Con(η)) = (av(γ1) ∨ · · · ∨ av(γs)) ∈ Q[1,n]
the slope sequence of Con(η). Here for any γ ∈ S, we define av(γ) ∈
Q[h(γ),t(γ)] by av(γ)(i) = av(γ) for i ∈ [h(γ), t(γ)].
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Let µ ∈ Z[1,n] be a dominant cocharacter. Set µm,n = µ+χm,n. Then
〈ωi,n, π(µm,n)〉 = 〈ωi,n, π(µ)〉 − (
mi
n
− ⌊
mi
n
⌋)
= 〈ωi,n, π(µ) + π(̟m,n)〉 − ⌈〈ωi,n, π(̟m,n)〉⌉.
According to the proof of Theorem 1.1 (1), the slope sequence
ν = sl(Con(π(µm,n))) = π(sl(Con(µm,n))
is the unique maximal Newton point of B(W˜ad, π(µ), π(σm,n)).
5.5. Similar to [He1, §5], we use the Euclidean algorithm to give a
recursive construction of χm,n, which plays a crucial role in the proof
of Proposition 5.1.
Let D = {(m,n) ∈ Z2>0;m < n are co-prime}. We define f : D →
D ⊔ {(1, 1), (0, 1)} by
f(m,n) =
{
(m(⌊ n
m
⌋ + 1)− n,m), if n
m
≥ 2;
(n− (n−m)⌊ n
n−m
⌋, n−m), otherwise.
Define two types of segments 1m,n and 0m,n by
1m,n =
{
(0(⌊
n
m
⌋−1), 1), if n
m
≥ 2;
(0, 1(⌊
n
n−m
⌋)), otherwise,
0m,n =
{
(0(⌊
n
m
⌋), 1), if n
m
≥ 2;
(0, 1(⌊
n
n−m
⌋−1)), otherwise,
where the superscript (k) means to repeat the entry k times. Here we
do not fix the head or tail of these segments yet, as we are going to
apply various shifts to them below.
Set S1 = {η ∈ S; η(i) ∈ {0, 1} for i ∈ [h(η), t(η)]}. For η ∈ S1 and
k ∈ [h(η), t(η)], set
η(k)m,n =
{
1m,n, if η(k) = 1;
0m,n, if η(k) = 0.
For k ∈ [h(η), t(η)], let ηm,n,k be a shift of η(k)m,n whose head is
determined recursively as follows:
h(ηm,n,k) =
{
h(η), if k = h(η);
t(ηm,n,k−1) + 1, if k > h(η).
Now we define φm,n : S1 → S1 by φm,n(η) = ηm,n,h(η) ∨ · · · ∨ ηm,n,t(η) for
η ∈ S1.
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If fh−1(m,n) ∈ D, we set φm,n,h = φm,n ◦ · · · ◦ φfh−1(m,n). Using the
Euclidean algorithm, one checks that
φm,n,h(χfh(m,n)) = χm,n.
We say a subsegment γ of χm,n is of level h if it is the image of some
subsegment γh of χfh(m,n) under the map φm,n,h. When h = 1 and γ
h
is of size one, we say γ is an elementary subsegment of χm,n.
Let β1 and γ1 be two segments of χ1 = χf(m,n) and let γ be a level
one subsegment of χ = χm,n. Using the Euclidean algorithm, we have
the following basic facts:
(a) av(β1) ≥ av(γ1) if and only if av(φm,n(β
1)) ≥ av(φm,n(γ
1)).
(b) Each sharp subsegment of γ with the same head is of level one.
(c) If, moreover, γ is an elementary subsegment of χ, then ajχ <
a
h(γ)−1
χ and ajχ < a
t(γ)
χ for j ∈ [h(γ), t(γ)− 1].
(d) aiχ1 < a
j
χ1 if and only if a
t(φm,n(χ1|i))
χ < a
t(φm,n(χ1|j))
χ .
(e) ǫm,n(n) = 1.
5.6. Proof of Proposition 5.1. For a sequence of (distinct) elements
i1, i2, . . . , ir in [1, n], we denote by cyc(i1, i2, . . . , ir) ∈ Sn the cyclic
permutation i1 7→ i2 7→ · · · 7→ ir 7→ i1, which acts trivially on the
remaining elements of [1, n].
For η ∈ S we set
xη = cyc(h(η), h(η) + 1, . . . , t(η)) ∈ S = ∪
∞
i=1Si.
Similarly, for a sequence c = (c1, . . . , cs) of segments, we set xc =
xc1,...,cs = xc1 · · ·xcs. If η = c
1 ∨ · · · ∨ cs, we say c is a decomposition of
η. Now we are ready to prove Proposition 5.1.
Write χ = χm,n, θ = µm,n = µ+ χ and ǫ = ǫm,n. For h ∈ Z>0 we set
φh = φm,n,h and χ
h = χfh(m,n). By §5.4, we have ν = π(sl(Con(θ))).
The proof will proceed as follows. First we construct a suitable sharp
decomposition c of θ. One checks directly π(νwc,id) = π(sl(Con(θ))) =
ν, where wc = t
θxc ∈ W˜ . Then we show that
ǫwcǫ
−1 6 ǫtθxθǫ
−1 = tǫ(µ)σm,n,
where the last equality follows from Lemma 5.2 below. Set w˜ =
ǫwcǫ
−1σ−1m,n. Then w˜ 6 t
ǫ(µ) and π(νw˜,σm,n) = π(νǫwcǫ−1,id) = ǫ(ν).
This completes the proof of Proposition 5.1.
Lemma 5.2. We have σm,n = ǫt
χxχǫ
−1.
Proof. We use the explicit descriptions of ≥χ and ǫ in §5.3 via the
identification of [1, n] with Z/nZ in the natural way. Then u1,n =
xχ is the permutation i 7→ i + 1 on Z/nZ. Since σm,n = σm1,n, we
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have um,n(i) = i + m for i ∈ Z/nZ. On the other hand, we already
know that ǫ(i) = mi + 1 for i ∈ Z/nZ. Therefore, ǫxχǫ−1 is the
permutation mi + 1 7→ m(i + 1) + 1 on Z/nZ, which equals um,n as
desired. It remains to show ǫ(χ) = ̟m,n. For 1 ≤ i < j ≤ n we
have ǫ(χ)(i) = χ(m−1 · (i − 1)) ≥ χ(m−1 · (j − 1)) = ǫ(χ)(j) since
m−1 · (i− 1) >χ m
−1 · (j − 1). Thus ǫ(χ) is dominant and equals ̟m,n.
The proof is finished. 
Assume I(µ) = {j ∈ [1, n− 1]; 〈αj, µ〉 6= 0} = {b1, b2, . . . , br−1} with
b1 < b2 < · · · < br−1. We set b0 = 0 and br = n. Set θ
i = θ|[bi−1+1,bi]
for i ∈ [1, r]. Then θ = θ1 ∨ · · · ∨ θr. Suppose we have a sharp
decomposition ci of θ
i for i ∈ [1, r]. Since χ ∈ {0, 1}[1,n] and θ = µ+χ,
for any subsegment ηi (resp. ηj) of θi (resp. θj) we have av(ηi) ≥ av(ηj)
if i < j. Therefore the natural union c = c1 ∨ · · · ∨ cr forms a sharp
decomposition of θ.
Let 1 ≤ i ≤ r. We will construct inductively the subsegments
ζji , γ
j
i , ξ
j
i for j ∈ [1, li] (some of them might be empty) such that
(a) γ0i = χ|[bi−1+1,bj ] and γ
j−1
i = ζ
j
i ∨ γ
j
i ∨ ξ
j
i for j ∈ [1, li];
(b) ζji and ξ
j
i are sharp subsegments of γ
j−1
i ; any sharp subsegment
of γji is also a sharp subsegment of γ
j−1
i ; γ
li
i is a sharp subsegment of
itself (self-sharp);
(c) For any j, ǫzi,j−1ǫ
−1 > ǫzi,jǫ
−1.
Here
zi,j = t
θyi−1x
j
ivi,j;
yi = xc1 · · ·xci;
xji = xζ1i ,...,ζ
j
i ,ξ
j
i ,...,ξ
1
i
;
vi,j = xγji
xθi+1∨···∨θrcyc(t(γ
j
i ), n))
= cyc(h(γji ), . . . , t(γ
j
i ), bi + 1, . . . , n).
Assume we have (a), (b) and (c) for all i and j. Set ζ ′ji = θ|[h(ζji ),t(ζ
j
i )]
,
γ′lii = θ|[h(γlii ),t(γ
li
i )]
and ξ′ji = θ|[h(ξji ),t(ξ
j
i )]
. Then
ci = (ζ
′1
i , ζ
′2
i , . . . , ζ
′li
i , γ
′li
i , ξ
′li
i , . . . , ξ
′2
i , ξ
′1
i )
forms a sharp decomposition of θi, and
ǫtθxθǫ
−1 = ǫz1,0ǫ
−1
> · · · > ǫz1,l1+1ǫ
−1 = ǫz2,0ǫ
−1
> · · · > ǫzr,lr+1ǫ
−1 = ǫwcǫ
−1
as desired.
18 X. HE AND SIAN NIE
The construction is as follows. Suppose for 1 ≤ k < i and 0 ≤ l ≤ j,
ck, z
l
i, ξ
l
i, γ
l
i are already constructed, and moreover ǫzi,j−1ǫ
−1 > ǫzi,jǫ
−1.
We construct ζj+1i , γ
j+1
i , ξ
j+1
i and show that ǫzi,jǫ
−1 > ǫzi,j+1ǫ
−1.
If γji is empty, there is nothing to do. Otherwise, we assume γ
j
i is of
level h but not of level h + 1. Then γji = φh(ι) for some subsegment ι
of χh.
Case (I): ι is not a subsegment of any elementary subsegment of χh.
Then there exist unique subsegments ζ , γ and ξ of χh such that γ is
of level one, ζ (resp. ξ) is a proper subsegment of some elementary
segment of χh with the same tail (resp. head), and ι = ζ ∨ γ ∨ ξ.
Notice that at least two of ζ , γ and ξ are nonempty.
Define ζj+1i = φh(ζ), γ
j+1
i = φh(γ) and ξ
j+1
i = φh(ξ). Note that
av(χh|[h(ζ),t(ζ)]) is maximal among all subsegments of χ
h with the same
head and av(χh|[h(ξ),t(ξ)]) is minimal among all subsegments of χ
h with
the same tail. Therefore, (b) follows from §5.5 (a) & (b). To prove (c),
it suffices to show that
ǫzi,j+1ǫ
−1 6 ǫ zi,j cyc(n, t(ζ
j+1
i )) ǫ
−1;(d)
ǫ zi,j cyc(n, t(ζ
j+1
i )) ǫ
−1
6 ǫzi,jǫ
−1.(e)
Note that
ǫzi,j+1ǫ
−1 =
{
ǫ zi,j cyc(n, t(ζ
j+1
i )) cyc(h(ξ
j+1
i )− 1, t(ξ
j+1
i )) ǫ
−1, if γ 6= ∅;
ǫ zi,j cyc(n, t(ζ
j+1
i )) cyc(n, t(ξ
j+1
i )) ǫ
−1, otherwise.
Here we take cyc(n, t(ζj+1i )) (resp. cyc(h(ξ
j+1
i )−1, t(ξ
j+1
i )) and cyc(n, t(ξ
j+1
i )))
to be the identity element of Sn if ζ (resp. ξ) is empty, in which case
the inequality (e) (resp. (d)) becomes a priori an equality.
Now we prove (d). We suppose ξ is nonempty. Otherwise, there
is nothing to prove. First we assume γ 6= ∅. By §5.5 (c), we have
a
h(ξ)−1
χh
> a
t(ξ)
χh
. Hence by §5.5 (d), ǫ(h(ξj+1i ) − 1) < ǫ(t(ξ
j+1
i )) and
α = ǫ(eh(ξj+1i )−1
− et(ξj+1i )
) is a positive root. Then (d) is equivalent to
the following inequality
〈α, ǫz−1i,j+1ǫ
−1(a)〉 = 〈α, ǫ(vi,jx
j
iyi−1)
−1ǫ−1(a− ǫ(θ))〉
= 〈ǫ(vi,jx
j
iyi−1)ǫ
−1(α), a− ǫ(θ)〉
= −〈ǫ(ebi+1 − eh(ξj+1i )
), ǫ(θ)〉+ 〈ǫ(ebi+1 − eh(ξj+1i )
), a〉
= θ(h(ξj+1i ))− θ(bi + 1) + 〈ǫ(ebi+1 − eh(ξj+1i )
), a〉 > 0,
where a is the base alcove defined in §1.2. Note that 1 > 〈ǫ(ebi+1 −
eh(ξj+1i )
), a〉 > −1. Therefore, to prove (d), we have to show either
θ(h(ξj+1i )) > θ(bi+1) or θ(h(ξ
j+1
i )) = θ(bi+1) and ǫ(bi+1) < ǫ(h(ξ
j+1
i
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Note that we always have θ(h(ξj+1i )) ≥ θ(bi+1). If θ(h(ξ
j+1
i )) = θ(bi+
1), then χ(bi+1) = 1 > 0 = χ(h(ξ
j+1
i )). Hence ǫ(bi+1) < ǫ(h(ξ
j+1
i )) as
desired. Now we assume γ = ∅. Note that ǫ(n) < ǫ(t(ξj+1i )). Then (d)
follows by a similar argument as in the case of γ 6= ∅ with h(ξj+1i )− 1
replaced by n.
To prove (e), again we suppose that ζ is nonempty. Since one of γ
and ξ is nonempty, t(ζj+1i ) 6= n. By §5.5 (e), 1 = ǫ(n) < ǫ(t(ζ
j+1
i )). As
in the proof of (d), we see that (e) holds if θ(t(ζj+1i ) + 1) < θ(h(ζ
j+1
i )).
Otherwise, we have θ(t(ζj+1i ) + 1) = θ(h(ζ
j+1
i )), which implies that
χ(h(ζj+1i )) = χ(t(ζ
j+1
i ) + 1) = 0. Since ζ is a proper subsegment of
some elementary segment of χh and shares the same tail with it, by
§5.5 (c) we have that at(ζ)
χh
> a
h(ζ)−1
χh
. Hence by §5.5 (d) and that
χ(t(ζj+1i ) + 1) = χ(h(ζ
j+1
i )) = 0, we have a
t(ζj+1i )+1
χ > a
h(ζj+1i )
χ . So
ǫ(h(ζj+1i )) > ǫ(t(ζ
j+1
i ) + 1) and (e) holds.
Case (II): ι is a subsegment of some elementary subsegment of χh.
We define li = j and the construction of ci is finished. One checks
directly that ι is self-sharp, hence so is γlii = φh(ι) by §5.5 (a) & (b).
If t(γlii ) = n, the induction step is finished. Otherwise, it remains to
show
ǫzi,liǫ
−1 > ǫ zi,li cyc(t(γ
li
i ), n) ǫ
−1 = ǫzi,li+1ǫ
−1.(f)
Note that 1 = ǫ(n) < ǫ(t(γlii )). Again, we see that (f) holds if
θ(h(γlii )) > θ(bi + 1). Otherwise, we have θ(h(γ
li
i )) = θ(bi + 1),
χ(h(γlii )) = 0 and χ(bi + 1) = 1 since bi ∈ I(µ). Hence ǫ(h(γ
li
i )) >
ǫ(bi + 1) and (f) still holds.
Example 5.3. Finally we provide an example.
Let n = 8, m = 5 and µ = (1, 1, 1, 0, 0, 0, 0, 0). Then χm,n =
(0, 1, 0, 1, 1, 0, 1, 1) ∈ Z8, ǫm,n = cyc(1, 6, 7, 4, 5, 2, 3, 8) and um,n =
cyc(6, 3, 8, 5, 2, 7, 4, 1).
Note that I(µ) = 3. Applying the algorithm in the proof of Propo-
sition 5.1, we obtain the following sharp decomposition:
µm,n = (1, 2, 1, 1, 1, 0, 1, 1) = (1, 2) ∨ (1) ∨ (1, 1) ∨ (0, 1, 1).
Hence ν = (1
2
, 1
2
, 0, 0, 0,−1
3
,−1
3
,−1
3
). Moreover, one checks that
tǫm,n(µ)σm,n > t
ǫm,n(µ)σm,ncyc(8, 3)
> tǫm,n(µ)σm,ncyc(8, 3)cyc(1, 3)
> tǫm,n(µ)σm,ncyc(8, 3)cyc(1, 3)cyc(1, 2).
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Set w˜ = tǫm,n(µ)σm,ncyc(8, 3)cyc(1, 3)cyc(1, 2)σ
−1
m,n. Then w˜ 6 t
ǫm,n(µ)
and π(ν¯w˜,σm,n) = ν. This verifies Proposition 5.1 in this case.
Appendix A. The set B(G, {µ})
In the appendix, we discuss the relation between the set B(W˜ , µ, σ)
defined in §1.4 and the set B(G, µ) for p-adic groups.
A.1. Recall that F is a finite field extension of Qp, L is the comple-
tion of the maximal unramified extension of F and G is a connected
reductive algebraic group over F . We first discuss the Iwahori-Weyl
group of G over L. We follow [HR].
Let S be a maximal L-split torus that is defined over F and let T
be its centralizer. Since G is quasi-split over L, T is a maximal torus.
Let N be the normalizer of T . The finite Weyl group associated
to S is W0 = N(L)/T (L). The Iwahori-Weyl group associated to S is
W˜ = N(L)/T (L)1, where T (L)1 denotes the unique Iwahori subgroup
of T (L).
Let Γ = Gal(L¯/L). As in [HR, p. 195] and [PRS, §4.2], one associates
a reduced root system R to (G, T ). Let V = X∗(T )Γ⊗R = X∗(S)⊗R.
We fix a σ-invariant alcove aG in the apartment of S along with a
special vertex of aG. The special vertex allows us to identify V with the
apartment of S. The alcove aG is contained in a unique (relative) Weyl
chamber of V , which we call the dominant chamber. The hyperplanes
in V then give a reduced root system R. We have the semi-direct
product
W˜ = X∗(T )Γ ⋊W0.
The group X∗(T )Γ is not torsion-free in general. However, by [HH,
§8.1], the torsion part X∗(T )Γ,tor lies in the center of W˜ and one may
identify the extended affine Weyl group of R with W˜/X∗(T )Γ,tor. For
our purpose, it suffices to consider the case where X∗(T )Γ is torsion-
free. In this case, the root system R, together with the cocharacter
group X∗(T )Γ, defines a reduced datum R, and W˜ is the extended
afffine Weyl group of R introduced in section 1.
The Iwahori-Weyl group W˜ contains the affine Weyl group Wa as a
normal subgroup and
W˜ = Wa ⋊ Ω,
where Ω ∼= π1(G)Γ is the normalizer of the alcove aG. The Bruhat
order on Wa extends in a natural way to W˜ . The Frobenius morphism
σ induces an action on W˜ , which we denote by Ad(σ).
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A.2. Recall that {µ} is a geometric conjugacy class of cocharacters
of G. We may regard {µ} as a conjugacy class in X∗(T ) under the
absolute Weyl group. Following [PRS, §4.3], let Λ˜{µ} ⊆ {µ} be the
subset of cocharacters which are B-dominant for some Borel subgroup
B defined over L with B ⊇ T . Then Λ˜{µ} is a single W0-orbit. Let Λ{µ}
be the image of Λ˜{µ} in X∗(T )Γ. The {µ}-admissible set is defined by
Adm({µ}) = {w ∈ W˜ ;w 6 tξ for some ξ ∈ Λ{µ}}.
Let µ˜ be the unique dominant cocharacter in Λ˜{µ} and µ be its image
in Λ{µ}. Then Λ{µ} = W0 · µ and Adm({µ}) equals Adm(µ) defined in
§1.4.2
A.3. The set B(G) of σ-conjugacy classes of G(L) is classified by
Kottwitz in [Ko1] and [Ko2].
For any b ∈ G(L), we denote by [b] the σ-conjugacy class of G(L)
that contains b. Let ΓF = Gal(L¯/F ) be the absolute Galois group of
F . Let κG : B(G) → π1(G)ΓF be the Kottwitz map [Ko2, §7]. This
gives one invariant.
Another invariant is given by the Newton map. To an element b ∈
G(L), we associate its Newton point ν¯b ∈ X∗(T )Γ ⊗ R.
By [Ko2, §4.13], the map
B(G)→ π1(G)ΓF × (X∗(T )Γ ⊗ R), b 7→ (κG(b), ν¯b)
is injective.
For any w ∈ W˜ , we choose a representative in N(L) and also write
it as w. The map N(L)→ G(L) induces a map W˜ → B(G). By [He2,
§3] and [GHN, 2.4]3, this map is surjective. The restrictions of the
Kottwitz map and the Newton map on W˜ ⊆ G(L) are the maps κW˜ ,σ
and w 7→ ν¯w,σ defined in §1.3.
A.4. In this section, we assume furthermore that G is a quasi-split
connected reductive group over F and thatH is an inner form of G. We
denote by σG and σH the Frobenius morphisms of G andH respectively.
Via the canonical isomorphism X∗(T )Γ ⊗ R ∼= (X∗(T ) ⊗ R)Γ, we may
identify µ♦σG in §1.4 with [ΓF : ΓF,µ˜]
−1
∑
τ∈ΓF /ΓF,µ˜
τ(µ˜) in [Ko2, (6.1.1)],
where ΓF,µ˜ is the isotropy group of µ in ΓF . By Lemma 2.4, µ
♦
σG
= µ♦σH .
Let µ♯ be the image of µ˜ under the natural map X∗(T )→ π1(H)ΓF .
2In the function field case, it is shown in [Ri, Remark 2.11] that Adm({µ}) =
{w ∈ W˜ ;w 6 tξ for some ξ ∈ im{µ} ⊆ X∗(T )Γ}. We do not need this result here.
3[GHN, 2.4] is stated for adjoint groups, but the result for arbitrary groups holds
by combining with the reduction argument in [GHN, 2.3].
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Set
B(H, {µ}) = {[b] ∈ B(H); κH(b) = µ
♯, ν¯b ≤ µ
♦
σH
}.
Then we may identify B(H, {µ}) with B(W˜ , µ, σH). Theorem 1.1 may
be reformulated as follows:
The set B(H, {µ}) contains a unique maximal element and this ele-
ment is represented by an element in Adm({µ}).
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