INTRODUCTION
Most methods for the characterization of azimuthal anisotropy are based on approximations of reflection coefficients (Rüger, 1998) and moveout velocities (Tsvankin, 1997) in fractured media. A similar azimuthal variation is derived for elastic impedances. Coléou (2002) developed a geostatistical method aimed at decomposing 4D seismic data into (1) a geological "common part" and (2) the random and spatially organized noise such as acquisition footprints. Here, the technique is adapted to azimuth-limited seismic cubes to produce the noise-free anisotropic signal, which forms the input to the inversion of anisotropy parameters.
Conventionally, orientation and intensity seismic attributes are used qualitatively in reservoir characterization. Here, we propose to utilizse these attributes directly in the generation of a reservoir fracture model. This is achieved with a Discrete Fracture Network (DFN) technology, an approach that explicitly represents key fracture elements within the rock mass (Dershowitz et al 1985) . It is acknowledged that there may be other routes by which seismic data may be taken to a reservoir model. However, using the DFN route, key aspects of fracture network geometry and connectivity are explicitly modeled and tested, providing a robust and demonstrable route from seismic attribute to a conditioned and geologically realistic fracture model.
DATA PRE-CONDITIONING
We present a Middle East example from a high-fold OBC dataset that was acquired with crossline shooting to ensure a wide-azimuth, wide-offset distribution in the fullfold area. An "azimuth-friendly" processing sequence was applied, including dual sensor summation, deconvolution, high-resolution τ τ τ τ τ-p demultiple, high-order moveout correction and residual statics. A further important factor was the binning of the data into azimuth-and also angle-limited cubes. Macrobinning was required since the original bin size produces high S/N data only when all traces are stacked.
GEOSTATISTICAL DECOMPOSITION
The automatic factorial co-kriging technique developed by Coléou, (2002) has been adapted for azimuthal anisotropy. In this case, azimuth-limited seismic cubes, or attributes derived from these (such as average amplitudes, NMO velocities, AVO attributes, elastic impedances, …), form the multi-dimensional input.
From a set of orthogonal attributes, we can compute a "common part" which captures the invariant component (geology) of all these azimuthal attributes. By construction, this "common part" is noise free.
For each attribute A corresponding to azimuth φ with noise N it follows that:
The common part computed from these four azimuthal attributes provides the noise-free A(45°) (see Figure 1 ).
STRATIGRAPHIC INVERSION OF AZIMUTH SECTORS
Once the data has been pre-processed in an "azimuth friendly" manner, we apply a layer-based inversion procedure to each azimuth sector. In order to ensure an overall consistency, the same initial model is used for all sectors. The 3D nature of the algorithm produces a set of impedances more robust and accurate than conventional AVO-based attributes. A note-worthy aspect of the layer-based approach, is its ability to automatically update the time thicknesses of the various azimuth sectors of the fractured layers during the inversion. An analysis of these variations gives estimates of travel time differences created by azimuthal anisotropy. Figure 3 shows the inverted impedances of one azimuth sector in the target area.
CURVE ANISOTROPY FITTING OF AZIMUTHAL ATTRIBUTES
The noise-free azimuth-dependent elastic impedances (compare to Figure 1 ) are now combined for the calculation of the orientation and magnitude of the azimuthal variation (Jenner, 2002) . This is done by fitting an ellipse to the anisotropic response at each macro-bin, using a linear least-squares algorithm. Error estimates can also be calculated. We then compute the following residuals: N φ1 and N φ1+90° contain the unpredictable parts varying between the different azimuths: spatially incoherent random noise as well as the acquisition footprint. Figure 2 illustrates the resulting components of this decomposition on one azimuthal attribute. The results of this procedure are shown in Figure 4 and Figure 5 (map view). At the well location, the inverted orientation lies within 5° of the dominant fracture orientation determined from FMI logs.
layer bound extensional joints, shear fractures,…) are used to constrain the DFN stochastic simulations. .
Seismic Attributes
Seismic anisotropy attributes (intensity and orientation, shown on Figures 4 and 5) , are used as a constraint to the stochastic simulation of fractures. Figure 6 shows a map view of one 3D realization.
One of the key issues with regards to seismically constrained fracture models, is the conversion of a single orientation vector into a geologically realistic fracture model. That is why during our stochastic simulation process, the conceptual model along with other information is used to help constrain orientation dispersion of the various realizations.This issue is critical as it controls the connectivity of the generated fracture network.
VALIDATION
Once a set of DFN models has been created, static validation is achieved in comparing actual and simulated fractures along the well path (Figure 7) .
The numerous realizations of the DFN process allow an assessment of the of likely fracture connectivity and the size of connected fracture domains (Figure 7) . These results can then be used for optimizing well placement in order to maximize the likely connection between the well and the fracture network. 
DATA INTEGRATION
The next step in the workflow is the integration of all available fracture information with the seismic attributes to build a Discrete Fracture Network (DFN) model. This information is gathered into a conceptual fracture model.
Conceptual Model
In using regional geological information (geomechanical model), outcrop studies, core samples, and well logs, the conceptual model identifies the dominant style of fracturing. The corresponding fracture pattern(s) (such as 
RESERVOIR SIMULATION
Well testing represents the main method of sampling the fracture network away from the well. Wei et al (1998) have shown that the resultant pressure derivative curve from a pressure transient test characterizes stic of the underlying fracture network. The DFN model is readily converted to a finite element flow grid, allowing the simulation of pressure transients (Figure 8 ). These simulations allow the determination of fracture transmissivities and the quantification of fracture pore volume. Also, they can be used to the validate the conceptual fracture model by both static and dynamic means. Figure 9 shows that the DFN environment also provides a route to upscale the calibrated fracture model to cellular directional permeability values for direct inclusion in the reservoir simulation (Dershowitz et al 1998) . 
CONCLUSION
We present a workflow which enables us to extract robust attributes of azimuthal anisotropy from seismic data.
Integrated Fracture Characterization
These attributes are quantitatively integrated with available fracture information into a DFN model. DFN modeling includes the validation of the fracture conceptual model through well test simulation, as well as the derivation of cellular permeability and other engineering values for input to the reservoir simulator. This workflow provides a basis for planning field operations in fractured reservoirs in order to optimize production.
