Abstract-Recent advances in computer vision and inverse light transport theory have resulted in several non-line-of-sight imaging techniques. These techniques use photon time-of-flight information encoded in light after multiple, diffuse reflections to reconstruct a three-dimensional scene. In this paper, we propose and describe two iterative backprojection algorithms, the additive error backprojection (AEB) and multiplicative error backprojection (MEB), whose goal is to improve the reconstruction of the scene under investigation over non-iterative backprojection algorithms. We evaluate the proposed algorithms' performance applied to simulated and real data (gathered from an experimental setup where the system needs to reconstruct an unknown scene). Results show that the proposed iterative algorithms are able to provide better reconstruction than the unfiltered, non-iterative backprojection algorithm for both simulated and physical scenes, but are more sensitive to errors in the light transport model.
Ç

INTRODUCTION
N ON-LINE-OF-SIGHT (NLOS) imaging has attracted a lot of interest due to recent breakthroughs made in computer vision and inverse transient light transport theory. From both theoretical and experimental points of view, researchers have shown ways to exploit the information embedded in multiple, diffuse reflections [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] .
A typical experimental NLOS scenario is shown in Fig. 1 and comprises a laser, a camera, a relay wall and a target not in the direct path of either the laser or the camera. The relay wall in the scene is illuminated by short light pulses. The returned light from the surface is detected and stored in a dataset that encodes light intensity as a function of the illuminated and detected patches on the wall, p and q, and the time between illumination and detection, t.
The goal of the NLOS reconstruction techniques is to exploit the available dataset s s, in order to infer information regarding the scene, b b. This corresponds to an inverse rendering problem [2] , [15] , namely
where ðÁÞ À1 refers to the inverse and, as will be explained in the following section, the problem can be linearized.
From an experimental point of view, some researchers (i.e.: [8] , [16] ) have been using off-the-shelf CMOS timeof-flight (ToF) sensors to capture data and used convex optimization-based methods to solve (1) , but at least two challenges arise. First, the proposed method heavily relies on priors, which in turn allows a good selection of regularizer in the optimization algorithm. Second, the matrix A A becomes too large to handle even for fairly moderate resolutions of b b and s s.
In another line of research, ultra-fast lasers and ultra-fast cameras are being used together with backprojection methods [6] , [17] as recovery algorithms. The backprojection employed in these cases is similar to the one used in the computational tomography field [18] , [19] . They provide an approximate solution to (1) and allow for robust, highly parallelizable reconstructions using limited memory and computation time. However, they cannot incorporate priors or complex light transport. In [5] , SPGL1 and CoSAMP (sparsity-based recovery methods) were employed as an alternative to the backprojection algorithm. Results show that CoSAMP performs better than the backprojection algorithm in a simulated environment. On the other hand, the backprojection algorithm outperforms the sparsity-based method when experimental data is available.
In this paper, we provide two iterative algorithms, which we call additive error backprojection (AEB) and multiplicative error backprojection (MEB). These algorithms have been implemented in a memory efficient way and have been tested with both simulated and real data. Results show that these iterative algorithms yield improved reconstructions over the non-iterative algorithm but are more sensitive to errors in the light transport model. Furthermore, the AEB and MEB are functional implementations of the algebraic reconstruction technique (ART) [20] , [21] , [22] , [23] , [24] (also known in numerical algebra as the Kaczmarz method [25] ), commonly used for computed tomography reconstructions. The goal of this technique is to provide an iterative algorithm for solving consistent, linear systems of the form given in (10) . If (10) has a solution, it has been shown that the method converges [26] . Note, however, that the complete form of ART requires a linear matrix implementation of the forward model resulting in prohibitive memory requirements for most real datasets. Our iterative backprojection algorithms implement the forward projection and backprojection operations as memory efficient functions that are not strictly limited to linear light transport models.
The remainder of the paper is organized as follows. In Sections 2 and 3, we discuss the forward projection and backprojection algorithms, respectively. In Section 4, we describe the proposed iterative algorithms. In Section 5, we show the algorithms' performance results by applying them to simulated scenarios, whereas in Section 6, we use publicly available experimental data (cf. [17] ). In Section 7, we show a comparison between the error backprojection algorithms and ART, applied to a simple scenario. In Section 8, we draw conclusions and discuss potential future work.
FORWARD PROJECTION
As in [7] , [8] , [14] , [27] , using the rendering equation [28] , we derive the model for the light transport. Consider the scenario in Fig. 1 and let us indicate two patches of unit area p and q, as well as a generic unit patch on the target, v. The laser beam travels from L to p, and we define its irradiance 
where bðvÞ is the albedo of the considered target patch and
is a term that depends on the orientation of v. Considering a target volume V , the total irradiance at the wall patch q, with albedo bðqÞ, can be expressed as 
To go from (4a) to (4b), we have defined
a quantity independent of the target characteristics and orientation. On the other hand,
depends on the specific orientation of patch v. To include the temporal dependency, (4) is modified as follows
ÞgðvÞ bðvÞ xðvÞ dv;
and
is time delay caused by the path length traveled by light from the laser to the camera, in which c is the speed of light and R is the location of the camera. We can compactly rewrite (7) as s sðp; q; tÞ ¼ FðbÞ;
where s sðp; q; tÞ is the acquired dataset, which is a function of the location of the patches p, q and time, t. Further, F ðÁÞ represents the light transport tensor, which depends on the albedo of the considered patch, b. As we discussed in the previous section, our goal is to exploit the information in s s to recover the information on b b. The first step is to discretize the scene shown in Fig. 1 . We define a 3D volume, V V , that encases the target; we uniformly discretize it into K voxels, namely V V ¼ v 1 ; v 2 ; . . . ; ½ v K . Second, we consider multiple laser positions p 1 ; p 2 ; . . . ; p M and camera positions q 1 ; q 2 ; . . . ; q N . Consequently, the collected light intensities are stored in s s, a 7-dimensional space, composed of laser coordinates, camera coordinates, and time, t 2 0; T ½ , where T is the acquisition time. In other words, the dataset s s contains the measured light intensities (photons) for each laser and camera position pair combination over an interval of time T .
If we assume no occlusion in our model, as well as ignoring higher multi-bounce light, the light interaction in (9) can be described as a linear operator
where s s is the discretized acquired dataset, b b is a vector containing the albedo of the discretized scene geometry and A A is the linearized light transport tensor, F . Eq. (10) is the discretized version of (7), whose size depends on the triplet ðM; N; T Þ and the size of b b. Fig. 1 . An example of NLOS scenario is depicted here. It comprises a laser, a camera, a relay wall and a target which is not in the direct path of either the laser or the camera.
1. The derivations in (2), (3), (4), (5), (6), and (7) follow [8] . However, since we include the distance drop-off and orientation angles, it is better to talk about irradiance ( The forward projection function implements the rendering equation defined in (7) and (10) . Assuming a generic voxel, v k , this function creates the corresponding data s sðp n ; q m ; tÞ as if a target patch were present in v k . This operation is repeated for all the voxels in v v such that b k > 0 (b k ¼ 0 implies target absence in the considered v k voxel). for n = 1 to N do 7:
Compute d 3 ðv k ; q n Þ and d 4 ðq n ; RÞ 8:
Compute sðp m ; q n ; tÞ ¼ sðp m ; q n ; tÞ þ a kmn dðt À Considering a voxel v k and a pair ðp n ; q m Þ, the signal arriving at the camera is sðp n ; q m ; tÞ ¼ sðp n ; q m ; tÞ
where
and L and R are the laser and camera origin, respectively. The term a kmn can be decomposed in
The first term accounts for the distance factor 
and does not consider d 1 ðL; p m Þ, because the laser source is collimated for each of the considered points p m . We assume that a target comprises a given number of "target patches" and that each "target patch" fills an entire voxel; therefore, A s represents the target's area in a voxel and it depends on the desired reconstruction resolution. A w is the area of a patch whose center of mass is indicated by p n or q n ; in our simulations, these parameters are fixed and correspond to 1 cm 2 . The camera aperture is A ap , which we assume to be the area of circle with a diameter of 2:54 cm. Although we fix and never change these parameters, they could be tweaked to model how much light enters through the camera. The Lambertian shading is calculated as
where bðv k Þ is the albedo of voxel v k . Considering an sðp m ; q n ; tÞ sequence, it is possible to convolve it with a sequence that simulates camera-specific intrinsic errors. With a slight abuse of notation, we can write this operation as s sðp n ; q m ; tÞ ¼ s sðp n ; q m ; tÞ g g;
where '' represents the convolution operator and g g is a kernel sequence that represents the aforementioned camera specific intrinsic error. Note that the forward projection can also be used to create a simulated dataset by directly providing the target location (corresponding to a non-zero b k value in the previous description). The forward projection pseudocode is found in Algorithm 1.
BACKPROJECTION
Since the proposed algorithms are based on the backprojection routine, let us briefly review the algorithm proposed in [6] , [17] . Our goal is to reconstruct an unknown 3D scenario given a dataset created by illuminating points on a visible relay wall in the scene with short pulses. The signal collected at the detector is due to light scattered off of a target located within this voxel space. For a given photon, the subset of voxels in v v that could have been the associated target locations form a surface of locations with equal travel time through points p m and q n : this surface is an ellipsoid, E d , whose foci are p m and q n .
The goal of the backprojection algorithm is to project each data sample in s s onto the voxels on the associated ellipsoid E d . Therefore, for each voxel v k , we obtain a real value, which we call b k ; the higher this value, the higher the likelihood that a target surface is inside the considered voxel. Loosely speaking, we refer to b k as the confidence of having a target inside the v k th voxel.
For computational purposes, it is easier to define the backprojection algorithm as a sum over data samples for a given voxel, rather than a set of voxels for a given data sample. For k ¼ 1; . . . ; K, we can calculate b k as
where sðp m ; q n ; d kmn c Þ is the measured data projected back to the ellipses 2 containing the kth voxel and d kmn was defined in (12) . In order to compensate for the distance factors and the Lambertian shading, we define b kmn 2. Recall that the foci of the ellipses are the laser and camera position on the relay wall.
where b d ðv k ; p m ; q n Þ accounts for the distance terms and b ls ðv k ; q n Þ compensates the Lambertian shading. More specifically,
Since the scene is unknown, in (20), we are only accounting for the Lambertian shading from the voxel v k to the patch q n , because we cannot include the one caused by light arriving at v k from the patch p m . The operation expressed in (17) is called backprojection, which we will indicate in vector form as
K is a vector that contains the confidence of all the voxels. In Algorithm 2, we provide pseudocode that explains how the backprojection operates.
Once the values of the b b vector have been calculated, [6] , [17] apply some post-processing filters to enhance the target features. More specifically, a spatial high-pass filter is employed to enhance surfaces. Adaptive and denoising steps may be considered, but are not included here. for n = 1 to N do 7:
end if 12: end for 13: end for 14: end for 15: return
ITERATIVE ALGORITHMS
The proposed iterative algorithms correlate ToF data and measured intensities to reconstruct the scattering object positions that make up the scene.
Consider a generic scenario, such as the one in Fig. 1 , with multiple laser positions p 1 ; . . . ; p M and camera positions q 1 ; . . . ; q N . Furthermore, in our experimental setup (cf. Section 6), we consider a gated single photon avalanche detector (SPAD) [17] , [29] as our available camera. An intrinsic error caused by the SPAD's electronics is called time jitter and it is defined as the difference between the time at which a photon arrives at the detector and the time when it is actually recorded. To account for this error in our algorithm, we convolve the data as in (16) with a Gaussian sequence, whose variance corresponds to a known full width half maximum (FWHM).
Given the scenario dataset, s s 1 , the AEB starts by computing a backprojection Bðs s 1 Þ, cf. (17), projecting each collected data sample over an ellipsoid in the reconstruction volume, v v. In other words, at the first iteration, given the dataset, s s 1 , the AEB algorithm computes a backprojection, b b 1 ¼ Bðs s 1 Þ, in a similar manner to [6] . At the next step, we find the reprojected dataset, s s 2 ¼ Fðb b 1 Þ, namely a forward projection of all non-zero voxels in b b 1 . Now, we proceed in calculating the error (element-wise subtraction), D D 2 , between the true dataset, s s 1 , and s s
and then find its backprojection, BðD D 2 Þ. Defining g A 2 ð0; 1 as the step size (namely, a weighting factor), the AEB corrected backprojection at the second iteration is
At the ith step, the AEB corrected backprojection can be expressed iteratively as
where the step size (or relaxation parameter), g A , is constant throughout all the iterations. Similarly to (22) , F ðb b iÀ1 Þ has been normalized w.r.t. ks s 1 k 2 , but we have omitted the superscript, to avoid a heavy notation. The MEB starts with a backprojection of the provided dataset, as the AEB. We can express the MEB updated step as
where g M is the MEB step size (constant throughout all the iterations); '' and '' represent the element-wise multiplication and division operators, respectively. As a stopping criterion for both of the proposed iterative algorithms, we use the mean square error (MSE). At the ith iteration, the MSE, E i , can be defined as
for i ! 2, and where b b i is the backprojection at the current iteration and b b iÀ1 is the backprojection at the previous iteration. More specifically, if E i < E iÀ1 , the algorithms proceed in calculating the backprojection results. However, the algorithms stop if one of the following conditions becomes true:
In the latter situation, the results at the ith iteration are discarded and we consider the ones at i À 1.
As we discussed in Section 1, if we assume that F ðÁÞ is linear, the proposed algorithms are an implementation of ART/SIRT/CART [20] , [22] , [25] , [30] . These techniques reconstruct a scene using multiple projections, each projection corresponding to a different row in (10) . Using our notation, for example, we can write (24) as
where b b i and b b iÀ1 are the backprojection at the ith and i À 1th iteration, respectively; A A is the forward projection operator, F ðÁÞ, ðÁÞ T represents the transpose operator, and A A T is essentially the backprojection, BðÁÞ. In the AEB/MEB, the forward projection accounts for the Gaussian sequence, while the backprojection does not. Furthermore, the routines account for the distance factors and Lambertian shading (cf. a kmn and b kmn ), but they have an impact on the resulting voxel intensity, not on the position of the ellipses in the reconstructed volume, as also explained in [17] . Using our notation, the ART update can be written as
where G G represents the convolution matrix that convolves the dataset with a Gaussian sequence (to account for the camera intrinsic errors). Despite these differences, (27) is fundamentally the ART update equation [25] , [30] . The idea to implement the AEB and MEB came from [22] , where the authors introduce the 'direct additive method' (which corresponds to the AEB) and the 'direct multiplicative method' (which corresponds to MEB).
APPLICATION TO SIMULATED DATA
In order to create realistic data, we generate a noisy dataset using a simplified version of [31] . Specifically, we create a noiseless dataset using the forward projection function described in Section 2, using M ¼ 121 laser positions and N ¼ 9 camera positions. Each dataset entry serves as the input parameter of a Poisson random variable generator, which creates the expected number of photons per time bin that arrive at the SPAD. To account for noise, we simulate the SPAD's dark count rate as Poisson random variables with a given mean and the afterpulsing noise, modeled as uniform random variables. For simplicity, we apply our algorithms to a 2D slice of the 3D volume. For each of the scenarios below, we compare the results of the non-iterative backprojection (NIB), AEB and MEB. Each of the figures are plotted using MATLAB's parula colormap, where dark blue corresponds to the lowest value and bright yellow corresponds to the highest value. Specifically, we plot the "raw" (unfiltered) results of the algorithms and also the output of a Laplacian (spatial high pass) filter applied to the raw results.
We calculate the MSE between the resulting slice w.r.t. the ground truth, namely a binary map, that is 1 when a target patch is present, and 0 elsewhere. This error, which we call G, is calculated using MATLAB's immse. We define G U as the MSE between the unfiltered results and the ground truth, whereas G F indicates the MSE between the filtered results and the ground truth. We measure the run time of the algorithms using MATLAB's tic-toc commands. 3 In addition to the stopping criterion described in the previous section, we also set the maximum number of iterations to 20. In the end, we report the number of iterations that the algorithms have reached (i Ã ), the just defined MSE for the unfiltered and filtered results (G U , G F ), as well as the run time of each algorithm in a table at the end of each section.
Scenario 1: Two Isotropic Spheres
Consider the scenario depicted in Fig. 2 , where the laser and camera are located in L (red 'Â') and R (black 'Â'), respectively. For this simulation, there are two isotropic spheres of 1 cm in diameter. The considered voxel space is delimited by the blue lines in Fig. 2 , a 100 cm Â 100 cm square in the ðx; zÞ-plane.
In Fig. 3 , we provide the unfiltered and filtered NIB results. More specifically, Fig. 3a shows the unfiltered results, while Fig. 3b depicts the output of a Laplacian filter applied to the previous result.
The AEB backprojection results at the last iteration are depicted in Figs. 4a and 4b , whereas we show the MEB results in Fig. 4c and 4d . In both cases, the first iteration of the iterative algorithms corresponds to the results shown in Figs. 3a and 3b . Comparing the unfiltered results of the AEB (Fig. 4a) and MEB (Fig. 4c) to the NIB (Fig. 3a) , we can see that both algorithms provide improvements over the NIB. The AEB and MEB unfiltered results are similar, whereas -for the filtered results-the MEB provides a smaller target recovery area than the AEB. To obtain these results, we have removed the distance and Lambertian shading factors from the forward projection, while the backprojection algorithm Fig. 2 . Section 5.1 simulated scenario. The laser and camera origins are indicated with a red and black 'Â', respectively. The wall is parallel to the ðx; yÞ-plane; the laser and camera positions are indicated by red and black 'Á', respectively. The targets, two isotropic spheres, are represented by '' in magenta, whereas the voxel space is shown using a continuous blue line. 3. The algorithms were tested on a medium-high end computer (8 Intel Cores i7-4770, 32 GB RAM).
accounts for the distance factors only. If we were to include these, the noise at the edge of the slice tends to be amplified, leading to worse results from a visual point of view [17] .
In Table 1 , we provide the number of iterations, MSE between the results and the ground truth, as well as the run-time of the analyzed algorithms.
Scenario 2: "T"-Shaped Target
For this section, the scenario is depicted in Fig. 5 , where we assume that a laser and a camera are located in L (red 'Â') and R (black 'Â'), respectively. We consider a 38 cm by 42 cm "T"-shaped target placed 105 cm from the wall. As the considered voxel space, let us consider the diagonal slice shown in Fig. 5 , sliced parallel to the "T"-shaped target to consider its entire geometry.
The NIB results are shown in Fig. 6 . The iterative backprojection results are shown in Fig. 7 . If we compare the unfiltered results (Figs. 6a, 7a and 7c) , it is possible to see that both the AEB and MEB have provided an improvement over the NIB. The filtered results for the AEB reconstruction (Fig. 7b) are significantly less noisy than the non-iterative one (Fig. 6b) , whereas the filtered MEB reconstruction is poor (Fig. 7d) . Neither AEB nor MEB results can be further improved with the use of a Laplacian filter. To obtain these results, we have removed the Lambertian shading from both the forward and backprojection algorithms, for the same reason explained in Section 5.1.
In Table 2 , we provide the number of iterations, MSE between the results and the ground truth, as well as the run-time of the analyzed algorithms.
Despite their superior performance in the presence of noise, the error backprojection methods are difficult to use with real data. This is due to their sensitivity to bias in the data or in the light transport model. To illustrate this, in The laser and camera origin are indicated with a red and black 'Â', respectively. The wall is parallel the ðx; yÞ-plane and the laser and camera positions are shown using red and black 'Á', respectively. The "T"-shaped target is represented by 'Á' in magenta and the considered voxel space is depicted using blue lines. Figs. 8 and 9, we plot the results of the algorithms when the noisy dataset is embedded in ambient noise (simulated as a constant value added to each point in the dataset). To obtain these results, we have removed the Lambertian shading from the forward and backprojection algorithms. As it can be seen from Figs. 9a, 9b, 9c, and 9d, the error backprojection algorithms are able to provide some improvement over the non-iterative one. In this study case, the forward projection model is not accounting for the ambient background; namely there is a mismatch between the real forward projection model (dataset, ambient noise, multi-bounce noise) and the one assumed by the AEB (MEB) algorithm (dataset only), leading to the results shown in Fig. 9 . Since the addition of a constant background only contributes backprojection errors at low spatial frequencies, the Laplacian filter acts as a high pass filter. The resulting filtered backprojection remains essentially unaffected by the background. In Table 3 , we provide the number of iterations, MSE between the results and the ground truth, as well as the run-time of the analyzed algorithms.
Scenario 3: "V"-Shaped Target
Consider the scenario depicted in Fig. 10 , where the laser and camera are located in L (red 'Â') and R (black 'Â'), respectively. For this simulation, there is a "V"-shaped target and the considered voxel space is delimited by the blue lines in Fig. 10 , an 80 cm Â 80 cm square in the ðx; zÞ-plane. An occluder, not shown in the figure, blocks the line-ofsight of the laser and the camera, so the object is not on the transmitter-receiver pair's direct path.
In Fig. 11 , we provide the NIB unfiltered and filtered results. In Fig. 12 , we provide the AEB and MEB results. We can see that both algorithms provide improvements over a single backprojection result. Specifically, the AEB provides a clearer result in both the unfiltered and filtered cases. To obtain these results, we have removed the Lambertian shading factors from the forward and backprojection algorithms. In Table 4 , we provide the number of iterations, MSE between the results and the ground truth, as well as the run-time of the analyzed algorithms.
Note however that the recovery works well, because the forward model that we use to generate the original and reprojected datasets does not account for higher order multi-bounces.
APPLICATION TO REAL DATA
To evaluate the performance of the proposed algorithms using real data, we obtained the dataset from [17] , collected using the scenario shown in Fig. 13 .
Capture Setup
The light source is an ultra-fast laser (Amplitude Systems Mikan), which is able to generate 250 fs-long pulses, with a Pulse Repetition Frequency of 55 MHz and wavelength 1030 nm. The photon detector is a SPAD, with 20 ms active area and time jitter in the order of 30 ps. The detector is focused on a 1 cm 2 spot on the wall. The diameter of the lens is 25:4 mm and its focal length is 25:4 mm.
Through the use of galvanometer-actuated mirrors (indicated with L in Fig. 13 ), the light source sequentially strikes a set of predefined spots on the wall. Considering one laser spot, part of the light is first scattered throughout the scene, then hits the target, reflects back to the wall and, if it hits the wall within the patch the SPAD is focused on, is captured by the SPAD (marked as R in Fig. 13 ). As it can be seen from Fig. 13 , the considered targets are a small square patch (T 1 ), a 38 cm Â 41 cm letter "T" (T 2 ) and a square patch (T 3 ), all of them made of white material.
The captured data was taken considering M ¼ 185 laser spots on the wall, N ¼ 1 camera position, an exposure time of T et ¼ 1 s and total capture time T ct ¼ 300 s. 6.86 Fig. 13 . Experimental setup that was used in [17] . T 1 , T 2 and T 3 correspond to the three considered targets, as explained in Section 6.1. The laser and camera position are located in L and R, respectively. 
Results
For the reconstruction, we consider a 200 cm Â 90 cmÂ 40 cm volume, which wraps around the location of the targets. Considering a slice near the center of the reconstruction volume, we show the unfiltered results in Figs. 14a, 14c and 14e, for the NIB algorithm, AEB and MEB. It is possible to see that the AEB has improved over the non-iterative algorithm; specifically, the AEB is able to determine the presence of the targets and reduce part of the unwanted signals. The MEB is able to recover the targets as well; however, there seems to be less noise, with respect to the AEB (and the NIB). Note that the big patch, T 3 , is located below the cross section shown in the figure and is therefore not supposed to appear in the reconstruction slice that we have considered. In Figs. 14b, 14d and 14f, we show the filtered results. The MEB provides a less noisy result than the original backprojection and the AEB. To obtain these results, we have removed the distance and Lambertian shading factors from the forward project, while the backprojection algorithm accounts for the distance factors only, as in Section 5.1. If we were to include these, the noise at the edge of the slice tends to be amplified, leading to worse results from a visual point of view.
Although there is an improvement in the unfiltered results, the high frequencies are minimally affected by the iterative methods. This is due to the fact that the data used has a non-uniform background. This background light is coming from the laser pulse; it has been identified in [17] and is most likely due to light from a previous pulse that is still present in the room. The best way to remove this background is to lower the repetition rate of the laser. Unfortunately this is not possible on our current hardware.
Ref. [17] also provides a 3D rendering of the entire volume, achieved by applying the Laplacian filter, a global thresholding algorithm, to the entire volume and, finally, plotting the 3D volume with a rendering software. In Fig. 15 , we show the entire reconstructed volume for the NIB (Fig. 15a) , and the reconstructed volume for the AEB (Fig. 15b) and MEB (Fig. 15c) , using Chimera [32] as our rendering software. It can be seen that the AEB is able to provide a similar reconstruction of the letter "T" (T 2 ) and better reconstruction of the patch T 3 , whereas the MEB algorithm is able to decrease the size of the camera (R) and improve the reconstruction of T 1 and T 3 .
Both the filtered results in Fig. 14 and the volume reconstructions in Figs. 15b and 15c show little to no improvement w.r.t. to the non-iterative algorithms. However, it is important to note that the AEB and MEB algorithm work under the assumption that the considered forward model corresponds to the true forward model. However, the noise in the experimental dataset is mainly due to scattering from previous pulses (reflected from objects outside of the considered voxel space) as well as ambient light, which can be modeled as low frequency and non-uniform noise. This is a type of systemic noise and is not currently considered by our forward model. We have shown in Figs. 8 and 9 that our approaches are particularly sensitive to errors in the light transport model and data describing the laser and camera positions, p 1 ; . . . ; p M , and q 1 ; . . . ; q N , in the visible scene. In Table 5 , we provide the number of iterations reached and the run time of the algorithms applied to the entire volume (not just a single slice, as in Section 5). The scene has been dismantled and we do not have a rendering of the scene, so the MSE cannot be computed.
ERROR BACKPROJECTION AND ART
In this section, we provide a comparison between the proposed error backprojection methods and ART, considering a similar simulated scenario to that shown in Section 5.1, where we consider two isotropic spheres. Recall that our goal is to solve (10) . For the ART algorithm, we need to provide the light transport matrix, A A, and the dataset, s s. Furthermore, we utilize the AIR Tools MAT-LAB package [33] , [34] , which provides different implementations of the ART algorithm, such as classic, symmetric, and random Kaczmarz, column-action reconstruction technique (CART), and SIRT; in addition, it includes an implementation of the Landweber algorithm. Moreover, AIR Tools was designed with flexibility in stopping rules, bounding boxes, dimensions, and damping to avoid division by small element norms. An essential user-input is the relaxation parameter, , which influences convergence rates for ART and Landweber routines. Note that, in (27) , we have shown how the error backprojection algorithm is related to ART. Using our notation, the Landweber iteration can be written as
where is the aforementioned relaxation parameter. Since the size of A A increases linearly with increasing ðM; N; T Þ and the size of b b, we coarsen the laser and camera grid to M ¼ 25 laser positions and N ¼ 2 camera positions, as A A is explicitly stored in memory. For this scenario, we run the AEB algorithm, two instances of ART, namely CART and randomized-ART (r-ART), as well as the Landweber algorithm. For each of the selected algorithms, we show the recovered 2D slice, denoted by the blue lines in Fig. 16 . While the ART and AEB routines are structurally similar as discussed in Section 4, the AEB routine accounts for the distance factors, whereas the ART routines do not. The filtered reconstructions from both CART and r-ART are similar to filtered results obtained from the AEB, as it can be seen from the results shown in Fig. 17 . We see some variation in the presence of noise between the AEB and ART reconstructions despite the MSE being similar. The AEB reconstruction is qualitatively cleaner than the ART reconstructions, which has more noise outside of the expected elliptical path. While it appears that the Landweber reconstruction mimics the first, filtered iteration of the AEB routine, the concentration of voxels along the elliptical path creates visual ambiguity. The AEB routine had a faster run time than the ART and Landweber routines. In Table 6 , we provide the number of iterations, MSE between the results and the ground truth, as well as the run-time of the analyzed algorithms. The comparison shows that the AEB reconstruction approximates (1) with improved runtime and reconstruction resolution over comparable ART techniques.
CONCLUSIONS
NLOS imaging has attracted a lot of interest thanks to advancements in computer vision and inverse light studies, and several recovery algorithms have been developed to date.
In this paper, we have considered scenarios where we assume to acquire data using ultra-fast lasers and ultra-fast cameras and reconstruct the image around the corner exploiting a backprojection-based algorithm. We described and analyzed two possible iterative variations, which we called additive error backprojection and multiplicative error backprojection. We provided their functional implementation (which is memory and time efficient), as well as noted similarities with the algebraic reconstruction technique.
In our experiments, we have considered both simulated and real datasets. Results show that the algorithms have improved over the unfiltered, non-iterative one proposed in [6] , although the error backprojection algorithms are sensitive to errors in the assumed forward projection models. Future work should focus on acquiring real data using a laser with a lower repetition rate, and doing background subtraction (before applying the AEB or MEB), to decrease the errors in the light transport model. 
