The Fragile X mental retardation protein (FMRP) is involved in many cellular processes and it regulates synaptic and network development in neurons. Its absence is known to lead to intellectual disability, with a wide range of co-morbidities including 
Introduction
Our cognitive abilities depend to a large extent on the normal development and functioning of the neuronal networks in the brain. Genetic abnormalities that disturb the establishment of physiological neuronal connectivity lead to a variety of disorders, of which Fragile X syndrome (FXS) is an important example (Contractor et al. 2015) .
FXS is a frequent cause of autism and intellectual disability and it is caused by the absence of the FMR1 protein (FMRP), mostly due to promotor hypermethylation (Santoro et al. 2012) . The function of the underlying gene has been extensively studied and FMRP quickly became recognized for its pivotal role in many cellular processes, including translation, RNA transport, and stability (Penagarikano et al. 2007; Willemsen and Kooy 2017) .
However, despite over 20 years of research, it still remains elusive how the loss of FMRP affects brain connectivity. Abnormalities in both excitatory and inhibitory transmission have been reported in FXS. For instance, it has been proposed that the cognitive symptoms of the disease are due to the hyperactivation of group I metabotropic glutamate receptors (mGluR) (Bear et al. 2004 ). This theory has been confirmed in animal studies but the results in human clinical trials failed to meet the expectations (Dolen et al. 2007 ; Berry- Kravis et al. 2012) . In addition, a reduction in the γ -aminobutyric acid (GABA) pathway has been implicated in FXS and was hypothesised to play a role in specific aspects of its clinical presentation (D'Hulst et al. 2006; Gantois et al. 2006; D'Hulst and Kooy 2007; . Indeed, measurable effects on GABAergic currents could be demonstrated in patch-clamp in vitro experiments (Ligsay et al. 2017; Sabanov et al. 2017 ).
Other studies, performed at the (sub)cellular level, have examined structural neuronal connectivity in Fmr1 KO mice while focusing on abnormalities in the morphology of the dendritic spines. A higher dendritic spine density was observed in the cortex and hippocampus of Fmr1 KO adult mice (Galvez and Greenough 2005; McKinney et al. 2005) , although the opposite finding was also reported (Braun and Segal 2000) . Despite such apparent inconsistencies, most studies converge in suggesting that an immature dendritic spine phenotype and an abnormal synaptic connectivity are typical features of Fmr1 KO mice (reviewed by He and PorteraCailliau 2013) . Other studies focused on synaptic transmission and reported defects in presynaptic neurotransmitter release and/or on postsynaptic receptor sensitivity.
In this study, we focused on an intermediate level of organization of the nervous system in FXS mice, increasing the complexity of existing (sub)cellular assays: the level of a generic cortical microcircuit. By studying the electrophysiological correlates of cellular and synaptic abnormalities in FXS, we aimed to link together the known defects in synaptic transmission to the network activity. We further aimed to test the hypothesis that at different stages of network development, the balance between excitation and inhibition might be different. We finally employed a minimal computational model to support our conclusions on an overall dysfunctional network organization, consisting of alterations in both synaptic excitation and synaptic inhibition.
Materials and Methods
Neuronal cell cultures. Fmr1 knockout and wild-type colonies were generated by crossing females heterozygous for the Fmr1 mutation (B6.129P2-Fmr1 tm1Cgr /Ant backcrossed for more than 20 generations to C57BL/6 J) with knockout and C57BL/6 J wild-type (Charles River, Wilmington, MA, USA) males, respectively. Genotypes were determined by PCR on DNA isolated from tail biopsies (Bakker et al. 1994) . All animals were housed in groups of approximately 5 littermates in standard mouse cages under conventional laboratory conditions, i.e., food and water ad libitum, constant room temperature and humidity, and a 12:12 h light-dark cycle.
We employed newborn (male and female) C57BL/6J wild-type and Fmr1-KO1 mice, backcrossed on a Harlan C57BL/6J background strain for more than 20
generations, for neuronal primary cultures. We prepared cells as described previously (Pulizzi et al. 2016) , euthanizing the pups by rapid decapitation and closely following the international guidelines on animal welfare. All procedures were approved by the data processing was performed off-line, using custom-written MATLAB scripts (The MathWorks, Natik, MA, USA). Action potentials (APs) and network-burst detection was carried out using QSpike Tools (Mahmud et al. 2014) . Briefly, we determined the times of occurrence of AP by an adaptive peak-detection algorithm, following a bandpass filter (300-3000 Hz) of the raw electrical potential waveform recorded from each microelectrode. This algorithm identified as a putative AP each threshold-crossing event, exceeding five times the standard deviation of the background noise (Quiroga et al. 2004 ).
We identified network-burst as major synchronization events, each containing AP in at least 10% of active microelectrodes in a 1 ms time window, with an artificial refractory period for their detection of 50 ms. The on-and offsets of a burst were defined as the times around the burst peak activity, where the Gaussian-smoothed network-wide spike-time histogram (STH, estimated using bins of 1 ms) reached zero.
We derived basic statistics on burst occurrence frequency, duration and inter-burst intervals from these events. We further examined the time course of the firing rate during each burst (i.e. STH), in terms of spectral (dominant) frequency content following the burst peak, if present. We revealed the oscillatory frequency content in the offset phase of each burst, by pre-processing the data and individually aligning each burst prior to averaging, maximizing similarity, as described previously (Pulizzi et al. 2016 ). We performed frequency-domain analysis to extract the "dominant" frequency of the oscillation, by estimating the spectrogram of each STH. In detail, we employed the Fast Fourier Transform algorithm to extract the time-varying spectrum of frequencies contained in the STH, averaging over all bursts. We defined as the "dominant" component of the power spectrum the frequency corresponding to the highest peak in the spectrum, which exceeded the median value of the spectrum by at least three-fold. 
Statistics.
We verified the normality of the distribution of each acquired parameter by the Lilliefors test. For normal distributions, we showed data as mean ± standard error of the mean (SEM), and we assessed the statistical significance of differences between groups by a two-way ANOVA and post-hoc Fisher's procedure (Fig. 2) , t-test . In case of non-normal distributions, we used the median and the interquartile range for data presentation, and we assessed the statistical significance of differences between groups by a Mann-Whitney non-parametric test for two unpaired groups (Fig. 3) . Differences with a value of p < 0.05 (*), p < 0.01 (**) and of p < 0.001 (***) were considered significant.
Mathematical model. We employed a minimal mathematical model of a neuronal network (Wilson and Cowan 1972; Amit and Tsodyks 1991; Dayan and Abbott 2001; Pampaloni et al. 2018) to describe the mean firing rates ν E (t) and ν I (t) of excitatory and inhibitory neurons, reciprocally and recurrently connected. Following previous work La Camera et al. 2008; Gambazzi et al. 2010; Gigante et al. 2015) , we associated with each neuronal subpopulation a characteristic time scale
Following (Gigante et al. 2015) , the dynamical filtering effects of AMPAr-and GABAr-mediated synapses were included by replacing the presynaptic mean firing rate ߥ in eqs. 3-4 by their low-passed version
Equations 3-4 also included the effect of homosynaptic short-term synaptic depression at excitatory synapses by ‫ݎ‬ ா
, evolving in time as
The 
Results
To investigate circuit and cellular anomalies in an in vitro model of Fragile X syndrome, we prepared cortical cultures from Fmr1 knockout (KO) and wild-type (WT) control mice over seven distinct cell dissociation sessions, each leading to a series of cultures that we refer to as sister cultures. For monitoring and quantification of the electrical correlates of circuit dysfunction, we plated the cells on 62 substrateintegrated microelectrode arrays (MEAs; n = 37 for KO, n = 25 for WT) and cultured them for up to five weeks. We employed MEAs to non-invasively monitor extracellularly the coordinated electrical activity that spontaneously emerges in vitro.
Presented are pooled data across sister cultures and culture sessions. Single-cell intracellular experiments were performed by patch-clamp recordings on a total of 100 neurons, plated on 100 glass coverslips (50 for each genotype), as we quantified the passive and active cell membrane electrical properties and the identity, amplitude, and frequency of spontaneous synaptic currents.
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Mature KO neuronal networks were spontaneously more active than controls.
We followed over time the rate of spontaneous action potentials (i.e. the firing rate), detected across all microelectrodes of each MEA ( Fig. 2A) . We recorded the network activity at 7, 9, 14, 21, 28 and 35 days in vitro (DIVs) for at least 30 mins per MEA and day of experiment. We analyzed recordings obtained from a large number of MEAs, namely (KO) n = 29 for DIV7, n = 22 for DIV9, n = 25 for DIV14, n = 26 for DIV21, n = 9 for DIV28, and n = 10 for DIV35, and (WT) n = 25 for DIV7, n = 15 for DIV9, n = 25 for DIV14, n = 25 for DIV21, n = 25 for DIV28, and n = 18 for DIV35.
A well-known feature of cortical neuronal network development ex vivo is the spontaneous emergence of patterned electrical activity. Its evolution over time parallels the progression of network maturation, synaptogenesis, and pruning of synaptic connections (Kamioka et al. 1996; Marom and Shahaf 2002; Giugliano et al. 2004 ). Testing the hypothesis of whether the Fragile X network developed abnormal synaptic connections or displayed an altered maturation over time, we examined the rate of spontaneous action potentials over time. All networks displayed significant differences when their firing rate at early (i.e. DIV7-9) and late developmental stages (i.e. DIV14-35) were compared ( Fig. 2A) , confirming that both in KO and WT network development ex vivo occurs over a period of 2-3 weeks. However, while the firing rate in WT networks reached a peak at DIV21 and then decreased to a steadystate at DIV28-35, the firing rate in KO networks did not show any decrease after reaching its peak at DIV28 and it significantly exceeded the firing rate in WT from DIV21 onwards. This suggests that no refinement of the synaptic connections took place in KO, compared to WT.
More specifically, during the first two weeks in vitro, KO seemed less active than WT, but the difference was not significant (KO: 26 ± 3 at DIV7, 47 ± 5 at DIV9, 174 ± 18 spike/s at DIV14; WT: 42 ± 3 at DIV7, 70 ± 4 at DIV9, 197 ± 11 spike/s at DIV14). As time progressed, differences between genotypes became apparent: KO were less active at DIV21 than WT (KO: 167 ± 15 spike/s; WT: 208 ± 12 spike/s; p < 0.01) but later became more active (KO: 195 ± 17 at DIV28, 176 ± 12 spike/s at DIV35; WT: 121 ± 11 at DIV28, 111 ± 14 spike/s at DIV35; p < 0.01).
An in depth analysis of the data revealed that the spontaneous electrical activity was organized as irregular episodes of network-wide synchronized action potentials (APs) in both KO and WT networks (Fig. 1) . We refer here to these episodes as network bursts, defined as cases in which the APs detected at distinct microelectrodes of the same MEAs show a certain degree of temporal overlap with each other's (see the Methods section). Similarly to the firing rate, the burst rate is known to correlate with network development ex vivo (Ichikawa et al. 1993; Kamioka et al. 1996; Marom and Shahaf 2002) . Burst rate displayed significant differences as early (i.e. DIV7-9) and late stages (i.e. DIV14-21) were compared (p < 0.01; Fig. 2B ). Both KO and WT reached a peak in burst rate at DIV14, but KO networks maintained a higher rate of bursting at full maturity in vitro significantly exceeding the burst rate of WT. This suggest that network maturation was neither accelerated nor slowed down, but that mechanisms for the fine regulation of existing connections failed to intervene.
Specifically, during the first two weeks in vitro KO seemed less prone to synchrony than WT, although the differences were not significant (KO: 1.4 ± 0.1 at DIV7, 3 ± 0.3 at DIV9, 9 ± 0.8 burst/min at DIV14; WT: 1.9 ± 0.2 at DIV7, 4.4 ± 0.5 at DIV9, 9.4 ± 0.6 burst/min at DIV14). As time progressed, differences became significant: KO had lower burst rate at DIV21 than WT (KO: 5.8 ± 0.5 burst/min; WT: 7.05 ± 0.4 burst/min; p < 0.05) but had more than WT at DIV35 (KO: 5.5 ± 0.3 burst/min; WT:
3.6 ± 0.3 burst/min; p < 0.05). Fisher's least significant difference post-hoc test in the ANOVA was used in the analyses to assess significance: for Fig. 2A -B, the main effect for type (KO/WT) was not significant (p = 0.4), while the main effect for DIVs and the interaction between type and DIVs was significant (p < 0.05). Overall, these results indicate that the KO mature electrophysiological phenotype displayed signs of excitatory hyper connectivity, inhibitory hypoconnectivity, or cellular hyperexcitability.
Quantitative differences in network bursting throughout ex vivo development.
To extend our insight into the observed alterations, we next performed an extensive characterization of network bursting in KO and WT networks. We analyzed the distribution of burst duration, of number of APs per burst, and of inter-burst interval (Fig. 3) . Consistent with their definitions, burst duration and the number of APs per burst shared similarities in their evolution over time: at full maturity in vitro, KO networks generated longer bursts (Fig. 3A) , each composed of more numerous APs than WT (Fig. 3B) .
Specifically, during the first two weeks in vitro the median values for burst duration for KO and WT networks (KO: 386 at DIV7, 421 at DIV9, 225 ms at DIV14;
WT: 414 at DIV7, 266 at DIV9, 303 ms at DIV14) and for the number of APs per burst (KO: 710 at DIV7, 741 at DIV9, 812 at DIV14; WT: 1105 at DIV7, 899 at DIV9 725 at DIV 14) were not different. The distributions of the number of APs per burst were however significantly different at DIV7 (p < 0.01) and DIV9 (p < 0.05) in KO and WT, consistent with the low APs rates at the same age presented in Fig. 2A .
At full maturity in vitro (DIV28-35), both burst duration (p < 0.001) and the number of APs per burst (p< 0.001 at DIV28, p < 0.05 at DIV35) were significantly different between KO and WT ( Fig. 3A-B) , consistent with the higher APs rates in KO ( Fig. 2A) . Also, the median values were larger in KO than WT for burst durations (KO: 1297 at DIV21, 1156 at DIV28, 1297 ms at DIV 35; WT: 447 at DIV21, 390 at DIV28, 552 at DIV35) and for the number of APs per burst (KO: 2486 at DIV21, 2816 at DIV28, 3004 at DIV 35; WT: 1550 at DIV21, 1077 at DIV28, 1872 at DIV35).
The comparison of the distributions of inter-burst intervals in KO and WT ( Fig.   3C ) recapitulated the mean burst rate differences (Fig. 2B) , with KO networks being more active than WT. Specifically, during the first two weeks in vitro, the median values for inter-burst duration were higher for KO than WT networks (KO: 40 at DIV7, 25 at DIV9, 8 s at DIV14; WT: 26 at DIV7, 13 at DIV9, 5 s at DIV14), and the distributions were significantly different at DIV7 (p < 0.001) and DIV9 (p < 0.05). At full maturity in vitro (DIV28-35), the distributions were significantly different (p < 0.001 at DIV35; Fig. 3C ) with shorter median intervals in KO than in WT (KO: 12 at DIV21, 13 at DIV28, 12 s at DIV35; WT: 8 at DIV21, 13 at DIV28, 18 s at DIV35).
Taken together, these data indicate that perturbed intrinsic cellular mechanisms, underlying the termination of each burst, could also play a role in KO networks.
Qualitative differences in network bursting and intra-burst complexity.
An extended statistical characterization of burst durations and inter-burst intervals, by directly estimating and comparing the cumulative distribution functions (cdf) and the probability distribution densities, is shown in Figure 4A -B. The figure displays both quantities over time and outlines the qualitative differences of bursting in KO networks and WT controls.
With regards to burst duration, during the early stage of development ex vivo KO and WT networks initially generated similar bursts. However, starting from DIV14, the distribution of burst duration became bimodal in KO networks and skewed towards higher values (after DIV21), while remaining unimodal in WT. This indicates that both long and short bursts coexisted, and their longer bursts ultimately took over.
Indeed, at DIV35 the distributions for KO and WT again turned into unimodal profiles, although they were still quantitatively different to KO networks generating longer bursts. For example, at 7DIV a randomly chosen burst from KO networks likely had a similar duration of a burst taken randomly from WT. Instead, by DIV28-35 the majority (>75%) of the bursts from KO networks were longer than a smaller fraction of bursts (<25%) from WT. This is apparent in the sample trains of APs (Fig. 4C-D) detected simultaneously across distinct microelectrodes of the MEAs and visualized as raster diagrams, over 50 s of recordings.
When we examined the inter-burst interval distribution, we found that the opposite sequence of events took place: until DIV21, KO and WT networks generated bursts with unimodal distributions and with KO networks first generating bursts less frequently than in WT (DIV7-14) and then with comparable frequency (DIV21).
However, from DIV28 onwards, KO networks generated a bimodal distribution of inter-burst intervals, with WT networks only having a weak trend to perform the same. This is apparent in the raster plots (Fig. 4C-D) , where successive bursts in KO were separated alternatively by short or long pauses. Indeed, only in KO networks short inter-burst intervals were equally frequent than the longer intervals.
Taken together, these results indicate that a dysfunction of the intrinsic mechanisms underlying burst termination is unlikely, and that network excitability as sustained by excitatory and inhibitory connectivity may be occurring. The emerging picture is that episodic neuronal synchronization in KO networks was associated with more complex phenomena than in WT. For this reason, we examined in greater details the time course underlying the instantaneous rate of APs, during each network synchronization (Fig. 5) . We found that each burst could be distinguished in an early and a late phase, which were previously attributed to intrinsic and synaptic mechanisms, respectively (Pulizzi et al. 2016 ). The early phase was characterized by a sudden, exponential, increase over time of the instantaneous firing rate, in both KO and WT networks (not shown). At DIV35, we found substantial qualitative differences in the late phase of the bursts, persisting for KO networks for several seconds (Fig. 5C-D) . As the power spectrum of the late phase was estimated (Fig. 5E-H) , we found in KO but not in WT a prominent intra-burst oscillation of the instantaneous firing rate. Starting several hundreds of milliseconds from the burst profile peak amplitude, such oscillatory activity was clearly dominated by beta-band power (~18 cycle/s; in 8 out of 10 MEAs) and it was completely absent in WT (10 out of 10 control MEAs). These results suggest that in KO, the synaptic mechanisms underlying network excitability are significantly altered compared to WT, with a new dynamical regime emerging during the late component of the bursts.
Altered single-neuron passive properties and excitability.
To rule out the hypothesis that major single-cell intrinsic alterations in KO were responsible for the network-level abnormalities observed, we performed whole-cell current-clamp recordings from the soma of KO and WT cultured neurons. In these experiments, the cellular phenotype can be separated from the network complexity, as a single cell at that time is under the control and observation of the experimenter. We then first examined the passive electrical properties of the cells, by determining their membrane time constant. This was quantified by standard methods, upon fitting an exponential function to the membrane potential trajectory, as it recovered to the resting membrane potential, after a brief hyperpolarizing current pulse (Fig. 6A) . We found no significant differences between KO and WT neurons, during early stages of development (DIV7-14). However, at DIV21-28, KO neurons were significantly slower in recovering to their resting membrane potentials (p < 0.05 at DIV21 and p < 0.001 at DIV28; n = 10 for KO and n = 10 for WT). These data suggest that the integrative properties of the neuronal membrane in KO are less prominent than in WT, which is at odds with the hypothesis of intrinsic cellular hyperexcitability.
We found no differences between KO and WT neurons in terms of their apparent input resistance (Fig. 6B ) and resting membrane potential (Fig. 6C ), which were in physiological ranges throughout the development ex vivo. These results then further support that KO cells are not more excitable than WT.
To investigate the intrinsic excitability directly, we examined the generation of a train of action potentials in KO and WT, studying the ability of individual cells to respond to the injection of depolarizing DC current pulses. No significant differences were found in the values of the rheobase current (not shown), which is the minimal current amplitude to elicit regular AP firing, with the exception of the values at DIV21 (KO: 107 ± 10 pA; WT: 160 ± 15 pA; p < 0.05). The AP responses were first quantified in terms of the spike-frequency adaptation index (Fig. 6D) , i.e. upon dividing the duration of the last inter-spike interval of the train by the duration of the first. At DIV28, KO neurons had a significantly larger adaptation index (p < 0.01; n = 8 for KO and n = 8 for WT), implying an overall reduced propensity to fire APs at high frequency. This was confirmed by investigating the AP frequency versus current amplitude curves (Fig. 6E-H) , where at DIV28 a much slower slope of the curve was apparent in KO than WT neurons, while sharing similar rheobase currents (KO: 92 ± 11 pA; WT: 160 ± 34 pA; p = 0.14).
Finally, we examined the average AP shape during maturation and found that it was not significantly different until DIV21. Indeed, at DIV28 a slower repolarization characterised the AP shape in KO neurons than WT, representing a hallmark for a weaker reset of the membrane potential during repetitive AP firing. This observation is consistent with the less steep AP frequency-current curve (Fig. 6H) . These results indicate that KO cells are not more excitable than WT, suggesting that synaptic and not intrinsic cell properties underlie the network abnormalities.
Quantitative differences in synaptic currents underlying bursting.
We then hypothesised that the observed alterations ( Fig. 2-4) were associated with an unbalance of excitatory versus inhibitory synaptic transmission. To directly test this hypothesis, we performed voltage-clamp experiments and electrically isolated spontaneous excitatory (n = 8 for KO and n = 8 for WT, for each DIV) and inhibitory currents (n = 8 for KO and n = 8 for WT, for each DIV) (Fig. 7C,G) , upon matching by the holding potential the Nernst equilibrium potential of AMPA/NMDA receptors and or GABA A receptors, respectively. This makes it possible to electrically "cancel" alternatively the excitatory or inhibitory components of spontaneous synaptic transmission.
When the frequency of spontaneous excitatory and inhibitory postsynaptic currents (sEPSC and sIPSC) was studied (Fig. 7A,D) , we observed that KO neurons received on average more sEPSC per unit of time than WT (KO: 0.42 ± 0.12 at DIV7, 3.54 ± 1.28 at DIV14; 2.67 ± 0.59 at DIV21, 5.3 ± 2.55 Hz at DIV28; WT: 0.19 ± 0.08 at DIV7, 2.13 ± 0.61 at DIV14, 1.4 ± 0.41 at DIV21, 3.49 ± 1.03 Hz at DIV28; Fig. 7A ), although these differences were not significant. Instead, for sIPSC the difference between KO and WT neurons was highly significant (p < 0.05 at DIV7, p < 0.01 at DIV14-28). Specifically, during early stages of development ex vivo, KO neurons received significantly more sIPSC per unit of time than WT, while at DIV28 significantly less sIPSC than WT (KO: 0.001 ± 0.0 at DIV7, 1. ± 0.28 at DIV14, 1.25 ± 0.26 at DIV21, 0.03 ± 0.01 Hz at DIV28; WT: 0.02 ± 0.01 at DIV7, 0.14 ± 0.02 at DIV14, 0.30 ± 0.08 at DIV21, 0.15 ± 0.04 Hz at DIV28; Fig. 7D ).
While the frequency of sEPSC and sIPSC is highly correlated with network-wide bursts (Fig. 2-4) , their mean amplitude is proportional to the efficacy of synaptic transmission (Fig. 7B,E) . We then found that during early stages of in vitro maturation, sEPSC amplitudes were on average significantly weaker in KO neurons than WT (p < 0.01, DIV14-21). Instead, at DIV28 we observed the opposite phenomenon, as KO neurons received stronger sEPSC than WT controls (KO: 26±6 at DIV7, 59 ± 8 at DIV14, 85 ± 12 at DIV21, 47 ± 4 pA at DIV28; WT: 22 ± 3 at DIV7, 131 ± 23 at DIV14, 149 ± 30 at DIV21, 28 ± 4 pA at DIV28; Fig. 7B ).
Instead, sIPSC amplitudes were always significantly weaker (p < 0.01 at DIV14 and p < 0.05 at DIV21-28) in KO neurons than WT (KO: 33 ± 10 at DIV7, 54 ± 9 at DIV14, 87 ± 17 at DIV21, 83 ± 10 pA at DIV28; WT: 39 ± 20 at DIV7, 247 ± 57 at DIV14, 200 ± 38 at DIV21, 161 ± 27 pA at DIV28; Fig. 7E ).
Finally, the charge transfer associated with sEPSC and sEPSC could be estimated by the area below their trajectories. Figure 7F summarises our findings, showing significant differences at DIV7 (p < 0.01) and DIV28 (p < 0.001) between KO neurons and WT controls. Specifically, in KO neurons the total charge transferred by excitatory synapses was on average always larger than the one transferred by inhibitory synapses, while for WT neurons inhibition prevailed at DIV28 (KO: 7.68 ± 2.31 at DIV7, 1.18 ± 0.25 at DIV14, 1.31 ± 0.41 at DIV21, 3.12 ± 1.42 at DIV28; WT:
2.72 ± 0.86 at DIV7, 1.31 ± 0.43 at DIV14, 1.62 ± 0.37 at DIV21, 0.28 ± 0.09 at DIV28). Taken together, these results indicate that KO networks are characterised by more numerous or more effective excitatory synaptic connections and by less numerous or less effective inhibitory synaptic connections than in WT.
A minimal mathematical model reproduces network bursting alterations.
In a synthesis effort, we designed and simulated a mathematical model of neuronal networks (Fig. 8) . We aimed to explain the observed electrophysiological phenotypes in KO and WT, in the simplest qualitatively terms and upon linking synaptic properties to network-level observables. The model considers the interplay between two distinct mechanisms: a positive feedback, arising from recurrent excitatory connections, and a negative feedback, related to cellular and synaptic fatigue. From this model, we found that such an interplay is responsible for the irregular bursting (Fig. 8B-C) , which occur as a robust emerging phenomenon without fine tuning of the model parameters. Interestingly, as soon as the inhibitory connections were downregulated in number and efficacy, the inter-burst intervals decreased, bursting became more regular, and the duration of each burst increased, as shown in Figs. 2-4.
When excitatory connections were further increased ( Fig. 8D-E These results indicate that an alteration in the balance of excitatory-inhibitory connection efficacies is sufficient to explain the network-level electrical disturbances observed in KO.
Discussion
We studied an in vitro model of Fragile X syndrome, suitable for longitudinal investigation of network properties and for cellular and synaptic detailed analyses.
We first observed a clear alteration in the spontaneous firing in KO networks compared to WT, which displayed progression towards a mature activity pattern through time. Prior to DIV5, isolated APs were fired asynchronously across the culture. Later, regular occurrence of bursts of synchronised APs emerged and evolved, over the following 2-3 weeks, into a more complex pattern (Kamioka et al. 1996; Wagenaar et al. 2006; Golshani et al. 2009 ). As spontaneous electrical activity mirrors cellular maturation and synaptogenesis (Ichikawa et al. 1993; Kamioka et al. 1996; Marom and Shahaf 2002; Giugliano et al. 2004 ), we monitored the activity of our networks by MEA, and we obtained a direct insight into the maturation of the synaptic connectivity.
Fmr1 KO networks displayed shorter, sparser and rarer bursts at early development and longer, denser and more frequent ones at the matured stage, compared to WT. Despite obvious differences from in vivo intact cortical activity, our findings reconcile the observations of (Hays et al. 2011 ) and (Gonçalves et al. 2013 ) of prolonged cortical "up states" observed in Fmr1 KO mice only after 3 weeks of age and not earlier, as our bursting may be considered a simpler correlate of the activity in the intact cortex. In our experiments, significant alterations of network bursting arose after 3 weeks in vitro and were detected at DIV28.
Our main observation is that Fmr1 KO networks were hyperactive, in line with previous reports (Gonçalves et al. 2013; Rotschafer and Razak 2013; Scharkowski et al. 2018) . These alterations in network activity occurred mostly after maturity in vitro and were associated with non-trivial electrophysiological characteristics. These could not be attributed to alterations in intrinsic cellular excitability, as single-cell experiments did not reveal any differences contributing to enhancing cellular responsiveness to external inputs. Therefore, the observed abnormalities arose from alterations in synaptic transmission and in synaptic connectivity. We previously reported hyper-connectivity of excitatory neurons in the developing intact cortex of Fmr1 KO mice and that this feature was spontaneously reversed to physiological levels after 4-5 weeks of development (Testa-Silva et al. 2012 ). In addition, we note that a higher cortical dendritic spine density had been observed in Fmr1 KO adult mice (McKinney et al. 2005 ) and a delay of spine maturation in FXS was also reported (Cruz-Martin et al. 2010 ). Thus, we conclude that a hyper connectivity of glutamatergic connections is likely to characterise our in vitro circuits. We cannot rule out that by prolonging our experiments in time, we would also have observed a reversal of the hyperactivity, although the health and the long-term survival of cell cultures could then act as a confounding factor. However, even if Fig. 2A apparently indicates a delayed maturation in KO compared to WT, the rate of network bursts did not show the same delay (Fig. 2B) . Bursting rather than APs firing is a better correlate of network maturation (Kamioka et al. 1996; Marom and Shahaf 2002) . For this reason, we interpret our results as a developmental failure to downregulate the network excitability into physiological regimes, rather than a delayed connectivity maturation as in vivo. As in FXS both (sub)cellular mechanisms are likely to be disrupted, intervention strategies to correct them all might benefit from the advantages offered by our networks plated on MEAs, aiming at ultimately rescuing a physiological phenotype by pharmacology.
In our single-cell experiments, we did not observe significant functional differences in the excitatory transmission after the first week of development (Fig. 7A-B) , despite reports on spine length and density abnormalities (Nimchinsky et al. 2001 ) and in AMPA/NMDA ratio differences (Harlow et al. 2010 ) during early cortical synaptogenesis. Besides an overexpression of excitatory currents, we also attribute synaptic abnormalities to a downregulation of GABAergic transmission, given the disruption of the excitation-inhibition balance and the substantial disruption in frequency and amplitude of spontaneous inhibitory postsynaptic currents (Fig. 7D-G) .
In fact, inhibitory transmission was dramatically altered, breaking down at DIV28 and thus was directly responsible for altering recurrent activity and transforming it into an intense hyper active regime (Chagnac-Amitai and Connors 1989).
As GABA is crucial for proper network maturation and wiring (Akerman and Cline 2006; Wang and Kriegstein 2008) , deficits in GABAergic signalling may explain the lack of excitatory activity detected at DIV14-21. At that time, inhibitory events in KO networks had decreased amplitude and increased spontaneous frequency compared to WT. All these findings might not only indicate AMPA receptor internalization (Nakamoto et al. 2007 ), but also a reduced amount of GABA A receptors or their lower sensitivity. These could indeed be the direct result of an under expression of multiple subunits of the GABA A receptors (D'Hulst et al. 2006; , which in WT acted as a dynamic negative feedback for the burst termination.
With regards to the overall network wiring, as for in vivo cortical "up states" in vitro bursting is also the direct result of recurrent synaptic connectivity (Marom and Shahaf 2002; Giugliano et al. 2004) . Our findings on the disproportional spontaneous activity in Fmr1 KO networks are unlikely to be caused by an excess activation of the group I glutamate metabotropic receptors (mGluR5) (Hays et al. 2011 ) as the mathematical model replicated the complexity in burst shape upon alteration of fast (i.e. AMPA/GABA) not slow synaptic coupling mechanisms. Besides the efficacy of excitatory and inhibitory synaptic transmission, intrinsic cell excitability could have played a role in determining KO network activity, e.g., affected by a reduced expression of Kv4.2 potassium voltage-gated ionic currents (Gross et al. 2011 ).
However, while such reduced expression was likely the cause of the differences in the AP shape at DIV28 (Kim et al. 2005) (Fig. 6L) , we did not consider it as a major contributor to network hyperactivity in our experiments, as the APs frequency versus current intensity f-I curve of KO neurons displayed a less steep profile than in WT (Fig. 6H) , and not vice versa. This might be the result of the cumulative inactivation of sodium currents (Fleidervish et al. 1996) whose persisting effect decreased excitability and it is not removed by strong hyperpolarizing potassium currents (Pampaloni et al. 2018) in KO compared to WT. Alternatively, the significantly lower slope of the APs frequency versus current intensity curves reported here at DIV28 (Fig. 6H ) might be the result of a homeostatic attempt to compensate for the disruption of the excitatoryinhibitory balance (Fig. 7F ) and of putative hyper-connectivity. Indeed, the balance between voltage-gated depolarizing and repolarizing ionic currents (e.g. sodium fastinactivating currents, calcium-currents, delayed rectifier currents, etc.) regulate intrinsic cellular excitability and is also a known regulator of network activity (Turrigiano 2011) .
The clear findings of oscillatory intra-burst activity in the beta-power frequency range in KO but not WT networks were unexpected. Previous mathematical work (Pulizzi et al. 2016) suggests that the interplay between excitation and inhibition might be responsible for these oscillations. An altered balance between excitation and inhibition could therefore have manifested itself in the oscillations, which are interestingly reminiscent of an in vivo (EEG) biomarker of another autism spectrum disorder syndrome with aberrant GABA A activity (Frohlich et al. 2016) . However, an alternative hypothesis for this oscillatory activity may come from the known dysregulation of short-term synaptic plasticity in Fragile X (Testa-Silva et al. 2012 ).
Indeed, computer simulations (Masquelier and Deco 2013) support the emergence of a complex bursting activity profile from the interaction of time-scales of distinct adaptation mechanisms, including short-term synaptic depression and facilitation. In our model, we could qualitatively replicate those slow intra-burst oscillations in the absence of any inhibition, suggesting an interplay between glutamatergic synaptic transmission and the negative feedback mechanisms underlying burst termination. In the model, this was explained however only as a consequence of a decrease in the number and strength of inhibitory synaptic connections and of an increase in the number and strength of the excitatory synaptic connections.
Conclusions
Our study demonstrates that loss of Fmr1 in neurons results in impairments at multiple levels of circuit organization, largely involving both excitatory and inhibitory transmission and to a much lesser extent single-cell excitability. These alterations manifested themselves in complex forms at the network level, indicating that any therapeutic intervention might require timely and precise pharmacological modulation of synaptogenesis and of synaptic transmission during network formation in order to recover the WT phenotype in vitro. The experimental model of a disease "in a dish" that we employed, despite its obvious limitations in comparison to in vivo electrophysiology and molecular biology, might easily allow extensive screening of therapeutic strategies while accessing an easy to monitor quantitative observable such as the electrical phenotype of the network as a whole. (Fig. 1) . The mean rate of firing (A) recapitulates, in both Fmr1 KO and WT networks, a well-known progression over five weeks of in vitro development: the MEA microelectrodes detect significantly less events at DIV7-9 than at older stages. At DIV21, KO (black bars) and WT (white bars) significantly differ (p < 0.01).
While WT show a characteristic decrease in the mean firing rate after DIV21, KO networks retain a higher rate that was significantly different than controls. Comparable observations are obtained when the mean rate of burst synchronization (B) is quantified. Both KO and WT networks generate more bursts at DIV14-21 than at DIV7-9 (p < 0.01). However, while WT display a characteristic decrease in the mean burst rate after DIV14, KO shows a persisting higher mean bursting rate at full ex vivo maturity (DIV35; p < 0.05). Data are displayed as mean ± SEM. At full ex vivo maturity (>DIV28), KO networks display (A) significantly longer bursts (p < 0.001). Consistently, at full maturity KO bursts contain considerably more spikes than controls (p < 0.001 at DIV28 and p < 0.05 at DIV35) (B), but they contain less spikes than WT during network maturation (p < 0.01 at DIV7, p < 0.05 at DIV9).
Extending the analysis of Fig. 2B , both KO and WT display (C) a progressive shortening of the inter-burst intervals over time. However, KO inter-burst intervals are significantly longer than in WT during network maturation (p < 0.001 at DIV7, p < 0.05 at DIV9). At full maturity, KO networks have significantly shorter inter-burst intervals than WT (p < 0.001 at DIV35). weeks in vitro, the analysis of burst durations reveals (A) the appearance of long bursts at DIV14 in KO networks in addition to short ones, as the distribution becomes bimodal. This is apparent as an additional peak in the probability density, which, from DIV21 onwards, dominates the distribution. The analysis of the inter-burst intervals (B) reveals the appearance of short intervals at DIV28, in addition to longer ones. This reflects the existence of a complex burst profile (Fig. 5) and it is apparent as an additional peak in the probability density, which remains bimodal until DIV35. Visual inspection of 50 s long sample spike-trains, detected across the MEAs and represented as raster plots in control (C) and KO networks (D), confirms that at full maturity (>DIV28) KO networks generate longer and more complex bursts. 
