Introduction
In this paper we look at (λ, µ)-tableaux for λ, µ compositions of n such that λ ′ = µ ′′ . Note that such tableaux already appear in [8, §2] . We associate to certain elements of the symmetric group a standard (λ, µ)-tableau in a way such that the rows of these tableaux correspond to decreasing subsequences and its colums to increasing subsequences that occur in the second row of the two-row form of these elements. The aim is then to determine the Robinson-Schensted tableaux for these elements and hence the cells in which they belong. The idea to study these subsequences was introduced in [15] and extended in [7] , see also [4] or [14] for a detailed description of the relation between such subsequences and Robinson-Schensted tableaux.
Using the (λ, µ)-tableaux we define some elements in the symmetric group which we call w λ,µ . It turns out that these elements occur as elements of minimum length in certain double cosets of parabolic subgroups. Using the w λ,µ and their prefixes we are able to describe certain cells in the symmetric group by giving a reduced expression for every element in such a cell. These are cells associated to longest elements of parabolic subgroups or cells which are closely related to those. In fact we show that these cells can be obtained one from the other by performing a simple transformation. One of the key results in achieving this description of the cells is Theorem 4.16 in which we exploit the subsequence structure of the elements in these cells in order to obtain a precise description of the Robinson-Schensted insertion process for these elements and hence of their corresponding pair of tableaux.
Finally we give some relations of the w λ,µ with Specht modules as defined in [3] and hence generalize in the case of a composition some of the results in [13] that relate, in the case there is an underlying partition, Specht modules and cell modules.
Preliminary results
Let (W, S) be a Coxeter system corresponding to a Weyl group W and let l be the associated length function. We recall some basic notions concerning Weyl groups and the associated Hecke algebras.
2.1
For each element w ∈ W , the left descent set, L(w), and the right descent set, R(w), are defined by L(w) := {s ∈ S : l(sw) < l(w)} and R(w) := {s ∈ S : l(ws) < l(w)}.
2.2
For each subset J ⊆ S, the subgroup W J generated by J is called a standard parabolic subgroup of W . It has a Coxeter system (W J , J). Its length function l J is that induced from l. It has a unique longest element w J . By tradition, w 0 is written for w S .
2.
3 Let x, y ∈ W . We say that x is a prefix of y if y = s 1 s 2 . . . s p where s i ∈ S for i = 1, . . . , p, p = l(y) and x = s 1 s 2 . . . s r , for some r ≤ p. The prefix relation corresponds to the weak Bruhat order in [3] .
2.4
There is a special set of right coset representatives X J associated with each parabolic subgroup W J . An element of X J is the unique element of minimum length in its coset. Moreover, if w = vx where v ∈ W J and x ∈ X J then l(w) = l(v) + l(x). Also, X J = {w ∈ W : L(w) ⊆ S − J} and, if d J denotes the longest element in X J , then X J is the set of prefixes of d J . (See [6, Proposition 2.1.1 and Lemma 2.2.1]).
The Hecke algebra H corresponding to (W,
], where q is an indeterminate, has a free A-basis {T w :w ∈ W } and multiplication defined by the rules (i) T w T w ′ = T ww ′ if l(ww ′ ) = l(w) + l(w ′ ) and (ii) (T s + 1)(T s − q) = 0 if s ∈ S. The basis {T w : w ∈ W } is called the T -basis of H. (See [9] ).
2.6
H has a basis {C w : w ∈ W }, the C-basis, whose terms have the form C y = x≤y (−1) l(y)−l(x) q 1 2 l(y)−l(x) P x,y (q −1 )T x , where P x,y (q) is a polynomial in q with integer coefficients of degree ≤ 1 2 (l(y) − l(x) − 1) if x < y and P y,y = 1. In the preceding sentence, we use ≤ to denote the (strong) Bruhat partial order on W and we write x < y if x ≤ y and x = y. If the degree of P x,y (q) is exactly 1 2 (l(y) − l(x) − 1), we write µ(x, y), and µ(y, x), for its leading coefficient, which is a nonzero integer. For all other pairs x, y ∈ W , we set µ(x, y) = 0.
In [9, 2.3ac ], the multiplication of C-basis elements by T s , s ∈ S is described and is as follows,
There are two reflexive transitive relations (preorders), ≤ L and ≤ R , defined on W using the C-basis. The preorder ≤ L is generated by all statements of the form: x ≤ L y if C x occurs with nonzero coefficient in the expression of T s C y in the C-basis, for some s ∈ S. The preorder ≤ R is defined similarly, taking C y T s instead of T s C y in the preceding sentence.
A third preorder ≤ LR is defined using the previous two preorders: x ≤ LR y if there is a sequence of elements x 0 = x, x 1 , . . . x r = y of W such that for each integer i,
∼ L , ∼ R and ∼ LR are the equivalence relations generated by ≤ L , ≤ R and ≤ LR , respectively. Their equivalence classes are called left cells, right cells and two-sided cells, respectively. It is immediate that two-sided cells are unions of left-cells which are also unions of right cells.
We write x < L y if x ≤ L y and x ∼ L y. The relations < R and < LR are defined similarly. (See [9] ).
2.8
There is an automorphism j of H defined by y∈W a y T y j = y∈W a y (−q −1 ) l(y) T y , where a → a is the automorphism of A defined by q (see [9, p.166] ). This automorphism is used to relate the C-basis of H to another basis {C ′ w : w ∈ W } known as the C ′ -basis, which may be defined by C
H, a fact that we will need later on.
For w ∈ W , let M w andM w denote the H-modules with A-bases {C y : y ≤ R w} and {C y : y < R w}, respectively, and let S w = M w /M w . Then S w is a Kazhdan-Lusztig cell module and affords the cell representation corresponding to the right cell containing w. Note that C w H is a submodule of M w . We see from 2.9 that, if w = w J for some J ⊆ S, then C w H = M w .
It will be convenient on occasion to extend the scalars of the algebras under consideration. Let R be any commutative ring with 1 and let A → R be a ring homomorphism. With each A-module M, we have an associated R-module R⊗ A M, which we will denote briefly as M R . In particular, we obtain an R-algebra H R and Kazhdan-Lusztig cell modules S R,w = R ⊗ S w . We will use F to denote any field containing the field of fractions Q q 1 2 of A, and assume that the homomorphism A → F is inclusion.
2.10
Two subsets J and K of S are in the same Coxeter class if w −1 Jw = K for some w ∈ W .
In section 5 we will need Lemma 2.12 below in the special case when W is the symmetric group. Note that the proofs of (i) and (ii) in Lemma 2.12 are elementary where as for part (iii) we need to use 2.11. In fact the extent we use 2.11 in this paper is in section 5 in the case W is the symmetric group. In Lemma 2.12 we establish certain isomorphisms between some of the H-modules already defined. It is easily seen that the corresponding isomorphisms hold when the ring of scalars A is replaced by any field containing the field of fractions of A.
2.11
For x, y ∈ W , if x ≤ R y and x ∼ LR y, then x ∼ R y. See [11, 6.3] and also [5] for a more elementary proof of this result in the case W is the symmetric group. Lemma 2.12 (Compare [3, 4.3] .) Let J and K be subsets of S. If J and K are in the same Coxeter class then (i) w J and w K are in the same two-sided cell of W ,
Proof. Of all elements w satisfying w
(i) is then immediate from the above observation.
(ii) By 2.9, M w J = C w J H and M w K = C w K H. Hence, we may define a mapping
(iii) With θ as defined in (ii), it is easily seen using 2.11 thatM w J θ =M w K . It follows that the isomorphism θ induces an isomorphism between S w J and S w K .
Subsequences and (λ, µ)-tableaux
Throughout this section, W will denote the symmetric group S n acting on {1, . . . , n} on the right where n is a fixed natural number. Let S = {s 1 , . . . , s n−1 }, where s i is the transposition (i, i + 1), and let the corresponding Coxeter graph be
The longest element of W is the permutation in which i → n + 1 − i.
3.1
We associate with W the fundamental system of roots
S denote the set of positive roots of the system associated with Π S . For each J ⊆ S, we have a corresponding subsystem Π J of Π S , which is the fundamental system for the standard parabolic subgroup W J . It then follows from [2, 2.
We will describe elements of W in different forms: as words in the generators s 1 , . . . , s n−1 , as products of disjoint cycles on 1, . . . , n, and in two-row form in which an element in the lower row is the image of an element in the upper row. If, in the latter form, the upper row consists of the numbers 1, . . . , n in their natural increasing order, we will refer to the lower row as the row-form of the permutation.
If w ∈ W , and U = (u 1 , . . . , u t ) is any sequence with entries in {1, . . . , n}, let Uw be the sequence (u 1 w, . . . , u t w). We call Uw the image of U via the action by w.
A composition λ = (λ 1 , λ 2 , . . . , λ i , . . . , λ r ) of n is a sequence of positive integers with
. . ≥ λ r > 0, we say that the composition λ is a partition.
If λ, µ are compositions of n, write λ µ if, for all j, 1≤i≤j λ [3] ). If λ µ and λ = µ, we write λ ⊲ µ. Note that λ ⊲ µ if and only if
There is a natural bijection between the subsets J of S and the set of compositions of n. Suppose that λ = (λ 1 , λ 2 , . . . , λ r ) is a composition of n. It will be convenient to define an auxiliary sequenceλ 0 ,λ 1 , . . . ,λ r . Setλ 0 = 0,λ r = n,λ i = λ i +λ i−1 for i = 1, . . . , r − 1. Then, the subset J(λ) of S which corresponds to the composition λ of n under this bijection is J(λ) = S − {sλ 
}.
The subgroup of W given by s i :λ j−1 < i <λ j , some j ∈ {1, . . . , r} is the standard parabolic (Young) subgroup W J(λ) of W .
The longest element w J(λ) of W J(λ) can be described in two-row form by
Next we give some definitions.
Let λ = (λ 1 , . . . , λ r ) and µ = (µ 1 , . . . , µ r ′ ) be compositions of n with µ ′ = λ ′′ . Thus, r is the largest part of µ and r ′ is the largest part of λ.
Let π be a permutation of 1, . . . , r ′ such that µ jπ −1 = λ ′ j for j = 1, . . . , r ′ . Note that π is not necessarily unique.
The (λ, µ)-diagram is the set of places {(i, j) : jπ ≤ λ i }, where i denotes the row number from the top and j the column number from the left. If (i 1 , j 1 ) and (i 2 , j 2 ) are places of the (λ, µ)-diagram with i 1 < i 2 and j 1 < j 2 then either (i 1 , j 2 ) or (i 2 , j 1 ) is also a place.
A (λ, µ)-tableau is a bijection from the (λ, µ)-diagram to {1, . . . , n}. A (λ, µ)-tableau is row-standard if it is increasing on rows, column-standard if it is increasing on columns, and standard if it is increasing on rows and columns.
Note that such diagrams and tableaux already appear in [8, §2] .
S n acts on the set of (λ, µ)-tableaux in the obvious way-if w ∈ S n , an entry i is replaced by iw and t * w denotes the tableau resulting from the action of w on the tableau t. This * -action on (λ, µ)-tableaux is a natural extension of the action by letter permutations of Dipper and James in [3, p.21].
We construct two special (λ, µ)-tableaux t λ,µ and t λ,µ . Let t λ,µ be obtained by filling in the (λ, µ)-diagram with 1, . . . , n by rows and let t λ,µ be obtained by filling in the (λ, µ)-diagram with 1, . . . , n by columns. We define an element w λ,µ ∈ S n by t λ,µ * w λ,µ = t λ,µ .
We illustrate these concepts with an example: λ = (1, 4, 2, 4) and µ = (2, 3, 4, 2). So,
The places with first component 1 form the set {(1, j) :
The (λ, µ)-diagram may be described by Proof. Let w ∈ W and suppose that t λ,µ * w is standard. Let s = (i, i + 1) be in the right descent set of w; that is, l(ws) < l(w). Then (i + 1)w −1 < iw −1 .
Let i and i + 1 occur in the places (a, b) and (a
If u is a proper prefix of w λ,µ , then us is a prefix of w λ,µ for some s ∈ S with l(us) = l(u) + 1. By induction, t λ,µ * us is standard. By the preceding paragraph, t λ,µ * u is standard. Now suppose that u ∈ W , u = w λ,µ and t λ,µ * u is standard. Then there are integers i and j with 1 ≤ i, j ≤ n and j − i ≥ 2 such that i and j appear consecutively on a column of t λ,µ * u. Let (a l , b l ) be the place containing l, for l = i, . . . , j.
. Since k and k + 1 are in the places (a k , b k ) and (a k+1 , b k+1 ), respectively, and t λ,µ * u is standard, a k < a k+1 . Hence,
Lemma 3.3 Let λ and µ be compositions of n with µ ′ = λ ′′ . Let t be a standard (λ, µ)-tableau and let t ′ be the transpose of t.
Proof. First, note that µ ′′ = λ ′′′ = λ ′ . Let r and r ′ be the number of parts of λ and µ, respectively. Now let π be a permutation of 1, . . . , r ′ such that
and let σ be a permutation of 1, . . . , r such that
It is clearly increasing on rows and columns. Hence, it is standard.
If t is a tableau, we denote byť the effect of rotating t clockwise through 90 deg about the (1, 1) place. For example, if t is 8 1 2 7 9 3 11 4 5 6 10 thenť is 4 1 5 3 2 6 11 7 8 10 9
Further, if λ is the composition (λ 1 , . . . , λ r ), we denote byλ the composition (λ r , . . . , λ 1 ) obtained from λ by reversing the order of its parts.
Lemma 3.5 Let λ and µ be compositions of n with µ
where π is a permutation chosen so that µ jπ −1 = λ ′ j . Hence, the set of places occupied byť is {(j, r − i + 1) : jπ ≤ λ i }, where r is the number of parts of λ. Choose σ as in the proof of Lemma 3.3 and let τ be the permutation of {1, . . . , r} given by i → r − i + 1. Since jπ ≤ λ i ⇔ iσ ≤ µ j , the set of places occupied byť is {(j, i) : iτ σ ≤ µ j }. So, these places form a (µ,λ)-diagram andť is a (µ,λ)-tableau.
The following is immediate from 3.1. Alternatively see [3, Lemma 1.1].
3.6 Let λ be a composition of n and let µ be a composition of n with µ
Remark 3.7 Let λ and µ be compositions of n with µ ′ = λ ′′ . Then : t λ,µ * w λ,µ w J(µ) is obtained by filling the (λ, µ)-diagram with 1, . . . , n by columns from left to right, starting from the bottom of each column and going to the top. t λ,µ * w λ,µ w J(µ) w µ,λ is obtained by filling the (λ, µ)-diagram with 1, . . . , n by rows, from bottom to top, starting from the left of each row and going to the right.
It is immediate that t λ,µ and t λ,µ are both standard and that t λ,µ * w λ,µ w J(µ) and t λ,µ * w λ,µ w J(µ) w µ,λ are both row-standard.
The decomposition of the longest element w 0 of W given below is important for the description of the representations of W .
Theorem 3.8 Let λ and µ be compositions of n with µ
Proof. Assume the hypothesis as given. Since w 0 = (1, n)(2, n − 1) . . ., it is easy to see
Now if w ∈ W we can complete any reduced expression for w to a reduced expression for w 0 . Hence,
). Now t λ,µ is row-standard, so w λ,µ ∈ X J(λ) from 3.6. Moreover, using 3.4 and 3.6 we see that w
) and this completes the proof. 
Definition 3.10 Let w ∈ W and let ν = (ν 1 , . . . , ν k ) be a partition of n into k parts. By a decreasing cover of type ν for w, we mean a set of k disjoint decreasing subsequences appearing in the row-form of w so that the union of the elements in these subsequences is {1, . . . , n} and the lengths of the subsequences (from longest to shortest) are ν 1 , . . . , ν k . Similarly we can define an increasing cover of type ν for w. (2)} is a decreasing cover of type (2, 2, 1) for w. Also, {(1, 4), (2, 3), (5)} is an increasing cover of type (2, 2, 1) for w.
Remark 3.12 Let λ = (λ 1 , . . . , λ r ) be a composition of n with r parts. It is clear that for
We denote this sequence by P (λ,i) . We also denote the j-th member of P (λ,i) by P λ,i j . The row-form of w J(λ) is obtained by placing the sequences P (λ,1) , . . . , P (λ,r) in a row going from left to right. Remark 3.13 let λ be a composition of n into r parts, λ = (λ 1 , . . . , λ r ). Let d ∈ X J(λ) . We get from 3.1 that P (λ,i) d is a decreasing sequence for i = 1, . . . , r.
It follows that {P (λ,i) d : i = 1, . . . , r} is a decreasing cover of type λ ′′ for w J(λ) d.
Example 3.14 Let λ = (3, 1, 4) and µ = (1, 2, 3, 2). Then
Consider
The images of the special decreasing subsequences for w J(λ) , via the action by d, are (5, 3, 1), (6) and (8, 7, 4, 2) , and these form a decreasing cover of type (4, 3, 1) for w J(λ) d.
Note also that the images of the special decreasing subsequences for w J(λ) , via the action by d, are given by the rows of t λ,µ * d, read in reverse order.
Finally we can observe that the entries (read from top to bottom) in the columns of t λ,µ * d, which is column-standard, give an increasing cover of type (3, 2, 2, 1) for w J(λ) d. . In fact, the position of P λ,i j in the row-form of ρ −1 w J(λ) is given by the j-th entry of the i-th row of t λ,µ * ρ.
Finally we can observe that by regarding the entries of t λ,µ * ρ as positions, and replacing each of these entries by the element in the row-form of ρ −1 w J(λ) appearing in that position, we can get an increasing cover of type (3, 2, 2, 1) for ρ −1 w J(λ) by considering the columns of t λ,µ * ρ, which is column-standard. 
(ii) The position (going from left to right) of P λ,i j d in the row-form of e −1 w J(λ) d is given by the j-th entry of the i-th row of t λ,µ * e. 
. We then have that {(5, 4, 2, 1), (7, 6, 3) , (8)
.
We now look more closely at the special case in which λ is a partition of n and prove the following result which we will use in the next section. Proof. Let e is a prefix of w λ . It follows from [3, Lemma 1.5] that t λ * e is a standard tableau. Now let r ≤ n. The subdiagram of t λ * e determined by the numbers 1, . . . , r is a tableau, since t λ * e is standard. The result now follows from Corollary 3.17 for the situation t ν,ν ′ , where ν is a partition.
Transforming cells
Again in this section W is the symmetric group S n as in section 3. We begin with some definitions and notation.
Define s i,j = s i,j+1 s j if i ≥ j ≥ 1 and s i,j = 1 if 0 ≤ i < j. If i ≥ j ≥ 1, s i,j is the cycle (j, j + 1, . . . , i, i + 1) and l(s i,j ) = i − j + 1. Note that l(s i,j ) = i − j + 1 if i = j − 1 also.
Define
Then we see that, if i ≥ j ≥ 1 then s i,j = s i s i−1,j = s i,j+1 s j = s i s i−1 . . . s j+1 s j and r i,j = s j,j s j+1,j . . .
If k ≥ 1 we require j ≥ k for a nontrivial product, since j < k implies j + u < k + u ≤ (u + 1)k for u > 0. Moreover, for s i,(i−j+1)k = 1 we require i
An alternative expression for the longest element w J(λ) of W J(λ) using the elements defined
For the rest of this section λ will be a partition of n with conjugate partition λ ′ . If λ has m parts then λ ′ 1 = m. We will write m ′ = λ 1 . Then λ ′ has m ′ parts. Note that when λ is a partition, the (λ, λ ′ ) diagram is the usual Young diagram for λ and a (λ, λ ′ )-tableau is a usual λ-tabeau. Following the notation in [3] we also write t λ and t λ instead of t λ,λ ′ and t λ,λ ′ respectively, and w λ instead of w λ,λ ′ . For example, if λ = (5, 5, 3, 2), The cells of W may be described in terms of the Robinson-Schensted correspondence. See [4] and [14] for a good description of this correspondence. The correspondence is a bijection of S n to pairs of standard tableaux (P, Q) of the same shape corresponding to partitions of n, so that if w →(P(w),Q(w)), then Q(w)=P(w −1 ).
If P is a λ-tableau, we will write shP=λ.
4.1
If P is a fixed standard tableau then the set {w ∈ W : P(w)=P} is a left cell of W and the set {w ∈ W : Q(w)=P} is a right cell of W . (See [9] and also [1] or [5] for alternative proofs of this result.) In [1] , the reader should note that Ariki considers permutations in S n to act on the left while, in this paper, they act on the right. This causes the left and right cells to be interchanged with a consequent interchanging of the rôles of the tableaux functions P and Q in some results.
Our main aim in this section is to describe various cells in the symmetric group by giving a reduced expression for each element in the cell. The elements w λ and d λ defined below turn out to be very useful in achieving this. First recall the following fact.
l(w
The length of w λ may be found by elementary computation.
It follows from Corollary 3.4 that t λ ′ and t λ ′ are the transposes of t λ and t λ , respectively. Hence,
Thus, we may deduce the identity
A further tableaut λ is constructed as follows. Fill the tableau with the integers n, n − 1, . . . , 2, 1, filling the columns in order beginning at the first, but filling each column from bottom to top. Rotate about the left of the tableau and slide the rows horizontally into a λ-tableau. Using λ = (5, 5, 3, 2), this process is illustrated 12 8 5 3 1 13 9 6 4 2 14 10 
We determine the length of d λ by elementary computation.
λ , the λ-tableau obtained by filling the (λ r , λ r−1 , . . . , λ 1 )-shape by rows with 1, . . . , n and pushing the shape vertically into a λ-tableau. In the case λ = (5, 5, 3, 2), this process is illustrated 
It follows that l(d
Proof. (i) Since t * λ is the transpose oft λ ′ , we see that
Moreover, a comparison of lengths shows that a reduced expression may be obtained by combining a reduced expression for d λ and a reduced expression for d
(ii) is immediate from Theorem 3.8 once we observe that for a partition µ, we have that
where t 1 is the λ-tableau obtained by filling by rows, filling each row from right to left, t 1 is the λ-tableau obtained by filling by columns, filling each column from bottom to top, and t 3 is the λ-tableau obtained by filling by the rows, from last to first, filling each row from left to right. It is immediate that the mapping t 1 → t 3 is achieved by w 0 .
Note that rotating t 2 and t 3 through 90
• clockwise and aligning the rows on the left gives t λ ′ andt λ ′ . Since w 0 is an involution, the following result is an easy consequence of Lemma 4.8.
Corollary 4.9 Let λ be a partition of n and let λ ′ be the conjugate partition. Suppose that
We get, as a special case of (iii) , λ 0 , λ 1 , λ 2 , . . . , λ i , . . . , λ r−1 ).
We can construct t λ from t λ • by inserting n in position (λ ′
It is now immediate that w λ = w λ s n−λr,r s n−λr+1,2r . . . s n−2,r(λr−1) s n−1,rλr = w λ t n−1,n−λr,r = w λ tλ r −1,λ r−1 ,r . By induction on r, we get
. However, we know already that the latter is equal to l(w λ ). Hence the factorization given, when written out in terms of s i using the formal definition of the t's, is reduced as written.
In the case λ = (5, 5, 3, 2), we see that w λ = t 9,5,2 t 12,10,3 t 14,13,4 = s 5 We obtain a similar result for d λ . Proof. Proceeding as for w λ , we see that, when λ r ≥ 2, 
(j − 1)λ j+1 (λ j+1 − 1). Since we have seen that this is actually an equality, we find that the product above is a reduced expression for d λ and, in particular, the expression for each q occurring in it is also reduced.
In the case λ = (5, 5, 3, 2) , we see that d λ = q 2,2,2,4 q 8,7,3,2 q 13,11,4,1 = p 5,5,2,1 p 4,4,2,2 p 3,3,2,3  p 2,2,2,4 p 10,9,3,1 p 8,7,3,2 p 13 in two-row form and partition the second row into r blocks so that the first block contains the first λ ′ 1 elements, the second block contains the next λ ′ 2 elements, and so on, and finally the r-th block contains the last λ ′ r elements. Then, reading from left to right, each of these blocks is an increasing subsequence.
Proof. From the hypothesis, w
¿From Remark 3.13, we see that in the second row of w J(λ ′ ) d 2 , the first λ For the remainder of this section we assume that the partition λ is fixed and we use P (i, j) instead of P λ,i j and P (i) instead of P (λ,i) .
Remark 4.14 Assume the hypotheses of Corollary 4.9 and Lemma 4.12 and the notation of Corollary 3.17. Recalling that t λ * w λ = t λ , we see that the first λ For what follows, note that whenever d 
1 is inserted at the top of the i-th column. This is actually enough to end the proof since the fact that m ≤ k ensures that each of the elements that was in the i-th column of the tableau under construction simply moves one position down that column and there is no sideways movement to the left at any point. The elements not in the i-th column remain unaffected. under the Robinson-Schensted insertion process are (i)
Proof. (i) is immediate from Theorem 4.16.
(ii) Note that the m-th element down the i-th column of t λ ′ * u is the position in which P (i, m)d : u is a prefix of w λ }.
for all prefixes u of w λ , this theorem gives reduced expressions for all the elements of certain cells. Note also that the results above give generalizations of [13, 3.2 and 3.3] . Recall that for each of the elements defined in Theorem 4.16 the Robinson-Schensted process can be described easily. This is possible because these elements have a very convenient decreasing cover of type λ, namely (P (λ,i) d
−1
1 ) -note that λ ′ is the shape of their corresponding tableaux. The decreasing sequences that constitute this decreasing cover appear up the columns of the corresponding P-tableaux. Moreover it follows from Lemma 4.12 that the elements described in Theorem 4.16 all have an increasing cover of type λ ′ . In general, forming the Robinson-Schensted tableaux from decreasing and increasing sequences (see for example [14] ) is a complicated process and it is not generally true that elements have appropriate decreasing or increasing covers which enable us to describe their P-tableau easily. In fact they may not even have a decreasing cover that gives the (conjugate) shape of their corresponding tableaux.
(ii) Recall Theorem 4.8(i) that d λ is a prefix of w λ and suppose that d
1 and w J(λ) are in the same two-sided cell, which is in agreement with the experimental evidence in [12] .
In the following example we relate the transformations of the cells given by the previous theorem with the star operations defined in [9] . 
Cells and Specht modules
Again W = S n for the whole of this section. The aim of this section is to genaralize some of the results in [13] and in section 4 of this paper in the case λ is a composition.
As in [3, §3] , define x λ = and y λ = −q . So
5.1 Let ν be a partition of n. Then the cell module S F,w J (ν) is the unique common composition factor of C w J (ν) H F and C ′ w J (ν ′ ) H F . In particular, S F,w J (ν) is isomorphic to the Specht module S as a linear combination of T -basis elements and looking at the coefficient of T w J (λ) w λ,µ w J (µ) , which is clearly non-zero, that
)H F , by 2.9. It is then immediate from 5.4 that
)H F ⊆M F,w J (λ) . But, by 5.1 and 5.2 (ii),M F,w J (λ) has no composition factor isomorphic to S F,w J (λ) . Hence, we have a contradiction. So, w J(λ) d < R w J(λ) . We conclude that w J(λ) d ∼ R w J(λ) . Now recall from Remark 3.12 the definition of the decreasing cover (P (λ,i) ) of type λ ′′ where λ is a composition of n. We will show in Theorem 5.6 and Corollary 5.8 that this decreasing cover in a way characterizes the left cell containing w J(λ) . The following 'block' property of (P (λ,i) ) will be used in the proofs of these results : If i < j then every element of P (λ,i) is less than every element of P (λ,j) .
