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Ведение реципиентов солидных органов требует значительного объема исследований и наблюдений на 
протяжении всей жизни реципиента, что сопряжено с накоплением больших массивов информации, тре-
бующей структурирования и последующего анализа. Такие информационные технологии, как машинное 
обучение, нейронные сети и другие инструменты искусственного интеллекта, позволяют анализировать 
так называемые «большие данные». Технологии машинного обучения основаны на концепции машины, 
имитирующей человеческий интеллект, и позволяют выявлять закономерности, недоступные традици-
онным методам. Примеры применения программ искусственного интеллекта в трансплантологии пока 
немногочисленны, но в последние годы их число заметно увеличивается. Представлен обзор данных 
современной литературы по применению систем искусственного интеллекта в трансплантологии.
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Management of solid organ recipients requires a significant amount of research and observation throughout the 
recipient’s life. This is associated with accumulation of large amounts of information that requires structuring 
and subsequent analysis. Information technologies such as machine learning, neural networks and other artificial 
intelligence tools make it possible to analyze the so-called ‘big data’. Machine learning technologies are based 
on the concept of a machine that mimics human intelligence and and makes it possible to identify patterns that 
are inaccessible to traditional methods. There are still few examples of the use of artificial intelligence programs 
in transplantology. However, their number has increased markedly in recent years. A review of modern literature 
on the use of artificial intelligence systems in transplantology is presented.
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ВВедеНие
Трансплантация солидных органов – одна из наи-
более высокотехнологичных и наукоемких областей 
современной медицины. Терапия реципиентов со-
лидных органов требует значительного объема иссле-
дований и наблюдений, как до трансплантации, так и 
после операции, на протяжении всей жизни реципи-
ента. Рутинные обследования реципиентов включают 
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широкий набор инструментальных, клинических и 
лабораторных методов, что вызывает необходимость 
анализа больших объемов данных [1].
Накопленные данные о пациентах и различных 
процедурах хранятся, как правило, в специализиро-
ванных базах данных [2, 3], научных реестрах [4] и 
в историях болезни; с увеличением их объемов зако-
номерно возникает потребность в инструментах, поз-
воляющих анализировать так называемые «большие 
данные». В последние годы такие информационные 
технологии, как машинное обучение, нейронные сети 
и другие инструменты искусственного интеллекта, 
используются во все большем числе медико-биоло-
гических исследований, главным образом в областях 
с большим объемом сложных данных, таких как ге-
номика и биоинформатика [5]. Количество примеров 
применения ИИ в трансплантологии незначительно, 
однако в последние годы их число заметно увеличи-
вается [6–10].
Хотя термины «искусственный интеллект», «ма-
шинное обучение» или «искусственные нейронные 
сети» широко употребляются в литературе, суть 
данных методов, их возможности и слабые стороны 
раскрыты не в полной мере [11, 12].
Цель работы – обзор современной литературы по 
применению систем искусственного интеллекта (ИИ) 
для решения задач трансплантологии.
Обзор зарубежных и российских научных пуб-
ликаций в общедоступных базах Pubmed, РИНЦ, 
Проект «КиберЛенинка» и Академия Гугл за по-
следние 5 лет по ключевым словам («искусственный 
интеллект/artificial intelligence», «машинное обуче-
ние/machine learning», «искусственные нейронные 
сети/artificial neural networks», «транспл*/transpl*») 
и их сочетаниям позволил найти более 6000 статей, 
из которых к трансплантологии имели отношение 
около 30.
терМиНОлОГиЯ
Искусственный интеллект (ИИ) (англ. artificial 
intelligence, AI) – это общее название ряда компью-
терных технологий, таких как экспертные системы, 
компьютерное зрение, робототехника, машинное 
обучение и др., которые базируются на концепции 
машины, имитирующей человеческий интеллект. 
Первые экспертные системы стали применяться 
уже в 70-х годах прошлого столетия, например, для 
интерпретации электрокардиограмм. Более значи-
тельные успехи были достигнуты в начале XXI века 
в области распознавания изображений [13].
Главными чертами ИИ считают способность ана-
лизировать данные, применяя различные алгоритмы 
для достижения заданных целей, анализировать и 
настраивать производительность алгоритмов, а затем 
применять их к новым данным, повторяя и обновляя 
предыдущий процесс и выборки данных.
В технологии ИИ, впрочем, как и в любой другой, 
используется большое число терминов и определе-
ний, для понимания которых необходимы специ-
альные знания. Ниже приведены упрощенные опре-
деления терминов, наиболее часто используемых в 
данной области.
Машинное обучение (англ. machine learning, 
ML) – класс методов искусственного интеллекта 
и класс компьютерных программ, способных, вы-
полняя определенные задачи, совершенствоваться 
и повышать производительность решения задачи с 
течением времени и по мере того, как в программу 
вводятся новые данные.
Экспертная система – подраздел машинного обу-
чения. Построена на основе правил принятия реше-
ний. Обучение компьютерной модели для решения 
конкретных проблем (например, прогнозирования) 
проводится с помощью статистических теорий/ме-
тодов или выявления определенных шаблонов/зако-
номерностей в данных.
Глубокое обучение (англ. Deep learning, DL) – со-
вокупность методов машинного обучения, основан-
ных на обучении представлениям, а не специализиро-
ванным алгоритмам, предназначенным для решения 
конкретных задач. На практике глубокое обучение, 
также известное как глубокое структурированное, 
или иерархическое, обучение, использует большое 
количество скрытых слоев нелинейной обработки 
для извлечения функций из данных и преобразования 
данных на разные уровни абстракции (представле-
ния). Методами глубокого машинного обучения со-
здаются искусственные нейронные сети.
Искусственная нейронная сеть (ИНС, англ. arti-
ficial neural networks, ANN) – математическая модель, 
а также компьютерное программное обеспечение, 
построенное по принципу организации и функцио-
нирования биологических нейронных сетей – сетей 
нерв ных клеток живого организма. ИНС представля-
ет собой систему соединенных и взаимодействующих 
между собой простых процессоров (искусственных 
нейронов). Каждый процессор подобной сети имеет 
дело только с сигналами, которые он периодически 
получает, и сигналами, которые он периодически по-
сылает другим процессорам. Нейроны организованы 
в слои. Количество слоев для каждой сети индиви-
дуально и зависит от решаемой прикладной задачи. 
Технически нейронные сети не программируются, 
а обучаются. Обучение – это процесс нахождения 
коэффициентов связей между нейронами.
Дерево решений – структура блок-схемы, по-
добная дереву, имеющая внутренние узлы, ветви и 
листья. Внутренние узлы содержат вопросы (напри-
мер, есть ли у пациента лихорадка >39 °С), ветви 
представляют ответ (например, да или нет), а листья 
представляют окончательное определение классов 
данных (например, болен или здоров).
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Решающий лес – алгоритм машинного обучения, 
состоящий из совокупности решающих деревьев.
K-ближайший сосед – алгоритм машинного 
обучения для решения задач классификации и рег-
рессии на основе сходства (например, близости или 
расстояния) между доступными данными и новыми 
данными.
Наивный Байес – алгоритм машинного обуче-
ния, использующий вероятностные классификаторы, 
основанные на теореме Байеса, предполагающей от-
сутствие связи между переменными-предикторами.
Кластеризация K-средних – алгоритм, опреде-
ляющий сходные характеристики данных в наборе и 
разделение их на подгруппы.
В машинном обучении применяют различные 
типы моделей обучения, описание которых не при-
водится в настоящей работе [14–16].
ОЦеНКА МОделеЙ НА ОСНОВе 
иСКУССтВеННОГО иНтеллеКтА
При анализе результатов, получаемых с помощью 
моделей на основе ИНС, важно понимать, насколько 
они адекватны, какова производительность модели 
и проверена ли она надлежащим образом. Обычно с 
этой целью используются характеристики произво-
дительности, аналогичные для оценки традиционных 
тестов, рассчитываемые с помощью ROC-анализа: 
AUROC (область под рабочей характеристикой при-
емника), C-статистики (чувствительность и специ-
фичность) и такие показатели, как точность, поло-
жительная прогностическая ценность, отрицательная 
прогностическая ценность, а также баллы по шка-
ле F1 [17].
Модели на основе ИИ, как и традиционные ста-
тистические модели, должны проверяться на другой 
популяции пациентов, в другом центре или в других 
условиях. Показатели производительности модели 
могут измениться при использовании новых данных, 
например, при другом разрешении изображения ком-
пьютерной томографии, получаемые на другом ска-
нере, при другой системе электронных медицинских 
записей и т. п. Поэтому важно обращать внимание на 
то, прошла ли модель внешнюю проверку.
иСКУССтВеННыЙ иНтеллеКт 
В трАНСПлАНтОлОГии
Важную роль в клинических исследованиях в 
трансплантологии играет прогнозирование рисков. 
У большинства моделей оценки риска основаны на 
регрессионном анализе, который позволяет опреде-
лить характер взаимосвязей между предикторами 
и результатами [18]. Однако такие модели имеют 
множество недостатков: позволяют оценивать лишь 
ограниченное число предикторов, которые, как пред-
полагается, не изменяются на протяжении всей жиз-
ни участников. Кроме того, эти методы не позволяют 
проводить анализ нелинейных отношений, зачастую 
требуют преобразования данных в бинарный вид и 
не дают возможности анализа больших наборов дан-
ных. Методы глубокого машинного обучения предо-
ставляют возможности преодолеть эти недостатки 
[19, 20].
Значительная часть работ по использованию ИИ 
в трансплантологии посвящена решению проблем 
выживаемости и отторжения, главным образом у ре-
ципиентов почки или печени [21–29]. Другими важ-
ными задачами для решения методами машинного 
обучения являются подбор совместимых пар донора 
и реципиента [7, 30], прогнозирование дисфункции 
трансплантата [31–33], а также подбор оптимального 
режима иммуносупрессии [8, 34, 35].
В работе L. Tapak et al. были использованы алго-
ритмы машинного обучения для прогнозирования 
риска развития первичной дисфункции трансплан-
тата, как важного критерия при принятии решения о 
трансплантации печени [36]. С помощью машинного 
обучения были отобраны 15 основных характерис-
тик донора, реципиента и трансплантата, влияющих 
на развитие дисфункции трансплантата в течение 
30 дней после трансплантации. На основе 15 па-
раметров донора и реципиента, определяемых до 
трансплантации, были разработаны алгоритмы прог-
нозирования дисфункции трансплантата со средним 
значением AUCROC 0,835 – при применении ИНС.
Несколько алгоритмов машинного обучения, в 
том числе и нейронная сеть, были протестированы 
в работе Miller et al. с использованием данных объ-
единенной сети донорских органов США (United 
Network of Organ Sharing), полученных с 1987-го 
по 2014 г. [37]. Авторы провели оценку годичной 
выживаемости реципиентов с трансплантирован-
ным сердцем и полученные результаты сравнили с 
традиционной статистической моделью на основе 
логистической регрессии. В качестве обучающей 
выборки было использовано 80% данных, а для про-
верки – 20%. Оценка C статистик моделей показала, 
что нейронная сеть обладала сходными характерис-
тиками (AUROC = 0,66) с логистической регресси-
ей (AUROC = 0,65). Авторы пришли к выводу, что 
алгоритмы машинного обучения, полученные на 
использованном ими исходном наборе данных, не 
превосходят традиционные методы, но предположи-
ли, что ИИ может превзойти традиционные статисти-
ческие методы, если дополнить его новыми данными 
из электронных медицинских карт.
В работе Reeve et al. ИИ применили для оценки 
прогноза отторжения трансплантата почки [38]. Для 
верификации диагноза отторжения, опосредованно-
го Т-клетками или антителами, были использованы 
подтвержденные клинически результаты биопсии. 
Алгоритмы на основе ИИ показали более высокий 
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уровень точности по сравнению диагнозами врачей 
(92% для Т-клеточного отторжения и 94% для опос-
редованного антителами отторжения).
Bertsimas et al. разработали оптимизированную 
модель прогнозирования смертности (OPOM) для 
оценки риска трехмесячной смертности реципиентов 
печени с целью использования для формирования 
листа ожидания [39]. В работе был использован боль-
шой набор данных, включавший 1 618 966 наблю-
дений, и различные методы машинного обучения, 
в т. ч. нейронная сеть и логистическая регрессия. 
По результатам трансплантации печени, когда при 
распределении донорского органа использовали мо-
дель OPOM, оказалось на 41 796 смертей реципи-
ентов в год меньше в сравнении с использованием 
традиционной системы MELD: AUROC для OPOM 
был выше, чем с MELD: 0,859 и 0,841 соответствен-
но. Авторы показали, что модель OPOM подходит и 
для пациентов с гепатоцеллюлярной карциномой, 
однако модель требует внешней проверки: ее пла-
нируют протестировать на новой группе пациентов.
Scheffner et al. получили модель прогнозирования 
выживаемости реципиентов почки [40]. Ретроспек-
тивная когорта реципиентов почки, которым после 
трансплантации по протоколу проводилась биопсия, 
была разделена на наборы данных для обучения и 
проверки. Модель показала хорошую эффективность 
при использовании данных до трансплантации почки, 
а также через 3 и 12 месяцев после операции. Было 
обнаружено, что важными предикторами выживания 
пациента в дополнение к ранее установленным воз-
расту, сердечно-сосудистым заболеваниям, диабету 
и функции трансплантата являются эффективность 
терапии отторжения трансплантата и инфекций мо-
чевыводящих путей.
ПреиМУЩеСтВА и НедОСтАтКи 
иСКУССтВеННОГО иНтеллеКтА
Методы машинного обучения являются универ-
сальными инструментами, которые можно широко 
применять для решения различных задач трансплан-
тологии. Однако, как и любой другой аналитический 
метод, машинное обучение имеет свои сильные и 
слабые стороны. К сильным сторонам машинного 
обучения можно отнести способность выявлять за-
кономерности и тенденции, которые не могут быть 
обнаружены с помощью классических статистиче-
ских методов, а также возможность обрабатывать 
многомерные и разнообразные данные. Важной 
особенностью технологии машинного обучения яв-
ляется способность повышать точность и эффектив-
ность прогнозов по мере увеличения опыта и объема 
данных.
Слабой стороной машинного обучения является 
сложность интерпретации результатов, которые в 
ряде случаев могут не иметь биологического смыс-
ла и практического применения. Кроме того, для 
обеспечения точности результатов при обучении 
алгоритма или модели необходимы большие объемы 
данных. Так же как и в случае применения обычных 
диагностических или прогностических моделей, ка-
чество выводов, сделанных на основе алгоритмов 
ИИ, зависит от характеристик набора данных, ко-
торый используется для обучения модели. Как и в 
случае с традиционными методами, важно учитывать 
критерии включения и исключения в исследование. 
Например, модель для оценки выживаемости транс-
плантата печени, основанная на совместимости пар 
донора и реципиента, может быть неточной для ре-
ципиентов с гепатоцеллюлярной карциномой, если 
входной набор данных не включал достаточное ко-
личество таких пациентов.
ЗАКлЮчеНие
Алгоритмы машинного обучения могут быть цен-
ными инструментами, поддерживающими процесс 
принятия решений о выделении донорских органов, 
степени риска развития осложнений после транс-
плантации или подборе режима иммуносупрессив-
ной терапии, что особенно актуально в условиях, ког-
да неоптимальное использование донорских органов 
может приводить к увеличению смертности в листе 
ожидания или после трансплантации. Применение 
искусственного интеллекта может помочь получить 
новые знания на основе «старых» данных и внести 
существенный вклад в улучшение результатов транс-
плантации и повышение показателей выживаемости 
реципиентов солидных органов.
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