ABSTRACT In recent years, the software applications for medical assistance, including the telerehabilitation, have known a high and a continuous presence in the medical area. The ePHoRt is a Web-based platform for the remote home monitoring rehabilitation exercises in patients after hip replacement surgery. It involves a learning phase and a serious game scheme for the execution and evaluation of the exercises as part of a therapeutic program. Modular software architecture is proposed, under the patient perspective, to be used as a reference model for researchers or professionals who wish to carry out tele-rehabilitation platforms, and to guarantee security, flexibility, and scalability. The architecture incorporates two main components. The first one manages the patient' therapeutic programs taking into account two principles: 1) maintain loose coupling between the layers of the framework and 2) Don't Repeat Yourself (DRY). The second one evaluates the performed exercises in real time considering an independent acquisition mechanism for the patient movements and two artificial algorithms. The first algorithm allows evaluating the quality of the movements, while the second one allows assessing the levels of pain intensity by recognizing the patient' emotions when performing the movements. Details of the components and the meta-model of the architecture are presented and discussed considering their advantages and disadvantages.
I. INTRODUCTION
The implementation of a therapeutic program via an interactive multimedia web-based platform is required for tele-rehabilitation which is an specialized field of telehealth.
To ensure the success, the flexibility and the scalability of a web-interactive platform a previous design of a software architecture is required to guides the development process of its components. The architecture offers a solid base and overview of the product [1] and incorporates software patterns. Don't repeat yourself (DRY) is a well-used base in software engineering that seeks to avoid the redundancy of using software patterns [2] . This principle includes the use of abstractions, normalization of data and separation of concerns
The associate editor coordinating the review of this manuscript and approving it for publication was Wajahat Ali Khan. in simple and unambiguous pieces of software [3] . Patterns provide designers with a vocabulary to express architectural visions, presenting small pieces of software for designers in order to communicate more effectively [4] .
Unfortunately, in the context of tele-rehabilitation systems, academic and industrial advances [5] - [7] do not offer sufficient the detailed descriptions of the proposed technological infrastructures or the technological definitions to carry them out. Therefore, it is not possible to re-use the proposed methods.
ePHoRt stands for ''e-Platform for Home Rehabilitation'' [8] for helping patients after hip replacement surgery. We adopt the User-Centered agile Development (UCD) approach [9] to specify and to design the concepts, the metamodel's elements and the components of the software architecture in a flexible and efficient manner. This work presents a modular software architecture to guarantee flexibility and scalability. It is a vital step towards building and maintaining platforms because it is a bridge between the requirements and the design phases [10] . It manages the complexity of a problem by breaking them down to smaller manageable modules [11] and by determining the structures that will shape the software system and the way in which its elements communicate to each other. Our architecture is based on a modular structure to support tele-rehabilitation programs and to allow an easy adaptation of the system for the rehabilitation of other motor disabilities (for example, stroke).
We also incorporate two intelligent modules to evaluate the quality of the movements performed by the patient and to get a reference of the levels of pain that the individual suffers. Currently, the capture of the movements is done through a Kinect device; however, the flexibility of the proposed architecture allows us to incorporate others mechanisms of acquisition. For its part, the recognition of the emotions and especially pain ensures that the patient can face some issues and it is necessary that the physiotherapist is informed in order to carry out supplementary studies for the patient's recovery. Also, we can warn that the patient may have some complication, in this case the physiotherapist may carry out supplementary studies that allow knowing the patient's health status.
The remainder of this paper is organized as follows. Next section presents the related work. Third section introduces the main functionalities of the ePHoRt platform. Fourth section presents the software architecture. Section five introduces the meta-model. Finally, the paper is discussed and future work is proposed.
II. RELATED WORK
In the domain of tele-rehabilitation systems, KiReS [5] , [6] is the closest solution to the ePHoRt project. Nevertheless, recent contributions do not present details that facilitate the reproduction of a tele-rehabilitation solution. Our main contribution is to give details of an architecture for designing a tele-rehabilitation systems. It can also be a reference model for future work.
A framework for remote motion and function assessment (Tele-MFAsT) using internet connected Kinect cameras, which stream their data into a 3D virtual environment was presented in [7] . It describes how the architecture allows data streaming (video, depth, skeleton and audio) from Kinect cameras connected to the network. The solution can be used by the therapist to remotely monitor a patient through an ecologic 3D virtual environment that enhances a feeling of telepresence, which facilitates the assessment of kinematical parameters (trajectories of movement and articulation angles) of the patient's performance. Su et al. described a system based on Kinect for permitting home-based rehabilitation (KEHR) using a Dynamic Time Warping (DTW) algorithm and fuzzy logic to ensure the effectiveness and safety of home-based rehabilitation without the immediate supervision of a physician. Using KEHR, the patient first performs a prescribed exercise in the presence of a health care professional. The exercise is recorded as a baseline for evaluating the patient's rehabilitation exercise at home, and those evaluations are used as a reference for the patients to validate their exercise performance and to prevent adverse events. A summary report of the outcomes may also be automatically uploaded to a cloud setting for physicians to monitor the patient's progress and to adjust the therapeutic program.
The current studies use gesture recognition algorithms as a mechanism for evaluating movements. However, these works do not consider face recognition as a mechanism to automatically detect the emotional status of the user, such as a feeling of pains, when performing the exercises. Virtual rehabilitation environments may afford greater patient personalization if they could harness the patient's affective state, including pain states [12] .
Facial expression communicates emotion, intention, physical state, and regulates interpersonal behavior. Automated Face Analysis for detecting, synthesizing, and understanding of facial expression is a vital focus of basic research [13] . The context of our research around the ePHoRt platform is aligned with efforts to offer intelligent systems to allow objective measurement and to monitor the pain from the interpretation of facial expression. [14] presents a review of the literature on affective body expression perception and recognition. Emotions, and specifically pain levels, can be assessed through different approaches. Pain expressions are different for one person to another. Certain patients are very expressive regarding their pain, whereas others exhibiting minimal discomfort. Pain is often poorly assessed, which can result in improper treatment [15] .
An automatic and reliable assessment of the onset, intensity, and pattern of occurrence of pain would help to ensure a more customized therapeutic program. Given these potential medical implications, increasing efforts are underway to develop intelligent systems to enable objective measurement and to monitor the pain [15] . In [16] , authors propose a review of the state-of-the art in automatic, objective assessment of pain from video or camera input. The review discusses current challenges and, among them, pain intensity for research and clinical use.
The possibility of automatically detecting low movement related self-efficacy (MRSE) with the long-term aim of designing affect aware technology for physical therapeutic program coaching was studied in [17] . Pain typically is measured by patient self-report, but self-reported pain is difficult to interpret and may be impaired or in some circumstances not possible to obtain. Reliable and valid measures of pain are essential for conducting research on chronic pain. These measures have been applied again with periods of 2 weeks, 2 months and after the end of treatment. Changes in pain intensity and its stability throughout the treatment were studied. The results obtained suggest that the individual 0-10 ratings of pain intensity have a sufficient psychometric strengths 97160 VOLUME 7, 2019 to be used in the investigation of chronic pain [18] . Currently, the most rapid and reliable means of assessing pain in physical rehabilitation is through the visual analog scale (VAS) [19] . This scale present good reliability to assess disability in patients with chronic musculoskeletal pain [20] .
Furthermore, the use of VAS compared with other scales that measure physical function and hip pain like WOMAC [21] and SF-36 [22] , has been proved to be equal or even more efficient and sensitive to the above mentioned scales [23] . Likewise, a recent study shows that there is no a clinically relevant difference between the traditional paper-based VAS assessment and VAS scores obtained from laptop computer and mobile phone-based platforms [24] .
Rybarczyk et al. presented a characterization of the existing studies and approaches to build a physical tele-rehabilitation system [25] . These works do not describe the technical details of their architectural solutions which difficult the realization of new implementation of physical rehabilitation. Likewise, the architectures of these systems do not consider an artificial intelligent module that allows for a rigorous assessment of the rehabilitation exercises. In addition, any contribution is evidenced regarding the recognition of facial gestures and pain assessment. ePHoRt includes both an assessment module of the quality of the movement and the emotional state of the patient. Our work also, proposes a more advanced approach, since we developed and implemented an intelligent module to capture and evaluate the intensities of pain that a patient suffers when performing the experiments. Thus, physiotherapists will be informed of pain activity throughout the therapeutic program.
III. THE EPHORT PLATFORM
Considering the patient's tasks, the main features of the platform are concentrated around a core and a real time evaluation component. The syntax of the task tree model was inspired by the Concur Task Trees (CTT) notation described in [26] . In our case, icons may vary due to the toolkit used. We have adopted this nomenclature because it supports the design of interactive applications for user interface model-based design. It generates a tree graphical representation of the hierarchical decomposition of the tasks provided by the platform.
Three tasks must be carried out by the patient with the applications: learning general recommendations, performing exercise and communicating. Learning general recommendation implies the patient reading divers resources in order to understand the therapeutic program. Performing exercises implies following a set of instructions to perform the exercises. Communicating is just a way of sending messages between the patient and the therapist.
A. THE THERAPY RESOURCES
The therapy resources allows for empowering the patient [27] , who can perform autonomously a set of rehabilitation activities from a program elaborated by the health professionals (e.g. physiotherapists). Many functionalities are implemented in the platform in order to support the patients in their self-recovery process. The hierarchical links between these functionalities are illustrated in Figure 1 . 
B. LEARN GENERAL RECOMMENDATIONS
For each rehabilitation process, patients are provided with a set of multi-modal information in form of text, audio and video [28] . This information allows patients to be trained to use the platform and to understand the procedure to complete the therapeutic program.
The task model of Figure 1 shows the activities that must be carried out by the patient for learning general conditions. The patient can initially view a list of learning resources, select one of them and display an additional list of associated multimedia files. Then, patients can choose the modality (vocal, auditory and visual) of any learning resource according to their preferences, review the information or return to the general list of learning resources.
C. PERFORM REHABILITATION EXERCISES
A rehabilitation session is planned by the physiotherapist and it is composed of a set of exercises. An exercise is based on the composition pattern [29] as shown in the top of the Figure 2 . This means complex exercises can be constructed from simple exercises.
For instance, ''hip abduction'', ''slow flexion of hip and knee'', ''hip extension'' and ''frontward, sideway, backward'' steps sequence represent instances of the leaf class as shown in Figure 2 . This means that they are simple exercises. Then, a first complex exercises can be defined from ''hip abduction'' and ''slow flexion of hip and knee''. Also, another complex exercise may include the first composition and also the exercises: ''hip extension'' and ''frontward, sideway, backward'' steps sequence.
The task model of Figure 3 shows the activities that must be carried out by the patient in performing an exercise. The patients must answer a preliminary questionnaire regarding their health status. It has to be processed by the platform VOLUME 7, 2019 to authorize or disavow the patient to start a rehabilitation session. The preliminary questionnaire allows the physiotherapist getting relevant information from the patients like recent surgeries, levels of pain, other health problems.
The answers will help the physiotherapists to determine if the patients can perform the exercises autonomously or if they need a face-to-face consultation. First, if the patient is authorized to start a rehabilitation session, the system activates the execution interface of the exercises. An exercise consists of a set of series with several repetitions according to the reeducation plan predefined. There is a short break between each repetition to provide the patient with a feedback about the quality of the movement. The trials are assessed in terms of range of motion (ROM) and compensatory movements. Once a trial is completed, the patients receive a graphic-based feedback regarding their performance.
For each exercise, the patient can see a set of instructions to perform the movements correctly. Once the patient starts an exercise, an avatar is displayed in a virtual environment. The interface invokes an acquisition module and a game associated with the activity that must be performed. The patient's movements are mapped in real time with the avatar's motion. Also, a progress bar provides the patient with the number of trials performed, while the score indicates the number of trials correctly performed (e.g. each time the patient's leg gets the right range of motion and shoots a virtual ball). The movement quality is assessed in real time by artificial intelligence algorithms and the results are graphically presented to the user. Te graphical-based feedback includes green and red color to describe how well the patient performed a movement. The red color represents a bad amplitude of the limb movement, while the green color indicates a correct one movement. Textual descriptions are included to give the patient a better understanding of the performed movement and the current information regarding the serial number and the repetitions. Figure 4 (right side) shows an example of the graphical feedback displayed to the patient. In this representation red color show a bad amplitude of the patient limb movement.
A progress bar and a score is added in order to observe the progress of the exercise and to know how well the exercise was performed. In addition, the patients can suspend a rehabilitation session at any time. In this case, they have to provide the physiotherapist with a reason to abort the session.
D. COMMUNICATING BETWEEN THE STAKEHOLDERS
Patients and physiotherapist can communicate to each other through a message exchange module. The task of communicating involves reading and sending messages between physiotherapist and patient ( Figure 5 ). The message can be text-based and/or audio-based.
IV. SOFTWARE ARCHITECTURE A. THE CORE
Considering the modular software architecture described in Figure 6 , the application is built in Django 2.0.5. This web framework uses the Model-View-Controller (MVC) design pattern and works under the two central principles: (1) maintain loose coupling between the layers of the framework and (2) the Don't Repeat Yourself (DRY) [30] . The MVC pattern separates application functionality into three kinds of components. The model represents the knowledge and has logic to update controller if its data changes. The view represents the visualization of the data. The controller determines the data flow into model object and updates the view whenever data changes. It keeps view and model separate and acts on both.
B. REAL TIME EVALUATION
Two additional modules are created for the real time evaluation. The first one for processing data with a RESTful API and the second one for acquiring movement data with a client application. They communicate to each other for processing the movement data and for giving the results using JSON data format. The RESTful API is developed using Django Rest Framework 3.8.2. 1 It is a powerful and flexible toolkit of Django to build RESTful Web Services [31] .
The client application is built with Kinectron 1.4.2 and Processing 1.4.8. Kinectron is an open source tool to capture the movement data. It has two components: a server that broadcasts Kinect data, and an API that receives Kinect data [32] . A Kinect v2 camera was used to capture the movements made by the patient. It facilitates the extraction of the relevant characteristics for the recognition of the movements made by the patient at the time of performing the rehabilitation exercises. A cross-browser JavaScript Library, called Three.js r97, 2 is incorporated to create and to display an animated 3D computer graphics avatar in a web browser. A serious game makes use of the avatar to assist the patients in the development of their tele-rehabilitation movements (see Figure 4) .
Eventually, the data of the skeleton and the video are captured in order to be processed by the AI algorithms, through a Restful API. An HTTP POST request is used to save the data and to process it after a repetition. In order to have a knowledge about the pain of the patient, an HTTP PUT request is used to inspect the face of the patient each second during the movement. Then, after a repetition, an HTTP POST request is used to save a string with those results.
Additional technologies, such as Boostrap 4.1.1 3 and JQuery 3.1.1 4 are used to build the interface. Boostrap is a CSS framework that provides a characteristic of responsive web design. It allows developing interfaces compatible with different kinds of browsers and terminal platforms [33] . JQuery is a Javascript library which has CSS selector, flexible animation system and event system, rich plugins and the solutions on browser compatibility issues.
V. THE EPHORT META-MODEL
This section describes the details of the ePHoRt meta-model. It presents a conceptual guide that allows understanding the details of the architecture. A compliant UML class diagram is elaborated to describe the main concepts. The class diagram is the most common in modeling object-oriented platforms and it is used to model the static design view of the platform [34] . The meta-model is divided into seven packages for a better comprehension and usage ( Figure 7) .
The Accounts package contains the user's information. A user can have three roles: administrator, patient and physiotherapist. Patients can send messages, can stick a previously predefined therapeutic program, and can only have one physiotherapist with their assigned therapeutic program. Physiotherapists can manage patient accounts, can send messages and can define customized rehabilitation plans.
The Therapeutic programs package allows the physiotherapists planning a therapeutic program considering a set of stages. A stage can have several surveys, resources and exercises.
The stage state machine is illustrated in Figure 8 . It shows the transitions between states and presents the point where the sequence of states start or end [35] . A stage object has three states (active, inactive, completed). It is inactive when it is created for the first time. It is active if the stage is the next one to be performed or if the patient did not complete it. It is completed if the stage was fully performed by the patient.
The Surveys package allows retrieving the patient's answers from a static survey. Questions were established by the physiotherapists considering their expert knowledge as a VOLUME 7, 2019 FIGURE 6. ePHoRt software architecture. way to get the patient' physical condition to suspend or to continue their patient's plan. The answers are validated before performing the exercises through a model to allow or deny the continuation of a therapeutic program.
The static survey is shown in Figure 9 . Three questions about the pain, the skin and the edema are required to be answered by the patient. The self-assessment of pain levels is based on the patient's subjective perception. The answers 97164 VOLUME 7, 2019 can have several combinations. The pain question is measured from 1 to 10 and is evaluated considering three options: 1) less than or equal to six, 2) equals to seven or 3) greater than or equal to eight. The other two questions about the skin and the edema are evaluated considering the three options. Also, for the first question a Table 1 with the evaluated ranges of pain are provided. It will serve as a guide for the patient at the time of selecting the level of the pain before performing the exercises. The patient requires to select at least one option for each question to answer this survey. In the first and third question the patient can choose just one option while in the second one can choose multiple ones. The first and the third one can have three possible options while the second one can have seven possible options, as show in Table 2 . Thus, a total of 3 * 7 * 3 = 63 instances are possible, as shown in Appendix A. Then, the options were validated manually with the physiotherapist as a ground truth criteria. After that, the answers are processing to allow or deny the continuation of the therapeutic program by considering the following exclusion conditions as criteria for the answer validation. This criteria was provided by the physiotherapist as a categorical value. A simple Recursive Partitioning And Regression Trees (CART) algorithm [36] , was run over all the answers to create a simple binary classification tree. Each root node represents a single input exclusion condition and a split point on that condition. The leaf nodes of the binary tree contain an output Boolean variable which is used to make a prediction. Code is presented in Appendix B. This is important in medicine because pain is may be a warning sign of serious health conditions, so, for this reason it necessary to inform the physiotherapist that a physical examination of the patient may be required.
As a result, the most relevant exclusion conditions were identified by using entropy in order to built a classification decision tree model. Entropy is an information-theoretic measure of the uncertainty contained in a set, due to the presence of more than one possible classification [37] . The resulting model ( Figure 10 ) represents visually the relevant exclusion conditions to determine if the patient can or cannot start a rehabilitation session.
The Resources package describes the structure of the learning resources (LR). LRs can be created by the physiotherapists in three formats: video, audio or text document. The patients can choose the most appropriate for them considering their health condition.
The Exercises package manages sets of exercises with session objects. Each session object has two stages: active and inactive (Figure 11 ). It is active if the patient is able to perform the set of exercises and it is inactive if the patient is not able to perform it. The exercises are handled by imitation of the composite design pattern [38] . Exercises can be defined with a set of instructions and several sequences by the physiotherapist. Each exercise requires a set of instructions, a set of series, a number of repetitions and a rest time to be determined. In order to perform an exercise routine, the patient has to check the instructions and start a set of series as it is shown in Figure 12 . Series have some trials. In each trial, a start command is displayed to guide the patient. The body movements tracked and used to animate a virtual avatar. As previously mentioned, the data of the skeleton and the video are processed for the real time evaluation (Figure 4) . When, a patient finishes an exercise, a stop command is shown also in the patient's screen. This process is repeated until the patient completes all the trials of the series. Then, the average statistics are presented.
Four types of exercises are currently available: ''hip abduction'', ''slow flexion of hip and knee'', ''hip extension'', and ''frontward, sideway, backward'' steps sequence. In Hip abduction, the leg's movement is evaluated in the sagittal plane by identifying one working angle and three compensation angles ( Figure 13 ). In slow flexion of hip and knee, the leg's movement is evaluated by identifying two working angles and four compensation angles (Figure 14) . In hip extension, the leg's movement is evaluated by identifying the frontal and sagittal compensation ( Figure 15 ). In frontward, sideway, backward, the leg's movement is evaluated by identifying the frontal and sagittal compensation (Figure 16 ).
The API REST package works with the exercises packages and contains the intelligent modules to assess the quality of the movements performed by the patients and also, their emotions. It has a couple of RESTful Web Services to process the skeleton and the images frames with artificial intelligence algorithms in each repetition.
In the first service, the skeleton is processed to evaluate if the patient is exercising correctly and the result is sent back as a json structure with a set of angles. The evaluation of the movement quality is carried out by an AI algorithm based on the DTW method. Details of this algorithm are presented in [39] . This algorithm processes the skeleton data and provides the user with a discriminative evaluation of the accuracy of different body angles as a feedback result. Each angle has a type, a DTW metric which refers how close the movement is to the reference movement, a textual message and a color light. The light refers to the feedback rating scale and can be 1=red, 2=yellow or 3=green. For Example, if a patient performed a hip abduction, a feedback is returned by the system in a json format (Listing 1) and presented to the user for a graphic way (Figure 4 ) at the end of the repetition.
The recognition module compares the DTW cost of each described angle (ROM and compensations) to an empirically defined threshold (Figure 17) . If the distance calculated by the DTW is higher than the threshold, the angle of the movement is classified as wrong. Since different DTW run in parallel (one for each specific working and compensation movements), it is possible to provide the patients a detailed feedback of their errors.
In the second service, the image frame is processed every second to determine if the patient feels pain. A Support Vector Machine (SVM) algorithm was trained to detect the face and to process it based on the following criteria:
(i) 0 -the patient does not feel pain.
(ii) 1 -the patient feels pain. (iii) 2 -the patient face cannot be processed. (iv) 3 -the patient emotion cannot be detected due to other factors. For instance, the quality of the image frames. As a result, a JSON format (see Listing 2) is obtained at the end of a repetition.This information is presented to the patient in two graphical representations. The first representation display an array with the values 0-3 to specify the result of recognition based on the criteria explained above while the patient performs the exercises (see Figure 21) . The second display an array of values from 0-100 with the intensity pain level (see Figure 22) .
The intensity of the pain suffered by the patient is carried out by an emotion recognition program written in python. A machine learning approach based on a SVM algorithm was trained on several datasets to predict the emotion of a given face picture. The Female Facial Expression (JAFFE) 5 database [40] has been mainly used to training our algorithm, but it has been complemented by the Caucasian, Asian, Hispanic, and Black people datasets from the tarrlab stimulus repository, 6 used in [41] . The datasets are made of facial expression images. We have converted these images to vectors of the same size coded on the gray scale, and we had retrieved the emotion linked with each image. A python algorithm retrieves the video from a webcam, applies a face 5 The Japanese Female Facial Expression (JAFFE) Database. It contains 213 images of 7 facial expressions (6 basic facial expressions + 1 neutral) posed by 10 Japanese female models. Each image has been rated on 6 emotion adjectives by 60 Japanese subjects. http://www.kasrl.org/jaffe.html 6 Stimulus images courtesy of Michael J. Tarr, Center for the Neural Basis of Cognition and Department of Psychology, Carnegie Mellon University, http://www.tarrlab.org/. Funding provided by NSF award 0339122. http://wiki.cnbc.cmu.edu/Face_Place detection with the Haarcascades code, and predicts the emotion of the detected face. Preliminary results on a reduced number of participants show that the emotion recognition algorithm is able to discriminate pain from no pain with 100% accuracy [42] . Figure 18 shows a representation of an individual performing an exercise of Hip abduction. In panel A we observe the position of the individual. Likewise, in panels B and C we observe the corresponding avatar from several viewing perspectives. The blue lines of panels B and C represent the reference angle (or threshold) that the individual should maintain or reach when performing a Hip Abduction movement. In the case of panel B we observed that the individual has not reached the objective in relation to the angle of movement of his left leg. Also, in panel B we observed that the individual has made a sagittal torso compensation. Panel C of also shows the compensations that the individual has made in relation to the Frontal torso and Leg.
The differences between the thresholds and a movement made by the individual, for each angle of interest, are represented by Figure 19 . The lines in blue represents the threshold defined by the physiotherapist, while the bar values represent the result of the movement for each angle of interest in a performed exercise. Each bar color follows a linear variation from green to red depending on its value. To be intuitive, it becomes greener when the range of movement reached by the Sagittal, Frontal and leg compensation are inferior or equal of the thresholds indicated by the physiotherapist for each movement. Bars color becomes redder when the differences increase the thresholds. Another criterion is applied to the working angle because the physiotherapist establishes a range for movement (ROM). Thus, two blue lines should be represented for the working angle (ROM), one for the low threshold and another for the high threshold. In this case, the bar color becomes greener when the working angle is in a high and a low threshold. This means that the individual that perform a Hip Abduction movement has reached his goal. Otherwise, bar color becomes redder when the movement amplitude is outside the limits. This indicates that the individual objectives do not respect the limits established by the physiotherapist. Figure 21 shows how the pain criteria obtained by the execution of the facial recognition algorithm when a patient had a rehabilitation session. The first trial is aligned to the pain feature in Listing 2 considering a range of 0 to 3 as it was described previously. The levels 0 and 1 refers to the pain levels while the levels 2 and 3 are not higher levels of pain because they are erroneous identifications of emotions. In this example, it is possible to observe several criteria: 1) Sometimes the pain is not detected. For example, for movements from 1 to 4 of trial 1 the system does not detect the patient's face. This situation can by a poor position of the patient 2) The system can detect an emotion other than pain.
In this case it is simply interpreted as ''no pain'' (See the results of the movements from 5 to 8 in trial 3) 3) The system can return errors when transmission failures occur. This is mainly due to failures in the structure of the frame (See the last two movements of trial 8) The patient can spend more time in some trials than in others so the time between each trial can vary. The pain measurement is also useful for the physiotherapists because it gives them an idea of how much the patient suffered when performing the exercise.
As a complement, an intensity value of the pain is also obtained, see Figure 22 . This value represents an estimation levels from 0 to 100% of the pain suffered by the patients when the pain is recognized by the system. for the pain recognition in the movements between 6 and 8 of the first trial of Figure 21 , the intensities of the pain started at an intensity value of 45% and increased to 75%. This confirms that the pain appeared in movement 5 and its intensity increased throughout the trial. Note also that the first trial is aligned to the pain_intensity feature in Listing 2. The values of the intensity are over the 50% in most of the trials. However, the graph shows that the patient tends to feel less pain throughout the trials.
Additionally, an example of the evolution of the pain intensity over the therapeutic program for a determined individual is presented into the Figure 23 . It is expected that the average value of pain intensity will decrease throughout the weeks. This information is also important for the physiotherapists as an indicator to evaluate the effectiveness of a therapeutic program.
The Messages package describes the components used to ensure the communication between patients and physiotherapists. Communication is key in a rehabilitation process, so it is important to provide the patients with a way to ask and consult the physiotherapists at any time. Also, it allows the physiotherapist to be aware about the patient's feedback emotional status and expected recovery celerity.
VI. INTERACTION BETWEEN THE COLLECTIONS OF OBJECTS
This section describes three UML sequence diagrams to explain how the collections of objects interact to accomplish patient tasks over time. These diagrams are key UML artifacts for modeling the behavior of software and are used to describe the internal system operation from the implementation point of view [34] . Figure 24 shows the sequence diagram to learn an exercise. Patients get the learning resources, then they select a resource and the type of document. Finally, the information is given to the patients. Figure 25 describes the sequence diagram to perform an exercise. The patients take a survey. The answers are processed to determine if the patient is authorized or not to perform the planned therapeutic session. In the case of having the authorization, the patient can start a session, the defined exercises are gotten, and an exercise is chosen to be performed. Figure 26 shows the sequence diagram to send a message. Notifications are given from the patient by the message object.
VII. DISCUSSION
This section describes some benefits and limitations of using the purposed ePHoRt architecture to support the tele-rehabilitation process. The main advantage is its modularity and flexibility, to guarantee a configurable and a scalable platform considering an architecture based in a MVC framework and a RESTful API. So, it could be extended to other types of rehabilitation exercises by increasing the resources in the CORE and by adding other AI algorithms to evaluate them with the REST API.
A meta-model is also included as a complement as the central part of the architecture. It provides the principal concepts like classes, relations and attributes. It captures how the information flows between the components and its helpful to understand how the problem was abstracted and the vocabulary terms that were considered in this domain. Thus, additional functionality could be re-engineered upon the proposed conceptual model.
The platform also incorporates gestural recognition to support the movements quality and the facial recognition to measure the intensity of pain that a patient suffers when performing the exercises. The intensity measure also allows the physiotherapist to evaluate the effectiveness of the therapeutic program.
The architecture considers only a Kinect device for capturing movements and emotions. It does not consider situations in which occlusions may occur due to the fact that the patient has a limited space to carry out the exercises. Likewise, the recognition of gestures is not accurate if an element that was not during the recording is entered in the image. Generally, this is the typical situation when a person who is not the one who performs the exercises appears in the Kinect' field of vision.
Actually, the real problem is the partial occlusion of certain joints during the execution of the movements; for instance, a hip occlusion by the knee during an slow exercise. Nevertheless, when the exercises or the patients require an extra element (i.e. a chair for support), it can be included as long as this element was also present during the recording phase. We would therefore recommend developing a set of guidelines covering these factors prior to wider scale uptake of Kinect technology for motion capture.
Moreover, in the same way as stated in [6] , we are convinced that Kinect can perform better in an uncluttered environment which has implications for the deployment of the technology into the patient's home where space and furnishing is dictated.
The size and silhouette of people are other aspects that influence the recognition of the patient's movements. Obese or very small people can hardly be detected. We are convinced that we could avoid such limitations with other forms of low cost data acquisition. Likewise, we found an interesting challenge with the incorporation of a filtering stage after the acquisition because the low cost motion caption device will provide us with a noisy raw signal.
Other data acquisition mechanisms like red conventional cameras, Webcams or inertial sensors could provide us a maximum precision. For this reason, throughout the development of the architecture, we have incorporated the use of the Kinect in an independent module. However, other ways to solve our current issues will be replaced by another technology in a future.
The manipulation of the interface while patient perform the exercises is done by gestural commands. Hand gesture recognition is a useful solution to suspend and to operate the remote interface. However, the patient can get tired quickly by the fact of having to raise his hand for a long time and repetitively. For this reason, the incorporation of another interaction modality like vocal commands is required into the architecture when patients perform their exercises.
The execution interface of the exercises considers only an interactive scenario as support for the rehabilitation process. We evidence the need to add to the architecture a serious game package to increase the flexibility and modularity of the platform and considering more versatile scenarios. The separation of the interactive scenarios also allows us to increase the performance and the use of other technologies like Three.js or Unity 3D for the development of serious games. A userfriendly 3d environment will help the patient and to feel more comfortable while he performs the therapeutic plan. Additionally, new changes and functionalities will be possible to incorporate thanks to the proposed architecture.
VIII. CONCLUSION
This paper presents a flexible, a scalar and a modular software architecture for the ePHoRt platform. The proposed architecture considers technological and medical aspects. The main contribution of this work is to serve as a conceptual guideline for the development of tele-rehabilitation platforms. Web-based platforms for home rehabilitation are of interest not only for the patients and their families, but also for public health since the use of technology saves infrastructure costs.
Current work consists of: (1) finalizing the development of the platform from the physiotherapist's perspective. With the next development, we plan to include emerging dashboards to facilitate decision making by physiotherapists. Once the development is finished, we must (2) conduct usability tests to measure the performance (e.g. time, efficiency) of both patients and physiotherapist when using the platform, and (3) to carry out accessibility and cognitive tests (e.g. mental workload) in order to offer an inclusive tele-rehabilitation platform.
Future efforts contemplate replacing the Kinect with conventional low-cost cameras and/or inertial sensors to explore other ways to solve our current motion capture limitations. The latter technology will solve problems such as the occlusion. Also, we thought about exploring the possibility of integrating vocal and gestural commands to the platform for a more ecological interaction. In addition, with the incorporation of other mechanisms for acquiring patients' movements, we must evaluate the performance on people with different morphologies. Table 3 presents the all possible instances to validate the preliminary questionnaire based the pain, skin and edema. All instances were manually validated by the physiotherapists considering their experience to determine if the patient can or cannot continue with the therapeutic program.
APPENDIX A POSSIBLE OPTIONS FOR THE PRELIMINARY SURVEY

APPENDIX B SCRIPT IN LANGAGE R TO CREATE THE SIMPLIFIED DECISION TREE
The instances presented in the previous Appendix A are used as ground truth to train a model with the Classification and Regression Trees (CART) and to create a simple binary decision tree. The decision tree was used later in the program to validate the patient' answers and determine if the he can or cannot continue with the therapeutic program in real time. If the output was true, the patient could continue with the therapeutic program without problems. However, If the output was false, the patient cannot continue with the therapeutic program and the physiotherapist will receive a notification so he can communicate with the patient or plan an urgent faceto-face meeting.
library("rpart") library("rpart.plot") dt<-read.csv(file="posible_instances.csv", sep=",") head(dt) dt1<-dt[, 1 :9] rpart.tree=rpart(dt$decision~., data=dt1, method ="class", minsplit = 2, cp = 0.0000001) rpart.plot(rpart.tree) dt$pred <-predict(rpart.tree, dt1, type = "class") Table 4 He is currently a Professor and a Researcher with the Intelligent and Interactive Systems Laboratory (SI2 Lab), Universidad de Las Américas, Quito, Ecuador. Throughout his career, he developed a deep knowledge of computer science and human-computer interaction. His interests in scientific research has been promoted by the desire of facilitating the work of IT managers and models' designers by helping them in choosing methods, models and modeling environments adapted to their specific needs. 
APPENDIX C EXAMPLE OF A WORKING ANGLE IN A HIP ABDUCTION EXERCISE
