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Introduction
Let G be a group and H 1 ,...,H s be subgroups of G. If there exist α i ∈ G such that G = i=s i=1 H i α i , and the sets H i α i , 1 ≤ i ≤ s, are pairwise disjoint,
is a coset partition of G (or a disjoint cover of G). In this case, all the subgroups H 1 ,...,H s can be assumed to be of finite index in G [30, 21] . We denote by d 1 ,...,d s the indices of H 1 ,...,H s respectively. The coset partition {H i α i } i=s i=1 has multiplicity if d i = d j for some i = j. The Herzog-Schönheim conjecture is true for the group G, if any coset partition of G has multiplicity.
If G is the infinite cyclic group Z, a coset partition of Z is {d i Z + r i } i=s i=1 , r i ∈ Z, with each d i Z + r i the residue class of r i modulo d i . These coset partitions of Z were first introduced by P. Erdős [10] and he conjectured that if {d i Z + r i } i=s i=1 , r i ∈ Z, is a coset partition of Z, then the largest index d s appears at least twice. Erdős' conjecture was proved independently by H. Davenport, L. Mirsky, D. Newman and R.Rado using analysis of complex function [11, 30, 31] . Furthermore, it was proved that the largest index d s appears at least p times, where p is the smallest prime dividing d s [30, 31, 46] , that each index d i divides another index d j , j = i, and that each index d k that does not properly divide any other index appears at least twice [31] . We refer also to [34, 35, 36, 37, 47] for more details on coset partitions of Z (also called covers of Z by arithmetic progressions) and to [15] for a proof of the Erdős' conjecture using group representations.
In 1974, M. Herzog and J. Schönheim extended Erdős' conjecture for arbitrary groups and conjectured that if {H i α i } i=s i=1 , α i ∈ G, is a coset partition of G, then d 1 ,..,d s cannot be distinct. In the 1980's, in a series of papers, M.A. Berger, A. Felzenbaum and A.S. Fraenkel studied the HerzogSchönheim conjecture [2, 3, 4] and in [5] they proved the conjecture is true for the pyramidal groups, a subclass of the finite solvable groups. Coset partitions of finite groups with additional assumptions on the subgroups of the partition have been extensively studied. We refer to [6, 50, 51, 45] . In [25] , the authors very recently proved that the conjecture is true for all groups of order less than 1440.
The common approach to the Herzog-Schönheim conjecture is to study it in finite groups. Indeed, given any group G, every coset partition of G induces a coset partition of a particular finite quotient group of G with the same indices (the quotient of G by the intersection of the normal cores of the subgroups from the partition) [21] . In this paper, we adopt a completely different approach to the Herzog-Schönheim conjecture. Instead of finite groups, we consider free groups of finite rank and develop a new approach to the problem. This approach has two advantages. First, it permits to study the Herzog-Schönheim conjecture in the free groups of finite rank for their own sake and secondly it provides some answers for every finitely generated group. Indeed, we show any coset partition of a finitely generated group G induces a coset partition of F with the same indices.
In order to study the Herzog-Schönheim conjecture in free groups of finite rank, we use the machinery of covering spaces. The fundamental group of the bouquet with n leaves (or the wedge sum of n circles), X, is F n , the free group of finite rank n. As X is a "good" space (connected, locally path connected and semilocally 1-connected), X has a universal covering which can be identified with the Cayley graph of F n , an infinite simplicial tree. Furthermore, there exists a one-to-one correspondence between the subgroups of F n and the covering spaces (together with a chosen point) of X. Using these covering spaces, J. Stallings gave a topological proof of some classical results about finitely generated subgroups of F n and introduced the notion of folding [43] .
For any subgroup H of F n of finite index d, there exists a d-sheeted covering space (X H , p) with a fixed basepoint, which is also a combinatorial object. Indeed, the underlying graph ofX H is a directed labelled graph, with d vertices, that can be seen as a finite complete bi-deterministic automaton; fixing the start and the end state at the basepoint, it recognises the set of elements in H. It is called the Schreier coset diagram for F n relative to the subgroup H [44, p.107] or the Schreier automaton for F n relative to the subgroup H [42, p.102] . The d vertices (or states) correspond to the d right cosets of H, each edge (or transition) Hg a − → Hga, g ∈ F n , a a generator of F n , describes the right action of a on Hg. The transition group T of the Schreier automaton for F n relative to H describes the action of F n on the set of the d right cosets of H, and is generated by n permutations. The group T is a subgroup of S d such that T ≃ Fn N H , where
Hg is the normal core of H.
Given H ≤ F n of index d, we consider the covering (X H , p) of X with basepointx 0 , from several points of view in parallel: as a covering, as a Schreier coset diagram for F n relative to the subgroup H, as a complete automaton. We use the following terminology. LetX H denote the Schreier coset diagram for F n relative to the subgroup H. Letx 0 , ...,x d−1 be the d vertices inX H . Let t i denote the label of a minimal path fromx 0 to any vertexx i , 1 ≤ i ≤ d − 1. Let T = {1, t i | 1 ≤ i ≤ d − 1}. AsX H is the Schreier coset diagram for F n relative to the subgroup H,x 0 represents the subgroup H andx 1 , ...,x d−1 represent the cosets Ht i accordingly. We call X H the Schreier graph of H, with this correspondence between the vertices x 0 ,x 1 , ...,x d−1 and the cosets H, Ht 1 ,...,Ht s accordingly.
The intuitive idea behind our approach is as follows. Let
For every Schreier graphX i , 1 ≤ i ≤ s, we define a graphX i (w) that describes the action of w on the vertices ofX i . We denote by o * i (w) the minimal natural number,
is a loop at the vertex H i α i . Combining in some way the s graphs, X 1 (w),...,X s (w), we define a new finite graph, the HS-colored graph, to describe graphically the coset partition of F n .
We show the HS-colored graph is the disjoint union of loops of the same length, that satisfies many interesting properties. In particular, we show that each loop ℓ describes a coset partition of Z, with subgroups of indices {o * i (w) | i ∈ I ℓ }, where I ℓ ⊆ {1, 2, ..., s} and we can then apply the results on the Erdős' conjecture. Indeed, if o max (w) = max{o * i (w) | 1 ≤ i ≤ s}, then o * i (w) = o max (w), for at least p values of i, where p is the smallest prime dividing o max (w). Since each o * i (w) is the length of a cycle in some permutation in T i , we can formulate our results in terms of cycles in the permutation groups T 1 ,...,T s . In particular, if o max = max{o max (w) | w ∈ F n } = d s , we have the following first result. Theorem 1. Let F n be the free group on n ≥ 2 generators. Let The transition group T s is a subgroup of the symmetric group S ds , generated by n ≥ 2 permutations. Dixon proved that the probability that a random pair of elements of S n generate S n approaches 3/4 as n → ∞, and the probability that they generate A n approaches 1/4 [8] . As d s → ∞, the probability that T s is the symmetric group S ds approaches 3/4. So, asymptotically, the probability that there exists a d s -cycle in T s is greater than 3/4. If T s is cyclic, there exists a d s -cycle in T s , since d s divides the order of T s . That is, Theorem 1 is satisfied with very high probability and the conjecture is "asymptotically satisfied with probability greater than 3/4" for free groups of finite rank.
Theorem 2 provides a list of conditions on a coset partition that ensure multiplicity. Let k = max{o max (w) | w ∈ F n }, k is the maximal length of a cycle in i=s i=1 T i . Let p denote the smallest prime dividing k. We show there exists u ∈ F n such that o max (u) = k and # ≥ 2, where # =| {1 ≤ i ≤ s | o * i (u) = k} |. Using this notation, we have the following result.
Theorem 2. Let F n be the free group on n ≥ 2 generators. Let
Let r be an integer, 4 ≤ r ≤ s − 1. If k, p and #, as defined above, satisfy one of the following conditions:
(iii) k > d s−3 , p = 2, and # = 2 or # ≥ 4.
(iv) k > d s−r and p ≥ r, or # = p, or # ≥ r + 1.
Then the coset partition
has multiplicity.
Assuming that k > d 1 , there is a finite number of cases that are not covered by Theorem 2. For k > d s−3 , there is only one case which is not covered: p = 2, # = 3. For k > d s−4 , there are three cases which are not covered: p = 2, # = 3, 4 and p = 3, # = 4. As r grows, the number of cases not covered by Theorem 2 grows also, but as s is finite, the total number of cases not covered by Theorem 2 is finite.
In the following Theorem, we give a condition that ensures the same subgroup appears at least twice in the partition.
Theorem 3. Let F n be the free group on n ≥ 2 generators. Let
be a coset partition of F n with
If one of the following conditions holds:
Inspired by [41] , in which the author defines the space of left orders of a left-orderable group and show it is a compact and totally disconnected metric space, we define Y to be the space of coset partitions of F n (under some equivalence relation) and show Y is a metric space. In our case, the metric defined induces the discrete topology.
Theorem 4. Let F n be the free group on n ≥ 2 generators. Let Y be the space of coset partitions of F n (under some equivalence relation). Then Y is a metric space with a metric ρ and Y is (topologically) discrete
We show that for each coset partition of F n , which satisfies one of the conditions in Theorems 1 or 2, there exists a neighborhood U in Y such that all the coset partitions in U have multiplicity.
Theorem 5. Let F n be the free group on n ≥ 2 generators. Let Y be the space of coset partitions of F n (under some equivalence relation) with metric ρ.
satisfies the condition of Theorem 1, then every P ∈ Y with ρ(P, P 0 ) < 1 2 satisfies the same condition and hence has multiplicity.
(ii) If P 0 satisfies (i) or (ii) of Theorem 2, with some 2 ≤ r ≤ s − 1, then every P ∈ Y with ρ(P, P 0 ) < 2 −(r+1) satisfies the same condition and hence has multiplicity.
(iii) If P 0 satisfies (iii) or (iv) of Theorem 2, with some 2 ≤ r ≤ s − 1, then every P ∈ Y with ρ(P, P 0 ) < 2 −(r+1) has multiplicity.
Theoerem 5 implies that given a "small" subgroup H s (or some "small" subgroups) satisfying one of the conditions cited above, then for every α s ∈ F n , any completion of H s α s , to a coset partition of F n with H s being the "smallest" (greatest index) subgroup has multiplicity.
We now turn to finitely generated groups in general.
, one of the conditions from Theorem 1, 2, or 3 is satisfied, then the coset partition {K i g i } i=s i=1 has multiplicity.
The paper is organized as follows. The two first sections are background sections: Section 1 on free groups and covering spaces and Section 2 on graphs and automatons. In Section 3, we describe the equivalent approaches to covering spaces in the special case of free groups and in particular we present the Schreier graph and its properties. In Section 4, we give a graphical description of the coset partition of F n in terms of the Schreier graphs, and in particular in the case of Z. Sections 6 is devoted to the proofs of the main results. In Section 7, we introduce the space of coset partitions of F n , an action of F n on it, a metric and prove Theorems 3, 4 and 5. In Section 8, we consider the case of any finitely generated group and prove Theorem 6. In many places, we write the HS conjecture instead of the HerzogSchönheim conjecture. . Let X be a non-empty set. The group generated by X is X = {x
, this is the set of all words on X. If X is finite, the group generated by X is finitely generated.
..x ǫn n is reduced if x i = x i+1 implies ǫ i + ǫ i+1 = 0 and in this case the length of w, ℓ(w), is equal to n. A word w = x
is cyclically reduced if x 1 = x n implies ǫ 1 + ǫ n = 0. If F = X and every non-empty reduced word w = 1 in F , then we say that X is a free set of generators of F or that F is free with base X. It holds that all bases for a given free group have the same cardinal and this common cardinal is termed the rank of the free group F and denoted by rank(F ). The free group of rank n is denoted by F n and F n ≃ F m if and only if n = m.
The Nielsen-Schreier theorem states that every subgroup of a free group is free. If H is a subgroup of F n of finite index d, then H is a free group of rank d(n − 1) + 1 and H has non-trivial intersection with every non-trivial subgroup of
Note that a finitely generated subgroup of F n is not necessarily of finite index and that there exist infinitely generated subgroups in F n . A set S of representatives of the right cosets of a subgroup H in a group G generated by X is called a (right) Schreier transversal if whenever x
n−1 is also in S. If H is a subgroup of the free group F n , then there exists a right Schreier transversal of H in F n . If G is a group generated by a set of n of its elements, then
, then the group G has a presentation X | R , where X is a base of F n and the normal closure of the set R is equal to N . If X and R are finite, the group G is finitely presented.
Covering spaces
For more details, we refer the reader to the books [39, Chapter 10] , [18, Chapter 1] , [23, Chapter 3] , [44] , [13] . If X is a topological space, then (X, p) is a covering space of X ifX is a path connected topological space, p :X → X is an open continuous surjection and each point x ∈ X has an open neighborhood U x such that p −1 (U x ) is a disjoint union of open sets inX, each of which is mapped homeomorphically onto U x by p. If (X, p) is a covering space of X, then X is path connected. For each x ∈ X, the non-empty set Y x = p −1 (x) is called the fiber over x and for all x, x ′ ∈ X, | Y x |=| Y x ′ |. The cardinal of a fiber is called the multiplicity of the covering. One also says (X, p) is a m-sheeted covering (m-fold cover ) of X.
If X andX are spaces and there is a continuous map p :X → X, with p(x 0 ) = x 0 , then there is an induced homomorphism p * : (ii) G acts transitively on Y 0 .
(iii) The stabilizer ofx 0 is p * (π 1 (X,x 0 )).
A covering space (X, p) of X is regular if p * (π 1 (X,x 0 )) ⊳ G. A Deck transformation ofX is a homeomorphism h :X →X with p • h = p. The group of Deck transformations, Cov(X/X), is called The Deck group and it acts freely onX. If (X, p) is universal, that isX is simply-connected, then Cov(X/X) ≃ G. If X is locally path connected,
Two covering spaces (X, p) and (Ỹ , q) of a space X are equivalent if there exists a homeomorphism ϕ :Ỹ →X such that q = pϕ. If X is a locally path connected space, then the covering spaces (X, p) and (Ỹ , q) of X are equivalent if and only if p * (π 1 (X,x 0 )) and q * (π 1 (Ỹ ,ỹ 0 )) are conjugate subgroups of
If X satisfies several conditions, a converse to Theorem 2.1 is true, that is given x 0 ∈ X and a subgroup H of π 1 (X, x 0 ), there exists a covering space (X, p) of X, with p * (π 1 (X,x 0 )) = H for a suitably chosen basepoint x 0 ∈X. A space X is semilocally 1-connected if each x ∈ X has an open neighborhood U so that i * : π 1 (U, x) → π 1 (X, x) is the trivial map (where i : U ֒− → X is the inclusion). A connected and locally path connected space X has a universal covering if and only if X is semilocally 1-connected. Theorem 2.2. [39, p.295-300] Let X be a connected, locally path connected and semilocally 1-connected space. Let x 0 ∈ X. Let H be a subgroup of π 1 (X, x 0 ). Then there exists a covering space (X, p) of X, and
The free group of finite rank n, F n , is the fundamental group of the bouquet with n leaves, which is a space that satisfies all the conditions of Theorem 2.2. So, we can take for granted the one-to-one correspondence between the subgroups of F n and the covering spaces (together with a chosen point) of the bouquet with n leaves.
Note that this covering is not regular, so K is not normal in F 2 .
3 Graphs and Automata
Graphs
For more details, we refer the reader to [40] , [43] , [17] . A graph Γ consits of two sets V and E, and two maps E → V × V : e → (i(e), t(e)) and E → E : e →ē, which satisfy the following conditions: ∀e ∈ E,ē = e,ē = e and i(ē) = t(e). An element v ∈ V is called a vertex of Γ, e ∈ E is called an edge of Γ andē is called the reverse of e. The vertex i(e) is the initial vertex of e (or origin) and t(e) the terminal vertex of e (or terminus). These two vertices are called the extremities of e and two vertices are adjacent if they are the extremities of some edge. An orientation of Γ consists of a choice of exactly one edge in each pair {e,ē}, and in this case Γ is called a directed graph. The indegree(v) is the cardinal of {e ∈ E | t(e) = v} and the outdegree(v) is the cardinal of {e ∈ E | i(e) = v}. A path p in Γ of length n ≥ 0, with origin v 1 and terminus v n is an n−tuple of edges of Γ, p = e 1 e 2 ...e n , such that for j = 1, .., n − 1, t(e j ) = i(e j+1 ) and v 1 = i(e 1 ), v n = t(e n ). A path p is a loop at v if v is both its origin and its terminus. A loop of length 1 at v contributes 1 to the indegree of v and 1 to its outdegree.
Automata
We refer the reader to [42, p.96 ], [9, p.7] , [32, 33] . A finite state automaton is a quintuple (S, A, µ, Y, s 0 ), where S is a finite set, called the state set, A is a finite set, called the alphabet, µ : S × A → S is a function, called the transition function, Y is a (possibly empty) subset of S called the accept (or final) states, and s 0 is called the start state. It is a directed graph with vertices the states and each transition s a − → s ′ between states s and s ′ is an edge with label a ∈ A. The label of a path p of length n is the product a 1 a 2 ..a n of the labels of the edges of p. The finite state automaton M = (S, A, µ, Y, s 0 ) is deterministic if there is only one initial state and each state is the source of exactly one arrow with any given label from A. In a deterministic automaton, a path is determined by its starting point and its label [42, p.105] . It is co-deterministic if there is only one final state and each state is the target of exactly one arrow with any given label from A. The automaton M = (S, A, µ, Y, s 0 ) is bi-deterministic if it is both deterministic and co-deterministic. An automaton M is complete if for each state s ∈ S and for each a ∈ A, there is exactly one edge from s labelled a.
Definition 3.1. Let M = (S, A, µ, Y, s 0 ) be a finite state automaton. Let A * be the free monoid generated by A. Let Map(S, S) be the monoid consisting of all maps from S to S. The map φ : A → Map(S, S) given by µ can be extended in a unique way to a monoid homomorphism φ : A * → Map(S, S). The range of this map is a monoid called the transition monoid of M , which is generated by {φ(a) | a ∈ A}. An element w ∈ A * is accepted by M if the corresponding element of Map(S, S), φ(w), takes s 0 to an element of the accept states set Y . The set L ⊆ A * recognized by M is called the language accepted by M , denoted by L(M ).
In order to extend this definition to languages in groups, one takes the alphabet A of monoid generators to be closed under inverses and each transition s a − → s ′ labelled by a ∈ A induces a "reverse" transition s ′ x − → s, with x = a −1 .
The transition monoid T of the following complete automaton M is generated by
Once a unique start state and a unique accept state are specified, the automaton M from Figure 3 4 Covering spaces in the context of free groups 4.1 How to look at the covering space of the n-leaves bouquet ?
We refer to [44, Chapter 2] , and [20] for details. Let X denote the n-leaves bouquet with basepoint x 0 . Its fundamental group π 1 (X, x 0 ) is F n . Given H ≤ F n of index d, there exists a covering (X H , p) of X with basepointx 0 (see Theorem 2.2). The covering (X H , p) can be viewed as a directed and labelled graph. Using this covering space, J. Stallings gave a topological proof of some classical results about finitely generated subgroups of F n . In [43] , he introduced the topological notion of a folding, and used it in the study of finitely generated subgroups of a free group. The folding corresponding to a finitely generated subgroup H of F n is a directed labelled graph, that can be considered as a finite deterministic automaton; fixing the start and the end state at a distinguished vertex, it recognises the set of elements in H. Stalling's approach has been applied to solve many combinatorial and algorithmic problems in group theory. In the years 1980-90, similar graphical approaches were developed in the study of finitely generated subgroups of the free group, in order to solve many special cases of the Hanna Neumann conjecture [14, 28, 49] , which states:
, where H and K are finitely generated subgroups of the free group (of ranks rank(H) and rank(K) respectively). It was recently solved [26] , [12] , [7] .
In this work, our approach is the following: given H ≤ F n of index d, we consider the covering (X H , p) of X with basepointx 0 , from several points of view in parallel: as a covering, as a Schreier coset diagram for F n relative to the subgroup H, as a complete and "almost" bi-deterministic automaton, in the sense that we do not fix the start and accept states in advance, but we fix them differently at our needs. We will use all these points of view together. More formally: Definition 4.1. Let H < F n be of finite index d. Let (X H , p) be the covering of the n-leaves bouquet with basepointx 0 and vertices x 0 ,x 1 , ...,x d−1 . Let t i denote the label of a minimal path fromx 0 tox i .
AsX H is the Schreier coset diagram for F n relative to the subgroup H,x 0 represents the subgroup H and the other verticesx 1 , ...,x d−1 represent the cosets Ht i accordingly. We callX H the Schreier graph of H, with this correspondence between the vertices x 0 ,x 1 , ...,x d−1 and the cosets Ht i accordingly.
Note that a minimal path fromx 0 tox i is not necessarily unique, so we choose arbitrarily one. The transversal T may be a Schreier transversal or any transversal with representatives of minimal length. , where N H is the normal core of H. So, whenever H is a normal subgroup of F n , Cov(X/X) ≃ T and it can be read easily from the graph. If H is not normal in F n , this is not necessarily true. Indeed, in Example 4.2, G is of index 3, not normal, so Cov(X/X) = {1}, while its transition group is S 3 (see Example 3.2).
A combinatorial approach to coverings of the leaves bouquet
We keep the same terminology as in Section 4.1. We develop a combinatorial approach toX H and prove some of its properties. If H ≤ F n of index d, then for every w ∈ F n , there exists a minimal natural number i Ht i , m w,i is also the minimal natural number such that w m w,i is a loop atx i .
In [29] , the authors define the order of an element in regular coverings. We extend the definition of the order of an element to any covering. (ii) The k-th w-step, 1 ≤ k ≤ o(w, i), is the k-th path labelled w in the loop w o(w,i) atx i .
(iii) The set V w,i is the set of vertices inX H visited at each w-step in the loop w o(w,i) atx i .
( (
where the sum is on disjoint loops.
(v) If for some integer k, w k is a loop atx i , then o(w, i) divides k.
In particular, w ∈ N H if and only if o(w, i) = 1, for all 0
, then the loop crosses a vertex at least twice and there exists a loop w j atx i with j < o(w, i), so this contradicts the minimality of o(w, i). 
Note that from Lemma 4.7(v), it results that for every integer q dividing o(w, i), there exists an element g ∈ F n with o(g, i) = q (take g = w o(w,i) q
). We now consider the case of a normal subgroup, with a regular covering. 
(ii) results from Lemma 4.7(iv) and (iii) from Lemma 4.7(iii).
We introduce a graph derived from the Schreier graph that describes the w-steps, where w is a word in F n . Definition 4.9. Let w ∈ F n . Let H < F n of index d. LetX H be the Schreier graph of H. We defineX H (w) to be the Schreier graph of H, but instead of being labelled by the generators of F n , only the w-steps are specified. We also callX H (w) the Schreier graph of H. w (Ht i ). As N ⊂ H, the action of F n on the right cosets of H induces an action of F n on the right cosets of N . That is, for each loop in Bot, there is at least one loop induced in Top. Indeed, consider the loop labelled w o(w,i) atx i in Bot with V w,i , 0 ≤ i ≤ d − 1, as in Definition 4.5. Then, if we denote by p −1 w (V w,i ) the set of fibers in Top over the set of visited vertices, then there are some loops connecting the fibers in p −1 w (V w,i ). We will study these loops in more detail in the following lemmas. In the following lemmas, we describe the connection between the top layer and the bottom layer in the combined graph. The next lemma is very important for the rest of the paper, as here we describe entirely the induced loops in Top.
Lemma 4.14. Let w ∈ F n . Let H < F n of index d and N ⊳ F n of index m such that N ⊂ H. LetX N,H (w) be their combined graph, with x 0 ,x 1 , ...,x d−1 the vertices in Bot. Let o(w, j) be the order of w at a chosen vertexx j in Bot and let V w,j be the set of vertices visited at each w-step in this loop. Let p −1 w (V w,j ) be the set of fibers over V w,j in Top. Then
(ii) The loop in Bot labelled w o(w,j) between the vertices in V w,j induces 3). Our aim in the following section is to describe graphically the coset partition in terms of the combined graphsX N,H i (w), for any w ∈ F n . In particular, we introduce a new graph, the HS-colored graph, to describe the coset partition.
The HS conjecture and covering spaces
Let {H i α i } i=s i=1 be a coset partition of F n with H i < F n of index d i > 1, α i ∈ F n , 1 ≤ i ≤ s. Let N i = g∈Fn g −1 H i g of index m i . Let N = i=s i=1 N i
A graphical description of a coset partition of F n with the Schreier graphs
Let w ∈ F n , with order o N (w). LetX N (w) be the Schreier graph of N . LetX N,i (w) denote the s combined graphsX N,H i (w), 1 ≤ i ≤ s. Let denote by p −1 w (H i α i ) the fiber over H i α i in Top of the combined graph X N,i (w). In eachX N,i (w), 1 ≤ i ≤ s, let color in color c i the vertex representing the coset H i α i at Bot, and all the elements in the fiber p −1 w (H i α i ) in Top. We keep record of the color attributed to each coset of N , and color accordingly the vertices inX N (w). 
(ii) We define the order of w relative to H i α i , o * i (w), to be the order of w in Bot ofX N,i (w) relative to the vertex H i α i , that is the minimal natural number such that w o * i (w) ∈ α −1 i H i α i , or equivalently w o * i (w) is a loop at the vertex H i α i in Bot ofX N,i (w).
is a coset partition of F n and each fiber p w (H 3 ab). Before we go on with F n with n ≥ 2, we give a graphical description of a coset partition in the special case of F 1 = Z.
A graphical description of a coset partition of Z
The group of integers Z = 1 is the fundamental group of the bouquet X with only one circle labelled 1. For each subgroup H = oZ of index o > 1, there exists a o-fold coveringX H , which is an oriented loop of length o > 1 and labelled o. 
is a coset partition of Z.
Proof. We set N = o N Z and
H i . We show that a loop ℓ satisfying the conditions of the lemma describes the Schreier graph of N and a coset partition
. Choose any vertex in ℓ and call it N and the adjacent vertex N + 1 and so on until N + o N − 1. If in ℓ, any two consecutive vertices colored in the same color c i are at o i distance, then there exist
cosets of N whose union is o i Z + r i . Next, since each vertex in ℓ is colored in only one color, the sets
implies that Z is partitioned by these disjoint cosets. (ii) o max = M ax{o i | 1 ≤ i ≤ t} appears at least p times, where p is the smallest prime dividing o max .
(iii) Any o l divides another o k , where 1 ≤ k = l ≤ t.
(iv) Any o k that does not properly divide any other o i appears at least twice, 1 ≤ k, i ≤ t.
6 Main results on the Herzog-Schönheim conjecture for free groups of finite rank
In this section, we give some conditions that ensure a partition of the free group of finite rank has multiplicity. The notation is the following for the rest of this section. Let F n be the free group on n ≥ 2 generators. Let labelled w o N (w) ).
(ii) If the fiber p −1 w (H i α i ) participates in a loop, then it contributes
elements and the distance between two consecutive vertices is o * i (w). 
, the following equation holds:
where
Proof. (i), (ii), (iii) result from Lemma 4.14, since from the definition of the HS-colored graph,X N (w) is justX N (w) with colored vertices.
(iv) results from (iii):
if and only if 
elements colored in c i 3 . We repeat the process until all the o N (w) vertices in this loop are counted and Equation 6.1 holds for this loop. Since the m o N (w) loops are disjoint, we do the process for each loop independently.
participates in the j-th loop}. Then, inX N (w), the following occurs:
(i) The natural numbers {o * i (w) | i ∈ Y j } are not pairwise prime.
(ii) o max,j = M ax{o * i (w) | i ∈ Y j } appears at least p times, where p is the smallest prime dividing o max,j .
(iv) Any o * k (w) that does not properly divide any other o * i (w) appears at least twice, for i, k ∈ Y j .
Proof. We consider only loops with more than one participating fiber. From Lemma 6.1, any j-th loop is of length o N (w) and satisfies the following three conditions: o N (w) = 
Main Results on the Herzog-Schönheim conjecture for free groups of finite rank
We prove the first Theorems that provide sufficient conditions for multiplicity in the coset partition of F n .
Theorem 6.3. Let F n be the free group on n ≥ 2 generators. Let
If there exists w ∈ F n such that o * s (w) = d s , then the index d s appears in the partition at least p times, where p is the smallest prime dividing d s .
Proof. If there exists
Furthermore, from Lemma 6.1(iv), the fiber p −1 w (H s α s ) participates in all the loops. Consider any j-th loop. From Proposition 6.2, o max (w) appears at least p times in this loop, where p is the smallest prime dividing o max (w). That is, there are at least
Note that if there exists w ∈ F n , such that o * i (w) = d i for every 1 ≤ i ≤ s, then multiplicities occur as in Z. In particular, it ensures the existence of a partition of Z with subgroups of indices We keep the same notation as in Theorem 6.3. For g ∈ F n , let o max (g) = M ax{o * i (g) | 1 ≤ i ≤ s}, and p be the smallest prime dividing
Theorem 6.5. Let F n be the free group on n ≥ 2 generators. Let
If there exists w ∈ F n that satisfies one of the following conditions: (ii), (iii), (v), (vi) The proof relies on the pigeonhole principle as it was applied in the proof of (i). (iv), (vii) Whenever # = p, there are p fibers that participate together in the same loops. So, Lemma 6.1(v) implies they have the same index. Theorem 1 and Theorem 2 from the introduction are computationally speaking far easier to check than Theorems 6.3 and 6.5. We show that in fact Theorems 1 and 2 are equivalent to Theorems 6.3 and 6.5 respectively. For that, we need the following lemma. In the following, we assume the permutations are decomposed into the product of disjoint cycles. (ii) If there exists a permutation in T with a k-cycle at somex j , then for everyx r , there exists a permutation in T with a k-cycle atx r .
Proof (ii) Assume first that σ ∈ T is a permutation with a k-cycle atx 0 . Let g ∈ F n be any inverse image of σ. Then there is a loop labelled g k atx 0 . Let w = t −1 r gt r , with t r the label of a minimal path fromx 0 tox r . Then there is a loop labelled w k atx r and in the corresponding permutation in T there is a k-cycle. The same proof applies for anyx j .
Proofs of Theorem 1 and Theorem 2 . Using Lemma 6.6(i), Theorem 1 and Theorem 2 from the introduction are the transcription in terms of cycles of Theorems 6.3 and 6.5 respectively.
7 The space of coset partitions of F n Let F n be the free group on n ≥ 2 generators. We define Y ′ to be the space of coset partitions of F n (only with subgroups of finite index). For each subgroup H of F n of finite index d > 1, there exists a partition of F n by the d cosets of H.
To get some intuition on Y ′ , it is worth recalling that the subgroup growth of F n is exponential.
Action of F n on the space of its coset partitions
There exists a natural right action of F n on Y ′ . Indeed, if w ∈ F n , then
Lemma 7.1. The natural right action of F n on Y ′ is faithful Proof. Let w ∈ F n . Then P · w = P for every P ∈ Y ′ if and only if w belongs to the intersection of all the subgroups of finite index of F n . As F n is residually finite [38, p.158] , the intersection of all the subgroups of finite index of F n is trivial, so w = 1, that is the action is faithful.
where Orb Fn (P ) denotes the orbit of P under the action of F n . Furthermore, for w ∈ F n , | Orb w (P ) |= lcm(o * 1 (w), ..., o * s (w)), where Orb w (P ) denotes the orbit of P under the action of w .
Proof. From the definition of the action of F n on P , F n permutes between the cosets of H 1 , between the cosets of H 2 and so on. So,
The size of Orb w (P ) is equal to the minimal natural number such that P · w k = P , that is k = lcm(o * 1 (w), ..., o * s (w)). Indeed,
Proof of Theorem 3. (i), (ii) From the assumption, there exists
If the condition in Theorem 3 holds, then m, m j , m k are necessarily even. H i H 1 , and this implies H 2 = H 3 .
We recall that for each subgroup H of index d in F n (or in any group), there is a transitive action of the group on the set of right cosets of H, that is given two cosets Hα and Hβ of H, there exists w such that Hα · w = Hβ. So, the following question arises:
Does there necessarily exist w ∈ F n such that P ′ = P · w ?
7.2 Topology in the space of coset partitions of F n We refer to [27] for more details. Let Y ′ be the space of coset partitions of
we identify P with the s-tuple (H s , ..., H 1 ) and we consider H s at the first place, H s−1 at the second place and so on.
. A standard argument shows: A metric is a semi-metric with the additional requirement that d(P, P ′ ) = 0 implies P = P ′ . Identifying points with zero distance in a semi-metric d is an equivalence relation that leads to a metricd. The functiond is then a metric in Y ′ ≡, with P ≡ P ′ if and only if d(P, P ′ ) = 0. If the answer to Question 7.1 is positive, then Y ′ ≡ is the same as the quotient of Y ′ by the action of F n . We denote Y ′ ≡ by Y andd by ρ.
We denote by B r (P 0 ) = {P ∈ Y | ρ(P, This implies that Y is Hausdorff, bounded and totally disconnected, facts that could be easily proved directly using ρ. A metric space X is uniformly discrete, if there exists ǫ > 0 such that for any x, x ′ ∈ X, x = x ′ , ρ(x, x ′ ) > ǫ. The space Y is not uniformly discrete.
Remark 7.6. Given an arbitrary group G, one can define in the same way the space Y , the metric ρ and obtain the same topological properties. The action of G on Y can also be defined in the same way, but it is not necessarily faithful anymore.
Proof of Theorem 5.
If ρ(P, P 0 ) < 1 2 , then K t = H s . So, if there exists a d s -cycle in T Hs , the index d s appears in P 0 and in P at least p times, where p is the least prime dividing d s . Note that this implies necessarily ρ(P, P 0 ) ≤ 2 −p−1 .
(ii), (iii) If ρ(P, P 0 ) < 2 −(r+1) , 2 ≤ r ≤ s − 1, then K t = H s , K t−1 = H s−1 ,..., K t−r = H s−r . If k, the maximal length of a cycle in T K j . If P 0 satisfies condition (i) or (ii) of Theorem 2, then P satisfies the same condition and hence has multiplicity. If P 0 satisfies condition (iii) or (iv) of Theorem 2, then P 0 has multiplicity, with d H s−i = d H s−j for some i = j, 0 ≤ i, j ≤ r. So, d K t−i = d K t−j also, that is P has multiplicity.
To conclude, we ask the following natural question: does there exist a metric on the space of coset partitions Y ′ that induces a non-discrete topology and yet can give rise to a result of the form of Theorem 4 ?
8 The Herzog-Schönheim conjecture for any finitely generated group
Let G be the group with presentation X | R , with | X |= n. So, G ≃ Fn K , with the normal closure of the set R (not necessarily finite) equal to K. There exists the canonical epimorphism π : F n → G. We show that this partition of G induces a partition of F n with subgroups of the same indices.
Lemma 8.1. Let G ≃ Fn K , with canonical epimorphism π : F n → G. Let {K i g i } i=s i=1 be a coset partition of G with
is a coset partition of F n , with H i < F n of index d i , α i ∈ F n , 1 ≤ i ≤ s.
Proof. From the third isomorphism theorem, there is a one-to-one correspondence between the subgroups of G and the subgroups of F n containing Ker(π) = K. We set H i = π −1 (K i ), so H i are subgroups of F n of index d i containing K. Let α i = π −1 (g i ), that is α i are words in F n representing the elements g i ∈ G, in particular we can choose the words g i . We show {H i α i } i=s i=1 is a coset partition of F n . First, assume by contradiction that i=s i=1 H i α i F n . So, there exists w ∈ F n such that
H i α i . The element π(w) = Kw ∈ G, so there exists 1 ≤ j ≤ s such that Kw ∈ K j g j . Since K j g j = ( H j K )α j , there exists h j ∈ H j , such that Kw = Kh j α j , that is w ∈ Kh j α j . As K ⊂ H j , w ∈ H j α j . So, a contradiction, that is i=s i=1 H i α i = F n . Next, we show that the cosets H i α i , 1 ≤ i ≤ s, are disjoint. Assume by contradiction that there is w ∈ H i α i ∩ H j α j , i = j. So, there exist h j ∈ H j , and h i ∈ H i , such that w = h j α j = h i α i , and Kw = Kh j α j = Kh i α i , with Kh j α j ∈ ( H j K )α j = K j g j and Kh i α i ∈ ( H i K )α i = K i g i . So, a contradiction, that is the cosets H i α i , 1 ≤ i ≤ s, are disjoint.
Proof of Theorem 6. If one of the conditions from Theorem 1, 2, or 3 is satisfied, then in the induced partition {H i α i } i=s i=1 , with H i subgroups of F n of index d i , there exists an index d j that appears at least twice, and this is also true for the partition of G.
Note that whenever the coset partition {H i α i } i=s i=1 has multiplicity, with d i = d j say, then H i and H j are isomorphic. This does not hold necessarily for any finitely generated group G. Indeed, if the isomorphism ϕ ij between any pair of isomorphic subgroups H i and H j satisfies ϕ ij (Ker(π)) = Ker(π), then the corresponding subgroups K i and K j are also isomorphic.
