When people walk side-by-side, they often synchronize their steps. To achieve this, individuals might cross-modally match audiovisual signals from the movements of the partner and kinesthetic, cutaneous, visual and auditory signals from their own movements. Because signals from different sensory systems are processed with noise and asynchronously, the challenge of the CNS is to derive the best estimate based on this conflicting information. This is currently thought to be done by a mechanism operating as a Maximum Likelihood Estimator (MLE). The present work investigated whether audiovisual signals from the partner are integrated according to MLE in order to synchronize steps during walking. Three experiments were conducted in which the sensory cues from a walking partner were virtually simulated. In Experiment 1 seven participants were instructed to synchronize with human-sized Point Light Walkers and/or footstep sounds. Results revealed highest synchronization performance with auditory and audiovisual cues. This was quantified by the time to achieve synchronization and by synchronization variability. However, this auditory dominance effect might have been due to artifacts of the setup. Therefore, in Experiment 2 human-sized virtual mannequins were implemented. Also, audiovisual stimuli were rendered in real-time and thus were synchronous and co-localized. All four participants synchronized best with audiovisual cues. For three of the four participants results point toward their optimal integration consistent with the MLE model. Experiment 3 yielded performance decrements for all three participants when the cues were incongruent. Overall, these findings suggest that individuals might optimally integrate audiovisual cues to synchronize steps during side-by-side walking.
Introduction
Nonverbal coordination is fundamental for interactions between individuals such as in team sports, factory work, and also in simple everyday tasks. It requires a highly precise, mutual, and accurate spatiotemporal displacement of the body.
To understand interpersonal coordination, several studies investigated the ability to synchronize repetitive movements (Repp, processes during walking. For example: manipulating the vestibular system, the proprioceptive system, or the somatosensory system, affects functions involved in maintaining stability and inter-limb coordination (Cullen, 2012; Cullen, 2016; Prochazka & Ellaway, 2012; Prochazka, Gritsenko, & Yakovenko, 2002; Ghez & Krakauer, 2000; Kaya, 2014) . Also, the use of side-blinders constrains optic flow and therefore the perception of self-motion (Campos & Bulthoff, 2012; Lappe et al., 1999) . Taking these challenges into account, this is the first attempt to understand the sensory integration in movement synchronization of side-by-side walkers. In three experiments, the perceptual cues (visual and auditory) from a walking partner were virtually simulated. Given that auditory and visual cues inform about the time of the upcoming heel strike of a walking partner, it seems likely that the CNS integrates signals of both modalities to obtain the best estimate of the temporal onsets. We hypothesized that this should then improve synchronization. In Experiment 1, human real-sized Point Light Walkers (PLWs) obtained from the motion capture of walking individuals were used. Standard PLWs contain the spatiotemporal components of human motion. Their implementation allows a controlled manipulation of these components. Previously, it was shown that PLWs are an adequate mean for the study of intermodal perceptual processes as for instances recognition (see e.g., Thomas & Shiffrar, 2013) , velocity, and simultaneity judgments (Mendonça, Santos, & López-Moliner, 2011; Silva et al., 2013) . In this experiment, participants walked next to PLWs and were instructed to synchronize. Auditory, visual, or audiovisual cues about the PLW were provided. In Experiment 2, the virtual environment was improved by using a human-sized virtual mannequin as visual stimulus and stimuli positions were rendered in real-time. Thus, the spatiotemporal congruency of audiovisual cues was increased. In Experiment 3 the audiovisual asynchrony was manipulated and its effect on motor synchronization performance was analyzed.
Experiment 1

Methods
Participants
Eight participants (7 naïve, 2 female, 6 male, age: M = 28, SD = 3, all right dominant hand) without gait disabilities took part in the experiment. All individuals gave informed consent for their participation.
Stimuli & experimental design
The experiment was programmed in Python (Python, 2016) using OpenGL for graphics presentation and OpenAL for audio playback.
2.1.2.1. Visual stimulus. Body kinematics during walking with different velocities (0.7-1.5 m/s) of 6 male and 8 female were previously captured with a Vicon motion capture system at 240 Hz. From eight gait cycles of these models, PLWs-with 13 dots generated in 2D coordinates and rendered as black dots-served as the visual stimulus. The 13 dots signalized the spatiotemporal positions during walking of the head, shoulders, elbows, hands, hips, knees, and ankles. The PLWs were presented by 3 DLP projectors Christie Mirage with a resolution per channel of 1400 × 1050 at 60 Hz. The three images were retro-projected side-by-side with blending areas between images resulting in a 7.20 m(H) × 2.10 m(V) flat screen in a dark room. The PLW dots were black (4 cd/m2) and the background was light gray (70 cd/m2). The PLWs maintained its original sizes and were projected in the sagittal plane walking from one side of the screen to the other one.
Auditory stimulus.
The auditory stimulus was a footstep recorded from an individual with average stature in Portugal (1.62 m), including male and female population (Arezes, Barroso, Cordeiro, Costa, & Miguel, 2006) walking on a wooden floor barefoot with a velocity of 1.3 m/s. From these records, two footsteps were auralized by a MATLAB routine with head-related transfer functions (HRTF). These had approximately the acoustic properties of the sounds that reach the ear when produced by an individual walking next to the participant at 0.5 m. (Left foot: azimuth 90 degrees, elevation −72 degrees, relative to the right ear; right foot: azimuth 90 degrees, elevation −62 degrees). The intensity was matched to the recorded sound intensity at an average ear height (1.53 m). This was for the closer left foot 63 (dBA Leq) and for the right foot slightly lower. The footsteps were presented through wireless headphones (Sennheiser RS 120 II).
2.1.2.3. Audiovisual stimulus. The audiovisual stimulus was the PLW presented with the sound produced by the heel strikes of the PLW. In order to assure synchrony between visual and auditory stimulus, the time delay between a sound stimulus and a visual flash was measured (Lamas et al., 2015) . A delay of 15 ms, with a precision of 3 ms, was applied to the auditory signal for achieving the correct temporal alignment taking into account audiovisual signal propagation times.
2.1.2.4. Conditions. The availability of sensory information and the start phase of the stimulus were manipulated to create the following conditions: for the sensory information, (1) the PLW was displayed temporally aligned with the presentation of footstep sounds (audiovisual condition -AV), (2) only the PLW was displayed (visual condition -V), or (3) only the footstep sounds were presented (auditory condition -A); for the start phase, the PLW/footsteps started (1) in midstance, (2) in midswing, or (3) with a heel strike of the left foot. These three (Sensory Information) x three (Start Phase) levels were combined constituting nine conditions. Each condition was repeated three times in three blocks making up 81 trials for each participant. In each block, the 27 trials were pseudorandomly presented.
Procedure
The experiment was conducted at the Laboratory of Visualization and Perception of the University of Minho and Center of Computer Graphics. Prior to the experiment, the participants walked on a short walkway-a 13.50 m × 0.92 m wooden floor-in order to determine the comfortable walking velocity. Instructions were given to "walk comfortably but not too slow; walk as if you were walking with a friend". The participants walked as many times as needed until the velocity of three subsequent walks did not deviate more than 5% from the mean velocity of the three walks.
Then, one PLW was chosen according to gender, hip height (max. difference = 1.9 cm), and the comfortable velocity (max. difference = 0.1 m/s) to match relevant gait characteristics. The participants wore shorts and walked barefoot on the walkway, which was located next to the screen on which the PLW was displayed. Participants started walking 2.4 m before the screen began and stopped 3.2 m after the screen end. Two reflective markers were attached to the malleolus of the ankle of the participant and four markers were attached to the head. Marker positions were captured at 240 Hz by a Vicon motion capture system with 6 near-infrared cameras (MX F20 of 2 megapixels) and defined in a xyz-Euclidian frame. The participant walked alongside the projected stimuli for 7.20 m. Ten to 12 steps were registered. Participants were instructed to "Walk without interruption and do not reduce velocity until the walkway end. When the PLW is displayed, synchronize steps and maintain position at the side of the PLW. When not displayed, synchronize with the auditory footsteps. When PLW and footsteps are presented, synchronize with both and maintain the smallest distance as possible to the PLW". No instructions were given about gaze direction.
Analysis
All analyses and statistical inference were conducted with R Studio version 0.98. For each walk, 10 heel strikes were identified by the vertical displacement of the ankle of the participant (see Fig. A.3) . The difference between the onsets of the heel strike of the participant was subtracted from the onsets of the heel strike of the PLW to compute the temporal asynchrony. A within-subject design (Steps [10] 
) was used. Therefore, a maximum of 810 asynchrony records were obtained for each participant. Two participants were excluded because they were not able to correctly perform the synchronization task. Participants adapted quickly to the cadence and velocity of the stimulus so that step frequency was approximately matched since the start. This happened in 91% (D), 88% (E), 71% (B), 83% (C), 91% (J), and 89% (S) of all trials. For this reason, frequency matching was less relevant.
Synchronization was assessed by considering the time-dependent behavior of the asynchronies within each trial and the variability of the asynchronies between trials. However, it is important to consider that synchronization could be a transitory phenomenon (see van Ulzen et al., 2008) so that short walking samples might fail to capture it. Fig. A.4 shows the asynchronies as a function of step number for each individual and sensory condition. The plot illustrates that most asynchrony series converge logarithmically to a particular value. At steps ⩾6 the slopes of these converging curves approach zero. Fig. A.5 shows the asynchrony variability. Similarly, the asynchrony variability seems to stabilize logarithmically at steps ⩾6. The observations of Figs. A.4 and A.5 suggest that the participants followed the instructions and minimized relative asynchronies, and that once being minimized there were no later transitions to less synchronized states. Note that the above-described pattern is far more consistent in Experiment 2 compared to Experiment 1. This probably owes to artifacts of the setup in the first experiment, as discussed in Section 2.4.
The stabilization of asynchrony magnitude and variability indicates that participants did not attempt to further minimize the asynchrony. Assuming that participants were motivated to do so, this pattern suggests that at later steps (a) the asynchronies were perceived as synchronous, or (b) that the perception-action system was unable to further reduce the asynchronies. Nevertheless, it is plausible to assume that the participants attempted to get the asynchronies close to the converging point. This point was therefore interpreted as minimal achievable asynchrony (see alsoSemjen, Vorberg, & Schulze, 1998) . Trials were considered outliers and excluded when the asynchronies at the last step did exceed 3 s.d. from this converging point. Asynchronies close to the converging point were framed synchronous.
Thus, whether an individual could maximize synchrony depended on the computation of the asynchrony and the selection and execution of adequate motor commands to reduce it. We expected that this strategy should be time dependent and that synchrony should become maximal when a certain temporal threshold is reached. Considering that the underlying processes operate under noisy conditions (sensory noise, motor noise, etc.), synchrony can be formalized as a random variable. Thus, the probability of observing more synchronized steps should increase with time. Then, the probability of synchronized steps can be represented by the proportion of synchronized steps.
Note that depending on the context, asynchronies can be represented as (a) the phase difference of two points in their cycles expressed in degrees or (b) its temporal separation expressed in milliseconds. While the former is normalized by the cycle interval, the interpretation of the latter is more intuitive. Both measures were used to analyze the results depending on the particular question on hand.
Firstly, to obtain the proportions of synchronized steps, asynchronies were (1) transformed into Discrete Relative Phase (DRP):
where t is the onset of the j heel strike. The mean DRP at Step 10 (i.e., the last step that was considered) served as the best estimate of the converging point of each sensory condition. We considered DRPs as synchronous when falling into a 20 degrees interval around this point (see ). Trials that were synchronized since start were excluded. After data exclusion, there were for each individual at least 80 asynchronies in each sensory condition (8 for each of 10 steps). Note that in most conditions it were registered many more asynchronies (up to 27). Secondly, proportions of synchronized steps were obtained by dividing the number of DRPs within the 20 degrees interval around the converging point by the total number of DRPs. A proportion was calculated for 5-time intervals ranging from 0s to 5s.
Results
The aim of this experiment was to verify if synchronization improves over time and whether this process differs depending on the available sensory cues. In order to model the improvement, we fitted cumulative normal distribution functions (cumulative Gaussians) to the proportions of steps considered as synchronous. We assumed that individuals attempted to minimize the asynchrony as fast as possible. This moment was quantified by the point at which the cumulative Gaussian reaches 75%. This "threshold" (P[X ⩾ T] = 0.75) represented the time at which 75% of the steps were synchronized (T). Here, T was interpreted as the time that is required to achieve synchronization.
In addition, once a participant reached the synchronization threshold, the performance could be further assessed through asynchrony variability. Assuming that audiovisual integration should improve the precision of estimates of the heel strike onsets, integration processes might be manifested by lower variability. Thus, we captured two different aspects of the synchronization process. The first was quantified by T and was interpreted as the time that is required to synchronize. The second quantified by the s.d. of asynchronies reflected synchronization precision.
Qualitative assessment of the fitted Gaussians indicated an advantage of AV and A over V (Fig. 1a left) . There might also have been a small advantage of AV over A for 5 out of 6 participants. The curves could be fully described by two parameters: (A) the slope of the cumulative Gaussian (= the SD of the Gaussian distribution) indicates the form. It is frequently used in psychophysical studies to quantify perceptual sensitivity (see e.g., Mendonça et al., 2011) . Here, such variable is not relevant. It reflects how quickly individuals switched from non-synchronized to synchronized states while we were interested in how quickly individuals synchronized overall. (B) Any quartile of the curve (P[X ⩾ T] = q) reflects the location on the abscissa at which q% of synchronized steps were reached. We calculated (P[X ⩾ T] = 0.75) and interpreted it as synchronization threshold. T suggests that 5 of 6 individuals were faster synchronized in A than in V (Fig. 1b left) . Three of 6 individuals were faster in AV than in A. Two individuals synchronized similarly in A and AV and for 1 individual performance in A was superior. Thus, considering the proportions obtained from pooled DRPs, there was a slight advantage in AV compared to A (Fig. 1b left) . Overall, there were large variations within and among the individuals.
Next, s.d. of asynchronies was calculated from all steps occurring after time T (Fig. 1c left) .
To test the MLE Model, s.d. of asynchronies in AV was predicted bŷ̂̂=
whereσ MLE is estimated by the s.d. of asynchronies in the auditory and the visual condition. S.d. of asynchronies obtained from the observations did not show a consistent pattern. The MLE predictions (M in Fig. 1c left) failed for all but 1 participant as indicated by 95% confidence intervals.
Discussion
In this first experiment the focus was on performance differences during side-by-side walking when the available cues from the walking partners were auditory, visual, or audiovisual. We treated synchronization as a random variable and assumed that the probability to be synchronized increases with time. Cumulative Gaussians were used in order to describe this synchronization effect. From the models, we estimated the time required to synchronize. As the second indicator of synchronization, we measured s.d. of asynchronies directly from the observations. We expected that audiovisual cues lead both to faster synchronization and to reduce variability.
Considering the time to synchronization, results revealed that participants were minimally faster with audiovisual cues compared to auditory cues. The absence of a clearer bimodal advantage contradicts the prediction of the MLE theory (see Bayesian Optimal Integration Hypothesis, Alais & Burr, 2004; Ernst & Bülthoff, 2004; Hove, Iversen, Zhang, & Repp, 2013) . These outcomes might be interpreted as a result of auditory dominance caused by a superior temporal processing. It would result in a higher reliability of the estimation of temporal cue onsets (see Modality Appropriateness Hypothesis, Welch, DutionHurt, & Warren, 1986) .
According to MLE, the variability in estimating the onsets by multiple sensory cues is always lower than when using individual cues. Thus, even highly unreliable cues should positively contribute to the final estimate. Yet, in this first experiment there was one participant who was slower with audiovisual cues than with auditory cues alone. This fact suggests that audiovisual cues can be distracting or more demanding. Such assumption is strongly supported by the synchronization variability (s.d. of asynchronies) showing extensive deviations from the MLE predictions for all but two participants (D & J).
However, artifacts of the auditory and visual cues in this experiment might have promoted the above-mentioned biases. PLWs preserve biomechanical and spatiotemporal properties of a walking person. They are appropriate for the study of, for example, recognition, velocity, and simultaneity judgments in focal vision (Mendonça et al., 2011; Silva et al., 2013 ). Yet, a crucial ability for PLW recognition is the extraction of structure from motion (Troje, 2008) . Such ability was shown to be affected by eccentricity.
Eccentricity is clearly related to the decreasing capability to resolve stimulus details when the distance from the fovea increases (Gurnsey, Poirier, Bluett, & Leibov, 2006) .
Consistently, studies revealed perceptual deficits of PLWs when the eccentricity of PLWs was increased (Ikeda, Blake, & Watanabe, 2005) , at least when the PLW was not magnified appropriately (Gurnsey, Roddy, Ouhnana, & Troje, 2008) . Note that we did not instruct gaze direction in order to maintain the paradigm as natural as possible. Nonetheless, in a control analysis we did not find any relation between head rotation and synchronization performance.
Moreover, in this first experiment the image did not change perspective and the sound source location was fixed to the lateral D. Noy et al. Human Movement Science 56 (2017) [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] right side of the participant. This implies that (a) the visual perspective and distant cues did not change as a function of the relative position of the participant and (b) sound distance cues did not change at all. In addition, when for instances the PLW walked faster than the participant, the auditory delay should increase more than the visual delay due to the slower propagation of sound. Such realtime alignment of spatiotemporal signals did not happen. Incongruent signals can lead to the perception of asynchronies (Silva et al., 2013) . This, in turn, should impair the integration of audiovisual signals (Spence, 2011) and therefore compromises the precision and accuracy of synchronization performance. In sum, PLWs have been the standard stimuli in a wide range of perceptual experiments but might not be suitable for side-by-side walking studies. Also, audiovisual incongruencies might have impaired the synchronization performance. In Experiment 2, audiovisual cues were spatiotemporally congruent and changed in real-time as a function of participant behavior. In addition, further visual input was provided by replacing the PLW with a virtual mannequin stimulus.
Experiment 2
3.1. Methods
Participants
Four individuals (all male, M = 29, SD = 2.3) from Experiment 1 participated in Experiment 2. The experiments were separated by 7 to 9 month. Pilot testing with both setups with one "control" participant (see Fig. A.6 ) and analyses of sequence effects (Fig. A.7) did not indicate any significant synchronization improvement through previous training.
Material and stimulus
The experiment was programmed in Python (Python, 2016) and Blender's logic bricks. BlenderVR 2.73 (Katz, Flinto, Tourain, Poirier-Quinot, & Bourdot, 2015) was used to coordinate and distribute the execution of the virtual environment.
A virtual mannequin (see Fig. A.8 ) was created to be used as the visual stimulus. The spatiotemporal coordinates from the PLWs were used to determine the joint positions of the mannequin. The joints were connected by skin-colored cylinders, with relative sizes approximately proportional to the morphological dimensions. Because in Experiment 1 the joint position and the head were represented by small black dots and the virtual mannequin was built upon these dots, the virtual mannequin was larger. Increasing its size is one mean by which to magnify retinal stimulation so that visual discrimination performance becomes equal across the entire visual field (Gurnsey et al., 2008) . Thus, the larger virtual mannequin increased the sensitivity for perceiving visual cues. Moreover, like in a real-world scenario, body segments that were closer to the participant occluded segments that were farther away. This provided additional depth cues.
The perspective for the projection of the mannequin and the sound source location were computed in real-time based on the relative position and the head rotation of the participant. To do so, the head coordinates of the participant were tracked by a Vicon motion capture system using Nexus 2.0 (Vic, 2016) . In order to synthesize sound properties, an auralization process using nonindividualized HRTFs was used from Oliveira et al., 2013 that included a simplified geometrical model of the experimental environment (e.g., reflections, distance, & latencies). To prevent delays during online auralization, sound samples for 450 different positions-5 distances relative to participant (−100 cm, −50 cm, 0 cm, +50 cm, +100 cm) * 90 head orientations of participants-were previously created and the appropriate ones played during the trial. In sum, both visual and auditory signals provided additional distance cues and an improved spatiotemporal congruency was achieved.
However, as expected in an immersive virtual environment, end-to-end system delays did occur from the motion capture to the update of stimulus presentation. The latencies for changing the perspective of the mannequin were of 93 ms (4SD) and of 50 ms (1SD) for the sound of footsteps. Therefore, to preserve the congruency in the audiovisual condition, a further delay of 43 ms was applied to the sound signals in A and AV condition.
Design and procedure
Before the experiment participants were trained in order to acquaint to location cues of the auralized sound. Samples were presented at azimuth (30 degrees, 90 degrees, & 150 degrees) and elevation −72 degrees, relative to the position of the right ear.
The experimental design was the same as Experiment 1, i.e. three different start phases of the stimulus and three sensory conditions, i.e. footstep sounds (A), virtual mannequin (V), or combined (AV). Each condition was presented three times in three blocks repeated in two sessions. This constituted 162 trials. The presentation was pseudo-randomized within a block. We expected an improvement in V due to the richer visual cues. Performance in A should increase owing to spatiotemporal correspondence. Finally, AV should lead to higher performance than A or V alone due to the integration of both signals, as predicted by MLE. 
Analysis
Results
As previously, in order to capture performance differences in synchronization, we (a) obtained the 75% threshold (T) from the cumulative Gaussian functions and (b) calculated the standard deviation (s.d.) of asynchronies.
Considering the T, 3 of 4 participants were faster in A than in V (Fig. 1a right & b right) . All participants were faster in AV than in V and A (for pooled observations:
The pooled observations illustrate the improvements in synchronization compared to Experiment 1 (Fig. 1 left) for all sensory conditions. This is indicated by the non-overlapping 95% Bootstrap confidence intervals of the means (Experiment 1:
4.62]; Experiment 1 -Experiment 2, Bootstrap: < p . 001). For Experiment 2, the s.d. of asynchronies in AV was lower than in A and V and in A it was lower than in V for 3 of 4 participants (Fig. 1c right) . M represents the prediction of the MLE. It correctly predicted s.d. reduction in AV for 2 (J & E) of 4 individuals. In addition, it pointed toward the correct direction for another individual (D), but here confidence intervals of AV and M did not overlap. All sensory conditions showed reduced s.d. of asynchronies compared to Experiment 1.
Discussion
In Experiment 2, a virtual mannequin substituted the PLW and both visual and auditory stimuli locations and perspective were updated in real-time depending on the head coordinates of the participant. First, the modifications of the stimuli in Experiment 2 increased synchronization performance compared to Experiment 1. All four individuals improved in synchronization velocity and variability. Second, in Experiment 2 all participants synchronized faster with audiovisual cues. Although the audiovisual advantage is consistent with the optimal integration theory, estimates of the time required to achieve synchronization (T) by an MLE model is not meaningful here.
According to MLE, the effects of cue integration should be manifested in an optimal reduction of variability of the sensory representation (Ernst & Bülthoff, 2004) . This, in turn, should lead to more precise timing (Elliott et al., 2010) . Consistently, three of four participants synchronized more precisely when audiovisual cues were provided. On the other hand, for only two of four individuals the MLE estimates matched the asynchrony variability of the audiovisual condition.
These inconsistencies might results from methodological shortcomings. In order to maintain sensory inputs as natural as possible, we investigated over-ground rather than treadmill walking. Because we conducted the experiments in a virtual environment, the walking distance was constrained to 7.2 m (Experiment 1 and 2). It could be that measures of variability were affected by the reduced number of steps. However, Fig. A.5 shows that the asynchrony variability consistently stabilized at minimal values after 5 steps. This suggests that 10 steps might be sufficient to maximize synchrony.
Since the PLW/mannequin was different across participants, another possible limitation is that some participants were trying to match signals that were more variable than that of other participants. Yet, the models, from which the stimuli were generated, were able to walk with an extremely constant pace (this was actually a model selection criteria). The step interval variances of all employed models were of 1 ms (D & E), 3.7 ms (B), 3.4 ms (C), 1.6 ms (J) and, 2 ms (S). In addition, we did not find any relation between these variabilities and the synchronization results. Although this does not rule out that the variability of other body segments may have produced some noise, it indicates that stimulus variability might have been a less relevant noise factor.
A more plausible explanation for the inconsistent results is that the MLE model implemented here does not allow the best fit. Asynchrony variability was computed from the steps. It specified the weights for each modality in the MLE model (σ A &σ V ). This model predicted then the variability of asynchronies with audiovisual cues (σ MLE ). Thus, predictions were based on the asynchrony variability when the participants were trying to synchronize with visual cues and auditory cues alone.
However, for estimating the temporal onsets of their own heel strikes, audiovisual cues might be insufficient. Other relevant cues are provided by the vestibular system, the proprioceptive system, and the somatosensory system. While each system might provide ambiguous spatiotemporal cues, their combination should allow much less ambiguous estimates of the heel strike onsets. Thus, an adequate MLE model should include parameters of the reliability of estimates with each and all of these cues within a crossmodal framework. In short, the MLE model used here did not account for all the perceptual variables involved in the estimation process.
In addition, the parameter estimates of the MLE were obtained from the variability of the observed asynchronies. Asynchronies were computed from the temporal differences between the motor responses (i.e., stepping pattern). Different sub-processes within the perception-action loop could cause variability of a motor response. Variability may be inherent to the encoding of the events. This is modality dependent. But it also can be caused by the time-keeping of temporal intervals or the motor response implementation. The two latter processes are less dependent on the modality than the former process. Therefore, specifying parameters of the MLE model by the variability that is only caused by perceptual processes might lead to an overestimation of variance reduction by a MLE model of perception-action loops (Elliott et al., 2010) .
Nevertheless, variability reduction was overestimated only for two participants (B & D). In addition, for one participant (B), variability was lower for auditory cues when compared to audiovisual cues. The fact that an unimodal cue condition revealed lower variability indicates that also in Experiment 2 the combination of bimodal cues may have caused some distraction or additional load. The spatiotemporal congruency of information provided by cues on each individual modality cue and/or combined was increased in Experiment 2 compared to Experiment 1. Yet, the visual perspective and the position of footsteps sound were updated with a delay of ∼ ms 90 . Participants frequently rotated the head to the right side up to 70 degrees relative to the walking direction. This mostly happened in conditions in which the visual cues were available. For the visual condition, this implies that the perspective was updated with a delay. This might have produced some marginal noise. However, for the audiovisual condition, a fast head rotation with delayed updates might have promoted incongruence between auditory and visual cues. During head rotation, sound cues indicated the source as lateral to the ear instead of being congruent with the visual stimulus by appearing slightly in front of the right ear. The rotation lasted only a few tenths of seconds, but it might have been sufficient to create additional noise during the heel strikes.
In conclusion, the present experiment clearly demonstrates that higher synchronization precision is achieved by the combined presentation of congruent audiovisual cues compared to auditory or visual cues alone. The MLE model suggests that this occurs because cues are integrated. Our results confirmed partly these assumptions but there were several sources of noise that prevent more robust conclusions.
The integration of signals is of advantage when they are coming from the same event. Signals are not integrated when the cues indicate a temporal separation between the events (Berniker & Kording, 2011) in order to prevent the erroneous integration of cues from different sources (Elliott, Wing, & Welchman, 2014) . The maximal temporal separation at which signals are integrated is called window of temporal integration (WTI) (Vroomen & Keetels, 2010) . To examine whether the benefits of audiovisual cues were promoted by their integration, we conducted a third experiment. In Experiment 3 the visual and the auditory stimuli were presented with different levels of temporal onsets. Conditions in which the temporal asynchronies between auditory and visual signals were small should reveal lower synchronization variability compared to conditions in which the temporal asynchronies were large.
Experiment 3
4.1. Methods
Participants
Three of the four individuals of Experiment 1 and 2 participated in Experiment 3 (all male, age: M = 29, SD = 2). The Experiment was conducted three months after Experiment 2 and pilot tests showed no noticeable training effects.
Material, stimuli, & design
The available auditory and visual cues were the same as in Experiment 2 but the footstep sounds (A) and the virtual mannequin (V) were presented throughout all trials (AV). Here, A or V were temporally phase shifted. That is, the heel strikes of the virtual mannequin and the footstep sounds were displayed with disparate temporal onsets. Phase Shifts were (a) in V or in A, (b) positive or negative, and the amount of phase shift ranged from −250 ms to +250 ms in 50 ms intervals (i.e., −250, −200, −150, −100, −50, 0, +50, +100, +150, +200, +250), constituting 23 conditions. Negative values signified that the shifted stimulus was presented earlier than the non-shifted stimulus; for positive values it was the opposite (see Fig. A.9 ). Each condition was repeated 10 times making up 230 trials presented in a pseudo-random order.
Procedure
As in Experiment 1 and 2, the participant started walking from 2.4 m before the screen. Then, when passing a threshold of 0.3 m before screen start, the AV stimulus was presented spatiotemporally synchronous for 3.3 m. In this way, the participant had approximately five steps to get synchronized. Figs. A.4 and A.5 illustrate that this should be sufficient. When the participant passed the 3.6 m threshold, a phase shift was applied to V or A according to a predefined value. As a control, one synchronous condition (0 ms phase shift) was included. In order to remove artifacts, the stimuli were occluded immediately before phase shift. That is, when the virtual trajectory of the stimulus passed 3.3 m, the footstep sound disappeared for one step and the virtual mannequin disappeared behind a green square of 0.6 m × 2.1 m. During occlusion, the phase shift was applied and then the virtual mannequin re-appeared from behind the square and the footsteps sounds were presented again for 3.3 m. Participants were instructed to "synchronize steps with the mannequin and the footsteps sounds and maintain the smallest distance to the stimuli. If footstep sounds and mannequin are asynchronous, synchronize with which you feel more comfortable at that moment".
Analysis
The walkway was 0.6 m larger compared to the previous experiments. As in Experiment 1 and Experiment 2, in Experiment 3 were analyzed 10 steps (∼5 s); 5 steps (∼2.5 s) before phase shift and 5 steps (∼2.5 s) after phase shift.
We determined the effects of phase shift of auditory (A) and visual (V) cues on synchronization performance by comparing it with the performance before phase shift. For this reason, it first had to be determined whether synchronization was achieved before phase shift. The converging point was estimated by calculating the average of the DRP at the last step before phase shift. Each trial in which the DRP at the last step deviated less than ± 20 degrees from the converging point was considered a "synchronization succeeded" trial and was included in the further analysis. This was 100% (D), 97% (J), and 89% (E) of all trials.
Results & discussion
Experiment 3 was conducted in order to examine whether temporal coincidence of audiovisual cues improves synchronization through their integration. Temporally incongruent cues should lead to increased synchronization variability because their temporal separation prevents cue integration Ernst & Bülthoff, 2004) . Note that the methodological shortcomings discussed in Experiment 2 might also account for some variability in Experiment 3 since the same stimuli and a similar setup were used in both experiments. Phase shifts were implemented to create the temporal asynchrony. Thus, we first estimated the time to achieve synchronization before phase shift from the proportions of synchronized steps. The 75% synchronization threshold was T = 1.01 s (D), T = 1.63 s (J), and T = 2.13 s (E) (see Fig. 2a left) . The synchronization thresholds were smaller (faster synchronization) than in Experiment 2 mainly because of the implemented cut-off criterion through which we excluded all non-synchronized trials at the last step before phase shift. The criterion was such high because we were here interested in the effects of the phase shift and not on how much synchronization could be achieved overall. After phase shift, synchronization could be maintained or impaired. Impairment was determined against the non-shifted modality. The proportion of steps that were no longer synchronized quantified its probability of occurrence. We expected that it increases with the size and the time elapsed after phase shift. Cumulative Gaussians were fitted to the proportions of the asynchronous steps. The time at which 25% steps were not synchronized was estimated from the curves and termed 25% De-synchronization Threshold (DT).
Overall, the cumulative Gaussians fit well the proportions of A-Shifts but not of V-Shifts (Fig. 2a right) . A-Shifts mean that the auditory cue was shifted relative to the visual cue. For V-Shifts it was the opposite. Smaller A-shifts compared to V-Shifts led to DT. In D. Noy et al. Human Movement Science 56 (2017) 71-87 addition, A-Shifts led to faster DT when being larger than 50 ms. Thus, when cues were temporally separated, individuals' heel-strike onsets seem to shift into the direction of the cues indicated by the auditory modality. Again, this suggests a stronger influence of auditory cues for the control of synchronization. In cases of DT, it is difficult to study cue integration because it cannot be clarified whether a new converging point was reached and stabilized. Nevertheless, it is unlikely that the converging point had been reached within the available 2.5s after phase shift considering that individuals required at least 1.8 s (D) to 3.6 s (E) with congruent audiovisual cues before phase shift.
Next, we considered the upper limits of the 95% Bootstrap confidence interval of DT (Fig. 2b top) . At most V-Shifts and smaller AShifts the confidence limits exceeded the domain of the applied model, which was 20 s. When DT was larger than 20s, we labeled it as infinite. An infinite DT indicates that synchronization was maintained with the non-shifted modality. Here, integration effects could be determined.
As previously, synchronization performance was quantified by the s.d. of asynchronies obtained from the observations. Results of Experiment 2 had revealed that s.d. with congruent AV was lower than with A. Here, we observed that also with small shifts variability equaled AV. That is, below 100 ms (D), 250 ms (J), and 150 ms (E) shifts, s.d. was within the 95% confidence interval of the 0-phase shift condition (i.e., the s.d. is within the gray-shaded area in Fig. 2b bottom) . Note that the s.d. is not directly comparable between Experiment 2 and 3 because in Experiment 3 all trials were excluded in which synchrony was not reached before phase shift. Nevertheless, these results indicate that cues became integrated because participants maintained low levels of variability (Ernst & Bülthoff, 2004) . When synchronization was maintained with the non-shifted modality, as indicated by an infinite DT, and the asynchronies between the cues became larger, s.d. increased. This suggests that cues with larger shifts functioned as distractors.
Finally, at A-Shifts between 200 ms and 250 ms, s.d. decreased again. This may owe to a wear-off of the distractor effects. For VShifts, s.d. increased remarkably slower and did not decrease. These patterns are similar to findings of previous studies about fingermetronome synchronization using target-distractor paradigms (Bertelson & Aschersleben, 2003; Repp & Keller, 2004; Kato & Konishi, 2006; Hove et al., 2013) . The asymmetric distractor effect could be attributed to a superior ability of the auditory system to extract temporal structure from isochronous stimulus sequences (Grahn, Henry, & McAuley, 2011; Su, 2014) . Then, a temporal shift in a widely regular step sound leads to the perception of disruption of a sequence. This elicits stronger error correction processes than when the disruption is not being perceived (Repp, 2005) . Temporal shifts of the visual mannequin may not have been perceived that fast.
In conclusion, both the asymmetric effects on DT thresholds and s.d. of asynchronies clearly suggest a stronger reliance on the auditory modality. When DT did not happen, cues might have been integrated serving as aid when being small and as distractors when being larger. Overall, the results of the Experiment 3 offer further support to the claim that the temporal onset of audiovisual signals is crucial and that their misalignment reduces synchronization performance.
General discussion
The main goal of this work was to investigate the relative contribution of audiovisual cues for synchronizing steps during side-byside walking. In an attempt to bridge the gap between highly controlled sensorimotor synchronization paradigms and more ecologically valid studies about interpersonal coordination, three experiments were conducted using a virtually simulated walking partner.
Through Experiment 2 it was found that the presence of audiovisual cues increased synchronization performance compared to auditory or visual cues alone. In order to synchronize steps, an individual has to estimate the time of the upcoming heel strike onsets. This can be based on multiple cues. But here, we focused on the integration of heel strike sounds and visual cues of the motion of the virtual walking partner. An optimal way of estimation is to integrate signals from both modalities. This may lead to estimates with increased reliability (Ernst & Bülthoff, 2004) . Increasing the reliability of the estimate should then lead to more stable synchronization. In Experiment 2, the MLE model predicted partly the synchronization variability for audiovisual cues. However, the task required that the participants cross-modally matched audiovisual cues from the partner with audiovisual, somatosensory, and kinesthetic cues from their own movements. Up to now, neither the MLE model nor any other currently available model seems able to capture the integration mechanisms in such a cross-modal sensorimotor matching paradigm. A possible experimental approach would be to manipulate all of these cues within a cross-modal framework (Elliott et al., 2010) .
Multimodal signals should be integrated when the signalized unimodal event onsets fall into a WTI (Vroomen & Keetels, 2010) . Hence, in Experiment 3, it was tested for bimodal integration by manipulating the asynchrony between the stimulus onsets. At small asynchronies, the variability was as small as in the synchronous condition. This is consistent with the MLE model because the integration of slightly asynchronous signals should still reduce the variability of the final estimate of the onsets (Ernst & Bülthoff, 2004) . At larger asynchronies, the synchronization variability increased. This can be attributed to distractor effects of the temporally displaced stimuli. These arise when signals from supposedly separate (or independent) events are integrated to code the same event (e.g., Repp & Penel, 2004) . When the asynchrony is very large, this does not happen. Then, asynchronous cross-model events are coded and perceived as separate (Keetels & Jean, 2012) . Therefore, the point where distraction is maximal might indicate the size of the WTI. However, results of Experiment 3 weaken this assumption because the points of maximal distraction were much larger than expected from the WTIs determined by previous studies (see e.g., Mendonça et al., 2011; Vatakis & Spence, 2006) . Moreover, a decreasing variability at larger shifts was only observed when the auditory stimulus was shifted but not when the visual stimulus was shifted.
Yet, there must be caution in drawing conclusions about the exact sensory integration mechanism. The size of the WTI differed largely between previous studies being much larger and different for complex biological stimuli (see e.g., Repp & Penel, 2002; were mutually adaptive (e.g., Schmidt & Richardson, 2008) . The underlying mechanism of both tasks might be different and for complex stimuli and tasks, cues that are incongruent might still be combined and be beneficial in other ways.
It must be highlighted that Experiment 2 and Experiment 3 used individuals that had also participated in Experiment 1. The pilot tests and sequence order effect analyses do not entirely rule out that participants might have improved their performance in subsequent experiments due to training. However, since this was a very novel and complex paradigm, we used the same individuals in order to have some comparison standard across the experiments. Because the sample sizes were very small, using different participants across the experiments would probably have hampered the interpretations to a greater extent. Fig. A .6 provides some hints for the absence of large training effects. Nevertheless, previous walking studies investigating spontaneous synchronization have shown that there is a large amount of variability among pairings (Zivotofsky et al., 2012) . Although we assume that variability across pairings may be reduced for intentional synchronization, the small sample size limits the generalizability of our results.
It is also unclear if these findings can be generalized to spontaneous synchronization. Specifically, we do not know if the same mechanisms are shared by both the spontaneous and the intentional synchronization. Nevertheless, our results are generally consistent with those from , where spontaneous synchronization was greatest with audiovisual cues followed by auditory cues and then visual cues. Furthermore, several former studies on spontaneous synchronization reported an auditory dominance effect (see e.g., Repp, 2005) , which was also found in our study. Besides one participant in Experiment 2, synchronization was consistently faster and less variable with auditory cues and the distraction effect was stronger with auditory shifts than with visual shifts. Therefore, the underlying sensory integration mechanisms in intentional and spontaneous synchronization might be comparable.
However, rather than assuming a superior temporal processing (see e.g., Repp, 2005; Van Wassenhove, Grant, & Poeppel, 2007) , we here suggest that the auditory bias might be explained by an increased ease of matching unimodal stimuli. For asynchrony estimation, all available information can be used. We assume that during walking without obstacles people do usually not observe their feet. Then, kinesthetic and somatosensory signals from one's own body and sounds produced through ground contact signalize the heel strike onsets. It was shown that temporal estimates are much more accurate when evaluating stimuli with a sharper rise time of energy, which are here both heel strike sounds (Van der Burg, Cass, Olivers, Theeuwes, & Alais, 2009). Moreover, fusion limits at which two cues are perceived as one are much lower for multimodal stimuli (∼4 Hz for audiovisual) (Fujisaki & Nishida, 2009) compared to unimodal stimuli (∼25 Hz for visual) (Fujisaki & Nishida, 2005) . In addition, in the present setup, the online generation of auditory stimulus position and visual perspective was delayed leading to spatiotemporal conflicts. This could have further promoted the reliance on single modalities. Consequently, it seems easier to match external auditory signals rather than cross-modally matching auditory, somatosensory, and kinesthetic signals with external visual signals. Support for this is provided by a study showing that tempo matching during stepping on place was facilitated through unimodal matching sounds with auditory feedback of the heel strikes compared to cross-modal matching sounds with haptic feedback (Maculewicz, Erkut, & Serafin, 2016) .
Finally, although our study focused on the information processing mechanisms, the results could also be interpreted within the dynamical system framework. Specifically, the heel strikes could represent attractors accessible through visual and/or auditory cues. The attractor stability can be identified by the time to synchronization and its variability. Within this framework, our results suggest that (1) auditory cues represent more stable attractors than visual ones and (2) multimodal stimuli might increase the attractor stability of unimodal cues.
In short, we provided evidence that the audiovisual cues from the walking partner are integrated in order to intentionally synchronize steps during side-by-side walking. Although the model of optimal integration might explain such synchronization effects, further variables-particularly other sensory systems and the signals individuals receive from their movements-have to be considered in order to draw a more complete picture of integration mechanisms that are involved in the perception-action loop of movement synchronization. Appendix A Fig. A.3 . Normalized vertical displacement of the markers attached to the ankles as a function of time. Displayed are the position of left ankle (blue) and right ankle (dark blue) of the participant and the position of the left ankle (gray) and right ankle (black) of the PLW. For illustration, the time series of the PLW are here vertically shifted on the y-axis by +0.1. Heel strike onsets were identified by a peak finding algorithm detecting the second local minima (red arrow) in the vertical displacement of the ankle within a stride cycle. Due to signal noise, motion of the skin, and movement variability, this was not always possible and the positions had then to be estimated manually. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) D. Noy et al. Human Movement Science 56 (2017) 71-87 
