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Introduction
SMC folklore, based on practical evidence
• it is a good idea to use importance weights to resample ... can anything be proved ?
• it is better not to resample at each time instant
practical use of heuristics (effective sample size, sample entropy, etc.) to decide when to
resample ... can anything be proved ?
Monte Carlo approximation of Feynman-Kac distributions














characterized by the nonnegative measure γ0(dx), and the nonnegative kernels Rk(x, dx
′).
It is always possible to decompose the nonnegative measure
γ0(dx) = W0(x) p0(dx) ,
in terms of a nonnegative function and a normalized probability distribution, and to decom-
pose the nonnegative kernel
Rk(x, dx
′) = Wk(x, x
′) Pk(x, dx
′) ,
in terms of a nonnegative function and a normalized Markov kernel, for any k = 1, · · · , n. With
these decompositions is associated the equivalent probabilistic representation
〈γn, φ〉 = E[φ(Xn)
n∏
k=0
Wk(Xk−1, Xk) ] ,
where {Xk , k = 0, 1, · · · , n} is a Markov chain taking values in E and characterized by its
initial probability distribution p0(dx), and its transition probabilities Pk(x, dx
′).
Starting from the probabilistic representation for the unnormalized distribution, a first type of














where ξi0:n = (ξ
i
0, · · · , ξin) ∼ p0(dx0) P1(x0, dx1) · · ·Pn(xn−1, dxn). This results in a self–
normalized approximation of the normalized distribution
















• a well know limitation of this Monte Carlo approximation is the weight degeneracy problem,
• a possible remedy is to use resampling, which introduces additional variance,
• the question that arises is when to resample, i.e. how to take the decision to resample,
• adaptive resampling has been proposed, which monitors the effective sample size, a statis-
tics related to the variance of the weights.
The contibution of this paper is to evaluate the asymptotic variance, as the sample size N
goes to infinity, of the adaptive resampling algorithm (Doucet et al., 2000) and to study the
impact of the prescribed level, or threshold.
Nonlinear adaptive Markov model
Following (Le Gland, 2007), on the product set E × [0,∞), define the probability distribution
µe0(dx0, dv0) = p0(dx0) δW0(x0)
(dv0) ,
and the nonnegative kernels
Rek(µ, x, v, dx
′, dv′)









(x, v, dx′, dv′)






Rredk (x, v, dx
′, dv′)
,
and let e(v) = v for any v ≥ 0. Notice that





Rek(µ, x, v, dx
′, dv′) φ(x′) v′ = Rk φ(x) v ,
hence Rek(µ) (φ ⊗ e) = (Rk φ) ⊗ e, no matter how D is defined. For instance, we may define
D = {µ ∈ P : 〈µ, 1 ⊗ e
2〉
〈µ, 1 ⊗ e〉2 ≥ c} ,
where c ≥ 1 is a threshold to be fixed.
Consider next the unnormalized and normalized Feynman–Kac distributions defined on the
product set E × [0,∞) by

















k−1, xk−1, vk−1, dxk, dvk)





Γk = 〈γek, 1〉 , 〈γ
(1)
k
, φ〉 = 〈γek, φ ⊗ e〉 and 〈γ
(2)
k
, φ〉 = 〈γek, φ ⊗ e2〉 ,
and in particular γ(1)
k
= γk, so that
〈µek, φ ⊗ e〉
〈µe
k
, 1 ⊗ e〉 = 〈µk, φ〉 and ck =
〈µek, 1 ⊗ e2〉
〈µe
k






Let T = {t1, · · · , tp} ⊂ {0, 1, · · · , n − 1} denote the set of redistribution times, i.e. t ∈ T iff
µet ∈ D. By definition, no redistribution occurs before the first redistribution time tmin, between
two successive redistribution times t and s(t) where s(t) denotes the next redistribution time
after t, or after the last redistribution time tmax.













Γt Γt+1 Γs(t) Γs(t)+1
Evolution of γ(2)k and Γk between redistribution times, and resetting of γ
(2)
t+1 and Γt+1 after the redistribution time t.
Particle approximation













yields : if µe,N














where ξik ∼ Pk(ξik−1, dx′) and vik = vik−1 Wk(ξik−1, ξik), and if µ
e,N














where ξik ∼ Pk(ξ
τ ik
k−1, dx




k), and where the index τ
i
k ∈ {1, · · · , N} is




, φ ⊗ e〉
〈µe,N
k










= 〈µNk , φ〉 ,
which defines µNk as the corresponding particle approximation for µk.
This particle approximation for the nonlinear adaptive Markov model coincides with the clas-
sical particle approximation with adaptive resampling, and it satisfies a CLT that can be proved
using standard techniques. Notice also that the effective sample size Neff can be expressed
in terms of
〈µe,N
k−1, 1 ⊗ e2〉
〈µe,N




















Recall that T = {t1, · · · , tp} ⊂ {0, 1, · · · , n − 1} denotes the set of redistribution times, i.e.
t ∈ T iff µet ∈ D, and let T+ = T ∪ {n} = {t1, · · · , tp, tp+1} with tp+1 = n by convention.





− 1 ] =⇒ N (0, Vn) ,
and √
N 〈µNn − µn, φ〉 =⇒ N (0, vn(φ)) ,
in distribution as N ↑ ∞, for any bounded measurable function φ, with the following expression





〈µ(2)t , |Rt+1:n 1|2 〉
〈µt, Rt+1:n 1〉2









Rk:n φ(x) = E[φ(Xn)
n∏
p=k
Wp(Xp−1, Xp) | Xk−1 = x] ,
for any k = 1, · · · , n + 1, with the convention Rn+1:n φ(x) = φ(x) for any x ∈ E.
This result is of theoretical more than practical interest, since computing the asymptotic vari-
ances Vn or vn(φ) is as complicated as computing the desired object itself. Still, it is possible
in some simple cases to compute the exact expression of the asymptotic variance and to
compute the exact expression of the limiting number of redistributions, as a function of the
threshold c (for instance, for a one dimensional linear filtering problem)
Asymptotic variance as a function of the threshold c Limiting number of redistributions as a function of the threshold c
