Abstract
Introduction
Cooling is the major operational cost in a data center. Excess heat adversely affects uptime and equipment performance and leads to a premature end of life for equipment. Thermal state management is crucial for a cost-effective and sustainable operation of large scale data centers to support the growth in computing demand [SH08, BSP06] .
Background
Figure 1 displays a typical data center air-conditioning environment with under-floor air distribution. Computer Room Air Conditioning (CRAC) units cool the exhaust hot air from the computer racks. Cooling infrastructure comprises chillers, cooling towers, computer room air conditioning units and primary/secondary pumps. Data center's IT infrastructure includes servers, network and storage devices housed in standard racks. There are usually five inlet sensors (blue) used for measuring incoming air temperature to the server racks as well as five outlet sensors (red) for measuring the out-going air temperatures from a server rack. The sensors are arranged in descending order with sensor T1 closest to the vent tile within a rack. In a normal situation, the sensor air temperatures have an ascending order (T1<T2…<T5). Energy consumption in data center cooling depends on the distribution of cool air to the racks and the extraction of heat from the hot exhaust air. A refrigerated or chilled water cooling coil in the CRAC unit extracts the heat from the air and cools it to a range of 10 o C to 18 o C.
Figure 1: A typical raised-floor data center
The sensors are arranged in ascending order with sensor T1 closest to the vent tile within a rack. The sensor air temperatures should be always kept in an ascending sequence T1<T2<T3.
The air movers in the CRAC units pressurize the plenum with cool air which enters the data center through vented tiles located on the raised floor close to the inlet of the racks. Typically the racks are laid out in rows separated by hot and cold aisles. This separation is done for thermal efficiency considerations. Air inlets for all racks face cold aisles while hot air is expelled to hot aisles. A number of other equipment layout configurations and non-raised floor infrastructures also exists. Chillers provide chilled water to the data center room that houses the server racks and other IT equipment.
Most data centers have four critical problem thermal states:
(1) high sensor temperatures (e.g., temperatures exceeding 35 o C), (2) out-of-bound temperature-based metrics such as Supply Heat Index (SHI) [SBP02] , (3) out-of-sequence sensor temperatures within a rack (e.g., T1>T2 in Figure 1 ), 
Our contribution
Our goal was to enable data center administrators to identify and quickly correct abnormal thermal states to meet sustainability targets such as energy efficiency, emissions, and cooling optimization. We have developed an interactive management system that allows administrators to detect and mitigate time-critical thermal events. This system provides a spatio-temporal overview of operations data with visual analytics capabilities and queries. In addition, we are integrating these visual analytics techniques to HP iPAQ devices to provide mobile capabilities for onsite evaluation.
In order to optimize the data center cooling system performance, we derive new non-overlapped scatter plot techniques to visualize the correlation between the temperatures and chiller utilization. We also cluster the temperatures with similar chiller utilization for data center managers to identify different patterns of cooling operations. To visualize multi-attribute data sets, Seo [SS05] developed the rank-by-feature framework. The low-dimensional projections such as histograms and scatter plots are useful for understanding the multi-dimensional data sets.
Related work
Van Wijk et al [WS99] developed a calendar-based visualization of large time series data combined with a clustering technique for users to quickly identify changes over time. Munzner's BinX [MUN04] can dynamically visualize time series across aggregation levels. Moore et al.'s Knowledge Planes [MCFR04] are designed to monitor and manage data computing infrastructures and events in data centers. In contrast to the above mentioned techniques, we focus on the exploration of sensor temperature distributions and thermal state changes in real-time without aggregation. Also, we emphasize on how to visualize the relationships among multiple attributes (e.g., racks, inlet and outlet sensors, temperatures, chiller utilization, etc). For dealing with hundreds of sensor time series simultaneously, we add high-resolution and automatic analysis to our previous multi-resolution time series [HDKS07] , so that data center administrators can simultaneously analyze high-volume temperature changes.
High resolution temperature visualization
In this paper, we introduce different cell-based visual analytics techniques with visual queries and anomaly markers to detect various thermal states. Data center administrators can visualize and interact with these techniques and by selecing certain racks or sensors they are able to incorporate their domain knowledge in real-time.
A spatio-temporal overall view
Figure 2 illustrates a sample mapping of nine racks of multidimensional thermal data to a 2-D space. We provide both an overall view for the data center thermal performance and interactive "data exploration" views for troubleshooting. Each rectangle contains a temperature time series for one sensor. Hot spots are marked automatically for thermal correlation analysis and root-cause queries.
High resolution time series
To detect abnormal operating conditions in a large thermal data set without overplotting, we use a high-resolution color cell-based time series to plot actual values over time. In Figure 3 , cells of a time series are arranged from bottom to top and left to right according to time. The size of the cells is automatically scaled down as more cells are displayed. The color of a cell is the temperature value of a sensor for each time interval. Specific colors (i.e., red, orange, etc.) represent more severe conditions and alert the administrator to take immediate action. For example, sensor T4 has a persistent high temperature (over 35 o C) starting at time 14:01 in the marked area. Users can easily mouse over a cell and display the time and temperature value of that cell. Also, users can query on a marked area for what happens in a certain time period.
Abnormal state detection
We apply two new visual analytics techniques, Marker [HDKSM09] and Correlation Visual Query [HDKMS07] , to visualize the thermal state problems. The Marker, as shown in Figure 3 (sensor T4) and Figure 5 (e.g., CB0619.T2), automatically draws a rectangle around the abnormal data points and their surrounding areas when the points exceed a certain user specified threshold. These markers guide the user to find dangerous conditions and identify problems quickly. Administrators can choose different color maps to represent temperatures as needed. A rainbow color map is commonly used in most data centers with blue for low, orange for intermediate, and red for hot temperatures. To distinguish these three different states, in Figures 5 and 6 a non-uniform color map is used for displaying the uneven high density dataset [HD06] .
Visualization of hot spots
After locating the anomalies, the operator can inspect the marked areas and perform a visual query. The query invokes correlation mining techniques to compute the correlation between the attributes of the marked data with all other attributes in the data set. As a result of the visual correlation query the two sensor temperatures with the highest positive or negative correlations are shown. The operator can learn from the query results, which other servers have a highly correlated workload and refine the workload accordingly. Figure 4 shows the top two sensors T1 and T2 which are more related to T4 than T3 and T5 (not shown). The following observations can be made: The administrator knows that this may be caused by either a change in air flow or workload in the servers around T2. 4. All other temperatures have a lower correlation and are therefore not relevant for further inspection. Note that the correlation analysis compares the selected temperature with the temperatures of all racks and shows the two sensor temperatures with the highest positive or negative correlations and therefore helps administrators to also diagnose the thermal events across racks.
Visualization of metrics
Metrics are used to describe the physics behind the process responsible for the thermal states. In Figure  3 , we show the sensor temperature changes over a time period to observe each sensor temperature patterns, trends, and outlets. In Figure 5 , we visualize an hourly Supply Heat Index (SHI) metric. SHI is a measure of recirculation of the exhaust air stream at the racket inlet to capture the mixing of hot and cold air near the racks [SBP02] . High SHI can lead to high energy consumption in data centers. Each colored cell represents a metric value at a 1-minute interval. Visualizing the evolution of metrics using color is better than simply plotting the actual values over time to avoid overplotting while visualizing large data volumes. Figure 5 shows many SHI values (red) which are beyond the normal bound of 0.85 and are marked on rack CB0619 sensors T2 to T5. With this information, administrators can quickly identify sensors with high supply heat index values indicating regions of high recirculation and then make the needed adjustment to the racks.
Out-of-sequence temperature detection
Within a rack, the sensor air temperature should be always kept in an ascending sequence (e.g., T1<T2<T3…) from bottom to top. Out-of-sequence air temperatures are usually caused by servers not being stacked properly or by gaps between servers leading to the mixing of hot and cold air. To identify these problems and to improve energy efficiency, we use a pair-wise color cell comparison matrix. Each cell represents a two dimensional vector (location, time). A maximum delta value (e.g., T1 +  o C < T2) is used to automatically determine racks with out-of-sequence sensors and show them in the visualization (Figure 6 ). The delta value can be dynamically adjusted at run time. In Figure 6 , the sensors in rack EB1307 and EB1504 have a number of out-of-sequences events, such as the temperature of rack EB1307 T2 (yellow) is higher than T3 and T4 (green).
Using this method, administrators are able to identify and correct the air flow of hundreds racks in minutes with energy savings of up to 20%. Most importantly, users can see temperature out-of-sequence distributions. Prior operation had to copy the temperature values, paste them into a spreadsheet sheet, and then highlight the abnormal sensors. This process usually took several hours and is prone to error. 
Chiller utilization scatter plots
Chillers (Figure 7 ) extract heat from the warm water and provide cold water to the CRAC units in the data center. The extracted heat is ejected into the environment through cooling towers or heat exchangers. Evaluation of the efficiency of the chillers and the estimation of operational uptime before the next maintenance downtime are crucial tasks. Visual monitoring of the utilization of chillers can greatly reduce operating expenses and downtime.
Examples of a data center manager's typical concerns regarding chillers are:
Q1. How to optimize cooling system performance? Q2. How is the chiller operating (e.g., non-operational, low, high, or normal)? Q3. What are the hourly chiller usage patterns?
To answer the above questions, we start by employing the well-known scatter plots to visualize two attributes, chiller intemperature and out-temperature. There are a number of interesting visualization techniques introduced to solve the overlap problem in scatter plots, such as HexBin scatter plots [HexBinR] determining the brightness value of each HexBin cell depending on the number of data points in the cell, and Jitter scatter plots [JitterR] which are used in R and SAS to display jittered values against the covariate. To visualize chiller in-temperature and out-temperatures with chiller utilization, we map a third attribute to color which represents chiller utilization as shown in Figure 8A . In the colored scatter plot, a data point is defined with threeattributes (x-axis, y-axis, color) where the x-axis is the chiller in-temperature, the y-axis is the chiller out-temperature, and color is the chiller utilization. Administrators can easily see the high correlation between in-temperatures and outtemperatures. All data points lie close to the regression line, such as data point p (58 o F, 47 o F, 40%), which indicates that when the chiller in-temperature has a medium-high value, then the chiller's corresponding out-temperature will also be in medium-high with a medium chiller utilization (green).
However, there are several data points such as p and p1 to p8 that are located at the same x-and y-coordinates in a scatter plot, thus causing overlap. Figure 8A shows that the data point p and p1-p8 have the same x-axis and y-axis location. The data point p is overlaid by the subsequent data point p1 to p8. Overlap causes two problems in visualizing data distributions and patterns: (1) the number of overlaid data points is unknown and (2) the chiller utilization value of overlaid data points is not visible.
In order to answer the first question (Q1) which is important for optimizing cooling system performance, we need to understand the correlation of the temperatures with the chiller utilization. The overlaid data points mask the true distribution. To solve this problem, we introduce a nonoverlapped scatter plot technique as shown in Figure 8B . Similar to the colored scatter plot (Figure 8A) , the x-axis represents the in-temperature and the y-axis represents the out-temperature. The color of a data point represents the value of a third attribute, e.g., chiller utilization (%U), from low (blue), medium (green to yellow), to high (orange to red).
A data point p(x, y, color) is now represented by a cell, which is placed inside the corresponding temperature bin. A bin is defined as the number of data points having the (x, y) coordinates within a certain x and y value ranges. The binning of the x-and y-axes and the size of a bin are determined automatically according to the number of the chiller's in-and out-temperatures. The placement algorithm for our non-overlapping chiller utilization scatter plots uses the size of the bin (width X height) and the empty spaces around the already occupied data points to compute the best location for the data point that would be overlaid in a regular scatter plot. Data points P1 to P10 with the same (x, y) coordinates will be placed in a neighborhood around the already plotted data point P according to the similarity of their colors. These points are sorted by the chiller utilization and are placed close together in the order shown in Figure 8B to form clusters.
The following steps describe the data point placement algorithm ( Figure 8B ):
1. Place the first data item P in the location (x, y).
2. Place the 8 data items (P1-P8) around P in a rectangular shape in the direction of top, bottom, left, right, and diagonals to form the rectangular shape. The placement sequence can be altered as long as we place the 8 data points as close to p as possible.
3. Place the remaining data points (e.g., P9, P10, etc.) around the rectangle based on following location selection criteria: The neighborhood of the data points should have similar values (colors).
4. Enlarge the bin size as the number of data points with the same coordinates grows.
The resulting visualization reveals interesting distributions and patterns, (i.e., the blue, yellow, and green clusters formed by the low, high, and normal utilization respectively in Figure 9 ) which otherwise would have been lost.  The purple clusters in Bin 1 and Bin 3 indicate that the chiller for those racks and servers is not operational.
 Bin 4 and Bin 5 have the least number of data points (green and blue). Bin 6 (blue, green, yellow, and orange area) has the most number of data points and has the most interesting chilling process for data center managers to optimize its cooling performance.
Hourly chiller usage pattern can be obtained by drilling down into Bin 6 and changing the x-axis to represent time (24 hours). The y-axis is used for chiller out-temperature and color shows chillter utilization. This provides the answer to the third question (Q3). The resulting visualization shown in Figure 10 confirms that chiller utilization is higher during the day and early evening as shown in Circle 1 and Circle 2 (more red, orange, yellow, and green) than early morning and late evening (mostly blue). This is due to high server heat caused by running high computational-workloads on servers. Interestingly, circle 1 and circle 2 indicate different operational patterns. Administrators can drill down for further investigation.  A 20% energy savings by using the new out-ofsequence sensor temperature visual detection techniques.
Evaluation
Without the out-of-sequence temperature detection, administrators had to copy the temperature values manually from the interfaces, paste them onto a spreadsheet, and then highlight the abnormal sensors. This was a tedious and error-prone process.
 A 10-15% power savings by using non-overlapping scatter plots to optimize chiller efficiency, thus enabling administrators to observe chiller utilization patterns and their correlation of in-and outtemperatures. With this information, data center managers were able to better manage their cooling strategies: (1) chiller real time operations, (2) server workload balance, and (3) chiller maintenance.
Previously, administrators had to calculate the differences between the in-temperatures and the out-temperatures to find the correlations with the chiller utilization. Regular scatter plots only provided two coordinates (x, y), resulting in limited understanding of the relationships between utilization and actual temperatures.
Conclusions
The application of the new visual analytics techniques for thermal state detection has met the data center requirements of running their operations, enabling quick insight into the root-cause factors and allowing the administrators to take corrective measures. We have started to embed the visual analytics capabilities into a mobility-enabled visualization platform, Data Center Mobile Studio, which is hosted on HP iPAQ 210. This empowers onsite administrators to visualize current thermal state information. The key technical work is centered on the ability to perform progressive visual analytics on data either from a local database cache or a web service.
Our future work will focus on combining historical data analysis with trends to predict anomalies before they happen so that preemptive measures can be taken, possibly before problems occur.
