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Abstract
Single particle inductively coupled plasma mass spectrometry (SP-ICP-MS) offers unique 
features for the detection of particles, as well as for their quantification and size 
characterization. The detection capabilities of SP-ICP-MS are therefore not only limited to the 
concentration domains (of particles and dissolved related species), but also to the mass of 
element per particle and particle size domains. Discrimination and detection of particle events, 
based on the use of robust limits of decision (also known as critical values), and the estimation 
of the limits of detection in the different domains, require standardized metrological approaches 
that have not been clearly established yet. As a consequence, harmonized approaches and 
expressions to allow reliable comparisons between methods and instruments, as well as to 
process SP-ICP-MS data, are required. This paper is an attempt to summarize and review the 
different approaches applied up to now in relation to the detectability in SP-ICP-MS, and 
highlight the peculiarities of this topic in SP-ICP-MS. A holistic approach with criteria and 
expressions for the estimation of the different critical values and limits of detection in terms of 
the different instrumental and experimental parameters involved is proposed. Additionally, a 
calculation tool for estimating and predicting critical values and limits of detection under 
different experimental conditions is also included.































































The use of inductively coupled plasma mass spectrometry (ICP-MS) for the analysis of 
particles on a particle-by-particle basis has led to the development of a technique commonly 
referred as single particle ICP-MS (SP-ICP-MS). Although its origins can be traced back to the 
previous century [1,2], a seminal paper ﻿by Degueldre and Favarger in 2003 [3] outlined the 
principles behind SP-ICP-MS and showed the ﻿feasibility of using ICP-MS for the analysis of 
colloids. However, the driving force that explain the rapid evolution of the techique from 2011 
has been its application to the analysis of nanoparticles [4,5], along with the new developments 
in commercial ICP-MS instruments and software in recent years [6–8]. The success of SP-ICP-
MS lies in its unique features for the detection, characterization and quantification of particles in 
liquid suspensions, which have been discussed in a number of reviews [1,2,9,10]. 
SP-ICP-MS, like any other analytical methodology, has limited detection capabilities. 
Because of the different types of information that it can provide [9], these capabilities are 
related to concentrations, but also to mass of element per particle (and particle size when 
additional informations about shape, composition and density of the particles are available). 
Moreover, concentration information not only involves particle number, but also mass 
concentration of dissolved species. As a consequence, all these detection capabilities of SP-ICP-
MS should be expressed quantitatively as the corresponding limits of detection (LOD).
Although the usefulness of LODs have been questioned by some authors [11,12], they are 
considered a fundamental metrological parameter and they have been defined by IUPAC [13] 
and ISO [14] for quantitative methods. LODs are used both for characterizing and validating 
analytical methods. Additionally, instrumental LODs are commonly used as figures of merit 
designed to quantify the detection capability of the purely instrumental aspect of an analytical 
method [15]. In spite of its broad use, LODs remain a complex topic and some confusion exists 
around them, which is the result of the different approaches available for their estimation [16]. 
This is also the case in SP-ICP-MS, although aggravated by the following facts: (i) SP-ICP-MS 
is a counting technique, governed by Poisson statistics, with respect to the signals (counted 
ions) and the particles as well; (ii) blanks and baseline levels can be very close to zero; (iii) in a 
typical measurement process, the occurrence of baseline events is larger than that of particles (at 
least one order of magnitude); and (iv) both concentration and size (or mass of element per 
particle) LODs must be considered. In spite of the complexity of the problem, and for the shake 
of simplicity, the estimation of the different types of LODs in most of the SP-ICP-MS 
publications are based on the conventional IUPAC approaches for concentration LODs, 
although with different interpretations depending on the authors, causing certain level of 
confusion. This has been also the case with the discrimination and detection of particles in 
relation with the processing of SP-ICP-MS raw data or the screening of samples for the 






























































values) must be used. In this regard, just a limited number of publications have partially 
addressed these issues, adapting the conventional LOD approaches to the peculiarities of SP-
ICP-MS [17–20].
The aims of this article are to review critically the different approaches applied in relation 
to the detectability issues in SP-ICP-MS and to present a holistic approach to the topic, 
considering all the special features of this technique. It should be considered as an attempt to 
open an harmonization process about detectability and limits of detection in SP-ICP-MS. An 
updated summary of limits of detection achievable with commercial quadrupole ICP-MS 
instruments has been included as well as a calculation tool for their determination and 
prediction under different experimental conditions.
2. Overview of the concentration LOD concept
The concept and approaches for estimation of concentration LODs have been discussed in 
a number of comprehensive reviews [21,22] and the references therein. In a broad sense, a 
concentration LOD is defined as the lowest concentration of an analyte that can be detected with 
a stated reasonable uncertainty. Intuitively, this concentration corresponds to the lowest signal 
obtained from a sample containing analyte that is significantly different from the blank signal, 
which has been obtained from a sample containing no analyte. The most widely used approach 
for estimation of concentration LODs was developed by Currie [23], both for normal and 
Poisson distributed data, and it is based on the hypothesis testing theory and the occurrence and 
control of false positives and false negatives.
The limit of detection is the value at which a given analytical method may be relied upon 
to lead to detection, and is defined a priori, being used to select or compare methods. Once the 
method is being used, the limit of detection should not play any role in the detection decision, 
since this is taken once the result of the measurement is known, that is, a posteriori. In fact, it is 
the critical value, also known as the limit of decision, the parameter to be use for deciding a 
posteriori whether or not the result of an analysis indicates detection [23]. 
The concepts and expression related to critical values and LODs to be considered along 
this review are summarized in the supplementary material.
3. ICP-MS and SP-ICP-MS signals
Although the theoretical basis of single particle detection applied to ICP-MS was outlined 
by Degueldre et al. [3] for nanoparticle suspensions continuously introduced through 
conventional nebulization systems, a unified approach to support the expressions used in the 






























































The relationship between the signal  (ions counted per time unit) and the mass 𝑌𝑅
concentration of an element M ( ), which is nebulized into an ICP-MS can be expressed as 𝑋𝑀
[1,17]:
(1)𝑌𝑅 = 𝐾𝑅 𝑋𝑀 = 𝐾𝑖𝑛𝑡𝑟𝑜 𝐾𝐼𝐶𝑃𝑀𝑆𝐾𝑀𝑋
𝑀
where  is the analytical sensitivity obtained from a conventional calibration (signal intensity 𝐾𝑅
in cps vs. element mass concentration);  is a factor related to the sample 𝐾𝑖𝑛𝑡𝑟𝑜( = 𝜂𝑄𝑠𝑎𝑚)
introduction, with the analyte transport efficiency and the sample introduction flow rate, 𝜂 𝑄𝑠𝑎𝑚 
 is the detection efficiency, which represents the ratio of the number of ions detected 𝐾𝐼𝐶𝑃𝑀𝑆
versus the number of analyte atoms of the measured isotope introduced into the ICP; and  (𝐾𝑀
) is a factor related to the element measured, where is the atomic abundance of = 𝐴𝑁𝐴𝑣/𝑀𝑀 𝐴 
the isotope considered, the Avogadro number, and the atomic mass of the element.𝑁𝐴𝑣 𝑀𝑀
SP-ICP-MS signals are recorded as time scans (Fig. 1a), which consist of a number of 
particle events above a continuous baseline. Whereas the intensity of each event is due to the 
ions detected from each particle, the baseline is due to the background at the mass recorded or 
to the presence of dissolved forms of the element measured. Raw time scans can be processed 
by plotting the event intensity vs. the event intensity frequency, obtaining histograms as shown 
in Fig. 1b, where the first distribution is due to the background and/or the presence of dissolved 
forms of the element measured and the second to the particles themselves.
The basic assumption behind the measurements in SP-ICP-MS is that each recorded event 
represents a single particle. If this assumption is true, then the number of particle events counted 
( ) during an acquisition time ( ) is directly related to the number concentration of particles (𝑌𝑁 𝑡𝑖
):𝑋𝑁
(2)𝑌𝑁 = 𝐾𝑁 𝑋𝑁 = 𝐾𝑖𝑛𝑡𝑟𝑜𝑡𝑖𝑋𝑁
where  is the analytical sensitivity obtained from a number concentration calibration (number 𝐾𝑁
of particle events counted vs. number concentration) during a specific acquisition time . It is 𝑡𝑖
assumed that the transport efficiency for dissolved species and particles is the same (𝐾𝑁 =
), otherwise the particle transport efficiency should be considered. Both in equations 1 𝐾𝑖𝑛𝑡𝑟𝑜𝑡𝑖
and 2, blanks have been considered negligible. On the other hand, the net intensity of each 
particle event ( , where  is the gross intensity and  is the mean intensity of the 𝑆𝑃 = 𝑌 ‒ 𝑌𝐵 𝑌 𝑌𝐵
baseline distribution, both measured as counts) is proportional to the number of atoms of the 
element monitored in each detected particle, and hence to the mass of element per particle ( ):𝑚𝑃






























































where  is the slope obtained from a mass per particle calibration (net event intensity vs. 𝐾𝑚
element mass per particle). Equation 3 can be related to the size of the particle if the 
composition, shape and density of the particle are known. For instance, for a solid, 
homogeneous and spherical particle, equation 3 can be written as:




where  is the slope obtained from a size calibration (net event intensity vs. particle diameter 𝐾𝑑
cubed),  is the diameter,  the density and  the mass fraction of the element in the particle. 𝑑 𝜌 𝐹𝑃
Fig. 1c shows the corresponding mass of element per particle or size distribution. 
Particle events are recorded in SP-ICP-MS as pulses or as transient signals, depending on 
the dwell time selected. When using dwell times in the millisecond range (3-10 ms), larger that 
the duration of the particle event in the instrument (usually 300-1000 µs [24,25]), events are 
recorded as pulses, consisting of just one reading, whereas for dwell times in the microsecond 
range (10-200 µs), they are recorded as transient signals, comprising several readings (figure 2). 
This distinction comes from the technical features of SP-ICP-MS instrumentation, with former 
instruments limited to millisecond dwell times, applying an analyzer settling time between 
readings in most instruments, whereas dwell times have been reduced down to 10 µs, with no 
settling time, in current commercially available instruments. In any case, the total net intensity 
of a transient event can be related to the sum of the individual net intensities recorded along the 
transient signal ( ), being equal to the net intensity of the same particle recorded as a 𝑆𝑃 = ∑𝑆𝑃𝑖
pulse. Whereas the total net intensity of a transient event is independent of the dwell time, its 
height is proportional to it if the event is recorded in more than one reading, as it is shown in 
figure 2. Assuming a simplified triangular profile of height  and time-width  for a 𝑆𝑃𝑚𝑎𝑥 𝑤
transient particle event, and at least two readings are recorded per particle ( ), 𝑡𝑑𝑤𝑒𝑙𝑙 ≤ 𝑤 2




The mass concentration of dissolved element ( ), can be calculated from the net mean 𝑋𝐷
baseline signal , where  is the gross mean signal corresponding to baseline 𝑆𝐷 = 𝑌𝐷 ‒ 𝑌𝐵 𝑌𝐷
events and  the mean intensity of the baseline from a blank, all intensities expressed as 𝑌𝐵
counts. Considering equation 1expressed in counts ) by including the dwell time:(𝑌
(6)𝑌 = 𝐾𝑅 𝑡𝑑𝑤𝑒𝑙𝑙 𝑋𝑀 = 𝐾𝑖𝑛𝑡𝑟𝑜 𝐾𝐼𝐶𝑃𝑀𝑆𝐾𝑀𝑡𝑑𝑤𝑒𝑙𝑙𝑋
𝑀
the mass concentration of dissolved element is related to the net mean baseline signal through:































































Equations 2, 3, 4 and 7 summarize the fundamentals behind single particle ICP-MS. 
Quantitative determinations of particle number concentrations are based on the linear 
relationship between the number of events and the number concentration (equation 2); whereas, 
the intensity of the particle events is proportional to the mass of analyte per particle (equation 
3), or to the third power of the diameter for solid, spherical, and pure particles (equation 4), 
allowing the determination of element mass per particle and size distributions, respectively. 
Finally, the signal from the baseline is directly related to the mass concentration of dissolved 
species of the element monitored through equation 7.
It must be point out that if the particles behave in the ICP-MS in the same way than the 
dissolved element, information from conventional calibration with dissolved standards (𝐾𝑅 =
) can be used for the calculation of the different coefficients included in 𝐾𝑖𝑛𝑡𝑟𝑜𝐾𝐼𝐶𝑃𝑀𝑆𝐾𝑀
equations 1, 2 and 3, once the analyte transport efficiency and the sample flow rate are known. 
Analyte transport efficiency is commonly calculated following the procedures developed by 
Pace et al. [5].
Unlike conventional quantitative chemical measurement process, where just the signal 
and the concentration domains are involved, SP-ICP-MS measurement involves different 
domains (Figure 1). First, from the event intensity signal domain ( ), particles of different sizes 𝑌
(in fact, of different mass of element per particle) are detected, involving a size (or an element 
mass per particle) domain. Transformation from the event intensity signal domain to the size or 
the element mass per particle domains implies the use of equations 4 and 3, respectively. Once 
the particle events have been detected and counted, from the number of events signal domain (
) we can move to the number concentration domain through the use of equation 2. Finally, 𝑌𝑁
the event intensity signal domain corresponding to the baseline events ( ) must be considered 𝑆𝐷
in relation with the dissolved element mass concentrations domain through the use of equation 
7.
4. Detection capability of particles
One of the most critical issues in SP-ICP-MS is the identification of particles events in 
the raw time scan. Particle events can consist of pulses, made of just one reading, or transient 
signals, made of a number of readings (figure 2). In both cases, the height of the particle event 
must be large enough to be distinguished from the baseline and its associated noise. This means 
that robust criteria to discriminate particle events from baseline events are required, which will 
also determine the minimum size or element mass per particle that can be detected. On the other 
hand, inappropriate criteria will lead to baseline events to be considered as particles, affecting 































































4.1. Discrimination of particle from baseline events
Discrimination of particle from baseline events can be accomplished by focusing on the 
baseline but also on the particles. When particle events are recorded as pulses, the use of a 
threshold criterion related to the baseline is imperative; however, when they are recorded as 
transient signals, approaches similar to those applied to the detection of chromatographic peaks 
can be used [8] [26]. These later approaches involve the application of algorithms which 
consider other criteria apart from the baseline threshold, such as the peak width. In any case, the 
use of a threshold, which usually consists of a multiple of the baseline standard deviation (n-
sigma criterion), resembles the critical value ( ) used in the treatment of conventional 𝑌𝐶
concentration detection limits (section S1 of supplementary material) and most authors have 
used it in such way, applying coefficients from 3 up to 8 [5,8,25,28–44]. 
The parallelism between the threshold criteria for discrimination of particles from 
baseline events and the conventional concentration detection limits theory is just apparent and 
its application is not straightforward. First, the intensity of the baseline readings follows Poisson 
distributions and consists of discrete values (0, 1, 2... counts); second, the mean baseline 
intensities can cover a wide range of values, but they can be extremely low (e.g. 0.001 counts); 
third, the magnitude of the baseline distribution (see figure 1b), expressed as the number of 
baseline readings, can be very high dependant on the acquisition and the dwell times selected 
(e.g. more than 1 million readings).
Figure 3 shows discrete Poisson baseline distributions for mean baseline intensities from 
0.001 up to 10 counts and from 104 up to 106 readings. Considering that for the lowest attainable 
baseline intensities, those distributions consisting of 0 and 1 count readings and that the critical 
value calculated for discrimination must be an integer (rounded up if necessary, as a rule of 
thumb), then the minimum critical value to be applied should be 1 count. Under these 
conditions, the coefficient selected is not decisive for mean baseline intensities below 1 count, 
obtaining the same critical values (or 1-count differences due to rounding up) by using 3 or 5 as 
threshold coefficients; however, from baseline mean intensities of 1 count and higher the 
selection becomes significant, as well as the goodness of the discrimination. 
Although 3 was initially proposed as threshold coefficient [5], its use has not always been 
justified on statistical basis. Larger coefficients have been used with the aim of reducing the 
percentage of baseline readings not removed after applying the threshold criterion, which are 
considered false positives [17,43]. This means that for a normal or a Poisson-normal baseline 
distribution, a critical value of 3σ implies that 0.135% (α=0.00135) of the baseline readings 
would be false positives, following the detection limits theory. Alternantively, a threshold 
coefficient of 5 was proposed to reduce this percentage [43]. However, what becomes relevant 






























































distribution, instead of its percentage. Figure 3.b shows that after applying a 3 or 5-sigma 
criterion, no false positives are counted if the measurement involves 104 readings, but 5 and 50 
false positives would be detected for 105 or 106 readings, respectively. For higher baseline levels 
(figures 3.c and 3.d) around 100 false positives would be obtained when the number of readings 
is in the million range. 
As it has been shown in figure 3, the number of baseline readings, which depends on the 
total acquisition time but also on the dwell time selected, becomes critical to select a threshold 
criterion. Working at milliseconds, the number of readings lies in the tens of thousands (e.g., 
12000 readings for 1-minute acquisition time at 5 ms dwell time), whereas it increases to 
hundreds of thousands and up to more than 1 million when working at microseconds (e.g., 1.2 
million readings for 1-minute acquisition time at 50 µs dwell time). Under real conditions, when 
particles are present, the proportion of baseline readings remains high (between ca. 95 and more 
than 99% for milli and microsecond dwell times, respectively), because of the low number 
concentration of particles needed for avoiding the overlapping of two or more particles in a 
single event [25].
Laborda et al. [18] demostrated that a 5-sigma threshold criterion rounded to the upper 
integer satisfies the requirements for eliminating the occurrence of false positives along a wide 
range of baseline intensities working at millisecond dwell times and number of readings in the 
tens of thousand range. As it can be seen in figure 3, when working at microsecond dwell times 
and hundreds of thousands or millions of readings, the approach is also valid, although a 
security term ( ) could be added to the 5-sigma criterion on a practical basis to make the ε ≥ 1
occurrence of false positives totally negligible. This correction applies particularly for mean 
baseline intensities from 1 count and one million of readings or more; under such conditions, 
the application of a security term equal to 1 (corrected criterion: ) would limits the 5𝜎𝐵 + 1
occurrence of false positives below 10.
4.2. Size and element mass per particle limit of detection
As it has been shown above, application of a threshold strategy for discrimination of 
baseline and particle events is equivalent to the use of a critical value . By using a  𝑌𝐶 5𝜎
criterion the occurrence of false positives becomes virtually zero for Poisson discrete baseline 
distributions. The same criterion applied for the calculation of the critical value should be used 
for calculation of the size (or element mass per particle) limit of detection. 
The expressions found in SP-ICP-MS publications for calculation of size LODs are 
mainly based on the use of the 3σ criterion [8,17,26–32,36–42,44–46], although the use of a 5σ 
criterion has also been reported [33–35,45]. Interpretation of a 3σ criterion on basis of LOD 






























































negatives) errors, where , but also  0.00135 and  0.5, where the limit of 𝛼 = 𝛽 = 0.067 𝛼 = 𝛽 =
detection is equal to the critical value ( ). This latter approach has been discouraged for 𝑌𝐷 = 𝑌𝐶
conventional LOD calculation [47] because it involves a 50% probability of false negatives (see 
figure S1b and S1d in supplementary material). However, this is not so relevant in the context 
of particle detection by SP-ICP-MS, because the detection of the particles is not compromised 
even though half of the particle distribution is lost when a LOD criterion based on  is 𝑌𝐷 = 𝑌𝐶
applied. This can be explained by the fact that the two distributions involved correspond to: (i) 
the baseline distribution, consisting of a large number of baseline readings, and (ii) the particle 
distribution, consisting of a much smaller number of signals produced by particles of different 
sizes, even for very low polydisperse particles. This approach has been followed not 
intentionally in most of the publications cited above, although it has proved to be effective for 
detection of particles in [19]. Figure 4 shows the validity of the proposed approach for detection 
of 97 nm silver nanoparticles under experimental conditions where the size LOD was 91 nm, 
and half of the nanoparticle distribution could be recorded, confirming the presence of 
nanoparticles over 91 nm. 
Once a criterion for estimation of mass per particle and size LODs is available, it must be 
adapted to the nature of the particle events involved (pulses or transient signals). Working at 
millisecond dwell times, the total mass of element in the particle is proportional to the pulse 
intensity (height) through equation 3, and the mass per particle LOD is written as:
(8)𝐿𝑂𝐷𝑚𝑎𝑠𝑠 = 𝑋𝑚𝑎𝑠𝑠𝐶 =
5𝜎𝐵
𝐾𝐼𝐶𝑃𝑀𝑆𝐾𝑀
For solid, homogeneous and spherical particles (equation 4), equation 8 can be expressed as:
(9)𝐿𝑂𝐷𝑠𝑖𝑧𝑒 = 𝑋𝑠𝑖𝑧𝑒𝐶 = ( 30 𝜎𝐵𝜋𝜌𝐹𝑃𝐾𝐼𝐶𝑃𝑀𝑆𝐾𝑀)
1 3
When using microsecond dwell times, particles events are recorded as transient signals, 
whose heights are proportional to the dwell time, and are always smaller than the same events 
recorded as pulses, as it can be seen in figure 2. By using equation 5, equations 8 and 9 can be 
written as:




(11)𝐿𝑂𝐷𝑠𝑖𝑧𝑒 = 𝑋𝑠𝑖𝑧𝑒𝐶 = ( 30 𝜎𝐵2
𝑤𝜋𝜌𝐹𝑃𝐾𝐼𝐶𝑃𝑀𝑆𝐾𝑀𝑡𝑑𝑤𝑒𝑙𝑙
)1 3
Dwell time plays a significant role in relation with the achievable mass and size LODs. 
When using millisecond dwell times, particle events are recorded as pulses, whose intensity is 
independent of the dwell time; thus, mass and size LODs are limited by baseline noise and 






























































baseline count rate ( ) and considering that , mass and size LODs decrease 𝑌𝑅,𝐵 𝜎𝐵 = 𝑌𝑅,𝐵𝑡𝑑𝑤𝑒𝑙𝑙
with the square root of the dwell time (equations 8 and 9). However, for microsecond dwell 
times, mass and size LODs also depend on the maximum intensity of the transient signals, 
which in turns depends on the dwell time used and the width of the signals. For a fixed signal 
width, this means that mass and size LODs increase with the square root of the dwell time when 
microsecond dwell times are used (equations 10 and 11). In figure 5, experimental size LODs to 
the third power were plotted versus the square root and the inverse of the square root of the 
dwell time for millisecond (3-10 ms) and microsecond (200-20 µs) dwell times, respectively, 
showing the predicted relationship between dwell time and size LODs for silver nanoparticles. 
It should be mentioned that a signal-to-noise ratio approach has been followed for mass 
and size LOD estimations in agreement with the trend followed in SP-ICP-MS publications, and 
also because it allows a common approach for both pulse and transient signal events. 
Alternative approaches followed in other fields (e.g., chromatography) based on the use of 
integrated signals could be applied to microsecond measurements, although they have not been 
considered here.
Whereas short dwell times are recommended when working with millisecond dwell 
times, the opposite is true when using microsecond dwell times. In both cases, the duration of 
the particle events limits the suitable dwell times. As a rule of thumb, dwell times longer than 
twice the duration of the events should be used when working at millisecond dwell times to 
record the particle events as pulses, whereas for microseconds, dwell times should be shorter 
that half the duration of the events. For these reasons, dwell times shorter than 3 ms and longer 
than 200 µs were not considered in figure 5, because those dwell times correspond to the 
boundary between both recording modes, recording particle events with 1 and 2 readings within 
the same run. Finally, the specific performance of the ICP-MS instrument plays a significant 
role on mass and size LODs through its detection efficiency and the duration of the particle 
events, which in turn depends on the plasma and the mass spectrometer operating conditions 
[48]. 
4.3. Number concentration limit of detection
If the criterion applied for discrimination of particles from baseline events guarantees that no 
particles are detected from a blank containing no particles (no false positives), the counting of 
particle events in a sample can be assimilated to an ideal Poisson counting process with zero 
blank, whose critical value is 0 and the minimum detection value can be rounded to 3 particle 
events [23]. The minimum detection value can be directly related to the number concentration 






























































(12)𝐿𝑂𝐷𝑛𝑢𝑚𝑏𝑒𝑟 = 𝑋𝑛𝑢𝑚𝑏𝑒𝑟𝐷 =
3
𝜂𝑛𝑒𝑏𝑄𝑠𝑎𝑚𝑡𝑖
If particles are detected in the blank, the conventional expression for α=β=0.05 an paired 
measurement (blank subtracted) can be used for calculation of the  [23]:𝐿𝑂𝐷𝑛𝑢𝑚𝑏𝑒𝑟
(13)𝐿𝑂𝐷𝑛𝑢𝑚𝑏𝑒𝑟 =
4.65𝜎𝑁,𝐵 + 2.71 
𝜂𝑛𝑒𝑏𝑄𝑠𝑎𝑚𝑡𝑖
where  is the standard deviation of the number of counted events ( ). It can be calculated 𝜎𝑁,𝐵 𝑌𝑁,𝐵
from a number of replicate blank measurements (e.g. 10) or estimated from the number of 
particles counted ( ). If the LOD is just going to be used as a figure of merit, 𝜎𝑁,𝐵 = 𝑌𝑁,𝐵





5 𝑌𝑁,𝐵 + 3
𝜂𝑛𝑒𝑏𝑄𝑠𝑎𝑚𝑡𝑖
If the discrimination criterion does not guarantee a small number of false positives (e.g., by 
using a 3-sigma criterion, as we have seen above), number concentration detection limits are 
going to degrade significantly, affecting to the detectability of particles over the size detection 
limit. In any case, number concentration limit of detection depends also on the sample 
introduction to the ICP-MS and the acquisition time, so it can be enhanced by improving 
nebulization efficiency, increasing the sample flow rate, and/or using longer acquisition times.
5. Detection capability of dissolved element: Dissolved element mass concentration limit of 
detection
In principle, baseline distributions follow Poisson profiles, which can be treated as Poisson-
normal for mean values over ca. 5 counts. According to the conventional expression (equations 
S7 or S8 in supplementary material) for calculation of dissolved element mass concentration limit 
of detection ( ), the following parameters must be known: i) the standard deviation of the 𝐿𝑂𝐷𝑑𝑖𝑠
mean intensity of the baseline from a blank ( ) and ii) the corresponding sensitivity factor (b). 𝜎𝐵
Since the sensitivity factor can be expressed in counts as  (equation 1 involves signals 𝐾𝑅𝑡𝑑𝑤𝑒𝑙𝑙
expressed in counts per second), the following expression can be derived: 
(15)𝐿𝑂𝐷𝑑𝑖𝑠 = 𝑋𝑑𝑖𝑠𝐷 =
3𝜎𝐵
𝐾𝑅𝑡𝑑𝑤𝑒𝑙𝑙
In the case of blank baseline distributions, despite its Poisson nature, their means can be 
considered normally distributed due to the central limit theorem, with , where  is 𝜎𝐵 =  𝜎𝐵 𝑚 𝑚

































































considering , where is the blank baseline intensity expressed in 𝜎𝐵 = 𝑌𝐵 = 𝑌𝑅,𝐵 𝑡𝑑𝑤𝑒𝑙𝑙 𝑌𝑅,𝐵 
counts per second, and  equal to the total number of readings (= ), because in practice 𝑚 𝑡𝑖 𝑡𝑑𝑤𝑒𝑙𝑙
particle readings accounts for less than 5% of the total number of readings.   can be calculated 𝜎𝐵
from a number of replicate baseline blank measurements (e.g. 10) or estimated from the baseline 
intensity ( ).𝑌𝑅,𝐵 
Equation 16 reveals that the detection limits for the dissolved fraction are independent on 
the dwell time used and, for each isotope and a given baseline blank intensity, they just depend 
on the total acquisition time and hence the total number of counts accumulated during that time 
( ), which ultimately controls the standard deviation of the blank baseline as the square root Σ𝑌𝐵 
of the total number of counts. Although the evaluation of equation 16 would require a large 
number of replicates to confirm empirically the validity of the central limit theorem, table 1 
shows experimental blank baseline standard deviations and detection limits achieved by using a 
feasible number of replicates (10) and dwell times from 20 to 100 µs. Results from table 1 
confirms that, in spite of the dwell times span over almost an order of magnitude, limits of 
detection are in the same order. This is because the counts accumulated for the blank baselines 
during the acquisition time (60 s) were similar for the three dwell times considered (ca. 2,200 
counts) and hence their relative standard deviations (2.0-3.0%) are in agreement with the 
expected one (2.1%). This means that the detection capability for dissolved elements is not 
affected by the dwell time selected and it can be improved just by increasing the total 
acquisition time. 
6. Summary of critical values and limits of detection in SP-ICP-MS
Table 2 summarizes the expressions proposed for the critical values and limits of 
detection involved in SP-ICP-MS methods. Whereas the critical values can be used as a 
posteriori limits of decision in relation with the presence of particles and dissolved element in a 
sample, limits of detection are going to be used as a priori figures of merit of the methods. 
Their calculation requires to know the different theoretical and experimental parameters 
included in the denominators and the corresponding blank standard deviations. The term blank 
must be understood here in its widest sense, applying to both reagent and matrix blanks, leading 
to the respective instrumental and methodological critical values or limits of detection. 
Alternatively, the standard deviations can be estimated as the square root of the mean values 
involved ( ), because of the Poisson nature of the measurements. This later expression 𝜎 = 𝑌
would not apply to mass per particle and particle size detection limits when the intensity of the 
baseline exceeds a certain value because of the additional contribution of the flicker noise, 
which can be considered as , where  is the flicker noise coefficient [18]. The 𝜎𝐵 = 𝑌𝐵 + 𝜉2𝑌2𝐵 𝜉






























































significant depends on the detector. In our laboratory, using quadrupole ICP-MS instruments 
equipped with electron multipliers, flicker noise coefficients of 0.04, which becomes relevant 
over ca. 10-100 counts, are typically obtained [18]. In the case of TOF-ICP-MS instruments, 
which are equipped with microchannel plate detectors, showing compound Poisson-distributed 
noise for low-count signals, the expressions must be adapted conveniently [19,20].
According to the approach presented in section 4.2, size and mass per particle limits of 
detection and critical values are calculated from the same expressions. In the case of number 
concentrations, the minimum limit of detection is given by equation 12 under conditions of no 
particles detected in the blanks. If particles are detected in the blanks, a 2.33 criterion must be 
applied for establishing the critical value to make the decision about the presence of particles, 
whereas a 5+3 criterion is applied for estimating the limit of detection. These criteria 
correspond to paired measurements (blanks subtracted) governed by Poisson statistics, which is 
the case when counting particles. With respect to the dissolved element, the mass concentration 
corresponding to the critical value and the limit of detection have been calculated considering 
the 1.64 and 3 criteria respectively, assuming that mean baseline blanks are well-known and 
follow normal distributions.
A calculation tool has been included as Supplementary Material to facilitate the 
estimation of SP-ICP-MS critical values and limits of detection for different elements and 
particle compositions. Table 3 summarizes size LODs for selected metal and oxide particles 
using a commercial quadrupole instrument equipped with a conventional sample introduction 
system (cyclonic spray chamber and concentric nebulizer) under typical experimental 
conditions (analyte transport efficiency: 5%, sample flow rate: 0.4 mL min-1, dwell times: 5 ms 
and 100 µs, time-width of particle events: 500 µs). More than 50% of the elements showed size 
LODs below 10 nm, both for metallic and oxide nanoparticles, with LODs below 5 nm for some 
rare-earth oxides because of the low background levels and the high sensitivities attainable. 
With respect to the dissolved element concentration, LODs in the picogram per liter level, lower 
than using ICP-MS in standard mode, can be achieved because of total acquisition times used in 
SP-ICP-MS are in the range of minutes, whereas in standard mode individual isotopes are just 
monitored during seconds (e.g., 1 s when measuring at 50 ms dwell time and 20 sweeps). The 
increase in the acquisition time involves a proportional increase in the counts recorded, whereas 
the standard deviation increases with the square root of the signal, which results in LOD 
reduction proportional to the square root of the acquisition time.   In any case, the LODs shown 
in table 3 are instrumental LODs and should be considered as the best-case scenario for SP-ICP-
MS analysis.
Table 4 shows minimum number concentration detection limits attainable with the 






























































in the range of 100-500 particles per mL for total acquisition times of one minute. As can be 
seen, improvements in analyte transport efficiency with pneumatic nebulization systems do not 
result in a reduction of LODs because of the lower sample flow rates required and the most 
suitable way of improving them is by increasing the acquisition time.
7. Final remarks 
The unique features of SP-ICP-MS for the analysis of nanoparticles, along with its 
availability in commercial instruments, have led to the success of this technique and its 
increasing application in several fields (environment, toxicology, food…). However, SP-ICP-
MS still lacks of standardized metrological approaches, characteristic of mature analytical 
methods, to express and calculate its detection capabilities. In this respect, although the main 
trend in SP-ICP-MS is aimed at the detection of even smaller nanoparticles, we must not 
overlook that the technique is also able to detect such nanoparticles, as well as dissolved forms, 
at low number and mass concentrations, respectively. In each case, clear criteria and the 
corresponding mathematical expressions should be available and widely accepted to express the 
limits of detection in the different domains covered by SP-ICP-MS.
In a first stage, criteria and approaches from concentration LODs were applied in a 
straightforward way for the discrimination of particle events and the calculation of size LODs, 
whereas less attention was paid to number concentrations and dissolved element LODs. Based 
on our experience, application of conventional criteria is an oversimplification that does not 
respond to the peculiarities of the analytical signals in SP-ICP-MS. The discrete nature of the 
signals and the distributions involved, governed by Poisson statistics, introduce additional levels 
of complexity to their treatment that have been overlooked in many publications.
The present paper responds to a need of harmonizing approaches and criteria to express 
and calculate limits of detection in the different domains involved in SP-ICP-MS for validation 
purposes, together with the need of critical values or limits of decision to assess the presence of 
particles and/or dissolved species in any sample. The criteria applied for discrimination of 
particles from baseline events must be coherent not only with the estimation of size LODs, but 
also in relation to the attainable number concentration LODs, which means that the topic of 
detectability in SP-ICP-MS must be addressed under a holistic approach.
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 mass fraction of an element in a particle𝐹𝑃




analytical sensitivity for a mass per particle calibration𝐾𝑚
analytical sensitivity for a number concentration calibration𝐾𝑁
ICP-MS analytical sensitivity (slope of a calibration with signal intensity in cps vs. 𝐾𝑅 
element mass concentration)
limit of detection𝐿𝑂𝐷
dissolved element mass concentration limit of detection 𝐿𝑂𝐷𝑑𝑖𝑠
mass per particle limit of detection𝐿𝑂𝐷𝑚𝑎𝑠𝑠
number concentration limit of detection𝐿𝑂𝐷𝑛𝑢𝑚𝑏𝑒𝑟
size limit of detection𝐿𝑂𝐷𝑠𝑖𝑧𝑒
Avogadro number𝑁𝐴𝑣 
atomic mass of element M𝑀𝑀
 number of baseline readings𝑚
mass of element per particle𝑚𝑃
threshold coefficient𝑛
sample introduction flow rate𝑄𝑠𝑎𝑚
net signal ( )𝑆 𝑌 ‒ 𝑌𝐵
net critical value𝑆𝐶
net minimum detectable value𝑆𝐷
 net mean intensity of a baseline 𝑆𝐷
net intensity of a particle event𝑆𝑃
individual net intensity record along a transient particle event𝑆𝑃𝑖
maximum net intensity of a transient particle event𝑆𝑃𝑚𝑎𝑥
dwell time𝑡𝑑𝑤𝑒𝑙𝑙
acquisition time𝑡𝑖
base width of a transient particle event 𝑤






























































mass per particle critical value𝑋𝑚𝑎𝑠𝑠𝐶
size critical value𝑋𝑠𝑖𝑧𝑒𝐶
number concentration critical value𝑋𝑛𝑢𝑚𝑏𝑒𝑟𝐶
dissolved element mass concentration critical value𝑋𝑑𝑖𝑠𝐶
limit of detection𝑋𝐷
mass per particle limit of detection𝑋𝑚𝑎𝑠𝑠𝐷
size limit of detection𝑋𝑠𝑖𝑧𝑒𝐷
number concentration limit of detection𝑋𝑛𝑢𝑚𝑏𝑒𝑟𝐷
dissolved element mass concentration limit of detection𝑋𝑑𝑖𝑠𝐷
particle number concentration𝑋𝑁
mass concentration𝑋𝑀
mass concentration of dissolved element𝑋𝐷
signal𝑌
blank signal or mean intensity of a blank baseline𝑌𝐵
critical value𝑌𝐶
minimum detectable value𝑌𝐷
 gross mean intensity of a baseline 𝑌𝐷
number of particle events𝑌𝑁
 mean number of  events counted in blanks𝑌𝑁,𝐵
mean blank baseline intensity expressed as count rate𝑌𝑅,𝐵 
total blank baseline number of counts recorded during the acquisition time Σ𝑌𝐵 𝑡𝑖
ICP-MS signal expressed in counts per time unit𝑌𝑅 
probability of false positive𝛼






standard deviation of a blank signal 𝜎B 𝑌𝐵
standard deviation of the mean intensity of blank baselines𝜎𝐵






























































Table 1. Theoretical and experimental dissolved element mass concentration limits of detection 
( ) for silver (107Ag) measured in SP-ICP-MS mode at different dwell times. Total 𝐿𝑂𝐷𝑑𝑖𝑠






















100 600 000 36 ± 1 2160 ± 60 1.07x10-4 2.97 8.95x104 0.026 0.036
50 1 200 000 38 ± 1 2280± 60 3.87x10-5 2.04 9.01x104 0.026 0.026






























































Table 2. Expressions for the critical values and limits of detection in SP-ICP-MS.
domain pulse signals transient signals
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Table 3. Particle size and dissolved element mass concentration LODs.









tdwell= 5 ms tdwell= 100 µs(c)
Ag 107 Ag 62644 203 17.4 12.3 0.09
Al 27 Al 140231 1771 29.9 21.2 0.1
Al2O3 32.6 23.0
As 75 As 10876 24 26.7 18.9 0.2
As2O3 33.7 23.9
Au 197 Au 27343 21 12.7 9.0 0.06
B 11 B 26333 4745 60.3 42.7 1.0
B2O3 93.8 66.3
Ba 137 Ba 22924 34 26.0 18.4 0.1
BaSO4 28.6 20.2
Be 9 Be 15758 1 18.6 13.1 0.02
Bi 209 Bi 131040 15 9.0 6.3 0.01
Bi2O3 9.6 6.8
Ca 44 Ca 147864 11780 48.5 34.3 0.3
CaO 42.0 29.7
CaCO3 54.6 38.6
Cd 111 Cd 14972 2 14.1 10.0 0.04
CdSe 19.3 13.6
Ce 140 Ce 108913 7 9.6 6.8 0.01
CeO2 9.8 7.0
Co 59 Co 103622 270 16.2 11.5 0.06
CoO 19.6 13.9
Co3O4 20.4 14.4
Cr 52 Cr 89534 84751 47.8 33.8 1.3
Cr2O3 60.3 42.6
Cu 65 Cu 26502 58 19.7 14.0 0.1
CuO 24.2 17.1
Dy 163 Dy 37892 0.1 6.1 4.3 0.003
Dy2O3 6.6 4.7
Er 166 Er 51046 0.1 5.5 3.9 0.002
Er2O3 5.8 4.1
Eu 153 Eu 74744 0.3 6.9 4.9 0.003
Eu2O3 6.5 4.6
Gd 157 Gd 30872 0.1 6.7 4.8 0.004
Gd2O3 7.2 5.1
Hf 180 Hf 54727 2 7.6 5.4 0.009
HfO2 9.0 6.3
Hg 5 Hg 2209 98 43.0 30.4 1.7
Ho 165 Ho 149531 0.1 3.8 2.7 0.001
Ho2O3 4.1 2.9
In 115 In 171019 6 7.7 5.4 0.005
In2O3 8.2 5.8
In(OH)3 10.3 7.3
Ir 193 Ir 79601 4 6.5 4.6 0.01
La 139 La 568165 2.1 4.6 3.3 0.001
La2O3 4.8 3.4
Li 7 Li 62259 85 40.6 28.7 0.06
Lu 175 Lu 152549 0.1 3.7 2.6 0.001
Lu2O3 3.9 2.8
Mg 24 Mg 188923 4782 37.0 26.2 0.1
MgO 33.6 23.8
Mn 55 Mn 146823 1181 19.6 13.9 0.09
Mn2O3 26.2 18.5
Mo 95 Mo 19064 3 12.7 9.0 0.03
MoO3 18.8 13.3
Na 23 Na 210199 47730 63.7 45.0 0.4
Nd 143 Nd 15940 0.9 12.8 9.0 0.02
Nd2O3 13.1 9.3
Ni 60 Ni 21914 36 19.5 13.8 0.1
NiO 23.3 16.5
Pb 208 Pb 80277 175 15.2 10.7 0.06
PbO 16.5 11.7
Pd 105 Pd 30498 5 11.4 8.1 0.03
Pr 141 Pr 131954 0.9 6.3 4.5 0.003
Pr6O11 6.8 4.8
Pt 195 Pt 24533 0 5.3 3.7 0.005
Rh 103 Rh 157201 2 5.7 4.0 0.004
Rh2O3 7.0 4.9
Ru 101 Ru 26899 2 9.7 6.9 0.02
RuO2 12.9 9.1
Sb 121 Sb 33214 8 14.6 10.3 0.03
Sb2O3 16.7 11.8
Sb2O5 19.3 13.6
Sc 45 Sc 80869 2507 36.6 25.9 0.2
Sc2O3 38.8 27.4
Se 82 Se 1816 194 72.8 51.5 3.0































































Sm 147 Sm 19342 0.9 11.6 8.2 0.02
Sm2O3 12.2 8.6
Sn 118 Sn 40690 257 23.5 16.6 0.2
SnO2 25.9 18.3
Sr 88 Sr 174518 264 20.7 14.6 0.04
SrCO3 22.1 15.6
Tb 159 Tb 153955 0.1 3.9 2.8 0.001
Tb4O7 4.3 3.0
Te 125 Te 3237 1 22.0 15.6 0.1
TeO2 24.5 17.3
Ti 47 Ti 8757 43 34.0 24.1 0.3
TiO2 41.4 29.3
Tl 205 Tl 112528 12 8.6 6.1 0.01
Tl2O3 9.4 6.6
Tm 169 Tm 157368 0.3 4.5 3.2 0.001
Tm2O3 4.8 3.4
V 51 V 109688 441 19.6 13.9 0.07
V2O3 24.1 17.0
Y 89 Y 107231 5 10.4 7.3 0.008
Y2O3 10.8 7.6
Yb 173 Yb 25406 0.2 8.4 6.0 0.007
Yb2O3 8.0 5.7
Zn 66 Zn 35387 1479 33.3 23.5 0.4
ZnO 38.7 27.4
(a) Ultrapure water.
(b) Quadrupole ICP-MS. Analyte transport efficiency: 5% (cyclonic spray chamber and concentric nebulizer), sample flow rate: 
0.4 mL min-1. 
 (c) Time-width of particle events: 500 µs.






























































Table 4. Number concentration LODs for different commercial sample introduction 
configurations.





cyclonic spray chamber + 
concentric nebulizer (Glass Expansion) 2.6 1.1 1.0x10
5
baffled cyclonic spray chamber + 
concentric nebulizer (Meinhard) 5.3 0.4 1.4x10
5
Asperon spray chamber +
high efficiency nebulizer (Meinhard) 37.7 0.016 4.9x10
5































































Figure 1. Domains and transformations involved in SP-ICP-MS. (a) Time scan of a particle 
suspension containing dissolved forms of the element contained in the particles. (b) Event 
intensity frequency histogram of data from (a). (c) Size (or element mass per particle) 
distribution of nanoparticles calculated from the second intensity distribution in (b).
Figure 2. Profiles of particle events recorded at different dwell times for 50 nm gold 
nanoparticles (averaged total intensity per particle event: 96 counts). Time scale for 200, 100, 
50 and 10 µs: x100. 
Figure 3. Discrete Poisson baseline distributions for mean baseline intensities of (a) 0.001, (b) 
0.01, (c) 0.1 (d) 1 and (e) 10 counts, with 104 (green), 105(orange) and 106 (blue) readings.
Figure 4. Detection of 97 nm silver nanoparticles under conditions where LODsize=91 nm 
(Ag(I): 2 µg L-1). LOD criterion:  (gray area in inset).𝑌𝐷 = 𝑌𝐶 = 𝑌𝐵 + 5𝜎
Figure 5. Experimental variation of size LODs with respect to dwell time at milliseconds (a) and 



































































Table 1. Theoretical and experimental dissolved element mass concentration limits of detection 
( ) for silver (107Ag) measured in SP-ICP-MS mode at different dwell times. Total 𝐿𝑂𝐷𝑑𝑖𝑠






















100 600 000 36 ± 1 2160 ± 60 1.07x10-4 2.97 8.95x104 0.026 0.036
50 1 200 000 38 ± 1 2280± 60 3.87x10-5 2.04 9.01x104 0.026 0.026
20 3 000 000 38 ± 1 2280± 60 2.12x10-5 2.79 9.03x104 0.026 0.035
27
Table 2. Expressions for the critical values and limits of detection in SP-ICP-MS.
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tdwell= 5 ms tdwell= 100 µs(c)
Ag 107 Ag 62644 203 17.4 12.3 0.09
Al 27 Al 140231 1771 29.9 21.2 0.1
Al2O3 32.6 23.0
As 75 As 10876 24 26.7 18.9 0.2
As2O3 33.7 23.9
Au 197 Au 27343 21 12.7 9.0 0.06
B 11 B 26333 4745 60.3 42.7 1.0
B2O3 93.8 66.3
Ba 137 Ba 22924 34 26.0 18.4 0.1
BaSO4 28.6 20.2
Be 9 Be 15758 1 18.6 13.1 0.02
Bi 209 Bi 131040 15 9.0 6.3 0.01
Bi2O3 9.6 6.8
Ca 44 Ca 147864 11780 48.5 34.3 0.3
CaO 42.0 29.7
CaCO3 54.6 38.6
Cd 111 Cd 14972 2 14.1 10.0 0.04
CdSe 19.3 13.6
Ce 140 Ce 108913 7 9.6 6.8 0.01
CeO2 9.8 7.0
Co 59 Co 103622 270 16.2 11.5 0.06
CoO 19.6 13.9
Co3O4 20.4 14.4
Cr 52 Cr 89534 84751 47.8 33.8 1.3
Cr2O3 60.3 42.6
Cu 65 Cu 26502 58 19.7 14.0 0.1
CuO 24.2 17.1
Dy 163 Dy 37892 0.1 6.1 4.3 0.003
Dy2O3 6.6 4.7
Er 166 Er 51046 0.1 5.5 3.9 0.002
Er2O3 5.8 4.1
Eu 153 Eu 74744 0.3 6.9 4.9 0.003
Eu2O3 6.5 4.6
Gd 157 Gd 30872 0.1 6.7 4.8 0.004
Gd2O3 7.2 5.1
Hf 180 Hf 54727 2 7.6 5.4 0.009
HfO2 9.0 6.3
Hg 5 Hg 2209 98 43.0 30.4 1.7
Ho 165 Ho 149531 0.1 3.8 2.7 0.001
Ho2O3 4.1 2.9
In 115 In 171019 6 7.7 5.4 0.005
In2O3 8.2 5.8
In(OH)3 10.3 7.3
Ir 193 Ir 79601 4 6.5 4.6 0.01
La 139 La 568165 2.1 4.6 3.3 0.001
La2O3 4.8 3.4
Li 7 Li 62259 85 40.6 28.7 0.06
Lu 175 Lu 152549 0.1 3.7 2.6 0.001
Lu2O3 3.9 2.8
Mg 24 Mg 188923 4782 37.0 26.2 0.1
MgO 33.6 23.8
Mn 55 Mn 146823 1181 19.6 13.9 0.09
Mn2O3 26.2 18.5
Mo 95 Mo 19064 3 12.7 9.0 0.03
MoO3 18.8 13.3
Na 23 Na 210199 47730 63.7 45.0 0.4
Nd 143 Nd 15940 0.9 12.8 9.0 0.02
Nd2O3 13.1 9.3
Ni 60 Ni 21914 36 19.5 13.8 0.1
NiO 23.3 16.5
Pb 208 Pb 80277 175 15.2 10.7 0.06
PbO 16.5 11.7
Pd 105 Pd 30498 5 11.4 8.1 0.03
Pr 141 Pr 131954 0.9 6.3 4.5 0.003
Pr6O11 6.8 4.8
Pt 195 Pt 24533 0 5.3 3.7 0.005
Rh 103 Rh 157201 2 5.7 4.0 0.004
Rh2O3 7.0 4.9
Ru 101 Ru 26899 2 9.7 6.9 0.02
RuO2 12.9 9.1
Sb 121 Sb 33214 8 14.6 10.3 0.03
Sb2O3 16.7 11.8
Sb2O5 19.3 13.6
Sc 45 Sc 80869 2507 36.6 25.9 0.2
Sc2O3 38.8 27.4
Se 82 Se 1816 194 72.8 51.5 3.0
Si 29 Si 10969 120537 148.5 105.0 12.3
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SiO2 183.3 129.6
Sm 147 Sm 19342 0.9 11.6 8.2 0.02
Sm2O3 12.2 8.6
Sn 118 Sn 40690 257 23.5 16.6 0.2
SnO2 25.9 18.3
Sr 88 Sr 174518 264 20.7 14.6 0.04
SrCO3 22.1 15.6
Tb 159 Tb 153955 0.1 3.9 2.8 0.001
Tb4O7 4.3 3.0
Te 125 Te 3237 1 22.0 15.6 0.1
TeO2 24.5 17.3
Ti 47 Ti 8757 43 34.0 24.1 0.3
TiO2 41.4 29.3
Tl 205 Tl 112528 12 8.6 6.1 0.01
Tl2O3 9.4 6.6
Tm 169 Tm 157368 0.3 4.5 3.2 0.001
Tm2O3 4.8 3.4
V 51 V 109688 441 19.6 13.9 0.07
V2O3 24.1 17.0
Y 89 Y 107231 5 10.4 7.3 0.008
Y2O3 10.8 7.6
Yb 173 Yb 25406 0.2 8.4 6.0 0.007
Yb2O3 8.0 5.7
Zn 66 Zn 35387 1479 33.3 23.5 0.4
ZnO 38.7 27.4
(a) Ultrapure water.
(b) Quadrupole ICP-MS. Analyte transport efficiency: 5% (cyclonic spray chamber and concentric nebulizer), sample flow rate: 
0.4 mL min-1. 
 (c) Time-width of particle events: 500 µs.
(d) Total acquisition time: 60 s.
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Table 4. Number concentration LODs for different commercial sample introduction 
configurations.





cyclonic spray chamber + 
concentric nebulizer (Glass Expansion) 2.6 1.1 1.0x10
5
baffled cyclonic spray chamber + 
concentric nebulizer (Meinhard) 5.3 0.4 1.4x10
5
Asperon spray chamber +
high efficiency nebulizer (Meinhard) 37.7 0.016 4.9x10
5
(a) Total acquisition time: 60 s.
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S1. Overview of the concentration LOD concept 
 
When analysing a number of blank samples (concentration, 𝑋, equal to zero), a 
distribution of blank signals around 𝑌#  with a given standard deviation (𝜎%) is obtained (left 
distributions in figure S1). Since there can be samples containing no analyte but producing 
signals higher than 𝑌# , a threshold value should be defined in order to decide whether the 
analyte is present or not in a sample. This threshold is called the critical value (𝑌&), and it is 
defined as the response of the instrument above which an observed signal is reliably attributed 
to the presence of the analyte. The selection of this critical level implies a certain probability 𝛼 
that the analyte was falsely detected in a blank sample producing a type I error. On the other 
hand, when analyzing a sample containing analyte that produces a distribution of signals around 
a value equal of higher than 𝑌& , there is a probability 𝛽 of falsely concluding that the analyte is 
not present. Once 𝑌&  has been defined, a minimum detectable value in the signal domain (𝑌)) 
can be established as the signal corresponding to an analyte concentration that gives a specified 
probability 𝛽 of producing a type II error. Thus, 𝑌) can be defined as the smallest value of the 
signal at which the probability that it exceeds its critical value is	1 − 𝛽. The relationships 
between type I and type II errors, 𝛼 and 𝛽 probabilities, as well as 𝑌&  and 𝑌) are exemplified in 
Figure S1a.  
 
 
Figure S1. Concentration LOD approach. Type I and Type II errors, α and β respectively, and 
relationship between YC and YD with different criteria, signal values applied to continuous 
normal and discrete Poisson distributions. (a) and (c) 𝑌# = 10; (b) and (d) 𝑌# = 1. 
 
If the distributions of the signals are considered normal, with a well-known standard 
deviation (it is assumed to have been derived from a large number of observations of the blank), 
the critical value can be presented as: 
 𝑌& = 𝑌# + 𝑘𝜎% (S1) 
where 𝑘 denotes the (1-a) quantile of the standard normal distribution (𝑧234). If the standard 
deviations are constant in the range from 𝑌#  to 𝑌)  (𝜎% = 𝜎5), and the probability of producing 
type I and type II errors is the same (𝛼 = 𝛽), the minimum detectable value is given by: 
 𝑌) = 𝑌# + 2𝑘𝜎% (S2) 
Equations S1 and S2 can be expressed as net signals (𝑆 = 𝑌 − 𝑌#): 
 𝑆& = 𝑘𝜎% (S3) 
 𝑆) = 2𝑘𝜎% (S4) 
When the probability of type I and type II errors is set at 0.05 (𝑧234 = 𝑧238 = 1.645): 
 𝑆) = 3.29𝜎% (S5) 
although it is also expressed as: 
 𝑆) = 3𝜎% (S6) 
This expression can be interpreted as a rounding off of equation S5, where type I and type II 
errors are both considered (in fact, 𝛼 = 𝛽 = 0.067), but also a limit of detection definition 
based on considering 𝑌) = 𝑌& , which involves that 𝛼 = 0.00135 and 𝛽 = 0.5 (figure S1.b).  


















a = b = 0.05 a = 0   b = 0.5
(a) (b)
(c) (d)
The transformation of 𝑌&  and 𝑌) (or 𝑆&  and 𝑆)) to the concentration domain (𝑋& and 𝑋), 
respectively) involves the use of a sensitivity factor (𝑏), which relates the signal 𝑌 to the 
concentration 𝑋 through a calibration function (𝑌 = 𝑎 + 𝑏	𝑋). The minimum detectable value in 
the concentration domain becomes the limit of detection expressed as:  









which is the expression most frequently found in textbooks and literature. 
As we have seen, this basic approach is based on the standard deviation of the blank, and 
involves knowing 𝑌#  and 𝜎#, by performing a number of measurement of a blank under the 
same conditions (20 according to IUPAC [1], 10 according to EURACHEM [2]), as well as the 
sensitivity factor. For paired measurements, the standard deviation of the net signal is derived 
from 𝜎H = 𝜎)H + 𝜎#H = 2𝜎#H (𝜎% = 𝜎5), and 𝑘 increases by a factor of √2, same as the 
expressions for critical values and limits of detection [3]. 
If counting techniques, like mass spectrometry, are considered, then the analytical 
systems become heteroscedastic (the standard deviation of the signal depends on its magnitude) 
and the signals assume only discrete values, following Poisson distributions. Poisson 
distributions show a significant asymmetry for low signal values, although for sufficiently large 
values (𝑌 > 5 counts [4]), they can be approximated to normal distributions, as it is shown in 
figures S1c and S1d for 𝑌#  equal to 10 and 1, respectively. Since in Poisson distributions the 
mean is equal to the variance (𝑌 = 𝜎H), the previous approach must be adapted. The critical 
value can be expressed then as: 
 𝑌& = 𝑌# + 𝑘𝜎% = 𝑌# + 𝑘J𝑌#	 (S9) 
Because 𝜎# ≠ 𝜎), 𝜎#H = 𝑌# and 𝜎)H = 𝑌), equation S2 for 𝛼 = 𝛽, becomes: 
 𝑌) = 𝑌# + 𝑘H + 2𝑌& = 𝑌# + 𝑘H + 2𝑘J𝑌% (S10) 
Equations S9 and S10 can be expressed with respect to net signals as: 
 𝑆& = 1.64J𝑌% (S11) 
 𝑆) = 2.71 + 3.29J𝑌% (S12) 
Equation S12 shows that 𝑆) will never be equal to zero, even in the case of a blank equal to 
zero (𝑌# = 𝜎% = 0). 
Table S1 summarizes common expressions used for estimation of critical and minimum 
detectable values for 𝛼 = 𝛽 = 0.05, with Poisson distributions. 
 
Table S1. Expressions used for estimation of net critical and minimum detectable values for 
𝛼 = 𝛽 = 0.05	[3]. For gross values (𝑌&  and 𝑌)) expressions, 𝑌#  must be added. 
distribution  well known blank  paired measurements 
   critical value  minimum detectable 
value 
  critical value  minimum detectable 
value 
normal  𝑆& = 1.64𝜎#  𝑆) = 3.29𝜎#  𝑆& = 2.33𝜎#  𝑆) = 4.65𝜎# 
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Glossary 
𝑏 sensitivity factor 
𝑘 (1-a) quantile of the standard normal distribution (𝑧234) 
𝐿𝑂𝐷 limit of detection 
𝑆 net signal (𝑌 − 𝑌#) 
𝑆&  net critical value 
𝑆) net minimum detectable value 
𝑋 concentration 
𝑌 signal 
𝑌#  blank signal or mean intensity of a blank baseline 
𝑌&  critical value 
𝑌) minimum detectable value 
𝑧(23P) (1-a) quantile of the standard normal distribution 
𝑧(23R) 	(1-b) quantile of the standard normal distribution 
𝛼 probability of false positive 
𝛽 probability of false negative 
ε threshold security term 
𝜂UVG  analyte transport efficiency 
𝜌 particle density 
𝜎% standard deviation of a blank signal 𝑌#  
𝜎#X  standard deviation of the mean intensity of blank baselines 
𝜎5 standard deviation of the minimum detectable value 𝑌) 
𝜎Y,# standard deviation of the number of particles events in blanks 𝑌Y,# 
 
