Abstract. We study certain similarity solutions of the Benjamin-Ono-Burgers (BOB) equation and their role in the asymptotic behavior of the general solution. For small initial data in L 1 (R) we prove that a solution of the BOB equation exists in BC(R + ; L 1 (R)) and depends continuously on its initial data. Results about existence, uniqueness, regularity, and spatial asymptotics of solutions of a similarity reduction of the BOB equation are proved. Furthermore, the solutions of the BOB equation are proved to converge as t ! 1 to appropriate similarity solutions faster than the typically sharp rate of decay of the solutions.
where x 2 R, t 2 (0; 1), u is a complex-valued function of x and t, > 0 and 2 R are constants, and H denotes the Hilbert transform, de ned (for a smooth test function v) in terms of the Cauchy principal value integral (0.2) (Hv)(x) = 1 p: v:
x ? y dy:
We will henceforth refer to (0.1) as the BOB equation. Edwin and Roberts 6] have derived (0.1) (for u real-valued) by means of formal asymptotic expansions in order to describe wave motions supported by intense magnetic ux tubes in the solar atmosphere. The dissipative e ects in that context are due to heat conduction. However the BOB equation is also a natural ad hoc candidate for an equation including nonlinear, dispersive, and dissipative e ects, since it is a combination of the Benjamin-Ono equation ((0.1) with = 0) and the Burgers' equation ((0.1) with = 0). Burgers' equation with a complex conjugate present in the nonlinear term is related to a system studied by Burgers 4] as a model in the statistical theory of turbulence. This type of nonlinear term does not contribute to the associated equation of balance of energy (see x3), and therefore seems to be the appropriate generalization to the context of complex-valued solutions. However, since this paper is concerned with small initial data in L 1 (R) all our results and proofs survive even if the complex conjugate is removed. The BOB equation is also interesting because it occupies a distinguished place in the following family of generalized nonlinear-dispersive-dissipative equations (0.3) u t + ( u p ) x + jDj q u ? jDj r?1 u x = 0: Here p 2 is an integer, and q > 0, r > 1, > 0, and are real numbers. jDj q is the Fourier multiplier operator de ned by (jDj q v)b(k) = jkj qv (k). The BOB equation can be obtained by taking p = q = r = 2, and is the simplest equation of this family for which the long-time form of the solution is determined by a precise three-way balance of nonlinear, dispersive, and dissipative e ects. We will elaborate on this point presently.
But rst we need some concepts useful for describing the temporal asymptotic behavior of solutions of evolution equations like (0.3). Let U denote a nonempty topological space, and q: (0; 1) U ! 0; 1) a continuous map.
DEFINITION 0.1.
(1) Suppose for every f 2 U we have sup t>0 q(t; f) < 1. Then we say this estimate is typically sharp if the set of all f 2 U for which lim inf t!1 q(t; f) > 0 is a dense open subset of U. (2) Suppose for every f 2 U we have lim sup t!1 q(t; f) = 0. Then we say this asymptotic result is optimal if whenever : (0; 1) ! (0; 1) is a continuous function such that (t) ! 0 as t ! 1 there must exist f 2 U such that lim sup t!1 (t) ?1 q(t; f) = 1. So the set of initial data for which the estimate is sharp is the complement in L 1 (R) of the hyperplane where R 1 ?1 f(x) dx = 0. On the other hand, using the methods in x2 (see Theorem 2.2.3, and the remarks thereafter) we have that kS(t)fk L 2 (R ) = o(1) as t ! 1 for data in L 2 (R) and that this estimate is optimal. For nonlinear equations the known methods of proof frequently break down for large data and thus we can only prove such decay estimates for initial data in some open set U containing zero. The reader should realize that the term \optimal decay" is frequently used more loosely to mean that solutions of the nonlinear equation are known to decay at least as rapidly as solutions (arising from the same class of initial data) of its linearized equation. This usage assumes that nonlinearity can never enhance or decrease decay rates. Whenever we use this term in this sense we will enclose it in quotes to distinguish it from the technical usage introduced in De nition 0.1 (2) .
Beyond the question of the size of the solution S(t)f as t ! 1 it is also desirable to know its asymptotic shape. Let X; Y denote Banach spaces of functions (or distributions) de ned on R, and suppose for a nonempty open set U X we have that the solution of the initial value problem under consideration de nes a continuous mapping S : U (0; 1) ! Y : (f; t) 7 ! S(t)f. We seek \intermediate asymptotics" for the solutions, i.e. continuous mappings S 1 : U (0; 1) ! Y : (f; t) 7 ! S 1 (t)f of simple dependence on x; t, and depending on f only through the values of a nite number of parameters, de ned throughout U. We suppose that kS 1 (t)fk Y = O( (t)) is typically sharp for data in U as t ! 1, where : (0; 1) ! (0; 1) is a continuous function. We require S 1 (t)f to accurately describe the form of the solution S(t)f for large t in the following sense. DEFINITION 0.2. We say S 1 is an intermediate asymptotic for S in the Y -norm, for data in U] if for every f 2 U we have kS(t)f ? S 1 (t)fk Y = o( (t)) as t ! 1. A rate associated with this intermediate asymptotic is an asymptotic estimate of the behavior of the quantity kS(t)f ?S 1 (t)fk Y holding for all f 2 U as t ! 1.
This terminology is standard; see Sachdev 15] . For example in x2 we prove that if s 0 and U = X = ?1 x j f(x) dx for j = 0; : : : ; n. Notice that u 1 (t) = S 1 (t)f is a sum of similarity solutions which depends on f only through the values of the parameters j . Since kS 1 
(t)fk L 2 (R ) = O(t ?1=4 ) is typically
sharp for data in L 1 s (R) as t ! 1 it follows that kS(t)fk L 2 (R ) = O(t ?1=4 ) is also typically sharp. Clearly then, one of the best ways to prove that a decay estimate is typically sharp is to nd the corresponding intermediate asymptotics.
In order to see how the BOB equation is especially interesting we must get a general idea of the particular asymptotic balance between the e ects of nonlinearity, dispersion, and dissipation inherent in each of the equations (0.3). One crude measure of this balance is the relative decay rates of the various terms in the equation. Some idea about the behavior of these rates can be obtained by making the assumption that solutions of the nonlinear equation with initial data in L The u t -term must decay at least as fast as the most slowly decaying term in the equation. If these estimates are typically sharp and it is not the case that p = q = r then one or two of the three e ects (nonlinearity, dissipation, dispersion) is relatively unimportant in the long time regime in comparison with the other(s).
The nature of this balance (or imbalance) appears in the form of the intermediate asymptotics. This (for real-valued solutions) is a special case of (0.3) where p = q = 2, and r = 3. Amick, Bona, and Schonbek 2] have shown that the solutions of this equation satisfy a decay estimate ku(t)k L 2 (R ) = O(t ?1=4 ) which is typically sharp for initial data in L 1 (R). In addition the estimates in (0.5) are typically sharp for the KdVB and thus the dispersive term decays more rapidly than the other terms of the equation. Using their methods the present author has shown 5] 3) (p = q = r = 2) where all three e ects are perfectly balanced so as to equally a ect the nature of the intermediate asymptotics.
The decay results proved in this paper will imply (at least for small initial data) the typical sharpness of the estimates (0.5) for the BOB equation. One manifestation of this balance is the existence of a similarity reduction of the BOB equation. Suppose one looks for solutions of the BOB equation in the similarity form u 1 (x; t) = (t + a) ?1=2 w(x(t + a) ?1=2 ), where a can be any nonnegative constant, usually either 0 or = is a constant of integration. Being a rst order equation we expect to be able to specify a single parameter and then get a unique solution. For reasons which will become clear later, the natural parameter to specify is = ŵ(0 + ) +ŵ(0 ? )]=2. In order to understand the signi cance of this similarity reduction and its solutions we introduce, following Hopf 7] , new independent and dependent variables ; ; v by the transformations (0. We will call this the BOB equation in similarity variables, or BOB' for short. The usual initial value problems are transformed into one another when a = 1. Clearly the -independent solutions of BOB' are exactly the solutions of RBOB for some value of . Hopf showed in the case of Burgers' equation ( = 0) that the solution v of (0.9) arising from initial data f 2 L 1 (R) tends in the norm of BC m (R) as ! 1 to a -independent solution w, i.e. to a solution of (0.7) (with = 0 and = 0). This solution turns out to be the spatial form of the triangular wave solution of Burgers' equation mentioned above. Thus the intermediate asymptotic for the solution of Burgers' equation is converted by the change of variables (0.8) into the rest state to which the transformed solution tends as ! 1. Because the BOB equation has the exact same scaling properties it is natural to suspect that this sort of behavior also holds for solutions of the BOB', i.e. that solutions of the RBOB are spatial forms for the intermediate asymptotics for solutions of the BOB equation. This is what we will prove. Now we will describe the contents of this paper. In x2 we consider the linearized BOB equation. The results therein constitute the technical heart of x3 and x6. In x2.1 we examine the fundamental solution of the LBOB equation and its Hilbert transform. Explicit formulas are given in terms of well-known special functions and asymptotic expansions are recorded. Since these are similarity solutions, their decay rates are easily computed. In x2.2 we give a detailed account of the temporal asymptotic behavior of solutions of the homogeneous LBOB equation. As we have indicated above, in this case we can explicitly give the intermediate asymptotics corresponding to any desired algebraic decay rate. In x2.3 we examine the inhomogeneous form of the LBOB equation. Using the Duhamel representation of the solution we derive careful estimates which measure its regularity and decay properties.
In x3 we study narrowly the initial value problem for the BOB equation. References to other accounts of this problem are given. We con ne our attention to extending these results to cover the kind of initial data for which we can also analyze the temporal asymptotic behavior, namely small elements of L 1 (R). We use a standard contraction mapping argument in specially weighted spaces based on the estimates of x2.3.
One corollary of our proof of global existence is that all the solutions so obtained satisfy the decay estimate ku(t)k L 2 (R ) = O(t ?1=4 ), which we will eventually (see x6) show to be typically sharp for data in L 1 (R). In x4 we comment on the problem of extending this decay estimate to large data in L 1 (R). We will show there that this estimate holds for solutions with data in L In x5 we analyze the RBOB equation. In x5.1 we derive some integral equations which are equivalent to the RBOB equation in the context of L 2 solutions. In x5.2 we show that any L 2 solution of the RBOB equation must be in H 1 (R) and we prove the a priori validity of a two term asymptotic expansion for w( ) as j j ! 1 whose coe cients are expressed in terms of the parameters ; ; ; . In x5.3 we prove that L 2 solutions of the RBOB equation exist provided and are su ciently small in relation to . We do this by a contraction mapping argument in an appropriate ball in L 2 (R). Thus we obtain uniqueness of solutions in this ball and continuous dependence on the parameters and . Given the nature of the balance inherent in the BOB equation and the fact that solutions of the RBOB equation determine the intermediate asymptotics of solutions of the BOB equation arising from small initial data one is lead to make certain conjectures concerning the picture for large data.
(1) The BOB equation determines a bounded C 0 semigroup on all L 1 (R; R). In particular we expect global solutions to exist for large data in L (4) Finally, we describe our expectation as to the appearance of the large data solutions of the RBOB equation ( = 0, > 0) whose existence was conjectured above. If = 4 n , where n is a positive integer, and is su ciently small, then we expect that an integrable solution w exists with precisely n local maxima located at points 0 < 1 < < n such that 0 < w( 1 ) < < w( n ). These solutions represent the spatial forms of pure \decaying n-solitons" (c.f. \explode-decay solitons" of Nakamura 13] If u is a function de ned on R R + then we will use u( ; t) or simply u(t) to denote the function x 7 ! u(x; t). If X is a normed space of functions of x then we will use u(x; t) 2 X(x) and u(t) 2 X interchangeably and denote by ku(x; t)k X(x) = ku(t)k X the norm in the space X. A class of mappings from one set X into another set Y will be denoted by something like A(X; Y ) where A will indicate the type of mappings in L p (R) will denote the space of equivalence classes of measurable complex-valued functions on R such that the pth power of their absolute value is Lebesgue integrable on R (the usual modi cation for p = 1 is understood). We will let L p s (R) denote the class of measurable functions f on R such that ( We will not consider this case. Our results will however contain the case = 0, i.e. the heat equation. By scaling the x variable the constant can be replaced by 1, but we will not do this. The solution of (2.0.1) and (2.0.2) is given by the usual Duhamel formula
In subsection 2.1 we study (2.0.1) and (2.0.2) in the case g = h = 0 and f = + H . These solutions turn out to be of similarity form. Convolution of these special solutions with the initial data f yield the solution to the initial value problem for the homogeneous equation (g = h = 0). The temporal asymptotic behavior of this solution is studied in subsection 2.2. Finally, in subsection 2.3 we study the inhomogeneous equation (2.0.1) where g and h are in certain weighted spaces and f = 0. The solution is analyzed in regard to its regularity and temporal asymptotic behavior in relation to that assumed of g and h. Since our discussion of the inhomogeneous equation is aimed toward the analysis of the nonlinear equation we will not consider more general right-hand-sides than that shown in (2.0.1). In the existence theory (x3) for the nonlinear equation we will have g = h = u. In the analysis of the temporal asymptotic behavior (x6) of solutions u 1 ; u 2 2) is called the fundamental solution, and will be denoted by F ; (x; t). Its similarity form will be denoted by G ; ( ). If the values of and are understood then we will denote these functions simply by F(x; t) and G( ). Since PROOF. (1) and (2) The following result will be useful to our discussion in x3 of the convergence of the solution of the nonlinear equation to its initial data. Clearly this tends to 0 by the dominated convergence theorem. Now we are ready to pursue the question of how solutions of the LBOB equation decay in time. The temporal decay rates depend on which spatial norm is used to measure the solutions as well as the behavior of the Fourier transform as k ! 0 of the initial data. Our rst theorem describes the situation when the Fourier transform of the data is assumed to possess \singularities" of various strengths near k = 0, leading to more or less slow decay. Now we will prove (2.2.2) in the case p = q. The case for values of p between q and 1 will then follow by interpolation. Let > 0 be given. Choose a function g 2 C c (R) such that kf ? gk L q (R ) < =(2kGk L 1 (R ) ) and choose T > 0 such that kGk L q (R ) kgk L 1 (R ) T ?(1?1=q)=2 < =2. Then by Young's convolution inequality we have for t T that
This result in the case q = p = 2 is optimal in the sense of De nition 0.1 (2) . To see this suppose that : (0; 1) ! (0; 1) is a continuous function such that (t) = o (1) 
for all t > 0, which yields a contradiction since 1 (t) = o(1) as t ! 1. This argument is adapted from Littman and Markus 11]. The result for general p and q is undoubtedly optimal as well, but we will not pursue this question here. An examination of Theorem 2.2.3 reveals that more rapidly (spatially) decaying initial data (less singular Fourier transform near k = 0) generate more rapidly (temporally) decaying solutions as measured in a xed norm. However if one considers data with even more spatial decay, say f 2 L 1 s (R) for s 0 (smoothness of the Fourier transform near k = 0), then the decay rate of the spatial norm of the solution depends also on which moments of the data vanish or do not vanish. This dependence can be greatly clari ed by the consideration of the form of the solution as it decays. In the following theorem we show that appropriate linear combinations of the fundamental solution and its derivatives serve as intermediate asymptotics to the solution as t ! 1. Since the temporal decay rates of spatial norms of the intermediate asymptotic are known exactly (since it is a sum of similarity solutions) the exact conditions under which we can expect a particular decay rate of the solution will be clear (see Corollary 2.2.7). Before we state our theorem we will state as a lemma an easy generalization of Taylor's theorem. and K = HG (m) are in C n (R), so we can de ne R n (G (m) ) and R n (HG (m) ) as in (2. where F = F ; and G = G ; . Since
for any L p function (R n K)(y), we have by Minkowski's integral inequality that t Notice that is a bounded function which tends to 0 as k ! 0. Then s (R) and 0 s < 1, will be our guide in constructing the appropriate spaces in which to work. The prototypical estimate is the following: (R)), and examine the uniqueness, regularity, and decay properties of this solution. First we will need a pair of lemmas, the rst of which will enable us to estimate the product of g and h. 
PROOF. Since This proves the estimate in (1).
To prove the continuity asserted in (1) let 0 < < T < 1 be given and let t 1 . This completes the proof of (1).
To prove the estimate in (2) 
If we add the two estimates obtained by taking j = 0; 1 we obtain the estimate of (2).
To prove the continuity asserted in (2) let j = 0; 1, 0 < t 1 < t 2 < 1 and 1 < = t 2 =t 1 
we may apply the dominated convergence theorem once more to obtain the desired result. Now we will show (3), i.e. that u satis es (2.0.1). Let v(t) = K(0; gh)(t). From (2.3.11) we see that 
The right hand side of (2. To prove (4) we proceed by using formula (2.3.11) and estimating as before: (R ) . Estimating as in the proof of (1) and (2) we obtain for j = 0; 1
The result then follows by the dominated convergence theorem. . This implies (6). Now we will present a Theorem which asserts that the solution of the inhomogeneous linear problem will decay more rapidly than usual provided one of the forcing functions also decays more rapidly. An important feature of this result is that a certain fractional number of extra derivatives of the solution can be shown to decay over the number of derivatives of the forcing function that are assumed to decay. This result will be useful in x6. THEOREM 
Then by our usual methods we obtain the following estimate We intend to apply this operator on both sides of the integral equation 
and therefore kp j ( @ ). But since (3.6) is satis ed, we can choose a radius R satisfying (3.9) and (3.10) so that the ball in X of radius R centered at 0 will contain u (see the proof of (1) ). So the complex conjugate can be removed from the nonlinear term in (3.1) without a ecting any of our results. The virtue of retaining the complex conjugate is that it enables us to obtain an a priori bound on the L 2 norm of the solution. For if we multiply (3.1) by u, integrate over R ( ; t), take the real part, assume that u; u x decay to 0 as jxj ! 1, use the fact that H = ?H, and integrate by parts, then we nd that the contribution from the nonlinear and dispersive terms vanishes and we obtain Using contraction mapping arguments in the weighted space of all u 2 C((0; T); H r (R)) satisfying (3.14) sup
where ?1=2 < s 0 and r 0, we can obtain local existence (T is su ciently small) of a solution to where is a complex constant. In analogy with rst order ordinary di erential equations we expect to be able to specify a free parameter and then have the solution be uniquely determined. In subsection 5.1 we derive integral equations which are equivalent to the integro-di erential equation ( So applying the Fourier transform to both sides we obtain the familiar integral equation Once having obtained the regularity of solutions of the reduced equation we will then be able to exploit the form of the equation to obtain precise information about the asymptotic behavior of solutions. The associated similarity solutions v to the BOB equation will therefore be shown to have spatial asymptotic behavior which is entirely consistent with the results of I orio 8]. One should also note that the leading order asymptotic behavior of solutions of the reduced equation is similar to that of solutions of the linearized reduced equation (2.1.3) (see (2.1.11) and (2.1.12)). This information about the asymptotic behavior applies to any solution of the reduced equation, not just to those solutions whose existence we will prove subsequently. First we will require a pair of simple lemmas. A function w satisfying (1) and (2) Taking the L 2 norm of both sides of (6.8) and using the above de nitions (6.6) and (6.7) we obtain j (t) j (t) + ( t) We adopt the notation of Lemma 6.1, where = 1=4, = 1=2, and = s=2. To apply the Lemma we need to show that (6.10) kuk Z + ku j k Z 2 11=4 1=4 B(1=4; (1 ? s)=2) < 1: Estimate kuk Z by (3.5) . Estimate ku j k Z as follows In the above we used Theorem 5.3.1(3). Thus (6.2) implies (6.10).
To prove (6.3) we need to show that the left-hand-side of (6.10) stays away from 1 for s = 0 and all f such that (f) < 1. But using the estimates at the beginning of this proof we see that the left-hand-side of 
