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ABSTRACT
The Madden-Julian Oscillation (MJO) is a convective disturbance that initiates over the Indian
Ocean and propagates slowly eastward along the equator every one to three months. The MJO
has significant impacts on global weather and climate extremes and is of interest to extended-range
weather forecasting. However, many studies still find the MJO is underrepresented in general
circulation models. Recent investigations of general circulation models have identified that the hor-
izontal advection of seasonal moisture by the intraseasonal (one–three month) large scale circulation
is critical to the simulation of coherent eastward MJO propagation.
This study looks into the anomalous circulations associated with the November–April MJO in
20-year climate simulations for over 20 climate models using a new, precipitation-based MJO index.
One of the main ingredients separating good and poor MJO Task Force (MJOTF) models is their
representation of the large scale westerly vs. easterly wind amplitude at many atmospheric pressure
levels, especially below 500 mb. A new climate model metric is devised called the westerly/easterly
ratio, which is strongly correlated with model MJO propagation skill and straightforward to calcu-
late as it 1) does not involve spectral filtering and 2) is a function of pressure, allowing for a better
understanding of what levels should be targeted for improving model MJO dynamics.
Furthermore, a space-time spectral analysis further clarifies many of the shortcomings of the
precipitation and low-level zonal winds for the MJOTF models. For the poor models, the low-level
westerly wind biases are associated with a biased equatorial Rossby wave filtered response while
the low-level easterly wind biases are associated with a weak MJO filtered response.
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CHAPTER 1. INTRODUCTION
1.1 General Introduction
Climate and weather are key to improving atmospheric prediction, but traditionally they have
been conceptually separated due to their contrasting time scales. Intraseasonal variability lies in
between weather and climate (seasonal, annual, etc.) time scales, occurring between 20 and 90 days,
and is important to aspects of both weather and climate. In particular, intraseasonal variability
and other subseasonal-to-seasonal time scale modes have been shown to extend the traditional two-
week weather predictability limit to up to five weeks and serve as a bridge between weather and
climate modeling (e.g., Vitart, 2014).
The Madden-Julian Oscilliation (MJO) is a well-known tropical intraseasonal atmospheric mode
that couples atmospheric convection and circulations (Madden and Julian, 1971, 1972). The MJO
propagates slowly eastward at about 5 m s-1 from the equatorial Indian Ocean to the Pacific Ocean.
The MJO has been found to influence both global climate and weather including tropical cyclone
activity, convectively coupled equatorial waves, monsoons and extratropical weather extremes (see
the reviews by Zhang, 2005 and Zhang, 2013). Therefore, it is important to understand the phys-
ical processes that influence the MJO for the betterment of subseasonal-to-seasonal atmospheric
prediction.
The MJO has a history of being poorly represented by both weather and climate models (Lin
et al., 2006; Hung et al., 2013; Jiang et al., 2015; Ahn et al., 2017), in part due to lack of un-
derstanding of the core mechanisms of its atmospheric instability and slow eastward propagation.
Key features of the MJO include a large scale center of strong convection and precipitation over
the Indian Ocean paired with regions of weak convection and precipitation surrounding the strong
convection that propagates eastward. There is a planetary scale circulation (zonal wavenumber
1–3) associated with the MJO, with anomalous westerly winds to the west and easterly winds to
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the east of the strong center of convection in the lower troposphere with the reverse occurring in the
upper levels (Zhang, 2005). In addition, there is an east-west asymmetry to the MJO’s circulation
(Rui and Wang, 1990) associated with an equatorial Rossby wave-Kelvin wave couplet (Gill, 1980).
While these key processes have been well-observed, modeling them has proven difficult.
Capturing the eastward propagation of the MJO in model simulations is challenging since the
MJO propagates at a noticeably slower speed compared to other eastward-propagating equatorial
waves such as Kelvin waves (e.g., Wheeler and Kiladis, 1999). Recent modeling studies have found
that the coupling of moisture with convection is important to MJO maintenance and propagation
(Maloney, 2009; Jiang et al., 2015; Jiang, 2017). More specifically, the MJO community has be-
come more supportive of the idea that MJO propagation is dictated by the seasonal moisture and
intraseasonal circulations in the lower free troposphere surrounding the Maritime Continent (Kim
et al., 2014; Gonzalez and Jiang, 2017; Jiang, 2017). Much of the MJO community’s recent mod-
eling efforts have been on improving the representation of cumulus convection over the Maritime
Continent in order to improve mean state dry biases (Kim et al., 2017; Ahn et al., 2020). However,
there has been less focus on investigating the role of the large scale circulations coupled to MJO
convection and which play an instrumental role in the MJO’s slow eastward propagation (Wang
et al., 2018a; Zhang et al., 2020).
In this study, the large scale dynamics associated with the MJO in 25 climate model simulations
are investigated. The critical role of the zonal asymmetry of large scale horizontal winds at low
to mid levels is demonstrated and a new MJO dynamics climate model metric called the west-
erly/easterly ratio is introduced. In addition, spectral analyses suggest the MJO model dynamics
tend to be dominated by equatorial Rossby waves and MJO time and space scales while Kelvin
waves appear to be weak.
1.2 Thesis Format
This thesis explores the dynamics associated with the MJO in both an observational data set
and 25 global climate models to explain the lack of eastward propagation of the MJO in some models
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and determine the statistically significant differences in the large scale dynamics. Additionally, it
is explored to see if and how much equatorial waves can explain the differences in these large scale
dynamics. Specifically, the research questions this thesis aims to answer are:
1. What explains the lack of eastward propagation of the MJO in some models?
2. What are the statistically significant differences in the large scale dynamics?
3. How much of these dynamics can be explained by equatorial waves?
To answer these questions, the models are grouped into a good model set and a poor model
set, which are ranked on how they represent the eastward propagation of the MJO. These model
sets are evaluated to see how well they represent different dynamical aspects associated with the
MJO. A new metric for the MJO, a westerly/easterly ratio, is created and explored to identify
and assist in understanding the asymmetries of the zonal flow of the MJO. In addition, a zonal
wavenumber-frequency spectral analysis is done to better understand the differences in equatorial
waves between the different models sets.
This thesis follows the journal paper format. Chapter 1 contains a general introduction and
describes the organization of the thesis. A detailed literature review of previous studies focusing
on modeling studies of the MJO and its associated dynamics is located in Chapter 2. The majority
of the research is in Chapter 3 and is a paper that will be submitted to the Journal of Advances in
Modeling Earth Systems. Chapter 4 discusses general conclusions and offers suggestions for future
work.
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CHAPTER 2. REVIEW OF LITERATURE
2.1 Review of Literature
The Madden-Julian Oscillation (MJO) is a planetary scale atmospheric tropical disturbance first
discovered by Madden and Julian (1971, 1972) that initiates over the Indian Ocean and propagates
eastward at about 5 m s-1. While analyzing data from Canton Island in the tropical Pacific Ocean,
Madden and Julian (1971) discovered an oscillation in both station pressure and zonal wind. The
pressure oscillated at a 40-50 day period while the zonal winds oscillated at the same period however,
the lower and upper troposphere winds were 180 degrees out-of-phase (Figure 2.1). The MJO cycle
is intraseasonal, about 30-90 days, and consists of an enhanced (active) convective phase and a
suppressed convective phase. During the active phase, there is deep convection with strong low-
level westerly winds to the west of the precipitation center and easterlies to the east with reversed
winds in the upper atmosphere (Zhang, 2005). The suppressed phase consists of less than normal
precipitation, shallow convection and low-level easterlies. Figure 2.2 shows the structure of MJO
when the suppressed phase is centered over the west-central Pacific Ocean and the enhanced phase
is centered across the Indian Ocean.
The MJO is key in bridging weather and climate with influences on atmospheric activity includ-
ing extratropical weather extremes (e.g., atmospheric rivers, tornadoes, drought), monsoons and
tropical cyclone activity (Zhang, 2013). In addition, surface winds from the MJO may activate or
terminate the El Nino-Southern Oscillation events (Zhang, 2005). Climate under the influence of
the MJO in turn affects weather in many parts of the world. Improving our understanding of MJO
initiation and propagation through observations and model simulations will help quantify these in-
fluences. The MJO is poorly represented in climate and weather forecast models with either a lack
of eastward propagation or a weak amplitude (Lin et al., 2006; Jiang et al., 2015). With the need
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to improve the MJO in current models, it has been the central focus of several recent international
field projects and studies in the tropical climate research community (Zhang et al., 2013).
Numerous studies have been executed to understand the principle characteristics of the MJO
(e.g., (Zhang, 2005; Maloney, 2009; Jiang et al., 2015)). However, key MJO physics remain elusive
and there is no comprehensive theory for the MJO. A comprehensive MJO theory would need to
explain its genesis, spatial scale, phase speed, and mechanism for its eastward propagation among
other aspects. Current MJO theories have been built upon the observed vertical tilting structures
in moisture and diabatic heating fields (Kiladis et al., 2005; Johnson and Ciesielski, 2013; Jiang
et al., 2015); other theories suggest the MJO may be caused by the latent heat release of convection
resulting from Kelvin waves (Roundy, 2008). Furthermore, it has been found that coupling between
shallow convection and circulation in the planetary boundary layer is likely key to the eastward
propagation of the MJO. Observational analyses of the MJO have shown convection is enhanced
along the eastern edge of the MJO due to lower tropospheric moisture anomalies coupled with
planetary boundary layer convergence and shallow heating structure (Kiladis et al., 2005).
There is increasing evidence that the MJO can be thought of as a “moisture mode” (Raymond
and Fuchs, 2009; Sobel and Maloney, 2013). For example, the fundamental physics of the MJO over
the Indo-Pacific region are controlled by atmospheric moisture under weak temperature gradient
balance rather than wave dynamics (Sobel et al., 2001). The moisture effect dominates the column
moist static energy (MSE), therefore the diagnosis of MSE processes provides insight to MJO
physics, particularly through investigations of the vertically-integrated MSE budget (e.g., (Maloney,
2009; Sobel et al., 2014; Adames and Wallace, 2015; Jiang, 2017; Ahn et al., 2020)). A central
hypothesis about the MJO as a moisture mode from MSE budget analyses is that its dynamics
are regulated with a recharge-discharge cycle. In this cycle, there is a build-up of column MSE
occurring before the deep convection of the MJO. MSE is then discharged during and after MJO
convection.
Maloney (2009) analyzed the intraseasonal vertically-integrated MSE budget in a climate model
and found horizontal MSE advection and surface latent flux dominated by the wind-driven com-
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ponent to be leading terms in the MSE budget. The vertically integrated horizontal moist entropy
advection has also been found to be key when simulating the eastward propagation of the MJO in
multimodel simulations (Jiang, 2017). Specifically, the horizontal advection of climatological mois-
ture by the intraseasonal circulation is pertinent to the propagation of the MJO. Climate models
struggling to simulate MJO propagation tend to have dry biases in lower free tropospheric spe-
cific humidity as well as anomalously small low-level easterlies surrounding the Maritime Continent
(Gonzalez and Jiang, 2017; Jiang, 2017; Ahn et al., 2020). In observations, easterly wind anomalies
are present in the lower troposphere east of the convection and to the west in the upper troposphere
with westerly anomalies located west of the convection in the lower troposphere and to the east in
the upper troposphere (Rui and Wang, 1990). Cyclonic wind anomalies in the lower troposphere
with anticyclonic anomalies in the upper troposphere are located northwest and southwest of MJO
convection, similar to equatorial Rossby waves. The large scale flow is more divergent and zonally
oriented with a Kelvin wave-like horizontal wind structure east of MJO convection. This wind dis-
tribution is similar to the Gill (1980) model shown in Figure 2.3, which has become a main starting
point for explaining the large scale dynamics associated with the MJO (Zhang, 2005; Zhang et al.,
2020).
Wang and Lee (2017) explored the differences in MJO simulations in 24 general circulation
models (GCMs) and discovered models that more accurately simulate the observed dynamic and
thermodynamic structural asymmetry surrounding the MJO convective envelope have a more re-
alistic eastward propagation of the MJO. The capability of models to capture the correct thermo-
dynamic and dynamic structure of the MJO may be linked to how the models represent convective
heating, moisture feedbacks, convective mixing, boundary layer parameterization and other pro-
cesses. Therefore, it is critical to assess the dynamic and thermodynamic structures and associated
processes to help identify deficiencies in models. Wang et al. (2018a) analyzed GCMs to investigate
if models produce the statistical eastward MJO propagation for the right dynamical reasons and to
identify shortcomings in the physical processes, propagation and amplification of the MJO struc-
ture. The models simulating the most accurate three-dimensional dynamic and thermodynamic
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structures of the MJO produced better eastward propagations based on seven metrics: 1) the
horizontal structure of boundary layer moisture convergence (BLMC), 2) the preluding eastward
propagation of BLMC, 3) the horizontal structure of 850-hPa zonal wind and its equatorial asym-
metry (Kelvin easterly versus Rossby westerly intensity), 4) the equatorial vertical–longitudinal
structure of the equivalent potential temperature and convective instability index, 5) the equa-
torial vertical–longitudinal distribution of diabatic heating, 6) the upper-level divergence, and 7)
the MJO available potential energy generation. Model deficiencies were found in the simulated
thermodynamic structure, upper level divergence and horizontal structure among others.
The large scale circulation aspects of the MJO are not as explored compared to the impact of
moisture gradients on the MJO. In recent years, studies have found a spatial asymmetry between
the circulations east and west of the MJO’s convection center (Wang et al., 2017; Wang and Lee,
2017). The MJO has two phases, an enhanced convective phase and a suppressed convective phase.
These two phases lead to easterlies to the east of the convection and westerlies to the west of
the convection in the lower-levels of the MJO. The eastward propagation of the MJO is linked
to the low-level zonal asymmetry. Wang and Chen (2016) explored this asymmetry to find the
eastward propagation of the MJO is fed by a Rossby wave and Kelvin wave couplet. The speed
of the eastward propagation decreased when the Rossby wave component of the couplet increased.
A GCM-simulated MJO propagation study found a similar relationship between the propagation
speed and intensity of the Rossby wave component (Wang and Lee, 2017). The asymmetries of the
MJO are influential characteristics to its eastward propagation (Wang et al., 2018a). The dynamics
and asymmetries associated with the MJO are newly investigated and these studies highlight the
need for further analysis of the large scale circulation of the MJO.
Different indices have been used to monitor, predict and study the MJO. These indices include
the Real-time Multivariate MJO (RMM) index (Wheeler and Hendon, 2004), the outgoing longwave
radiation (OLR)-based MJO index (OMI) (Kiladis et al., 2014), the bimodal tropical intraseasonal
oscillation (ISO) index (Kikuchi et al., 2012) and a newer precipitation based index (PII) (Wang,
2020). The RMM is a seasonally independent index for monitorint the MJO and was the first
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popularized index developed to enable real-time monitoring and forecasting of the MJO using a
combination of OLR, and 850-mb and 200-mb zonal winds. The RMM has been shown to effectively
extract the MJO signal from global numerical weather prediction (NWP) model output. Although
the RMM has major advantages, it has also been found to have limitations. For example, the RMM
simulates the MJO too similarly to other tropical wave signals such as Kelvin and/or Rossby waves
(Roundy, 2008) and its amplitude can be weak at times even when an “MJO like” convective signal
is present (Straub, 2013). This creates difficulties when it comes to identifying the MJO and other
wave-types when using the RMM. Kikuchi et al. (2012) and Kiladis et al. (2014) addressed the
RMM deficiency by producing the bimodal ISO index and OMI, respectively.
The bimodal ISO index consists of two modes, the MJO mode and the boreal summer intrasea-
sonal oscillation (BSISO) and is capable of tracking OLR, a measure of cloudiness which is used
to represent convection. Two separate OLR extended EOFs were developed by using a smoothly
varying OLR EOF analysis for the other seasons. The two modes were created to try to represent
the latitudinal migration of the MJO because the spatial patterns of EOFs typically concentrate
close to the equator. The bimodal ISO index time series are smoother than the RMM because there
is an absence of higher-frequency component. The RMM index represents the ISO behavior better
during the boreal winter becks of its large amplitude and eastward propagation however during the
boreal summer it does not capture the northward propagation. The bimodal ISO index provides
detailed information on which ISO mode is predominant at a given time. Another advantage of the
bimodal ISO index is that the amplitude is better represented. The patterns based on the bimodal
ISO index is similar to that of the RMM however, the bimodal has the advantage when it comes
to representing amplitude (Kikuchi et al., 2012).
The OMI is also capable of tracking OLR like the bimodal ISO index. It includes the meriodonal
structures along the equator to help differentiate ISO from Kelvin waves. The OMI was created to
track the MJO however Wang et al. (2018b) showed that it is able to track the BSISO therefore
similar to the bimodal ISO index in Kikuchi et al. (2012). The OMI is also different in the way is
is constructed. RMM identifies EOFs from anomalies using a window-processed technique where
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as the OMI is based on the EOF analysis of bandpass-filtered data and then real-time filtered OLR
is projected onto the EOFs to remove noise. This process increases the correlation between the
real-time and filter-based index. However, the OMI is limited by the fact that it is not clear how
to relate the OLR at the top of the atmosphere to the precipitation at the surface and it cannot be
calculated exactly for real-time monitoring because of necessary prefiltering (Kiladis et al., 2014).
A more recent study by Wang (2020) created a new index from an updated EOF pair for repre-
senting and studying the MJO called precipitation-based index for tropical intraseasonal oscillation
(PII). The PII is derived by projecting bandpass filtered precipitation anomalies on to the two
leading EOFs as a function of day of the year. Unlike the previous indices, the PII applies the EOF
analysis to precipitation rather than OLR. Wang (2020) also derived a real-time version PII that
does not have bandpass-filtering similar to the RMM. The PII is able to identify both the spatial
and temporal patterns of the MJO and BSISO while able to be interpreted graphically which is an
advantage compared to the previous indices.
In addition to the MJO, there are other equatorial waves present along the equator. Among
the various equatorial wave types, Kelvin waves and equatorial Rossby waves are most prominent
at large spatial scales. Even though they both occur at large spatial scales, these waves vary with
different time and space scales. Kelvin waves are large scale waves that propagate along a physical
or atmospheric boundary. In the tropics, the north and south hemispheres of the Earth act as
a barrier for Kelvin waves resulting in equatorially-trapped Kelvin waves which propagate along
the equator. In addition, there are convectively-coupled atmospheric Kelvin waves which typically
have a period of 6-7 days and a phase speed of 12-25 m s-1 and Kelvin waves over the Indian Ocean
generally propagate slower at 12–15 m s-1. These Kelvin waves are more frequent, slower, and have
a higher amplitude when they occur in the active convective stage of the MJO. Equatorial Rossby
waves are larger in scale, planetary waves, and have low frequencies, or lifetimes of days to weeks.
Convectively-coupled Rossby waves propagate westward in pairs at about 5-7 m s-1. The eastward
moving Kelvin wave and westward-moving Rossby wave forced by a mid-level heat source along
the equator are shown in Figure 2.3 (Gill, 1980). The coupled Rossby wave components are clear
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to the north and south of the equator while the Kelvin wave sits along the equator trapped by the
two hemispheres. These two wave types can sometimes be coupled with strong convection making
it difficult to determine the differences between the MJO and these equatorial waves.
A variety of studies have used wavenumber-frequency spectral analyses to identify time and
space scales of zonally propagating equatorial waves associated with the MJO. Wheeler and Kiladis
(1999) investigated OLR with a spectral analysis and explored the differences between convectively
coupled waves (e.g., Kelvin waves, equatorial Rossby waves, mixed Rossby waves) and the MJO
leading to the identification of the mean relationship between tropical rainfall and the scale and
structure of convectively coupled equatorial waves. Hendon and Wheeler (2008) used an alternate
method of computing the background spectrum and found similar spectral peaks and results to
that of Wheeler and Kiladis (1999). Dias and Kiladis (2014) applied the earlier spectral analysis
methods to specific regions and seasons noting how some equatorial waves such as Rossby waves
and Kelvin waves are present all over the tropics while other wave types, mixed-Rossby waves and
inertio-gravity waves, are constrained geographically. The use of space-time cross-power spectrum
(coherence spectrum) have highlighted the interactions between different key observed processes of
the MJO. Few studies have looked at the coherence spectrum using methods described in Wheeler
and Kiladis (1999) and Hendon and Wheeler (2008) in regards to multimodel MJO simulations. A
strong coupling between the moisture and dynamical processes associated with the MJO has been
discovered recently and thus, it would be highly informative to perform spectral and cross-spectral
analyses in model simulations.
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Figure 2.1 The 150- and 850-mb zonal wind component and station pressure records from
July 1960 through June 1964 for Canton Island with a 47-day band-pass filter.
Figure 5 from Madden and Julian (1971).
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Figure 2.2 The surface and upper-atmosphere structure of the MJO for a period when
the enhanced convective phase is centered across the Indian Ocean and the
suppressed convective phase is centered over the west-central Pacific Ocean.
Horizontal arrows pointing left represent wind departures from average that
are easterly, and arrows pointing right represent wind departures from average
that are westerly. The entire system shifts eastward over time. Figure courtesy
of Gottschalck (2014).
13
Figure 2.3 Circulations of the solution for heating symmetric about the equator adapted
from Gill (1980). Horizontal wind vectors and vertical velocity contours (top),
contours of perturbation pressure overlaid on the same wind vectors (middle)
and meridionally integrated flow (bottom). The Kelvin wave propagates east-
ward and the Rossby waves propagate westward.
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CHAPTER 3. INTERACTIONS OF LARGE SCALE DYNAMICS IN
MULTI-MODEL MJO SIMULATIONS
3.1 Abstract
The underrepresentation of the Madden-Julian Oscillation (MJO) remains a challenge in tropical
meteorology limiting our ability to improve extended range atmospheric prediction. Motivated by
recent work identifying the importance of horizontal advection of background moisture by the
intraseasonal large scale circulation, this study looks into MJO dynamics. Specifically, the boreal
winter season in 20-year climate simulations for 25 climate models that participated in the GEWEX
Atmospheric System Study and the MJO Task Force (MJOTF) is explored. One of the main
dynamical ingredients separating good and poor MJOTF models is their representation of the
large scale westerly vs. easterly wind anomalies at multiple atmospheric pressure levels especially
below 500-mb where poor models tend to simulate anomalously large westerlies and anomalously
weak easterlies. In concert with dynamical biases in poor models, MJO convection is too narrow
zonally and too bottom heavy, which is reflected by excessive low-level convergence over the Indian
Ocean primarily west of MJO convection. A new westerly/easterly ratio climate model metric is
proposed. The new metric is strongly correlated with MJO propagation skill and straightforward
to calculate as it 1) does not involve spectral filtering and 2) is a function of pressure, allowing
for a better understanding of what levels should be targeted for improving model MJO dynamics.
A space-time spectral analysis further clarifies many of the shortcomings of the precipitation and
low-level zonal winds for the MJOTF models. For the poor models, the low-level westerly wind
biases are associated with a biased equatorial Rossby wave filtered response while the low-level
easterly wind biases are associated with a weak MJO, rather than Kelvin wave, filtered response.
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3.2 Introduction
The Madden-Julian Oscillation (MJO) is an intraseasonal (30–90 day time scale) planetary scale
(zonal wavenumber 1–3) atmospheric tropical disturbance that initiates over the Indian Ocean and
propagates eastward at about 5 m s-1 (Madden and Julian, 1971, 1972). The MJO influences global
climate and weather, including but not limited to tropical cyclone activity, convectively coupled
equatorial waves, monsoons and extratropical weather extremes (see recent review by Zhang, 2013).
A longstanding issue in the Earth system modeling community is that the MJO is poorly represented
in climate models (Lin et al., 2006; Ahn et al., 2017) and weather forecast models (see recent review
by Kim et al., 2018). Common model biases include amplitude biases (Hung et al., 2013) and a
lack of eastward propagation (Jiang et al., 2015).
Significant progress has been made recently in understanding model MJO biases mainly centered
around moist static energy (MSE), which is a proxy for tropical convection (Yu and Neelin, 1994;
Raymond and Fuchs, 2009; Sobel and Maloney, 2013). Investigations of the column-integrated MSE
budget in model simulations have identified horizontal MSE advection as crucial to the simulation
of coherent eastward MJO propagation (Maloney, 2009; Kim et al., 2014; Jiang, 2017). More specif-
ically, the horizontal advection of background moisture by the intraseasonal large scale circulation
appears to be the leading process (Adames and Wallace, 2015; Gonzalez and Jiang, 2017; Jiang,
2017; Kim et al., 2018). Poor MJO models tend to have dry biases in lower free tropospheric spe-
cific humidity as well as anomalously small low-level easterlies surrounding the Maritime Continent
(Gonzalez and Jiang, 2017; Jiang, 2017; Ahn et al., 2020).
While numerous modeling studies have focused on the impact of MSE and moisture on the
MJO, fewer studies research the large scale circulation aspects as emphasized recently by a review
article about the current state of MJO theory (Zhang et al., 2020). Despite the need to improve
the understanding of MJO dynamics, it has become apparent that there is a spatial asymmetry
between the circulations to the west and east of the MJO’s convection and the asymmetry is a
necessary component to simulate an eastward propagating MJO (Wang et al., 2017; Wang and Lee,
2017). During the active convective MJO phase, there is deep convection with low-level westerly
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winds to the west of the precipitation center and low-level easterlies to the east with reversed winds
in the upper troposphere (Zhang, 2005). Wang and Chen (2016) discovered that a coupled Kelvin-
Rossby wave structure (Gill, 1980) feeds the eastward propagation of the MJO in their theoretical
study. As the Rossby wave component increased in strength, the speed of the eastward propagation
decreased implying an inverse relationship between zonal propagation speed and relative intensity of
the Rossby wave component. Wang and Lee (2017) confirmed a similar relationship where general
circulation model (GCM)-simulated MJO propagation is related to numerous different patterns
of the low-level horizontal structural asymmetry. The more accurately the models simulated the
structural asymmetry, the better they replicated the observed MJO eastward propagation. Lastly,
a new set of MJO metrics centered around horizontal asymmetries of the dynamics associated with
the MJO were recently developed as key characteristics to its eastward propagation (Wang et al.,
2018a).
It is still unknown how the MJO circulation interacts with other convectively coupled modes of
variability and how those modes might affect the MJO’s eastward propagation. Few studies have
investigated relationships based on outgoing longwave radiation or precipitation between convec-
tively coupled equatorial waves and MJO propagation (Fuchs-Stone, Željka and Raymond, David J.
and Sentić, Stipo, 2019; Gonzalez and Jiang, 2019; Kikuchi et al., 2018; Guo et al., 2015). Guo et al.
(2015) suggested that models with the best MJO rainfall propagation have higher fractional pre-
cipitation variances for all convectively coupled equatorial waves except equatorial Rossby waves.
They also suggest the precipitation variance of equatorial Rossby waves has no correlation with
model MJO propagation in terms of its fractional or absolute variance contradicting conclusions
from Wang and Chen (2016).
This study aims to build upon Guo et al. (2015) by addressing not only model representation of
precipitation among convectively coupled equatorial waves and the MJO but also the relationship
between model simulated precipitation and low-level zonal wind variability. More specifically, the
goal is to improve current understandings of model representation of equatorial Rossby waves and
their potential relationship with MJO propagation from a large scale dynamics perspective (Wang
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and Chen, 2016; Wang et al., 2017; Wang and Lee, 2017). We hypothesize that the asymmetries
of the winds are not equally important at all pressure levels in the atmosphere. For example, the
asymmetries in the lower level winds play a larger role in the eastward propagation of the MJO
than the upper level winds. Additionally, the differences between good and poor climate models
of the dynamics associated with the MJO can be explained by other equatorial wave modes such
as equatorial Rossby waves and Kelvin waves. Lastly, equatorial Rossby waves are under explored
in general and there may be a relationship between these westward propagating waves and the
simulated propagation of MJO precipitation.
3.3 Data and Methodology
3.3.1 Observational Data
The observational data sets used in this study were the European Center for Medium-Range
Weather Forecasting (ECMWF) ERA-Interim reanalysis (ERA-Interim) (Dee et al., 2011) for dy-
namic and thermodynamic variables and version 3B42 v7 of the Tropical Rainfall Measuring Mis-
sion (TRMM)-based rainfall observations (Huffman et al., 2007) for the period 1998–2012. The
ERA-Interim reanalysis has a horizontal resolution of 1.5◦x1.5◦ and provides daily 3-D profiles of
temperature and zonal and meridional winds. TRMM provides precipitation estimates with 3-
hourly temporal resolution on a 0.25◦x0.25◦ latitude-longitude resolution from 50◦S-50◦N globally.
TRMM is a precipitation product based on rain gauge and multisatellite analysis. Both ERA-
Interim reanalysis and raw TRMM rainfall data were interpolated daily onto grids that match
the global climate model (GCM) output, i.e., 2.5◦x2.5◦ at 22 standard vertical pressure levels. In
addition to being a part of the MJOTF project data set, ERA-Interim has proven to be one of the
best reanalysis when it comes to representation precipitation associated with the MJO and other
equatorial waves especially in spectral analysis (Kim and Alexander, 2013).
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3.3.2 Climate Model Data
A global model intercomparison project was launched in 2010 under the Year of Tropical Con-
vection MJO Task Force (MJOTF) and Global Energy and Water Cycle Experiment Atmospheric
System Study (GASS) program (Petch et al., 2011; Jiang et al., 2015). This study focused on the
20-year (1991–2010) climate model simulation component of the MJOTF/GASS project and inves-
tigated 25 GCM simulations. Details about each model can be found in Table 3.1. All of the models
were either an atmospheric-only GCM (AGCM) or an atmosphere-ocean coupled GCM (CGCM).
The AGCM model runs had weekly sea surface temperatures (SST) and sea ice concentrations spec-
ified as lower boundary conditions based on the National Oceanic and Atmospheric Administration
(NOAA) Optimum Interpolation V2 product (Reynolds et al., 2002). Output from all GCMs was
interpolated from six-hourly to daily data on standard horizontal (2.5◦x2.5◦) grids and 22 vertical
pressure levels. All of the GCMs are based on a conventional parameterization approach to depict
cumulus processes except the coupled SPCCSM3, which used the “superparametrization” technique
(Randall et al., 2003). Superparameterization involves integrating a 2-D cloud-resolving model into
each atmospheric grid column of the host model as a replacement to the conventional cumulus pa-
rameterizations. There are five coupled CGCMs in addition to the SPCCSM3; CanCM4, CNRM-
CM, ECHAM5-SIT, ECHAM6, and PNU-CFS while the rest of the models are AGCMs. Three
simulations were conducted using the CNRM GCM: CNRM-AM, CNRM-CM, and CNRM-ACM.
The CNRM-AM is an AGCM integration forced by the observed weekly sea surface temperatures
(SST) and sea ice. The CNRM-CM is a CGCM run and the CNRM-ACM was an AGCM forced
by the monthly mean SST and sea ice output from the coupled run (CNRM-ACM).
Other models in this data set were based on different versions and/or modifications of the NCAR
CAM model including the CAM5-ZM (v5), ISUGCM (v3), NCAR CAM5 (v5), UCSD-CAM3 (v3)
and TAMU-CAM4 (v4). Notably, the TAMU-CAM4 constrained both the horizontal and vertical
distribution of model heating throughout the tropics using the “observed” latent heating structure
for the MJO based on TRMM estimates (Lappen and Schumacher, 2012).
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3.3.3 Methods
A MJO propagation skill score for each GCM was measured by pattern correlations of simulated
anomalous rainfall from 10◦S–10◦N averaged Hovmöller (time-longitude) diagrams over lags -20 to
+20 days and from 50◦E–180◦E (omitting lags -2 to +2 days and 75–85◦E, Wang and Chen, 2016).
These Hovmöller diagrams are unfiltered rainfall anomalies lag regressed onto each model’s tropical
intraseasonal oscillation index (PII) computed using observed rainfall-based empirical orthogonal
functions (EOFs) shown in Figure 3.1 (Wang, 2020). Anomalies for all variables have the climato-
logical annual cycle (annual mean plus three leading harmonics) removed. In addition, all of the
analyses are for the November through April boreal winter season.
Figure 3.2 shows all of the MJO propagation skill scores along with the statistical distribution
among the 25 models. The top (bottom) four models from this MJO skill score will be used in
composite analyses and are the good (poor) MJO models for this study. The four good models are
CNRM-CM, NCHU-ECHAM5-SIT, NASA-GISS-E2, TAMU-CAM4 and the four poor models are
CWB-GFS, MIROC5, NCEP-CFSv2, NRL-NAVGEM1. Groups of four models are chosen rather
than six or seven in past studies using the MJOTF models because they lie well outside of the 25th
and 75th percentiles of the model MJO propagation skill score distribution. Furthermore, these
eight models, two sets of four, can be looked at individually in more detail. Using eight models
makes it easier to compare the models directly to each other rather than twelve or more models.
A detailed comparison is not performed in this study but is recommended for future studies to
explore climate model differences further.
In order to calculate each model’s PII, bandpass-filtered (20–100 day) precipitation anomalies
were projected onto the second EOF (EOF2). This study focuses on the projections onto the EOF2
structure as it is centered over the central Indian Ocean. The same could be done for the EOF1 to
understand MJOs that form in the western Indian Ocean. All computed regression plots are regres-
sions onto each model’s individual PII standardized to a 3 mm day -1 unfiltered rainfall anomaly
averaged over 10◦S–10◦N and 60◦E–100◦E to remove model precipitation amplitude dependence.
To assess statistical significance among the good and poor model sets, a bootstrap analysis was
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used. Four models were randomly selected from the set of 25 and averaged and compared to the
good and poor model sets. This process was repeated 5000 times to approximate the distribution of
the sample mean and then the 95% confidence bounds for each analyzed variable were determined
from the resampled distribution.
Large scale characteristics of moisture and thermodynamics through explicit center finite dif-
ference calculations of apparent heating and apparent moisture sink, Q1 and Q2, respectively, were
evaluated. The methods of Hagos et al. (2010) are adopted in computing these fields, using the
equations:
Q1 =
cpT
θ
(
∂θ
∂t
+ V · ∇θ + ω
p
∂θ
∂ ln p
)
, (3.1)
Q2 = −Lv
(
∂q
∂t
+ V · ∇q + ω
p
∂q
∂ ln p
)
, (3.2)
where T, θ,V, ω, and q are air temperature, potential temperature, horizontal velocity, vertical
pressure velocity, and specific humidity, respectively. Constants include cp and Lv, the dry specific
heat capacity at constant pressure and latent heat of vaporization, respectively.
A zonal wavenumber-frequency spectral analysis for precipitation and zonal wind anomalies
over the Indian Ocean to Pacific Ocean (Indo-Pacific) region (15◦S-15◦N, 30◦-170◦E) is performed
to better understand the differences in equatorial waves and the MJO between good and poor MJO
models. To identify equatorial wave modes, a red background spectrum was computed from the
raw spectrum and removed from the original spectra to leave statistically significant peaks. The
background spectrum was calculated by averaging the symmetric and antisymmetric spectra and
smoothed using a 1-2-1 filter in frequency and wavenumber. Smoothing is used to attempt to remove
periodic signals that may be present in the spectra at particular wavenumbers and frequencies. The
number of passes of the 1-2-1 filter was 10 in frequency and from 10-40 in wavenumber, 10 at low
frequencies and 40 at higher frequencies increasing in two different steps (Wheeler and Kiladis,
1999). The resulting spectra were calculated for successive overlapping 44-day segments for the
boreal winter season with a 10-day overlap and tapering of the ends of each segment (Dias and
Kiladis, 2014). The temporal windowing provided by the tapering helps minimize effects of spectral
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leakage and the data loss from tapering is minimized by the overlapping segments. The power for
each variable is averaged over all available segments for the 15-year observational (TRMM and
ERA-Interim) and 20-year climate model data sets and is summed over 15◦S-15◦N.
3.4 Results
3.4.1 Spatial Analysis
3.4.1.1 Propagation Skill Ranking
To assess the accuracy of MJO propagation in the MJOTF/GASS models, Figure 3.3 shows un-
filtered rainfall anomaly Hovmöller diagrams (longitude vs. time in lag days) for the good and poor
model composites along with the observed TRMM data. The good models capture the eastward
propagation of the MJO well however, the poor models have a stationary and even slight westward
propagation. Figure 3.3 also shows the difference between the good and poor models (good-poor)
along with grid points that are statistically significant based on the bootstrap approach. The dif-
ference in propagation direction between the good and poor models is predominantly explained by
the stationary to westward propagation simulated by the poor models in the Indian Ocean and
coherent eastward propagation over the entire Indo-Pacific region in the good models.
3.4.1.2 Precipitation
The large scale distribution of precipitation and low-level circulation are defining factors of the
MJO, therefore the differences between the two model sets and TRMM data are explored (Fig-
ure 3.4). Figure 3.4 shows the spatial plots of the unfiltered precipitation anomalies (contours) and
850-mb horizontal wind anomalies (vectors) regressed onto the PII MJO time series. At first glance,
there is a similar pattern of the elongated positive precipitation over the Indian Ocean between
the good model set and the TRMM data, which is supported by its high pattern correlation (0.88,
top right corner). The poor models have a bulls-eye like pattern rather than an elongated pattern
of the positive precipitation anomalies over the Indian Ocean. Similar to Figure 3.3, grid points
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where the precipitation differences are significant based on the bootstrap approach are stippled.
In particular, the good-poor plot shows the good models have significantly more precipitation in
the southwest Indian Ocean and near the western Maritime Continent in addition to having less
precipitation south of India. This implies poor MJO models have positive precipitation anomalies
that are more circular and good MJO models have more zonally stretched and meridionally con-
fined positive precipitation anomalies. The good-poor panel also suggests that the good models
have a stronger dry anomaly over the Pacific Ocean.
3.4.1.3 Zonal Winds
Figure 3.4, which overlays unfiltered 850-mb horizontal winds vectors, shows substantial dif-
ferences in 850-mb zonal winds. Therefore, Figure 3.5 shows the unfiltered 850-mb zonal wind
anomalies along with statistically significant grid points at the 95% confidence level based on the
bootstrap approach. Figs. 3.4 and 3.5 show a broad pattern of westerlies to the west and easterlies
to the east of the convection center for the observations and both model sets. Both model com-
posites have stronger wind speeds than ERA-Interim, especially the good models with larger winds
east and west of the convective center. Notably, the westerlies are weaker than the easterlies in the
ERA-Interim data and the good models, however, the reverse occurs in the poor models. These
large scale differences in low-level zonal winds may be a key part to understanding the dynamical
aspects of how and why the GCMs produce such vastly different MJO propagation patterns (Wang
et al., 2018a; Wang and Lee, 2017).
3.4.2 Vertical Structure Analysis
To investigate the basic horizontal asymmetries in more detail, the vertical structure of the
dynamics associated with the MJO in good and poor GCMs are explored. This will provide insight
into how models simulate realistic MJO processes and how the dynamics differ between different
GCMs.
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3.4.2.1 Zonal Winds
Differences in large scale circulation between the good and poor GCMs are illustrated in Fig-
ure 3.6, which is a 5◦S–5◦N averaged longitude vs. pressure plot of the unfiltered zonal wind
anomalies. There is a westward tilt with height of the zonal winds anomalies in the ERA-Interim
data. The good model composite reproduces the westward tilt with stronger wind speeds among
all the plots and much stronger easterly winds than the poor models, especially in the upper levels.
The zonal winds are more confined in longitude in the poor models in agreement with their nar-
rower positive precipitation anomalies. Differences between the good and poor model sets include
the good models containing stronger low-level westerlies over the Indian Ocean, for which there is
a slight westward tilt with height for ERA-Interim and good models but not the poor models.
The zonal wind amplitude east and west of the convective center varies greatly with height
among the ERA-Interim and the good and poor composites as shown in Fig. 3.6. Therefore, a
westerly to easterly (W/E) wind ratio was computed for all pressure levels in ERA-Interim and all
models. Correlations between the MJO propagation skill and W/E ratios are shown in Figure 3.7
(left plot). The W/E ratio (black curve, circles) is computed at each pressure level as the average
westerly winds divided by the average easterly winds over the 15◦S-12.5◦N, 45◦-160◦E region above
a threshold of half of the areal standard deviation. This region allows the ratio to capture the full
pattern of the westerly and most of the easterly winds based on the 850-mb zonal winds in ERA-
Interim. It was found that using a smaller threshold leads to similar conclusions. Expanding on
previous studies (e.g., Wang et al. 2018), which used the maximum westerly speed and maximum
easterly speed at one pressure level, the W/E ratio threshold accounts for the different amplitude
of each model’s large scale dynamical response and can be applied to all pressure levels.
A strong positive correlation of the W/E ratio with MJO propagation skill can be seen in
Figure 3.7 with large values in the lower levels (below 500-mb) and a general decrease with height.
Since the W/E ratio is always negative, this implies models with a larger MJO propagation skill also
have a smaller magnitude of the W/E ratio (e.g., stronger easterly or weaker westerly anomalies).
The relationship between W/E ratio and MJO propagation skill for each model at 850-mb is shown
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in the scatter plot of Figure 3.7 (right plot). The correlation coefficient at the 850-mb level is
0.58, indicating that the W/E wind ratio is a key factor that can help discriminate how the models
capture MJO propagation. The individual W/E ratio scatter plot shows the westerly winds are
larger than the easterly winds for the poor models while the opposite is true for the good models.
This is in agreement with Figure 3.5 and Figure 3.6. An example of the wind values above the
ERA-Interim threshold used for the W/E ratio can be seen in Figure 3.7 (top plot).
Also shown in Figure 3.7 are the average correlations between MJO propagation skill and the
westerly wind amplitude (W, blue triangles) and the easterly wind amplitude (E, red asterisks).
These calculations provide insight into the relative role of the easterlies or westerlies at the different
pressure levels. It is important to note that the W/E ratio correlations are not the addition of the
individual easterly and westerly correlation profiles. The largest westerly amplitude correlations
are in the lower levels (≈ −0.6) below 800-mb where easterly correlations are zero with a few
relatively large positive correlations in the mid-levels up to 300-mb. The negative correlations for
the westerly winds indicate that the better the models are at representing the eastward propagation
of the MJO, the weaker the westerlies are at the respective pressure level, and vice versa for positive
correlations. This is in agreement with Figure 3.6, which indicated significant westerly wind biases
at low-levels and to a lesser extent at upper-levels for poor MJO models.
For the easterly winds, a negative correlation indicates that the better the models are at rep-
resenting the MJO’s eastward propagation, the stronger the easterly winds. Much of the vertical
profile of the easterlies is negative and the largest correlations (-0.4 to -0.5) are located in the mid
levels near 700-mb and above 300-mb. Near 700-mb, where the easterly correlations are relatively
large and westerly correlations are near zero, the correlation implies the easterlies are more impor-
tant to the propagation of the MJO. This is supported by Figure 3.6 in the western Pacific, where
the good MJO models have stronger easterlies.
25
3.4.2.2 Divergence
The large scale distribution of divergence over the Indo-Pacific region is a key part to the cou-
pling between MJO dynamics and convection and can help us interpret the effect of the zonal wind
asymmetry errors in poor MJO models. Figure 3.8 displays the longitude vs. pressure unfiltered di-
vergence along with statistically significant grid points based on the bootstrap approach. Figure 3.8
illustrates dynamical evidence of deep convection occurring over the Indian Ocean and shallowing
out over the Maritime Continent in ERA-Interim and good MJO models. This structure implies a
westward tilt of convection with height which is simulated well in the good models and somewhat
present in the poor models. In particular, the poor models have convergence that is constrained to
near the surface over the central Indian Ocean with little to no convergence reaching the middle
levels. Due to the excessive surface convergence over the Indian Ocean, the poor models likely lack
a westward tilt of convection with height supported by the statistically significant differences in the
good-poor panel. The excessive Indian Ocean surface convergence in the poor models is attributed
to their strong westerlies in Figures 3.6 and 3.7. Note that even though the good models have less
Indian Ocean surface convergence than the poor models, both sets of models overestimate low-level
convergence. Despite this common bias, there is a potentially significant impact of the erroneous
surface convergence on the vertical profile of diabatic heating in the poor models.
3.4.2.3 Apparent Heating and Moisture Sink
The differences in horizontal structure of precipitation and low- to mid-level convergence over
the Indian Ocean between the good and poor models implies that the convection associated with
the MJO in the poor models is too narrow zonally and too shallow vertically. To investigate these
ideas further, the longitude vs. pressure distribution of the unfiltered apparent heating anomalies
(Yanai et al., 1973) is shown in Figure 3.9. In ERA-Interim there are two positive maxima of
apparent heating, one in the lower to mid-levels over the central Indian Ocean associated with
deep MJO convection and the other near the tropopause over the western coast of the Maritime
Continent likely related to cirrus convective outflow. The good models accurately simulate the
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mid-level positive Q1 anomaly as well as the westward tilt with height below 200-mb however,
the tropopause maximum is centered over the Indian Ocean rather than the Maritime Continent.
Despite the good models’ issues with the tropopause Q1 maximum, they maintain a strong pattern
correlation of 0.90. On the other hand, the poor models have one predominant Q1 maximum
centered over the Indian Ocean that is larger in magnitude than both the ERA-Interim and good
models, especially below 600-mb and west of 90◦E (i.e., good-poor panel). This result, in agreement
with too much low-level convergence in the same area, implies the poor models produce convection
that is too bottom heavy over the Indian Ocean. Additionally, the Q1 maximum is wider by about
15–20 degrees in longitude for the good models, which is highlighted by statistically significant
differences in the good-poor plot. The Pacific Ocean Q1 minimum, associated with the area of
apparent cooling, is prominent in both ERA-Interim and the good models while nearly absent in
the poor models. This confirms the poor models not only have erroneously large low-level westerlies
and convergence west of a zonally narrow MJO precipitation center but also have diabatic heating
that is too bottom heavy and too zonally narrow (including in the eastern dry sector). Note the
NCEP-CFSv2 model was omitted for the poor models Q1 calculation because it had an unrealistic
dominant response at 300-mb possibly due to the use of finite differencing.
As a complement to Figure 3.9, Figure 3.10 shows how the profile of the apparent moisture sink
varies with longitude. ERA-Interim illustrates a deep layer of apparent drying over the Indian Ocean
with a mid-level (400–500-mb) peak where condensation exceeds evaporation due to deep convection
(with a secondary peak near 850-mb) and shallower drying out over the Maritime Continent where
weaker convection is located. Above the region of weak convection and the drying, Q2 shows
apparent moistening. The two model sets both appear to struggle with capturing many aspects of
Q2 in ERA-Interim, evident by their low pattern correlations (good models>poor models), including
the shallowing out of Q2 over the Maritime Continent. While they both have a mid-level vertical
maximum of Q2 over the Indian Ocean that is a bit too shallow compared to ERA-Interim, the
poor models have a secondary maximum in the lower levels. However, the difference between the
good and poor models for the Indian Ocean lower levels is not significantly different than any of
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the other models which is why it did not pass the statistical significance test. The Q2 minimum
location and area in the eastern part of the domain does show significant differences.
3.4.3 Spectral Analysis
So far it has been identified that poor MJO models have significant differences in their large
scale dynamics which appear to be related to their biased low-level convergence and diabatic heating
structures. In all of our analyses, it has yet to be determined if any modes of variability other
than the MJO (e.g., equatorial waves) contribute substantially to these differences as have been
suggested in previous studies (Kikuchi et al., 2012; Guo et al., 2015). A wavenumber-frequency
analysis has been used to identify preferred time and space scales of zonally propagating waves for
only November through April over the Indo-Pacific region. Precipitation and zonal wind anomalies
were subjected to the spectral analysis along with a wavenumber-frequency cross-spectrum analysis
of the two variables.
3.4.3.1 Wavenumber-frequency Spectra
Figure 3.11 shows the individual raw power spectra divided by the background power of pre-
cipitation for the symmetric and antisymmetric components. The contours in Figure 3.11 are the
levels of significance above the background spectrum with the dispersion curves for even and odd
meridional mode number equatorial waves for numerous equivalent depths (12, 25, 50 meters) (Mat-
suno, 1966). The wave types identifiable by their strong powers are Kelvin, n=1 equatorial Rossby
(ER), mixed Rossby-gravity (MRG), waves, and n=0 eastward inertia gravity (EIG) waves, and
n=1 inertia gravity (IG) waves. The MJO can be seen at eastward zonal wavenumbers 1-8 and
frequencies below 0.08 cpd. The good models have strong powers for ER waves and the MJO with
weak Kelvin waves. The MJO signal simulated by the good models reaches to higher frequencies
than the observed MJO. In addition, the ER wave power spectra is weaker in the good models
than TRMM. The poor models have a vastly different spectrum for precipitation than the good
models and TRMM. The strongest signals are in the lowest frequencies, below 0.10 cpd, and be-
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tween wavenumbers -10 and +10 near observed ER and MJO signals. Both signals are weaker and
elongated in wavenumber compared to the good models, similar to the spectra shown in Jiang et al.
(2015). Furthermore, Kelvin waves are absent in the poor models which is statistically significant
compared to all other models. Also notable is the separation between the MJO and ER waves at
about wavenumber -1 for TRMM and good models. This separation in the poor models is present
but centered around wavenumber 0. MRG waves are undersimulated in both model sets. The good
(poor) models have a weak (strong) signal near the n=2 ER waves and MJO.
Figure 3.12 is the power spectrum with the background removed for averaged 1000-mb to 850-
mb zonal winds. As with the precipitation, the ERA-Interim winds have strong signals of ER,
Kelvin waves and the MJO. The MJO power is constrained between wavenumbers 0 and +3 and
frequencies below 0.10 cpd. The ER signal is mostly present between wavenumbers 0 and -6
and below frequencies of 0.10 cpd. There is a distinct separation of the MJO and ER waves at
wavenumber -1 in ERA-Interim and the good models whereas the poor models connect the two
together. For ERA-Interim, the Kelvin wave spectra for the averaged winds peaks in a similar
location as the TRMM power spectra Kelvin waves (between 25–50m). The good and poor model
data sets are different from the ERA-Interim data in that both model sets have a Kelvin wave
signal that appears more like n=1 eastward IG waves. The ER waves for the ERA-Interim are
centered around wavenumbers -2 to -4 while the good and poor models spread the ER over more
wavenumbers, -1 to -6 and 0 to -5, respectively. Both sets of models undersimulate n=0 EIG waves
and the good (poor) models have a weak (strong) signal near the MJO and n=2 ER waves.
Figs. 3.11 and 3.12 show for the wavenumber-frequency domain, there are significant spec-
tral peaks for precipitation and low-level zonal winds. The wavenumber-frequency cross-spectra
(coherence-squared and phase) between the precipitation and 850-mb to 1000-mb averaged zonal
winds were computed to explore whether there is robust coupling between the convection and the
dynamics for symmetric and antisymmetric components (Figure 3.13) in the MJOTF models. For
the good and poor models, the stippling and phase vectors are shown where the coherence-squared
is significant based on the bootstrap approach. The regions of high coherence squared for Kelvin
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waves and the MJO (symmetric and antisymmetric) are both apparent in the observational data
and good models while they are lacking in the poor models. The coherence-squared is quite low
for n=1 ER, MRG, and n=0 EIG waves in observations and both model composites. Good and
poor models separate the peaks of MRG and n=0 EIG waves rather than keep them centered near
wavenumber 0 and the poor models having anomalously small n=0 EIG waves. The phase vectors
show how in-phase or out-of-phase the precipitation is with the zonal winds and are meaningful only
when the coherence-squared is statistically significant. For the observations, the MJO and Kelvin,
MRG, and n=0 EIG waves all have precipitation leading the zonal winds by about a 1/8–1/4 cycle
while ER waves have the zonal winds in phase or leading precipitation by 1/8 cycle. For the good
and poor models, the MJO and Kelvin, n=0 EIG, and n=1 westward IG waves exhibit statistical
significance with phasing similar to observations. Surprisingly, the n=1 ER wave coherence-squared
is not statistically significant for good or poor models compared to all of the other models.
3.4.4 Wavenumber-frequency filtering
Based on results from the spectral analysis, the zonal winds anomalies are further analyzed by
wavenumber and frequency filtering in the time-longitude domain. The MJO was filtered resulting
in numerous differences between the good and poor models in power spectra and coherence squared.
Specifically, there were vast differences in the n=1 ER waves in power spectra that did not show
up in the coherence-squared. Kelvin waves are left out of this analysis because both good and
poor model sets show significant errors in their zonal wind distributions compared to ERA-Interim
(not shown) in addition to having wavenumber and frequency shifted spectral characteristics, as
seen in Figure 3.12. The space-time regions of filtering are inclusive meaning that the frequency or
wavenumber edge of the region is included in the filtered dataset. For the MJO, wavenumbers 0-20
and frequencies from 1/96 to 1/20 were included. The ER wave bands (n=1) were filtered from
wavenumber -1 to -20 and frequencies 1/96 cpd to 1/8 cpd. The defined regions do not distinguish
between symmetric or antisymmetric components. The new zonal wind data sets obtained after
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the filtering for the wavenumber-frequency domain consist of the modes of interest as well as
nonperiodic events that contribute to the background spectrum.
3.4.4.1 Zonal wind distribution
The longitude vs. pressure profile of the filtered waves are shown Figures 3.14 and 3.15. Each
profile is the 5◦S–5◦N averaged unfiltered zonal wind anomalies regressed onto each model’s PII.
The filtered MJO winds are similar in pattern to the unfiltered winds (Figure 3.14). There
are low-level westerlies west of the convection center and low-level easterlies east of the convection
center with the reverse in the upper-levels. The easterlies have a strong westward tilt with height
shown in both ERA-Interim and the good model composite. The easterly and westerly low-level
maxima are roughly in the same regions for ERA-Interim and the good models with their high
similarities confirmed by a pattern correlation of 0.93. On the other hand, the poor models are
vastly different from the other data sets by generally simulating weak zonal winds. The western side
of the profile does consist of westerlies in the lower levels and easterlies in the upper-levels however,
the magnitude is much weaker than in ERA-Interim and the good models. For the eastern side of
the domain, the poor models do have low-level easterlies and upper-level westerlies but they are
far too weak, especially the low-level easterlies. In addition, the statistically significant differences
between the good and poor models at nearly all grid points provide evidence that much of the
unfiltered zonal wind signals in the good models come from the MJO filtered winds. The reverse
is true for the poor models.
Figure 3.15 displays the ER wave signals present in all three data sets. The good models and
ERA-Interim are comparable with low-level easterlies and upper-level westerly winds west of the
convective center and an absence of ER waves to the east. There is also a westward tilt with
height in the lower level westerly winds below 400-mb. The poor models are mostly different in
the western region of the domain with substantially larger zonal winds and they do not have the a
strong westward tilt of the winds. It is clear from this plot a considerable amount of the unfiltered
winds are a result of ER waves in the poor models, especially west of the convection.
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When comparing the ER-filtered and MJO-filtered vertical profiles to the unfiltered wind profile,
it is evident a fair amount of the unfiltered winds are explained by both sets of filtered waves. The
unfiltered MJO zonal winds mainly come from the MJO-band winds with the ER-band waves
constructively interfering to the west of the convection in the good models and ERA-Interim. The
unfiltered zonal winds for the poor models clearly result from the erroneously strong ER-band
winds to the west and relatively weak MJO-band winds on both sides of the convective center.
Due to the differing key roles of the MJO and ER waves on the longitude vs. pressure profiles
of zonal wind, the correlation between the MJO propagation skill and the individual westerly and
easterly wind amplitudes over the Indo-Pacific region were computed for the ER- and MJO-band
filtered winds in a similar fashion as in Figure 3.7. The W/E ratios for the MJO and ER waves did
not show much skill and have been omitted. The correlations for each pressure level are shown in
Figure 3.16 and 3.17. The easterly profile for the MJO-band is largely negative in the vertical while
the westerly winds are positive therefore implying that the larger the MJO skill score, the larger
the respective winds. The ER wave westerly vertical profile has a largely negative correlation and
the easterly vertical profile is largely positive. The negative correlation for the westerlies indicates
that the better the models are at representing the eastward propagation, the weaker the westerly
winds and vice versa for the easterlies. For the MJO-band winds, the westerly correlations are
most predominant above 700-mb in the middle to upper troposphere while the easterly correlations
are most prevalent from above 900-mb. The ER-band easterly and westerly wind correlations both
have a greater presence below 500-mb. More specifically, the westerly correlations are above 0.7 in
magnitude below approximately 850-mb. From these plots, it is clear that westerly ER and MJO
winds contribute to the W/E ratio below 850-mb and 500-700-mb, respectively, while easterlies
from ER waves and the MJO contribute from near the surface to around 500-mb.
3.5 Summary and Conclusions
It is well-known the MJO exerts significant influences on global weather and climate systems
however, the key processes of the MJO are not fully understood yet limiting the capability to
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properly simulate the MJO. Specifically, the MJO’s eastward propagation along the equator is
poorly represented in current climate models (Jiang et al., 2015; Ahn et al., 2017). This study
utilized output from 25 GCM simulations from the MJO Task Force and GEWEX Atmospheric
System Study GASS (MJOTF) program to identify the deficiencies in MJO dynamics.
The MJOTF model simulations were ranked based on their MJO propagation skill over the
Indo-Pacific region using a new precipitation-based MJO index from Wang (2020). Similar to other
studies using the MJOTF models (Jiang et al., 2015; Wang and Lee, 2017), a good MJO model
and poor model group were identified based on amplitude independent MJO propagation skill. The
eastward propagation of precipitation is simulated well in the good models (correlation of 0.88),
in agreement with previous studies (Jiang et al., 2015; Jiang, 2017; Wang et al., 2018a), while the
poor models severely underestimate the eastward propagation (correlation of 0.36), even producing
a slight westward propagation.
Three dimensional regressions onto each model’s MJO Index (PII) for unfiltered precipitation,
horizontal winds, horizontal divergence, apparent heating, and apparent moisture sink were ana-
lyzed. The pattern correlations between the good models and TRMM/ERA-Interim were consis-
tently between 0.8 and 0.9 (except for apparent moisture sink), implying they accurately simulate
the large scale dynamics and thermodynamics associated with the MJO. On the other hand, the
poor models were lacking in most, if not all, of the variables (pattern correlations around 0.6–0.7)
with very different spatial patterns when compared to the good models. In general, the convection
and horizontal divergence of the poor models appeared to be constricted in the zonal direction and
too bottom heavy, especially west of the convective center over the Indian Ocean. For example,
the low-level convergence was constrained to below 850-mb with a lack of convergence in the mid
troposphere while the good models and ERA-Interim had both low- and mid-level convergence.
The good models overestimated the magnitude of both low-level easterlies and westerlies, with
stronger easterlies than westerlies, while the poor models had excessively strong westerlies below
400-mb and weak easterlies for all levels in the atmosphere.
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To summarize the large scale asymmetries between westerlies and easterlies for all of the models,
a climate model metric called the W/E (westerly/easterly) ratio is introduced. The W/E ratio
created in this study is similar to but perhaps more general than the metric proposed in Wang et al.
(2018a). The W/E ratio is strongly correlated with MJO propagation skill, especially below 500
mb (correlations ≈ 0.6). It has two main advantages: 1) it uses unfiltered (rather than bandpass-
filtered) zonal wind anomalies and 2) it is a function of pressure, allowing for a better understanding
of what levels should be targeted for improving model MJO dynamics.
A wavenumber-frequency spectral analysis of precipitation and 850-mb to 1000-mb averaged
zonal wind further documented the contributions from ER waves, Kelvin waves, and the MJO.
TRMM and ERA-Interim both had signals in the MJO, ER and Kelvin wavenumbers and frequen-
cies which were associated with strong coherence-squared. Similar coherence-squared and phase
vectors were apparent in the good models but the poor models struggled with Kelvin waves, the
MJO, and n=1 ER waves to a lesser extent. Surprisingly, while the good models were able to re-
solve moderate Kelvin wave signal in precipitation and zonal wind power spectra, they were shifted
in wavenumber and frequency and appeared more like n=1 eastward IG waves. In addition, much
of the visible differences between good and poor models in n=1 ER waves were not statistically
significantly different from the rest of the models.
Further, the unfiltered zonal winds were separated into different equatorial waves. MJO and ER
waves were found to play key parts for the different model sets in their total representation of the
zonal winds. The good models and ERA-Interim zonal winds were largely made up of the MJO-
filtered winds (with a small contribution from ER waves) whereas the poor model zonal winds were
mainly composed of ER-filtered winds to the west and very weak MJO filtered winds to the east.
The W/E zonal wind amplitudes associated with ER waves and the MJO showed ER waves are
most important in the lower levels exhibiting correlations with MJO propagation skill between 0.6
and 0.7 below 600–700-mb. For the MJO W/E amplitudes, correlations with MJO propagation skill
increased with height and were largest between 500–700 mb. Filtered Kelvin waves were examined
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as well, though the plots were noisy with negative pattern correlations for both the good and poor
models indicating the models are not representing the dynamics of these waves properly.
Based on the results, it is suggested that the stronger low-level westerlies in the poor models
are related to stronger ER waves and may help explain the slight westward propagation from the
Hovmöller diagrams, along similar reasoning as Wang and Lee (2017). In addition, the weaker
low-level easterlies in the poor models may be related to either weaker Kelvin waves or weaker
MJO signals while Kelvin wave dynamics appeared to be problematic in all models, even the
good model set. Additionally, it is believed that the zonal confinement and bottom heaviness of
apparent heating, low-level convergence, and precipitation over the Indian Ocean may be related
to the overproduction of ER waves. These convective related structural deficiencies mainly occur
to the west of the convective center, which is where the ER wave response to a diabatic heat source
are largest (Matsuno, 1966; Gill, 1980). If poor MJO models have a shallower vertical diabatic
heating profile, the internal mode gravity wave speed must be smaller therefore limiting the zonal
extent of the dynamical response. Furthermore, the poor models may excite ER waves more than
the good models because the poor models have a more zonally confined diabatic heat source (Phlips
and Gill, 1987). More work must be done to better understand the relationship between diabatic
heating and ER waves in relation to the MJO.
Lastly, future studies exploring spectral analyses, especially for ER waves, would provide more
information and expand the knowledge of the relationship between equatorial waves and the dy-
namics associated with MJO. In particular, investigating Kelvin wave dynamics in MJOTF models
and running more coherence plots with other variables would provide more insight to improve the
understanding and modeling skills of the dynamical processes associated with the MJO.
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Figure 3.1 The first two EOF structures using the precipitation-based MJO index from
Wang (2020). A projection-based MJO index for each model is formulated
based on precipitation projections in the domain of focus is 60◦–100◦ E and
10◦ S–10◦ N for EOF2 (bottom). The amount of variance explained for each
EOF is shown on the top right.
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Figure 3.2 The MJO propagation skill scores for each model. The good models are green
(circle) and the poor models are red (diamond). The 25th and 75th percentiles
of the skill scores are plotted as the dotted lines with the full distribution shown
on the right.
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Figure 3.3 Hovmöller diagrams of 10◦S–10◦N averaged unfiltered precipitation anomalies
for TRMM observations (top left), good models (top right), poor models (bot-
tom right), and the difference good-poor models (bottom left) regressed onto
each model’s PII. The pattern correlations between TRMM and the respective
set of models is shown on the top right. The 95% statistically significant points
from bootstrapping are plotted in the good-poor plot.
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Figure 3.4 Unfiltered precipitation anomalies with 850-mb horizontal wind anomaly vec-
tors overlaid in red for TRMM, good models, poor models and the difference
(good-poor) of the modelsets. The pattern correlation between each model
group and TRMM precipitation is shown on the top right of each plot. The
95% statistically significant points from bootstrapping for precipitation are
plotted in the bottom panel.
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Figure 3.5 Unfiltered 850-mb zonal wind anomalies for ERA-Interim, good models, poor
models, and good-poor models. The pattern correlation between each set of
models and ERA-Interim is shown on the top right of each plot. The 95%
statistically significant points from bootstrapping for precipitation are plotted
in the bottom panel.
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Figure 3.6 Unfiltered 5◦S–5◦N averaged zonal wind anomalies for ERA-Interim (top left),
good (top right) and poor (bottom right) models and the good-poor (bottom
left) models. The pattern correlations between ERA-Interim and the respective
set of models is shown on the top right. The 95% statistically significant points
from bootstrapping are plotted in the bottom panel.
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Figure 3.7 (Left) The correlations between MJO propagation skill score and unfiltered
westerly/easterly wind ratio (W/E, black circle line) and the individual corre-
lations of the westerly (W, blue triangle line) and easterly (E, red asterisk line)
wind amplitude and the MJO propagation skill score for all pressure levels.
(Right) A scatter plot example of the pattern correlation and MJO propaga-
tion skill score for unfiltered 850-mb W/E ratio of all the models. (Top) The
unfiltered 850-mb zonal wind anomalies used for computing the ERA-Interim
W/E ratio including the zero line (thick black) and the contours lines are the
positive (solid) and negative (dashed) threshold values.
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Figure 3.8 As in Figure 3.6, but for divergence anomalies.
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Figure 3.9 As in Figure 3.6, but for Q1 anomalies.
45
Figure 3.10 As in Figure 3.6, but for Q2 anomalies.
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Figure 3.11 Symmetric (left) and antisymmetric (right) space-time precipitation spectra
for TRMM (top), good models (middle) and poor models (bottom). The con-
tour interval is 0.1 starting with stippling as the 95% statistically significant
points from bootstrapping. The equivalent depths for h = 12, 25 and 50m are
superimposed.
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Figure 3.12 As in Figure 3.11, but for averaged 1000–850-mb zonal winds for ERA-Interim
(top), good models (middle) and poor models (bottom).
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Figure 3.13 Coherence squared (contours) and phase (vectors) of cross-spectra between
and the symmetric precipitation and symmetric averaged 1000–850-mb zonal
winds (left) and the antisymmetric precipitation and antisymmetric averaged
1000–850-mb zonal winds (right). Phase vectors are drawn only where the
relationship is statistically significant at the 95% level based on bootstrapping
for the good and poor models. Upward-pointing arrows indicate the fields are
in phase. An arrow pointing to the left indicates the first field is leading the
second field by a quarter cycle. The equivalent depths for h = 12, 25 and 50m
are superimposed.
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Figure 3.14 As in Figure 3.6, but for MJO-band filtered zonal wind anomalies.
50
Figure 3.15 As in Figure 3.6, but for ER wave-band filtered zonal wind anomalies.
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Figure 3.16 The MJO-band filtered zonal wind individual correlations of the westerly
(easterly) wind amplitude and MJO propagation skill score for all pressure
levels can be seen as the blue triangle (red asterisk) line.
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Figure 3.17 As in Figure 3.16, but for ER-band filtered zonal wind anomalies.
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CHAPTER 4. CONCLUSIONS
4.1 General Conclusions
This thesis presented an analysis of the dynamics associated with the MJO Task Force climate
models. It looked to answer three research questions:
1. What explains the lack of eastward propagation of the MJO in some models?
2. What are the statistically significant differences in the large-scale dynamics?
3. How much of these dynamics can be explained by equatorial waves?
To answer these questions, the models were ranked into two groups of four models based on how
well they simulate the eastward propagation of the MJO. The models simulating the eastward prop-
agation accurately captured the large scale dynamic and thermodynamic properties while models
struggling to simulate the eastward propagation of the MJO were lacking. It was found that the
poor models had a strong equatorial Rossby wave response and a very weak MJO response com-
paratively to the good models. This strong response is likely why there is a lack of eastward
propagation, and slight westward propagation, of the MJO in some models.
The answer to the second research question is more straightforward. Analysis of the dynamics
showed the asymmetric differences to mainly be in the lower levels west of the convective center.
For example, the good models simulated too strong westerly winds in the low-levels west of the
MJO convective center compared to the poor models. The significant differences in the low level
westerlies, especially below 850-mb, were highlighted by the high correlations in these levels in the
W/E ratio. In addition, the good models overestimated the low-level horizontal winds reminding
us that while these models have realistic simulations, they are not perfect.
To identify how much of these dynamics can be explained by equatorial waves, a spectral
analysis and equatorial wave filtering were used. It became evident that much of the unfiltered
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zonal winds in the good and poor models could be explained by the combination of the filtered
MJO and equatorial Rossby waves.
In general, it is likely that the stronger low-level westerlies and westward propagation in poor
models affect the zonal confinement and bottom heaviness of precipitation, convergence and Q1
over Indian Ocean. In addition, the circular pattern of precipitation and low level Q1 in the poor
models are likely a result of zonally constricted and bottom heavy horizontal convergence. The
new climate model metric, W/E ratio, highlighted the asymmetric differences in the zonal winds
at different pressure levels. We clearly saw winds reverse from westerly winds the the west and
easterlies to the east of convection in the mid to upper troposphere.
Overall, this study highlighted the statistically significant differences between models that do
and do not realistically simulate the eastward propagation of the MJO. It was shown that there
should be more emphasis on investigating the wind asymmetries in the boundary layer, especially to
the west of the convective center. Also notable is that the models struggle to simulate the differences
between equatorial wave modes such as the MJO, ER, and Kelvin waves. This study shows the
dynamics associated with the MJO are not yet fully understood. There are still aspects of the
dynamics that should be explored in future work (described below) to increase our understanding
of the dynamics associated with the MJO.
4.1.1 Future work
This work provided detail on how the MJOTF climate models simulate different dynamical
features associated with the MJO however, the results shown in Chapter 3 lead to further research
ideas. First, it would be useful to explore the relationship between diabatic heating and equatorial
Rossby waves in relation to the MJO. In addition, it would be helpful to perform more spectral
analyses to investigate other dynamical variables associated with the MJO such as convergence
and apparent heating. Few studies have performed spectral analyses on the MJO and less have
looked at the dynamics from a spectral standpoint. We saw in this study the MJOTF models
did not simulate Kelvin wave dynamics properly therefore, it would be pertinent to explore the
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improper simulation of the Kelvin waves in these models to further understand how these waves
are important to the simulation and propagation of the MJO.
Lastly, there are numerous other possible experiments that could be performed using the
MJOTF climate models. Particularly, investigating how the models compare to each other based
on their set up. How do the parameterizations compare between the good and poor models? Even
better, how do they compare between just the good models or just the poor models? What sets each
model apart from the other models so that they simulate certain aspects of the MJO well/poorly?
Knowing the specifications of the climate models and how they differ from each other would provide
more insight as to how the dynamics of the MJO are simulated.
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APPENDIX. ADDITIONAL MATERIAL
EOF analysis
An EOF analysis in general is finding the principal components that maximize the amount of
variance explained. It is used to study possible spatial modes of variability and how they change
with time. The empirical orthogonal functions (EOFs) used in this study were provided by Wang
(2020). While a majority of the details can be found in Wang (2020), this section summarizes the
EOF analysis.
The EOFs were computed by removing the climatology and first three harmonics to obtain
daily precipitation anomalies. Next, a 20-96 day bandpass filter was applied to filter the anomalies.
Lastly, an eastward filter was applied, or in other terms, the mean and westward propagation
components were removed. The first two steps are independent of latitude and longitude while the
third step is directly applied to the data at each latitude. A super-Guassian function was applied
followed by a rotation to make the EOFs more interpretable and to reduce noise. The result is
multiple EOF structures which are a function of day of the year.
The focus for this thesis included the first two leading EOFs, or the first two leading modes
of variability in the data, EOF1 and EOF2. The first two EOFs explain about 20% of the total
variability for our specified time and space scales. The first two EOFs are related to each other as
they are essentially a sine and cosine part of a wave that propagate together with EOF2 shifted
90◦ out of phase from EOF1. Figure 3.1 shows the spatial EOF structures for the first two leading
EOFs. We can see that EOF1 centers the suppressed rainfall over the eastern Indian Ocean and
Maritime continent while EOF2 shifts the precipitation 90◦ resulting in enhanced rainfall over the
Indian Ocean and suppressed rainfall over the western Pacific Ocean.
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Spectral Analysis
A spectral analysis consists of interpreting a time or space series as a summation of contributions
from harmonic functions. Harmonic functions being a series of sine and cosine waves each having
their own unique spatial or temporal scale. The application in atmospheric science is decomposing
the total variance of large scale flow into different wavenumbers and frequencies from fast Fourier
Transforms.
The original spectral analysis study, Wheeler and Kiladis (1999), used 96 day segments with a
30-day overlap. This method is typically used when there is more data and the data is not seasonal.
If we were to use this traditional method, the outcome would be less than three cycles, limiting
the results. The focus of this study was to capture the equatorial waves during the boreal winter
season. Since the winter season is 181 days, the 44 day segmenting with a 10 day overlap allowed
for a larger number of cycles to represent the season (Dias and Kiladis, 2014). In this case, there
are approximately 5 cycles computed by subtracting the overlap from segment and dividing the
total number of days in the season by the leftover days (44-10 = 34 days, 181/34 = 5.3 cycles). In
addition, using 44 day segments allowed us to capture the maximum period for an equatorial wave.
The 5 cycles in our study means that there are 5 different representations of each season and allows
us to capture more equatorial wave signals, particularly gravity and Kelvin waves which do not go
beyond the 14-day time scale.
Apparent Heating and Apparent Moisture Sink
Equation (.1) is the apparent heating, orQ1, which is essentially the first law of thermodynamics.
Q1 is the total diabatic heating; the combination of radiation, convection, conduction and latent
heating, and in the tropics, it is dominated by the latent heating. The three main components
of Q1 are heating due to radiation, the release of latent heat by net condensation, and vertical
convergence of the vertical eddy transport of sensible heat (Yanai et al., 1973). ∂θ∂t is the Eularian
time derivative of potential temperature. V · ∇θ + ωp
∂θ
∂ ln p is the three dimensional advection of
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potential temperature. Combined together the result is the following equation for Q1:
Q1 =
cpT
θ
(
∂θ
∂t
+ V · ∇θ + ω
p
∂θ
∂ ln p
)
, (.1)
The apparent moisture sink, Q2, is the conservation of moist mass or essentially the conservation
of water vapor density; it is shown in in Equation (.2). Q2 is a result of the net condensation and
vertical divergence of the vertical eddy transport of moisture (Yanai et al., 1973). Similar to Q1,
Q2 is the Eularian time derivative of specific humidity,
∂q
∂t , and the three dimensional advection of
specific humidity, V · ∇q + ωp
∂q
∂ ln p . Combined together the result is the following equation for Q2:
Q2 = −Lv
(
∂q
∂t
+ V · ∇q + ω
p
∂q
∂ ln p
)
, (.2)
