We explore the connections between the Lanczos algorithm for matrix tridiagonalization and two fast algorithms for Hankel matrix factorization. We show how the asymmetric Lanczos process is related to the Berlekamp-Massey algorithm, and how the symmetrized Lanczos process is related to the Phillips algorithm. We also discuss conditions under which the analysis of Phillips applies.
Introduction
In 1950 Lanczos [22] proposed a method for computing the eigenvalues of symmetric and nonsymmetric matrices. The idea was to reduce the given matrix to a tridiagonal form, from which the eigenvalues could be determined. A characterization of the breakdowns in the Lanczos algorithm in terms of algebraic conditions of controllability and observability was addressed in [6] and [26] . Hankel matrices arise in various settings, ranging from system identification [23] to algorithmic fault tolerance [4] . In his 1977 dissertation, Kung [20] studied the Berlekamp-Massey (BM, 1967) algorithm [1] , [24] for solving Hankel equations, and remarked that their algorithm is related to the Lanczos process. There still exists strong interest in a simple exposition of the BM algorithm; see, e.g., [19] in 1989. In 1971 Phillips [28] proposed a Hankel triangularization scheme, and presented a derivation of his method using a special symmetrized Lanczos process with a weighted and possibly indefinite inner product. In this paper, we present the first systematic treatment of the connections between the Lanczos process and the two Hankel algorithms. We show how the BM and Phillips algorithms are just special cases of the asymmetric Lanczos and symmetrized Lanczos algorithms, respectively, using particular choices for the matrix and starting vectors. In addition, we point out an additional assumption, not mentioned in [28] , that is essential for the application of the symmetrized Lanczos algorithm. This paper is organized as follows. Section 2 presents the asymmetric and symmetrized versions of the Lanczos algorithm. In Section 3, the problem of orthogonalizing a sequence of polynomials is discussed, and it is shown how the Hankel matrix elements arise as moments. In Section 4, appropriate choices of matrices and vectors are made so that the two Lanczos schemes will compute two different factorizations of a Hankel matrix, just like the BM and Phillips algorithms. The paper concludes with a short numerical illustration and some remarks on the breakdown problem of the asymmetric Lanczos scheme.
Description of the Lanczos Process
We give a brief description of the Lanczos process. Consider a real vector space V with an associated weighted inner product x, y of vectors x and y defined by
where W is some given real symmetric matrix. For x = y, we say that the vectors x and y are W -orthogonal if their inner product equals zero. Suppose that there exists an orthonormal basis e 1 , e 2 , · · ·, so that all the vectors in V can be expressed in terms of this basis:
A linear operator will be denoted by a matrix A. We assume that the usual transpose A T satisfies A T x, y = x, Ay , thus requiring the condition that the matrices A and W commute. Note that in the usual asymmetric Lanczos algorithm, we have W = I and so this commuting condition is satisfied automatically. In this paper we use a more general W in order to create a setting that encompasses both the usual asymmetric Lanczos algorithm and a modified symmetrized algorithm proposed by Phillips [28] .
Although we may apply the Lanczos algorithm to possibly infinite vectors, we discuss the nonsingularity and rank of a matrix only for finite dimensional ones, so that we retain the usual definitions of these concepts. We represent vectors by the bold lowercase typeface b, matrices by italic uppercase B, and linear spaces by bold uppercase B. If
the sequence of vectors {v 1 , v 2 , · · ·} is called a Krylov sequence, and the space spanned by these vectors is called the right Krylov space G:
We let G k denote the truncated space generated by the matrix G k :
Likewise, we let F denote the left Krylov space :
and F k the truncated space generated by the matrix F k :
Note that F and G are used to distinguish between the leFt and riGht Krylov spaces.
Asymmetric Lanczos Method
Given a real matrix A and two real and non-null vectors b 1 and c 1 in V, the asymmetric Lanczos algorithm generates two sequences of vectors:
Given the 2k vectors b 1 , · · · , b k and c 1 , · · · , c k , the two vectors b k+1 and c k+1 are computed by the formulae:
for some coefficient vectors δ k and γ k . These vectors are chosen to enforce the W -biorthogonality conditions:
for every k for which the k × k matrix
is nonsingular. In this section we make the assumption that F T k W G k is nonsingular for all k (as long as b k = 0 and c k = 0), in which case only the last two entries of both δ k and γ k are nonzero. When this assumption is relaxed, we face a breakdown problem that will be discussed in Section 5. This algorithm is the same as the nonsymmetric Lanczos algorithm found in [5] , except that we are using a weighted inner product to enforce W -orthogonality, as opposed to an unweighted inner product to enforce ordinary orthogonality. We refer the reader to [5] for details of the algorithm, which we summarize as follows.
Algorithm AsymLanczos.
For
Expand Krylov spaces: Set b
Enforce the W -biorthogonality condition (2.3) by setting
k+1 − (c 1 , · · · , c k )γ k via solving for the appropriate coefficients δ k and γ k .
The process continues until either b r+1 = 0 for some r, or c s+1 = 0 for some s, whichever occurs first, although one could continue by appending zero vectors until one reaches zero vectors in both sequences. Hence the matrices B and C of generated vectors satisfy
where ∆ and Γ are tridiagonal matrices with unit subdiagonals, made up of the coefficient vectors δ k and γ k , for k = 1, 2, · · ·. The W -biorthogonality conditions (2.3) become
where D is a diagonal matrix. Note that in the case where W = I, the algorithm reduces to that given in Wilkinson [32, p. 388ff ].
Symmetrized Lanczos Method
For the case of a real symmetric A, with the choice b 1 = c 1 , one can show that
The W -biorthogonality conditions (2.3) reduce to W -orthogonality conditions:
is nonsingular. Under the assumption that (2.6) is nonsingular for all k (as long as b k = 0), we obtain a simplified symmetrized Lanczos process.
Algorithm SymmLanczos.
Enforce the W -orthogonality condition (2.5) by setting
via solving for the appropriate coefficients δ k .
The process continues until b r+1 = 0 for some r. Thus the matrix B of generated vectors satisfies the two conditions:
where ∆ is tridiagonal and D is diagonal. Note that, under our assumption that G T k W G k is nonsingular for all k, Algorithm SymmLanczos is same as the method given in Phillips [28] . If in addition W = I, the algorithm reduces to the usual symmetric Lanczos algorithm [13, p. 485ff] , [32, p. 394ff] , in which case the nonsingularity of (2.6) is guaranteed for all k as long as b k = 0.
Application to Sequences of Polynomials
Assume there exists a real-valued inner product f, g which satisfies the usual properties except for positivity:
f, αg + h = αg + h, f = α g, f + h, f and xf, g = f, xg , for any real-valued functions f , g, h of x. Given a sequence of polynomials p 0 , p 1 , · · ·, of exact degrees, and the moments:
where p 0 is a constant polynomial, we wish to find another sequence of polynomials q 0 , q 1 , · · ·, of exact degrees so that the q's are orthogonal with respect to the given inner product. Note that the relation defining the inner product may not be known. For the case of an ordinary inner product, viz., f, f > 0 for all nonzero f , the problem has been extensively studied in the literature; see, e.g., [11] and references therein. However, only recently has this problem been addressed for more general inner products; see, e.g., the modified Chebyshev algorithm in [12] . This problem was addressed in [5] for the case where the inner product is a discrete sum over a finite number of knots.
Asymmetric Orthogonalization
Since the polynomials are of exact degrees they obey the recurrence formulae:
and both Z p and Z q are unreduced infinite upper Hessenberg matrices. The polynomials are also related by an infinite upper triangular matrix of coefficients B:
From the definitions, we have that
and thus
We are interested in further exploring the relations between the two sequences. We make the simplifying assumption that the zero degree polynomials are scaled so that p 0 = q 0 . The upper Hessenberg structure of Z p implies, among other things, that for every k,
where b i denotes the i-th column of B.
Define the matrix C of mixed moments:
Let c i denote the i-th column of C. Since q 0 = p 0 , the first column c 1 of C is given by
Following [12] , we use the extended notation that
where the inner product applied to a vector of functions means that it is applied individually to each element. By linearity we have that
As with the B matrix, this implies that for all k
Let us discuss some specific choices for the polynomials. There are two common choices for p's. One, they are chosen as the monomials, which is equivalent to Z p being a shift matrix. Two, the p's are generated via a three-term recurrence, equivalent to Z p being a tridiagonal matrix of recurrence coefficients. Independently of the choice for the p's, we can make arbitrary choices for the q's. If in particular we choose the q's to be orthogonal with respect to ·, · , then the corresponding matrix condition is that the matrix
be diagonal. We then observe that the conditions (3.3), (3.7), (3.9) and the Krylov sequence conditions (3.4) and (3.8) exactly match the properties of the vectors generated by the Lanczos process when started with the matrix Z p and right vector b 1 = e 1 and left vector c 1 composed of the moments. It follows that if such a sequence of orthogonal q's exist, then the vectors generated by the Lanczos process will satisfy (3.9), and vice versa.
We now discuss the computation of the leading finite-dimensional part of the above infinite vectors. Suppose we are given only the first 2n−1 moments η 0 , η 1 , · · · , η 2n−2 as well as the leading (2n−1)×(2n−1) part of Z p , which we henceforth call Z for simplicity. Because of the lower Hessenberg form of Z T , we know the first 2n − 2 entries in Z T c 1 , the first 2n − 3 components of (Z T ) 2 c 1 , and so on. Thus, we will know the leading anti-triangle of the left Krylov matrix:
Note that the leading n × n principal submatrix of F n is known. Recall also the right Krylov matrix:
The two sequences of vectors {b i } and {c i } satisfying (3.9) can be generated by applying an oblique GramSchmidt process to F n and G n . Due to the upper triangular nature of the vectors b i , the conditions (3.9) for the first n vectors involve only the first n entries of both the b and c vectors.
The Lanczos process will generate a sequence of vectors b 1 , b 2 , · · ·, and c 1 , c 2 , · · ·. With the first 2n − 1 entries of c 1 known and b 1 = e 1 , the Lanczos algorithm will generate at least the vectors b 1 , · · · , b n and leading n entries of c 1 , · · · , c n . Each polynomial q k will be defined in terms of the originally given set of p polynomials by the relation:
The moments involving q k are the entries of c k+1 :
If k is an index such that the matrix (c 1 ,
Due to the upper triangularity of B, this means that the first k entries of (3.11) will be zero, and so C will be lower triangular from the diagonality condition (3.9). Note that this is a condition involving only finitely many leading entries of (3.11). So for such indices k, the polynomial q k will be orthogonal to all polynomials p's of degrees lower than k.
We also note that in general, it is well known that there is a loss of bi-orthogonality among the Lanczos vectors generated. But in our situation, the bi-orthogonality conditions on the vectors c 1 , c 2 , · · · translate directly into the condition that the generated matrix C be lower triangular, a condition that maintained numerically almost automatically.
Symmetrized Orthogonalization
Assume that the moments matrix H has a triangular decomposition:
where R is unit upper triangular and D is diagonal. To run the Lanczos process, we choose some initial matrix A that is symmetric, and choose the same initial vectors: b 1 = c 1 . Hence the left and right Krylov matrices will be identical. Assume that the Krylov matrix G n is nonsingular, and define a matrix B by
It can be shown that the columns of B are generated by the symmetrized Lanczos process, and that they satisfy the relations:
where b i denotes the i-th column of B, and D i,i denotes the (i, i) element of D. Most importantly, we can now find the matrix R from (3.12):
Define new polynomials q's from the p's via the formula:
So we get q, q
verifying that the polynomials q's are orthogonal with respect to the given inner product, just as we desire.
Factorization of a Hankel Matrix
Hankel solvers and the closely related Toeplitz solvers have been studied for a long time; see, e.g., [13] . Most Toeplitz solvers are based on the shift invariance of a Toeplitz matrix, for which a principal leading submatrix is identical to the principal trailing submatrix of the same size. The resulting methods can compute the LU factors of a Toeplitz matrix in O(n 2 ) operations, but require that all leading principal submatrices be nonsingular. We will refer to a matrix with all nonsingular leading principal submatrices as strongly nonsingular. The Lanczos recursion leads to fast Hankel factorizers which are equivalent in cost to the fast Toeplitz factorizers. The resulting recursion formulae to factorize a strongly nonsingular Hankel matrix have appeared in several papers under different guises, going all the way back to Chebyshev [8] . Early algorithms for factorizing a Hankel matrix appeared in [29] , [30] , [31] , and the connection with the Lanczos algorithm either on a nonsymmetric matrix or using an indefinite inner product appeared in [14] , [18] , [20] , [28] . When the permuted Yule-Walker equations (a Hankel system with a special right hand side) are solved, the resulting method essentially computes the LU factors of the Hankel matrix [1] , [24] , [25] . The same sets of equations arise in identification problems, where we would like to construct the transfer function from the impulse response of a dynamical system [23] . The relation between the asymmetric Lanczos process and fast Hankel factorization and/or inversion algorithms has been explored more recently in [3] , [4] , [16] , [17] , [21] .
In the next two subsections, we apply the Lanczos process to define two procedures for decomposing an n × n strongly nonsingular Hankel matrix
To be specific, the asymmetric Lanczos process computes the factorization:
where the matrix U is unit upper triangular, and the matrix L is lower triangular, and the symmetrized Lanczos process calculates the factorization:
where the matrix R is unit upper triangular, and the matrix D is diagonal. From the uniqueness of the triangular decomposition of H we conclude that L T = DR.
Asymmetric Lanczos Factorization
We define two (2n − 1)-element vectors b 1 and c 1 . The former is the first coordinate unit vector, and the latter contains the parameters generating the Hankel matrix H. That is,
The weighting matrix W is chosen as the identity matrix of order 2n − 1:
Define a (2n − 1) × (2n − 1) shift-down matrix: Then the left Krylov sequence generated by c 1 has the form
where K is an (n − 1) × n upper anti-triangular matrix of the excess parameters, with Hankel structure.
The right Krylov space, for any k,
spans the same space as the first k columns of the identity matrix. The condition that
be nonsingular is equivalent to the condition that the leading k × k principal submatrix of H is nonsingular. Let us first consider the case where this holds for every k. Then the vectors C = (c 1 , · · · , c n ) will be lower triangular, from the bi-orthogonality condition. Since the leading k columns of C span the same space as F k , for every k, it follows that C = F n U (4.5)
for some upper triangular matrix U . If we denote by L the first n rows of C, then the first n rows of (4.5) gives the desired factorization of H as in (4.1).
We note that this process is equivalent to generating the sequence of polynomials orthogonal with respect to an ordinary inner product ·, · whose moments derived from some polynomials p's are the given Hankel parameters c 1 . The Krylov sequence (4.3) equals (3.10), and the lower triangular matrix C equals the mixed moments matrix of (3.5), which is lower triangular when the polynomials being generated are orthogonal with respect to the inner product.
Unfortunately, the matrix U is not generated by the Lanczos method. However, we may generate it by recording the operations that go into generating C. With this particular choice of starting information, the Lanczos process amounts to just reducing the left Krylov sequence F n to lower triangular form C by means of column operations. In other words, each column of C is obtained by applying Z T (i.e., shifting up) and then subtracting multiples of previous columns to reduce it to lower triangular form. That is,
for some vector γ j and some scalar θ j . From (4.6) we have that
where u j is the j-th column of U . Then we have the following identity from the Hankel structure of K:
Thus, we may express c j+1 = Ku j+1 , where
and the coefficients γ j and θ j are those defined in (4.6). Thus, as we perform the up-shifting and column operations to generate the c vectors, we perform down-shifting and the same column operations on the u vectors to generate the U matrix. Under the usual situation where (4.4) is nonsingular, the vector γ j have only two nonzero entries, and hence each u j can be generated with only O(j) operations.
We summarize the process with the following procedure.
Algorithm AsymHankel
, where the coefficients γ j−1,j and γ jj are computed to annihilate the entries (c
Thus, at the j-th stage, we augment the matrix (c 1 , · · · , c j ) to obtain
and then the two entries c 
c
(1)
j+1 − γ jj u j . The reader will recognize from the formulae in steps 4.1 and 4.3 that this is the same as the Chebyshev algorithm [8, Oeuvres, p. 482], [11] in the theory of moments and orthogonal polynomials, as well as the Berlekamp-Massey algorithm in coding [1] , [19] , [24] .
Symmetrized Lanczos Factorization
In this section we consider the factorization of a strongly nonsingular Hankel matrix H. Such a matrix has the decomposition as given by (4.2), and in this section we derive the algorithm of Phillips [28] to generate this decomposition. Phillips [28] showed how H can be viewed as a moments matrix. Consider the right Krylov matrix G n :
where A is some symmetric matrix and b 1 is some vector such that G n is nonsingular. Define the inner product (2.1) with a symmetric weighting matrix W defined by
as long as A and W commute. The following development depends on finding matrices A and W which commute, but as will be seen in Section 4.3, a W defined by (4.8) may not always commute with A. So, in general, can we always find two symmetric matrices A and W that commute for any given H? The answer is yes. At the end of this section, we give one example of such A and W for any given strongly nonsingular H. Hence the following development is not vacuous.
We can modify the symmetric Lanczos tridiagonalization process (cf. [13, p. 476ff]) to generate a matrix B with W -orthogonal columns that satisfies
where T is tridiagonal. Let
The columns of B are determined by using the formula:
where α i and β i are chosen so b i+1 is W -orthogonal to b i and b i−1 , and hence also to
By analogy with the symmetric Lanczos process, the matrix B forms a part of the W -orthogonal QR decomposition of the Krylov matrix G n :
where B has W -orthogonal columns which are scaled so that R is unit upper triangular. Hence B satisfies
Now, consider the Krylov matrix G 2n , given by
Let Z L denote a 2n × 2n left-shift matrix: 
Note that Z L has the same structure as the order 2n − 1 down-shift matrix Z of Section 4.1. We have
where M j denotes the j-th column of a matrix M . Since
and
i.e., a shift-to-left operation on G 2n is equivalent to a three-term recurrence on R. However, it is expensive to compute T , and a better way is to express T in terms of R. Define the tridiagonal matrix
The first n columns of C give us the two desired matrices D and R. Then
and so
Since P is tridiagonal, the above formula shows that the rows of C obey a recurrence, which with some algebraic manipulation can be written as [28] :
To find the initial conditions, consider
So the first row of C is given by
(4.13)
Phillips [28] has thus developed an ingenious row recurrence scheme that does not require any explicit knowledge of A and W . His procedure is summarized as follows.
Algorithm SymmHankel
1.
4.
For
We note that this process is equivalent to generating the sequence of polynomials q's orthogonal with respect to an indefinite inner product whose moments derived from the polynomials p's are the given Hankel parameters c 1 . Not surprisingly, this algorithm computes parameters α i and β i that are same as the γ i,i and γ i−1,i of Algorithm AsymHankel. The explanation is that while the latter algorithm computes the factor L column-wise, Algorithm SymmHankel computes the product DR row-wise, and that L T = DR.
Even though the specific A and W are not needed to carry out Algorithm SymmHankel, the derivation of the algorithm depends on the existence of symmetric A and W related by (4.8) which commute. To construct one such example, suppose that the entries of H are moments with respect to some set of weights {ζ i } and knots {x i }, for i = 0, · · · , n − 1, in the inner product defined by
For example, in checksum-based error correction schemes, the entries of H are the moments of an indefinite inner product of known knots and unknown weights that play the role of errors [4] . This corresponds to the Reed-Solomon code [2] and the Berlekamp-Massey Algorithm. If the knots are unknown, they may often be computed as the roots of the n-th degree orthogonal polynomial generated by Algorithm AsymLanczos, as described in [5] . Once the knots are known, the weights {ζ i } are the solution to a square nonsingular Vandermonde system [4, 5] .
Given this set of knots and weights, the entries of the Hankel matrix H can be written as 14) where the matrix V is Vandermonde and matrix Y is diagonal:
We emphasize here that neither the sequence {x i } nor the {ζ i } are required for the actual computation, they are useful only for our theoretical discussion.
Finally we choose
Since both matrices A and W are diagonal, they commute.
Work of Phillips
Phillips' elegant analysis [28] works only if A and W commute. For example, to ensure that b i+1 is W -orthogonal to b i−1 , he used
which should be replaced by 
Numerical Illustration
We use the numerical example in the previous section to illustrate the algorithms. Let H be defined by (4.17) . Then the left Krylov sequence (4.3) is The decomposition of H is then H = R T DR. Note that we do not need to know explicitly the commuting matrices A and W .
Final Remarks
In this paper, we have shown how two well known fast Hankel factorization methods can be viewed as special cases of the Lanczos algorithm. For simplicity in presentation, we have avoided the breakdown problem for the asymmetric Lanczos algorithm. The problem has been considered in [5] , [7] , [15] , [27] , with an approach that is similar to that proposed by Berlekamp [1] to factorize a Hankel matrix which is not strongly nonsingular. Also, there is much recent interest, e.g., [3] , [5] , [9] , [10] , [12] , in exploring the connections between a modified asymmetric Lanczos algorithm and orthogonal polynomials with respect to an indefinite inner product.
