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Abstract
This paper addresses the problem of coordinating
voltage control in a large-scale power system par-
titioned into control areas operated by independent
utilities. Two types of coordination modes are con-
sidered to obtain settings for tap changers, generator
voltages, and reactive power injections from compen-
sation devices. First, it is supposed that a supervisor
entity, with full knowledge and control of the system,
makes decisions with respect to long-term settings
of individual utilities. Second, the system is operated
according to a decentralized coordination scheme that
involves no information exchange between utilities.
Those methods are compared with current practices
on a 4141 bus system with 7 transmission system
operators, where the generation dispatch and load
demand models vary in discrete steps. Such a discrete-
time model is sufficient to model any event of relevance
with respect to long-term system dynamics. Simulations
show that centrally coordinated voltage control yields
a significant improvement in terms of both operation
costs and reserves for emergency control actions. This
paper also emphasizes that, although it involves few
changes with respect to current practices, the decen-
tralized coordination scheme improves the operation of
multi-utility power systems.
1. Introduction
Whereas active power imbalance leads to system
wide frequency variations, voltage disturbance prop-
agation is predominantly local. However, as empha-
sized in [1], those phenomena may propagate and
subsequently turn into a system wide collapse. Post-
festum analysis of numerous large-scale disturbances
in different power systems have indeed reported that
voltage instability phenomena are leading causes of
blackouts [2]. To avoid voltage collapse, transmission
system operators (TSOs) have implemented emergency
control strategies to steer away the system from in-
stability [3]. In addition, preventive voltage control
schemes have been developed to maximize stability
margins and minimize the operation costs. Many of the
implemented voltage control schemes are hierarchical,
i.e., they involve different control actions, objectives,
and time/space delineations [4]. More specifically, fast
control of reactive power injections from generators
and flexible compensation devices is designed to un-
dertake sudden changes in the system, resulting from
the natural uncertainty among generation, demand,
and transmission [5]. As those local actions rely on
local measurements of voltage magnitudes and reactive
power injections, the overall effectiveness of short-
term voltage control depends on the distribution of
reactive power reserves. In practice, those reserves are
scheduled by each TSO using a particular type of
optimal power flow based on a steady-state forecast
of operational conditions in its control area. As TSOs
only have local knowledge and control of the system,
coordination issues should be carefully addressed to
avoid stressed conditions, especially close to intercon-
nections [6], [7]. Consequently, two main trends in
development of coordination strategies have emerged.
On one hand, centralized operation has been pro-
posed to coordinate reactive power dispatch [8]. It usu-
ally consists of a centralized control center gathering
information from different utilities, making decisions
for the entire system, and advising system operators.
Such a center was recently created to coordinate con-
trol actions between France and Belgium [9]. The main
challenge for centralized coordination is the design of
the decision-making process, which should have prop-
erties of fairness to be accepted by every party [10]. In
addition, the necessary exchange of information might
affect the robustness of the coordination scheme with
respect to opportunistic behavior of the TSOs or the
loss of communication channels, for example.
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To avoid those drawbacks, ad-hoc decentralized ap-
proaches have been proposed (see, e.g., [11]–[13]).
In particular, Reference [14] presents a decentral-
ized scheme for reactive power scheduling, where the
TSOs concurrently schedule long-term voltage settings
within their own control area, while representing the
neighboring areas with external network equivalents
whose parameters are fitted based on local measure-
ments only. Previous papers [14], [15] have shown
that such a coordination scheme could lead to close
to optimal settings in the context of small-scale power
system models. Furthermore, this promising scheme
could be easily implemented on a real power system
as it involves few departures from the current practices.
Indeed, interconnected TSOs usually optimize their
long-term voltage settings individually by representing
the neighboring areas with other types of network
equivalents based on practical operation recommenda-
tions [16].
This paper provides an evaluation of the centralized
control scheme proposed in [8] and the decentralized
control scheme proposed in [14] on a 4141 bus power
system representing the western part of the UCTE
system, which is operated by 7 different TSOs. Those
strategies are also compared with the current practice
in the UCTE system, modeled as a particular instance
of the decentralized coordination scheme. It is the first
time that these schemes are validated and compared
with each other on such a large system. The evaluation
relies on two indices that reflect both the ability of the
scheme to lead to operation costs that could satisfy
every TSO, and the potential impact of decentralized
operation on fast reactive power compensation and
voltage control.
The paper is organized as follows. In Section 2,
the problem of reactive power scheduling in a multi-
TSO system is formalized. In Section 3, the centralized
optimization scheme is described, while the decentral-
ized coordination scheme is detailed in Section 4. The
benchmark system, evaluation indices, and simulation
results are presented in Section 5. Finally, Section 6
concludes and discusses some future research direc-
tions.
2. Problem formulation
This section details the problem of reactive power
scheduling in a multi-TSO power system. In the first
part of this section, the single-area reactive power
dispatch problem is formalized. Then, the multi-TSO
problem is described.
2.1. Single area problem
Reactive power scheduling is usually carried out
every ten minutes to one hour [17]. It consists of the
optimization at each discrete time instant k of a power
system characterized by operational conditions r(k),
which represent the scheduled load demand, active
power generation pattern, and network topology at
instant k.
In this context, the control variables are the tap set-
tings, generators’ voltages, and compensation devices
reactive power injections [18] that will be applied at
instant k. Usually, they are represented by a vector1
u. In a real power system, reactive power settings
can change between two discrete instants. However,
as their variations are relatively minor compared to the
magnitude of compensation, they can be neglected and
approximated with constant values without any major
loss of accuracy or concern.
The reactive power scheduling process is depicted in
Figure 1. It assumes that every TSO perfectly predicts
at the instant k − 1 the operating conditions, under
which its control area will be operated at the instant
k. We will suppose in this paper that such a forecast
is available.
i0 1 ... k-1 k k+1
r(i)
Predictoperation
conditions at instant k
Optimize control
settings for instant k
Apply optimized control settings
0 1 ... ik-1 k k+1
Figure 1. Chronology of control actions for reactive
power scheduling in a time-varying power system.
We characterize the optimal power flow problem
faced by a TSO at instant k − 1 as follows2:
min
u
Ck(u) , (1)
subject to
fk(u)= 0 , (2)
gk(u)≤ 0 , (3)
where Ck(u), fk(u), and gk(u) represent the objective
1. Bold fonts are used in this paper to highlight multi-dimensional
variables and functions.
2. Such a characterization is common in the power system litera-
ture (see, e.g., [19], [20]).
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function3 and the equality and inequality constraint
functions, respectively.
The formulation of the objective function Ck(u)
is particularly important for TSOs and many research
papers have focused on this problem [21]–[23]. While
implicit objectives are mainly concerned with the
operational costs and voltage stability, those can be
explicitly formulated through different criteria, many
of them being reported in [24]. In this paper, we
consider that TSOs focus on either active power losses
or voltage profile.
In practice, the equality constraint (2) represents the
power flow equations and the distributed loss com-
pensation (distributed slack bus), while the inequality
constraint (3) represents various physical limits that
need to be taken into account when operating a power
system (e.g., bus voltage limits, transmission line cur-
rent limits, minimum and maximum reactive power
injections).
2.2. Multi-TSO problem
In this paper, the power system under consideration
has N control areas 1, 2, ..., N operated by TSO1,
TSO2, ..., and TSON , respectively. Because the dy-
namics of interconnected areas of an AC system are
coupled, the objective and constraint functions Cki ,
fki , and gki of every TSOi should be expressed as
functions of the control variable u that appends the
vectors of individual control settings u1, u2, ..., uN
for each TSO. Let us denote fk(u), and gk(u) the con-
catenation of the N respective constraint functions, and
Uk the set of control actions u such that fk(u) = 0
and gk(u)≤ 0.
2.2.1. Constraint violations. When a TSOi is un-
aware of the operating conditions in the other control
areas, it has to formulate its own objective function
Cˆki (ui), and constraint functions fˆki (ui) and gˆki (ui)
as functions of its internal control variable ui only4.
In this case, there may exist particular settings u∗ such
that fˆki (u∗i ) = 0 and gˆki (u∗i )≤ 0, ∀i ∈ {1, . . . , N} but
u∗ /∈ Uk.
If such a case were to occur in a real system, short-
term voltage control would then modify the control
settings of generators and fast reacting compensation
devices [5] to obtain new settings uS that comply
3. The superscript k denotes the fact that the associated function
depends on r(k).
4. The symbolˆon Ck
i
, fk
i
, and gk
i
specifies that, since a TSOi
does not know the system topology, generation pattern, load demand,
and control actions in the other areas, it can only formulate its
own objective and constraints as functions of its own system state
determined by ui.
with the system’s constraints. We will suppose later
in our simulations that these settings correspond to the
solution of the following optimization problem:
uS = arg min
u
‖u− u∗‖ , (4)
subject to
hk(u,u∗)= 0 , (5)
u ∈ Uk , (6)
where Equation (5) is to keep settings for tap changers
and slow compensation devices unchanged.
Such a procedure should be avoided, since it tends to
reduce reactive power reserves that might be required
to counteract fast voltage variations. Consequently,
constraint violations in reactive power scheduling are
correlated with higher system vulnerability with re-
spect to sudden disturbances.
2.2.2. Objective of the coordination. In the context
of a large-scale power system operated by multiple
TSOs with individual (possibly conflicting) objectives,
coordination should lead at any instant k to control
settings u such that:
• Constraint violations require as little fast voltage
control action as possible.
• The individual cost Cki (u) supported by every
TSOi is as close as possible to its minimum.
In addition, it is expected that the coordination
involves as little information exchange as possible
to reduce the system vulnerability with respect to
opportunistic behavior of some utilities, or loss of a
communication channel, for example.
3. Centralized optimization
We suppose that a centralized control center, with
full knowledge and control of the system, requires that
each TSO adjusts the settings of generators, compen-
sation devices, and tap changers within its control area.
Hence, the centralized control center has to solve the
following multi-party optimization problem:
min
u∈Uk
[Ck1 (u), C
k
2 (u), . . . , C
k
N (u)] . (7)
While many approaches in multi-objective optimiza-
tion could be applied to solve this problem [25], we
assume that the centralized control center uses a so-
called “compromise method,” which elects the solution
u∗ whose cost vector [Ck1 (u∗), Ck2 (u∗), . . . , CkN (u∗)]
is the closest to the “Utopia point” Ckut defined by
Ckut = [C
k
1 (u
k1∗), Ck2 (u
k2∗), . . . , CkN (u
kN∗)] , (8)
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where uki∗ is the solution of
uk
i∗
= arg min
u∈Uk
Cki (u) . (9)
The distance between two cost vectors is chosen as
the Euclidean distance between normalized costs. The
normalization factors are chosen as in [8] to ensure
that the solution of Problem (7) has some properties
of fairness. More specifically, for a particular cost
function Cki (u), the normalization factor is defined as
the product of the two terms5 Cki
◦
and χki , and the
normalized cost function Cki (u) is computed using the
following equation:
Cki (u) =
Cki (u)
Cki
◦
× χki
, (10)
where
Cki
◦
=
N∑
j=1
Cki (u
kj∗)− Cki (u
ki∗)
N
, (11)
and
χki =
N∑
j=1
Ckj (u
ki∗)− Ckj (u
kj∗)
Ckj
◦ . (12)
Hence, the optimization problem to be solved by the
centralized control center can be formulated as follows:
u∗ = arg min
u∈Uk
N∑
i=1
[Cki (u)− C
k
i (u
ki∗)]2 . (13)
It can be easily shown [25] that such an optimization
scheme leads systematically to a solution that is Pareto-
optimal, i.e., for which there exists no other solution in
Uk that improves at least one objective without making
any other objective worse.
4. Decentralized operation
While the centralized optimization scheme detailed
in the previous section leads systematically to a Pareto-
optimal solution that does not violate the constraints,
it requires all TSOs to report sensitive information to a
centralized control center and surrender to this center
some authority over their control actions. Additionally,
the scheme might also not be robust with respect
to the biased behavior of one or several parties [8].
To avoid these shortcomings, we propose to use a
decentralized coordination scheme with no need of
information exchange, where every TSO maintains its
prerogatives (objective function, control actions, load
forecasting, etc).
5. Ck
i
◦
and χk
i
can not be equal to zero as long as there exists a
single different solution for each Problem (9), which is the case for
the simulations reported in this paper.
The main features of the decentralized control
scheme are introduced in [15]. In such a decentral-
ized scheme, every TSO computes the new values of
its control actions to be applied at instant k along
a specific procedure. For each TSO, this procedure
consists in using the record of some measurements at
its interconnections to fit some simple external network
models, and then solving in a greedy way its own
power scheduling problem.
4.1. Improved coordination
While different types of network equivalents are
possible, reference [14] shows that modeling the ex-
ternal network with a constant active and reactive
power injection at every point of interconnection yields
close to optimal performance even if the TSOs’ control
actions are not coordinated by a centralized authority.
The equivalents used by every TSOi are char-
acterized by a parameter z∗i (k), which gathers all
values of active and reactive power parameters of the
equivalents used by TSOi to represent the external
system. The parameter z∗i (k) is computed using an
exponential recursive least squares technique based
on a record of measurements at the previous instants
zSi (j), ∀j ∈ {1, . . . , k − 1}. More specifically, zi∗(k)
is determined by solving the following minimization
problem:
min
zi
k−1∑
j=0
β1+j−k ×
∣∣∣∣zSi (j)− zi∣∣∣∣2 , (14)
where β represents the memory factor for the measure-
ments.
At instant k − 1, every TSOi thus solves the
following optimization problem:
min
ui
Cˆki (ui) , (15)
under the inequality and equality constraints
fˆki (ui)= 0 , (16)
gˆki (ui)≤ 0 , (17)
where the equality Constraint (17) depends now on the
value of z∗i (k), since it represents also the constraints
imposed by the external network equivalents used by
TSOi at instant k.
The solutions u∗1(k), u∗2(k), ..., u∗N (k) are appended
onto u∗(k), which is applied to the interconnected
system at instant k. As introduced in Section 2.2.1,
if u∗(k) does not comply with Constraints (2) and (3),
faster voltage control loops will change the opera-
tion settings and lead to uS(k) ∈ Uk, solution of
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Problem (4) under Constraints (5)-(6). Active power
and reactive power flows at each interconnection,
represented by zSi (k), are then measured by each
TSO, which updates its record of measurements at the
interconnections.
4.2. Utility practice
The decentralized control scheme introduced in [15]
is related to current practices in interconnected sys-
tems. Indeed, many transmission system operators per-
form their reactive power scheduling periodically by
modeling the external system with simple electrical
equivalents. This approach could raise problems, for
example, when neighboring utilities are maintaining
different nominal voltages in their networks on the two
sides of an interconnection (e.g., 400 and 390 kV).
Interconnected TSOs have thus developed operation
practices to account for such conditions and avoid
violations of the interface constraints. For example,
the UCTE system recommends in its operation hand-
book [16] that interconnected TSOs should coordi-
nate their actions and agree on an acceptable voltage
range at each interconnection, which can be roughly
formulated as a zero reactive power flow at every
interconnection.
Based on this UCTE recommendation, we will
therefore assume that a current practice for decen-
tralized operation of multi-area power systems is ap-
proximately equivalent to a particular instance of the
scheme proposed in [15], where TSOs assume reactive
power injections at the interconnections equal to zero.
Besides, we will assume that the active power injec-
tions at the interconnections are set using the procedure
detailed in the previous subsection. With such a pro-
cedure, the TSOs will set the active power injection
at each interconnections to a weighted average of its
previous values. The rationale behind this assumption
is that TSOs usually do not want to interfere with the
active power exchanges at the interconnections when
optimizing their voltage control settings.
5. Evaluation of the coordination schemes
While it can be easily demonstrated that centralized
optimization systematically leads to a Pareto-optimal
solution, the ability of decentralized coordination to
lead to nearly optimal solutions is difficult to prove.
To assess the performance of the decentralized coor-
dination schemes, we will therefore rely on simulation
results. Those have been generated for a 4141 bus
system with 7 TSOs with many different operational
conditions. Both this system and some specificities
of the control schemes are described in Section 5.1.
The evaluation is based on two evaluation indexes,
presented in Section 5.2. Finally, results are presented
and commented in Section 5.3.
5.1. Benchmark system
The evaluation is carried out on a reduced system
representing the western part of the UCTE system
(including Spain, France, Belgium, The Netherlands,
Germany, Switzerland, and Italy). It is composed of
4141 buses, 624 generators, 6419 branches, and 7
TSOs.
The generation and demand patterns are set on a
hourly basis depending on four snapshots of the UCTE
system on December 17, 2007 at 3.30 a.m., 10.30
a.m., 12.30 p.m., and 7.30 p.m. In addition, a scaling
factor is applied to load demand in every control area
according to real hourly measurements reported on the
ENTSOE (European network of transmission system
operators for electricity) website [26]. We report sim-
ulation results corresponding to 744 hours (i.e., one
month), with one discrete instant per hour. Although
the snapshots correspond to a day of heavy load for
the UCTE system, a variety of operational conditions
is considered with scaling factors of each area varying
from 0.55 through 1.31.
The optimization variable u represents the settings
for tap changers and voltage magnitudes for the gener-
ators and compensation devices in the reduced system.
The objectives of the TSOs were chosen among the
common practices introduced in Section 2.1. More
specifically, the objective of each TSOi is defined as
the minimization of either active power losses CL or
the optimization of a voltage profile with respect to
a voltage magnitude reference value Vref . This latter
type of objective function, referred to by CVref , is
defined as follows:
CVref (u) =
√ ∑
i∈{1,...,NB}
(VBi(u)− Vref )
2, (18)
where NB represents the number of buses in the
control area and VBi(u) is the voltage magnitude at
bus i, in per unit. The type of objective of each TSO
is arbitrarily chosen as detailed in Table 1.
The value of the memory factor β used by the
decentralized coordination schemes is chosen equal to
0.5.
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Table 1. Objective function of every TSOi in the
benchmark system.
i Ci
1 and 2 CVref (Vref = 0.97 p.u.)
3, 4, and 5 CVref (Vref = 1.01 p.u.)
6 and 7 CL
5.2. Evaluation indices
As emphasized in Section 2.2.2, the performance of
a coordination scheme depends on two criteria.
First, a decentralized coordination scheme may lead
at instant k to a control setting u∗(k) that does not
necessarily belong to Uk. As discussed earlier in the
paper, we assume in such cases that faster controllers
will modify the control variables of the system to
alleviate the constraint violations. The efforts made
by these faster controllers will be used to define an
evaluation index, which will be referred to as “effort
index.” More specifically, the effort index E(k) is
defined as the Euclidean distance between u∗(k) and
uS(k), as follows:
E(k) = ‖uS(k)− u∗(k)‖ . (19)
Note that since the difference between u∗(k) and
uS(k) concerns only voltage settings that are expressed
in per unit, we can consider that a value of index
E(k) under 0.001 represents no significant constraint
violation. On the contrary, a value of E(k) over 0.1
means that at least one of the voltage settings had to be
modified significantly. As emphasized in Section 2.2.1,
this implies a change in reactive power reserves avail-
able for fast voltage control actions, which reduces the
system ability to deal with critical situations.
Second, a coordination scheme is considered effi-
cient, if it constantly leads at every instant k to control
setting uS(k), whose associated costs are minimal
for every TSOi. Based on this, we have chosen to
relate the efficiency evaluation to the distance D(k)
that is minimized for centralized optimization in Equa-
tion (13). The evaluation relies thus on a sub-optimality
index D(k) assessed as follows:
D(k) =
√√√√ N∑
i=1
[Cki (u
S(k))− Cki (u
i∗(k))]2 . (20)
As the evaluation index D(k) relies on normalized cost
functions, it can not be directly related to a physical
or economic metrics. However, it allows to equally
consider objectives that have different natures, as it
is the case for the benchmark system. It must be noted
that the centralized optimization scheme introduced in
Section 3 leads to the lowest sub-optimality that can be
reached. On the contrary, a setting for which D(k) is
around 1 corresponds for at least one TSO to operation
costs significantly higher than what it could expect. A
coordination scheme leading to a value of D(k) of the
order of 1 is thus unlikely to satisfy every party.
5.3. Simulation results
Figure 2 presents the evolution of the sub-optimality
index D(k) for centralized optimization, decentral-
ized coordination, and current practice. We see that
the decentralized control scheme used with constant
power injection equivalents where the active and re-
active power injections are fitted to past observations
performs better than the current practice - modeled
as a decentralized power scheme where the reactive
power injection is chosen always equal to zero and
the active power injection is fitted to past observations
- since it tends to lead to lower values of D(k).
More specifically, the average distance to the “Utopia
point” is equal to 0.47 with the improved decentralized
coordination and 0.53 with the current practice. This
result suggests therefore that part of the sub-optimality
related to the lack of coordination could be avoided
by a small change in operational practices. However,
this improvement in performance is limited as it leads
systematically to operation settings corresponding to
individual costs that are significantly higher than what
every party could expect with a centralized coordina-
tion. Indeed, the average value of index D(k) it is equal
to 0.12 with the centralized optimization scheme.
Figure 3 depicts the evolution of the short-term volt-
age control effort E(k) that is necessary to maintain the
system within its operation limits after application of
the settings assessed by a decentralized control scheme.
It shows that fitting both the active and reactive power
injections of the equivalents to the past observations
leads to a smaller effort (0.22 in average) than with
the current practice (0.29 in average). Note that those
values of the effort index reveal that a significant effort
of faster voltage control is required to keep the system
within its limits, which in turn can challenge the real-
time operation of the interconnected system.
6. Conclusion
This paper addresses the problem of coordinating
voltage control in a large-scale power system operated
by several TSOs, where the load demand evolves
according to a discrete-time load curve. It provides a
comparison of three control schemes in the context
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Figure 2. Evolution of the performance index D(k)
with the 4141 bus benchmark system under time-
varying operational conditions. A discrete instant k
corresponds to one hour.
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Figure 3. Evolution of the effort index E(k) with the
4141 bus benchmark system under time-varying
operational conditions. A discrete instant k corre-
sponds to one hour.
of a 4141 bus system with 7 TSOs, where both the
ability of the coordination scheme to satisfy every
TSO and the effects of solutions that do not comply
with the constraints on fast voltage control reserves are
analyzed.
Unlike results presented in previous papers, which
focused on some smaller scale models without tap
changers, simulation results show that decentralized
operation can induce a significant solicitation of volt-
age control reserves. They also show that a current
practice in multi-TSO voltage control - formalized in
this paper as a particular instance of a decentralized op-
timization scheme - could be improved through slight
modifications in scheduling reactive power exchanges
at the interconnections. In addition, the new results
highlight that decentralized coordination leads to in-
dividual operation costs that are significantly higher
than those that would occur with a centralized control
scheme. The numerous simulations presented in this
paper are based on only four snapshots of a real system
under heavy load conditions. Therefore, we do not
claim that our conclusions are universally valid. In
particular, the shortcomings of decentralized operation
may not be a concern, when the system faces a lower
load demand.
Nevertheless, those observations emphasize the po-
tential benefits of centralized coordination for voltage
control, for which TSOs must agree on a decision-
making scheme. To this extent, several issues related
to the large-scale application of the centralized control
scheme remain to be addressed. In particular, more
advanced computational techniques should be inves-
tigated to identify optimal settings when an objective
is almost independent of some control variables (e.g.,
the voltage setting for a generator located far away
from the area under consideration). Further research
should also focus on the robustness of the centralized
coordination scheme with respect to the loss of some
communication channels, among others.
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