We study the recommender systems on the two-sided platforms. We find that the machine-learning algorithms create congestion: they often generate recommendations that are concentrated on a few users. We propose equilibrium machine-learning algorithms: they inherit the predicting power from machine-learning and solve the congestion problem by the market allocation mechanism in economics. We apply our recommenders to an online dating service that contains over 490,000 unique users. The hit rate of our equilibrium recommender outperforms the baseline content filtering by a factor of 19. In the counterfactual simulations, it accelerates the matching process by 200%.
Introduction
Online two-sided platforms have become increasingly popular. Prominent examples include job matching platforms (e.g., LinkedIn), expertise finders, and online dating. 4 Modern e-Business deploys a recommender system to help consumers find products. At the core of recommender systems are users' ranking score on products, from which the algorithms can learn the consumer preferences.
The machine-learning algorithms often use the popularity of items or the nearest neighbor of similar users to make recommendations. While recommending the most popular movie to everyone might be harmless, recommending the most attractive partner to everyone could be a disaster-a form of congestion in the matching market. 5 Congestion has several welfare implications. First, congestion lengthens the matching process. Second, congestion discourages the participation of new users since the recommendation opportunity is skewed toward a small number of "super-stars". To the best of our knowledge, this is the first paper that studies the externality and welfare consequences of recommender systems.
We propose integrating an economic model into a machine-learning algorithm. Our equilibrium recommender system inherits the predicting power from machine-learning, and it solves the congestion problem by the market allocation mechanism in economics. We complement the literature of recommender systems leaded by computer scientists in two crucial directions. First, we show that applying an economic model can further improve the prediction power of machine-learning algorithm. Second, we raise the issue of congestion, which is overlooked in the two-sided (reciprocal) recommender systems.
We use a rich dataset containing more than 490,000 unique users from an online dating service.
On this platform, a user can browse other users' profiles, and he/she can "like" other users. The role of "like" is dual: From a user's perspective, it serves as a signaling device similar to that of Facebook. From the platform's perspective, it reveals information about preferences similar to that of Pandora. We exploit the information of likes and other users' profiles to construct the recommenders.
Overview of the Algorithms
Our equilibrium matching algorithms consist of three modules: (1) a baseline machine-learning algorithm, (2) a pseudo-market, and (3) a separable matching model. For the baseline algorithms, we use both flexible fixed-effect regression and Matrix Factorization to estimate the preference parameters. They represent two polar cases of machine-learning algorithms: content filtering and collaborative filtering, respectively. 6 Given these estimates, we apply the transferable utility (TU) matching model proposed by Choo and Siow (2006) (hereinafter CS) to the pseudo-market, an approximated matching market that includes potential partners and rivals constructed from the browsing history.
Motivated from the seminal marriage model of Becker (1973) , the CS model adjusts the demandand-supply through the "matching cost" to dishearten users from seeking the relationship with the popular partners. Specifically, the CS model computes the equilibrium utility, defined as the gross utility of the match net of the matching cost for any possible pair. For each user, we rank his/her potential partners within his/her pseudo-market according to the implied equilibrium utilities, and we recommend the N best women/men. Since agents may take the matching cost into account, deploying an economic model may help to improve the prediction power of the baseline machine-learning algorithm. On the other hand, the baseline machine-learning algorithms tend to produce similar recommendations due to the highly correlated gross-utility estimates. By introducing the matching cost, the equilibrium matching algorithms can achieve more diversified recommendations.
Main Findings
We evaluate the prediction power and diversification of the proposed algorithms. These measures try to address two crucial concerns: First, do our recommender provide quality information? Second, are the recommendations diversified enough to promote the opportunity to be recommended and to avoid competition?
We use the hit rate to answer the first question. We define it as the probability that at least one member from the recommended list is liked. The baseline machine-learning algorithms have almost zero hit rates. When combined with our pseudo-market and equilibrium matching approach, the hit rate achieves about 35% when recommending ten users. This suggests that our equilibrium recommenders have prediction power.
Next, we evaluate the diversity of our recommendations and its welfare consequences. First, we calculate the coverage rate: the number of distinct recommended users divided by the number of recommendations. The baseline algorithms have coverage rates lower than 30%, whereas the equilibrium matching algorithms achieve coverage rates above 60%. In particular, the equilibrium collaborative filtering algorithm has almost 100% coverage. Second, we simulate the number of rounds needed to clear the matching market in a Gale-Shapley style algorithm. Our equilibrium matching algorithms cut the number of rounds needed by 50% compared to the baseline machinelearning algorithms. These results suggest that our algorithms avoid recommending only a small number of people to most users, which in turn improves the welfare by accelerating the matching process and allocating the opportunity to be recommended more evenly.
Related Literature
5 equilibrium utility indices. 7 Our paper is related to the board literature on both the recommender systems in computer science and the matching models in economics. In one-sided recommenders, Koren et al. (2009) adopt a novel collaborative filtering algorithm-Matrix Factorizationthat outperforms Netflix's algorithm in predicting movie ratings. In a different vein, algorithms that are tailored for the two-sided setup, known as the reciprocal recommenders, are studied in Malinowski et al. (2006) , Brozovsky and Petricek (2007) , Richards et al. (2008) , Krzywicki et al. (2010) , Akehurst et al. (2011) , and Kunegis et al. (2012) , among many others.
Our paper is also related to the matching literature in economics. An important class of matching models is the separable matching models, including CS, Chiappori et al. (2015) , Galichon and Salanié (2015) , and Mourifié and Siow (2017) for the TU cases. 8 We refer to Chiappori and Salanié (2016) for a more comprehensive survey. The primary focuses of this literature, however, are about parameter identification and comparative statics. 9 In contrast, we use the separable matching model for the purposes of predictions and mitigating the externality of the machine-learning algorithms.
The rest of the paper is organized as follows. Section 2 describes the mechanism of the online dating service and provides some summary statistics. Section 3 illustrates Equilibrium Content
Filtering, and Section 4 presents Equilibrium Collaborative Filtering. We then show our results in prediction and congestion in Section 5 and Section 6, respectively. Section 7 concludes.
Data

Mechanism of Online Dating Service
We use the data from one of the major online dating services in Taiwan that contains 379,448 male accounts and 115,552 female accounts. Each user is required to sign up through his/her Facebook account, on which the marital status must not be married. Furthermore, an account with more than 50 friends is required to deter robot or spam account. The users are then asked to create their profile, including age, height, physique, location, educational attainment, occupation, income, assets, and other characteristics. By entering search keywords on desired attributes, the users can browse the short profiles of other users. Three further actions can be made: "click", "like", and "send message." First, the users can click 10 on the short profile and link to the detailed profile which includes all characteristics. Second, the users can like users of opposite sex. Third, the users can send messages. 11 We observe the detailed usage records from July 2016 to October 2017, such 8 Hitsch et al. (2010a) argue that the non-transferable utility (NTU) matching framework is more appropriate for online dating since it is unclear whether agents can exchange transfers without offline meetings. However, we find that the recommenders based on the NTU matching model of Galichon and Hsieh (2017) produce similar results to the CS model. It is worth noting that alternative NTU matching models, e.g., Gale and Shapley (1962) , Dagsvik (2000) , and Menzel (2015) , are not applicable for recommender systems since they produce only the equilibrium matching without the implied equilibrium utility. 9 See, for example, Decker et al. (2013) , Fox (2010) , and Graham (2011) 10 The previous study by Hitsch et al. (2010b) focus on estimating the mate preferences from the click data 11 A female user could send messages without additional charge, whereas a male user has to pay the subscription fee to enable this function.
as who likes whom, along with several users' attributes.
An important feature on this website is the function of like, from which the platform garners its profit: An unpaid male user can like at most 5 women in 12 hours, while the cap for a male user who pays the subscription fee (VIP) can like at most 15 women in 12 hours. On the other hand, the cap for a female user is 40 men in 12 hours regardless of the VIP status. One can purchase additional quota for sending likes.
Summary Statistics
We first present the like and click patterns from our data. On average, male users clicked 490.30
profiles and sent 115.76 likes, whereas female users clicked 331.38 profiles and sent 67.94 likes. In machine learning, the difficulty of making an accurate recommendation depends on the sparsity of the data. Namely, the number of the observed ranking data versus the whole sample. In our data, the total number of clicks divided by the number of all possible pairs is 0.04%, which is much smaller compared to the sparsity in the Netflix data (1%).
We compute several summary statistics of users' attributes from our data, and contrast with general population from the sample of Taiwan Social Change Survey (TSCS) in the year of 2015.
TSCS is a academia-collected cross-sectional data surveyed in 2015 12 , recording many attributes that overlap with our online dating dataset. A first comparison of the two raw dataset is shown in Table 1 . We find that people in the online dating dataset are quite different from the general population. First, there are much more men than women in the online dating website: the male to female ratio is almost 3 to 1. Second, the users of online dating service tend to be younger than the population. Third, more than half of our sample have Bachelor's degree, while only 35% have
Bachelor's degree in the population. 13 Our sample is biased toward young, higher educated male population. However, since our objective is to predict matching in the online dating market, not to predict off-line marriage as in Hitsch et al. (2010a) , a bias sample is less of a concern.
Equilibrium Matching Algorithms
Our goal is to recommend partners that a user may want to send likes since this is the main source of the profit for the platform. We propose the equilibrium matching recommenders based on the separable matching models à la CS. The model takes a collection of men and women, and each agent's gross utility over potential partners to form a discrete-choice demand system. A pricing mechanism clears the market as in a typical competitive equilibrium analysis: to match with an over-demanded agent, one has to pay a "matching cost" that decreases the net utility of matching.
The model essentially trades off between desirability and rivalry (measured by the endogenous matching cost). For each agent, our equilibrium matching algorithm ranks partners according to the corresponding net utilities and recommends the N best partners. Since the model explicitly takes into account competition, it is less likely that it recommends the same set of partners to observationally similar agents.
In what follows we discuss the implementation details about: (1) how to compute the equilibrium matching, (2) how to estimate the mate preferences from the explicit feedback (e.g., data of like or not), and (3) how to choose the relevant set of men and women (the pseudo-market) from the implicit feedback (e.g., click data). Our algorithm is modular: different methods, such as different estimators for preferences or different matching models can be deployed to achieve a better performance.
Separable Matching Models
In this section we review the separable matching models as the framework to predict the matching outcome. At the core of these models is the combination of the classical matching theory (e.g., Shapley and Shubik (1972) ) that can predict matching outcomes and the random utility theory (e.g., McFadden (1976) ) that can incorporate unobserved preference heterogeneity.
We first introduce our notation: Let m = {1, 2, 3, . . . , M } be the index for men, and w = {1, 2, 3, . . . , W } be the index for women. Let x m and z w be the vectors of attributes of man m and woman w, respectively. The utility of man m who matches with woman w consists of a deterministic component α that depends on the observable attributes (x m , z w ) and an additively separable random component ε xmzw :
Similarly, the utility of woman w who matches with man m is assumed to be
Agents can choose to be single: a single man obtains utility ε xm0 , and a single woman obtains utility η 0zw . We define Φ mw , the social surplus, to be the sum of men's and women's deterministic utility matrices.
The separable models exclude interactions between unobserved characteristics of m and w conditional on observed types (x m , z w ). It also implies that the preference ranking over partnership only depends on the observed characteristics. However, as the online dating contains rich set of regressors, we argue that the separability assumption is less problematic than in the traditional setup.
CS postulates that a type-x man should pay τ xz to match with a type-z women. The price system adjusts the demand and supply such that the number of type-x men who wish to match with a type-z woman equals the number of type-z women who wish to match with a type-x man:
where n M x and n W z are the total number of type-x men and type-z women. Galichon and Salanié (2015) prove the existence and uniqueness of the TU matching equilibrium that satisfies Eq. (4) under fairly general conditions for the random taste shifters. In particular, if the random utility components ε xmzw and η xmzw follow an i.i.d. type-I extreme value distribution, CS show that the price system τ xz in Eq. (4) can be concentrated out, and the equilibrium matching (µ xz , µ x0 , µ 0z ) satisfies the following system of equations.
where µ xz is the number of type-x men who marry type-z women, and µ x0 (µ 0z ) is the number of type-x men (type-y women) who remain single. It is also interesting to note that the equilibrium matching only depends on the social surplus Φ xz = α xz + γ xz .
We rank partners according to the net utility α xz − τ xz that trades off between desirability and rivalry. Our algorithm will recommend type-z women more often if the desirability of type-z women, as reflected in α xz , is higher. On the other hand, our algorithm will recommend type-z women less often if the matching cost of type-z women, as reflected in τ xz , is higher. The matching cost deserves further explanation. Clearly, if τ xy is higher than τ zy , it means that type-x men are less competitive than type-z men when facing type-y women. Such competition may be driven by the stronger preference for type-z men from the perspective of type-y women, or may be driven by more abundant type-x men in the market. The matching cost τ can summarize these two very different sources of competition into one single number. By taking into τ , the equilibrium matching algorithm avoids recommending partners with which there is only a dim chance to match. Moreover, by avoiding recommending the "superstars"-those who have higher market price τ -our algorithm can effectively solve the congestion issue.
While the separable matching models are well-known, the way we apply it to the recommender systems departs from the existing literature in three distinct ways. First, the separable matching models are often used to explain the aggregate marriage distribution µ, and the implied matching cost τ is often treated as the nuisance parameter in estimation. We, on the other hand, utilize τ to solve the congestion problem in recommender systems. Second, for the ease of estimation, researchers often group individuals into discrete categories, e.g., age category, when estimating the model. Since our focus is prediction, we do not face such a practical constraint in estimation.
We solve the matching equilibrium by treating each individual as an unique type. 14 By doing so, the matching cost will be individual-specific, not group-specific as in CS. This further prevents recommending the same partners to everyone within the group defined by attributes. Third, online dating is a platform, where players can connect to many potential partners. The separable matching models, however, are designed for the one-to-one matching markets. The use of the one-to-one matching model is rather a simplified approximation to the complex truth.
To solve the matching equilibrium, one has to first estimate the utility parameters (α, γ) and specify the set of men and women, which we shall discuss next.
Preference Estimation
Our baseline model is the following linear probability model
where y mw is the binary indicator of whether man m likes woman w, and d(x m , z w ) is some distance function between the attributes of man and woman; e.g., the absolute value of difference in age. α 1 is intended to capture vertical preferences, in which users rank those attributes in the same way. 
The regressors include user's marriage status (never married or widowed), smoking and drinking status, occupation, religion, own evaluation of social ability, and whether one has kids. We also include whether one wants to have kids, ideal living arrangement, ideal house chores splitting, and one's attitude toward relationships. Distance measures include whether they live in the same city, their difference in heights and ages.
Since users send likes after clicking the profiles, for each man m, we restrict to the set of women whose profile has been clicked by m. This leaves us with 31,301,828 observations when estimating Eq. (6). The same procedure also applies to each woman, leaving us with 16,333,134 observations when estimating Eq. (7). By the above sample construction, our data is a quasi-panel, in which N equals the number of men (women), and T equals the number of women (men) being clicked.
15 Similar specifications are also adopted in Hitsch et al. (2010b) , Logan et al. (2008) and Galichon et al. (2016) .
Therefore, we further control for the individual fixed effect when estimating Eq. (6) and (7). 16
For example, when estimating a man's preference, we add his fixed effect. The fixed effect can control for the fact that some users systematically send more likes than the others, and hence may bias the utility estimation. Lastly, we add rich interaction terms to account for preference heterogeneity. In particular, we divide income, asset, education, and physique into 3, 2, 4, and 4
categories, respectively. The interaction terms include all pairwise interaction of these 4 attributes.
For instance, we interact man's income with woman's education, man's education with woman's income, etc. Since our main goal is prediction rather than explaining the mate preferences as in Hitsch et al. (2010b) , we do not report the regression results here. 17
Equilibrium Content Filtering and Pseudo-Market
Next we formally introduce our first equilibrium matching algorithm-the Equilibrium Content The rationale for a pseudo-market is the following: While in principle all registered users constitute the matching market, it is computationally infeasible to deliver the recommended list in real time by solving such a large scale equilibrium problem. Further, since users send likes after clicking profiles, it suggests that one can restrict the attention to a subset of users from the clicking history.
16 In principle, one can estimate a two-way fixed effect model to control for both men's and women's individual heterogeneity. However, our sample size goes beyond what canned software (e.g., Stata) can handle. 17 The regression results are available upon request. 
For each woman w
repeat step 2 and step 3 until desired number of men and women are reached
output : N recommended women begin 1. solve the matching equilibrium as defined in Eq. (4) and (5).
sort the resulting equilibrium net utility of
3. 
Matrix Factorization and Equilibrium Collaborative Filtering Algorithm
Being the core algorithm deployed by the winning team of the Netflix Prize, Matrix Factorization attracts an increasing attention in the domain of machine learning and recommender systems. Here we briefly review Matrix Factorization, and we propose a novel Equilibrium Collaborative Filtering algorithm that combines the strength of Matrix Factorization and the CS model. 
Matrix Factorization
where ||·|| 2 is the l-2 norm. The penalization terms are added to avoid over-fitting as in the standard Lasso regression.
Equilibrium Collaborative Filtering
MF represents a polar case of recommender systems that do no rely on the observed user-item attributes. However, since the estimated latent factors essentially play the same role as the observed attributes, we argue that the fitted value ofŷ mw = p ′ m q w in MF can be treated as the social surplus 18 In most of the applications, the percentage of the non-missing ymw is rather small. In our case, only 0.2% of ymw is non-missing, while in the Netflix case 1% is non-missing. 19 It is possible to consider more general specifications as described in the influential paper by Koren et al. (2009) .
We only consider the baseline specification due to the limitation of the available canned software that will be discuss later in Appendix A. We elaborate this idea with the following toy example. Suppose there are 2 latent factors: the first latent factor indicates whether one smokes (1 for smokers and -1 for non-smokers), and the second latent factor indicates whether one drinks (1 for 
repeat step 2 and step 3 until desired number of men and women reached 4.
and the estimated social surplus from the MF as defined in Eq.
1. solve the matching equilibrium as defined in Eq. (4) and (5).
sort the resulting equilibrium net utility of
3.
return the women correspond to the first N highest utilities for m i
Prediction
We compare the predictive performance of two algorithms in terms of the hit rate, which is defined as the probability that at least one member from the recommended list is liked. Formally, 
Intuitively, h i measures that if the recommender system can suggest at least one woman that m i will like. The hit rate is therefore the proportion of making a successful recommendation list.
We first discuss the out-of-sample hit rate of several recommenders out of 5,000 men. We only consider those who sent between 20 to 30 likes, which are around the average number of likes in the the data. 20 The results are summarized in Figure 1 , and the implementation details are gathered in Appendix A. Since our algorithms are modular, we can investigate the prediction power of each step. We consider the following recommenders:
1. OLS: for each m, choose women who correspond to the N highest fitted valueα mw estimated by the procedure described in section 3.2. We begin with the OLS and the MF recommender as the baseline cases and then add other modules such as the pseudo-market and the CS model. The average hit rate under different N , the length of the recommendation list, can be found in Figure 1 . We use triangle to label algorithms that are based on OLS, and we use circle to label algorithms that are based on MF. We use the 20 The extreme cases in which men liked an exceedingly small or large number of women will lead to a hit rate that is close to zero or one, regardless of the algorithm. We find that the plain OLS recommender (a variant of content filtering) outperforms the plain MF recommender (a variant of collaborative filtering). In fact, the MF recommender has near zero prediction power for the like pattern even when N = 20. In contrast, the OLS recommender has about 2% hit rate when N = 10. The poor performances of both algorithms are mainly due to the extremely sparse observations. By restricting to the pseudo-market, even random draws of recommendations performs much better than OLS or MF alone. When N = 10, the hit rate is slightly above 20%. If we combine pseudo-market and OLS approach (the green triangle), when N = 10, the hit rate increases by a factor of 1.8 comparing with the random draw from the pseudo-market. The combination of pseudo-market and MF (the green circle) doubles the hit rate under the random draw from the pseudo-market. Lastly, we add the TU matching model of CS to make recommendation. The Equilibrium Content Filtering (OLS+Pseudo-Market+CS, labeled by the blue triangle) further improves the hit rate of the OLS+Pseudo-Market Algorithm, whereas the Equilibrium Collaborative Filtering (MF+Pseudo-Market+CS, labeled by the blue circle) decreases the hit rate of the MF+Pseudo-Market Algorithm. Overall, the hit rate curves of these two equilibrium recommender algorithms are similar and outperform the randomized draws from the pseudo-market.
Congestion: Counterfactual Welfare Analysis
Both content and collaborative filtering can lead to congestion-the recommendation lists concentrate on only a few users. The content filtering utilizes user-item attributes to make predictions; therefore, men who share similar attributes will be recommended to similar women by construction.
The collaborative filtering, such as the nearest neighbour approach, utilizes the choice patterns to make predictions; consequently, men who are within the same neighbourhood will be recommended to the similar women. On one hand, highly clustered recommendation list may increase dating competition. On the other hand, congestion also implies that the dating chance is not evenly allocated by the algorithm. If potential users realize that certain algorithms limit their opportunity to be recommended, it may discourage them from joining the platform, which can undermine the platform's long term revenue. In this section, we attempt to measure the degree of congestion and its welfare consequences. We find that deploying the CS model can alleviate the congestion problem.
We present several Monte Carlo evidences in this section.
Coverage
First, we consider a measure for the coverage rate of recommendation, defined as the number of the distinct recommended women divided by the number of recommendations. For all simulations in the section, we remove the module of the pseduo market. 21 We randomly draw 500 markets, with each market contains 1,000 men and 305 women (the gender ratio in 21 The pseudo-market is personalized: every one faces a distinct matching market in the algorithm. This leads to some difficulty in counterfactual simulations. As will become clear later, the (simplified) Gale-Shapley algorithm requires a common matching market. the data). We use the OLS preference estimates and the MF latent factors obtained from the whole sample to compute the coverage rates of the top-1 recommenders produced by the OLS, MF, Equilibrium Content Filtering, and Equilibrium Collaborative Filtering. The results are shown in Figure 2 . The coverage rate of OLS (the green bar in the right panel) is close to 10%, whereas the coverage rate of MF (the green bar in the left panel) is about 25%. This is the evidence that the non-equilibrium based algorithms can produce highly clustered recommender list. Moreover, the MF has higher coverage rate than the OLS algorithm. This is because the MF approach implicitly estimate individual-level coefficients. Richer preference heterogeneity allowed in the MF thus translate into more diversified recommender lists. 22
While it is possible to deploy more complex models to increase the coverage rate, it will generally lead to the over-fitting issue. However, we show that the matching model can improve the coverage rate without increasing the complexity of the model. From Figure 2 , the coverage rate of both OLS and MF (the blue bars) increase several folds. In particular, MF almost achieves full coverage when combined with the CS model.
Congestion
We further conduct a simulation study to understand the effect on congestion from the highly clustered recommendation lists. We apply the classical Gale-Shapley (GS) algorithm (Gale and Shapley (1962) ), with some modifications to fit the online dating market 23 . The simplified GaleShapley works as follows:
1. Each man contacts the first woman in the recommendation list generated by the recommender algorithm.
2. Each woman replies to the best man she receives according to the utility estimated by OLS in Eq. (7) and ignores all others. Additionally, if the best man gives the woman negative utility, she does not reply to anyone.
3. The men who received response by some women drop out from the market. The men who are ignored continue to contact the second best women in the recommendation list.
4. Each woman replies to the best man from the new contact list and ignores all others.
repeat step 3-4 for several rounds
The simplified GS algorithm is only designed to simulate how fast that a man can find a woman who is willing to reply him. It has nothing to do with stability or strategy-proofness as studied in the classical matching theory. Several remarks are in order. First, men are assumed to be myopic: they simply follow their recommendation lists. Here we abstract from the fact that in the real world, men can both conduct their own search and consider the machine-generated recommendations. On the other hand, women use the estimated preference parameters to determine to which men they reply.
This asymmetric behavioral assumption is merely a way to isolate the congestion effect from the clustered recommendation lists of one side of the market. Second, there is no "deferred-acceptance" phase as in the classical GS algorithm. The platform we study serves as a platform for participants 23 As pointed out by Che and Koh (2016) , economists have yet to develop a benchmark model to analyze the issue of congestion. Several attempts have been made including Che and Koh (2016) and Galichon and Hsieh (2017) , and there references therein. However, it is unclear how to apply those models in our setup to send likes and exchange messages that does not enforce "one-to-one" matching. Therefore, as soon as a man receive a feedback from a woman, the purpose of the platform is achieved, and we can drop out that man to simplify the congestion calculation. Moreover, the dating platform is not a real one-to-one marriage market, hence at each round there is no need for women to compare the existing offers versus the new proposals as in the classical GS algorithm. We therefore assume women keep in touch with the men to whom they previously replied (those who are dropped from the simplified GS algorithm), and they continue to consider other men from the new contact lists. MF and OLS is 75 and 25 respectively. Since we have 1,000 men in the simulated market, about 7.5% and 2.5% men find a dating partner in the first round. This patterns is consistent with the coverage rate reported in Figure 3 . 24 The interquartile range of the boxplots of OLS and MF are tight, suggesting little Monte Carlo variations. When combining with the CS model, the number of matches made in the first round increase several times for both MF and OLS. For MF+CS, the median is more than 400, or 40% of the men in the market. For OLS+CS, the median can also be as high as 200, or 20% of the men in the market. In other words, deploying the CS model creates 5 times more matches for the MF and 8 times more matches for the OLS, respectively.
24 Generally, the numbers in these two graphs will not be equal because in the simplified GS algorithm, matches are made only when women accept the offers.
We further summarize the average number of matches made in for the first 10 rounds (those men who are dropped from the algorithm) in Figure 4 . The green lines correspond to the MF Figure 4 and OLS algorithm without CS, whereas the blue lines correspond to the results combining with CS. The market clears much faster in the presence of the CS module; the blue lines exhibit an exponential decreasing pattern as they successfully match more pairs in the first few rounds. By contrast, the green lines are relatively flat; the lesser-diversified lists limit the number of matches at each round.
Lastly, we present the boxplot of rounds needed to clear 95% of the men in the market in Figure   5 . 25 The medians suggest that it takes about 10 rounds for MF and 15 rounds for OLS to clear 95% of the market. 26 When combining with CS, both MF and OLS clear the market much faster. The CS module effectively reduces the number of rounds by a factor of two: It takes less than 5 rounds for MF + CS and about 6 rounds for OLS + CS.
In summary, we find that deploying the CS model can substantially accelerate the matching process, approximated by the simplified Gale-Shapley algorithm. The recommendations are more diversified and the number of rounds required is only half of that without the CS module. These 25 We truncate it at the 95% due to the tail behavior of the simplified Gale-Shapley algorithm: there exist a few unattractive men that require excessive rounds to fully clear the market.
26 While the interquartile ranges are tight, there are several outliers. We find that these outliers correspond to the case when women are more "selective." Namely, the utilities of the recommended men are all negative. results suggest that one can mitigate the congestion problem by deploying the CS model.
Conclusion and Discussion
We suggest using the separable matching model in conjunction with the content or collaborative filtering, which are originally designed for one-sided recommenders. The separable matching models are easy to deploy in practice. It is related to the optimal transport theory in which there exist several high-performance algorithms. Moreover, it can seamlessly blend into either content or collaborative filtering, without increasing the complexity of the underlying machine-learning algorithm. 27 The resulting equilibrium recommenders can accommodate two-sided preferences and rivalry in online dating. In particular, we find that it can improve the hit rate of the baseline OLS recommender.
On the other hand, the equilibrium recommenders help solve the issue of congestion. Interestingly, despite the efforts to make matching more efficient, the platform's incentives might not be aligned with the users. Currently, many platforms charge a monthly subscription fee for usage;
27 One can construct a recommender with a combination of (1) any machine-learning algorithm that produces an estimate or an approximation to the gross utility, and (2) any matching model that produces a rankable equilibrium utility indices. This combination of machine-learning algorithms and matching models is therefore a "tuning parameter" that can be optimized in practice.
therefore, a platform may not have the incentive to reduce congestion or minimize the time an user spent on the platform. The Two-sided platforms face a trade-off between the length of an user's subscription and the platform's reputation in making matches-two conflicting goals in terms of congestion. Platforms may choose a less congested algorithm under alternative pricing model, such as a "matching guarantee program": the platform charges a one-time fee until a match is found.
We leave this for future research.
with that of the whole sample. Under these tuning parameters, roughly there are 264 men and 81 women in the pseudo-market.
To solve the problem of MF, we use recosystem 
