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摘  要 
本文研究了平衡方差分量模型和一般的含两个方差分量的方差分量模型的
方差分量估计问题, 并给出了更优估计量的条件.  
在一般的含两个方差分量的方差分量模型下, 有很多种方差分量估计, 如:
方差分析估计, 极大似然估计, 限制极大似然估计等. 由于这些估计有自己的缺
陷, 王松桂和尹素菊[7]给出了一种新的方差分量的估计方法:谱分解估计方法. 
本文结合文献[17]的介绍讨论了在矩阵损失下的方差分量的二次不变有偏估计










型的方差分量单边检验问题给出了精确的 F 检验 . 本文对于方差分量的
ANOVAE 2iσ 给出了精确的 F 检验, 由于在一定条件下 ANOVAE 与谱分解相等, 
这样就解决了谱分解估计的检验问题. 进一步, 文献[16]给出 22 εξ σσ ≤ 的检验, 
这个也可以应用到广义谱分解估计的检验中.  
 


















In this paper estimators on balanced variance component model and generalized 
variance component model are discussed. It shows the condition that better statistical 
estimator has less variance. 
In mixed linear models with two variance components, a lot of  estimators such 
as ANOVA estimators, Maximum Likely estimator, Restricted Maximum Likely 
estimator etc. However there are a lot of defects of their own. Spectral Decomposition 
Estimator created by Wang Songgui and Yin Sufang [7] and which shows displayed 
expressions, comes up. With the introduction in the reference [17] the condition better 
than ANOVAE under MSEM is given in this paper. Shi Jianghong [14] further 
developed this method and obtained Generalized Spectral Decomposition 
Estimator(GSDE). Moreover the statistical property of these two estimators is 
followed in the passage. GSDE is a non-invariant two-index unbiased estimator. 
Under the certain condition, it is an unbiased minimum variance estimator as well. In 
the article the condition of estimator with much less loss named MSEM. 
Permissibility of SDE is proved in the article. In addition, Shi Jianhong [21] already 
displays the condition that GSDE is equal to SDE. With the reference [18] the 
estimator with much less MSEM than GSDE is obtained owning to the un-uniqueness 
of GSDE. 
According to the reference [16] about the one-way hypothesis on balanced 
variance component model and generalized variance component model, exact 
F-statistical and generalized p-value are brought out. This paper shows the F-exact 
statistical estimator. Existing conditions of F-exact statistical estimator is the same 
with the condition of the consistent best unbiased statistical. Reference [16] discussed 
the hypothesis 22 εξ σσ ≤ . This result can be applied in the hypothesis of the GSDE. 
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                kkUUXy ξξβ +……++= 11                        (0.1-1) 
其中, y 为 1×n 观测向量, X 为 pn× 已知设计矩阵, prXrank ≤=)( , β为
1×p 非随机的参数向量, 称为固定效应, iU 为 iqn× 的已知设计阵, 向量 iξ 为
1×iq 的随机效应向量. 特别地, 可取 kk IU = , εξ =k 为随机误差向量. 一般我
们假设       
    0)( =iE ξ , ),,1()(
2 kiICov
iqii
……==σξ , )(0),( jiCov ji ≠=ξξ      (0.1-2) 
于是 







'2)( σ ,                             (0.1-3) 
2
iσ 称为方差分量, 因此, 往往也称模型(0.1-1)为方差分量模型. 
     在模型(0.1-1)中, 最后一个随机效应向量 kξ 是通常的随机误差向量ε , 
而 nk IU = . 对于混合效应模型, 通常要解决的问题是对两类参数, 即固定效应
和方差分量作估计和检验, 并对随机效应进行预测. 本文主要是对方差分量的
估计进行讨论.  
     例  两向分类混合模型 
   研究人的血压在一天内的变化规律. 在一天内选择 a个时间点测量被观测者
的血压, 假设观测了b 个人, 用 ijy 表示第 i个时间点的第 j 个人的血压, 则 ijy
可表为 
    ijjiijy εξαμ +++= , ai ,,2,1 …= , bj ,,2,1 …=                 (0.1-4) 















个体效应. 如果这b 个人是我们感兴趣的特定的b 个人. 那么 jξ 也是非随机的,  
是固定效应, 则显然模型(0.1-4)是固定效应模型. 但是, 如果我们研究的兴趣
只是放在比较不同时间点人的血压高低上, 被观测的b 个人是随机抽取的, 这
时 jξ 就是随机变量, 于是在这种情况下, 它就是随机效应. 相应的, 模型
(0.1-4)就是混合效应模型. 
Thompson 曾经研究了用几台设备同时测量炮弹速度问题. 假设试验所用的
炮弹都是从某厂生产的同种炮弹的总体中随机抽取的. 记 ijy 第 i台设备可分解
成模型(0.1-4)的形式, 对现在的情况, iα 是第 i台设备的效应, 它是固定效应, 





引进适当的矩阵记号, 模型(0.1-4)可以写成模型(0.1-1)的形式, 记 
'
1111 ),,,,,,( abab yyyyy ………=  
这是 1×ab 的向量. 
)11( baab IX ⊗= M ,  ba IU ⊗=1 ,  
'
1 ),,,( aααμβ …= ,  
'
1 ),,( bξξξ …= ,  
'
1111 ),,,,,,( abab eeeee ………= ,  
其中⊗表示矩阵的 kerKronec 乘积, n1 表示 1×n 向量, 它的所有元素均为 1. 此
时, 模型(0.1-4)变形为 
εξβ ++= UXy .                    (0.1-5) 
一般我们考虑所有随机效应都是不相关的情况, 2)( ξσξ =iVar , 
2)( εσε =ijVar . 
于是观测向量的协方差阵为 
abbaab IIJIUUyCov
222'2 )()( εσσσσ ξεξ +⊗=+= ,  
其中 '11
nnn



















很多作者已研究过模型(0.1-1)的方差分量 2iσ 估计, 可参考文献[1]~ [7].
我们将在第一章对这些方法做简单的介绍. 关于模型(0.1-1), 文献[17]考虑平










分析估计相等的充要条件. 文献[20]提出了一组条件, 在此条件下, 方差分量
的谱分解估计, 方差分析估计和最小范数二次无偏估计都相等且为一致最小方
差无偏估计, 同时证明了在此条件下, 方程和限制似然方程都有显示解, 还给
出了许多满足这组条件的平衡线性混合模型的例子.  在此基础上, 本文从矩阵
损失函数 MSEM 的角度出发, 讨论谱分解估计的优良性. 由于谱分解估计与方差
分析估计在一定条件下相等, 于是通过讨论方差分析估计从而得到比谱分解估
计更优的估计的条件. 再者, 文献[14]方差分量的广义谱分解估计的提出, 补
充了谱分解的特征值个数大于等于 2的情况. 本文亦从矩阵损失函数 MSEM 的角




































































第一章  方差分量估计方法综述及一个改进估计的实例 
 
考虑模型(0.1-1) 
             kkUUUXy ξξξβ +…+++= 2211          
其中 y 为 1×n 观测向量, X 为 pn× 已知设计矩阵, prXrank ≤=)( , β为 1×p
非随机的参数向量, iU 为 iqn× 的已知设计阵, 向量 iξ 为 1×iq 的随机效应向量. 
特别地, nk IU = , εξ =k 为随机误差向量. 对于模型(0.1-1), 文献中通常都假
设 















     kji ,,1, …=             (1.0-1)  
于是, 我们有 







'2)( σ                 (1.0-2) 
其中, 221 ,, kσσ … 为非负未知参数, 称之为方差分量. 为行文方便, 下文也称
2
iσ
为随机效应 iξ 对应的方差分量, 特别称
2
kσ 为随机误差对应的方差分量. 
   模型(0.1-1)的参数空间为 
                        Ω⊗pR                                (1.0-3) 
其中, pR∈β , Ω∈…= '221
2 ),,( kσσσ , 其中
pR 为 p 维欧氏空间, 
,0:{ 21
2 ≥=Ω σσ 2 21, 0, 0}k kσ σ− ≥ >L . 
关于方差分量的估计, 一直是线性混合模型的最活跃的研究方向之一, 迄

























方差分量的基于矩法的估计方法的思想是:先将观测数据的平方和 yy ' 分解
为 y 的某些二次型的和, 令这些二次型等于各自的期望, 得到关于方差分量的
一个线性方程组, 然后通过解此方程组来获得方差分量的估计.方差分析方法和
谱分解估计方法便属于此类方法. 
对方差分量模型, ANOVAE 方法可参见文献[2]. 正如文献[3]所言, 方差
分析方法的缺点是估计依赖估计的顺序, 往往不同的估计顺序所得到的估计不
同, 因此估计不唯一.方差分析方法的另一个不足之处是, 同许多估计方法一样, 
无论是对于平衡数据还是非平衡数据, 方差分析估计都不是非负估计(参阅文献
[4]). 基于方差分析方法, 文献中提出多种改进估计, 改进后的估计或是非负





方差阵的一个特征值)外, 不含未知的方差分量, 利用最小二乘统一理论, 对每
个新模型可以得到固定效应和特征值的一个估计, 由于协方差阵的特征值是方




























但考虑到数值计算的复杂性, 多数文献都假设观测向量 y 来自正态总体. 即在
模型(0.1-1)中 






iii UUXNy σβ                       (1.1-1)   
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其中, pR 和Ω由(1.0-3)式所定义. 
利用矩阵微商的有关结果, 可以得到 β和 2σ 的如下似然方程组表达式(参阅
文献[2]) 






















        ki ,,1L=           (1.1-3) 
其中, 'iii UUV = , 
1'1'11 )( −−−−− ΣΣΣ−Σ= XXXXP . 



































此类方法都是直接考虑方差分量的一个线性函数 2'σϕ a= 的估计问题(参阅
文献[12], 这里 ),,,( 21
'






2 ),,,( kσσσσ L= . 因为待估参数是方差分量的一个线性函数, 所以自然都
考虑观测向量的二次型 Ayy ' 作为线性函数ϕ的估计, 这里 A为待选的对称矩阵. 
通常, 此类方法都要求二次型 Ayy ' 具有不变性或无偏性, 且能极小化某个最优
准则, 例如方差、均方误差、偏差或范数等. 
在模型(0.1-1)下, 若二次估计 Ayy '* =ϕ 满足 
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'
0















则称估计 *ϕ 关于参数 β具有不变性. (1.1-4)式等价于 
                      0=AX                                 (1.1-5) 
  若二次估计 Ayy '* =ϕ 满足 
                      2'*)( σϕ aE =                             (1.1-6) 
则称估计 *ϕ 为 2'σa 的无偏估计. (1.1-6)等价于(参阅文献[1]) 










ki ,,1L=                     (1.1-7) 
最小范数二次估计方法是由Rao 于 1971 年提出的. 对于模型(0.1-1), 设
想若 iξ , ki ,,1L= 皆为可观测向量, 则线性组合
2'σϕ c= 的一个估计(称之为自
然估计)为 





















a L           (1.1-8) 
其中 '''2
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adiag L=Δ . 最小范数二次估计方法的思















σϕ a= , 其中
2~
σ 为线性方程组 
                      πσ =2H                               (1.1-9) 
的解, 这里 
kkijhH ×= )( ,  )(
**
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