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B. PHASENTHEORIE DER GEWÖHNLICHEN LINEAREN 
HOMOGENEN DIFFERENTIALGLEICHUNGEN 2. ORDNUNG 
In diesem Kapitel werden wir die Phasentheorie der betrachteten Differential-
gleichungen entwickeln. Dieselbe bildet die eigentliche methodische Grundlage 
für die auszubauende Transformationstheorie. Es mag vielleicht merkwürdig er-
scheinen, in welcher Reichhaltigkeit und Breite diese Phasentheorie, deren Grund-
begriffe sich an Eigenschaften einer Funktion q(t) anlehnen, entwickelt werden 
kann, 
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1. Einleitung. Unsere Ausführungen in diesem Paragraphen wollen wir mit 
elementaren Tatsachen beginnen. 
Es sei (q) eine Differentialgleichung im Intervall j . 
Wir betrachten eine Basis (u, v) von (q) und die zugehörige Integralkurve & 
mit der Darstellung x(t) = [u(t), v(t)]. Wir beziehen die Koordinaten auf ein z. B. 
rechtwinkliges, von den Vektoren xx, x2 mit dem Ursprung 0 gebildetes Koor-
dinatensystem. Als den positiven Sinn für die Winkelmessung wollen wir etwa 
den der Vierteldrehung x2 —> xx annehmen. 
Es sei x0 = x(t0), t0d j , ein beliebiger Punkt von S und r0 (> 0), a0 seien seine 
Polarkoordinaten in bezug auf den Pol 0 und die Polarachse Ox2. r0 stellt also 
den Modul des Vektors x0 dar, während die Zahl oc0, die wir im Intervall [0, 2TZ) 
annehmen wollen, die Größe des Winkels (x2, x0) darstellt. Offenbar bestehen die 
Beziehungen u(t0) = r0 sin a0, v(t0) = r0 cos a0. 
Wir definieren nun im Intervall j die Funktion r(t) im Sinne der Formel 
r(t) = yü^r^Ht). (i) 
Ferner sei oc(t) die im Intervall j (einzige) stetige Funktion, welche an der Stelle t0 
den Wert a0 hat und überall im Intervall /, mit Ausnahme der Nullstellen von v, 
die Gleichung 
tan «(*) = - ^ - (2) 
v(t) 
erfüllt. 
Dann haben wir für alle t(z j 
u(t) = r(t) sin cx(t), v(t) = r(t) cos oc(t). (3) 
Außer der Funktion a gibt es offenbar weitere im Intervall j stetige Funk-
tionen, die überall in j , abgesehen von den Nullstellen des Integrals v, die Glei-
chung (2) erfüllen. Alle diese Funktionen haben die Form an = a + njt, n ganz, 
und bilden folglich ein abzählbares System. Jede von ihnen ist durch die Angabe 
des Anfangswertes ocn(t0) =-= a0 + nn eindeutig bestimmt. Für ein gerades n er-
füllen die Funktionen r, ocn die Formeln (3), für ein ungerades n ergeben die 
rechten Seiten von (3) die zu (u, v) proportionale Basis (—u, —v). 
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Die Funktionen r und an bilden die Polarkoordinaten der Basis (u, v). 
In besonderen Fällen kann diese Begriffsbildung auf die von den Ableitungen 
ur, vr der Funktionen u, v gebildete zweigliedrige Folge (ur, vr) übertragen werden. 
Wir wollen nun zunächst den hier angedeuteten Sachverhalt in allen Einzel-
heiten prüfen. Mit w bezeichnen wir die Wronskische Determinante der Basis 
(u, v). 
2. Amplituden. Die durch die Formeln 
r = 1/V + V29 s = ]ju
r2+vr2 (4) 
im Intervall j definierten Funktionen r, s werden als die erste bzw. zweite Ampli-
tude der Basis (u, v) bezeichnet. Offenbar sind diese Funktionen stets positiv und 
gehören der Klasse C2 bzw. C1 an. 
Man sieht, daß die Amplituden der inversen Basis (v, u) wiederum r und s sind. 
Im Hinblick darauf spricht man kürzer von Amplituden der (unabhängigen) 
Integrale u, v oder, wenn es sich um ihre Werte handelt, von Amplituden des 
Punktes x(t) = [u(t), v(t)]. 
Wir wollen zeigen, daß die Amplituden r, s den folgenden nichtlinearen Diffe-
rentialgleichungen 2. Ordnung genügen: 
r" — qr + 
|2 W 
r з 
*" = * + ?£ + 
(5) 
und zwar in dem Intervall j bzw. in jedem Teilintervall i c j , in dem die Funk-
tion q stets von Null verschieden und differenzierbar ist. 
In der Tat, aus den Formeln 
r2 = u2 -f- v2, rrr = uur -f- vvr, w = uvr — urv, s2 = u'2 -f- v'2 (6) 
folgen die Beziehungen 
r2(s2 —• r'2) = (uv' — u'v)2 = w2, 
woraus sich 
w2 
5 2 _ , < 2 = _ ( 7) 
ergibt. Die zweite Formel (6) führt auf die Gleichung 
rrrr = s2 — r'2 + <P*2> 
und aus den zwei letzten Beziehungen folgt die erste Differentialgleichung (5). 
Die zweite erhält man so: Wenn man die Gleichung (7) differenziert, so erhält 
man unter Beachtung der ersten Gleichung von (5) die Beziehung 
ssr = qrrf. (8) 
Daraus folgt weiter, unter Annahme der Differenzierbarkeit von q, 
ssrr ~\- s'2 = qs2 + qrrrr + q2r2, 
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und diese Beziehung ergibt, zusammen mit (8), 
q(ss,f + sf2) = q2s* + qfssf + g3r2. (9) 
Wenn man nun aus den Formeln (7), (8), (9) die Funktionen r, rf eliminiert,, 
so erhält man für q =(= 0 die zweite Differentialgleichung (5). 
3. Erste Phasen. Unter einer ersten Phase der Basis (u, v) versteht man jede 
im Intervall j stetige Funktion a, die in diesem Intervall, mit Ausnahme der Null-
stellen von v, die Beziehung 
tan oc(t) = ~ (10) 
v(t) 
erfüllt. Gelegentlich sprechen wir kürzer von Phasen anstatt von ersten Phasen 
der Basis (u, v). 
Man sieht, daß es genau ein abzählbares System von Phasen der Basis (u, v) 
gibt. Dieses System nennen wir das erste Phasensystem der Basis (u, v), kürzer: 
das Phasensystem der Basis (u, v). Die einzelnen Phasen dieses Systems unter-
scheiden sich voneinander um ganzzahlige Vielfache der Zahl TZ. 
Es sei (a) das Phasensystem von (u, v). Wählt man beliebig eine Phase aG (a;, 
so besteht das Phasensystem (a) aus den Funktionen 
ocv(t) = x(t) + VJI (v = 0, ± 1 , ±2 , ...; a0 = a) (11) 
und man sieht, daß es in folgender Weise geordnet werden kann: 
••• < a_2 < #-i < a0 < aj < a2 < ••-. (12) 
Der Wert jeder Phase av G (oc) an einer Nullstelle von u bzw. v ist ein gerades 
TZ 
bzw. ungerades Vielfaches von — ; zugleich ist jede Stelle im Intervall /, an der 
TZ 
eine Phase ocv G (a) den Wert eines geraden bzw. ungeraden Vielfachen von -— an-
nimmt, eine Nullstelle von u bzw. v. 
Wenn das Integral u im Intervall j nicht verschwindet, so gibt es genau eine 
Phase ocv G (a), deren Werte sämtlich zwischen 0 und TZ liegen. Wenn das Integral u 
im Intervall j Nullstellen besitzt, so gibt es zu jeder von ihnen genau eine Phase 
im System (a), die an dieser Nullstelle verschwindet. 
Aus der ersten Formel § 2, (1) schließen wir, daß jede Phase avG (a) im Inter-
vall j wächst oder abnimmt, je nachdem, ob — w > 0 oder < 0 ist. 
Die Integrale u, v drücken sich vermöge der Amplitude r und einer beliebigen 
Phase a„G (a) der Basis (u, v) so aus: 
u(t) = svr(t) • sin ocv(t), v(t) = evr(t) • cos ocv(t) (t G j); (13) 
dabei ist sv, die sogenannte Signatur der Phase ocv, gleich +1: ev = +1. 
Die Phase a„ heißt eigentlich oder uneigentlich (in bezug auf die Basis (u, v)), 
je nachdem, ob ev = 1 oder sv = — 1 ist. 
Zwei Phasen a„, a^G (a), bei denen die Differenz v — fi eine gerade Zahl ist, 
sind gleichzeitig eigentlich oder uneigentlich, während im Fall einer ungeraden 
Zahl eine von ihnen eigentlich und die andere uneigentlich ist. 
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Sind die Phasen ocv, ocß beide eigentlich oder uneigentlich, so heißen sie von 
derselben Art; sonst nennen wir sie von verschiedener Art. 
Man sieht, daß bei der oben betrachteten Ordnung (12) des Phasensystems (a) 
die einzelnen Phasen abwechselnd eigentlich und uneigentlich sind: Der Nach-
folger einer eigentlichen Phase ist uneigentlich und umgekehrt. 
Sind £0€ j , n ganz, beliebige Zahlen, so gibt es stets genau eine eigentliche und 
eine uneigentliche Phase, deren Werte an der Stelle t0 im Intervall {ßnjt, (2n -f- 2) n) 
liegen. 
Jede in bezug auf die Basis (u, v) eigentliche (uneigentliche) Phase ist in bezug 
auf die Basis (—u, -~v) uneigentlich (eigentlich). 
Die geometrische Deutung von ersten Phasen der Basis (u, v) ist folgende: 
Es sei aeine erste Phase der Basis (u, v). Ferner sei Wa(£) der mod 2n in das 
Intervall [0, 2JT) reduzierte Wert oc(t): oc(t) = Woc(t) + 2nn, n ( = n(t)) ganz, 
0 ^Woc(t) <27t',tej. 
Wir betrachten die Integralkurve $ mit der vektoriellen Darstellung x(t) 
= [u(t), v(t)]. Dann ist Woc(t) der von dem Vektor x(t) oder — x(t) und dem Koordi-
natenvektor x2 gebildete Winkel, je nachdem, ob oc eigentlich oder uneigentlich 
ist. Mit anderen Worten: a(t) ist der von dem Vektor x(t) bzw. — x(t) und dem 
Koordinatenvektor x2 gebildete Winkel mod 2n. 
4. Es sei a eine Phase der Basis (u, v). 
Der Werte Vorrat von oc im Intervall j ist offenbar ein (offenes) Intervall. 
Es gilt der folgende 
Satz. Die Phase oc ist im Intervall j genau dann beschränkt, wenn die Differential-
gleichung (q) von endlichem Typus ist. 
Beweis . Es sei J der Wertevorrat von oc im Intervall j . Im Intervall j bestehen 
Formeln wie (13). 
a) Wir nehmen an, oc sei im Intervall/ beschränkt. Dann enthält das Intervall / 
nur eine endliche Anzahl, etwa m ( ^ 0), von untereinander verschiedenen ganz-
zahligen Vielfachen der Zahl n. Daraus folgt nach (13), daß das Integral u im 
Intervall j genau m-mal verschwindet. Es sei nun ü ein beliebiges Integral von (q). 
Hängt U von u ab, so hat ü im Intervall j genau m Nullstellen, nämlich dieselben 
Nullstellen wie u. Sind aber die Integrale u, ü voneinander unabhängig, so hat ü 
im Intervall j m — 1 oder m oder m + 1 Nullstellen, da zwischen je zwei benach-
barten Nullstellen von u genau eine Nullstelle von ü liegt, und umgekehrt (§ 2, 
Nr. 3). Wir sehen, daß die Differentialgleichung (q) von endlichem Typus m oder 
m - f l ist. 
b) Die Differentialgleichung (q) sei von endlichem Typus m ( ^ 0). Dann hat 
das Integral u im Intervall j höchstens m Nullstellen. Folglich enthält das Inter-
vall J nach (13) höchstens m voneinander verschiedene ganzzahlige Vielfache 
von 7i. Wir sehen, daß die Phase oc beschränkt ist. 
Damit ist der Beweis beendet. 
Ferner erhält man mittels ähnlicher Betrachtungen folgende Resultate: 
Wenn die Phase oc wächst (abnimmt), so ist sie im Intervall; genau dann von 
unten unbeschränkt und von oben beschränkt, falls die Differentialgleichung (q) 
linksseitig (rechtsseitig) oszillatorisch ist; die Phase a ist im Intervall j genau 
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dann von unten beschränkt und von oben unbeschränkt, falls die Differential-
gleichung (q) rechtsseitig (linksseitig) oszillatorisch ist. 
Die Phase a ist im Intervall j von unten und von oben unbeschränkt, wenn die 
Differentialgleichung (q) oszillatorisch ist. 
Dem Satz von § 3, Nr. 12 entnehmen wir: 
Die Werte oc(t), oc(x) der Phase oc an zwei verschiedenen Stellen t, x(i j unter-
scheiden sich voneinander um ein ganzzahliges Vielfaches der Zahl 7t genau dann, 
wenn die Zahlen t, x miteinander 1-konjugiert sind. 
5. Die Phase oc gehört der Klasse C3 an. 
Um dies zu beweisen, wählen wir eine Zahl x G j , die keine Nullstelle von v 




Offenbar ist oc G C3. 
Wir betrachten die Funktion F(t) = a(t) — ä(t). Aus der Definition von oc und öc 
folgt: 
1°. F(x) = 0, 
2Q.Fec0, 
3°. F hat in jedem Intervall i c 1, in dem das Integral v stets von Null ver-
schieden ist, eine identisch verschwindende Ableitung und folglich einen kon-
stanten Wert. 
a) Gibt es keine Nullstelle von v im Intervall j , so ist nach 1° und 3° F(t) = 0 
und folglich oc(t) = ä(t) G C73. 
b) Es sei t0 € j eine NullsteUe von v. t0 ist isoliert. Folglich gibt es ein größtes 
offenes Intervall i^ c j bzw. i2 c j mit dem rechten bzw. linken Endpunkt t0, 
in dem das Integral v stets von Null verschieden ist. Aus 3° folgt F(t) = kx für 
t G ix, F(t) = k2 für t G i2 (kt, k2 = const), und aus 2° erhalten wir kx = F(t0) = k2. 
Es gibt also eine Konstante k so, daß F(t) = k für alle t G j ist. 1° ergibt k = 0, 
und es folgt oc(t) = ä(t) G C3, womit der Beweis beendet ist. 
Man bestätigt leicht die Richtigkeit der im IntervaU / bestehenden Formeln: 
a ' ^ ' « " = 2 ^ , a"' = 2 . ( X _ 3 ^ + 4 ^ ) ; (14) 
dabei bedeutet natürlich r, s die erste bzw. zweite Amplitude der Basis (u, v). 
Man entnimmt diesen Formeln, daß im Intervall j 
ocr + 0 (15) 
ist und die Phase a die nichtlineare Differentialgleichung 3. Ordnung 
~-~{oc,t} - a'2(t) = q(t) (16) 
befriedigt. Das Symbol {a, t} bedeutet die Schwarzsehe Ableitung von a an der 
Stelle t(£j) (§1, Nr. 7). 
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Eine leichte Rechnung ergibt die Beziehung 
{a, t} + oc'2(t) = {tan oc, t}, (17) 
wobei als Werte der rechts stehenden Funktion an den eventuellen singulären 
Stellen die entsprechenden Werte der linken Seite zu nehmen sind. 
Folglich kann die nichtlineare Differentialgleichung (16) kürzer folgendermaßen 
geschrieben werden: 
—{tana, t} = q(t). (18) 
Wir sehen: Durch die Phase oc ist der Träger q der Differentialgleichung (q) 
eindeutig bestimmt, und zwar im Sinne der Formel (16) bzw. (18). 
Schließlich sei noch ausdrücklich auf die durch die erste Formel (14) bestehende 
Beziehung zwischen der Phase oc und der ersten Amplitude r der Basis (u, v) hin­
gewiesen. 
6, Unter einer ersten Phase der Differentialgleichung (q) versteht man eine 
erste Phase irgendeiner Basis der Differentialgleichung (q). 
Offenbar gelten die obigen Resultate für alle ersten Phasen der Differential­
gleichung (q) bzw. für die zugehörigen Basen (u, v). 
7. Phasenfunktionen. Im Laufe unserer Betrachtungen werden wir häufig den 
sogenannten Phasenfunktionen begegnen. 
Unter einer Phasenfunktion verstehen wir eine in einem (offenen) Intervall j 
erklärte Funktion a mit den folgenden Eigenschaften: 
1. a G O i ; 
2. oc' 4=0 für alle t£j. 
Man überzeugt sich ohne Schwierigkeiten von der Richtigkeit des folgenden 
Satzes: 
Jede Phasenfunktion oc G C3 stellt in ihrem Definitionsintervall j eine erste 
Phase der im Sinne der Formel (16) gebildeten Differentialgleichung (q) dar, und 
zwar sind die Funktionen 
-ł sm a, v = « p cos <x 
unabhängige Integrale dieser Differentialgleichung (q), und oc ist eine erste Phase 
der Basis (u, v). 
8. Zweite Phasen. Wir wollen nun analog zu den ersten auch die zweiten 
Phasen der Basis (u, v) definieren. Zu diesem Zweck setzen wir voraus, daß die 
Nullstellen der (ersten) Ableitung v' von v, insofern sie existieren, isoliert liegen. 
Diese Voraussetzung wollen wir stets auch im folgenden, wenn es um zweite 
Phasen einer Basis (u, v) der Differentialgleichung (q) gehen wird, als erfüllt 
betrachten. Sie ist z. B. erfüllt, wenn der Träger q im Intervall j stets von Null 
verschieden ist (§ 2, Nr. 1). 
Unter einer zweiten Phase der Basis (u, v) versteht man jede im Intervall j 
stetige Funktion ß, die in diesem Intervall, mit Ausnahme der Nullstellen von v', 
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die Beziehung 
tan/W = | | j - (19) 
erfüllt. 
Die zweiten Phasen der Basis (u, v) haben im allgemeinen ähnliche Eigenschaften 
wie die ersten. Wir werden uns deshalb diesbezüglich kürzer fassen. 
Das zu der Basis (u, v) gehörige abzählbare System von zweiten Phasen nennen 
wir das zweite Phasensystem der Basis (u, v) und bezeichnen es mit (ß). 
Wählt man beliebig eine zweite Phase ß£ (ß), so besteht das System (ß) aus 
den Funktionen 
ßv(t) = ß(t) ± V7i (v = Q,±l,±2,...;ßQ = ß), (20) 
und man sieht, daß es in folgender Weise geordnet werden kann: 
-<ß.t<ß.1<ß0<ß1<ßt<-. (21) 
Aus der zweiten Formel § 2, (1) schließen wir, daß jede zweite Phase ßv£ (ß) 
im Intervall j wächst oder abnimmt, wenn daselbst stets wq > 0 oder < 0 ist. 
Die Ableitungen u', v' der Integrale u, v drücken sich vermöge der zweiten 
Amplitude s und einer beliebigen zweiten Phase ßv G (ß) der Basis (u, v) folgender-
maßen aus: 
u'(t) = evs(t) • sin ßv(t), v'(t) = evs(t) • cos ßv(t) (t G j); (22) 
dabei ist ev, die sogenannte Signatur der zweiten Phase ßv, gleich ±1: ev = ±1. 
Die zweite Phase ßv heißt eigentlich oder uneigentlich (in bezug auf die Basis 
(u, v)), je nachdem, ob ev = 1 oder ev = —1 ist. 
Bei der oben betrachteten Ordnung (21) des zweiten Phasensystems (ß) sind 
die einzelnen zweiten Phasen abwechselnd eigentlich und uneigentlich: Der Nach-
folger einer eigentlichen zweiten Phase ist uneigentlich und umgekehrt. 
Jede in bezug auf die Basis (u, v) eigentliche (uneigentliche) zweite Phase ist 
in bezug auf die Basis (—u, —v) uneigentlich (eigentlich). 
Die geometrische Deutung von zweiten Phasen der Basis (u, v) ist folgende: 
Es sei ß eine zweite Phase der Basis (u, v). Ferner sei Wß(t) der mod 2n in das 
Intervall [0, 2n) reduzierte Wert ß(t): ß(t) = Wß(t) ± 2nn, n (= n(t)) ganz, 
0<Wß(t) <2n;tej. 
Wir betrachten die Integralkurve S mit der vektoriellen Darstellung x(t) 
= [u(t), v(t)]. Dann ist x'(t) == [u'(t), v'(t)] der Tangentenvektor der Kurve S im 
Punkt P[u(t), v(t)]. Wß(t) ist der von dem Tangentenvektor x'(t) oder dem ent-
gegengesetzten Vektor — x'(t) und dem Koordinatenvektor x2 gebildete Winkel, 
je nachdem, ob ß eigentlich oder uneigentlich ist. Mit anderen Worten: ß(t) ist 
der von dem Vektor x'(t) bzw. — x'(t) und dem Koordinaten vektor x2 gebildete 
Winkel mod 2n. 
9, Es sei ß eine zweite Phase der Basis (u, v). 
Ist der Träger q von (q) im Intervall j überall von Null verschieden, also 
q(t) ± 0 für t G j , so ist die zweite Phase ß je nach dem Typus der Differential-
gleichung (q) im Intervall j beschränkt oder nicht, und es gelten darüber im ein-
zelnen dieselben Aussagen wie von den ersten Phasen (Nr. 4). 
4* 
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Dem Satz von § 3, Nr. 12 entnehmen wir: 
Die Werte ß(t), ß(x) der Phase ß an zwei verschiedenen Stellen t, x £ j unter-
scheiden sich voneinander um ein ganzzahliges Vielfaches der Zahl n genau dann, 
wenn die Zahlen t, x miteinander 2-konjugiert sind. 
10. Die zweite Phase ß gehört der Klasse Cx an. 
Der Beweis verläuft 
Fall wird die Funktion 
r i  rl ft analog wie der in Nr. 5 für die ersten Phasen. In diesem 
ßЏ)=ß[x)+j^-da 
betrachtet. 
Unter der Annahme der Existenz der entsprechenden Ableitungen von q ge-
hört ß zu einer höheren Klasse, und es gelten die Formeln 
„--£. ,»--&--.-£ 
1 ,sa så <s4 
(23) 
Man entnimmt diesen Formeln, daß die Nullstellen der Funktion ß' mit den 
Nullstellen des Trägers q zusammenfallen. 
11, Wir nehmen nun an, daß im Intervall j der Träger q von (q) nicht verschwin-
det, d. h. q(t) 4= 0 für t(z j , und der Klasse C2 angehört. 
Dann stellen die Funktionen 
u' v' 
Ux = . , Vx = —— 
V|_l V|_| 
eine Basis der in bezug auf (q) begleitenden Differentialgleichung (qx) dar (§1, 
Nr. 9). 
Aus der Beziehung u': v' = ux: vt sieht man, daß das zweite Phasensystem 
der Basis (u, v) mit dem ersten der Basis (%, vx) zusammenfällt. 
Daraus folgt zunächst für t £ j die Beziehung 
~tan{ß,t} = q1(t). (
24) 
Ferner gilt: 
Die Differentialgleichung (q) und die begleitende Differentialgleichung (qx) haben 
denselben oszillatorischen Charakter, d.h., beide sind zugleich von endlichen Typen 
oder oszillatorisch von derselben Art. 
In der Tat, es sei ß eine wachsende zweite Phase der Basis (u, v) und folglich 
zugleich eine wachsende erste Phase <xx von (uv vt): ß = &1. Ist die Differential-
gleichung (q) ((%)) von endlichem Typus, so ist nach Nr. 9 (Nr. 4) die Funktion 
ß (ax), d. h. ax (ß), beschränkt, und wir sehen nach Nr. 4 (Nr. 9), daß die Differen-
tialgleichung (qt) ((q)) von endlichem Typus ist. Wenn die Differentialgleichung 
(q) ((qx)) von unendlichem Typus ist, und zwar linksseitig bzw. rechtsseitig oszil-
latorisch oder oszillatorisch, so ist nach Nr. 9 (Nr. 4) die Funktion ß (ax) von unten 
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unbeschränkt und von oben beschränkt bzw. von unten beschränkt und von 
oben unbeschränkt oder von beiden Seiten unbeschränkt, und die Phase oct(ß) 
hat natürlich stets dieselben Eigenschaften. Im Hinblick auf Nr. 4 (Nr. 9) 
schließen wir, daß die Differentialgleichung (qx) ((q)) vom unendlichen Typus ist, 
und zwar wiederum linksseitig- bzw. rechtsseitig oszillatorisch oder oszillatorisch. 
12, Unter einer zweiten Phase der Differentialgleichung (q) versteht man eine 
zweite Phase irgendeiner Basis der Differentialgleichung (q). 
Offenbar gelten die in Nr. 8-10 angeführten Resultate für alle zweiten Phasen 
der Differentialgleichung (q) bzw. für die zugehörigen Basen (u, v). 
Wir wollen noch folgendes bemerken: Das Problem der Bestimmung der 
Differentialgleichung (q) mit einem nicht verschwindenden Träger q von der 
Klasse C2 durch eine ihrer zweiten Phasen ß ist mit der Integration der nicht-
linearen Differentialgleichung 2. Ordnung 
X"=-{t*nß,t}-X+-^ ( £ = ± 1 ) 
äquivalent. Dies sieht man ein, wenn man die Formel § 1, (18) folgendermaßen 
schreibt: , 
/+«« Ä A l s g n g(0 , / l — {tan ß, t) . = - h .._-__ 
Vbwi _ i _ \V|«wi 
]/\q(t)'\ 
13. Integrale der Differentialgleichung (q) und ihre Ableitungen in Polarkoordi-
naten. Es sei (u, v) eine Basis der Differentialgleichung (q), r, s seien die Ampli-
tuden und oc, ß eine erste bzw. zweite Phase der Basis (u, v). 
Wir haben bereits gesehen [(13), (22)], daß sich die Integrale u, v und ihre 
Ableitungen u', v' im Intervall j vermöge der Formeln 
u(t) = er(t) • sin a(t), v(t) = sr(t) • cos a(t), ) 
\ (25) 
u'(t) = e's(t) • sin ß(t), v'(t) = e's(t) • cos ß(t) j 
(e,s' = ±l) 
ausdrücken lassen, wobei die Werte von e, s' von der Wahl der Phasen oc, ß ab-
hängen. 
Im Hinblick auf (14), (23) kann man auch 
sin u(t) , v ,/-—7 cos oc(t) u(t) = s y\w\ , 11 , v(t) = e y\w\ , 
yw^ ]/\a'(t)\ (26) 
}/\ß'(t)\ u'(t) = s' f\wq(t)\ sinß(t), f\ß'(t)\ v'(t) = ef f\wq(t)\ cosß(t) 
schreiben. 
Folglich haben wir für das allgemeine Integral y der Differentialgleichung (q) 
und dessen Ableitung y' die Ausdrücke 
V|«'(*)| (27) 
f\ß'W\ y'(t) = ±h VMÖI sin [ß(t) + k2], . 
wobei kx, k_ beliebige Konstanten bedeuten. 
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In der zweiten Formel (27) gilt das Vorzeichen + oder —, je nachdem, ob die 
Signaturen e, e' der Phasen a, ß denselben Wert haben oder entgegengesetzt sind. 
Ist k2 = nn + k2, 0 ^ k'2 < 7t, n ganz, so bleiben die Werte der rechten Seiten 
in (27) unverändert, wenn man kx durch k[ = ( — l)
n kx und k2 durch k2 ersetzt. 
Man sieht: In den Formeln (27) darf man ohne Verlust an Allgemeinheit 0 <* k2 
< 7t annehmen. 
14. Beziehungen zwischen ersten und zweiten Phasen derselben Basis. Wir be-
trachten eine beliebige Basis (u, v) der Differentialgleichung (q) mit der Wrons-
kischen Determinante w (=uvr —u'v). 
Es sei a € (a), ß G (ß) eine erste bzw. zweite Phase der Basis (u, v) und e bzw. e' 
die entsprechende Signatur. 
Aus der Definition von w und den Formeln (25) folgt für t G j die Beziehung 
r • s • sin (ß — a) = ee'(-w). (28) 
Da die rechte Seite dieser Gleichung stets von Null verschieden ist, gibt es eine 
ganze Zahl n, so daß die Differenz ß — a an jeder Stelle t € j zwischen nn und 
(n + 1)TI liegt: 
nn < ß — a < (n + 1) 7t. (29) 
Wir setzen a0 = a + nn, ß0 = ß und definieren die Phasen av € (a), ßv £ (ß) 
im Sinne der Formeln (11), (20). 
Man sieht, daß das von allen ersten und zweiten Phasen der Basis (u, v) ge-
bildete System, das wir das gemischte Phasensystem der Basis (u, v) nennen wollen, 
in folgender Weise geordnet werden kann: 
••• < a_! < /?_! < oc0 < ß0 < oct < ßx < •••. (30) 
Bei dieser Ordnung erfüllen offenbar je zwei benachbarte Phasen ay, ßv oder 
ßv, av+1 im Intervall j die Beziehungen 
0 < ßv — OLV < n bzw. —n < ßv —- av+1 < 0. 
Daraus folgt [nach (28)] 
sgn eve'v(—w) = 1 bzw. sgn evev+1(—w) = — 1 . 
Nun sind offenbar zwei Fälle zu unterscheiden, je nachdem, ob — w > 0 oder 
—-w < 0 ist. Der erste bzw. zweite Fall ist dadurch charakterisiert, daß die ersten 
Phasen a„ wachsen bzw. abnehmen. 
Im Fall —-w > 0 haben wir 
sgn evev = 1; sgn evev +1 = •— 1. 
Wie man sieht, folgt bei der Ordnung (30) des gemischten Phasensystems der 
Basis (u, v) nach jeder eigentlichen (uneigentlichen) ersten Phase ocv eine eigent-
liche (uneigentliche) zweite Phase ßv, während nach jeder eigentlichen (uneigent-
lichen) zweiten Phase ßv eine uneigentliche (eigentliche) erste Phase a„+1 steht. 
(32) 
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Im Fall — w < 0 haben wir 
sgn evev = — 1 , sgn eyev+1 = 1, 
d. h., nach jeder eigentlichen (uneigentlichen) ersten Phase ocv folgt eine uneigent-
liche (eigentliche) zweite Phase ßv, während nach jeder eigentlichen (uneigent-
lichen) zweiten Phase ßv eine eigentliche (uneigentliche) erste Phase ocv+1 steht. 
Dies ist eine Art Beziehungen zwischen ersten und zweiten Phasen derselben 
Basis der Differentialgleichung (q). 
15, Wir wollen nun weitere Beziehungen entwickeln. 
Zunächst folgt aus (28) im Hinblick auf die ersten Formeln (14), (23) 
•w=^r-?- (31) 
Außerdem ergeben die ersten Formeln (14), (23) 
ß ' - s* __ _ 
a ' - r 2 "~ q' 
Ist — q > 0 bzw. — q < 0 an einer Stelle t£ j , so haben die Funktionen ocr, ßf 
an dieser Stelle dieselben bzw. entgegengesetzte Vorzeichen. 
Wenn also die Funktion q im Intervall j stets von Null verschieden ist, haben 
die Phasen oc, ß folgendes Verhalten: 
im Fall — q > 0: beide Phasen oc, ß im Intervall j wachsen oder nehmen ab; 
im Fall — q < 0: eine von ihnen wächst, während die andere abnimmt. 
Ist folglich die Funktion q im Intervall j stets von Null verschieden, so verhält 
sich das gemischte Phasensystem (30) wie folgt: 
im Fall — q > 0: alle Phasen ocv, ßv wachsen oder nehmen ab; 
im Fall — q < 0: die Phasen ocv, ßv wachsen und nehmen abwechselnd ab. 
Dem Satz von § 3, Nr. 12, entnehmen wir: 
Die Werte oc(t), ß(x) der Phasen a, ß an zwei Stellen t, x£j unterscheiden sich 
voneinander um ein ganzzahliges Vielfaches der Zahl n genau dann, wenn x mit t 
3-konjugiert und folglich t mit x 4-konjugiert ist. 
16. Beliebige Phasen oc, ß der Basis (u, v) haben, wie wir wissen (Nr. 5, 10), im 
Intervall j folgende Eigenschaften: 
a€C73, ß€Cl9 a' + O. (33) 
Wir wollen nun den folgenden Satz beweisen: 
Satz. Zwei Funktionen oc, ß in einem (offenen) Intervall j mit den Eigenschaften 
(33) stellen dann und nur dann eine erste bzw. zweite Phase einer Basis (u, v) einer 
Differentialgleichung (q) dar, wenn für t(z j 
j » = a + A r c c o t l f - V y (34) 
ist. Arccot bezeichnet einen geeigneten bzw. beliebigen Zweig dieser Funktion. 
Ist die Beziehung (34) erfüllt, so haben die im Intervall j definierten Funktionen 
u = \ocf\"i sin oc, v = \ocf\'i cos oc (35) 
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die verlangte Eigenschaft, und der zugehörige Träger q ist im Sinne der Formel (16) 
bestimmt. 
Beweis , a) Es sei (u, v) eine Basis einer Differentialgleichung (q) und oc, ß eine 
erste bzw. zweite Phase von (u, v). 
Die Funktionen oc, ß haben, wie wir wissen, die Eigenschaften (33), und es gelten 
Formeln wie (10), (19), (29). 
Aus 
sin a sin ß + cos a cos ß uu' + vv' 1 
cot (ß — a) 
sin a cos ß — sin ß cos a -rr uv — U V w 
folgt im Hinblick auf die erste Formel (14) die Beziehnung (34). 
b) Es seien a, ß beliebige Funktionen in einem (offenen) Intervall j mit den 
Eigenschaften (33), (34), 
Wir definieren im Intervall j die Funktionen q: u,v im Sinne der Formeln (16) 
und (35). 
Die Funktionen u, v sind offenbar von der Klasse C2, und es gelten an jeder 
Stelle t£j die Formeln 
1 / 1 
sma | 
= e\X'\i cos oc + — 
2 \ a' 
- s m a + ~- — г ) cos a 
(є = sgn a') (36) 
und ferner 
u" = [—{oc, t} — oc'2] \oc'\~i sin oc, 
v" = [—{oc, t} — oc'2] |a'|~*"cosa. 
Wie man sieht, bilden die Funktionen u, v eine Basis der Differentialgleichung (q) 
mit der Wronskischen Determinante w = —- s. 
Aus (35) haben wir im Intervall j , mit Ausnahme der Nullstellen von v: u\v 
= tan a, während die Formeln (36) und (34) für jeden von den Nullstellen der 
Funktion v' verschiedenen Wert 
i / 1 
«' C O S a + 2 " b sm a 
v 
-sm a cos a 
cos a + sin oc - cot (ß — a) 
—-sin a + c o s oc • cot (ß — a) 
tшß 
1 ( J L " 2 \ a ' 
ergeben. 
Wie man sieht, ist a eine erste und ß eine zweite Phase der Basis (u, v). 
Damit ist der Beweis beendet. 
Schließlich sei bemerkt, daß beliebige Phasen a, ß der Basis (u, v) im Intervall; 
nach der folgenden ,,Klammernformerc zusammenhängen: 
{tan oc, t} — {tan ß,t}+lfq der, t\ == 0 (t0 G j). (37) 
Diese Beziehung geht aus den Formeln (18), (24) und § 1, (20) hervor. 
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17. Phasen von verschiedenen Basen der Differentialgleichung (q). Wir wollen 
nun Beziehungen zwischen ersten und zweiten Phasen zweier Basen der Diffe-
rentialgleichung (q) untersuchen. 
Es seien (u, v), (ü, v) Basen der Differentialgleichung (q) und w, w ihre Wrons-
kischen Determinanten; ferner a, ä bzw. ß, ß erste bzw. zweite Phasen dieser Basen 
und c n , c12, c21, c22 Konstante mit von Null verschiedener Determinante \cik\ 
(=A + 0). 
Es gilt der folgende 
Satz. Aus 
folgt 
u = cnu + c12v, 
V = c„u + c„гv 
(38) 
t a n ã = C " t a П a + C l 2 , t a n Д ^ ^ + ^ . (39) 
c2 1 tan a + c22 c21 tan ß + c22 
Umgekehrt folgt aus der ersten Beziehung (39) und ebenso aus der zweiten, falls 
im Intervall j stets q + 0 ist, 
« = ± / - Г T ^ n ^ + ^ h 
w = ± | / ^ j ( c 2 1 « + c22г)). 
(40) 
Das Bestehen der Beziehungen (39) ist im ganzen Intervall j mit Ausnahme der 
singulären Stellen der entsprechenden Funktionen gemeint. 
Beweis . Der erste Teil des Satzes ist offenbar richtig. 
Nehmen wir also an, es bestehe die erste Beziehung (39), dann haben wir 
ü : v = (cnu + c12v): (c21u + c22v) und ferner, im Hinblick auf § 2, (1) w : v
2, 
= wA : (c21u + c22v)
2. Aus diesen Beziehungen folgt (40). 
Nehmen wir nun an, es bestehe die zweite Beziehung (39), und die Funktion q 
sei im Intervall j stets von Null verschieden: q + 0 für alle t G j . Dann haben wir 
zunächst ü': v' = (cltu
r + c12v'): (c21u
f + c22v') und ferner, im Hinblick auf § 2, 
(1) und die Voraussetzung q + 0 w: v'2 == wA : (c21u
! + c22v')
2. Aus diesen Be-
ziehungen erhalten wir wieder die Formeln (40). 
Folgerungen . 
1. Die ersten (zweiten) Phasensysteme zweier proportionalen Basen der Dif-
ferentialgleichung (q) fallen zusammen. Haben umgekehrt zwei Basen von (q) 
eine erste oder eine zweite Phase gemeinsam, wobei q im Intervall j stets von 
Null verschieden ist, so sind sie proportional. , , 
2. Ist a (ß) eine erste (zweite) Phase der Basis (u, v), so ist -— a (-—— ß) eine 
solche der zu (u, v) inversen Basis (v, u). ^ ' 
Wie man sieht, besteht das erste (zweite) Phasensystem der zu (u, v) inversen 
71 
Basis (v, u) aus den mit —1 multiplizierten und um — vergrößerten Phasen des 
entsprechenden Phasensystems der Basis (u, v). 
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3. Ist a (ß) eine erste (zweite) Phase der Basis (u, v) und A eine beliebige Zahl, 
so ist a + X (ß + A) eine erste (zweite) Phase der vermöge der orthogonalen 
Substitution 
cos A sin A\ 
(41) 
v—sinA cosA; 
transformierten Basis (u, v), also der Basis 
ü == u • cos X -\- v • sin A, 
v = — ̂  - sin A + w • cos A. 
Das vermöge einer ersten (zweiten) Phase a (ß) der Differentialgleichung (q) im 
Sinne der Formel ä = a + A (ß = ß + X) mit beliebigen Zahlen A gebildete 
System von ersten (zweiten) Phasen ä (ß) von (q) nennen wir das vollständige 
Phasensystem der Phase a (ß). Bezeichnung: [a] ([ß]). 
Offenbar gibt es zu jeder Zahl £0€ j in dem System [a] ([ß]) genau eine erste 
(zweite) Phase der Differentialgleichung (q), die an der Stelle t0 verschwindet. 
4. Zwei erste bzw. zweite Phasen a, ä bzw. ß, ß der Differentialgleichung (q) 
hängen im Sinne der Formeln (39) zusammen. Ist umgekehrt a (ß) eine erste 
{zweite) Phase von (q) und gilt für eine im Intervall j erklärte Funktion ä (ß) 
eine Formel wie (39), so ist ä (ß) ebenfalls eine erste (zweite) Phase von (q). 
xx xx 
18. Berechnung der Integrale f g(o) da, j h(o) do in der Nähe von singulären 
XQ XQ 
Stellen. Als Anwendung der Phasenbegriffe und ihrer Eigenschaften, soweit wir 
sie nun kennen, wollen wir die in § 2, Nr. 4 betrachteten Integrale berechnen. 
Wir versetzen uns in die dortige Situation und wenden die a. a, 0 . eingeführten 
Bezeichnungen an. Insbesondere stellt also y ein Integral der Differentialgleichung 
(q) mit einer Nullstelle c, ferner j _ 1 bzw. j0 eine links- bzw. rechtsseitige Um-
gebung von c, in der das Integral y nicht verschwindet, und g(a) für a^j.1 bzw. 
<y £ j0 die Funktion 
g(a)
 y\a) y'*(c)'(a-cf 
dar. % 
Wir wissen, daß für x0(z j _ l 9 x1£ j0 das Integral f g(a)da existiert. Nun wollen 
wir seinen Wert bestimmen. T0 
Es sei t£ (x0, c) eine beliebige Zahl. Dann haben wir 
t t 
da , 1 
íg{в)dG = ÍЖo y*(a) y'2(c) [t — c x0 — c 
XQ XQ 
Es sei a die an der Stelle c verschwindende erste Phase der durch die Anfangs­
werte u(c) = 0, u'(c) = 1; v(c) = 1, v'(c) = 0 bestimmten Basis (u, v) der Dif-
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ferentialgleichung (q). Dann ist 
oc(c) = 0, a'(c) = 1, a"(c) = 0, 
und die erste Formel (27) ergibt 
y(a) = y'(c) 





ocf(a) da Г da 
a(x0) 
,2 / r da f 
f( )da f da 
y (c) I o/ x = / —^—TT" = / - r - = — = —COt OC(t) + COt OC(X0). 
J y2(a) J sm2a(o-) J sm2or w ^ v c ; 
XQ XQ 
Es gilt also 
r l i 




-cot oc(t) + 
t — c 
ist 




Ähnlich erhalten wir für eine beliebige Zahl xx € j0 
xx 
yf2(c) / g(a) da = —cot a(^) -\ 
J %i 
c 
Wie wir sehen, gilt für beliebige Zahlen x0 £ j'_ t, xx € j0 
x1 
1 1 1 П_- _ L_ 




-cot (x.(xг) + cot x(x0) -f 





Sind die Zahlen x0, xt miteinander 1-konjugiert, so unterscheiden sich die 
Werte oc(x0), a(xt) um ein ganzzahliges Vielfaches der Zahl n (Nr. 4). In diesem 
Fall haben wir 
f[_J L_. 




+ O Xí\ JU-í —— (J 
(45) 
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Wendet man diese Resultate zur Berechnung des in § 2, Nr. 4 betrachteten 
xm 
Integrals f gm(a) da an, so erhält man zunächst die Formel 
Г m 1 
/ 9m((У) da = £ [— cot ocv(xv) + cot ocv(xv^)] 






ocv ist natürlich die an der Stelle cv verschwindende erste Phase der durch die 
Anfangswerte u(cv) = 0, u'(cv) = 1; v(cv) = 1, v'(cv) = 0 bestimmten Basis der 
Differentialgleichung (q); v = 1, ..., m. 
Sind insbesondere die Zahlen x0, xm miteinander 1-konjugiert, so haben wir 
/
m 
gm(a) da = Z ~7\ 
v~l У 
1 
У \fiv) Y^v %Q **7и 
(47) 









y'Ңa) q(e)yҚe) (a - ef 
1 
da 
cot ß(xг) + cot ß(x0) + q(e) y2(e) 
Xm 
r m 1 
hm(a) da = Z nlo x „ž/„ x [—
 c o t &0>) + cot /?,(x>-i)] 





2(ev ^O Җrn 
(49) 
Sind die Zahlen x0, xx bzw. x0, xm miteinander 2-konjugiert, so bestehen die 
einfacheren Formeln (Nr. 9) 
/ 
î H 
Ь ' a И q(e)yҢe) (<r-e)-J 
1 
t f ø 




cî "^л Xч Є 
r f l ?(Є„) í/2(e„) + Xft X«' 
. (50) 
(51) 
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§ 6. Polarfunktionen 
In diesem Paragraphen werden wir uns mit den sogenannten Polarfunktionen 
der Differentialgleichung (q) befassen. Die Polarfunktionen sind als Differenzen 
ß — a von zwei zu einer Basis der Differentialgleichung (q) gehörigen Phasen a, ß 
erklärt. Sie kommen wegen ihrer Deutung hauptsächlich bei Untersuchungen 
geometrischer Natur vor. Die Einführung der Polarfunktionen in die Theorie der 
Differentialgleichungen (q) bedeutet eine wesentliche Bereicherung des analy-
tischen Apparats und findet ihren Ausdruck in zahlreichen Beziehungen von 
eleganter Form. 
Zwecks Vereinfachung unserer Betrachtungen setzen wir in diesem Paragraphen 
stets q(t) =j= 0 für alle t € j voraus. 
1. Begriff von Polarfunktionen. Wir betrachten eine Differentialgleichung (q) 
(q * 0). 
Es sei (u, v) eine Basis der Differentialgleichung (q). 
Unter einer Polarfunktion der Basis (u, v) verstehen wir die vermöge einer ersten 
und zweiten Phase a bzw. ß der Basis (u, v) gebildete Funktion 
& = ß-x (*€,-). (1) 
Wir nennen die Phasen a, ß die Komponenten, und zwar a die erste und ß die 
zweite Komponente von &. 
Es gibt also genau ein abzählbares System (&) von Polarfunktionen der Basis 
(u, v), dessen Elemente sich voneinander um ganzzahlige Vielfache von n unter-
scheiden. Sind a0, ß0 zwei benachbarte Elemente in dem geordneten gemischten 
Phasensystem von (u, v) (§ 5, (30)), also 0 < ß0 — a0 < n oder — n < ß0 — oc0 < 0, 
und 00 = ß0 — a0, so besteht das System ($) aus den Funktionen 
#,(O=0o(O + w* (* = 0, ± 1 , ± 2 , . . . ) . 
Jede Polarfunktion $ £ (#) hat offenbar abzählbar viele erste und zweite Kom-
ponenten: a = a0 + nn, ß = ßo +
 nn (n ganz). Wir sehen: Jede erste (zweite) 
Phase a (ß) der Basis (u, v) kann zur ersten (zweiten) Komponenten von $ ge-
wählt werden, wonach die zweite (erste) Komponente eindeutig bestimmt ist. 
Für jede erste Komponente a von # besteht nach § 5, (34) die Beziehung 
0 = Arccot ~ l-lj-) ; (2) 
Arccot bedeutet einen geeigneten Zweig dieser Funktion. 
Im Hinblick auf diese Beziehung nennen wir die erste Komponente a Erzeugende 
von $ und sagen, die Polarfunktion # sei von der ersten Phase a erzeugt. 
Umgekehrt stellt jeder mit einer beliebigen ersten Phase a der Basis (u, v) 
gebildete Zweig der obigen Funktion eine Polarfunktion # 6 (#) dar. 
Jede Polarfunktion # € ($) gehört offenbar der Klasse C± an, also $ 6 Ct, und 
nach § 5, (29) sind die Beziehungen nn < & < (n + 1) n für t£j,n ganz, erfüllt. 
Wir wollen nun die geometrische Deutung der Polarfunktionen der Basis (u, v) 
angeben. 
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Zu diesem Zweck nehmen wir etwa — w > 0 an. Dann wachsen alle ersten 
Phasen von (u, v), während die zweiten wachsen oder abnehmen, je nachdem, ob 
-q > 0 oder < 0 ist (§ 5, Nr. 3, 8). 
Es sei # z. B. die aus zwei benachbarten, d. h. den Beziehungen 0 < ß — oc < n 
genügenden eigentlichen Phasen oc, ß gebildete Polarfunktion: $ = ß ~ oc. 
Wir betrachten die Integralkurve ® der Differentialgleichung (q) mit der vekto-
riellen Darstellung x(t) = [u(t), v(t)]. Dann ist x'(t) = [u'(t), v'(t)] der Tangenten-
vektor der Kurve $ im Punkt P[u(t), v(t)]. 
Es seien Woc(t), Wß(t), W&(t) die mod 2n in das Intervall [0, 2n) reduzierten Werte 
oc(t), ß(t), $(t). Wir wissen, daß Woc(t) der von dem Vektor x(t) und dem Koordi-
kX1 
Abb. 1 
natenvektor x2 gebildete Winkel ist; Wß(t) ist der von dem Tangentenvektor 
xr(t) und dem Koordinatenvektor x2 gebildete Winkel (§ 5, Nr. 3, 8). 
Ferner haben wir WҖt) = WßЏ) - Woc(t) oder =2ж + [WßЏ) - WocЏ)], je 
nachdem, ob WßЏ) > WocЏ) oder WßЏ) < WaЏ) ist. Folglich ist WҖt) der von 
den Vektoren xЏ), x'(t) gebildete Winkel. 
Wir sehen, daß der Wert ůЏ) der im Punkt PЏ) von der orientierten Geraden 
OPЏ) und der orientierten Kurventangente p im Punkte PЏ) gebildete Winkel 
mod 2тt ist. Die Orientierung ist gleichsinnig mit derjenigen der Vektoren xЏ), x((t) 
(vgl. Abb. 1; die Winkel WocЏ), WßЏ), WҖt) sind einfach mit oc, ß , & bezeichnet). 
Wir wollen noch einen Augenblick bei dieser Abb. verweilen. Sie zeigt, daß 
bei der Polarkorrelation Ka bezüglich eines Kreises vom Radius a um 0 die ínte-
gralkurve in eine Kurve $* übergeht. Das Paar P, p wird in P*[u*, v% p* 
übergeführt, wobei den Zahlen r; oc,ß,& Zahlen r*; oc*,ß*,ů* entsprechen, und 
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zwar gilt 
-^—; a * = Д _ І I , /?* = « + " , ů*=л-ů. 
Insbesondere wird also der Winkel # in den Supplementwinkel n — & t rans­
formiert. Wegen dieses ausgezeichneten Verhaltens haben wir die Funktion $ 
Polarfunktion genannt. 
Ferner bestehen die Beziehungen (§ 5, (28)) 
u* = r* sin a* = —r* cos ß = 
r - s - sin ů -w 
•v , 
r* cos a* = r* sin ß = — u' = 
r • 5 • sin ů -w 
•u', 
und aus ihnen folgt 
-w 
F ü h r t man n u n eine Vierteldrehung im positiven Sinne um 0 aus, so wird die 
Kurve $* in eine Kurve Ä transformiert. Dabei geht der P u n k t P * G ®* in einen 
P u n k t P[ü, v] € $ über, wobei 
ZT2 
^ = r* s in { oC ж = v3* 
-w 
Ђ = r* cos ( a * + 
-—гv 
ist. 






Der Tangentenvektor der Kurve $ im Punkt P(t) ist offenbar 
(3) 
x'(t) = — q(t)u(t),—q(t)v(t) (4) 
Derselbe ist also entgegengesetzt oder gleichsinnig mit x(t), je nachdem, ob 
—-q > 0 oder —-q < 0 ist. Der von dem Tangentenvektor x' im Punkt P und dem 
Koordinatenvektor x2 gebildete Winkel ist ß = a ± n, wobei das Zeichen -f- oder 
—- gilt, je nachdem, ob 0 < oc < n oder JC ^ a < 2TZ ist. 
Wir haben also 
-w 
Ì, a= ß, ß = oc±ж. (5) 
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Es sei R die Transformation, bestehend aus der Polarkorrelation K,/— {a = ]/—w), 
gefolgt von der Vierteldrehung um O im positiven Sinne. __ 
Wir sehen, daß bei der Transformation R die Integralkurve ^ in eine Kurve ® 
übergeführt wird. Dabei geht ein beliebiger Punkt P € ® in einen Punkt P € St? 
über, und zwar so, daß die Radiusvektoren x = OP, x = OP und die entsprechen-
den Tangentenvektoren x', x' in folgender Weise zusammenhängen: 
x = x', x' = q - x, (6) 
während die zugehörigen Amplituden f, s und Winkel oc, ß; ä, ß wie folgt trans-
iormiert werden: 
f = s, ä = ß, ß = oc ±7Z . (7) 
Wenn die Kurve $ in der Weise speziell ist, daß sie bei der Transformation R 
in sich übergeht (S = S), so besitzt sie offenbar die folgende „Ellipseneigen-
schaft": Die durch je zwei entsprechende Punkte P,Pd & und den Punkt 0 
gehenden Geraden einerseits und die Tangenten der Kurve $ in den Punkten P, P 
andererseits sind wechselweise parallel. 
Die Kurven mit dieser Eigenschaft heißen Radonsche Kurven. Sie wurden zum 
erstenmal von J. RADON untersucht [Rer. Verh. Sachs. Akad., Leipzig 68 (1916), 
123-128]. Wir werden sie später (§ 16, Nr. 5) in völlig anderen Zusammenhängen 
wiederfinden. 
2, Allgemeine Polarform des Trägers g. Es sei (u, v) eine Basis der Differential-
gleichung (q) und $ eine Polarfunktion von (u, v). 
Die mit der Polarfunktion $ gebildete Funktion cot# ist offenbar für alle 
Polarfunktionen der Basis (u, v) dieselbe. Sie ist also durch die Basis (u, v) ein-
deutig bestimmt. Nach (2) und § 5, (14) bestehen die Formeln 
—w • cot & = rr', 2 cot # = (—) , a' • cot & = (log r)'; (8) 
r, oc stellen natürlich die erste Amplitude bzw. eine erste Phase der Basis (u, v) 
dar. 
Es sei t0 € j eine beliebige Zahl. Die Werte der in Frage kommenden Funktionen 
an der Stelle t0 werden wir in der Regel mit dem Index 0 bezeichnen; z. B. 
r(t0) = rQ. 
Aus (8) folgt für t e j 
t 
r2 = rl — 2w [ cot <&(r) dr 
h 
und ferner, im Hinblick auf § 5, (14) 
t 
r* = r20 ( l + 2oc'Q f cot 0 ( T ) dr). (9) 
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Diese Formel ergibt 
1 + 2 a 0 / c o t # ( T ) i T > 0 . 
Wie wir sehen, gilt im Intervall j die Ungleichung 
/ < Qotů(r)dr ^ —•Ó-7-> (10) 
2a0 
je nachdem, ob a0 > 0 oder a0 < 0 ist. 
t 
Folglich ist die Funktion f cot #(T) dr im Intervall ? stets wenigstens ein-
h 
seitig durch die Zahl —1 : 2a0 begrenzt, und zwar von unten oder von oben, je 
nachdem, ob a0 > 0 oder a0 < 0 ist. 
Aus (8) haben wir für t € j t 
oc == a0 + a0 / (11) 
und ferner, nach § 5, (16), 
a0 
,; 1 + 2oc'0Jcotů(r)dr 
t 
oc'0 + &'(l + 2<x'0 f cot ů(r) dx 
SІП 2 Ů I r 
1 + 2oc'0 f cot Җr) dx 
(12) 
Den rechts in dieser Formel stehenden Ausdruck bezeichnen wir als die all-
gemeine Polar form des Trägers q. Man spricht von der allgemeinen Polarform der 
Differentialgleichung (q), wenn der Träger q in der allgemeinen Polarform (12) 
vorliegt. 
Also gilt im Intervall j die Ungleichung 
0'5-I ? •, (13) 
1 + 2a0 / cot 0(T) dr 
*0 
je nachdem, ob — ga0 > 0 oder —qa0 < 0 ist. 
3. Unter einer Polarfunktion des Trägers q oder der Differentialgleichung (q) 
verstehen wir eine Polarfunktion irgendeiner Basis der Differentialgleichung (q). 
Wie wir sehen, hat jede Polarfunktion $ der Differentialgleichung (q) im Inter-
vall j folgende Eigenschaften: 
i.#ect; 
2. nn < & < (n + 1) JI (n ganz); 
3. die Funktion f cot &(r) dr (£0G j fest) ist im Intervall j wenigstens 
einseitig begrenzt. 
5 Boruvka, Lineare Differentialtransformationen 
(14) 
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Die Funktion $(t) = c (= const) im Intervall j = ( — 00, 00) z. B. stellt für 
nn < c < (n + 1) n, c + (n + \) n (n ganz) keine Polarfunktion der Differential-
gleichung (q) dar. 
Wir wollen nun untersuchen, inwieweit durch eine Polarfunktion die Differen-
tialgleichung (q) bestimmt ist. 
Es sei # eine in einem (offenen) Intervall j definierte Funktion mit den obigen 
Eigenschaften 1.-3. 
Wir wählen eine Zahl tQ£j. Wegen 2. existiert im Intervall j die Funktion 
t 
J cot #(T) dr, und nach 3. ist sie wenigstens einseitig, also etwa von unten 
begrenzt. Folglich haben wir für eine geeignete Konstante A > 0 
t 
1 + 2A j cot &(r) dr>0 (t£ j). (15) 
h 
Wir wählen nun eine beliebige Zahl a0 und ferner eine Zahl oc0 zwischen 0, A: 
0 < OCQ < A. Dann besteht eine Formel wie (10) mit dem Zeichen > . 
Wir zeigen nun: 
Es gibt genau eine im Intervall j definierte Funktion q so beschaffen, daß die 
Differentialgleichung (q) die Funktion # als Polarfunktion mit den Anfangswerten 
oc(tQ) = ocQ, a'(£0) = oc0 ihrer Erzeugenden oc zuläßt. 
Beweis. Zunächst sehen wir, daß es höchstens eine Funktion q mit den er-
wähnten Eigenschaften geben kann. In der Tat, bei jeder Funktion q dieser Art 
ist die Erzeugende a von # vermöge #, a0, oc0 im Sinne der Formel (11) eindeutig 
bestimmt. Nach § 5, (16) gibt es genau einen Träger q, der die Funktion a als 
erste Phase zuläßt. 
Wir wollen nun zeigen, daß es wenigstens eine Funktion q mit den obigen Eigen-
schaften gibt. Zu diesem Zweck bilden wir die Funktion oc(t) (t € j) im Sinne der 
Formel (11). Wegen 1. ist aG C3, und nach (15) haben wir oc'(t) > 0. Folglich 
stellt oc eine Phasenfunktion dar (§ 5, Nr. 7), und man rechnet unter Anwendung 
von § 5, (16) nach, daß a eine erste Phase des durch eine Formel wie (12) bestimm-
ten Trägers q ist. Ferner ergibt die Formel (11) durch Differentiation eine Bezie-
hung wie (2). 
Nach § 5, Nr. 15 stellt die Funktion 
ß = oc + Arccot^(^j, (16) 
wobei Arccot den zwischen nn und (n -f- 1) n liegenden Zweig dieser Funktion 
bedeutet, eine zweite Phase jeder durch a bestimmten Basis des Trägers q dar. 
Aus (2), (16) finden wir ß = oc + #• Folglich ist # eine Polarfunktion des Trägers qy 
und der Beweis ist beendet. 
4. Radonsche Funktionen. Wir kehren nun zu der Situation in Nr. 1 zurück 
und setzen zusätzlich q(t) < 0 für alle £€ j voraus. Dann haben (§ 5, Nr. 14) die 
Funktionen oc', ß' im Intervall j stets dasselbe Vorzeichen, und zwar ist a' > 0, 
ß' > 0 oder oc' < 0, ß' < 0, je nachdem, ob — w > 0 oder —w < 0 ist. 
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Unter einer Radonsehen Funktion der Basis (u, v) verstehen wir die vermöge 
einer ersten und zweiten Phase oc bzw. ß der Basis (u, v) gebildete Funktion 
£ = /S + a (tej). (17) 
Eine Radonsche Funktion £ der Basis (u, v) nennen wir auch Radonscher Para-
meter der Basis (u, v). Wir erlauben uns, diese Benennung einzuführen im Hin-
blick auf die schönen Untersuchungen von J . RADON über die oben (Nr. 1) 
erwähnten Kurven mit der Ellipseneigenschaft, in denen Funktionen dieser Art 
auftreten. 
Es gibt offenbar genau ein abzählbares System von Radonschen Funktionen 
der Basis (u, v), und die einzelnen Funktionen dieses Systems unterscheiden sich 
voneinander um ganzzahlige Vielfache von n. 
Es gilt offenbar £G Ĉ  und ferner £' > 0 oder £' < 0, je nachdem, ob — w > 0 
oder — w < 0 ist (t£ j). 
Zwei vermöge derselben Phasen oc, ß der Basis (u, v) gebildete Funktionen 
& = ß-oc, C = ß + oc (18) 
nennen wir assoziiert. Die Formeln (18) ergeben 
a = J_(t-#) , 0 = I(C + 0). (19) 
Wie wir sehen, ist £ — # £ O3. Aus oc'ß
f > 0, sgn ocf = sgn (—w) haben wir 
- £ ' < d' < £' oder £ ' < # ' < - £ ' , (20) 
je nachdem, ob —w > 0 oder — w < 0 ist. 
Nun gehen wir von den Beziehungen 
ßf cot § = (oc' + #') cot & = ocf cot & + (log |sin &\)f 
aus. Im Hinblick auf (8) erhalten wir 
£' cot $ = (log r2 [sin #|) ' . 
Daraus folgt für 1G j 
•Л 
s in# 0 exp fçf(т)cotů(т)dт (21) 
sin# 
und ferner, nach § 5, (28), 
5 2 = «ÓM , : ~ V a e*P i " / f W COt ů(r) dr) . (22) 
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Schließlich ergibt die Formel § 5, (32) 
q=- ^ V • Y=W exp H A,(T) cot m dr) • (23) 
Den rechts in (23) stehenden Ausdruck nennen wir die Radonsche Polarform 
des Trägers q. Wir sprechen von der Radonschen Polarform der Differentialglei-
chung (q), wenn der Träger q in der Radonschen Polarform vorliegt. 
5. Normierte Polarfunktionen. In den folgenden Betrachtungen werden wir die 
Werte der Polarfunktionen auf ihre Komponenten oder den Radonschen Para-
meter als unabhängig Veränderliche beziehen. Die auf diese Weise transformierten 
Polarfunktionen nennen wir normierte Polarfunktionen. 
Wir setzen q(t) =(= 0 für alle t£j voraus. 
Es sei $ = ß — oc eine Polarfunktion der Basis (u, v) der Differentialglei-
chung (q). Wir wählen eine beliebige Zahl l0G j und bezeichnen wie vorher mit 
dem Index 0 die Werte der in Frage kommenden Funktionen an der Stelle t0. Die 
Funktion & hat natürlich die obigen Eigenschaften (14). 
6. Normierte Polarfunktionen 1. Art. Zunächst wollen wir die Polarfunktion 
als Funktion der unabhängigen Veränderlichen oc ausdrücken. 
Da die Funktion oc(t) im Intervall j ständig wächst (od > 0) oder abnimmt 
(a' < 0), läßt sie die inverse Funktion oc'1 zu. Dieselbe ist in dem Wertevorrat Jx 
der Funktion oc im Intervall j definiert. J± ist also ein offenes Intervall, und es 
gilt a0 £ Jx. 
Wir bemerken noch: Ist die Differentialgleichung (q) von endlichem Typus, so 
ist das Intervall Jx beschränkt. Ist die Differentialgleichung (q) linksseitig (rechts-
seitig) oszillatorisch und od > 0 (od < 0), so ist das Intervall Jt von der Art 
(—oo, A), A endlich; ist die Differentialgleichung (q) linksseitig (rechtsseitig) 
oszillatorisch und od < 0 (od > 0), so ist das Intervall Jt von der Art (A, oo), 
A endlich. Ist schließlich die Differentialgleichung (q) oszillatorisch, so ist das 
Intervall Jx von beiden Seiten unbeschränkt. 
Die Funktion a_1 gehört offenbar der Klasse C3 an: a~
x6 C3. Ferner bildet sie 
das Intervall Jx auf / schlicht ab; insbesondere haben wir a~
1(a0) = t0. Aus der 
Definition von a - 1 folgt: Für a € J1 ist a
-1(a) = £€? diejenige Zahl, für die 
oc(t) = a gilt. Wir bezeichnen wiederum zwei solche Zahlen t = a~x(a) € j und 
oc = oc(t) € Jx als homolog. 
Nun definieren wir im Intervall Jx die Funktion h(oc), kürzer: ha, indem wir 
ihr an jeder Stelle a 6 Jt den Wert der Funktion $ an der homologen Stelle t € j 
zuordnen: 
h(oc) = # a ~ 1 ( a ) =&(t). (24) 
hoc ist also die auf die unabhängige Veränderliche a bezogene Polarfunktion &. 
Wir nennen h normierte Polarfunktion 1. Art der Basis (u, v), kürzer: 1-normierte 
Polarfunlction der Basis (u, v). 
Offenbar hat die Funktion h im Intervall Jx folgende Eigenschaften: 
i.hect; 
2. nn < h < (n ~\- l) 7i, n ganz. 
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Wir betonen: Ist die Differentialgleichung (q) oszillatorisch, so ist das Defini-
tionsintervall Jx der I-normierten Polarfunktion h das Intervall ( — 00, 00). 
Aus (8) und § 5, (14) haben wir im Intervall j die Formeln 
a 
r(t) = r0 exp f cot A(g) dQ, (25) 
a 
oc'(t) = a'0 exp (—2 f cot h(g) dg). (26) 
a0 
Bei einer Funktion von a (€ Jx) wollen wir ihre Ableitungen nach oc mit dem 
Strich x kennzeichnen. 
Aus (26) folgt 
t\a) = --V exp 2 f cot A(g) dg, (27) 
ao J 
und diese Beziehung ergibt 
a a 
t = t0 + —r Mexp2 f cot h(Q)do\ da. (28) 
Offenbar drückt diese Formel die zu der ersten Phase oc(t) inverse Funktion 
t == a_1(a) aus. 
Aus § 5, (16) und (26) erhalten wir die für je zwei homologe Stellen t£j, a € Jx 
gültige Formel 
q{t) = -*!*
 Y^ulexp H /cot He) d9) • (29) 
Den rechts in dieser Formel stehenden Ausdruck bezeichnen wir als die erste 
Polarform des Trägers q. Man spricht von der ersten Polarform der Differential-
gleichung (q), wenn der Träger q in der ersten Polarform vorliegt. 
Offenbar gilt im Intervall Jx die Ungleichung 
h\oc)^ - 1 , 
je nachdem, ob -— q > 0 oder —q < 0 ist. 
Wir bemerken, daß die Formel (25) die Gleichung der Integralkurve 
x(t) = [u(t), v(t)] in Polarkoordinaten darstellt. 
7. Unter einer normierten Polarfunktion 1. Art des Trägers q bzw. der Differen-
tialgleichung (q), kürzer: 1-normierten Polarfunktion des Trägers q bzw. der 
Differentialgleichung (q), verstehen wir eine 1-normierte Polarfunktion irgendeiner 
Basis der Differentialgleichung (q). 
Jede 1-normierte Polarfunktion h der Differentialgleichung (q) hat in ihrem 
Definitionsintervall Jx folgende Eigenschaften: 
l.heCx; 
2. nn < h < (n + 1) n (n ganz); 
3.h> > - 1 oder h> < - 1 . 
(30) 
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Wir wollen nun untersuchen, inwieweit durch eine 1-normierte Polarfunktion 
die Differentialgleichung (q) bestimmt ist. 
Es sei h eine in einem (offenen) Intervall Jx definierte Funktion mit den obigen 
Eigenschaften (30). 
Wir wählen eine Zahl t0 und weitere Zahlen a0 G Jx , a0 =|= 0. 
Nun gilt der folgende 
Satz. Es gibt genau eine in einem (offenen) Intervall j definierte und stets von 
Null verschiedene Funktion q so beschaffen, daß die Differentialgleichung (q) die 
Funktion h als l-normierte Polarfunhtion zuläßt, und zwar ist diese Polarfunhtion 
von einer ersten Phase a der Differentialgleichung (q) mit den Anfangswerten a(t0) 
= a0, a'(t0) = a0 erzeugt. 
Wir wollen den Beweis, der im wesentlichen dem von Nr. 3 ähnlich ist, nur 
kurz skizzieren. 
Wenn es eine dem Satz entsprechende Differentialgleichung (q) und erste Phase 
a(t) gibt, so ist diese letztere eindeutig bestimmt, und zwar als die inverse Funk-
tion zu der im Sinne der Formel (28) definierten Funktion t(a). Wir sehen, daß 
es höchstens eine dem Satz entsprechende Differentialgleichung (q) geben kann. 
Nun definieren wir vermöge der Funktion h und der Zahlen a0, a0 die Funktion 
t(a) im Sinne der Formel (28). Diese Funktion bildet das Intervall Jx auf ein 
offenes Intervall j ab. Es sei a(t) die im Intervall j definierte zu t(a) inverse Funk-
tion. Dieselbe ist offenbar eine Phasenfunktion. Es sei q(t) der (im Sinne von 
§5, (16) definierte) Träger der Differentialgleichung (q), für die die Funktion a(t) 
eine erste jPhase darstellt. Dann gilt eine zu (29) analoge Formel, aus der 
wegen (30), 3. q(t) 4= 0 für alle^G j folgt. Ferner sei # die von der ersten Phase a 
erzeugte und zwischen nn und (n + 1) n liegende Polarfunktion der Differen-
tialgleichung (q). Nach (26) haben wir an je zwei homologen Stellen t(z j , a € Jx 
•\ / i \ f i i r &• & 
cot§(t) = —-I—7-) =--—j- exp (2 fcot h(Q) dQj • a0 exp f — 2 fcot h(Q) dQj 
= cot h(a). 
Es gilt also &(t) = h(a), und der Beweis ist beendet. 
8. Normierte Polarfunktionen 2. Art. An zweiter Stelle wollen wir die Polar-
funktion & als Funktion der unabhängigen Veränderlichen ß ausdrücken. 
Analog zu den Betrachtungen in Nr. 6 betrachten wir nun die zu der Funktion ß 
inverse Funktion ß~x. Dieselbe ist in einem offenen Intervall J 2 erklärt, und es gilt 
ß0 € J 2 . Über die Art des Intervalls J2 gilt eine ähnliche Bemerkung wie die von 
Nr. 6 über das Intervall Jx. 
Wir definieren nun im Intervall J 2 die Funktion —h(ß), kürzer: — hß, so daß 
wir ihr an jeder Stelle ß € J 2 den Wert der Funktion & an der homologen Stelle 
(ß~!(ß) = )tej zuordnen: 
-k(ß)=#ß-*(ß) = #(t). (31) 
—hß ist also die auf die unabhängige Veränderliche ß bezogene Polarfunktion # . 
Wir nennen — h normierte Polarfunhtion 2. Art der Basis (u, v), kürzer: 2-normierte 
Polarfunhtion der Basis (u, v). 
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Offenbar hat die Funktion — k im Intervall J2 folgende Eigenschaften: 
l. -&ecv, 
2. nn < —k < (n + 1) n, n ganz. 
Wir betonen: Ist die Differentialgleichung (q) oszillatorisch, so ist das Defi-
nitionsintervall J2 der 2-normierten Polarfunktion —k das Intervall ( — oo, oo). 
Die Ableitung einer Funktion von ß (€ J2) in bezug auf ß wollen wir ähnlich wie 
in Nr. 6 mit x bezeichnen. 
Nun gilt nach (1), (31) an zwei homologen Stellen £ £ j , ß£ J2 die Beziehung 
oc(t) =ß + k(ß) (32) 
und folglich auch 
x'(t) = [l + fr(ß)]ß'(t). (33) 
Ferner haben wir offenbar 
t t ß 
f OL'(X) cot #(T) dx = / [1 + kxß(x)] cot §(x) • ßr(x) dx = - / [1 + k>(e)] cot jfc(g) dg 
und folglich, nach (8), (33), 
Hß) = 4 - [i + *N(j8)] exp ( - 2 / [i + 4N(6)] cot i(g) de) . (34) 
Diese Beziehung ergibt 
ß a 
t = t0 + - i - f [ i + fc
N(<y)] e x p ( - 2 f [ i + *Me)3cot *(e) de) **• (35) 
Offenbar stellt diese Formel die zu der zweiten Phase ß(t) inverse Funktion 
t = ß'\ß) dar. 
Aus § 5, (31) und (33), (34) erhalten wir die für je zwei homologe Stellen t£ j , 
ß(z J2 gültige Formel 
ß 
f2 e x p 4 / [ l + ^(e) ]oot i ( e )de 
^ = --5^r-—'' i + kHß) •
 (36) 
Den rechts in dieser Formel stehenden Ausdruck bezeichnen wir als die zweite 
Polar form des Trägers q. Man spricht von der zweiten Polarform der Differential-
gleichung (q), wenn der Träger q in der zweiten Polarform vorliegt. 
Im Intervall J2 gilt also die Ungleichung 
-~kHß)$l, 
je nachdem, ob — q > 0 oder — q < 0 ist. 
9. Unter einer normierten Polarfunktion 2. Art des Trägers q bzw. der Differen-
tialgleichung (q), kürzer: 2-normierten Polarfunktion des Trägers q bzw. der 
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Differentialgleichung (q), verstehen wir eine normierte Polarfunktion 2. Art 
irgendeiner Basis der Differentialgleichung (q). 
Jede 2-normierte Polarfunktion — k der Differentialgleichung (q) hat in ihrem 
Definitionsintervall J 2 folgende Eigenschaften: 
1. ~kect; 
2. nn < —k < (n + 1) TI (n ganz); 
3. —&\ < 1 oder > 1. 
(37) 
Ähnlich wie bei den 1-normierten Polarfunktionen (Nr. 7) kann man sich für 
die Bestimmung von Differentialgleichungen (q) durch ihre 2-normierten Polar-
funktionen interessieren. Tatsächlich gilt in dieser Richtung ein dem in Nr. 7 
angeführten Satz analoges Resultat. Wir wollen jedoch die diesbezüglichen Be-
trachtungen unterlassen, da sie im wesentlichen keine neuen Ideen enthalten und 
für ihr Ergebnis in den folgenden Untersuchungen keine Anwendung vorgesehen 
ist, 
10. Normierte Polarfunktionen 3. Art. An dritter Stelle kehren wir zu der in 
Nr. 4 betrachteten Situation zurück und setzen uns zum Ziel, die Polarfunktion 
# = ß — oc als Funktion des Radonschen Parameters £ = ß + oc auszudrücken. 
Wir wissen, daß £ € C1 ist und ferner £' > 0 oder £' < 0, je nachdem, ob —-w > 0 
oder — w < 0 gilt. 
Wir betrachten die zu £ inverse Funktion £_1. Dieselbe ist in einem offenen 
Intervall J 3 erklärt, und es gilt: £0 £ J 3 . Über die Art des Intervalls J 3 gilt eine 
der in Nr. 6 über das Intervall Jt gemachten ähnliche Bemerkung. 
Wir definieren im Intervall J 3 die Funktion p(£), kürzer: #>£, indem wir ihr an 
jeder Stelle £ € J 3 den Wert der Funktion $ an der mit £ homologen Stelle 
(£~1(£) = ) t G j zuordnen: 
^(£) = #£-*(£) = #(*). (38) 
p£ ist also die auf die unabhängige Veränderliche £ bezogene Polarfunktion $. 
Wir nennen p normierte Polarfunktion 3. Art der Basis (u, v), kürzer: 3-normierte 
Polarfunktion der Basis (u, v). 
Offenbar hat die 3-normierte Polarfunktion p im Intervall J 3 folgende Eigen-
schaften : 
i.Peci; 
2. nn < p < (n + 1) TI, n ganz. 
Die Ableitung einer Funktion von £ (€ J3) in bezug auf £ wollen wir mit
 x be-
zeichnen. 
Nun haben wir im Intervall j 
£ = $ + 2oc 
und folglich, nach (21) und § 5, (14) 
/ t 
£' -= & + 2 - ^ V sin § • exp ( - f £'(r) cot <&(r) dt). 
*w = --£h: т~M ЄXP (-2 / -* *«.> -e) • (4i) 
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Diese Formel ergibt, zusammen mit (38), für je zwei homologe Stellen 
(-£->{£>' , : = « ( ) € / , 
^ - » i & T ^ M - / " * * » * ) - <39> 
Aus (39) finden wir 
• - ^ T ^ A ^ H ^ * ' * ) * - <4o> 
Offenbar stellt diese Formel die zu dem Radonschen Parameter £(t) inverse 
Funktion £-*(£) dar. 
Aus (23) erhalten wir die für je zwei homologe Stellen t£j, £ € J 3 gültige 
Formel 
*o2 i + PHP ' c 
sin*p0 1 — pMC) * Co 
Den rechts in dieser Formel stehenden Ausdruck bezeichnen wir als die dritte 
bzw. die Radonsche Polarform des Trägers q. Man spricht von der dritten bzw. 
von der Radonschen Polarform der Differentialgleichung (q), wenn der Träger q 
in dieser Form vorliegt. 
Im Intervall J"3 gelten somit die Ungleichungen —1 < p
x(C) < 1. 
11. Unter einer normierten Polarfunktion 3. Art des Trägers q bzw. der Differen-
tialgleichung (q), kürzer: 3-normierten Polarfunktion des Trägers q bzw. der 
Differentialgleichung (q) verstehen wir eine normierte Polarfunktion 3. Art irgend-
einer Basis der Differentialgleichung (q). 
Jede 3-normierte Polarfunktion p der Differentialgleichung (q) hat offenbar in 
ihrem Definitionsintervall J 3 folgende Eigenschaften: 
l.p£Ci; 1 
2. nn < p < (n + 1) n (n ganz); [ (42) 
3. _ i < j , \ < i . ) 
Über die Bestimmung von Differentialgleichungen (q) durch Angabe ihrer 
3-normierten Polarfunktionen gilt Ähnliches wie im Falle der 2-normierten Polar-
funktionen (Nr. 9). 
12. Anwendung der Polarfunktionen. Wir wollen zunächst die obigen Ergebnisse 
zur Beantwortung der folgenden Frage anwenden: 
Welches sind die durch eine konstante Polarfunktion mit dem Werte (2n + 1 ) — , 
n ganz, bestimmten Träger g? 
Jede der Formeln (12), (23), (29), (36), (41) ergibt 
q(t)= - o ^ 2 . 
Die Differentialgleichungen (q) mit konstanten negativen Trägern q sind also 
7t 
die einzigen, die konstante Polarfunktionen mit dem Wert — (mod n) zulassen. 
60 I. Grundlagen der Theorie 
Bei einer Differentialgleichung (—k2), deren Träger -— k2 konstant und negativ 
ist, gehen durch jeden Punkt (t0, a0) genau zwei erste Phasen von (—k
2), und zwar 
in den Richtungen ocf0 = k und oc'0 = — k derart, daß die von ihnen erzeugten 
7t 
Polarfunktionen den konstanten Wert — (mod n) besitzen. 
Ii 
Wegen ihrer geometrischen Deutung (Nr. 1) kommen Polarfunktionen und ins-
besondere normierte Polarfunktionen von Differentialgleichungen (q) in Unter-
suchungen von Kurven mit speziellen Eigenschaften zentroaffiner Natur vor. 
Dies mag etwa durch die folgenden Betrachtungen näher erläutert werden. 
Es seien (P =) P(t), (P ==} P(t), t =|= t, beliebige Punkte der Integralkurve ffi 
mit der vektoriellen Darstellung x = [u, v], und p, p seien die entsprechenden 
Kurventangenten. Die Geraden OP, OP wollen wir kürzer mit g, g bezeichnen. 
Ferner sei # = ß — oc eine Polarfunktion der Basis (u, v). Wir wissen (Nr. 1), 
daß die Werte $(t), &(l) die Winkel mod 2n der geeignet orientierten Geraden 
g, p bzw. g, p darstellen.^ 
Wenn die Punkte P, P auf derselben Geraden g liegen (g = g), also Schnitt-
punkte der Integralkurve S mit g sind, so unterscheiden sich die Werte (a ==) oc(t), 
{ä =) oc(l) voneinander um ein ganzzahliges Vielfaches von n : ä = cc + nn 
(n ganz); und umgekehrt. 
Wenn die Kurventangenten p, p parallel sind, so unterscheiden sich die Werte 
(ß =) ß(t), (ß =) ß(i) voneinander um ein ganzzahliges Vielfaches von n: 
ß = ß -L- nji (n ganz); und umgekehrt. 
Sind die Geraden g, p bzw. g, p parallel, so gilt ä =-= ß + mit bzw. ß = a + nn 
(m, n ganz); und umgekehrt. 
Ist die 1-normierte Polarfunktion h der Basis (u, v) mit jt periodisch, so haben 
wir die folgende Situation: Es gibt durch den Punkt 0 gehende Geraden, die die 
Kurve ® wenigstens in zwei Punkten schneiden; ferner sind die Tangenten in 
allen Schnittpunkten einer solchen Geraden mit der Kurve ® untereinander 
parallel und umgekehrt. 
Ist die 2-normierte Polarfunktion — k der Basis (u, v) mit n periodisch, so haben 
wir folgende Situation: Es gibt Tangenten an die Kurve ®, zu denen parallele 
Tangenten existieren; ferner liegen die Berührungspunkte aller untereinander 
parallelen Tangenten auf einer durch den Punkt 0 gehenden Geraden. Und 
umgekehrt. 
Etwas ausführlicher haben wir uns mit der 3-normierten Polarfunktion p der 
Basis (u, v) zu befassen. 
Wir nehmen an, die Funktion p sei in einem Intervall J 3 von einer Länge >n 
definiert und erfülle die Funktionalgleichung 
p(0 + P(C + 7t)=n. (43) 
Dabei kommen natürlich nur solche Stellen £, £ + n in Betracht, die beide 
im Intervall J 3 liegen: £, f + TZ£ JZ. 
An einer Stelle £ bzw. £ = £ + n haben die Komponenten von p gewisse Werte 
a, ß bzw. ä, ß, und es gilt offenbar 
ß + ä = ß + oc + n. (44) 
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Ferner folgt aus (43) 
ß - ä= -ß + oc + 71. (45) 
Aus diesen Gleichungen erhalten wir 
ä = /3; ß = oc + n. (46) 
Umgekehrt folgen aus (46) die Beziehungen (44), (45). 
Erfüllt also die 3-normierte Polarfunktion p der Basis (u, v) die Funktional-
gleichung (43), so haben wir folgende Situation: Es gibt Tangenten p an die Kurve 
® derart, daß die durch den Punkt 0 gehende und zu der Tangente p parallele 
Gerade g die Kurve S wenigstens einmal schneidet; ferner sind die Tangenten an 
die Kurve SB in den Schnittpunkten mit g der durch den Punkt 0 und den Be-
rührungspunkt von p gehenden Geraden g parallel (Ellipseneigenschaft) und 
umgekehrt. 
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In diesem Paragraphen werden wir weitere Eigenschaften der Phasen einer 
Differentialgleichung (q) behandeln. Vorwiegend wird es sich um erste Phasen 
handeln. Aus diesem Grunde wollen wir schlechthin von Phasen sprechen. Sofern 
es sich um zweite Phasen handeln sollte, werden wir dies stets ausdrücklich an-
führen und in diesem Fall voraussetzen, daß die Funktion q im Intervall j nirgends 
verschwindet. 
1. Eindeutige Bestimmung der Phasen durch die Cauchyschen Anfangsbedin-
gungen. Wir betrachten eine Differentialgleichung (q). 
Es gilt der folgende 
Satz. Es seien t0(zj;X0, X'0 + 0, X0 beliebige Zahlen. Es gibt genau eine Phase oc 
der Differentialgleichung (q), die an der Stelle t0 die Cauchyschen Anfangsbedingun-
gen erfüllt: 
oc(t0) = Z 0 , a'(t0) = X'0, oc"(t0) = X'0'. (1) 
Diese Phase oc ist in dem Phasensystem der Basis (u, v) der Differentialgleichung (q) 
enthalten: 
/ 1 X" \ 
u(t) = \X'0 cos Z 0 — — ~^~sin X0j u0(t) + sin X0 • v0(t), 
1 X" 
v(t) = — (X'0 sin X0 + — -—г cos X0) щ(t) + cos Z 0 • v0(t), 
(2) 
wobei u0, v0 die durch die Anfangswerte 
bestimmten Integrale von (q) sind. 
Beweis. Es ist rechnerisch vorteilhaft, den Beweis für den Fall X0 = 0 durch-
zuführen und nachher die gefundene Basis vermöge der orthogonalen Substitu-
tion von § 5, (41) mit dem Wert X = X0 zu transformieren. 
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Nehmen wir also an, es gäbe eine Phase oc der Differentialgleichung (q) mit den 
Anfangswerten 0, X0 ( + 0), X0 und es seien 
u(t) = cxlu0(t) + c12v0(t), 
v(t) = c21u0(t) + c22v0(t) 
die Glieder einer zugehörigen Basis; die u0, v0 haben die obige Bedeutung, während 
natürlich die c11? c12, c21, c22 geeignete Konstanten darstellen. Man rechnet leicht 
nach, daß an der Stelle t0 die folgenden Formeln gelten: 
T — C 1 2 + C 2 2 , TV = C11C12 - |- C21C22\ W = C11C22 —
 C12C21 
(r2 = u2 -f- v2; w = uvr — u'v). 
Nun nehmen nach unserer Voraussetzung die Funktionen oc, oc', ocff an der 
Stelle t0 die Werte 0, X0, X0 an. Daraus folgt, im Hinblick auf die Formeln § 5, 
(14), 
A ~Yf ^ 1 1 -*-r// ~ C-x i C9 
c 1 2 — -— 
0, X0 = ^-, X'^-2-
11 "21 
^22 ^2 2 ^2 2 
Offenbar ist c22 =4= 0. Man darf c22 = 1 annehmen, da die mit 1 : c22 multi-
plizierten Integrale u, v eine zu (u, v) proportionale Basis und folglich dasselbe 
Phasensystem ergeben (§ 5, Nr. 17). Dann haben wir 
u(t) = Xr0u0(t), v(t) = - - - ^ - u0(t) + v0(t). (3) 
Wir sehen, daß es höchstens eine Phase oc mit den Anfangswerten 0, X'0, X0 
gibt und daß dieselbe in dem durch die Formeln (3) bestimmten Phasensystem 
enthalten sein muß. Nun rechnet man leicht nach, daß die an der Stelle t0 ver-
schwindende und in diesem Phasensystem enthaltene Phase oc die betrachteten 
Anfangsbedingungen tatsächlich erfüllt. Damit ist der Beweis beendet. 
Es sei bemerkt, daß der obige Satz die folgende Formel enthält: 
( 1 X'
r \ 
X0 cos X0 —~- ~-^~ sin X0J tan a0(£) 
tan m = j - ^ '- . (4) 
cos X0 — IX0 sin X0 + — —~- cos X0 J tan oc0(t) 
Dabei stellt oc0(t) eine beliebige Phase der Basis (u0, v0) dar. Diese Formel 
besteht für alle Werte t€j mit Ausnahme der Nullstellen von cot oc0(t), cot a(£), 
in denen sie den Sinn verliert. 
2. Randwerte der Phasen. Es sei oc eine Phase der Differentialgleichung (q). 
Wir wissen, daß oc eine im Intervall j (= (a, b)) wachsende oder abnehmende 
Funktion ist. Folglich existieren die endlichen oder unendlichen Grenzwerte 
c = lim a(£), d = lim oc(t). (5) 
t—»a + t—>b-
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Wir nennen die (eventuell unendliche) Zahl c bzw. d den links- bzw. rechts-
seitigen Randwert der Phase a. Offenbar ist der Randwert c (d) endlich, wenn die 
Phase a in einer rechtsseitigen (linksseitigen) Umgebung des linken (rechten) End-
punktes a (b) von j beschränkt ist. 
Wie man sieht (§ 5, Nr. 4), ist der linksseitige (rechtsseitige) Randwert c (d) von 
a endlich, wenn die Differentialgleichung (q) von endlichem Typus oder rechts-
seitig (linksseitig) oszillatorisch ist; derselbe ist unendlich, wenn (q) linksseitig 
(rechtsseitig) oszillatorisch oder oszillatorisch ist. 
Ferner gilt (§3, Nr. 4): Besitzt die Differentialgleichung (q) 1-konjugierte 
Zahlen, so ist der Randwert c (d) von a genau dann endlich, wenn die linksseitige 
(rechtsseitige) 1-Grundzahl rx (s-^ von (q) eigentlich ist. 
Offenbar ist c < d oder o d , je nachdem, ob die Phase a wächst oder ab-
nimmt: sgn (d — c) = sgn od. 
Bei jedem Wert X hat offensichtlich die Phase a + X von (q) die Randwerte 
c + X, d + X. Insbesondere unterscheiden sich also die linksseitigen (rechts-
seitigen) Randwerte der Phasen des Phasensystems jeder Basis von (q) vonein-
ander um ganzzahlige Vielfache der Zahl n. 
Die Zahl \c — d\ nennen wir die Oszillation der Phase a im Intervall j . Bezeich-
nung: O(a | /), kürzer: O(a). 
Die Oszillation O(a) ist endlich und positiv oder gleich oo, je nachdem, ob a im 
Intervall j beschränkt ist oder nicht. Offenbar haben alle Phasen des vollständigen 
Phasensystems [a] (§ 5, Nr. 17) dieselbe Oszillation O(a). 
Zwei Phasen a, ä der Differentialgleichung (q) hängen, wie wir wissen, im 
Sinne der Formel § 5, (39) zusammen. Unterscheiden sich also die Randwerte c, d 
der Phase a voneinander um ein ganzzahliges Vielfaches der Zahl n, so gilt das-
selbe für die Randwerte c, d von ä. 
Ist also die Oszillation O(a) von a ein ganzzahliges Vielfaches der Zahl n, so 
gilt dasselbe von der Oszillation jeder Phase der Differentialgleichung (q). 
Ein solcher Wert von O(a) kann natürlich nur dann vorkommen, wenn die 
Differentialgleichung (q) von endlichem Typus (m), m ^ 1 ist. 
Im Fall m ^ 2 wird sich zeigen (Nr. 16): Die Differentialgleichung (q) ist all-
gemein oder speziell, je nachdem, ob für die Oszillation O(a) jeder ihrer Phasen a 
(m — 1) n < 0(ix) < mn oder O(a) = mn 
gilt. 
Dieser Sachverhalt führt zu der folgenden Definition: 
Wir nennen eine Differentialgleichung (q) vom Typus (1) allgemein oder speziell, 
je nachdem, ob für die Oszillation O(a) jeder ihrer Phasen a gilt: 0 < O(a) < n 
oder O(a) = n. 
Dann gilt der 
Satz. Die Differentialgleichung (q) von endlichem Typus (m), m ^ 1, ist all-
gemein oder speziell, je nachdem, ob für die Oszillation jeder ihrer Phasen gilt: 
(m — 1) n < O(a) < mn oder O(a) = mn. 
3. Normierte Randwerte von Phasen. Wir übernehmen die obigen Bezeich-
nungen. 
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Es seien ä, h die Zahlen a, b oder b, a, je nachdem, ob sgn cd > 0 oder < 0 ist. 
Entsprechend sollen c, d die Zahlen c, d oder d, c bedeuten: 
(6) 
ä = j(l+e)a + j{l-e)b>, 5 = i ( l - e ) a + i - ( l + £ ) 6 ; 
~=j(l + e)c + j(l-e)d; d = 1 ( 1 - e) c + 1 ( 1 + e) d 
(e = sgn a'). 
Wir nennen c, c£ normierte Randwerte der Phase a. 
Offenbar haben wir 
l i m a ^ ^ c ; lim.(x,(t) = d, (7) 
t~>a t-+b 
wobei es sich natürlich um entsprechende rechts- oder linksseitige Grenzwerte 
handelt, und ferner 
c < d. (8) 
Gelegentlich werden die Zahlen ä, b als die normierten Enden des Intervalls j 
in bezug auf die Phase a bezeichnet. 
4. Ausgezeichnete Phasen. In dieser und den folgenden Nr. 5-16 geht es, wie 
wir einleitend bemerkt haben, um erste Phasen und in diesem Zusammenhang 
um konjugierte Zahlen, Grundzahlen, Grundintegrale, Grundfolgen und aus-
gezeichnete Basen stets von 1. Art. 
Unter einer ausgezeichneten Phase der Differentialgleichung (q) verstehen wir die 
Phase einer ausgezeichneten Basis von (q), d. h. einer Basis (u, v), deren erstes 
Glied u ein links- oder rechtsseitiges und eventuell das zweite, v, ein rechts- oder 
linksseitiges Grundintegral von (q) ist (§ 3, Nr. 9). 
In der zu behandelnden Transformationstheorie ist der Phasenbegriff von 
grundlegender Bedeutung. Es scheint deshalb zweckmäßig, Phasen zu betrachten, 
die mit den untersuchten Differentialgleichungen (q) aufs engste verbunden sind. 
Dieser Forderung dürften insbesondere die ausgezeichneten Phasen entsprechen, 
da die zugehörigen (ausgezeichneten) Basen durch Typus und Art einer Diffe-
rentialgleichung (q) weitgehend bestimmt sind. 
Es sei (q) eine Differentialgleichung mit konjugierten Zahlen und der eigent-
lichen linksseitigen (rechtsseitigen) Grundzahl rx (s^). 
Die Differentialgleichung (q) läßt also linksseitige (rechtsseitige) Grundintegrale, 
die linksseitige (rechtsseitige) Grundfolge rt = a± < a2 < % < ••• (st == b„x > b_2 
> b_3 > •••) und natürlich auch linksseitige (rechtsseitige) Hauptbasen bzw. 
Hauptbasen zu. 
Grundlegend ist der folgende 
Satz . Die linksseitigen (rechtsseitigen) Randwerte der in dem Phasensystem (a) 
einer Basis (u, v) der Differentialgleichung (q) enthaltenen Phasen sind ganzzahlige 
Vielfache der Zahl n dann und nur dann, wenn (u, v) eine linksseitige (rechtsseitige) 
Hauptbasis ist. 
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Reweis , a) Nehmen wir an, die linksseitigen (rechtsseitigen) Randwerte von 
Phasen der Rasis (u, v) seien ganzzahlige Vielfache von n. 
In diesem Fall ist der linksseitige (rechtsseitige) Randwert von genau einer 
Phase a von (u, v) gleich Null. Wir wollen der Kürze halber diese Phase die links-
seitige (rechtsseitige) Nullphase von (u, v) nennen. 
Wir behaupten: oc nimmt an der Stelle r± (sx) den Wert en (~~87t) an: a(rx) 
= Eil (a(8-,) = -— 87t); dabei ist e = sgn oc'. 
Ist diese Rehauptung richtig, so ist rx (st) eine Nullstelle von u (§ 5, Nr. 3)̂  
und folglich stellt (u, v) eine linksseitige (rechtsseitige) Hauptbasis von (q) dar. 
Zwecks Vereinfachung unserer Retrachtungen nehmen wir z. R. an, daß a die 
linksseitige Nullphase von (u, v) ist. 
Wir wissen (§5, Nr. 13), daß die mit beliebigen Konstanten kx, k2 gebildete 
Funktion 
Vl«'(0l 
das allgemeine Integral von (q) darstellt. 
Da die Differentialgleichung (q) konjugierte Zahlen zuläßt, ist O(a) > n; ferner 
haben wir nach unserer Annahme c = 0. Daraus folgt, daß die Funktion oc an 
einer Stelle x€j den Wert en annimmt. Wir haben zu zeigen, daß es zu jeder Zahl 
^o^ h to > x linksseitig konjugierte Zahlen gibt, während zu keiner Zahl t0 € (a, x) 
solche Zahlen existieren. 
Es sei t0 £ j eine beliebige Zahl und n >̂ 0 die durch die Ungleichungen 
nsTt ^ oc(t0) J | (n + 1) 87t 
bestimmte ganze Zahl. Das Symbol $ bedeutet < oder > , je nachdem, ob 
e = l oder s = — 1 ist. 
Wir ordnen der Zahl t0 das mit den Konstanten 
kx = 1, k2 = (n + 1) ejt — oc(t0) 
gebildete Integral y ( = y0) zu. Es ist also 0 S i 2 $ 87t, und das Integral y0 ver-
schwindet an der Stelle t0. 
Es sei t0 > x. Ist k2 = 0, so hat wegen oc(x) = en das Integral y0 an der Stelle x 
eine Nullstelle; daraus folgt, daß x eine mit £0 linksseitig konjugierte Zahl ist. 
Im Fall 0 $ k2 f§ en haben wir oc(x) + k2 .> 87t und zugleich, wegen c = 0, für 
geeignete Zahlen t € (a, x): oc(t) + k2 $ sn. Die Funktion oc + k2 — 87t hat alsa 
im Intervall (a, x) eine Nullstelle, die offenbar eine Nullstelle von y0 ist und folg-
lich eine mit £0 linksseitig konjugierte Zahl darstellt. 
Es sei nun £0 < x. Dann haben wir a(£0) + k2 = 87t. Daraus folgt für t € (a, t0): 
0 $ oc(t) + k2 fS 87t und ferner y0(t) + 0. Es gibt also keine mit t0 linksseitig 
konjugierten Zahlen. 
b) Es sei nun (u, v) eine linksseitige (rechtsseitige) Hauptbasis von (q). 
Wir betrachten eine Phase a von (u, v) und setzen e = sgn oc1'. Ferner sei c (d) 
der linksseitige (rechtsseitige) Randwert von oc. 
Da u ein linksseitiges (rechtsseitiges) Grundintegral von (q) ist, haben wir 
(§ 5, Nr. 3) oc(rx) = nen (a(^) = — nen); 0 fg n ganz. 
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Nun ist aber ä(t) = oc(t) — c {ä(t) = oc(t) — d) die linksseitige (rechtsseitige) 
Nullphase einer Basis (ü, v) von (q). Folglich haben wir nach a) 
87t = ä(rx) = a(r1) — c = nen — c (—ETI = ä(s-^) = oc(s1) — d = —-nen —• d), 
c = (n — 1) E7t (d = — (n — 1) 87t). 
Damit ist der Beweis beendet. 
5. Wir wollen nun die Eigenschaften ausgezeichneter Phasen genauer unter-
suchen. % 
Es sei (u, v) eine linksseitige (rechtsseitige) Hauptbasis der Differentialglei-
chung (q) und (a) ihr erstes Phasensystem. 
u ist also ein linksseitiges (rechtsseitiges) und folglich an den Stellen 
% < % < • • • (6_x>b_ 2 >-- - ) verschwindendes Grundintegral, während v ein 
von u unabhängiges Integral der Differentialgleichung (q) darstellt. Dieses Inte-
gral v hat in jedem Intervall (aß, aß+1) {(b_ß_1, b_fJ)) genau eine Nullstelle xß (x_(i); 
ft = 0,l, ...; a0 = a (b0 = b): 
(a =) a0 < x0 < ax < xt< a2< ••• ((& = ) b0> x0> b_x >x.1 >b_2 > •••). (9) 
Die Phasen oc € (a) wachsen oder nehmen ab, je nachdem, ob die Wronskische 
Determinante w von (u, v) negativ oder positiv ist: sgn ocf = sgn (—w) (§5, (14)). 
Wir setzen e = sgn (—w). 
6. Nach dem Satz von Nr. 4 gibt es in dem System (a) genau eine linksseitige 
(rechtsseitige) Nullphase a0; dieselbe nimmt an der Stelle a1 (= rx) (b_t (= st)) den 
Wert E7t (—ETi) und folglich an den Stellen (9) die Werte 
1 3 / 1 3 
0 , — ETI, ETI, -—STZ, 2ETZ, . . . I 0 , — -— ETI, —ETI, — —-ETI, —2ETZ, . . . 
an: 
(aџ) = fлєл, oc0(xџ) = [u + —•)EЛ íoc0(b_џ) = —ЏEЛ, OC0(X_Џ) = — (џ + — JEЛ); 
(10) 
fi = 0, 1, ...; bei a0(a0) (oc0(b0)) handelt es sich natürlich um den linksseitigen 
(rechtsseitigen) Grenzwert. 
Wir wollen nun den rechtsseitigen (linksseitigen) Randwert d0 (c0) der Null-
phase a0 bestimmen. Dieser Randwert hängt von Typus und Art der Differen-
tialgleichung (q) ab. 
I. Zunächst sei die Differentialgleichung (q) von endlichem Typus (m), m _ 2. 
In diesem Fall sind beide Grundzahlen rx, sx eigentlich, die beiden Grundfolgen 
(rx — ) ax < a2 < ••• < am_1? (st = ) b_t > b_2 > ••• > b_m+1 bestehen aus je 
m —- 1 Gliedern, und es gelten Beziehungen wie in § 3, (2). 
Aus (10) erhalten wir 
(m —• 1) ETI $ d0 $ mETt {—mETt $ c0 $ — (m — 1) ETI). (11) 
§ 7. Lokal- und Randeigenschaften der Phasen 67 
Wir zeigen, daß das Gleichheitszeichen dann und nur dann gilt, wenn die 
Differentialgleichung (q) speziell ist. 
In der Tat, ist d0 = men (c0 = —man), so ergibt der Satz von Nr. 4, daß u ein 
rechtsseitiges (linksseitiges) Grundintegral von (q) ist und folglich an beiden 
Stellen rx, sx (sx, rx) verschwindet. Die Grundzahlen rx, sx sind also miteinander 
konjugiert, und dies besagt, daß die Differentialgleichung (q) speziell ist. Ist 
umgekehrt die Differentialgleichung (q) speziell, so sind die Grundzahlen rx, sx 
miteinander konjugiert, und folglich ist das linksseitige (rechtsseitige) Grund-
integral u zugleich ein rechtsseitiges (linksseitiges). Dem erwähnten Satz von Nr. 4 
entnehmen wir, daß d0 (c0) ein ganzzahliges Vielfaches von n ist, und aus (11) 
erhalten wir d0 = men (c0 = —men). 
a) Allgemeine Differentialgleichung (q). In diesem Fall gelten die Beziehungen 
(11) mit Ausschluß der Gleichheitszeichen. Der rechtsseitige (linksseitige) Rand-
wert d0 (c0) von oc0 hängt von der Wahl des zweiten Gliedes v der linksseitigen 
(rechtsseitigen) Hauptbasis (u, v) ab. 
Wir zeigen nun: Ist v ein rechtsseitiges (linksseitiges) Grundintegral, also (u, v) 
eine Hauptbasis der Differentialgleichung (q), so ist 
d0 = (m-—)en \c0 = —(m——)en). (12) -_)m ( C o = = - ( m - 2 
In der Tat, in diesem Fall haben wir xß = b_m+fl+1 (x_ß = am_ß_x); fi = 0, ..., 
m — 2. Die Phase a0 hat nach (10) an der Stelle b_x (ax) den Wert (m — |) en 
( — (m — |) en). Die Funktion öt0 = oc0 — d0 (ä0 = oc0 — c0) ist offenbar eine rechts-
seitige (linksseitige) Nullphase von (q), und folglich hat sie nach (10) an der Stelle 
b-\ (<%) den Wert — en (en). Es gilt also 
—en = (m —— )en — d0 (en = —- (m ——) en — c0). 
und daraus folgt (12). 
b) Spezielle Differentialgleichung (q). In diesem Fall haben wir, wie oben 
gezeigt wurde, 
d0 = men (c0 = —men), (13) 
und zwar unabhängig von der Wahl des zweiten Gliedes v der zugleich links- und 
rechtsseitigen Hauptbasis (u, v). 
IL Zweitens sei die Differentialgleichung (q) von unendlichem Typus. 
Ist (q) rechtsseitig (linksseitig) oszillatorisch, so läßt sie nur die linksseitige 
(rechtsseitige), und zwar unendliche Grundfolge ax < a2 < ••• (b_x > 6_2 > •••) 
zu; (9) ist eine unendliche Folge. 
In diesem Fall ist offenbar 
d0 = eoo (c0 = —eoo). (14) 
7. Wir kehren nun zu dem in Nr. 5 betrachteten Phasensystem (a) der links-
seitigen (rechtsseitigen) Hauptbasis (u, v) der Differentialgleichung (q) zurück. 
6 Boruvka, Lineare Differentialtransformationen 
(15) 
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Das System (a) besteht offenbar aus den Phasen 
ocv(t) = oc0(t) — ven (ocv(t) = oc0(t) + ven) 
(v = 0 , ± l , ± 2 , . . . ) . 
Die Phase ocv n immt an den Stellen aß, xß (b„ß, x_^) die folgenden Werte an : 
<*v(aß) = (ft — v)en, ocv(xß) = lp — v + —\ejc 
(ocv(b_ß) = — (fx — v) en, av(x_ß) = — [u — v + — \ en\ 
(^ = 0, 1, . . . ) . ' 
Der linksseitige (rechtsseitige) Randwert cv (dv) der Phase ocv ist 
cv = —ven (dv = ven). (16) 
Der rechtsseitige (linksseitige) Randwert dv (cv) der Phase ocv verhält sich je 
nach Typus und Art der Differentialgleichung (q) wie folgt: 
I . Endlicher Typus (m), m ^ 2. 
a) Allgemeine Differentialgleichung (q): 
(m — v — 1) an fg dv fS (m — v) ETZ ( — (m — v) STI ̂ CV $ — (m — v — l)Ejr) (17) 
Ist insbesondere v ein rechtsseitiges (linksseitiges) Grundintegral und folglich 
(u, v) eine Hauptbasis der Differentialgleichung (q), so ist unabhängig von der 
Wahl des Grundintegrals v 
dv = im — v — -^\s7t lcv=—lm — v — - - ] STZJ. (18) 
b) Spezielle Differentialgleichung (q): 
dv = (m — v) STI (cv = — (m — v) EJI) . (19) 
IL Unendlicher Typus. 
a) Rechtsseitig oszillatorische Differentialgleichung (q): 
dv = Eoo. (20) 
b) Linksseitig oszillatorische Differentialgleichung (q): 
cv = —EOQ. (21) 
8. Normalphasen. Die Nullphasen einer Differentialgleichung (q) haben die 
Eigenschaft, daß sie im Intervall j stets von Null verschieden sind. Wir wollen 
nun umgekehrt Phasen betrachten, die im Intervall j eine (und natürlich nur 
eine) Nullstelle besitzen. Eine Phase der Differentialgleichung (q), die an einer 
Stelle von j verschwindet, soll im folgenden Normalphase genannt werden . 
Wir betrachten eine Differentialgleichung (q). 
Es sei (u, v) eine Basis von (q) und (a) das Phasensystem dieser Basis (u, v). 
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Zunächst sehen wir, daß es in dem Phasensystem (a) dann und nur dann Nor-
malphasen gibt, wenn das Integral u im Intervall j Nullstellen besitzt. I n diesem 
Fall ist jede Nullstelle des Integrals u die Nullstelle einer Normalphase aus (a) 
und umgekehrt, die Nullstelle jeder Normalphase aus (a) fällt mit einer Nullstelle 
des Integrals u zusammen . 
Daraus folgt: 
Is t die Differentialgleichung (q) von endlichem Typus (m), m >̂ 1, bzw. von 
unendlichem Typus, so enthält das Phasensystem (oc) m — 1 oder m bzw. abzähl-
bar viele Normalphasen, deren Nullstellen mit denen des Integrals u zusammen-
fallen. Ist insbesondere die Differentialgleichung (q) oszillatorisch, so besteht das 
System (a) aus lauter Normalphasen . 
9. Struktur der Menge ausgezeichneter Normalphasen einer Differentialglei-
chung (q). Unter einer ausgezeichneten Normalphase der Differentialgleichung (q) 
verstehen wir natürlich (Nr. 4) die Normalphase einer ausgezeichneten Basis von 
(q). Ausgezeichnete Normalphasen kommen also bei Differentialgleichungen (q) 
von endlichem Typus (m), m ^ 2, ferner bei links- bzw. rechtsseitig oszillatori-
schen Differentialgleichungen (q) und nur in diesen Fällen vor. 
Es sei (q) eine Differentialgleichung mit konjugierten Zahlen und der eigent-
lichen linksseitigen (rechtsseitigen) Grundzahl rx (st). 
Wir gehen von der in Nr. 5 betrachteten Situation aus. Insbesondere sei also 
(u, v) eine linksseitige (rechtsseitige) Hauptbasis der Differentialgleichung (q) und 
(a) ihr erstes Phasensystem. 
Da die Nullstellen des Integrals u genau mit den ausgezeichneten Zahlen 
ax < a2 < ••• (b_1 > b_2 > •••) der Differentialgleichung (q) zusammenfallen, gibt 
es zu jeder Zahl ar (b_r) (r = 1, 2, ...) in dem Phasensystem (a) genau eine Normal-
phase mit der Nullstelle ar (b_r). Aus (15) sehen wir, daß dies die Phase 
oc,.(t) = oc0(t) — reiz (ocr(t) = oc0(t) + ren) (22) 
ist. Umgekehrt ist jede im Phasensystem (a) enthaltene Normalphase eine von 
diesen Phasen at, a2 , 
Unter dem Phasenbündel mit dem Scheitel ar (b_r), kürzer: a r-Bündel (b_r-Bündel) 
der Differentialgleichung (q) verstehen wir die aus den an der Stelle ar (b„r) ver-
schwindenden Normalphasen aller linksseitigen (rechtsseitigen) Hauptbasen von 
(q) bestehende Menge; r = 1, 2, 
Offenbar besteht die Menge aller ausgezeichneten Normalphasen der Diffe-
rentialgleichung (q) aus den Phasenbündeln mit den Scheiteln a1, a2, ... 
(b„!, b_2, . . . ) . 
10. Wir wollen nun die Struktur der Phasenbündel untersuchen. Der Kürze 
halber beschränken wir uns auf linksseitige Hauptbasen. Diese kommen, wie wir 
wissen, genau bei den Differentialgleichungen (q) von endlichen Typen (m), 
m ^ 2, und bei den rechtsseitig oszillatorischen Differentialgleichungen (q) vor. 
Die Untersuchung im Fall rechtsseitiger Hauptbasen ist ganz analog. 
Es sei also (u, v) eine linksseitige Hauptbasis der Differentialgleichung (q) und 
ar ein Glied der linksseitigen Grundfolge von (q). 
Wir wissen (§3, Nr . 9), daß die linksseitigen Hauptbasen von (q) genau das 
dreiparametrige System (QU, av + öu), QG =|= 0, bilden. Nun sind bei jeder Wrahl 
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der Parameterwerte p, a, ä die Basen (QU, av -f- öu) und \^-u,v -\ u) propor-
\a a I 
tional. Sie haben also dasselbe Phasensystem und folglich auch dieselbe an der 
Stelle ar verschwindende Normalphase. 
Das Phasenbündel der Differentialgleichung (q) mit dem Scheitel ar besteht 
offenbar genau aus den Normalphasen des zweiparametrigen Basensystems 
(QU, v -f- au), Q 4= 0, die an der Stelle ar verschwinden. 
Natürlich gibt es für jede Basis dieses zweiparametrigen Systems genau eine 
Normalphase von (q) mit der Nullstelle ar. 
Nun zerfällt das Basensystem (QU, V -f- au) in einparametrige Systeme, von 
denen jedes durch einen festen ^Vert a0 von a bestimmt ist. Ein solches einpara-
metriges System besteht also aus den linksseitigen Hauptbasen (QU, V -f- a0u), 
Q 4= 0. Die in dem a r-Bündel enthaltenen Normalphasen der linksseitigen Haupt-
basen dieses einparametrigen Systems bilden ein einparametriges Untersystem 
P(ar\a0) des a r-Bündels. Wir nennen P(ar\a0) Phasenbüschel mit dem Scheitel ar, 
kürzer: a r-Büschel, der Differentialgleichung (q). 
Das Phasenbündel der Differentialgleichung (q) mit dem Scheitel ar besteht 
also aus einem einparametrigen System von a r-Büscheln P(ar\a), von denen jedes 
von den an der Stelle ar verschwindenden Normalphasen der linksseitigen Haupt-
basen (QU, v + au), 0 =f- Q beliebig und a fest, gebildet ist. 
Damit ist die Untersuchung der Struktur der Phasenbündel auf die der Phasen-
büschel zurückgeführt. 
11. Wir wollen also die Struktur der Phasenbüschel untersuchen. 
Wir betrachten ein Phasenbüschel P(ar\a) mit dem Scheitel ar der Differential-
gleichung (q). Offenbar können wir ohne Beschränkung der Allgemeinheit a = 0 
und ferner w (== uv' —u'v) < 0 annehmen. Der Kürze halber schreiben wir P(ar) 
s ta t t P(ar\0). 
Das Phasenbüschel P(ar) besteht aus den an der Stelle ar verschwindenden 
Normalphasen der linksseitigen Hauptbasen (QU, V), Q =\= 0. 
Bei jedem Wert Q (=\= 0) ist QU ein linksseitiges und folglich an den Stellen 
ax < a2 < ••• verschwindendes Grundintegral, während v ein von u unabhängiges 
Integral der Differentialgleichung (q) darstellt . Dieses Integral v hat in jedem 
Intervall (aß, aß+l) genau eine Nullstelle xß; fi = 0, 1, . . . , und es bestehen Be-
ziehungen wie (9). Der Kürze halber wollen wir die Intervalle (aß, xß), (xß, aß+1) 
mit jß bzw. jß bezeichnen: jß = (aß, xß), jß === (xß, aß+l); ist die Differentialglei-
chung (q) von endlichem Typus (m) (m ^ 2), so kommen natürlich nur die Inter-
valle j 0 , f0, j x , j[, . . . , j m _ 1 in Betracht, wobei unter xm_1 die Endzahl b von j zu 
verstehen ist. 
Bei jeder Zahlg (4= 0) bezeichnen wir mit a r ? , , kürzer: ocQ, die in dem Phasen-
büschel P(ar) enthaltene Normalphase der Basis (QU, V), und mit crQ bzw. drQ, 
kürzer: cQ bzw. dQy ihren links- bzw. rechtsseitigen Randwert . 
Offenbar haben wir t an ocQ = QU: V und folglich 
t an ocQ = Q t an oct. (23) 
Die Wronskische Determinante der Basis (QU, V) ist offenbar ow. Daraus 
schließen wir, im Hinblick auf unsere Annahme w < 0, daß die Phase otQ bei 
positivem Q wächst und bei negativem Q abn immt : sgn ocQ = sgno ( = s). 
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Die Phase ocQ n immt an den Stellen 
**T)> ^1> *^1? •••> *^r-l> ^r> ^ r j ••• 
die von \Q\ unabhängigen Werte 
— lr--—)e7i9 —(r — 1 ) O T , — \r~~\e71, . . . , — — CT, 0, Y ^ > ••• 
an, also 
«ev^Vi) = ™( r — ^ — !) CT> « e W = — ( r — P ~ -g ) e:7i; (24* 
(^ = 0, 1, . . . ) . 
Nach (16) haben wir 
ce = —ran. (25) 
Für den rechtsseitigen Randwert dQ von ocQ bestehen, nach (17), (18), (19), (20)> 
je nach Typus und Art der Differentialgleichung (q), die folgenden Beziehun-
gen: 
I . Endlicher Typus (m), m ^ 2 : 
a) Allgemeine Differentialgleichung (q): 
( m ___ r _ i) e7t ^ dQ ^ ( m _ r ) S7tm (26) 
Is t insbesondere v ein rechtsseitiges Grundintegral und folglich (QU, V) eine 
Hauptbasis der Differentialgleichung (q), so ist xß = 6_m+JU+1 ((JL = 0, ..., m — 2) 
und ferner 
dQ = f m — r — -K)
£7t- (2 7) 
b) Spezielle Differentialgleichung (q): 
dQ = (m - r)en. (28) 
I I . Unendlicher Typus. Rechtsseitig oszillatorische Differentialgleichung (q): 
de = eoc. (29) 
Das Phasenbüschel P(ar) zerfällt also in zwei Unterbüschel, von denen eines. 
P^ar), aus wachsenden und das andere, P_1(ar) aus abnehmenden Phasen be-
steht. Die Phasen aus Pt(ar) bzw. P„x(ar) haben an den Stellen aß+1, xß(fi = 0,l,...) 
dieselben Werte — (r -— JU — 1) n, — (r — /bt — J) n bzw. (r — JJL — 1) TZ, 
(r — fjb — l) 7t und denselben linksseitigen Randwert — m bzw. m. Ihre rechts-
seitigen Randwerte hängen im allgemeinen von den einzelnen Phasen ab, aber 
in den folgenden Fällen nicht: 
Die Differentialgleichung (q) ist von 
I. endlichem Typus (m), m ^ 2 : 
a) allgemein, und v ist ein rechtsseitiges Grundintegral von (q); 
b) speziell; 
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II . Unendlicher Typus. Rechtsseitig oszillatorisch. 
In diesen Fällen haben die Phasen aus Px(ar) bzw. P_x(ar) auch denselben 
rechtsseitigen Randwert, und zwar: l a ) : (m — r — | ) n bzw. — (m — r — J) n; 
Ib) : (m — r) n bzw. —(m — r)jr; I I : oo bzw. — oo. 
Anschaulich kann diese Situation wie folgt beschrieben werden: 
Alle durch die Phasen ocQ des Unterbüschels Pe(ar) (e = ±1) bestimmten 
Kurven [t, ocQ(t)], 1G j , gehen durch die Punkte 
U«, ~ (r — li — — \ en\, (a„+1, — (r — ^ — 1) en) (\i = 0, 1, ...) (30) 
hindurch und streben links nach dem Punkt (a, —reit). In den Fällen la), Ib), II 
streben sie auch rechts nach demselben Punkt, und zwar nach (b, (m — r — \) en), 
(b, (m — r)en) bzw. (b, eoo). Im übrigen liegen alle diese Kurven in dem durch 
Vereinigung der rechteckigen offenen Gebiete 
ÍIA X í—(r — [x)en, — Ir — fz —— jen), 
j'n X í ~ (r — t*-!} )S7Z> ""fr ~" P ~~ l)£7Z) (l* = 0 j l j — 
(31) 
gebildeten Bereich Be. 
Dieses Bild wollen wir noch durch die folgende Tatsache vervollständigen: 
Durch jeden Punkt des Bereiches Be geht genau eine Kurve [t, ocQ(t)] hindurch. 
Mit anderen Worten, die betrachteten Kurven [t, ocQ(t)] bedecken den Bereich B£ 
voll und schlicht. 
In der Tat, es sei P0(t0, X0) ein Punkt z.B. in dem rechteckigen Gebiet 
jß X (—(r — [i) en, — (r — ^ — -|) en), also t0 £ (a^, xß), X0 6 ( —(r — (JL) en, 
— (r-lA-D&t)-
Geht die durch eine Phase ocQ € Pe(ar) bestimmte Kurve [t, ocQ(t)] durch den 
Punkt P0, so haben wir ocQ(t0) = X0 und ferner Q = tan X0: tan a ^ ) ( = Q0). ES 
kommt also höchstens die Phase ocQo(t) in Betracht. Ferner gilt nach (23) tan ocQo(t0) 
= tan X0 und ferner, da beide Zahlen a0o(£0), X0 in dem Intervall ( —(r — fi) en, 
— (r — [JL — \) en) liegen, ocQo(t0) = X0. Damit ist unsere Behauptung bewiesen. 
Ferner sehen wir: Für je zwei Phasen ocQ, ocQ(z Pe(ar) besteht im Intervall j 
die Beziehung 
K - *-e\ < Y •
 (32) 
Abb. 2 zeigt die Situation im Fall la) . 
12. Wir wollen noch die Abbildung L : Q ~> ocQ genauer untersuchen. 
Es sei Ix bzw. I_x das Intervall aller positiven bzw. negativen Zahlen. 
1. Die Abbildung L bildet das Intervall I6 auf das Unterbüschel Pe(ar) ab 
( e = ± l ) . 
2. Die Abbildung L ist schlicht. 
In der Tat, aus Q, Q£IE, Q H= Q, folgt offenbar ocQ =)-- ocQ. Gilt umgekehrt ocQ =(= ocQ 
für zwei Phasen ocQ, ocQ(zPe(ar) und zugleich Q = Q, so ergibt die Formel (23) 
ocQ — ocQ + hn, 0 =|= k ganz. Dies ist unmöglich, da beide Phasen ocQ, ocQ an der 
Stelle ar verschwinden. 
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3. Für Q, §eie,Q < Q gilt in jedem Intervall j ^ bzw. fa (p = 0, 1, ...) 
ocQ < ocQ bzw. ccQ> ocQ. 
I n der Tat, in jedem Intervall jß bzw. ^ ist offenbar t an ax > 0 bzw. t a n a x < 0. 












Das Unterbüschel Pe(ar) läßt die folgende Ordnung ( < ) zu: Für a , a G P > r ) 
ist ÖL < ä genau dann, wenn in jedem Intervall jß bzw. j ^ die Beziehung oc < et 
bzw. oc > ä besteht. 
Die Abbildung l ist in bezug auf diese Ordnung ordnungstreu. 
4. Wir definieren in der Menge Pe(ar) eine Metrik, und zwar im Sinne der 
Formel 
d(oce, ocQ) = s u p \ocQ(t) - ocQ(t)\. 
t€j 
Im Intervall Ie nehmen wir die euklidische Metrik an. 
Wir zeigen: 
Die Abbildung L ist homeomorph. 
B e w e i s , a) Es seien Q9Q& Ie beliebige Zahlen. Offenbar haben wir an jeder 
von den Zahlen aß+l9 x^ (/i = 0, 1, ...) verschiedenen Stelle te j 
t an ocQ — tan ocQ Q — Q 
t an (ocQ — ocQ) = 1 -f- t an ocQ t an cц 
und ferner, im Hinblick auf (32), 









VQQ + 2ÿ, QQ 
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Aus diesen Beziehungen folgt 
^«„«^I-te-^-i. (33) 
Wir sehen, daß die Abbildung L an jeder Stelle Q(~ Ie stetig ist. 
b) Es seien oce, oc6 € Pe(ar) beliebige Phasen. Offenbar gibt es eine Zahl tQ € j so, 
daß tan a1(^0) = ö (= ±1) ist. An der Stelle tQ haben wir (nach (23)) 
d(Q — Q) = t a n a<? ~ tan oc6 = (l + QQ) tan (ae — a )̂ 
und ferner 
— ~- = tan \oce — oc6\ = tan d(oce, oc6). 
1 + QQ 
Aus diesen Beziehungen folgt 
J f ^ 4 ^ t a n d ( a e , a - e ) . (34) 
1 + QQ 
Wir sehen, daß die Abbildung L_1 an jeder Stelle oc6 G Ps(ar) stetig ist. 
Damit ist der Beweis beendet. 
13- Beziehungen zwischen Nullstellen und Randwerten der Normalphasen. Im 
Laufe der obigen Untersuchungen über ausgezeichnete Normalphasen sind wir 
gewissen Beziehungen zwischen den Nullstellen und Randwerten dieser Phasen 
begegnet. So zeigt z. B. Abb. 2, daß in dem betreffenden Fall jede wach-
sende bzw. abnehmende Normalphase mit der Nullstelle ar die Randwerte — m, 
(m — r — \)n bzw. m, — (m — r — \)n aufweist. Wir wollen nun in voller All-
gemeinheit Beziehungen zwischen Nullstellen und Randwerten der Normal-
phasen untersuchen. 
Wir betrachten eine Differentialgleichung (q) von endlichem Typus (m), m > 1, 
oder eine links- oder rechtsseitig oszillatorische Differentialgleichung. Die links-
bzw. rechtsseitigen 1-Grundfolgen von (q), sofern sie existieren, wollen wir wie-
der mit 
(a < ) rx = ax < a2 < ••• bzw. (b > ) st = b„t > 6_2 > '*' 
bezeichnen. 
Es sei oc eine Normalphase von (q), tQ£ j ihre Nullstelle und c bzw. d ihr links-
bzw. rechtsseitiger Randwert. 
Zwecks Vereinfachung unserer Schreibweise wollen wir s = sgn oc1 setzen und 
unter dem Symbol f§ (^) das Symbol < (>) oder > (<) verstehen, je nachdem, 
ob s = 1 oder e = — 1 ist. 
a) Nehmen wir zunächst an, die Differentialgleichung (q) sei von endlichem 
Typus oder rechtsseitig oszillatorisch. In diesen Fällen ist der Randwert c endlich. 
Ist die Differentialgleichung (q) vom Typus (1), also ohne konjugierte Zahlen 
1. Art, so bestehen offenbar die Beziehungen 
— TIS $ . C % 0 . 
Wir nehmen nun an, die Differentialgleichung (q) lasse 1-konjugierte Zahlen 
zu. 
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Es sei r ^ 0 die vermöge von t0£ (ar, ar+1] bestimmte ganze Zahl; a0 = a. 
Wir betrachten die im System [a] enthaltene linksseitige Nullphase a0: 
oc0(t) =- oc(t) — c . 
Offenbar gelten die Beziehungen 
oc0(ar) $ oc0(t0) H a 0 ( a r + 1 ) , 
wobei das Gleichheitszeichen genau in dem Fall t0 — ar+1 anzuwenden ist. Daraus 
folgen wegen der Monotonie von oc0 und im Hinblick auf (10) die gleichzeitig be-
stehenden Formeln 
«r < ô = ar+i'> ~~(r + 1) ^ S c $ —ms. 
b) Zweitens nehmen wir an, die Differentialgleichung (q) sei von endlichem 
Typus oder linksseitig oszillatorisch. I n diesem Fall ist der Randwert d endlich. 
Ähnlich wie oben findet man : 
Is t die Differentialgleichung (q) vom Typus (1), so gilt 
0 $ d $ Tis. 
Läßt die Differentialgleichung (q) 1-konjugierte Zahlen zu, so bestehen gleich-
zeitig die Formeln 
b-s-i ___ t0 < b_s; STTS $ d_\\ (s + \)ne (s _>0;b0 = b), 
wobei beide Gleichheitszeichen gleichzeitig anzuwenden sind. 
Diese Resultate fassen wir zusammen in dem 
S a t z . Zwischen der Nullstelle t0(zj und den Bandwerten c,d einer Normal-
phase oc der Differentialgleichung (q) bestehen je nach Typus und Art der Diffe-
rentialgleichung (q): 
I . endlicher Typus (m), m___l;a) allgemein, b) speziell; 
I I . unendlicher Typus; a) rechtsseitig Oszillatorisch, b) linksseitig oszillatorisch, 
c) oszillatorisch, 
folgende Beziehungen: 
I . Die Bandwerte c, d sind endlich. 
a) Es gilt (m — 1) Tis $ d — c $ mm und ferner 
im Fall m = 1: t0 G j , —Tis $ c $ 0 $ d ^ Tis; 
im Fall m ___ 2 : 
ar <t0<~ b_m+r+1; —(r + l) Tis $ c $ —ms; 
(m — r — 1) 7ie*$ d $ (m ~ r)ns 
oder 
b_m+r+1 < t0 ___ a,.+1; — (r + 1) Tis J* c $ — ms; 
(m — r — 2) Tis $ d $> (m — r — 1) TXS . 
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b) Es gilt d — c = mne und ferner 
«r < ô = ar+i> ~(r + 1) ̂  | ? c $ —ms; d = c + myre. 
II. Wenigstens einer von den Randwerten c, d ist unendlich. 
a) ar < £0 ^ ar+i5 —(r-f-1) jre $ c $ —rjre; d = £oo. 
b) b-r-i ^ #0 < b_r; m£ 5 ^Jf (
f + l)ns; c=—eoo. 
c) £0G?; c = —-£oo, d = eoo. 
14. Randcharakteristiken der" Normalphasen. Es sei oc eine Normalphase der 
Differentialgleichung (q), t0£ j ihre Nullstelle und c bzw. d ihr links- bzw. rechts-
seitiger Randwert. 
Die dreigliedrige Zahlenfolge (t0;c,d) nennen wir die Randcharakteristik der 
Normalphase oc. Bezeichnung: %(oc), kürzer: %. Die c, d sind die wesentlichen 
Glieder von #(a). Wir sprechen gelegentlich auch dann von Zahlen c, d, wenn es 
sich um die Symbole ±oo handelt. 
Nach den obigen Resultaten bestehen zwischen den Gliedern von %(&), je nach 
dem Typus der Differentialgleichung (q), gewisse Beziehungen. Insbesondere 
haben wir für alle Typen von Differentialgleichungen (q): oc(t0) = 0, sgn cd 
= —-sgn c = sgn d. 
Wir wollen nun untersuchen, inwieweit durch diese Beziehungen die Normal-
phase a bestimmt ist. 
Unter einem charakteristischen Tripel der Differentialgleichung (q) verstehen 
wir eine dreigliedrige Zahlenfolge (l0; c, d), deren Glieder die obigen, dem Typus 
und der Art der Differentialgleichung (q) entsprechenden Beziehungen (I.a)-II.c)) 
erfüllen. Dabei ist natürlich ?0G j , und als c, d sind auch die Symbole ±00 zu-
gelassen; e = sgn (d — c). 
Offenbar stellt die Randcharakteristik %(a) ein charakteristisches Tripel von (q) 
dar. Unsere Frage, die wir nun entscheiden wollen, ist die folgende: Gibt es zu 
jedem charakteristischen Tripel % der Differentialgleichung (q) Normalphasen mit 
der Randcharakteristik y% Wenn ja, so sollen alle solche Normalphasen bestimmt 
werden. 
15. Es sei x = (toi c> d) ein charakteristisches Tripel der Differentialgleichung 
(q). 
Wir nehmen an, daß es eine Normalphase a von (q) mit der Randcharakteristik 
X tatsächlich gibt. Es sei (u0, v0) die durch die Anfangswerte 
ô(̂ o) = °> ô(*o) = - s g n c; v0(t0) = 1, v^(t0) = 0 
bestimmte Basis der Differentialgleichung (q) und ä0 die an der Stelle t0 verschwin-
dende Phase von (u0, v0): öc0(t0) = 0. Offenbar ist ä0 eine Normalphase von (q), 
und es gilt sgn ä0 = — sgn c. Wir bezeichnen mit %(öt0) = (t0; c0, d0) die Rand-
Charakteristik von ä0. Es gilt — sgnc0 = sgn ä0 = — sgn c und folglich sgnc0 
= sgn c, sgn d0 = sgn d. 
Nun sind aber die Funktionen a, ä0 Phasen derselben Differentialgleichung (q). 
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Daraus folgt: Ist eine der Zahlen c, c0 bzw. d, d0 endlich, so gilt dies auch von 
der anderen. 
Ferner besteht im Intervall j , mit Ausnahme der singulären Stellen von 
tan oc(t), tan öc0(t), die mit geeigneten Konstanten cxl, c12, c21, c22 gebildete Formel 
(§5, Nr. 17.4) 
t a n a ( Q = C l l t a n ^ ) + C l 2 . 
c21t&na0(t) + c22 
Nun ist c12 = 0, da beide Phasen oc, ä0 an der Stelle t0 verschwinden. Ferner 
ist offenbar c22 =)= 0, und man darf (da im Zähler und Nenner durch c22 dividiert 
werden darf) c22 = 1 annehmen. Folglich haben wir 
t a n « ( « ) - C " t a n ^ > 
c21 tan oc0(t) 4- 1 
Diese Formel kann durch die folgende, für alle t € j gültige Beziehung ersetzt 
werden: 
sin ä0(t) • [clt cos oc(t) — c21 sin oc(t)] = cos ä0(t) sin oc(t). 
Sind die Zahlen c, c0 bzw. d, d0 endlich, so ergibt diese Beziehung 
sin c0 • [clx cos c — c21 sin c] = cos c0 • sin c, 
(35) 
sin d0 • [c3! cos d — c21 sin o
7] = cos d0 • sin d. 
Wir sehen, daß die Konstanten c11? c21, je nach Typus und Art der Differen-
tialgleichung (q), eine oder zwei lineare Gleichungen (35) erfüllen und durch 
die Randwerte c, c0; d, d0 in einem gewissen Maße bestimmt sind. 
Wir wollen nun diesen Sachverhalt in den einzelnen Fällen genauer unter-
suchen. 
Wir übernehmen die Bezeichnungen von Nr. 13. Insbesondere setzen wir 
s = sgn ä0 = sgn oc' und bezeichnen die 1-Grundfolgen, sofern sie existieren, mit 
(a < ) rx = ax < a2 < •••, (6 > ) sx = b_x > b_2 > •••. 
I. Endlicher Typus (m), m >̂ 1: 
c, o7 endlich, (m — l) Tis ^ d — c "> mm. 
a) Allgemeiner Fall: 
(m — 1) Tis $ d — c ^ mjre. (36) 
1. m = 1: sin c • sin d =f= 0, £0 £ /, sin c0 sin c?0 =(= 0. 
2. m _> 2: 
a) sin c • sin d =|= 0, b_m+r+1 =|= £0 4= r̂+i> sin c0 sin rf0 =)= 0, 
ß) sin c =|= 0, sin d = 0; l0 = b_m+r+1 < ar+1; sin c0 =|= 0, sin d0 = 0. 
y) sin c = 0, sin d =(= 0; b_m+r+1 < £0 = ar+1; sin c0 = 0, sin d0 =|= 0. 
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In den Fällen 1 und 2 a) können die Gleichungen (35) folgendermaßen ge-
schrieben werden: 
CT T cot c — c2 -, = cot cn, 1 
11 21 -° (37) 
c lx cot d — c21 = cot d0. J 
Wegen (36) haben wir cot c — cot d + 0. 
Man sieht: Die Konstanten c11? c21 sind eindeutig bestimmt. 
In dem Fall 2ß) (2y)) kann die erste (zweite) Gleichung (35) durch die erste 
(zweite) Gleichung (37) ersetzt werden, während die zweite (erste) Gleichung (35) 
identisch erfüllt ist. 
Man sieht: Von den Konstanten c11? c21 ist eine unbestimmt. 
b) Spezieller Fall: 
d — c = mjze = d0 — c0. 
1. -m = 1: sin c • sin d + 0, t0 £ j , sin c0 • sin d0 + 0. 
2. m ^ 2 : 
oc) sin c • sin d + 0; ar < £0 < ar+1, sin c0 • sin d0 + 0. 
ß) sin c = sin d = 0; £0 = ar+1, sin c0 = sin d0 == 0. 
In den Fällen 1 und 2 a) sind die Gleichungen (35) voneinander linear abhängig 
und können durch eine der Gleichungen (37) ersetzt werden. 
Man sieht: Von den Konstanten c n , c21 ist eine unbestimmt. 
Im Fall 2ß) sind die Gleichungen (35) identisch erfüllt: 
Die Konstanten c11? c21 sind beliebig. 
IL Unendlicher Typus: 
Wenigstens einer der Randwerte c, d ist unendlich. 
a) Rechtsseitig oszillatorische Differentialgleichung: 
— (r + l)ne^ c $ —me; d = eoo. 
1. sin c + 0, ar <t0< ar+1; sin c0 + 0. 
2. sin c = 0, t0 = ar+1; sin c0 = 0. 
Wie man sieht, ist im Fall 1 eine von den Konstanten c l l 5 c21 unbestimmt, 
im Fall 2 sind beide beliebig. 
b) Linksseitig oszillatorische Differentialgleichung: 
sjie $ d*$ (s + l)jte; c = —eoo. 
1. sin d + 0, b_s_1 < t0 < b_s; sin d0 + 0. 
2. sin fi = 0, t0 = 6. s .x ; sin d0 = 0. 
Wie man sieht, ist im Fall 1 eine von den Konstanten c11? c21 unbestimmt, 
im Fall 2 sind beide beliebig. 
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c) Oszillatorische Differentialgleichung: 
t0(zj; C=—SOQ, d = eoo. 
In diesem Fall sind die Konstanten ctl, c21 beliebig. 
Wir fassen zusammen: 
S a t z . Zu jedem charakteristischen Tripel % = (t0; c, d) der Differentialgleichung 
(q) gibt es Normalphasen von (q) mit der Randcharakteristik %. Je nach Typus 
und Art der Differentialgleichung (q) und je nachdem, ob die Zahl t0 ausgezeichnet 
ist oder nicht, gibt es genau eine Normalphase oder genau ein ein- oder zweipara-
metriges System von Normalphasen der Differentialgleichung (q) mit der Rand-
charahteristih %. 
Es gibt genau eine Normalphase der Differentialgleichung (q) mit der Rand-
charahteristih %, wenn (q) eine allgemeine Differentialgleichung entweder vom Typus 
(1) ist oder vom Typus (m), m ^ 2, wobei t0 nicht ausgezeichnet ist. 
Es gibt genau oo1 Normalphasen der Differentialgleichung (q) mit der Rand-
charahteristih %, wenn (q) eine allgemeine Differentialgleichung vom Typus (m), 
m ^ 2, und t0 ausgezeichnet ist, oder wenn die Differentialgleichung (q) speziell 
vom Typus (1) ist oder vom Typus (m), m^.2, wobei t0 heine ausgezeichnete Zahl 
darstellt; ferner dann, wenn die Differentialgleichung (q) links- oder rechtsseitig 
oszillatorisch ist und die Zahl t0 nicht ausgezeichnet ist. 
Es gibt genau oo2 Normalphasen der Differentialgleichung (q) mit der Rand-
charakteristik %, wenn (q) vom Typus (m), m ^ 2, speziell ist und t0 eine ausgezeich-
nete Zahl darstellt; ferner dann, wenn die Differentialgleichung (q) links- oder rechts-
seitig oszillatorisch und die Zahl t0 ausgezeichnet ist; schließlich dann, wenn die 
Differentialgleichung (q) oszillatorisch ist. 
16. Bestimmung des Typus und der Art der Differentialgleichung (q) durch die 
Randwerte einer Phase von (q). Wir wollen zeigen, daß durch die Randwerte 
einer Phase der Differentialgleichung (q) Typus und Art dieser letzteren eindeutig 
bestimmt sind. 
Es sei (q) eine Differentialgleichung, a eine Phase von (q) und c bzw. d der 
links- bzw. rechtsseitige Randwert von a. 
S a t z . Sind die Zahlen c, d endlich, so ist die Differentialgleichung (q) von end-
lichem Typus (m), m ^ 1, und zwar allgemein mit m = [\d — c | : jr] + 1 oder 
speziell mit m = \d — c\ : TI, je nachdem, ob die Zahl \d — c\ durch n nicht teilbar 
oder teilbar ist. Ist c endlich und d unendlich, so ist die Differentialgleichung (q) rechts-
seitig oszillatorisch; ist c unendlich und d endlich, so ist (q) linksseitig oszillatorisch. 
Sind beide Zahlen c, d unendlich, so ist die Differentialgleichung (q) Oszillatorisch. 
B e w e i s . Wir nehmen zunächst die Zahlen c, d als endlich an. 
I n diesem Fall ist nach dem Satz von Nr. 13 die Differentialgleichung (q) von 
endlichem Typus (m), m ^ 1. 
Wir wählen eine Zahl X so, daß c* = c -f- X, d* = d ~f- X verschiedene Vor-
zeichen haben. Dann sind c*, d* die Randwerte der Normalphase a* = a + X 
von (q). t0 sei die Nullstelle von a*. 
Is t die Differentialgleichung (q) allgemein, so haben wir nach dem Satz von 
Nr. 13 
(m — 1) na S d* — c* $ mm (e = sgn (d* — c*)); 
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daraus folgt, daß \d —• c\ durch n nicht teilbar ist und m den Wert [\d —- c\ : jr] + 1 
hat. 
Ist die Differentialgleichung speziell, so gilt nach demselben Satz 
d* —- c* = mne; 
in diesem Fall ist \d — c\ durch n teilbar, und m hat den Wert \d — c\ : n. 
Zweitens nehmen wir an, wenigstens eine von den Zahlen c, d sei unendlich. 
In diesem Fall folgt die Richtigkeit unserer Behauptung unmittelbar aus dem 
Satz von Nr. 13. 
Insbesondere haben wir: % 
Eine Differentialgleichung (q) von endlichem Typus (m), m ^ 2, ist allgemein 
oder speziell, je nachdem, ob für die Oszillation O(ot) jeder ihrer Phase a 
(m — 1) n < O(oc) < mit oder O(oc) = mn 
gilt. 
Nach der Definition von Nr. 2 gilt die Aussage auch für m = 1. 
17. Eigenschaften der zweiten Phasen. Bei der Besprechung von Lokal- und 
Randeigenschaften der zweiten Phasen der Differentialgleichung (q) kommen 
analoge Begriffe und Methoden, die wir oben bei der Betrachtung der ersten Pha-
sen angewendet haben, in Betracht. Aus diesem Grunde wollen wir uns kürzer 
fassen und nur einige diesbezügliche Begriffe und Resultate anführen. Wir nehmen 
von vornherein an, daß der Träger q der Differentialgleichung (q) im Intervall j 
stets von Null verschieden ist und unter Umständen weitere Eigenschaften be-
sitzt. Insbesondere wollen wir daran erinnern, daß im Fall q 6 C2 die begleitende 
Differentialgleichung (%) von (q) existiert und die ersten Phasen dieser Diffe-
rentialgleichung (q-.) die zweiten Phasen von (q) darstellen (§ 5, Nr. 11). 
a) Satz von der eindeutigen Bestimmung einer zweiten Phase durch Cauchy-
sche Anfangsbedingungen. 
Es seien t0(zj; Z0, Z
f
0 =4= 0, Z
f
0
f beliebige Zahlen. Wir setzen die Existenz von 
qf(t0) voraus. 
Es gibt genau eine zweite Phase ß der Differentialgleichung (q), die an der Stelle t0 
die Cauchysehen Anfangsbedingungen erfüllt: 
ß{t0) = Z0, ß'(t0) = Z'0, ß"(t0) = Z'0'. (38) 
Diese Phase ß ist in dem zweiten Phasensystem der Basis (u, v) der Differential-
gleichung (q) enthalten, 
1 I q'(t0) z'0' 
2 \ q(t0) Z'0 
u(t) = SІП Z0 • UQ(t) -j~ 
гtø>) 
1 
- i ^ + irS-^---. »o(0» 
-*---.+?(^-f)«--. v(t) = cos Z0 * u0(t) + Wo 
wobei die u0, v0 die durch die Anfangswerte 
u0(t0) = 0, u0(t0) = 1; v0(t0) = 1, v'0(t0) = 0 
bestimmten Integrale von (q) sind. 
Vo(t). 
(39) 
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b) Es sei ß eine zweite Phase der Differentialgleichung (q). 
Unter der obigen Annahme q(t) ^ 0, t£ j , ist ß eine im Intervall j ( = (a, b)) 
wachsende oder abnehmende Funktion . Der endliche oder unendliche Grenzwert 
c' = lim ß(t) bzw. d' = lim ß(t) 
t—»a+ t—>b -
heißt der links- bzw. rechtsseitige Randwert von /?. 
Die Umstände, unter denen diese Randwerte endlich sind oder nicht, sind den-
jenigen bei den ersten Phasen analog. Insbesondere gilt: 
Besitzt die Differentialgleichung (q) 2-konjugierte Zahlen, so ist der Randwert 
c' (d') von ß genau dann endlich, wenn die linksseitige (rechtsseitige) 2-Grundzahl 
f2 (52/ v o n (q) eigentlich ist. 
Die Zahl je' — d'\ wird die Oszillation der Phase ß im Intervall j genannt . 
Bezeichnung: 0(ß\j), kürzer: O(ß). 
c) Die linksseitigen (rechtsseitigen) Randwerte der zweiten Phasen einer links-
seitigen (rechtsseitigen) Hauptbasis 2 . Art der Differentialgleichung (q) sind genau 
die ganzzahligen Vielfachen der Zahl n. 
Die rechtsseitigen (linksseitigen) Randwerte der zweiten Phasen einer 2-Haupt~ 
basis, deren erstes Glied ein linksseitiges (rechtsseitiges) 2-Grundintegral ist, sind 
7t 
genau die ungeraden Vielfachen von — . 
d) Analog wie bei den ersten Phasen definiert man die zweiten Normalphasen 
der Differentialgleichung (q) und ihre Randcharakteristiken. Über die Struktur 
der Menge ausgezeichneter zweiter Normalphasen und über die Bestimmung der 
zweiten Normalphasen durch ihre Randcharakteristiken gelten im Vergleich mit 
den ersten Phasen analoge Resultate (Nr. 9-15). 
18. Beziehungen zwischen den Randwerten einer ersten und zweiten Phase der-
selben Basis. Es sei (u, v) eine Basis der Differentialgleichung (q) und a, ß eine 
erste bzw. zweite Phase von (u, v). Wir wählen diese Phasen so, daß sie im Inter-
vall j die Beziehung ^ , v tA^ 
J ö 0 < ß(t) - oc(t) < Tz (40) 
erfüllen. Es geht also um zwei benachbarte Phasen des gemischten Phasensystems 
von (u,v) (§5, Nr. 14). 
Wir wissen, daß die mit beliebigen Konstanten \ , k2 gebildeten Funktionen 
yЏ) = \ 
sin [oc(t) + &2] 
y'(t)=±kiy\q{t)\ 
«'(ÕÍ 
sin [ß(t) + fc2] 
Vl?(0] 
(41) 
das allgemeine Integral von (q) und seine Ableitung darstellen. 
Wir wollen nun voraussetzen, daß die Funktion q im Intervall j stets negativ 
ist. Dann wachsen beide Phasen a, ß oder beide nehmen a b : sgn ex! sgnß' = 1. 
Es seien c, c' bzw. d, d' die links- bzw. lechtsseitigen Randwerte von oc, ß. Wir 
wissen, daß die beiden Zahlen c, d und desgleichen d, d' gleichzeitig endlich sind 
oder nicht. 
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Wir betrachten den ersten Fall und nehmen folglich an, daß die Randwerte 
c, c' bzw. d, d' endlich sind. 
Dann folgt aus (40) 
O ^ c ' — c<n bzw. 0 <d' — d <7t. 
Wir wollen beweisen: 
Die Beziehung c' = c (d' = d) gilt genau dann, wenn die linksseitige (rechtsseitige) 
3-Grundzahl r3 (s3) von (q) uneigentlich ist. In diesem Fall hat man also die in § 3, 
Nr. 8 beschriebene Situation: a = r3, r4 = r2 < rx (b = s3, s4 = s2 > Sj). 
Die Beziehung c' = c -f- n (d' = d + n) gilt genau dann, wenn die linksseitige 
(rechtsseitige) 4t-Grundzahl r4 (#4) von (q) uneigentlich ist. In diesem Fall haben wir 
a = r4, r3 = rt< r2 (b = <s4, s3 = sx> s2). 
Beweis. Wir beschränken uns auf den Beweis der Aussagen z. B. über die 
linksseitigen Randwerte c, c'. 
Zunächst sei bemerkt, daß jede der Beziehungen c! = c, c' = c -f- jt gegenüber 
einer beliebigen Schiebung ä(t) = oc(t) + X, ß(t) = ß(t) + X der Phasen a, ß in-
variant ist (X beliebig). Man kann insbesondere X = —-c wählen und folglich ohne 
Verlust an Allgemeinheit c == 0 voraussetzen. Ferner nehmen wir z. B. sgn oc' 
= sgn ß' = 1 an. 
a) Es sei c' = c = 0. Wir wählen eine Zahl xG j . Es ist zu zeigen, daß es eine 
mit x linksseitig 3-konjugierte Zahl gibt. 
Wegen c = 0 und sgn oc' = 1 haben wir oc(x) > 0. 
Wir wählen in den Formeln (41) die Konstanten hx, h2 folgendermaßen: ht = 1, 
h2 = —oc(x). Dann haben wir ein an der Stelle x verschwindendes Integral y 
von (q) und seine Ableitung y'. 
Nach (40) gilt die Ungleichung 
ß(x) ~~oc(x) > 0 . (42) 
Wegen c' = 0 und sgn ß' = 1 besteht für alle t £ j in einer rechtsseitigen Um-
gebung von a die Ungleichung ß(t) < | oc(x), und folglich ist auch 
ß(t) - oc(x) < 0 . (43) 
Aus (42) und (43) schließen wir: Die links in (43) stehende Funktion von t 
nimmt an einer Stelle £0 € (a, x) den Wert 0 an. Die Zahl t0 ist offenbar eine Null-
stelle von y' und stellt folglich eine mit x linksseitig 3-konjugierte Zahl dar. 
b) Es sei a = r3. Dann gibt es zu jeder Zahl x£j eine mit ihr linksseitig 
3-konjugierte Zahl. Es ist zu zeigen, daß c' = 0 gilt. 
Wir nehmen an, es sei c' > 0 und wählen eine der Ungleichung oc(x) < | c' 
genügende Zahl x(zj; wegen c == 0 und sgn oc' = 1 ist eine solche Wahl möglich. 
Ferner wählen wir in den Formeln (41) die Konstanten ht, h2 wie folgt: ht = 1, 
h2 = —oc(x). Dann haben wir ein an der Stelle x verschwindendes Integral y 
von (q) und seine Ableitung y'. 
Nun gilt aber nach der Bedeutung von c' und wegen sgn ß' = 1 an jeder Stelle 
te(a,x) l 
0 < — c' = c' — - - c' < ß(t) — oc(x) < ß(x) — oc(x) < 71, 
Zi Zi 
also 0 < ß(t) — oc(x) < n. 
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Wie man sieht, hat die Ableitung y' von y links von x keine Nullstelle. Folglich 
gibt es keine mit x linksseitig 3-konjugierte Zahl, und wir haben einen Wider-
spruch. 
c) Es sei c' = n. Wir wählen eine Zahl x G j . Es ist zu zeigen, daß es eine mit x 
linksseitig 4-konjugierte Zahl gibt. 
Wegen c' = n und sgn ß' = 1 haben wir ß(x) > n. 
Wir wählen in den Formeln (41) die Konstanten kx, k2: kx = 1, k2 = —ß(x). 
Dann haben wir ein Integral y von (q), dessen Ableitung y' an der Stelle x ver-
schwindet. 
Nach (40) gilt die Ungleichung 
oc(x) — ß(x) > —n. (44) 
Wegen c = 0 und sgn oc' = 1 besteht für alle i in einer linksseitigen Umgebung 
von a die Ungleichung oc(t) < | (ß(x) — n), und folglich gilt auch 
oc(t) - ß(x) < -n. (45) 
Aus (44) und (45) schließen wir: Die links in (45) stehende Funktion von t 
nimmt an einer Stelle t0 G (a, x) den Wert — n an. Die Zahl t0 ist offenbar eine Null-
stelle von y und stellt folglich eine mit x linksseitig 4-konjugierte Zahl dar. 
d) Es sei a = r4. Dann gibt es zu jeder Zahl x G j eine mit ihr linksseitig 4-kon-
jugierte Zahl. Es ist zu zeigen, daß c' = n ist. 
Wir nehmen an, es sei c' < n und wählen eine der Ungleichung c' < ß(x) < n 
genügende Zahl x G j ; wegen c' < n und sgn ß' = 1 ist eine solche Wahl möglich. 
Ferner wählen wir in den Formeln (41) die Konstanten kx, k2 wie folgt: kx = 1, 
k2 = —ß(x). Dann haben wir ein Integral y von (q), dessen Ableitung y' an der 
Stelle x verschwindet. 
Nun gilt aber wegen c = 0 und sgn oc' = 1 an jeder Stelle t G (a, x) 
—n < oc(t) —n< oc(t) — ß(x) < oc(x) — ß(x) < 0, 
also — n < oc(t) — ß(x) < 0. 
Das Integral y hat demnach links von x keine Nullstelle. Folglich gibt es keine 
mit x linksseitig 4-konjugierte Zahl, und wir haben einen Widerspruch. 
§ 8. Elementare Phasen 
In diesem Paragraphen werden wir Phasen mit gewissen speziellen Eigen-
schaften, die sogenannten elementaren Phasen betrachten. Im Laufe unserer 
Überlegungen werden wir öfter diesen Phasen begegnen. Um die Betrachtungen 
möglichst einfach zu gestalten, wollen wir den Begriff der elementaren Phase in 
engerem, unseren Zwecken aber vollkommen entsprechendem Sinne einführen. 
In diesem Zusammenhang setzen wir in diesem Paragraphen voraus, daß die 
Längen der Definitionsintervalle j = (a, b) der zu betrachtenden Differential-
gleichungen (q) stets größer als n sind: b ~™ a > n. Diese Voraussetzung kommt 
natürlich nur für beschränkte Intervalle ; zur Geltung, da sie für unbeschränkte 
Intervalle j von selbst erfüllt ist: b — a = oo. Ferner setzen wir in allen Betrach-
7 Borüvka, Lineare Differentialtransformationen 
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tungen über die zweiten Phasen voraus, daß der entsprechende Träger q im Inter-
vall ; stets negativ ist: q(t) < 0, t £ j . 
Wir betrachten eine Differentialgleichung (q). 
1. Einleitung. Eine erste oder zweite Phase y(t) von (q) nennen wir elementar, 
wenn für je zwei im Intervall j liegende Werte t, t + n die Beziehung 
y(t + n) = y(t) + en (e = sgn yf) (1) 
besteht. Wir sprechen auch gelegentlich von elementaren Phasen des Trägers q. 
Beispielsweise sind die erste und zweite Phase des Trägers q(t) = — 1, a(t) = t 
n 
und ß(t) = — + t, elementar. 
Es sei y(t) eine elementare erste oder zweite Phase von (q). 
Wie man sieht, ist die Phase y in der Form 
y(t) = et + G(t) (e = sgnyf) 
darstellbar, wobei G(t), t(ij, eine Funktion mit den folgenden Eigenschaften 
bedeutet: 
1. G ist mit n periodisch, 
2. ö € O3 oder G(~Cl9 je nachdem, ob y eine erste oder zweite Phase ist, 
3. sgn[e + G'(t)] = £ für alle t G ;'. 
Ferner erhalten wir aus (1) und wegen der Monotonie von y: 
Die Werte y(t), y(t + n) sind entweder beide ganzzahlige Vielfache von n oder 
beide sind es nicht. Im ersten Fall gibt es zwischen den Zahlen t, t + n keine, im 
zweiten aber genau eine Stelle, an der die Funktion y den Wert eines ganzzahligen 
Vielfachen von n annimmt. 
Weitere Eigenschaften sind: 
Jede Phase des vollständigen Phasensystems [y], also jede Phase von der Form 
y(t) + X, X beliebig, ist ebenfalls elementar. 
Die Ableitung yr ist eine mit n periodische Funktion. 
2. Nun kommen wir zu dem folgenden 
Satz. Alle ersten bzw. zweiten Phasen der Differentialgleichung (q) sind elemen-
tar, wenn nur eine erste bzw. zweite Phase von (q) diese Eigenschaft besitzt. 
Beweis. Wir nehmen an, daß z. B. eine erste Phase a0 der Differentialglei-
chung (q) elementar ist. Es sei a eine beliebige erste Phase von (q). Dann besteht 
für alle t(zj mit Ausnahme von singulären Stellen der Funktionen tan a0(f). 
tan a(t) eine Formel wie in § 5, (39), wobei oc bzw. a0 statt öi bzw. a zu lesen ist und 
die Cij geeignete Konstanten bedeuten. Nimmt man in dieser Formel beiderseits 
den Wert an zwei Stellen t, t + n€j, so ergibt sich tan a(t + n) = tan a(t) und 
folglich a(t + n) = a(t) + nn, 0 =]-- n ganz. Wir haben zu zeigen, daß \n\ = 1 ist. 
Zu diesem Zwecke wählen wir zwei beliebige Werte x,x + n€j und betrachten 
die folgenden (ersten) Phasen von (q): 
ä0(t) = a0(t) — a0(x), ä(t) = a(l) — a(x). 
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Zunächst sehen wir, daß die Phasen ä0, oi die gemeinsame Nullstelle x besitzen. 
Daraus folgt, daß die Integrale 
y(t) = sin ä0(t): Y\^t)\, y(t) = sin ä(t): VpW| 
der Differentialgleichung (q) an der Stelle x verschwinden und folglich alle Null-
stellen gemeinsam haben. 
Ferner ist offenbar die Phase a0 elementar; wir haben also 
ä0(x) = 0, ä0(x + 7t) = 7t• sgn ä'Q\ y(t) + 0 für t £ (x, x + TZ) . 
Für die Phase ä gelten die Beziehungen 
ä(x) = 0, ä(x + TI) = \n\ TI • sgn äf. 
Ist \n\ + 1, so nimmt die Funktion ä an einer Stelle f0G (x, x + TI) den Wert 
TI - sgn ä' an. In diesem Fall ist t0 eine Nullstelle von y und folglich auch eine 
solche von y. Dies ist jedoch nicht möglich, da nach dem Obigen das Integral y 
im Intervall (x, x + n) stets von Null verschieden ist. Wir haben also \n\ = 1, 
und der Beweis ist beendet. 
Nach diesem Satz sind bei einer Differentialgleichung (q) entweder alle ersten 
(zweiten) Phasen elementar oder keine von ihnen. Eine Differentialgleichung (q), 
deren erste (zweite) Phasen elementar sind, wollen wir Differentialgleichung mit 
elementaren ersten (zweiten) Phasen nennen, und dieselbe Benennung übertragen 
wir auf den entsprechenden Träger. Gelegentlich sprechen wir auch von elemen-
taren Differentialgleichungen und Trägern bezüglich der ersten (zweiten) Phasen. 
Es sei nun (q) eine Differentialgleichung mit elementaren ersten (zweiten) 
Phasen. 
Welche Eigenschaften haben die zweiten (ersten) Phasen von (q)? 
Um diese Frage zu beantworten, betrachten wir eine erste und zweite Phase oc 
und ß derselben Basis von (q). Zwischen den Phasen oc, ß besteht also eine Be-
ziehung wie in § 5, (34), und aus ihr folgt für je zwei Werte t,t + 7i(zj 
ß(t + Ж) — ß(t) — 8Ж == 0í(t + Ж) — 0t(t) — 8Ж 
1 
Arccot 2 ( l : a ' ( ř + я))' Arccot 1 ( 1 : « ' ( « ) ) ' (2) 
(є = sgn oc! = sgn ßř). 
Ist die Phase oc elementar, so ist oc' und folglich auch Arccot [| (1 : oc')'] eine 
mit TI periodische Funktion, und die Formel (2) ergibt, daß auch die Phase ß 
elementar ist. 
Ist umgekehrt die Phase ß elementar, so ist die linke Seite von (2) identisch 
Null, und man sieht, daß die Phase oc dann und nur dann elementar ist, wenn die 
Funktion (1 : oc!)1 mit n periodisch ist. 
Wir fassen zusammen: 
Bei einer Differentialgleichung (q) mit elementaren ersten Phasen sind auch die 
zweiten Phasen elementar. 
7* 
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Bei einer Differentialgleichung (q) mit elementaren zweiten Phasen sind die ersten 
Phasen oc dann und nur dann elementar, wenn die aus ihnen gebildeten Funktionen 
(1 : oc')' mit n periodisch sind. 
3. Eigenschaften von Integralen und ihren Ableitungen bei Differentialglei-
chungen (q) mit elementaren Phasen. Die Integrale bzw. ihre Ableitungen der 
Differentialgleichungen (q) mit elementaren ersten bzw. zweiten Phasen zeichnen 
sich durch besondere Eigenschaften aus, die wir nun untersuchen wollen. In 
unseren Überlegungen werden wir uns hauptsächlich mit Differentialgleichungen 
(q) mit elementaren ersten Phasen befassen. Für die Differentialgleichungen (q) 
mit elementaren zweiten Phasen werden wir uns mit Anführung der Resultate 
begnügen. 
Wir zeigen: 
Ist die Differentialgleichung (q) bezüglich ihrer ersten Phasen elementar, so sind 
die Werte eines jeden Integrals y von (q) an zwei beliebigen Stellen t,t + n£j ent-
gegengesetzt, also , , 
y y y(* + n) = -y(t). (3) 
In der Tat, nehmen wir an, die ersten Phasen von (q) seien elementar. Wir be-
trachten ein Integral y und eine erste Phase oc von (q). Dann gilt bei geeigneter 
Wahl der Konstanten kx, k2 eine Formel wie die erste Formel in § 5, (27), Da die 
Phase oc elementar ist, stellt oc' eine mit n periodische Funktion dar. Folglich 
gilt an zwei beliebigen Stellen t, t + TZG j die Beziehung (3). 
Ferner gilt der 
Satz . Die Differentialgleichung (q) ist bezüglich ihrer ersten Phasen elementar 
dann und nur dann, wenn je zwei Zahlen t, t + n € j 1-konjugierte benachbarte 
Zahlen darstellen. 
Beweis, a) Die Differentialgleichung (q) sei in bezug auf ihre ersten Phasen 
elementar. 
Es seien t,t + n£.j beliebige Zahlen. Wir wählen eine erste Phase oc und ein 
in t verschwindendes Integral y von (q). Dann haben wir eine Formel wie in § 5, 
(27), wobei oc(t) + k2 = nn, n ganz, ist. Da die Phase oc elementar ist, haben 
wir oc(t + n) + k2 = (n + s) n, s = sgn oc', und es gibt zwischen den Zahlen 
t, t + n keine Stelle, an der die Funktion oc + k2 den Wert eines ganzzahligen 
Vielfachen von n annimmt. Folglich ist t + n eine, und zwar die erste nach t 
folgende Nullstelle von y. 
b) Zwei beliebige Zahlen t,t-\-n€.j seien miteinander 1-konjugiert und be-
nachbart. 
Wir betrachten eine erste Phase oc von (q). Es seien t, t + TI G j beliebige Zahlen, 
und sei y ein in t verschwindendes Integral von (q). Dann haben wir eine Formel 
wie in § 5, (27), wobei oc(t) + k2 = nn, n ganz, ist. Nach unserer Annahme ist 
t + n eine, und zwar die erste nach t folgende Nullstelle von y; daraus folgt 
oc(t + n) + k2 = (n + s) n, s = sgn oc'. Wir haben also oc(t + n) = a(£) + sn, 
w. z. b. w. 
Der soeben bewiesene Satz kann offenbar auch so formuliert werden: 
Die Differentialgleichung (q) ist in bezug auf ihre ersten Phasen elementar 
dann und nur dann, wenn die Nullstellen aller ihrer Integrale 7r-äquidistant ver-
§ 8. Elementare Phasen 87 
teilt sind, d. h., wenn zwei benachbarte Nullstellen stets denselben Abstand n 
haben. 
Wir wollen noch die folgende Eigenschaft einer Differentialgleichung (q) mit 
elementaren ersten Phasen im Fall b —• a > 2n erwähnen: 
Die Integrale einer solchen Differentialgleichung (q) sind periodische Funktionen 
mit der Grundperiode 2n. 
In der Tat, zunächst sieht man aus (3), daß die Integrale von (q) mit 2n peri-
odisch sind. Für die Grundperiode p > 0 eines Integrals y von (q) haben wir 
0 < p ^ 2n. Ist p < 2n, so gilt für geeignete Werte t, t + p € j die Ungleichung 
y(t) y(t -{- p) <C0, und dies widerspricht der Definition von p. 
Analoge Eigenschaften haben die Differentialgleichungen (q) mit (stets nega-
tiven Trägern und) elementaren zweiten Phasen: 
Ist die Differentialgleichung (q) in bezug auf ihre zweiten Phasen elementar, so 
besteht für die Werte der Ableitung y' jedes Integrals y von (q) an zwei beliebigen 
Stellen t,t + n die Beziehung 
y'(t + n) y'(t) 
'\q(t + n)\ V|?(ř)| 
(4) 
Die Differentialgleichung (q) ist in bezug auf ihre zweiten Phasen elementar dann 
und nur dann, wenn je zwei Zahlen t,t-\-n(zj 2-lconjugierte benachbarte Zahlen 
darstellen. 
Die Differentialgleichung (q) ist in bezug auf ihre zweiten Phasen elementar 
dann und nur dann, wenn die Nullstellen der Ableitungen aller ihrer Integrale 
c/r-äquidistant verteilt sind. 
Bei einer Differentialgleichung (q) mit elementaren zweiten Phasen sind im 
Fall b — a > 2TZ die mit Hilfe von beliebigen Integralen y der Differential­
gleichung (q) gebildeten Funktionen y'(t)\ ]l\q(t)\ periodisch mit der Grundperiode 
2TZ. 
Wir wissen, daß bei einer Differentialgleichung (q) mit elementaren ersten 
Phasen auch die zweiten Phasen elementar sind (Nr. 2). Daraus und aus den 
obigen Ergebnissen schließen wir: 
Bei einer Differentialgleichung (q) mit (einem stets negativen Träger q und) ele­
mentaren ersten Phasen sind die Nulls teilen sowie die Abszissen der Extremwerte der 
Integrale von (q) n-äquidistant verteilt. 
4. Bestimmung aller Träger mit elementaren ersten Phasen. Unsere Erkennt­
nisse über elementare Phasen ermöglichen es, alle Träger mit elementaren ersten 
Phasen explizit zu bestimmen. Wir wollen der Kürze halber in Nr. 4-7 von Phasen 
und elementaren Trägern anstatt von ersten Phasen und Trägern mit elementaren 
ersten Phasen sprechen. 
Nach Nr. 1 ist jede elementare Phase ot einer Differentialgleichung (q) in der 
F o r m oc(t) = et + A(t) (e = sgn <%') (5) 
mit Hilfe einer Funktion A(t), tdz j , mit den folgenden Eigenschaften darstellbar: 
1. 4̂ ist mit % periodisch, 
2.Aec3, 
3. sgn[e -f A'(t)] = £ für alle t G j . 
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Aus § 5, Nr. 5, wissen wir, daß durch die Phase a der Träger q eindeutig be-
stimmt ist, und zwar im Sinne der Formel § 5, (16), also 
^ = -T^^+iT£m?-^+A'm)K <6) 
Wählt man umgekehrt e = + 1 oder s = — 1 und eine beliebige Funktion 
A(t), t£j, mit den obigen Eigenschaften 1-3, so stellt die nach (5) definierte 
Funktion a eine Phasenfunktion dar (§5, Nr. 7) mit der Eigenschaft oc(t -f n) 
= a(t) + an. Folglich ist diese Funktion eine elementare Phase des vermöge der 
Formel (6) bestimmten Trägers q. 
Somit haben wir alle elemeritaren Träger im Intervall j bestimmt: 
Alle elementaren Träger q im Intervall j sind durch die Formel (6) bestimmt; 
s bedeutet + 1 oder —1, und A stellt eine beliebige Funktion im Intervall j mit den 
obigen Eigenschaften 1-3 dar. 
5. Im Hinblick auf unsere späteren Überlegungen wollen wir nun Differential-
gleichungen (q) mit elementaren Phasen im Intervall j = ( — oo, oo) betrachten. 
Aus (5) sehen wir, daß jede Phase einer solchen Differentialgleichung (q) von 
unten und von oben unbeschränkt ist. Daraus folgt (§ 5, Nr. 4), daß die Diffe-
rentialgleichungen (q) mit elementaren Phasen im Intervall / = ( — oo, oo) oszil-
latorisch sind. Die entsprechenden Träger q sind natürlich durch die Formel (6) 
bestimmt. 
Ein für unsere Zwecke nützliches Beispiel eines Systems von elementaren 
Trägern q im Intervall j = (—oo, oo) ist durch die folgende Formel gegeben 
(F. NETJMAN[53]): 
sin 4(t •— c) + -— sin4 (t — c) 
q(t\c) = j : - - 1 ; (7) 
1 — — sin 2(t — c) • sin2 (t — c) 1 
c bedeutet eine beliebige Konstante. 
Dieses System ergibt sich aus der Formel (6) bei der folgenden Wahl der Funk-
tion A(t): 
AЏ) = 
arctan (-— cos 2(ř — c) — cot (t — c) \ —1 + vn fur t G (c + VTZ , c + (v + 1) TI) , 
Ą - c für t = vn; (v = 0, ±1, ±2, ...)• 
( 7t 7t\ — 5 " ' 17/ liegenden Zweig dieser Funktion. 
Später (§ 15, Nr. 8) werden wir zu diesem Trägersystem auf einem anderen Wege 
gelangen. 
Man stellt leicht fest, daß je zwei durch verschiedene Werte cl9 c2€ »'T 
bestimmte elementare Träger q^lc^, q(t\c2) des Systems (7) voneinander ver-
schiedene Funktionen darstellen. Daraus folgt: 
Das System der elementaren Träger (7) hat die Mächtigkeit des Kontinuums, K. 
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6. Wir wollen nun die Mächtigkeit der Menge aller elementaren Träger im 
Intervall j = ( —oo, oo) bestimmen. 
Es sei E diese Menge. Da die Elemente von E vermöge beliebiger mit TZ peri-
odischer Funkt ionenA von der Klasse C3 im Sinne der Formel (6) bestimmt sind, 
ist vorauszusehen, daß die Mächtigkeit von E gleich N ist. Daß dies tatsächlich 
zutrifft, läßt sich folgendermaßen beweisen: 
Das obige durch die Formel (7) gegebene System von elementaren Trägern 
stellt eine Untermenge von E dar. Da es die Mächtigkeit N besitzt, ist card E ^ N. 
Ferner sind die Elemente von E stetige Funktionen im Intervall j . Daraus folgt 
eard i? <g X. Also: 
Die Mächtigkeit der Menge aller elementaren Träger im Intervall j = ( — oo, oo) 
ist gleich der Mächtigkeit des Kontinuums, N. 
7. Verallgemeinerung des Begriffes von elementaren Phasen. Wir wollen diesen 
Paragraphen mit der folgenden Bemerkung abschließen. 
Wir betrachten eine Differentialgleichung (q) im Intervall j = (ä, b). 
Es seien c > 0, k > 0 beliebige Zahlen und b — ä > c. 
Eine erste oder zweite Phase y(t) von (q) nennen wir quasielementar, wenn für 
je zwei im Intervall J liegende Werte t, t + c die Beziehung 
y(t + c) = y(t) + sk (e = sgn f) 
besteht . 
Man rechnet leicht nach, daß die vermöge einer quasielementaren Phase y 
von (q) im Intervall (a, b), a = (c : TZ) ä, b = (c : TZ) b, definierte Funktion 
м-Ш 
die Beziehung y(t + n) = y(t) + ejt (s = sgny') erfüllt. 
Is t y (= ä) eine erste quasielementare Phase von (q), so ist die Funktion 
y (= ex) aus der Klasse (73, und es gilt, im Hinblick auf die Formel § 1, (17), 
, , c2 f - c ) 
{0C,t}= -r\0C, 1\. 
Daraus folgt 
(?(0 =) -{<*> o - *'*(t) = 4 - f - k -t) - ä'2 (-t) 
TZ L l "V j \ TZ i 
Wir sehen also: 
Is t ä(t) eine erste quasielementare Phase des Trägers q(t) im Intervall (ä, h), so 
stellt die Funktion 
71 __(C ' 
oc(t) = —~oc[ — t 
k \TZ 
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im Intervall (a, b), a = (c:n)ä, b = (c:7t)h eine erste elementare Phase des 
Trägers 
dar. 
§ 9. Beziehungen zwischen ersten Phasen zweier Differentialgleichungen (q), (Q) 
1. Einleitung. Wir betrachten zwei Differentialgleichungen (q), (Q) in den Inter-
vallen j = (a, b), J = (A, B). % 
Unsere Überlegungen werden im allgemeinen von Typus und Art der Diffe-
rentialgleichungen (q), (Q) abhängen. Falls diese Differentialgleichungen links-
bzw. rechtsseitige 1-Grundfolgen zulassen, so wollen wir diese letzteren mit 
(a <) ax < a2 < ••• bzw. (b >)b_^ > b_2 > ••• 
und 
(A<)At<A%<.~ bzw. ( J 5 » S . 1 > 5 . a > . . . 
bezeichnen. 
2. Verknüpfte Phasen. Es seien oc, A beliebige (erste) Phasen der Differential-
gleichungen (q), (Q) und c, d bzw. C, D ihre Randwerte. 
Wir nennen die Phasen oc, A verknüpft, wenn die folgenden Beziehungen gleich-
zeitig bestehen: 
min (c, d) < max (C, D); min (C, D) < max (c, d). (1) 
Wir zeigen, daß die Phasen oc, A dann und nur dann gemeinsame Werte an-
nehmen, wenn sie verknüpft sind. Mit anderen Worten, die Beziehung oc(j) ^ A(J) 
^ 0 und die Ungleichungen (1) bestehen gleichzeitig. 
Beweis, a) Ist z. B. die erste Ungleichung (1) nicht erfüllt, so sind die Zahlen 
c, d größer oder gleich jeder der Zahlen C, D. Daraus folgt oc(t) > A(T) für alle 
tej,Tej. 
b) Aus (1) folgt min (C, D) fg min (c, d) < max (C, D) oder min (c, d) 
< min (C, D) < max (c, d). Im ersten Fall gilt min (C, D) < oc(t) < max (C, D) 
an einer Stelle t € j und ferner, da die Funktion A im Intervall J alle Werte 
zwischen min (C, D) und max (C, D) durchläuft, oc(t) = A(T), wobei TQ.J eine 
geeignete Zahl ist. Im zweiten Fall haben wir min (c, d) < A(T) < max (c, d) an 
einer Stelle T € J und ferner, ähnlich wie oben, A(T) = oc(t) mit einer geeigneten 
ZahU€ 7 . 
Wir wollen nun im folgenden voraussetzen, daß die Phasen oc, A verknüpft sind. 
Dann stellt 
L = ac(j) r> A(J) (2) 
ein (offenes) Intervall dar. Dasselbe ist offenbar der Wertevorrat der Funktion oc 
in einem (offenen) Intervall k (c j) und zugleich ein solcher von A in einem (offe-
nen) Intervall K(aJ):L= oc(k) = A(K). 
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Wir wollen die Intervalle 
k=oc-\L), K = k~\L) (3> 
bestimmen. 
Es seien c, d bzw^ C, D die normierten Randwerte der Phasen oc bzw. A und 
ferner ä, h bzw. Ä, B die normierten Endpunkte der Intervalle j bzw. J in bezug 
auf diese Phasen (§ 7, Nr. 3). 
Dann haben wir 
lim oc(t) = č, lim oc(t) = d, 
t—*a ř—>& 




c<d, C<D. (5> 
Die Ungleichungen (1) können wie folgt geschrieben werden: 
c<D, C<d. (6) 
Nun sind im Hinblick auf die Beziehungen (5), (6) genau die folgenden fünf 
Fälle möglich: 
l°.C < c<D <d, also L=(c, D); 
2°. C < c<d ^D, also L = (c, d); 
3°. c<C <D <d, also L = (C,D); 
4°. c<C <d <D, also L=(C,d); 
5°. C = c<D = d, also L = (c, d) = (C, D). 
Die Intervalle k, K sind folglich (im Hinblick auf (4)) in den einzelnen Fällen 
in folgender Weise bestimmt: 
1°. k = (ä, oc-^D)), 
K = (A_1(c), B) oder = (Ä, B), je nachdem, ob C < c oder C = c ist; 
2°. k = (ä, h), 
K = (A-X(c), k-^d)) oder = (k^c), B), je nachdem, ob d < D oder d = D 
ist; 
3°. k = (oc~\C), oc-^D)) oder = ( a " 1 ^ ) ) , 5), je nachdem, ob D < d oder D = d 
ist; 
K=(Ä,B); 
4°. k = (a-1(O), 5) oder = (ä, 5), je nachdem, ob c < C oder c = C ist; 
K = (Ä,k-Hd)); 
5°. k = (ä, h), K = (Ä, B). 
Somit kommen wir zu dem folgenden Resultat: 
Entweder fällt wenigstens einer der Endpunkte des Intervalls k mit einem 
Endpunkt von j und zugleich wenigstens einer der Endpunkte des Intervall K 
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mit einem Endpunkt von J zusammen (1°; 2°, d = D; 3°, D = d; 4°; 5°); oder das 
Intervall k ist mit j identisch, und die Endpunkte von K liegen im Intervall J 
(2°, d < D); oder das Intervall K ist mit J identisch, und die Endpunkte von k 
liegen im Intervall / (3°, D <d). 
Insbesondere sehen wir: 
Dann und nur dann fällt das Intervall k mit j und zugleich das Intervall K mit J 
zusammen, wenn c = C, d = D ist. Mit anderen Worten: Dann und nur dann 
fallen die Wertevorräte der Phasen oc, A in ihren Deiinitionsintervallen j , J 
zusammen, wenn C = c, D = d oder C = d, D = c ist. 
Wir nennen die Differentialgleichungen (q), (Q) von demselben Charakter, wenn 
entweder beide zu demselben endlichen Typus (m), m ^ 1 gehören und von der-
selben Art (also beide allgemein oder speziell) sind oder jede von ihnen einseitig 
oszillatorisch ist oder beide oszillatorisch sind. 
Es gilt somit (§7, Nr. 2): 
Die Wertevorräte der Phasen oc, A in ihren Definitionsintervallen j , J können nur 
dann zusammenfallen, wenn die Differentialgleichungen (q), (Q) von demselben 
Charakter sind. 
In Nr. 3-6 wollen wir diese Eigenschaft der Differentialgleichungen (q), (Q) 
voraussetzen. Wir nehmen also an, daß die Differentialgleichungen (q), (Q) von 
demselben Charakter sind. 
3. Assoziierte Zahlen. Wir nennen zwei Zahlen t0 € j und T0£ J direkt assoziiert 
in bezug auf die Differentialgleichungen (q), (Q), kürzer: direkt assoziiert, wenn 
sie in bezug auf die Zahlen av, b_v und Av, B„v (v = 0, 1, ...; a0 = a, b0 = b; 
A0 = A, B0 = B) in denselben Beziehungen stehen. 
Das bedeutet: 
I. Im Fall eines endlichen Typus (m) der Differentialgleichungen (q), (Q), 
m > 1: 
a) m = 1: t0 Є / beliebig, T0ЄJ beliebig; 
b) m ^ 2 : 1. t0 = ar+1, 1 0 = -Ær+i; 
Z. t0 = b_m+r+1, rp ___ Ţ> _L Q — _U_m+r+1 , 
6. ar < t0 < b_m+r+1, Ar < 10 < B_m+r+1; 
4. b_m+r+1 < t0 < ar+1, B_m+r+1 < 1 0 < Ar+1 
(r = 0, 1 , . . . ,, m — 1). 
I I . Im Fall eines unendlichen Typus der Differentialgleichungen (q), (Q): 
a) Beide Differentialgleichungen (q), (Q) sind rechtsseitig oszillatorisch: 
1. t0 = ar+1, 10 = Ar+1; 
2. ar < t0 < ar+1, Ar<T0< Ar+1 (r = 0,l, . . . ) ; 
b) beide sind linksseitig oszillatorisch: 
1. t0 = b_r_1, 1 0 = B_r_1; 
2.b_r_1<t0<b_r, B_r_1<T0<B_r (r = 0 , l , . . . ) ; 
c) beide sind oszillatorisch: t0£j beliebig, T0(z J beliebig. 
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Ferner nennen wir zwei Zahlen t0 G j und _P0 G J indirekt assoziiert in bezug auf 
die Differentialgleichungen (q), (Q), kürzer: indirekt assoziiert, wenn sie in bezug 
auf die Zahlen av,b_v und Av, B_v (v = 0, 1, ...; a0 = a, b0 = b; A0 = A, B0 = B) 
in verkehrten Beziehungen stehen. 
Das bedeutet folgendes: 
I . Im Fall eines endlichen Typus (m) der Differentialgleichungen (q), (Q), 
m _> 1: 
a) m = 1: t0 G / beüebig, T0ЄJ beliebig; 
b) m ;g: 2 : 1. t0 = ar+1, 1 0 = B_r_г; 
Ł. t0 = b_m+r+1; 1 0 = _4-,_.-_.-_; 
ò. ar <t0 < b_m+r+1, Am_r_г < 1 0 < B_r; 
4. b_m+r+1 < t0 < ar+1, B_r_t < 10 < Am_r_г; 
(r = 0 , l , . . . , m — 1). 
I I . Im Fall eines unendlichen Typus der Differentialgleichungen (q), (Q): 
a) Die Differentialgleichung (q) ist rechtsseitig und (Q) linksseitig oszil­
latorisch : 
1. t0 = ar+1, 1 0 = B_r_1; 
2. ar < t0 < ar+1, B_r_x <T0<B_r (r = 0,1, . . . ) ; 
b) die Differentialgleichung (q) ist linksseitig und (Q) rechtsseitig oszil­
latorisch : 
1. t0 = 6_.-_.-j_. 10 = Ar+1; 
2.b_r_1<t0<b_r, Ar<T0<Ar+1 (r = 0, 1, . . . ) ; 
c) beide Differentialgleichungen (q), (Q) sind oszillatorisch: 
t0 G j beliebig, T0£J beliebig. 
Wenn also die Differentialgleichungen (q), (Q) vom Typus (1) oder oszillatorisch 
sind, so sind je zwei Zahlen £06 j , T0£ J zugleich direkt und indirekt assoziiert. 
Aber auch in anderen Fällen können zwei Zahlen £0 G j , T0£ J diese Eigenschaft 
haben. Dies tritt genau bei speziellen Differentialgleichungen (q), (Q) ein, wenn 
m (> 0) gerade ist und t0 = a m = b m; T0 = Am = B m ; ferner bei allgemeinen 
~2~ ~~2 ~2 ~~2~ 
Differentialgleichungen (q), (Q), wenn m ungerade ist u n d a m _ i < £ 0 < 6 m - i , 
_ _ 
A m_1 <T0<B m_t oder wenn m (> 0) gerade ist und b m < t0 < am , B m 
2 2 2 2 2 
< 10 < A m. 
"_~ 
Ferner sehen wir: Ist £0 G j eine ausgezeichnete Zahl der Differentialgleichung 
(q) (§ 3, Nr. 10), so gibt es genau eine mit ihr direkt oder indirekt assoziierte Zahl 
2̂ 0 ^ J, die eine ausgezeichnete Zahl von (Q) ist. Zu einer Zahl £0 G /, die nicht 
ausgezeichnet ist, gibt es stets oo1 mit ihr direkt oder indirekt assoziierte Zahlen 
T0 G J , deren Menge ein offenes Teilintervall von J darstellt. 
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4. Es seien t0£ j , T0£J zwei direkt bzw. indirekt assoziierte Zahlen in bezug 
auf die Differentialgleichungen (q), (Q). 
Es gilt der folgende 
Satz . Ist t0; c, d ein charakteristisches Tripel für die Differentialgleichung (q), 
so stellt T0; c, d bzw. T0; d, c ein solches für die Differentialgleichung (Q) dar. 
Beweis. Es sei t0; c, d ein charakteristisches Tripel für die Differentialglei-
chung (q). Die Zahlen t0; c, d erfüllen also die in §7, Nr. 13, angeführten, 
Typus und Art der Differentialgleichung (q) entsprechenden Beziehungen 
I-II c). 
Es sei C = c, D = d oder Q = d, D = c, je nachdem, ob die Zahlen t0, T0 
direkt oder indirekt assoziiert sind. 
Der Beweis ist erbracht, wenn wir zeigen können: Die Werte T0; Av, B_v; 
C,D;E{= sgn (D — C)) erfüllen die Typus und Art der Differentialgleichung (Q) 
entsprechenden Beziehungen I- I I c) von § 7, Nr. 13 (v = 0, 1, ...). 
a) Die Zahlen t0, T0 seien direkt assoziiert. 
Dann steht die Zahl T0 in bezug auf Av, B„v in denselben Beziehungen wie t0 
in bezug auf av, b_v. Da ferner C = c, D = d; E = s ist, folgen die erwähnten 
Beziehungen für die Werte T0; Av, B_v; C, D; E aus denjenigen für t0; av, b_v; 
c, d; e. 
b) Die Zahlen t0, T0 seien indirekt assoziiert. 
Dann steht die Zahl T0 in bezug auf Av, B_v in verkehrten Beziehungen wie t0 
in bezug auf av, b_v. Ferner haben wir C = d, D = c; E = —e. 
Wir wollen z. B. den Fall I a ) , w ^ 2, und 
ar <t0< b_m+r+1; —(r + 1)ne $ c S —ms; (7) 
, Ä . J (m — r — \)ne S d $ (m — r)ne 
betrachten. 
Da die Zahlen t0, T0 indirekt assoziiert sind, haben wir 
Am_r_1<T0<B_r. (8) 
Aus den Beziehungen (7) folgt 
— (r + 1) ne $ D ^ —ms; (m — r — \)ne $ C $ (m — r) ns; 
in diesen Formeln ist für e = 1 bzw. s = —\, d. h. für E = — 1 bzw. E = 1 
das Zeichen < bzw. > zu nehmen. 
Wir haben also 
(r + \)TIE ^ D ^ TOE; — (m — r — \)nE^C^. — (m — r)nE, 
und diese Formeln können wie folgt geschrieben werden: 
-(m-r)7iE$C $ -(m - r - \)TZE; mE $ D $ (r + \)nE. (9) 
Schreibt man in (8) und (9) r anstatt m —- r — 1, so erhält man 
Ar < T0 < B_m+r+1; -(r + \)nE $ C S -mE; 
(m _ r _ i) JJE ^ D $ (m — r) TtE. 
Dies sind genau die mit großen Buchstaben geschriebenen Beziehungen (7). 
Ähnlich verläuft der Beweis in allen übrigen Fällen. 
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5. Ähnliche Phasen. Wir nennen zwei Phasen ex, A der Differentialgleichungen 
(q), (Q) ähnlich, wenn ihre normierten Randwerte c, d bzw. C, D dieselben sind: 
c = C, d = D. Dies trifft offenbar genau dann zu, wenn für die Randwerte c, d 
bzw. C, D von a bzw. A die Beziehungen C = c, D = d oder C = d, D = c 
bestehen. 
Ist C = c, D = d, so nennen wir genauer die Phasen oc, A direkt ähnlich; in 
diesem Fall ist sgn oc' • sgn A -= 1. 
Ist C = d, D = c, so nennen wir die Phasen oc, A indirekt ähnlich; in diesem 
Fall ist sgn oc' • sgn A = — 1. 
Sind z .B. die Differentialgleichungen (q), (Q) oszillatorisch, so gilt für alle 
ihre Phasen oc, A: c = C = — oo, d = D = oo. Daraus folgt, daß je zwei Phasen 
oc, A der Differentialgleichungen (q), (Q) ähnlich sind, und zwar direkt ähnlich, 
wenn beide Phasen wachsen oder abnehmen, und indirekt ähnlich, wenn eine 
von ihnen wächst und die andere abnimmt. 
Insbesondere haben wir (Nr. 2): 
Dann und nur dann fallen die Wertevorräte von zwei Phasen oc, A der Differen-
tialgleichungen (q), (Q) in ihren Definitionsintervallen zusammen, wenn die Phasen 
oc, A ähnlich sind. 
Es seien nun oc, A direkt bzw. indirekt ähnliche Phasen. 
Wir zeigen: 
1. Die Phasen oc, A nehmen an je zwei direkt bzw. indirekt assoziierten ausgezeich-
neten Stellen der Differentialgleichungen (q), (Q) dieselben Werte an. 
Beweis. Wir wenden auf die links- bzw. rechtsseitigen Nullphasen oc — c, 
A — C bzw. oc — d, A —- D der Differentialgleichungen (q), (Q) die Formeln 
§ 7, (10) an und erhalten 
oc(av) = c + svjz, oc(b.v) = d —- SVTZ; 
A(AV) = C + Evn, A(B_V) = D - EVTI (10) 
( I > = 1 , 2 , ...; £ = sgna ' , E = sgnÄ). . 
a) Die Phasen oc, A seien direkt ähnlich: 
C = c, D = d; E = e. (11) 
Nach Nr. 3 sind je zwei direkt assoziierte ausgezeichnete Stellen t0, T0 der 
Differentialgleichungen (q), (Q) entweder t0 = av, T0 = AV oder t0 = b„v, 
T0 = B_v (v = 1, 2, ...). In beiden Fällen folgt aus (10) und (11) oc(t0) = A(T0). 
b) Die Phasen oc, A seien indirekt ähnlich: 
C = d, D = c; E = -e. (12) 
Nach Nr. 3 sind je zwei indirekt assoziierte ausgezeichnete Stellen t^, T0 der 
Differentialgleichungen (q), (Q) entweder t0 = av, T0 = B_V oder t0 = b„v, 
T0 = Av (v = 1, 2, ...). In beiden Fällen folgt aus (10) und (11) a ( y = A(T0). 
Damit ist der Beweis beendet. 
Wir nehmen nun an, daß oc, A (ähnliche) Normalphasen sind. Mit t0, T0 bezeich-
nen wir ihre Nullstellen. 
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2. Je nachdem, ob die Phasen oc, A direkt oder indirekt ähnlich sind, sind ihre 
Nullstellen t0, T0 direkt oder indirekt assoziiert. 
Beweis, a) Die Phasen oc, A seien direkt ähnlich. 
In diesem Fall gelten Formeln wie (11), und es bestehen für t0; c, d; e und zu-
gleich für T0; C, D; E Beziehungen wie im Satz von § 7, Nr. 13. Folglich stehen 
die Zahlen t0 und T0 in bezug auf die Zahlen av, b_v und Av, B_v in denselben 
Beziehungen (v = 0, 1, ...). 
b) Die Phasen a, A seien indirekt ähnlich. 
Dann gelten Formeln wie (12). 
Man überzeugt sich leicht, daß in allen Fällen eines endlichen oder unendlichen 
Typus der Differentialgleichungen (q). (Q) die Zahlen t0 und T0 in bezug auf av, 
b_v und Av, B_v in verkehrten Beziehungen stehen (v = 0, 1, ...). 
Wir wollen dies z. B. für Differentialgleichungen (q), (Q) eines endlichen Typus 
(m), m ^ 2, und etwa für t0 = ar+1 zeigen: 
Ist t0 = ar+1, so haben wir nach dem Satz von § 7, Nr. 13 —(r
J
rl)7ie = c. 
Daraus folgt wegen (12) (r -f- 1) nE = D und ferner (nach demselben Satz) 
TQ = B.r.1. 
6. Wir wollen nun die Frage beantworten, ob und wieviel ähnliche Phasen die 
Differentialgleichungen (q), (Q) (von demselben Charakter) zulassen. 
Darüber gilt der folgende 
Satz . Es sei a eine Normalphase der Differentialgleichung (q) und t0 ihre Null-
steile. Man wähle eine mit t0 direkt bzw. indirekt assoziierte Zahl T0 in bezug auf die 
Differentialgleichungen (q), (Q). Es gibt stets der Phase oc direkt bzw. indirekt ähn-
liche Normalphasen A der Differentialgleichung (Q) mit der NullsteUe T0. Je nach 
Typus und Art der Differentialgleichungen (q), (Q) und je nachdem, ob die Zah-
len t0, T0 ausgezeichnet sind oder nicht, gibt es entweder genau eine Normalphase A 
oder genau ein ein- oder zweiparametriges System von Normalphasen A. 
Beweis . Es sei t0; c, d die Randcharakteristik von a. Dann ist nach Nr. 4 T0; 
c, d bzw. T0; d, c ein charakteristisches Tripel für die Differentialgleichung (Q). 
Nach § 7. Nr. 15, gibt es zu diesem letzteren Normalphasen A von (Q) mit der 
Randcharakteristik T0; c, d bzw. T0; d, c. Je nach Typus und Art der Dif-
ferentialgleichung (Q) und je nachdem, ob die Zahl T0 ausgezeichnet ist oder 
nicht, gibt es entweder genau eine Normalphase A oder genau ein ein- oder zwei-
parametriges System von Normalphasen der Differentialgleichung (Q) mit der 
erwähnten Randcharakteristik. Jede Normalphase A ist offenbar der Phase oc 
direkt bzw. indirekt ähnlich, und ihre Nullstelle ist T0. 
Damit ist der Beweis beendet. 
Genauer liegt (nach § 7, Nr. 15) die folgende Situation vor: 
Es gibt genau eine Normalphase A, wenn die Differentialgleichungen (q), (Q) 
allgemein entweder vom Typus (1) sind oder vom Typus (m), m ^> 2, wobei die 
Zahlen t0, T0 nicht ausgezeichnet sind. 
Es gibt genau oo1 Normalphasen A, wenn die Differentialgleichungen (q), 
(Q) allgemein sind vom Typus (m), m ^ 2, und die Zahlen t0, T0 ausgezeichnet 
sind; ferner dann, wenn die Differentialgleichungen (q), (Q) speziell sind vom 
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Typus (1) oder vom Typus (m), m ^ 2, wobei die Zahlen t0, T0 nicht ausgezeich-
net sind; schließlich dann, wenn die Differentialgleichungen (q), (Q) einseitig 
.oszillatorisch und die Zahlen t0, T0 nicht ausgezeichnet sind. 
Es gibt genau oo2 Normalphasen A, wenn die Differentialgleichungen (q), (Q) 
speziell sind vom Typus (m), m ^ 2, wobei die Zahlen t0, T0 ausgezeichnet sind; 
ferner dann, wenn die Differentialgleichungen (q), (Q) einseitig oszillatorisch und 
die Zahlen t0, T0 ausgezeichnet sind; schließlich dann, wenn die Differential-
gleichungen (q), (Q) oszillatorisch sind. 
In § 9, Nr. 2 haben wir gesehen, daß die Wertevorräte von zwei Phasen a, A 
in den Definitionsintervallen j , J dieser letzteren nur dann zusammenfallen 
können, wenn die Differentialgleichungen (q), (Q) von demselben Charakter sind. 
Diese Erkenntnis zusammen mit dem obigen Resultat zeigt, daß die Differential-
gleichungen (q), (Q) dann und nur dann ähnliche Phasen zulassen, wenn sie von 
demselben Charakter sind. 
§ 10. Die algebraische Struktur der Phasenmenge oszillatorischer 
Differentialgleichungen (q) im Intervall (— oo, <x>) 
In diesem Paragraphen wollen wir die algebraische Struktur der aus allen ersten 
Phasen oszillatorischer Differentialgleichungen (q) mit dem Definitionsintervall 
j === ( —oo, oo) gebildeten Menge untersuchen. 
In diesem Paragraphen verstehen wir unter Phasenfunktion stets eine Phasen-
funktion (§5, Nr. 7) von der Klasse 03 . 
Wir wissen (§ 5, Nr. 5, 7; 4), daß jede erste Phase einer Differentialgleichung (q) 
eine Phasenfunktion darstellt, die im oszillatorischen Falle von beiden Seiten 
unbeschränkt ist. Ferner wissen wir (§5, Nr. 7; 4), daß umgekehrt jede von 
beiden Seiten unbeschränkte Phasenfunktion a in ihrem Definitionsintervall f 
eine erste Phase der im Sinne der Formel § 5, (16) gebildeten oszillatorischen 
Differentialgleichung (q) ist. Es geht also in diesem Paragraphen um die alge-
braische Struktur der aus allen im Intervall j = ( —oo, oo) definierten und von 
beiden Seiten unbeschränkten Phasenfunktionen gebildeten Menge. Wir wollen 
diese Menge als die Phasenmenge der oszillatorischen Differentialgleichungen (q) 
im Intervall (j ==) ( — oo, oo), kürzer: die Phasenmenge, bezeichnen. 
Statt von Phasenfunktionen sprechen wir kürzer von Phasen; außerdem nennen 
wir den Träger q einer oszillatorischen Differentialgleichung (q) oszillatorischen 
Träger. Die oszillatorischen Träger sind also im Sinne der Formel § 5, (16) bzw. 
(18) mit Hilfe von beiderseits unbeschränkten Phasenfunktionen a gebildet. 
Wir bemerken, daß die Mächtigkeit der von allen oszillatorischen Trägern 
gebildeten Menge M gleich der des Kontinuums ist. In der Tat, da M aus stetigen 
Funktionen besteht, ist card M ^ N, und da sie alle aus beliebigen Konstanten 
— k2 (-\-0) bestehende Träger enthält, ist auch card M ^ &t. Daraus folgt 
cardlf = N. 
1. Die Phasengruppe @. Es sei G die Phasenmenge der oszillatorischen Dif-
ferentialgleichungen (q) im Intervall j = ( — oo, oo). 
Die Phasenmenge G enthält offenbar die identische Phase cp0(t) = t. Ferner 
sieht man, daß die aus zwei beliebigen Phasen a, y 6 G zusammengesetzte Funk-
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tion a[y(£)] sowie die zu oc inverse Funktion a_1 ebenfalls Elemente von G sind. 
Wir führen nun in der Menge G eine Multiplikation (Verknüpfungsregel) ein, und 
zwar auf Grund der Zusammensetzung von Funktionen. Für beliebige Phasen 
a, y £ G definieren wir also als das Produkt ocy die zusammengesetzte Funktion 
oc[y(t)]. Wir sehen, daß die Menge G mit dieser Multiplikation eine Gruppe © mit 
dem Einselement cp0(t) bildet. Wir wollen diese Gruppe © als die Phasengruppe 
bezeichnen. 
Das zu einem Element a € © inverse Element a_1 stellt eine wachsende oder 
abnehmende Phase dar, je nachdem, ob a eine wachsende oder abnehmende Funk-
tion ist. Ferner ist das Produkt ocy von zwei Elementen a, y G © eine wachsende 
oder abnehmende Funktion, je nachdem, ob beide Phasen a, y wachsen bzw. ab-
nehmen oder eine von ihnen wächst und die andere abnimmt. 
Die von allen wachsenden Phasen gebildete Menge 91 stellt somit einen Normal-
teiler von © dar: a_13fa = 9c; a € @. Die Faktorgruppe ©/9l besteht aus zwei 
Elementen, und zwar aus 9i und aus der von allen abnehmenden Phasen gebil-
deten Klasse A. 
2. Äquivalenzrelation Q. Als zweiten Schritt wollen wir in der Phasengruppe © 
eine Äquivalenzrelation einführen, und zwar folgendermaßen: 
Zwei Phasen a, y € © sind äquivalent, wenn sie durch eine Beziehung der Form 
tan y W =
C "; a n a S;! t C l 2 (1) 
c21tana(£) + c22 
zusammenhängen. Die c1JL, c12, c21, c22 sind Konstanten mit einer von Null ver-
schiedenen Determinante |Cy| 4= 0, und die Beziehung (1) soll für alle Werte 
t£j mit Ausnahme der singulären Stellen der Funktionen tan oc(t), tany(£) be-
stehen. Man sieht leicht ein, daß die im Sinne von (1) in der Phasengruppe © 
erklärte Beziehung reflexiv, symmetrisch und transitiv ist und folglich tatsäch-
lich eine Äquivalenzrelation darstellt. Wir wollen diese letztere mit Q bezeichnen. 
Die Phasengruppe © zerfällt also in ein System von Klassen mod Q, das wir 
^twa mit Q bezeichnen. Q ist also eine Zerlegung der Phasengruppe ©; jedes Ele-
ment ä € Q besteht aus Phasen, von denen je zwei miteinander äquivalent sind, 
während keine zwei in verschiedenen Elementen ä, b 6 Q liegende Phasen diese 
Eigenschaft haben. 
Nun stellen beliebige Phasenfunktionen a, y € © erste Phasen von geeigneten, 
durch Formeln wie in § 5, (18) definierten Trägern q, p dar. Sind die a, y mitein-
ander äquivalent, liegen sie also in demselben Element ä G Q, so gilt eine Bezie-
hung wie (1), und aus ihr folgt, im Hinblick auf den Satz in § 1, Nr. 8, 
p(t) -{ten y, t} -= - (
C " f n a + C l 2 , t] -= - { tan a, t) = # ) , l c 2 1 tana + c22 j 
also p(t) = q(t). Umgekehrt gilt (§ 5, Nr. 17) für je zwei erste Phasen a, y eines 
Trägers q(t), £G j , die Beziehung (1); daraus folgt, daß die Phasenfunktionen oc, y 
miteinander äquivalent sind und folglich demselben Element ä € Q angehören. 
Wir sehen also, daß jedes Element ä(zQ aus allen ersten Phasen ein und desselben 
Trägers q(t) besteht. 
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Wir ordnen jedem Element ä G Q den entsprechenden Träger q(t) zu. Dann 
haben wir eine schlichte Abbildung si der Zerlegung Q auf die Menge aller oszil-
latorischen Träger. 
Die Mächtigkeit der Zerlegung Q ist die des Kontinuums, also cardQ = N, 
Zu dem obigen Äquivalenzbegriff von Phasen wollen wir die folgende Bemer-
kung hinzufügen: Ist von zwei miteinander äquivalenten Phasen oc, y eine ele-
mentar, so sind oc, y erste Phasen desselben Trägers q, und folglich ist (§ 8, Nr. 2) 
auch die andere Phase elementar. 
Das heißt, alle mit einer elementaren Phase äquivalenten Phasen sind ebenfalls 
elementar. 
3. Fundamentaluntergruppe ©. Den nächsten Schritt in unseren Überlegungen 
bildet die Erforschung der algebraischen Struktur der Zerlegung Q. 
Zu diesem Zweck betrachten wir dasjenige Element © G Q, in dem das Eins-
element cp0 von © enthalten ist. Dieses Element besteht offenbar aus allen mit 
dem Einselement cp0 äquivalenten Phasen £(£), also aus allen Phasen der Form 
t a n m =
C l i r ! t C l 2 > <2> 
c21 tan« + c22 
|Cy |+0 . 
Nun ist es auf Grund von (2) leicht einzusehen, daß mit je zwei Phasen £x, 
£2 G © auch die zusammengesetzte Funktion f-_£ 2 sowie die zu f-. inverse Funktion 
Cr1 der Klasse © angehören. Diese letztere stellt also eine Untergruppe von © dar: 
© c &. Wir nennen diese Untergruppe © die Fundamentaluntergruppe von ©. 
Wir wollen zeigen, daß die Zerlegung Q mit der rechtsseitigen Restklassenzerlegung 
®/r© der Phasengruppe % in bezug auf © zusammenfällt. 
Es sei ä G Q ein beliebiges Element und oc G ä eine in ihm liegende Phase. Wir 
haben zu zeigen, daß ä = ©a ist. 
Nun gilt für jedes Element £(t) G © eine Formel wie (2), Ersetzt man in ihr t 
durch oc(t), so erkennt man, daß Ca mit a äquivalent ist. Daraus folgt £aG ä, und 
wir haben ©a c ä. 
Ferner gilt für jedes Element y G ä eine Formel wie (1). Ersetzt man in ihr t 
durch a~1(^), so erkennt man, daß yoc"1 mit t äquivalent ist. Daraus folgt ya~1G ©, 
ferner y G 6a, und wir haben ä c ©a. 
Damit ist die Gültigkeit von ä = ©a bewiesen. 
Nach einem Satz der Gruppentheorie ist die Mächtigkeit aller rechtsseitigen 
Restklassen in einer Gruppe in bezug auf eine Untergruppe stets dieselbe. Folg-
lich ist die Mächtigkeit aller Elemente der Zerlegung Q stets dieselbe, also gleich 
der Mächtigkeit von ©. Diese letztere ist offenbar gleich N, also card © = N. 
Das heißt, die Mächtigkeit der aus allen ersten Phasen eines Trägers q(t) bestehen-
den Menge ä ist die des Kontinuums: card ä = N. 
Wir bemerken, daß das Einselement cp0(t) = t G © offenbar eine elementare 
Phase darstellt. Da alle mit einer elementaren Phase äquivalente Phasen eben-
falls elementar sind, folgt: 
Die Fundamentaluntergruppe © besteht aus lauter elementaren Phasen. 
Ferner bemerken wir, daß die Abbildung s$ die Fundamentaluntergruppe © 
auf den oszillatorischen Träger q(t) = — 1 abbildet. 
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4. Untergruppe § der elementaren Phasen. Es sei § die von allen elementaren 
Phasen gebildete Menge. 
Wir wollen zeigen, daß § eine Untergruppe von ® darstellt: § c ®. 
Beweis. Wir haben bereits bemerkt, daß das Einselement <p0 eine elemen-
tare Phase ist. 
Es seien oc, y € ® beliebige elementare Phasen. 
Zunächst sieht man, daß die zusammengesetzte Phase ocy ebenfalls elementar 
ist, denn es gilt 
ocy(t + ri) = oc(y(t + jt)) = oc(y(t) + e^rt) = oc(y(t)) + exe%n = cxy(t) + sgn (ocy)
r n 
(ex = sgna ' , e2 = s g n / ) . 
Ferner stellt auch die zu oc inverse Funktion öc (= a_1) eine elementare Phase 
dar. In der Tat, man hat für l£j die Beziehungen 
ä(oc(i) + 7i) = ä(oc(l + en)) = l + en (e = sgn oc' = sgn är), 
und aus ihnen folgt für t = oc(i), l = ä(t) 
ä(t + 7t) = ä(t) + en. 
Damit ist der Beweis beendet. 
Oben haben wir gezeigt, daß die Fundamentaluntergruppe 6 aus lauter ele-
mentaren Phasen besteht. Daraus folgt, daß @ eine Untergruppe von § ist, also 
e c § . (3) 
Es sei nun ®\T^ die rechtsseitige Restklassenzerlegung der Gruppe ® in bezug 
auf !Q. Die Elemente dieser Zerlegung sind also die rechtsseitigen Restklassen 
$QOC, a £ ® in bezug auf die Untergruppe §. 
Aus (3) folgt, daß die Zerlegung @/r§ eine Uberdeckung von @/r@ darstellt, 
also ([81]) 
®/r§ > ®ir®- (4) 
Die Formel (4) besagt, daß jedes Element §a<E ®/r§ die Vereinigung von 
einigen Elementen der Zerlegung ®/r(S ist. Insbesondere ist auch die Untergruppe 
§ die Vereinigung einiger Elemente der Zerlegung @/r@. Nach einem Satz der 
Gruppentheorie ist die Mächtigkeit der Menge aller Elemente von @/r6, durch 
deren Vereinigung das Element §a entsteht, von der Wahl dieses Elementes 
unabhängig. Mit anderen Worten, bei jeder Wahl des Elementes § a £ @/r§ -
s^ 
die Mächtigkeit der Menge von Elementen der Zerlegung @/r(S, die durch ihre 
Vereinigung das Element §a ergeben, stets dieselbe. 
Wir betrachten nun die Untergruppe § und ein weiteres Element §a der Zer-
legung ®/r§ von ®. Es sei Ä0 bzw. Ä die Menge aller Elemente der Zerlegung 
@/r(5, die durch ihre Vereinigung § bzw. ipa ergeben: sÄ0 = §, sÄ = §a. Nach 
dem Obigen ist die Mächtigkeit der beiden Mengen Ä0, Ä_dieselbe: card ü 0 
= card Ä. Vermöge der Abbildung stf werden die Mengen Ä0, Ä auf gewisse 
§ 10. Die Phasenmenge oszillatorischer Differentialgleichungen (q) 101 
Mengen s/Ä0, s4Ä oszillatorischer Träger abgebildet. Nach der Definition von stf 
besteht die Menge s/Ä0 bzw. s/Ä genau aus denjenigen Trägern, deren erste 
Phasen in § bzw. §a liegen. Insbesondere besteht die Menge s/Ä0 genau aus 
denjenigen Trägern, deren erste Phasen elementar sind, d. h. genau aus den 
elementaren Trägern. Nach § 7, Nr. 6 ist also die Mächtigkeit von s/Ä0 gleich 
der des Kontinuums: card s/Ä0 == £$. Nun ist aber die Abbildung stf schlicht; 
daraus folgt card s/Ä0 = card Ä0, card stfÄ = card Ä. Es gilt also 
card stfÄ = card Ä = card Ä0 = card s#Ä0 = fct, 
und wir haben das folgende Resultat: 
Die Mächtigkeit der Menge aller oszillatorischen Träger, deren erste Phasen in 
ein und demselben Element §aG ®/r§ liegen, ist für alle Elemente von ®/r§ die-
selbe und gleich der Mächtigkeit des Kontinuums. 
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