A quantum mechanical representation suitable for studying the time evolution of quantum densities in phase space is proposed and examined in detail. This representation on 2'2 (2) phase space is based on definitions of the operators P and Q in phase space that satisfy various correspondences for the Liouville equation in classical and quantum phase space, as well as quantum position and momentum 2'2 (1) spaces. The definitions presented here, P=p/2 -ifti)/aq and Q=q/2+ifza/ap, are related to definitions that have been recently proposed [J. Chern. Phys. 93, 8862 (1990)]. The resulting quantum phase space representation shares many of the mathematical properties of usual representations in coordinate and momentum spaces. Within this representation, time evolution equations for complex-valued functions (wave functions) and their square magnitudes (distribution functions) are derived, and it is shown that the coordinate and momentum space time evolution equations can be recovered by a simple Fourier projection. The phase space quantum probability conservation equation obtained is a good illustration of the quantization rule that requires one to replace the classical Poisson bracket between the Hamiltonian and the probability density with the quantum commutator between the corresponding operators. The possible classical analogs to quantum probabilities densities are also considered and some of the present results are illustrated for the dynamics of the coherent state.
I. INTRODUCTION
Since the advent of quantum mechanics as the proper theory governing the nonrelativistic physics of atoms and molecules, the understanding of the relationship between quantum and classical mechanics has remained a persistent pursuit. In the search for a definitive classical-quantum correspondence, efforts have ranged from the development of semiclassical theories,I-5 which provide guidelines for identifying particular classical trajectories or invariant manifolds6-8 as being most representative of quantum states, to the establishment of quantum phase space distributions,9-34 which provide a means for expressing quantum states directly in the province of classical mechanics, namely, phase space. One of the modern goals of these studies is a better understanding of the quantum mechanical manifestations of classical chaos 35 -37 and the implied relationship between classical and quantum statistical mechanics. 36 ,38,39 Along these lines, the definition of an appropriate phase space distribution for the quantum density operator, p, and a suitable means for determining its time evolution appear to be crucial.
Unfortunately, due to limitations imposed by the uncertainty principle, there is no unique way to define quantum mechanics on phase space and consequently, a variety of different quantum phase space distributions have been proposed. 9 -11,24,32,34 The earliest and most intensively studied of these is the Wigner function,9-23 defined by 1 Jco . PwCq,p) =PwCr) = fz11" -co ds(q-s l,81 q+s)e21PS/~, (1.1 ) where p can represent either a pure or mixed state, and the extension to higher dimensions is straightforward (for simplicity, we shall generally confine our treatment to a single degree of freedom). The Wigner function has been shown to satisfy a number of desirable, classical-like conditions, including (i) it is real (it arises from a Hermitian form of the state vector); (ii) it has the properties J dp Pw(q, p) =(ql, 8lq), Jdq Pw(q, p)={PI, 8lp) , and J dqJ dp PwCq,p) =Tr(jJ) = 1; (iii) it is invariant to translations of the inertial frame origin (Galilei invariance); (iv) it is invariant to space and time reflections; and (v) its equation of motion reduces to the classical one for the free particle problem. 1O Conversely, these conditions also serve to uniquely define the distribution given in Eq. C 1.1) Y
As a consequence of these properties, the Wigner function provides a convenient means for relating averages over phase space to quantum mechanical expectation values via (.if) =Tr(, 8 .if) = f dq f dp Pw(q,p) A(q,p) , C 1.2) where ACq,P)=fz~ f ds(q_sl.iflq+s)e2iPSIIi (1.3) and all integrations are from -00 to + 00. One of the drawbacks in the physical interpretation of the Wigner function, and with other related phase space distributions,18 is that it is not everywhere nonnegative. IO , 12, 32, 40 One can see this by replacing .if in Eq. C 1.3) with the denliity operator, p', of an orthogonal state so that ( 1.2) . This means that, strictly speaking, p w ( q,p) cannot represent a probability density on phase space. In addition, the time evolution of the Wigner distribution, when described classically, can only be projected onto the correct time evolution of 1 (q 11{1) 12 for potentials whose coordinate dependence is quadratic or lower. 10, 40 In an effort to provide a quantum phase space distribution which is everywhere positive, and therefore can function as a probability distribution, other workers have found ways to "coarse grain" or "smooth" phase space over cells of volume rzN (N being the number of degrees of freedom) so as to incorporate the limitations of the uncertainty principle implicitly.24-30 The most widely studied of these alternative distribution functions is the Husimi function 24 given by ( 1.4) where and the width parameter It is arbitrary. The Husimi function is equivalent to a Wigner function which has been "smoothed" by a Gaussian and the fact that it is everywhere nonnegative can be easily seen from its definition, Eq. (1.4). By insisting on a function that is non-negative in phase space, however, we no longer have a distribution that satisfies all of the classical-like properties of the Wigner function and, in particular, it no longer satisfies Eq. (1.2).18 Furthermore, the Husimi function introduces an arbitrary parameter, It, into the definition of the distribution function which fosters an additional non uniqueness.
The non uniqueness of phase space distribution functions is a necessary result of any attempt to map a function on y2 (1) , 1{1(q) , onto a function on y2 (2), i.e., p(q,p) . 41 An alternative approach would be to formulate quantum mechanics directly in an y2 (2) space, such as phase space. Such a formulation would necessarily involve complex-valued functions, rather than real-valued distribution functions, and requires the definition of quantum operators on the y2 (2) space.
In the present paper, we develop and study a formulation of quantum mechanics on phase space. Our purpose in constructing this formulation is to explore the possibility of constructing a viable quantum mechanical representation in this space and, as a byproduct to facilitate a direct comparison between classical and quantum mechanics in the same dynamical space. As a result, our formulation is based on definitions of Q and P in phase space 42 ,43 that best satisfy the correspondence between the coordinate, momentum, and phase space representations and between the classical and quantum Liouville equations. From these operators, we can construct the Hamiltonian operator in phase space, and thus the SchrOdinger equation governing the time evolution of complex-valued wave functions in phase space. The quantum Liouville equation in phase space then provides a basic time evolution equation for the square magnitude of these wave functions. Consequently, we associate this square magnitude with a probability density whose time evolution can be compared with that of a classical density on phase space.
Time evolution equations for quantum phase space distributions provide a useful basis for the direct comparison of quantum and classical dynamics and can point to the origins of purely quantum effects in the dynamics. The present effort is not the first attempt to define such an equation; however, most earlier studies of time evolving distributions have focused on the Wigner function and its relationship to the time evolution of a classical distribution in phase space. IO , 17, 19, 20, 44 Similar studies have also been performed for the Husimi function,27 including the recent use of a hydrodynamiclike conservation equation to propagate the Husimi density.35 In addition, the correspondence between classical and quantum mechanics has been investigated semiclassically through the definition of a "dynamical characteristic function" (a phase space distribution function) 34 and through an analysis of the classical and quantum Liouville equations. 45 Finally, numerous studies have investigated the appearance of phase space structure in quantum states by generating a quantum state, either stationary or nonstationary, within a coordinate representation, then transforming it into a phase space distribution via either Eq. (1.1) or Eq. (1.4).32,33,38,46,47 Our approach differs from earlier approaches in several ways: (i) We base our conditions for establishing the forms of P and Q on those appropriate for a quantum representation and not on an explicit set of expectations for the classical-quantum correspondence of phase space distributions; (ii) our definition of phase space versions of P and Q will not follow from the definition of a specific phase space distribution function 42 (as, e.g., the Weyl correspondence rule for operators 48 is associated with the definition of the Wigner function I4 ,16) and, therefore, may be more generally applicable to a wide range of such distribution functions; (iii) we shall avoid consideration of any particular operator correspondence rule by considering operators which depend only on P or only on Q, although symmetrization of the operators will naturally arise in our treatment of the quantum Liouville equation; (iv) we focus on the correspondence between quantum operator equations and classical dynamical functions in the establishment of suitable time evolution equations; and (v) our time evolution equation will apply to a quantum density which is the square magnitude of a complex-valued wave function in phase space-a feature more consistent with a quantum phase space "representation" than with the statistical distribution functions used, for example, by Wigner.
The remainder of the paper is organized as follows. In Sec. II, we introduce general forms for the quantum operators P and Q in phase space and show that the properties associated with these general forms is consistent with the usual formulation of quantum mechanics in an y2 (1) space.
Section III is concerned with the derivation of the diagonal matrix elements of the quantum Liouville equation and their classical analogs and probability conservation equations in the coordinate and momentum 2'2 (1) spaces and in the .2: 2 (2) phase space for the generalized operators introduced in Sec. II. To our knowledge, the equations obtained in the momentum representation and in phase space have not been reported before. These derivations also provide us with guidelines for specifying the forms of P and Q in phase space which are examined in detail in Sec. IV.
In Sec. V, we illustrate the use of the time evolution equations found in the previous sections with an analysis of the dynamics of coherent states and speculate on the possible classical analogs of harmonic oscillator eigenstates in phase space. Finally, we summarize our findings in Sec. VI.
II. THE PHASE SPACE REPRESENTATION
In an analysis of the quantum dynamics of a system, one ordinarily chooses a particular representation of the abstract Hilbert space, and works with dynamical quantities and their time evolution equations in that representation. Here we attempt a similar process that will be appropriate for phase space, thereby defining a phase space representation. The basis vectors of this representation, I r) = Ip,q), are formally the eigenvectors of some Hermitian phase space operator, such that fin = r 1 n; however, we do not know the identity of f or its eigenvalues, nor do we know the form of the eigenvectors. A tempting assumption is that any basis vectors for a phase space representation must be simultaneous eigenvectors of both P and Q, thus violating the uncertainty principle. Since f and its eigenkets 1 r) are not known, it is possible that they are not eigenkets of either P or Q individually. We then simply postulate the existence of the eigenvalue equation fin = r 1 n for an operator f which incorporates the limitations of the uncertainty principle, and analyze the consequences of doing this. As we demonstrate below, it is possible to develop a self-consistent framework in which the simultaneous measurement of P and Q is impossible.
The phase space basis vectors are postulated to be orthonormal, i.e.
(2.1) in a manner similar to the orthonormalization of the coordinate and momentum representation basis vectors. The projection tfr(r) = (r 1 tfr), of the abstract ket 1 tfr) onto this representation, gives us a complex-valued wave function in phase space, i.e., a wave function with independent variablesp and q, and the quantity tfr*(r)tfr(r), where tfr*(n =(tfrln=(rltfr)*, represents a kind of probability density corresponding to (r I tfr) . This definition ensures that the quantum density 1 tfr( n 12 is a nonnegative quantity in phase space.
We note that the quantum density, Itfr(nI 2 , fulfills the same requirements in phase space as does the probability density, 1 tfr(q) 1 2 , in the coordinate representation. A given wave function in a coordinate or momentum representation can be transformed into a phase space representation in many different ways, giving rise to a number of different phase space densities [cf. the Husimi parameter Ain Eqs. (1.4) The phase space representation contains elements of both the coordinate and momentum representations. For generality, we choose the following forms for P and Q acting on an arbitrary ket 1 tfr) , (2.4 ) and (rIQ1tfr)=(aq+i-1i/3 ;)tfr(n, (2.5) where a, (3, y, and 0 are real constants to be determined.
As in the Wigner, Husimi and coordinate and momentum representations, the basis vectors 1 r) are not uniquely defined 49 and that will be reflected in the nonuniqueness ·of (rIPltfr) and (rIQltfr). These operators, and any wellbehaved real function of them (by "well-behaved" we mean continuous with continuous derivatives), are Hermitian in phase space. In particular, the Hamiltonian operator, whose action on (r I tfr) is given by
is also Hermitian, and therefore its eigenvalues are real and its eigenfunctions are orthogonal. If we perform a time-reversal transformation in which t--t, p_ -p, q-q, and the complex conjugate is taken, we find that the time-reversal properties of P and Q are 
and (2.12)
We can make use of these properties in exa;nining the effect of the operators exp(isQ/Ii) and exp(i'17P/Ii) on the basis vector I r). For any ket I a), we find that 00
where the last equality follows from the use of Eq. (2.11) above. However, the sum that appears on the right-hand side of Eq. (2.13) is just the Taylor series in powers of (-s{3) of the function exp [ -iaq(p-s[3) 
Therefore, we conclude that We can also solve for the eigenkets of the P and Q operators using the eigenvalue equations
projected onto the I r) basis. For the first eigenvalue equation, we have '(r!up,) which has normalized solutions of the form
Similarly, the eigenvalue equation for Q,
has normalized solutions 
ing a suitable choice of these parameters, thereby enforcing the uncertainty principle on phase space operators constructed from P and Q.
We note that, although we can write down expressions for the eigenkets of P and Q in the I r) basis, these matrix elements do not represent transition matrix elements for effecting a change in representation between I r) and Ip) or I q). In this case, I up) and I u q ) are not strictly equivalent to Ip) and I q), respectively, because the former two kets are applicable on an g2 (2) space of vectors and the latter two are defined for g2 (1) . Actually, since none of these kets is square integrable in the usual sense, they are not themselves elements of:£,2 (1) 23) where g and h are functions that can be written as a power series in their arguments (see Appendix A), and the definition 24) for any functions A(p,q) and B(p,q) . Hence, the Schrodinger equation in phase space becomes (2.25) This last form will prove to be convenient for comparing the quantum time evolution of densities on phase space with that of classical mechanics in a later section.
III. QUANTUM LIOUVILLE EQUATION
In this section, we derive the diagonal matrix elements of the abstract quantum Liouville equation 1 ) in each of the coordinate, momentum and phase space representations and discuss their classiCal analogs. Although the probability conservation equation in the coordinate representation is well known, along with its derivation, some of the ideas that will be needed later in the construction of the phase space version of Eg. (3.1) can be introduced. To our knowledge, the momentum and phase space versions of the probability conservation equation have not been previously reported.
A. Coordinate representation
The diagonal matrix elements of Eq. (3.1), in the coordinate representation are given by 
is integrated overp, and one assumes that the probability density p(r;t) vanishes at P= ± 00, then 
Now, Eq. (3.6) takes the form
B. Momentum representation
The diagonal matrix elements ofEq. (3.1), in the momentum representation, can be written as
This Atil!1e, the matrix elements (PlptV(Q)lp) -(PI V(Q),otlp) can be recast by making use of some results involving the arbitrary kets Ix) and IIJI);
. a (Plx) .
a =Hi ap (lJIlp)-lfz ap (PIx) (lJIlp)
A a .
Using Eq. (3.12) as many times as needed, one finds 
Following a similar procedure to the one that led to Eqs. (rl pi>" I r)-(rlpnptl r) 
We note that if the evaluation r' = r is made before applying any operator in the above equation, a time evolution equation 
respectively. In Table I , we summarize our proposal for this standard phase space representation.
Other forms for P and Q in phase space have previously been proposed. 1O,17,35,42 Since the quantity of interest is the quantum density which is given by the square magnitude of the wave function, all the equations .
J(r;t), (4.10)
are dynamically equivalent for -1/2 <A < 1/2. In the case of the standard forms for P and Q, we have simply chosen A=O. Similar changes in the implicit phase factor of the wave function have the effect of changing the forms of P and Q in the standard coordinate and momentum !f2 (1) representation, also. 49 An interesting point to note is that the set of values a = 1 = -C>, {3 = r= 0 gives the standard forms of P and Q in the coordinate representation while the set a=c>=O, f3=r= 1 does the same for the momentum representation. Nevertheless, one should be careful not to confuse the general forms given for P and Q in Eqs. (2.4) and (2.5) which are meant to be used with !f2 (2) representations. The result that both f3 and C> are nonzero for the !f2 (2) phase space representation is significant in that it causes both P respectively, when a=r=~ and f3= 1 = -C>, and one can easily confirm that there are no simultaneous eigenstates of P and Q for these definitions. In quantum mechanics, the measurement of a dynamical quantity is represented mathematically by the action of the associated operator on the ket describing the state of the system, I t/J). The result of such a measurement is one of the eigenvalues of that operator and after the measurement, the system is described by its corresponding eigenket. For example, if we measure the position of the system, (r I t/J) reduces to the eigenstate (r I u q ,) of Q with probability given by I (u q ' I t/J) 12. If we then measure the momentum of the system, we need to express the new state (r I u q ,) as an expansion in the eigenstates of P, (rlu q ,)= f dp'(rlup,) (up,luq,) , (4.13) where
(up,luq,)=J dr(up,ln(rluq,) = f dr (2~) 2 e-iq(p' -p/2)/fz e -ip(q' -q/2)/fz

__ ._1_. -ip'q'/fz -21Tfz e .
Consequently, 
= -in aq -00 dp ~41rli fer), -co dp ~41rli 2+ zn ap fer) J +OO e+ipq/2fi =qn -00 dp ~41rli !Cr), (4.17) where f(r) is an arbitrary analytic complex function of p and q and the usual boundary conditions are obeyed. If we apply this identity to the Schrodinger equation of a system whose potential can be written as a power series expansion in Q then which is essentially the coordinate representation of the Schrodinger equation for a wave function defined by J +OO e+ipql21i (qI1/l)= -00 dp ~41rli (rI1/l)· A similar projection can be devised to recover the momentum 2'2 (1) tions by means of the appropriate Fourier projection. This is significant because it provides a direct connection between the dynamics generated by the phase space Schrodinger equation and the dynamics of y2 (1) functions expressed in either the coordinate or momentum representations.
V. CLASSICAL CORRESPONDENCE
The standard form of the quantum Liouville equation in phase space, Eq. (4.7) (see Table I ), provides a good illustration of the correspondence rule that requires replacing the classical Poisson bracket {H (n,p(r;t) } with the quantum commutator ilfz [H,pl] . A classical evaluation of the matrix elements in Eq. (4.7), i.e., one in which (rIPpr-I-11 r) =p'p(r;t)pn-I-l, =q'p(r;t)qn-I-l, and (r 1.011 r) = p(r;t), gives the equa- due to the noncommutivity of quantum operators. As a result, the quantum expressions must be symmetrized and all the possible orderings of the classical products pp(r;t) and qnp(r;t) must be included.
It is now possible to take a density in phase space and propagate it using either quantum or classical mechanics and look for quantum effects. One obvious choice for selecting an initial classical density is to set it equal to the quantum density. For example, consider the dynamics of a coherent state in a harmonic potential. In Ref. 43 an expression for the coherent state a(r;t) in phase space, that can be compared with its classical analog, is derived with its form in the standard phase space representation (see Table 1 ) given by
where 1 qc(t) =qc(O)cos(li)t) +-pc(O)sin(li)t), mli) Pc(t) =Pc(O)cos(li)t) -mli)qc(O)sin(li)t)
( 5.2) ( 5.3 ) and [Pc(O),qc(O) ] is the initial position of the center of the coherent state. The time dependence of the probability density follows from taking the square magnitUde of Eq. (5.2) and the reSUlting expression
( 5.4 ) is identical to the classical time evolution of the same density. The fluxes arising from the probability conservation equation for the quantum state, moving in a harmonic oscillator potential, are given by
(5.5) and (5.6)
As we can see, the quantum fluxes (5.5) and (5.6) qualitatively resemble the classical fluxes, given by -mli)2qp(r;t) and (plm)p(r;t), respectively. In fact, they are the same when (p,q) = [Pe(t),qe(t)], i.e., at the center of the coherent state. Therefore, only the center of the coherent state behaves in a classical way and the rest of the wave packet exhibits different behavior which can be attributed to quantum effects. One might expect this as the quantum dynamics is uncertainty limited and global-the behavior of the width of a nonstationary state reflects spreading and interference effects arising from the wave packet as a whole and which are clearly quantum mechanical in origin. These results are consistent with Heller's semiclassical wave packet analysis in which the center of the wave packet follows a classical path but additional equations of motion are introduced to account for spreading in a local approximation of the quantum dynamics. 50 The interesting point here is that the apparent dynamics of the coherent state is the same for both the classical and quantum time evolutions, but the fluxes associated with the two cases are still quite different! This fundamental difference between the quantum and classical cases may be at the heart of such quantum mechanical phenomena as tunneling.
51
In the classical flux, the factor in front of the probability density is related to (p,i] ). We can make use of this association in Eqs. (5.5) and (5.6) to generate "quantum trajectories" for the coherent state moving in a harmonic oscillator potential. Then, the equations of motion for the quantum trajectories are
where the time dependence of the center of the coherent state, [Pc(t) ,qe(t)], is still given by Eqs. (5.3) . The solution to Eqs. (5.7) is given by
This trajectory consists of a harmonic oscillator within a harmonic oscillator: harmonic motion of frequency li)12, and
revolves about a center, [Pe(t),qe(t) ], which itself is orbiting the origin in phase space with frequency li) and energy mli)2q6l2+p6I2m. Here if the initial point on the trajectory is the initial position of the center, [p(O) 
,q(O)] =[Pe(O),qe(O)]
, then the dynamics reduces to the (classical) motion of the center of the wave packet. Otherwise, the quantum trajectory of a point not at the center of the wave packet is similar to the motion of a satellite about an orbiting object in a planetary system. Some of the quantum trajectories for the coherent state are shown in a dimensionless phase space in Fig. 1 . We can see how an initial condition, different from that of the center of the coherent state, is exploring regions in phase space 2.
p o.
-2.
-4. with different classical energies, oscillating around the center of the wave packet. These quantum trajectories are different from classical trajectories in three ways: (i) the quantum trajectory can cross itself in phase space, as well as other trajectories; (ii) the quantum trajectory is constantly changing its classical energy; (iii) if we take as the initial condition another point on the trajectory that is different from the one that generated that trajectory, we will obtain another, completely different trajectory. This last point follows from the fact that there are timedependent terms, qc(t) and Pc(t), on the right side of Eq. (S.7), so it matters not only where in phase space the trajectory starts, but also when it starts relative to the motion of the center of the coherent state. The dynamical behavior inferred from the quantum flux is clearly nonclassical in nature and is indicative of the differences between classical and quantum mechanics in phase space. We note that similar results for the harmonic oscillator have been obtained by Skodje et al. in the context of the coherent state representation.
35
One can also investigate classical-quantum correspondence by examining classical distributions on phase space that share certain properties with their quantum mechanical counterparts. For example, one possible definition for the classical density corresponding to a quantum energy eigenstate in phase space is to define it so that it is both a stationary solution to the classical Liouville equation and has an average energy which is the same as the quantum energy eigenvalue. This last condition is commensurate with the usual requirement imposed on a quasic1assical analog to quantum dynamics and is in accord with the requirement for a canonical ensemble in statistical mechanics. We note, however, that classical and quantum averaging processes on phase space (according to the results of this work) are different (the quantum average is an expectation value of a nonlocal Hermitian operator), so it is not necessarily appropriate to require that the classical average energy be the same as the quantum energy expectation value. Nevertheless, one can use this average energy criterion to help determine classical analogs of the quantum eigenstates of a given system in phase space.
As an example, we again turn to the harmonic oscillator system. We have previously shown 43 that the quantum density corresponding to the nth harmonic oscillator eigenstate in the standard phase space representation is given by Xexp -w "2 mOJ q +2m ' (S.9) for n=O,I,2, ... , and where m is the mass of the quantum particle, and OJ is the angular frequency of the harmonic oscillator. The quantum average energy, <tPnlHI tPn}, for this stationary solution is (n+ 1I2)w in agreement with the standard !f2 (1) space treatment. Now, we require that the classical density, Pn(r), be similar in form to the quantum density [Eq. (S.9)] and stationary with respect to the classical Liouville operator, just as the quantum density is stationary with respect to the quantum Liouville operator. Furthermore, we set the classical average energy, given by <H}n= f dr H(r) Pn(r) , where H(r) =p2/2m+mOJ 2 l/2 is the classical Hamiltonian, equal to the quantum value. A classical probability density that satisfies these requirements is If we let E= (lIw)(mOJ 2 l/2+p2/2m), the maximum of the quantum density for the nth eigenstate is located at E~~ax = n, and its height at this point is (1I21Tn!12)nn
The maximum of the classical density, given in Eq. (S.lO), is located at E~~~x = n/u m and its height at this point is (1I21Tn!12)u n n n e-n . Thus as a consequence of the uncertainty relationship /lq/lp-;;.12/2 and of the different ways in which quantum and classical averages are calculated, the quantum density is wider and shorter than the classical density for small n. This means that the quantum model will appear more diffuse than its classical analog as shown in Fig. 2 . In this figure, the density is plotted as a function of the quantity E which is effectively the distance from the origin in phase space. For large n, however, both densities approach the same limit.
In quantum mechanics, the wave function tP(q;t) in coordinate space can be obtained from the wave function tP (r;t) .8), and classical, Eq. (4.9), probability densities for the harmonic oscillator for various states n. The quantum probability density (dashed line) is more diffuse and shorter than the classical density (solid line). Note that as n increases, the apparent differences between the two decrease.
well defined. A procedure commensurate with the treatment of the Wigner function would be to take the average of the classical density p(r;t) over p, that is J dp p(r;t).
Thus by integrating the density in Eq. (5.10) over p, one should obtain the classical analog of the quantum density for the harmonic oscillator eigenstate in the coordinate representation Pn(q) = f dp Pn(r)
;m q2 r (5.11 )
In Fig. 3 , a plot of the quantum and classical densities for the states n=0, 2, 4, 6, 8 , and 10 is shown. The quantum and classical densities for the ground state are the same, and for other states, both densities extend approximately over the same region in coordinate space. In these states, however, the quantum density appears more "diffuse" since the distance between the maxima of the density is larger than for the classical density. This comparison differs with the usual way of comparing quantum and classical densities, however, in that one should compare the quantum probability density with the classical probability density for a single particle. In the present case, it is more appropriate to associate the classical analog, Pn(q) with a statistical ensemble of identical noninteracting systems having energy En"
VI. SUMMARY
In this paper, we have introduced a phase space representation for quantum mechanics of .£'2 (2) functions which permits one to write down time evolution equations for both complex-valued wave functions <r 11/1) (Schrodinger equation) and quantum densities <r 1 pi r) (Liou- Table 1 . The phase space representation that has been constructed here is distinctly different and in some ways simpler than the more common ways of investigating quantum 
where Hn is the nth Hermitian polynomiaCwhile the classical density is given by Eq. (4.10). For n=O, the two densities are identical, but for n>O the quantum density is more diffuse and oscillates more than the classical one, although both extend over approximately the same region. mechanics in phase space. Those investigations have typically defined distribution functions on phase space by utilizing integral transformations of coordinate representation wave functions. In the present work, we have sought to establish a quantum theory appropriate to an .,?2 (2) function space such as phase space by incorporating the mathematical properties postulated for .,?2 (1) representations of quantum mechanics. As a result, the phase space representation is built on a foundation of complex-valued wave functions, rather than real-valued distribution functions.
Because the kets in phase space are elements of .!C'2 (2), that is <rI1/l)E.,?2 (2), while those in the usual coordinate or momentum representations belong to .,?2
(1), the transformation matrix elements <rlq) and <rip) do not exist. In other words, the phase space representation of 11/1) contains more information than is available from the coordinate or momentum .,?2 (1) representations of 11/1) and it is not possible to make a change of representation between I r) and either Ip) or I q). We have shown that a simple Fourier projection of the phase space Schr6-dinger equation, Eq. (4.6), allows one to recover the Schr6dinger equation in either the coordinate or momentum .,?2 (1) representation. Consequently, the Fourier projection provides a useful means for verifying the physical viability of the postulated .,?2 (2) phase space representation by casting the coordinate or momentum .,?2 (1) representations as "subsets" of the phase space representation.
By defining quantum time evolution equations appropriate to phase space, the phase space representation also enables us to better elucidate the dynamics of a system in both the quantum and classical limits, thereby providing a more complete picture of the correspondence between the two. Since the dynamics of quantum and classical systems are now formulated in the same space, among other things, it is possible to propagate an initial probability density in a quantum or classical way and make comparisons between the two types of behavior.
As an example, we have examined the quantum dynamics of the coherent state of the harmonic oscillator in phase space. Interestingly, although the global dynamics of the coherent state is apparently the same for both classical and quantum mechanics, the fluxes are quite different in each case. Classically, all parts of the distribution follow classical paths, remaining on the same phase cycles throughout the dynamics. Quantum mechanically, however, only the center of the coherent state follows a classical path while other pieces of the wave packet circulate through regions of higher and lower energy during a single oscillation around the phase cycle.
In some cases, it may be desirable to define the classical density corresponding to some quantum density so that it mimics some of the average properties of the quantum density. As a result, we have also examined the classical density in phase space corresponding to a quantum eigenstate of the harmonic oscillator and found that, if the average energies of the two distributions are the same, the quantum distribution is more diffuse than the corresponding classical distribution. In the large n limit, where n is the quantum number, the two densities become identical.
In this paper, we have focused on simple examples involving single degree of freedom systems. The generalization of the present work to systems of higher dimension is straightforward. However, the quantum phase space dynamics of a state evolving in more complicated systems, 52 for example, those involving purely quantum effects such as tunneling, should provide additional insight into the correspondence between classical and quantum mechanicS. 51 Ongoing work is involved with exploring those aspects of quantum dynamics in phase space. (AS) which is Eq. (3.29) in the text.
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APPENDIX B
In this Appendix, we derive equations (3.21) and (3.22) of the text. For any two kets Ix) and I \{I), we have that (rlx>('l1IPln=(rIX>[ (YP+iIi8 :q) 
