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Vorwort des Herausgebers  
 
Die permanent steigende Nachfrage nach höheren Datenraten im Bereich der mobilen 
Kommunikation führt zu einer andauernden Suche nach neuen Standards, die eine bessere 
Ausnutzung des existierenden Frequenzspektrums ermöglichen. Eine vielversprechende 
neue Technologie ist die Ultrabreitband-Technik (UWB). Die Sendesignale werden hierbei 
über eine sehr große Bandbreite gespreizt, was zu einer sehr geringen spektralen 
Leistungsdichte und damit einem sehr geringen Störpotential für andere Funkdienste führt. 
Die vor kurzer Zeit in vielen Zonen der Erde freigegebenen Frequenzbänder ebnen den Weg 
für zukünftige kommerzielle UWB-Systeme. Für die Übertragungstechnik existieren zwei 
unterschiedliche Ansätze. Das Multiband-OFDM-Verfahren erlaubt eine gute Anpassung des 
Sendesignals an die Spektralmaske, wogegen bei dem auf sehr kurzen Pulsen basierenden 
Impuls-Radio-Verfahrens (IR) die Spektralmaske nur näherungsweise ausgefüllt werden 
kann. Auf der anderen Seite ermöglicht das IR-Verfahren eine Hardware-Realisierung mit 
deutlich geringerer Komplexität. Insbesondere bei dem zuvor genannten IR-Verfahren ist zu 
erwarten, dass Nicht-Idealitäten der einzelnen Systemkomponenten eine wesentliche Rolle 
spielen, die bisher noch nicht ausreichend untersucht wurde.  
An dieser Stelle setzt die Arbeit von Herrn Dr.-Ing. Jens Timmermann an. Die Basis seiner 
Arbeit ist die Konzeption eines Simulationsmodells für IR-UWB-Systeme, das die 
Berücksichtigung sämtlicher Nicht-Idealitäten erlaubt. Des Weiteren werden optimierte 
Pulsformen für IR-UWB-Systeme, insbesondere hoch-effiziente orthogonale Pulsformen, 
entwickelt sowie ein simulativer Nachweis der besseren Performanz bei Verwendung der 
neuen Orthogonal-Modulation gegenüber der üblichen Pulspositionsmodulation 
durchgeführt. Eine Strategie zur Kompensation senderseitiger Nicht-Idealitäten inklusive 
Antenne rundet die Arbeit ab.  
Damit stellt die Arbeit von Herrn Timmermann eine wesentliche Grundlage für weitere 
Forschungen dar und wird weltweit sicher einige darauf aufbauende Arbeiten nach sich 
ziehen. Ich wünsche Herrn Timmermann viel Erfolg in seiner weiteren Laufbahn. 
 
Prof. Dr.-Ing. Thomas Zwick 
- Institutsleiter - 
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aPfad2 Amplitude des 2. Pfades im Zweistrahlmodell
b(n) Diskrete Filterkoeffizienten
bBP(n) Diskrete Filterkoeffizienten eines Bandpasses
bTP(n) Diskrete Filterkoeffizienten eines Tiefpasses
c0 Lichtgeschwindigkeit im Vakuum: c0 = 2,997925 · 108 m/s
c Vektor mit Eintra¨gen cn
c1,2 Beliebige Konstanten zur Definition der Linearita¨t
cn Integralgro¨ße bei konvexer Optimierung
d Abstand
dn Hilfsgro¨ße bei konvexer Optimierung
~ex Einheitsvektor im kartesischen Koordinatensystem





fjitter(t) Wahrscheinlichkeitsdichte des Jitters
fh Obere Frequenz der -10 dB Bandbreite




fTem Frequenz eines sinusfo¨rmigen Template-Signals
g(t) Impulsantwort des FIR-Filters bei Verwendung von Basispulsen
gk FIR-Koeffizienten bei Verwendung von Basispulsen
h Hilfsgro¨ße bei analogem Filterdesign
hd Impulsantwort des gewu¨nschten Frequenzgangs
hl Dicke der Leitung
h(n) Diskrete Impulsantwort
hkn Time Hopping Code des k. Nutzers




ht Ho¨he des Senders
i Za¨hlindex
j Komplexe Einheit
k Boltzmannkonstante = 1, 38065024 · 10−23 J/K
l Koppella¨nge
li Leitungsla¨nge einer Stichleitung
li,j Leitungsla¨nge einer seriellen Leitung
lmax Gro¨ßte auflo¨sbare Pfadla¨nge




p Vektor mit Abtastwerten eines Pulses
p0 Pulsform fu¨r Bit 0
p1 Pulsform fu¨r Bit 1
pi Vektor eines zeitlich verschobenen Pulses
pk(t) Zeitlich verschobener Puls
portho,k Vektor mit Abtastwerten des k. Orthogonalpulses
q(t) Basispuls
r Entfernung (engl.: Range) im kartesischen Koordinatensystem
r(t) Autokorrelationsfunktion, Empfangssignal
r Vektor der diskreten Autokorrelationsfunktion
rk Koeffizienten der diskreten Autokorrelationsfunktion
rKKF(TPPM) Kreuzkorrelationsfunktion der PPM-Pulsformen
rsp Kreuzkorrelation zwischen den Signalen s und p
s(t) Signalanteil des Empfangssignals
si Spaltbreite bei Filter mit gekoppelten Leitungen
sUWB allg. UWB-Signal im Zeitbereich
t Zeit
tgr Gruppenlaufzeit
tsynch Zeitpunkt perfekter Synchronisation
tsynch,max Maximaler Synchronisierungsfehler
wi Leitungsbreite einer Mikrostreifenleitung
x Kartesische Koordinate
x(n) Eingangsfolge eines zeitdiskreten Systems
xi,j Koeffizienten der Matrix X
y Kartesische Koordinate







CRxθ kompl., vektor. Richtcharakteristik in Co-Pol. am Empfa¨nger
CRxψ kompl., vektor. Richtcharakteristik in Kreuz-Pol. am Empfa¨nger
CTxθ kompl., vektor. Richtcharakteristik in Co-Pol. am Sender




DUWB Da¨mpfung eines UWB-Signals
DUWB,diskret Da¨mpfung eines UWB-Signals bei diskretisiertem Kanal






F Operator fu¨r Fourier-Transformation
F Hilfsmatrix zur Lo¨sung eines konvexen Optimierungsproblems
Fi,j Koeffizienten der Matrix F
Fp Frequenzintervall eines Pulses
FFCC Durchlassbereich der FCC-Maske
FFrontend Rauschzahl des Empfa¨nger-Frontends
Fges Gesamtrauschzahl
FLNA Rauschzahl des LNA
FBW Relative Bandbreite (fractional bandwidth)
G Hilfsmatrix zur Lo¨sung eines konvexen Optimierungsproblems
GAUT Gewinn der zu vermessenden Antenne
GGram Gram-Schmidt-Matrix
GGram(i, j) Eintrag der Gram-Schmidt-Matrix
G(f) Spektrum von g(t)
GLNA Gewinn des LNA
Gmax Maximaler Gewinn
Gr Gewinn der Empfangsantenne
Gt Gewinn der Sendeantenne
Hd Gewu¨nschter Frequenzgang
H(f) Periodische Fortsetzung des gewu¨nschten Frequenzgangs




HAUT U¨bertragungsfunktion der zu vermessenden Antenne
HKabel Kabel-U¨bertragungsfunktion
Hmod Modifizierter Transitionskoeffizient
HRef U¨bertragungsfunktion der Referenzantenne




INFilter Einheitsmatrix der Dimension NFilter
J Admittanzinverter
L Untere Dreiecksmatrix bei LR-Zerlegung
L(f) Einseitenband-Leistungsdichte
M Allgemeine Matrix




NA/D Anzahl paralleler A/D-Wandler
Nav Anzahl von Mittelungen
Nbit Anzahl der simulierten Bits
Nf Filterordnung
NFilter Anzahl der Filterkoeffizienten
Nfr Anzahl der Frequenzwerte
Ni,j Hilfsgro¨ße bei analogem Filterdesign
Nint Anzahl paralleler Integratoren
Nm Anzahl der Pfade bei Mehrwegeausbreitung
Northo Anzahl der orthogonalen Pulse
Np Anzahl der Pulse pro Bit
Ns Anzahl der Abtastwerte bei nicht-konvexer Optimierung
NTem Anzahl sinusfo¨rmiger Template-Signale
NTH Anzahl der Time Hopping Schlitze pro Pulswiederholzeit
0i,j Matrix mit Null-Eintra¨gen der Dimension i× j
PDP Power Delay Profile
PdB Leistungsverha¨ltnis (logarithmisch)
PEinzelpuls,dBm Leistung eines einzelnen Pulses
PFCC Leistung unter der FCC-Maske






Pt,dB Leistungsverha¨ltnis zweier Sendeleistungen in dB
Q Fehlerfunktion
Q(f) Spektrum eines Basispulses
R Datenrate




R Menge der reellen Zahlen
S Empfangene Signalleistung, S-Parameter
S21,ECC,dB Transmission des ECC-Filters
S21,FCC,dB Transmission des FCC-Filters





Sp Leistungsdichtespektrum eines Pulses p(t)
SFCC Leistungsdichtespektrum der FCC-Maske
Sq Leistungsdichtespektrum eines Pulses q(t)





TPPM Zeitverschiebung fu¨r PPM-Modulation
Tp,shift Pulsdauer bei OPM
Ts Symboldauer
TTH Zeitdauer des Time Hopping Schlitzes
TTH,1 Zeitdauer des Time Hopping Schlitzes fu¨r 1. Code
TTH,2 Zeitdauer des Time Hopping Schlitzes fu¨r u¨berlagerten 2. Code
Ut Spannung am Sender
Ur Spannung am Empfa¨nger
X Positiv semidefinite Matrix
Xi,k Koeffizienten der Matrix X
Y0 Bezugsadmittanz
Yi Admittanz einer Stichleitung
Yi,j Admittanz einer seriellen Leitung
Z Menge der ganzen Zahlen: Z = {...,−2,−1, 0, 1, 2, ...}






Zi Impedanz einer seriellen Leitung
Zimage Image-Impedanz
Zi,j Impedanz einer Stichleitung
Kleine griechische Buchstaben
α Faktor im Intervall [0 1]
α0,1 Gewichtungsfaktor der Pulse p0 bzw. p1
αi Untere Frequenz bei Optimierung
β Wellenzahl
βi Obere Frequenz bei Optimierung
γi Vektor der Fourierkoeffizienten
r Permittivita¨t
r,eff Effektive Permittivita¨t
η Zielfunktion eines Optimierungsproblems, Effizienz
ηKorr Gewichtungsfaktor der maximalen Kreuzkorrelation
θ Elevationswinkel




ρ normierte Autokorrelation des Sendepulses
σ Leitfa¨higkeit, Standardabweichung
σjitter rms Standardabweichung des Jitters
σn rms Standardabweichung des Rauschens
σobjekt Standardabweichung der Oberfla¨chenrauhigkeit
τ Zeitvariable
τDS Delay Spread (Impulsverbreiterung)








Γ(f) Abschnittsweise definierte Funktion












AUT Antenna Under Test
BER Bit Error Rate




ECC Electronic Communications Committee
EIRP Effective Isotropic Radiated Power
FBW Fractional Bandwidth
FCC Federal Communications Commission
FDTD Finite-Difference Time-Domain
FIR Finite Impulse Response
HF Hochfrequenz
IFFT Inverse Fast Fourier Transformation
IHE Institut fu¨r Hochfrequenztechnik und Elektronik
IIR Infinite Impulse Response
LNA Low Noise Amplifier
LTI Linear Time Invariant
LR Links-Rechts
LU Lower-Upper
MIMO Multiple Input, Multiple Output
ML Maximum Length
NESP Normalized Effective Signal Power
xi
Symbol- und Abku¨rzungsverzeichnis
OFDM Orthogonal Frequency Division Multiplex
OOK On Off Keying
OPM Orthogonal Pulse Modulation
PPM Pulse Position Modulation
PDP Power Delay Profile
PN Pseudo Noise
PRF Pulse Repetition Frequency
PSD Power Spectral Density
Radar Radio Detection and Ranging
Rx Receiver (Empfa¨nger)
SER Symbolfehlerrate
SNR Signal to Noise Ratio
SRD Step Recovery Diode
TH Time Hopping
Tx Transmitter (Sender)
UWB Ultra-Breitband (engl.: Ultra Wide Band)
VNWA Vektorieller Netzwerkanalysator
WLAN Wireless Local Area Network
Klein geschriebene Abku¨rzungen
rms root mean square
s.t. so that (sodass)
xii
1 Einleitung
Bei ultrabreitbandiger (UWB1) Funku¨bertragung im kommerziellen Bereich werden
gepulste Signale mit sehr hoher Bandbreite abgestrahlt, wobei die Sendeleistung ex-
trem gering ist. Die hohe Bandbreite ermo¨glicht U¨bertragungen bei sehr hohen Da-
tenraten sowie sehr sto¨rungsrobuste U¨bertragungen bei reduzierter Datenrate, da
ultrabreitbandige Kana¨le deutlich weniger Mehrwegeschwund (Fading) als schmal-
bandige Kana¨le aufweisen. Hierbei wird angenommen, dass die Leistungsdichte u¨ber
die gesamte Bandbreite integriert wird. Die geringe Sendeleistung beschra¨nkt mo¨gli-
che Anwendungen jedoch grundsa¨tzlich auf den Nahbereich. In Zahlen ausgedru¨ckt
nutzen typische UWB-Anwendungen eine Bandbreite von mehreren GHz, d.h. die
Pulsdauer liegt unterhalb einer Nanosekunde. Angestrebte Datenraten gehen bis in
den zweistelligen Mbit/s und unteren Gbit/s-Bereich; Reichweiten sind aufgrund
der geringen Sendeleistung meistens auf einige Meter beschra¨nkt.
Die Anwendungen von UWB-Technologie sind sehr vielfa¨ltig und nutzen unter-
schiedliche Eigenschaften ultrabreitbandiger Kana¨le aus. Die wichtigsten Einsatzge-
biete sollen kurz dargestellt werden:
• Lokalisierung und Imaging
Durch die kurze Pulsdauer ergibt sich eine feine Ortsauflo¨sung, was vorteilhaft
in bildgebenden Verfahren genutzt werden kann: Im humanita¨ren Bereich er-
laubt dies z.B. die Aufspu¨rung von vergrabenen Minen. Anwendungen im me-
dizinischen Bereich liegen z.B. in der Tumor-Detektion. Die feine Ortsauflo¨sung
kann auch zur Ortung von Personen eingesetzt werden: Wird eine ultrabreit-
bandige Welle an einem Menschen reflektiert, weist das Empfangssignal Fluk-
tuationen auf. Diese resultieren von den minimalen Bewegungen der Ko¨rpero-
berfla¨che infolge des Herzschlags. Die UWB-Technologie la¨sst sich daher z.B.
zur Aufspu¨rung von Erdbebenopfern einsetzen, aber auch zur Ortung von Ter-
roristen innerhalb von Geba¨uden. Wenn die Signale Wa¨nde durchdringen sol-
len (Through-Wall-Imaging), ist eine erho¨hte Sendeleistung no¨tig: Prinzipiell
kann dann durch Auswertung der zuru¨ckreflektierten Wellen die Geometrie
und Beschaffenheit des Bereiches hinter der Wand rekonstruiert und analysiert
werden, was auch Anwendungen in der Archa¨ologie zula¨sst.
• Sensornetzwerke
Ein Sensornetzwerk besteht aus mehreren Sensoren, die eine Messgro¨ße u¨ber-
wachen (Monitoring) und die gesammelten Daten z.B. an einen Zentralrechner
zur weiteren Verarbeitung u¨bertragen. Setzt man zur U¨bertragung funkbasier-
te UWB-Technologie ein, kann die Stromversorgung der Sensoren durch eine
1UWB= Ultra Wide Band
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Batterie bereitgestellt werden, welche infolge der geringen Sendeleistung eine
lange Lebensdauer aufweist. Gleichzeitig ist die UWB-Funku¨bertragung infol-
ge der großen Bandbreite sehr robust gegen Signalauslo¨schungen, die bei kon-
ventionellen schmalbandigen Systemen auftreten ko¨nnen. Aus diesem Grund
sind Anwendungen von ultrabreitbandigen Sensornetzwerken in sicherheitsre-
levanten Szenarien denkbar. Sensornetzwerke ko¨nnen z.B. die Zusammenset-
zung der Luft an verschiedenen Orten einer explosionsgefa¨hrdeten Umgebung
analysieren und die gesammelten Daten an einen Zentralrechner schicken. An-
wendungen gibt es auch in der Medizintechnik: Wichtige Lebensfunktionen ei-
nes Patienten im Krankenhaus werden zuku¨nftig durch ein sogenanntes ’Body
Area Network’ u¨berwacht. Hierbei muss der Patient nicht mehr durch Kabel
mit den Analysegera¨ten verbunden werden. Stattdessen u¨bertragen Sensoren
die auf der Ko¨rperoberfla¨che gesammelten Daten wie z.B. Herz- und Atemfre-
quenz per Funk, d.h. die Mobilita¨t des Patienten wird nicht eingeschra¨nkt.
• UWB-Kommunikation
Kommunikationsanwendungen der Zukunft erfordern sehr hohe Datenraten
im Bereich von einigen Mbit/s bis hin zu einigen Gbit/s. UWB-Systeme stellen
aufgrund der enormen Bandbreite eine technische Mo¨glichkeit dar, die erfor-
derlichen Datenraten bereitzustellen. Da zusa¨tzlich eine lizenzfreie Nutzung
des UWB-Bandes erlaubt ist, birgt UWB-Technologie auch aus wirtschaftlichen
Gru¨nden ein enormes Potential, am Markt erfolgreich zu sein. Gedacht ist hier
an Anwendungen innerhalb von Geba¨uden, vor allem im Bereich der Unterhal-
tungselektronik, bei welchem z.B. zwei oder mehrere Gera¨te miteinander inter-
agieren und Daten austauschen. Um dem Anwender eine komfortable Nut-
zung zu ermo¨glichen, wird die Datenu¨bertragung nicht mehr durch Signalka-
bel, sondern durch eine Funkverbindung realisiert. Mo¨gliche Anwendungen
bestehen zum Beispiel in der Kommunikation zwischen einem DVD-Player
und einem Handy, bei welcher Filmdaten in kurzer Zeit u¨bertragen werden.
Es ist auch denkbar, sa¨mtliche Verkabelungen zwischen einem Computer und
externen Peripheriegera¨ten (z.B. Drucker, Digitalkamera etc.) durch Funkver-
bindungen zu ersetzen. Bereits heute gibt es funkbasierte Technologien wie z.B.
Bluetooth, welche Peripheriegera¨te mit geringem Datenaufkommen (Maus, Ta-
statur) u¨ber Funk anbinden. Fu¨r die hohen Datenraten zuku¨nftiger Anwen-
dungen stoßen jedoch konventionelle Funktechnologien an ihre Grenzen. Ei-
ne vielversprechende Mo¨glichkeit zur U¨bertragung der geforderten Datenra-
ten ist der Einsatz von UWB-Technologien, da hier eine enorme Bandbreite
zur Verfu¨gung steht. Im kommerziellen Bereich wird das Ziel verfolgt, UWB-
Konzepte mit moderater Komplexita¨t einzusetzen, welche eine kostengu¨nstige




Die vorliegende Dissertation bescha¨ftigt sich mit UWB-Kommunikation fu¨r hohe Da-
tenraten. In Abschnitt 1.1 wird kurz erla¨utert, warum UWB-Technologie geeignet ist,
hohe Datenraten zu u¨bertragen. Dann werden die auftretenden Probleme und Her-
ausforderungen bei der Realisierung eines Systems zur UWB-Kommunikation the-
matisiert, welche zugleich die Motivation zur Anfertigung der Dissertation darstel-
len. Abschnitt 1.2 zeigt schließlich die Zielsetzung und Gliederung der vorliegenden
Arbeit.
1.1 UWB-Kommunikation
Kommunikation im technischen Sinn beschreibt das U¨bertragen und Austauschen
von Daten bei einer bestimmten Datenrate. Shannon zeigte, dass sich jeder U¨bertra-
gungskanal durch die Kanalkapazita¨t C charakterisieren la¨sst. Diese beschreibt die
theoretische Oberschranke der fehlerfrei u¨bertragbaren Datenrate [Sha49]. Die Ka-
nalkapazita¨t berechnet sich bei einem Kanal mit additiver Weißer Gauß’scher Sto¨rung
(Gauß’sche Amplitudenverteilung) wie folgt [Sha49]:




Hierbei steht B fu¨r die Bandbreite des Systems, S fu¨r die Signal- und N fu¨r die
Rauschleistung. Der Quotient S/N wird auch Signal-zu-Rausch-Verha¨ltnis SNR ge-
nannt, und log2 bezeichnet den Logarithmus zur Basis 2. Um die Kapazita¨t zu erho¨-
hen, kann gema¨ß Gleichung 1.1 entweder die Bandbreite oder das Signal-zu-Rausch-
Verha¨ltnis erho¨ht werden, wobei die Kapazita¨t linear mit der Bandbreite, aber nur lo-
garithmisch mit dem Signal-zu-Rausch-Verha¨ltnis steigt. Eine Erho¨hung des Signal-
zu-Rausch-Verha¨ltnisses kann z.B. durch moderne MIMO2-Systeme erreicht werden.
Bei MIMO-Systemen weisen sowohl Sender als auch Empfa¨nger mehrere Anten-
nen auf und nutzen die Prinzipien von Diversity und ra¨umlichem Multiplexing. Die
auf den ersten Blick effektivere Mo¨glichkeit zur Steigerung der Datenrate, na¨mlich
die Erho¨hung der Bandbreite, erweist sich hingegen als kritisch: Da die Ressource
Frequenz ein kostbares und knappes Gut ist, wurden in der Vergangengheit bevor-
zugt schmalbandige Funksysteme entwickelt. Durch das Hinzukommen immer neu-
er Funkdienste ist das zur Verfu¨gung stehende Spektrum mittlerweile gro¨ßtenteils
belegt. Eine Vergro¨ßerung der Bandbreite zur Steigerung der Datenrate wu¨rde so-
mit zu Interferenzen auf den bereits belegten Ba¨ndern fu¨hren. Wenn ein System je-
doch eine extrem geringe Sendeleistung besitzen wu¨rde, ließe sich die Interferenz
mit den etablierten Diensten auf ein unkritisches Niveau reduzieren. Genau dies ist
die Idee von Ultrabreitbandkommunikation: UWB-Systeme sind Overlay-Systeme,
die ein ultrabreites Band von mindestens 500 MHz besitzen, aber aufgrund eines
extrem geringen Leistungsdichtespektrums keine sto¨renden Interferenzen mit beste-
henden Funkdiensten verursachen sollen. Durch UWB-Technik verspricht man sich,
die erforderlichen Datenraten fu¨r zuku¨nftige Anwendungen erreichen zu ko¨nnen. Im
2MIMO = Multiple Input, Multiple Output
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Jahre 2002 erließ die amerikanische Regulierungsbeho¨rde FCC3 Grenzwerte fu¨r das
durch UWB-Systeme ausgesendete Leistungsdichtespektrum und gab ein Band von
3,1 bis 10,6 GHz zur Nutzung frei. Wenige Jahre spa¨ter folgten a¨hnliche Regulierun-
gen fu¨r Europa, Korea, Singapur, Japan und zuletzt auch fu¨r China. Seither arbeitet
man weltweit intensiv an der Realisierung der UWB-Technologie.
Prinzipiell gibt es zwei Ansa¨tze, das freigegebene UWB-Band im unteren GHz-Be-
reich zu nutzen. Der erste Ansatz beruht auf der Verwendung von ultra-kurzen Pul-
sen im Piko- bis Nanosekundenbereich, die eine Bandbreite von mehreren GHz auf-
weisen. Die Pulse werden direkt im Basisband auf die Sendeantenne gegeben, d.h.
es gibt keine Tra¨gerfrequenz. Diese Methode wird Impulse Radio U¨bertragung ge-
nannt. Der zweite Ansatz zerlegt das UWB-Band in mehrere Breitbandkana¨le, und
zur U¨bertragung wird eine (tra¨gerbasierte) OFDM4-Modulation durchgefu¨hrt. An-
zumerken ist, dass auch im unteren THz-Bereich (bei 0,3 THz) ein Band zur Nutzung
von UWB-Technologie zur Verfu¨gung steht. Zu dessen Nutzung muss stets eine Mi-
schung auf die Tra¨gerfrequenz stattfinden. Eine entsprechende UWB-Systemmodel-
lierung wird in [KJP+07] durchgefu¨hrt.
In der vorliegenden Arbeit wird ausschließlich Impulse Radio U¨bertragung im unte-
ren GHz-Bereich behandelt. Als Vorteil gegenu¨ber OFDM-basierten Systemen wird
klassischerweise der einfachere Hardware-Aufbau genannt, da keine Mischung auf
Tra¨gerfrequenzen erfolgt und bei analoger Realisierung keine aufwa¨ndige Signal-
prozessierung no¨tig ist. Impulse Radio Technologie hat daher das Potential, infolge
der geringen Herstellungskosten den Markt zu durchdringen. Die erzielbare Per-
formance wird in einem realen Impulse Radio System jedoch vor allem durch die
nicht-ideale Hardware begrenzt. Eine verbesserte Performance ließe sich prinzipi-
ell erreichen, wenn im Frontend Strategien zur Optimierung des SNR implemen-
tiert werden. Dies ist die Idee von performance-orientierten Impulse Radio Syste-
men, die bislang in der Literatur wenig Beachtung finden. Da Impulse Radio Signale
auf Pulsen und nicht auf klassischen harmonischen Schwingungen beruhen, werden
ga¨nzlich andere Sender- und Empfa¨ngerarchitekturen als bei Schmalband-Systemen
beno¨tigt. Eine besondere Schwierigkeit besteht darin, die verwendete Hardware wie
z.B. Antennen, Filter und Versta¨rker fu¨r einen ultrabreiten Frequenzbereich von meh-
reren GHz auszulegen. Hierbei darf sich z.B. der Antennengewinn u¨ber der Frequenz
nicht a¨ndern, da es sonst zu Signalverzerrungen kommt. Im Vergleich hierzu mu¨ssen
Schmalbandsysteme nur auf die Mittenfrequenz abgestimmt werden, was ein we-
sentlich angenehmeres Designziel darstellt. Eine u¨ber dem gesamten Frequenzbe-
reich von mehreren GHz ideal funktionierende Hardware ist jedoch nicht realisier-
bar; daher kann man ho¨chstens versuchen, Nichtidealita¨ten zu begrenzen.
3FCC = Federal Communications Commission
4OFDM = Orthogonal Frequency Division Multiplex
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Dies wirft jedoch sogleich die Frage auf, inwieweit die angestrebte Systemperfor-
mance durch Wechselwirkung vieler nicht-idealer Komponenten - d.h. durch soge-
nanntes Dirty RF (vgl. [FLP+04], [FLP+05]) - beeintra¨chtigt wird. Um beim Entwick-
lungsprozess Zeit und Kosten zu sparen, mo¨chte man diese Frage idealerweise be-
reits vor dem Aufbau des Systems beantworten und beno¨tigt daher eine realistische
Systemsimulation. Weiterhin ist man daran interessiert, das System selbst bei Vor-
handensein nicht-idealer Hardware so geschickt auszulegen, dass die Datenrate ma-
ximiert wird. An dieser Stelle setzt die vorliegende Dissertation an.
1.2 Zielsetzung und Gliederung der Arbeit
Die vorliegende Dissertation thematisiert UWB-Kommunikation und spiegelt die Er-
gebnisse des Forschungsprojekts ’Strategies for Highly Efficient UWB Impulse Radio
Systems Architectures’ (kurz: ’UltraEfficiency’) wieder, welches durch die Deutsche
Forschungsgemeinschaft (DFG) finanziert wird. Hierbei werden zwei Ziele verfolgt:
Wa¨hrend bisherige wissenschaftliche Arbeiten zur Impulse Radio Technologie meist
von idealer Hardware ausgehen oder nur wenige nicht-ideale Einflu¨sse beru¨cksich-
tigen, sollen die kritischen UWB-Systemkomponenten ausfindig gemacht, geeignet
modelliert und in einen Systemsimulator integriert werden, um eine realistische Aus-
sage zur erreichbaren Performance zu erzielen. Ein weiteres Ziel besteht darin, die
Performance durch geeignete Signalformung zu optimieren, d.h. trotz Pra¨senz nicht-
idealer Systemkomponenten wird eine hoch-effiziente Impulse Radio U¨bertragung,
d.h. gutes SNR und damit eine hohe Datenrate erreicht. Das angestrebte Impulse Ra-
dio System ist somit performance-orientiert. Es ist ausdru¨cklich darauf hinzuweisen,
dass es bei der Optimierung nicht prima¨r darum geht, die Hardware zu optimieren:
Die Hardware wird bewusst als nicht-ideal hingenommen. Vielmehr wird der Fra-
ge nachgegangen, wie man durch geeignete Strategien der Signalformung (z.B. Wahl
von Pulsform und Modulation) die Performance optimieren kann. Hierbei sind keine
Rahmenbedingungen an die Komplexita¨t oder die Kosten des Systems gestellt. Ins-
gesamt erfordern die dargelegten Zielsetzungen ein konsequentes Arbeiten an der
Schnittstelle von Nachrichtentechnik und Hochfrequenztechnik.
Zum Einstieg in die Problematik wird zuna¨chst die Frage betrachtet, wie man durch
geschickte Wahl von Pulsform und Modulation eine optimierte Ausnutzung der vor-
gegebenen Zielmaske und damit ein gutes SNR erha¨lt, wenn der nicht-ideale Ein-
fluss von Systemkomponenten vernachla¨ssigt wird. Dann wird ein komplettes Sy-
stemmodell fu¨r Impulse Radio U¨bertragung realisiert, wobei die einzelnen Kompo-
nenten gro¨ßtenteils auf Messdaten physikalisch existenter Hardware beruhen. Somit
wird es mo¨glich, das nicht-ideale U¨bertragungsverhalten zu untersuchen. Die Beur-
teilung der Systemperformance erfolgt durch Auswerten von Bitfehlerraten bei va-




Die Dissertation zeigt zuletzt Mo¨glichkeiten auf, nicht-ideale Effekte auf Signalebene
zu kompensieren, um das SNR weiter zu steigern. Dies fu¨hrt zu einer hocheffizien-
ten UWB-U¨bertragung bei hohen Datenraten.
Im Einzelnen ist die Dissertation wie folgt aufgebaut:
• Kapitel 2 beleuchtet die Grundlagen zur UWB-Kommunikation.
• Kapitel 3 thematisiert zuna¨chst die Optimierung der Pulsform, um die durch
die Regulierung gegebene UWB-Zielmaske mo¨glichst effizient auszunutzen.
Verschiedene Methoden des digitalen FIR5-Filterentwurfs fu¨hren auf optimale
Pulsformen, welche die UWB-Regulierung effizient ausnutzen und das Signal-
zu-Rausch-Verha¨ltnis steigern. Vergleichende Systemsimulationen zwischen kon-
ventionellen und optimalen Pulsformen zeigen im weiteren Verlauf der Arbeit
den Verlust gegenu¨ber der theoretisch erreichbaren Performance.
Eine optimale Pulsform la¨sst sich entweder direkt als Ru¨ck-transformation ei-
ner Zielmaske in den Zeitbereich gewinnen; sie beno¨tigt dann allerdings einen
D/A-Wandler, der angesichts der enormen Bandbreite zu hohen Kosten fu¨hrt.
Um Kosten einzusparen, kann man aber auch einen konventionellen, physi-
kalisch leicht erzeugbaren Puls heranziehen und diesen optimal bezu¨glich ei-
ner Zielmaske formen. Dies fu¨hrt auf das Problem, eine nicht-konvexe Opti-
mierung unter nicht-linearen Nebenbedingungen durchzufu¨hren. Es werden
verschiedene Methoden aufgezeigt, diese Optimierung bezu¨glich der UWB-
Regulierung zu erreichen. Dies umfasst sowohl die U¨berfu¨hrung in ein kon-
vexes Optimierungsproblem und dessen Lo¨sung als auch die direkte Lo¨sung
des nicht-konvexen Problems.
Weiterhin zeigt Kapitel 2 eine Optimierung der Modulation. Zur Steigerung der
Datenrate ko¨nnen Orthogonalpulse verwendet werden, welche sich im Zeitbe-
reich u¨berlappen. Das Problem ist jedoch, dass herko¨mmlich erzeugte Ortho-
gonalpulse von Puls zu Puls eine nicht-konstante Effizienz bezu¨glich einer ge-
setzten Zielmaske aufweisen. Durch Anwendung der symmetrischen Lo¨wdin-
Orthogonalisierung werden erstmals hocheffiziente Orthogonalpulse erzeugt,
welche im Vergleich zur bestehenden Fachliteratur bei gleicher Filterla¨nge eine
wesentlich gro¨ßere Leistungseffizienz aufweisen bei gleichzeitig minimierter
Leistungsschwankung.
• Kapitel 4 stellt die kritischen Systemkomponenten und Designparameter in ei-
nem nicht-idealen UWB-System vor.
• Kapitel 5 entha¨lt die komplette Modellierung des Systems, d.h. es werden al-
le relevanten Hardware-Komponenten, aber auch der Digitalteil sowohl am
Sender als auch am Empfa¨nger beru¨cksichtigt. Hardwarekomponenten werden
entworfen, gemessen und als Komponentenmodelle in das Systemmodell inte-
griert. Das Systemmodell wird in der Simulationsumgebung Advanced Design
5FIR = Finite Impulse Response
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1.2 Zielsetzung und Gliederung der Arbeit
System 2008 Update 1 aufgebaut. Zur Erzeugung der Komponentenmodelle
wird weiterhin Matlab und Ray Tracing Software verwendet. Beim Entwurf
von analogen Filtern kommt die Software CST Microwave Studio 2008 zum
Einsatz, wobei die Modellierung im Systemsimulator auf Messdaten beruht.
Modellierte Komponenten umfassen: Oszillator, Pulsgenerator, Modulator, Co-
dierer, Sendefilter, Sendeantenne, UWB-Indoor-Kanal, thermisches Rauschen,
Interferenz, Empfangsantenne, rauscharmer Versta¨rker (LNA6) sowie das Emp-
fangsfilter.
• Kapitel 6 zeigt die Modellierung diverser Empfa¨ngerarchitekturen. Hierbei wer-
den sowohl koha¨rente als auch inkoha¨rente Strukturen - fu¨r PPM7-Modulation
und orthogonale Pulsmodulation untersucht .
• Kapitel 7 geht auf Systemeffekte durch nicht-ideale Komponenten ein und vi-
sualisiert das UWB-Signal im Zeitbereich und im Frequenzbereich beim Durch-
gang durch die einzelnen Komponenten. Fu¨r den Fall eines koha¨renten Em-
pfa¨ngers mit PPM-Modulation wird weiterhin der Einfluss diverser System-
parameter auf die Performance untersucht. Dies betrifft den Einfluss der Da-
tenrate, eines konstanten Synchronisierungsfehlers sowie den Einfluss von Jit-
ter auf die Bitfehlerrate. Es wird weiterhin ein Vergleich angestellt, wie sich
die Systemperformance bei Verwendung von konventionellen und optimalen
Pulsformen unterscheidet und welche Unterschiede sich ergeben, wenn die eu-
ropa¨ische bzw. die FCC-Regulierung mit entsprechend entworfenen Filtern an-
gesetzt wird.
• Kapitel 8 untersucht die Performance bei Pra¨senz nicht-idealer Systemkompo-
nenten im Sinne von Bitfehlerraten fu¨r sa¨mtliche in Kapitel 5 gezeigten Em-
pfa¨ngerarchitekturen. Dies erfolgt fu¨r verschiedene Modulationen. Hierbei wird
stets ein Vergleich zur Theorie vereinfachter, reiner AWGN-Kana¨le gezeigt. Die
in diesem Kapitel gewonnenen Ergebnisse erlauben eine Bewertung, welche
Modulation und welche Empfa¨ngerstruktur bei Pra¨senz von nicht-idealen Kom-
ponenten geeignet ist.
• Kapitel 9 bescha¨ftigt sich mit Kompensationsstrategien zur Verbesserung der
Performance. Es werden zwei Methoden zur Kompensation der nicht-idealen
Sendeantenne auf Signalebene vorgestellt und implementiert. Die Ergebnisse
zeigen eine deutliche Verbesserung der Bitfehlerrate.
• Kapitel 10 beinhaltet eine Zusammenfassung sowie die Schlussfolgerungen der
Arbeit. Die gesetzten Ziele werden ausnahmslos erreicht.
6LNA = Low Noise Amplifier
7PPM = Pulse Position Modulation
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1 Einleitung
Zur Betrachtung von UWB-Systemaspekten thematisiert diese Dissertation folglich
die Schnittstelle folgender Bereiche
• Optimierung von Signalform und Modulation
• Design, Aufbau und Messung von ultrabreitbandiger HF-Hardware
• Systemmodellierung und -simulation durch Einsatz einschla¨giger HF-Simula-
toren
• Systembewertung, Optimierung und Entwicklung von Kompensationsstrate-
gien
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2 Grundlagen zur Ultrabreitband-Kommunikation
Dieses Kapitel stellt kurz die Grundlagen zur Ultrabreitband-Kommunikation vor.
Hierzu geho¨rt die Definition ultrabreitbandiger Signale, ein U¨berblick u¨ber Modu-
lations- und Codierverfahren sowie die Vorstellung eines zugeho¨rigen prinzipiellen
UWB-Senders. Zuletzt werden die wichtigsten Begriffe eingefu¨hrt, welche der Erstel-
lung und Beurteilung eines Link Budgets dienen.
Grundlagen zur UWB-Kommunikation werden gut in [FZM02] und [Sch08] darge-
stellt. Thematisch geeignete Bu¨cher umfassen z.B. [OHI04], [Ree05], [ACB06] und
[BKM+06].
2.1 Definition ultrabreitbandiger Signale
Man spricht von einem ultrabreitbandigen Signal, wenn fu¨r dessen absolute Band-
breite B gilt
B ≥ 500 MHz. (2.1)
Zusa¨tzlich spricht man auch dann von einem ultrabreitbandigen Signal, wenn die






Hierbei stellt fh bzw. fl die obere bzw. untere Frequenz dar, an welcher das Leistungs-







Die Nutzung von UWB-Technologie ist regulatorischen Bestimmungen unterworfen.
Das Regelwerk umfasst dabei folgende Punkte
• Art der Anwendung (im Geba¨ude, außerhalb von Geba¨uden, portabel, fest in-
stalliert etc.)
• Nutzbarer Frequenzbereich
• Grenzwerte des Leistungsdichtespektrums
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• Messvorschriften zur Bestimmung des Leistungsdichtespektrums
• Schutzmaßnahmen zur Vermeidung von Interferenzen (mitigation techniques)
Es ist wichtig anzumerken, dass keine einheitliche weltweite Regulierung existiert.
Vielmehr gibt es verschiedene nationale Regulierungen, welche den spezifischen Fre-
quenzbelegungsplan der bereits bestehenden Dienste beru¨cksichtigen. Bisher haben
nur folgende Staaten und Regionen eine UWB-Regulierung erlassen: USA, Europa,
Japan, Korea, Singapur und China.
Die weltweit erste Regulierung erfolgte durch die Federal Communications Com-
mission (FCC) im Jahr 2002 fu¨r die Vereinigten Staaten [FCC02]. Fu¨r Indoor-Anwen-
dungen wird dabei ein technisch nutzbarer Frequenzbereich von 3,1 GHz bis 10,6
GHz festgelegt bei einem EIRP1 der Leistungsdichte von -41,3 dBm/MHz. Die ge-
nauen EIRP-Grenzwerte fu¨r die FCC-Regulierung sind Tabelle 2.1 zu entnehmen. Fu¨r
Frequenzbereich in GHz PSD in dBm/MHz
0 - 0,96 -41,3
0,96 - 1,61 -75,3
1,61 - 1,99 -53,3
1,99 - 3,1 -51,3
3,1 - 10,6 -41,3
> 10,6 -51,3
Tabelle 2.1: EIRP-Grenzwerte gema¨ß FCC-Regulierung fu¨r Indoor-Anwendungen
Outdoor-Anwendungen hat die FCC ebenfalls eine Frequenzmaske definiert [FCC02].
Diese ist im nutzbaren Frequenzbereich mit der Indoor-Maske identisch; jedoch sind
die Grenzwerte außerhalb dieses Bandes strenger als bei der Indoor-Maske.
Seit Ma¨rz 2006 besitzt auch Europa eine UWB-Regulierung [ECC06]. Die Regulierung
in [ECC06] (ECC/DEC/(06)04) sieht zwei Ba¨nder vor, wobei die Nutzung des ersten
Bandes ab dem Jahr 2011 Maßnahmen zur Vermeidung von Interferenz erfordert.
Diese erste Version der Regulierung schließt im Unterschied zur FCC-Regulierung
Installationen in Zu¨gen und Fahrzeugen aus und verbietet Outdoor-Installationen.
Nach Abschluss von Interferenzstudien und der Erarbeitung eines UWB-Standards
durch die ETSI (ETSI EN 302 065 V1.1.1) werden nun auch Zug- und Fahrzeuginstal-
lationen zugelassen. Abbildung 2.1 (links) vergleicht den Frequenzbereich sowie die
Grenzwerte des Leistungsdichtespektrums (PSD2) fu¨r die FCC- und die europa¨ische
Regulierung. Der auch nach Ende 2010 ohne ’mitigation techniques’ nutzbare Fre-
quenzbereich liegt bei der Europa¨ischen Regulierung zwischen 6 GHz und 8,5 GHz.
Eine U¨bersicht u¨ber die Entwicklung der UWB-Regulierung in Europa findet sich in
[Fau08].
1EIRP= Equivalent Isotropic Radiated Power = isotrop abgestrahlte Leistung
2PSD = Power Spectral Density
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2.2 Regulatorische Rahmenbedingungen
Eine u¨bersichtliche Darstellung der UWB-Regulierungen in Japan, Korea und Singa-
pur kann man [Apt07] entnehmen. China besitzt seit Januar 2009 eine UWB-Regulie-
rung [Cai09] und nutzt die gleichen 2 Ba¨nder wie in Singapur. In allen Regulierun-
gen ist im Gegensatz zur FCC-Maske der nutzbare Frequenzbereich auf 2 Teilba¨nder
aufgeteilt, und die maximale Bandbreite betra¨gt statt 7,5 GHz nur ca. 2 bis 3 GHz.
Tabelle 2.2 stellt die technisch nutzbaren Frequenzbereiche fu¨r alle La¨nder mit gu¨lti-
ger UWB-Regulierung dar. In diesen Frequenzbereichen steht eine Leistungsdichte
von -41,3 dBm/MHz zur Verfu¨gung. Eine Visualisierung der Indoor-Regulierungen
Land Erstes Frequenzband in GHz Zweites Frequenzband in GHz
USA [3,1 10,6] -
Europa [4,2 4,8] [6,0 8,5]
Japan [3,4 4,8] [7,25 10,25]
Korea [3,1 4,8] [7,2 10,2]
Singapur [4,2 4,8] [6,0 9,0]
China [4,2 4,8] [6,0 9,0]
Tabelle 2.2: Nutzbare Frequenzbereiche im unteren GHz-Bereich fu¨r UWB-
Kommunikation in verschiedenen La¨ndern
fu¨r die erwa¨hnten La¨nder findet sich in der Abbildung 2.1 und in der Abbildung
2.2. Zu den regulatorischen Rahmenbedingungen la¨sst sich zusammenfassend sa-
Abbildung 2.1: UWB Regulierung in Europa und Korea im Vergleich zur FCC-Maske
gen, dass noch ein Großteil der Weltbevo¨lkerung in La¨ndern ohne bestehende Re-
gulierung fu¨r UWB-Anwendungen lebt. In dieser Dissertation wird sowohl mit der
FCC-Regulierung als auch mit der europa¨ischen Regulierung gearbeitet, wobei der
Schwerpunkt der Auswertung auf der FCC-Regulierung liegt. Dies ermo¨glicht einen
guten Vergleich der Ergebnisse zu bisherigen Publikationen, welche zumeist von der
FCC-Regulierung ausgehen, aber im Gegensatz zur vorgelegten Arbeit mit einem
vereinfachten Systemmodell arbeiten.
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Abbildung 2.2: UWB Regulierung in Japan und China/Singapur im Vergleich zur
FCC-Maske
2.3 Ultrabreitbandige Pulsformen und deren Erzeugung
2.3.1 Konventionelle Pulsformen
Da beim Impulse Radio Prinzip die Pulsform unmittelbar der Sendeantenne zu-
gefu¨hrt wird, d.h. keine Modulation auf einen Tra¨ger stattfindet, muss die Pulsform
einen Frequenzbereich von mehreren GHz abdecken. Das abgestrahlte Spektrum
sollte idealerweise die Regulierung einhalten und diese gleichzeitig optimal nutzen.
Die Effizienz eines UWB-Signals (bzw. Pulses) bezu¨glich einer Regulierung wird be-
rechnet, indem das Leistungsdichtespektrum des Signals (bzw. Pulses) im relevanten
Frequenzbereich integriert und durch die maximal erlaubte Leistung im relevanten
























Die Effizienz wird auch als NESP-Wert bezeichnet, wobei NESP fu¨r ’Normalized Ef-
fective Signal Power’ steht. Da ultrabreitbandige Pulse im Zeitbereich extrem schmal
sind, besteht das Ziel darin, Signale mit extrem schnellen Anstiegs- und Abfallzeiten
zu erzeugen. Dies kann durch den Aufbau analoger Schaltungen erfolgen, in wel-
chen nicht-lineare Bauelemente wie z.B. Avalanche Transistoren, Step Recovery Di-
oden, Tunneldioden, nicht-lineare Leitungen etc. eingesetzt werden [Ree05], [Rei03].
Ein vollintegrierter Pulsgenerator in CMOS-Technologie findet sich z.B. in [AT07]. Im
Folgenden soll die Pulserzeugung beispielhaft anhand zweier ausgewa¨hlter nicht-
idealer Bauelemente erla¨utert werden:
• Avalanche Transistoren: Bei Verwendung von Avalanche Transistoren macht
man sich den Lawineneffekt zunutze. Hierbei werden Ladungstra¨ger durch ei-
ne angelegte Spannung u¨ber der Raumladungszone beschleunigt und schlagen
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Valenzelektronen frei, die ins Leitungsband angehoben werden. Dadurch ent-
stehen Elektron-Loch-Paare. Die beschleunigten Ladungstra¨ger rekombinieren
jedoch nicht, sondern bleiben im Leitungsband und schlagen weitere Valenz-
elektronen frei, wodurch die Anzahl an Ladungstra¨gern im Leitungsband la-
winenartig ansteigt. Hierdurch kann eine sehr steile Anstiegsflanke des Pulses
erreicht werden [Mit68].
• Step Recovery Dioden (SRD): Step Recovery Dioden weisen eine Dotierung auf,
bei welcher die Lebensdauer der Minorita¨tstra¨ger im Vergleich zu herko¨mmli-
chen Dioden gro¨ßer ist. Dies fu¨hrt zur Speicherung von Ladungen. Wird die
Spannung u¨ber einer SRD von positiv nach negativ umgepolt, existiert eine
kurze Zeit, in welcher die Diode in der Sperrrichtung genauso leitend ist wie in
der Durchlassrichtung. Da die Diode leitet, ist die Ausgangsspannung zuna¨chst
negativ. Sind nach einer kurzen Zeit alle gespeicherten Ladungstra¨ger abge-
baut, geht die Diode schlagartig in den Sperrzustand u¨ber, d.h. die Spannung
am Ausgang der Diode steigt schlagartig auf 0 V an. Insgesamt beobachtet man
am Ausgang der Diode also einen kurzen, negativ polarisierten Puls. Die Breite
und Polarita¨t des erzeugten Pulses kann anschließend durch eine nachgeschal-
tete kurzgeschlossene Leitung gesteuert werden [Ree05], [Due05], [KBV+04].
Vorteilhaft bei analoger Pulserzeugung ist die einfache und kostengu¨nstige Realisie-
rung [WJ06]. Die auf diese Weise erzeugten Pulsformen weisen im Zeitbereich ap-
proximativ den Charakter einer Gauß-Funktion (oder einer ihrer Ableitungen) auf
[Eis06]. Da durch Anwendung der Fourier-Transformation auch im Frequenzbereich
eine Gauß-Funktion auftritt und keine glatte, d.h. konstante Funktion, wird der tech-





































Abbildung 2.3: Gauß’scher Monocycle als Basispuls im Zeit- und Frequenzbereich
zusammen mit der FCC-Regulierung
die erste Ableitung des Gauß-Pulses - auch Gauß’scher Monocycle genannt - im Zeit-
bereich als auch das zugeho¨rige Leistungsdichtespektrum, wobei die Mittenfrequenz
in der Bandmitte des technisch nutzbaren UWB-Bandes liegt (6,85 GHz bei der FCC-
Maske). Wie der Abbildung zu entnehmen ist, tritt zusa¨tzlich zur ineffizienten Nut-
zung eine Verletzung der normierten Maske auf. Um die Verletzung der Maske zu
verhindern, gibt es mehrere Mo¨glichkeiten:
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• Man kann die Leistung so weit absenken, bis das gesamte Spektrum unterhalb
der Maske liegt. Beim Gauß’schen Monocycle mu¨sste man das Spektrum (und
damit auch die Sendeleistung) um ca. 25 dB absenken. Dies ist nicht sinnvoll.
• Man generiert einen Gauß’schen Monocycle, schaltet jedoch ein Sendefilter nach,
welches die Signalanteile jenseits des technisch nutzbaren Bereiches abschnei-
det. Die Effizienz im technisch relevanten Bereich ist gut.
• Man generiert einen Puls hoher Ableitung. Es zeigt sich, dass erst die 5. Ablei-
tung des Gauß-Pulses zur Einhaltung der FCC-Maske fu¨hrt und folglich kein
Sendefilter nachgeschaltet werden muss. Der Aufbau eines Pulsgenerators, wel-
cher die 5. Ableitung erzeugt, wird in [Cha06] und [Cha05] gezeigt. Die hier-
durch erzeugte Effizienz ist allerdings noch schlechter als beim gefilterten
Gauß’schen Monocycle.
Eine Approximation eines Gauß’schen Pulses 6. Ableitung (6 Nullstellen) ist in Ab-
bildung 2.4 gezeigt. Die Abbildung entha¨lt auch Abtastwerte im Abstand von 17,86
ps. Vereinfachend wird in der Abbildung der Begriff ’norm. Gauß-Puls’ verwendet.


































Abbildung 2.4: links: Approximation eines Gauß-Pulses 6. Ordnung im Zeitbereich;
rechts: zugeho¨riges Leistungsdichtespektrum
Der Puls ergibt sich durch Multiplikation eines Gauß-Pulses Nullter Ableitung mit
einem Sinussignal. Der erzeugte Puls weist im relevanten Frequenzbereich von 3,1
GHz bis 10,6 GHz eine Effizienz von nur 43,3 Prozent auf.
2.3.2 Optimierte Pulsformen
Zur Verbesserung der Effizienz ko¨nnen Kombinationen von Gauß-Pulsen unterschied-
licher Ordnung verwendet werden [Zha07]. Hierzu mu¨ssen die entsprechenden Pul-
se analog erzeugt und geeignet zusammengefu¨hrt werden, was insgesamt zu einer
erho¨hten Komplexita¨t und damit ho¨heren Kosten fu¨hrt. Eine weitere Mo¨glichkeit




Wandlers auf die Antenne zu geben. Mathematisch gesehen ist diese Vorgehenswei-
se einfacher als die Formung eines Basispulses, da nur die Zielmaske in den Zeit-
bereich ru¨cktransformiert werden muss und dadurch bereits der optimale Puls be-
stimmt ist. Bei diskretisierter Betrachtung ergeben sich hierbei mehrere Mo¨glichkei-
ten der Ru¨cktransformation, die in Kapitel 3.2 gezeigt werden. In jedem Fall muss
zur D/A-Wandlung aufgrund der großen Bandbreite eine Abtastzeit im Bereich von
Pikosekunden verwendet werden. Solche D/A-Wandler sind zur Zeit sehr teuer und
haben einen hohen Leistungsverbrauch. Dennoch wird in diesem Bereich intensiv
geforscht, was z.B. in [Wen07] zum Ausdruck kommt.
Zuletzt ist es auch denkbar, einen konventionellen, analog erzeugten Basispuls durch
ein optimal entworfenes FIR-Filter dergestalt zu formen, dass er die Regulierung
optimal nutzt. Zur Bestimmung der optimalen FIR-Koeffizienten werden zwar Me-
thoden des digitalen Filterentwurfs angewendet; allerdings erfolgt die Umsetzung
des FIR-Filters in analoger Weise, d.h. es ist kein A/D-Wandler im Gbit/s-Bereich
no¨tig: Das FIR-Filter selbst kann durch programmierbare Verzo¨gerungen mithilfe ei-
nes Mikroprozessors und Amplitudenbeaufschlagung des Basispulses realisiert wer-
den, vgl. z.B. [AM07], wobei die minimal auflo¨sbare Verzo¨gerung bis in den unte-
ren ps-Bereich realisiert werden kann. Der praktische Aufbau eines programmierba-
ren Verzo¨gerungsglieds wird in der vorliegenden Arbeit nicht vertieft. Stattdessen
bescha¨ftigt sich Kapitel 3.3 intensiv mit der Optimierung der FIR-Koeffizienten bei
Pra¨senz eines Basispulses, wobei die Implementierung aus den genannten Gru¨nden
analog erfolgen kann.
2.4 Modulationstechniken
Bisher wurde nur der Einzelpuls betrachtet. Soll hingegen ein (bina¨rer) Datenstrom
u¨ber Impulse Radio u¨bertragen werden, so wird eine reelle Pulsfolge mit Pulswie-
derholzeit T erzeugt, anschließend moduliert und dann im Basisband direkt auf die
Sendeantenne gegeben. Ein Bit la¨sst sich dabei durch Np Pulse repra¨sentieren. Aus-
gewa¨hlte Modulationsverfahren zur Aufpra¨gung (bina¨rer) Information sind Pulse
Position Modulation (PPM), Pulse Amplitude Modulation (PAM) mit Sonderfall On
Off Keying (OOK), Binary Phase Shift Keying (BPSK) und Orthogonale Pulsmodula-
tion (OPM). Im Folgenden wird auf PPM, OOK und OPM na¨her eingegangen. Diese
Entscheidung wird durch die spezifischen Vorteile der Modulationsverfahren moti-
viert: PPM-Signale weisen gute Spektraleigenschaften auf; OOK ist besonders ein-
fach zu realisieren; OPM ero¨ffnet die Mo¨glichkeit, bei konstanter Pulswiederholzeit
die Datenrate zu erho¨hen.
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2.4.1 On Off Keying (OOK)
Bei OOK Modulation werden der Pulsfolge Informationen aufgepra¨gt, indem die
Pulse bei einer bina¨ren ’1’ eingeschaltet und bei einer bina¨ren ’0’ ausgeschaltet wer-
den. Dies bedeutet, dass im Fall einer bina¨ren ’1’ Np Pulse und im Fall einer bina¨ren
’0’ keine Pulse gesendet werden.
2.4.2 Pulse Position Modulation (PPM)
Bei PPM Modulation werden der Pulsfolge Informationen aufgepra¨gt, indem die
zeitliche Lage der Pulse relativ zum Systemtakt vera¨ndert wird. Bei einer bina¨ren
’0’ bleibt die zeitliche Lage des Pulses unvera¨ndert, wa¨hrend bei einer bina¨ren ’1’ der
Puls um eine konstante Zeit TPPM, genannt PPM-Offset, verzo¨gert wird. Abbildung
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Abbildung 2.5: Prinzip der PPM-Modulation
2.5 visualisiert das Prinzip der PPM Modulation fu¨r Np = 1. Hierbei steht Tp fu¨r
die Pulsdauer. Um Intersymbolinterferenzen zu vermeiden, muss notwendigerweise
gelten:
TPPM < T (2.5)
Zur Erzielung einer hohen Datenrate muss die Pulswiederholzeit T klein sein. Aller-
dings sollte sie in einem realen System nicht zu klein gewa¨hlt werden, da sich auf-
grund von Mehrwegeausbreitung Intersymbolinterferenzen ergeben ko¨nnen. Diese
treten besonders stark auf, wenn T wesentlich kleiner als die Impulsverbreiterung
des Mehrwegekanals τDS4 ist. Typische Werte fu¨r τDS liegen fu¨r Indoor-Kana¨le im
Bereich bis ca. 10 ns.




Der PPM-Offset hat einen Einfluss auf die Performance. Bezeichnet BER die Bitfeh-
lerrate und Eb/N0 das Verha¨ltnis von Bitenergie zu Rauschleistungsdichte, so ha¨ngt
die BER versus Eb/N0 Kurve vom PPM-Offset ab. Der PPM-Offset ist daher eine
Gro¨ße, die optimiert werden muss. Um dies zu tun, muss bei einem reinen AWGN-
Kanal und koha¨rentem Empfang die Kreuzkorrelationsfunktion zwischen den Pul-
sen fu¨r Bit ’0’ und Bit ’1’ minimiert werden. Wenn die Pulsform ohne PPM-Offset als




p(t) · p(t− TPPM)dt (2.6)
Um das Minimum zu finden, wird rKKF(TPPM) nach TPPM abgeleitet und Null gesetzt










so ergibt sich bei Anwendung mehrerer Approximationen TPPM = 0, 38985 ·Tp
[Onu06], wobei Tp die Pulsdauer ist. Der optimale PPM-Offset fu¨r AWGN-Kana¨le ist
somit eine Funktion der Pulsform. Auch in [Eis06] wird gezeigt, dass der optima-
le PPM-Offset von der verwendeten Pulsform abha¨ngt, und es wird ebenfalls eine
Optimierung fu¨r den Gauß’schen Monopuls durchgefu¨hrt. Dies erfolgt jedoch durch
eine genauere Berechnung als in [Onu06] und fu¨hrt zu einem optimalen Offset von
0, 5408 ·Tp.
2.4.3 Orthogonale Pulsmodulation (OPM)
Eine weitere Mo¨glichkeit zur Modulation besteht darin, verschiedene zueinander
orthogonale Pulsformen zu verwenden. In klassischen Modulationen wie einfacher
Pulspositionsmodulation oder On-Off-Keying kann pro Pulswiederholzeit nur 1 Bit
u¨bertragen werden, und die Pulsform ist identisch. Wenn man allerdings pro Puls-
wiederholzeit eine Pulsform aus einem Ensemble von Northo verschiedenen Pulsfor-
men zur Modulation verwendet, ko¨nnen log2Northo Bits pro Pulsform u¨bertragen
werden, d.h. die Datenrate erho¨ht sich um den Faktor log2Northo.Northo sollte sinnvol-
lerweise eine Zweierpotenz sein. Zur fehlerfreien Rekonstruktion mu¨ssen die Puls-
formen zueinander orthogonal sein, d.h. die Integration des Produktes zweier ver-
schiedener reeller Pulsformen u¨ber die Dauer der Pulswiederholzeit ergibt Null.
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2.5 Time Hopping (TH) Codierung
Die in Abschnitt 2.4 verwendeten Modulationsverfahren fu¨hren dazu, dass aus einer
periodischen Pulsfolge im Zeitbereich mit Pulswiederholzeit T ein Signal mit aufge-
pra¨gten Informationen entsteht. Allgemein weist ein im Zeitbereich periodisches Si-
gnal mit Periodizita¨t T diskrete Anteile im Frequenzbereich auf, wobei die diskreten
Anteile im Abstand4f = 1/T auftreten. Ohne Modulation weist ein UWB-Signal da-
her hohe Energiespitzen auf, welche die UWB-Maske verletzen ko¨nnen. Mit Modula-
tion werden diese Energiespitzen abha¨ngig vom eingesetzten Modulationsverfahren
unterschiedlich stark geda¨mpft. Da die angesprochenen Modulationsverfahren von
Abschnitt 2.4.1 bis 2.4.2 jedoch eine starre Vorschrift aufweisen, wird die Periodizita¨t
des Zeitsignals nur unzureichend aufgebrochen. Abhilfe schafft hier die Verwendung
zusa¨tzlicher pseudozufa¨lliger Verschiebungswerte, z.B. durch einen sogenannten Ti-
me Hopping (TH) Code. Hierbei wird die Pulswiederholzeit in NTH Zeitschlitze un-
terteilt und durch einen Code festgelegt, in welchem Zeitschlitz der modulierte Puls





NTH ist i.d.R. eine Zweierpotenz. Je gro¨ßer die Anzahl der Zeitschlitze pro Pulswie-
derholzeit ist, desto besser lassen sich die Energiespitzen im Spektrum reduzieren.
Wenn eine TH-Codierung bei PPM-Modulation eingesetzt wird, muss weiterhin gel-
ten:
TTH < TPPM + Tp (2.10)
Eine detaillierte Berechnung des resultierenden Leistunsdichtespektrums in Abha¨n-
gigkeit von Modulation und TH-Codierung findet sich in [PKT03] und in [WJ06].
2.5.1 Generierung von TH-Codes
Ziel ist es, einen Code zu verwenden, der einen guten Kompromiss zwischen Imple-
mentierungsaufwand und Gla¨ttung des Spektrums aufweist. In der Literatur werden
u.a. Gold-Codes und Maximum Length Codes (= ’m-Sequenz’) im Zusammenhang
mit TH-Codierung genannt [MZS+02]. Als geeignet hat sich die Verwendung von
m-Sequenzen erwiesen, die auf einem primitiven Polynom beruhen. Zur Generie-
rung des Codes wird dabei ein m-stufiges ru¨ckgekoppeltes Schieberegister verwen-
det, vgl. Abbildung 2.6. Ein m-stufiges Schieberegister erzeugt nacheinander 2m − 1
verschiedene Codes der La¨nge m, die nicht das Null-Wort (m Nullen) enthalten. Das
Null-Wort wird ausgeschlossen, da sich hieraus kein anderer Zustand erzeugen la¨sst.
Zum Beispiel bedeutet bei einem 3-stufigen Schieberegister der bina¨re Code 010, dass
ein modulierter Puls um 0 · 20 + 1 · 21 + 0 · 22 = 2 Zeitschlitze verschoben wird, wobei
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Abbildung 2.6: oben: Erzeugung eines TH-Codes durch ein Schieberegister am Sen-
der; unten: Demodulation am Empfa¨nger
Abbildung 2.7 zeigt fu¨r diesen Fall das Zeitsignal, wobei das aktuelle Bit den Wert
1 besitzt und PPM-Modulation vorliegt. Durch den Startzustand des Schieberegi-























Abbildung 2.7: UWB-Puls mit TH-Codierung, dargestellt fu¨r ein Bit mit Wert 1 und
den TH-Code 010
sters wird festgelegt, welcher Code fu¨r die i-te Pulswiederholzeit erzeugt wird. Wird
empfa¨ngerseitig das gleiche Schieberegister mit gleichem Startzustand eingesetzt,
ko¨nnen die Daten zuru¨ckgewonnen werden. Die TH-Codierung eignet sich nicht
nur zur Gla¨ttung des Spektrums, sondern auch zur Trennung von Nutzern bei ei-
nem Mehrnutzer-Szenario. Hierbei wird jedem Nutzer ein anderer Startzustand des
Schieberegisters zugewiesen. Das allgemeine modulierte und TH-codierte UWB-Sig-




α0p0(t− nT − h(k)n TTH + α1p1(t− nT − h(k)n TTH) (2.12)
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In Gleichung 2.12 stellen α0 bzw. α1 Gewichtungsfaktoren fu¨r die Pulse p0 bzw. p1
dar. Die Gewichtungsfaktoren ko¨nnen nur den Wert ’0’ oder ’1’ annehmen und sind
stets unterschiedlich groß, da entweder ein Bit ’1’ oder ein Bit ’0’ vorliegt. p0(t) und
p1(t) repra¨sentieren den zeitlichen Verlauf der Pulsform fu¨r Bit ’0’ bzw. Bit ’1’. Im Fall
von OOK-Modulation gilt p0(t) = 0. Bei PPM-Modulation gilt p1(t) = p0(t − TPPM).
Weiterhin steht in Gleichung 2.12 h(k)n fu¨r den Time Hopping Code des k-ten Nutzers.
2.6 Synchronisierung
Die zeitliche Synchronisierung des Empfa¨ngers ist bei Impulse Radio U¨bertragung
von großer Bedeutung, da Pulse mit einer extrem kurzen Pulsdauer eingesetzt wer-
den. Bereits geringe zeitliche Abweichungen vom idealen Zeitpunkt der Synchroni-
sierung ko¨nnen dazu fu¨hren, dass die aufgepra¨gte Information nicht mehr fehlerfrei
rekonstruiert werden kann. Die Auswirkung eines Synchronisierungsfehlers auf die
Performance ha¨ngt dabei z.B. von der Pulsdauer, der eingesetzten Modulation und
der Demodulationsmethode ab.
• Pulsform: Mit sinkender Pulsdauer steigen die Anforderungen an die Synchro-
nisierung, da immer kleinere Zeitfehler ausreichen, den Puls nicht mehr zu se-
hen.
• Modulation: Da die aufgepra¨gte Information bei PPM-Modulation im Gegen-
satz zu OOK in der Zeit liegt, spielt die Synchronisierung bei PPM eine beson-
ders große Rolle.
• Demodulation: Koha¨rente Demodulation beno¨tigt ein synchronisiertes Refe-
renzsignal, bei welchem ein Referenzpuls zum gleichen Zeitpunkt erscheint
wie der Empfangspuls. Bei inkoha¨renter Demodulation hingegen sind die An-
forderungen an die Synchronisation geringer, da kein Referenzsignal beno¨tigt
wird.
Details zu Demodulationsmethoden werden in Kapitel 6 gezeigt; Auswertungen zur
Performance bei Pra¨senz eines Synchronisierungsfehlers sind in Abschnitt 7.2.2 zu
finden.
Im Folgenden soll kurz aufgezeigt werden, wie eine Synchronisierung in der Praxis
erreicht wird. Hierfu¨r wird eine am Institut fu¨r Hochfrequenztechnik und Elektronik
der Universita¨t Karlsruhe entwickelte Methode vorgestellt:
Eine Mo¨glichkeit der Synchronisierung bei koha¨rentem Empfang und Gauß’scher
Pulsform 5-ter Ableitung besteht darin, sinus-fo¨rmige Templates zu verwenden, wo-
bei die Frequenz fTem auf die Gauß’sche Pulsform 5-ter Ableitung abgestimmt ist.
Hierbei wird eine Parallelstruktur aus NTem Sinus-Templates aufgebaut, wobei die
Templates zueinander eine konstante Phasenverschiebung 4ϕ aufweisen [ZTA+09]
mit





Es fragt sich, wie groß NTem gewa¨hlt werden soll. Hierzu wird folgende U¨berlegung
angestellt: Bei Pra¨senz eines Zeit- bzw. Synchronisierungsfehlers nimmt die Kreuz-
korrelation zwischen Sinussignal und Gauß-Puls 5-ter Ableitung ab und sollte z.B.
den Faktor ηKorr bezu¨glich der maximalen Korrelation nicht unterschreiten. Nimmt
man ein auf den Gauß-Puls 5-ter Ableitung abgestimmtes Sinus-Template der Fre-
quenz fTem und gibt ηKorr fu¨r die Kreuzkorrelation vor, resultiert eine maximal tole-
rierbare Zeitabweichung± tsynch,max. Die Phase4ϕ wird nun so gewa¨hlt, dass sie der
hierdurch definierten Zeitspanne 2 · tsynch,max entspricht. Dann ergibt sich:
4ϕ = βz = 2pi
λ
c02 · tsynch,max (2.14)
Einsetzen von Gleichung 2.13 in Gleichung 2.14, Verwenden des Zusammenhangs
λ = c0/fTem und Auflo¨sen nach NTem ergibt
NTem =
1
fTem2 · tsynch,max (2.15)
Eine Entscheiderschaltung pru¨ft nun, bei welchem der NTem parallelen Template-
Signale die maximale Korrelation vorliegt und schaltet auf das entsprechende Tem-
plate. Durch Erho¨hung von NTem la¨sst sich der maximal auftretende Synchronisie-
rungsfehler immer weiter reduzieren. Allerdings kann eine vergro¨ßerte Anzahl an
Template-Generatoren das Rauschen vergro¨ßern, welches bei den angestellten U¨ber-
legungen vernachla¨ssigt wurde. Mit fTem = 6, 94 GHz und ηKorr = 0, 7 ergibt sich z.B.
tsynch,max=18 ps und damit NTem = 4, d.h. es ist nur eine sehr kleine Anzahl an Tem-
plates no¨tig [ZTA+09]. Das vorgestellte Prinzip funktioniert auch, wenn sich der Ab-
stand und damit die Laufzeiten zwischen Sender und Empfa¨nger vera¨ndern. Weitere
Mo¨glichkeiten der Synchronisierung sind z.B. in [JL07],[BHY+02],[CM05], [LZW08]
und [YG05] zu finden.
2.7 Allgemeines Sendermodell
Ein Sendermodell fu¨r Impulse Radio U¨bertragung ist in Abbildung 2.8 dargestellt.
Hierbei wird die Pulswiederholzeit durch einen Oszillator (Taktgenerator) zur Verfu¨-
gung gestellt. Bei Verwendung eines Time Hopping Codes oder einer PPM-Modula-
tion mu¨ssen Zeitverschiebungen bezu¨glich Vielfachen der Pulswiederholzeit reali-
siert werden. Dies geschieht z.B. durch ein programmierbares Verzo¨gerungsglied.
Zuletzt erzeugt ein Pulsgenerator ultrabreitbandige Pulse im Basisband, welche di-
rekt an eine UWB-Antenne u¨bergeben und zu den definierten Zeitpunkten abge-
strahlt werden.
Fu¨r den Empfang und die Demodulation ultrabreitbandiger Signale gibt es verschie-
dene Methoden, die sich im Wesentlichen in koha¨rente und inkoha¨rente Ansa¨tze un-
terteilen lassen. Eine ausfu¨hrliche Darstellung und Untersuchung bei Beru¨cksichti-
gung nicht-idealer Effekte ist in Kapitel 6 zu finden.
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2.8 Einfu¨hrung in Systembetrachtungen
Im Folgenden werden kurz die wichtigsten Begriffe und Definitionen eingefu¨hrt,
welche zur Charakterisierung und Bewertung eines Kommunikationssystems no¨tig
sind. Hierzu geho¨ren die Begriffe DatenrateR, BitfehlerrateBER, Signal-zu-Rausch-
Verha¨ltnis SNR, Bitenergie-zu-Rauschleistungsdichte Eb/N0, Rauschzahl F sowie
der Begriff des Link Budgets.
2.8.1 Datenrate
Die Datenrate R ist definiert als das Verha¨ltnis von gesendeter (bzw. empfangener)
Anzahl von Bits pro Zeit. Wenn 1 Bit durch Np Pulse im Abstand der Pulswiederhol-





Zur Betrachtung der Bitfehlerrate stellt man sich eine Folge von Sendebits vor, welche
auf ein analoges Sendesignal aufmoduliert werden und u¨ber einen U¨bertragungska-
nal zum Empfa¨nger gelangen. Dieser fu¨hrt eine Bitrekonstruktion durch. Aufgrund
der nicht-idealen Eigenschaften des U¨bertragungssystems werden einzelne Bits feh-
lerhaft rekonstruiert. Hieraus kann die relative Bitfehlerha¨ufigkeit berechnet wer-
den, welche den Quotient aus fehlerhaft rekonstruierten Bits und Anzahl aller ge-
sendeten Bits darstellt. Wenn ausreichend viele Bits Nbit in die Rechnung eingehen,
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konvergiert die relative Bitfehlerha¨ufigkeit aufgrund des Satzes von Moive-Laplace
[BHV+95] (zentraler Grenzwertsatz) gegen die tatsa¨chliche Bitfehlerrate BER mit
0 ≤ BER ≤ 0, 5. In [JBS92] wird gezeigt, dass die Anzahl der mindestens zu simulie-
renden Bits Nbit in der Praxis wie folgt gewa¨hlt werden sollte:
Nbit ≥ 10 ·BER−1 (2.17)
Diese Gleichung wird auch in [Agi05] im Zusammenhang mit Systemsimulationen
innerhalb von Advanced Design System genannt. Um die Bitfehlerrate durch eine
Systemsimulation zu scha¨tzen, wird Nbit auf einen Startwert gesetzt und die relative
Bitfehlerrha¨ufigkeit bestimmt. Anschließend wird deren Inverse berechnet und mit
10 multipliziert. Wenn die resultierende Zahl kleiner gleich Nbit ist, ist die bestimm-
te relative Bitfehlerrha¨ufigkeit ein geeigneter Scha¨tzer fu¨r die tatsa¨chlich existente
Bitfehlerrate. Andernfalls muss Nbit erho¨ht werden und eine erneute U¨berpru¨fung
stattfinden.
Fu¨r gutes Signal-zu-Rausch-Verha¨ltnis ergeben sich geringe Bitfehlerraten, d.h. Nbit
ist groß. Betra¨gt die Bitfehlerrate z.B. 10−5, sollten mindestens 106 Bits simuliert wer-
den. Bei schlechtem Signal-zu-Rausch-Verha¨ltnis steigt die Bitfehlerrate deutlich an,
d.h. Nbit verringert sich entsprechend, und die Simulationszeit verku¨rzt sich deut-
lich. In diesem Fall ist es angebracht, die Genauigkeit der Scha¨tzung zu erho¨hen, in-
dem in Gleichung 2.17 mit dem Faktor 100 gearbeitet wird. Im weiteren Verlauf der
Arbeit wird die Bedingung von Gleichung 2.17 stets eingehalten und aus U¨bersichts-
gru¨nden nicht mehr zwischen simulierter und tatsa¨chlicher Bitfehlerrate unterschie-
den. BER repra¨sentiert im Folgenden die durch eine Systemsimulation erhaltene
Bitfehlerrate.
2.8.3 Zusammenhang SNR und Eb/N0
Die Bitfehlerrate ha¨ngt von der Signalqualita¨t ab. Ein Maß fu¨r die Signalqualita¨t ist
das sogenannte Signal-zu-Rausch-Verha¨ltnis SNR. Es berechnet sich als Quotient aus
mittlerer Signalleistung S und Rauschleistung N , welche innerhalb einer Bandbreite





Zur Beurteilung der Performance eines Empfa¨ngers wird hingegen oft die Bitfehler-
rate u¨ber der sogenannten Bitenergie-zu-Rauschleistungsdichte Eb/N0 verwendet,
wobei Eb fu¨r die mittlere Bitenergie steht. Da durch die Rauschleistungsdichte und
nicht durch die Rauschleistung geteilt wird, beinhaltet der Ausdruck implizit eine
Normierung u¨ber der Bandbreite. Aufgrund der Zusammenha¨nge
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= SNR · B
R
(2.22)
Weitere Informationen zur Herleitung dieser Umrechnungsvorschrift sind z.B. in
[Skl00] zu finden. Der Term B/R wird dabei als Processing Gain bezeichnet. Oft gibt





= SNRdB + 10 · log B
R
(2.23)
In einem typischen Szenario betra¨gt die Bandbreite z.B. 7,5 GHz und die Datenrate
166 Mbit/s. Der rechte Term in Gleichung 2.23 liefert dann den konstanten Wert 16,55
dB.
2.8.4 Link Budget
Das Link Budget beschreibt eine Bilanzierung der Gewinne und Verluste, welche
ein Signal bei der U¨bertragung erfa¨hrt. Gewinne und Verluste (z.B. von Antennen)
werden dabei i.d.R. durch einen konstanten Wert repra¨sentiert, d.h. die Frequenz-
abha¨ngigkeit wird vernachla¨ssigt. Das Link Budget dient somit zu einer schnellen
Abscha¨tzung der Empfangsleistung. Im Folgenden wird ein Link Budget fu¨r die
Empfangsleistung S aufgestellt, wobei davon ausgegangen wird, dass senderseitig
nur eine Sendeantenne vorhanden ist und empfangsseitig nur eine Empfangsanten-
ne. Ein empfa¨ngerseitiger LNA wird zuna¨chst nicht betrachtet. Verluste von mo¨gli-
chen Filtern sind den Gewinnen der Antennen zugeschlagen. Es gilt:
(S)dBm = (Pt)dBm + (Gt)dBi − (D)dB + (Gr)dBi (2.24)
Hierbei bezeichnet (Pt)dBm die der Sendeantenne zugefu¨hrte Leistung in dBm, (Gt)dBi
den Gewinn der Sendeantenne in dBi, (D)dB die Da¨mpfung auf dem U¨bertragungs-
kanal in dB und (Gr)dBi den Gewinn der Empfangsantenne in dBi.
Allgemein beno¨tigt ein Empfa¨nger ein minimales Signal-zu-Rausch-Verha¨ltnis
SNRmin, um eine angestrebte Ziel-Bitfehlerrate gerade noch zu erreichen. Die zu-
geho¨rige minimale Empfangsleistung Smin berechnet sich gema¨ß
Smin = N + SNRmin (2.25)
wobei bei einer angepassten Empfangsantenne fu¨r die Rauschleistung N gilt:
N = kTB ·Fges (2.26)
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In Gleichung 2.26 repra¨sentiert kTB die thermische Rauschleistung innerhalb der
Bandbreite B. Fges beschreibt die Gesamtrauschzahl des Empfa¨ngers. Logarithmisch
ausgedru¨ckt ergibt sich:
(N)dBm = −174 dBm/MHz + 10 logB + (Fges)dB (2.27)
Mit Gleichung 2.25 folgt dann:
(Smin)dBm = −174 dBm/MHz + 10 logB + (Fges)dB + (SNRmin)dB (2.28)
Gleichung 2.24 kann nun fu¨r den Fall betrachtet werden, in welchem gilt: S = Smin,
d.h. die Ziel-Bitfehlerrate wird gerade noch erreicht. Zu dieser minimalen Empfangs-
leistung geho¨rt allgemein eine maximale Da¨mpfung Dmax. Aus Gleichung 2.24 folgt:
(Dmax)dB = (Pt)dBm + (Gt)dB + (Gr)dB − (Smin)dBm (2.29)
Einsetzen von Gleichung 2.28 ergibt:
(Dmax)dB = (Pt)dBm + (Gt)dB + (Gr)dB + 174 dBm/MHz
−10 logB − (Fges)dB − (SNRmin)dB
(2.30)
Die maximale Kanalda¨mpfung Dmax ist mit einer maximalen Distanz zwischen Sen-
der und Empfa¨nger assoziiert. Das Ziel ist also, Dmax in Gleichung 2.30 mo¨glichst
groß zu halten, damit die Ziel-Bitfehlerrate auch fu¨r sehr große Distanzen erreicht
wird. Die Gro¨ßen (Pt)dBm, (Gt)dBi, (Gr)dBi, B und (SNRmin)dB sind jedoch fix. Die ein-
zige Mo¨glichkeit zur Maximierung von Gleichung 2.30 besteht darin, die Gesam-
trauschzahl Fges des Empfa¨ngers zu minimieren. Dies kann durch Hinzunahme eines
vorgeschalteten Low Noise Amplifiers mit sehr kleiner Rauschzahl FLNA und hohem
Gewinn GLNA erfolgen, wobei FLNA wesentlich kleiner als die Rauschzahl FFrontend
des Empfa¨nger-Frontends ist. Der Empfa¨nger setzt sich dann zusammen als LNA
plus Frontend, sodass sich die Gesamtrauschzahl Fges wie folgt berechnet:




Betrachtungen zum Link Budget fu¨r UWB-Signale werden auch in [Tes04] angestellt.
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3 Optimierung von Pulsform und Modulation
Die FCC-Regulierung besagt, dass das von einer Antenne abgestrahlte UWB-Signal
im relevanten Bereich von 3,1 bis 10,6 GHz ein EIRP (Effective Isotropic Radiated
Power) kleiner gleich -41,3 dBm/MHz aufweisen muss. Dies entspricht einer Lei-
stung von ca. 0,555 mW (-2,55 dBm) bei optimaler Ausnutzung des Spektrums. Allge-
mein ha¨ngt die Systemperformance vom empfangenen Signal-zu-Rausch-Verha¨ltnis
SNR ab: Bei gro¨ßerem SNR verbessert sich in der Regel die Performance. Das Ziel
ist also, ein hohes SNR zu erreichen. Dies kann durch Erho¨hung der Sendeleistung
realisiert werden. Fu¨r UWB-Kommunikation bedeutet dies, dass die Regulierung im
relevanten Frequenzbereich so gut wie mo¨glich ausgenutzt werden sollte. Das heisst,
das Leistungsdichtespektrum des abgestrahlten UWB-Signals sollte im relevanten
Durchlassbereich dem angesetzten Grenzwert von−41, 3 dBm/MHz mo¨glichst nahe
kommen. Außerhalb des Durchlassbereichs muss nicht zwingend eine Optimierung
erfolgen, sondern lediglich sichergestellt werden, dass die Maske nicht verletzt wird.
Das abgestrahlte UWB-Signal ist ein moduliertes und codiertes Signal bestehend aus
Pulsen. Prinzipiell muss daher die Modulation, Codierung und Pulsform gleichzeitig
optimiert werden. Eine vereinfachte Herangehensweise besteht darin, nur die Puls-
form zu optimieren, da diese die prinzipielle Form des Spektrums definiert. Die im
Zusammenhang mit der Modulation und Codierung auftretenden Abweichungen
von dieser Form lassen sich durch Methoden wie Dithering [HK02] weitgehend be-
heben. Im Folgenden soll daher nur die Pulsform selbst optimiert werden.
Um einen solchen Optimalpuls zu finden, gibt es verschiedene Mo¨glichkeiten.
• Methode 1: Es ist z.B. denkbar, die Zielmaske direkt in den Zeitbereich zu
transformieren. Das Zeitsignal stellt dann den optimalen Puls bezu¨glich der
Zielmaske dar. Hierbei wird die Frage, wie man diesen Puls physikalisch her-
stellen kann, zuna¨chst zuru¨ckgestellt. Bei diesem Vorgehen interessiert man
sich fu¨r die Frage, inwieweit sich die Performance bei Wahl eines konventio-
nellen Pulses gegenu¨ber dem Optimalpuls verschlechtert. Um diese Auswir-
kungen zu untersuchen, wird eine Systemsimulation durchgefu¨hrt, die auf-
grund des begrenzten Speichers eines Rechners nicht zeit-kontinuierlich, son-
dern zeitdiskret durchgefu¨hrt werden muss. Dies bedeutet andererseits, dass
die Ru¨cktransformation der Zielmaske in den Zeitbereich diskretisiert durch-
gefu¨hrt werden muss, um dem Systemsimulator einen diskretisierten Optimal-
puls zur Verfu¨gung zu stellen. Hierfu¨r gibt es verschiedene Mo¨glichkeiten, die
in den folgenden Abschnitten genauer vorgestellt werden. Ihnen ist gemein-
sam, dass ein zeitdiskreter digitaler Filterentwurf durchgefu¨hrt wird, wobei die
gefundenen Filterkoeffizienten mit der abgetasteten optimalen Pulsform iden-
tisch sind.
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• Methode 2: Anstatt die Impulsantwort der Zielmaske zu berechnen, kann man
auch einen Basispuls durch ein pulsformendes Filter dergestalt vera¨ndern, dass
er die Zielmaske optimal ausfu¨llt. Der Basispuls ist dabei z.B. ein technisch
einfach zu generierender Puls (beispielsweise ein Gauß’scher Monocycle). Da
auch hier eine diskrete Beschreibung zur Implementierung auf einem Rechner
durchgefu¨hrt werden muss, ist wiederum ein optimales zeitdiskretes digitales
Filter zu entwerfen.
Wie bereits erwa¨hnt, erfordert die Implementierung eines UWB-Systemsimulators ei-
ne Diskretisierung. In der Simulationsumgebung Advanced Design System ko¨nnen
die einzelnen Komponenten entweder diskret in der Zeit oder diskret in der Fre-
quenz beschrieben werden. Wa¨hrend sich ultrabreitbandige Bauelemente vorteilhaft
durch Messung an diskreten Frequenzen beschreiben lassen, wird die verwendete
Pulsform durch zeitdiskrete Abtastwerte beschrieben. Die maximale Frequenz, bei
welcher die einzelnen Bauelemente im Rahmen dieser Arbeit beschrieben werden,






Fu¨r die Methode 1 wird fmax = 14 GHz gewa¨hlt, d.h. es ergibt sich bei Abtastung
mit der doppelten Frequenz eine Zeitdiskretisierung von T0 = 35, 714 ps. Die FIR-
Koeffizienten weisen somit einen zeitlichen Abstand von 35,714 ps auf. Es mu¨ssen
nun zeitdiskrete Filter entwickelt werden, welche ausgangsseitig den mit T0 diskre-
tisierten Optimalpuls bezu¨glich einer Zielmaske liefern.
• Abschnitt 3.1 fasst kurz die Eigenschaften von zeitdiskreten Digitalfiltern zu-
sammen, die zur Formung von Pulsen eingesetzt werden.
• Abschnitt 3.2 konzentriert sich auf den FIR-Filter-Entwurf und stellt drei Mo¨g-
lichkeiten zum Entwurf der optimalen Pulsform gema¨ß Methode 1 vor. Die
bezu¨glich der FCC Regulierung optimalen Pulsformen werden jeweils im Zeit-
bereich und im Frequenzbereich dargestellt.
• Abschnitt 3.3 widmet sich der optimalen Pulsformung bei Verwendung eines
Basispulses (Methode 2). Auch hier wird ein optimales FIR-Filter gesucht, des-
sen Filterkoeffizienten wie bei Methode 1 einen zeitlichen Abstand von 35,714
ps aufweisen. Um das Zeitverhalten des Basispulses gut zu erfassen, wird die-
ser jedoch mit einer um den Faktor 2 besseren Zeitauflo¨sung von 17,86 ps abge-
tastet, d.h. es gilt fmax = 28 GHz. Zur Lo¨sung des nicht-konvexen Optimie-
rungsproblems werden anschließend zwei verschiedene Ansa¨tze pra¨sentiert
und die optimierte Pulsform bestimmt.
• Abschnitt 3.4 beleuchtet die Optimierung der Modulation: Durch Verwendung
orthogonaler Pulsformen kann die Datenrate ohne Reduktion der Pulswieder-
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holzeit gesteigert werden. Wu¨nschenswert wa¨ren hierbei hoch effiziente Or-
thogonalpulse bezu¨glich der Leistung. Das im Abschnitt 3.4 eingesetzte Ortho-
gonalisierungsverfahren fu¨hrt zu besonders geeigneten Orthogonalpulsen, die
einerseits eine extrem gute Effizienz aufweisen und andererseits im Vergleich
zur gegenwa¨rtigen Fachliteratur eine minimierte Leistungsschwankung besit-
zen.
3.1 Filterentwurf durch zeitdiskrete Digitalfilter
Im vorliegenden Abschnitt sollen kurz die wichtigsten Begriffsbildungen zu zeitdis-
kreten digitalen Filtern eingefu¨hrt werden, die beim anschließenden Entwurf von
Optimalfiltern beno¨tigt werden [KJ02].
• Zeitdiskretes System: Man spricht von einem zeitdiskreten System S, wenn so-
wohl das Eingangssignal als auch das Ausgangssignal abgetastete Wertefolgen
darstellen.
• Linearita¨t: Ein zeitdiskretes System S heißt linear, wenn fu¨r zwei beliebige Ein-
gangssignale x1(n) und x2(n) und zwei beliebige Konstanten c1 und c2 gilt:
S(c1x1(n) + c2x2(n)) = c1S(x1(n)) + c2S(x2(n)) (3.2)
• Zeitinvarianz: Ein zeitdiskretes System S heißt zeitinvariant, wenn ein zeitlich
verschobenes Eingangssignal zum entsprechend zeitlich verschobenen Aus-
gangssignal fu¨hrt.
• Kausalita¨t: Ein zeitdiskretes System S heißt kausal, wenn die Antwort nicht
von zuku¨nftigen Werten des Eingangssignals abha¨ngt. Ein zeitdiskretes, linea-
res und zeitinvariantes System (LTI-System) ist genau dann kausal, wenn die
Impulsantwort fu¨r negative Indices n verschwindet.
Im Folgenden wird als System ein Filter betrachtet.
• Zeitdiskrete Filter mit unendlich langer Impulsantwort werden als IIR-Filter
(Infinite Impulse Response) bezeichnet. Diese heißen auch rekursive Filter
[OWN96, Mey98].
• Zeitdiskrete Filter mit endlich langer Impulsantwort werden als FIR-Filter (Fi-
nite Impulse Response) bezeichnet. Sie werden auch nichtrekursive Filter ge-
nannt [OWN96, Mey98]. FIR-Filter verzichten auf Ru¨ckkopplungen und sind
daher immer stabil.
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3.2 Direkter Entwurf einer optimalen Pulsform durch FIR Filter
Im allgemeinen Fall la¨sst sich die Antwort y(n) eines kausalen FIR-Filters bei Anre-




b(k) ·x(n− k) (3.3)
Hierbei stellen sowohl x(n) als auch y(n) Folgen dar, welche das abgetastete Signal
repra¨sentieren. Der k-te Eintrag einer Folge steht dabei fu¨r den Zeitpunkt t = k ·T0,
wobei T0 die Zeitdiskretisierung infolge der Abtastung darstellt. Weiterhin stellen
b(k) die insgesamt NFilter Filterkoeffizienten des FIR-Filters Nf-ter Ordnung dar, wo-
bei gilt:
NFilter = Nf + 1 (3.4)
Im Folgenden wird der Fall betrachtet, dass ein Dirac-Stoß als Anregungssignal ge-
nommen wird, welcher durch das FIR-Filter optimal bezu¨glich einer Zielmaske ge-
formt werden soll. Dies entspricht der angesprochenen Methode 1. Der Ausgang des




b(k) · δ(n− k). (3.5)
Der n-te Wert des ausgangsseitigen Pulses y(n) wird also erzeugt, indem das Anre-
gungssignal um Vielfache von T0 zeitverzo¨gert und gewichtet wird und alle insge-
samt NFilter Beitra¨ge summiert werden. Gleichung 3.3 la¨sst sich in Form einer Direkt-











Abbildung 3.1: Direktstruktur eines FIR-Filters 3. Ordnung (4 FIR-Koeffizienten, ma-
ximale zeitliche Ausdehnung des Pulses: 3T0)
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Eine wichtige Forderung an ein realisierbares FIR-Filter ist dessen Kausalita¨t, d.h.
das System ist unabha¨ngig von zuku¨nftigten Eingangsgro¨ßen. Fu¨r die Filterkoeffizi-
enten gilt:
b(k) = 0 ∀k < 0 (3.6)
Ein noch akausales FIR-Filter la¨sst sich dabei leicht in ein kausales u¨berfu¨hren, indem
die Impulsantwort in den positiven Zeitbereich verschoben wird. Dies wird in Ab-
bildung 3.2 visualisiert. FIR-Filter weisen einen linearen Phasengang auf, wenn die
b(n)
n
. . . . . .
b(n)
. . . . . .
n
Abbildung 3.2: Links: Akausale Impulsantwort eines allg. FIR-Filters; rechts: zu-
geho¨rige kausale Impulsantwort
Filterkoeffizienten symmetrisch zur Mitte sind, vgl. [Azi81]. Ein linearer Phasengang
ist beim FIR-Filterentwurf i. Allg. erwu¨nscht, da der Ausgangspuls im Zeitbereich
die gleichen Symmetrieeigenschaften beibeha¨lt wie der Eingangspuls.
Fu¨r symmetrisch zur Mitte aufgebaute Filterkoeffizienten und damit Linearphasig-
keit (und reellen Frequenzgang) ergeben sich prinzipiell zwei mo¨gliche Konstella-
tionen: im einen Fall ist die Filterordnung Nf gerade (Typ 1), im anderen ungerade
(Typ 2), d.h. die Anzahl der FIR-Koeffizienten Nf + 1 ist bei Typ 1 ungerade und bei
Typ 2 gerade. Die zugeho¨rigen kausalen Impulsantworten sind in Abbildung 3.3 zu
sehen. Im Folgenden soll beispielhaft ein optimales FIR-Filter vom Typ 1 gefunden
werden, welches einen Optimalpuls bezu¨glich einer Zielmaske erzeugt. Als Zielmas-
ke wird beispielhaft die FCC-Maske angesetzt. Wird ein auf diese Weise erzeugter
Optimalpuls auf die Sendeantenne gegeben, geschieht dies in der Annahme, dass
die Sendeantenne ideale Eigenschaften aufweist (isotrope Richtcharakteristik), d.h.
das abgestrahlte Signal ist mit der erzeugten Pulsform identisch und FCC-optimal.
Da in der Praxis die Sendeantenne einen maximalen Gewinn Gmax aufweist, muss
zur Sicherstellung, dass die Regulierung nicht verletzt wird, eine um Gmax reduzier-
te FCC-Maske als Zielmaske angesetzt werden. Im Zeitbereich entspricht dies ledig-
lich einer Amplitudenskalierung, weshalb es zur Lo¨sung des prinzipiellen Optimie-
rungsproblems ausreicht, als Zielmaske die unvera¨nderte FCC-Maske anzunehmen.
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b(n) b(n)
n
. . . . . . . . . . . .
n
Abbildung 3.3: Impulsantwort linearphasiger, kausaler FIR Filter; links: gerade Fil-
terordnung (Typ 1); rechts: ungerade Filterordnung (Typ 2)
Es ist allerdings auch denkbar, den frequenzabha¨ngigen Gewinn der Sendeanten-
ne in die Zielmaske einzuarbeiten und somit eine Pulsform zu erhalten, welche die
Sendeantenne kompensiert. Methoden zur Kompensation der Sendeantenne inkl.
Performance-Untersuchungen werden in Kapitel 9 vorgestellt. Auch die dort erzeug-
ten Pulsformen basieren auf den in den folgenden Abschnitten vorgestellten Metho-
den zur Pulsoptimierung, da diese fu¨r beliebige Zielmasken Gu¨ltigkeit besitzen.
3.2.1 Optimalpuls durch Fenster-Methode
Um einen Optimalpuls im relevanten Frequenzbereich von 3,1 bis 10,6 GHz zu er-
zeugen, kann als Zielfunktion ein idealer Bandpass mit einem Durchlassbereich von
3,1 bis 10,6 GHz definiert werden. Allerdings lassen sich Methoden zum Filterent-
wurf vorteilhafter fu¨r Tiefpa¨sse beschreiben. Da es Transformationsvorschiften gibt,
die beschreiben, wie sich die Ergebnisse eines Tiefpasses auf einen Bandpass u¨bert-
ragen lassen (Tiefpass-Bandpass-Transformation), genu¨gt im Folgenden die Betrach-
tung eines idealen Tiefpasses. Es sei daher angenommen, dass die Zielmaske ein
ideales Tiefpassfilter ist, beschrieben durch den reellen Frequenzgang Hd(f), wo-
bei ’d’ fu¨r desired steht und ω kontinuierliche Kreisfrequenzen darstellt. Da jedoch
ein zeitdiskretes Filter entworfen werden soll und zeitdiskrete Filter stets einen pe-
riodischen Frequenzgang aufweisen, wird der ideale Tiefpass periodisch fortgesetzt.
Die erste Periode der Zielmaske ist in Abbildung 3.4 zu sehen. Die periodische Fort-
setzung im Frequenzbereich, welche durch Abtastung von hd(t) entsteht, weist eine
Periode von fA auf, wobei fA der Abtastfrequenz entspricht. Zusa¨tzlich weist die pe-
riodische Fortsetzung H(ω) eine Gewichtung mit 1/T auf, vgl. [Mey98]. Im Intervall












Abbildung 3.4: Gewu¨nschte Zielmaske Hd(ω) im Tiefpass-Bereich
Die Grundidee der Fenster-Methode besteht darin, zuna¨chst eine inverse Fourier-
transformation auf H(ω) anzuwenden. Somit ergibt sich die zeitdiskrete, d.h. abge-







H(ω) · ejωnTdω (3.8)
Gleichzeitig repra¨sentiert Gleichung 3.8 die Fourierkoeffizienten, welche zur Ent-
wicklung von H(ω) in eine Fourierreihe beno¨tigt werden. Der Index n nimmt dabei







Hd(ω) · ejωnTdω (3.9)
Die Filterkoeffizienten b(n) ergeben sich zu





Hd(ω) · ejωnTdω (3.10)
Da die Zielfunktion Hd(ω) reell und gerade ist, reduziert sich der komplexe Expo-
nentialterm unter Anwendung der Euler-Formel zu einem Cosinus-Term mit





Hd(ω) · cos(ωnT )dω (3.11)
Wie bereits erwa¨hnt, ko¨nnen fu¨r n Werte von −∞ bis +∞ eingesetzt werden. Ein
FIR-Filter weist jedoch eine begrenzte Anzahl von Filterkoeffizienten auf, d.h. b(n)
muss beschnitten werden.
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Beispielsweise wird der Wertebereich von n auf−Mf bis +Mf begrenzt, d.h. das Filter
hat die La¨nge 2Mf + 1. Damit ergibt sich die Filterordnung Nf zu
Nf = 2 ·Mf . (3.12)
Die Filterkoeffizienten von Gleichung 3.11 sind symmetrisch zu n=0 und damit zu
t=0. Da durch Gleichung 3.11 auch negative Zeiten beschrieben werden mit zuge-
ordneten Werten ungleich Null, ist das Filter noch akausal. Durch Verschiebung der
Filterkoeffizienten um Mf Stellen nach rechts ergibt sich das zugeho¨rige kausale Fil-
ter, welches dann auch eine lineare Phase, d.h. eine konstante Gruppenlaufzeit auf-
weist.
Wenn die Zielfunktion Hd(ω) eine Konstante ist, wie dies z.B. bei der FCC-Maske der
Fall ist, ergibt die durchzufu¨hrende inverse Fouriertransformation in Gleichung 3.8
einen sin(x)/x-Puls. Fu¨r einen Tiefpass mit der Grenzfrequenz fg und der Versta¨rkung







mit n = −Mf .. Mf . Transformiert man diese Filterkoeffizienten in den Frequenzbe-
reich, wird der gewu¨nschte Frequenzgang nicht vollsta¨ndig erreicht. Die unendlich
steile Flanke kann nicht erreicht werden, da nur mit einer endlichen Anzahl von
Filter- bzw. Fourierkoeffizienten gearbeitet wird. Weiterhin treten an der Sprung-
stelle bei fg starke U¨berschwinger auf, auch bekannt als Gibb’sches Pha¨nomen. Ab-




Abbildung 3.5: U¨berschwingen des Spektrums (Gibb’sches Pha¨nomen)
fu¨r das Gibb’sche Pha¨nomen ist das harte Abschneiden der Impulsantwort. Um das
Gibb’sche Pha¨nomen zu reduzieren, sollte b(n) am Rand weich abklingen. Dies ge-
schieht durch Multiplikation von b(n) mit einer geeigneten Fensterfunktion w(n).
Geeignete Fensterfunktionen sind z.B. das Hanning-Fenster, Tschebyscheff-Fenster
etc. Aufgrund der Multiplikation mit einem Fenster heißt die Filterentwurf-Methode
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Fenster-Methode. Die Filterkoeffizienten des noch akausalen Tiefpass-Filters bTP(n)







Da der Durchlassbereich der FCC-Maske jedoch Bandpasscharakter besitzt, muss
abschließend eine U¨berfu¨hrung der gewonnenen Ergebnisse durch eine Tiefpass-
Bandpass-Transformation erfolgen. Angenommen, das Bandpassfilter habe eine Mit-
tenfrequenz fc mit einer Bandbreite 2 · fg, wobei fg identisch ist mit der Grenzfre-
quenz des zugeho¨rigen Tiefpassfilters. Fu¨r ein linearphasiges FIR-Filter gerader Fil-
terordnung Nf mit Koeffizienten, die der Symmetrie b(n) = b(Nf − n) genu¨gen, erge-
ben sich dann die akausalen Filterkoeffizienten des Bandpasses zu [Rup08]:
bBP(n) = 2 · cos(ωcnT ) · bTP(n) (3.15)





























Abbildung 3.6: Optimalpuls im Zeitbereich und zugeho¨riges Leistungsdichtespek-
trum bei Anwendung der Fenstermethode
Weitere Details zur Fenstermethode finden sich in [PI97], [Mey98] und [Ach92]. Ab-
bildung 3.6 zeigt einen durch die Fenstermethode optimierten Puls im Zeit- und Fre-
quenzbereich zusammen mit der FCC-Regulierung. Im Zeitbereich sind 67 Punkte
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zu erkennen, welche die 67 gefundenen Filterkoeffizienten des Filters mit Ordnung
Nf = 66 darstellen. Diese Punkte sind in der Abbildung durch Spline-Interpolationen
miteinander verbunden. Die zugrundegelegte Zielmaske ist dabei eine modifizier-
te FCC-Maske, welche einen Durchlassbereich von 3,3 bis 10,4 GHz aufweist und
außerhalb eine Sperrda¨mpfung von -35 dB besitzt. Bei Verwendung einer unmo-
difizierten FCC-Maske wu¨rde sich an den beiden Unstetigkeitsstellen des Durch-
lassbereiches eine Verletzung der Maske ergeben. Das verwendete Fenster ist ein
Tschebyscheff-Fensters mit 60 dB Sperrda¨mpfung. Die Amplitude ist auf eine Puls-
wiederholdauer von 28,5712 ns ausgelegt, was bei einer Zeitdiskretisierung von
35,714 ps genau 800 Zeitschritten entspricht. Insgesamt ergibt sich im relevanten Be-
reich von 3,1 bis 10,6 GHz eine Effizienz bezu¨glich der Leistung von 89,16 Prozent.
Dies entspricht einer mittleren Sendeleistung von -3,05 dBm.
3.2.2 Optimalpuls durch Frequenzabtastungs-Methode
Das Problem der Fenstermethode besteht darin, dass die Berechnung des inversen
Fourier-Integrals in Gleichung 3.10 schwierig sein kann [Mey98], insbesondere wenn
z.B. die Zielmaske eine komplizierte Struktur aufweist. Einfacher wa¨re es, auf eine
Integration zu verzichten und stattdessen mit einer inversen diskreten Fouriertrans-
formation zu arbeiten. Diese Idee wird bei der Frequenzabtastungs-Methode aufge-
griffen:
Sei h(n) die gesuchte Folge der FIR-Koeffizienten, die außerhalb des Intervalls n =


























































3.2 Direkter Entwurf einer optimalen Pulsform durch FIR Filter
Der geklammerte Ausdruck in Gleichung 3.20 la¨sst sich in eine geometrische Reihe









1− ej 2piNFilter kz−1
(3.21)







1− ej 2piNFilter kz−1
. (3.22)























Der Quotient in Gleichung 3.23 la¨sst sich vereinfachen:





























sin(piNFilter(f − kNFilter ))
NFilter sin(pi(f − kNFilter ))
e
−jpi(NFilter−1)(f− kNFilter ) (3.26)


















H(k) · I(f, k).
(3.27)
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Wenn die diskreten Abtastwerte H(k) vorliegen, wird der Frequenzgang H(f) bei
einer beliebigen Frequenz f durch den Zusammenhang von Gleichung 3.27 appro-
ximiert, d.h. das Spektrum entspricht einer Linearkombination aus gewichteten Ab-
tastwerten H(k), wobei die Gewichtung mit Funktionen I(f, k) durchgefu¨hrt wird.
Hierbei stellen die insgesamt NFilter Ausdru¨cke I(f, k) mit k = 0, 1, 2, .., NFilter − 1 In-
terpolationsfunktionen dar.
Bei der Frequenzabtastungsmethode macht man sich die vorgestellten U¨berlegun-
gen folgendermaßen zunutze: Eine Zielmaske Hd(f) wird im Frequenzbereich an
NFilter a¨quidistanten Frequenzen abgetastet, sodass sich die Abtastwerte Hd(k) er-
geben. Anschließend wird eine inverse diskrete Fouriertransformation durchgefu¨hrt
(im Gegensatz zur Fenstermethode, in deren Verlauf eine inverse Fouriertransforma-
tion durchgefu¨hrt wird und folglich das oft schwierig bestimmbare Integral von Glei-
chung 3.10 auftritt). Dies fu¨hrt auf eine reellwertige Folge h(n), deren Spektrum sich
durch Gleichung 3.27 beschreiben la¨sst, wobei gilt: H(k) = Hd(k). An den Abtaststel-
len stimmt somit der rekonstruierte Frequenzgang mit dem angestrebten Frequenz-
gangHd(f) identisch u¨berein. Zwischen zwei Abtastwerten ergibt sich jedoch i. Allg.
eine Abweichung. Wenn z.B. als Zielmaske ein idealer Tiefpass angesetzt wird, weist
H(f) nur eine ma¨ßige Sperrda¨mpfung auf [Azi81]. Im allgemeinen ergibt sich also
eine Fehlerfunktion E(f) mit
E(f) = Hd(f)−H(f) (3.28)
welche minimiert werden muss. Entweder la¨sst sich dies durch eine Erho¨hung der
Anzahl der Abtastwerte NFilter erreichen, was allerdings die Filterordnung des FIR-
Filters entspechend erho¨ht und daher unpraktikabel ist. Eine andere Mo¨glichkeit
zur Minimierung von E(f) besteht darin, einzelne Abtastwerte der Zielmaske in
der Na¨he der Unstetigkeitsstelle geeignet zu modifizieren. Gleichung 3.27 geht dann







Hmod(k) · I(f, k) +
NFilter−1∑
k=m
H(k) · I(f, k) (3.29)
Hierbei stellen Hmod(k) die modifizierten Abtastwerte dar, auch bezeichnet als modi-
fizierte Transitionskoeffizienten. In Gleichung 3.29 werden m − n modifizierte Tran-
sitionskoeffizienten benutzt, um die Fehlerfunktion E(f) zu minimieren. Abbildung
3.7 zeigt beispielhaft die Definition von modifizierten Transitionskoeffizienten in ei-
nem Bandpass-Filter. Um geeignete Werte fu¨r die Transitionskoeffizienten zu bestim-
men, kann z.B. ein Optimierungsalgorithmus angewendet werden [Azi81]. Es kann
aber auch eine Fensterfunktion herangezogen werden, um vom Sperr- in den Durch-
lassbereich u¨berzuleiten. Im Frequenzbereich ergibt sich dann eine deutlich verbes-
serte Sperrda¨mpfung, allerdings auf Kosten eines insgesamt breiteren U¨bergangsbe-
reichs.
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Abbildung 3.7: Links: Abtastung von H(f) ohne modifizierte Transitions-
Koeffizienten; rechts: mit Modifikation
Zusammengefasst werden bei der Frequenzabtastungs-Methode folgende Schritte
durchgefu¨hrt:
• Abtastung der Zielmaske im Frequenzbereich durch NFilter a¨quidistante Werte
• Durchfu¨hrung der inversen diskreten Fouriertransformation
• Modifikation der Transitionskoeffizienten zur Verbesserung der Sperrda¨mp-
fung
Zur Generierung des Optimalpulses wird eine modifizierte FCC-Maske als Zielmas-
ke angesetzt mit einem Durchlassbereich von 2,84 bis 10,89 GHz und einer Sperrda¨mp-
fung von 35 dB. Die Filterordnung betra¨gt wiederum Nf = NFilter − 1 = 66; auch
die Amplitude wird wieder fu¨r eine Pulswiederholzeit von 28,5712 ns ausgelegt.
Zur Modifikation der Transitionskoeffizienten wird beispielhaft ein Kaiser-Fenster
mit einer Da¨mpfung des Nebenmaximums von 45 dB verwendet. Allgemein sollte
das eingesetzte Fenster eine hohe Da¨mpfung des Nebenmaximums erzeugen. Eine
Visualisierung der generierten optimalen Pulsform findet sich in Abbildung 3.8 zu-
sammen mit dem zugeho¨rigen Leistungsdichtespektrum und der FCC-Maske. Die
Effizienz des Pulses innerhalb des relevanten Frequenzbereichs von 3,1 bis 10,6 GHz
betra¨gt 88,14 Prozent. Dies entspricht einer mittleren Sendeleistung von -3,1 dBm.
Ein Vergleich der Abbildungen 3.8 und 3.6 (Fenstermethode) zeigt nur marginale
Unterschiede.
Abbildung 3.9 stellt noch einmal schematisch den Unterschied zwischen der Fenster-
und Frequenzabtastungsmethode dar. Weitere Details zur Frequenzabtastungsme-
thode finden sich in [PI97], [Mey98] und [Azi81].
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Abbildung 3.8: Optimalpuls im Zeitbereich und zugeho¨riges Leistungsdichtespek-
trum bei Anwendung der Frequenzabtastungsmethode
3.2.3 Optimalpuls durch direkte Maximierung des NESP
Eine dritte Mo¨glichkeit zur Bestimmung eines Optimalpulses bezu¨glich einer Ziel-
maske besteht darin, das Theorem von Wiener-Khintchine [Khi34] (auch bekannt als
Khintchine-Kolmogorow-Theorem) auszunutzen. Es besagt, dass sich die spektrale
Leistungsdichte eines zeitkontinuierlichen Signals als Fouriertransformierte der Au-
tokorrelation des Zeitsignals beschreiben la¨sst.
Angenommen, die Zielmaske besitze eine spektrale Leistungsdichte SFCC(f). Fu¨r das
Leistungsdichtespektrum des Optimalpulses Sp muss gelten:
Sp(f) = SFCC(f) (3.30)



























Abbildung 3.9: Unterschied zwischen Fenster- und Frequenzabtastungsmethode






wobei T0 der Abtastzeit entspricht und NFilter der Anzahl der Filterkoeffizienten. Es
sei nun ein symmetrisches FIR-Filter mitNFilter reellwertigen Koeffizienten angenom-
men (Pulsform mit NFilter Abtastwerten). Unter Ausnutzung der Symmetrieeigen-
schaft und der Reellwertigkeit vereinfacht sich Gleichung 3.31 zu
Sp(f) = r0 + 2
NFilter−1∑
k=1
rk · cos(2pifkT0). (3.33)
Durch Definition des Fourier-Vektors Φ(f,NFilter)
Φ(f,NFilter) = [1, 2 cos(2pifT0), 2 cos(2pif2T0), ..., 2 cos(2pif(NFilter − 1)T0)]T (3.34)
und des Vektors r der Autokorrelationswerte mit
r = [r0, r1, ..., rNFilter−1]
T (3.35)
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la¨sst sich Gleichung 3.33 wie folgt umschreiben:
Sp(f) = Φ(f,NFilter)
T · r (3.36)
Durch Bildung der Inverse kann Gleichung 3.36 nach der Autokorrelation r des ge-
suchten Pulses aufgelo¨st werden. Die Autokorrelation wird dann durch eine Matrix
M beschrieben. Durch eine sogenannte LR-Zerlegung [DR08] (auch LU-Zerlegung
genannt) 1 der Autokorrelation gewinnt man eine Faktorisierung der Matrix, so dass
gilt
M = L ·R. (3.37)
Hierbei steht L fu¨r eine untere und R fu¨r eine obere Dreiecksmatrix. Fu¨r den wichti-
gen Spezialfall einer symmetrischen und positiv definiten Matrix existiert eine untere
Dreiecksmatrix L, sodass gilt
M = L ·LT . (3.38)
Diese Darstellung ist als Cholesky-Zerlegung bekannt. Aus der Cholesky-Zerlegung
gewinnt man direkt die gesuchten Koeffizienten des FIR-Filters und damit die opti-
male Pulsform bezu¨glich der FCC-Maske. Dieses Vorgehen wird auch als Faktorisie-
rung der Autokorrelation bezeichnet. Weitere Informationen findet man in [WBV97].
Die vorgestellte Methode maximiert also die normierte effektive Signalleistung (NE-
SP) direkt u¨ber den Zusammenhang zwischen Leistungsdichtespektrum und Auto-
korrelation des Zeitsignals.
Abbildung 3.10 zeigt den sich ergebenden FCC-optimalen Puls im Zeitbereich und
im Frequenzbereich zusammen mit der FCC-Maske bei einer Filterordnung vonNf =
NFilter − 1 = 66. Die bei der Optimierung zugrundegelegte Zielmaske ist dabei ei-
ne modifizierte FCC-Maske mit Durchlassbereich von 2,8 bis 10,9 GHz und einer
Sperrda¨mpfung von 35 dB. Es ist erkennbar, dass sich die Abbildungen im Ver-
gleich zur Fenster- und Frequenzabtastungs-Methode nur marginal unterscheiden.
Die erreichte Effizienz des Pulses im relevanten Bereich von 3,1 bis 10,6 GHz betra¨gt
86,78 Prozent. Dies entspricht einer Sendeleistung von -3,17 dBm. Der erzeugte Pha-
sengang ist i.u¨. ideal linear, da die Filterkoeffizienten reell und symmetrisch aufge-
baut sind. Vero¨ffentlichungen zum Design optimaler Pulsformen sind in [TRP+09],
[TZA+09] und [Ras09] zu finden.
3.3 Optimalpuls durch Formung eines Generatorpulses
Um die erlaubte Sendeleistung der UWB-Regulierung mo¨glichst effizient auszunut-
zen, beno¨tigt man einen Puls, der die UWB-Maske mo¨glichst genau einha¨lt. Um
einen solchen Puls zu generieren, kann man, wie im vorherigen Abschnitt gezeigt,
einen zeitlichen Dirac-Stoß durch ein FIR-Filter schicken und die optimalen FIR-
Koeffizienten bestimmen, sodass der geformte Puls mo¨glichst gut in die Maske passt.
Das Problem ist jedoch, dass sich ein Dirac-Puls physikalisch nicht erzeugen la¨sst.
1LR = links-rechts, LU=lower-upper
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Abbildung 3.10: Optimalpuls im Zeitbereich und zugeho¨riges Leistungsdichtespek-
trum bei Anwendung der direkten Maximierung des NESP
Daher ko¨nnte die Erzeugung der Pulsform mathematisch erfolgen und anschließend
ein D/A-Wandler zum Einsatz kommen, der die Pulsform in Richtung Sendeanten-
ne gibt. Aufgrund der großen Bandbreite wa¨re ein sehr schneller D/A-Wandler no¨tig
und entsprechend teuer. Dies widerspricht jedoch der Idee von Impulse Radio, mit
low cost Elementen eine hohe Datenrate zu erzielen. Aus diesem Grund wird eine
alternative Herangehensweise gesucht.
Die Idee ist nun, einen physikalisch einfach realisierbaren Puls zu erzeugen und ei-
nem FIR-Filter der La¨nge NFilter (NFilter Filterkoeffizienten) zuzufu¨hren, sodass der
durch das FIR-Filter geformte Puls optimal in die Maske passt. Die Koeffizienten
des FIR-Filters sind dabei zu bestimmen. Ein mo¨glicher Basispuls ist der Gauß’sche
Monocycle von Abbildung 2.3 aus Abschnitt 2.3.1, welcher eine Mittenfrequenz von
6,85 GHz aufweist. Dies ist die Mittenfrequenz des technisch nutzbaren Frequenz-
bereichs der FCC-Regulierung. Wie der Abbildung zu entnehmen ist, verletzt der
Gauß-Puls die FCC-Regulierung. Zur Einhaltung der Maske mu¨sste folglich die Am-
plitude so lange gesenkt werden, bis die resultierende Leistungsdichte im gesamten
Frequenzbereich unterhalb der Regulierung liegt. Dazu mu¨sste das Spektrum um ca.
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35 dB gesenkt werden, wodurch sich im Durchlassbereich der FCC-Maske eine Effi-
zienz kleiner als 0,1 Prozent ergeben wu¨rde. Dies ist nicht sinnvoll. Stattdessen soll
dieser Basispuls nun durch ein FIR-Filter geformt werden, sodass der resultierende
Puls eine mo¨glichst hohe, d.h. optimierte Effizienz aufweist. Das Optimierungsziel
ist also die Maximierung der mittleren Leistung eines UWB-Signals in einem Durch-
lassbereich Fp, z.B. Fp = [3, 1 10, 6] GHz bezu¨glich einer gegebenen Regulierung. Die
Regulierung ist in Form eines Leistungsdichtespektrums SFCC gegeben, d.h. das an-
zustrebende Leistungsdichtespektrum des UWB-Signals soll stets kleiner gleich SFCC
sein und diese mo¨glichst gut approximieren.
Wenn man den Einfluss der Modulation und der Codierung auf das Leistungsdichte-
spektrum vernachla¨ssigt, reduziert sich das Problem darauf, die optimale Pulsform
zu finden, die im Zeitbereich mit p(t) und im Frequenzbereich mit P (f) = F(p(t))
beschrieben wird. Hierbei steht der Operator F fu¨r die Fouriertransformation. Da
sich das Leistungsdichtespektrum des Pulses durch das Betragsquadrat von P (f)





Da die Leistungsdichte des Pulses kleiner gleich der Leistungsdichte SFCC sein soll,
gilt die nichtlineare Nebenbedingung:
|P (f)|2 ≤ SFCC(f), f ∈ F = [0 fmax] (3.40)






|P (f)|2df s.t. ∀f ∈ F : |P (f)|2 ≤ SFCC(f) (3.41)
Hierbei steht der Ausdruck ’s.t.’ fu¨r ’so that’ (sodass). Da SFCC innerhalb des Fre-
quenzintervalls Fp konstant ist, fu¨hrt die Lo¨sung der Gleichung 3.41 auf eine Puls-
form, die proportional zur Funktion sinx/x und weiterhin nicht zeitbegrenzt ist. Eine
solche Pulsform kann jedoch mit einfachen Schaltungen nicht hergestellt werden und
ist daher nicht praktikabel. Daher kann beim praktischen Pulsdesign nur eine subop-
timale Lo¨sung der Gleichung 3.41 angestrebt werden. Eine suboptimale Lo¨sung wird
z.B. dadurch erreicht, indem man einen einfach herzustellenden Basispuls q(t) ver-
wendet und ihn durch ein speziell entworfenes FIR-Filter der La¨nge NFilter schickt,
sodass die resultierende Pulsform p(t) eine Approximation der optimalen Lo¨sung
darstellt. Bei dieser Herangehensweise mu¨ssen also die NFilter Filterkoeffizienten op-
timiert werden.




gkδ(t− k ·T0) (3.42)
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2 · fmax (3.43)
In Gleichung 3.42 steht δ fu¨r die Delta-Distribution. Die Gleichung dru¨ckt aus, dass
es nur endlich viele, na¨mlich NFilter Zeitpunkte gibt, an welchen die Impulsantwort
nicht verschwindet. Dann la¨sst sich das gefilterte Signal p(t) durch Anwendung der
Faltungsoperation wie folgt ausdru¨cken:














Wenn Basispuls q(t), Zeitschritt T0 und Filterordnung Nf = NFilter − 1 gegeben sind,
kann statt des Optimierungsproblems von Gleichung 3.41 nun ein Optimierungspro-

























Im Zusammenhang mit Optimierungsaufgaben treten oft Begriffe wie konvexe oder
nicht-konvexe Optimierung auf. Zum besseren Versta¨ndnis sollen kurz die wichtig-
sten Begriffsbildungen und Zusammenha¨nge werden [Woh04]. Weitere Informatio-
nen findet man auch in [Alt04].
• Eine Funktion f(x) heisst konvex, wenn fu¨r zwei Punkte x1 und x2 mit 0 < a <
1 gilt:
f (a ·x1 + (1− a) ·x2) ≤ a · f(x1) + (1− a) · f(x2) (3.46)
Anschaulich bedeutet dies, dass das geradlinige Verbindungsstu¨ck zweier be-
liebiger Punkte der Kurve stets oberhalb des Graphen verla¨uft.
• Eine Teilmenge M eines reellen oder komplexen Vektorraums V heisst kon-
vex, wenn das geradlinige Verbindungsstu¨ck zweier Punkte innerhalb von M
vollsta¨ndig in M liegt.
• Ein Optimierungsproblem mit Restriktionen (Nebenbedingungen) heisst kon-
vex, wenn die Zielfunktion konvex ist und die Restriktionsfunktionen eine kon-
vexe Menge beschreiben.
• Lemma: Die Lo¨sung eines konvexen Optimierungsproblems ist stets das globa-
le Minimum (Maximum). Wird keine Lo¨sung gefunden, ist damit die Nichtexi-
stenz einer Lo¨sung bewiesen.
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Vor dem Hintergrund der eingefu¨hrten Definitionen stellt die Formulierung von
Gleichung 3.45 ein nicht-konvexes Optimierungsproblem mit nicht-linearen Neben-
bedingungen dar.
Es gibt verschiedene Ansa¨tze, das Optimierungsproblem von Zusammenhang 3.45
zu lo¨sen. Eine direkte numerische Lo¨sung des nicht-konvexen Problems durch ei-
ne nicht-konvexe Optimierungsmethode wird in Abschnitt 3.3.2 gezeigt, wobei eine
nicht-konvexe Optimierung i. Allg. nur ein lokales und nicht das globale Minimum
des Optimierungsproblems findet. Die Effizienz des in Abschnitt 3.3.2 gefundenen
Pulses ha¨ngt dann von einem guten Startvektor ab und ist daher bei gegebener Fil-
terordnung nicht notwendigerweise maximiert. Eine Alternative stellt die Appro-
ximation des nicht-konvexen Optimierungsproblems von Gleichung 3.45 durch ein
konvexes Optimierungsproblem dar, wobei dann durch Anwendung konvexer Opti-
mierungsmethoden das globale Minimum des konvexen Optimierungsproblems ge-
funden wird. Hierdurch la¨sst sich fu¨r eine gegebene Filterordnung eine ho¨here Ef-
fizienz erreichen. Die U¨berfu¨hrung in ein konvexes Optimierungsproblem wird in
Abschnitt 3.3.1 gezeigt.
3.3.1 U¨berfu¨hrung in ein konvexes Optimierungsproblem
Das Ziel ist die U¨berfu¨hrung des nicht-konvexen Optimierungsproblems in ein kon-
vexes Optimierungsproblem mit linearer Zielfunktion [BEJ+06], welches dann durch
bekannte Verfahren gelo¨st werden kann (z.B. sedumi-Paket in Matlab). Die Lo¨sung
im Sinne optimierter FIR-Koeffizienten repra¨sentiert dann das globale Minimum des
Optimierungsproblems.
Zuna¨chst ist das Vorgehen, Gleichung 3.45 umzuformulieren. Das Leistungsdichte-
spektrum Sp des durch das FIR-Filter geformten Pulses p(t) von Gleichung 3.44 la¨sst
sich schreiben als
Sp(f) = |P (f)|2 = |G(f)|2 · |Q(f)|2 = Sg(f) ·Sq(f) (3.47)
wobei
Sg(f) = |G(f)|2 (3.48)
und
Sq(f) = |Q(f)|2 (3.49)
das Leistungsdichtespektrum von g(t) bzw. q(t) darstellt.
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Die prinzipielle Idee ist nun, Sg(f) als Fouriertransformierte der Autokorrelation der
Filterkoeffizienten gk auszudru¨cken. Die Autokorrelation rn der Filterkoeffizienten
berechnet sich definitionsgema¨ß wie folgt:







mit n ∈ Z, wobei NFilter − 1 die Filterordnung darstellt und fu¨r die Vereinfachung in
Gleichung 3.52 folgende Zusammenha¨nge verwendet wurden:
gk = 0 ∀k > NFilter − 1 (3.53)
gk = 0 ∀k < 0 (3.54)





Wegen Bedingung 3.53 kann man in Gleichung 3.55 auf die obere Summationsgrenze
den Wert n hinzuaddieren. Weiterhin kann man auch zur unteren Summationsgrenze
den Wert n addieren, da gk−n wegen Bedingung 3.54 ohnehin fu¨r k < n verschwindet.





Ein Vergleich mit Gleichung 3.52 zeigt die Symmetriebeziehung:
r−n = rn∀n ≥ 0 (3.57)
Im Folgenden wird der Ausdruck |G(f)|2 umgeschrieben. Es gilt:
|G(f)|2 = G(f) ·G(f) = F (g ∗ g) (f) = F (g ∗ g) (f) = F (rn) (f) (3.58)
Hierbei wird verwendet, dass g reell ist und g ∗ g der Autokorrelation rn entspricht.
Durch Einsetzen des Zusammenhangs 3.52 in Gleichung 3.58 folgt weiter:
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Wegen der Symmetrieeigenschaft 3.57 folgt:




Wie in Abschnitt 3.2.3 wird der reellwertige Fouriervektor Φ eingefu¨hrt:
Φ = [1, 2 cos(2pifT0), 2 cos(2pif2T0), ..., 2 cos(2pif(NFilter − 1)T0)]T (3.61)
mit den Eintra¨gen φn. Weiterhin wird der Vektor der Autokorrelation r mit den ge-
suchten Filterkoeffizienten gk wie folgt dargestellt [BEZ+07]:
r = [r0, r1, ..., rNFilter−1]
T (3.62)






Einsetzen von Gleichung 3.63 und 3.49 in Zusammenhang 3.93 ergibt:










Die Zielfunktion η des Optimierungsproblems von Gleichung 3.39 la¨sst sich nun





































Setzt man zusa¨tzlich den Zusammenhang 3.97 in das Optimierungsproblem von
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Die Nebenbedingung wird nun durch die bekannte Funktion Sq(f) geteilt, sodass
eine modifizierte Zielfunktion SFCC(f)/Sq(f) erscheint. Das Optimierungsproblem

















Weiterhin wird der Spaltenvektor c eingefu¨hrt, welcher die Koeffizienten cn aus Glei-
chung 3.66 entha¨lt mit
c = [c0, c1, ..., cNFilter−1]
T . (3.70)








wobei M(f) der Leistungdichte einer modifizierten Zielmaske entspricht. Bezeich-
net man die Fouriertransformierte einer Autokorrelationsfunktion r als R(f) und be-
trachtet die Gleichungen 3.59 und 3.63, so ergibt sich folgender Zusammenhang:
R(f) = Sg(f) = <(F(r)) = rTΦ ∀f ∈ [0 fmax] (3.72)
Das Optimierungsproblem von Gleichung 3.71 ist nun konvex und weist unendlich
viele lineare Nebenbedingungen auf, da das Problem fu¨r kontinuierliche Gro¨ßen f
beschrieben ist.
Wenn ein Puls bezu¨glich der FCC-Maske optimiert werden soll, ist zu beachten, dass
M(f) = SFCC/Sq(f) eine unstetige, da abschnittsweise definierte Funktion darstellt.
Sie wird im Folgenden durch eine abschnittsweise definierte Funktion Γ(f) beschrie-
ben mit den abschnittsweise definierten trigonometrische Polynomen (Fourierrei-
hen) Γi(f) der Dimension NFilter (i = 1..I mit I=Anzahl der Sektionen) [BEJ+06],
wobei gilt
Sg(f) ≥ 0 ∀f ∈ [0 14] GHz (3.73)
sowie
Sg(f) ≥ Γ1(f) ∀f ∈ [0 1, 61] GHz
Sg(f) ≥ Γ2(f) ∀f ∈ [0 1, 99] GHz
Sg(f) ≥ Γ3(f) ∀f ∈ [0 3, 10] GHz
Sg(f) ≥ Γ4(f) ∀f ∈ [0 10, 6] GHz
Sg(f) ≥ Γ1(f) ∀f ∈ [10, 6 14] GHz.
(3.74)
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k cos(2pikTf) = Φ
Tγi. (3.75)
wobei γi der Vektor ist, welcher alle Koeffizienten γ
(i)
k der Funktion Γi(f) entha¨lt.
Wie man der Gleichung 3.75 entnimmt, werden die Funktionen Γi durch die gleiche
Fourierbasis Φ beschrieben wie die Formulierung der Zielfunktion. Man ist daran in-
teressiert,M(f) mo¨glichst genau durch die Γi(f) zu approximieren, d.h. man mo¨chte















wobei die Koeffizienten γ(i)k gesucht sind. Das Minimum wird gefunden, indem die









d.h. die Koeffizienten γ(i)n sind durch Gleichung 3.77 bestimmt, und somit sind alle
Funktionen Γi ausrechenbar. Folglich kann man das konvexe Optimierungsproblem





s.t. ∀f ∈ [0 1, 61] GHz : 0 ≤ R(f) = rTΦ ≤ γ1TΦ
∀f ∈ [0 1, 99] GHz : 0 ≤ R(f) = rTΦ ≤ γ2TΦ
∀f ∈ [0 3, 1] GHz : 0 ≤ R(f) = rTΦ ≤ γ3TΦ
∀f ∈ [0 10, 6] GHz : 0 ≤ R(f) = rTΦ ≤ γ4TΦ
∀f ∈ [10, 6 14] GHz : 0 ≤ R(f) = rTΦ ≤ γ5TΦ
(3.78)
Sowohl die Zielfunktion als auch die Nebenbedingungen sind nun linear, und das
Problem ist fu¨r kontinuierliche Gro¨ßen beschrieben. Fu¨r eine Umsetzung auf einem
Computer muss aufgrund des endlichen Rechnerspeichers eine Diskretisierung vor-
genommen werden. Im allgemeinen Fall fu¨hrt dies zu Fehlern. Allerdings la¨sst sich
im vorliegenden Fall das sogenannte ’Erweiterte Kalman-Popov-Yahnbovich Theo-
rem’ - auch Erweitertes Positive Real Lemma genannt - aus dem Jahr 2002 nutzen,
50
3.3 Optimalpuls durch Formung eines Generatorpulses
welches eine exakte U¨berfu¨hrung in ein diskretes Problem realisiert. Hierbei wird das
Optimierungsproblem in Matrizengleichungen mit endlicher Matrizengro¨ße u¨ber-
fu¨hrt. Bevor das ’Erweiterte Positive Real Lemma’ angewendet wird, wird zuna¨chst
das herko¨mmliche Positive Real Lemma aus dem Jahr 1974 eingefu¨hrt. Fu¨r FIR-Filter
Anwendungen sind mehrere Darstellungen des Theorems geeignet (vgl. [BEZ+07],










[Xi,i+k], k ∈ [0, 1, .., NFilter − 1]
(3.79)
Hierbei bedeutet X ≥ 0, dass die Matrix X positiv semidefinit ist, wobei X die Di-
mension NFilter × NFilter hat und die Eintragungen der Matrix ab Index 0 indiziert
sind, d.h. es gilt:
X =

x0,0 x0,1 .. x0,NFilter−1
x1,0 x1,1 .. x1,NFilter−1
.. .. .. ..
xNFilter−1,0 xNFilter−1,1 .. xNFilter−1,NFilter−1
 (3.80)
Die rechte Seite der A¨quivalenz in Zusammenhang 3.79 la¨sst sich nun fu¨r die ver-
schiedenen Werte von k auswerten. Es gilt z.B.
r0 = x0,0 + x1,1 + x2,2 + ...+ xNFilter−1,NFilter−1 k = 0
r1 = x0,1 + x1,2 + x2,3 + ...+ xNFilter−2,NFilter−1 k = 1
.. ..
(3.81)
Die Zusammenha¨nge in Gleichung 3.81 werden nun in eine Matrixschreibweise u¨ber-
fu¨hrt durch (
INFilter −F




Hierbei ist INFilter eine Einheitsmatrix der DimensionNFilter×NFilter und F eine Matrix
der Dimension NFilter × (NFilter2), indiziert ab Index 0, d.h. es gilt:
F =

F0,0 F0,1 .. F0,NFilter2−1
F1,0 F1,1 .. F1,NFilter2−1
.. .. .. ..






beschreibt somit eine Gesamtmatrix bestehend aus zwei
nebeneinandergeha¨ngten Matrizen. Die Matrix ONFilter×1 ist eine Matrix der Dimen-
sion NFilter × 1 mit Nulleintra¨gen. r ist der Spaltenvektor aus Gleichung 3.62, und
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vec(X) beschreibt den Spaltenvektor, der sich ergibt, wenn man alle Spalten der
Matrix X untereinanderha¨ngt. Die Matrixgleichung 3.82 la¨sst sich nun zeilenweise
auswerten, sodass sich insgesamt NFilter Gleichungen ergeben. Auswerten der ersten
Zeile ergibt z.B.
r0 − F0,0 ·x0,0 − F0,1 ·x2,0 − ...− F0,NFilter2−1 ·xNFilter−1,NFilter−1 = 0 (3.84)
Die sich ergebenden NFilter Gleichungen mu¨ssen mit den NFilter Gleichungen von
Ausdruck 3.81 identisch sein. Durch einen Koeffizientenvergleich folgen alle Koef-
fizienten Fi,j , d.h. die Matrix F ist nun bekannt.
Nun wird das Erweiterte Positive Real Lemma eingefu¨hrt und angewendet, auch




















[Zi,i+k]; k ∈ [0, 1, .., NFilter − 1]
(3.85)
wobei rk linear von γk, gk und hk abha¨ngt gema¨ß [BEZ+07]
rk =

γk − (g0 + d0h0 + 2d1h1) k = 0
γk − (gk + d−1hk+1 + d0hk) + d1hk−1 1 ≤ k ≤ NFilter − 3
γk − (gNFilter−2 + d0hN−2 + d1hNFilter−3) k = NFilter − 2
γk − (gNFilter−1 + d1hNFilter−2 k = NFilter − 1
(3.86)




j2pinTf = d0 + 2d1 cos(2pinTf) ≥ 0 (3.87)
mit d0 = 2 cos(α) und d1 = d−1 = 1 [BEZ+07]. Der Ausdruck X,Z ≥ 0 in Zusammen-
hang 3.85 bedeutet hierbei, dass die beiden Matrizen X und Z positiv semidefinit






 = γi (3.88)
wobei die Matrix F bereits durch Anwendung des Positive Real Lemmas bestimmt
wurde. Die Matrix G ist hierbei der Dimension NFilter × (NFilter − 1)2 und zuna¨chst
noch unbekannt. Die Matrizen Xi und Zi entsprechen den Matrizen X und Z fu¨r
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die i-te Sektion. Wiederum wird die Matrixgleichung zeilenweise ausgewertet und
dieses Mal mit den Gleichungen 3.86 verglichen. Aus einem Koeffizientenvergleich
resultieren dann alle Koeffizienten der Matrix G, wobei diese von dn und damit von
α abha¨ngen. G ist nun auch bestimmt. Da Gleichung 3.88 nur das Gleichungssystem
fu¨r den einzelnen Vektor γi darstellt, aber i von 1 bis I geht, muss die obige Proze-
dur fu¨r alle i wiederholt werden. Man kann dann alle gefundenen Matrizen in einem
einzigen Gleichungssystem unterbringen, welches auf der rechten Seite den Spalten-
vektor aller Vektoren γi entha¨lt. Hierzu muss Gleichung 3.88 wie folgt expandiert
werden:

INFilter F1 G1 O1 O2 .. .. O1 O2
INFilter O1 O2 F2 G2 .. .. O1 O2
.. .. .. .. .. .. .. .. ..






















O1 = 0NFilter×N2Filter (3.90)
und
O2 = 0NFilter×(NFilter−1)2 . (3.91)
Die abku¨rzende Schreibweise O1 bzw. O2 erfolgt aus Platzgru¨nden und steht fu¨r eine
Matrix mit Null-Eintra¨gen der Dimension NFilter×NFilter2 bzw. NFilter× (NFilter − 1)2.
Gleichung 3.89 ist von der Gestalt A ·x = b, wobei die ersten NFilter Eintragungen
von x die zu optimierenden Koeffizienten ri, d.h. den Vektor r enthalten. Die zu ma-
ximierende Zielfunktion rTc des Optimierungsproblems von Zusammenhang 3.78
wird nun in eine Form gebracht, die zu der Nebenbedingung von Ausdruck 3.89
passt. Hierzu wird rTc als cTz x geschrieben, wobei cz dem Vektor c aus Gleichung
3.70 entspricht - allerdings erga¨nzt um I angeha¨ngte Nullen (zeropadding). Dann





s.t. A ·x = b
(3.92)
Dieses Optimierungsproblem ist linear und kann durch verfu¨gbare Algorithmen wie
z.B. ’sedumi’ [Stu01] gelo¨st werden (’sedumi’ ist ein frei verfu¨gbares Paket zum Pro-
gramm Matlab). Die Lo¨sung des Problems sind dann die optimalen Koeffizienten der
Autokorrelation der FIR-Filterkoeffizienten. Eine Faktorisierung der Autokorrelation
liefert dann die Filterkoeffizienten.
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Im Folgenden wird als Basispuls ein idealer Gauß’scher Monocycle angenommen
und als Zielmaske die FCC-Maske angesetzt. Dieser Puls wird dann im Zeitbereich
fein abgetastet, sodass die Abtastwerte den Abstand 1/(2 · 28 GHz) = 17, 86 ps auf-
weisen. Die Filterordnung wird zu Nf = NFilter − 1 = 30 gewa¨hlt, wobei die FIR-
Koeffizienten einen Abstand von 1/(2 · 14) GHz = 35,714 ps aufweisen sollen. Die-
ser zeitliche Abstand der FIR-Koeffizienten ist hierbei frei wa¨hlbar. Nach der Be-
stimmung aller Matrizen und Vektoren des Gleichungssystems 3.89, der Lo¨sung des
Gleichungssystems mithilfe von ’sedumi’ und der Faktorisierung der Autokorrelati-
on ergeben sich die NFilter=31 optimierten FIR-Filterkoeffizienten gema¨ß Abbildung
3.11. Das normierte Spektrum der optimalen FIR-Koeffizienten ist in Abbildung 3.12



















Abbildung 3.11: Optimale FIR-Koeffizienten (konvexe Optimierung)
zu sehen: Entfernt man sich von der Mittenfrequenz 7,85 GHz, hebt sich das Spek-
trum an und kompensiert somit gerade den Abfall des Spektrums des anregenden
Gauß’schen Monocycles. Insgesamt wird bereits hier deutlich, dass die Filterung ei-
nes Gauß’schen Monocycles mit dem optimalen FIR-Filter zu einem Puls mit flachem
Spektrum fu¨hrt, d.h. zum Optimalpuls. Die Filterung la¨sst sich mathematisch als Fal-
tung ausdru¨cken: Eine Faltung des Basispulses mit den Filterkoeffizienten fu¨hrt zum
FCC-optimalen Puls, d.h. der Puls ist dann bezu¨glich der normierten FCC-Maske
optimal. Die absolute Amplitude des Optimalpulses muss in Abha¨ngigkeit der Puls-
wiederholzeit so gewa¨hlt werden, dass das Leistungsdichtespektrum den Maximal-
wert von −41, 3 dBm/MHz erreicht.
Physikalisch gesehen ergibt die Faltung eines kontinuierlichen Gauß’schen Monocy-
cles mit einem diskreten FIR-Filter weiterhin einen kontinuierlichen Puls. Zur Simu-
lation auf dem Rechner muss jedoch eine Diskretisierung des Optimalpulses vorge-
nommen werden. Diese sollte einerseits fein genug sein, um Approximationsfehler
zu vermeiden. Andererseits fu¨hrt eine feine Diskretisierung zu langen Rechenzeiten.
Es muss nun ein geeigneter Kompromiss gefunden werden. Abbildung 3.13 (oben)
zeigt den Optimalpuls im Zeitbereich fu¨r eine sehr feine Diskretisierung von 0, 01786
54




















Abbildung 3.12: Normiertes Spektrum der optimalen FIR-Koeffizienten (konvexe
Optimierung)
ps (in der Abbildung als ’Optimalpuls konvexe Optimierung’ bezeichnet) und fu¨r
eine grobere Auflo¨sung von T0 = 1/(2 · 28 GHz) =17,86 ps. Die Amplitude passt
zu einer Pulswiederholzeit von 1600 ·T0 = 28, 57 ns, wobei als Zielmaske die un-
modifizierte FCC-Maske angesetzt wurde. In der Abbildung ist zu sehen, dass eine
Auflo¨sung von 17, 86 ns bereits ausreicht, um das Verhalten des Pulses im Zeitbe-
reich gut zu erfassen. Im Folgenden wird daher bei Systemsimulationen stets eine
Zeitdiskretisierung von 17, 86 ns angesetzt und der Puls von Abbildung 3.13 ver-
wendet. Abbildung 3.13 (unten) zeigt das zugeho¨rige Leistungsdichtespektrum der
FCC-Maske. Im relevanten Bereich von 3,1 bis 10,6 GHz wird eine extrem gute Effi-
zienz von 90,56 Prozent erreicht und die Maske stets eingehalten. Eine einfache, ko-
stengu¨nstige Pulsgenerator-Schaltung mit Pulsformungsnetzwerk zur Approximati-
on des Optimalpulses ist in [Sit09] zu finden.
3.3.2 Direkte Lo¨sung des nicht-konvexen Optimierungsproblems
Der vorangegangene Abschnitt lo¨ste das nicht-konvexe Optimierungsproblem von
Gleichung 3.45 durch U¨berfu¨hrung in ein konvexes Optimierungsproblem. Dieses
wurde durch Anwendung des Erweiterten Positive Real Lemmas ohne Approxi-
mationsfehler diskretisiert, in Matrixschreibweise gebracht und gelo¨st. Es gibt aber
auch die Mo¨glichkeit, das nicht-konvexe Optimierungsproblem von Gleichung 3.45
direkt numerisch zu lo¨sen, d.h. es werden die optimalen Filterkoeffizienten gi ge-
sucht. Durch Faltung der optimierten Koeffizienten mit dem anregenden Puls (z.B.
Gauß’scher Monocycle) ergibt sich dann ein leistungsoptimierter Puls. Dies soll im
Folgenden durchgefu¨hrt werden:
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Abtastung mit 17,86 ps
Optimalpuls konvexe Optimierung














Abbildung 3.13: Optimalpuls im Zeitbereich und Leistungsdichtespektrum (konvexe
Optimierung)
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3.3 Optimalpuls durch Formung eines Generatorpulses
Um Gleichung 3.45 zu vereinfachen, werden einige Ausdru¨cke definiert und herge-
leitet [LW08]. Das Leistungsdichtespektrum Sp des durch das FIR-Filter geformten
Pulses p(t) von Gleichung 3.44 la¨sst sich schreiben als
Sp(f) = |P (f)|2 = |G(f)|2 · |Q(f)|2 = Sg(f) ·Sq(f) (3.93)
wobei Sg(f) und Sq(f) das Leistungsdichtespektrum von g(t) bzw. q(t) darstellt.



























Durch Definition eines komplexwertigen Fourier-Vektors Φc zur Bildung der Fou-
riertransformation
Φc(f,NFilter) = [1, e
j2pifT0 , ej2pif2T0 , · · · , ej2pif(NFilter−1)T0 ] (3.95)
und durch Einfu¨hrung des diskreten Vektors g, welcher die gesuchten FIR Koeffizi-
enten entha¨lt mit
g = [g0, g1, g2, ...gNFilter−1]
T (3.96)
kann Gleichung 3.94 geschrieben werden als
Sg(f) = |ΦcH(f, L) ·g|2. (3.97)
wobei der Operator H in Gleichung 3.97 ’Hermitesch’ bedeutet. Unter Verwendung
der Gleichungen 3.93 - 3.97 kann das Optimierungsproblem von Zusammenhang







s.t. ∀f ∈ F : Sp(f) = |ΦcH(f,NFilter) ·g|2Q(f)2 ≤ SFCC(f)
(3.98)
Die zu maximierende Zielfunktion η ist damit ein Integral, dessen Integrand klei-
ner gleich der Leistungsdichte aus der UWB-Regulierung sein muss. In [LW08] wird
erwa¨hnt, dass dieses (immer noch) nicht-konvexe Problem mit nicht-linearer Neben-
bedingung numerisch gelo¨st werden kann. MATLAB stellt hierfu¨r das Tool ’fmincon’
zur Verfu¨gung. Um das im Kontinuierlichen beschriebene Optimierungsproblem auf
einem Rechner zu lo¨sen, muss es jedoch in eine diskrete Form u¨berfu¨hrt werden.
Durch diese Approximation des Optimierungsproblems kann folglich nur eine Ap-
proximation der eigentlichen Lo¨sung erzielt werden. Zur Diskretisierung des Pro-
blems muss die kontinuierliche Funktion Q(f) im Frequenzbereich abgetastet wer-
den. Bei gegebener Filterla¨nge NFilter (NFilter FIR-Koeffizienten) sollte das Frequenz-
intervall F = [0 fmax] mit mindestens Ns Frequenzwerten abgetastet werden, wobei
gilt
Ns = 15 ·NFilter (3.99)
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sodass sich eine Frequenzauflo¨sung ∆f von
∆f =
fmax
Ns − 1 (3.100)
einstellt. Somit ergeben sich die diskreten Frequenzen fi zu
fi = (i− 1) ·∆f , i = 1 · · ·Ns. (3.101)
Ein typischer Wert fu¨r fmax ist hierbei 14 GHz, vgl. [LW08]. Dann weisen die FIR-Ko-
effizienten einen zeitlichen Abstand von 35,714 ps auf.
Die kontinuierliche Formulierung des Optimierungsproblems von Gleichung 3.98
geht nun in ein diskretes Optimierungsproblem u¨ber, bei welchem die Zielfunkti-
on statt eines Integrals eine endliche Summe aufweist. Weiterhin geht die im Konti-
nuierlichen beschriebene nichtlineare Nebenbedingung in einen Satz aus Ns diskre-







|ΦcH(fi, NFilter) ·g|2|Q(fi)|2df (3.102)
s.t. c(f1) = |ΦcH(f1, NFilter) ·g|2Q(f1)2 − SFCC(f1) ≤ 0
c(f2) = |ΦcH(f2, NFilter) ·g|2|Q(f2)|2 − SFCC(f2) ≤ 0
... = ...
c(fNs) = |ΦcH(fNs , NFilter) ·g|2|Q(fNs)|2 − SFCC(fNs) ≤ 0.
Gleichung 3.102 stellt also das diskretisierte Optimierungsproblem dar, bei welchem
die NFilter optimalen FIR-Koeffizienten gi, i = 1..NFilter gesucht sind.
Man kann nun z.B. fordern, dass ein FIR-Filter mit reellen Koeffizienten entworfen
werden soll. Reelle Koeffizienten werden deshalb gefordert, da eine UWB-Antenne
einen reellwertigen Puls abstrahlt. Damit vereinfacht sich der komplexe Fourier-
vektor Φc zum reellwertigen Fouriervektor Φ von Gleichung 3.61. Weiterhin geht
dann die hermitesche Matrix ΦcH in eine transponierte Matrix ΦT u¨ber. Das dis-
kretisierte Optimierungsproblem kann nun durch das Tool ’fmincon’ in MATLAB
gelo¨st werden. Die Methode beno¨tigt einen geeigneten Startvektor g0 fu¨r die zu op-
timierenden FIR-Koeffizienten von Gleichung 3.96 sowie eine Funktion mit den dis-
kretisierten Nebenbedingungen. Um Gleichung 3.102 in MATLAB durch ’fmincon’
zu lo¨sen, mu¨ssen zwei Funktionen erzeugt werden: die Zielfunktion, welche −η
beschreibt (das Minuszeichen bewirkt, dass die Zielfunktion η maximiert wird, da
’fmincon’ stets eine Minimierung der Zielfunktion durchfu¨hrt). Weiterhin muss ei-
ne Funktion erzeugt werden, welche die aufgefu¨hrten diskretisierten Nebenbedin-
gungen entha¨lt. Die nicht-konvexe Optimierung wird dann mithilfe von ’fmincon’
durchgefu¨hrt, wobei die erwa¨hnten Funktionen sowie ein geeigneter Startvektor fu¨r
die Koeffizienten u¨bergeben werden. Es ist hiermit auch mo¨glich, ein optimales li-
nearphasiges FIR-Filter zu entwerfen. Hierzu sollten die Startwerte im Startvektor
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g0 symmetrisch zur Mitte aufgebaut sein. Sowohl in der Zielfunktion, als auch in
der Funktion der Nebenbedingungen muss dann explizit die Symmetrie der FIR-
Koeffizienten definiert werden, sodass z.B. bei ungerademNFilter nur 1+(NFilter−1)/2
FIR-Koeffizienten optimiert werden. Nach der Optimierung werden dann alle NFilter
FIR-Koeffizienten bestimmt, indem die optimierten Koeffizienten um den mittleren
Koeffizient gespiegelt werden. Im Folgenden werden die erzielten Ergebnisse fu¨r
einen solchen Fall (NFilter = 31) vorgestellt. Als Basispuls wird der Gauß’sche Mo-
nocycle von Abbildung 2.3 genommen. Die optimierten FIR-Koeffizienten des li-
nearphasigen FIR-Filters sind in Abbildung 3.14 dargestellt. Nach Durchgang des



















   










Abbildung 3.14: Optimale FIR Koeffizienten (Filterla¨nge: NFilter=31); nicht-konvexe
Optimierung
Basispulses von Abbildung 2.3 durch das linearphasige FIR-Filter mit den Koeffizi-
enten gema¨ß Abbildung 3.14 ergibt sich ein effizienter Puls. Das Zeitverhalten sowie
das zugeho¨rige Leistungsdichtespektrum ist in Abbildung 3.15 dargestellt. Wie der
Abbildung zu entnehmen ist, weist der Puls im Zeitbereich aufgrund der Verwen-
dung symmetrischer FIR-Koeffizienten weiterhin die Symmetrieeigenschaften des
Basispulses auf. Wie bereits erwa¨hnt, kann als Maß fu¨r die Effizienz eines Pulses
bezu¨glich einer Regulierung der NESP-Wert herangezogen werden. Beru¨cksichtigt
man nur den technisch interessanten Durchlassbereich der FCC-Maske, so ergibt sich
ein NESP-Wert von 70 Prozent. Dieser Wert ist wesentlich ho¨her als die Effizienz des
Gauß’schen Monocycles, der zur Einhaltung der FCC-Regulierung stark geda¨mpft
werden mu¨sste und dann nur eine Effizienz kleiner als 0,1 Prozent aufweisen wu¨rde.
Dennoch ist die erzielte Effizienz nicht so gut wie bei Lo¨sung des konvexen Opti-
mierungsproblems. Das Problem liegt darin, dass bei nicht-konvexer Optimierung
nur ein lokales Minimum des Optimierungsproblems gefunden wird. Eine Verbesse-
rung la¨sst sich erzielen, indem eine sehr große Anzahl an Startvektoren getestet wird
[LKJ08].
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Frequenz in GHz
Abbildung 3.15: Effizienter, aber nicht optimaler Puls im Zeit- und Frequenzbereich
zusammen mit der FCC-Regulierung; nicht-konvexe Optimierung
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3.4 Erzeugung neuartiger hocheffizienter orthogonaler Pulsformen
Methode Vorteile Nachteile
Fenstermethode spektrale Ausnutzung D/A-Wandlung
ca. 90 Prozent no¨tig
Frequenzabtastungs- spektrale Ausnutzung D/A-Wandlung





Direkte Maximierung spektrale Ausnutzung D/A-Wandlung
ca. 90 Prozent no¨tig
Konvexe Optimierung globales Optimum; Approximation




Nicht-konvexe Optimierung keine D/A-Wandlung lokales Maximum;
mit Basispuls no¨tig spektrale Ausnutzung
nur 70 Prozent
Tabelle 3.1: Vergleich der Methoden zur optimalen Pulsformung
Tabelle 3.1 fasst die Vor- und Nachteile aller vorgestellten Methoden zur optimalen
Pulsformung zusammen.
3.4 Erzeugung neuartiger hocheffizienter orthogonaler
Pulsformen
In den drei vorangegangenen Abschnitten wurde durch Anwendung unterschiedli-
cher Optimierungsverfahren jeweils eine Pulsform mit hoher Effizienz erzeugt. Das
konvexe Optimierungsverfahren ’sedumi’ liefert im Vergleich zum nicht-konvexen
Optimierungsverfahren ’fmincon’ eine gro¨ßere Effizienz. Die durch ’sedumi’ erzeug-
te Pulsform hoher Effizienz soll nun als Basispuls verwendet werden, um einen Satz
hocheffizienter orthogonaler Pulsformen zu erzeugen. Diese ko¨nnen dann zur Puls-
form-Modulation (vgl. Abschnitt 2.4.3) eingesetzt werden und die Datenrate bei kon-
stanter Pulswiederholzeit deutlich steigern.
Das Ziel besteht darin, Northo = 2m Orthogonalpulse unter Verwendung eines Ba-
sispulses zu erzeugen, welche im Idealfall keine Variation der Effizienz aufweisen.
Gleichzeitig sollte die erzielte Effizienz mo¨glichst groß sein, d.h. im Idealfall so groß
wie die des Basispulses. Hierbei werden stets zeitdiskrete Gro¨ßen betrachtet, d.h.
die Abtastwerte des diskretisierten Basispulses p(t) (Pulsdauer Tp) werden im Vek-
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tor p zusammengefasst und einer Orthogonalisierung unterzogen. Als Ergebnis re-
sultieren Northo Vektoren, welche die jeweiligen Abtastwerte der Orthogonalpulse
beschreiben. Eine gute U¨bersicht u¨ber Orthogonalisierungs-Verfahren findet sich in
[Sri00]. Es stellt sich allerdings die Frage, welches Orthogonalisierungs-Verfahren ge-
eignet ist, den NESP-Wert aller Orthogonalpulse zu maximieren.
Hierbei zeigt sich, dass die sogenannte ’symmetrische Lo¨wdin-Orthogonalisierung’
besonders vielversprechende Eigenschaften aufweist und es wert ist, na¨her betrach-
tet zu werden. Ein Vorla¨ufer dieser Orthogonalisierungs-Methode geht auf Lands-
hoff (1936) [Lan36] zuru¨ck. Die eigentliche ’symmetrische Lo¨wdin-Orthogonalisie-
rung’ wurde 1950 durch Lo¨wdin entwickelt [Lo¨w50] und findet vorwiegend im Be-
reich der Quantenphysik Anwendung. Geeignete Literatur zur symmetrischen Lo¨w-
din-Orthogonalisierung findet sich z.B. in [NS04] und [Koc09]. Vorteilhaft bei dieser
Orthogonalisierung ist der Umstand, dass die erzeugte Orthogonalbasis aufgrund
der mathematischen Eigenschaften des Orthogonalisierungs-Verfahrens stets einen
minimierten Abstand zur origina¨ren Basis aufweist. Dies bedeutet: Die Abweichung
der durch ’symmetrische Lo¨wdin-Orthogonalisierung’ erzeugten Vektoren ist im Ver-
gleich zum origina¨ren Basisvektor im Least Squares Sinne minimiert [Rok08]. Fu¨r die
Erzeugung von orthogonalen UWB-Pulsen bedeutet dies, dass die Abweichung der
orthogonalen Pulsformen gegenu¨ber dem optimalen Basispuls minimiert wird. Folg-
lich weisen alle erzeugten Orthogonalpulse einen hohen NESP-Wert auf, was gleich-
zeitig die Variation der NESP-Werte innerhalb der Orthogonalpulse minimiert. Die
’symmetrische Lo¨wdin-Orthogonalisierung’ ist daher geradezu pra¨destiniert, zur Er-
zeugung hocheffizienter ultrabreitbandiger Orthogonalpulse herangezogen zu wer-
den. Dies wurde jedoch weltweit noch nicht erkannt und durchgefu¨hrt. Im Folgen-
den wird daher erstmals eine solche Orthogonalisierung im Zusammenhang mit ul-
trabreitbandiger Pulsformung durchgefu¨hrt.
Die Entwurfsvorschrift zur Erzeugung orthogonaler Pulsformen gema¨ß der symme-
trischen Lo¨wdin-Orthogonalisierung lautet:
• Verschiebe den Basispuls um ganzzahlige positive Vielfache (k = 0..Northo − 1)
einer Zeitverschiebung ∆t, wobei gilt




Northo − 1 . (3.104)
Fu¨r α < 1 (d.h. Northo > 2) u¨berlappen sich die verschobenen Pulse. Nach
Durchfu¨hrung aller Verschiebungen ergeben sich Northo Pulse pk(t) mit (k =
0..Northo−1), wobei die jeweilige Verschiebung k ·∆T entspricht. Der letzte ver-
schobene Puls hat damit die Pulsdauer
Tp,shift = (Northo − 1) ·∆t+ Tp = 2 ·Tp (3.105)
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welche doppelt so groß ist wie die des Basispulses. Alle anderen Pulse pk(t)
werden am Ende so lange mit Nullen aufgefu¨llt, bis jeder Puls die La¨nge Tp,shift
besitzt. In Vektorform ergeben sich damit die Vektoren pk
• Berechne die Gram-Schmidt Matrix GGram der Dimension Northo × Northo aus
den Vektoren pk, wobei gilt:
GGram(i, j) = pi
T ·pj (3.106)
Hierbei stellen GGram(i, j) die Koeffizienten der Gram-Schmidt Matrix dar. Ob-
wohl die Gram-Schmidt Matrix benutzt wird, handelt es sich bei der Ortho-
gonalisierungsmethode nicht um das ’Gram-Schmidt Verfahren’.
• Die Abtastwerte der insgesamt Northo Orthogonalpulse werden durch die ent-






2 (m, k) ·pk. (3.107)
Die Orthogonalpulse weisen - wie die verschobenen Basispulse - eine Pulsdauer von
2 ·Tp auf. Im Folgenden wird als Basispuls der durch konvexe Optimierung erzeug-
te Optimalpuls von Abbildung 3.13 verwendet, da er eine deutlich bessere Effizienz
aufweist als der Optimalpuls bei nicht-konvexer Optimierung. Der verwendete Ba-
sispuls von Abbildung 3.13 besitzt eine Pulsdauer von ca. 1,25 ns. Abbildung 3.16
visualisiert alle 4 Orthogonalpulse fu¨r den Fall, dass ein Ensemble aus Northo = 4 Or-
thogonalpulsen erzeugt werden soll. Wie man der Abbildung entnimmt, betra¨gt die
Pulsdauer der Orthogonalpulse ca. 2 · 1, 25 ns = 2,5 ns.















Abbildung 3.16: 4 erzeugte Orthogonalpulse; konvexe Optimierung
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Die Orthogonalpulse sehen zwar a¨hnlich aus, sind aber nicht gleich. Sie sind so kon-
struiert, dass sie exakt orthogonal sind, d.h. betrachtet man den Kreuzkorrelations-
koeffizient zweier Orthogonalpulse, muss der Kreuzkorrelationskoeffizient bei t = 0
den Wert Null aufweisen. Dann kann man empfa¨ngerseitig als Template die Ortho-
gonalpulse benutzen und entscheidet auf den Puls (und folglich die Datensymbole),
bei welchem sich die gro¨ßte Korrelation einstellt [Jun07]. Abbildung 3.17 visualisiert



















Abbildung 3.17: Kreuzkorrelationskoeffizient zwischen 1. und 2. Orthogonalpuls bei
Ensemble aus 4 Orthogonalpulsen; konvexe Optimierung
exemplarisch den Kreuzkorrelationskoeffizienten zwischen dem ersten und zweiten
Orthogonalpuls u¨ber der Zeit bei einem Ensemble aus 4 Orthogonalpulsen. Der ma-
ximale Kreuzkorrelationskoeffizient betra¨gt fast identisch 1, da die Orthogonalpulse
nur marginal unterschiedliche Pulsformen aufweisen. Bei t = 0 wird wie erwartet ein
Kreuzkorrelationskoeffizient von Null erreicht. Zum Vergleich zeigt Abbildung 3.18
den Kreuzkorrelationskoeffizienten zwischen erstem und zweitem Orthogonalpuls
bei einem Ensemble aus 16, d.h. einer erho¨hten Zahl von Orthogonalpulsen. Bei ei-
nem solchen Ensemble weichen die erzeugten Orthogonalpulse sta¨rker voneinander
ab. Der maximale Kreuzkorrelationskoeffizient hat sich auf 0,948 reduziert. Wieder-
um ergibt sich bei t = 0 der Wert Null (Orthogonalita¨t). Auffa¨llig ist allerdings, dass
nun ein geringer Zeitversatz gegenu¨ber t = 0 ausreicht, um statt der Orthogonalita¨t
einen Peak der Kreuzkorrelation und damit maximale Sto¨rung der Orthogonalita¨t
vorzufinden. Dies la¨sst sich dadurch erkla¨ren, dass bei einer erho¨hten Anzahl von
Orthogonalpulsen pro Ensemble der zeitliche Abstand zwischen zwei Orthogonal-
pulsen kleiner wird. Im System bedeutet dies folgendes:
Zwar kann man durch eine Erho¨hung der Anzahl der Orthogonalpulse pro Ensem-
ble die Datenrate immer weiter steigern. Gleichzeitig wird das System aber immer
anfa¨lliger gegenu¨ber Zeitfehlern infolge von Jitter und Synchronisierungsfehlern.
U¨bertra¨gt man mit einem Orthogonalpuls ein Symbol aus m Bits (z.B. m = 4 Bits
bei einem Ensemble aus 16 Orthogonalpulsen), so steigt die Symbolfehlerrate SER
mit zunehmendem m an. Die Bitfehlerrate errechnet sich aus der Symbolfehlerrate
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Abbildung 3.18: Kreuzkorrelationskoeffizient zwischen 1. und 2. Orthogonalpuls bei









Insbesondere bei Einbeziehung von Nicht-Idealita¨ten in das Systemmodell ko¨nnte
der ungu¨nstige Fall auftreten, dass eine ho¨here Datenrate durch eine ho¨here Bitfeh-
lerrate bei gleichem Eb/N0 erkauft wird. Abschnitt 8.2 untersucht, wie sich eine Ver-
gro¨ßerung vonm bei gleichem Signal-zu-Rausch-Verha¨ltnis auf die Bitfehlerrate aus-
wirkt, wenn ein System mit einer Vielzahl nicht-idealer Effekte betrachtet wird.
Von Interesse ist weiterhin, wie die Leistungsdichtespektren der Orthogonalpulse im
Vergleich zum Optimalpuls aussehen. Ziel ist, dass alle erzeugten Orthogonalpul-
se eines Ensembles weiterhin eine sehr effiziente Ausnutzung der Maske aufweisen,
idealerweise sogar die des Optimalpulses. Im Folgenden wird zuna¨chst das Spek-
trum des 1. Orthogonalpulses fu¨r verschiedene Ensembles zusammen mit dem Opti-
malpuls visualisiert, vgl. Abbildung 3.19. Da die Ausnutzung fu¨r alle gezeigten En-
sembles sehr gut ist, zeigt Abbildung 3.19 eine geeignete Ausschnittsvergro¨ßerung
des Leistungsdichtespektrums. Wie man erkennt, weisen alle ersten Orthogonalpul-
se eine sehr gute Ausnutzung der Regulierung auf. Lediglich beim Ensemble aus 8
Orthogonalpulsen ist das Leistungsdichtespektrum des 1. Orthogonalpulses in drei
Bereichen um bis zu 1 dB eingebrochen, d.h. die Leistung ist in drei Bereichen um ca.
10 Prozent reduziert, was u¨berschlagsma¨ßig eine Verschlechterung der Ausnutzung
im gesamten relevanten Frequenzbereich um ca. 5 Prozent entspricht. Im Folgenden
wird die Effizienz zwischen 3,1 und 10,6 GHz im Sinne von NESP-Werten erfasst. Ein
NESP-Wert von 1 (100 Prozent) bedeutet hierbei, dass der Puls die FCC-Maske zwi-
schen 3,1 und 10,6 GHz komplett ausfu¨llt. Es werden nun verschiedene Ensembles
betrachtet: Ensemble aus 2 bzw. 4 bzw. 8 bzw. 16 Orthogonalpulsen. Abbildung 3.20
zeigt den NESP-Wert aller Orthogonalpulse fu¨r die betrachteten Ensembles.
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Ensemble aus 4 orthog. Pulsen
Ensemble aus 8 orthog. Pulsen
FCC Maske
Abbildung 3.19: Leistungsdichtespektrum des 1. Orthogonalpulses bei verschiede-
















Ensemble aus 2 orthog. Pulsen
Ensemble aus 4 orthog. Pulsen
Ensemble aus 8 orthog. Pulsen
Ensemble aus 16 orthog. Pulsen
Abbildung 3.20: NESP-Werte aller Orthogonalpulse fu¨r verschiedene Ensembles
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Hierbei ist folgendes zu sehen:
• Bei einem Ensemble aus 2 Orthogonalpulsen a¨ndert sich der NESP-Wert zwi-
schen erstem und zweitem Orthogonalpuls nicht. Grund hierfu¨r ist die Tatsa-
che, dass sich die beiden Pulse nicht u¨berlappen: Der erste Orthogonalpuls ist
der Optimalpuls, der zweite Orthogonalpuls ist der um die Dauer des Optimal-
pulses verschobene Optimalpuls. Folglich ist der NESP-Wert gleich und auch
mit dem NESP-Wert des Optimalpulses von 90,56 Prozent identisch.
• Bei einem Ensemble aus 4 Orthogonalpulsen a¨ndert sich der NESP-Wert zwi-
schen den vorhandenen 4 Orthogonalpulsen nur geringfu¨gig und weicht von
dem NESP-Wert des Optimalpulses kaum ab. Grund hierfu¨r ist die Tatsache,
dass sich die Orthogonalpulse dem Optimalpuls noch sehr a¨hnlich sehen, vgl.
Abbildung 3.16.
• Je mehr Orthogonalpulse pro Ensemble genommen werden, desto mehr wei-
chen die erzeugten Pulsformen vom Optimalpuls ab. Die Varianz der NESP-
Werte innerhalb eines Ensembles nimmt damit zu. Der gro¨ßte Unterschied in
der Effizienz ergibt sich zwischen einem Orthogonalpuls in der Mitte eines En-
sembles und einem Orthogonalpuls am Rand, wobei der Rand durch den ersten
bzw. letzten Orthogonalpuls gekennzeichnet ist. Dies la¨sst sich auf die Zeitbe-
grenzung des Signals zuru¨ckfu¨hren: Bei einem Orthogonalpuls in der Mitte des
Ensembles liegt der Peak direkt in der Mitte des Pulses, d.h. in beide Richtun-
gen vom Peak wird durch die Zeitbegrenzung ein gleich großer Zeitbereich er-
fasst. Bei einem Orthogonalpuls am Rand erfolgt die Aufteilung der Zeitberei-
che links und rechts des Peaks maximal ungleich. Weitere Informationen sind
in [WJT10] zu finden.
Zusammenfassend la¨sst sich zur Effizienz der Orthogonalpulse folgendes sagen:
Eine ’symmetrische Lo¨wdin-Orthogonalisierung’ eines optimalen UWB-Pulses wur-
de in der Literatur bisher nicht durchgefu¨hrt. Durch diese Orthogonalisierung erha¨lt
man Pulse, welche aufgrund der mathematischen Eigenschaften der Orthogonalisie-
rungsvorschrift die FCC-Maske wiederum extrem gut ausfu¨llen. Die maximal erziel-
bare Effizienz sinkt jedoch mit steigender Anzahl von Orthogonalpulsen pro En-
semble. Gleichzeitig steigt dann auch die Variation der Effizienz u¨ber den erzeug-
ten Orthogonalpulsen. Von großem Interesse ist die Frage, wie sich die gewonne-
nen Ergebnisse im Vergleich zu bisherigen Arbeiten auf dem Gebiet der optima-
len orthogonalen Pulsformung einordnen lassen. [WTD+06] bescha¨ftigt sich inten-
siv mit verschiedenen Methoden zum Entwurf hocheffizienter orthogonaler Pulse
fu¨r UWB-Anwendungen und diskutiert zuna¨chst die hierzu einschla¨gige Fachlite-
ratur. Schließlich gelingt es in [WTD+06], mit Hilfe einer sogenannten ’Sequential
Strategy’ die bisher in der Literatur erreichten NESP-Werte von Orthogonalpulsen
bezu¨glich der FCC-Maske deutlich zu steigern. [WTD+06] erreicht bei einer Filter-
ordnung von 31 und einem Ensemble aus 3 Orthogonalpulsen folgende NESP-Werte:
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76,51 %, 51,31% und 49,97%. Die in dieser Dissertation verwendete Orthogonalisie-
rungsmethode verwendet fu¨r einen fairen Vergleich mit [WTD+06] ebenfalls eine Fil-
terordnung von 31 und erreicht bei einem Ensemble aus sogar 4 Orthogonalpulsen
folgende NESP-Werte: 88,92%, 88,36%, 88,36% und 88,92%. Die Variation der Lei-
stung innerhalb der Orthogonalpulse geht somit von ca. 26% [WTD+06] auf ca. 0,5%
zuru¨ck bei gleichzeitig deutlich gesteigertem NESP-Wert. Dies zeigt eindrucksvoll,
welcher Fortschritt durch die Lo¨wdin-Orthogonalisierung erreicht wird.
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Schmalbandsysteme werden fu¨r eine Designfrequenz ausgelegt, wobei die einge-
setzten Hardware-Komponenten wie Filter, Versta¨rker etc. innerhalb einer schmalen,
definierten Bandbreite bestimmte Spezifikationen einhalten mu¨ssen. Beim Entwurf
eines Impulse Radio Systems werden jedoch Komponenten beno¨tigt, die nicht nur
im Bereich weniger MHz, sondern im Bereich einiger GHz arbeiten mu¨ssen. Hier-
bei wird z.B. gefordert, dass sich das Abstrahlverhalten der eingesetzten Antennen
oder der Frequenzgang von Filtern und Versta¨rkern u¨ber der Frequenz nicht a¨ndert.
Prinzipiell gibt es damit fu¨r jede im UWB-System eingesetzte Hardwarekomponente
Designziele, die im Bereich einiger GHz eingehalten werden mu¨ssen. Diese Forde-
rung stellt eine sehr große Herausforderung dar.
Die vorliegende Dissertation verfolgt jedoch nicht das Ziel, jede Komponente op-
timal zu entwerfen, sondern es soll im Gegenteil ganz gezielt ein nicht-ideales UWB-
System modelliert und untersucht werden. Die Motivation hierfu¨r liegt darin be-
gru¨ndet, dass sich selbst bei einem sorgfa¨ltigen Systementwurf nicht alle Designzie-
le fu¨r eine Komponente gleichzeitig realisieren lassen, sondern vielmehr ein aus-
gewogener Kompromiss der Anforderungen erzielt werden kann, der die Nicht-
Idealita¨ten nicht vollsta¨ndig beseitigt. Fu¨r den Systementwurf ist es jedoch wichtig
zu wissen, welche Komponenten als kritisch anzusehen sind. Hierbei handelt es sich
um Komponenten, welche bei falscher Auslegung das Gesamtsystem so stark beein-
tra¨chtigen, dass die Performance rapide abnehmen kann. Im Folgenden werden diese
kritischen Hardware-Komponenten herausgearbeitet, und es wird auch auf kritische
Designparameter eingegangen wie z.B. die Wahl der Modulation (z.B. Einfluss des
PPM-Versatzes) oder der Pulswiederholzeit, die oft von der Anwendung abha¨ngen
(d.h. auch vom eingesetzten Empfa¨ngerprinzip, dem Kanal usw.).
Fu¨r jede kritische Komponente wird weiterhin angegeben, welche Designziele bei
Einsatz der Komponente in der UWB-Kommunikation angesetzt werden sollten und
zu welchen Konsequenzen die Nichteinhaltung einzelner Designziele fu¨hren kann.
Generelle Designziele fu¨r Impulse Radio Technologie werden auch in [Dio05] und
[Hey05] diskutiert.
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4.1 Kritische Systemkomponenten
4.1.1 Oszillator
Bei der Impulse Radio U¨bertragung wird zur Erzeugung der Pulswiederholzeit ein
Oszillator beno¨tigt, dessen Oszillationsfrequenz die Pulswiederholzeit bestimmt. Im
einfachsten Fall ist die Pulswiederholzeit die Inverse der Oszillationsfrequenz. Soll
zur Anpassung der Datenrate die Pulswiederholzeit einstellbar sein und einen defi-
nierten Wert annehmen, so kann dies z.B. durch Verwendung von nachgeschalteten
Frequenzteilern geschehen oder durch Einsatz eines ultrabreitbandigen Oszillators,
dessen Frequenz einstellbar ist. Man stelle sich nun vor, dass durch den Oszillator die
Nominalzeitpunkte im Abstand der Pulswiederholzeit bestimmt sind, an welchen
Pulse gesetzt werden sollen. Die erzeugte Pulswiederholzeit ist jedoch bei Einsatz ei-
nes realen Oszillators nicht konstant, sondern unterliegt aufgrund der nicht-idealen
Eigenschaften des Oszillators zeitlichen Schwankungen. Aufgrund des Phasenrau-
schens des Oszillators bildet sich ein sogenannter rms clock Jitter aus, der die Stan-
dardabweichung des zeitlichen Versatzes um den Nominalzeitpunkt beschreibt.
Im Folgenden soll der Zusammenhang zwischen Phasenrauschen und dem rms clock
Jitter angegeben werden: Das Phasenrauschen kann durch die Einseitenband-Lei-
stungsdichte L(f) beschrieben werden, wobei f der Offset zur Tra¨gerfrequenz fc dar-
stellt. Zur Bildung von L(f) wird die bei f mit einer Bandbreite von 1 Hz gemessene
Rauschleistung durch die Leistung bei der Tra¨gerfrequenz dividiert, sodass L(f) die
Bedeutung einer tra¨gerbezogenen Leistungsdichte hat. In logarithmischer Darstel-
lung wird daher die Einheit dBc/Hz verwendet. Laut [Ove07] ergibt sich dann der
rms clock Jitter (Standardabweichung des Jitters mit Einheit Sekunde) σjitter, welcher







Da das Phasenrauschen mit zunehmendem Abstand vom Tra¨ger fa¨llt, bestimmen
also insbesondere die geringen Offsets den Wert von σjitter. Die untere Integrations-
grenze f1 sollte daher mo¨glichst nahe am Tra¨ger liegen, d.h. den Wert der Messband-
breite (1 Hz) annehmen. In [Lu06] wird der Zusammenhang von Gleichung 4.1 dis-
kutiert und gezeigt, wie sich das Signal-zu-Rausch-Verha¨ltnis beim Korrelationsem-
pfa¨nger infolge des Jitters verschlechtert.
Zusammenfassend stellt also der Oszillator infolge seines Phasenrauschens ein kriti-
sches Element im UWB-System dar. Um nicht-ideale Effekte des Oszillators zu ver-
meiden, sollte man im UWB-System hochstabile Oszillatoren einsetzen, welche sich
durch sehr geringes Phasenrauschen auszeichnen. In der Praxis setzt man hierfu¨r




Um sicherzustellen, dass die FCC-Maske jederzeit eingehalten wird, wird das UWB-
Signal vor der Abstrahlung u¨ber die Sendeantenne durch ein Sendefilter geschickt.
Eine besondere Herausforderung beim Filterentwurf liegt darin, dass der relevante
Frequenzbereich von 3,1 bis 10,6 GHz eine relative Bandbreite von ungefa¨hr 110%
aufweist. Dies macht schmalbandige Ansa¨tze fu¨r den Entwurf eines Bandpassfilters
unbrauchbar [LKM05]. Zusa¨tzlich sollte ein solches Filter sehr gut abgestimmt sein,
um die FCC-Maske mo¨glichst genau auszufu¨llen. Hierfu¨r sollte das entwickelte Filter
mo¨glichst steilflankig sein und im Durchlassbereich einen glatten Verlauf aufweisen.
4.1.3 Antennen
UWB-Antennen wirken als Filter und stellen damit kritische Komponenten im UWB-
System dar [OHI04]. Die Filterwirkung la¨sst sich sowohl im Zeit- als auch im Fre-
quenzbereich beschreiben. Im Zeitbereich betrachtet man die Impulsantwort der An-
tenne und sieht im nicht-idealen Fall ein Nachschwingen (Ringing) der Impulsant-
wort. Im Frequenzbereich kann man sowohl den Betrag als auch die Phase u¨ber der
Frequenz betrachten. Idealerweise ist der Phasengang des Transmissionskoeffizien-
ten u¨ber der Frequenz nahezu linear, sodass sich eine nahezu konstante Gruppen-
laufzeit einstellt. Der Betrag des Transmissionsverhaltens sollte mo¨glichst konstant
u¨ber der Frequenz sein, da sich hieraus der Gewinn der Antenne berechnet. Inwie-
weit die Gruppenlaufzeit innerhalb des Durchlassbereichs variieren darf, ha¨ngt von
der Anwendung ab. Die Schwankung sollte in jedem Fall deutlich kleiner als die
Pulswiederholzeit sein, um starke Intersymbolinterferenzen zu vermeiden. Um ein
gutes Phasenverhalten zu erhalten, sollte sich das Phasenzentrum der Antenne so
wenig wie mo¨glich u¨ber der Frequenz a¨ndern. Eine weitere Anforderung betrifft
die Effizienz der Abstrahlung: Damit das UWB-Signal effizient abgestrahlt werden
kann, muss ein hoher Antennenwirkungsgrad vorliegen, z.B. gro¨ßer als 70 Prozent
[Pow04] und eine gute Anpassung vorliegen (z.B. S11 besser als -10 dB). Weiterhin ist
oft eine isotrope Abstrahlung anzustreben, damit in allen Raumrichtungen die glei-
che Pulsform abgestrahlt und andererseits die UWB-Regulierung in allen Raumrich-
tungen mo¨glichst gut ausgenutzt wird. Die UWB-Regulierung beschreibt na¨mlich
EIRP Werte, d.h. bei Auftreten eines Antennengewinns darf zur Einhaltung der Mas-
ke entsprechend weniger Leistung zugefu¨hrt werden. Dann kann die Maske jedoch
nur in Richtung des maximalen Gewinns optimal genutzt werden, wa¨hrend fu¨r al-
le anderen Raumrichtungen eine reduzierte Leistungsdichte vorliegt und insgesamt
die Regulierung ineffizient genutzt wird. Da eine isotrope Antenne schlecht zu rea-
lisieren ist, sollte bei UWB-Kommunikation zumindest eine im Azimut omnidirek-
tionale Antenne Verwendung finden mit einem geringen Gewinn in der Elevations-
Charakteristik. Hierbei ist es wichtig, dass der Gewinn u¨ber der Frequenz wenig
schwankt. Der ho¨chste vorkommende Antennengewinn bestimmt dann, wie weit
die Leistung abgesenkt werden muss, um die UWB-Regulierung einzuhalten. Zu-
letzt sind auch oft Randbedingungen an Gro¨ße und Gewicht der UWB-Antenne ge-
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stellt. Denkt man z.B. an den Einbau einer UWB-Antenne in ein mobiles Endgera¨t, so
sollte die Antenne geringe Abmessungen aufweisen und kompakt sein, weshalb sich
eine planare Ausfu¨hrung anbietet. Beispiele fu¨r solche Antennen sind z.B. gedruck-
te Monopolantennen [BA07], aperturgekoppelte Bowtie-Antennen, Schlitzantennen
etc. Untersuchungen zur richtungsabha¨ngigen Abstrahlung von UWB-Antennen fin-
den sich in [SW05] und [PTA+08].
4.1.4 Kanal
Betrachtet wird ein Ausbreitungskanal fu¨r Indoor-Umgebungen. Dieser zeichnet sich
durch Mehrwegausbreitung aus, welche z.B. durch (Mehrfach-) Reflexionen, Beu-
gung und Streuung an Objekten hervorgerufen wird. Das Empfangssignal ergibt sich
als Superposition aller Beitra¨ge, die zu unterschiedlichen Zeitpunkten eintreffen und
ist demzufolge zeitlich aufgespreizt. Dies kann zu Intersymbolinterferenzen fu¨hren
und zeigt, dass der Kanal ein kritisches Element im Gesamtsystem darstellt. Weiter-
hin sind die Ausbreitungspha¨nome frequenzabha¨ngig, was bei einer ultrabreitban-
digen U¨bertragung zusa¨tzlich ins Gewicht fa¨llt.
4.1.5 Interferenz
Interferenz ist in jedem technischen System als kritisch anzusehen, da Sto¨rleistung in
das Betriebsband fa¨llt, das Signal-zu-Rausch-Verha¨ltnis herabsetzt und damit in der
Regel die Performance beeintra¨chtigt. Die Auswirkung von Interferenz auf ein UWB
Impulse Radio System ha¨ngt von verschiedenen Aspekten ab, u.a. von der Bandbrei-
te des Sto¨rers, dessen Leistungsdichte und der Form des Interferenz-Spektrums. Ul-
trabreitbandige Interferenz kann beispielsweise durch andere UWB-Gera¨te hervor-
gerufen werden; WLAN1 hingegen wirkt als Schmalbandsto¨rer und kann die emp-
fangene Pulsform eines Impulse Radio Systems erheblich beeintra¨chtigen.
4.1.6 Rauscharmer Versta¨rker
Die Gesamtrauschzahl eines Empfa¨ngers wird wesentlich durch die Rauschzahl des
ersten Gliedes im Empfa¨nger bestimmt. Hier sitzt in der Regel ein rauscharmer Ver-
sta¨rker mit einer kleinen Rauschzahl, um die Gesamtrauschzahl des Empfa¨ngers
klein zu halten. Die Gu¨te des Empfa¨ngers bestimmt somit wesentlich die Perfor-
mance des Gesamtsystems, weshalb der rauscharme Versta¨rker als kritisches Ele-
ment angesehen werden muss. Weiterhin kann sich die Frequenzabha¨ngigkeit der S-
Parameter negativ auf die Performance auswirken, weshalb Versta¨rker mit mo¨glichst
glattem Transmissionsverhalten erwu¨nscht sind.




Die Grundidee des klassischen Impulse Radio Prinzips besteht darin, UWB-Tech-
nologie mit moderater Komplexita¨t und daher geringen Kosten zu realisieren. Eine
A/D bzw. D/A-Wandlung von Signalen mit mehreren GHz Bandbreite fu¨hrt dabei
zu erho¨hten Kosten, was bei kostengu¨nstigen Lo¨sungen zu vermeiden ist. Das Sy-
stem sollte dann mo¨glichst analog arbeiten, d.h. Pulsformen werden analog erzeugt
(und ggf. optimal geformt), Korrelationen finden mit einem analogen Korrelator statt
etc. Problematisch hierbei ko¨nnen aber Unsicherheiten bei der analogen Impulser-
zeugung sein.
Sollen der Sendeantenne hingegen Optimalpulse zugefu¨hrt werden, die nicht durch
Formung eines analogen Basispulses zustande kamen, ist bei einer praktischen Reali-
sierung eine senderseitige D/A-Wandlung und empfa¨ngerseitig eine entsprechende
A/D-Wandlung durchzufu¨hren. Da bei Impulse Radio eine Bandbreite von bis zu 7,5
GHz genutzt wird, mu¨sste ein einzelner A/D-Wandler eine Abtastrate von mehr als
15 Gsamples/s besitzen. Entsprechende A/D-Wandler sind zur Zeit erst in der Ent-
wicklung und wu¨rden, wie bereits oben angedeutet, folglich zu sehr hohen Kosten
fu¨hren. Außerdem ist der Leistungsverbrauch schneller A/D-Wandler sehr hoch.
Dies widerspricht der Grundidee von UWB-Kommunikation, nur wenig (Batterie-)
Leistung zur U¨bertragung hoher Datenraten zu beno¨tigen. Es gibt jedoch Mo¨glich-
keiten, die A/D-Wandlung trotz großer Bandbreite durchzufu¨hren. In [Hey05] wird
die Verwendung paralleler A/D-Wandler genannt, wobei jeder A/D-Wandler bei ei-
ner reduzierten Abtastrate arbeitet: Dies entspricht dem Prinzip der Dezimation. Je-
der der insgesamt NA/D parallelen A/D-Wandler arbeitet bei einer Abtastfrequenz,
die nur noch einem Bruchteil (na¨mlich 1/NA/D) der eigentlich no¨tigen Abtastrate ent-
spricht, d.h. die zeitliche Abtastperiode jedes A/D-Wandlers ist um einen ganzzahli-
gen Faktor NA/D erho¨ht. Die Zusammenfu¨hrung der Signale geschieht dann durch
NA/D Verzo¨gerungsglieder. Da bei diesem Vorgehen der Aliasing-Effekt auftreten
kann, muss der Analog-Digital-Wandlung ein Anti-Aliasing-Filter vorgeschaltet wer-
den. Durch Verwendung paralleler A/D-Wandler kann zwar das Problem der hohen
Abtastrate umgangen werden. Vergleicht man hingegen den kumulierten Leistungs-
verbrauch mehrerer paralleler A/D-Wandler geringerer Geschwindigkeit mit dem
Leistungsverbrauch eines einzigen schnellen A/D-Wandlers, ergeben sich oft keine
Vorteile [Hey05].
4.2 Kritische Designparameter
Unter kritischen Designparamtern sollen diejenigen Systemparamter verstanden wer-
den, die einen wesentlichen Einfluss auf die Performance haben. Hierbei handelt es
sich um die Pulsform, die Pulswiederholzeit und den PPM-Offset:
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• Eine konventionelle Pulsform wie z.B. der Gauß’sche Monocycle fu¨hrt zu ei-
ner ineffizienten Ausnutzung der Regulierung und damit zu einem Verlust an
Signal-zu-Rausch-Verha¨ltnis.
• Die Pulswiederholzeit sollte so groß gewa¨hlt werden, dass Intersymbolinterfe-
renzen begrenzt werden.
• Der optimale PPM-Offset ha¨ngt von den realen Ausbreitungsbedingungen und
der Pulsform ab.
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Systemkomponenten
Das Systemmodell fu¨r nicht-ideale UWB Impulse Radio U¨bertragung ist in Abbil-
dung 5.1 zu sehen. Es zeigt den Sender, Kanal und Empfa¨nger inkl. nicht-idealer
Komponenten. Das vorliegende Kapitel zeigt die Modellierung dieser Komponen-
ten. Im Anschlusskapitel erfolgt die Modellierung von diversen Mo¨glichkeiten der
Demodulation.
Wichtige Beitra¨ge zur Systemmodellierung, dem Entwurf und der Analyse von UWB-
Systemen finden sich z.B. in [Mer09], [Sto08], [Cal08], [KDB+07], [Wan05] und [Sha05].
Eine Systemmodellierung in der Vollsta¨ndigkeit des folgenden Abschnitts wird bis-















Abbildung 5.1: Systemmodell fu¨r nicht-ideale Impulse Radio U¨bertragung
5.1 Jitter
Der Oszillator des Pulsgenerators sollte hochgenau arbeiten, damit die Pulse zu den
definierten Zeitpunkten (z.B. im Abstand der Pulswiederholzeit) erscheinen. Beim
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Korrelationsempfa¨nger wird auch empfa¨ngerseitig ein Oszillator beno¨tigt, um ein
Referenzsignal zu erzeugen. Reale Oszillatoren weisen jedoch - wie bereits in Kapitel
4 angedeutet - Phasenrauschen und damit Jitter auf, sodass die Pulse zu nicht-idealen
Zeitpunkten erscheinen und folglich eine Verschlechterung der Systemperformance
eintreten kann. Geht man allgemein davon aus, dass im System mehrere unkorre-
lierte Rauschquellen vorhanden sind, so la¨sst sich die Wahrscheinlichkeitsdichte des
resultierenden Jitters fjitter(t) unter Anwendung des Zentralen Grenzwertsatzes als










In der vorliegenden Dissertation wird Jitter im System durch eine solche Gaußdichte
modelliert.
5.2 Modulator und Codierer
Die untersuchten Modulationsarten sind PPM und OPM. Eine Codierung erfolgt
durch einen zweifachen Time Hopping-Code: Ein Time Hopping Code mit wenigen
(hier 4) TH-Schlitzen pro Pulswiederholzeit dient zur Trennung verschiedener Nut-
zer. Hierdurch werden diskrete Spektrallinien nur geringfu¨gig geda¨mpft. Die Breite
eines solchen TH-Schlitzes heiße TTH,1. Ein nachgeschalteter, zweiter TH-Code un-
terteilt einen Bruchteil von TTH,1 in weitere TH-Schlitze der Breite TTH,2 mit TTH,2 
TTH,1. Hierdurch erfolgen extrem kleine, zusa¨tzliche Zeitverschiebungen, welche da-
zu dienen, diskrete Spektrallinien stark zu da¨mpfen. Die Modellierung erfolgt mit
TTH,1 = T/4 und TTH,2 = 32 ·T0.
5.3 Pulsform
Damit das Sendesignal die FCC-Maske erfu¨llt, sollte der zugrundegelegte normier-
te Puls die auf 0 dB normierte FCC-Maske mo¨glichst gut ausfu¨llen. Wird das Lei-
stungsdichtespektrum eines Pulses physikalisch und nicht normiert angegeben (z.B.
in dBm/MHz), so ist zu beachten, dass hierzu ein unnormierter Puls mit physikali-
scher Einheit Volt geho¨rt, wobei das zugrundegelegte Zeitfenster angegeben werden
muss. Je gro¨ßer na¨mlich das Zeitfenster ist, desto geringer wird die Leistung und das
Leistungsdichtespektrum.
Um ein geeignetes Zeitfenster zu wa¨hlen, muss folgendes beachtet werden: Das Sen-
designal setzt sich aus einer modulierten und codierten Pulsfolge zusammen, wobei
innerhalb der Pulswiederholzeit genau 1 Puls gesetzt wird. Zu welchem Zeitpunkt
der Puls innerhalb der Pulswiederholzeit gesetzt wird, ha¨ngt von der Modulation
und dem Code ab. Da der Puls eine Energie E besitzt, ist die mittlere Leistung des
Sendesignals durch E/T gegeben. Das Zeitfenster sollte daher zu T gewa¨hlt werden
und die Amplitude des Pulses in Volt so angepasst werden, dass der Maximalwert
76
5.4 Analoges Sendefilter
im Leistungsdichtespektrum den Grenzwert von -41,3 dBm/MHz erreicht. Integriert
man das Leistungsdichtespektrum im relevanten Bereich, so ergibt sich eine mittle-
re Leistung Pges < 0, 56 mW. Eine modulierte und codierte Pulsfolge basierend auf
einem solchen Puls liefert dann die gleiche mittlere Leistung Pges. Wie jedoch die-
se Leistung im Leistungsdichtespektrum verteilt ist, ha¨ngt von der Modulation und
dem Code ab. Obwohl also der Einzelpuls die Maske erfu¨llt, kann das Signal die Mas-
ke verletzen. Insbesondere starke Regelma¨ßigkeiten im Zeitsignal fu¨hren zu hohen
Energiespitzen. Zur Sto¨rung der Regelma¨ßigkeiten, d.h. zur Reduktion der Energie-
spitzen, sollte daher eine geeignete Modulation und z.B. zusa¨tzlich ein Time Hop-
ping Code eingesetzt werden [Eis06]. Ist die Maske weiterhin verletzt, muss die Pul-
samplitude so lange reduziert werden, bis Energiespitzen unterhalb des Grenzwerts
im Leistungsdichtespektrum bleiben. Die Gesamtleistung reduziert sich hierdurch
unter Umsta¨nden erheblich.
Das in dieser Arbeit pra¨sentierte Systemmodell bietet sowohl die Mo¨glichkeit, kon-
ventionelle Pulsformen zu verwenden als auch die Option, optimierte Pulsformen
fu¨r die UWB-U¨bertragung zu benutzen. Konventionelle Pulse sind hierbei z.B. der
Gaußpuls und seine Ableitungen, die sich durch Aufbau analoger Schaltungen mit
geringem Schaltungsaufwand realisieren lassen, vgl. Abschnitt 2.3. Fu¨r die in dieser
Dissertation durchgefu¨hrten Systemsimulationen wird die durch konvexe Optimie-
rung erzeugte Pulsform von Abbildung 3.13 verwendet, wobei die Amplitude an die
Pulswiederholzeit angepasst und um den Antennengewinn abgesenkt wird, um die
Regulierung einzuhalten. Bei Vergleichen mit einem konventionellen Puls wird der
Gauß-Puls 6. Ableitung von Abbildung 2.4 herangezogen. In Kapitel 9 werden zu-
letzt Pulse entworfen und verwendet, welche den Antenneneinfluss kompensieren.
5.4 Analoges Sendefilter
Das Sendefilter hat die Aufgabe, das Spektrum des UWB-Signals auf den Durch-
lassbereich der UWB-Regulierung zu beschra¨nken und zugleich Verletzungen der
Regulierung zu vermeiden. Damit die Maske unter allen Umsta¨nden eingehalten
wird, sollte ein Frontend ein analoges Filter aufweisen, welches die Transmissions-
charakteristik der zugrundeliegenden UWB-Regulierung aufweist. Dann ist sicher-
gestellt, dass z.B. auch konventionelle Pulsformen verwendet werden ko¨nnen, wel-
che ansonsten die Zielmaske verletzen wu¨rden. In der vorliegenden Dissertation
wird nicht-ideales Systemverhalten sowohl fu¨r die FCC-Regulierung als auch fu¨r
die europa¨ische Regulierung untersucht, wobei der Schwerpunkt auf der FCC-Re-
gulierung liegt. Konsequenterweise mu¨ssen zwei Analogfilter entwickelt und deren
Charakteristik dem Systemsimulator zur Verfu¨gung gestellt werden. Im Folgenden
wird stets ein Mikrostreifenfilter entworfen, aufgebaut, simuliert und vermessen.
Die gemessenen vollsta¨ndigen S-Parameter werden dann dem Systemsimulator zur
Verfu¨gung gestellt. Hierbei ist zu beachten, dass zwar jeweils eine Optimierung des
Filters vorgenommen wird, aber verbleibende Nichtidealita¨ten durchaus beabsich-
tigt sind, um deren Effekte im Anschluss untersuchen zu ko¨nnen. Das Thema der
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vorliegenden Dissertation behandelt nicht die Optimierung einer Einzelkomponente,
sondern bescha¨ftigt sich mit der Modellierung und der Analyse eines nicht-idealen
Gesamtsystems, wobei gleichzeitig die Schnittstelle zur Nachrichtentechnik erfasst
wird und Optimierungen auf Signalebene durchgefu¨hrt werden. Die Hardware wird
hierbei als nicht-ideal hingenommen. Die Optimierung von ultrabreitbandigen Mi-
krostreifenfiltern wird in [Pan09] behandelt.
Eine allgemeine Anforderung an ein Bandpass-Filter ist dessen Steilflankigkeit an
den beiden Grenzfrequenzen des Durchlassbereichs. Weiterhin sollte im Durchlassbe-
reich ein glatter Verlauf der Transmission vorhanden sein. Beides kann durch eine
hohe Filterordung erreicht werden [HL01]. Eine gro¨ßere Filterordnung bedeutet je-
doch i.d.R. eine Erho¨hung der physikalischen La¨nge des Filters. Oft sind den geo-
metrischen Abmessungen durch die Produkt-Spezifikationen Grenzen gesetzt, so-
dass die Filterordnung nicht beliebig gesteigert werden kann. Realisiert man das
Filter in Mikrostreifenleitungstechnik, tritt aufgrund des Verlust-Tangens des leiten-
den Materials (z.B. Kupfer) mit zunehmender Filterla¨nge eine erho¨hte Da¨mpfung
auf, d.h. der sogenannte Insertion Loss steigt. Typische Werte fu¨r die Da¨mpfung ei-
nes UWB-Signals beim Durchgang durch ein analoges UWB-Filter liegen im Bereich
von 1-3 dB. Zusa¨tzlich sollte beim Filterentwurf darauf geachtet werden, dass der
Eingangspuls nicht zu stark verzerrt wird. Man fordert daher eine mo¨glichst kon-
stante Gruppenlaufzeit u¨ber der gesamten Bandbreite. In den letzten Jahren wurden
mehrere Ansa¨tze zur Realisierung von analogen UWB-Filtern erarbeitet. So wurde in
[HHK05] eine Kombination aus einem Tief- und Hoch-Pass vorgestellt, der sich fu¨r
UWB-Anwendungen eignet.
5.4.1 Analogfilter fu¨r die FCC-Maske
Der Durchlassbereich der FCC-Regulierung geht von 3,1 bis 10,6 GHz. Idealerweise
sollte das zu entwickelnde Filter genau die Charakteristik der FCC-Regulierung auf-
weisen. Da ein reales Filter jedoch nicht mit idealer Flankensteilheit realisiert wer-
den kann, wird fu¨r den Bandpass-Filterentwurf ein etwas kleinerer Durchlassbereich
von fstart > 3, 1 GHz bis fstop < 10, 6 GHz angestrebt, sodass auch mit endlicher Fil-
tersteilheit die Regulierung nicht verletzt wird. Als Filterentwurfmethode wird ein
Netzwerk aus kaskadierten λeff/4-Leitungen verwendet mit ebenfalls λeff/4 langen
Stichleitungen (Stubs) [HL01], wobei fu¨r die effektive Wellenla¨nge gilt:
λeff =
c0√
εr,eff · f (5.2)
Hierbei steht εr,eff fu¨r die effektive Permittivita¨t der Mikrostreifenleitung; die Be-
rechnung von εr,eff wird z.B. in [Thu03] gezeigt. Das Ende der Stichleitungen wird
jeweils u¨ber eine Durchkontaktierung mit der Massefla¨che verbunden. Es ist auch
denkbar, λeff/2 lange Stichleitungen mit Leerlauf zu verwenden, was allerdings die
Filterabmessungen vergro¨ßern wu¨rde. Abbildung 5.2 zeigt den prinzipiellen Aufbau












Abbildung 5.2: Prinzipieller Aufbau eines Bandpass-Filters mit kurzgeschlossenen
λ/4-Stichleitungen
die Leitungsla¨ngen in La¨ngsrichtung als li,i+1 bezeichnet (i = 1 Nf − 1) und die Lei-
tungsla¨ngen der Stichleitungen als li (i = 1..Nf), wobeiNf die gewa¨hlte Filterordnung
darstellt. Die den La¨ngen zugeordneten Leitungs-Admittanzen heißen Yi,i+1 und Yi.
Zum Entwurf des Filters wird zuna¨chst fstart und fstop festgelegt. Es wird gewa¨hlt:














Im vorliegenden Fall erha¨lt man FBW = 0, 978102. Die Designgleichungen zum Ent-









































, i = 1..(Nf − 1) (5.10)
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, i = 1..(Nf − 1) (5.14)
In den Designgleichungen bezeichnet gi die Elementwerte, d.h. die Filterkoeffizi-
enten eines kaskadiert aufgebauten Tiefpass-Filters, wobei die cut-off-Frequenz auf
Eins normiert ist. Fu¨r die gi werden im folgenden Tschebyscheff-Koeffizienten gema¨ß
Anhang A.1 (Welligkeit von 0,1 dB im Durchlassbereich) verwendet fu¨r eine Filter-
ordnung vonNf = 7. Durch Anwendung der Designgleichungen ko¨nnen alle Admit-
tanzen Yi,i+1 und Yi gema¨ß obiger Designgleichungen bestimmt werden.
Der na¨chste Schritt besteht darin, diese Admittanzen in Mikrostreifenleitungstech-
nik umzusetzen, d.h. die Breite und La¨nge ist gesucht. Hierzu werden die Gro¨ßen
Substratdicke hsub, Permittivita¨t des Substrats r, Verlustfaktor des Substrats tan δ,
Leitfa¨higkeit des Leitermaterials σ und Dicke der Leitung hl festgelegt. Die Breite der
Mikrostreifenleitung kann in Advanced Design System Update 1 mit ’LineCalc’ be-
stimmt werden; eine analytischen Berechnung ist durch die Bestimmungsgleichun-
gen von Wheeler und Hammerstaad ([Whe65], [Ham75], [HL01]) mo¨glich.
Als Substrat wird Rogers 4003 mit einer Permittivita¨t von r = 3, 38, einer Dicke
von hsub = 0, 813 mm und einem Verlustfaktor von tanδ = 0, 0027 verwendet. Die
Kupfer-Metallisierung weist eine Dicke von hl = 17, 5 µm bei einer Leitfa¨higkeit von
σ = 5, 8107/(Ωm) auf. Nach Berechnung der La¨ngen und Breiten der Leitungen sowie
anschließender Optimierung der Simulationsergebnisse ergeben sich die endgu¨lti-
gen La¨ngen und Breiten der Leitungselemente gema¨ß Tabelle 5.1 (Bezugwiderstand
50 Ω). Hierbei sind Leitungsla¨ngen wie folgt definiert: Die Leitungsla¨nge li,i+1 einer
seriellen Leitung wird hierbei als lichte Weite zwischen zwei Stichleitungen definiert.
Die La¨nge li einer Stichleitung ist der Abstand vom Ende einer Stichleitung bis zum
Erreichen des unteren Endes der seriellen Mikrostreifenleitung.
Abbildung 5.3 (links) zeigt das endgu¨ltige Layout in CST Microwave Studio und
Abbildung 5.3 (rechts) das gefertige UWB-Filter. Bei der Fertigung wird der Kurz-
schluss durch Einfu¨gen eines du¨nnen Drahtes und sauberes Verlo¨ten realisiert. Da
die Realisierung des Kurzschlusses im Vergleich zum Layout als nicht-ideal ange-
sehen werden kann, sind gewisse Unterschiede zwischen CST-Simulation und Mes-
sung zu erwarten. Abbildung 5.4 (links) zeigt die Transmission S21(f) des entwickel-
ten FCC-Filters. CST-Simulation und Messung stimmen gut u¨berein. Gewisse Ab-
weichungen ergeben sich bei der Stop-Frequenz des Bandpasses, die in der Messung
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Impedanz La¨nge in mm Breite in mm
2 x Zuleitung Y0 16,37605 1,89
Serienleitung Y1,2 5,74161 2,57775
Serienleitung Y2,3 6,11845 2,43339
Serienleitung Y3,4 5,50481 2,34718
Serienleitung Y4,5 4,93324 2,50185
Serienleitung Y5,6 5,59851 2,64268
Serienleitung Y6,7 6,16501 2,43204
Stichleitung Y1 8,36447 0,34296
Stichleitung Y2 6,75923 1,63573
Stichleitung Y3 5,94898 1,53748
Stichleitung Y4 6,53539 1,55489
Stichleitung Y5 5,70449 1,42120
Stichleitung Y6 5,19497 1,46853
Stichleitung Y7 5,88817 0,34500
Tabelle 5.1: La¨ngen und Breiten des realisierten FCC-Filters mit FilterordnungNf = 7
Abbildung 5.3: Links: CST-Layout des FCC UWB-Bandpassfilters; rechts: fabriziertes
Filter
zu etwas niedrigeren Frequenzen verschoben ist. Weiterhin ist die Da¨mpfung des
gemessenen Filters etwas ho¨her. Dies la¨sst sich auf Verluste durch das nicht-ideale
Lo¨tmaterial zuru¨ckfu¨hren, welches zum Anlo¨ten des Steckers und bei der Realisie-
rung der Durchkontaktierungen zum Einsatz kommt. Dieser sogenannte Insertion
Loss steigt mit der Frequenz. Bis ca. 7 dB nimmt er einen Wert kleiner als 1,5 dB
an. Fu¨r gro¨ßere Frequenzen steigt der Insertion Loss bis ca. 3,5 dB. Die Anpassung
des Filters am Eingang S11(f) zeigt Abbildung 5.4 (rechts). Wiederum stimmen CST-
Simulation und Messung gut u¨berein. Die Eingangsanpassung liegt in der Simula-
tion bei ca. -15 dB; bei der Messung werden ca. -12 dB erreicht. Zur Vollsta¨ndigkeit
zeigt die Abbildung 5.5 die Transmission S12(f) vom Ausgang auf den Eingang so-
wie die ausgangsseitige Anpassung S22(f). Aus Reziprozita¨tsgru¨nden sind die si-
mulierten S-Parameter S12(f) und S21(f) sowie S22(f) und S11(f) identisch. Infolge
endlicher Nicht-Idealita¨ten an den zwei Steckeru¨berga¨ngen weichen die zugeho¨rigen
gemessenen S-Parameter geringfu¨gig voneinander ab. Ein wichtiges Gu¨tekriterium
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Abbildung 5.4: Links: S21-Parameter des FCC UWB-Bandpassfilters; rechts: S11-
Parameter (CST-Simulation und Messung)







































Abbildung 5.5: Links: S12-Parameter des FCC UWB-Bandpassfilters; rechts: S22- Pa-
rameter (CST-Simulation und Messung)
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eines Filters ist dessen Linearphasigkeit bzw. daraus abgeleitet - dessen Gruppen-
laufzeit. Abbildung 5.6 (links) zeigt die Phase der Transmission (CST-Simulation und
Messung). Es ist zu erkennen, dass die Verla¨ufe gut u¨bereinstimmen und ein nahezu
linearer Abfall der Phase u¨ber der Frequenz erreicht wird. Die Gruppenlaufzeit tgr










































Abbildung 5.6: Links: Phase von S21 des FCC UWB-Bandpassfilters; rechts: Gruppen-
laufzeit (CST-Simulation und Messung)
ergibt sich allgemein aus der Phase der Transmission ϕ(f) wie folgt:





Im Idealfall ist Linearphasigkeit gegeben, d.h. die Gruppenlaufzeit ist konstant u¨ber
der Frequenz. Abbildung 5.6 (rechts) vergleicht simulierte und gemessene Gruppen-
laufzeit des entwickelten Filters. Die simulierte Gruppenlaufzeit verwendet dabei die
simulierte Phase der Transmission und wendet hierauf Gleichung 5.15 an. Die ge-
messene Gruppenlaufzeit ergibt sich durch Verwendung der gemessenen Phase und
Anwendung von Gleichung 5.15. Die Ordinatenskalierung ist so gewa¨hlt, dass das
nicht-ideale, d.h. nicht-konstante Verhalten der Gruppenlaufzeit u¨ber der Frequenz
sichtbar wird. Die Abszisse stellt den Frequenzbereich dar, in welchem die Anpas-
sung besser als -10 dB ist. Bei dem dargestellten Verhalten muss zwischen langsamen
und schnellen Vera¨nderungen u¨ber der Frequenz unterschieden werden. Das Ver-
halten der langsamen Vera¨nderungen stimmt in Simulation und Messung sehr gut
u¨berein. In der Messung ergeben sich jedoch sta¨rkere Schwankungen bei den schnel-
len Vera¨nderungen. Die maximale Schwankung der Gruppenlaufzeit, definiert als
maximal erreichte Gruppenlaufzeit abzu¨glich minimal erreichter Gruppenlaufzeit,
betra¨gt im dargestellen Frequenzbereich bei der Simulation ca. 0,42 ns und bei der
Messung ca. 0,92 ns. Je gro¨ßer die maximale Schwankung der Gruppenlaufzeit einer
Komponente ist, desto sta¨rker wird ein Puls verzerrt. Dies hat auch Auswirkungen
auf den Systementwurf. Zur Beschra¨nkung von Intersymbolinterferenzen kann z.B.
eine ausreichend große Pulswiederholzeit gewa¨hlt werden.
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Um das Filter in den Systemsimulator zu integrieren, werden die gemessenen S--
Parameter fu¨r den Frequenzbereich von 0 bis 28 GHz=1/(2 ·T0) eingebunden. Die
eigentlichen Messdaten liegen dabei fu¨r den Bereich von 2 bis 14 GHz mit 801 Fre-
quenzpunkten vor, wa¨hrend der restliche Bereich mit S-Parametern eines ideal sper-
renden Filters bei gleichem Frequenzschritt angesetzt wird. Der U¨bergang in den
Zeitbereich wird im Systemsimulator durch eine 8092-Punkte IFFT durchgefu¨hrt und
anschließend eine zeitliche Diskretisierung von T0 gewa¨hlt.
5.4.2 Analogfilter fu¨r die europa¨ische Regulierung
Die europa¨ische Regulierung sieht zwei Frequenzbereiche vor, die fu¨r UWB-Kommu-
nikation nutzbar sind, vgl. Abschnitt 2.2. Da das untere Band jedoch nur bis Ende des
Jahres 2010 ohne Einsatz von ’mitigation techniques’ nutzbar ist, konzentrieren sich
die weiteren Betrachtungen auf das obere Band von 6 bis 8,5 GHz. Im Folgenden wird
ein Filter entwickelt, welches das Band von 6 bis 8,5 GHz nutzt. Kaskadierte Serien-
und Stichleitungen wu¨rden bei der nun kleineren Bandbreite zu breiten Stichleitun-
gen (da kleine Impendanzwerte) fu¨hren [HL01]. Abhilfe schafft die Verwendung kas-
kadierter gekoppelter Leitungen. Diese Methode wird nun zum Aufbau eines Filters
zur europa¨ischen Maske herangezogen. Die Theorie gekoppelter Leitungen sagt aus,
dass zwischen zwei eng benachbarten Leitungen Interaktionen auftreten bzw. Lei-
stung u¨berkoppeln kann. Ein Bandpassfilter kann prinzipiell durch eine Kaskadie-
rung von gekoppelten Leitungen aufgebaut werden. Da gekoppelte Leitungen ein
4-Tor darstellen, aber ein Bandpassfilter ein 2-Tor (Vierpol) darstellt, mu¨ssen sowohl
am Eingang als auch am Ausgang der gekoppelten Leitungen Abschlu¨sse eingefu¨gt
werden, vgl. Abbildung 5.7 . Als einfachste Mo¨glichkeit bei Realisierung in Mikro-
streifentechnologie bietet sich der Leerlauf an. Abbildung 5.7 zeigt eine schemati-




Abbildung 5.7: 2-Tor aus gekoppelten Leitungen mit Leerlauf
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lungsla¨nge l u¨ber die elektrische La¨nge Θ ausgedru¨ckt, wobei gilt




Zur Beschreibung der S-Parameter dieses Zweitors bietet sich die Gleich- und Ge-
gentaktanalyse an (Even- und Odd-Analyse) [Poz98], d.h. es gibt in der Abbildung
einen Wellenwiderstand Z0,e bzw. Z0,o, wobei ’e’ fu¨r ’even’ steht und ’o’ fu¨r ’odd’. Die






(Z0,e − Z0,o)2 · 1
sin2 Θ
− (Z0,e + Z0,o)2 · cos2 Θ (5.17)




(Z0,e − Z0,o) (5.18)
Weiterhin wird in [Poz98] gezeigt, dass die Ausbreitungskonstante β wie folgt mit
der elektrischen La¨nge Θ verknu¨pft ist:
cos β =
Z0,e + Z0,o
Z0,e − Z0,o cos Θ (5.19)
Die gekoppelte Leitung von Abbildung 5.7 la¨sst sich durch ein Ersatzschaltbild ap-





Abbildung 5.8: Ersatzschaltbild der gekoppelten Leitung




2 Θ− (1/J)cos2 Θ
(1/JZ20)sin
2 Θ− Jcos2 Θ . (5.20)
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Gleichsetzen von Gleichung 5.18 und 5.21 fu¨hrt zu
1
2
(Z0,e − Z0,o) = JZ20 . (5.22)
Weiterhin zeigt [Poz98], dass fu¨r die Ausbreitungskonstante β folgender Zusammen-
hang gilt:
cos β = (JZ0 +
1
JZ0
) sin Θ cos Θ (5.23)
Gleichsetzen von Gleichung 5.19 und 5.23 ergibt
Z0,e + Z0,o




Die Gleichungen 5.22 und 5.24 stellen Bestimmungsgleichungen fu¨r Z0,e und Z0,o dar.
Die Lo¨sungen fu¨r Z0,e und Z0,o lauten:
Z0,e = Z0[1 + JZ0 + JZ0
2] (5.25)
sowie
Z0,o = Z0[1− JZ0 + JZ02] (5.26)
Gleichung 5.25 und 5.26 sind wichtige Gleichungen beim Filterentwurf. Fu¨r einen
bekannten Wellenwiderstand Z0 = 50 Ω und bekanntes JZ0 kann folglich der Even-
und Odd-Wellenwiderstand berechnet werden. Bisher wurde nur eine gekoppelte
Leitung untersucht. Bei einem Filter mit Filterordnung Nf werden Nf + 1 kaskadier-






Abbildung 5.9: Kaskadierte gekoppelte Leitungen
koppelten Leitung der Term J1Z0 zugewiesen, der 2. gekoppelten Leitung der Term
J2Z0 usw. Fu¨r jede gekoppelte Leitung ergibt sich damit im Allgemeinen ein ande-
rer Gleich- und Gegentakt-Wellenwiderstand. Somit sind auch die Leitungsbreiten
und -la¨ngen sowie die Spaltabsta¨nde jedes Koppelpaars verschieden. Dies ist in Ab-
bildung 5.9 nicht wiedergegeben, da es sich lediglich um ein Prinzipbild handelt.
[Poz98] zeigt, wie sich die Ausdru¨cke JiZ0 in Abha¨ngigkeit von Filterkoeffizienten gi
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und der relativen Bandbreite FBW (Definition vgl. Gleichung 5.4) des Bandpassfil-


















Zusammenfassend wird der Entwurf des Analogfilters zur europa¨ischen Regulie-
rung wird wie folgt durchgefu¨hrt:
• Zuna¨chst werden die Start- und Stopfrequenz (fstart, fstop) des Bandpassfilters
festgelegt, wobei diese nicht exakt 6 und 8,5 GHz entsprechen, sondern leicht
in Richtung der Mittenfrequenz verschoben werden, um ausreichende Da¨mp-
fung außerhalb des Bandes zu erhalten. Gewa¨hlt wird fstart = 6, 3 GHz und
fstop = 8, 2 GHz. Somit betra¨gt die Mittenfrequenz fc = 7, 1875 GHz und damit
die relative Bandbreite FBW = 0, 2643. Weiterhin wird die Filterordnung Nf
vorgegeben (hier Nf = 7).
• Als Filterkoeffizienten gn werden tabellierte Tschebyscheff-Filterkoeffizienten
mit 0,5 dB Welligkeit im Durchlassbereich von Tabelle A verwendet, d.h. es
ergeben sich die Filterkoeffizienten g0 bis g8).
• Im dritten Schritt werden die Terme JnZ0 gema¨ß Gleichung 5.27 bis 5.28 be-
stimmt.
• Durch Auswerten der Gleichungen 5.25 und 5.26 ergeben sich fu¨r jedes gekop-
pelte Leitungspaar die Gleich- und Gegentakt-Wellenwidersta¨nde.
• Zur Umsetzung in Mikrostreifentechnologie werden im letzten Schritt aus den
Gleich- und Gegentaktwellenwidersta¨nden sowie aus den Daten zum Substrat
folgende Werte bestimmt: Breite si des Spalts zwischen zwei gekoppelten Lei-
tungen sowie Breite wi der Mikrostreifenleitung. Die Vorgehensweise wird in
[Thu03] beschrieben. Die La¨ngen li betragen λeff/4. Zum Filterentwurf werden
folgende Daten verwendet: Substrat Rogers 4003, r = 3, 38, Dicke des Substrats
hsub = 0, 81 mm, Verlustfaktor tan δ = 0, 002. Die Metallisierung besteht hier-
bei aus Kupfer mit einer Dicke von t = 17, 5µm und einer Leitfa¨higkeit von
4, 52 · 107/(Ωm).
Die berechneten Gro¨ßen JnZ0 sowie die zugeho¨rigen Gleich- und Gegentakt-Wellen-
widersta¨nde sind in Tabelle 5.2 zu finden. Aus den in Tabelle 5.2 aufgefu¨hrten Gro¨ßen
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n gn JnZ0 Z0,e in Ω Z0,o in Ω
1 1,7372 0,4889 86,3965 37,5062
2 1,2583 0,2809 67,9866 39,9013
3 2,6381 0,2279 63,9925 41,2017
4 1,3444 0,2205 63,4552 41,4063
5 2,6381 0,2205 63,4552 41,4063
6 1,2583 0,2279 63,4552 41,4063
7 1,7372 0,2809 67,9866 39,9013
8 1,0000 0,4889 86,3965 37,5062
Tabelle 5.2: Filter zur europa¨ischen Regulierung: Berechnete Gro¨ßen JnZ0 sowie zu-
geho¨rige Gleich- und Gegentaktwidersta¨nde fu¨r Filterordnung Nf = 7
ko¨nnen die Leitungsla¨ngen li, Leitungsbreiten wi und Spaltbreiten si berechnet wer-
den. Diese Werte sind in Tabelle 5.3 zusammengefasst, wobei die eingangs- und aus-
gangsseitige Zuleitung eine La¨nge von 17,5529 mm und eine Breite von 1,8883 mm
aufweist. Das CST-Layout ist in Abbildung 5.10 (links) zu sehen. Die Abbildung zeigt
i li in mm wi in mm si in mm
1 6,0133 1,0758 0,1015
2 5,9104 1,5019 0,2167
3 6,0017 1,6179 0,3161
4 5,9423 1,6342 0,3441
5 6,1531 1,6100 0,3339
6 6,1069 1,5940 0,3209
7 5,9377 1,4797 0,2200
8 6,5930 1,0758 0,0985
Tabelle 5.3: Filter zur europa¨ischen Regulierung: La¨ngen und Breiten der gekoppel-
ten Mikrostreifenleitungen sowie Spaltbreiten
dabei auch eine Ausschnittsvergro¨ßerung des zweiten gekoppelten Leitungspaars
und definiert die angesprochenen La¨ngen und Breiten. Das fabrizierte Filter ist in
Abbildung 5.10 (rechts) zu sehen. Abbildung 5.11 (links) visualisiert die Transmis-
sion S21(f) (CST-Simulation und Messung) des entwickelten Bandpassfilters fu¨r die
europa¨ische Regulierung. Wie bereites beim FCC-Filter stimmt das prinzipielle Ver-
halten in Simulation und Messung gut u¨berein. Verluste am angelo¨teten Stecker so-
wie Verluste durch die endliche Leitfa¨higkeit der Kupferleitungen fu¨hren zu einem
Insertion Loss von ca. 3 dB. Die Anpassung des Filters am Eingang S11(f) wird in
Abbildung 5.11 (rechts) dargestellt. Die simulierte Anpassung liegt bei ca. -15 dB; bei
der Messung ergeben sich ca. -10 dB. Eine Verbesserung kann durch Optimierung
des Steckeru¨bergangs erzielt werden. Die restlichen S-Parameter S21(f) und S22(f)
werden in Abbildung 5.12 gezeigt (jeweils Simulation und Messung). Auch hier sind







Abbildung 5.10: Links: CST-Layout zum Filter fu¨r europa¨ische Maske; rechts: fabri-
ziertes Filter







































Abbildung 5.11: Links: S21-Parameter des ECC UWB-Bandpassfilters; rechts: S11-
Parameter (CST-Simulation und Messung)







































Abbildung 5.12: Links: S12-Parameter des ECC UWB-Bandpassfilters; rechts: S22-
Parameter (CST-Simulation und Messung)
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Abschnitt 5.4.1 wird auch fu¨r das Filter zur europa¨ischen Regulierung eine Betrach-
tung der Linearphasigkeit und der Gruppenlaufzeit angestellt. Das Phasenverhalten
u¨ber der Frequenz zeigt Abbildung 5.13 (links), wobei der gezeigte Frequenzbereich
dem Durchlassbereich des Filters entspricht; die daraus resultierende Gruppenlauf-
zeit ist in der Abbildung rechts zu finden. Analysiert man das Verhalten der Grup-









































Abbildung 5.13: Links: Phase von S21 des ECC UWB-Bandpassfilters; rechts: Grup-
penlaufzeit (CST-Simulation und Messung)
penlaufzeit, ist wie beim FCC-Filter zwischen schnellen und langsamen Schwankun-
gen zu unterscheiden. Das Verhalten der langsamen Schwankungen u¨ber der Fre-
quenz stimmt in Simulation und Messung gut u¨berein. Bei der Messung zeigen sich
zusa¨tzliche schnelle Schwankungen der Gruppenlaufzeit u¨ber der Frequenz. Insge-
samt ergibt sich in der Simulation eine maximale Schwankung der Gruppenlaufzeit
von ca. 0,7 ns; in der Messung erreicht man einen Wert von ca. 1,7 ns. Dieser Wert
ist ho¨her als beim Filter zur FCC-Maske. Der Grund liegt darin, dass beim Filterent-
wurf zur europa¨ischen Maske mit Tschebyscheff-Koeffizienten gro¨ßerer Welligkeit
im Durchlassbereich gearbeitet wurde (0,5 dB statt 0,1 dB). Mo¨chte man die Variation
der Gruppenlaufzeit eines Filters klein halten, sollte man folglich Filterkoeffizienten
mit geringer Welligkeit verwenden. Strategien zur Optimierung von Schwankungen
der Gruppenlaufzeit werden in [Pan09] gezeigt.
Insgesamt wird mit dem in diesem Abschnitt entwickelten Filter ein nicht-ideales
Filter fu¨r die europa¨ische UWB-Regulierung zur Verfu¨gung gestellt, dessen gemes-
sene S-Parameter in den Systemsimulator geladen werden ko¨nnen. Hierbei werden
Daten von 0 bis 28 GHz=1/(2 ·T0) eingebunden, wobei die eigentlichen Messdaten
im Bereich von 2 bis 10 GHz mit 801 Frequenzpunkten vorliegen und der restliche
Bereich mit S-Parametern eines ideal sperrenden Filters bei gleichem Frequenzschritt
angesetzt wird. Der U¨bergang in den Zeitbereich wird im Systemsimulator durch ei-
ne 8092-Punkte IFFT durchgefu¨hrt und anschließend eine zeitliche Diskretisierung
von T0 gewa¨hlt.
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5.5 Sende- und Empfangsantenne
Die Modellierung von ultrabreitbandiger Sende- und Empfangsantenne erfolgt in
der vorliegenden Dissertation durch Einbindung der gemessenen frequenzabha¨ngi-
gen, dreidimensionalen Richtcharakteristik in den Systemsimulator. Um die Richt-
charakteristik zu erhalten, wird ein Messaufbau wie in [So¨r07] gema¨ß Abbildung 5.14
gewa¨hlt. Beim dargestellten Messaufbau befindet sich sowohl die zu vermessende
HTx HAUT
VNWA
Abbildung 5.14: Antennenmesskammer: Sendeseitige Referenz-Hornantenne (Tx)
und zu vermessende Monocone-Antenne (AUT)
Antenne AUT1 als auch eine Referenzantenne (Ref) in einer mit Absorber ausgeklei-
deten Antennenmesskammer, welche fu¨r die Frequenzen des UWB-Bandes geeignet
ist. Zwischen beiden Antennen im Abstand d ist dann nur der direkte Pfad ausbrei-
tungsfa¨hig. Weiterhin muss die Referenzantenne mindestens den Frequenzbereich
abdecken ko¨nnen, der fu¨r die AUT gemessen werden soll. Die AUT befindet sich auf
einem drehbaren Turm im Fernfeld der Referenzantenne, sodass das Transmissions-
verhalten u¨ber dem Winkel gemessen werden kann. Weiterhin befinden sich beide
Antennen auf gleicher Ho¨he und sind an einen vektoriellen Netzwerkanalysator an-
geschlossen, um den frequenzabha¨ngigen Transmissions-Streuparameter S21(f) zu
messen. Dieser stellt das Verha¨ltnis zwischen hinlaufender Sendespannung U+t und
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Der Term jω repra¨sentiert die Ableitung des Sendesignals. Eine UWB-Antenne dif-
ferenziert das an ihr anliegende Signal, da sich Wellen mit Gleichanteilen (bei 0 Hz)
nicht ins Fernfeld ausbreiten ko¨nnen. Eine intensive Auseinandersetzung zu diesem
Thema findet sich in [So¨r07].
In Gleichung 5.30 steht HAUT fu¨r die Transferfunktion der zu messenden Antenne
und HRef fu¨r die Transferfunktion der Referenzantenne. Die Einheit dieser Transfer-
funktionen ist Meter. Der Quotient in Gleichung 5.30 stellt den Freiraumterm dar. In
Gleichung 5.30 wird mit skalaren Funktionen gearbeitet. Im allgemeinen Fall muss
man polarimetrische Vektoren und Matrizen ansetzen, um die vollpolarimetrischen
Eigenschaften der Antennen zu erfassen [So¨r07]. Da hier jedoch Co-Polarisation be-
trachtet wird, ist die Darstellung durch Gleichung 5.30 zula¨ssig. Weiterhin wird in
Gleichung 5.30 die dimensionslose U¨bertragungsfunktion der Anschlusskabel HAUT
beru¨cksichtigt, welche einen nichtidealen Frequenzgang aufweisen kann. Ziel ist es,
die Transferfunktion HAUT(f) der AUT durch Messung von S21(f) zu erhalten. Dies
la¨sst sich nur dann erreichen, falls HRef(f) und HKabel(f) bekannt ist. Um HRef(f) zu
bestimmen, kann z.B. eine Zwei- oder Dreiantennenmethode angewendet werden
[So¨r07].
Im vorliegenden Fall wird die 2-Antennen-Methode verwendet: HAUT(f) ist dann
mit HRef(f) identisch, und Gleichung 5.30 kann nach HRef(f) aufgelo¨st werden. Da
Abstand d und S21(f) durch Messung bekannt sind, ist HRef(f) nur noch von einer
Unbekannten abha¨ngig, na¨mlich der Kabelu¨bertragungsfunktion. Diese la¨sst sich in
einer Kalibrationsmessung getrennt messen. Somit sind alle Gro¨ßen in Gleichung
5.30 bestimmt und das System kalibriert. Mit Hilfe der gemessenen Transferfunktion





Durch Auswerten von Gleichung 5.30 und 5.31 fu¨r alle Drehwinkel der AUT la¨sst
sich ein winkelabha¨ngiges Gewinndiagramm bei gegebener Frequenz bestimmen.
Hierbei ist zu beachten, dass man mit der Messanordnung gema¨ß Abbildung 5.14
nur Schnitte der dreidimensionalen Richtcharakteristik bestimmen kann. Die in die-
ser Dissertation verwendete und daher zu vermessende Antenne ist eine Monoco-
ne Antenne. Dieser Antennentyp eignet sich gut fu¨r UWB-Kommunikation, da die
Richtcharakteristik im Azimut ein nahezu omnidirektionales Verhalten zeigt. Ab-
bildung 5.15 zeigt die zu vermessende Monocone Antenne, welche am Institut fu¨r
Hochfrequenztechnik und Elektronik entwickelt wurde [SKW04]. Die Abbildung ent-
ha¨lt außerdem die Definition des Elevationswinkels Θ. Die bei der Messung verwen-
dete Referenzantenne ist das Breitbandhorn Model 6100 von Singer Dalmo Victor
Division. Weitere Details zum Messaufbau finden sich in [So¨r07].
Eine Messung der Azimut-Charakteristik zeigt aufgrund der Symmetrieeigenschaf-
ten der Antenne nur sehr geringe Abweichungen von einer omnidirektionalen Cha-
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Abbildung 5.15: Monocone Antenne mit Definition des Elevationswinkels Θ
rakteristik, sodass in guter Na¨herung eine ideale omnidirektionale Azimut-Charak-
teristik angesetzt wird. Es genu¨gt daher, lediglich das Elevationsdiagramm bei einem
beliebigen Azimutwinkel zu bestimmen und dieses Elevationsdiagramm fu¨r jeden
Azimut-Winkel anzusetzen. Somit ergibt sich die dreidimensionale Richtcharakteri-
stik der Antenne. In der Abbildung 5.16 ist der Antennengewinn in dBi u¨ber dem
  −25  −20
  −15  −10
















f = 4 GHz
f = 7 GHz
f = 10 GHz
Abbildung 5.16: Gewinn der Monocone Antenne in dBi u¨ber dem Elevationswinkel
θ fu¨r verschiedene Frequenzen
Elevationswinkel θ fu¨r drei verschiedene vermessene Frequenzen dargestellt, wo-
bei Co-Polarisation betrachtet wird. Bei θ = 0 und θ = 180◦ besitzt das Diagramm
stets eine Nullstelle, da in Richtung der Symmetrieachse keine Abstrahlung erfolgen
kann. Man erkennt weiterhin eine gewisse Frequenzabha¨ngigkeit des Diagramms.
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Der Elevationswinkel, unter welchem die Hauptstrahlrichtung auftritt, ist frequenz-
abha¨ngig und in Abbildung 5.17 wiedergegeben. Hierbei ist der Frequenzbereich von
3,1 bis 10,6 GHz dargestellt. Da die Antenne mit einer Winkel-Diskretisierung von 4◦
gemessen wurde, tritt auch in der Abbildung diese Diskretisierung auf. Die Abbil-
dung zeigt eine Variation der Richtung von 16◦. Weiter erkennt man in Abbildung

































Abbildung 5.17: Abha¨ngigkeit der Richtung der Hauptkeule von der Frequenz
5.16 die Frequenzabha¨ngigkeit des maximalen Antennengewinns. Er nimmt fu¨r die
drei dargestellten Frequenzen Werte von ca. 4 bis 6 dBi an. Untersucht man den ge-
samten relevanten Frequenzbereich von 3,1 bis 10,6 GHz und bildet das Maximum
u¨ber alle auftretenden Gewinne, findet man den gro¨ßten auftretenden Gewinn von
6,397 dBi. Er tritt bei einer Frequenz von 10,2 GHz unter dem Winkel 52◦ auf.
Die dargelegten Untersuchungen zeigen, dass ultrabreitbandige Antennen Nicht-
idealita¨ten aufweisen ko¨nnen, welche nicht ohne weiteres zu vernachla¨ssigen sind.
Eindrucksvoll wird dies auch in Abbildung 5.18 gezeigt. Hier wird der frequenz-
abha¨ngige Gewinn fu¨r eine Elevation von θ = 90◦ visualisiert. Er tritt auf, wenn Sen-
der und Empfa¨nger die gleiche Ho¨he aufweisen. In der vorliegenden Dissertation
werden Antennen durch die gemessene frequenzabha¨ngige Richtcharakteristik im
Bereich von 2,5 bis 12,5 GHz mit einem Schritt von 6,25 MHz modelliert. Abschnitt
5.6 erla¨utert, warum ein Frequenzschritt von 6,25 MHz sinnvoll ist. Im Vorgriff auf
den na¨chsten Abschnitt sei weiterhin angemerkt, dass die Richtcharakteristik eine
Gewichtung der gefundenen Ausbreitungspfade zwischen Sender und Empfa¨nger
ausu¨bt. Im Systemsimulator wird dann die Gesamt-U¨bertragungsfunktion aus Sen-
deantenne, Kanal und Empfangsantenne verwendet. Hierbei werden Daten von 0 bis
28 GHz eingebunden, wobei nur der Bereich von 2,5 bis 12,5 GHz physikalische Da-
ten entha¨lt und der Rest durch Zeropadding bei gleichem Frequenzschritt aufgefu¨llt
wird. In der Dissertation wird stets davon ausgegangen, dass die Massefla¨che der
Monocone Antenne parallel zum Boden orientiert ist, d.h. es findet keine Verkippung
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Abbildung 5.18: Frequenzabha¨ngigkeit des Antennengewinns beim Elevationswin-
kel 90◦
der Monocone Antenne statt. Eine entsprechende Verkippung ist prinzipiell mo¨glich
und kann im Ray Tracing Kanalmodell (vgl. na¨chster Abschnitt) eingestellt werden.
Im Systemsimulator wird sowohl fu¨r die Sende- als auch fu¨r die Empfangsantenne
die vorgestellte Monocone Antenne verwendet.
5.6 UWB-Funkkanal
Zur Beschreibung des ultrabreitbandigen Kanals kann prinzipiell ein stochastisches
oder ein deterministisches Modell verwendet werden. Ein stochastisches Kanalm-
odell stellt beispielsweise das Kanalmodell IEEE 802.15.4a [MBC+04] dar, welches
auf Messdaten beruht. Auch in [Muq03] wird der UWB-Kanal durch Messdaten be-
schrieben. Realistische Kanalmodelle gewa¨hrleisten dabei o¨rtliche und zeitliche Ko-
ha¨renz. Unter o¨rtlicher Koha¨renz versteht man dabei, dass o¨rtlich benachbarte Kana¨le
miteinander korreliert sind. Zeitliche Koha¨renz bedeutet hingegen, dass der gleiche
Kanal gesehen wird, wenn ein Nutzer nach einer bestimmten Zeit an seinen Ur-
sprungsort zuru¨ckkehrt. Die Wahrung von o¨rtlicher und zeitlicher Koha¨renz kann
z.B. no¨tig sein, um den Einfluss des Kanals in Lokalisierungsanwendungen zu un-
tersuchen. Bei der vorliegenden Arbeit ist man daran interessiert, die Winkelinforma-
tion der Antennencharakteristik zu verwenden und beno¨tigt ein richtungsauflo¨sen-
des, pfadbasiertes Kanalmodell, welches die U¨bertragungswege mit der Antennen-
charakteristik gewichtet. Das eingesetzte Kanalmodell beruht auf einem Ray Tra-
cing Ansatz und kann der Klasse der deterministischen Kanalmodelle zugeordnet
werden. Bei Ray Tracing werden fu¨r eine gegebene Frequenz f alle relevanten Aus-
breitungswege zwischen Sende- und Empfangsantenne in einer vorgegebenen drei-
dimensionalen Umgebung vollpolarimetrisch ermittelt, indem physikalische Aus-
95
5 Messdatenbasierte Modellierung der nicht-idealen Systemkomponenten
breitungseffekte wie Freiraumpfad, Reflexion, Streuung und Beugung beru¨cksichtigt
werden. Details zum verwendeten Ray Tracing Modell bei gegebener Frequenz sind
in [Did00], [Mau05], [FMK+06] und [FPK+06] zu finden, wobei bei UWB-Signalen
die Betrachtung eines Sets von Frequenzpunkten erforderlich wird. Bei gegebener
Frequenz werden alle gefundenen Pfade mit der Richtcharakteristik der Sende- und
Empfangsantenne gewichtet. Addiert man alle durch Ray Tracing gefundenen und
gewichteten Pfade, welche jeweils einen Betrag und eine Phase besitzen, koha¨rent
auf, so erha¨lt man eine komplexe Empfangsspannung. Setzt man diese ins Verha¨ltnis
zur Sendespannung und nimmt an, dass die Antennenimpedanz der Sende- und der




















In Gleichung 5.32 kennzeichnet i den Index des i-ten Ausbreitungspfads von ins-
gesamt Nm Pfaden, Tx den Sender, Rx den Empfa¨nger sowie θ und ψ den Anteil
in Co- bzw. Kreuzpolarisation. CRxθ und C
Rx
ψ entsprechen der komplexen, vektori-
ellen Richtcharakteristik der Empfangsantenne fu¨r Co- bzw. Kreuzpolarisation. CTxθ
und CTxψ stellen die entsprechenden Gro¨ßen fu¨r die Sendeantenne dar. Die Matrix [T ]
entha¨lt vollpolarimetrische Informationen u¨ber die insgesamt Nm frequenzabha¨ngi-
gen Ausbreitungspfade bei Mehrwegeausbreitung. Weitere Details sind [GW98] zu
entnehmen.
Wie bereits angesprochen reicht es bei einem UWB-Signal nicht aus, den Kanal le-
diglich bei einer Frequenz, z.B. der Mittenfrequenz, zu beschreiben. Um den Ray
Tracing Ansatz auf UWB zu erweitern, wird das UWB-Band in eine große Anzahl
von Einzelfrequenzen zerlegt, wobei das Kanalverhalten jeder Einzelfrequenz gema¨ß
Formel 5.32 berechnet wird. In dieser Dissertation wird der UWB-Kanal im Intervall
I = [2, 5 12, 5] GHz modelliert, wobei der nutzbare Frequenzbereich gema¨ß der FCC-
Maske zwischen 3,1 GHz und 10,6 GHz liegt. Es stellt sich nun die Frage, in wieviele
Einzelfrequenzen das Intervall I zerlegt werden soll bzw. wie groß der Frequenz-
schritt ∆f gewa¨hlt werden soll. Hierzu muss man folgendes beachten:
Ein im Frequenzbereich mit ∆f diskretisiertes Signal weist nach Durchfu¨hrung der






auf. Aus dem Eindeutigkeitsbereich ergibt sich die gro¨ßte auflo¨sbare Pfadla¨nge des
Kanalmodells gema¨ß
lmax = c0tmax. (5.34)
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Zerlegt man z.B. das Frequenzintervall I in 1601 Einzelfrequenzen, so erha¨lt man
einen Frequenzschritt von 4f = 6, 25 MHz und gema¨ß Gleichung 5.33 einen Ein-
deutigkeitsbereich von 160 ns. Mit Gleichung 5.34 folgt, dass die maximale Pfadla¨nge
zwischen Sende- und Empfangsantenne, welche sich z.B. durch eine Mehrfachrefle-
xion an Objekten innerhalb eines Raumes ergibt, ho¨chstens 48 m betragen darf. Bei
einer angesetzten Raumgro¨ße von z.B. 7,25 x 6,25 x 3 Metern kann davon ausgegan-
gen werden, dass relevante Ausbreitungspfade eine geringere La¨nge als 48 m besit-
zen, weshalb die Diskretisierung von 4f = 6, 25 MHz als sinnvolle betrachtet wird
und im Folgenden stets Verwendung findet.
Das in dieser Dissertation eingesetze Ray Tracing Kanalmodell wird daher im Inter-
vall I betrachtet, welches diskrete Frequenzen im Abstand 4f entha¨lt. Das zugrun-
degelegte deterministische Ausbreitungsszenario wird durch ein Polygonmodell be-
schrieben. Hierbei wird ein Laborraum mit Außenwand, Mobiliar, Tischpfosten und
Gera¨ten nachgebildet, wobei jedes Objekt durch seine komplexe Permittivita¨t, Per-
meabilita¨t und Leitfa¨higkeit modelliert wird. Abbildung 5.19 zeigt die Laborumge-
bung. Tabelle 5.6 entha¨lt die angesetzten physikalischen Parameter zur Modellie-
rung der Objekte. Hierbei definiert <(r) den Realteil der Permittivita¨t, =(r) den
Imagina¨rteil der Permittivita¨t inclusive dielektrische und ohmsche Verluste, <(µr)
den Realteil der Permeabilta¨t, =(r) den Imagina¨rteil der Permeabilita¨t und σobjekt













Abbildung 5.19: Modellierte Laborumgebung mit Senderposition (Tx) und verschie-
denen Empfa¨ngerpositionen (Rx)
Innerhalb des definierten Szenarios ko¨nnen Sender- und Empfa¨ngerpositionen defi-
niert werden. Fu¨r eine gegebene Kombination aus Sender- und Empfa¨ngerposition
bestimmt dann der Ray Tracing Algorithmus fu¨r alle 1601 Frequenzen innerhalb des
Intervalls I den jeweiligen komplexen Kanal-U¨bertragungskoeffizienten. Die gefun-
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Objekt <(r) =(r) <(µr) =(µr) σobjekt in mm
Außenwand 5 0,1 1 0 1
Pfosten, Gera¨te 1 1e9 10 0 0,01
Mobiliar 2,5 0,1 1 0 0
Tabelle 5.4: Modellierung der Objekte im Ray Tracing Szenario
dene FunktionH(f) wird Kanalu¨bertragungsfunktion genannt. Abbildung 5.19 zeigt
eine fixe Senderposition ’Tx’ und neun verschiedene Empfa¨ngerpositionen ’Rx’, wo-
bei sowohl die Sender- als auch die Empfa¨ngerho¨he 2 m betra¨gt. Beim Kanal ’32’
ergibt sich z.B. eine Distanz von 3,57 m zwischen Sender und Empfa¨nger. Zur Ein-
bindung in den Systemsimulator wird die Kanalu¨bertragungsfunktion im Bereich
von 0 bis 28 GHz verwendet, wobei außerhalb des Intervalls I ein Zeropadding mit
gleichem Frequenzschritt wie in I erfolgt. Der U¨bergang in den Zeitbereich erfolgt
durch eine 8092-Punkte IFFT mit anschließender Diskretisierung von T0. Die Simula-
tion eines UWB-Kanals erfordert somit im Vergleich zu Schmalbandsystemen einen
deutlich gro¨ßeren Rechenaufwand, d.h. eine deutlich gro¨ßere Simulationszeit. Fu¨r
die in dieser Arbeit durchgefu¨hrten Systemsimulationen werden 9 UWB-Kana¨le (vgl.
Abbildung 5.19) betrachtet. Diese Anzahl ist ein Kompromiss zwischen akzeptablen
Simulationszeiten und dem Wunsch, das prinzipielle nicht-ideales Systemverhalten
fu¨r mo¨glichst viele Systemkonfigurationen zu untersuchen (z.B. Einfluss der Daten-
rate, des Modulationsverfahren, der Demodulationsstrategie usw.). Hat man sich auf
eine spezielle Systemkonfiguration festgelegt, kann dann eine Systemsimulation bei
vergro¨ßerter Anzahl von UWB-Kana¨len erfolgen.
Nachdem die Modellierung von Kanal und Antenne beschrieben wurde, soll nun
die Wirkung von Kanal und Antennen untersucht werden. Physikalisch gesehen fin-
det eine Gewichtung der gefundenen Pfade mit der Charakteristik der Sende- und
Empfangsantennen statt, d.h. es ergibt sich ein kombinierter Effekt. Um jedoch dif-
ferenzieren zu ko¨nnen, ob der Mehrwege UWB-Kanal oder die Antenne ausschlag-
gebend fu¨r einen bestimmten Effekt ist, wird zuna¨chst das Mehrwege-Kanalmodell
ausgeschaltet und eine einfache Freiraumausbreitung inkl. Antenneneffekte verwen-
det. Das Transmissionsverhalten fu¨r den Kanal 32 von Abbildung 5.19 (Abstand 3,57
m) mit Freiraumausbreitung inkl. Sende- und Empfangsantenne ist in Abbildung
5.20 dargestellt. Es ist zu erkennen, dass die Da¨mpfung tendenziell mit der Frequenz
zunimmt, aber starken Schwankungen unterliegt, die von der Antenne stammen.
Zur Beurteilung der Pulssto¨rung ist eine Betrachtung der Gruppenlaufzeit sinnvoll.
Diese ist in Abbildung 5.21 dargestellt. Abbildung 5.21 zeigt, dass die mittlere Grup-
penlaufzeit von Freiraumkanal inkl. Sende- und Empfangsantenne ca. 12,8 ns ent-
spricht. Dieser Wert la¨sst sich wie folgt erkla¨ren: Die physikalische Distanz zwischen
Sender und Empfa¨nger betra¨gt 3,57 m, was einer Ausbreitungszeit von 11,87ns ent-
spricht. Die Differenz zu 12,8 ns ergibt sich durch die additive Laufzeit durch beide
Antennen. Die maximale Schwankung der Gruppenlaufzeit betra¨gt ca. 1 ns, d.h. bei-
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Abbildung 5.20: Transmission von Freiraum-Kanal inkl. Antenneneffekte



















Abbildung 5.21: Gruppenlaufzeit von Freiraum-Kanal inkl. Antenneneffekte
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de Antennen zusammen tragen mit ca. 1 ns Schwankung der Gruppenlaufzeit zum
Gesamtsystem bei.
Nun wird statt des Freiraum-Modells der Mehrwege-Kanal verwendet, und es wer-
den die gleichen Untersuchungen durchgefu¨hrt. Abbildung 5.22 zeigt die Transmis-

















Abbildung 5.22: Transmission von Mehrwege-Kanal inkl. Antenneneffekte
sion von Mehrwege-Kanal inkl. Antenneneffekte u¨ber der Frequenz fu¨r den gleichen
Ordinatenbereich wie in Abbildung 5.20. Es ist zu erkennen, dass das Transmissi-
onsverhalten im Vergleich zu Abbildung 5.20 zwar a¨hnlich, aber zusa¨tzlich durch
schnelle Schwankungen u¨ber der Frequenz gepra¨gt ist.

















Abbildung 5.23: Gruppenlaufzeit von Mehrwege-Kanal inkl. Antenneneffekte
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Abbildung 5.23 zeigt die Gruppenlaufzeit von Mehrwegekanal inkl. Antenneneffek-
te. Hierbei fa¨llt folgendes auf: Die mittlere Gruppenlaufzeit ist mit der von Abbil-
dung 5.21 vergleichbar. Allerdings treten beim Mehrwegekanal wesentlich sta¨rkere
Schwankungen der Gruppenlaufzeit auf. Bei singula¨ren Frequenzen zeigt die Grup-
penlaufzeit lokale Maxima und Minima; sieht man von diesen Effekten ab (Erkla¨rung
der Singularita¨ten im Anschluss), liegt die Schwankung der Gruppenlaufzeit von
Mehrwegekanal inkl. Antennen in einem Bereich von ca. 10 ns und ist damit erheb-
lich gro¨ßer als die maximale Schwankung von Freiraumkanal plus Antennen, die nur
ca. 1 ns betrug. Der Kanal liefert somit den bisher gro¨ßten Beitrag zur maximalen
Schwankung der Gruppenlaufzeit im System. Erga¨nzend soll nun das Auftreten der
Singularita¨ten der Gruppenlaufzeit erkla¨rt werden: Zuna¨chst beobachtet man, dass
die Singularita¨ten bei Frequenzen auftreten, an welchen das Transmissionsverhal-
ten in Abbildung 5.22 lokale Minima besitzt. Diese Minima haben zueinander einen
konstanten Frequenzabstand, d.h. sie weisen eine Periode auf. Wie bereits erwa¨hnt,
treten an diesen Frequenzstellen lokale Maxima und lokale Minima der Gruppen-
laufzeit auf. Alle beobachteten Effekte im Line of Sight Ray Tracing Kanal lassen
sich auf die Pha¨nomene des sogenannten Zweistrahlmodells zuru¨ckfu¨hren, welches
Mehrwegeausbreitung durch einen direkten und einen Umwegpfad modelliert, der
z.B. durch Reflexion oder Streuung zustande kommt. Die Impulsantwort des Zwei-
strahlmodelles la¨sst sich wie folgt modellieren [VB08]:
h(τ) = δ(τ) + aPfad2e
jαPfad2 · δ(τ − τPfad2) (5.35)
Hierbei stellt aPfad2ejαPfad2 die komplexe Amplitude des zweiten Pfades dar, und τPfad2
ist die Zeitdifferenz im Vergleich zum Eintreffzeitpunkt des direkten Pfades. [VB08]
zeigt, dass dieses Kanalmodell zu periodischen Einbru¨chen des Transmissionsverhal-
tens fu¨hrt und bei diesen singula¨ren Frequenzen starke betragsma¨ßige U¨berho¨hun-
gen der Gruppenlaufzeit auftreten. Weiterhin wird in [VB08] gezeigt, dass das Vor-
zeichen dieser Singularita¨ten von aPfad2 abha¨ngt. Fu¨r aPfad2 < 1 wird an den sin-
gula¨ren Frequenzen des Zweistrahl Pathloss Modells eine negative Gruppenlaufzeit
erreicht, fu¨r aPfad2 > 1 eine positive Gruppenlaufzeit. Dies fu¨hrt zu singula¨r auftre-
tenden lokalen Maxima bzw. lokalen Minima der Gruppenlaufzeit. Beim Ray Tracing
Mehrwegekanal beobachtet man in der Gruppenlaufzeit sowohl lokale Maxima, als
auch lokale Minima. Dies la¨sst sich darauf zuru¨ckfu¨hren, dass im Ray Tracing Modell
mehr als 2 Pfade ausbreitungsfa¨hig sind und frequenzabha¨ngige Ausbreitungseffek-
te wirken, die zu unterschiedlichem aPfad2 fu¨hren.
Zuletzt soll noch der Kanal inkl. Antenneneffekte im Zeitbereich untersucht werden:
Eine Ru¨cktransformation des Transmissionsverhaltens in den Zeitbereich ergibt die
Impulsantwort. Logaritmiert man das Quadrat der Impulsantwort, ergibt sich das
Power Delay Profile (PDP). Abbildung 5.24 zeigt einen Ausschnitt des PDPs: Es wird
deutlich, dass der erste Pfad, d.h. der Line of Sight Pfad, nach ca. 13 ns eintrifft. Der
zweitsta¨rkste Pfad trifft z.B. nach ca. 21 ns ein und ist bereits stark geda¨mpft.
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Abbildung 5.24: Power Delay Profile (PDP) von Mehrwege-Kanal inkl.
Antenneneffekte
5.6.1 Verifikation des UWB-Kanalmodells
Im Folgenden wird von einer isotropen Antenne ausgegangen. Betra¨gt die zwischen
fstart = 3, 1 GHz und fstop = 10, 6 GHz liegende Sendeleistung Pt und die durch
das oben eingefu¨hrte UWB-Kanalmodell geda¨mpfte Empfangsleistung im gleichen
Frequenzbereich Pr, so wird die durch den Kanal verursachte Leistungsda¨mpfung








Liegt der Kanal nur an diskreten Frequenzen fi vor, geht das Integral in eine Summe
u¨ber, d.h. es ergibt sich




wobei i1 und i2 die Indices der Frequenzen darstellen, welche fstart und fstop entspre-
chen.H(fi) ist der U¨bertragunskoeffizient gema¨ß Gleichung 5.32. Die Leistungsda¨mp-
fung kann nun fu¨r verschiedene Distanzen zwischen Sender und Empfa¨nger simu-
liert werden, um das frequenzabha¨ngige Da¨mpfungsverhalten des Kanalmodells zu
erhalten. Hierbei werden die Line of Sight Kana¨le von Abbildung 5.19 betrachtet,
d.h. Sender- und Empfa¨ngerho¨he betragen 2 m. Zur Verifizierung des resultieren-
den Da¨mpfungsverhaltens werden im Folgenden vereinfachte UWB Pathloss Mo-




UWB Freiraum Pathloss Modell
Zuna¨chst wird die Leistungsda¨mpfung berechnet, die sich bei Freiraumausbreitung
und isotropen Sende- und Empfangsantennen ergeben wu¨rde. In [PT04] ist ein Da¨mp-
fungsmodell (Pathloss-Modell) zu finden, welches die Leistungsda¨mpfung eines
UWB-Signals bei Freiraumausbreitung beschreibt: Wenn fstart die unterste und fstop
die oberste relevante Frequenz eines UWB-Signals und d den Abstand zwischen
Sender und Empfa¨nger ist, so la¨sst sich eine auf das UWB-Band erweiterte Friis-






Hier wird fstart = 3, 1 GHz und fstop = 10, 6 GHz gewa¨hlt.
UWB Zweistrahl Pathloss Modell
Ein weiteres UWB Pathloss Modell ist in [SK04] zu finden. Dieses beru¨cksichtigt ne-
ben dem direkten Pfad zwischen Sender und Empfa¨nger außerdem den Pfad einer

























In Gleichung 5.39 bzw. 5.40 bezeichnet ht und hr die Ho¨he von Sender und Empfa¨nger
und aPfad2ejαPfad2 den komplexen Reflexionskoeffizient am Boden, welcher fu¨r den
bodenreflektierten Pfad angesetzt wird. Fu¨r den Sonderfall aPfad2 = 0 geht Gleichung
5.39 direkt in Gleichung 5.38 u¨ber, d.h. das Zweistrahlmodell reduziert sich zum Frei-
raummodell.
Analog zum Mehrwegeszenario von Abbildung 5.19 werden Sende- und Empfa¨nger-
ho¨he auf 2 m gesetzt. Fu¨r den Reflexionskoeffizient wird angenommen: aPfad2 = 1
und αPfad2 = pi.
Abbildung 5.25 zeigt die Leistungsda¨mpfung im UWB Ray Tracing Kanalmodell
ohne Antenneneffekte fu¨r die in Abbildung 5.19 gezeigten Kana¨le und zum Ver-
gleich sowohl die Leistungsda¨mpfung gema¨ß des UWB Freiraum Pathloss Modells
als auch die Leistungsda¨mpfung des UWB Zweistrahl Pathloss Modells. Der Ver-
gleich zeigt, dass die Leistungsda¨mpfung im UWB Ray Tracing Kanalmodell meist
etwas kleiner als die Leistungsda¨mpfung des UWB Freiraum Modells ist und etwas
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UWB Freiraum Pathloss Modell
UWB Zweistrahl Pathloss Modell
UWB Ray Tracing Kanalmodell
Abbildung 5.25: Da¨mpfung der UWB-Leistung in dB fu¨r verschiedene UWB-
Kanalmodelle
gro¨ßer als die Leistungsda¨mpfung des UWB Zweistrahl Modells (angesetzte Wer-
te: aPfad2 = 1, αPfad2 = pi). Dies ist leicht zu erkla¨ren: Die untersuchten Kana¨le be-
schreiben starke LOS-Kana¨le, bei denen nicht immer ein starker zweiter Pfad auf-
tritt, d.h. aPfad2 ist i.d.R. kleiner als 1. Folglich liegt die auftretende Da¨mpfung zwi-
schen dem Freiraum- und dem mit aPfad2 = 1 parametrisierten Zweistrahlmodell.
Insgesamt zeigt Abbildung 5.25, dass das eingesetzte UWB Ray Tracing Kanalm-
odell im Vergleich mit existenten UWB-Kanalmodellen realistische Werte fu¨r die ab-
standsabha¨ngige Leistungsda¨mpfung erzeugt. Eine weitere Verifikation des Kanalm-
odells durch Vergleich von simulierter und gemessener Impulsantwort in Indoor-
Umgebungen wurde erfolgreich in [PKW07] durchgefu¨hrt. [PKW07] untersucht ne-
ben dem normalen Ray Tracing Ansatz, welcher in der vorliegenden Dissertation
zum Einsatz kommt, zusa¨tzlich ein hybrides FDTD2/Ray Tracing Modell, welches
die Streuung an kleinen Objekten durch einen FDTD-Ansatz beschreibt. Insgesamt
kann davon ausgegangen werden, dass das UWB Ray Tracing Kanalmodell eine
sehr realistische Approximation an den tatsa¨chlichen UWB-Funkkanal darstellt. Ei-
ne Vero¨ffentlichung zum Vergleich von Freiraum- und Mehrwegeda¨mpfung ist in
[TPS+07] zu finden.
5.7 Rauschen
Es wird davon ausgegangen, dass sich sowohl der Sender als auch der Empfa¨nger in-
nerhalb eines Geba¨udes befinden und somit von einer Indoor-Umgebung ausgegan-
gen werden kann. Die Empfangsantenne empfa¨ngt neben dem eigentlichen Sendesi-
gnal ein Rauschsignal, welches als Additives Weisses Gauß’sches Rauschen (AWGN)
2FDTD = Finite-Difference Time-Domain
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modelliert wird. Dies bedeutet, dass die Signalwerte im Zeitbereich Gauß-verteilt
sind mit einer Varianz von σ2n. Im Frequenzbereich liegt dann eine konstante Lei-
stungsdichte vor. Die empfangene RauschleistungN betra¨gt bei Leistungsanpassung
[Lu06]
N = σ2n = kTB. (5.41)
Hierbei steht k fu¨r die Boltzmannkonstante, B fu¨r die Bandbreite und T fu¨r die ab-
solute Temperatur. Da die Empfangsantenne im Indoor-Szenario plaziert ist, kann
T = 300 K angesetzt werden. Die Rausch-Leistungsdichte betra¨gt dann −113.83
dBm/MHz. Bei einer Bandbreite B von (10, 6 − 3, 1) = 7, 5 GHz ergibt sich eine
Rauschleistung von ca. -75,08 dBm.
5.8 Interferenz
Prinzipiell kann die Wirkung eines UWB-Signals auf ein schmalbandiges, breitbandi-
ges oder ultrabreitbandiges Signal betrachtet werden oder umgekehrt die Wirkung
eines schmal- bzw. breitbandigen Signals auf ein UWB-Signal. Die Wirkung eines
UWB-Signals auf ein schmalbandiges System wird z.B. in [EJW+06] betrachtet und
ermittelt, unter welchen Voraussetzungen das gesto¨rte Schmalbandsystem ein Ad-
ditives Weisses Gauß’sches Rauschen sieht. Hierbei zeigt sich, dass gutes Dithering
sowie ein genu¨gend kleiner Pulsabstand no¨tig sind. [Eis06] hingegen analysiert die
Wirkung eines UWB-Signals auf ein anderes UWB-Signal.
In der vorliegenden Dissertation wird der Fall betrachtet, dass ein UWB Impulse Ra-
dio Signal einer ultrabreitbandigen AWGN Interferenz ausgesetzt wird. Durch den
modularen Aufbau des Systemsimulators ist es jedoch mo¨glich, auch andere Arten
von Interferenz einzubinden.
5.9 Rauscharmer Versta¨rker (LNA)
Am Ausgang der Empfangsantenne liegt ein schwaches Signal vor, welches durch
einen rauscharmen Versta¨rker (LNA) versta¨rkt werden muss. Hierbei sollte ein Ver-
sta¨rker gewa¨hlt werden, welcher einen mo¨glichst konstanten Versta¨rkungsfaktor u¨ber
den gesamten ultrabreitbandigen Frequenzbereich aufweist. Weiterhin sollte der Pha-
sengang mo¨glichst linear sein, damit sich eine mo¨glichst konstante Gruppenlaufzeit
u¨ber der Frequenz ergibt und die Pulsform kaum gesto¨rt wird.
Weiterhin sollte der LNA einen hohen Gewinn GLNA bei gleichzeitig kleiner Rausch-
zahl FLNA aufweisen, damit die Gesamtrauschzahl des Empfa¨ngers Fges gema¨ß Glei-
chung 5.42




minimiert wird. Hierbei steht F2 fu¨r die Rauschzahl der Empfa¨ngereinheit.
Ein kommerziell erha¨ltlicher UWB-Versta¨rker der Firma Hittite, welcher die o.g. An-
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forderungen im relevanten Frequenzbereich von 3,1 GHz bis 10,6 GHz erfu¨llt, ist in
Abbildung 5.26 zu sehen.
Im Folgenden werden die vollsta¨ndigen Messdaten der S-Parameter dieses Versta¨rkers
im Frequenzbereich von 2,5 GHz bis 12,5 GHz dargestellt. Abbildung 5.27 (links)
zeigt den frequenzabha¨ngigen Transmissionskoeffizienten S21 in dB. Im relevanten
Abbildung 5.26: UWB-Versta¨rker HMC-C022 der Firma Hittite
























Abbildung 5.27: Links: S21-Parameter des Versta¨rkers HMC-C022B; rechts: S11-
Parameter
Frequenzbereich von 3,1 bis 10,6 GHz weist der Versta¨rker eine maximale Versta¨rkung
von 15,36 dB (bei 3,85 GHz) auf sowie eine minimale Versta¨rkung von 14,33 dB
(bei 10,6 GHz), d.h. die Gewinnschwankung ist gering und betra¨gt ca. +/- 0,5 dB.
Abbildung 5.27 (rechts) zeigt die Eingangsanpassung S11(f). Die Anpassung des
Versta¨rkers ist gut und betra¨gt weniger als -14 dB. Zur Vollsta¨ndigkeit zeigt Ab-
bildung 5.28 (links) die Transmission des Ausgangs auf den Eingang S12(f) und
Abbildung 5.28 (rechts) die Ausgangsanpassung S22(f). Wie man Abbildung 5.28
(rechts) entnimmt, ist auch der Ausgang gut angepasst mit Werten besser als -13
dB. Der Versta¨rker HMC-C022 ist im relevanten Frequenzbereich sehr linearpha-
sig. Abbildung 5.29 zeigt die aus der Phase von S21(f) berechnete Gruppenlaufzeit
gema¨ß Gleichung 5.15. Der Abbildung 5.29 ist zu entnehmen, dass die maximale
Schwankung der Gruppenlaufzeit im relevanten Bereich von 3,1 GHz bis 10,6 GHz
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Abbildung 5.28: Links: S12-Parameter des Versta¨rkers HMC-C022B; rechts: S22-
Parameter


















Abbildung 5.29: Gruppenlaufzeit des Versta¨rkers HMC-C022B
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ca. (0, 2654− 0, 2069) ns=0,0585 ns betra¨gt. Somit weist der Versta¨rker eine sehr klei-
ne Schwankung der Gruppenlaufzeit auf und ist daher zur Versta¨rkung von UWB-
Signalen geeignet.
Bei der Mittenfrequenz betra¨gt die Rauschzahl des Versta¨rkers ca. 2,5 dB, die 1 dB
Kompressionsleistung am Ausgang 17 dBm, die Sa¨ttigungsleistung 22 dBm und die
Ausgangsleistung am Intercept-Punkt 3. Ordnung (IP3) 28 dBm.
Im Systemmodell wird der rauscharme Versta¨rker durch die vollsta¨ndigen gemes-
senen S-Parameter beschrieben sowie durch die genannten Werte fu¨r Rauschzahl,
Kompressionsleistung, Sa¨ttigungs- und IP3-Leistung. Die in den Systemsimulator in-
tegrierten S-Parameter decken den Bereich von 0 bis 28 GHz ab.
Arbeiten zur Enwicklung von ultrabreitbandigen LNAs findet sich z.B. in [Lee02]
und [Sha05].
5.10 Empfangsfilter
Das Empfangsfilter dient dazu, den relevanten Frequenzbereich aus dem Empfangs-
signal zu extrahieren. Somit werden Sto¨rungen und Rauschen außerhalb des Durch-
lassbereichs unterdru¨ckt bzw. stark geda¨mpft. Als Empfangsfilter wird in der vor-
liegenden Dissertation das gleiche Filter benutzt wie auf der Senderseite gema¨ß Ab-
schnitt 5.4. Das Einbinden der Daten in den Systemsimulator erfolgt ebenfalls wie in
Abschnitt 5.4.
5.11 Analog-Digital-Wandler
Wie bereits erwa¨hnt, erfolgt die Systemsimulation in der Ptolemy-Umgebung von
Advanced Design System 2008 Update 1 anhand einer digitalen Simulation, d.h.
analoge Signale werden in zeitdiskrete Signale mit Zeitschritt T0 u¨berfu¨hrt und dem
Systemsimulator zugefu¨hrt. Eine Quantisierung der Funktionswerte im Sinne einer
A/D-Wandlung erfolgt dabei nicht. Bei diesem Vorgehen nimmt man eine A/D-
Wandlung wie in [Kuh06] als idealisiert an.
Entstandene Vero¨ffentlichungen zur UWB-Systemmodellierung sind in [TPW+08],
[TPW2+10] und [Bec08] zu finden.
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In diesem Abschnitt werden diverse Empfa¨ngerarchitekturen modelliert und die ver-
wendeten Demodulationsstrategien vorgestellt. Prinzipiell lassen sich die untersuch-
ten Empfa¨ngerstrukturen in koha¨rente und inkoha¨rente Strukturen unterteilen. Die
Empfa¨ngerarchitekturen ha¨ngen dabei auch von der eingesetzten Modulation ab.
Empfehlenswerte Literatur zu UWB-Empfa¨ngerarchitekturen findet sich z.B. in
[Rab08].
6.1 Koha¨renter Empfa¨nger fu¨r PPM und OOK Modulation










Abbildung 6.1: Koha¨renter Empfa¨nger
te Empfa¨nger multipliziert das Empfangssignal mit einem Referenzsignal, welches
die gleiche Pulswiederholzeit und den gleichen TH-Code wie das Sendesignal auf-
weist und integriert das Ergebnis u¨ber der Zeit. Nach Durchfu¨hren von ’Sample and
Hold’ (S/H) wird der Wert mit dem Schwellwert Null verglichen und eine Bitent-
scheidung getroffen. Das Referenzsignal selbst entha¨lt Template-Pulse (Templates),
wobei die Form des Templates einen entscheidenden Einfluss auf die Bitfehlerrate
hat. Optimale Templates sind dabei immer optimal bezu¨glich eines zugrundegeleg-
ten Systemmodells. Zur Bestimmung optimaler Templates werden im Folgenden Sy-
stemmodelle mit verschiedener Komplexita¨t betrachtet:
• Systemmodell 1: Das einfachste Systemmodell geht von idealer Hardware und
einem Kanal aus, der lediglich durch Additives Weisses Gauß’sches Rauschen
(AWGN) beschrieben wird.
• Systemmodell 2: Die Hardware ist als idealisiert angenommen. Der Kanal zeich-
net sich durch Mehrwegeausbreitung und AWGN aus.
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• Systemmodell 3: Die Hardware ist nicht-ideal. Der Kanal beinhaltet Mehrwe-
geausbreitung und AWGN.
6.1.1 Verhalten bei AWGN-Sto¨rung
Das Empfangssignal r(t) setze sich aus dem Signalanteil s(t) und dem Rauschanteil
n(t) zusammen, wobei n(t) durch das AWGN-Rauschen zustande kommt. Weist das
Empfangssignal die Amplitude
√
Ep auf, kann man formulieren
r(t) =
√
Ep · s(t) + n(t). (6.1)
Es wird zuna¨chst von Systemmodell 1 ausgegangen. Wie bereits erwa¨hnt, findet
beim koha¨renten Empfa¨nger eine Multiplikation des Empfangssignals r(t) mit ei-
nem Template-Signal p(t) statt sowie eine anschließende Integration des Produkts





Im Folgenden soll das Signal-zu-Rausch-Verha¨ltnis hergeleitet werden, welches sich
am Ausgang des Integrators ergibt (vgl. [Lu06], [Zen05], [Lee02]). Hierzu sei ange-
nommen, dass Empfangssignal und Template-Signal nicht exakt synchronisiert sind,
sondern ein Zeitfehler τ auftritt. Fu¨r die Rauschleistungsdichte N0 gilt
N0 = kT. (6.3)
Die Autokorrelation des Rauschsignals ergibt sich damit zu
rnn(t1, t2) = N0δ(t1 − t2). (6.4)
Die Kreuzkorrelation rsp zwischen dem Signalanteil s(t) im Empfangssignal und dem










Somit kann man die gesamte Rauschleistung N wie folgt berechnen:
N = N0rpp(0) (6.7)
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Gleichung 6.8 stellt das Signal-zu-Rausch-Verha¨ltnis am Ausgang des Korrelators
dar, wenn ein beliebiges Templatesignal p(t) gewa¨hlt wird und ein zeitlicher Syn-
chronisierungsfehler von τ vorliegt. Stimmt das Template exakt mit dem Signalanteil
(ohne Rauschen) des Empfangssignals u¨berein, d.h. gilt p(t) = s(t) (rsp = rss, rpp =
rss) und wird perfekte Synchronisierung angenommen, d.h. τ = 0, so wird Gleichung





Das optimale Template fu¨r Systemmodell 1 ist daher mit der Sendepulsform iden-
tisch und wird AWGN-Template genannt [Mer09]. Weicht das Template-Signal von
der Sendepulsform ab, ergibt sich ein entsprechender Verlust des Signal-zu-Rausch-
Verha¨ltnisses, d.h. die Bitfehlerrate steigt.
Die Detektion mit Hilfe des Referenzsignals und eines Integrators la¨uft dann (bei
OOK- und PPM- Modulation) wie folgt ab: Es wird ein Referenzsignal gebildet, wel-
ches - synchronisiert zum Empfangssignal - einen Differenzpuls p(t) = p0(t) − p1(t)
bildet und diesen im Abstand der Pulswiederholzeit setzt. Hierbei sind p0(t) und
p1(t) z.B. die AWGN-Templates, d.h. die Sendepulsformen fu¨r das Bit 0 bzw. 1. Bei
OOK-Modulation ist p0(t) = 0; bei PPM-Modulation unterscheiden sich die Funk-
tionen p0(t) und p1(t) lediglich durch den PPM-Offset. Abbildung 6.2 visualisiert
zuna¨chst ein PPM-moduliertes Empfangssignal (1. Puls: ohne PPM-Offset, 2. Puls:
mit PPM-Offset) und darunter das Referenzsignal (Pulsform: Gauß’scher Monocy-
cle; Pulsdauer: 0,7 ns, PPM-Offset: 1 ns, Pulswiederholzeit: 3 ns). Multipliziert man
Empfangs- und Referenzsignal, integriert das Produkt auf und nullt den Integra-
torstand nach Vielfachen der Pulswiederholzeit, ergibt sich die dritte Darstellung in
Abbildung 6.2. Zur Rekonstruktion der Bits betrachet man den Integratorwert direkt
vor dem Nullen. Im gezeigten Beispiel ist er fu¨r das erste Bit positiv, fu¨r das zweite
negativ. Bei PPM-Modulation la¨sst sich also anhand des Vorzeichens des Integrator-
stands auf die Bits schließen, d.h. der Schwellwert ist Null. Dieses Prinzip ist auch
anwendbar, wenn das Signal im Rauschen verschwunden ist. Bei OOK-Modulation
ergibt sich bei Abwesenheit von Rauschen je nach Wert des Bits der Integratorwert
Null bzw. ein positiver Integratorstand; bei Hinzunahme von Rauschen la¨sst sich aus
der unterschiedlichen Ho¨he des Integratorstands auf die Bits schließen. Allerdings
muss hierzu ein optimaler Schwellwert gefunden werden.
Im Folgenden werden noch zwei weitere U¨berlegungen zur Gleichung 6.9 angestellt:
Um ein hohes SNR am Ausgang des Integrators zu erhalten, sollte eine Sendepuls-
form gewa¨hlt werden, deren Autokorrelation bei τ = 0 mo¨glichst groß ist. Zweitens
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Abbildung 6.2: Prinzip zur Bildung des Referenzsignals (Template)
interessiert die Frage, ob sich das SNR durch Verwendung mehrerer Pulse pro Bit
erho¨hen la¨sst. Bei Verwendung von j Pulsen pro Bit erho¨ht sich der Signalanteil s(t)
um den Faktor j, d.h. die Signalleistung steigt mit j2. Weiterhin vergro¨ßert sich die
Rauschleistung um den Faktor j. Insgesamt resultiert daraus ein Anstieg des SNR
um den Faktor j. Gleichzeitig verringert sich die Datenrate um den Faktor j. Durch
Verwendung von mehreren Pulsen pro Bit kann also insgesamt eine flexible Datenra-
te erzeugt werden, je nach Erfordernissen an das Signal-zu-Rausch-Verha¨ltnis [Lu06].
Abschließend betrachtet stellt der Korrelationsempfa¨nger den optimalen Empfa¨nger
fu¨r einen reinen AWGN-Kanal mit genau einem Nutzer dar. Die Performance wird
optimiert, wenn als Template die Sendepulsform herangezogen wird und zugleich
der optimale PPM-Offset verwendet wird, welcher eine Funktion der verwendeten
Pulsform ist.
6.1.2 Verhalten bei Mehrwegekanal und AWGN-Sto¨rung
Es wird von Systemmodell 2 ausgegangen. Bei Vorhandensein eines Mehrwegeka-
nals (und AWGN) ist die empfangene Pulsform infolge des Mehrwegekanals ver-
zerrt. Es ist nun zu unterscheiden, ob empfa¨ngerseitig eine Kanalkenntnis vorliegt
oder nicht. Mit Kanalkenntnis kann ein optimales Template generiert werden. Es
handelt sich dabei um das signalangepasste (matched) Template, d.h. um ein Tem-
plate, welches die Sto¨rungen des Kanals beinhaltet. Dies fu¨hrt dann zum gleichen
BER−Eb/N0-Verhalten wie in Abschnitt 6.1.1. Wenn hingegen keine empfa¨ngersei-
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tige Kanalkenntnis vorhanden ist, besteht eine einfache Mo¨glichkeit darin, als Tem-
plate die ungesto¨rte Sendepulsform heranzuziehen. Gegenu¨ber dem optimalen Tem-
plate fu¨hrt ein solches Vorgehen jedoch zu einem Verlust im SNR [Mer09].
6.1.3 Verhalten bei nicht-idealer Hardware
Zuletzt wird von Systemmodell 3 ausgegangen. Wenn zusa¨tzlich zum Mehrwegeka-
nal die modellierte nicht-ideale Hardware in den Frontends gema¨ß Kapitel 5 einbe-
zogen wird, ist eine analytische Beschreibung der Bitfehlerrate nicht einfach mo¨glich.
Vielmehr macht es Sinn, in diesem Fall das Verhalten durch Systemsimulationen
zu untersuchen. Ingesamt ist man weiterhin daran interessiert, ein Template zu er-
zeugen, welches dem Empfangspuls mo¨glichst nahe kommt. Die Form des Emp-
fangspulses ist allerdings von der Richtung abha¨ngig, da z.B. die Antennen eine rich-
tungsabha¨ngige Impulsantwort aufweisen. Um das optimale Template zu erhalten,
mu¨sste folglich eine Scha¨tzung der System-U¨bertragungsfunktion erfolgen. Um die
Komplexita¨t zu reduzieren, ist es sinnvoll, als Template entweder die Sendepulsform
(d.h. das AWGN-Template) oder eine seiner Ableitungen zu verwenden. Hierdurch
wird z.B. der differenzierenden Wirkung der Sendeantenne Rechnung getragen. In
der vorliegenden Arbeit wird das AWGN-Template verwendet.
6.2 Inkoha¨renter Empfa¨nger
Um ein PPM moduliertes Signal inkoha¨rent zu detektieren, reicht ein einzelner In-
tegrator nicht aus, da sowohl fu¨r Bit 0 als auch fu¨r Bit 1 die gleiche Energie auf-
integriert wird. Es bedarf daher einer Empfa¨ngerarchitektur, welche zusa¨tzlich zur
Energie eine Zeitinformation liefert. Dies kann erreicht werden, indem die Bitdauer
in Nint Schlitze zerlegt und eine Parallelstruktur aus Nint inkoha¨renten Empfa¨ngern
aufgebaut wird, wobei jeder Integrator nur u¨ber einen Teilbereich der Pulswieder-
holzeit, d.h. u¨ber einen Zeitschlitz, integriert. Die Verteilung der integrierten Energie
u¨ber den Zeitschlitzen kann dann fu¨r die Bitentscheidung herangezogen werden.
6.2.1 Detektion mit MAX-Methode
Eine einfache Mo¨glichkeit der Detektion ist in Abbildung 6.3 dargestellt. Hier wird
der Zeitschlitz gesucht, welcher die maximale Energie beinhaltet [SO06],[RMC+05],
[PAU04]. Diese Methode wird auch MAX-Methode genannt. Wenn der ausgewa¨hl-
te Zeitschlitz eine Zeit beschreibt, die gro¨ßer als die Ha¨lfte des verwendeten PPM-
Offsets ist, wird auf Bit 1 entschieden, ansonsten auf Bit 0. Die zur Demodulation
no¨tige Hardware in Abbildung 6.3 wird hierbei als ideal angenommen (Quadrierer,
Integrator, S/H-Komponente). Dies geschieht vor dem Hintergrund, verschiedene
Demodulationsstrategien fair miteinander vergleichen zu ko¨nnen.
113


































Abbildung 6.3: Inkoha¨renter Empfa¨nger fu¨r PPM-Modulation: Detektion des maxi-
malen Integratorwerts (MAX-Methode)
6.3 Empfa¨nger fu¨r orthogonale Modulation
Der Empfa¨nger fu¨r orthogonale Modulation ist in Abbildung 6.4 zu sehen. Hier
wird das ankommende Signal mit den insgesamt Northo verschiedenen Template-
Pulsformen korreliert. Diese sind mit den mo¨glichen Northo Sendepulsen identisch.
Der Template-Puls, welcher zum maximalen Korrelationswert fu¨hrt, wird zur Bitent-
scheidung herangezogen. Aus den gleichen Gru¨nden wie im vorherigen Abschnitt
wird die zur Demodulation no¨tige Hardware als idealisiert angenommen.
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Abbildung 6.4: Empfa¨nger fu¨r Modulation mit Northo orthogonalen Pulsen
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In diesem Kapitel wird das nicht-ideale Systemverhalten unter den verschiedensten
Blickwinkeln beleuchtet. Zuna¨chst wird der Einfluss von Modulation und Codie-
rung sowie der Einfluss jeder einzelnen nicht-idealen Komponente gema¨ß Kapitel 5
auf das UWB-Signal untersucht. Die Darstellung erfolgt hierbei sowohl im Zeitbe-
reich als auch im Frequenzbereich, um das Wirken von Nicht-Idealita¨ten vollsta¨ndig
zu veranschaulichen. Unter der Annahme eines koha¨renten Empfa¨ngers mit PPM-
Modulation wird danach die Performance des Systems fu¨r diverse Konfigurationen
betrachtet: Hierbei wird zuna¨chst der Einfluss verschiedener Systemparameter (Da-
tenrate, Synchronisierungsfehler, Jitter) auf die Bitfehlerrate analysiert. Weiterhin er-
folgt ein Vergleich der Performance bei Verwendung von konventioneller bzw. op-
timaler Pulsform. Zuletzt wird die Performance bei Einsatz von realen FCC- bzw.
ECC-Filtern verglichen und aufgezeigt, durch welche Methoden die Signalqualita¨t
und damit die Performance verbessert werden kann. Vero¨ffentlichungen zur Perfor-
mance eines nicht-idealen UWB-Systems sind in [TPW+08], [TAP+08], [TPW2+10],
[Kal09] und [PTZ2+10] zu finden.
7.1 Systemeffekte im Zeitbereich und Frequenzbereich
Im folgenden Abschnitt wird das UWB-Signal von der Modulation bis zur Demodu-
lation schrittweise im Zeitbereich und im Frequenzbereich dargestellt. Dies ermo¨g-
licht einen direkten Einblick, welche Effekte durch Modulation und Codierung auf
der einen Seite, sowie durch die einzelnen Hardware-Komponenten auf der anderen
Seite, hervorgerufen werden. Fu¨r die nachfolgende Untersuchung gelten folgende
Systemeinstellungen:
Die zeitliche Diskretisierung des Systemsimulators betra¨gt T0 = 1/(2 · 28 GHz) =
17, 86 ps, wobei die nicht-idealen Systemkomponenten bis 28 GHz charakterisiert
sind. Die Pulswiederholzeit wird auf T = 1600 ·T0 = 28, 57 ns gesetzt, die Modula-
tionsart ist PPM, und der PPM-Offset wird zu TPPM = 200 ·T0 gewa¨hlt. Ein Bit wird
durch Np = 2 Pulse repra¨sentiert. Der verwendete Puls ist der durch konvexe Opti-
mierung in Abschnitt 3.3.1 bestimmte Optimalpuls. Die Amplitude ist im Vergleich
zu Abbildung 3.15 trotz gleich angesetzter Pulswiederholzeit um 6,397 dB (Faktor
2,09) reduziert. Dies liegt daran, dass im Gegensatz zu Abbildung 3.15 nicht die FCC-
Maske, sondern eine um den maximalen Antennengewinn von 6, 397 dBi reduzierte
FCC-Maske verwendet wird. Nach Multiplikation mit diesem Gewinn ergibt sich
dann wieder der FCC-Grenzwert von -41,3 dBm/MHz. Weiterhin wird zur Redukti-
on diskreter Spektrallinien eine zweistufige TH-Codierung vorgenommen (grob und
fein). Zuna¨chst wird die Pulswiederholzeit in 4 Schlitze geteilt (TTH,1 = 400 ·T0) und
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eine grobe Verwu¨rfelung der erzeugten Pulspositionen durch einen PN-Code (m-
Sequenz) generiert. Innerhalb des TH-Schlitzes erfolgt im na¨chsten Schritt eine feine
Verschiebung des Pulses um bis zu 31 ·T0, wobei diese Verschiebung ebenfalls durch
einen PN-Code festgelegt wird. Die maximal mo¨gliche Verschiebung eines Pulses
innerhab der Pulswiederholzeit betra¨gt somit
tmax = (4− 1) · 400 ·T0 + 200 ·T0 + 31 ·T0 = 1431 ·T0. (7.1)
Da tmax < T , wird somit ein Schutzabstand zum Beginn der na¨chsten Pulswiederhol-
zeit eingehalten, welcher eine mo¨gliche Intersymbolinterferenz begrenzt.
Die Darstellung des UWB-Signals erfolgt im Zeitbereich und im Frequenzbereich.
Im Zeitbereich umfasst die Visualisierung u¨ber das Zeitintervall [0 300] ns, d.h. es
werden gro¨ßenordnungsma¨ßig 10 Pulse gezeigt. Diese Darstellung eignet sich z.B.
zur Visualisiserung von Mehrwegen. In einer gesonderten Darstellung wird der erste
empfangene Puls na¨her betrachtet und u¨ber einen Zeitraum von 4 ns gezeigt. Hier-
durch kann die Sto¨rung der Pulsform beobachtet werden. Im Frequenzbereich wird
stets das Leistungsdichtespektrum in dBm/MHz dargestellt, wobei zur Bildung des
Spektrums eine Messbandbreite von 1 MHz sowie eine Mittelung u¨ber 400 Pulswie-
derholzeiten erfolgt. Der Bezugswiderstand betra¨gt 50 Ω.
7.1.1 Einfluss der PPM-Modulation
Abbildung 7.1 zeigt das unmodulierte UWB-Signal im Zeit- und Frequenzbereich.
Abbildung 7.2 visualisiert eine Ausschnittsvergro¨ßerung des Zeitbereichs und zeigt
die verwendete Pulsform. Im Leistungsdichtespektrum ist zu erkennen, dass im ge-
Abbildung 7.1: Unmoduliertes Signal
samten relevanten Frequenzbereich Frequenzanteile deutlich u¨ber dem angesetzten
Grenzwert von −41, 3 − 6, 397 = −47, 697 dBm/MHz liegen. Dies geschieht, ob-
wohl die Amplitude des Pulses so eingestellt ist, dass sich bei einer Beobachtungszeit
gleich Pulswiederholzeit der Grenzwert -47,697 dBm/MHz ergibt. Die Ursache fu¨r
die U¨berho¨hung liegt darin begru¨ndet, dass eine Periodizita¨t im Zeitbereich zu dis-
kreten Linien im Frequenzbereich fu¨hrt. Diese ko¨nnen den angesetzten Grenzwert
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Abbildung 7.2: Pulsform des unmodulierten Signals im Zeitbereich
u¨bersteigen. Eine ausfu¨hrliche Diskussion zu diesem Thema wird in [PKT03] gefu¨hrt.
Berechnet man fu¨r das gezeigte Leistungsdichtespektrum des unmodulierten Signals
die Gesamtleistung innerhalb [3, 1 10, 6] GHz (Bandbreite 7500 MHz), findet sich in
der Systemsimulation ein Wert von -9,4 dBm. Zum Vergleich betra¨gt die Leistung
des Einzelpulses PEinzelpuls,dBm fu¨r eine Beobachtungszeit gleich Pulswiederholzeit T
durch analytische Rechnung:
PEinzelpuls,dBm = 10 · log(η · 7500 · 10−47.69710 ) = −9, 4 (7.2)
Die mittlere Leistung des unmodulierten Signals stimmt also mit der des Einzelpul-
ses bei einer Beobachtungszeit von T u¨berein und zeigt, dass die Amplitude richtig
eingestellt ist. Allein die zeitliche Verteilung der Pulse u¨ber der Zeit ist ungu¨nstig.
Das Ziel besteht daher darin, die Periodizita¨t im Zeitbereich aufzubrechen und nur
noch im Mittel zwischen zwei Pulsen einen zeitlichen Abstand der Pulswiederhol-
frequenz zu haben. Die mittlere Leistung bleibt dann konstant, aber das Spektrum
gla¨ttet sich. Das Aufbrechen der Periodizita¨t geschieht durch Modulation und Co-
dierung. Diese Schritte werden im Folgenden untersucht.
Abbildung 7.3 zeigt das PPM-modulierte UWB-Signal im Zeit- und Frequenzbereich.
Die Pulsform ist unvera¨ndert. Da statistisch gesehen in 50 Prozent aller Fa¨lle ein
Abbildung 7.3: PPM-moduliertes Signal im Zeitbereich
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zeitlicher PPM-Offset auftritt, ist die Periodizita¨t des Signals leicht gesto¨rt, und das
Leistungsdichtespektrum zeigt weniger Verletzungen des Grenzwertes von -47,697
dBm/MHz. Integriert man die Leistungsdichte im relevanten Bereich, ergibt sich un-
vera¨ndert ein Wert von -9,4 dBm, da sich im Mittel der Abstand zwischen zwei Pul-
sen nicht gea¨ndert hat.
7.1.2 Einfluss der TH-Codierung
In Abbildung 7.4 ist der Einfluss einer groben TH-Codierung zu sehen. Die Verlet-
zungen des angesetzten Grenzwerts im Leistungsdichtespektrum reduzieren sich
weiter, d.h. das Spektrum ist weiter gegla¨ttet. Deutlich zu erkennen sind die weiter-
hin vorhandenen typischen diskreten Spektrallinien im Abstand der Pulswiederhol-
frequenz. Im Zeitbereich sind die Pulse im Vergleich zu Abbildung 7.3 um die Werte
[0;1;2;3]/4 der Pulswiederholzeit verschoben. Die Leistung innerhalb [3, 1 10, 6] GHz
betra¨gt weiterhin -9,4 dBm, da sich durch die TH-Codierung der Abstand zwischen
zwei Pulsen im Mittel nicht a¨ndert. Eine deutliche Da¨mpfung der diskreten Spek-
Abbildung 7.4: Signal nach grober TH-Codierung
trallinien erreicht man durch einen nachgeschalteten feinen TH-Code. Abbildung 7.5
zeigt das zugeho¨rige UWB-Signal und das gegla¨ttete Spektrum. Wiederum betra¨gt
Abbildung 7.5: Signal nach feiner TH-Codierung
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Abbildung 7.6: Pulsform nach feiner TH-Codierung
die Signalleistung unvera¨ndert -9,4 dBm. Die Pulsform des ersten Pulses im UWB-
Signal nach feiner TH-Codierung ist in Abbildung 7.6 dargestellt. Sie ist identisch mit
der Pulsform des unmodulierten Signals von Abbildung 7.2, da PPM-Offset, grober
und feiner TH-Code lediglich Zeitverschiebungen, aber keine Sto¨rung der Pulsform
bewirken. Im vorliegenden Fall wirkt fu¨r den ersten Puls kein PPM-Offset, ein grober
TH-Offset von TTH,2 = 0 und ein feiner TH-Offset von TTH,2 = 11 · 17, 86 ps ≈ 0, 2 ns.
7.1.3 Einfluss des Sendefilters
Abbildung 7.7 visualisiert das Signal nach Durchgang durch das in Abschnitt 5.4.1
entworfene FCC-Sendefilter. Im Frequenzbereich erkennt man im Vergleich zum Spek-
trum aus Abbildung 7.5 ein leichtes Abfallen des Spektrums u¨ber der Frequenz. Dies
ist auf die Charakteristik des Filters zuru¨ckzufu¨hren, dessen Da¨mpfung mit der Fre-
quenz leicht ansteigt. Integriert man das Leistungsdichtespektrum im relevanten Fre-
quenzbereich, ergibt sich ein Wert von -11,305 dBm. Insgesamt wird damit die Lei-
stung infolge des Filters um 1,905 dB geda¨mpft. Dieser Wert entspricht der mittleren
Da¨mpfung des Sendefilters im relevanten Frequenzbereich, vgl. Abbildung 5.4. Die
Abbildung 7.7: Signal nach FCC Sendefilter
durch das Filter gesto¨rte Pulsform ist in Abbildung 7.8 dargestellt. Zusa¨tzlich zur
Sto¨rung der Pulsform ist eine zeitliche Verschiebung infolge des Filters zu erkennen.
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Abbildung 7.8: Pulsform nach Tx Filter
7.1.4 Einfluss von Antennen und Kanal
Sendeantenne, Kanal und Empfangsantenne bewirken eine weitere Verzerrung und
Verschiebung des Pulses. Im Wesentlichen wird die Verschiebung durch den geo-
metrischen Abstand zwischen Sender und Empfa¨nger bestimmt. Die physikalische
Ausdehnung der Antennen bewirkt jedoch eine zusa¨tzliche Verzo¨gerung. Abbildung
Abbildung 7.9: Signal nach Empfangsantenne
7.9 zeigt das Signal nach der Empfangsantenne. Im Frequenzbereich ist eine deutli-
che Verzerrung des Spektrums sowie eine starke Da¨mpfung gegenu¨ber Abbildung
7.7 zu erkennen. Das Spektrum fa¨llt im Mittel deutlich mit der Frequenz, was auf
den Kanaleinfluss zuru¨ckzufu¨hren ist. Integriert man wiederum die Leistungsdich-
te, ergibt sich eine Leistung von -72,14 dBm. Dies entspricht einer Da¨mpfung der
Leistung um 60,835 dB. Der Abstand zwischen Sender und Empfa¨nger betra¨gt ca.
3,57 m. Dieser Da¨mpfungswert la¨sst sich wie folgt erkla¨ren:
Ohne Antenneneinfluss ergibt sich laut Abbildung 5.25 eine Da¨mpfung von ca. 55
dB, da eine Distanz von 3,57 m betrachtet wird. Die Differenz zu 60,835 dB von ca.
6 dB entsteht durch den Einfluss beider Antennen. Laut Abbildung 5.18 betra¨gt der
mittlere Antennengewinn bei einer Elevation von 90◦ ca. -3 dBi pro Antenne, d.h.
beide Antennen zusammen bewirken eine zusa¨tzliche Da¨mpfung von ca. 6 dB.
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Abbildung 7.10: Pulsform nach Empfangsantenne
7.1.5 Einfluss von AWGN Rauschen
Die Empfangsantenne sammelt additives Weißes Gauss’sches Rauschen auf, welches
mit einer Rauschtemperatur von T = 300 K modelliert wird. Die Rauschleistungs-
dichte k ·T berechnet sich mit k = 1, 3806504 · 10−23 Ws/K zu ca. -113,83 dBm/MHz.
Abbildung 7.11 visualisiert das Signal mit addiertem Rauschen. Gegenu¨ber Abbil-
Abbildung 7.11: Signal nach Rauschen
dung 7.10 ist zu erkennen, dass die Leistungsdichte am Rand nun einen Mittelwert
von ca. -113,83 dBm/MHz aufweist. Integriert man die Leistungsdichte zwischen 3,1
und 10,6 GHz, ergibt sich eine Gesamtleistung inkl. Rauschen von -70,37 dBm. Das
Zeitsignal ist entsprechend verrauscht. Die Pulsform ist erga¨nzend in Abbildung 7.12
zu sehen.
7.1.6 Einfluss des Low Noise Amplifiers
Der Low Noise Amplifier hat die Aufgabe, das Signal zu versta¨rken. Abbildung
7.13 visualisiert das versta¨rkte Signal. Die integrierte Leistungsdichte zwischen 3,1
und 10,6 GHz ergibt einen Wert von -55,4 dBm. Im Vergleich zum Wert von -70,37
dBm wird das Signal um 14,97 dB versta¨rkt. Ha¨tte man ein Signal mit glattem Ein-
gangsspektrum in einem Frequenzintervall I versta¨rkt, ko¨nnte man 14,97 dB als mitt-
lere Versta¨rkung des Versta¨rkers innerhalb von I auffassen. Im vorliegenden Fall
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Abbildung 7.12: Pulsform nach Addition von AWGN Rauschen
weist das Eingangssignal innerhalb I=[4 6,5] GHz wesentliche Signalanteile auf, ist
aber nicht glatt. Insofern kann 14,97 dB lediglich als Approximation der mittleren
Versta¨rkung des Versta¨rkers innerhalb I verstanden werden. Ein Vergleich mit Ab-
bildung 5.27 zeigt, dass dies eine sehr gute Approximation ist. Zuletzt wird noch die
Abbildung 7.13: Signal nach LNA
Pulsform des ersten Pulses im UWB-Signal nach dem LNA visualisiert: Durch den
Versta¨rker wird die Pulsform weiter gesto¨rt und zeitversetzt, vgl. Abbildung 7.14.
7.1.7 Einfluss des Empfangsfilters
Zuletzt wirkt das Empfangsfilter. Sende- und Empfangsfilter sind hier als identisch
angenommen. Das Signal im Zeit- und Frequenzbereich zeigt Abbildung 7.15. Das
integrierte Leistungsdichtespektrum zwischen 3,1 und 10,6 GHz ergibt eine Leistung
von -56,783 dBm. Dies entspricht einer weiteren Da¨mpfung der Gesamtleistung von
1,383 dBm. Dieser Wert ist etwas kleiner als die Da¨mpfung beim Durchgang durch
das mit gleichen Daten modellierte Sendefilter. Erkla¨ren la¨sst sich dieser Effekt wie
folgt: Das Sendesignal hat im gesamten relevanten Frequenzbereich gleich hohe Si-
gnalanteile, sodass die Da¨mpfung des Sendesignals der mittleren Da¨mpfung des Fil-
ters im relevanten Frequenzbereich entspricht. Empfa¨ngerseitig liegt jedoch ein Si-
gnal vor, welches infolge des abfallenden Kanalspektrums nur dominante Anteile
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Abbildung 7.14: Pulsform nach LNA
Abbildung 7.15: Signal nach Rx Filter (vor Multiplikation mit dem Template)
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bei kleineren Frequenzen aufweist. Dort ist jedoch die Da¨mpfung des Filters noch
gering, sodass sich insgesamt eine geringe Da¨mpfung ergibt. Abbildung 7.16 zeigt
Abbildung 7.16: Pulsform nach Rx Filter (vor Mischer)
die Pulsform nach Durchgang durch das Empfangsfilter.
7.1.8 Referenzsignal
Das Referenzsignal mit gleichem TH-Code (grob und fein) und gleicher FCC-opti-
maler Pulsform wie im Sendesignal ist in Abbildung 7.17 dargestellt. Den zum Puls
Abbildung 7.17: Referenzsignal mit gleichem TH Code
7.16 passenden Ausschnitt aus dem Referenzsignal zeigt Abbildung 7.18. Der un-
mittelbare Vergleich zwischen Abbildung 7.16 und 7.18 zeigt, dass ein Durchgang
durch eine Serie nicht-idealer Komponenten zur Aufspreizung des origina¨ren Pulses
und zu additiven Nulldurchga¨ngen fu¨hrt, was approximativ durch eine n-te Ablei-
tung modelliert werden kann. Weiterhin zeigt der Vergleich, dass sowohl das globale
Maximum als auch das globale Minimum beider Pulse zu gleichen Zeiten auftritt.
Aus diesem Grund kann dieses Referenzsignal gut zur Demodulation des gesto¨rten
Empfangssignals herangezogen werden. Vero¨ffentlichungen zum Einfluss einzelner
Komponenten im Zeit- und Frequenzbereich sind auch in [TMW07] und [TPS2+07]
zu finden.
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Abbildung 7.18: Teil des gezeigten Referenzsignals als Ausschnittsvergro¨ßerung von
Abbildung 7.17
7.2 Performance bei Variation von Systemparametern
Im folgenden Abschnitt wird der Einfluss einiger Systemparameter auf die Perfor-
mance untersucht. Hierbei wird das Systemverhalten bei variablen Datenraten, ei-
nem variablen Synchronisierungsfehler sowie einem variablen Systemjitter analy-
siert. Dies ermo¨glicht ein tieferes Versta¨ndnis, wie sich Nichtidealita¨ten in einem rea-
len UWB-System auswirken. Aufgrund der Vielzahl mo¨glicher Analysen sind die im
folgenden Abschnitt erzielten Ergebnisse als erste Ergebnisse anzusehen. Aufgrund
der Allgemeinheit des Systemmodells besteht das Ziel der Arbeit darin, prinzipielle
nicht-ideale Effekte und deren Wirkung im Gesamtsystem fu¨r eine Vielzahl von Sy-
stemkonfigurationen (variable Datenrate, Modulation, Demodulationsstrategie etc.)
aufzuzeigen. Da UWB-Kana¨le eine deutlich la¨ngere Simulationszeit als Schmalband-
kana¨le erfordern, muss die Anzahl der untersuchten Kana¨le entsprechend einge-
schra¨nkt werden, vgl. Abschnitt 5.6. Fu¨r die folgenden Systemsimulationen werden
ausschließlich die 9 UWB-Kana¨le von Abbildung 5.19 herangezogen. Hat man Inter-
esse an einer speziellen Systemkonfiguration, macht es Sinn, anschließend die An-
zahl der Kana¨le zu erho¨hen. Dies fu¨hrt einerseits zu einem erho¨hten Simulations-
aufwand, reduziert aber andererseits die Streuung der Ergebnisse. Bei den folgen-
den Betrachtungen des Kapitels wird die TH-Codierung deaktiviert, da kein kom-
binierter Effekt aus Code und Hardwareeinfluss aufgezeichnet werden soll. Akti-
vierte nicht-ideale Effekte umfassen: FCC-Sendefilter, Mehrwegekanal, Monocone-
Antennen, FCC-Empfangsfilter, AWGN Rauschen, AWGN Interferenz und LNA. Es
soll bestimmt werden, welche Auswirkungen Hardware und Kanal auf die Perfor-
mance bei Variation der Datenrate ausu¨ben. Hierzu wird die optimale Pulsform von
Abschnitt 7.1 verwendet und PPM-Modulation angenommen. Die zeitliche Diskre-
tisierung des Systemsimulators betra¨gt wiederum TStep = 1/(2 · 28 GHz) ≈ 17, 86 ps.
Die optimale Pulsform hat damit die Pulsdauer 71 ·T0 ≈ 1, 27 ns. Der PPM-Offset
wird als 72 ·T0 angenommen. Die Pulswiederholzeit betra¨gt, sofern nicht anders an-
gegeben, 200 ·T0, und es wird 1 Puls pro Bit verwendet, was zu einer Datenrate von
280 Mbit/s fu¨hrt.
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7.2.1 Einfluss der Datenrate
Im Folgenden wird der Einfluss der Datenrate auf die Performance bei Pra¨senz nicht-
idealer Komponenten untersucht. Hierzu wird die Bitfehlerrate u¨ber dem Eb/N0
betrachtet, wobei Eb fu¨r die Bitenergie nach der Empfangsantenne und N0 fu¨r die
Rauschleistungsdichte steht. Zur Variation der Datenrate wird die Pulswiederholzeit
variiert. Hierbei werden die Fa¨lle T = [400; 200; 145] ·T0 ≈ [14, 29; 7, 14; 3, 57; 2, 59]
ns untersucht, was den Datenraten [140; 280; 386] Mbit/s entspricht. Die kleinste
mo¨gliche Pulswiederholzeit (und damit ho¨chste Datenrate, genannt Grenzdatenrate)
bei der Systemauslegung ergibt sich durch die Addition von Pulsdauer und PPM-
Offset und betra¨gt hier 143 ·T0; dann ist allerdings beim Setzen des PPM-Offsets kei-
ne Schutzzeit bis zum Beginn der na¨chsten Pulswiederholzeit vorhanden. In realen
Kana¨len mit Mehrwegeausbreitung und bei Pra¨senz nicht-idealer Hardware kann
dies zu starken Intersymbolinterferenzen fu¨hren, weshalb das System nicht bei der
Grenzdatenrate betrieben werden sollte. Je ku¨rzer die Pulsdauer des verwendeten
Pulses ist, desto ho¨here Grenzdatenraten lassen sich prinzipiell erzielen. Allgemein
sollte man beachten, dass zur Vermeidung starker Intersymbolinterferenzen die Puls-
wiederholzeit nicht wesentlich kleiner als der Delay Spread des Kanals gewa¨hlt wer-
den sollte. Im vorliegenden Fall wird exemplarisch eine Distanz von 3,57 m betrach-
tet; danach werden bei gegebener Datenrate verschiedene AWGN Sto¨rleistungen be-
trachtet, um damit verschiedene Punkte der BER − Eb/N0 Kurve zu erhalten. Ins-
gesamt wird dies fu¨r alle drei Datenraten durchgefu¨hrt. Abbildung 7.19 zeigt die
erzielte Performance im Sinne von Bitfehlerrate u¨ber Eb/N0 bei variabler Datenrate.















Abbildung 7.19: Bitfehlerrate versus Eb/N0 fu¨r verschiedene Datenraten
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In der Abbildung ist auch eine Theoriekurve eingezeichnet, welche einen reinen
AWGN-Kanal mit matched filter und (orthogonaler) PPM-Modulation annimmt [Eis06].
















In Abbildung 7.19 ist folgendes zu erkennen:
• Fu¨r die Datenraten 140 und 280 Mbit/s stellt sich die gleiche Kurve, d.h. die
gleiche Systemperformance, ein. Die Verschlechterung zur Theoriekurve eines
vereinfachten AWGN-Systemmodells betra¨gt unabha¨ngig von der Bitfehlerrate
ca. 3 dB.
• Bei einer erho¨hten Datenrate von 386 Mbit/s verschlechtert sich die Perfor-
mance im Vergleich zu 280 Mbit/s. Die Kurve ist um einen konstanten Wert
(ca. 1,5 dB) verschoben. Dies ist auf Intersymbolinterferenz zuru¨ckzufu¨hren.
Bei der gezeigten Kurve verbessert sich jedoch noch die Bitfehlerrate bei Ver-
besserung des Eb/N0. Intersymbolinterferenzen ko¨nnen aber auch zu einem
Sa¨ttigungsverhalten fu¨hren, d.h eine Erho¨hung des Eb/N0 verbessert die Bit-
fehlerrate nicht, sondern es bleibt eine Rest-BER vorhanden. Dieses Pha¨nomen
wird auch als ’Error Floor’ bezeichnet. Es wurde fu¨r Pulse festgestellt, die eine
ku¨rzere Pulsdauer aufweisen.
Abbildung 7.20 zeigt die Performance u¨ber dem Signal-zu-Rausch-Verha¨ltnis, wo-
bei zur Berechnung des SNR aus Eb/N0 der Zusammenhang von Gleichung 2.22
benutzt wurde. Es ist zu erkennen, dass die Kurven fu¨r 140 und 280 Mbit/s ledig-
lich zueinander verschoben sind. Die Verschiebung entspricht dem Processing Gain
[TPA+08], d.h. eine Verdopplung der Datenrate erho¨ht den Processing Gain um den
Faktor 2, und die Kurve verschiebt sich um 3 dB nach rechts. Fu¨r 386 Mbit/s ist wie-
derum ein leichtes Abflachen der Kurve erkennbar. Weiterhin ist in Abbildung 7.20
die Theoriekurve fu¨r einen vereinfachten reinen AWGN-Kanal mit (orthogonaler)
PPM Modulation eingezeichnet. Sie ergibt sich durch Anwenden des Zusammen-
hangs 2.22 auf Gleichung 7.3. Wiederum sieht man ca. 3 dB Verschlechterung des rea-
len Systems gegenu¨ber dem vereinfachten System. Die Untersuchung der Datenrate
zeigt, dass der Mehrwegekanal inkl. Antenneneinfluss in der UWB-Kommunikation
Sto¨rungen hervorrufen kann. Auch in anderen UWB-Anwendungen wie z.B. beim
UWB-Imaging ko¨nnen Mehrwegeausbreitung und Antennen zu Sto¨rungen fu¨hren.
Dies wird in [PST+08] und [PTS+08] thematisiert.
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Theor. bei 140 Mbit/s
Theor. bei 280 Mbit/s




Abbildung 7.20: Bitfehlerrate versus SNR fu¨r verschiedene Datenraten und Ver-
gleich zum reinen AWGN Kanal
7.2.2 Einfluss eines Synchronisierungsfehlers
Ein koha¨renter Empfa¨nger muss das Referenzsignal so setzen, dass dessen Maxi-
mum mit dem Maximum des Empfangspulses u¨bereinstimmt. Es kommt daher auf
eine genaue Synchronisation an. Im Folgenden wird untersucht, wie sich ein Syn-
chronisierungsfehler bei Pra¨senz nicht-idealer Komponenten auf die Performance
auswirkt. Die Pulsform ist unvera¨ndert die FCC-optimale Pulsform, und es werden
fu¨r eine Datenrate von 280 Mbit/s folgende Fa¨lle untersucht:
Synchronisierungsfehler=±[0; 1; 2; 4] ·T0 ≈ ±[0; 17, 86; 35, 71; 71, 43] ps. Ein positi-
ver Synchronisierungsfehler bedeutet dabei, dass das Referenzsignal dem empfange-
nen Puls vorauseilt. Die genannten Werte stellen dabei typische Werte fu¨r Synchro-
nisierungsfehler dar. In [CZ07] wird beispielsweise ein Wert von ca. 50 ps diskutiert.
Sinnvolle Werte bewegen sich dabei stets in einem Bereich, in welchem die Auto-
korrelation der verwendeten Pulsform noch nicht deutlich abgeklungen ist, weil nur
dann das Signal gut demoduliert werden kann. Die Performance bei variablen Syn-
chronisierungsfehlern ist in Abbildung 7.21 veranschaulicht. Es ist deutlich zu erken-
nen, dass Synchronisierungsfehler die Systemperformance verschlechtern. Bei einem
Synchronisierungsfehler von 17,86 ps ist die Performance nur wenig verschlechtert.
Bei 35,71 ps verschlechtert sich die Performance bei einem Eb/N0 = 15 dB bereits um
2 Dekaden. Fu¨r einen Synchronisierungsfehler von 71,43 ps ist das System nicht mehr
als brauchbar zu bezeichnen. Bei einem Synchronisierungsfehler von -35,71 ps ist die
Bitfehlerrate sogar nahezu 0,5. Wie ein solcher Wert zustandekommen kann, wird im
Folgenden erkla¨rt: Zur eindeutigen koha¨renten PPM-Detektion erwartet der Korrela-
tionsempfa¨nger eine perfekte Synchronisation, d.h. ein positiver Peak des Empfangs-
signals sto¨ßt je nach Wert des Bits auf einen positiven oder negativen Peak des Refe-
renzsignals. In beiden Fa¨llen wird der Absolutbetrag des Produktes maximiert, und
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Synchr.fehler = + 17,86 ps
Synchr.fehler = + 35,71 ps
Synchr.fehler = + 71,43 ps
Synchr.fehler = − 71,43 ps
Synchr.fehler = − 35,71 ps
Synchr.fehler = − 17,86 ps
kein Synchr.fehler
Abbildung 7.21: Auswirkung eines Synchronisierungsfehlers auf die
Systemperformance
die Aufintegration ergibt einen großen positiven oder einen großen negativen Beitrag
im Vergleich zur Detektionsschwelle von Null. Eine eindeutige Bitrekonstruktion ist
daher bei perfekter Synchronisation gut mo¨glich. Bei einem ungu¨nstigen Synchroni-
sierungsfehler hingegen trifft der positive Peak des Referenzsignals auf einen Null-
durchgang des empfangenen Pulses, sodass das Produkt fu¨r diesen wichtigen Bei-
trag Null ergibt. Der am Integrator abgegriffene Werte unterscheidet sich nicht mehr
von der Detektionsschwelle, sodass eine Bitfehlerrate von 0,5 resultieren kann. Wei-
terhin zeigt die Abbildung, dass ein Synchronisierungsfehler in positiver Richtung
nicht zur gleichen Bitfehlerrate fu¨hrt wie ein gleich großer Synchronisierungsfehler
in negativer Richtung. Dies la¨sst sich dadurch erkla¨ren, dass die verwendete Puls-
form im System nicht symmetrisch ist. Selbst wenn die verwendete Pulsform sym-
metrisch ist, weist das gesto¨rte Signal gegenu¨ber dem ungesto¨rten Referenzsignal
infolge von ableitenden Effekten des Systems zusa¨tzliche Nulldurchga¨nge auf, so-
dass die Kreuzkorrelationsfunktion zwischen Empfangspuls und Referenzpuls nicht
symmetrisch ist und folglich wiederum ein unterschiedliches Verhalten der Bitfeh-
lerrate fu¨r positive und negative Synchronisierungsfehler zu erwarten ist.
7.2.3 Einfluss von Jitter
In der Literatur finden sich Untersuchungen zum Einfluss des Jitters auf die System-
performance eines idealisierten Systems. So wird z.B. in [Mer09] untersucht, wie sich
Gauß’scher Jitter in einem AWGN-Szenario mit Matched Filter auswirkt. Fu¨r den
Fall, dass ein Bit durch mehrere Pulse repra¨sentiert wird, leitet [Mer09] einen ana-
lytischen Ausdruck fu¨r die Verschlechterung der BER-SNR Kurve her, welche von
der Pulsform und der Varianz des Jitters abha¨ngt. Als Pulsform wird in [Mer09] ein
Gauß-Puls 2. Ableitung verwendet. Weitere Untersuchungen zum Einfluss von Jit-
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ter finden sich z.B. in [Onu06] und [YG04]. Im Unterschied zur Literatur untersucht
die vorliegende Arbeit den Einfluss von Gauß’schem Jitter in einem System, welches
nicht-ideale Hardware aufweist. Abbildung 7.22 zeigt die Systemperformance fu¨r
verschiedene Jitter-Standardabweichungen (rms Jitter) sowie die Referenzkurve fu¨r
den Fall ohne Jitter, wobei stets die nicht-idealen Systemkomponenten aktiviert sind.
Die aufgetragenen Werte fu¨r den rms Jitter von ±17, 86 ps bis ±71, 43 ps entsprechen
dabei typischen Werten in UWB-Systemen. So nennt z.B. [Onu06] einen typischen
Wertebereich des rms Jitters in UWB-Systemen von 15 bis 150 ps, und [LC03] disku-
tiert einen Wert von ca. 20 ps. Alle Betrachtungen werden fu¨r eine Datenrate von 280











rms Jitter = 17,86 ps
rms Jitter = 35,71 ps
kein Jitter
Abbildung 7.22: Auswirkung eines Systemjitters auf die Systemperformance
Mbit/s durchgefu¨hrt. Jitter wird im System dadurch realisiert, dass das Signal um
Vielfache des Zeitschritts versetzt wird, wobei die Versetzungen durch eine mittel-
wertfreie Gauß’sche Wahrscheinlichkeitsdichtefunktion erzeugt werden. Wie man in
der Abbildung sieht, bewirkt bereits eine rms Standardabweichung des Jitters von
17,86 ps eine erhebliche Verschlechterung gegenu¨ber dem Fall ohne Jitter. Die Bit-
fehlerrate strebt einem Sa¨ttigungswert von ca. 0,01 zu. Dies la¨sst sich dadurch er-
kla¨ren, dass mit einer gewissen Wahrscheinlichkeit eine diskretisierte Abweichung
von -35,71 ps erreicht wird, welche gema¨ß Abbildung 7.21 eine Bitfehlerrate von 0,5
generiert.
Auch in [Mer09] und [YG04], welche von vereinfachten Systemmodellen ausgehen,
wird ein solcher Sa¨ttigungseffekt beobachtet. Bei einer Standardabweichung von 35,71
ps hat sich in Abbildung 7.22 der Sa¨ttigungswert der Bitfehlerrate bereits auf 0,2 ver-
schlechtert. Diese Verschlechterung kann man dadurch erkla¨ren, dass ein vergro¨ßer-
ter rms Jitter von 17,86 ps auf 35,71 ps die Wahrscheinlichkeit erho¨ht, gerade die
ungu¨nstige diskretisierte Versetzung von -35,71 ps zu erreichen.
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Insgesamt fu¨hrt die Untersuchung zu folgenden Schlussfolgerungen:
• Um ein jitterrobustes System zu erhalten, spielt die Pulsform eine wesentliche
Rolle. Sowohl beim Empfangspuls als auch beim Referenzpuls sollte der erste
Nulldurchgang weit vom Maximalwert des Pulses entfernt sein. Im Idealfall
sind hierzu beide Pulse gleich, d.h. der Referenzpuls ist auf den Empfangspuls
zugeschnitten (d.h. signalangepasst) oder zumindest eine Approximation des
Empfangssignals.
• Eine Asymmetrie des Pulses kann aufgrund der unsymmetrischen Korrelati-
onsfunktion zu schlechtem Jitterverhalten im Korrelationsempfa¨nger fu¨hren.
7.3 Performance-Vergleich fu¨r konventionelle und optimale
Pulsform
Bisher wurde stets der durch konvexe Optimierung bestimmte Puls verwendet, wel-
cher eine hohe Effizienz aufweist. Andererseits erfordert die Erzeugung eines sol-
chen Pulses eine erho¨hte Komplexita¨t. Im Folgenden soll untersucht werden, mit
welchem Einbruch der Performance zu rechnen ist, wenn man auf einen konven-
tionellen Puls u¨bergeht. Als konventioneller Puls wird der Gauß-Puls 6. Ordnung
von Abbildung 2.4 verwendet. In beiden Fa¨llen wird die Amplitude des Pulses so
eingestellt, dass nach Addition des maximalen Antennengewinns von 6,397 dBi ein
Grenzwert von -41,3 dBm/MHz erreicht wird. Als konventioneller Puls wird hier-
bei der Puls von Abbildung 2.4 verwendet, welcher eine Effizienz von 43,3 Prozent
aufweist. Aktivierte Effekte sind wiederum FCC-Sendefilter, Kanal, Antennen, FCC-
Empfangsfilter, AWGN Rauschen und LNA bei einer Datenrate von 280 Mbit/s. In-
terferenz ist deaktiviert. Abbildung 7.23 zeigt zuna¨chst das empfangene Eb/N0 u¨ber
der Distanz sowohl fu¨r den Optimalpuls als auch fu¨r den konventionellen Puls. Wei-
terhin ist die Differenz des Eb/N0 eingezeichnet. Es fa¨llt auf, dass die Differenz einen
Wert von ca. 3,5 dB annimmt. Dieser Wert la¨sst sich wie folgt erkla¨ren: Die dem Sen-
defilter zugefu¨hrte Leistung betra¨gt
P = ηPFCC,red (7.5)
wobei η die Effizienz des Pulses ist und PFCC,red die maximal erlaubte Leistung zwi-
schen 3,1 und 10,6 GHz der um 6,397 dB reduzierten FCC-Maske betra¨gt mit





= 0, 127 mW (7.6)
Fu¨hrt man dem Sendefilter im Fall 1 den Optimalpuls mit Effizienz ηopt zu und im
Fall 2 den konventionellen Puls mit Effizienz ηkonv, so betra¨gt das Leistungsverha¨ltnis
∆PdB (in dB) der dem Sendefilter zugefu¨hrten Leistungen
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Abbildung 7.23: Empfangenes Eb/N0 versus Distanz fu¨r Optimalpuls und konven-
tionellen Puls
Die eingesetzten Pulse weisen eine Effizienz von ηopt = 0, 9 und ηkonv = 0, 433 auf.
Hieraus ergibt sich ∆PdB = 3, 18. Auf beide Pulse wirken die gleichen Hardware-
Komponenten und der gleiche Kanal. Im Fall eines idealen Sendefilters, idealer An-
tennen, reiner Freiraumausbreitung und AWGN-Rauschen erga¨be sich ein um 3,18
dB ho¨heres empfangenesEb/N0. Aufgrund der Nicht-Idealita¨ten der genannten Kom-
ponenten wird in der Systemsimulation der angesprochene Wert von ca. 3,5 dB er-
reicht. Fu¨r jede Distanz wird die Bitfehlerrate ermittelt. Zuna¨chst zeigt Abbildung
7.24 die Bitfehlerrate u¨ber dem Eb/N0 fu¨r die beiden Pulsformen sowie eine appro-
ximierte Kurve aller Werte. In der Abbildung bedeutet H11,opt, dass die Distanz des
Kanals 11 von Abbildung 5.19 betrachtet wird und der optimale Puls gesendet wird.
H11,konv entspricht dem gleichen Kanal bei Verwendung der konventionellen Puls-
form. Die zugeho¨rigen Werte des Eb/N0 weisen aus den oben genannten Gru¨nden
eine Verschiebung von ca. 3,5 dB auf. Dies gilt auch fu¨r die anderen Distanzen. Bei-
de Pulsformen leuchten die gleiche Kurve aus. Abbildung 7.25 zeigt die Bitfehlerrate
u¨ber der Distanz fu¨r die beiden Pulsformen. Wie erwartet ist die Bitfehlerrate des Op-
timalpulses besser als die des konventionellen Pulses. Die Verbesserung der Bitfeh-
lerrate ist bei kleinen Distanzen (d.h. großem Eb/N0) besonders ausgepra¨gt, da hier
der Gradient der BER versus Eb/N0 Kurve besonders steil ist (’Wasserfall-Kurve’).
7.4 Performance-Vergleich fu¨r europa¨ische und FCC Regulierung
Es wird nun untersucht, wie sich die Performance unterscheidet, wenn im Fall 1
das Filter fu¨r die FCC-Regulierung verwendet wird und im Fall 2 das Filter fu¨r die
europa¨ische Regulierung. Als Datenrate wird 280 Mbit/s gewa¨hlt bei einem PPM-
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Abbildung 7.24: Bitfehlerrate versus Eb/N0 fu¨r Optimalpuls und konventionellen
Puls













Abbildung 7.25: Bitfehlerrate versus Distanz fu¨r Optimalpuls und konventionellen
Puls
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Offset von 72 Zeitschritten T0. AWGN Sto¨rungen werden allein durch thermisches
Rauschen bei 300K einbezogen. Sonstige Interferenz ist deaktiviert. Exemplarisch
wird eine Distanz von 3,57 m betrachtet, um Systemeffekte zu verdeutlichen. Die
Simulation ergibt, dass bei Einsatz des ECC-Filters eine Verschlechterung des emp-
fangenenEb/N0 von 12,29 dB gegenu¨ber dem Einsatz eines FCC-Filters erreicht wird.
Dieser Wert soll im Folgenden erla¨utert werden: Das ECC-Filter weist eine kleinere
Bandbreite und einen etwas ho¨heren Insertion Loss als das FCC-Filter auf, weshalb
der Sendeantenne weniger Leistung zugefu¨hrt wird. Das logarithmische Leistungs-
verha¨ltnis der Sendeleistungen fu¨r FCC- und ECC-Maske ∆Pt,dB (in dB) wird defi-
niert als









Setzt man die gemessene Transmission S21(f) der Filter von Abbildung 5.4 bzw. 5.11
in Gleichung 7.8 ein, ergibt sich dabei ein Wert von ∆Pt,dB = 7, 12 (entspricht Fak-
tor 5,16). Da der Unterschied im Eb/N0 jedoch 12,29 dB betra¨gt und nicht nur 7,12
dB, mu¨ssen die fehlenden 5,17 dB durch den Kanal inkl. Antenneneinfluss hervor-
gerufen werden. Genauer gesagt muss sich die mittlere Da¨mpfung von Kanal inkl.
Antenneneinfluss bei Verwendung des FCC-Filter bzw. des ECC-Filters um 5,17 dB
unterscheiden. Dies wird im Folgenden gezeigt: Als Durchlassbereich der Filter wer-
den die -5 dB Punkte der Transmission herangezogen, sodass sich fu¨r das FCC-Filter
ein Durchlassbereich von 3.3 GHz bis 9.4 GHz (’FCC-Bereich’) ergibt und fu¨r die
ECC-Maske ein Bereich von 6.3 GHz bis 8.0 GHz (’ECC-Bereich’). Fu¨r diese beiden
Frequenzbereiche wird nun das Verhalten von Kanal inkl. Antennen untersucht. Zu
zeigen ist, dass sich die mittlere Da¨mpfung von Ray Tracing Kanal inkl. Sende- und
Empfangsantenne fu¨r die beiden Durchlassbereiche um 5,17 dB unterscheidet. Von
Interesse ist dabei zusa¨tzlich die Frage, ob maßgeblich die Antenne oder der Kanal
zu einem Unterschied von 5,17 dB fu¨hrt.
• Fall 1: Zuna¨chst wird der einfachste Fall betrachtet, na¨mlich eine Freiraumaus-
breitung ohne Antenneneinfluss. Die frequenzabha¨ngige Da¨mpfung bei Frei-
raumausbreitung wird durch die Friis-Formel beschrieben. Hierbei zeigt sich,
dass die mittlere Da¨mpfung im ECC-Bereich um 0,85 dB ho¨her ist als im FCC-
Bereich.
• Fall 2: Im zweiten Schritt wird eine Freiraumausbreitung inkl. Antennenein-
fluss betrachtet. Da sich Sender und Empfa¨nger auf gleicher Ho¨he befinden, ist
das frequenzabha¨ngige Verhalten der Antenne bei einer Elevation von 90◦ re-
levant, welches durch Abbildung 5.18 beschrieben wird. Im ECC-Bereich weist
der Gewinn einen tiefen Einbruch auf. Man berechnet, dass der mittlere Ge-
winn im ECC-Bereich um 1,83 dBi kleiner ist als im FCC-Bereich. Da Sende-
und Empfangsantenne identisch sind, muss man diesen Verlust doppelt za¨hlen,
d.h. es ergibt sich ein Unterschied der mittleren Da¨mpfung durch die Antennen
von 3,66 dB. Hinzu kommt noch der Freiraumkanal, welcher alleine genommen
einen Beitrag von 0,85 dB ergab. Allerdings darf man die mittleren Verluste von
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3,66 und 0,85 nicht addieren, um den mittleren Verlust des kombinierten Ein-
flusses zu erhalten. Stattdessen wertet man Abbildung 5.20 aus und bestimmt
die mittlere Da¨mpfung fu¨r den FCC-Bereich und den ECC-Bereich. Fu¨r den
ECC-Bereich ergibt sich eine um 5,56 dB ho¨here Da¨mpfung.
• Fall 3: Zuletzt wird der Ray Tracing Kanal inkl. Antenneneinfluss untersucht.
Hierzu wertet man Abbildung 5.22 aus und findet durch Rechnung, dass die
mittlere Da¨mpfung im ECC-Bereich um 5,17 dB ho¨her ist als im FCC-Bereich.
Genau dies sollte gezeigt werden.
Insgeamt la¨sst sich schlussfolgern:
• Da das Eb/N0 eine von der Bandbreite unabha¨ngige Gro¨ße ist, wird die Ver-
schlechterung des empfangenen Eb/N0 direkt durch die Verschlechterung der
Bitenergie Eb und damit durch die Verschlechterung der empfangenenen Si-
gnalleistung bestimmt. Die Verschlechterung der empfangenen Signalleistung
entspricht daher der Verschlechterung des Eb/N0.
• Je kleiner die Bandbreite und je gro¨ßer der Insertion Loss eines Filters ist, de-
sto geringer ist die der Sendeantenne zugefu¨hrte Leistung. Diese Verringerung
entspricht nur unter idealisierten Voraussetzungen direkt der Reduktion des
empfangenen Eb/N0. Dies trifft nur dann zu, wenn die Pulsform ein glattes
Spektrum besitzt und die Frequenzselektivita¨t der Antennen sowie der Kanal-
einfluss vernachla¨ssigt wird. Ansonsten kann ein zusa¨tzlicher Da¨mpfungsterm
auftreten.
• Der oben angesprochene zusa¨tzliche Da¨mpfungsterm von 5,17 dB im Eb/N0 er-
gibt sich aus der Tatsache, dass im ECC-Bereich eine um 5,17 dB gro¨ßere mittle-
re Da¨mpfung von Kanal inkl. Antenneneinfluss im Vergleich zum FCC-Bereich
auftritt.
• Der gro¨sste Teil des zusa¨tzlichen Da¨mpfungsterms wird durch das frequenzse-
lektive Verhalten der Antenne in Line of Sight Richtung (90◦ Elevation) verur-
sacht, da die verwendete Monocone Antenne im ECC-Bereich einen kleineren
mittleren Gewinn als im FCC-Bereich aufweist.
Im Folgenden soll nun die Bitfehlerrate u¨ber der Distanz aufgetragen werden fu¨r die
beiden Fa¨lle, dass sender- und empfa¨ngerseitig das FCC bzw. das ECC-Filter einge-
setzt wird (weitere aktivierte Effekte vgl. oben). Zuna¨chst werden einige Voru¨berle-
gungen angestellt:
Aufgrund des großen Verlustes an Eb/N0 beim U¨bergang vom FCC- auf das ECC-
Filter, welcher bei 3,57 m Distanz z.B. 12,29 dB betra¨gt, ist beim ECC-Filter mit einer
erheblich schlechteren Bitfehlerrate zu rechnen. Zur Veranschaulichung der Distanz-
abha¨ngigkeit werden die 9 Distanzen zwischen Sender und Empfa¨nger von Abbil-
dung 5.19 verwendet. Hierbei handelt es sich um Distanzen, bei denen sich Sender
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und Empfa¨nger in gleicher Ho¨he befinden, d.h. der Antenneneinfluss ist aufgrund
des konstanten Elevationswinkels fu¨r alle Distanzen vergleichbar. Da fu¨r alle Kana¨le
starke Sichtverbindung herrscht, ist auch das Kanalverhalten vergleichbar. Insgesamt
mu¨sste sich damit fu¨r alle betrachteten Distanzen eine der Abbildung 5.22 vergleich-
bare Transmissionscharakteristik von Kanal inkl. Antenneneffekte ergeben, welche
dann zu vergleichbarem Verlust an Eb/N0 beim U¨bergang vom FCC- auf das ECC-
Filter fu¨hrt. Um dies zu verifizieren, wird fu¨r beide Filter das empfangene Eb/N0
u¨ber der Distanz untersucht. Abbildung 7.26 zeigt das empfangene Eb/N0 versus



















Abbildung 7.26: Empfangenes Eb/N0 versus Distanz bei Verwendung des FCC- bzw.
des ECC-Filters sowie Differenzkurve
Distanz bei Verwendung des FCC- bzw. des ECC-Filters sowie die Differenzkurve.
Diese stellt die Verschlechterung des Eb/N0 beim U¨bergang auf das ECC-Filter dar.
Wie man erkennt, nimmt die Differenzkurve den oben angesprochenen Wert von
12,3 dB beim Kanal 32 (Distanz 3,57 m) an. Auch fu¨r die anderen Distanzen werden
vergleichbare Werte im Bereich von ca. 12 dB angenommen. Somit besta¨tigt sich die
U¨berlegung, dass das Kanalverhalten inkl. Antenneneffekte fu¨r alle 9 Kana¨le a¨hn-
lich ist und es daher zu vergleichbarem Verlust an Eb/N0 kommt. Die Bitfehlerrate
u¨ber der Distanz bei Einsatz des FCC- bzw. des ECC-Filters und Verwendung eines
Optimalpulses ist in Abbildung 7.27 dargestellt. Die Kurve des FCC-Filters bei Ver-
wendung des Optimalpulses wurde bereits in Abbildung 7.25 gezeigt und ist daher
mit dieser identisch. Bei Einsatz des ECC-Filters werden jedoch aufgrund des deut-
lichen Verlustes von Eb/N0 wesentlich schlechtere Bitfehlerraten erreicht. Mo¨glich-
keiten zur Steigerung des Eb/N0 liegen in der Auswahl einer Antenne mit kleinerem
Gewinn, um die erforderliche Absenkung der FCC-Maske gering zu halten. Weiter-
hin kann durch Verkippen der Antennen eine deutliche Steigerung der Performance
erreicht werden, was im na¨chsten Abschnitt na¨her erla¨utert wird. Bei Verwendung
des FCC-Filters ergibt sich bereits im Nahbereich ohne weitere Maßnahmen eine sehr
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Abbildung 7.27: Bitfehlerrate versus Distanz bei Verwendung des FCC- bzw. des
ECC-Filters
gute Bitfehlerrate: Fu¨r Distanzen kleiner als 5,5 m liegt die Bitfehlerrate bereits un-
ter 10−4. Fu¨r Distanzen gro¨ßer als 7 m wird die Bitfehlerrate hingegen schlechter als
10−2. Weitere Untersuchungen zur Performance von ECC und FCC Filtern sind in
[TZP+09] zu finden.
7.5 Einfluss der Sende- und Empfangsho¨he sowie von
Verkippung
Eine weitere U¨berlegung betrifft die Frage, wie sich das System verha¨lt, wenn die
Sende- und Empfangsantenne im Gegensatz zu den Kana¨len von Abbildung 5.19
unterschiedliche Ho¨he aufweisen. Ohne Beschra¨nkung der Allgemeinheit sei ange-
nommen, dass sich der Sender oberhalb des Empfa¨ngers befindet mit einer Ho¨hen-
differenz ∆h bei einem Abstand von d. Der Sender sieht dann den Empfa¨nger unter
dem Elevationswinkel 90◦ + θ0 (Definition von θ vgl. Abbildung 5.16), wa¨hrend der
Empfa¨nger den Sender unter 90◦ − θ0 sieht, wobei gilt:
θ0 = 90
◦ − arctan d
∆h
(7.9)
Je kleiner der Abstand d ist und je gro¨ßer der Ho¨henunterschied ∆h, desto gro¨ßer
wird θ0 mit 0◦ ≤ θ0 ≤ 90◦. Der Antennengewinn vom Sender in Richtung Empfa¨nger
(Elevationswinkel 90◦ + θ0) sinkt bei der Monocone-Antenne gema¨ß Abbildung 5.16
gegenu¨ber dem Fall gleicher Ho¨he (θ = 90◦) ab, wa¨hrend der Antennengewinn vom
Empfa¨nger in Richtung Sender (Elevationswinkel 90◦ − θ0) steigt. Beide Effekte wir-
ken somit gegeneinander.
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Eine deutliche Steigerung des Eb/N0 kann in LOS-Szenarien z.B. erreicht werden,
wenn die Antennen so zueinander ausgerichtet, d.h. gekippt werden, dass die Haupt-
keulen aufeinander zeigen. Bei gleicher Ho¨he ohne ideale Verkippung betra¨gt der
Antennengewinn der Monocone-Antenne gro¨ßenordnungsma¨ßig -4 dBi; im Fall ei-
ner idealen Verkippung liegt der Gewinn bereits bei ca. 6 dBi, d.h. es lassen sich pro
Antenne 10 dB mehr Gewinn in Richtung des LOS-Pfades erreichen, d.h. insgesamt
verbessert sich das Eb/N0 um 20 dB. Dies fu¨hrt zu erheblich besseren Bitfehlerraten.
Insgesamt sind die dargelegten U¨berlegungen auf die jeweils eingesetzten Antennen
anzuwenden.
Zur Steigerung desEb/N0 sollte die Hauptkeule der Antennen allgemein in Richtung
des sta¨rksten U¨bertragungsweges zeigen; in einem NLOS-Szenario kann dies z.B. ein
bodenreflektierter Pfad sein.
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Nach der Optimierung von Pulsform und Modulation, dem kompletten Hardware-
-Systementwurf, der Modellierung des Systems auf Softwareebene und der Analyse
von Systemeffekten bei Variation verschiedenster Systemparameter werden im vor-
liegenden Kapitel erste Ergebnisse zum Einfluss diverser Empfa¨ngerarchitekturen
bei Einsatz verschiedener Modulationsarten vorgestellt. Hierbei werden die in Kapi-
tel 6 vorgestellten Empfa¨nger und exemplarisch eine Distanz von 3,57 m betrachtet.
Die untersuchten Modulationsarten umfassen Pulse Position Modulation und Ortho-
gonal Pulse Modulation. Die betrachtete Datenrate ist bei PPM stets 280 Mbit/s. Fu¨r
orthogonale Modulation werden folgende Datenraten betrachtet:
• 2-OPM: 140 Mbit/s
• 4-OPM: 2 · 140 Mbit/s = 280 Mbit/s
• 8-OPM: 3 · 140 Mbit/s = 420 Mbit/s
• 16-OPM: 4 · 140 Mbit/s = 560 Mbit/s
Fu¨r PPM wird die durch konvexe Optimierung bestimmte Pulsform verwendet und
ein PPM-Offset von 72 ·T0 verwendet mit T0 = 17, 86 ps. Fu¨r die folgenden Ergeb-
nisse gilt stets ideale Synchronisierung und Abwesenheit von Jitter. Bei orthogonaler
Pulsmodulation werden die in Abschnitt 3.4 erzeugten Pulse verwendet.
8.1 Demodulation bei PPM Modulation
8.1.1 Koha¨renter Empfa¨nger
Der koha¨rente Empfa¨nger wurde bereits ausfu¨hrlich im vorherigen Kapitel unter-
sucht. Das Verhalten bei 280 Mbit/s zusammen mit der Theoriekurve ist Abbildung
7.19 zu entnehmen.
8.1.2 Inkoha¨renter Empfa¨nger
Abbildung 8.1 zeigt die Bitfehlerrate u¨ber dem Eb/N0 bei nicht-idealer inkoha¨ren-
ter Detektion und PPM-Modulation, wobei die Nicht-Idealita¨ten des Systemmodells
beru¨cksichtigt sind und die MAX-Methode zur Detektion herangezogen wird. Die
Performance ist dabei von der Anzahl der Integratoren abha¨ngig. Zum Vergleich
ist in der Abbildung außerdem die in einem AWGN-Kanal (vereinfachtes System-
modell) theoretisch erreichbare Bitfehlerrate fu¨r den Fall inkoha¨renter Detektion bei
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PPM-Modulation gezeigt, d.h. der Einfluss nicht-idealer Hardware ist vernachla¨ssigt.






















In der durchgefu¨hrten Systemsimulation wird mit einem PPM-Offset TPPM gearbei-
tet, der gro¨ßer als die Pulsdauer ist, d.h. die Pulsformen fu¨r Bit ’0’ bzw. ’1’ u¨berlappen
sich nicht und sind orthogonal. Folglich ist das Produkt im Za¨hler von Gleichung 8.2
Null, woraus sich ρ = 0 ergibt. Gleichung 8.1 vereinfacht sich damit zu





Der Zusammenhang von Gleichung 8.3 ist in Abbildung 8.1 als Theoriekurve ein-
gezeichnet. Man sieht, dass sich die Performance mit zunehmender Anzahl an Inte-












PPM inkoh. MAX, 15 Integr.
PPM inkoh. MAX, 20 Integr.
PPM inkoh. MAX, 25 Integr.
PPM inkoh. MAX, 30 Integr.
PPM inkoh. MAX, 35 Integr.
PPM inkoh. MAX, 40 Integr.
Theor. PPM inkoh. 
Abbildung 8.1: BER-Eb/N0 bei variabler Anzahl der Integratoren
gratoren zuna¨chst verbessert und dann wieder verschlechtert, wobei das Optimum
bei 25 Integratoren liegt. Die anfa¨ngliche Verbesserung der Performance la¨sst sich
142
8.1 Demodulation bei PPM Modulation
dadurch erkla¨ren, dass die zeitliche Zuordnung der maximalen Energie immer ge-
nauer durchgefu¨hrt werden kann. Ist die Anzahl der Integratoren jedoch zu hoch,
treten mehrere Zeitschlitze mit vergleichbarer Energie auf. Die Wahrscheinlichkeit
einer fehlerfreien Detektion sinkt wieder und fu¨hrt zu einer Erho¨hung der Bitfeh-
lerrate. Wie bereits erwa¨hnt wird die beste Performance bei 25 Integratoren erreicht,
d.h. die Integrationszeit eines Integrators betra¨gt T/25, wobei T die Pulswiederhol-
zeit ist. Der 25. Integrator integriert damit bis zum Ende der Pulswiederholzeit. Um
die Komplexita¨t zu reduzieren, ist es prinzipiell denkbar, zwar die Integrationszeit
beizubehalten, aber die Anzahl der Integratoren zu verringern. Der letzte Integrator
sollte jedoch mindestens noch den Zeitpunkt von Pulsdauer plus PPM-Offset erfas-
sen.
Im Folgenden wird jedoch stets von der inkoha¨renten Detektion gema¨ß Abbildung
6.3 ausgegangen und der durch konvexe Optimierung bestimmte Optimalpuls ver-
wendet. Vergleicht man das in Abbildung 8.1 gezeigte Verhalten der optimierten in-
koha¨renten PPM-Detektion (25 Integratoren) mit der eingezeichneten Theoriekurve,
ergibt sich, wie bereits angesprochen, eine Verschlechterung der Kurve von ca. 5,4 dB.
Die Ergebnisse von Abbildung 8.1 lassen sich auch in Form von Abbildung 8.2 dar-
stellen. Bei 25 Integratoren ergibt sich in jeder Kurve die minimale Bitfehlerrate, d.h.


















Abbildung 8.2: Einfluss der Integratoranzahl auf die Bitfehlerrate bei konstantem
Eb/N0
die beste Performance. Wenn man in Abbildung 8.2 z.B. die Kurve mitEb/N0 = 16, 75
dB betrachtet, welche eine Region mit hohem Eb/N0 beschreibt, sieht man deutlich
die Verbesserung der Bitfehlerrate mit steigender Anzahl an Integratoren. Fu¨r klei-
ne Werte von Eb/N0 ergibt sich hingegen kein bemerkenswerter Effekt. Eine zu hohe
Anzahl von Integratoren verschlechtert hingegen wieder die Performance. Je gro¨ßer
na¨mlich die Anzahl der Integratoren wird, d.h. je kleiner die Breite des Zeitschlitzes,
desto schwieriger wird es, zwischen Signalenergie und Rauschen zu unterscheiden.
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Folglich ist die Anzahl der Integratoren eine Gro¨ße, mit der die Performance opti-
miert werden kann. Da die Performance bei der MAX-Methode insgesamt von der
zeitlichen Verteilung der Energie abha¨ngt, ist sie damit auch direkt von der verwen-
deten Pulsform abha¨ngig.
8.1.3 Vergleich koha¨rente und inkoha¨rente Detektion
Von Interesse ist, wie sich die Performance von koha¨renter und inkoha¨renter De-
tektion unterscheidet. Die Ergebnisse in Abbildung 8.3 zeigen, dass die Kurve der















Abbildung 8.3: Performance von koha¨renten und inkoha¨renten Empfa¨nger bei PPM
Modulation
koha¨renten Detektion eine Verschlechterung von ca. 3,15 dB im Vergleich zur Theo-
riekurve aufweist. Fu¨r inkoha¨rente Detektion ergibt sich eine Verschlechterung von
ca. 5,4 dB gegenu¨ber der zugeho¨rigen Theoriekurve. Beide Theoriekurven beschrei-
ben dabei reine AWGN-Kana¨le. Weiterhin fa¨llt auf, dass die Performance von koha¨ren-
ter Detektion stets besser ist als die der inkoha¨renten Detektion. Dies deckt sich mit
der Theorie fu¨r reine AWGN-Kana¨le. Zuletzt beobachtet man sowohl in der AWGN-
Theorie, als auch in der Simulation mit nicht-idealen Komponenten ein jeweiliges
Anna¨hern der Performance von koha¨renter und inkoha¨renter Detektion fu¨r großes
Eb/N0.
8.2 Demodulation mit hocheffizienten Orthogonalpulsen (OPM)
Bisher fu¨hrten sehr hohe Datenraten (z.B. 500 Mbit/s) zu starken Intersymbolinter-
ferenzen und zu einem Sa¨ttigungsverhalten der Bitfehlerrate, da eine sehr kleine
Pulswiederholzeit gewa¨hlt werden musste, die kleiner als der channel delay spread
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war. Mit orthogonaler Pulsmodulation (OPM) hat man die Mo¨glichkeit, die Daten-
rate zu erho¨hen, ohne die Pulswiederholzeit zu verkleinern. Hierdurch erhofft man
sich, auch fu¨r hohe Datenraten eine akzeptable Bitfehlerrate zu erreichen.
Ziel ist, die Performance von verschiedenstufiger orthogonaler Modulation im Sin-
ne von Bitfehlerrate versus Eb/N0 zu erfassen. Hierfu¨r werden die Modulationen
2-OPM, 4-OPM, 8-OPM und 16-OPM untersucht, d.h. die Datenrate verdoppelt sich
mit jeder ho¨heren Modulationsstufe. Die Pulswiederholzeit wird auf 2 · 200 ·T0=7,14
ns festgelegt, wobei die verwendeten Orthogonalpulse von Abschnitt 3.4 jeweils nur
Anteile von t = 0 bis t = 2, 5 ns aufweisen. Die Differenz zu 7,14 ns wird als Schutz
vor Intersymbolinterferenz eingeplant.
Bevor die Performance unter Beru¨cksichtigung der nicht-idealen Systemkomponen-
ten pra¨sentiert wird, sei zuna¨chst das Verhalten bei einem vereinfachten AWGN-Sy-












































wobei Ts die Symboldauer ist. Um verschiedenstufige OPM-Modulationen bei der










[MSW95] zeigt, dass sich die Bitfehlerrate bei OPM-Modulation in Abha¨ngigkeit der
Symbolfehlerrate wie folgt berechnet:
BER =
2log2Northo−1
2Northo − 1 ·SER (8.9)
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wobei SER bereits durch Gleichung 8.4 gegeben ist. Es ist also mo¨glich, BER in
Abha¨ngigkeit vonEb/N0 zu berechnen. Eine Obergrenze der Symbolfehlerrate SERmax
bei OPM-Modulation ergibt sich laut [MSW95] zu






Einsetzen der Zusammenha¨nge 8.10 und 8.8 in Gleichung 8.9 ergibt schließlich die










Fu¨r Northo = 8 ergibt sich z.B. mit Gleichung 8.11 die Theoriekurve einer 8-OPM
Modulation, welche die Obergrenze der Bitfehlerrate darstellt. Nachdem die OPM-
















Abbildung 8.4: Performance-Vergleich von 2-PPM und 4-OPM (Datenrate jeweils 280
Mbit/s)
Modulation fu¨r AWGN-Kana¨le betrachtet wurde, wird nun eine Systemsimulation
inkl. nicht-idealer Hardware und Kanal durchgefu¨hrt. Zuna¨chst zeigt Abbildung 8.4
einen Vergleich der Performance zwischen koha¨renter (2-) PPM (’PPM koh.’) und
4-OPM unter Beru¨cksichtigung nicht-idealer Komponenten, jeweils bei 280 Mbit/s.
Gleichzeitig sind die zugeho¨rigen Theoriekurven fu¨r den Fall vereinfachter AWGN-
Kana¨le eingezeichnet. In der Theorie mit reinem AWGN-Kanal schneidet 4-OPM
besser ab als PPM; in der Simulation mit nicht-idealen Effekten zeigt sich jedoch,
dass die Performance von 4-OPM schlechter als die von 2-PPM ist, was sich auf
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die Sto¨rung der Orthogonalita¨t zuru¨ckfu¨hren la¨sst. Die Frage ist, ob man durch eine
ho¨herstufige OPM-Modulation Verbesserungen gegenu¨ber 2-PPM erzielen kann. Die
Ergebnisse einer solchen Untersuchung sind in Abbildung 8.5 dargestellt. Innerhalb




















Abbildung 8.5: Performance verschiedenstufiger orthogonaler Modulation (variable
Datenrate)
der 2,5 ns wird nun eine Modulation mit 2, 4, 8 bzw. 16 Orthogonalpulsen durch-
gefu¨hrt und jeweils die Bitfehlerrate u¨ber dem Eb/N0 aufgetragen. In der Abbildung
ist das Verhalten dieser Modulationen bei Pra¨senz nicht-idealer Effekte zu sehen so-
wie die zugeho¨rigen Theoriekurven fu¨r vereinfachte AWGN-Kana¨le. Alle Kurven,
welche durch Systemsimulation mit nicht-idealen Komponenten erhalten wurden,
weisen dabei einen spezifischen Implementierungsverlust gegenu¨ber den zugeho¨ri-
gen AWGN-Theoriekurven auf. Die Abbildung zeigt weiterhin, dass bei einem idea-
len AWGN-Kanal ein ho¨herstufiges orthogonales Modulationsverfahren stets eine
Verbesserung der Performance bewirkt. Beru¨cksichtigt man sa¨mtliche Nicht-Ideali-
ta¨ten des Systemmodells, ergibt sich zuna¨chst der gleiche prinzipielle Effekt: Der
U¨bergang von 2-OPM auf 4-OPM verbessert die Performance. Der U¨bergang von 4-
OPM auf 8-OPM bewirkt eine weitere Verbesserung. Geht man hingegen zu 16-OPM
u¨ber, tritt eine Verschlechterung ein. Dies ist ein a¨ußerst interessanter Effekt: Bei 16
mo¨glichen Pulsformen innerhalb von 2,5 ns ist die Sto¨rung der Orthogonalita¨t in-
folge der Nichtidealita¨ten so groß, dass keine weitere Verbesserung, sondern sogar
eine Verschlechterung der System-Performance eintritt. Die Untersuchung zeigt so-
mit, dass eine 8-OPM die beste Performance erzielt, d.h. pro Pulsform werden drei
Bits u¨bertragen. Abbildung 8.6 zeigt dabei, dass die Performance von 8-OPM besser
ist als die von (2-)PPM, d.h. es wird ein tatsa¨chlicher Vorteil durch orthogonale Puls-
modulation erreicht.
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Abbildung 8.6: Vergleich der Performance von 8-OPM und PPM
Ingesamt veranschaulichen die hier erzielten Ergebnisse, dass die prinzipiell erwu¨n-
schte Wirkung eines ho¨herstufigen orthogonalen Modulationsverfahrens, na¨mlich
verbesserte Performance, zuna¨chst auch bei Pra¨senz nicht-idealer Systemkomponen-
ten eintritt. Dies ist ein sehr erfreuliches und ermutigendes Ergebnis. Weiterhin zei-
gen die Systemsimulationen, mit welchen Implementierungsverlusten gegenu¨ber ver-
einfachter AWGN-Theorie zu rechnen ist. Zuletzt wird deutlich, wo die Grenzen
ho¨herstufiger OPM-Modulationen bei Pra¨senz nicht-idealer ultrabreitbandiger Kom-
ponenten liegen. Hierbei werden die neuartigen ultraeffizienten Orthogonalpulse
mit minimierter Leistungsschwankung von Kapitel 3.4 eingesetzt. Die hier erzielten
Ergebnisse fu¨hren insgesamt zu wertvollen, neuen Schlussfolgerungen, welche das
Versta¨ndnis orthogonaler Pulsmodulation in nicht-idealen UWB-Systemen wesent-
lich erweitern.
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UWB-Regulierungen beziehen sich auf das EIRP, d.h. auf das abgestrahlte Signal. Ziel
ist, das abgestrahlte Signal mo¨glichst gut an die Maske anzupassen. Bisher wurde die
Pulsform optimal an die Maske angepasst und anschließend eine Absenkung um den
maximalen Antennengewinn vorgenommen, um die Maske in jedem Fall einzuhal-
ten. Nun soll jedoch eine weitere Verbesserung der Effizienz erreicht werden, indem
der frequenzabha¨ngige Einfluss der Sendeantenne kompensiert wird. Die in diesem
Kapitel gezeigten Methoden und Ergebnisse sind in [TPR+09] publiziert.
9.1 Kompensation der Sendeantenne
Der Gewinn der Sendeantenne ist sowohl richtungs- als auch frequenzabha¨ngig.
Selbst wenn die entworfene Pulsform optimal an die Zielmaske der Regulierung (z.B.
FCC-Regulierung) angepasst ist, wu¨rde das abgestrahlte Signal die Regulierung bei
allen Frequenzen und Richtungen verletzen, die mit einem positiven Antennenge-
winn verbunden sind. In [WSZ07] wird eine Methode vorgestellt, welche das Fre-
quenzverhalten der Sendeantenne kompensiert. Hierbei wird die U¨bertragungsfunk-
tion der Sendeantenne in die Zielmaske eingearbeitet und ein Satz aus orthogonalen
Wavelets verwendet, um die zugeho¨rige Pulsform zu bestimmen. Allerdings wird in
[WSZ07] nicht die Richtungsabha¨ngigkeit der Sendeantenne betrachtet.
Um die Einhaltung der Regulierung fu¨r alle Frequenzen und alle Raumrichtungen
zu gewa¨hrleisten, kann der bei Betrachtung aller Frequenzen und aller Raumrich-
tungen gefundene maximale Antennengewinn Gmax bestimmt und anschließend die
Zielmaske um Gmax abgesenkt werden. Dies entspricht einer Reduzierung der Si-
gnalamplitude des zuvor bestimmten Optimalpulses. Da Gmax aber nur fu¨r eine ein-
zige Frequenz-Winkelkombination vorliegt, wird die Regulierung in den meisten
Winkel- und Frequenzbereichen nur ineffizient genutzt. Da in einem Indoor-Szenario
Mehrwegeausbreitung herrscht, setzt sich konsequenterweise das Empfangssignal
aus Beitra¨gen zusammen, die aus einer ineffizienten Nutzung der Regulierung her-
vorgingen.
Dieser Fall wird im Folgenden als unkompensierte U¨bertragung mit einem Opti-
malpuls bezeichnet, da zwar eine optimale Pulsform fu¨r die normierte Zielmaske
vorliegt, der Antenneneinfluss jedoch nicht kompensiert wird, sondern einfach eine
Absenkung der Zielmaske um Gmax zur Einhaltung der Regulierung vorgenommen
wird.
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Als Optimalpuls wird beispielhaft der in Abschnitt 3.2.2 (Frequenz-Abtastungs-Me-
thode) entworfene Puls verwendet, welcher eine Zeitdiskretisierung von 35,714 ps
aufweist. Die Pulswiederholzeit betra¨gt 800 Zeitschritte (≈ 28,57 ns), der PPM-Offset
80 Zeitschritte; es werden 2 Pulse pro Bit angenommen. Hierdurch ergibt sich eine
Datenrate von 17,5 Mbit/s. In Abbildung 9.1 ist die optimale Pulsform im Zeitbe-
reich sowie das zugeho¨rige Leistungsdichtespektrum inkl. FCC-Regulierung zu se-
hen. Das Maximum des Leistungsdichtespektrums liegt hierbei wie erwu¨nscht bei





























Abbildung 9.1: Pulsform im Zeitbereich fu¨r den unkompensierten Fall sowie zu-
geho¨riges Leistungsdichtespektrum
(−41, 3 − 6, 397) = −47, 697 dBm/MHz, wobei Gmax = 6, 397 dBi gilt. Dies ist der
maximal auftretende Gewinn der verwendeten Monocone-Antenne, der gema¨ß Ab-
schnitt 5.5 fu¨r die Kombination von θ = 52◦ und f = 10, 2 GHz auftritt. Weitere akti-
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vierte nicht-ideale Effekte umfassen den Mehrwegekanal, AWGN Rauschen, AWGN-
Interferenz und den LNA gema¨ß Kapitel 5. Die in Abbildung 9.1 gezeigte Pulsform
kann nun dem Systemsimulator u¨bergeben werden, und es wird mo¨glich, die Perfor-
mance im Sinne von Bitfehlerraten u¨ber dem Eb/N0 zu untersuchen.
Als zweiter Fall soll nun eine U¨bertragung mit Kompensation der Sendeantenne be-
trachtet werden, wobei die gleichen nicht-idealen Effekte aktiviert sind. Nicht-ideale
Filter werden wiederum von der Betrachtung ausgeschlossen, da ansonsten sender-
seitig die Gesamtu¨bertragungsfunktion bestehend aus Filter und Antenne kompen-
siert werden mu¨sste, um eine optimale Ausnutzung der Maske zu erreichen. An die-
ser Stelle soll jedoch zur besseren Verdeutlichung nur das frequenzabha¨ngige Ver-
halten der Sendeantenne kompensiert werden, um das Prinzip der Kompensation
zu verdeutlichen. Selbstversta¨ndlich kann man als Zielfunktion auch die Multiplika-
tion von Filter- und Antennenu¨bertragungsfunktion ansetzen. Das Ziel ist also, die
Sendeantenne senderseitig zu kompensieren.
Zur Kompensation wird zuna¨chst das Frequenzverhalten der Sendeantenne ermit-
telt. Hierbei werden fu¨r jede Frequenz alle Winkelkombinationen durchgegangen
und der maximal auftretende Gewinn pro Frequenz notiert. Die Frequenzabha¨ngig-
keit dieser Gewinnfunktion ist die zu kompensierende Funktion und in Abbildung
9.2 als ’Max. Gewinn pro Frequenz’ gekennzeichnet. Wird eine Kompensation dieser
Funktion vorgenommen, ist sichergestellt, dass das von der Antenne abgestrahlte
Signal bei jeder Frequenz und bei allen Winkelkombinationen stets die FCC-Maske
einha¨lt.


















Max. Gewinn pro Frequenz
Gewinn in Hauptstrahlrichtung
Abbildung 9.2: Maximaler Antennengewinn pro Frequenz sowie Gewinnfunktion in
Hauptstrahlrichtung
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Die Abbildung entha¨lt auch eine zweite Kurve: Hierbei wird die Richtung betrach-
tet, bei welcher der u¨ber alle Frequenzen ermittelte maximale Antennengewinn von
6,397 dBi auftritt. Diese Hauptstrahlrichtung liegt, wie bereits oben erwa¨hnt, bei ei-
nem Elevationswinkel von 52◦. Es ist zu erkennen, dass zwar prinzipiell ein sehr a¨hn-
liches Frequenzverhalten wie bei der ’Max. Gewinn pro Frequenz’ Funktion vorliegt,
der Gewinn aber meistens etwas reduziert ist, teilweise um bis zu 1,5 dBi. Wu¨rde
man mit dieser Funktion die Wirkung der Antenne kompensieren, so ha¨tte man den
maximal auftretenden Gewinn der Antenne pro Frequenz unterscha¨tzt und wu¨rde
die FCC-Maske in einigen von der Hauptstrahlrichtung verschiedenen Richtungen
verletzen.
Dieses Beispiel verdeutlicht eindrucksvoll, dass eine Kompensation ultrabreitban-
diger Antennen in Hauptstrahlrichtung im Allgemeinen unzula¨ssig ist bzw. zur Ver-
letzung der Regulierung fu¨hren kann. Stattdessen wird im Folgenden nur noch die
Kompensation auf Basis der ’Max. Gewinn pro Frequenz’ Methode untersucht. Im
Rahmen dieser Arbeit werden zwei Kompensationsmethoden vorgestellt und ausge-
wertet, die im Folgenden na¨her beschrieben werden.
9.1.1 Kompensation durch modifizierte Zielmaske
Die erste Mo¨glichkeit arbeitet die frequenzabha¨ngige Gewinnfunktion in die Ziel-
maske ein, d.h. es wird eine modifizierte Zielmaske aufgestellt, und anschließend
wird die hierfu¨r passende, optimale Pulsform gesucht. Diese Methode wird im Fol-
genden als ’Kompensation durch modifizierte Zielmaske’ bezeichnet. Das Leistungs-
dichtespektrum des durch Direkte Maximierung des NESP (vgl. Abschnitt 3.2.3) ge-
fundenen Pulses zur modifizierten Zielmaske sieht man in Abbildung 9.3. Es ist zu
erkennen, dass die modifizierte Zielmaske nicht vollsta¨ndig approximiert wird. Al-
lerdings liegt das Leistungsdichtespektrum ho¨her als bei Absenkung um Gmax, d.h.
es wird eine gro¨ßere Sendeleistung abgestrahlt und damit ein besseres Eb/N0 erzielt.
9.1.2 Kompensation durch inverse Gewinnfunktion
Bei der zweiten Mo¨glichkeit wird die Zielmaske nicht vera¨ndert, sondern eine opti-
male Pulsform bezu¨glich der unvera¨nderten Zielmaske genommen und mit der in-
versen ’Maximaler Gewinn pro Frequenz Funktion’ multipliziert. Dies bewirkt wie-
derum, dass das Spektrum nicht grundsa¨tzlich umGmax abgesenkt wird, sondern um
einen Wert kleiner gleich Gmax. Gegenu¨ber dem unkompensierten Fall wird der An-
tenne mehr Leistung zugefu¨hrt, d.h. auch mehr Leistung abgestrahlt und somit das
Eb/N0 verbessert, ohne dass die Maske in irgendeiner Richtung verletzt wird. Diese
Methode wird im Folgenden als ’Kompensation durch inverse Gewinnfunktion’ be-
zeichnet.
Als Optimalpuls wird der durch die Frequenzabtastungs-Methode bestimmte Puls
genommen, wobei die Amplitude so gewa¨hlt ist, dass der FCC-Grenzwert von -41,3
dBm/MHz erreicht wird.
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Abbildung 9.3: Pulsform und Leistungsdichte des erzeugten Pulses bei Verwendung
der modifizierten Zielmaske
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9.1.3 Vergleich der Performance
Bisher wurden drei Pulsformen gezeigt, welche der Sendeantenne zugefu¨hrt werden
ko¨nnen:
• Fall 1: Optimalpuls bzgl. der um den maximalen Antennengewinn abgesenkten
FCC-Maske
• Fall 2: Optimalpuls bzgl. einer modifizierten Zielmaske
• Fall 3: Optimalpuls bzgl. FCC-Maske und Multiplikation mit inverser ’Maxi-
maler Gewinn pro Frequenz Funktion’
Es soll nun untersucht werden, welche der drei Methoden zum gro¨ßten empfange-
nenEb/N0 fu¨hrt. Hierzu werden folgende Betrachtungen angestellt: Obige Pulse sind
noch nicht die abgestrahlten, sondern lediglich die der Antenne zugefu¨hrten Pulse.
Bei Nm ausbreitungsfa¨higen U¨bertragungswegen und damit U¨bertragungsrichtun-
gen gewichtet die Sendeantenne das Spektrum des Pulses mit den zugeho¨rigen Nm
frequenz- und winkelabha¨ngigen Gewinnfunktionen der Antenne. Bei einem star-
ken Line of Sight Kanal darf man davon ausgehen, dass die Line of Sight Richtung
einen wesentlichen Beitrag zum Empfangssignal liefert. Im vorliegenden Fall wer-
den Szenarien betrachtet, in welchen sich Sender und Empfa¨nger auf gleicher Ho¨he
befinden, d.h. der Line of Sight Pfad liegt bei einem Elevationswinkel von 90◦ vor.
Der Antennengewinn fu¨r diesen Elevationswinkel wurde bereits in Abbildung 5.18
dargestellt. In dieser Richtung ist der Antennengewinn in dBi negativ.



















nach Sendeantenne (90° Elevation)
FCC Regulierung
Abbildung 9.4: Unkompensierter Fall: Leistungsdichtespektrum des Pulses vor der
Antenne, max. nach der Antenne und in LOS Richtung (90◦ Elevati-
on) nach der Antenne
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Abbildung 9.4 zeigt das Spektrum des Pulses fu¨r den unkompensierten Fall vor der
Sendeantenne sowie nach der Sendeantenne fu¨r zwei Fa¨lle: bei Multiplikation mit
der max. Gewinn pro Frequenz Funktion und bei Multiplikation mit der Gewinn-
funktion in Richtung der Line of Sight Richtung von 90◦. Wie man sieht, wird in
keinem Fall die Maske u¨berschritten. Der Grenzwert von -41,3 dBm/MHZ wird bei
10,2 GHz nicht ga¨nzlich erreicht, da der Optimalpuls bei dieser Frequenz aufgrund
der endlichen Filtersteilheit des FIR-Filters bereits abfa¨llt. Abbildung 9.5 verdeutlicht



















nach Sendeantenne (90° Elevation)
FCC Grenzwert
Abbildung 9.5: Kompensierter Fall (Inverse Gewinn Methode): Leistungsdichtespek-
trum des Pulses vor der Antenne, max. nach der Antenne und in LOS
Richtung (90◦ Elevation) nach der Antenne
die Verha¨ltnisse bei Kompensation gema¨ß der Inversen Gewinn Methode. Auch hier
wird die Maske nie verletzt. Es fa¨llt auf, dass die Leistungsdichte nach der Anten-
ne im Mittel ho¨her ist als bei der unkompensierten U¨bertragung von Abbildung 9.4,
und zwar sowohl bei der Betrachtung der Richtung θ = 90◦ als auch bei Betrachtung
der Kurve ’max. nach Sendeantenne’. Die erzielte Verbesserung im Leistungsdichte-
spektrum betra¨gt im Vergleich zu Abbildung 9.4 bei einzelnen Frequenzen bis zu 6
dB. Eine Kompensation mittels der Inversen Gewinn Methode bringt also mehr Sen-
deleistung und damit ein besseres Eb/N0.
Bei einem realen Szenario wird nicht nur die Line of Sight Richtung betrachtet, son-
dern es mu¨ssen alle Raumrichtungen beru¨cksichtigt werden, in welchen Ausbrei-
tungspfade auftreten. Es kann durchaus der Fall eintreten, dass ein Mehrwegepfad in
Richtung der Hauptkeule mehr Leistung transportiert als ein Line of Sight Pfad, wel-
cher mit einem nur kleinen Antennengewinn gewichtet wird. Der Gesamtgewinn an
Eb/N0 kann daher nicht unmittelbar der Abbildung 9.4 und 9.5 entnommen werden.
Er ha¨ngt von der Verteilung der Pfadrichtungen ab. Fu¨r den Fall, dass sich Sender
und Empfa¨nger in gleicher Ho¨he und bei einem Abstand von 3,57 m befinden, wird
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bespielhaft eine Systemsimulation durchgefu¨hrt, um den Gewinn an Eb/N0 in die-
sem Szenario zu bestimmen. Hierbei zeigt sich eine Verbesserung des Eb/N0 durch
die Kompensation von 3,651 dB.
Nun soll auch die Kompensation durch Wahl einer modifizierten Zielmaske betrach-
tet werden. Abbildung 9.6 zeigt u.a. die modifizierte FCC-Zielmaske, den hierzu
durch direkte Maximierung des NESP gefundenen Puls (’vor Sendeantenne’), die
Gewichtung mit der ’Max Gewinn pro Frequenz’ Funktion (’max. nach Sendeanten-
ne’) sowie die Gewichtung in einer Elevationsrichtung von 90◦ (’nach Sendeanten-
ne (90◦ Elevation)’). Beispielhaft wird nun das Verhalten nach der Sendeantenne bei



















nach Sendeantenne (90° Elevation)
modifizierte FCC−Maske
Abbildung 9.6: Kompensierter Fall (modifizierte Zielmaske): Leistungsdichtespek-
trum des Pulses vor der Antenne, max. nach der Antenne und in LOS
Richtung (90◦ Elevation) nach der Antenne
einer Elevation von 90◦ betrachtet und mit dem entsprechenden Verhalten von Ab-
bildung 9.4 und 9.5 verglichen. Bei Verwendung der modifizierten Zielmaske erha¨lt
man eine maximale Leistungsdichte von ca. -46 dBm/MHz, was in einem a¨hnlichen
Bereich liegt wie der korrespondierende Maximalwert bei Kompensation mit inver-
sem Gewinn. Ohne Kompensation werden nur -49 dBm/MHz erreicht. Betrachtet
man hingegen die Minimalwerte, so schneidet die Methode mit modifizierter Ziel-
maske schlechter ab als die Methode des inversen Gewinns. Es ist damit zu erwarten,
dass sich die Methode der modifizierten Zielmaske schlechter als die Methode des
inversen Gewinns verha¨lt, aber immer noch besser als der unkompensierte Fall. Eine
Systemsimulation zeigt, dass bei Anwendung der Methode der modifizierten Ziel-
maske eine Verbesserung des Eb/N0 von 2,275 dB gegenu¨ber dem unkompensierten
Fall erreicht wird. Zum Vergleich: Die Kompensation mit inversem Gewinn brachte
eine Verbesserung von 3,651 dB. Die Erwartungen werden folglich besta¨tigt.
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9.1 Kompensation der Sendeantenne
Schließlich wird die distanzabha¨ngige Performance der drei Fa¨lle untersucht. Hierzu
wird fu¨r neun verschiedene Absta¨nde zwischen Sender und Empfa¨nger (vgl. Abbil-
dung 5.19) eine Systemsimulation durchgefu¨hrt, wobei zusa¨tzlich zu den Effekten
Kanal, Antennen, AWGN-Rauschen und LNA eine konstante AWGN-Interferenzlei-
stung mit einer Leistungsdichte von -46 dBm/14 GHz angenommen wird, um simu-
lierbare Bitfehlerraten zu erhalten. Die neun Absta¨nde decken dabei einen Bereich
von 1,643 m bis 7,215 m ab. Abbildung 9.7 zeigt die jeweilige Distanzabha¨ngigkeit















Abbildung 9.7: Bitfehlerrate u¨ber Distanz: Verbesserung der Bitfehlerrate durch
Kompensation der Sendeantenne (2 Kompensationsmethoden)
der Bitfehlerrate zusammen mit einer extrapolierenden Kurve, um auch das Verhal-
ten fu¨r Absta¨nde kleiner als 1,643 m zu verdeutlichen. Wie man sieht, wird durch bei-
de Kompensationen eine Verbesserung der Bitfehlerrate erreicht. Erwartungsgema¨ß
ist die Verbesserung bei der Methode des inversen Gewinns am gro¨ßten, da die Ver-
besserung des Eb/N0 am gro¨ßten ist. Weiterhin fa¨llt auf, dass nur fu¨r kleine Distan-
zen eine wesentliche Verbesserung der Bitfehlerrate erreicht wird. Dies la¨sst sich wie
folgt erkla¨ren: Der Gradient einer typischen Bitfehlerraten-Kurve u¨ber dem Eb/N0
ist fu¨r hohes Eb/N0 besonders groß. Eine durch Kompensation erzielte Verbesserung
des Eb/N0 bei hohem Eb/N0, d.h. bei kleiner Distanz, bewirkt daher eine besonders
große Verbesserung der Bitfehlerrate. Eine Kompensation ist daher bei hohem Eb/N0
besonders effektiv. Eine weitere Forschungsarbeit zur Signaloptimierung bei Pra¨senz
einer nicht-idealen Sendeantenne findet sich auch in [PTZ+09].
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In den vergangenen Jahren sind eine Vielzahl von Arbeiten erschienen, welche sich
mit dem Entwurf und der Optimierung einzelner Komponenten fu¨r UWB-Systeme
bescha¨ftigen. Die Interaktion verschiedener Komponenten in einem UWB-System
fu¨r den unteren GHz-Bereich blieb hingegen weitgehend unerforscht. Speziell zur
Impulse Radio U¨bertragung im unteren GHz-Bereich gibt es bis dato nur sehr weni-
ge Arbeiten, welche das Zusammenspiel mehrerer UWB-Komponenten untersuchen.
Hierbei wurden bisher entweder nur wenige Komponenten untersucht oder System-
modelle mit vereinfachten ’behavioral models’ und vereinfachten Kanalmodellen be-
trachtet. An dieser Stelle setzt die vorgelegte Dissertation an und erreicht einen we-
sentlichen Fortschritt der Systemmodellierung: In der hier vorgelegten Arbeit wer-
den Hardwarekomponenten fu¨r UWB-U¨bertragung entworfen, gemessen und in ein
detailliertes Systemmodell integriert. Der Ausbreitungskanal wird durch ein verifi-
ziertes, deterministisches Kanalmodell beschrieben. Hierdurch wird es mo¨glich, das
Zusammenwirken der Komponenten und die Performance des Gesamtsystems zu
untersuchen.
Die Dissertation schla¨gt jedoch auch die Bru¨cke zur Nachrichtentechnik: Nicht-Idea-
lita¨ten der Hardware werden bewusst akzeptiert, und es wird der Frage nachgegan-
gen, wie man durch Optimierung im Basisband eine optimierte Performance erha¨lt.
Dieser Ansatz wurde in der Literatur bisher weitgehend ausgespart. Insbesondere
fu¨hrt die Dissertation ju¨ngst erlangte Ergebnisse der Nachrichtentechnik zur Opti-
mierung von UWB-Pulsformen fort, entwickelt neuartige hocheffiziente Pulsfami-
lien und testet die designten Pulse im nicht-idealen HF-System. Die hieraus resul-
tierenden Ergebnisse sind fu¨r die weltweiten UWB-Forschungsgruppen - auch in-
nerhalb der Nachrichtentechnik - von großer Bedeutung, da optimierte Pulsformen
in der Vergangenheit meist nur in sehr vereinfachten Systemmodellen (z.B. AWGN-
Kanal) getestet wurden. Die Dissertation stellt somit eine wesentliche Erweiterung
des Versta¨ndnisses von nicht-idealer Ultrabreitbandu¨bertragung dar. Im Einzelnen
lassen sich die gewonnenen Ergebnisse der Arbeit wie folgt zusammenfassen:
Bei einem UWB-Systems stellt der Kanal eine der kritischsten Komponenten dar, da
die Gruppenlaufzeit erheblichen Schwankungen unterworfen ist. Solange der Kanal
nicht kompensiert oder geschickt ausgenutzt wird, tra¨gt er am meisten zum nicht-
idealen Systemverhalten bei. Allerdings lassen sich selbst bei einem nicht-idealen
Kanal und nicht-idealer Hardware akzeptable Bitfehlerraten erreichen, solange der
Antennengewinn in LOS-Richtung und damit das Eb/N0 groß genug ist. Um kleine
Antennengewinne zu vermeiden, sollten in einem Kommunikationssystem Anten-
nen mit mo¨glichst omnidirektionaler Richtcharakteristik eingesetzt werden.
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Vergleicht man die Performance fu¨r die FCC- und ECC-Regulierung, wird bei der
ECC-Regulierung eine schlechtere Performance erreicht, die nicht nur auf die kleine-
re Bandbreite, sondern auch auf die im Mittel ho¨here Da¨mpfung des Kanals zuru¨ck-
gefu¨hrt werden kann. Vergleicht man das Verhalten von optimalen und konventio-
nellen Pulsformen bei gegebener Regulierung, tritt eine Verschlechterung des emp-
fangenenen Eb/N0 ein, welche direkt mit der Effizienz der verwendeten Pulse zu-
sammenha¨ngt. Eine wesentliche Verbesserung der Bitfehlerrate wird insbesondere
bei kleinen Distanzen, d.h. bei gutem Eb/N0 erreicht, da hier der Gradient der BER-
Eb/N0 Kurve besonders steil ist.
Untersucht man den Einfluss der Datenrate auf die Performance, treten ab einer
Grenzdatenrate versta¨rkt Intersymbolinterferenzen auf, welche die Performance re-
duzieren. Bei einer Pulsdauer von ca. 1 ns, PPM-Modulation und der Pra¨senz nicht-
idealer Komponenten treten bei einer Datenrate von ca. 386 Mbit/s spu¨rbare Ver-
schlechterungen ein. Die Performance ist allgemein aber auch anfa¨llig gegenu¨ber
Synchronisierungsfehlern und Jitter. Die Autokorrelation des verwendeten Pulses
sollte bei koha¨renter Detektion mo¨glichst breit sein, sodass ein Versatz der Puls-
form nicht zur teilweisen oder vollsta¨ndigen Auslo¨schung mit dem Template fu¨hrt.
Dies bedeutet, dass der erste Nulldurchgang eines jitterrobusten Pulses weit von des-
sen Hauptmaximum entfernt sein sollte. Umgekehrt fu¨hrt eine breite Autokorrelati-
on jedoch zu einem schmalen Spektrum, was eine ineffiziente Nutzung der UWB-
Regulierung nach sich zieht. Die Dissertation zeigt eindrucksvoll, dass ein FCC-Op-
timalpuls zwar die zur Verfu¨gung stehende Leistung optimal nutzt. Andererseits
bewirken die fru¨hzeitig auftretenden Nulldurchga¨nge der Pulsform eine schmale
Autokorrelationsfunktion und damit eine Anfa¨lligkeit gegenu¨ber Synchronisierungs-
fehlern und Jitter. Um die Performance eines Systems zu optimieren, sollte man folg-
lich nicht alleine die Leistung eines Pulses optimieren. Man muss genauso die jewei-
ligen Spezifikationen bezu¨glich Jitter und Synchronisierungsfehlern miteinbeziehen
und einen geeigneten Kompromiss finden. Je nach Systemspezifikationen fu¨hrt dies
zu applikationsabha¨ngigen Pulsformen, die dann mit Hilfe des entwickelten System-
simulators erneut getestet werden ko¨nnen. In einem System mit geringem Jitter ist es
allerdings legitim, v.a. die Leistung zu optimieren.
Empfa¨ngerseitig kann man ein PPM-moduliertes Signal koha¨rent oder inkoha¨rent
detektieren. Beim AWGN-Kanalmodell schneidet koha¨rente Detektion besser ab als
inkoha¨rente. Die durchgefu¨hrten Systemsimulationen zeigen, dass dies auch auf den
Fall nicht-idealer U¨bertragung zutrifft. In beiden Fa¨llen na¨hert sich die Performan-
ce von koha¨rentem und inkoha¨rentem Empfang fu¨r zunehmendes Eb/N0 an. In-
koha¨rente Detektion hat dabei den Vorteil, dass das System robuster gegenu¨ber Syn-
chronisierungsfehlern und Jittereffekten ist.
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Weiterhin wird die Demodulation mit Orthogonalpulsen betrachtet: Durch Verwen-
dung orthogonaler Pulsformen kann die Datenrate erho¨ht werden, ohne die Puls-
wiederholzeit zu verkleinern. Eine hohe Effizienz der orthogonalen Pulsformen im
Sinne von Spektrumsausnutzung wird gefordert, um ein gutes Signal-zu-Rausch-
Verha¨ltnis und damit gute Performance zu erzielen. Die Konstruktion von Ortho-
gonalpulsen beno¨tigt i. Allg. einen Basispuls. Als Basispuls wird in der vorliegenden
Arbeit ein durch konvexe Optimierung bestimmter Optimalpuls verwendet. Dieser
Puls muss orthogonalisiert werden. Entscheidend ist, ein geeignetes Orthogonali-
sierungsverfahren einzusetzen, um eine hohe Effizienz der erzeugten orthogonalen
Pulsformen zu erhalten. Intensive Projekt-Zusammenarbeit mit der TU Berlin zeig-
te, dass hierfu¨r die ’symmetrische Lo¨wdin-Orthogonalisierung’ besonders geeignet.
Vorteilhaft bei dieser Orthogonalisierung ist die Tatsache, dass die erzeugte Ortho-
gonalbasis aufgrund der mathematischen Eigenschaften des Orthogonalisierungs-
-Verfahrens stets einen im Least Squares Sinn minimierten Abstand zur origina¨ren
Basis aufweist, d.h. die Abweichungen der erzeugten orthogonalen Pulsformen ge-
genu¨ber dem hocheffizienten Basispuls werden minimiert. Dies bedeutet: Die er-
zeugten Orthogonalpulse sind hocheffizient und weisen untereinander eine mini-
mierte Leistungsschwankung auf. Ein Vergleich mit aktuellen weltweiten Forschungs-
arbeiten zum Thema hocheffizienter, orthogonaler Pulsformung zeigt, dass die in
dieser Arbeit vorgestellten orthogonalen Pulsformen bei gleicher FIR-Filterordnung
eine deutliche Steigerung der Effizienz im Sinne von Spektrumsausnutzung aufwei-
sen. In Zahlen ausgedru¨ckt schwankt die Effizienz bei einer Filterordnung von 31
und einem Ensemble aus 4 Orthogonalpulsen nicht mehr zwischen 49,97% und 76,51
%, sondern zwischen 88,92%, 88,36%. Insofern ist hier ein Durchbruch der optima-
len orthogonalen Pulsformung gelungen. Die vorgelegte Arbeit bela¨sst es allerdings
nicht bei dem bloßen Entwurf hocheffizienter, orthogonaler Pulsformen, sondern te-
stet sie in einem realita¨tsnahen Systemmodell: Bei reinen AWGN-Kana¨len verbessert
sich die Bitfehlerrate fu¨r gegebenes Eb/N0, je mehr Orthogonalpulse pro Ensemble
erzeugt werden. Es stellt sich allerdings die zentrale Frage, ob dies auch zutrifft,
wenn nicht-ideale Systemkomponenten vorhanden sind oder ob diese die Ortho-
gonalita¨t zersto¨ren. Die Ergebnisse der Dissertation zeigen, dass auch bei Pra¨senz
nicht-idealer Systemkomponenten eine Verbesserung der Bitfehlerrate erreicht wird,
sobald man eine ho¨herwertige Orthogonal-Modulation verwendet. Dies ist ein sehr
ermutigendes Ergebnis. Allerdings gibt es eine Grenze, ab welcher die Sto¨rung der
Orthogonalita¨t zu groß ist, um eine weitere Verbesserung zu erreichen. In ersten Er-
gebnissen zeigt sich, dass 8-OPM die beste Performance erreicht, d.h. es werden 8
Orthogonalpulse verwendet, wobei jeder Puls drei Informationsbits tra¨gt. 8-OPM
schneidet nicht nur besser als 4-OPM und 2-OPM ab, sondern auch besser als das
klassische Verfahren der Pulspositionsmodulation.
Zuletzt werden Strategien entwickelt, um nicht-ideale Hardware im Sender-Frontend
senderseitig zu kompensieren. Dies fu¨hrt insgesamt zu einer optimierten Performan-
ce. Beispielhaft wird hierbei die nicht-ideale Sendeantenne betrachtet. Im Rahmen
der Dissertation werden Mo¨glichkeiten aufgezeigt, das frequenzabha¨ngige Verhal-
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ten des Antennengewinns durch speziell entworfene Signalformen zu kompensieren.
Die Ergebnisse zeigen, dass sich durch Kompensation eine verbessere Performance
erreichen la¨sst, die insbesondere im Nahbereich besondere Wirkung zeigt. So kann
z.B. die Bitfehlerrate bei 1,80 m Distanz um zwei Dekaden verbessert werden.
Abschließend betrachtet wird mit der vorliegenden Dissertation ein breiter Bogen
gespannt, der Systemaspekte der Impulse Radio UWB U¨bertragung unter den ver-
schiedensten Blickwinkeln der Hochfrequenz- und Nachrichtentechnik beleuchtet.
Wesentliche Beitra¨ge werden in drei verschiedenen Bereichen erzielt: Entwurf hoch-
effizienter orthogonaler Pulsformen, detaillierte Modellierung und Analyse nicht-
idealer UWB U¨bertragung, Entwicklung von Kompensationsstrategien.
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A Tschebyscheff-Filterkoeffizienten
Tabelle A.1 zeigt die Tschebyscheff-Filterkoeffizienten bzw. Elementwerte gi fu¨r ver-
schiedene Filterordnungen Nf mit i=0 .. Nf + 1 bei einer Welligkeit von 0,1 dB im
Durchlassbereich [HL01].
Nf g0 g1 g2 g3 g4 g5 g6 g7 g8
1 1,0 0,3052 1,0
2 1,0 0,8431 0,662 1,3554
3 1,0 1,0316 1,1474 1,0316 1,0
4 1,0 1,1088 1,3062 1,7704 0,8181 1,3554
5 1,0 1,1468 1,3712 1,9750 1,3712 1,1468 1,0
6 1,0 1,1681 1,4040 2,0562 1,5171 1,9029 0,8618 1,3554
7 1,0 1,1812 1,4228 2,0967 1,5734 2,0967 1,4228 1,1812 1,0
Tabelle A.1: Tschebyscheff-Filterkoeffizienten fu¨r 0, 1 dB Welligkeit im Durchlassbe-
reich
Fu¨r eine Welligkeit von 0,5 dB ergibt sich Tabelle A.2 [Poz98].
Nf g0 g1 g2 g3 g4 g5 g6 g7 g8
1 1,0 0,6986 1,0
2 1,0 1,4029 0,7071 1,9841
3 1,0 1,5963 1,0967 1,5963 1,0
4 1,0 1,6703 1,1926 2,3661 0,8419 1,9841
5 1,0 1,7058 1,2296 2,5408 1,2296 1,7058 1,0
6 1,0 1,7254 1,2479 2,6064 1,3137 2,4758 0,8696 1,9841
7 1,0 1,7372 1,2583 2,6381 1,3444 2,6381 1,2583 1,7372 1,0
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