For s = 3, 4, we prove the existence of arbitrarily long sequences of consecutive integers none of which is a sum of s nonnegative s-th powers. More generally, we study the existence of gaps between the values ≤ N of diagonal forms of degree s in s variables with positive integer coefficients. We find: (1) gaps of size O √ log N (log log N) 2 when s = 3; (2) gaps of size O log log log N log log log log N if s = 4 and the form, up to permutation of the variables, is not equal to a(c 1 x 1 ) 4 + b(c 2 x 2 ) 4 + 4a(c 3 x 3 ) 4 + 4b(c 4 x 4 ) 4 .
Introduction
Let s ∈ N + and let F (x) = a 1 x s 1 + · · · + a s x s s be a diagonal form of degree s in s variables with positive integer coefficients a 1 , . . . , a s ∈ N + . In this article by values of F (x) we mean the natural numbers obtained by evaluating the diagonal form at nonnegative integers x 1 , . . . , x s ∈ N. A gap of length K between these values is a sequence of consecutive nonnegative integers n + 1, . . . , n + K that are not values of F (x). When s = 2 the polynomial F (x) is a multiple of a norm form and so the values of F (x) form a set with natural density 0 in N (see Landau [21] for the prototypical case F (x) = x 2 1 +x 2 2 and Odoni [28] for general norm forms). In particular if s = 2 there are arbitrarily long gaps between the values of F (x). When s ≥ 3 the polynomial F (x) is irreducible over C and so it is not a norm form. In fact very little is known unconditionally about the distribution of the values of F (x) if s ≥ 3 (see [15] for some results conditional on GRH) but it is reasonable to expect, on the basis of probabilistic models [6] [7] , that the set of values of F (x) has positive density. Date Nevertheless, we may ask if there are arbitrarily long gaps between the values of F (x), when s ≥ 3. In this article we give a positive answer in two cases. First, for all trinomial positive-definite cubic diagonal forms: Theorem 1.1. Let F (x) be as above, with s = 3. Then there is a constant κ F > 0 such that for all integers N, K satisfying N > e e , K ≥ 2 and K < κ F √ log N (log log N ) 2 there exist gaps of length K between the values of F (x) less than N .
Second, for almost all quadrinomial positive-definite biquadratic diagonal forms: Theorem 1.2. Let F (x) be as above, with s = 4, and suppose that F (x) is not equal to a(c 1 x 1 ) 4 + b(c 2 x 2 ) 4 + 4a(c 3 x 3 ) 4 + 4b(c 4 x 4 ) 4 , for some a, b, c 1 , c 2 , c 3 , c 4 ∈ N + , up to a permutation of the variables. Then there is a constant κ F > 0 such that for all integers N, K satisfying N > e e e e , K ≥ 2 and K < κ F log log log N log log log log N there are gaps of length at least K between the values of F (x) less than N .
Notice that in both theorems the upper bound on K goes to infinity with N , but the growth is much faster when s = 3. We refer to Remark 2.3 for some explanation. In Theorem 8.8 we show more precisely that, for a suitable κ F > 0 and the same hypotheses, there exist at least c(F, K)N gaps of length K between the values of F (x) less than N , where c(F, K) > 0 is independent of N . The above theorems include the important special cases F (x) = x 3 1 + x 3 2 + x 3 3 and F (x) = x 4 1 + x 4 2 + x 4 3 + x 4 4 . The values of these forms are often studied in connection with Waring's problem [32] , which more generally concerns the representability of natural numbers as sums of perfect powers. Moreover, the results of the present paper concerning these two special cases have been used in a crucial way to improve some results of Bradshaw [3] in regard to values of cubic and biquadratic theta series [9] . On the other hand Theorem 1.2 doesn't apply to some biquadratic forms such as F (x) = x 4 1 + x 4 2 + 4x 4 3 + 4x 4 4 . We show that these exceptions are characterized among all biquadratic diagonal forms by a local property (see Theorem 6.2) . This is further discussed in Remark 2.4. We now compare the above results with the literature. When s = 2 Richards [30] proved, with an ingenious elementary proof, that there are gaps of length at least γ F log N between the values of F (x), for some constant γ F > 0. It is an important open-problem to estimate sharply the order of growth of the gaps between the values of F (x) = x 2 1 + x 2 2 . However when s ≥ 3 our knowledge is even weaker. For example, if F (x) = x 3 1 + x 3 2 + x 3 3 we only know by an elementary greedy argument [5] that for N large enough there are no gaps of size greater than 3 19/9 N 8/27 (1 + o(1) ), among the values of F (x) less than N . On the other hand, working out the predictions of the probabilistic models, we should expect the existence of gaps of length as large as O(log N/ log log N ), for all s ≥ 3. In the following section we expose our strategy towards the proofs of Theorems 1.1 and 1.2. As it will be clear, the same method can be used to prove the existence of arbitrarily long gaps between the values of other polynomials, provided they satisfy a certain local property (see "Step 2" below). Following a suggestion of Wooley, we are going to treat in a future publication the case of non-homogeneous diagonal forms such as x 2 1 + x 3 2 + x 7 3 + x 42 4 .
Detecting the existence of long gaps -the method
Let s, F (x) be as in Theorems 1.1 and 1.2. Let S F ⊆ N be the set of values of F (x) and for all n ∈ N let r F (n) := #{x ∈ N s : F (x) = n} be the number of representations of n as a value of F (x). Moreover, for all M ∈ N + and m ∈ Z let r F (m, M ) denote the number of solutions x ∈ (Z/M Z) s to the congruence F (x) ≡ m (mod M ). Our strategy to find gaps between the values of F (x) consists of three parts:
Step 1: Estimate r F (m, p) for prime numbers p, with special attention to the case m = 0. In particular we find a set P F of primes and positive real numbers {ǫ p } p∈PF with the following properties: r F (0, p) ≤ p s−1 (1 − ǫ p ) for all p ∈ P F , and p∈PF ǫ p = +∞.
Step 2: Show that for every ǫ > 0 and
Step 3: Form the intersection of S F with a set of the form
If M and m are obtained from Step 2 with ǫ < 1 K , and H is suitably chosen, we find that the cardinality of the intersection is strictly less than H. This implies that m + (h 0 − 1)M + [1, K] is a gap between the values of F (x), for some h 0 ≤ H. The underlying idea is the following: suppose that the number of solutions to the congruence F (x) ≡ m (mod M ) is significantly smaller than the "expected" number M s−1 ; then a number of the form m + (h − 1)M has a low chance to be a value of F (x), if h is randomly chosen. In other words, these numbers are likely to be in a gap of F (x). To make this observation rigorous in Step 3, we require that the form F (x) is positive-definite. The first step constitutes the bulk of this article, and occupies all the sections from 3 to 7. Steps 2 and 3 are performed in section 8, together with the derivations of the quantitative estimates announced in section 1. We now give more details about the strategy outlined above, in the case of biquadratic diagonal forms. The case of cubic forms is analogous: it is only slightly more delicate in Step 2, and overall considerably easier in Step 1. See also Remark 8.9 for some variants of our proof.
2.1.
Step 1. Let s = 4, then fix F (x) as in Theorem 1.2, and let Σ F be the set of primes that divide some coefficient of F (x). The outcome of Step 1 is the following. Proposition 2.1. For all m ∈ Z and all prime p ≡ 1 (mod 4) with p ∈ Σ F , we have
Moreover for all β ∈ (0, 1) there is a set of primes P F with positive relative density δ > 0 such that for all p ∈ P F we have p ≡ 1 (mod 4) and:
The first upper estimate for r F (m, p) is a consequence of the Deligne-Weil bounds [31, Chapter 4.5] (see Proposition 3.2 below). The second result for r F (0, p) comes from an exact formula of the form
which is established in sections 3 and 4 using the theory of cyclotomy, more precisely with Gauss and Jacobi sums [ In particular, for all β ∈ (0, 1) we have 2 Re H F,p < −1 − β for a positive proportion of the primes. On the other hand, in section 6.2 we relate K F,p to the Kummer extension L/K, where K := Q(i), and L = K( 4 √ a 1 , . . . , 4 √ a 4 , 4 √ −1) is generated by the fourth roots of -1 and of the coefficients of F (x). By Chebotarev's theorem and Kummer's theory, we are able to compute the possible values of K F,p explicitly from the characters of Gal(L/K), which is a finite abelian group of order at most 512. In particular we can show that K F,p ≤ 1 for a positive proportion of the primes, if
up to a permutation of the variables. In fact, this hypothesis on F (x) is necessary to have K F,p ≤ 1, as we show in section 6.1 by an elementary argument.
2.2.
Step 2. In order to construct M and m, we start by choosing suitable disjoint finite subsets P 1 , . . . , P K of P F and we form their union P := P 1 ∪ . . . ∪ P K . Then, we let M be the (squarefree) product of all p ∈ P, and we take m so that m + k ≡ 0 (mod p) for all k ≤ K and all p ∈ P k . In this way, by the Chinese Remainder Theorem and the estimates of Step 1, we have
We notice that the series p p −3/2 ranging over all primes is bounded above by an absolute constant C 1 . On the other hand, since P F has positive density, we have that p∈PF p −1 diverges, and therefore it is possible to choose P 1 , . . . , P K so that r F (m + k, M ) ≤ ǫM 3 , for all k ≤ K and for any given ǫ > 0.
2.3.
Step 3. The conclusion is now obtained by a simple double-counting technique that is sometimes known as the Maier matrix method [10] . Fix K ∈ N + and 0 < ǫ < 1 K , and construct M, m as in Step 2, with [14, Chapter IV.1]) that for any given A > 0 there exists n ∈ N + such that the equation F (x) = n has at least A solutions x ∈ N s . Remark 2.3. If s = 3 we have an analog of (2.1) of the form
Step 1 is fulfilled with ǫ p ≍ p −1/2 . Then the series p∈PF ǫ p ≍ p∈PF p −1/2 diverges to infinity much faster than the series p∈PF p −1 which appears in Step 2 above, in the case s = 4. This is the technical reason that explains why the estimate on K in our main result Theorem 1.1 for cubic forms is much better than the one for biquadratic forms in Theorem 1.2.
Remark 2.4. When s ≥ 5, it is well known [6] that
for every power of a prime q = p ν and every residue class m mod q. Reasoning as in Step 2, since the series q∈N+ q −3/2 converges, we see that there exist positive constants c 0 , c 1 such that
for all M ∈ N + and all m mod M . This explains why our approach does not yield arbitrarily long gaps between the values of diagonal forms in 5 or more variables.
Step 2 also fails when s = 4 and
for some a, b, c 1 , c 2 , c 3 , c 4 ∈ N + , because any such form satisfies M 3 ≤ r F (0, M ) for all odd squarefree moduli M (see section 6.1). Taking into account higher powers of primes and the residue classes other than zero, it is in fact possible to prove that cM 3 ≤ r F (m, M ) for all m, M with a constant c = c(F ) > 0.
Multiplicative characters and diagonal congruences
3.1. Characters and character sums. If F is a field we denote by F × := F \ {0} the multiplicative group of its nonzero elements. A multiplicative character of F is by definition a group homomorphism χ ∈ Hom(F × , C × ). We denote by 1 the trivial character, i.e. the one satisfying 1(t) = 1 for all t ∈ F × . If χ is a nontrivial multiplicative character of F, it is customary to declare χ(0) = 0, thus extending χ to a map χ : F → C. Given nontrivial multiplicative characters χ 1 , . . . , χ ℓ of a finite field F we consider the generalized Jacobi sum
and we let J 0 (χ 1 , . . . , χ ℓ ) be defined analogously, but with the sum performed over the ℓ-tuples satisfying t 1 + · · · + t ℓ = 0. If #F = p is a prime number, then the finite field F is canonically isomorphic to F p := Z/pZ. For every s ∈ N + we define X (s) p := {χ ∈ Hom(F × p , C × ) : χ s = 1 and χ = 1} to be the set of the nontrivial multiplicative characters of F p with order dividing s. We observe that F × p is a cyclic group of order p − 1, so every multiplicative character χ of F p is determined by its value at the multiplicative generators modulo p, and #X (s) p = gcd(s, p − 1) − 1. Since the complex exponential function is periodic with period 2πi, the map x → e 2πix p gives a well-defined additive character of F p . If χ is a multiplicative character of F p , its associated Gauss sum is We choose an arbitrary prime p above p, so that pZ[ζ s ] = p p, and we define χ s,p := χ s,p . We notice that N p = p, and so we may, as we will, consider χ s,p as a multiplicative character of F p . It is easy to see that the order of χ s,p is exactly s. Finally, we let for brevity
It is well-known [16, Sec.9.4, Lemma 1, Proposition 9.9.4] that p = (π s,p ) and that p = π s,p π s,p . In other words, we count the solutions of the congruence F (x) ≡ m mod M . A classical application of the Chinese Remainder Theorem shows that the function r F (m, M ) is multiplicative in its second variable. This allows us to reduce the computation of r F (m, M ) to the case of prime moduli, if M is squarefree. When p is prime and m is not divisible by p we content ourselves with classical estimates for r F (m, p). On the other hand, for r F (0, p) we will use an explicit computation in terms of modified Jacobi sums, which in turn can be computed via Gauss sums.
Proof. We have (3.3) because the Chinese Remainder Theorem provides a bijection and #X 
where the sum ranges over the s-tuples of characters χ i ∈ X (k) p that satisfy χ 1 · · · χ s = 1, and where χ i denotes the complex conjugate of χ i . Let p be a prime number and let χ 1 , . . . , χ ℓ be nontrivial multiplicative characters of F p such that χ 1 · · · χ ℓ = 1. Then
The zero residue class in the cubic and biquadratic cases 4.1. Evaluation of the Jacobi sums. We now specialize to the case s = k ∈ {3, 4}. We first compute the modified Jacobi sums appearing in Proposition 3.3, using the notation introduced in section 3.2. We will then get an explicit formula for r F (0, p). In the next sections we will use it to deduce good upper bounds on r F (0, p) for special choices of p. Recall from section 3.2 and (3.2) the definition of χ s,p and π s,p for s ∈ {3, 4} and p ≡ 1 mod s. Analogously, let q be a prime number with q ≡ 1 (mod 4). Then
Combining (4.7) and (4.8) we get (4.9) G(χ 4,q ) 4 = q π 2 4,q . Now, (4.2)-(4.5) follow at once from (4.6)-(4.9) and (3.5) . 
Cubic and biquadratic diagonal congruences.
The required estimate in the case of cubic diagonal forms in 3 variables is readily obtained.
and let p be a prime number with p ∈ Σ F and p ≡ 1 (mod 3). Then
Proof. There are only two nontrivial cubic characters of F p : X
3,p = χ 2 3,p = χ 3,p . Therefore by Proposition 3.3, Lemma 4.1 and the multiplicativity of characters, we get
The case of biquadratic diagonal forms comes with some extra complication, so we introduce some notation. Let q be a prime number with q ≡ 1 (mod 4) and let a = (a 1 , a 2 , a 3 , a 4 ) ∈ Z 4 with q | ∤ a 1 a 2 a 3 a 4 . We denote by χ 4,q (a) the quadruple
We say that two quadruples u 1 , u 2 ∈ µ 4 4 are equivalent if u 2 can be obtained from u 1 by performing some or all of the following operations: (1) permutation of the components; (2) componentwise multiplication by an element of µ 4 ; (3) componentwise complex conjugation. The quotient µ 4 4 / ∼ obtained by this equivalence relation has 8 elements, displayed in table 4.1. For later reference, we label these 8 elements with the names U 1 , . . . , U 8 . We denote the equivalence class of 4 as above. Let q be a prime number with q ∈ Σ F and q ≡ 1 (mod 4). Then 
Here S 4 denotes the set of permutations of {1, 2, 3, 4}. We observe that both b F,q and c F,q are symmetric polynomial combinations of the components of χ 4,q (a). They are both homogeneous of degree 8, so they are invariant with respect to multiplying the entries of χ 4,q (a) by some λ ∈ µ 4 . Moreover, we notice that both b F,q and c F,q are invariant under conjugation. Therefore b F,q and c F,q depend only on the class [χ 4,q (a)] ∈ µ 4 4 / ∼. Now, a straightforward computation gives the values listed in table 4.1 in all the 8 cases. The proposition follows, since moreover d F,q = 2 Re(χ 4,q (a 1 a 2 a 3 a 4 )π 2 4,q ). We remark that in the above statements we have Re
In fact, in the next sections we are going to use the fact that for all ρ ∈ (−1, 1) the inequalities Re H F,p < ρ and Re H F,q < ρ are satisfied for a positive proportion of the primes. Notice moreover that
. Therefore a necessary condition to have r F (0, q) < q 3 in the case s = k = 4, is that K F,q = b F,q ± c F,q < 2 for some choice of sign ±. Compare this with table 4.1.
Hecke L-functions and asymptotic estimates
There is a universal strategy, which we will implement later, to study the range of values of H F,p and H F,q from the previous section, or more generally quantities likewise computed from Jacobi sums. In this section we collect the main ingredients of the method: following Weil the Jacobi sums can be interpreted as Hecke characters; the theory of Hecke L-functions provides "generalized prime number theorem"-type estimates; finally these estimates are feeded into equidistribution lemmas. This game plan is inspired by Moreno [25] , even though in detail we follow more closely an approach of Heath-Brown and Patterson [12, p.115 ] by using the generalized prime number theorem of Kubilyus and the equidistribution lemma of Erdős and Turán.
Hecke characters.
Let K be a number field of degree d := [K : Q]. A Hecke character (also named Grössencharakter) of K is a character of the idèle class group A × K /K × . More down to earth, let O K be the ring of integers of K, let m ⊆ O K be a nonzero ideal and let I m be the set of the ideals of O K that are coprime to m. Since O K is a Dedekind domain, I m is a multiplicative monoid generated by the prime ideals of O K that don't divide m. A multiplicative homomorphism
In other words, H is a Hecke character if, for the same α,
for some integers (k σ ) σ and complex numbers (c σ ) σ . We say that the 2n-tuple
As a word of caution, we mention the fact that some authors define χ −1 ∞ to be the infinity type of H. Moreover, sometimes in the literature the Hecke characters are required to be unitary by definition, while those that are not unitary are called quasicharacters. For more details on the basic facts and properties of Hecke characters, we refer to the fundational article of Hecke [13] or to the first chapter of Kubilyus [19] . According to the general theory, we know that the unitary Hecke characters of K with defining ideal m form a finitely generated abelian group G(K, m). This group contains a natural free subgroup G (1) (K, m) of order d − 1 whose elements are called Hecke characters of the first kind. Then the group G(K, m) of all unitary Hecke characters (which in the literature are sometimes called Hecke characters of the second kind [19] ) splits into a direct product
where T (K, m) is the subgroup of Hecke characters of finite order, which are sometimes called abelian characters. This is a finite subgroup with cardinality h(m) : 
Then, we have ω 1 = 0 and ω 2 = 1. Since N ((α)) = αᾱ = |α| 2 , the claim is proved. 
where Spec O K is the set of prime ideals of O K . Hecke L-functions form a class of relatively well-behaved L-functions. If H is unitary then both the Dirichlet series and the infinite Euler product above converge absolutely on the right half plane Re(s) ≥ 1.
Moreover L(H, s) has a meromorphic analytic continuation on all the complex plane, which is entire if H is nontrivial. Analytic estimates for L(H, s) can be given in terms of the "size" of the character H. Following Kubilyus [19] we fix arbitrarily a basis ξ = (ξ 1 , . . . , ξ d−1 ) of the group of Hecke characters of the first kind, so that every Hecke character H can be written uniquely as
for some abelian character χ and some integers m i ∈ Z. Then we define the size of H with respect to ξ by
(|m i | + 3).
With this notation, a classical result concerning zero-free regions of Hecke L-functions states that L(H, s) = 0 if s = σ + it satisfies
for some constant c(K, ξ) independent of H [19, Lemma 2] . In fact, more recent results for zero-free regions of Hecke L-functions are available, which provide more precise estimates than (5.4) both in the v ξ and t aspects [4, 1] (see also Remark 5.3) . For more about the theory of (Hecke) L-functions, see [13] , [17, Chapter 5 .10], [22] or [26] . 
Lemma 5.4 is proved via standard arguments concerning zero-free regions of Hecke L-functions [13] [17, Thm 5.13], using (5.4). Refinements can be given using the more precise estimates for zero-free regions due to Coleman et al. [4, 1] . Assuming that v ξ (H) ≤ √ log T , the expression on the right-hand side of (5.5) simplifies to
The strength of Lemma 5.4 is appreciated by noticing that the number of summands in the left-hand side of (5.5) is asymptotic to T / log T by a classical theorem of Landau.
We now collect some estimates that can be easily checked by partial integrationsummation (e.g. [11, Thm 421, 22.5.2]). It is useful, in order to simplify the calculations and the final estimates, to use the fact that Then:
p∈A∩ [1,T ] log p = (c + o(1))T ; [1,T ] Lemma 5.6. Let {h a } a∈A be a sequence of complex numbers of modulus 1 indexed by a finite set A and for every n ∈ N + let S n := a∈A Re(h n a ). Let φ 1 , φ 2 be real 6. Exceptional forms and the term K F,q 6.1. Exceptional biquadratic diagonal forms. In this paragraph we study a special family of biquadratic diagonal forms. We will prove the following characterization of exceptional forms.
Theorem 6.2. A biquadratic diagonal form F (x) is exceptional if and only if for all prime numbers
We first show that the condition is necessary through the following two lemmas which treat separately the cases q ≡ 1 (mod 4) and q ≡ 3 (mod 4). The proof of sufficiency is posponed to section 8. 4 be an exceptional form and let q be a prime number with q ≡ 1 (mod 4) and q | ∤ abc 1 c 2 c 3 c 4 . Then r F (0, q) ≥ q 3 .
Proof. Since #F × q is divisible by four, F q contains a fourth root of unity ω ∈ F q with ω 2 = −1. Let λ := 1 + ω, and notice that λ 4 = −4. Consider now F ′ (x) = ax 4 1 + bx 4 2 − ax 4 3 − bx 4 4 . Then the map (x 1 , . . . , 4 x σ(4) ) gives a bijection between R F (0, q) and R F ′ (0, q). For every t ∈ F q define n t := #{(y, z) ∈ F 2 q : ay 4 + bz 4 = t}. Then we deduce that
However, it is clear that t∈Fq n t = q 2 . Hence, from the quadratic-arithmetic mean inequality (or Cauchy-Schwartz) we get r F (0, q) ≥ q 3 . Lemma 6.4. Let F (x) = a 1 x 4 1 + . . . + a 4 x 4 4 with a 1 , . . . , a 4 ∈ Z \ {0} and let q be a prime number with q ≡ 3 (mod 4) and q | ∤ a 1 a 2 a 3 a 4 . Then r F (0, q) = q 3 + a1a2a3a4(q − 1), where · q denotes the Legendre symbol.
Proof. Recall that the Legendre symbol χ 2,q (· mod q) := · q is the only nontrivial quadratic character of F q , so: X
For a ∈ F × q we have χ 2,q (a) = 1 if and only if a is a quadratic residue modulo q, and we have χ 2,q (a) = −1 otherwise. Let F ′ (x) : a 1 x 2 1 + . . . + a 4 x 2 4 be a quadratic form with the same coefficients as F (x). Since J(χ 2,q ) = 1, we get G(χ 2,q ) 2 = χ 2,q (−1)q by (3.1). Then by (3.2) we get J 0 (χ 2,q , χ 2,q , χ 2,q , χ 2,q ) = (q − 1)q, and since X
by Proposition 3.3 and multiplicativity of χ 2,q . Finally, we notice that r F (0, q) = r F ′ (0, q), because, since q ≡ 3 (mod 4), we have #{x ∈ F q : x 4 = y} = #{x ∈ F q : 4 is an exceptional form, the product of its coefficients is a perfect square. Then Lemma 6.4 implies that r F (0, q) ≥ q 3 if q ≡ 3 (mod 4) and q ∈ Σ F . Together with Lemma 6.3 we conclude that r F (0, q) ≥ q 3 for every q ∈ Σ F , as claimed in Theorem 6.2.
Computing K F,q via Kummer's theory.
In order to prove that the condition in Theorem 6.2 is sufficient, we need to analyze in more detail the formula given in
with a 1 , a 2 , a 3 , a 4 ∈ Z \ {0} and recall that µ 4 = {1, −1, i, −i}. We notice that the term K F,q in (4.11) depends only on χ 4,q (−1) and χ 4,q (a 1 ), . . . , χ 4,q (a 4 ), and that the character χ 4,q depends on the choice of a prime ideal q of Z[i] above q. A prime q ≡ 1 mod 4 splits in Z[i] as q =and we have χ 4,q = χ 4,q . Let P F,1 denote the set of prime numbers q that satisfy q ≡ 1 mod 4 and q ∈ Σ F . If q ∈ P F,1 , let χ 4,q (a, −1) ∈ µ 4 4 ×{±1} be a shorthand for ((χ 4,q (a 1 ), . . . , χ 4,q (a 4 )), χ 4,q (−1)). For all u ∈ µ 4 4 ×{±1} let u ∈ µ 4 4 ×{±1} be obtained from u by componentwise complex conjugation and let P F,u := {q ∈ P F,1 : χ 4,q (a, −1) ∈ {u, u}}.
The natural setting to study these sets is over the Gaussian quadratic field, via Kummer's theory. Let K = Q(i) and let ∆ F ⊆ K × /(K × ) 4 be the (finite abelian) subgroup multiplicatively generated by a 1 , a 2 , a 3 , a 4 , −1. Notice that −1 mod (K × ) 4 = 4 mod (K × ) 4 , because (1 + i) 4 = −4. Moreover, observe that (K × ) 4 ∩ Q + = (Q × ) 4 , where Q + denotes the multiplictive group of strictly positive rational numbers. Therefore we can view ∆ F as the subgroup of Q + /(Q × ) 4 ⊆ K × /(K × ) 4 multiplicatively generated by a 1 , a 2 , a 3 , a 4 , µ 4 ) to a 1 , a 2 , a 3 , a 4 , −1 ∈ ∆ F . 6.3. The sets P F,u and Chebotarev's theorem. Following the discussion in section 6.2, we consider the map χ(a 1 ), . . . , χ(a 4 ) ), χ(−1)) 
for some α > 0 and δ ′ = #ϕ −1 ({u,u}) #∆F . Since ∆ F is an abelian group generated by 4 elements of order at most 4, and an element of order 2, we have #∆ F ≤ 512. In particular the degree of L = Q(i, 4 √ ∆ F ) over Q is at most 1024, and so we can take α to be an effectively computable absolute constant by [20] . For the sake of completeness, we remark that also the constant implied in the O-notation can be computed effectively, and it is an absolute constant if the Dirichlet zeta function of L has no real zero, while it may depend on the discriminant of L otherwise. Since u is in the image of ϕ, we have #ϕ −1 ({u, u}) ≥ 1 and so δ ′ ≥ 1 512 . Notice that for every T there are at most √ T primes p ∈ O K of degree two with N p ≤ T . Indeed, these are the primes of the form p = pO K where p is a (rational) prime number with p ≡ 3 (mod 4), and N p = p 2 . Therefore the estimate in (6.2) is also valid when we restrict to the primes of degree 1 which are coprime with 2a 1 a 2 a 3 a 4 . These come in conjugate pairs, which correspond bijectively to rational primes q ∈ P F,1 via q = π 4,q π 4,q . For such q we have π 4,q ∈ P ⇐⇒ π 4,q ∈ P ⇐⇒ q ∈ P F,u , therefore we get (6.1) with δ = δ ′ /2 ≥ 1 1024 . 6.4. Characters of ∆ F , exceptional forms and the inequality K F,q ≤ 1. In this paragraph we finally compute the term K F,q of Proposition 4.3 when F (x) is not exceptional and we deduce, together with Proposition 6.5, that K F,q ≤ 1 for a positive proportion of the primes q | ∤ Σ F . Letφ F : Then F (x) is exceptional.
Proof. We notice that the image ofφ F doesn't change, if we multiply one coefficient of F (x) by the fourth power of an integer, or if we multiply all its coefficients by the same nonzero integer, or if we permute its cofficients. Therefore we may assume without loss of generality that gcd (a 1 , a 2 , a 3 , a 4 ) = 1 and that none of a 1 , . . . , a 4 is divisible by nontrivial fourth powers.
For every prime ℓ we consider the group homomorphism χ ′ ℓ :
By the remarks made at the beginning of the proof, we may therefore assume that either
, for some odd integers d 1 , d 2 , d 3 , d 4 with gcd(d 1 , d 2 , d 3 , d 4 ) = 1, none of which is divisible by nontrivial fourth powers. Notice that for a prime number ℓ = 2 we must haveφ F (χ ℓ ) ∈ {(U 1 , 1), (U 4 , 1), (U 6 , 1)}. This means that ℓ doesn't divide d 1 d 2 d 3 d 4 or else there are exactly two indices i, j ∈ {1, . . . , 4} such that ℓ |d i and ℓ |d j , and moreover v ℓ (d i ) = v ℓ (d j ) ∈ {1, 2, 3}. Suppose that F (x) is not exceptional. Then observe that one of the following cases must occur, for some distinct odd prime numbers p 1 , p 2 :
(i) p 1 divides both d 1 and d 2 ;
(ii) p 1 divides both d 3 and d 4 ; (iii) p 1 divides d j and d 3 , p 2 divides d j and d 4 for some j ∈ {1, 2}; (iv) p 1 divides d 1 and d j , p 2 divides d 2 and d j for some j ∈ {3, 4}.
We define auxiliary values α(1) = α(3) = 2 and α(2) = 1. Now for each case (i)-(iv) we consider the following auxiliary character χ aux ∈ Hom(∆ F , µ 4 ): in (i) χ aux = χ α(vp 1 (d1)) p1
; in (iii) and (iv) χ aux = χ α(vp 1 (dj)) p1 χ α(vp 2 (dj)) p2
. In each case we get that ϕ F (χ aux ) is equal to ((−1, −1, 1, 1), 1) or ((1, 1, −1, −1), 1). But then we see thatφ F (χ 2 χ aux ) = (U 1 , −1) in case (a) above, andφ F (χ 2 χ aux ) = (U 6 , −1) in case (b). Both are contrary to our assumptions, so F (x) is exceptional. Proposition 6.7. Let F (x) be a biquadratic diagonal form that is not exceptional. Choose u ∈ µ 4 4 × {±1} in the image of ϕ F such that π(u) ∈ (µ 4 4 / ∼) × {±1} satisfies (6.3). Then K F,q ≤ 1 for all q ∈ P F,u .
Proof. Notice that π(u) = π(u), so for all q ∈ P F,u we verify from (6.3) and table 4.1 that K F,q ≤ 1.
Equidistribution and the terms H F,p and H F,q
In this section we investigate the remaining terms Re H F,p , Re H F,q in Proposition 4.2 and Proposition 4.3. The main fact that we exploit is that H F,p and H F,q essentially take the values of infinite order unitary Hecke characters. This enables us to show that they equidistribute on the unit circle as p, q → ∞, using Lemma 5.6 and the estimates given by Lemma 5.4. Then P F,β is nonempty, and for T → ∞ we have
for some absolute constant α > 0 and with δ = 1 2π arccos(−β). Proof. Notice that P F,1 is just the set of all primes p ≡ 1 (mod 3) with p ∈ Σ F , because Re H F,p ≤ 1 is always satisfied. Now, recall from Proposition 5.2 that the Jacobi sum symbol and the power residue symbols are Hecke characters of cyclotomic fields. For every n ∈ N we consider the unitary Hecke character H n (·) := J 3 (·) n a 1 a 2 a 3 · −n 3 of the number field K = Q(e 2πi/3 ). We have that m = m a1a2a3,3 ∩ m J3 ⊆ O K is a defining ideal of H n for every n ∈ N and the infinity type of H n is α → (α/ |α|) n .
Since the field K has degree d = 2, the size of H n satisfies v ξ (H n ) ≤ c 3 n for some c 3 > 0 independent of n. Moreover for n = 0 the character H n is nontrivial, because, since m is a lattice in C, there exists α ∈ Z[e 2πi/3 ] such that α ≡ 1 (mod m) and α n ∈ R. The primes p ∈ I m above a prime p ≡ 1 (mod 3) come in conjugate pairs, they satisfy N p = p and we have either p = π 3,p or p = π 3,p . Therefore from the definitions we have H n (p) + H n (p) = 2 Re((H F,p ) n ). On the other hand the primes p ∈ I m above a prime p ≡ 2 (mod 3) satisfy N p = p 2 , and so there are at most √ T of them satisfying N p ≤ T , for every given T > 0. By these remarks, and by Lemma 5.4 applied to H n (·) we get, for every T ≥ 2 and every positive integer n ≤ c −1 3 exp( √ log T ):
for some absolute constants c 1 , c 2 > 0. We observe that H F,p belongs to the unit circle for all p ∈ P F,1 and that #P F,1 ∩ [1, T ] = 1 2 Li(T ) + O(T e −c3 √ log T ) for some effective absolute constant c 3 > 0, by the prime number theorem on arithmetic progressions. Now by Lemma 5.6 applied with φ 1 = arccos(β), φ 1 = π and N = ⌊c −1 3 e √ log T ⌋ we get the asymptotics displayed in (7.1), for any α < min{1, c 2 , c 3 }.
Equidistribution of H F,q .
For a biquadratic form F (x) we need that H F,q equidistributes when q → ∞ ranges in the set q ∈ P F,u that we defined in section 6.2, for a fixed u ∈ µ 4 4 × {±1}. To detect those primes among the primes in P F,1 (and so to handle sums indexed by them) we use character sums, as follows. We define the auxiliary polynomial f aux (x) := 1 + x + x 2 + x 3 and the auxiliary sum
from which we see that S aux (u, v) = 1 if v ∈ {u, u} and S aux (u, v) = 0 otherwise. Therefore, for q ∈ P F,1 we have q ∈ P F,u if and only if S aux (u, χ 4,q (a, −1)) = 1, where P F,u and χ 4,q (a, −1) are as in section 6.2. In particular, for all T ≥ 1, all u ∈ µ 4 4 × {±1} and every function h : P F,1 → C we have (7.4) q∈PF,u∩ [1,T ] h(q) = q∈PF,1∩ [1,T ] S aux (u, χ 4,q (a, −1)) h(q).
This is a common technique in analytical number theory, see e.g. [19, Lemma 4] for an application of this trick in a similar context. If u is in the image of ϕ F , then P F,u,β is nonempty, and for T → ∞ we have
for some effective absolute constant α > 0 and with δ ≥ 1 1024π arccos(−β).
Proof. For all n ∈ N + and all k = (k 1 , . . . , k 5 ) ∈ (Z/4Z) 5 we define the unitary Hecke character
of the number field K = Q(i). For every n and k as above we have that
is a defining ideal of H n,k and α → (α/ |α|) 2n is its infinity type. Observe that H n,k is nontrivial for n = 0 because, m being a lattice in C, there exists α ∈ Z[i] such that α ≡ 1 (mod m) and α 2n ∈ R. Moreover, the size of H 2n,k satisfies v ξ (H n,k ) ≤ c 3 n for some c 3 > 0 independent of n.
The primes q ∈ I m with degree deg(q) = 1 are precisely those above a prime q ≡ 3 (mod 4). These primes satisfy N q = q 2 , and so there are at most √ T of them satisfying N q ≤ T , for every given T > 0. Therefore, by Lemma 5.4 applied to H n,k (·) we get, for every T ≥ 2, every positive integer n ≤ c −1 3 exp( √ log T ) ∈ N + and every k ∈ (Z/4Z) 5 :
for some constants c 1 , c 2 > 0 independent of n ∈ N + and k ∈ (Z/4Z) 5 . The primes q ∈ I m with deg(q) come in conjugate pairs, they satisfy N p = q for some q ≡ 1 (mod 4) and we have either q = π 4,q or q = π 4,q . In particular, given such q and v = χ 4,q (a, −1) we have:
v ki i for all n ∈ N + and all k ∈ (Z/4Z) 5 . Then (7.3), (7.4) and (7.7) imply (7.8) q∈PF,u∩ [1,T ] 2 Re((H F,q ) n ) = k∈(Z/4Z) 5
H n,k (q).
for some real numbers C(u, k) satisfying C(u, k) = C(u, −k) and |C(u, k)| ≤ 1 512 . Finally, by (7.6) and (7.8) we deduce that (7.9) q∈PF,u∩ [1,T ] Re ((H F,q ) 
for all T ≥ 2 and all positive n ≤ c −1 3 exp √ log T . We observe that H F,q belongs to the unit circle for all p ∈ P F,u ∩[1, T ] and that #P F,u ∩[1, T ] is estimated in Proposition 6.5. Now by Lemma 5.6 applied with φ 1 = arccos(β), φ 1 = π and N = ⌊c −1 3 exp √ log T ⌋ we get the asymptotics displayed in (7.1), for any α < min{1, c 2 , α ′ }. 
and for T → ∞ we have, for some δ ≥ δ 0 : From Proposition 8.1 we deduce that a biquadratic diagonal form satisfying r F (0, p) ≥ p 3 for all but finitely many primes p must be exceptional in the sense of Definition 6.1. This observation, together with the arguments of section 6.1, completes the proof of Theorem 6.2. For non-exceptional diagonal forms, Proposition 8.1 implies that the ratio r F (m, M )/M s−1 can be made strictly less than 1 for suitable m and M = p prime. In the next proposition we make this ratio arbitrarily small by using products of primes. p and all ε > 0 that satisfy
Proof. By Lemma 3.1 we have that
By Proposition 8.1 and the inequality log(1 + x) ≤ x, valid for all x > −1, we have that
so the proposition follows. In other words, r F (n) counts the number of representations of n via the form F (x). Then the image S F of F (x) can be described as
The relative density of S F along an arithmetic progression of the form m + M N is related to r F (m, M ). A trivial inequality relating the two is sufficient for our purpose. Proof. We consider the map φ : 
the proposition follows.
Recall that we are interested in intervals contained in N \ S F , so next we consider arithmetic progressions of intervals with fixed length. The union of these intervals in arithmetic progression forms a "rectangle" of integers {m + (h − 1)M + k : h ≤ H, k ≤ K}. A set of this form is sometimes known as a Maier matrix. #B ≤
because each element of B contributes at least 1 to the sum in the right hand side of (8.7). Now observe that this sum is equal to
because m + K < M . By Proposition 8.4 we deduce that
We remark that {a + 1, . . . , a + K} is a gap in the values of F (x) for any a ∈ A \ B as in Proposition 8.5. In particular, the existence of such gaps follows from an inequality of the form (8.6).
Choice of parameters.
In order to fulfil (8.6), we will use the upper bounds on the summands r F (m + i, M ) coming from Proposition 8.2 and from a suitable choice of sets P 1 ⊆ P 2 ⊂ P F . We will set P 2 = P F ∩ [1, T ], for some T large enough, and the next lemma is about finding the appropriate values of T . 
In particular, for this choice of T the set P F ∩ [1, T ] is nonempty.
Please compare (8.8) with (8.4 ) and notice the extra multiplicative factor 1 K in front of the first sum.
Proof. Consider first the case s = 4. Let γ ≥ 1 and T ≥ τ 4 (γ, K). By Proposition 8.1 and Lemma 5.5 we have that:
for some constants C 1 , C 2 > 0 independent of K. 
for some constants C 3 , C 4 > 0 independent of K. Again, it is easy to see that (8.8) holds if γ ≥ γ F for some γ F that can be chosen independently of K. Finally, we observe that β + log(2K) > 0, so ( We aim to show that for every K there is N ∈ N + such that Gap F (N, K) is nonempty. By Lemma 5.5 we have that log M = T (δ + o(1)) as T → ∞. Since τ s (γ F , K) → ∞ as K → ∞, and since Gap F (L s M s , K) ⊆ Gap F (N, K) , the theorem follows.
We remark that, despite the appearances, in general a larger value of δ corresponds to a smaller value of C F,K in Theorem 8.8. As a corollary of Theorem 8.8 we get the theorems stated in the Introduction. holds. When N ≥ e e e e we can write K = κ log log log N log log log log N for some κ > 0. If κ ≤ 1 we have log K ≤ log log log log N , so (8.11) holds if moreover N ≥ exp(exp(exp(γκ log log log N ))), which is satisfied when κ ≤ κ F = min{1, 1/γ). Remark 8.9. For some diagonal forms a more elementary proof can be given, i.e. not involving Hecke characters and Chebotarev's theorem for abelian extensions. For example for the biquadratic diagonal form F (x) = x 4 1 + x 4 2 + x 4 3 + x 4 4 we notice that K F,q = −5 for all q ≡ 5 (mod 8). Since Re H F,q ≤ 2, we see that Proposition 8.1 holds with β = 3 and P F = {q prime : q ≡ 5 (mod 8)}, even without referring to the equidistribution of H F,q . We can avoid the reference to an equidistribution result for cubic forms as well. For example for F (x) = x 3 1 +x 3 2 +x 3 3 we can prove that if p ≡ 1 (mod 3) and m is a nonzero noncubic residue class modulo p (i.e. χ 3,p (m) ∈ {0, 1}), then r F (m, p) ≤ p 2 −3p+2 √ p. This is enough to imply the existence of unbounded gaps, though with smaller size compared to Theorem 1.1. With this alternative approach, it helps to observe that for all primes p large enough we can find K consecutive residue classes modulo p at which χ 3,p assumes any given value, see [23] .
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