Increasingly, organisations flexibly outsource work on a temporary basis to a global audience of workers. This so-called crowdsourcing has been applied successfully to a range of tasks, from translating text and annotating images, to collecting information during crisis situations and hiring skilled workers to build complex software. While traditionally these tasks have been small and could be completed by non-professionals, organisations are now starting to crowdsource larger, more complex tasks to experts in their respective fields. These tasks include, for example, software development and testing, web design and product marketing. While this emerging expert crowdsourcing offers flexibility and potentially lower costs, it also raises new challenges, as workers can be highly heterogeneous, both in their costs and in the quality of the work they produce. Specifically, the utility of each outsourced task is uncertain and can vary significantly between distinct workers and even between subsequent tasks assigned to the same worker. Furthermore, in realistic settings, workers have limits on the amount of work they can perform and the employer will have a fixed budget for paying workers. Given this uncertainty and the relevant constraints, the objective of the employer is to assign tasks to workers in order to maximise the overall utility achieved. To formalise this expert crowdsourcing problem, we introduce a novel multi-armed bandit (MAB) model, the bounded MAB. Furthermore, we develop an algorithm to solve it efficiently, called bounded ε-first, which proceeds in two stages: exploration and exploitation. During exploration, it first uses εB of its total budget B to learn estimates of the workers' quality characteristics. Then, during exploitation, it uses the remaining (1 − ε) B to maximise the total utility based on those estimates. Using this technique allows us to derive an O B 2 3 upper bound on its performance regret (i.e., the expected difference in utility between our algorithm and the optimum), which means that as the budget B increases, the regret tends to 0. In addition to this theoretical advance, we apply our algorithm to real-world data from oDesk, a prominent expert crowdsourcing site. Using data from real projects, including historic project budgets, expert costs and quality ratings, we show that our algorithm outperforms existing crowdsourcing methods by up to 300%, while achieving up to 95% of a hypothetical optimum with full information.
vations, and the goal is to maximise the total amount of rewards by sequentially bandit settings [25, 27, 3] . In particular, this problem focusses on identifying the ranking of the arms, given a threshold for the number of total pulls (budget). As we 250 will explain later in Section 4.2, within the exploration phase, our bounded ε-first 251 approach relies on an approximation method that aims to choose arms with highest 252 reward-cost density values. Thus, the pure exploration problem can be regarded 253 as a sub-problem within the exploration phase, where we aim to achieve efficient 254 exploration (i.e., quickly identify the highest ranking arms). A number of algo-255 rithms have been proposed to tackle this problem, such as Hoeffding Races [25] , 256 Bernstein Races [27] , and Successive Rejects (SR) [3] . However, as we will show 257 both in theory (see Section 5.2) and in practice (see Section 6.4), replacing the uni-258 form exploration phase of our algorithm with the above-mentioned techniques does 259 not improve the performance of ε-first. Thus, these approaches do not outperform 260 uniform exploration within our settings. 262 We first introduce the bounded MAB model (Section 3.1). Following this, we 263 describe the expert crowdsourcing problem, and show how we can map it to the 264 bounded MAB model (Section 3.2). 265 
Model Description

Bounded Multi-Armed Bandits 266
The budget-limited MAB model consists of a slot machine with N arms, denoted 267 by 1, 2, . . . , N. At each time step t, an agent chooses a non-empty subset S (t) ⊆ 268 {1, . . . , N} to pull (its action). When pulling arm i, the agent has to pay a pulling 269 cost, denoted by c i , and receives a non-negative reward drawn from a distribution 270 associated with that specific arm. The agent has a cost budget B, which it cannot 271 exceed during its operation time (i.e., the total cost of pulling arms cannot exceed 272 this budget limit). Since reward values are typically bounded in real-world appli- 273 cations, we assume that the reward distribution of each arm has a bounded support. 274 Let µ i denote the mean value of the rewards that the agent receives from pulling 275 arm i. Within our model, the agent's goal is to maximise the sum of rewards it 276 earns from pulling the arms of the machine, with respect to the budget B. How-277 ever, the agent has no initial knowledge of the µ i of each arm i, so it must learn 278 these values in order to choose a policy that maximises its sum of rewards. Given 279 this, our objective is to find the optimal pulling algorithm, which maximises the 280 expectation of the total reward that the agent can achieve, without exceeding B. 281 Formally, let A be an arm-pulling algorithm, giving a finite sequence of pulls. 282 Let N B i (A) be the random variable that represents the total number of pulls of arm 283 i by A, with respect to the budget limit B. Note that N B i (A) is a random variable since the behaviour of A depends on the observed rewards. Thus, we have:
where S A (t) is the subset that A chooses to pull at time step t and I{i ∈ S A (t)} de- 286 notes the indicator function whether arm i is chosen to be pulled at t. To guarantee 287 that the total cost of the sequence A cannot exceed B, we have:
where P(·) denotes the probability of an event. In addition, within our model, we 289 assume that the agent cannot pull each arm i more than L i times in total. That is:
Now, let G B (A) be the total reward earned by using A to pull the arms within budget 291 limit B. The expectation of G B (A) is:
Then, let A * denote an optimal solution that maximises the expected total reward, 293 that is:
Note that in order to determine A * , we have to know the value of µ i in advance, 295 which does not hold in our case. Thus, A * represents a theoretical optimal algo-296 rithm, which is unachievable in general (but which we will use in Section 6 to 297 benchmark our approach). 298 Nevertheless, for any algorithm A, we can define the regret for A as the differ-299 ence between the expected total reward for A and that of the theoretical optimum 300 A * . More precisely, letting R B (A) denote the regret, we have the following:
The objective here is to derive a method of generating a sequence of arm pulls that 302 minimises this regret for the class of bounded MAB problems defined above.
303
Note that if we set the limits L i = ∞ for each arm i (i.e., there is no pull limit) 304 and we restrict |S (t)| = 1 for each t (i.e., the agent can only pull a single arm at 305 each time step), we get the budget-limited MAB, and in addition, if we set B = ∞ 306 (there is no budget limit either), we get the standard MAB model (for more details, 307 see [33, 36] provide the optimal solution. However, the employer has to take into account the 330 working hour preferences of each worker, which limits the total number of hours a 331 worker can spend on the project.
332
Given the mapping and the illustrative example above, the mapping between 333 expert crowdsourcing and bounded MABs is trivial. With a slight abuse of notation, 334 hereafter we will use both standard terms of MAB (i.e., arms, pulls, and agent) 335 and expert crowdsourcing (i.e., workers, task assignment, and employer). In what 336 follows, we propose an efficient algorithm to tackle the bounded MAB. We then 337 continue with its theoretical and empirical performance analysis. 
The Bounded ε-First
Following this, we sort the arms by their cost in an increasing (non-decreasing) 360 order, and we sequentially pull the arms starting from the one with the lowest cost, 361 one after the other, until the next pull would exceed the remaining budget. We . For the sake of simplicity, we 365 assume that L i ≥ x explore i . Otherwise, we stop pulling arm i once L i is reached. The 366 reason for choosing this method is that, since we do not know which arms will be 367 chosen in the exploitation phase, we need to treat them equally in the exploration 368 phase. Hereafter we refer to the allocation sequence performed by the uniform 369 algorithm as A uni . 
Bounded Knapsack-Based Exploitation 371
In order to describe the exploitation phase of the bounded ε-first algorithm, we start 372 with the introduction of the bounded knapsack problem, which forms the founda-373 tion of the method used in this phase. We then describe an efficient approximation 374 method for solving this knapsack problem, which we subsequently use in the ex-375 ploitation phase.
376
The bounded knapsack problem is formulated as follows. Given N types of 377 items, each type i has a corresponding value v i , and weight w i . In addition, there 378 is also a knapsack with weight capacity C. The bounded knapsack problem selects 379 integer units of those types that maximise the total value of items in the knapsack, 380 such that the total weight of the items does not exceed the knapsack weight capac-381 ity. However, each item i cannot be chosen more than L i times. That is, the goal is 382 to find the non-negative integers x 1 , x 2 , . . . , x N that
Note that if we set each L i = 1, we get the standard knapsack (or the 0−1 knapsack) we identify the item type with the highest density and select as many units of this 398 item as are feasible, without either exceeding the knapsack capacity or its item 399 limit L i . Following this, in the second round, we identify the item with the highest 400 density among the remaining feasible items (i.e., items that still fit into the residual 401 capacity of the knapsack), and again select as many units as are feasible, without 402 exceeding the remaining capacity or the corresponding item limit. We repeat this provides a well-behaved sequence of items (i.e., they are ordered by density), that 406 can be efficiently exploited in the theoretical performance analysis. 407 Now, we reduce the task assignment problem in the exploitation phase to a 408 bounded knapsack problem as follows. Letμ i denote the estimate of µ i after the 409 exploration phase. This estimate can be calculated by simply taking the average of 410 the received reward samples from arm i. Given this, we aim to solve the following 411 integer program:
are the decision variables, representing the number of times we pull 413 arm i in the exploitation phase. In order to solve this problem, we use the above- , then we pull that arm at t. Hereafter we refer to this exploitation approach 418 as A greedy . When used together with the uniform exploration technique described 419 above, we refer to this algorithm as bounded ε-first, or A ǫ−first .
The pseudo code of the algorithm is depicted in Algorithm 1. In what follows, 421 we formally examine the performance of this algorithm. 422
Performance Analysis
423
In this section, we first derive an upper bound for the bounded ε-first algorithm, for 424 any given ε value. We then show that by efficiently tuning the value of ε, we can bound for this modified 429 version, however, with larger coefficient constants (Section 5.2). This implies that 430 even with this more sophisticated exploration method, we cannot achieve a better 431 performance, compared to that of uniform exploration. 432
Regret Bounds of ε-First with Uniform Exploration 433
Recall that both A uni and A greedy together form sequence A ǫ−first , which is the policy 434 generated by the bounded ǫ-first algorithm. The expected reward for this policy can 435 be expressed as the sum of the expected performance of A uni and A greedy . That is:
Now, without loss of generality, we assume that the reward distribution of each β, the performance regret of the bounded ε-first approach is at most To prove this theorem, we will make use of the following version of Hoeffding's 446 concentration inequality for bounded random variables:
447
Theorem 2 (Hoeffding's inequality [15]). Let X 1 , X 2 , . . . , X n denote the sequence of random variables with common range [0, 1], such that for any 1 ≤ t ≤ n, we have
n n t=1 X t . Given this, for any δ ≥ 0, we have:
The proof can be found, for example, in [15] . provides an optimal solution to the fractional bounded knapsack, and this optimal 455 solution is always at least as high as the optimal solution of the (integer) bounded 456 knapsack (for more details, see [19] ).
457
Given this, let x 1 , . . . ,x N denote the optimal solution to the fractional relax-458 ation of the knapsack problem given in Equation 8 (i.e., the problem we have to 459 solve within the exploitation phase and that uses the estimatedμ i values). In ad-460 dition, let x + 1 , . . . , x + N denote the corresponding optimal solution to this problem 461 when the true µ i values are known. Recall that both of these solutions can be ob-462 tained using the bounded greedy algorithm. Next, we prove the following auxiliary 463 lemmas:
467
Proof of Lemma 3. Note that the right hand side of the inequality is the optimal 468 solution of the fractional bounded knapsack. In addition, the left hand side is the 469 optimal solution of the integer bounded knapsack problem. Moreover, it is well 470 established that the optimal solution of the fractional problem is always higher 471 than that of the integer knapsack [23, 19] . This concludes the proof.
472
Proof of Lemma 4. Note that for any arm j,
of the arms can be pulled after the stop of A uni without exceeding ǫB. Furthermore,
Recall that µ i ≤ 1. Thus:
Proof of Lemma 5. Without loss of generality, assume that the bounded greedy 477 chooses the arms to pull in the order of 1, 2, . . . , N. Let b denote the largest index 478 such thatx b 0. Since A greedy also uses the bounded greedy, we can easily show 479 that for i < b:
which concludes the proof, since µ b ≤ 1.
483
Proof of Theorem 1. Using Hoeffding's inequality for each arm i, and for any 484 positive δ i , we have:
, we can prove that, with at least probability β,
holds for each arm i. Hereafter, we strictly focus on this case. We first show that
In particular, let σ i be the difference between the number of pulls of arm i within the 487 optimal solution of G B (A * ) and that of G (1−ε)B (A * ). Note that σ i can be negative. 488 We know that:
In addition, from [19, 23], we have:
where c min = min i c i . By solving the relaxed unbounded knapsack (and allowing 491 negative σ i values as well), we have that
Putting the previous inequalities together, we get Equation 14. This implies that
Using Lemma 4, we can bound the first term on the right-hand side as follows:
We now turn to bound the second term on the right-hand side of Equation 15. From
495
Lemmas 5 and 3 we get:
Since x 1 , . . . ,x N is the optimal solution of the fractional bounded knapsack that 497 we have to solve at the exploitation phase, we have:
Similarly, we have
This is due to x + 1 , . . . , x + N being the real optimal solution. Recall that |μ i − µ i | ≤ δ i 500 holds for each arm i. This implies that
Recall
The second inequality can be easily proven by using elementary algebra. Now, by using elementary algebra, we can show that by setting
the upper bound given in Theorem 1 is minimised. Thus, we get: 509 Theorem 6. Let ε opt denote the abovementioned value that minimises Equation 10 510 and 0 < β < 1. By setting the exploration budget to be Bε opt , with at least proba-511 bility β, the regret of the bounded ε-first algorithm is at most
That is, the upper bound can be tightened to O B ably outperforms the other methods (see [3] for more details). Given this, we re-535 place the uniform exploration approach with SR, in order to study whether we can 536 improve the performance of bounded ε-first. In what follows, we first describe how 537 SR can be adapted to our setting and then we provide theoretical regret bounds.
538
The pseudo code of the SR-based exploration can be found in Algorithm 2. Let l(N) = 1 2 + N−1 j=2 1 j and n 0 = 0. For each k ∈ {1, 2, . . . , N − 1}, we set the value of n k as follows:
where c max = max j c j . Within the initialisation phase, we set B res = εB − N k=1 n k c k 539 and allocate the residual budget B res among the arms (lines 3 − 7). Within the 540 exploration phase, at each time step t, we pull all the arms within the set of arms A t 541 exactly (n t −n t−1 ) times. We then eliminate the arm with the lowest estimated mean 542 reward from the set of arms and continue with the next time step (lines 10 − 14).
543
Following Audibert et al. (2010) , we can show that in SR, there is exactly one 544 arm which is pulled n 1 times, one n 2 times, ..., and two that are pulled n N−1 times.
545
Furthermore, the total consumed budget does not exceed εB. In particular, without 546 loss of generality, we assume that the order of arm elimination is 1, 2, . . . , N − 1.
547
We have:
Given this, the regret of this approach can be bounded as follows.
549
Theorem 7. Let 0 < ε, β < 1. Suppose that εB ≥ N j=1 c j . With at least probability 550 β, the performance regret of the bounded ε-first with SR exploration approach is at
In addition, by optimally tuning ε, we can show that the regret is at most
Note that for N ≥ 9, this regret bound is clearly worse than that of the ε-first approach with uniform exploration (see Equation 19 ), as (N+3) ln N 2 c max > N j=1 c j holds for this case. In particular, for N ≥ 9, we have This implies that for N ≥ 9, by using uniform exploration, we can achieve a better regret bound, compared to exploration with SR. 10 555 556
Proof of Theorem 7. Similar to the proof of Theorem 1, we can show that with at 557 least β probability, the regret is at most
where
. Without loss of generality, we assume that within the SR 559 exploration, the order of arm elimination is 1, 2, . . . , N − 1. From the definition of 560 SR, we have that for each k ∈ {1, 2, . . . , N − 1}:
That is, we get
We now rely on the following fact:
In addition, we can use induction to show that
These imply that
which concludes the proof. In addition, by optimally tuning the value of ε, we 564 achieve the regret bound given in Equation 22. 565
Experimental Evaluation
566
While we have so far developed theoretical upper bounds for the performance re-567 gret of our algorithm, we now turn to practical aspects and examine its performance 568 in realistic settings. This is necessary and complements our theoretical analysis, 569 because the latter concentrates on asymptotic performance bounds as the budget 570 tends to infinity and for arbitrary performance distributions. In this section, we are 571 now interested in how the algorithm performs for realistic budget sizes and perfor-572 mance distributions that occur in real expert crowdsourcing settings. To this end, 573 we run the algorithm on a range of problems from a large real-world dataset and 574 compare its results with a number of benchmarks. In the following, we first out-575 line the dataset we use to generate our experiments (Section 6.1), then describe the 576 benchmarks (Section 6.2) and detail our results (Section 6.3). In addition, we also 577 compare the performance of our uniform exploration approach with other explo-578 ration methods in Section 6.4. 579
Experimental Setup 580
To test our algorithm on realistic settings, we use real data from the expert crowd-581 sourcing website oDesk. 11 Specifically, we assume an employer wishes to crowd-582 source a large-scale software project and is looking to hire Java experts. Since only 583 a small fraction of all registered Java experts will be available at any time, we deter-584 mine the number of applicants by sampling from the real historical distribution of 585 applicants per Java-related job. This distribution is shown in Figure 1 (we consider 586 only closed jobs and truncate the distribution to the interval [2, 100], as smaller 587 jobs are trivial and as there was a small number of extremely large outliers).
588
To determine the characteristics of those workers, we sample them from the set 589 of more than 30,000 Java experts registered on the website. For each expert i, we Note that task limits are measured in hours, and 5000 working hours limit is approximately 2 years. This value is reasonable as some workers on oDesk are willing to work on large projects for more than a year. 13 Ratings on oDesk are 1 -5 stars, which we map to the interval [0, 1]. Note we use this only to generate realistic distributions and assume R i is unknown to our agent. To avoid bias when only few ratings are available, we pad this empirical distribution with samples from U(0, 1) until it is based on at least five samples.
Benchmarks
To demonstrate that our algorithm outperforms the state of the art, we compare its
Small
Moderate
Large Extreme
Bounded ε-first (ε = 0.15) 59. 88(0.35)  707.14(3.49) 3,833.8(18.61) 11,065(54.07 Bounded ε-first (ε = 0.15) ε-first (ε = 0.10) Figure 2 : Performance ratio of the algorithms (compared to the optimal solution) in case of jobs with small budgets (smaller than $1,000). the jobs on oDesk have a budget smaller than $1,000. Given this, we next further 718 analyse the performance of the algorithms within this budget range (restricting 719 the set of candidates to those that charge at most $30 per hour). The results are 720 depicted in Figure 2 (for ease of comparison, the performance is now expressed 721 as a percentage of the optimal). We also depict the regret bound calculated from 722 Theorem 1 as well, to demonstrate that our algorithm indeed can guarantee the 723 regret bound. Note that hereafter we only show the results of the bounded KUBE 724 (as it has been shown in Table 1 that it outperforms its simplified counterpart).
725
As we can see, for jobs with very small budgets (i.e., smaller than $100), the 726 performance of our algorithm is similar to that of the budget-limited ε-first and 727 trialsourcing. This is due to the fact that with a small budget, longer exploration 728 is a luxury, and thus, those approaches perform well with only a small budget for 729 exploration. However, if the budget is higher than $100, our algorithm clearly 730 outperforms the others by up to 67%. As before, this is because our approach 731 identifies the best-performing workers and deals with the task limits of workers 732 (which start to become an issue with a rising budget). We can also observe that the 733 uniform and random algorithms are clearly worse than our approach for any budget 734 size, as they do not take into account the workers' performance characteristics at 735 all. In addition, it can clearly be seen that our algorithm is the only one that can 736 guarantee the regret bound (as the others all perform worse than the regret bound 737 as the budget rises above $150).
Interestingly, the budget-limited ε-first and trialsourcing algorithms first per- form better with an increasing budget (compared to the optimal), but their per-740 formance eventually starts to decrease. This is due to two opposing factors -741 initially, an increasing budget means the approaches can spend more of their bud-742 get on exploiting the best workers; however, eventually the task limits become an 743 issue, resulting in workers hitting their limits more frequently. This trend is not 744 displayed by the uniform approach, which consistently performs better with an in-745 creasing budget. This is because it is not affected by task limits and because the 746 relative advantage of the optimal solution decreases as more workers are included 747 due to the larger budget. We can also observe that when the budget is small, the 748 performance of bounded KUBE is not efficient, compared to the others, as it needs 749 more time to converge.
750
Another interesting set of jobs is those with large budgets, as they present long-751 term investments that require careful task allocation. Thus, we also vary the budget 752 B from $5,000 to $20,000, to analyse the performance of the algorithms (for con-753 sistency fixing the set of candidates to those that charge at most $50 per hour). In 754 fact, this range covers 77% of large jobs on oDesk (i.e., jobs with budget > $5,000).
755
From Figure 3 , we can see that our algorithm typically outperforms the others by 756 up to 200%, and it achieves around 95% of the optimum. Here, the significantly 757 higher performance compared to the benchmarks is due to the ability of our al-758 gorithm to take into account the workers' task limits and divide the high budget 759 between several workers. In addition, our algorithm outperforms the others by up 760 to 162% (for the case of budget B = $10,000). We can also see that when the budget is sufficiently large, bounded KUBE achieves a higher performance, com-762 pared to other benchmarks. However, it can still only achieve less than 60% of the 763 bounded ε-first.
764
To conclude this section, we note that the bounded ε-first algorithm performs 765 well in most cases, achieving up to 95% of the optimal solution. This proportion 766 is largest for projects with a high budget, which is not surprising given the per-767 formance bounds discussed in Section 5. It also achieves the highest performance 768 gains compared to the benchmarks in those settings, as it reasons about task limits, 769 and so our approach is particularly beneficial for large-scale projects. section (recall that in general, they are outperformed by our proposed method).
782
In Figure 4 , we note that all learning approaches perform well when there are 783 few candidates, as they can explore all available candidates and are likely to select 784 a good worker during the exploitation phase. However, as the number of candi-785 dates is increased, the performance decreases. This is due to several factors. First,
786
as more candidates are available, the quality of the optimal solution increases. Sec- 
793
In Figure 5 , similar trends can be observed for larger budgets. As in Sec-794 tion 6.3.1, our approach, bounded ε-first, performs significantly better than all 795 other benchmarks when the budget is high. Here, the higher budget also allows 796 it to sustain a high quality of around 80-90% of the optimal even when there are 797 a few hundreds of candidates. This is because it has a sufficient budget to explore 798 even the larger number of candidates. In addition, we can see that our method out-799 performs the best benchmark by up to 300% (in the case of budget B = 30,000 and 800 when the number of candidates is between 100 and 300). This significant increase 801 in relative performance to the other benchmarks is again due to the ability of our 802 algorithm to rely on several high-quality workers within their respective task lim-803 its, while most of the other benchmarks rely on a single worker that eventually hits 804 its task limit. is often the case in traditional labour markets, where more highly-skilled workers 810 can demand higher wages [18], this may not be an informative feature to distin-811 guish workers. Thus, in this section, we do not use the implicit correlations from 812 the oDesk data set, as we did in previous section, but rather alter this artificially, to 813 test our approach in settings with a range of such correlations.
814
To achieve this, we use the advertised cost of a worker, c i , and determine its 815 mean quality as µ i = D · c i , where D is a random variable representing the worker's 816 quality-cost density. Here, we sample a value for D for each worker from a distri- 826 15 Specifically, we assume that it has the cumulative probability distribution
In the special case where v = 0, we assume F D (x < 1) = 0 and F D (x ≥ 1) = 1. Thus, this distribution is a mixture of two uniform distributions -with probability α, the sample is drawn from a uniform distribution with support [0, 1] and with probability (1 − α), it is drawn from one with support [1, k] . We choose this formulation as it is simple and allows us to arbitrarily control the variance while still ensuring a non-negative support. Figure 6 shows the results in settings with low noise as we increase the variance 827 of the quality-cost density, v, with low (B = $500), moderate (B = $5,000), large 828 (B = $30,000), and extremely large (B = $100,000) budgets (we choose these 829 as representative results -higher budgets follow similar trends). For the sake of 830 better visibility, the regret bound is left out from the figures (however, they show 831 similar trends to previous figures). Several interesting trends emerge here. When 832 the variance is extremely low (around v = 0), all approaches perform well. This 833 is because workers here are completely homogeneous, achieving the same level of 834 quality for each currency unit spent. However, as the variance is increased slightly, 835 performance drops quickly for all approaches, as they are now less likely to choose 836 the best workers.
837
Interestingly, in the setting with larger budgets (Figures 6 (B) , 6 (C), and 6 (D)), 838 the performance of the learning approaches eventually starts rising again. This is 839 because these settings can produce experts with a high quality but low cost that are 840 likely to be identified during the exploration phase and then exploited. This effect 841 does not occur in the setting with a low budget ( Figure 6 (A) ), because here the 842 exploration budget is low and outliers are less likely to be identified (for the ε-first 843 algorithms) or the exploitation budget is too low (for the trialsourcing algorithm). 844 We can also see that the larger the budget is, the better our algorithm performs 845 compared to the benchmark approaches, for the same reasons as described previ-846 ously.
847
Finally, Figure 7 shows the results when individual quality samples of a par-848 ticular worker have a high variance (Var [N] = 10). Note that we have also left 849 the regret bound out from the figure in order to achieve better visibility. This is a 850 more challenging setting for all of the learning algorithms because it reduces the 851 accuracy of the quality estimates. Here, we first note that in the low budget setting 852 (Figure 7 (A) ), there is only a small drop in performance compared to the previous 853 settings with low noise. This is because estimating the quality of workers with such 854 a limited budget is already challenging. A larger drop in quality is apparent for the 855 moderate budget (Figure 7 (B) ), where the high noise reduces the accuracy of the 856 quality estimates (as the noise variance now typically exceeds the variance of the 857 quality-cost density). However, despite the significant 10-fold increase in the noise 858 variance, the performance of the learning algorithms is still reasonable, with only 859 an approximately 10% decrease in the total utility achieved. On the other hand, we 860 can see that as the budget is further increased (Figures 7 (C) and 7 (D) ), the per-861 formance of our algorithm improves, compared to the small and moderate budget 862 cases. This is due to the fact that with a sufficiently large budget size, our algorithm 863 can efficiently explore the quality of each worker, and thus, it can achieve a high 864 performance within the exploitation phase.
865
To conclude the experimental section, we note that our proposed algorithm, bounded ε-first, consistently outperforms all of the existing benchmark approaches 867 over a range of realistic settings. Sometimes, this results in a many-fold improve-868 ment over the best existing approach, and it typically achieves 70-90% of the hy-869 pothetical optimal with full information. Performance is particularly good when 870 the overall budget is high (allowing ample exploration) and when the variance of 871 the quality-cost density is high (allowing the algorithm to focus on the most cost-872 effective workers). On the other hand, when there are many available workers in 873 the system, performance degrades, but our approach still significantly outperforms 874 existing benchmarks. 875
Comparison with Other Exploration Policies 876
We now turn to the investigation of whether we can improve the performance of 877 the bounded ε-first algorithm by replacing the uniform exploration approach with 878 other policies. Recall that in Section 5, we have proved that by replacing the uni-879 form approach with Successive Rejects (SR), the theoretical regret bound, that the 880 bounded ε-first approach can achieve, is increased. Hence, it is less efficient. In 881 this section, we further demonstrate that by using Hoeffding Races for exploration, 882 the performance cannot be improved either. To do so, we compare our algorithm 883 with Hoeffding Races and SR, using the above-mentioned parameter settings. In 884 what follows, we first briefly describe the Hoeffding Races exploration algorithm, 885 and then discuss the numerical results.
886
The Hoeffding Races algorithm relies on Theorem 2 as follows. Suppose that the number of pulls of arm i is x i , and let 0 < β < 1. From Theorem 2, we can guarantee that with at least (1 − β) probability, we have:
whereμ i is the current estimate of arm i's expected reward value µ i . Given this, at 887 each time step t, Hoeffding Races maintains an upper confidence (UC) and lower 888 confidence (LC) value for each arm i, such that
whereμ i (t) is the estimate of µ i at time step t, and x i (t) is the number of pulls of arm 890 i up to time step t. Hoeffding Races initially uniformly pulls the arms. However,
891
if for a certain t there exist arms i j such that UC i (t) < LC j (t), the algorithm the past). Another potential application of our work is cloud computing, where services are potentially unreliable or vary in their quality, and where the maximum 954 number of jobs on one service is restricted either by a fixed deadline or by user designed to address this setting, we intend to extend our model to this scenario as 993 well.
994
