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Résumé et mots clés
Dans cet article, nous proposons un détecteur multi-utilisateurs basé sur une représentation d'état au rythme
symbole du système AMRC (Accès Multiple par Répartition de Codes). Le modèle d'état met en évidence un
bruit de transition non Gaussien. Par conséquent, l'application du filtre de Kalman comme un détecteur 
multi-utilisateurs perd son optimalité au sens de l'erreur quadratique moyenne minimale (EQMM). Pour 
remédier à ce problème, nous proposons d'utiliser l'approximation par une somme pondérée de gaussiennes
(SPG) de la densité de probabilité a posteriori des symboles à estimer sachant les observations. Nous 
montrons que la SPG se propage au cours des itérations à travers une structure de réseau de filtres de
Kalman (RFK) fonctionnant en parallèle. À chaque itération, nous proposons de réinjecter une seule 
gaussienne ayant la moyenne et la matrice de covariance de l'estimée EQMM du vecteur d'état obtenue. 
La structure proposée présente des performances nettement meilleures que les structures linéaires (EQMM,
décorrélateur, filtre de Kalman) et à retour de décision (DFE).
AMRC, Détection multi-utilisateurs, Filtrage de Kalman, Somme Pondérée de Gaussiennes, Relation de Bayes.
Abstract and key words
In this paper, we propose a new multiuser detector based on a symbol rate state-space model of the CDMA system.
This state-space model presents a non-Gaussian state noise characteristic. Therefore, the Kalman filtering approach
looses its MMSE optimality. As a solution, we propose to apply the Weighted Sum of Gaussian (WSG) approximation. We
demonstrate that the WSG is propagated during iterations through a NKF structure. At each iteration, we inject only one
gaussian term having the mean and the covariance matrix of the last obtained MMSE estimate of the state vector. The
proposed structure improves the performance compared to the linear structures such as: the MMSE, the Kalman filter
and the feedback structure such as DFE.
CDMA, Multiuser detection, Kalman filter, Weighted Sum of Gaussian, Bayes rule.
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1. Introduction
Les systèmes de communications mobiles de troisième généra-
tion (3G, HSDPA) sont basés sur la technique d’accès multiple
par répartition des codes (AMRC) ou plus communément le
CDMA (Code Division Multiple Access). Dans cette méthode
d’accès multiple, des séquences d’étalement différentes sont
attribuées aux utilisateurs. L’accès en même temps et sur la
même bande de fréquence crée l’interférence inter-utilisateurs
(IIU). À cet effet, on choisit généralement des séquences d’éta-
lement ayant de bonnes propriétés d’auto-corrélation et d’inter-
corrélation, voire l’orthogonalité, pour faciliter la séparation des
utilisateurs au niveau de la réception. Cependant, l’asynchro-
nisme de la transmission et la présence de multi-trajets dans le
canal de propagation détériorent ces bonnes propriétés. Par
ailleurs, si le débit des services augmente relativement par rap-
port à la bande passante ou/et à l’étalement temporel du canal,
il y a également présence d’Interférences Inter-Symboles (IIS).
Durant la dernière décennie, diverses approches d’annulation
d’interférences (IIU et IIS) ont été proposées. Ces méthodes
peuvent être classées suivant des structures sous ou sans
contraintes d’alphabet, fonctionnant symbole par symbole ou
séquence par séquence, minimisant soit un critère MAP
(Maximum A Posteriori), soit un critère MV (Maximum de
Vraisemblance), soit encore un critère EQMM (Erreur
Quadratique Moyenne Minimale). Ces approches dépendent
notamment de la modélisation de la relation entrée-sortie du
canal de transmission. 
Dans cet article, la détection multi-utilisateurs est vue comme
un problème d’estimation bayésienne des symboles transmis
selon une formulation d’état du système AMRC. Le signal reçu
sur une période symbole, r(k)1, s’écrit sous la forme suivante :
r(k) = A(k)d(k) + b(k)
où A(k) représente la matrice code-canal,
d(k) = [xT (k),...,xT (k − k̃ + 1)]T ,
avec x(k) = [d1(k),...,dK (k)]T , est un vecteur de dimension
( k̃K × 1) contenant k̃K symboles ({di (k)}). b(k) désigne un
bruit blanc Gaussien. Le terme k̃ représente le nombre de sym-
boles interférants dans le système et le terme K désigne le
nombre des utilisateurs actifs dans une cellule du réseau.
Les symboles transmis, d(k), sont la réalisation d’un processus
stochastique markovien décrit par l’équation suivante :
d(k + 1) = Fd(k) + Gx(k + 1)
où la matrice F , de dimension ( k̃K × k̃K), désigne une matrice
de K transitions et la matrice G = [IK×K ,0K×K ,...,0K×K ]T est
de dimension ( k̃K × K).
La Densité De Probabilité (DDP) a posteriori p(d(k)|Rk)
représente l’information la plus complète sur d(k) et par consé-
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quent sur {di (k)}i=1...K , étant donné un horizon d’observation
Rk = [r(k),...,r(0)] qui est le cumul des observations r(k) de
l’origine jusqu’à l’instant k . Cette information est maximale
pour un horizon infini. Une fois cette densité déterminée, les
estimées EQMM des symboles des utilisateurs peuvent être
obtenues. En faisant abstraction du caractère non Gaussien du
bruit d’état représenté par le terme, Gx(k + 1) , le filtre de
Kalman implémente l’estimateur au sens EQMM du vecteur
d’état d(k) d’une manière récursive.
Cependant, un bon nombre de travaux [1], [2], [3], basé sur
d’autres modélisations d’état du système CDMA, ne prend pas
en compte la non Gaussiannité du bruit d’état. En fait, l’opti-
malité du filtrage de Kalman repose sur la Gaussiannité du bruit
d’état et du bruit d’observation [4]. Toute déviation par rapport
à la distribution Gaussienne peut induire des performances non
satisfaisantes ce qui est le cas pour la détection multi-utilisa-
teurs dans un contexte de haut débit (facteur d’étalement court).
Vu l’importance de ce problème, nous proposons dans cet
article de traiter le problème de la non gaussiannité du bruit
d’état via l’approximation par une somme pondérée de gaus-
siennes (SPG) de la densité de probabilité a posteriori des sym-
boles à estimer sachant les observations, initialement introduite
par Sorenson et Alspach [5], centrée autour des valeurs pos-
sibles. Nous montrons, alors, que les densités prédites et esti-
mées du vecteur d’état sachant les observations s’écrivent aussi
sous forme de SPG où les paramètres de chaque Gaussienne
sont mis à jour à l’aide d’un filtre de Kalman. L’estimée EQMM
du vecteur d’état, d̂E QM M (k) = E
{
d(k)|Rk} , est obtenue par
une combinaison linéaire convexe des sorties d’un Réseau de
Filtres de Kalman fonctionnant en parallèle. Pour stabiliser la
complexité de la structure, la taille de la SPG est contrainte à
une seule Gaussienne résumant l’information qui y est conte-
nue, à savoir N (̂dE QM M (k),̂PE QM M (k))2 où P̂E QM M (k) est la
covariance d’erreur d’estimation. La structure du détecteur pro-
posé, Réseau de Filtres de Kalman (RFK), est adaptée à une
implémentation en parallèle. Les résultats de simulations mon-
trent l’amélioration des performances par rapport aux structures
classiques type : EQMM, décorrélateur, DFE (Decision
Feedback Equalizer) et Kalman simple dans plusieurs configu-
rations d’étude. Les performances de la structure proposée s’ap-
prochent de celles du détecteur MAP Symbole par symbole
(MAPS) tout en étant résistant au problème d’éblouissement dit
de proche-lointain.
Ce papier est organisé comme suit. La section 2 présente le
modèle d’état au rythme symbole du système AMRC. La sec-
tion 3 introduit l’approche par filtrage de Kalman. La section 4
présente le détecteur RFK-EQMM qui se base sur l’application
de l’approximation par une somme pondérée de Gaussiennes.
L’apport de cette modélisation est étudié dans la section 5.
L’étude des performances du nouveau détecteur est présentée
dans la section 6. La section 7 conclut cet article.
1. Dans le reste de l’article, nous notons les vecteurs (resp. les matrices) par
des caractères miniscules gras (resp. des caractères majuscules gras).
2. N (a,B) représente une densité Gaussienne de moyenne a et de matrice
de covariance B .
2. Représentation d’état
du système AMRC
L’utilisateur i émet les symboles di (m) (m ∈ Z ) étalés par un
code d’étalement cqi , de longueur L (q = 0,...,L − 1). Le
rythme d’émission du code est Tc . La mise en forme du signal
émis puis sa propagation à travers le canal i jusqu’au récepteur
se traduisent par une convolution par une fonction g̃i (t), sup-
posée connue pour chaque utilisateur. L’observation globale
résulte de la somme sur les K utilisateurs actifs dans la cellule






di (m)g̃i (t − mLTc) + b(t) (1)
Soit, aux instants t = (kL + l) Tc et en omettant la période Tc
comme suit,











di (k − j)g̃i ( j L + l) + b(kL + l)
g̃i (p) représente la fonction du canal total incluant l’effet de
l’étalement et de la convolution par le canal de propagation sup-
posé à multi-trajets. b(p) est un bruit additif blanc Gaussien
centré de densité spectrale σ 2b . Pour plus de détails, le lecteur
peut se référer à l’annexe 1.





B( j)x(k − j) + b(k) (4)
avec b(k) = [b(kL),. . . ,b(kL + L − 1)]T
et B( j) = [g1( j),...,gK ( j)]
où gi ( j) = [g̃i ( j L),. . . ,̃gi ( j L + L − 1)]T
et x(k) = [d1(k),...,dK (k)]T .
Le nombre des symboles présents dans la fenêtre d’observation
r(k) est noté par k̃ . Il est fonction du maximum des retards des









r(k) = AL×̃kK d(k )̃kK×1 + b(k)L×1 (6)
avec A = [B(0),...,B(̃k − 1)] ,
d(k) = [x(k)T ,x(k − 1)T ,...,x(k − k̃ + 1)T ]T .
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Le modèle dérivé met en évidence le terme d’Interférence Inter-
Symboles (IIS) qui apparaît dès que le canal dévie du canal
mono-trajet, en effet :
- si L → ∞, c’est-à-dire, lorsque la transmission est à très bas
débit, le terme k̃ → 1 : le terme d’IIS devient négligeable.
- si L → 1, c’est-à-dire, lorsque la transmission est à très haut
débit, le terme k̃ → P : le terme IIS est prépondérant.
L’équation (6) représente l’équation d’observation du modèle.
Le vecteur, d(k), constitue le vecteur d’état à estimer. Il évolue
au cours du temps selon l’équation de transition suivante :
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0 désigne la matrice nulle de dimension K × K et I désigne la
matrice identité de dimension K × K.




] = σ 2d IK×K δ(k − j) où δ(.) désigne le
symbole de Kronecker et σ 2d désigne la variance des symboles.
Dans le reste du papier, on prendra σ 2d = 1.
Les équations (6) et (7) définissent le système AMRC comme
un système linéaire. L’équation de transition d’état correspond
à une égalité exacte (une simple équation de décalage). Le
terme x(k + 1) dans l’équation (7) est interprété comme un
bruit d’état et non comme une entrée du système sinon il y
aurait une incohérence entre estimer les symboles des utilisa-
teurs émis à l’instant (k − r) avec 0 ≤ r ≤ k̃ − 1 et connaître
les symboles x(k + 1).
La représentation algébrique introduite ci-dessus modélise la
transmission symbole par symbole du système AMRC. Cette
caractéristique la différencie du modèle présenté dans la réfé-
rence [2] qui est obtenu par la concaténation du vecteur r(k) sur
toute la séquence émise (k = 1,.., nombre de symboles trans-
mis). Dans le reste du papier, la matrice code-canal notée par A
est supposée connue ainsi que le nombre des utilisateurs K.
(2)
(3)
3. Les indices des matrices indiquent les dimensions et seront omis par la
suite.
3. Approche par filtrage
de Kalman
Le système AMRC est un système linéaire régi par une repré-
sentation d’état au rythme symbole. Ainsi, le meilleur estima-
teur linéaire non biaisé du vecteur d’état, d(k), au sens de l’er-
reur quadratique moyenne minimale (EQMM) dans l’ensemble
des estimateurs linéaires est délivré par le filtre de Kalman.
Le bruit d’observation, b(k), et le bruit d’état, Gx(k), sont indé-
pendants et décorrélés. En supposant la connaissance de la
matrice code-canal A et la variance de bruit d’observation, le
filtre de Kalman peut être implémenté sous une forme récursive.
Le vecteur d’état d(k) est estimé à partir des observations col-
lectées jusqu’à l’instant k , Rk = [r(k),r(k − 1),...,r(0)].
Vu que le vecteur d’état est composé de k̃ sous-vecteurs x tel
que d(k) = [x(k)T ,x(k − 1)T ,...,x(k − k̃ + 1)T ]T , l’estima-
tion peut être, donc, obtenue avec un retard r où 0 ≤ r ≤ k̃ − 1
afin de combattre l’effet de l’interférence inter-symboles.
Soit d(k|l) l’estimée du vecteur d’état à l’instant k sachant les
observations collectées jusqu’à l’instant l. Soit P(k|l) la matrice
de covariance de l’erreur associée. L’implémentation du filtre
de Kalman est présentée dans le tableau suivant en supposant
que la variance des symboles est égale à 1 [6], [4] :
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tion du Rapport Signal à Bruit (RSB 5). Le facteur d’étalement
des codes de Gold est de L = 7. Le nombre des utilisateurs est
de K = 3 avec des retards d’accès de 0, 2 et 5 chips. Le retard
d’estimation est choisi égal à 1 symbole. Nous remarquons que
les performances des deux modèles sont équivalentes.
Tableau 1. Filtre de Kalman, modèle au rythme symbole.
Equations de Ricatti
P(k|k − 1) = FP(k − 1|k − 1)FT + GGT
T(k) = P(k|k − 1)AT
K(k) = T(k)(AT(k) + σ 2b I)−1
P(k|k) = P(k|k − 1) − K(k)TT (k)
Mise à jour de l’estimée de l’état 
e(k) = r(k) − AFd(k − 1|k − 1)
d(k|k) = Fd(k − 1|k − 1) + K(k)e(k)
La mise à jour des estimées de l’état est réalisée au rythme sym-
bole. La complexité calculatoire pour une charge du système4
de l’ordre de KL = 0.5, est de l’ordre de O(L3) où K désigne le
nombre des utilisateurs actifs et L désigne le facteur d’étale-
ment.
Pour valider le modèle considéré au rythme symbole, nous
comparons ses performances par rapport à une représentation
au rythme chip proposée dans [3]. La figure 1 montre les résul-
tats de simulations en termes de Taux d’Erreur Binaire en fonc-
4. Le système à étalement de spectre est un système limité par les interfé-
rences. Le nombre des utilisateurs est limité par le nombre des codes d’éta-
lement disponibles au niveau de la station de base qui est égal au facteur
d’étalement. Le rapport entre le nombre des utilisateurs actifs et la longueur
des codes d’étalement est connu sous le nom de la charge du système.
5. RSB = Eb/σ 2b où Eb est l’énergie symbole et σ
2
b est la variance du bruit
d’observation.
4. Approximation de la
ddp a posteriori par 
une Somme Pondérée 
de Gaussiennes
Les deux critères MAP et EQMM nécessitent le calcul de la
densité de probabilité (ddp) du vecteur d’état, d(k), sachant la
connaissance de Rk = [r(0),...,r(k)], notée par p(d(k)|Rk).
Cette ddp a posteriori fournit la description la plus complète du
vecteur d’état. Mis à part le cas linéaire et gaussien où la solu-
tion est donnée par le filtre de Kalman, il est extrêmement dif-
ficile de déterminer cette densité de probabilité en se basant
seulement sur les équations de Bayes [6], [7].
Le modèle d’état au rythme symbole présente un bruit d’état à
caractère discret (puisque les symboles appartiennent à un
alphabet fini). Donc, le bruit d’état n’est pas Gaussien. Par
conséquent le filtre de Kalman perd son optimalité au sens
EQMM [7]. Des techniques robustes de filtrage de Kalman
deviennent, alors, nécessaires.
Deux approches principales ont été proposées dans la littéra-
ture. L’approche de Sorenson et Alspach [5] qui consiste à











Modèle au rythme symbole
Modèle au rythme chip
Figure 1. Comparaison en termes de TEB des deux 
modèles d’état du système AMRC: au rythme chip 
et au rythme symbole.
approcher une densité non Gaussienne par une Somme
Pondérée de Gaussiennes et l’approche de Masreliez [8] qui
consiste à caractériser la déviation de la distribution non
Gaussienne par rapport à une distribution Gaussienne par une
fonction coût (score function) [7]. Cette dernière approche,
néanmoins, est difficile à implémenter et est d’un intérêt pra-
tique limité [7]. C’est pour cela que dans la suite de ce travail,
nous nous intéressons à l’application de l’approximation de la
ddp a posteriori par une Somme Pondérée de Gaussiennes, et
plus particulièrement, à la simplification introduite dans [9],
[10].
Grâce à l’indépendance des observations ({d(k)}) et en appli-
quant les relations de Bayes, la ddp a posteriori de l’état est
obtenue de la façon suivante [6] :
p(d(k)|Rk) = θk p
(




p(d(k)|d(k − 1))p(d(k − 1)|Rk−1)dd(k − 1) (9)







Les densités p(d(k)|Rk) et p(d(k)|d(k − 1)) sont déterminées à
partir des équations du modèle d’état, équations (6) et (7), et à
partir des distributions a priori de b(k) et d(k).
Supposons, qu’à l’itération (k − 1), la ddp p(d(k)|Rk−1)








i (k)N (d(k) − di (k|k − 1),Pi (k|k − 1))
(11) 
où {di (k|k − 1)}i=1,...,ξ ′ (k) et {Pi (k|k − 1)}i=1,...,ξ ′ (k) sont des
vecteurs et des matrices de dimension k̃K × 1 et k̃K × k̃K , res-
pectivement.
Dans la suite, nous calculons l’expression de la ddp estimée
p(d(k)|Rk) et la ddp prédite p(d(k + 1)|Rk) en supposant que
p(d(k)|Rk−1) est donnée par l’équation (11).
A. Détermination de p(d(k)|Rk)







i (k)N (d(k) − di (k|k − 1),Pi (k|k − 1))

×p(r(k)|d(k)) (12)
En exploitant le fait que 
p(r(k)|d(k)) = N (r(k) − Ad(k),σ 2b IL×L), l’équation (12)
s’écrit :
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avec i = N (d(k) − di (k|k − 1),Pi (k|k − 1))
× N (r(k) − Ad(k),σ 2b IL×L), pour i = 1,...,ξ
′
(k). 
L’opérateur × désigne une multiplication.
On montre dans l’annexe 3 que i s’écrit sous la forme sui-
vante :
i  N (d(k) − di (k|k),Pi (k|k)) × βi (k)






αi (k)N (d(k) − di (k|k),Pi (k|k)) (16)
avec αi (k) =
θkα
′










Finalement, on a montré que si p(d(k)|Rk−1) s’écrivait sous la
forme d’une SPG, la ddp p(d(k)|Rk) s’écrit, elle aussi, sous la
forme d’une SPG donnée par l’équation (16) avec les relations
suivantes :
Ki (k) = Pi (k|k − 1)AT
[
σ 2b IL×L + APi (k|k − 1)AT
]−1
di (k|k) = di (k|k − 1) + Ki (k) [r(k) − Adi (k|k − 1)]
Pi (k|k) = Pi (k|k − 1) − Ki (k)APi (k|k − 1)








B. Détermination de p(d(k + 1)|Rk)
La ddp prédite p(d(k + 1)|Rk) est obtenue suivant la relation de
Bayes donnée par l’équation (9),
p(d(k + 1)|Rk) =
∫
p(d(k + 1)|d(k))p(d(k)|Rk) dd(k)
Le vecteur d(k) peut être partitionné selon les (̃k − 1)K pre-
mières composantes notées par u et les K dernières compo-
santes notées par w . De la même manière, le vecteur d(k + 1)
peut être partitionné selon les (̃k − 1)K dernières composantes
notées par v et les K premières composantes constituées des
nouveaux symboles à transmettre x(k + 1). Ainsi on a,
p(d(k + 1)|d(k))
= p([xT (k + 1),vT (k + 1)]T | [uT (k),wT (k)]T ) (17)
= p(Gx(k + 1))δ (v(k + 1) = u(k)) (18)
δ désigne le symbole Kronecker.
Dans ce cas, lorsqu’on intègre par rapport à d(k), la partie
connue, u, de d(k) (égale à la partie correspondante de
(14)
d(k + 1) ) est fixée et on se trouve à intégrer par rapport à
x(k + 1) qui constitue une valeur aléatoire discrète. Comme sa
densité n’est pas Gaussienne, on approxime la densité a priori
du bruit d’état Gx(k + 1) par une SPG centrée sur les valeurs{
Gxq
}
1≤q≤2K en supposant une modulation BPSK. Les valeurs
possibles du vecteur x(k + 1) sont notées par {xq}1≤q≤2K . Elles
sont égales a 1
2K
dans la cas des symboles i.i.d.
L’approximation par une SPG de la ddp de bruit d’état s’écrit,
alors,
p(Gx(k + 1)) =
2K∑
q=1
pqN (Gx(k + 1) − Gxq ,q) (19)
avec q = ε0GGT (ε0  1), où la valeur de ε0 est choisie très
faible pour que les Gaussiennes soient très localisées autour de
Gxq avec une probabilité égale à pq .
Le problème du calcul de la ddp p(d(k + 1)|Rk) fait apparaître
le calcul d’un produit de deux Gaussiennes. En effet,
p(d(k + 1)|Rk) s’écrit en remplaçant l’expression de la ddp
p(d(k)|Rk) par celle obtenue dans l’équation (16) et l’approxi-
mation de p(Gx(k + 1)) donnée par l’équation (19),








N (d(k) − di (k|k),Pi (k|k))
× N (Gx(k + 1) − Gxq ,q)dd(k)
En suivant le même raisonnement que celui exposé dans l’an-
nexe 3, et en posant,
di,q(k + 1|k) = Fdi (k|k) + Gxq
Pi,q(k + 1|k) = FPi (k|k)FT + q
On montre que la ddp p(d(k + 1)|Rk) peut s’écrire, elle aussi,
sous la forme d’une SPG,








× N (d(k + 1) − di,q(k + 1|k),Pi,q(k + 1|k)) (21) 
avec α
′
i,q(k + 1) = pqαi (k).
La complexité de l’algorithme, évaluée par le nombre de termes
dans la somme, augmente d’une façon exponentielle à chaque
itération rendant l’algorithme très complexe. Une solution basée
sur l’injection de l’estimée EQMM de l’état sera proposée dans
la section suivante afin de stabiliser le nombre de filtres de
Kalman au cours des itérations.
C. Réseau de Filtres de Kalman : l’algorithme
Supposons qu’à l’itération (k − 1), la ddp p(d(k − 1)|Rk−1)
s’écrive sous la forme d’une SPG. Nous avons montré, dans les
sections A et B, que la SPG se propage au cours des itérations
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étant donné que la ddp prédite p(d(k)|Rk−1) et la ddp estimée
p(d(k)|Rk) s’écrivent elles aussi sous forme d’une SPG. Cette
propagation peut être résumée sous la forme de l’algorithme sui-
vant :
a) Prédiction : calcul de la ddp p(d(k)|Rk−1)
ξ ′(k) = ξ ′(k − 1) × 2K
α
′
i,q(k) = pqαi (k − 1)
di,q(k|k − 1) = Fdi (k − 1|k − 1) + Gxq
Pi,q(k|k − 1) = FPi (k − 1|k − 1)FT + q
b) Estimation : calcul de la ddp p(d(k)|Rk)
Pi,q(k|k) = Pi,q(k|k − 1) − Ki,q(k)APi,q(k|k − 1)
di,q(k|k) = di,q(k|k − 1) + Ki,q(k)
[
r(k) − Adi,q(k|k − 1)
]
Ki,q(k) = Pi,q(k|k − 1)AT
[











βi,q(k) = N (r(k) − Adi,q(k|k − 1),σ2bIL×L + APi,q(k|k − 1)AT )
Le vecteur d’état estimé d̂E QM M (k|k) solution du problème
d’estimation au sens EQMM est donné par la moyenne condi-
tionnelle E(d(k)|Rk). La solution EQMM est la combinaison
linéaire convexe de ξ ′(k) filtres de Kalman fonctionnant en paral-
lèle,











Chaque vecteur d’état estimé, di,q(k|k), est la sortie d’un filtre de
Kalman pondéré par le coefficient αi,q. La matrice de covariance
de l’erreur associée notée par P(k), définie comme 
E
[(
d(k) − d̂E QM M (k|k)
) (
d(k) − d̂E QM M (k|k)
)T ]
s’écrit 











La complexité de l’algorithme, évaluée par ξ ′(k) , augmente
d’une façon exponentielle à chaque itération rendant l’algorithme
très complexe. Afin de diminuer la complexité, la ddp
p(d(k)|Rk) donnée par l’équation (16) est contrainte à ne conte-
nir qu’un seul terme après chaque étape de filtrage, soit
ξ ′(k) = 1 . Les vecteurs di (k|k) sont forcés à la valeur de l’état
estimé d̂E QM M (k) , et par conséquent les P̂i (k|k) à P(k) et les
αi (k) à 1 pour la prochaine itération. Cette approximation est jus-
tifiée car la ddp a posteriori de d(k) est supposée être localisée
autour de l’estimée EQMM fournie par le Réseau de Filtres de
Kalman (RFK), si jamais cette dernière est consistante6. La
structure est nommée RFK à retour EQMM (RFK-EQMM). Le
tableau suivant résume l’algorithme du RFK-EQMM.
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Le nombre de filtres de Kalman nécessaires est de 2K (dans le
cas d’une modulation BPSK) où K est le nombre des utilisa-
teurs. L’algorithme RFK-EQMM prédit 2K vecteurs d’état.
Chaque filtre de Kalman opère sous l’hypothèse qu’un
x(k) = xq a été émis. La pondération αq mesure la sévérité de6. Consistance dans le sens p (‖̂x − x‖ > ε) → 0 lorsque ε → 0 [11].
Tableau 2. Algorithme du RFK-EQMM.
Étape de prédiction
d̂q(k|k − 1) = Fd̂E QM M (k − 1) + Gxq état prédit −x(k) = xq
eq(k|k − 1) = r(k) − A(k)d̂q(k|k − 1) erreur de sortie prédite 
P̂q(k|k − 1) = FP(k − 1)FT + q covariance d’erreur de prédiction 
q(k|k − 1) = AP̂q(k|k − 1)AT + σ 2b IL×L covariance d’erreur de sortie prédite 
Étape de filtrage
Kq(k) = P̂q(k|k − 1)AT −1q (k|k − 1) gain de Kalman 
P̂q(k|k) = (ĨkK ×̃kK − Kq(k)A)P̂q(k|k − 1) covariance d’erreur d’estimation
d̂q(k|k) = d̂q(k|k − 1) + Kq(k)eq(k|k − 1) état estimé 
Estimation EQMM de l’état
βq(k) = N (eq(k|k − 1),q(k|k − 1))
αq(k) = βq (k)∑2K
j=1 βj (k)
pondérations q
d̂E QM M (k) =
∑2K
q=1 αq(k)d̂q(k|k) état estimée selon EQMM 
P(k) = ∑2Kq=1 αq(k){P̂q(k|k) matrice de covairance de l’état estimée EQMM













Figure 2. Schéma synoptique d’un détecteur basé sur un RFK.
l’erreur de sortie prédite. Elle va être d’autant plus proche de 1
que l’erreur est négligeable et déterminera, par conséquent, la
contribution de la sortie n° q, q = 1..2K , dans l’estimée
EQMM. La figure 2 montre un schéma synoptique du nouveau
détecteur par RFK.
5. Apport 
de la modélisation par 
une somme pondérée 
de Gaussiennes
L’estimée délivrée par le RFK-EQMM donnée par l’équation
(22) avec ξ ′(k) = 1 s’écrit comme suit :











r(k) − A(k)d̂q(k|k − 1)
))
(25)
En tenant compte que d̂q(k|k − 1) = Fd̂E QM M (k − 1) + Gxq
avec q = 1,...,2K , l’équation (25) devient,





Fd̂E QM M (k − 1) + Gxq
+Kq(k)
(
r(k) − A(k)Fd̂E QM M (k − 1) − A(k)Gxq
)}
(26)
En supposant que les matrices q sont identiques (et par consé-
quent les gains Kq(k) = K(k)) puisque les symboles sont sup-
posés i.i.d et en tenant compte du fait que 
∑2K
q=1 αq(k) = 1,
l’estimée de l’état par le RFK-EQMM s’écrit :
d̂E QM M (k) =
Fd̂E QM M (k − 1) + K(k)
(










D’après cette expression, le terme T1 correspond à une estima-
tion du vecteur d’état produite par un simple filtre de Kalman en
ignorant que le bruit d’état, Gxq , n’est pas gaussien. Le terme
T2 apparaît, ainsi, comme le terme correcteur dû à la représen-
tation d’une façon plus adéquate par une SPG de la densité de
bruit d’état p(Gx(k)).
Le détecteur RFK-EQMM est un détecteur sous contrainte d’al-
phabet et fonctionnant symbole par symbole. Son comporte-





l’une des pondérations, présentant la métrique d’un chemin à
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l’une des moyennes de la SPG, est très proche de 1 et les autres
sont négligeables. La simulation est conduite avec 2 utilisateurs
(K = 2), une modulation BPSK, un Rapport Signal à Bruit
(RSB = 10 dB) et un facteur d’étalement L = 7. Le canal de
propagation choisi est un canal de Proakis
(H(z) = 0.4084 + 0.8164 × z−1 + 0.4984 × z−2 ) symétrique
[12].





















Figure 3. Évolution des coefficients de pondérations{
αq(k)
}
q=1,4 en fonction des itérations.
6. Simulations 
et discussions
Dans cette section, nous présentons les performances du détec-
teur RFK-EQMM. La comparaison sera établie par rapport au :
- Détecteur optimal MAP symbole par symbole (MAPS) (algo-
rithme obtenu dans [13]),
- Détecteur à retour de décision DFE (algorithme obtenu dans
[14]) ;
- Détecteur de Kalman simple,
- Détecteur EQMM (sur une fenêtre d’un temps symbole) :
On cherche la matrice Meqmm en minimisant
E
(∥∥∥d(k) − MTeqmmr(k)∥∥∥2) . D’après [15], la matrice s’écrit,
Meqmm = A
(
AT A + σ 2b ĨkK ×̃kK
)−1
(29)
avec d(k) = [x(k),...,x(k − k̃ + 1)]T ,
x(k) = [d1(k),...,dK (k)]T et
r(k) = [r(kL),...,r(kL + L − 1)]T ;
- Récepteur en râteau : Rake [16],
- Performances optimales dans le cas mono-utilisateur et canal
gaussien : taux d’erreur binaire = Q(
√
Rapport Signal à Bruit ).
Cette borne est notée sur la figure MFB pour Matched Filter






•  Remarques :
- Le retard d’estimation 
(̃
k − 1) sera appliqué dans l’ensemble
des simulations présentées au-dessous afin de combattre au
mieux l’interférence inter-symboles. Rappelons que k̃ repré-
sente le nombre des symboles interférant dans le canal de pro-
pagation. P représente le maximum des retards des trajets.
- Le canal de trajet est supposé le même pour tous les utilisa-
teurs.
A. Cas synchrone
Les simulations sont conduites dans une zone de charge du sys-
tème de l’ordre de 0.5. Nous supposons la présence de K = 3
utilisateurs. Ces derniers émettent leurs données, de type BPSK,
étalées par des codes de Gold de longueur L = 7, sur un canal
à multi-trajets. Afin de mettre en évidence l’intérêt du schéma
RFK-EQMM, nous faisons varier le paramètre k̃ qui nous ren-
seigne sur la sévérité de l’IIS.
1) Cas k̃ = 2
La figure 4 montre la variation des performances des détecteurs
en présence d’une interférence inter-symboles. Le canal de pro-
pagation est non symétrique : H(z) = 0.802 + 0.535 × z−1
+0.267 × z−2, où z représente le temps chip. Dans ce cas
P = 2 ce qui implique en tenant compte de l’équation (5) que
k̃ = 2.L’estimation des symboles des utilisateurs est faite en
employant un retard d’estimation égal à 1 symbole.
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filtre de Kalman qui sont nettement supérieures à celles obtenues
en employant le détecteur EQMM. Enfin nous observons les très
bonnes performances du détecteur RFK-EQMM proposé.
2) Cas k̃ = 3
La figure 5 montre les performances des détecteurs : EQMM,
DFE, RFK-EQMM, Kalman, Rake et MAPS dans le cas d’un
terme IIS assez important. Le canal de propagation est :
H(z)=0.6203+0.3102 × z−2+0.062 × z−7+0.0074 × z−8.
Dans ce cas P = 8 ce qui implique en tenant compte de l’équa-
tion (5) que k̃ = 3. L’estimation des symboles des utilisateurs
est faite en employant un retard d’estimation égal à 2 symboles.




















Cas synchrone             
2 symboles qui interfèrent
3 utilisateurs            
L = 7                     
codes de Gold             
Utilisateur 2 
Figure 4. Performances du détecteur RFK-EQMM sur un
canal à multi-trajets, accès synchrone, K = 3, L = 7, k̃ = 2.

















Figure 5. Performances du détecteur RFK-EQMM sur un
canal à multi-trajets, accès synchrone, K = 3, L = 7 , k̃ = 3.
Les performances du détecteur RAKE se détériorent à cause de la
présence de l’interférence inter-symboles. Les performances du
détecteur DFE rejoignent celles obtenues par le détecteur par un
Nous remarquons les bonnes performances du détecteur RFK-
EQMM qui sont très proches de celles du MAPS. Le détecteur
RFK-EQMM arrive à annuler l’IIU et IIS. Par contre, les per-
formances du détecteur DFE, EQMM et Kalman se détériorent
par rapport à celles obtenues dans la figure 4. Le récepteur en
râteau n’arrive plus à séparer les utilisateurs à cause de la pré-
sence d’un terme très important de l’IIS.
Nous pouvons conclure, que les performances du détecteur
RFK-EQMM sont proches de celles de MAPS tout en offrant
une complexité calculatoire moindre (OMAPS(22̃kK )
> ORFK(22K ) ).
B. Cas asynchrone
Dans cette section, nous présentons les performances du RFK-
EQMM dans un cas asynchrone.
1) Cas k̃ = 2
La figure 6 présente les résultats de simulation conduite en 
présence d’un canal à multi-trajets non symétrique :
H(z) = 0.802 + 0.535 × z−1 + 0.267 × z−2 . Les retards
d’accès des utilisateurs sont : 0, 2 et 4 chips. Dans ce cas P = 6
ce qui implique k̃ = 2. L’estimation des symboles des utilisa-
teurs est faite en employant un retard d’estimation égal à 1 sym-
bole.
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tout en restant meilleures que pour les autres structures de
détecteurs. Cela est dû au retour EQMM dans la structure RFK.
Dans un objectif de réduire ce gap, l’auteur, dans [17], propose
un retour d’état au sens MAP. Toutefois, la complexité de la
structure RFK-MAP augmente par rapport à la version RFK-
EQMM.
C. Résistance au problème de proche-lointain
Nous évaluons la résistance du détecteur RFK-EQMM au pro-
blème dit de proche-lointain qui nous renseigne sur les per-
formances du récepteur dans le cas d’une disparité de puissance
entre les différents utilisateurs. La simulation est conduite dans
un cadre synchrone avec un canal gaussien. Le nombre des uti-
lisateurs est fixé à K = 3 avec un facteur d’étalement L = 7.
La figure 8 présente les performances du 2ème utilisateur choisi
comme utilisateur d’intérêt pour le RFK-EQMM, MAP,
EQMM, Kalman et le Rake. Le RSB du 2ème utilisateur est fixé
à 8 dB.

























Figure 6. Performances du détecteur RFK-EQMM sur un canal
à multi-trajets, accès asynchrone, K = 3, L = 7, k̃ = 2.

















Figure 7. Performances du détecteur RFK-EQMM sur un canal
à multi-trajets, accès asynchrone, K = 3, L = 7, k̃ = 3.
































Figure 8. Résistance au problème de proche-lointain.
2) Cas k̃ = 3
La simulation, dont les résultats sont donnés sur la figure 7, est
conduite en présence d’un canal à multi-trajets : H(z) =
0.6203 + 0.3102 × z−2 + 0.062 × z−7 + 0.0074 × z−8 . Les
retards d’accès des utilisateurs sont : τ ′1 = 0, τ ′2 = 2 et τ ′3 = 4
chips. Dans ce cas P = 12 ce qui implique k̃ = 3. L’estimation
des symboles des utilisateurs est faite en employant un retard
d’estimation égal à 2 symboles.
D’après les figures 6 et 7, les performances des détecteurs se
détériorent par rapport au cas synchrone. Les performances du
détecteur RFK-EQMM s’écartent des performances du MAPS
Nous remarquons que les détecteurs RFK-EQMM, MAP,
Kalman et le détecteur EQMM sont résistants au problème
proche-lointain.
D. Robustesse du schéma RFK-EQMM contre l’erreur 
d’estimation du canal
Dans cette section nous proposons d’évaluer la robustesse de la
structure RFK-EQMM vis à vis de l’erreur d’estimation du
canal de propagation et de la variance de bruit. Nous omettons
les détails de l’obtention théorique des estimateurs. Cependant
le lecteur peut se référer aux travaux effectués dans [18].
Considérons un système AMRC avec K = 3 utilisateurs, un
facteur d’étalement L = 7. Des codes de Gold. Le canal de
transmission H(z) = 0.802 + 0.535 × z−1 + 0.267 × z−2.
L’accès est supposé synchrone.
La figure 9 présente les performances du détecteur RFK-
EQMM, simplement noté RFK dans la suite, en présence du
canal H(z). Les estimateurs de canal utilisés sont : un filtre de
Kalman, un filtre RLS avec un facteur d’oubli λ = 0.98 et un
filtre LMS avec un pas d’adaptation µ = 0.2. La phase d’ap-
prentissage est basée sur le canal CPICH. Les performances du
schéma RFK/Kalman (i.e. estimateur du canal = Kalman) et
RFK/RLS sont nettement meilleures que celles du schéma
RFK/LMS.
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La variance du bruit σ 2w est supposée connue. La figure 11
montre les bonnes performances du schéma RFK/Kalman par
rapport au RFK/RLS en supposant un canal variant (voir l’évo-
lution des coefficients sur la figure 10). La propagation de l’er-
reur d’estimation du canal est contrôlée par la structure
RFK/Kalman. Lorsque l’estimation EQMM est consistante, le
filtre de Kalman poursuit la vraie moyenne du canal. Sinon,
l’estimation n’est pas aussi précise mais l’algorithme corres-
pondant reste stable. Nous avons évalué, aussi, les performances
du schéma RFK/RLS quand la variance de bruit est estimée en
ligne.









Détecteur RFKEQMM, connaissance exacte du canal
Schéma RFK/Kalman, connaissance de la variance de bruit
Schéma RFK/RLS,  version adaptative
Schéma RFK/RLS, connaissance exacte de la variance de bruit
Schéma RFK/LMS, version adaptative
Schéma RFK/LMS, connaissance exacte de la variance de bruit
Utilisateur 2 
Figure 9. Performances du détecteur RFK-EQMM avec une
estimation du canal, accès synchrone, K = 3, L = 7 , k̃ = 2.
Dans le cas d’un canal variant dans le temps, nous avons
conduit une simulation avec un canal évoluant selon l’équation
de transition Markovienne suivante :
h(m) = h(m − 1) + w(m) (30)
avec σ 2w = 5 ∗ 10−5 : variance de bruit w(m). 
h(0) = [h1(0)T ...hK (0)T ]
=
[
[0.802; 0.535; 0.267]T ... [0.802; 0.535; 0.267]T
]
























Figure 10. Exemple d’évolution du canal de propagation 
en fonction des itérations suivant le modèle Markovien.















RFK/RLS: estimation en ligne de la variance de bruit
Figure 11. Performances du détecteur RFK-EQMM 
avec une estimation du canal variant dans le temps,
accès synchrone, K = 3, L = 7 , k̃ = 2.
7. Conclusion
Dans cet article, nous avons proposé un détecteur multi-utilisa-
teurs structuré sous la forme d’un Réseau de Filtres de Kalman
(RFK) fonctionnant en parallèle basé sur l’approximation par
une somme pondérée de Gaussiennes (SPG) de la densité de
probabilité a posteriori des symboles à estimer sachant les
observations. Nous avons montré que la SPG se propage au
cours des itérations sous la forme d’une structure de RFK. À
chaque itération, nous réinjectons une seule Gaussienne ayant la
moyenne et la matrice de covariance de l’estimée EQMM de
l’état. D’où l’appellation : détecteur basé sur un RFK à retour
EQMM. Ses performances sont nettement meilleures que les
structures linéaires (EQMM, décorrélateur, filtre de Kalman) et
à retour de décision (DFE). Le détecteur RFK-EQMM est un
détecteur centralisé qui annule l’IIS et l’IIU. Sa supériorité, en
terme de TEB, s’accompagne d’une complexité exponentielle
en fonction du nombre des utilisateurs. Une version moins com-
plexe, le RFK en multi-étages, a été déjà proposée dans [19],
rendant linéaire le nombre de filtres de Kalman en fonction du
nombre des utilisateurs dans la structure.
8. Annexe 1 : 
Dérivation du modèle
Considérons un système AMRC asynchrone à K utilisateurs
actifs (voir figure (12)). Notons par di (mTs) le symbole du ième
utilisateur transmis sur l’intervalle [mTs,(m + 1)Ts[ où Ts
représente la période symbole. Dans la suite nous omettons la
période Ts . Notons par ci = [c0i ,. . . ,cL−1i ]T le code d’étalement
de l’utilisateur i. L désigne le facteur d’étalement.{
d ′i (nTc)
}
représente le suréchantillonnage du train de sym-
boles {di (mTs)} d’un facteur de L,
d ′i (Tcn) =

di (mTs) si n = mL
0 sinon
(31)
Cette opération de suréchantillonnage va nous permettre dans la
suite de dériver l’expression du canal équivalent, incluant l’opé-
ration de l’étalement et le canal de propagation. En effet, l’opé-
ration d’étalement peut se représenter par un simple produit ou
par une opération de convolution.





i (n)ci (t − nTc),




i ψ(t − qTc) .
si (t) désigne la séquence de chip émise par l’utilisateur i. Tc
représente la période chip avec Ts = LTc . ψ(t) représente la
fenêtre de mise en forme de durée Tc .
Chaque utilisateur est caractérisé par un canal de transmission,
supposé sélectif en fréquence et invariant au cours du temps,
noté par h̃(i)(t) , i = 1,...,K . Ainsi, le signal reçu r(t) , au

























h̃(i)(t)  ψ(t − qTc − nTc)
)
+ b(t)
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où  désigne le produit de convolution. b(t) est un bruit blanc
additif Gaussien centré de densité spectrale σ 2b .
Le canal global contenant l’effet de la fenêtre de mise en forme
et les effets de la propagation (multi-trajets, retard) du ième uti-
lisateur est représenté par sa réponse impulsionnelle, notée
h(i)(t) :
h(i)(t) = h̃(i)  ψ(t) (35)
A la réception, le signal reçu, r(t) , est échantillonné au rythme
Tc permettant d’avoir un modèle à temps discret au rythme chip.
Le kème échantillon, r(t = kTc), s’écrit sous la forme suivante,










(i)((k − n − q)Tc) + b(kTc)
Posons k − n = p ⇒ n = k − p . L’équation (36) s’écrit,
















(i)(p − q) représente la fonction du canal
total incluant l’effet de l’étalement et de la convolution par le








i (k − p) + b(k)
Collectons L chips dans un vecteur r(k) = [r(kL),. . . ,
r(kL + L − 1)]T . Soit, donc, l fixé tel que l ∈ {0,...,L − 1}.
L’échantillon r(kL + l) s’écrit,










)) + b(kL + l) (38)
Or, d’après l’équation (31), d ′i (L(k − p−lL )) = di (k − j) si






















r(kL + l) s’écrit,





g̃i (l + j L)di (k − j) + b(kL + l) (39)
9. Annexe 2 : SPG
La représentation par une somme pondérée de Gaussiennes, pA,
d’une densité de probabilité associée au vecteur aléatoire x de




αiN [x − ai ,Bi ] (40) 
où N [a,B] = exp(− 12 aT B−1a)/(2π)n/2 |B|1/2
et 
∑l
i=1 αi = 1 avec αi ≥ 0, ∀i.
{ai }i=1,...,l sont des vecteurs de dimension n, et {Bi }i=1,...,l sont
des matrices de dimension n × n.
Il est montré dans [5] que pA converge uniformément vers
n’importe quelle densité de probabilité pratique, p(x) concer-
née, lorsque le nombre de termes l croit et les matrices de cova-
riances Bi approchent la matrice nulle. Les paramètres αi , ai et
Bi de la somme (40) peuvent être choisis de diverses façons [5],
mais il est plus commode de les considérer de la manière sui-
vante. Les valeurs moyennes ai sont utilisées pour établir une
grille de la densité de probabilité, p(.). Les αi sont choisis
comme les valeurs normalisées de la densité (normalisées tel
que 
∑l
i=1 αi = 1). Enfin, les matrices de covariance Bi sont
choisies égales à εI avec ε un scalaire positif. Nous notons que
lorsque ε −→ 0, les termes Gaussiens approchent les fonctions
de Dirac localisées sur les valeurs moyennes ai .
10. Annexe 3 :
Expression de i
Fixons i, i = 1,...,ξ ′(k).
i s’écrit, en réécrivant le terme Ad(k) comme Ad(k) =














[(r(k)−Adi (k|k − 1))−A (d(k)−di (k|k − 1))]T
[(r(k) − Adi (k|k − 1)) − A (d(k) − di (k|k − 1))]
}
(41)







b |Pi (k|k − 1)|1/2 où |.| désigne le
déterminant d’une matrice.
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En développant les termes de la deuxième exponentielle de



























2 (d(k) − di (k|k − 1))T AT (r(k) − Adi (k|k − 1))
}
(42)
Définissons, alors, Pi (k|k) comme suit,
Pi (k|k) =
[





L’équation (43) nous permet d’obtenir en appliquant le lemme
d’inversion matricielle,
Pi (k|k) = Pi (k|k − 1) − Ki (k)APi (k|k − 1) (44)
Ki (k) = Pi (k|k − 1)AT
[
σ 2b IL×L + APi (k|k − 1)AT
]−1
(45)
On peut montrer d’après les équations (43) et (45), que




En introduisant l’expression suivante,
di (k|k) = di (k|k − 1) + Ki (k) [r(k) − Adi (k|k − 1)] (47) 
nous pouvons montrer qu’après quelques arrangements, l’équa-














[r(k) − Adi (k|k − 1)]T[
IL×L
σ2b
− Ki (k)T Pi (k|k)−1Ki (k)
]
[r(k) − Adi (k|k − 1)]
}
(48) 




− Ki (k)T Pi (k|k)−1Ki (k)
]−1
=
σ 2b IL×L + APi (k|k − 1)AT , le terme i s’écrit sous la forme
suivante :
i  N (d(k) − di (k|k),Pi (k|k)) × βi (k)
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