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The cloud computing paradigm is characterized by a model in which computing resources
can be rapidly provisioned and released with minimal management effort [1]. One of
the main properties of cloud computing is the ability to pay for computing resources
based on their utilization [2]. This pay-as-you-go model eliminates the need for upfront
investments in computing infrastructure, turning it into an utility service like water, gas,
electricity and telecommunication. From a business perspective, cloud computing is a
disruptive technology that is changing the way software is developed and consumed [3].
By eliminating the need for upfront investments, cloud computing has the potential to
reduce opportunity costs for new business and to foster the emergence of innovative
ideas [2, 4, 5]. The ability to rapidly provision or release resources in cloud systems
allows for dynamically changing the resources allocated to a software system. Hence,
cloud computing can also be regarded as a highly flexible computing infrastructure that
can be dynamically adapted to cope with changes in application demand.
Despite its benefits, cloud computing has also brought new concerns about provider
dependence, vendor lock-in, and data confidentiality [2, 6]. Lack of standardization hinders
cloud provider interoperability and increases the risk of being locked into proprietary
solutions, making cloud customers vulnerable to unilateral changes by cloud providers.
When sensitive data is at stake, organizations may be skeptical about moving their
data to a computing infrastructure that is not under their control. Furthermore, cloud
customers are powerless and completely dependent on the provider’s actions in the case
of failures or service interruptions.
2 Introduction
These concerns have led to the growing trend of consuming resources from multiple
cloud providers. Various approaches have emerged to deal with the complexities of
using multiple cloud providers [7–10]. Among these approaches, multi-cloud computing
is characterized by the use of services from multiple cloud providers when there is no
agreement between them to provide an integrated view of the system [7]. In a multi-cloud
system, it is up to the cloud customer or a third-party to integrate cloud services from
different providers into a unified system. Multiple clouds are mainly used to reduce
vendor dependence, comply with regulatory constraints, and better exploit cloud market
offerings. By combining services from different private and public providers, cloud
customers can build a cloud environment that better supports system requirements while
reducing provider dependence and costs.
1.1 Motivation and Scope
Despite the benefits of multi-cloud computing, particularly in regards to provider inde-
pendence, it introduces new challenges. The large number of available cloud providers
as well as the heterogeneity across their service offerings make it very difficult for cloud
customers to identify which providers and services are a best fit for their application.
When setting up a multi-cloud environment, customers must be aware of the services
offered by different providers and of the constraints governing their configuration. In
addition, the maintenance and evolution of a system that relies on multiple providers,
each one with their own sets of policies, concepts and management interfaces, is time
consuming and error prone. Due to these reasons, it becomes difficult, or even unfeasible,
to build multi-cloud systems without adequate tool support.
Over the past few years, many approaches have emerged to deal with aspects in the
construction and management of multi-cloud systems [11–22]. Each project proposes
a new way of dealing with issues related to multi-cloud systems, such as the discovery
and selection of cloud resources, automated deployment, monitoring and management
of heterogeneous clouds, among others. However, most of these approaches neglect
the high-variability that can be found in the configuration of cloud providers. This
variability is reflected in the wide range of services offered by cloud providers, each of
which can be configured in a number of ways. For instance, the Amazon EC2 service,
which is a single service, has a total of 16,991 possible configurations [23]. These
configurations are obtained by combining the available configuration options in different
ways. Cloud providers exhibit complex constraints that define how their offered services
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can be combined and configured. Neglecting this variability in the configuration of
cloud providers may lead to invalid configurations that do not match their actual service
offerings.
Some works have been proposed [24–26, 23, 21] to manage variability in the configuration
of cloud resources or environments. These works are based on Software Product Line
Engineering (SPLE) [27], a systematic approach for building a family of related software
systems from a set of reusable common assets. The main element of a software product
line is a variability model, such as a feature model, that specifies how the common
assets can be assembled into a software product. SPLE is mostly used to support the
construction of customized software products with reduced costs and high-quality. In the
cloud computing domain, SPLE has been used to set up customized cloud environments,
tailored to applications [24–26, 23, 21]. Feature models are then used to define the
variability of cloud configurations. Cloud services and configuration options are depicted
as features organized in a hierarchical structure, while additional constraints define
further dependencies among features. SPLE provides a large body of techniques and
tools for the analysis of feature models and derivation of configurations.
However, in the existing works, variability is handled only in a limited context, such as a
single cloud resource (e.g., virtual machines, storage, networking, etc), or for single-cloud
applications. Only one of these works provides some level of support for multi-cloud
systems [21], but variability management is limited to infrastructure resources. When
variability is handled only for the configuration of a single resource or service, constraints
that may exist between them are overlooked. Configurations that may look valid when
analyzing the variability of each individual cloud service, may turn out to be inconsistent
when multiple services and resources are set up together.
These works also have no regard for the dynamic variability that comes into play when
reconfiguring a cloud environment to cope with changes in application needs. Cloud
providers may exhibit complex rules governing how a running cloud environment can
be reconfigured. The availability of configuration options may depend on previous
configurations, and some reconfigurations may require executing extra operations. When
adapting a running cloud environment, these constraints must also be taken into account
to correctly reconfigure it to support new requirements. Lack of support for managing
this complexity is a limiting factor for the adoption of multi-cloud computing.
The limitations in previous works point to a lack of support for the management of
variability in multi-cloud systems. In this thesis we propose an approach for the setup
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and adaptation of multi-cloud environments that acknowledges the inherent variability
that arises from multi-cloud environments.
Building adaptive multi-cloud systems requires dealing with a wide range of issues related
to the provisioning, development, monitoring and management of heterogeneous cloud
environments [28, 29]. In this work, we focus on the particular problem of managing
configuration variability and handling the heterogeneity across providers, with the goal of
supporting the setup and adaptation of multi-cloud environments. Therefore, activities
related to the development, provisioning, deployment and monitoring of multi-cloud
systems are outside the scope of this thesis. The goal of this work is to manage the
variability in the configuration of cloud providers in order to build a configuration or
reconfiguration plan for a multi-cloud environment that conforms with cloud providers’
configuration rules.
1.2 Objectives
In this thesis, we deal with the problem of managing variability in cloud providers
to support the setup and adaptation of multi-cloud environments. More precisely, we
look to bridge the gap from a description of application needs to a tailored
multi-cloud environment; and adapt this environment to cope with changes
in application needs. A multi-cloud environment is conceived of as a selection of cloud
services from private and public providers, that are used to deploy and run an application.
The goal is to shield developers from the complexities related to the heterogeneity and
variability in cloud provider configurations and enable them to automatically build a
multi-cloud environment configuration that correctly supports their applications.
As discussed earlier, many recent works have been proposed to deal with aspects related to
the construction of multi-cloud systems. This work distinguishes itself by its support for
service-based applications, its management of heterogeneity across cloud providers,
and its handling of the variability in their configurations. Also, this approach addresses
not only the initial setup of cloud environments, but also their adaptation as the
application needs change over time. The remainder of this section discusses the importance
of these aspects, as well as their implications and the challenges they introduce.
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Service-based Application Model
We consider a service-based application model in which an application is composed of
a set of collaborating services that can be distributed across multiple private or public
clouds from different providers. We assume that application services can be developed
by different teams, using different methods, and thus may require different services
and resources from cloud providers. Also, each application service may have different
requirements concerning scalability, redundancy and data privacy. For example, to comply
with data protection policies a service that manages sensitive data may need to be placed
in a private cloud or within the boundaries of a given country. Meanwhile, a critical
service may need to be deployed to multiple providers to allow for extra redundancy and
failure protection.
This application model encompasses the main types of architectures currently used
in development of cloud applications, such as service-oriented architectures [30] and
microservices [31]. Monolithic or multi-tiered applications can be represented as special
cases of service-based applications and also benefit from the solutions we propose in this
work.
The choice of a service-based application model has implications in the way variability
is managed in a cloud environment. In previous works, variability is only handled at
the resource level [24, 25, 23, 21], or only handled for tiered applications that have a
predefined number of services (e.g., web server, application server, database) [26]. In
the first case, variability is managed in a limited context and constraints that may arise
between different resources are ignored. In the second case, variability is modeled in a
way that does not support the setup of cloud environments for service-based applications
because it is only possible to setup a single application server for the whole configuration.
When setting up a cloud environment for a service-based application, multiple application
services may be deployed to the same cloud provider. The variability management
mechanism should support variability modeling at the provider level, in a way that
makes it possible to describe a cloud environment configuration for deploying multiple
application services.
Heterogeneity across Cloud Providers
Cloud providers deliver computing resources as services at different levels of abstraction,
the more popular being infrastructure (IaaS), platform (PaaS), and software (SaaS).
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While some providers are focused on one abstraction level, such as Heroku PaaS or the
Rackspace IaaS providers, others such as Google and Amazon offer services at multiple
levels of abstraction. Even at the same abstraction level, providers employ different
terminology, concepts and services that may not directly map to those of competing
providers. As an example, for the IaaS virtual machine service the choice of operating
systems, geographical region, processing power and memory can vary significantly across
providers. At platform and software levels, cloud services are even more specialized
and heterogeneous. For instance, support for Java applications can range from a simple
runtime environment with a Java Development Kit installed, to a full-blown JavaEE
server such as JBoss Enterprise Application Platform.
These differences across cloud provider offerings make it very difficult for cloud customers
to establish a comparison between different offerings and identify the cloud services that
are more suitable for their applications. Additionally, in service-based applications, each
application service may have different needs concerning the functionality they require
from cloud providers. Different application services may be designed to consume cloud
services at varying levels of abstraction. For example, an application service developed
using standardized Java Enterprise technology might only require a JavaEE EJB container
service, while a standalone application service may be designed in a way that requires
access to operating system functions and thus should be deployed directly into a virtual
machine.
When working with multiple cloud providers it is necessary to identify across heteroge-
neous cloud services, which ones provide the functionality and properties required by
application services. This requires a way to semantically compare application service
requirements to actual cloud provider offerings in order to identify which cloud services
support these requirements. This also requires to define application needs in a way that
is independent of the actual cloud provider offerings.
Static and Dynamic Variability in Cloud Environments
Cloud providers often have complex rules that govern how their services can be configured
and combined in a cloud environment. In order to correctly configure cloud providers,
we need to represent this variability and ensure that generated configurations comply
with these rules. In service-based applications, we must also take into account that
a configuration for a cloud provider encompasses cloud services required by multiple
application services. This requires considering variability, not only in the context of a
1.2 Objectives 7
specific cloud service or a single application service, but for multiple application services
at the provider level. Besides this static variability that defines the configuration rules for
a cloud environment, we also have to consider the dynamic variability that defines how
a running cloud environment can be adapted. Dynamic variability, also called runtime
variability, defines how a system can be modified at runtime. Cloud providers may also
have their own unique rules concerning how a running cloud environment can be updated.
When reconfiguring a cloud environment, the available cloud services and configuration
options may also depend on previous configuration choices.
To manage the variability found in the configuration of cloud computing providers we need
means for representing this variability and evaluating it against application requirements
in order to generate complying configurations.
The work presented in this dissertation aims to investigate the use of principles from
software product lines to automate the setup and adaptation of multi-cloud environments.
In particular, it is focused on the challenges introduced by the high variability that exists
in the configuration of cloud environments. Following the aspects discussed above, this
thesis addresses the following research questions.
The first research question is related to the need for managing variability in the configu-
ration of cloud environments. The variability in cloud environments emerges from the
large number of ways in which cloud services can be configured and combined together
into valid configurations. The number of cloud services and their configuration options
can vary greatly across providers and can be subject to complex constraints. Handling
this variability is essential to ensuring the correct configuration of cloud providers.
RQ1: Is it possible to use feature models to handle the variability in the
configuration of cloud environments?
- Do current feature modeling approaches properly handle the variability of cloud envi-
ronments when considering service-based applications in which multiple application
services may be deployed together?
- How can feature modeling be extended to properly handle the variability in cloud
environments?
During our investigation, we identified that existing feature modeling constructs were
insufficient to properly model the variability that arises in the configuration of cloud
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providers. This limitation motivated us to introduce the concept of relative cardinalities.
This concept can be regarded as a generalization of the possible interpretations for
cardinalities in feature models. We then analyzed the impact of relative cardinalities on
the syntax and semantics of feature models and how to reason over them.
When adapting a running cloud environment, in addition to the configuration variability,
extra constraints governing their reconfiguration must also be considered. The configu-
ration options available during a reconfiguration are not necessarily the same as those
available for an initial setup and may depend on previous configuration choices. This
implies a change in variability over time that also needs to be taken into account in order
to generate correct configurations. In addition, cloud providers may provide alternative
ways to reconfigure a cloud environment and still achieve the same final configuration,
each one of them with different impacts on costs, performance, quality of service, among
other properties, of the running cloud environment.
RQ2: Is it feasible to use temporal properties for handling reconfiguration
constraints in feature models?
- Is it possible to model reconfiguration constraints that arise during adaptation of
cloud environments as temporal properties?
- How can temporal properties analysis be integrated with feature model analysis?
To answer this question, we proposed an approach that integrates temporal properties
and reconfiguration operations with variability modeling to better define the adaptive
behavior in DSPLs.
In order to setup or adapt a multi-cloud environment, we need means for defining its
requirements and mapping them to cloud services made available by heterogeneous provi-
ders. In addition, we need to ensure that all configuration and reconfiguration constraints
of the selected providers are followed and that we generate correct configurations.
RQ3: How to generate a proper multi-cloud environment configuration?
- How to describe multi-cloud environment requirements?
- How to handle the heterogeneity across cloud providers offerings?
- How to select cloud providers for setting up a multi-cloud environment?
To generate multi-cloud environment configurations, we integrate variability modeling
with semantic reasoning to get from a description of application needs to a selection of
cloud providers supporting these needs and proper configurations for these providers.
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Our research addresses these questions in a flexible approach that, starting from a
description of the application’s needs, obtains valid multi-cloud configurations that take
into consideration the extensive variability and heterogeneity of cloud providers. We also
conduct experimental evaluations to assess the feasibility of our approach. We describe
our contributions in more detail in the next subsection.
1.3 Contributions
As stated in Section 1.2, the goal of this work is to facilitate the configuration and
maintenance of multi-cloud environments that are tailored to their applications. In
particular, we are interested in the challenges related to the heterogeneity and variability
of cloud providers. Thus, the contributions of this thesis are aimed at supporting the
management of variability in cloud providers and integrating it in an approach to attain
the overall goals. Our first two contributions provide extended mechanisms for variability
management, while the third contribution is an approach that leverages these results to
support the setup and adaptation of multi-cloud environments.
Feature Models and Relative Cardinalities
The first contribution of this thesis is an approach for modeling feature cardinalities
that allows the scope of cardinalities to be specified more powerfully. This work is
motivated by the limitations identified in the existing feature modeling constructs to
manage variability in cloud computing environments. To support modeling variability in
the cloud, we introduce the concept of relative cardinalities and analyze their impact on
cardinality consistency and cross-tree constraints. In addition, we provide a metamodel
and a domain-specific language to support modeling feature models extended with relative
cardinalities, as well as a method for automating the analysis of such models.
Feature Models and Temporal Constraints
In this second contribution, we combine temporal constraints with variability models to
improve the definition of adaptive behavior in Dynamic Software Product Lines. This
work is motivated by the complex reconfiguration constraints that arise when adapting
cloud environments. We integrate temporal constraints and reconfiguration operations
into the definition of a DSPL to support expressing reconfiguration constraints. We
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can then reason over the constraints to find valid adaptations when a context change
is identified. Additionally, we integrate these concepts into the modeling and reasoning
tools developed in the preceding contribution.
Automated Setup and Adaptation of Multi-Cloud Environments
The final contribution is an approach to support an initial setup or an adaptation
of a multi-cloud environment. It provides a high-level modeling language to describe
multi-cloud environment requirements that supports a service-based application model.
Cloud developers can use this language to describe the functionality and properties
their applications require from cloud providers. A reasoning mechanism allows for
automatically selecting cloud providers that support these requirements and generating
a configuration or reconfiguration plan. This mechanism relies on semantic reasoning
to handle the heterogeneity across cloud providers and map high-level requirements
to provider-specific services and resources. Automated analysis of extended feature
models, provided by preceding contributions, is used to ensure the derivation of correct
configurations.
In addition to the contributions listed above, we have conducted an experimental evalu-
ation to assess the feasibility and the performance of our approach. The experiments
are aimed at understanding the impact of the proposed variability modeling constructs
on the performance of variability analysis operations as well as the feasibility of the
approach for the setup and adaptation of multi-cloud environments.
1.4 Publications
The results of this work were disseminated through a number of research papers presented
in peer-reviewed conferences and published in their respective proceedings.
• G. Sousa, W. Rudametkin, and L. Duchien. Automated setup of multi-cloud
environments for microservices applications. In Proceedings of the 9th International
Conference on Cloud Computing, CLOUD’16, pages 327–334, June 2016. doi:
10.1109/CLOUD.2016.0051. URL http://doi.org/10.1109/CLOUD.2016.0051
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• Gustavo Sousa, Walter Rudametkin, and Laurence Duchien. Extending dynamic
software product lines with temporal constraints. In Proceedings of the 12th
International Symposium on Software Engineering for Adaptive and Self-Managing
Systems, SEAMS ’17, pages 129–139, May 2017. doi: 10.1109/SEAMS.2017.6. URL
http://doi.org/10.1109/SEAMS.2017.6
• Gustavo Sousa, Walter Rudametkin, and Laurence Duchien. Extending feature
models with relative cardinalities. In Proceedings of the 20th International Systems
and Software Product Line Conference, SPLC ’16, pages 79–88, September 2016.
doi: 10.1145/2934466.2934475. URL http://doi.acm.org/10.1145/2934466.2934475
1.5 Dissertation Outline
The remainder of this dissertation is composed of 7 chapters that are organized into four
parts as follows:
Part I: State of the Art
Chapter 2: Configuration and Management of Multi-Cloud Systems. This chapter
introduces the main concepts of Cloud Computing and a survey of the most relevant
works on the configuration and management of multi-cloud systems. We classify these
approaches according to the level of support they provide for managing heterogeneity and
variability in cloud providers. Besides this, we also present an overview on approaches
for managing variability in cloud systems.
Chapter 3: Software Product Lines. In this chapter, we introduce the main concepts from
Software Product Lines Engineering, Feature Models and Dynamic Software Product
Lines. The goal is to provide enough background on the principles and techniques that
are employed by the proposed approach and the terminology that will be used later
throughout this dissertation.
Part II: Contributions
Chapter 4: Feature Models and Relative Cardinalities. This chapter presents an approach
for extending feature models with relative cardinalities to support modeling variability
in the configuration of cloud providers. We define the concept of relative cardinalities
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and demonstrate how automated analysis methods can be updated to handle them. This
chapter is a revised version of the following paper:
Gustavo Sousa, Walter Rudametkin, and Laurence Duchien. Extending feature models
with relative cardinalities. In Proceedings of the 20th International Systems and Software
Product Line Conference, SPLC ’16, pages 79–88, September 2016. doi: 10.1145/2934466.
2934475. URL http://doi.acm.org/10.1145/2934466.2934475
Chapter 5: Feature Models and Temporal Constraints. In this chapter, we present
an approach for defining variability management with temporal constraints in order
to capture the dynamic variability that may arise when adapting a running cloud
environment. As in the case of relative cardinalities, we define how temporal constraints
can be modeled and analyzed. This chapter is a revised version of the following paper:
Gustavo Sousa, Walter Rudametkin, and Laurence Duchien. Extending dynamic soft-
ware product lines with temporal constraints. In Proceedings of the 12th Interna-
tional Symposium on Software Engineering for Adaptive and Self-Managing Systems,
SEAMS ’17, pages 129–139, May 2017. doi: 10.1109/SEAMS.2017.6. URL http:
//doi.org/10.1109/SEAMS.2017.6
Chapter 6: Automated Setup and Adaptation of Multi-Cloud Environments. This chapter
presents how the previous contributions are integrated in an approach to automate the
setup and adaptation of multi-cloud environments. It presents the main elements of the
proposed approach and how they deal with the issues identified in Section 1.2. This
chapter is partly based on the following paper:
G. Sousa, W. Rudametkin, and L. Duchien. Automated setup of multi-cloud environments
for microservices applications. In Proceedings of the 9th International Conference on




This chapter describes implementation details of the tools developed for supporting the
proposed approach and reports on the results of the experimental evaluation conducted
to assess feasibility and performance.
Part IV: Final Remarks
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Chapter 8: Conclusions




State of the Art

Chapter 2
Configuration and Management of
Multi-Cloud Systems
In this chapter we introduce the main concepts of cloud computing and provide a survey
of works related to the configuration and management of multi-cloud systems. In addition,
we also discuss related works on variability management in cloud computing systems.
In Section 2.1, we introduce the principles of cloud computing, including its properties,
service and deployment models. Section 2.2 presents the main concepts of multi-cloud
computing and surveys the existing approaches for configuration or management of
multi-cloud systems. In Section 2.3, we survey works that employ variability management
techniques to deal with problems related to cloud computing systems. Section 2.4
summarizes the chapter.
2.1 Cloud Computing
The cloud computing paradigm is characterized by a model in which computing resources
can be provisioned or release on-demand in a pay-as-you-go model. The ability to pay
for computing resource based on its usage eliminates the need for upfront investments
on computing infrastructure, turning it into an utility service like water, gas, electricity
and telecommunication. Because of this, cloud computing can also be regarded as highly
flexible computing infrastructure.
Since it is early beginnings, several definitions have been proposed for the cloud computing
paradigm. These definitions often highlight different aspects that are considered as the
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main properties of cloud computing such as resource sharing, virtualization, the pay-as-
you-go model, elasticity and the illusion of infinite resources, etc.
For instance, Armbrust et al. refers to the illusion of infinite resources and the pay-as-
you-go model as the main aspects of the cloud computing paradigm [2]. This conception
is closely linked to the notion of computing as an utility service such as water, gas,
electricity and communications.
Meanwhile, in [35], Buyya et al. define a cloud as a distributed system of virtualized
computers that can be provisioned as resources to consumers, depicting cloud computing
as an evolution of distributed computing models such as cluster and grid computing.
This definition is clearly more focused on the implementation aspects of cloud computing
and its key enabling technologies.
Despite differences on their focus, definitions of cloud computing are consensual when it
comes the ability to dynamically provision or release resources on-demand. According
to the United States National Institute of Standards and Technology (NIST), “Cloud
Computing is a model for enabling ubiquitous, convenient, on-demand network access
to a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction” [1]. The NIST also defined a set of
cloud computing essential characteristics and a taxonomy for cloud service and deployment
models. This taxonomy is employed in the following subsections to describe the main
aspects of the cloud computing model.
2.1.1 Essential Characteristics
The NIST definition of Cloud Computing [1] identifies five essential characteristics of
cloud computing:
On-demand self-service resource provisioning refers to the ability to provision or release
computing resources such as computing power, storage and networking without the need
of human interaction between the cloud customers and providers. This implies that cloud
providers should offer means for managing computing resources through programmable
interfaces.
Broad network access implies that cloud computing resources are made available through
standard networking protocols and can be accessed through the Internet.
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Resource pooling. Resources are provisioned to cloud consumers from a pool of shared
resources managed by the cloud provider. The consumer has no control over the exact
location of the resources and it is up to the provider to decide in which virtual or
physical machine it is better to provision customers resources. Still, consumers can
specify higher-level location constraints such as the data center or availability zone in
which the resources are to be provisioned.
Elasticity refers to the ability to rapidly provision or release resources to scale the system
according to consumer demand.
Measured services. Resource utilization is monitored, controlled and recorded to inform
both providers and consumers about the resource utilization. This information can be
used by providers and consumers to optimize their resource usage and allocation strategy
and to charge users according to their utilization of resources.
2.1.2 Service Models
Computing resources in cloud computing are delivered as services at varying levels of
abstraction that define the degree of control that consumers have over computational
resources. Service delivery is often categorized into three different models:
Infrastructure as a Service (IaaS). Infrastructure services provide direct access for con-
sumers to low-level computing resources such as storage, networking and computing
nodes, often provided as virtual machines. Consumers do not have direct access to the
physical machines and may have limited control over networking components. Still, they
have complete control over all software stack from the operating system level up to the
application level.
Platform as a Service (PaaS). Platform services provide a runtime environment for
directly deploying applications. These services are often specialized and conceived to
support a given programming language, platform, technology or ecosystem. A platform
will often provide a runtime environment such as an application server together with a
set of libraries and associated tools. Consumers do not need to manage or have limited
control over the underlying infrastructure such as cloud servers, networking and storage.
Additional services that are used in the implementation of applications, such as database
management systems, are also often included in this category.
Software as a Service (SaaS). Software services provide application functionality to cloud
consumers. Applications are made available through a user interface such as a web page
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or a thin client; or by means of an application programming interface. Consumers do
not manage or control infrastructure resources or development platforms and only have
access to application specific configuration options.
Though this taxonomy of service models provides a useful classification for cloud services,
there is not a hard line that separates service models, and some cloud services may
exhibit properties of more than one service model. For example, some database services
do not provide means for managing their resources and consumers are charged in terms
of application specific concepts such as the number of rows stored and database queries
rather than the underlying resource usage. These properties would qualify these services
as a SaaS offering. Still, these services are mostly used by developers to store their
application data and could also be regarded as platform services.
Besides this, cloud providers may deliver services at multiple service models and higher-
level cloud services may be built on the top of lower-level cloud services. In addition to
these three basic service models, we can find throughout the cloud computing landscape
a large number of other models such as Database as a Service (DaaS), Storage as a
Service (SaaS), Network as a Service (NaaS), Analytics as a Service (AaaS), etc. These
service models, which are often grouped under the umbrella term of Everything as a
Service (XaaS), can be considered as specializations of the three previously described
service models.
2.1.3 Deployment Models
The NIST definition [1] of cloud computing also specifies four deployment models. The
deployment models determinate how the cloud infrastructure is operated and which
consumers have access to it.
In a private cloud, the infrastructure is provisioned to be exclusively used by a single
organization. It can be directly managed by the consumer organization or by a third-party.
In a community cloud, many organizations may join to provision the infrastructure of
a cloud that will be used exclusively by the organizations in the community. As in the
case of private clouds it can be managed directly by members of the community or by a
third-party provider.
A public cloud is one in which the cloud resources are available for the general public
over the Internet upon the payment of the service fees.
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A hybrid cloud integrates two or more clouds in any of the other models in a way that
supports data and application portability across the consistuent clouds.
2.2 Configuration and Management
of Multi-Cloud Systems
Since the advent of cloud computing, several concerns have been raised concerning about
the dependence of cloud consumers on providers and the security of cloud computing
environments. These concerns led to a profusion of approaches that propose different
means for consuming resources from multiple clouds such as hybrid clouds, federation of
clouds, inter-cloud computing, multi-cloud computing, etc. In this section, we present an
overview of the aspects involved in the consumption of resources from multiple clouds
and a survey of existing approaches for multi-cloud computing.
2.2.1 Consuming Resources from Multiple Clouds
Previous works in the literature [7–9] have been dedicated to the study and classification of
approaches for the use of multiple clouds. Here, we give an overview of these classifications
about the motivation for using multiple clouds and the approaches for consuming resources
from multiple clouds.
Motivation for using multiple clouds
In [8], Petcu presents a list of the top 10 reasons for consuming resources from multiple
clouds. In [7], authors summarizes the benefits of using multiple clouds into 3 categories,
while Toosi et al. [9] identifies 6 key benefits that capture the essential motivations for
cloud interoperability. We classify these identified motivations, listed in Table 2.1, into
three broad categories:
Reducing vendor dependence. This includes the uses of multiple clouds to avoid lock-in to
a provider specific technology and to implement mechanisms for redundancy and disaster
recovery thus improving the system resilience to cloud failures.
Complying with constraints, requirements and service offerings. Multiple clouds may
be used to comply with legal issues, regulations and internal policies that require some
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services or data to be deployed in data centers located in a given region or within a
private cloud. They can also be used when a single cloud does not provides all the
services required by the system.
Improving performance, quality of service or resource utilization. As different providers
may offer different advantages in using specific features, combining them can be useful to
improve quality of services or optimize costs. Distributing services closer to clouds that
are closer to their end users may be used to reduce the overall latency. Multiple clouds
can also be used to offload processing to other clouds when dealing with request peaks.
Table 2.1 Summary of motivations for consuming resources from multiple clouds.
Category Motivation
Reducing vendor dependence
Interoperability and Avoiding Vendor Lock-In [9]
Availability and Disaster Recovery [9]
Avoidance of vendor lock-in [7]
Better application resilience [7]
Avoid the dependence on only one external provider [8]
Ensure backup-ups to deal with disasters or scheduled inactivity [8]
Replicate applications/services consuming services from different Clouds




Legal Issues and Meeting Regulations [9]
Diverse geographical locations [7]
React to changes of the offers by the providers [8]
Follow the constraints, like new locations or laws [8]
Consume different services for their particularities not provided elsewhere [8]
Improving performance,
quality of service or resource
utilization
Geographic Distribution and Low-Latency Access [9]
Scalability and Wider Resource Availability [9]
Cost Efficiency and Saving Energy [9]
Diverse geographical locations [7]
Optimize costs or improve quality of services [8]
React to changes of the offers by the providers [8]
Deal with the peaks in service and resource requests using external ones,
on demand basis [8]
Act as intermediary [8]
Enhance own Cloud resource and service offers, based on agreements with
other providers [8]
Approaches for using multiple clouds
Petcu [8] analyzed the most frequently used terms for naming approaches based on the
use of multiple clouds and identified three categories of approaches: cloud federation,
multi-cloud and inter-cloud. This classification is based on the degree of cooperation
among clouds and the way cloud consumers interact with the multiple clouds.
A cloud federation is characterized by the establishment of a formal agreement among
cloud providers to enable subcontracting resources across different clouds. Federations
are driven by provider needs to improve their resource usage and service offerings. The
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federation is transparent for the cloud consumer that only needs to interact with a single
cloud provider.
Meanwhile, in the multi-cloud approach, there is no collaboration between cloud providers
and it is up to cloud consumers or a third-party to interact with cloud providers. Multi-
cloud is mainly driven by cloud consumer needs to reduce dependence on providers,
comply with constraints and improve their costs or quality of service.
Finally, the inter-cloud approach is defined by the presence of a cloud marketplace in
which cloud providers can negotiate among themselves the subleasing of resources. In
this case, collaboration is established dynamically, according to the interests of cloud
providers and the current market conditions. Hence, an inter-cloud can also be seen as a
dynamic opportunistic federation.
The same categorization is found in [7], but with both multi-cloud and federations being
considered as types of inter-clouds. Meanwhile, in [9], approaches are classified into
provider-centric and client-centric according to the party that takes the initiative in
the integration of multiple clouds. Cloud federation is classified as a provider-centric
approach while multi-cloud as a client-centric approach.
2.2.2 Approaches for Configuration and Management
of Multi-Cloud Systems
As we saw above, several approaches have been proposed to support the consumption of
resources from multiple clouds. In this work we analyze only the multi-cloud approaches,
in which the integration is driven by cloud consumers. Besides this, we focus on
approaches that deal with aspects related to the configuration and management of
multi-cloud systems. During this analysis, we identify how these approaches deal with
the selection of cloud providers and services and particularly how they deal with the
heterogeneity and variability of cloud environments.
PaaSage
PaaSage [36–42] is a platform to support the design and deployment of multi-cloud
applications based on model-driven engineering principles. In PaaSage, users design
provider-independent deployment model that defines application components and their
requirements. Components may include location, service level objectives, scalability
24 Configuration and Management of Multi-Cloud Systems
and optimization requirements. These requirements are matched against cloud provider
offerings to obtain a provider-specific model. The CAMEL [42] modeling language allows
for defining concepts such as locations, metrics, resource types and capabilities that can
then be used both in providers and requirements definitions. Variability management is
based on the Saloon approach [26].
MODAClouds
The goal of the MODAClouds [43, 37, 44, 45, 20] project was to provide methods and tools
for the design and automatic deployment of multi-cloud applications. The MODAClouds
project was developed alongside PaaSage and share some common contributions and
similarities. It also employs a component-based model for applications and a separation
between provider-independent and provider-specific models. Provider-independent models
define an assignment from application components to cloud services while provider-
specific models define the exact cloud services and providers. It also employs a modeling
language, called CloudML [45], which supports definition of unifying concepts across
provider offerings. MODAClouds distinguishes from PaaSage by providing an approach
based on risk analysis to support cloud services selection and the use of mechanisms for
performance prediction and optimization.
The project also includes a mechanism for runtime monitoring and adaptation based on
Models@Run.time [28, 46, 13, 47, 48]. Variability in providers’ configuration is not taken
into account during the selection or configuration of cloud services.
mOSAIC
mOSAIC [49–56, 11, 57, 58, 8, 59] is an integrated platform for designing, developing,
deploying and executing multi-cloud applications. This platform can be deployed over
infrastructure services (IaaS) from multiple cloud providers by means of provider-specific
adapters. A cloud brokering mechanism is available to verify if a provider meets the
desire service level objecties [50, 56].
The platform implements a component-based event-driven programming model. Applica-
tions for the platform are developed according to this model, using the mOSAIC API,
which is available for Java, Python, Node.js and Erlang. As components are managed by
the mOSAIC platform they can be scaled up and down individually and the platform
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provides means for migrating them across providers. As the mOSAIC platform is de-
signed to be deployed over infrastructure services it does not support the consumption of
platform or software systems. Services such as databases, message queues, application
servers, key-value stores among others are provided as components by the platform,
which manages their deployment and execution. A semantic engine based on ontologies
is used to query for components and services that support application requirements [59].
Variability in the configuration of cloud providers is not managed. Deployment descriptors
are rather low level and the developers must specify the providers where components are
to be deployed. [58]
Cloud4SOA
Cloud4SOA [60–62] is an approach for integrating heterogeneous PaaS offerings across
cloud providers that share the same technology. The goal of the approach is to support
developers in overcoming the heterogeneity across multiple PaaS offerings and find
providers that best support their needs. This is achieved by the definition of an unified API
based on commonalities across PaaS offerings and a set of specialized adapters for provider-
specific services. Ontology-based reasoning is also used for matching requirements to
offerings. Cloud4SOA supports cloud service selection, monitoring, management and
migration of applications.
Variability and constraints in the configuration of cloud providers is not considered and
deployments must define the clouds to which the application parts are to be deployed. Ad-
ditionally, the analyzed papers present little information on how application requirements
can be defined.
soCloud
soCloud [63, 64] is a service-oriented component-based platform for managing portability,
elasticity, provisioning and high availability across multiple clouds. Applications are
designed using the Service Component Architecture (SCA) model and run on the FraS-
CAti execution environment, which is a Java implementation for SCA. The FraSCAti
environment provides an unified platform for applications, independent of the underlying
cloud services. It can be deployed both to infrastructure services such as virtual machines
or to any Java platform service.
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soCloud application descriptors can include constraints on the necessary computing
resources, geographical location of components as well as elasticity and replication rules.
SeaClouds
The SeaClouds [12, 65–68] project was proposed to build a multi-cloud application
management system based on cloud standards. It supports the distribution, monitoring
and reconfiguration of application modules over heterogeneous cloud providers. To
handle heterogeneity across providers, they propose the definition of an unified API
and provider-specific adapters; and a software architecture that unifies both IaaS and
PaaS offerings under a single interface. The presence of a reconfiguration mechanism
is included in the proposal, but little information is given about its functioning. The
publications only describe the overall architecture, which is inspired from autonomic
computing control loop [69].
As in other approaches there is no reference to variability in provider configuration.
Resources required by an application are defined as a topology according to the TOSCA
standard [70].
Dohko
Dohko [71, 21] is an autonomic goal-oriented system for inter-cloud environments. The sys-
tem relies on SPLE principles for implementing a resource discovery strategy. An abstract
feature model is used to defined the general concepts available in the configuration of an
infrastructure resource, providing an unified view across multiple providers. Meanwhile,
concrete feature models define the variability in the configuration of provider-specific
infrastructure resources.
Application descriptors, defined by the system users, define the requirements such as
cost, memory size and CPU and the desired provider and clouds services. Based on this
descriptor, the system generates a deployment descriptor defining a configuration (e.g.
virtual machine instance type, data center, virtual machine image, networking, etc) that
matches these requirements. Besides this, the Dohko includes a monitoring component
on virtual machines that is capable of identifying a virtual machine failure and restart
it.
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Other initiatives
Liu et al. [72], proposes a multi-cloud management platform that intermediates the
interaction between cloud consumers and infrastructure providers. Service catalogs
from multiple providers are integrated into a federated catalog that can be queried
to find services that meet requirements. A connection and adaptation module is used
to encapsulate differences on management interfaces from different providers. Though
variability modeling or management is not mentioned, they include a federation tag tree
that describes simple rules on how cloud services can be configured.
Grozev and Buyya [7, 14] propose an approach for building interactive three-tier multi-
cloud applications that allows for adaptive provisioning and workload balancing. The
contributions are algorithms for cloud selection, load balancing and autoscaling as well as
their evaluation. Only infrastructure resources are considered and neither heterogeneity
nor variability is considered.
Roboconf [73, 74] is a cloud orchestrator for deploying multi-cloud systems. It provides
an hierarchical DSL that enables developers to specify the relationship between applica-
tion components and cloud resources (e.g., virtual machines, storage, networking, etc).
From an application descriptor it can automate the provisioning of cloud resources and
deployment of the application components. In addition it provides some level of support
for adaptation to support elasticity and self-recovery from service failures. However, it
does not handle heterogeneity nor variability across cloud providers and developers must
specify which cloud resources and providers will be used.
SALSA [75] is a framework for automatic configuration of complex cloud services on
multi-cloud environments. It enables to specify a topology defining the relationship
between application and cloud services such as application servers, virtual machines,
execution containers among others. This approach is somewhat similar to Roboconf, in
which the developer explicitly defines which kinds of cloud resources and services will be
employed. However, topologies in SALSA are described using the TOSCA standard [70].
There is no mention to the variability in cloud provider configurations. However, the
approach considers that each cloud service can offer different configuration capabilities,
operations that are available to modify the configuration of a resource such as increasing
the amount of memory or adding more instances of a virtual machine, installing a new
software package, etc. These configuration capabilities can be provider-specific and a
plugin mechanism is provided for implementing provider-specific configurators.
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Besides these, there are several papers that propose or evaluate algorithms for the
placement of virtual machines [22, 76–80] or storage [81, 82] across multiple clouds to
optimize costs, energy consumption, quality of service or performance. They are mostly
algorithmic-centric and focused on optimizing the use of infrastructure resources. Little
or no attention is given to the heterogeneity or variability in cloud providers offerings.
2.2.3 Discussion
After an overview of the main approaches for configuration and management of multi-
cloud systems we analyze how these approaches handle three important aspects of
multi-cloud systems. Firstly, we discuss the modeling abstractions employed, which
include the notation and concepts used in the description of application requirements
or deployment model. Secondly, we analyze the strategies employed by each of these
approaches to handle the heterogeneity across cloud providers. Finally, we evaluate
to which extent these approaches handle the variability in the configuration of cloud
providers.
Modeling abstraction
In order to support management of multi-cloud systems the approaches are expected to
provide means for describing properties of the multi-cloud system using provider-agnostic
notation and concepts. Here we analyze the modeling abstractions used by the surveyed
approaches.
Notation. All the studied approaches employ provider-independent modeling notations.
The PaaSage, MODAClouds and Cloud4SOA provide a set of DSMLs for defining multiple
aspects of the cloud system. Meanwhile, the SeaClouds, Dohko and Uni4Cloud employ
markup languages such as YAML and XML. Both soCloud and mOSAIC employ a
component-based model and also rely on XML files for component configuration.
Modeling concepts. Both PaaSage and MODAClouds employ a component-based
model for defining how cloud services and application components interact. In these
approaches, users define a deployment model, which is based on components, communi-
cations and hostings. Together, these three constructs allow to define communications
between application components and which application components are hosted by a given
cloud component. This requires cloud customers to define at the design phase the type
and location of virtual machines required by their application; and how their application
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components will be assigned across these virtual machines. Both approaches include
mechanisms for defining scalability rules.
Likewise, in the mOSAIC approach, application descriptors are used to define the
relationship between application components and the resource types they require. Service
level objectives and scalability rules can be specified at the component level.
soCloud supports the definition of component-based applications according to the Service
Component Architecture. The components can be annotated with extra constraints on
the location and replication of components as well as their scalability rules.
SeaClouds’ abstract deployable profile includes information about cloud services or
resources required by application services as well as replication and scalability rules.
Dohko application descriptor defines the clouds that must be used by the system and
the requirements for the virtual machines to be provisioned on this cloud (e.g. memory,
CPU, cost, operating system, etc). Besides this, it includes a list of applications to be
executed.
Application model. Most of the approaches employ an component or service-based
application model and do not target any specific application class. mOSAIC and soCloud
impose the use of specific programming model and APIs, which implies that application
services must be developed to run on these platforms. The component model employed
Dohko [71] is targeted for high-performance applications and provides a model in which
application tasks are submitted to job queue to be run over multiple clouds.
Service model. Cloud4SOA is the only platform focused on building multi-cloud
systems based exclusively on PaaS offerings. SeaClouds supports both infrastructure and
platform services. In the MODAClouds approach, infrastructure services can be defined
as hostings and platform services can be modeled as external components that can host
or communicate with other application components. soCloud provides a platform based
on Java technology and thus can be deployed to any Java platform service or directly to
virtual machines. In the other approaches, only IaaS offerings are taken into account.
Heterogeneity management
One of the challenges for building multi-cloud systems is to overcome the heterogeneity
that exists across cloud offerings from different providers.
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The SeaClouds and Cloud4SOA projects propose the definition of “harmonized APIs”
based on the common concepts across different providers offerings and a set of adapters
that map general concepts and operations to provider-specific ones.
MODAClouds and PaaSage deals with the heterogeneity by separating concerns into
cloud provider independent and specific models. The cloud provider independent model
allows to define requirements for cloud services and associate them to components in
the application descriptor. These requirements are then mapped to actual offerings in a
cloud-provider specific model.
soCloud deals with heterogeneity by providing an unified platform that shields applications
from the underlying cloud resources. Nevertheless, it does not handle the heterogeneity
that may exists across Java platform offerings or infrastructure services.
Similar to soCloud, mOSAIC also provides a platform that can be deployed over in-
frastructure services. In addition, it also employs semantic reasoning for managing
heterogeneity in the service level agreements across infrastructure services. Likewise,
Cloud4SOA employs Semantic Web technologies to overcome differences across cloud
services and match application requirements to PaaS offerings.
Variability management
PaaSage and Dohko are the only projects that provides some level of variability manage-
ment. In PaaSage, variability is modeled as a feature model extended with attributes
that define the configuration options for infrastructure services such as a virtual machine.
These attributes can then be used in a cloud provider specific model to establish a
mapping between requirements and provider attributes. Dohko employs cardinality-based
feature models to capture variability in infrastructure resources. Both approaches do
not give much information about the feature modeling semantics that is adopted, just
mentioning the use of constraint programming to evaluate feature models and either
select or configure cloud services.
Table 2.2 summarizes the analysis of the discussed approaches, classifying them according
to the aspects discussed above.
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PaaSage [36–42] component-based Model-Driven Architecture
Feature Model with
attributes
MODAClouds [20] component-based Model-Driven Architecture
-
mOSAIC [49–
56, 11, 57, 58, 8, 59] component-based
unified API and adapters
with semantic brokering
-
Cloud4SOA [60–62] - unified API and adapterswith semantic brokering
-
soCloud [63, 64] component-based unified API
-
SeaClouds [12, 65–68] service-based unified API and adapters
-
Dohko [71, 21] resource-based Abstract Feature Model
Cardinality-Based Feature
Model
2.3 Variability Management in Cloud Computing
After analyzing existing work on the configuration and management of multi-cloud
systems, we focus on the variability management aspect. In this section, we survey
existing work on managing variability in cloud systems. This analysis is not limited to
multi-cloud systems and includes different usages of variability in cloud systems. We
organize existing approaches into three categories as follows.
2.3.1 Variability in Cloud Applications
A category of works for variability management in the cloud is focused on the problem of
building product lines of cloud applications. In a cloud application product line, besides
the variability across applications it is also important to consider the variability on the
cloud computing services that are going to be used by applications. This means that
product line customers can also choose which cloud providers or cloud services will be
used by their applications. These choices can impact the performance, costs or even the
available features for the application.
Cavalcante et al. [83] propose an approach for developing a product line of cloud ap-
plications that can be configurable by selecting which cloud services should be used.
A feature model is used to define the possible cloud service choices and based on cost
estimations of cloud services the approach can estimate the cost of generated products.
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In [84], the authors extended their approach to support the dynamic reconfiguration of
cloud applications.
This category also includes approaches that have been proposed to support the devel-
opment of multi-tenant SaaS applications [85–89], which serve multiple clients from
a common code base. SPLE is employed to facilitate the development of customized
tenants, tailored to customer needs. These approaches distinguish between the functional
variability that defines variability in the application functionality and the deployment
variability that defines the available options for deploying an application. Jamshidi
and Pahl [90] propose a similar approach, but includes an extra accessibility variability
model to model differences across multiple devices such as mobile phones, computers,
cars, embedded objects, etc. In [91], authors propose to manage both variabilities to
build adaptive cloud applications that can adapt both their functionality and their cloud
environment.
The common aspects across these approaches is that their main focus is on managing
the variability in a cloud application or across cloud applications in a product line or
multi-tenant system. Even though they consider the variability in cloud environments, it
is only the variability on the predefined ways in which the application was designed to
consume resources.
2.3.2 Variability in Infrastructure Resources Configuration
Another range of approaches have been proposed to manage the variability in the
configuration of infrastructure resources or services. For instance, [92, 93] use variability
models to define how software packages (e.g. operating system, databases, application
servers, frameworks, etc) can be combined to build a Virtual Machine Image (VMI) that
can be later used to instantiate a virtual machine. Meanwhile, other works [25, 71, 94, 23]
also manage the variability in the configuration of infrastructure services such as virtual
machine size, data center location, storage type, etc.
Different from the previous category, in these approaches the goal is not build a product-
line of cloud applications, but to manage the variability in the way infrastructure resources
can be configured. These works employ variability management to achieve different goals
such as optimizing power consumption and performance by finding optimal configurations;
or simplifying the provisioning of resources and deployment of applications to the cloud.
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2.3.3 Variability in Cloud Services Configuration
In this third category of approaches [24, 26], variability management is employed to select
and configure cloud services or providers that support some requirements and generate
the corresponding configurations. Feature models are used to capture the variability in
the configuration of cloud services or providers, while requirements are defined using
provider-independent concepts. Requirements are evaluated against feature models for
different cloud services or providers in order to find complying services or providers
and generate a configuration. While in [24] the variability is defined on a per-service
basis, in [26] variability defines the options available in a cloud provider for deploying an
application.
2.3.4 Discussion
Among the analyzed approaches, those in the last category are the most closely related
to our work. In these approaches variability management is used to support the selection
and configuration of cloud services or providers. Still, besides not supporting multi-cloud
application deployments, these approaches manage variability in a limited context. For
instance, in [24] feature models only capture the variability in the configuration of a
single cloud service. Meanwhile, in [26] feature models are conceived in a way that
only supports the configuration of cloud environments for tiered applications. As these
approaches do not handle variability in a wider scope, they fail to capture any constraints
that may arise once we are interested in deploying a service-based application, in which
multiple cloud services must be setup in order to support the deployment and execution
of application services.
2.4 Summary
In this chapter, we presented an overview of cloud computing concepts and a survey
of state-of-the-art approaches for the configuration and management of multi-cloud
systems. In particular, we analyzed how these approaches handle heterogeneity and
variability across multiple cloud providers. We identified that few approaches provide
semantic management of heterogeneity across service offerings and no approach provides
appropriate management of variability regarding the configuration of cloud providers.
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We also analyzed approaches to manage variability in cloud systems. We found that
approaches for managing variability in cloud providers’ configurations only handle it in a
limited context. By managing variability in the context of a single service they neglect
constraints that may exists between them.
In the next chapter, we introduce the main concepts from Software Product Line
Engineering, Feature Models and Dynamic Software Product Lines, which constitute the
foundation for our proposed approach for managing variability in cloud environments.
Chapter 3
Software Product Lines
In this chapter, we present a brief introduction to the main concepts of Software Product
Line Engineering, Feature Modeling and Dynamic Software Product Lines. The goal is
to provide the reader with enough background on the research fields directly related to
this work.
This chapter is structured as follows. In Section 3.1, we present a brief introduction to
Software Product Lines Engineering. In Section 3.2, we present principles and notations
for feature models as well as an overview of approaches for extended feature modeling.
In Section 3.3, we describe the main concepts of Dynamic Software Product Lines and
their use on adaptive systems. Section 3.4 presents a summary of the chapter.
3.1 Software Product Lines Engineering
Software Product Lines Engineering (SPLE) is a systematic approach for developing
a family of related software systems at lower costs, in shorter time and with higher
quality [27]. The objective is to exploit similarities among related software products and
manage their differences to build customized software products in an efficient manner [95].
SPLE has the potential to substantially improve developers’ productivity and software
quality while reducing development costs and time to market [95].
Product lines have long been used in industry to achieve mass customization, which is the
large-scale production of goods with enough variety and customization [96]. SPLE brings
the notion of mass customization to software, providing means for efficiently producing
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multiple similar, but customized software systems. In a software product line, software
products are assembled from reusable assets instead of being developed from scratch.
SPLE is effective only when the upfront investment to develop reusable assets is out-
weighed by the costs of building and maintaining multiple software products. Unlike
other opportunistic reuse approaches, development of software systems as a product
line relies on proactively planning for reuse. This requires developing a set of reusable
software assets, clearly defining how these assets can be assembled together to build a
software product, and systematically reusing these assets to build software products.
The key properties of SPLE, which distinguish it from traditional single software system
development and other software reuse approaches, are the explicit management of
variability and the organization of the software development process in two phases:
domain engineering and application engineering.
3.1.1 Variability
The variability of a software product line is expressed through the different ways in which
the set of reusable assets can be assembled to build a software product. In other words,
the variability defines what can vary across different software systems that are part of a
product line. Variability in software product lines is usually defined in terms of variation
points and variants. While a variation point defines a property that can vary across
different products a variant defines one of the possible acceptable values for a given
variation point.
In SPLE, variability has to be explicitly defined and managed so that it can be leveraged
during the assembly of software products. Variability is defined during the domain
engineering phase in which the variation points and variants are specified; and exploited
during application engineering when variants are selected to assemble a software product.
Variability management is a process that encompasses definition and formal documenta-
tion of variability, management of reusable assets and application of variability during
program assembly.
Variability can be introduced at different levels of system abstraction such as requirements,
architecture, services, components, code, tests, etc. Explicit definition and management
of variability is used to restrict customization of software products to only those variation
points that make sense in a given product line. This is the main aspect which distinguishes
SPLE from other software reuse approaches [27].
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3.1.2 Software Product Line Engineering Process
Software development in SPLE is organized around two complementary phases: domain
engineering and application engineering [27, 95]. In the domain engineering phase,
variability across software products is defined and common reusable assets are developed.
In the application engineering phase, previously developed assets are assembled to build
a customized product.
Domain engineering
The goal of this phase is to define a common platform and reusable core assets that
will be later used in application engineering to assemble of software products. During
domain engineering, software engineers should consider not only the current requirements
of a single software product, but the requirements of many potential future products
in the same domain. This requires the clear definition of the scope of the product line,
which delimitates the set of potential software products for which it is planned. Once
the scope is defined, similarities and differences across software products in a product
line are identified and documented as variability models. Then, common reusable assets
that accomplish the variability are defined.
Domain engineering is also called as development for reuse as it is focused on engineering
reusable parts that will be later reused during application engineering. As in other
software engineering processes, it is usually organized around many activities such as
analysis, design, coding and testing.
Application engineering
The goal of this phase is to develop a customized product by exploiting the assets and
variability defined during domain engineering. Customer requirements are identified
and matched against the variability model in the product line to obtain a product
configuration that binds variants to variation points. Then, this configuration can be
used to derive a concrete software product by reusing core assets. The level of automation
in product derivation depends directly on the employed supporting tools and the degree
of formalization of the product line. Extra development may be required when core
assets do not support all the desired requirements.
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Application engineering is also called as development with reuse as products are derived
from reusable assets in domain engineering phase.
SPLE is an industry proven approach that promotes systematic reuse to improve software
quality and reduce both development costs and time to market. It is particularly
effective when developing multiple similar software systems in a given domain. By
combining variability management and reuse of common assets SPLE aims to support
mass customization in software products.
3.2 Feature Models
Feature modeling is the most widely used technique for modeling variability in software
product lines, being considered as the de facto standard for representing variability [97, 98].
Feature models were initially introduced by Kang et al. as part of the Feature Oriented
Domain Analysis (FODA) method [99] to capture commonalities and variabilities on the
requirements for systems in a given domain. Since then its usage has been extended
to model variability at multiple levels of granularity and throughout all activities in
the software development process such as architecture, design, implementation and
tests [100, 98, 27, 101, 97, 102]. Feature models have also been employed beyond software
product lines to model variability in highly-configurable or adaptive systems [103–107].
Feature models describe variability in terms of features, but the understanding of what
is a feature can vary significantly across different feature modeling approaches and
many definitions have been proposed. Features were initially defined by Kang et al. as
“user-visible aspects or characteristics of a domain” [99]. Later, Czarnecki et al. defined a
feature as “a distinguishable characteristic of a concept (e.g., system, component, and so
on) that is relevant to some stakeholder of the concept” [108]. Meanwhile, for Batory,
a feature can be regarded as “an increment of program functionality” [109]. While
some authors emphasize on the visibility and relevance to an end-user or stakeholder,
others have expressed a greater focus on the capacity of feature models for representing
variability, regardless of the abstraction level.
From an strict variability perspective, a feature defines a variation point that can be
either activated or deactivated. A feature model describes the relationship between
features and how active features can be combined into a valid configuration. From a
conceptual point of a view, a feature model defines a set of valid feature combinations, in
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which each combination represents a configuration for the system or product line under
study.
3.2.1 Feature Diagrams
A feature model defines variability in terms of features and their relationship. Feature
models are often depicted as a feature diagram, in which features are organized in a
tree-like structure. Throughout this dissertation, we use the terms feature models and
feature diagrams interchangeably. However, the diagram is just a visual representation of
a feature model that can be also described by other means. Figure 3.1 shows an example



















Figure 3.1 An example feature diagram.
Features are graphically represented as boxes organized in a hierarchical structure. While
the hierarchy defines how features are decomposed into sub-features, extra graphical
notation (see Figure 3.1 legend) characterizes the nature of the relationship as optional,
mandatory, alternative or inclusive alternative. Additional dependencies or conflicts
between features can be expressed using textual requires and excludes constraints.
The root feature (Cloud in our example), represents the system under study and should
always be included (i.e. active) in any configuration for the feature model. A feature
marked as mandatory (filled circle) should be included in a configuration whenever its
parent feature is also included. In our example, feature Compute is mandatory and should
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be included in every configuration since it is a sub-feature of the root feature Cloud which
is always included as well. Optional features (empty circle) can be optionally included
if their parent is also included in the configuration. In our example, feature Database
feature is marked as optional. As a general rule, a feature can only be included in a
configuration if its parent feature is also included.
The alternative and inclusive alternative relationship is defined across multiple sub-
features and are also called as feature groups. For each alternative group, exactly one
feature in the group must be included in the configuration. Meanwhile, alternative
inclusive groups require only that at least one feature in the group is included. In our
example, for the alternative feature group under the feature Language exactly one of the
available languages (i.e. Java, PHP and Ruby) need to be selected. On the other hand, for
the alternative inclusive group under feature Database it is possible to include any of the
databases features available or both.
Finally the textual constraint Java excludes Small is used to define that feature Java
requires either a Medium or Big compute node. These constraints are also called as
cross-tree or additional constraints and are used to define extra relationships across
features, which do not fit in the feature diagram hierarchy.
A feature model defines a set of valid configurations, each one with a different combination
of features. A feature model configuration is defined by a selection of features to be
included in the corresponding software product or system. A configuration is valid if it
follows the composition rules defined by the feature model. Formal definitions of the
syntax and semantics of feature models can be found in the literature [110–113].
3.2.2 Analysis Operations
As other modeling notations, feature models are used to express information in a way
that is convenable for its analysis. Analysis of feature models is often defined in terms
of analysis operations that are targeted at extracting some specific information about a
feature model. A survey conducted by Benavides et al. identified 30 different operations
proposed in the literature [114] that we organize in 4 broad categories:
• Anomaly detection includes operations whose goal is to find inconsistencies in the
definition of the feature model or its corresponding product line. Examples of
such operations include verifying if a feature model is void and leads to no valid
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configuration, if there is a dead feature that cannot be included in any valid product,
false optional features that are included in all configurations, etc.
• Property extraction operations are targeted at obtaining information about a
feature model. This includes obtaining the set of core features that are part of
every products as well as variant features. Finding atomic sets, variability factor,
homogeneity and commonality of features are also examples of property extraction
operations.
• Feature model comparison operations are used to identify the relationship between
different feature models. Verifying if a feature model is a refactoring, a generalization
or an specialization of another feature model are examples operations in this category.
While the operations in previous categories take only one feature model as input and
obtain an output, feature model comparison operations work on multiple feature
models.
• We classify as feature model configuration operations those operations that take
not only a feature model as input but also a feature model configuration. Example
of such operations include the validation of complete or partial configurations as
well as the generation of a full configuration from a partial one, also called as auto
completion. These operations also distinguish from the previous ones in which they
are most often applied during the application engineering phase.
Feature model analysis operations are usually implemented by mapping it to a representa-
tion in a well-defined formalism such as propositional logic, constraint programming and
description logics, and relying on available off-the-shelf solvers. Most of the reasoning
operations are computationally hard NP-complete problems [113]. Still, there is evidence
that for most operations in realistic feature models the problem are tractable [115, 116].
3.2.3 Cardinality-Based Feature Models
Several extensions to feature modeling have been proposed since its inception, usually
motivated from pragmatic needs in product line engineering. The concept of cardinalities
has been initially introduced to feature models as an application of UML multiplicities
to feature groups from the original FODA notation [117]. Feature cardinalities were
introduced later to deal with scenarios where a feature can be selected multiple times for a
given product, each time with a possibly different set of sub-features [118]. Czarnecki et al.
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integrated feature model extensions such as attributes, group and feature cardinalities



























Figure 3.2 An example feature model with cardinalities and attributes.
Figure 3.2 depicts an example cardinality-based feature model. The main elements em-
ployed in this notation are feature group cardinalities, feature cardinalities and attributes.
Feature group cardinalities are used to define the minimum and maximum number of
features that can be selected among the alternatives in a feature group. It can be seen
as a generalization of the alternative feature groups found in boolean feature models.
In our example, the group cardinality <1..1> under feature Language is equivalent to
an alternative group as exactly one feature should be chosen among the three available
options. On the other hand, group cardinality <1..2> under feature Database acts as an
alternative inclusive group.
Feature cardinalities determine the number of times a feature can be included in a
configuration. Feature cardinalities introduce instantiation to feature modeling as a
feature can be included multiple times in a configuration, each time with a different
decomposition of its sub-features. In our example, between 1 and 10 instances of feature
Compute can be included in a configuration, each one with a different configuration
for features AutoScale, Language, Java, PHP and Ruby. Feature cardinalities are also a
generalization of mandatory and optional relationship, which can be represented by
cardinalities [1..1] and [0..1] respectively as in the case of features Database and Language.
In most approaches, feature cardinalities apply only to solitary features, i.e. those that
are not part of a group.
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Attributes are used to specify non boolean variability in a more concise representation.
Instead of defining a feature group with a large number of alternatives an attribute can
be used instead. Attributes often define an attribute name and a domain from which
values can be chosen. In most approaches the domain is finite or constrained to a limited
range or enumeration to simplify automated reasoning.
Table 3.1 Overview of approaches for modeling and reasoning on feature models with
feature cardinalities and clones.
approach cardinalityrange clon. level
cross-tree
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XPath - XML Path Language
CFG - Context-Free Grammars
CP - Constraint Programming
OCL - Object Constraint Language
GCSP - Generative Constraint Satisfaction Problem
ILP - Integer Linear Programming
SMT - Satisfiability Modulo Theories
There is not an unified view on the syntax and semantics of cardinality-based feature
models across the literature. While some works highlight that feature cardinalities define
the number of allowed instances of a feature in relation to its parent feature, others just
mention about the number of times a feature can be included in a configuration. In
some approaches cardinality ranges may be unbounded (e.g. [2..*]) or non-contiguous
(e.g. [1..1][3..4]) while others are limited to contiguous finite cardinality ranges. Table 3.1
presents an overview of existing approaches for modeling and reasoning over cardinality-
based feature models.
44 Software Product Lines
Semantics of cross-tree constraints and the relationship between group and feature car-
dinalities are often not clearly defined and may also differ across different approaches.
Michel et al. worked on the formalization of syntax and semantics of cardinality-based
feature models and identified many of these ambiguities [133]. They proposed a classifi-
cation of possible interpretations for group and feature cardinalities and identified the
need for cross-tree constraints over feature instances and their cardinalities.
Quinton et al. proposed a feature modeling approach to support cross-tree constraints
over feature cardinalities and attributes [127]. Meanwhile, Karataş et al. introduced
support for complex constraints over attributes and feature instances [128].
Feature instances are also called as clones in the literature. Because of this, cardinality-
based feature models are also named as clone-enabled feature models. Throughout this
work, we use this terms interchangeably.
Feature models are widely used both in the industry and academia to manage variability
in product lines and variability-intensive systems. Several extensions have been proposed
over the years to improve their expressive power giving rise to a large number of notations.
Likewise, several approaches for reasoning over feature models have been proposed to
automatically extract different kinds of information from feature models with variable
support for operations. The availability of methods for modeling and analysis of feature
models is one of the main driving forces behind their success.
3.3 Dynamic Software Product Lines
Dynamic Software Product Lines (DSPLs) is a systematic approach for building reconfig-
urable or adaptive systems based on principles from SPLE [134]. The idea behind the
DSPLs approach is to leverage proven engineering foundations from SPLE to support the
development of such systems. However, while in a classical SPL, the goal is to build a
family of related systems in a given domain, a DSPL is a system that can be dynamically
adapted or reconfigured to many different, but related configurations. Table 3.2 compare
the main properties of SPLs and DSPLs.
As in classical SPLs, variability management is the central principle of the DSPLs
approach. However, variability in a DSPL defines the possible ways of configuring an
adaptive system. This kind variability is often called as runtime variability or dynamic
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Table 3.2 Relationship between SPLs and DSPLs [134].
Classic software product lines Dynamic software product lines
Variability management describes different possible
systems.
Variability management describes different
adaptations of the system.
Reference architecture provides a common framework
for a set of individual product architectures.
DSPL architecture is a single system architecture,
which provides a basis for all possible adaptations of
the system.
Business scoping identifies the common market for the
set of products.
Adaptability scoping identifies the range of
adaptation the DSPL supports.
Two-life-cycle approach describes two engineering life
cycles, one for domain engineering and one for
application engineering.
Two life cycles: the DSPL engineering life cycle aims
at systematic development of the adaptive system,
and the usage life cycle exploits adaptability in use.
variability [135] and refers to the possibilities for dynamically reconfiguring a system at
runtime. As in the case of classical SPLs, automated analysis of variability models is
used to identify anomalies during the design of the adaptive system and to ensure that
reconfigurations are consistent and safe at runtime [136] .
In traditional SPLs, development is organized around domain and application engineering
phases. During the domain engineering phase, the scope and the variability of the product
line is defined while in the application engineering phase the variability is applied to
generate products in the predefined scope. The DSPL approach also employs a similar
organization. During the design of the adaptive system, the adaptation scope and
variability are explicitly defined. At runtime, as the context changes, the system exploits
the variability to perform safe adaptations. Because of this aspect, DSPLs are often
used to build systems with bounded adaptivity [137], in which dynamic variations are
foreseen at design time. Nevertheless, there are works in the literature that support open
adaptivity [137] by dynamically evolving the variability at runtime [138, 139] .
3.3.1 Contextual Variability
Though DSPLs are not necessarily self-adaptive or context-aware systems [134] they
are often used to build these kinds of systems. For such systems, there is a need to
monitor and analyze the system’s environment in order to identify changes that may
require a system adaptation. Many DSPL approaches propose to manage the variability
in contextual properties in order to reason about context changes and generate potential
adaptation plans [140, 141, 106, 142].
The contextual variability [106], also called as environmental variability [143], of a system
defines how the environment of the system changes at runtime. This term is often used
to distinguish from the structural variability that defines how the system can adapt at
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runtime. Both are considered as dimensions of the dynamic variability of an adaptive
system [143].
During the system execution, both the environment and the system can change according
to their respective variability. The relationship between contextual and structural
variability determines the set of possible adaptations for the system given a context
change and the current system state.
3.3.2 Variability Modeling in DSPLs
Most DSPL approaches employ variability modeling notations from SPLE to capture
dynamic variability. Feature models and their derivations are the most used notation [136,
144–148, 140, 141, 149, 150, 91, 151], but orthogonal variability modeling [152] and
constraint programming [153] have been employed as well.
Though structural variability is always explicitly modeled, contextual variability is
sometimes handled using adhoc mechanisms. When contextual variability is explicitly
modeled, it is often by the means of a context feature model, which is linked through
constraints or mappings to the structural variability model [154, 144, 140, 141, 151].
Some approaches also add context features to feature models in order to capture in a
single variability model both structural and contextual variability [106, 150, 149, 142].
Another concept that is often explored when managing variability in DSPLs is the binding
time of variation points. The binding time defines at which moment in the system’s
lifecycle a given variation point can be bound or rebound to a variant. Binding times
commonly used in existing approaches include design, implementation, compilation, build,
assembly, configuration, deployment, start-up and runtime [155]. Adding binding time
information is a way to delay decisions to later stages and define which parts of a system
can be dynamically reconfigured at runtime. Multiple binding times can be used to build
product lines of adaptive systems. In this case, some variation points are bound before
the system startup, while other variation points can be dynamically rebound at runtime.
3.3.3 Dynamic Variability Mechanisms
The dynamic or runtime variability of a system is defined by the variation points that
can be dynamically rebound during the system execution and the variants that can
be assigned to these variation points. A system built as a DSPL, can be adapted by
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rebinding its variation points to new variants. The dynamic variability of the system
can be regarded as a higher-level abstraction on how the system can be adapted or
reconfigured at runtime. However, there is still the matter on how to effectively modify
the executing system when variation points are bound to a new variant.
Different approaches have been proposed for implementing dynamic binding of variation
points [156, 137, 157]. The most simple way is to implement variation points directly
at the application level. In this case, variation points can be rebound by changing
parameters or configuration files. Despite its apparent simplicity, this approach limits
the maintainability of the system as application and adaptation logic are interwoven and
handled at the same abstraction level. It also limits the potential for adaptability as only
explicitly previewed and coded variations are possible.
Other approaches rely on the adaptation mechanisms available in the underlying system
platform to implement variation points. This is the case for component-based or service-
based systems in which the architecture of the system can be modified by changing the
interactions between system elements, or by integrating new elements into the system.
In these cases, the range of possible adaptations and their granularity is defined by the
adaptation mechanisms and reconfiguration capabilities of the underlying platform.
3.3.4 Adaptation in DSPLs
As for other software engineering approaches, there is not an unified view on how to build
adaptive systems as DSPLs. Different approaches will often focus on different aspects of
adaptive systems and employ different methods to deal with their issues. Though there
is a consensus on the core element of the DSPLs approach, which is their heritage from
SPLE and the management of runtime variability, these elements are not enough to build
an adaptive system.
Still, most approaches for building self-adaptive systems through DSPLs organize system
adaptation as a feedback loop [158] that includes at least three main functions that deal
with concerns of context management, adaptation planning and execution [157].
Context management deals with issues related to monitoring the system context and
identifying changes that may require a system adaptation. Not all approaches explicitly
deal context management issues, but some works propose to explicitly model and manage
the context variability [106, 150, 149, 142]. In these approaches, context features or
variables are usually associated to monitored context events. In general, analysis of
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context changes leads to reconfiguration request defining features or variants that should
be activated or deactivated in the system.
The adaptation planning activity is responsible for generating a new configuration or
adaptation plan that meets the requirements of the new system context. Most works
on DSPLs are focused on this activity [137, 157]. It is in this phase that variability
models are exploited and analyzed to generate an adaptation plan that ensures a safe
reconfiguration or optimizes system goals. The resulting plan is based on a configuration
for the variability model, in which the variation points were bound to variants.
Finally, in the execution phase the adaptation plan is mapped to a set of instructions to be
executed in the underlying platform. For a component-based system this would include
instructions for replacing components or changing connections, while for a parametrizable
system this could be represented as parameter changes.
As in other approaches for building adaptive systems, the line between the activities in
the feedback loop is not rigid, and according to the approach, some planning activities
may be included as part of context management or execution and vice-versa.
Dynamic Software Product Lines is an approach based on SPLE principles for the
development of reconfigurable systems. The core element of the DSPLs approach is
management of dynamic variability, which determines how a system can be reconfigured
at runtime. Due to their SPLE heritage, DSPLs usually employ the same variability
modeling and analysis methods as their static counterparts. Adaptation in DSPLs is
usually organized around a feedback loop, in which variability management plays the
central role. However, adaptation capabilities of DSPLs are limited to the adaptation
mechanisms provided by the underlying platform or application.
3.4 Summary
In this chapter, we presented a brief overview of the main concepts and terminology of
software product lines and variability management that will be used throughout this
dissertation.
First, we introduced the key principles of SPLE such as explicit variability modeling and
the domain engineering process. Then, we presented an overview of feature modeling
approaches, which are largely used to manage variability in product lines. Finally,
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we introduced Dynamic Software Product Lines as an approach that relies on SPLE
principles to support the development of adaptive systems.
In the next part of this dissertation, we describe the contributions of this work. These
contributions are based on the principles of software product-line engineering and vari-
ability management presented in this chapter and are aimed to overcome the limitations
identified in the state-of-the-art. Notably, they are focused on managing variability
in the configuration of cloud environments with the goal of automating the setup and
adaptation of multi-cloud environments.
In Chapters 4 and 5 we propose approaches for improving variability modeling and
management in order to support configuration constraints that are commonly found in
cloud environments and that are not supported by existing feature modeling constraints.
First, in Chapter 4, we propose relative cardinalities, which are motivated by the need to
manage cloud environments’ variability in a wider scope. Then, in Chapter 5, we present
an approach for integrating feature models with temporal constraints in order to capture
the dynamic variability that may arise when adapting a running cloud environment. We
define the syntax and semantics of these constructs and analyze how they integrate with
commonly used feature modeling constructs. Besides this, we demonstrate how to extend
the automated analysis of feature models to properly handle these constructs.
Finally, in Chapter 6, we describe an approach to automate the setup and adaptation
of multi-cloud environments. This approach leverages our previous contributions on
extended feature modeling to support the generation of correct configurations and
reconfiguration plans for cloud environments. Besides this, it employs concepts from







Feature Models and Relative
Cardinalities
Feature cardinalities were first introduced in [118] to deal with scenarios where a feature
can be selected multiple times for a given product, each time with a possibly different
decomposition of subfeatures. Unlike group cardinalities (see Section 3.2.3) that define
the number of available options to be chosen in a feature group, feature cardinalities
specify the number of times a feature can be included in a product configuration. When
feature cardinalities are used, a product configuration is not only defined by a selection
of features but also by feature instances.
Feature cardinalities are particularly useful when modeling variability in cloud computing
environments as these are often composed of multiple instantiable services and resources.
Besides this, cloud providers often exhibit limits on the number of resources and complex
constraints between the selected services and the number of available resources. Due to
these aspects, feature models with cardinalities have already been employed in related
work to model variability in the cloud [26].
The semantics of cardinalities in feature models and their effects on cross-tree constraints
have been thoroughly studied and formalized in different ways [120, 133, 127, 159, 160].
Feature cardinalities are usually considered to apply either locally (in relation to its parent
feature) or globally (concerning the whole product configuration). However, through our
investigation in managing variability in the configuration of cloud computing providers,
we found that in many cases feature cardinalities may also be related to an ascendant
feature that is not the direct parent feature. To deal with this limitation we introduce
the concept of relative cardinality, which is a generalization of the existing interpretations
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of feature cardinalities. A relative cardinality is the cardinality of a feature in relation
to one of its ascendant features. In this chapter we redefine cardinality-based feature
models to take relative cardinalities into account. We then analyze the effects on feature
model semantics, including cardinalities consistency and cross-tree constraints. The
contributions of this chapter are aimed at answering RQ1 introduced in Section 1.2.
This chapter is structured as follows. Section 4.1 discusses the limitations found in
feature cardinalities when modeling variability in cloud computing environments and
the motivation for introducing relative cardinalities. Section 4.2 presents the concept of
relative cardinality and discusses how it affects cardinality consistency and cross-tree
constraints. Section 4.3 describes the implementation of a tool for automatic analysis of
feature models with relative cardinalities. Section 4.5 summarizes this chapter.
4.1 Motivation
In the cloud computing paradigm, resources are provided as cloud services at varying
levels of abstraction that can be selected by developers to set up an environment to
deploy and execute their applications. Due to the wide range of available cloud providers
and their large service offer, developers are often faced with difficult choices. In order
to select a cloud provider and set up a cloud environment, developers need to be aware
of the available services as well as their configuration options and constraints in order
to create a suitable configuration. Managing this complexity with no tool support is a
error-prone task that requires a lot of effort from developers [23, 26].
To support this activity, commonalities and variabilities in the configuration of a cloud
provider can be captured as a feature model, thus making it amenable for automated
analysis using a software product lines approach. This approach has been employed in
recent work to support the automatic selection and configuration of a cloud provider for
deploying an application [24, 26, 23, 21]. However, in previous work, variability is only
considered in the context of a resource (e.g. virtual machine, storage, network) or for the
deployment of a single monolithic application.
When variability is considered in a limited context, constraints at the provider level are
ignored, which may lead to invalid configurations. However, once we try to express the
variability in the configuration of cloud providers’ we identified that existing feature
modeling constructs were insufficient. In the remainder of this section we present an
















































Figure 4.1 Excerpt from OpenShift cloud feature model.
4.1.1 Motivating Example
Figure 4.1 depicts an extract of a feature model we designed to capture variability in
the OpenShift PaaS [161] provider. In OpenShift, an Application is composed of a set
of Cartridges, which represent cloud services, resources or software features such as
application servers, databases, caching services, management tools, etc. Cartridges are
run by processing nodes called Gears. For each Cartridge the user can choose a number
of Gears, as well as the Gear Size, which defines the memory and processing capabilities.
OpenShift imposes no limit on the number of Applications or Cartridges allowed.
However, the number of Gears is limited by the user’s plan. Considering that the limit
for a plan is 16 Gears, we can have any combination ranging from 1 Application with 16
Gears, to 16 Applications with 1 Gear each. To enable users to describe both of these
valid configurations, the feature model was designed in a way that the feature cardinalities
of Application and Gear allow for up to 16 instances. Though this modeling allows for
expressing all possible valid configurations, it does not prevent users from describing
invalid ones. For instance, we could define a configuration with 16 Applications, each
one with 16 Gears, thus exceeding the provider’s limits.
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A similar problem can be found in Web cartridges configuration. An Application can
have multiple cartridges, but the provider requires that every Application should have
exactly one of type Web. However, the feature model does not provide any information
about this restriction, allowing for Applications with any number of Web cartridges.
This problem occurs because the features Gear and Web are directly associated to the
Cartridge feature, but the number of allowed instances are respectively associated to
the whole product configuration and to Application instances. This scenario occurs
more often when we have features that consume computing resources but for which
the maximum number of resources is associated to another feature, usually in a higher
position in the feature diagram hierarchy. In these cases, the number of allowed instances
of a given feature is not only related to its direct parent, but also to ascendant features
in the hierarchy.
Across the literature on feature modeling, the work that most closely deals with similar
issues was proposed by Quinton et al. in [127, 26]. In this work, authors propose extended
cross-tree cardinality constraints to improve variability modeling in cloud environments.
The extended notation supports constraints such as Application → +1 Web to express that
for each instance of Application included in the configuration a corresponding instance of
Web should also be included. However, the notation and semantics of such constraint does
not ensure that the Web instance should be in the subtree of the corresponding Application
instance. The proposed cross-tree cardinality constraints lack scoping support and only
guarantee that the final number of instances included in the configuration is correct,
but provide no means to constrain where in the configuration hierarchy these feature
instances should be included.
4.1.2 Challenges
Providing a way to specify feature cardinalities at different levels in the feature model
hierarchy would make it possible to capture the variability found in cloud computing en-
vironments and to increase the expressive power of feature models. However, introducing
new constructs to feature modeling may also affect its semantics and analysis methods.
The goal of this work is to investigate how feature models can be extended to deal
with multiple interpretations of the cardinality scope and their feasibility for modeling
variability in cloud environments. This includes tackling the following challenges.
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• Capture relative cardinalities in feature models. The challenge is to extend
cardinality-based feature models to take into account cardinalities that can be
associated to features at different levels of hierarchy. Tackling this challenge requires
a clear definition of syntax and semantics of such cardinalities and how they relate
to other feature modeling constructs.
• Ensure cardinality consistency. Introduction of relative cardinalities to feature
modeling brings up new issues on the consistency of multiple feature cardinalities,
which can be defined for different scopes. In this case, what are the criteria for
relative cardinalities to be consistent and how do we ensure consistency in such a
feature model?
• Handle additional constraints over relative cardinalities. How does the
introduction of relative cardinalities affect additional constraints and how can
additional constraints syntax and semantics be updated to take relative cardinalities
into account?
• Reason over feature models with relative cardinalities. Relative cardi-
nalities impact directly the set of valid configurations in a feature model. How
do we update methods for automated analysis of feature models to take relative
cardinalities into account?
4.2 Relative Feature Cardinalities
Semantics of feature cardinalities have been previously studied and formalized in many
previous works [133, 120, 127, 159, 160]. A feature cardinality is usually defined as a
numeric interval that defines the minimum and maximum number of instances of a feature
that can be included in a product configuration. In existing feature modeling approaches,
feature cardinalities are considered to apply either in a global or local scope. In the first
case, all instances of a feature (throughout an entire configuration) are counted, while
in the second case, the number of instances is counted for each instance of the parent
feature.
Figure 4.2 shows a feature model and three sample configurations based on different
interpretations of cardinality 1..2 of feature E. Figure 4.2a shows the feature model. In
Figure 4.2b cardinalities are interpreted globally, thus no more instances of E can be
added to the configuration (i.e., the limit is 2 in the configuration). In Figure 4.2c




































(d) relative to feature B
Figure 4.2 Feature model and configurations with different interpretations for cardinalities
cardinalities are interpreted locally, meaning each instance of D must have 1 or 2 children
instances of E.
However, as illustrated in the motivating example from Section 4.1.1, there are cases in
which the cardinality scope is neither global nor local, but relative to another feature.
The semantics is exemplified in Figure 4.2d where the cardinality 1..2 of E is interpreted
as relative to feature B. In this case, each instance of B must have 1 or 2 instances of E in
its subtree, regardless of the number of instances of D.
4.2.1 Formalization
We introduce and formalize the concept of relative cardinality.
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Definition 1. (Relative cardinality) The relative cardinality between two features x
and y, such that x is descendant of y in the feature diagram, is the interval that defines
the minimum and maximum number of x instances for each y instance in a configuration.
The concept of relative cardinality can be seen as a generalization of the possible
interpretations for cardinalities in feature models. In this sense, the cardinality of a
feature in relation to the feature model’s root is equivalent to its global cardinality.
Similarly, the cardinality of a feature in relation to its parent corresponds to its local
cardinality.
Most cardinality-based feature modeling approaches consider that cardinalities apply
locally [120, 121, 124, 126, 133, 162]. When feature cardinalities are evaluated locally,
the feature diagram hierarchy defines an implicit relative cardinality between any feature
and its ancestors. For example, in the feature model from Figure 4.2a, if we consider
cardinalities apply locally we can infer that the implicit relative cardinality between E
and B is 1..4. Given that each instance of B can have from 1 to 2 instances of D and for
each instance of D 1 or 2 instances of E are allowed, the number of E instances for each B
instance would be between 1 and 4.
Although feature cardinalities can be interpreted locally in many cases, there are scenarios
where a local interpretation of cardinalities is insufficient. In these cases there is a
mismatch between the implicit and the actual relative cardinality. By introducing
relative cardinalities, we give first-class status to cardinalities that were only implicit,
making it possible to override them in order to better capture the variability in the
system.
Based on the work done by Michel et al. [133], we redefine a feature model as follows:
Definition 2. (Feature model) A feature model is a 7-tuple M = (F ,G,r,E,ω,λ,ϕ)
such that:
- F is a non-empty set of features;
- r ∈ F is the root feature;
- E : F \{r} → F is a function that represents the parent-of relation between features
such that its transitive closure on F , denoted by E+, is irreflexive and asymmetric.
These conditions guarantee the tree structure of the feature diagram;
- C = {(x,y) ∈ N2 : x≤ y} is the set of cardinality intervals;
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- ω :E+ → C is a function that represents the relative cardinality between two features
that are part of the ancestors-of relation, denoted by E+, the transitive closure of
E on F ;
- G⊂ F is a possibly empty subset of feature groups;
- λ :G→ C is a function that represents the group cardinalities of feature groups;
- ϕ is a set of cross-tree constraints (see Section 4.2.3).
The proposed definition updates the cardinality function ω to consider not only one but
two features that are related in the feature model hierarchy. This update enables to
specify multiple cardinalities for each feature, relative to any of the ascendants in the
hierarchy. This allows for fine grained control on the number of allowed instances of a
features at different contexts. This concept is more general and allows for expressing
cardinalities at different levels, including global and local cardinalities.
From the definition of relative cardinality we can define the global and local cardinality
of a feature as follows.
Definition 3. (Global cardinality) The global cardinality of a feature denoted by the
function γ, can be defined as:
γ(f) = ω(f,r)
Definition 4. (Local cardinality) The local cardinality of a feature denoted by the
function ρ, can be defined as:
ρ(f) = ω(f,E(f))
The semantics of feature models is defined by the set of configurations that comply with
the variability defined by the feature model. Below, we define the syntax for cardinality-
based feature model configuration and the conditions that must be met to comply with
the feature model structure and cardinalities.
Definition 5. (Feature model configuration) A configuration for a feature model
M = (F ,G,r,E,ω,λ,ϕ) is defined by a tuple PM = (I,ri, t,p) such that:
- I is a finite set of feature instances;
- ri ∈ I is the root feature instance;
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- t : I → F is a function that defines the feature type of an instance and t(ri) = r;
- p : I \{ri} → I is a function that defines the parent-of relationship between feature
instances such that ∀i ∈ I \{ri} . t(p(i)) = E(t(i)).
In addition, given the functions:
- D(i,f) = { j ∈ I | i ∈ p+(j) ∧ t(j) = f } that returns the descendant instances of
i that are of feature type f ;
- CF (i) = { t(j) | (∃j ∈ I)[p(j) = i] } that returns the selected children features of
feature instance i;
a configuration is said to conform to feature model cardinalities iff:
- (∀i ∈ I,∀f ∈ F)[(f, t(i)) ∈ E+ =⇒ (((x,y) = ω(f, t(i))) ∧ (x≤ |D(i,f)| ≤ y))];
- (∀i ∈ I,∀g ∈G))[t(i) = g =⇒ (((x,y) = λ(g)) ∧ (x≤ |CF (i)| ≤ y))].
These constraints ensure that both relative cardinalities and group cardinalities match
those described in the feature model.
According to this definition, a feature model configuration is defined as set of feature
instances organized in a tree in a way such that each feature instance has an assigned
feature and parent, except for the root feature. The semantics of group cardinalities
is defined on the scope of features, as defined in [133]. This implies, that the group
cardinality indicates the number of features that can be select in a feature group,
independent of the number of instances of the selected features. Meanwhile, the number
of allowed instances is defined by the defined relative cardinalities. The last two constraints
in the definition, enforce the compliance of valid configurations to both group and relative
cardinalities.
4.2.2 Cardinalities Consistency
When relative cardinalities are considered, a feature may have multiple cardinalities,
where each cardinality is relative to a different ancestor feature. The presence of features
with multiple cardinalities brings up new issues concerning their consistency.
Cardinality consistency is linked to the notion of range consistency [163]. A cardinality
is range consistent if each value in its range is used in at least one valid product
configuration. Figure 4.3 depicts example feature models with inconsistencies (in red) in























































Figure 4.3 Relative cardinalities consistency
relative cardinalities. In the given examples, relative cardinalities are described above
the feature node using the notation <X> m..n, where m..n is its cardinality relative
to feature X. When no specifier is given, the cardinality is considered to apply locally,
in relation to the feature’s direct parent. For example, the cardinality <C> 1..3 over
feature E in Figure 4.2a represents the relative cardinality between E and C and 1..2 is
the relative cardinality between E and D. This visual notation will be used throughout
this dissertation. In these examples, it is equivalent to the expressions ω(E,C) = (1,3)
and ω(E,D) = (1,2) in our feature model definition (see Definition 2).
In the feature model in Figure 4.3a, feature E has, in addition to its local cardinality 1..2,
a cardinality of 1..3 relative to its ancestor C. However, this cardinality is inconsistent
with the local cardinality 0..2 of feature D. Should an instance of C have no instances of
D, there would not be any instance of E in its subtree and the cardinality 1..3 between E
and C would not hold. Thus, there are no valid products with 0 instances of D, even
though the cardinality of D is 0..2. From this analysis we can say that these cardinalities
are inconsistent among themselves. Figures 4.3c and 4.3d show sample fixes (in bold
black) for the inconsistency identified in Figure 4.3a where either the relative cardinality
between E and C, or local cardinality of D, are updated.
In Figure 4.3b, the cardinality of E relative to C allows for up to 5 instances. However,
each instance of C allows for a maximum of 2 instances of D, and for each of them a
maximum of 2 instances of E, allowing for a total of 4 instances of E for each instance
of C. Thus, the local cardinalities of D and E are not consistent with the 0..5 relative
cardinality between E and C. In this case, there is no possible way to build a valid product
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in which an instance of C has 5 instances of E in its subtree, even though their relative
cardinality is 0..5.
Figure 4.3c shows another example of inconsistency where the relative cardinality between
F and A is 1..10 but from the local cardinalities of C and F we can infer that we should
have at least 2 instances of F in any product. Also, in Figure 4.3d we have an example
where the relative cardinality between F and A has a maximum of 6 instances, which
conflicts with the 2..8 local cardinality of feature F, since no valid products can exist
with 7 or 8 instances of F.
When cardinalities are inconsistent they do not capture correctly the actual number
of allowed feature instances and are subject to ambiguous interpretations. Based on
the notion of range consistency and analysis of the semantic relation between multiple
relative cardinalities, we define the criteria for cardinality consistency as follows.
Definition 6. (Cardinality consistency) Given the functions min and max that
return the minimum and maximum values for a cardinality range, a feature model
M = (F ,G,r,E,ω,λ,ϕ) is consistent concerning its relative cardinalities if ∀x,y,z ∈ F |
(z,y) ∈ E+ ∧ (y,x) ∈ E+ the following conditions hold:
min(ω(z,x)) ≥min(ω(z,y)) · min(ω(y,x)) (4.1)
If each x instance has at least min(ω(y,x)) instances of y and each y instance have at
least min(ω(z,y)) instances of z, then the minimum number of z instances for each x
instance is at least min(ω(z,y)) · min(ω(y,x)).
max(ω(z,x)) ≤max(ω(z,y)) · max(ω(y,x)) (4.2)
If each x instance has at most max(ω(y,x)) instances of y and each y has at most
max(ω(z,y)) instances of z, then each x instance can have at mostmax(ω(z,y)) · max(ω(y,x))
instances of z.
min(ω(z,x)) ≤max(ω(z,y)) · min(ω(y,x)) (4.3)
There should be at least one valid product in which the number of y instances for
an x instance is the minimum min(ω(y,x)). In this case, the maximum number of
instances of z for each x is min(ω(y,x)) · max(ω(z,y)). Thus, if min(ω(z,x)) >
max(ω(z,y)) · min(ω(y,x)) there would be no valid products using the lower bound of
the cardinality ω(y,x) and the cardinalities would not be consistent.
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max(ω(z,x)) ≥max(ω(y,x)) · min(ω(z,y)) (4.4)
Similarly, in at least one valid product, the number of y instances for an x instance
should be max(ω(y,x)). In this case, the minimum number of instances of z for
each x instance would be max(ω(y,x)) · min(ω(z,y)). Therefore, if max(ω(z,x)) <
max(ω(y,x)) · min(ω(z,y)) there would be no product with the maximum cardinality
max(ω(y,x)).
min(ω(z,x)) ≤min(ω(z,y)) + max(ω(z,y)) · (max(ω(y,x))−1) (4.5)
At least one instance of y should have the minimum number of z instances min(ω(z,y)). In
this case, if one y instance has this minimum number of z instances, the maximum number
of z instances for the x ascendant instance would be reached if all other y instances under
the same x had the maximum number of z instances. That said, the maximum number of
z instances for this x instance would be min(ω(z,y)) + max(ω(z,y)) · (max(ω(y,x))−1).
Therefore, if the minimum relative cardinality between z and x was greater than this
value, there would be no cases where the lower bound of the cardinality ω(z,y) would be
valid.
max(ω(z,y)) ≥max(ω(z,y)) + min(ω(z,y)) · (min(ω(y,x))−1) (4.6)
At least one instance of y should have the maximum number of z instances max(ω(z,y)).
Also, if at least one y has this maximum number, then the ascendant x instance would
have at least max(ω(z,y)) + (min(ω(y,x)) − 1). Therefore, if the maximum bounds
of ω(z,x) is less than this value there would be no valid configuration that uses the
maximum cardinality of max(ω(z,y)).
This definition establishes that any three features that are linked in an ancestors-
descendant relationship should meet the identified constraints. Together, they guarantee
that for any value in the concerning cardinality ranges, at least one valid product can
be defined in which this value is employed. Since these conditions should apply for
all possible relative cardinality relationships, it guarantees that the feature model is
consistent regarding relative cardinalities.
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4.2.3 Relative Cardinalities and Additional Constraints
Previous works in the literature [133, 127] have pointed out the semantic ambiguities
that arise when cross-tree constraints are included in cardinality-based feature models
and the need for quantifiable cross-tree constraints, which also consider the number of
feature instances and not only their presence or absence.
These limitations motivated Quinton et al. [127] to extend cross-tree constraints with
cardinalities, allowing to express constraints over the global or local number of instances of
a feature. Similarly, in [128], authors proposed an approach that supports to express cross-
tree constraints directly to individual instances of features. These previous developments
allow for defining constraints that can be interpreted in global or local scope, but do not
consider relative cardinalities neither constraints involving features at different hierarchy
levels.
In feature models with multiple relatives cardinalities, additional constraints need to be
defined not only over feature cardinalities but also over their relative ones. To enable
the definition of additional constraints over relative cardinalities, we update existing
constraint notations and define their semantics. We first establish the notion of a
constraining expression, and based on it, we define the concept of relative cardinality
constraints.
Definition 7. (Constraining expression) A constraining expression is described by
a tuple ε= (r,c) where
- r ∈ C∗ is a possibly unbounded cardinality range;
- c ∈ E+ is a pair of features part of the child-ancestor relation in the associated
feature model.
- C∗ = {(m,n) ∈ N×N∪ {∗} : m ≤ n ∨ n = ∗} is the set of possibly unbounded
cardinalities.
We use the notation [m..n] (x, y) to describe a constraining expression where r = (m,n)
and c= (x,y). Alternatively, we also use the notation (x, y) <= n as a reduced syntax
for [0..n] (x, y) and (x, y) <= m for [m..*] (x, y). Such expressions represent a
predicate over the number of instances of feature x that are descendant of an instance of
y. Therefore constraining expressions represent a condition over a relative cardinality in
a feature model.
















C1: <C> [1..1] (D, C) → [2..3] (F, E)
C2: <A> [1..2] (I, A) → [1..2] (G, A)
C3: <C> [1..1] (D, C) ⋀ [1..1] (H, G) → [2..3] (F, E)
Figure 4.4 Constraints with relative cardinalities
Based on the concept of constraining expression, we define a cross-tree relative cardinality
constraint as follows.
Definition 8. (Cross-tree relative cardinality constraint) A constraint is defined
as an implication <C> ε1 δ ... δ εn → εcons where:
- C ∈ F is a feature that defines the context where the constraint will be evaluated;
- ε1...εn and εcons are constraining expressions;
- δ ∈ {∧,∨} is a logical operation.
A relative cardinality constraint defines that if the composed left hand constraining
expressions ε1 δ ... δ εn, the right hand εcons expression should also hold.
As shown in the above definition, constraining expressions are the base elements for
describing a constraint. However, though they express a condition over a relative
cardinality, they do not express in which context it should be evaluated. For example,
considering the feature model in Figure 4.4, we can define a constraining expression such
as [5..10] (F,C). Does this expression evaluate to true if one instance of C has 5 to 10
instances of F or if all instances of C have 5 to 10 instances of F?
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The role of the context feature in the constraint is to remove this ambiguity and specify in
which context expressions should be evaluated. Thus, in constraint C1 (see Figure 4.4), the
<C> context indicates that its constraining expressions should be evaluated individually
for each instance of C. For instance, the C1 constraint expresses that C instances that have
exactly one D instance as a child should have 2 or 3 instances of F for each E instance.
Actually, this constraint redefines the local cardinality of F (relative to its parent E) for
some set of C instances, those that have exactly one D instance as a child.
Likewise, in C2 the <A> context indicates that the constraint has to be evaluated
globally, for the singleton instance of the root feature A. In this case, C2 expresses a
global implication that if at least one I instance is part of the product configuration then
at least one G instance should also be included.
In C1 and C2, all constraining expressions deal with features that are under the subtree of
the context features <C> and <A> respectively. The semantics of constraint evaluation
are simpler as it suffices to consider each instance of C or A individually (and its subtree)
and verify if the constraining expressions hold. However, how can we evaluate a constraint
such as C3, which combines expressions at different levels of hierarchy, including outside
the context feature?
In this case, expressions whose features are not in the subtree of the context feature
are evaluated in the context of the lowest common feature. This is the lowest common
ancestor, in the feature diagram tree, of all features involved in the constraint; which in
the case of C3 is feature B.
With the described semantics, C3 expresses that for each c instance of C and b instance of
B such that b is an ancestor of c in a configuration tree, if c has exactly one child instance
of D, and if all instances of G that are children of b have exactly one instance of H, then
all instances of F that are children of this same c should have 2 or 3 instances of E.
The proposed constructs enable describing both simple and complex constraints involving
relative cardinalities. The introduction of context features along with the semantics de-
scribed above clarify how constraints can be evaluated even when they involve cardinalities
from different levels in the feature diagram tree.
To enable multiple interpretations of cardinalities, we extended the definition of cardinality-
based feature models, replacing feature cardinalities by relative cardinalities. We then
identified the set of constraint conditions that ensures consistency between multiple
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relative cardinalities. Finally, we introduced constraining expressions and redefined
additional cross-tree constraints to take relative cardinalities into account.
4.3 Automated Analysis of Relative Cardinalities
The goal of the automated analysis is to extract information from feature models in an
automated way [164]. Many analysis operations have been proposed in the literature [114],
most of them targeted at finding inconsistencies such as dead features, void feature models,
false optionals, wrong cardinalities, redundancies, etc. In this work, we developed methods
for performing three operations: (i) inference and consistency verification of relative
cardinalities, (ii) verification of a complete configuration against a feature model and (iii)
generation of a complete configuration from a partial one. This section describes the
tooling developed to support feature modeling with relative cardinalities, including the
language support and analysis operations.
4.3.1 Feature Modeling with Relative Cardinalities
In order to automate the analysis of feature models with relative cardinalities we need
means for formally describing them in a computer-processable way. In our approach we
employ model-driven engineering tools to implement a domain-specific language that
supports feature modeling with relative cardinalities and constraints, according on the
definitions given in Section 4.2. The feature modeling language implementation is based
on the xText framework [165]. The abstract syntax was designed using the EMF
Ecore metamodel [166] and concrete syntax as an xText grammar.
Figure 4.5 depicts the abstract syntax of the designed language as a metamodel. The
classes in gray represent the concepts commonly found in cardinality-based feature models.
The root element of the metamodel is the FeatureModel class, which is composed
by a root Feature and a set of Constraints. Both Features and FeatureGroups
are a subclasses of AbstractFeature. The feature model hierarchy is defined by the
decomposition of FeatureGroups and Features into variants and subFeatures.
The classes in green represent the concepts introduced to support modeling relative
cardinalities. The main class is RelativeCardinality that associates a Cardinality
range to a pair of AbstractFeatures (from and to). As defined in Section 4.2, a feature
can have multiple relative cardinalities, one to each different ascendant in the hierarchy.
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Figure 4.5 Metamodel for Feature Modeling with Relative Cardinalities
The metamodel also includes the classes Constraint and ConstrainingExpression for
describing relative cardinality constraints as described in Section 4.2.3. Besides this, the
metamodel also includes extra OCL constraints [167] that define static semantics that
guarantee the well-formedness of feature models.
Figure 4.6 illustrates a feature model defined using the designed language. A feature
model is described as a tree structure where braces ({}) define the decomposition hierarchy
and brackets ([]) feature groups. Feature cardinalities are defined between brackets ([])
and groups cardinalities between less and greater than symbols (<>). Additional relative
cardinalities are described using the <X> [m..n] notation where m..n is the cardinality
relative to feature X. In line 8 of Figure 4.6 we can see that relative cardinality between
Gear and Application is 1..16. Once a feature model is defined in the feature model
DSL, we can check for the consistency of cardinalities and generate configurations for it.
4.3.2 Cardinalities Consistency
As we can see from the abstract syntax, the language allows the specification of multiple
relative cardinalities. However, in most cases, relative cardinalities match exactly with
the implicit relative cardinality derived from local cardinalities. In these cases, the
product line designer may not want to describe all the relative cardinalities but rather
those that are different from the implicit ones, letting the system infer the remaining
cardinalities.
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1 featureModel
2 OpenShift {
3 Plan <1..1> [ Free | Bronze ]
4 Application [0..16] {
5 Scalable [0..1]
6 Location <1..1> [ US | EU ]
7 Cartridge [1..100] {
8 Gear <OpenShift> [0..16] <Application> [1..16]
9 GearSize [0..1] <1..1> [
10 small | smallhighcpu | medium | large
11 ]
12 Type <1..1> [
13 Web <Application> [1..1] <1..1> [
14 Tomcat7 | Python | JBoss | NodeJS
15 ]





21 <OpenShift> Free => [0..3] (Gear, OpenShift)
22 <Application> Free => US & [1..1] (small, GearSize)
23 <Cartridge> [0..0] (Scalable, Application) & [1..1] (Web, Cartridge)
24 => [1..1] (Gear, Cartridge)
25 <Cartridge> !Scalable & Addon => Gear = 0
Figure 4.6 OpenShift feature model textual representation
For example, in Figure 4.6, we can see that relative cardinalities were only defined for
features Gear and Web. In the other cases, the expected behavior is expected to be
the same of local cardinalities. So, even though relative cardinality between Scalable
and OpenShift is not defined, we can infer from local cardinalities of Scalable and
Application that it should be 0..16 Also, in the case of Gear feature, the cardinality
relative to its direct parent Cartridge is not defined and should be inferred from the
other cardinalities. In this case, we can infer that local cardinality of Gear is 1..16.
To support this requirement the designed language requires to specify only one cardinality
for each feature (local or relative) and can automatically infer the remaining cardinalities.
The inference is achieved by translating cardinality consistency conditions described
in Section 4.2.2 into a constraint program and using an constraint programming (CP)
solver [168] to find a solution that maximizes the inferred cardinality ranges.
The mapping from consistency conditions to a constraint program is straightforward.
First, for any possible relative cardinality we create two variables that represent the
lower and upper bound of the relative cardinality range. Thus, for any two features





















(b) feature model with inferenced cardinalities
LB(C, B) = 1 UB(C, B) = 10
LB(C, A) = [1..20] UB(C, A) = [1..20]
LB(B, A) = 1 UB(B, A) = 2
LB(E, D) = [1..2] UB(E, D) = [1..2]
LB(E, B) = 1 UB(E, D) = 2
LB(E, A) = [1..8] UB(E, A) = [1..8]
LB(D, B) = 1 UB(D, B) = 2
LB(D, A) = [1..4] UB(D, A) = [1..4]
(c) CP variables
for all x,y,z ∈ F such that (z,y) ∈ E+ and (y,x) ∈ E+
LB(z, x) >= LB(z, y) * LB(y, x)
UB(z, x) <= UB(z, y) * UB(y, x)
LB(z, x) <= UB(z, y) * LB(y, x)
UB(z, x) >= UB(y, x) * LB(z, y)
LB(z, x) <= LB(z, y) + UB(z, y) * (UB(y, x) - 1)






(e) CP optimization goal
Figure 4.7 Consistency check and inference of relative cardinalities
(a,b) ∈ E+, we create two CP integer variables LB(a,b) and UB(a,b). If the relative
cardinality between these features was specified in the feature model, we assign the
specified values to these variables. Then, for any three features x,y,z linked through
an ancestors-descendant hierarchy we add constraints that correspond directly to the
consistency conditions of Definition 6.
Figures 4.7a and 4.7b illustrate a feature model where not all cardinalities are specified and
the resulting feature model after inference. Figures 4.7c and 4.7d show the CP variables
created for representing cardinalities in this feature model and how the constraints are
generated from consistency conditions. The expression in Figure 4.7e represents the
optimization objective, which is to maximize the cardinality ranges. As the inference
process relies on the cardinality consistency constraints, the inferred cardinalities are
always consistent. In addition, if the specified cardinalities are not consistent, the



































A1B1E = A1B1D1E + A1B1D2E
A1B2E = A1B2D1E + A1B2D2E
if A1B1C in [5..10] then
A1B1E in [2..2]
if A1B2C in [5..10] then
A1B2E in [2..2]
(c) cross-tree constraints to CP
Figure 4.8 Feature model translation to CP
corresponding constraint problem will not lead to a valid solution. Therefore, the
cardinality consistency check and inference are executed as a single process.
4.3.3 Configuration Checking
To automatically verify if a configuration conforms to a feature model, we also translate
it into a constraint program and rely on a solver to verify the validity of the configuration
against the feature model. We base our approach on the translation method described
by Mazo et al. in [126], extending it to deal with relative cardinalities.
The referenced method considers cardinalities to apply locally, therefore enabling con-
figurations that consider not only the number of feature instances, but also how they
are hierarchically organized. For each possible feature instance, a boolean variable is
created to represent if the instance is part of a configuration; and a set of integer variables
are created to represent the number of instances of each of its subfeature types. For
example, when translating the feature model in Figure 4.8a, for each instance of feature
B, it creates a boolean variable Bi and two integer variables BiC and BiD with domains
[0..10] and [0..2] that represent the number of instances of C and D for the i-th instance
of B.
Additional constraints are added to enforce the minimum number of instances for
mandatory features, hierarchical dependencies and group cardinalities.
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For the semantics of relative cardinalities, besides creating variables representing the
number of instances for each direct subfeature, we also create variables that represent the
number of instances of indirect subfeatures. Still in the example of Figure 4.8, it means
that in addition to the variables BiC and BiD, we create a variable BiE representing the
number of instances of E for this given instance of B. Constraints are added to guarantee
that BiE matches with the number of instances of E for each of its D instances. In
the given example, we add the constraint BiE = BiD1E+BiD2E. The variables and
constraints generated by this process for the feature model in our example are shown in
Figures 4.8b and 4.8c. The variable names are prepended by A1 to express that they
represent instances that are under the singleton instance of the root feature A.
To improve the translation and solving of the constraint problem, variables and constraints
for relative cardinalities are only added when they are explicitly declared and do not match
the implicit cardinality derived from the individual local cardinalities. After generating
the variables, they can be used for implementing the additional cross-tree constraints
using simple logic implication constraints. For example, the cross-tree constraint <B>
[5..10] (C,B) → [1..1] (D,E) would be translated into the following CP constraint for each
i-th instance of B:
if (BiC in [5..10]) then (BiD1E in [1..1] and BiD2E in [1..1]).
As discussed earlier, a configuration for a clone-enabled feature models is a tree of feature
instances. Once a feature model is translated into a constraint program, verifying the
compliance of a configuration is very simple. It suffices to assign 1 to the boolean
variables that correspond to feature instances included in the configuration, and 0 to all
other variables representing feature instances. If the constraint program is satisfiable,
the configuration conforms to the feature model, otherwise not.
4.3.4 Partial Configuration Checking
In many cases, specifying a complete configuration of a system may be unfeasible or
require a lot of effort due to the large number of features and ways that feature instances
can be combined to form a configuration. Besides this, we may be interested in a
configuration that concerns only a small subset of features, regardless of the presence of
other features. Still, we need to verify if this partial config is valid and how to obtain
a complete configuration from it. In the literature on feature models these operations
are called respectively as partial configuration validation and auto-completion of partial
configurations [121, 114]. These operation take a feature model and a partial configuration
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as input and verify if there are no contradictions in the partial configuration. In addition,
autocompletion also returns a new configuration that is obtained by propagating the
feature model constraints.
Operations on partial configurations are usually mentioned in the literature in the context
of boolean feature models. In this case, a partial configuration is defined by sets of
selected and removed features. However, in clone-enabled feature models a configuration
is not only defined by a set of selected features but a tree of feature instances. Few
works deal with partial configurations in clone-enabled feature models [126, 131] and
there is little discussion in the literature on the representation of partial configurations.
In [131], authors provide a language in which both complete and partial configurations
are described as a tree of feature instances. In [126], complete and partial configurations
are defined by a set of features together with an integer that specified the number of
instances of each feature in the configuration.
Both approaches, suffer from limitations. In the first case, the complete hierarchy of
the feature model needs to be followed even for specifying partial configurations. In the
second case, the hierarchical decomposition of feature instances is ignored. Finally, none
of the partial configuration notations support the exclusion of features.
In our proposed language, configurations are also defined in a hierarchy that matches
that of the feature model. However, in a partial configuration, not all required feature
instances need to be included and intermediary features may be omitted. To avoid
repeating identical instances, feature model designers can also add the number of desired
instances of a feature.
In Figure 4.9a, lines 3-10 include two Application instances with the same decomposition
of features. Line 14 states that the third Application should have a Cartridge of size
greater than small with 10 instances of Gear. The 0 small in line 18 is used to exclude
instances of feature small from the subtree of this Cartridge instance. Overall, this
example describes a configuration for the OpenShift provider to deploy two Python
application services in Europe as well as a Java application service and a Mongo database
in the United States.
In Figure 4.9b we have a partial configuration that includes 2 instances of feature
Cartridge in which each of this instances has features Web and Java included at least
once in their subtree. This example describes a configuration to deploy two Java web
application services. This partial configuration omits the Application feature to highlight
that it is not important how the obtained Cartridges are distributed across different
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1 config OpenShift
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Figure 4.9 Partial configuration examples
Applications. Actually, the OpenShift feature model defines that each Application
has exactly one Cartridge of the Web kind. Therefore, complete configurations for this
example will require two instances of Application.
To implement this operation, we encode a feature model as a constraint program as in
the case for verifying a complete configuration. However, instead of assigning values
to all variables that represent feature instances, we rely on CP variables representing
relative cardinalities to define the number of expected instances. Figure 4.10 illustrate
how these partial configurations would be translated into CP constraints.
This language gives great flexibility in the specification of partial configurations as design-
ers can choose the level of detail that is more convenient according to the requirements at
hand. It is particularly useful in the case of cloud computing as we are often interested
in features that provide a given service rather than how they are structured.
The developed tools allow to define feature models with relative cardinalities and their
configurations using a domain specific modeling language. The cardinality inference and















Figure 4.10 CP constraints for partial configuration
check mechanism prevents feature model designers from describing inconsistent cardinali-
ties and automatically infer unspecified cardinalities. The translations provided from
feature modeling to constraint programming enable to verify the validity of configurations
or generate complete configurations from partial ones.
4.4 Discussion
Relative cardinalities provide a generalization of feature cardinality scope, and are
particularly useful when modeling variability in resource constrained environments. In
cloud computing environments, relative cardinalities enable to express the cardinality
scope of cloud resources and services using a simplified notation. As our investigation
was focused on the cloud domain, it is not possible to conclude about its usefulness on
other domains.
The introduced constructs are a super set of those commonly found in cardinality-based
feature modeling approaches. Hence, the proposed modeling language and analysis
tools will behave as regular cardinality-based feature models in the absence of relative
cardinalities. The introduced notation and semantics for additional cross-tree constraints
over relative cardinalities is also more general than previous existing notation and supports
expressing both global and local constraints. In addition, the introduction of a context
feature, together with a clear definition of semantics allows for defining constraints
involving features from diverse places in the feature model hierarchy.
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Our approach handles feature model variability at the feature instance level, which
implies that each feature instance may have a different decomposition of its subfeatures.
Likewise, additional cross-tree constraints are evaluated individually for each instance
of the specified context feature. Previous works proposing additional constraints in
cardinality-based feature models [127, 122] do not handle feature instances and only
reason over the number of times a feature is included, regardless of their decomposition.
Meanwhile, works that employ an instance-based reasoning either provide limited supports
for additional constraints between features [126] or require constraints to be defined
individually for each feature instance [128].
Like most works on cardinality-based feature models [122, 126–128], this approach
assumes that feature cardinalities are bounded. In [131, 132], authors employed ILP and
SMT solvers to automate consistency checking and anomaly detection in feature models
with unbounded cardinalities. Meanwhile, in [130], authors propose to use Generative
CSP [169] to reason on feature models with unbounded cardinalities.
Another approach that has been proposed to handle complex variability is to directly use
constraint programing instead of feature models [170]. Authors argue that translating
feature modeling constructs into constraint programs limits the potential offered by
constraint solvers.
4.5 Summary
In this chapter we introduced the concept of relative cardinalities to feature modeling. We
presented a definition of syntax and semantics of feature models with relative cardinalities
and we discussed how they relate to existing interpretations of feature cardinalities. In
addition, we analyzed the impact of introducing relative cardinalities on the consistency
of feature models and additional cross-tree constraints. Finally, we demonstrated how
automated analysis of feature models with relative cardinalities can be achieved by
translating it into a constraint program.
Together, these constructs enable to use feature models for managing the variability that
arises in the configuration of cloud environments. The work presented in this chapter
provides an answer to RQ1 outlined in Section 1.2. Indeed, with the use of relative
cardinalities, it is possible to handle the configuration variability of cloud environments
In addition to configuration variability, cloud environments may be subject to complex
constraints governing their reconfiguration. In the following chapter, we present an
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approach for handling dynamic variability that arises when adapting running cloud
environments.
Chapter 5
Feature Models and Temporal
Constraints
One of the main properties of the cloud computing model is the support for rapidly
provisioning and releasing resources with minimal management effort or interaction with
the service provider [1]. This property makes it possible to dynamically change the
resources used in a cloud system with no need for human interaction. The support for
dynamic provisioning of resources in cloud computing opens the way for building adaptive
cloud environments, capable of reconfiguring themselves to cope with context changes
and new application requirements.
The high-variability found in the configuration of cloud providers, together with their
support for dynamic provisioning, make Dynamic Software Product Lines (DSPLs) a
promising approach for building adaptive cloud environments. As discussed in Section 3.3,
DSPLs are a systematic approach for building adaptive systems based on concepts,
techniques and tools from product line engineering. DSPLs employ a variability model
to represent the system configuration space and ensure that adaptations lead to correctly
working configurations. Once a configuration is selected and validated against its
variability model, it relies on the adaptation mechanisms available in the underlying
platform to enact it.
However, in cloud computing providers, the adaptation mechanisms available for recon-
figuring a running environment are subject to complex rules and constraints. Cloud
providers may offer multiple alternative ways of updating a cloud environment to a target
configuration, each one with a different impact on performance, costs and downtime.
Choices made in the initial configuration or in previous reconfigurations may affect the set
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of available future configurations, thus changing the system’s variability over its lifecycle.
Besides this, each provider may have their own rules concerning the reconfiguration of
cloud environments, hence the same context or requirements change will lead to different
reconfigurations in each provider.
In order to correctly reconfigure a cloud environment, we must ensure that all provider
reconfiguration constraints are followed. Initial works on DSPLs [136, 171] highlight the
importance of guaranteeing a safe transition from an initial to a target configuration
during system adaptation. However, in most DSPL approaches, verification is still
limited to checking if a target configuration complies with a variability model. In existing
approaches for building DSPLs, there is little regard about how the system transitions
between configurations, if there are any constraints over these transitions, or if multiple
alternatives are available.
To overcome this limitation and support the complex reconfiguration rules found in
the cloud computing domain, we introduce temporal constraints and reconfiguration
operations to variability modeling of DSPLs. Together, these constructs support a better
definition of the adaptive behavior of a DSPL and reasoning over multiple alternative
reconfiguration paths. In this chapter, we describe how these concepts are integrated
into feature modeling and demonstrate how principles from model checking can be used
to reason over them in order to validate reconfiguration requests and find complying
reconfigurations. This contribution answers RQ2 introduced in Section 1.2 and shows
that temporal properties can be used to handle reconfiguration constraints in feature
models.
In Section 5.1, we discuss the motivation for using temporal constraints in DSPLs for
cloud computing environments. In Section 5.2, we define the semantics of temporal
logic constraints and reconfiguration operations on feature models. In Section 5.3, we
demonstrate how we can use symbolic representation to support reasoning over feature
models with temporal constraints and reconfiguration operations. In Section 5.4 we
show how these concepts can be integrated into feature models with relative cardinalities.




When a cloud environment is initially setup for an application, it is conceived to support
initial application requirements. However, as application requirements evolve or the
system load changes, its cloud environment must be adapted to cope with new require-
ments. Examples of adaptations include the provisioning of extra resources such as
virtual machines or application containers when more requests arrive, upgrading to a
larger database plan as the system usage increases, changing the application framework
to cope with application evolution, etc.
Systems that exhibit runtime variability, such as cloud environments, are candidates for
employing a DSPL architecture. DSPLs leverage concepts and engineering foundations
from SPLE to support the construction of adaptive systems [172]. The core element of
both approaches is a variability model that specifies variation points in which members
of a product line can differ. In DSPLs an adaptation is usually triggered by monitored
context features or another system component requesting the inclusion (exclusion) of a set
of features to (from) the current configuration. Techniques for automated analysis are then
used to verify if the requested configuration complies to the variability model structure
and constraints. Once a target configuration is validated, adaptation mechanisms from
the underlying platform (e.g., component models, reflection, aspects, models@runtime)
are used to enact the it.
However in cloud computing, adaptation mechanisms may vary according to the provider,
and even for the same provider different services may have different support for adaptation.
While some services may allow their settings to be updated at runtime, others may
require a service restart or still a complete redeployment of the service.
5.1.1 Motivating Example
To illustrate the problems faced while managing variability and adaptation in cloud
environments we present an example from the Heroku PaaS provider. The feature
model in Figure 5.1 describes part of the variability in the configuration of Heroku PaaS
provider. In Heroku, users can define multiple application projects that include support
for development in a given programming language such as Java, Ruby or PHP and a set of
additional cloud services such as databases, caching, monitoring tools, etc. They can
also choose a geographical region (US or EU) in which the application project should be



































Figure 5.1 Excerpt from Heroku cloud feature model
deployed and additional cloud services may be available at different plans (M1, M2, H1, H2,
S1, S2, etc), with different capabilities and costs.
While initially setting up an application project, customers have access to all cloud
services, and can select any configuration that complies with the feature model. However,
after the initial setup, reconfigurations may be limited by the initial choices or require
extra operations. Below we present some of the reconfiguration constraints identified on
the Heroku PaaS provider.
• MySQL database plan. Four different plans are available for the ClearDB MySQL
service, each one with different storage and pricing. Heroku provides support for
upgrading directly from a smaller to a larger plan [173], however it does not support
downgrading to a smaller plan. Thus, once a choice is made, future reconfigurations
should not consider smaller plans, even if the feature model describes it as a possible
alternative.
• PostgreSQL database plan. Heroku Postgres provides a wide range of service plans
classified into three categories: Hobby, Standard and Premium (Figure 5.1 depicts
only Hobby H1, H2 and Standard S1, S2 service plans, but Heroku provides a total
of 17 different service plans). Heroku proposes two ways to upgrade or downgrade
between different plans [174]. The first way relies on the use of pgcopy tool, in
which data is backed up and restored to a newly created database. According to
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Heroku documentation using pgcopy requires a downtime of about 3 minutes per
GB. The second method creates a follower database using the new desired service
plan and synchronize it with the original database in the background. This process
can take several hours, in which additional costs for maintaining two databases
should be considered, but downtime is minimal or unnoticeable. Reconfigurations
involving any Hobby plans are also only possible with the pgcopy method.
• Framework type. Changing the application development framework [175], also called
as buildpack in Heroku terminology, can be achieved by updating a configuration
variable and redeploying the application code. This change requires the application
server instances to be restarted.
• Application container size. Application container instances (called dynos in Heroku)
can be easily resized at runtime [176] by setting the size attribute. Heroku platform
will take care of alternately replacing instances of previous size by new instances of
the requested size.
• Application location. Changing the location of an application project requires
migrating it to another data center [177] and therefore implies a series of complex
operations, which may include the migration of application code and data. Similar
to the examples above, this can be achieved in different ways by combining differ-
ent operations, with different effects on costs, downtime and performance of the
application during migration.
Even from this simple example, we can notice that cloud environments may be subject
to complex constraints governing when and how a new configuration can be reached.
However, most DSPL approaches provide little or no support for modeling and reasoning
over reconfigurations constraints and analysis is mostly restricted to the verification of
the static variability described through a variability model.
5.1.2 Challenges
Building adaptive cloud environments requires managing the constraints that govern how
a running cloud environment can be dynamically reconfigured. This requires means for
modeling and reasoning over these constraints together with the variability that defines
the system configuration space.
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The goal of this work is to investigate the use of temporal constraints to support modeling
and reasoning over cloud environments adaptation. More specifically, we deal with the
following challenges.
• Model temporal constraints on DSPLs. The first challenge is to model the
complex constraints that govern the reconfiguration of cloud environments. These
constraints represent temporal dependencies among features, which define how the
system variability changes over the execution of system in response to previous
configuration choices.
• Model reconfiguration operations. The challenge is to model the reconfigu-
ration operations required to reconfigure a cloud environment to a chosen target
configuration. This includes dealing with multiple alternative reconfiguration
paths available in cloud providers as well as the relationship between features and
reconfiguration operations.
• Finding reconfigurations. Given a change request the challenge is to reason
over a feature model and reconfiguration constraints in order to efficiently identify
valid reconfigurations from the current system state.
5.2 Variability Modeling with Temporal Constraints
Previous works [136, 171] on DSPL highlight the need for adaptive systems to perform safe
transitions between configurations. According to Morin et al. [136], systems should evolve
through a safe migration path between configurations, while Hubaux and Heymans [171]
point out that transitions should not only consider static constraints of a variability
model but also the "dynamic constraints determining the allowed transitions between
configurations". In spite of it, existing works on DSPLs provide little support for reasoning
over transitions between configurations.
In some approaches, the variability model is augmented with context [105, 144, 140,
141, 106, 142, 178, 107] or binding time [179, 180] information. Context information is
usually captured as context features that, together with additional constraints, define
the interaction between context and system features. These approaches are based on
the idea of modeling the context variability [105, 106] that defines the commonalities
and variability of the environment in which the system executes. Context changes are
thus represented by the (de)activation of context features, while additional constraints
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propagate these changes to system features. Hence, context features are used to establish
a link between context and system changes.
Binding time is a property of a variation point that defines at which stage in the
application lifecycle it should be bound. Binding times commonly used in existing
approaches include design, implementation, compilation, build, assembly, configuration,
deployment, start-up and runtime [155].Adding binding time information can be seen
as a way to delay decisions to later stages and define which parts of a system can be
dynamically reconfigured at runtime. In [181], authors use constraints over binding times,
features and attributes to constraining the reconfiguration process in DSPLs. A binding
time constraints can be used to define a dependency between the (de)activation of a
feature and a feature binding time, thus providing support for defining some temporal
dependencies among features.
While these extensions improve the expressiveness of variability models for DSPLs they
do not provide enough means for modeling or reasoning on how a DSPL transitions
between configurations. After all, verification is still restricted to monitoring context
changes, checking what features need to be (de)selected and verifying if these features
can be rebound at runtime.
According to [182, 136, 140] a DSPL can be abstracted as a state machine in which states
represent valid system configurations and state transitions define system adaptations.
The variability model is thus a compact notation for describing an underlying reactive
transition system [183] that defines the adaptive behavior of the system. By using a
variability model we eliminate the need to enumerate all possible system configurations
and transitions and define only the rules on how valid configurations can be built.
Figure 5.2 illustrates this vision. Here we have a boolean feature model (Figure 5.2a)
from which we can obtain a set of possible system configurations (Figure 5.2b). A DSPL
for this feature model can be regarded as the transition system depicted in Figure 5.2c, in
which the system can start in any configuration and transition to any other configuration
as long as these configurations conform to the feature model.
However, as a variability model abstracts away from its underlying transition system, it
fails to capture any restriction that may exist on the transitions between configurations.
By introducing temporal constraints and reconfiguration operations to the definition of
a DSPL, we give first class status to these transitions while looking for a compromise
between full specification of a transition system and the more abstract view based on
variability models.






C1 = {A, E}
C2 = {A, E, F}
C3 = {A, B, C, E}
C4 = {A, B, C, E, F}
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Figure 5.2 Feature model as a compact definition of a transition system
In the remainder of this section we present how a DSPL can be represented as a transition
system and how temporal constraints and reconfiguration operations can be used to
improve their definition. In the first moment, we employ boolean feature models as a
representation for variability model. Later, in Section 5.4 we demonstrate how these
concepts can be applied to cardinality-based feature models such as those employed in
cloud computing environments.
5.2.1 Preliminary Definitions
In the following paragraphs, we go over definitions for feature models, transition systems
and DSPLs that will be used throughout this chapter.
Definition 9. A feature model can be defined as a tuple M = (F ,C) where F is the
set of features and C ⊆ P(F) is the set of valid products that can be derived from the
feature model. We also use the [[M ]]FM notation to denote the set of products of a
feature model M .
From this definition, we can notice that a feature model defines a finite configuration
space where each valid configuration is defined by a set of active features.
Definition 10. A reactive transition system [183] can be described by a Kripke structure
T = (S,I,R,AP,L) where S is a finite set of system states, I ⊆ S is the set of initial
states, R ⊆ S×S is a left-total relation representing state transitions, AP is a set of
atomic propositions and L : S → 2AP is a labeling function.
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A reactive transition system has no final states and is not expected to terminate and
produce a result as output, but rather maintain a continuous interaction with its envi-
ronment [184]. As described above, the transition relation is left-total, which implies
that all states have at least an outgoing transition. The atomic propositions in AP are
used to define known facts about a system state through the labeling function L :→ 2AP .
Thus, x ∈ L(s) means that a given fact x ∈ AP holds at state s.
Definition 11. An execution path of a transition system T = (S,I,R,AP,L) is a non-
empty infinite sequence of states π = ⟨s0, s1, s2, s3, ...⟩ such that s0 ∈ I and (si, si+1) ∈R
for all i≥ 0. Formally, an execution path is a function π : N → S such that for each i ∈ N
we have that (π(i),π(i+1)) ∈R.
Definition 12. The behavior of a transition system T is defined by the set all possible
execution paths, denoted by [[T ]]TS ⊆ Sω, in which Sω is the set of all infinite sequences
of states in T .
Definition 13. Given a feature model M = (F ,C), the corresponding DSPL can be
represented as a transition system DSPL(M) = (S,I,R,AP,L) where I = S = C, R =
S×S, AP = F and L(s) = s.
From this definition, a DSPL can be seen as a transition system in which each state
represents a possible configuration according to the feature model. The system can start
at any configuration and transition to any other possible configuration, as illustrated
in Figure 5.2. Atomic propositions are represented by features and the state labels
correspond to the features selected in the corresponding configuration.
5.2.2 Temporal Constraints
A temporal property [185] defines a condition over the execution paths of a transition
system. A transition system is said to satisfy a given property if all of its possible
execution paths satisfy the property. Thus, a temporal property specifies the admissible
or desired behavior of a system over time.
Definition 14. Let T = (S,I,R,AP,L) be a transition system, a temporal property
P ⊆ Sω over T is a set of infinite sequences of states in T . The transition system T
satisfies the property P , written T |= P iff [[T ]]TS ⊆ P .






C1 = {A, E}
C2 = {A, E, F}
C3 = {A, B, C, E}
C4 = {A, B, C, E, F}
C5 = {A, B, D, E}








P = {⟨s0, s1, s2, s3, ...⟩ ∈ Sω | (∀i ∈ N)[D ∈ L(si) → C ̸∈ L(si+1)]}
(d) temporal property
Figure 5.3 Combining feature models and temporal properties
Temporal properties are commonly used in model checking [183] to verify if a system
exhibits a certain behavior, but can also be used to specify how a system should behave.
Adding temporal properties to DSPL specification enables to constrain the executions
of its underlying transition system to only those that satisfy the properties. Thus, by
combining feature models with temporal properties, we can define with more precision
the adaptive behavior of a DSPL.
As illustrated in Figure 5.2, from a feature model we can obtain a set of valid configurations
and a corresponding fully-connected transition system. By combining this transition
system with a temporal property we can obtain a transition system that is constrained
by the property. Figure 5.3, illustrates the same feature model (Figure 5.3a) together
with its corresponding configurations (Figure 5.3b) and transition system (Figure 5.3c)
constrained by a temporal property (Figure 5.3d). The temporal property in Figure 5.3d
includes all execution paths in which a configuration that includes feature D is never
followed by a configuration including feature C. Figure 5.3c illustrates the obtained
transition system, in which the transitions from configurations C5 and C6 (which include
feature D) to configurations C3 and C4 (which include feature C) were removed by the
constraint.
As discussed above, the semantics of transition systems and temporal properties are both
defined by a set of infinite sequences of states ([[T ]]TS ⊆ Sω and P ⊆ Sω). Therefore,
given a transition system T and a temporal property P over T , the intersection [[T ]]TS∩P
represents the set of execution paths in T that satisfy P . Hence, from a feature model
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That is a transition system in which all execution paths are infinite sequences of con-
figurations for feature model M , and which conforms to all temporal properties in
Φ.
Linear Temporal Logic
Linear temporal logic (LTL) [183] is one of the most commonly used formalisms for
expressing temporal properties. LTL formulas are composed by combining atomic
propositions of a transition system, boolean connectors such as ¬, ∧, ∨, →, ↔ and
temporal logical operators U (until), ⃝ (next time), □ (always) and ⋄ (eventually).
Given p ∈ AP , the syntax of an LTL formula can be defined by the following grammar:
ϕ ::= p | ¬ϕ | ϕ∧ϕ | ϕ∨ϕ | ϕ→ ϕ |
ϕ Uϕ | ⃝ϕ | □ϕ | ⋄ϕ
Besides the standard boolean logic operators, LTL temporal operators can be derived
from the ⃝ (next) and U (until) operators. The intuitive semantics of for ⃝ (next)
operator is that ⃝ϕ holds at a given state in an execution path iff ϕ holds in the
subsequent state in this same execution path. The formula ϕ∧⃝ψ defines the ϕ should
hold in the current state and ψ should hold in the next state. The until operator defines
that a a proposition should hold until another becomes true. Therefore ϕ U ψ holds at a
given state if ϕ holds at this same state and at all the following states until a state in
which ψ becomes true.
An LTL formula describes a temporal property. Hence, a transition system satisfies an
LTL formula if all its execution paths comply with it. The semantics of LTL can be
described by the satisfaction relation between an execution path π and an LTL formula.
Let π be an execution path, we call πi = ⟨si, si+1, si+2, ...⟩ a suffix of π starting at position
i. The satisfaction relation, written as |=, between a path π and an LTL formula can
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then be defined as follows:
π |= true
π |= p iff p ∈ L(π(0))
π |= ¬ϕ iff π ̸|= ϕ)
π |= ϕ∨ψ iff π |= ϕ∨π |= ψ
π |= ϕ∧ψ iff π |= ϕ∧π |= ψ
π |= ⃝ϕ iff π1 |= ϕ
π |= ϕUψ iff ∃i≥ 0 such that πi |= ψ and for all 0 ≤ k < i we have πk |= ϕ
Additional logical and temporal operators can then be derived as follows:
ϕ→ ψ = ¬ϕ∨ψ
ϕ↔ ψ = (ϕ→ ψ)∧ (ψ → ϕ)
false = ¬true
⋄ϕ = true Uϕ
□ϕ = ¬⋄¬ϕ
In this work, we employ LTL as a formalism for defining temporal constraints. When
defining temporal constraints in a DSPL the set of atomic propositions is defined by the
set of features in the feature model. Thus, an atomic proposition holds at a given state
if the corresponding feature is selected in the corresponding configuration.
Using LTL we can express the temporal property presented in Figure 5.3d that a
configuration including feature D cannot be followed by a configuration including feature C
as follows:
□(D → ⃝¬C).
Actually, this constraint defines that at any point in time (□), if the system goes through
a state in which D is selected, then C should not be selected in the subsequent (⃝) state.
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DSPL with Temporal Constraints
LTL can represent a subset of the class of ω-regular temporal properties. These properties
correspond to the class of ω-regular languages, an extension of regular languages to
infinite words. Therefore, for any LTL formula ϕ there is a language L(ϕ) of infinite
words, in which infinite words correspond to execution paths that satisfy the property.
As their regular counterparts, ω-regular languages are closed under union and intersection
and can be accepted by corresponding automata for infinite words [183]. Hence, given two
LTL formulas ϕ and ψ we have that L(ϕ)∩L(ψ) = L(ϕ ∧ ψ). If we have a set of temporal
constraints Ψ, we can obtain a single constraint ϕ= ∧
ψ∈Ψ
ψ such that L(ϕ) = ⋂
ψ∈Ψ
L(ψ).
From any LTL formula ϕ, we can also build a corresponding Büchi automaton Aϕ that
accepts L(ϕ) [183]. Büchi automata are an extension of finite automata for ω-regular
languages and can be composed with a transition system to obtain another transition
system that represents the intersection of both languages. Thus, given a feature model
and a temporal constraint, we can define a DSPL transition system whose execution
paths are sequences of feature model configurations that satisfy the temporal constraint.
Definition 15. Given a feature model M and a LTL formula ϕ, we can build DSPL with
temporal constraints as DSPL(M,ϕ) = DSPL(M) ⊗ Aϕ. That is, the synchronized
product between the transition system for the DSPL defined by M , and the Büchi
automata for ϕ [183, p. 200].
As discussed earlier, a feature model M defines a corresponding transition system
DSPL(M) in which there are transitions between any two possible feature model
configurations. The goal of including temporal constraints is to limit these transitions
and express the actual variability of the system over time.
By combining a feature model with temporal constraints we can better characterize the
adaptive behavior of a DSPL in a compact way. Temporal constraints can be defined using
well-known LTL logical formalism, which can be transformed into a Büchi automaton
and combined with the feature model into a transition system.
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5.2.3 Reconfiguration Operations
In the previous section we introduced temporal constraints to feature models in order to
constrain a DSPL’s adaptive behavior. Analysis of temporal properties and transition
systems was strictly state-based and we did not consider any actions or labeling of system
transitions.
However, as seen in the motivating example in Section 5.1, reconfiguring a cloud environ-
ment may require executing a set of operations such as migrating databases, restarting
services, redeploying an application project, etc. In these cases, there is a relationship
between an adaptation in a DSPL and a set of operations. Thus, when reconfiguring
a cloud environment, we must take into account not only the possible transitions from
the current system configuration but also the operations required to safely migrate the
system from the current to a target configuration.
For modeling a DSPL with reconfiguration operations we rely on the definition of Doubly
Labeled Transition Systems (L2TS) [186], an extension of Kripke structures in which
both states and actions can be labeled with propositions. In the literature, other similar
notations such as labeled Kripke structures [187] and mixed transition systems [188] have
also been used for state/action-based analysis.
Definition 16. A L2TS is a tuple T = (S,I,Act,R,AP,L) where S is a finite set of
system states, I is the set of initial states, Act is a finite set of transition actions,
R ⊆ S × 2Act × S is the transition relation, AP is a set of atomic propositions and
L : S → 2AP is a state-labeling function.
Definition 17. An execution path of T is an infinite sequence of states and sets of
actions ρ= ⟨s0,α0, s1,α1, s2,α2, s3, ...⟩ such that s0 ∈ I and (si,αisi+1) ∈R for all i≥ 0.
This definition extends Kripke structures to support labeling over the transitions of a
system. Thus a transition in a L2TS is identified not only by a source and target states
but also includes a set of actions. In the context of a DSPL these actions represent
reconfiguration operations required to adapt the system from a source to a target
configuration.
State/Event Linear Temporal Logic (SE-LTL) [187] is an extension of LTL to support
expressing temporal properties over states and actions. SE-LTL is very similar to LTL,
but supports temporal logic formulas over state and actions propositions. Given p ∈ AP
5.2 Variability Modeling with Temporal Constraints 93
and a ∈ Act, the syntax of an SE-LTL formula is defined by the following grammar:
ϕ ::= p | a | ¬ϕ | ϕ∧ϕ | ϕ∨ϕ | ϕ→ ϕ |
ϕ Uϕ | ⃝ϕ | □ϕ | ⋄ϕ
Semantics differ slightly as an SE-LTL property may also include constraints over actions.
In these cases, an action holds at a given state in an execution path if it is part of the
transition immediately after it. Thus, given an execution path ρ= ⟨s0,α0, s1,α1, s2, ...⟩,
action a∈Act holds at state i iff a∈αi. Note that the transition relation R⊆ S×2Act×S
is defined over the power set of actions and each transition can have multiple actions.
The semantics of logical and temporal operators is the same as in LTL.
Using the SE-LTL we can express constraints from the motivating example given in
Section 5.1.1 that involve operations and features. For instance, we could express the
rule that changing the geographical region requires migrating the application as follows:
□(((US ∧⃝EU)∨ (EU ∧⃝US)) ↔ MigrateApp)
This constraint defines that whenever the location feature is changed from US to EU or vice-
versa, the MigrateApp operation should be executed. Therefore, by employing SE-LTL
we can define temporal and propositional constraints over features and reconfiguration
operations.
Considering temporal constraints and reconfiguration operations we can redefine the
syntax and semantics of DSPLs based on a feature model.
Definition 18. Given a feature model M = (F ,C) and a set of reconfiguration operations
OP, we can define the corresponding DSPL as a doubly labeled transition system such
that DSPL(M,OP ) = (S,I,Act,R,AP,L), where I =S =C, Act=OP , R=S×2OP ×S,
AP = F and L(s) = s.
This definition extends DSPLs based on a feature model with a set of reconfiguration
operations. The obtained transition system allows transitioning between any feature
model configuration by executing any combination of reconfiguration operations. As in
the case of LTL, an SE-LTL formula can also be used to build a Büchi automaton [187]
that can be combined with the transition system obtained from the feature model and
reconfiguration operations to limit the allowed transitions.
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Definition 19. Given a feature model M , a set of reconfiguration operations OP and a
SE-LTL formula ϕ, we build a transition systemDSPL(M,OP,ϕ) =DSPL(M,OP ) ⊗ Aϕ.
That is the synchronized product, as defined in [187], of the transition system obtained
from the feature model and reconfiguration operations with the Büchi automaton that
accepts the property defined by the formula ϕ.
Introducing temporal constraints on DSPLs enables us to express detailed constraints on
how variability can be applied to the system over its lifetime. Reconfiguration operations
allow describing and analyzing the different ways of effecting a reconfiguration, as well
as making explicit the constraints between features and operation. Together these
constructs support modeling adaptation constraints in cloud environments that could
not be represented by variability models.
5.3 Automated Analysis of Temporal Constraints
The previous section presented how we can represent a DSPL as a transition system,
and how temporal constraints can be combined with feature models to improve the
representation of the adaptive behavior of a DSPL. In this section we discuss implementing
a reasoner for identifying a reconfiguration plan given a reconfiguration request.
5.3.1 Reconfiguration Query
Adaptations in a DSPL are usually triggered by requests to include or remove a set of
features from the current configuration, or by changes in monitored context features. In
both cases, we have a current system configuration and a change request that specifies
which features should be included or excluded. Given such a request, we want to identify
the set of possible reconfigurations that will move the system to a target state that
conforms to the requested change.
Definition 20. A reconfiguration query q = (A,E) is defined by a set A of features that
should be included in the target configuration and a set E of features that should not be
included in the target configuration.
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Given a doubly-labeled transition system T = (S,I,Act,R,AP,L), its current state s and
reconfiguration query q = (A,E), we can define the set of possible reconfigurations as a
function
NT (s,q) = {(α,s′) | (s,α,s′) ∈R ∧ I ⊆ s′ ∧ E∩ s′ = ∅}.
A reconfiguration includes a target state s′ and a set of reconfiguration actions α for
moving the system to s′. The reconfigurations returned by function NT are those for
which the target states and reconfiguration actions comply with the reconfiguration
query.
In the case a reconfiguration query specifies a full configuration (i.e. A∪E = F), the
function NT can be used to verify if this configuration is reachable from the current
system configuration.
5.3.2 Symbolic Representation
From a system current configuration and reconfiguration query, we are interested in
finding one or many possible target configurations. Given a representation of the DSPL
as a transition system, we can easily identify the possible reconfigurations by looking at
the transitions outgoing the current system state and filtering those that agree with the
reconfiguration query. However, building an explicit representation of a transition system
for a DSPL is often unfeasible due to the large number of possible states and transitions.
One approach to deal with this problem is to build a symbolic representation of the
transition system. This approach is widely used in the model-checking community to deal
with the recurrent problem of state explosion. The idea behind symbolic representation is
to represent the set of system states and the transition relation as propositional formulas.
Set operations can then be implemented as logical operations between propositional
formulas and set membership by solving satisfiability. Thus, the set of states in a
transition system can be defined by a propositional formula over the set of atomic
propositions using substantially less space than the number of possible states.
Given a transition system T = (S,I,Act,R,AP,L), its transition relation R ⊆ S ×
2Act ×S can also be represented by a propositional formula over the propositions in
AP ∪ Act ∪ AP ′. Here we have AP ′ = {p′ | p ∈ AP} as a copy of atomic propositions
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that represent the labeling in a target state, while AP represent the labeling of a source
state and Act the set of transition actions.
For each state in a transition system, the labeling function L : S → 2AP defines exactly
what are the atomic propositions that hold at this given state. Therefore, for any state
s ∈ S in a transition system, we may also define a propositional formula that uniquely








Likewise, every transition (s,α, t) in the transition relation R ⊆ S× 2Act ×S defines
a set of transition actions a ∈ α. For any set of transition actions, we may define a








Relying on these functions that uniquely identify a set of transition actions and a state,
we can define a transition relation by the following propositional formula, in which L̃(t)
′
represents the propositional formula that uniquely identify a state t applied to primed







Once we have propositional formulas that represent the transition system and a given
state s ∈ S, the set of outgoing transitions from s can be obtained by the propositional
formula
ÑT (s) = R̃T ∧ L̃(s).
Based on this we can obtain a propositional formula that represents the set of transitions
that can be obtained by a reconfiguration query. Given a reconfiguration query q = (A,E)
and current state s, we can obtain the propositional formula







that defines the set of transitions from state s that agree with the conditions defined by
reconfiguration query q. This propositional formula is a symbolic representation of the
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function NT presented in Section 5.3.1. By solving satisfiability over the formula we can
find the set of possible reconfigurations complying with the query.
So far, we demonstrated how we can represent a transition system symbolically by a
propositional formula and use satisfiability solving to find a set of transitions that support
a given query. However, we are not interested in building a symbolic representation from
a complete transition system, but directly from a feature model extended with temporal
constraints and reconfiguration operations.
A feature model can also be regarded as a symbolic representation of the set of valid
configurations for a system as it is a compact notation for a large number of configurations.
A feature model is also often represented as a propositional formula [109, 189], for which
the satisfiable assignments represent the set of valid configurations.
As mentioned earlier, if we do not consider temporal constraints, a DSPL defined by a
feature model can transition between any two valid configurations. So, given a feature
model M , we have a corresponding propositional formula M̃ that represents the set
of allowed configurations [[M ]]FM . Then, we can define the transition relation of its
corresponding DSPL transition system by the propositional formula
R̃FM = M̃ ∧M̃ ′.
LTL and SE-LTL formulas can also be represented as propositional formulas and there
are known methods for translating temporal logic formulas into equivalent symbolic
representation [190–192]. By employing the tableau method [190] we obtain from a
temporal constraint ϕ, two propositional formulas that represent a set of initial states Ĩϕ
and a transition relation R̃ϕ. These formulas are also defined over the features at the
source and target configuration and reconfiguration operations. Additional propositions
may be introduced by the translation to keep extra state information required for
constraints that involve the U (until) operator or its derivatives.
Thus, from a feature model M and a temporal constraint ϕ we can obtain the following
propositional formula that represents the set of initial states of the transition system
ĨMϕ = M̃ ∧ Iϕ.
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Likewise, we can obtain the a propositional formula that represents the transition relation
for the DSPL
R̃Mϕ = M̃ ∧M̃ ′ ∧Rϕ.
Once we have a representation of the transition relation we can define the propositional
formula for the function NT (s,q) as follows







Symbolic representation of transition systems enables to express the sets of states and the
transition relation as a propositional formula. Given a feature model and LTL formulas
for a DSPL, we can build a symbolic representation for its underlying transition system.
Using propositional logical operators, we can build a propositional formula for answering
a reconfiguration query. We can then identify a set of complying reconfigurations from a
current state by solving satisfiability.
5.4 Cardinality-Based Feature Models:
the Case of Cloud Computing
Up to now, we discussed about the use of temporal constraints in DSPLs where variability
is defined by boolean feature models. In these systems a configuration is identified by
a set of active features and adaptations are represented by the inclusion or removal of
features in the current system configuration.
When dealing with Cardinality-Based Feature Models (CBFMs) such as the ones used
to model variability in cloud providers, a system configuration is defined by a tree
of feature instances. In this case, a feature may be included multiple times in the
system configuration at different places in the hierarchy and adaptations are represented
as modifications in this feature instance tree. Nevertheless, it can still be viewed as
a transition system in which each state corresponds to a system configuration and
transitions that correspond to adaptations.
Temporal constraints based on LTL formulas are defined over the atomic propositions
used in the labeling of states of a transition system. While labeling is straightforward in
boolean feature models, it becomes less clear when feature cardinalities come into play.
As multiple instances can be included in a configuration, we need means for expressing
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temporal dependencies that exist not only at the feature, but also at the instance level.
However, defining constraints directly over individual instances of features may not be
desirable nor feasible due to the potentially large number of feature instances. This calls
for a method that supports expressing temporal constraints at the instance level but
using a concise notation. This issue is closely linked to what we find when expressing
additional cross-tree constraints in CBFMs and therefore we rely on the same solutions
that were previously employed for additional constraints in feature models with relative
cardinalities (see Section 4.2.3).
5.4.1 Context Feature and Constraining Expressions
In Figure 5.4, we present a cardinality-based feature model derived from the feature
model shown in Figures 5.2a and 5.3a. Here, mandatory and optional features had their
feature cardinalities assigned to the cardinality ranges 1..1 and 0..1 respectively. Besides
this, the only change in this feature model is in the feature cardinality of B, which allows











Figure 5.4 Sample feature model with cardinalities
In Section 5.2, we have illustrated how to specify the constraint that a configuration
that includes feature D cannot be followed by a configuration including feature C using the
constraint □(D → ¬⃝ C). In clone-enabled feature models the interpretation of temporal
constraints based only on features may lead to ambiguities similar to those found in
cross-tree additional constraints (see Section 4.2.3). For instance, in the given example,
does the proposition D evaluates to true when at least one instance of D is included in
the current system state? When all existing instances of B include D in its subtree? Or
still, should it be evaluated individually for each instance of B?
To deal with these differences and support modeling temporal constraints on cardinality-
based feature models, we leverage the constructs introduced for modeling additional
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cross-tree constraints in Section 4.2.3. A temporal constraint is annotated with a
context feature that defines the scope in which it should be evaluated while constraining
expressions are used as atomic propositions.
For the example given in Figure 5.4, using these constructs we can define the constraint
that an instance of feature B that includes D cannot be reconfigured to include C as follows
<B> □([1..1](D,B) → ¬⃝ [1..1](C,B)).
Here, the context feature B specifies that this constraint should be evaluated individually
for each instance of feature B. Meanwhile, constraining expressions [1..1](D,B) and
[1..1](C,B) define a predicate over the number of features instances of D and C in relation
to feature B.
Actually, this formula is a shorthand for a set of formulas defined over each individual
instance of feature B. In this example, a configuration can have at most 10 instances of
feature B. Thus, this temporal constraint actually describes 10 different formulas, each
one applied to a possible instance of feature B. The same idea applies to constraining
expressions that are part of a temporal constraint. For example, a constraining expression
such as [1..1](D,B) will lead to 10 different atomic propositions in the corresponding
transition system. The semantics of constraining expressions are the same as defined in
Section 4.2.3.
As we did for relative cardinalities we also use a simplified notation when referring to
constraining expressions that only verify the presence or absence of a feature instance.
Thus, the above mentioned example cloud be rewritten as
<B> □(D → ¬⃝ C).
A similar example arises in the case of Heroku PaaS platform shown in Figure 5.1.
As discussed in the motivating example (see Section 4.1.1), a configuration of a cloud
environment in Heroku can be composed of multiple application projects. Each application
can include multiple application services based on different programming technologies
and using different additional cloud services such as databases, caching, message queues,
etc. In this case, temporal constraints apply only in the context of an application
project or cloud service. If we take as an example, the case of the MySQL restriction
on downgrading a database plan, it applies individually to each instance of a MySQL
database. Therefore, if a system configuration includes two instances of ClearDBMySQL,
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one with setup with the M4 plan, it does not imply that the other instance using the
plan M2 is forbidden to update to plan M3. Based on these concepts, we can redefine the
MySQL constraint as follows:
<MySQL> □(M2 → ¬⋄ M1)
This constraint states that for each instance of MySQL feature (i.e. the context feature),
once an instance of M2 is included under the subtree of this same MySQL instance, an
instance of M1 cannot be eventually included in the subtree of this MySQL instance for any
future configurations.
Additionally, we introduce the operators switch and change that can be used to simplify
the definition of constraints involving the (de)activation of a feature instance or a change
in the selected features from a feature group. Given a feature f ∈ F , the switch operator
S can be defined as follows:
S(f) = ¬(f ↔ ⃝f).





Using these operators, we can define the constraint that when feature F is activated it
is not possible to change the currently selected alternative (C or D) for any instance of
feature B as follows
<B> □(F → ¬C(B)).
The same ideas employed for features, apply for constraints involving reconfiguration
operations. When handling feature models with instances it is important to identify
the feature instance in which the operation is to be applied. The context feature is
used to indicate the feature instance in which the operation is to be executed. For
instance, following constraint, defines that when the location of an application changes,
the MigrateApp reconfiguration operation needs to be executed in this same Application
instance.
<Application> □( C(Location) ↔ MigrateApp(Application) )






















































Figure 5.5 Metamodel for Feature Modeling: Expression hierarchy
As in the previous case, this constraint is a shorthand for a conjunction of LTL formulas
intervening on each possible Application instance. Figure 5.5 illustrates the metamodel
for defining temporal constraints in feature models with relative cardinalities. This
updates the metamodel introduced in Figure 4.5 by updating the Expression class
hierarchy, allowing to combine both temporal and logical operators in additional feature
model constraints.
5.4.2 Analysis of Temporal Constraints
As discussed earlier, adaptation in a DSPL is triggered by a reconfiguration request
that defines the expected properties for the target configuration. From this request,
we are interested in finding a reconfiguration towards a satisfying configuration. A
reconfiguration includes both a target configuration and a set of reconfiguration operations
required to adapt the system to the target configuration.
In boolean feature models a reconfiguration request was defined as a query q = (A,E)
that specifies features to be present or absent in the target configuration. However,
when working with cardinality-based feature models, configurations are not defined
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by a selection of features but by a tree feature instances. In this case, we define a
reconfiguration request as a partial configuration for the feature model, as described in
Section 4.3.4. A partial configuration for cardinality-based feature models is defined by an
incomplete tree of features instances. As in the case of boolean feature models, a partial
configuration specifies the expected properties of the target configuration. Likewise, our
goal is to find reconfigurations that satisfy these properties.
To support reasoning over CBFMs extended with temporal constraints, we apply the same
principles of symbolic representation described in Section 5.3. CBFMs are translated into
constraint programming (CP) constructs using the method described in Section 4.3.3.
As explained in Section 4.3.3, this method creates variables that represent the relative
cardinalities in a configuration. As temporal constraints in CBFMs are defined using
constraining expressions over relative cardinalities, they can be directly mapped to
constraints over existing variables in the corresponding constraint program. Because of
this property, we can use the method described in Section 5.3.2 to translate a temporal
constraint into a CP constraint that represent the transition relation by mapping the
atomic propositions to their respective representation in the constraint program.
Therefore, by combining a CBFM and a temporal constraints we obtain a constraint
programming problem that defines the transition relation of the corresponding transition
system. When analyzing a reconfiguration request, we can translate it into extra
constraints using the method described in Section 4.3.4 and assign constant values to the
variables that represent the current system configuration. By solving satisfiability over
the constraint program, we can find the possible reconfigurations.
To illustrate how these concepts are applied we present an example based on the Heroku
PaaS feature model depicted in Figure 5.1. From the feature model hierarchy we
obtain a set of CP variables that represent feature instances and cardinalities. For
example, for each possible instance of feature Application, we will have a boolean
variable Heroku1Applicationi that represents the inclusion of i-th instance in the con-
figuration. Meanwhile, a numeric variable Heroku1Application represents the total
number of applications included in the root instance of feature Heroku identified by
Heroku1. A relative cardinality is also represented as a numeric variable, thus the variable
Heroku1ApplicationiDyno represents the total number of instances of feature Dyno in the
subtree of Applicationi.
Once, we have a constraint programming representation of the CBFM we can rewrite our
temporal constraints directly based on these CP variables. Let us consider the following
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temporal constraint:
<Application> □((US ∧⃝EU) ↔ MigrateToEU)
The context feature indicates that this constraint should be added to each Application
instance. Thus the propositions US and EU stand respectively for the constraining
expressions [1..1](US,Application) and [1..1](EU,Application). For each application in-
stance, we can then obtain the corresponding CP constraints for each constraining
expression. For example, the constraining expression [1..1](US,Application) can repre-
sented as the CP constraint: 1 ≤ Heroku1ApplicationiLocation1US ≤ 1. The variable
Heroku1ApplicationiLocation1US represents the number of instances of feature US un-
der the i-th instance of feature Application. Other constraining expressions can be
translated using the same approach. Similarly, reconfiguration operations are mapped
to boolean variables that uniquely identify the execution of the operation in a feature
instance. Thus, the MigrateApp proposition will be translated into a boolean variable
MigrateApp(Heroku1Applicationi). Putting everything together, the example constraint
will translated into the following expression
□( (1 ≤ Heroku1ApplicationiLocation1US ≤ 1)
∧⃝(1 ≤ Heroku1ApplicationiLocation1EU ≤ 1)
↔ MigrateToEU(Heroku1Applicationi) )
From this formula, we employ the same methods used in boolean feature models to convert
an SE-LTL formula to a symbolic representation of the transition relation. We then obtain
a CP constraint over variables that represent the system at the source and target state
as well as reconfiguration operations. For example, for each application instance, we will
have variables Heroku1ApplicationiLocation1US and Heroku1ApplicationiLocation1US′
that identify if the i-th application is located in US at the current and following state
respectively. The same process is applied for all the temporal constraints to obtain a
representation of the transition system as a constraint program.
5.5 Discussion
The combination of variability modeling and temporal constraints allow to more precisely
define the adaptive behavior of DSPLs. This is specially useful in domains in which
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the system cannot freely transition between any valid configuration and adaptations are
expected to follow a predefined order.
By using model checking theory and symbolic representation, our approach maps temporal
constraints to propositional logic formulas, which are also extensively used in the feature
model analysis community and can be easily mapped to analysis approaches based on
SAT or CP solvers. This facilitates integrating temporal and variability reasoning, and
limits the overhead added by the approach.
Still, temporal constraints employed in this work cannot describe all kinds of temporal
properties, but only a subset of regular temporal properties that can be defined as LTL
formulas. This approach also only applies to cases in which the adaptive behavior of a
DSPL is known before hand, at design time, and it does not handle the problems related to
dynamically adding variants or dynamically evolving the variability at runtime [138, 139].
Though we mention that reconfiguration operations may have an impact on performance,
downtime and costs of adaptations, this work does not handle nor take this impact into
account during the analysis of reconfiguration requests. In [33], we employed Pseudo-
Boolean SAT solvers to handle cost-based reconfiguration requests, however this work
was limited to boolean feature models.
A similar approach [193] has also been employed in the specification of reconfigurable
component-based systems. As in our work, temporal logic is used to declaratively define
reconfiguration rules of a component-based systems.
5.6 Summary
In this chapter we introduced temporal constraints to feature models to support the defini-
tion of the adaptive behavior of Dynamic Software Product Lines for cloud environments.
We integrated temporal constraints and reconfiguration operations into the definition
of DSPLs to express complex constraints that arise during the lifecycle of adaptive
cloud environments. Using concepts from model checking, we have built a symbolic
representation for a DSPL that uses boolean satisfiability to solve reconfiguration queries
over DSPLs.
Based on these findings, we have described how this approach can be extended to handle
cardinality-based feature models, thus supporting temporal constraints on the lifecycle of
feature instances. This approach enables defining many of the constraints that arise in the
106 Feature Models and Temporal Constraints
reconfiguration of cloud environments that were not supported by previous approaches
in DSPL management.
Temporal constructs enable handling many of the reconfiguration constraints that arise
during the adaptation of cloud environments which were not supported by previous DSPL
approaches. This contribution answers RQ2, outlined in Section 1.2, that is, we show
that we can use temporal properties to handling reconfiguration constraints in feature
models.
In the following chapter, we present an approach that integrates the first two contributions
on variability management in order to automate the setup and adaptation of multi-cloud
environments.
Chapter 6
Automated Setup and Adaptation of
Multi-Cloud Environments
A multi-cloud environment is defined by a selection of cloud services provisioned from
multiple clouds in order to support the execution of an application. By combining
services from multiple providers, cloud customers aim to reduce their dependence on
any single cloud provider, to comply with application requirements , and to optimize
the performance, availability and costs of running their application. However setting
up and managing a multi-cloud environment is a very complex task. Due to the wide
range of available cloud providers and heterogeneity among service offerings, it is very
difficult for cloud customers to select providers and services that are suitable for their
applications. In addition, customers need to be aware of the complex rules that govern
how cloud providers can be configured in order to make an informed choice and build a
consistent environment.
In Chapters 4 and 5 we introduced extensions to feature modeling to manage the
variability found in the configuration of cloud computing environments. This variability
is expressed by the many available cloud services offered by a cloud provider and the
rules that govern how they can be combined into a cloud environment. Managing the
variability in cloud environments allows us to ensure that a configuration complies with
the provider’s rules.
However, when dealing with multi-cloud environments, managing variability in the
configuration of cloud environments is not the only challenge. Cloud providers have very
heterogeneous service offerings. Each provider offers a different set of cloud services based
on different concepts, and even for comparable services, substantial differences can be











Figure 6.1 Vision of an adaptive multi-cloud environment.
found in their functionality. Though variability management assists in the configuration
of cloud environments, it is still very complex for developers to go through different
provider offerings and find which features in each provider fit their needs. Moreover, as
the application’s context or requirements change, the multi-cloud environment may need
to be updated accordingly to cope with new application needs.
The lack of support for managing this complexity is a limiting factor for the adoption
of multi-cloud computing. To overcome this difficulty, we look towards an approach
for automatically building adaptive multi-cloud environments, capable of reconfiguring
themselves to match the evolution of the application’s needs. This requires dealing with
a large set of concerns such as monitoring heterogeneous cloud providers and application
services; analyzing context changes and identifying new requirements for the multi-cloud
environment; matching these requirements against available cloud services to build a
configuration or reconfiguration plan that complies with cloud provider rules; and enacting
this plan using the heterogeneous reconfiguration mechanisms and interfaces offered by
providers. In this work, we deal only with the problems related to the generation of
proper configurations or reconfiguration plans from a description of requirements for a
multi-cloud environment.
Figure 6.1 illustrates this vision of an adaptive multi-cloud environment and how this
work integrates into it. In this vision, application owners such as developers or IT staff
can define the requirements for a multi-cloud environment that supports their application
and obtain a configuration that can be used to build a multi-cloud environment. Once
the multi-cloud environment is running, context changes are analyzed and mapped to new
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requirements for the multi-cloud environment. The planning mechanism, which is the
focus of this work, is responsible for creating a proper configuration or reconfiguration plan
that describes how to setup or adapt a multi-cloud environment to support the defined
requirements. The application owner may intervene in the process by manipulating the
multi-cloud environment requirements or choosing when to apply a reconfiguration.
Getting from multi-cloud environment requirements to a proper (re)configuration requires
dealing with both the variability and the heterogeneity across service offerings, as well as
the complex constraints that govern the reconfiguration of cloud providers. To deal with
these problems, we propose an approach that integrates concepts, techniques and tools
from model-driven engineering and ontology reasoning together with our previous contri-
butions on managing variability in cloud environments (Chapters 4 and 5) to automate
the setup and adaptation of multi-cloud environments. The goal is to get from a high-level
description of multi-cloud environment requirements to a proper (re)configuration, which
complies with all cloud providers’ (re)configuration rules. By doing so, we aim to build
adaptive multi-cloud environments that are capable of automatically reconfiguring them-
selves to support the requirements of an application. The proposed approach provides a
domain specific modeling language for describing multi-cloud environment requirements
and a method for mapping requirements to provider-specific features. Our previous
contributions on the automated analysis of feature models are employed to generate
compliant (re)configurations.
In Section 6.1 we give a quick retrospect on the motivations for multi-cloud computing,
presenting a motivating example and the challenges to automate the setup and adaptation
of multi-cloud environments. In Section 6.2 we present an overview of the approach
and its main elements. Section 6.3 gives more details on the definition of multi-cloud
environment requirements, while Section 6.4 describes the mapping from requirements
to cloud provider features. Sections 6.5 and 6.6 detail the process for obtaining a
configuration or reconfiguration plan for a multi-cloud environment from its requirements.
Finally, we discuss the implications of this work in Section 6.7 and the conclusions in
Section 6.8.
6.1 Motivation
As discussed in Chapter 2, consuming services and resources from multiple clouds has
been motivated by multiple reasons that can be classified into three broad categories.
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• Reducing vendor dependence. This includes protecting applications from cloud
outages or failures, but also avoiding vendor lock-in;
• Complying with requirements, constraints or regulations. When a single cloud does
not satisfies all of the applications requirements and constraints combining clouds
becomes mandatory;
• Optimizing performance and costs. As different cloud providers offer specific
advantages, combining them can improve QoS or costs.
This means that multi-cloud computing can be used to achieve different goals, according
to application requirements. Even for a single application, each application service
may have different requirements concerning their desired level of availability, scalability,
provider dependence, among others, which will lead to different uses of multiple clouds.
However, building a multi-cloud system is a very complex task due to the large number
of factors that must be considered. When building a multi-clouds system, customers
must consider factors such as functional and non-functional requirements of application
services as well as cloud provider configuration options, pricing policy, data center
location, availability levels, etc. On the one hand, cloud providers employ different
concepts for their offerings and are subject to intricate configuration rules, making it
difficult to establish a comparison between competing services. On the other hand, each
application service that is part of an application may be developed by a different team,
written in a different programming language, using different application frameworks or
databases, and may have different scalability and availability requirements. Hence, each
application service will require different functionality from cloud providers and a cloud
provider that supports one of the application’s services might not support another.
Besides this, as application requirements change over time, the system must be re-
configured accordingly. Mechanisms for reconfiguring a cloud environment are also
heterogeneous across providers. In addition to the factors involved in the construction of
multi-cloud systems, the adaption of a multi-cloud system must also guarantee that the
system can safely transition from the current configuration to a new configuration that
supports the new requirements.
While some existing approaches in the literature deal with different aspects of the
development and management of multi-cloud systems [12–14, 11, 15, 78, 16–21], they do
not take into account the heterogeneity in their service offerings and the variability in their
configuration. Nevertheless, works on managing the variability in the configuration of
cloud providers [26, 23] do not deal with the issues related to multi-cloud environments.
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In the remainder of this section we present an example that illustrates the complexities
associated to the setup and adaptation of a multi-cloud environment as well as the
challenges that must be tackled to achieve it.
6.1.1 Motivating Example
To illustrate the complexities faced in order to build and manage a multi-cloud environ-
ment, we will consider a scenario of an example e-commerce application for which we plan
to use multiple clouds in order to reduce provider dependence, improve its reliability and
comply with data location policies. Below, we describe in more detail the requirements
for this sample application and demonstrate somes examples of how the heterogeneity and
variability in cloud providers complicate the configuration of multi-cloud environments.
Multi-cloud environment requirements
Our example e-commerce application is composed of the following services:
• a product catalog that keeps a record of product information and inventory;
• a recommendation service that records purchases and recommends new products
for customers;
• a user management service that manages a user database and a credit card database;
• an order management service that tracks orders and their statuses;
• a payment service responsible for interacting with banking and credit card partners;
• a web frontend and a mobile API gateway to provide access to end users’ devices.
Each of these services may be developed by different teams, employing different methods
and technologies. This implies that each application service may require a different set of
functionality from a cloud provider. For instance, if the web frontend is designed as web
application based on Java web standards, it can be directly deployed to any Java web
container such as Tomcat, Jetty or JBoss. Meanwhile, if the recommandation service is
designed in a way that requires direct access to operating system functions, a virtual
machine will be required. In addition, according to its development process, a service
may also require extra tools for continuous integration, issue tracking, staging resources,
etc. Hence, the methods and technologies employed in the development of an application
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service will determinate which cloud providers support it and which cloud services can
fulfill its requirements.
Throughout this chapter, we call the functionality required by an application service as
application service requirements. However, it is important to point out that it does not
refer to the requirements for the application service itself, but rather the requirements for
a cloud environment in order to support the deployment and execution of the application
service.
In addition to application service requirements, this example application should also
meet the following conditions:
• data concerning European customers should be stored in a country that is a member
of the European Union;
• web frontend, API gateway and product catalog services should run on to at least
two different providers to ensure these essential services are always available, even
in the case of a provider failure;
• product catalog should scale up automatically to cope with the application demand;
• the credit card database should be kept in a private cloud controlled by the company.
These are examples of multi-cloud requirements. We call multi-cloud requirements, the
non-functional requirements associated to how application services can be distributed
across different clouds in order to reduce provider dependence, increase reliability or com-
ply with location constraints. These requirements are directly related to the motivation
behind the use of multiple clouds as discussed in Section 2.2.1.
Apart from these requirements, there are no further restrictions on application services.
Thus, when setting up a multi-cloud environment to deploy this application, we will
be looking to optimize costs or improve the quality of service while complying with
application requirements and constraints.
Together, application service and multi-cloud requirements define the requirements for a
multi-cloud environment that can be used to deploy and run the example application.
Multi-cloud environment requirements represent the application needs in terms the
functionality required from cloud providers and the constraints that must be followed in
order to support the execution of the application. We employ the term application needs
instead of application requirements to highlight that these are not the requirements for
the application itself, but rather the requirements for a multi-cloud environment that
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supports the execution of the application. That is what the application needs from cloud
providers.
From such a high-level description of application needs we want to find a selection of
cloud services from multiple clouds that supports application service requirements while
complying with multi-cloud requirements.
Heterogeneity across cloud providers
One of the complexities that arise when building a multi-cloud environment is the
heterogeneity across cloud providers offerings. For example, if we are looking for a cloud
service that supports the web frontend application service in the given example, we may
find out that across different providers, support for Java applications is not the same.
For instance, in the Heroku platform provider, support for Java application stands for a
containerized executing environment with Java Development Toolkit (JDK) and Maven
installed. As our web frontend was designed to run on a managed Java web container
(e.g., Tomcat, Jetty, JBoss, etc), the developer would have to set up a web container
before deploying the application service or provide a standalone application with an
embedded web container. Meanwhile, the OpenShift platform provider offers a set of
different Java Application Containers such as Tomcat, JBoss and Glassfish as the runtime
environment for Java applications. This means that Java web applications can be directly
deployed to OpenShift. However, it also implies that standalone Java applications that
require to run on an unconstrained environment are not supported by the OpenShift
Java service.
When looking for candidate cloud services in order to deploy an application service,
developers have to consider their heterogeneity and verify if they match the specific needs
of the application service at hand. For the given example of the web frontend service,
if the developer is ready to provide means for setting up a Java web container, both
Heroku and OpenShift are valid candidates. Otherwise, only the OpenShift provider will
directly support the application service requirements. On the other hand, if they want to
deploy a standalone Java application to OpenShift, they must provide means for setting
up an execution environment for Java applications from a barebones container.
According to their goals and the availability of automation tools, developers may be
interested in providing multiple ways for deploying their application in order to have
a wider range of available choices. In the case of the web frontend service, by using
automated building tools such as Maven and Gradle one can easily provide a standalone
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version of the application service with an embedded web container. Nevertheless, in more
complex cases, developers may be interested in limiting their choice to only those cloud
services that support very well their application services’ requirements. When looking
for cloud services to deploy their application services, developers are required to deal
with these subtleties in service offerings in order to evaluate how they match to their
application service requirements and development methodology.
Variability in cloud environments
Besides the heterogeneity across providers, developers also have to handle the variability
in the configuration of cloud providers. For instance, let us suppose that we want to
deploy both web frontend and mobile API gateway services to Heroku platform provider.
Both services require external access through HTTP requests and should be configured
as web process types in Heroku (see Chapter 5). However, Heroku allows for only one web
process type per application project. Hence, two application projects must be created in
order to deploy these two application services to Heroku. On the other hand if the product
catalog and web frontend are both Java applications deployed in the same geographical
region, only one application project needs to be created because the product catalog is an
internal service and can be setup as a worker process type.
Another example arises in the configuration of databases. In Heroku, an application
project can include only one MySQL database. Thus, if more than one independent
MySQL database is needed, multiple application projects must be created. However,
Heroku supports multiple PostgreSQL databases to be provisioned into a single application
project. Similar constraints abound in cloud providers and each provider have their own
arbitrary set of rules that govern their configuration. Failing to follow these constraints
leads to invalid configurations that will cause provisioning or deployment errors in cloud
providers.
Adaptation in multi-cloud environments
Application needs evolve over time as a result of changes in its context or requirements.
Here we give an example of possible changes that may arise in our example application:
• as the popularity of the application increases user database may require more
storage space;
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• as the system evolves and becomes more complex the product catalog may need to
be refactored into separate functions of product catalog and product inventory;
• a new constraint requires that data for US users be stored within the country;
• a new version of recommendation service replaces the embedded database by a
database service;
All these changes will lead to new requirements for the existing multi-cloud environment.
Whenever requirements for an existing multi-cloud environment change we need not only
to find a supporting configuration for a multi-cloud environment but also how to adapt
the current configuration to a configuration that supports the new requirements. The
reconfiguration may require executing a set of reconfiguration operations in the selected
cloud providers (see Chapter 5) or even migrating an application service across providers
if the current selection of cloud providers does not support the new requirements.
6.1.2 Challenges
Even from this simple example we can see that taking all relevant factors into account for
setting up and adapting a multi-cloud environment can be a very complex task, which calls
for automation and supporting tools. The goal of this work is to automate the process of
finding of a proper configuration or reconfiguration plan for a multi-cloud environment,
thereby freeing cloud customers from the complexities related to the management of the
heterogeneity and variability across cloud providers’ offerings. To achieve this goal, the
following challenges must be tackled:
• Model multi-cloud environment requirements. To automate the configura-
tion of a multi-cloud environment, we need means for expressing its requirements
in a formal way so that it is amenable for computer processing. This requires a
provider-agnostic modeling language that enables the description of requirements
related to the motivation for using multiple clouds (Section 6.3).
• Map multi-cloud environment requirements to cloud provider offer-
ings. Cloud providers’ offerings are heterogeneous among themselves and based
on provider-specific concepts. Meanwhile, multi-cloud environment requirements
are defined based on concepts that are not directly related to any specific provider.
Hence, there is a mismatch between application needs (problem space) and cloud
providers’ offerings (solution space). The challenge is to handle the heterogene-
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ity across cloud providers and identify which cloud services support multi-cloud
environment requirements (Section 6.4).
• Find a proper multi-cloud environment configuration. Cloud providers
are subject to complex rules governing how their cloud services can be combined
and configured into a consistent configuration. Failure to comply with these rules
may lead to provisioning and deployment errors. Hence, it is mandatory to ensure
that generated configurations agree with the configuration variability of cloud
environments (Section 6.5).
• Find a proper reconfiguration plan for a multi-cloud environment. When
reconfiguring a multi-cloud environment, in addition to configuration rules, it is
necessary to take into account the mechanisms that are made available by cloud
providers for adapting a running cloud environment, in order to generate a valid
reconfiguration plan (Section 6.6).
6.2 Overview
In this section we present an overview of the proposed approach to tackle the identified
challenges. This approach is organized around three main ideas:
1. The use of feature models to manage cloud environments’ variability.
Cardinality-based feature model extended with relative cardinalities (see Chapter 4)
and temporal constraints (see Chapter 5) are used to model the variability in the
configuration of cloud providers. Automated analysis of feature models is then used
to generate cloud environment configurations that comply with cloud providers
configuration rules.
2. The use of ontology reasoning for handling the heterogeneity across cloud providers.
A cloud ontology is used as a common vocabulary across multiple cloud providers.
Ontology reasoning is used to identify equivalence relationships between apparently
unrelated concepts.
3. The use of a DSML for modeling multi-cloud requirements.
The language supports definition of application services’ and multi-cloud require-
ments. Its abstract syntax is formally defined as a metamodel based on concepts




































Figure 6.2 Overview of the process for generating a multi-cloud environment
(re)configuration from requirements.
As discussed earlier in the introduction of this chapter, building an adaptive multi-cloud
environment requires to deal with a wide spectrum of concerns, ranging from low-level
issues such as the heterogeneity across management interfaces, to higher-level aspects
related to service-level agreements, quality of service and pricing. Nevertheless, this
work is focused on handling the heterogeneity and variability across cloud provider
offerings and thereby provide means to automatically generate a multi-cloud environment
configuration that supports application needs. Or to generate a reconfiguration plan, for
an already setup environment, that updates it to changing application needs.
Figure 6.2 illustrates the process employed by our approach to generate a multi-cloud
environment (re)configuration.
The input of this process is a description of Multi-Cloud Environment Requirements,
which is defined by application owners such as cloud application developers or IT staff; or
by an external system component that analyzes the context and defines new requirements
for the multi-cloud environment. These requirements are described using the proposed
multi-cloud environment requirements DSML (Section 6.3).
118 Automated Setup and Adaptation of Multi-Cloud Environments
On the other hand, multiple Cloud Providers’ Definitions, one for each provider, are
defined by cloud experts. A Cloud Provider Definition specifies the cloud services offered
by a cloud provider as well as its configuration variability. It is defined by means of
a feature model that models the variability and mappings from features to ontology
concepts that describe cloud services’ semantics (Section 6.4).
Given these inputs, the goal is to find a multi-cloud environment configuration that
meets the specified requirements. This process is guided by a search algorithm that looks
for a set of candidate providers that, together, support application needs. For a given set
of selected providers, it tries to map application needs to features defined in the selected
providers’ feature models. These selected features are then evaluated using automated
analysis of feature models to generate valid configurations for each selected provider. In
case of failure in any of these steps, the search algorithm will learn what caused the
failure and look for another selection of candidate cloud providers (Sections 6.5 and 6.6).
The output of this process is a multi-cloud environment, which is defined by a selection of
cloud providers and a corresponding feature model configuration for each of the selected
providers. When adapting an already setup environment, the current environment is also
taken into account and the output may also include a set of reconfiguration operations












Figure 6.3 Visual representation of an application running on a multi-cloud environment
A multi-cloud environment can be defined by a selection of cloud services from multiple
cloud providers that were setup to deploy and run an application. This vision is illustrated
in Figure 6.3, which depicts an example application composed of multiple application
services that consume cloud services from multiple providers. In the given example, the
frontend application service is deployed to clouds 1A and 2A that are maintained by
different cloud providers. A multi-cloud environment can also be regarded as a set of
coordinated cloud environments, where each environment is defined by the selection
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of cloud services from one specific provider. In the given example, we have a multi-
cloud environment that is composed by 3 cloud environments, where each environment
corresponds to one cloud provider.
An adaptive multi-cloud environment should be capable of reconfiguring itself to cope
with context changes. From the viewpoint of an adaptive multi-cloud environment,
the application is part of the context to which it must adapt. Hence, changes in
the application execution or requirements may lead to adaptations in the multi-cloud
environment. As mentioned in the previous section, examples of adaptations include the
provisioning of extra resources such as virtual machines or application containers when
more requests arrive, upgrading to a larger database plan as the system starts having
more users, migrating a service to another provider to cope with evolution in application
requirements, etc.
As already pointed out, the aim of this work is provide an approach for automatically
generating a configuration for a multi-cloud environment from a description of its
requirements. In an adaptive system, this contribution is expected to be integrated with
other components capable of monitoring and analyzing context changes to identify if
the environment needs to be changed and its new requirements for it. A description of
multi-cloud environment requirements is then used as an input to the planning process
from which we obtain a new multi-cloud environment configuration.
In the following sections, we describe in detail how this approach tackles the challenges
listed in Section 6.1.2
6.3 A Domain-Specific Modeling Language for
Multi-Cloud Environment Requirements
As discussed in Chapter 2, multiple clouds are used for different means and to achieve
different goals. Thus, a language for defining multi-cloud environment requirements
should be capable of representing requirements that capture the different intended usages
of multiple clouds. Besides this, multi-cloud environments are tailored to support the
needs of a particular application. Hence, this language should also support the definition
of the specific needs of each application service that compose the application. Additionally,
it should also be able to do this in a provider-independent way, based on concepts that
are not specific to any particular cloud provider.































Figure 6.4 Metamodel for multi-cloud environment requirements
To support these needs we designed a DSML that enables to describe the functionality
required by each application service as well as constraints on how these services can be
deployed across candidate providers. Figure 6.4 shows the metamodel that describes
the abstract syntax for the proposed language. The root element of the metamodel is
the Application metaclass, which represents application needs. Application needs are
defined in terms of its Services, CloudVariables and InstanceGroups.
Application services are represented by the Service metaclass, while their requirements
are defined as a ClassExpression. Application service requirements are intended to
describe the functionality an application service requires from a cloud. These can be
virtual machines, runtime environments, databases, software management tools, or any
other cloud service. Figure 6.5 depicts an example of requirements for a multi-cloud
environment inspired by the motivating example presented in Section 6.1.1. In this
example, the web frontend service requires a WebContainer with at least 2 GB of RAM.
This container should provide either the Java Development Kit version greater than 7, or
a Java Web Container that implements version 2.5 of the Servlet API.
The concepts of WebContainer, memory, software, JDK, JavaWebContainer, among others
used in the definition of application service requirements are part of the cloud ontology.
In the cloud ontology, a WebContainer represents an executing environment that can
be externally accessed using the HTTP protocol. If a required concept is not part
of the cloud ontology, it is also possible to define an application specific ontology
to include new concepts. For example, one could add a new ontology class called
HighPerformanceWebContainer and define it as equivalent to a WebContainer that has
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1 /* Service requirements */
2 service web_frontend {
3 requires WebContainer {
4 memory 2GB
5 software JDK { version >= 7 } or JavaWebContainer {




10 service recommendation {
11 requires VirtualMachine {
12 memory 4GB
13 operatingSystem Windows { version >= 7 }
14 }
15 }
16 service user_db {
17 requires PostgreSQL { version [>= 8.2, <9] }
18 }
19 /* Cloud variables */
20 cloud A { s e l f.provider <> B.provider }
21 cloud B { s e l f.location = WesternEurope }
22 /* Instance groups */
23 instanceGroup web_frontend {
24 global { numInstances 1..20 }
25 A { numInstances 2..19 options AutoScale }
26 B { numInstances 1..5 options AutoScale }
27 }
28 instanceGroup recommendation {
29 global { singleton }
30 }
31 instanceGroup user_db {
32 B { role MasterDB }
33 }
Figure 6.5 Example of multi-cloud environment requirements
more than 4 virtual CPUs. Once a new concept is added it can be used in the description
of requirements.
Application service requirements are represented as an instance of ClassExpression
which is part of the Ontology Metamodel (see Figure 6.6) and corresponds to an OWL 2
class expression. According to the OWL 2 specification, a class expression represents “a
set of individuals by formally specifying the conditions on the individuals’ properties;
individuals satisfying these conditions are said to be instances of the respective class
expressions” [194]. In our case, application service requirements are understood to
describe the class of cloud services that support the needs of this given application service.

























Figure 6.6 Ontology metamodel: ClassExpression class hierarchy
The use of ontological class expressions enables to define complex service requirements
by combining ontological classes, properties and individuals with logical operators.
While service requirements define the functionality required from the cloud, CloudVariables
are used to define conditions on the clouds where the services are to be deployed. This
allows to define constraints on characteristics of the cloud itself rather than its cloud
services. By using cloud variables and conditions one can describe requirements, such
as, that instances of an application service should be placed in clouds maintained by
different providers, or, that a given application service should be deployed to a cloud
located in a specific region. In the example of Figure 6.5, we have a condition that cloud
B should be located in WesternEurope and that cloud A and B are not clouds from the
same provider. Cloud variable conditions are also represented as a ClassExpression,
that defines the class of clouds that match these conditions.
Finally, InstanceGroups describe where to deploy application services and how they
should be instantiated. An instance group defines parameters for the deployment of an
application service at cloud and global Context. For instance, this construct enables to
specify the role, number of instances, horizontal scaling of application services. In our
example, the web frontend service is setup to run on both clouds A and B with different
auto scaling parameters. Meanwhile, the user db database should be located in cloud B;
and the recommendation service should have a singleton instance running in any cloud.
In essence, the proposed language enables developers to define for each application service,
the functionality it requires from a cloud in a way that is independent of the actual cloud
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services offered by cloud providers. Cloud variables and instance groups can be used to
define scalability and redundancy rules across providers or regions, as well as location
and colocation rules for application services. These constructs can be used to define
multi-cloud environment requirements to match the different intended use of multiple
clouds. Finally, the use of ontologies allows for defining complex requirements involving
logical operators and composition rules.
6.4 Mapping Requirements to Cloud Services
The proposed DSML enables to describe multi-cloud environment requirements by using
concepts from cloud computing that are independent from the actual cloud providers’
offerings. However, in order to build a multi-cloud environment, at some point we need
to find a set of providers and cloud services that support these requirements.
As pointed out in Section 6.1, one of the difficulties is to overcome the heterogeneity
across providers’ offerings that are often based on different concepts. In this approach
we propose to use ontologies to manage this heterogeneity. A cloud ontology, including
concepts from the cloud computing domain, is employed as a common vocabulary that is
used for the definition of both multi-cloud environment requirements and cloud providers’
offerings.
An ontology is usually conceived as a formal description of concepts and how they are
related among themselves. They are often used to represent knowledge about a particular
domain and are also viewed as a vocabulary or taxonomy of domain concepts [195, 196].
Ontologies are largely employed in the Semantic Web [197], for which many standards
and tools have been developed over the years. By using ontologies, we can leverage
developments on ontology reasoning to find equivalence and specialization relationships
between cloud concepts from different providers and application needs.
6.4.1 Cloud Provider Service Definition
As shown in Chapters 4 and 5, extended feature models can be used to model the
variability found in the configuration of cloud providers. The hierarchical decomposition of
features in the feature diagram tree, together with cardinalities and cross-tree constraints
define how features can be instantiated to obtain a valid cloud environment configuration.
However, feature models do not describe the semantics of their features. For instance, a















































C1: <Application> [1..1] (Free, Plan) → [1..1] (US, Location) & [1..1] (small, GearSize)
C2: <OpenShift> [1..1] (Free, Plan) → [0..3] (Gear, OpenShift)
C3: <OpenShift> [1..1] (Bronze, Plan) → [0..16] (Gear, OpenShift)
Figure 6.7 Excerpt from OpenShift cloud feature model
feature model can describe a constraint that choosing the Free plan implies using only
small size Gears located in the US (see Figure 6.7). However, a feature model cannot
define what is a “small sized Gear located in the US”.
For describing semantics of features we map feature modeling elements to concepts of the
cloud ontology. By combining a feature model that describes the variability in the cloud
provider configuration with a mapping to cloud computing concepts we can describe the
cloud services offered by a cloud provider and how they can be configured in order to
build a cloud environment.
In our approach, mapping a feature model to ontology concepts is done by means
of a domain-specific modeling language. Figure 6.8 depicts the metamodel for the
mapping language. The MappingModel is the root element and is directly associated
to a FeatureModel that describes the configuration variability of the cloud provi-
der. The MappingModel can include multiple instances of FeatureProvides meta-
class. The FeatureProvides element is used to establish an association between an

















































Figure 6.8 Metamodel for feature model to ontology mapping
AbstractFeature (i.e. Feature or FeatureGroup) and a MappingClassExpression.
This indicates that an instance of the AbstractFeature in the feature model represents
an ontology individual of the class defined by MappingClassExpression.
Figure 6.9 shows an example of mapping model for the OpenShift feature model shown
in Figure 6.7. In this example, we can see a mapping from feature Tomcat to ontology
class JBossEWS. This mapping states that an instance of feature Tomcat represents an
individual of the ontology class JBossEWS. The concepts referenced in the mapping are
also part of a cloud ontology that includes the main concepts of the cloud computing
domain.
The mapping of Tomcat feature is defined using the OntologyClassExpression metaclass,
which associates a feature directly to an ontology ClassExpression. However, the
relation between features and ontology concepts is not always a direct one-to-one mapping.
In many cases, related features determinate the properties of the ontology individual. For
instance, still in Figure 6.9, the Cartridge feature in OpenShift represents an executable
container that can be used to run a web application server or a database. In the cloud
ontology, executable containers are represented by the class AppContainer, which has a
set of properties such as CPU power, available RAM, disk size, the kind of software it
can run, in which cloud it is deployed, etc. The properties of a given instance of feature
Cartridge depend on how other related features are selected. Therefore, an instance of
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1 feature Tomcat provides JBossEWS {
2 version value 2.0
3 }
4 feature Cartridge provides AppContainer {
5 httpExternalAccess value select Web
6
7 memory value 512MB i f select small
8 vCPUs value 1 i f select small
9 memory value 512MB i f select small.highcpu
10 vCPUs value 2 i f select small.highcpu
11 memory value 1GB i f select medium
12 vCPUs value 2 i f select medium
13 memory value 4GB i f select large
14 vCPUs value 4 i f select large
15
16 deployedInCloud value AmazonUSEast1 i f select US
17 deployedInCloud value AmazonEUWest1 i f select EU
18
19 option value AutoScale i f select Scalable
20 option value AcrossAZs i f [2..*] Gear
21 maxNumInstances value Gear
22
23 software value from Tomcat
24 software value from Python
25 }
26 /* ... */
Figure 6.9 Mapping from feature model for OpenShift PaaS to cloud ontology
feature Cartridge will have 1GB of RAM if it is of medium size, it will provide a JBoss
Enterprise Web Server 2.0 as a servlet container if Tomcat feature is selected, and it will
be deployed to to Amazon US-East-1 cloud if the US feature is selected.
To express this kind of mapping, we can use subclasses of MappingClassExpression
that support definition of a class expression based on the selection of features. These
metaclasses are organized according to the interpreter pattern, mimicking the hierarchy of
ClassExpression metaclass in the Ontology Metamodel (see Figure 6.6). The mapping
for feature Cartridge in Figure 6.9 illustrates how such a mapping can be defined using
the concepts of the metamodel. For instance, the ConditionalClassExpression is used
through lines 7-14 to define the processing power and available RAM for a Cartridge
instance according to the selection of features small, small.highcpu, medium, large. The
ProvidedByValueClassExpression metaclass is used in line 21 to map the value of the
data property maxNumInstances to the number of instances of feature Gear. Meanwhile,
ProvidedByFeatureClassExpression is used in lines 23-24 to map an ontology property
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value to an individual provided by another feature. For example, a Cartridge will include
JBossEWS as software when feature Tomcat is selected.
Like for multi-cloud environment requirements, if there are concepts that are not available
in cloud ontology or that are provider specific, it is possible to define a provider-specific
ontology. For example, to simplify the definition of mappings, we can define an ontology
for OpenShift and include the concept of OpenShiftSmallAppContainer, which will be
defined as an AppContainer with 512MB of RAM and 1 virtual CPU. Once this concept
is introduced to the provider-specific ontology it an be directly used in the mapping
description.
Using the designed mapping language it is possible to define how feature instances in a
cardinality-based feature model can be mapped to concepts of the cloud ontology and
therefore their semantics. So, given the mapping in Figure 6.9, we can infer that a small
Cartridge located in US is actually an AppContainer, which is an executing environment,
with 512MB of RAM deployed to the Amazon US-East-1 cloud, which is located in North
Virginia, United States.
6.4.2 Mapping Service Requirements to Feature Selections
As explained in Section 6.3, application service requirements are defined as an ontological
class expression that defines the class of cloud services that support it. By matching
this class against mappings from feature models to ontology concepts we can obtain a
feature selection that specifies the combinations of feature instances that correspond to
an instance of the described class expression.
Figure 6.10b shows the class expression, using Manchester Syntax for OWL 2 [198], that
captures the application service requirements for the web frontend service in Figure 6.10a.
By reasoning over ontologies, together with cloud provider mappings we obtain feature
selection that provides an instance of this required class. Figure 6.10c shows the feature
selection that is obtained by mapping web frontend service requirements to features from
OpenShift provider.
In this example, the web frontend service requires a WebContainer, but feature Cartridge
in OpenShift provides an AppContainer (see Figure 6.9). However, by reasoning over
the ontologies we can find out that WebContainer is equivalent to an AppContainer for
which the data property httpExternalAccess is set to true. The mapping for feature
Cartridge defines that this property is set to true iff the feature Web is also selected.
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1 service web_frontend {
2 requires WebContainer {
3 memory 2GB
4 JavaWebContainer {




9 cloud B { s e l f.location = WesternEurope }
10 instanceGroup web_frontend {
11 B { numInstances 1..5 options AutoScale }
12 }
(a)
1 WebContainer that hasMemory some (DataAmount that hasUnit value MB and
hasValue some integer [>= 2048]) and hasSoftware some (
JavaWebContainer that providesAPIs some (JavaServlet that hasVersion
value 2.5)) and deployedInCloud some (Cloud that isLocatedIn some (
partOf value WesternEurope)) and options value AutoScale and
maxNumInstances some integer[>= 5]
(b)
1 Cartridge { large, Tomcat, EU, Scalable, 5 Gear }
(c)
Figure 6.10 Mapping from application service requirements to feature selections
Thus, an instance of feature Cartridge provides a WebContainer if its subfeature Web
is selected. Likewise, we can find that JBossEWS service provided by feature Tomcat
implements the Servlet API. When reasoning to find equivalences, both provider-specific
and requirements-specific ontology are used together with the cloud ontology.
The obtained result, shown in Figure 6.10c, states that an instance of feature Cartridge
is an individual of the class expression in Figure 6.10b if features large, Tomcat, EU,
Scalable are selected and there are 5 instances of feature Gear. By combining multiple
feature selections for different application services, we can build a partial configuration for
a cardinality-based feature model as shown in Section 4.3.4. These can then be used to
automatically generate a complete configuration that provides the functionality required
by a set of application services.
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Figure 6.11 Overview of the artifacts employed in the approach
In a summary, ontologies are used to bridge the gap between service requirements and
cloud providers. Figure 6.11 illustrates how the different artifacts employed in the
approach are integrated by means of ontology concepts. By using ontologies we can
describe requirements that are as complex as an ontology class description and reason
upon them to find which features from cloud providers may provide instances of these
classes. This enables to overcome the heterogeneity across providers, providing means to
identify which cloud providers support application services’ requirements; and which cloud
services, represented by means of a feature selection, provide the required functionality.
6.5 From Requirements to Configuration
of a Multi-Cloud Environment
The designed DSML allows to define multi-cloud environment requirements based on
concepts from the cloud ontology. Application service requirements can then be matched
against a cloud provider definition to obtain a feature selection that describes the set of
features from this cloud provider that support the requirements of this given application
service. However, to generate a complete configuration for a multi-cloud environment,
















































Figure 6.12 Multi-cloud configuration problem
we still have to select a set of cloud providers that support the multi-cloud environments
and generate a complete configuration for them.
The problem of generating a multi-cloud configuration that suits application needs can
be seen as an assignment problem subject to constraints. As illustrated in Figure 6.12,
an instance of this problem is described by multi-cloud environment requirements and a
set of available cloud providers. From requirements we have a set of application services,
which are assigned to cloud variables through a set of instance groups (see Section 6.3).
On the other side, we have a set of clouds maintained by different cloud providers. A
solution to an instance of this problem is an assignment from cloud variables to clouds.
A solution is valid, i.e. complies with the constraints, if the selected clouds, together,
support all the specified requirements.
Due to the number of providers, the search space for this problem can be very large,
making it difficult to find a solution in a reasonable time. Besides this, verifying the
suitability of a candidate solution is a complex and time consuming task that requires
reasoning on ontologies to convert application requirements to provider specific constructs
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and evaluating variability in feature models. These factors, when combined, may make
this problem intractable. To handle this complexity, verification of a candidate solution
is conducted in a step-wise fashion, in which less expensive constraints are evaluated first
to eliminate invalid solutions in a faster way and thus reduce the search space. We start
with a set of constraints obtained from cloud conditions (see Section 6.3) and increase
our constraint base as verification of assignments fail. Doing so, we avoid performing
expensive validations beforehand and gradually reduce the search space as new constraints
are learned.
Verification of a candidate solution is done in three steps: 1) validating that assigned
providers comply with cloud conditions; 2) checking that application service requirements
can be mapped to a set of features in the assigned provider; 3) verifying that there
is a valid configuration where all services assigned to a provider can be deployed and
generating a complete configuration. During the search process, these steps are performed
for each candidate solution to verify if it supports application needs. These steps are
described below.
Validating cloud conditions
Cloud conditions are those described in application requirements as part of the cloud
variables description (see Section 6.3). In Figure 6.10a, cloud variable B has as a
condition that it should be assigned to a cloud located in WesternEurope. Evaluating
these conditions is relatively simple and consists in checking if each assigned cloud variable
complies with its condition. However, this may still require some semantic reasoning to
identify, for example, that a cloud located in France meets the criteria of being located
in WesternEurope.
Mapping application service requirements to provider features
After verifying that the assigned providers comply with cloud conditions we still need
to check if each selected provider supports all functionality required by the application
services assigned to it. To do so, we use the method described in Section 6.4.2 to verify,
for each application service, if its requirements can be mapped to a feature selection. If
the mapping cannot be found, it means that the assigned provider does not support the
application service being mapped. This information is added to the constraint base to
further reduce the search space and a new candidate solution is selected to be evaluated.
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Generating a complete configuration
After mapping service requirements to a selection of features, we know that the assigned
providers support the application services assigned to them. However, as there may be
limits in the resources offered by a provider, conflicting features, or other constraints in
cloud offerings, we still need to check if all services assigned to a provider can be deployed
together and to generate a configuration for each selected provider. This process is done
by evaluating the cloud providers’ feature models against the feature selections obtained
in the previous step.
This is a complex and time consuming task, which involves translating the feature model
together with feature selections into a constraint program, and solving it to find a valid
configuration that matches the requirements. This process is explained in detail in
Section 4.3.4. If a valid configuration is found for all selected cloud providers, it is a valid
solution to the problem. The output of this process is an assignment from cloud variables
to clouds, and a set of feature model configurations, one for each selected provider. In
case of failure, one of the selected providers does not supports the deployment of all the
assigned services together and new candidate solution should be tried. Information about
the cloud provider for which the feature model analysis failed is added to the constraint
base.
These validation steps are executed for evaluating the validity of a candidate solution,
which is represented by an assignment from clouds variables to clouds. The query for a
valid solution is encoded as a constraint program. In this encoding, each cloud variable
defined in the requirements is represented as an enumerated variable, for which the
domain is defined by the set of available cloud providers. Besides this, custom constraint
propagators are used to implement the verification steps described above. A solution
to this constraint problem corresponds to a valid selection of cloud providers and the
generated configurations can be obtained from the results of the last verification step.
By applying this process to multi-cloud environment requirements we can obtain a
selection of cloud providers and a set of configurations for their respective feature models.
Decomposition of the verification of candidate solutions is employed to avoid executing
more expensive calculations when not needed and enable reuse intermediate results.
Once a configuration is obtained it can be used to guide the generation of configuration
artifacts such as configuration scripts and files, API calls, etc to set up a multi-cloud
environment.
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6.6 Adaptation of Multi-Cloud Environments
In the preceding section, we described how to obtain a configuration for a multi-cloud
environment from its requirements specification. However, as application context and
requirements changes over the time the multi-cloud environment may need to adapt
accordingly, in order to support new application needs. As explained in the introduction
of this chapter and in Section 6.2, these changes will lead to new multi-cloud environment
requirements. From these new multi-cloud environment requirements, we are interested
in finding a new configuration that supports them; and the reconfiguration mechanisms
available to transition the running environment from the current configuration to this
new configuration.
Changes in multi-cloud environment requirements can lead to three different adaptation
scenarios.
• No reconfiguration is needed when the new multi-cloud environments are already
met by the current configuration. For instance, the initial requirements for web
frontend service (see Figure 6.5) specify that it requires an executing container
with at least 2GB of RAM. If this service was initially deployed to the OpenShift
provider, it would be using a large container that provides 4GB of RAM (see
Figures 6.7 and 6.9). Hence, if this application service requirements were later
updated to need up to 4GB of RAM, no reconfiguration would be needed.
• When the new requirements are supported by the current selection of cloud providers
but using different cloud services, a provider reconfiguration is required. For
example, if the web frontend service were initially deployed to OpenShift provider,
it would be using the Tomcat feature (see Figures 6.5 and 6.9). If the new service
requirements request support for a different application server, such as NodeJS,
then the configuration would need to be updated to select NodeJS as Cartridge
type (see Figures 6.7 and 6.9). This scenario occurs, when new requirements for an
application service are mapped to a feature selection that is not supported by the
current configuration. In this case, cloud provider reconfiguration constraints and
operations must be evaluated in order to generate a new configuration.
• Finally, there are cases in which new requirements for one or more application
services are not supported by the currently selected cloud providers. In this case, we
need to find a new selection of cloud providers that support the new requirements,
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1 MigrationService that supportsInput some (ResourceType that isExportedBy
value user_db) and supportsOutput some (ResourceType that isImportedBy
value X_user_db)
Figure 6.13 Migration operation query
and verify if it is possible to migrate these application services across different
providers.
To obtain a reconfiguration plan from new multi-cloud environment requirements we
use the same approach for the initial setup of the multi-cloud environment described in
Section 6.5 with two minor changes. The first is the inclusion of an extra verification
step to identify the migration operations required to move application services between
providers used in the source and target configuration. The second modification is on
the step responsible for the verification of variability and generation of a complete
configuration, which is updated to use the approach described in Chapter 5.
Verification of migration operations
The goal of this step is to verify the availability of migration services capable of migrating
the application services that need to be migrated between the providers. As other cloud
services, migration services are defined as part of the cloud offer in the cloud or provider
ontologies. For verifying the migration operations, we also rely on ontology reasoning
to find a migration service that supports an input in the format of the currently used
provider and output in the format of the newly selected provider. For instance, if we
consider the case of migrating a PostgreSQL database service in Heroku to MySQL database
located in a cloud maintained by Amazon we could use the AWS Database Migration
Service to perform the migration in an automated way. This service supports migrating
data stored in the most popular relational database management systems to a database
in Amazon servers.
Figure 6.13 illustrates how such an example is encoded as an ontology class expression.
By querying for individuals of this described class expression we obtain the available
migration services that support migrating the user database.
In this example, user_db and X_user_db represent respectively the database service
currently used and the database service to which the data must be migrated. These
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correspond to the ontology concepts created when mapping application from service
requirements to feature selections (see Section 6.4.2) and their classes match those classes
obtained from service requirements. Hence, if the user database service is currently
deployed to OpenShift using the cloud service provided by feature PostgreSQL, then
user_db is an individual of the class defined in the mapping model for OpenShift cloud
provider.
As discussed in Section 6.4, a cloud service is defined as an ontology class. Each cloud
service is expect to include as part of its definition how application data can be imported
or exported from it. For instance, in database services it is a common practice to always
have at least one way for exporting and importing a backup or dump of the database, but
additionally, cloud providers may offer means for migrating data using a direct connection
or using multi-master or master-slave synchronization schemas. Likewise, for application
services we to find different ways of packaging software according to the programming
language or platform ecosystem. Cloud providers will often support at least one way of
deploying an application service from a deployable artifact. In the case of specific needs
of an application or if the application owner is ready to provide additional means for
migrating their application services across different providers it can do this by adding
new MigrationServices to the application-specific ontology.
By adding this verification step to the constraint problem, we filter out candidate solutions
for which there are no known migration services for migrating the services that need to be
migrated to this new configuration. A valid solution will be defined by a new assignment
from cloud variables to clouds and a set of migration operations that should be applied
to migrate services that are assigned to different providers in the new configuration. The
process of generating a reconfiguration plan is an extension of the process for generating
an initial configuration, described in Section 6.5.
6.7 Discussion
The approach proposed in this chapter enables obtaining a configuration or a recon-
figuration plan to setup or adapt a multi-cloud environment from a description of its
requirements. In particular, it is focused on handling the variability in the configuration
of cloud providers and the heterogeneity across their service offerings.
When building an adaptive multi-cloud system, our approach is expected to be integrated
with other components capable of monitoring and analyzing context changes to identify
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new requirements, which will then be used to generate a new reconfiguration plan.
Likewise, it does not handle the enacting of the generated reconfiguration plans into
the running environment, which includes the generation of configuration files, scripts,
API calls, etc. If we compare it to the autonomic computing model [69], the approach
presented in this chapter would fit into the plan function of the MAPE-K control loop.
Another point that is important to highlight is that the aim of this approach is to
support the construction of a multi-cloud environment based on the service offerings from
multiple providers. Hence, it does not provide new services or functionality on the top of
what is offered by different providers, but it rather aggregates available cloud services
from different providers on a per-case basis, according to the needs of the application at
hand. For instance, this approach does not directly provide any support for elasticity
or autoscaling of application services within or across cloud providers, but rather maps
these requirements to cloud services offering these capabilities.
As we mentioned earlier, one of the motivations for consuming resources from multiple
clouds is to optimize the performance, availability or costs of a system by selecting
services that are best suited for the application. However, the proposed approach does
not explicitly provide means for generating optimized configurations. As described in
Sections 6.5 and 6.6, during the generation of a configuration or reconfiguration plan
only the compliance to requirements and cloud provider offerings is verified.
6.8 Summary
In this chapter, we presented an approach to automate the setup and adaptation of multi-
cloud environments. This approach generates a configuration or reconfiguration plan
for a multi-cloud environment from a provider-agnostic description of its requirements.
Multi-cloud environment requirements are described in terms of concepts from the
cloud ontology using a domain-specific modeling language. Meanwhile, cloud providers’
service offers are described by means of feature models, which capture their configuration
variability, and mappings from feature modeling elements to cloud computing concepts.
Semantic reasoning is employed to map the provider-agnostic requirements to provider-
specific features across different cloud providers. The use of the previously developed
methods for managing variability in cloud environments (see Chapters 4 and 5) ensure
the generation of correct configurations, which comply with providers’ configuration
rules.
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During the initial setup of a multi-cloud environment the approach finds a selection of
cloud providers that support the described requirements and generates configurations
by employing automated analysis of feature models. When requirements change, the
approach verifies if some services need to be migrated across different providers and
verifies which reconfiguration and migration operations need to be executed.
The presented approach generates a configuration or reconfiguration plan from a descrip-
tion of application needs, thus providing an answer to RQ3 outlined in Section 1.2.
This chapter concludes the contributions of this thesis. In Chapters 4 and 5 we presented
contributions to improve variability management of cloud environments by means of
relative cardinalities and temporal constraints. In Chapter 6, we demonstrated how
these contributions were integrated into an approach for automating the generation
of multi-cloud environment configurations from a description of requirements. In the







This chapter presents more details of the tool support developed for the approach
described in Chapter 6. This includes information on the artifacts and activities involved
in the generation of multi-cloud environment configurations, as well as design choices,
algorithms and tools employed in its implementation. In addition, we report on the
results of an experimental evaluation conducted to assess the feasibility and performance
of the approach. These experiments aim to identify the impact of the variability modeling
extensions introduced in Chapters 4 and 5 on the automated analysis of feature models,
and how the approach presented in Chapter 6 performs on a realistic scenario based on a
case study application. Further information about the developed tools and data from
the experimental evaluation is available in the project web page1.
This chapter is organized as follows: Section 7.1 describes implementation details of the
tool support developed for the proposed approach. Section 7.2 reports on the protocol
and results of experiments conducted to evaluate the approach. In Section 7.3, we discuss
the advantages and limitations of the approach. Sections 7.4 provides a summary of this
chapter.
7.1 Implementation details
In order to evaluate the proposed approach, we developed tool support for modeling
requirements and feature models, as well as for automatically generating configurations.




As discussed in Chapter 6, multi-cloud environment requirements and cloud providers
offerings are defined using domain-specific modeling languages. The abstract syntax
of these modeling languages is defined by means of metamodels, which were presented
in Chapters 4, 5 and 6. The language processing implementation is based on the
xText [165] framework together with the Eclipse Modeling Framework [166]. Together,
these frameworks enable to automatically generate a platform for editing and parsing
the artifacts employed in the approach.
Ontologies, which are also employed in the approach, can be described using the standard
OWL 2 Web Ontology Language [199], for which many modeling and reasoning tools are
available. The ontology metamodel provided by the TwoUse project [200, 201] is used
to integrate it into the Eclipse Modeling Framework, enabling ontology concepts to be
directly referenced from other artifacts.
7.1.2 Reasoning
As explained in Chapter 6, the goal of the approach proposed in this thesis is to generate
a configuration or reconfiguration plan for a multi-cloud environment, from a description
of its requirements. This process requires two main inputs: (i) a set of cloud providers’
definitions, which describe the cloud services offered by the cloud provider and how they
can be configured; and (ii) a description of multi-cloud environment requirements.
Figure 7.1, depicts the some of the implementation classes of the reasoning mechanism.
The classes in the right box are related to the definition of cloud providers, while the
top left box contains the classes that represent multi-cloud environment requirements.
The classes in the bottom left box represent a multi-cloud environment configuration,
obtained as a result of the reasoning process.
As shown in Section 6.4, a cloud provider is defined by a feature model and mappings
from feature model elements to cloud concepts defined in the cloud ontology. Optionally
it is also possible to define a provider-specific ontology that establishes the relationship
between provider-specific and general cloud computing concepts.
When a cloud provider is initially loaded, feature model cardinalities are evaluated to
verify their consistency and infer additional cardinalities that will be required later for
generating a complete configuration (see Section 4.2.2). Likewise, temporal constraints

























































Figure 7.1 Main classes in the reasoner implementation
included in the feature model are translated into a symbolic representation that will be
employed during the reconfiguration of a cloud environment (see Section 5.3.2). From
this process we obtain a World instance, which is loaded with a set of cloud providers.
On the other hand, requirements for a multi-cloud environment (represented by the
GlobalRequirements class), define a set of cloud variables and deployable services.
The CloudVariable class maps directly to the cloud variables defined in multi-cloud
requirements, while a deployable service represents an application service at an specific
context (see Section 6.1.2). For instance, if an application service was assigned to two
different cloud variables in the requirements description, two different deployable services
will be created for this single application service.
Once multi-cloud environment requirements are input into the reasoning mechanism,
cloud variables defined as part of the requirements, together with their conditions are
translated into a constraint programming problem. In this problem, each cloud variable
is encoded as an enumerated variable whose domain is the set of available clouds offered
by the cloud providers loaded into the World instance. Cloud conditions are encoded as
custom constraint propagators.
By solving satisfaction over this problem, we can iterate over a set of assignments from
cloud variables to clouds that conform to the cloud conditions defined in the requirements.
Each cloud variables assignment corresponds to a candidate selection of cloud providers.
Given this assignment, the reasoner will group deployable services by the assigned cloud
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1 World world = World . createWorldFromDir (new F i l e ( " / f r / i n r i a / s p i r a l s / world / " ) ) ;
2 CloudProvider providerX = XtextLoader .INSTANCE. loadCloudProvider (new F i l e ( " / f r / i n r i a /
s p i r a l s / ProviderX . setup " ) )
3 world . addCloudProvider ( providerX ) ;
4
5 GlobalRequirements requ i rements = XtextLoader .INSTANCE. loadRequirements ( world , new F i l e
( " / f r / i n r i a / s p i r a l s / requ i rements /MultiCloudExample . c o n f i g " ) ) ;
6 Globa lSo lut ion i n i t a l C o n f i g = world . v a l i d S o l u t i o n s ( requ i rements ) . next ( ) ;
7 for ( Prov ide rSo lu t i on p r o v i d e r S o l u t i o n : i n t i a l C o n f i g . g e t P r o v i d e r s S o l u t i o n s ( ) ) {
8 System . out . p r i n t l n ( p r o v i d e r S o l u t i o n . getFeatureModelConf igurat ion ( ) . pr intTree ( ) ) ;
9 for ( S e r v i c e S o l u t i o n s e r v i c e S o l u t i o n : p r o v i d e r S o l u t i o n . g e t S e r v i c e s S o l u t i o n s ( ) ) {
10 System . out . p r i n t l n ( s e r v i c e S o l u t i o n . getFeatureInstancePath ( ) ) ;




15 GlobalRequirements newRequirements = XtextLoader .INSTANCE. loadRequirements ( world ,
ge tC la s s ( ) . getResource ( " / f r / i n r i a / s p i r a l s / requ i rements /MultiCloudExample . v2 . c o n f i g "
) ) ;
16 Globa lSo lut ion r e c o n f i g = world . v a l i d S o l u t i o n s ( newRequirements , i n i t i a l C o n f i g ) . next ( ) ;
17 System . out . p r i n t l n ( r e c o n f i g . ge tMigrat ions ( ) ) ;
18 for ( Prov ide rSo lu t i on p r o v i d e r S o l u t i o n : r e c o n f i g . g e t P r o v i d e r s S o l u t i o n s ( ) ) {
19 System . out . p r i n t l n ( p r o v i d e r S o l u t i o n . ge tRecon f i gura t i onOperat i ons ( ) ) ;
20 }
Figure 7.2 Example of utilization of the reasoner API.
provider and generate a provider deployment for each selected cloud provider. For each
provider deployment, the reasoner maps application services’ requirements to feature
selections and analyze their corresponding feature models to obtain a provider solution.
This process is illustrated in Figure 6.2, in Section 6.2.
A provider solution includes a feature model configuration and may include a set of
reconfiguration operations in the case of an adaptation. Also, in the case of an adaptation,
if the new cloud variables assignment is different from the previous one, some application
services may need to be migrated across cloud providers. The migration operations are
represented as part of the global solution, which gathers together a provider solution for
each selected cloud provider.
Figure 7.2, illustrates the use of the API provided for using the approach reasoning
mechanism. In the first line, we create a new instance of the reasoning mechanism by
automatically loading a set of providers from a directory. Lines 2-3, illustrate how a
new cloud provider definition can be loaded from a file. The XTextLoader class provides
means for loading cloud providers’ definitions and multi-cloud environment requirements
defined using their respective DSMLs. A cloud provider is defined by two artifacts: a
feature model and a set of mappings. In this example, the mappings are defined in the
file ProviderX.setup, this file itself contains a reference to the feature model, which
is defined in a file named ProviderX.fm. Lines 5-13, demonstrate how to generate a
configuration from requirements. In addition, it also prints out the obtained feature
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1 public class World {
2 public stat ic World createEmptyWorld ( ) ;
3 public stat ic World createWorldFromDir ( F i l e f i l e ) ;
4
5 public boolean addCloudProvider ( CloudProvider c loudProv ider ) ;
6
7 public I t e r a t o r <Globa lSo lut ion > v a l i d S o l u t i o n s ( GlobalRequirements requ i rements ) ;
8 public I t e r a t o r <Globa lSo lut ion > v a l i d S o l u t i o n s ( GlobalRequirements requirements ,
Globa lSo lut ion p r e v i o u s S o l u t i o n ) ;
9
10 public I t e r a t o r <GlobalDeployment> val idDeployments ( GlobalRequirements requ i rements ) ;
11 public I t e r a t o r <GlobalDeployment> val idDeployments ( GlobalRequirements requirements ,
Globa lSo lut ion p r e v i o u s S o l u t i o n ) ;
12
13 public I t e r a t o r <CloudVariablesAssignment> val idAss ignments ( GlobalRequirements
requ i rements ) ;
14 public I t e r a t o r <CloudVariablesAssignment> val idAss ignments ( GlobalRequirements
requirements , Globa lSo lut ion p r e v i o u s S o l u t i o n ) ;
15
16 public Globa lSo lut ion s o l v e ( GlobalDeployment deployment , Val idat ingContext context ) ;
17 public Globa lSo lut ion s o l v e ( GlobalDeployment deployment , Val idat ingContext context ,
Globa lSo lut ion p r e v i o u s S o l u t i o n ) ;
18
19 public Globa lSo lut ion p r o c e s s ( GlobalRequirements requirements ,
CloudVariablesAssignment assignment , Val idat ingContext context ) ;
20 public Globa lSo lut ion p r o c e s s ( GlobalRequirements requirements ,
CloudVariablesAssignment assignment , Val idat ingContext context , Globa lSo lut ion
p r e v i o u s S o l u t i o n ) ;
21 }
Figure 7.3 Interface of the World class.
model configuration, and for each application service the feature instance providing the
functionality required by it and the ontology concept that is provided by this given
feature instance. Finally, lines 15-20, show how to obtain a reconfiguration from new
requirements and a previous configuration.
Figure 7.3, illustrates the main methods of the World class. In addition to the method
validSolutions(GlobalRequirements), used for obtaining a global solution, it also
provides methods for obtaining partial results and processing individual candidate
solutions.
Other information
The reasoning mechanism was developed mostly in Groovy programming language
(21,028 LOC), with some parts in Java (7,266 LOC). All processing that requires ontology
reasoning employs the Hermit reasoner [202]. Likewise, for solving constraint problems it
employs the Choco solver [168].
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7.2 Experiments and Evaluation
This section reports on a set of experiments conducted to evaluate the contributions of
this thesis. These experiments were conducted using the tools presented in the preceding
section. The goal of these experiments is to evaluate the feasibility of the approach
proposed in Chapter 6 for generating multi-cloud environment configurations and their
underlying contributions on variability modeling with feature models extended with
relative cardinalities (see Chapter 4) and temporal constraints (see Chapter 5).
The experiments are organized into two categories. The experiments in the first category
were conducted with the goal of assessing the impact of relative cardinalities and temporal
constraints on the automated analysis of feature models. As these modeling constructs
improve the expressive power of feature models, they require additional processing, which
may incur performance penalties. The goal of this evaluation is to understand the impact
on the automated analysis of feature models.
The second category of experiments is aimed at evaluating the usefulness of the approach
for automating the generation of configuration and reconfiguration plans in multi-cloud
environments. Their goal is to assess how the approach performs in a realistic scenario
based on a case study application.
In the remainder of this section we describe in detail the protocol and the results
obtained for each of the conducted experiments. Sections 7.2.1 and 7.2.2 report on the
experimentation of extended feature modeling constructs. In Section 7.2.3, we report on
the experimentation of the proposed approach for automating the setup and adaptation
of multi-cloud environments. All experiments were run on a late 2013 MacBook Pro
Laptop with a 2 GHz Intel Core i7-4750HQ processor and 8GB of DDR3 RAM.
7.2.1 Feature Models with Relative Cardinalities
The experiments described in this section were conducted to assess the impact of the
introduction of relative cardinalities to the automated analysis of feature models. We
evaluate this impact in the execution of two analysis operations: (i) generation of a
complete configuration from a partial one, also known as auto-completion, and (ii)
the verification of compliance of a configuration to a feature model. Besides this, we
also evaluate the performance of verifying the consistency between multiple relative
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cardinalities. These operations and their implementation are described in detail in
Section 4.3.
To execute the experiments, we randomly generated feature models of different sizes
(50, 100, 250, 500, 1000, 2500 features). Feature models were generated to be similar to
those found in cloud environments and are based on our experience on modeling cloud
environments as feature models. In feature models for cloud environments, feature
cardinalities are concentrated in the higher levels of the feature diagram hierarchy, while
features further down the hierarchy often represent optional or alternative feature groups.
Therefore, we defined that features in the first three levels of the hierarchy had a 50%
probability of having a local cardinality, while in lower levels this chance would be of 1%.
For the features chosen to have cardinalities, a random cardinality range was generated
with the maximum upper bound of 10 instances.
Later, for each generated feature model, we randomly selected half of the features for
which local cardinalities were defined and added extra relative cardinalities to them. For
each feature model size, 50 different models were generated and had relative cardinalities
added. From this process, we obtained two sets of feature models: one set of random
feature models with local cardinalities, and another set of the same models augmented
with relative cardinalities.
As described in Section 4.3.4, in order to verify a partial configuration and generate a
complete configuration for a feature model, the first step is to translate the feature model
into a constraint satisfaction problem. As relative cardinalities add extra variables and
constraints, they have an impact on the time required for this translation. For the first
experiment, we measured, for both sets of feature models, the time to fully translate a
model to a constraint satisfaction problem and solve it. Figures 7.4 and 7.5 show, in a
logarithmic scale, the distribution of execution times by the number of features for both
sets of feature models.
As we can see from the chart, translating a feature model with relative cardinalities
introduces very little overhead into processing, which in the conducted experiments was
on average of 2.3%. In the longest running case found in our experiments, it took around
171s to translate a feature model with 2500 features that can generate configurations with
up to 91,845 feature instances with relative cardinalities, compared to 166s to translate
it without relative cardinalities.
This result is expected as the number of constraints and variables introduced into the
















Figure 7.4 Distribution of time to translate a feature model to a CP problem.
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Figure 7.5 Distribution of time to solve the generated CP problem.
compared to the variables and constraints necessary for representing group and feature
cardinalities. As illustrated in Figure 7.6, the underlying constraint program size (defined
by the number of generated variables and constraints) is virtually the same for feature
models with and without relative cardinalities. A relative cardinality will introduce
about the same number of variables and constraints of a local cardinality. However,
in the generated examples, the number of generated relative cardinalities is very small
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Figure 7.6 Distribution of the underlying constraint program size.
From the results we can also see that the time for translating different feature models
with the same number of features can vary greatly. This is because we are dealing with
clone-enabled feature models, in which each feature may be instantiable many times, each
one with a different decomposition of subfeatures. Hence, according to how the hierarchy
was generated and the position in which feature cardinalities were added, the number
of possible feature instances can vary greatly and therefore the size of the generated
constraint problem varies with it.
For the next experiment, we evaluate the time to check if a configuration conforms
to a feature model. Using the translations obtained in the previous experiment we
generate valid configurations for feature models in both sets and check their compliance
to their respective feature model. Figure 7.7 shows the time distribution for checking a
configuration for feature models with local and relative cardinalities. This time includes
the translation of the configuration, together with the conversion of feature model
constraints to a constraint satisfaction problem, and the resolution of the problem (see
Section 4.3.3). From the graph we can see that introducing relative cardinalities did not
affect the time to validate a configuration.
For the final experiment, we measured the time to verify the consistency between
















Figure 7.7 Distribution of time to verify the compliance of a configuration to a feature
model
the time to translate the consistency conditions described in Section 4.2.2 into a constraint
problem and to solve it. This experiment was run only for the set of feature models
with relative cardinalities because feature models with only local cardinalities do not
require evaluation of relative cardinalities consistency. The average measured time, by
the number of features in the model, is shown in Table 7.1.
Table 7.1 Average time for consistency checking and cardinality inference for feature












From the results, we can see that this operation can take substantial time (more than 1
minute on average) for big feature models (with 2500 features). As for other operations,
analysis of relative cardinalities consistency depends on the feature model hierarchy.
Hence, feature models with higher depth will require more processing time as the
cardinality consistency conditions (see Section 4.2.2) are transitive on the parent-children
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relationship between features. This operation only needs to be performed during domain
design and initial feature model processing. The obtained inferred cardinalities can then
be saved and reused during the translation of feature models to a constraint satisfaction
problem.
The results obtained indicate that the performance overhead introduced by relative
cardinalities is minimal. The number of introduced constraints and variables in the
underlying constraint program is about the same required for local feature cardinalities.
In addition, most feature models for cloud providers require relative cardinalities in only
a relatively small set of features, which further reduces the impact of this extension in
this domain. Meanwhile, consistency of relative cardinalities in big and deep feature
models can be a threat to the approach, specially in an interactive feature modeling
scenario. Still, for the generation or validation of feature model configurations this process
only needs to be executed once for verifying the consistency of relative cardinalities and
inferring unspecified cardinalities.
7.2.2 Feature Models with Temporal Constraints
Like for relative cardinalities, the experiments described in this section were conducted
with the goal of assessing the impact of the introduction of temporal constraints on the
analysis of feature models. For this, we evaluate how temporal cardinalities impact the
reconfiguration operation (see Sections 5.3.1 and 5.4.2). The reconfiguration operation
is executed over an existing feature model configuration and a new set of requirements,
which are defined as a partial configuration (see Section 5.3.1), to generate a new complete
configuration that is reachable from the current one.
For executing this experiment, we generated 50 different feature models with a structure
similar to the ones found in cloud providers. For each feature model, we added features
that represent elements commonly found in cloud providers such as application projects,
frameworks, computing nodes, available regions and additional services such as databases,
message queues, caches, management tools, etc. Later, we augmented these feature
model with temporal constraints that associate reconfiguration operations to changes in
the configuration of these elements. Examples of such changes include the data center
region, computing node size or type, and configuration plan for additional services.
Figure 7.8 depicts an overview of the template used for generating these feature models.
For alternative feature groups and features with cardinalities we generated a random
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<Service> C(Size) <-> RestartService(Service)
<Service> (!Web & X Web) <-> RestartService(Service)
<Project> C(Framework) <-> RedeployProject(Project)
<Project> C(Location) <-> MigrateProject(Project)
<AdditionalServicei> C(AdditionalServicei) <-> ChangeServicePlani(AdditionalServicei)
Figure 7.8 Template for generated feature models
generated feature model, the feature Framework will have between 2 and 5 different
options. Likewise, the cardinality for Service feature will have an upper bound between
5 and 10. Besides this, between 50 and 100 additional services, each one with something
between 3 to 8 different configurations are also included. Later, we create a copy of these
feature models to which we add the reconfiguration constraints shown in Figure 7.8. For
each additional service feature (e.g. AdditionalServicei), we also generate a temporal
constraint that associates a configuration change to a reconfiguration operation. By
applying these rules, we obtain two sets of feature models, with and without temporal
constraints.
In this experiment, we execute the reconfiguration operation for feature models in both
groups. For each feature model, we generate an initial configuration and a new partial
configuration that can be reachable from the initial one. Then, we measure the time
required for analyzing the feature model and generating a new complete configuration.
As in the case of previous feature model analysis operations, this also requires translating
the feature model into a constraint satisfaction problem and solving it.
Figure 7.9 depicts the time required to translate the generated feature models to a
constraint satisfaction problem. As we can see from the values, temporal constraints
introduce a substantial overhead on the translation time, which was on average around
2.7 times the time required for translating the corresponding feature model without
temporal constraints.


















Figure 7.9 Time for translating feature models to constraint programming
This overhead is directly related to the number of constraints and variables that are
added to underlying constraint program in order to represent the underlying transition
system defined by temporal constraints. Unlike relative cardinalities that introduce
only a limited number of additional constraints and variables, temporal constraints may
require a much higher number of elements for two main reasons. First the temporal
constraints defined using the change operator (e.g. C(Location)) expand to a larger
expression combining all feature group variants. In addition, as we are working with
clone-enabled feature models, these extra constraints and variables are generated for each
instance of the context feature. These aspects were discussed in detail in Section 5.4.1.
As feature instances are considered, the size of the generated underlying constraint
program is directly linked the number of feature instances that can be included in a
feature model configuration and the existence of temporal constraints involving these
features. Figure 7.10 depicts the relation between the number of feature instances the
size of the obtained constraint program for the generated feature models. We can see
that for both groups of feature models, the generated constraint program increases
linearly with the potential number of instances that can be included in a feature model
configuration. However, feature models with temporal constraints will lead to bigger
problems, according to the complexity of constraints and the cardinality of the features
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without temporal constraints
with temporal constraints
Figure 7.10 Constraint program size
Figures 7.11 and 7.12 depict the time required to translate the generated feature models
to constraint programing and solve satisfiability over it according to the CP problem
size. We can see that both translation and solving times increase linearly according to
the size of the problem. However, the size of problems generated from feature models


















Figure 7.11 Time for translating feature models to CP



















Figure 7.12 Time for finding a reconfiguration by solving the constraint problem
In the conducted experiments, introduction of temporal constraints led to an average
increase of about 2.9 times the time required for executing the reconfiguration operation,
which includes translating the feature model into constraint programming and solving
it. The introduced overhead increases according to the cardinality of features to which
temporal constraints are applied and the complexity of the temporal constraints. Hence,
the performance and feasibility of their use will depend on the characteristics of the feature
model. In the remainder of this section, we evaluate how these introduced variability
modeling constructs perform in a more realistic scenario from cloud computing.
7.2.3 Setup and Adaptation of a Multi-Cloud Environment
The previous experiments were conducted to evaluate the impact of introduced variability
modeling constructs on the automated analysis of feature models. Here, we present the
experiments conducted to evaluate how the proposed approach for setup and adaptation
of multi-cloud environments behaves in a more realistic scenario, based on a microservices
application.
Case Study Application
The application employed in our case study is the Socks Shop microservices demo [203]. It
is an open source demo application designed to demonstrate the development of scalable
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Figure 7.13 Architecture of the Socks Shop microservices demo application [204]
microservices-based applications integrating multiple technologies. Figure 7.13 illustrates
its main application services. The Socks Shop is an example of e-commerce application,
which includes services for managing product catalog, orders, payment, users, etc. These
application services are implemented in different languages and therefore require different
functionality from cloud providers.
Based on these application services’ needs we defined the requirements for a multi-cloud
environments using the DSML proposed in Section 6.3. Besides the application service
requirements, we also included the following multi-cloud requirements.
• European users’ data should be stored in data center located in western Europe;
• Both the front-end and catalogue services should be simultaneously deployed to
two different clouds maintained by different providers. The same clouds should be
used for both services as they communicate very frequently.
By combining these requirements, we obtained a multi-cloud environment requirements
description that includes 12 services, with 3 cloud variables and 14 instance groups.
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Cloud Providers
For this experiment, we are interested in assessing the time required by the approach to
generate an initial setup from multi-cloud requirements. For this, we generate random
cloud providers offerings descriptions and measure the time required for obtaining a
proper multi-cloud environment configuration. To generate a cloud provider definition,
we need to define the configuration variability by means of a feature model and the
services’ offerings through a mapping model, as described in Section 6.4.
For generating the feature models, we employ a template similar to the one employed
in Section 7.2.2. In addition to it, we also add relative cardinalities to key features,
representing computing nodes and services and allow for the hierarchy of the feature
model to assume different structures, in which key features representing user plans, node
size, frameworks, among others are associated to different contexts such as global, project,
service or can be absent. This is done as an effort to generate a set of feature models that
resemble actual cloud providers, which are heterogeneous and do not follow a standard
or predefined hierarchy neither provide a common set of features.
In the mapping model, features are assigned to elements from a set of ontology concepts
that represent commonly offered services and configuration options from different cloud
providers. For example, each feature that represents a location alternative in the feature
model is assigned to an ontology concept that corresponds to a random cloud region
such as USEast, WesternEurope, AsiaPacific, etc. Likewise, if the generated feature model
offers 4 different application frameworks, each one of this will be mapped to a different
ontology concept from a pool that includes common development platforms such as Java,
Python, PHP, JavaWebContainer, Ruby, etc. We apply this process to generate a set of 15
different cloud providers that are used in this evaluation.
Initial Setup of a Multi-Cloud Environment
Given the multi-cloud environment requirements for the case study application and the
set of generated cloud providers, we measure the time to generate an initial configuration.
This includes the time to spent on mapping application services’ requirements to cloud
providers’ features, and on analyzing the variability in feature models. This experiment
was executed 20 times, and the obtained results are shown in Table 7.2.
From the obtained results we identified that most of the time for generating an initial
configuration was spent on mapping application services’ requirements to features. Most
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Map service requirements to feature
selections 26,860.00 235.56
Analyze feature models and generate
configuration 4,715.22 436.65
Overall process 32,010.11 494.99
of this mapping time is spent on the execution of ontology queries required to identify
equivalence relationships between the concepts employed in application requirements
description. Still, this time tends to decrease over the search as previously identified
relationships are reused across different evaluations. For instance, during this experiment,
three different selections of providers were evaluated before finding a matching solution.
Therefore, the 26860ms spent on mapping requirements to cloud services correspond to
three different executions, which took on average 21661.44ms, 3177.44ms and 2021.11ms
respectively. Meanwhile, the analysis of feature models was executed only once.
The obtained results indicate that the performance for the generation of an initial setup
is very acceptable as in less than a minute it was possible to generate a multi-cloud
environment configuration that conforms to the requirements and to the providers’
configuration rules. However, performance is not be the only factor that should be
considered during the initial setup of a multi-cloud environment and other aspects such as
the quality and costs of the generated configurations should also be considered. Further
investigation needs to be conducted to assess the utility of the generated configurations
with those crafted by developers as well as if the proposed approach improves their
productivity.
Adaptation of a Multi-Cloud Environment
In the previous experiment, we evaluated the generation of a configuration for a multi-
cloud environment from its requirements. For this experiment, we are interested in
assessing the time required by the approach to generate a reconfiguration plan to adapt
a running multi-cloud environment to support a new set of requirements.
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For this, we define a set of modifications to be applied to the initial multi-cloud environ-
ment requirements. These modifications are used to simulate a change in application
needs, which will trigger reevaluation of requirements against cloud providers offerings
to generate a reconfiguration plan. These changes were classified into the following tree
categories, which correspond to the different adaptation scenarios described in Section 6.6:
• requirement changes that do not imply in any reconfiguration because the current
configuration already supports the new requirements;
• requirement changes that are supported by the current provider selection, but
require reconfiguring some providers;
• requirement changes that require migrating application services because the current
selection does not support new requirements.
For each category, we designed 4 different requirements change scenarios and measured
the time required for obtaining a reconfiguration plan (see Section 6.6) from the initial
configuration obtained in the previous experiment to a new configuration that supports
the new requirements. Each requirement changes scenarios do a small change either in
application service requirements, cloud variables conditions and instance groups. Like
in the previous experiment, we also run the experiment 20 times and measure the time
spent on mapping application services’ requirements to cloud providers’ features and
analyzing the variability. We also employed the same cloud providers generated for the
previous experiment. Figure 7.14 depicts the average times obtained from this experiment
together with the results obtained for the initial setup.
From the results, we can see that for the first scenario, in which no adaptation is required,
that only a small time is spent on mapping the changed application service requirements
to features from currently selected providers. As the current feature model configuration
already support the new requirements, analysis of variability is not necessary.
In the second scenario, the changed application service requirements are also mapped to
a set of supporting features from the currently selected cloud provider. However, unlike
the first case, the currently selected features do not support the new requirements and
the feature model needs to be reanalyzed to generate a new configuration and identify
reconfiguration operations to be executed in the cloud provider.
In the two previous scenarios, the changes introduced in the requirements were already
supported by the previous selection of cloud providers. Thus, only the changed application
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Figure 7.14 Average time for operations in the generation of a reconfiguration plan
the required functionality. However, in the third scenario, we have introduced changes
that are not supported by the current selection of cloud providers. Due to constraints on
the location and colocation of services, these changes may require a set of services to be
migrated to a new cloud provider. This process requires remapping a set of services to
features in the newly selected provider, which requires substantial more time than in the
previous cases. Despite this, this process still takes less time than the initial setup as not
all services need to be migrated to a new provider and a complete reevaluation is not
required.
7.3 Discussion
The first thing we can conclude from the results of the experiments is that the overhead
introduced by relative cardinalities and temporal constraints depends on the structure of
the feature model and to which feature they are applied.
When it comes to relative cardinalities, the performance penalty is very small due
to two main factors. First, the number of variables and constraints introduced by a
relative cardinality is small, comparable to a local cardinality. Second, the use of relative
cardinalities on variability modeling has a role similar to additional cross-tree constraints,
in which their goal is to define additional rules that cannot be described by the simple
decomposition of features in the feature diagram hierarchy. If the number of additional
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constraints or relative cardinalities is very important, compared to the feature model
size, it may be a signal that feature modeling is not the most appropriate variability
modeling notation.
On the other hand, temporal constraints may lead a much larger number of variables and
constraints in the underlying constraint program. Their impact will be directly linked
to the complexity of the constraints and the number of feature instances to which they
are applied. The decision to use temporal constraints in a DSPL should be based on
the characteristics of the system variability and the performance requirements for the
adaptation.
In our case study, we identified that most of the time required to generate an initial
configuration was spent in mapping application service requirements to features, while the
analysis of extended feature models represented only a small part of this process. The time
required to generate an initial configuration was on average of 31s and reconfiguration
plans were generated in under 20s. However, it is important to point out that for the
initial setup, the time required to generate a configuration for a multi-cloud environment
is not an issue, especially when compared to the effort that would be required from
developers to achieve a comparable result with no tool support.
However, when it comes to the adaptation of a multi-cloud environment the performance
may be an issue. Still, it is important to bear in mind that the proposed approach
does not directly handle short-term scalability or elasticity of computing resources. The
elasticity policy is considered as part of the multi-cloud environment configuration and
can be adapted to match a trend on the consumption of resources. Hence, for this kind
of adaptation, which is more long-term, the time required for obtaining an adaptation is
not a very important issue.
The main threat to the validity of this evaluation is the bias that may be introduced by
the generated cloud providers and the selected application. As the performance of feature
model analysis operations is related to the structure, cardinalities and constraints of the
feature models, the way cloud providers were generated may influence their analysis.
In order to minimize this bias, we generated cloud provider offerings that are based on
constraints that can be found in cloud providers that were discussed in Chapters 4 and 5
as well as in related work [205, 23].
One of the difficulties to use actual cloud providers is the lack of structured information
about their offerings and configuration constraints. In most cases, this information is
only described by means of textual documentation in natural language describing the
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steps that must be followed by developers to setup or reconfigure a given cloud service. In
order to apply this approach in a real use-case, a complete description of cloud provider
offerings would be required. We consider that this description should be directly provided
by cloud providers as they have a more complete knowledge of their offerings.
7.4 Summary
In this chapter, we presented implementation details about the tool support developed
for our approach and the results obtained from its experimental evaluation. First, we
presented an overview of the modeling and reasoning mechanisms that were developed to
support the setup and adaptation of multi-cloud environment. The developed tools were
then used to conduct an experimental evaluation on the impact of the feature modeling
constructs we introduced and to evaluate the feasibility and performance in a realistic
scenario. The results indicate that the approach is feasible for planning the initial setup
or adaptation of multi-cloud environments.
In the following chapter, we summarize the main contributions of this thesis and present






Cloud computing has changed the way software is developed and consumed by delivering
computing capabilities via the Internet. The pay-as-you-go model promoted by cloud
computing reduced the need for upfront investments in computing infrastructure and
personnel, giving more flexibility for organizations to scale their computing resources
according to their needs.
Together with its advances, cloud computing also brought new concerns about provider
dependence, vendor lock-in and data confidentiality. These concerns motivated the
development of multi-cloud systems, which consume resources and services from multiple
clouds. By combining cloud services from different providers, cloud customers seek to
reduce their dependence on cloud providers.
However, developing multi-cloud systems is still very complex and challenging, mainly
due to the heterogeneity across cloud providers as well as the lack of standardization
and interoperability. The lack of supporting tools is also a limiting factor, which hinders
further adoption of multi-cloud computing. Though, several approaches have been
proposed to deal with many of the issues related to the development of multi-cloud
systems, the variability that exists in the configuration of cloud environments is often
overlooked. This negligence implies that configuration rules imposed by cloud providers
are not taken into account, which may ultimately lead to incorrect or invalid cloud
deployments.
Based on this limitation, in this thesis we have proposed an approach to automate the
setup and adaptation of multi-cloud environments that embraces variability management.
This approach is aimed at shielding developers from the complexities related to the
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configuration of cloud providers and the heterogeneity across their offerings. It achieves
this goal by providing means for developers to describe their application needs in terms
of the functionality and properties required from a multi-cloud environment; and to
automatically generate a configuration (or reconfiguration plan) for setting up a new
environment (or adapting a running one) to match these needs.
Variability management is employed by the approach to ensure that generated configura-
tions or reconfiguration plans comply with cloud providers’ configuration rules. In the
first two contributions, described in Chapters 4 and 5, we proposed extended variability
management mechanisms to handle the variability that arises in the configuration of cloud
providers. In the third contribution, described in Chapter 6, previous contributions on
variability management were integrated into an approach that handles the heterogeneity
across providers’ offerings and supports the generation of configurations or reconfiguration
plans for a multi-cloud environment from a description of its requirements.
This chapter summarizes the contributions of this thesis and how they contribute to
achieve the goals of this thesis. Additionally, it provides a discussion about its limitations
and perspectives for future work.
8.1 Contribution Summary
The contributions of this work are aimed at targeting the problem identified in Chapter 1.
While the first two contributions are centered around variability management, the third
one integrates these previous contributions into an approach for automating the setup
and adaptation of multi-cloud environments.
Feature Models and Relative Cardinalities
In Chapter 4 we demonstrated how feature model can be extended to support multiple
interpretations of feature cardinality scope. We redefined syntax and semantics of
cardinality-based feature models to support relative cardinalities and investigated how
these changes affected consistency of cardinalities and additional cross-tree constraints.
In addition, we demonstrated how a method for automated analysis of clone-enabled
cardinality-based feature models could be extended to handle relative cardinalities. This
method is based on a translation to a constraint program, which can be fed into a
constraint programming solver to either validate or generate feature model configurations.
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The amount of extra variables and constraints that need to be introduced into the
constraint program to model a relative cardinality is comparable to the amount required
by a local feature cardinality. Because of this, the impact of relative cardinalities on the
performance of automated analysis operations is small.
The use of relative cardinalities to model cardinalities in cloud environments, enabled to
capture constraints that were not possible to model with previous modeling constructs.
Specially in the case of configurations, for multiple services. When compared to other
approaches that do not handle multi-service configurations. These constraints only arise
in multi-service scenarios
Feature Models and Temporal Constraints
In Chapter 5, we proposed a method for integrating temporal constraints with feature
models for the definition of Dynamic Software Product Lines. Temporal constraints
provide a declarative way to specify constraints on how an adaptive system built as a
DSPL should transition between its valid configurations. Using concepts from model-
checking theory, we demonstrated how temporal constraints can be integrated into
variability modeling.
Besides this, we demonstrated how automated analysis of feature models can be extended
to handle temporal constraints. We then extended the method proposed for handling
clone-enabled cardinality-based feature models, developed in the previews contribution,
to support reasoning over temporal constraints. Temporal constraints may introduce
a large number of variables and constraints in the corresponding constraint program.
Hence, their feasibility will depend on the complexity of constraints, the structure of the
feature model and the performance requirements of the application.
By employing temporal constraints, it was possible to model complex reconfiguration
rules that arise in cloud computing environments, and that could not be represented by
current variability modeling approaches.
Automated Setup and Adaptation of Multi-Cloud Environments
In our final contribution, presented in Chapter 6, we presented an approach for generating
a configuration or reconfiguration plan for a multi-cloud environment from a description
of its requirements. This approach leverages the two previous contributions on managing
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variability of cloud environments and integrates them with a mechanism for semantic
mapping provider-independent requirements to provider-specific cloud services.
The use of variability management mechanisms ensures the generation of correct con-
figurations, which comply with cloud providers’ configuration and reconfiguration rules.
Meanwhile, semantic reasoning is employed to establish a mapping from requirements to
cloud providers’ offerings. These two mechanisms are integrated into a search algorithm
that looks for candidate cloud providers that support the described requirements and
then generates a proper configuration.
Together, these contributions support the automated setup and adaptation of multi-cloud
environments by handling the complexities linked to the variability in the configuration
environments and the heterogeneity across cloud computing providers. It provides means
to specify application needs using provider-independent concepts and systematic way for
mapping these requirements to actual cloud service offerings from different providers. In
addition, it provides means for managing the variability in the configuration of cloud
providers, thus ensuring the generation of consistent configurations.
8.2 Perspectives
In this section we discuss about aspects related to the setup and adaptation of multi-cloud
environments that were not handled by our approach that could be investigated in future
research.
Generation of optimized configurations
One of the reasons for consuming resources from multiple providers is to improve
the quality of service or reduce costs by selecting services that are best fitted for
application needs. One of the difficulties in generating optimized configurations is to
obtain information concerning the quality of service and costs of cloud services. As for
other aspects, there is a big heterogeneity in how these information is made available
across different providers and this kind of information can be based on different concepts,
attributes, and measuring units, further complicating their comparison. Besides this,
the actual costs and performance of cloud services may depend on the actual system
utilization, which is also difficult to predict.
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Another difficulty, is the increased complexity of solving an optimization problem rather
than just verifying the compliance of the application. This difficulty arises when looking
for an optimal selection of a cloud providers, but also when looking for an optimized
configuration for each selected provider.
Monitoring and analysis of multi-cloud environment changes
In order to build a self-adaptive multi-cloud environment, we need to be capable of
monitoring context changes and identify when the system needs to adapt to continue
meeting its goals. One challenge that arises in multi-cloud environments is monitoring
heterogeneous cloud environments. Each cloud provider may provide different monitoring
capabilities, based on different concepts and measuring units, which complicates their
analysis. The approach proposed in this work only handles the generation of a configura-
tion or reconfiguration plan from a description of the application needs. Hence, it is still
necessary to investigate how to determine new application needs from the analysis of
context changes.
Handling the evolution of cloud market
Cloud providers are constantly updating their service offer by introducing new services,
deprecating old ones, changing configuration options or the way cloud services can be
integrated into a cloud environment. As cloud offerings evolve, a multi-cloud environment
may need to be reconfigured in order to keep it up to date with supported cloud services.
Besides this, newly available cloud services may be best fitted to application needs.
Evolution of cloud offerings is related to the evolution of variability in DSPLs [138, 139].
The main issue that arises when cloud offerings evolve is how to keep running cloud
environments synchronized to cloud provider offerings.
Unbounded feature cardinalities
Though the feature models employed in our approach only employ bounded finite
cardinalities, in many cloud providers resource limits for some services are not specified.
One of the main properties of the cloud computing paradigm is this illusion of infinite
resources [2]. This does not imply that the resources are actually infinite, but rather
that their number is much larger than what is generally need by most applications.
Handling feature models with unbounded cardinalities would enable to better capture the
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variability in such providers and support their management by means of the approach
proposed in this thesis. Unbounded feature cardinalities require a different method for
analyzing feature models as it is not possible to represent an infinite number of possible
feature instances using only standard constraint programing constructs.
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