The camera described here makes color TV images that include information about the distance between the camera and the objects in the images. This range information is obtained from two images of the same scene taken under different illumination conditions. The camera does not require scanning, multiple camera units, or complicated computation. Range information for each pixel is acquired fast enough to keep up with the video rate of a TV camera. We describe various operational features and technical specifications such as ranging errors as well as the results of experimental investigations of the dependence on the color and reflectivity of the objects, of the sensitivity to interference from external light, and of the effects of the movement of the objects.
Introduction
Three-dimensional ͑3-D͒ camera systems are finding a wide range of applications today, for example, in 3-D TV broadcasting and in robotic vision as well as in graphics animation, surveying, and navigation. The cameras in these systems need to operate in real time with high resolution in both longitudinal and lateral directions.
Triangulation is one of the most popular ranging methods, and it uses mechanically scanned illumination. [1] [2] [3] [4] Other methods use structured light projection [5] [6] [7] or stereoscopes with multiple stationary cameras or a moving camera. 8, 9 The methods that use a scanned laser beam, however, are slow. And although the use of a stereoscopic photograph eliminates the need for a scanning beam, quantitative range information can be obtained only after complex signal processing.
The time-of-flight method, in contrast, offers quick and straightforward information processing. 10 -12 A time-of-flight simultaneous 3-D imaging system without scanning that provides the distance with high accuracy has been reported, 13 but the measurements of objects as large a human body might be too challenging for that system.
Another time-of-flight system combines a sinusoidally intensity-modulated light with a chargecoupled device ͑CCD͒ camera and derives 3-D information by use of a phase-shift algorithm. 14, 15 This system is inexpensive and easily constructed, but more than three phase-shifted images are needed to obtain the range information because of the necessity of compensating for effects such as those due to the reflectivity of the objects, to the distance from the object to the camera, to the modulation index of the illuminating light, and to demodulation.
Here we describe a novel camera, the Axi-Vision Camera, for acquiring the range information in real time. It combines up-ramped and down-ramped intensity-modulated light with an ultrafast shutter attached to a CCD probe camera. 16 -19 Only two exposures of the shutter are sufficient to obtain the range information, the accuracy of which is not degraded either by the reflectivity of the objects or by the divergence of the illuminating and reflecting lights. Even through range information for every pixel is obtained, the camera is fast enough to keep up with the video rate of a TV camera because neither scanning nor complex signal processing is needed. Furthermore, the system is compact, flexible, and relatively simple.
First we describe the camera's principle of operation and its construction. Examples of practical uses of the camera are then described, and the results of experiments in which its performance is evaluated quantitatively are reported. These experiments used both moving and stationary targets.
Principle of Operation
The principle of operation is based on the intensity of the light scattered from objects being a function of the distance to these objects if the intensity of the light illuminating them is modulated at a speed comparable with the speed of light. Let us say, a scene is illuminated by a light source whose intensity is increasing very rapidly, almost at the speed of light v. The objects at a distance d are illuminated by the light that has left the source d͞v seconds ago, that is, when the light intensity was lower. Now a snapshot of the scene is taken by an ultrafast shutter camera. The image of the objects at a further distance would appear darker than those at a closer distance because the objects at a further distance were illuminated earlier and by a dimmer light. The distance can be derived from the intensities of the image. Figure 1 shows a more detailed explanation of the principle. Each of the three parts of this figure is a snapshot of the spatial distribution of the illuminating light whose intensity is linearly increased in time. The left-hand side of the figure shows the spatial distribution of the light when there is no object, and the central part of the figure shows the distribution when the light is reflected by a close object O 1 . The instantaneous intensity I 1 of the light reflected back to the camera is captured by an ultrafast shutter action of the probe camera. The right-hand side of the figure shows the distribution when the light is reflected by an object O 2 farther from the camera than object O 1 is. The instantaneous intensity I 2 of the reflected light measured at the camera site is lower than I 1 . This difference in the intensities is used for determining the distance to the object.
Preliminary experiments confirmed the feasibility of the principle of operation. As shown in Fig. 2͑a͒ , four plastic posts at different distances from the camera were illuminated by a light source whose intensity was linearly increased with time, as shown in Fig. 1 . Figure 2͑b͒ shows the intensity distribution of the video signal taken by a CCD with an ultrafast shutter. The peak intensities associated with the foreground posts are higher than those associated with the background posts. Figure 2͑c͒ shows the intensity distribution obtained when the intensity of the light source was linearly decreased with time. The order of the height of the peaks is reversed.
The intensity of the reflected light, however, is also influenced by such parameters as the reflectivity of the object, the distance from the object to the camera, the modulation index of the light source, and the spatial nonuniformity of illumination intensity. The effects of these parameters are compensated by combination, pixel by pixel, of an image taken under illumination with linearly increasing intensity with an image taken under illumination with linearly decreasing intensity. The adverse effects are compensated by an arithmetic manipulation in the signal processor.
Referring to Fig. 3 , consider first the case of the linearly increasing illumination. The illumination light intensity I ϩ ͑t, 0͒ is written as
where s is the rate of increase of the light intensity. And at distance d, the intensity I ϩ ͑t s , d͒ of light reflected from an object with the backscattering section is
where v is the velocity of light and t s is the time between t ϭ 0 and the opening of the shutter. Now consider the case of linearly decreasing illumination. The intensity I Ϫ ͑t, 0͒ of the illuminating light is expressed by where
and T͞2 is the duration of the illumination of either increasing or decreasing intensity. The intensity I Ϫ ͑t, 0͒ of light reflected from the object is
The backscattering cross section and divergence factor 1͑͞4d 2 ͒ 2 are removed from the expressions by division of I ϩ ͑t s , d͒ by I Ϫ ͑t s , d͒. The ratio R of the intensities of the reflected portions of the two kinds of illuminating lights is
Finally, the distance d to the target is
The distance d is thus obtained from the ratio R of the reflected light intensities measured when the intensities of the illuminating lights are increasing and decreasing.
Actually, a triangularly modulated illumination was used. One half of the period was used as the increasing light modulation and the other half as the decreasing light modulation. Nonlinearly modulation light can also be used, and the nonlinear modulation would improve distance resolution for objects located within a particular range.
The repetition rate of the light modulation is determined by the maximum range d max to be covered. The half-period T͞2 of the modulation has to be longer than the round-trip time of the illuminating light.
Rewriting this in terms of the triangular modulation frequency f yields
For cases in which the camera in a small TV studio is used, the working distance is less than several meters. For instance, with a distance d max of 7.5 m, the modulation frequency f is 10 MHz, and with a distance d max of 1.5 m, f is 50 MHz, as obtained with Eq. ͑9͒.
Axi-Vision Camera System
Figures 4 and 5 show a schematic diagram and a photograph of the Axi-Vision Camera, respectively, the specifications of which are listed in Table 1 . The Axi-Vision Camera consists of an intensitymodulated illuminator, a probe camera with an ultrafast shutter, a CCD panel, a signal processor, and an ordinary color TV camera. An infrared laser diode is used as the intensitymodulated light source, not only because of its fast direct modulation capability but also because its wavelength is outside the visible range and thus does not interfere with other illumination. The light from the laser diode is expanded by a lens to illuminate the scene uniformly. The probe camera generating the range information consists of a bandpass optic filter, a camera lens, an ultrafast shutter utilizing an image intensifier tube, a relay lens, and a CCD panel.
The infrared light reflected from the object passes through the bandpass filter eliminating the visible wavelengths. The probe camera lenses focus the image of the object onto the photocathode where the input optical image is converted into the electron image by a photoelectric effect. The converted electrons are then accelerated toward a microchannel plate ͑MCP͒ that amplifies the intensity of the electron image. When the shutter is open, a positive high voltage with respect to the cathode is applied to the MCP so that the electrons are introduced into the MCP. Biasing the MCP with a potential negative with respect to the cathode closes the shutter. In other words, quickly changing the polarity of the bias voltages executes the shutter actions. The opening of the shutter is repeated at the same rate as the light modulation frequency in order to obtain a better signal-to-noise ratio. The amplified electron image from the MCP is converted back into an optical image on the fluorescent screen of the image intensifier tube. This optical image is focused by the relay lens onto the 768 ϫ 493 pixel CCD panel.
The image with the increasing illumination is measured during one frame ͑i.e., 1͞30 of a second͒. Then the ramping direction of modulation is reversed, and the image with the decreasing illumination is measured during the next frame. The two modes of illuminations are alternated by the switching triggers that are taken from the vertical synchronizing video signal.
The signal processor sorts the images of increasing and decreasing illumination into their respective frames. The intensities in these two images are used with Eq. ͑7͒ to calculate the range information. The acquisition time for the range image of the two 768 ϫ 493 pixel frames is one fifteenth of a second. The color image of the same objects is simultaneously captured by an ordinary color TV camera. A dichroic mirror that reflects visible light and transmits infrared light is used to separate the infrared probe light from the light entering the color camera.
Performance

A. Moving Target
The first target we tried was a moving one: a yellow tennis ball suspended from the ceiling by a 1.8-m string. It swung like a pendulum, and Fig. 6 shows three images from the probe camera as well as the ordinary TV image. The leftmost one is the image obtained under the increasing illumination I ϩ ; the next one is the image obtained under the decreasing illumination I Ϫ ; the next is the black-and-white depth information image I, and the rightmost one is the image showing the position of the ball relative to the camera. The darkness of the image I represents the distance: the darker the image the farther the object.
Two sets of images were taken, and the set taken when the tennis ball swung into the foreground is shown in Fig. 6͑a͒ . The set taken when the ball swung into the background is shown in Fig. 6͑b͒ . When the tennis ball swung to the foreground, I ϩ was bright while I Ϫ was dark. Hence I ϭ I ϩ ͞I Ϫ was bright.
On the other hand, when the tennis ball swung into the background, the contrast of the images is reversed; I ϩ was dark while I Ϫ was bright, and I ϭ I ϩ ͞I Ϫ was dark. The distance of the swing of the tennis ball was approximately 1.2 m.
A similar experiment was performed with a larger target. A stuffed doll on a swing was swung from 2.5 to 1.3 m in front of the camera at a velocity of approximately 1 m͞s. The left-hand columns in Fig. 7 shows a sequence of the doll's position, while the right-hand column show the corresponding colorcoded range images. Blue represents the longest distance, red, the shortest. Even though the dolls are made of materials of various colors and reflectivities, the color-coded images are of a single color with some fluctuation in the density of the color. This figure also demonstrates that the range resolution of the moving doll is just as good as that of the stationary doll on the table. Figure 8 shows the results with the target immersed in a fish tank; Fig. 8͑a͒ is the color TV image, and Fig. 8͑b͒ is the corresponding color distance image. The height of the camera was set so that scene both above and below the water surface can be viewed. The intensity of the infrared probe light was reduced by a factor of 10 inside the 90-cm-long water tank. Even though the distance to the back wall of the room was detected, the back wall of the tank was barely detected. This may be due to the attenuation of the light in the water as well as to the low reflectance
of the interface between the water and the air. It is worth paying particular attention to the distance image of the buoy located in the upper right corner Fig. 6 . Sequence of the black-and-white distance images of a swinging pendulum ͑tennis ball͒. ͑a͒ When the ball is closest to the camera and ͑b͒ when the ball is farthest from the camera. Fig. 7 . Color-coded distance image of the Axi-Vision Camera. The left-hand column shows the sequence of scenes when the doll on the swing was swung from the back to the front. The right-hand column shows the corresponding color-coded distance images. Blue represents the longest distance, and red, the shortest.
above the fish. The buoy consists of a pyramid float in the water and a flag erected in the center of the float above the water. Even though the color of the flag that is above the water is pink ͑indicating shorter distance͒, the color of the buoy that is under the water is light blue ͑indicating longer distance͒. It is very pleasing to find that this matches the fact that the speed of light is slower in the water than in the air.
B. Axi-Key
By using the range information of the scene, we can remove an object at a particular distance and substitute another object for it. Figure 9 shows the procedure of the Axi-Key system. The color image and the corresponding range image obtained by the AxiVision Camera are shown in Figs. 9͑a͒ and 9͑b͒. An object located at a specified distance from the camera ͑the dog in the background͒ was eliminated from the color image as shown in Fig. 9͑c͒ . A picture from another image was substituted at that position, resulting in the Axi-Key image shown in Fig. 9͑d͒ . This result shows the possibility of applications in a virtual studio that provides arbitrary location scenery. Pictures can be edited in the studio by use of a library of videotapes of sceneries. This Axi-Keying method does not require any background color preparation like the blue color curtain needed in the chroma-keying method. It is also possible to amalgamate the real image with the virtual image generated by computer graphics in real time. Such a camera would also be useful in the field of image compression of the TV signal where required resolution is varied according to the distance of the objects.
Performance Specification of the Axi-Vision Camera
A. Depth Resolution
The depth resolution is determined primarily by the noise in the output video signal of the Axi-Vision Camera and by the nonlinearity of the system. The minimum detectable variation of the distance was determined experimentally, and the depth resolution was found to be approximately 3 cm.
B. Dependence on Object Color and Reflectivity
The dependence of the measured results on the object's color was examined by measurement of the distance to a color test chart such as that shown in Fig.  10͑a͒. Figures 10͑b͒-10͑d͒ show color-coded ranges obtained when the distance from the camera to the target was varied between 1.5 and 2.5 m. The distance image of all strips of colors in the same plane should have a uniform color that represents the distance.
The modulations of the color appeared in Figs. 10͑b͒-10͑d͒. A separate experiment was performed to determine quantitatively the distance error associated with this color modulation. The distance error was within 2.9 cm.
A similar experiment was reported with a neutral density gray-scale chart for which the range of the reflectivity, from the darkest scale to the lightest scale, was from one to seven. The results showed that the measured distance is not influenced by object reflectivity differences within this range.
C. Ambient Light Interference
The interference from ambient light, such as the light from fluorescent lamps and indirect sunlight was also examined. The distance to the same target was measured with no light, with fluorescent light, and with indirect sunlight through windows. No interference from the fluorescent light was detected, either because the intensity of the infrared spectrum in the fluorescent light was weak or because the dichroic mirror was effective, or because of both.
The distance measured when there was indirect sunlight through the laboratory windows ͑illumi-nance 200 lux͒ was slightly different from that measured when the room was dark. The external light leaking through the dichroic mirror shifted the operating point of the probe camera, and errors started appearing near the maximum measurable range.
Conclusions
The 3-D camera, called the Axi-Vision Camera, can acquire both color information and range information and can also be used to remove objects at a specified distance from the camera. This camera can capture the depth image of the objects moving at speeds of as much as 1 m͞s, and the number of pixels in one image is 350,000. The measured range resolution is 3 cm. Neither the color nor the reflectivity of the objects influences the measured results, and the probe CCD camera can operate in complete darkness, under fluorescent light, and under a mixture of fluorescent light and indirect sunlight. The use of the AxiVision Camera in a 3-D TV broadcasting system is being investigated.
