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In this thesis, we explore the problem of synthesizing realistic soundtracks for physics-
based computer animations. While the problem of producing realistic animations of
physical phenomena has received much attention over the last few decades, compara-
tively little attention has been devoted to the problem of generating synchronized sound-
tracks for these simulations. Recent work on sound synthesis in the computer graphics
community has largely focused on producing sound for simple, rigid-body animations.
While these methods have been successful for certain scenes, the range of examples for
which they produce convincing results is quite limited. In this thesis, we introduce a
variety of new sound synthesis algorithms suitable for generating physics-based anima-
tion soundtracks. We demonstrate synthesis results on a variety of animated scenes for
which prior methods are incapable of producing plausible sounds.
First, we introduce a new algorithm for synthesizing sound due to nonlinear vibra-
tions in thin shell structures. Our contributions include a new thin shell-based dimen-
sional model reduction approach for efficiently simulating thin shell vibrations. We also
provide a novel data-driven model for acoustic transfer due to vibrating objects, allow-
ing for very fast sound synthesis once object vibrations are known. We find that this
sound synthesis method produces significantly more realistic results than prior rigid-
body sound synthesis algorithms for a variety of familiar objects.
Next, we further address the limitations of prior sound synthesis techniques by in-
troducing a new method for synthesizing rigid-body acceleration noise – sound pro-
duced when an object experiences rapid rigid-body acceleration. We develop an effi-
cient impulse-based model for synthesizing sound due to arbitrary rigid-body accelera-
tions and build a system for modeling plausible rigid-body accelerations due to contact
events in a standard rigid-body dynamics solver. This allows us to efficiently recover
acceleration sound using data readily available from rigid-body simulations. Our results
demonstrate that our method significantly improves upon the results available when us-
ing traditional rigid-body sound synthesis with no acceleration noise modeling. We also
introduce a scalable proxy model which provides us with a practical method for syn-
thesizing acceleration sound from scenes with hundreds to thousands of unique objects.
This allows us to produce substantially improved sound results for phenomena such as
rigid-body fracture.
Finally, we also consider sound from other, non-rigid phenomena; specifically,
sound from physics-based animations of fire. We propose a hybrid sound synthesis
algorithm combining physics-based and data-driven approaches. Our method produces
plausible results for a variety of fire animations. Moreover, our use of data-driven syn-
thesis grants users of our method a degree of artistic control.
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CHAPTER 1
INTRODUCTION
Over the last few decades, the field of computer graphics has been tremendously suc-
cessful in its pursuit of algorithms for synthesizing realistic visual images. Sophisticated
physically based rendering techniques have enabled the production of images nearly in-
distinguishable from reality. In addition to work on image rendering, a great deal of
research in the computer graphics community has focused on methods for synthesizing
physically plausible animations of real-life phenomena. Enormous effort has been in-
vested in to developing methods for animating rigid-body dynamics [6, 58], cloth and
other deformable bodies [7, 125, 126], fracturing rigid and deformable bodies [5], smoke
[120, 42], fire [98, 64, 65] and splashing fluids [41, 95]. These techniques can produce
highly realistic animations of natural phenomena. However, they are in general inca-
pable of producing additional, multisensory feedback to accompany their visual results.
In particular, comparatively little effort has been invested in to developing automated
methods for generating realistic soundtracks to accompany physics-based animations.
Sound is essential to the process of producing realistic computer animations. Indeed,
sound production is an indispensable part of both the film and video game industries.
Sound effects for these mediums have traditionally been authored using pre-recorded
audio clips produced by foley artists. These artists use a variety of creative methods to
record and edit audio in order to produce sound effects suitable for film or game produc-
tion. Unfortunately, this method is both time-consuming and labor-intensive. Moreover,
for animated scenes produced with physics-based solvers this method is discarding valu-
able physical information from the scene which may be helpful for producing a realistic
soundtrack. Beyond applications in the entertainment industry, building realistic virtual
environments hinges upon more than just compelling visual feedback. A convincing
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virtual environment must also provide realistic multisensory feedback, including sound.
The process of synthesizing sound for a computer animation can be roughly divided
in to two components; sound generation and sound propagation. Sound generation
refers to the mechanism by which a particular phenomenon produces sound. For in-
stance, we must study how a cymbal vibrates when it is struck with a drum stick to gain
an understanding of how the cymbal produces sound. Sound propagation refers to the
process by which sound waves are produced by some physical phenomena. This may
also include environmental acoustics; that is, modeling the interactions of sound waves
with a physical space to create echoes and reverberations. While this problem has re-
ceived much attention in the acoustics research community (see, e.g., [51, 50, 24, 105]),
it is not addressed in this work. In this thesis, we focus on the sound generation prob-
lem for a variety of physical phenomena. We also consider how sound propagates from
these phenomena in order to build plausible models for what a listener placed in a virtual
scene might hear.
Within the graphics community, the problem of synthesizing sound for rigid-body
physics animations has received a fair amount of attention [100, 129, 12, 70]. This
problem admits a relatively simple physical description (see §2.2.1) which allows for
efficient physics-based simulation of the sound produced by these animations. Exist-
ing rigid-body sound synthesis methods have been successfully applied to a number of
objects (for example, the ceramic plates in Figure 1.1). However, they tend to produce
unconvincing results for a wide variety rigid or nearly rigid objects (see Figures 1.2.
and 1.3). Moreover, while rigid-body objects are an important sound source, there are
numerous recognizable sound sources which do not fall under this category. These in-
clude sound from highly deformable objects like cloth, aerodynamic noise (e.g., wind
blowing through a small opening), and combustion sounds (e.g., the sound from waving
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Figure 1.1: Popular Rigid-body sound synthesis methods in the graphics community
are capable of producing compelling sound tracks for simulations such as this scene in
which several ceramic plates fall on a wooden table.
a flaming torch through the air). Sound synthesis for these complex phenomena has
received little attention in the computer graphics community.
In this thesis, we build upon prior in rigid-body sound synthesis by introducing new
algorithms to address some of the limitations discussed above. We also introduce a
method for synthesizing plausible sounds synchronized with physically based anima-
tions of fire. Our contributions are organized as follows:
Chapter 2 provides a basic description of the existing rigid-body sound synthesis
pipeline that our contributions will build upon. This includes an overview of the physics
of object vibration and a short introduction to the physics of sound propagation.
Chapter 3 introduces a method for synthesizing sound due to nonlinear vibrations in
nearly rigid thin shell objects (e.g., cymbals, water bottles and metal trash cans). By
incorporating nonlinear effects in to the rigid sound synthesis pipeline, we are able to
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Figure 1.2: Objects like these plastic water bottles tend to experience nonlinear vibra-
tions when they collide with each other. Existing rigid-body sound synthesis algorithms
fail to resolve the nonlinear physics of these objects and produce unsatisfactory results.
synthesize results that are much more convincing than those available with prior meth-
ods (see Figure 1.2).
Chapter 4 describes our algorithm for resolving rigid-body acceleration noise; that is,
sound produced when objects experience abrupt rigid acceleration. This phenomena
has previously not been modeled in rigid-body sound pipelines, resulting in inaccurate
sounds for a variety of common objects. Our method efficiently resolves acceleration
sound and allows us to substantially improve upon prior results.
Chapter 5 builds on the methods of Chapter 4. We introduce a more scalable version
of our acceleration sound pipeline which allows us to synthesize convincing sounds for
scenes with hundreds to thousands of objects (see Figure 1.3).
Chapter 6 introduces a new sound synthesis method for physics-based animations of
fire. We use a combination of physics-based and data-driven approaches to synthesize
4
Figure 1.3: Traditional rigid-body sound synthesis methods fail to resolve sounds asso-
ciated with the purely rigid behavior of objects in a scene. Due to this omission, sounds
for a scene like this one tend to sound blurred and indistinct. In fact, several objects in
this scene produce no sound at all when existing rigid-body sound synthesis methods
are applied.
Figure 1.4: Sound synthesis algorithms are also needed for non-rigid phenomena such
as this flaming torch.
5
sound while avoiding costly fluid simulation with audio-rate time stepping (see Fig-
ure 1.4).
Chapter 7 summarizes our contributions and suggests several areas for future research.
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CHAPTER 2
BACKGROUND ON SOUND PRODUCTION AND PROPAGATION
In this chapter, we introduce the basic physical models underlying sound production
and propagation. We begin with a short introduction to the acoustic wave equation
– the partial differential equation (PDE) describing sound propagation in a domain –
along with a discussion of how sound from either vibrating surfaces or other physical
phenomena (e.g., fire, wind, etc.) can be modeled with this equation. Next, we introduce
the basic physics of object vibration, as this is relevant to much of the prior work in
physics-based sound synthesis for computer graphics.
2.1 Sound Propagation
Sound is produced as the result of pressure fluctuations in a medium (typically air).
In particular, pressure fluctuations occurring at frequencies within the range of human
hearing (roughly, 20Hz–20kHz) are interpreted by our ears as sound. The way in which
these pressure fluctuations propagate through a domain is described by the acoustic
wave equation.
2.1.1 Acoustic Wave Equation
Sound propagation in a domain Ω is described by the partial differential equation
1
c2
∂2p(x, t)
∂t2
−∇2p(x, t) = 0, x ∈ Ω, t > 0, (2.1)
known as the acoustic wave equation. Here, p(x, t) is the pressure referred to earlier,
evaluated at point x and time t. Ω is the domain in which sound propagation is modeled
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and c denotes the speed of sound, typically taken to be c = 343m/s in air at standard
temperature and pressure.
Suppose that we wish to consider sound due to vibration of a stationary object O,
and let ΩO ⊂ R3 describe the domain occupied by O. In this case, we let Ω = R3 \ ΩO
and ∂Ω = ∂ΩO. That is, Ω is the entire three-dimensional space outside of objectO. We
also define the normal vector n(x) for x ∈ ∂Ω, and assume that n(x) points in to the
domain Ω (or, correspondingly, out of the object O). Furthermore, suppose that, due to
the motion of objectO, point x on the surface ofO has acceleration a(x, t). Under these
conditions, O’s effect on the surrounding medium is given by the boundary condition
∇p(x, t) · n(x) = −ρa(x, t) · n(x), x ∈ ∂Ω, t > 0, (2.2)
where ρ is the density of the surrounding medium (1.2041 kg/m3 for air at standard
temperature and pressure). Together with a set of initial conditions, (2.1–2.2) describe
the time-evolution of acoustic pressure resulting from O’s surface motion.
One important property of the acoustic wave equation (2.1) is superposition of so-
lutions. Specifically, if p1(x, t) and p2(x, t) both solve (2.1) with boundary conditions
∇p1 · n = b1(x, t) and ∇p2 · n = b2(x, t), respectively, then p = p1 + p2 solves (2.1)
with boundary condition∇p · n = b1 + b2.
The discussion above assumes that sound is produced by the motion of a solid sur-
face. This description is valid for a wide variety of scenarios, including sound from
rigid-body vibration, cloth or other deformable objects, or even liquid such as water.
However, other physical phenomena produce sound even without the presence of any
moving surface. This is the case for sound produced by fire or wind, for example. For
sound sources such as these, we often treat our domain Ω as being the entire three-
dimensional space R3. Rather than introducing pressure fluctuations via a boundary
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condition of the form (2.2), we instead consider the inhomogeneous wave equation:
1
c2
∂2p(x, t)
∂t2
−∇2p(x, t) = b(x, t), x ∈ Ω, t > 0. (2.3)
Here, b(x, t) is a source term which depends on the particular sound source being mod-
eled (see Chapter 6 for an in-depth discussion of fire as a sound source).
A general formula for the solution to (2.3) can be derived by making use of the
Green’s function for (2.3); that is, the solution to (2.3) when b(x) is given by a delta
function source
1
c2
∂2p(x, t)
∂t2
−∇2p(x, t) = δ(x− y)δ(t− τ), x ∈ Ω, t > 0 (2.4)
which is given by
G(x, t; y, τ) = −
δ
(
τ −
[
t− ‖x−y‖
c
])
4pi ‖x− y‖ . (2.5)
It then follows that the general solution to (2.3), assuming Ω = R3, is
p(x, t) =
∫ ∞
0
∫
R3
b(y, τ)G(x, t; y, τ)d3ydτ = − 1
4pi
∫
R3
b
(
y, t− ‖x−y‖
c
)
‖x− y‖ d
3y. (2.6)
A variety of numerical solutions are available for solving equations (2.1) and (2.3).
Perhaps the simplest is the Finite Difference method, in which Ω is discretized using
a regular grid. Other popular methods for solving these equations include the Finite
Element or Finite Volume methods.
2.1.2 Helmholtz Equation
In §2.1.1 we considered solving the time-domain formulation of the acoustic wave equa-
tion. That is, we considered the problem of evaluating the spatially and temporally
varying function p(x, t). In certain circumstances, it is advantageous to consider the
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frequency-domain formulation of this problem. In this formulation, we assume that the
solution p(x, t) is time-harmonic. That is,
p(x, t) = p˜(x)ejωt, (2.7)
where ω is a fixed angular frequency and j is the imaginary number j =
√−1. If we
are considering sound due to the motion of an object O, then we similarly assume that
O’s surface accelerations are also time-harmonic: a(x, t) = a˜(x)ejωt. We refer to p˜
as the transfer function for frequency ω. This function is given by the solution to the
Helmholtz equation
∇2p˜(x) + k2p˜(x) = 0, x ∈ Ω (2.8)
subject to to the boundary condition
∇p˜(x) · n(x) = −ρa˜(x) · n(x), x ∈ ∂Ω (2.9)
The parameter k = ω/c is called the wave number. Equations (2.8-2.9) may be
solved using a number of standard numerical methods, including the Boundary Ele-
ment Method. In section §2.2 we will see how transfer functions of the form p˜(x) are
used in the context of rigid-body sound synthesis.
2.2 Rigid-Body Sound Synthesis
In this section we introduce basic techniques for synthesizing sounds from rigid-body
objects – objects which do not exhibit visual deformations. This problem has been pop-
ular for many years in the graphics community, and many of the contributions discussed
later in this thesis build upon the framework described here.
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2.2.1 Elastic Vibration
We now describe the basic physical models describing elastic vibration in a solid object.
As we discussed in §2.1.1, the surface motion of a solid object produces pressure fluc-
tuations which propagate according to the acoustic wave equation and are interpreted
by a listener as sound. The description provided here is meant to act only as a brief
introduction. For a more complete overview of the fields of continuum mechanics and
elastic vibration we refer the reader to [118, 11].
Solid object vibration may be studied numerically by first discretizing an object
in to a set of tetrahedral or hexahedral elements and then applying the Finite Element
Method to determine the object’s equations of motion [67]. Assuming that an object has
been discretized with n vertices, we write the time-dependent position and displacement
vectors for these vertices as x(t),u(t) ∈ R3n. The general structure of the equations of
motion for the time-evolution of u is given by
Mu¨ + D(u, u˙) + fint(u) = fext, (2.10)
where M ∈ R3n×3n is the object’s mass matrix, D(u, u˙) ∈ R3n are damping forces,
fint(u) ∈ R3n are internal elastic forces, and fext ∈ R3n are external forces acting on the
object.
Most prior work on sound synthesis for computer graphics has assumed that objects
are rigid and that deformations u are small enough that internal forces in the object can
be approximated with linear forces fint(u) = Ku, where K is referred to as the stiffness
matrix. See Chapter §3 for details of a sound synthesis method in which we consider
more complex, nonlinear internal forces. A simple damping model known as Rayleigh
damping is often used to describe D(u, u˙). In this model, we have
D(u, u˙) = Du˙ (2.11)
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where D is a damping matrix given by
D = αM + βK (2.12)
and α and β are damping parameters The resulting equations of motion for a linear
elastic vibrating object are given by
Mu¨ + Du˙ + Ku = fext. (2.13)
See [67] for a discussion on how to compute the matrices M and K using the Finite
Element Method. This formulation has been used previously for sound synthesis in
computer graphics in, e.g., [100].
The equations of motion (2.13) can be time-stepped with a variety of numerical inte-
gration methods including Euler, Runge-Kutta methods, and implicit/explicit Newmark
integrators [67]. High-quality audio synthesis typically requires time-stepping to be car-
ried out at a very high rate (in general, 44 kHz or higher). Time-stepping (2.13) directly
at these rates may result in solvers that are prohibitively expensive for animation sound
synthesis. Fortunately, (2.13) admits an efficient solution which is particularly attractive
for sound synthesis. Specifically, we consider the generalized eigenvalue problem
Kui = ω
2
iMui (2.14)
where ω2i and ui are the i
th eigenvalue/eigenvector pair, and ω21 ≤ . . . ≤ ω23n. If we
evaluate only the r smallest eigenvalues and associated eigenvectors, then we can form
the matrices U = [ u1 u2 . . . ur] and Λ = diag(ω21, . . . , ω
2
r). Without loss of generality,
U and Λ can be chosen so that the columns of U are mass orthonormal; that is,
UTMU = Ir×r (2.15)
UTKU = Λ (2.16)
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Next, we restrict u to lie in the r-dimensional subspace spanned by the columns of U.
That is, u = Uq, where q ∈ Rr. This transforms the equations of motion (2.13) in to
MUq¨ + (αM + βK)Uq˙ + KUq = fext (2.17)
Finally, by left-multiplying UT both sides of (2.17) and making use of (2.15-2.16) we
arrive at equations of motion for the vector q:
q¨ + (αIr×r + βΛ)q˙ + Λq = UT fext (2.18)
We refer to the vectors ui as the modes of this system, and to q as the vector of modal
coordinates. We also note that (2.18) is a system of uncoupled ordinary differential
equations (ODEs) of the form
q¨i + (α + βω
2
i )q˙i + ω
2
i qi = [U
T fext]i. (2.19)
This is the equation for a damped harmonic oscillator. Recall from §2.1.2 that we assume
object surface accelerations to be purely time-harmonic. If the object is subjected to an
impulse-like external force, then, in the absence of damping, the solution of (2.19) is in-
deed time-harmonic with angular frequency ωi. When α > 0 or β > 0, the solution be-
haves like a damped sinusoid. We acknowledge that the assumption of time-harmonicity
certainly does not hold for general, time-varying external forces However, many ob-
ject’s do experience vibrations that are approximately time-harmonic (with damping)
when subjected to the impulse-like external forces common during rigid-body simu-
lation. These equations are well-understood and can be evaluated numerically using
numerical integrators such as implicit or explicit Newmark [67] or using IIR digital fil-
ters [60, 71]. For a mode with angular frequency ωi, the associated natural frequency
is fi = ωi/2pi. For the purpose of sound synthesis, we only need to consider vibra-
tion frequencies within the range of human hearing. Therefore, r is chosen such that
fi ≤ 20kHz for 1 ≤ i ≤ r. We also discard the first 6 eigenvalue/eigenvector pairs re-
sulting from (2.14), since these correspond to purely rigid translation or rotation. Many
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objects can be modeled using no more than a few hundred modes. Moreover, an ob-
ject’s dynamics can be described by a superposition of vibrating mode shapes, whose
behaviors can all be resolved independently. This enables very fast evaluation of object
vibrations.
2.2.2 Acoustic Radiation from a Rigid-Body Object
Recall from §2.1.2 that for a rigid body with time-harmonic surface accelerations (i.e.,
with time dependence ejωt, the acoustic pressure surrounding the object is given by
p˜(x)ejωt where p˜ is the solution of (2.8) with wave number k = ω/c. We observe that
solutions to (2.19) are approximately time-harmonic. These solutions oscillate with a
fixed angular frequency ωi, but the magnitude of these vibrations is affected by both
damping and the external force term [UT fext]i. For the purpose of building an acoustic
radiation model, we assume that that the property of time-harmonic vibration holds. If
we interpolate the mode vector ui at all points inside of an object, we can consider the
continuous displacement field ui(x) inside of the object. Under the assumption of time-
harmonicity, the displacement vector of an object due to the motion of mode i at some
point x inside of an object is given by
ui(x)e
jωit. (2.20)
Differentiation then implies that the acceleration at point x due to mode i is given by
ai(x, t) = −ω2i ui(x)ejωit. (2.21)
Therefore, for mode i, we solve the Helmholtz equation with boundary condition
∇p˜(x) · n(x) = ρω2ui(x) · n(x), x ∈ ∂Ω (2.22)
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which is obtained by combining (2.9) and (2.21). We denote this solution p˜i(x) and
refer to it as the acoustic transfer function for mode i. Mode i’s contribution to the time-
dependent acoustic pressure field around objectO at exterior position x is approximated
scaling the time-dependent modal coordinate for mode i with the magnitude of this
acoustic transfer function evaluated at point x:
qi(t) |p˜i(x)| . (2.23)
Finally, we use the superposition principle for the wave equation introduced in §2.1.1 to
approximate the total acoustic pressure due to object O at exterior position x as
p(x, t) =
r∑
i=1
qi(t) |p˜i(x)| . (2.24)
2.2.3 Linear Modal Sound Synthesis
We now introduce the basic pipeline for the linear modal sound algorithm which has
been used previously for computer animation. This model computes sound for objects
which are visually rigid; that is, objects that do not visually change shape during simu-
lation.
Precomputation
One of the key advantages of sound synthesis for rigid-body objects compared to other
phenomena is the extent to which sound synthesis data can be precomputed, allowing for
fast run-time synthesis. Rigid-body modal sound precompution includes the following
steps:
1. Discretize the object using Finite Element Analysis to formulate the matrices M
and K required by the equations of motion (2.13).
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2. Solve the linear modal analysis eigenvalue problem (2.14), yielding a set of modes
ui and associated angular frequencies ωi.
3. Choose Rayleigh damping parameters α and β. In general, this process is some-
what ad-hoc, and may require manual tuning. However, recent work has suggested
techniques for tuning these parameters in a more automated way [108].
4. Precompute representations for the acoustic transfer functions p˜i for each mode
1 ≤ i ≤ r. Details of how this process may be carried out are presented in
Chapter 3 and have also been discussed in [70, 137].
Sound Evaluation
The precomputed data discussed in §2.2.3 allows us to efficiently evaluate rigid-body
sound using data readily-available from a rigid-body solver such as [58]. This process
involves the following steps:
1. Run a rigid body simulation and for each object O compute a time-varying vector
fext(t) of external forces acting on the object. For sound synthesis, contact forces
between colliding objects are the most common forces considered here.
2. Solve the equations of motion (2.19) for object O’s mode set. The ODE (2.19)
can be solved using a variety of numerical integrators (e.g., implicit Newmark) or
using an IIR filter [71]. This yields a time-varying vector of modal coordinates
q(t).
3. Given the position of a virtual microphone x(t), transform this position from
world space in to the rest frame of object O. This gives a time-varying micro-
phone position x˜(t) relative to O’s rest frame.
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4. Using the modal coordinates q(t) computed in step 2, evaluate the total sound
pressure at the listener’s position x˜(t) using (2.24).
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CHAPTER 3
HARMONIC SHELLS
In this chapter, we consider sound from a class of nearly rigid objects for which
the assumption of purely linear vibration dynamics made in §2.2.1 is invalid. We pro-
pose a procedural method for synthesizing realistic sounds due to nonlinear thin-shell
vibrations. We use the linear modal analysis technique presented in §2.2.1 to generate a
small-deformation displacement basis, then couple the modes together using nonlinear
thin-shell forces. To enable audio-rate time-stepping of nonlinear modal vibrations with
mesh-independent cost, we propose a reduced-order dynamics model based on a thin-
shell cubature scheme. Limitations such as mode locking and pitch glide are addressed.
To support fast evaluation of mid-frequency mode-based sound radiation for detailed
meshes, we propose far-field acoustic transfer maps (FFAT maps) which can be pre-
computed using state-of-the-art fast Helmholtz multipole methods. Familiar examples
are presented including rumbling trash cans and plastic bottles, crashing cymbals, and
noisy sheet metal objects, each with increased richness over linear modal sound models.
3.1 Introduction
The linear modal sound pipeline discussed in §2.2.3 is widely used for rigid bodies in
computer animation and virtual environments [129, 100, 12]. When combined with
acoustic transfer models for sound radiation [70] they can provide convincing physi-
cally based sound sources, especially for pure ringing tones such as chimes, bells, or
“knocks.” Unfortunately, we lack effective sound models for a broad class of noisy vir-
tual objects: thin shells (objects with thicknesses orders of magnitude smaller than their
other dimensions). Thin shells are very common in real and virtual environments (sheet
metal objects (trash cans, oil drums, tin roofs, machinery), plastic containers (water
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Figure 3.1: Crash! Our physically based sound renderings of thin shells produce char-
acteristic “crashing” and “rumbling” sounds when animated using rigid body dynamics.
We synthesize nonlinear modal vibrations using an efficient reduced-order dynamics
model that captures important nonlinear mode coupling. High-resolution sound field
approximations are generated using Far-Field Acoustic Transfer (FFAT) maps, which
are precomputed using efficient fast Helmholtz multipole methods, and provide cheap
evaluation of detailed low- to high-frequency acoustic transfer functions for realistic
sound rendering.
bottles), musical instruments (cymbals), etc.), and produce rich and easily recognizable
impact sounds. Their rich nonlinear vibrations produce distinct “crashes” and “rumbles”
that are poorly approximated by linear modal sound models which lack nonlinear mode
coupling. To make matters worse, thin shells are often very loud and important sound
sources due to their ability to vibrate and radiate sound so effectively, e.g., consider
a metal roof pelted by hail. Alas, their expensive nonlinear dynamics have made thin
shells computationally impractical for physically based sound synthesis.
In this chapter, we propose an efficient method for synthesizing realistic sounds
from thin-shell structures undergoing small but nonlinear vibrations. Given a descrip-
tion of an object’s geometry and material properties, we compute linear vibration modes
and couple these modes together using a nonlinear thin-shell force model. To accel-
erate nonlinear modal dynamics, we optimize a thin-shell cubature scheme to evalu-
ate reduced-order shell forces at costs independent of the geometric complexity of the
model. We show that the complex internal dynamics of thin-shell models can be approx-
imated with sufficient accuracy and efficiency to allow practical synthesis of plausible
thin-shell sounds. We also address sound-related locking effects that arise when sim-
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ulating nonlinear modal dynamics that might produce pitch-glide artifacts in general
animations. Our nonlinear reduced-order dynamics model can synthesize modal vibra-
tions using hundreds of modes, which then drive sound radiation. Unfortunately the
estimation of sound wave radiation via prior acoustic transfer models is complicated
for two reasons: (1) the nonlinear mode vibrations are no longer linear harmonics, and
(2) higher frequency acoustic transfer with high-resolution meshes is expensive to pre-
compute, represent, and evaluate at runtime. First, we observe that nonlinear thin-shell
vibrations produced by our animations exhibit frequency-localized modes for which
linear frequency-domain radiation models still provide a plausible approximation. Sec-
ond, we propose far-field acoustic transfer maps (FFAT maps) for fast runtime eval-
uation of high-frequency acoustic transfer from general modal vibration sources. Our
texture-based approach leverages state-of-the-art fast Helmholtz multipole methods to
precompute acoustic transfer functions for complex thin-shell (or more general) struc-
tures, while delivering the simplicity and speed of texture sampling for runtime transfer
evaluation. At runtime, sounds are synthesized by time-stepping the nonlinear reduced-
order model to estimate modal amplitudes, which are then multiplied by acoustic trans-
fer values to auralize the thin-shell sound source (see, e.g., (2.24)).
Other Related Work: Deformable thin shell models have seen widespread use in com-
puter animation, especially for large-deformation simulations of parameterized cloth
models [125, 7]. Plate-like cloth models with flat rest configurations are most common.
However shell models for objects with intrinsically curved rest configurations have re-
cently gained attention, e.g., to model clothing with folds and wrinkles [13]. While
various thin-shell models exist in the mechanics literature (see [25]), discrete shell mod-
els that better meet computer animation needs have appeared recently. These models
use simple bending energy formulations that allow standard cloth solvers to produce
convincing large-deformation thin-shell dynamics [57, 13]. The results presented in
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this chapter use the elastic thin-shell model summarized in Gingold et al. [54]. Other
works outside of the computer graphics community have aimed to make shell simula-
tions faster and more physically realistic [29, 28, 56]. For example, Green et al. [56]
propose a multigrid-based method for subdivision shells to accelerate the solution of
linear systems involved in thin-shell dynamics. The mathematical structure of bending
energy formulations has been exploited and simplified to accelerate near-isometric de-
formation of thin plates [9] and shells [52]. Our work differs in that we do not require
large-deformation animations or sophisticated linear system solvers, but rather focus on
small mode-related shell vibrations and try to obtain explicit time-stepping costs sublin-
ear in geometric complexity to enable audio-rate sound synthesis. We also prefer mode-
based representations since they are preferred for auralization with frequency-domain
acoustic transfer models.
Linear modal vibration models are well known in animation [102, 71]. They have
proven effective for procedural sound synthesis, and are increasingly used to simulate
rigid-body impact sounds [2, 31, 128, 129, 100] in part due to excellent synthesis speed
for interactive applications [129, 104, 12]. “Modal warping” has been used to approx-
imate large-deformation thin shells for animation [26], but such models are of limited
use for nonlinear sound synthesis since the underlying linear modal oscillators are un-
coupled by design. There is a tremendous amount of work on the nonlinear vibrations of
plates and shells in engineering [96, 94] and related structure borne sound [32]. Impor-
tant examples are nonlinear vibrations in musical instruments [44], such as gongs and
cymbals [22]. Simple all-pass nonlinear passive filters have been used to mimic non-
linear mode-coupling effects [103]. For nonlinear modal analysis, linear eigenmodes
are often used for nonlinear subspace integration of dynamics to resolve weak material
nonlinearities in small-strain configurations and resolve mode-mode coupling [8] (for a
good discussion on nonlinear mode coupling in beams and plates see [86]). Nonlinear
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normal modes [97, 127] have been used to describe a nonlinear vibration mode’s shape
as a linear superposition of other linear modes, i.e., to resolve nonlinear mode coupling.
However, likely due to the high computational complexity of simulating nonlinearly
coupled modal models (oftenO(r4) or worse), we are unaware of sound synthesis results
in the literature that demonstrate results comparable to ours, i.e., with several hundred
fully coupled modes. We achieve this by extending cubature optimization techniques of
An et al. [3]; their method estimates volumetric cubature schemes, and was even used to
evaluate nonlinear modal shell vibrations for sound synthesis, but the thin shell had to
be modeled using several hundred thousand tetrahedral elements. We extend cubature
schemes to handle thin shells more efficiently, and obtain cubature-based reduced-order
modal models with O(r2) time-step complexity for r nonlinearly coupled modes.
The only physically based sound rendering work in graphics that addresses non-
linear object vibrations is O’Brien et al. [99]. They use an explicitly integrated large-
deformation finite element model to simulate nonlinear vibrations of objects using small
time-step sizes, and a time-domain ray-based “Rayleigh method” (a.k.a. direct propa-
gation) to approximate sound radiation. Interesting results were obtained for short an-
imations with large deformations and buckling. Unfortunately simulation times were
on the order of a day (circa 2001) for models of rather modest geometric complexity
(<2000 tetrahedra), and the expensive radiation model is known to have limited accu-
racy [34]. Bilbao has considered energy conserving finite difference discretizations and
time-stepping schemes for nonlinear plates to generate plausible sounds [10]. In con-
trast to these works, we focus on efficient sound models for nonlinearly forced thin-shell
vibrations: we develop efficient subspace integration techniques for geometrically com-
plex nonlinear modal models which drive frequency-domain acoustic transfer models
that are consistent with frequency-domain wave radiation.
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The most closely related work on sound radiation to ours is “Precomputed Acous-
tic Transfer” [70], which augmented a linear modal sound model with a multipole-based
Helmholtz approximation of each mode’s acoustic transfer function, p(x). The approach
enables real-time computation of vibration and sound radiation for geometrically com-
plex objects. Unfortunately due to the increasing complexity of mid- to high-frequency
radiation (higher kL values) [34], increasingly complex multipole approximations are
required at higher frequencies; such models are costly to precompute, costly to evaluate
at runtime, and become increasingly inaccurate at difficult higher frequencies. There is
significant work in the acoustics community on reconstructing acoustic quantities (such
as sound source multipole expansion coefficients) from often sparse acoustic pressure
measurements, e.g., for near-field acoustic holography, but most methods are limited
to low- to mid-frequency problems [131, 134]. Our far-field acoustic transfer (FFAT)
maps provide a simple method for constant-time transfer evaluation which handles low-
to high-frequency far-field radiation complexity by exploiting (1) fast multipole bound-
ary element methods from acoustics [83, 119], and (2) texture-based far-field expansions
that are well suited to capturing rapid angular variations with simple radial structure.
Finally, it is possible in principle to simulate fully nonlinear vibrations coupled to
3D (nonlinear) sound fields. For instance, two-dimensional simulations of a nonlinear
plate coupled to acoustic fluid have been modeled using the nonlinear Euler equations
and used to produce nonlinear far-field radiation [49]. Unfortunately such approaches
are currently computationally unappealing for 3D audio-rate simulations of nonlinear
sound.
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3.2 Nonlinear Modal Vibrations for Thin Shells
3.2.1 Background: Thin-Shell Dynamics
We consider discrete thin shells modeled using triangle meshes with N∆ triangles, and
Nv vertices. Following a suitable discretization via the finite element (or other) method
we obtain an N -dimensional system of ordinary differential equations (recall, also,
(2.10)),
Mu¨ + Du˙ + fint(u) = fext (3.1)
where u = u(t) ∈ RN are mesh vertex displacements, u˙ are velocities, u¨ are accel-
erations, M ∈ RN×N is the mass matrix; fint(u) describes nonlinear internal thin-
shell forces; and fext are time-dependent external forces such as gravity or contact
forces. For lightly damped small vibrations, we use linear Rayleigh damping [8] with
D=αM + βK, with K the stiffness matrix (Jacobian of fint) evaluated at u=0.
Without loss of generality, we use the elastic shell model of [54], in part because it
is based on physical material parameters that simplify parameter tuning for sound syn-
thesis. The deformation strain energy, E(u), is an integral over the surface of the strain
energy density, W (u;X), where X is a material position on the undeformed surface.
The strain energy density is decomposed in to two parts
W = Wm +Wb (3.2)
where Wm is the membrane strain energy density which penalizes tangential stretching
or compression; and Wb is the bending energy density which resists bending away from
the rest configuration. The membrane and bending strain energy densities are defined in
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Figure 3.2: Stencil of triangle element: Whereas the piecewise constant membrane
strain energy density Wm can be determined for a given triangle by evaluating only that
triangle’s vertex positions, determination of the triangle’s bending strain energy density
also requires the state of neighboring triangles. As a result, evaluating the full strain
energy density for this triangle requires that we consider the positions of the 6 vertices
highlighted here.
terms of per-triangle strain tensors:
Wm =
Y h
2(1− ν2)
[
(1− ν) tr(2m) + ν tr(m)2)
]
(3.3)
Wb =
Y h3
24(1− ν2)
[
(1− ν) tr(2b) + ν tr(b)2)
]
(3.4)
where h is the shell thickness, Y is Young’s modulus, and ν is Poisson’s ratio (see Gin-
gold et al. [54] equations for Wmembrane = Wm and WKoiterbending = Wb). The membrane
and bending strains are m and b, respectively; m is a 3 × 3 tensor which varies as
triangle edges deviate from their rest lengths; and b is a 3× 3 tensor which changes as
the dihedral angles between a triangle and its three neighbors vary from the correspond-
ing dihedral angles in the shell’s rest pose (see [54] for definitions). Consequently, the
strains and strain energy density, W , can be defined as piecewise constant over shell
triangles, with each triangle’s Wm value a function of the triangle’s 3 vertex positions,
whereas its bending strain energy, Wb, is a function of 6 vertices (see Figure 3.2).
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It follows that the deformation energy is given by the integral over the undeformed
surface, S:
E(u) =
∫
S
W (u;X) dSX =
N∆∑
i=1
AiWi(u) (3.5)
whereWi is the piecewise constant strain energy density for triangle i, and Ai is its area.
The desired internal thin-shell force is
fint(u) = ∇uE(u) =
N∆∑
i=1
Ai∇uWi(u). (3.6)
which gathers both membrane and bending contributions.
3.2.2 Reduced-order Thin-Shell Dynamics
We now describe the nonlinear mode-coupled dynamics model used for sound synthesis.
Linear Modal Analysis: As a first step, we compute r linear eigenmodes using the
mass matrix M and rest-pose stiffness matrix K of the thin-shell system, given by
K =
∂fint
∂u
∣∣∣∣
u=0
. (3.7)
This is analysis uses standard methods [118, 8] which are reviewed in §2.2.1. Following
the notation of §2.2.1, this procedure yields a basis of eigenmodes U ∈ RN×r and asso-
ciated angular frequencies ωi, along with the diagonal matrix Λ = diag(ω21, . . . , ω
2
r).
Nonlinear Subspace Integration: To obtain nonlinear coupling between linear modes
we employ dimensional model reduction [8, 76] by substituting u = Uq in to the full-
dimensional equations of motion (3.1), and premultiplying by UT to project in to the
r-dimensional modal subspace:
q¨ + D˜q˙ + f˜int(q) = f˜ext (3.8)
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Figure 3.3: Nonlinear mode coupling: The nonlinear and linear modal dynamics of
q200(t) are compared for the ride cymbal’s response to a single metal ball impact (the
first video example). The nonlinear mode exhibits rich dynamics, and strong coupling
to lower frequency modes.
where
D˜ = αI + βΛ (3.9)
f˜int(q) = U
T fint(Uq) (3.10)
f˜ext = U
T fext. (3.11)
The linear dynamics formulation presented in §2.2.1 considers forces of the form
f˜int = Λq, which require only O(r) time to evaluate since Λ is diagonal. Mean-
while, (3.8) provides nonlinear mode coupling when integrated (see Figure 3.3). Un-
fortunately, explicit time-stepping of these nonlinear equations at audio rates (44.1 kHz;
∆t ≈ 2.3 × 10−5) is quite expensive due to f˜int evaluation, which involves subspace-
projection of fint in (3.6) via a gather over N∆ triangles – an undesirable O(r N∆) cost
per audio timestep.
3.2.3 Thin-Shell Cubature Scheme
We accelerate the evaluation of internal forces f˜int by extending the volumetric approach
of An et al. [3] to optimize cubature schemes for thin shells. We use a compound cu-
bature scheme that evaluates both bending and stretching force integrals simultaneously
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Figure 3.4: Illustration of cubature scheme: (Left) Trash can (200 modes) with 800-
feature cubature scheme; (Right) close-up of triangle-flap features.
thereby sharing vertex-deformation computations. We make the approximation
f˜int(q) = U
T fint(Uq) =
N∆∑
i=1
Ai gi(q) (3.12)
≈
∑
i∈C
wi gi(q), (3.13)
where gi(q)≡UT∇uWi(Uq), and wi are cubature weights, and C is a set of integers
defining triangles in which cubature points are chosen. See Figure 3.4 for a visualization
of this triangle set for one of our example models.
Cubature Training: Since the strain energy density (and thus force density) defined in
the shell model is piecewise-constant over a triangle element, it suffices to only consider
one cubature point per triangle during the optimization pre-process. However, at run-
time the triangle and its three edge flaps must be reconstructed for each cubature point,
as the bending force is dependent on the state of neighboring triangles. We also consid-
ered alternate cubature schemes, including optimizing separate weights for the two force
integrals, but this did not significantly affect convergence behavior. To generate training
samples for cubature optimization, we randomly sample a Gaussian for each mode to
get physically plausible training poses [3]. Convergence plots are shown in Figure 3.5.
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Figure 3.5: Cubature training convergence plots reveal that ∼ 10% error is often
obtained after n = 4r cubature features, which is higher than the volumetric modal
models in An et al. [3].
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O(r2) Force Evaluation: In practice, we can construct cubature schemes to mod-
est accuracies (e.g., 10% relative error) for which the number of cubature samples
|C| = O(r)  N∆. The resulting thin-shell cubature scheme can approximate f˜int(q)
at O(r2) cost. More important than complexity is that the scheme is fast in practice.
Achieving full nonlinear coupling of r modes at O(r2) cost makes offline sound syn-
thesis practical for several hundred modes (see Table 3.2). To understand this cost,
note that each gi(q) r-vector in (3.13) can be evaluated in O(r) flops using three steps:
given the triangle element’s 6 stencil vertices, V (see Figure 3.2), we (1) evaluate the
6 vertex displacements, uV = UV q in O(r) flops; (2) evaluate the 6 vertex forces
fV =∇uVWi(uV ) inO(1) flops, then (3) project the vertex forces in to the r-dimensional
subspace, gi=UTV fV , in O(r) flops.
3.3 Limiting Artificial “Pitch Glide”
Rigid body animations can generate a wide range of contact impulses, including vio-
lent impacts that would dent or damage the shell in reality. Unlike the linear modal
sound model which simply gets proportionally louder with increased impulse strength,
we need to take precautions to ensure that the nonlinear modal model operates in a
valid energetic range to avoid “mode locking” [8]. Intuitively speaking, hard forcing
can produce mode locking when the model has insufficient degrees of freedom to de-
form due the limitations of the linear modal basis. Without energetic limits, listeners
may perceive a nonphysical “pitch glide” artifact during contact, during which vibration
frequencies start out very high, but then glide down to their natural frequencies (see
Figure 3.6). While “pitch glide” occurs naturally for some objects, e.g., Chinese opera
gongs [44], locking in low-frequency modes can also artificially increase the effective
numerical stiffness of coupled high-frequency modes, e.g., by stretching the shell, which
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Figure 3.6: Illustration of locking-related “pitch glide:” Spectrograms are shown
for virtual cymbal sounds resulting from different impulse magnitudes. As the impulse
magnitude grows, one can see an increasingly noticeable frequency drop at the begin-
ning of the spectrograms.
introduces pitch-glide artifacts (also see Figure 3.8). Numerically we would also like to
avoid locking since that nonlinearity can introduce severe time-step restrictions; in our
implementation, we use a fixed-rate timestep to avoid temporal artifacts, so smaller
timesteps are particularly undesirable. In a full degree-of-freedom model, the elements
would be free to bend yet still avoid excess stretching, so the frequencies remain roughly
constant. Unfortunately, full simulations are often impractically expensive and numer-
ically unstable compared to reduced simulation, so we propose a simple technique for
limiting pitch-glide artifacts in practice.
Impulse Limiter: To avoid forcing the nonlinear oscillator to high energies, we use a
simple per-timestep impulse filter that bounds the system’s vibrational energy. Given
the desired velocity impulse, ∆q˙ = ∆t f˜ext, we introduce an (as yet unknown) scale
factor, 0≤α≤1, and only apply the scaled impulse, α∆q˙. We estimate the total energy
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Algorithm 1: Compute α for impulse limiter
begin1
if E′(1) ≤ Emax or E′(1) < E then2
return α = 1 ;3
else if E > Emax then4
return α = 0 ;5
else6
solve E′(α∗) = Emax for α∗∈ [0, 1] ;7
return α∗ ;8
end9
(kinetic + potential) before the impulse as,
E = q˙T q˙ + qTΛq, (3.14)
and the α-parameterized post-impulse energy as,
E′(α) = (q˙ + α∆q˙)T (q˙ + α∆q˙) + qTΛq. (3.15)
We set a maximum allowed energy, Emax =σM by specifying σ, the maximum energy
per unit mass, where M is the object’s total mass; in our implementation, we use the
same σ value for all scene objects (typically σ ≈ 1 − 4). We determine the impulse
limiter’s α value using Algorithm 1.
3.4 Mapping Far-Field Acoustic Transfer
We now describe a general method for approximating acoustic transfer using far-field
acoustic transfer (FFAT) maps. See §2.1.2 (and [70]) for background on acoustic-
transfer-based sound rendering of modal models. Our approach involves three steps: (1)
for each mode we precompute detailed pressure samples on concentric exterior spherical
surfaces using commodity Helmholtz boundary integral solvers, then (2) we precompute
a low-order Laurent expansion for each outgoing ray direction; then (3) at runtime we
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Figure 3.7: Geometry of FFAT Map Estimation
can evaluate a low-order expansion of any mode’s transfer value at a far-field listening
position using O(1) operations. This data-driven approach avoids the use of multi-point
multipole expansions (as in James et al. [70]) which can be complex to fit and evaluate
for higher frequency radiation [134].
Far-Field Acoustic Transfer (FFAT) Maps: To accelerate render-time acoustic trans-
fer evaluation, we propose a simple approximation to the pressure field, p(x), motivated
by the far-field, asymptotic M -term series expansion [59]
p(x) ∼ h0(kR)
M∑
j=1
Ψj(θ, φ)
(kR)j−1
(3.16)
for x = spherical(θ, φ,R), where h0 is the monopole-like 0th-order spherical Hankel
function of the first kind, h0(kR) =− ie−ikRkR , and the Ψj functions describe the angular
dependence of the pressure field. In practice we seek an M -term expansion where M is
very small, e.g., M=1 . . . 4.
We produce least-squares estimates of Ψj for a given M as follows. Given a coor-
dinate system defined at the center of the object (we use the center of mass), we define
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a fixed set of angular directions, Θl = (θl, φl), and a set of radii R1, . . . , RK , K >M
(see Figure 3.7). Using a Helmholtz boundary integral solver, we rasterize a reference
p(x) solution at all (Ri,Θl) locations; we use the FastBEM Acoustics implementation
(www.fastbem.com) of the fast multipole boundary element method [83, 119]. In
our examples, we use K = 6 shells to estimate between 1 and 4 Ψj maps, rasterizing
θ ∈ [0, pi] in to T values, and φ∈ [0, 2pi] in to 2T values where T is a function of wave
number. Given a radius R¯ for an object’s bounding sphere about its center of mass, we
choose radii R1, . . . , RK in a geometric sequence Ri = 2.5R¯γi−1 (we used γ = 1.54).
Using this pressure data, each angular direction, Θl, has the following complex-valued,
K ×M least-squares problem,
M∑
j=1
h0(kRi)
(kRi)j−1
Ψj(Θl) = p(Ri,Θl) ⇔
M∑
j=1
AijΨjl = pil, i = 1, . . . , K. (3.17)
We abbreviate (3.17) as AΨ = P. The system matrix A is the same for each angular
direction; therefore, we can solve all directions simultaneously. We also note that dif-
ferent rows of P have different radii, and can differ greatly in magnitude. To address
this, we use a weighted least squares approach that normalizes by the RMS magnitude
of each P row. Specifically, let W be a diagonal weighting matrix with Wii=1/‖Pi,:‖,
then we solve the weighted least-squares problem, WAΨ=WP using TSVD to obtain
Ψ=(WA)†(WP) (Pi,: is shorthand for the ith row of P). Once Ψ is evaluated, each
row of this matrix stores the values of a series term Ψj evaluated in all discrete direc-
tions. We can extract these rows and store them as floating-point textures for subsequent
evaluation.
Varying FFAT map resolution: In our implementation, all FFAT maps are computed
via a uniform sampling of angle (θ-φ) space. That is, given some number of θ divi-
sions T , we store FFAT map terms and precompute samples on each spherical shell at
2T 2 + 2 angular positions. In general, the acoustic transfer function’s angular com-
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Model L (m) tri vtx N modes freq (kHz) material ν Y (GPa) h (mm) α β (10−9) ncuba Errorcuba kL ∆t (s)
Trash Can 0.75 77536 38833 116499 200 0.071 – 4.43 Steel 0.30 190 2 0.5 75 800 10.3% 0.98 – 61 1/44100
Trash Lid 0.55 34312 17286 51858 200 0.112 – 6.79 Steel 0.30 190 2 0.5 75 800 11.5% 1.1 – 68 1/44100
Water Bottle 0.46 28658 14418 43254 300 0.116 – 3.59 Polycarb. 0.37 2.4 2.25 0.5 400 900 10.7% 0.98 – 48 1/44100
Recycling Bin 0.61 109568 54945 164835 300 0.062 – 2.21 Polycarb. 0.37 2.4 5 4.0 300 1200 15.7% 0.70 – 30 1/44100
Cymbal 0.50 61952 31104 93312 500 0.061 – 9.94 Bronze 0.33 124 0.7 1.0 6.25 1500 10.7% 0.57 – 92 1/88200
Table 3.1: Model Statistics: L refers to the length of the object along its longest axis. tri
and vtx refer to the number of triangles and vertices used to discretize the object. modes
refers to the number of vibration modes used for sound synthesis and the freq column
provides the frequency range for these modes. ν, Y and h are the Poisson ratio, Young’s
modulus and thickness of the thin shell material, respectively. α and β are Rayleigh
damping parameters. ncuba is the number of cubature points used for force evaluation,
and Errorcuba is the relative residual error for forces evaluated using this scheme on the
poses used for cubature training.
plexity increases with modal frequency (see figures 3.12 and 3.13) suggesting that some
modes require greater angular FFAT map resolution than others. We use a simple model
in which T varies linearly with the wave number k: T = dck + de. In our experi-
ments, we found that a base resolution of d= 15 and a frequency-dependent parameter
of c = 2.25m was sufficient to adequately capture the angular complexity of acoustic
transfer functions.
Discussion of frequency localization: We have assumed that the nonlinear modal vi-
brations are approximately time-harmonic with frequencies similar to the linear modal
vibrations. While this is true for weak forcing, it is far less true for hard forcing (see Fig-
ure 3.8). Nevertheless, we believe that linear frequency-domain acoustic transfer pro-
vides a cheap yet plausible sound model. The alternative evaluation of 3D time-domain
wave radiation is significantly more expensive (and less appealing) than the O(r)/object
runtime evaluation of FFAT map transfer.
35
Linear Response Nonlinear Response
Figure 3.8: Frequency spectrum of q(t) for a hard cymbal “crash” (first exam-
ple in video): The linear model (Left) illustrates that each modal coordinate qi(t) is
strongly localized in the frequency domain about its modal frequency, ωi, whereas the
nonlinear modal model (Right) exhibits a more complex response that is frequency-
localized for lower-frequency modes, but higher modes become increasingly coupled to
low-frequency modes—a possible sign of modal locking after this strong forcing.
3.5 Results
We now describe numerical and sound experiments for several models and multibody
collision scenarios. Please see the result video for the paper associated with this
work [18] for all animation and sound rendering results 1. Model statistics are provided
in Table 3.1. Representative timings are given in Table 3.2.
We provide sound comparisons between four cases:
1. Nonlinear with transfer (“Harmonic Shells”): Nonlinear modal vibrations with
acoustic transfer (FFAT maps, or fast multipole method evaluation).
2. Linear with transfer: Linear modal vibrations with acoustic transfer. This case
1http://www.cs.cornell.edu/projects/harmonicshells/
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Model
Modes Modal Cubature Timestep Simulation Cost FFAT Precomp. FFAT Eval FFAT Storage
r Analysis Precomp. Cost (per second of audio) (average time/mode) (all modes, M=4) (floats, M=1)
Trash Can 200 569 s 2.49 hr 16.1 ms 714 s 109.2 min 0.151 ms 56 MB
Trash Lid 200 170 s 1.87 hr 14.6 ms 642 s 85.5 min 0.151 ms 113 MB
Water Bottle 300 314 s 4.31 hr 23.6 ms 1026 s 25.6 min 0.227 ms 54 MB
Recycling Bin 300 2332 s 9.65 hr 27.8 ms 1224 s 48.0 min 0.227 ms 25 MB
Cymbal 500 1155 s 3.88 hr 44.3 ms 3900 s 318 min 0.378 ms 512 MB
Table 3.2: Representative Timings: All timings are for a single 2.66GHz Xeon X5355
processor core, except “Cubature Precomp” which used 8 cores.
typically sounds plausible, but misses characteristic nonlinear “crash” and “rum-
ble” effects, and timbre variations with amplitude.
3. Linear with monopole: transfer Linear modal vibrations with the low-
frequency, far-field monopole radiation model (equation (15) in [70]; also used
in [12]). Lacking both nonlinear vibrations and acoustic transfer, this case usually
sounds quite unrealistic.
4. Nonlinear with monopole: transfer For comparison, we also render nonlinear
modal vibrations with the far-field monopole model. While the vibrations are
nonlinear, without acoustic transfer the sound quality is poor.
Implementation Details: We precompute dominant linear vibration modes using MAT-
LAB’s [88] generalized eigenvalue solver (using the shift-and-invert spectral transfor-
mation implemented in ARPACK [80]). To improve our graphics model’s mesh qual-
ity for vibration and radiation analysis, we remesh the shells (using GNU GTS). We
exploit mode-level parallelism to precompute acoustic transfer models (fast multipole
solves, and FFAT map estimation) on a 16-node cluster (8-core, 2.66GHz, 8GB, Xeon
X5355 processor nodes). All animations are performed using rigid body dynamics with
vibration models defined in the appropriate rigid body frame [117]. Collisions are de-
tected using a rigid sphere-tree bounding volume hierarchy, and resolved using a linear
Kelvin-Voigt penalty contact model. Rigid body dynamics are time-stepped using sym-
plectic Euler at rates sufficient to resolve penalty contact forces; modal vibrations are
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time-stepped (explicit subspace Newmark) at audio rates (e.g., 44100Hz); and acous-
tic transfer is evaluated at 1000Hz along the two-ear listening trajectory. A simple
contact damping model is used to damp vibrations of objects in ground contact. In
our simulation pipeline, we first simulate rigid-body motion and dump subspace force
impulses to disk, then in a second pass we compute modal vibrations and synthesize
sound at the listening position. Each object’s final sound is computed as a linear su-
perposition of modal contributions with a simple head-related transfer function (HRTF)
model, H(ω,x) [15]; sound(x, t) =
∑r
k=1 |H(ωk,x)| |pk(x)| qk(t). Graphics frames
were rendered using Pixar’s RenderMan software. All floating point computations were
performed using double precision.
EXAMPLE (Cymbal): We modeled a large ride cymbal (50cm diameter, bronze),
which is known to be a challenging example for modal vibrations [22]. The linear modal
model of a ride cymbal produces a very clean tone that sounds more like a smaller crash
cymbal, and it is unable to produce the proverbial “crash” sound as well as the nonlinear
model. Both models sound very plausible with acoustic transfer.
EXAMPLE (Trash Can with Lid): The nonlinear modal model produces a dramatic
improvement in the sound of the trash can (and lid) relative to the linear modal model;
the nonlinear model produces a characteristic “crashing” sound, whereas the linear
model makes a “ding” sound. The trash can also has very interesting acoustic transfer
functions; its FFAT maps reveal intricate structure, partly due to the trash can’s side-
reinforcing ribs, and very loud values near its opening (see Figure 3.13). The spolling
(spinning & rolling) of the trash can lid has a more distinctive sound than the linear
model.
EXAMPLE (Water Bottle): We modeled a round 5-gallon water bottle out of polycar-
bonate plastic, and tuned damping parameters by comparing to informal experiments.
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Figure 3.9: Multibody collision scenarios were simulated for (from left to right) a
cymbal with metal balls, multiple cymbals, two trash cans, a trash can and lid, and
polycarbonate water bottles—as well as Figure 3.1.
The nonlinear sound model captures a characteristic drum-like fluttering after impact
better than the linear sound model. The complex structure of the FFAT maps are shown
in Figure 3.12. A comparison to a real water bottle impact experiment is provided in the
accompanying video, and produces a qualitatively similar sound.
EXAMPLE (Plastic Recycling Bin): While less dramatic than other examples, the
nonlinear model captures a familiar “wobbling” sound which is missing from the linear
model.
MULTIBODY EXAMPLES: We simulated several multibody collision scenarios to
demonstrate the feasibility of “Harmonic Shells” for computer animation (see Figure
3.9, and video results).
Stability: Unlike linear modal models which can be stably integrated with IIR filters,
our nonlinear subspace vibration model can suffer time-stepping instabilities. Fortu-
nately, subspace integrators are typically more stable than their unreduced counter-
parts [76]. We observed that our explicit subspace Newmark integrator was stable at
audio rates (44.1 kHz) for all examples, except the cymbal which we integrated at 88.2
kHz. In contrast, traditional explicit Newmark integration required an exceedingly small
timestep to be stable, e.g., the water bottle required 11.025 MHz rates (or 250× the 44.1
kHz rate).
COMPARISON (reduced vs. unreduced simulation): For validation, we compared
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water bottle impact sounds from our reduced-order model (∆t= 1/44100s) to those of
nonlinear vibrations simulated in a full, unreduced setting via an explicit Newmark in-
tegrator (∆t=1/11025000s for stability)—implicit Newmark (with full Newton solves)
was less competitive in our experiments. Although the unreduced model produced richer
tones at higher amplitude impacts, both sounds were comparable and more interesting
than pure linear vibrations. Unfortunately, while the reduced-order model took roughly
17.1 minutes to compute 1 second of sound (1026× slower than real time), the unre-
duced approach took 89.8 hours per second of sound (323,000× slower than real time).
Details of unreduced computation: Given the unreduced displacement u of the ob-
ject, modal amplitudes are obtained via projection with the basis q = UTu so that any
of the previously discussed radiation methods may be applied. Given that the simulated
model is unconstrained, we take steps to avoid rigid body motions in the unreduced
simulation as these will result in errors in the modal projection. A N × 6 “rigid ba-
sis” matrix UR is constructed out of the rigid modes (those corresponding to eigenvalue
0) computed in equation 2.14. This is used to produce a 6 × 6 “rigid mass” matrix
MR = U
T
RMUR. Given the external forces acting at each time step, the component
of acceleration resulting in rigid motion is identified as URM−1R U
T
Rfext and subtracted
from the total acceleration vector. This allows the mesh to vibrate freely in place without
undergoing rigid translation and rotation.
COMPARISON (different cubature errors): We simulated nonlinear modal models
with different cubature errors to informally demonstrate their respective sound behavior.
See the video for a comparison of the trash can simulated with cubature errors (and
timestep costs) of 15.3% (10.5ms), 10.3% (16.1ms), 6.1% (27ms), and using brute-
force subspace integration [76] we simulated 0% (166.7ms). We find that even cubature
schemes with large relative error provide a significant qualitative improvement in sound
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Model Mode Freq (Hz) kL θ Resolution (T )
Average Relative Error (%) Median Relative Error (%)
M=1 M=2 M=3 M=4 M=1 M=2 M=3 M=4
Trash Can
0 71 0.90 18 1.47 6.73 0.95 1.04 0.54 7.2 0.91 1.03
50 1880 25.82 93 19.51 7.11 1.28 0.69 9.14 3.40 0.67 0.44
100 2823 38.79 132 44.44 28.36 20.00 5.62 31.26 12.88 9.27 2.66
150 3698 50.81 168 67.21 35.20 8.27 1.76 29.18 12.22 4.37 0.63
199 4433 60.80 198 53.37 42.64 17.05 3.14 28.64 16.94 9.56 1.27
Trash Lid
0 112 1.13 20 3.12 8.47 1.36 0.78 2.52 9.04 .14 0.78
50 2296 23.13 110 36.12 21.91 6.41 1.74 34.89 21.18 5.64 1.64
100 3997 40.27 180 51.54 24.36 18.07 2.36 51.76 21.22 16.10 1.62
150 5736 57.79 252 14.09 3.96 1.32 0.47 8.53 2.96 0.75 0.32
199 6791 68.22 295 60.40 23.39 31.04 2.94 62.28 12.82 27.17 1.39
Water Bottle
0 116 0.98 20 251.35 16.00 1.90 0.032 264.86 11.37 1.67 0.018
75 1321 11.13 70 26.86 11.80 2.98 0.54 13.07 3.51 1.49 0.35
150 2197 18.51 106 11.14 6.69 0.86 0.16 8.30 5.77 0.30 0.10
225 2906 24.49 135 14.03 8.41 1.33 0.31 8.73 4.99 0.65 0.25
299 3593 30.27 164 32.26 15.84 3.33 0.45 15.60 8.15 1.34 0.26
Recycling Bin
0 62 0.70 18 10.85 3.53 0.40 0.43 6.47 3.46 0.32 0.35
75 820 9.17 49 13.66 3.79 1.05 0.65 7.45 1.73 0.64 0.34
150 1329 14.85 70 8.54 3.72 0.87 0.65 6.52 2.30 0.67 0.49
225 1791 20.01 89 7.36 2.89 0.70 0.35 5.03 1.37 0.46 0.24
299 2209 24.68 107 12.67 5.03 2.07 0.54 9.13 3.05 12.10 0.36
Table 3.3: Comparison of FFAT map to fast multipole solver |p(x)| pressure values
illustrate that very low relative errors (≈ 1%) can be achieved using a 4-term FFAT map
expansion. Errors were computed for representative raster images (see Figure 3.11 for a
specific example).
quality over the linear model. Our cubature schemes are chosen to provide a tradeoff
between sound quality and evaluation speed.
COMPARISON (with/without energy limitation): To demonstrate pitch glide, we
artificially increase the magnitude of forces acting on the water bottle by a factor of 5.
See the video for a comparison of this scenario with and without the impulse limiter
(§3.3).
COMPARISON (FFAT vs Fast-Multipole-Method Error): Please see Table 3.3 and
Figure 3.10 for FFAT map accuracy demonstrations. Our video provides animated com-
parisons: FastBEM required∼17h15m to synthesize all-mode transfer for the trash-can
animation, and ∼ 13h13m for the water bottle animation; for both animations, FFAT
Map evaluation required under a second.
COMPARISON: Different FFAT map expansion orders, M , are shown in Fig-
ure 3.11 for the highest frequency mode of the trash can. We use at most 4-maps/mode
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Mode 0 (71 Hz) Mode 50 (1880 Hz) Mode 100 (2823 Hz) Mode 150 (3698 Hz) Mode 199 (4433 Hz)
Figure 3.10: Comparison of sound pressures, |p(x)|, between BEM (left) and FFAT
map approximations (right) for various “trash can” modes. In all cases, the 4-term FFAT
map (< 6% average error) results both look and sound essentially same. Error values
are given in Table 3.3.
Exact M=1 M=2 M=3 M=4
(53.4%) (42.6%) (17.1%) (3.1%)
Figure 3.11: Comparison of FFAT maps of different order for the trash can (mode
199). (Far Left) Exact transfer field evaluated using the fast multipole method. The
remaining figures (M = 1 . . . 4) show the result of optimizing the FFAT models with
different M values (# maps = M ), and their average pointwise relative errors for the
|p(x)| rasters. The single-term approximation would provide enough accuracy for real-
time applications using linear modal models.
(M=4) in all of our rendered examples. Convergence is obtained for increasing M val-
ues; an error analysis is provided in Table 3.3. Please see the video for comparisons; in
practice, similar sounds are obtained for all M values, suggesting that even one texture
map (M=1) is sufficient.
3.6 Conclusion
We have presented a practical method for generating plausible impact sounds for thin
shells. By leveraging reduced-order modeling, we can produce nonlinear modal mod-
els that enable simulation of hundreds of vibration modes with fully coupled nonlin-
ear modal dynamics. We proposed a method to limit impact magnitudes and overcome
42
0
30
60
90
12
0
15
0
18
0
21
0
24
0
27
0
29
9
Mode |Ψ1| |Ψ2| |Ψ3| |Ψ4|
Figure 3.12: FFAT Maps (Water Bottle)
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Figure 3.13: FFAT Maps (Trash Can)
pitch-glide artifacts. Compared to linear modal sound models, our objects produce more
characteristic “crashing” and “rumbling” sounds.
We also proposed FFAT maps, a fast texture-based approximation of each mode’s
far-field acoustic transfer function that captures complex spatial structure, and are more
generally applicable than to just thin shells. They exploit the observation that transfer
functions exhibit complex angular structure, but possess strong radial coherence. By
using an accurate transfer solution, e.g., from a fast multipole solver, we produced far-
field acoustic transfer map approximations that enable fast run-time evaluation of the
transfer function to very low tolerances (e.g., 1%). In practice, we found that even a
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single FFAT map texture per mode (M=1) produced excellent results.
Limitations and Future Work: There are numerous ways to improve this result in fu-
ture work. Simulating the full range of audible “all-frequency” sound poses numerous
challenges, not only for precomputing thousands of vibration modes but also for cou-
pling them together. TheO(r2) complexity of the nonlinear modal model reflects the in-
trinsic complexity of simulating r coupled modes, but a near-linear-time subspace force
algorithm would be a big breakthrough for all-frequency nonlinear sound synthesis, es-
pecially since the modal amplitudes are needed for transfer-based rendering. In all cases,
we would have liked to have used more vibration modes to produce “all-frequency”
sound renderings; large models can also require many modes. The shell-based cubature
schemes exhibit slower convergence rates than volumetric models [3], and higher accu-
racy and more scalable methods are required for faster and/or more complex models. We
use a simplified rigid-body contact model, but collision processing should account for
object vibrations (ideally in a reduced-order manner [72]) to properly capture chattering.
Beyond thin shells, how to devise efficient methods for evaluating all-frequency non-
linear vibration-based sound is an open problem. Modal locking reflects the limitations
of the linear modal shape model, and we need more expressive shape models to handle
difficult nonlinear and noise-like phenomena; a fully developed (chaotic) cymbal crash
is currently beyond the capability of our reduced-order vibration model, although the
cymbal’s acoustic transfer model appears plausible. Preliminary experiments with thin-
shell models using nonlinear shape functions based on modal warping did not provide
a significant improvement [26]. More generally, we need methods to evaluate accu-
rate sound for large-deformation animations. Buckling is also a challenging nonlinear
phenomenon which can produce significant sound radiation, e.g., crumpling paper.
Our FFAT maps can provide high-accuracy acoustic transfer, but would benefit
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from precomputation techniques for improved spatial sampling, estimation, and texture
compression—FFAT maps can be “big.” By construction, our current FFAT models are
less accurate for near-field listening positions, which may be a problem for some appli-
cations. Far-field listening positions should also include time delay effects, which can
be complicated for dynamic objects. Nonlinear vibrations can introduce other signifi-
cant frequency contributions in to each mode’s vibration especially for high-frequency
modes (see Figure 3.8), so more complex nonlinear radiation models are needed at high
frequencies—multi-frequency mode radiation models may provide more realistic sound.
We have only considered single-object sound transport to leverage precomputation, and
it still remains to include multi-object and environment scattering for correct auraliza-
tion.
Perceptually based rendering methods are desperately needed to strike a favorable
balance between model accuracy and simplicity. For example, our thin-shell transfer
maps exhibit increasingly complex structure at high frequencies and are extremely diffi-
cult to compute without sophisticated fast multipole solvers. Arguably it is hard to hear
all of this structure in sound renderings, and we therefore desire perceptually based pre-
computation and rendering techniques which display only what is necessary, and avoid
computing what is not.
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CHAPTER 4
PRECOMPUTED ACCELERATION NOISE FOR IMPROVED RIGID-BODY
SOUND
Like Chapter 3, this chapter will also describe a method for addressing limitations
of the linear modal sound algorithm from §2.2.1. However, rather than presenting a
method for synthesizing sound from object vibrations, we turn our attention to acceler-
ation noise – sound produced when an object experiences abrupt rigid-body acceleration
due to, for instance, collisions or other contact events. We approach the problem of ac-
celeration noise synthesis in two main steps. First, we estimate continuous contact force
profiles from rigid-body impulses using a simple model based on Hertz contact the-
ory. Next, we compute solutions to the acoustic wave equation due to short acceleration
pulses in each rigid-body degree of freedom. We introduce an efficient representation
for these solutions – Precomputed Acceleration Noise – which allows us to accurately
estimate sound due to arbitrary rigid-body accelerations. We find that the addition of
acceleration noise significantly complements the standard modal sound algorithm, es-
pecially for small objects.
4.1 Introduction
The rattling of coins dropped on a table, the jingling of a set of car keys, and the cascade
of noise from a shattering pane of glass are all familiar sound phenomena. Rigid-body
dynamics simulation for scenarios such as these is a widely studied field in the computer
animation community. Physically based rigid-body solvers are capable of producing de-
tailed visual behavior virtually indistinguishable from reality. The linear modal sound
model (§2.2.1) is the most popular approach for resolving the sound of colliding rigid
bodies in scenarios like these [129, 100, 12]. This method efficiently and accurately
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Figure 4.1: Precomputed Acceleration Noise: Our model efficiently synthesizes accel-
eration noise due to rigid-body collisions in a variety of multibody collision scenarios.
captures the collision-induced ringing noise produced by a wide variety of objects. Nu-
merous methods for evaluating acoustic transfer functions – solutions to the Helmholtz
equation characterizing how vibrating objects produce sound – have been combined
with modal sound algorithms to produce more realistic results (e.g., [70] and the FFAT
map approach from Chapter 3).
In spite of these advances, there are many rigid-body collision scenarios for which
current sound models produce unconvincing results. Colliding rigid-body objects pro-
duce sound primarily due to two sources: “ringing noise” [110] and “acceleration noise”
[109]. Ringing noise refers to sound from object vibrations. This is the type of sound
which is handled by the methods from Chapter 3. Acceleration noise is produced when
objects undergo rapid rigid-body accelerations. If a body experiences acceleration over
a sufficiently short time scale, the resulting pressure disturbance in the surrounding
medium is perceived as sound. While current rigid-body sound models synthesize con-
vincing ringing noise (§2.2 and Chapter 3), no efficient models exist for synthesizing
sound due to acceleration noise. Consequently, synthetic rigid-body impact sounds tend
to have an incorrect initial attack and lack the “crispness” characteristic of real impact
sounds. In fact, for small objects that only vibrate at frequencies beyond the range of
human hearing (small ball bearings, dice, etc.), the approach discussed in §2.2 produces
no sound whatsoever. While this omission is obvious even for certain single-object col-
lision sounds, it is particularly noticeable in scenes involving large ensembles of small
colliding objects. Prior work on modal sound synthesis has modeled transient contact
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Figure 4.2: Small ball bearings vibrate too quickly to produce audible modal sound.
Instead, their sound is the result of rigid acceleration experienced during collisions.
sounds based on recorded audio [129, 84, 138]. Different approaches for improving
contact modeling in modal sound synthesis have been studied in [107] and [138], but
these methods still omit transient acceleration noise. Verma and Meng [130] introduced
transient-modeling synthesis (TMS), which extends earlier work on spectral modeling
synthesis [116]. TMS provides a general system for decomposition and synthesis of
audio signals involving both sinusoidal (modal) and transient components; however, it
does not provide a physics-based approach for synthesizing sounds from arbitrary rigid
objects.
To address this limitation, we propose a simple and efficient model for acceleration
noise which can be easily integrated with existing rigid-body sound pipelines. Resolving
acceleration noise for a rigid-body simulation is accomplished via two main steps:
1. Contact force estimation: Rigid-body solvers separate colliding objects by apply-
ing repulsive impulses to produce instantaneous velocity changes in the colliding
objects. We use Hertz contact theory [62, 73] to estimate physically plausible
continuous rigid-body acceleration profiles from each collision impulse.
2. Acoustic radiation: We present an efficient precomputed representation for sound
due to objects undergoing short acceleration pulses. This allows us to reconstruct
arbitrary acceleration noise signals from an object, while avoiding impractical
audio-rate time stepping of the acoustic wave equation.
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Other Related Work: Acceleration noise has been studied previously outside of the
graphics community, e.g., for noise control requirements in industrial settings. Koss
and Alfredson [75] investigated the transient sound radiated by colliding spheres and
found that a contact model based on Hertz contact theory could be used to approximately
recover pressure waveforms measured in experiments. Other studies have investigated
acceleration noise due to colliding spheres [109, 110] and other simple geometries [40,
135]. Acceleration noise for impacted plates has been studied experimentally by Wa˚hlin
et al. [132] and Chaigne & Lambourg [23]. Numerical models for plate acceleration
noise have been investigated by Shedin et al. [113] using experimentally recorded impact
forces, and by Lambourg et al. [77] and Ross & Ostiguy [112] using Hertz-like impact
forces. These numerical approaches have shown good agreement with experimental
results; however, they use expensive finite element or finite difference discretizations to
simulate dynamics, making them undesirable for animation sound purposes.
In principle, both ringing noise and acceleration noise can be resolved simultane-
ously by explicitly solving for a body’s surface motion using standard numerical ap-
proaches such as the finite element method. The effect of an object’s surface motion
can be propagated to the listener by solving the time-domain wave equation in the re-
gion surrounding the object (e.g., [90]). In O’Brien et al. [99], the authors used explicit
time-stepping of nonlinear elastic finite element meshes to resolve object surface defor-
mations at audio time-stepping rates and computed sound by directly propagating sur-
face velocities at each object triangle to the listener’s location. While this method could
in principle resolve detailed surface deformations sufficient for synthesizing both ring-
ing and acceleration noise, rigid-body accelerations (and indeed high-frequency ringing
noises) are the result of compression occurring over very small regions and time scales
[73]. Accurately resolving these scales via finite element simulation requires spatial and
temporal resolutions to be prohibitively high for computer animation purposes. More-
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over, we find that rigid-body acceleration tends to produce complex time-varying pres-
sure signals even for simple pulse-like velocity changes (see Figures 4.4, 4.5). Produc-
ing sound directly from an object’s surface velocity fails to capture this wave radiation.
Hertz originally proposed a model for normal contact between elastic bodies based
on a nonlinear spring force [62]. This model can be used to determine the continuous
contact forces acting on dynamically colliding bodies [73, 46]. Analytical approxima-
tions of these time-dependent contact forces are also available for certain geometries.
Hertz contact and other similar theories are used widely in the multibody systems com-
munity to predict continuous contact forces [53, 114, 45, 46, 47]. In the context of sound
synthesis, Hertz-like contact force models have been considered for excitation of modal
vibration in the computer graphics community [129] and elsewhere [122].
4.2 Background
As in §2.1.1, we consider an object O along with its exterior domain Ω and the domain
boundary ∂Ω (the surface of O) with normal field n(x) defined to be pointing in to Ω.
Acoustic pressure fluctuations in Ω are modeled by the acoustic wave equation (2.1)
with boundary condition (2.2).
We may also express (2.1) as a pair of first-order partial differential equations (PDEs)
describing acoustic pressure p(x) and particle velocity v(x):
∂p(x, t)
∂t
= −c2ρ∇ · v(x, t) (4.1)
∂v(x, t)
∂t
= −1
ρ
∇p(x, t) (4.2)
In this case, (2.2) and (4.2) imply that ∂vn
∂t
= an on δΩ, where vn is the normal particle
velocity on the object’s surface. The wave equation boundary condition (2.2) accounts
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for contributions from arbitrary motion by object O’s surface, including rigid-body mo-
tion. Intuitively, when an object moves through the air, the velocity of the surrounding
air must change to match that of the moving object at its surface. When an object un-
dergoes an abrupt change in velocity, the resulting fluctuation in the surrounding air
pressure is propagated according to the wave equation and interpreted by a listener as
sound (see Figure 4.5).
Most prior approaches for synthesizing sound from vibrating objects have assumed
that the visual motion of an object is governed entirely by rigid-body dynamics. Object
deformations are assumed to be small and independent of an object’s rigid-body behav-
ior. Deformations are modeled by simulating vibrations in small basis of linear mode
shapes, transformed in to the object’s rigid-body frame (§2.2, Chapter 3, [100], etc.).
Under the assumption that rigid motion and modal vibration are independent, we may
write the normal acceleration on an object’s surface as an(x, t) = aRn (x, t) + a
M
n (x, t)
where aRn and a
M
n refer to normal surface acceleration due to rigid-body motion and
modal vibration, respectively. By the linearity of (2.1) and (2.2), we can write the
acoustic pressure as p(x, t) = pR(x, t) + pM(x, t) where pR and pM are the pressure
contributions due to rigid-body motion and modal surface vibration. Existing rigid-body
sound models only compute pM , neglecting the acceleration noise contribution pR. This
omission is particularly noticeable for small, hard objects such as plastic dice and steel
ball bearings. The linear vibration modes for these objects (see §2.2.1) vibrate at fre-
quencies well above 20 kHz. Consequently, modal sound algorithms predict sound well
beyond the frequency range of human hearing for these objects.
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4.3 Contact Force Estimation
We run rigid-body simulations using a solver based on the work of Guendelman et
al. [58] in which collisions are resolved via impulses. Impulses are time-integrated
forces that are treated as instantaneous changes in linear and angular momentum for the
purpose of physics-based animation of rigid-body dynamics. When two objects collide,
impulses are applied to ensure that the resulting velocity changes cause intersecting re-
gions in the objects to separate. This approach of instantaneously updating velocities to
resolve contact is widely used in rigid-body animation and produces compelling visual
results. Unfortunately, this approach does not provide a suitable continuous acceleration
profile for use in (2.2). We could, in principle, acquire continuous acceleration data by
resolving rigid-body contacts with a simple Kelvin-Voigt penalty law (used previously
for sound synthesis in, e.g., Chapter 3). However, recovering physically plausible ac-
celeration time scales would require both careful parameter tuning and simulation of
rigid-body dynamics at very high rates.
Contact force modeling is a widely studied field [73, 46] and numerous continu-
ous contact force models are available. Methods have been developed to account for
damping during contact events [68], hysteresis [78] and arbitrary geometric structure in
contact regions [63]. Evaluating these contact force models in the context of dynamics
simulation requires careful parameter tuning and potentially costly numerical simulation
[101]. The goal in this section is to present a simple and efficient model for estimating
the continuous contact forces necessary to demonstrate rigid acceleration noise. There-
fore, we appeal to a simple model based on the Hertz theory of elastic contact.
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4.3.1 Hertz Contact Theory
Hertz contact theory states that the normal contact force between two colliding elastic
bodies is given by
f = Kd1.5 (4.3)
where d is the penetration depth at the contact point and K is a constant depending on
the material properties and local contact geometry of the colliding bodies. Johnson [73]
provides analysis of the contact forces experienced for two colliding spheres. We briefly
summarize the key points of this analysis here. For a collision between two frictionless
spheres, K = (4/3)
√
rE∗ and the time dependence of the contact force for a collision
beginning at time t0 can be approximated by a half-sine pulse
S(t; t0, τ) =
 sin
(
pi(t−t0)
τ
)
if t0 ≤ t ≤ t0 + τ
0 otherwise
(4.4)
where τ is a time scale defined by
τ = 2.87
(
m2
rE∗2V
)1/5
. (4.5)
V is the normal impact speed and the other constants used in (4.5) are defined as follows:
1
r
=
1
r1
+
1
r2
,
1
m
=
1
m1
+
1
m2
,
1
E∗
=
1− ν21
E1
+
1− ν22
E2
. (4.6)
Ri, mi, νi and Ei are the radius, mass, Poisson ratio and Young’s modulus for spheres
i = 1, 2. Force profiles of the form (4.5) have been used to model continuous contact
forces for acceleration noise due to simple geometries in [75, 109, 40, 135].
4.3.2 Contact Time Scale Estimation
Given a collision between objects O1 and O2, let x1 and x2 be the contact locations in
the coordinate frames of O1 and O2 (see Figure 4.3(b)). We use (4.4-4.5) to estimate
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Figure 4.3: Contact Geometry: (a): Two objects collide and experience equal and
opposite impulses; (b): The impulses and contact positions and sound listening positions
are transformed in to each object’s rest frame. (c): We fit spheres whose curvatures
match the curvatures at points x1 and x2 on O1 and O2. These proxy geometries are
used to determine a Hertz impact time scale using (4.5).
a time scale and time-dependent contact force for the collision. Let ni be the contact
impulse direction in Oi’s coordinate frame. To leverage the analytical force profile (4.4-
4.5) we locally approximateO1 andO2 with spheres in the vicinity of the contact points.
We compute the discrete mean curvature H1(x1) of O1 at x1 (similarly, H2(x2)) using
the methods of [91]. Next, we estimate proxy sphere radii as r1 = 1/H1(x1) and
r2 = 1/H2(x2). If O1 and O2 are in fact spheres, then r1 and r2 recover their radii
exactly up to mesh discretization error. We use r1 and r2 to compute the term 1/r
from (4.6). The material parameter in (4.6) can be computed trivially using the material
properties of O1 and O2. Finally, we require the effective mass term 1/m. For object
Oi, let
1
mi
=
1
Mi
+ nTi I
T
xi−xi0M
−1
i Ixi−xi0ni. (4.7)
That is, 1/mi is the inverse effective mass experienced by a force acting on body Oi at
position xi in direction ni. Mi, xi0 and Mi refer to the mass, center of mass and moment
of inertia matrix in Oi’s coordinate frame. For a vector z ∈ R3, Iz is the 3 × 3 cross
product matrix defined by Izv = z×v, ∀v ∈ R3. The geometry used for this calculation
is illustrated in Figure 4.3.
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4.3.3 Acceleration Profile Estimation
Following the notation of §4.3.2, suppose that the impulses applied to some position on
O1 and O2 are j and −j in world coordinates (see Figure 4.3(a)). Let x1,x2 and j1, j2
be the collision points and values of the impulse when transformed in to the respective
coordinate frames of O1 and O2 and let ĵi = ji/ ‖ji‖. For an impulse j occurring at time
t0 and producing a force profile with time scale τ (§4.3.2), we choose a scaling factor γ
so that the time-integrated Hertz contact force matches the magnitude of the impulse:∫ ∞
0
γS(t; t0, τ)dt = ‖j‖ . (4.8)
From (4.4) and (4.8) we see that γ = pi‖j‖/2τ . Scaling by γ guarantees consis-
tency with simulated rigid-body dynamics. Finally, we assume that the change in posi-
tion/orientation of body Oi is negligible over the time period during which the contact
force is applied. This assumption is reasonable given the short timescales associated
with contact (τ is typically in the range of 10-100µs). Under this assumption, the trans-
lational and angular accelerations in Oi’s coordinate frame are given by
ai(t) =
γ
Mi
ĵi S(t; t0, τ), (4.9)
αi(t) = γM
−1
((
xi − xi0
)× ĵi)S(t; t0, τ). (4.10)
For an arbitrary rigid-body collision, we use (4.9-4.10) to determine continuous trans-
lational and rotational acceleration signals with time-dependence given by a half-sine
pulse (4.4).
4.4 Precomputed Acceleration Noise
In this section, we introduce an efficient method for synthesizing sound due to continu-
ous rigid-body acceleration.
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Figure 4.4: Rigid acceleration pressure: Time evolution of the pressure field surround-
ing a bowl undergoing a short horizontal acceleration pulse. We precompute these rigid-
body acceleration responses for sound synthesis.
4.4.1 Directional Pressure Fields
Let a(t) = [a1(t) a2(t) a3(t)]
T , α(t) = [α1(t) α2(t) α3(t)]
T and x0 refer to the trans-
lational acceleration, angular acceleration and center of mass position of a rigid body O
at time t in O’s coordinate frame. Normal rigid surface acceleration aRn at position x on
O’s surface can be written as
aRn (x, t) = a(t) · n(x) + (α(t)× (x− x0)) · n(x)
=
3∑
i=1
ai(t)ei · n(x) +
3∑
i=1
αi(t) (ei × (x− x0)) · n(x)
(4.11)
where ei ∈ R3 is the vector with components eij = δij . We write rigid-body acceleration
noise in O’s coordinate frame as a sum of contributions from each of these acceleration
components:
p(x, t) =
3∑
i=1
pT,i(x, t) +
3∑
i=1
pR,i(x, t). (4.12)
The components pT,i are contributions due to translational acceleration; solutions to
(6.2) subject to
∇pT,i · n(x) = −ρ ai(t) ei · n(x) (4.13)
and pR,i are contributions due to rotational acceleration; that is, solutions to (6.2) subject
to
∇pR,i · n(x) = −ραi(t) (ei × (x− x0)) · n(x). (4.14)
Figure 4.4 illustrates the time evolution of pT,1 for a bowl undergoing a short acceleration
pulse along its x-axis. Given a continuous rigid acceleration signal, we can solve (4.1-
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4.2) for each of the boundary conditions (4.13) and (4.14) independently and use (4.12)
to recover the total acceleration noise. It is straightforward to time step (4.1-4.2) using
a staggered grid finite difference discretization (e.g., [82]). However, the cost of this
approach makes it infeasible for animation sound synthesis.
We can simplify (4.12-4.14) somewhat by introducing the acceleration vector
z(t) = [a1(t) a2(t) a3(t) α1(t) α2(t) α3(t)] . (4.15)
Using (4.15) we can rewrite (4.12) as
p(x, t) =
6∑
i=1
pi(x, t) (4.16)
where
∇pi(x, t) · n(x) = zi(t)gi(x) (4.17)
and
gi(x) =
 −ρei · n(x) if 1 ≤ i ≤ 3−ρ(ei−3 × (x− x0)) · n(x) if 4 ≤ i ≤ 6 . (4.18)
4.4.2 Precomputed Acceleration Noise
Instead of directly solving (4.1-4.2) over the length of a rigid-body animation, we pre-
compute solutions for short acceleration pulses in each of the 6 rigid-body degrees of
freedom. We use these pulses to interpolate the boundary conditions (4.17) and recon-
struct acceleration sound due to arbitrary rigid-body acceleration.
For an object O we define a pulse time scale h and pulse function ψ(t;h). We use a
Mitchell-Netravali cubic filter [92]
ψ(t;h) =
1
18

−15y3 + 18y2 + 9y + 2 |t| ≤ h
5 (1 + y)3 − 3 (1 + y)2 h ≤ |t| ≤ 2h,
0 otherwise,
(4.19)
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Figure 4.5: Precomputing directional pulses: We accelerate the bowl along its x-axis
with an acceleration profile given by ψ(t;h). This acceleration produces the pressure
fluctuations p(h)T,1(t) at a listening position x exterior to the object. We observe that
pressure fluctuations at x persist for much longer than the duration of ψ(t;h) due to
acoustic reflections inside the bowl.
where y ≡ 1−|t|. Let p(h)i (x, t) be the solution to (4.1-4.2) for t ≥ −2h subject to (2.14)
with ai(t) = ψ(t;h). Figure 4.5 illustrates the boundary condition (4.17) for i = 1 and
the resulting pressure time series p(h)1 (x, t)
(
p
(h)
T,1
)
at an exterior listening position. For
arbitrary accelerations ai(t) and αi(t) defined for t ≥ 0, the directional pressure fields
are approximated by
pi(x, t) ≈
∞∑
k=0
zi(kh) p
(h)
i (x, t− kh) (4.20)
which follows from the linearity of (4.1-4.2) and the approximation of boundary condi-
tion (4.17) by basis functions ψ(t;h).
The functions p(h)i discussed above represent the sounds produced by an object ex-
periencing a short acceleration pulse in each of its six rigid-body degrees of freedom.
Assuming that we are able to compute these functions at arbitrary positions/times, (4.20)
allows us to reconstruct sound due to arbitrary rigid-body accelerations (up to a temporal
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resolution determined by h). Unfortunately, computing p(h)i for every listening time and
position required by an animation is impractical. Therefore, we introduce a data-driven
representation for the fields p(h)i and by discretizing the angular space surrounding an
object and computing a radial series approximation of the pressure field in each direc-
tion. This representation is similar to the far-field acoustic transfer (FFAT) maps intro-
duced in Chapter 3, in which we compute radial series approximations to solutions of
the Helmholtz equation. However, FFAT maps do not handle time-dependent solutions,
and cannot be directly used here.
The remainder of this section details our representation for the functions p(h)i . Since
we apply identical methods to each of these 6 functions, we will omit subscripts and
superscripts and refer to the function to be approximated simply as p(x, t) for the re-
mainder of this section. Let (R, θ, φ) be the spherical coordinates of a listening position
x relative to O’s center of mass. We model the pressure field at x as
p(x, t) =
N∑
k=1
1
Rk
qk
(
θ, φ, t− R
c
)
(4.21)
for some number of termsN , where c is the speed of sound. For a fixed angular direction
(θ, φ) we discretize the signals qk at sampling rate 1/∆t and define
{
. . . , q−2k , q
−1
k , q
0
k, q
1
k, q
2
k, q
3
k, . . .
}
where qjk = qk(θ, φ, j∆t). (4.22)
The continuous signal qk is computed via
qk(θ, φ, t) =
∑
j
qjk ψ(t− j∆t; ∆t) (4.23)
where ψ is the cubic filter (4.19). To determine the numerical values of qjk, we precom-
pute the following pressure time series
{
. . . , p−2i , p
−1
i , p
0
i , p
1
i , p
2
i , p
3
i , . . .
}
where p`i = p(θ, φ,Ri, `∆t) (4.24)
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Figure 4.6: Precomputation Sampling Geometry: The pressure series (4.24) are com-
puted at radii R1, . . . RM in the direction (θ, φ) via direct numerical simulation of the
acoustic wave equation. The innermost and outermost radii are visualized and the points
at which pressure series are evaluated are shown in blue.
for several radii R1, . . . , RM with M ≥ N . Then, using (4.21) and (4.23) we have
p`i =
N∑
k=1
1
Rki
qk
(
θ, φ, `∆t− Ri
c
)
(4.25)
=
N∑
k=1
∑
j
ψ
(
(`− j)∆t− Ri
c
)
Rki
qjk. (4.26)
We write (4.26) as a system of linear equations Aq = p and use a truncated singu-
lar value decomposition (TSVD) to find a least-squares solution. Given the values qjk
provided by this solution, p(x, t) = p(θ, φ,R, t) can be evaluated for arbitrary R and t
using (4.21) and (4.23). Finally, we uniformly discretize the angle space around x0 and
repeat this procedure for each direction, noting that the system (4.26) is the same for all
directions, so its SVD only needs to be computed once.
For each of our example objects we precompute N = 2 terms using solutions com-
puted at M = 5 radii. We define R1 = 2R where R is the radius of object O’s bounding
sphere centered at x0. For subsequent radii, we use Ri = κi−1R1. We choose κ = 21/4
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so that R5 = 4R. Outgoing directions from each object are discretized using uniform
40×80 or 5×10 discretizations of the (θ, φ) angle space (see §4.5 for discussion). We
evaluate the field in arbitrary directions using linear interpolation in (θ, φ) angle space.
4.4.3 Synthesizing Rigid Acceleration Noise
We combine the time-scale estimation described in §4.3 with precomputed acceleration
noise to efficiently synthesize rigid-body acceleration sound. The time-scale h (§4.4.2)
is determined via a simple approach based on (4.5). Let m1, ρ1, E1 and ν1 be the mass,
density, Young’s modulus and Poisson ratio of object O. Next, let r1 = (0.75m1/ρ1)1/3;
that is, the radius of the sphere whose mass and density match those of O. Using (4.5),
we compute the time scale τ due to the collision of this sphere with another sphere of
infinite radius, mass and stiffness r2 = m2 = E2 = ∞ (effectively an infinitely stiff,
infinitely massive plane) at V = 5m/s (roughly the speed due to a 1m fall). Finally, we
set the pulse time scale for O to be h = τ/5. We find that this time scale provides suffi-
cient resolution for (4.20) to accurately approximate the acceleration noise produced in
typical rigid body collision scenarios.
Sound is evaluated using the time-series of collision impulses generated by a rigid-
body solver. To avoid noise due to small impulses acting on bodies in static contact, we
discard all impulses for which the relative collision velocity lies below some threshold
vmin. In all of our examples, we used vmin = 5cm/s. We estimate a contact time scale
τ for a rigid-body impulse occurring between bodies O1 and O2 at time t0 with relative
velocity exceeding vmin. As in §4.3.3, we make the simplifying assumption that the
change in position/orientation of each body is negligible in the time period [t0, t0 + τ ].
We transform the listening position x in to each body’s coordinate frame by applying the
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Figure 4.7: Approximating impulse pressure: (a) An impulse applied to the bowl re-
sults in acceleration along the bowl’s x-axis with time-profile S(t; t0, τ); (b) S(t; t0, τ)
is decomposed using appropriately scaled and offset instances of ψ(t;h); (c) the corre-
sponding directional pulse p(h)T,1 in the direction of listening position x is computed via
(4.21), then scaled and offset according to the coefficients and offsets from part (b); (d)
the scaled and offset instances of p(h)T,1 are added together to reconstruct the full pressure
signal experienced at listening position x.
inverse rigid body transformations of O1 and O2 at time t0. Finally, the pressure due to
each body’s acceleration is computed for these transformed positions using ((4.20)) with
continuous acceleration signals determined by (4.9-4.10). This process is summarized
in Figure 4.7.
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4.5 Results
All sound and animation results can be found in the results video accompanying the
paper associated with this work [21] 1.
Implementation Details: Rigid-body simulations are run with a solver based on [58].
Modal sound dynamics are driven using the same continuous forces used to produce
acceleration noise (see §4.3). We integrate linear modal vibration dynamics using an
implicit Newmark scheme [67] with a time step of ∆t = 1/192000s and evaluate
acoustic transfer due to modal vibration using the FastBEM Acoustics implementation
(www.fastbem.com) of the fast multipole boundary element method [83, 119]. We
found the popular Rayleigh damping model to be insufficient for generating realistic
results in some of our examples. We extended this model with an additional damping
term proportional the inverse stiffness matrix of the linear elastic system and found that
the additional control provided by this model allowed us to produce much more realistic
results for certain objects. All sounds were computed at a virtual microphone position
of x = [1.0 1.8 1.0]T . For reference, the table appearing in our examples is centered at
x = z = 0, elevated 40cm off the ground and has length 1.8m in the x-axis and width
0.8m in the z-axis. Modal sounds are delayed according to the distance between each
object’s center of mass and the microphone.
The precomputed solutions (4.24) are evaluated with a finite difference time-domain
(FDTD) wave equation solver. We use the perfectly matched layers approach from
[82] to solve the PDE on as small a domain as possible while avoiding reflections from
the domain boundary. Equations (4.1-4.2) are time-stepped with a 2nd-order leapfrog
scheme using a 2nd-order discretization in space via a staggered pressure/velocity grid
(see [82] for details). We carefully compared results from our solver and FastBEM with
1http://www.cs.cornell.edu/projects/sound/impact/
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analytical wave equation solutions in [75] to guarantee correct physical scaling between
modal and acceleration sound.
Acceleration Noise Precomputation: Statistics for the acceleration pulse precomputa-
tion described in §4.4.2 are given in Table 4.1. In general, we find that objects with a
mostly convex shape require fairly short precomputation simulations, while more con-
cave objects tend to produce more acoustic intra-reflections and hence require longer
simulation times.
Model ρ (kg/m3) E (GPa) ν fmin (kHz) Grid res. T h (µs) Sim. time Solve time 40 × 80 field size 5 × 10 field size
Ball Bearing 8940 123.4 0.34 159.5 1253 1ms 7.3264 6m, 55s 2.7s 23.5 MB 0.42 MB
Bowl 2700 72 0.19 2.00 2203 10ms 24.332 40m, 19s 2m, 16s 133 MB 2.15 MB
Coin 8940 123.4 0.34 10.07 2153 2ms 4.8333 141m, 18s 3.3s 35 MB 0.6 MB
Dice 1200 2.4 0.37 32.9 1703 1ms 14.898 17m, 38s 7.3s 35 MB 0.6 MB
Key 8940 123.4 0.34 2.03 3503 1ms 5.56629 63m, 39s 46.4s 136 MB 2.3 MB
Key Ring 8940 123.4 0.34 3.94 2453 1ms 5.56629 40m, 52s 5.0s 46 MB 0.8 MB
Mug 2700 72 0.19 1.32 1953 13ms 25.467 115m, 59s 282m 1s 1131 MB 19 MB
Plate 2700 72 0.19 1.00 3003 5ms 27.358 53m, 26s 28.1s 108 MB 1.8 MB
Rounded Dice 1200 2.4 0.37 29.2 1703 1ms 17.469 16m, 58s 4.2s 35 MB 0.6 MB
Broken plate
2700 72 0.19 Varied
Varied
6ms See §6.5 132m, 6s 3m, 17s 800 MB 14 MB
(11 pieces) (4mm grid cells) (all pieces) (all pieces) (all pieces) (all pieces)
Broken glass pane
2600 62 0.2 Varied
Varied
2.5ms See §6.5 13h, 12m 21m, 45s 6000 MB 95 MB
(71 pieces) (4mm grid cells) (all pieces) (all pieces) (all pieces) (all pieces)
Table 4.1: Model and Precomputation Statistics: The finite difference grid resolution,
simulation duration (T ) and pulse time scale h used to precompute the pulse approxi-
mation introduced in §4.4.2. Simulation times and least-squares solve times are also
provided. The field size columns indicate the memory usage to store the precomputed
acceleration noise model at angular resolutions of 40×80 and 5×10. Timing/memory
results for the fracture examples represent the time/memory taken to precompute/store
the acceleration noise model for all pieces generated in the fracture simulation. Material
parameters and the lowest modal vibration frequency (fmin) are provided for all objects.
Simulations and solves were run on 8-core Intel Xeon X5570 and X7560 machines.
EXAMPLE (Ball bearing): Our simplest example is a spherical steel ball bearing with
a radius of 7.5mm. All of the vibration modes for this object have frequencies well above
the range of human hearing. As a result, modal sound synthesis produces no meaningful
sound for this object. By including acceleration noise, we recover the familiar clicks
produced when these objects collide.
EXAMPLE (Dice): We model dice with two different shapes. As in the case of the ball
bearing, all vibration frequencies for these objects are inaudible. Our approach is able
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to recover the familiar sound of dice rolling on a table.
EXAMPLE (Coin): For this example, we model a copper coin with roughly the same
dimensions as an American quarter. While this object certainly produces significant
ringing noise, the results produced by modal synthesis alone sound muffled and provide
little temporal distinction between object impacts. The addition of acceleration noise
allows us to recover detailed impact sounds.
EXAMPLE (Key and ring): As in the case of the coin, these objects have some audible
ringing noise, but the inclusion of acceleration noise results in significantly more crisp,
detailed sound.
EXAMPLE (Mug): Because the mug’s shape, sustained acoustic reflections occur in its
interior even for short boundary acceleration pulses. As a result, the acceleration noise
for this object produces a noticeably pitched tone. To resolve this behavior we were
required to run the precomputation simulation for a significantly longer time period than
was sufficient for other examples. Due to the length of the signal associated with this
simulation, the least-squares system (4.26) was very large, resulting in a costly TSVD
solve.
EXAMPLE (Plate and bowl): These examples illustrate that as objects increase in size,
the significance of acceleration noise relative to ringing noise diminishes. Nevertheless,
the addition of acceleration noise in these examples still results in a subtle brightening
of contact sounds.
EXAMPLE (Fracture): We use rigid-body fracture simulation and sound data gener-
ated by the methods of [137] to generate improved fracture sounds for animations of a
breaking plate and a breaking pane of glass. Since fracture simulations tend to produce
large ensembles of small objects, the absence of acceleration noise is particularly notice-
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able. By including acceleration noise, we produce sounds with significantly enhanced
temporal detail as objects break apart and the resulting pieces collide with each other.
The plate example in particular illustrates that our model is also capable of resolving
other continuous sound phenomena, such as rolling motion.
Precomputed Acceleration Noise Validation: Recall that when building the pulse ap-
proximations discussed in §4.4.2 the largest radius at which we sample pressure values
is 4R, where R is the bounding sphere radius of the object. We run a FDTD domain
simulation of the wave equation using acceleration boundary conditions of the form
(4.9-4.10) and sample the pressure time series at a set of listening locations located at
a radius of 8R (well outside of the largest radial shell used for precomputation). We
compare the directly simulated result to the pressure field computed using (4.20). We
see that results computed with our method closely match ground truth FDTD result,
with error generally manifested in the form of a small (on the order of a few samples)
delay between the two signals (see Figure 4.8). We also note here that listening posi-
tions chosen for this evaluation were not chosen to be aligned with a direction from the
discretized PAN field (see §4.4), indicating that our method does not suffer from large
angular interpolation error.
Figure 4.8 also compares results computed using PAN models with different angular
resolutions. Due to the smoothness of acceleration noise field, we see comparable results
when using PAN fields discretized at resolutions of either 40×80 or 5×10. While this
distinction does not influence synthesis time, it does affect memory usage (see Table
4.1). In Figure 4.9 we compare results from PAN fields with different pulse time scales
h (see §4.4). All examples involving the bowl mesh are computed with a pulse time
scales of h = hbase = 24.322µs. The following table provides synthesis times for the
“multiple bowl drop” example synthesized with different time scales:
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h hbase 2hbase 4hbase 8hbase
Synthesis time (s) 3.15 1.98 1.25 0.89
Larger pulse time scales result in shorter synthesis times since fewer pulses need
to be included for each impact. See the accompanying result video for a comparison
of sounds synthesized using all four time scales. We observe little audible difference
between sounds synthesized with pulse time scales of hbase and 2hbase, suggesting that
our method is effectively interpolating impact accelerations. However, synthesis with
larger time scales results in audible differences and degraded sound quality, with many
high-frequency features being omitted.
Precomputed Acceleration Noise Visualization: See the supplemental result video for
animations of precomputed pressure fields (4.24) for some of our example objects.
Directional Resolution of Precomputed Solutions: We store precomputed acceler-
ation noise pulses at two different angular resolutions and compare their sound con-
tributions. While we certainly observe high numerical accuracy when using a finely
discretized angular resolution of 40 × 80, the sounds produced by a much smaller field
with an angular resolution of 5 × 10 are nearly indistinguishable. Table 4.1 lists the
memory usage of these two fields for all objects.
We observe that we are able to obtain high accuracy using fields discretized at sub-
stantially lower resolutions than those used for far field acoustic transfer maps in Chapter
3. This is possible because precomputed acceleration noise fields tend to exhibit sub-
stantially less angular complexity than high-frequency modal transfer functions (com-
pare, for example, Figure 4.4 with Figures 3.10 and 3.11).
Sound Synthesis Performance: Table 5.2 provides sound synthesis statistics for each
of our examples. Synthesis times depends on the number of impulses produced by the
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Figure 4.8: PAN angular sampling com-
parison: Pressure time series due to ac-
celeration of a bowl mesh computed us-
ing an FDTD wave equation solver (blue),
PAN discretized at angular resolution 40×
80 (green) and PAN discretized at an-
gular resolution 5× 10 (red). We mea-
sure the pressure time series at two lis-
tening positions for both translational (top
row) and rotational (bottom row) acceler-
ation pulses with time profile S(t; τ/4, τ)
where τ = 0.0001s. Inset figures mag-
nify the highlighted regions of the origi-
nal plots to make details more evident.
        
 









 
                    
   






 
        
 





  
    

             
   






 
   
Figure 4.9: PAN temporal resolution
comparison: Pressure time series due to
acceleration of a bowl mesh. We com-
pare results from a FDTD solver (blue),
PAN solutions computed with pulse time
scale h = hbase = 24.322µs (green),
PAN solutions with h = 2hbase (red),
PAN with h = 4hbase (cyan) and PAN
with h = 8hbase (magenta). We mea-
sure the pressure time series at two lis-
tening positions for both translational (top
row) and rotational (bottom row) acceler-
ation pulses with time profile S(t; τ/4, τ)
where τ = 0.0001s.
rigid-body simulator, and the precomputed acceleration noise pulse lengths (§4.4.2) for
each object.
Processed Results: For short transient sounds such as those produced by our method we
find that the addition of environmental reverberation can produce more plausible results.
We also apply dynamic range compression to certain results, since normalizing pressure
time series to have unit `∞ norm tends to produce sounds in which some parts seem
abnormally quiet. See the supplemental video for both dry and processed results for
certain examples. Effects are added using Adobe Soundbooth during post-processing.
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Example Duration (s) ∆t (ms) # impulses Synthesis time (s)
Ball drop 5 2.5 1750916 (23411) 7.96
Coin drop 8 0.1 17307535 (22959) 16.00
Coin drop (w/ table) 8 0.1 3886215 (24045) 18.19
Dice drop (w/ plate) 5 1.0 26899 (3414) 0.88
Dice drop (w/ table) 5 1.0 44689 (683) 0.40
Key Chain 5 0.1 2052579 (48828) 12.36
Mug/Coin drop 5 1.0 383877 (3796) 2.68
Multiple bowl drop 5 1.0 23712 (1992) 3.29
Multiple mug drop 5 1.0 25147 (319) 10.33
Multiple plate drop 5 1.0 70007 (1303) 3.72
Plate fracture 5 0.025 3962503 (1293) 2.23
Glass fracture 2 0.025 11556813 (2507) 3.77
Table 4.2: Sound Synthesis Statistics: Acceleration sound synthesis times (averaged
over 5 trials) for our examples. The duration and ∆t columns report the length and time
step duration for the rigid-body simulation. # impulses refers to number of impulses
produced in the simulation (bracketed numbers are the number of impulses with relative
velocity exceeding vmin – see §6.5). Synthesis was performed on an 8-core Intel X5570
machine.
4.6 Conclusion
We presented a practical model for synthesizing rigid-body acceleration noise. Sound
is computed efficiently via precomputed approximations of the pressure field due to
objects undergoing short acceleration pulses. This model allows us to recover an impor-
tant component of rigid-body sound not modeled by traditional modal vibration. The
addition of acceleration noise significantly improves the sound quality for a variety of
rigid-body examples.
Limitations and Future Work: We make a number of simplifications when estimating
a continuous contact force between colliding objects. Efficient and accurate determina-
tion of continuous contact forces is a challenging open problem. Effects such as inelas-
ticity and variation due to contact region geometry may play a role in the production of
acceleration noise. Moreover, our contact force model only considers normal contact.
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As such, acceleration sounds due to frictional effects (e.g., a coin spinning on end, or
a rolling ball) are difficult to synthesize [129]. Although computational methods exist
to resolve these phenomena (e.g., [63]), they are computationally expensive and require
careful parameter tuning. Further compression of the precomputed acceleration noise
model (say, by individual compression of each directional time signal) and extending
our model to real-time settings are other areas interesting areas for future work.
Our examples demonstrate that acceleration noise makes a significant contribution
to rigid-body fracture sounds. For these examples we explicitly precompute solutions
(§4.4) for each fragment produced by the fracture solver. In [137], the authors use proxy
object geometry to avoid explicitly constructing modal sound data for each fracture
object. This model could be expanded by introducing a similar proxy object model for
acceleration noise.
As has been the case in previous work on rigid-body sound synthesis, we generate
results independently for each object. This may fail to capture interesting and poten-
tially important effects. Our experiments suggest that effects such as inter-object and
environmental scattering can be particularly important for short, transient sounds such
as acceleration noise or sound from highly damped modal vibration. Neglecting these
effects may produce results that sound somewhat harsh or abrupt in some cases. For
example, the acceleration noise produced by two small metal spheres colliding is al-
tered dramatically by the addition of environmental reverb. Efficiently resolving both
inter-object and environmental acoustic scattering for physically based animations such
as the ones shown in our results is a challenging open problem.
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CHAPTER 5
FASTER ACCELERATION NOISE FOR MULTIBODY ANIMATIONS USING
PRECOMPUTED SOUNDBANKS
In this chapter, we build on the methods of Chapter 4 and introduce an efficient
method for synthesizing rigid-body acceleration noise for complex multibody scenes.
The synthesis algorithm described in the previous chapter requires object-specific pre-
computation. This is not a severe bottleneck for scenes like the ones presented in §4.5,
since these animations involve only a few distinct objects. However, precomputing ac-
celeration noise data for every object in a scene is prohibitively expensive for scenes
involving rigid-body fracture or other sources of small, procedurally generated debris.
The methods presented in this chapter avoid precomputation by introducing a proxy-
based method for acceleration noise synthesis in which precomputed acceleration noise
data is only generated for a small set of ellipsoidal proxies and stored in a proxy sound-
bank. Our proxy model is shown to be effective at approximating acceleration noise
from scenes with lots of small debris (e.g., pieces produced by rigid-body fracture).
This approach is not suitable for synthesizing acceleration noise from larger objects
with complicated non-convex geometry; however, the results presented in §4.5 show
that acceleration noise from objects such as these tends to be largely masked by modal
vibration sound (consider, for example, the plate and bowl examples from §4.5). We
manage the cost of our proxy soundbank with a new wavelet-based compression scheme
for acceleration noise and use our model to significantly improve sound synthesis results
for several multibody animations.
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Figure 5.1: The acceleration sound synthesis algorithm from Chapter 4 requires per-
object precomputation, making it impractical for scenes like this animation of 1000
falling rocks.
5.1 Introduction
Simulations of multibody dynamics for complex scenes – tumbling piles of rocks, shat-
tering panes of glass, etc. – can be used to produce compelling animations with rich
visual behavior. These simulations should also provide an equally rich source of sound.
As we originally discussed in Chapter 4, the linear modal sound algorithm commonly
used for animation sound synthesis fails to resolve acceleration noise. We showed in the
previous chapter that acceleration noise is an important sound source for scenes involv-
ing small objects such as coins, dice, ball bearings, etc. The omission of acceleration
noise is particularly noticeable when synthesizing sound from large ensembles of small
objects (e.g., rigid debris generated from fracture simulations or some other procedural
method).
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The methods discussed in the previous chapter require extensive precomputation
on a per-object basis. This approach guarantees physical accuracy and is not a severe
bottleneck for scenes involving a few predetermined objects. However, it presents a
challenge when attempting to synthesize sound from simulations with many unique ob-
jects. Moreover, the examples presented in §4.5 suggest that acceleration noise makes
a large contribution relative to modal sound primarily in scenes with large ensembles
of small objects. We also observe that the acceleration noise produced by such objects
tends to be fairly simple when compared to sound produced by larger non-convex ob-
jects (bowls, mugs, etc.). As a result, it is important to develop simpler models for
approximating sound from complex multibody scenes with many small objects (e.g.,
debris from fracture simulations). We address this with two main contributions:
1. Proxy object soundbank: We build PAN representations for a set of proxy ellip-
soids and compute sound from arbitrary objects by fitting them to appropriate
proxies based on their physical properties. By introducing a scaling relationship
for the precomputed representation introduced in Chapter 4, we are able to limit
the space of proxy ellipsoids to a few dozen objects.
2. Memory-efficient PAN representation: A common issue arising in both modal and
acceleration sound synthesis is the large amount of storage required for precom-
puted sound data. To address this, we introduce a wavelet-based representation for
precomputed acceleration noise. This enables acceleration sound synthesis which
is more efficient in both time and space. Our wavelet-based PAN representation
also requires a less costly preprocess than the representation used in Chapter 4.
We further reduce the size of our proxy soundbank by fully exploiting symmetries
arising in our precomputed data set, allowing us to limit the total size of this data
set to approximately 5-26MB, depending on the amount of compression used.
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Figure 5.2: Proxy Acceleration Sound Synthesis: We synthesize sound due to motion
of object O at listening position x. (a) An object O undergoes translational accelera-
tion a. O’s center of mass x0 and principle axes of inertia z1, z2 are shown; (b) We fit
an ellipsoidal proxy to O according to its principle moments of inertia, and transform
x → x′, a → a′ in to the axis-aligned proxy ellipsoid space; (c) We scale the proxy el-
lipsoid to match a reference ellipsoid with unit x-axis length and synthesize sound using
this ellipsoid’s PAN functions p(h)i and the scaling relationships (5.2) (in this figure, we
assume 0 < β < 1).
Other Related Work: In [137], the authors introduced a method for synthesizing modal
sound from rigid-body fracture simulations. An important component in this method is
an ellipsoidal proxy soundbank storing precomputed modal sound data. The results
in §4.5 show that the addition of acceleration noise significantly improves the fracture
sound results of [137] for certain scenes, but these results are limited to scenes with a
small number of objects. In this chapter, we further improve upon these results by ap-
plying our proxy model to fracture simulations involving hundreds of pieces. Our work
is similar in spirit to [137], but in this work we address the challenges of developing a
proxy model for a fundamentally different sound phenomenon.
5.2 Acceleration Noise Proxy Geometry
In this section, we introduce an ellipsoidal proxy model for acceleration noise. By
storing PAN fields for a small set of proxy objects, we are able to efficiently synthesize
plausible acceleration noise for scenes with thousands of unique objects.
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5.2.1 Scaling Relationships
In this section we establish scaling relationships between the acceleration noise pro-
duced by objects O and Oβ , where Oβ is identical to O but has been uniformly scaled
by β > 0. Following the notation of §4.4.2, the boundary conditions used to solve the
wave equation for pressure fields p(h)i (i = 1, . . . , 6) due to object O are
∇p(h)i · n(x) = ψ(t;h)
 −ρ ei · n(x) i = 1, 2, 3−ρ (ei−3 × (x− x0)) · n(x) i = 4, 5, 6 (5.1)
where ei ∈ R3 is the vector with components eij = δij . Now, suppose that the exterior
domains of O and Oβ are Ω and Ωβ , respectively. Let P refer to pressure due to the
scaled object Oβ . The following scaling relationships hold:
P
(βh)
i (x, t) =
 βp
(h)
i
(
x
β
, t
β
)
i = 1, 2, 3
β2p
(h)
i
(
x
β
, t
β
)
i = 4, 5, 6
x ∈ Ωβ. (5.2)
See Appendix A for a proof of this result.
5.2.2 Proxy Soundbank
To avoid building PAN representations for each unique object in a scene, we instead
map objects to ellipsoidal proxies according to their physical properties and build PAN
representations for only these proxy objects. By exploiting the scaling relationships
presented in §5.2.1, we can reduce the three dimensional set of all ellipsoids to a much
smaller two dimensional set. Every ellipsoid inR3 is equivalent – up to scaling and rigid
transformation – to an ellipsoid defined by x
2
A2
+ y
2
B2
+ z
2
C2
= 1 where A = 0.5; that is,
ellipsoids with unit length in the x-axis. We also only need to consider ellipsoids for
which C ≤ B ≤ 0.5. See §5.4 for soundbank precomputation details.
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Figure 5.3: Precomputed Acceleration Noise Compression: (a) Acceleration noise
signals evaluated with a wave equation solver at several radii Ri (i = 1, . . . , 5) in a fixed
listening direction; (b) Acceleration noise signals time-shifted according to (5.5); (c)
A subset of the coefficients from wavelet decompositions of the time-shifted functions
from (b). The inset shows a larger set of wavelet coefficients for one of these functions.
We compress PAN functions by storing only sufficiently large wavelet coefficients.
5.2.3 Proxy Sound Synthesis
Consider a rigid-body object O and let x0, M and V denote its center of mass, moment
of inertia matrix, and volume. The ellipsoidal proxy used to represent O will be chosen
so that its principle moments of inertia match those of O. A similar procedure was used
to select proxy geometry for modal sound synthesis in [137]. M is real and symmetric
and can be diagonalized to yield an orthonormal basis Z and diagonal matrix D such
that M = ZDZT . The columns of Z and diagonal entries of D are the principle axes
and principle moments of inertia for O [55]. For an axis-aligned ellipsoid with mass m,
it is straightforward to derive M from the definition of the moment of inertia [55]:
Mellipsoid =
m
5

B2 + C2 0 0
0 A2 + C2 0
0 0 A2 +B2
 . (5.3)
Assuming that D11 ≤ D22 ≤ D33, we set Mellipsoid ≡ D and solve the resulting system
of equations to obtain ellipse parameters A ≥ B ≥ C. Next, we uniformly rescale
(A,B,C) so that the volume of the resulting ellipsoid matches V . Assuming that this
ellipsoid has the same density as O, identifying its volume with O’s ensures that it also
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has the same mass as O. The principle moments of inertia for this ellipsoid also match
O’s up to a scaling factor. This implies thatO and its proxy ellipsoid exhibit similar rigid
accelerations when subjected to the same external force and ensures that the magnitude
of acceleration noise produced by this ellipsoid is consistent with the sound produced
by O. Finally, we identify this ellipsoid with a proxy ellipsoid (A′ = 0.5, B′, C ′) with
unit length in the x-axis. We choose a scaling factor β = 2A so that (A,B,C) =
(βA′, βB′, βC ′).
To synthesize sound from O, collision forces are estimated using O’s original ge-
ometry and the methods discussed in §4.3. To approximate O’s sound contribution at
listening position x, we begin by transforming x in to the coordinate frame ofO’s proxy
ellipsoid: x′ = ZT (x−x0). Likewise, we rotate the translational and rotational acceler-
ations a(t) and α(t) applied to O to find the accelerations a′ and α′ acting on the proxy
ellipsoid: a′(t) = ZTa(t), α′(t) = ZTα(t). Suppose that O’s proxy is parametrized by
(A,B,C) = (βA′, βB′, βC ′), where (A′, B′, C ′) has unit length (A′ = 0.5). Assuming
that we have precomputed p(h)i (i = 1, . . . , 6, h > 0) for O’s unscaled proxy ellipsoid,
we can evaluate P (βh)i for the desired ellipsoid (A,B,C) using the scaling relationships
(5.2). Finally, we use the PAN functions P (βh)i and (4.20) to recover the total accelera-
tion noise P (x′, t) due to a′(t) and α′(t) acting on the proxy ellipsoid (A,B,C). Figure
5.2 summarizes the process of fitting an ellipsoid to O and synthesizing sound from this
proxy.
5.3 Proxy Soundbank Representation
The PAN representation introduced in §4.4.2 stores time signals qk (k = 1, . . . , N ) at a
discrete set of angular directions surrounding an object. The signals in each direction are
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explicitly discretized and stored at some sampling frequency f . Storing these fields at
a reasonably high angular resolution can require on the order of 10-100 MB of storage
per object. While this may not be particularly expensive in scenes with only a few
unique objects, storing precomputed data for a large set of proxy objects could become
prohibitively expensive if we use these methods directly. In this section, we discuss
techniques for building a memory-efficient representation for our proxy soundbank.
5.3.1 Precomputed Acceleration Noise Compression
As we originally discussed in §4.4.2, precomputed acceleration noise functions p(h)i are
represented by discretizing the angular space (θ, φ) about object O’s center of mass x0
and associating with each angular direction the series representation (4.21) for p(h)i . For
the remainder of this section, we will drop subscripts and superscripts and refer to the
function to be approximated simply as p(x, t). To find the values of the functions qk
in each direction (θ, φ) the true values of p(R, θ, φ, t) are computed at a discrete set of
radii R1, . . . , RM by solving (2.1) and (4.17) on O’s exterior domain Ω. We can write
p(Ri, θ, φ, t) as a time series{
p0i , p
1
i , p
2
i , . . .
}
where p`i = p(Ri, θ, φ, `∆t). (5.4)
∆t is the simulation time step used to solve (2.1). In §4.4.2 and the associated results
presented in §4.5, the functions qk(θ, φ, t) from (4.21) are also discretized at a sam-
pling rate of f = 1/∆t. A least-squares system is built by enforcing the condition that
(4.21) holds at each radius Ri and each time sample of (5.4). The system is solved for
the full set of samples for the functions qk in such a way that the functions are tempo-
rally smooth. This approach was successfully applied to a number of example objects;
however, it tends to result in very large least-squares systems and memory-intensive
representations for the resulting PAN fields.
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We introduce a new fitting approach which simultaneously allows for compression
of the PAN functions and a less expensive fitting process. Observe that if (4.21) holds
with equality, then the time-shift t−R/c in the right hand side can be moved to the left
while preserving equality:
p
(
R, θ, φ, t+
R
c
)
=
N∑
k=1
1
Rk
qk(θ, φ, t). (5.5)
Figure 5.3 (a) illustrates the function p(R, θ, φ, t) evaluated at five radii in a fixed listen-
ing direction and figure 5.3 (b) illustrates the time-shifted signals p(R, θ, φ, t+R/c).
Rather than discretizing the PAN functions qk and explicitly computing their sam-
ples, we instead choose to represent the functions qk in a wavelet basis. Shifting
p(R, θ, φ, t) in time temporally aligns these signals, allowing us to represent them us-
ing the same wavelet basis. Figure 5.3 (c) illustrates some of the wavelet coefficients
for the functions p(Ri, θ, φ, t + Ri/c). We represent these signals using a Daubechies
wavelet family [33]. Let p̂i be the vector of coefficients in the wavelet basis for the
function p(Ri, θ, φ, t+Ri/c) and let p̂
j
i be the j
th coefficient. Similarly, let q̂jk be the j
th
wavelet coefficient for the function qk(θ, φ, t) (θ and φ fixed). It follows from (5.5) and
the linearity of the wavelet transform that
p̂ji =
N∑
k=1
1
Rk
q̂jk. (5.6)
(5.6) encodes a M × N least-squares system for each wavelet coefficient, where M is
the number of sampling radii, andN is the number of series terms (5 and 2, respectively,
in our examples). We solve (5.6) repeatedly to recover the full set of wavelet coefficients
for the PAN functions qk. These small, M × N least-squares systems are significantly
easier to solve than the systems appearing in §4.4.2, which tended to have matrix dimen-
sions numbering in the thousands (recall that these systems required a costly truncated
SVD decomposition). As in §4.4.2, we discretize the angular space surrounding object
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O, and repeat this procedure for each direction. This provides us with a representation
of p(h)i which can be efficiently evaluated at each point in space and time.
We compress the PAN fields qk by only storing certain wavelet coefficients. From
Figure 5.3 it is clear that many wavelet coefficients in p̂i are close to zero. We define a
tolerance  > 0 and choose to store coefficient j if and only if ∃i : |p̂ji | ≥  ‖p̂i‖∞.
In practice, we use (4.20) to write the total pressure as
p(x, t) =
∞∑
k=0
6∑
i=1
zi(kh)p
(h)
i (x, t− kh) (5.7)
The inner sum can be evaluated efficiently by summing wavelet coefficients for each
directional PAN field and performing a single wavelet reconstruction.
5.3.2 High-frequency Suppression
Suppose that the PAN fields discussed in §5.3.1 are stored at some sampling frequency
f (so that ∆t = 1/f in (5.4)). To evaluate p(h)i , we must reconstruct the time signals qk
– sampled at frequency f – from their wavelet coefficients. Note, however, that when
invoking the scaling relationships (5.2) the effective sampling frequency for P (βh)i is
f ′ = f/β. Assuming that f is relatively high (96 kHz for our proxy ellipsoids) and β
is small, the effective frequency f ′ may significantly exceed frequencies necessary for
high-quality audio synthesis (44-96 kHz). Fortunately, our wavelet PAN representation
provides us with a convenient way to reconstruct the signals qk at approximately the
desired output sampling frequency, while suppressing content above this frequency.
As before, let q̂k be the vector of wavelet coefficients for the time signal qk, which
is assumed to be sampled at frequency f . Coefficients are stored in q̂k as follows:
q̂k(0) stores the wavelet smoothing coefficient, and q̂k(2`, . . . , 2`+1−1) stores the detail
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coefficients for level ` ≥ 0 of the wavelet basis. Intuitively, coefficients at higher indices
in q̂k represent higher-frequency content than coefficients at lower indices. Assuming
that q̂k has length T (assumed to be a power of 2), this storage scheme has the property
that the vector q̂′k = q̂k(0, . . . , T/2− 1)/
√
2 stores the wavelet coefficients for a signal
q′k, which is sampled at frequency f/2, and is similar to qk but lacks high-frequency
details from the original signal. This relationship allows us to reconstruct the PAN
time signal qk with sampling frequency within a factor of 2 of the desired audio output
frequency. Algorithm 2 summarizes the process of reconstructing scaled PAN functions
qk. Note, however, that in practice we do not independently reconstruct the functions
qk (see the last paragraph of §5.3.1). This process guarantees that we do not introduce
aliasing artifacts by synthesizing details at frequencies significantly above the desired
audio sampling frequency.
5.3.3 Ellipsoid Proxy Symmetries
We can further reduce PAN storage for ellipsoids by noting that ellipsoids centered at
the origin are symmetrical about each axis. Moreover, symmetries in the boundary
conditions (5.1) allow us to conclude that the following relationships hold for x, y, z ≥
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0:
p1(x0) = p1(x1) = p1(x4) = p1(x5) (5.8)
= −p1(x2) = −p1(x3) = −p1(x6) = −p1(x7)
p2(x0) = p2(x1) = p2(x2) = p2(x3) (5.9)
= −p2(x4) = −p2(x5) = −p2(x6) = −p2(x7)
p3(x0) = p3(x2) = p3(x4) = p3(x6) (5.10)
= −p3(x1) = −p3(x3) = −p3(x5) = −p3(x7)
p4(x0) = p4(x2) = p4(x5) = p4(x7) (5.11)
= −p4(x1) = −p4(x3) = −p4(x4) = −p4(x6)
p5(x0) = p5(x3) = p5(x4) = p5(x7) (5.12)
= −p5(x1) = −p5(x2) = −p5(x5) = −p5(x6)
p6(x0) = p6(x1) = p6(x6) = p6(x7) (5.13)
= −p6(x2) = −p6(x3) = −p6(x4) = −p6(x5)
where x0 = (x, y, z), x1 = (x, y,−z), x2 = (−x, y, z), x3 = (−x, y,−z), x4 =
(x,−y, z), x5 = (x,−y,−z), x6 = (−x,−y − z), and x7 = (−x,−y,−z). Our
precomputed soundbank only stores PAN fields for directions in the positive (x ≥ 0, y ≥
0, z ≥ 0) octant. We use (5.8-5.13) to evaluate these fields in all other octants.
5.4 Results
All sound and animation results can be found in the video accompanying the paper
associated with this work [20]. 1.
1http://www.cs.cornell.edu/projects/Sound/proxy/
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Algorithm 2: Reconstructs scaled precomputed acceleration noise functions at a
sampling rate f ′ within a factor of 2 of the desired output sampling rate fout. The
waverec function reconstructs a time signal from T wavelet coefficients.
input : PAN wavelet coefficients q̂k, scaling factor β, PAN sampling rate f ,
output sampling rate fout
output: Time signal q′k(t) and its sampling rate f ′
begin1
T ← length(q̂k)2
while f/β > 2fout do3
f ← f/24
T ← T/25
q̂k ← q̂k(0 : T − 1)/
√
26
q′k(t)← waverec(q̂k, T )7
return [q′k(t), f/β]8
end9
Figure 5.4: Varying precomputed acceleration noise over the proxy soundbank: The
precomputed acceleration noise function p(h)3 (translation in the z-axis) evaluated with
several proxy ellipsoids. (a) Varying ellipsoid parameter C between 0.025m and 0.5m
whileA = B are held fixed at 0.5m. (b) Varying parameterB between 0.025m and 0.5m
while A = 0.5m and C = 0.025m. (c) Varying parameters B and C simultaneously
(B = C) between 0.025m and 0.5m with A = 0.5m.
Implementation Details: We synthesize sound using a precomputed soundbank with
66 ellipsoids. The ellipsoids have parameters 0.5m = A >= B >= C with B and C
varying between 0.025m and 0.5m in increments of 0.0475m. We chose this increment
to be sufficiently small to guarantee smooth variance of PAN fields across the proxy
soundbank (see Figure 5.4). Since this set is well-sampled, we fit objects to the nearest
ellipsoids in the soundbank rather than interpolating between ellipsoids, as the latter ap-
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proach would require longer synthesis times. We evaluate the pressure time series (5.4)
for each ellipsoid on a 5003 finite difference grid with a time step of ∆t = 1/96000s and
use perfectly matched layers [82] to avoid reflections from the domain boundary. These
high-resolution simulations were carried out over the course of several days on a set of
eight 32-core Intel X7560 machines. Figure 5.6 illustrates the ellipsoids in our proxy
set.
For these reference ellipsoids, we choose a time scale h = 10−4s. This time scale
was chosen based on results from §4.5. Specifically, the ball bearing example (a steel
sphere of radius 0.0075m) in this section is assigned a time scale of hball = 7.3 ×
10−6s. Our soundbank time scale of h = 10−4 was chosen conservatively to guarantee
that an equivalently scaled sphere from our proxy set will have a PAN time scale of
approximately hball/5. We find that this time scale is sufficiently small to interpolate
contact force profiles of the form (4.4) encountered in our simulations.
We compute the wavelet transforms discussed in §5.3.1 with a Daubechies wavelet
family with 5 vanishing moments using the GNU Scientific Library implementation of
the wavelet transform (http://www.gnu.org/software/gsl/). We find that
this basis achieves a suitable compromise between performance and compression.
The positive octant (x ≥ 0, y ≥ 0, z ≥ 0) associated with each proxy is discretized
by uniformly triangulating the unit sphere in this octant with 64 triangles and 45 vertices.
Each vertex represents a direction in which PAN data is stored, and we use linear inter-
polation to synthesize sound in arbitrary directions. Our experiments show that storing
proxy data at this resolution does not introduce significant errors relative to solutions
computed with a finite difference solver.
Sound from multibody examples like the ones simulated for this chapter tend to ex-
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hibit high dynamic range. As a result, normalizing pressure time series to have unit in-
finity norm tends to produce sounds in which certain parts are abnormally quiet. We ad-
dress this by post-processing our results with dynamic range compression using Adobe
Soundbooth. We also present some results post-processed with artificial environmental
reverb.
Precomputed Acceleration Noise Compression: We find that with a PAN compres-
sion parameter of  = 0.01 produces compressed PAN fields that exhibit small errors
relative to the explicit precomputed solutions (5.4) (on the order of 1-5%). While in-
creasing this parameter does increase numerical error, noticeable differences in sounds
synthesized using our proxy soundbank only become apparent at higher values of . See
the accompanying result video for comparisons of sounds synthesized from soundbanks
with varying . The following table details proxy data storage sizes for numerous val-
ues of  (for reference, uncompressed PAN fields stored at the same resolution require
293MB):
ε 0.01 0.02 0.04 0.08 0.16 0.32 0.64
Size (MB) 26 20 16 12 7.3 4.5 2.6
The compressed PAN representation introduced in §5.3.1 is of general use, even for
examples not computed using proxies. We apply the wavelet fitting procedure to several
example objects from §4.5 and compare our results to the explicit PAN approach from
Chapter 4. See Table 5.1 for a comparison of memory usage/synthesis times and the
supplemental video for a comparison of acceleration noise results computed with these
two approaches.
Proxy Validation: In §4.5, we compute acceleration noise for two fracture simulations
by explicitly building PAN representations for every piece produced in the simulations.
Using the same simulation data, we compare these results with sounds computed using
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Model
PAN size (MB) Synthesis time (s)
Explicit PAN Current result Explicit PAN Current result
Plate 108 12 3.72 2.02
Mug 1131 76 10.33 3.42
Dice 35 6.9
0.40 0.19
Rounded Dice 35 6.1
Coin 35 9.3 16.00 7.70
Table 5.1: Precomputed Acceleration Noise Compression: We compare memory use
and acceleration sound synthesis times to those from §4.5 for a selection of models and
example scenes. Results are reported for PAN fields with 3200 discrete angular direc-
tions to coincide with the original PAN results from §4.5. For all examples, we choose
the wavelet compression tolerance to be  = 0.04. This was determined experimentally
as roughly the largest  we could use before producing noticeably different results.
Figure 5.5: Varying wavelet compression: We visualize p(h)5 at a fixed position with
varying levels of wavelet compression. The object considered here is an ellipsoid with
a = 0.5m, b = 0.405m and c = 2625m. The inset shows a close-up of the highlighted
region. Signals compressed with  = 0.01 and  = 0.04 (purple and red, respectively)
exhibit good agreement with the finite difference solution (light green) with small errors
arising from angular discretization. Fields compressed with  = 0.16 and  = 0.64 (dark
green and pink, respectively) exhibit more significant errors.
our proxy soundbank. The original approach requires many hours of precomputation to
build PAN fields for each object in these scenes. This approach also requires hundreds to
thousands of MB of storage for PAN fields. Our method avoids this cost by synthesizing
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Figure 5.6: Ellipsoid Proxy Soundbank: All ellipsoid objects for which PAN fields are
precomputed. Our results are computed by fitting objects to scaled ellipsoids from this
set.
all acceleration noise with ellipsoidal proxies. We also present comparisons with sounds
synthesized using a simpler proxy model in which each object O with volume V is
approximated by a spherical proxy with volume V . We find that this method results in
significant degradation of quality compared to our results. In particular, the contribution
of acceleration noise tends to be severely underestimated by this method. This suggests
that our approach is indeed capturing acceleration noise phenomena that is difficult to
resolve with simpler techniques. See the supplemental video for these comparisons.
EXAMPLE (Rock Pile): To test the scalability of our method, we model a scene with
1000 unique, procedurally generated rocks and synthesize acceleration noise from the
resulting simulation. We compute two examples: one with small rocks (≈ 1-5cm in
diameter) and one with larger rocks (≈ 2-20cm in diameter). While the example with
smaller rocks produces some modal sound, acceleration noise dominates this result. The
example with larger rocks produces significantly louder modal sound, but the addition
of acceleration noise still complements this example by introducing details not present
in the modal result.
EXAMPLE (Glass Fracture): In this simulation, a glass pane falls to the ground and
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Figure 5.7: Rock pile: Synthesizing acceleration noise for this falling pile of 1000
procedurally generated rocks would require extensive precomputation to exactly resolve
each object’s contribution. Instead, we approximate each object with a proxy ellipsoid
and synthesize acceleration noise with data from our precomputed soundbank.
shatters in to 315 small pieces. Without acceleration noise the debris produces very little
sound.
Figure 5.8: Glass fracture: This fracture simulation generates over 300 small objects
with no audible vibration modes. Our method allows us to recover sound from this
example by efficiently synthesizing acceleration noise for each piece using our proxy
soundbank.
EXAMPLE (Breaking Plates): We simulate 10 plates falling to the ground and break-
ing. Many of the objects generated in this simulation produce no modal sound and the
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Example Duration (s) ∆t (ms) # impulses
Synthesis
time (s)
Single plate fracture 5 0.025 1293 1
Multiple plate fracture 4 0.25 5921 40
Glass fracture (71 pieces) 2 0.025 2507 2
Glass fracture (316 pieces) 3 0.025 18787 12
Rock pile (large) 6 0.25 210741 192
Rock pile (small) 6 0.25 96579 97
Table 5.2: Sound Synthesis Statistics: Acceleration sound synthesis times for our ex-
amples. The duration and ∆t columns report the length and time step duration for the
rigid-body simulation. # impulses refers to number of impulses used for sound synthe-
sis.
addition of acceleration noise produces a substantially richer and more detailed result.
5.5 Conclusion
We presented an efficient method for synthesizing rigid-body acceleration noise from
complex multibody scenes with hundreds to thousands of objects. We avoid precomput-
ing acceleration noise data for each object in a scene by introducing an ellipsoid proxy
model for acceleration sound. We build a soundbank of precomputed acceleration noise
data for a set of ellipsoid proxies and limit the size of this data set by making use of
a new wavelet compression scheme for precomputed acceleration noise data. As a re-
sult, the proxy soundbank only requires between 5 and 26MB of memory, depending
on the amount of compression applied. This method introduces significant detail when
applied to rigid-body fracture simulations and other simulations with large quantities of
procedurally generated debris.
Limitations and Future Work: Our method computes sound independently from each
object in a scene and adds these sounds together to recover the complete result. Ignoring
acoustic interactions between objects may fail to capture interesting sound phenomena,
89
particularly in scenes involving many bodies stacked on top of each other (e.g., Figure
5.7). Existing brute force methods for resolving this phenomena are far too costly for
animation sound synthesis. Developing efficient methods for resolving acoustic interac-
tions between objects for both modal and acceleration sound is a challenging problem
and an interesting area for future work.
Our results currently include only modal and acceleration sound from the objects in
each scene. We do not currently synthesize sound from the ground plane. Zheng and
James [137] synthesized modal sound for fracture examples, and included modal sound
from the ground plane by synthesizing sound from a concrete slab. Including ground
plane noise would likely enhance the realism of our results somewhat.
Our experiments show that our proxy-based synthesis pipeline is particularly effec-
tive for scenes involving small debris-like objects, producing results similar to those
generated with object-specific precomputation. This is advantageous, as it is precisely
objects like this for which acceleration noise is the dominant sound source. While our
method does not accurately predict acceleration noise for large, non-convex objects, the
contribution of acceleration noise for these objects is typically less significant relative to
that of modal sound. Nevertheless, enriching our proxy database with additional object
categories to better approximate acceleration noise from larger, non-convex objects is
an interesting area for future work.
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CHAPTER 6
ANIMATING FIRE WITH SOUND
The preceding chapters in this thesis have primarily addressed sound synthesis for
rigid or nearly rigid objects. While this field had received some attention in earlier re-
lated work, the results produced by existing algorithms were frequently unsatisfactory.
Chapters 3-5 introduce methods for producing rigid-body sound results with significant
improvements over the results produced by earlier methods. However, it is certainly not
the case that rigid body objects are the only important source of sound in virtual envi-
ronments. Consequently, we now move away from the problem of rigid-body sound and
address sound produced by a completely different phenomenon. We propose a method
for synthesizing plausible fire sounds that are synchronized with physically based fire
animations. To enable synthesis of combustion sounds without incurring the cost of
time-stepping fluid simulations at audio rates, we decompose our synthesis procedure
in to two components. First, a low-frequency flame sound is synthesized using a phys-
ically based combustion sound model driven with data from a visual flame simulation
run at a relatively low temporal sampling rate. Second, we propose two bandwidth ex-
tension methods for synthesizing additional high-frequency flame sound content: (1)
spectral bandwidth extension which synthesizes higher-frequency noise matching com-
bustion sound spectra from theory and experiment; and (2) data-driven texture synthesis
to synthesize high-frequency content based on input flame sound recordings. Various
examples and comparisons are presented demonstrating plausible flame sounds, from
small candle flames to large flame jets.
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Figure 6.1: Fire Sound Synthesis: Our method produces the familiar sound of roaring
flames synchronized with an underlying low-frequency physically based flame simula-
tion. Additional mid- to high-frequency sound content is synthesized using methods
based on spectral bandwidth extension, or sound texture synthesis for user-controlled
flame sound styles.
6.1 Introduction
Candle flames, stove top burners and campfires are all familiar combustion phenom-
ena. Larger flame sources such as flamethrowers, burning wreckage and fire-breathing
dragons are familiar fixtures in the special effects industry. Due to the unsteady nature
of combustion, these structures all tend to behave as noisy sound sources. Physically
based fire simulators are capable of producing compelling visual simulations modeling
all of these phenomena. Unfortunately, in spite of their ability to produce rich visual
behavior, these solvers produce little information suitable for direct synthesis of flame
sounds. Recorded combustion sounds can provide compelling auditory feedback, but
they can require manual intervention, and can fail to produce realistic synchronized
sounds which match visual flame behavior. While physically based sound synthesis
methods have been developed for vibrating solid bodies [99, 100, 129], fracturing solids
[137], aerodynamic phenomena [35, 36] and splashing fluids [136, 93], none exist for
synthesizing the familiar sound of flames.
In this chapter, we present a hybrid method for synthesizing plausible sounds due to
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combustion phenomena (see Figure 6.1 for a preview of our results). Rather than build-
ing a custom flame solver specifically for sound synthesis, we instead design a sound
model which can be driven by data from current physically based animations. Using
our sound model, existing simulators can synthesize synchronized sounds. However
only low-frequency sounds, such as rumbling from very large flames, can be synthe-
sized in practice for two reasons: (1) time-stepping combustion phenomena at audio
rates is impractical due to the high computational costs of 3D flame simulation; and
(2) real combustion noise results from complex thermo-acoustics of chemically reacting
flows which are unresolved by most flame animations. Sounds recorded in high-speed
video experiments (see §6.6) reveal detailed temporal behavior at a variety of time scales
which cannot be resolved by flame solvers run at just graphics rates. With this in mind,
we propose a hybrid technique in which flame sounds are physically simulated at only
a few hundred Hertz, then additional mid- to high-frequency details are synthesized
procedurally using one of two approaches:
1. Spectral bandwidth extension synthesizes high-frequency power-law noise to ex-
tend the frequency response of our otherwise low-frequency sounds. Frequency-
domain sound synthesis methods are used to blend synchronized noise, and
thereby produce power-law spectra that matches theoretical and experimental
models of turbulent flames.
2. Sound texture synthesis allows us to synthesize fine-scale sound structure with
more interesting temporal details. A modified coarse-to-fine texture synthesis
method [133] is used to coherently synthesize detail on top of the input low-
frequency physics-based sound. By varying the flame sounds used for input train-
ing data, users can control the style of synthesized sounds, while retaining syn-
chronization with simulated flames. Recently, An et al. [121] synthesized sound
for cloth animations using a hybrid method which also combines a simple physi-
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cal model with data driven synthesis. Although similar in principle to our method,
the technical approach used in their work is quite different from ours.
Other Related Work: The most closely related graphics work is the work on aero-
dynamic sound rendering by Dobashi et al. [35]. They devise a method for efficiently
rendering aerodynamic sounds due to vortex-based noise [66], and effectively apply it
to swinging clubs and sticks, and whistling wind. Their run-time efficiency is due to
the use of precomputed flow noise signals. In a follow-up work [36], a method is pro-
posed for general aerodynamic flow noise, and several examples are presented which
involve sounds produced by turbulent flames. While these examples demonstrate the
versatility of the aerodynamic sound model, we point out that the dominant source of
combustion sound is not vortex-based noise [115]. For example, results from numer-
ical and laboratory experiments confirm that another source of sound (namely, direct
combustion sound; see §6.2) is the primary contributor to combustion noise, and that
aerodynamic noise typically makes a relatively small contribution [69]. In engineering,
numerical methods exist for combustion noise based on resolving the thermo-acoustics
of chemically reacting flows [115], however the simulation methods (such as large eddy
simulation) can be orders of magnitude more expensive than visual flame simulations,
which would greatly limit the practicality of fire sound synthesis.
Non-physics-based synthesis of flame sounds synchronized with animation have also
been considered, but can lack close synchronization with 3D flame state. Frequency-
domain sound synthesis methods, descendant from spectral modeling synthesis [116],
have been used to synthesize the noise-like roar, hiss and crackle of an animated
fireplace [87]. Our noise-based bandwidth extension method uses similar frequency-
domain noise methods to enhance our low-frequency physics-based sound. It was in-
spired by (blind) bandwidth extension methods used in the audio community to add
94
high-frequency detail to degraded signals such as digitally encoded audio [81, 79, 4].
McDermott et al. [89] synthesized a fire sound clip using spectral noise, and found
that missing temporal structure could be modeled using higher-order marginal statis-
tics. In contrast, we use a spectral noise model and obtain temporal structure from a
low-frequency physics-based fire sound.
Sound texture modeling and synthesis provides another way to re-synthesize fire
sounds from recordings (see [124] for a recent review), and includes audio generaliza-
tions of image texture synthesis [38, 133, 39]. Granular synthesis [111] is a classic
method for re-synthesizing micro-sound details, but it can be difficult to arrange grains
so as to re-synthesize meso-scale temporal structures. Wavelet tree learning [37] is able
to re-synthesize stochastic and quasi-periodic textures effectively, but offers no auto-
matic input control needed for fire sound synthesis. Motion-driven sound synthesis [17]
provides a fully automatic control technique wherein a training motion signal w/ sound
is segmented and used to map sound onto an input motion signal, e.g., of a 2D car mo-
tion. Unfortunately, it does not generalize to 3D fire motions, and our experience with
synthesizing short segments of audio (using low-frequency sound segments to index
high-frequency content) suffered from obvious granular-synthesis-like artifacts. In con-
trast, we use a modified texture synthesis approach wherein low-frequency fire sounds
seed a coarse-to-fine sound texture synthesis similar to [133].
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6.2 Background
6.2.1 Physically Based Flame Simulation
Our sound synthesis approach is designed to build upon existing flame solvers familiar to
the computer graphics community [98, 64, 65]. In particular, our examples are generated
using the Pyro FX solver and Flame Solver from Side Effects Software’s Houdini 3D
animation tools package (http://www.sidefx.com). The flow of gaseous fuel
and products in a 3D domain is modeled using the Euler equations
0 =
∂u
∂t
+ u · ∇u + 1
ρ
∇p where ∇ · u = φ. (6.1)
Here φ is an optional divergence source term introduced in the vicinity of combustion
to model the effect of expanding gases [43]. A density field is used to govern the intro-
duction, advection and diffusion of smoke [42]. A temperature field is also modeled to
track the introduction of heat by combustion and to drive forces such as thermal buoy-
ancy [48]. Other effects such as vorticity confinement and procedural turbulence may
be introduced to increase the liveliness and visual realism in simulated flames [98, 65].
Combustion is modeled in [98] using a blue core model. In premixed flames (flames
in which reactants are mixed and will burn immediately upon reaching a certain tem-
perature) the blue core specifies a flame front interface between unburned fuel, and hot
gaseous products produced by rapid combustion as fuel crosses the flame front. Sepa-
rate sets of incompressible flow equations are used to model the flow of unburned fuel
and gaseous products inside and outside of the flame front. The level set method is used
to track a moving implicit surface representing the flame front. Voxels outside of the
flame front store reaction coordinates which track the time elapsed since the gas stored
in each voxel crossed the front. These quantities are combined with a flame temperature
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profile function to track the temperature of gaseous products outside of the front.
In Houdini’s Pyro FX solver, fuel is stored as a volume field along with temperature,
velocity, etc. Fuel has an associated ignition temperature TI and burn rate b. At a given
time step, if voxel (i, j, k) has fuel concentration fijk > 0 and temperature Tijk > TI
then a quantity of fuel ∆fijk = ∆tb is consumed and removed from voxel (i, j, k). Here
∆t refers to the simulation time step. Temperature Tijk, divergence sourcing φijk and
density ρijk are modified according to how much fuel is consumed. To make the flames
more lively, synthetic turbulence can be injected in to the velocity field [14, 74].
6.2.2 Combustion Sound Generation
In general, sounds produced by combustion phenomena can be expressed as a sum of
contributions from multiple sources. A wave equation for combustion sound can be
derived which includes contributions from turbulent vortex-based flow noise and direct
combustion noise [27]. Numerical and experimental results in [69] suggest that direct
combustion noise is indeed the dominant source of sound from combustion phenomena.
The primary quantity of interest in our work is direct combustion noise; that is, noise
produced by unsteady density fluctuations resulting from combustion heat release. This
noise source is modeled using the inhomogeneous wave equation (2.3) presented in
§2.1.1. Specifically, the following equation describes direct combustion sound: [27,
106]:
1
c20
∂2
∂t2
p−∇2p = − ∂
∂t
(
ρ0 (γ − 1) q
ρc2
)
(6.2)
p, c, ρ and γ refer to the unsteady pressure, speed of sound, density and ratio of specific
heats of air, respectively; c0 and ρ0 refer to the ambient speed of sound and density; γ is
assumed to be independent of temperature, and combustion is assumed to take place at
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ambient pressure p0. The heat release rate q is the rate at which heat is introduced in to
the domain by combustion. As we originally discussed in §2.1.1, the free-space Green’s
function (2.5) can be used to solve (6.2) for the sound pressure [27],
p(x, t) =
1
4pi
γ − 1
c20
∂
∂t
∫
R3
[q]
‖x− y‖d
3y, (6.3)
where brackets [·] refer to evaluation at t− ‖x− y‖ /c0.
6.2.3 Combustion Sound Spectra
Numerous theoretical and experimental investigations in to the acoustic power spectrum
emitted by flames have been carried out. Abugov and Obrezkov [1] recorded sounds
generated by flames in a propane burner, and observed that in the high frequency region
(beyond a certain peak frequency) the power spectrum of acoustic emissions from the
flames exhibits a P (f)∝f−5/2 power law. A theoretical study of combustion sound by
Clavin and Siggia [30] showed that the f−5/2 power law would result if the flame front
were subjected to fully developed velocity turbulence that obeyed a Kolmogorov energy
spectrum, E(k) ∝ k−5/3 where k is the wave number. Note that Kolmogorov turbulence
models are commonly used in fluid animation [74]. More recent experimental work
studying the acoustic emissions of turbulent flames [106] has also suggested that beyond
a certain peak frequency the power spectrum of combustion sounds appears to obey a
power law P (f)∝ f−α, and fitting this model to experimental data suggested plausible
values for α in the range 2.1<α<3.4.
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6.3 Low-Frequency Fire Sound Synthesis
6.3.1 Fire Sound Model
Under the premixed flame assumption, unburned gas is consumed and releases heat via
combustion very quickly as it crosses the flame front [98]. Strahle [123] argued that
only velocity fluctuations in the vicinity of the flame front are responsible for significant
sound output. To model low-frequency sound output from a flame simulation, we make
the assumption that the heat release due to velocity fluctuations in the vicinity of a flame
front surface patch δS about point x is proportional to the velocity flux across that patch
δq(x) = u(x) · n(x) δS (6.4)
where n(x) is the normal to the surface patch δS at point x. Using this, the volumetric
heat release integral can be rewritten as an integral over the front surface S∫
R3
q d3x =
∫
S
u · n dS. (6.5)
Intuitively, this model suggests that the rate at which heat is released in to the domain
at a point x on the front surface is proportional to the rate at which fuel is carried in to
the surface at that point. Relationships between the volume integral of the heat release
rate and surface velocity flux integrals of this form occur in the literature [123, 30,
27]. We ignore time delays and distance attenuation in (6.3), and also omit constants,
since they just provide a fixed scaling to the output sound. Time delays and attenuation
could, in principle, be included in our model, but are unlikely to dramatically alter our
results. Using these simplifications and (6.5), we can generate low-frequency flame
sounds using
p(t) =
d
dt
∫
S(t)
u(x, t) · n(x, t) dS(x) = d
dt
I(t) (6.6)
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Figure 6.2: Flame front surface: Sound is computed by evaluating and differentiating
a velocity flux integral I(t) over this dynamic surface.
where the flame front S, its normal n and the velocity field u are all time-dependent
quantities. Figure 6.2 provides a schematic of the geometry used in this sound model.
6.3.2 Flame Front Estimation
Since flame solvers model the flow of smoke, gaseous products, fuel, etc., the velocity
field u is readily available at any point in the domain (see §6.2.1). In some solvers, a
representation of the flame front may also be available. For example, level set methods
track an implicit surface representing the flame front [98], from which an iso-surface
can be extracted using Marching Cubes [85] or a similar method.
However, as described in §6.2.1, not all flame solvers use an explicit representation
of the flame front to model combustion. In these cases, we must estimate a representa-
tion of the flame front surface which is physically plausible and resolves the turbulent
dynamics. Given a fuel-based combustion model, such as the one presented in §6.2.1,
we can define a field Bijk whose contents specify the current rate of fuel consumption
in voxel (i, j, k). For example, this information is stored in the “burn” field in Hou-
dini’s solver. By extracting a suitable iso-surface, we can estimate a plausible interface
separating unburned fuel and burned combustion products.
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Extracting an iso-surface directly from data on a modest-resolution voxel grid tends
to produce jagged surfaces with non-smooth normal fields. Unfortunately such surfac-
ing artifacts can result in undesirable sound artifacts with our method. To address these
problems we use a higher-order cubic interpolation method to reconstruct S. Suppose
that we wish to build an iso-surface from field B, which is discretized on a finite dif-
ference grid at points Bijk, which corresponds to the value of B at point (xi, yj, zk). In
order to recover a smooth front surface S and normal field n we introduce interpolation
functions φijk(x) and define a new field B˜ as follows:
B˜(x) =
∑
i,j,k
φijk(x)Bijk where
∑
i,j,k
φijk(x) = 1. (6.7)
We define φijk(x) as a product of one-dimensional interpolation functions φijk(x) =
φ(x−xi
h
)φ(
y−yj
h
)φ( z−zk
h
), where h is the voxel grid size, and φ is a cubic B-spline basis
function,
φ(t) =
1
6

−3τ 3 + 3τ 2 + 3τ + 1, |t| ≤ 1
(1 + τ)3 , 1 ≤ |t| ≤ 2
0, otherwise,
(6.8)
where τ ≡ 1− |t|. Extracting S and n from B˜(x) defined in this manner provides
a smoother iso-surface and normal field (see Figure 6.3), and greatly reduces sound
artifacts.
6.3.3 Sound Pressure Evaluation
The simulations with which we are trying to synthesize sound are generally only run
with time-stepping rates of hundreds of steps per second. To evaluate a pressure signal
at audio sampling rates we interpolate the original simulation-rate signal. The pressure
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Figure 6.3: Flame front surface estimated using the method in §6.3.2.
signal used to generate sound has the form
p(t) =
d
dt
∫
S(t)
u(x, t) · n(x, t) dS(x) = dI
dt
. (6.9)
Since I(t) is known only at discrete time steps t0, t1, t2, . . . , tN = 0,∆t, 2∆t, . . . , N∆t,
we use interpolation functions ψi(t) to form its interpolated signal,
I˜(t) =
N∑
i=0
ψi(t)I(ti) where
N∑
i=0
ψi(t) = 1. (6.10)
The sound pressure p(t) can then be evaluated at any point in time,
p(t) =
d
dt
N∑
i=0
ψi(t)I(ti) =
N∑
i=0
ψ′i(t)I(ti). (6.11)
We use a Mitchell-Netravali cubic filter (4.19) for our interpolation function ψi(t).
This sound synthesis method can generate low-frequency rumbling noises character-
istic of combustion (see §6.6). Unfortunately, it is unsuitable for mid-to-high frequency
sound synthesis, such as a flickering candle flame sound. The large cost associated
with fluid solvers makes running fire simulations at audio rates impractical. Further-
more, more sophisticated combustion chemistry models are needed to properly resolve
the complex heat release rates. As such, it is unlikely that running expensive, audio-
rate simulations with graphics fire solvers would yield desirable results. We therefore
investigate hybrid sound synthesis techniques in §6.4 and §6.5.
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6.4 Spectral Bandwidth Extension
In this section, we present a bandwidth extension method for adding physically plausible
power-law noise to enhance low-frequency fire sounds. Using time-frequency process-
ing we modify our sounds’ frequency spectrum so that, beyond a certain frequency, it
matches a preferred fire spectra [139, 87]. Recall from §6.2.3 that experimental and the-
oretical results suggest that in the mid- to high-frequency range, flame sounds exhibit a
power-law spectrum f−α, with α∈ [2.2, 3.4].
Background (spectral noise synthesis): Given a power spectrum f−α, the corre-
sponding frequency-domain pressure amplitudes are |p˜(f)| = f−α/2. To synthesize
time-domain noise, we first assign uniformly random phases in the range θj = [−pi, pi]
to each frequency-domain sample j to obtain a frequency-domain sound pressure,
p˜j(f) = f
−α/2
j e
−iθj . Next, time-domain noise with the desired spectrum is recovered
by taking the inverse Fourier transform, N(t) = IFFT (p˜). In practice, to form N(t)
we first apply a high pass filter Fhigh to p˜ to suppress frequencies below a cutoff fcut.
This ensures that the main content of N(t) is indeed high-frequency noise rather than
low-frequency rumbling.
Spectral noise extension: In order to appropriately synchronize power-law noise with
simulated low frequency content, we choose a cutoff frequency fcut at which we wish
to begin replacing simulated low-frequency content with synthesized noise. In all of
our examples we use the Nyquist frequency of our simulation’s 360 Hz time-stepping
rate: fcut = 180 Hz. Next, we divide our low-frequency pressure signal in to windows
of half-width wH , where wH is an integer number of samples. Algorithm 3 describes a
time-frequency processing method to introduce high-frequency content in to each win-
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Algorithm 3: Extends a low-frequency sound with power-law noise
input : pressure, wH , α, Gblur
output: pressureExtended
begin1
pressureExtended← 02
for i← 0, 1, 2, . . . do3
wi(n)←
{
wH − |n− iwH | if |n− iwH | ≤ wH
0 otherwise4
[pW,i, NW,i]← WindowSignal (pressure,wi,α)5
β ← ChooseBeta (pW,i, NW,i, α, Gblur)6
p˜W,blend ← Blend (FFT (pW,i), β FFT (NW,i))7
pW,blend ← IFFT (p˜W,blend)8
pressureExtended← pressureExtended + pW,blend9
return pressureExtended10
end11
Figure 6.4: WindowSignal function from Algorithm 3: Given the input signal p(t),
we construct a windowed version pW (t) by multiplying with a linear window function
w(t). A noise signal N(t) is generated by the inverse Fourier transform of a power law
spectrum, and scaled by |p(t)w(t)| to produce a windowed noise signal NW (t).
dowed signal. The windowed input signal pW (t) and a spectral noise function NW (t)
are computed as shown in Figure 6.4; we scale the noise by the amplitude of the win-
dowed pressure signal in order to synchronize its temporal structure. We wish to blend
together pW (t) and NW (t) such that we preserve the original behavior of the pressure
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spectrum in the neighborhood of fcut and also so that the resulting pressure spectrum
does not have any harsh discontinuities. This is done by choosing an appropriate scaling
factor β for NW (t). We compute the spectra for each signal, p˜W (f) = FFT(pW (t))
and N˜W (f) = FFT(NW (t)), and linearly blend the two spectra (using high/low pass
filters in some range surrounding fcut),
p˜W,blend(f ; β) = Flow(f) p˜W (f) + β Fhigh(f) N˜W (f), (6.12)
which can be illustrated as follows:
We estimate β by requiring that the integrated power of the blended signal p˜W,blend
match that of the original input signal p˜W ,∫
|p˜W,blend(f ; β) g(f)|2 df =
∫
|p˜W (f) g(f)|2 df, (6.13)
where g(f) is a weighting function used to ensure that signal power is only considered
in a blend region near fcut. We illustrate (6.13) as
We solve (6.13), a quadratic equation, for β > 0. In our implementation, g(f) is a
Gaussian with mean fcut and standard deviation σcut. Finally, we use nearly the same
parameters for all of our bandwidth-extension examples (see Table 6.1).
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α fcut σcut wH Blend range
2.5–3.5 180.0 Hz 10 Hz 500 samples (11.34 ms) [165.0Hz, 195.0Hz]
Table 6.1: Parameters for Spectral Bandwidth Extension: Parameters used for all
spectral bandwidth extension results. Blend range refers to the linear-blending range
used by Flow(f) and Fhigh(f).
6.5 Synchronized Sound Texture Synthesis
The bandwidth extension algorithm presented in §6.4 adds richness to sounds synthe-
sized with the methods of §6.3 by adding synchronized and appropriately scaled noise
with a physically plausible power spectrum. However, recorded sounds and high-speed
flame videos indicate that additional meso-scale temporal structure exists. This struc-
ture could be added by synchronizing detailed recordings of fire sound with simulated
flames, say, by scaling sound volume according to flame size. However, this simple
approach would lack appropriate synchronization, e.g., a large, but steady flame makes
very little noise. In this section, we propose a sound texture synthesis algorithm for
synthesizing synchronized fire-sound details.
6.5.1 Synthesizing Fire-Sound Details
We synthesize fire-sound details in a coarse-to-fine manner using a modified texture
synthesis algorithm most similar to [133]. Inputs to our algorithm are a fire sound signal
pS synthesized using the methods of §6.3, and a training audio clip pT , e.g., a recording
of real flame sounds. Our audio-detail-transfer method synthesizes a sound clip with the
low-frequency temporal structure of pS , but the fiery details of pT .
Analogous to [133], we construct 1D Gaussian pyramids [16] GT and GS from
our training and low-frequency input data, pT and pS . We refer to GT and GS as the
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Figure 6.5: Fire sound Gaussian pyramid for a 23ms training sound pT . All fire-sound
details are synthesized in a coarse-to-fine manner using an L=6 level pyramid as shown
here.
“training” and “signal” pyramids, respectively (Figure 6.5 illustrates GT for a short fire
sound). Let GT (`) and GS(`) refer to the samples stored at level ` = 1 . . . L, where L
is the coarsest level. If NT,` (similarly, NS,`) is the number of samples in level ` of the
training (signal) pyramid, then we write the sequence of samples in the training (signal)
pyramid as
p0T,`, . . . , p
NT,`−1
T,`
(
p0S,`, . . . , p
NS,`−1
S,`
)
. (6.14)
A key distinction between our approach and that of Wei and Levoy [133] is that we
build GS from our input fire-sound signal pS , rather than initializing it with random
noise. We zero the contents of levels 1, . . . , L − 1, only retaining pS information in
GS(L). Retaining the low-frequency signal enables us to synthesize fire-sound details
synchronized with the low-frequency sound pS . We synthesize levels of the signal pyra-
mid from coarse to fine; synthesis starts at level L − 1, since GS(L) is specified by the
input data pS .
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6.5.2 Windowed Hierarchical Synthesis
Similar to Wei and Levoy [133], we synthesize the next “pixel” by finding an approx-
imate nearest neighbor in a dictionary of multi-level neighborhood samples. However,
for reasons of temporal coherence and efficiency, we choose to synthesize short, over-
lapping audio windows instead of individual samples. Consider windows on some level
`with window centers, ci = ih, i ∈ N; let the window half-width (in samples) be h ∈ N
(we use h= 4) so that window i has sample indices in the range Ωi ≡ [ci − h, ci + h].
We synthesize level ` of GS window-by-window in order of increasing window index, i.
Suppose that GS(`)i−1 is a partially synthesized signal in which windows 0, 1, . . . , i− 1
have been computed. We form GS(`)i by adding signal pnew to the index range Ωi,
scaled by a linear hat function Wi[n] = h− |n− ci|.
pnew is chosen from a set of training windows produced from pT . Each level ` of GT
is divided in to windows with index ranges Ωi. Window i is associated with a feature-
value pair
(
f iT,`,p
i
T,`
)
where piT,` is the sub-vector of GT (`) with sample indices Ω
i. f iT,`
is a two-level feature vector built from samples in GT (`) occurring immediately before
window i in the range [
ci` − hhf , ci` − h
]
, (6.15)
and neighboring samples from GT (`+ 1) in the range
[(i/2)h− hhf , (i/2)h+ hhf ] , (6.16)
where hf is a window half-width multiplier (we use hf = 3, resulting in features with
46 dimensions). In practice, these samples do not lie at integral indices, in which case
we use linear interpolation to determine their values. See figure 6.6 for an illustration
of the structure of a feature vector. We build a dictionary D` of feature-value pairs
for each level ` = 1, . . . , L − 1 (level L is omitted because it is initialized with our
low-frequency fire sound). To synthesize window i of level ` we build a feature vector
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Figure 6.6: Sound texture synthesis (h = 2, hF = 2): Initialize the synthesis algorithm
by building dictionaries D` of feature-window pairs for levels ` = 1, . . . , L − 1 of the
training pyramid. Then, for levels ` = L − 1, . . . , 1 of the signal pyramid; for window
i = 0, 1, 2, . . . in level `; (i) Build the window’s feature vector, (ii) Look up the nearest
neighbor in the training dictionary D`, (iii) add the resulting window (scaled by a linear
hat function) to the signal at level ` and proceed to the next window.
of samples from GS(`) and GS(` + 1) indexed by (6.15) and (6.16). pnew is chosen
by performing a nearest neighbor search in the feature vector space of D`. Figure 6.6
illustrates the process of building D` and synthesizing GS(`) for h = 2, hF = 2 (we use
h = 4, hF = 3 in practice).
To improve efficiency, we search for approximate rather than exact nearest neigh-
bors. Given a feature f iS,` whose nearest neighbor is distance dopt away, we find a
feature whose distance d from f iS,` is no more than (1 + ) dopt. In all examples,
we use  = 1. Larger values will improve performance at the cost of sound qual-
ity. Approximate nearest neighbor queries are implemented using the ANN library
(http://www.cs.umd.edu/˜mount/ANN).
6.5.3 Dynamic Range Matching
The input and training signals pS and pT may have vastly different dynamic ranges. This
problem must be addressed for the synthesis algorithm in §6.5.2 to produce meaningful
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output. For instance, if pS is much louder than pT then there may be little temporal
coherence from window-to-window in the nearest neighbors sampled from the dictio-
nary D`, resulting in an sound clip with harsh temporal discontinuities. While manual
normalization of pS and pT can help, an automated solution to this problem is desirable.
We use a histogram-matching procedure similar to the one proposed in [61]. We
construct cumulative distribution functions FS and FT for the amplitudes of the lowest-
resolution signals, GS(L) and GT (L), respectively. When synthesizing window i from
level L − 1 of GS the feature vector f iS,L−1 includes samples from level L in the range
given by (6.16). We compute the average magnitude of these samples, pabs,avg, then
evaluate
pabs,training = F
−1
T (FS (pabs,avg)) . (6.17)
Finally, when constructing f iS,L−1 we scale all samples from GS(L) by r =
pabs,training/pabs,avg. Intuitively, if exactly 90% of the signal data has magnitude be-
low pabs,avg then r is chosen so that 90% of the training data lies below r pabs,avg. Note
that this procedure only takes place when choosing feature vector entries from level L
of the signal pyramid.
6.6 Results
We now present sound synthesis experiments for a variety of combustion scenarios.
All sound and animation results can be found in the video accompanying the paper
associated with this work [19]. 1.
Implementation Details: All flame simulations were performed using Houdini’s Flame
solver (based on the blue core model described in 6.2.1) or Houdini’s Pyro FX solver
1http://www.cs.cornell.edu/projects/Sound/fire/
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(based on the alternate combustion model described in 6.2.1) and run at a time-stepping
rate of 360Hz. Typical simulation times ranged between 2 and 10 hours depending on
the length and resolution of the animation and the particular machine used. Iso-surface
extraction is carried out using a custom Houdini surface operator (SOP) implemented
using the Houdini Development Kit (HDK). Surfacing took between 5-20s per time step
on a single core. We exploit sample-level parallelism and evaluate surfaces as a post-
process in parallel on a cluster. Velocity flux integrals are computed on triangles of
S using a one-point quadrature rule. All scenes were rendered using Side Effects Soft-
ware’s Mantra renderer. Training audio clips were selected from the Ultimate Fire sound
library 2. For texture sound synthesis, all training and input signals pT and pS had a 44.1
kHz sampling rate. Prior to either bandwidth extension or sound texture synthesis, we
pre-process sound outputs from the synthesis method in §6.3 using a high-pass filter
(with 30Hz cutoff frequency) to suppress low-frequency fluctuations which are inaudi-
ble but tend to produce loud, undesirable content when extended via §6.4 or §6.5.
Method Comparison: We provide comparisons between three sound synthesis ap-
proaches:
1. Low-frequency sound synthesis: Sounds produced using the velocity flux-based
sound model presented in §6.3.
2. Noise-based bandwidth extension: Sounds produced with the bandwidth exten-
sion algorithm from §6.4. We note that although these sounds have a physically
plausible power spectrum, they tend to lack interesting temporal behavior beyond
what is predicted by the low-frequency synthesis method. Moreover, since all
sounds are synthesized using the same noise model, sounds produced using this
method tend to be very uniform across a variety of combustion scenarios.
2 http://www.therecordist.com/soundbox-sfx/soundbox-pro/ultimate-fire
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Example pT length (s) pS length (s) |D1| Synthesis time (s)BE STS
Dragon 15 9 167694 223 56
Candle 10 6 112070 151 86
Torch 16 5 179808 63 41
Flame Jet 15 10 167694 256 54
Burning Brick 8 5 98310 64 20
Table 6.2: Synthesis statistics for bandwidth extension (BE) and sound texture synthe-
sis (STS) examples. |D1| is the number of features at the highest resolution level of the
training pyramid GT . BE timings are for an unoptimized Matlab implementation.
3. Sound texture synthesis: Sounds generated using the texture synthesis approach
detailed in §6.5. By varying the choice of training data used in this process, we
find that we can produce a richer variety of sounds than those produced by pure
noise-based bandwidth extension. Table 6.2 provides synthesis timings and statis-
tics.
EXAMPLE (Dragon): We model a fire-breathing dragon roughly 1.2m in height. Fuel
inflow from the dragon’s mouth is varied to achieve dynamic variation in the sound.
EXAMPLE (Candle): This scene models a small candle-like flame blown by a turbu-
lent wind force (see Figure 6.7 (Left)). Spectral bandwidth extension produces plausible
results for this example due to the lack of complex mid-to-high frequency structure in
small flames such as this.
EXAMPLE (Torch): A burning torch is animated to swing through the domain (see
Figure 6.7 (Middle)) using Houdini’s flame solver, which makes use of a blue core
model [98] with detonation shock dynamics [64].
EXAMPLE (Flame Jet): Fuel is injected with high velocity in to a closed 1.5m wide
box (see Figure 6.7 (Right)). Fuel inflow is animated to turn on and off periodically. As
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Figure 6.7: Candle, Torch & Flame Jet Examples
Figure 6.8: Burning brick example produces characteristic ruffling flame sounds as it
moves side to side.
the fuel is shut off, we hear a “burn-off” effect as the remaining fuel is consumed.
EXAMPLE (Burning Brick): We model a small rectangular emitter animated to move
rapidly through the domain (see Figure 6.8). As the source is moved, we hear charac-
teristic ruffling noises.
COMPARISON (Simulated vs. recorded sound): Sounds and high-speed video (600
FPS) of a small “fire starter” brick were recorded by the authors. The “Burning Brick”
example is modeled to resemble this experiment so that comparisons can be made. Re-
sults are also generated in which the recorded sound itself is used as training data for
the texture synthesis method from §6.5.
COMPARISON (Varying power-law exponent, α): We provide a series of results for
the “Burning Brick” simulation synthesized using spectral bandwidth extension with
varying power law exponents α. α is treated as a parameter that can be tuned to change
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the character of the output sound. α = 3.0 seems to produce reasonable results, while
α = 2.5 and α = 3.5 produce too much high and low frequency content, respectively.
COMPARISON (Synthesizing sounds with different training data): We present ex-
amples of identical simulation scenarios in which we synthesize sounds using texture
synthesis with different training audio clips. We see that we can obtain desirable varia-
tion in the sounds produced by changing the training data.
COMPARISON (With and without dynamic range mapping): We present an ex-
ample in which texture synthesis has difficulty producing coherent output when the dy-
namic re-mapping procedure from §6.5.3 is omitted.
6.7 Conclusion
We presented a method for synthesizing plausible sounds synchronized with physically
based simulations of fire. Our hybrid approach produces sounds from simulations time-
stepped at low rates, then introduces high-frequency content as a post-process using
either spectral bandwidth extension or texture synthesis techniques.
Limitations and Future Work: Our results are somewhat restricted by the limited
fidelity of signals produced by the methods of §6.3. They tend to have a somewhat
“bursty” character, and lack some of the mid-frequency “whooshing” behavior present
in real flames. Recovering this behavior may require more sophisticated modeling of
combustion chemistry in the underlying flame solver, which remains an open problem.
An efficient computational model of turbulence and its impact on combustion sound is
one potential area for future work. Alternately, it may be possible to produce plausible
flame sounds without resorting to the costly fluid simulations used in this work. A sound
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model that is compatible with low-frequency, low-resolution fluid simulation and can be
effectively extended using texture synthesis is another area of potential future research.
The dynamic range mapping technique presented in §6.5.3 makes our texture syn-
thesis more practical, but in some instances the method still has difficulty producing
a suitable, temporally coherent output sound. This can occur in cases when the low-
frequency input has a very wide dynamic range, while the training data has a small
range, e.g., training samples that consist of steady rumbling sounds.
Physically principled spatialization of sounds generated by our method requires fur-
ther investigation. The low-frequency sound model (§6.3) describes monopole sound
sources distributed on a moving surface. In principle, this model could be used to pro-
duce spatialized multi-channel sound. Spatialization is less clear for sounds synthesized
with bandwidth extension or texture synthesis.
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CHAPTER 7
CONCLUSION
7.1 Summary and Conclusions
While automated sound synthesis for computer graphics has received a growing amount
of attention over the last several years, many existing algorithms produce unsatisfying
results for a wide variety of phenomena. The lack of methods for producing realistic
soundtracks for computer animations severely limits our ability to produce compelling
and immersive virtual environments.
In this thesis, we have begun to address these limitations by introducing principled
sound synthesis algorithms for a variety of phenomena commonly modeled in computer
animations and virtual environments. We began by introducing numerous new meth-
ods for improved rigid-body sound synthesis. Compared to prior methods, the approach
presented in Chapter 3 allows us to produce significantly richer sounds for objects un-
dergoing nonlinear vibrations. We further improved upon the rigid-body sound pipeline
in Chapters 4 and 5, in which we provided efficient algorithms for synthesizing acceler-
ation sound. This corrects a long-standing omission in rigid-body sound research, and
allows us to produce more accurate and realistic sounds for a variety of multibody col-
lision scenarios. Finally, in Chapter 6 we showed how hybrid methods based on both
physics and real data can be used to synthesize sound for other, non-rigid phenomena
such as combustion. Together, these contributions substantially expand the sound syn-
thesis landscape, allowing users and researchers to produce more immersive results than
those available with prior methods.
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7.2 Limitations and Future Work
Potential avenues for future work building upon this thesis are manifold. The rigid-body
sound algorithms presented in Chapters 3-5 all focus on the problem of producing sound
from a single object. Although results are presented for multibody scenes, acoustic in-
teractions between objects are not modeled. A great deal of research has been invested
in to the problem of environmental acoustics, but this work has largely focused on mod-
eling the acoustic response within largely static environments (e.g., classrooms, concert
halls, etc.). Developing algorithms for resolving acoustic interactions between objects in
scenes like the ones presented in our results remains a challenging open area for future
research.
The modal sound algorithm combined with acceleration sound synthesis can effi-
ciently and accurately synthesize sounds for a variety of small objects (see Chapters 4-
5). We can also extend this algorithm to handle larger objects which exhibit nonlinear
behavior (Chapter 3). Nevertheless, this method is still has fundamental limitations.
The objects presented in our results are all relatively small (typically no more than 1m
in size). Large objects tend to require significantly larger modal decompositions than
the smaller objects presented in our results. Synthesizing sound with high mode counts
negates the computational advantage of modal synthesis. Scalable algorithms are still
required to efficiently synthesize sound from larger structures (e.g., buildings, construc-
tion equipment, etc.).
We also observe from the results in Chapters 3 and 4 that there appears to be a
fundamental disconnect between numerical error and perceivable inaccuracies in sound
synthesis results. For examples, FFAT maps from Chapter 3 with very low numerical
accuracy appear to produce sound synthesis results nearly indistinguishable from re-
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sults synthesized with far greater numerical precision. Perceptual studies of synthesized
sounds are required to gain an understanding of the degree to which numerical accuracy
is related to audible realism.
Finally, hybrid synthesis algorithms such as the one proposed in Chapter 6 may
provide a promising alternative to purely physics-based approaches for phenomena other
than fire (e.g., aerodynamic noise or cloth [121]). However, we must still address the
problem of how to combine sounds produced by these algorithms with purely physics-
based results in order to build virtual environments with a wide range of sound sources.
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APPENDIX A
SCALING RELATIONSHIP PROOF
Following the notation of §5.2.1, consider object O with PAN fields p(h)i and object
Oβ – a uniformly scaled version of object O. We first show that (6.2) holds for P
(βh)
i on
the domain Ωβ . Consider x ∈ Ωβ, t ≥ 0 and let y = x/β, τ = t/β. It is clear that if x ∈
Ωβ then y ∈ Ω. For i = 1, 2, 3 we have 1c2
∂2P
(βh)
i (x,t)
∂t2
= 1
βc2
∂2p
(h)
i (y,τ)
∂τ2
by definition (5.2)
and the chain rule. We also have ∇2P (βh)i (x, t) = 1β∇2yp(h)i (y, t). Since p(h)i satisfies
(6.2) on Ω, it follows from these equations that 1
c2
∂2P
(βh)
i (x,t)
∂t2
= ∇2P (βh)i (x, t) on Ωβ , as
required. The proof for i = 4, 5, 6 is analogous.
Next, we show that the boundary conditions (5.1) hold for P (βh)i . Let x ∈ ∂Ωβ
and define y and τ as before. Clearly y ∈ ∂Ω and nβ(x) = n(y) where n and nβ
are the normal fields on O and Oβ , respectively. We will prove that (5.1) holds for
i = 4, 5, 6 since the proof for i = 1, 2, 3 is similar. Following from (5.1) and (5.2), for
i = 4, 5, 6, we have∇P (βh)i (x, t) ·n(x) = β∇yp(h)i (y, τ) ·n(y) by the definition of P (βh)i
and the chain rule. We also have ψ(t; βh)gi(x) = ψ(βτ ; βh)gi(x) = βψ(τ ;h)gi(y),
which is true since ψ(βτ ; βh) = ψ(τ ;h) and gi(x) = −ρ (ei−3 × (x− x0)) · n(x) =
−βρ (ei−3 × (y − y0)) · n(y). Therefore,
∇P (βh)i (x, t) · n(x) = β∇yp(h)i (y, τ)
= βΨ(τ ;h)gi(y) since p
(h)
i satisfies (5.1)
= Ψ(t; βh)gi(x),
as required. 
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