Abstract We discuss the occurrence of positive solutions which decay to 0 as |x| → +∞ to the differential equation ∆u + f (x, u) + g(|x|)x · ∇u = 0, |x| > R > 0, x ∈ R n , where n ≥ 3, g is nonnegative valued and f has alternating sign, by means of the comparison method. Our results complement several recent contributions from [M. Ehrnström, O.G. Mustafa, On positive solutions of a class
Introduction
Consider the semilinear partial differential equation of second order ∆u + f (x, u) + g(|x|)x · ∇u = 0,
where G R = {x ∈ R n : |x| > R}, n ≥ 3, R > 0 and the functions f, g verify the following smoothness assumptions: given α ∈ (0, 1), f ∈ C α (M × J, R) for every compact set M ⊂ G R and every compact interval J ⊂ R, and g ∈ C 1 ([R, +∞), R).
In [1, 2] , A. Constantin has established by means of comparison method [5] -see also [7] for a specifically designed approach -that the equation (1) possesses a positive, decaying to 0 as |x| → +∞, solution u defined in G A for some A ≥ R.
The main difficulty of the investigation from [1, 2] consists of the construction of the positive supersolution for the equation (1) since it requires solving an infinite-interval boundary value problem for a nonlinear ordinary differential equation.
It was also assumed there that
for some ε > 0, where a : [R, +∞) → [0, +∞) is continuous and such that +∞ R ra(r)dr < +∞.
The sign condition emerging from (2), namely uf (x, u) ≥ 0, is essential for applying the maximum principle in the proofs from [1, 2] .
In [3] , M. Ehrnström was able to significantly improve the conclusions of [1, 2] in the case when g(r) ≥ 0 for all r ≥ R by noticing a special feature of the supersolutions to (1) which is the consequence of the particular form of the ordinary differential equation used for constructing the supersolutions:
A simplification of the proofs from [2, 3] can be read in [6] . A further development of the techniques from [1, 2, 3] has been done in [4] , where the comparison equation (4) was regarded as a small perturbation of the integrable ordinary differential equation
One of the major shortcomings of [4, Theorem 1] is that, unless g verifies a technical hypothesis, the coefficient a from (2) will have to obey the condition +∞ R r n−1 a(r)dr < +∞, which is much more restrictive than (3). Our aim in this note is to give a positive (partial) answer to the following problem that, to the best of our knowledge, is open: assuming that g is nonnegative valued everywhere, both functions f, g are as smooth as necessary for the comparison method to work and the hypothesis (2) is replaced by the condition
where the continuous a i 's have alternating sign and
with (if any) additional restrictions upon f, g, can one produce a positive solution u of equation (1) such that lim
The approach presented here relies on building a pair of subsolutions and supersolutions to the equation (1) with the help of some positive and bounded solutions of two differential equations of type (4) . The proof of existence for a positive, vanishing at infinity, solution u of equation (1) lying in between these subsolutions and supersolutions will follow then by a standard application of the classical comparison method.
This note consists of four sections. The second and third sections, of independent interest, deal with the problem of bounded solutions for the ordinary differential equation (4) . The construction from the third section will be used for producing the needed family of functions f, g in the last section.
Positive solutions of certain equations (4)
Let p : [s 0 , +∞) → [0, +∞) and q : [s 0 , +∞) → R be two continuous functions such that p is L 1 in (s 0 , +∞) and q has alternating sign. Suppose that the quantity
is bounded in [s 0 , +∞). Then, the function h : [s 0 , +∞) → R with the formula
will be a solution of the differential equation
Several restrictions will be imposed next on p, q in order to obtain a positive solution h in (7).
Assume that there exist an increasing, unbounded from above sequence (a m ) m≥2 of numbers from [s 0 , +∞) and another sequence (ε m ) m≥1 of numbers from (0, +∞) such that
for all m ≥ 1.
Suppose also that +∞ m=1 ε m = ε < +∞ and that
Then, the function z from (6) is negative valued and bounded in the interval [s 0 , +∞) and, consequently, h is a positive valued and bounded solution of equation (8) Proof. We start by noticing that exp
Taking a 2 = s 0 for simplicity, we have the estimate
by taking into account the inequality (10).
Thus we have
As the local maxima of z(s) are attained when s = a 2m , the preceding computations establish that z is negative valued in [s 0 , +∞).
Further, we have the estimate
according to (11), and respectively (recall (12))
The proof is complete. We emphasize two particular cases of Lemma 1. The first one is when the continuous function q is L 1 in (s 0 , +∞) and satisfies the conditions (9), (10). Then, we can take
Here,
and we may use δ = ε.
In the second case, q satisfies the conditions (9), (10), (11) together with
q − = +∞ and we may use δ = ε + q + .
Remark 1
We deduce from (10), (11) that
This means that, when (13) holds, an additional hypothesis must be introduced for the function p, namely
To give a computational particular case of this situation, assume that
and
Then, we have the estimate
p(τ )dτ ds.
Example
Set a m = mπ, where m ≥ 1. Thus, recalling (14), we have A = 2π > 0. Assume also that λ = +∞ s 0 p(τ )dτ < 1 and (15) holds.
and introduce the sequences (c m ) m≥1 , (d m ) m≥1 via the restrictions
Introduce the function q : [s 0 , +∞) → R with the formula
and notice that it is continuously differentiable and bounded in [s 0 , +∞) from the estimate
We have also
|q(s)|ds which means that (10) holds. Further,
which leads to (11).
In conclusion, the function q from (17) fulfills all the requirements of Lemma 1 and generates a positive and bounded solution h for the equation (8) such that
For the significance of this estimate, see [3, 4] . Two important features of the example follow from the next computations, namely
and, given ς > 0 and recalling (18),
To deal with the problem stated in the introduction, we introduce now a pair (q 1 , q 2 ) of functions verifying (16), (17) such that
We shall use the upper index i when referring to the constants from (16) that characterize the function q i , where i ∈ {1, 2}.
Set
Set also α ∈ (0, γ 2 − σ 1 ) and β ∈ (0, η 2 − θ 1 ) small enough to have
and notice that this restriction implies
The sequences (c i m ) m≥1 are given by the inequalities
which help establishing (19).
4 Positive solution of the equation (1) Given n ≥ 3 and R > 0, introduce the function β : [s 0 , +∞) → [R, +∞) with the formula
Consider also the smooth functions v, h connected by
Obviously, v is radially symmetric. It can be established readily that
see also [4, p. 1150] . Assume now that the function f verifies the following hypothesis
where the continuous functions a i : [R, +∞) → R have alternating sign and
for s ≥ s 0 and i ∈ {1, 2}. Here, the functions p, q i are supposed to verify the requirements of Lemma 1.
An example of such a pair (q 1 , q 2 ) has been given in the preceding section. Notice that the functions h i are positive valued and bounded solutions of the linear differential equations
which belong to the class (4). Given the functions v i with v i (x) = h i (s) s for β(s) = |x| > R, we remark that via (20)
and respectively that
Thus, v 1 is a subsolution and v 2 is a supersolution of the equation (1).
We have v 1 (x) ≤ v 2 (x) for x ∈ G R . According to the classical comparison method [5] , the equation (1) .
The restrictions regarding p, q from the example yield As a result, the methods from [2] - [4] or [6] are not applicable here.
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