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Penning ion traps are versatile tools for studying atomic and molecular physics. They
use static electric and magnetic fields to confine charged particles in 3-dimensional space.
Most Penning traps employ a magnetic field produced by a large superconducting coil.
However, in this thesis I detail the design and creation of compact, reconfigurable perma-
nent magnet Penning trap based on rare earth permanent magnets instead of a supercon-
ducting coil [1]. For the first time in a permanent magnet trap, I demonstrate Doppler laser
cooling of calcium-40 and beryllium ions. I perform magnetic gradiometry across the trap
region using transport of an ion crystal to probe different positions. The magnetic field is
found directly by implementing a spin flip across the ground state Zeeman-shifted levels.
The magnetic field uniformity and temporal stability are each measured to a precision of
∼ 10 ppb, demonstrating the quality of the magnetic field environment.
Beryllium ions are co-trapped with calcium ions, which serve as a sympathetic coolant.
This enables long integration times for measurement of the beryllium ions’ hyperfine struc-
ture. The nearest magnetic-field-insensitive (clock) transition of 9Be+ is probed for up to
0.5 s with no observed loss of coherence. However, several challenges remain for working





In the twentieth century, a quantum theory was developed to describe the behavior of small
systems near atomic size. These small systems behave in a way that is counter-intuitive to
the mechanics we as humans observe every day. Classical physics fails to describe physical
systems at the smallest scales. The dynamics of these systems are probabilistic in nature.
Physicists have found that the system properties, such as the internal energy of an atom, take
on discrete rather than continuous values. Quantum states can also exhibit superposition
and entanglement - properties with no classical analogues. The values of these energy
levels are determined by the interaction of the constituent particles via fundamental forces
with each other and their environment. The study of this structure and interactions is the
focus of atomic physics.
Internal atomic states and transition frequencies are not only determined by interactions
between the constituent particles. External electromagnetic fields and colliding particles,
for example, can perturb the energies and lifetimes of atomic states. In order to accurately
measure fundamental atomic properties, the atoms must be isolated from the environment.
This can be achieved by placing the atoms in a vacuum like found in deep space. In a
vacuum, the atoms under study have largely reduced collision rates with other background
gas atoms. Next, a method is needed to confine or trap the particles at a localized position
where they can be observed. By ionizing the atoms, we can use electromagnetic forces to
strongly couple the ion’s motion to applied electromagnetic fields, thus, constraining their
motion or ‘trapping’ them. Hans Dehmelt first demonstrated a trap using these principles
in a device he named the Penning trap, after inspiration from F. M. Penning [2]. In this trap,
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a quadrupole electric field confines the ions in one spatial dimension, while static magnetic
fields confine the particle in the other two spatial dimensions. In parallel, Wolfgang Paul
developed the quadrupole ion trap, which was later named the Paul trap [3]. The Paul trap
uses a RF electric field to constrain the ions in two dimensions and a static electric field for
the other dimension. In 1989, Hans Dehmelt shared the Nobel Prize with Wolfgang Paul
and Norman Ramsey1 for developing ion trapping techniques [4].
Many experiments have since been performed that leverage or study the quantum be-
havior of charged particles. In particular, Penning traps are used for precision mass spec-
trometry [5, 6, 7, 8], quantum information science/ simulation [9, 10, 11, 12, 13, 14, 15,
16, 17, 18], atomic clocks/ atomic sensing [19, 20, 21, 22], and particle/ antiparticle stud-
ies [23, 8, 24, 25]. Paul traps are also used for these areas of study, but Penning traps
have some advantages over Paul traps. In contrast to Paul traps, Penning traps require only
static electric and magnetic fields for ion confinement. As such, they induce no driven RF
micromotion. When trapping cold ion ensembles, one can create 2D or 3D ion Coulomb
crystals on demand by controlling the collective crystal rotation frequency. Penning traps
do require a large uniform magnetic field for operation. This is usually supplied from a
large superconducting coil (> 1 m3). Optical access to the trap region requires routing
laser beams around the superconducting magnet. However, in this thesis we demonstrate
a new compact and reconfigurable apparatus for a Penning trap that relies on rare earth
permanent magnets for magnetic field generation [1].
In the field of quantum information science, some of the largest quantum simulation
experiments have been performed in Penning traps. Entanglement of > 200 ions was
generated via application of a quantum Ising interaction [12, 26]. A simulator of the Dicke
Hamiltonian was implemented in a two dimensional (2D) crystal with ∼ 70 ions [15].
Later, R. J. Lewis-Swan et al. (2019) demonstrated fidelity out-of-time-order correlators
(FOTOC) in the Dicke model using a Penning trap [27]. Jain, et al. (2020) proposed a
1Norman Ramsey’s portion of the prize was “for the invention of the separated oscillatory fields method
and its use in the hydrogen maser and other atomic clocks” [4]. This technique is used in chapter 8.
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method for digital quantum computing via arrays of micro-Penning traps [17]. Many of
these experiments use beryllium ions, because beryllium has a low mass, 9 amu, and lacks
the low lying D-states which complicate laser cooling. However, the Thompson group at
Imperial College introduced laser-cooling of calcium-40 ions in a Penning trap [28]. They
implemented sideband cooling of the radial and axial modes of a 1D array of ions in a
Penning trap in efforts towards Penning trap quantum computing [29, 18].
Penning traps are also used for measurements of fundamental constants. For example,
precision Penning traps were used to make a 300 ppt measurement of the proton magnetic
moment [25] and a 1.5 ppb measurement of the antiproton magnetic moment [8]. Koehler
et al. measured the g-factor difference between lithium-like calcium isotopes, a variation
explained by quantum electrodynamics (QED) [30].
The inherent frequency dependence of the ion’s motion with respect to its mass enables
these measurements. Penning trap systems have facilitated the most precise measurements
of particle mass. For example, the most precise value for the deuteron mass was measured
[6]. The development of novel mass measurement techniques are ongoing. In 2020, a
new technique was used to distinguish the difference of the an highly charged ion (HCI)’s
valence electron energy in an excited metastable state compared to its ground state via
mass measurement [5]. This technique uses Einstein’s E = mc2 relation to make the
comparison. The authors claim the method will be used for looking for other soft-X-ray
frequency references for potential atomic clock candidates [5].
The major inspiration for the work in this thesis comes from the atomic clock demon-
stration done by Bollinger, et al. (1991) [19]. In this publication, they operate their Penning
trap at the clock field. The clock field is the magnetic field value for which the ion has a
pair of neighboring states that form a linearly insensitive transition to magnetic field fluctu-
ations. In the beryllium ion’s ground state manifold, a clock transition is formed at 0.8194
T for a pair of neighboring hyperfine states. Bollinger, et al (1991) probes the hyperfine
transition with a Ramsey delay time of 550 s [19]. The use of such a standard for an atomic
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clock is promising, but unfortunately uses large superconducting magnets. A major goal of
the work detailed in this thesis is to drastically reduce the size of the Penning trap frequency
reference while maintaining atomic frequency stability.
1.2 Atomic Clocks
Of the interesting phenomena found while studying atoms, it was discovered that these sys-
tems have discrete energy levels. Because all atoms of a species are identical, the discrete
energy levels of an atomic system are always identical to those of another atom of the same
element and isotope. This means that the energy needed to change an atom’s electronic
state is identical for all atoms of that isotope. Electromagnetic radiation of the right energy,
or equivalently frequency, can deliver the exact energy to the atom to change its internal
state. Matching the frequency of radiation to the atom’s level spacing precisely matches
the frequency to all atoms of that isotope. This property makes atoms an ideal reference
for time. The inherent universality of the atomic structure gives us the ability to measure
time via the frequency of the radiation that interacts with the atom. Currently, this is the
most precise way to measure time and has been adopted internationally. The definition
of the second is defined by the Bureau International des Poids et Mesures as the number
of oscillations of the electromagnetic radiation in the unperturbed ground state hyperfine
structure of the cesium 133 atom [31].
In addition to accurate and precision timing, atomic clocks enable other scientific ad-
vances, see [32] and sources therein. Examples include tests of fundamental physics, mea-
suring variations of fundamental constants, improvements to position, navigation, and tim-
ing (PNT), and geodesy. Atomic clocks enable tests of fundamental physics such as the
equivalence principle and therefore general relativity. In general relativity, the equivalence
principle is related to the local Lorentz invariance, local position invariance, and the uni-
versality of the gravitational redshift [32]. A gravitational redshift causes two clocks at
different gravitational potentials to traverse time at different rates. The ratio of two clocks’
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frequencies located in different gravitational potentials should agree with the predictions
of general relativity. Any modulation from the expected frequency ratio is a sign of local
position variance and a violation of general relativity [32]. In addition to tests of general
relativity, portable atomic clocks could utilize the effects of gravitational redshifts at varied
latitudes and longitudes to map the matter distribution/shape of the earth [32].
Fundamental constants can also be probed through the properties of the clock atoms.
Clock transitions between electronic states can be parameterized as a function of the fine
structure constant, α; clock transitions between hyperfine states can be parameterized as
a function of α and the proton-to-electron mass ratio, µ. Ratios of these transitions allow
one to bound the temporal variations of α and µ [33]. For example, Huntemann, et al. [33]
bounded the fractional rate of change of α and µ at the∼ 10−16 level using measurements of
a transition in 171Yb+, two caesium fountain clocks, and data from previous measurements.
Rosenband, et al. [34] bounded α̇/α at a level of ∼ 10−17.
Having precision timing standards allows for accurate PNT. In an article by Kitching
[35], he gives an overview of the need for better chip-scale atomic frequency references.
The global navigation satellite system (GNSS) uses measurements of position and time
from a minimum of four satellites in order to pinpoint locations on the Earth. GNSS re-
ceivers rely on two different communication protocols for receiving position and timing
information, the precise code (P(Y) code) and the civilian access (C/A code). For GNSS
receivers that only rely on P(Y) code, their acquisition time is related to how far out of
sync they are. More accurate/precise atomic clocks would reduce these receivers’ triangu-
lation time. Older military hardware relys on C/A code in addition to the global positioning
service (GPS) P(Y) code to triangulate position, but C/A code is sensitive to jamming by
adversaries. High accuracy/low drift clocks would remove the need for C/A code and shield
receivers from jamming. In addition, some environments prevent the use of four satellites,
because they either aren’t available or communications are blocked. A receiver outfitted
with one of these high accuracy/ low drift clocks could also reduce the number of satellites
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needed for triangulation [35, 36].
1.2.1 Limitations of Available Clocks
Currently, the most stable atomic clocks rely on optical atomic transitions and have opti-
cal fractional frequency uncertainties at the ∼ 10−18 − 10−19 level. For example, some
clocks at this level are implemented with strontium atoms in optical lattices [37] or with an
aluminum-27 ion in a Paul trap [38, 39, 40]. All of these clock experiments aim to create
a new SI standard of time with an optical transition. Here, we seek to push the boundaries
of deployable atomic clocks, within the constraints of size, weight, and power (SWAP).
There are lower SWAP, commercially available options for atomic clocks, but they do not
achieve the same performance as a laboratory grade atomic clock. Most of these solutions
operate via spectroscopy of neutral rubidium or cesium atoms. Alkaline earth metal ions
and alkali elements such as these have a single valence electron which is used to perform
spectroscopy. The interaction of the nuclear and electron spins of these isotopes results in
a splitting of the fine structure with magnitudes in the megahertz- gigahertz range, which
is a convenient place for RF electronics [41].
These commercial clocks all operate via spectroscopy of neutral atoms and their clock
stability is commonly compared using Allan deviation. The Allan deviation is half of the
average of sample variances over the frequency dataset for different averaging times [42].





〈(ȳn+1 − ȳn)2〉 (1.1)
where y is the frequency, ȳn is the average frequency over a time step of length τ , and ȳn+1
is the average frequency over the next time step in the data.
A sample of commercial clocks’ performance is shown in the Allan deviation plot be-
low. The most stable is the Microsemi 5071A which is slightly smaller than a standard
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3U rack unit and boasts an Allan deviation of 5.0 × 10−12 at 1 s [43]. This clock operates
via spectroscopy of a Cesium beam. Microsemi also sells a much lower SWAP clock, the
Microsemi Low Noise Chip-Scale Atomic Clock (LN-CSAC) which has a volume of < 46
cm3 and an Allan deviation of 3 × 10−11 at 1 s [44]. For comparison, Stanford Research
Systems sells a bench top rubidium clock, the FS725, which fits in a half-width 2U chassis
and claims an Allan deviation of 2 × 10−11 at 1 s [45]. The FS725 and LN-CSAC both
operate via rubidium vapor cell spectroscopy. Their performance limits are dictated by the
vapor-related systematics. The cesium beam clock’s performance is limited mainly by the
uncertainty of the second-order Doppler shift.






















Figure 1.1: Fractional Allan deviation of select low-SWAP atomic clock technology.
There are also efforts to develop a miniature trapped-ion atomic clock in 171Yb+ [46,
47]. This buffer gas-cooled clock stabilizes its crystal oscillator to the ground state hyper-
fine splitting of a trapped 171Yb+ cloud. Unfortunately in Paul-style ion traps, inherent trap
RF micromotion cannot be nulled for all ions and therefore there is a large second-order
Doppler shift. With an average ion temperature of 1000 K in this trap, the ion temperature
fluctuations limit the clock performance to greater than 10−12 [48]. A recent publication
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details a space-deployed atomic clock based on a Paul trap which uses a higher order mul-
tipole trapping potential to minimize the second-order Doppler shift [49]. All Paul-style
traps have uncertainties that suffer from this second-order Doppler shift [40, 50].
1.3 Thesis Overview
In this thesis, I describe the development and demonstration of a new kind of Penning
trap based on rare earth permanent magnets. With this apparatus I characterize the sys-
tem, perform Doppler laser cooling, and coherent quantum operations. Although rare earth
permanent magnet Penning traps have been created before [51, 52, 53], to the best of our
knowledge there have been no published reports of Doppler laser cooling or quantum oper-
ations in these devices. This design based on permanent magnets demonstrates a compact
reconfigurable trap design versatile for atomic, molecular, and optical (AMO) physics ex-
periments [1].
In chapter 2, I give a background of the electrostatic components of a Penning trap, the
Hamiltonian of the trapped ions, as well as a description of the relevant atomic structure
of the ions used in this thesis, calcium and beryllium. In chapter 3, I detail the apparatus
including the electrode design, magnetic field source, vacuum system, laser systems, and
experiment controls. Chapter 4 and chapter 6 describe initial ion trapping of calcium-
40 and beryllium, respectively. The two species are trapped separately and co-trapped.
Chapter 5 details the characterization of the experiment’s spatial and temporal magnetic
field variations. Chapter 7 presents the measurements of the nuclear, clock, and microwave
transitions in the ground state of beryllium. Lastly, in chapter 7 I give a conclusion to the
fate of the beryllium clock and future work.
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CHAPTER 2
PENNING TRAP THEORY AND ATOMIC SPECIES
In this chapter, I detail the theoretical background for the experiment in this thesis. First,
the theory of charged particle motion in a Penning trap is described. Then, I discuss the
Hamiltonian for trapped ions including the trap interaction, strong magnetic field, and elec-
tromagnetic radiation driving the transitions in the ions. Finally, I review the atomic struc-
ture of the two species, calcium-40 and beryllium ions, their relevant transitions, and the
functions for the transitions.
2.1 Penning Traps
Penning traps rely on static electric and magnetic fields to confine charged particles in 3-
dimensional space. A static uniform magnetic field, typically > 0.5 T, is used to constrain
the particles motion in the radial direction. A static electric quadrupole field (magnitude
for stable determined by the magnetic field strength) is used to confine the particles in the
vertical direction.
2.1.1 Magnetic Trapping Field
The Lorentz force keeps the charged particles trapped in a circular orbit. The force is given
by, FL = qv × B, where q is the particle’s charge, v is the particle‘s velocity vector, and
B is the magnetic field vector. The frequency of this circular motion can be calculated by
equating the Lorentz force to the force due to centripetal acceleration, qv⊥B/m = v2⊥/r,
and v⊥ = ωr. The variable, v⊥, is the velocity component perpendicular to the magnetic
field direction and tangent to the circular motion, m is the particle mass, and r is its radius.
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One sees that the rotation rate of the charged particles is
ωc = qB/m (2.1)
where ωc is known as the cyclotron frequency. However, this ‘bare’ cyclotron frequency
is not directly measurable in a Penning trap, because the particles are also interacting with
the static electric confining potential.





Figure 2.1: A section view through the hyperbolic trap to show the potential between the
trap electrodes. The black lines show the boundaries for the endcap and ring electrodes.
Contours follow the quadrupole potential lines and are color-coded to match the underlying
heat map.
In the axial direction along the magnetic field, the Lorentz force is zero; confinement is












0), ρ0 is the radius from the center of the trap to the ring electrode, z0
is the distance from the center of the trap to the endcap, ρ is the radial coordinate, z is the
vertical coordinate with the origin located at the trap center, and U0 is the potential differ-
ence between the ring and endcap electrodes. The potential can be seen in the contour plot
of Figure 2.1. The earliest Penning trap designs employed hyperbolic shaped electrodes to
create this quadrupole field. This can be seen on the left side of Figure 2.2. These elec-
trode shapes provide the potential boundary that geometrically define a quadrupole field.
The electric field is created by applying a potential difference between the ring and endcap
electrodes. Small corrections to the field shape are sometimes needed due to imperfections
in the electrode shapes or alignments (due to machining tolerances) and are achieved via









Figure 2.2: Electrode structure on the left is a hyperbolic trap, and the structure on the
right is a closed, flat-endcap, cylindrical trap. The electrodes are color coded to guide the
eye: the ring electrodes are yellow, the endcap electrodes are blue, and the compensation
electrodes are red.
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Alternatively, an approximately quadrupole potential can be created using a stack of
concentric ring electrodes. An example of this type of trap is shown on the right of Fig-
ure 2.2. Fabrication of electrodes in this configuration is much simpler, cheaper, and pre-
cise; many modern Penning trap experiments now use this design. By choosing the proper
dimensions of the electrodes and proper compensation voltages, one can make the electric
fields near the trap center look very similar to the perfect electric quadrupole form achieved
by a hyperbolic trap [54].
2.1.3 Trapped Particle Motion
With the Lorentz force from the uniform magnetic field and the Coulomb force from the
electrode quadrupole potential, we can form a set of equations describing the motion of the
trapped particles. If we set the z-direction to be the magnetic field direction, and the radial








ω2zy − ωcẋ(t) (2.4)
z̈(t) = −ω2zz (2.5)
The motion in the radial direction can be solved by rewriting the two differential equations
into a single differential equation by changing variables. The reparameterization uses the
form, u = x + iy. The axial direction, z, is a simple differential equation with a known







The solution for the equations of motion, eq. (2.3) , are
x(t) = r− cos(ω−t+ θ−) + r+ cos(ω+t+ θ+)
y(t) = −r− sin(ω−t+ θ−)− r+ sin(ω+t+ θ+)
z(t) = rz cos(ωzt+ θz)
(2.7)
where the r−, r+, and rz are the amplitudes of the oscillatory motion for each mode and
θ−, θ+, and θz are the initial phases for the motion given by the location of the ions created
in the trap.








(ωc − ω1) (2.9)
where ω1 ≡
√
ω2c − 2ω2z . The first Equation 2.8 is commonly referred to as the modified
cyclotron frequency1 (sometimes also referred to as the reduced cyclotron frequency) and
the second as the magnetron frequency (sometimes also denoted ωm).
1Some scientists, especially in mass spectrometry, refer to this as the cyclotron frequency, which shouldn’t






Figure 2.3: Pictures of the radial (left) and axial (right) trajectories of the ions. The radial
motion is shown as the black curve and can be decomposed into the two modes represented
by red (magnetron) and green curves (modified cyclotron). The axial motion is shown in
the blue trace on the right.
In many circumstances, the frequencies follow the relation ω−  ωz  ω+ < ωc. Fig-
ure 2.3 shows the particle’s three frequency components and the collective motion. The trap
becomes unstable when the frequency ω1 becomes imaginary (i.e. the radial confinement




In other words, the trapping condition is a limit to the maximum possible potential used
to confine the ions axially that can be applied to the trap electrodes for a given magnetic
field strength. This is simply because the cyclotron frequency is directly proportional to
the magnetic field strength and the axial frequency is proportional to the square root of the
applied potential. An intuitive way to think about this is that the magnetic field provides the
radial confinement; the electric quadrupole potential acts to confine in the axial direction
but also deconfines in the radial direction. At the edge of the stability, eq. (2.10) is an
equality, the radial deconfining force from the electric trapping potential can no longer be
compensated by the Lorentz force.
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The equations for the motional frequencies have some fundamental mathematical rela-
tions that are useful. One sees that the magnetic field can be calculated from ω+ and ω−
through ωc.
ω+ + ω− = ωc (2.11)









This relation is named the Brown-Gabrielse Invariance Theorem (BGIT) [55]. It can be
thought of as a conservation of the motional frequencies. The theorem is invariant to im-
perfections in the trap magnetic and electric fields, for example, if the magnetic field axis
is tilted with respect to the electric field axis [56].
Trapped Particle Energy
Using the equations for the particle’s position in the trap (eq. (2.7)) and their derivatives,
one can calculate the potential and kinetic energies for the trapped particle. For a single





















where r+ is the radius of the modified cyclotron orbit, rz is the amplitude of the axial
oscillation, and r− is the radius of the magnetron orbit. The first term in eq. (2.13) is the
energy due to the harmonic axial motion of the particle. The last two terms are the contribu-
tions to the energy from the radial motion, the magnetron and modified cyclotron energies,
respectively. The term proportional to the magnetron motion amplitude, (2ω2− − ω2z), is
always negative in sign, while the other two terms are always positive. Thus, the axial
and modified cyclotron modes can be cooled by removing energy from the system, but the
magnetron mode approaches zero by adding energy to the system [57]. This complicates
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laser cooling. A cooling technique must be used that satisfies these requirements, and this
will be discussed in chapter 4.
2.2 Ion Hamiltonian
For a single atomic ion trapped in a Penning trap, the Hamiltonian is
H = H0 +HB +Htrap +HL (2.14)
where the atom’s internal energy structure is encapsulated in H0. The internal energy of
the atom is perturbed by the magnetic trapping field described by HB. The energy from
the interaction with the trapping fields is given by Htrap, and the interaction of the Doppler
cooling laser is described by the term HL. The methods for calculations in this section can
be found in atomic physics textbooks such as [58, 59, 60].
2.2.1 Trapping Hamiltonian
A convenient way of describing the electromagnetic fields in the Hamiltonian uses the
symmetric gauge with the magnetic vector potential, A. This choice of gauge gives a
magnetic vector potential, A = Bz(−y/z, x/2, 0), for a magnetic field, B = (0, 0, Bz).






where q is the charge of the ion, m is its mass, and p is the momentum operator. Using the








(2z2 − r2) + q
2B2z
2m


















where Lz is the angular momentum of the atom in the z-direction of the trap.
With substitution of the x, y, z, r and their derivatives in eq. (2.16), one arrives at the









The negative term is the contribution from the magnetron motion. As was mentioned ear-
lier, the overall negative sign makes this mode unstable. Loss of energy in the mode results
in growth of the ion’s radius until it leaves the trapping region. Instead, energy has to be
added to the mode to keep the ion stable.
2.2.2 Zeeman Effect
Placing an atom in a magnetic field introduces a perturbation to the internal atomic struc-
ture. The term HB in eq. (2.14) describes the effect of the magnetic field. When the field is
sufficiently small so that the energy levels splittings are small with respect to the smallest
effects in H0, then it can be treated as a perturbation. The perturbation from the magnetic
field is
HB = −µ ·B (2.18)
where µ is the magnetic moment of the atom. The magnetic moment here is the total of
the electronic and nuclear moments. The calculations in this section can be found in most
atomic physics textbooks such as [58, 59].
Weak Zeeman Effect, No Hyperfine Structure
In the even numbered isotopes of calcium, there is no net nuclear magnetic moment so the









where µB is the Bohr magneton, J is the total electronic angular momentum, h̄ is reduced
Planck’s constant, and g is the Lande’ g-factor. The total electronic angular momentum,
can be broken down into its components of the orbital angular momentum L and S and their





















are the unperturbed energy level states. The second order correction













n − E(0)m )
(2.21)
Strong Zeeman Effect with Hyperfine Structure
An ion with nonzero nuclear magnetic moment, such as the odd numbered isotopes of
calcium or beryllium2, has additional interactions that must be considered. The effect of
the interaction of the nuclear spin with the electron spin is called the hyperfine structure.
The magnetic fields used in a Penning trap are strong enough to produce Zeeman shifts of
similar or far greater magnitude than the shifts due to hyperfine coupling- in some cases,
the shifts can even be comparable to the fine structure splitting. Thus, the Zeeman effect
cannot simply be treated as a perturbation to the atomic structure. Instead, a Hamiltonian
must be constructed that includes all effects of that magnitude. Then, it can be diagonalized
to solve for the energy shifts to the levels and the proper eigenvectors. The Hamiltonian
2Beryllium only has a single stable, naturally occurring isotope with mass ∼ 9 amu.
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takes the form of
H = HHFS +HB
= h̄AHFSI · J + h̄BHFS
3(I · J)2 + 3/2(I · J)− I(I + 1)J(J + 1)
2I(2I − 1)J(2J − 1) − µ ·B
= h̄AHFSI · J + h̄BHFS
3(I · J)2 + 3/2(I · J)− I(I + 1)J(J + 1)
2I(2I − 1)J(2J − 1)
− (µBgJJ + µNgII) ·B
(2.22)
where µN is the nuclear magneton, gI is the nuclear g-factor, and I is the vector nuclear
magnetic moment. The first term of the equation is proportional to AHFS , electric dipole
hyperfine constant. The second term is proportional to the electric quadrupole hyperfine
constant, BHFS . This hyperfine constant is nonzero for states that have J > 1/2 and
I > 1/2. The last term is a sum of the interactions of the total electronic angular momentum
and the nuclear angular momentum with the magnetic field.
Hyperfine Structure Terms
The dot product in the hyperfine structure terms can be expanded in terms of the vector
components, I ·J = IxJx + IyJy + IzJz. The x-y terms can be rewritten in terms of raising
and lowering operators for each spin operator from the relation, L± = Lx ± iLy. Using a
basis set of states that have known eigenvalues with the given operators, one can compose
expressions for the values of the matrix elements of the Hamiltonian due to the electric
quadrupole hyperfine interaction.
HHFS−E1 = h̄AI · J = h̄AIzJz + h̄A/2(J+I− + J−I+) (2.23)
This expansion of I · J can be similarly used for the electric quadrupole term.
At low field, F and mF are good quantum numbers, however, at high field, mF , mI
and thus mJ are good quantum numbers. States of different F and like mF are coupled
by the magnetic field as it increases. The high field regime is closest to the fields used in
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a Penning trap so those are the quantum numbers best used to span the eigenvector space.
Depending on the field strength, however, these quantum numbers are not perfect. The
calculated eigenvectors when diagonalizing the Hamiltonian will contain small mixtures of
other states (< 10−2). The terms in the mixture will be the states that correspond to the
same quantum number, mF . Using the high field regime states as eigenvectors, the matrix





(I +mI)(I −mI + 1)
√





(I −mI)(I +mI + 1)
√
(J +mJ)(J −mJ + 1)δm′J ,mJ−1δm′I ,mI+1
+ h̄AmImJδm′J ,mJ δm′I ,mI
(2.24)
where this form is obtained by using the general form for the angular momentum rais-
ing and lowering operators, L± |L,mL〉 =
√
(L∓mL)(L±mL + 1) |L,mL ± 1〉. This
procedure is the same for calculating the electric quadrupole hyperfine terms. A full diag-
onalizion of the Hamiltonian matrix should include these terms for highest accuracy.
External Magnetic Field Terms
The last two terms of the Zeeman effect Hamiltonian will be of similar structure to Equa-
tion 2.20,
HB = −(µBgJJ + µNgII) ·B . (2.25)
The magnetic field vector, B, only has a component in the z-direction. Thus, the dot
product selects the projection of the magnetic momentum vectors in the z-direction. The
interaction of each spin with the magnetic field gives a contribution to the Hamiltonian
matrix elements
〈HB〉 = −(µBgJBzmJδm′J ,mJ + µNgIBzmIδm′I ,mI ) . (2.26)
All the Hamiltonian terms of similar strength are combined into a single matrix. It is
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then diagonalized to obtain the eigenvectors and their corresponding energies.
2.2.3 Two State Internal Hamiltonian





|e〉 〈e| − h̄ω0
2
|g〉 〈g| = − h̄ω0
2
σz (2.27)
where σz is the Pauli-z operator, h̄ω0 is the energy between the ground, |g〉, and excited,
|e〉, states, and the zero-point energy is taken to be halfway between the ground and excited
states.
2.2.4 Electromagnetic Plane Wave Interaction with an Atom
Like the trap Hamiltonian was parametrized above, the same can be done with the interac-
























The first term is the kinetic energy term which is not a part of the radiation interaction and
the third term is the diamagnetic term which is small for weak electromagnetic intensities.
In the Coulomb gauge condition and using E = −∂A
∂t









where ε̂L is the wave polarization direction, E0 is the electric field strength, ωL is the
angular frequency of the wave, kL is the wavevector, r is the position, and t is the time.
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(ε̂0 · p)((1 + ikL · r + h.o.)e−iωLt +H.c.) (2.31)
The first term in the Taylor series is the electric dipole term, whereas, the second gives rise
to the electric quadrupole and magnetic dipole terms.
Electric Dipole Interaction (E1)








where ε̂L is the polarization unit vector, E0 is the electric field amplitude, k is the wavevec-
tor, and r is the position vector. If we expand the exponent in the wave vector dot product
using the Taylor expansion, we get that eikL·r = 1 + ikL · r− (kL · r)2/2 + .... The electric





(1 + ikL · r− (kL · r)2/2)e−iωLt +H.c.
)
(2.33)
if we truncate the series at the second order term. In the small argument limit, eikL·r ≈ 1,
we have what is known as the dipole approximation. This approximation is only valid
for small values of kL · r. Physically, this means that the spatial extent of r should be
small with respect to the laser electric field spatial extent. In the dipole approximation, our








The energy from this electric field interaction with the ion can be written from the
interaction of the field with the ion’s electric multipole moment. Using the ion’s electric
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dipole moment, the energy for the laser interaction can be written as−er ·E. Alternatively,
the electromagnetic fields from the monochromatic light can be rewritten with the magnetic
vector potential using the Coulomb gauge, as shown in the beginning of the section. With








−iωLt + eiωLt) (2.35)
where Ω0 = eE0 〈e| ε̂L · r |g〉 is defined as the rabi rate of the electric dipole transition, and
a† and a are the raising and lowering operators.
We can now shift into the interaction picture using the transformationHint = U
†
0HlaserU0,
where U0 = e−i/h̄H
′
0t and H ′0 = H0 +HB +Htrap is the ion’s internal Hamiltonian includ-
ing the electronic structure, the perturbing magnetic field, and the atom motion. If we are
interacting with a stationary ion, then H ′0 = H0 +HB. The form for the interaction Hamil-
tonian can be simplified using the rotating wave approximation. This removes the terms








where δ is a frequency detuning δ = ωL − ω0.




|Ψ(t)int〉 = Hint(t) |Ψ(t)int〉 (2.37)
to find the evolution of the states. We start with the state |Ψ(t)int〉 = cg |g〉 + ce |e〉, where












For an initial condition where all the population starts in the ground state, |cg(0)|2 = 1

















where Ω2 = Ω20 + δ
2
L is the effective rabi frequency or rabi rate. This shows that detuning
from the transition resonance, ω0 will increase the oscillation frequency but will decrease
the amplitude of the oscillations. An oscillation between the two states is known as a
Rabi flop and the time needed to swap the populations of the states is referred to as the pi
time. The electromagnetic pulse with a given power and duration calibrated to perform a
population swap is known as a pi pulse. The pi pulse time is defined as tπ = π/Ω.
Electric Quadrupole Interaction (E2)




(ε̂0 · p)(kL · r)[e−iωLt − eiωLt], (2.40)
gives higher order interactions. If the matrix elements for an electric dipole transition are
zero, then the transition is denoted electric dipole forbidden. However, transitions between
these states can still happen with a higher order interaction. The matrix elements of the
Hamiltonian can be rewritten between the ground and excited states for a transition. The
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operators can be further separated into two terms,
〈e| (ε̂0 · p)(kL · r) |g〉 =
1
2




〈e| (ε̂0 · p)(kL · r)− (k · p)(ε̂0 · r) |g〉 .
The first term gives the electric quadrupole transition. It can also be rewritten as
1
2
kL · 〈e| rp + pr |g〉 · ε̂0 =
−imω0
2
kL · 〈e| rr |g〉 · ε̂0 (2.42)
because of the anti-commutator relation, {r,p} = im
h̄
[H0, rr]. So the E2 transition matrix
element can be written as
〈e|HE2L |g〉 = −
iqE0ω0
8c




[k̂L · 〈e| rr |g〉 · ε̂0] sin(ωLt)
where kL = k̂LωL/c and c is the speed of light in vacuum.
Magnetic Dipole Interaction (M1)
The second term of Equation 2.41 contributes to the magnetic dipole interaction in addition




[e−iωLt− eiωLt] 〈e| (ε̂0 · p)(kL · r)− (kL · p)(ε̂0 · r) |g〉 − 〈e|µ ·B |g〉
(2.43)
The first term can be rewritten using the Binet-Cauchy Identity in three dimensions, (A×




[e−iωLt − eiωLt](k̂L × ε̂0) · 〈e| r× p |g〉 − 〈e|µ ·B |g〉 (2.44)
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Given a monochromatic plane wave, the cross product, k̂L × ε̂0, is just the radiation
magnetic field direction. The other cross product, r × p, is the orbital angular momen-
tum operator, L. The second term of the Hamiltonian is the magnetic dipole moment is





[eiωLt − e−iωLt]B̂ · 〈e|L |g〉 − µBgJ
h̄
〈e|J ·B |g〉 (2.45)
Interaction Hamiltonian Including Motion
Using the internal Hamiltonian H ′0, which includes ion motion, the resultant laser interac-
tion can be simplified using the rotating wave approximation and introducing the Lamb-
Dicke parameter, η = k
√
h̄/(2mνm). The Lamb-Dicke parameter is defined as product
of the wavenumber of the light interacting with the ion, k, and the size of the ground state
wave function, z0 =
√
h̄/(2mνm), where νm is the mode motional frequency. The interac-







where H.c. stands for Hermitian conjugate. The rotating wave approximation removes
the terms which oscillate much faster than the dynamics of the rest of the system. The
terms with the Lamb-Dicke parameter can be expanded as well, eiη[aeiνmt+a†e−iνmt] = 1 +
η(aint + a
†
int) + ..., where aint = ae
iνmt. For small values of the parameter, η, the series
can be truncated and the interaction dynamics are referred to as being in the ‘Lamb-Dicke









For the work in this thesis, the microwave and nuclear spin flip transitions have very long
wavelengths compared to the size of the ground state wavefunction, thus η ∼ 0. Therefore,
the dynamics are similar to the interactions with a stationary ion, as shown above.
2.3 Calcium-40
Calcium-40 is a common element used for ion trapping experiments. It has a compromise
of features that make it convenient in atomic physics laboratories. It is the most abundant
naturally occurring form of calcium on Earth with an abundance of 96.941% and a mass of
39.962591 amu [61]. Its nucleus has no magnetic moment, so it has no hyperfine structure.
It has a relatively low mass compared to the other possible trapped ions on the periodic
table, while still being heavier than beryllium. This allows for larger motional frequencies
than for other heavier ion species. Calcium’s lowest lying levels are well-spaced to allow
for Doppler cooling, because the required laser frequencies are all achievable by direct
diode lasers.
2.3.1 Calcium Neutral Atomic Structure
Neutral calcium-40 has a simple atomic structure for ionization that is shown in Figure 2.4.
The atoms have an electric dipole transition from the 1S0 state to the 1P1 state. This transi-
tion has a wavelength of∼ 423 nm (709.07837301(35) THz) and a linewidth of∼ 35 MHz
[62]. However, the 1P1 state splits into three levels when in a magnetic field due to the
Zeeman effect. Two components have net magnetic moment projections of opposite sign,
mJ = ±1 and a third component has no net magnetic moment, mJ = 0. Thus, there is a
magnetic field insensitive transition and two field sensitive ones.
One way to ionize calcium atoms is to use a two photon resonant ionization method
[63]. In this method, the first photon excites the electron to the 1P1 state and then another
photon of wavelength shorter than 389 nm excites the electron to the continuum. The








Figure 2.4: A diagram of the lowest energy levels used for ionization in 40Ca neutral atoms.
so this ionization process is naturally isotopically selective [63].
2.3.2 Calcium ions
The calcium-40 ion has a relatively simple atomic structure. The main low lying levels
used in calcium are its ground state, 2S1/2, two P-levels commonly used for Doppler cool-
ing, 2P1/2 and 2P3/2, and two lower-lying metastable D-levels, 2D3/2 and 2D5/2. Figure 2.5
shows the relevant transitions and the wavelengths of the radiation needed to address a tran-
sition between them. Table 2.1 shows each of the transition frequencies at zero magnetic
field, the corresponding branching ratios, and the Einstein A coefficients. Table 2.1 shows
each state’s lifetime, 1st and 2nd order magnetic field sensitivities. With the magnetic field
required for a Penning trap, the calcium ions’ levels are split by several GHz due to the
Zeeman effect. With these splittings, even more lasers are required for Doppler cooling.
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Figure 2.5: A diagram of the fine structure energy levels used in calcium ions and all
possible transitions.
Table 2.1: For each of the lowest lying transitions commonly used in 40Ca+: the frequency
of the transitions in vacuum (0 G), the branching ratios, and A12 coefficients are tabulated.
Transitions
Transition Frequency at 0 G (MHz) Branching Ratios A12 Coefficient
393 nm 761905012.606(91) [64] 0.9347(3) [65] 1.47e8 [66]
397 nm 755222765.896(88) [67] 0.93565(7) [68] 1.4e8 [66]
729 nm 411042129.776393 [69] - 0.856(5) [70]
732 nm 409222530.754868(8) [71] - 0.837(6) [72]
850 nm 352682481.844(82) [71] 0.00661(4) [65] 1.11e6 [66]
854 nm 350862882.823(82) [71] 0.0587(2) [65] 9.9e6 [66]
866 nm 346000234.867(96) [73] 0.06435(7) [68] 1.06e7 [66]
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Table 2.2: For calcium-40: The B-field sensitivity of the S1/2 state is calculated using the
best measured value for the Lande g-factor for the state, gJ = 2.00225664(9)[74]. The
first order B-field sensitivity for the D5/2 state is calculated using the best measure of the
Lande g-factor of that state, gJ = 1.2003340(3) [69]. The values without a reference were
calculated instead of measured.
Levels List





2S1/2 - 2.8024074(1) [74] 0
2P1/2 6.924(19) ns [75] 0.9320 0
2P3/2 7.098(20) ns [75] 1.8672 6.51 (mJ = 12 )
2D3/2 1.195(8) s [72] 1.1190 -25.8 (mJ = 12 ),
-17.2 (mJ = 32 )
2D5/2 1.168(7) s [70] 1.6800169(4) [69] 25.8 (mJ = 12 ),














Figure 2.6: A diagram of the energy levels used in calcium ions and our 397 nm Doppler
cooling scheme.
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397 nm Doppler Cooling
The 2S1/2 to 2P1/2 at 397 nm is the commonly used transition for Doppler cooling due to
its fast decay time. However, the 2P1/2 state has a probability of decaying to the metastable
2D3/2 state. Most of the transitions made to the 2P1/2 state will return to the 2S1/2 ground
state, but 6.435(7)% [68] will decay to the 2D3/2 state. Thus, a resonant 866 nm laser is
needed to repump the electron back to the 2P1/2 so that it can return to the fast cycling
transition. At our magnetic field, Doppler cooling requires two 397 nm lasers, four 866 nm
repump laser tones, and an 854 nm laser. The 854 nm laser is necessary due to j-mixing.
This Doppler cooling configuration is shown in Figure 2.6.
J-mixing
In a very strong magnetic field, the ‘good’ quantum numbers describing the fine structure
begin to break down. This effect is observed in typical Penning traps with magnetic fields
> 1 T. In this regime, states with the same total angular momentum projection, mJ , begin
to get mixed between levels with the same L and mJ numbers. This effect is termed ‘j-
mixing’.
With only the 397 nm and 866 nm lasers at low field, the transitions form a closed
group due to selection rules. At our field, we see some ions end up shelved in the 2D5/2
level. This is because of a small mixing of the 2P3/2 with the 2P1/2 [76]. Thus, there is a
small probability of the electron decaying into the normally forbidden 2D5/2 states. During
continuous Doppler cooling, the best results are achieved with an 854 nm laser to deshelve
the metastable state.
The magnitude of the mixed states can be directly calculated. The magnetic field does
the mixing, so we need to calculate the matrix with elements described by the magnetic
dipole interaction,
−〈J ′,m′J |µ ·B |J,mJ〉 (2.48)
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for the 6 states making up the 2P1/2 and 2P3/2 manifolds, where J and J ′ are the total
angular momentum numbers, and mJ and m′J are the z-projections of the total angular
moment. The magnetic moment is µ = µBgJ~J/h̄, where gJ is the Lande g-factor, µB is the
Bohr magneton, and ~J is the total angular momentum operator. If the magnetic field in the
trap is B = (0, 0, B), then the dot product only takes the z-component. However, J is no
longer a good quantum number; we need to break the interaction into the uncoupled basis,
µ = −µB(gSS+ gLL)/h̄. The terms S and L are the forms for the spin and orbital angular
momentum operators, respectively. Then the matrix elements are now
BµB
h̄
〈J ′,m′J | gSSz + gLLz |J,mJ〉 (2.49)
where we only need the z-components of the operators from the dot product. The states












 |L,mL, S,ms〉 (2.50)
where the matrix in parentheses is a Wigner 3-j symbol and the sum is over all possible
spin and orbital angular momentum z-projection numbers, mS and mL. By moving to
the uncoupled basis by substituting Equation 2.50 for both the bra and ket of the matrix
element, Equation 2.49, the operators can directly act on the transformed basis states. The
matrix element is then










2J ′ + 1
√
2J + 1 (2.51)













 δL′LδS′Sδm′LmLδm′SmS(gSmS + gLmL)
A full 6x6 matrix can be generated from the form for the matrix element. Each term
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describes the coupling between the each of the 40Ca+ P-states. In order to find the amount
of state mixing, the energy for the fine strtucture splitting also needs to be included in the
calculation. This can be done by simply adding the energy to the matrix’s diagonal terms
cooresponding to the P3/2 states.
However, generating the full 6x6 matrix is not necessary here. Because each state in
the P1/2 only couples to one state in the P3/2, there are effectively two uncoupled, two-
level systems that can be solved analytically. The two systems should result in the same
mixing amount for Zeeman splittings small compared to the fine structure splitting. For the



















































C∗1 S3 + ∆

 (2.52)













h is Planck’s constant, and HFS is the Hamiltonian for the fine structure. The eigenvectors
for this matrix show the probability densities of the states. By redefining the matrix into
symbols, it can be solved entirely analytically. Using variables for the terms in the matrix
above, the solution for the fractional amount of mixing is
(S1 − S3 −∆ +
√
4C21 + (−S1 + S3 + ∆)2)2
8C21 + 2(S1 − S3 −∆)(S1 − S3 −∆ +
√
3C21 + (S1 + S3 + ∆)
2)
. (2.53)
For a field of 0.6540 T, the 2P3/2 state is mixed with the 2P1/2 state by 420 ppb. So if
the ion scatters photons at 125 MHz, it will have made ∼ 50 transitions to the 2P3/2 state in
1 s. However, only 6% of the photons scattered to the coupled state results in a transition
to the 2D5/2, or about 3 photons. The lifetime of the 2D5/2 state is 1.168(7) s [70]. So if
the ion is scattering photons with a period near the P1/2 state lifetime, then there will be a
slight buildup in the dark 2D5/2 state. In order to keep Doppler cooling at an optimal rate,
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Figure 2.7: A plot to show the fractional amount of j-mixing for the calcium-40 P-states.
The vertical dashed line shows the magnetic field produced by the permanent magnets in
the trap region. The mixing at the intersection of the lines is 420 ppb.
we find that it is best to keep an 854 nm laser on during the Doppler cooling process. At
this field strength, the laser is not tuned to any transition, but simple kept in the center of
the possible transitions.
Shelving Transitions
The transitions from the ground state, 2S1/2, to the D-states are electric dipole forbidden,
but they are electric quadrupole allowed. The 2S1/2 to 2D5/2 transition provides a means
for ‘shelving’ the electron into the metastable state, explicitly removing it from the Doppler
cooling cycle. This allows for the ability to perform state dependent detection of the ion.
2.4 Beryllium
Beryllium is the lowest mass alkaline earth metal. There is only one naturally occurring
isotope with mass 9.012182 amu and nuclear spin of 3/2 [77]. Its nuclear spin produces
hyperfine structure and thus clock transitions at certain magnetic field strengths [19]. The
disadvantage to working with beryllium is that all of its transitions lay in the ultraviolet
34
(UV) and are inaccessible by direct diode lasers. Laser cooling of beryllium requires fre-
quency doubling of another laser source [78, 79, 80].
2.4.1 Be Neutral Atomic Structure
Neutral beryllium has a 1S0 to 1P1 transition to use for first step of photoionization similar
to calcium. However, this deep-UV transition is at 235 nm and is the nearest transition
from the neutral atom’s ground state. So one could perform second harmonic generation
on 470 nm laser light to generate the necessary laser light. Then any light with wavelength
< 297 nm will ionize the excited atom; including the 235 nm laser light [81].
Figure 2.8: Level drawing of neutral beryllium relevant for photoionization.
Alternatively, we can use a multi-photon off-resonant photoionization method to ionize
the atoms. This method involves using multiple photons whose sum of energy is larger
than but close to the ionization energy needed. With this method, a significant peak power
is needed. The ionization threshold for beryllium atoms is 9.32 eV, which is < 0.2% below
the energy from two 266 nm photons [81].
2.4.2 Be ions
Beryllium ions have no low lying D states to complicate laser cooling like calcium. The
states normally used in beryllium are the ground state, 2S1/2, and two P-levels commonly
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used for Doppler cooling, 2P1/2 and 2P3/2. Because of beryllium’s nuclear spin of 3/2 and
the electron spin 1/2, each level is split into 8 states. In Figure 2.9, the relevant states
for Doppler cooling are shown and labeled via the strong magnetic field regime’s good
quantum numbers, mI and mJ .
313 nm Doppler Cooling
The S and P states are connected via electric dipole radiation at 313 nm. Doppler cooling
has to be performed from one of the two stretch states in the 2S1/2 manifold. These two
states are mJ = 1/2, mI = 3/2 and mJ = −1/2, mI = −3/2. In any Penning trap
magnetic field, these levels exist without mixing with other levels. All the other S-manifold
states are mixed at various magnetic fields. This means that their transitions will not be
closed upon scattering a photon to the 2P3/2 manifold.
So one can chose to Doppler cool from the mJ = 1/2, mI = 3/2 (denoted as upper
stretch state) to the mJ = 3/2 state in the 2P3/2 manifold. Alternatively, one can chose to
Doppler cool from the mJ = −1/2, mI = −3/2 (lower stretch state) to the mJ = −3/2
state in the 2P3/2 manifold. Figure 2.9 shows the cooling transition from the upper stretch
state. This cooling transition is a closed process, but it is still possible to off-resonantly
scatter a photons with the nearest dipole allowed level in the P-manifold, mJ = 1/2. At
the fields used in our Penning trap, the nearest P-state dipole allowed transition will be
> 10 GHz away. The effective Rabi rate, Ωeff =
Ω20
Ω20+δ
2 , for the off resonant electric
dipole transition is scaled down by the detuning, δ. The P-state lifetime is 8.1(4) ns, which
corresponds to a P-state linewidth of 19.6(2) MHz [82]. In our system, where the resonant
Rabi rate at saturation is ∼ 108 Hz, the off-resonant scattering effect is small for δ > 1010
Hz. In practice, a small fraction of a beryllium ion cloud will end up in the dark ground
state. In a similar process, the far off resonant cooling light eventually brings the electron






















Figure 2.9: A diagram of a beryllium ion’s ground state hyperfine structure, 2S1/2, and
transitions to the 2P3/2. This diagram does not show the hyperfine structure of the 2P3/2
state nor the 2P1/2 level.
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Figure 2.10: A diagram of a 9Be+ ground state energy shifts for varied magnetic field
strengths.
Ground State Structure and Clock Transitions
Because of the hyperfine structure and the Zeeman effect, the sensitivity of each state’s
frequency shift to a magnetic field changes for different magnetic field strengths. A plot
of each states’ shift for different magnetic field strengths can be seen in Figure 2.10. The
solutions for the positions of these states are found by numerical diagonalization of the
Hamiltonian containing the relevant terms of similar magnitudes. The details for each of
the terms can be found in subsubsection 2.2.2.
There are magnetic field points where the magnetic field sensitivities, dν/dB, are the
same for two different levels. These are the locations of clock fields. At these points, small
variations of the magnetic field will not change the energy spacing between the two energy
levels. This first order insensitivity makes the transition robust against magnetic pertur-
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mJ =-1/2, mI =-3/2
mJ =-1/2, mI =-1/2
mJ =-1/2, mI =1/2
mJ =-1/2, mI =3/2
mJ =1/2, mI =3/2
mJ =1/2, mI =1/2
mJ =1/2, mI =-1/2
mJ =1/2, mI =-3/2
Figure 2.11: A diagram of a beryllium ion’s S-state magnetic field sensitivities.
bations and ideal for use as an absolute frequency reference. Many of these transitions
exist as can be seen in Figure 2.11. However, there are two clock transitions which are
particularly well located at magnetic field strengths accessible by the fields created from
permanent magnets, one at 0.6774 T and another at 0.8194 T. The plots in Figure 2.12 are
zoomed in versions of the Figure 2.11 show where the magnetic field sensitivities intersect
at these two clock fields.
The 0.6774 T clock field is the closest accessible transition to the field produced by
our permanent magnets. At that field strength, the nuclear spin flips, ∆mI = ±1, have
transition frequencies of about 300 MHz and the electronic spin flips, ∆mJ = ±1, have
transition frequencies of 18− 20 GHz.
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mJ =-1/2, mI =1/2
mJ =-1/2, mI =3/2
(a) Beryllium clock transition at 0.6774 T.



































mJ =1/2, mI =-1/2
mJ =1/2, mI =-3/2
(b) Beryllium clock transition at 0.8194 T.
Figure 2.12: The two pairs of states in beryllium that form clock transitions at magnetic




In this chapter, the details of the experimental apparatus and hardware are described. The
trap electrodes and magnet configuration were designed and built according to the spec-
ifications determined by the analysis described in this chapter. The trap sits inside the
constructed vacuum system shown in the following figures. I also list the laser systems and
control electronics for implementing Doppler laser cooling and coherent quantum control.
3.1 Electrode Design
Using the polynomial expansion of the electric potential from a set of concentric ring elec-
trodes, one can create an approximate quadrupole potential at the trap center. The calcu-
lations for creating such a trap with compensated parameters is detailed in [54, 83]. The



















ρ20) is the trap dimension. The
parameter z0 is the distance from the trap center to the endcap electrode and ρ0 is the
distance from the trap center to the ring electrode. The form of the potential contains the
sum over all possible Legendre polynomial Pk(cos θ), where θ is the polar angle. Azimuthal
symmetry removes any dependence on the azimuthal angle φ.
For an ideal quadrupole trap, all coefficients C4 and higher are zero, while C2 = 1.
Then the axial frequency is directly described by ω2z =
qV0
md2
C2, where m is the trapped
ion’s mass and q is its charge.
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3.1.1 Trap Imperfections
With an imperfect trap, the higher order coefficients contribute to the axial frequency. If







where Ez is the energy associated with the axial motion [83]. The effect of C6 can be
represented by modifiying C4 to a effective amplitude-dependent coefficient, C̃4. Then C4
can be rewritten as





Using a trap with cylindrical electrodes will always result in anharmonicities that deviate
from the ideal electric quadrupole. However, they can be largely mitigated via the use
of compensation electrodes and an “orthogonalized trap” design [54]. The details for the
calculations of the coefficients can be found in [83, 54].
The total potential from the ring, compensation, and endcap electrodes can be written
as a superposition of the individual potentials V = V0φ0 +Vcφc. The form of φ for the ring
and compensation electrodes is found by applying potential to that electrode and grounding



















where we introduce another coefficientDk for the compensation electrodes. With this form,





. Thus, it can be seen that the proper selection
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of Vc for a value of k can make Ck = 0.
The downside to performing this potential compensation alone means that the axial
frequency will change for each selection of a different compensation voltage. However,
one can chose to make an ”orthogonalized trap” with physical dimensions for the trap
compensation electrode that sets D2 = 0 [83]. Then the trap can be compensated without
changing the axial frequency.
3.1.3 Trap Dimensions and Construction
The trap consists of a stack of concentric annular electrodes. The central ring electrode
is segmented four ways to allow for optical access and application of a “rotating wall”
potential (see chapter 4 for details). On top and bottom of the ring electrodes are a set of
four compensation electrodes, segmented similarly to the ring electrodes. They allow for
compensation of the potential to make a more quadratic form near the trap center. The ring
and compensation electrodes are designed to sit together so that the trapped ions do not
have any line of sight out of the trap region other than through the optical viewports. The
electrodes fit together like stacked puzzle pieces. On top and bottom of this entire assembly







Figure 3.1: The electrode assembly on the right and the exploded view with labels on the
left. They are color coded by function.
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Figure 3.2: A picture of the trap in a temporary assembly with the sapphire ball spacers in
place. The sapphire ring spacers are not included in this image.
Table 3.1: A table of the relevant trap electrode dimensions.
Measurement Distance Description
ρ0 5.72 mm trap radius
z0 5.1 mm center-to-endcap distance
zg 254 µm electrode gaps
zc 1.02 mm compensation height
Each endcap electrode is a planar electrode with a central hole radius smaller than the
trap radial dimension, ρ0. At the trap region boundary, each electrode layer is spaced by
254 µm. There are three through holes in each electrode quadrant that define the layer
spacing via 2 mm diameter sapphire ball spacers. The sapphire spheres sit in the holes for
each consecutive electrode in the stack defining the electrode spacing, see Figure 3.2. The
machining tolerance of the holes for the sapphire balls and each electrode’s flatness was
problematic for perfect referencing of the electrodes. Sapphire spacer rings were added
around each ball to further reinforce the electrode spacing.
The size of the trap electrodes is altogether confined by the distance between the magnet
pair and the size of the vacuum windows. We originally designed the electrodes under the
assumption of an open endcap trap, because the endcaps included a hole for optical access.
Using the equations in [54], we chose the parameters tabulated in Table 3.1.
The values for the trap dimensions were used in the equations for the analytic fields to
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find the ideal trap radius given the chosen electrode dimensions. The coefficients of the
electrode potentials were plotted in order to find the optimal trap radius where D2 = 0.
The trap dimensions were then used with the analytic form to solve for the potential
value needed to null C4 coefficients. However, this design was later changed, because the
endcap electrode holes were covered with 88% transmissive copper mesh. In the config-
uration with the mesh, the compensation electrode potential effectively changes the trap’s
axial frequency slightly, but they can still be used to tune out the fourth order electric field
curvature.
Using SIMION software, the potential from each electrode was simulated and com-
piled. The software solves for the potential in a region of space given a set of electrodes
and boundary conditions. By applying a potential difference between the endcaps and the
ring electrodes, the field shape can be verified.
In a test case, 10 V is applied to the endcap electrodes while the others are grounded.
Then, the axial potential can be plotted by taking the potential along the axial line at the
trap center. Within the ±2 mm from the trap center, a quadratic fit is performed to this
region with a residual error along the sampled region < 0.04%.
Each electrode has a tantalum wire welded to a tab that juts out of the circular body.
Each wire has a push-on connector crimped to its end for connection to the vacuum cham-
ber flange. The bottom endcap electrode sits in a Macor mount. The trap is assembled
onto the endcap electrode in layers and is secured via eight 8-32 screws around the trap
perimeter. At each of four locations on the trap perimeter is a pair of screws that connect to
a central Macor standoff in order to electrically isolate the two endcaps. The lower screw of
the pair also acts to fix the assembly to the Macor base. The assembled trap on the Macor
riser with electrical connections is shown in Figure 3.3.
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Figure 3.3: A picture of the trap assembled in the Macor base with the Macor standoffs,
fixing screws, and spot welded wire connections with crimped push-on connectors.
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Figure 3.4: (Left)A rendered image of the 2” OD, 0.25” ID, 2” tall, rare earth perma-
nent magnets at the magnet spacing configuration for highest uniform field between them.
(Right) The magnetic field as a function of radial position.
3.2 Magnetic Field Source
Penning traps need a static axial magnetic field, about > 0.5 T, to perform trapping. Tradi-
tionally, this field is created using a superconducting magnet. They require liquid cryogens
to keep the solenoid at superconducting temperatures and can take a day or more time to
reach operating temperature from room temperature. The apparatus’ size and form factor
make optical access challenging. We created a different kind of Penning trap where the
magnetic field is supplied by a pair of rare-earth permanent magnets (REM).
3.2.1 Rare-earth Permanent Magnets
The ideal magnetic field for a Penning trap is a uniform axial magnetic field. The magnet
geometry needs to have space for trap electrodes, as well as radial and vertical optical ac-
cess for Doppler laser cooling and imaging as well as introduction of microwave radiation.
While complex multi-magnet geometries can be used to create very uniform magnetic
fields, the simplest scenario involves a pair of ring magnets with axial magnetization, see
the left side of Figure 3.4. This geometry allows for the requirements mentioned above.
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The details of our magnet design was guided by a paper authored by Frerichs et al. (1992)
[84]. In their paper, they detail an analytic expressions for permanent ring magnets using a
three-dimensional multipole model. Their model characterizes the field using the magnetic






where Br = µ0M0 is the remanence field with magnetization M0 and permeability of free
space µ0, arbitrary constants Cl, radial position r, the Legendre polynomials Pl(x), and
spherical coordinate θ. The value of Cl is given for a cylinder with radii ρ1 and ρ2 and






















where α is the local angle between the magnetization vector and the z-axis. This equation
can be simplified further through recursion relations of the Legendre polynomials. The













−(l + 1) cosαPl+1(cos θ) + sinαP 1l+1(cos θ′)
}
(3.7)













The Equation 3.5 and Equation 3.8 give an analytic form for the magnetic field from an
axially magnetized cylinder. By duplicating this model and offsetting it in the axial direc-
tion by the desired gap, one can model the expected field for a ring magnet pair with a
gap separation. By iterating on magnet spacing in the analytic field model and determining
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the field curvature between the magnets at each step, one can solve for the optimal magnet
spacing that removes the 2nd order field curvature.
For example, with N52-grade NdFeB ring magnets with an inner radius of 3.175 mm,
an outer radius of 50.8 mm, and a height of 50.8 mm, one calculates that the optimal magnet
gap is 23.93 mm. The magnetic field strength as a function of radial position is shown on
the right in Figure 3.4. The average field in the uniform region of the plot is 0.6797 T.
3.3 Vacuum System
A rendering of the vacuum system components assembly can be seen in Figure 3.5. At the
center of the experiment vacuum package is a 6” conflat (CF) flange octagon1. Of the eight
2.75” CF mounting sides of the octagon, four sides have nonmagnetic viewports (shown by
red window arrows in Figure 3.5), two have electrical feedthrus, one for a non-evaporable
getter pump2, and one for a CF nipple extending outwards to the ion pump and all-metal
valve. One of the electrical feedthrus is used for the oven connections and the other for the
trap electrical connections. The ion pump is electrically isolated from the chamber via a
ceramic break, which is necessary to minimize any electrical noise from the pump’s many
kilovolt magnitude operating potential. The vacuum assembly and mount stands on 1.5”




Figure 3.5: This is a CAD assembly top-down view of the vacuum system with the final
reentrant windows installed with configuration D magnets.
3.3.1 Reentrant Flanges
On the top and bottom of the octagon are 6” CF flanges. In this design, the permanent
magnets sit outside the vacuum chamber, but still near the trap via reentrant viewports
on the top and bottom CF flanges. The reentrant viewports allow for adequate placement
of the magnets nearest to the ions, and provide some optical access in their centers. The
chamber was setup in four different configurations while working towards a final version
with custom reentrant viewports. The rendered CAD model shown in Figure 3.5 shows the
final configuration.
Configuration A used two custom reentrant viewports made from 316LN grade stainless
steel and fused silica windows. Initial tests with the viewports on the chamber at room
temperature held high vacuum (10−7 Torr) without any issues. We were able to pump down
the chamber successfully, however, as soon as we started to perform a bake-out process, the
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window-to-metal braze failed and leaked, likely due to a coefficient of thermal expansion
(CTE) mismatch. The viewports were sent back for evaluation and replacement.
Configuration B used two milled out CF blanks on the 6” ports. This had the disad-
vantage of keeping the magnets farther away from the ions. These magnets enabled some
initial neutral atom spectroscopy in an intermediate field that was not quite strong enough
to directly perform trapping. This configuration only created fields of < 0.23 T.
Figure 3.6: An image of the radial beam access through the viewport. The edges of the trap
electrodes can be seen in the image. A pair of 76.2 mm diameter magnets sit in the solid
reentrant flanges on the top and bottom of the chamber.
While waiting for replacement viewports, 316L grade stainless reentrant flanges were
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Figure 3.7: An image looking down at the trap’s top endcap electrode through the sapphire
window. The window’s edge is brazed into the reentrant viewport. The fine copper mesh is
epoxied to the electrode to shield the ions from potential window charging. The mesh and
epoxy can be seen.
installed (configuration C). These flanges had the advantage of being more structurally
sound without brazed glass. In order to gain axial optical access to the trap region, a prism
was mounted on a cube of copper and then onto the flange’s vacuum side face using ultra-
high vacuum (UHV) safe epoxy. This allowed for vertical optical access into the chamber
through the radial viewports. For this configuration, a pair of N52 NdFeB magnets were
used with an inner diameter of 0.3125”, an outer diameter of 2.5”, and a 3” height. The
ions were not shielded from the reflecting prisms located just above/ below the endcap
electrodes. Even though, the dielectric reflecting surface acted as a conductor in contact
with the vacuum chamber, trapping was very difficult in this configuration. This was likely
due to stray fields from the prisms.
In configuration D, the replacement reentrant viewports were installed. In this iteration
of the viewports, an anti-reflection coating (AR) coated sapphire window was brazed into
a titanium ring. The AR coating covers light at 313 nm and 397 nm for beryllium and
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calcium’s cooling transitions, respectively. This configuration was used to take most of
the data collected in this thesis. Figure 3.8 shows a CAD model section analysis through
the trap center of the assembled chamber, trap, magnets, and viewports. The cylindrical
hollowed region shows the trap region where the ions are confined.
Figure 3.8: A false color cad rendering of the trap and chamber in a section view. The
image shows the symmetric layout of the trap electrodes, the vacuum chamber boundary at
the reentrant viewports, the magnet holders, and the magnets.
3.3.2 Oven designs
In order to produce a vapor of atoms for trapping, we rely on a resistivly heated oven
design. The standard oven used at GTRI consists of a stainless steel (SS) tube about 25
mm long. The tube is crimped shut on one end with a SS wire inside the end so that about
50 mm of wire sticks out of the end of the crimped end. The crimped side is also spot
welded to make sure that it is completely closed with the wire fixed in place. On the other
end of the tube, another 50 mm SS wire is wrapped around the end once and welded into
place. The leftover wire is bent downwards towards the other wire end. Both remaining
ends are bent at a 90◦ angle and a small loop is added. The loop is only big enough to wrap
around a screw and underneath a washer for connection to a mount/ electrical connection.
The open end of the tube is filled with raw the desired element material. In order to make
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a calcium oven, the tube is filled with either shavings of calcium or cut-up pieces. Then
when a current is run through the wire leads, the tube is heated hot enough to sublimate the
material inside to produce the atomic vapor.
This style oven is commonly referred to as a ‘blunderbust’ oven. Its single open end
sprays atomic flux in a large cone with little directional selectivity. The stainless steel
version works well for calcium given its melting temperature of 842◦ C is below that of
SS at ∼ 1450◦ C [61]. Unfortunately, beryllium is pretty similar in melting temperature
at 1287◦ C. A titanium oven was constructed for testing with beryllium, because of its
greater melting temperature at 1670◦ C, and a tantalum oven was constructed with the
similar design. The tantalum oven version was the only successful blunderbust style oven
for beryllium given tantalum’s high melting temperature, 2980◦ C. The other oven material
types melted before sublimated beryllium was observed.
The ovens were tested in a separate vacuum system than the trap. It was composed of
a 4.5 ” octagon chamber mounted directly to a 4.5” nipple and turbo pump. The vacuum
chamber had a two pin electrical feedthru mounted to one of its radial 1.33” CF ports,
while the other radial ports were closed with blanks or viewports. The top 4.5” flange of
the octagon was sealed with a large viewport to allow for easy viewing of the test ovens
as shown in Figure 3.9. One or two constructed ovens were inserted inside the vacuum
chamber at a time and fixed to a custom mounting solution. This mount was designed for
mounting ovens underneath planar microfabricated ion traps below a CPGA package. In
order to test the ovens, they were heated enough to sublimate significant material. A glass
microscope slide was inserted just above the opening of the oven. Upon heating of the
oven to the sublimation temperature via resistive heating, the sublimated atoms will plate
the glass slide leaving a visible thin film of metal in a pattern consistent with the solid angle
of the oven aperture.
The ovens are filled with rocks of calcium or beryllium wire. Calcium reacts quickly
with water forming calcium hydroxide and hydrogen gas. Calcium also reacts in air to form
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calcium oxide and calcium nitride3. After reacting, the resultant calcium oxide and calcium
nitride are white and very brittle. At this point, it is useless for experiments.
Fresh calcium rocks are usually cut into small pieces using wire cutters and inserted
into the oven tube. After calcium is installed in an oven, it needs to be placed in vacuum
quickly or else the reaction process will convert all of the atomic sample. The calcium
filled ovens created remain in air for no more than 30−60 minutes before they are installed
in a vacuum system and the system evacuated. Beryllium however, is not quite as reactive
in air and doesn’t need special handling for avoiding chemical reactions4. The beryllium
ovens made use beryllium wire instead5. The wire is cut into small pieces, shorter than the
length of the oven tube and are packed into the oven.
Figure 3.9: The image on the left shows a tantalum oven with double-stranded oven wires
instead of thicker wire. The image on the right shows the result of successful plating after
turning the oven current off.
In the first tests using a stainless steel oven with a beryllium sample, the SS tube
promptly melted. In successive tests with a titanium oven, the wire leads melted before
the oven reached the beryllium sublimation point. Before those points were reached, each
of the ovens themselves began to sublimate as well. This can be seen on the two left-most
slides of Figure 3.10.
3Calcium is reactive with water, but also can ignite in air and can cause a small rapid exothermic reaction
in the form of an explosion if not handled properly.
4Although less reactive than calcium, beryllium is highly toxic.
5Thank you to the Ion Storage Group at NIST for letting us use one of their ovens.
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Figure 3.10: Image of glass slides for various plating tests. The SS and Ti slides show
plating of the ovens instead of the containing material before oven failure. The Be slide
shows beryllium plating from a tantalum oven. The empty slide shows the test plating from
an empty tantalum oven for comparison.
However, once the tantalum ovens was created, we were able to see plating of calcium
and beryllium. in these tests, plating occurred around 9 A for beryllium and 4 − 5 A for
calcium. An image of the plating from the beryllium oven on a glass slide can be seen in
Figure 3.10. For comparison, a plating test was also run with an empty tantalum oven, seen
in the right-most slide of Figure 3.10.
In other tests, an ionizer grid of a residual gas analyser6 (RGA) replaced the top view-
port on the octagon with a distance about an inch from the oven aperture to directly measure
atom production. Diaphragm roughing and turbo pumps 7 were used to pump the vacuum
system down to < 10−6 Torr before any tests were performed. The experiment was run
with constant tracking of RGA partial pressures for nitrogen, beryllium, tantalum, calcium,
and water. At discrete time steps, the oven current was turned up to 10 A from 0 and then
turned off. The plot in Figure 3.11 shows the data. The data shows that a partial pressure
of > 10−8 Torr was measured at the same current settings used to create plating in the
experiments with the glass slides. As the oven heats up, the thermal conduction also seems
to heat nearby areas in the chamber which may be the cause of the rising pressure of the
background calcium gas pressure measured. In addition, the increase can also be attributed
to the air that was absorbed into the chamber walls/ mounting materials. The test chamber
was used for testing calcium ovens many times before these experiments, which explains
6SRS RGA, with continuous-dynode electron multiplier (CEM)
7Peiffer HiCube system
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Figure 3.11: Data collected during a ramp up of the blunderbust style tantalum oven filled
with beryllium wires. Several other atoms and molecules’ partial pressures are also plotted
for comparison. The times when the current were changed are denoted with gray vertical
lines and labeled with the changed current value.
the background pressure of calcium that was measured when heating the ovens.
Later, it was found that the beryllium blunderbust style oven was problematic for trap-
ping. When the oven was run for a beryllium loading attempt, the background pressure
from other atoms/ molecules would increase, and the loading process would ionize them as
well. In addition, the beryllium trapping lifetime was much lower than it should be for a
reaction rate at the vacuum system’s background gas pressure. See more discussion of this
in subsection 6.3.1.
In order to circumvent the problems with the blunderbust style oven, it was decided to
use the beryllium oven type used in the Ion Storage Group at National Institute for Stan-
dards and Technology (NIST) Boulder. The setup for creating this oven type involves co-
wrapping thin beryllium wire around thin tungsten wire. The details to create these ovens
can be found in many theses [85], but a particularly description can be found in Harrison
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Figure 3.12: The picture on the left shows the GTRI oven mounted on the oven assembly
for attaching to the chamber groove grabbers. The picture on the right shows the result of
test plating of the oven on a glass slide.
Ball’s thesis [86]. Luckily, the Ion Storage Group8 had some extra ovens in storage that
they were willing to share with us.
3.4 Laser Systems
A collection of laser systems were setup and utilized for production of ions, Doppler cool-
ing, and state manipulation of calcium and beryllium ions.
3.4.1 Calcium Lasers
Each of the diode laser systems that were setup, are contained to their own breadboards.
Each breadboard is 1’ long by 2’ wide and 60 mm thick with honeycomb support structure
inside9. The breadboards sit on standard lab grade optics tables that are vibration isolated
from the room via compressed-air-floated legs. Each breadboard hosts a laser head and
optics to divide the laser power between fiber launches. A sample of each laser is coupled
8Special thank you to Dietrich Leibfried
9Thorlabs Nexus Breadboard
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into a fiber and sent to a broadband optical switch which is coupled to a wavelength meter10.
The rest of the light is then sent to acousto-optic modulators (AOMs)11 for fast switching
of the light (< 1µs switch time) during an experiment.
One of the 397 nm lasers used for cooling and the 729 nm lasers, use a ‘cateye’ dou-
ble passed configuration of their AOMs similar to what is described in [87]. The input
beams are focused into the AOMs with 100 mm focal length AR coated lenses so that the
diffracted orders are parallel to the 0th order beam and collimated once they pass through
the second lens after the AOM. The second lens is located a focal length away from the
AOM diffraction point in order to provide this behavior. A retro-reflecting mirror sends the
beam back along the same beam path where the second pass repeats the frequency shift
from the first pass. A quarter waveplate after the AOM provides a total half-wave phase
shift after two passes so that the output beam can be separated from the input beam with
a polarizer. The focused beam in the AOM allows for faster AOM switching, because the
beam size in the AOM is small.
Doppler cooling is performed with two separate 397 lasers tuned to the S-P σ− and
σ+ transitions. The σ− 397 nm laser is a External Cavity Diode Laser (ECDL)12 (denoted
397Mog in diagrams) and the σ+ 397 nm laser is a TA-SHG Pro laser13 (denoted 397SHG
in diagrams). The 397SHG system consists of an ECDL laser at 794 nm which is amplified
by a tapered amplifier (TA) before being frequency doubled inside a resonant bowtie cavity.
Repumping is achieved with a cateye laser14 at 866 nm. The four different 866 nm
frequencies needed to repump from the 2D3/2 state are provided with a high frequency
fiber electro-optic modulator (EOM)15. The laser center wavelength is selected such that
only the +1 and -1 orders of the each EOM modulation tone is necessary for driving the
repumping transition. This scheme isn’t perfectly resonant with the transitions because of
10HighFinesse WS8






the second order Zeeman shift asymmetrically moves the levels, by (< 10 MHz).
Shelving is achieved with a 729 nm laser, which was created either from a CW mode
locked Ti:Sapphire Matisse laser16 or a Ti:Sapphire SolsTiS17. In order to address the nar-
row 2D5/2 transition, the lasers are locked via a Pound-Drever-Hall locking scheme to
ultra-high finesse cavities18 (finesses ranging from 40000-200000). The PDH locks were
performed using electronics modules, Fast Analog Linewidth Control modules (FALC)19.
The frequency correction of each laser is performed by feedback to a voltage controlled
oscillator that drives an AOM. The laser output is directly sent into the AOM before being
distributed to experiments, a wavelength meter, and the high finesse cavity.
Deshelving of the 2D5/2 state is accomplished with a distributed Bragg reflector (DBR)
laser20 at 854 nm. Without an EOM scheme like described for the 866 nm laser, the 854
nm laser is nearby but not resonant with any transition. For this configuration, repumping
requires many tens of milliseconds. However, the use of this laser for repumping during
Doppler cooling does not require resonance due to the small rate that the ion falls into the
metastable state.
3.4.2 Beryllium Lasers
The beryllium cooling laser is a 313 nm laser generated via fourth harmonic generation.
The laser exists as a commerical system21. The laser system consists of an ECDL laser at
1252 nm, a tapered amplifier (TA) for the 1252 nm laser light, a second harmonic gener-
ating bowtie cavity for converting 1252 nm to 626 nm, and then finally a fourth harmonic
generating bowtie cavity for generating 313 nm. The output power in the UV is 200− 300
mW and is more then enough for experimental requirements.








fiber. Recent work has shown that hydrogen treated PCF can transmit single mode light
without the solarization that plagues other fibers [88, 89]. Unfortunately, commercial ver-
sions of these hydrogen-treated fibers are not yet available. For the work in this thesis, 313
nm light was sent along the optics table in free-space or through PCF at powers low enough
to delay solarization for years22.
The output of the 313 nm laser is first sent to a mode cleanup apparatus. This apparatus
is simply a one-to-one telescope made up of short focal length lenses with an aperture
placed at the focus between them. By focusing the beam through a hole 25µm in diameter,
stray light not part of the Gaussian beam is removed from the propagating beam.
The output of the mode cleaner is then sent to a double-passed AOM setup in the cateye
configuration; the setup is similar to the one described in [87]. The incoming and outgoing
light is separated with a Wollaston polarizer in order to achieve a high extinction ratio.
This frequency shifted light is then sent to an EOM23 for creation of the additional laser
frequencies needed to prepare the ion in one of the clock states. From here, the light is
sent to a breadboard for combination and splitting with the other lasers before entering the
chamber, as is shown in Figure 3.13.
3.4.3 Laser Frequency Stabilization
On each laser board, a fraction of the total laser light is coupled to an optical fiber and sent
to a fiber switch and finally to a wavelength meter24. The wavemeter is actively recalibrated
every 10 minutes to a 852 nm DBR laser25 that is locked to an cesium-based vapor cell26.
This enables a wavemeter precision of < 1 MHz and an accuracy of < 2 MHz. The
wavemeter measurements are retrieved by a locking GUI, implemented in Igor Pro. A
dedicated computer runs the locking experiment where the wavemeter values are compared
22The radial PCF was mostly solarized after more than two years of use
23Qubig
24WS8 Toptica/ High Finesse
25D2-100-DBR Vescent Photonics
26D2-210 saturated absorption spectroscopy module
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to a setpoint for each laser. The program calculates a error signal with a given PID loop and
sets a DAC27 analog output voltage. The feedback voltages are sent back to the laser piezos
for external cavity length correction. The lasers with narrower linewidth requirements are
locked to high finesse cavities using a PDH locking method as mentioned above. A diagram
of the controls for this scheme are included in Figure 3.15.
3.4.4 Optics at Chamber
After the lasers used are frequency stabilized and switch enabled via AOMs, the light is
sent to a 2’ x 2’ breadboard at the chamber. The light for many of the channels is picked
off and monitored with photodiode (PD). The laser powers of all the UV radial lasers are
stabilized using PD signals. The feedback loops are implemented with either NIST PID
controller [90] or LB1005s28. The feedback signal is sent to the IF port of a frequency
mixer which is in line with the RF frequency source before being sent to the laser’s AOM.
This acts to modulate the amplitude of the RF signal to correct for amplitude fluctuations.
The 397 nm lasers are combined on a Wollaston polarizer with crossed polarizations.
The polarizations are rotated by 45◦ so that they are both at 45◦ to the following Glan
laser polarizer axes. This combines the 397 lasers with similar frequencies together and
separates them equally along two paths with the same polarization.
The other lasers on the board are combined along two main paths with an array of
dichroic mirrors. The 313 nm beam and the 423 nm beams are each split by two so that
there is light from each in both paths. This beam setup at the optic table height can be seen
in Figure 3.13.
One of the combined beam paths is directed to a reflective collimator which couples
the light into a PCF29. The other path is sent in free space underneath the chamber where
it is bounced up through the magnet bores and the trap assembly. On the radial side of
27NI PXI-6733
28Newport
29LMA-PM-10 from NKT Photonics
62
Figure 3.13: A diagram of the optics setup used to combine all the laser beams before
entering the chamber. The beams are all combined with dichroic mirrors in two separate
paths. One path is coupled into a PCF and will be sent into the chamber radially. The other
path is combined and sent in free space underneath the chamber where it is reflected axially
up through the chamber bore.
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the chamber at the chamber height, another reflective fiber launch sends the output of the
PCF to another dichroic mirror. It is combined with a free space 266 nm pulse laser before
being focused into the chamber with a parabolic mirror. The optics at the chamber height
are shown in Figure 3.14.
Figure 3.14: A diagram of the radial beam path at the chamber height. The radial imaging
objective and beam path for the objective is shown.
The radial viewport between the electrical feedthrus conflat ports is used for imaging
of the ions. A custom 2” diameter objective30 was built to provide 8x magnification with a
4.42” distance to the ions. The objective has a back focal distance of 701 mm and was cre-
ated with stock lenses31, that were AR coated for 313 and 397 nm. The objective is mounted
30designed by Curtis Volin
31Thorlabs
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to a rigid lens tube and a right angle mirror. This lens tube assembly is mounted to a 3-axis
translation stage for precise translation of the objective for imaging of the ions. The mirror
after the objective sends the image down to a camera and photon multiplier tube (PMT). A
50:50 beamsplitter directs half the light to an electron multiplying charge-coupled device
(EMCCD) camera and half to the PMT. A filter wheel before the beamsplitter selects a
bandpass filters around the ion fluorescence wavelengths.
3.5 Experiment Control
Figure 3.15 shows the schematic of the electrical and optical signals for controlling the
experiment. In Figure 3.15, the RF signals can be seen as the red traces, the blue traces
are analog voltage signals, the black are digital communications, and the green are optical
signals sent via single mode fibers (fibers going to the experiment are polarization main-
taining). The optical signals going to the chamber from each laser are omitted to clarify the
diagram.
3.5.1 Control Software
The experiment is controlled via Igor Pro software. A framework was originally written
by Kenton Brown, Jason Amini, and others for experimental control at GTRI. The system
named ‘IgorDAQGui’ contains a list of core routines common to all experiments that setup
and perform experiments. In order to perform the experiments the routines also include
code to communicate with external hardware such as NI-DAQ hardware, arbitrary wave-
form generators, voltage sources, and GTRI-developed pulsers. The system is designed
for deterministic timing alignment (< 1ns) between all the timing sensitive hardware for



























Figure 3.15: A diagram of the radial beam path at the ions height. The radial imaging
objective and beam path for the objective is shown.
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3.5.2 Clock Distribution and Pulsers
A GTRI-developed clock distribution box manages the timing for each ‘pulser’ in the sys-
tem. The clock distribution box contains its own FPGA controller and dedicated circuit
board. It takes in an 800 MHz clock and distributes the signal to a collection of front
panel SMAs for connection to pulsers. It also has a bank of female RJ45 connectors for a
connection to each pulser.
Each pulser contains a Kintex-7 FPGA32 that programs a set of four AD9910 direct
digitial synthesizer (DDS) chips and 12 transistor-transistor logic (TTL). Eight of the TTL
are used for triggering external hardware, and four are dedicated to trigger internal RF
switches for each of the DDS channels. On the back of each pulser box is six digital inputs
for counting photons via digital pulses or for reading a clock signal to start triggering
an experiment. Each pulser box requires a 800 MHz clock input SMA connection for a
reference oscillator and a RJ45 connection for communication with the clock distribution
box. One of the pulsers in a system is defined as the primary pulser in the Igor configuration
code, the others are secondary. When a pulse program is started, a copy of the program is
sent to each pulser configured and an experiment start trigger is sent from the primary pulser
to the clock distribution box via the RJ45 connector. Then the clock distribution box sends
out a synchronous trigger to all the pulsers telling them to execute their pre-programmed
pulse programs.
3.5.3 DACs
The Penning trap system is paired with a set of three DAC PXI cards33 mounted in half rack
NI-DAQ chassis. Each card contains eight analog output channels. A custom breakout
board attaches to the face of the chassis and breaks out the 24 analog output channels




Figure 3.16: The schematic of a single DAC channel’s filter circuit and included capaci-
tively coupled RF signal.
for a waveform playback trigger which is sent TTL. Before a pulse program is run, the
waveforms are calculated and uploaded into the memory on the DAC cards. Then, the TTL
waveform trigger starts the play of the waveform at the appropriate moment once the pulse
program is playing.
The output of the breakout board for the DAC channels is connected to a filter board.
The filter board consists of a double poled RC filter for each of the 25 channels. For the
experiments described in this thesis, most data was collected with filters of a frequency
cutoff, 15.5 kHz. This was created with resistors at 63.4 Ω and capacitors at 33 nF. The trap
electrodes have a capacitance to ground of ∼ 240 pF.
Additionally, the board includes connections of apply capacitively coupled RF signals
onto select channels. Signals are coupled via a 10 nF capacitor. With this value, the signals
are only attenuated by about 1/4.3 due to the voltage divider formed by the added capacitor.
3.5.4 RF Controls
A microwave waveguide34 is mounted on the radial viewport opposite the radial beam en-
try. It is pressed up to the conflat flange as close as possible for maximal transmission into
the chamber. The frequency is generated by mixing a DDS channel output with a static
34Pasternack, WR-51, 15 to 22 GHz
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microwave frequency synthesizer. This mixed signal is sent to a 3W amplifier before be-
ing sent to the waveguide for injection into the chamber. Due to cable losses at the high
frequencies used (16− 19 GHz), the power sent to the microwave horn was < 2 W.
The output of the each DDS from the pulsers are sent to digital switches, mixers for
power locking, and finally RF amplifiers in order to saturate the AOM for maximal diffrac-
tion efficiency. Four phase synchronous DDS35 output channels are sent directly to the
capacitive couplers on the filter board for adding to each of the four ring electrode chan-
nels. This enables application of a rotating wall potential or an axialization potential for
crystal manipulation. Additionally, one of the DDS channels is mixed down with a RF
source36 to generate low frequency RF signal for exciting the motional modes in a ‘tickle’





ION TRAPPING IN A PERMANENT MAGNET PENNING TRAP
In this chapter, I detail the configuration for our calcium-40 ion loading procedure. Initial
trapping faced a few problems which needed to be solved. I describe the laser parameters
needed for stable trapping as well as the theory for the dynamics describing non-neutral
plasmas. Two techniques, axialization and a rotating wall potential, are discussed and
implemented in many of the experiments throughout the thesis. Finally, an upper bound
on the radial ion temperature is measured using the electric quadrupole transition from the
2S1/2 to 2D5/2 state.
4.1 Calcium Loading procedure
In order to load calcium ions in the trap, the resistive oven is heated using 2.4 A. After ∼ 3
minutes, the oven has heated to the point of sublimating atoms. Then, the resonant 423 nm
laser is turned on with a power between< 1µW to 1 mW depending on the desired number
of atoms loaded. The laser is stabilized to the cesium calibrated wavemeter so that it sits
on resonance for the neutral calcium transition.
A second photon with wavelength < 390 nm then drives the excited electrons to an
unbound state. Several different sources were used for this second photon, including a 375
nm laser1, the 313 nm laser also used for beryllium Doppler cooling, a 355 nm picosecond
ND:YVO laser2 with 120 MHz repetition rate, a 266 nm picosecond laser3 at 50 Hz repe-
tition rate set to ∼ 60 µJ, and a multimode fiber coupled LED source at 385 nm4. One of






nm, first-photon ionization laser.
Loading a selective number of ions is achieved by tuning the power of the 423 nm laser
and the second step beam using the DDS amplitude control or optical attenuators. Loading
small numbers of ions is challenging and requires turning on the photoionization lasers for
just the right amount of time, usually ∼ 1s with very low powers. This is done with a
trial and error routine. If the wrong number of ions is loaded in the trap, then all ions are
forcibly ejected and the process is repeated again. This ion removal process is performed
by setting one of the endcap electrodes to 10 V and the other to −10 V to create a potential
ramp making the ions’ axial motion unconfined. This potential is held for ∼ 1 s before
returning to the normal quadrupole trapping potential. We have never seen this ramping
technique fail to eject ions.
The trapped ions are detected by running an ‘ion monitor’ continuous experiment rou-
tine. In this experiment, the ions are Doppler cooled and a few simple measurements are
taken. A ‘dark’ background measurement is collected by turning off the 866 nm repumping
laser while detecting scattered photons. Then a ‘bright’ measurement is made by collecting
scattered photons with all the Doppler cooling lasers tuned to resonance during a counting
period of 500 µs to 10 ms. The number of ions in the trap can be determined with the
camera image and/or via total PMT counts.
The loading procedure is commonly performed with the ion monitor experiment con-
stantly running for observation of newly trapped ions. Usually ions do not appear in the
trap for 10 s up to 10 minutes. When the sublimated atoms are initially created they can
have temperatures closer to the melting temperature of calcium. The trap depth is of order
several electron volts which is large enough to trap any of these hot ions, however they
may be created with very large magnetron orbits. At temperatures approaching the calcium
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melting temperature, the Doppler shift is very large
v =
√
2kBT/m > 600 m/s
k · v = 2π
397× 10−9 600 > 2π × 1.5 GHz
(4.1)
where v is the velocity of the ion, kB is Boltzmann’s constant, T is the temperature, m is
the mass of a calcium atom, and k is the wavevector of the 397 nm photon.
Additionally, the cooling resonance is broadened due to the temperature distribution of






where c is the speed of light and f0 is the transition frequency. For the parameters of the
hot ions mentioned above, ∆fFWHM = 2.8 GHz. However, the ions are rotating in and
out of the laser beam, so the angle between k and v is constantly changing which changes
the magnitude of the shift. In practice, the changing Doppler shift causes the cooling
to be very inefficient after initial loading. Thus, it can take several minutes for the ions
to cool and crystallize into the trap center. This process can be sped up by moving the
cooling laser radially away from the trap center and slowly walking it back to the center,
by repeatedly sweeping the cooling frequency down by the estimated magnitude of the
Doppler broadening, and/or application of an axialization drive.
4.2 Initial Ion Trapping
The first trapping attempts to trap in a Penning trap weren’t immediately successful. Sev-
eral challenges hindered the attempts which weren’t initially realized. The first was a short
between trap electrodes which pulled the trapping location much lower than the physical
center of the trap. In addition, multiple dark resonances exist in the cooling scheme which
complicate laser cooling. The laser frequencies have to be tuned to ideal positions in order
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to avoid dark resonances in the cooling. The high field environment makes the cooling
profile more complicated [91, 92].
In order to simplify initial trapping of calcium ions, we first trapped in a Paul trap. The
RF potential was created using a resonant circuit built onto a perforated circuit board. The
circuit was attached at the chamber flange, where the circuit resonance allowed for a 2.71
MHz sinusoidal drive with a peak-to-peak potential of 500 V. Trapping was first observed
in this configuration at ∼ 3 G by placing a 25 mm diameter ring magnet near the vacuum
chamber.
The field was then increased by moving the magnet closer to the trap center until the flu-
orescence decreased. At this point, the cooling was reoptimized for the new field strength.
This procedure was repeated several times until the magnet could not be moved any closer.
At several points during the field strength walk, the resonance of the magnetic field-
sensitive neutral calcium frequency was measured using neutral spectroscopy. The reso-
nance and values for the cooling laser parameters at that magnet position were recorded.
This effectively builds a look-up table (LUT) for the laser frequencies at each magnetic
field strength.
In order to trap with a new magnet, its position is adjusted to maximize neutral calcium
fluorescence which tunes the field strength to match the LUT entry. Then the trapping
parameters for the lasers can be reused for that LUT point.
The process is continued with two magnets until the field strength matches the desired
Penning trap field strength. The radial cooling laser beam is spatially offset by about one
beam waist to apply the necessary torque for Penning trap cooling [93]. At this point, the
RF amplitude can be ramped down for trapping in a Penning trap similar to [28].
4.2.1 Laser parameters
In order to cool the ions in the Penning trap, energy needs to be removed from the cyclotron
mode, but added to the magnetron mode. This can be achieved by offsetting the radial
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cooling beam from the trap center so that it travels along the same direction as the ion
magnetron rotation [93, 94]. This creates the necessary laser intensity gradient at the trap
center to cool the cyclotron mode and heat the magnetron mode.
4.2.2 Plasma Dynamics and Cloud Shape
The ion cloud is a non-neutral plasma so plasma dynamics can be used for estimates of
the density and cloud shape. After reaching thermal equilibrium, the ions rotate in a rigid
configuration with rotation frequency, ωr. In the limit of low temperature/ small Debye






where ε0 is the permittivity of free space, kB is Boltzmann’s constant, T is the ion tem-






where ε0 is the permittivity of free space, m is the mass of of the ion, ωc = qB/m is the
cyclotron frequency, and q is the ion’s charge [96].




= 2ωr(ωc − ωr). (4.5)
The shape of the ion cloud is determined by the square of the ratio of the axial frequency to
the plasma frequency. The cloud forms spheroidal shapes with an aspect ratio α = z0/r0.
For α > 1, the cloud is a prolate spheroid. The cloud is stretched in the axial direction
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100 μm
Figure 4.1: A picture of 9Be+ trapped in an prolate spheroid shape. The dark discontinuities
around the middle section are impurity ions with larger charge-to-mass ratios.

















where up = α/(α2 − 1)1/2 [96]. An image of a beryllium crystal in a prolate spheroid
shape is shown in Figure 4.1.
In the other limit α < 1, the cloud forms an oblate spheroid. The cloud is stretched in
















where u0 = α/(1− α2)1/2 [96].
At the maximum aspect ratio, α, the cloud hits the Brillouin limit [97, 95, 98]. This
occurs at ωr = ωc/2 with a maximum density of nB = ε0mω2c/2q
2. At this limit, it is
possible to have a 1D axial string of ions [99].







Figure 4.2: A side view camera image of a crystallized 3D 40Ca+ crystal in an oblate
spheroid shape.
where as is the Wigner-Seitz radius. The Wigner-Seitz radius is determined by the plasma
density a3s = 3/4πn0. For values of Γ < 1, the plasma is in the weak coupling regime
(gas-like). For values of Γ > 2, the plasma is strongly coupled and behaves like a liquid.
A phase transition occurs at Γ ∼ 175, where the plasma becomes solid-like forming a
Coulomb crystal [100]. An example of such a crystal is shown in Figure 4.2. In order to
form this crystal, the axial beam alignment needs to be perfectly perpendicular to the radial
direction.
4.3 Axialization and Rotating Wall
Axialization was used in many of the experiments performed in this thesis. The technique
involves the application of a weak radial quadrupole drive to the ring electrodes which
couples the magnetron and modified cyclotron modes [101, 102, 101]. One electrode and
its mirror opposite across the trap center are driven with a phase, 0◦. The other pair of
electrodes are driven with a phase at 180◦. The RF drive is applied at the sum of the
magnetron and modified cyclotron frequencies, which is the bare cyclotron frequency. The
coupling of the two modes creates a periodic energy exchange and provides a means for
simultaneously reducing the energy of both modes with Doppler cooling. This can be seen
directly by the increase in fluorescence and the shrinking of the spatial extent of the ion
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cloud. An analytic treatment of laser cooling with an axializing field can be found in [103].
The technique was applied to a Penning trap with calcium ions and the damping rate of the
magnetron motion was measured in [104].
Commonly, the ions in a Penning trap are stabilized by application of the offset laser
beam. The beam is typically offset by a distance equal to the beam waist. For most of
our experiments, this amounts to 15 − 30 µm. The laser provides the necessary torque to
keep the ions in stable orbits. Another way to apply torque to keep the trapped ions stable
is to use a ‘rotating wall’ potential [105, 106, 107, 108, 109]. Similar to the axialization
potential, a RF drive is applied to the ring electrodes with varying phases for the different
ring segments. A quadrupolar potential is applied to the ring electrodes to generate the
rotating wall. The asymmetry of the potential breaks the symmetry of the crystal and
forces the crystal to rotate at the same frequency.
A radial cooling laser beam is usually used to stabilize the ion rotation. The laser beam
balances the torques due to static field errors, asymmetries, and collisions. However, the
result is a higher in-plane temperature for equilibrium. An applied rotating wall potential
provides a sink for the energy added by the laser beam which can lower the overall in-
plane temperature [105]. In Torrisi et al. (2016), they characterize the in-plane equilibrium
temperature for various cooling beam parameters with the applied rotating wall [105]. They
found that the optimal laser detuning for cooling the ions depends on the ion crystal rotation
frequency and beam waist. However, the Doppler cooling limit can be reached for a range
of laser beam parameters and crystal rotation frequencies.
4.4 Calcium Ion Temperatures
In order to characterize the radial temperature of the ions, a narrow linewidth optical tran-
sition was used. The 729 nm electric quadrupole transition drives the transition from the
S1/2 to the D5/2. By scanning the laser frequency using an AOM, we can measure the
Doppler broadened linewidth. In the axial direction, the ion motion is determined by the
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Figure 4.3: Early frequency scan over the 729 nm transition and a fit to the data. The 729
entered the chamber radially for this measurement. A Gaussian was fit to the data because
the peak width is thermally limited. The fit returns a FWHM of 6.3(1) MHz.
harmonic trap potential. Thus, we should see sidebands of the motion determined by the
ion’s temperature. In the radial direction, the motion from the magnetron and modified
cyclotron will also appear as sidebands on the carrier. Given the Doppler limit for Calcium






where n̄ is the average motional occupancy, kB is Boltzmann’s constant, and T is the
temperature. For these parameters in our trap with about 6500 G field, calcium ions have
motional occupancies of > 100 quanta. The magnetron motion cannot be treated the same
way because of its negative contribution to the total energy.
Initial measurements of 729 nm transition were performed radially and enabled an up-
per bound to be placed on the in plane temperature. The measurement is not an exact
measure of the ion temperature due to two effects. First, the magnet positions were not
entirely compensated, so any magnetic field gradient across the cloud would appear as a
broadening and decoherence mechanism. The second is due to the large Doppler shift from
the rotational motion. Therefore, the radial transition width can be used as an upper bound
78
for the temperature.
A Gaussian was fit to the data because the peak width is not Fourier transform limited
by the pulse time, but limited by the ion temperature. The fit returns a FWHM of 6.3(1)






where kB is Boltzmann’s constant, T is the temperature, m is the mass of calcium ion,
c is the speed of light, and f0 is the transition frequency. The FWHM corresponds to a




In order to verify the stability and trap characteristics for precision quantum control, the
permanent magnet’s field needed to be studied. The first magnetic field measurements
were performed using neutral atom spectroscopy. After initial trapping, the mode fre-
quencies were measured and used to calibrate the magnetic field. We detected the spatial
magnetic field gradient by transporting small crystals of trapped ions in the trap region
and interrogated the ground state microwave transition. Finally, long term temporal field
measurements were made using the microwave transition. This chapter details each of the
magnetic field characterizations performed.
5.1 Neutral Spectroscopy
Figure 5.1: A diagram of the neutral transitions used for performing magnetic field mea-
surements.
Neutral spectroscopy was first used in each trap configuration to calibrate the magnetic
field. The calcium oven current is set to ∼ 3 A, which is slightly higher than the normal
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current used for loading, ∼ 2.4 A. This increases the neutral atom flux through the trap
region. Along the same axis as the neutral flux, the camera objective collects photons
around the neutral calcium wavelength. A radial 423 nm laser beam resonant with the
neutral 40Ca S-to-P transition is sent perpendicular to the flux axis. Thus, the Doppler
broadening of the hot thermal atoms can be minimized due to the mostly perpendicular
velocity vector. Additional filtering of the atoms with parallel velocity components is done
by using spatial filtering of the image to select the atoms in the center of the trap region
(i.e. where their velocity components are most perpendicular to the laser’s k vector).
There are three transitions due to the Zeeman splitting of the P state: a magnetic field
insensitive transition and two field sensitive ones with opposite field strength as seen in
Figure 2.4. If a frequency scan is performed over each of the field sensitive transitions, the
centers values can be fit. Any Doppler shift due to the parallel component of the atom’s
velocity will appear as an identical frequency shift for each of the S-to-P transitions. Thus,
we can subtract the frequency measurements of the mJ = +1 and the mJ = −1 to remove
the Doppler shift. The resulting frequency is twice the magnetic field spacing for one of
the states, f+1 − f−1 = 2gJµBB/h.
In order to perform these measurements, the laser was frequency stabilized to a WS8
wavemeter which is calibrated to a cesium atomic reference. The frequency scans were
performed using a DDS controlled AOM with stabilized total power. The accuracy of this
wavemeter is 2 MHz, and is the dominant error source for these measurements.
This technique was also used to make a magnetic field profile. The 423 nm laser beam
fiber collimator is mounted to a translation stage, and the camera is mounted to its own
translation stage. They can be translated together up and down by a known amount. The
field measurement experiment then can be performed at each location to create a map along
the trap’s z-axis.
Figure 5.2 shows the plot of the magnetic field along the z-axis for magnet configuration
C using this technique. A fit was performed to the data which returned a magnet spacing of
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Figure 5.2: A field map of the magnetic field using the neutral spectroscopy technique.
Black points show the data and error bars, while the red line shows the fit result.
26.9(1) mm. The magnets spacing was then corrected using non-magnetic shim stock and
then the data was recollected; shown by the points in Figure 5.3. The data was fit which
returned a value of 30.0(1) mm, which is within error of the optimal spacing, 30 mm.
Figure 5.3: A field map of the magnetic field using the neutral spectroscopy technique.
Data taken after shimming the magnet spacing.
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5.2 Field Calibration from Motional Frequencies
The magnetic field can also be obtained from the bare cyclotron frequency, ωc = qB/m.
In a Penning trap, the cyclotron frequency isn’t one of the motional frequencies, but it is
related to the measurable motional frequencies through the BGIT. The theorem states that







c . Thus, a measurement of these frequencies is a measure of the magnetic
field.
The frequencies can be measured by applying a RF drive to one of the trap electrodes.
When the frequency of the applied drive is resonant with the motional frequency, energy is
added to the system in that mode. The hot ions have energy that is much higher than the
equilibrium Doppler temperature. The resonant heating of the trapped ions can be directly
detected as a decrease of fluorescence. If too much energy is added to the ions motion, they
can be driven out of the trap region.
3D
50 μm
Figure 5.4: Measurements of the three motional frequencies. The inset image is of the ions
used for these measurements [1].
Figure 5.4 shows fluorescence measurements of the ions after applying the scanned RF
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drive frequency. Each scan was fit to a Gaussian whose center values returned the mode
frequencies: a magnetron frequency of 24.926(28) kHz, an axial frequency of 106.159(3)
kHz, and a modified cyclotron frequency of 224.721(24) kHz. Application of the BGIT
calculates a cyclotron frequency of 249.781(2) kHz, or equivalently, a magnetic field of
6500.27(6) G. This agrees with the data taken for the z=0 trap position in Figure 5.3 within
2 Gauss. Given the temperature sensitivity of the NdFeB material, 0.12% K−1, a field shift
of this magnitude could be caused by a magnet temperature drift of 260 mK. A shift of this
magnitude is reasonable, because the data was taken on different days. Temperature effects
are discussed further in section 7.3.1.
5.3 Field Calibration from Zeeman Spin Flip
Another method for field measurement is to measure the Zeeman splitting in the ground
state of the calcium ion. However, these states are still part of the Doppler cooling tran-
sition, so a method of state dependent detection is needed. Because of the large motional
occupancy of the ions at the Doppler limit, they are not in the Lamb-Dicke regime. Thus,
coherent high fidelity 729 nm transitions are not possible due to temperature limitations.
Instead, a 393 nm Doppler cooling technique was implemented to enable state detection
without shelving.
5.3.1 393 Laser Cooling
The 393 nm laser cooling scheme uses a single 393 nm laser to perform Doppler cooling
from the mJ = −1/2 in the S1/2 state to the mJ = −3/2 in the 2P3/2 state. This transition
is closed other than the decay to the metastable D-states so it only uses a single UV laser.
However, selection rules for the 2P3/2 state decay show that the ion can fall into any of
5 metastable levels in the D-states, in particular the states shown with repump laser tones
















Figure 5.5: A level drawing of the relevant states and lasers used for 393 nm laser cooling.
These states are repumped directly back into the cycling transition. Only two repump
lasers are used, at 850 nm and 854 nm. Each laser has a fiber EOM for generation of the
necessary spectral components to keep the ion in the cycling transition.
Unfortunately, each repump laser requires π-polarized light in order to keep the ions in
the cycling states. Those repump tones must enter the trap in the radial direction in order to
have a polarization parallel to the magnetic field direction. This spatial requirement reduces
the cooling efficiency because of the narrow radial region where these beams propagate. In
addition, each of the repump tones can form dark resonances with the 393 nm laser. This
complicates the Doppler cooling profile and reduces the overall cooling performance.
By scattering photons from only one of the ground Zeeman states, we can perform state
detection without the need for a shelving laser. This scheme does result in an imbalance
of ground state population in steady state but is somewhat tunable via the location and
configuration of the repump laser tones.
The use of EOMs for the repump laser tones also generates higher order frequency
components. All the EOM spectral components have a probability of off-resonant scatter-
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ing into one of the other Zeeman states in the 2P3/2 level. Some of these components move
populations into undesired excited levels which then decay into the dark ground state. We
also implement a 397 nm state preparation and repump laser for the transition between
mJ = +1/2 in the 2S1/2 state and mJ = −1/2 in the 2P1/2 state. This laser is not strictly
necessary for cooling, however, it clears the population falling into the dark ground state
from off-resonant scatter of the IR repump tones. This laser can also be used to populate the
ground state, mJ = −1/2 when used with the repump lasers. However, only an imbalance
of the ground state populations is necessary to be able to perform a detectable transition
between them.
The ground state transition can be driven directly via application of microwaves into
the vacuum chamber. A waveguide with mounted horn is directed into the chamber via
the viewport opposite the radial cooling beam. At our given field strength, the transition
frequency is about 18 GHz. At this wavelength (∼ 17 mm), the trap electrodes effectively
shield the ions from the microwave radiation, massively attenuating the transmitted signal.
Simulations of microwave propagation through the trap region agree with this prediction.
5.3.2 Transport Enabled Zeeman Measurements for Field Mapping
Because of the use of static trap fields, the trap center is defined by the electric quadrupole
field center in the magnetic field. This trap center can be easily moved around by changing
the potential applied to the electrodes. In our trap configuration, the four ring electrodes
can be biased to push the trap well to arbitrary positions in the x-y plane. The endcap
electrodes can be biased to push the trap center along the z-axis of the trap. This allows
for transport of the ions to arbitrary trap positions without any sort of RF driven heating.
Transport is possible to a large accessible volume around the geometric trap center is ∼ 10
mm3. Although each transport operations used in this experiment occurred over 1 ms, the
transport could be made much faster, order of < 100 µs. The potential applied to the
electrodes is converted to a trap position by a measured scale factor. To calibrate the scale
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factor, the ions are transported in the y-direction (in the plane of the camera focus) by a
given amount. The distance traveled is measured using the cameras pixels. The pixel size
and magnification ratio are known, so the transport scale factor can be calculated.
This transport operation was used to perform magnetic field mapping between the mag-
nets. In this scheme, a spin flip transition is measured at different trap positions to measure
a spatial field profile. In this experiment, the ions are first Doppler cooled and state pre-
pared. Then they are transported to the field measurement location in the trap using 100
waveform steps with a step duration of 10 µs. This breaks up the total travel distance into
100 steps. A microwave pulse is gated and then the ions are transported back to the nominal
trapping location for state detection.
Figure 5.6: Color map images of magnetic field measurements for points in the x-y plane
at three different z positions.
Using transport, 2D field gradient maps were generated for three different z positions,
z = 0, ±600 mm, as seen in Figure 5.6. In order to perform the measurements, the
transport protocol described above is used to measure the field at each location. Between
each successive data point, the magnetic field was recalibrated at the nominal trapping
location. This location corresponds to the center of the middle plot in Figure 5.6, coordinate
(x = 0, y = 0, z = 0). A diagonal gradient of< 2 G can be observed in the data. A gradient
of this magnitude is likely due to a mismatch in the concentricity of the magnet pair, which
is an error that can be corrected for by translation of one magnet with respect to the other.
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This data was taken with magnet configuration D.
In order to find the magnetic field center of magnet configuration D, frequency scans
of the magnetic field were collected for y positions and then for a collection of x positions.
When the scans were taken, the magnets were believed to be too close together. Thus, the
theoretical field at the magnetic field center should be at a local minima. The local minima
was found, and a final frequency scan was performed at this location to calibrate the field
and estimate the field inhomogeneity, as shown in Figure 5.7.
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2S1/2 Electron Spin Flip
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Measured data
Figure 5.7: Measurement of the Zeeman spin flip in the ground state of 40Ca+ at the found
magnetic field center.
A Lorentzian fit to the dataset shows a frequency measurement of 18335.1677(2) MHz.





where h is Planck’s constant, ν is the transition frequency, µB is the Bohr magneton,
∆mJ = 1 is the change in total angular momentum’s z-projection, and gJ is the Lande
g-factor for the 2S1/2 state. Using the current best measured value for the calcium ground
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state g-factor, gJ = 2.00225664(9) [74], the calculated magnetic field is 0.65426488(3) T.
The error from the Lorentzian fit to the data in Figure 5.7 is 12 ppb, which is ∼ 4x smaller
than the error for the best precision measurement of the g-factor, 45 ppb [74]. Thus, the
total standard deviation reported for the field measurement is dominated by the tabulated
constant instead of the experiment, at 47 ppb.
5.3.3 Temporal Stability
The magnetic field temporal stability was also measured using the Zeeman transition. Over
a period of two days, the ions were constantly interrogated and the field measured. The val-
ues were recorded and saved. Post-processing was implemented on the dataset to calculate
the Allan deviation and Hadamard deviation1. The plots are shown in Figure 5.8.

















Figure 5.8: A plot of overlapping Allan and Hadamard deviations for data from the mag-
netic field measurement of the Zeeman spin flip in the ground state of 40Ca+.
The Hadamard deviation is a useful measure of the stability because it is insensitive to
linear drift. The data shows a minimum fractional deviation, < 10 ppb, of the magnetic
field measured at an averaging time of 150 s. These measurements were made using only
1The overlapping forms of these deviations were used.
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passive thermal insulating foam surrounding the vacuum chamber; no magnetic shielding
was used.
5.4 Summary
This chapter demonstrates the characterization of the trap’s magnetic field. Initially, we
characterized the magnetic field using mode frequency measurements. For magnet config-
uration C, the field curvature was measured using neutral spectroscopy and then corrected
based on the predicted gap error from a fit to the data. With magnet configuration D, we
were able to measure spatial gradients by probing the ground state Zeeman splitting. The
trap center is defined by the trap electrode voltages, thus the ions can be transported to any
arbitrary location in 3D space achievable by the DAC output voltage range. The magnetic
field center was found by minimizing the width of the ground state transition. The mea-
sured ground state splitting at this location was found at the 12 ppb level for a small crystal,
< 100 µm in diameter. The stability of the magnetic field over time was evaluated by mea-
suring the transition frequency repeatedly over two days. A lowest Hadamard fractional
deviation of < 10 ppb was found for averaging times of ∼ 150 s. These measurements
validate the technology as an apparatus well suited for precision quantum experiments.




In this chapter, I detail the first trapping of beryllium ions in our system using our oven
design and ovens from NIST. The beryllium ions can be co-trapped and sympathetically
cooled with pre-trapped calcium ions. Alternatively, they can be directly Doppler cooled
alone in the trap. Finally, I discuss the reaction rate problem of beryllium ions in compari-
son to calcium ions.
6.1 9Be+ Loading
The procedure for loading beryllium ions in the trap is similar to the procedure used for
loading calcium. A resistively heated oven is turned on by conducting a current through
the oven. The GTRI blunderbust style oven was activated with 9 A, while the NIST oven is
heated to sublimation with only 0.9 A. After a period of about 10− 20 s, the oven is heated
sufficiently for a loading attempt. At this point, the 266 nm picosecond pulse laser (50 Hz),
co-aligned with the radial cooling beam, is manually gated into the vacuum chamber using
Ekspla’s computer control interface. The near resonance of two 266 nm photons with the
ionization threshold, makes the process reasonably efficient [81]. The pulse energy was
measured for this loading configuration at about 20− 30 µJ. The beam size was measured
at the ions using a pick-off optic placed right before the chamber vacuum window. This
allows the laser beam sizes in the co-aligned beam to be measured and the overlap verified
at the ion position. A beam waist of ∼ 50 µm was measured for the laser.
The beryllium ions are created throughout the trap diameter along the beam path. They
start with large kinetic energies due to the large sublimation temperature of beryllium.
Thus, the newly created ions start with large orbits and are not localized or cold. Using the
same analysis for the kinetic energy that was performed for hot calcium we can calculate
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the Doppler shift and broadening. If we assume a hot beryllium ion temperature slightly
below its melting temperature, 1560 K [110], and all its kinetic energy directed parallel to
the cooling laser direction, then the velocity and Doppler shift are
v =
√
2kBT/m > 1600 m/s
k · v = 2π
313× 10−9 1600 > 2π × 5 GHz
(6.1)
The FWHM of the broadened resonance at this temperature could be as broad as 9.1 GHz.
However, the trapped ions will have a range of kinetic energies due to the Boltzmann dis-
tribution and are likely much colder due to sublimation at lower sample temperatures. In
practice, the very slow cooling process is aided by the small background gas pressure at
room temperature. The ions are able to be collected after about 10 − 20 minutes. The
collection and cooling process, referred to as a modified ‘spin-up’, is performed by moving
the radial cooling beam radially outward towards the edge of the trap by > 0.5 mm. Then,
the beam is slowly moved radially back towards the center of the trap cooling the ions as
they are collected. This collection procedure can only be performed after the ions have
sufficiently cooled enough to have significant interaction with the cooling laser.
Empirically, we have seen that the ions can be collected immediately after performing
the loading procedure by detuning the cooling laser by−600 MHz before turning the pulse
laser on. After turning off the oven and pulse laser, the cooling laser is returned to the
optimal cooling detuning, ∼ −10 MHz from the Doppler resonance. At this point, the
ions rapidly cool and coalesce into the trap center. We typically observe that only a small
number of ions from all the ions in the trap needs to be cooled and collected for the process
to rapidly cool all others. The Coulomb coupling to the other ions helps cool the others
within a matter of seconds. The -600 MHz detuning used corresponds to ∼ 7◦ angle
between the ion velocity and laser k-vector, under the assumption that the ions are near
the beryllium melting temperature.
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6.2 Beryllium Co-trapping
One other scheme was used for quickly cooling and collecting the beryllium ions. This
involved using the calcium ions as a sympathetic coolant species. In this process, calcium
ions were loaded into the trap and continuously cooled. Then, the beryllium loading process
was performed. The calcium ions act as an infinite heat sink for the hot beryllium ions as
they are created in the trap, because the Doppler cooling lasers constantly remove excess
energy from the system. The Coulomb force between the species acts to cool the ions
rapidly to meet an equilibrium with the trapped calcium. Thus, the beryllium ions coalesce
to the trap center without the need for a spin-up procedure.
Because of the lighter mass of beryllium ions, the ions have larger motional frequencies
than calcium and collect in the center with the heavier calcium surrounding the beryllium.
Due to this effect, smaller charge-to-mass ratio ions will always move to larger radii com-
pared to a larger charge-to-mass ratio species.
The imaging system utilizes bandpass filters around the scattered wavelengths for de-
tection for each of the trapped species. Thus, only a single species can be detected at a time.
The wavelength dependence of the index of refraction (313 nm for beryllium ions and 397
nm for calcium ions) of the fused silica objective lenses requires different positions for
imaging each species of trapped ions. The beryllium ions are imaged 4.12 mm closer to the
chamber than the calcium ions imaging position. So swapping detection between the two
species simply requires rotation of a filter wheel to select the proper filter and translation
of the objective to properly image the ions. Figure 6.1 shows the images of a co-trapped




Figure 6.1: Camera images of co-trapped calcium and beryllium ions in the same crystal.
Each image was taken by swapping the filters in the image path and translating the objective
position to match the chromatic shift of the focus.
6.3 Beryllium Ovens
6.3.1 GTRI Beryllium Oven
The first attempts for beryllium ion trapping were performed with a GTRI blunderbust
style resistive oven as described earlier in the thesis. The first trapped beryllium ions were
observed using this oven. However, this process quickly became unstable. The oven was
only able to load a single ring of beryllium ions before collection of dark ions poisoned
the trap. After loading a small quantity of beryllium ions, we observed the beryllium ion
orbits grow more and more unstable in time. This decay of stability was observed in the
few minutes following the end of the loading procedure. The behaviour became worse with
repeated loading attempts before eventually we were not able to load beryllium at all.
The picosecond nonresonant multiphoton ionization procedure is not isotope selec-
tive. The peak power of the pulses is large enough to photoionize many other atoms or
molecules. The high temperature of the blunderbust beryllium oven needed for sublimating
beryllium atoms likely could evaporate or sublimate other materials out of the oven body
or surrounding mount. The background pressure of the chamber increases when this load-
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ing procedure is performed from below the pressure gauge readout resolution, < 3× 10−11
Torr, and climbs by orders of magnitude; this observation agrees with the prediction of oven
heated outgassing. These atoms then freely traverse the trap region where they are ionized
by the picosecond laser pulses and remain trapped with the Doppler cooled calcium and/
or beryllium. The growth of the dark region inside the calcium ion ring determines that
the trapped ions of lower charge-to-mass ratio have been cooled into the trap. Lack of 313
nm fluorescence verifies that the trapped ions are not beryllium. Thus, the instability of
trapped beryllium from the beryllium blunderbust oven could be the result of cotrapping
with larger numbers of dark ions.
In addition, the existence of a background gas loading rate from the pulse laser was
measured. Starting with a sample of trapped calcium ions, the pulse laser was gated into
the chamber with energies from 5 − 50 µJ for a duration of 10 − 20 s without heating of
either oven. Ions with lighter charge-to-mass ratio than calcium were observed to cool into
the center of the trap pushing the calcium outwards. However, for the lower pulse energies
approximately equal to the energies used for beryllium ionization, the dark ion production
rate was lower than the beryllium ionization rate. Therefore, the pulse laser can be used
for loading small numbers of beryllium ions before the background gas ionization process
begins to fill the trap.
6.3.2 NIST Beryllium Oven
After observation of the failed blunderbust style oven, we replaced the oven with one from
the NIST Ion Storage Group as described in subsection 3.3.2. This oven implementation
uses significantly less material for the oven and outgasses much less when operated. Most
of the beryllium data collected in this thesis used this oven. With this implementation,
initial trapping became much more stable. Dark ions from loading appeared only in the
trap due to the background gas loading rate.
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6.4 Beryllium Reactions
Like the other species used for ion trapping, beryllium ions readily react with many atoms
and molecules. At this point, the ion no longer has the same internal structure and no longer
will be cooled with the same laser systems. In a clean, baked vacuum system the dominant
background pressure of the chamber is hydrogen. Unfortunately, diatomic hydrogen reacts
with beryllium and calcium ions to form hydrides. Coincidentally, the vibrational lines of
CaH+ overlap with the Doppler cooling wavelength, 397 nm [111]. Therefore, whenever
CaH+ is produced via reaction with background gas, it is immediately dissociated with the
Doppler cooling laser beams.
The beryllium hydride ion however has a vibrational structure that puts its lowest en-
ergy transition (∼ 255 nm) well below its Doppler cooling wavelength. Thus, BeH+ isn’t
dissociated and further reacts to a stable molecule, BeOH+. The reaction rate of the trapped
ions happens readily when the electron is in the P-state, which means that it happens when
the beryllium ions are scattering 313 nm photons. The reaction process limits the stability
of longer term measurements as the number of dark ions grows and the signal-to-noise ra-
tio of the remaining ions decreases. If BeH+ can be dissociated before it reacts, then the
reaction loss mechanism can be mitigated [112]. Perhaps application of the proper lasers
to the ions could remove this problem altogether so that the beryllium ions trap lifetime
is significantly longer, like it is for calcium ions. This is technically demanding, because
the photodissociation wavelength is in the deep-UV, and requires an expensive frequency
doubled laser system to implement.
6.5 Doppler Cooling Beryllium
To Doppler cool beryllium, a single laser cooling scheme is used. Frequency scans of
the 313 nm laser over the cooling resonance reveal ion temperatures near the Doppler limit.
The frequency scan shown in Figure 6.2 shows the data taken from an axial 313 nm cooling
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Figure 6.2: A frequency scan of the 313 nm laser over the Doppler resonance while being
sympathetically cooled with calcium ions.
beam with sympathetic cooling from calcium ions. A fit to the data shows a FWHM of
18.6(7) MHz, which is about equal to the standard Doppler limit for beryllium at 19.6(2)
MHz [82]. The points on the right-hand side of the resonance show an asymmetric decrease
in population due to the heating that occurs from the blue-detuned detection. Thus, the fit
does not use the last data point.
6.6 Summary
In summary, we have trapped beryllium ions and co-trapped them with calcium ions. Co-
trapping allows for potentially less reactions of the beryllium ions with background gas,
because Doppler cooling can be delegated to the co-trapped species. However, the effi-
ciency of cooling is not ideal due to the large mass difference between the two species.
Despite a sympathetic coolant, the reaction process is still a problem.
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CHAPTER 7
MEASURING THE BERYLLIUM ION GROUND STATE TRANSITIONS
The final chamber iteration, configuration D, was used for most of the data taken with
beryllium ions. At the nominal trapping location, the field was approximately 0.6540 T. The
same microwave horn described for calcium spectroscopy was used to send microwaves
into the trap region. In order to address the beryllium nuclear spin transitions (∆mJ =
0, ∆mI = 1), a single loop of coil was created with ∼ 2 cm diameter to use as an RF
emitter for frequencies near 300 MHz. A tunable resonant circuit was made1 for optimal
impedance matching to the resonant coil loop. In other experiments, the RF signal was
directly applied to one of the trap electrodes (not impedance matched to a resonant circuit).
For convenience, each of the hyperfine structure states of the S-manifold are renamed
with a number starting from 0 for the lowest energy state and continuing successively up-
wards. This naming convention is used in this chapter for brevity and clarity. A diagram of






























Figure 7.1: A diagram of the ground state hyperfine structure relabeled by increasing en-
ergy using integers starting from 0. Thus, the levels can be denoted “GS#” where GS is
short for ground state and # is the number of the state. The two stretch states used for
Doppler cooling and the two clock states are shown.
1by Brian Sawyer
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In the S-manifold of the beryllium ion, there are the two stretch states which can be
used for Doppler cooling, GS0 and GS4. The hyperfine clock transition nearest to our
current field value is the transition between GS2 and GS3. Thus, in order to reach one of
the clock states, the ion needs to be prepared. We identify three techniques for performing
this state prep.
1. Using a coherent microwave pi transition to move the population to state 3 from the
cooling state 4.
2. Make two, pi transitions from the lower stretch state, state 0, in order to climb the
ladder of levels and reach the lower clock state.
3. Population can be prepared by an electric dipole allowed state preparation laser tuned
to the mJ = 1/2 state of the P3/2 manifold from the Doppler cooling ground state
4. An electron excited by this laser can decay its starting position in the ground state
GS4 or to the upper clock state, GS3. The upper clock state is detuned from the state
preparation laser by the microwave ground state splitting, so the population will build































313 nm state prep
Figure 7.2: A diagram showing the states and optical transition used to prepare the upper
clock state (GS3). The red lines show the two possible decay paths.
7.1 Beryllium Microwave Transitions
In order to prepare GS4, the microwave transition was measured. In order to calibrate
the transition frequency, the beryllium ions are first Doppler cooled. Because beryllium
Doppler cooling only involves two levels, the process naturally provides state preparation.
Then, a microwave pulse is performed for a given gate time, frequency, and power. Finally,
a detection event is performed during which the Doppler cooling laser is tuned to the res-
onant transition and the number of photons scattered during this time are counted. Due to
the large detuning of the laser light from depopulating GS3, detection can be performed
for a few milliseconds without significant off-resonant repumping of the population in the
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Figure 7.3: A microwave transition from the upper stretch state (GS4) to the upper clock
state (GS3). The Lorentzian fit to the data reveals a transition frequency of 16798.907(6)
MHz with a transition width of 70(10) kHz.
dark state. Thus, only the population left in GS4 will fluoresce upon detection measure-
ment. After detection, GS3 is repumped by leaving the cooling light on for ≥ 10 ms. If
this experiment is repeated for various values of microwave frequency, the transition can
be mapped. Figure 7.3 shows a microwave frequency scan over the transition resonance
between GS4 and GS3.
In order to determine the repumping time from GS3, the repumping duration is varied
after performing a microwave pulse to maximize GS3 population. Then, the ions are de-
tected for a shorter amount of time. Figure 7.4 shows this time scan for population left in
GS3. The dataset is shifted right by 2 ms in order to represent the 2 ms detection’s effect
on the repumping. For the parameters of the system in this experiment, a 2 ms detection
time is reasonable to minimize off-resonant repumping and 10 ms is long enough to re-
pump a significant fraction of the population. An exponential fit to the dataset reveals a
time constant of 4(1) ms.
The quality of the microwave spin flips are degraded by a couple of factors. The ef-
fective aperture of the trap electrodes at the narrowest point is 2 mm in the radial direction
and > 6 mm in the vertical direction. If we treat the aperture cutoff the same as for a
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Figure 7.4: The bright population (GS4) after performing a microwave pulse (to GS3) and
repumping for varied times. An exponential fit to the dataset reveals a time constant of 4(1)
ms.
cylindrical waveguide, then the cutoff wavelength can be calculated, fc = c/(2d), where
c is the speed of light, and d is the dimension. The narrow dimension of the trap aperture
corresponds to a cutoff wavelength of > 74 GHz and the taller dimension corresponds to
a cutoff wavelength of ∼ 30 GHz. Luckily, the aperture of the trap is not a waveguide,
however, all of the microwaves used for spanning the ground state spin flip in calcium and
beryllium (f < 20 GHz) are heavily attenuated (> 30 dB).
The diffraction from the aperture can be characterized in either the far or near field
regime. The far field regime for the radiation is determined by distances > 2D2/λ, where
D is the larger dimension of the waveguide and λ is the wavelength [113]. The trap radius
is an order of magnitude greater than the regime boundary, so the diffracted microwaves are
in the far field regime. However, the cylindrical diameter of the trap region is only slightly
bigger than a half wavelength. This might predict some sort of standing wave structure. In
the experiment, we find that the amount of radiation that the ions see is highly dependent
on the horn position. Some variation of microwave field strength was also measured across
the trap region; the Rabi rate varied by factors of 2− 3x.
Additionally, the fidelity of the spin flips in the beryllium ions are degraded due to the
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magnetic field gradient as shown in earlier chapters. By sitting at the magnetic field center,
most of the first order gradient can be removed. Nonetheless, some residual magnetic gra-
dient remains. The larger the crystal used for the experiment, the larger the inhomogeneity
that will be sampled. Each ring within the ion crystal will then have a different Rabi fre-
quency. For large crystals, the average over all the ions during detection will appear as a
exponentially decaying sine wave.
Unless otherwise noted, the data shown in this chapter was taken at the magnetic field
center as found with the narrowest microwave transition in calcium (Figure 5.7). In order
to access this trap region the ions must be transported to this location before any gates are
performed. At this translated position (r > 1 mm), the co-trapped calcium will no longer
be Doppler cooled and thus the beryllium no longer sympathetically cooled. Imbalanced
torques and background gas collisions will begin to spin the cloud down (cloud expands).
Due to the weakened microwave strength, longer gate times are needed to observe popula-
tion transfer, but longer times also allow for more ion expansion. This is another mecha-
nism for sampling a magnetic field gradient. For a typical microwave pulse of length 5−10
ms and a cloud rotation frequency of 70 kHz, the ions complete 350− 700 orbits about the
trap center. If the field the ions sample is varying during each rotation due to static magnetic
field inhomogenity and a changing ion radius, then decoherence is expected.
7.2 Beryllium Hyperfine Transitions
In order to characterize the nuclear transitions, the nearest transitions to the stretch states
were probed. This includes the transition between GS4 and GS5 for the upper stretch state,
and the transition between GS0 and GS1 for the lower stretch state. The transition frequen-
cies are all calculated at the given field strength by diagonalizing the matrix describing the
Hamiltonian contributions of similar magnitude (See chapter 2 for details section 2.4). This
allows us to create a look-up table for all the ground state transitions. Thus, by measuring
one of the transitions (for example one of the microwave transitions), the field strength can
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Figure 7.5: A plot of the nuclear transition frequency from GS4 to GS5 for magnetic field
strengths around the trap field.
be found and the locations of the other transitions predicted. Additionally, this character-
ization also provides the information to calculate the sensitivities of each state at a given
field strength. An estimate of the transition’s center frequency drift can be estimated for the
magnetic field strength change. For our trap magnetic field magnitude, the transition from
GS4 to GS5 has a sensitivity of −320 kHz/G. Figure 7.5 shows a plot of the transitions
frequency near the trap’s magnetic field.
Most of the data that was taken used the coil loop circuit created by Brian Sawyer.
The coil loop was placed in one of the vacuum windows such that optical access was not
occluded. However, the signal strength seen by the ions varied greatly for different coil
positions. This is likely the result of either signal pickup on the chamber electrical connec-
tions or changes to the heat dissipating off the coil and circuit components. We empirically
found that better Rabi rates were obtained when the coil loop was in contact with the cham-
ber. By placing the circuit in contact with the chamber, the coil loop had a large heat sink
(the chamber itself). However, when the loop wasn’t effectively dissipating the heat, large
temperature spikes of the components pulled their values away from the intended design.
This lowered the q-factor and ultimately shifted the narrow circuit resonance, which effec-
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tively attenuating the emitted signal.
We also tried to directly connect the RF to one of the trap electrodes. Using a ca-
pactively coupled circuit identical to the tickle drive connection, the amplified RF output
was connected after the filter board to an electrode. This resulted in similar Rabi rates
for the nuclear transitions as for the resonant coil, albeit with most of the power reflected
back to the amplifier. The capactively coupled design reflected most of its power due to
poor impedance matching. However, the closer proximity to the ions, apparently compen-
sated for this fact resulting in similar interaction strength. With these two methods, nuclear
transition pi times were observed to be 2.5− 5 ms.
The nuclear transitions were driven directly using a DDS channel that was amplified by
a 50 W amplifier2. The amplifier output was then connected to either the coil loop or the
trap electrode circuitry. For some cable positions of the signal line, other electronics in the
lab picked-up noise from the signal. Most notably, the control pulser box was picking up
noise and causing experiments to crash when the timing alignment circuits between pulsers
became too noisy to maintain synchronicity. Other experiments in the lab also noticed noise
on feedback lines for stabilizing lasers. Thus, care was taken to minimize the amount of
ambient signal in the lab by adding layers of shielding to the cables and optimally placing
the cables away from other electrical signals.
2Minicircuits ZHL-50W-52-S+
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Figure 7.6: The Doppler fluorescence after performing a RF pulse for various frequency
on the coil loop. This scan measures the transition between GS4 to GS5. The Lorentzian
fit to the data calculates the resonant transition frequency at 325.847306(5) MHz with a fit
width of 180(30) Hz. This agrees with the Fourier limit of the pulse time, 5 ms.


















Figure 7.7: The Doppler fluorescence after performing a RF pulse for various durations
on the coil loop. This scan measures the transition between GS4 to GS5. Data is fit to a
decaying sinusoid, and the fit values calculate a pi time of 4.33(2) ms with a decay rate of
48(6) s−1.
The experiments addressing the hyperfine structure transitions involving only change
of the nuclear spin required significantly longer repumping times than are needed for re-
pumping states with the same nuclear spin. Additionally, the Doppler laser needs to scatter
photons changing the nuclear state and decay to the correct ground state. This multiple-step
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process has a lower probability of occurring, and thus takes longer to occur. The combi-
nation of these effects result in measurements like shown in Figure 7.8. The experiment
procedure used for the data in Figure 7.8 is the same as the repump scan shown (Figure 7.4)
except for the use of the RF coil instead of the horn for the gate transition. An exponential
fit to the data in Figure 7.8 gives a repump time constant of 36(6) ms. Most experiments
using the non-clock state nuclear states used a repumping time of 50 ms in order to balance
signal and experiment duty cycle.













Figure 7.8: A scan of the ion fluorescence after repumping the ions out of the dark GS5
for a scanned repumping duration. The ions were prepared by performing a resonant pi
pulse as calibrated from the frequency fit from Figure 7.6. The gate time was 4 ms. An
exponential fit determined a time constant of 36(6) ms.
The long repump time also gives an advantage. It allows for implementation of a cool-
ing step after the gate but before detection in order to recollect any ions that have begun to
spin out. The Doppler cooling laser beams are the same that are used for repumping. Thus,
if the population of the ions isn’t entirely in the dark state, some cooling can be performed
for a shorter duration than the repump time. This is a significant help to recycle as much
signal as possible after any heating/ spin-out from the long gate time and transport duration
where no sympathetic cooling is taking place. This cooling collapses the superposition
state created by the resonant RF transition, but this is unimportant if the populations of the
two states are ready to be measured. We refer to this post-gate, pre-detection cooling as
recooling.
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7.2.1 Clock State Measurements
Climbing a ladder of states to reach the clock states was technically difficult with magnetic
field fluctuations due to varying magnetization from magnet temperature fluctuations and
external field noise. Calibrations for the most field sensitive transitions would drift between
experiments. These lead to imperfect nuclear and microwave transitions; specifically leav-
ing population at each level along the way. Thus, we needed multiple high fidelity RF
population transfers in order to reach the clock state. In order to circumvent these prob-
lems, a state preparation laser tone was produced via the second sideband from an EOM3
on the cooling laser. The excited state for this transition in the P3/2 is the mJ = 1/2 level.
Thus, the state preparation light needed to be pi polarized to induce a transition where
∆mF = 0. This means that only the fraction of the radial 313 nm laser beam with polar-
ization components parallel to the magnetic field can perform the state preparation. This
level can then decay back to the same state or to the upper clock state, GS3. The decay
pathways are the red curved lines shown in Figure 7.2 and the state preparation laser tone
is denoted with a purple arrow. Due to the inefficient repumping out of the clock state, the
population there should buildup quickly without significant off-resonant scatter from the
cooling laser. Simple rate equation simulations for this process agree that it should provide
state preparation.
Clock state measurement experiments involve only one additional step than the exper-
iments used for the other nuclear transitions. First, both ion species are Doppler cooled in
the trap, and the beryllium ions are automatically prepared into their stretch state. Then
the state preparation EOM is turned on for an adequate amount of time (300 µs) to prepare
the ions in the upper clock state. The ions are transported to the magnetic field center to
minimize field inhomogenity. The RF clock pulse is performed for the designated power
and duration. Then the ions are returned to the nominal trapping location where they are re-
cooled for a duration long enough to recollect after any spin-out (10−20 ms for the clock),
3Qubig EOM, 6.1 GHz resonance, AR coated for 313 nm
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but short enough to avoid repumping back to the cycling transition. Finally, detection is
performed (2.5−5 ms) before the ions are repumped with the cooling laser light (100−200
ms) to prepare for the next experiment.
In order to verify the state preparation of the upper clock state, an experiment was
performed where state preparation was implemented for various times and laser frequen-
cies. Then, the nuclear transition between the GS4 and GS5 was measured. Any residual
population left in the upper stretch state will make a transition to GS5 when the nuclear
transition frequency is resonant with the GS4 to GS5 transition. Using this technique, the
state preparation was optimized to the extent of the hardware capability. Unfortunately, the
frequency of the resonant modulator was slightly off from the value that was needed for the
state preparation. We attempted to use the double-passed AOM to try to bridge the gap, but
were not able to completely get to the frequency. In addition, the state preparation beam is
already spatially constrained. All the lasers radially enter the chamber from the same PCF.
Their position is predetermined by the optimal cooling of the calcium ions in the nomi-
nal trapping location, which is spatially offset from the beryllium. This poor overlap with
the beryllium ions may be an additional cause to poor state preparation. As a result, state
preparation populations of > 40% were inaccessible. Nonetheless, this was still enough
signal to make measurements of the clock.
The clock state frequency was calibrated using Rabi style frequency scans over reso-
nance, such as shown in Figure 7.9. A Lorentzian fit to the scan obtains the clock frequency
at the current trapping field, 321.172702(6) MHz. At this frequency, the corresponding first
order magnetic field sensitivity is −37 Hz/G. The repumping time was calibrated like the
other nuclear transition scan described before. The exponential fit to the data in Figure 7.10
shows a repump decay time constant of 190(40) ms. Many experiments utilized a repump
time of 200 ms in order to keep the total experiment time from being too long.
Using the calibrated frequency scan and repump time, a Rabi time scan was performed
to observe the coherence of the ions. Scans were taken for several different pulse times
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Figure 7.9: A frequency scan over the hyperfine clock frequency. This scan used 5 ms gate
time, 10 ms recooling, and 5 ms of state preparation. A Lorentzian fit to the scan obtains
the clock frequency at the current trapping field, 321.172702(6) MHz, with a FWHM of
150(30) Hz.















Figure 7.10: Repump scan after performing a pi transition between the clock states GS3
and GS2. The state was prepared by optical pumping. This scan uses 300 µs of state prep,
10 ms of recooling, and a gate time of 2.976 ms. The green line fit reveals a repump decay
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Figure 7.11: Rabi flopping on the nuclear clock ground state transition, GS3 to GS2. The
fit to the dataset reveals a linearly chirped Rabi decay constant of 2.944(8) kHz.
with offsets to highlight the coherence maintained out to the longest scan times. These
scans are shown in Figure 7.11. They show virtually no observable decoherence of the
transition out to a gate time of 0.5 s. Measurements beyond this gate time were not taken
due to the long time needed for averaging a number of experiments. A decaying sinusoid
was fit to the dataset, but revealed a decay time constant consistent with 0. The fit function
also includes a linear decaying rabi frequency due to the observed Rabi frequency chirp.
The transition’s Rabi rate decreases for each of the successive scans. This is likely due to
thermal effects in the resonant coil circuit used. The large currents traveling through the
circuit board components heat themselves which shifts their values from the designed room
temperature values. This effect appears with increasing strength for longer pulse times.
Ramsey Sequences
In order to measure the clock coherence, Ramsey scans were also performed. The experi-
ments used for this data involve the same experiment described above, but the RF pulse is
replaced with a pair of clock pulses separated by a variable delay. If the DDS clock remains
in sync with the frequency corresponding to the energy of the ion’s level spacing, then the
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Figure 7.12: Ramsey contrast on the nuclear clock ground state transition, GS3 to GS2.
second pulse after the delay will be coherent with the first. If they are not, then the pulses
will change the population of the expected output state.
For the Ramsey scans taken with this experiment, the phase of the second pulse is
scanned from 0 to 2π. Thus, one full sinusoidal cycle is measured. A fit to the data reveals
the amplitude of the population change from the second pulse phase. The measurement is
performed at multiple Ramsey times and compared to the contrast seen for a scan with no
Ramsey delay. The data in Figure 7.12 is fit to a Gaussian distribution, e−(t/τ)2 . The fit
gives a decay time constant of 0.5(1), but this does not agree with the amplitude for the
Rabi flop observed in Figure 7.11. The decay is likely due to a fluctuating magnetic field
over the longest measurement times of ∼ 30 minutes. We can expect a frequency drift of
the ions due to a change in the magnet temperature. The 0.5 s decay time is consistent with
a fractional magnetic field fluctuation of 4 × 10−6, which is roughly consistent with the
measurements in Figure 5.8.
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7.3 Error Budget
With the given parameters of the demonstrated apparatus, we can calculate what the dom-
inant sources of uncertainty are. This enables us to create and error budget with bounded
uncertainties.
7.3.1 Uncertainty
When performing Ramsey spectroscopy for an atomic clock, the fundamental performance
is limited by uncertainty of the systematic perturbations and the ensemble characteristics.
A summary of these uncertainty contributions is seen in Table 7.1.
The number of particles and the Ramsey time of the sequence gives rise to the funda-







where ν0 is the clock transition frequency, N is the number of ions, tR is the Ramsey phase
integration time, and τ is the averaging time. Given N = 106 and tR = 1 s, we should
expect a clock’s fractional uncertainty limited to 5× 10−13/√τ by the quantum projection
noise.
Table 7.1: This table shows the uncertainty contributions to the clock performance. See
text for details regarding the calculations of each error source.
Error Budget for Be+ Clock at 0.6540 T (clock field is 0.6774 T)
Type Fractional Uncertainty ∆ν/ν0


































B B∆Tmag 2× 10−11














The second order Doppler shift is a result of time dilation in the rotating cloud. A calcula-




















The shift depends upon the axial trap frequency ωz, the bare cyclotron frequency ωc, the
number of ions N , the ion cloud radius instability ∆rs/rso, and constants like the mass m
and ion charge q. Given an axial frequency of 2π × 232 kHz, a cyclotron frequency of
2π × 1.114 MHz, 106 ions, and a fractional radial instability of 0.01 we should expect a
fractional shift of−3× 10−19. Tan et al. (1995) determines that jitter of this shift at the 1%
level should be achievable [21]. The uncertainty will be a fraction of the shift value, so the
overall fractional uncertainty is < 3× 10−19.
Rotating Wall, AC Zeeman Shift
When the ion cloud rotation rate is stabilized with the “rotating wall,” the oscillating poten-












where µN is the nuclear magneton, V = 0.5 V is the magnitude of the voltage on the
ring electrodes, d ∼ 6mm is the ion cloud-ring electrode distance, ν0 = 321 MHz is the
clock frequency at our trap field, and ∆Vwall/Vwall is the fractional voltage error. If we
choose common parameters for our trap: a voltage error at the bit depth of a 16-bit DAC,
∆Vwall = 300 × 10−6, a trap dimension of ∼ 5.7 mm, and a wall voltage of 0.5 V, we
should see ∆ν/ν0 = 3× 10−20.
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Magnet Temperature Drift
Permanent magnets have field fluctuations which are a function of their temperature fluc-
tuations. The magnetization of the magnets is temperature dependent. But our clock tran-
sition is first order insensitive to magnetic field fluctuations at the clock field. Thus, the












where the d2ν/dB2 is the second order dependence, α(1)B is the magnet temperature sensi-
tivity, B is the overall trapping field strength, and ∆Tmag is the magnitude of temperature
fluctuations. However, for the final data taken at the magnetic field center, we are not at the











For this trap, the field sensitivity of NdFeB is 0.12% per degree Kelvin, the clock transition
dependence at our magnetic field strength is dν/dB = −37 Hz/G, and the trapping field
is B = 0.6540 Tesla. We can use the magnetic field stability given by the fractional Allan
deviation of Figure 5.8, at 20 ppb. We assume ∆Tmag is 20 µK, we should expect mag-
netic field variations ∆B = 2 × 10−8 Tesla. These parameters give a fractional frequency
uncertainty of 2× 10−11.
Blackbody, AC Zeeman Shift
Blackbody radiation from the experiment’s surrounding vacuum chamber and electrodes
will cause another frequency shift. A shift of this kind on the hyperfine structure of hydro-
gen and alkali atoms is discussed in Ref. [114]. The result in Itano’s work describes the
shift by the formula in Table 7.1, where T is the temperature of the blackbody, and ∆T is
115
the magnitude of the temperature fluctuations. If we assume, a room temperature black-
body, and a temperature fluctuation like mentioned above, we should expect a fractional
frequency shift of < 10−21.
Ion Crystal Heating
Another error source for trapped ion clocks is the crystal heating rate. The expression for
this error source is shown in the last row of Table 7.1, where kB is Boltzmann’s constant,
dTion/dt is the crystal’s heating rate, tR is the Ramsey integration time, m is the ion mass,
and c is the speed of light in vacuum. For a 1 second Ramsey time and a heating rate of 20
mK/s, we should expect a fractional frequency uncertainty of 2× 10−16.
7.4 Summary
Using our permanent magnet Penning trap, we performed spectroscopy of many of the
transitions in the ground state of beryllium. Even at a trap magnetic field strength hundreds
of gauss from the clock field, the transition still retains some of its insensitivity. This is
exemplified by the coherence measured in the Ramsey experiments and the undetectable
decay of the Rabi flop amplitude out to 0.5 s. The error budget is calculated and the con-
tributions to the fractional uncertainty are calculated for our trap parameters. This chapter
demonstrates a major step towards a compact Penning trap atomic clock.
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CHAPTER 8
LIMITS OF THE CURRENT SYSTEM AND THE FATE OF BERYLLIUM
While working towards the clock transition measurement in beryllium, several challenges
were encountered which can be solved by making some changes to the system. Sympathetic
cooling of calcium-beryllium is not very efficient. The first trap design had an inhomoge-
nous magnetic field due to the complexity of shimming the magnets and correctly orienting
the magnet positions. The temperature sensitivity of the N52 NdFeB permanent magnets
is large enough to cause a problem for measuring weak transitions. The reaction rate of
beryllium constantly depletes the clock signal.
Co-trapping of two ion species is advantageous for trapped ion clock operation. With
sufficient Coulomb coupling between the trapped species and given enough time, the ions
should find an equilibrium where the two species reach the cooling limit of the single
species being cooled. The sympathetic cooling between calcium and beryllium was limited
due to the fact that the calcium ions are roughly 4x heavier than the beryllium ions.
The co-trapped ions separate radially which makes efficient cooling with a single radial
beamline with two laser frequencies difficult. The optimal beam placement of a single
beam (output from the same fiber) is slightly different for the two species, though it may
be possible to get the ideal torques for a singular position by detuning the laser frequency
to the right value. Alternatively, this problem can be circumvented by using separated laser
beam paths.
The magnetic field gradient that exists in our trap places a limit on how well pulses
can be carried out. If the length of an RF or microwave pulse isn’t much shorter than a
rotation period of 20 µs, the ions will traverse a magnetic field gradient. This problem
also applies to Ramsey sequences, where the spins of each ion will precess at different rates
during the Ramsey free precession time, causing decoherence. This problem can be avoided
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in an inhomogeneous field environment if the transition sensitivity is low enough that the
field variation is a small effect to the transition resonance, as shown for the beryllium
clock transition measurements of the previous chapter. In our experiments, the ions were
transported to the magnetic field center to minimize the gradient sampled. However, this
transport also meant that the Doppler cooling lasers were no longer aligned to the ions.
In order to get higher performance gates, the sympathetic cooling from the calcium ions
during the experiment was sacrificed. The alternate solution to produce high fidelity pulses
is to implement the pulses fast enough that the ions do not have time to sample different
magnetic fields. In our trap with rotation rates up to 100 kHz, this would mean gates
times much faster than the single cycle rotation period, 10 µs. Transition rates approaching
gates times of this magnitude could be accessible with a trap designed for integrated RF
electronics or apertures with minimal shielding. A new trap design with precompensated
magnetic field homogeneity would also help alleviate these concerns.
Because the trap magnetic field is not at the clock field value for the GS2 to GS3, there
is still first order magnetic field sensitivity. Thus, the ‘clock’ frequency will vary due to
the magnet’s temperature drift. As shown in the error budget calculation, this is by far the
dominate uncertainty contribution. We can avoid this problem entirely by designing new
magnets with a better expectation of the field strength guided by magnet measurements.
The N52 grade magnets from some companies appear to have a magnetization more similar
to N42. In addition, we can use a temperature compensated magnetic material such as a
proprietary SmCo alloy with 100x less magnetic sensitivity.
The largest problem encountered when working with beryllium in this trap is the reac-
tion rate with background H2. When Doppler cooling 9Be+, the ions readily reacts with
background hydrogen gas in the vacuum system to form BeH+. The Doppler cooling lasers
help cause this problem, but do not photoionize the resultant molecule. Without breaking
the molecule, it can react further to form BeOH+ at which point there is no hope for retriev-
ing the beryllium ions again. A deep-UV photoionization laser could be used to directly
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break the BeH+ molecules as they form, but would be required to be almost constantly
running [112]. The continual loss of Be+ would be detrimental to clock operation, because
the signal-to-noise ratio (SNR) would constantly declining. Using sympathetic cooling in-
stead of direct Doppler cooling helps to mitigate this problem most effectively for masses
similar to that of Be+. In this situation, the ions would be at risk to reaction only during
a detection period. Alternatively, the background gas pressure, and thus the reaction rate,
can be reduced further if the vacuum system is cooled with a cryostat [115]. However, this
would greatly increase the size of the apparatus and defeat the purpose of working with
permanent magnets as opposed to a cryogenically cooled superconductor.
The issues mentioned above can be corrected with a new trap design, ion species, and/or
clock scheme. A new trap could be designed with fixed magnets inside the vacuum cham-
ber. A temperature insensitive magnetic alloy could be used that is vacuum compatible.
The magnet construction could be shimmed before insertion into the vacuum system for
optimal field uniformity. Additionally, we could move to another ion whose hydride for-
mation could be dissociated easily with a diode laser or LED. Ideally, this ion species would
have another ion of similar mass that could be used for sympathetic cooling.
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