INTRODUCTION
Chua already supposed the existence of memristor in 1971 [1] , however, the practical device of memristor in electronics is obtained in [2] until 2008. In addition to the existing three kinds of circuit elements, memristor is regarded as the fourth basic circuit element and is defined by a nonlinear charge-flux characteristic. As everyone knows, resistors can be used to work as connection weights so that it can emulate the synapses in artificial neural networks.
However, in the neural networks of biological individual, long-term memories is essential in the synapses among neurons, but for the general resistors, it is impossible to have the function of memory. Recently, due to the memory characteristics of memristor, memristor can replace the resistor to develop a new neural networks that is memristor-based neural networks (MNN) [3] [4] [5] [6] .
In recent years, more and more attentions have been put on the dynamical analysis of memristor-based neural networks, such as the investigation of stability [7] [8] [9] [10] , periodicity [11] [12] [13] , system synchronization [14] [15] [16] [17] [18] [19] [20] [21] [22] , passivity analysis [23] , dissipativity [24] [25] and attractivity [26] . Particularly, the stability and synchronization of MNN has been widely studied in [27] [28] [29] [30] . In fact, synchronization means the dynamics of nodes share the common time-spatial property. Therefore we can understand an unknown dynamical system by achieving the synchronization with the well-known dynamical systems [18] . Moreover, in the transmission of digital signals, communication will become security, reliable and secrecy by achieving synchronization between the various systems. Therefore, the synchronization of MNN is still worth further research.
Moreover, the fractional-order models can better describe the memory and genetic properties of various 2 materials and process, so the fractional-order models have received a lot of research attentions than integer-order models. In recent years, with the improvement of fractional-order differential calculus and fractional-order differential equations, it is easy to model and analyze practical problems [31, 32] . Therefore, there have been a lot of researches about the dynamical analysis and synchronization of fractional-order memristor-based neural networks (FMNN) [34] [35] [36] [37] [38] [39] . Finite-time synchronization, hybrid projective synchronization and adaptive synchronization of FMNN have all been researched [34] [35] [36] .
However, there are only a very few research results on exponential synchronization of FMNN. In fact, the exponential synchronization of neural networks has been widely used in the theoretical research and practical application of many scientific fields, for example, associative memory, ecological system, combinatorial optimization, military field, artificial intelligence system and so on [40] [41] [42] [43] . So the exponential synchronization of FMNN is still worth further studying as it is a significant academic problem.
On the other hand, the stability and synchronization of FMNN without time delay have been deeply studied such as in [33] . However, in hardware implementation of neural networks, time delay is unavoidable owing to the finite switching speeds of the amplifiers. And it will cause instability, oscillation and chaos phenomena of systems. So the investigation for stability and synchronization of FMNN cannot be independent on the time delay. to real world problems [36] . So in the rest of this paper, we apply the Caputo fractional-order derivative for the fractional-order memristor-based neural networks (FMNN) and investigate the exponential synchronization of FMNN. 
A. The Caputo fractional-order derivative

C. Assumptions, Definitions and Lemmas
In the rest of paper, we first make following assumption for system (4) . We consider system (4) as drive system and corresponding response system is given as follows:3
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[8] For 0, t  the exponential synchronization of system (4) and system (7) can be transformed to the exponential stability of the error system (9) (error approaches to zero). The error system (9) 
, where i P is called the estimated rate of exponential convergence.
Lemma1 [14] Under the assumption1, the following estimation can be obtained:
we can easily have part(i) hold. From (9) and (10), we can get
Then complete the proof of part (i). In the similar way, part(ii) can be easily hold.
III. MAIN RESULTS
We present the exponential stability results for the synchronization error system of FMNN，when the error system (9) is exponentially stable, the system (4) and system (7) will achieve the exponential synchronization. 
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IV. NUMERICAL RESULTS
In this section, we will give two numerical examples to demonstrate our analysis on exponential synchronization of FMNN.
Example1
Consider two-dimension fractional-order memristor-based neural networks We consider system (21) as the drive system and corresponding response system is defined as Eq. (7 1  21  1  31  1  1  1  1   2  2  2  12  2  22  2  32  2  2  2  2   3  13  3  3 1, 0, 3  3  23  3  33  3  3  3 1, 0, 1, 0, ,, e t e t e t are converge to zero. So the Theorem1 is proved to be correct. figure 6 depicts the relation of time-varying delay  and exponential convergence rate  . controller. These issues will be the topic of future research.
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Finally, numerical examples are given to illustrate the effectiveness of the proposed theory.
