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Last mile transportation (LMT) is a challenging topic in implementing eco-friendly
transport systems in modern cities. However, the lack of an effective LMT system pro-
motes a reliance on private vehicles which results in more traffic congestion, pollution,
and urban sprawl. Therefore, the LMT is a crucial part of city planning and challenges,
such as the diversity of routes and travelers, the sporadic nature of demand, uncer-
tainty in time and space distribution of demand, and unstructured scenarios to meet
the economy of scale, have to be addressed properly.
Different solutions to the last mile problem have been proposed over time and much
research has been focused on implementing a shared fleet of vehicles in achieving this
goal. However, diverse commuter patterns can lead to uneven distribution of these vehi-
cles and redistribution of them is required over time. Manual redistribution, however, is
not an economically sound option due to the large amount of human resources required.
One possible option is to use fully autonomous vehicles which can drive by themselves
back to the designated locations based on sensory feedbacks without human intervention.
However, this is not economically viable, due to the high cost of the required hardware.
Adding-on to the challenges in this option is the complexity involved in controlling and
planning the route for the individual vehicle. Furthermore, the machine perception has
not reached up to the level of the human perception by far and thus, the ability to rec-
ognize and identify abnormal behaviors in the system and perform self-diagnosis is far
too limited. Therefore, continuous human supervisions to monitor the system behavior
of autonomous vehicles are still required. However, this type of one-to-one supervision
is not feasible economically for the LMT.
To utilize a fleet of autonomous vehicles for the LMT, a proper implementation of
remote supervision, which allows monitoring of multiple vehicles by a single person, is
required. Additionally, the supervised person should be able to remotely maneuver the
VI
Summary
vehicle in the case of system or instrumental errors such that the disturbance to the
traffic flow can be minimized. The remote maneuverability can also provide important
opportunities to leverage human perception in unstructured road conditions, thereby
allowing the autonomous driving to dedicate on structured environments and reducing
overall cost. In this thesis, a system platform is proposed and designed for mitigation of
vehicle distribution in the sharing scheme by means of a synergy between the autonomous
driving and the remote driving. The synergy is vital in achieving an economically-
feasible last mile solution because a certain type of tasks, such as perceiving of situations
and making non-routine decisions, can be performed better and cheaper by a human
than programs whereas routine driving tasks can be carried out more economically
by programs. The synergic solution is termed as Multi-Hierarchy Last Mile Solution.
Being a part of the Industrial Ph.D Program, the realization of this solution involves not
only researches on algorithms but also development of frameworks, implementation, and
prototyping of the integrated solution, by utilizing primarily with mature technologies.
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Using a full-sized private vehicle for an individual’s travel is not an environmentally
friendly option in today’s world. Utilizing public transportation is indeed a better
alternative in order to reduce the environmental impact caused by this issue. However,
the bottleneck in most cases is the lack of an effective last mile transportation system.
The term, Last Mile Transportation (LMT), is used in transport planning to describe
the movement of people and goods from the nearest public transportation node to a
final destination, usually within a range of a few kilometres. This public transportation
node could be the nearest rapid transit rail station or a stop of a scheduled bus line.
The unavailability of LMT is one of the main restraints to the use of public transport in
urban areas, especially for certain demographic groups such as disabled, school children,
and seniors.
A conceptual LMT System typically involves a fleet of vehicles transporting passen-
gers to their final destinations and empty ones returning to the station to pick up new
passengers. Among them, a bicycle-sharing system is a service in which bicycles are
made available for shared use to individuals on a very short term basis. The system
allows people to borrow a bicycle from point ”A” and return it at point ”B”. Many
1
Chapter 1. Introduction
bicycle-sharing systems offer incentives that make the initial 30 to 40 minutes of use
either free or a very low fee to encourage its usage as transportation and allow each bi-
cycle to serve several users per day. Although the first of the sharing system started in
Europe in 1965, a feasible ones emerged in the mid-2000s with the expansion of informa-
tion technology. As of June 2014, the public bicycle-sharing systems were available on
five continents, including 712 cities, operating approximately 806,200 bicycles at 37,500
stations [1]. As of May 2011, public bicycle-sharing systems of Wuhan and Hangzhou in
China were the largest in the world, with around 90,000 and 60,000 bicycles respectively,
whereas the Velib’ in Paris bicycle stations, was the largest outside of China [2]. Even
though bicycle-sharing systems have also been considered as a way to solve the Last
Mile problem, the reasons people use the system vary considerably. Some, who would
otherwise use their own bicycles, have concerns about theft, vandalism, parking, storage,
and maintenance requirements [3]. However, due to limitations on the number of places
where bicycles can be rented and returned, the system has been criticized as less con-
venient than a privately owned bicycle used door-to-door. Moreover, government-run
bicycle-sharing programmes can also be costly to the public even with subsidy in the
form of advertisements at stations or on the bicycles themselves [3].
Some policies allow people to bring their personal bicycles together with public trans-
ports so that they can complete their last mile with their own bicycles. Although these
policies can promote the usage of public transports, the level of bicycle-friendliness of an
environment can be influenced by many factors which are resultant from town planning
and cycling infrastructure decisions.
Recent development in battery and in-wheel motor technology, different types of
electric solowheels and scooters began popular and people started using them as their
last-mile transports. Some of them can cover a significant travel distance up to ten
miles. However, these modes of transportation mentioned above are not suitable for
certain demographic groups such as disabled, school children, and seniors.
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1.2 Challenges of Last Mile Transportation
Even though different modes of transportation have been introduced for LMT, it is
still challenging due to, but not limited to, the diversity of routes and travelers, the
sporadic nature of demand, uncertainty in time and space distribution of demand, and
unstructured scenarios to meet the economy of scale. Despite all these challenges, LMT
is still a crucial part of city planning. The main reason is that the lack of it promotes a
reliance on private cars resulting in more traffic congestion, pollution, and urban sprawl
[4, 5].
Different solutions to the last mile problem have been proposed over time. One
of them is a shared fleet of manual-driven vehicles which can potentially provide cost-
effective and sustainable door-to-door transportation [6]. Such schemes have been intro-
duced in major cities and many of them have grown significantly in size in recent years,
becoming a major component of their cities’ public transportation systems [3]. However,
the travel pattern of commuters, especially during morning and evening, and the large
number of possible final destinations can eventually lead to an uneven distribution of the
shared vehicles. To counter this issue, redistribution of these shared vehicles is required
over time. Manual redistribution, however, is not an economically sound option due to
the large amount of human resources required.
Incentivizing schemes[7] that motivate users to drop-off the vehicles to high-demand
places can be beneficial not only for them, but also for the operation of the vehicle sharing
system. In [7], a dynamic incentive scheme, where customers are encouraged to change
their target station in exchange for a payment, was proposed. Proper implementation of
such a system can significantly reduce the costs of employing drivers to manually relocate
the vehicles. However, some customers may reject such incentives when changes in the
journey length may be inconvenient to them and thus, a certain amount of manual
redistribution is still necessary.
Another option is to use a fully autonomous vehicle which can drive by itself back
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to the designated locations based on sensory feedbacks without human intervention.
However, this is not economically viable either, due to the high cost of required hardware.
Adding-on to the challenges in this option, the complexity involves in controlling and
planning the route for the individual vehicle. Furthermore, the machine perception has
not reached up to the level of a human by far and the machine to identify an appropriate
response under unforeseeable circumstances is not yet feasible [8]. Even though there are
existing automatic parking and driver assistance solutions for certain vehicles such as
Toyota Prius V Five, Lexus LS460, and BMW i3, these systems require user supervision
at all time and important decisions are to be made by drivers due to the weakness
in machine perceptions. Moreover, this type of one-to-one supervision is not practical
for last mile transportation because it still requires significant manpower and thus, not
financially viable.
1.3 Research Gap and Objectives
Among fully autonomous vehicles, Google Self-Driving Cars are currently the most
well-known ones. Their speed cannot exceed 25 mph and have safety drivers aboard the
entire time for a safety precaution. In June 2015, the team behind them announced that
their vehicles had now been driven over 1 million miles and had encountered 200,000 stop
signs, 600,000 traffic lights, and 180 million other vehicles [9]. With the number of travel
miles, the number of accidents involving the Google Cars grew as well. As of July 2015,
Google’s 23 self-driving cars had been involved in 14 traffic accidents on public roads.
In all the accidents, the team stated that the cars were either being manually driven
or the driver of another vehicle was at fault, maintaining that the vehicles themselves
were not at fault. Even if the vehicles themselves were not at fault, the safety drivers
inside the vehicles still played important roles in tasks such as understanding situations,
verifying functionality of the vehicles’ instruments, and taking actions in the aftermath
of the accidents. This is because the machine perception has not reached to the level
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of the human perception, especially in such unpredictable scenarios due to the lack of
scientific understanding and discovery on how human perception exactly works, how to
program efficiently according to our current understanding, and how to imitate the 100
billion neurons with 100 trillion connections, as in our human brain, effectively.
Additionally, the ability to recognize and identify abnormal behaviors in the system
and perform self-diagnosis by algorithms is far too limited. Therefore, continuous human
supervisions to monitor the system behavior of autonomous vehicles are still necessary.
The supervision is often performed by a person inside the same vehicle, as in the Google
Car, or from another vehicle following it closely behind. Having that type of supervision
is compulsory because the magnitude of damage, which can occur, is unlimited without
having prompt interventions by the supervised person in the events of system or instru-
mental failure. However, this type of one-to-one supervision is not feasible economically
for the practical LMT.
Moreover, the prototypes have safety concerns for driving autonomously in certain
environments especially during heavy rain and snow. Therefore, they have not been
tested during either heavy rain or snow. They switch to a slower extra cautious mode
in complex unmapped intersections. As they rely primarily on pre-programmed route
data, they do not obey temporary traffic lights. This is due to challenges in differen-
tiating those traffic lights from other lights around a road. Additionally, interpreting
instructions from a traffic police is also a major challenge. The limitations are mainly
because the prototypes are designed such that they can perform programmed tasks un-
der a certain level of constrained or predetermined environment [10]. To widen the
boundary of constrained environments, additional hardware are often required to detect
those unstructured environments and complex algorithms are deployed to interpret and
response to situations. The widening the boundary can significantly increase cost as
well as complexity.
Those limitations mentioned above are due to the fact that the machine perception
has not reached up to the level of the human perception by far. For example, in 2012,
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Google’s X lab built a neural network of 16,000 computer processors with one billion
connections and let it browse YouTube. The simulation involved 10 million randomly se-
lected YouTube video thumbnails over the course of three days. The system achieved 81.7
percent accuracy in detecting human faces, 76.7 percent accuracy when identifying hu-
man body parts and 74.8 percent accuracy when identifying cats [11]. Even though this
experiment involved millions of random samples, sixteen thousands processors, and one
billion connections and represented a major achievement in unsupervised machine learn-
ing, a young child can achieve higher accuracy than the simulation’s results. This shows
that perceptional tasks such as situation awareness can be performed much cheaper and
better by a human than by a machine currently. The situation awareness is vital for
autonomous vehicles because it should interpret the behaviors of other road users and
must cooperate with them appropriately. Interpreting instructions from traffic polices,
giving road to emergency vehicles, and adapting at temporary-road-work locations are
a few examples in which the situation awareness is key in achieving cooperative driv-
ing. Due to the lack of the situation awareness technology, automobile manufactures
are currently focus on integrating different autonomous driving technologies into their
vehicles in the form of driver assisting systems with which drivers are still inside the
vehicle and can supervise these systems. However, the redistribution approach, in which
the autonomous vehicles to drive by themselves back to designated locations based on
sensory feedbacks without any human supervisions, is still not appropriate.
Another option which can utilize human perception to counter the redistribution
challenge is remote driving, whereby an operator located at a central hub can redis-
tribute the vehicles remotely via a mobile data network or a wireless network. This
can be achieved by streaming limited sensory feedback, mainly from video cameras,
from the vehicles to the central hub and by providing maneuvering commands from
the central hub to the vehicles. In this way, a remote driver can attend to one vehicle
immediately after another without wasting traveling time between pick-up points and
thus, this approach is sound in terms of human resource utilization compared to the
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manual options. As that approach does not require high cost hardware such as LIDAR
or RADAR, its deployment cost can be significantly lower than that of autonomous
vehicles. Still, that is not the most economic option as certain routine tasks such as
driving on structured roads and maneuvering vehicles on structured environments can
be done more economically by performing autonomously.
The economically suitable option can be provided by leveraging both the remote
driving and the autonomous driving. This is because certain types of tasks, such as
perceiving situations and making non-routine decisions, can be performed better and
cheaper by a human than programs as performing those types of tasks by programs
often require complex algorithms and high-cost hardware. On the other hand, carrying
out routine driving tasks such as lane following and parking by a remote driver is not
an economically feasible option as well. Those types of routine tasks should be left for
programs to perform more economically and the execution of those routine tasks by
programs is termed as Semi-Autonomous Driving. In this way, operation costs can be
further reduced. Therefore, a synergistic integration between the remote driving and
the semi-autonomous driving is crucial for implementing an economically-viable LMT
system and that integrated solution is termed as Multi-Hierarchy Last Mile Solution.
The work in [12] has provided a modeling of an autonomous LMT vehicle ensuring its
economical feasibility by taking a minimalistic approach and exploiting prior knowledge
of the environment and the availability of the existing infrastructure. However, leverage
of the human perception is still required for addressing issues related to the situation
awareness. The work in [8, 13] has comprehensively covered a teleoperated road vehicles
through a mobile data network. It is important that the user interface of a teleoperated
vehicle driving system (TVDS) is relatively similar to that of manual driving, with
minimum blind-spots. In the system proposed by Gnatzig et al. [8] and Chucholowski
et al. [13], the user interface of TVDS is relatively similar to that of manual driving.
However, in this setup, the driver’s view of the side mirrors is limited and thus unable to
fully cover the blind spots, leading to potential safety risks. According to our literature
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survey, there has been no prior work done on eliminating blind spots by using side vision
for TVDS. Moreover, no prior work has been shared in literature on the implementation
of TVDS for the purpose of last mile transportation by utilizing Institute of Electrical
and Electronics Engineers(IEEE) 802.11 networks, which are often readily available
in campuses and private estates. Additionally, there has been no work done in the
integration of these two drivings to leverage the strength of human perception and
machine performance thereby providing an economically feasible LMT. In addition to
not having the preliminary study, a video streaming mechanism and an auto lane keeping
system, which are required for realizing an initial framework and implementation, have
not been explored.
To address these gaps, this thesis introduces the modeling ofMulti-Hierarchy Last
Mile Solution. In this solution, the IEEE 802.11 network is utilized to implement a
remote driving system. The system mainly utilizes mature technology to solve major
challenges of TVDS. The system also adopts a novel approach that can potentially
eliminate the blind-spots in TVDS while maintaining its user interface relatively similar
to that of manual driving. Alternative ways to enlarge the wireless network coverage
to widen the operational area of TVDS are presented as well. Additionally, to enhance
the performance of the proposed system, a few innovative solutions are provided. One
of them is improving the quality of video streaming by smoothening the bit rate of
the video streams and providing adaptability, based on available network bandwidth,
to achieve a real-time performance. Even with the network bandwidth adaptability,
intermittent long latency and low bandwidth in the wireless network still can occur and
post challenges in keeping the vehicle at the center of the lane during remote driving.
To overcome this issue, an auto lane centering module with low computational cost
is designed and implemented into the solution to assist the remote driver. Another
challenge in realizing the initial implementation of the solution is that the electric vehicle
(EV), used for experiments, already contained motor drivers with built-in controllers
and the types of modification that can be done to their control system models were
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limited. However, the existing control models of these controllers were not suitable for
the required performance and thus, retrofitting alternative controllers was required. In
order to overcome a physical retrofitting, an alternative approach, which can provide
the required control system modification without having any physical retrofitting, is
proposed and integrated into the solution. After realizing the essential technologies
for a remote driving, they are integrated together with a semi-autonomous system to
provide an integrated solution which leverages the strength of both driving systems. In
this way, the Multi-Hierarchy Last Mile Solution can be realized and the experimental
verification of the realized solution is crucial to validate the benefits of the proposed
solution.
1.4 Overview of Multi-Hierarchy Last Mile Solution
To realize the Multi-Hierarchy Last Mile Solution, a synergistic integration between
the remote driving and the semi-autonomous driving is vital. Being a part of Industrial
Ph.D Program (IPP), this project involves research, development, and implementation of
various functions and modules of the remote driving and the semi-autonomous driving.
The major focus of this candidate is on remote driving and the integration of both
drivings while a colleague, Mr. Du Xinxin, is focused on autonomous driving functions.
The project consists of 9 major modules: 1) Remote Driving Framework 2) Real-Time
Bit-Rate Adaptation in M-JPEG Streams 3) Lane Centering using Mono Wide-Angle
Camera 4) Proportional-Integral-Derivative (PID) Set-Point Manipulation Algorithm
5) GPS & Localization 6) Brake-By-Wire 7) Auto Parking 8) Lane Detection and Path
Following and 9) Prognostics Algorithm. The overall flowchart of the project is shown
in Fig. 1.1 where plus circles are to indicate the integration of relevant modules.
Among them, Auto Reverse Parking, Lane Detection and Path Following and Prog-
nostics Algorithm are parts of semi-autonomous driving which main contributions are

















































Donkers, an exchange student from Eindhoven University of Technology whereas the
work of the Brake-By-Wire is carried out by Mr. Cai Kunyao Derek, a FYP student
from National University of Singapore (NUS). This thesis will only provide their brief
introduction and overview.
1.4.1 Remote Driving Framework
Although a good solution to the vehicle redistribution problem, a few challenges
have to be addressed for a proper implementation of the remote driving. Among them,
latency is unavoidable during wireless transmission and thus, minimizing the latency is
a crucial challenge to overcome. Another challenge is the reliability of transmitted data
which depends on the timeliness and the integrity of the data. Additionally, safety is
the most important aspect of the system and making the remote driving safe requires
not only low latency transmission and monitoring for data errors but also additional
measures. Moreover, the ability to see the surroundings with minimum blind spots is
crucial for a safe remote driving. The framework is aimed to properly address all the
challenges mentioned above in order to design a realistic remote driving system. This
framework also acts as a foundation on which other modules of the Multi-Hierarchy Last
Mile Solution are integrated together.
1.4.2 Real-Time Bit-Rate Adaptation in M-JPEG Streams
To fulfill diverse application requirements for multimedia compression, different video
compression standards have been introduced over the years. Among them, M-JPEG is a
video compression format in which each video frame or interlaced field of a digital video
sequence is compressed separately as a JPEG image. Originally developed for multi-
media PC applications, M-JPEG is now widely used in video-capture devices such as
digital cameras, IP cameras, and webcams; and also in non-linear video editing systems
[14].
M-JPEG is perhaps the simplest existing video coder; it simply codes each frame in
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JPEG format and transmits the coded frames sequentially while many other more recent
codecs such as MPEG and H.264 use the concept of Group of Pictures (GOP), providing
better compression rate as well as smoother transitions between frames [14]. However,
due to GOP, these codecs require at least 3 frames to implement the required motion
coding, resulting in long latency, which may be undesirable in certain applications.
Also, these codecs do not offer much performance margin in videos with lots of objects
or scene movements such as traffic videos since they do not provide much data saving due
to greater frame-to-frame differences. Also, as the frame-to-frame error is propagated, a
single dropped frame can disturb the decoding of subsequent frames. These factors imply
the more recent video codecs are not suitable for videos that are taken in emergency
or adhoc scenes such as battle fields and post-disaster areas, and also for videos that
are transmitted though lossy medium. On the other hand, M-JPEG has the ability
to start decoding at any particular frame and localize the transmission errors by using
frame-by-frame processing [15] [16]. Due to this advantage, M-JPEG is widely adopted
in video-capture devices and wireless IP cameras.
Apart from the video-capture devices, due to its low coding/decoding latency, M-
JPEG is also incorporated into a growing number of industrial multimedia information
processing applications such as object tracking [17], automated inspection [18], machine
vision [19], and vehicle guidance system [20, 21, 22]. These industrial media applications
can be classified into two broad categories [23]; supervised multimedia control subsys-
tems [24] and multimedia embedded systems (MES). In the first category, the emphasis
is fundamentally on the media processing quality, while the real-time constraints are
generally soft. However, the applications in the latter category are more demanding in
terms of real-time requirements in addition to the media processing quality. Typically,
these applications are complex and heterogeneous, encompassing several real-time ac-
tivities in addition to the media processing ones. Thus, the interference infiltrating into
by the multimedia handling components must be limited and predictable [25].
Many MES applications are distributed and they rely on real-time network protocols
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to provide real-time communication services. However, multimedia traffic such as video
streaming generally use a variable bit rate (VBR) traffic source which leads to conflicts
with the operational framework of conventional real-time protocols, which usually offer
constant bit rate (CBR) channels to the applications (e.g., ATM, PROFINET-IRT,
Interbus, ControlNet or flexible time-triggered networks (FTT) [26, 27, 28, 29]). Fitting
a VBR source to a CBR channel may lead to either waste of bandwidth or rejection of
frames [25]. Thus, regulating the size of individual frame is vital in fitting the M-JPEG
stream into CBR channel of real-time protocols.
Furthermore, achieving CBR stream is crucial not only for these real-time applica-
tions but also many other applications such as video servers and medical collaboration
systems. This is because the speed bursts dynamically demands different QoS grades
from servers and networks during a session and it may create undesired interferences
to the resource availability on heterogeneous terminals and networks. As there is a
great need for reducing speed burst of M-JPEG streams or regulating bit rate of M-
JPEG stream, a number of solutions have been proposed recently. However, there is
no common standard for M-JPEG streaming for controlling the bit rate in particular.
Therefore, a novel approach, which can regulate the bit-rate as well as individual frame
size of M-JPEG video stream in real-time, is proposed in the thesis. The approach will
be integrated together with the remote driving framework to smoothen the bit rate of
the video streams and to provide adaptability according to available wireless bandwidth
in the integrated remote driving system.
1.4.3 Lane Centering using Mono-Wide Camera
In remote driving, the driver from remote station (RS) maneuvers a vehicle by using
videos and sensory inputs and giving commands to the vehicles wirelessly. Even with
the adaptive streaming, an intermittent long latency can occur in a wireless network,
posting a certain level of challenges in keeping the vehicle at the centre of the lane
during high network interference. To overcome the issue, an auto lane centering module
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is studied and integrated into the remote driving system to assist the remote driver in
keeping the vehicle at the lane center with a relatively low computation cost.
In the lane detection field, there are several useful technologies which can provide
good performance in terms of application requirements. Multiple-hyperbola-road model
[30], open uniform B-spline curve model [31], and a K-means cluster algorithm [32] are
some of these technologies. They are often used together with tracking technologies
such as Kalman filter and particle filter as well as optimizing algorithm such as genetic
algorithms. Due to these efforts, some of the recent works [33, 34, 35] have shown good
performance in many challenging road conditions.
However, these algorithms generally demand high computation cost due to the use
of particle filters or genetic algorithms as well as the derivation of the whole lane’s
structure. They often required high performance cameras or stereo cameras. For the
steering algorithms, the use of the lane’s structure information leads to complexity as
well as higher computation cost. Moreover, even though lane detection and lane keeping
algorithms are generally proposed independently in literature, the processing of these
lane algorithms in an actual system takes a certain amount of time thereby, introduc-
ing significant latency in the steering action and causing substantial deterioration in
performance and stability.
In this thesis, a lane-keeping system in which a lane detection system is integrated
together with an automatic steering control system is proposed. The lane detection
system utilizes a mono wide-angle camera as an input and is able to estimate the position
of a lane center referenced to the camera position instead of the whole lane, thereby
minimizing unnecessary computational cost. After that, the vehicle’s travel distance and
direction changes during the processing are computed and with that data, the estimated
lane position is offsetted to have a better estimation of current lane’s position. By using
the new estimated position, the steering algorithm can compute the required steering
angle for maintaining the vehicle at the center of the lane through four simple equations.
In this way, the complexity and the computation cost are kept as low as possible while
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providing satisfactory road keeping performance and assisting driver in keeping EV at
the lane’s center during remote driving.
1.4.4 PID Set-Point Manipulation Algorithm
The EV, used in the project, has already contained built-in Proportional-Integral-
Derivative (PID) controllers. The PID is generally a popular form of control for appli-
cations with modest control specifications and they can be found in a wide and diverse
range of applications such as but not limited to process control, automotive, flight con-
trol and factory automation. PID controllers can be combined with logic, sequential
machines, selectors, and function blocks to build complicated automation systems such
as those used for energy production, transportation, and manufacturing. On top of
that, many sophisticated control strategies, such as model predictive control, are also
organized hierarchically based on PID control. The main reason for its success is that
it has a simple structure which is easy to be understood by the engineers and under
practical conditions, it has been performing more reliably compared to other advanced
and complex controllers. It has remained true that PID controllers are by far the most
dominating form of controllers in use today comprising more than 90% of industrial
controllers.
Driven by its popularity, PID control has been a de-facto industrial standard and
automation equipment and instruments are often provided together with built-in PID
control in proprietary and closed architectural forms so that the users and customers do
not have to deal with them separately. These built-in solutions will typically restrict the
users to input fixed control gains and the reference signal. Unfortunately, such a bundled
solution poses serious constraints when there arises needs to incorporate modifications
and adaptation in the controller in situations when simply tuning the control gains
in the closed system cannot achieve the performance needed. Two examples of such
scenarios arising would be the need to bundle a suitable anti-windup mechanism for the
integral control action and the flexibility to adapt control gains on the fly when faced
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with nonlinear or time varying processes. These scenarios are cumbersome to handle in a
closed-architectural proprietary setup without tearing apart the overall system to retrofit
an alternate controller and separate instrument to allow such flexibilities, incurring cost,
time and a possible void of warranty on the equipment since that will be counter acting
the intention of the manufacturer.
Integral windup commonly occurs due to control input limitation and saturation non-
linearity of the physical systems. When windup steps in, the performance of the closed-
loop system significantly deteriorates yielding a larger overshoot, slower settling time
and lower stability [36][37][38][39]. Thus, anti-integral-windup mechanisms (AIWM)
are necessary to counter this phenomenon. Built-in PID controllers may or may not
have an AIWM provided. When the built-in control is not equipped with an AIWM,
anti-windup can be mediated with a low integral control gain. Even if it is equipped
with AIWM, there are different types of AIWMs and each strives in a specific situation.
Thus, the AIWM provided may not be suitable for the actual application and changes
to the AIWM configuration parameters have to be done continuously to retain it, or an
alternate one has to be employed. These are not easily done with a closed framework.
Control gains need to be adapted to changes in dynamics of the plant to achieve
acceptable performance, and such changes are inevitable with a time varying or nonlinear
plant. This is often done through a gain scheduling table for cases when the changes are
predictable and via a general adaptive control when the changes are not as structured
[40] [41]. Either case will warrant changes to the control gains synchronously with the
dynamics changes in the plant. These are difficult to achieve too in a closed-setup in
which typically only fixed gains can be assigned.
In this thesis, an approach towards achieving control adaptation, which cannot be
achieved easily with a closed-architectural system, such as incorporating an appropriate
AIWM and enabling adaptive control, is proposed. The approach leverages on a set-
point manipulation mechanism which allows the additional modifications to be done
outside of the main closed-loop without affecting the closed-system. That approach
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is beneficial to the EV, used in the project, as it has already contained built-in PID
controllers with types of modification, which can be done to their control models, being
limited. However, the control models of some contained controllers are not suitable for
some scenarios and thus, retrofitting alternative controllers is required. The retrofitting
generally incurs cost, time, and a possible void of warranty on the equipment. Therefore,
this approach is utilized in the remote driving framework providing required control
performance of the Drive and Steer controllers during the remote driving and the auto
lane keeping.
1.4.5 GPS & Localization
The module provides the EV’s location information for the remote driving and the
semi-autonomous driving. It includes implementation of a GPS module, inclusion of
the motion data from EV’s motor encoders, a location display on map segments, and a
navigation algorithm. In this module, an USB GPS Receiver (BU-353S4) is used to find
out the EV’s GPS location. The accuracy of the GPS receiver is enhanced by fusing with
the motion data from EV’s motors’ encoders. The enhanced location data is plotted
on a map so that it can be presented to the remote driver. The navigation algorithm
integrated can find out the shortest road between two points.
1.4.6 Brake-By-Wire
The brake of the EV can only be activated by physically pressing the pedal but the
project requires brake to be activated programmatically. Therefore, a new brake-by-
wire system is integrated to the EV allowing its brake to be activated programmatically
without disturbing the manual brake functionality. The module is implemented as an
independent one monitoring the main Central Processing Unit (CPU) of EV and the PXI
(Peripheral-Component-Interconnect(PCI) extensions for Instrumentation) controller,
so that it can act as a watchdog. Whenever the module detects any abnormality in the
system, the module can stop the EV by activating the brake independently.
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1.4.7 Auto Reverse Parking
The module is focus on implementation of a low-cost vision-based approach to fully
self-reverse parking. It consists of four key sub-modules: a novel path planning module
ensures that a feasible path is available under any initial poses, which frees human
intervention completely; a modified sliding mode controller (SMC) on the steering wheel
is designed for path following; image processing with Kalman state prediction provides
consistent and real-time estimation on the vehicle pose; and a robust overall control
scheme ensures that the vehicle can park along the slot center line accurately without
intrusion into adjacent slots. Experiment results based on 216 on-field tests under
different illumination conditions showed that the proposed system was able to park the
vehicle accurately and consistently in all cases with a 4.71cm root-mean-square (RMS)
offset distance from center line and 1.24 degree RMS orientation deviation. With its
easy setup and excellent performance, this module can be implemented onto existing
vehicles practically and robustly with minimal additional cost.
1.4.8 Lane Detection and Path Following
The module consists of two systems, a vision measurement system and a vehicle
control system. The vision system makes use of stereo cameras to reconstruct 3D road
and works out the vehicle pose with respect to the road, which serves as a measurement
feedback to the control system. A particle filter has been implemented to improve the
measurement consistency and accuracy [42]. The vehicle control system is based on a
nonlinear model predictive control (MPC) scheme which controls the vehicle velocity
and steering at the same time. The MPC scheme also takes human drivers’ safety and
conform into consideration [43]. Results based on 200 on-field tests have shown that
the proposed system is able to control the EV to follow the road accurately, the average
offset distance from road center is only 18.4 cm and orientation misalignment with
respect to road tangent is only 2.5 degree. At the same time, the vehicle acceleration is
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well controlled and followed ISO standards.
1.4.9 Prognostics Algorithm
The prognostics algorithm is used to predict the time or the situation at which a
module or a component of semi-autonomous driving can no longer perform its intended
function. When such scenario arises, driving control should be switched from the semi-
autonomous driving to the remote driving automatically as well as systematically as soon
as possible. For example, the algorithm alerts to the remote driver just before reaching
to a predetermined location of unstructured environments such that the control of the
vehicle can be smoothly transferred to the remote driver from the autonomous driving
mode.
1.4.10 Integration
To leverage the strength of both the remote driving and the autonomous driving,
these two systems should work together in synergy. However, the nature of the remote
driving and that of the autonomous driving are different because during the remote
driving, the remote driver is controlling the EV whereas, the EV is controlled solely by
algorithms during the semi-autonomous driving. Additionally, the remote driving system
is developed on the LabVIEW platform while the autonomous driving system is on C#
and MatLAB platform. To create a proper hybrid system, an appropriate mechanism
is required to setup in order to integrate these two systems together. Additionally, the
mechanism should be able to work with these different software platforms for achieving
seamless switching between the remote driving and the semi-autonomous driving.
1.5 Electric Vehicle
In this section, the EV used for the project is described in detail. It is a single-seater
EV manufactured by Toyota Tsusho and is shown in Fig. 1.2. Its overall dimensions
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Figure 1.2: Single-seater EV.
Figure 1.3: Dimension of EV.
are shown in Fig. 1.3.
A basic research platform is integrated to the EV. The platform consists of two
modes: an EV mode and a remote control (RC) mode. In the EV mode, the drive
motors actuate in response to the accelerator pedal and the direction of the front wheels
changes according to the steering wheel. In the RC mode, the rotation of the drive
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Figure 1.4: Schematics of drive-by-wire system.
motors and the direction of the front wheels are controlled by the commands through
Controller Area Network (CAN) bus [44].
There are three main controllers in the EV: a drive controller, a steer controller and
a Main CPU. These controllers carry out their tasks independently and the platform can
be subdivided into three independent systems: Drive-by-wire system (DBWS), Steer-
by-wire system (SBWS) and Main CPU.
1.5.1 Drive-By-Wire System
The rear wheels consist of in-wheel motors and their speeds are controlled by the
drive controller. Acceleration pedal and four wheel encoders are connected to the drive
controller. In the EV mode, the drive controller reads the acceleration pedal input and
controls the speed of the motors through the inverter. The schematic of the DBWS is
shown in Fig. 1.4.
In the RC mode, the controller uses commands from the CAN bus. There are
two drive-control modes within the RC mode: a speed-control mode and a torque-
control mode. In the speed-control mode, the speeds of the left and right wheels are
independently controlled by embedded PIDs. The torque of the motor is used as the
control variable of the PID. The sampling period is 10 ms and gains of the PIDs can be
changed by CAN commands. The speed can be set from 60 km/hr to -30 km/hr. The
PID diagram is shown in Fig. 1.5. In the torque-control mode, the torque of each rear
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Figure 1.5: Block diagram of drive motor’s PID.
motor can be directly controlled.
1.5.2 Steer-By-Wire System
In the EV mode, the steering wheel is mechanically decoupled, but it is electrically
coupled to the direction of the front wheels by the steering controller. A reaction motor
attached to the steering wheel is used to provide a feedback force to the driver. In this
way, the driver can steer the EV in a manner that is comparable to mechanically coupled
steering. In the RC mode, the steering wheel and the direction of the front wheels are
decoupled and both can be controlled independently through CAN commands.
1.5.3 Main CPU
The Main CPU is made of AMD Geode R©LX800 Processor 500 MHz and is running
Linux operation system. CAN0 is used to connect the CAN bus of the SBWS and the
DBWS. A WiFi adapter is connected to the Main CPU via a USB port. The main
CPU can be connected from other external systems via the Transport Control Protocol
(TCP)/ Internet Protocol (IP) protocol through its Ethernet port. The block diagram
of the main CPU is shown in Fig. 1.6.
In the EV mode, the Main CPU cannot control the SBWS and the DBWS but it
can retrieve status information of them such as modes and angular positions. In the RC
mode, the Main CPU communicates with the SBWS and the DBWS through the CAN
bus. Mid-Level App and RoboCar MEV Library of the Main CPU are responsible for
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Figure 1.6: Block diagram of main CPU.
Figure 1.7: Schematics of overall system design.
translating commands from Ethernet into CAN bus and publishing status information
of the DBWS and the SBWS over the Ethernet as shown in Fig. 1.7.
1.6 Statement of Contributions
This thesis focuses on the remote driving part of the Multi-hierarchy solutions, involv-
ing Remote Driving Framework, Real-Time Bit-Rate Adaptation in M-JPEG Streams,
Lane Centering using Mono-Wide Camera, and PID Set-Point Manipulation Algorithm.
Integration between the Remote Driving and the Semi-Autonomous Driving is also pre-
sented. In this section, the contributions of this thesis are briefly summarized.
In Chapter 2, development and modeling of a remote driving framework is presented.
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The main contribution of this part of work is in designing the framework from ground
up addressing major challenges for remote driving systems. Among those challenges,
latency is unavoidable during wireless transmission and thus, minimizing the latency is
a crucial one to overcome. Another one is the reliability of the transmitted data which
depends on the timeliness and the integrity of the data. Additionally, safety is the most
important aspect of the system and making the remote driving safe requires not only
low latency transmission and monitoring for data errors but also additional measures.
Moreover, the ability to see the surroundings with minimum blind spots are crucial for a
safe remote driving. Therefore, the framework provides innovative approaches which can
minimize the wireless transmission latency, enhance reliability of the transmitted data,
improve safety, and eliminate blind spots. Additionally, it also acts as a foundation
on which others modules of the multi-hierarchy last mile solution can be integrated
together.
In Chapter 3, a novel approach, which can regulate the bit-rate and the individual
frame size of M-JPEG video streams in real-time, is proposed. The M-JPEG is a video
compression format in which each video frame or interlaced field of a digital video
sequence is compressed separately as a JPEG image. As the M-JPEG has the ability
to start decoding at any particular frame and localize transmission errors by using
frame-by-frame processing, it is now widely used in video-capture devices such as digital
cameras, IP cameras, and webcams, and also in non-linear video editing system. [14].
Due to its simplicity and the localization of transmission errors, this project is adopted
the compression standard as well. However, the bit rate of M-JPEG is highly dynamic
creating undesired interference to the wireless bandwidth of the remote driving system.
To overcome that, the novel approach is designed and implemented to regulate the
bit-rate and the individual frame size of M-JPEG video stream in real-time.
In Chapter 4, an auto lane keeping system, which is to enhance the lane keeping
performance of drivers, is presented. Today several lane detection technologies, which
provide good performance, can be found in literature. These algorithms generally fo-
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cus on improving performance with the cost of high computation and high performance
cameras and hardware. Moreover, although lane detection and steering algorithms are
generally proposed independently in literature, the processing of the lane detection al-
gorithms in an actual system takes a certain amount of time thereby, introducing sig-
nificant latency in steering actions and causing substantial deterioration in lane keeping
performance and system stability. The main contribution in this part of work is a novel
approach which integrates a lane detection system together with an automatic steering
control system to automatically steer the vehicle towards the lane center. The approach
is designed such that the computation cost of algorithms is minimized while eliminating
the influence from the processing latency. The lane detection system utilizes a mono
camera as an input and is able to estimate the position of a lane center referenced to the
camera position instead of the whole lane, minimizing unnecessary computational cost.
After that, the vehicle’s travel distance and orientation changes during the processing
are computed and the estimated lane position is offset accordingly. By using the new
estimated position, the steering algorithm can compute the required steering angle for
maintaining the vehicle at the center of the lane through four simple equations. In this
way, the complexity and the computation cost are kept as low as possible while provid-
ing a satisfactory road keeping performance. This contribution is applicable not only
for the remote driving system but also for other driving assistance systems.
In Chapter 5, an approach, towards achieving control adaptations in closed-architectural
systems such as motor drivers with built-in PID control, is presented. These closed-
architectural systems typically allow the users to provide limited number of inputs such
as control gains and set-point signals. Unfortunately, such a system poses serious con-
straints when there arises needs to incorporate modifications and adaptations in the
controller in situations when simply tuning the control gains cannot achieve the required
performance. To achieve the required performance, the overall system often requires to
be dismantled to retrofit an alternate controller incurring cost, time, and a possible void
of warranty on the equipment. The main contribution in this part is the approach which
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leverages a set-point manipulation mechanism allowing the additional modifications to
be done outside of the main closed-loop. It also permits the virtual modification of
the control models of the closed-systems achieving the required performance without
altering them physically. This approach is deployed to virtually integrate a new control
model inside some existing EV’s controllers such that their control performances are
enhanced without replacing them physically. Additionally, this contribution is also ap-
plicable for other types of control applications including higher order controllers, signal
processing filters, and chemical processing plants.
In Chapter 6, the integration between the remote driving and semi-autonomous driv-
ing is presented. The integration involved coordination among program modules which
are developed with different programming platforms. The contribution on this part is
mainly on the design and the development of the integrated system. When experiments
in which there is a mix of structured and unstructured roads were carried out, the inte-
grated system facilitated seamless switching between the two modes of driving such that
the EV still can perform its distribution functions in the both situations. These experi-
ments also verified that the leverage on human perception and algorithms was beneficial
in enhancing performance, less reliance on structured environments in which the au-
tonomous solution can be deployed, and making the LMT solution more economical as
well.
1.7 Thesis Outline
The thesis is organized as follows.
In Chapter 2, a remote driving framework which addresses major challenges in remote
driving systems such as the transmission latency, the reliability of transmitted data, and
the safety of remote driving systems is proposed. [45]
In Chapter 3, a novel approach which can regulate the bit-rate and the individual
frame size of M-JPEG video stream in real-time is presented. [46]
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In Chapter 4, a lane-keeping system in which a novel lane detection system is inte-
grated together with a simple automatic steering control is implemented and is verified
through experiments. [47]
In Chapter 5, an approach towards achieving virtual modification of control models
on a closed-architectural system without physical alterations is proposed and is success-
fully deployed to improve the performance of some EV’s drive controllers. [48]
In Chapter 6, the integration between the remote driving system and the semi-
autonomous driving system is presented together with experiments’ results.
In Chapter 7, the works of this thesis are summarized and recommendations are






As mentioned in the previous chapter, different solutions to the last mile problem
have been proposed over time. One of them is a shared fleet of manual-driven vehicles
which can potentially provide cost-effective and sustainable door-to-door transportation
[6]. However, the travel pattern of commuters, especially during morning and evening
peak hours, and the large number of possible final destinations can eventually lead
to an uneven distribution of the shared vehicles. To address this issue, redistribution
of these shared vehicles is required over time. Manual redistribution, however, is not
an economically sound option due to the large amount of human resources required.
Incentivizing schemes[7] that motivate users to drop-off the vehicles to high-demand
places can be beneficial not only for them, but also for the operation of the vehicle
sharing system. Proper implementation of such a system can significantly reduce the
costs of employing drivers to manually relocate the vehicles. However, users may reject
such incentives as increase in the journey distance may be inconvenient and thus, certain
28
Chapter 2. Framework for Remote Driving System
amount of manual redistribution is still required.
One option to counter the redistribution challenge is remote driving, whereby an
operator located at a central hub can redistribute the vehicles remotely via a mobile
data network or a wireless network. This can be achieved by streaming limited sensory
feedback, mainly from video cameras, from the vehicles to the central hub and by pro-
viding maneuvering commands from the central hub to the vehicles. This innovative
remote driving solution is sound in terms of human resource utilization compared to the
manual options. Furthermore, it does not require the complex and high-cost hardware
as in the case of fully autonomous options. In [8, 13], the work on teleoperated road
vehicles through a mobile data network is being covered comprehensively.
It is important that the user interface of a TVDS is relatively similar to that of
manual driving, with minimum blind-spots. In the system proposed by Gnatzig et al.
[8] and Chucholowski et al. [13], the user interface of TVDS is relatively similar to that
of manual driving. However, in this setup, the driver’s view of the side mirrors is limited
and thus unable to fully cover the blind spots, leading to potential safety hazards.
According to the literature survey, there has been no prior work done on eliminating
blind spots by using side visions for TVDS. Moreover, no prior work has been shared in
literature on the implementation of TVDS for the purpose of last mile transportation
by utilizing IEEE 802.11 networks, which are often readily available in campuses and
private estates. Addressing these gaps, this chapter introduces a novel solution for
the last mile transportation dilemma by utilizing the IEEE 802.11 networks. In this
setup, an easily implementable solution which mainly utilizes mature technology to
solve major challenges of TVDS is proposed. The proposed system also adopts a novel
approach which can potentially eliminate the blind-spots in TVDS while maintaining
its user interface relatively similar to that of manual driving. In this system, alternative
ways to enlarge the wireless network coverage to widen the operational area of TVDS
are provided as well.
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2.2 Main Challenges
Although a good solution to the vehicle redistribution problem, a few challenges have
to be addressed for proper implementation of remote driving. Among them, transmission
latency is an important factor. Long latency is undesirable as it impairs the whole
driving experience and prolongs the driver’s reaction time. However, during wireless
transmission, latency is unavoidable and it can be as low as fraction of a millisecond (ms)
and as high as a few seconds (sec), depending on factors such as the network condition,
data volume, and transmission protocol. Therefore, in order to achieve shorter latency,
these factors need to be controlled by selecting a proper transmission protocol, a suitable
compression algorithm, and utilizing an appropriate wireless transmission standard.
Another challenge is the reliability of the transmitted data which depends on the
timeliness and the integrity of the data. Timeliness of transmitted data is important
in making critical decisions as delayed data should not be used in decision making. In
order to detect delayed data, transmitted data should be embedded with its transmission
time and a common system time should be used to determine the transmission latency.
Thus, having a common system time between the EV and the RS is crucial in estimating
the transmission latency and, to achieve that, a synchronization mechanism is to be
designed. On the other hand, while being transmitted over a wireless network, data are
prone to errors which may lead to wrong judgment made by the remote driver. In order
to avoid that, an error checking mechanism must be put in place at the application layer.
Safety is the most important aspect of the system and making the remote driving
safe requires not only low latency transmission and monitoring for data errors but also
additional measures. Among them, one important factor is to ensure that multiple
components are working together seamlessly. Failure in any of these components can
lead to undesirable outcomes or accidents. To avoid this, the system should be designed
in such that it has the ability to detect such failure and to respond appropriately.
Moreover, for protecting the system from unauthorized interventions, wireless security
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is also important.
Remote driving is not practical unless the driver is able to see the surroundings
with minimum blind spots which are crucial for safe driving. This requires the use
of multiple video cameras which in turn lead to higher data usage and thus, selecting
optimal positions for each camera to ensure comprehensive coverage is important. All the
challenges mentioned above should be properly addressed in order to design a realistic
remote driving system.
2.3 System Design Considerations
Four key aspects for a smooth and reliable remote driving in the last miles are
considered; transmission latency, reliability of transmitted data, safety and security,
and minimizing the number of blind spots. This section elaborates how each of these
factors plays a crucial role as well as how different mechanisms are implemented in order
to fulfill that.
2.3.1 Transmission Latency
To achieve a smooth remote driving with an acceptable reaction time from the driver,
transmission latency should be minimized as much as possible. For example, one sec-
ond increase in response delay for a vehicle traveling at 20 km/hr can translate into
5.556 meters of additional travel in an emergency. Transmission protocol, compression
algorithm and wireless standard are three main factors contributing to the transmission
latency and thus, appropriate selection of these factors is important in order to minimize
the latency.
Transmission Protocol
Transmission control protocol (TCP) and User Datagram Protocol (UDP) are the
two well-known protocols used in the Transport Layer of Open Systems Interconnection
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(OSI) Model [49]. TCP provides reliable, ordered, error-checked delivery of a stream
of octets between programs running on computers connected to a local area network,
intranet, or the public internet. The main disadvantage of TCP is that a significant
amount of bandwidth is consumed by overheads such as handshaking, acknowledgment
and retransmission [50]. Moreover, the most recent data could be on hold in the sender’s
buffer until the retransmission of previous data has been successful and thus, latency
can be as long as a few seconds while transmitting large data, such as video streams
[51].
On the other hand, UDP uses a simple transmission model with a minimum of
protocol mechanism [52]. Therefore, its overheads consume less bandwidth than that of
TCP and this in turn leads to higher bandwidth being utilized for payload, i.e., the actual
data being sent. Furthermore, UDP does not yield retransmission delay and thus, its
latency is significantly lower than that of TCP. UDP also employs a cyclic redundancy
check (CRC) [53] mechanism to verify the integrity of packets and therefore, it can
detect any error in the packet header or payload. Thus, at the receiving host, packets
are either perfect or completely lost and as a result, there is no guarantee of delivery,
ordering sequence or duplicate protection [54].
In remote driving, there is real-time streaming of large amount of data such as
video over the network. Minimal latency is a requirement in order to achieve real-time
streaming. It is a time-sensitive application and dropping data is preferred to waiting for
delayed data. Therefore, UDP, which can provide a higher bandwidth for transmission
of large amount of data with minimal latency as well as timely transmission of the most
recent data, is suitable. The main drawback of UDP is the lack of network congestion
control and this usually yields packet losses. An additional mechanism is required to
be implemented at the application layer in order to avoid sending more data than the
allowed bandwidth and thus lessening network congestion and massive packet losses.
Detailed studies on controllability and stability of networked control system can be
found in [55, 56, 57].
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Figure 2.1: Bi-directional parallel communication between EV and RS.
In this application, there is a bi-directional parallel communication in which video
and sensor information are sent from EV to RS while control commands are being sent
from RS to EV as shown in Fig. 2.1. This two-way communication can be utilized
as a continuous feedback in monitoring network congestion, packet dropping rates, and
bandwidth condition so that necessary adaptations such as selecting suitable video com-
pression factor can be carried out. This is discussed further in section 2.3.1.
Video Compression Algorithm
Motion Joint Photographic Experts Group (MJPEG) compression algorithm is used
for this remote driving application. MJPEG has advantages of clear individual images,
fast image stream recovery in the event of packet loss, low latency, less processing
overhead, and better live viewing [58]. However, it uses a high bandwidth and there is no
synchronization of sound. To reduce the bandwidth usage, frame rate of 15 frames per
second (FPS) is selected which is sufficient for the human sight to create the sensation
of visual continuity [59].
In this framework, video is streamed through the wireless network in which the avail-
able bandwidth can be highly dynamic, resulting in more data being transmitted than
the actual allowed capacity. This situation leads to network congestion and results in
some frames being dropped. To prevent this from happening, the compression parame-
ter, Q value, is systematically adapted so that the transmission rate is within the allowed
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capacity limit.
Frame drop rate (FDR) is calculated at the receiver (details in section 2.3.2) and
the measured value is fed back to the transmitting end. If the FDR is higher than the
predefined value (2 FPS), the Q value will be reduced by RQ and similarly, if it is lower,
the Q value will be increased by IQ. The minimum and maximum of adaptable Q value
is set at 15 and 35 respectively. The minimum value is chosen such that, for Q value less
than 15, the image quality is too low to make remote driving possible. Correspondingly,
Q values of 35 yields a reasonably good image quality and for values above that the
difference becomes unnoticeable for remote driving and this helps in significant reduction
in data size. As the relative quantity of compressed image is subjective and vary between
different persons and images’ views, the 15 and 35 values were determined during initial
experiment. The adaptation frequency is at 1 Hz and the maximum adaptation duration,
i.e. time taken for the Q value to reach from 15 to 35 and vice versa, can be calculated
as shown in (2.1) and (2.2) respectively. The value of 1 Hz is selected to be the same as









, where TUp is the maximum duration of upward adaptation and TDown is the maximum
duration of downward adaptation. The detailed adaptation process flowchart is shown
in Fig. 2.2. The effectiveness of the adaptive mechanism is experimented in section
2.5.2.
Wireless Standard
IEEE 802.11 is a set of media access control and physical layer specifications for
implementing wireless local area network (WLAN) computer communication in the 2.4,
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Figure 2.2: Adaptation process flowchart.
3.6, 5, and 60 GHz frequency bands. The base version of the standard was released
in 1997 and has had subsequent amendments such as a, b, g, n, ac and ad and their
specifications are mentioned in [60].
According to [60], maximum data rate per stream has been improved rapidly over the
years. Large scale data transmissions such as real-time video streaming are made possible
over WLANs during the last decade. 2.4 GHz and 5 GHz bands are the two commonly
used bands currently. Among these twos, 2.4 GHz suffers more interference than 5
GHz. This is because the majority of wireless networks currently are on 11g standard
which uses the 2.4 GHz frequency and it has fewer channel options with only three of
them non-overlapping, while 5 GHz has 23 non-overlapping channels. Furthermore, a
lot of devices such as microwaves, cordless phones and Bluetooth and Zigbee devices are
also on the 2.4 GHz frequencies. These devices add noise to the transmission medium
and thus the speed of the wireless networks is further decreased. Interference not only
reduces the speed of the wireless network but also increases the latency [61]. As the
application requires a stable wireless connection, 5 GHz band is much more suitable
than 2.4 GHz. Therefore, the 5 GHz band is selected as a wireless carrier for this
remote driving application.
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Figure 2.3: Time synchronization mechanism.
2.3.2 Reliability of Transmitted Data
Received data should be recent enough as well as accurate to make important driving
decisions. Time synchronization is needed to ensure that both EV and RS have the
same system time, so that the recency of the received data can be determined precisely.
Similarly, to ensure that the data is received accurately so that critical decisions can be
carried out safely, it should be checked for data integrity before using.
Time Synchronization
Transmitted data between RS and EV is to be monitored for its latency in order
to ensure that data is still valid to make vital decisions. However, RS and EV consist
of individual computer with independent system time which should be synchronized in
order to precisely calculate the latency.
In this application, a simplified synchronization method is implemented as shown in
Fig. 2.3. First, EV transmits a time request to RS via UDP. Upon receiving the request,
RS immediately replies with its time-stamp. Upon receiving the RS’s time-stamp, the
EV will calculate the round trip duration. Only when the round trip duration is smaller
than a threshold value, 10 ms in this application, the EV will update its system time
according to (2.3), where tEV and t
′
RS are the system time of EV and RS respectively
and δ is the round trip duration. In this way, maximum time difference between the
RS and EV systems can be reduced to less than 5 ms, which is safe enough for this
application.
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Although UDP is equipped with CRC to verify the integrity of packets, systematic
errors can still occur. Moreover, UDP does not provide important information such
as latency and the packets’ sequence number. Thus, an additional mechanism is im-
plemented at the application layer to provide this important information and thereby
improving the reliability of the received data. In this mechanism, data packets are
embedded with information such as Start-Of-Packet, Transmitted-Time, Data-Length,
Packet-No, and End-Of-Packet.
The Start-Of-Packet and the End-Of-Packet are to mark the start and the end of
the data packet to ensure that packets are received as a whole. Data-length provides
the information about the length of the data contained in the packet. This is used to
counter-check whether any part of the information is being missed during transmission.
Transmitted-Time is used in calculating the transmission latency. Data are encrypted
before transmitting and successful decryption at the receiver further confirms the reli-
ability of the received data. Furthermore, received numeric data are verified against a
predefined range of that data, for example, EV speed data must be between -10 and
+20. In the case that the integrity of any part of a packet is compromised, the whole
packet is discarded in order to safeguard the data reliability.
Packet-No is used to detect expired packets and discard them. It also provides
information about number of transmitted packets which can be used in calculating the
number of dropped packets β between two received packets, as shown in (2.4), where
C is the Packet-No of current received packet and P is the Packet-No of the previous
received packet. FDR between time instants, t1 and t2, can be calculated as shown in
(2.5).
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t2 − t1 . (2.5)
2.3.3 Safety and Security Enhancements
Safety is the foremost important factor in successful implementation of the remote
driving system. In addition to ensuring minimal latency and reliability of transmit-
ted data, other safety measures should be integrated into the system to monitor and
ensure that all components are running flawlessly. Wireless security is also crucial in
safeguarding the system from unauthorized usage.
Continuous System Monitoring and Error Handling
In this application, many tasks are running concurrently as threads and it is possible
that some threads may malfunction at times. In order to handle them appropriately
on time, it is important to closely and continuously monitor individual threads against
their standard behavior.
In this system, each process thread generates a heartbeat which is a periodic signal
to indicate a normal operation. These heartbeats of EV and RS are monitored by a
central watchdog thread of their corresponding systems. In the occasion that the central
watchdog does not receive any heartbeat from a process thread for a certain period of
time, it will assume that there is a malfunction in that thread. Additionally, both RS
and EV should be functioning at all time and both of them should monitor the condition
of each other. To do that, when all the respective heart beats are received by the central
watchdog thread of the EV, it generates a new random number which is the EV-alive
signal and sends it to the central watchdog thread at RS, and vice versa. In the instance
that the central watchdog does not receive an updated random value, or it receives the
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Figure 2.4: Block diagram of continuous monitoring system.
same value for a certain period of time, it will assume that there is a malfunction at
the other side of the system. Whenever such situations arise, a predefined emergency
protocol will be activated. The monitoring system mentioned above is demonstrated in
Fig. 2.4.
Implementing Wireless Security
Encryption is the most common way of implementing the wireless security. Among
the various encryption methods, Wired Equivalent Privacy (WEP), Wi-Fi Protected
Access (WPA) and Wi-Fi Protected Access II (WPA2) are the common ones used in
IEEE 802.11. WEP provides data encryption and integrity protection for the 802.11
standards. It can be cracked easily and thus deemed vulnerable to network attacks
[62, 63, 64]. That leads to official retirement of WEP in 2004 by Wi-Fi Alliance [65].
To address the security flaw of WEP, the Wi-Fi Alliance introduced a new protocol,
WPA, in 2003. The WPA uses stronger encryption technology called as Temporal Key
Integrity Protocol (TKIP) with the Message Integrity Check (MIC). The TKIP employs
a per-packet key system and MIC is used to determine if an attacker had captured or
altered packets passed between access points (AP). For the mutual authentication of
the clients, WPA uses either IEEE802.11X/Extensible Authentication Protocol (EAP)
or the Pre-Shared Key (PSK) [63]. In 2004, WPA2 was launched. It also supports
EAP or PSK technology [66] and includes the advanced encryption mechanism using
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the Counter-Mode/CBC-MAK Protocol called the Advanced Encryption Standard [67].
As of 2006, WPA has been officially superseded by WPA2. [68, 69]
Comparing these three common methods, WPA2 is the most secure protocol in
practical wireless applications as of today. For that reason, the remote driving system
is integrated with the WPA2 to prevent the system from unauthorized access.
Other Safety Measures
There are a number of other safety measures integrated in the application in order
to prevent undesired results. One of them is informing the driver of the current network
condition, EV’s watchdog condition and RS’s watchdog condition at the user interface
as shown in section 2.4.3. Whenever they are within safety region, they will be indicated
with green LEDs and whenever they are within cautioned region, they will be repre-
sented with yellow LEDs. Likewise, whenever they are in dangerous zones, they will be
indicated with red LEDs.
Another safety measure is that the maximum driving speed is automatically set based
on the round trip network latency which can greatly influence the driver’s reaction time
in the remote driving. During normal driving, reaction cycle time or the time required for
his response is equal to the total duration of the driver’s perception, judgment, reaction
and vehicle’s response. Thus, the driver should not drive faster than the distance that






where φ is the suitable speed of the vehicle, D is the distance that the driver can see
clearly and τ is the required response time which is equal to
τ = P + J +RD +RV (2.7)
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where P is perception time, J is the judgment time, RD is the driver’s response
time, and RV is the vehicle’s response time. The required response time, τ , is a location
dependent parameter. For example, at a road interception, τ can be as high as three
seconds and during normal driving, it can be as low as one second [70].
Likewise, the reaction cycle time, τ ′, in remote driving is similar to that of the
conventional one with the addition of the round trip network latency (L) given by
τ ′ = τ + L (2.8)
Thus, the maximum speed limit (φ′) in remote driving is given by (2.9) and it will
be automatically updated based on the above equations to enhance the safety. The
distance (D) that the driver can see clearly, will be set by the remote driver and the






Whenever an undesired network condition or system malfunction occurs, the EV
will stop automatically and wait until the network condition improves or the system
recovers. The EV will automatically analyze the situation before resuming the normal
operation as described by the detailed process flowchart shown in Fig. 2.5.
2.3.4 Minimizing Blind Spots
Unlike the conventional driving, the remote driving has opportunities to eliminate
blind spots, located on each side of the car. As shown in Fig. 2.6a, in conventional
driving, vehicle A can see vehicle B through side of the mirror, but not vehicle C. This
is because the view from the mirrors is limited by the viewing angle which is generally
less than 30◦. That leads to the wide angle of blind spot located at both sides of the
vehicle which posts a major hazard in conventional driving. In remote driving, the
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Figure 2.5: Process flowchart of error monitoring and handling.
(a) Typical driving. (b) Remote driving.
Figure 2.6: Comparison between side viewing angles.
viewing angle can be enlarged by utilizing a suitable type of cameras such as wide-angle
camera, thereby minimizing or even eliminating the blind-spots.
By selecting the viewing angle of each camera at 120◦, three cameras can cover
360◦. For the remote driving, the recommended locations and the view angle of the
cameras are shown in Fig. 2.6b. In these positions, the remote driver can view the
entire surrounding by using the four cameras at these recommended locations.
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Figure 2.7: Schematics of overall system setup.
2.4 Experiment Setup
The remote driving system consists of 3 major sub-systems: EV, Wireless Network
and RS. Overall experiment setup is shown in Fig. 2.7. Cameras are mounted on
EV and are connected to the PXI controller [71]. Videos from these cameras will be
transmitted from the controller to the RS via a wireless network. The remote driver
will be able to maneuver the EV based on the video streams received at the RS. The
detailed experiment setup is provided in this section.
2.4.1 Electric Vehicle
The EV used for the experiment is single-seater and was manufactured by Toyota
Tsusho and is shown in Fig. 1.2. Detailed information of the EV can be found in the
section 1.5. As shown in Fig. 2.7, Control Program is developed in LabVIEW and
running in PXI Controller of the EV. It communicates and provides driving instructions
to Main CPU of EV via Dynamic Link Libraries through Ethernet. In this way, it can
control and manipulate the drive and steer controller. The program is also connected
to four web-cameras and additional sensors such as GPS and motion sensors to provide
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important information to remote driver at the RS.
2.4.2 Wireless Communication
Wireless network has been popular and its performance has been improved rapidly
during the last decade [72]. Nowadays there are readily available wireless networks
and Ethernet networks in private estates, school campuses and even some suburbs in
developed countries. Therefore, this remote driving system can either utilize the existing
network infrastructure or implement a new one. In this chapter, two types of experiments
are carried out; one which implements an independent wireless infrastructure for a short
distance remote driving (Fig. 2.8a) and another one which utilizes an existing wide area
network (WAN) infrastructure for a far distance remote driving (Fig. 2.8b and 2.8c).
Nonetheless, depending on the requirements of first and last mile applications, other
modes of suitable wireless communication are also possible with this framework.
Wireless Infrastructure for Short Distance Remote Driving
In this setup, TP-Link N750 wireless dual band router [73] is used as the wireless AP
for the experiment and its 5 GHz band provides communication speed up to 450 Mbps.
It is connected to the RS via Category 6 Ethernet cable. Linksys AE3000 [74] is used
as a wireless transducer connected to the EV’s controller and communicates to TP-Link
N750 via the 5 GHz band 802.11n technology. This network can typically cover up to a
radius of 100 m and the setup details are shown in Fig. 2.8a.
Wireless Infrastructure for Far Distance Remote Driving
In this setup, as shown in Fig. 2.8b, a pair of TP-link TL-WA7510N with external
antenna OAN-4101 is used; one as the wireless AP and another as the wireless trans-
ducer. This network can typically cover up to a radius of 500 m. Moreover, the RS can
be located at any place within the campus network. This type of setup can be scaled
up to expand the coverage throughout the campus with a series of APs as shown in Fig.
44
Chapter 2. Framework for Remote Driving System
(a) Short distance.
(b) Far distance.
(c) Far distance with series of antennas.
Figure 2.8: Block diagram of different wireless implementation.
2.8c.
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2.4.3 Remote Station
Fig. 2.9a shows the remote driving station arrangement in which, Logitech G27
racing wheel assembly is connected to the station and consisting of (1) steering wheel,
(2) steel paddle shifter module, and (3) accelerator, brake and clutch pedals. The remote
driver uses it to provide driving commands to maneuver the EV.
The software user interface, as shown in Fig. 2.9b, is designed such that the remote
driver gets a similar view as that of the conventional driver. (1) Front camera’s view,
(2) two side cameras’ views and (3) rear camera’s view are displayed clearly. In addition
to that, important information such as (4) drive speed, (5) steering wheel’s angle, (6)
battery level, (7) network situation and (8) watchdog timer status are highlighted so
that the remote driver is also aware of the system condition. As shown in the Fig.
2.9b, the 120◦ view of two side cameras can provide the surrounding view from both
sides, thereby eliminating blind spots. No feedback force is provided to the remote
driver as the delayed feedback force can undermine his/her steering ability. Instead, the
orientation information of the remote steering wheel and the actual steering wheel are
provided in the steering wheel’s angle display. In this way, remote driver is informed of
the orientation of the EV’s front tyres. The HMI setup was evolved based on feedbacks
of test drivers during initial experiments.
2.4.4 Test Circuit
Fig. 2.10 shows the test circuit chosen for performing the remote test-drive. The
circuit is inside the university campus stretching approximately 130 m in length. This
particular circuit was chosen due to the close proximity from the laboratory as well as
favorable traffic conditions for carrying out experiments such as driving speed compar-
ison between manual and remote driving, and analysis on the response time of remote
drivers towards road hazards. These experiments require minimal external disturbance
as they may pose risks to other road users.
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(a) Station.
(b) User-Interface.
Figure 2.9: Remote driving station.
Figure 2.10: Test circuit map.
2.5 Performance Analysis
The EV was successfully remote-driven by an operator, stationed inside a room, on
the test circuit to assess the robustness of the system. Different performance parameters
47
Chapter 2. Framework for Remote Driving System
Figure 2.11: Transmission latency measurement.
were measured to ensure that the system is able to function satisfactorily in actual last
and first mile implementations. Remote experiments are carried out under the network
condition at which ping command messages [75] take an average round-trip time of 4
ms between the EV and RS and the transmission latency for the transmission of videos
and data from EV to RS is at an average of 17 ms as shown in Fig. 2.11. This section
elaborates the measurement of each parameter and analyses the measured values for
evaluating the system.
2.5.1 Transmission Latency
Transmission latency was measured and recorded while performing the remote driv-
ing across the entire circuit with the wireless setting as shown in Fig. 2.8a. The average
and maximum transmission latency were measured to be 17 ms and 41 ms respectively
as shown in Fig. 2.11. Considering the fact that total brake reaction time of a conven-
tional driver is 2.3 sec on average [70], the amount of average latency measured in this
system is negligible and thus the system performance is acceptable in terms of latency
alone.
2.5.2 Effects of Adaptive Streaming on FDR
To verify the performance of the adaptive streaming algorithm on the FDR, two
experiment runs were carried out in which the same set of video images was streamed
over the wireless network in identical bandwidth conditions simulated by NetLimiter
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(a) Without adaptive function.
(b) With adaptive function.
Figure 2.12: FDR comparison graphs.
[76]. The first run used a fixed Q value of 35 while the second one adapted the Q value
according to the proposed algorithm in which IQ and RQ are set at the value of 2.
FDR was measured in both scenarios and Fig. 2.12 shows the recorded results. It can
be seen that, FDR was measured to be at around 5.5 FPS in the fixed Q value run,
whereas it was only 2 FPS in the adaptive streaming algorithm. Therefore, the adaptive
streaming algorithm ensures that the FDR is approximately equal to its desired value
thereby preventing excessive frame dropping as well as under utilizing bandwidth.
2.5.3 Comparison with Normal Driving
A series of experiments were carried out to compare the system performance under
remote driving, utilizing the wireless setting as in Fig. 2.8a, with that under normal
driving. Time taken to complete the test circuit, to park the vehicle, and to respond to a
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Table 2.1: Time taken (in seconds) for completing the circuit
Driver 1 Driver 2 Driver 3
Run Normal Remote Normal Remote Normal Remote
1 62 128 73 98 80 105
2 67 106 57 93 69 86
3 64 104 56 89 69 84
4 85 125 66 92 76 105
5 74 98 55 80 80 116
Avg 70.4 112.2 61.4 90.4 74.8 99.2
SD 9.3 13.4 7.8 6.7 5.5 13.7
ME 11.6 16.7 9.7 8.3 6.9 17.1
sudden and unexpected road hazard were measured. The recorded data are statistically
analyzed by using t-distribution in this section and the analysis results such as Aver-
age (Avg), Standard Derivation (SD), and Margin of Error (ME) with 95% confidence
intervals are provided as well.
Driving in Test Circuit
In this experiment, three drivers drove the EV around the test circuit in both normal
and remote mode for five rounds each and the time taken to complete the circuit was
recorded, in seconds, as shown in Table 2.1. In the remote driving, the first driver
took an average of 59% more time than that in normal driving to complete the circuit.
Similarly, the second and third drivers took an average of 47% and 33% more time than
their normal driving respectively. This data shows that the remote driving speeds are
indeed comparable and the remote driving takes, on average, 46.1% more time than the
normal driving to complete the same circuit.
Remote Parking
In this experiment, the performance of the remote reverse parking with that of normal
reverse parking is compared. Similar to the earlier case, three drivers parked the EV in
normal mode and in remote mode. Each driver performed the task five times and the
total time taken to complete the parking is recorded, in seconds, as shown in Table 2.2.
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Table 2.2: Time taken (in seconds) for completing the parking
Driver 1 Driver 2 Driver 3
Run Normal Remote Normal Remote Normal Remote
1 56 56 52 58 56 68
2 57 64 58 50 53 54
3 55 66 34 40 56 56
4 48 61 44 47 57 64
5 47 55 49 45 54 59
Avg 52.6 60.4 47.4 48.0 55.2 60.2
SD 4.7 4.8 9.0 6.7 1.6 5.8
ME 5.9 6.0 11.2 8.3 2.0 7.2
Figure 2.13: Map of starting positions and parked position.
The starting positions and the parked positions for each drive were predefined as shown
in Fig. 2.13 . According to the data in Table 2.2, average time taken to park the car
in remote mode and in normal mode is close to each other which signifies the ease of
operation attainable with remote driving and the benefit of having a wide-angled side
view.
The variations in the experiment results are probably contributed by the limited
sample size as well as external interference such as variation in traffic and wireless
network condition during the time of experiment.
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Table 2.3: Response time in seconds to road hazards
Driver 1 Driver 2
Run Remote Normal Remote Normal
1 1.16 0.80 1.24 0.90
2 0.96 0.70 1.28 1.10
3 0.98 1.00 1.12 0.90
4 0.92 0.90 1.04 0.98
5 0.90 1.10 0.86 1.00
Avg 0.98 0.90 1.11 0.98
SD 0.10 0.16 0.17 0.08
ME 0.13 0.20 0.21 0.10
Response Time to Road Hazards
In this experiment, the drivers are presented with a sudden and unexpected road
hazard and the response time between the normal driving and the remote driving is
compared. To simulate the hazard, a dummy is thrown into the path of the EV at
different unexpected locations at random intervals. The total response time, i.e., the
time, from when a dummy is thrown, to the time, when the EV came to a complete stop,
is recorded and presented in Table 2.3. According to the measured data, the remote
driving introduces a delay of approximately 0.1 sec in responding, which is expected
when considering the latency introduced by the network conditions as mentioned in
section 2.5.1.
2.5.4 Analyzing Effects of Far Distance Remote Operation
In this experiment, a remote driving is performed from the RS which is located
approximately 1 km away from both the AP and the EV as shown in Fig 2.14. A
wireless network is set up according to Fig. 2.8b in which the campus WAN is used
to communicate between the RS and the AP. The resulting latency from EV to RS is
shown in Fig. 2.15a in which the average and maximum latency are 23 ms and 53 ms
respectively. Comparing this result with the results from Fig. 2.11, there are increases
of 6 ms and 12 ms in the average and maximum latency respectively.
52
Chapter 2. Framework for Remote Driving System
To investigate the latency effect solely due to the campus network independently,
another experiment is carried out. In this experiment, to ignore the latency between
AP and EV, the same amount of data is transferred between RS and AP (both located
at the same positions as in Fig. 2.14) and the latency between them is recorded and
shown in Fig. 2.15b. It shows that the resultant latency is relatively constant and its
average and maximum values are 3 ms and 4.2 ms respectively.
According to these two above experiments, the latency contributed from the campus
WAN is found to be not significant enough to influence the remote driving performance.
2.5.5 Evaluation of Continuous System Monitoring and Error
Handling
A number of functionalities were implemented for continuous monitoring of the sys-
tem performance. This section evaluates the system performance of these functionalities
in handling emergency situations caused by network interruption as well as any system
related errors.
System Response to Network Interruption
The system is designed to be capable of detecting sudden loss of network connectivity.
When faced with such situation, the EV is programmed to stop automatically and wait
until the connection is re-established. To simulate the network interruption, the wireless
network of the system was cut off for five times and the time taken for the error handling
system to stop the vehicle were recorded in Table 2.4. The average reaction time is
0.6± 0.07 sec, which is less than the response time to a road hazard situation, and thus
acceptable.
Handling of System Error Scenarios
The program is also designed to take care of any system errors by stopping the
EV within the shortest possible time. To measure the performance in this condition,
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Figure 2.14: Locations of RS, AP, and EV.
random system errors were intentionally introduced and the time taken to stop the
vehicle were measured and shown in Table 2.5. Analyzing the measured data, it is clear
that the average reaction time for system error is around 0.57± 0.06 sec, which is again
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(a) Long distance.
(b) Campus’s ethernet.
Figure 2.15: Transmission latency measurement.
Table 2.4: Reaction time taken to wireless drop









insignificant to cause any issue in the remote driving context.
2.6 Conclusion
In this chapter, a remote driving system was discussed and implemented for last-mile
transportation purposes. Approaches were suggested to minimize transmission latency
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Table 2.5: Reaction time taken to system error









and to maximize reliability of the transmitted data as well as methods to improve safety
of the remote driving. The chapter also introduced techniques to minimize or eliminate
the blind spot area, while the system’s user interface maintained relative similarity with
that of a conventional driving. These approaches were proved to be vital in successful
implementation of a remote driving system.
Remote driving experiments in different test scenarios were conducted and the per-
formance of remote driving was found to be comparable to that of normal driving. The
system was also validated for detecting both wireless network drop and system error sce-
narios and verified to be reacting accordingly in less than one second. These results from
different test scenarios proved that the suggested approaches can enhance the remote
driving system with a satisfactory performance.
The work in this chapter represented the initial applied research and a generic frame-
work for future enhancements. Therefore, product development phases such as tailoring
of the components and wireless infrastructure to suit the needs of individual scenarios
are still required. For example, although the wireless network infrastructure provided
in this chapter is sufficient to carry out necessary experiments, fine tuning and a proper
selection of suitable wireless infrastructures may be required in a different environment.
Comprehensive hazard control measures, such as Hierarchy of Control [77], are rec-
ommended for an actual deployment. The performance can be further enhanced by
integrating with additional lane-keeping technology mentioned by Saleh et al. [78] and
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Sivaraman et al. [79, 80]. Besides, the safety of the remote driving can be further im-
proved by integrating obstacle and collision avoidance systems mentioned by Sivaraman
et al. [79], Brannstrom et al. [81] and Zong et al. [82].
As the proposed framework provides an initial foundation of the multi-hierarchy last
mile solution, its performance will be further enhanced by integrating algorithms pro-
posed in subsequent chapters. The integration involves real-time bit-rate adaptation for
video streaming, lane keeping assistance for remote driving, and PID control adapta-
tion for drive-motor drivers and is termed as integrated remote driving system. Among
them, next chapter will present the bit-rate adaptation approach for video streaming to








Multimedia streaming proliferates quickly to reach 66 percent of all consumer-internet
traffic in 2013 and this amount is predicted to reach 79 percent by 2018 [83]. The growth
of the video traffic is directly resulting from the increasing variety of applications, such as
distributed multimedia applications, medical applications, and central monitoring and
control system, all performing video streaming over the internet [84]. Also, an increas-
ing amount of multimedia contents have been streamed over wireless communication
channels such as mobile networks and Wi-Fi.
These multimedia contents are generally compressed at servers before transmission
to reduce network bandwidth utilization. To fulfill diverse application requirements for
multimedia compression, different video compression standards have been introduced
over the years. Among them, M-JPEG is a video compression format in which each
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video frame or interlaced field of a digital video sequence is compressed separately as
a JPEG image. Originally developed for multimedia PC applications, M-JPEG is now
widely used in video-capture devices such as digital cameras, IP cameras, and webcams;
and also in non-linear video editing systems [14].
M-JPEG is perhaps the simplest existing video coder; it simply codes each frame in
JPEG format and transmits the coded frames sequentially. Therefore, the bit rate of
M-JPEG is dynamic. On the other hand, wireless bandwidth is continuously changing
and thus, regulating bit-rate according to the available wireless bandwidth is crucial to
avoid network congestion and under-utilizing available bandwidth. However, there is no
common standard for M-JPEG streaming for controlling the bit rate and this chapter
proposes a novel approach which can regulate the bit-rate as well as individual frame
size of M-JPEG video stream in real-time. The approach will be integrated together
with the remote driving framework to smoothen the bit rate of the video streams and to
provide adaptability according to available bandwidth in the integrated remote driving
system.
3.2 Literature Review
As there is a great need to moderate the burstiness of M-JPEG streams and reg-
ulate individual frame size of M-JPEG streams, different solutions to control bit-rate
of M-JPEG stream have been proposed. These solutions can be classified into three
different groups. The first group of solutions typically propose smoothening the bit-rate
transmission by setting optimal levels in the buffers; the second one mostly adjusts frame
rate in order to achieve desired data rates and the third one generally adapt compression
quality (Q-value) of M-JPEG compression to attain constant frame size for individual
frames. The method used by the first group has a distinct advantage in providing con-
stant image quality and frame rate and thus, its solutions usually aim to smoothen the
burstiness in video servers [85, 86, 87]. However, buffering generally induce long la-
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tency and thus, they are not suitable for many other applications requiring as real-time
streaming. The method used in the second group can achieve less latency but, due to
its frame-rate variation, it is not suitable for applications which are time-sensitive to
meet stringent real-time requirements. In such cases, the third group of approaches,
which are capable of sustaining constant frame rates as well as regulating frame sizes
by adapting the Q-value, are more suitable. In the literature, three different solutions
which can regulate frame sizes of individual M-JPEG frames, by adapting the Q-value,
are proposed by Nishantha et al.[88], Derin et al. [89], and Silvetre-Blanes et al. [25].
Nishantha et al. [88] proposed a strategy which can regulate the frame size according
to the network bandwidth by manipulating the Q value of each individual frame while
keeping the frame-rate constant. Increasing and decreasing the value of Q is carried
out according to the observation that the frame-size is virtually continuous with respect
to Q when it is within the operating range (i.e., the value between 20 and 80). In
this approach, the magnitude of the increment or decrement (i.e., ∆Q) is adopted as





Derin et al. [89] recommended an adaptive algorithm which maintains three param-
eters, namely QuantScaleCoeff, AggrQScaleFactor, and MildQScaleFactor to perform
the adaptations. QuantScaleCoeff (Quantization Scaling Coefficient) provides average
compression factors between Q value and frame size. AggrQScaleFactor (Aggressive
Quantization Scaling Factor) is the constant by which previous value of QuantScaleCo-
eff will be multiplied/ divided to obtain its current value in case of aggressive scaling.
MildQScaleFactor (Mild Quantization Scaling Factor) is the constant to which the pre-
vious value of QuantScaleCoeff will be multiplied/ divided to obtain its current value
in case of mild scaling. Scaling is based on the difference between actual frame size
and estimated frame size. When the difference is relatively large, AggrQScaleFactor
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will be used, otherwise MildQScaleFactor will be used. When the difference is positive,
QuantScaleCoeff will be multiplied by either AggrQScaleFactor or MildQScaleFactor to
estimate new QuantScaleCoeff. When the difference is negative, QuantScaleCoeff will
be divided by either AggrQScaleFactor or MildQScaleFactor.
Silvestre-Blanes et al. [25] suggested the adaptation of Q based on the R(Q) frame
bandwidth model shown in Eqn. 3.2, where α and β are parameters of a curve in
which λ regulates the curvature and Q¯ = 100−Q is the compression level which varies





Each frame has its own model (α, β, λ). However, α and λ are kept at constant values,
based on the assumption that the images acquired in a monitoring application with fixed
cameras have a strong similarity between them. The β value is adapted as in Eqn. 3.3.
[90]
β(i+ 1) = ∆R(i)Q¯λ + β(i) (3.3)
where ∆R(i) is the difference between targeted R value and actual R value. This ap-
proach is constrained by the assumption that images should be acquired from fixed
cameras and must have a strong similarity. Either shifting of the camera or changing
of the background requires re-estimation of the α and λ values. The approach pro-
posed by Nishantha et al. [88] allows shifting of the camera or changing of background.
However, it utilizes the increment/ decrement adaptation and thus, unnecessary delays
are induced during the dynamic adaptation process in which there are sudden jumps in
the desired frame-size level. The approach proposed by Derin et al. [89] makes use of
average compression factors between Q value and frame size and thus, it can provide
faster adaptation in the case of dynamic adaptations. However, this approach requires
two parameters (i.e. AggrQScaleFactor and MildQScaleFactor) to be tuned properly.
Improper tuning of these parameters can result in either a significantly large overshoot
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Figure 3.1: Frame size vs Q value of 10 different images
or a significantly long settling time; both of which are undesirable for dynamic adapta-
tion. Therefore, this chapter aims to provide a novel approach in which the dynamic
adaptation can be achieved without tuning any parameter and yet it is able to perform
better than the approaches mentioned above.
3.3 Algorithms of Proposed Approach
In regulating the frame size of M-JPEG compression, the relationship between the
frame size and the Q value of JPEG compression is key as the right Q values can provide
the target frame sizes for individual frames. However, this relationship is not stationary
and it varies based on the contents of each frame. Fig.3.1 shows the frame size variation
of 10 random frames of a video, which was captured from a camera mounted on a moving
EV and are shown in Fig. 3.2, with different Q values.
According to Fig.3.1, it can be observed that, although the shapes of these plots
are similar, their magnitudes are different. The ratio (Kn(Q)) between these plots with
respect to that of a reference image, which is the 2nd image in this case, can be calculated
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(a) Image 1. (b) Image 2.
(c) Image 3. (d) Image 4.
(e) Image 5. (f) Image 6.
(g) Image 7. (h) Image 8.
(i) Image 9. (j) Image 10.
Figure 3.2: Selected frames of video.
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Figure 3.3: Frame size ratios vs Q values of 10 different images.
where Sn(Q) and Sr(Q) are the frame size of the n
th image and the reference image
respectively, with the compression quality of Q.
According to Fig.3.3, the ratios can be modeled as Eqn. 3.5.
K˜n(Q) =

(Cn − 1)Q+1030 + 1 (1 ≤ Q < 21)
Cn (21 ≤ Q < 81)






Q=21Kn(Q) is K˜n the estimated value of Kn. The model of the Fig.
3.3 using Eqn. 3.5 is plotted as shown in Fig. 3.4 and the absolute error between Kn(Q)
and its model is plotted as shown in Fig. 3.5.
To study the variation of Cn, another video is captured from a moving EV at 30 fps
and the corresponding Cn value of its individual frames is plotted as shown in Fig.3.6.
The difference (Dn) between Cn and Cn−1 can be calculated by Eqn. 3.6 and the trend
of Dn is shown in Fig. 3.7.
Dn = Cn − Cn−1 (3.6)
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Figure 3.4: Frame size ratio models vs Q values of 10 different images.
Figure 3.5: Absolute error between Kn(Q) and its model of 10 different image.
According to the experiment, the maximum absolute value of Dn = Max(|Dn|) =
0.15664, the average absolute value of Dn = Avg(|Dn|) = 0.006164 and the vari-
ance absolute value of Dn = V ar(|Dn|) = 7.6985 ∗ 10−5 where 1 ≤ n ≤ 7600. As
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Figure 3.6: Cn trend of individual frames of video captured from a moving vehicle.
Avg(|Dn|) << Cn and even Max(|Dn|) << Cn, Cn+1 can be estimated by using Eqn.
3.7
C˜n+1 = Cn (3.7)
where C˜n+1 is the estimated value of Cn+1. In this way, S˜n+1(Q) can be estimated by




{(Cn − 1)Q+1030 + 1}Sr(Q) (1 ≤ Q < 21)
CnSr(Q) (21 ≤ Q < 81)
{(Cn − 1) 110−Q30 + 1}Sr(Q) (81 ≤ Q ≤ 100)
(3.8)
66
Chapter 3. Real-Time Bit-Rate Adaptation in M-JPEG Streams
Figure 3.7: Dn trends of individual frames of video captured from a moving vehicle.
where S˜n+1(Q) is the estimated value of Sn+1(Q).
3.4 Applying Algorithms of Proposed Approach
Let the first frame be the reference frame and assume that the relationship between
the frame size and the Q value (i.e., S1(q)|1≤q≤100) is known. Assume that the nth frame
size (Sn(qn)), which is compressed with the value of qn, is known as well. Kn(qn) can
be calculated by using Eqn. 3.4 with the first frame as a reference frame. That Kn(qn)
is approximately equal to K˜n(qn) and the value of Cn can be calculated by using Eqn.





+ 1 (1 ≤ qn < 21)
K˜n(qn) (21 ≤ qn < 81)
30(K˜n(qn)−1)
110−qn + 1 (81 ≤ qn ≤ 100)
(3.9)
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After knowing Cn, the value for S˜n+1(qn+1)|1≤qn+1≤100 can be calculated by using
Eqn. 3.8. To get the next desired frame size (fn+1), the suitable compression value
(qn+1) can be predicted by using the estimated information of S˜n+1(qn+1)|1≤qn+1≤100.
This qn+1 value can be used to compress the (n+1)
th frame and then, the actual size
of the compressed frame (Sn+1(qn+1)) can be measured. Again, Kn+1(qn+1) and Cn+1
can be calculated by using Eqn. 3.4 and 3.9 respectively. In this way, the subsequent
values for q (i.e., qn+1, qn+2, etc.) which can provide suitable value of frame size, f (i.e.,
fn+1, fn+2, etc.) can be estimated.
The above mentioned M-JPEG Frame-Size Regulation algorithm can be implemented
according to the following flowchart shown in Fig. 3.8.
As mentioned, the algorithm can predict an appropriate Q value for attaining desired
frame size which is a necessary and important parameter to the algorithm. In some cases
where desired frame size cannot be directly acquired, it still can be derived from targeted





where br and fr are the targeted bit-rate and the projected frame rate respectively.
3.5 Evaluation of Proposed Approach
In this section, the proposed approach is compared with the other two similar ap-
proaches by Nishantha et al. [88] and Derin et al. [89]. A 4-minutes video segment
which is captured from a camera mounted on a moving EV with the frame rate of 30
fps is used as input frames. Frames at 20 s intervals from the video are shown in Fig.
3.9.
As the video is captured from a moving camera, the approach in [25], being con-
strained to stationary camera scenarios, is not used in the comparison. For the approach
in [89], optimal parameter values AggrQScaleFactor and MildQScaleFactor are empir-
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Figure 3.8: Flowchart of proposed approach (dotted arrows show data-flow).
ically selected as 0.1 and 0.02 respectively based on the best performance from initial
experiment runs.
This performance evaluation consists of three experiment sets to execute performance
comparisons in three different settings. The first set of experiments compares perfor-
mance of these three approaches in a constant bit-rate and constant frame rate setting,
the second one compares in a dynamic bit-rate and constant frame rate setting, and
the third one compares in a constant bit-rate and dynamic frame rate setting. During
each experiment, targeted bit-rate and actual bit-rate are measured in order to analyze
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(a) t = 20 s. (b) t = 40 s.
(c) t = 60 s. (d) t = 80 s.
(e) t = 100 s. (f) t = 120 s.
(g) t = 140 s. (h) t = 160 s.
(i) t = 180 s. (j) t = 200 s.
(k) t = 220 s. (l) t = 240 s.
Figure 3.9: Sample Frames of video.
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Table 3.1: RMS error comparison among different approaches in constant bit-rate and
constant frame rate experiment
RMS Frame-Size Error in RMS Bit-Rate Error in
bytes/frame % of desired bytes/sec % of desired
frame size bit rate
[88] Approach 1463.5 7.32% 6173.7 1.03%
[89] Approach 319.0 1.60% 2705.3 0.45%
Proposed Approach 210.4 1.05% 2107.1 0.35%
error in bit-rate. Desired frame sizes and actual frame sizes are also recorded in order
to analyze frame-size-prediction error in each approach, and Q values are measured in
order to study its adaptability.
3.5.1 Constant Bit-Rate and Constant Frame-Rate Setting
In this setting, desired bit-rate and frame rate are set to constant values of 600 kilo-
Bytes-per-seconds (kBps) and 30 fps respectively and the experiment results in each
approach are shown in Fig. 3.10.
From the graph plots, it is clear that there are significant differences in performance
while using the three approaches for streaming adaptation. To quantify these differences,
the RMS frame-size errors (i.e., the difference between desired frame-size and actual
frame size) and the RMS bit-rate errors (i.e., the difference between desired bit-rate and
actual bit-rate) are compared in Table 3.1. Analyzing the data shows that the proposed
approach evidently outperforms the other two approaches and offers a better prediction
of Q value, thereby providing desired individual frame sizes for achieving better bit-rate
control in video streaming with constant bit-rate and constant frame-rate setting.
3.5.2 Dynamic Bit-Rate and Constant Frame-Rate Setting
In this setting, desired frame rate is set to 30 fps while desired bit-rate is made
dynamic, ranging from 300 kBps to 900 kBps as shown in Fig. 3.11. The experiment
results are shown in Fig. 3.12. To quantify the performance differences in this setting,
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(a) with approach [88]. (b) with approach [89].
Fa
(c) with proposed approach.
Figure 3.10: Experiment results in constant bit-rate and constant frame-rate setting.
the RMS bit-rate errors and the RMS frame-size errors are compared in Table 3.2.
Similar to the earlier case, the proposed approach clearly outperforms the other two
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Figure 3.11: Desired bit-rate of dynamic bit-rate and constant frame-rate setting.
Table 3.2: RMS error comparison among different approaches in dynamic bit-rate and
constant frame rate experiment
RMS Frame-Size Error in RMS Bit-Rate Error in
bytes/frame % of desired bytes/sec % of desired
frame size bit rate
[88] Approach 1665.7 8.15% 6949.7 1.14%
[89] Approach 399.9 1.96% 3154.5 0.52%
Proposed Approach 255.1 1.25% 2922.6 0.48%
approaches in achieving desired individual frame sizes and for attaining better bit-rate
control.
3.5.3 Constant Bit-Rate and Dynamic Frame-Rate Setting
Here, desired bit-rate is set to 600 kBps while desired frame rate is varied, ranging
between 15 fps and 30 fps, as shown in Fig. 3.13. The experiment results are shown
in Fig. 3.14. To accommodate varying frame rate while keeping bit-rate at a constant
value, desired frame size of individual frame is derived by using Eqn. 3.10. The RMS
bit-rate errors and the RMS frame-size errors are quantitatively compared in Table
3.3. According to the table, the proposed approach again outperforms the other two
approaches for regulating both frame sizes and bit-rate in a video streaming with the
dynamic frame rate and the constant bit-rate setting as well.
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(a) with approach [88]. (b) with approach [89].
(c) with proposed approach.
Figure 3.12: Experiment results in dynamic bit-rate and constant frame-rate setting.
3.5.4 Additional Experiments
The same three sets of experiments are carried out on a publicly available video
clip, ’wildlife.wmv’, which is provided in Windows 7, to evaluate the performance of
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Figure 3.13: Desired frame rate of constant bit-rate and dynamic frame-rate setting.
Table 3.3: RMS error comparison among different approaches in constant bit-rate and
dynamic frame rate experiment
RMS Frame-Size Error in RMS Bit-Rate Error in
bytes/frame % of desired bytes/sec % of desired
frame size bit rate
[88] Approach 1426.4 5.49% 8075.5 1.35%
[89] Approach 541.7 2.08% 5936.4 0.99%
Proposed Approach 362.9 1.40% 3342.8 0.56%
proposed approach in videos with discontinuous senses, at which the relationship be-
tween Q values and next frame size becomes unpredictable. The experiment results are
shown in Table 3.4, 3.5 and 3.6 accordingly. As shown in these tables, one observation
is that these experiments with the video yield relatively higher RMS error compared to
the experiments with the EV video because within 30-seconds period the video consists
of 7 discontinuous senses at where high prediction errors occur. However, among the
three approaches, the proposed approach still significantly outperforms the other two
approaches in correcting these high frame-size-prediction errors for subsequent frames,
resulting much lower bit-rate error.
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(a) with approach [88]. (b) with approach [89].
(c) with proposed approach.
Figure 3.14: Experiments results in constant bit-rate and dynamic frame-rate setting.
3.6 Conclusion
An approach, which can closely predict the Q value with minimal latency in time-
sensitive M-JPEG streams, is proposed in this chapter. The proposed approach offers
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Table 3.4: RMS error comparison among different approaches in constant bit-rate and
constant frame rate experiment with Window 7 Wildlife Sample Video
RMS Frame-Size Error in RMS Bit-Rate Error in
bytes/frame % of desired bytes/sec % of desired
frame size bit rate
[88] Approach 3001.8 15.01% 24999.1 4.17%
[89] Approach 1586.9 7.93% 20439.8 3.41%
Proposed Approach 975.0 4.88% 5778.7 0.96%
Table 3.5: RMS error comparison among different approaches in dynamic bit-rate and
constant frame rate experiment with Window 7 Wildlife Sample Video
RMS Frame-Size Error in RMS Bit-Rate Error in
bytes/frame % of desired bytes/sec % of desired
frame size bit rate
[88] Approach 3337.0 13.23% 35897.2 4.73%
[89] Approach 2043.8 8.10% 23999.2 3.16%
Proposed Approach 1367.5 5.42% 8912.5 1.17%
Table 3.6: Table VI RMS error comparison among different approaches in constant
bit-rate and dynamic frame rate experiment with Window 7 Wildlife Sample Video
RMS Frame-Size Error in RMS Bit-Rate Error in
bytes/frame % of desired bytes/sec % of desired
frame size bit rate
[88] Approach 2713.4 10.18% 31885.1 5.31%
[89] Approach 1887.1 7.08% 24709.1 4.12%
Proposed Approach 1138.8 4.27% 5403.1 0.90%
the distinct advantage that no parameter setting is required, thus enabling a straight
forward deployment. However, this approach requires the information about desired
frame size which may not be readily available in certain situations. To overcome this,
an algorithm for estimating suitable frame size is required and a simple algorithm which
derives suitable frame size from targeted bit-rate and projected frame rate is discussed
in this chapter. Experiment runs were conducted to evaluate the performance of the
proposed algorithm in predicting the Q-value for a video sequence from a moving electric
vehicle as well as a short movie sequence. Results from these experiments verified that
the approach outperformed other known similar approaches in achieving both bit-rate
and frame-rate adaptations for streaming M-JPEG videos.
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By using the proposed approach, video streams of the remote driving are able to
adapt such that available bandwidth is fully utilized. However, due to the dynamic of
a wireless network, an intermittent long latency and narrow network bandwidth still
can occur, posting challenges in keeping the vehicle at the center of the lane during
a period with high network interference. To address the issue, an auto lane centering
module is integrated into the remote driving system to assist the remote driver in the
next chapter. The module is able to keep the vehicle at the lane center with a relatively
low computation cost by utilizing only the wide-angle camera which is also used for front
view in the remote driving system.
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Lane Keeping System with
Mono Wide-Angle Camera
4.1 Introduction
The ever increasing car ownership all over the world directly leads to a rapid increase
in number of traffic accidents. As a result, between one to three percentage of the
world’s gross domestic product is spent on medical cost, property damage, and other
costs associated with automotive accidents [91]. Many of these accidents involve roadway
departure crashes which are often caused by drivers’ inattention and carelessness. Over
one million people are killed in such road crashes every year around the world. This
figure is projected to increase by approximately 65% over the next 20 years without
any new commitments to prevention [92]. Among the potential candidates, automated
driving system is a promising commitment in which road detection and steering control
technology are key. [93]
Over the last two decades, many researches have been focused in the area of road anal-
ysis and lane detection. In the lane detection field, there are several useful technologies
which can provide good performance in terms of application requirements. Multiple-
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hyperbola-road model [30], open uniform B-spline curve model [31], and a K-means
cluster algorithm [32] are some of these technologies. They are often used together
with tracking technologies such as Kalman filter and particle filter as well as optimizing
algorithm such as genetic algorithms. Due to these efforts, some of the recent works
[33, 34, 35] have shown good performance in many challenging road conditions.
However, these algorithms generally demand high computation cost due to the use
of particle filters or genetic algorithms as well as the derivation of the whole lane’s
structure. They often required high performance cameras or stereo cameras. For the
steering algorithms, the use of the lane’s structure information leads to complexity as
well as higher computation cost. Moreover, even though lane detection and lane keeping
algorithms are generally proposed independently in literature, the processing of these
lane algorithms in an actual system takes a certain amount of time thereby, introduc-
ing significant latency in the steering action and causing substantial deterioration in
performance and stability.
In this chapter, a lane-keeping system in which a lane detection system is integrated
together with an automatic steering control system is proposed. The lane detection
system utilizes a mono camera as an input and is able to estimate the position of a lane
center referenced to the camera position instead of the whole lane, thereby minimizing
unnecessary computational cost. After that, the vehicle’s travel distance and direction
changes during the processing are computed and with that data, the estimated lane
position is offsetted to have a better estimation of current lane’s position. By using the
new estimated position, the steering algorithm can compute the required steering angle
for maintaining the vehicle at the center of the lane through four simple equations. In
this way, the complexity and the computation cost are kept as low as possible while
providing satisfactory road keeping performance.
The chapter first describes an overview of the proposed system followed by its detailed
information. Then, the system performance is analyzed using simulations and the results
are presented to observe the effectiveness of the proposed system. The system is then
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implemented in an EV and the lane keeping performance of the implemented system
is evaluated through a series of experiments under both day and night road conditions
by utilizing only an off-the-shelf webcam. The system will be integrated together with
the remote driving framework to assist drivers in keeping vehicles at the center of lanes
during remote driving.
4.2 Proposed System
The proposed system consists of three main subsystems: a lane detection subsystem,
a Latency-Error-Correction (LEC) subsystem and an automated steering subsystem.
The lane detection subsystem uses vision images captured from a mono wide-angle
camera as an input. The captured images are first converted into grey images and
they are further processed to remove influences from ambient lighting condition with a
local-area-intensity-transformation (LAIT) algorithm which is proposed in section 4.3.1.
Then, the processed image is transformed into a two-dimensional planar image which
is based on the world coordinate system by applying the inverse perspective mapping
(IPM) algorithm [94]. The resulting planar image is performed thresholding into a
black and white (BW) image in which, detected lane markings are marked by the white
color. From this BW image, positions of the lane lines are estimated and fitted into
the Hough line detection algorithm [95]. Hough lines resulting from the algorithm are
grouped together to eliminate multiple responses to same lane lines. These grouped lines
are chunked together and plotted on a histogram. Then, the histogram is normalized
resulting in a probability density function of lane positions. From the function, the
maximum likelihood of lane position is estimated and the reliability of the estimation is
computed as well.
Even though the above algorithm can estimate the lane position, the time taken
between the image capturing and the position estimation can be significant especially
with a slow processor. During this period, the vehicle can travel a few meters and thus,
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Figure 4.1: Overall block diagram of proposed lane keeping system.
the current actual position can be a few meters distance away from the estimated one.
Therefore, a LEC which can compute the current lane position from the estimate one,
is designed and proposed in this chapter.
The computed position is provided to the steering system, using which the steering
system computes a suitable steering angle which maneuver the vehicle toward the center
of the lane. Overall block diagram of the lane keeping system is shown in Fig. 4.1 and
these subsystems will be discussed in detail in the following sections.
4.3 Lane Detection System
4.3.1 Preprocessing
The captured image is first converted from RGB to grey-scale (grey = 0.299R +
0.587G + 0.114B) to save computational cost and the resultant image (Igrey) is shown
in Fig. 4.2. In Igrey, the lighting condition directly influences its pixels’ intensity value.
In night time, the lighting condition is not evenly distributed as regions of roads nearer
to lamps have a higher light intensity than those far from lamps as shown in Fig. 4.2.
Likewise, during day time, the light intensity of shaded area is significantly lower than
that under direct sunlight. Therefore, it is important to minimize this influence so that
consistent lane detection can be achieved even under different lighting conditions.
In the proposed system, the LAIT algorithm is utilized to minimize the influence
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Figure 4.2: Night view of a road.
from the lighting condition. The regional relative intensity is also beneficial in detecting
lane markings that are painted on roads which have darker colors. The LAIT algorithm
consists of two steps. The first step is to compute the light intensity of local area by





where HLPF is LPF filter, Jn,m is an all-ones matrix with the dimension (n×m), and n
and m are the number of row and column of the filter respectively. The resulting image,
ILPF , after Fig. 4.2 passes through the LPF is shown in Fig. 4.3b.
The second step is to compute the relative intensity with respect to the background
by applying (4.2).
IRI = Igrey − ILPF , (4.2)
where IRI is the image with relative intensity and the resulting image is shown in Fig.
4.3c. The process time of the LAIT algorithm can be reduced by selective processing of
only the area of concern from the image as shown in Fig. 4.3a.
4.3.2 Inverse Perspective Mapping
A traffic scene captured from the wide-angle camera is projected on pixels of a 2D
perspective view based on an image coordinate system. The IPM is utilized to remap
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(a) Image with area of concern. (b) Image resulted through LPF.
(c) Relative Intensity Image. (d) IPM image with relative intensity.
(e) Threshold-IPM image. (f) Image with plotted lanelines.
Figure 4.3: Series of processed images.
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Figure 4.4: Horizontal cross-section of viewing angle.
Figure 4.5: Vertical cross-section of viewing angle.
each pixel of the 2D perspective view into a new position for constructing a new image
on an inverse 2D plane which is based on the world coordinate system. Mathematically,
IPM can be described as a projection from a 3D Euclidean space, W = (x, y, z) ∈ E3
(world space) onto a 2D plane, I = (u, v) ∈ E2. In order to perform IPM, perspective
view from the camera and pixels corresponding to individual viewing angles from the
camera has to be analyzed first. Horizontal and vertical cross sections of the viewing
angle are shown in Fig. (4.4) and Fig. (4.5) respectively.
As pixels are equally distributed across viewing angles in both horizontal and vertical
planes, the vertical viewing angle, θ, relative to the horizontal line can be translated
based on each pixel’s y coordinate by using (4.3) and the real world distance, y, in Y





where θmax is the maximum vertical viewing angle, Nrow is the number of pixel rows,
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and θoffset is the angle between the most upper viewing angle and the horizontal line





where h is the height of the camera respected from the ground and tan(θ) is the tangent
value of θ.
Similarly, the horizontal viewing angle, α, relative to the horizontal center line, A,
can be translated based on each pixel’s x coordinate by using (4.5) and the real world





x = y tan(α). (4.6)
Using real-world coordinate information (x,y) and remapping pixels will result in the
bird’s eye view of the image as shown in Fig. 4.3d and thus, removing the perspective
effect [96, 97, 98, 94].
4.3.3 Plotting Lane Lines
The image resulting from IPM is performed thresholding to filter potential regions
of lane markings. In this step, these potential candidates are represented with white
color while the rest are represented with black color; forming a BW image as shown in
Fig. 4.3e.
The center points of the lane lines are mapped by using a horizontal and vertical
scanning method. During the scanning, the white lane width is measured and those
which are outside the predefined lane-width-range are discarded. After that, uncon-
nected pixels are omitted in order to minimize noise in the template. The resulting
86
Chapter 4. Lane Keeping System with Mono Wide-Angle Camera
Figure 4.6: Hough Transform of Image.
image is shown in Fig. 4.3f.
4.3.4 Computing Lane Center Point in Real World Distance
In this stage, Hough transform [99] is utilized to detect straight lines in the template
and group the nearby lines together to eliminate multiple representations of the same
line. In Hough transform, lines are grouped based on their distance from the centre and
their angle, creating the matrix image as shown in Fig. 4.6.
From the matrix, lines are again grouped together based on their pointed direction
towards lane positions on a x-plane line (shown in Fig. 4.7a), creating the histogram,
which is normalized in order to form the Probability plot shown in Fig. 4.7b. The
mapping relationship between the Hough transform and the histogram, which is shown
in Fig. 4.8, can be derived using (4.7). During the mapping process, the pixels with








, where sinβ and tanβ are the sine and the tangent of β respectively.
With respect to single-side lane line, the left half of the probability plot is merged
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(a) Plotted laneline with x-plane line.
(b) Probability plotted in histogram.
Figure 4.7: Probability of lane position.
with the right half by using (4.8) and the resulting histogram is shown in Fig. (4.9).
Pmerge(x) = P (x) + P (x+ w), (4.8)
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Figure 4.8: Mapping relationship between Hough transform and histogram.
Figure 4.9: Merged histogram.
where x = {1, 2, ..., xmax − w}, w is the width of the lane, P (x) and Pmerge(x) are the
probability before and after merging respectively. In order to remove sampling effects,
the histogram is filtered by using a low pass filter and resulting one is shown in Fig.
(4.10).
From the histogram, the maximum likelihood of lane’s positions are identified and
then, the center of the lane is calculated by using (4.9).
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Figure 4.10: Histogram after low-pass filter.
Figure 4.11: IPM image with lane center marked with ’x’ and its sides marked with ’o’.




where xLC is the lane center position, xLLP is the left lane position, and w is the width
of the lane. The lane center position is plotted on IPM image as shown in Fig. 4.11
The reliability (Γ) of the derived lane center position is analyzed by means of standard
deviation. Firstly, the standard deviation (σ) of the Histogram (Fig. 4.10) is computed.
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The value of Γ should be zero when the histogram is uniformly distributed or σ becomes
68.2% of the histogram’s width (wH). The value of R should be one when the histogram
is concentrated on a single point or σ becomes zero. Driven by the above correlation,
the relationship can be derived in (4.10).
Γ = 1− σ
0.682wH
(4.10)
The derived position is fused with information from simultaneous localization and
mapping (SLAM) [100] in which the weight of the derived value is directly proportional
to Γ. In this way, the position of lane at the time of image capturing can be estimated.
However, due to the computation time, the actual current lane position can be signifi-
cantly different from that estimated position. This phenomenon is termed as processing
latency and in the next section, an algorithm, which can predict the lane’s position more
accurately, will be proposed.
4.4 Latency-Error-Correction Algorithm
After the image has been captured, the lane detection system takes some time to
process the image to find the center of the lane. During this period, the vehicle typically
travels a certain distance and sometimes even changes its orientation by a few degrees.
For example, when the lane detection system takes 250ms to process while traveling at
10km/hr, the vehicle can travel 0.7m during the processing and thus, the estimated lane
center position is 0.7m away from the actual position. Moreover, during the processing,
its orientation can be shifted up to a few degrees as well. To derive a more actuate lane-
center position, the vehicle travel distance and orientation changes have to be considered
by using a LEC algorithm.
The integration of vehicle velocity is used to estimate the total distance (s) travel.
During the image processing, the vehicle is moved a distance (~d) and its orientation is
changed at an angle (α) as well as the reference position is shifted from position B to A
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Figure 4.12: Vehicle movement during image processing.
as shown in Fig. 4.12.
Travel distance (~d) during the image processing is assumed mainly in YB direction










where dxB and dyB are the travel distance in XB and YB direction respectively and s is





where L is the distance between the rear wheels and the front ones and δ is the steering
angle. Detailed derivation of α is given in next section. By using the movement distance
(~d) and the rotation angle (α), the transformation matrix (ABT ) can be described in (4.13)
[101].
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cosα − sinα −s sinα




The lane detection system can provide ( ~dPB ) which is the lane center position with






where dPxB and dPyB are the distance between Point B and the lane center in XB and
YB direction respectively. However, the current lane center position ~dPA is referenced
from the new position A and thus, the transformation matrix is used to transform ~dPA











The estimated current lane center position is provided to the steering algorithm
which is discussed more details in the next section.
4.5 Steering Algorithm
The bicycle model, which is a common simplification of an Ackermann steered vehicle
[102] used for geometric path tracking, is utilized to estimate rotation radius of the EV
from the steering angle. The vehicle’s trajectory is modeled as a bicycle model in which
its steering angle is parallel to that of the vehicle, its rear wheel exists exactly in the
middle point between two rear wheels of the vehicle, and its front wheel exists exactly in
the middle point between two front wheels as shown in Fig. 4.13. Its geometric model
[102] is shown in Fig. 4.14. Based on the model, the geometric relationship between
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Figure 4.13: EV’s bicycle model.
Figure 4.14: Bicycle’s geometric model.
Figure 4.15: Bicycle circling at radius, R.
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Figure 4.16: Representation of coordinates and points in 2D plane.
where R is the vehicle cycling radius, L is the distance between front and rear wheels,
and δ is the steering angle. Coordinates and points from Fig. 4.15 are represented in
2D plane and are shown in Fig. 4.16.
Fig. 4.15 and 4.16 show that the rear wheel of the bicycle moves from point A ( ~PA)
to point B ( ~PB) by applying certain steering angle, δ. There are a few steps involved in
order to reverse compute the required steering angle, δ, given ~PA and ~PB . Firstly, the
distance vector (~d) is derived by using (4.17). The angle (β) between d and X can be
calculated by using (4.18) where dx and dy are d vector in X direction and Y direction
respectively and tan−1 is the inverse tangent value. After that, the required circling
radius can be calculated by using (4.19). By using the circling radius, the steering angle
can be computed by using (4.20).
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A simulation study has been carried out to analyze the performance of the steering
algorithm as well as the LEC algorithm. The map of the simulated lane is shown in Fig.
4.17.
To emulate an actual control scenario, the sampling period of 100ms is chosen and
the maximum turning speed of the steering motor is set at 10rad/s. Additionally, 100ms
of the computational latency is added in simulation. The constant traveling speed of
10m/s or 36km/hr is used. The vehicle, mentioned in section 4.7, is used as a model for
this simulation. The actual traveling path of a vehicle resulting from the algorithm is
compared with the lane’s center and the error, which is the distance between the actual
travel path and the lane’s center, and is presented in Fig. 4.18. In this simulation, the
RMS error achieved is 0.3875 m.
According to the above simulation, lane keeping error consists of oscillatory compo-
nents which are resulting from the latency present. To reduce the oscillation, the LEC
algorithm is deployed and the result is shown in Fig. 4.19. By applying the LEC, the
RMS error can be reduced from 0.3875m to 0.0620m which is significant.
According to Fig. 4.19, lane keeping error of less than 0.15 m is achieved even
under the curvy road condition. Even though the lane position is detected accurately
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Figure 4.18: Actual traveling path of vehicle and resulting error in lane centering with
computational latency.
Figure 4.19: Actual traveling path of a vehicle and resulted error in lane centering.
in the above simulation, the position outputs from a physical lane detection algorithm
are noisy. To emulate that, another simulation in which the lane center’s position is
induced with random noises, which are in between -0.5 meters and 0.5 meters, is carried
out and the result is shown in Fig. 4.20. The RMS error and the maximum absolute
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Figure 4.20: Actual traveling path of vehicle and resulted error in lane centering with
random noise.
error are 0.1509 m and 0.3155 m respectively.
According to the simulation, although the noise present can increase the error, the
proposed system is still stable and is able to keep track of the lane center. The actual
performance of the proposed system is assessed through experiments in the next section.
4.7 Experiment
The proposed system is implemented in a single-seater EV manufactured by Toyota
Tsusho and the overall setup is shown in Fig. 4.21. A camera (Genius WideCam F100
[103]) is mounted on EV and is connected to the PXI controller[71]. The specifications of
the controller are shown in Table. 4.1. LabView [104] is used as the main programming
language to control the steering angle of the EV while the proposed algorithms are
implemented in the MathScript Module [105] of the LabView.
The major components of the EV are shown in Fig. 4.22 and detailed information
of the EV can be found in Chapter 1. The main CPU of the EV is connected to the
PXI controller via Ethernet as shown in Fig. 4.21.
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Figure 4.21: Block diagram of overall system setup.




Memory 4 GB (4 x 1GB DIMM)
Operation System Windows 7
Figure 4.22: Major components of EV.
To verify the performance of the implemented system, experiments were carried out
on a road section of the NUS campus shown in Fig. 4.23 which consists of unevenly
distributed tree shading. During the experiments, the lane tracking and the steering ac-
tions were done autonomously by the proposed system, which was running at a sampling
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Figure 4.23: Map of road.
Figure 4.24: Results from 1st experiment.
rate of 4 Hz, while the driving speed was set to 10 km/hr due to safety reasons.
Three experiments were performed and the detail results from the 1st experiment
are shown in Fig. 4.24. These experiments were carried out during the day and there
were uneven distributed tree shadows present on the road. In Fig. 4.26, a set of sample
images captured with 20-frames-interval during the 1st experiment is provided. The
lane keeping errors during the next four experiments are plotted in Fig. 4.25. The
experiment data is analyzed and its summary is shown in Table 4.2.
According to Table 4.2, the proposed system can keep a maximum error below 0.45m
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Figure 4.25: Error results from other four experiments.
(a) 1st frame. (b) 21st frame. (c) 41st frame.
(d) 61st frame. (e) 81st frame. (f) 101st frame.
(g) 121st frame. (h) 141st frame. (i) 161st frame.
(j) 181st frame.
Figure 4.26: Selected frames during 1st experiment.
Table 4.2: Experiments’ data
Experiment No. 1st 2nd 3rd 4th 5th
RMS Error (m) 0.143 0.119 0.103 0.131 0.123
Maximum Absolute Error (m) 0.432 0.313 0.254 0.284 0.291
Average Driving Speed (km/hr) 10.0 10.0 10.0 10.0 10.0
and the RMS error is an average of 0.124m. To verify the performance of the imple-
mented system in a night environment, another five sets of experiments were carried
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Figure 4.27: Results from 1st experiment.
Figure 4.28: Error results from other four experiments.
Table 4.3: Night-experiments’ data
Experiment No. 1st 2nd 3rd 4th 5th
RMS Error (m) 0.157 0.085 0.095 0.085 0.102
Maximum Absolute Error (m) 0.307 0.235 0.254 0.201 0.213
Average Driving Speed (km/hr) 10.0 10.0 10.0 10.0 10.0
out on the same road section of the NUS campus. The first set of results are shown in
Fig. 4.27 and the error results from the rest are shown in Fig. 4.28. In Fig. 4.29, a set
of sample images captured with 20-frames-interval during the first night experiment is
shown. The data from night experiments is investigated and its summary is presented
in Table 4.3.
From Table 4.3, it is evident that the proposed system can keep the maximum error
below 0.35m and the RMS error is at an average of 0.105m. During the experiment,
the lighting condition is evenly distributed and the road is relatively flat. Therefore, to
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(a) 1st frame (b) 21st frame (c) 41st frame
(d) 61st frame (e) 81st frame (f) 101st frame
(g) 121st frame (h) 141st frame (i) 161st frame
(j) 181st frame (k) 201st frame (l) 221st frame
Figure 4.29: Selected frames during 1st night-experiment.
Table 4.4: Second night-experiments’ data
Experiment No. 1st 2nd 3rd 4th 5th
RMS Error (m) 0.142 0.127 0.145 0.094 0.141
Maximum Absolute Error (m) 0.329 0.302 0.332 0.255 0.330
Average Driving Speed (km/hr) 10.0 10.0 10.0 10.0 10.0
verify the performance in a bad ambient condition on an undulating road, another five
sets of experiments were carried out on a different road section of the NUS campus and
the experiment results of the first run are shown in Fig. 4.30. The error results from
the other four are shown in Fig. 4.31. In Fig. 4.29, a set of sample images captured
with 20-frames-interval during the first experiment is shown. The data from these night
experiments is investigated and its summary is presented in Table 4.4.
According to Table 4.4, the proposed system can keep the maximum error below
0.35m and the RMS error is at an average of 0.130m. Even though the ambient condition
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Figure 4.30: Results from 1st night experiment with bad lighting.
Figure 4.31: Error results from other four experiments.
is a lot worse than those in the previous two sets of experiments, the performance is
still similar and thus, the LAIT algorithm is able to effectively reject the ambient effects
from the environment.
Therefore, the proposed system is verified to be able to keep the vehicle in the center
of the lane within 0.45 m and with an average of 0.12m from the center under three
different environmental conditions. Video-footprints of the experiments can be seen in
[106, 107].
4.8 Conclusion
This chapter presents a lane-keeping approach which consists of the lane detection
system, using input only from a mono wide-angle camera, LEC algorithm and the steer-
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(a) 1st frame (b) 21st frame (c) 41st frame
(d) 61st frame (e) 81st frame (f) 101st frame
(g) 121st frame (h) 141st frame (i) 161st frame
(j) 181st frame (k) 201st frame (l) 221st frame
Figure 4.32: Selected frames during 1st night-experiment with bad lighting condition.
ing control system. Through both simulations and experiments, the approach has been
verified to achieve a satisfactory performance as the average errors are less than the
width of a lane marking while maximum error is approximately 10% of average lane’s
width during all of the experiments conducted under different lighting and road condi-
tions. Even though the proposed approach also can provide good performance under
curvy road condition, above experiments were carried out on relatively a straight road
for quantification. As this chapter focuses on utilizing only an off-the-shelf webcam
and a generic processor to perform the auto lane keeping task, the performance can be
further enhanced by fusing this system with additional data from motion sensors, GPS,
and local map, and utilizing a dedicated graphic processor or a field-programmable gate
array (FPGA) to further improve computation efficiency. Moreover, the proposed lane-
keeping system has been successfully integrated together with the remote driving system
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proposed in [45] enhancing the lane keeping performance during the remote driving.
The implementation consists of not only the lane-keeping algorithms but also con-
trolling the driving speed and steering speed. The EV, used in the project, has already
contained built-in PID controllers with types of modification, which can be done to their
control system models, being limited. However, the control models of some contained
controllers are not suitable for the required control performance and thus, retrofitting
alternative controllers is required. In order to overcome a physical retrofitting, an al-
ternative approach, which can provide the required control system modification without






Proportional-Integral-Derivative (PID) control is generally a popular form of control
for applications with modest control specifications and they can be found in a wide and
diverse range of applications such as but not limited to process control, automotive, flight
control and factory automation. PID controllers can be combined with logic, sequential
machines, selectors, and function blocks to build complicated automation systems such
as those used for energy production, transportation, and manufacturing. On top of
that, many sophisticated control strategies, such as model predictive control, are also
organized hierarchically based on PID control. The main reason for its success is that
it has a simple structure which is easy to be understood by the engineers and under
practical conditions, it has been performing more reliably compared to other advanced
and complex controllers. It has remained true that PID controllers are by far the most
dominating form of controllers in use today comprising more than 90% of industrial
controllers.
Driven by its popularity, PID control has been a de-facto industrial standard and
automation equipment and instruments are often provided together with built-in PID
control in proprietary and closed architectural forms so that the users and customers do
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not have to deal with them separately. These built-in solutions will typically restrict the
users to input fixed control gains and the reference signal. Unfortunately, such a bundled
solution poses serious constraints when there arises needs to incorporate modifications
and adaptation in the controller in situations when simply tuning the control gains
in the closed system cannot achieve the performance needed. Two examples of such
scenarios arising would be the need to bundle a suitable anti-windup mechanism for the
integral control action and the flexibility to adapt control gains on the fly when faced
with nonlinear or time varying processes. These scenarios are cumbersome to handle in a
closed-architectural proprietary setup without tearing apart the overall system to retrofit
an alternate controller and separate instrument to allow such flexibilities, incurring cost,
time and a possible void of warranty on the equipment since that will be counter acting
the intention of the manufacturer.
Integral windup commonly occurs due to control input limitation and saturation non-
linearity of the physical systems. When windup steps in, the performance of the closed-
loop system significantly deteriorates yielding a larger overshoot, slower settling time
and lower stability [36][37][38][39]. Thus, anti-integral-windup mechanisms (AIWM)
are necessary to counter this phenomenon. Built-in PID controllers may or may not
have an AIWM provided. When the built-in control is not equipped with an AIWM,
anti-windup can be mediated with a low integral control gain. Even if it is equipped
with AIWM, there are different types of AIWMs and each strives in a specific situation.
Thus, the AIWM provided may not be suitable for the actual application and changes
to the AIWM configuration parameters have to be done continuously to retain it, or an
alternate one has to be employed. These are not easily done with a closed framework.
Control gains need to be adapted to changes in dynamics of the plant to achieve
acceptable performance, and such changes are inevitable with a time varying or nonlinear
plant. This is often done through a gain scheduling table for cases when the changes are
predictable and via a general adaptive control when the changes are not as structured
[40] [41]. Either case will warrant changes to the control gains synchronously with the
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dynamics changes in the plant. These are difficult to achieve too in a closed-setup in
which typically only fixed gains can be assigned.
In this chapter, an approach towards achieving control adaptation, which cannot be
achieved easily with a closed-architectural system, such as incorporating an appropri-
ate AIWM and enabling adaptive control, is proposed. There are other applications of
the approach such as realizing a high order controller or a signal processing filter. The
approach leverages on a set-point manipulation mechanism which allows the additional
modifications to be done outside of the main closed-loop without affecting the closed-
system. It will be shown that the proposed configuration is equivalent to the original
closed-architectural control system in terms of the closed-loop relationships, but with all
the flexibilities needed for user customization to yield improved performance. Results
from both simulation examples and a real-time implementation on an autonomous vehi-
cle with a closed-architectural control system will be furnished to show the effectiveness
of the proposed approach. This approach is utilized in the remote driving framework
providing required control performance of the Drive and Steer controllers during the
remote driving and the auto lane keeping.
5.2 Review of Anti-Integral-Windup Mechanisms
A number of AIWMs has been introduced in the literature and the majority of
them can be categorized into three different kinds: conditional integration, back track-
ing calculation and limited integrator schemes [108]. In conditional integration schemes
[109][110][111], the integral action is suspended and only the PD control is activated
when control input is saturated. In back tracking calculation schemes [36][112][113][114][115],
the difference between the saturated and unsaturated control input signals is used to
generate a feedback signal to moderate the integrator’s output. In limited integrator
schemes [116], the integrator value is limited with a high-gain dead zone to ensure op-
eration in the linear range.
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Limited integrator schemes are not commonly used especially in built-in controllers
as they are not amenable to general usage [117]. Back tracking calculation and especially
conditional integration schemes are more commonly found in these built-in controllers.
But even under the commonly used conditional integration schemes, there are four main
types.
1) Type A: the integral term is limited to a predefined value.
2) Type B: The integration is stopped when the error is greater than a predefined
threshold, when the process variable is too far from the set-point.
3) Type C: The integration is stopped when the control variable saturates.
4) Type D: The integration is stopped when the control variable saturates and the
control error and the control variable have the same sign.
Type A requires a predefined cut-off and Type B requires a predefined threshold to
be configured for proper implementation of the control application. The limitation of
the integral term in Type A can prevent the control from attaining set-point tracking.
Likewise, the predefined threshold in Type B may cause the control to be trapped in
an unreachable state wherein the control error remains above the threshold. In other
words, setting the above two parameters too high allows significant build-up of the
integral windup and setting them too low will prevent the integral from correcting the
steady stage error. Thus, these parameters should be set just enough so that the integral
is able to correct the steady stage error, which is highly dependent on the process static
gain. As a result, in order to achieve the optimal anti integral windup measure with
Types A and B, these parameters should be set accurately according to the process
static gain. In a nonlinear process wherein the DC gain is varying, these pre-set values
do not match the actual gains and thus, the closed loop systems with Types A and B
can result in a steady-state error [117].
The issues relating to steady-state error with Types A and B above can be avoided
by using Type C or D. Comparing these two types, Type D offers the significant advan-
tage that the integrator is not inhibited as it helps to push the control variable away
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from saturation. In cases when the process and the instrument are separate entities,
these two types require the knowledge of the process saturation region in order to set
a suitable value to the maximum instrument output parameter. However, when the
process saturation region is varying and unpredictable, setting appropriate values for
this parameter is often challenging. An inadequate parameter can result in steady-state
error or deterioration in the closed-loop performance [117].
Thus, there is no single AIWM which fits all situations and the mechanism provided
in a built-in controller may not be suitable for the actual process. Replacing one with
another more suitable mechanism is then required and this is not a simple task in a
closed-form control system. Even if the mechanism is suitable for the nominal plant,
process model variation can happen either due to process modification or due to non-
linearities and disturbances occurring over time. As a result, parameters such as the
predefined value, the threshold, and the maximum output allowable need to be updated
continuously on the fly.
5.3 Proposed Configuration and Approach
Consider a general closed-loop control system in Fig. 5.1, using a built-in controller
GC = GC1GC2 (shown in the dotted box) to control the process GP . r, w and y represent
the set-point, disturbance and process variable respectively. Modern devices may even
bundle the controller GC and process GP as a single entity. The controller will typically
receive as user inputs the set-point r and a set of fixed control gains.
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Figure 5.1: Block diagram of closed-loop control system with built-in controller
Figure 5.2: Block diagram of proposed control configuration.
Now consider the proposed control configuration to allow control adaptation in the
closed architectural control system as shown in Fig. 5.2.
The part of the controller in the dotted box can be thought as a set-point manipulator
transforming the original set-point r into a new one r¯ for the controller GC1 which
directly manipulates the process. The closed-loop transfer functions between y and
inputs r, w can be shown to be
Gyr =
GC1GP (G¯C + 1)







Thus, it can be observed that the proposed control configuration in Fig. 5.2 is
equivalent to the closed-architectural control of Fig. 5.1 in terms of the closed-loop
relationships if
G¯C = GC2 − 1 (5.5)
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This implies that under the proposed configuration, a part or the full (GC2 = GC
and GC1 = 1) built-in controller GC can be realized outside of the built-in control
system, thus enabling the flexibility for control adaptation including but not limited to
the implementation of AIWMs and gain scheduling schemes.
Consider a PID realization of the proposed configuration where the built-in controller
GC is a PID controller. Different variants of PID realizations can be possible under the
proposed configuration. For example, PD control GC1 = KC1(1 +Kds) can be retained
in the built-in control and PI control GC2 = KC2(1 +
Ki
s ) shifted outside of the built-in
loop. If the full proportional gain is retained in the built-in control, i.e., KC2 = 1, then
G¯C =
Ki
s . A pure integral control can be realized outside of the built-in control loop
and equivalent set-point tracking and load disturbance attenuation is still achieved.
Alternatively, with GC1 = KC1 and GC2 = KC2(1 +
Ki
s )(1 + Kds), the full PID
control can be shifted outside of the built-in loop and only a proportional gain is applied
for stabilization of the built-in control loop.
Remarks:
1) The integrator part of the control can be realized outside of the main control
loop along with an appropriate AIWM. This allows an AIWM to be efficiently applied
to the existing built-in control without one or an appropriate AIWM to replace an
inappropriate built-in AIWM.
2) A gain scheduling strategy can be effectively realized with PID gains varying
with respect to operating point or with time. This is achieved within the set-point
manipulator.
3) A high order controller or a signal processing filter can be achieved with the
built-in PID control, with the additional order of control incorporated into GC2.
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Figure 5.3: Implementation of Type C AIWM in proposed configuration.
5.4 Incorporating AIWM into Proposed Configura-
tion
In this section, the approach to incorporate a suitable AIWM into a closed-architectural
PID control system either without one or with an inadequate AIWM will be elaborated.
Without loss of generality, proportional control in the built-in controller will be used,
i.e., GC1 = KP . The saturation condition is thus given by:
u = e¯.KP > umax or u = e¯.KP < umin (5.6)
where e¯ = y − r¯ , and umax and umin are the higher and lower saturation limits of
the input to the process respectively.
5.4.1 Implementation of Type C AIWM
The conditional function of the Type C is given by
e =

r − y if δ < e¯ < σ
0 otherwise
(5.7)
where e¯ = y − r¯ , σ = umaxKP and δ = uminKP .
The implementation of the Type C AIWM in the proposed configuration is shown
in Fig. 5.3.
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Figure 5.4: Back tracking AIWM with PI control.
Figure 5.5: Implementation of back tracking AIWM in proposed configuration.
5.4.2 Implementation of Back Tracking AIWM
The typical implementation of a back tracking AIWM in a PI controller is shown in
Fig. 5.4 [117] [118].
With the proposed configuration, the back tracking AIWM can also be realized
outside of the P-only control loop as shown in Fig. 5.5.
5.5 Incorporating Gain Scheduling into Proposed Con-
figuration
When faced with a time varying or nonlinear process, the controller should adapt
its gains when necessary to yield a good performance despite the variation in process
dynamics. Under the proposed configuration, this gain variation can be efficiently ac-
commodated outside of the closed-architectural control system into the set-point ma-
nipulator. One realization of gain adaptation using a gain scheduler is shown in Fig.
5.6.
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Figure 5.6: Implementation of gain scheduling in proposed configuration.
Figure 5.7: Built-in control with Type A AIWM provided.
5.6 Experimental Verification on EV
The proposed control configuration was applied to the EV which is equipped with
a built-in PID controller with a Type A AIWM as shown in Fig. 5.7. The saturation
function acts on the PID control signal to limit it to the specifications of the motor
drives. The MEV uses two drive motors which are mounted at the rear wheels and
these are integrated with an embedded PID controller which can accept only input of
fixed control gains as well as the reference speed signal through the CAN bus from the
Main CPU of the EV as shown in Fig. 5.8. The drive motor assembly is shown in Fig.
5.9. The MEV represents a typical real example of an AIWM provided in the built-in
control system.
The static gain of the speed-input relationship of the motor was calibrated by eval-
uating the steady state offset of the speed control with a proportional only controller.
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Figure 5.8: Hardware block diagram of drive motor control system.
Figure 5.9: Hardware picture of drive motor assembly.
Table 5.1: Gain of different road surface
Surface Gain Similarity to gain on flat surface
Flat 0.063 100%
Up Slope ( 20 Degree) 0.019 30%
Down Slope ( 20 Degree) 0.098 156%
Table 5.1 shows the variation in the gain with different slopes of the road. It can be
observed that the variation in the static gain is significant. Thus, the Type A AIWM is
not ideally suited for the speed control of the MEV.
To find out optimal PI gains, transfer function of the drive controller was experi-
mentally derived first, resulting in the following equation.
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, where G is a dynamic gain. Different gains from Table 5.1 were substituted into the
model and PI gains were derived through simulations. The resulted PI gains were further
fine-tuned empirically as the values KP = 0.6 and Ki = 0.02 were found to work best
over different profiles of the road. The MEV was driven over a stretch of road with flat,
up slope and down slope profiles at a constant target speed of 5km.h−1. The speed
recorded over this travel is shown in Fig. 5.10. The passenger seated in the MEV can
clearly experience the jerky movements due to fluctuations in the velocity of the MEV.
The speed fluctuations are due mainly to the Type A AIWM which is inadequate
to cope with the varying static gain. To minimize these undesirable oscillations, the
proposed control configuration was adopted and the Type C AIWM scheme was used
instead as shown in Fig. 5.11. The PI gains remained the same and the same route was
used to capture the speed variation with the alternate AIWM. The clearly improved
results are shown in Fig. 5.12.
As seen in Fig. 5.12, the amount of oscillation is significantly reduced from a RMS
value of 0.20 to 0.11 resulting in a clearly smoother driving experience to the passenger.
This improvement is achieved with no physical alteration done to the built-in controllers
integrated to the motor drives.
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Figure 5.11: Block diagram of improved speed controller.
Figure 5.12: Speed of MEV with proposed control and AIWM.
5.7 Conclusion
In this chapter, a set-point manipulation approach towards achieving control adap-
tation in a closed architectural control framework is proposed and designed. Such an
approach allows the flexibility to incorporate an appropriate AIWM and enabling adap-
tive control which cannot be achieved effectively with a built-in proprietary controller.
The approach can be adopted without having to remove or decommission the built-in
controller. While the realization of the proposed configuration is with respect to a PID
controller, the framework proposed is general allowing the use of higher order controller
too. The motivation for such an approach was duly elaborated and verified using sim-
ulation examples as well as a real-time experimental verification on a MEV which is
supplied with built-in PID controllers for the motor drives and an AIWM which is ad-
equate if the road surfaces on which the MEV is driven is relatively flat. The results
show that the approach can achieve enhanced performance even when the road surface is
not flat by switching to an alternate AIWM not provided by the built-in controller and
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incorporating it in the set-point manipulator which resides outside of the closed system.
Moreover, the approach provides opportunities to enhance the control performance of
the existing EV controllers without replacing them physically, thereby enabling required
control performance of the EV’s controllers during the remote driving and the auto lane
keeping in the integrated remote driving system.
In previous chapters, the essential technologies for realizing a remote driving has
been proposed and discussed. They should be integrated together with the autonomous
system, providing an integrated solution which leverages the strength of both driving
systems. In this way, a Multi-Hierarchy Last Mile Solution can be realized. Detailed





Integrated Remote Driving (IRD) was developed to realize the remote driving whereas
Auto Lane Following (ALF) and Auto Reverse Parking (ARP) were developed to per-
form the autonomous driving functions. These programs from both drivings should be
integrated to realize the Multi-Hierarchy Last Mile Solution.
6.1.1 Integrated Remote Driving Program
The IRD comprises of five modules: Remote Driving, Lane Centering using Mono
Wide-Angle Camera, PID Set-Point Manipulation Algorithm, GPS and Localization, and
Brake-By-Wire, as shown in Fig. 6.1. The user interface of the integrated remote station
is shown in Fig. 6.2. The Remote Driving module is based on the framework described in
Chapter 2. The details of the Lane Centering using Mono Wide-Angle Camera and the
PID Set-Point Manipulation Algorithm are provided in Chapter 4 and 5 respectively.
The Lane Centering module can be activated and deactivated by the remote driver’s
instructions through the data streaming established between EV and RS. The Brake-by-
wire allows the brake to be activated programmatically without disturbing the physical
brake functionality and its installation is shown in Fig. 6.3. It consists of an Arduino
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Figure 6.1: Modules of integrated remote driving.
Uno board which is used to control the motor and to provide the link between the PXI
and the brake-by-wire system. Similar to the Lane Centering module, the brake can
be remotely activated and deactivated by the remote driver. The GPS and Localization
module utilizes a USB GPS Receiver (BU-353S4) which is mounted on the EV and is
connected directly to the PXI. Information sent out by the receiver is decrypted in order
to retrieve the current GPS coordinates of the EV. The coordinates information is sent
to the RS through the data streaming and then, is passed as parameters to the Google
Map Application Program Interface (API) in order to display the location of EV on the
Google Map of the remote driver’s GUI as shown in Fig. 6.2.
6.1.2 Auto Lane Following Program
The ALF comprises of two subsystems; vision measurement and vehicle control. The
vision subsystems make use of stereo cameras to reconstruct 3D road and compute the
vehicle pose with respect to the road, which functions as a measurement feedback to
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Figure 6.3: Installation of Brake-by-Wire.
the control system. Particle filter is utilized to improve the measurement consistency
and accuracy [42]. The vehicle control subsystems are based on nonlinear MPC scheme
which controls the vehicle velocity and steering at the same time. The MPC scheme
also takes human drivers’ safety and conform into consideration as well[43].
The purpose of ALF is to control the vehicle to follow the road accurately while the
vehicle acceleration is well controlled and followed ISO standards. The vision subsystem
is running on a laptop while the control subsystem is processing on the PXI. A serial
RS232 is utilized to communicate between the two subsystems.
6.1.3 Reverse Parking Program
The ARP is a low-cost vision-based approach to carry out fully self-reverse parking.
It consists of four key sub-modules: 1) a novel path planning module ensures that a
feasible path is available under any initial poses, which free human intervention com-
pletely; 2) a modified SMC on the steering wheel is designed for path following; 3) image
processing with Kalman state prediction provides consistent and real-time estimation
on the vehicle pose; and 4) a robust overall control scheme ensures that the vehicle can
park along the slot center line accurately without intrusion into adjacent slots. The
purpose of the program is to park the vehicle accurately and consistently in all cases
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and it is running on the PXI. In the next section, major challenges in integrating the
programs will be illustrated and solutions to overcome these challenges will be designed
and proposed.
6.2 Challenges in Integration and Solutions
To leverage the strength of both the remote and the autonomous driving, these two
systems should work together in synergy. One main challenge is that the three programs
have to connect to the MEV’s communication Dynamic Link Libraries (DLLs) in order
to provide commands to the MEV’s main controller. Although there are three programs
in the integrated system, only one among them should provide instructions to the MEV’s
DLLs and take charge of the communication at one time in order to avoid sending out
conflicted instructions among programs. Therefore, a proper mechanism is required to
handle the selection of an appropriate program to take charge the communication in
any moment and handling switching among programs to take charge of communication
as well. Additionally, the software platforms of the programs are different and thus, the
mechanism should accommodate and be compatible with different software platforms.
Another challenge is that the CPU and necessary resources of PXI are shared by the
three programs. Therefore, a proper allocation of resources is vital in making sure that
enough resources are available for crucial operations and at the same time, achieving an
optimal performance.
To overcome these challenges, the mechanism, which can properly manage the coor-
dination between these programs, is designed and implemented as shown in Fig. 6.4. In
the mechanism, the IRD acts as a master program providing instructions to ALF and
ARP through the file, ’comm.txt’. To establish reliable communication, the acknowl-
edgments are sent from ALF and ARP through the another file, ’comm open.txt’. The
reason that files are used in the mechanism is that they can be easily accessed from
different programming platforms. Two separate files are used to avoid instructions and
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Figure 6.4: Block diagram of integrated system
acknowledgments overwriting each others. The IRD is responsible for interpreting in-
structions from the remote driver in selecting the current mode of the EV which is either
Remote Driving, Auto Lane Following, or Reverse Parking and assignning the respective
program to take charge of the MEV’s communication at the moment. Furthermore, the
video streaming is still active during the Auto Lane Following and the Reverse Parking
modes so that the remote driver can provide a close supervision at all time and can
switch back to Remote Driving mode whenever necessary. In addition, the mechanism
enforces the programs to free up the CPU and resources whenever they are not active.
The next section will cover the setup of the integrated experiments together with results
from those experiments.
6.3 Integrated Experiment
In this integrated experiment, the remote driving system was setup according to Fig.
2.7 with the configuration from Fig. 2.8c. The RS was setup inside a room of Stephen
Riady Centre of NUS and is shown in Fig. 6.5. The EV was located approximately one
kilometer away from the RS.
The experiment involved five consecutive stages as shown in Fig. 6.6. It was started
with the remote driving at a roundabout (Fig. 6.7) which was an unstructured envi-
ronment for two rounds with a total travel distance of approximately 86 m. During the
second stage, the EV was switched to the Auto Lane Following Mode by the remote
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Figure 6.5: Photos of remote driving station at UTown.
driver to follow a lane marking (Fig. 6.8) for a travel distance of approximately 135 m.
During the third one, the EV was remotely driven approximately 42 m in the reverse
direction toward initial parking position of a parking lot. After that, the EV was au-
tonomously parked inside the parking lot (Fig. 6.9) by the ARP program. Finally, the
EV was remotely driven to avoid a series of obstacles shown in Fig. 6.10. In this way,
the experiment involved a series of driving tests such as remote driving in an unstruc-
tured environment, auto lane following, remote driving in the reverse direction, auto
reverse parking, and remote driving on a challenging road condition. The same set of
experiment was carried out for five rounds and time taken for each stage is shown in
Table. 6.1.
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Figure 6.6: Flowchart of experiments.
Figure 6.7: Photos of roundabout during remote driving.
6.4 Conclusion
The above experiments verified that the deployed mechanism was able to integrate
the three programs together, enabling seamless switching among them. During the
experiments, the remote driver was able to drive remotely the EV from a distance of
approximately 1 Km and was still able to provide a close supervision during auto lane
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Figure 6.8: Photos of road during auto lane following.
Figure 6.9: Photos of parking lot during auto parking.
Table 6.1: Experiment results
Time Taken (s)
Round 1 Round 2 Round 3 Round 4 Round 5 Average
Stage 1 126 115 107 84 74 101
Stage 2 86 67 53 64 70 68
Stage 3 76 76 52 60 63 65
Stage 4 60 78 54 70 74 67
Stage 5 80 86 46 70 95 75
following and auto reverse parking as well. In addition, the experiments showed that
the integrated solution can still be functioning under the different road conditions such
as unstructured road with a series of obstacles.
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The thesis presents the design of a last mile transportation system which comprises
of a teleoperated vehicle driving system and an autonomous driving system. The ma-
jor reason of integrating two systems together is that the machine perception has not
reached to the level of human perception by far especially in unpredictable scenarios
and unstructured environments. Additionally, the ability to recognize and identify ab-
normal behaviors within the system and perform self-diagnosis by algorithms is far too
limited. Therefore, safety drivers, who are inside the autonomous vehicles or another
vehicles following them closely behind, are still playing important roles in tasks such as
understanding situations, verifying functionality of the vehicles’ instruments, and taking
actions in an emergency or the aftermath of accidents. Having this type of continuous
human supervisions to monitor the system behavior is still necessary but it is not eco-
nomically feasible for a practical LMT. On the other hand, the remote driving itself
is not an economically suitable option either. Therefore, the thesis is to describe an
economically viable LMT system which leverages and synergies the strengths from both
drivings. This can be achieved by assigning certain types of routine tasks, such as ma-
neuvering vehicles on structured environments, to autonomous system while assigning
non-routine ones, such as perceiving situations and making unstructured decisions, to
the remote driver. As the solution contains variety of modules and functions, researches
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are divided into two parts: the remote driving and the autonomous driving part. Among
the two parts, the thesis focuses primarily on contributions in the implementation of the
remote driving as well as the integration of various modules from both drivings to realize
the Multi-Hierarchy Last Mile Solution.
7.1 Summary
The summary of this thesis is as follows.
In the Chapter 2, a framework for the last mile transportation dilemma by utiliz-
ing the IEEE 802.11 networks which are often readily available in campuses and private
estates. The framework minimizes transmission latency by selecting UDP as main trans-
mission protocol, MJPEG as compression algorithms, and 5GHz as wireless band, and
implementing adaptive data streaming. It also improves reliability of transmitted data
by integrating time synchronization between EV and RS such that the recency of the
received data can be determined precisely and also the current network condition can be
monitored closely. In the framework, data integrity check is continuously carried out to
safeguard the received data accuracy. Additionally, heartbeat signals are implemented in
individual subsystems and are continuously monitored by central watchdogs. Whenever
a malfunction is detected, the watchdog will activate predefined emergency protocol.
For the wireless security, WPA2 is integrated to prevent the system from unauthorized
access. The maximum driving speed is systematically and automatically adjusted based
on the round trip network latency. A technique to minimize or eliminate the blind
spot area, while the system’s user interface maintained relative similarity with that of
a conventional driving, was introduced. With the proposed framework, remote driving
experiments were conducted under different test scenarios. One of them is validating the
benefits of having adaptive streaming algorithms. A set of experiments were carried out
to compare the remote driving under the framework with the normal driving and the
performance of remote driving was found to be comparable to that of a normal driving.
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Additional experiments validated that the system was also able to detect both wireless
network drop and system errors and reacted accordingly in less than one second. These
results from different test scenarios proved that the proposed framework can provide a
remote driving system with an acceptable performance. Therefore, the framework was
used as a foundation on which subsequent developments of the Multi-Hierarchy Last
Mile Solution were carried out.
In the Chapter 3, an approach, which can closely predict the compression parameter
’Q value’ with minimal latency in time sensitive M-JPEG streams, was proposed and
validated. Among different video compression standards, M-JPEG is a video compres-
sion format in which each video frame or interlaced field of a digital video sequence is
compressed separately as a JPEG image. That allows to start decoding at any par-
ticular frame and localize the transmission errors by using frame-by-frame processing.
Therefore, the compression standard is adopted for the project. However, the bit rate of
M-JPEG is highly dynamic creating undesired interference to the wireless bandwidth of
the remote driving system. To overcome the problem, the thesis proposed an approach
which enabled a real-time processing and a straight forward deployment without the
need for parameter settings. The approach can regulate not only frame size but also bit
rate to a suitable level as well. According to experiments with a video sequence from a
moving electric vehicle and a short video, the approach can control within 1.5% of the
desired frame size and 0.6% of desired bit rate, outperforming other known similar ap-
proaches in achieving both frame-rate and bit-rate adaptations for streaming M-JPEG
videos. The approach was successfully implemented for the video streaming of the re-
mote driving system to stabilize video streaming bit-rate and reduce interference to the
wireless bandwidth of the remote driving system.
In the Chapter 4, a lane-keeping approach which consists of the lane detection sys-
tem, LEC algorithm, and the steering control system, was presented, deployed, and
experimented. The autonomous lane-keeping can enhance overall driving experience be-
cause the remote driver from RS maneuvers a vehicle by using videos and sensory inputs
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and giving commands to the vehicles wirelessly. Due to dynamic of a wireless network,
an intermittent long latency can occur posting a certain level of challenges in keeping
the vehicle at the center of the lane during high network interference. To overcome the
issue, the auto lane centering system was integrated into the remote driving system to
assist the remote driver in keeping the vehicle at the lane center with a relatively low
computation cost. The proposed lane detection system utilizes a mono camera as an
input and is able to estimate the position of a lane center referenced to the camera’s
position. After that, the vehicle’s travel distance and direction during the computation
is computed and the estimated lane position is adjusted accordingly. By using the new
estimated position, the steering algorithm can compute the required steering angle for
maintaining the vehicle at the lane’s center. Both simulations and experiments, which
utilized only off-the-shelf web camera, verified that the approach was able to achieve a
satisfactory performance as the average errors were less than the width of a lane mark-
ing while maximum error was approximately 10% of average lane’s width during all
of the experiments conducted under different lighting and road conditions. The auto
lane-keeping approach was integrated in the remote driving system to enhance the lane
keeping performance of the remote driver.
In the Chapter 5, a set-point manipulation approach towards achieving control adap-
tation in a closed architectural control framework was proposed and designed. Such an
approach allows the flexibility to enable adaptive control which cannot be achieved ef-
fectively with a built-in proprietary controller. The approach is beneficial to the project
as the EV, used in the project, has already contained built-in PID controllers with types
of modification, which can be done to their control models, being limited. Additionally,
the realization of the proposed configuration is applicable not only for PID controllers
but also higher order controller as well. The approach can be adopted without having to
remove or decommission the existing controllers. The applicability of proposed approach
was verified through a Gain Scheduling simulation and its performance was validated
through a Coupled-Tanks experiment. Furthermore, a real-time experiment on an EV,
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which was supplied with built-in PID controllers for the motor drives, verified that the
approach can enhance the control performance without the need to physically change
its controllers. This allowed to improve the control system performance of existing EV’s
controllers without having any physical alterations.
In the Chapter 6, the mechanism, which can properly integrate programs from both
driving systems, was designed and implemented. The integration involved coordination
among program modules which are developed with different programming platforms. A
set of integrated experiments, which involved remote driving and remote reverse driv-
ing in unstructured environment and auto lane following and auto reverse parking in
structured conditions, were carried out successfully. According to the experiments, the
remote driver was able to drive remotely the EV from a distance of approximately 1
Km and was still able to provide a close supervision during auto lane following and auto
reverse parking as well. Additionally, the integrated solution can still be functioning
under different road conditions such as unstructured road with a series of obstacles.
On the other words, the last mile transportation system can be deployed not only on
structured roads but also on unstructured ones as well. These experiments also verified
that the leverage on human perception and algorithms was beneficial in enhancing per-
formance, less reliance on structured environments in which the autonomous solution
can be deployed, and making the LMT solution more economical.
7.2 Recommendations for Further Work
This section provides potential future directions of research in continuation of this
work.
In the Chapter 2, the remote driving framework represented the initial applied re-
search which provided experimental statistics under the given settings and conditions as
well as a generic framework for future enhancements. Therefore, product development
phases such as tailoring of the components and wireless infrastructure to suit the needs
135
Chapter 7. Conclusion
of individual scenarios are still required. For example, although the wireless network
infrastructure provided is sufficient to carry out necessary experiments, fine tuning and
a proper selection of suitable wireless infrastructures may still be required in a different
environment. Comprehensive hazard control measures, such as Hierarchy of Control
[77], are recommended for an actual deployment.
In the Chapter 3, an approach to achieve real-time bit-rate adaptation in M-JPEG
streams was provided. The approach allowed straight forward implementations with
minimum computational cost. The computational cost was an important key factor as
the project utilized only a generic CPU to simultaneously process multiple tasks such
as streaming of four videos, computation of lane keeping algorithms, and harmonizing
among various functions, programs, and instruments. On the other hand, the video com-
pression performance of the proposed algorithm can be enhanced by integrating with
different compression standards such as H.264. However, these better compression stan-
dards also demand higher computation cost and thus, it was not possible for the generic
CPU of the project to compress the four videos concurrently by using these compres-
sion algorithms. To overcome the limitation, these compression algorithms should be
processed with dedicated processors such as Graphic Processing Units (GPU) thereby,
freeing up some workload from the generic CPU.
In the Chapter 4, an approach, which can provide a satisfactory lane-keeping perfor-
mance, was presented. As the approach utilized only an off-the-shelf webcam to estimate
the location of vehicle respected to the road lane, the performance can be further en-
hanced by fusing the system with additional data from motion sensors, GPS, and local
map. Additionally, a dedicated FPGA can further improve computation efficiency in
processing algorithms to perform the auto lane keeping task.
In the Chapter 5, an approach, which can achieve control adaptation in a closed
architectural control framework, was provided. Although, theoretical derivation, simu-
lation, and experiments were presented in the PID controllers for simplicity, realization
of the approach in high order controllers and signal processing filter can be further
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studied and convergence of the proposed schemes can provide deeper insides.
In the Chapter 6, the mechanism was designed to integrate programs from both driv-
ing systems accommodating seamless switching between them. However, the high-level
decision, on which driving mode should be active at the current moment, was carried
out by the remote driver. A prognostics algorithm, which can automatically determine
the suitable mode of driving based on location, environment, and EV’s condition, can
be considered to lessen the workload of the remote driving and improve the driver’s pro-
ductivity. In this way, overall efficiency and performance of the Multi-Hierarchy LMTS
can be further enhanced.
7.3 Recommendations for Future Research Direction
Autonomous driving technology in general is trying to fit into roads which have been
historically designed around human drivers. For example, traffic light signals and road
markings are visual based with no error checking mechanism and are designed to be obvi-
ous for a human driver. Human uses subsequent responses from the environment and the
compliances with surrounding conditions as an error checking mechanism. One example
is that if a human driver enters into a wrong traffic lane, he can immediately notice his
error by observing surrounding vehicles movements or vehicle parking directions. Soon
after noticing, he can correct the error in a timely and appropriate manner by providing
proper signals to, and seeking temporary compliance from, other road users. However, it
is extremely challenging for autonomous vehicle to identify its error, select suitable cor-
rections, and respond appropriately. In such scenarios, tele-monitoring of autonomous
vehicles can potentially assist them. With the popularity of autonomous vehicles, such
tele-monitoring could become a part of traffic planning and an important tool for traffic
police in providing a safe commuting. Even though there are still concerns on reliability,
privacy, and security of such tele-monitoring, it can be a possible contingency measure
for a safe commuting, especially for the autonomous vehicles with no licensed passengers
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on board. Therefore, to provide such contingency measures on the futuristic scenarios,
the framework proposed in the thesis should focus on researching its reliability, privacy,
and security aspects.
As mentioned, for autonomous vehicle, an incorrect interpretation of traffic signals
or road information can risk the safety of other road users and make its response unpre-
dictable. To avoid such dangerous situations in the proposed multi-hierarchy last mile
solution, further error checking mechanisms should be integrated in autonomous driving
subsystem. One such mechanism in a controllable road condition such as the last mile
can be the use of machine friendly marking or locating system such as quick response
(QR) code, radio-frequency identification (RFID), and Multilateration (MLAT)[119] to
improve reliability of interpretation from autonomous vehicle.
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