We present both forward and backward adaptive speech coders that operate at 9.6, 12, and 16 kbits/s using integer and fractional rate trees, unweighted and weighted squared error distortion measures, the ( M , L ) tree search algorithm, and incremental path map symbol release. We introduce the concept of multi-tree source codes and illustrate their advantage over classical, multiple symbol per branch, fractional rate trees for speech coding with deterministic code generators. Performance results are presented in terms of unweighted and weighted signal-to-noise ratio and segmental signal-to-noise ratio, sound spectrograms and subjective listening tests.
I. INTRODUCTION
There is considerable interest in speech coding at 4 to 16 kilobits/sec. (kbits/s) for a wide variety of applications including speech storage, voice mail, military communications, commercial telephony, and land mobile radio. In this paper we present both forward and backward adaptive speech coding structures that operate at 9.6, 12, and 16 kbits/s using integer and fractional rate tree codes. For fractional rates, we introduce the concept of multi-tree source codes and demonstrate their advantage over classical fractional rate tree codes for speech coding.
11. TREE CODERS Predictive coders have been widely studied for speech coding at 8 to 32 kbits/s [I-41. A waveform encoding technique closely related to predictive coding is that of tree coding or delayed encoding. Design of a tree coder consists of selecting a code generator, a distortion measure, a tree search algorithm, and a path map symbol release rule. We begin by developing a tree coder based upon an adaptive predictive coding (APC) system code generator.
Note that APC is a single path search procedure, since at any time instant k, only one of the possible quantizer output levels is used for generating the output i ( k ) . No other i ( k ) values are examined. An APC system can be used as the basis for a tree coder design, however. The part of an APC system transmitter which emulates the APC receiver can function as a code generator, and by delaying the transmission of e q ( k ) and basing the decision as to which e q ( k )
value to send on the distortion between s ( j ) and i(j),
for j 5 IC + L , we obtain a tree coder. An APC based tree coder transmitter is illustrated in Fig. 1 .
In Fig. 1 
where N is preselected (here typically N = 8) and the coefficients { a i , i = 1 , 2 , . . . , N } are calculated using either forward or backward adaptation as described in Secs. I11 and IV, respectively. The "Adaptive Quantizer-Based Decoder" in Fig. 1 is a device that takes path map inputs and generates an output sequence with values taken from the alphabet of an adaptive quantizer.
The code generator output i(k) for all possible path map sequences to depth L is compared to the input signal s( k) according to the single-letter, squared error distortion measure given by
where the s ( i ) and i(i) in Eq. (3) refer to the values currently at depth i in the tree. In addition, we employ a weighted squared error criterion,
where cW(IC) is generated by passing &(IC) = s(lc)-i(k) through a transfer function of the form
and p is chosen by experiment to be 0.86.
The depth-L path with the smallest distortion can be found by exhaustively searching all possible paths to this depth, which is called the Viterbi algorithm. However, with 4 branches per level, this requires that 4L paths be searched. An alternative algorithm is the ( M , L ) algorithm investigated by Anderson and Bodie [5] that only retains a fixed number M of paths at any depth. The ( M , L ) algorithm is used exclusively in the sequel.
Once the path through the tree to depth L that has the smallest distortion is found, path map symbols describing this path must be sent or released to the receiver. It is usual to release only a single symbol at any time instant [5] . All integer rate trees studied here use single symbol release, while the fractional rate trees release a fixed, small number of path map symbols at any time instant.
111. FORWARD ADAPTATION For forward adaptation of the coder parameters {pi, p2,P3, Mi, al, a2,. . . , U N , A} we examine a frame or block of speech samples 20 or 25 msec. long, depending on whether the sampling rate is 8000 or 6400 samples/sec., respectively. The long-term predictor parameters PI, p3, p3, and MI are calculated according to the techniques in [4] . However, to guarantee the stability of this predictor, we found that it is important to use the scaling procedures developed by Ramachandran and Kabal [SI.
The input speech samples in the frame are passed through 1 -Pp(z) and the resulting sequence is used in the autocorrelation method [l, 31 to compute the short term predictor coefficients {q, i = 1,. . . , N } .
The square root of the final mean squared prediction error is the step size A for the frame of speech.
At a sampling rate of 8000 samples/sec., the frame length is chosen to be 20 msec. For transmission to the receiver, the short-term predictor coefficients are transformed into PARCOR or reflection coefficients and linearly quantized, the p; and pitch are linearly quantized, and the step size is logarithmically quantized. With the bit allocations in Table I , the bit rate required for the side information is 3950 bits/sec.
When operating at 6400 samples/sec., the frame length is changed to 25 msec. The bit allocations in Table I for this sampling rate and frame size thus give a required bit rate for the side information of 2400 bits/sec. Both rates, 6400 and 8000 samples/sec., are considered in our system designs.
IV. BACKWARD ADAPTATION Backward adaptation of the pitch parameters is only performed every 20 samples (2.5 msec. at 8000 samples/sec.) due to the excessive computations required for more frequent updating [7] . The pitch estimate at time instant k is determined by searching for the lag j that maximizes the normalized correlation function
m=l and J is the number of samples in the frame. The search range is limited to 2 to 20 msec., which covers most pitch periods encountered in speech. Note that the algorithm is backward adaptive because only past reconstructed samples are involved in Eq. (7). After the pitch lag MI is determined, the pitch predictor coefficients, ,&,/32, and ,&, are found by minimizing the sum of the squares of the pitch prediction residual over a frame of J samples. This minimization leads to a set of linear simultaneous equations which must be solved for the desired coefficients. As before, the resulting pi's do not guarantee that 1/(1 -P p ( z ) ) is stable, and so we employ the procedures in [6] .
A fixed predictor and eight backward adaptive algorithms were considered for the formant predictor, including a second order all-pole fixed predictor, the two pole, six zero CCITT 32 kbits/s standard algorithm, a two pole, six zero adaptive gradient transversal predictor, a four pole, ten zero adaptive gradient transversal predictor, a fourth order allpole least squares lattice predictor [9] , an eighth order all-pole least squares lattice predictor [9] , an eighth order exponential window lattice predictor [7, 81 , an eighth order signal-driven lattice predictor [lo] , and an eighth order residual-driven lattice predictor [lo] .
The general conclusion is that the eighth order least squares lattice predictor produced the highest SNR and SNRSEG values (see Appendix A for definitions of these quantities), although the exponential window lattice performed about the same, and all of the lattice predictors and the CCITT predictor performed well. Some of the comparative results are available in 53.1.2. [ll] . The eighth order least squares lattice algorithm in [9] was selected for further study.
To complete the description of the backward adaptive code generator, we must specify the "step size" or gain adaptation algorithm for the "adaptive quantizerbased decoder" block. This algorithm is modified for the different trees studied; however, for a point of reference here, we give the backward adaptation rule for the integer rate 2, four level per node tree. For this tree, the step size evolves according to the robust Jayant adaptive algorithm A(k + 1) = A Y ( k ) F ( I I ( k ) J ) (8) where the leakage factor y is chosen to be 127/128, and F(.) is a timeinvariant multiplier function that is 0.8 for inner levels and 1.6 for outer levels.
V. FRACTIONAL RATE TREE CODES
Virtually all of the work performed on tree coding of speech has emphasized integer rate trees at 1 and 2 bits/symbol (sample). The classical approach to achieving fractional rates is to place more than one symbol on each branch of the tree, since the rate of a tree code is given by (9) where cy = number of branches per node and p = number of symbols per branch.
In applying classical fractional rate trees to the problem of coding speech at 16 kbits/s and below, we noted two difficulties. First, there is a tendency to make the two symbols on each branch the same for the forward adaptive deterministic trees or related by the step size adaptation for backward adaptive trees, and if they are not chosen in this manner, how should they be chosen? Second, if the two symbols on each branch are the same or related in some fashion, there is a loss of high frequencies in the code generator excitation.
To preserve the high frequencies and still have a fractional rate tree containing ep(k) symbols, we devised the concept of a multi-tree source code, which consists of different rate trees interleaved with each other. An example of a fractional rate multi-tree is shown in Fig. 2 , where the number of branches emanating from a node is alternately 4 levels and 2 levels. With one symbol per branch, the rate of this tree code is the arithmetic mean of the rates of the component trees or R = (2 bits/symbol + 1 bit/symbol) /2. Equation (9) can also be used to calculate the rate if we consider the nodes where the multi-tree structure repeats as supernodes and define cy = number of paths ~ out of a supernode (or between supernodes) and p = number of symbols per path between supernodes, so R = 4 log, 8 = 3/2 bits/symbol.
To get the symbol values for the 4-2 multi-tree in the forward adaptive case, we use the 4 level and 2 level MMSE Gaussian quantizer characteristics [3] , both scaled by the transmitted step size. For backward adaptation, the step size determined when a 4 level symbol occurs is used at the next time instant for a 2 level symbol and the step size calculated at the time of occurrence of a 2 level symbol is used for the 4 level symbol at the following time instant. We use Eq. (8) when a 4 level symbol occurs and a delta modulator adaptation scheme when a 2 level symbol occurs. The details of these branch labelling methods are left to Sec. VI. The output of a backward adaptive tree coder using the rate R = 3/2 multi-tree of Fig. 2 retains the high frequencies lost by the classical fractional rate tree.
The difficulties discussed here with the classical fractional rate tree with two symbols per branch do not exist for stochastically populated trees. However, we did conduct comparative experiments using deterministic and stochastically populated trees, and the deterministic tree produced a 1 to 2 dB advantage in SNRSEG and better speech quality. Hence, we have pursued deterministic code trees in the remainder of this work.
VI. PERFORMANCE COMPARISONS Extensive simulations were conducted to establish the performance attainable with the multi-tree codes developed in Sec. V for both forward and backward adaptation. The speech data base for these studies consisted of the five sentences described in Appendix B sampled at both 8000 and 6400 samples/sec. SNR/SNRSEG/SNRFW(dB) results are presented in Table I1 for forward adaptive multi-tree coders using the 4-2 multi-tree of Fig. 2 with both unweighted and weighted distortion measures at 15.95 kbits/s Z 16 kbits/s and 12 kbits/s. Bit allocations to achieve these rates are those in Table I . The ( M , L ) tree search algorithm with M = 16, L = 8 was employed for tree searching and the path map symbol release rule consisted of releasing both the first four level symbol and the first two level symbol on the best path.
Objective performance results for 16 kbits/s, 12 kbits/s and 9.6 kbits/s backward adaptive tree coders are presented in Table 111 . The 16 kbits/s tree coder uses a standard 4-level tree and the ( M , L ) = (8,lO) algorithm with incremental single symbol release. At 12 and 9.6 kbits/s, these coders employ the 4-2 multitree code of Fig. 2, the ( M , L ) tree search algorithm
53.1.3.
with M = 8, L = 10, and the 4-level/2-level path map symbol release rule. The step size is adapted on four-level symbols according to Eq. (8) , while the step size is adapted when a 2 level symbol occurs using the previous four-level symbol polarity and the current two-level symbol according to [3] 1.5AY(k), sgn(e&))sgn(e,(k -1)) = +I,
where y = 127/128 and sgn(.) = +1 for positive arguments and -1 for negative arguments.
Comparing the unweighted forward adaptive (FA) and backward adaptive (BA) coders at 16 kbits/s, we see a slight advantage for the FA system, which becomes larger at 12 kbits/s. The usual caveat that the FA coder has a 160 sample delay compared to a 10 sample delay for the BA system is applicable here, and it must be noted that M and L also differ. Optimization over M and L for the FA and BA coders was not performed.
General conclusions based upon informal subjective listening tests are that the FA and BA coders produce comparable quality speech at 16 kbits/s and that the frequency weighted distortion measure yields an audible reduction in granular noise at all three bit rates. We feel that the FA and BA coders at 16 kbits/s approach the quality and intelligibility of multipulse LPC at 16 kbits/s. Having also performed some limited simulation studies of the fully backward adaptive 16 kbits/s coder of Iyengar and Kabal [7, 81, which is said to be toll quality, we believe that our forward and backward adaptive tree coders at 16 kbits/s have comparable performance.
While the preceding results are useful for benchmark purposes, it is the fractional rate multi-tree coder performance at 12 and 9.6 kbits/s that is of primary interest here. There is an audible loss in quality when comparing the 16 kbits/s and 12 kbits/s data in both Tables I1 and 111 , and a further subjective performance decrement occurs as the bit rate is dropped to 9.6 kbits/s. However, the subjective quality and intelligibility at 9.6 kbits/s is quite good with an extremely low level of granular noise. In comparison to 9.6 kbits/s APC systems that we have studied extensively, the 9.6 kbits/s multi-tree coder .exhibits none of the spectral distortions of heavily center clipped APC systems and far less granular noise than SNRSEG optimized APC systems.
VII. CONCLUSIONS
while still retaining high frequency information have been introduced. Their performance is evaluated for Multi-tree codes for achieving fractional rates speech coding at 16 and 12 kbits/s for forward adaptive systems and at 12 and 9.6 kbits/s for backward adaptive systems. Using the ( M , L ) tree search algorithm and a frequency weighted distortion measure, the multi-tree coders yield speech ranging from near toll quality at 16 kbits/s to speech with good quality and intelligibility at 9.6 kbits/s. The 9.6 kbits/s backward adaptive multi-tree coder substantially outperforms APC and has an encoding delay less than 2 msec.
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