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Abstract—Direct measurements of Gini coefficients by con-
ventional arithmetic calculations are a poor estimator, even if
paradoxically, they include the entire population, as because
of super-additivity they cannot lend themselves to comparisons
between units of different size, and intertemporal analyses are
vitiated by the population changes. The Gini of aggregated units
A and B will be higher than those of A and B computed
separately. This effect becomes more acute with fatness of tails.
When the sample size is smaller than entire population, the error
is extremely high. We compare the standard methodologies to
the indirect methods via maximum likelihood estimation of tail
exponent. The conventional literature on Gini coefficients cannot
be trusted and comparing countries of different sizes makes no
sense; nor does it make sense to make claims of "changes in
inequality" based on such measure.
We compare to the tail method which is unbiased, with
considerably lower error rate. We also consider measurement
errors of the tail exponent and suggest a simple but efficient
methodology to calculate Gini coefficients.
I. INTRODUCTION/SUMMARY
Consider 10 separate countries, cities, or other units
of equal size, with population 103. Assume the wealth in
each unit follows a power law distribution, say a Pareto-
Lomax, all with the exact same parameters. Assume a tail
exponent of 1.1. The average Gini coefficient as obtained
by direct measurement will be ≈ .71 per country. Now
aggregate them into a single country. The composite
Gini —as traditionally and currently measured — will
be ≈ .75, that is 6% higher –for the same sample.
This inconsistency implies not only that the Gini cannot
lend itself to comparisons between units of different size
but that intertemporal assessments are vitiated by the
population changes.
Further, the sampling error remains high throughout.
The effect is similar to the one about percentile in [1].
This note shows that Gini Coefficient by direct mea-
surement as estimator is not consistent, downward biased
and lends itself to illusions; maximum likelihood (ML)
parametrization of tail exponent is more efficient, unbi-
ased, and economical of data: its error rate can be more
than one order of magnitude smaller than the "direct"
gini measurement. We get explicit distributions for the
maximum likelihood estimator.
Table I presents our story and its conclusion; it compares the
Gini coefficient obtained by conventional arithmetic calcula-
tions to the Maximum Likelihood estimation via tail exponent.
We ran Monte Carlo simulations (108) for a Pareto distribution
with exponent α = 1. For the first category, "direct", we
estimated the Gini using conventional methods. For the second
Maximum Likelihood (ML) we estimated the tail exponent and
expressed the resulting Gini.
shows how unbiased and error prone the Gini coefficient is
from direct measurement for different population size.
TABLE I
COMPARISON OF DIRECT GINI TO ML ESTIMATOR, ASSUMING TAIL
α = 1.1
n Direct ML
(popul Mean Bias STD Mean STD Error
or sample) ratio
103 0.711 -0.122 0.0648 .8333 0.0476 1.4
104 0.750 -0.083 0.0435 .8333 0.015 3
105 0.775 -0.058 0.0318 .8333 0.0048 6.6
106 0.790 -0.043 0.0235 .8333 0.0015 156
107 0.802 -0.033 0.0196 .8333 ≈ 0 > 105
II. STATEMENT
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Fig. 1. Histogram of the distribution of direct estimation, population = 106.
We notice a long right tail bounded at 1.
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Fig. 2. Distribution of indirect estimator via exponent n = 104, 105, 106.
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Where g is the Gini coefficient and X and X ′ are indepen-
dent (etc., etc.) with mean µ:
g =
1
2
E (|X −X ′|)
µ
. (1)
In other words the Gini is the mean expected deviation
between any two random variables ("mean difference") scaled
by the mean.
We can express the Gini as half the relative mean difference,
where sample Y = (Yi)1≤i≤n, with apparent estimator:
Ĝd(Y ) =
∑n
j=1
∑n
i=1 |Yi − Yj |
2(n− 1)∑ni=1 Yi (2)
which can be further simplified
Ĝd(Y ) = − 1
n
(
2
∑n
i=1(n− i+ 1)Y(i)∑n
i=1 Y(i)
+ n+ 1
)
(3)
where X(1), X(2), ..., X(n) are the ordered statistics of
X1, ..., Xn such that: X(1) < X(2) < ... < X(n).
For a power law distribution, Ĝ(Y ) is a slowly converging
estimator, downward biased, inconsistent under aggregation,
so, with nY and nX the relative sample sizes of X and Y
respectively. We conjecture that, for X and Y following the
same distribution:
Ĝ(Y unionsqX) ≥ nY
nX + nY
Ĝ(Y ) +
nX
nX + nY
Ĝ(X). (4)
This inequality is derived in a similar way to the inequality
in theorem 1 in [1].
Next we show that for power law an "indirect" estimation
via the Hill estimator of the tail exponent is a more efficient
way to estimate the Gini coefficient.
III. ESTIMATION FROM TAIL α VIA MAXIMUM
LIKELIHOOD
This section finds explicit distributions for the estimator.
A. Power Law Gini Coefficient
If we know the distribution of X, then Equation 1 is
straightforward. In the event of known cumulative distribution
function Φ, consider that |X−X ′|= X+X ′−2 min(X,X ′).
Hence the expectation becomes:
E (|X −X ′|) = 2 (µ− E(X,X ′)−)
We have the joint cumulative
F
(
(x, x′)−
)
= 1− P(X > x)P(X ′ > x)
hence, with X ∈ [L,∞):
G = 1− 1
µ
∫ ∞
L
(1− Φ(x))2 dx (5)
B. Distribution of the exponent
Next we calculate the distribution of the tail exponent of a
power law. We start with the standard Pareto distribution for
random variable X with pdf:
φX(x) = αL
αx−α−1 , x > L (6)
Assume L = 1 by scaling.
The likelihood function is L = ∏ni=1 αx−α−1i . Maximizing
the Log of the likelihood function (assuming we set the
minimum value) log(L) = n(log(α) + α log(L)) − (α +
1)
∑n
i=1 log (xi) yields: αˆ =
n∑n
i=1 log(xi)
. Now consider
l = −
∑n
i=1 logXi
n . Using the characteristic function to get the
distribution of the average logarithm yield:
ψ(t)n =
(∫ ∞
1
f(x) exp
(
it log(x)
n
)
dx
)n
=
(
αn
αn− it
)n
which is the characteristic function of the gamma distribution
(n, 1αn ). A standard result is that αˆ
′ , 1l will follow the
inverse gamma distribution with density:
φαˆ(a) =
e−
αn
αˆ
(
αn
αˆ
)n
αˆΓ(n)
, a > 0
.
1) Debiasing: Since E(αˆ) = nn−1α we elect another –
unbiased– random variable αˆ′ = n−1n αˆ which, after scaling,
will have for distribution φαˆ′(a) =
e
α−αn
a (α(n−1)a )
n+1
αΓ(n+1) .
2) Truncating for α > 1: Given that values of α ≤ 1 lead
to infinite mean (hence no Gini) we restrict the distribution
to values greater than 1 + . Our sampling now applies to
lower-truncated values of the estimator, those strictly greater
than 1, with a cut point  > 0, that is,
∑
n−1
log(xi)
> 1 + , or
E(αˆ|αˆ>1+): φαˆ′′(a) =
φ
αˆ′ (a)∫∞
1+
φ
αˆ′ (a) da
, hence the distribution
of the values of the exponent conditional of it being greater
than 1 becomes:
φαˆ′′(a) =
e
αn2
a−an
(
αn2
a(n−1)
)n
a
(
Γ(n)− Γ
(
n, n
2α
(n−1)(+1)
)) , a ≥ 1 +  (7)
C. The distribution of the α-derived Gini
Now define the "derived gini" from estimated α, G ,
1
2αˆ′′−1 . After some manipulation, we have φG(g) the distri-
bution of the derived gini:
φG(g) =
2ne−
2αgn2
(g+1)(n−1)
(
αgn2
(g+1)(n−1)
)n
g(g + 1)
(
Γ(n)− Γ
(
n, n
2α
(n−1)(+1)
)) ,
g ∈ (0, 1
2+ 1
) (8)
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Fig. 3. convergence of the coefficient with number of summands U
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Fig. 4. Standard deviation of the ML estimator with an increase of population
D. Moments of the estimated Gini coefficient
We are looking for moment of order m, that is µ(m) as∫ 1
2+1
0 g
mφG(g)dg. By substitution, with u = gg+1 ,
µ(m) =
∫ 1
2+2
0
2n
(
1
1−u
)m
um−1e−
2αn2u
n−1
(
αn2u
n−1
)n
Γ(n)− Γ
(
n, n
2α
(n−1)(+1)
) du
using the property that
∑∞
i=0 u
i
(
i+m−1
i
)
= (1 − u)−m and
that
∫ 1
2+2
0
2nuium−1e−
2αn2u
n−1
(
αn2u
n−1
)n
Γ(n)− Γ
(
n, n
2α
(n−1)(+1)
) du = ( 1
2+ 2
)i+m
(
αn2
(n−1)(+1)
)−i−m (
Γ(i+m+ n)− Γ
(
i+m+ n, n
2α
(n−1)(+1)
))
Γ(n)− Γ
(
n, n
2α
(n−1)(+1)
)
(9)
we finally have, with U a natural number:
µ(m) = lim
U→+∞
U∑
i=0
(
i+m−1
i
)((
1
2+2
)i+m (
αn2
(n−1)(+1)
)−i−m)
Γ(n)− Γ
(
n, n
2α
(n−1)(+1)
)
(
Γ(i+m+ n)− Γ
(
i+m+ n,
n2α
(n− 1)(+ 1)
))
(10)
which, in practice, with values of U ≈ 7 produces appropriate
approximations, see Figure 3. We get explicit (rather, semi-
explicit) expressions of the standard deviations and show their
decline in Figure 4.
E. Some comments
For recent wealth data restating Pareto and Mandelbrot’s
point [2], see [3]. Some authors missed the point: see [4], [5],
[6]. In some cases, some get it backwards, getting α from G
[7].
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