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On Severi varieties on Hirzebruch surfaces
Ilya Tyomkin⋆
Department of Mathematics, Massachusetts Institute of Technology, Cambridge,
USA. e-mail: tyomkin@math.mit.edu
Abstract. In the current paper we prove that any Severi variety on
a Hirzebruch surface contains a unique component parameterizing
irreducible nodal curves of the given genus in characteristic zero.
1. Introduction
Convention 1. Throughout this paper we work over an algebraically
closed field K of characteristic zero, and genus always means geomet-
ric genus.
The study of Severi varieties is one of the classical problems in alge-
braic geometry. Given a smooth projective surface Σ, a line bundle
L ∈ Pic(Σ), and an integer g, one defines Severi variety V (Σ,L, g) ⊂
|L| to be the closure of the locus of nodal curves of genus g. Then
the subvariety V irr(Σ,L, g) ⊂ |L| parameterizing irreducible curves
is of special interest. Originally, these varieties were introduced by
Severi (in the plane case) in order to prove the irreducibility of the
moduli spaces of curves Mg in characteristic zero. In Anhang F of
his famous book, Vorlesungen u¨ber algebraische Geometrie, F. Severi
gave a false proof of the irreducibility of V irr(P2,OP2(d), g). And it
took more than sixty years, till, in 1986, Harris proved this result [5].
The study of various properties of Severi varieties, in particular
their degrees continued, and several formulas were obtained: recursive
formulas of Caporaso and Harris for projective plane, and of Vakil
for Hirzebruch surfaces, and a non-recursive formula of Mikhalkin
⋆ The author was partially supported by the Postdoctoral fellowship provided
by the Clore Foundation.
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for toric surfaces. More formulas were obtained by Kontsevich, Ran,
Ruan, Tian and others. Although the degrees of Severi varieties have
been computed for any projective toric surface, the irreducibility
problem is still open in most of the cases.
The goal of the current paper is to give a proof of the irreducibility
of V irr(Σ,L, g) ⊂ |L| on Hirzebruch surfaces. We shall mention that
Shevchishin announced the same result, but up to our knowledge his
argument is incomplete. We shall also mention that the approach
presented in this paper is different from that of Shevchishin [9].
The idea of the proof of the irreducibility of Severi varieties on
Hirzebruch surfaces is as follows. Let Σn be a Hirzebruch surface, and
let L = OΣn(dL0+ kF ) be a line bundle, where L0 and F denote the
effective classes generating Pic(Σn), satisfying L0.F = 1, F
2 = 0, and
L20 = n. We use the notation Vg,d,k for the Severi variety V (Σn,L, g).
In these notations the first part of the proof is given by Proposition
5, which states the following: any irreducible component V ⊆ Vd,k,g
contains a very reducible nodal curve of a special type. Now, the
irreducibility of V irrg,d,k follows from Proposition 6, claiming that there
exists a unique component containing such a curve, whose generic
point corresponds to an irreducible curve.
The proof of Proposition 5 is similar to the plane case proof of
Harris presented in [6]. The proof of Proposition 6 is reduced to a
combinatorial statement using monodromy-type arguments.
To finish the introduction we shall mention that there are exam-
ples of (non-rational) surfaces admitting reducible Severi varieties.
Moreover, these Severi varieties can have components of different di-
mensions. So it is unclear how to characterize the surfaces admitting
only irreducible Severi varieties. Nevertheless, we would like to state
the following conjecture motivated by our result and Mikhalkin’s
work [8]:
Conjecture 1. If Σ is a toric surface, L ∈ PicΣ is an effective class,
and g ≥ 0 is a non-negative integer then the Severi variety V irrΣ,L,g
parameterizing irreducible nodal curves of genus g in |L|, that do not
contain singular points of Σ, is either empty or irreducible.
We shall discuss the proof of this conjecture for rational curves in the
last section of the paper, and we hope that the general case can be ap-
proached using the rapidly developing methods of tropical geometry
combined with the approach presented in the current paper.
Finally, we would like to mention that the case of positive char-
acteristic is still open even for plane curves. It seems that the main
missing ingredient is a statement characterizing Severi varieties in
terms of their dimensions (similar to Theorem 1). There is a trop-
ical evident that such a statement must exist, however we do not
know any algebraic theorem of this type. Nevertheless we suppose
that Conjecture 1 is true in arbitrary characteristic.
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2. Preliminaries
2.1. Deformation theory
In this section we discuss several (basic) facts from the deforma-
tion theory of algebraic varieties and algebraic maps. Most of the
statements, ideas, and proofs presented here can be found in differ-
ent sources (see for example [1,2,5,10], and [11] for related topics).
However, I decided to write it down here for the completeness of the
presentation.
2.1.1. Deformations of maps. Let X and Y be smooth algebraic
varieties over an algebraically closed field K of characteristic zero,
and let f : X ✲ Y be an algebraic map. In this section we discuss
the deformation theory of the pair (X, f), namely, we fix Y and vary
X and f . Denote D = SpecK[ǫ]/(ǫ2). We recall that a first-order
deformation of (X, f) is a triple
– a flat family π : X˜ ✲ D,
– a map F : X˜ ✲ Y ,
– an isomorphism α : (X˜0, F0) ✲ (X, f), where X˜0 = X˜/(ǫ), and
F0 = F/(ǫ).
Notation 1. The set of first order deformations of the pair (X, f)
modulo isomorphisms is denoted Def1(X, f).
Proposition 1. If 0 ✲ TX ✲ f
∗TY is exact, then
Def1(X, f) ∼= H0(X,Nf ),
where Nf denotes the normal sheaf to f , i.e. the cokernel of the map
df : TX ✲ f
∗TY .
Proof. First, we choose affine coverings Y = ∪ni=1Yi and X = ∪
n
i=1Xi
such that f(Xi) ⊂ Yi for all i. Now, let ξ ∈ Def
1(X, f) be a first-order
deformation. We shall use the following well-known claim
Claim 1. Let Z = SpecA be a smooth affine variety over an alge-
braically closed field K, and let Zǫ = SpecAǫ be an infinitesimal
extension of Z, i.e. a pair consisting of a flat morphism Zǫ ✲ D
together with an isomorphism Zǫ/(ǫ) ≃ Z. Then Zǫ is isomorphic to
the trivial extension, namely Aǫ ≃ A⊕ ǫA.
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Due to the claim we can fix trivializations
OX˜(Xi) ≃ OXi(Xi)⊕ ǫOXi(Xi). (2.1)
Then we obtain the automorphisms
βij : OXij (Xij)⊕ ǫOXij (Xij)
✲ OXij (Xij)⊕ ǫOXij (Xij),
equal to identity modulo ǫ. Hence
βij(x+ ǫy) = x+ ǫ(y +Dij(x)),
where Dij : OXij (Xij)
✲ OXij (Xij) are derivations. The maps
F ∗ : OY (Yi) ✲ OXi(Xi)⊕ ǫOXi(Xi)
are given by F ∗(x) = f∗(x) + ǫDi(x), where
Di : OY (Yi) ✲ OXi(Xi)
are derivations, and the following equality holds:
Di −Dj = Dij ◦ f
∗.
Hence the set Dξ = (D1, ...,Dn) defines a global section of the sheaf
Nf . It is clear that D
ξ does not depend on the choice of the triv-
ializations in (2.1). Now, one can easily check that the constructed
correspondence provides us with the bijection1
Def1(X, f) ∋ ξ ✛✲ Dξ ∈ H0(X,Nf ),
which in fact is an isomorphism of vector spaces. Moreover, this bi-
jection does not depend on the choice of coverings Y = ∪ni=1Yi and
X = ∪ni=1Xi. ⊓⊔
2.1.2. Families of curves on algebraic surfaces. Let Σ be a smooth
projective algebraic surface, and let L be a line bundle on Σ. Consider
an irreducible variety V ⊆ |L| whose generic element is a reduced
curve. The goal of this section is to give a natural upper bound on
the dimension of V . Let
C ⊂ ✲ V ×Σ
V
✛
✲
1 Here one must use the fact that 0 ✲ TX ✲ f
∗TY is exact.
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be the tautological family of curves over V , and let C˜ ✲ C be its
normalization. Then for almost all p ∈ V the fiber C˜p is the normal-
ization of the fiber2 Cp.
Let us choose a generic point 0 ∈ V . Due to the generic flatness
theorem and Proposition 1, we then have a natural map
µ : T0V ✲ Def
1(C, f) ∼= H0(C,Nf ),
where C = C˜0 and f is the composition of maps
C = C˜0 ✲ C ✲ Σ × {0} = Σ.
Proposition 2. (1) The map T0V ✲ H
0(C,Nf ) is an embedding.
(2) Im(T0V ) ∩H
0(C,N torf ) = 0.
Proof. First, we choose a smooth projective irreducible curve D ⊂ Σ
intersecting f(C) transversally, such that h0(Σ,L(−D)) = 0. Let
X
F
✲ Σ
D
❄
be a first-order deformation of the pair (C, f). We define the new pair
XD = X ×Σ D and FD : XD ✲ D.
Claim 2. The natural map XD ✲ D is flat.
So we constructed a map
ρ : Def1(C, f) ✲ Def1(f(C) ∩D, fD),
where fD = FD/(ǫ).
Claim 3. H0(C,N torf ) ⊂ Ker(ρ).
To finish the proof it is enough to show that dim(ρ(µ(T0V ))) =
dim(V ). Consider the exact sequence
H0(Σ,L(−D)) ✲ H0(Σ,L) ✲ H0(D,L ⊗OD).
The first term is zero, hence the map α : V ⊂ ✲ |L ⊗ OD| is an
embedding. Now
Tα(0)|L ⊗ OD| =
H0
(
f(C) ∩D,Of(C)∩D(f(C) ∩D)
)
= Def1(f(C) ∩D, fD)
and ρ ◦ µ = dα(0), which implies dim(ρ(µ(T0V ))) = dim(V ). ⊓⊔
2 Here we use the fact that K is a field of characteristic zero.
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Proof (of Claim 2). First of all we can assume that D,Σ, and C
are affine. Thus X and XD are affine as well. Next we shall use the
following lemma:
Lemma 1 ([4], Proposition 6.1). Let R be a commutative ring
with identity, and let M be an R−module. If I is an ideal of R,
then Tor1R(R/I,M) = 0 if and only if the map I ⊗R M
✲ M is
an injection. The module M is flat if and only if this condition is
satisfied for every finitely generated ideal I ⊂ R.
In our case R = K[ǫ]/(ǫ2) and the only non-trivial ideal we have is
I = Kǫ. By the lemma it is enough to show that the map
OXD ⊗OD Kǫ
γ
✲ OXD
is an embedding. Since OX is flat over OD, we have an exact sequence
0 ✲ OX ⊗OD Kǫ ✲ OX ✲ OC ✲ 0.
Tensoring this sequence with OD over OΣ we obtain
0 ✲ Tor1OΣ (OD,OC)
✲ OXD ⊗OD Kǫ
γ
✲ OXD .
It remains to prove that Tor1OΣ (OD,OC) = 0. Let
0 ✲ OΣ
·j
✲ OΣ ✲ OD ✲ 0
be a free resolution of OD, where j ∈ OΣ is a function defining D.
Thus
Tor1OΣ (OD,OC) = Ker
(
OC
f∗(j)
✲ OC
)
= 0,
since f(C) intersects D transversally. ⊓⊔
Proof (of Claim 3). To prove this claim we have to construct the map
ρ explicitly. Consider the fibered product diagram
f(C) ∩D
fD
✲ D
C
i
❄
f
✲ Σ
iD
❄
On Severi varieties on Hirzebruch surfaces 7
The intersection f(C) ∩ D is transversal and its points are smooth
on both f(C) and D. Hence we have the following exact sequences
on f(C) ∩D:
0 ✲ i∗TC
i∗(df)
✲ i∗f∗TΣ ✲ i
∗Nf ✲ 0
‖
0 ✲ f∗DTD
dfD
✲ f∗Di
∗
DTΣ ✲ f
∗
DNiD
✲ 0
‖
NfD
Moreover,
i∗(df)(i∗TC)⊕ dfD(f
∗
DTD) = i
∗f∗TΣ.
Hence the map γ : NfD
✲ i∗Nf is an isomorphism, and ρ is given
by the composition
H0(C,Nf )
i∗
✲ H0(f(C) ∩D, i∗Nf )
γ−1
✲ H0(f(C) ∩D,NfD).
To finish the proof we note that df(p) 6= 0 for any p ∈ i(f(C) ∩D).
Thus i∗N torf = 0, which implies H
0(C,N torf ) ⊂ Ker(ρ). ⊓⊔
Theorem 1. Let Σ be a smooth projective algebraic surface, C ′ ⊂ Σ
be a smooth curve, and let L be a line bundle on Σ. Consider a pos-
itive dimensional irreducible variety V ⊆ |L| whose generic element
C0 is a reduced curve. Assume that C
i
0.KΣ < −1 for any irreducible
component Ci0 ⊆ C0. Then
dim(V ) ≤ −C0.KΣ + g − 1. (2.2)
Furthermore, if the equality holds, and
Ci0.KΣ < −3 (2.3)
for any singular irreducible component Ci0 of C0, then V has no fixed
points, C0 has only nodes as its singularities, and C0 intersects C
′
transversally.
Proof. Let C be the normalization of C0 and let f : C ✲ Σ be
the natural map. Then dim(h0(C,Nf/N
tor
f )) ≤ −C0.KΣ + g − 1 im-
plies (2.2), by Proposition 2. So it is enough to show the analogous
inequality for every irreducible component of C. Thus we can assume
that C is irreducible.
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Choose an invertible sheaf F on C such that the sequence
0 ✲ Nf/N
tor
f
✲ F ✲ N torf ✲ 0
is exact (the existence of such F is completely obvious). Then
c1(F) = c1(Nf ) = c1(f
∗TΣ)− c1(TC) = 2g − 2 + c1(f
∗TΣ) > 2g − 1.
(2.4)
Hence
h0(C,Nf/N
tor
f ) ≤ h
0(C,F) = c1(F) + 1− g = −C0.KΣ + g − 1
by the Riemann-Roch theorem, and the equality holds if and only if
N torf = 0.
For the second part we note that if the dimension of V equals
−C0.KΣ + g − 1, then N
tor
f = 0, and hence df 6= 0 everywhere. So it
remains to prove that C0 has no triple points, and that all its double
points have two different tangent directions. If p ∈ C0 is a triple point
and q1, q2, q3 ∈ C are three points mapped to p, then any ξ ∈ T0V
vanishing at q1 and q2, must vanish at q3 as well. However, due to the
Riemann-Roch theorem, inequality (2.4), and condition (2.3), there
exists η ∈ H0(C,Nf/N
tor
f ) such that η(q1) = η(q2) = 0 6= η(q3).
Thus
dimT0V < h
0(C,Nf/N
tor
f ) = −C0.KΣ + g − 1,
which contradicts the equality in (2.2). If p ∈ C0 is a double point
with a unique tangent direction and q1, q2 ∈ C are the two pre-
images of p, then any ξ ∈ T0V vanishing at q1, must also vanish at
q2. However, applying Riemann-Roch theorem, inequality (2.4), and
condition (2.3), we can find η ∈ H0(C,Nf/N
tor
f ), such that η(q1) =
0 6= η(q2). Hence
dimT0V < h
0(C,Nf/N
tor
f ) = −C0.KΣ + g − 1,
which is a contradiction.
It remains to prove that if dim(V ) = −C0.KΣ + g − 1, then C0
intersects C ′ transversally. Assume that dim(V ) = −C0.KΣ + g − 1.
Then the system V has no fixed components; hence C0 does not
contain C ′. If p is iether a point of a non-transversal intersection of
C0∩C
′ or a fixed point of V , then either p has at least two pre-images
q1, q2 ∈ C or any ξ ∈ T0V vanishes at q, where q ∈ C is the unique
pre-image of p. In the first case any ξ ∈ T0V vanishing at q1 must also
vanish at q2. So both cases contradict the Riemann-Roch theorem,
due to (2.4) and (2.3). ⊓⊔
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Lemma 2. Let (Σ,L) be a smooth rational surface equipped with a
line bundle, and let L ⊂ Σ be a smooth curve. Let p1, ..., pr ∈ L be
arbitrary points, k1, ..., kr be non-negative integers, and let
R ⊂
{
C ∈ |L| : L ∩ C =
r∑
i=1
kipi
}
be a non-empty subvariety. Choose a generic curve C ∈ R. If C is
reduced and Ci.(KΣ+L) < −1 for any irreducible component Ci ⊂ C,
then
dim(R) ≤ −C.KΣ + g(C)− 1− L.C.
Moreover, if the equality holds, and for any singular irreducible com-
ponent Ci of C we have Ci.(KΣ + L) < −3, then R has no fixed
points but p1, ..., pr, C has only nodes as its singularities outside of
L, for any smooth irreducible curve C ′, not tangent to L, a generic
curve D ∈ R intersects C ′ transversally at any q /∈ {p1, ..., pr}, and
for any i, D is a union of smooth branches in a neighborhood of pi,
not tangent to C ′.
Proof. The proof is by induction on L.C. If L.C = 0, then the lemma
follows from Theorem 1, since L.Ci = 0 for any irreducible component
Ci ⊆ C.
Assume now that ki > 0 for some i. Without loss of generality
k1 > 0. Consider the blow up Σ˜ = Blp1(Σ) with its natural pro-
jection π : Σ˜ ✲ Σ. We denote the strict transform of L by L˜.
Then O
Σ˜
(L˜) ≃ π∗OΣ(L) ⊗ OΣ˜(−E), where E denotes the excep-
tional divisor π−1(p1). Let C˜ ⊂ Σ˜ be the strict transform of C. Then
O
Σ˜
(C˜) ≃ π∗OΣ(C) ⊗ OΣ˜(−m1E), where m1 = multp1(C). Define
p′1 = E ∩ L˜ and p
′
i = pi for any i > 1, and consider the pullback of
(an open dense subset of) R
R1 ⊂
{
X ∈ |OΣ˜(C˜)| : g(X) = g(C) andX ∩ L˜ =
r∑
i=1
k′ip
′
i
}
,
where k′1 = mp′1(C˜, L˜) and k
′
i = ki for all i > 1. Since KΣ˜ ≡ π
∗KΣ +
E,
C˜i.(KΣ˜ + L˜) = Ci.(KΣ + L) < −1
for any irreducible component C˜i ⊂ C˜. Since L˜.C˜ = L.C−m1 < L.C,
dim(R) = dim(R1)
≤ −C˜.KΣ˜ + g(C˜)− 1− L˜.C˜ = −C.KΣ + g(C)− 1− L.C,
by the induction hypothesis. Moreover, if the equality holds and for
any singular component Ci of C we have Ci.(KΣ + L) < −3, which
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implies C˜i.(KΣ˜ + L˜) < −3, then C˜ has only nodes as its singularities
outside of L˜, for any smooth irreducible curve C ′ not tangent to
L˜, a generic curve D1 ∈ R1 intersects C
′ transversally at any q′ /∈
{p′1, ..., p
′
r}, and for any i, D1 is a union of smooth branches in a
neighborhood of p′i not tangent to C
′. Thus no germ is tangent to
the exceptional divisor E, hence D = f(D1) satisfies the required
properties, since R1 has no fixed points but p
′
1, ..., p
′
r. ⊓⊔
2.2. Severi varieties on Hirzebruch surfaces
Let Σn = Proj(OP1 ⊕ OP1(n)) be the Hirzebruch surface and let
π : Σn ✲ P1 be the natural projection. Consider two sections
(1, 0), (0, σ) ∈ H0(P1,OP1 ⊕OP1(n)). They define the maps(
P1\Z(σ)
)
✲ Σn.
We denote the closures of the images of these maps by L0 and L∞,
respectively. It is clear that L∞ is independent of the choice of σ. The
following facts will be useful
– The Picard group Pic(Σn) is a free abelian group generated by
the classes F and L∞, where F denotes the fiber of the projection
π. It is important to mention that L0 ≡ nF + L∞.
– The intersection form on NS(Σn) = Pic(Σn) is given by F
2 = 0,
L2∞ = −n, and F.L∞ = 1.
– Any effective divisor M ∈ Div(Σn) is linearly equivalent to a
linear combination of F and L∞ with non-negative coefficients.
Moreover, if M does not contain L∞, then it is linearly equivalent
to a combination of F and L0 with non-negative coefficients.
– The canonical class is
KΣn ≡ −(2L∞ + (2 + n)F ) ≡ −(L0 + L∞ + 2F ).
– Any smooth curve C ≡ dL0+kF has genus g(C) =
(d−1)(dn+2k−2)
2 .
Now let us define the Severi varieties on Σn.
Definition 1. (1) Let
Σ˘δn =
{
(p1, ..., pδ) ∈ Σ
δ
n | pi 6= pj for any i 6= j
}
be the configuration space of δ points in Σn. For non-negative integers
d, k, δ, we define the decorated Severi variety
Ud,k,δ ⊂ |OΣn(dL0 + kF )| × Σ˘
δ
n
to be
{(C; p1, ..., pδ) | C is reduced,L∞ * C, and p1, ..., pδ ∈ C are nodes} .
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(2) Let g, d, k be non-negative integers. We define the Severi variety
Vg,d,k ⊆ |OΣn(dL0 + kF )| to be the closure of the locus of reduced
nodal curves of genus g which do not contain L∞, and we define
V irrg,d,k ⊂ Vg,d,k to be the union of the irreducible components whose
generic points correspond to irreducible curves.
Next, we establish the basic properties of (decorated) Severi varieties:
Proposition 3. (1) Let d, k, δ be non-negative integers. Then either
Ud,k,δ is empty or Ud,k,δ is a smooth equidimensional variety of di-
mension
(d+ 1)(nd+ 2k + 2)
2
− 1− δ = dim |OΣn(dL0 + kF )| − δ.
(2) Let ψ : Ud,k,δ ✲ |OΣn(dL0 + kF )| be the projection to the first
factor. Then for g = (d−1)(nd+2k−2)2 − δ
Vg,d,k =
{
ψ (Ud,k,δ) if δ ≥ 0;
∅ otherwise.
Proof. (1) Let us choose arbitrary (C0; p10, ..., pδ0) ∈ Ud,k,δ. We can
find an open subset U ⊂ Σn isomorphic to A2 and containing all
the points p10, ..., pδ0. Fix a trivialization of OΣn(dL0 + kF )(U) ≃
K[x, y]. Then in a neighborhood of (C0; p10, ..., pδ0) Ud,k,δ is given
by the (homogeneous in the coefficients) equations f(pl) = f
′
x(pl) =
f ′y(pl) = 0, 1 ≤ l ≤ δ, where f ∈ H
0(Σn,OΣn(dL0+kF )). We denote
(xl0, yl0) = pl0 and define alij to be the coefficients of f(x+xl0, y+yl0),
f =
∑
aijx
iyj ∈ K[x, y]. Let f0(x, y) =
∑
βijx
iyj be an equation
defining C0. Then
d(f(pl))|(f0,p10,...,pδ0)
= dal00,
d(f ′x(pl))|(f0,p10,...,pδ0)
= dal10 + 2βl20dxl + βl11dyl,
and
d(f ′y(pl))|(f0,p10,...,pδ0)
= dal01 + βl11dxl + 2βl02dyl.
The points p10, ..., pδ0 are nodes of C0, hence the matrices(
2βl20 βl11
βl11 2βl02
)
are invertible. So, it remains to prove that da100 = ... = daδ00 = 0 de-
fines a subspace of codimension δ in the tangent space to |OΣn(dL0+
kF )| at C0. In other words we have to prove that
h0(C0,J (dL0 + kF )) = h
0(C0,OC0(dL0 + kF ))− δ, (2.5)
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where J denotes the ideal of the zero-dimensional reduced subscheme
X = ∪δi=1pi0 ⊂ C0.
Thus the following Claim implies (2.5).
Claim 4. H1(C0,J (C0)) = 0.
We postpone the proof of the claim till the end of the proof of the
proposition.
(2) The inclusion
Vg,d,k ⊆
{
ψ (Ud,k,δ) if δ ≥ 0;
∅ otherwise.
is obvious. Let us prove the opposite direction. If g ≥ (d−1)(nd+2k−2)2 ,
then there is nothing to prove. Otherwise let U ⊆ Ud,k,δ be an ir-
reducible component, and let (C; p1, ..., pδ) ∈ U be a generic point.
Then by part (1) and Theorem 1
−C.KΣn+g(C)−1 ≥ dimψ (Ud,k,δ) = dim |OΣn(dL0+kF )|−δ. (2.6)
Hence g(C) ≥ (d−1)(nd+2k−2)2 − δ = gar(C)− δ, which is possible only
if the equality holds. Thus the equality holds in (2.6) as well, and by
Theorem 1 this implies the nodality of the curve C. So
ψ(C; p1, ..., pδ) ∈ Vg,d,k
and we are done. ⊓⊔
Proof (of Claim 4). Let us denote the irreducible components of
X = C0 by Xi, and the normalizations of Xi by X˜i. Then the nor-
malization X˜ of X is the disjoint union of X˜i. Consider the con-
ductor ideal J cond = Ann(⊕OX˜i/OX) ⊆ ⊕OX˜i = OX˜ and the di-
rect sum of the conductor ideals ⊕J condi = ⊕Ann(OX˜i/OXi) ⊆ OX˜ .
Let us notice that J cond ⊆ OX ⊆ OX˜ is an ideal in both algebras
OX and OX˜ , hence it is sufficient to prove that H
1(X,J cond(X)) =
H1(X˜,J cond(X)) = 0, since
0 ✲ J cond(X) ✲ J (X)|X
is exact, and the factor is a torsion sheaf.
Consider the exact sequence
0 ✲ J cond ✲ ⊕ J condi ✲ ⊕Fi ✲ 0,
where Fi are torsion sheaves supported at the preimages of the points
of intersection with other irreducible components of X. Let us esti-
mate the degree of Fi. To do this we can assume that the surface
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and the curves are affine. Let fi = 0 be an equation of Xi. Then∏
j 6=i fj · J
cond
i ⊆ J
cond. Thus
deg(Fi) ≤ (X −Xi).Xi = X.Xi −X
2
i .
It is well known that deg(J condi ) ≥ −2δ(Xi) where δ(Xi) denotes
the total delta invariant of Xi, moreover the equality holds for sin-
gular curves on smooth surfaces . Thus
deg(J cond(X)|
X˜i
) = deg(J condi (X))− deg(Fi) ≥
X.Xi − 2δ(Xi)− (X −Xi).Xi =
(KΣn +Xi).Xi − 2δ(Xi)−KΣn .Xi =
2gar(Xi)− 2− 2δ(Xi)−KΣn .Xi > 2g(Xi)− 2,
by the adjunction formula, since −KΣn .Xi > 0. Applying Riemann-
Roch theorem we conclude that H1(X˜i,J
cond(X)|
X˜i
) = 0 for all i,
which implies H1(X˜,J cond(X)) = 0. ⊓⊔
It is easy to see that if (C; p1, ..., pδ) ∈ Ud,k,δ and C has exactly δ
nodes, then the map ψ : Ud,k,δ ✲ Vg,d,k for g =
(d−1)(nd+2k−2)
2 − δ,
is e´tale in a neighborhood of (C; p1, ..., pδ).
Corollary 1. If Vg,d,k 6= ∅ then it has pure dimension nd+2k+2d+
g − 1, and for any C ∈ Vg,d,k having exactly δ =
(d−1)(nd+2k−2)
2 −
g nodes, Vg,d,k is smooth at C, and TC(Vg,d,k) ≃ H
0(C,J cond(C)),
where J cond ⊂ OC is the conductor ideal.
Proposition 4. Let p1, ..., pr ∈ L0 ∪ L∞ be fixed points, let d > 0,
k, k1, ..., kr ≥ 0 be integers, and let
R ⊂
{
D ∈ |OΣn(dL0 + kF )| : (L0 ∪ L∞) ∩D =
r∑
i=1
kipi
}
be a non empty subvariety whose generic point C corresponds to a
reduced irreducible curve of genus g. Then
dimX ≤ −(KΣn + L0 + L∞).(dL0 + kF ) + g − 1.
Moreover, if the equality holds, then C has only nodes as its singu-
larities outside of L0 ∪ L∞, for any smooth irreducible curve C
′ not
tangent to L0∪L∞, a generic curve D ∈ R intersects C
′ transversally
outside of {p1, ..., pr}, and for any i, D is a union of smooth branches
in a neighborhood of pi, not tangent to C
′.
Proof. C.(KΣn + L0 + L∞) = −2d < −1, and if C is singular then
d > 1, hence C.(KΣn + L0 + L∞) < −3. So we can apply Lemma 2
to prove the Proposition. ⊓⊔
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3. The Result
Theorem 2. Let g, k, d be non-negative integers. If the variety V irrg,d,k
is not empty then it is irreducible.
Proof. Let Li, 1 ≤ i ≤ d, be generic curves in the linear system
|OΣn(L0)|, and let Fi, 1 ≤ i ≤ k, be generic curves in the linear
system |OΣn(F )|. Define
Γ = L1 ∪ ... ∪ Ld ∪ F1 ∪ ... ∪ Fk ∈ |OΣn(dL0 + kF )| .
Proposition 5. Consider an arbitrary component V of the Severi
variety Vg,d,k. Then Γ ∈ V .
Proposition 6. There exists a unique component V ⊂ V irrg,d,k con-
taining Γ .
The theorem now follows. ⊓⊔
Remark 1. One can generalize the propositions above to prove the fol-
lowing more general statement: Let g, k, d,m1, ...,mr be non-negative
integers satisfying
∑
mi = k. Consider the varieties
Vg,d,k(m1, ...,mr) ⊂ Vg,d,k,
parameterizing curves having r points of tangency of orders m1, ...,mr
with L∞, and
V irrg,d,k(m1, ...,mr) = Vg,d,k(m1, ...,mr) ∩ V
irr
g,d,k.
If V irrg,d,k(m1, ...,mr) 6= ∅ then it is irreducible. The generalization
is pretty much straightforward, but it makes the presentation more
complicated, so we will not write it down in this paper, but rather
leave to the interested reader as an exercise.
3.1. Proof of Proposition 5
V is birational to a product of components of Severi varieties whose
generic points correspond to irreducible curves modulo a finite group
of symmetries, due to Claim 3 and Theorem 1. Thus, without loss of
generality, we can assume that the generic point of V corresponds to
an irreducible curve.
Now, to prove the proposition, it is sufficient to show that V
contains a nodal curve E = L ∪ E′ where L is a smooth curve of
type L0 and E
′ ∈ Vg′,d′,k′ = Vg′,d−1,k. If d = 1 then g = 0, hence
V = V0,1,k = |OΣn(L0 + kF )|, and there is nothing to prove. So we
can assume that d > 1.
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Let p01, ..., p
0
nd+k+1 ∈ L0 and p
∞
1 , ..., p
∞
k ∈ L∞ be generic points.
A generic C ∈ V intersects L0 ∪ L∞ transversally due to Lemma 2,
and the locus of curves in V intersecting L0∪L∞ transversally along
C∩(L0∪L∞) has codimension |C∩(L0∪L∞)| by Proposition 4. Then
the locusW of irreducible curves passing through {p0i }
nd+k
i=1 ∪{p
∞
j }
k
j=1
has pure dimension
−(KΣn + L0 + L∞).(dL0 + kF ) + g − 1;
and the locus of curves VL0 ⊂ W passing through p
0
nd+k+1, i.e. con-
taining L0 as a component, has pure dimension
−(KΣn + L0 + L∞).(dL0 + kF ) + g − 2.
Consider a map from an irreducible smooth germ curve
j : (T, 0) ✲ (W,VL0),
such that j(0) ∈ VL0 is a generic point and j(T
∗) = j(T \ {0}) ⊂W .
Then for any t ∈ T ∗, Ct is a nodal curve of genus g containing
p01, ..., p
0
nd+k, p
∞
1 , ..., p
∞
k , where Ct denotes the fiber over t of the corre-
sponding flat family C ✲ T . The central fiber C0 can be presented
as C0 = s0L0∪C
′
0, where C
′
0 is a curve that does not contain L0, and
s0 ≥ 1.
Lemma 3. The curve C ′0 does not contain L∞, and s0 = 1. More-
over, C ′0 is a nodal curve, and the points of intersection C
′
0 ∩ L0 are
smooth points of C ′0.
Proof. Assume that C0 = s0L0∪C
′′
0 ∪ s∞L∞, where C
′′
0 contains nei-
ther L0 nor L∞ as its components. Then C
′′
0 ≡ (d−s0−s∞)L0+(k+
ns∞)F . After proceeding with an appropriate base change and replac-
ing the family C by its normalization, we can consider a semistable
model C˜ ✲ C ✲ T of the family C, whose total space is smooth,
generic fiber is also smooth and has genus g, and its central fiber is
a nodal curve. Let C˜0 be the central fiber of the semistable family,
and let f : C˜0 ✲ C0 be the natural map. Then C˜0 = A0 ∪B ∪A∞,
where Ai ⊂ f
−1(Li) are the unions of the connected components of
C˜0 mapped surjectively onto Li, B is the union of all other compo-
nents, and the following equality holds3
pa(A0) + pa(B) + pa(A∞)− 2 + |A0 ∩B|+ |A∞ ∩B| = g.
Next step is to estimate the degrees of freedom of C ′′0 . Let D ⊂ C
′′
0
be any irreducible component with reduced structure, and let BD be
3 if s∞ = 0, i.e. A∞ = ∅, then pa(A∞) := 1.
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any irreducible component of B mapped surjectively on D. Then, by
Proposition 4, D vary in a family of dimension at most
−D.(KΣn + L0 + L∞) + g(D)− 1 + lD,
where lD is the number of points of D∩ (L0∪L∞) distinct from {p
i
j}.
Case 1: D 6= F . Since −D.(KΣn +L0 +L∞) = 2D.F > 0, D vary
in a family of dimension at most
−BD.f
∗(KΣn + L0 + L∞) + g(BD)− 1 + lBD ,
where lBD is the number of points mapped onto (L0 ∪ L∞) \ {p
i
j}.
Moreover, the equality holds if and only if BD ✲ D is the normal-
ization map, lBD = lD, D is nodal away from L0 ∪ L∞, and all its
branches are smooth at the points of intersection with L0 ∪ L∞.
Case 2: D = F . In this case D also varies in a family of dimension
at most
−BD.f
∗(KΣn + L0 + L∞) + g(BD)− 1 + lBD .
Since pij ∈ Li are general then 1 ≤ lD ≤ 2. If lD = 1 then there is a
point q ∈ BD mapped onto one of {p
i
j}, such that q is a smooth point
of B. Thus the pullback of Li to B is reduced at this point hence
BD ✲ D is an isomorphism.
The only points of B that are mapped onto Li \ {p
i
j} are Ai ∩B,
hence, using the analysis above and the fact that every connected
component of B must intersect4 A0∪A∞, we conclude that C
′′
0 varies
in a family of dimension
dim ≤ −f∗(KΣn + L0 + L∞).B + pa(B)− 1+
|A0 ∩B|+ |A∞ ∩B| =
−(KΣn + L0 + L∞).Ct + g − 2+
(KΣn + L0 + L∞).(s0L0 + s∞L∞)− pa(A0)− pa(A∞) + 3.
Since pa(Ai) ≥ 1− si,
dim ≤ −(KΣn + L0 + L∞).Ct + g − 2− (s0 + s∞) + 1.
On the other hand C ′′0 must vary in a family of dimension at least
−Ct.(KΣn + L0 + L∞) + g − 2, hence s0 = 1, s∞ = 0, and all the
inequalities above are equalities. Furthermore,
– Over any irreducible component of C ′′0 there is a unique irreducible
component of B mapped surjectively onto this component.
4 Since C˜t is irreducible, thus C˜0 is connected.
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– A0 is a tree whose root A
R
0 ≃ P
1 mapped isomorphically onto
L0. Any connected component of A0 \ A
R
0 intersects at most one
connected component of B and at exactly one point.
– C ′′0 is reduced.
– any two irreducible components of C ′′0 intersect transversally.
– f(A0∩B) is a set of generic points of L0, in particular it is disjoint
from p01, ..., p
0
nd+k.
– C ′′0 = C
′
0 has geometric genus g + 1− |A0 ∩B|.
– C ′0 intersects L0 transversally outside of f(A0 ∩B).
Now we can describe C ′′0 explicitly. C
′′
0 is a reduced nodal curve inter-
secting L∞ transversally, and it is smooth at the points of intersection
with L0. And, finally, if p ∈ A0 ∩ B then in a neighborhood of f(p)
the delta invariant of Ct is equal to the local delta invariant of C0
minus one for all sufficiently small values of t, hence if m denotes the
order of tangency of C ′0 and L0 at f(p) then Ct has m − 1 nodes in
a small neighborhood of f(p). ⊓⊔
To complete the proof we must show that V contains nodal equige-
neric deformations of C0, since any such deformation must be of the
form E = L ∪E′, where L ≡ L0 and E
′ ≡ C ′0.
Let us denote the points of intersection of L0 with C
′
0 other than
p01, ..., p
0
nd+k by q1, ..., qr, and the orders of the tangency by m1, ...,mr
respectively. Thus {q1, ..., qr} = f(A0∩B). Consider now the product
V =
∏r
i=1 Vi of the versal deformations of the tacnodes of orders
m1, ...,mr , and consider the natural map
ψ : (V,C0) ✲ V.
Then ψ(V ) ⊂
∏r
i=1 Vi(mi−1), where Vi(h) denotes the closure of the
locus of deformations having h nodes.
Claim 5 ([3] Lemma 2.8). Vi are smooth, irreducible of dimension
2mi− 1, and for mi− 1 ≤ h ≤ mi, Vi(h) are irreducible of dimension
2mi − 1− h.
We denote the nodes of C0 different from q1, ..., qr by o1, ..., oδ .
Consider the component U of the decorated Severi variety containing
(C0; o1, ..., oδ). Thus U is smooth by Proposition 3 (1). Now, let
φ : (U, (C0; o1, ..., oδ)) ✲ (V, 0)
be the natural map.
Claim 6. The map dφ : T(C0;o1,...,oδ)U
✲ T0V is surjective.
We postpone the proof of the Claim, and first finish the proof
of Proposition 5. Since U and V are smooth, Claim 6 implies that
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the central fiber φ−1(0) is smooth at (C0; o1, ..., oδ), and since the
subvariety
∏r
i=1 Vi(mi − 1) ⊂ V is irreducible
U ′ = φ−1
(
r∏
i=1
Vi(mi − 1)
)
is also irreducible. Another conclusion of Claim 6 is the surjectivity
of φ. Thus the generic point of U ′ corresponds to a nodal equigeneric
deformations of (C0; o1, ..., oδ), since
∏r
i=1 Vi(mi) ⊂
∏r
i=1 Vi(mi− 1).
Consider the natural projection U ′ ✲ Vg,d,k. Its image intersects
V , and, since U ′ is irreducible, it belongs to V . Thus V contains nodal
equigeneric deformations of C0, and we are done. ⊓⊔
Proof (of Claim 6). To prove the claim, one must interpret the tan-
gent spaces and the differential map in cohomological terms. Follow-
ing the proof of Proposition 3, one can see that
T(C0;o1,...,oδ)U ≃ H
0(C0,J (dL0 + kF )),
where J denotes the ideal sheaf of the zero dimensional scheme
∪δi=1oi ⊂ C0. The tangent space to V is isomorphic to ⊕
r
i=1O
es(qi),
where Oes = OC0/I
es, and Ies denotes the equisingularity ideal of
C0. We define X
es = SpecOes. Since A2m−1 is a simple singularity
for any m ≥ 1 the equisingularity ideal Ies is generated locally at
a singular point by the partial derivatives of the defining equation
of the curve. In these notations the map dφ is given by the natural
restriction map H0(C0,J (dL0 + kF )) ✲ ⊕
r
i=1 O
es(qi), associated
to the short exact sequence
0 ✲ Ies(dL0 + kF ) ✲ J (dL0 + kF ) ✲ ⊕
r
i=1 O
es(qi) ✲ 0.
To prove that dφ is surjective it is sufficient to show that
H1(C0, I
es(dL0 + kF )) = 0. (3.1)
It is also a necessary condition since H1(C0,J (dL0 + kF )) = 0 by
Claim 4. Consider the short exact sequence of sheaves
0 ✲ IXes:L0
×L0
✲ Ies(L0) ✲ IXes∩L0/L0(L0)
✲ 0.
Thus to prove (3.1), it is sufficient to show that
H1(C0, IXes:L0((d− 1)L0 + kF )) = 0 (3.2)
and
H1(L0, IXes∩L0/L0(dL0 + kF ) = 0. (3.3)
Let p be any point in the support of Xes. If p /∈ L0 then
IXes:L0,p = I
es
p = J
cond
p and IXes∩L0/L0,p = 0,
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where J cond denotes the conductor ideal of C0. If p ∈ L0 then consider
a local system of coordinates x, y at p ∈ Σn such that L0 is given by
y = 0, and C ′0 is given by y = x
m. In these notations
IXes:L0,p = yOC0,p + x
m−1OC0,p ⊃ yOC0,p + x
mOC0,p = J
cond
p
and
IXes∩L0/L0,p = x
mOL0,p.
Thus IXes∩L0/L0(dL0+kF ) is a line bundle of degree C0.L0−C
′
0.L0 =
n ≥ 0, hence H1(L0, IXes∩L0/L0(dL0+kF ) = 0 by the Riemann-Roch
theorem, which proves (3.3).
It follows from the description above that J cond ⊂ IXes:L0 . Thus
H1(C0,J
cond((d − 1)L0 + kF )) = 0 implies (3.2). Consider the nor-
malization ν : C˜0 ✲ C0. It is sufficient to show that
H1(C,J cond((d− 1)L0 + kF )|C ) = 0, (3.4)
for any irreducible component C ⊂ C˜0. Since ν(C) 6= L∞ by Lemma
3, thus (2F +L∞).ν(C) > 0 and J
cond((d− 1)L0 + kF ) restricted to
C is a line bundle of degree
ν(C).C ′0 − deg(J
cond
|C
) = ν(C)2 − ν(C).L0 − 2δ(ν(C))
= 2g(C)− 2− (KΣn + L0).ν(C)
= 2g(C)− 2 + (2F + L∞).ν(C) > 2g(C) − 2,
where δ(ν(C)) denotes the number of nodes of ν(C) (which is equal
to the total delta invariant of ν(C)), thus (3.4) follows from the
Riemann-Roch theorem. ⊓⊔
3.2. Proof of Proposition 6
We start with some combinatorics.
Definition 2. (1) An ordered subset µ ⊆ Γ sing consisting of r nodes
is called an r−marking on the curve Γ .
(2) An r−marking µ is called irreducible if and only if the curve
Γ\µ is connected.
(3) We define D-moves on the set of r−markings as follows: let
D,D′ ⊂ Γ be two different irreducible components, let q, q′ ∈ D ∩D′
be two nodes, and let µ = {p1, ..., pr} be an r−marking. Then
Dq,q′(µ) =

{p1, ..., pi−1, q, pi+1, ..., pr} if q /∈ µ and q
′ = pi,
{p1, ..., pi−1, q
′, pi+1, ..., pr} if q = pi and q
′ /∈ µ,
{pτij(1), ..., pτij (r)} if q = pi and q
′ = pj ,
µ otherwise,
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where τij ∈ Sr denotes the elementary transposition τij = (i j).
(4) Assume that n > 0. We define T-moves on the set of r−mar-
kings as follows: let D,D′,D′′ ⊂ Γ be three different irreducible com-
ponents, and let q ∈ D′ ∩ D′′, q′ ∈ D ∩ D′′, q′′ ∈ D ∩ D′ be three
nodes, and let µ = {p1, ..., pr} be an r−marking. Then if q
′ /∈ µ we
define
Tq,q′,q′′(µ) =

{p1, ..., pi−1, q
′′, pi+1, ..., pr} if q = pi; q
′′ /∈ µ,
{p1, ..., pi−1, q, pi+1, ..., pr} if q
′′ = pi; q /∈ µ,
{pτij(1), ..., pτij (r)} if q = pi, q
′′ = pj,
µ if q, q′′ /∈ µ,
otherwise we define Tq,q′,q′′(µ) = µ.
(5) Assume that n = 0. We define Qh-moves and Qv-moves as
follows: let µ = {p1, ..., pr} be an r−marking, let X,X
′, Y, Y ′ ⊂ Γ
be four different irreducible components satisfying X ≡ X ′ ≡ L0 and
Y ≡ Y ′ ≡ F , and let q ∈ X∩Y , q′ ∈ X∩Y ′, q′′ ∈ X ′∩Y , q′′′ ∈ X ′∩Y ′
be nodes. If q′′, q′′′ /∈ µ we define
Qhq,q′,q′′,q′′′(µ) =

{p1, ..., pi−1, q
′, pi+1, ..., pr} if q = pi and q
′ /∈ µ,
{p1, ..., pi−1, q, pi+1, ..., pr} if q
′ = pi and q /∈ µ,
{pτij(1), ..., pτij (r)} if q = pi and q
′ = pj,
otherwise, we define Qhq,q′,q′′,q′′′(µ) = µ. If q
′, q′′′ /∈ µ, we define
Qvq,q′,q′′,q′′′(µ) =

{p1, .., pi−1, q
′′, pi+1, .., pr} if q = pi and q
′′ /∈ µ,
{p1, .., pi−1, q, pi+1, .., pr} if q
′′ = pi and q /∈ µ,
{pτij (1), .., pτij (r)} if q = pi and q
′′ = pj,
otherwise, we define Qvq,q′,q′′,q′′′(µ) = µ.
(6) Two r−markings, µ and µ′, are called equivalent if and only if
one can be obtained from another by a sequence of T-moves, Q-moves,
and D-moves.
Notation 2. Let µ = {p1, ..., pr} be any r−marking and let C,C
′ ⊂ Γ
be two different components. The following notation will be useful:
µC,C′ = |µ ∩ C ∩ C
′|, µC = |µ ∩ C|, and µi = pi.
Claim 7. Let r > 0 be such an integer, that the set of irreducible
r−markings on the curve Γ is not empty. Then for any pair of distinct
irreducible components C,C ′ ⊂ Γ and for any q ∈ C ∩C ′, there exist
irreducible r−markings µ and µ′ such that q ∈ µ and q /∈ µ′.
Proof. Obvious. ⊓⊔
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From now on we will assume that n > 0. The remaining case,
n = 0, is much easier, and the proof in this case can be obtained via
the same lines as in the case we consider. Thus, we leave it to the
reader.
Lemma 4. If n > 0 then any two irreducible r−markings on the
curve Γ are equivalent.
Proof. It is enough to prove the lemma for the case r = k(d − 1) +
nd(d−1)2 − (d−1), since any irreducible r−marking µ can be extended
to an irreducible marking µex of order k(d − 1) + nd(d−1)2 − (d − 1),
and for any D or T move M on the extended marking the natural
forgetful map takes M(µex) to M(µ).
Let us prove the lemma by induction on d + k. If either d = 2 =
k+2 or d ≤ 1, then the lemma is obvious. Assume that the statement
is true for all d+k ≤ m and let us prove it for d+k = m+1. We can
assume that m > 2 and d ≥ 2. Let µ be an irreducible r−marking.
Step 1: The goal of this step is to prove that there exists a marking
µ′ ∼ µ such that
µ′C,C′ =
{
C.C ′ − 1 if Ld ∈ {C,C
′},
C.C ′ otherwise.
(3.5)
Choose a component D ⊂ Γ in the following way: if k 6= 0 then
D = Fk, otherwise D = L1. Then any irreducible component D
′ ⊂ Γ
different from D and satisfying D.D′ > 0 belongs to the linear system
|OΣn(L0)|. Moreover, there are at least two such components. Now,
let us choose µ˜ ∼ µ, such that
µ˜D = max
µ′∼µ
{µ′D}.
Then µ˜|
Γ\D
is an irreducible marking on Γ\D, since otherwise, due
to the choice of D, we would be able to find two distinct irreducible
components D′,D′′ ⊂ Γ different from D such that µ˜D,D′ < D.D
′,
µ˜D,D′′ < D.D
′′, and µ˜D′,D′′ = D
′.D′′ > 0. Hence, there would exist
q′′ ∈ D ∩D′, q′ ∈ D ∩D′′, and q ∈ D′ ∩D′′, such that q′, q′′ /∈ µ and
q = µ˜i for some i. Thus µ˜D < µ
′
D, where µ
′ = Tq,q′,q′′(µ˜) ∼ µ, which
would be a contradiction.
Next, we shall prove that
µ˜D = D.(Γ −D)− 1. (3.6)
Consider two cases: k > 0 and k = 0.
Case 1: k > 0. In this case D = Fk, and
µ˜D ≥ r −
(
(k − 1)(d− 1) + n
d(d− 1)
2
− (d− 1)
)
,
22 Ilya Tyomkin
since µ˜|
Γ\D
is an irreducible marking on Γ\D. However,
r−
(
(k − 1)(d− 1) + n
d(d− 1)
2
− (d− 1)
)
= d−1 = D.(Γ −D)−1,
and we are done.
Case 2: k = 0. In this case D = L1, and
µ˜D ≥ r −
(
n
(d− 1)(d − 2)
2
− (d− 2)
)
,
since µ˜|
Γ\D
is irreducible. However,
r −
(
n
(d− 1)(d− 2)
2
− (d− 2)
)
= n(d− 1)− 1 = D.(Γ −D)− 1.
Thus, µ˜D = D.(Γ −D)− 1 in both cases.
Now we can complete the proof of the first step. By (3.6) there
exists a unique component D1 ⊂ Γ satisfying µ˜D,D1 = D.D1−1, and
µ˜D,D′ = D.D
′ for all D′ ⊂ Γ different from D1. By the induction
hypothesis it remains to prove that there exists µ′ ∼ µ˜ such that
µ′D,Ld = D.Ld − 1 and µ
′
D = µ˜D. If D1 = Ld then there is nothing
to prove. Otherwise, by the induction assumption and Claim 7, we
can find an irreducible marking µ̂ ∼ µ˜ with the following properties:
µ̂D,D′ = µ˜D,D′ for all D
′ ⊂ Γ , and µ̂D1,Ld < D1.Ld. Then there exist
q′′ ∈ D ∩ D1, q ∈ D ∩ Ld, and q
′ ∈ D1 ∩ Ld such that q
′, q′′ /∈ µ̂,
and q = µ̂i for some i. Thus µ
′ = Tq,q′,q′′(µ̂) satisfies the required
condition.
Step 2: The goal of this step is to prove that any two markings
satisfying (3.5) are equivalent. Let µ, µ′ be two such markings. Ap-
plying several D-moves we can find a marking µ′′ ∼ µ′ such that µ′′
differs from µ only by the order of marked points. Namely, there ex-
ists τ ∈ Sr such that µ
′′
i = µτ(i) for all i. We use the notation τ(µ) for
such µ′′. It remains to prove that µ ∼ τ(µ). Without loss of generality
we can assume that τ = τij is a simple transposition; moreover we
can assume that i = 1 and j = 2. Let D1,D2,D3,D4 be components
such that µ1 ∈ D1 ∩D2 and µ2 ∈ D3 ∩D4. If {D1,D2} = {D3,D4},
then we apply Dµ1,µ2 to finish the proof. So we can assume that
D1 6= D3,D4 and D2 6= D3.
If µ1 ∈ Ld ∩ D
′ for some D′, then D′ ≡ L0 due to (3.5). Thus
there exists a component D′′ 6= D′, Ld such that D
′′.D′ > 0. Let µi ∈
D′′ ∩D′ be any node, and let q ∈ Ld ∩D
′′ be the node not belonging
to µ. Then µ ∼ Tµ1,q,µi(µ), and hence we can reduce the statement
to the case when µ1 /∈ Ld. Applying the same argument to µ2 we get
one of the following: either µi = µ1, and then µ ∼ Tµ2,q,µi(µ) = µ
′′,
or µ1, µ2 /∈ Ld, and thus that Di 6= Ld for all i. Now we shall consider
several cases:
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Case 1: D2 = D4 ≡ L0. Let q1 ∈ Ld ∩ D1, q2 ∈ Ld ∩ D2, and
q3 ∈ Ld ∩D3 be the nodes not belonging to µ. Then
τ12(µ) = Tµ2,q3,q2(Tµ1,q1,q2(Tµ2,q3,q2(µ))) ∼ µ.
Case 2: D2 = D4 ≡ F . In this case D1 ≡ D3 ≡ L0. Let µi ∈ D1 ∩D3
be any node. Then τ12 = τ1i ◦ τi2 ◦ τ1i, and thus we reduce to the
previous case. So τ12(µ) ∼ µ.
Case 3: {D1,D2} ∩ {D3,D4} = ∅. Without loss of generality D1 ≡
D3 ≡ L0. Let µi ∈ D1 ∩ D3 be any node. Then τ12 = τ1i ◦ τi2 ◦ τ1i,
so τ12(µ) ∼ µ, by the first case, and we are done, since cases 1, 2, 3
cover all the possibilities. ⊓⊔
Lemma 5. Let X = X1∪X2∪ ...∪Xr be a nodal curve. Assume that
X2, ...,Xr are generic curves of types L0 and F , and assume that X1
is a generic nodal rational curve whose type is one of L0, L0 + F or
2L0. Consider the variety W (X,L) ⊂ (X
smooth)s × |L| given by
{(p1, ..., ps; ξ) : pi 6= pj for all i 6= j, and ξ(p1) = ... = ξ(ps) = 0} ,
where s = deg(L⊗OX) and either L ≃ OΣn(L0) or L ≃ OΣn(F ). Let
(p1, ..., ps; ξ) ∈W (X,L) be an arbitrary point, and let W ⊆W (X,L)
be the irreducible component containing (p1, ..., ps; ξ). Assume that
n > 0 and there exist a 6= b satisfying pa, pb ∈ X1. Then
(pτab(1), ..., pτab(s); ξ) ∈W,
where τab ∈ Ss denotes the elementary transposition τab = (a b).
Proof. If L ≃ OΣn(F ), we can assume that X1 ≡ 2L0. Consider the
variety W (X1,L), which is irreducible since X1 is irreducible and the
projection to the first factor W (X1,L) ✲ X1 is dominant and has
irreducible fibers. The natural forgetful map f :W ✲ W (X1,L) is
dominant, and since F.Xi ≤ 1 for all i > 1 it is also one-to-one. This
implies the statement.
Assume now that L ≃ OΣn(L0). It is easy to see that W (X,L) is
smooth. Let (x1, ..., xs; η) ∈W (X,L) be any point with the following
properties: xi ∈ X
smooth for all i, xa = xb, η(xa) = d(η|X )(xa) = 0,
and xi 6= xj for all {i, j} 6= {a, b}. Then (x1, ..., xs; η) is a smooth
point of W (X,L). Thus to prove the lemma it suffices to show that
W contains a point with such properties. Consider the forgetful map
f : W ✲ (Xsmooth1 )
2 given by f(x1, ..., xs; η) = (xa, xb). This map
is surjective, since L ≃ OΣn(L0) and n > 0, and it is clear that a
generic α ∈ f−1(∆X1) satisfies the properties mentioned above. ⊓⊔
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Proof (of Proposition 6). We start with the following remark: let
U ⊂ Ud,k,δ be an irreducible component containing (Γ ; p1, ..., pδ). We
define a δ−marking µΓ ;p1,...,pδ on the curve Γ in the following way:
µΓ ;p1,...,pδ = {p1, ..., pδ}.
Then the generic curve C ∈ ψ(U) is irreducible if and only if the
marking µΓ ;p1,...,pδ is irreducible. The collection of all δ−markings
corresponding to U is denoted by
M(U) = {µΓ ;p1,...,pδ | (Γ ; p1, ..., pδ) ∈ U}.
Thus Proposition would be proven once we show thatM(U) is closed
under T-moves and under D-moves. This is what we proceed to prov-
ing now under the assumption n > 0.
Step 1: First, we shall prove that M(U) is closed under T-moves.
We choose an arbitrary marking µ = µΓ ;p1,...,pδ ∈ M(U) and label
the rest of the nodes of Γ by pδ+1, ..., pδ′ , where δ
′ = dk + nd(d−1)2 .
Let D,D′,D′′ ⊂ Γ be three different irreducible components, and let
q ∈ D′ ∩ D′′, q′ ∈ D ∩ D′′, q′′ ∈ D ∩ D′ be three nodes. If q′ ∈ µ
then Tq,q′,q′′(µ) = µ ∈ M(U) and we are done. So we can assume
that q′ /∈ µ. If q, q′′ /∈ µ then again Tq,q′,q′′(µ) = µ ∈ M(U) and we
are done. So without loss of generality we can assume that q ∈ µ.
We shall show that Tq,q′,q′′(µ) ∈ M(U). Without loss of generality,
q = p1, q
′′ = pi, and q
′ = pδ′ .
Consider the irreducible component U ′ ⊂ Ud,k,δ′−1 containing the
pointed curve (Γ ; p1, ..., pδ′−1), and let f : U
′ ✲ U be the natural
forgetful map. It is sufficient to prove that
(Γ ; pi, p2, ..., pi−1, p1, pi+1, ..., pδ′−1) ∈ U
′,
since Tq,q′,q′′(µ) = µ
f(Γ ;pi,p2,...,pi−1,p1,pi+1,...,pδ′−1).
Let (C;x1, ..., xδ′−1) ∈ U
′ be a generic element. Then C has a
unique component C2 of type D+D
′′ among its d+ k− 1 irreducible
components. Moreover, there exists another irreducible component
C1 such that x1, xi ∈ C1 ∩ C2. We denote C
fix = ∪d+k−1l=2 Cl, where
C1, ..., Cd+k−1 are the irreducible components of C.
Consider the locus U ′′ ⊂ U ′ of pointed curves (C ′;x′1, ..., x
′
δ′−1)
with the following property: C ′ = C ′1∪C
fix, where C ′1 ≡ C1 is generic.
Let U ′′′ ⊂ U ′′ be the irreducible component containing the pointed
curve (C;x1, ..., xδ′−1), and let
φ : U ′′′ ✲ W (Cfix,OCfix(C1))
be the natural forgetful map (cf. Lemma 5). Then the image of φ is
dominant in an irreducible component of W (Cfix,OCfix(C1)), and φ
is one-to-one. Hence
(Γ ; pi, p2, ..., pi−1, p1, pi+1, ..., pδ′−1) ∈ U
′′′ ⊂ U ′
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by Lemma 5.
Step 2: The goal of this step is to prove thatM(U) is closed under
D-moves. We choose an arbitrary marking µ = µΓ ;p1,...,pδ ∈ M(U)
and label the rest of the nodes of Γ by pδ+1, ..., pδ′ , where δ
′ = dk +
nd(d−1)2 . Let D,D
′ ⊂ Γ be two different irreducible components, and
let q, q′ ∈ D∩D′ be two nodes. If q, q′ /∈ µ then Dq,q′(µ) = µ ∈ M(U)
and we are done. Thus, without loss of generality, we can assume that
q ∈ µ. We shall show that Dq,q′(µ) ∈M(U).
Consider the irreducible component U ′ ⊂ Ud,k,δ′ containing the
pointed curve (Γ ; p1, ..., pδ′), and let f : U
′ ✲ U be the natural
forgetful map. Then
Dq,q′(µ) = µ
f(Γ ;pτij(1),...,pτij(δ′)
)
,
where q = pi, q
′ = pj, and τij ∈ Sδ′ denotes the elementary transpo-
sition τij = (i j). Hence it is sufficient to prove that
(Γ ; pτij(1), ..., pτij (δ′)) ∈ U
′.
Let Γ1, ..., Γd+k be the irreducible components of Γ . We can assume
that D = Γ1, and we denote Γ
fix = ∪d+kl=2 Γl.
Consider the locus U ′′ ⊂ U ′ of pointed curves (C;x1, ..., xδ′ ) with
the following property: C = C1 ∪Γ
fix, where C1 ≡ Γ1 is generic. Let
U ′′′ ⊂ U ′′ be the irreducible component containing (Γ ; p1, ..., pδ′ ), and
let
φ : U ′′′ ✲ W (Γ fix,OΓ fix(Γ1))
be the natural forgetful map (cf. Lemma 5). Then the image of φ is
dominant in an irreducible component of W (Γ fix,OΓ fix(Γ1)), and φ
is one-to-one. Hence
(Γ ; pτij(1), ..., pτij (δ′)) ∈ U
′′′ ⊂ U ′
by Lemma 5. ⊓⊔
4. Rational curves on toric surfaces
The goal of this section is to prove Conjecture 1 for the case of rational
curves.
Proposition 7. Let Σ = Tor(∆) be a toric surface assigned to an in-
tegral polygon ∆ ⊂ R2, and let L ∈ Pic(Σ) be an effective class. Con-
sider variety V parameterizing all irreducible nodal rational curves in
the linear system |L| belonging to the smooth locus of Σ. Then V is
either empty or irreducible.
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Proof. We can resolve the singularities of Σ by a sequence of blow
ups of the singular zero-dimensional orbits. Since V parameterizes
curves that do not contain singularities of Σ, the variety V param-
eterizes also irreducible rational curves in the pull back of L to the
disingularization of Σ. Thus to prove the Proposition, it is sufficient
to consider only the case of smooth surface Σ. So let us assume that
Σ is smooth.
Let (ai, bi), 1 ≤ i ≤ n, be the primitive integral vectors parallel
to the sides of the n-gon ∆ oriented counterclockwise. We define
(an+1, bn+1) = (a1, b1). Then {(ai, bi), (ai+1, bi+1)} is a basis of the
integral lattice for any 1 ≤ i ≤ n, since Σ is smooth.
Now let C ∈ V be a generic element, and let φ : P1 → Σ be
a parameterization of C. If C coincides with one of the boundary
components then V is a point and we are done. Thus we can assume
that C intersects the boundary divisor at a finite number of points,
moreover there are at least two such points, since no chart isomorphic
to K2 can contain a complete curve. Thus the first chern class of the
normal bundle Nφ is non-negative, and, since C is nodal, Nφ is a
line bundle. So, we can conclude that first V is equidimensional, and,
second, no irreducible component of V has a fixed point, in particular
C contains no zero-dimensional orbits.
For any 1 ≤ i ≤ n we define {cij} = φ
−1(Li) ⊂ P1, where Li ⊂ Σ
is the one-dimensional orbit corresponding to (ai, bi). We can assume
that φ(∞) ∈ (K∗)2. The restriction of φ to A1 \ {cij} is given by two
invertible functions x(t), y(t) ∈ K[t, (t− cij)−1], hence
x(t) = α
∏
(t− cij)
mij , and y(t) = β
∏
(t− cij)
nij .
Let 1 ≤ i ≤ n be any index such that ki = |φ
−1(Li)| > 0. Consider
the affine plane SpecK[x−aiy−bi , xai+1ybi+1 ] ⊂ Σ. In this chart the
line Li is given by x
ai+1ybi+1 = 0 and x−aiy−bi 6= 0, hence ai+1mij +
bi+1nij = kij and aimij + binij = 0 for all j, where kij > 0 denotes
the order of φ∗(Li) at cij . Since {(ai, bi), (ai+1, bi+1)} is a (positive)
basis of the integral lattice, we can conclude that nij = kijai and
mij = −kijbi for all i and j. Thus
x(t) = α
∏
(t− cij)
−kijbi , and y(t) = β
∏
(t− cij)
kijai .
We shall mention that deg x(t) = deg y(t) = 0 since φ(∞) ∈ (K∗)2.
Next we would like to show that kij = 1 for all i and j. If this
is not the case, then without loss of generality we can assume that
k11 > 1. Thus the locus of rational curves (in the same linear system)
that admit the following parameterization
x(t) = α(t− c′11)
−(k11−1)b1(t− c′′11)
−b1
∏
(i,j)6=(1,1)
(t− cij)
−kijbi ,
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y(t) = β(t− c′11)
(k11−1)a1(t− c′′11)
a1
∏
(i,j)6=(1,1)
(t− cij)
kijai ,
has dimension grater than dimV , which is a contradiction.
Now we see that V contains an open dense subset isomorphic to
an open subset of
(K∗)2 ×
n∏
i=1
SymkiP1
modulo the automorphisms of P1. Thus V contains an irreducible
dense open subset, hence V is irreducible. ⊓⊔
Finally we would like to explain why the assumption that a generic
C ∈ V does not contain singularities of Σ, is necessary. Consider the
toric surface Σ assigned to the triangle {(0, 0), (0, 2), (4, 0)}, and let
L be the tautological line bundle on Σ. This surface has unique singu-
lar point. Then the locus of irreducible rational curves in |L| consists
of two irreducible components of dimension 7. The first component
was described in the proposition. To see the second component let us
consider the desingularization of Σ, which is isomorphic to the Hirze-
bruch surface Σ2 assigned to the trapezia {(0, 0), (0, 1), (2, 1), (4, 0)}.
Then the tautological linear system on Σ2 has dimension 7 and the
projection of this system to Σ defines a hyperplane in |L| consist-
ing of curves passing through the node of Σ. This hyperplane is the
second component of the Severi variety.
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