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Abstract
Fractal Gaussian models have been widely used to represent the singular behavior of phenomena arising in
different appliedﬁelds; for example, fractionalBrownianmotion and fractionalGaussian noise are considered
as monofractal models in subsurface hydrology and geophysical studies Mandelbrot [The Fractal Geometry
of Nature, Freeman Press, San Francisco, 1982 [13]]. In this paper, we address the problem of least-squares
linear estimation of an intrinsic fractal input random ﬁeld from the observation of an output random ﬁeld
affected by fractal noise (see Angulo et al. [Estimation and ﬁltering of fractional generalised random ﬁelds,
J. Austral. Math. Soc. A 69 (2000) 1–26 [2]], Ruiz-Medina et al. [Fractional generalized random ﬁelds
on bounded domains, Stochastic Anal. Appl. 21 (2003a) 465–492], Ruiz-Medina et al. [Fractional-order
regularization andwavelet approximation to the inverse estimation problem for randomﬁelds, J.Multivariate
Anal. 85 (2003b) 192–216]. Conditions on the fractality order of the additive noise are studied to obtain
a bounded inversion of the associated Wiener–Hopf equation. A stable solution is then obtained in terms
of orthogonal bases of the reproducing kernel Hilbert spaces associated with the random ﬁelds involved.
Such bases are constructed from orthonormal wavelet bases (seeAngulo and Ruiz-Medina [Multiresolution
approximation to the stochastic inverse problem, Adv. in Appl. Probab. 31 (1999) 1039–1057], Angulo
et al. [Wavelet-based orthogonal expansions of fractional generalized random ﬁelds on bounded domains,
Theoret. Probab. Math. Stat. (2004), in press]). A simulation study is carried out to illustrate the inﬂuence of
the fractality orders of the output random ﬁeld and the fractal additive noise on the stability of the solution
derived.
© 2005 Elsevier Inc. All rights reserved.
AMS 1991 subject classiﬁcations: 60G60; 62M20; 42C40
Keywords: Filtering; Fractal processes; Functional estimation; Intrinsic random ﬁelds; Wavelet analysis
∗ Corresponding author. Fax: +34 958243267.
E-mail address: mruiz@ugr.es (M.D. Ruiz-Medina).
0047-259X/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2005.10.006
1362 R. Fernández-Pascual et al. / Journal of Multivariate Analysis 97 (2006) 1361–1381
1. Introduction
Fractal processes arise in different ﬁelds of application such as seismology, hydrology, vol-
canology, astronomy, ﬁnance, etc. The process of interest is often extremely singular, and is not
directly observable. Generalized random ﬁeld models are then formulated to represent observa-
tions which are collected by a regularizing device (usually represented by an integral ﬁlter, see,
for instance, Christakos [8], Matheron [14]). In the case where fractional integration ﬁlters are
considered to get stationarity, the theory of generalized random ﬁeld on fractional Sobolev spaces
provides a suitable framework for theoretical derivation of the observation model (see [17]). That
is, in the case where the intrinsic process of interest is indirectly observed through a fractional
integration ﬁlter, data are generated from a fractional generalized random ﬁeld model, the out-
put random ﬁeld, which is given by the intrinsic process, the input, applied to certain family of
fractional test functions. The resolution of the functional least-squares linear estimation problem
considered involves the inversion of the associated generalized Wiener–Hopf equation, derived
from application of the Orthogonal Projection Theorem in terms of test functions. Due to the
fractal (singular) characteristics of the linear ﬁlter deﬁning this equation, regularization methods
must be formulated to get a stable inversion (see, for example, [15,17,18]). In the case where
the observation noise is spatially colored, with strong spatial dependence, and/or with a fractal
covariance structure, the unstability of the estimation problem is increased, and both fractality
orders of the output and the observation noise must be jointly considered in the formulation of
suitable regularization methods.
In this paper the inverse estimation problem of an intrinsic input random ﬁeld related by a
possibly fractional linear ﬁlter with an output random ﬁeld affected by additive fractal noise is
considered. We study conditions on the fractality order of the output random ﬁeld and of the
observation noise to deﬁne a unique stable solution to this problem. The weak-sense formulation,
in terms of test functions, of theOrthogonal ProjectionTheorem allows the functional deﬁnition of
the least-squares linear estimator in a generalized random ﬁeld framework. Numerical projection
methods in terms of orthonormal bases of the Reproducing Kernel Hilbert Space (RKHS) are
also formulated to compute an approximation to such an estimator. Since we are considering
fractal characteristics in the observation model (input, ﬁlter and observation noise), we construct
orthonormal bases of the RKHS based on wavelets. It is well known that such bases allow a local
analysis of fractal characteristics at different resolution levels. Indeed, the orthonormal RKHS
bases constructed provide a pseudomultiresolution analysis of the fractal second-order structure
of the observation model family studied. Moreover, suitable moment conditions on such bases can
be formulated to get the second-order deﬁnition, in a generalized random ﬁeld framework, of self-
similar processes with strong spatial dependence. Such models can then be analyzed within the
second-order generalized random ﬁeld framework proposed in this paper, and hence, orthogonal
projection theorem can be applied to obtain the weak-sense deﬁnition of a functional least-squares
linear estimator.
The results derived continue the work developed in Ruiz-Medina et al. [17] in relation to
regularization of the inverse extrapolation problem associated with fractional ﬁlters. Speciﬁcally,
in this paper, we study suitable orthonormal decompositions of the RKHS of the observation
random ﬁeld that allow the stable computation of the solution to the inverse extrapolation and
ﬁltering problem in the case where the ﬁlter and observation noise are fractals. Hence, the RKHS
decomposition results obtained extend the ones derived in Ruiz-Medina et al. [17], based on
the general theory developed in Ruiz-Medina et al. [16]. Moreover, the methodology proposed
allows the computation of the functional least-squares linear estimator of fractal process from
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its observation through a fractional linear ﬁlter, when data are affected by fractal noise. This
methodology can be applied in the case of a ﬁnite set of scalar data or in the case of functional
data. We compute here the functional estimator in the case of scalar data, when some prior
information on the second-order structure of the input random ﬁeld is available.
In Section 2, the preliminary deﬁnitions and results needed on fractional Sobolev spaces,
RKHS and perturbation theory are introduced. The inverse extrapolation and ﬁltering problem is
formulated inSection 3. InSection 4, theweak-sense orthogonal expansions of the input, the output
and the observation random ﬁelds in terms of wavelets are given. The orthonormal decomposition
of the RKHS of the observable random ﬁeld, affected by additive noise, is then obtained in
terms of the RKHS bases involved in such weak-sense orthogonal expansions. This orthogonal
decomposition provides an alternative (more suitable for fractal models) to functional principal
component analysis for the optimal decomposition of noisy functional data, in the Gaussian case.
A stable solution to the least-squares linear inverse extrapolation and ﬁltering problem, affected
by additive fractal noise, is then formulated in terms of the weak-sense orthogonal expansions
of the random ﬁelds involved, using basic results on perturbation theory of linear operators.
In Section 4.2, a ﬁnite-dimensional approximation to the problem is obtained by truncation of
the aforementioned orthogonal expansions at speciﬁc resolution levels. In Section 5, different
examples within a family deﬁned in terms of fractional Brownian motion are considered in a
simulation study to illustrate the results derived and methodology proposed.
2. Preliminaries
Let D (Rn) be the space of inﬁnitely differentiable functions with compact support contained
in Rn, and S (Rn) the space of C∞-functions with rapid decay at inﬁnity. The duals of these
spaces are, respectively, known as the space of distributions, D′ (Rn) , and the space of tempered
distributions, S ′ (Rn) .The relationship between such spaces is given by the following inclusions:
(see [19, pp. 170–180]):
D (Rn) ⊆ S (Rn) ⊆ S ′ (Rn) ⊆ D′ (Rn) . (1)
Similarly, D (S) , with S ⊆ Rn, represents the space of inﬁnitely differentiable functions with
compact support contained in S, and D′ (S) is the space of distributions on S. The following
fractional Sobolev spaces on these spaces will be considered:
Deﬁnition 2.1 (Triebel [19, pp. 177–180]). For s ∈ R, Hs(Rn) is the space of tempered distri-
butions u such that
(1 + ||2)s/2uˆ() ∈ L2(Rn),  ∈ Rn.
In this space, the following inner product is considered:
(u, v)s =
∫
Rn
(1 + ||2)s uˆ()vˆ() d.
Deﬁnition 2.2 (see Triebel [19, pp. 317–320]). Let S ⊂ Rn be an arbitrary (bounded or un-
bounded) domain. Then, Hs(S) is the restriction of Hs(Rn) to S. That is,
Hs (S) = {f ∈ D′ (S) : ∃F ∈ Hs (Rn) such that f = FS} , (2)
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where FS denotes the restriction of F to S. With the quotient norm
‖f ‖Hs(S) = inf
F ;FS=f
‖F‖Hs(Rn) , (3)
Hs (S) is a Hilbert space.
The space Hs(S) represents the set of functions in Hs(Rn) with support contained in S.
We now introduce the class of random ﬁelds, as well as the fundamental Hilbert spaces of
random variables and deterministic functions considered in this paper.
Let (,A, P ) be a complete probability space and let L2(,A, P ) be the Hilbert space of
real-valued zero-mean random variables deﬁned on (,A, P ) with ﬁnite second-order moments
and with the inner product deﬁned by
〈X, Y 〉L2() = E[XY ], X, Y ∈ L2(,A, P ). (4)
We consider the class F of zero-mean random ﬁelds {X(z) : z ∈ Rn} on (,A, P ), with co-
variance function having fractional singularity order; that is, its regularity order is identiﬁed in
terms of test functions belonging to a suitable fractional Sobolev space. A mean-square continu-
ous generalized random ﬁeld on such a space can be associated with each element of the class.
Generalized random ﬁelds of this type are introduced, for example, in Ruiz-Medina et al. [16],
and are deﬁned as continuous (i.e. bounded) linear operators from a fractional Sobolev space into
the space L2(,A, P ).
Speciﬁcally, we consider the weak-sense restriction
{
X() : supp() ⊆ S ⊂ Rn
}
to a regular
domain S, in terms of the space of test functions H (S), for a certain  ∈ R, of a random ﬁeld X
in F . That is, for  and  ∈ H (S), the integral
BXX(,) = E
[
X()X()
]
=
∫
S×S
(z)E
[
X(z)X(y)
]
(y) dy dz (5)
is ﬁnite, and deﬁnes a continuous bilinear form BXX on H

(S) ⊗ H (S), with ⊗ denoting
the tensor product of Hilbert spaces (see, for instance, Ruiz-Medina et al. [16]). Random ﬁeld X
deﬁnesX onH

(S)with covariance functionalBXX .Note that the classF includes fractal and
self-similar random ﬁelds which cannot be introduced in the second-order moment sense, since
they have inﬁnite variance (the homogeneous covariance kernel has a singularity at the origin).
However, such random ﬁelds can be introduced as second-order fractional generalized random
ﬁelds, in terms of test functions satisfying suitable local regularity and moment conditions (see
Ruiz-Medina et al. [16]).An example is the Riesz–Bessel motion introduced inAnh et al. [4]. This
random ﬁeld can display long-range dependence, since its covariance function is given by the
convolution of the Riesz kernel with the Bessel kernel. However, the heavy tails of the self-similar
Riesz kernel are damped down by the Bessel kernel (family of suitable test functions) in order to
get a second-order model.
In Eq. (5), the parameter − represents the mean-square regularity order of the generalized
random ﬁeld X. That is,  represents the singularity order of the covariance kernel
BXX(z, y) = E[X(z)X(y)],
given by the fractional order of the Sobolev spaceH (S)whereBXX deﬁnes a continuous bilinear
form. Hence, since the second-order regularity of X is deﬁned in terms of the singularity − of
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the test functions in H (S) (i.e. in the weak-sense), the covariance function BXX of X can be a
distribution in D′(S)×D′(S). Moreover, BXX deﬁnes the covariance operator RX of X given
by
RX(f )(g) = 〈f, g〉BXX = BXX(f, g),
where 〈·, ·〉BXX denotes the inner product in the geometry generated by the covariance function
of X.
The second-order properties of
{
X() :  ∈ H (S)
}
are studied in terms of the subspace
H(X) of L2(,A, P ) deﬁned as
spL2()
{
X() :  ∈ H (S)
}
,
where spL2() represents the closed span in the L2()-topology. We refer to this space as the
Hilbert space of random variables associated with X. The RKHS H(X) is then introduced as a
Hilbert function space isometric to H(X) constituted by distributions u in H−(S) deﬁned by
u() = E [YX()] , ∀ ∈ H (S) (6)
for Y ∈ H(X), with the inner product
〈u, v〉H(X) = E [YZ] , u, v ∈ H(X),
where Y,Z ∈ H(X) are the second-order random variables, respectively, associated with u and
v by Eq. (6). The space H(X) is generated by the covariance operator RX . That is, H(X) is
deﬁned as the closed span in the norm generated by the inner product 〈·, ·〉BXX of the distributions
u given by (6), with Y = X(), for a certain  ∈ H (S).
3. Inverse estimation problem
The inverse extrapolation and ﬁltering problem studied in this section is formulated in terms
of an intrinsic input f and an output g in the class of random ﬁelds F related by the following
integral equation:
g(y) =
∫
S
k(y, z)f (z) dz =: K(f )(y), y ∈ S, (7)
where k represents the kernel of the integral operatorK, and the identity is interpreted in themean-
square and distribution senses.We assume that K is a continuous (bounded) integral operator from
H−(S) into H−(S), which regularizes the second-order ‘singular’ behavior of f. That is, f has
fractional regularity order −, with − < −. Then, f is integrable in the mean-square sense
with respect to the test functions in the space H(S).
Equivalently,
g() =
∫
S
g(z)(z) dz =
∫
S
∫
S
(y)k(y, z)f (z) dz dy
= f(K ′), ∀ ∈ H (S), (8)
where the integrals are deﬁned as the limit in the mean-square sense of Riemann–Stieljes sums,
with K ′ representing the adjoint operator of K. Note that under the assumptions made on K and
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f, random ﬁeld g is integrable in the mean-square sense over the space H (S). Its covariance
function deﬁnes a continuous bilinear functional on the space H (S). Thus, u given by
u() = Rg()(), , ∈ H (S),
is a distribution on the space H (S). The functions of the RKHS of g then belong to the space
H−(S), which means that g has fractional regularity order − in the mean-square sense. Also
we have that
Rg = KRfK ′,
where Rf denotes the covariance operator of f.
The problem of least-squares linear estimation of f is considered from the following observation
model:
Z(x) = g(x) + N(x), x ∈ SZ ⊆ S, (9)
where g is given as in Eq. (7), N represents observation noise uncorrelated with g, with fractional
regularity order −, and SZ is the set of observable locations of domain S. Such a set can be a
continuous or a discrete set. In the following, we consider the case where SZ ⊆ S is a continuous
set of observable locations. The particular case where SZ is a ﬁnite set SobsZ of observable locations
will be studied inTheorem4.4.The fractional regularity order ofZ is givenby−ϑ = min{−,−}.
The following conditions on f, g and N, that deﬁne the random ﬁeld class for which the inverse
extrapolation and ﬁltering problem is studied, will be considered:
(C1) The input random ﬁeld f is generated from white noise ε in terms of the following linear
ﬁlter:
f() =
∫
S
f (z)(z) dz =
m.s
ε
(
T ′f
)
=
∫
S
ε(z)T ′f(z) dz, ∀ ∈ H(S),
that is∫
S
f (z)(z) dz =
∫
S
T ′f ()(z)ε(z) dz, ∀ ∈ H(S),
where the integrals are interpreted in the mean-square sense, T ′f , the adjoint of Tf , is a linear
operator deﬁning an isomorphism between H(S) and L2(S), and ε is a white-noise random
ﬁeld.
(C2) The norm of the RKHS of the generalized random ﬁeld g, deﬁned by g in Eq. (8), is
equivalent to the norm of the space H−(S). That is, the convergence in the norm generated
by the covariance metric is equivalent to the norm deﬁned on the fractional Sobolev space
H−(S). Alternatively, we can assume similar conditions on the observation noise N.
Remark 3.1. The functions in the RKHS associated with the generalized random ﬁeld deﬁned
by Z have weak-sense regularity order −ϑ = min{−,−}.
Under conditions (C1)–(C2), the weak-sense formulation (8) of Eq. (7) is well-posed. Theweak
version of the identities in observation model (9) are then given in terms of test functions of the
space Hϑ(S) as follows:
Zϑ() = g() + N(), ∀ ∈ Hϑ(SZ). (10)
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We consider the following formulation of the Orthogonal Projection Theorem in terms of test
functions:
Theorem 3.1. The least-squares linear estimator fˆ()off(),basedon the generalized obser-
vation random ﬁeld
{
Zϑ(),  ∈ Hϑ(SZ)
}
, coincides with the orthogonal projection of f()
on the subspace of L2(,A, P ) generated by
{
Zϑ(),  ∈ Hϑ(SZ)
}
, for all  ∈ H(S). That
is, for all  ∈ H(S),
fˆ() = LZϑ()
minimizes the mean-square error
E
[
(f() − fˆ())
]2
,
with L being the orthogonal projection operator on the subspace of L2(,A, P ) generated by{
Zϑ(),  ∈ Hϑ(SZ)
}
.
The orthogonal projection of the generalized random ﬁeld
{
f(),  ∈ H(S)
}
on the space
generated by
{
Zϑ(),  ∈ Hϑ(SZ)
}
satisﬁes
E
[
(f() − fˆ())Zϑ()
]
= 0, ∀ ∈ Hϑ(SZ), (11)
where, as before, fˆ () = LZϑ() ∼ Zϑ(L∗), for all  ∈ H(S), with L being the weighted
operator which deﬁnes the linear transformation of Zϑ that provides an approximation to the
values of generalized random ﬁeld f. Then, operating in (11), we have
Rfg()() = LRZϑ()(), ∀ ∈ Hϑ(SZ),  ∈ H(S). (12)
Thus, L is given as the solution to Eq. (12), which formally means that
L() = RfgR−1Zϑ (),  ∈ H−ϑ(SZ). (13)
Eq. (13) is computed in a stableway sincewe consider the test function spaceH−ϑ(SZ),whenever
such a space coincides with the RKHS of Zϑ. That is, Eq. (13) provides a stable inversion of Eq.
(12).
Deﬁnition 3.1. We refer toL, in Eq. (13), as a stable solution to the least-squares linear estimation
problem.
To establish the conditions needed for the deﬁnition of a stable solution,wewill apply the following
result on perturbation theory of linear operators. From this result, Theorems 4.2–4.4 are stated
considering suitable test function spaces for the output and observation noise random ﬁelds.
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Proposition 3.1 (See Kato [12]). Let X andY be Banach spaces and A a bounded linear operator
from X toY that admits a bounded inverse. Let B be another linear operator from X toY satisfying
‖B‖ < ‖A−1‖−1. (14)
Then, the operator A + B admits a bounded inverse (A + B)−1 satisfying
‖(A + B)−1‖
[
‖A−1‖−1 − ‖B‖
]−1
. (15)
From Embedding Theorems between fractional Besov spaces (see Triebel [19, pp. 327–328]),
for − > n/2, Eq. (13) can be formulated in the strong sense as follows:
LZ(z) = fˆ (z) =
∫
S
l(z, y)Z(y) dy = RfgR−1ZϑZϑ(Z, (z)), ∀z ∈ S, (16)
where  denotes the Dirac -distribution. That is, the above formal identities derived in terms of
test functions also hold pointwise, in terms of the corresponding ordinary random ﬁelds f, g and
Z, respectively, associated with f, g and Zϑ. Note that, applying again Embedding Theorems
between fractional Besov spaces, operator L admits an integral representation in terms of kernel
l when −+  > n/2. Kernel l provides the deﬁnition of the least-squares linear estimator fˆ of
f at every location. In this sense we say that we are considering a functional estimator of f.
In the inverse extrapolation and ﬁltering problem, we assume that a prior model class satisfying
condition (C1) and representing the second-order properties of the intrinsic random ﬁeld f is
available, as well as that the integral operator K is known. Prior information on Tf can be given
in terms of a parametrized model family for the spectrum of Tf . In the case where f can be
deﬁned pointwise as an ordinary random ﬁeld, that is, for − > n/2 (see Embedding Theorems
between fractional Besov spaces, Triebel [19, pp. 327–328]), a parametrized model family for
the covariance kernel of f can be considered as prior model class. Hence, the cross-covariance
operator Rfg can be deﬁned from prior information as
Rfg = TfT ′fK ′.
The covariance operator of the observation random ﬁeld must be estimated from the data, con-
sidering, for example, the discrete wavelet transform of the data (scalogram for non-stationary
case), standard moment estimation methods, or variogram model ﬁtting in the stationary case.
In the case where K is not known, a ﬁrst approximation to such an operator can be obtained
by denoising data using, for example, wavelet-based thresholding methods, and applying T −2f to
the covariance operator ﬁtted to the denoised data.
4. Estimation and ﬁltering problems
The results stated in this section are derived considering the fractional generalized random
ﬁeld framework in terms of transformed wavelet bases. Processes which are non-continuous in
the mean-square sense (with higher degree of singularity than usual second-order models) can be
estimated from the orthonormal decomposition of the RKHSs derived here. Speciﬁcally, Theorem
4.4 provides a way to evaluate the functional least-squares linear estimator fˆ deﬁned in Eq. (16),
in terms of the wavelet-based orthogonal expansions of the random ﬁelds f, g, N and Z deﬁned
in Theorems 4.1–4.3 below. In Section 4.2, a ﬁnite-dimensional approximation to the estimation
problem is obtained in terms of truncation of such orthogonal expansions.
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4.1. Wavelet-based orthogonal approximation
The following result provides weak-sense orthogonal representations for the input and output
random ﬁelds under conditions (C1)–(C2).
Theorem 4.1. Let f and g be the input and output random ﬁelds related by the integral equation
(7). Under conditions (C1)–(C2), f and g admit the following weak-sense orthogonal expansions
on S :
f(·) =
H(f)
∑
k∈S0
f(
k)k(·) +
∑
j0
∑
∈Sj
f(
j :)j :(·), (17)
g(·) =
H(g)
∑
k∈S0
g((K
−1)′k)Kk(·) +
∑
j0
∑
∈Sj
g((K
−1)′j :)Kj :(·), (18)
where k = Tf (k), for all k ∈ S0 , and j : = Tf (j :), for all  ∈ Sj , j0 and Rf =
Tf T ′f (seeRuiz-Medina et al. [17]).The system
{
k : k ∈ S0
}∪{j : :  ∈ Sj , j0}deﬁnes the
dual Riesz basis with respect toL2(S) of the Riesz basis {k : k ∈ S0}∪{j : :  ∈ Sj , j0} ,
constructed from the orthogonal wavelet basis {k : k ∈ S0}∪{j : :  ∈ Sj , j0} ofL2(S).
Here, A′ denotes the adjoint operator of A, S0 represents the set of indexes corresponding to
the non-null coarsest scaling coefﬁcients of Rf and Rg , and Sj denotes the set of indexes
corresponding to the non-null wavelet coefﬁcients of Rf and Rg , at scale j, for j0.
Remark 4.1. Note thatwehave considered as initial basis anorthonormalwavelet basis
{
k : k ∈
S0
} ∪ {j : :  ∈ Sj , j0} of L2(S). Suitable compactly supported wavelet bases have been
recently studied for decompositions in general domains, and for analyzing the solution of bound-
ary value problems such as second-order elliptic boundary value problems (see, for example,
Bastin and Laubin [7], and Cohen and Masson [10]).
Proof. From (C1), the covariance operator Rf of the generalized random ﬁeld f deﬁned by f
is given by
Rf()() = Bff(,) = E
[
f()f()
]
= E
[
ε
(
T ′f
)
ε
(
T ′f
)]
= Tf T ′f ()()
=
〈
T ′f (), T ′f ()
〉
. (19)
From Parseval identity, the norm of T ′f () in L2(S) is given by〈
T ′f (), T ′f ()
〉
L2(S)
=
∑
k∈S0
[
T ′f ()(k)
]2 + ∑
j0
∑
∈Sj
[
T ′f ()(j :)
]2
=
∑
k∈S0
[Tf (k)()]2 + ∑
j0
∑
∈Sj
[Tf (j :)()]2
=
∑
k∈S0
[
k()
]2 + ∑
∈Sj
[
j :()
]2
. (20)
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Therefore, from Eqs. (19) and (20),
E
⎡
⎢⎣f() − ∑
k∈S0
f(
k)k() −
p∑
j=0
∑
∈Sj
f(
j :)j :()
⎤
⎥⎦
2
= Rf()() −
∑
k∈S0
[
k()
]2 − p∑
j=0
∑
∈Sj
[
j :()
]2
, (21)
converges to zero when p goes to inﬁnity. That is, Eq. (17) holds.
From conditions (C1)–(C2), considering Eq. (7), Eq. (18) can be proved in a similar way to
the derivation of Eq. (17) since, under such conditions, the covariance operator of g admits the
following factorization (see Ruiz-Medina et al. [17]):
Rg = TgT ′g = KTf T ′f K ′,
where Tg deﬁnes an isomorphism between the spaces L2(S) and H−(S). 
The following result provides a non-redundant inﬁnite-dimensional formulation of the obser-
vation model.
Theorem 4.2. Assume that the conditions of Theorem 4.1 and Proposition 3.1 hold for the covari-
ance operators of g and N. Then, Zϑ admits the following weak-sense orthogonal expansion:
Zϑ(·) =
H(Zϑ)
∑
k∈S0
Zϑ(˜
k)˜k(·) +
∑
j0
∑
∈Sj
Zϑ( ˜
j :)˜j :(·), (22)
where ˜k = TZϑ(k), for all k ∈ S0 , and ˜j : = TZϑ(j :), for all  ∈ Sj , j0, and RZϑ =
TZϑT ′Zϑ , with RZϑ denoting the covariance operator of the generalized observation random ﬁeld
Zϑ. Here,
˜k = [T −1Zϑ ]′(k), k ∈ S0 ,
˜j : = [T −1Zϑ ]′(j :),  ∈ Sj , j0,
is the dual Riesz basis of {˜k : k ∈ S0}∪ {˜j : :  ∈ Sj , j0} , which deﬁnes an orthonormal
basis of the RKHS H(Zϑ) of Zϑ.
The random coefﬁcients{
Zϑ(˜
k) : k ∈ S0
}
∪
{
Zϑ( ˜
j :) :  ∈ Sj , j0
}
are uncorrelated with variance equal to one.
Proof. From Proposition 3.1, under condition (C2), the covariance operator RZϑ of Zϑ deﬁnes a
isomorphism between the spaces Hϑ(S) and H−ϑ(S). This property of RZϑ is equivalent to the
duality condition introduced in Ruiz-Medina et al. [17]. From the existence of the dual, it can be
proved as in Ruiz-Medina et al. [17] that RZϑ admits the factorization
RZϑ = TZϑT ′Zϑ , (23)
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where TZϑ deﬁnes a isomorphism between the spacesL2(S) andH−ϑ(S).Hence, Eq. (22) follows
in a similar way to the proof of Theorem 4.1. The orthonormality of the random coefﬁcients can
be veriﬁed directly from the orthonormality of the initial wavelet basis considered, and from the
covariance factorization (23). 
Theorem 4.3. Assume that the conditions of Proposition 3.1 hold for the covariance operators
Rg and RN . If the input random ﬁeld f satisﬁes (C1) and the norms of the RKHSs of g and
N are equivalent to the norms of the spaces H−(S) and H−(S), respectively, then,
H(Zϑ) = H(g) ⊕ H(N). (24)
The random coefﬁcients and deterministic functions of the orthogonal expansion (22) can be,
respectively, rewritten in terms of the direct sum of the random coefﬁcients and deterministic
functions involved in the orthogonal expansions of g and N.
Remark 4.2. The orthogonal decomposition (24) derived for the RKHS of Zϑ allows the esti-
mation of the second-order structure of the observation noise from the data. Speciﬁcally, since
H(N) coincides with the orthogonal complement of H(g) in H(Zϑ), the RKHS H(N) can
be identiﬁed with the quotient space H(Zϑ)/H(g). Its geometry can then be generated from
the corresponding quotient norm, and hence the covariance metric associated with RN can be
estimated from the covariance operator RZϑ , estimated from the data, and from prior information
on Tf and K.
Proof. Under the conditions assumed (see Proposition 3.1), the generalized random ﬁelds Zϑ, g
and N, deﬁned in terms of the ordinary random ﬁelds Z, g and N, admit the following abstract
representations (see Ruiz-Medina et al. [16]; see also Anh et al. [5,6]):
Zϑ() = ε
(
T ′Zϑ()
)
,
g() = ε1
(
T ′g()
)
,
N() = ε2
(T ′N()) , (25)
where ε1 and ε2 aremutually uncorrelatedwhite noises, respectively, generatingg andN through
the linear ﬁlters T ′g and T ′N . From Eq. (9), we then have
ε
(
T ′Zϑ()
)
= ε1
(
T ′g()
)
+ ε2
(T ′N()) , ∀ ∈ Hϑ(S), (26)
which is equivalent to say that
RZϑ = TgT ′g + TNT ′N = Rg + Rf , (27)
under the abstract representations (25).
The white noise ε generates through the linear transformation TZϑ the associated Hilbert space
of random variables H(Zϑ). Indeed, such a space is isomorphic to the space generated by ε,
which corresponds to the case TZϑ = I, with I representing the identity operator. In this case,
from Eqs. (26) and (27), we obtain
ε = (2)−1/2(ε1 + ε2).
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FromEqs. (25) and (27), randomﬁeldsZϑ, g andN admit respective orthogonal representations
in terms of transformed wavelets of the type given in Theorems 4.1 and 4.2 (seeAngulo et al. [1],
for the ordinary case, and Angulo et al. [3], for the generalized case). For the particular choices
of ,, and  in Eq. (25) given by  = ˜k,  = (K−1)′k and  = ˜k, for k ∈ S0 , and
 = ˜j :,  = (K−1)′j : and  = ˜j :, for  ∈ Sj , j0, with ˜k = (T −1N )′k, for k ∈ S0 ,
and ˜j : = (T −1N )′j :, for  ∈ Sj , j0, the following identities are obtained:
Zϑ
(
˜k
)
= ε
(
T ′Z(T ′Z)−1k
)
= ε (k) , Zϑ (˜j :) = ε (j :) ,
g
(
(K−1)′k
)
= ε1
(
T ′f (T ′f )−1k
)
= ε1
(
k
)
, g
(
(K−1)′j :
)
= ε1
(
j :
)
,
N
(
˜
k) = ε2 (T ′N(T ′N)−1k) = ε2 (k) , N (˜j :) = ε2 (j :) . (28)
Hence, for k ∈ S0 and  ∈ Sj , j0,
Zϑ
(
˜k
)
= g
(
(K−1)′k
)
+ N
(
˜
k)
,
Zϑ
(˜
j :
)
= g
(
(K−1)′j :
)
+ N
(˜

j :)
, (29)
where the systems
{
k : k ∈ S0
}∪{j : :  ∈ Sj , j0} and {k : k ∈ S0}∪ {j : :  ∈ Sj ,
j0
}
, and
{
˜k : k ∈ S0
}∪{˜j : :  ∈ Sj , j0} and {˜k : k ∈ S0}∪{˜j : :  ∈ Sj , j0}
are, respectively, given as inTheorems4.1 and4.2 from theorthogonalwavelet basis
{
k :k∈S0
}∪{
j : :  ∈ Sj , j0
}
of L2(S), and
{
˜k : k ∈ S0
}∪ {˜j : :  ∈ Sj , j0} constitutes an or-
thonormal basis of the RKHS H(N). Speciﬁcally,
˜k = TN(k), k ∈ S0 ,
˜j : = TN(j :),  ∈ Sj , j0, (30)
where, as before, RN = TNT ′N , and T ′N : H

(S) → L2(S) is an isomorphism. Also,
E
[
Zϑ()ε
(
k
)]= ˜k() = E [g()ε1(k)]+ E [N()ε2(k)]
= K(k)() + ˜k(), ∀ ∈ H¯ϑ(S),
E
[
Zϑ()ε
(
j :
)]= ˜j :() = E [g()ε1(j :)]+ E [N()ε2(j :)]
= K(j :)() + ˜j :(), ∀ ∈ H¯ϑ(S) (31)
which provides the proof of the identity
H(Zϑ) = H(g) ⊕ H(N),
since the systems
{
Kk : k ∈ S0
}∪{Kj : :  ∈ Sj , j0} and{˜k : k ∈ S0}∪{˜j : :  ∈ Sj ,
j0
}
are respective orthonormal bases of the RKHSs of g and N. 
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Remark 4.3. The function system
{
Kk : k ∈ S0
}∪{Kj : :  ∈ Sj , j0}+{˜k : k ∈ S0}∪{˜
j : :  ∈ Sj , j0
}
constitutes an orthonormal basis of the RKHS H(Zϑ) of the general-
ized observation random ﬁeld Zϑ under conditions of Theorem 4.3. The random coefﬁcients
of Zϑ with respect to the above deterministic basis also constitute an orthonormal basis of the
Hilbert space H(Zϑ). We can refer to the countable system of the random variables given by
such coefﬁcients as the wavelet-like generalized random ﬁeld associated with the ordinary ob-
servation random ﬁeld Z. Indeed, this system provides a non-redundant discretization of the
Hilbert space H(Zϑ) of random variables generated by Zϑ. To compute a stable solution to the
least-squares linear estimation problem considered (see Deﬁnition 3.1), we obtain the orthogonal
projection of f on the space H(Zϑ) = H(g) ⊕ H(N), in terms of the test function systems{
Kk : k ∈ S0
} ∪ {Kj : :  ∈ Sj , j0} + {˜k : k ∈ S0} ∪ {˜j : :  ∈ Sj , j0} and its
dual.
We introduce the following notation for the case −ϑ > n/2 and − > n/2 :
hIK(·, xj ) =
∑
k∈S0
k(·)
[
Kk
]
(xj ) +
∑
j0
∑
∈Sj
j :(·)
[
Kj :
]
(xj ),
hKK(xi , xj ) =
∑
k∈S0
˜k(xi )˜k(xj ) +
∑
j0
∑
∈Sj
˜j :(xi )˜j :(xj ), (32)
for xi , xj ∈ S.
In the case where the sample information available is given in terms of a ﬁnite set of observable
locations SobsZ = {x1, . . . , xn} , the following result provides a functional estimator of f.
Theorem 4.4. Assume that the conditions ofTheorem4.3hold,and that randomﬁeldZ is observed
at a ﬁnite set of locations x1, . . . , xn ⊂ SZ. Then, for −ϑ > n/2, the formula
fˆ (·) =L [Z(x1), . . . , Z(xn)]T
=
[
hIK(·, x1), . . . , hIK(·, xn)
]⎡⎢⎣
hKK(x1, x1) · · · hKK(x1, xn)
. . .
hKK(xn, x1) · · · hKK(xn, xn)
⎤
⎥⎦
−1
×[Z(x1), . . . , Z(xn)]T (33)
provides a linear functional estimator of f.
Proof. From the weak-sense orthogonal expansions of f and Z (see Theorems 4.1 and 4.2), for
all  ∈ H(S), and , ∈ Hϑ(S),
RfZϑ()() =
∑
k∈S0
k()˜k() +
∑
j0
∑
∈j
j :()˜j :(), (34)
RZϑ()() =
∑
k∈S0
˜k()˜k() +
∑
j0
∑
∈j
˜j :()˜j :(). (35)
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In the generalized randomﬁeld context, as commented before, theOrthogonal ProjectionTheorem
leads to the following identity:
RfZϑ() = LRZϑ(), ∀ ∈ Hϑ(S). (36)
Since we are assuming the conditions that guarantee that the covariance operator RZϑ admits a
bounded inverse from H−ϑ(S) onto Hϑ(S) (see Proposition 3.1) the solution fˆ = Zϑ(L′(·)) is
deﬁned in a stable generalized way in Eq. (33). Moreover, for −ϑ > n/2, the Dirac -distribution
is in the fractional Sobolev spaceHϑ(S) (see [19, pp. 327–328], onEmbeddingTheorems between
fractional Besov spaces). Then, considering in Eq. (36) the test functions  deﬁned by the Dirac
-distributions associated with the locations x1, . . . , xn, we obtain a system of n equations with
solution L given by Eq. (33) in terms of the series expansions of RfZϑ and RZϑ deﬁned in
Eqs. (34) and (35), respectively. 
4.2. Finite-dimensional approximation
The truncation at a speciﬁc scale M of the orthogonal expansions of the input, output and
observation noise random ﬁelds leads to a ﬁnite-dimensional approximation of Eq. (36), which
implicitly deﬁnes a ﬁnite dimensional approximation of the functional estimate fˆ (·) derived in
Theorem 4.4. Moreover, considering the coordinates of the transformed wavelets with respect to
the ﬁnite-dimensional wavelet orthonormal basis{
k1 , . . . ,kN(0)
}
∪
{
j :1 , . . . ,j :Q(j) , j = 0, . . . ,M
}
, (37)
the following matrix approximation of fˆ (·) is obtained:
fˆ (·)  [BKTB(T )−1Zϑ](·)
= [BKTB [KBKTB + NNT ]−1Zϑ](·)
= [BBT KT [KBBT KT + NNT ]−1[KB + N]Zϑ(·), (38)
where Zϑ denotes the vector of wavelet coefﬁcients of Z, and
B =
⎡
⎢⎢⎢⎣
V G0 · · · GM
V 0 G00 · · · G0M
...
...
V M GM0 · · · GMM
⎤
⎥⎥⎥⎦ , (39)
with
V =
⎡
⎢⎢⎣
k1k1 · · · 
k1
kN(0)
...
. . .
...

kN(0)
k1 · · · 
kN(0)
kN(0)
⎤
⎥⎥⎦ , V i =
⎡
⎢⎢⎣
i:1k1 · · · 
i:1
kN(0)
...
. . .
...

i:Q(i)
k1 · · · 
i:Q(i)
kN(0)
⎤
⎥⎥⎦ ,
Gj =
⎡
⎢⎢⎣
k1
j :1 · · · 
k1
j :Q(j)
...
. . .
...

kN(0)
j :1 · · · 
kN(0)
j :Q(j)
⎤
⎥⎥⎦ , Gij =
⎡
⎢⎢⎢⎣
i:1
j :1 · · · 
i:1
j :Q(j)
...
. . .
...

i:Q(i)
j :1 · · · 
i:Q(i)
j :Q(j)
⎤
⎥⎥⎥⎦ ,
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for i, j = 0, . . .M. Here, kjki , for j = 1, . . . , N(0), and 
l:	j
ki , for j = 1, . . . ,Q(l), and
l = 0, . . . ,M, denote the respective projections of each function ki , for i = 1, . . . , N(0), on
the elements of the basis
{
kj , j = 1, . . . , N(0)
}
∪
{
l:	j , j = 1, . . . ,Q(l), l = 0, . . . ,M
}
.
The entries kj
m:i , for j = 1, . . . , N(0), and 
l:j
m:i , for j = 1, . . . ,Q(l), and l = 0, . . . ,M, denote
the respective projections of each function m:i , for i = 1, . . . ,Q(m), and m = 0, . . . ,M, on
the basis
{
kj , j = 1, . . . , N(0)
}
∪
{
l:	j , j = 1, . . . ,Q(l), l = 0, . . . ,M
}
.
The matricesKB, andN are deﬁned in a similar way to matrixB, considering the coordinates
of the transformed wavelet functions{
Kk1 , . . . KkN(0)
}
∪
{
Kj :1 , . . . Kj :Q(j) , j = 0, . . . ,M
}
,
{
˜k1 , . . . ˜kN(0)
}
∪
{˜
j :1 , . . . ˜j :Q(j) , j = 0, . . . ,M
}
and {
˜k1 , . . . , ˜kN(0)
}
∪
{˜
j :1 , . . . ˜j :Q(j) , j = 0, . . . ,M
}
with respect to the ﬁnite-dimensional basis (37), respectively. Here, K denotes the matrix of
coordinates of operator K with respect to the ﬁnite-dimensional basis (37).
Let us consider the matrix
C =
⎡
⎢⎢⎢⎢⎣
k1(x1), . . . ,kN0 (x1), . . . ,M:Q(M)(x1)
k1(x2), . . . ,kN0 (x2), . . . ,M:Q(M)(x2)
...
...
...
k1(xn), . . . ,kN0 (xn), . . . ,M:Q(M)(xn)
⎤
⎥⎥⎥⎥⎦ (40)
of values of the functions of the initial ﬁnite-dimensional orthonormal wavelet basis at the ob-
servable locations. Then, Eq. (38) can be rewritten as
fˆ (·)  BBT KT [KBBT KT + NNT ]−1CT Z, (41)
where Z = [Z(x1), . . . , Z(xn)]T .
5. Numerical examples
In this section, we apply the results derived to obtain an approximation to the solution of
the least-squares linear estimation problem associated with different examples within a family
deﬁned in terms of fractional Brownian motion. We study the one-dimensional parameter case
corresponding to f, g, N and Z to be deﬁned on an interval of R. More precisely, we consider the
system
g = (−)/2f, − > 0, (42)
where
(−)−/2f = ε1, 1/2 < − < 1,
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and
(−)−/2g = ε1, − = −− , 1/2 < − < 1.
The equation which deﬁnes the dual of the output random ﬁeld is then given by
g˜(z) = (−)−/2ε1.
The observations are deﬁned as
Z = g + N,
with N representing fractal observation noise satisfying the following equation:
(−)−/2N = ε2, 1/2 < − < 1. (43)
Random ﬁelds ε1 and ε2 represent two independent Gaussian white noise random ﬁelds. Two
studies are considered, deﬁned by the following parameter values:
Study 1:
− = 0.75, − = 0.6 and −  = 0.8
− = 0.75, − = 0.6 and −  = 0.875
−  = 0.75, − = 0.6 and −  = 0.95 (44)
Study 2:
− = 0.85, − = 0.6 and −  = 0.7
−  = 0.85, − = 0.6 and −  = 0.8, (45)
with SZ = Sf = [−4, 4].
As 1/2 < − < 1 and 1/2 < − < 1 in both studies, random ﬁelds g and N are considered to
be continuous, but not differentiable, in the mean-square sense. In all the cases studied, we have
computed the estimate of f at 1024 points, from the observations of Z at 256 and 512 locations,
regularly sampled in the interval [−4, 4], beginning at −4 with step size 0.0156 and 0.0078,
respectively. We have considered the orthogonal and compactly supported wavelet bases, (see
Cohen et al. [9], and Daubechies [11]), Daubechies1 (db1), Daubechies3 (db3), Daubechies5
(db5) and Daubechies7 (db7) (see Figs. 1–4) to compare the results obtained. In Study 1, the
regularity order of the output random ﬁeld is − = 0.75. In Study 2, the regularity order of
such a random ﬁeld is − = 0.85. At the same time, the regularity orders considered for the
observation fractal noise in Study 1 (− = 0.8, 0.875, 0.95) are larger than or equal to the
regularity orders considered in Study 2 for such a noise (− = 0.7, 0.8). The results obtained
illustrate the assertions derived from Proposition 3.1 and Theorem 4.4. Speciﬁcally, considering
(as in Theorem 4.4) Proposition 3.1 with A = Rg and B = RN , we have that the norm of
R−1g decreases, and hence the inverse norm ‖R−1g ‖−1 increases, as the mean-square regularity
order − of g decreases. Then, the inversion of RZϑ is ‘more stable’, in the sense that a higher
degree of freedom is allowed in inequality (14), deﬁning the constraint on the norm of RN (see
Table 1). Conversely, when the mean-square regularity order − increases, the norm of R−1g also
increases, and the inverse norm ‖R−1g ‖−1 decreases. That is, a lower degree of freedom is allowed
in inequality (14) to get a stable inversion of RZϑ , and the problem becomes ‘more unstable’ (see
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Fig. 1. Daubechies 1: scaling and wavelet functions.
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Fig. 2. Daubechies 3: scaling and wavelet functions.
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Fig. 3. Daubechies 5: scaling and wavelet functions.
Table 2). In this case, a larger amount of terms must be considered in the truncation of the series
expansions involved for application of numerical projection methods, in terms of transformed
wavelets. Note that in both studies, the effect of increasing regularity or singularity orders is
weakened in part by the smoothness of test functions. Speciﬁcally, in the case where wavelets
db5 and db7 are used as test functions, the effect of the parameters − and − is damped by the
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Fig. 4. Daubechies 7: scaling and wavelet functions.
Table 1
Study 1. Mean-square errors × 103
Parameters n Wavelet basis
   db1 db3 db5 db7
−0.60 −0.75 −0.80 256 3.0287 2.9252 2.7577 2.5601
512 3.0212 2.9190 2.7186 2.3476
−0.60 −0.75 −0.875 256 3.0121 2.9049 2.7422 2.5438
512 3.0042 2.8964 2.7012 2.3269
−0.60, −0.75 −0.95 256 2.9798 2.8717 2.7117 2.5134
512 2.9707 2.8613 2.6692 2.2938
Table 2
Study 2. Mean-square errors × 103
Parameters n Wavelet basis
   db1 db3 db5 db7
−0.60 −0.85 −0.7 256 3.2017 2.9309 2.6964 2.1891
512 2.9828 2.7277 2.5441 2.1008
−0.60 −0.85 −0.8 256 3.3423 3.0765 2.7603 2.1500
512 3.0543 2.8072 2.5551 2.0591
smoothness of these wavelet families. However, this effect is easily detected in the case where
db1 and db3 are used.
6. Conclusion
The problem of least-squares linear inverse extrapolation and ﬁltering of an intrinsic fractal
random ﬁeld is studied in the case where observations are affected by additive fractal noise.
The generalized random ﬁeld framework is considered to establish the space of test functions
where a stable inversion of the associated Wiener–Hopf equation can be achieved. Speciﬁcally,
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Fig. 5. Extrapolation problem with db7 for  = −0.6,  = −0.75 and n = 512: Input (a); estimates for  = −0.8 (b);
 = −0.875(c) and  = −0.95 (d).
the test functions considered are orthonormal bases of the RKHSs of the generalized randomﬁelds
involved in the weak-sense formulation of the estimation problem. Such bases are constructed
by linear transformation of an orthonormal wavelet basis. An orthogonal decomposition of the
RKHS of the observation random ﬁeld is also obtained in terms of the orthonormal RKHS bases
of the output and observation noise random ﬁelds. The methodology described is illustrated in a
numerical example. Essentially, the conclusion is that allowing a higher singularity of the dual of
the output random ﬁeld increases unstability of the problem, and a larger degree of smoothness
is required on the observation noise to guarantee a stable inversion. Conversely, when the dual of
the output random ﬁeld is less singular, a wider class of models can be considered to represent
the behavior of the fractal observation noise.
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Fig. 6. Extrapolation problem for  = −0.6,  = −0.85, n = 512: Input (a); estimates with db3, for  = −0.7 (b) and
 = −0.8 (c).
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