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Abstract—The rapid development of computer hardware and
Internet technology makes large scale data dependent mod-
els computationally tractable, and opens a bright avenue for
annotating images through innovative machine learning algo-
rithms. Semi-supervised learning (SSL) has consequently received
intensive attention in recent years and has been successfully
deployed in image annotation. One representative work in SSL
is Laplacian regularization (LR), which smoothes the conditional
distribution for classification along the manifold encoded in
the graph Laplacian, however, it has been observed that LR
biases the classification function towards a constant function
which possibly results in poor generalization. In addition, LR
is developed to handle uniformly distributed data (or single view
data), although instances or objects, such as images and videos,
are usually represented by multiview features, such as color,
shape and texture. In this paper, we present multiview Hessian
regularization (mHR) to address the above two problems in LR-
based image annotation. In particular, mHR optimally combines
multiple Hessian regularizations, each of which is obtained from a
particular view of instances, and steers the classification function
which varies linearly along the data manifold. We apply mHR to
kernel least squares and support vector machines as two examples
for image annotation. Extensive experiments on the PASCAL
VOC’07 dataset validate the effectiveness of mHR by comparing
it with baseline algorithms, including LR and HR.
Index Terms—Image annotation, semi-supervised learning,
manifold learning, Hessian, multiview learning.
I. INTRODUCTION
THE prodigious development of the digital camera, com-puter hardware, Internet technology, and machine learn-
ing technologies makes millions or even billions of images
accessible to people. Large scale image annotation has there-
fore become essential for many practical applications in image
processing, computer vision and multimedia. Since it is expen-
sive to label a large number of images to train a robust learning
model for image annotation, semi-supervised learning (SSL)
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has been introduced to semi-automatic image annotation and
exploits both a small number of labeled images and a large
number of unlabeled images to improve the generalization
ability of a learning model.
The most common class of methods for SSL is based
on the manifold assumption [3], that is, two examples with
similar features tend to share the same class label. Manifold
regularization tries to explore the geometry of the intrinsic data
probability distribution by penalizing the regression function
along the potential manifold. Laplacian regularization (LR)
[2], [3] is one of the representative works in which the ge-
ometry of the underlying manifold is determined by the graph
Laplacian. LR-based SSL has received intensive attention and
many algorithms have been developed, such as Laplacian
regularized least squares (LapLS) and Laplacian support vector
machines (LapSVM) [3].
Although LR has shown its effectiveness in SSL, it is
short of extrapolating power. The null space of the graph
Laplacian is a constant function along the compact support
of the marginal distribution and thus the solution of the LR
is biased towards a constant function. This means that the
function whose values are beyond the range of the training
outputs is always a constant function, which causes LR-based
SSL particularly to suffer when there are only few labeled
examples.
In contrast to Laplacian, Hessian can properly exploit the
intrinsic local geometry of the data manifold. Hessian has a
richer nullspace and drives the learned function which varies
linearly along the underlying manifold [14], [13], [32], [23].
Thus Hessian regularization (HR) cannot only properly fit the
data within the domain defined by training samples, but it can
also nicely predict the data points beyond the boundary of
the domain. Compared to LR, HR is preferable for SSL for
encoding the local geometry of the data distribution and thus
can boost the SSL performance. In [23], the effectiveness of
HR has been demonstrated for kernel regression.
The aforementioned learning methods, however, are only
applicable to data represented by single view features, whereas
in image annotation, images are naturally represented by
multiview features, such as color, shape and texture. Each view
of a feature summarizes a specific characteristic of the image,
and features for different views are complementary to one
another. Although we can concatenate different features into a
long vector, this concatenation strategy (1) improperly treats
different features carrying different physical characteristics,
and (2) results in an over-fitting problem when the size
of the training set is small. Therefore compared to single
view learning, multiview learning can significantly improve
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2performance especially when the weaknesses of one view can
be reduced by the strengths of others.
In this paper, we present multiview Hessian regularization
(mHR) for image annotation. Significantly, mHR optimally
combines multiview features and Hessian regularizations ob-
tained from different views. The advantages of mHR lie
in the fact that: (1) mHR can steer the learned function
which varies linearly along the underlying manifold and then
extrapolate unseen data well; and (2) mHR can effectively
explore the complementary properties of different features
from different views and thus boost the image annotation
performance significantly. We introduce mHR to kernel least
squares and support vector machines for image annotation
and conduct experiments on the PASCAL VOC’07 dataset
[16]. To evaluate the performance of mHR, we also compare
mHR with a number of baseline algorithms including Hessian
SVM, Laplacian SVM, Hessian least squares, Laplacian least
squares. The experimental results demonstrate the effective-
ness of mHR by comparison with the baseline algorithms.
The rest of the paper is organized as follows. In section
2, we survey related work on SSL and multiview learning.
Section 3 presents the proposed mHR framework and Section
4 details the implementation of mHR for least squares and
support vector machines. Experimental results are detailed in
Section 5, followed by the conclusion in Section 6.
II. RELATED WORK
The proposed mHR framework is motivated by manifold
regularization-based SSL [13], [3], [23] and graph ensemble-
based multiview learning [37], [38]. This section briefly re-
views the related works for better understanding mHR.
A. SSL: Semi-supervised Learning
In recent years, many SSL algorithms have been developed,
and these algorithms can be grouped into the following three
categories: generative models [26], [29], [18], [7], transduc-
tive support vector machines (TSVM) [34] and graph-based
methods [3].
Generative models assume that examples are clustered and
generated by the same parametric model. The purpose of these
models is to learn the missing model parameters by employing
the expectation-maximization algorithm [12]. Some typical
models are mixture of Gaussian [7], mixture of experts [26]
and Naı¨ve Bayes [29], [33], etc.
TSVM [34] assigns potential labels to unlabeled data by
initiating SVM using labeled examples; hence, in TSVM,
a linear boundary has the maximum margin on both the
labeled data and the unlabeled data. Unlabeled data guide the
linear boundary traverse through the low density regions. To
tackle the non-convexity of the loss function and computation
complexity of TSVM, various methods have been proposed
[9], [10].
Graph-based models assume that labels smooth over the
graph and these models define a graph over training examples
(labeled and unlabeled) to encode the similarity between
examples. According to the regularization framework [3], there
are two terms in these methods: a loss function and a regu-
larizer. By defining different loss functions and regularizers,
a dozen methods can be obtained [15], [35]. Essentially, the
graph regularizer plays a critical role and affects classification
performance [39].
B. Multiview Learning
Popular multiview learning algorithms can be grouped into
the following three categories: co-training, multiple kernel
learning and graph ensemble learning.
Co-training based algorithms learn from two different views
[5] which assumes that the features obtained from the two
different views are sufficient to train a good classifier. Co-
training methods effectively exploit unlabeled data to improve
the classification performance, especially when the two views
are conditionally independent of one another [28]. Several
extensions of co-training have been proposed in recent years,
such as co-EM [22], SVM-2K [17] and co-SVM [6]. Theoret-
ical justifications can be found in [11].
Multiple kernel learning (MKL) algorithms learn a kernel
machine from multiple Gram kernel matrices [24], [1], [31],
[25], [19], each of which is built from a particular view of
a feature. Lanckriet et al. applied semidefinite programming
(SDP) to MKL [24]. Bach et al. [1] applied sequential minimal
optimization (SMO) to MKL and made MKL applicable to
large scale data analytics problems. Sonnenburg et al. [31]
reformulated the binary classification MKL problem as a semi-
infinite linear programming problem. Gonen et al. [19] com-
pared different MKL algorithms by performing experiments
on real-world datasets.
Graph ensemble-based multiview learning algorithms in-
tegrate multiple graphs to explore the complementary prop-
erties of different views, each of which encodes the local
geometry of a particular view. For example, Xia et al. [37]
developed multiview spectral embedding for data clustering,
which linearly combined different graph Laplacians through
a set of optimal combination coefficients. Xie et al. [38]
proposed a multiview stochastic neighbor embedding for data
visualization, which integrated multiple features into a unified
representation by learning the combination coefficients of
different views based on the robust stochastic gradient descent
method.
III. MHR: MULTIVIEW HESSIAN REGULARIZATION
In multiview semi-supervised learning (mSSL), we are
given l labeled examples L = {(x1i , x2i , ..., xNvi , yi)}li=1 and
u unlabeled examples U = {x1i , x2i , ..., xNvi }l+ui=l+1, where Nv
is the number of views, xki ∈ X k for k ∈ {1, 2, ..., Nv}
is the kth view feature vector of the ith example (in the
following section of this paper, we use xi = {x1i , x2i , ..., xNvi }
to denote the ith example,xk denote the kth view feature),
yi ∈ {±1} is the label of xi. Labeled examples are (x, y) ∈ L
pairs drawn from a probability P , and unlabeled examples are
simply x ∈ X drawn according to the marginal distribution
PX of P , in which PX is a compact manifold M. That
means the conditional distribution P(y|x) varies smoothly
along the geodesics in the intrinsic geometry of M. And
3typically l  u. As usual, the goal is to predict the labels
of unseen examples.
By incorporating an additional regularization term to control
the complexity of the function along the manifold M, the
mSSL problem, similar to SSL, can be written as the following
optimization problem
min
f∈HK
1
l
l∑
i=1
ψ(f, xi, yi) + G(‖f‖), (1)
where G(‖f‖) = γA‖f‖2K + γI‖f‖2K , ‖f‖2K is the classifier
complexity penalty term in an appropriate reproducing kernel
Hilbert space (RKHS) HK , ‖f‖2I penalizes f along the com-
pact manifoldM, ψ is a general loss function, and parameters
γA and γI balance the loss function and regularizations ‖f‖2K
and ‖f‖2I respectively.
It transpires that the regularization term ‖f‖2I , estimated
from the unlabeled examples, can help us explore the geometry
of the marginal distribution PX which is usually unknown
in practice. Although there are different choices for ‖f‖2I ,
Laplacian regularization (LR) [2], [3] has received intensive
attention. In mSSL, it is important to precisely explore the
local geometry of M, because of the underlying assumption
that close examples xi and xj indicate similar conditional
distributions P(yi|xi) and P(yj |xj). However, LR biases the
classification function f towards a constant function [23], even
though it can only handle examples represented by a single
view feature.
In this paper, we introduce the multiview Hessian reg-
ularization (mHR) to mSSL-based image annotation. The
proposed mHR contains Nv Hessian regularizations Hk(f)
for k ∈ 1, 2, ..., Nv , each of which is the matrix of the second
order derivative of f with respect to the kth view feature
xk. It varies along the coordinate system and the coordinate
system changes along the manifold. Thus, the Frobenius norm
of Hk(f) is used as a regularizer for encoding an intriguing
generalization of the thin-plate splines, because it is invariant
along the manifold. We summary the computation of Hk(f)
for the kth view in the following 4 steps.
• For each example xki , we find its k-nearest neighbors and
denote the collection of neighbors as N ki . Form a k ×
(l+ u) matrix Xki whose rows consist of the centralized
examples xkj − xki for all j ∈ N ki . This is different from
Hessian Eigenmaps [13] that takes the mean of xki and its
k-nearest neighbors. We choose a different centralization
method according to [23] to obtain a robust estimation.
• Estimate the tangent space by performing a singular value
decomposition of Xki = UDV
T , the first m columns
of U with the largest m eigenvalues give the tangent
coordinates of examples in N ki .
• Perform the Gram-Schmidt orthonormalization process
on the matrix Mki = [1 U1 ... Um U11 U12 ... Umm]
which consists of the following columns: the first column
is a vector of ones, and then the first m columns of
U ; the last m(m + 1)/2 columns consist of the various
cross-products and squares of those m columns yielding a
matrix Mˆki , and then taking the last m(m+1)/2 columns
of Mˆki as Hi. The Frobenius norm of the Hessian of
f on example xka, x
k
b (a, b ∈ N ki ) at example xki is
Hiab = {(Hi)THi}ab.
• Summing up all the matrices Hiab yields an accu-
mulated matrix Hk(f) and then the Hessian regular-
ization for the kth view is given by fTHkf , f =
[f(x1), f(x2), ..., f(xl+u)]
T .
In contrast to the LR, mHR enjoys the following advantages:
(1) mHR constructs a Hessian regularization (HR) for each
view which has a rich nullspace and drives the learned classi-
fication function which varies linearly along the manifold; and
(2) mHR explores the complementary properties of multiview
features. Thus, mHR can better exploit the intrinsic geometry
of the marginal distribution PX .
A. The General Framework
In multi-view learning, examples are represented by mul-
tiple features. The proposed framework integrates multiple
kernel learning and ensemble graph learning.
We first construct a new kernel from kernels defined on
each view. Suppose Kk, k = 1, ..., Nv is a valid (symmetric,
positive definite) kernel on the kth view, and then we define
the new multiview kernel
K =
Nv∑
k=1
θkKk, (2)
s.t.
Nv∑
k=1
θk = 1, θk ≥ 0, k = 1, ..., Nv.
Given a set of valid kernels K = {K1,K2, ...,KNv}, we
denote the convex hull of the set A as
convA = {
Nv∑
k=1
θkAk|
Nv∑
k=1
θk = 1, Ak ∈ A, θk ≥ 0,
k = 1, ..., Nv}.
Therefore, we have K ∈ convK. In the Appendix, we show
that K is a valid (symmetric, positive definite) kernel. We then
have the regularization term
‖f‖2K = fTKf = fT (
Nv∑
k=1
θkKk)f =
Nv∑
k=1
θk‖f‖2K (k).
Subsequently, we approximate the intrinsic geometry of a
manifold using the convex hull of manifold candidates on each
view. Suppose Hj is the Hessian of the jth view, we denote
H =
Nv∑
j=1
βjHj , (3)
s.t.
Nv∑
j=1
βj = 1, βj ≥ 0, j = 1, ..., Nv.
If we define a set of Hessians H = {H1, H2, ...,HNv}, we
have H ∈ convH and mHR is defined by
‖f‖2I = fTHf = fT (
Nv∑
j=1
βjHj)f =
Nv∑
j=1
βj‖f‖2I (j).
4Therefore, we can obtain the mHR framework for multiview
learning
min
f∈HK ,θ∈RNv ,β∈RNv
1
l
l∑
i=1
ψ(f, xi, yi) + γA
Nv∑
k=1
θk‖f‖2K (k)
+γI
Nv∑
j=1
βj‖f‖2I (j) + γθ‖θ‖22 + γβ‖β‖22, (4)
s.t.
Nv∑
k=1
θk = 1, θk ≥ 0, k = 1, ..., Nv,
Nv∑
j=1
βj = 1, βj ≥ 0, j = 1, ..., Nv,
where the regularization terms ‖θ‖22 and ‖β‖22 are introduced
to avoid the model parameter overfitting to only one view
kernel or manifold, and γθ ∈ R+and γβ ∈ R+ are the trade-
off parameters to control the contributions of the regularization
terms ‖θ‖22 and ‖β‖22 respectively.
For fixed θ and β, (4) degenerates to (1), with K =∑Nv
k=1 θ
kKkand H =
∑Nv
j=1 β
jHj .
On the other hand, for fixed f and β, (4) can be simplified
to:
θ∗ = argminθ∈RNv
Nv∑
k=1
θkhk + θTBθ, (5)
s.t.
Nv∑
k=1
θk = 1, θk ≥ 0, k = 1, ..., Nv),
B = KTHK.
And for fixed f and θ, (4) can be simplified to:
θ∗ = argminβ∈RNv
Nv∑
k=1
βkhk + γβ‖β‖22, (6)
s.t.
Nv∑
k=1
βk = 1, βk ≥ 0, k = 1, ..., Nv.
The solution of (5) and (6) can be viewed as the learning
of the optimal linear combination of the kernels or Hessians
over different views.
B. Representer Theorem and Convergence Analysis
This section shows the representer theorem of mHR and
the convergence analysis for the alternating optimization of
(4). Detailed proofs are given in the appendix. We first show
the following lemmas which are essential for the representer
theorem.
Lemma 1: If G(‖f‖) is a strictly monotonically increasing
real-valued function with respect to ‖f‖, the minimizer of the
optimization problem (1) admits an expansion
f∗ =
l+u∑
i=1
αiK(xi, x)
in terms of the labeled and unlabeled examples.
Lemma 2: K ∈ convK is a valid kernel.
Lemma 3: H ∈ convH is semi-definite positive.
Theorem 1. The minimization of (4) w.r.t. f with fixed θ
and β, exits and has the representation
f∗ =
l+u∑
i=1
αiK(xi, x) =
l+u∑
i=1
αi
Nv∑
k=1
θkKk(xki , x
k), (7)
which is an expansion in terms of the labeled and unlabeled
example.
The representer theorem shows the solution of (4) exists and
has the general form of (7) given fixed β and θ. The purpose
of mHR is to learn the classifier f , and the combination
coefficients β and θ. In this paper, we use the alternating
optimization [4] to iteratively solve (4). First, fix θ and β to
optimize α. Then, fix α and β to optimize θ. Finally, fix α and
θ to optimize β. We conduct the above three steps iteratively
until convergence. The above alternating iteration process is
convergent, and the convergence theorem is given below.
Theorem 2. Given a convex loss function ψ, the alternating
optimization for solving (4) produces a monotonically decreas-
ing sequence that converges to a local minimum.
The proof of Theorem 2 shows that for a convex loss
function, (4) is convex w.r.t. f for fixed θ and β, and w.r.t
θ (or β) for fixed f and β (or θ). However, (4) is not convex
for (f, θ, β) jointly. Fortunately, we can initialize θk = 1/Nv
and βk = 1/Nv for all k = 1, ..., Nv . This initialization
empirically results in a satisfied solution of (4).
IV. EXAMPLE ALGORITHMS
Generally, ψ(f, xi, yi) can be any loss function and mHR
can be applied to general purpose mSSL-based applications.
In this section, we show the implementations of mHR through
kernel least squares (KLS) and SVM.
A. mHR support vector machines (mHR-SVM)
SVM minimizes the hinge loss, i.e. ψ(f, xi, yi) =
(1− yif(xi))+ = max (0, 1− yif(xi)). By introducing mHR
to SVM, we can obtain mHR-SVM
min
f∈HK ,θ∈RNv ,β∈RNv
γA
Nv∑
k=1
θk‖f‖2K (k) + γI
Nv∑
j=1
βj‖f‖2I (j)
+
1
l
l∑
i=1
(1− yif(xi))+ + γθ‖θ‖22 + γβ‖β‖22, (8)
s.t.
Nv∑
k=1
θk = 1, θk ≥ 0, k = 1, ..., Nv,
Nv∑
j=1
βj = 1, βj ≥ 0, j = 1, ..., Nv.
5Given fixed β and θ, (8) can be expressed as following by
substituting (7) into (8)
min
α∈Rl+u,θ∈RNv ,β∈RNv
γAα
TKα+ γIαTKHKα
+
1
l
l∑
i=1
(1− yiK(xi, x)α)+ + γθ‖θ‖22 + γβ‖β‖22, (9)
s.t.
Nv∑
k=1
θk = 1, θk ≥ 0, k = 1, ..., Nv,
Nv∑
j=1
βj = 1, βj ≥ 0, j = 1, ..., Nv,
where K =
∑Nv
k=1 θ
kKk, H =
∑Nv
j=1 β
jHj , and
(1− yiK(xi, x)α)+ = max (0, 1− yiK(xi, x)α) is the hinge
loss function.
Given fixed θ and β, (9) can be rewritten as
min
α∈Rl+u
F (α) = R(α) + ψ(α), (10)
where R(α) = γAαTKα + γIαTKHKα + γθ‖θ‖22 + γβ‖β‖22
and ψ(α) = 1l
∑l
i=1 (1− yiK(xi, x)α)+.
The loss function part ψ(α) is non-differentiable. Hence, we
firstly smooth the hinge loss and then use Nesterov’s optimal
gradient method [27] to solve (10). In the tth iteration round,
two auxiliary optimizations are introduced to compute the
solution. Suppose Fµ(α) is a smooth function of F (α), Lµ
is the Lipschitz constant of Fµ(α), α(t) is the solution at the
tth iteration, the two auxiliary optimizations are given by
min
y∈Rl+u
< ∇Fµ(α(t)), y − α(t) > +Lµ
2
‖y − α(t)‖22,
and
min
z∈Rl+u
t∑
i=1
i+ 1
2
[Fµ(α
(i))+ < ∇Fµ(α(i)), z − α(i) >]
+
Lµ
2
‖z − αˆ‖22,
where αˆ is a guess solution of α.
The solutions of the two optimizations are
yt = α(t) − 1
Lµ
∇Fµ(α(t)), (11)
z(t) = αˆ− 1
Lµ
t∑
i=1
i+ 1
2
∇Fµ(α(i)). (12)
By using the weighted sum of y(t) and z(t), we obtain the
solution of (9) after the tth iteration round,
α(t+1) =
2
t+ 3
z(t) +
t+ 1
t+ 3
y(t). (13)
According to [27], the hinge loss can be smoothed by subtract-
ing a strongly convex function from its saddle point function.
The smoothed hinge loss can then be written as
ψµ = max
u∈Q
ui(1− yiK(xi, x)α)− µ
2
‖K(xi, x)‖∞u2i , (14)
Q = {u : 0 ≤ ui ≤ 1,u ∈ Rl},
where µ is the smooth parameter. To solve (14), ui can be
computed and projected on Q by using
ui = median{0, 1, 1− yiK(xi, x)α
µ‖K(xi, x)‖∞ }. (15)
Then the gradient ∇Fµ(αt) is
∇Fµ(αt) = 2(γAK + γIKHK)α− 1
l
(Y K(xi, x))
T
u, (16)
where Y = diag(y).
The Lipschitz constant of ψ(α) is
Lψ =
1
µ
max
i
‖K(xi, x)TK(xi, x)‖2
‖K(xi, x)‖∞ .
Then the Lipschitz constant of Fµ(α) is given by
Fµ = L
R + Lψ = ‖2(γAK + γIKHK)‖2
+
1
µ
max
i
‖K(xi, x)TK(xi, x)‖2
‖K(xi, x)‖∞ . (17)
After substituting (17) into (11), (12), we obtain α according
to (13).
The procedure for optimizing θ given fixed α and β is
the same as that for optimizing β given fixed α and θ. The
convergence analysis in Theorem 2 ensures the alternating
optimization obtains a local optimal solution. In this paper,
we initialize θk = 1/Nv and βk = 1/Nv for all k = 1, ..., Nv ,
and update them by using the coordinate descent method.
B. mHR kernel least squares (mHR-KLS)
The loss in regularized kernel least squares is defined by the
squared loss, i.e. ψ(f, xi, yi) = (yi − f(xi))2. By introducing
mHR to regularized KLS, we have mHR-KLS
min
f∈HK ,θ∈RNv ,β∈RNv
γA
Nv∑
k=1
θk‖f‖2K (k) + γI
Nv∑
j=1
βj‖f‖2I (j)
+
1
l
l∑
i=1
(yi − f(xi))2 + γθ‖θ‖22 + γβ‖β‖22. (18)
According to Theorem 1, given fixed β and θ, we substitute
(7) into (18) and obtain
min
α∈Rl+u,θ∈RNv ,β∈RNv
γAα
TKα+ γIαTKHKα
+
1
l
l∑
i=1
(Y − JKα)T (Y − JKα) + γθ‖θ‖22 + γβ‖β‖22, (19)
s.t.
Nv∑
k=1
θk = 1, θk ≥ 0, k = 1, ..., Nv,
Nv∑
j=1
βj = 1, βj ≥ 0, j = 1, ..., Nv,
where K =
∑Nv
k=1 θ
kKk, H =
∑Nv
j=1 β
jHj , Y =
[y1, y2, ..., yl, 0, ..., 0] ∈ Rl+u is an (l+u)-dimensional vector
and J ∈ Rl+u × Rl+u is a diagonal matrix with the first l
diagonal elements as 1 and the rest 0.
6Fig. 1. Example images of PASCAL VOC’07 including person, bird, cat, cow, dog, horse, sheep, aeroplane, bicycle, boat, bus, car, motorbike, train, bottle,
chair, dining table, potted plant, sofa, tv/monitor.
TABLE I
LIST OF ALGORITHMS
abbreviation method feature/view
SVM support vector machine different visual feature/single view
LapSVM Laplacian regularized SVM different visual feature/single view
HesSVM Hessian regularized SVM different visual feature /single view
ConSVM support vector machine concatenation of 15 different visual features /multiview
LapCSVM Laplacian regularized SVM concatenation of 15 different visual features /multiview
HesCSVM Hessian regularized SVM concatenation of 15 different visual features /multiview
AveSVM support vector machine average of 15 different kernels /multiview
LapASVM Laplacian regularized SVM average of 15 different kernels /multiview
HesASVM Hessian regularized SVM average of 15 different kernels /multiview
mHesSVM multi-view Hessian regularized SVM multiple kernels /multiview
KLS Kernel least squares different visual feature /single view
LapLS Laplacian regularized least squares different visual feature /single view
HesLS Hessian regularized least squares different visual feature /single view
ConLS Kernel least squares concatenation of 15 different visual features /multiview
LapCLS Laplacian regularized least squares concatenation of 15 different visual features /multiview
HesCLS Hessian regularized least squares concatenation of 15 different visual features /multiview
AveLS Kernel least squares average of 15 different kernels /multiview
LapALS Laplacian regularized least squares average of 15 different kernels /multiview
HesALS Hessian regularized least squares average of 15 different kernels /multiview
mHesLS multi-view Hessian regularized LS multiple kernels /multiview
The solution of (19) can be obtained by setting the deriva-
tives of its object function w.r.t α to zero. Then we have
α∗ = (JK + γAlIl+u + γI lHK)
−1
Y, (20)
where Il+u ∈ Rl+u ×Rl+u is an identity matrix.
The procedure for optimizing θ given fixed α and β and
optimizing β given fixed α and θ is similar to that used in
mHR-SVM. The convergence analysis in Theorem 2 ensures
the alternating optimization obtains a local optimal solution.
In this paper, we initialize θk = 1/Nv and βk = 1/Nv for
all k = 1, ..., Nv , and update them by using the coordinate
descent method.
V. EXPERIMENTS
To evaluate the effectiveness of the proposed mHR, we
apply mHR-SVM and mHR-KLS to image annotation [8] and
conduct experiments on the PASCAL VOC’07 dataset [16].
This dataset contains 9,963 images of 20 visual object classes.
Figure 1 shows 20 example images sampled from these 20
classes.
In our experiments, 15 visual features provided by Guil-
laumin et al. [20] are used, including GIST feature, 2 RGB
features, 2 Lab features, 2 HSV features, 2 Hue features, 2
SIFT features, 2 Harris features, and 2 Harris+SIFT features.
We use the standard training/test partition according to
7Fig. 2. The mAP of different SVM methods on 2250 labeled images. For each feature/view, the methods from left to right are SVM, LapSVM and HesSVM.
[16], in which the training set contains 5,011 images and
the test set contains 4,952 images. To choose suitable model
parameters, we divide the training set into two subsets; one
contains 4,500 images for model training and one contains 511
images for model parameter tuning. We randomly divide the
training set 10 times to examine the robustness of different
learning models. In the semi-supervised learning experiments,
in particular, we assign 10%, 20%, 30%, 50%, 70% and 90%
as labeled data and the rest as unlabeled data. All parameters
are tuned in the case of 10% labeled data and 90% unlabeled
data. Particularly, parameters γA, γI , γθ and γβ are tuned from
the candidate set {10e|e = −10,−9, ..., 9, 10} on validation
set in the case of 10% labeled data and 90% unlabeled data.
And the parameter k which is the number of the neighbors in
k-nearest neighbors in computing Hessian and graph Laplacian
is fixed to 100 for all experiments.
We compare the proposed mHR-SVM with SVM and
Laplacian regularized SVM (LapSVM), and compare mHR-
KLS with KLS and Laplacian regularized KLS (LapKLS).
By replacing the Laplacian matrix in LapSVM and LapKLS
with the Hessian matrix, we obtain Hessian regularized SVM
(HesSVM) and Hessain regularized KLS (HesKLS), respec-
tively. HesSVM and HesKLS are important to validate the
effectiveness of Hessian regularization in SSL. To compre-
hensively examine the effectiveness of mHR, we also com-
pare mHR-SVM (mHR-KLS) with the feature concatenation
method (by concatenating 15 different visual features into a
long feature vector) and average kernel method (by taking
the average of 15 different kernels, each of which is obtained
from a particular visual feature) used in SVM (KLS), LapSVM
(LapKLS), and HesSVM (HesKLS). In summary, we have 18
baseline algorithms listed in Table 1.
We use the average precision (AP) [36] for each class
and mean average precision (mAP) of all classes as measure
criteria. In our experiments, the AP and mAP are computed
using PASCAL VOC method [16], i.e.
AP =
1
11
∑
t
[ max
p(k)≥t
p(k)], t ∈ {0, 0.1, 0.2, ..., 1.0},
and
mAP =
∑#
i=1APi
#{visual object classes} ,
where p(k) is the precision at the cut-off of the rank index
of positive sample k. And to demonstrate the robustness of
the algorithms, we report the results (AP and mAP) using
the error bars which can show the confidence intervals of
data and notched box plot in which five values from a set
of data are conventionally used (the extremes, the upper and
lower hinges, and the median) and the notches surrounding
the medians provide a measure of the rough significance of
differences between the values.
A. Effectiveness of HR
To evaluate the effectiveness of HR, we construct HesSVM
(HesLS), LapSVM (LapLS) and SVM (KLS) over 20 visual
object classes on different 15 features respectively. We also
construct mHesSVM (mHesLS) and the corresponding feature
concatenation method and average kernel method over all
visual object classes.
Figure 2 is a notched box plot of the mAP of different SVM
methods on 2250 labeled images. From Figure 2, we can see
that HR performs better than LR in most cases. Figure 2 also
shows that the multiview methods are significantly better than
single view methods and mHR outperforms other multiview
methods.
B. Performance of mHR
To further evaluate the performance of mHR, we compare
the AP of mHR with the feature concatenation method and
8Fig. 3. The AP of different multiview methods on some classes including boat, bottle, car, cow, dog, horse, person and potted plant. The upper 8 subfigures
are SVM methods, and the lower 8 are LS methods.
average kernel method over each visual object class. We also
compare the mAP of different methods over all classes.
Figure 3 is the AP of different multiview methods on
selected visual object classes. Each subfigure corresponds to
one visual object class of the dataset. The x-coordinate is the
number of labeled images. From Figure 3, we can see that
mHR significantly boosts performance, especially when the
number of labeled images is small.
Figure 4 is the mAP boxplot of different multiview methods.
The subfigures correspond to the performance on different
numbers (450, 900, 1350, 2250, 3150 and 4050) of labeled
images. From Figure 4, we can see that the average kernel
method performs better than the feature concatenation method
in SVM implementation. However, the feature concatenation
method performs better than the average kernel method in KLS
implementation, and in both SVM and KLS implementations,
mHR outperforms the other multiview methods.
VI. CONCLUDING REMARKS
Manifold regularization-based semi-supervised learning al-
gorithms have been successfully applied to image annotation.
However, most of the existing methods are based on Laplacian
regularization which suffers from the lack of extrapolating
power, particularly when the number of labeled examples is
small. In addition, conventional methods are often designed
to cover single views, which is not applicable to the practical
multiview applications. Therefore, we present multiview Hes-
sian regularization (mHR) to tackle the above two problems for
image annotation. The proposed mHR can naturally combine
both multiple kernels and Hessian regularizations obtained
from different views to boost learning performance. With the
help of Hessian regularization and the multi-view feature,
mHR can steer the learned function which varies linearly
along the data manifold and can competently explore the
complementary information from different view features. We
apply mHR to kernel least squares and support vector ma-
chines as two implementations for image annotation. Extensive
experiments on the PASCAL VOC’07 dataset demonstrate that
the proposed mHR significantly outperforms LR-based and
other related algorithms.
APPENDIX A
PROOF OF LEMMA 1
Proof: Suppose we project f onto the subspace S =
spanK(xi, x) : 1 ≤ i ≤ l + u spanned by kernels. Any f ∈
HK can then be represented as f = fS + fS⊥ , where
fS is the component along the subspace and fS⊥ is the
component perpendicular to the subspace. Then we have
9Fig. 4. The mAP of different multiview methods. The upper 6 subfigures are SVM methods, and the lower 6 are LS methods.
‖f‖2 = ‖fS‖2 + ‖fS⊥‖2 ≥ ‖fS‖2. Since G(‖f‖) is a strictly
monotonically increasing real-valued function on ‖f‖, we have
G(‖f‖2) ≥ G(‖fS‖2). This implies that G(‖f‖) is minimized
if f lies in the subspace. Note the reproducing property of the
kernel K, then f(xi) =< f,K(xi, x) >=< fS ,K(xi, x) >
+ < fS⊥ ,K(xi, x) >= fS(xi). That means the loss function
part of (1) only depends on fS . Thus, the minimizer of the
optimization problem (1) can be obtained when f lies in the
subspace S, that is f∗ =
∑l+u
i=1 αiK(xi, x). This completes
the proof of Lemma 1.
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APPENDIX B
PROOF OF LEMMA 2
Proof: Suppose Kk =< φk(wk), φk(vk) >: X ×X 7→ R
is valid (symmetric, positive definite) for all k = 1, ..., Nv .
Then we have θkKk(wk, vk) =<
√
θkφk(w
k),
√
θkφk(v
k) >.
Then
K(w, v) =
Nv∑
k=1
θkKk(wk, vk)
=
Nv∑
k=1
<
√
θkφk(w
k),
√
θkφk(v
k) >
=<W,V >,
where W = [
√
θ1φ1(w
1)...
√
θkφk(w
k)...
√
θNvφNv (w
Nv )],
V = [
√
θ1φ1(v
1)...
√
θkφk(v
k)...
√
θNvφNv (v
Nv )].
We can see that K(w, v) can be represented as an inner
product, and thus it is also a valid kernel.
APPENDIX C
PROOF OF LEMMA 3
Proof: For any β that satisfies the constraints in (3),
H =
∑Nv
j=1 β
jHj is a convex combination of the Hessian
energy in the set H. According to the computation procedure
of Hessian, we have Hj =
∑
iH
j
iab, i = 1, 2, ..., l+u, where
Hjiab = {(Hji )
T
Hji }ab is the Frobenius norm of the Hessian of
f on example xja, x
j
b(a, b ∈ N ji ) at example xji . Hjiab is semi-
definite positive, then we have Hj is semi-definite positive.
Hence for any βj ≥ 0, H = ∑Nvj=1 βjHj is semi-definite
positive [21].
APPENDIX D
PROOF OF THEOREM 1
Proof: Since K is a valid kernel and H is semi-
definite positive, ‖f‖2K = fTKf = fT (
∑Nv
k=1 θ
kKk)f =∑Nv
k=1 θ
k‖f‖2K (k) and ‖f‖2I = fTHf = fT (
∑Nv
j=1 β
jHj)f =∑Nv
j=1 β
j‖f‖2I (j), then G(‖f‖) = γA‖f‖2K + γI‖f‖2I is a
monotonically increasing real-valued function on ‖f‖. Accord-
ing to Lemma 1, the proof of Theorem 1 is complete.
APPENDIX E
PROOF OF THEOREM 2
Proof: Denote the objective function in (4) as F , the
solution at the tth iteration round as (f (t), θ(t), β(t)).
Given fixed θ(t−1) and β(t−1) obtained at the (t− 1)th
iteration round, the optimization of (4) w.r.t. f at the tth
iteration round degenerates to (1). This degenerated problem
is convex, because the loss function ψ is convex. Then we
have that at the tth iteration round,
F (f (t), θ(t−1), β(t−1)) ≤ F (f (t−1), θ(t−1), β(t−1)).
On the other hand, for fixed f (t) and β(t−1) , the opti-
mization of (4) w.r.t. θ generates to (5). If B is positive semi-
definite, (5) is a quadratic programming problem. By solving
(5), we have
F (f (t), θ(t), β(t−1)) ≤ F (f (t), θ(t−1), β(t−1)).
Then for fixed f (t) and θ(t), the minimizing of (4) w.r.t. β
degenerates to (6) . By solving (6), we have
F (f (t), θ(t), β(t)) ≤ F (f (t), θ(t), β(t−1))
≤ F (f (t), θ(t−1), β(t−1)) ≤ F (f (t−1), θ(t−1), β(t−1)).
That implies the objective function F consistently decreases.
Therefore, this completes the proof of Theorem 2.
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