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Capturing visual social cues in social conversations can
prove a difficult task for visually impaired people. Their lack
of ability to see facial expressions and body postures ex-
pressed by their conversation partners can lead them to
misunderstand or misjudge the social situations. This paper
presents a system that infers social cues from streaming
video recorded by a pair of imaging glasses and feedbacks
the inferred social cues to the users. We have implemented
the prototype and evaluated the effectiveness and useful-
ness of the system in real-world conversation situations.
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Introduction
Social interaction refers to the way in which people interact
with one another. This is an important aspect of our every-
day lives since communication with others is the main con-
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tributor for building both personal and professional relation-
ships. Many facets of communication are nonverbal, such
as eye contact, facial expressions, and body postures, all of
which are useful for social perception [2]. However, this can
leave visually impaired people at a disadvantage in social
situations. The inability to see this type of communication
can lead blind people to miss these social cues, which can
make them feel uncomfortable and may even discourage














Figure 1: The system has three
main components: streaming video
via imaging glasses, inferring
emotion valence and agreement in
a reasoning engine, and delivering
feedback via earphone.
Assistive technologies have been designed to help deliver
social cues to visually impaired people [4]. McDaniel et
al. [5] have designed a haptic belt that use vibration loca-
tion and duration to communicate the direction and distance
of the conversation partner, via the computer vision algo-
rithms. Krishna et al. [3] have designed a haptic device,
called VibroGlove, to convey facial expressions via various
vibration patterns that symbolise the emotional icons. We
propose a system that infers and delivers high-level social
cues from real-time streaming video. Here we consider the
social cues in two dimensions: emotion valence (i.e., pos-
itive and negative emotions) and agreement (i.e., nodding
and shaking). We have designed user studies to evaluate
the effectiveness of the system in real-world environments.
The initial evaluation result is promising, even though we
have encountered problems when stimulating and evaluat-
ing spontaneous emotional expressions. We will share the
lessons that we have learned.
Table 1: Comparison of emotion
detection performance with
different feature extraction
technique and different facial
areas. The Fisherface with the
mouth area performs best.
Feature Face Eyes Mouth
Eigenface 0.24 0.31 0.67
Fisherface 0.24 0.3 0.73
System Design
The system design is shown in Figure 1. We use the the
Pivothead camera glasses1 to capture live video, which are
output as an rtsp stream and accessed via a URL. Ffmpeg
is used to split the live video into frames in real time. We
1http://www.pivothead.com
use the state-of-the-art computer vision algorithms to pro-
cess facial images, detect faces, and infer emotion valence.
We use the Haar-like feature based cascade classifier [8, 9]
to detect the face area in each frame. To infer emotion va-
lence, we have experimented with different feature extrac-
tion algorithms like Eigenface [7] and Fisherface [1] in the
bytefish framework developed by Philip Wagner2, and also
considered different areas of the face for emotion detection
such as the whole face, eyes, and mouth. We use the near-
est neighbour with the cosine distance as the classifier. We
have evaluated different combinations of the strategies on
the AT&T face image dataset [6], and in the end, the Fish-
erface feature extraction algorithm on the only mouth area
performs best. The benchmark evaluation results are pre-
sented in Table 1.
To detect agreement, we extract head movements from a
series of continuous frames; that is, calculating the x- and
y-dimension differences of the face positions. Then a deci-
sion tree is used to classify whether the head movement in-
dicates nodding or shaking. We have collected frames from
a number of users performing staged nodding and shaking.
We run the 10-fold cross validation on the dataset and the
benchmark accuracies of detecting nodding and shaking
are 70% and 81% respectively.
To note that we pre-train both the emotion valence and
agreement detection algorithms on the AT&T facial dataset
and our own collected dataset, and use them to infer in
real-time videos.
Once both emotion valence and agreement have been
inferred, we deliver the feedback via the earphone to the
user; that is, we use the native speech software built in the
Mac OS X operating system. The system says “positive”
2https://github.com/bytefish/facerec
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and “negative” for the inferred positive and negative emo-
tions, and “agree” and “disagree” for the inferred nodding
and shaking. To avoid interfere much with the conversation,
we only deliver the feedback when the inferred result is dif-
ferent from the last one.
Figure 2: Two participants have a
conversation in a lab environment,
where the female participant wears
the imaging glasses and receives
the social cue feedback that infers
the male participant’s nonverbal
behaviours.
User Study and Evaluation
The main objective of the evaluation is to assess whether
the system can accurately capture social cues and whether
it can deliver these social cues that are useful for users to
better understand the social situations. To do so, we have
conducted a conversation-driven in the wild user study,
which we will detail in the following.
Emotion Detection through 
Camera Glasses
By Lauren Murray, supervised by Juan Ye
Motivation and Aims
To help visually impaired people capture social cues to make them feel more 
confident in social situations.
Main Contributions
• The implementation of an complete system for capturing anf analysing video to recognise emotions and head movements and 
output these to the user.
•  This project novelly uses  existing facial recognition techniques to implement emotion detection and has explored various 
strategies in order to improve the accuracy of the emotion detection recogniser, by using different features found in the facial 
image.
• An algorithm has been written to detect nodding and shaking by extracting the position of the face in consecutive frames, 
machine learning techniques are then used to obtain a predicted inference. 
Experiment and 
Exp1: Images
Goal: Evaluate different algorithms and 
methods for emotion detection.
Methodology: Train and test 
algorithms on a cross-subject image set 
using a Stratified Shuffle Split.
Exp2: User Study 1
Goal: Gather videos of participants performing 
a series of both staged and expressed emotions.
Methodology: Train using one subject’s 














































Exp3: User Study 2
Goal: Evaluate the effectiveness of the system at inferring and delivering 
social cues to users when they are blindfolded. 
Methodology: Train on cross-subject image set and test on real-time 
streaming video. 
1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1









1	 11	 21	 31	 41	 51	 61	 71	 81	 91	 101	 111	 121	
Emotion Detection Over Time
Nodding (green)/Shaking (red)
Neutral at the start
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Happier again towards the end
A mixture of agreement and disagreement for 





Emotion recognition accuracies in various videos
Nodding/Shaking accuracies in various videos
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“I was happy for the majority of the 
conversation.” 
“I felt happiest at the start of the conversation and became more 
serious towards the middle, then a bit happier again at the end.” 
Figure 3: Emotion valence
detection over the course of
conversations
Procedure 10 users have been recruited for this study.
The participants are grouped into paris: one of them is
blindfolded and wears a pair of Pivothead camera glasses,
which are used to record the other participant during the
conversation. The glasses wearer participant also wears an
earphone in one ear to receive the feedback that delivers
the inferred social cues. In the following of the paper, we re-
fer the glasses wearer and the other participant as a target
and partner participant respectively.
At the beginning of each experiment, a target participant is
given a collection of topics that are supposed to stimulate
certain emotions and then both participants are asked to
freely converse for about 2 minutes. Figure 2 has shown an
exemplar scenario.
During their conversation, the system will process the stream-
ing video from the image glasses, infer the agreement and
emotion valence, and feedback to the user via the ear-
phone. At the end of the experiment, the partner partici-
pants are asked to state their emotions and agreement they
have felt throughout the conversation. However, it turns
out that the agreement or disagreement is much harder to
specify and has not occurred very often in the conversa-
tions. The emotions and agreements stated by the partner
participants are used as the ground truth for analysing the
performance of the algorithms. The target participant is also
asked to fill in a post-study questionnaire, which is used to
evaluate the usefulness of the feedback provided by the
system.
Result Here we mainly conduct the qualitative evaluation;
that is, how the inferred emotional valence and agreement
match the feelings reported by the partner participants. Fig-
ure 3 presents two of the results, where the inferred emo-
tion valence for each frame (-1 for negative, 1 for positive,
and 0 for neutral, and the inferred points are linked in a thin
grey line) and the aggregated emotion for the previous ten
inferences is denoted in a thick red line.
In terms of the top figure of Figure 3, the partner partici-
pant’s feedback is “I was happy for the majority of the video",
and the system has inferred 58% of the time when the pos-
itive emotion is inferred. However, there are quite a few
negative emotions inferred at the start of the conversation,
which is supposed to be neutral.
In terms of the bottom figure, the participant’s feedback is
“I felt a mixture of all three emotions, I was happiest at the
start and then became progressively more negative towards
the end." This figure has shown a variation of the emotions:
more mixed inference for the first half of the conversation
and the majority of negative emotion is inferred for the sec-
ond half. Similarly, the negative emotions are incorrectly
inferred at the start of the conversation. We have manually
examined the videos and found out that the algorithms of-
ten mis-classify neutral or implicitly positive emotions (that
is, there is subtle happy expressions on the face) for nega-
tive emotions. Also there often exists a gap between peo-
ple’s expressed and self-perceived emotions; for example,
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there are occasions where the partner participant stated
happy, however we cannot tell it from their facial expres-
sions in the video.
Figure 4 presents the results on inferring agreement and
disagreement (1 indicates agreement, marked in light green,
0 indicates neutral, marked in light red, and -1 indicates dis-
agreement, marked in dark red). Qualitatively the inference
results roughly match the description of the participants:
the first participant expressed “I expressed agreement a
number of times during the conversation", while the second
participant expressed “I mainly expressed disagreement,
but also a little agreement at the end."
Pair 1
Participant 2 Feedback: “I expressed agreement a number of times during the conversation.”
Figure 8.7 shows three sections of nodding, one of nothing and four of shaking (however one of
these is small and right at the end). This suggests that the nodding is interpreted correctly but
that shaking is wrongly detected instead of nothing, as we would expect to see nothing for the
majority of the video, when the participant wasn’t nodding.
-1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -1
Figure 8.7: System output for first pair
Pair 2
Participant 2 Feedback: “I mainly expressed disagreement, but also a little agreement at the
end.”
Figure 8.8 shows a mixture of nodding and shaking, with a large period of shaking in the midsec-
tion. This is fairly accurate as the participant stated that they mainly expressed disagreement,
with some agreement at the end which can be seen in the output.
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Figure 8.8: System output for first pair
Pair 3
Participant 2 Feedback: “I expressed a mixture of agreement and disagreement for short periods
of time.”
Figure 8.9 shows a variety of nodding and shaking, which is as we would expect. However,
the participant did state that they only expressed these for a short time and yet no periods of
stillness have been detected.
1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1 1 1 1 1 -1 -1 -1
-1	
Figure 8.9: System output for first pair
Note: When looking at the above graphs and scales, the following conclusions can be derived:
• Happiness is generally detected correctly, but sad and neutral are often mixed up.
• Individual frames can be classified wrongly; however, when looking at the output for the
whole duration of the conversation this tends to give a good overview of the emotions felt
at di↵erent sections.
• Nodding and shaking movements are well detected, but the system is not as good at
detecting when neither occurs. This issue and possible reasons are discussed further in the
problems section.
Feedback
The feedback element of the system was evaluated by analysing the answers given in the Post
Study Questionnaires. This has been summarised below:
39
“I expressed agreement a number of 
times during the conversation. ” 
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also a little agreement at the end. ” 
Fi ur 4: Agreement detection
over the course of conversations
Detecting agreement and disagreement turns out to be a
more tricky task than what we expect. First of all, the nod-
ding and shaking detection can be affected by the head
movement of the glass wearer; that is, if the target partici-
pant is moving their head, then the algorithm that only con-
siders the change of the positions of the face positions in
frames will infer nodding or shaking, even though the part-
ner participant has not moved their head at all. This can
be resolved by attaching an accelerometer on the glasses
to detect the movement of the glasses wearer. The other
issue is that shaking does not necessarily suggest dis-
agreement, nor does nodding suggest agreement. For ex-
ample, often when we agree with something negative, we
tend to shake our head. It is context sensitive. In the post-
questionnaires, the target participants report that they have
felt a bit strange when the system told them “disagree”,
however they have had a strong feeling of their partners
definitely agreed with them. We should have delivered the
feedback simply as nodding or shaking, rather than translat-
ing them to agreement or disagreement.
Table 2 lists the questionnaires from the participants on
whether the feedback is useful or intrusive. The majority of
the target participants are positive about the system; that
is, they consider most of the inferred social cues are con-
sistent with their perceived feelings and as well as useful
to help deal with uncertain situations and confirm their own
decisions.
As we manually examine the video, we have found that the
system performs better when the target participant does not
do as much talking. The reason is that when they do lots of
talking, their emotion is well expressed in their speech, and
there are less uncertainties for the glass wearer participants
to figure out.
Table 2: Questions and responses from the participants
Question Answer
How consistent is the feedback
with what you perceived your
partner’s emotions to be? (1 be-
ing not consistent, and 5 being
very consistent)
The average rating is 3.
Does the feedback help your
judgement of your partner’s
emotions? (Yes or No)
3 out of 5 answered "Yes".
Is the system intrusive? (Yes or
No)
4 out of 5 answered "No".
Please explain how the feedback
did or did not help you judge the
emotions of your partner
The feedback was helpful as it confirmed
what I already thought.
The feedback was’t helpful or unhelpful,
as I didn’t pay a lot of attention to it.
The feedback wasn’t helpful as there was
never a point where I couldn’t work out
the emotion through the person’s voice.
The feedback helped confirm my judge-
ment.
The feedback helped a little when I wasn’t
sure how the person would feel in the
situation they were describing.
Conclusion and Future Work
This paper presents a prototype system that infers and
feedbacks social cues from streaming video in real time,
which has a potential to help visually impaired people to un-
derstand social situations and be more confident in conver-
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sations. We have designed and run proof-of-concept user
studies, where participants are having free conversations
in the real-world environment. The preliminary qualitative
evaluation result is promising; that is, the algorithms can
capture the emotional trend. However, there is quite a large
space for future improvement.
We have not conducted proper quantitative evaluations on
the accuracies of the algorithms, as manually examining
and annotating each frame of all the videos is a very time-
and effort-consuming task, and as well as has the risk of
being subjective to individual interpretations. Our next step
is to either get behaviour scientists to help annotate the
videos or recruit multiple users to cross annotate the videos
to balance the bias.
We will also work on the emotion valence and agreement
detection algorithms. Currently, we mainly use the off-the-
shelf algorithms, and as shown in the evaluation results, the
accuracies are not particularly high at the frame-level, and
they can be very fluctuating. Also the current algorithms
are sensitive to noise; for example, when the target partic-
ipants covers their faces with hands or an object, the algo-
rithm cannot detect a face and thus fail to make a correct
inference. In the future, we will look for ways to make the
algorithms more robust and accurate.
In terms of feedback technologies, we are using the spo-
ken sound as the feedback mechanism, which can interfere
with the normal conversations. We will look for more sub-
tle feedback and as well as how to make feedback easily
comprehensible by users.
Last, an interesting observation rises from the current user
study is how people integrate external sensory information
with their own sensory perception; for example, integrating
the inferred visual social cues with their own perceived ver-
bal social cues. The external information can help people to
make better decisions when they are uncertain. We can ex-
plore this further: how people trust the external information,
or how the accuracy or confidence of external information
affects the way people integrate them. This is a research
topic relevant to human sensory perception and integration.
We plan to work with psychologists on designing targeted
user studies to pursue this problem.
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