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The accurate prediction of far-field radiation patterns from near-
field antenna measurements on a finite planar surface is an area of con-
siderable interest and practical importance. This research is concerned 
with the specification of the probe antenna which produces the .most 
accurate prediction for a specified antenna under test. An optimum probe 
criterion is defined by using the properties of the prolate spheroidal 
wave functions as they relate to the uncertainty principle and Fourier 
transform theory. It is shown that an optimum rectangular horn probe 
exists for the near-field measurement on a linearly polarized test an-
tenna, and that its use produces the most accurate far-field predictions. 
A computer-aided procedure for the design of the optimum probe is 
described. 
The properties of the prolate spheroidal wave functions are used 
to establish the general criterion that the optimum probe is one that 
maximizes the proportion of the power of its response within the measure-
ment area. A digital computer simulation of the near-field measurement 
process is used in conjunction with the general criterion to determine 
the optimum design parameters for rectangular horn probe antennas, in-
cluding dielectric-loaded, open-end waveguide probes. It is found that 
a rectangular probe aperture approximately one wavelength on each side 
is optimum. 
The optimality criterion and probe design procedure are verified 
experimentally by calculating the far-field patterns of a 4.5Ax5.1A 
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phased array antenna from near-field data obtained using three different 
rectangular probe antennas. True patterns are calculated from the near-
field data over a very large measurement area. The optimality of a 
E-plane horn probe is demonstrated by comparing the errors in the pre-
dicted far fields when the measured near-field area and power received 
are truncated to various levels. It is found that all three probe an-
tennas produce remarkably accurate results in spite of the truncation 
of the measurement area. It is also found that the probe having the most 
directive far-field pattern produces the most concentrated near-field 
response, the most accurate measured spectra, and the most accurate far-




1.1 Definition of the Problem 
The objective of this research is to establish criteria for the 
selection of optimum probes for near-field antenna measurements on a 
finite planar surface. An optimum probe is defined here as one which 
minimizes those errors in the predicted far fields which may be caused 
by the finiteness of the measurement area and by spatial data sampling 
over this area. 
The properties of prolate spheroidal wave functions are used to 
establish the general criterion that the optimum prove is one that maxi-
mizes the proportion of the power of its near-field response within the 
measurement area, subject to the constraint that the far fields of the 
probe contain no zeroes within the angular region where probe compensa-
tion is desired. Mathematical modeling and digital computer simulation 
of the near-field measurement technique are used in conjunction with the 
above criterion to determine the optimum design parameters for the class 
of practical probe configurations consisting of rectangular horn anten-
nas, including dielectric-loaded, open-end waveguide probes. The 
method is verified experimentally by comparing the errors produced in 
the predicted far fields when the measured near field area and power 
received are truncated to various levels for the cases of three probes 
of varying aperture dimensions and concentrations of responses. 
This research has been carried out to gain a better understanding 
of the planar near-field technique by clarifying the relationships be-
tween the properties of the measurement probe, the size of the measure-
ment area, the directivity of the antenna being measured, and the 
resulting uncertainties in the calculated plane wave spectra and 
predicted far fields. In addition, the development of a probe design 
procedure is sought to enhance the accuracy of the near-field technique, 
particularly in measurement situations where a significant portion of 
energy is radiated outside the measurement area by the test antenna. 
1.2 Background 
Kerns [1] developed the theory of probe-compensated near-field 
measurements on a planar surface by using a generalization of a part of 
the theory of waveguide junctions and scattering matrices [2] and the 
plane wave spectrum expansion described by Clemmow [3]. Joy [4] pointed 
out the wavenumber-limited character of the measured near-field data and 
established sampling criteria for measurements on a planar surface based 
on Shannon's sampling theorem [5]. Measurements performed by Joy using 
three different probe antennas demonstrated the arbitrariness of the 
measuring antenna for the case of the highly directive parabolic dish 
test antenna and large measurement area used. 
Leach [6] reformulated the theory of near-field measurements 
using the reciprocity theorem [7]. He specialized it to the case of a 
cylindrical surface enclosing the test antenna using the vector expan-
sion representation of electromagnetic fields described by Stratton [8]. 
Angular sampling criteria were established for measurements around the 
cylinder while those established by Joy were invoked for the axial 
direction. A method was developed for converting measured far-field 
probe data from a spherical surface to coefficients in the required 
cylindrical wave expansion. No particular emphasis was placed on the 
choice of measurement probe other than ensuring that no nulls were 
present in its pattern over a hemisphere. The test antenna was a slot-
ted waveguide array which produced a broad azimuthal pattern and a nar-
row beam in the elevation plane. Slight discrepancies in agreement 
between theory and experiment were attributed to stray reflections in 
the measurement environment. 
Other investigators have also contributed to the development of 
near-field measurement techniques. Hamid [9] developed a technique 
which used two identical probes to obtain the autocorrelation function 
of the near field on a plane from which the Fraunhoefer patterns were 
obtained. No probe compensation was used. Brown and Jull [10] have 
described a two-dimensional technique for cylindrical surfaces which 
assumes no z-dependence of the fields and which includes probe compen-
sation. Jensen [11] has described a method applicable to spherical 
surfaces which requires certain idealizing assumptions about the probe 
to make the method practical. Wacker [12] compared the near-field tech-
niques for planar, cylindrical, and spherical surfaces and developed 
the details of a spherical near-field technique which necessarily omits 
probe compensation. 
The planar measurement surface is advantageous because of the 
simplicity of computations and the straightforward manner in which data 
is collected; however, actual measurements must be restricted to a 
finite portion of the plane and uncertainties are introduced due to 
omission of the infinite plane. 
Rodrigue et al. [13] demonstrated that the far-field antenna pat-
terns determined on a planar near-field range were as accurate as those 
determined on a far-field range for the case of a 22A-diameter parabolic 
dish antenna which produced sum and difference beams on the axis of 
symmetry of the dish. A small pyramidal horn antenna was used to scan 
the 43A x 43A measurement area with sample spacings in x and y of A/3. 
Small differences in the levels of first sidelobes were attributed to 
limitations of the far-field ranges while greater differences in the 
other sidelobes at wider angles were attributed to lack of resolution in 
the near-field data processing techniques. At the edge of the measure-
ment area, the measured probe response was less than -40dB with respect 
to the maximum response obtained near the center of the measurement 
area. 
In a later investigation to demonstrate near-field accuracies for 
a phased array antenna [14], larger differences between near-field and 
far-field results were observed for the case where the beams (sum and 
difference) were steered 72° off broadside in the azimuth plane. The 
small horn antenna used earlier [13] was used again to collect near-
field data on a 21A x 21A measurement plane situated 2A in front of the 
14.6A-diameter phased array. Measured probe response was only -25dB at 
the edge of the measurement area. Significant differences between 
near-field and far-field results for the sidelobe structure in the cen-
tral portion of the patterns were attributed to the effects of tempera-
ture variations. Reasonably good agreement was observed for the main 
beam and grating lobes at ±72°; however, for polar angles greater than 
76°, serious differences in agreement were observed in the patterns 
contrary to the expectation that good agreement should have been obtained 
out to the optical limit of 84 to 86 degrees. 
Huddleston et al. [15] repeated the measurements on the phased 
array [14] using a . 84Ax .95A pyramidal horn and a A/2 electric dipole as 
probes. The dipole data showed increased fine structure in the central 
portion of the patterns. These additional errors were attributed to 
extraneous range reflections; however, aliasing errors as discussed be-
low were also a likely source. The small aperture horn produced more 
accurate results since it was better able to discriminate against range 
reflections and/or aliasing errors. Neither probe produced accurate 
results in the patterns beyond approximately 76°. 
Yaghjian [16] concluded from an approximate mathematical analysis 
that the planar near-field technique does not yield accurate information 
about the fields outside the solid angle formed by the edge of the aper-
ture of the test antenna and the boundary of the scan area. Newell and 
Crawford [17] reached the same conclusion from experimental data taken 
on scan planes at different distances in front of the same test antenna. 
It is appropriate at this point to formulate the aliasing problem 
in the familiar domains of time and frequency since much of the back-
ground information to follow is cast in these terms. The extension to 
two dimensions as required for near-field measurements is straightforward 
[18]. 
Let s(t) be a band-limited function so that its Fourier transform 
S(f) is non-zero only over the finite interval |fj < W; i.e., 
S(f) = < 
s(t)e-j2*ftdt , lfl<w 
, otherwise 
(1-1) 





When a linear probe is used to measure s(t), the resulting time 
signal g(t) is given by 
g(t) = r
c 
s(T)h(t-T)dT = S(t) ® h(t) (1-3) 
where h(t) is characteristic of the probe and where © denotes convolu-
tion. By the convolution theorem [19J , the spectrum G(f) of g(t) is 
given by 
G(f) = S(f)H(f) 
where h(t) -<->• H(f) is a Fourier transform pair. In the absence of noise 
and where H(f) ^ 0, S(f) can recovered from G(f) by inverse filtering 
(probe compensation) as 
S(f) = G(f)/H(f) 1-4) 
In practice, g(t) is measured over only a finite interval 
(-T/2, T/2), the effect of which is to multiply g(t) by a window function 
p(t) to yield the time-limited function 
g(t) = g(t)p(t) (1-5) 
with corresponding transform [19] 
G(f) = G(n-f)P(n)dn = G(f) ®P(f) (1-6) 
where p(t) -*-• P(f) is a Fourier transform pair. As is often the case, 
p(t) may be the rectangular window with transform 
p < f ) = T ^ F 
which extends over the entire frequency axis. 
The function g(t) is not band-limited, and the sampling theorem 
[5] does not strictly apply. However, if g(t) is sampled at an interval 
At corresponding to a folding frequency W = (2At) , then the Fourier 
spectrum of the sampled g(t) is an "aliased" version of the spectrum of 
g(t) as given by 
G (f) = I G(f+ 2mW ) . (1-8) 
a M 
m=-°° 
The aliased spectrum G (f) is periodic with period 2W . For any f such 
that f <W , G (f) is a summation of values of G(f+2mW ) ; i.e., the 1 ' M a M 
high frequency components of G are aliased or folded back into G for 
3. 
I I /S ^ 
f <W . Only when g(t) is bandlimited and W > W is G an exact replica 1 ' M M a 
of G in the band |f| < W. 
Some band-limited functions are known to undergo time-limiting and 
exhibit less error in their transforms than others. Obviously, the probe 
and the window used to precondition the data can influence the character 
of the function G(f) being processed; hence, it would seem that the judi-
cious choice of either or both of these functions could greatly influence 
the accuracy of the final estimate of G (f). 
a 
Gabor [20] obtained an uncertainty relation for time signals which 
stated that the product of the rms time duration of a signal and its rms 
frequency width is greater than or equal to one-half; i.e., a signal can-
not simultaneously be limited in time and frequency. He further estab-
lished that the signal which occupies the minimum area AtAf = 1/2 is the 
product of a harmonic oscillation with a pulse of the form of a Gaussian 
probability function. An arbitrary time signal could then be expanded 
in an infinite series of such elementary "sine-type" and "cosine-type" 
signals with the implication that the information contained in a finite 
number of terms would be maximized; however, the elementary signals were 
not orthogonal and, therefore,rather inconvenient to use. No analysis 
of errors introduced by using only a finite number of terms of the series 
was done. 
Chalk [21] considered the problems of determining an optimum pulse 
shape for use in pulse communications. It was well known that with the 
rectangular pulse, the spectra were widely spread, and that by rounding 
the corners of the pulse, the spread and interchannel interference could 
be reduced. An optimum pulse was defined as one which maximized the 
ratio of energy inside the allocated frequency band to the total energy 
of the pulse. Solution of the resulting homogeneous Fredholm integral 
equation yielded a zeroeth order prolate spheroidal wave function as the 
optimum pulse shape although Chalk did not explicitly identify his 
series expansion as being that of these functions. The optimum pulse 
and its spectrum possessed the same shape. Their sharpnesses were recip-
rocal and described by the product of time duration T and frequency band-
width 2W. The results implied that the use of such optimum pulses would 
minimize adjacent channel interference since the percentage of energy 
outside the allocated bandwidth is minimum. 
Slepian and Pollak [22] derived certain properties of the prolate 
spheroidal wave functions which make them ideally suited for the study 
of certain questions regarding the relationship between functions and 
their Fourier transforms. Of particular interest is the fact that these 
functions are orthogonal over a given finite interval as well as over 
the infinite interval. The prolate spheroidal wave functions are par-
ticularly suited to the study of band-limited signals and the uncertainty 
relations. 
Landau and Pollak [23] re-examined the uncertainty relations using 
the prolate spheroidal wave functions. Whereas Gabor [20] used second 
moments in his definitions of time duration and frequency bandwidth, 
Landau and Pollak presented a more useful form of the uncertainty prin-
2 
ciple which related the proportion of energy 3 in the given frequency 
2 
band fi = 2irW to the proportion of energy a in the given time duration 
2 
T. In the special case of band-limited functions such that £ =1, it 
was shown that a < vX , where A is the largest eigenvalue of the integral 
o o 
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equation considered earlier by Chalk [21]. In this case, equality fiT = 2c 
is achieved for the zeroeth order prolate spheroidal wave function i> , 
o 
where c is a parameter of the eigenvalue A . It was further shown that 
2 
for small A =ot , the usual si(t) = (sin fit)/t sampling function is essen-
o 
2 
tially as good as the optimal function ty (c,t); however, for a = .92, 
fiT = 4.5 suffices for ty while use of Si(t) requires fiT = 8.5. For a pro-
2 
portion of a = .99, the minimum fiT is 6.25 for ty while Si(t) would 
o 
require a value of T = 30. For a fixed bandwidth Q, larger values of QT 
imply larger durations T. 
As an extension of the above results, Landau and Pollack [24] 
established the mathematical truth in the engineering intuition that 
there are approximately 2WT independent signals $. of bandwidth W con-
centrated in an interval of length T. Roughly speaking, the result is 
true when the <j> . are chosen to be the prolate spheroidal wave functions, 
but is not true for sampling functions of the form sint/t. Specifically, 
it was established that the mean square error incurred in estimating the 
band-limited function f(t) using N = 2WT + 1 terms in a series expansion 
involving prolate spheroidal wave functions is bounded above by a quanti-
ty which is proportional to the percentage of energy of f(t) outside of 
the interval of length T. Such was shown not to be the case for the 
sampling functions in general; however, the error was still related to 
this concentration of energy. 
Other investigators have contributed to a better understanding of 
the prolate spheroidal wave functions. Stratton, et al., [25] provided 
numerical tables of the prolate and oblate spheroidal wave functions to 
facilitate solutions of the wave equation in such coordinate systems. 
11 
Flammer [26] presents a similar treatment and sets of tables. Slepian 
[27] extended the earlier works of Landau and Pollak [23,24] to many di-
mensions and provided some useful asympotic expansions for the single 
dimension case [28] . Slepian and Sonneblick [29] have computed and 
published tables of eigenvalues for the zeroeth order functions. 
Prolate spheroidal wave functions have been applied to antenna 
problems to some extent. Fong [30] made use of spheroidal functions to 
determine the finite length line source which realizes a specified radia-
tion pattern subject to the constraint that the source have a superdi-
rective ratio less than or equal to a fixed value. A mean square error 
criterion was used. Rhodes [31] formulated the maximum directivity 
problem for a continuous line source in terms of the prolate spheroidal 
functions and solved it exactly in terms of these functions by making 
use of their double orthogonality properties. He also applied these 
functions to the problem of determining the aperture-limited function 
which produces the best approximation to a radiation pattern specified 
over only the visible region, and, in so doing, extended the Fredholm 
a 
integral equation to include a weight factor (1-n) as required to ac-
count for the edge behavior of aperture-limited fields. It is noteworthy 
that Rhodes considered only aperture fields of limited spatial extent 
and, hence, unlimited extent in the wavenumber domain; on the other hand, 
near-field techniques consider wave number-limited functions and measured 
fields of unlimited spatial extent. 
It has been long recognized that the accuracy of data sampling 
techniques can be greatly enhanced by preconditioning the data to remove 
frequency components above the folding frequency as established by the 
sampling interval; i.e., by passing the raw data through a lowpass fil-
ter [32]. The measurement probe or transducer itself can be selected to 
provide some of the desired filtering although, in most cases of time 
signals, one is more concerned with distortions of the original data 
rather than with any beneficial effects of the measurement probe. 
The effects of the probe on two-dimensional digital data has also 
been recognized. Hunt and Breedlove [33] analyzed the effects of finite 
spot size (probe) on the accuracy of the reconstituted image in digital 
image processing. Their generally tutorial treatment of this often 
overlooked facet of image processing shows that the finite spot size 
which samples the actual image can be used to advantage to control the 
effects of aliasing in the displayed image. Aliasing in the displayed 
image is usually not of great concern if 90 to 95 percent of the image 
energy lies in a region of frequencies below the folding frequency [34]; 
however, the judgement of the quality of pictorial information is a 
subjective matter. 
Legault [34] examined in detail the aliasing problem in two-
dimensional sampled imagery and the influence of the detector (probe) 
on the reconstructed image. After Peterson and Middleton [35], the 
Fourier transform of the reconstructed image is given by 
00 
0(r) = [B(r)/A] 7 A*(r+b )S(r+b )M*(r+b ) (1-9) 
— — n n n 
n=-oo 
where _r designates a vector representing a multi-dimensional spatial 
frequency domain; B (r_) , A (r_) , S (r_) , and M (r_) are the Fourier transforms 
of the distribution of luminence over the area of each display light 
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source, response over the area of the detector, distribution of intensi-
ty over the scene being imaged and sampled, and the point spread function 
of the optical system, respectively. 0 (r_) is periodic with period b . 
B (r_) denotes the reconstruction function and A*M* acts as a pref ilter 
(* denotes complex conjugate). As the above equation shows, aliasing 
occurs before the display, and no display response B (r_) can eliminate 
aliasing. Legault concluded, however, that a scanning sampling detector 
whose response is uniform over its area will be "matched" to the system 
when its area is twice as large as the spacing between sampling centers; 
i.e., the optimum detector does not attempt to measure the image at a 
point but rather carries part of the prefiltering burden so that the 
effects of aliasing can be minimized. 
The use of window functions in image processing is well known 
[36]. The general approach has been to multiply the original data by a 
purely mathematical window function which gently tapers the data at the 
extremes of the measurement interval to preclude the introduction of 
high frequency components due to abrupt changes in the data. That win-
dow functions such as the Hanning filter and elliptical arc fulfill their 
aim of smoothing out high frequency details is indisputable; however, 
the drawback to this approach is that it cannot discriminate between 
significant and superficial frequency components, and so it blindly 
smooths out both. The price paid is an overall blurring of the entire 
signal which may be acceptable in some cases but not, perhaps, in others. 
Dyson [37J reviewed the types of probes that he considered most 
suited for the measurement of the fields close to an antenna. Ideally, 
it was desired to measure the unperturbed normal electric and tangential 
magnetic fields on arbitrarily shaped surfaces; hence, the infinitesimal 
electric dipole and magnetic dipole would constitute ideal probes for 
such point measurements. Use of such probes for near-field measurements 
on a planar surface would require no probe compensation provided that a 
large enough measurement area were used to preclude aliasing errors in 
the data processing. 
Richmond and Tice [38] investigated the applicability of small 
open-end waveguide probes to the measurement of near-fields. An under-
sized rectangular waveguide filled with dielectric material was used to 
realize a probe which gave excellent results as compared to a scattering 





In this chapter the mathematical background for determining cri-
teria for optimum probes for near-field measurements is developed. The 
development begins with a presentation of the theory of plane wave 
spectrum representation of electromagnetic fields with emphasis on its 
application to the near-field measurement technique. Next, the salient 
features and mathematical relationships of the theory and application of 
planar near-field, probe-compensated measurements are presented. Within 
the framework established by the foregoing, the expansion of the probe 
response in terms of prolate spheroidal wave functions is developed, and 
its properties are exploited to derive a maximum power criterion for the 
optimum probe response. 
2.2 Plane Wave Expansions 
Let x, y, and z be unit vectors along the x, y, and z axes of a 
Cartesian coordinate system. Then each of the rectangular components of 
E_ and H_ in the assumed lossless, linear, homogeneous, isotropic medium 
must satisfy the scalar wave equation 
V2ip + k2<|; = 0 . (2-1) 
where 
16 
k2ye = (27T/A)2 (2-2) 
and where co is the radian frequency, y is the permeability of the medium, 
e is the permittivity, and A is the wavelength. Time variations of the 
form e are understood and suppressed. Solving Equation (2-1) by 
separation of variables yields elementary solutions of the form [31] 
-j (k x + k y + k z) 
iMx,y,z) = A(k ,k )e ' X Y Z (2-3) 
x y 
where k and k must be purely real to satisfy the radiation condition 
x y 
[31] and where 
= + /k -k  k - k (2-4) 
z x y 
for the region z > 0. 
The most general solution of Equation (2-1) in the region z > 0 
will be a linear combination of all physically admissible elementary 
solutions; viz., 
E ( x , y , z ) = 
+°° r+co - j (k x+k y+k z) 
A0(k ,k )e "
 X Y Z 
I x y x y 
— 0 0 J —OO u u 
n (
 Z dk dk (2-5) 
where £ denotes x, y, or z and where the unknown complex amplitude 
functions A„(k ,k ) are to be determined from specified boundary condi-
l x y 
tions. For example, if the two rectangular components of electric field 
are known on the z=0 plane, then 
E ( x , y , 0 ) = 
+ 0 0 +°° - j ( k x + k y) 
)e 
x x y x y 
A (k , k e X y d k d k ( 2 - 6 ) 
E ( x , y , 0 ) = 
+o° (•+<» - j (k x + k y) 
A (k , k ) e X Y d k d k 
^ y x y x y 
(2-7) 
R e c o g n i z i n g E q u a t i o n s ( 2 - 6 ) a n d ( 2 - 7 ) a s ( t w o - d i m e n s i o n a l ) F o u r i e r t r a n s -
f o r m s a n d a p p l y i n g t h e i n v e r s i o n i n t e g r a l [ 1 9 ] y i e l d s 
A (k , k ) = 
x x y 
(2TT) 
+°° + j (k x + k y) 
E ( x , y , 0 ) e Y d k d k 
x x y 
(2-8) 
A (k , k ) = 
y x y 
(2TT) 
r+°° + j (k x+k y) 
E ( x , y , 0 ) e y d k d k 
y x y 
—CO •> —CO J J 
( 2 - 9 ) 
I t f o l l o w s f r o m t h e a b o v e t h a t t h e e l e c t r i c f i e l d c o m p o n e n t s , a n y w h e r e 
i n t h e r e g i o n z > 0 , a r e g i v e n b y 
E ( x , y , z ) = 
X 
4-co f+oo 
—CO J —CO 
A (k , k ) e j - # £ d k d k 
x x y x y 
( 2 - 1 0 ) 
E ( x , y , z ) = 
r+c° /.+0O 
A (k , k ) e ~ D - # £ d k d k 
J y x y x y 
J - c o J - c o -* -* -* 
( 2 - 1 1 ) 
f+°° f+oo 
E ( x , y , z ) = 
_ C O * —CO 
A (k , k ) e j - # £ d k d k 
z x y x y 
( 2 - 1 2 ) 
w h e r e 
A (k , k ) = 
z x y 
- k A (k , k ) - k A (k , k ) 
x x x y y y x y 
k 
( 2 - 1 3 ) 
k = xk + yk + xk (2-14) 
— x J y z 
r_ = xx + yy + zz . (2-15) 
Equation (2-13) is obtained from Maxwell's equation for Gauss' 
Law (V*D=0) when the differentiation is applied to the integral repre-
sentations in Equation (2-5) with the differentiation being carried out 
under the integral sign. In a similar manner, the rectangular components 
of the magnetic field follow from differentiation of the integral 
representations in Equations (2-10) through (2-12) according to Maxwell's 
equation for Faraday's Law (VXE = -jcouH) ; viz., 
Vx-y '2 ) = - taf 
2 2 
•+« k k A + ( k - k )A 
^ y x x y - i k ' r , , n, ,n , „ , 
1—; ^ e J dk dk 2 -16 
k x y 
_ o o J —oo 2 
H ( x , y , z ) = 
2 2 
_oo f-oo (k - k )A +k k A 
Y X X ^ y e - * ^ d k dk (2 -17) kri J J k x y 
J — CO J — 00 -7 -* 
oo J —oo 2 
H z ( x , y , 2 ) - - ^ 
r+°° . 
(k A - k A ) e _ : i - " ^ d k dk (2 -18) 
y x x y x y - 0 0 J 
where n denotes the characteristic impedance (y/e)~ of the lossless 
medium. 
Each of the six complex components of the electromagnetic field 
E_, H_ in the half-space z > 0 are expressed above in terms of just two in-
dependent scalar functions A and A which are determined, in turn, by 
the tangential component (E and E ) of the electric field on the infi-
nite plane z=0. Since the infinite plane is a surface closed at 
infinity, these results are in keeping with the uniqueness theorem [8]. 
/2 2 2 
r = /x At large distances r = /x + y + z from the origin of the co-
ordinate system, each rectangular component of the electric field given 
by Equations (2-10) through (2-12) approaches asymptotically the value 
- j k r 
Q -1 
E ( x , y , z ) ~ j27rk cos9 A (ksin9cos<£ ,ksin9sin(j>) (2-19) 
XJ I- X/ 
in the spherical coordinate direction (9,<J>), where I denotes x, y, or z 
[31]. The corresponding spherical vector components are given in terms 
of A and A by 
x Y 
- j k r 
E ~ j2?rk [A coscf> + A sin<j>] (2-20) 
- j k r 
Ex ~ j2TTk c o s 9 [A sind) - A cos*] (2-21) 
<j> r x y 
where A and A a r e e v a l u a t e d a t 
x y 
k = ksin9cosc!> (2-22) 
x 
k = k s in9s ind ) (2-23) 
Y 
corresponding to the direction (9,(j>). Equations (2-19) through (2-23) 
are useful in evaluating the far-zone (radiation) fields of an antenna 
located near the origin from knowledge of the tangential near-zone elec-
tric field produced on the z = 0 plane by the antenna radiating into the 
half-space z > 0. The determination of the near-zone tangential electric 
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field requires measurement using a non-ideal probe whose characteristics 
necessarily bias the measurement; consequently, compensation must be made 
for the probe in the determination of the far-zone fields as described in 
the next section. 
2.3 Probe-Compensated Near-Field Measurements 
In the planar near-field technique, the transmitting test antenna 
is moved over a planar measurement surface located a distance z from the 
test antenna. The response of the probe is measured and sampled as the 
probe traverses the measurement plane. A second independent measurement 
is performed by rotating the probe by 90° (or by using a second, inde-
pendent probe) and repeating the sampling scan of the measurement plane. 
From these sampled data measurements of probe response over the measure-
ment plane, and from knowledge of the far fields of the probe antenna, 
the far fields of the test antenna can be determined as described in 
detail by Paris et al. [40] and as summarized below. 
When the Lorentz reciprocity theorem is applied to surfaces S,, 
S , and S' in Figure 2-1, the complex voltage response V, of the probe 
antenna located at the point 01(x ,y ,z ) is given for orientation 
o o o 
#1 as shown by 
V.(x ,y ,z ) = 
1 o o o 
2 2 2 2 
... ,2 r+oo r+co -(k -k )B',+k k B', -k k B' , + (k -k )B' , 
2 ' 2 T r > [A y
 x x y y + A
 x y x x Y\ 
kn x k v k 
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Figure 2 - 1 . Geometry P e r t a i n i n g to Near -F ie ld Antenna 
Measurements on a P lane . 
where the plane wave spectra A , A of the test antenna are functions of 
^ ^ x y 
wavenumbers k , k ; i.e., 
x y 
A = A (k ,k ) 
x x x y 
(2-25) 
A = A (k ,k ) 
y y x y 
(2-26! 
The vector components of the plane wave spectra of the probe along the 
x' and y' axes of the probe coordinate system are represented in Equation 
(2-24) by B',, B', where the upper prime (on the B) is used to denote the 
x' y' 
evaluation of these quantities at the point (k ,-k ); i.e., 
B', = B ,(k ,-k : 
x x1 x y 
2-27 
B', = B ,(k ,-k ! 
y y x y 
(2-28) 
Equation (2-24) is an integral equation relating the voltage 
received by the probe to the plane wave spectra of the two antennas. 
The solution of this integral equation is straightforward since the 
integral is identical to a two-dimensional Fourier transform, and, by 
the inversion integral [19], 
A 
- ( k 2 - k 2 ) B ' , + k k B ' , - k k B ' + ( k 2 - k 2 ) B ' 






+ CO +oo 
— OO ' — OO 
+ 3 (k x +k y +k z ) 
„ , . x o y o z o , , 
\7 x , y , z e J dx dy 
1 o ^o o o J o 
A A , ( k , k ) 
= 1 x y 
2-29) 
where the constants have been absorbed into V and where A is defined 
as the measured spectrum for orientation #1 of the probe antenna. 
When the probe is rotated by 90° as shown in Figure 2-1, Fourier 
inversion of the resulting integral equation for this second orientation 
yields 
(k2-k2)BM,+k k B", (k2-k2)B",+k k B", 
A y y
 x y x + A
 x x x y y 
x k y k 
z J z 
1 
2„2 
r+oo r+oo + i (k x +k y +k z ) 
TT / \ x o y o z o , , 
V (x ,y ,z )e J dx dy 
I 2 o o o o Jo 
— CO J — CO 
4 A„(k ,k ) (2-30) 
— 2 x y 
where A and A are functions of k , k as in Equations (2-25) and (2-26; 
x y x y 
and where 
B", = B ,(-k ,-k ) (2-31 
x1 x' y x 
B", = B ,(-k ,-k ) (2-32) 
y' y' y x 
Equations (2-29) and (2-30) comprise a linear system of two equa-
tions with two unknowns at each point (k ,k ). These equations may be 
rewritten as 
k An = A [-(k
2-k2)B',+k k B'l + A [-k k B', + (k2-k2)B'J (2-33 
z 1 x y x x y y' y x y x x y1 
k AM = A [ (k
2-k2)B" ,+k k B"J + A [ (k2-k2) B" , +k k BM , ] (2-34) 
z 2 x y y' x y x' y x x1 x y y' 
Solutions to these equations may be found by applying Cramer's rule to 
obtain 
where 
& ,v v ,
 Rlkza22 - A2kza!2 
A (k ,k ) = (2-35) 
x x y a n a 2 2 - a ^ a ^ 
,„ „ , V - V 2 1 1 + A2 kz a i l 
A (k f k ) = (2 -36 
y x y a x l a 2 2 - a2]_a 
k a^n = - ( k
2 - k 2 ) k B' + k k k B' (2-37) 
z l l y z x x y z y 
k a , 0 = - k k k B ' + ( k
2 - k 2 ) k B1 (2-38) 
z 12 x y z x x z y 
k a „ n = k k k B" + ( k
2 - k 2 ) k B" (2-39) 
z 21 x y z x y z y 
k a__ = ( k 2 - k 2 ) k B" + k k k B" (2-40) 
z 22 x z x x y z y 
an a 0 - a__a__ = - k B 'k B" - k B 'k B" (2-41) 
11 22 21 12 z x z x z y z y 
and where B and B are now referenced for convenience to the unprimed 
x' y' 
coordinate system simply by dropping the prime on the subscript. 
Examination of Equation (2-19) shows that for values of k which 
correspond to real directions (0,(f>), multiplication of a plane wave spec-
trum by k gives a result which is proportional to the corresponding 
cL 
field quantity at a great distance; i.e., to the far field. Comparison 
of Equations (2-37) through (2-41) to Equation (2-19) shows that the 
former may be rewritten in terms of the far fields of the probe antenna; 
viz. , 
k ain = -(k
2-k2)B' _ + k k B' (2-42) 
z 11 y xff x y yff 
k a = -k k B- + (k2-k2)B' (2-43) 
z 12 x y xff x yff 
k a_, = k k B " _ + (k2-k2)B" c (2-44) 
z 21 x y xff y yff 
k a o o = (k
2-k2)B" _ + k k B " c (2-45) 
z 22 x xff x y yff 
a a - a a = -B' B" - B' B" (2-46) 
11 22 12 21 xff xff yff yff 
These equations are valid for those values of k > 0 corresponding to real 
directions (9,$) as defined in Equations (2-22) and (2-23); i.e., for 
2 2 2 
k + k < k . (2-47) 
x y 
Equations (2-35) through (2-46) are the desired results and are 
basically those derived originally by Kerns [1]. They show that the plane 
wave spectra A , A of an antenna can be obtained from measurements made 
x y 
on a plane close to the antenna provided that the far fields B ,.,_, B 
xff yff 
of the probe antenna are known. The results obtained in this manner are 
valid for only those values of k and k specified in Equation (2-47). 
The corresponding far fields of the test antenna follow from Equations 
(2-19) through (2-21). Also, the Quantities B and B follow from 
x y 
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Equations (2-19) through (2-21) and measurements made in the far field 
of the probe antenna. 
Joy [4] observed that the voltage received by the probe, as in 
Equation (2-24), can be written succinctly as 
V , ( x , y , z ) = 
1 o o o 
+°° r+°° - j k z - j (k x +k y ) 
(k A - B ' e Z ° ) e X ° y ° dk dk (2-48) 
j z x y 
— OO •> — C O J 
where 
A = xA + yA + zA 
— x y z 
(2-49) 
B* = - x B 1 + yB ' + zB ' 
— x y z 
(2 -50 ) 
Joy further observed that the exponential factor 
/k 2-" 2-- 2 
" j kz Zo / 
-jz  -(k +k 
o x y 
/ 2 2 2 
•z /(k +k )-k 
o x y 
,2,2 ,2 k +k < k x y 
,2,2 2 





acts to limit the wavenumber extent of the quantity in parentheses in 
the integrand of Equation (2-48); i.e., the voltage received by the probe 
as it traverses the z = 0 plane in Figure 2-1 is essentially wavenumber-
limited to a region R, defined b y | k | < k , |k | < k . Hence, by 
k x xmax y ymax 
Shannon's sampling theorem [5], the received voltage can be represented 
by its samples spaced equidistantly in x and y at spacings 
27 
Ax = TT/k (2-53) 
xmax 
Ay = Tr/k (2-54) 
ymax 
Indeed, since A vanishes outside the region R , it can be expanded as a 
Fourier series A, (k ,k ) 
lp x y 
+°° +°° j (mAxk +nAyk ) 
A (k ,k ) = I I a e X y (2-55) 
lp x y u u mn 
•c J m=-°° n=-°° 
where 
-j(k mAx+k nAy) 
A n (k ,k )e
 X Y dk dk 
mn 2k • 2k , 1 x y x y 
xmax ymax J JRk 
V (mAx,nAy) (2-56) 
4k k l 
xmax ymax 
Since A is the periodic repetition of A , the latter can be obtained 
lp 1 
from the former by multiplication of Equation (2-55) by the rectangular 
pulse function 
1 - vy^ 
P R ( V k , = < (2 -57 
k 0 , o t h e r w i s e 
i . e . , 
+°° +<» j (mAxk +nAyk ) 
A (k ,k ) = P (k ,k ) y J a e Y (2 -58) 
1 x y R x y ' " u mn 
k m=-ca n=-ca 
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A representation of the measured voltage Vn (x ,y ,z ) in terms of 
1 o o o 
its samples is obtained by taking the Fourier transform of Equation (2-55) 
and convolving the result with the Fourier transform of P . In the 
\ 
first instance, there results 
2 +co +oo 
F{A, } = - —. J J V (mAx,nAy)6(x -mAx,y -nAy) (2-59! 
l p k • k u L 1 o o 
xmax ymax m=-°° n=-°° 
where 6 r e p r e s e n t s t he Dirac d e l t a f u n c t i o n . The Four i e r t r ans fo rm of 
P i s [19] 
\ 
2 s i n ( x k ) 2 s i n ( y k ) 
F { P } =
 o x m a x . o j m a x _ _ 
Carrying out the convo lu t ion y i e l d s 
+ 0O +0O 
. 2 
V \ (x ,y , z ) = (2TT) y F [Vn (mAx,nAy) 
l o o o u u l 
m=_co n=-°° 
sin(k x -mir) sin(k y -niT 
xmax o m ymax o 
(k x -nm) (k y -nir) 
xmax o ymax o 
(2-61) 
which is the desired result. 
Equations (2-55) and (2-61) show that the measured response of the 
probe need not be recorded for every (x ,y ,z ) but only at discrete 
o o o 
points which are integer multiples of Ax and Ay. Strictly speaking, how-
ever, an infinite number of samples is required to determine A exactly 
at each point (k ,k ) as indicated by the infinite summations in these 
x y 
equations. The use of only a finite number of terms is tantamount to 
truncating the probe response V (x,y) at the boundaries of the region R 
i xy 
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to produce a spatially-limited function V (x,y) that cannot be also 
wavenumber-limited. Consequently, when the samples of V (x,y) are used 
in Equation (2-55), there results a Fourier transform A„(k ,k ) which 
£ x y 
is an "aliased" version of the true spectrum A„ (k ,k ) of V\ (x,y) [34] ,-
£ x y £ 
viz. , 
P (k ,k ) °° °° 
A.(k ,k ) = . * Y - I I A.(k + 2pk ,k + 2qk ) (2-62) 
£ x y AxAy u u £ x xmax y ymax 
p=_co q=-co 
where the function P(k ,k ) is equal to unity for (k ,k ) inside R, and 
x y J x y k 
is equal to zero elsewhere. The resulting spectrum A is corrupted by 
components of A(k ,k ) which are non-zero for [k I >k , Ik I > k 
x y ' x' xmax ' y' ymax 
For example, at the point k =k /2, k = k /2, the spectrum is 
x xmax y ymax 
given by 
A0 (k /2,k /2) = A0 (k /2,k /2) i xmax ymax it xmax ymax 
5k -3k k 
~ . xmax . .„, ~ . xmax ymax, 
+ Ar ( , k /2) + A 0 ( , -̂ -r ) 
I 2 ymax i 2 2 
k 5k k -3k 
~ xmax ymax ~ xmax ymax, 
+ A £ ( 2 ' 2 } + Al[ 2 ' 2 ' 
(2-63! 
where the corruption of the true spectrum A at the desired point by com-
ponents at the "aliased" wavenumbers is obvious. It should also be noted 
that the desired spectrum A„(k ,k ) can in no way be recovered exactly 
£ x y 
since it is lost when the wavenumber-limited function V (x,y) is truncated 
30 
to the finite region R 
xy 
The uncertainties introduced in the measured spectrum by the finite 
measurement area and by the aliasing effects resulting from sampling a 
nonwavenumber-limited function are manifestations of the uncertainty 
principle [23]; viz., a function and its Fourier transform cannot be 
limited in extent simultaneously in the two domains. A method of analy-
sis which makes possible a better understanding of the uncertainty rela-
tions and which more clearly identifies the sources of errors is required 
in order to establish criteria for the selection of probe antennas which 
minimize these errors. 
2.4 Optimum Probes 
An optimum probe is defined here as one which minimizes the error 
in the measured spectra A,(k ,k ) and A^(k ,k ) as given by Equations 
l x y 2 x y 
(2-29) and ( 2 - 3 0 ) . The m e a s u r e of e r r o r t o be u sed i s t h e mean s q u a r e 
e r r o r (MSE) g i v e n by 
MSEn (A (k ,k )) = 
00 ,.00 
A , ( k ,k ) - An (k ,k ) I
2 d k dk (2-64) 
- c o J _ c o 
£ £ x y j  £ x y £ x y X Y 
where £ = 1,2 and where " denotes estimate. In what follows is developed 
the theoretical basis for the determination of the estimate A which 
minimizes Equation (2-64). From these results, the characteristics of 
the optimum probe will then be deduced for arbitrary measurement situa-
tions involving different types of measurement antennas. 
The measured spectrum A is essentially zero outside the region R of 
the wavenumber plane due to the wavenumber-limiting action of the expo-
nential factor in Equation (2-52) . Therefore, this two-dimensional spectrum 
can be expanded on R in a series of products of two complete sets of 
one-dimensional functions [31]; viz., 
CO CO 
Aa (k ,k ) = I J a ip (k )ij> (k ) . (2-65) 
I x y r, ~ mn m x n y 
1 m=0 n=0 y 
The basis functions y , y need not be orthogonal on the region R. , but 
m n K 
computations are facilitated if they are. The region R is defined by 
|k | < k , |k | < k 
x xmax y ymax 
The most common one-dimensional functions to use in Equation 
(2-65) are the complex exponential functions shown in Equation (2-55), 
whereupon Equation (2-65) reduces to a Fourier series with coefficients 
given by Equation (2-56). 
Another choice of basis functions ~4> , \b is a scaled version of 
m n 
the prolate spheroidal wave functions S described in Appendix A [22-
27]. These scaled versions are defined by 
S (c ,k /k ) 
, , ? , on x x xmax ,„ r r . 
y (c ,k ) = ~ ~ m 2-66 
m X X v ^ 
xmax 
S (c ,k A ) 
* ( c , k , = °" y y r"
a * (2-67) 
n y y / k — 
ymax 
Corresponding to these functions are their scaled counterparts in the xy 
domain; viz., 
S (c ,x/x ) 
i / \ on x max 
y (c ,x) = (2-68) 
m x / 
vx 
max 
S (c ,y/y ) 
„ (c ,y) = -sn-JL »«_ (2.69) 
n y / y — 
max 
where the finite region R is defined by |x| < x and |y| < y . The 
xy max max 
parameters c and c are arbitrary constants which are set equal to the 
quantities given below in order to effect a Fourier transform relationship 
between the functions defined in Equations (2-66) through (2-69); i.e., 
c = x k (2-70: 
x max xmax 
c = y k (2-71) 
y max ymax 
The function i» (c , k ) satisfies the integral equation 
m x x 
x 
r max ]k x 
/c~ v if; (c ,k ) = (p (c ,x)e X dx (2-72) 
x xnTn x x rn x J -x 
max 
while ty (c ,x) satisfies the similar equation 
n x 
k 
^ r xmax - j k x 
/ c ~ v i> (c ,x) = I ip (c ,k ) e X dk (2-73) 
x x n n x I n x x x 
J - k 
xmax 
where v , n=0,l,..., are eigenvalues of the integral equation and where 
xn 
* denotes complex conjugate. The functions also satisfy the following 
integral equations on the (-00,00) interval: 
c v y 'J/ (c ,k )p (k ; x xn xn n x x kmax x 
/c v*y \|;(c,x)p (x) = x xn xn n x xmax 
00 jk x 
i> (c ,x)e X dx (2-74) 
n x 
— CO 
f™ -jk x 
ty (c ,k )e X dk (2-75! 
n x x x 
— CO 
In the above equations, p (k ) represents the rectangular window func-
•KTQciX X 
tion whose value is unity for |k | < k and is zero elsewhere. 
x xmax 
The functions ty (c , k ) are doubly orthogonal on the intervals 
n x x 
(-k ,k ) and (-00,00) , and the functions \b (c ,x) are doubly orthogonal 
xmax xmax n x 




^ (c ,k )i|/ (c ,k )dk = A 6 (2-76) 
m x x n x x x x n m n 
- k 
xmax 
i> (c ,k )\\> (c ,k )dk = A y 6 = 6 (2 -77) 
m x x n x x x xn xn mn mn 
— CO 
where 6 is the Kronecker delta. In accordance with established conven-
mn 
tion [26], the functions 4> . are normalized to unity on (-00,00) s o that 
Y = 1/A (2-7! 
xn xn 
The positive real constants A are eigenvalues of an iterate [22 
^ xn 




X (c ) = — - |v I (2-79) 
xn x IT ' xn' 
The eigenvalues v are either real or imaginary according to whether n 
is even or odd; i.e., 
v = jniv i (2-80) 
xn xn 
Two other useful relations are 
34 
c v = i 
x xn xn 
! n /2^A ( 2 - 8 i : 
c v = ( - j ) /2TTX 
x xn xn 2-82) 
It follows from the above that 
(-j)n/2^A is (c ,x) ++ ty (c ,k ) P i (k ! xn n x n x x kxmax x 
(2-83: 
comprise a Fourier transform pair. Similar relations hold for the func-
tions of y and k . 
Y 
The coefficients a in Equation (2-65) can now be determined using 
mn 
the orthogonality of the basis functions. Multiply both sides of Equation 
(2-65) by ip (k )\b (k ) and integrate both sides to obtain (c , c suppres-








An (k ,k )ii> (k )i\) (k )dk dk £ x y p x q y y x 
00 °° r xmax 
I I a 
r, ~ mn , 
m=0 n=0 J-k 
k 
ip (k )\l> (k )dk 




\p (k )\l> (k )dk 
q y n y y 
ymax 
(2-84) 
where the order of integration and summation on the right hand side has 
been interchanged. From Equation (2-76), 
mn A A 
xm yn J 
k k 
xmax (• ymax 
-k -k 
xmax ymax 
A (k ,k )\l> (k )ty (k )dk dk (2-85) 
£ x y m x n y y x 
The Fourier transform of A (i.e., the measured probe response 
V„) may also be expressed in terms of the same coefficients a . Apply 
£ ran 




xmax r ymax 
-k -k 
xmax ymax 
-j (k x+k y) 
An (k ,k )e
 y dk dk 
£ x y y x 
oo co 






ty (k )e X dk 






\i> (k )e Y dk n y y 
2-86) 
where the order of integration and summation has been interchanged. 
Using Equation (2-73) in the right hand side of Equation (2-86) yields 
OO CO 
. , m+n v , ( x 'Y) = I I a M ) 2Tr^ * ^ < x ^ (y) 




Hence, the probe response V and the corresponding spectrum A can both 
X/ X/ 
be expressed in terms of the same coefficients a 
mn 
The coefficients a can also be obtained from knowledge of V„ 
mn £ 
over the infinite xy plane as shown below. Since the basis functions 
ty (x) , IJ  (y) are each orthogonal on (-00,00) , VA can be expressed as m n £ 
00 00 
Vx,y> = I £ b m A ( x , V y > (2-88) 
m=0 n=0 
where the coefficients b follow from the orthogonality relation in 
mn 




— CO J — 0 0 
Also, since the basis functions are orthogonal on (-x ,x ) and 
max max 
(-y 'V )/ the coefficients b can be determined by 
max max mn 
mn X A 
xm yn ' -x 




Comparison of Equations (2-89) and (2-90) shows that a and b are 
mn mn 
related by 
b = a (-j) 2TT/A ~ (2-91) 
mn mn xm yn 
Equations (2-89) and (2-90) show that the coefficients b (and, hence, 
mn 
a ) can be determined from knowledge of V„(x,y) only over the region R 
mn £ xy 
defined by |x| < x , lyl ^ y ; i.e., the function V (x,y) can be 
max max I 
determined everywhere on the xy-plane from knowledge of its values over 
only the finite region R . This truth is a consequence of the fact that 
the (inverse) Fourier transform of V is zero outside R^; hence, V 
is an entire function [18] of the (complex) variables x, y whose values 
in one region of the complex x and y planes can, in principle, be deter-
mined by analytic continuation from a known region [31]. The spheroidal 
37 
functions \\) , \\) provide a practical means of implementing such continua-
tion; however, as a general observation, such continuation requires a 
greater degree of precision in the raw data than is normally available 
[31] . 
The expansion in Equation (2-38) suggests that V (x,y) can be 
approximated by a finite number of (M+l)(N+l) terms; i.e., 
M N 
V. (x,y) = I I b ip (x)ij, (y) (2-92; 
I u ^ u „ mn m n 
m=0 n=0 
where M and N are finite integers. The mean square error of this estimate 
is 
,<X> (.00 
A ^ = |V£(x,y) - V£(x,y)|
2dxdy (2-93) 
•" - c o J — c o 
Substituting Equations (2-88) and (2-89) into Equation (2-93), combining 
the summations, and interchanging the order of integration and summation 
yields 
CO CO CO 0 0 
2 A 1 T = I I I I
 b b" I ^ < x ^ ( * ) d x 
M M *-• L, L, L. m i - , y~\r~r r\ 
m = M ' n = N ' p = M ' q = N 
4> ( y ) i | ; ( y ) d y 
MN , , , . mn p q m p n q 
m=M ' n=M ' o=M * rr=M ' ^ ^ J - co c J -co ^ 
( 2 - 9 4 ! 
where M1 denotes (M+l) and N' denotes (N+l), and where the relation 
J* a ip I = ([ a H ( f M ) = f J" a a 'J; ̂  (2-95) L mm' L mm L p p L L m D m p 
m m p m p 
has been used. The integrals in Equation (2-94) are given by Equation 
(2-77); hence, the quadruple summation reduces to a double summation and 
the mean square error is given by 
OO CO 
A2 = y y lb I2 (2-96) 
MN L^. LMt ' mn
1 
m=M' n=N' 
The voltage response V (x,y) of the probe at each point (x,y) on 
X/ 





V X' y ) = Re(zl (2~97) 
where Z is the load impedance of the probe when receiving. Although 
this quality is not the power density in the fields emanating from the 
test antenna, it may be interpreted as a measured power density so that 
the total measured power is given by the surface integral of Equation 
(2-97) over the entire xy-plane. For simplicity, the denominator of 
Equation (2-97) will be set equal to one ohm so that the power density 
i i 2 and |V I will be synonomous in what follows. This artifice is used to 
JC 
justify such synonomity and to simplify the semantics. 
To obtain an upper bound on the mean square error given by Equation 
(2-96), first compute the power P^ of V (x,y) as 
P = 
CO 00 
2 V (x,y)I dxdy = Y I lb I (2-98) 
mn 
-co J -co m=o n=0 
by following the procedure leading up to Equation (2-96). Next define 
39 
2 I I 2 
a measure e of the concentration of V„ ' as 
xy ' £ ' 
, 2 
V (x,y)| dxdy 
- ^ — 4 1-e 2 (2-99) 
P — xy 
It is easily shown by following the procedure leading up to Equation 
(2-96) that 
» r OO OO 
|v0 (x,y)|
2dxdy = I I |b |2\ X (2-100) 
1 £ ' ^ ^ ' mn' xm yn 
JR J m=0 n=0 T 
xy 
Combining Equations (2-98) through (2-100) yields 
OO CO 
P e2 = J" y lb | 2 ( 1 - X X ) ( 2 - 1 0 1 ! 
00 xy ^ ^ mn' xm yn 
r m=0 n=0 7 
2 
It is clear that P e is the portion of the power of Vn (x,y) 
00 xy £ 
that is not contained in the region R ; i.e., the "unconcentrated" oart 
xy 
of the power of V . To show that this unconcentrated part of the power 
2 
is proportional to an upper bound on the mean square error A , consider 
the inequality 
CO OO CO 0 0 
( i - x x ) y y ib i < y y lb i 2 a - x x ) . (2-102) 
XM YN , , mn' u^ u^ ' mn' xm yn 
1 m=M' n=N' m=0 n=0 
This inequality can be established by making a term-wise comparison and 
by using the ordering of the eigenvalues [22] 
^ , > X > X > 
xO xl x2 
(2-103) 
40 
A _ > A > X > . . . (2-104; 
yO yl y2 
It then follows from Equations (2-96) and (2-102) that 
^ 2 
oo oo P £ 
2 r- y i i 2 oo X V 
\™ = 1 I b ^ --> i T (2-105) 
M N ^ . ^ - ' m n 1 1 - X X 
m=M n=N' xM yN 
where M and N are finite integers to be determined below. 
Landau and Pollack [24] have established a bound on the eigenvalues 
appearing in Equation (2-105) while establishing the intuition that a time 
signal g(t) known for |t| < T/2 and bandlimited to W = ft/2iT Hz (ft rad/sec) 
can be represented by 2WT = ftT/7T samples. They established the bound 
that for any T > 0, 
A[2WT] +1
< C ) S - 9 1 5 ( 2- 1 0 6 ) 
where [2WT] means the greatest integer less than 2WT. They show that the 
2 
mean square error 5 is bounded by 
r+co [2WT]+1 
[2WTH1- |g(t) " I V n ' ^ ' I ^ ^ Y r (2-107) 
J+» n=0 
where c may be taken as 12; i.e., 
2 2 
£ T £ T 2 
< 12 £ . ( 2 - K 
l ~ A l 2 W T ] + l " "
 X ~ - 9 1 5 " 
In the development, g(t) was normalized so that P = 1, and the value of 
c was established as 
41 
T 2TTWT 
c = ft - = — 5 — = TTWT . (2-109) 




X (x • k ) < .915 (2-110) 
xM max xmax 
X (y • k ) < .915 (2-111) 
yN max ymax 
It then follows that for 
M = [- x k ] + 1 (2-112; 
IT max xmax 
N = [- y k ] + 1 (2-113' 
TT max ymax 
2 
the mean square error A is bounded by a quantity which is proportional 
to the unconcentrated part of the power of V ; i.e., 
2 
o e p o 
Z XV °° Z 
A^r - ~i T 1 < 6- 1 5 e p • (2-114) 
MN 1 - A A xy °° 
xM yN 
This is one desired result. 
Parseval's theorem is next invoked to show that the mean square 
error in the measured spectrum defined in Equation (2-64) is also pro-
2 
portional to e . Apply Parseval's theorem to Equation (2-90) to obtain 
xy 
.- f-co »-(-oo 
i r r ] -12, 
— 2 |V£ - V j dxdy . 
( 2TT ) — °° —°° —°° ' — °° 
f + c o ,+oo 
IA„ - A I 2 dk dk (2 -115 ; 
J _ c o -1 
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where A is the inverse Fourier transform of V and is given by a trun-
cated version of Equation (2-65) as 
M N 
A.(k ,k ) = I I a 4> (c ,k )$ (c ,k ) (2-116) 
£ x y ^ ^ . m n m x x n y y 
m=0 n=0 
Combining Equations (2-115) and (2-116) yields 
+k +k 2 
r xmax r ymax _ 6.15P e 
A„ - A J dk dk < - ^ (2-117) 
1 I V x y .. . 2 
J-k J-k J (2TT) 
xmax ymax 
where the infinite limits on the integrals have been replaced with the 
finite limits since (A - A ) vanishes outside R • This is another 
desired result. 
It is concluded from Equation (2-117) that the probe* which mini-
mizes the mean square error in the measured spectrum is the probe whose 
response V. (x ,y ) is most concentrated in the finite measurement area 
H o o 
2 
R ; hence, the probe which minimizes e is the optimum probe for a 
xy xy 
particular measurement situation. 
The above conclusion is strictly true in the case of expansions 
using the prolate spheroidal wave functions but has not been established 
in the case of expansions using the usual sampling functions in the two-
dimensional case. It has been established in the one-dimensional case 
2 
that [—x k ] + 1 sampling functions will approximate a band-limited 
IT max xmax 
function in a mean square sense to within a constant times the square 
2 
root of the unconcentrated part e of the function; i.e., 
The probe enters Equation (2-117) as clarified below in Equation (2-120) 
s i n (2k x -mir) „ 
i , v r , A v xmax max i 2 _, 2 
g ( x ) - ) g(mAx) —— dx < 7T£ + e 
, , ^ r 2 ^ , n . (2k x -mrr) ' x x 
00 m < [— x k ] + l xmax max 
IT max xmax 
(2-118) 
And by Parseval's theorem, the corresponding error bound on the transform 





|G(k ) - G(k ) I dk < Tie + e (2-119) 
1 X X ' X X X 
-k 
xmax 
While a similar result has not been established in the two dimensional 
case, it will be seen from the experimental results presented below that 
the maximum power criterion does indeed lead to a probe which minimizes 
the errors in the two dimensional Fourier transform of the measured near 
field data and in the resulting probe-compensated far fields. 
A procedure for identifying an optimum probe within a specified 
class of probes is as follows. Let the vector u. represent the physical 
design parameters of the probe such that the probe spectrum B is a 
function of u_. Consequently, the probe response is also a function of 
u; i.e., 
V (x,y,u.) = 
ff -j(kx+ky) 
[(-k A(k ,k ) • B(k ,-k ,u)]e Y dk dk (2-120) 
z— x y — x y — x y 
\ 
2 
It is desired to find the set of parameters u which minimizes e in 
- xy 
Equation (2-99) for a specified measurement area R and test antenna 
xy 
as described by its plane wave spectrum A(k ,k ). Such a probe would 2 ^ — x y 
then be the optimum probe sought. 
The procedure is repeated for the other orientation (90° rotation) 
of the probe antenna. A second set of design parameters u' is then 
44 
obtained to identify the optimum probe for this measurement. If the 
parameters u. and u* are not equal, two probes within the specified class 
of probes are indicated. On the other hand, if it is desired to use 
only one probe, a compromise on the values of u. and u_* may be made so 
2 
that the probe used in each orientation almost minimizes e in each 
xy 
case. 
The above procedure caji be implemented by computer-simulation of 
the near-field measurement technique. By utilizing over-sampling and 
an extended measurement area in the xy-plane, conventional Fast Fourier 
Transform techniques can be used with negligible errors to facilitate 
calculations in the computer model. Alternatively, direct computation 
of the reaction integral for the probe response may be used. The latter 
approach was taken in this research and is described in the next chapter. 
2.5 Ideal. Probes 
The concept of an optimum probe goes hand and hand with the exis-
tence of an ideal near-field probe; i.e., a probe whose response is such 
as to produce measured plane wave spectra A , A which require no 
compensation [51] . 
In Equation (2-29), set the coefficient of A equal to zero and 
set the coefficient of A equal to a complex constant c_ . The measured 
y 1 
spectrum A for the first orientation then becomes proportional to A of 
the test antenna; i.e., 
A, (k ,k ) = c,A (k ,k } (2-121) 
1 x y 1 y x y 
and 
45 
( k 2 - k 2 ) B , ( k , - k ) + k k B , ( k , - k ) = 0 ( 2 - 1 2 2 ; 
y x x y x y y x y 
•k k B , ( k , - k ) + ( k 2 - k 2 ) B , ( k , - k ) = c k ( 2 - 1 2 3 ) 
x y x x y x y ' x y l z 
Rewriting the last two eguations at the point (k ,k ) rather than at 
x y 
(k ,-k ), and solving the resulting system of linear equations yields 
x y 
k k 
B ,(k ,k ) = - * y 0 B ,(k ,k ) (2-124) 
x' x y . 2 . 2 v x v 
and 
1-k2 
B ,(k ,k ) = c. , y n (2-125! 
y x y I k 
zn 
where normalized wavenumbers k , k are used for convenience. 
xn yn 
To identify the last two equations as the relations for a short 
electric dipole aligned with the y'-axis of the probe coordinate system, 
define a spherical coordinate system with the y'-axis as the pole. Let 
£. represent the polar (elevation) angle measured from the +y' axis, and 
let k, represent the unit vector oriented in the direction of increasing 
E,. Also, let a represent the azimuthal angle (measured from +z' toward 
+x'), and let a be the corresponding unit vector. Using rectangular to 
spherical coordinate transformations, and interpreting k , k , k as 
xn yn zn 
direction cosines, it can be shown that the elevation and azimuth compo-
nents of the far electric field (E ,.,- = 0) may be written in terms of 
rf f 







E__.(k ,k ) = - - ^ - , (2-126) 
£ff xn yn 
l ^— K K 
/-, n 2 xn y 
= /l-k B . + L 
k k 
xn yn 
E „ ( k ,k ) = /l-k B , + 1— B , (2-127) 
ctff xn yn yn x AW 
tn 
For the electric dipole oriented along the y'-axis, E is identically 
zero, and Equation (2-127) reduces identically to Equation (2-124). Sub-
stituting Equation (2-125) into Equation (2-126) results in 
AS E___(k ,k ) = c /l-k = c.sinS (2-128) 
£ff xn yn 1 yn 1 
which is just the far-field radiation pattern of a short electric dipole 
oriented along the y-axis, as was to be shown. 
Following through v/ith these relations in the measurement equations, 
Equations (2-29) and (2-30), there results 
A (k ,k ) = o A (k ,k ) (2-129! 
1 x y 1 y x y 
A„(k ,k ) = c A (k ,k ) (2-130; 
2 x y 2 x x y 
where c , c are complex constants. In obtaining Equation (2-130), the 
coefficient of A in Equation (2-30) was set equal to zero, and the co-
efficient of A was set equal to c . The resulting equations are those 
for a short electric dipole aligned with the y'-axis of the probe coor-
dinate system when rotated by ninety degrees, corresponding to orientation 
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2 of Figure 2-1. The desired plane wave spectra A , A of the test an-
x y 
tenna then follow directly from Equations (2-129) and (2-130), at least 
2 2 2 
for the case of k + k < k , which corresponds to radiating plane waves 
and the visible region of space. 
The concept of duality suggests that a small magnetic loop antenna 
should work equally well as an ideal probe to determine the magnetic 
field plane wave spectra G , G of the test antenna. To see that this is 
x y 
indeed the case, use Equations (2-16) and (2-17) to write the measurement 
equations in terms of magnetic field plane wave spectra as 
G. (k ,k ) = n* ( G (k ,k ; 
1 x y ] x x y 
( k 2 - k 2 ) G , (k , - k ) - k k G , (k , - k ) n 
y x p x y x y y p x y 
k 
+ G (k ,k ) 
y x y 
k k G , (k , - k ) - ( k 2 - k 2 ) G , (k , - k ) 
x y x p x y x y ' p x y 
J 
(2-131) 
G (k , k ) = n ; G (k ,k ) 
2 x y ] x x y 
- k k G , (-k , - k ) - ( k 2 - k )G , (-k , - k ; 
x y x p y x y y p y x 
G (k , k ) 
y x y 
L 
- ( k 2 - k 2 ) G , (-k , - k ) - k k G , (-k , - k : 
x x p y x x y y p y x 
(2-132) 
where G , , G , denote the (magnetic) plane wave spectra of the probe. 
x'p y'p 
By following the same procedure as that used above for the electric di-
pole, and recognizing that a magnetic dipole (loop) oriented with its 
moment aligned with the y'-axis in the probe coordinate system produces 
a magnetic far field having only an elevation component, there results 
for the measurement equations, 
G.(k ,k ) = d_G (k ,k ) (2-133) 
1 x y 1 y x y 
G (k ,k ) = d0G (k ,k ) (2-134) 
2 x y 2 x x y 
where d and d are complex constants. The desired plane wave spectra 
G , G of the test antenna follow directly from the above equations, for 
2 2 2 
the case of k + k < k . The far magnetic field components H„,_,_(k ,k ) 
x y ^ r £ff x y 
follow from the use of G , G in Equation (2-19) in lieu of A , A . 
x y x y 
It is interesting to observe that the measurement equations can 
also be written using electric field quantities for the test antenna and 
magnetic field quantities for the probe; viz., 
A fk ,k ) = - k n [ A (k ,k )G (k , - k ) +A (k ,k )G , (k , - k ) ] (2 -135) 
I x y x x y y p x y y x y x ' p x y 
A (k ,k ) = -kn [A (k ,k )G , (-k , - k ) - A (k ,k )G , ( -k , - k ) ] 
2 x y x x y x ' p y x y x y y ' p y x 
(2-136) 
A n o t h e r c o m b i n a t i o n i s a l s o p o s s i b l e . 
It is concluded from the above results, and is intuitively obvi-
ous, that either an infinitesimally small electric-dipole or magnetic-
dipole antenna constitutes an ideal near-field probe. This conclusion 
is based on the assumption that the measured spectra A , A or G , G 
1 2 1 ^ 
are obtained without error by inverse Fourier transformation of the 
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measured probe response over the measurement area. Due to the finite 
size of the measurement area and spatial sampling of the field over this 
area, errors will be introduced into the values obtained for these 
spectra. The results of the last section strongly indicate that the 
near-field probe whose response is most concentrated in the given measure-
ment area will produce a spectrum having the least (mean square) error. 
Since ideal dipoles respond to the field at a point, it is felt that 
their responses would be less concentrated than those of more directive 
probes and, hence, less desirable in some practical instances. 
It is recognized that for large measurement areas and/or for 
test antennas which radiate insignificant amounts of power at angles far 
from the normal to the measurement plane, the probe used is indeed arbi-
trary. Whereas one probe may produce a more concentrated response, the 
difference may be so slight as to produce unnoticeable effects in either 
the measured spectra or predicted far fields. It is in those cases where 
the measurement area is restricted in size, and/or the test antenna 
radiates significant power at wide angles, that an optimally designed 
probe may produce significantly better end results. The extent to which 






This chapter presents a mathematical analysis of the near-field 
measurement technique and the results of the computer simulations done 
to demonstrate the existence of an optimum probe and to identify the op-
timum design parameters of rectangular horn probes used to measure a 
phased array antenna. The basic analysis uses the Lorentz reciprocity 
theorem to determine mathematical expressions for the response of the 
probe antenna when in the near field of the test antenna. Direct inte-
gration of the reaction fields on the probe aperture is used. A model 
for a phased array antenna consisting of a triangular lattice of circu-
lar waveguide elements is presented. Mathematical models for the fields 
radiated by the probes, based on Schelkunoff's equivalence theorem, are 
also presented. Computer calculations of the various probe responses 
are presented in support of the determination of optimum probe design 
parameters. 
3.2 Analysis of Near-Field Probe Response 
The voltage received by the probe antenna in the near field of the 
test antenna can be developed from the Lorentz reciprocity theorem [43]. 
Consider the two antennas shown in Figure 2-1 of the preceding 
chapter. It is desired to determine the response of Antenna "b" (the 
probe) when Antenna "a" (the test antenna) is energized. This response 
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will be a function of the position of Antenna "b" in the unprimed 
(reference) coordinate system as expressed by the position vector 
r = xx + yy + zz . (3-1) 
—o o ^o o 
The primed coordinate system is fixed with respect to Antenna "b" and is 
oriented such that the z-axis and the z'-axis are always parallel and 
anti-directed. Surface S is changed for this analysis from the infinite 
z = 0 plane shown to a surface that coincides with the probe aperture and 
the surface of the probe antenna. Surface S encloses Antenna "b7" and 
that portion of S~ which extends over the cross-section of the transmis-
sion line connecting Antenna "b" to its source is denoted by S'. Hence, 
surfaces S and S enclose the source-free volume V comprised of the 
volume occupied by the flared part of the horn probe antenna. Note that 
with respect to the volume V, the unit outward normal to S (probe aper-
ture) is -z = +z'. 
Application of the reciprocity theorem to the source-free volume 
V yields 
> (E xH -E xH ) • nda = 0 (3-2) 
-a -b -b -a 
bl b2 
where 
E ,H are the fields produced on the surface S = S +S„ 
—a —a 1 2 
when Antenna "a" is energized (and Antenna "b" 
is passive) 
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E, ,H, are the fields produced on the surface S = S +S„ 
—b —b 1 2 
when Antenna "b" is energized (and Antenna "a" 
is passive) 
n is the unit outward normal to surface S 
It is tacitly assumed that surface S' coincides with the cross-
section of a uniform transmission line connecting Antenna "b" to its load/ 
generator. It is further assumed that only a single dominant transmission 
line mode exists at S' so that voltages and currents may be defined. 
These currents and voltages are then related by impedances Z and Z 
according to 
V_ = I_ Z, (3-3) 
2a 2a b 
and 
where 
Z2 = ^ b ^ b (3-4: 
V„ , I„ are the voltage and current produced at the 
2a 2a 
surface S' when Antenna "a" is energized; 
i.e., the voltage and current "received" by 
Antenna "b" 
V n̂ ,I„, are the voltage and current produced on S' 2b 2b 2 
when Antenna "b" is energized. 
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The single surface integral in Equation (3-2) can be written as 
two surface integrals over S and S separately. It can be shown [43] 
that the only contribution to the integral over S comes from S", and 
the only contribution to that over S, comes from the probe aperture S 
1 ap 
Hence, Equation (3-2) can be rewritten as 
f (E xH -E, xH ) * z'dx'dy' ; S —a —b —b —a 
ap 
+ [ , (E xH -E, xH ) • (-z')dx'dy' = 0 J S ' —a —b —b —a 
(3 -5 : 
The integral over S' can be written in terms of voltages and currents on 
the transmission line as 
_, ( E x H - E x H ) • (-z')dx'dy' = V I., + V_, I 
S' —a —b —b —a 2a 2b 2b 2a 
(3-6) 
Using Equations (3-3) and (3-4) in (3-6) yields 
V„ I_ + V I = V V. 
Zo+Zv, , 2 b, 
2a 2b 2b 2a 2a 2b Z Z 
2 b 
3-7) 
where V" is recognized as the voltage Vn (x ,y ,z ) received by the probe 2a 1 o o o 
when the test antenna is energized. Hence, 
V.(x ,y ,z ; 
1 o o o 
Z2 Zb 
V_, (Z +Z, ) 
2b 2 b 
(E xH -E xH ) • z'dx'dy' 
S —a —b —b —a 
ap 
3-8) 
which is one desired result 
Whereas the voltage V is a function of the probe position 
(x ,y ,z ), it is assumed that the quantities in the brackets in Equation 
o o o 
(3-8) are not; i.e., it is assumed that the two antennas are sufficiently 
separated and/or present sufficiently small scattering cross-sections 
such that the effects of scattering on the aforementioned quantities are 
negligible. Hence, the bracketed term in Equation (3-8) will be treated 
as a complex constant and absorbed into the voltage V ; viz., 
V. (x ,y ,z ) = 
1 o o o 
(E xH -E, xH ) • z'dx'dy' (3-9) 
S —a —b —b —a 
ap 
The evaluation of Equation (3-9) requires determination of the 
tangential components of the fields E , H and E , H, on the probe aper-
—a —a — D —b 
ture surface S . Let (x',y',0) be the probe coordinates of a point in 
ap 
the probe aperture. Let (x ,y , z ) be the location in test antenna co-c o Jo o 
ordinates of the origin of the probe coordinate system. Let (x ,y ,0) 
e e 
be the coordinates of the location of a radiating element in a phased 
array of such elements as depicted in Figure 3-1. Then for the first 
orientation of the probe, the point (x',y',0) may be expressed in test 
antenna coordinates as (x ,y ,z ) where 
x = x -x' (3-10) 
y 1 = y0+y' o-n: 
zi = zo • (3"12 
The position vector r_ between the radiating element and the point in the 
probe aperture is given by 
55 
Figure 3-1. Geometry for Analysis of Response of Rectangular 
Horn Probe in Near Field of Phased Array Test 
Antenna. 
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r = x(x -x'-x ) + y(v -y +y') + zz (3-13) 
— o e o e o 
From Equation (3-13), the distance r= |rj and the direction cosines 
(k , k ,k ) may be obtained directly for use below in computing the 
XG V6 ZG 
field at (x'/y'/O) due to the radiating element. 
The integrand in Equation (3-9) may be evaluated by carrying out 
the vector multiplications with all fields expressed in the probe co-
ordinate system to yield 
V.(x ,y ,z ) = I (-E H ,-E H ,-E, ,H -E, ,H )dx'dy' (3-14) 
1 o o o J S ax by ay bx bx' ay by ax 
where the test antenna field components E , E , H , H are to be 
ax ay ax ay 
evaluated at (x ,y ,z ) given by Equations (3-10) through (3-12). When 
the probe is rotated ninety degrees, as indicated in Figure 2-1, the 
received voltage V is given by 
V_(x ,y ,z ) = 
2 o o o 
(E H ,-E H ,-E,_ ,H +E,_ ,H )dx'dy' (3-15! 
S ay by ax bx bx' ax by ay 
ap 
where E , E , H , H are to be evaluated at 
ax ay ax ay 
x0 = x +y» (3-16) 
2 o 
y„ = y +x' (3-17 
2 o 
z_ = z (3-18) 
2 o 
To clarify matters, it is noted that for the first orientation of the 
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probe, E_ may be written in terms of the probe coordinate system as 
a 
E (xn,yn,zn) = -x'E + y'E - z'E (3-19) 
—a 1 1 1 ax ay az 
and for the second orientation, 
E (x ,y ,zn) = x'E + y'E - z'E (3-20) 
—a 2 2 2 ay ax az 
The fields E , E , H , H are calculated at (x',y',0) by sum-
ax ay ax ay 
ming the contributions from each element of the phased array antenna. 
th 
Let the mn element be located at (x ,y , 0) and have complex excitation 
e e 
coefficient a . Let the element radiation (far) field be qiven by mn ^ 7 
-jkr 
E -,-(x,y,z) = j27Tk [xk A + yk A + z(-k A -k A ) ] (3-21) 
—eff r ze xe ze ye xe xe ye ye 
where A , A are the plane wave spectra associated with the element 
xe ye c ^ 
(in a ground plane) and where k , k , k are direction cosines defined r ^ xe ye ze 
by Equation (3-13) for orientation #1, and by 
r = x(x +y'-x ) + y(y +x'-y ) + zz (3-22) 
— o e o e o 
for orientation #2. For example, 
k = z /r (3-23 
ze o 
in both cases. Using the far-field relation 
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k x E « 
H „ - 6 ^ " , (3-24) 
—ef f ri 
the following expressions for the tangential fields in the probe aperture 
due to the mn array element are found: 
-jkr 
E
m n = j2?rk k A (k ,k )a (3-25) 
ax r ze xe xe ye mn 
-jkr 
E ^ = j2rrk k A (k ,k )a (3-26) 
ay r ze ye xe ye mn 
-jkr 
H ^ = j2Trk a [-k k A - (1-k )A ] (3-27) 
ax r mn xe ye xe xe ye 
-jkr 
H m n = j2Trk a [(1-k )A + k k A ] (3-28) 
ay r mn ye xe x y ye 
These field expressions are the primary fields that would exist in the 
probe aperture in the absence of the probe; i.e., they contain no 
scattered field components and, hence, consititute a first-order approxi-
mation to the actual fields. 
Let the fields in the probe aperture when the probe is energized 
be due to dominant mode excitation of the rectangular waveguide trans-
mission line with y' polarization so that E. ,, H , are identically 
1 r bx' by 
zero, and E, ,, H , are non-zero. After Silver [44], assume that En ', by bx by 
H, . are related by 
bx' 
H, , = -YE, , (3-29) 
bx by 
where y is defined by 
/ _ ( 2 ! ^ } -
2 
and where a is defined in Figure 3-1 as the wide dimension of the 
wg 
waveguide, and where T is the voltage reflection coefficient for the 
dominant mode wave in the waveguide. Let the probe aperture be sub-
divided into pq rectangular elements, each of area Ax'Ay'. Then the 
voltages received by the probe may be approximated by 
V.(x ,y ,z ) = Ax'Ay" j 7 (yEPq - H P q)E P q, (3-31) 
1 o o o J U L . ay ax by
1 
p q 
V„(x ,y ,z ) = Ax'Ay' £ £ (YE
Pq + H P q)E P q, (3-32) 
2 o o o ^ ^ ax ay by 
p q 
where the pq superscript on E , H , E , H indicate total fields 
ax ax ay ay 
-I— -L— 
at the pq point due to all radiating elements in the array. The 
fields E, ,, H, , are due only to the dominant mode wave in the waveguide 
by' bx' ^ 
although higher order modes are known to exist; hence, Equations (3-31) 
and (3-32) constitute first order approximations to the received voltages 
for the two orientations. 
Evaluation of Equations (3-31) and (3-32) require explicit ex-
pressions for the field quantities on the surface S as presented in 
the following two sections. 
3.3 Mathematic Model of Rectangular Probe Antennas 
For small horn antennas and open-end waveguides, it must be assumed 
that both electric current sources z' xH. and magnetic current sources 
—b 
z x E are present to represent the radiating aperture using the equiva-
—-b 
lence theorem. Using only z' x E_ is tantamount to assuming that the 
radiator is mounted in an infinite ground plane of perfect conductivity 
over which z1 x E_ is zero except in the probe aperture. In such case, 
no x or y component of the radiated electric field is possible in the 
z' = 0 plane and does not conform to physical observations. The use of 
the electric current sources z' xH gives rise to such field components 
as are actually observed. But since H, is assumed related to E, for 
H D H D 
dominant mode waveguide excitation by 
H, = yz' xE, , (3-33) 
—b, —b, 
tan tan 
it follows that only E , need be known for the probe aperture. 
After Collin and Zucker [45], the aperture electric field for a 
rectangular horn antenna with positive flare angles in both H-plane 
(y1 = 0 plane of Figure 3-1) and E-plane (x* = 0 plane) and for dominant 
mode excitation is given by 
-j(ky2/2p ) -j(kx2/2p ) 
E u = E e
 Y cost-)e X . (3-34! 
by' o a 
The radii p and p are related to the flare length £ in Figure 3-1 by 
x y 
a 




P = _ P Q (3-36) 
y 2sin6 
Y 
The flare angles 9 and 8 are given by 
)x = t a n - i ( !£%) 
b -b 
) = tan ( P W g) (3-38) 
y 2£ 
where the other variables are defined in Figure 3-1. 
For a zero or negative flare angle in either plane, the corres-
ponding exponential factor in Equation (3-34) reduces to unity so that 
the phase of the aperture field becomes uniform in that direction. A 
zero flare angle corresponds to an open-end waveguide radiator with aper-
ture dimensions a = a , b = b . A negative flare angle corresponds to 
p wg p wg r 
a dielectric-loaded waveguide with aperture dimensions a < a , b < a 
p wg p wg 
for the case of reductions in both dimensions. For negative flare angles, 
the parameter y which relates E, , and H , is given by r by' bx1 -* 
l ^ 
e 
( i - n 
n ( i+n Y = ~ -.-.r, • (3-39) 
where A , r\ are the values in the dielectric material which fills the 
e e 
waveguide; i.e. , 
A 
A = -^- (3-40) 
e /T 
r 




where e is the relative dielectric constant of the waveguide filler 
r 
material. 
The far radiation field of the probe antenna can be found in terms 
of the Fourier transform of the electric and magnetic aperture fields 
using the plane wave expansion theory presented in Section 2.2 of the 
preceding chapter. Dropping the prime on the probe coordinate system, 
define 
B (k ,k ) A. ~ J 





 X y dxdy (3-42' 
S x 
1 r j(k x+k y) 
B (k ,k ) A I E (x,y,0)e Y dxdy (3-43) 
y x y = m \2 J s y 
(2TT) ; ap 
as the usual plane wave spectra associated with E , E (magnetic current 
x y 
sources). Similarly, define 
r j(k x+k y) 
G (k ,k ) 4 H (x,y,0)e Y dxdy (3-44! 
X X Y (2v)Z Jbap X 
r j(k x+k y) 
G (k ,k ) A I H (x,y,0)e y dxdy (3-45) 
y x y = „ S y 
( 2 T D 2 a i ? 
as the corresponding plane wave spectra associated with the aperture 
magnetic fields; i.e., with the electric current sources. Then using 
Equations (2-19) and (3-24), it is found that the total far fields of the 
radiating aperture due to both tangential electric and magnetic fields 
are given by 
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2 2 
E ^ ( k ,k ) = x[k B +nk k G +n(k -k )G ] 
-—ff x y z x x y x X Y 
2 2 
+y [k B - n ( k - k )G -nk k G ] 
z y y x x y y 
z [ -k B -k B +nk k G -nk k G ] 
x x y y y z x x z y 
(3-46) 
H _ ( k ,k ) 
—f f x y 
2 2 
k k (k - k ) 
x [ k G ^ - ^ B — B ] 
z x n x n y 
2 2 
(k -k ) k k 
" r, Y x y . 
+y[k G + — B + B . 
z y n x n y 
k k k k 
+z[ -k G - k G ^—^ B + X B ] 
x x y y n x n y 
(3-47) 
In the special case of dominant mode waveguide excitation where K and 
H. are related as in Equation (3-33), the above general expression 
—D 
specialize to the following expressions applicable to the present work: 
2 2 
E - . ( k ,k ) = x[B (k +yn(k -k ) + B (-ynk k )] 
—ff x y x z x y x y 
2 2 
+y[B (-ynk k ) + B (k +yn(k -k ) ) ] 
x x y y z y 
+z[B (-k -ynk k ) + B (-k -ynk k )] 
x x xz y y yz 
(3-48) 
2 2 
k k k - k 
H _ ( k ,k ) = x[B (- ~2L^~) + B (-yk - ) ] 
—ff x y x n y z n 
2 2 
k - k k k 
+y[B (yk + £) + B ( - ^ ) ] 
x z n y n 
+z[B (-yk 
k k 
_ Y z 
x y n 
k k 
+ B ( y k + *-) ] 
v x n 
(3-49) 
For the class of rectangular horn probe antennas considered, the 
plane wave spectra B and B are given in the case of positive flare 
angles by [45] 
B (k ,k ) = 0 
x x y 
(3-50) 
B (k ,k ) = T (k )T (k ) 





I (k )=/ 
1 xn _ / 2 
1 . 2 
J7T(—) (k + ) 
A xn 2(a/A) { ) _ }] 
P 
x, JTT ( ) (k 1 - ) 2 
+e
 X X n 2 U / A ) [CS(t4) -CS(t3) (3-52) 
and where the t. are given by 




2(^)k + 6 . -^TTT A xn I (a /A) 
P 
3-53) 
with i = 1,2,3,4 in turn, and 6. =-1 for i = 1,2, 6. = +1 for i = 3,4; and 
CS(t) is the complex Fresnel integral [46] 
CS(t) = C(t) - jS(t) = 
rt 
cos(— u )du - j 
o J o 
7T 2 
sin(— u )du 3-54) 
The function I_(k ) is given by 
2 yn 
,!*v2 '0 /X j 7T (-T̂ -) k 
X o ( k > = > . / ^ 7 - { e [CS(u ) -CS(u1)]} (3-55! 
2 yn /N/ 2 2 1 
where 
1 . b p 
u, = [(-1) -^--2(-^)k ] , i=l,2 (3-56) 
1 /2(p /A) A A y n 
y 
In the above expressions for In and I , normalized wavenumbers k , k 
1 2 xn yn 
are used to facilitate normalization of dimensions with respect to 
wavelength; i.e., 
k = k /k (3-57) 
xn x 
k = k /k (3-58) 
yn y 
For the case of zero and negative flare angles, the expression for 
B simplifies to 
Y 
a b 
COS(TT -f- k ) sin(TT -f- k ) 
B (k ,k ) = i—-22 * 7" (3-59) 
y xn yn a b 
l-(2 -P- k ) (TT -P- k ) 
A xn A yn 
At k = ±(2a/A) , the cosine term in this equation evaluates to + TT/4; 
xn 
at k = 0 , the sine term evaluates to unity. 
yn 
For the case of combinations of negative and nonnegative flare 
angles, the appropriate factors in Equations (3-51) and (3-59) may be 
combined to form the correct expression for B . For example, for the case 
of an E-plane sectoral horn and zero flare angle in the H-plane, 
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the combined expression for B is 
y 
a 
COS (77 — ^ k ) 
B (k ,k > = — ' l0(k ) (3-60) 
y x y a 2 yn 
l-(2-^k ) 2 
A xn 
Plots of the computed x and y components of the electric field 
radiated by an open-end waveguide are shown in Figures 3-2 and 3-3. The 
waveguide dimensions are those for RG-49/U waveguide; viz., a =1.8720" 
wg 
and b = .8720". The frequency of operation is 5.62 GHz. In each plot, 
wg 
amplitude is graphed in decibels as a function of normalized wavenumbers 
k , k shown in the figures (no subscript n used in the figures); i.e., 
xn yn 
k = sin0cos0 (3-61) 
xn 
k = sinGsintj) (3-62) 
yn 
where 9 is the polar angle (from +z) and <j> is the azimuthal angle (from 
+x) in the usual spherical coordinate system. The y component of Figure 
3-3 is smoothly varying as expected while the x component peaks up in 
the forty-five-degree planes containing the corners of the waveguide. 
Principal plane E-plane (k = 0) and H-plane (k = 0) patterns taken as 
x y 
cuts from Figures 3-2 and 3-3 compare favorably to those presented in 
Figure 10-4 of Silver [44]. The amplitude of k B (k ,k ) in Figure 3-2 
z x x y 
is shown relative to its own maximum value. It is offset by +25 dB with 
respect to the larger maximum value of k B (k ,k ) in Figure 3-3. 




Figure 3 -2 . Computed Amplitude of k 2 B x ( k x , k ) f o r Open-End 




Figure 3-3. Computed Amplitude of kzBy(kx,kv) for 
Open-End RG-49 Waveguide. 
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3.4 Phased Array Antenna Model 
The radiated (far) electric field for z > 0 of an array of identi-
cal elements uniformly spaced in x and y may be written as the product 
of the element pattern and an array factor [47]; viz., 
E_(k ,k ) = E __(k ,k )f (k ,k ) (3-63) 
—ff xn yn —eff xn yn xn yn 
where k , k are normalized wavenumbers equivalent to direction cosines 
xn yn 
in the visible region. Let there be N elements in each row and N 
xa ya 
elements in each column. Let these integers be odd and let the center 
element of the array be located at the origin of the coordinate system. 
Then the array factor may be written as 
N N .„ „ , 
xa ya ]2it(k x +k y ) 
xn n yn n xa y 
= I I f(k ,k ) = ) > a e
 J (3-64) 
*n yn pfx qtj. P<3 
where x , y designate normalized distances 
n n 
x = (p-P-1)(x /A) (3-65) 
n a 
y = (q-Q-1)(y /A) (3-66) 
n a 
and where x , y are the element spacings. The integers P and Q are 
a a 
given by 
P = (N -D/2 (3-67) 
xa 
Q = (N -D/2 (3-68) 
ya 
The phased array actually modeled consists of a triangular lattice 
of elements as illustrated in Figure 3-1. The excitation coefficients 
are given by 
/~2 2 
TT/X +y -J2TT(X k +y k ) 
a = cos( )e * (3-69) 
pq dn 
where a =0 for p even and q odd, and a =0 for q even and p odd in 
pq pq 
order to realize the triangular lattice from the rectangular lattice 
model. In Equation (3-69), the cosine factor provides for amplitude ta-
pering in the array (as found in the space-fed, microwave lens-type phased 
array antenna used in the measurements). The normalized wavenumbers k , 
xo 
k are used to specify the relative phasing of the elements and thereby 
produce a main beam of radiation in the direction specified by (k ,k ). 
xo yo 
The actual number of nonzero elements in the array is given approximately 
by the product of P and Q. 
Both the far-field model of Equation (3-63) and the near-field 
model of Equations (3-25) through (3-28) require the far-field model of 
the circular waveguide element of radius a, mounted in a ground plane, 
and operating in the dominant TE . mode (y polarized). After Silver [48], 
the tangential electric field in the aperture of the element, assumed to 
be identical to that in the unperturbed circular waveguide, is (inverse) 
Fourier transformed to obtain the plane wave spectra A , A required; 
xe ye 
viz. , 
nk(l+r) K aiTsin2(|) 
A (8,(j>) = -j {KJ_(K a) [J_ (ica)-J,(Ka)] 
xe ,_ K _ _ <s ±1 i J 
2k [(-±±) -sin 0] 
- K 1 1 J 2 (<a) [Jx (Ki;La) -J3 (K^a) ] } (3-70) 
n(i+r)< air 
A (6,4)) = j — {- (-)J (K..a)J. (<a) 
ye K k o 11 1 
(-r-) -sm 9 
k 
+ (^V^ll^V*^ + £ £ 2 ^ f^-)J 2
( Kil a ) ( Jl ( l C a )" J3 ( l C a ) ) 
Kll 
- (-^i)J2(Ka) (J1(K11a)-J3(Klla))]} (3-71) 
where <nna= 1.84 is the first root of J' (ica) = 0 and where J (<a) is the 11 1 m 
Bessel function of the first kind of integer order m. The spherical co-
ordinate angles G ,<b are related to the normalized wavenumbers k , k 
xn yn 
by 
-A* 2 sine = /k + k (3-72) 
xn yn 
tancf> = k A (3-73) 
Y yn xn 
The phased array model was implemented on a digital computer as 
part of the simulation of the near-field measurement technique. Three 
dimensional plots of the amplitudes of the x and y far field components 
of a circular waveguide element of radius a = .4531" at 5.62 GHz in a 




Figure 3-4. Computed Amplitude of Bx(kx,ky) for Circular 




Figure 3-5. Computed Amplitude of Bv(kx,ky) for Circular Waveguide 
Element of Radius a= .22A. in Ground Plane. 
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without a ground plane compare favorably in the principal planes with 
those shown in Figure 10.2 of Silver [48]. 
Figure 3-6 and 3-7 show the computed principal plane radiation 
patterns of a phased array having N =9 elements per row and N =17 
elements per column, and element spacings of x =1.074" and y = .620" 
a a 
at a frequency of 5.62 GHz. Since every other element has a zero ex-
citation coefficient in order to realize a triangular lattice, the actual 
number of elements is approximately one-fourth of the product N N 
xa ya 
The phases of the excitation coefficients were chosen to produce a main 
beam of radiation at 45 degrees in the H-plane, which explains the shift 
in the pattern in Figure 3-6. The reduced amplitude of the E-plane pat-
tern of Figure 3-7 is due to the fact that the beam is scanned. In each 
case, the elevation component of the far field is shown and normalized 
with respect to the peak of the main beam shown in Figure 3-6. 
3.5 Results of Computer Simulation 
A computer simulation of the near-field measurement was carried 
out to determine the design parameters of a rectangular horn probe an-
tenna which produced the most concentrated near-field response to the 
phased array antenna model just described. The design parameters of the 
rectangular probes were restricted to the aperture dimensions a and b . 
The flare length £ (see Figure 3-1) was held constant at 8.0 inches, at 
an operating frequency of 5.62 GHz. The values of a =1.8720" and 
wg 
b = .8720" are those for standard RG-49 waveguide. Values of a ranged 
wg P 
from .25A to 1.25X for a fixed value of a = .892A =a . Three additional 
p wg 
probe aperture sizes were also examined, corresponding to those of the 
7 8 i l l # 
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Figure 3-6. Computed H-Plane Power Pattern forPhased Array, 
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Figure 3-7.' Computed E-Plane Power Pattern for Phased Array. 
Antenna Model When Scanned to 45° in Azimuth. 
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three probes used in the experimental work. The separation between probe 
and test antenna was z = 1.OX in all cases. 
o 
The phased array antenna model used in the simulation employed a 
reduced number of elements; viz. , N = 5, N =9. Such a reduction was 
xa ya 
found to be necessary because of computation time requirements and the 
desire to examine a large number of probe designs. Some typical computa-
tion times for each position of the probe antenna are shown in Table 3-1. 
The number of points N , N used in the surface integration over the 
xp yp 
probe aperture also influenced computation time as indicated in the table. 
The values of N , N were selected according to the size of the aperture 
xp yp 
such that sampling in the aperture was no greater than .20A. Also shown 
in Table 3-1 are the computation times in minutes for computing the probe 
response at 64 x 64 = 4096 points as would be required in a complete 
simulation. 
The probe design data were obtained by computing the response of 
each probe in Orientation #1 at 64 sample points spaced one-third wave-
length apart along the two lines x= 0 and y= 0. Two cases of test an-
tenna phasing were considered: in one case, a main beam of radiation 
was formed at 45 degrees in the H-plane (xz-plane); in the other case, 
the main beam was formed at 45 degrees in the E-plane (yz-plane). In 
each case, one aperture dimension of the probe was held constant, and 
responses were computed for five values of the other aperture dimension. 
The simulation was not repeated for Orientation #2 of the probe since 
the response of the probe in the second position is so much reduced as 
to be much less affected by changes in the probe design parameters as 
compared to the first orientation. 

















































The results of the simulation for the case of the main beam of the 
phased array scanned to 45 degrees in azimuth (H-plane) are presented 
graphically in Figures 3-8 through 3-11. It is seen from Figures 3-8 and 
3-9 that for b held constant, increases in a result in increased con-
P P 
centration of response in the H-plane and a decrease in concentration in 
the E-plane; however, the increase in concentration in the H-plane is 
somewhat more marked than is the decrease in the E-plane. 
Figures 3-10 and 3-11 show the effects on concentration of response 
of five values of b while a is held constant. In Figure 3-10, it is 
P P 
seen that changes in b produce insignificant changes in the concentration 
of probe response in the H-plane. But in the E-plane, increases in b up 
to 1.0A produce significant increases in the concentration of probe re-
sponse. For b = 1.25A, however, the response is less concentrated than 
P 
for b = 1.0A for values of distance y > 4A as seen in Figure 3-11. 
p iJ ' 
Hence, there is a reversal in the trend of increasing concentration with 
increasing b at b = 1.0A. This reversal in trend is even more apparent 
P P 
in the next case. 
The graphical results of the simulation for the case when the main 
beam of the phased array is scanned to 45 degrees in elevation (E-plane) 
are presented in Figures 3-12 through 3-15. Referring to Figure 3-12, it 
is seen that increases in b of the probe at fixed a result in small de-
P P 
creases in the concentration of the probe response in the H-plane. How-
ever, significant increases in concentration occur in the E-plane response 
when b is increased up to 1.0A as seen in Figure 3-13. A further 
P 
increase in b to 1.25A results in a significant decrease in concentra-
P 
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Figure 3-8. Computed Probe Response Versus x at y=0 for Rectangular 
Probes with bp = .415X and Five Values of 
Array is Scanned to 45° in Azimuth. 
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Figure 3-9. Computed Probe Response Versus y at x=0 for Rectangular 
Probes with b P = . 415A and Five Values of ap When Phased 









Figure 3-10. Computed Probe Response Versus x at y=0 for Rectangular 
Probes With ap = .892A and Five Values 
Array is Scanned to 45° in Azimuth. 
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Figure 3-11. Computed Probe Response Versus y at x=0 for Rectangular 
Probes With a >2X and Five Values of 
Array is Scanned to 45° in Azimuth. 
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Figure 3-12. Computed Probe Response Versus x at y=0 for Rectangular 
Probes with a = . 892A and Five Values of b p When Phased 
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Figure 3-13. Computed Probe Response Versus y at x=0 for Rectangular 
Probes With ap = . 892A 
Array is Scanned to 45 
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Figure 3-14. Computed Probe Response Versus x at y=0 for Rectangular 
Probes with bp = .415A and Five Values of ap When Phased 
Array is Scanned to 45° in Elevation. 
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Figure 3-15. Computed Probe Response Versus y at x=0 for Rectangular 
Probes With b p = .415X and Five Values 
Array is Scanned to 45° in Elevation. 
a When Phased 
oo 
The effects of increases in probe aperture dimension a at fixed 
p 
b are shown in Figures 3-14 and 3-15. Referring to the former, it is 
seen that an increased concentration of H-plane response results from 
increases in a . There is no trend reversal at a = 1.0A. In the E-
P P 
plane results of Figure 3-15, no significant changes in the response are 
apparent. 
The salient qualitative observations made for the cases of azimuth 
and elevation scan of the main beam are presented quantitatively in 
Figures 3-16 through 3-18. For example, Figure 3-16 is a graph of the 
2 




|v (x,0)| dx 
e" = 1 - ^ ^ (3-74) 
x c 
|v (x,o)| dx 
J -co L 
2 
A similar definition holds for e when x=0. The abscissa of the graph 
is defined by 
d -d 
Q m a 
sm0 = (3-75) 
max / 2 2 /z + (d -d ) 
o m a 
where the variables are defined on the inset of Figure 3-16 for a test 
antenna aperture dimension 2d and a measurement interval dimension 2d . 
a m 
The angle 8 so defined has been put forth as the angular limit beyond 
max ^ J 
which far-field predictions cannot be relied upon for accuracy [16,17]. 
The graph of Figure 3-16 shows that the concentration of the probe 
response in the H-plane continues to increase for increases in a , even 
LEGEND 
a =>/4 b n = .415X 
P 
ap - A/2 
P 
. a„ = X 












Figure 3-16. Computed Values of Concentration Factor ex 
Versus Sin9max for Four Values of Probe. 
Dimension ap for Case of Main Beam of Phased 
Array Scanned to 45 Degrees in Azimuth. 
beyond the value of a = 1. OA . This behavior is attributed in some mea-
P 
sure to the cosinusoidal x-variation of the probe aperture field as given 
by Equation (3-24). Such an aperture function and increases in a yield 
a continued decrease in the far-field H-plane beamwidth with the appear-
ance of only miniscule sidelobes for a > 1.OA . 
P 
The significant effects of values of b on the concentration factor 
P 
2 
e for the case of elevation scan of the main beam of the test antenna 
y 
is shown in Figure 3-17. The greatest concentration of probe response is 
obtained for b = 1. OA for all values of 9 . The significant decrease 
p max 
in concentration for b = 1.25A is attributed to the approximately uni-
form excitation of the probe aperture in the y-direction as given in 
Equation (3-34). Such uniform excitation produces the far-field E-plane 
response of the form sin(ck )/k given explicitly in Equation (3-59). 
The sidelobes which appear for b > 1.OA have significant amplitude and 
contribute to increasing the near-field probe response at larger angles 
8 
max 
The data in the foregoing figures are presented in Figure 3-18 in 
a form which accentuates the effects of b on the concentration factor 
P 
2 
£ . Referring to Figure 3-18, it is seen that maximum concentration oc-
curs at values of b slightly larger than l.OA for the two smaller values 
P 
of 9 shown. For the largest value of 9 = 8 3 degrees, b = 1.OA 
max max p 
produces the most concentrated response of all. This behavior is again 
attributed to the appearance of sidelobes in the E-plane pattern of the 
probe such that the nulls in the pattern coincide with the values of 8 
max 
At larqer values of b , the pattern nulls occur at angles less than 9 
p max 
such that the sidelobes contribute to increased probe response and, hence, 
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Figure 3-17. Computed Values of Concentration Factor e^ 
Versus Sin9max for Four Values of Probe 
Dimension b p for Case of Main Beam of Phased 
Array Scanned to 45 Degrees in Elevation. 
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Figure 3-18. Computed Values of Concentration Factor ev 
Versus Dimension b of Probe Aperture in 
E-plane for Three Values of Qjp̂ x When Main 
Beam of Phased Array is Scanned to 45 Degrees 
in Elevation. 
decreased concentration. 
It is concluded from the computer simulation results that the 
optimum aperture dimensions of the rectangular probe are approximately 
one wavelength on each side. The design is more sensitive to changes 
in the E-plane dimension b of the probe than to changes in the H-plane 
dimension a . Furthermore, there is a definite maximization of the 
P 
concentration of response for b ~ 1.0A. Whereas increases in a be-
P P 
yond 1.0A yield continued increases in concentration in the H-plane, the 
attendant decreases in concentration in the E-plane suggest that a value 
of a ^ 1.0A also be chosen for this probe dimension as well. 
P 
The computed responses of three probe aperture sizes corresponding 
to those used in the experimental verification are presented in Figures 
3-19 through 3-22 for the two cases of main beam locations. The .23Ax 
.107A (a xb ) aperture corresponds to a dielectric loaded, undersize 
P P 
waveguide probe similar to that described by Richmond and Tice [38]. 
The .89Ax .415A aperture is that of an open-end RG-49 waveguide probe. 
The .89Axl.0A aperture is that of an E-plane sectoral horn formed by 
flaring RG-49 waveguide in the b dimension while maintaining a = a = 
p wg 
.892A. Examination of these figures shows the real advantage offered 
by the E-plane horn insofar as concentration of response is concerned. 
The actual advantages offered by this probe insofar as accuracy in the 
measured spectra and predicted far fields are concerned are presented in 
Chapter V following the description of the equipment and procedures used 
to carry out the experimental work. 
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Figure 3-19. Computed Probe Response Versus x at y=0 for Rectangular 
Probes with Three Aperture Dimensions a 
Array is Scanned to 45° in Azimuth. 
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Figure 3-20. Computed Probe Response Versus y at x=0 for Rectangular 
Probes with Three Aperture Dimensions ap x bp When Phased 
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Figure 3-21. Computed Probe Response Versus x at y=0 for Rectangular 
Probes With Three Aperture Dimensions 
Array is Scanned to 45° in Elevation. 
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B'igure 3-22. Computed Probe Response Versus y at x=0 for Rectangular 
Probes with Three Aperture Dimensions a x bp When Phased 
Array is Scanned to 45° in Elevation. 
CHAPTER IV 
INSTRUMENTATION AND EQUIPMENT 
4.1 Introduction 
The apparatus used in the experimental verification of the re-
search is described in this chapter. The design of the three probe an-
tennas and positioner used to measure their far fields are described in 
the first two sections. The phased array test antenna and the automated 
near-field measurement facility used for both far-field probe measure-
ments and near-field measurements on the test antenna are described in 
the two succeeding sections. 
4.2 The Probe Antennas 
The three rectangular probe antennas used in the experimental work 
are shown in Figure 4-1(a). Each probe consists of a UG-149/u cover 
flange, a section of RG-49 copper waveguide, and appropriate modifications 
to form three different aperture sizes. Each probe has an overall length 
of nine inches for compatibility with the probe positioner and measure-
ment system. The salient dimensions of the probes are presented in Table 
4.1. 
The three probes were chosen on the basis of expected concentra-
tion of near-field response. The undersize waveguide probe had the 
smallest aperture that could be conveniently fabricated, and was expected 
to produce the least concentrated response. The open-end waveguide was 
selected for its simplicity and was expected to produce a moderately con-
centrated response. The E-plane horn probe was designed using the results 
of the computer simulation and was expected to produce the most concen-
trated response; i.e., the optimum rectangular probe antenna. 
The undersize waveguide probe was designed to operate over the 
same frequency band as standard RG-49 waveguide. The Emerson and Cuming 
Stycast HiK dielectric material used in the undersize section possesses 
a dielectric constant of e =15.0. The dimensions a , b scale accord-
r p p 
ing to the following relations to produce the dimensions shown in Table 
4.1: 





b --2SL (4-2) 
ve 
r 
The length of the transition section was scaled from the dimension 
used for the X-band probe described by Richmond and Tice [38]. The 
Stycast dielectric was uniformly tapered in both dimensions over the 
length of the transition section. The transition section was later fil-
led with melted paraffin to fill all air pockets, seal the snug-fitting 
Stycast in place, and to improve coupling from the RG-49 waveguide to the 
dielectric-loaded waveguide section. 
The open-end waveguide probe consists of a section of standard 
RG-49 waveguide, soft-soldered into the UG-149/u cover flange. The 
aperture end of the probe was milled square; i.e., no beveled edges were 
used. 
The E-plane horn probe was fabricated from a section of RG-49 
.•v; 
(a) Undersize Waveguide, Open-End Waveguide, and 
E-Plane Horn Probes. 
(b) Probe (̂ -Positioner 
Figure 4-1. Experimental Probe Antennas and Positioner. 





























1. Inside dimensions; waveguide wall thickness = .064" in all cases. 
2. Length of undersize waveguide section; length of tapered transition section = 
2.50"; length of RG-49 section = 3.00". 
* • 
waveguide by removing the sidewalls, flaring the top and bottom walls, 
and soft-soldering two new sidewall pieces into place to produce the de-
sired flare. The b dimension of the horn was chosen to be approximately 
one wavelength at the expected operating frequency of 5.75 GHz in accord-
ance with the results of the computer simulation. The a dimension was 
selected to be that of the waveguide because of simplicity of fabrication 
and insensitivity of the concentration of response to this parameter. 
4.3 Probe Positioner 
The positioner used to measure the far fields of the three probe 
antennas is shown in Figure 4-2. This two-axis positioner was used to 
accurately position the probe in the spherical coordinate system of 
Figure 4-3. The 4>-positioner, also shown in Figure 4-1 (b) , rotates about 
a horizontal axis to select a specified $ = constant plane. Once the cf> 
plane is selected, the entire upper assembly in Figure 4-2 is rotated 
about the vertical axis of the Scientific-Atlanta Model 5303-1-R azimuth-
over-elevation positioner. This rotation provides the required varia-
tion of zero to 90° in the polar angle 6 of Figure 4-3. 
The probe antenna was used as a transmitting antenna with micro-
wave power being provided by RG-9B coaxial cable through two Scientific-
Atlanta Model 10-1 (dc to 12.4 GHz) coaxial rotary joints. A receiving 
antenna was located approximately six feet away on level with the probe 
antenna as shown in Figure 4-4. This antenna, a small E-plane horn, was 
also equipped with a rotary joint so that rotation through 90 degrees 
could be done to measure both Vfi and V, indicated in Figure 4-3 while 
maintaining the relative phase reference in the process. As evident in 
103 
Figure 4-2. Automated Probe Positioner 
Coordinate System Used For Measuring Far Fields of 
Probe Antennas Showing Two Orthogonal Orientations 
of the Measuring Antenna to Produce Received Voltages 
V„ and V,. 
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Figure 4-4. Probe Positioner (Left) and XY Positioner (Right) 
Figure 4-4, the xy probe positioner was held stationary and used as the 
receiving antenna. 
The ^-positioner is an original design and was fabricated in the 
Main Machine Shop at Georgia Tech. It consists of a 10.0-inch section 
of RG-49 waveguide onto which two brass bearing surfaces have been sold-
ered and accurately turned about the centered longitudinal axis of the 
•p 
waveguide. Two Kaydon KA-25ARO Reli-Slim ball bearings are mounted 
snugly on the bearing surfaces, along with a Pic #Q1-13, 64 pitch, 
5.625-inch pitch diameter worm wheel. Cover flanges (UG-149/u) were in-
stalled on each end of the waveguide section, and the complete assembly 
mounted in the upright bearing blocks as shown in Figure 4-1(b). The 
worm wheel meshes with a Pic #Q2-3, 64 pitch worm gear such that one 
revolution of the smaller worm gear produces 1° rotation of the worm 
wheel and waveguide assembly. A waveguide-to-coaxial adapter UG-149/NF 
and short length of RG-9B coaxial cable are used to make the microwave 
connection to the coaxial rotary joint at the rear of the positioner. 
(The rotary joint is necessary to maintain phase reference when the wave-
guide assembly rotates.) One-half inch aluminum plate was used for all 
horizontal base pieces, and 3/8-inch aluminum plate was used for vertical 
pieces to ensure a rigid structure with the least weight. 
The ^-positioner was equipped for automatic operation by instal-
ling a small 27 vdc permanent magnet motor (Delco 5069230, 145 rpm) on 
one end of the 1/4-inch shaft of the worm gear. On the other end of the 
common shaft, a Renco Model 25LE-6/4 IN, Option 5D1-S, optical encoder 
was mounted. Oldham couplers, Pic #T7-3, were used to rigidly couple the 
107 
motor and encoder to the shaft while allowing for slight misalignments 
of up to one degree. The output of the encoder consists of two TTL-
compatible signals in quadrature. Each channel produces one hundred 
pulses for each revolution of the encoder shaft. Hence, the resolution 
provided on the angular location of the waveguide assembly was 0.01 
degree. 
The 6-positioner consisted of the Scientific-Atlanta 5303-1-R 
azimuth positioner and L-shaped boom shown in Figure 4-2. The boom was 
made from 2" x 2" x .125" square aluminum tube and 1/4-inch aluminum plate. 
It is fastened to the azimuth turntable by three 3/8" steel bolts which 
are also used to align the boom with respect to the axis of rotation of 
the azimuth turntable. The complete positioner is secured to a one-inch 
steel baseplate of the z-positioner by four 3/8" steel bolts which are 
also used to level the positioner. The ^-positioner is mounted on top 
of the boom as shown in Figure 4-2. Provisions are made for small ad-
justments of the positioner with respect to the boom so that the cj)-
positioner with probe can be leveled and so that the probe can be 
accurately located with respect to the vertical axis of rotation. 
The Scientific-Atlanta positioner was modified in two ways to 
facilitate automatic operation of the complete positioner. First, the 
standard synchro transmitters were removed from the azimuth positioner, 
and a Renco optical encoder was installed. Pic gears G26-36 and G24-216 
were installed to give a turns ratio which yielded ten pulses per degree 
of rotation of the azimuth turntable; i.e., 0.1 degree resolution in 9. 
The second modification consisted of disconnecting the elevation drive 
motor of the positioner arid connecting the elevation motor armature 
108 
voltage through a voltage-dropping rhoestat to the 27 vdc motor on the 
^-positioner. In this way, the standard Scientific-Atlanta Model 4112 
Positioner Control Unit was used to control the 6- and ^-positioner 
motors. This control unit is also used to control the xy positioner 
motors as seen in the next section. 
4.4 Automated Measurement Facility 
A block diagram of the automated measurement facility is shown in 
Figure 4-5. This facility is located in the Electronics Research Build-
ing at Georgia Tech. Its function is to provide automatic, computer-
controlled probe positioning, spatial sampling, and data recording of the 
microwave signal received by the xy probe. The same facility may be used 
for far-field probe measurements and for near-field measurements on a 
stationary test antenna. A list of the commercial equipment referred to 
in the block diagram is presented in Table 4.2. 
A 2K43 klystron is used as a stable microwave power source. To 
further increase the frequency (and phase) stablity, a feedback control 
system consisting of a microwave stabilizer, harmonic generator with 
crystal oscillator input, and klystron power supply is used. A portion 
of the klystron signal is mixed with the output of the harmonic generator 
which consists of a "comb" of frequencies spaced 30 MHz apart over the 
microwave frequency band of interest. The klystron is manually tuned 
until its output frequency coincides with one of the comb frequencies. 
The 30-MHz difference frequency at the output of the crystal mixer is 
then detected by the narrow-band, 30 MHz IF amplifier of the stabilizer. 
Any subsequent drift in the frequency of the klystron output is detected 
by the stabilizer and corrected via control of the klystron reflector 
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Figure 4-5. Block Diagram of Instrumentation Used to 
Measure Far Fields of Probes and Near 
Fields of Test Antenna. 
Table 4-2. Commercial Equipment Used in Experiment 
Data General MicroNova with 6038 Diskette Drive 
Gandalf LDS 120 Modem 
Beehive CRT Terminal w/Graphics Expansion Module 
Scientific-Atlanta Model 5303-1-R Positioner 
Scientific-Atlanta XYZ Positioner, 100"x 100" 
Scientific-Atlanta Positioner Control Unit Model 4112 
Scientific-Atlanta Series 1750 Phase/Amplitude 
Receiver 
Hewlett-Packard 431B Power Meter w/Thermistor 478A 
Hewlett-Packard 537A Wave Meter 
Hewlett-Packard 5245L Frequency Counter w/5257A 
Transfer Oscillator 
Hewlett-Packard 105A Quartz Oscillator 
Varian 2K43 Klystron Microwave Tube 
Narda 438 Klystron Power Supply 
Microwave Systems PLM-1x5/100 Harmonic Generator 
Micro-Now Model 211-Al Frequency Stabilizer 
Miscellaneous: Coaxial couplers, isolator, cooling 
fan, crystal mixers, RG-214 coaxial 
cable, electrical interfaces 
voltage; i.e., the klystron is phased locked to the stable reference 
frequency provided by a quartz crystal frequency standard. A frequency 
counter is used to give a visual indication of the frequency. A power 
meter is used to monitor the output power of the klystron, particularly 
during the tuning process. 
The output of the klystron is fed to the antenna under test as 
shown in the block diagram of Figure 4-5. Power transmitted by the an-
tenna is received by the xy probe antenna. A portion of the transmitted 
signal is mixed with the local oscillator of the reference channel of 
the phase/amplitude receiver. Another crystal mixer is located 
close to the xy probe where mixing with the local oscillator frequency 
of the signal channel takes place. The receiver continuously measures 
the amplitude (55 dB dynamic range) and phase (±0.2°) of the signal in 
the signal channel with respect to that in the reference channel and 
provides electrical outputs to the computer interface. 
The microcomputer controls the acquisition and recording of data. 
The interactive terminal is used to enter measurement parameters such 
as number of samples, sampling distance, starting point, etc. Once 
started, the program controls the probe position via the electrical in-
terface and motor controller. As the positioner motors turn, the optical 
encoders provide pulses to up/down counters in the interface which main-
tain position information on two axes. As the probe reaches a position 
corresponding to a sample point, the program causes the output of the 
receiver to be sampled and fed into the computer. Periodically, the 
computer records the sampled data on a FD32-1000 diskette via the 6038 
diskette drive. When all data have been recorded, they can be transferred 
from the diskette to another computer for processing via the 9600 baud 
modem shown. 
The xy positioner shown in Figure 4-4 provides for precise posi-
tioning of the xy probe to within .005" over a 100" x 100" planar surface 
with a maximum (z) normal deviation of ±.025". Optical encoders in-
stalled on the positioner provide relative positioning information to 
the electrical interface with a resolution of .005". Direct current, 
separately excited motors provide a maximum traverse rate of 10 inches/ 
second in either the horizontal (x) or vertical (y) direction. A 
typical traverse rate during measurements is 2.5 inches/second. 
An arrangement of constant-length arms and coaxial rotary joints 
is used to prevent phase changes that would otherwise occur from flex-
ing of the microwave coaxial cables. The crystal mixer for the signal 
channel is mounted on the moveable probe fixture so that only the dif-
ference frequency derived from the test frequency and the local oscilla-
tor need be passed unaffected through the rotary joints. 
Automation of the probe 84>-positioner was accomplished simply by 
disconnecting the xy motors and encoders and connecting the Q<p devices 
in their stead. Sampling distances in 0 and <$> were entered into the 
program using equivalent x and y parameters, where each pulse from the 
x or y encoder corresponds to .005", each pulse from the 6 encoder 
equals 0.1°, and each piilse from the $ encoder equals .01°. The pa-
rameter values used in the program for collecting probe data over a 
hemisphere are shown in Table 4-3. 
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Table 4-3. Program Input Values Used to Collect Probe Data 
Starting x(0): - 4.64" (-92.8°) 
Ax(A9): .145" (2.9°) 
Number of Points: 64 
Error Tolerance: .01" (.2°) 
Stopping x(8): 4.495" (89.9°) 
Starting y(<j>): -45.0" (-90°) 
Ay(A<M: 1.41" (2.82°) 
Number of Points: 64 
Error Tolerance: .05" (.1°) 
Stopping y((f>) : 43.83" (87.66°) 
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4.5 Test Antenna 
The test antenna used in the experimental portion of this research 
was a modification of the feed array built originally for the AGILTRAC 
antenna by Raytheon Corporation, Bedford, Massachusetts, and later do-
nated to Georgia Tech for general research use. This array, shown in 
Figure 4-6, forms a microwave lens, space-fed by a two-plane monopulse 
feed horn and comparator with sum and difference ports. These ports 
are visible at the rear of the array in Figure 4-6(a). Only the sum 
port was used in this research. 
The original antenna consisted of 499 interchangable circular 
waveguide elements. Each element is dielectric loaded with a radius of 
a = .4531". The elements are arranged in a triangular lattice with 
spacings of y = .620" and x = 1.074", which is slightly less than one-
a a 
half wavelength at the operating frequency. Each element has a fixed 
phase shift corresponding to one of eight values spaced 45° apart over 
the zero to 360 degree range. Appropriate elements can be arranged to 
produce a main beam pointing in some specified direction. The array is 
approximately 30 inches in diameter. 
The array was modified as shown in Figure 4-6 by removing many 
outer elements to form the smaller 9x17 array shown. The elements were 
phased to produce a main beam at 45° in the H-piane. A ground plane was 
made from 1/16" aluminum plate and carefully cut to fit around the rec-
tangular array of elements. It was held in place by special screw 
fasteners which fitted through four holes vacated by other elements. On 
the back side of the lens, microwave absorber (Eccosorb AN-74) was used 
to cover the unused portion of the lens as shown in Figure 4-7 so that 
(a) Phased Array Antenna 
HH 
(b) Close-up View of Phased Array Elements 
Figure 4-6. Test Antenna Used in Measurements. 
reflections would be minimized. Side panels, including microwave ab-
sorber, were installed around the rear feed structure to prevent direct 
radiation by the feed structure. 
In Figure 4-6, the y-axis of the test antenna coordinate system 
(see Figure 2-1) is vertical and pointing toward the ceiling of the 
room. The z-axis is normal to the array and points toward the xy probe 
also visible in the photographs. The x-axis follows from application of 
the right-hand rule. It is noted that the direction of positive x move-
ment of the probe as recorded by the data acquisition system is opposite 
to the +x direction established for the test antenna. 
A reduced-size array was selected so that accurate far-field 
predictions at wide angles could be obtained by using the full 100" x 100" 
xy measurement area; i.e., so that ~100% of the energy in the near-field 
probe response would be obtained within this area. This was a very 
important consideration as explained in the experimental procedures. 




The experimental procedures used and results obtained to verify 
the theoretical aspects of optimum probe design are presented in this 
chapter. The far fields of three probe antennas were measured using the 
9cj) positioner and automated measurement facility. These data were pro-
cessed for subsequent use in probe-compensation of the measured near-
field data. The near-field response of each probe to the phased array 
antenna was measured using the xy positioner and the same automated 
facility. The near-field data for each probe were then processed to de-
termine the relative effects of truncating the measurement area on the 
accuracies of the measured spectra and predicted far-field patterns. 
The experiment was designed to accentuate the effects of trunca-
ting the measurement area and thereby introducing aliasing errors into 
the measured spectra obtained by inverse Fourier transformation of 
measured probe response. Consequently, the test antenna was phased to 
produce a main beam at 45 degrees in the xz plane (H-plane) so that sig-
nificant radiation would occur at wide angles greater than 0 determined 
max 
by the relative sizes of the test antenna and measurement area. Also, 
the undersize waveguide probe was selected for its broad angular response 
so that maximum aliasing errors would occur when its expectedly uncon-
centrated near-field response was truncated and transformed. The E-plane 
horn antenna was selected to demonstrate the importance of probe design 
in producing a maximally concentrated response and, hence, the least 
error in the measured spectrum when a smaller measurement area is used. 
The open-end waveguide probe was selected as an alternate for the un-
dersize waveguide probe and to provide intermediate reference data. 
The experiment was also designed for complete accommodation by 
the automated xy measurement facility. That is, the least-concentrated 
near-field response was to be such that essentially 100 percent of the 
power in the response would be contained within the 100" x 100" maximum 
measurement area of the xy positioner. In such case, the true values 
of the measured spectra and predicted far fields of the test antenna 
would be obtained directly from the near-field response of each probe 
over the maximum measurement area. This procedure obviated the necessity 
of performing measurements on the test antenna using a bonafide far-
field measurement range with its attendant errors due to range reflec-
tions and other environmental factors. Moreover, it was well known that 
the sidelobe structure of the far-field patterns of the phased array 
antenna varied considerably with variations in the ambient temperature 
such as occur on the outdoor far-field range [14]. The air-conditioned 
environment of the near-field facility minimized such temperature varia-
tions as required for valid detection and comparison of errors due to 
the probes themselves. 
5.2 Data Processing Procedures 
Certain procedures involving data acquisition and processing were 
common to both near-field and far-field (probe) measurements. The steps 
indicated by the left side of the flow diagram in E'igure 5-1 represent 
such procedures. The steps on the right side, of Figure 5-1 pertain to 
the processing of the near-field data wherein the probe data are also 
used. These steps are explained below. 
The first step in the process is the acquisition and recording on 
diskette of the amplitude and phase of the microwave signal received by 
the xy probe. This is true for either the near-field or far-field probe 
characterization configuration of the automated measurement facility. 
One diskette (floppy disk) has capacity for one 128x128 data array or 
two 64x64 data arrays, where amplitude and phase are recorded for each 
spatial sample point. The order of data recording, together with initial 
input data, serve to identify the location (x,y) of each data point. 
Data arrays for probe characterization measurements contained 
64x64 data samples. The time required to measure each data array was 
approximately 1-3/4 hours. Data arrays for the near-field measurements 
contained 128x128 data samples. The measurement time required for each 
near-field array was approximately 3-3/4 hours. 
The objective of the next three steps shown in Figure 5-1 is to 
transfer the measured data onto the disk files of the central campus 
computer (Cyber 70, Control Data Corporation Model 70-74) for process-
ing and display. Data was transferred from the diskette at the MicroNova 
(Program SEND) to a Nova 820 (Program MTALK) via a dedicated telephone 
line and 9600 baud modems. The Nova 820 minicomputer stored the data on 
a removable disk pack. The disk pack was subsequently installed on a 
Nova Eclipse minicomputer system which also had a magnetic tape drive. 
Using the program WTAPE, data on the disk pack was transferred to a 
nine-track, 800 bits per inch magnetic tape compatible with the Cyber 70. 
The nine-track magnetic tape containing six 64 x 64 probe data 
121 
( START J 
ACQUIRE DATA, STORE 
ON FLOPPY DISK 
TRANSFER DATA TO 
NOVA 820 
TRANSFER DATA TO 
CYBER MAGNETIC TAPE 
TRANSFER DATA TO 
CYBER DISK FILES 
CONVERT AMPLITUDE, 
PHASE TO REAL, IMAG. 
INTERCHANGE +x, - x 
AXES IN DATA 
CHANGE SIGN OF PHASE, 
CORRECT AMPLITUDE 






READ IN TRUE 
SPECTRUM 
COMPUTE ERROR IN 





PLOT FAR-FIELD PATTERNS 
( E N D ) 
Figure 5-1. Flow Diagram of Data Collection and Processing 
arrays and six 128 x 128 near-field data arrays was placed in the tape 
library of the central computer facility. The data were transferred from 
the tape to the Cyber disk files using the program TLATE. In this pro-
cess, the program BNOVCYB was used to convert the data from the ASCII 
format used on the tape to standard CDC format. Also, program TLIST was 
used to convert the amplitude and phase information to real and imagin-
ary parts in conformance to standard Fortran programming. The final data 
arrays were stored on disk as unformatted (binary), direct access files. 
The next two steps in the data processing were to correct known 
errors in the data. The program FLIPX was used to interchange the data 
in the near-field data arrays about the column corresponding to x=0 of 
the test antenna coordinate system. This step corrected the error caused 
by the x-encoder mentioned earlier in Section 4.4. The program FLIP was 
next used to change the sign of the phase in all data arrays to correct 
for the B->A setting used on the Scientific-Atlanta receiver. (A->B should 
have been used.) Program CRCT was next used to correct the measured 
amplitude in all arrays for deliberate offsets (to enhance dynamic range) 
and according to the calibration data shown in Table 5-1. These data 
were obtained by recording the output of the amplitude displayed by the 
automated measurement system for known settings on a precision attenuator 
placed to control the microwave power input to the test antenna. 
Finally, the measured data, corrected for the x reversal, phase reversal, 
amplitude errors and deliberate offsets were plotted for examination. 
The six near-field data arrays, corresponding to orientations #1 
and #2 of each probe, were processed as shown in the seven steps on the 
right hand side of the flow diagram in Figure 5-1. Initially, and not 
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Table 5-1. Amplitude Calibration Data 
Measured Amp (dB) 
•i — — ' " — • . . . . . - » 
True Amplitude (dB) 
0.00 0.00 
- 2.00 - 1.65 
- 4.00 - 3.42 
- 6.00 - 5.35 
- 8.00 - 7.31 



























shown on the diagram, each near-field data array was inverse Fourier 
transformed using the Fast Fourier Transform algorithm. The central 
portion of the resulting 128 x 128 complex array was extracted to form a 
81x 81 complex array which contained all the data corresponding to ra-
diating waves for which probe compensation was to be applied. These 
81x 81 arrays were stored on disk for later use in steps three and four 
to compute the errors in the measured spectra due to truncation of the 
measurement area. 
A truncated measurement area corresponding to 32 x 32 near-field 
samples spaced approximately one-third wavelength apart in x and y was 
selected when processing the data to generate aliasing errors in the 
measured spectra. For the approximately two wavelength separation betwee 
probe and test antenna, the maximum angle of confidence in far-field pre-
dictions was calculated from Equation (3-75) to be 8 = 54 degrees. 
max 
The measurement area truncation was implemented by setting to zero all 
measured data outside the central 32 x 32 portion of each 128 x 128 near-
field data array. The resulting 128 x 128 array was then inverse Fourier 
transformed to produce the erroneous measured spectrum with exactly the 
same resolution as present in the true spectrum. The error was computed 
by performing a point-by-point subtraction of the values in the erroneous 
spectrum from the true values in the corresponding 81x81 array. Only 
2 2 2 
those errors corresponding to wavenumbers k , k such that k + k < k 
x y x y 
were retained and plotted. No significance is attached to errors that 
may be produced in the data corresponding to the invisible region 
2 2 2 
(k + k > k ) . 
x y 
The final outputs of the data processing were plots of the 
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far-field patterns of the phased array antenna as predicted from the 
near-field responses of each probe, with and without truncation of the 
measurement area. For each probe, these patterns were computed at an 
increased resolution of sixteen times using Fourier interpolation in the 
measured spectrum. Each measured spectrum was then probe-compensated 
using Equations (2-35) and (2-36) and the measured probe data. From the 
plane wave spectra A , A which resulted, the far-field patterns were 
x y 
computed according to Equation (2-19). The true far-field patterns were 
assumed to be those predicted by using all of the data in the measured 
near-field arrays. 
Probe-compensation of the measured spectra required a computer 
program which converted the measured vector components in 69 space for 
the probe to x and y components in k , k space. This conversion and 
interpolation procedure is described in the next section. 
5.3 Probe Characterizations 
The transmitted far-fields of the three probe antennas were 
measured using the 69 positioner and automated test facility. The two 
vector components corresponding approximately to En and E, of Figure 
v 9 
4-3 were measured for each probe by using two orthogonal positions of 
the linearly polarized receiving antenna. The resulting voltage respon-
ses V. and V, were depolarized to produce En and E, by using the three-
0 9 9 9 
antenna method described by Joy and Paris [49]. The measured probe data 
were then plotted for examination in different formats. The resulting 
probe characterization data are presented in this section and in 
Appendices B and C. 
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The probe positioner was aligned to produce a vertical axis of 9 
rotation and a horizontal 9 axis of rotation. A precision level was used 
to level the azimuth positioner turntable to produce the vertical axis 
of rotation. The four leveling/mounting bolts which secured the posi-
tioner to the z-positioner baseplate were used to accomplish this. Next, 
the level and the three leveling bolts which secured the L-shaped boom to 
the turntable were used to level the ^-positioner mounted on top of the 
boom. A plumb bob was suspended from the end of the nine-inch probe in-
stalled on the <j>-positioner, and the lateral position of the 9-
positioner was adjusted until the plane of the probe aperture and its 
center of symmetry coincided with the vertical axis of rotation. Final-
ly, the axis of symmetry of the receiving antenna (xy probe) was care-
fully aligned with that of the probe by sighting optically through the 
10-inch waveguide section of the 9-positioner and by adjusting the 
position of the xy probe using the xy positioner motors. 
Amplitude and phase data were recorded for each probe at 64 points 
spaced 2.9 degrees apart in 6, and at 64 points spaced 2.82 degrees in 4>. 
The response V was obtained when the receiving antenna was vertically 
polarized. The V response was obtained when the receiving antenna was 
o 
rotated clockwise by 90 degrees (for an observer standing behind the 
receiving antenna and looking toward the transmitting antenna). Depo-
larization of the measured responses to produce E n and E was carried 
a 9 
out accord ing t o the fo l lowing equa t ions for TV/2 < 9 < 3TT/2: 
R iV v e 
Ee = - j * — (5-1) 
R +1 
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- R i V v * E*" — r - ~ (5-2) 
* Rx+1 
For v a l u e s of <j) i n F i g u r e 4 - 3 such t h a t — TT/2 < (J) < TT/2 , 
- R iV v e 
Ee " 2 ( 5 " 3 ) 
V1 
E - - y — * (5-4) 
r R +1 
where R is the complex polarization ratio determined from the measure-
ments described by Joy and Paris [49] and shown using their notation in 
Table 5-2. The resulting value of polarization ratio (on-axis) for the 
receiving antenna is given in the table. The necessity for the two pairs 
of equations above is due to the definitions of E , E and the orienta-
o cp 
tion of the receiving antenna used. 
The conversion of the E_, E^ components at a point (6,<}>) to rec-
6 <p 
tangular vector components E , E at the point (k ,k ) is required for 
x y xn yn 
probe-compensation of the near-field data. The normalized wavenumbers 
and angles are related by 




cos<J> = — — (5-6) 
/~2 TT 
•k + k 
xn yn 
k 
sine}) = ^ (5-7) 
/ k 2 + k
2 
xn yn 
Table 5-2. Polarization 
Probe Combination 
Rcvg/E-Plane Horn (1,2) 
Rcvg/Open-End WG (1,3) 
E-Plane Horn/Open-End WG (2,3) 





.15127 + j.60241) x 10~2 
The far-field rectangular components E , E follow from spherical-to-
rectangular coordinate conversions as [50] 
k k E Q - k E^ 




k k E. + k E, 
E , yn zn 9 xnj, (5_9) 
y J^~7^ 
xn yn 
The measured amplitudes of the x and y far-field components of the 
three probes are presented in Figures 5-2 through 5-7. The voltage ampli-
tude in each graph is plotted in decibels relative to the maximum ampli-
tude of E for each probe. The abscissas of each three dimensional graph 
are normalized wavenumbers k , k such that the central circular region 
xn yn ^ 
2 2 
corresponds to the visible region; i.e., k + k < 1. As expected from 
consideration of aperture sizes, the far-fields of the E-plane horn are 
more directive than those of the other two probes, especially E . The 
x component of each probe exhibits very low (< -40 dB) values in the 
principal planes corresponding to k =0 (E-plane) and k =0 (H-plane). 
x y 
Examinations of the phase plots in Appendix B for these amplitude plots 
show that the sign of the x component changes from quadrant to quadrant. 
The plots in Figures 5-4 and 5-5 also are in general agreement with the 
theoretical predictions for the open-end waveguide presented earlier in 
Figures 3-2 and 3-3. 
The graphs of the measured phase of the three probes are presented 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure 5-2. Measured Amplitude of Exff(kx,kv) 




Figure 5-3. Measured Amplitude of Eyff(kx,ky) 




Figure 5-4. Measured Amplitude of Exff(kx,ky) for 
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Figure 5-7. Measured Amplitude of Eyff(kx,ky) of 
E-Plane Horn Probe. 
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in Figures B-l through B-6 of Appendix B for completeness. Examination 
of the phase plots for the y component in each case shows that there is 
a slight mismatch at k =0. This mismatch is caused by a systematic 
change during measurement in the measured phase from its value at the 
starting time and position of the probe to its final value at the ending 
time and position. For the procedure used, the $-positioner was rotated 
through almost 180 degrees from starting to ending position. Since phase 
drifts during the measurement were observed to be less than two degrees, 
and since no mechanical misalignment would explain the mismatch, the 
mismatch is attributed to the rotary joint at the rear of the <j)-positioner. 
No calibration data was taken so that this error could have been removed. 
The effects of the mismatch on the predicted far fields were minor, as 
will be seen. 
The original measured probe data are presented in Appendix C for 
completeness. It was from these amplitude and phase data that the 
graphs in Figures 5-2 through 5-7 (and in Appendix B) were generated 
using Equations (5-5) through (5-9). The data in Appendix C have been 
corrected for amplitude errors as specified in Table 5-1, and depolari-
zation has been applied; i.e., the data are that for E, and E. . These 
data for E Q / E, were used as input data for the probe compensation pro-y 9 
cedure used in predicting the far fields of the test antenna from the 
measured near-field data described in the next section. 
5.4 Near-Field Measurements 
The near-field responses of the three probes to the phased array 
test antenna were measured using the automated test facility. Amplitude 
and phase data were recorded for each probe in two orthogonal orienta-
tions as required for probe-compensated near-field measurements. The 
square measurement area used was 81.28 inches on each side. Sample 
points were spaced .305A apart in x and y, and 128 rows of data were 
taken. Each row contained 128 data samples. Other parameters of the 
near-field measurement are cited in Table 5-3. 
The test antenna was mounted on a special pedestal to elevate the 
center of the array of elements to the approximate center of the xy scan 
area. The pedestal and test antenna were securely bolted together and 
to the z-positioner baseplate. The plane of the array was aligned by 
sight approximately parallel to the measurement plane that is described 
by the probe aperture as the probe is moved in x and y. The nine-inch 
long open-end waveguide probe was installed on the xy positioner, and the 
z-positioner was actuated to adjust the probe/test antenna separation to 
4.10 inches, corresponding to approximately two wavelengths. This sepa-
ration corresponds to an attenuation of the evanescent plane waves by 
approximately 142 dB [4]. 
The probe was aligned in the first orientation (y1 vertical) using 
a precision level placed on the broad wall of the waveguide section of 
the probe. Alignment in the second orientation was accomplished by rota-
ting the probe clockwise through ninety degrees until the level placed 
on the narrow wall indicated a level condition. The probe fixture was 
securely clamped in each position by tightening four 3/8" bolts provided 




Number of Samples 
Error Tolerance 
Stopping Position 
Maximum Wavenumber (Normalized) 








z = 4.10" 
o 
f = 5.62334 GHz 
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for this purpose in the rotation assembly. The xy positioner was posi-
tioned initially so that the center of the probe aperture coincided with 
the center of the center element in the phased array. The position in-
dicated on the syncho read-outs provided on the positioner controller 
were recorded for re-positioning reference, and the encoder counters were 
cleared to initialize the origin (x=0, y=0) of the test antenna coordi-
nate system for data acquisition. 
In orientation #1, the probe response was of larger amplitude 
since the test antenna and probe were both vertically polarized. Pre-
liminary measurements were made in x for y=0 to determine the location 
of the maximum response. With the probe located at this point, the re-
ceiver gain controls were set so that the automated facility displayed 
an amplitude of approximately -2.0 decibels. These gain settings ensured 
the best dynamic range in measuring amplitude. The probe was then moved 
to the (0,0) position, and the phase was set equal to zero using the re-
ceiver controls. The measured amplitude and phase at the origin were 
recorded before and after the near-field measurement to preclude non-
detection of gross errors. Typically, the amplitudes before and after 
the 3-3/4 hour measurement scan differed by no more than .4 dB, and the 
phases differed by no more than two degrees. When the measurement for 
orientation #1 was completed, the probe was rotated 90 degrees for the 
second measurement. 
Graphs of the measured amplitude of the near-field response of 
each probe are presented in Figures 5-8 through 5-13. The second figure 
in each pair is the graph of the amplitude of the response for the second 




Figure 5-8. Measured Amplitude of Near-Field Response of 




Figure 5-9. Measured Amplitude of Near-Field Response of 





Figure 5-10. Measured Amplitude of Near-Field Response of 




Figure 5-11. Measured Amplitude of Near-Field Response of 




Figure 5-12. Measured Amplitude of Near-Field Response of 




Figure 5-13. Measured Amplitude of Near-Field Response 
of E~Plane Horn Probe for Orientation #2. 
obtained for orientation #1. The abscissas in the graphs represent dis-
tances x and y in the test antenna coordinate system. The maximum values 
and increments indicated in the graphs are presented in Table 5-3. 
Comparisons of the graphs in Figures 5-8 through 5-13 reveal that 
the concentration of the near-field response increases with increasing 
probe aperture size as expected. The undersize waveguide probe produced 
the least concentrated response while the E-plane horn produced the most 
concentrated response. For the two smaller probes, the near-field res-
ponse is more concentrated in the x direction than in y. Comparison of 
Figures 5-8 and 5-12 shows the significant effect of the b dimension in 
controlling the concentration in y. The amplitude of the response of 
each probe for orientation #2 is somewhat less concentrated than that for 
the first orientation. 
For completeness, three dimensional graphs of the measured phase 
of each probe response are presented in Appendix D. The phase data are 
somewhat incomprehensible due to the scanned condition of the phased 
array test antenna. 
Quantitative descriptions of the concentrations of the probe re-
sponses are presented in Figures 5-14 and 5-15. The former presents the 
percent of signal power contained within a square region centered on x=0, 
y=0 of the measurement area, where the size of the square region is de-
termined by 0 and Eguation (3-75) . It is assumed in each case that 
1 max 
100% of the signal power is contained within the complete measurement 
area corresponding to the 128x128 data array. From Figure 5-14, it is 
clear that the E-plane horn produces the most concentrated response for 
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Figure 5-14 Graph of Measured Values of Relative 
Signal Energy Versus Sin9max for Near 
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Figure 5-15 Graph of Measured Values of Concentration Factor e^ 
Versus Sin9max for Near Field Responses of Three Probes 
Used to Measure the Phased Array Test Antenna 
(Orientations #1 and #2) . 
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relative power is greater than 90% for orientation #1 of all three probes, 
but ranges from 59% to 84% for the other orientation. 
Figure 5-15 presents the same concentration data in the form of 
2 
the concentration factor e defined by Equation (2-99) . The ordinate 
xy 
of the graph is in decibels, where zero decibels corresponds to a value 
2 
of unity and indicates the least possible concentration. Values of € 
xy 
less than -10 decibels in Figure 5-15 correspond to relative power greater 
than 90% in Figure 5-14. It is noted that the mean square error in the 
2 
measured spectrum is assumed to be proportional to e as indicated in 
Equation (2-117). 
The integers along the top of the graph in Figure 5-14 
indicate the number of data samples in each row of the square measurement 
area specified by 8 . The example, a measurement area consisting of 
max 
32x 32 sample points in x and y, corresponds to a value of sin0 = .83; 
max 
i.e., 9 =56 degrees. 
max 
5.5 Results Derived From the Measurements 
To demonstrate the effects of probe design and concentration of 
response on the measured spectra and predicted far fields, the near-field 
data arrays were truncated to simulate a smaller measurement area as il-
lustrated in Figure 5-16. The reduced size area corresponded to a data 
array of 32x32 samples as may be used in practice. The maximum angle of 
confidence for far-field predictions was computed from Equation (3-75) to 
be 56 degrees. Each truncated array was inverse Fourier transformed to 
obtain the measured spectrum. Errors due to aliasing and lack of concen-




Figure 5-16. Measured Amplitude of Near -F ie ld Response of 
Undersize Waveguide Truncated t o 32 x 32 
Measurement Area. 
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true spectrum. In addition, the far fields of the test antenna were pre-
dicted from the near-field probe responses over the 32 x 32 measurement 
area and compared to the true far fields as determined using the complete 
128x128 data arrays. These data are presented below. 
Graphs of the amplitude of the errors produced in the measured 
spectra are presented in Figures 5-17 through 5-22. The abscissas in 
these three dimensional graphs represent normalized wavenumbers, and the 
central circular region corresponds to real angles. The ordinate of each 
graph is the amplitude, in decibels, of the error relative to the maximum 
amplitude of the measured spectrum for orientation #1. Comparisons of 
these graphs show that the spectra for the E-plane horn probe exhibit 
significantly less error than do those of the undersize waveguide probe. 
The errors in the spectra for the open-end waveguide occupy an intermedi-
ate position relative to those of the other two probes. These results 
are in conformance with expectations based on the theoretical develop-
ment of Chapter 2 and on the observed concentration of response of the 
three probes. Quantitative measures of the mean square error in the 
spectra of Figures 5-17 through 5-22 are presented in Table 5-4. 
It has been tacitly assumed throughout that the probe which pro-
duces the least error in the measured spectrum will also produce the 
least error in the predicted far fields. The extent to which this 
tacit assumption is true is illustrated in Figures 5-23 through 5-28. 
The first three figures in this group are H-plane (k =0) far-field power 
patterns of the test antenna as predicted from the near-field responses 
of the three probes. The next three figures are E-plane power patterns 




Figure 5-17. Amplitude of Error in Measured Spectrum for 
Undersize Waveguide Probe in Orientation #1 




Figure 5~18. Amplitude of Error in Measured Spectrum for 
Undersize Waveguide Probe in Orientation #2 
Due to Reduced Measurement Area. 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure 5-19. Amplitude of Error in Measured Spectrum fo3 
Open-End Waveguide Probe in Orientation #1 
Due to Reduced Measurement Area. 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure 5-20. Amplitude of Error in Measured Spectrum for 
Open-End Waveguide Probe in Orientation #2 
Due to Reduced Measurement Area. 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure 5 -21 . Amplitude of E r ro r in Measured Spectrum for 
E-Plane Horn Probe in O r i e n t a t i o n #1 Due t o 




Fiaure 5-22. Amplitude of Error in Measured Spectrum for 
E-Plane Horn Probe in Orientation #2 Due to 
Reduced Measurement Area. 
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Table 5-4. Mean Square Errors in Measured Spectra 
Probe 
Mean Square Error 










COME ANGLE a M.O COJTEt tOTATION AHOLE = 0.0 
Figure 5-23. H-Plane Power Patterns Predicted From Near-Field 




CONE ANGLE « 80.0 CENiE* tOTATION JWOLE = 0.0 
Figure 5-24. H-Plane Power Patterns Predicted From Near-Field 
Measurements Using Open-End Waveguide Probe 
(Elevation Components). 
o 
.Wit ANOLE = »0.C CENTER *<3T.\Tirti mOJL a 0 . 0 
Figure 5-25. H-Plane Power Patterns Predicted From Near-Field 
Measurements Using E-Plane Horn Probe (Elevation 
Component) . 
<s\ 
CONt AMOLC « 80.r :EMTCR KCTATIOJ mtaui = o.o 
Figure 5-26. E-Plane Power P a t t e r n s P r e d i c t e d From Near-Fie ld 
Measurements Using Undersize Waveguide Probe 
(Elevat ion Component). 
CTi 
NJ 
CGHff ANGLE s 8 0 . 0 .Mien *oTnno* MWLE - 0.0 
Figure 5-27. E-Plane Power Patterns Predicted From Near-Field 
Measurements Using Open-End Waveguide Probe 
(Elevation Component). M 
CTi 
UJ 
^OHC ANGLE = ftO.O CENTER ROTATION ANGLE 0 - 0 
Figure 5-28. E-Plane Power Patterns Predicted From Near-Field 
Measurements Using E-Plane Horn Probe (Elevation 
Component). 
the power density in the elevation component of the total electric field. 
Additional power patterns for the orthogonal azimuth component and for 
conical cuts are presented in Appendix F for completeness. The vertical 
scale ranges from zero to -40 decibels, and all patterns are shown rela-
tive to the peak of the main beams located at 45 degrees in Figures 5-23 
through 5-25 for the respective probes. 
Close examination of the H-plane power patterns in Figures 5-23 
through 5-25 reveals that within the angular region defined by |6 ] < 56 
degrees, the E-plane horn probe produces a slightly more accurate result 
than does the undersize waveguide probe or the open-end waveguide probe. 
The differences in accuracies, however, are not nearly as dramatic as 
those seen in the measured spectra of Figures 5-17 through 5-22. But 
closer examination of the errors in the spectra reveal that larger errors 
occur along the line k =0 (E-plane) than along k =0 (H-plane). Such 
would be expected since all three probes produced near-field responses 
that were more concentrated in x than in y. 
Figures 5-26 through 5-28 present E-plane power patterns pre-
dicted from the three probe responses. Again, the E-plane horn probe 
produces a somewhat more accurate far-field prediction for |0| < 9 
max 
than do the other two probes. The E-plane results show more clearly the 
effects of the probes than do the H-plane results as expected from the 
distributions of errors in the spectra. 
The power patterns for the azimuth components and for conical 
pattern cuts through the main beam at k = .707 presented in Appendix F 
^ " xn r 
show the same general trend; i.e., the E-plane horn probe yields a 
slightly more accurate far-field prediction when the measurement area is 
truncated than do the other two probes. 
It is noted in all cases that the predicted pattern deviates from 
the true pattern for angles outside of the region defined by |6| < 0 
This result is expected and corroborates the approximate maximum angle 
prediction of Crawford and Newell [17]. 
It is also noted that the true patterns in Figures 5-23 through 
5-25, and those in Figures 5-26 through 5-28, do not agree exactly; i.e., 
the three probes produced three slightly different results even when all 
the data were used. For example, the right sidelobe at 36 degrees in 
Figure 5-26 exhibits more ripples than the same sidelobe in Figure 5-28. 
These slight differences are attributed to reflections in the 
measurement environment. The undersize waveguide probe has a less di-
rective pattern and is, therefore, more responsive to reflected signals 
than are the other two, more directive probes. It may be concluded, on 
the basis of this reasoning, that the less directive probe may also be 
less desirable, especially in measurement environments where reflections 
are significant. 
The far-out sidelobes in the E-plane pattern of Figure 5-28 as 
predicted by the E-plane horn probe are somewhat different than those 
predicted by the other two probes. These differences, as well as the 
"glitches" in the pattern at -72 degrees, are attributed to errors in 
the characterization of the E-plane horn probe. Examination of the graph 
in Figure 5-7 along the line k = 0 and near k = -1 reveals a slight 
xn yn 
discrepancy in the probe data at low signal levels. These observations 
reinforce the importance of accurate probe characterization in making 
accurate far-field predictions. 
As a final note, it is important to identify the reason for the 
rather small improvement in accuracy in the predicted far fields af-
forded by the E-plane horn when the errors in the measured spectra of 
Figures 5-17 through 5-22 would seem to indicate a much large improve-
ment. The E-plane horn probe produced the most concentrated near-field 
response which, when sampled, truncated, and Fourier transformed, pro-
duced the measured spectrum having the least mean square error (Table 
5.4) and the least absolute error (Figures 5-21 and 5-22). The far field 
of the E-plane horn is also the most directive as indicated in Figure 
5-7. The directive properties of this probe tend to suppress those 
signal components at wavenumbers corresponding to wide angles in order 
to produce the desired concentrated near-field response. When the trans-
formed data are corrected for the probe, the small errors are enhanced 
by the probe correction. The enhancement is greater for the more direc-
tive probe and smaller for the less directive probe. The net effects are 
manifested in the far-field predictions as only a slight improvement in 
accuracy for the case of the E-plane horn. 
Equivalently, if probe correction were applied to the error 
spectra in Figures 5-17 through 5-22, it is expected that the graphs of 
the errors would then become very similar for all three probes. The 
errors for the E-plane horn would, however, be somewhat less than those 
for the other two probes in order to produce the more accurate far-field 
predications. 
The experimental results confirm the theoretical expectation that 
the probe which produces the most concentrated near-field response also 
produces the measured spectra having the least error. This probe also 
produces the most accurate predicted far-field patterns from near-field 
data contained within a reduced-size measurement area. In measurement 
situations where more power is radiated at wide angles by the test an-
tenna and/or the measurement area is severely restricted in size, it is 
expected that even greater advantages of the optimum probe will be 
realized, 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
It is concluded that an optimum probe for near-field antenna 
measurements on a planar surface of finite size is one which maximizes 
the concentration of the power of its near-field response within the 
measurement area. For the class of rectangular horn probes, including 
dielectric-loaded, open-end waveguide probes, the E-plane dimension of 
the probe is the more critical and should be approximately one wavelength 
in size to ensure maximum concentration of response to a linearly po-
larized test antenna. The H-plane dimension of the probe has less ef-
fect on the concentration of response, and a size of approximately one 
wavelength will ensure an adequate concentration of response. 
It is also concluded that the degree of improvement offered by the 
optimum probe in the accuracy of the predicted far-field patterns may be 
small in cases where the test antenna radiates insignificant amounts of 
power at angles far from the normal to the measurement plane. In such 
cases, the differences in concentrations of responses of suboptimum and 
optimum probes for practical size measurement areas may be so slight as 
to produce only insignificant differences in either the measured spectra 
or predicted far fields; i.e., the probe is indeed arbitrary. In those 
other cases where the measurement area is restricted in size, and/or the 
antenna under test radiates significant power at wide angles, it is ex-
pected that the optimally designed probe will offer significant improve-
ments . 
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The optimum design of other probe configurations may be determined 
by applying the maximum power criterion. Mathematical models of the 
probe and test antenna of interest may be used in an analytical proce-
dure based on the reciprocity theorem to determine the response of the 
probe to the test antenna as a function of probe position on the measure-
ment plane. The design parameters of the probe, such as aperture size, 
flare length, and polarization, are then varied until a maximum in the 
concentration of the power in the response is obtained. Only the ampli-
tude of the response need be calculated. For simplicity, only principal 
plane near-field responses need be used to evaluate the concentration of 
response. Ideally, a single probe design would serve to maximize the 
concentrations of response for both probe orientations; however, such is 
not expected to be the case in general. A compromise design, or two 
distinct, independent probes, will then be indicated. 
From theoretical consideration of the measurement equations, it 
is concluded that either a short electric or magnetic dipole constitutes 
an ideal probe for near-field measurements on a plane; i.e., a probe for 
which no compensation is required. This conclusion is based on the as-
sumption that the measured spectra may be obtained without error by in-
verse Fourier transformation of the measured probe response over the 
measurement area. Since an ideal dipole responds to the field at a 
point, its response would be less concentrated than that of a more di-
rective probe. The experimental results obtained show a direct correla-
tion between probe directivity and concentration of near-field response. 
Furthermore, these results show that the less concentrated the near-field 
response, the larger the mean square error in the measured spectrum. 
Hence, any advantages in simplicity of computations that may accrue from 
use of an ideal probe may be offset by the errors introduced as a result 
of the finite measurement area and spatial sampling of the probe response 
over it. 
Inasmuch as the present investigation has taken no account of the 
effects of random noise on the measured response of the probe, it is 
recommended that this be done. It is anticipated that the optimality 
criterion defined in the present work would be modified somewhat to 
guarantee a specified signal-to-noise ratio in the predicted far fields 
for a given signal-to-noise ratio in the measurements. The analytical 
procedures developed in the current work would be applicable to the probe 
design. 
It is also recommended that additional probe configurations be 
investigated to determine any advantages which may be offered. In 
particular, conical horn antennas, as fashioned from circular waveguides, 
should be considered. Moreover, the use of left-hand and right-hand 
circular polarized probes should be investigated since the amplitudes of 
the response of the probes would ideally be identical; hence, the con-
centration of the response would be maximized for both independent 
measurements required. Any difficulties that may be encountered in the 
probe compensation procedure as a result of responses which differ only 
in phase should be identified at the outset. 
The alternative method of analysis which utilizes the plane wave 
spectra of the probe and test antenna to determine the near-field probe 
response should be implemented. It is anticipated that significant 
savings in computation time would be realized so that a complete analysis 
of probe response would be possible. In addition, direct computation o 
errors produced in the measured spectra and predicted far fields would 
become feasible in the computer simulation and probe design procedure. 
It is also recommended that oversampling of the near-field response be 
investigated using the computer simulation to determine the merits of 
this means of reducing aliasing errors as compared to the use of an 
optimum probe. 
With regard to the measurement procedure, it is recommended that 
the A and Q channels of the optical encoder for the x position of the 
near-field probe be interchanged. The measured near-field data would 
then be recorded in the coordinate system of the test antenna so that 
no correction would be required in the data processing. Also, it is 
recommended that the phase reference control on the receiver be set to 
the A->B position so that no phase correction would be necessary during 
the data processing. Finally, it is recommended that a power leveling 
device be installed in the measurement system so that the effects of 
drifts in the power output of the klystron tube be minimized. 
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APPENDIX A 
SPHEROIDAL FUNCTIONS [22-29] 
A.l The Functions S 
on 
The angular prolate spheroidal wave functions of zero order 
S (c,n) satisfy the differential equation 
on 
2 
2, d u , du 2 2 , , , , 
(1 - n ) — - - 2n — + (x + c n u = 0 (A-l) 
dn 
in the closed n interval [-1,1] only for certain discrete real positive 
values 
0 < x (c) < X-, (c) < • . • (A-2) 
o 1 
of the parameter x- Corresponding to each eigenvalue x / n=0,l,..., 
there is a unique solution S (c,n) such that S (c,0) =P (0) where 
on on n 
th 
P (n) is the n Legendre polynomial. The eigenvalues x a r e continuous 
functions of c and x (0) = n(n+1), n = 0,1,.. . 
The functions S (c,n) also satisfy the integral equation 
on 
v (c)S (c,n) = n on 
fl 
S (c,a)e:CCtnda (A-3) 
-1 °n 
for discrete eigenvalues v (c) , n=0,l,..., which correspond to x • 
Equation (A-3) is valid for all n, real and complex and reveals the simi-
larity to the Fourier integral as elucidated below. 
The functions S (c,n) are entire functions of n, they have no on 
zeros at n = ±l, they are real for real n, and they have exactly n zeros 
in the interval (-1,1). They are even or odd functions of n, according 
to whether n is even or odd. The functions (S (c,n)} are doubly or-
thogonal on the intervals (-1,1) and (-00,00) , and form complete sets with 
respect to square integrable functions and functions having bounded sup-
port, respectively as discussed below. 
A second set of functions R (c,n), n=0,l,..., called radial 
on 
prolate spheroidal wave functions, which differ from the angular func-
tions only by a real scale factor, 
R(1) (c,n) = k (c)S (c,n) (A-4) 
on n on 
are also solutions to Equation (A-l). The eigenvalues v (c) of Equation 
(A-3) are related to R (c,n) at n= 1 by 
on 
v (c) = 2jnR(1)(c,l) (A-5) 
n on 
where R (c,l) is real. Hence, the eigenvalues v (c) are real for n 
on n 
even, and imaginary for n odd; i.e., 
v (c) = jn|v (c)| . (A-6) 
n ' n 
The functions S (c,n) also satisfy the integral equation, for 
n < l, 
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v (c)y (C)S (c,n) = 
n n on 
"] CCLT] 
S (c,a)e da 
on 
(A-7) 
where y (c) is a proportionality constant which relates the normalization 
on (-°°,°°) to that on (-1,1) as seen below. 




S (c,n)S (c,n)dn = A 6 
om on n ran 
(A-8) 
where 6 is the Kronecker delta and where {A (c)} is a set of arbitrary 
mn n 
positive numbers. On the other interval (-00,00) , it can be shown that 
s (c,n)s (c,n)dn = Y (c)X (c)6 
om on n n rnn 
(A-9) 
i.e., the normalization constants on (-°°,°°) are proportional to the arbi-
trarily chosen normalization constants {A (c)} on (-1,1), where the pro-
portionality constants {y (c)} are real positive numbers. 
In keeping with established convention, the normalization on (-00,00) 
will be chosen to be unity; i.e., 
Y (c)A (c) = 1 
n n 
(A-10) 
As consequences, it is found that [22] 
Vc> - - ^ 





i c l v I 
A (c) = — = n - (A-12) 
n y 2TT 
n 
The spheroidal functions S (c,n) can be expanded in terms of 
on 
Gegenbaur polynomials T (n) [31,42] 
k 
S (c,n) = I' d (o|0n)T, (n) (A-13) 
k=o,i k k 
where the prime denotes summation over only even or odd values of k de-
pending on whether n is even or odd, respectively. The expansion (A-13) 
converges rapidly everywhere inside of the interval (-1,1), but outside 
it converges more and more slowly with increasing values of n. 
An alternative expansion is in terms of Bessel functions [21,31] 
U 
.n(277) °° J , (en) 
Son ( C^ = — ^ V V=|0n> —^T (*-"> 
n k=0,l (cn) 
where the coefficients a are related to d by 
k k 
a f c | On) = j k n r (*+ 1 ? d (c | On) (A-15) 
k ' kl k ' 
The coefficients a, and d, are real and have been tabulated for certain 
k k 
values of c and n [25,31]. 
The functions S (c,n) also satisfy the integral equations 
on 
* 
v (c)s (c,n) = 
n on 
c l _.^ 
S (c,a)e 3CaT1da (A-16' 
-1 °n 
for all n, real and complex, and 
v (c)y S (c,n) = 




for |n| ^ 1- The first of these equations is established by integrating 
both sides of Equation (A-3) to give 
1 
v S (c,n)e~3CXndri = 
n on 
e 3CXT1[ s (c,a)eDCarida]dn (A-18) 
-1 J-l ° n 
Interchanging the order of integration on the right hand side yields 
I = 
-1 
\> S (c,n)e~DCXndn = 
n on 
-1 




Carrying out the integration in brackets yields 
2TT f sin c(a-x) , 
I = — S (c,a : r^^- da 
c J on TT(a-x) 
(A-20) 
But [22] , 
rl 
-1 
x sin c (a-x) -, , 
S c,a) / da = A S c,x 
on Tr(a-x) n on 
(A-2i; 
i i 2 * 
Using Equation (A-12) and the relation v = v v in Equation (A-20, 




 D C X ndn = v v s (c,x 
n on n n on 
;A-22) 
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from which Equation (A-16) follows by the simple redefinition of variables 
n and x in Equation (A-22) to a and n, respectively. 
Equation (A-17) can be established by using the orthogonality con-
dition on (-00,00) 
r 
S (c,n)S (c,n)dn = y X (A-23) 
on on n n 
—oo 
and the Equations (A-3) and (A-8). Substituting for the first S (c,n) 
on 
in Equation (A-23) the integral representation in Equation (A-16) gives 
r°° ri 
[— S ( c , a ) e : C a T 1 d a ] S ( c , n ) d n = y X . (A-24) 
* ., on on n n 
_oo v J -1 
n 
Interchange the order of integration to yield 
1 1 H 
[-— S ( c , n ) e D C a r i d n ] S ( c , a ) d a = y A . (A-25) 
. * on on n n 
-1 V J -«> 
n 
In order for Equation (A-25) to be the identity Equation (A-8), the 
bracketed expression must equal y S (c,n), and Equation (A-17) is 
n on 
established. 
A.2 The Functions ^ (c,t), ijj (c,f) 
n n 
It is desirable to generalize the above results to arbitrary in-
tervals on the familiar axes of time t and frequency f. Make the changes 
of variables 
a = 2t/T (A-26) 
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n = f/w (A-27) 
in Equation (A-3) to yield 
v S (c,2t/T) = 
n on 
W S (c,f/W j — ft 
on J WT 




To make this relation conform to the Fourier integral, set 
WT 
= TT (A-29) 
Define the constant b such that 
rW 
-W 
b 2S 2 (c,f/W)df 
on 
= A (A-30) 
After integrating, b is found to be 
Define 
(A-31) 
i> (c,f) = 
n 
- S (c,f/W) 
W on 
:A-32' 
ty (c,t) = 
n 
- S (c,2t/T 
T on 
(A-33) 
and substitute into Equation (A-28) to yield 
v • - 4> (c,t) = eJ df 
n 2 n J-w ^ 
(A-34! 
Combining all constants on the left side yields 







where the relations in Equations (A-6), (A-12), and (A-29) have been used 
to obtain 
/WT •nJj~~ 
n 2 n 
(A-36) 
Equation (A-35) states that the function 
g(t) = jn/T" ̂ (c,t) (A-37 
is bandlimited as given by the inverse Fourier transform of ip (c,f) mul-
tiplied by the rectangular window function p (f) = 1 for |f| < W, =0 
w 
otherwise; i.e., 
.n -1 j A if; (c,t) = F {ip (c,f)p (f)} . 
n n n w 
(A-38 
By t h e i n v e r s i o n i n t e g r a l , 
if; ( c , f ) p (f) = 
n w 




where p (f) is used to denote the fact that this integral equation is 
w 
valid only for |f| < W. 
Another useful relation occurs for the case where \b (c,t) is known 
n 
only over the finite interval (-T/2,T/2). From Equation (A-35) there 
results 
fT/2 
(-j) A i> (c,f) = 
n n -T.2 n 
\p (c/t)e~
:,2Trftdt . (A-40) 
n /— 
Mul t ip ly both s i d e s by j VX t o y i e l d 
fT/2 
A i> (c , f ) = j n / \ ~ ~ \\i ( c , t ) e 3 """ d t . (A-41) 
J_T / 2
 n n 
Equation (A-41) states that when the bandlimited function 
j A \p (c,t) is truncated to the finite interval (-T/2,T/2), its Fourier 
n n 
transform A ib (c,f) in the interval - W < f < W differs only by a constant 
n n 
factor A from that of the original function; however, since 
j A ty (c,t)p _ (t) is of finite duration, the corresponding transform 
n n T/2 
A ip (c,f) is no longer limited to the interval -W < f < W. 
n n 
Apply Parseval's theorem to Equation (A-38) to yield the "energy" 
in the signal as 
E = |g(t)| dt = 
— 00 
G(f)|2df (A-42) 
E = I j 1 1 ^ - ^ (c,t)|2dt= U (c,f)p (f)i2df (A-43 
1 n n ' ' n w ' 
— OO •" —CO 
2 
E = A Y = A (A-44; 
n n n 
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since by Equation (A-12) y = 1/A . When Parseval's theorem is applied to 
to Fourier transform pair Equation (A-41), there results 
E' = IA ^ (c,f) |2df = 1 n n ' 
— CO 
r 
jn/A 4> (c,t)p (t)|2dt (A-45) 
n n T/2 ' 
E' = A2 . (A-46) 
n 
Hence, truncating the bandlimited function j /A ip (c,t) has the effect 
n n 
of diminishing its total energy by a factor of A . The energy of the 
3 
truncated function contained in the interval -W < f < W is A . 
n 
A.3 The Functions ii (c,k ), ̂  (c,x) 
n x n 




t max - jk^ x 
i> (c,x) = a ty (c,k )e X dk (A-47) 
n n x x 
•* - k 
max 
where the constant of proportionality is to be determined. Make the 





a = r ^ — (A-49) 
k 
max 




k i ~ J C i ,,, 
• max k x k dk 
x x I _, x max max x 
v (c)S (c, ) = S (c, )e (A-50) 
n on x I on k k 
max J -k xmax max 
max 
To make Equation (A-50) correspond to the Fourier integral, set 
c = x k . (A-51) 
max max 
Define 
= / . i i) (c,k ) = / S (c,k /k ) (A-52) 
n x k on x max 
max 
,K, - / i> (c x) = / S (c,x/x ) (A-53) 
n x on max 
max 
Substitute these definitions into Equation (A-50) to yield 
* / 
v (c) /x \b (c,x) = 
n max n 
max i\) (c, k ) - j k x 
e dk (A-54) 
-k A 
max max 
Combine all constants onto the left side to give 
(-j)n/27rA \b (c,x) = 
n ' n 
k 
f max -]k x 
\p (c,k )e X dk (A-55) 
n x x 
-k 
max 
where the relation 
4 / v*2c = (-j)n/2TrX n ] 
has been used. There results the Fourier transform pair 
(A-561 
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( - j ) n /27rA i> ( c , x ) = F{ip ( c , k ) P l (k )} (A-57) 
n n n x k x 
max 
By the inversion integral, 
r°° + j k x 
i|> ( c , k ) P l (k ) = —- (-j)
n/2-rrX ty ( c , x ) e X dx (A-58) 
n x x k x 2TT n n 
max J -°° 
A l s o , i n t e r c h a n g e x and k , j and - j , i n E q u a t i o n (A-55) t o y i e l d 
jn/27rA \b ( c , k ) = 
n n x 
x 
f m + j k x 




M u l t i p l y b o t h s i d e s by ( - j ) /2TTA t o y i e l d t h e i n v e r s i o n f o r m u l a 
\ \\> ( c , k ) = - ^ 
n n x 2TT 
C m jk x 




which is useful when G(x) is known only over the interval |x| <x 
max 
Parseval's theorem for this case is 
G(x) dx = g(k ) dk . (A-61) 
2TT I ' ' ' x ' x 
— CO •> — C O 
A.4 Expansion of Wavenumber-Limited Functions 
Since the wavenumber-limited function G(x) is an entire function, 
it can, in principle, be extrapolated exactly to find its values outside 
the interval |x| < x . A Taylor series could be used to do this extra-
max 
polation, but the approximation to G(x) for large x would generally be 
poor when only a finite number of terms is used. Such an approximation 
is not wavenumber-limited. 
The functions {\p (c,x)} are doubly orthogonal and complete on the 
intervals (-x ,x ) and (-00,00) ; hence, they can be used in a series 
max max 
expansion of G(x); i.e., 
G(x) = 7 a \l> (c,x) 









G(x) dx (A-64) 
and convergence is in the mean square sense 
f° N 2 
lim I | G ( X ) y a \b (c,x) I dx = 0 
J rs n n ' 
N -> °° J -°° n=0 
(A-65) 
By the orthogonality on (-x ,x ), the coefficients are also given by 
max max 
an = I 
max 





An approximation for G(x) is obtained by using only N terms in the 
series Equation (A-62) 
N 
G (x) = y a i> (c,x; 
N Ln n n n=0 
(A-67 
with the a given by Equation (A-66). This approximation is itself 
wavenumber-limited since each function ty (c,x) is wavenumber-limited. 
The mean square error is 
MSE = G(x) - GM(x) I dx = I la 
N ' L ' n 
n=N+l 
(A-681 
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The inverse Fourier transform of G(x) has bounded support on the 
interval |k | < k and is given by 
x xmax 
9 < v = 27 
lk x ., °° 
,-, / \ X n 1 r 
G(x)e dx = — ) a 
2TT L n J -°° n=0 
jk x 
x 
ij; (c,x)e dx 
n 
(A-70) 
where the order of integration and summation have been interchanged. 
From Equation (A-58) 
(k > = I ty (c,k ) P l (k ) x u „ . . s n /^—;— n x ^k x (A-71) i=0 (-j) V27TA max 
The transform can be approximated by using only N terms in the summation 
to yield 
N 
g,T(k ) = I b \|> (c,k ) P l (k ; 3N x ^ n n x *k x 
n=0 max 
:A-72) 
where the relation between a and b is obvious. Since g and g are each 
n n ^ ^N 





|g(k ) - g (k )I dk (A-73) 1 x 3N x ' x 
-k 
max 
Substitute Equations (A-71) and (A-72) into (A-73) to yield 
k 
MSE = 
max °° N 
I J b \\) (c,k ) - J b i> (c,k )| dk (A-74) 1 _̂ n n x -̂ n n x 1 x 
-k n=0 n=0 
max 




I y b \p (c,k ) I dk (A-75) 1 L . n n x ' x 
-k n=N+l 
max 
Rewrite the magnitude of the summation as itself multiplied by its con-
jugate to yield 
MSE = 
k 
max °° °° 
( I b i) ) ( y b i) )*dk (A-76; u ., n n , P'P x 
-k n=N+l p=N+l F ^ 
max 
Form an equivalent double summation and interchange the order of integra-
tion and summation to give 
k 
°° °° r max 
MSE = y J b b 
on •-• I-' in r n p n=N+l p=N+l e J 
i> (c,k )4> *(c,k )dk (A-77 
n x p x x 
-k 
max 
which, from the orthogonality condition and Equation (A-30), 
i i 2 
l a I -, 2 
MSE = I ~ — A = — I | a | . (A-78) 
°° L , 2TTA n 2TT L ' n1 
n=N+l n n=N+l 
Equation (A-78) is merely a statement of Parseval's theorem in 
Equation (A-61); more importantly, Equation (A-73) and (A-78) state that 
the true spectrum g(k ) and its estimate g (k ) are both confined to the 
X N X 
interval Ik | < k , and that the mean square error in the estimate is 
x m ^ 
equal to (2ir) of the mean square error in the estimate G (x) averaged 
over the interval |x| < °°. Therefore, if an upper bound on the error in 
G (x) can be established (and it can), then it applies equally to the 
error in g>T (k ) . N x 
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APPENDIX B 
GRAPHS OF MEASURED PHASE OF PROBE ANTENNAS 
This appendix presents graphs of the measured phases of the three 
probe antennas for the rectangular far-field components E __, E _,_ as 
xff yff 
functions of normalized wavenumber k , k . The vertical scale cor-
xn yn 
responds to ±180 degrees as shown. The circular region indicated in 
2 2 





Figure B-1. Measured Phase of Exff(kx,ky) 
for Undersize Waveguide Probe. 
RELATIVE PHASE 
(DEGREES) 
Figure B-2. Measured Phase of E ff(kx,ky) 
for Undersize Waveguide Probe. 
RELATIVE PHASE 
(DEGREES) 
Figure B-3. Measured Phase of Exff(kx,ky] 
for Open-End Waveguide Probe. 
RELATIVE PHASE 
(DEGREES) 
Figure B-4. Measured Phae of Eyff(kx,ky) 




Figure B-5. Measured Phase of Exff(kx,ky) 
for E-Plane Horn Probe. 
RELATIVE PHASE 
(DEGREES) 
Figure B-6. Measured Phase of Eyf f (k x ,ky) 
for E-Plane Horn Probe. 
APPENDIX C 
MEASURED PROBE FAR FIELDS EAAND EA 
9 9 
This appendix presents graphs of the amplitudes and phase of the 
measured far fields Ea and E, of the three probe antennas. The ampli-
o 9 
tude is plotted in decibels from 0 dB to -40 dB relative to the maximum 
value in each graph. The phase vertical scale ranges from -180 degrees 
to +180 degrees. The abscissas in each graph represent angles 9 and 9 
as shown and as defined in Figure 4-3 of the text. Note that the angle 
9 is such as to make the data periodic in 9 with period 2TT . The angle 
9 is always non-negative. The angles 9 and 9 take on values correspond-
ing to the hemisphere 2> 0 in Figure 4-3. Note that the plane in each 
graph for 9 = 0 corresponds to the z-axis in Figure 4-3. Rapid changes 
in the phase data merely reflect the fact that +180° and -180° are the 
same point on the unit circle. 
RELATIVE AMPLITUDE 
(DECIBELS) 




Figure C-2. Measured Phase of E for Undersize Waveguide Probe 
RELATIVE AMPLITUDE 
(DECIBELS) 












Figure C-6. Measured Phase of E for Open-End Waveguide Probe 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure C-7. Measured Amplitude of Efl for Open-End Waveguide Probe. 
RELATIVE PHASE 
(DEGREES) 
Figure C-8. Measured Phase of EQ for Open-End Waveguide Probe. 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure C-9. Measured Amplitude of EA for E-Plane Horn Probe, 
RELATIVE PHASE 
(DEGREES) 
Figure C-10. Measured Phase of E. for E-Plane Horn Probe. 
RELATIVE AMPLITUDE 
(DECIBELS) 




Figure C-12. Measured Phase of E„ for E-Plane Horn Probe. 
APPENDIX D 
MEASURED NEAR-FIELD PHASE DATA 
This appendix presents three dimensional graphs of the measured 
phase of the near-field response for each of the three probes to the 
phased array test antenna. The vertical scale on each graph ranges from 
-180 degrees to +180 degrees. The abscissas are distances x and y in 
the test antenna coordinate system of Figure 2-1. The values of the 
ranges and increments of the abscissas are given in Table 5-3 of the 
text. The phase graphs are somewhat incomprehensivle because of the 
scanned condition of the phased array antenna and because +180° and 









Figure D-l. Measured Phase of Near-Field Response 





Figure D-2. Measured Phase of Near-Field Response 





Figure D-3. Measured Phase of Nea r -F ie ld Response 
for Open-End Waveguide Probe in 







Figure D-4. Measured Phase of Near-Field Response 




Figure D-5. Measured Phase of Nea r -F ie ld Response 





Figure D-6. Measured Phase of Near-Field Response 




MEASURED PLANE WAVE SPECTRA 
This appendix presents three dimensional graphs of the measured 
plane wave spectra obtained by inverse Fourier transformation of the 
measured near-field probe responses. Only amplitude data are presented. 
The vertical scale is in decibels (0 to -40 dB). The amplitude is shown 
relative to the maximum amplitude of that obtained for orientation #1 
for each probe. The abscissas are normalized wavenumbers ranging from 
-1.64 to +1.64 in both k and k . The central circular region in each 
x y 
plot corresponds approximately to the visible region. The number of 
data points in the data array for each graph is 128x128. The wavenumber-
iimited character of the data is quite evident in the graphs. 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure E - 1 . Amplitude of Measured Spectrum for 
Undersize Waveguide Probe in 




Figure E-2. Amplitude of Measured Spectrum for Undersize 
Waveguide Probe in Orientation #2. 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure E -3 . Amplitude of Measured Spectrum for Open-End 




Figure E-4. Amplitude of Measured Spectrum for Open-End 
Waveguide Probe in Orientation #2. 
RELATIVE AMPLITUDE 
(DECIBELS) 
Figure E-5 . Amplitude of Measured Spectrum for E-Plane 




Figure E-6. Amplitude of Measured Spectrum for E-Plane 
Horn Probe in Orientation #2. 
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APPENDIX F 
ADDITIONAL POWER PATTERNS OF TEST ANTENNA 
This appendix presents predicted power patterns (elevation and 
azimuth components) of the phased array test antenna as predicted from 
the near-field responses of the three probe antennas used in the inves-
tigation. Both H-plane (k =0) patterns and conical cut (k =.707) 
yn xn 
patterns are presented for angles corresponding to ±90 degrees. The true 
patterns were predicted by using all the data in the appropriate 128 x 128 
measured data arrays and are shown as solid lines in the graphs. The 
patterns predicted from the 32x32 arrays are shown as dotted lines. 
The vertical scale in each graph ranges from zero to -40 dB. All pat-
terns are shown relative to the peak of the main beam of the pattern 
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Figure F-l. H-Plane Power Patterns Predicted From Near-Field Measurements 





























Figure F-2. H-Plane Power Patterns Predicted From Near-Field Measurements 

























Figure F-3. H-Plane Power Patterns Predicted From Near-Field Measurements 




ctstrcx *a .irron MOLL »-o^r 
Figure F-4. Conical Cut Power Patterns Predicted From Near-Field 





Figure F-5. Conical Cut Power Patterns Predicted From Near-Field Measurements 




















ill. 1 * • 
Figure F-6 . Conical Cut Power P a t t e r n s P red i c t ed From Near -F ie ld 
Measurements Using E-Plane Horn Probe (Azimuth 
Component). ro M 
Figure F-7. Conical Cut Power Pattern Predicted From Near-Field Measurements 




Figure F -8 . 
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Conical Cut Power Patterns Predicted From Near-Field Measurements 
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Figure F-9. Conical Cut Power Patterns Predicted From Near-Field 
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