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Abstract
In this thesis we consider two combinatorial optimization problems that relate to the
field of persistent monitoring.
In the first part, we extend the classic problem of finding the maximum weight Hamil-
tonian cycle in a graph to the case where the objective is a submodular function of the
edges. We consider a greedy algorithm and a 2-matching based algorithm, and we show
that they have approximation factors of 1
2+κ
and max{ 2
3(2+κ)
, 2
3
(1−κ)} respectively, where
κ is the curvature of the submodular function. Both algorithms require a number of calls
to the submodular function that is cubic to the number of vertices in the graph. We then
present a method to solve a multi-objective optimization consisting of both additive edge
costs and submodular edge rewards. We provide simulation results to empirically evaluate
the performance of the algorithms. Finally, we demonstrate an application in monitoring
an environment using an autonomous mobile sensor, where the sensing reward is related
to the entropy reduction of a given a set of measurements.
In the second part, we study the problem of selecting sensors to obtain the most accurate
state estimate of a linear system. The estimator is taken to be a Kalman filter and we
attempt to optimize the a posteriori error covariance. For a finite time horizon, we show
that, under certain restrictive conditions, the problem can be phrased as a submodular
function optimization and that a greedy approach yields a 1− 1
e1−1/e -approximation. Next,
for an infinite time horizon, we characterize the exact conditions for the existence of a
schedule with bounded estimation error covariance. We then present a scheduling algorithm
that guarantees that the error covariance will be bounded and that the error will die out
exponentially for any detectable LTI system. Simulations are provided to compare the
performance of the algorithm against other known techniques.
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Chapter 1
Introduction
This thesis covers two topics that are both relevant in the field of persistent monitoring.
Most problems in this field relate to monitoring some dynamic process over long periods of
time. This can be done by using either mobile sensor(s) (on a robot(s)) that continuously
traverse the environment or alternatively by placing static sensors at key locations that
work together to give a complete picture of the process.
The first topic we look at relates to using a mobile robot to observe an environment;
specifically, the submodular maximum traveling salesman problem (TSP). The second
problem relates to state estimation and figuring out which measurements to make given a
static sensor network.
1.1 The Submodular Maximum Traveling Salesman
Problem
The maximum weight Hamiltonian cycle is a classic problem in combinatorial optimization.
It consists of finding a path in a graph that starts and ends at the same vertex and
visits all other vertices exactly once while maximizing the sum of the weights (i.e., the
reward) on the edges traversed. Also referred to as the max-TSP, the problem is NP-hard;
however, a number of approximation algorithms have been developed. In [16], four simple
approximation algorithms are analyzed. The authors show that greedy, best-neighbor, and
2-interchange heuristics all give a 1
2
approximation to the optimal tour. They also show
that a 2-matching based heuristic, which first finds a perfect 2-matching and then converts
that to a tour, gives a 2
3
approximation. The simple and elegant Serdyukov’s algorithm
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[47] — which combines a perfect 2-matching and a 1-matching to compute a tour — gives
a 3
4
approximation. The best known deterministic algorithm is given in [45] and it achieves
a 7
9
approximation in O(n3) time. A number of randomized algorithms also exist such as
the one given in [23] that achieves a 25
33
approximation ratio. In [54] it was shown that this
algorithm can be derandomized while maintaining its approximation factor. In this paper
we look at extending the max-TSP problem to the case of submodular rewards.
This extension is motivated, in part, by the application of mobile sensing robots to
persistently monitor or patrol a large environment [53, 11, 52]. It is desirable to have a
closed walk or a tour over which the sensing robot travels. Applications include tasks such
as monitoring oil spills [8], forest fires [7] or underwater ocean monitoring [52].
Informative path planning involves using pre-existing information about the environ-
ment (such as a probability distribution) to plan a path that maximizes the information
gained. It is a topic that has been researched with various different approaches. For
example, in [37] the authors look into creating trajectories to best estimate a Gaussian
random field by intelligently generating rapidly-exploring random cycles. One common
way to measure information content is using mutual information. In [19], this metric is
used to place static sensors in a Gaussian field. Other papers investigate maximizing the
knowledge at specific points by planning a path for a sensing robot while also taking into
account budget constraints [50, 4]. The metrics used to determine the quality of the sens-
ing, such as mutual information, are usually submodular in nature. The defining property
of a submodular function is that of decreasing marginal value of each element, i.e., adding
an element to a set will result in a larger increase in value than adding that element to a
superset of that set. For example, if a sensor is placed close to another, then the benefit
gained by the second sensor will be less than if the first sensor had not already been placed.
Other areas where submodular functions arise include viral marketing, active learning [17]
and AdWords assignment [18].
Our problem can be stated as maximizing a submodular function over the edges of a
graph subject to the constraint that the selected edges form a tour. Generally, one way
to represent constraints in a combinatorial optimization problem is through the concept
of independence systems or its many specializations, including p-systems and matroids.
Although unconstrained minimization of a submodular function can be achieved in poly-
nomial time [46, 30], maximizing a non-decreasing submodular function over an indepen-
dence system constraint is known to be NP-hard. For a monotone submodular function,
a number of approximation algorithms exist for optimizing over multiple matroid con-
straints [15]. Some bounds that include the dependence on curvature are presented in [9].
Local search methods have been found to be particularly useful [57, 14] for both monotone
and non-monotone functions. Various results exist for non-monotone submodular function
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maximization for both the unconstrained case [13] and for the case where constraints exist,
such as multiple matroid and knapsack constraints [38, 39] or p-system constraints [20].
The use of continuous relaxations of the submodular function have also lead to optimal
approximation bounds [5] for the case of a single matroid as well as improved bounds for
a combination of various constraints [56].
1.2 Sensor Scheduling
When monitoring a process, another technique of obtaining data from the environment is by
deploying a sensor network. Each sensor can be equipped with the ability to make a range
of possible measurements depending on what the application is. This includes determining
a robot’s state [26], tracking the position of a target [29], determining troop movements
on a battlefield, selecting the frequency in radar and sonar applications, or monitoring
tasks such as chemical processes [33], seismic activity or toxin levels at a factory. Sensor
selection techniques can also be applied to problems such as adaptive compressed sensing
[40].
The actual processing of the data collected could be done in a distributed manner or
centralized. In either case, the sensors themselves usually are resource constrained in terms
of energy and processing power. The network may be required to have a long life span;
therefore, operating every sensor continuously may not be viable. Network constraints also
bring about communication limitations between sensors. To overcome these restrictions,
sensors can alternate between being awake and asleep. Unless there is a lot of redundancy
in the system, this method could result in an incomplete picture of the phenomenon of
interest. Therefore, the schedule has to be constructed in an intelligent way in order to get
as much information as possible while meeting the energy constraints. This is, in essence,
what the sensor selection (or scheduling) problem is.
The sensor selection problem comes up in numerous areas and can be formulated in
various ways. For a related problem of coverage, [6] considers how to schedule the opera-
tional time of randomly but densely deployed wireless sensors to achieve constant coverage
of certain targets while maximizing life span. A slightly different problem of sensor place-
ment in a Gaussian field is considered in [19] using mutual information as a metric. This
is extended to take into account communication costs in [35]. In another instance, a near
optimal solution to the sensor placement problem is given through the use of genetic algo-
rithms [61].
In the context of linear Gaussian systems, a Kalman filter is the optimal estimator.
Using its equations as a basis for formulating the sensor selection problem is therefore a
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reasonable approach. In this context, the infinite horizon sensor scheduling problem is
studied in [62]. Under some mild conditions, it is shown that the optimal infinite horizon
average-per-stage cost as well as the corresponding schedule are independent of the initial
covariance. Also, it is shown that the optimal cost can be estimated arbitrarily closely by
a periodic schedule (that has a finite period) and also that the error covariance approaches
a unique limit cycle under a periodic schedule. An optimal and semi-optimal algorithm
that use tree pruning techniques are provided in [55].
In [51], the authors look at the problem of using a Kalman filter if observations are
available at each time step with a certain probability. It is shown that the error covariance
will be bounded only if the probability of making an observation is above a certain critical
value. In [21], the authors provide a method for stochastically selecting measurements for
a Kalman filter, based on an intelligently constructed probability distribution, to minimize
the expected steady state error covariance.
An application of sensor selection to CO2 monitoring using a wireless sensor network is
demonstrated in [59] by using a convex relaxation in an attempt to approximate the optimal
a posteriori covariance for a Kalman filter. The sensor selection problem is combined with
the controller problem in [58] to demonstrate an application for controlling the water level
in multiple tanks. Here, the LQG problem is modified to include controller cost and
network energy cost from the selected sensors, and is framed as a receding horizon mixed
integer program.
A convex relaxation based approach to pick measurements for parameter estimation
along with solution dependent bounds is given in [32]. This approach is, however, em-
pirically shown to be worse than a greedy algorithm when optimizing the maximum a
posteriori estimate in [48]. In this paper the authors also show that using the maximum
a posteriori covariance gives a constant factor approximation using the greedy algorithm
since the objective is submodular. This is applied to an example that uses a Kalman filter.
An extension that provides for randomly dropped measurements is done in [49].
A generalized framework for sensor selection in state estimation for Kalman Filtering
in presented in [43]. A number of problems can be addressed using this framework such
as minimizing the final covariance over a time horizon, the average covariance, just the
variance of a single state, or even the cost of a finite horizon LQG regulator. A number of
network constraints can also be included. The problem is framed as a relaxed quadratic
program. A greedy approach is given though the error bound is not necessarily constant
for unstable systems.
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1.3 Contributions
We present and analyze two simple algorithms for constructing a maximum reward tour
on a graph. The metric used in maximizing the “reward” of a particular tour is a positive
monotone submodular function of the edges. We frame this problem as an optimization
over an independence system constraint and present two approximation algorithms. The
first method is greedy and gives a 1
2+κ
approximation. The second method creates a 2-
matching and then turns it into a tour. This gives a max
{
2
3(2+κ)
, 2
3
(1− κ)
}
approximation
where κ is the curvature of the submodular function. Both techniques require O(|V |3)
value oracle calls to the submodular function, where |V | is the number of vertices in the
graph. The algorithms are also extended to directed graphs. To obtain these results, we
generalize a known bound for the greedy algorithm to be a function of curvature. We also
present an approach for the case of a multi-objective optimization consisting of submodular
(sensing) rewards on the edges along with modular (travel) costs. We incorporate these
two objectives into a single function which is no longer monotone nor positive. We provide
bounds on the performance of our algorithms in this case, which depend on the relative
weight of the rewards.
For the finite horizon sensor selection problem, we investigate the submodularity prop-
erties of the Kalman update equations. Under certain restrictive assumptions, a metric
that relates to the volume of the confidence ellipsoid for the a posteriori estimate is shown
to be submodular and monotone non-decreasing. This in turn is used to derive a bound
for using a greedy algorithm to pick sensors at each time step. Next, we give necessary and
sufficient conditions for the existence of an infinite horizon sensor schedule with a bounded
error covariance, which makes a novel connection to detectability. We then provide a mod-
ification to a simple greedy algorithm for constructing a sensor schedule that guarantees a
bounded infinite horizon cost.
1.4 Organization
The structure of this thesis is as follows. In Chapter 2 some preliminary material in given
to review some concepts with the objective of introducing notation and some results that
will be used throughout the rest of this thesis. In Chapter 3 the submodular maximum
traveling salesman problem is defined and analyzed. In Chapter 4 the sensor scheduling
problem is studied in the context of submodularity as well as uniform detectability. We
end with conclusions and possible future directions in Chapter 6
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Chapter 2
Preliminaries
Here we present preliminary concepts. Independence systems and submodular functions
are defined and we give a brief summary of results on combinatorial optimization over
independence systems. An extension of a known result on optimization over p-systems to
incorporate curvature is also given. Next we review some concepts in linear algebra and
study the Kalman filter and its boundedness.
2.1 Independence Systems
Combinatorial optimization problems can often be formulated as the maximization or
minimization of an objective function f : F → R over a set system (E,F), where E is the
base set of all elements and F ⊆ 2E. An independence system is a set system that is
closed under subsets (i.e., if A ∈ F then B ⊆ A =⇒ B ∈ F). Sets in F are referred to as
independent sets. For some subset of the base set, A ⊆ E, maximal independent sets of
A (i.e., all B ∈ F such that B ⊆ A and B ∪ {x} /∈ F ,∀x ∈ A \B) are the bases of A.
Definition 2.1.1 (p-system). Given an independence system S = (E,F), for any A ⊆ E,
let U(A) and L(A) be the sizes of the maximum and minimum cardinality bases of A,
respectively. Then, S is a p-system, for some p ∈ R+, if U(A) ≤ pL(A) for all A ⊆ E. 
Definition 2.1.2 (p-extendible system). An independence system (E,F) is p-extendible
if given any independent set B ∈ F , for every subset A of B and for every x /∈ A such that
A∪{x} ∈ F , there exists C ⊆ B\A such that |C| ≤ p and for which (B\C)∪{x} ∈ F . 
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Definition 2.1.3 (Matroid). An independence system (E,F) is a matroid if it satisfies
the additional property that if X, Y ∈ F such that |X| > |Y |, then ∃x ∈ X\Y with
Y ∪ {x} ∈ F . 
Remark 2.1.4 (Relationship between systems). These specific types of independence sys-
tems are intricately related. A matroid is a 1-extendible system and any p-extendible
system is a p-system. In addition, any independence system can be represented as the
intersection of a finite number of matroids [34]. •
An example of a matroid is the partition matroid. The base set is composed of n
disjoint sets, {Ei}ni=1. Given k ∈ Zn+, the matroid is defined by the collection F := {A ⊆
E : |A∩Ei| ≤ ki,∀i = 1 . . . n}. Another example is the uniform matroid which is defined by
the collection of all sets of size less then or equal to m ∈ Z+, i.e., F := {A ⊆ E : |A| ≤ m}.
2.2 Sequences
A sequence A = (a1, . . . , ak), k ∈ Z≥0 can be constructed by choosing elements from a
base set of elements E, i.e., ai ∈ E. A number of operations can be done on sequences.
Length: The length of a sequence, |A|, is the number of elements in the sequence. So
for A = (a1, . . . , ak), |A| = k.
Concatenation: Two sequences defined over the same base set can be concatenated into
a larger sequence. Given two sequences A = (a1, . . . , ak) and B = (b1, . . . , bl), A ‖ B =
(a1, . . . , ak, b1, . . . , bl).
Subsequence: A subsequence of A is a sequence derived from it by deleting some
elements but not changing the order of the remaining elements, e.g., B = (a3, a5) is a
subsequence of A, and is denoted B ⊆ A.
2.3 Set Functions
Let E be a finite set. A set function, f , defined over E assigns a value to every subset of
E, i.e., f : 2E → R. The following properties can be defined for a set function.
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Definition 2.3.1 (Normalized). The function, f , is normalized if f(∅) = 0. 
Definition 2.3.2 (Monotonicity). The function, f , is monotone non-decreasing if for all
A ⊆ B ⊆ N , f(A) ≤ f(B). Similarly, it is monotone non-increasing if f(A) ≥ f(B). If
neither of these conditions hold, then the function is non-monotone. 
Definition 2.3.3 (Submodularity). The function f is submodular if
f(S) + f(T ) ≥ f(S ∪ T ) + f(S ∩ T ),
for all S, T ⊆ N . 
Submodular functions satisfy the property of diminishing marginal returns. That is,
the contribution of any element x to the total value of a set decreases as the set gets bigger.
More formally, let ∆f (B|A) := f(A ∪B)− f(A). Then,
∆f (x|A) ≥ ∆f (x|B), ∀A ⊆ B ⊆ N.
Henceforth, the subscript f will be omitted unless there is ambiguity.
Since the domain of f is 2N , there are an exponential number of possible values for
the set function. We will assume that f(S), for any S ⊆ N , is determined by a black box
function. This value oracle is assumed to run in polynomial time in the size of the input
set.
The class of submodular functions is fairly broad and includes linear functions. One
way to measure the degree of submodularity of a function is the curvature. A submodular
function has a curvature of κ ∈ [0, 1] if for any A ⊂ N and x ∈ N \ A,
∆(x|A) ≥ (1− κ)f(x). (2.1)
In other words, the minimum possible marginal benefit of any element x is within a factor
of (1− κ) of its maximum possible benefit.
2.4 Sequence Functions
A sequence function defined over a base set E is one that takes in a sequence of any
length, composed of elements of E, and outputs a number in R. Note that this is different
from a set function in that the actual order of the elements in the sequence matters, i.e.,
f((a, b)) 6= f((b, a)).
The definitions in the previous section can also be applied to sequence functions. Let
E be a finite set and f a function defined on sequences derived from E.
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Definition 2.4.1 (Monotonicity). The function, f , is monotone non-decreasing if for all
subsequences A of a sequence B, i.e., A ⊆ B, f(A) ≤ f(B). Similarly, it is monotone
non-increasing if f(A) ≥ f(B). If neither of these conditions hold, then the function is
non-monotone. 
The concept of submodularity can also be applied to sequence functions. Denote the
marginal value of adding a sequence C to a sequence A as ∆f (C|A) := f(A ‖ C)− f(A).
Definition 2.4.2 (Submodularity). The function f is submodular if
∆f (C|A) ≥ ∆(C|B),
for all A ⊆ B. 
2.5 Submodular Function Optimization
Without any additional structure on a set function f , optimizing f subject to any con-
straints is generally intractable and inapproximable. However, a fairly general class of
objective functions for which approximation algorithms exist is the class of normalized and
monotone non-decreasing submodular set functions.
Here we present some results for optimization over independence systems. Combining
results from [24], [15] and [5], we have the following.
Lemma 2.5.1. Consider the problem of approximating the maximum valued basis of a
p-system.
1. If the objective function is linear and non-negative, then the greedy algorithm gives a
1
p
approximation.
2. If the objective function is submodular, non-negative and monotone non-decreasing,
then the greedy algorithm gives a 1
p+1
approximation.
In [44] the authors look at maximizing a submodular function over a uniform matroid
(i.e., selecting k elements from a set). They show that the greedy algorithm gives an
approximation of 1− 1
e
. This is the best factor that can be achieved, as in [12] it is shown
that to obtain a (1 − 1
e
+ )-approximation for any  > 0 is NP-hard for the maximum
k-cover problem (which is the special case of a uniform matroid constraint).
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In [15], the optimization problem is generalized to an independence system represented
as the intersection of p matroids. The authors state that the result can be extended to
p-systems. A complete proof for this generalization is given in [5]. For a single matroid
constraint, an algorithm to obtain a (1− 1/e) approximation is also given in [5].
Linear functions are a special case of submodular functions (curvature is 0) so it is
reasonable to expect the bound for the greedy algorithm to be a continuous function
of the curvature. In [9], for a system that is the intersection of p matroids the greedy
bound is shown to be 1
p+κ
. We now extend this result to p-systems and generalize to an
α-approximate greedy algorithm.
Definition 2.5.2 (α-approximate greedy). Given an objective function f defined over an
independence system (E,F). For α ∈ (0, 1], an α-approximate greedy algorithm greedily
constructs an approximation to the maximum value basis by selecting at each iteration i
an element gi such that
∆(gi|Gi−1) ≥ α max
e∈E\Gi−1
Gi−1∪{e}∈I
∆(e|Gi−1),
where Gi =
⋃i
j=0 gj and g0 = ∅. 
Theorem 2.5.3. Consider the problem of maximizing a monotone submodular function
f with curvature κ, over a p-system. Then, the α-approximate greedy algorithm gives an
approximation factor of α
p+ακ
.
Proof. The proof is inspired from the proof where the system is the intersection of p integral
polymatroids [9, Theorem 6.1]. Let W be the optimal set. Let si be the element chosen
by the greedy algorithm at iteration i. For t = 1, . . . , k, let St := {s1, . . . , st}, so Sk is the
final greedy solution. Also, let ρt := ∆(st|St−1) = f(St) − f(St−1), so f(Sk) =
∑k
t=1 ρt.
Therefore,
f(W ∪ Sk) ≥ f(W ) +
∑
e∈Sk
∆(e|(W ∪ Sk) \ e) ≥ f(W ) + (1− κ)
k∑
t=1
ρt, (2.2)
since ∆(e|(W ∪ Sk) \ e) ≥ (1 − κ)f(e) by the definition of curvature, and the rest of the
inequalities hold due to submodularity. Also,
f(W ∪ Sk) ≤ f(Sk) +
∑
e∈W\Sk
∆(e|Sk). (2.3)
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Following from the analysis of the greedy algorithm for p-systems in [5, Appendix B], a
k-partition W1, . . . ,Wk of W , can be constructed such that |Wt| ≤ p and ρt ≥ α∆(e|St−1)
for all e ∈ Wt. Therefore,∑
e∈W\Sk
∆(e|Sk) =
k∑
i=1
∑
e∈Wi\Sk
∆(e|Sk) ≤
k∑
i=1
|Wi \ Sk|ρt
α
≤ p
α
k∑
i=1
ρt, (2.4)
since ∆(e|Sk) ≤ ∆(e|St−1) for all t by submodularity.
Combining (2.3) and (2.4) with (2.2), the desired result can be derived as follows,
f(W ) + (1− κ)f(Sk) ≤ f(Sk) + p
α
f(Sk) =⇒ f(W ) ≤ (p+ ακ)
α
f(Sk).
For the case of a sequence submodular functions, the following lemma quantifies the
greedy algorithms performance for a uniform matroid like constraint.
Lemma 2.5.4 ([1]). Given a normalized monotone non-decreasing submodular sequence
function f defined over the base set of elements E. The problem of selecting the maximum
value sequence of size T can be approximated to within 1 − 1
eα
using an α-approximate
greedy algorithm.
2.6 Set Systems on Graphs
In this section we introduce some graph constructs and relate them to p-systems.
Given a graph G = (V,E) where V is the set of vertices and E is the set of edges.
We follow the standard definitions for simple path, simple cycle and Hamiltonian cycle (cf.
[34]). We refer to a Hamiltonian cycle as a tour, and a simple cycle that is not a tour as
a subtour. Let δ(v) denote the set of edges that are incident to v.
Definition 2.6.1 (Simple b-matching). Given vertex capacities b : V → N, a simple
b-matching is an assignment f ∈ {0, 1}E to the edges such that ∑e∈δ(v) f(e) ≤ b(v),
∀v ∈ V . If equality holds for all v, then the b-matching is perfect. 
For the rest of this thesis, any reference to a b-matching will always refer to a simple
b-matching. Taking the base set of elements to be the edges of the graph, a b-matching
system is defined by the collection of all subsets of edges, such that assigning a 1 only to
the edges in the subset satisfies the definition of a b-matching.
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Lemma 2.6.2 ([41]). A b-matching system is a 2-extendible system.
Given a complete graph, each edge in the graph can be assigned a cost given by c : E →
R+. The classic Maximum Traveling Salesman Problem (Max-TSP) is to find a maximum
cost tour. On a directed graph, the TSP can be divided into two variants: the Asymmetric
TSP (ATSP) – where for two vertices u and v, c(u, v) 6= c(v, u) – and the Symmetric TSP
(STSP) – where c(u, v) = c(v, u), which is the case if the graph is undirected.
The set of feasible solutions for the directed TSP can be defined using a directed
(Hamiltonian) tour independence system. A set of edges is independent if they form a
collection of vertex disjoint simple paths, or a complete tour. The directed tour system
can be formulated as the intersection of three matroids. These are:
1. Partition matroid: Edge sets such that the in-degree of each vertex ≤ 1,
2. Partition matroid: Edge sets such that the out-degree of each vertex ≤ 1,
3. The 1-graphic matroid: the set of edges that form a forest with at most one simple
cycle.
Lemma 2.6.3 ([41]). The directed tour independence system is 3-extendible.
For an undirected graph, one option is to double the edges and formulate the problem as
a STSP. Since the STSP is just a special case of the ATSP, the above formulation applies.
Instead, directly defining an undirected tour independence system for an undirected TSP
can lead to a stronger classification. In this case, a set of edges is independent if the
induced graph satisfies the two conditions:
1. each vertex has degree at most 2,
2. there are no subtours.
Theorem 2.6.4. The undirected tour system is 3-extendible.
Proof. To show this, we can consider all the cases to show that the system satisfies the
definition of a 3-extendible system. Specifically, assume some given set A ⊂ B ∈ F and
determine the number of edges that will need to be removed from B \ A so that adding
any x = {u, v} /∈ B (such that A ∪ x ∈ F) to B will maintain independence.
Adding an edge can violate the degree constraint on at most two vertices (specifically
u and v) and/or the subtour constraint. To satisfy the degree constraint, at most one edge
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will need to be removed from B for each vertex (since any vertex in B would have a degree
at most 2 before adding x). To satisfy the subtour requirement, at most one edge will need
to be removed from the subtour in order to break it into a simple path. Therefore, up to
three edges will have to be removed in total which means that the system is 3-extendible.
One case where exactly three edges will have to be removed comes about if A contains
an edge, e1, incident to u and another, e2, to v. If adding x to B violates both conditions
of independence then we know there exists a simple path P ⊆ B, where the endpoints of
the path are u and v. Assume that both e1, e2 ∈ P . Then one edge (that is not e1 or e2)
will have to be removed from P to break the cycle (produced by adding x) and two more
will need to be removed to satisfy the degree requirements at u and v.
As a result, the undirected tour is a 3-system. This result is, however, somewhat
redundant for our purposes since a stronger result exists.
Lemma 2.6.5 (Jenkyns, [31]). On a graph with n vertices, the undirected tour is a p-system
with p = 2− ⌊n+1
2
⌋−1
< 2.
Note that although by definition of a p-system the value of p does not have to be an
integer, we will assume it is. Since a p-system is also a (p + k)-system (for k ≥ 0), this
assumption does not eliminate any p-systems since the value of p can just be rounded up
to the nearest integer (as in Lemma 2.6.5).
2.7 Review of Linear Algebra Concepts
Here we give a quick overview of concepts and notations that will be used throughout this
thesis.
Given a square matrix A ∈ Rn×n. This can also be viewed as a transform that maps
vectors in Rn to Rn, i.e., A : Rn → Rn. The identity matrix will be referred to as I.
The range space or image, R(A), is all the vectors y ∈ Rn such that there exists an
x for which y = Ax.
The null space, N (A), is the set of all the vectors x such that Ax = 0.
The rank of A, rank(A), is the dimension of the range space, or the number of linearly
independent (LI) columns of A.
Let (λi, vi) be the eigenvalue-eigenvector pairs of A. If the geometric multiplicity of
every eigenvalue is equal to its algebraic multiplicity, then A can be diagonalized. In
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this case, the eigenvectors of A will span Rn. If the geometric multiplicity is less than the
algebraic multiplicity for any eigenvalue, then A is defective. In this case, the generalized
eigenvectors of A have to be constructed. The chain of generalized eigenvectors coming
from vi =: v
(1)
i satisfies
(A− λi)v(j)i = v(j−1)i =⇒ Av(j)i = λiv(j)i + v(j−1)i .
Using this, we can derive a representation of f(A)v
(j)
i for some function f of A,
f(A)v
(j)
i = f(λi)v
(j)
i + f
(1)(λi)v
(j−1)
i + · · ·+ f (j−1)(λi)v(1)i ,
where f (s)(λi) is the s
th derivative of f(λi). This can be applied to calculate, for example,
Akv
(j)
i by taking f(λi) = λ
k
i .
(P1) Cayley-Hamilton Theorem: [25, Thm. 2.4.2] If pA(t) is the characteristic poly-
nomial of A ∈ Cn×n, then pA(A) = 0. As a consequence of this theorem, An =∑n−1
i=0 αiA
i.
This can further be applied recursively to get that (∀l > n), Al is a linear combina-
tion of A0, . . . , An−1.
(P2) Given a full column rank matrix A ∈ Rm×n and k ≤ n LI vectors {xi}ki=1. Then
{Axi}ki=1 are also LI.
This can be shown by contradiction. If the transformed vectors were not LI, then∑
αiAxi = 0 for some αi. So A(
∑
αixi) = Ay = 0 which can happen only if
y =
∑
αixi = 0. This contradicts the LI of xi.
The following are identities that can be used to calculate the determinant or inverse of
a matrix subject to a “perturbation”.
(P3) Matrix Determinant Lemma: Given An×n, Un×k and Vn×k. Assuming A−1 exists,
det(A+ UV >) = det(I + V >A−1U) det(A).
For the special case of A = I, this is just Sylvester’s Theorem of Determinants.
(P4) Woodbury matrix identity (matrix inversion lemma): Given An×n, Un×k,
Ck×k and Vk×n. Then
(A+ UCV )−1 = A−1 − A−1U (C−1 + V A−1U)−1 V A−1,
assuming all inverses exist.
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A symmetric matrix A is denoted to be positive definite (p.d.) as A  0 and positive
semi-definite (p.s.d.) as A  0.
(P5) [25, Cor. 7.7.4] If M  N  0 then λMi ≥ λNi when the eigenvalues of both matrices
are sorted in descending order. This in turn implies that det(M) ≥ det(N).
(P6) Given A  0. Using Cholesky Decomposition, A = LL> where L is a lower triangular
matrix. If A  0, then L is unique and has strictly positive diagonal entries. Also,
any p.s.d. matrix A has a unique p.s.d. “square root” A1/2 that is invertible if and
only if A is invertible.
(P7) [25, Obs. 7.1.6] Given that A  0. For any C ∈ Cn×m, C∗AC  0. As a generaliza-
tion, A  B =⇒ C∗AC  C∗BC.
2.8 Observability and Detectability
2.8.1 Time-Invariant Systems
Consider the discrete-time linear time invariant (LTI) system
xk+1 = Axk, xk ∈ Rn
yk = Cxk, yk ∈ Rm.
A known problem is that of determining the value of the initial state given a sequence
outputs or measurements, yk.
1 Recognizing that the solution to the recursive equation is
just xk = A
kx0 gives an exact expression for what the measurement vector at each time
step is. Specifically, 
y0
y1
...
yk
 =

C
CA
...
CAk
x0 =: Mkx0.
This is a system of linear equations that need to be solved in order to obtain a value for
x0. Assuming all the measurements are consistent with one another, the value of x0 can
1The more well known representation of the problem includes input(s) that affect the state at each time
step. This has been omitted as we are not interested in such a system.
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be uniquely determined if and only if Mk is full rank. In this case, the system is said to
be observable.
The minimum value of k required for observability will vary depending on the exact
system under consideration. Since x0 has n unknown entries, it is reasonable to expect
that at most n measurements should be needed for observability. Indeed, by the Cayley-
Hamilton theorem (P1) it is easy to show that rank(Mj) = rank(Mn−1) for all j ≥ n− 1.
Thus, we have the following test for observability.
Lemma 2.8.1 (Observability). An LTI system (A,C) is observable if and only if its ob-
servability matrix, Θ, has rank n, where
Θ :=

C
CA
...
CAn−1
 .
For many practical purposes, it is not necessary for the system to be completely ob-
servable. In this case, the observability matrix will not be full rank, i.e., N (Θ) 6= ∅. Such
a system can be decomposed into observable and unobservable components. This is known
as the standard form for unobservable systems.
z = T−1x =
[
z1
z2
]
, A¯ = T−1AT =
[
Ao¯ A12
0 Ao
]
, C¯ = CT =
[
0 Co
]
,
∴ zk+1 = A¯zk, yk = C¯zk,
(2.5)
where T =
[
To¯ T
′] such that To¯ is a matrix whose columns form a basis for N (Θ) and T ′
is a matrix whose columns are linearly independent to those in To¯, so rank(T ) = n. The
system (2.5) is equivalent to the original system. Some interesting points to note:
• Since (2.5) is just a similarity transform, the eigenvalues of A and A¯ coincide.
• The modes (eigenvalues) of Ao are observable (i.e., (Ao, Co) is observable) whereas
the modes of Ao¯ are not.
• If Θ, Θ¯ and Θo are the observability matrices of (A,C), (A¯, C¯) and (Ao, Co) respec-
tively, then Θ¯ = ΘT =
[
0 Θo
]
.
• The unobservable subspace is A-invariant (and is in fact the largest A-invariant sub-
space contained in the null space of C).
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Since the stable modes will die out exponentially, for most purposes it suffices to be
able to predict the value of the unstable modes. This generalization of observability is
known as detectability.
Definition 2.8.2 (Detectability). The following are equivalent for a LTI system:
1. (A,C) is detectable.
2. The null space of the observability matrix is a subset of the stable spectral subspace
of A.
3. Ao¯ is stable, i.e., no unstable mode is unobservable.
4. rank(
[
A− λI
C
]
) = n for every eigenvalue λ of A with |Re(λ)| ≥ 1.
5. For every eigenvector v of A associated with an unstable eigenvalue, Cv 6= 0.

2.8.2 Time-Varying Systems
Now consider the linear time-varying (LTV) system
xk+1 = Akxk, xk ∈ Rn
yk = Ckxk, yk ∈ Rm.
The State Transition Matrix (STM) for t2 ≥ t1 is Φt2,t1 = Φt2,t2−1Φt2−1,t1 where Φt+1,t = At.
We can define the sequence observability matrix,
B(t, t+ k) =

Ct
Ct+1Φt+1,t
...
Ct+kΦt+k,t
 ,
as well as the observability Gramian,
X(t, t+ k) =
k∑
i=0
Φ>t+i,tC
>
t+iCt+iΦt+i,t = B(t, t+ k)
>B(t, t+ k).
Although a generalization of observability can be made, we are interested in a slightly
stricter notion.
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Definition 2.8.3 (Uniform Detectability and Observability). Given a LTV system with
STM Φt,t0 and measurement matrices Ct. The system is uniformly detectable if there exists
non-negative integers s, r and constants α ∈ [0, 1) and β > 0, such that for all x ∈ Rn and
all times t,
||Φt+r,tx|| ≥ α||x|| =⇒ x>X(t, t+ s)x ≥ β||x||2. (2.6)
Additionally, the system is uniformly observable if there exists integer s and positive con-
stants β1, β2 such that
0 ≺ β1I  X(t, t+ s)  β2I,
holds in the positive semidefinite sense. 
Remark 2.8.4 (Alternative representation). Note that the condition in (2.6) can be written
as
x>X(t, t+ s)x ≥ β||x||2 ⇐⇒ x>B(t, t+ s)>B(t, t+ s)x ≥ β||x||2
⇐⇒ ‖B(t, t+ s)x‖2 ≥ β||x||2.
Using this fact, the condition of detectability can be phrased for all {x| ‖x‖ = 1} without
loss of generality (since for x = 0 the condition is trivially satisfied) as
||Φt+r,tx|| ≥ α =⇒ ‖B(t, t+ s)x‖ ≥ β > 0, (2.7)
where Φ, α and β are as defined above.
Similarly, the condition for uniform observability can be written as
0 < β1 ≤ ‖B(t, t+ s)x‖ ≤ β2 (2.8)
where β1, β2 and s are as defined above. •
Remark 2.8.5 (Stabilizability). Uniform stabilizability can be similarly defined. The defi-
nition is omitted here and can be found in [3]. •
In the special case that the system is time-invariant, detectability and uniform de-
tectability are actually equivalent concepts.
Lemma 2.8.6. A linear time-invariant system is detectable if and only if it is uniformly
detectable.
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Proof. This is shown in [22, Appendix B]. Combining some ideas, we give a slightly shorter
proof here. For a time-invariant system, B(t, t+ s) =: Bs for all t.
⇐= : Given that uniform detectability holds. Assume that the system is not de-
tectable, i.e., for some unstable eigenvector vi of A, Cvi = 0. Then Bsvi = 0 =⇒
‖Bsvi‖ = 0.
Now, ‖Arvi‖ = ‖λrivi‖ = |λi|r ‖vi‖. Since |λi| ≥ 1, |λi|r ‖vi‖ ≥ α ‖vi‖ for all possible
(r, α). So from (2.6), ‖Bsvi‖ ≥ β > 0 which is a contradiction.
=⇒ : Given that (A,C) is detectable, which means that (A¯, C¯) is also detectable (cf.
(2.5)). We need to show the existence of appropriate (s, r, α, β). For notation refer to (2.5).
Also, assume without loss of generality that ‖z‖ = 1.
There are 2 cases. If z2 6= 0, then it is possible that (∃(r, α)) such that ∥∥A¯rz∥∥ ≥ α ‖z‖.
So it is required to show that there exist (s, β) such that ‖Bsz‖2 ≥ β. Let Θ¯ and Θo be
the n-step observability matrices of (A¯, C¯) and (Ao, C
o) respectively (so Bn = Θ¯). Since
Θ¯ =
[
0 Θo
]
, Θ¯z = Θoz2. However, since (Ao, C
o) is observable, Θo is full rank, which
means that Θoz2 6= 0. As a result, ‖Bnz‖2 =
∥∥Θ¯z∥∥ > 0, or in other words, there has to
exist a β > 0 such that the desired condition is satisfied. Specifically,
s ≥ n, 0 < β ≤ min
‖z2‖=1
∥∥Θoz2∥∥ ,
where the minimization is that of a continuous function (vector norm) over a compact set
and therefore the minimum will be attained in that set by the extreme value theorem.
If z2 = 0, then ‖Bsz‖2 ≥ β can not be satisfied since the ‖Bsz‖2 = 0. Note that the
system dynamics are affected only by Ao¯ which, by the definition of detectability, is stable.
So
∥∥A¯rz∥∥ = ‖Aro¯z1‖ → 0 as r increases. In other words, for any α ∈ (0, 1), there exists
a valid r such that
∥∥A¯rz∥∥ < α. More rigorously, take P = [v1, . . . , vn] where vi are the
normalized generalized eigenvectors of A¯. Let a = P−1z, so ‖a‖1 =
∑ |ai| ≤ ‖P−1‖1 =: b.
Now pick r such that |λi|r < |λi|r−n < αbn for all stable eigenvalues of A¯, i.e., all i such that|λi| < 1. Note that z can be written as a linear combination of only eigenvectors of A¯ that
correspond to stable eigenvalues. Therefore, if A¯ is diagonalizable,∥∥A¯rz∥∥ = ∥∥∥A¯r∑ aivi∥∥∥ = ∥∥∥∑ aiλrivi∥∥∥ ≤∑ |ai| |λi|r ‖vi‖ <∑ |ai| αbn ≤ α.
If A¯ is defective, then the second equality above will not hold since Arv 6= λrv if v is a
generalized eigenvector. However, since r satisfies |λi|r−n < αbn , the argument being made
still holds. Picking (r, α) in this way means that Bsz will never be 0 if
∥∥A¯rz∥∥ ≥ α.
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2.9 Kalman Filter
A Kalman filter uses noisy measurements to estimate the state in a linear dynamical system.
An in depth study can be found in [2]. We give a quick overview in this section as well as
some stability results.
Given the following stochastic LTV system:
xt+1 = Atxt + wt
yt+1 = Ctxt + vt,
where
• t ∈ Z≥0, xt ∈ Rn and yt ∈ Rm,
• At ∈ Rn×n and Ct ∈ Rm×n are bounded,
• wt (state noise) and vt (process noise) are zero mean Gaussian noise vectors with
covariance matrices Wt ∈ Rn×n  0 and Vt ∈ Rm×m  0 respectively. Assume that
the noise vectors are independent.
The Kalman filter works in two steps. The Measurement Update finds an estimate of
the current state using the previous state and all measurements including the current one.
This gives the a posteriori estimate.
xˆt|t = xˆt|t−1 + Σt|t−1C>t (CtΣt|t−1C
>
t + Vt)
−1(yt − Ctxˆt|t−1) (2.9)
Σt|t = Σt|t−1 − Σt|t−1C>t (CtΣt|t−1C>t + Vt)−1CtΣt|t−1 (2.10)
Applying the Woodbury matrix identity (P4), the covariance update can be alternatively
written as
Σt|t =
(
Σ−1t|t−1 + C
>
t V
−1
t Ct
)−1
(2.11)
The Time Update finds an estimate of the state using the previous state and previous
measurements. This gives the a priori estimate.
xˆt+1|t = Atxˆt|t
Σt+1|t = AtΣt|tA>t +Wt
20
The two steps can be combined into one to get
Σt+1|t = AtΣt|t−1A>t +Wt − AtΣt|t−1C>t (CtΣt|t−1C>t + Vt)−1CtΣt|t−1A>t , (2.12)
which is a Riccati recursion with initial condition Σ0|−1 = Σ0. Since this does not use the
actual measurement, the next step predicted covariance can be calculated before actually
making any observations.
An interesting question is under what conditions the filter is stable, i.e., the expected
error of the state estimate goes to zero. This is answered in the following lemmas derived
from [3].
Lemma 2.9.1. Given that At and Ct are bounded and that the system (At, Ct) is uniformly
detectable, the Kalman filter error covariance, Σt|t, and predictor covariance, Σt+1|t, are
bounded.
Lemma 2.9.2. Given that At and Ct are bounded and that the system (At, Ct) is uniformly
detectable and (At,W
1
2
t ) is uniformly stabilizable, the Kalman filter is exponentially stable.
Therefore, uniform detectability is sufficient for the Kalman filter error covariance to
be bounded and for the estimation error to die out. The next result establishes necessity.
Lemma 2.9.3. Given that At and Ct are bounded and that the system (At,W
1
2
t ) is uni-
formly stabilizable. If the optimal filter error covariance is bounded then (At, Ct) is uni-
formly detectable.
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Chapter 3
Informative Path Planning as a
Maximum Traveling Salesman
Problem with Submodular Rewards
The organization of this chapter is as follows. In Section 3.1 we formalize the submodular
max TSP problem. In Section 3.2 we analyze two different strategies for approximating
a solution; namely, a greedy approach and a 2-matching based tour. We also discuss
extending Serdyukov’s algorithm. In Section 3.3 we extend our algorithms to the case
where the graph is directed. In Section 3.4 we discuss a method to incorporate costs
into the optimization. Finally, we provide some simulation results in Section 3.5 and
demonstrate an example application in monitoring.
3.1 Problem Formulation
Given a complete graph G = (V,E,w), where a set of edges has a reward or utility given
by the normalized monotone non-decreasing submodular rewards function w : 2E → R≥0
that has a curvature of κ. We are interested in analyzing simple algorithms to find a
Hamiltonian tour that has the maximum reward:
max
S∈H
w(S), (3.1)
where H is the set of all Hamiltonian tours on the graph G. In Section 3.4, we will briefly
discuss the problem where costs are incorporated into the optimization problem; that is,
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where the graph contains both edge weights, representing travel costs, and edge rewards,
representing information gain.
3.2 Algorithms for the Submodular Max-TSP
In this section we present some algorithms for approximating the submodular Max-TSP,
i.e., approximating (3.1). We first describe a technique to generalize any known approxima-
tion algorithm, that uses a modular objective function, by performing a linear relaxation
of the submodular function. Next, we analyze a greedy algorithm and a 2-matching based
algorithm and provide complexity and approximation bounds for each. Finally, we discuss
extending Serdyukov’s algorithm to the submodular setting.
3.2.1 Linear Relaxation
One possibility for constructing an algorithm for a submodular objective function is to
just use any algorithm that is for a modular objective. In order use this approach, the
submodular function needs to be approximated by a modular function.
We define a linear relaxation w˜ of the submodular function w as follows,
w˜(S) =
∑
e∈S
w(e) =
∑
e∈S
∆(e|∅), ∀S ⊆ E. (3.2)
In other words, each edge is assigned its maximum possible marginal benefit. Using this
relaxation, any known algorithm to approximate the maximum tour can be applied. The
question arises as to what the bound is for the value of the final tour.
Theorem 3.2.1. Consider an independence system (E, I) over which a submodular re-
wards function, w, is defined, with a curvature of κ. Denote the linear relaxation of w as
w˜. Let M sO and M
r
O be the maximum value bases with respect to w and w˜ respectively. For
some set M1, if w˜(M1) ≥ αw˜(M rO) for α ∈ [0, 1], then
w(M sO) ≥ w(M1) ≥ (1− κ)αw(M sO).
Proof. The definition of curvature states that ∆(e|S) ≥ (1−κ)w(e) for S ⊂ E and e ∈ E\S.
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Using this and the definition of submodularity,
w(M1) = ∆(e1|∅) + ∆(e2|{e1}) + ∆(e3|{e1, e2}) + · · ·
≥ (1− κ)
∑
e∈M1
w(e) = (1− κ)w˜(M1)
≥ (1− κ)αw˜(M rO)
Since w˜(M rO) is maximum, w˜(M
r
O) ≥ w˜(M sO). Therefore,
w(M1) ≥ (1− κ)αw˜(M sO) ≥ (1− κ)αw(M sO),
where the last inequality holds due to decreasing marginal benefits.
Although the maximum value of the element is easy to evaluate, it could be a gross
overestimate of the actual contribution of the element to a set. As a result, this method
works better for lower values of curvature.
3.2.2 A Simple Greedy Strategy
A greedy algorithm to construct the TSP tour is given in Algorithm 1. The idea is to pick
the edge that will give the largest marginal benefit at each iteration. The selected edge
cannot cause the degree of any vertex to be more than 2 nor create any subtours.
Theorem 3.2.2. greedyTour (Algorithm 1) gives a 1
2+κ
approximation of the optimal
tour and has a complexity of O(|V |3(f + log |V |)), where f is the runtime of the function
oracle.
Proof. By Lemma 2.6.5 and Theorem 2.5.3, Algorithm 1 is a 1
2+κ
-approximation of (3.1).
At each iteration, the marginal benefit of edges not yet selected are recalculated and
sorted (line 3). Since recalculation need only be done when the set M changes, and only
one edge is added to the partial tour M at each iteration, recalculation only needs to
take place a total of |V | times. This dominates the runtime and has a complexity of
O(|V |(|E|f + |E| log |E|)).
Remark 3.2.3. The detection of subtours can be done using disjoint-sets for the vertices
where each set represents a group of vertices that are in the same subtour. The overall
runtime for detecting subtours adds up to |V |2 log |V | following the analysis in [10, Ch.
21,23]. The “recalculation” part dominates the total runtime and so the exact method
used to check for validity of edges does not have a significant effect on the runtime. •
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Algorithm 1: greedyTour
Input: Graph G = (V,E). Function oracle w : 2E → R≥0
Output: Edge set M corresponding to a tour.
1 M ← ∅
2 while E 6= ∅ and |M | < |V | do
3 if M was updated then recalculate ∆(e|M), ∀e ∈ E
4 em ← argmaxe∈E ∆(e|M)
5 Determine if em is valid by checking vertex degrees and checking for subtours
6 if em is valid then M ←M ∪ {em}
7 E ← E \ {em}
8 return M
Motivated by the reliance of the bound on the curvature, in the next section we will
consider a method to obtain improved bounds for objective functions with a lower curva-
ture.
3.2.3 2-Matching Based Tour
Another approach to finding the optimal basis of an undirected tour set system is to first
relax the “no subtours” condition. The set system defined by the independence condition
that each vertex can have a degree at most 2 is in fact just a 2-matching system. As
before, finding the optimal 2-matching for a submodular function is a NP-hard problem.
We discuss two methods to approximate a solution. The first is a greedy approach and
the second is by using a linear relaxation of the submodular function. We will see that the
bounds with linear relaxation will be better than the greedy approach for certain values of
curvature.
Greedy 2-Matching
One way to find an approximate maximum 2-matching is to use a greedy approach similar
to greedyTour, except there is no need to check for subtours. We refer to this as the
greedyMatching algorithm. The algorithm is exactly the same as Algorithm 1 except
for a single change:
5 Determine if em is valid by checking vertex degrees.
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Theorem 3.2.4. The greedyMatching algorithm gives a 1
2+κ
-approximation of the op-
timal 2-matching and has a complexity of O(|V |3(f + log |V |)), where f is the runtime of
the function oracle.
Proof. A simple 2-matching is a 2-extendible system (Lemma 2.6.2), so the greedy solution
will be within 1
2+κ
of the optimal (Theorem 2.5.3). The runtime analysis is similar to that
of greedyTour.
Maximum 2-Matching Linear Relaxation
For a linear objective function, the problem of finding a maximum weight 2-matching can
be formulated as a binary integer program. Let x = {xij} where 1 ≤ i < j ≤ |V | and let
each edge be assigned a real positive weight given by w˜ij. Define E(x) as the set of edges
for which xij = 1. Then the maximum weight 2-matching, (V,E(x)), can be obtained by
solving
max
|V |−1∑
i=1
∑
j>i
w˜ijxij
s.t.
∑
j>i
xij +
∑
j<i
xji = 2, ∀i ∈ {1, . . . , |V |}
xij ∈ {0, 1}, 1 ≤ i < j ≤ |V |.
Alternatively, for a weighted graph the maximum weight 2-matching can be found in
O(|V |3) time [34] via an extension of Edmonds’ Maximum Weighted Matching algorithm.
For our original problem with (3.1) as the objective function for the maximization, the
two methods for constructing an optimal 2-matching described here can not be applied
directly. Therefore, we use the linear relaxation w˜ of the submodular function w. The
optimal 2-matching based on the weights w˜ can be calculated and this 2-matching will be
within (1− κ) of the optimal 2-matching based on w by Theorem 3.2.1.
Reduced 2-Matching
The output of either of the two algorithms described will be a basis of the 2-matching
system. Once a maximal 2-matching has been obtained, it needs to be converted into a
tour. The edge set corresponding to the 2-matching can be divided into a collection of
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vertex-disjoint sets of edges. At most one of these will consist of a simple path, which will
contain at most two vertices (i.e., one edge); the rest will be subtours. If any simple path
consisted of more than one edge, its endpoints could be joined together contradicting the
maximality of the 2-matching.
In order to convert the maximal 2-matching to a tour, the subtours are broken by
removing an edge from each one. The remaining set of simple paths are then connected
up.
Theorem 3.2.5. Given a submodular function f defined over a set E, and k disjoint
subsets {Ei}ki=1 of E, at least one of these subsets satisfies f(E \ Ei) ≥
(
1− 1
k
)
f(E).
Proof. Consider the marginal value of each set Ei. At least one of these sets will have a
marginal value that is less than the average of the marginal values of all the sets. Without
loss of generality, let E1 be such that
∆(E1|E \ E1) ≤ 1
k
k∑
i=1
∆(Ei|E \ Ei).
Also, letting E0 = ∅,
k∑
i=1
∆(Ei, E \ Ei) ≤
k∑
i=1
∆(Ei|
i−1⋃
j=1
Ej) = f
(
k⋃
i=1
Ei
)
≤ f(E).
Combining these two inequalities,
f(E)− f(E \ E1) = ∆(E1|E \ E1) ≤ 1
k
f(E),
and the desired result follows.
Using this theorem, an algorithm to reduce a 2-matching can be constructed. The
reduceMatching algorithm is outlined in Algorithm 2. The basic idea is to arbitrarily
index the edges of each subtour T i. Then similarly indexed edges are grouped into the
same set, i.e., edge 1 of each subtour form a set, edge 2 from each subtour form another
set, and so on. The algorithm then just cycles through these disjoint sets to find one that
can be removed while retaining at least 2
3
of the original value of the 2-matching.
Theorem 3.2.6. Algorithm 2 reduces the 2-matching while maintaining at least 2
3
of the
original value of the 2-matching. The complexity of the algorithm is O(|V |f).
27
(a) Initial (b) 2−Matching (c) Reduced (d) Tour
Figure 3.1: The steps in the 2-matching based tour algorithm.
Proof. Note that each subtour will consist of at least three edges and so k ≥ 3. Assume the
edges within each subtour are arbitrarily indexed. Construct a collection of sets {Ei}ki=1
such that Ei contains edge i from each of the subtours. These sets will be disjoint. There-
fore, by Theorem 3.2.5, at least one of these sets can be removed from the 2-matching
while maintaining (1− 1
k
) ≥ 2
3
of the value of the 2-matching.
As the existence of such a set is guaranteed, the algorithm merely cycles through each
of the sets Ei until an appropriate one is found. The number of possible sets is bounded by
the size of the smallest subtour, which is at most |V | (consider the case where the output
of the 2-matching is a tour).
Algorithm 2: reduceMatching
Input: A 2-matching GM = (V,M) where M =
⋃m
i=1 T
i and the sets T i are the
subtours.
Output: A set of edges to remove from the 2-matching.
1 Ignore all sets T i such that |T i| ≤ 1. Label the remaining n ≤ m sets A1, . . . , An.
// Let {aij}j be the edges in subtour Ai
2 j ← 1; k ← mini |Ai|
3 R :=
⋃n
i=1 a
i
j
4 while w(M \R) < k−1
k
w(M) do
5 j ← j + 1
6 R :=
⋃n
i=1 a
i
j
7 return R
Tour using matching algorithm
We now present an outline of the complete 2-matching tour algorithm. The steps are
illustrated in Figure 3.1.
28
(a) Run greedyMatching to get a simple 2-matching, M1. Using the linear relaxation
w˜ of w, solve for the maximum weight 2-matching, M2. From M1 and M2, choose
the 2-matching that has a higher value.
(b) Determine all sets of subtours.
(c) Run Algorithm 2 to select edges to remove. This results in a set of simple paths.
(d) Add edges to connect the paths together into a tour.
Theorem 3.2.7. The 2-matching tour algorithm will output a tour that is within
2
3
max
{
1
(2+κ)
, (1− κ)} of the optimal in O((|V |3 + |V |)f + |V |3 log |V |) time.
Proof. Note that the optimal tour has a value less than or equal to the optimal 2-matching.
The 2-matching is a max{ 1
2+κ
, 1 − κ}-approximation from Theorems 3.2.4 and 3.2.1. Re-
moving edges from the 2-matching retains atleast 2
3
of the original value of the 2-matching
(Theorem 3.2.6) and adding edges can only increase the value (i.e., no loss).
The greedy 2-matching takes O(|V |3(f + log |V |)) time and the linear relaxation ap-
proximation takes O(|V |3) time. Finding the edges in all the subtours is O(|V |) since the
number of edges in a 2-matching is at most |V |. Reducing the 2-matching is O(|V |f).
Connecting up the final graph is O(m) = O(|V |) where m is the number of subtours and
ranges from 1 to
⌊
|V |
3
⌋
. Therefore, the total runtime is O(|V |3(f+log |V |)+|V |(2+f)).
A similar method of using a 2-matching is used in [16] for a linear objective function.
In that case, the loss in value at the reduction step is shown to be at most 1
3
of the value of
the optimal 2-matching. We showed that a similar bound limiting the loss can be obtained
for the submodular case; however, we see a further loss in value since the 2-matching was
constructed greedily, resulting in the final tour being within 2
3
1
2
= 1
3
of the optimal. By
also using the relaxation method of finding the 2-matching, our resulting bound for the
final tour in the case of a linear function improves to 2
3
.
Remark 3.2.8 (Comparison of bounds). For any value of κ < 1
2
(
√
3−1) ≈ 0.366, construct-
ing a 2-matching and then converting it into a tour, gives a better bound with respect to
the optimal tour than by using the greedy tour approach (cf. Figure 3.2). •
Remarks 3.2.9 (Heuristic improvements). i) The 2
3
loss is actually a worst case bound
where the smallest subtour is composed of three edges. For a given problem instance, an
improved bound of k−1
k
can be obtained, where k is the size of the smallest subtour in the
2-matching.
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Figure 3.2: Comparison of bounds for the two algorithms.
ii) In removing the edges we used an algorithm to quickly find a “good” set of edges
to remove but made no effort to look for the “best” set. Although the 2
3
bound is tight,
using a different heuristic we could get a better result on some problem instances (of course
at the cost of a longer runtime). For instance, instead of just constructing one group of
disjoint sets, a few other groups can also be randomly constructed (by labeling the edges
differently) and then the best result of all the iterations can be selected. If each subtour
contains three edges, then there are 3O(|V |) possible groups. As a result, there are numerous
possibilities to choose from.
iii) In the last step, instead of arbitrarily connecting up the components, completing
the tour can be achieved using various different techniques. A greedy approach could be
used (so running Algorithm 1 except with an initial state); this would not change the worst
case runtime given in Theorem 3.2.7. Alternatively, if the number of subtours is small, an
exhaustive search could be performed. •
3.2.4 Discussion on Serdyukov’s Algorithm
In the case that f is a modular objective function, the 2-matching algorithm presented
in [16] constructs a perfect 2-matching then reduces it by removing an edge from each
subtour. In doing so, the entire value of the removed edges is lost. Serdyukov’s algorithm
[47] improves upon this by trying to use the edges that are removed. A brief description
of the algorithm is now given for the case in which the number of vertices is even. The
algorithm can be extended to the case where the graph has an odd number of vertices but
that is slightly more involved.
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Given a graph, an optimal perfect 2-matching, F , as well as an optimal perfect 1-
matching, M , are created. Denote the optimal tour as H. The edges to be removed from
the subtours of F , denoted E, are chosen in a way that they can be added to M without
creating any subtours. Since f(F ) ≥ f(H) and f(M) ≥ 1
2
f(H), one of the two edge sets
constructed is a partial tour that is at least 3
4
the value of the optimal tour.
Can this be extended to the case with submodular functions? Using a linear relaxation
of the objective function results in a bound of 3
4
(1−κ) by Theorem 3.2.1. The downside of
this method is that for high curvature the bound is close to 0. As a result, we now attempt
to extend the algorithm to objective functions with a high degree of submodularity.
The main idea in Serdyukov’s algorithm is that the edges removed from the 2-matching
do not lose their value since they are transfered over to the 1-matching. In the case that
the objective function is submodular, the marginal increase in the value of the 1-matching
due to the addition of these edges is unknown. Finding the best set of edges to transfer
can be phrased as the constrained maximization of a non-monotone submodular function.
Specifically,
max
E⊂F
f(F \ E) + f(M ∪ E),
such that E contains exactly one edge from each subtour of F . Note that the constraint
is not an independence system; only sets E that satisfy |E| = (number of subtours) are
valid, which violates the subset property of independence systems. As a result any existing
approximation results do not apply. Additionally, it appears quite challenging to relate
the value of resulting partial tours back to the value of the optimum tour. Therefore, an
extension for high values of curvature is left as a question for future research.
3.3 Extension to Directed Graphs
The algorithms described can also be applied to directed graphs yielding approximations
for the Max-ATSP.
3.3.1 Greedy Tour
For the greedy tour algorithm, a slight modification needs to be made to check that the
in-degree and out-degree of the vertices are less than or equal to 1 instead of checking for
the degree being less than or equal to 2. Since the directed tour is a 3-extendible system
(Lemma 2.6.3), the approximation of the greedy algorithm changes to 1
3+κ
instead of 1
2+κ
for the undirected case.
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3.3.2 Tour Using Matching
Instead of working with a 2-matching, the system can be modelled as the intersection of
two partition matroids:
• Edge sets such that the indegree of each vertex ≤ 1.
• Edge sets such that the outdegree of each vertex ≤ 1.
This system is still 2-extendible (Remark 2.1.4) and so the approximation for the greedy
2-matching does not change. For the second approximation using the linear relaxation, the
problem becomes the Maximum Assignment Problem (max AP). It can be solved optimally
by representing the edge weights as a weight matrix W˜ , where we set W˜ii = −∞, then
applying the Hungarian algorithm, which has a complexity of O(|V |3) [34].
The result of the greedy algorithm or the solution to the assignment problem will be a set
of edges that together form a set of subtours, with the possibility of a lone vertex. Note that
a subtour could potentially consist of just two vertices. Therefore, removing one edge from
each subtour will result in a loss of at most 1
2
instead of 1
3
. This follows from Theorem 3.2.5,
setting k = 2. The final bound for the algorithm is therefore max
{
1
2(2+κ)
, 1
2
(1− κ)
}
.
3.4 Incorporating Costs
Given a graph G = (V,E,w, c) with edge rewards w defined as previously. Each edge has a
cost given by c : E → R≥0 and the cost of a set of edges is the sum of the cost of each edge
in the set. We can consider the tradeoff between the reward of a set and its associated cost.
A number of algorithms presented in the literature seek to maximize the reward given a
“budget”, k, on the cost, i.e. find a tour T such that
T ∈ argmax
S∈H
w(S) s.t. c(S) ≤ k.
This involves maximizing a monotone non-decreasing submodular function over a knapsack
constraint as well as an independence system constraint. However, the result of these
“budgeted” solutions may not be a tour.
We are interested in finding tours that balance the reward obtained with travel cost.
Therefore, we will work with a different form of the objective function defined by a weighted
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combination of the reward and cost. For a given value of β ∈ [0, 1], solve
T ∈ argmax
S∈H
f(S, β) (3.3)
f(S, β) = (1− β)w(S)− βc(S). (3.4)
An advantage of having this form for the objective is that the “cost trade-off” is being
incorporated directly into the value being optimized. Since the cost function is modular,
maximizing the negative of the cost is equivalent to minimizing the cost. So the combined
objective seeks to simultaneously maximise the reward and minimize the cost.
The parameter β is used as a weighting mechanism. The case of β = 0 corresponds to
ignoring costs and that of β = 1 corresponds to ignoring rewards and just minimizing the
cost (i.e., the classic TSP).
Finally, we scale w and c so they share a common range of values. Therefore, the final
objective function is:
f(S, β) =
1− β
Mw
w(S)− β
Mc
c(S) (3.5)
where Mw and Mc are estimates of the maximum reward and cost, respectively. Henceforth,
we will assume that w and c are appropriately scaled and so the constants Mw and Mc will
be omitted.
The objective (3.5) is non-monotone and may be negative. To address this, consider
the alternative modified cost function
c′(S) = |S|M − c(S), M = max
e∈E
c(e).
This gives the following form for the objective function,
f ′(S, β) = (1− β)w(S) + βc′(S) = f(S, β) + β|S|M, (3.6)
which is a monotone non-decreasing non-negative submodular function; hence, has the ad-
vantage of offering known approximation bounds. The costs have in a sense been “inverted”
and so maximizing c′ still corresponds to minimizing the cost c.
Remark 3.4.1. Instead of using |S|M as the offset, the sum of the |S| largest costs in E
could be used. This would not improve the worst case bound but may help to improve
results in practice. •
Lemma 3.4.2. For any two sets S1 and S2, if f
′(S1, β) ≥ αf ′(S2, β) for some α > 0, then
f(S1, β) ≥ αf(S2, β) + βM(α|S2| − |S1|).
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Proof. If f ′(S1, β) ≥ αf ′(S2, β), then by definition we have f(S1, β) + β|S1|M ≥
α(f(S2, β) + β|S2|M). This implies that f(S1, β) ≥ αf(S2, β) + βM(α|S2| − |S1|), com-
pleting the proof.
Remark 3.4.3. As a special case, if |S1| = |S2|, then f(S1, β) > f(S2, β) if and only if
f ′(S1, β) > f ′(S2, β). Therefore, it can be deduced that over all sets of the same size, the
one that maximizes (3.4) is the same one that maximizes (3.6). •
Using this result, any α-approximate algorithm maximizing f ′ can be related back to
a bound on maximizing f .
3.4.1 Optimization Bounds Incorporating Costs
We first look at how the result of maximizing (3.6) relates to the optimal value of (3.4).
This result is then used to derive an approximation factor for the greedy algorithm.
Theorem 3.4.4. Consider a p-system and the submodular functions f and f ′ as defined
in (3.4) and (3.6) respectively. An α-approximation to the problem maxS∈F f ′(S, β), corre-
sponds to an approximation of αOPT − (1 + p−2
p
α
)
βMn, for the problem maxS∈F f(S, β),
where OPT is the value of the optimal solution and n is the size of the maximum cardinality
basis.
Proof. Let S be the solution obtained by a α-approximation algorithm to f ′. Let T be
the optimal solution using f ′. Let Z be the optimal solution using f . Note the following
inequality:
|A| ≤ |B|p =⇒ α|B| − |A| ≥ |B|(α− p) ≥ |A|(α
p
− 1).
By using the property of p-systems that for any two bases A and B, |A| ≤ p|B|, and by
applying Lemma 3.4.2 to the fact that f ′(S, β) ≥ αf ′(T, β),
f(S, β) ≥ αf(T, β) + βM (α|T | − |S|)
≥ αf(T, β)− βM |S|
(
1− α
p
)
≥ αf(T, β)− βMn
(
1− α
p
)
.
Deriving a similar expression using the fact that f ′(T, β) ≥ f ′(Z, β) and substituting, we
obtain
f(S, β) ≥ αf(Z, β)− βMn
(
1 +
p− 2
p
α
)
.
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Remark 3.4.5. In the special case of a 1-system (this includes matroids), or more generally
any problem where the output to the algorithm will always be the same size, we have
|S| = |T | = |Z| and also T = Z following from Remark 3.4.3. This means that an algorithm
that gives a relative error of α when using f ′ as the objective will give a normalized relative
error of α when using f as the objective (i.e. f(S, β) ≥ αOPT + (1− α)WORST). •
Greedy with Costs
Corollary 3.4.6. The problem maxS∈F f(S, β) can be approximated to (p + 1)−1OPT +
β(1 + )WORST (where  ∈ [−1
2
, 1) is a function of p) using a greedy algorithm.
Proof. Run the greedy algorithm using f ′(S, β) to obtain the set TG. Let T and Z be
defined as in Theorem 3.4.4. Since f ′ is a non-negative monotone function, f ′(TG, β) ≥
1
p+1
f ′(T, β). So applying Theorem 3.4.4,
f(TG, β) ≥ 1
p+ 1
f(Z, β)− βMn
(
1 +
p− 2
p(p+ 1)
)
(3.7)
From Remark 3.4.3, the following can be deduced about the greedy algorithm.
Theorem 3.4.7. Let G1 be the greedy solution obtained maximizing (3.4) and G2 be the
greedy solution maximizing (3.6). Then G1 = G2.
Proof. At each iteration i of the greedy algorithm, we are finding the element that will
give the maximum value for a set of size i + 1. Since comparison is being done between
sets of the same size, the same element will be chosen at each iteration.
Summarizing, for any p-system, applying the greedy algorithm using the non-monotone
objective (3.4) leads to the same set as using (3.6) and the resulting bound is given by
(3.7).
3.4.2 Performance Bounds for Submodular Max-TSP
Using the proposed modification, new bounds can be derived for the algorithms discussed
in this thesis. One thing to note is that in the case of the tour, all tours will have length
|V |, even though the tour is not a 1-system. Therefore, we can apply Lemma 3.4.2 directly.
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(a) Example graph. (b) Greedy solution.
Figure 3.3: An example ten vertex graph with the edges representing area cover, and the
corresponding greedy approximation for the max value tour.
Theorem 3.4.8. Using (3.4) as the objective function,
• Algorithm 1 outputs a tour that has a value of at least 1
3
OPT − 2
3
βM |V |,
• the tour based on a matching algorithm outputs a tour that has a value at least
2
9
OPT − 7
9
βM |V |,
where M is the maximum cost of any edge.
Note that in [31] an approximation of 1
2
(OPT + WORST ) was given for finding a
minimum TSP using a greedy approach which is better than the 1
3
OPT + 2
3
WORST that
we calculate for the greedy tour with costs.
3.5 Simulations and Applications
In order to empirically compare our algorithms, we have run simulations for a function
that represents coverage of an environment. A complete graph is generated by randomly
placing vertices over a rectangular region. Each edge in the graph is associated with a
rectangle and each rectangle is assigned a different width to represent different amounts of
coverage. The objective is to construct a tour that maximizes the area covered.
An example of a ten vertex graph is given in Figure 3.3a. Here we see the complete
graph as well as a representation of the value of each edge given by the area of the rectangle
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the edge corresponds to. The majority of edges have a low weight with a few having a
much larger value. The greedy tour algorithm outputs the tour given in Figure 3.3b.
We used a slightly different implementation for the greedy algorithm in our tests. For a
submodular objective function, the marginal value of each element in the base set changes
every iteration and so has to be recalculated. In [42], the author presents an accelerated
greedy algorithm that uses the decreasing marginal benefits property of submodularity to
reduce the number of recalculations and thus improve the efficiency of the simple greedy
approach. The idea is fairly simple. Given A ⊂ B and two elements e1, e2 /∈ B. If
∆(e1|A) ≤ ∆(e2|B), then ∆(e1|B) ≤ ∆(e2|B). Therefore, ∆(e1|B) does not need to be
calculated. The accelerated greedy algorithm has the same worst case bound as the naive
version; however, empirical results have shown that it can achieve significant speed-up
factors [42],[17].
The simulations were performed on a quad-core machine with a 3.10 GHz CPU and
6GB RAM.
3.5.1 Comparison of Algorithms
All algorithms were run on 30 randomly generated graphs for five different graph sizes. The
resulting value of the objective function was recorded and averaged over all 30 instances.
The vertices were distributed uniformly randomly over a 100 × 100 region. The edge
thickness was assigned a value of 7 with probability 2/
√|V |, or 1 otherwise (so O(|V |) of
the edges had a high reward). The results are shown in Figure 3.4. For a second simulation
(Figure 3.5), the set up was the same except the edges thickness were distributed uniformly
over [0, 7] and a total of 40 instances were averaged.
The algorithms compared are:
• GreedyTour (GT): The greedy algorithm for constructing a tour.
• RandomTour (RT): Randomly select edges to construct a tour.
• For the 2-matching based algorithm, three possibilities are considered. All three start
off by greedily constructing a 2-matching.
– GreedyMatching (GM): Remove from each subtour the element that will result
in the least loss to the total value, then greedily connect up the tour.
– GreedyMatching2 (GM2): Use Algorithm 2 to reduce the matching, then greed-
ily connect up the tour.
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GreedyTour
RandomTour
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GT RT GM GM2 GM3
10 27 (3) 0 (0) 25 (1) 16 (1) 2 (0)
20 23 (8) 0 (0) 21 (5) 8 (0) 1 (0)
50 26 (16) 0 (0) 14 (4) 5 (0) 0 (0)
70 27 (18) 0 (0) 12 (3) 3 (0) 1 (0)
100 27 (16) 0 (0) 14 (3) 2 (0) 1 (0)
GT RT GM GM2 GM3
10 33.4 1 54.3 45.7 36.4
20 103.1 1 141.2 122.1 107.3
50 803.4 1 882.1 832.3 807
70 1903.6 1 2012.1 1942 1912.7
100 4818.9 1 4987.2 4886.8 4851.4
Figure 3.4: (Top left) The bars give the range of results. The white markers inside the bars
show the mean and standard deviation. (Bottom left) Number of wins for each algorithm,
i.e., number of times the algorithm performed better then the others. Wins include ties
(unique wins specified in parens). (Top right) Average runtime (seconds) of algorithms.
(Bottom right) Average number of function calls for each algorithm.
– GreedyMatching3 (GM3): Use Algorithm 2 to reduce the matching, then arbi-
trarily connect up the tour.
Since we do not have a complete extension of Serdyukov’s to the submodular case, we have
omitted it from this comparison
While the performance of GT and GM are similar (note that the number of ties is
high especially for smaller graph sizes), GM takes significantly longer to run, due to the
oracle calls needed to determine which edge to remove from each subtour. Although GM2
and GM3 had similar runtimes, note that in this particular set up there were only a small
number of subtours (compared to the number of vertices), so few calculations were needed
to construct the final tour from the reduced subtours in GM2. It is however possible for
the number of subtours to be Θ(|V |) and in those cases GM2 would be considerably slower
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RandomTour
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GT RT GM GM2 GM3
10 35 (10) 0 (0) 28 (3) 22 (0) 4 (0)
20 31 (8) 0 (0) 32 (9) 11 (0) 0 (0)
50 33 (13) 0 (0) 25 (5) 12 (2) 1 (0)
70 29 (10) 0 (0) 29 (10) 8 (1) 4 (0)
100 35 (5) 0 (0) 35 (5) 17 (0) 12 (0)
Figure 3.5: (Top) The bars give the range of results. The white markers inside the bars
show the mean and standard deviation. (Bottom) Number of wins for each algorithm, i.e.,
number of times the algorithm performed better then the others. Wins include ties (unique
wins specified in parens).
than GM3 as the problem size would not be significantly reduced by first coming up with
a 2-matching.
3.5.2 Dependence on Curvature
To illustrate how the results of the 2-matching based algorithm change with curvature,
the values of the greedy 2-matching and the linear approximation are now compared. The
objective function is modified to be
wnew(S) = w(S) +
∑
e∈S
length(e).
Since w(S) is the total area, its value depends on the thickness of the edges. As the edge
thickness is increased, the curvature of the new objective function will (generally) also
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Figure 3.6: Comparison of value of 2-matching (Left) and final tour (Middle) as a function
of edge thickness. (Right) Curvature of objective as a function of edge thickness.
increase.
The experiment is performed on a ten vertex graph. The two 2-matching approxi-
mations are compared and the results are shown in Figure 3.6a. For a second test, the
GreedyTour and the 2-matching algorithm are compared and the average for 20 different
ten vertex graphs is shown in Figure 3.6b. In the figure, the “LGmatching” algorithm cre-
ates a greedy 2-matching as well as the linear approximation and takes the best of the two.
The best edge from each subtour is removed and the tour is then constructed greedily.
The “Lmatching” algorithm runs only the linear approximation to find the 2-matching.
Figure 3.6c shows how the curvature changes with edge thickness.
From Figure 3.6a, we can see that for the case where the function is linear (thickness
is 0), the linear approximation does better (since it is actually finding the optimal). The
greedy 2-matching starts to perform better at a curvature of around 0.53. Looking at the
results for the value of the actual tour (Figure 3.6b), we can see that at low values of
curvature the linear approximation is being used to create the tour. Eventually, greedily
constructing the 2-matching becomes more rewarding and so the linear approximation is
disregarded. Generally, over all the values of curvature tested, the 2-matching algorithm
performs close to the greedy tour algorithm.
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(a) A Priori Variance. (b) Random Tour A Posteriori
Variance (t=10).
0
5
10
(c) Greedy Tour. (d) Greedy Tour A Posteriori Variance (t=3 and t=10).
Figure 3.7: Monitoring example: The graphs represent uncertainly at each point in the
environment. The a priori variance is shown along with the a posteriori variance after the
robot has traversed 10 edges of a random tour, as well as 3 and 10 edges of a greedy tour.
3.5.3 Application: Environment monitoring
An example where such a set up is useful is that of monitoring an environment with a
mobile robot. Consider the task of monitoring a spatial phenomenon. This phenomenon
can be approximated by a Gaussian Process (GP) which, although not a perfect model, can
be used to understand the effects of placing sensors at particular locations [19]. Given a
robot traveling over the environment, the measurements made by the on-board sensors (at
the visited locations) combined with the GP, aid in predicting the environmental process
over the entire region of interest.
Assume that the environment is discretized into a finite set of points V . Each v ∈ V is
associated with a random variable Xv that describes the process at that point. For a multi-
variate Gaussian distribution, any subset of the random variables also has a multi-variate
Gaussian distribution. A subset, A, of the locations is chosen to take measurements. A
method of quantifying the uncertainty in a set of measurements (given by the Gaussian
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random variable YA) is to use the entropy,
H(X|YA) = 1
2
log(2piσ2X|YA).
The problem then becomes to choose the locations that minimize the differential entropy.
An alternative measure is mutual information
I(X;YA) := H(X)−H(X|YA),
which is submodular and monotone as long as the observations YA are conditionally inde-
pendent given X [36], [17].
For our set up, we can, in addition to discretizing the environment, discretize the edges
of the graph. For any edge that is chosen as part of the path of the robot, the points on
that edge are taken to be measurement locations.
As an example, a 20×20 environment is created with grid cell size of 0.5×0.5. Any two
points p1 and p2 have a covariance given by e
−k‖p1−p2‖. The graph is generated by uniformly
randomly placing 10 vertices over the region. The a priori and a posteriori variances for
the greedy and random tours are shown in Figure 3.7. In the example shown, only the
variance of the region over which the graph is defined is affected. Placing the vertices to
have better coverage is a separate problem that is not addressed here.
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Chapter 4
Sensor Scheduling for Kalman
Filtering
In this chapter we consider the problem of monitoring using a static sensor network. Due
to energy and communication constraints, using all the sensors is inefficient. Therefore,
we seek to determine the best subset of the sensors that should be used at each time
step. The goal is to create a schedule that will optimize the covariance of the error of the
state estimate over a finite time horizon. The estimator is taken to be a Kalman filter
since that is the optimal choice to obtain the best state estimate for a given schedule. In
Section 4.1 we formally define the problem. We discuss some possible objective functions
for the optimization in Section 4.2 and define the one that we will use. We then study the
submodularity properties of the chosen metric in Section 4.3.
4.1 Problem Statement
Consider the stochastic LTI system
xt+1 = Axt + wt
yt+1 = StCxt + Stvt,
(4.1)
where
• t ∈ Z≥0, xt ∈ Rn and yt ∈ Rk.
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• A ∈ Rn×n and C ∈ Rm×n.
• wt (process noise) and vt (measurement noise) are zero mean Gaussian noise vectors
with covariance matrices W ∈ Rn×n  0 and V ∈ Rm×m  0 respectively. Assume
that the noises are independent over time.
• St ∈ {0, 1}k×m is a binary sensor selection matrix. Assume that every row of S
contains only a single element that is equal to 1.
The covariance update steps for the Kalman Filter can be written as
Σt|t−1 = ρT (Σt−1|t−1) := AΣt−1|t−1A> +W (4.2)
Σt|t = ρM(Σt|t−1) := Σt|t−1 − Σt|t−1C>S>t (StCΣt|t−1C>S>t + StV S>t )−1StCΣt|t−1
=
(
Σ−1t|t−1 + C
>S>t (StV S
>
t )
−1StC
)−1
. (4.3)
It is known that the Kalman filter gives the best mean squared error of the state
estimate among all linear estimators. Since we can only choose k sensors at each time
step, the problem that we consider here is: from all the possible T -horizon sensor schedules
σ = (σ1, . . . , σT ), which one optimizes the error covariance?
The initial a posteriori covariance estimate is Σ0. The a posteriori update can be
written as the following recursion,
Ωσt (Σ0) := ρ
M
σt (ρ
T (Ωσt−1(Σ0))) =
(
(AΩσt−1(Σ0)A
> +W )−1 +Mt
)−1
,
Ωσ0 (Σ0) = Σ0,
Mt := C
>S>t (StV S
>
t )
−1StC,
(4.4)
where St is the binary selection matrix that depends on σt andMt is defined for convenience.
We will omit the initial covariance parameter for Ωt from now on unless there is ambiguity.
Note that with this definition, the first time update comes before the first measurement
update, so in effect, an initial measurement is skipped. This can be avoided by using
a “dummy” initial covariance of A−1(Σ0|−1 − W )A−> where Σ0|−1 is the initial a priori
estimate.
Formally, we seek to optimize F (ΩσT (Σ0)), for some covariance metric F , under the
constraint that at most k sensors can be chosen at each time step. For the rest of this
chapter, F (Ωσt (Σ0)) and F (σ) will be used interchangeably to refer to the value of the
covariance after running the sequence σ.
44
Remark 4.1.1 (Sequence function). When looking at multiple time steps, the exact order
of the measurements makes a difference. Therefore, the problem is choosing a sequence of
measurements and not just set of possible measurements. So the objective function is a
sequence function. •
4.2 Possible performance metrics
For a sequence of sensor selections σ = (σ1, σ2, . . .), the problem is to find the sensor
sequence that minimizes the covariance over a given finite horizon T . The covariance
matrix it self has a physical interpretation with respect to the actual state estimate. The
η-confidence ellipsoid for the estimation error is the minimum volume ellipsoid that contains
the estimation error x− xˆ with probability η [32]. The lengths of the axis of this ellipsoid
are proportional to the eigenvalues of the covariance matrix.
One method to compare different sensor selections is to order the a posteriori covariance
matrices in the p.s.d. sense. This means that one of the ellipsoids will be smaller than the
other (P5). However, having a scalar measure is more convenient. A detailed comparison of
various performance measures can be found in [60]. Some of these are summarized below:
• Two possible measures are the volume of the confidence ellipsoid or the mean
radius, defined as the geometric mean of the lengths of the semi-axes. Both are
directly proportional the determinant of the covariance matrix.
• Using the mean squared error can be represented by the sum of the eigenvalues
of the covariance matrix which is equivalent to its trace.
• The worst case error covariance is proportional to the maximum eigenvalue of the
covariance. A obvious drawback of this metric is that it does not take into account
any of the other eigenvalues. So two measurements that do not have an effect on the
maximum length axis will be treated as equivalent even though one of them might
significantly reduce the overall volume.
Remark 4.2.1 (Entropy). The entropy of the covariance matrix of a Gaussian random
variable is given by 1
2
log det(Σ) + N
2
log(2pie) [40] which visibly relates to the ellipsoid
volume. Another similar measure is the mutual information which is just the change in
entropy. The advantage of this is that it takes into account the initial covariance. •
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For the purposes of this chapter, we will use the following as the objective function for
the optimization,
F (σ) = F (ΩσT (Σ0)) = log det(Ω
σ
0 )− log det(ΩσT ) = log
(
det(Σ0) det(Ω
σ
T )
−1) . (4.5)
A similar objective function was used previously [32, 48, 40]; here we attempt to generalize
some of these results.
4.3 Submodularity of the Kalman Update
In this section we are interested in characterizing the conditions under which sensor se-
lection can be posed as a submodular optimization problem. This will allow us to apply
known results in submodular set function optimization to obtain bounds for various algo-
rithms such as the greedy algorithm. Previously, in [48], the authors show that for a single
time step submodularity does hold. They do not, however, make any comments about
whether or not the concept of submodularity can be applied over multiple time steps. In
[27], the authors show that the function H(σ) = trace(Σ∅t|t−1 − Σt|t−1), where Σ∅t|t−1 is the
final covariance if no sensors are selected at each time step, is submodular for a single time
step as well as over multiple time steps (for a single sensor per time step). We found that
this claim is false as evident in the following example.
Example 4.3.1 (Counterexample). Consider the system
A =
[
0.5 0
0 0.5
]
, C =

1.0 0
0.5 0.5
0.7 0.3
0.3 0.7
 , W = Σ0 = I2×2, V = I4×4. (4.6)
Take X1 = {2, 3} and X2 = {2, 3, 4} ⊃ X1. So H((X1 ∪ {1})) − H((X1)) = 0.0684 but
H((X2∪{1}))−H((X2)) = 0.0692. As we can see, the gain of adding sensor 1 to sensors X2
is greater than that by adding to its subset X1, which contradicts the decreasing marginal
benefits property of submodularity. N
We first consider the case of picking the optimal set of sensors at a particular time
step. With certain assumptions, the problem can be stated as a submodular set function
optimization. The second step is to determine the sequence of measurements over a time
horizon that will optimize the covariance. We will see that the objective function is no
longer submodular; however, we can derive a set of conditions under which submodularity
can be obtained.
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4.3.1 Single Time Step
At a particular time step, k measurements have to be selected out of a set of m possible
ones. This means there are
(
m
k
)
possibilities to consider (which is O(mk)). In order to
reduce complexity, it makes sense to approximate the optimal choice.
Remark 4.3.2 (Set function). At a particular time step, a set of sensors is chosen to make
a measurement. Since all of the measurements will be made together, the exact ordering
in unimportant. Therefore, the problem is one in combinatorial optimization where the
objective is a set function. •
Studying the objective function (4.5), we can see that, for a given time t and se-
quence σ that is defined until t − 1, maximizing F (Ωσt (Σ0)) is equivalent to maximizing
F (Ωσt1 (Ω
σ
t−1)), where σt is the element at index t in σ. Note that since Ω
σ
t−1(Σ0) is known,
so is ρT (Ωσt−1(Σ0)), i.e., the a priori covariance at time step t. Therefore, we can define a
new objective function,
Gt(X) := log det(ρ
T (Ωσt−1)) det(ρ
T (Ωσt−1)
−1 +MX), (4.7)
whereX is the set of sensors to be chosen at time t andMX (through an abuse of notation) is
the measurement matrix (similar to the one defined in (4.4)) if the rows of C corresponding
to X are chosen. The optimization problem is
max
{X⊆E| |X|=k}
Gt(X). (4.8)
If Gt(X) is a monotone non-decreasing function, then the constraint can be changed into
{X ⊆ E| |X| ≤ k} which is a uniform matroid constraint. If the function is additionally
submodular, then we can obtain bounds for a greedy approach to selecting the set of
measurements at time t.
Assume that V is a diagonal matrix (i.e., the measurement noises are independent over
sensors). This assumption is necessary as otherwise (4.7) is not generally submodular as
demonstrated in the following example.
Example 4.3.3 (Effect of correlated measurement noise). Consider the simple system
A = C = Σ0 = I2, W = 0, V =
[
1 0.75
0.75 1
]
(4.9)
In this case, G1({2, 1})−G1({2}) = 1.3683 > G1({1}) = 0.6931, i.e., adding measurement
1 to measurement 2 gives a larger benefit then adding it to the empty set. This violates
the decreasing marginal benefits property of submodularity. N
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Lemma 4.3.4. For a single time step, the function Gt(X) is monotone non-decreasing
and submodular with an initial value of 0.
Proof. The function can be written as
Gt(X) = log det(ρ
T (Ωσt−1)) + log det(ρ
T (Ωσt−1)
−1 +MX)
Note that log det(ρT (Ωσt−1)) can be treated as a constant at time step t. In [48] it is shown
that log det(ρT (Ωσt−1)
−1 +MX) is monotone non-decreasing and submodular in the selected
measurements. Adding a constant does not change this property.
Also, if X = ∅, then MX = 0 and therefore Gt(∅) = 0.
By this lemma, picking the best set of sensors at a particular time step can be phrased
as the optimization of a normalized non-decreasing submodular set function over a uniform
matroid constraint. Using a greedy algorithm, this can be solved to within (1− 1
e
) of the
optimal [44].
Remark 4.3.5. In [48] it is shown that maximizing the log det of the a posteriori covariance
inverse gives a (1− 1
e
)-approximation using a greedy algorithm. This statement is incorrect
as stated since the objective function is required to be normalized in order to get the
constant factor bound. If it is not, then there will be an error term added that depends
on the initial value, i.e., GREEDY ≥ (1− 1
e
)OPT + G(∅), where  > 0 depends on k. In
this case, if the initial value is negative then the bound will get worse. •
4.3.2 Multiple Time Steps
In the previous section we saw that a greedy algorithm can be used to obtain a (1− 1/e)-
approximation for a particular time step since the problem can be phrased as a submodular
set function maximization. We now assume that at each time step the optimal sensor can
be chosen in an attempt to study the properties of the objective function over multiple time
steps. We assume that A is non-singular and that there is no process noise, i.e., wt = 0.
Consider the following example.
Example 4.3.6 (Effect of process noise). Consider the following system.
A =
[
0.5 0
0 0.5
]
C = Σ0 = I W = V =
[
0.25 0
0 0.5
]
(4.10)
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Take σ1 = (1, 2, 2), σ2 = (1, 2, 2, 2) and s = {2}. We can see that the objective function
(4.5) is not submodular since F (σ1 ‖ s)− F (σ1) = −0.0124 which is less than F (σ2 ‖ s)−
F (σ2) = −0.0043. This violates the decreasing marginal benefits of submodularity.
If W = 0, then there is no longer a contradiction. In fact, as we will see, this system
(with W = 0) actually results in the objective function being sequence submodular. N
Using the assumptions above (that A is full rank and W = 0), we can solve for the
solution to the recursive covariance update definition.
Ωσ0 = Σ0
Ωσt =
(
(AΩσt−1A
>)−1 +Mt
)−1
=
(
A−>(Ωσt−1)
−1A−1 +Mt
)−1
∴ Ωσt =
(
(A−>)tΣ−10 A
−t +
t∑
i=1
(A−>)(t−i)MiA−(t−i)
)−1
. (4.11)
Lemma 4.3.7. Given that XPX>  P for some p.s.d. P , then X lP (X>)l  XjP (X>)j
holds for j < l where j, l ∈ Z+. As a result XkP (X>)k  P holds for all k ∈ Z+.
Proof. We can show that X iP (X>)i  X i−1P (X>)i−1. The statement holds for i = 1. As-
sume it holds for i = k. By (P7), XkP (X>)k  Xk−1P (X>)k−1 =⇒ XXkP (X>)k(X>) 
XXk−1P (X>)k−1X>. Therefore the claim holds for i = k + 1. Applying this recursively
creates a sequence of orderings and the statement to be proven follows.
Theorem 4.3.8. For the function (4.5), the value of the empty set is 0. Also, with the as-
sumptions that A is full rank and W = 0, if AΣ0A
>  Σ0 and AMiA> Mi for all possible
measurement matrices, then the function is monotone non-decreasing and submodular.
Proof. The value of empty set is easy to see,
F (Ω∅0(Σ0)) = log det(Σ0) det(Σ
−1
0 ) = 0.
Take A ⊂ B where B is a sequence of measurements. Let B = (1, . . . , b), with the
corresponding measurements {Mi}i∈B, and {A(i)}ai=1 are the indices in B that are part of
A. Note that by definition of subsequence, A(i) < A(i+ 1) for all i, i.e., the order in which
elements appear in B must be the same as the order in which they appear in A.
Monotonicity: For monotonicity, the requirement is F (A) ≤ F (B).
log det(Σ0) det(Ω
A
a )
−1 ≤ log det(Σ0) det(ΩBb )−1
⇐⇒ det(ΩAa ) ≥ det(ΩBb )
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Submodularity: For submodularity, the requirement is F (A ‖ x)− F (A) ≥ F (B ‖ x)−
F (B). This can be written as,
log det(ΩAxa+1)
−1 − log det(ΩAa )−1 ≥ log det(ΩBxb+1)−1 − log det(ΩBb )−1
⇐⇒ log det(ΩAxa+1)−1 det(ΩAa ) ≥ log det(ΩBxb+1)−1 det(ΩBb ).
Now, applying the covariance update formula (4.4),
ΩAxa+1(Σ0) = Ω
x
1(Ω
A
a ) =
(
(AΩAaA
>)−1 +Mx
)−1
,
ΩBxb+1(Σ0) = Ω
x
1(Ω
B
b ) =
(
(AΩBb A
>)−1 +Mx
)−1
.
Substituting back, the condition for submodularity becomes
⇐⇒ det(ΩAa )det((AΩAaA>)−1 +Mx) ≥ det(ΩBb )det((AΩBb A>)−1 +Mx).
Multiplying both sides by det(A) det(A>),
⇐⇒ det(AΩAaA>)det((AΩAaA>)−1 +Mx) ≥ det(AΩBb A>)det((AΩBb A>)−1 +Mx).
⇐⇒ det(I + (AΩAaA>)Mx) ≥ det(I + (AΩBb A>)Mx)
Taking Mx := L
>L (since Mx  0) and applying the matrix determinant lemma (P3), the
condition becomes
det(I + (LA)ΩAa (LA)
>) ≥ det(I + (LA)ΩBb (LA)>).
A sufficient condition for both monotonicity and submodularity to hold then is ΩAa  ΩBb .
Applying (4.11), this is equivalent to
(A−>)aΣ−10 A
−a +
a∑
i=1
(A−>)(a−i)MA(i)A−(a−i)
 (A−>)bΣ−10 A−b +
b∑
j=1
(A−>)(b−j)MjA−(b−j).
(4.12)
As a consequence of Lemma 4.3.7, since Σ0  0 and a ≤ b,
(A−>)aΣ−10 A
−a  (A−>)bΣ−10 A−b.
For some A(i), MA(i) will appear on both sides of the inequality. We can show that
(a − i) ≤ (b − j). Since A ⊂ B, the first element of A (i = 1) can be at most in position
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b−a+1 in B. Similarly, the second element in A can be at most in position b−a+2 in B.
Therefore, the inequality j ≤ b− a+ i holds. Combining this with the fact that MA(i)  0,
applying Lemma 4.3.7 again, we have
(A−>)a−iMA(i)A−(a−i)  (A−>)b−jMA(i)A−(b−j).
Therefore, under the assumptions made, the inequality (4.12) holds and the function is
monotone non-decreasing and submodular.
So, the objective function is a normalized non-decreasing submodular sequence function
if the conditions of Theorem 4.3.8 are met. As a result, by Lemma 2.5.4, greedily selecting
the measurement matrix at each time step will give a (1− 1
e
)-approximation.
Remark 4.3.9. For an easy check, the condition can be restricted to requiring Acjc
>
j A
> 
cjc
>
j instead of the more general AMiA
>  Mi (i.e. for each sensor rather than each
possible set of sensors). This only applies if V is diagonal. •
4.3.3 Greedy Approximation
Assuming that the conditions of Theorem 4.3.8 are met, sequentially selecting the best
measurement matrix at each time step will give a (1− 1
e
)-approximation (≈ 0.6321). One
drawback is that there are
(
m
k
)
= O(mk) possible measurement matrices at each step.
Combining this approach with the previous result of greedily constructing the measurement
matrix at each time step can lead to a faster runtime but a less tight bound, as shown in
the following theorem.
Theorem 4.3.10. Consider the sensor scheduling problem such that W = 0, V is diagonal,
A is full rank, AΣ0A
>  Σ0 and AMiA>  Mi for all possible measurement matrices
Mi. Using (4.5) as the objective function leads to a 1 − 1
e1−1/e
-factor approximation in
O(Tkmn2 + Tn3) time if the k sensors are chosen greedily at each time step.
Proof. Sequentially selecting the best measurement matrix at each time step corresponds
to solving the optimization problem
max
σt
∆(σt|σ[1,t−1])
≡max
σt
log det(Σ0) det(Ω
σ
t )
−1 − log det(Σ0) det(Ωσt−1)−1
≡max
σt
log det(Ωσt−1) det(Ω
σ
t )
−1,
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at each time step, where σ[1,t−1] is the sensor sequence from 1 to t− 1.
By Lemma 4.3.4, since the measurement noise matrix V is diagonal, building the mea-
surement matrix greedily at a particular time step can be solved to within (1 − 1
e
) of the
optimal using (4.7) as the objective function. Let Σgt and Σ
o
t be the resulting covariance
after applying the sequence of measurements σ[1,t−1] and then selecting the greedy and
optimal measurements respectively at time step t. Therefore, taking α = (1− 1
e
),
log det(ρT (Ωσt−1)) det(Σ
g
t )
−1 ≥ α log det(ρT (Ωσt−1)) det(Σot )−1
=⇒ log det(Ωσt−1) det(Σgt )−1 ≥ α log det(Ωσt−1) det(Σot )−1 + (α− 1) log det(A)2,
since W = 0 so ρT (Ωσt−1) = AΩ
σ
t−1A
>.
Let σg = (σg1 , . . . , σ
g
T ) be the sequence of measurements by greedily selecting the k
sensors at each time step and σo = (σo1, . . . , σ
o
T ) be the optimal schedule. Therefore,
∆(σgt |σg[1,t−1]) ≥ αmaxσi ∆(σi|σ
g
[1,t−1]) + ,
where  = (α−1) log det(A)2. Note that if  = 0, then we can apply Lemma 2.5.4 to deduce
that F (σg) ≥ (1− 1
eα
)F (σo). However, since  6= 0 we cannot apply this directly. Instead,
we can solve for a bound of the greedy schedule by imitating the proof of Lemma 2.5.4
(given in [1]).
∆(σgt |σg[1,t−1]) ≥ αmaxσi ∆(σi|σ
g
[1,t−1]) +  ≥ αmaxσi∈σo ∆(σi|σ
g
[1,t−1]) + 
≥ α
T
∆(σo|σg[1,t−1]) + 
≥ α
T
(
F (σg[1,t−1] ‖ σo)− F (σg[1,t−1])
)
+ 
≥ α
T
(
F (σo)− F (σg[1,t−1])
)
+ 
=⇒ F (σg[1,t]) ≥
α
T
F (σo) + (1− α
T
)F (σg[1,t−1]) + .
Solving this recurrence relation,
F (σg) = F (σg[1,T ]) ≥
(α
T
F (σo) + 
) T−1∑
i=0
(1− α
T
)i
= F (σo)
(
1− (1− α
T
)T
)
+
T
α
(
1− (1− α
T
)T
)

≥ F (σo)(1− e−α) + T
α
(1− e−α)
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Therefore, the greedy schedule is within a factor of (1 − e−α) of the optimal but there is
an error term of T (1−α−1)(1−e−α) log det(A)2 ≈ (−0.2727)T log det(A)2. Note, however,
that since Σ0  0,
AΣ0A
>  Σ0 =⇒ det(AΣ0A>) ≤ det(Σ0) =⇒ det(A)2 ≤ 1 =⇒ log det(A)2 ≤ 0.
As a result, F (σg) ≥ (1 − e−α)F (σo) and substituting the value of α gives the constant
factor bound of ≈ 0.4685.
As for the complexity, the pure greedy approach means that there will be kmT iter-
ations; for each of the T time steps, k measurements need to be selected from a set of
m. The optimization for each time step can be performed intelligently to avoid having
to repeatedly calculate inverses and determinants. This results in a runtime of O(n2mk)
per time step [48] such that the output is the a posteriori covariance matrix. In addition
to this, the time update requires two matrix multiplications which naively require O(n3)
time. Therefore, the total runtime is O(Tkmn2 + Tn3).
Note that for a finite time horizon, T , the constraint of selecting k sensors out of
m possibilities per time step can be phrased as a partition matroid. The number of
“partitions” here would be T . An alternate method of approximating the solution would
be to consider all time steps at once. So instead of sequentially constructing the schedule,
we start off with an empty schedule of length T . A measurement is added greedily to some
time until all the kT slots have been filled. In this case, the optimization is over a partition
matroid. However, we would need to determine if the objective function is non-decreasing
and submodular. If it is, then the greedy algorithm would be within 1
2
of the optimal by
Lemma 2.5.1.
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Chapter 5
Infinite Horizon Sensor Scheduling
In the previous chapter we determined that the finite horizon sensor selection problem can
be framed as a submodular optimization under some restrictive assumptions. Motivated
by the requirement of persistent monitoring, we now consider the infinite horizon case.
The notation used in the previous chapter applies here. However, the objective function
(4.5) is defined for a finite time horizon T and the limit as T →∞ may not exist since the
error covariance may never settle to a single value. If the error covariance is bounded then
some possible metrics are:
• the limiting upper bound to the volume of the covariance ellipsoid F (σ) =
lim supT→∞ log det(Ω
σ
T ),
• the limiting upper bound to the mean squared error F (σ) = lim supT→∞ trace(ΩσT ),
• the average mean squared error F (σ) = limT→∞ 1T
∑T−1
t=0 trace(Ω
σ
t ).
Regardless of what the actual metric is, it is important that the error covariance be bounded
since otherwise the state estimate will never be accurate.
The system (4.1) can be viewed as a LTV system where the only time-varying quantity
is the measurement matrix. As is deducible from the structure of (4.1), the measurement
matrix Ct will just be a submatrix of C.
We know that the error covariance is bounded if the system is uniformly detectable
(Lemma 2.9.1). Now, the question to ask is, given an LTI system, does there even exist
a sequence of measurements that is uniformly detectable? In this section we restrict the
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problem to the case where k = 1, i.e., only a single measurement is taken at each time
step.
Considering the system that we are looking at is only partially time varying, we can
redefine some of the definitions given in Section 2.8. Given an LTI system (A,C) and a
sequence of measurements σ = (σ0, σ1, . . .) where σi is a row of C. For a given time t and
time window k, the sequence observability matrix is
Bσ(t, t+ k) =

σt
σt+1A
...
σt+kA
k
 .
The sequence of measurements σ is uniformly detectable if there exists non-negative inte-
gers s, r and constants α ∈ [0, 1) and β > 0, such that for all {x ∈ Rn| ‖x‖ = 1} and all
times t,
||Arx|| ≥ α =⇒ ‖B(t, t+ s)x‖ ≥ β > 0. (5.1)
Additionally, the sequence is uniformly observable if there exists integer s and positive
constants β1, β2 such that
0 < β1 ≤ ‖B(t, t+ s)x‖ ≤ β2 ⇐⇒ rank(B(t, t+ s)) = n. (5.2)
Naturally, a uniformly observable sequence is also uniformly detectable. We now look at
when a schedule can be uniformly detectable and hence have a bounded error covariance
estimate.
Remark 5.0.11 (Comment on observability condition). In the general time varying case the
“if and only if” in (5.2) holds in the forward direction (assume that rank(B) < n, then
there exists x such that Bx = 0). It may not, however, necessarily hold in the reverse;
since the condition has to hold over all t, an upper bound may not exist if Ct or At is
unbounded. In our case though this is not a problem since At is time invariant and Ct can
only take one of m possible values (and is hence bounded). •
5.1 Existence of Uniformly Detectable Sequence
It is reasonable to expect that if (A,C) is observable, a sequence of measurements could
exist such that the system is uniformly observable through that sequence. This, however,
is not the case.
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Example 5.1.1 (Non-existence of observable sequence). A uniformly observable sequence
may not exist if rank(A) < n. As an example consider the system
A = 13×3 C =
0 0 10 1 1
1 1 1
 ,
so (A,C) is full rank. However, every vector ciA
k, k > 0 and ci is the ith row of C, consists
of just the same three values — the sum of the elements in ci (i.e., 2
k−1(ci1)
[
1 1 1
]
).
Therefore, any sequence will result in rank(B(t, t+ k)) either 1 or 2 for all t and k, where
B(t, t+ k) is the sequence observability matrix.
A more trivial example is if A = zeros(3). Here, it is obvious that the second row
onwards is 0 so rank(B(t, t+ s)) = 1.
Note that, in both these cases, although the initial state cannot be predicted, the actual
progression after a certain time period can, in fact, be determined. N
In this section we will show that if (A,C) is detectable, then there will exist a sequence
of measurements that is uniformly detectable.
Proposition 5.1.2. Given that (A,C) is observable and that A is full rank, then there
exists a sequence of measurements σ = (d0, . . . , ds), where di is a row of C, such that the
system is uniformly observable through the periodic sequence σ.
Proof. By construction, take the periodic sequence where each measurement is repeated n
times, i.e., let σ = (1, . . . , 1, 2, . . . , 2, . . . ,m). Let ci be the i
th row of C. Define,
Θ =

C
CA
CA2
...
CAn−1
 =

c1
...
cm
c1A
...
cmA
...
c1A
n−1
...
cmA
n−1

, B =

c1
...
c1A
n−1
c2A
n
...
c2A
2n−1
...
cmA
mn−1

. (5.3)
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In order for the sequence to be observable, we require the existence of (s, β) such
that rank(B(t, t + s)) = n for all t. Take s = 2mn so that B(t, t + s) always contains
the full sequence σ. As a result, the sequence observability matrix for s time steps will
always contain the rows of BAp for some p. So, showing rank(BAp) = n is sufficient for
observability. Note that since A is full rank, rank(BAp) = n ⇐⇒ rank(B) = n. Since it
is given that rank(Θ) = n, it suffices to show that each of the rows of Θ can be written as
a linear combination of the rows in B.
First, define sets to represent the rows of Θ and B. Let Xi = {ci, ciA, . . . , ciAn−1}
for i = 1, . . . ,m. Note that the rows of Θ comprise of the vectors in the multiset⋃m
i=1Xi. Also, note that x ∈ Xi =⇒ xA(i−1)n is a row of B. Let Xbi = XiA(i−1)n =
{ciA(i−1)n, ciA(i−1)n+1, . . . , ciAin−1}. So the rows of B comprise of elements of the multiset⋃m
i=1X
b
i .
For any particular 1 ≤ i ≤ m, there are ki ≤ n linearly independent vectors in Xi.
Since A is full rank, the set Xbi contains k LI vectors too (by (P2)). Also, due to the
Cayley-Hamilton theorem (P1), x ∈ Xbi =⇒ x ∈ span(Xi). Since there are k LI vectors
in the span of X i, these vectors themselves span the space. As a result, every vector in Xi
is in span(Xbi ).
Therefore, if A is full rank, then every row of Θ is in the span of the rows of B, which
means that rank(B) ≥ rank(Θ) = n. Since B is an mn × n matrix, rank(B) ≤ n. So
rank(B) = n.
Using this result, we now give a constructive proof that shows the existence of a uni-
formly detectable sequence.
Theorem 5.1.3. Given that (A,C) is detectable, then the sequence of measurements σ =
(1, . . . , 1, 2, . . . , 2, . . . ,m, . . . ,m) is uniformly detectable.
Proof. Let T be defined as in (2.5). Transforming the system into observable standard
form gives the STM A¯ with separate observable and unobservable components. Let z
and l be the number of zero and stable eigenvalues respectively of Ao which is a p × p
matrix. Assume that the generalized eigenvectors of the observable component, Ao, are
ordered such that {v1, . . . vz} correspond to the zero eigenvalue, {v1, . . . vl} correspond
to the stable eigenvalues, and {vl+1, . . . vp} correspond to the unstable eigenvalues. Let
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V :=
[
v1 . . . vp
]
. Consider the following transform.
u = Q−1x =

u0
u1
u2
u3
 where Q := TP, P = [I 00 Vp×p
]
n×n
A˜ = Q−1AQ =

Ao¯ A12V
0
Aon 0 00 Aos 0
0 0 Aou

 C˜ = CQ = [0 C1 C2 C3]
(5.4)
This system has the following properties:
• Θ˜ = [0 Θ1 Θ2 Θ3] and B˜(t, t + s) = [0 B1 B2 B3]. Note that [Θ1 Θ2 Θ3]
is full rank since this part corresponds to the observable subsystem.
• Aos and Aou have stable and unstable eigenvalues respectively, are both full rank and
are composed of Jordan blocks.
• Aon has all zero eigenvalues and is nilpotent (it is not necessarily the 0 matrix since
it is composed of Jordan blocks). As a result, Azon = 0.
• By definition of detectability, Ao¯ is stable.
For detectability of the sequence to hold, there should exist (s, r, α, β) such that (5.1) is
satisfied. Without loss of generality, consider only initial states of unit norm (‖u‖ = 1).
Case 1: u3 = 0 or Aou does not exist (i.e., A is stable): In this case, only the stable
modes are active and so the state approaches 0 exponentially. As a result, for any α ∈ (0, 1),
there exists r > 0 such that
∥∥∥A˜ru∥∥∥ < α for all u. A more rigorous relationship between r
and α can be constructed using ideas similar to the technique in the proof of Lemma 2.8.6.
Case 2: ‖u3‖ > 0: In this case, (s, β) can be chosen so that
∥∥∥B˜(t, t+ s)u∥∥∥ ≥ β irre-
spective of what the chosen values of (r, α) are.
Take s = 2mn so that B˜(t, t+ s) always contains the full sequence σ. As a result, the
sequence observability matrix for s time steps, B˜(t, t + s), will always contain the rows of
B˜σA˜
k for some k > 0, where B˜σ, defined similarly to (5.3), can be represented as
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B˜σ =

c˜1
...
c˜1A˜n−1
...
c˜mA˜mn−1
 =

0 c11 c
1
2 c
1
3
...
...
...
...
0 c11A
z−1
on
...
...
0 0
...
...
...
...
...
...
0 0 c12A
n−1
os c
1
3A
n−1
ou
...
...
...
...
0 0 cm2 A
mn−1
os c
m
3 A
mn−1
ou

=:
[
0 B1 B2 B3
]
,
where c˜i is the ith row of C˜. Note that
B˜σA˜
k =
[
0 B1 B2 B3
] 
Ako¯ . . .
0
Akon 0 00 Akos 0
0 0 Akou

 = [0 B1Akon B2Akos B3Akou] .
Note that
[
Θ2 Θ3
]
is full rank and, since both Aos and Aou are full rank,
[
B2 B3
]
is
also full rank (using the same argument as in the proof of (5.1.2)) and so is
[
B2A
k
os B3A
k
ou
]
.
Note that B1A
k
on = 0 for k ≥ z.
Now, without loss of generality, assume that the sequence σ starts at time t. So, since
k = mn ≥ z,
B˜(t, t+ s)u =
[
B˜σ
B˜σA˜
mn
]
u =
[
0 B1 B2 B3
0 0 B2A
mn
os B3A
mn
ou
]
u0
u1
u2
u3

=
[
B1u1 +B2u2 +B3u3
B2A
mn
os u2 +B3A
mn
ou u3
]
=:
[
d1
d2
]
.
Note that d2 = 0 if and only if
[
u2
u3
]
= 0. Given that u3 6= 0, it follows that
∥∥∥B˜(t, t+ s)u∥∥∥ ≥
‖d2‖ > 0. Therefore,
β ≤ min
{u|u1=0,‖u‖=1}
‖B2Amnos u2 +B3Amnou u3‖ ,
is an appropriate choice to obtain detectability.
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Corollary 5.1.4 (Necessary condition). Given that (A,C) is not detectable, there does not
exist a sequence that is uniformly detectable.
Proof. If (A,C) is not detectable, then there exists an eigenvalue-eigenvector pair, (λ, v),
of A such that |λ| ≥ 1 and Cv = 0. For any pair (α, r), assuming ‖v‖ = 1, ‖Arv‖ = |λ|r ≥
1 > α. So there has to exist (s, β) such that ‖B(t, t+ s)v‖ ≥ β for uniform detectability.
However, the rows of B(t, t + s) consist of vectors of the form ciA
k, for some k, where ci
is a row of C. Now ciA
kv = λkciv = 0 and so B(t, t + s)v = 0 no matter what the actual
sequence is. Therefore, no sequence of measurements can be uniformly detectable.
With this result, we can conclude that if and only if the LTI system (A,C) is detectable
can a schedule be constructed from the rows of C that is uniformly detectable and, hence,
lead to a bounded error covariance. Although a schedule can be naively constructed by
just selecting a sequence of measurements that are linearly independent, and then just
repeating that sequence, we now seek an algorithm that outputs a uniformly detectable
sequence while at the same time trying to optimize the error covariance.
5.2 Modified Greedy
An interesting question to ask is whether or not the greedily constructed schedule is uni-
formly detectable. The definition of detectability effectively requires that all unstable
modes be observable, i.e., be measured at some point in time. Uniform detectability is
slightly stricter in that the mode has to be observed within a certain amount of time. If
a system has an unstable mode that is unobservable, then the error associated with that
mode will grow. Since the greedy choice at every time step is to pick the measurement that
decreases the error covariance the most, then at some point in time the “needed” measure-
ment should have enough benefit to be chosen. Therefore, a reasonable expectation is that
the greedy schedule will lead to a bounded error covariance.
Example 5.2.1. Consider the pathological system
A = I3×3, C =
1 0 00 0.1 0
0 0 0.01
 =:
c1c2
c3
 , W = V = σ0 = I.
Running the greedy algorithm, the resulting value of the objective function is plotted in
Figure 5.1. The schedule that the greedy algorithm outputs chooses the measurement 1 at
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Figure 5.1: (Left) The value of the greedy sequence over time (cf. Example 5.2.1). Also,
the “full” sequence is the value if every measurement is made at all times. (Right) The
greedy schedule.
almost every time step. The first time measurement 2 is selected is t = 162 and then it is
repeated approximately every 100 time steps. The first time measurement 3 is selected is
t = 16181 and then it is repeated approximately every 10000 time steps. As we can see,
eventually every measurement is made and so the schedule is actually uniformly detectable
(and also seems to give a bounded error covariance) though the time window needed is
over 16000 time steps. N
Unfortunately, establishing the boundedness of greedy has proved difficult. The main
reason appears to be relating the Kalman update performance metric to the sequence
observability matrix. As evident from the previous example, even if the greedy algorithm
does produce a uniformly detectable sequence, it still does not perform very well. We now
present a modified greedy algorithm that ensures that the output sequence is detectable
and which attempts to maintain a relatively tight limit for the number of steps required
to achieve uniform detectability.
The detectableGreedy algorithm is given in Algorithm 3. The idea is to make a
greedy choice at each iteration subject to the constraint that the choice of measurement will
increase the rank of the matrix M . This matrix emulates the sequence observability matrix
B(t, t+ s). Once M becomes full rank, a set of the oldest measurements is removed. As a
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Algorithm 3: detectableGreedy
Input: F : value function, (A,C,W, V ): system parameters, T : time horizon, q:
ranks to reduce by.
Output: Sensor schedule with one sensor per time step.
1 Let Asu := blkdiag(Aos, Aou) and Csu :=
[
C2 C3
]
(cf. (5.4)).
2 p← rank(Asu)
// Construct schedule
3 M ← 0
4 for t = 1 . . . T do
// Use (Asu, Csu) for constructing M
5 foreach row r of Csu do
6 if Appending row r multiplied by the proper power of Asu increases rank(M)
then
7 Mark r as valid.
// Use (A,C) for selection
8 if None of the rows are valid then Greedily select the best row of C.
9 else Greedily select the best row from all valid rows from C.
10 Update M with new measurement.
11 if rank(M) == p then
12 Remove k rows from the top of M such that rank(M [k + 1 : end]) = p− q
but rank(M [k : end]) > p− q. So M ←M [k + 1 : end]A−ksu .
result, M acts as a sliding window and the algorithm attempts to keep this window fully
observable. The parameter q controls by how much M is reduced; enough rows are removed
such that the rank of M decreases by q (or the observable subspace loses q dimensions).
We now show that the algorithm does, in fact, result in a uniformly detectable schedule.
Notation: Henceforth, we will refer to rows of M using the square bracket notation,
e.g. M [2 : 4] is the submatrix formed by extracting rows 2 through to 4 inclusive. Also,
parenthesis will be used to refer to a certain time range of M , e.g. if M(2, 4) refers to
measurements made at times 2 though to 4. In addition, define a rank increasing row (RIR)
as a row of the M matrix that increases the rank when considering the rows sequentially
starting from the top row. A lot of notation is also borrowed from Theorem 5.1.3: Asu :=
blkdiag(Aos, Aou), Csu :=
[
C2 C3
]
, Θsu :=
[
Θ2 Θ3
]
, Bsu :=
[
B2 B3
]
and p = rank(Asu).
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Lemma 5.2.2. The rank of the M matrix will increase within p steps. In other words,
consider the matrix at any time such that rank(M(t, t+k)) < p, then rank(M(t, t+k+p)) ≥
rank(M(t, t+ k)) + 1.
Proof. The next few measurements will be chosen sequentially from the sequence of matri-
ces {CsuAk+isu }pi=1. Stacking these on top of each other we get
 Csu...
CsuA
p−1
su
Ak+1su = ΘsuAk+1su .
Since both Θsu and Asu are full rank, rank(ΘsuA
k+1
su ) = p. Therefore, at least one of the
rows in ΘsuA
k+1
su will be LI from the rows of M(t, t+ k) and can be added to the sequence.
So the rank of M will increase by at least 1 after p more time steps.
Theorem 5.2.3. Algorithm 3 produces a uniformly detectable sequence.
Proof. By Lemma 5.2.2, a RIR will be selected within p times steps and so the maximum
size of the M matrix is p2 − p+ 1 at the first time M is reduced.
We can prove the following: Before and after any removal of rows (line 12), the first
and last rows of M are RIRs, and any RIR is within p steps of the previous RIR.
Assume that before a removal, this property is satisfied. After the removal, the rank will
be p− q. The new matrix, Mnew, is a subset of the rows of the old one, Mold, multiplied by
A−ksu . Since Asu is full rank, the relationship between rows, in terms of linear independence,
will not change (from (P2)), i.e., if two rows are LI in Mold, then they are LI in MoldA
−k
su . So
a RIR in Mold that was not removed will be a RIR in Mnew since by definition of RIR, it will
be LI of all the rows above it. As a result the last row will be a RIR. The first row of Mnew
will also, by definition, be a RIR. Since nothing has been added and the previous RIRs
were at most p steps apart, the distance between successive RIRs in Mnewwill continue to
be less than or equal to p. Since the rank is p − q, a RIR will be added within p steps
and since the last row was a RIR, the distance between successive RIRs is still less than
or equal to p. Therefore, at the next removal point, the condition will be satisfied.
Using this property, since after removal of rows M is rank p − q and all the RIRs are
within p steps of each other, the size after removal is≤ (p−q−1)p+1 = p2−(q+1)p+1. Also,
since at most pq rows will be added, the size of the matrix will be ≤ p2−(q+1)p+1+qp =
p2 − p+ 1 at the next removal point. As a result, the length of M will never exceed p2.
To show the sequence is uniformly detectable, we can follow the same argument as in
the proof of Theorem 5.1.3, i.e., we need to show that
∥∥∥B˜(t, t+ s)u∥∥∥ > 0 for some s and
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for any vector that has u3 6= 0. Note that the matrix M in the algorithm corresponds to
sections of Bsu(t, t+ s).
M is a sliding window that has size at most p2. Let {Mi}i be the sequence of full rank
matrices that are constructed as the algorithm is run, i.e., M1 is the first full rank matrix,
M2 is the matrix the second time the algorithm reaches line 12, and so on. So for any time
t, Bsu(t, t + p
2) will contain MiA
k
su for some i and k. Note that MiA
k
su is full rank and
therefore so is Bsu(t, t+ p
2).
Take s = z + 2p2. Looking at B˜(t, t + s), the rows z + 1 through to z + 2p2 will have
to contain MiA
k
su for some i and k. Expanding B˜(t, t+ s)u,[
B˜(t, t+ k − 1)
B˜(t+ k, t+ s)A˜k
]
u =
0 W X0 0 MiAksu
0 0 Z
 u0u1
u23
 =
Wu1 +Xu23MiAksuu23
ZAksuu23
 =:
d1d2
d3
 .
Again, d2 6= 0 since u23 > 0 (as we are considering only states with unstable modes).
Therefore,
β ≤ min
{u|u1=0,‖u‖=1}
j=1,...,s
M
∥∥MAjsuu23∥∥ ,
where the minimum is taken over all possible M , i.e., all possible full rank M that have
p, . . . , p2 rows. The minimum exists since M has only a finite number of choices as the
number of possible measurements is finite.
Remark 5.2.4 (Complexity of algorithm). The detectableGreedy algorithm is basically
just a greedy algorithm with two extra steps. Following from the proof of Theorem 4.3.10,
the greedy part runs in O(Tmn2 + Tn3). In addition, there are two extra steps: check
which of the measurements increase rank, and reduce the M matrix. For determining
valid rows to choose, a matrix multiplication has to be performed for each row of C
(O(mn2)) and the rank of a matrix that is at most n2 × n needs to be calculated m
times (better than O(mn4) [28]). For the reduction, the rank of a matrix that is at most
n2 × n needs to be calculated at most n2 times (O(n6)). Therefore, the total complexity
becomes O(T (mn2 +n3 +mn2 +mn4 +n6)). This is definitely much worse than the actual
complexity. If we assume that in practice M will have O(n) rows, then the complexity
of the algorithm is O(T (mn3 + n4)). Using better algorithms to calculate the rank can
improve this further. •
Although this shows that the sequence will indeed result in a bounded error covariance,
we do not know what this bound is and whether it will be better than the regular greedy
approach.
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Figure 5.2: (Left) Final value of each algorithm over all iterations. (Right) Number of
times each algorithm achieved each ranking.
5.3 Simulations
Here we present some simulations to investigate the properties of Algorithm 3 and how
detectability impacts the bound for the error covariance. We also compare the algorithm
to other known techniques. All the simulations are performed using the average trace of
the a priori estimate,
F (σ) = lim
T→∞
1
T
T−1∑
t=0
trace(ρT (Ωσt )).
For this section, we will refer to the greedy algorithm as G and the detectable-
Greedy algorithm as DG.
5.3.1 Comparison with Sliding Window
In [55], an optimal algorithm is presented to minimize the average trace of the covariance
over a finite horizon. The entire tree of possibilities is searched by employing a tree pruning
technique that reduces the number of possible branches at every time step using certain
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Figure 5.3: (Left) A sample result. The value being plotted is the trace of the covariance
(MSE) at each time step. (Right) The variation in the MSE after the covariance settles to
a steady cycle for each system. The mean, max and min are also shown.
properties of the covariance update equations. The drawback of this approach is that in
order to determine which branches to cut, a convex optimization problem has to be solved
for every matrix currently under consideration. This is a time consuming operation and
so we were not able to run useful simulations for a decent size time horizon.
Instead, we use a sliding window approximation for comparison. The slidingWindow
(SW) algorithm is basically an extended greedy such that the optimal is calculated over a
certain time window by considering every possible sequence. This is repeated continuously
until the desired time horizon is met.
For this experiment, we ran simulations comparing three algorithms: G, DG and SW.
For ten randomly generated systems, all three algorithms were executed until T = 500.
This time horizon was chosen to allow the error covariance to settle to a steady value. The
number of states as well as the number of measurement vectors was taken to be 3. The A
matrix was taken to be the identity. The C matrix had all its entries uniformly randomly
distributed in [0, 1
3
]. The process noise had all its entries uniformly distributed in [0, 5]
and the measurement noise was a diagonal matrix with the individual variances chosen
uniformly randomly in [0.5, 1.5].
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Figure 5.4: (Left) Final value of each algorithm over all iterations. (Right Top) Number
of times each algorithm achieved each ranking. (Right Bottom) Two or more algorithms
with the same value are assigned the same ranking.
Figure 5.2 shows the final values of each algorithm over a time horizon of 500. Each
of the algorithms was ranked at each iteration and the number of times each rank was
achieved is given in the table. As we can see, the DG algorithm seems to outperform
the other two; although the output of DG is very similar to SW. The drawback of the
sliding window approach is that although the optimal is achieved over the window size,
the approximation may get worse the larger the time horizon.
Figure 5.3 shows a sample result for one of the iterations. The value being plotted is
not the average trace but the trace of the covariance at every time step, i.e., the mean
squared error (MSE). We can see that after an initial transition period, the covariance
update becomes somewhat periodic. The second graph gives the amount of fluctuation
that happens for each algorithm for each system (as well as the mean, minimum and
maximum over all systems) once it has reached the steady state value. As we can see, on
average all the algorithms have similar amount of fluctuations, though DG was the best in
terms of the worst case.
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Figure 5.5: The variation in the MSE after the covariance settles to a steady cycle for
each system. The mean, max and min are also shown.
5.3.2 Experiment with Reduction Size
The DG algorithm has a parameter q that controls by how much the memory of chosen
measurements is reduced. We now investigate the effects of this parameter. In this case,
the G and GD (with four different values of q) algorithms were run on 80 systems for a
time horizon of T = 2000. The number of states was taken to be 4 and the number of
possible measurements was 40. Apart from that, the system (A,C,W, V ) is set up in the
same way as in the previous comparison. The four values of q used are: 1 (DGQ01), 2
(DGQ02), 3 (DGQ03) and 4 (DGQ04).
Figure 5.4 shows the final values of each algorithm over a time horizon of 2000. Each of
the algorithms was ranked at each iteration and the number of times each rank was achieved
is given in the table. All of the DG algorithms perform better than the G algorithm.
Although DQG01 was ranked 1 the most number of times, this was only ≈ 33% of the
total number of iterations. There does not seem to be any obvious benefit of varying the
parameter q as, generally they all seem to have final values that are close together.
The second graph gives the amount of fluctuation that happens for each algorithm for
each system (as well as the mean, minimum and maximum over all systems) once it has
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reached the steady state value.
Figure 5.5 gives the amount of fluctuation in the MSE that happens for each algorithm
for each system (as well as the mean, minimum and maximum over all systems) once it
has reached the steady state value. Again, although all the DG algorithms beat the G
algorithm, varying q does not cause any noticeable change in the size of fluctuations.
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Chapter 6
Conclusions and Future Directions
6.1 Submodular max-TSP
We examined the max-TSP problem for a submodular objective function. We considered
two algorithms; a greedy algorithm which achieves a 1
2+κ
approximation and a 2-matching-
based algorithm which achieves a max{ 2
3(2+κ)
, 2
3
(1 − κ)} approximation (where κ is the
curvature of the function). Both algorithms have a complexity of O(|V |3) in terms of
number of oracle calls. We also discussed extending Serdyukov’s algorithm. We extended
these results to directed graphs and presented simulation results to empirically compare
their performance as well as their dependence on curvature. We also considered an approach
to integrate edge costs into the problem.
There are several directions for future work. The class of submodular functions is very
broad and so adding further restrictions to the properties of the objective function may help
give a better idea of how the bounds change for specific situations. For instance, utilizing
some sort of locality property to define relationships between edges. Although an attempt
was made to extend Serdyukov’s algorithm, the question still stands as to whether or not
the strategy makes sense in the case of high curvature. Additionally, there are many other
simple strategies that could also be extended such as best neighbor or insertion heuristics.
One other problem to investigate would be to the case where multiple tours are needed
(such as with multiple patrolling robots).
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6.2 Sensor Scheduling
For the problem of scheduling sensors to obtain the best state estimate of an underlying
process over a finite horizon we showed that, under certain restrictive conditions, the log det
of the a posteriori error covariance is a submodular function. Therefore, greedily selecting
sensors at each time step yields a 1− 1
e1−1/e -approximation.
Next, we used the concept of uniform detectability to construct an algorithm that
guarantees that the error covariance will be bounded and that the error will die out ex-
ponentially when the time horizon is large or infinite. We gave some empirical results
comparing the performance of the algorithm against other known techniques.
Although we were able to give a sufficient condition for submodularity of the metric,
the question still stands as to whether or not this is a necessary condition or, if not, what
a necessary condition would be. Due to the complexity of the Kalman update equations, it
is possible that a simple condition does not exist; however, it seems reasonable that if the
measurement vectors are large relative to the noise then the desired properties to obtain
submodularity and monotonicity may be satisfied.
The detectableGreedy algorithm is currently only specified for the case where a
single measurement is made at each time step. Extending this to select k sensors would be
desirable for a more complete result. A further generalization would be to consider how
non-scalar measurements will affect the results. Also, a technique to check detectability
at runtime without having to calculate a system decomposition should be investigated.
Another thing is that the algorithm outputs a sequence that is bounded but we have not
given an actual bound. Finding a way to determine the deviation from optimality will help
to quantify the performance. Also, investigating how to combine the uniform detectability
condition with other optimization techniques (instead of just using greedy) will help to
determine the practicality of this approach.
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