Target detection of potential threats at night can be deployed on a costly infrared focal plane array with high resolution. Due to the compressibility of infrared image patches, the high resolution requirement could be reduced with target detection capability preserved. For this reason, a compressive midwave infrared imager (MWIR) with a low-resolution focal plane array has been developed. As the most probable coefficient indices of the support set of the infrared image patches could be learned from the training data, we develop stochastically trained least squares (STLS) for MWIR image reconstruction. Quadratic correlation filters (QCF) have been shown to be effective for target detection and there are several methods for designing a filter. Using the same measurement matrix as in STLS, we construct a compressed quadratic correlation filter (CQCF) employing filter deManuscript received March 16, 2016; revised September 12, 2016 and February 14, 2017 0018-9251 C 2017 IEEE signs for compressed infrared target detection. We apply CQCF to the U.S. Army Night Vision and Electronic Sensors Directorate dataset. Numerical simulations show that the recognition performance of our algorithm matches that of the standard full reconstruction methods, but at a fraction of the execution time.
I. INTRODUCTION
Capturing images of potential threats at night on many military systems requires electrooptical infrared (EO/IR) sensors, which are typically of low resolution [1] , [2] . In order to improve the target detection performance, sensors of high resolution are desired but they are expensive [1] - [4] . An alternative is a low-resolution midwave infrared (MWIR) sensor paired with a higher resolution spatial light modulator (such as a DMD). This compressive MWIR imager has been used in [5] - [7] to realize a high-resolution MWIR sensor (see Fig. 1 ).
The compressive MWIR imager, shown in Fig. 1 , uses a carefully constructed sensing matrix to generate a set of measurements that is smaller than the number of samples in the original infrared image [8] . For the case that the image is inherently sparse in some domain, it could be reconstructed with high probability [9] - [15] . On the other hand, in target detection applications with a MWIR sensor, perfect reconstruction of the infrared image is not necessary. This makes it possible to use less measurements for accurate target detection.
Unlike a typical MWIR sensor, a compressive MWIR imaging sensor requires nonlinear iterative methods, such as compressive sampling matching pursuit, iterative hard thresholding, orthogonal matching pursuit (OMP), and basis pursuit (BP), to recover an infrared image with an unknown support [16] - [19] . In this paper, we use the statistical information of MWIR training data, and propose a linear decoder to reconstruct MWIR images with targets. We call this method stochastically trained least squares (STLS).
Automatic target recognition (ATR), which discriminates targets, is the processing component in a typical MWIR system [1] , [20] . Target detection, the first step of ATR, separates the potential target locations from the background clutter [1] , [20] , [21] . One such target detection method is the quadratic correlation filter (QCF) [22] . After finding the regions of interest, multiclass ATR algorithms would identify the specific target type. This step, acting as a filter for the target recognition classifier, could reduce the number of false positive detections [23] , [24] .
There are several methods for designing a QCF. In [22] , two methods were introduced. The first method is based on the Fukunaga-Koontz Transform (FKT) and the second is derived from maximizing the distance between the expected values. Another method was proposed in [25] where a filter is found that maximizes the minimum distance between the samples of opposing classes. We will introduce a new filter generation method that minimizes the sum of the squared error between the true class label and the output of the filter. Any of these methods can be used to discern target regions from background in MWIR images by analyzing a quadratic filter output. Fig. 1 . Low-cost high-resolution midwave infrared (MWIR) sensor testbed adapted from [7] with permission. Its design is based on a single pixel camera with multiple detectors.
When working with a compressive MWIR imager, the algorithm developer must decide whether to reconstruct the image and use typical target detection techniques [6] , or to modify existing target detection techniques and use the compressed data directly. In this paper, we take the second approach and modify a few of the QCF generation algorithms by coupling them with the stochastically determined measurement matrix used in STLS.
The rest of this paper is organized as follows. In Section II, we introduce the STLS method for MWIR image reconstruction and present three forms of the quadratic correlation filter to perform uncompressed target detection. In Section III, we propose the compressed quadratic correlation filter (CQCF) and compare it with the QCF for infrared target detection. In Section IV, we show how STLS/QCF and CQCF can be used for target detection applications and we demonstrate its performance on the U.S. Army Night Vision and Electronic Sensors Directorate (NVESD) dataset.
II. STOCHASTICALLY TRAINED LEAST SQUARES AND TARGET DETECTION
MWIR image patches are usually compressive and most of the conventional target detection methods operate in the uncompressed domain. In this section, we introduce a decompression technique for MWIR images, called STLS, and we demonstrate the effectiveness of the conventional QCF on the decompressed MWIR images, see Fig. 2 .
A. Decompression via STLS
Infrared image patches x in ATR usually have compressible representation
T is a compressible vector in the sense that its components have sorted absolute values with fast decay. The measurement y of the infrared image patch x via a DMD is y = x =ˆ α whereˆ = and is an m × N measurement matrix of the DMD with m < N.
Due to compressibility of the image x, it can be approximated by a sparse image α * with small α * 0 . One conventional selection of the sparse vector α * is a solution of the 0 minimization problem
which is NP-hard [8] , [12] , [26] - [28] . Denote the essential support of the target signalˆ α * by S, which has cardinality s. In our ATR applications, we do not have access to the support set S.However, we can use the training data to tell us where the most probable locations T of the large coefficients are. In our simulations, we will use
where the probability P is learnt from the training data, ρ is the threshold of large coefficients, and τ is the threshold of the most probable locations for sparse approximation (see Section IV for details).
For compressed target detection applications, the measurement matrix may depend on the statistical properties of x. For instance,
where is a DCT matrix and T is obtained by selecting the rows of in T . This measurement matrix is what we will use to capture the measurements of the infrared image patch x.
Since we have some statistical information about the support set S of the image under consideration, the probability of the set S with cardinality s to be contained in the set T with cardinality t ≥ s is high. Therefore, we use the least squares solution α T of the linear system y =ˆ T α T (5) to approximate the compressible vector α * . Here,ˆ T is the submatrix ofˆ obtained by extracting its columns corresponding to the indices in T . The solution to (5) is
whereˆ + T is the Moore-Penrose pseudoinverse ofˆ T . We call the above approach of reconstructing infrared image patches as STLS, see Figs. 2 and 3 for the reconstruction of a MWIR image containing a single target. These reconstructed image patches could be used for target detection or classification.
Least squares is an attractive method and it has closedform solutions. However, least squares cannot find a sparse solution without some other additional information about the infrared image patches. Compared with iterative methods, such as BP, OMP and initialized iterative reweighted least squares (IIRLS), to solve the 0 minimization problem (2) or its 1 relaxation [18] , [19] , [29] , our STLS has (PSNR = 65.7067 dB), and (f) t = 400 (PSNR = 70.2279 dB). The percentage of indices of the set S contained in the set T is 43% when t = 50, 70% when t = 100, 93% when t = 200, and 100% when t = 400. The reconstructed image could be used for target detection and classification.
better performance in terms of reconstruction error and computational time (see Fig. 4 .) The STLS is a linear decoder and it could be implemented in hardware. The support set T in the STLS contains the most probable coefficients indices of the support set S of the image. Comparing with the linear decoder in [31] , our support set T is based on the probabilities that are defined using the statistical properties of the training data, while the support set in [31] is learnt from solving an optimization problem.
B. QCF for Target Detection
The STLS recovered images can be combined with the conventional methods, such as the rolling ball algorithm [32] and the morphological wavelet algorithm [33] , for target detection. They can also be used for MWIR target classification.
The QCF utilizes the FKT to separate target image areas from background clutter [34] . Mahalanobis et al. introduced and IIRLS methods to the STLS method for different values of t, the number of probable locations of the large coefficients of the T72 target image patch. Here, BP is implemented using the 1 -MAGIC software [30] . We see that the error for BP/OMP/IIRLS is over 3/4/2 times that of the STLS, respectively. We also see that there is more variability in the BP, OMP, and IIRLS reconstruction error due to the random measurement process. (b) In this plot, we look at the execution times for BP, OMP, and IIRLS versus STLS for different values of t. It is observed that the execution time of BP is almost 20, OMP is over 140, and IIRLS is over 60 times as high as that of STLS for certain values of t.
the QCF for target detection in [22] . In this section, we propose three alternatives to estimate the coefficient matrix for QCF and apply it on STLS recovered images for efficient and effective target detection.
1) FKT for Target Detection:
The original QCF presented in [22] utilizes the FKT to generate the coefficient matrix for filtering. Denote the correlation matrices of a target image patch x tgt and a background image patch x bkg by
respectively. These correlation matrices are positive semidefinite. The sum of the target and the background correlation matrices can be decomposed into the form
where the columns of the orthogonal matrix M are the eigenvectors of R tgt + R bkg and the diagonal matrix contains the corresponding eigenvalues. We then define a transform matrix
Eigenvalue plots: (a) uncompressed QCF and (b) compressed QCF, with t = 100. As mentioned in [22] , for the QCF and CQCF to be effective in target detection, we need to choose a proper threshold so that the eigenvalues associated with the targets and background are separated. We observe that, due to the compression, CQCF has less eigenvalues and the resulting discrimination statistic will be smaller in magnitude, and hence, it could be more efficient than the QCF. These plots were generated using the sample correlation matrices calculated from the training set. This training set has N S target images and N S background images.
and rewrite (7) as
where I is the identity matrix.
Define the target and background image patch correlation matrices
in the new domain, which reduces (9) to
Performing an eigendecomposition on R tgt gives
where the columns of the orthogonal matrix V are the eigenvectors of R tgt and the diagonal matrix contains the corresponding eigenvalues. Using (10) and (11), we obtain
where the eigenvalues of R tgt and R bkg lie between zero and one [see Fig. 5 (a)]. Given a threshold ∈ (0, 1), we choose the largest tgt eigenvalues λ i in for the target class, where
Similarly, we choose the smallest bkg eigenvalues λ i in to represent the background class, where
Selecting the columns of V corresponding to the indices of the set tgt , we create the target projection submatrix V tgt . Similarly, we can form the background projection submatrix V bkg using the indices of the set bkg .
In order to classify a test image patch x as target or background, we project x into
Define a statistic
which is
where H = FF T − GG T , F = PV tgt , and G = PV bkg . We observe that the statistic will be large and positive for target image patches and small or negative for background image patches. We will use the statistic ϕ to determine whether the image patch is a target or not [see Fig. 6(b) 
which maximizes the distance between the expected values of the target and background statistics. If we assume that the matrix H can be decomposed such that H = QQ T − PP T then the target and background statistics are
Using the inner product identity x T x = tr xx T , we can rewrite (15) as
where
If we assume that Q and P contain the eigenvectors of the matrix
and are diagonal matrices containing the eigenvalues . In order for this equation to be maximized, the eigenvectors in Q corresponding to the positive eigenvalues and eigenvectors in P corresponding to the negative eigenvalues are kept. Once this H * is found, the filter can be applied to a new image patch x to generate the discriminator statistic for the target and 1 for the background in (c), (d), and (e), and 81 for the target and 6 for the background in (f). If we create half the range of the statistic as the threshold, we will have one detection for all methods. We can see that ϕ for (b) is greater than 6000. However, the maximum value of ϕ for (c), (d), and (e) is smaller due to compression/decompression process. Similarly, the maximum value of ϕ for CQCF (f) is around 100, which is due to the lower number of total eigenvalues and the disparate ratio of target to background discriminators.
This quantity will be positive or large for a target image patch and small or negative for a background image patch [see Fig. 6(c) ].
3) Single-Layer Perceptron for Target Detection: A third method of generating the coefficient matrix H that we introduce minimizes the sum of the squared error between the output of the statistic ϕ and the true label d for all of the training samples. This method is based on the back propagation training algorithm for kernel neurons to generate the filter [35] . Denote the statistic of an image patch x i by
where N e = 2N S is the total number of training images. The output of the single-layer perception d i ∈ {−1, 1} is −1 when the training image is the background and 1 when it is a target. When ϕ(x i ) is positive and large the image patch x i is a target, and when it is negative the image patch is background. We use a differentiable squashing function, σ (ϕ(x i )) = tanh(ϕ(x i )), to force the output of ϕ(x i ) to be between −1 and +1. The objective function is
which has a gradient We can iteratively solve for H using the gradient descent algorithm
where n ≥ 0 and H 0 = 0. We denote the solution to (21) as H * which occurs after the convergence criterion has been met or N iterations has occurred. Given a test image patch x, we can classify it as target or background by examining ϕ(x) = x T H * x or σ (ϕ(x)) where the first will be positive if the image patch is a target and negative otherwise and the second will be between 0 and 1 for a target and between −1 and 0 for background, see Fig. 6(d) .
III. COMPRESSED QCF
In Section III-A, we integrate the STLS method with the conventional QCF algorithm presented in Section II-B to create a form of a compressed QCF. Then in Section III-B, we introduce a method that integrates the sampling strategy of the STLS method into compressed version of the presented QCF algorithms to generate the compressed QCFs (CQCF). Finally, we compare STLS/QCF, CQCF, and QCF paired with iterative nonlinear reconstruction methods in Section III-C.
A. QCF Using STLS
The STLS recovery method is an alternative to OMP, IIRLS, or BP. The main advantage of the STLS as compared to these, and many other reconstruction methods is that it has a closed form solution, which typically requires much less execution time than other iterative methods, and yields a smaller reconstruction error. This method takes a compressively sampled infrared image patch y and reconstructs it using (6) together with (1) giving
Using (14) or (18) and the recovered STLS image patch from (22), we have
where H = A T HA and A = + T . In this equation, the compressed infrared image patch y is uncompressed using STLS and then applied to the standard QCF filter. Since this operation is closed-form, the implementation can be optimized resulting in very fast execution speeds. In addition, if the filter operation can be expressed in terms of the recovered STLS image, then it can also be expressed in terms of the compressed image y, that is performed directly on the compressively sensed measurements. This is one main advantage of the STLS to iterative methods. In this method, the filter H is R N×N dimensional space where y is in R m dimensional space and m ≤ N. The STLS operation performs a mapping from R m to R N .
B. Compressed QCF

1) Fukunaga-Koontz Based Formulation:
The target detection in Section III-A is performed in the recovered image domain using our STLS recovery method. The key to the STLS method is the sensing matrix in (4) which uses the indices T in (3). Using this sensing matrix, we can perform target detection without first reconstructing the Fig. 11 . Plot of the large coefficient probability, τ versus the cardinality of the set |T | = t for different values of the large coefficient threshold ρ.
If ρ is set too small or too large, the coefficient probabilities τ will not contain any useful information as they will be saturated.
images by creating a filter in R m×m space, further saving the processing time.
In our target detection application, compressed images y = T x are captured using the sensing matrix T in (4). Following a derivation similar to Section II-B, we generate a statistic
where H ∈ R m×m . We observe that this statistic utilizes less eigenvectors than the method in Section II-B [see Fig. 5(b) ]. We also note that the statistic has larger values over the target class and smaller values over the background. Therefore for compressed infrared image patch, we can use the statistic ϕ to classify the target and the background [see Fig. 7(f) ].
2) Max Distance Between Expected Values Formulation: As given in Section II-B2, we can maximize the distance between the expected values of the target and background statistics for compressed image patches again using the STLS sensing matrix (4). If we assume that H = Q Q T − P P T , then the statistics can be represented in terms of Q and P. The objective filter H * can be obtained using
Using the derivation similar to Section II-B2, we find
. Just as before, Q will contain the vectors that correspond to the positive eigenvalues and P contain the vectors corresponding to the negative eigenvalues.
Given a new compressed infrared image patch y, we can classify it as a target or background using
where H * ∈ R m×m . We observe that ϕ will be positive and large when the compressed image patch is a target and small or negative if it is background.
3) Perceptron Learning Algorithm Formulation: Similar to Section II-B3, the output of the single-layer perception d i ∈ {−1, +1} is −1 when the compressed training image is background and +1 when it is a target and H * can be obtained via the following gradient descent iterative scheme:
(27) Given a test compressed image patch y from the MWIR compressive sensor, we can classify it as target or background by examining ϕ(y) = y T H * y or σ ( ϕ(y)) where the first will be positive if the image patch is a target and negative otherwise and the second will be between 0 and 1 for a target and between −1 and 0 for background.
C. Comparison of QCF, STLS QCF, and CQCF
The standard QCF is intended to work on an image in the spatial image domain. For this reason, we need reconstruction techniques, such as BP, OMP, and IIRLS, for target detection [18] , [19] , [29] . The STLS recovery method provides an alternative to these iterative reconstruction techniques. As such, it is ideal for time-limited or time-critical applications where definitive processing times are required. Iterative methods, by their nature, are indefinite and may not provide a good solution if terminated before convergence.
The STLS can be used with the QCF to form a version of a compressed QCF. However, the performance is somewhat degraded by the reconstruction process. The CQCF introduced in Section III-B operates in the compressed domain. We observe that the value of the decision statistic for CQCF is effected by the compression. Comparing with the QCF, the number of distinguishing eigenvalues for target and background is significantly less (see Fig. 5 ). This causes a decrease in the magnitude of the statistic ϕ for the CQCF versus the statistic ϕ for the QCF. In Fig. 7 , we show an application of QCF and CQCF to distinguish the target sport utility vehicle (SUV) from background in a MWIR image. We also demonstrate the performance of CQCF versus QCF on some difficult test cases in Fig. 8 .
The performance of these methods could be measured using receiver operating characteristic (ROC) curves [36] - [38] (see Fig. 9 ). From the simulations, we see that the CQCF performs similar to the iterative recovery methods with QCF, but at a fraction of the execution time due to its closed-form linear nature. Presented from left to right are 1 , 2 , and ∞ reconstruction error versus measurements for six targets in the NVESD database. The iterative methods, with the exception of the OMP, were limited to M iterations where M = 40 for our simulations. OMP was limited to s iterations where s is the sparsity of the signal. Note that STLS has significantly less reconstruction error on the NVESD dataset than some other iterative methods. 
IV. NUMERICAL EXPERIMENTS
In this section, we produce numerical simulations demonstrating the performance of our algorithm. The experiments were performed on a Dell Precision T7400 with a dual Intel Xeon processor E5450 (quad core, 3.0 GHz) with 16.0 GB memory. We conducted our simulations using the SENSIAC database for ATR algorithm development [39] . This database is a MWIR dataset from the U.S. Army NVESD. It contains 207 GB of MWIR data which includes ten vehicle target types and two scenarios of humans. For our experiments, we considered all ten vehicle target types. These include a Pickup Truck (PICKUP), SUV, Armored Personnel Carriers (BTR70 and BMP2), an Infantry Scout Vehicle (BRDM2), a Main Battle Tank (T72), an Anti-Aircraft Weapon (ZSU23-4), a Self-Propelled Howitzer (2S3), an Armoured Reconnaissance Vehicle (MTLB), and a Towed Howitzer (D20). A 20 × 40 bounding box is formed around each target using the ground truth data to generate a target image patch x for training.
A. Simulation Setting
For our simulations, coefficients α i could be assumed to be independent with a Laplace distribution, cf. [40] . Presented in Fig. 10 is the histograms of different coefficients for all ten of the vehicle target types in the NVESD dataset. Each coefficient has a corresponding population mean and variance,
We can approximate the population mean and variance with the sample mean and variance. The ith sample mean (ᾱ i ) and sample variance (2b 2 i ) are evaluated bȳ
and
Fig. 14. Samples versus computational time for each method. We can see in this plot that QCF using STLS recovery represents a significant decrease in execution time over QCF with OMP, BP, and IIRLS recovery methods. However, CQCF shows the largest decrease in execution time due to the fact that it is processed in the compressed domain.
where N S is the total number of training target images. For our experiments, N S = 68 000 = 1700 × 10 × 4 which consists of four different scenarios containing 1700 images each for all ten targets. Under the above assumptions, we can calculate the probability of having a large coefficient at ith position as
and define the measurement matrix ∈ R t×N as in (4) for STLS.
Shown in Fig. 11 is a comparison of the large coefficient probability τ to the cardinality of the set T . Therefore as expected, the probabilities τ increase as the threshold ρ for a large coefficients decrease. If ρ is chosen to be too small, the probabilities will approach all 1 and will not contain any useful information about the locations of most probable coefficients. If the coefficient ρ is too large, then the probabilities will approach all 0 and again will not provide information about most probable coefficient locations. So from now on, we choose ρ = 0.005. The threshold τ is then chosen based on the desired set size T . This number can be determined experimentally from the training dataset. We used set sizes of 50, 100, 200, 400, and 800 for our experiments.
The correlation matrix R tgt for QCF can be estimated from N S training target images. Similarly, the correlation matrix R bkg can be also obtained using N S random background samples from the training images.
In all simulations, we use the two-dimensional (2-D) inverse DCT basis of size N × N to generate vectors α of training images extracted from the NVESD database.
In CQCF, we also use a 2-D forward DCT basis of size |T | × N for .
In our experiments, the measurement matrix ∈ R m×N is a Gaussian random matrix with
where m is the number of measurements. The above measurement matrix has been widely used to recover a sparse vector with an unknown support [8] , [12] , [18] , [41] .
B. Results
Our simulation output is shown in Fig. 12 . These methods were compared using the normalized reconstruction metric
with p = 1, 2, ∞, where x represents the original image patch and x represents the reconstructed image patch. We can see from Fig. 12 that the STLS has significantly less reconstruction error than some iterative methods, including BP, OMP, IIRLS. This is due to the fact that the measurement contains an exact copy of the most probable dominant coefficients. As long as the actual large coefficients falls into one of these "most probable" supporting bins, we will get a very good reconstruction. Since it is the performance of STLS that is of most interest to this work, an exhaustive comparison with state-of-the-art iterative methods was not performed. It is observed that STLS provides an improvement in reconstruction error as shown in Fig. 12 , however only marginal gains in target detection accuracy are observed in Fig. 9(d) . The authors attribute this to the fact that STLS is based on target image data only. Other reconstruction methods attempt to recover all data from its sparse representation. But since STLS is based on training data, it will only attempt to reconstruct the most probable coefficient locations of the training dataset. This may lead to an attenuation in performance due to introduced false positives from poorly reconstructed background data.
We compared our method to the CSATR algorithm in [6] , see Fig. 13(a) . The CSATR target detection method is similar to CQCF in that it operates on the compressed measurements and also localizes the target detection. It is observed that these methods perform similarly for small false positive rates, but the performance of CSATR is reduced for larger false positive rates when compared to CQCF.
A comparison of the QCF methods is shown in Fig. 13(b) . For this dataset, it appears that the FKT method is the most effective. Therefore, we use the FKT for most of our experiments. For future works, however, it may be necessary to revisit these other methods for multitarget discrimination as the FKT is only used for two-class discrimination.
We performed timing analysis on each frame processed while running QCF with reconstruction methods or CQCF. The timing analysis for each method is presented in Fig. 14 . We note that the CQCF method has the lowest execution time per frame versus other methods. This is due to the fact that CQCF does not include a reconstruction of the image patch before discrimination can be accomplished.
V. CONCLUSION AND FUTURE RESEARCH
Our stochastically trained least squares approach allows reconstruction of the images with a high PSNR so that subsequent processing (like target recognition) can occur without resampling. Our experimental results show that the CQCF method has similar performance to more traditional approaches on accuracy, but it has minimal execution costs. We believe this algorithm could be implemented on a lowcost high-resolution MWIR detector with negligible effects from the compression. This provides more options to design an autonomous weapon or fire control system that might employ a high-resolution MWIR focal plane array.
The shift-invariance of the dictionary is an important feature for the ATR. An interesting area for future research is to find a shift-invariant dictionary that provides a better recognition accuracy.
Target detection is just the first step in an ATR system. In a typical ATR system, targets should be uniquely identified. Another interesting research area is how the compressed measurements for CQCF can be used in a target identification algorithm. His research interests include weighted and structured low-rank approximation of matrices, convex and nonlinear optimization, and determinantal point process. In addition, he works on the applications of compressive sensing to automatic target recognition and applications of image and video analysis in computer vision and machine learning.
