Abstract. Many estimation problems in signal or image processing lead to a final step, being the minimization of a cost function. When this function is strictly convex, the usual stopping criterion is the nullity of the gradient : the solution is reached when the gradient vanishes. As this is numerically out of reach, the actual stopping test consists in comparing a norm of the gradient with a threshold. In doing so, the iterations may be stopped as the current point is still far away from the solution or as the solution has long been reached. Whatever the value of the threshold, one has no idea of the discrepancy between the current point and the effective solution. Taking advantage of the Fenchel dual formulation of the problem, we propose here a much more sensitive stopping test. This test overcomes the problems caused by the comparison of a norm of the gradient to a threshold. To illustrate our claim, the test is implemented on a signal processing simulation example. ‡ This work was performed during the time C. Heinrich was with the
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Introduction
This paper addresses the problem of stopping iterations in the case of the numerical iterative optimization of a strictly convex cost function in finite dimension under linear equality constraints, which is a particular case of what is generally called a strictly convex program.
This problem is often encountered in experimental data processing : many problems in signal or image processing require the estimation of an unknown x from indirect and noisy data z. Let us write the observation equation z = Hx + n, where n accounts for the observation noise and for approximations in the physical model and where H is the degradation matrix, for example a Fourier or a convolution matrix. In most cases, this problem is ill-posed : direct inversion formulas -such as x = H t H −1 H t z, provided that H t H is invertible -applied to z will lead to an unsatisfying estimator, because of a dramatic amplification of the observation noise. Moreover, the estimator may have no physical meaning, lacking for example the positivity required when estimating a density. The estimation procedure may be largely improved by introduction of a prior knowledge on the unknown x [1] .
A widely used and powerful modelling framework is Bayesian statistics. The unknown x and the data z are considered as realizations of Random Variables (RVs). The knowledge on x is encoded in the prior distribution p (x). Markov Random Fields (MRFs) are often used, allowing to account for local interactions between pixels [2] . The data are considered as the realization of a RV as well, their behavior being encoded in the sampling distribution, or likelihood, p (z |x).
A widely used Bayesian estimator is the maximum a posteriori (MAP) x = arg max x p (x |z ), where p (x |z ) = p (z |x) p (x) / p (z) and p (z) = p (z |x) p (x) dx. It yields the most likely signal or image x given the data z.
The estimation problem may also be written as :
x = arg min x (− log p (z |x) − log p (x)) , or, equivalently, as :
x = arg min x (F n (z − Hx) + F x (x)) , which finally leads to ( x, n) = arg min
where n is the estimated observation noise. Notice that the cost function is getting larger when the signal or image is less likely to occur. The estimator x achieves a balance between total faith to the prior knowledge (corresponding to the minimization of F x (x) only) and total faith to the measurements (corresponding to the minimization of F n (z − Hx) only). The distributions are often chosen such that the cost functions F x and F n are strictly convex. The cost functions are supposed to be C 1 . We suppose that the solution exists and is unique. We suppose that the solution corresponds to a vanishing gradient, An optimality test for convex optimization 3 and that the value of the cost function at the solution is finite. We suppose that the solution isn't reached on the edge of the constraint subspace {x, n |z = Hx + n} (no coordinate takes an infinite value at the solution). The convexity property is achieved for example when the potentials of the MRF are strictly convex and when the noise is considered to be Gaussian or Poisson. Using a convex cost function F n (z − Hx)+F x (x) yields a continuous estimator x with respect to the data z. Moreover, the global optimum can be reached using classical optimization methods, such as pseudo-conjugate gradient or pixel-by-pixel descent (Gauss-Seidel), in a reasonable computational time.
The problem faced then is the minimization of a strictly convex cost function
Since the optimum can't be reached analytically, numerical iterative optimization has to be implemented. The critical problem we address here is the stopping of the iterations.
Mathematically, the solution corresponds to a vanishing gradient. But strict nullity of the gradient is numerically out of reach. Practical implementation of the mathematical optimality condition consists in a comparison of a gradient norm to a threshold [3] . But even if the gradient is very small (the question remaining is : how small is very small ?), the discrepancy between the supposed solution (the current point under investigation) and the effective solution may be dramatic. This is especially the case when the cost function is very flat close to the solution. One may then think about overdimensioning the number of iterations, to ensure that the solution is reached. This leads to a waste of computational time, and the main problem nevertheless remains : how does one know that the number of iterations has been overdimensioned ? One may then turn to examining the evolution of the cost function itself, and stop the iterations when the cost function is stabilized. But how does one know that the cost function is stabilized, since the optimal value is unknown ? Even if this function varies very slowly with the iteration index, how does one know that it won't reach a value much different from the current one ? Moreover, very small variations of the cost function may correspond to large variations in the current point, as when testing the nullity of the gradient (see the example in R 3 below). The last resort may be to monitor the discrepancy between two consecutive examined points. The same problem still remains : even if the discrepancy is very small, the current point under investigation may be far away from the actual solution. All these drawbacks may be overcome using the dual formulation of the optimization problem. To the primal minimization problem -defined by (1) -may be associated a dual maximization problem in the Fenchel sense. We take advantage of a one-to-one correspondance between both spaces, primal and dual, introduced by Fenchel [4] . This correspondance holds between convex sets of both spaces and links the primal solution to the dual one. Introduction of a projection rule in the dual space enables to build the suggested stopping test, which largely improves the classical ones.
We wish to emphasize that this work is aimed at practitioners dealing with An optimality test for convex optimization 4 numerical optimization : its goal is to provide practical numerical tools in the field of stopping criteria. Moreover, duality theory (especially Lagrange duality, see [5] for example) has long been used to derive the primal solution using a dual formulation when the primal formulation is cumbersome to use. The point of this paper is not to get the primal solution using a dual method, but to use the dual scheme to build an original stopping criterion : instead of using the primal-dual relation at the optimum, we consider the primal-dual relation (which we call here the one-to-one correspondance) at each step of the minimization process. This is allowed by Fenchel duality, which is the cornerstone of our method.
In the sequel, we first detail both formulations, primal and dual, of the problem. Then, we expose the suggested stopping test. Finally, this test is run on a signal processing simulation example.
Primal and dual formulations
Let us first recall the primal formulation of the problem, as it was stated in the first section :
where F x and F n are strictly convex and C 1 functions. Let us define :
This problem is stated in R k (k = |x| + |n|, where |x| stands for the dimension of x) even if practical implementation takes place in R |x| , as x = arg min x F x (x) + F n (z − Hx).
The goal of this section is to derive the Fenchel dual formulation of this primal optimization problem.
The dual of R k is R k . We will use a one-to-one correspondance between a convex subset of the primal space and a convex subset of the dual space [4] , and we will also define a concave objective function D on the dual space. We will show the close links between both optimization problems.
2.1.
Computing the convex-conjugate F * of the primal objective function F The first step is to compute the convex-conjugate F * of the primal objective function F. Function F * plays a key role in building the dual objective function D. It also plays a key role in reverting relations (6), which will be of great importance in the optimality test proposed. We enter here the field of convex analysis.
In the general case, we have :
Since F (x, n) is strictly convex, we also have :
An optimality test for convex optimization
5
Function F * (µ x , µ n ) is the convex-conjugate or Legendre-Fenchel transform of F (x, n). We suggest the general references [4, 6, 7, 8] in the field of convex analysis.
Moreover, we have here :
and
Similar relations hold for F n and F * n . A straightforward computation, starting with differentiation with respect to x of the expression within parentheses in the right hand side of equation (3), yields :
where
For a given µ x (written here µ x ), the latter relation yields the primal vector x where the supremum in equation (3) is reached. The convex-conjugate F * x is computed using relation (3). This computation may have no closed form, in which case F * x has to be evaluated numerically.
A geometrical interpretation of µ x .
This section intends to give a geometrical interpretation of µ x (see for example [4] ).
We have :
. Let us consider the hyperplane y = µ t x x − z. Let us choose z such that z is as small as possible and still matches
We thus have :
Equality is reached for x such that ∂F x (x) ∂x = µ x (the hyperplane is tangential at the hypersurface at x) and the intersection of the hyperplane y = µ t x x − z with the y−axis yields −F * Let us define a continuous one-to-one correspondance [4] from a convex subset of the primal space to a convex subset of the dual space by the relations :
The primal convex set is the definition domain of F (x, n). The dual convex set is the range of the gradient of F (x, n), which is also the definition domain of F * (µ x , µ n ).
Those relations enable to go from the primal convex set to the dual convex set. This correspondance between both convex sets is many-to-one by construction, and one-toone because F is strictly convex. The first relation of this primal-dual correspondance may be derived by differentiation with respect to x of the expression within parentheses in the right hand side of equation (3).
Computation examples
In this section, we detail two examples of convex-conjugate computations. First example : we choose
where R is a positive definite symmetrical matrix. We have :
Second example : we choose
We have to revert the formula, to get x as a function of µ x as in the first example above. Unfortunately, this is impossible here in closed form. We thus have to turn to a numerical computation.
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This may happen in many cases (see for example [9, 10] ). In such cases, F * x should be evaluated with the help of a lookup table, which can be computed using the relations above. This is easy to implement when F x is separable, which is often the case, the table being then 1-dimensional. By the way, let us mention that ∂F * x (µ x ) ∂µ x should be evaluated using a lookup table as well (this gradient is needed during the practical implementation to go back from the dual to the primal space).
Back to the primal space
The goal of this subsection is to derive forward relations, allowing to go from the dual space back to the primal one. This means that we seek to reverse relations (6) . Let us differentiate relation (5) with respect to µ x , reminding that x is linked to µ x . We get :
Hence, reminding that
we have :
We then get the reverse formulas
allowing to switch back to the primal space. Those relations are the reverse of (6) : they allow to switch back to the very starting point x. It goes without saying that the same relations and computations hold for F n and F * n .
Deriving the dual formulation
As a final step, we derive in this section the dual formulation of the problem. Equation (4) straightforwardly yields :
, with equality iff µ x = µ x . A similar relation holds for F n .
Hence
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, with equality iff µ x = µ x and µ n = µ n , µ t x µ t n t being the point in the dual space corresponding to x t n t t . Besides, from
we derive : µ x − H t µ n = 0. Thus :
Hence the dual formulation of the problem :
. The dual objective function being strictly concave, the point maximizing the function is unique. The supremum of D is finite, as a consequence of the hypotheses made on the primal problem (see section 1).
Summing things up
To sum things up, let us write the problems as :
, and (dual attainment)
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Using the one-to-one correspondance, we can carry over :
• the primal constraint subspace (more precisely : its intersection with the definition domain of F) into the dual space,
• the dual constraint subspace (more precisely : its intersection with the definition domain of F * ) into the primal space.
In each case, primal or dual space, both subspaces intersect at only one point, either S or S * . The subspace C p corresponding to the primal constraint is the set of points [x n] satisfying the constraints z = Hx + n.
The figure 1) .
Carrying the dual constraint subspace µ x , µ n µ x = H t µ n over into the primal space yields a non-affine subspace C d . Using the one-to-one transformation to go back to the dual space is a way of rendering this subspace affine (in the form µ x = H t µ n ), whereas the primal subspace constraint is now rendered non-affine (see figure 1 ).
In the quadratic case F x (x) = 1 2
n n . Thus, the solution [ x n] can be reached analytically as the intersection of two affine spaces, C p = {x, n |z = Hx + n } and C d .
Comments
First comment : interpretation of the primal and dual formulations.
The solution of the estimation problem is defined as the point of the primal space which both minimizes the (primal) objective function and satisfies the constraint z = Hx + n. This point is unique since the cost function is strictly convex and since its value at the solution is finite.
The primal formulation can be interpreted as looking for the point minimizing the cost function among those satisfying the constraints. The dual formulation can be interpreted as looking for the point satisfying the constraints among those minimizing the cost function (since the dual formulation may be interpreted as moving along C d ).
The first assertion is straightforward. See appendix for a justification of the second one. Second comment : the framed result above is a straightforward application of Fenchel's duality theorem (see [11, 12] , for example). Moreover, the expression of the dual problem on the space of constraints, which writes :
, can be interpreted as a Lagrange dual formulation, derived using Lagrange multipliers.
Both points are outside the scope of this paper and won't be detailed here (see [9] for details).
The optimality test
In this section, we expose the suggested optimality test. The current point to be tested is M i . The sequence of points M i is generated by an optimization algorithm, such as conjugate-gradient descent for example. The dual point corresponding to M i is M * i (see figure 1 ).
Building the optimality test
The optimality test can be built in a few steps.
A first optimality criterion might be to test whether the current point M * i belongs to the set µ x = H t µ n , but this is strictly equivalent to testing the nullity of the gradient (see the computations section 2.6); its limitations have already been stated : M * i may be close to µ x = H t µ n but far from S * , which means, in the primal space, that the gradient may be very small as the current point is still far from the solution (see also section 3.2).
The idea is then to project M * i onto the dual subspace of constraints, givingM * i , which corresponds toM i in the primal space (see figure 1) .
We have straightforwardly :
We suggest the projection defined by :
μ x iμ n i being the coordinates ofM * i . Any other projection would be convenient to implement the test.
To implement a very sensitive test, one should project M * i far from S * , S * being of course unknown. It may be useful for a practitioner to implement many projections at once, to have simultaneous tests of different sensitivities.
Notice that, depending on the projection used, it may be thatM * i = S * with nevertheless M * i = S * (and M i = S). This is of course mere mathematical and theoretical consideration.
A second step is then to compare F x (x i ) + F n (n i ) to D μ x i ,μ n i . As a result of previous computations, we have :
An optimality test for convex optimization with equality (for the first inequality) iff M i = S. A very interesting result [13] is that values of F x (x i )+F n (n i ) give upper bounds on
This leads to an optimality test, which is the nullity of
This amounts numerically to comparing the value of this quantity to a threshold. But even if the value is very small, the discrepancy between the current point and the effective solution may be dramatic (see the test example in R 3 and the signal processing example). A test of the same kind has already been proposed in [13] . The author suggested to compare the values of the primal and the dual cost function, each value being yielded by its own (primal or dual) optimization process. Iterations are stopped when equality is reached and the current point in the primal space is retained as the solution. The first drawback is that two optimization processes are required, which leads to a waste of computational time. The second and far greater drawback is that, even if the difference between the primal and the dual cost function is very small, the discrepancy between the current point and the actual solution may be large, as the simulations show in the sequel. Both drawbacks are circumvented in the present work, thanks to the one-to-one correspondance between both spaces introduced by Fenchel and thanks to the projection we added.
Finally comes the proposed test in a third step : comparison of M i andM i , the solution being reached when M i =M i . Numerically, this amounts to comparing a norm of M i −M i to a threshold (we suggest the . ∞ norm). Globally, the discrepancy between M i andM i diminishes with iteration index i. However, there is no reason to expect that this discrepancy be monotonous with i (see for example the signal processing simulations below).
This test still ends up with a comparison of a value to a threshold. But the important fact here is that the threshold is a pixel-by-pixel discrepancy, which behaves much better than a threshold on a function, as was the case for the thresholds used in the aforementioned tests. We here command much more precisely the discrepancy between the current point and the solution.
Summing things up
In this subsection, we propose a short overview of the main steps of the practical implementation of the test. The projection rule used is :μ x = H t µ n ,μ n = µ n .
In the general case, the choice is of course left to the user. At each iteration step where the test is to be implemented, the algorithm boils down to :
• current point under investigation : x;
• compute n = z − Hx;
• compute the coordinates of M * i as µ x = ∂F x (x) ∂x and µ n = ∂F n (n) ∂n , the former being useless if the above projection rule is used;
• compute the coordinates ofM * i asμ x = H t µ n andμ n = µ n , the latter being is useless if the above projection rule is used.
• compute the coordinates ofM i as
the latter computation being useless here;
The previous computation boils down further to :
• computex = ∇F * x H t ∇F n (n) , where z = Hx+n, or, equivalently (see below), solve forx :
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Linearization of the preceding equation aroundx leads to :
. . , which, provided that the Hessian is invertible at the point under investigation, yields :
Hence testing x −x is much more demanding than testing ∇J (x) as soon as the
We may also notice that in the quadratic case where F x (x) = 1 2
. Hence when R = Id, the proposed test coincides with a classical gradient test.
A test example
To end this section, let us examine the procedure on a simple test example in R 3 , which we encourage the reader to implement on his own. We chose :
. The primal solution can be reached analytically by :
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We have also :
From primal to dual :
From dual to primal :
Parameters of the problem were set to : z = 0.02, h 1 = 3, h 2 = 2, p = 40. Hence : A straightforward calculation shows that the proposed test amounts to testing the norm of :
As a simulation, ∇J ∞ , F (x)−D (μ) and x −x ∞ may be depicted on a line linking a given point I to the solution x.
The primal cost function is very flat in [−0.5; 0.5] 3 and the solution is close to the origin. This explains why the usual test on the gradient norm fails. The test on F (x)−D (μ) fails as well, whereas the proposed test behaves well (the Hessian ∂ 2 F x (x) ∂x ∂x t is very small close to the solution) (see section 3.2).
Comments
A few comments have now to be made. First comment : all reasonings were made on the constraint subspace z = Hx+n. This has to be considered as a particular case of the more general constraint z = Ay. As the solution is supposed to be non trivial, we can rewrite this by block decomposition as z = A 1 y 1 + A 2 y 2 , where A 2 is square and invertible. If A 2 = Id, we are again facing the constraint z = Hx + n. The previous test clearly still holds. The primal and dual formulations may then be written as :
15
Second comment : many problems in signal or image processing lead to a cost function penalizing differences between neighbouring pixels [14] :
where F w i are strictly convex functions. If we let Q be the matrix of differences between pixels (equations w i = x i+1 − x i yielding w = Qx), the primal and dual formulations may be written :
This is still a problem of minimizing of a strictly convex cost function F under linear constraints which fits in the framework of the first comment above. The proposed test still applies to this problem which is now expressed in the fundamental form of monotropic programming (optimization of a convex separable function under linear constraints [15] ). The dual formulation is in the fundamental form of monotropic programming as well. Third comment : in some cases, depending on the primal cost function and the projection rule, it might be that one could have advantage in achieving both primal and dual optimizations. This happens to be the case when the projection rule yields a pointM * i much further away from S * than M i is from S. The fact that M i is already close to S is completely hidden by the discrepancy betweenM * i and S * . The solution may be to choose another projection rule or to achieve both primal and dual optimizations (and to compare the discrepancy between points in the primal space). This could be less time consuming than the test proposed here [9] .
Simulation results
In this section, we present a signal processing simulation example to which the stopping test was applied.
If parameters of prior and sampling distributions k a , k b , k c are explicitely written in the primal cost function and assumed to be known or previously estimated, a short computation shows that the primal and dual formulations write :
. The simulation example is typical of a problem encountered in spectroscopy. The sought object (figure 2a) is made of positive spikes scattered on a positive background. The object is convolved by the kernel depicted on figure 2b and the observations are depicted on figure 2c under a 16 dB signal-to-noise ratio.
We used :
with λ = 0.001, a 1 = 60, a 2 = 2, b 1 = 1, b 2 = 300 and r n such that the SNR is 16 dB. The function F x has no closed form but has a shape of the type :
with p = 1.1, q = 3, x 0 = 65 (see [9] for details). The solution x of the estimation problem is depicted on figure 2d, which shows a good behaviour of the method. A better result might have been obtained using a method dedicated to the restoration of spiky positive objects, whereas the present method is more general. But the point is here the stopping criterion. We present here both tests detailed above, i.e., a comparison between F (x, n) and D (μ x ,μ n ), and x −x ∞ and 0. It is interesting to consider an additional test : the primal pointM i may be projected onto the primal subspace of constraints thus giving M i , and we monitor F x ,ñ (see the figures). All test variables are depicted against the CPU time in seconds. Reference plot is figure 2h, which displays the discrepancy between the current point x i and the effective solution x (as ( x i − x ∞ = max j (x j − x j )) (see the figures).
Notice also that the test implemented deals with x −x ∞ only, and leaves n and n out as a consequence of the projection rule used : getting back to the primal space with no alteration of n during the projection step means that n =ñ. It goes without saying that M i −M i ∞ has to be tested in the general case. A classical stopping criterion (i.e., based on nullity of the gradient or on stabilization of the primal cost function) would lead to stop the minimization process after 5 seconds of CPU time (see figure 2e). Both tests (comparison of F and D, D appearing below F on the plot, and max j (x j −x j ) and 0) indicate that the optimization can't be stopped after 5 seconds, since the discrepancies between F and D, and max j (x j −x j ) and 0 are still very large. This is confirmed by the reference plot, which shows that the discrepancy between the current point and the effective solution is still very large.
A stopping test based on F (x, n) − D (μ x ,μ n ) would lead to stop the iterations after 15 seconds of CPU time. But the other tests (F x ,ñ −D (μ x ,μ n ) , see figure 2f , and max j (x j −x j )) show that the optimization should be continued, which is confirmed by the reference plot. The proposed test shows that the minimization process could be interrupted after 70 seconds of CPU time (see figure 2g) , a time for which max j (x j −x j ) < 10, which is acceptable for the sought object. This is confimed by the reference plot : the discrepancy between the current point and the effective solution is of this magnitude.
