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SHARP APPROXIMATION THEOREMS IN THE DUNKL SETTING
D. V. GORBACHEV, V. I. IVANOV, AND S. YU. TIKHONOV
Abstract. In this paper we study direct and inverse approximation inequalities in
Lp(Rd), 1 < p <∞, with the Dunkl weight. We obtain these estimates in their sharp
form substantially improving known results. Moreover, we establish new estimates
of the modulus of smoothness of a function f via the fractional powers of the Dunkl
Laplacian of approximants of f . Needed Pitt-type estimates for Dunkl transform are
obtained as well as the Lebesgue type estimate for moduli of smoothness.
1. Introduction
1.1. Notation. Throughout the paper, (x, y) denotes the scalar product in the d-
dimensional Euclidean space Rd, d ∈ N, equipped with a norm |x| =
√
(x, x).
Let a finite subset R ⊂ Rd \ {0} be a root system and R+ be a positive subsystem
of R. By G(R) ⊂ O(d) we denote a finite reflection group, generated by reflections
{σa : a ∈ R}, where σa is a reflection with respect to hyperplane (a, x) = 0. Let
k(a) : R→ R+ be a G-invariant multiplicity function.
Let
vk(x) =
∏
a∈R+
|(a, x)|2k(a)
be the Dunkl weight,
dµk(x) = ckvk(x) dx, c
−1
k =
∫
Rd
e−|x|
2/2vk(x) dx,
and Lp(Rd, dµk), 1 ≤ p < ∞, be the space of complex-valued Lebesgue measurable
functions f for which
‖f‖p =
(∫
Rd
|f |p dµk
)1/p
<∞.
We also assume that L∞ ≡ Cb is the space of bounded continuous functions f with
norm ‖f‖∞. As usual S(R
d) denotes the Schwartz space.
The differential-differences Dunkl operators are given by
Dj,kf(x) =
∂f(x)
∂xj
+
∑
a∈R+
k(a)(a, ej)
f(x)− f(σax)
(a, x)
, j = 1, . . . , d.
Let ∆k =
∑d
j=1D
2
j,k be the Dunkl Laplacian. As usual, (−∆k)
s for s > 0 stands for the
fractional power of the Dunkl Laplacian; see Section 3.2 for more details.
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By definition,
(1.1) λk =
d
2
− 1 +
∑
a∈R+
k(a) and dk = 2(λk + 1).
The number dk plays the role of the generalized dimension of the space (R
d, dµk). We
note that λk ≥ −1/2 and, moreover, λk = −1/2 if and only if d = 1 and k ≡ 0. In what
follows we assume that
λk > −
1
2
and dk > 1.
Throughout this paper, A . B means that A ≤ CB with a constant C > 0 depending
only on nonessential parameters. Moreover, we write A ≍ B if A . B and B . A.
1.2. Sharp Jackson and inverse inequalities. Let Eσ(f)p be the best approximation
of a function f in Lp(Rd, dµk) by entire functions of type σ > 0, i.e.,
Eσ(f)p = inf
g∈Bσ
p,k
‖f − g‖p,
where Bσp,k is the Bernstein class of entire functions of spherical exponential type at
most σ (see Section 3.1 for more details). It is known [21] that the best approximation
is achieved. As usual, ωr(f, δ)p denotes the modulus of smoothness of order r of f ∈
Lp(Rd, dµk) (the precise definition and the main properties are given in Section 3.4).
In [21, 22], we derived the classical Jackson and inverse approximation theorems in
Lp(Rd, dµk), 1 ≤ p ≤ ∞, namely,
(1.2) Eσ(f)p . ωr
(
f,
1
σ
)
p
, σ, r > 0,
and
(1.3) ωr
(
f,
1
n
)
p
.
1
nr
n∑
j=0
(j + 1)r−1Ej(f)p, n ∈ N, r > 0,
as well as the equivalence between the fractional modulus of smoothness and the K-
functional:
(1.4) Kr(f, δ)p ≍ ωr(f, δ)p, δ > 0.
Moreover, we obtained that for dk > 1
(1.5) ωr(f, δ)p = sup
0<t≤δ
‖∆rtf‖p ≍ ‖∆
r
δf‖p, δ > 0,
where the difference ∆rδ is defined by the generalized translation operator T
t (see (3.4)
below). In [23], we proved the Jackson inequality in Lp(Rd, dµk), 1 ≤ p < 2, with a
sharp constant.
Our first goal is to sharpen (1.2) and (1.3) in the case 1 < p < ∞, taking into
account the strict convexity of the spaces Lp(Rd, dµk). The sharp Jackson and sharp
inverse inequalities are given in the following result.
Theorem 1.1. If 1 < p <∞, r > 0, n ∈ N, s = max(p, 2), and q = min(p, 2), then for
any f ∈ Lp(Rd, dµk)
(1.6)
1
nr
( n∑
j=1
jsr−1Esj (f)p
)1/s
. ωr
(
f,
1
n
)
p
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and
(1.7) ωr
(
f,
1
n
)
p
.
1
nr
( n∑
j=1
jqr−1Eqj (f)p
)1/q
+
‖f‖p
nr
.
Inequalities (1.6) and (1.7) have been first obtained by M.F. Timan (see [13, 37, 38])
for periodic functions f ∈ Lp(−π, π]:
1
nr
( n∑
j=1
jsr−1Esj−1(f)p
)1/s
. ωr
(
f,
1
n
)
p
.
1
nr
( n∑
j=1
jqr−1Eqj−1(f)p
)1/q
,
where r ∈ N, Ej(f)p is the best approximation of f by trigonometric polynomials of
degree at most j, and ωr(f, δ)p is the classical r-modulus of smoothness. Sharp Jackson
and inverse approximation inequalities were further developed in many papers (see for
example [8, 9, 10, 14, 16, 26, 39] and the references therein). Our proof of Theorem 1.1
is based on the corresponding Littlewood–Paley decomposition in the Dunkl setting; cf.
[8, 10].
The next two inequalities provide sharp interrelation between fractional moduli of
smoothness of different orders.
Corollary 1.2. Under the assumptions of Theorem 1.1, the following sharp reverse
Marchaud and sharp Marchaud inequalities hold: for any m > r > 0,
(1.8)
1
nr
( n∑
j=1
jsr−1ωsm
(
f,
1
j
)
p
)1/s
. ωr
(
f,
1
n
)
p
+
‖f‖p
nr
and
(1.9) ωr
(
f,
1
n
)
p
.
1
nr
( n∑
j=1
jqr−1ωqm
(
f,
1
j
)
p
)1/q
+
‖f‖p
nr
.
1.3. Smoothness of functions via smoothness of best approximants. Recently
[25], smoothness properties of approximation processes were used to characterize
smoothness properties of functions themselves. We continue this line of research in
Lp with Dunkl weights. As approximation processes we consider the best approximants
and the de la Valle´e Poussin type operators.
Let fσ ∈ B
σ
p,k denote the best approximant of f in L
p(Rd, dµk), that is, Eσ(f)p =
‖f−fσ‖p. Assume that ηjf is the de la Valle´e Poussin type operator, namely, ηjf is the
multiplier linear operator given by Fk(ηjf)(y) = ηj(y)Fk(f)(y). Here ηj(x) = η(2
−jx)
and a radial function η ∈ S(Rd) is such that η(x) = 1 if |x| ≤ 1/2, η(x) > 0 if |x| < 1,
and η(x) = 0 if |x| ≥ 1. See Section 4 for more details.
Theorem 1.3. If 1 < p <∞, r > 0, n ∈ N, s = max(p, 2), and q = min(p, 2), then for
any f ∈ Lp(Rd, dµk)( ∞∑
j=n+1
2−srj
∥∥(−∆k)r/2f2j∥∥sp
)1/s
. ωr(f, 2
−n)p
.
( ∞∑
j=n+1
2−qrj
∥∥(−∆k)r/2f2j∥∥qp
)1/q
.(1.10)
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Theorem 1.4. Under the assumptions of Theorem 1.3, we have( ∞∑
j=n+1
2−srj
∥∥(−∆k)r/2ηjf∥∥sp
)1/s
. ωr(f, 2
−n)p
.
( ∞∑
j=n+1
2−qrj
∥∥(−∆k)r/2ηjf∥∥qp
)1/q
.(1.11)
1.4. Weighted Fourier inequalities in Dunkl setting. In various problems of har-
monic analysis and approximation theory it is important to know how smoothness of
functions is related to the behavior of its Fourier transforms. This study was originated
by Lebesgue [Zy, (4.1)] who obtained the following estimate for the Fourier coefficients
f̂n of a periodic function f ∈ L
1(−π, π]:
|f̂n| . ω1
(
f,
1
n
)
1
.
Similar problems in the non-weighted Lebesgue space, i.e., k ≡ 0, have been recently
investigated in [5, 4, 19]. In this paper we extend these results for the Dunkl setting.
Let Fk(f)(y) denote the Dunkl transform, see Section 2.
Theorem 1.5. Let r > 0.
(1) If 1 < p ≤ 2, p ≤ q ≤ p′, f ∈ Lp(Rd, dµk), then for δ > 0∥∥|x|dk(1−1/p−1/q)min(1, (δ|x|)r)Fk(f)(x)∥∥q . ωr(f, δ)p.
(2) If 2 ≤ p <∞, p′ ≤ q ≤ p, | · |dk(1−1/p−1/q)Fk(f) ∈ L
q(Rd, dµk), then for δ > 0
ωr(f, δ)p .
∥∥|x|dk(1−1/p−1/q)min(1, (δ|x|)r)Fk(f)(x)∥∥q.
To prove this theorem, we need the Pitt-type inequalities given in the following result.
Proposition 1.6. (1) If 1 < p ≤ 2, p ≤ q ≤ p′, then for f ∈ Lp(Rd, dµk)
(1.12)
∥∥|x|dk(1−1/p−1/q)Fk(f)(x)∥∥q . ‖f‖p.
(2) If 2 ≤ q <∞, q′ ≤ p ≤ q, then for | · |dk(1−1/p−1/q)f ∈ Lp(Rd, dµk)
(1.13) ‖Fk(f)‖q .
∥∥|x|dk(1−1/p−1/q)f(x)∥∥
p
.
Such inequalities are well-known in the non-weighted case (k ≡ 0); see, e.g., [3, 17, 18].
Taking q = p′ and q = p, (1.12) and (1.13) become analogues of Hausdorff–Young and
Hardy–Littlewood inequalities for Dunkl transform [1]. Below we give a simple proof of
Proposition 1.6 based on the interpolation technique [35]. See also [2] for similar results.
1.5. Characterizations of the Besov spaces. It is well known that the classical
Besov spaces on Rd can be characterized in terms of best approximations. Recently [25],
another characterization via smoothness of approximation processes was suggested.
The Besov–Dunkl spaces were considered in several papers (we refer to [1] and the
references therein). We introduce the Besov–Dunkl space in terms of moduli of smooth-
ness; cf. [40, Ch. 2].
Let 1 < p < ∞, 0 < q ≤ ∞, and 0 < s. We say that f ∈ Lp(Rd, dµk) belongs to the
Besov–Dunkl space Bsp,q = B
s
p,q(R
d, dµk) if
‖f‖Bsp,q = ‖f‖p +
(∫ 1
0
(
t−sωr(f, t)p
)q dt
t
)1/q
<∞, q <∞, s < r,
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and
‖f‖Bsp,∞ = ‖f‖p + sup
t>0
ωr(f, t)p
ts
<∞, q =∞, s ≤ r.
Equivalence (1.5), Theorems 1.1, 1.3 and 1.4, Corollary 1.2, and Hardy’s inequalities
immediately imply the following
Proposition 1.7. (1) The (quasi-)norm ‖f‖Bsp,q does not depend on the choice of r > s.
(2) The following characterizations hold:
‖f‖Bsp,q ≍ ‖f‖p +
(∫ 1
0
(
t−s‖∆rtf‖p
)q dt
t
)1/q
≍ ‖f‖p +
( ∞∑
j=0
2sqjE2j (f)
q
p
)1/q
≍ ‖f‖p +
( ∞∑
j=1
2(s−r)qj
∥∥(−∆k)r/2P2jf∥∥qp
)1/q
,
where P2jf stands for the best approximants f2j or the de la Valle´e Poussin type opera-
tors ηjf .
1.6. Structure of the paper. The paper is organized as follows. In the next section,
we introduce some basic notation and present important auxiliary results of the Dunkl
harmonic analysis. In Section 3, we introduce needed spaces of distributions. More-
over, we define the fractional power of the Dunkl Laplacian, the fractional modulus of
smoothness, and the fractional K-functional associated to the Dunkl weight.
Section 4 contains the Littlewood–Paley-type inequalities in the Dunkl setting. In
Section 5, we prove the sharp direct and inverse theorems of approximation theory in
the spaces Lp(Rd, dµk), namely Theorem 1.1 and Corollary 1.2. In Section 6, we derive
estimates of the modulus of smoothness of a function f via the fractional powers of the
Dunkl Laplacian of entire functions fσ and ηjf . Pitt-type estimates given in Proposition
1.6 and Theorem 1.5 are proved in Section 7. The proof of Proposition 1.6 is based on
the Hardy–Littlewood inequality for the Dunkl transform given in [1].
2. Elements of Dunkl harmonic analysis
In this section, we recall the basic notation and results of the Dunkl harmonic analysis
(see, e.g., [30, 31, 21]).
The Dunkl kernel ek(x, y) = Ek(x, iy) is a unique solution of the system
∇kf(x) = iyf(x), f(0) = 1,
where ∇k = (D1,k, . . . , Dd,k) is the Dunkl gradient. The Dunkl kernel plays the role of
a generalized exponential function and its properties are similar to those of the classical
exponential function e0(x, y) = e
i(x,y). Several basic properties follow from the integral
representation [30]
ek(x, y) =
∫
Rd
ei(ξ,y) dµkx(ξ),
where µkx is a probability Borel measure and supp µ
k
x ⊂ co ({gx : g ∈ G(R)}). In partic-
ular,
|ek(x, y)| ≤ 1, ek(x, y) = ek(y, x), ek(−x, y) = ek(x, y).
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For f ∈ L1(Rd, dµk), the Dunkl transform is defined by
Fk(f)(y) =
∫
Rd
f(x)ek(x, y) dµk(x).
For k ≡ 0 we recover the classical Fourier transform F .
As usual, by Ak we denote the Wiener class
Ak =
{
f ∈ L1(Rd, dµk) ∩ Cb(R
d) : Fk(f) ∈ L
1(Rd, dµk)
}
.
Several basic properties of the Dunkl transform are given in
Proposition 2.1. ([31])(1) For f ∈ L1(Rd, dµk), one has Fk(f) ∈ C0(R
d).
(2) If f ∈ Ak, then the following pointwise inversion formula holds:
f(x) =
∫
Rd
Fk(f)(y)ek(x, y) dµk(y).
(3) The Dunkl transform leaves the Schwartz space S(Rd) invariant.
(4) The Dunkl transform extends to a unitary self-adjoint operator in L2(Rd, dµk),
F−1k (f)(x) = Fk(f)(−x).
Let Sd−1 = {x′ ∈ Rd : |x′| = 1} be the Euclidean sphere, and let dσk(x
′) = akvk(x
′) dx′
be the probability measure on Sd−1. The following formula is well known [32, Corol-
lary 2.5]: ∫
Sd−1
ek(x, ty
′) dσk(y
′) = jλk(t|x|), x ∈ R
d,
where λk is given in (1.1) and jλ(t) = 2
λΓ(λ + 1)t−λJλ(t) is the normalized Bessel
function.
Let y ∈ Rd be given. Ro¨sler [29] defined a generalized translation operator τ y in
L2(Rd, dµk) by the equation
Fk(τ
yf)(z) = ek(y, z)Fk(f)(z).
Since |ek(y, z)| ≤ 1, ‖τ
y‖2→2 ≤ 1. The operator τ
yf is not positive and it remains an
open question whether τ yf is an Lp-bounded operator for p 6= 2.
Let t ≥ 0. In [21], we have recently defined the different generalized translation
operator T t in L2(Rd, dµk) by
Fk(T
tf)(y) = jλk(t|y|)Fk(f)(y).
In light of |jλk(t)| ≤ 1, we have ‖T
t‖2→2 ≤ 1.
We now list some basic properties of the operator T t, t ∈ R+.
Proposition 2.2. ([21, 32])(1) If f ∈ Ak, then
T tf(x) =
∫
Rd
jλk(t|y|)ek(x, y)Fk(f)(y) dµk(y) =
∫
Sd−1
τ ty
′
f(x) dσk(y
′).
(2) The operator T t is positive. If f ∈ Cb(R
d), then
T tf(x) =
∫
Rd
f(z) dσkx,t(z) ∈ Cb(R+ × R
d),
where σkx,t is a probability Borel measure such that
supp σkx,t ⊂
⋃
g∈G
{z ∈ Rd : |z − gx| ≤ t}.
In particular, T t1 = 1.
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(3) If f ∈ S(Rd), 1 ≤ p ≤ ∞, then ‖T tf‖p,dµk ≤ ‖f‖p,dµk and the operator T
t can be
extended to Lp(Rd, dµk) with preservation of the norm.
Note that for k ≡ 0, T tf(x) coincides the usual spherical mean
∫
Sd−1
f(x+ ty′) dσ0(y
′).
Let g(y) = g0(|y|) be a radial function. Thangavelu and Xu [36] defined the convolu-
tion
(2.1) (f ∗k g)(x) =
∫
Rd
f(y)τxg(−y) dµk(y).
Proposition 2.3 ([21, 36]). (1) If f ∈ Ak, g ∈ L
1
rad(R
d, dµk), then
(f ∗k g)(x) =
∫
Rd
τ−yf(x)g(y) dµk(y) ∈ Ak
and
Fk(f ∗k g)(y) = Fk(f)(y)Fk(g)(y), y ∈ R
d.
(2) Let 1 ≤ p ≤ ∞. If f ∈ Lp(Rd, dµk), g ∈ L
1
rad(R
d, dµk), then (f ∗kg) ∈ L
p(Rd, dµk),
and
‖(f ∗k g)‖p ≤ ‖f‖p ‖g‖1.
We also mention the following Hausdorff–Young and Hardy–Littlewood type inequal-
ities.
Proposition 2.4. ([1]) One has
(2.2) ‖Fk(f)‖p′ ≤ ‖f‖p, 1 ≤ p ≤ 2,
1
p
+
1
p′
= 1,
and
(2.3)
∥∥|x|dk(1−2/p)Fk(f)(x)∥∥p . ‖f‖p, 1 < p ≤ 2,
where dk is the generalized dimension defined by (1.1).
3. Smoothness characteristics and the K-functional
3.1. Bernstein’s classes of entire functions. Let Cd be the complex Euclidean space
of d dimensions, z = (z1, . . . , zd) ∈ C
d, and Im z = (Im z1, . . . , Im zd).
For σ > 0 we define two classes of entire functions, namely, Bσp,k and B˜
σ
p,k. We say
that a function f ∈ Bσp,k if f ∈ L
p(Rd, dµk) is such that its analytic continuation to C
d
satisfies
|f(z)| ≤ Cεe
(σ+ε)|z|, ∀ ε > 0, ∀ z ∈ C.
The smallest σ = σf in this inequality is called a spherical type of f . In other words,
the class Bσp,k is the collection of all entire functions of spherical type at most σ.
We say that a function f ∈ B˜σp,k if f ∈ L
p(Rd, dµk) is such that its analytic continua-
tion to Cd satisfies
|f(z)| ≤ Ceσ|Im z|, ∀ z ∈ Cd.
It turns out that both classes coincide [21]. Moreover, the following Paley–Wiener type
characterization holds true.
Proposition 3.1. ([21]) A function f ∈ Bσp,k, 1 ≤ p < ∞, if and only if f ∈
Lp(Rd, dµk) ∩ Cb(R
d) and suppFk(f) ⊂ Bσ = {x ∈ R
d : |x| ≤ σ}.
The Dunkl transform Fk(f) in Proposition 3.1 is understood as a function for 1 ≤
p ≤ 2 and as a tempered distribution for p > 2.
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3.2. Lizorkin and Sobolev spaces. Now we define the fractional power of the Dunkl
Laplacian. Let
Φk =
{
f ∈ S(Rd) :
∫
Rd
xα11 . . . x
αd
d f(x) dµk(x) = 0, α ∈ Z
d
+
}
be the weighted Lizorkin space (see, [28, 20, 33]) and set
Ψk = {Fk(f) : f ∈ Φk}.
Proposition 3.2. ([20]) (1) The spaces Φk and Ψk are closed.
(2) The space Φk is dense in L
p(Rd, dµk) for 1 ≤ p <∞.
(3) One has
Ψk ≡ Ψ0 = {F(f) : f ∈ Φ0} =
{
f ∈ S(Rd) :
∂α1+...+αd
∂xα11 . . . ∂x
αd
d
f(0) = 0, α ∈ Zd+
}
.
Now we will use some auxiliary results from our paper [22]. Let Φ′k and Ψ
′
k be the
spaces of distributions on Φk and Ψk respectively. We have S
′(Rd) ⊂ Φ′k, S
′(Rd) ⊂ Ψ′k,
and Φ′k = S
′(Rd)/Π, Ψ′k = S
′(Rd)/Fk(Π), where Π stands for the set of all polynomials
of d variables. We can multiply distributions from Ψ′k on functions from
C∞Π (R
d \ {0}) =
{
|x|sf(x) : f ∈ C∞Π (R
d), s ∈ R
}
,
where C∞Π (R
d) is the space of infinitely differentiable functions whose derivatives have
polynomial growth at infinity.
Next, using Dunkl multipliers we can define the following distributions. Let r > 0.
We define the fractional power of the Dunkl Laplacian for ϕ ∈ Φk as follows
(−∆k)
r/2ϕ = F−1k (| · |
rFk(ϕ)) = Fk(| · |
rF−1k (ϕ)) ∈ Φk.
By definition, for f ∈ Φ′k the distribution (−∆k)
r/2f ∈ Φ′k is
((−∆k)
r/2f, ϕ) = (f, (−∆k)
r/2ϕ) = (f,F−1k (| · |
rFk(ϕ))), ϕ ∈ Φk.
By W rp,k, 1 ≤ p ≤ ∞, we denote the Sobolev space, that is,
W rp,k = {f ∈ L
p(Rd, dµk) : (−∆k)
r/2f ∈ Lp(Rd, dµk)}
equipped with the norm
‖f‖W r
p,k
= ‖f‖p +
∥∥(−∆k)r/2f∥∥p.
3.3. Basic definitions in the distributional sense. Let us now define the direct
and inverse Dunkl transforms Fk, F
−1
k , generalized translation operators τ
y, T t, and
convolution (f ∗k g) for distributions.
For f ∈ Φ′k the direct Dunkl transform Fk(f) ∈ Ψ
′
k is defined by
(Fk(f), ψ) = (f,Fk(ψ)), ψ ∈ Ψk.
Similarly, for g ∈ Ψ′k the inverse Dunkl transform F
−1
k (g) ∈ Φ
′
k is defined by
(F−1k (g), ϕ) = (g,F
−1
k (ϕ)), ϕ ∈ Φk.
We have
F−1k (Fk(f)) = f, Fk(F
−1
k (g)) = g, f ∈ Φ
′
k, g ∈ Ψ
′
k.
Note that f = g in Φ′k if and only if Fk(f) = Fk(g) in Ψ
′
k.
For f ∈ Φ′k the generalized translation operators τ
yf, T tf ∈ Φ′k are given respectively
by
(τ yf, ϕ) = (f, τ−yϕ) = (f,F−1k (ek(−y, · )Fk(ϕ))), ϕ ∈ Φk, y ∈ R
d,
(T tf, ϕ) = (f, T tϕ) = (f,F−1k (jλk(t| · |)Fk(ϕ))), ϕ ∈ Φk, t ∈ R+.
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Moreover, the following equalities are valid:
Fk((−∆k)
r/2f) = | · |rFk(f), Fk(τ
yf) = ek(y, · )Fk(f),
Fk((−∆k)
r/2τ yf) = | · |rek(y, · )Fk(f), Fk(T
tf) = jλk(t| · |)Fk(f),
Fk((−∆k)
r/2T tf) = | · |rjλk(t| · |)Fk(f),
Fk(T
t(τ yf)) = jλk(t| · |)ek(y, · )Fk(f).
In particular, this implies the commutativity of considered operators.
Let ϕ ∈ Φk and ϕ
−(y) = ϕ(−y). We say that f ∈ Φ′k is even if (f, ϕ
−) = (f, ϕ).
Similarly we define even g ∈ Ψ′k. Note that f ∈ Φ
′
k is even if and only if F(f) ∈ Ψ
′
k is
even.
Let Nk be a set of all even f ∈ Φ
′
k such that Fk(f) ∈ C
∞
Π (R
d \ {0}). For f ∈ Nk and
ϕ ∈ Φk we set
(f ∗k ϕ)(x) = (τ
xf, ϕ−) = (f, τ−xϕ−).
If g ∈ Nk and ϕ ∈ Φk, then (g ∗k ϕ) ∈ Φk and
(g ∗k ϕ)(x) = F
−1
k (Fk(g)Fk(ϕ))(x), Fk(g ∗k ϕ)(y) = Fk(g)(y)Fk(ϕ)(y).
Therefore, we can define the convolution (f ∗k g) ∈ Φ
′
k for f ∈ Φ
′
k and g ∈ Nk as follows
(3.1) ((f ∗k g), ϕ) = (f, (g ∗k ϕ)), ϕ ∈ Φk.
Moreover, we remark that
(3.2)
Fk(f ∗k g) = Fk(g)Fk(f), (−∆k)
r/2(f ∗k g) = ((−∆k)
r/2f ∗k g),
(f ∗k (g1 ∗k g2)) = ((f ∗k g1) ∗k g2) = (f ∗k (g2 ∗k g1)) = ((f ∗k g2) ∗k g1).
The next result establishes the interrelation between the convolutions given by (2.1)
and (3.1).
Proposition 3.3 ([22]). If f ∈ Lp(Rd, dµk), g ∈ L
1
rad(R
d, dµk), and Fk(g) ∈ Nk, then
the convolutions given by (2.1) and (3.1) coincide.
3.4. Moduli of smoothness and K-functionals. The K-functional for the couple
(Lp(Rd, dµk),W
r
p,k) is defined in the usual way: for t > 0
Kr(f, t)p = Kr(f, t;L
p(Rd, dµk),W
r
p,k)p = inf{‖f − g‖p + t
r
∥∥(−∆k)r/2g∥∥p : g ∈ W rp,k}.
Since
|Kr(f1, t)p −Kr(f2, t)p| ≤ ‖f1 − f2‖p,
for any f ∈ Lp(Rd, dµk), one has limt→0Kr(f, t)p = 0. The monotonicity property of
the K-functional is given by
(3.3) Kr(f, λt)p ≤ max{1, λ
r}Kr(f, t)p.
By definition,
Rr(f, t)p = inf
{
‖f − g‖p + t
r
∥∥(−∆k)r/2g∥∥p : g ∈ B1/tp,k}
is the realization of the K-functional Kr(f, t)p. Moreover, define
R∗r(f, t)p = ‖f − g
∗‖p + t
r
∥∥(−∆k)r/2g∗∥∥p,
where g∗ ∈ B
1/t
p,k is the best or near best approximant for f in L
p(Rd, dµk). The re-
alization of the K-functional was introduced in [15, 24], where its importance in the
approximation theory was shown.
10 D. V. GORBACHEV, V. I. IVANOV, AND S. YU. TIKHONOV
Proposition 3.4 ([22]). Suppose t > 0, 1 ≤ p ≤ ∞, and r > 0, then, for any f ∈
Lp(Rd, dµk),
Rr(f, t)p ≍ R
∗
r(f, t)p ≍ Kr(f, t)p ≍ ωr(f, t)p.
For the case of integer r, see [7, Cor. 2.3, Th. 3.1] (k ≡ 0) and [21] (k(·) ≥ 0). For
the case of fractional moduli, see [34] (k ≡ 0). The discussion on various ways to define
moduli of smoothness can be found in [21, Sec. 6].
Let ωm(f, δ)p denote the modulus of smoothness of order m > 0 of a function f ∈
Lp(Rd, dµk), i.e.,
ωm(f, δ)p = sup
0<t≤δ
‖∆mt f(x)‖p, δ > 0,
where
(3.4) ∆mt f(x) = (I − T
t)m/2f(x) =
∞∑
s=0
(−1)s
(
m/2
s
)
(T t)sf(x)
and I stands for the identical operator. The difference (3.4) coincides with the classical
fractional difference for the translation operator T tf(x) = f(x+ t) and corresponds to
the usual definition of the fractional modulus of smoothness, see, e.g., [6, 33].
Now we give several basic properties of the modulus of smoothness and the difference
(3.4) (see [22]):
ωm(f1 + f2, δ)p ≤ ωm(f1, δ)p + ωm(f2, δ)p, ωm(f, δ)p . ‖f‖p,
(3.5) ωm(f, δ)p ≍ ‖∆
m
δ f‖p, δ > 0, dk > 1,
(3.6) Fk(∆
m
t f) = (1− jλk(t| · |))
m/2Fk(f), f ∈ Φ
′
k.
We conclude this section by presenting the Bernstein inequality in the Dunkl setting.
Proposition 3.5 ([22]). If σ, r > 0, 1 ≤ p ≤ ∞, f ∈ Bσp,k, then
(3.7)
∥∥(−∆k)r/2f∥∥p . σr‖f‖p.
4. Littlewood–Paley-type inequalities
Recall that η ∈ Srad(R
d) such that η(x) = 1 if |x| ≤ 1/2, η(x) > 0 if |x| < 1, and
η(x) = 0 if |x| ≥ 1. Set θ(x) = η(x)− η(2x),
ηj(x) = η(2
−jx), θj(x) = θ(2
−jx) = ηj(x)− ηj−1(x), j ∈ Z.
Let ηjf , θjf be multiplier linear operators, defined by relations
Fk(ηjf)(y) = ηj(y)Fk(f)(y), Fk(θjf)(y) = θj(y)Fk(f)(y),
respectively. We have
(4.1)
supp ηj ⊂ B2j , supp θj ⊂ {x ∈ R
d : 2j−2 ≤ |x| ≤ 2j},
ηj(ηif) = ηi(ηjf) = ηjf, j < i,
(4.2)
ηjf, θjf ∈ B
2j
p,k, ‖ηjf‖p . ‖f‖p, ‖f − ηjf‖p . E2j−1(f)p,
‖θjf‖p ≤ ‖f‖p, ‖θjf‖p . E2j−2(f)p, f ∈ L
p(Rd, dµk)
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(see [21, 22]). Moreover,
(4.3)
η0(x) +
∞∑
j=1
θj(x) = 1, x ∈ R
d \ {0}, η0f +
∞∑
j=1
θjf = If,
∫
Rd
θif θjf dµk = 0, |i− j| ≥ 2
and for any function f ∈ Lp(R
d, dµk) the series η0f +
∑∞
j=1 θjf converges to f in
Lp(Rd, dµk).
Lemma 4.1. Suppose 1 ≤ p <∞ and r > 0, then S(Rd) is dense in W rp,k.
Proof. Setting B∞p,k =
⋃
σ>0B
σ
p,k, in virtue of (3.2), (4.2), Propositions 3.3 and 3.5, for
any f ∈ W rp,k we derive that ηjf ∈ B
2j
p,k and
(−∆k)
r/2ηjf = (−∆k)
r/2(f ∗k ηj)
= ((−∆k)
r/2f ∗k ηj) = ηj((−∆k)
r/2f) ∈ B2
j
p,k.
Since, by Bernstein’s inequality (3.7), the embedding B2
j
p,k ⊂W
r
p,k holds, (4.2) implies
‖f − ηjf‖p . E2j−1(f)p,
∥∥(−∆k)r/2f − (−∆k)r/2(ηjf)∥∥p . E2j−1((−∆k)r/2f)p.
Hence, B∞p,k is dense in W
r
p,k.
Let f ∈ Bσp,k, δ, ε > 0 and suppose that ψ ∈ S(R
d) is an entire function of exponential
type 1 such that ψ(0) = 1. Let ψδ(x) = ψ(δx). Then inequality (3.7) and the Nikolskii
inequality [22] yield that fψδ ∈ S(R
d) ∩ Bσ+δp,k . Choose R > 0 and 0 < δ < 1 so that∫
|x|≥R
|f(x)|p dµk(x) < ε
p, |1− ψδ(x)| < ε for |x| ≤ R.
Then we have∫
Rd
|f(x)− f(x)ψδ(x)|
p dµk(x) ≤ (1 + ‖ψ‖∞)
p
∫
|x|≥R
|f(x)|p dµk(x)
+ εp
∫
|x|≤R
|f(x)|p dµk(x) ≤ (1 + ‖ψ‖∞ + ‖f‖p)
pεp.
Using again Bernstein’s inequality (3.7), we finally obtain∥∥(−∆k)r/2(f − fψδ)∥∥p ≤ c(k)(σ + 1)r‖(f − fψδ)‖p
≤ c(k)(σ + 1)r(1 + ‖ψ‖∞ + ‖f‖p)ε.

Now we establish the desired version of the Littlewood–Paley inequalities. To prove it,
we follow the same reasoning as those in the papers [8, 10, 11] (see also [12, Chapter 7]).
We will also use the paper [41].
Theorem 4.2. Let 1 < p <∞, r ≥ 0. If f ∈ W rp,k, then
(4.4)
∥∥(−∆k)r/2f∥∥p ≍
∥∥∥∥
(∑
j∈Z
22rj |θjf |
2
)1/2∥∥∥∥
p
and
(4.5)
∥∥(−∆k)r/2f∥∥p ≍
∥∥∥∥
(∣∣(−∆k)r/2η0f ∣∣2 + ∞∑
j=1
22rj|θjf |
2
)1/2∥∥∥∥
p
.
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Moreover,
(4.6)
∥∥(−∆k)r/2f∥∥p .
∥∥∥∥
(
|η0f |
2 +
∞∑
j=1
22rj |θjf |
2
)1/2∥∥∥∥
p
.
Proof. For f ∈ S(Rd) and r ≥ 0, equivalence (4.4) was proved in [41]. By Lemma 4.1,
S(Rd) is dense in W rp,k and hence, equivalence (4.4) is valid for any f ∈ W
r
p,k.
Inequality (3.7) implies η0f ∈ W
r
p,k. Applying the equality η0f(x) =
∑0
j=−∞ θjf(x)
and (4.4), we have
∥∥(−∆k)r/2η0f∥∥p ≍
∥∥∥∥
( 0∑
j=−∞
22rj|θjf |
2
)1/2∥∥∥∥
p
.
Hence, ∥∥(−∆k)r/2f∥∥p ≍
∥∥∥∥
(∑
j∈Z
22rj |θjf |
2
)1/2∥∥∥∥
p
≍
∥∥∥∥
( 0∑
j=−∞
22rj|θjf |
2
)1/2∥∥∥
p
+
∥∥∥∥
( ∞∑
j=1
22rj|θjf |
2
)1/2∥∥∥∥
p
≍
∥∥(−∆k)r/2η0f∥∥p +
∥∥∥∥
( ∞∑
j=1
22rj|θjf |
2
)1/2∥∥∥∥
p
≍
∥∥∥∥
(∣∣(−∆k)r/2η0f ∣∣2 + ∞∑
j=1
22rj |θjf |
2
)1/2∥∥∥∥
p
,
that is, (4.5) is shown. Since
∥∥(−∆k)r/2η0f∥∥p . ‖η0f‖p, we obtain (4.6) from (4.5). 
To prove Theorem 1.2, we will also need the following result.
Corollary 4.3. If f ∈ Lp(Rd, dµk), 1 < p <∞, q = min(p, 2), then
‖f‖p .
(
‖η0f‖
p
p +
∞∑
j=1
‖θjf‖
q
p
)1/q
.
Proof. The proof is carried out as the corresponding result in [8]. We give it for com-
pleteness. If 1 < p ≤ 2, then q = p and
‖f‖p .
∥∥∥∥
(
|η0f |
2 +
∞∑
j=1
|θjf |
2
)1/2∥∥∥∥
p
≤
∥∥∥∥
(
|η0f |
p +
∞∑
j=1
|θjf |
p
)1/p∥∥∥∥
p
=
(
‖η0f‖
p
p +
∞∑
j=1
‖θjf‖
p
p
)1/p
.
If 2 ≤ p <∞, r = p/2 ≥ 1, then Minkowski’s inequality implies
‖f‖p .
∥∥∥∥
(
|η0f |
2 +
∞∑
j=1
|θjf |
2
)1/2∥∥∥∥
p
=
∥∥∥∥|η0f |2 +
∞∑
j=1
|θjf |
2
∥∥∥∥1/2
r
≤
(∥∥|η0f |2∥∥r +
∞∑
j=1
‖|θjf |
2‖r
)1/2
=
(
‖η0f‖
2
p +
∞∑
j=1
‖θjf‖
2
p
)1/2
.

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5. Proofs of Theorem 1.1 and Corollary 1.2
Proof of Theorem 1.1. Following the corresponding proof in [10], since Ej(f)p,
ωr(f, 1/j)p, Kr(f, 1/j)p are all monotonic in j, by (1.4), we can equivalently write
inequality (1.6) in the form
(5.1) J = 2−rn
( n∑
j=0
2srjEs2j (f)p
)1/s
. Kr(f, 2
−n)p.
Set gn = ηn−1f . Applying (4.1) and (4.5) with r = 0, we have E2n(f)p ≤ ‖f − gn‖p,
E2n(gn)p = 0, and for 0 ≤ j < n
E2j (gn)p ≤ ‖ηngn − ηjgn‖p =
∥∥∥∥
n∑
l=j+1
θlgn
∥∥∥∥
p
.
∥∥∥∥
( n∑
l=j+1
|θlgn|
2
)1/2∥∥∥∥
p
.
Hence,
J ≤ 2−rn
(n−1∑
j=0
2srjEs2j (f − gn)p
)1/s
+2−rn
(n−1∑
j=0
2srjEs2j (gn)p
)1/s
. ‖f − gn‖p + 2
−rn
(n−1∑
j=0
2srj
∥∥∥∥
( n∑
l=j+1
|θlgn|
2
)1/2∥∥∥∥s
p
)1/s
.(5.2)
Let 1 < p ≤ 2 and s = 2. Using (5.2), the inequality p/2 ≤ 1, (4.5) with r > 0, and
Proposition 3.4, we obtain
J . ‖f − gn‖p + 2
−rn
(n−1∑
j=0
22rj
∥∥∥∥
n∑
l=j+1
|θlgn|
2
∥∥∥∥
p/2
)1/2
. ‖f − gn‖p + 2
−rn
(∥∥∥∥
n−1∑
j=0
22rj
n∑
l=j+1
|θlgn|
2
∥∥∥∥
p/2
)1/2
= ‖f − gn‖p + 2
−rn
(∥∥∥∥
n∑
l=1
|θlgn|
2
l−1∑
j=0
22rj
∥∥∥∥
p/2
)1/2
. ‖f − gn‖p + 2
−rn
(∥∥∥∥
n∑
l=1
22rl|θlgn|
2
∥∥∥∥
p/2
)1/2
= ‖f − gn‖p + 2
−rn
∥∥∥∥
( n∑
l=1
22rl|θlgn|
2
)1/2∥∥∥∥
p
. ‖f − gn‖p + 2
−rn
∥∥(−∆k)r/2gn∥∥p . Kr(f, 2−n)p.
Thus, we verified (5.1) for 1 < p ≤ 2.
Let 2 < p <∞ and s = p. Applying the duality between ℓnp/2 and ℓ
n
q , where q = (p/2)
′
,
we can write
n−1∑
j=0
2prj
( n∑
l=j+1
|θlgn|
2(x)
)p/2
=
(n−1∑
j=0
2prjaj(x)
n∑
l=j+1
|θlgn|
2(x)
)p/2
,
14 D. V. GORBACHEV, V. I. IVANOV, AND S. YU. TIKHONOV
where
∑n−1
j=0 2
prjaqj(x) = 1. Using this, we derive
L =
∫
Rd
n−1∑
j=0
2prj
( n∑
l=j+1
|θlgn|
2(x)
)p/2
dµk(x)
=
∫
Rd
(n−1∑
j=0
2prjaj(x)
n∑
l=j+1
|θlgn|
2(x)
)p/2
dµk(x)
=
∫
Rd
( n∑
l=1
|θlgn|
2(x)
l−1∑
j=0
2prjaj(x)
)p/2
dµk(x).
Applying Ho¨lder’s inequality and (4.5), we obtain
L ≤
∫
Rd
( n∑
l=1
|θlgn|
2(x)
( l−1∑
j=0
2prj
)2/p(n−1∑
j=0
2prjaqj(x)
)1/q)p/2
dµk(x)
.
∫
Rd
( n∑
l=1
22rj |θlgn|
2(x)
)2/p
dµk(x) =
∥∥∥∥
( n∑
l=1
22rl|θlgn|
2
)1/2∥∥∥∥p
p
.
∥∥(−∆k)r/2gn∥∥pp.
Hence, from (5.2), we get
J . ‖f − gn‖p + 2
−rn
∥∥(−∆k)r/2gn∥∥p . Kr(f, 2−n)p,
that is, (5.1) follows. Thus, (1.6) is proved.
Since the Sobolev space is dense in Lp(Rd, dµk), we can assume that f ∈ W
r
p,k and
write inequality (1.7) in the form
(5.3) Kr(f, 2
−n)p . 2
−rn
{( n∑
j=0
2qrjEq2j (f)p
)1/q
+ ‖f‖p
}
.
Taking into account Proposition 3.4, (4.5), Corollary 4.3, (3.2), and (4.1)–(4.3), this
gives
Kr(f, 2
−n)p . ‖f − ηnf‖p + 2
−rn
∥∥(−∆k)r/2ηnf∥∥p
. E2n−1(f)p + 2
−rn
∥∥∥∥
(∣∣η0((−∆k)r/2ηnf)∣∣2 + ∞∑
j=1
∣∣θj((−∆k)r/2ηnf)∣∣2
)∥∥∥∥
p
. E2n−1(f)p + 2
−rn
(∥∥η0((−∆k)r/2ηnf)∥∥qp +
∞∑
j=1
∥∥θj((−∆k)r/2ηnf)∥∥qp
)1/q
. E2n−1(f)p + 2
−rn
(∥∥(−∆k)r/2η0f∥∥qp +
n−1∑
j=1
∥∥(−∆k)r/2θjf∥∥qp
+
∥∥ηn((−∆k)r/2θnf)∥∥qp + ∥∥ηn((−∆k)r/2θn+1f)∥∥qp
)1/q
.
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Bernstein’s inequality (3.7) yields
Kr(f, 2
−n)p . E2n−1(f)p + 2
−rn
(
‖η0f‖
q
p +
n+1∑
j=1
2qrj‖θjf‖
q
p
)1/q
. 2−rn
{( n∑
j=0
2qrjEq2j (f)p
)1/q
+ ‖f‖p
}
.

Proof of Corollary 1.2. Inequality (1.8) can be equivalently written as follows
2−rn
( n∑
j=0
2srjωsm(f, 2
−j)p
)1/s
. ωr(f, 2
−rn)p + 2
−rn‖f‖p.
The latter is a simple consequence of (1.3), (1.6) and the Hardy’s inequality
n∑
j=1
2−γj
( j∑
l=1
Al
)q
.
n∑
j=1
2−γjAqj , Aj ≥ 0, γ, q > 0.
Inequality (1.9) follows from (5.3) and Jackson’s inequality (1.2). 
6. Proofs of Theorems 1.3 and 1.4
Proof of Theorem 1.3. It follows from [27, Theorem1] that given a function f ∈
Lp(Rd, dµk), 1 < p <∞, for any entire function g ∈ B
σ
p,k one has
(6.1) ‖f − fσ‖
s
p ≤ ‖f − g‖
s
p − A‖g − fσ‖
s
p, s = max(p, 2),
(6.2) ‖f − fσ‖
q
p ≤ ‖f − g‖
q
p − B‖g − fσ‖
q
p, q = min(p, 2),
where fσ ∈ B
σ
p,k is the best approximant of f and positive constants A,B are indepen-
dent of f, fσ, g.
Following similar arguments as those in [25], let us prove the left-hand side inequality
in (1.10). Using Hardy’s inequality
(6.3)
∞∑
j=n
2−rj
( j∑
l=n
Al
)q
.
∞∑
j=n
2−rjAqj , Aj ≥ 0, r, q > 0,
inequality (6.1), Proposition 3.4, and (1.4), we derive that
∞∑
j=n+1
2−srj
∥∥(−∆k)r/2f2j∥∥sp
=
∞∑
j=n+1
2−srj
∥∥∥∥
j∑
l=n+1
(−∆k)
r/2(f2l − f2l−1) + (−∆k)
r/2f2n
∥∥∥∥s
p
.
∞∑
j=n+1
2−srj
∥∥∥∥
j∑
l=n+1
(
(−∆k)
r/2f2l − (−∆k)
r/2f2l−1
)∥∥∥∥s
p
+ 2−srn
∥∥(−∆k)r/2f2n∥∥sp
.
∞∑
j=n+1
2−srj
( j∑
l=n+1
∥∥(−∆k)r/2f2l − (−∆k)r/2f2l−1∥∥p
)s
+ 2−srn
∥∥(−∆k)r/2f2n∥∥sp
.
∞∑
j=n+1
2−srj
∥∥(−∆k)r/2f2j − (−∆k)r/2f2j−1∥∥sp + 2−srn∥∥(−∆k)r/2f2n∥∥sp.
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Then Bernstein’s inequality (3.7) implies
∞∑
j=n+1
2−srj
∥∥(−∆k)r/2f2j∥∥sp .
∞∑
j=n+1
‖f2j − f2j−1‖
s
p + 2
−srn
∥∥(−∆k)r/2f2n∥∥sp
.
1
A
∞∑
j=n+1
(‖f − f2j−1‖p − ‖f − f2j‖p)
s + 2−srn
∥∥(−∆k)r/2f2n∥∥sp
. ‖f − f2n‖
s
p + 2
−srn
∥∥(−∆k)r/2f2n∥∥sp . Ksr (2−n, f)p . ωsr(2−n, f)p.
To show the right-hand side inequality in (1.10), by (1.4) and (3.3), we have
ωqr(2
−n, f)p . K
q
r (2
−n, f)p
. ‖f − f2n+1‖
q
p + 2
−qrn
∥∥(−∆k)r/2f2n+1∥∥qp
.
∞∑
j=n+2
(
‖f − f2j−1‖
q
p − ‖f − f2j‖
q
p
)
+ 2−qrn
∥∥(−∆k)r/2f2n+1∥∥qp
.
∞∑
j=n+2
(‖f − f2j−1(f2j )‖
q
p − ‖f − f2j‖
q
p) + 2
−qrn
∥∥(−∆k)r/2f2n+1∥∥qp.
Using (6.2) and the following Jackson inequality [22]
Eσ(f)p . σ
−r
∥∥(−∆k)r/2f∥∥p, f ∈ W rp,k, 1 ≤ p ≤ ∞, σ, r > 0,
we obtain
ωqr(2
−n, f)p .
∞∑
j=n+2
‖f2j − f2j−1(f2j )‖
q
p + 2
−qrn
∥∥(−∆k)r/2f2n+1∥∥qp
.
∞∑
j=n+2
E2j−1(f2j )p + 2
−qrn
∥∥(−∆k)r/2f2n+1∥∥qp
.
∞∑
j=n+1
2−qrj
∥∥(−∆k)r/2f2j∥∥p,
completing the proof. 
Proof of Theorem 1.4. Let s = max(p, 2) ≥ 2. We have
∞∑
j=n+1
2−srj
∥∥(−∆k)r/2ηjf∥∥sp
.
∞∑
j=n+1
2−srj
∥∥(−∆k)r/2(ηj − ηn)f∥∥sp + ∥∥(−∆k)r/2ηnf)∥∥sp
= J +
∥∥(−∆k)r/2ηnf)∥∥sp.(6.4)
In light of (4.6), we obtain
J .
∞∑
j=n+1
2−srj
∥∥∥∥
(
|η0((ηj − ηn)f)|
2 +
∞∑
l=1
22rl|θl((ηj − ηn)f)|
2
)1/2∥∥∥∥s
p
=
∞∑
j=n+1
2−srj
∥∥∥∥
( j+1∑
l=n
22rl|θl((ηj − ηn)f)|
2
)1/2∥∥∥∥s
p
.
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If l = n, n + 1, j ≥ n+ 1, then (4.1) and (4.2) yield
‖θl((ηj − ηn)f)‖p . ‖(ηj − ηn)f‖p = ‖ηj(f − ηnf)‖p . ‖f − ηnf‖p.
If l = j, j + 1, j ≥ n+ 1, then
‖θl((ηj − ηn)f)‖p = ‖ηj(θl(f − ηnf))‖p . ‖θl(f − ηnf)‖p.
If n+ 2 ≤ l ≤ j − 1, then θl((ηj − ηn)f) = θl(f − ηnf).
Hence,
J .
∞∑
j=n+1
2−srj
∥∥∥∥
( j+1∑
l=n
22rl|θl(f − ηnf)|
2
)1/2∥∥∥∥s
p
+ ‖f − ηnf‖
s
p.
Taking into account Minkowski’s inequality with p
s
≤ 1, Hardy’s inequality (6.3) and
equivalence (4.5), we obtain
∞∑
j=n+1
2−srj
∥∥∥∥
( j+1∑
l=n
22rl|θl(f − ηnf)|
2
)1/2∥∥∥∥s
p
≤
∥∥∥∥
∞∑
j=n+1
2−srj
( j+1∑
l=n
22rl|θl(f − ηnf)|
2
)s/2∥∥∥∥
p/s
.
∥∥∥∥
∞∑
j=n
|θl(f − ηnf)|
s
∥∥∥∥
p/s
.
∥∥∥∥
( ∞∑
j=n
|θl(f − ηnf)|
2
)1/2∥∥∥∥τ
p
. ‖f − ηnf‖
s
p.
Therefore, J . ‖f − ηnf‖
s
p and by (6.4), we arrive at
( ∞∑
j=n+1
2−srj
∥∥(−∆k)r/2η2jf∥∥sp
)1/s
. ‖f − ηnf‖p +
∥∥(−∆k)r/2ηnf)∥∥p . Kr(f, 2−n)p.
Proposition 3.4 concludes the proof of the left-hand side inequality in (1.11).
To verify the right-hand side inequality in (1.11), we show that
(6.5) Kr(f, 2
−n)p .
( ∞∑
j=n+1
2−qrj
∥∥(−∆k)r/2η2jf∥∥qp
)1/q
, q = min(p, 2).
By Proposition 3.4 and (4.2), we have
(6.6) Kr(f, 2
−n)qp . ‖f − ηnf‖
q
p + 2
−qrn
∥∥(−∆k)r/2ηnf)∥∥qp.
Using (4.5), the inequality |θj(f−ηnf)|
2 ≤ 2(|θjf |
2+|θj(ηnf)|
2), (4.2) and the equalities
θj(ηnf) = 0 for j ≥ n + 2, θj(f − ηnf) = 0 for j ≤ n− 1, we obtain
‖θj(f − ηnf)‖p . ‖θjf‖p, j = n, n+ 1,
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and
‖f − ηnf‖
q
p .
∥∥∥∥
( ∞∑
j=n
|θj(f − ηnf)|
2
)1/2∥∥∥∥q
p
.
∥∥∥∥
( ∞∑
j=n
|θjf |
2
)1/2∥∥∥∥q
p
.
∥∥∥∥
( ∞∑
j=n
|θjf |
q
)1/q∥∥∥∥q
p
=
∥∥∥∥
( ∞∑
j=n
2−rqj(|θjf |
2 22rj)q/2
)1/q∥∥∥∥q
p
.
∥∥∥∥
∞∑
j=n
2−rqj
( j+2∑
l=n
22rl|θl(ηj+1f)|
2
)q/2∥∥∥∥
p/q
.
∞∑
j=n
2−rqj
∥∥∥∥
( ∞∑
l=1
22rl|θl(ηj+1f)|
2
)1/2∥∥∥∥q
p
.
In view of (4.5),
‖f − ηnf‖
q
p .
∞∑
j=n
2−rqj
∥∥(−∆k)r/2(ηj+1f)∥∥qp .
∞∑
j=n
2−rqj
∥∥(−∆k)r/2(ηjf)∥∥qp.
This and (6.6) imply (6.5). 
7. Proof of Theorem 1.5
Proof of Proposition 1.6. Using the fact that Fk is self-adjoint, Proposition 2.4 implies
the following Hardy–Littlewood type inequality for 2 ≤ p′ <∞:
‖Fk(f)‖p′ = sup
‖g‖p≤1
∣∣∣∣
∫
Rd
Fk(f)(x)g(x) dµk(x)
∣∣∣∣ = sup
‖g‖p≤1
∣∣∣∣
∫
Rd
f(x)Fk(g)(x) dµk(x)
∣∣∣∣
= sup
‖g‖p≤1
∣∣∣∣
∫
Rd
|x|dk(1−2/p
′)f(x) |x|dk(1−2/p)Fk(g)(x) dµk(x)
∣∣∣∣
≤
∥∥|x|dk(1−2/p′)f(x)∥∥
p′
sup
‖g‖p≤1
∥∥|x|dk(1−2/p)Fk(g)(x)∥∥p
.
∥∥|x|dk(1−2/p′)f(x)∥∥
p′
.(7.1)
As usual, we first obtain this inequality on the Schwartz space and then we use density
arguments to consider the general case | · |dk(1−2/p
′)f ∈ Lp
′
(Rd, dµk).
From (2.2), (2.3), and (7.1) and applying the interpolation theorem [35, Theorem 2],
we arrive at inequalities (1.12) and (1.13). 
Proof of Theorem 1.5. To show part (1), we use Proposition 1.6 (1) for the differ-
ence (3.4) in place of f . Using also (3.6), we have∥∥|x|dk(1−1/p−1/q)(1− jλk(δ|x|))r/2Fk(f)(x)∥∥q . ‖∆rδf‖p.
To conclude the proof, we use (3.5) and the fact that for λ > −1/2, one has
1− jλ(t) ≍ min(1, t
2)
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uniformly in t ≥ 0. The latter follows from the known properties of the Bessel function:
jλ(t) = 1−
t2
4(λ+ 1)
+O(t4), t→ 0,
|jλ(t)| ≤ min(1, Cλt
−λ−1/2), t > 0.
To verify part (2), we use Proposition 1.6 (2) in the form
‖f‖p .
∥∥|x|dk(1−1/p−1/q)Fk(f)(x)∥∥q,
where 2 ≤ p <∞, p′ ≤ q ≤ p, and proceed as above. 
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