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Abstract
Displacement estimation in ultrasound is a common yet important task for various appli-
cations, including tissue/blood motion estimation, elastography imaging, temperature
estimation, and shear wave elasticity imaging. A variety of speckle tracking methods
have been proposed for displacement estimation using pulse-echo ultrasound. The per-
formance of these estimators, in terms of bias and variance, could greatly impact the
reliability of the imaging markers derived from the initial displacement estimate. There-
fore, a comparison between these methods in a variety of imaging scenarios is highly
significant. In addition to considering several published displacement estimation meth-
ods, this theses introduces a new estimator based on the complex two-dimensional (2D)
cross correlation. The approach builds on the 1D complex cross correlation which results
from the analytic nature of pulse-echo ultrasound data in medical imaging applications.
It is well established that the use of complex cross correlation in 1D displacement
tracking allows for sub-sample displacement estimation without the need for interpola-
tion. The complex cross correlation is obtained from the Hilbert transform of the echo
data and the sub-sample displacement estimate is obtained by using the zero crossing
of the phase in the vicinity of the peak in the correlation amplitude. Recently, this
property was extended to 2D by exploiting the coupling between the axial and lateral
displacements in the phase of the 2D cross correlation of the analytic ultrasound echo
data from multiple A-lines. It was theoretically shown that the maximum magnitude
of complex correlation still lies on the zero phase line. The so-called “Phase-coupled
2D speckle tracking (PCST) algorithm” was the first to extend the analytic nature of
ultrasound data to two dimensions. However, this algorithm applies geometric meth-
ods to finding the sub-sample displacements, which may hinder its efficient real-time
implementation.
iii
The main contribution of this thesis is the introduction of a new displacement estima-
tor with sub-sample accuracy in both axial and lateral dimensions. A two-dimensional
(2D) zero phase crossing method is derived based on two 2D complex normalized cross
correlations (NCCs), i.e., displacement can be estimated by the intersection point of two
zero phase lines, one from Hilbert transformation in the axial direction and the other
one from Hilbert transformation in the lateral direction. Unlike the 2D PCST, the
proposed algorithm lends itself to efficient implementation. Furthermore, comparison
of simulation results from flow experiments suggests that the new algorithm produces
more accurate estimation in terms of variance. The proposed algorithm was compared
with the 2D PCST and other displacement estimators proposed by other groups. In
particular, we have compared the performance with algorithms based on parabolic and
cosine fitting of the 2D correlation of raw 2D radiofrequency (RF) data.
In addition to the validation studies based on simulation, experimental validation of
the new algorithm was carried both in vitro and in vivo. These results suggest that the
new algorithm is applicable in realistic medical imaging scenarios where tissue motion
and/or flow may be of interest, e.g. imaging atherosclerosis burden in peripheral vessels.
iv
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Chapter 1
Introduction
1.1 Background
Motion tracking is widely used in clinical and research ultrasound [1, 2]. Measurement
of properties of tissue, which varies by spatial locations, gives rise to ultrasound imag-
ing. A sequence of images displaying those properties can be acquired along time.
With the help of beamforming techniques and contrast agents, better images can be
gained. However, bio-mechanical properties of soft tissues cannot be obtained directly
from ultrasound images [3, 4]. Motion tracking is widely used to image changes of the
mechanical properties, which often indicate an early warning sign of disease, a way of
disease detection [5, 6]. Normal and abnormal tissues can be differentiated by, for ex-
ample, elastography [7–9], which is a technique of estimating the axial strain by using
differential displacement of tissue compression [10]. A lot of investigations have been
done on elastography in ultrasound in the past two decades. Different techniques have
been suggested in the literature to provide these types of images, for instance, Varghese
et al. [11] proposes a direct strain estimator.
Some ideas of object motion tracking originate from theory of radar during World
War II [12]. The idea of motion tracking in medical ultrasound dates back to two
decades ago when several researchers started using block matching techniques where a
matching function is calculated and motion is found by minimizing or maximizing the
matching function [13,14]. Hein et al. [15] summarizes some commonly used techniques.
Because of its central significance, accuracy, precision, and computational cost of
1
2motion tracking are of critical importance. In principle, several imaging modalities can
be used in order to estimate the tissue motion for elastography but ultrasound has
received the most attention due to its portability, safety, low cost, real-time operation,
and easy access to digital data, as opposed to magnetic resonance imaging (MRI) [16]
and X-ray computed tomography (CT) [17]. Thus, in this dissertation I focus on the
estimation of tissue motion from ultrasound echo signals.
1.2 Ultrasound Imaging
Ultrasound imaging uses high-frequency sound waves to view soft tissues such as muscles
and internal organs. The imaging performance of a standard ultrasound system relies on
several key components, for instance, transmitter waveform design, aperture design and
beamforming, pre- or post-beamforming receive filter design and image processing [18].
The transmitted electrical signals, ranging from 1 MHz to 18 MHz, typically produced
by a piezoelectric transducer are transformed to acoustic signals and propagated into
the imaging field. The common types of real-time transducer arrays are linear arrays,
convex arrays and phased arrays. The echoes partially reflected by the target volume
propagate back and then is received by the transducer. On the receiver side, the received
echoes are transformed back to electrical signals and filtered before receiver beamform-
ing in certain cases, but it is less often than post-beamforming filtering in commercial
scanners due to high complexity. Similar to transmitter beamforming, receiving beam-
former acts as a spatial-matched filter for signals from different directions. Advanced
beamforming techniques exist to increase imaging resolution. The beamformed data is
usually filtered by a post-beamforming filter, such as a simple band-pass filter for better
imaging performance. After filtering, the received data is post-processed for better im-
age quality with imaging processing techniques, such as decimation or interpolation, log
compression, contrast & edge enhancement, speckle reduction, etc. There are several
modes of ultrasound in medical imaging [19]. For example, B-mode (brightness mode)
image is generated by envelop detection of RF data and then log compression. Doppler
mode comes from the Doppler effect in measuring and visualizing blood flow. M-mode
(motion mode) is to collect images along time and thus record the motion between
transducer and imaged tissues.
31.3 Speckle Tracking Method
1.3.1 One Dimensional Motion Tracking Methods
With a fine resolution in the direction of beam propagation, i.e., axial direction, motion
estimation of the axial component has received the most attention. In literature, motion
estimation is also referred to as time delay estimation, since the echo signals are collected
as a function with time and if we know the speed of sound in the propagation medium,
time delay tracking can be transformed to motion tracking [20,21]. There are two typical
ways for motion tracking: the Doppler method [22] and the correlation method [23].
The Doppler method is also called phase-shift estimators, which were initially used
for blood flow measurement [24, 25]. Doppler equipment aided with the phase-shift
technique is commonly used for detecting and evaluating blood flow in arteries and
veins. The Doppler frequency is given by [26]:
fD =
2f0v cos θ
c
, (1.1)
where f0 is the transmitted ultrasound frequency, v is the flow velocity, c is the speed
of ultrasound in medium and θ is the angle between the transmitted beam and the flow
velocity. However accuracy of this method is highly related to the angle measurement
and spectral analysis.
The correlation method is an angle-independent flow measurement [13]. As men-
tioned above, time-delay estimators typically consist of locating the maximum or mini-
mum of a pattern matching function [27,28], depending on the implemented algorithm.
The matching algorithm is implemented to find the best match between a pre-defined
window in the reference echo signal and the delayed echo signal. Due to the discrete
nature of collected data, the estimation error of the pattern matching methods can be
as large as half a sample. Several techniques have been explored in the literature to
reduce the estimation error [29–32]. Walker and Trahey [2] have extensively developed
the standard deviation of the jitter for any unbiased delay estimator based on the work
of Carter [12]. The Cramer-Rao Lower Bound is derived in [2]:
σ(∆t−∆tˆ) =
√
3
2f30pi
2T (B3 + 12B)
(
1
ρ2
(
1 +
1
SNR2
)2 − 1), (1.2)
4where f0 is the center frequency, T is the window length, B is the fractional bandwidth,
ρ is the correlation coefficient to describe signal changes due to physical process and/or
transducer non-uniformities and SNR is the signal to noise ratio. This lower bound is the
minimum jitter magnitude achievable from any unbiased time delay estimator. Based
on this work, Viola et al. [33] compares several subsample estimators under various
conditions.
One way of reducing estimation error is to up-sample the echo signal [34, 35] or in-
terpolation. Interpolation or function fitting techniques to the echo signals could result
in a continuous pattern matching function, whose maximum or minimum determines
the location of the best match. These techniques can be computationally demanding,
whereas curve or polynomial fitting to the pattern matching function often has signifi-
cantly smaller computational cost. Thus, even though they may introduce some bias in
the estimation process, they are widely used for motion estimation. Techniques includ-
ing parabolic fitting [36], spline fitting [27], grid slope [37], and cosine fitting [36] have
been thoroughly investigated in the literature.
Many 1D pattern matching interpolation methods have been proposed for 1D axial
motion estimation with sub-sample accuracy [14,38]. Performance comparison between
these subsample estimators has been studied by several groups [39–45]. Even though
there have been a lot of research in this area , improvement still draws the attention of
researchers [46,47].
Figure 1.1 shows commonly used interpolation techniques to achieve subsample ac-
curacy [27,48]. Technique (a) is the base line without any interpolation and only capable
of estimating integer shift. Thus it is more prone a large estimation error. The orig-
inal reference and delays signals are up-sampled and function fitted by Technique (b)
and Technique (c), respectively. The difference lies in the fact that Technique (b) is a
discrete estimator while Technique (c) is a continuous estimator. Technique (d.1) and
Technique (d.2) both choose to fit the correlation function in order to have a continuous
estimator. Furthermore, Technique (d.2) incorporates certain up-sampling of original
signals to have a finer estimation at the sacrifice of computational cost. In addition
to compute cross-correlation between reference and delays signals, Kim et al. [49] pro-
poses combining auto-correlation and cross-correlation functions to improve subsample
accuracy.
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Figure 3.1: Common techniques to reduce the error of discrete pattern matching functions.
Dashed boxes show optional steps. (a) Basic pattern matching function. (b) Pattern match-
ing function with echo signal up-sampling where 𝛼 and 𝛽 are the up-sampling factor in the
axial and the lateral directions. (c) Continuous pattern matching function generated from
curve or polynomial ﬁtting to one or both of the echo signals. (d) Pattern matching function
interpolation which can be implemented without (d.1) and with (d.2) signal up-sampling.
Several pattern matching techniques have been used in the ﬁeld of ultrasound, such as
normalized cross correlation, sum of square diﬀerences, and sum of absolute diﬀerences, each
oﬀering trade oﬀs between complexity and accuracy [16,34,35]. Extensions of these techniques
to 2D (or even 3D) has also been suggested [26, 31, 33, 36–40].
The estimation error of pattern matching techniques can be as large as half the sample
spacing. This results in signiﬁcant errors when accurate and precise tracking of the motion is
the goal. This error become more signiﬁcant in the lateral (or the elevational) direction were
the sample spacing is an order of magnitude larger compared to the axial direction.
Several techniques have been suggested in the literature to reduce the error introduced
by ﬁnite sampling intervals. These techniques are categorized as: (i) echo signal up-sampling
[19,37,41,42], (ii) interpolation of the echo signals [19,38,41,43], and (iii) interpolation of the
pattern matching function [44–47]. These approaches are schematically represented in Fig 3.1.
Up-sampling the echo signal (i) reduces the error by the up-sampling factor (Fig. 3.1(b)),
40
Figure 1.1: Interpolation techniqu s of subsample estim tors.
61.3.2 Two Dimensional Motion Tracking Methods
One dimensional motion tracking imposes limitations for many applications. For exam-
ple, in the blood flow or tissue motion estimation, motion tracking along beam direction,
i.e., the axial direction, results in unknown motion in the lateral direction [50], which
could be significant. In the elastography application, loss of strain estimation in the
lateral direction comes from incapability of one dimensional displacement estimation to
track motion in the lateral direction. Two-dimensional temperature estimation relies on
performance of delay estimation in both the axial and lateral directions [51–53]. There
is very limited research conducted in the lateral displacement estimation compared to
the axial direction, though lateral performance of common estimators has been rigor-
ously addressed in [54]. The effects of key parameters, i.e., lateral displacement, pitch,
beamwidth, beam overlap, and interpolation, were studied on performance of lateral
displacement estimators.
A 2D speckle tracking based on cross-correlation was first proposed by Trahey et
al. [13] in 1987, which is calculated by:
R(m,n) =
I∑
i=1
J∑
j=1
(Xi,j − X¯)(Yi+m,j+n − Y¯ )√
I∑
i=1
J∑
j=1
(Xi,j − X¯)2(Yi+m,j+n − Y¯ )2
, (1.3)
where X¯ and Y¯ are the average values of the corresponding image regions. As shown,
this 2D speckle tracking method is essentially an extension of the 1D case. Therefore,
applying the same idea in the axial direction to other dimensions could give rise to
estimation in other directions [55]. Techniques based on pattern matching functions,
for instance, parabolic fitting, cosine fitting or others, can be easily migrated into a
multi-dimensional scenario [56,57].
A different implementation of tracking the lateral motion is proposed by Ebbini [58].
A new algorithm called the phase-coupled method uses the phase of the 2D complex cross
correlation for robust and efficient estimation of displacement from speckle data [58].
The key in this method is that it needs a significantly smaller interpolation factor in
the lateral direction in order to achieve a reasonable subsample accuracy.
Since the lateral spectrum of ultrasound signals is centered around zero frequency
7(DC) and no lateral phase is available in the original signals, synthetic lateral phase
was generated by eliminating the positive or negative half of the lateral spectrum of
the analytic signal in [59]. Based on complex signals from synthetic lateral phases,
complex cross-correlation functions can be calculated. Applying a linear approximation
in the vicinity of the correlation peak, the 2D displacement can be found by locating
the intersection of two zero phase lines.
1.4 Contributions of this Thesis Research
The main contribution of this dissertation is extending the 1D speckle tracking method
into a more general multi-dimensional method. Specifically, in the axial direction, the
zero-crossing method takes advantage of the carrier frequency in this direction and uses
the linearity of phase information of the complex normalized cross correlation function.
A mathematical model is used to derive this method. A series of comparisons between
this method and other methods are investigated since there has been no direct perfor-
mance study in this area before. Model parameters, for instance, signal to noise ratio
(SNR), computational cost are studied to show relative performance among subsample
estimators. Deformation factor is also incorporated into simulation to mimic real sig-
nals. Bias and standard deviation, which are common criterion of measuring estimators’
performance, are calculated under numerous simulations. It is shown that zero phase
crossing method is more stable and requires less computation resources. Based on pre-
vious study, this idea is also successfully applied to the lateral direction, which lays the
foundations of a new 2D speckle tracking method. Similar simulation as in the axial
direction is also done in order to validate this idea. Besides, different scattering scenario
simulated in FieldII [60] provides a tool to compare performance of various subsample
estimators.
More importantly, combining the cases both in the axial and lateral directions gives
rise to a new 2D speckle tracking method, called 2D zero phase crossing method. Not
only does this method preserve the superior performance in the axial direction thanks
to its carrier frequency, but it also provides a relative excellent estimation in the lateral
direction. Linearity of zero phase lines around the true displacement can be made
without additional computational overhead. Moreover, parallel computation of zero
8phase lines in the axial and lateral directions can be decoupled which makes possible
real-time implementation of this method. New technologies can be used to facilitate
implementation of this method. For example, CUDA programming for GPU makes
possible implementation of real-time zero-phase crossing. Phantom with a programmed
motor to generate a known displacement is fabricated to experimentally investigate their
performance. Finally, a flow phantom with synchronized sensor data severs as a good
platform. Dynamic characterization of flow phantom was calculated along with other
estimators.
1.5 Applications
Listed are several categorized applications of displacement estimation:
• Elastography has been developed into an effective imaging method of estimat-
ing the local elastic properties of biological tissues [61–65]. Cancer detection or
classification, a current in vivo application, benefits a lot from elastography. For
example, these applications include but are not limited to breast cancer detection
using strain estimator [66], prostate cancer detection [67, 68], etc. Typically, the
elastography image is generated by taking the spatial gradient of the estimated
displacement [69, 70]. Therefore, the quality of strain imaging heavily relies on
accuracy of the displacement estimation.
• Multi-dimensional velocity estimation [71–73] and tissue motion imaging depends
on the displacement estimation [74–79]. Temperature estimation, typically an
accumulation along time of spatial derivative of displacement fields, closely ties to
the motion tracking algorithm.
• Radiation force imaging is another method of measuring mechanical properties of
tissue. Displacement (typically a few micrometers) induced by radiation force has
to be estimated for the purpose of depicting stiffness images [80–83].
• Shear wave imaging, a noninvasive and quantitative measurement of shear mod-
ulus of tissues, has to measure shear wave velocity, whose accuracy depends on
performance of the displacement estimation [84–88].
9• Pulse wave velocity provides a measurement of arterial stiffness. For example,
the European Society of Hypertension and the European Society of Cardiology
have recently recommended the use of the carotid-femoral pulse wave velocity as a
favored measure of aortic stiffness for the management of arterial hypertension [89].
The accuracy of pulse wave velocity suffers from errors of distance measurements
and time-delay measurements [90].
1.6 Organization of the Thesis
The dissertation is organized in six chapters. Each chapter is presented by an individual
introduction, theory, methods and results, conclusions.
Chapter 2 derives the basic theory underlying in ultrasound speckle tracking area.
Zero-phase crossing method is proposed with the aid of a simplified mathematical model.
Simulation and experiment results validate its feasibility. Chapter 3 essentially applies
the same idea from Chapter 2 to a different dimension, the lateral direction. A low-
pass baseband signal without carrier is used to derive this method. Comparison of
performance is also conducted to explain zero-crossing method’s viability. Chapter 4
extends materials from Chapter 2 and Chapter 3 into a 2D problem. Since the simplified
model is separable in the axial and lateral directions, estimation in both directions can be
decoupled into each individual direction. Computationally speaking, the zero-crossing
method consists of two tasks which can be simultaneously deployed to computation
in parallel. Uniform phantom is fabricated to compare experimental performance of
various subsample estimators with a pre-defined displacement by a programmed motor.
Chapter 5 compares the new method with other common 2D subsample estimators and
our previously proposed phase-couple method. In addition, the phase-coupled method
uses a relatively small factor in the lateral direction. Finally, Chapter 6 summarizes the
conclusion and future work related to the 2D zero-crossing algorithm.
Chapter 2
One Dimensional Speckle
Tracking Methods in The Axial
Direction
2.1 Introduction
Displacement estimation in ultrasound is the first step in several problems with signif-
icant practical applications, e.g., tissue elastography [91–94], noninvasive temperature
estimation [51,53], flow estimation [95–97], target tracking during image-guided proce-
dures [98], wall motion [89,99], and many other applications [100–102]. The performance
of these applications is in close conjunction with the performance of displacement esti-
mation. For example, ultrasound strain imaging has become a powerful tool for a wide
range of biomedical applications. Despite of a direct strain estimator based on spectral
shift estimator proposed in [11], a high-quality strain image requires an accurate mo-
tion tracking method because strain maps (i.e., spatial derivatives of displacements) are
greatly impacted by displacement estimates [103].
As a result of coherent scattering of incident waves by a multitude of point scatters
within resolution cell of the imaging system, resemblance between sequential backscat-
tered signals can be utilized to estimate the time-shift or phase-shift of RF echo sig-
nals [98]. In addition, with the advance of ultrasound scanner, higher and higher frame
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rate has been achieved [104–108]. Thus a more accurate subsample estimator of frame-
to-frame displacement is required. There are a number of techniques explored for the
displacement estimation. The typical method is pattern matching [15], i.e., finding the
subsample which maximizes the correlation function or minimizes sum absolute differ-
ence. There are many pattern matching techniques implemented, e.g., normalized and
non-normalized cross correlation, autocorrelation [72,74], sum absolute difference (SAD)
and sum squared difference (SSD), with different accuracy and complexity [21,37]. Due
to the discrete feature of signals, large interpolation factor is generally required [61].
The common interpolation techniques [29, 109] include parabolic fitting, spline fitting,
cosine fitting, grid slope [37] and many others [33]. The grid slope technique utilizes
both cross correlation and autocorrelation, thus requiring more computational cost.
Since the shape of cross correlation function is determined by the point spread function
(PSF) of the imaging system and is not necessarily a parabolic, spline nor higher order
polynomial function [49], error is introduced. Besides finding the maximum of correla-
tion function, there exists other techniques proposed in [27, 28, 48]. These techniques
are fitting the discrete signal by a spline function in the sacrifice of computational cost.
An efficient way was shown in [110]. [27] gives details of common strategies of time-
delay estimation, including curve fitting of RF echo and cross correlation function. One
hybrid method using both autocorrelation and cross correlation was proposed in [49] in
order to improve the subsample accuracy. Although there are many other methods in
literature [24, 111], we only consider the commonly used pattern matching techniques
and recently proposed method in [27]. Literature also gives a lot of comparison of
different estimators [33, 42, 43], which are summarized in Figure 2.1. The subsample
estimators can be categorized as two main approaches. The first approach is based on
RF signals. Various interpolation techniques, or function matching using RF signals
belongs to this category. Approaches based on FFT or Hilbert transformation are in
the second category.
In this chapter, we introduce a method called the zero phase (ZP) crossing algorithm.
In this method, instead of interpolating the magnitude of cross correlation, the subsam-
ple estimation is accomplished by finding the crossing of zero phase of complex cross
correlation function. The zeros phase crossing can be easily found due to the fact that
the phase of cross complex correlation function is linear. The mathematical derivation
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of this method is described in Section 2.2. Since the zero phase crossing can be found
analytically, this estimator is not subject to sampling quantization and therefore can
be categorized as a continuous time-delay estimator. The detailed performance of this
method compared with other estimators is presented in Section 2.4 and computational
cost is also considered for real-time implementation.
Additional different deformation levels were introduced in order to test the perfor-
mance of two particular continuous subsample estimators, one in time-domain and the
other one in phase domain, called a spline-based algorithm and the algorithm proposed
in this paper. The reason is that they have similar property, for instance, low bias
and variance, continuous estimates, etc. Simulation in FieldII was also performed to
generate more realistic backscattering frames which were then used to evaluate these
two subsample estimators. In addition, RF frame of a carotid artery was collected from
a commercial ultrasound linear array. Wall motion of the carotid artery is computed
from the two subsample estimators.
This chapter is organized as follows: Section 2.2 presents theory of the zero phase
crossing algorithm. Simulation and results & discussion are included in Section 2.3
and Section 2.4 respectively. Experimental results are shown in Section 2.5. Finally,
conclusions are given in Section 2.6.
2.2 Theory
2.2.1 Zero Phase Crossing Algorithm
In this section, the zero phase crossing algorithm is developed using a one-dimensional
(1-D) model. For simplicity, let s(t) be the received signal and r(t) be the displaced
received signal which is the replicate of s(t) after certain delay of t0,
s(t) = u(t) sin(ω0t), (2.1)
r(t) = u(t− t0) sin(ω0(t− t0)), (2.2)
where u(t) is the pulse’s envelop which is a bandlimited signal, ω0 is the center frequency,
and t0 is the time delay which needs to be estimated [72, 74]. Figure 2.2 shows the
13
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Figure 2.1: Various subsample estimators.
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representative reference and delay RF signals (cropped) collected from a commercial
ultrasound scanner. Note that due to increasing rate of frame acquisition, displacement
of interest is usually less than one sampling resolution.
After taking Hilbert transform and with Bedrosian’s theorem, we can have the an-
alytic signals as:
sa(t) = u(t)e
jω0t, (2.3)
and,
ra(t) = u(t− t0)ejω0(t−t0). (2.4)
The complex normalized cross correlation function (NCC) between sa(t) and ra(t)
is:
R(τ) =
∫∞
−∞ s
∗
a(t)ra(t+ τ)dt√∫∞
−∞ |sa(t)|2 dt ·
∫∞
−∞ |ra(t)|2 dt
. (2.5)
By plugging (2.3) and (2.4) into (2.5), the complex normalized cross correlation function
will be:
R(τ) =
∫∞
−∞ u(t)e
−jω0tu(t+ τ − t0)ejω0(t+τ−t0)dt√∫∞
−∞ |u(t)|2 dt ·
∫∞
−∞ |u(t+ τ − t0)|2 dt
=
∫∞
−∞ u(t)u(t+ τ − t0)dt√∫∞
−∞ |u(t)|2 dt ·
∫∞
−∞ |u(t)|2 dt
· ejω0(τ−t0)
=
∫∞
−∞ u(t)u(t+ τ − t0)dt∫∞
−∞ |u(t)|2 dt
· ejω0(τ−t0).
(2.6)
The magnitude of complex normalized cross correlation function in (2.6) is:
M(τ) =
∫∞
−∞ u(t)u(t+ τ − t0)dt∫∞
−∞ |u(t)|2 dt
. (2.7)
By Cauchy-Schwarz inequality,
M(τ) ≤
√∫∞
−∞ u
2(t)dt · ∫∞−∞ u2(t+ τ − t0)dt∫∞
−∞ u
2(t)dt
=
√∫∞
−∞ u
2(t)dt · ∫∞−∞ u2(t)dt∫∞
−∞ u
2(t)dt
= 1,
(2.8)
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The “=” holds if and only if u(t) is proportional to u(t+ τ − t0), i.e.,
u(t) = Au(t+ τ − t0), (2.9)
which means A = 1 and τ = t0. Therefore, the magnitude of complex normalized cross
correlation function is maximized when τ = t0, i.e.,
arg max
τ
M(τ) = t0. (2.10)
From (2.6), phase of complex normalized cross correlation function is:
P (τ) = ω0(τ − t0). (2.11)
As shown in (2.11), P (τ) is a linear function with the slope of ω0 and
P (t0) = 0. (2.12)
Therefore, instead of estimating the subsample τ which maximizes M(τ), we can esti-
mate the subsample τ by finding the zero phase crossing of P (τ).
For example, Figure 2.3 shows the magnitude and phase of a complex normalized
cross correlation function. Note that the subsample which corresponding to the maxi-
mum magnitude (top) lies on the linear phase line (bottom) and the phase corresponding
to this subsample is 0. We can tentatively estimate the maximum magnitude lies be-
tween 0 and 1 since the magnitude at 1 is slightly larger than that at -1. Interpolation
techniques, for instance, parabolic fitting and cosine fitting methods, are trying to fit
a specific function of the magnitude curve near the integer maximum magnitude and
then analytically solve a optimization problem to find the subsample displacement.
In the noisy environment, the phase will not be a straight line, where a linear fitting
technique can be utilized to get the analytic expression of zero phase crossing. Although
we only consider the 1D case, extension of this method into the 2D problem has been
addressed in [58]. In [58] interpolation factor in the lateral direction can be greatly
decreased with the aid of zero phase line in the axial direction. Particularly, given
the phase of discrete correlation function, P (n), and n0 corresponding to the discrete
sample, of which the magnitude of complex correlation function is maximum, the zero
phase crossing can be found using the following equation:
nzp =
−2P (n0)
P (n0 + 1)− P (n0 − 1) + n0, (2.13)
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which shows that only three phases (P (n0), P (n0−1), P (n0+1)) are used for estimation
of the zero phase crossing.
A general way is to use N(≥ 3) points for linear fitting and find the zero phase
crossing accordingly.
2.2.2 Spline-based continuous time-delay algorithm
In [27], given the discrete sent and received signal as s[n] and r[n], respectively, the
subsample estimate can be solved analytically by minimizing the sum squared error
ε(t) =
M∑
i=1
(sˆi(t)− r(i))2 =
M∑
i=1
(fi(t)− r(i))2 (2.14)
where sˆi(t) is the cubic spline representation of the discrete sent signal and fi(t) =
ait
3 + bit
2 + cit + di. Essentially, ai, bi, ci, di are spline coefficients between s[i] and
s[i+1] and they can be found through a variety of numerical methods, including matrix
pseudo-inverses and infinite impulse response filters. Cubic splines are chosen in part
because it is convenient and piecewise continuous.
Taking the derivative with respect to t,
dε(t)
dt
=
M∑
i=1
(2fi(t)
dfi(t)
dt
− 2s2[i]dfi(t)
dt
) (2.15)
After simplification and setting the result equal to zero,
dε(t)
dt
= t5
M∑
i=1
6a2i + t
4
M∑
i=1
10aibi + t
3
M∑
i=1
(8aici + 4b
2
i )
+ t2
M∑
i=1
(6aidi + 6bici − 6ais2[i])
+ t
M∑
i=1
(4bidi + 2c
2
i − 4bis2[i])
+
M∑
i=1
(2cidi − 2cis2[i])
(2.16)
a fifth order polynomial equation of t can be derived. Spline coefficients can be computed
from s[i]. Among the five roots of this fifth order polynomial equation, the real one
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which minimizes the error ε(t) is chosen as the time delay estimate. The significant
portion of computation lies in finding the cubic spline representation of s[n] and solving
the fifth-order polynomial. [27] showed a significant improve of performance over other
curve fitting methods and also mentioned its heavy computation cost. Besides, [110]
proposed some optimization in order to improve the computational speed of this method.
2.2.3 Other Common Algorithms
There are several block matching algorithms in the literature. Following are some
common ones.
• Normalized cross correlation, which is similar to Equation 2.5 except that Equation
2.5 is calculated on analytic signals instead of RF signals, is:
R(τ) =
∫ T
2
−T
2
s(t)r(t+ τ)dt√∫ T
2
−T
2
|s(t)|2 dt · ∫ T2−T
2
|r(t)|2 dt
. (2.17)
• Sum absolute differences:
R(τ) =
∫ T
2
−T
2
|s(t)− r(t+ τ)| dt. (2.18)
• Normalized covariance:
R(τ) =
∫ T
2
−T
2
(s(t)− s¯)(r(t+ τ)− r¯)dt√∫ T
2
−T
2
|s(t)− s¯|2 dt · ∫ T2−T
2
|r(t)− r¯|2 dt
, (2.19)
where,
s¯ =
1
T
∫ T
2
−T
2
s(t)dt, (2.20)
r¯ =
1
T
∫ T
2
−T
2
r(t)dt. (2.21)
• Sum square differences:
R(τ) =
∫ T
2
−T
2
(s(t)− r(t+ τ))2dt (2.22)
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Suppose M(n0) is the maximum magnitude of the discretized cross correlation func-
tion with M(n0 − 1) and M(n0 + 1) being the neighbors. The estimated subsample
displacement can be solved by following function fitting methods.
• Parabolic fitting to normalized cross correlation (PF):
τˆ =
M(n0 − 1)−M(n0 + 1)
2(M(n0 − 1)−M(n0) +M(n0 + 1)) + n0, (2.23)
which can be derived as follows.
Let y = ax2+bx+c be the parabolic fitting function of three points (−1,M(n0−1)),
(0,M(n0)), (1,M(n0 + 1)) and x, y represent the lag and magnitude respectively.
So we will have equations:

M(n0 − 1) = a− b+ c
M(n0) = c
M(n0 + 1) = a+ b+ c
. (2.24)
Solving a, b, c, the subsample corresponding to the maximum magnitude is − b2a ,
shown in Equation 2.23, which also takes into account the integer shift.
• Cosine fitting to normalized cross correlation (CF)
τˆ = −β
α
+ n0, (2.25)
where α and β are coefficients determined by:
α = arccos (
M(n0 − 1) +M(n0 + 1)
2M(n0)
),
β = arccos (
M(n0 − 1)−M(n0 + 1)
2M(n0) sinα
),
(2.26)
which can be derived in a similar manner.
Let y = cos(αx+β) be the cosine fitting function of three points (−1,M(n0−1)),
(0,M(n0)), (1,M(n0 + 1)) and x, y represent the lag and magnitude respectively.
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So we will have equations:

M(n0 − 1) = cos(−α+ β)
M(n0) = cos(β)
M(n0 + 1) = cos(α+ β)
. (2.27)
Combining the first and last terms,
cos(α) cos(β) =
cos(α+ β) + cos(−α+ β)
2
=
M(n0 + 1) +M(n0 − 1)
2
.
(2.28)
Then, 
cos(β) = M(n0)
cos(α) =
M(n0 + 1) +M(n0 − 1)
2 cos(β)
. (2.29)
The subsample corresponding to the maximum magnitude is −βα , shown in Equa-
tion 2.25, which also takes into account the integer shift.
2.3 Simulation
2.3.1 Subsample Estimators
In order to explore the performance of different estimators, a series of simulation was
conducted to investigate estimator bias and standard deviation under various conditions.
Although there are a lot of subsample estimators in literature discussed in Section 2.1,
the zero phase (ZP) crossing algorithm derived in Section 2.2 was compared to the
following subsample estimators:
• Viola’s continuous time-delay estimator (CTE)
• Parabolic fitting to normalized cross correlation (PF)
• Cosine fitting to normalized cross correlation (CF)
• Spline fitting to normalized cross correlation (SF)
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• Grid slope estimator (GS)
• 4th order polynomial interpolation to normalized cross correlation (4PF)
Detailed expressions of these estimators can be found in [27].
2.3.2 Simulation Method
MATLAB (MathWorks Inc., Natick, MA) was used for all the simulations in the paper.
The bias and standard deviation which are the functions of center frequency, window
length, bandwidth and SNR [2], are the most common merits of performance of the
delay estimators and were calculated using Equation 2.31 and Equation 2.32. The
default simulation parameters are listed as below.
• center frequency is 5 MHz
• fractional bandwidth is 50%
• sampling frequency is 40 MHz
• signal-to-noise-ratio (SNR) is 30 dB
• subsample displacement is 0.15 sample
Besides the settings above, subsample delays were varied from 0 to 0.95 samples
in a step of 0.05 samples, so that a total of 20 different delays were evaluated for
each subsample estimator. Essentially, a synthetic broadband ultrasound signal with a
specific setting was generated. The reference and delays signals were sampled at the
sampling rate with a known displacement between them. But the reference and delay
signals were added at a certain SNR level. Then different subsample estimators were
applied to calculate the displacement. Statistics was computed in Equation 2.31 and
Equation 2.32.
A sinc-shaped rather than the Gaussian-enveloped sinusoid point spread function
was chosen and given by [48]:
psf(t) =
sin(piBf0t)
piBf0t
sin(2pif0t), (2.30)
where B is the fractional bandwidth, and f0 is the center frequency.
The flow of simulation is listed below.
23
1. The point spread function psf(t) in (2.30) was sampled from −1.5/(Bf0) to
1.5/(Bf0) at a frequency of 4GHz, which is 100 times the sampling frequency.
The reason of oversampling the psf(t) is to obtain the known subsample displace-
ment as discussed in the third step.
2. The sampled psf(n) was convolved with a 100-point Gaussian random vector with
mean of 0 and standard deviation of 1 to generate the base signal.
3. The base signal was down-sampled by a factor of 100. The reference and de-
layed signals were produced by starting with different samples to have a known
subsample delay.
4. The reference and delayed signals were added with a Gaussian white noise to
generate echo signals with different SNR.
5. 1000 realizations were run for each subsample displacement of every algorithm.
Bias and standard deviation were computed by Equation 2.31 and Equation 2.32.
b(∆ˆ) =
1
1000
1000∑
k=1
(∆ˆ[k]−∆[k]), (2.31)
σ(∆ˆ) =
√√√√ 1
1000
1000∑
k=1
(∆ˆ[k]− 1
1000
1000∑
k=1
∆ˆ[k])2, (2.32)
where ∆ˆ[k] is the estimated time delay and ∆[k] is the true time delay.
2.3.3 Deformed PSF
The delayed PSF was deformed at different levels to test the performance of subsample
estimators under various situations. The deformed PSF is formulated by:
psfdef (t) =
sin(piBf0(1− α)t)
piBf0(1− α)t sin(2pif0(1− α)t), (2.33)
where α is the deformation factor. Simulation method is the same to the previous
normal PSF except that the reference signal is generated by sampling the convolution
of psf(t) in Equation 2.30 with random scatters while the delayed signal was from the
convolution of psfdef (t) in Equation 2.33 with the same scatters.
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Figure 2.4: Simulation setup in FieldII. Scatters are uniformly distributed in a 80mm *
10mm * 80mm cuboid.
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2.3.4 Simulation in FieldII
To simulate ultrasonic echo data, the FieldII [60] acoustical simulation program was
used to generate a point spread function (PSF). Parameters of the simulation are as
follows: a 196-element linear array transducer with 64 channels both in transmitter and
receiver; the center frequency is 5 MHz and the sampling frequency is 100 MHz; the
transmit pulse has a Gaussian envelop with a 60% bandwidth; The transmit beam was
focused at a distance of 40 mm; and the speed of sound in tissue is assumed to be equal
to 1540 m/s; height of element is 5 mm and width is λ (0.3mm).
To simulate ultrasonic scatters in tissue, 94626 scatters (approximately 10 scatters
per resolution cell [112]) with amplitude of a Gaussian random variable were uniformly
distributed in a cuboid with the dimension 80mm * 10mm * 80mm. In the uniform
motion scenario, scatters were moving along the axial direction at the same speed.
Nevertheless, scatters were moving at a linear increasing speed along the axial direction
in the non-uniform scenario. Once we simulate the RF frame, Gaussian white noise can
be added in order to create different SNR. Figure 2.4 shows the setup of simulation in
FieldII.
Up to now, only subsample estimation, i.e., below one sample, was considered. In
order to study the performance of subsample estimators in a more general way, multiple
integer plus subsample displacement was also performed in MATLAB and FieldII. The
setup of simulation was the same except that the displacement is above subsample.
2.4 Results and Discussion
Figure 2.5 shows the bias of the proposed algorithm and other subsample estimators as a
function of the subsample displacement. The method of generating a known subsample
displacement was presented in Section 2.3. The proposed algorithm outperforms other
estimators across the entire range of subsample displacement, including the continuous
time-delay estimator in [27]. 3-point spline curve interpolation provides a competitive
estimation in certain range of subsample displacement, i.e., from 0-0.1 and from 0.65-0.8.
Other curve fitting estimators, e.g., cosine fitting, parabolic fitting, exhibit compara-
ble performance more or less. The competitive continuous time-delay estimator has a
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Figure 2.5: Bias of different delay estimators. The simulation setting is: fs = 40MHz,
f0 = 5MHz, B = 50%, W = 49 samples and SNR = 30 dB.
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Figure 2.6: Standard deviation of different delay estimators. The simulation setting is:
fs = 40MHz, f0 = 5MHz, B = 50%, W = 49 samples and SNR = 30 dB.
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Figure 2.7: Standard deviation of different delay estimators as a function of SNR. The
settings are: fs = 40MHz, f0 = 5MHz, B = 50%, W = 49 samples and the default
displacement is 0.15 sample.
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Figure 2.8: Computational cost of different delay estimators.
30
relatively large error around 0.25 and 0.75 subsample displacements. Another impor-
tant observation is that interpolation of cross correlation function is prone to a worse
estimation, since shape of cross correlation function depends on the specific band-pass
RF signals and is not necessarily a perfect parabolic function nor cosine function. In a
word, in term of bias, the zero phase crossing algorithm has the best performance.
Figure 2.6 presents the standard deviation of all subsample estimators as a func-
tion of the subsample displacement. Viola’s continuous time-delay estimator performs
superior to other estimators due to the fact that a piecewise cubic polynomial whose
derivative and second order derivative are continuous at the interpolation nodes [48]
can significantly remove the effect of noise. However, it is obtained at the expense of
computation cost as discussed later. All 3-point curve fitting algorithms of magnitude of
cross correlation perform similarly to each other. The zero phase crossing algorithm still
preserves a relatively high performance. Phase unwrapping and minimum mean square
error (MMSE) techniques can be utilized in order to incorporate multiple (N ≥ 3)
points. An interesting trend is that all estimators have a higher standard deviation
around 0.5 sample displacement, which resembles previously published results. It could
result from that cross correlation function is well-behaved with a smaller displacement.
Figure 2.7 shows the standard deviation of various subsample estimators as a func-
tion of SNR. In the range of low SNR (up to around 30 dB), the standard deviation
decreases exponentially. As SNR goes to infinity, the standard deviation approximates
an asymptotic line as predicted in Equation 1.2. Figure 2.7 also clearly shows that
the zero phase crossing algorithm and the continuous time-delay estimator are the best
choices among all subsample estimators across the whole range of SNR. This figure also
validates the Figure 2.6 which shows the standard deviation with the default SNR of 30
dB. As mentioned before, the good performance of standard deviation of the continuous
time-delay estimator (CTE) is achieved by more computational cost. These results are
all consistent with previously reported results.
In order to compare the computational cost of each estimator, a common platform is
used with a 2011a MATLAB for software simulator, Intel Core(TM) 2 Duo CPU @2.53
GHz and a 4 GB of RAM for hardware. The default settings mentioned in Section 2.3
are chosen for this simulation. Figure 2.8 depicts the total computation time of 1000
realizations of each algorithm. As shown in Figure 2.8, the computational cost of grid
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slope is roughly twice that of window-based estimator, e.g., parabolic fitting and cosine
fitting due to the fact that grid slope requires calculation of cross correlation and auto
correlation function. The continuous time-delay estimator (CTE) consumes 35% more
computation time than zero phase crossing algorithm.
In order to fully study performance of subsample estimators, the delay signal is
deformed by a deformation factor, which is swept from -5% to 5% to generate different
level deformed PSF. Figure 2.9 and Figure 2.10 show the bias and standard deviation of
ZP and CTE subsample estimators with the default subsample equal to 0.5 sample. As
seen from Figure 2.9, the ZP subsample estimator performs much better over the entire
range of deformation factor in terms of bias. The bias of CTE subsample estimator is
linear with the deformation factor while it is almost flat for zero phase crossing method.
On the other hand, from the perspective of standard deviation, ZP and CTE subsample
estimators behave almost the same except that ZP has a smaller standard deviation
with a high deformation factor. As a matter of fact, since no prior information is known
with respect of dynamics of the tissue, the ZP subsample estimator achieves notably
superior performance to the CTE subsample estimator.
Figure 2.11 shows the displacement results in FieldII using the ZP and CTE sub-
sample estimators. Figure 2.12 presents the actual motion of scatter and displacement
results of ZP and CTE subsample estimators along the middle A-line. The performance
of the two subsample estimators is fairly the same.
Figure 2.13 depicts the bias of ZP and CTE subsample estimators in MATLAB and
FieldII. Above the subsample displacement, bias of CTE method increases dramatically
while the ZP method still preserves its excellent property. It underlines the fact that
CTE method is only estimating subsample displacement. Once the displacement is
above one sample, either reference signal or delay signal has to be shifted by an integer
shift to make sure that displacement between reference and delay signals is below one
sample. The CTE method needs prior knowledge of integer shift, which have to be found
using cross-correlation, sum square difference, etc. However, the magnitude of complex
normalized cross correlation can be used to find the integer shift and the subsample shift
can be found from the phase. Therefore, the ZP subsample estimator does not need any
prior knowledge of displacement which means that it is a more robust method.
In a word, from simulation results and discussions in MATLAB and FieldII, the zero
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Figure 2.9: Bias of different delay estimators as a function of deformation factor. The
simulation setting is: fs = 40MHz, f0 = 5MHz, B = 50%, W = 49 samples and
SNR = 30 dB and the known subsample displacement is 0.5.
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Figure 2.10: Standard deviation of different delay estimators as a function of deforma-
tion factor. The simulation setting is: fs = 40MHz, f0 = 5MHz, B = 50%, W = 49
samples and SNR = 30 dB and the known subsample displacement is 0.5.
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Figure 2.11: Axial displacement of ZP and CTE subsample estimators in FieldII. Scat-
ters are moving at a linear increasing speed along the axial direction with 0 sample at
z = 20 mm and 2 samples at z = 100 mm.
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phase crossing algorithm is the best candidate for subsample estimator in terms of bias,
standard deviation and computational cost.
2.5 Experimental Evaluation
To study the application of the subsample estimators with real data, a commercial
ultrasound scanner (Sonix RP, Ultrasonix, BC, Canada) loaded with custom designed
program and a linear array probe (LA14-5/38) was used to collect RF frames of the
carotid artery in a healthy volunteer. The center frequency of the transmit pulse of the
probe is 7.5 MHz. The RF frames (50 A-lines) were collected at 325 Hz (a total of 642
frames) and then streamlined to a controller PC through Gigabit Ethernet and wall
motion was calculated oﬄine in MATLAB using the ZP and CTE subsample estimators
with a window size of 25 samples.
Figure 2.14 illustrates the B-mode image of the carotid artery. It clearly shows
demarcation of the anterior and posterior walls. Figure 2.15 and Figure 2.16 depict
the dynamic pulsation of anterior wall and posterior wall, respectively, at the middle
A-line shown in Figure 2.14. Both the ZP and CTE subsample estimators capture the
subsample motion of wall and results of the two methods match each other in a good
manner. The fine resolution (sub-sample) of movement of wall results from the capability
of the continuous estimators. Figure 2.15 and Figure 2.16 clearly show the periodic
contracting and expanding of the carotid artery. Note in Figure 2.13, simulations in
both Matlab and FieldII show that the CTE method tends to have a over-estimate with
a large displacement. We can observe similar phenomena since as time goes ZP method
is more stable with respect to a certain displacement level. Therefore, the ZP method
is a more robust way of subsample estimation.
Figure 2.17 and Figure 2.18 shows the Bmode images overlayed by the estimated
displacement fields at 0.15 sec and 0.6 sec respectively from CTE and ZP algorithms.
Extreme similarity is shown in the two representative displacement fields. As we expect
from Figure 2.15 and Figure 2.16, displacement at 0.15 sec is the opposite direction of
displacement at 0.6 sec. We can also see the clear expanding or contracting of the vessel
wall since the anterior wall and posterior wall are moving in the opposite direction.
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Figure 2.14: B-mode image of a carotid artery.
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Figure 2.15: Accumulated anterior wall motion of the carotid artery by the ZP and
CTE subsample estimators.
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Figure 2.16: Accumulated posterior wall motion of the carotid artery by the ZP and
CTE subsample estimators.
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Figure 2.17: Axial displacement field of the carotid artery at 0.15 sec from ZP (left)
and CTE (right)
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Figure 2.18: Axial displacement field of the carotid artery at 0.6 sec from ZP (left) and
CTE (right)
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2.6 Conclusions
A subsample estimator based on complex normalized cross correlation has been pre-
sented in this chapter. Mathematical proof of this method is shown and a series sim-
ulation is performed to compare the performance of this method with other common
window-based techniques and recently proposed method in [27]. The simulation results
show that under various settings, it is the most reliable algorithm in terms of bias, stan-
dard deviation and computational cost. If only the subsample shift is to be estimated,
a substantial reduction of computation cost of window-based technique, including zero
phase crossing algorithm, can be made. In addition to three points phase linearization,
phase unwrapping will be a good choice to extend this proposed method. However,
the CTE subsample estimator tends to introduce severe bias and standard deviation if
the displacement is above subsample while the ZP subsample estimator maintains its
excellent performance.
Further simulation in FieldII shows that the proposed method performs fairly the
same to the CTE subsample estimator. This method is also successfully applied in
estimating the subsample motion of a carotid artery. In addition, it has been successfully
extended to the 2D speckle tracking scheme [58]. Using a moderate small interpolation
factor, the phase-coupled 2D speckle tracking still generates a very smooth displacement
field.
Chapter 3
One Dimensional Speckle
Tracking Methods in The Lateral
Direction
3.1 Introduction
Displacement estimation in ultrasound lies in heart of several problems with significant
practical applications, e.g., blood flow estimation [73], tissue elastography, noninvasive
temperature estimation, target tracking during image-guided procedures [98], and wall
motion [89], radiation force imaging [82]. For instance, ultrasound strain imaging has
become a powerful tool for a wide range of biomedical applications, which requires
an accurate motion tracking method because strain maps (i.e., spatial derivatives of
displacements) are greatly impacted by displacement estimates [49].
In addition, with advance of the ultrasound scanner, higher and higher frame rate
has been achieved [89]. Thus a more accurate subsample estimator of frame-to-frame
is required. The typical way is to find the subsample which maximizes the correlation
function. Due to the discrete feature of signals, large interpolation factor is generally re-
quired [48]. The interpolation techniques include parabolic fitting, spline fitting, cosine
fitting, grid slope [37] and many others [33]. The grid slope technique utilizes both cross
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correlation and auto correlation. Since the shape of cross correlation function is deter-
mined by the point spread function (PSF) of the imaging system and is not necessarily
a parabolic, spline nor higher order polynomial function [49], error is introduced. [44]
gives a direct strain estimator based on spectral shift estimate. At the expense of higher
computational cost, another algorithm with both continuous representation of reference
and delay signals was used to calculate a continuous pattern matching function in [48]
Besides finding the maximum of correlation function, there exists other techniques
proposed in [27] [48] [31]. These techniques are fitting the discrete signal by a spline
function at the sacrifice of computational cost. An efficient way was shown in [110].
These methods were shown to exhibit better performance than window-based techniques
in terms of bias and standard deviation. [27] gives details of common strategies of time-
delay estimation, including curve fitting of RF echo and cross correlation function.
However, accuracy of displacement estimation in the lateral direction is primarily
limited by the sparse pitch in ultrasound. As shown in Figure 3.1, the lateral resolution
is close to the physical length of all elements divided by number of elements. Even
though advanced beamforming may improve the lateral resolution in a small region of
interest, limited improvement can be observed due to the fact that there is no carrier
frequency in lateral direction. In order to achieve a subsample estimation, interpolation
in the lateral direction is highly necessary. For instance, tissue/blood motion estimation
requires an accurate subsample estimator especially with higher and higher frame rate.
A zero phase crossing method in the lateral direction is presented based on complex
normalized cross correlation (NCC). Due to the fact that there is no analytic signal in
the lateral direction, the phase of complex cross correlation is not necessarily linear.
However, the subsample of maximum magnitude of complex correlation still lies on the
zero phase line instead of interpolating the magnitude. Therefore, subsample displace-
ment can be estimated by finding the zero phase crossing, though the phase of cross
correlation function is dependent of scattering distribution and therefore not necessarily
linear, which consequently could result in inaccurate estimation.
This chapter is organized as follows: Section 3.2 presents theory of zero phase cross-
ing algorithm. Simulation and results & discussion are included in Section 3.3 and
Section 3.4 respectively. Finally, conclusions are given in Section 3.5.
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Figure 3.1: A typical linear array transducer. Note that the resolution in the lateral
direction is defined by the physical length of the transducer divided by the number of
elements and the resolution in the lateral direction is much coarser than that in the
axial direction.
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3.2 Theory
Similar to what is presented in the axial direction, we start with a simplified mathemat-
ical model. Let sr(t) be the received signal in the lateral direction [111]. The Hilbert
transformation of br(t) is si(t),
H(sr(t)) = si(t). (3.1)
So the analytic expression of sr(t) is:
sa(t) = sr(t) + j · si(t) = e(t) · ejφ(t), (3.2)
where e(t) is the envelop and φ(t) is the phase. After delay of td, the analytic displaced
received signal, is ra(t) = sa(t− td), i.e.,
ra(t) = e(t− td) · ejφ(t−td). (3.3)
Our objective is to estimate td based on the complex NCC function. The complex
NCC between sa(t) and ra(t) is:
R(τ) =
∫∞
−∞ s
∗
a(t) · ra(t+ τ)dt√∫∞
−∞ |sa(t)|2 dt ·
∫∞
−∞ |ra(t)|2 dt
. (3.4)
By plugging Equation 3.2 and Equation 3.3 into Equation 3.4, the complex NCC will
be:
R(τ) =
∫∞
−∞ e(t)e
−jφ(t)e(t+ τ − t0)ejφ(t+τ−t0)dt√∫∞
−∞ |e(t)|2 dt ·
∫∞
−∞ |e(t+ τ − t0)|2 dt
=
∫∞
−∞ e(t)e(t+ τ − t0)ej(φ(t+τ−t0)−φ(t))dt√∫∞
−∞ |e(t)|2 dt ·
∫∞
−∞ |e(t)|2 dt
=
∫∞
−∞ e(t)e(t+ τ − t0)ej(φ(t+τ−t0)−φ(t))dt∫∞
−∞ |e(t)|2 dt
.
(3.5)
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The magnitude of complex NCC function in Equation 3.5 is:
M(τ) =
∣∣∣∫∞−∞ e(t)e(t+ τ − t0)ej(φ(t+τ−t0)−φ(t))dt∣∣∣∫∞
−∞ |e(t)|2 dt
≤
∫∞
−∞
∣∣e(t)e(t+ τ − t0)ej(φ(t+τ−t0)−φ(t))∣∣ dt∫∞
−∞ |e(t)|2 dt
=
∫∞
−∞ |e(t)e(t+ τ − t0)| dt∫∞
−∞ |e(t)|2 dt
≤ 1.
(3.6)
The “=” holds if and only if τ = t0. Therefore, the magnitude of complex normalized
cross-correlation is maximized when τ = t0, i.e.,
arg max
τ
M(τ) = t0. (3.7)
Normally, interpolation scheme and curve fitting method are based on Equation 3.7,
which shows that the displacement estimation can be found by means of locating the
subsample which corresponds to the maximum magnitude. In addition, by plugging
τ = t0 back into Equation 3.5, R(t0) = 1 and therefore
∠R(t0) = 0. (3.8)
The phase of R(τ) is not necessarily linear as shown in Equation 3.5 since there is no
analytic signal in the lateral direction. Therefore, linearity of the phase line character-
izes performance of the zero phase crossing method which uses the linear curve fitting
technique.
For example, Figure 3.2 shows the magnitude and phase of a complex NCC. Note
that the subsample which corresponds to the maximum magnitude (top) lies in the
linear phase line (bottom) and the phase corresponding to this subsample is 0. In this
specific case, phase has a good linearity.
Given the phase of discrete correlation function, P (n), and n0 corresponds to the
discrete sample, of which the magnitude of complex correlation function is maximum,
the zero phase crossing can be found using the following equation:
nzp =
−2P (n0)
P (n0 + 1)− P (n0 − 1) + n0, (3.9)
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Figure 3.2: Magnitude and phase of a complex normalized cross correlation (NCC).
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which shows that three phases (P (N0), P (N0 − 1), P (n0 + 1)) are used for the esti-
mation of zero phase crossing. In addition, before implementing Equation 3.9, phase
unwrapping should be done.
3.3 Simulation
3.3.1 Subsample Estimators
In order to simplify the comparison of performance and similarity to the previous chap-
ter, the zero phase (ZP) crossing algorithm mentioned in Section 3.2 was only compared
to the two commonly used subsample estimators:
• Parabolic fitting (PF) to NCC
• Cosine fitting (CF) to NCC
Detailed expressions of these estimators can be found in [27].
3.3.2 Simulation Method
MATLAB (MathWorks Inc., Natick, MA) was used for all the simulations. The bias and
standard deviation of the delay estimators are the most common merits of performance
and were calculated using Equation 3.11 and Equation 3.12. The default simulation
parameter settings were listed in Table 3.1. Besides the settings above, subsample
delays were varied from -0.5 to 0.5 samples in a step of 0.05 samples, so that a total of
21 different delays were evaluated for each subsample estimator.
Table 3.1: Default values used to generate psf(x)
Parameter Value
Azimuthal aperture width (D) 20 mm
Depth in tissue (xr) 50 mm
Scaling factor (A) 1
Wavelength at the system center frequency (λ) 0.308 mm
System center frequency (f0) 5.0 MHz
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A sinc-squared point spread function was chosen and given by [1]:
psf(x) = A(
sin
(
piDx
λxr
)
(
piDx
λxr
) )2 (3.10)
The flow of simulation was listed below.
1. The point spread function psf(x) in Equation 3.10 was sampled by a spatial grid
xG ranging from -2mm to 2mm at a step of
λxr
lD , where the resolution length is
λxr
D and l is the number of samples per resolution length and l is set 4 by default.
The sampled psf(x) is psfpre(n).
2. psfpre(n) was convolved with a 1000-point Gaussian random vector with mean of
0 and standard deviation of 1 to generate the pre-compressed signal.
3. The point spread function psf(x) in Equation 3.10 was sampled by a shifted spatial
grid xG +xd, where xd is the known subsample displacement. The newly sampled
psf(x) is psfpost(n).
4. psfpost(n) was convolved with the same 1000-point Gaussian random vector as
psfpre(n) was to generate the post-compressed signal.
5. The pre- and post-compressed signals were added with a Gaussian white noise to
generate echo signals with different signal-to-noise-ratios. Then various subsample
estimators were implemented to calculate the displacement between pre- and post-
compressed signals.
6. 1000 realizations were run for each algorithm. Bias and standard deviation were
computed by Equation 3.11 and Equation 3.12.
b(∆ˆ) =
1
1000
1000∑
k=1
(∆ˆ[k]−∆[k]), (3.11)
σ(∆ˆ) =
√√√√ 1
1000
1000∑
k=1
(∆ˆ[k]− 1
1000
1000∑
k=1
∆ˆ[k])2 (3.12)
where ∆ˆ[k] is the estimated time delays, and ∆[k] is the true time delays.
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3.3.3 Simulation in FieldII
To simulate ultrasonic echo data, the FieldII acoustical simulation program was used to
generate a point spread function (PSF). Parameters of the simulation are as follows: a
196-element linear array transducer with 64 channels both in transmitter and receiver;
the center frequency is 5 MHz and the sampling frequency is 40 MHz; the transmit
pulse has a Gaussian envelop with a 60% bandwidth; The transmit beam was focused
at a distance of 40 mm; and the speed of sound in tissue is assumed to be equal to 1540
m/s; height of element is 5 mm and width is λ (0.3mm).
To simulate ultrasonic scatterers in tissue, 94626 scatterers (approximately 10 scat-
terers per resolution cell) with amplitude of a Gaussian random variable were uniformly
distributed in a cuboid with the dimension of 80mm × 10mm × 40 mm. Scatterers were
moving at a linearly increasing speed from -0.5 sample/fr at the lateral location of -2mm
to 0.5 sample/fr at the lateral location of 2mm along the lateral direction. Once we
simulate the RF frame, Gaussian white noise can be added in order to create different
SNRs. Figure 3.3 shows the simulated point spread function in FieldII. Once frames
of RF images are collected, different subsample estimators are applied to calculate the
lateral displacement. Figure 3.4 depicts a representative Bmode image simulated in
FieldII with 50 dB dynamic range.
3.4 Results and Discussion
Figure 3.5 shows the bias of the proposed algorithm and other subsample estimators as
a function of the subsample displacement. The method of generating a known subsam-
ple displacement was presented in Section 3.3. The proposed algorithm outperforms
other estimators across the entire range of subsample displacement. Cosine fitting and
parabolic fitting methods exhibit comparable performance more or less. Interestingly,
the bias of the curve fitting methods still preserves the sine-shaped property, as is seen
in the axial case [27]. However, the proposed method tends to generate a linear bias
with a small magnitude.
Figure 3.6 presents the standard deviation of all subsample estimators as a function
of the subsample displacement. Similarly, parabolic fitting and cosine fitting meth-
ods perform relatively the same. Nevertheless, the proposed method exhibits superior
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Figure 3.3: Point spread function used for simulation in FieldII. The focus is set at the
depth of 40 mm.
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Figure 3.4: Bmode image of a uniform phantom simulated in FieldII with dynamic
range of 50 dB. The blue rectangle is the region of interest for displacement estimation.
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Figure 3.5: Bias of different delay estimators. The simulation setting is listed in Table
3.1.
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Figure 3.6: Standard deviation of different delay estimators. The simulation setting is
listed in Table 3.1.
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Figure 3.7: Lateral displacement estimation in FieldII. The true displacement field has
a linearly increasing displacement from -0.5 sample at -20 mm to 0.5 sample at 20 mm.
58
−20 −10 0 10 20
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Lateral (mm)
D
is
pl
ac
em
en
t (p
ixe
l)
 
 
True
Proposed method
1d cosine fit
1d parabolic fit
−20 −10 0 10 20
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Lateral (mm)
St
an
da
rd
 d
ev
ia
tio
n 
(pi
xe
l)
 
 
Proposed method
1d cosine fit
1d parabolic fit
Figure 3.8: Average lateral estimation versus true displacement in FieldII (left) and
standard deviation of three subsample estimators (right).
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performance over the entire range, especially in smaller displacements. In addition,
the standard deviation is monotonically decreasing of curve fitting methods but mono-
tonically increasing of the proposed method as a function of absolute true subsample
displacement. It might be due to facts that the proposed method is more dependent of
similarity of the pre- and post-compression signals and that smaller displacement results
in less distortion. Therefore, the zero phase crossing method is a much more promising
method of detecting small displacements, especially considering the frame rate has been
increasing to an extend that the displacement between consecutive frames is far below
one sample.
In Figure 3.7, where lateral displacement estimation within the rectangular region
in Figure 3.4 is shown, it is clear that lateral estimation field from the proposed method
is more smooth than other two methods. Statistics are shown in Figure 3.8, which
is showing the estimated lateral displacement versus the true displacement in FieldII
(left) and the standard deviation of three subsample estimators (right). The same
trend can be observed from Figure 3.5 and Figure 3.8 (left) that the proposed method
overestimates the positive displacement and underestimates the negative displacement
while the curve fitting methods do the opposite. Figure 3.8 (right) is also consistent
with the simulation result in Figure 3.6.
3.5 Conclusions
A lateral subsample estimator based on complex normalized cross correlation in ultra-
sound has been presented in this chapter. Mathematical proof of this method is shown
and simulation is performed to compare the performance of this method with two com-
mon curve fitting techniques. The simulation results show that it is the most reliable
algorithm in terms of bias and standard deviation. More sophisticated simulation in
Field II also validates the proposed method.
Generalization of 1D problem to a higher dimensionality, e.g. 2D, is straightforward.
In the 2D case, for example, the displacement estimation should be on the zero phase
line of two complex cross correlation functions, one from Hilbert transformation in the
axial direction and one from Hilbert transformation in the lateral direction. It will be
covered by the next chapter.
Chapter 4
Two Dimensional Speckle
Tracking Methods
4.1 Introduction
Displacement estimation in sequences of ultrasound echo signals is essential for a wide
range of practical applications, e.g., flow estimation [73, 96], tissue velocity estimation
[89, 99], tissue elastography [5, 44], radiation force imaging [82], target tracking during
image-guided procedures [98] and many other applications. The performance of these
applications intimately ties to the performance of the displacement estimation. For
example, a temperature map using ultrasound is the foundation of guided tissue heating
with and without control. The temperature map comes from the temporal accumulation
of a sequence of spatially derivative of displacement fields. An estimator with a high
standard deviation produces a high noisy displacement field, thus rendering a noisy
temperature map. An estimator with a high bias results in a shifted temperature level.
Therefore, an accurate displacement estimator has a significant implications in many
applications.
As introduced in chapter 2 and chapter 3, where subsample estimation was investi-
gated in the axial direction and in the lateral direction, respectively, zero phase crossing
is the most robust techniques. However, one directional motion tracking has limitations
for many applications. For example, in the blood flow or tissue motion estimation,
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motion tracking along beam direction, i.e., the axial direction results in unknown mo-
tion in the lateral direction [50]. However, the motion in the lateral direction could be
significant. In the elastography application, tracking only in the axial direction results
in loss of strain estimation in the lateral estimation. Two-dimensional temperature
estimation relies on performance of delay estimation in both the axial and lateral di-
rections [51–53]. Moreover, there are very limited research conducted in the lateral
displacement estimation compared to the axial direction.
A number of techniques have been explored for the 2D displacement estimation.
Interpolation in 1D estimation can be extended into a 2D estimation in a straightforward
manner. 2D displacement can be solved by two independently 1D estimation, i.e., the
axial shift being estimated by locating the second kernel only on the axial direction
and the lateral shift only on the lateral direction. A number of 1D pattern matching
interpolation methods such as parabolic fitting [39], spline fitting [42], grid slope [37],
cosine fitting [20], zero padding, and reconstructive methods have been introduced and
thoroughly investigated in the literature. Despite of its inherent estimation error if
the correlation function is distorted, it is widely used due to easy implementation and
low computational cost. [13] estimated the displacement by locating the maximum of
the 2D cross correlation function defined in Equation 1.3. The discretized 2D cross
correlation necessitates a subsample estimator with higher and higher frame rates. An
iterative technique of finding maximum location was proposed in the literature. The 3
by 3 centered at the integer maximum location was interpolated and iteratively use the
maximum location in the lateral direction to track the maximum location in the axial
direction or vice-versa. A demandingly high interpolation in the lateral direction has
to be used in order to have a moderately smooth displacement field because of coarse
resolution in the lateral direction. Researchers also proposed extended spline-based
algorithm, which was shown to excel in a number of 2D subsample estimators in terms
of bias and standard deviation. The analytic property and high sampling frequency in
the axial direction of the echo data has lead to efficient and robust methods [70], which
was shown to have a better performance. 2D phase-coupled estimator, based on the
gradient of the magnitude and the zero-phase crossing of the 2D complex correlation of
the analytic signals, was first introduced in [58]. This approach with a minimal lateral
interpolation achieved subsample smooth and accurate lateral displacement estimates
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highly free of quantization effects due to interpolation. Application of the new technique
to simultaneous estimation of tissue motion and flow velocity was demonstrated in [99]
and an extension of this method was shown in [113].
In this chapter, we extend our previous work in the 1D zero phase crossing algorithm
into a 2D scenario. In this method, instead of interpolating the magnitude of cross
correlation, the subsample estimation is accomplished by finding the crossing of zero
phase of complex cross correlation function. The zeros phase crossing in the axial
direction can be easily found due to the fact that the phase of complex cross correlation
function is linear. However particular attention has to be paid to the case in the lateral
direction. Even though the same idea can be applied in the lateral direction, phase of the
zero phase line is not necessarily linear. Therefore, performance in the lateral direction
is expected not as good as the case in the axial direction. The mathematical derivation
of this method is described in Section 4.2. Since the zero phase crossing can be found
analytically, this estimator is not subject to sampling quantization and therefore can
be categorized as a continuous time-delay estimator. The detailed performance of this
method compared with other estimators is presented in Section 4.4.
Experiments using Ultrasonix SonixRP ultrasound machine are used to investigate
the performance of these estimators. A linear array moving at a constant speed con-
trolled by a programmed motor is used to collect RF frames from a fabricated phantom.
This chapter is organized as follows: Section 4.2 presents theory of the zero phase
crossing algorithm. Simulation and results & discussion are included in Section 4.3
and Section 4.4 respectively. Experimental results are shown in Section 4.5. Finally,
conclusions are given in Section 4.6.
4.2 Theory
4.2.1 Two Dimensional Sub-Sample Estimator
In this section, the zero phase crossing algorithm is developed using a 2D model of the
received signal, s(x, z), from a 2-D region with spatial coordinates x and z representing
the lateral and axial directions, respectively. Assuming the 2D region has undergone a
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translation dx and dz between two imaging frames, the displaced signal will be:
r(x, z) = s(x− dx, z − dz). (4.1)
For simplicity, we use a separable model for s(x, z) [1, 50]
s(x, z) = b(x)u(z) sin(ω0z), (4.2)
where b(x) and u(z) are baseband signals in the lateral and axial directions, respecively.
Note that there is a carrier frequency (ω0) in the axial direction and no carrier frequency
in the lateral direction.
Taking Hilbert transformation in the axial direction, the analytic signals will be:
sa(x, z) = b(x)u(z)e
ω0z, (4.3)
and
ra(x, z) = b(x− dx)u(z − dz)eω0(z−dz). (4.4)
The 2d complex normalized cross-correlation between sa(x, z) and ra(x, z) is:
Ra(τ, ζ) =
∫∞
−∞
∫∞
−∞ s
∗
a(x, z)ra(x+ τ, z + ζ)dzdx√∫∞
−∞
∫∞
−∞ |sa(x, z)|2 dzdx
∫∞
−∞
∫∞
−∞ |ra(x, z)|2 dzdx
, (4.5)
where ∫ ∞
−∞
∫ ∞
−∞
|sa(x, z)|2 dzdx =
∫ ∞
−∞
∫ ∞
−∞
∣∣b(x)u(z)ejω0z∣∣2 dzdx
=
∫ ∞
−∞
∫ ∞
−∞
|b(x)u(z)|2 dzdx
=
∫ ∞
−∞
|b(x)|2 dx
∫ ∞
−∞
|u(z)|2 dz,
(4.6)
and ∫ ∞
−∞
∫ ∞
−∞
|ra(x, z)|2 dzdx =
∫ ∞
−∞
|b(x)|2 dx
∫ ∞
−∞
|u(z)|2 dz. (4.7)
In addition,∫ ∞
−∞
∫ ∞
−∞
s∗a(x, z)ra(x+ τ, z + ζ)dzdx
=
∫ ∞
−∞
∫ ∞
−∞
b(x)b(x+ τ − dx) · u(z)u(z + ζ − dz)ejω0(ζ−dz)dzdx
=
∫ ∞
−∞
b(x)b(x+ τ − dx)dx ·
∫ ∞
−∞
u(z)u(z + ζ − dz)ejω0(ζ−dz)dz.
(4.8)
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Then Ra(τ, ζ) can be rewritten as,
Ra(τ, ζ) = ca,x(τ) ∗ ca,z(ζ), (4.9)
where
ca,x(τ) =
∫∞
−∞ b(x)b(x+ τ − dx)dx∫∞
−∞ |b(x)|2 dx
, (4.10)
ca,z(ζ) =
∫∞
−∞ u(z)u(z + ζ − dz)dz∫∞
−∞ |u(z)|2 dx
· ejω0(ζ−dz). (4.11)
Note that ca,x(τ) is a real function and ca,z(ζ) is a complex function. By Cauchy-
Schwarz inequality, ca,x(τ) is maximized when τ = dx and |ca,z(ζ)| when ζ = dz.
Therefore, |Ra(τ, ζ)| is maximized when τ = dx and ζ = dz, and phase of Ra(dx, dz) is
zero. Then, 
arg max
(τ,ζ)
Ra(τ, ζ) = (dx, dz)
∠Ra(dx, dz) = 0
, (4.12)
i.e., the true displacement (dx, dz) is on the zero phase line of Ra(τ, ζ). This conclusion
is also derived in [58]
On the other hand, if taking Hilbert transformation in the lateral direction, the
analytic signals will be:
sl(x, z) = e(x)e
jΦ(x)u(z) sin(ω0z), (4.13)
and
rl(x, z) = e(x− dx)ejΦ(x−dx)u(z − dz) sin(ω0(z − dz)). (4.14)
The normalized 2d complex cross-correlation between sl(x, z) and rl(x, z) is:
Rl(τ, ζ)
=
∫∞
−∞
∫∞
−∞ s
∗
l (x, z)rl(x+ τ, z + ζ)dzdx√∫∞
−∞
∫∞
−∞ |sl(x, z)|2 dzdx
∫∞
−∞
∫∞
−∞ |rl(x, z)|2 dzdx
, (4.15)
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Figure 4.1: Phase Contours of the 2-D complex NCCs. The thin continuous line indi-
cates the NCC from the axial Hilbert transformation and the bold dashed line indicates
the NCC from the lateral Hilbert transformation.
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Figure 4.2: The 2D zero-phase crossing algorithm flow-chart. It consists of calculating
two parallel cross correlation functions and then locating intersection point of two zero
phase lines.
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where ∫ ∞
−∞
∫ ∞
−∞
|sl(x, z)|2 dzdx
=
∫ ∞
−∞
∫ ∞
−∞
∣∣∣e(x)ejΦ(x)u(z) sin(ω0z)∣∣∣2 dzdx
=
∫ ∞
−∞
∫ ∞
−∞
|e(x)|2 |u(z) sin(ω0z)|2 dzdx
=
∫ ∞
−∞
|e(x)|2 dx
∫ ∞
−∞
|u(z) sin(ω0z)|2 dz,
(4.16)
and ∫ ∞
−∞
∫ ∞
−∞
|rl(x, z)|2 dzdx =
∫ ∞
−∞
|e(x)|2 dx
∫ ∞
−∞
|u(z) sin(ω0z)|2 dz. (4.17)
∫ ∞
−∞
∫ ∞
−∞
s∗l (x, z)rl(x+ τ, z + ζ)dzdx
=
∫ ∞
−∞
∫ ∞
−∞
e(x)e−jΦ(x)u(z) sin(ω0z)e(x+ τ − dx)·
ejΦ(x+τ−dx)u(z + ζ − dz) sin(ω0(z + ζ − dz))dzdx
=
∫ ∞
−∞
e(x)e(x+ τ − dx)e−jΦ(x)ejΦ(x+τ−dx)dx·∫ ∞
−∞
u(z)u(z + ζ − dz) sin(ω0z) sin(ω0(z + ζ − dz))dz.
(4.18)
Then Rl(τ, ζ) can be rewritten as
Rl(τ, ζ) = cl,x(τ) ∗ cl,z(ζ), (4.19)
where
cl,x(τ) =
∫∞
−∞ e(x)e(x+ τ − dx)ej(Φ(x+τ−dx)−Φ(x))∫∞
−∞ |e(x)|2 dx
, (4.20)
and
cl,z(ζ) =
∫∞
−∞ u(z)u(z + ζ − dz) sin(ω0z) sin(ω0(z + ζ − dz))∫∞
−∞ |u(z) sin(ω0z)|2 dx
. (4.21)
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Note that cl,x(τ) is a complex function while cl,z(ζ) is a real function. cl,z(ζ) is maxi-
mized when ζ = dz. By Cauchy-Schwarz inequality,
|cl,x(τ)| =
∣∣∣∫∞−∞ e(x)e(x+ τ − dx)ej(Φ(x+τ−dx)−Φ(x))dx∣∣∣∫∞
−∞ |e(x)|2 dx
≤
∫∞
−∞
∣∣e(x)e(x+ τ − dx)ej(Φ(x+τ−dx)−Φ(x))∣∣ dx∫∞
−∞ |e(x)|2 dx
=
∫∞
−∞ |e(x)e(x+ τ − dx)| dx∫∞
−∞ |e(x)|2 dx
≤ 1.
(4.22)
So |cl,x(τ)| is maximized when τ = dx. Therefore, Rl(τ, ζ) is maximized when τ = dx
and ζ = dz, i.e.
arg max
(τ,ζ)
Rl(τ, ζ) = (dx, dz). (4.23)
so |cl,x(τ)| is maximized when τ = dx. Therefore, Rl(τ, ζ) is maximized when τ = dx
and ζ = dz, and phase of Rl(dx, dz) is zero. Then,
arg max
(τ,ζ)
Rl(τ, ζ) = (dx, dz)
∠Rl(dx, dz) = 0
, (4.24)
i.e., the true displacement (dx, dz) is on the zero phase line of Rl(τ, ζ).
Figure 4.2 depicts the flowchart of the proposed 2D zero-crossing method. An in-
teresting property is that the algorithm consists of calculations of two zero phase lines,
which can be simultaneously computed. So real-time implementation of this algorithm
is feasible.
Since (dx, dz) is on the zero phase lines of Ra(τ, ζ) and Rl(τ, ζ), we can estimate
(dx, dz) by using the intersection point of these two zero phase lines. For example, Fig.
?? shows phase contours of two complex NCCs, one from the axial Hilbert transforma-
tion and the other from the lateral Hilbert transformation. The intersection point of
two zero phase lines is the displacement estimate. Figure ?? depicts the flowchart of
the proposed 2D zero-crossing method. An interesting property is that the algorithm
consists of parallel calculations of two zero phase lines, which may be an advantage
when high performance parallel computing is used for real-time implementation.
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4.3 Simulation
4.3.1 Subsample Estimators
Let R(τ, ζ) be the discrete 2D pattern matching function between the windowed ref-
erence and the displaced echo signal over a predefined search region. Note we do not
take any Hilbert transformation in neither axial nor later direction. Given R(τ, ζ) the
coarse axial dz and lateral dx estimates of the motion in the axial (z) and the lateral (x)
directions are achieved by locating the maximum of the 2D discrete pattern matching
function R(τ, ζ). The estimates dx and dz are given by
(dx, dz) = arg max
(τ,ζ)
R(τ, ζ), (4.25)
which has a similar form to Equation 4.23. The difference is that R(τ, ζ) is calculated
from the original RF signals while Ra(τ, ζ) and Rl(τ, ζ) comes from the Hilbert trans-
formed signals. Although there are a lot of subsample estimators in literature discussed
in Section 4.1, the zero phase based algorithm derived in Section 4.2 was compared to
the following subsample estimators:
• Phase coupled Method [58]
• Polynomial fitting (f9) to NCC in [32]
• Parabolic fitting (PF) to NCC
4.3.2 Independent 1D Subsample Estimators
These methods are the most commonly used techniques to estimate the subsample
motion in 2D problems. For the purpose of comparison in this chapter, (i) the three
point 1D parabolic fitting where the axial and lateral sub-sample shifts are estimated
independently with a certain fitting function. The subsample estimators can be found
by using
dz = arg max
τ
fa(τ)
dx = arg max
ζ
fl(ζ)
(4.26)
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Chapter 3. Sub-sample Motion Estimation in 2D
(a) Independent 1D estimation (b) Iterative 1D approach
(c) 2D joint estimation
Figure 3.2: Diﬀerent schemes for sub-sample displacement estimation in 2D, using coeﬃ-
cients of the cross correlation function in the neighborhood of its maximum. For the ﬁrst
two techniques ((a) and (b)) only 1D interpolation is required while for the last method (c),
2D interpolation is necessary. Solid circles show the actual matching coeﬃcients and squares
show the interpolated matching coeﬃcients. Ellipses show equal value contours of underlaying
correlation function.
42
Figure 4.3: Curve fitti g methods. The top left one is 1D independent fitting method.
The top right is the iterative 1D fitting method. The bottom is the 2D polynomial
surface fitting method.
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where fa(τ) and fl(ζ) are the correlation function along axial direction and lateral
direction respectively. f can be a form of parabolic function or cosine function. Detailed
expressions and derivations can be found in 2.2.
4.3.3 2D Surface Fitting Methods
In a more general approach, a 2D function can be fitted to be a discrete matching
function in both the axial and the lateral directions. Joint estimation with subsample
accuracy can be then achieved in both directions by finding the peak of the fitted
function analytically.
Let f(x, z) be a 2D interpolation function passing through the 2D pattern matching
function at (dx, dz) and its neighbors (i.e. R(τ+ i, ζ+j) where i ∈ {0,±1,±2, ...,±Ma},
j ∈ {0,±1,±2, ...,±Ml}). The subsample motion estimates (dz, dx) are computed
jointly from the corresponding 2D interpolation function as shown in Equation 4.25.
Several 2D pattern matching function are proposed in [32] as follows.
f9(x, z) = a1 + a2x+ a3z + a4xz + a5x
2 + a6z
2 + a7xz
2
+ a8x
2z + a9x
2z2
(4.27)
f16(x, z) = a1 + a2x+ a3z + a4xz + a5x
2 + a6z
2 + a7xz
2
+ a8x
2z + a9x
2z2 + a10x
3 + a11x
3z + a12x
3z2
+ a13z
3 + a14xz
3 + a15x
2z3 + a16x
3z3
(4.28)
f25(x, z) = a1 + a2x+ a3z + a4xz + a5x
2 + a6z
2 + a7xz
2
+ a8x
2z + a9x
2z2 + a10x
3 + a11x
3z + a12x
3z2
+ a13z
3 + a14xz
3 + a15x
2z3 + a16x
3z3
+ a17x
4 + a18x
4z + a19x
4z2 + a20x
4z3
+ a21z
4 + a22xz
4 + a23x
2z4 + a24x
3z4 + a25x
4z4
(4.29)
f9(x, z), f16(x, z) and f25(x, z) exploit the same idea that fitting a discrete 2D grid
with a continuous function and then finding the peak of the fitted function. Specifically,
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coefficients ai of f9(x, z) can be solved by fitting to 3 by 3 grid around the maximum of
the discrete pattern matching function and ai of f16(x, z) and f25(x, z) has to use the 5 by
5 grid around the maximum of the discrete pattern matching function. For example, 25
equation can be derived from the 5 by 5 grid to calculate ai, i ∈ {0, 1, ..., 15} of f16(x, z).
Least-squares fitting of the data points is achieved by pseudo-inverse technique. One we
have the coefficients of fi(x, z), the location of the maximum of the fitted 2D polynomial
is found by setting ∇fi(x, z) = 0. Newton’s iterative method is used to solve ∇fi(x, z) =
0. [
x
z
]
k+1
=
[
x
z
]
k
−
[
∂f
∂x∂x
∂f
∂x∂z
∂f
∂z∂x
∂f
∂z∂z
]−1 [
∂f
∂x
∂f
∂z
]∣∣∣∣∣∣xk
yk

(4.30)
4.3.4 Simulation Method
A series of simulations were performed in MATLAB (MathWorks Inc., Natick, MA).
The bias and standard deviation of the delay estimators are the most common merits of
performance and were calculated using Equation 4.32 and Equation 4.33. The default
simulation parameter settings are listed in Table 4.1.
Besides the settings above, subsample delays were varied from -0.5 to 0.5 samples
in a step of 0.1 samples, so that a total of 11 different delays were evaluated for each
subsample estimator in each direction. Therefore 11 by 11 estimation grid can be
generated.
Table 4.1: Default values used to generate psf(x, z)
Parameter Value
Azimuthal aperture width (D) 20 mm
Depth in tissue (xr) 50 mm
Scaling factor (A) 1
Wavelength at the system center frequency (λ) 0.308 mm
System center frequency (f0) 5.0 MHz
Sampling frequency (fs) 40.0 MHz
Speed of sound (c) 1540 m/s
Pulse length (σz) 200 ns
73
Signal noise ratio 40 dB
A sinc squared-shaped point spread function was chosen and given by [1]:
psf(x, z) = A(
sin(piDxλxr )
(piDxλxr )
)2e
− z2
2σ2z sin(ω0z), (4.31)
where x and z are representing the lateral and axial direction respectively.
The flow of simulation is listed below.
1. The point spread function psf(x, z) in Equation 4.31 was sampled by a 2D spatial
grid [xG, zG] with xG ranging from -2mm to 2mm at a step of
λxr
lD and zG ranging
from −5σz to 5σz at a frequency of 40MHz, where the resolution length is λxrD ,
l is the number of samples per resolution length and l is set 4 by default. The
sampled psf(x, z) is psf(Nx, Nz).
2. psf(Nx, Nz) was convolved with a 1000 by 200 point Gaussian random matrix
with mean of 0 and standard deviation of 1 to generate the pre-compressed signal.
3. The point spread function psf(x, z) in Equation 4.31 is sampled by a shifted
spatial grid [xG+xd, zG+ zd], where (xd, zd) is the subsample displacement which
is to be estimated. The newly sampled psf(x, z) is psf ′(Nx, Nz).
4. psf ′(Nx, Nz) was convolved with the same 1000 by 200 Gaussian random matrix
to generate the post-compressed signal.
5. The pre- and post-compressed signals were added with a Gaussian white noise to
generate echo signals with different signal-to-noise-ratios (SNRs). Then various
subsample estimators were implemented to calculate the displacement between
pre- and post-compressed signals.
6. Bias and standard deviation were computed by Equation 4.32 and Equation 4.33,
b(∆ˆ) =
1
N
N∑
k=1
(∆ˆ[k]−∆[k]) (4.32)
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σ(∆ˆ) =
√√√√ 1
N
N∑
k=1
(∆ˆ[k]− 1
N
N∑
k=1
∆ˆ[k])2 (4.33)
where N is the total number of estimates, ∆ˆ[k] is the estimated time delays and ∆[k]
is the true time delays.
4.4 Simulation Results and Discussion
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Figure 4.4: Bias in the axial direction of different delay estimators as a function of sub-
sample shift on the 2D grid. A 39 by 164 estimation matrix was generated to calculate
mean and standard deviation of each estimator. The resolution in the axial and lateral
direction is 19.2µm and 192.5µm respectively.
Figure 4.4 shows the bias in the axial direction of the proposed algorithm and other
sub-sample estimators as a function of the sub-sample displacement. The method of
generating a known sub-sample displacement was presented in Section 4.3. The pro-
posed algorithm outperforms other estimators across the entire range of sub-sample
75
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
1D parabolic fit
−0.5 0 0.5
−0.5
0
0.5
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
Phase Coupled Method
−0.5 0 0.5
−0.5
0
0.5
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
f9
−0.5 0 0.5
−0.5
0
0.5
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
Proposed Method
 
 
−0.5 0 0.5
−0.5
0
0.5
Figure 4.5: Bias in the lateral direction of different delay estimators as a function of sub-
sample shift on the 2D grid. A 39 by 164 estimation matrix was generated to calculate
mean and standard deviation of each estimator. The resolution in the axial and lateral
direction is 19.2µm and 192.5µm respectively.
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Figure 4.6: Standard deviation in the axial direction of different delay estimators as
a function of sub-sample shift on the 2D grid. A 39 by 164 estimation matrix was
generated to calculate mean and standard deviation of each estimator. The resolution
in the axial and lateral direction is 19.2µm and 192.5µm respectively.
77
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
1D parabolic fit
−0.5 0 0.5
−0.5
0
0.5
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
Phase Coupled Method
−0.5 0 0.5
−0.5
0
0.5
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
f9
−0.5 0 0.5
−0.5
0
0.5
Lateral sub−sample shift
Ax
ia
l s
ub
−s
am
pl
e 
sh
ift
Proposed Method
 
 
−0.5 0 0.5
−0.5
0
0.5
Figure 4.7: Standard deviation in the lateral direction of different delay estimators as
a function of sub-sample shift on the 2D grid. A 39 by 164 estimation matrix was
generated to calculate mean and standard deviation of each estimator. The resolution
in the axial and lateral direction is 19.2µm and 192.5µm respectively.
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displacement. The phase coupled method exhibits a similar performance with the pro-
posed method in that both methods utilize the zero phase line in the axial direction.
The comparison between the parabolic fitting method and f9 method is consistent with
results in [32] that f9 method exhibits a much smaller bias magnitude than parabolic
fit method. As also shown in [32], bias in the axial direction of curving fitting methods
have a large magnitude within the region of large displacements. Therefore, in terms of
smoothness of bias field, the proposed method and the phase coupled method are the
best ones.
Figure 4.5 presents the bias in the lateral direction of all sub-sample estimators as
a function of the sub-sample displacement. Parabolic fitting and the phase coupled
methods perform relatively similiar. Nevertheless, the proposed method exhibits supe-
rior performance over the entire range. Interestingly, small lateral bias can be observed
from curving fitting methods and f9 when the magnitude of lateral motion is 0.5 sam-
ples. Lateral motion has a more impact on estimation. For instance, when magnitude
of lateral motion is about 0.3 samples, lateral bias is more or less independent of the
axial motion.
In Figure 4.6 and Figure 4.7, where standard deviation in the axial direction and in
the lateral direction are shown respectively, it is clear that lateral estimation field from
the proposed method is more smooth than any other methods. Due to the analytic
property in the axial direction, estimation in the axial direction is ubiquitously stable
and accurate shown in Figure 4.4 and Figure 4.6. As expected, not as much superior
performance is observed in the lateral direction, which results from non-analytic nature
of the signal and linearization of the zero phase line. Another phenomenon is that the
lateral standard deviation from the proposed method and the phase-coupled method is
more dependent of axial motion whereas the lateral standard deviation from any other
method is more dependent of lateral motion.
4.5 Experimental Materials and Methods
To study the application of the subsample estimators with real data, a uniform tissue-
mimicking phantom (Tissue D) was fabricated using the method in [81]. The phantom
was firmly secured in a large water container. A linear array probe (LA14-5/38) was
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moved by a programmed motor at a constant speed. A commercial ultrasound scanner
(Sonix RP, Ultrasonix, BC, Canada) loaded with custom designed program was used to
collect RF frames. The center frequency of the transmit pulse of the probe is 7.5 MHz.
The RF frames (56 A-lines) were collected at a frame rate of 82 and then streamlined to
a controller PC through Gigabit Ethernet. Four different sets were collected, one with
motor moved right by 10mm in 10sec (denoted by right10), one with motor moved left
by 10mm in 10sec (denoted by left10), one with motor moved right by 10mm in 20sec
(denoted by right20), and one with motor moved left by 10mm in 20sec (denoted by
left20).
Figure 4.8 illustrates the experimental setup of frame collection (left) and the B-
mode image (50 dB dynamic range) of the fabricated phantom (right). Note that there
is a copper wire (coordinates of 4mm in the lateral direction and 32 mm in the axial
direction) put in the phantom for motion reference. The linear array is not perfectly
aligned in parallel with the phantom in order to induce motion in both the axial and
lateral directions. Figure 4.9 shows the location of the wire at the beginning and end
of frames. The wire has a motion of 9.97mm, which is very close to the ground truth
10mm.
Table 4.2: Statistics of accumulated displacement fields
Experiment
1d parabolic fit PC method f9 Proposed method
b σ b σ b σ b σ
right10 -1.847 2.667 -4.228 2.007 -1.710 2.716 0.147 1.836
left10 -2.124 2.713 -4.588 1.854 -1.973 2.724 0.357 1.944
right20 -1.778 3.180 -4.316 2.199 -1.653 3.239 0.212 1.733
left20 -2.178 3.075 -4.703 1.929 -2.04 3.092 0.291 1.768
Figure 4.10 and Figure 4.11 show the histograms of the displacement field between
frame 400 and frame 401 in the axial and lateral directions respectively from data set of
right10. Only portion (depth between 11.6mm and 34.7mm) of the RF frames including
the copper wire is used to calculate the displacement field. There is a flag set in the
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Figure 4.8: Experiment setup (left) and one sample B-mode image with 50 dB dynamic
range (right).
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Figure 4.9: Reference motion inside the phantom.
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Figure 4.10: Histograms of the axial displacement fields between frame 400 and frame
401.
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Figure 4.11: Histograms of the lateral displacement fields between frame 400 and frame
401.
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Figure 4.12: Estimated accumulated displacement from right10. Note that the true
motion is 10mm.
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Figure 4.13: Estimated accumulated displacement from left10. Note that the true
motion is 10mm.
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Figure 4.14: Estimated accumulated displacement from right20. Note that the true
motion is 10mm.
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Figure 4.15: Estimated accumulated displacement from left20. Note that the true
motion is 10mm.
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Figure 4.16: Estimated accumulated displacement fields of dataset right10 from different
estimators. Note that the true motion is 10mm.
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Figure 4.17: Estimated accumulated displacement fields of dataset left10 from different
estimators. Note that the true motion is 10mm.
90
0
2
4
6
8
10
12
14
16
18
20
Lateral direction (mm)
Ax
ia
l d
ire
ct
io
n 
(m
m)
1d Parabolic Fit
4 6 8 10 12 14
15
20
25
30
Lateral direction (mm)
Ax
ia
l d
ire
ct
io
n 
(m
m)
Phase Coupled Method
4 6 8 10 12 14
15
20
25
30
Lateral direction (mm)
Ax
ia
l d
ire
ct
io
n 
(m
m)
f9
4 6 8 10 12 14
15
20
25
30
Lateral direction (mm)
Ax
ia
l d
ire
ct
io
n 
(m
m)
Proposed method
 
 
4 6 8 10 12 14
15
20
25
30
Figure 4.18: Estimated accumulated displacement fields of dataset right20 from different
estimators. Note that the true motion is 10mm.
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Figure 4.19: Estimated accumulated displacement fields of dataset left20 from different
estimators. Note that the true motion is 10mm.
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Figure 4.20: Mean and standard deviation from the accumulated displacement field.
From left to right, results of right10, left10, right20 and left20 are shown.
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phase coupled method which is used to indicate deformation of correlation function.
Once the deformation is below certain threshold, a zero is returned. Then there is
a certain amount of zero displacements since phase coupled method is more sensitive
to shape of correlation function. It is clear that the estimated displacement is more
concentrated from the proposed method than other three methods in both the axial
(Figure 4.10) and lateral (Figure 4.11) directions.
Figure 4.12 shows one example of accumulated displacements in the axial direction
(top) and the lateral direction (bottom) from one sample in right10. Stable motion
can be observed in the axial direction from every method and difference between each
method is small. However, constant speed motion can be barely seen except from the
proposed method. Even though the array is kept static after 11 sec, other three meth-
ods are still showing relative motion between array and phantom. Figure 4.13 shows
one representative accumulated displacements of left10. In Figure 4.5, all subsample
estimators except the zero phase crossing method has an opposite bias when estimating
positive and negative displacements. We can clear see the same trend from accumulated
lateral displacements in Figure 4.12 and Figure 4.13. For the case of accumulated axial
displacements, the difference is relatively much small, which can be due to fine resolution
in the axial direction. Figure 4.14 and Figure 4.15 show another pair of accumulated
displacement from right20 and left20.
In Figure 4.17 and Figure 4.19, estimated accumulated displacements from left10
and left20 are shown respectively. The total displacement is calculated by square root
of sum squared accumulated axial displacement and accumulated lateral displacement.
The ground truth of accumulated displacement field is a 10 mm map controlled by a
pre-programmed motor. Similar trend can be seen from both displacement fields that
estimated motion by the proposed method is more uniform and other three methods
produce high noisy estimation. Scattering environment also plays an important role as
the accumulated displacement fields from parabolic fit, phase coupled method and f9
have a similar map and results by zero phase crossing method from left10 and left20 are
also similar. Figure 4.16 and Figure 4.18 show cases of right10 and right20.
Figure 4.20 shows mean and standard deviation of the accumulated displacement
fields. Results of four data sets right10, left10, right20 and left20 are shown from left to
right. Curving fitting methods and f9 produces consistent negative bias with four data
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sets. Statistics are shown in Table 4.2. The proposed method exhibits smaller standard
deviation with right20 and left20 than right10 and left10 while other three estimators do
the opposite. It can be explained by the fact that bias and standard deviation from the
proposed method is less than that from other three methods when estimating smaller
motion. This results validates what can be seen in Figure 4.7, which shows that when
estimating small displacement (less than 0.1 sample), the zero phase crossing method
has the smallest standard deviation and other three methods have a similar magnitude.
4.6 Conclusions
A two-dimensional subsample estimator based on zero phase crossing in ultrasound
has been presented in this chapter. Mathematical proof of this method is shown and
simulation is performed to compare the performance of this method with two common
curve fitting techniques and one polynomial surface fitting technique. The simulation
results show that it is the most reliable algorithm in terms of bias, standard deviation.
The feasibility of using this method in 2D displacement estimation with sub-sample
accuracy is also validated using experimental data. Uniform motion with a known
sub-sample move provides a tool to characterize performance of different estimators.
Future work would be application of this method to strain estimation in the non-uniform
motion.
Chapter 5
Characterization of Vessel Wall
Dynamic Using Ultrasound
5.1 Introduction
We have demonstrated the use of a 2D speckle tracking algorithm to estimate axial and
lateral tissue displacements with subsample accuracy [58]. Furthermore, at moderately
high frame rates, it was shown to be capable of simultaneously tracking tissue motion
and blood flow in the carotid artery of human volunteers [99]. This capability will
allow for new noninvasive hemodynamic characterization of blood vessels. In bio-fluid
mechanics studies, measuring the details of the flow in arterial models or artificial organs
is essential to investigate various flow-induced changes and to evaluate parameters, such
as wall elasticity , steady and pulsatile flow. In addition, robust measurement of flow and
tissue motion, together with appropriate forward computational fluid dynamics model,
can be used for solving inverse problems to reconstruct the mechanical properties of
target vessel walls, a grand challenge problem.
Characterization of performance of different 2D estimators with subsample accuracy
is of great importance as displacement between frames is under sample due to higher
frame rates. A series of simulations based on MATLAB were studied to explore compar-
ison of performance of different subsample estimators in Chapter 4. Many time-domain
algorithms have been suggested and used in ultrasound echo signals., including recently
proposed method in [58], extended methods from 1D problem and polynomial function
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fitting technique in [32]. All of these methods are based on pattern matching func-
tion. 1D subsample estimator and polynomial function fitting can be found in [32] and
phase-coupled method was proposed in [58].
In this chapter, our recently proposed 2D estimators in the previous chapter is com-
pared with other conventional estimators using simulated RF data. Two common flow
profiles, i.e., parabolic flow and cosine flow, were simulated in FieldII simulation pack-
age. The 2D zero phase crossing algorithm is compared to other subsample estimators,
given the true displacement field. Besides, we present experimental validation of our
ability to track flow and wall motion in a tissue mimicking flow phantom (ATS Model
524).
5.2 Materials and Method
5.2.1 Simulation
To simulate ultrasonic echo data, the FieldII [60] acoustical simulation program was
used to generate pre- and post-shift RF frames. Parameters of the simulation are as
follows: a 196-element linear array transducer with 64 channels both in transmitter and
receiver; the center frequency was 5 MHz and the sampling frequency was 40 MHz. The
transmit beam was focused at the depth of 60 mm and dynamic receive focusing was
used. The speed of sound in tissue was assumed to be equal to 1540 m/s. The point
spread function of the linear array and the simulated B-mode image are displayed in
Figure 5.1.
Two flow patterns, parabolic and raised-cosine, were simulated in Field II. The
sampling frequency for parabolic flow simulation was chosen as 30 MHz. All scatters
were positioned randomly and had Gaussian distributed amplitudes. The amplitudes
of scatters in flow region was scaled by 20 dB below the tissue scatters. The center
of the vessel was placed at a depth of 60 mm and radius of the vessel was set to 10
mm. The parabolic and raised-cosine flow profiles were symmetric with respect to the
center of the vessel. Several frames were collected for each flow profile. The different
2D subsample estimators were used to calculate the displacement field. A minimal 3×3
median filter was applied to remove spurious vectors and therefore improves smoothness
of estimated displacement field. Figure 5.2 depicts the displacement vector of a cosine
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flow profile generated by the 2D zero phase crossing algorithm.
5.2.2 2D phase-coupled speckle tracking algorithm
The theoretical underpinning of this algorithm is that the gradient vectors of the mag-
nitude of the 2D cross correlation approach the true peak along the orthogonal to
the zero-phase contour. This was established theoretically for a 2D shift, s(x, z, t1) =
s(x − dx, z − dz, t0), by establishing a relationship between the phase and magnitude
gradients of the 2D complex correlation from the echo data at t0 and t1 [58]. Using a
sampled-data grid of the 2D cross correlation in the vicinity of the true peak, it is pos-
sible to project the magnitude gradient vectors on the zero-phase contour. Of course,
this assumes that the grid is sampled finely enough to make a valid projection. The
phase-coupled algorithm interpolates the 2D cross correlation in the lateral direction
by the smallest possible factor to make a valid projection. This was shown to allow for
submicron lateral displacement accuracy with relatively low lateral interpolation factors
(typically <16) .
Figure 5.3 illustrates this approach using actual pulse-echo data from a diagnostic
scanner. This approach achieves subsample smooth and accurate lateral displacement
estimates with minimum interpolation in the lateral direction.
The steps of the phase-coupled algorithm are listed as follows (See Figure 5.3):
Step0 The 2D complex cross correlation function is calculated by two kernel windows
from two frames after taking Hilbert transformation in the axial direction.
Step1 A fast search algorithm can be used to find the integer shift based on the coarse
grid (computed at the original axial and lateral sampling frequencies).
Step2 A 3× 3 grid centered on the coarse peak of the cross correlation is defined.
Step3 While 1 ≤ j ≤ jmax the grid is interpolated laterally by a factor of 2j . For each
interpolation factor, the gradient vectors of the magnitude are computed. The
two gradient vectors with closest to being orthogonal to the zero-phase line are
chosen and their intersection point is found. If angle between the two vectors is
greater than θmax, j ← j + 1 Repeat Step3. Otherwise, Continue
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Figure 5.1: Bmode of the flow phantom simulated in FieldII.
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Figure 5.2: Displacement vectors in the flow region of a raised-cosine profile.
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Figure 5.3: Magnitude and phase contours of the 2-D cross correlation on the laterally-
interpolated 3 × 3 grid in the vicinity of the correlation peak (between lags 13 and 15
axially and 1 and 3 laterally). The arrows represent the magnitude gradient vectors on
the interpolated grid. Lateral interpolation by a factor of 16 is used in this case (with
the interpolated grid points indicated by the arrow bases). The phase contours are
labeled with phase values in radians and appear to be almost straight with a small tilt.
The true peak is indicated by the open circle on the zero-phase line. The dash-dotted
lines are the directions of the magnitude gradient vectors closest to the peak and the
tangent and the orthogonal to the zero-phase line.
101
Step4 An orthogonal projection from the intersection point on the zero-phase line is
made.
Step5 The coordinates of the intersection point define the estimate of the shift, (dˆx, dˆz).
Stop.
Step3 provides the advantage of estimating the minimum necessary lateral interpola-
tion to obtain an accurate subsample estimate. This is a computational advantage in
addition to minimizing errors resulting from higher interpolation factors. However, the
conditional nature of this step reduces the computational advantage when high perfor-
mance computing is considered for implementation.
5.2.3 Experimental setup
A commercial ultrasound scanner (Sonix RP, Ultrasonix, BC, Canada) was used to
collect the beamformed RF data synchronized with pressure and flow sensor measure-
ments. A custom designed program in ultrasound scanner make it possible to collect a
moderately high frame rate of 448 Hz [99]. The ATS model 524 flow phantom was con-
nected with a Cole-Parmer MasterFlex roller pump which provided the pulsatile flow.
Two pressure sensors were attached to this flow phantom at the beginning and the end
while one flow sensor was placed in the middle of flow loop.
Cellulose microspheres were diluted in water to produce linear scattering from the
flow during data collection. This flow phantom was imaged with a linear array probe
(LA14-5/38). The arduino microcontroller board was utilized to synchronize the data
collection of sensors and RF frames from the linear array. The sensor data was stored
in terminal connecting arduino and MATLAB. The displacement field was then com-
puted oﬄine from RF data by the 2D zero phase crossing tracking algorithm and other
subsample estimators. Figure 5.4 shows the experimental setup (left) and Bmode of the
flow phantom (right).
5.2.4 In Vivo Experiment
The LA14-5/38 probe on the SonixRP was used to collect RF data from imaging the
right carotid artery in a healthy 26-year old volunteer. The images were collected at a
102
Lateral (mm)
Ax
ia
l (m
m)
2 4 6 8 10 12
5
10
15
20
25
30
35
Figure 5.4: Experimental setup (left) and Bmode with dynamic of 50 dB of the flow
phantom (right).
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frame rate of 325 at the expense of limiting the field of view in the lateral dimension
(approximately 15 mm or 51 A-lines per frame) [99].
5.3 Results and Discussion
5.3.1 Simulation results
Two representative displacement fields, i.e., the raised-cosine flow and parabolic flow,
are shown in Figure 5.5. Scatters in simulation is only moving in the lateral direction at a
speed as a function of depth. A kernel size of 45 samples (0.855 mm) in the axial direction
by 5 samples (1.45 mm) in the lateral direction is chosen to calculate the displacement
field. Displacement fields from parabolic fit, f9 and PC have a similar discontinuity
pattern in the flow region, which can be due to that all of them are based on magnitude
of cross correlation function. The well-behaved nature of the displacement fields is
demonstrated both in the raised-cosine and parabolic flows. Once find the integer shift,
the zero phase crossing method only uses the linearity of phase of cross correlation
function and then is not prone to any magnitude distortion. As also demonstrated
in Figure 5.5, the displacement estimation in the non-stationary region is all consistent
with the ground truth in simulation. In the case of raised-cosine flow, smooth continuity
of estimated displacement field by zero phase crossing method is clear shown over other
three estimators. Note that intersection method shown in bottom right figure is the
same algorithm used in Chapter 4.
Figure 5.6 shows the average flow from different estimators as a function of depth
from simulated RF frames. The red line is the ground truth pre-defined in FieldII. The
average flow is calculated by taking statistical mean along the lateral direction, i.e.,
taking mean of all estimation at the same depth. Average raised-cosine flow estimation
matches the ground truth in good manners, except that there is certain fluctuation
in the steady flow region. For the parabolic flow, high deviation is observed in the
boundary between flow region and stationary region. The hypothesis can be made that
the raised-cosine function is derivatively continuous at the boundary while the parabolic
function is not. One can imagine that estimators low-pass filter the pre-defined flow
function. The gap between estimation and ground truth becomes smaller as a smaller
kernel axial size is used. For example, 5.7 uses 15 samples in the axial direction. It is
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(b) The parabolic profile flow
Figure 5.5: Estimated displacement field simulated in MATLAB. The kernel size is
45 sample (0.855 mm) in the axial direction and 5 samples (1.45 mm) in the lateral
direction.
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(b) The parabolic profile flow
Figure 5.6: Average flow estimation simulated in MATLAB. The red line is the ground
truth and the kernel size is 45 sample (0.855 mm) in the axial direction and 5 samples
(1.45 mm) in the lateral direction.
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Figure 5.7: Average flow estimation of the parabolic flow simulated in MATLAB. The
red line is the ground truth and the kernel size is 15 sample (0.285 mm) in the axial
direction and 5 samples (1.45 mm) in the lateral direction.
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Figure 5.8: Standard deviation of estimation of the raised-cosine flow simulated in
MATLAB. The red line is the ground truth and the kernel size is 45 sample (0.855 mm)
in the axial direction and 5 samples (1.45 mm) in the lateral direction.
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Figure 5.9: Displacement vectors in the flow region of a parabolic profile tilted by a 15
degree angle.
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clear that the gap is smaller of 15 samples than that of kernel size in the axial direction
of 45 samples shown in the bottom of Figure 5.6. However, it cannot be assumed that
smaller kernel size gives a better estimation. Optimization of the window size is another
important topic in displacement estimation needed to be taken into account for a good
estimator [58]. A small window size is desirable if the cross correlation function is still
well-behaved.
In Figure 5.9, where the standard deviation of flow estimation is shown with the
raised-cosine flow on top and the parabolic flow on the bottom, the zero phase crossing
method outperforms other estimators in the non-stationary region. In the flow region,
it still has the smallest standard deviation for the raised-cosine flow estimation and is
comparable to other estimators for the parabolic flow. It is expected that given a better
cross correlation function, the estimation is more accurate, as clearly depicted in the
difference between stationary and non-stationary regions. Among different estimators,
the zero phase crossing method stands out as the top choice of a stable algorithm. An
interesting finding about parabolic flow estimation is that the standard deviation is the
worst around the boundary. It can be concluded that the continuous flow generally gives
rise to a good cross correlation function and thus estimators have a smaller standard
deviation.
Figure 5.9 shows the displacement field of a parabolic flow tilted by a 15 degree angle.
In this case, both lateral and axial shifts have been estimated by all estimators. The
zero phase crossing method captures the detailed displacement field. Whereas, phase-
coupled method uses a certain threshold for magnitude of cross correlation function and
simply sets zero displacements if the magnitude of cross correlation function is below
that threshold. This is why we see a sudden change of flow between stationary and
non-stationary regions.
5.3.2 Experimental results
Figure 5.10 shows the comparison of cumulative axial displacement on the wall with
pressure sensor data (top) and lateral displacement inside the channel with the flow
sensor data (bottom). Both flow sensor and lateral displacement data were filtered
using a 5-point moving average filters. Dynamic behavior of sensor data and 2D phase-
coupled speckle tracking algorithm agreed with the stimulus, i.e., roller pump. The
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Figure 1: cumulative axial displacement on the wall and pressure at inlet of phantom (left) and lateral displacement in 
the channel and flow rate (right). 
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Figure 1: cumulative axial displacement on the wall and pressure at inlet of phantom (left) and lateral displacement in 
the channel and flow rate (right). 
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Figure 5.10: Cumulative axial displacement on the wall with pressure sensor data (a)
and lateral displacement inside the channel with the flow sensor data (b).
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Figure 5.11: Analog pressure data and flow data collected from sensors with different
frame rates. (a) is 413 frames/sec and (b) is 260 frames/sec.
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Figure 5.12: Two representative flow estimation by different estimators. (a) is the lateral
displacement between frame 40 and frame 41. (b) is the lateral displacement between
frame 105 and frame 106.
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Figure 5.13: (a) is temporal averaged flow estimation for the dataset of 260 frames/sec.
(b) is the volumetric flow velocity comparison between estimation (blue) and sensor
(red).
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results were repeatable and highly correlated in the case of pressure and wall motion
data, indicating the validity of tracking the wall motion for the estimation of pressure.
Lateral displacement speckle tracking data exhibited general agreement with flow sensor
data, but some discrepancies exist. Despite these discrepancies, the general agreement
between the two waveforms is clear. Therefore, the periodic nature of phantom move-
ment is captured axially, and more importantly, laterally.
The sensor and RF frames were also collected when the roller pump was manually
switched on and off. For example, Figure 5.11 shows the analog pressure data and
flow data collected from sensors with different frame rates. Two pressure data was
collected with one (red) at the inlet and the other one (blue) at the outlet. Initially,
the steady state flow has been running for a certain period of time and then the switch
is turned off. Instantly, the switch is turned on. As shown in Figure 5.11, the pressure
recovers much faster than the flow due to the fact the flow is heavily low-pass filtered
based on the documentation of the flow sensor. Figure 5.12 shows two examples of the
lateral displacement by different estimators. The first one is the lateral displacement
field between frame 40 and frame 41. Flow inside the phantom is clearly demonstrated,
which is also shown in the second example of frame 105 and frame 106.
Figure 5.13 (a) represents the temporal average flow estimation. The periodicity of
steady-state flow is clearly captured by displacement estimators. Besides, the transi-
tionary change due to the on/off switch of roller pump is also shown in the temporal
profile. This is closely consistent with the pressure data shown in Figure 5.11. Figure
5.13 (b) represents the volumetric flow velocity by estimators and sensors. Since the
flow sensor is heavily low-pass filtered, the sensor data is not as responsive during on/off
switch of roller pump as estimation results are.
5.3.3 In Vivo results
A longitudinal view of the carotid artery was also collected by the same imaging system
and the linear array at a frame rate of 325 [99], Bmode of which is shown in 2.14. Figure
5.14 depicts the dynamic pulsation of anterior wall (top) and posterior wall (bottom).
All estimators are able to capture the subsample motion since all methods are continuous
subsample estimators. Another observation that the phase-coupled algorithms remain
more stable than other estimators because of its smaller estimation bias is consistent
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Figure 5.14: (a) is an example of accumulated axial displacement (samples) on anterior
wall. (b) is an example of accumulated axial displacement (samples) on posterior wall.
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with results of Fig. 5.6.
5.4 Conclusion
Characterization of performance of different 2D subsample estimators was shown. Phase-
coupled and the zero phase crossing methods outperform other common techniques in
terms of bias and standard deviation. Certain improvement of phase-coupled method
can be made, for example, adaptive window size and hybrid methods, based on perfor-
mance of estimators in different regions. This research also lay foundation for further
investigation into estimation of speckle motion under various imaging conditions.
We have presented experimental measurements from a tissue-mimicking flow phan-
tom using pressure and flow sensor data synchronized with wall motion and lateral
displacement estimates based on a 2D phase-coupled speckle tracking technique. The
results show that the speckle tracking method for simultaneous estimation of vessel di-
ameter and flow produces estimates that are largely in agreement with the sensor data.
The vessel wall diameter can be reliably and repeatedly measured using 2D speckle
tracking. Lateral displacements are in general agreement with the measured flow profile
using the flow sensor. These results provide validation for our in vivo results shown
in [99]. Furthermore, they set the ground work for quantitative assessment of vascular
disease based on noninvasive image-based measurements.
Chapter 6
Conclusions and Future Work
6.1 Conclusions
We proposed the use of zero phase crossing method for displacement estimation in
medical ultrasound. In Chapter 2, 3 and 4, algorithms are developed for the motion
estimation in the axial direction (1D), the lateral direction (1D), in both the axial and
lateral directions (2D), respectively. The performance of different subsample estima-
tors is investigated under various conditions using both simulation and experimental
ultrasound data frames.
Chapter 2 derives the zero phase crossing method using a 1D mathematical model
of ultrasound pulse echo signals. The proposed method is compared to other commonly
used subsample estimators, including parabolic fit, cosine fit, spline-based interpolation.
Performance criterion based on statistical mean and standard deviation shows that the
proposed method is superior to the others. A deformation factor is also incorporated
into the model and the proposed method outperforms all the other in this case as well.
In Chapter 3, the same idea from the axial direction is applied to the lateral direction
in ultrasound imaging. The fact that the displacement in the lateral direction is different
from that in the axial direction results from two things. One is that the lateral direction
has a much coarser resolution, which is limited by the spacing between the A-lines. The
other is that there is no carrier frequency in the lateral direction. A baseband RF signal
model is chosen based on these facts. It is derived that whereas the complex normalized
cross correlation (NCC) function may not have a linear phase, the maximum magnitude
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of NCC still lies on the zero phase line. A series of simulation is implemented based
on that model. Performance metric, mean and standard deviation, is demonstrated
to differentiate various subsample estimators, including zero phase crossing method,
parabolic fitting and cosine fitting methods. The simulation results in MATLAB show
that the performance of zero phase crossing outperforms over other estimators in the
whole range of subsample displacements. Simulation results in FieldII of a phantom
with a non-uniform motion in the lateral direction also present consistent performance
as shown in previous simulation results.
Based on the formulation of 1D cases in the axial direction and in the lateral direc-
tion, a 2D displacement estimator is derived. Essentially, a 2D RF signal model with a
carrier frequency in the axial direction but no carrier frequency in the lateral direction
is used to demonstrate derivations of the 2D displacement estimator. A known 2D dis-
placement grid is generated in simulation to test different subsample estimators. The
simulation results show that the proposed method outperforms other commonly used
independent 1D algorithms and joint 2D surface polynomial fitting. Moreover, A se-
quence of ultrasound images is collected from a fabricated uniform phantom controlled
by pre-programmed motor with known subsample displacement. A wire is put inside
the phantom for the purpose of a reference displacement. Four different data sets are
collected and subsample estimators are implemented and their results are compared to
the known displacement. The experimental result shows that different estimators per-
forms similarly in the axial direction but a distinct difference is observed in the lateral
direction.
Furthermore, a flow phantom is simulated in FieldII with two flow profiles, i.e.,
parabolic flow and cosine flow. Different subsample estimators including the phase
coupled method are then used to track flow motion. An experiment is set up with two
pressure sensors and one flow sensor. Data collection from sensors is synchronized with
the aid of a signal generator. The flow sensor uses a low pass filter before output so that
dynamic of flow is suppressed. Surprisingly, the dynamic flow motion is captured by
subsample estimators. Moreover, the periodicity of flow due to the roller pump is also
captured by subsample estimators and compared to the flow sensor. The LA14-5/38
probe on the SonixRP was used to collect RF data from imaging the right carotid artery
in a healthy 26-year old volunteer. The images were collected at a frame rate of 325
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at the expense of limiting the field of view in the lateral dimension (approximately 15
mm or 51 A-lines per frame) [99]. Four different subsample estimators were then run to
calcuate the accumulated temporal axial movement of the anterior and posterior walls.
The phase-coupled speckle tracking method shows superior performance over others.
6.2 Future Work
6.2.1 Figure(s) of Merit
The accuracy of subsample estimators relies on the cross correlation function. For
the 2D zero phase crossing method, linearity of zero phase lines around peak plays
an important role. For the polynomial fitting method, the shape of cross correlation
function matters. For the phase-coupled method, both the magnitude and phase of the
cross correlation function are of significance. In addition, under different applications,
scattering density and specular effect could give rise to various cross correlation function
and even worse fail certain subsample estimators. A Figure of Merit, a characteristic
of the cross correlation function [5], is a guide as to which subsample estimator gives a
better estimation for a specific application, how gracefully a subsample estimator fails,
etc. It still remained unsolved and opens numerous important research topics.
6.2.2 Three dimensional motion tracking
In the application of tissue motion, especially when there is substantial motion in the el-
evation direction (out of the plane of the axial and lateral directions), three dimensional
displacement estimator plays an important role. The idea of zero phase crossing tech-
nique can be applied to 3D subsample estimation in a straightforward manner. Once
we find three zero phase lines, two of them can determine a plane and the intersection
point of the plane and another zero phase line gives the subsample estimation. The 3D
zero phase crossing method can be compared to other 3D subsample estimators with
access to 3D frame acquisitions.
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6.2.3 Real-time implementation
As shown in Chapter 4, computation of two zero phase lines is in parallel, which makes
real-time implementation of zero phase crossing method possible by using GPU. Our
lab has already implemented real-time one dimensional zero phase crossing method
for thermal applications. GPU’s parallel computing capability could be utilized to
calculate two zero phase line simultaneously. Then a standard form of first order linear
equation needs to be solved, which is trivial and can be done in a closed form. Potential
interpolation can be made around the maximum peak of the cross correlation function
without much computational overhead.
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