Introduction
Asset pricing literature has been debating between reduced-form portfolio-based models or factor models, where marginal utility of consumption is directly measured by the returns on a few number of large portfolios, and macroeconomic models, where the focus is on understanding the marginal utility that drives asset prices.
1 In this paper, we concentrate on the former. In particular, we analyze models linking excess returns to the returns of orthogonal factor-mimicking portfolios (or simply factors).
Recent empirical evidence tends to find that not only the market but other aggregate risk factors seem to be important in describing the cross-sectional variation of average returns. Fama and French (1993, FF hereafter) introduce a three-factor model by adding a market capitalization (size) and a book-to-market (value) factor to the CAPM excess market factor return. Furthermore, Carhart (1997) proposes a four-factor model by appending the three FF factors with a momentum factor after the study by Jegadeesh and Titman (1993) on returns to momentum strategies.
These risk-return models have been extensively tested in the finance literature by the regression based "traditional method" or Beta method, in which a cross-sectional regression model is proposed for average stock returns, and the theoretical implications are tested as hypothesis on the parameters of the regression model. 2 However, it is well known that linear asset pricing models such as CAPM or FF, and many others, including nonlinear specifications, can be unified in a stochastic discount factor (SDF) framework. This involves estimating the asset pricing model using its SDF representation and, in most cases, the generalized method of moments (GMM).
The comparison of the two methods (Beta and SDF) is not an easy matter even for linear models, since the parameters of interest are different under the two setups. The
Beta method is formulated to analyze the factor risk premia, and these are the primary parameter of interest. In contrast, the SDF representation is formulated to analyze the parameters that enter into the imposed SDF. The first formal comparison between the two methods is performed by Kan and Zhou (1999) . They argue that the SDF is inferior 1 See Cochrane (2008) for a detailed and provocative discussion on these fundamental issues. 2 The classic two-step cross-sectional regression approach was introduced by Black-Jensen and Scholes (1972) and Fama and MacBeth (1973) . See Kan, Robotti and Shanken (2009) for a recent evidence.
to the traditional maximum likelihood approach, even in a simple test of the CAPM, as long as returns are identical and independent normally distributed random variables. Jagannathan and Wang (2002, JW hereafter) show, in a very influential paper, that Kan and Zhou´s conclusions are incorrect. These authors fail to explicitly incorporate the transformation between the risk premium parameters in the two methods, and they ignore the information about the mean and the variance of the factor while estimating the risk premium. Once this is done, JW (2002) analytically show that the SDF method is as asymptotically efficient as the Beta method. At the same time, their empirical exercise, based on a set of simulations under the CAPM framework, also find similar results for both methods. They assume that the returns of 10 size-sorted portfolios and the market factor are drawn from a multivariate normal distribution, considering four different time horizons. Moreover, they also demonstrate that the SDF method has the same power as the Beta method.
3 Cochrane (2005) also show that using 10 size-sorted portfolios, a given sample period and the simple CAPM case, the two methods produce basically the same standard errors, t-statistics, and 2  statistics that the pricing errors are jointly zero.
In this paper, we follow the correct JW (2002) framework for comparing the estimates and specification tests of the classical Beta and SDF methods, using historical data instead of simulations. Furthermore, and contrary to Cochrane (2005) , we test not only the single factor model but also the FF three-factor model, and an alternative specification based on the excess market return, and the value and momentum factors (the RUH model hereafter). In fact, the main contribution of this paper is the performance of a comprehensive extension of the analysis reported by Cochrane (2005) .
From our point of view this covers an important gap in the empirical asset pricing literature. A relevant added value is the high number of sample and estimation technique combinations we employ in our research. We estimate three models, thirteen test portfolios, six time periods and eight econometric techniques. This turns out to be an appropriate approach to better understand the differences between the Beta and SDF/GMM methods. On the basis of the previous papers by JW (2002) and Cochrane (2005) , it is generally accepted that the differences between the Beta and SDF/GMM methods are practically irrelevant in terms of specification tests and properties of estimators. However, we show that this is not the case, once we generalize the evidence to multifactor models. For example, when estimating risk premia, the Beta method has better properties in multifactor models across test portfolios and sample periods than the SDF/GMM method, while the main consensus is that there no differences between both methods. Moreover, our results are not driven by a simulation calibrated from a single factor structure, as in JW (2002); they are obtained from actual realizations of historical data. This allows us testing the methodologies under more complex set-ups other than varying according to a known distribution. The closest paper is probably due to Shanken and Zhou (2007) . However, once again, although the objective of the paper is similar, they report empirical results based only on simulations rather than on real data sets.
It is also the case that, in order to address the tight factor structure problem advocated by Lewellen, Nagel and Shanken (2009, LNS hereafter) , it becomes very important to extend previous papers with similar objectives by adding a large number of test assets and time periods. LNS (2009) provide an interesting empirical exercise showing how asset pricing tests are often highly misleading. They demonstrate that if the set of test assets has returns with a strong factor structure, like size or book-to-market-sorted portfolios, almost any proposed factor weakly correlated with the FF factors is likely to produce betas that line up with average returns generating a high cross-sectional R 2 .
Our paper use six families of N test portfolios: 5 and 10 formed on ME (size); 5 and 10 formed on BE/ME (value); 6, 25 and 100 formed by the intersections of ME and BE/ME (FF portfolios); 6 and 25 formed on ME and MOM (size and momentum); 5, 17
and 30 industry portfolios, and an extended test assets case in which we simultaneously combine the 25 FF portfolios and 17 industry portfolios. In this way, we can be confident that our results are not driven by the factor structure argument of LNS (2009).
We also conduct our analysis using 6 time horizons T of US tests portfolios: 60, 120, Our results provide new evidence about finite-sample setups in which SDF/GMM formulation lead to almost the same results as the Beta method and also others in which there are significant discrepancies. These differences emerge even in linear models.
Therefore, it may not be necessary to have a hard set up such as highly nonlinearity in order to anticipate differences between the two methods. In particular, our evidence reveals that SDF/GMM first-stage estimators lead to lower pricing errors than OLS, while SDF/GMM second-stage estimators display higher pricing errors than the classical Beta GLS method. Moreover, the Beta method (OLS and GLS) seem to dominate the SDF/GMM (first and second-stage) procedure in terms of estimators'
properties. This implies that the Beta method tends to find risk premia estimates closer to the observed (ex-post) risk premia. In this sense we also follow the LNS (2009) recommendation about taking seriously the economic implications of the risk premia estimators. These results are consistent across benchmark portfolios and sample periods.
This paper is organized as follows. Section 2 briefly reviews the econometrics of estimating and evaluating asset pricing models. A full description of the data employed in the paper is presented in Section 3. Section 4 discusses the empirical results and a detailed analysis of different comparisons, while Section 5 concludes.
A Brief Description of the Beta and SDF/GMM Methods
There is a large literature on econometric techniques to estimate and evaluate asset pricing models. As pointed out by Cochrane (2005) 4 We now briefly describe the beta and the SDF procedures.
The Beta Method
We want to fit the following simple regression model
where e j R is the excess return over the risk-free rate for any stock j, j  is a K-vector of sensitivities of stock j with respect to a set of aggregate risk factors,  is the vector of risk premia, j  is the pricing error, and E is the expectation operator. The idea is of course to learn why average returns vary across assets.
In this paper, this is done by running an OLS, WLS and GLS cross-sectional regressions of average returns on the betas. Since betas in (1) are estimated in a time-series regression, we correct asymptotic standard errors by applying the Shanken (1992) multiplicative correction   1 f1
, where f  is the variance-covariance matrix of the factors. We finally test whether all pricing errors are jointly zero with the asymptotic
OLS, WLS and GLS

2
 test of pricing errors.
The SDF Method
It is well known that the first order pricing equation from the intertemporal optimization of the representative agent can be written as
where t p is the price of any stock, t 1 m  is the SDF which is the intertemporal marginal rate of substitution of consumption, t 1 x  is the future payoff of the stock and is the conditional expectation operator. An asset pricing model identifies a particular SDF (a proxy for the marginal rate of substitution of aggregate consumption) that is a function of observable variables and the model parameters. The SDF method involves estimating the asset pricing model using its SDF representation and the GMM procedure.
t E
4 For a full description of the econometric techniques used in this paper, see Cochrane (2005) .
The development of the GMM by Hansen (1982) has had a major impact on empirical research in finance because it allows for conditional heteroskedasticity, serial correlation and non-normal distributions. In this section, we review the estimation and testing of linear discount factor models expressed as,
This pricing expressions lead naturally to the GMM when testing asset pricing models, where the pricing errors are precisely the moments used in the estimation.
First and Second-stage GMM Estimators
The idea is to choose b to make the pricing errors Since returns are correlated, the usual procedure chooses the variance-covariance matrix 
is the optimal weighting matrix in the sense of having the lowest asymptotic variance.
Hansen and Jagannathan (1997):
A
GMM Estimators
Another example of prespecified economically interesting weighting matrix is the second moment matrix of returns suggested by HJ (1997) . In this subsection, we will refer to S as the second moment matrix of returns. They also introduce the HansenJagannathan distance, which measure specification errors of SDF models by least 5 For notational convention, time subscripts are usually deleted.
squares distances between an SDF model and the set of admissible SDFs that can correctly price a set of test assets. Cochrane (2005) points out that when writing the model as m a b f    , it is not possible to separately identify a and b, so we choose first the easiest normalization in which a = 1. Then,
. We employ the usual notation,
, to get the second moment matrix of returns and factors. The first order condition to minimize (4) is 
Hence, the 
where
 , which now denotes the covariance matrix of returns and factors. We must bear in mind that the mean of the factor   E f is estimated in (as well as b), and the distribution theory should recognize sampling variation induced by this fact as we usually do in the cross-sectional regressions. Second-stage estimators comes from the minimization of the following expression,
which can be solved using a numeric method. 
Hansen, Heaton and Yaron (1996): (Continuous Updating) Estimators
CU
GMM
Another possibility is estimating the spectral density matrix or, in other words, use the optimal weighting matrix instead of taking the prespecified weighting matrix on the second-stage estimators, as we advocate in A GMM and . The iterated estimator using the optimal weighting matrix may present two related problems. First, if the variance-covariance matrix for the iterated estimator is poorly measured, then the estimator will put too much weight on moments that spuriously appear to be measured precisely. Moreover, the iterated estimator may place too much weight on test assets that are economically uninteresting, in the sense of being extreme short and long positions in some of the stocks.
Furthermore, the fact that the S matrix changes with the model, may improve the statistic because it blows up the estimate of S, rather than by lowering the pricing 
The estimates produced by this simultaneous search will not be numerically the same in a finite sample as the two-step or iterated estimates.
To wrap up, we have three econometric specifications in the beta method: OLS, GLS 
The Data
Three single (size, value, and industry), two double-sorted (size-value and sizemomentum), and one combined (size-value plus industry) test portfolios are taken from the data library of Kenneth French because of familiarity and availability to the general readership. 7 In sum, we take six types of N test portfolios: 5 and 10 formed on ME; 5 and 10 formed on BE/ME; 6, 25 and 100 formed by the intersections of ME and BE/ME (FF portfolios); 6 and 25 formed on ME and MOM; and 5, 17 and 30 industry portfolios. LNS (2009) Zhou (2007), and thus we are clearly able to broaden the comparisons between the two methods. Our datasets include not only low but also high dispersion of tests assets returns, this imply that methods and models will be forced to price tests assets with high variance and low factor structure.
The Empirical Results
In this section, we first compare the pricing errors and model specifications of the Beta method with respect to the SDF/GMM method across models, test assets and time periods. Then, we perform the analysis regarding the properties of estimators. As in JW (2002) and Cochrane (2005) , our results from testing and estimating the CAPM in the simple and classic set up illustrate that the differences between both methods are practically irrelevant. 9 However, the key point is that we show how the differences become significant in a more complex setup.
8 Note that the number of outcomes from the beta method is always less than from the SDF procedure. This is because we have three specifications for beta, and five for the SDF. However, most of the comparisons conducted are based on similar numbers of observations. 9 The specific results are available upon request.
A Comparison of Pricing Errors and Specification Tests.
In this subsection, we are concerned with two key issues. The first one regarding which method leads to lower pricing errors, while the second one analyzes how well that method does when testing the three models.
Which Method Leads to Lower Pricing Errors?
Let us begin analyzing which method leads to lower pricing errors by confronting first Our test results are summarized in Table 2 . Each panel represents a particular asset pricing model: CAPM (upper), FF (middle) and RUH (lower). Columns from left to right in each panel are families of N tests portfolios formed by ME, BE/ME, ME & BE/ME, Industry, and the extended set of ME & BE/ME (or FF portfolios) plus Industry respectively. It should be recalled that each column is formed by at least two different values of N and four time-lengths. Rows are the probability intervals of not rejecting the null. Therefore, a column with larger proportion of the last interval 76-100 implies that the null will not be rejected in most cases for that model and test portfolio. Table 2 shows the CAPM is rejected for all test portfolios more often than any other competing model. In particular, for the ME & BE/ME, ME & MOM, and the extended test assets, the rejection of the CAPM is absolute in the sense that all their tests have (1-p-values) between 0 and 25 percent. Our results show that when testing the CAPM with size-sorted portfolios, as in Cochrane (2005) , only in 17 percent of the cases we report high probability of not rejecting the null.
The Fama-French model is originally suggested to explain the pricing errors of the CAPM. It is therefore interesting to compare this model with the CAPM. In particular, Table 2 provides evidence favorable to multifactor models since the probability of not rejecting the null substantially improves in the FF and RUH specifications. Most notably, the number of cases in which the probability that the pricing errors are zero on the highest interval using the BE/ME portfolios goes from 17 percent for the CAPM to 67 and 75 percent for the FF and RUH models (for the industry portfolios these numbers go from 8 percent to 25 and 42 percent). As in the CAPM, the FF model is not able to price the ME & BE/ME, ME & MOM portfolios, and the expanded set of assets.
Although the pricing errors are in fact lower, they are not enough for getting at least a portion of any other interval. Only the RUH specification is capable of successfully pricing 25 percent of the cases for the FF portfolios, and also reduces to 50 percent the cases in which the model can not price these portfolios at all.
Generally speaking, this evidence suggests that multifactor models help rather than hurt for all these test portfolios' valuations. The evidence seems to be slightly better for the RUH model relative to the FF model. The RUH model performance is particular remarkable since there is no track of this specification in previous literature. The probability of not rejecting the null is higher for every test portfolio and model tested under the RUH specification. However, it fails to price the set of extended assets.
Table 2 also suggest that the specification testing results depend on the test portfolios employed. It seems that portfolios' characteristics are driving the rejection of the null hypothesis. In particular, the dispersion of average returns across portfolios seems to be positively correlated with the pricing success of any given model. Returns on portfolios formed by ME has a cross-sectional standard deviation of 12 percent, 16 percent for BE/ME and Industry portfolios, 23 percent for the extended set of assets, 27 percent for ME & BE/ME, and 45 percent for ME & MOM. The double-sorted portfolios (e.g. FF, size-momentum, and the combined set) seem to be harder to price because they have significant higher dispersion than single-sorted portfolios. Note, for example, that when testing size and momentum sorted portfolios (ME & MOM), or the extended set, we cannot reject the null in any case. Their associated pricing errors are all statistically different from zero. They are, together with the FF portfolios, the test assets with higher cross-sectional dispersion.
The industry classification is a special case because is not motivated by known patterns in historical return series. Additionally, these portfolios are independent of financial ratios such as BE/ME. Hence, it may seem surprising to observe that their results are not particularly different from the other test portfolios as long as they are single-sorted portfolios. On the other hand, one may argue that their low dispersion on average returns explain these results.
One may always think that the results reported in Table 2 are being drive by some particular characteristics of the historical data on a given time-period. Thus, we perform a robustness check by changing the perspective view over the same results. In Table 3 , we now control for the sample period T r as ather than controlling for the test portfolios N we did on Table 2 . Then, the columns in Table 3 now represent time periods (instead of portfolios), and the rest is exactly the same as in Table 2 .
This alternative representation of Table 2 allows us to analyze whether the evidence in favor of multifactor models reported before is independent of the time length. In this regard, it should be pointed out that some studies suggest that the choice of the sample period and size segment are important for judging the empirical validity of the CAPM.
11
Our evidence suggest that the choice of the sample period is not relevant for evaluating the empirical validity of the CAPM and multifactor models, at least in tests of over identifying restrictions. It is true, however, that pricing errors diminish for longer time horizons. In this sense, our results are also consistent with those on Shanken and Zhou (2007) .
A Comparison of Estimators' properties.
We now turn from tests on pricing errors to evaluate the estimators' properties.
Remember we are dealing with historical datasets. We understand that an estimator has desirable properties if it satisfies the following three conditions (1) it has low standard error, (2) it is statistically different from zero, and (3) it has low bias (measured as the percentage error) relative to the observable factor. In this subsection we follow the correct framework for comparing estimates presented on JW (2002).
We are now concerned with the following two questions: Which method leads to better estimators' properties within methods (OLS versus GLS, and first versus second-stage)?
Which method leads to better estimators' properties intra methods (OLS versus firststage, and GLS versus second-stage)? We will answer these questions by aggregating by models, test portfolios and sample periods. Then, we are actually comparing 2184 estimators with their corresponding standard errors, t-statistics and percentage bias. Our 11 See Loughrahn (1997) or Ang and Chen (2007) .
results suggest that, in general, the Beta method leads to better properties than the SDF/GMM method.
Due to the large number of lambda and b estimates, it is useful to classify their properties into three categories, in a similar way as we did before. For this purpose, we define the category A in Tables 4, 5 and 6 for those estimators who are less than 50 percent biased from the observable risk factor and are statistically different from zero.
The category B corresponds to those estimators with biases between 51 percent and 100 percent whether or not they are statistically different from zero. Finally, the category C is for estimates with 101 percent to 1000 percent biases whether or not they are statistically different from zero. Few observations with a bias even higher than 1000 percent are dropped out from the analysis; it is worthwhile to mention that 95 percent of these dropped values correspond to SDF estimators. Naturally, the category A represents the best properties. By restricting to be statistically different to zero we guarantee that the standard error is relatively small, and the bias condition assures that the estimate is reasonable as LNS (2009) emphasize. In the category B, we are not interested on the size of the standard error; the only condition is the bias interval. Thus, the unreasonable estimates will fall into this category. The category C represents obviously the worst properties because their bias is extremely high; these estimators become not only unreasonable but also unreliable. Table 4 shows that GLS leads to better properties than OLS, except for the industry portfolios in which category A goes from 48 percent in OLS to 41 percent in GLS. The rest of portfolios increase the category A between 4 to 10 percentage points. Thus, in general, GLS is actually doing its job at providing better properties by giving up some pricing errors. Furthermore, the category C is actually smaller for the GLS, strengthening the fact that GLS has better properties than OLS. This is true for all portfolios except again for the industry classification in which the category C goes from 27 percent in OLS to 32 percent in GLS. The rest show a decrease from 3 to 26 percentage points. cannot. This is consistent with the idea that GMM has difficulties in small samples. In our case this difficulty is associated with the higher dispersion in the portfolios' expected returns. In other words, GMM seems to have difficulties in pricing assets when changing from single-sorted to double-sorted portfolios (including the set of extended test assets).
Regarding the second question, the Beta method dominates SDF in terms of estimators'
properties. The category A consistently becomes larger from first-stage to OLS and from second-stage to GLS. In particular, the increases go from 11 (size-momentum portfolios) to 45 (FF portfolios) percentage points. On the other hand, there is also a substantial decrease of the category C between 10 (value portfolios) to 68 (extended test assets) percentage points; in this case the only exception is the industry portfolios which slightly increases from 31 percent (second-stage) to 32 percent (GLS). Jagannathan and Wang (2002) show that asymptotically no method dominates in terms of estimators' properties, but their findings are supported on the analysis of the single factor model under artificial data. So far however, we report evidence showing that the Beta method dominates the SDF framework. Now, we would like to split the data on Table 4 in order to analyze differences among the single and multifactor models. Once we do that, we could further compare our results with those on Jagannathan and Wang (2002) .
Our next task is therefore to compare the estimators' properties across models. Given that the Beta method dominates SDF, then, the next question is whether this evidence is consistent for each model and for all methods. For this purpose, we use an even broader set of estimators than before: we now calculate three kinds of estimators in a beta formulation: OLS, GLS and WLS; and five estimators in a SDF formulation: returns on second moments of HJ (1997); returns on covariances of Cochrane (2005) ; and the continuous updating estimate of HHY (1996) . These estimations were obtained by taking our full sample on T and N. We finally end up with about 1636 lambda and 2730
The evidence is summarized in Table 5 . Each panel represents the alternative factor models, while columns are lambda and b estimates' properties. In each column we report the frequency of each category by factor (market, size, value and momentum).
We drop some estimators with more than 1,000 percent bias from the factor mean. As before, it is worthwhile to point out that 95 percent of the 151 total dropped values correspond to the SDF. This already suggests which method is more likely to deliver an estimator with worst properties.
Let us focus on the first panel (CAPM) of Table 5 . As in Jagannathan and Wang (2002) and Cochrane (2005) , we find that the lambda and b associated with the market factor have almost identical properties in both methods, even in a more complex setup than the simple CAPM with 10 size-sorted portfolios. In particular, we find that the probability of having good properties is 83 and 75 percent for the Beta and SDF respectively. This result is remarkable because it is actually what JW (2002) show in their empirical results with simulated data, and we find very similar results using historical datasets. Now, let us analyze the lambda and b associated with the market factor in the rest of the models. We argue that we are actually assessing a gap in the previous literature by extending the current well known result in the first panel of Table 5 to the second and third panels which show the results for multifactor models. The results are stunning; the lambda from the Beta method has much better properties than the b from SDF method.
In particular, the category A is 79 percent versus 24 percent for the FF model and 81 percent versus 12 percent for the RUH. It seems clear then that we cannot say that Beta and SDF methods lead to the same estimators' properties.
In any case, why does the lambda and b estimates associated with the market factor have so similar properties in the CAPM and so different in multifactor models? One plausible answer is that b gives a multiple regression coefficient of m on the factor given the other factors; while lambda gives the single regression coefficient. In the CAPM model of course, there is no difference between single or multiple regression coefficient since there is only one factor. So, lambda and b behave in a very similar way as long as both report single regression coefficients, but things change when adding more factors.
The size factor from FF model and the momentum factor from RUH model are priced, and help pricing assets given the other factors, in a similar magnitude. That is, even though we find that Beta method lead to better estimators' properties than SDF, the difference is not as large as when comparing the market factor in the FF and RUH models. Finally, the results regarding the lambda and b associated with the value factor show similar results. The Beta method does achieve better properties than the SDF procedure. In the FF model, the category A is twice for lambda (41 percent versus 19 percent), and it is three times larger in the RUH specification (42 percent versus 12 percent).
As Amsler and Schmidt (1985) and Shanken and Zhou (2007) , we find that when T is small (say 60 or 120), these estimators can be very volatile across different test portfolios. Thus, in Table 6 we exclude time lengths equal to 60, 120 and 240. When taking away the three smaller sample periods, we are actually dropping off the estimators with higher bias and standard errors, and then our conclusions about Table 5 strengthen. The properties regarding the multifactor models get better when dropping out the smallest time-periods. The category A is now consistently larger and the category C smaller than in Table 5 .
Conclusions
Our objective is to contribute to the current knowledge about the differences between Beta and SDF methods when estimating factor pricing models. Previous papers have
shown that no differences arise in simple setups, but there is a gap of empirical evidence regarding the conditions and consequences of using more complex setups. It is also well known that GMM has difficulties in finite samples, when dealing with extreme nonlinearities; nonetheless we find that their difficulties can arise even in linear models.
We find that HJ (1997) first-stage GMM achieve lower pricing errors than OLS Beta method for all test portfolios and time-lengths. On the other hand, their specifications tests show evidence in favor of multifactor models such as RUH because the likeliness of not rejecting the null is greater than in FF and CAPM models. We also find that double-sorted portfolios are hardest to price compared with single-sorted portfolios, and this difference is correlated with the higher dispersion on the test portfolios' average returns.
Theory indicates that GLS should lead to better estimators' properties than OLS, and this should also apply to second and first-stage GMM estimators. Our results suggest that the beta method actually do better than the SDF method. Moreover, when pricing double-sorted portfolios, the properties on second-stage are actually worse than in firststage.
We are capable to reproduce JW ( We are also capable to reproduce most of the results on Shanken and Zhou (2007) , which analyze models under the Beta representation. Our contribution here is to extend the analysis to SDF methods as well.
In particular, we demonstrate that first-stage GMM estimators are in general superior than Beta estimators in order to achieve lower pricing errors. Our results confirm that multi-factor models perform best in our model comparison tests than the single-factor model. This result has been documented in similar and very recent works such as in Kan and Robotti and Shanken (2009) .
Further work may address the implications for using simulated data (e.g. from multivariate normal and t distributions). This benefits the analysis in terms of providing size and power tests, and also may go deeper into the analysis of estimators' properties. The numbers denote the frequency in which each p-value falls into each probability interval. The probability intervals are given in the first column for the three alternative panels which correspond to the CAPM, the three-factor Fama-French model, and the three-factor model with the excess marker return, the momentum factor and the value factor (RUH). High frequencies in the first interval (0-25) and low frequencies in the last interval (76-100) means that the model has a bad performance in terms of pricing errors obtained under the SDF/GMM A method. We employ four time-periods, T = 240, T = 360, T = 480, and T = 948. Size includes 5 and 10 size-sorted portfolios; Value has 5 and 10 BE/ME-sorted assets; Size and Value are the 6, 25 and 100 Fama-French portfolios; Size and Momentum includes 6 and 25 portfolios formed on ME and MOM; Industry incorporates 5, 17 and 30 industry-sorted assets, and Size, Value and Industry has the 25 Fama-French extended with 17 industry portfolios. The numbers denote the frequency in which each p-value falls into each probability interval. The probability intervals are given in the first column for the four alternative time periods (T = 240, T = 360, T = 480, T = 948) and the three panels which correspond to the CAPM, the three-factor Fama-French model, and the three-factor model with the excess marker return, the momentum factor and the value factor (RUH). High frequencies in the first interval (0-25) and low frequencies in the last interval (76-100) means that the model has a bad performance in terms of pricing errors obtained under the SDF/GMM A method. 08 The numbers denote the percentage bias of the estimators relative to the realized factor for all three models simultaneously, the CAPM, the FF-three factor model, and the three-factor model with excess market return, the momentum factor and the value factor (RUH). The biases are divided into three categories. Category A is for those estimators which are less than 50 percent biased from the realized factor, and are statistically different from zero; Category B corresponds to estimators with biases between 51 and 100 percent, and Category C for estimates with 101 to 1000 percent biases. We employ six timeperiods, T = 60, T = 120, T = 240, T = 360, T = 480, and T = 948. Size includes 5 and 10 size-sorted portfolios; Value has 5 and 10 BE/ME-sorted assets; Size and Value are the 6, 25 and 100 Fama-French portfolios; Size and Momentum includes 6 and 25 portfolios formed on ME and MOM; Industry incorporates 5, 17 and 30 industry-sorted assets, and Size, Value and Industry has the 25 Fama-French extended with 17 industry portfolios. 12 The numbers denote the percentage bias of the estimators relative to the realized factor for three models, the CAPM, the FF-three factor model, and the three-factor model with excess market return, the momentum factor and the value factor (RUH). The biases are divided into three categories. Category A is for those estimators which are less than 50 percent biased from the realized factor, and are statistically different from zero; Category B corresponds to estimators with biases between 51 and 100 percent, and Category C for estimates with 101 to 1000 percent biases. We employ six time-periods, T = 60; T = 120, T = 240, T = 360, T = 480, and T = 948, and all N portfolios: Size includes 5 and 10 size-sorted portfolios; Value has 5 and 10 BE/ME-sorted assets; Size and Value are the 6, 25 and 100 Fama-French portfolios; Size and Momentum includes 6 and 25 portfolios formed on ME and MOM; Industry incorporates 5, 17 and 30 industry-sorted assets, and Size, Value and Industry has the 25 Fama-French extended with 17 industry portfolios. The estimators are obtained using OLS, WLS, and GLS for the Beta method, and First-and Second-Stage GMM A , First-and Second-Stage GMM B , and GMM CU for the SDF/GMM method. bias of the estimators relative to the realized factor for three models, the CAPM, the FF-three factor model, and the three-factor model with excess market return, the momentum factor and the value factor (RUH). The biases are divided into three categories. Category A is for those estimators which are less than 50 percent biased from the realized factor, and are statistically different from zero; Category B corresponds to estimators with biases between 51 and 100 percent, and Category C for estimates with 101 to 1000 percent biases. We employ three time-periods, T = 360, T = 480, and T = 948, and all N portfolios: Size includes 5 and 10 size-sorted portfolios; Value has 5 and 10 BE/ME-sorted assets; Size and Value are the 6, 25 and 100 Fama-French portfolios; Size and Momentum includes 6 and 25 portfolios formed on ME and MOM; Industry incorporates 5, 17 and 30 industry-sorted assets, and Size, Value and Industry has the 25 Fama-French extended with 17 industry portfolios. The estimators are obtained using OLS, WLS, and GLS for the Beta method, and First-and Second-Stage GMM A , First-and Second-Stage GMM B , and GMM CU for the SDF/GMM method.
