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ON EXTREMAL DISTRIBUTIONS AND SHARP Lp-BOUNDS
FOR SUMS OF MULTILINEAR FORMS
BY VICTOR H. DE LA PEÑA,1 RUSTAM IBRAGIMOV
AND SHATURGUN SHARAKHMETOV
Columbia University, Yale University and Tashkent State Economics University
In this paper we present a study of the problem of approximating the
expectations of functions of statistics in independent and dependent random
variables in terms of the expectations of functions of the component random
variables. We present results providing sharp analogues of the Burkholder–
Rosenthal inequalities and related estimates for the expectations of func-
tions of sums of dependent nonnegative r.v.’s and conditionally symmetric
martingale differences with bounded conditional moments as well as for
sums of multilinear forms. Among others, we obtain the following sharp in-
equalities: E(
 n
k=1Xk)t ≤ 2max(
 n
k=1EXt
k,(
 n
k=1ak)t) for all nonneg-
ative r.v.’s X1,...,Xn with E(Xk | X1,...,Xk−1) ≤ ak, EXt
k < ∞, k =
1,...,n,1<t<2; E(
 n
k=1Xk)t ≤ Eθt(1)max(
 n
k=1bk,(
 n
k=1as
k)t/s)
for all nonnegative r.v.’s X1,...,Xn with E(Xs
k | X1,...,Xk−1) ≤ as
k,
E(Xt
k | X1,...,Xk−1) ≤ bk, k = 1,...,n,1<t<2, 0 <s≤ t −1o rt ≥ 2,
0 <s≤ 1, where θ(1) is a Poisson random variable with parameter 1. As ap-
plications, new decoupling inequalities for sums of multilinear forms are pre-
sented and sharp Khintchine–Marcinkiewicz–Zygmund inequalities for gen-
eralized moving averages are obtained. The results can also be used in the
study of a wide class of nonlinear statistics connected to problems of long-
range dependence and in an econometric setup, in particular, in stabilization
policy problems and in the study of properties of moving average and auto-
correlation processes. The results are based on the iteration of a series of key
lemmas that capture the essential extremal properties of the moments of the
statistics involved.
1. Introduction. Let {Xk} be a sequence of dependent random variables
(r.v.’s). A questionofkeyinterest is the approximationof EH(X1,...,Xn), where
H :Rn → R is a continuous function. In this paper we present a series of results
that provide sharp bounds for the above expectations for a wide class of r.v.’s
and functions H, including the cases when H(x1,...,xn) =|
 n
i=1xi|t and when
H(x1,...,xn) is of the type |
 n
i=1xi|t ln|
 n
i=1xi| (important in the study of
entropy conditions) and more general functions when the Xi’s have two bounded
conditional moments as well as the case of sums of multilinear forms.
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We begin by providing a survey of the known Burkholder–Rosenthal moment
inequalities. Let A(t) and B(t)denoteconstantsdependingon t only and let L and
Li, i = 1,2, denote absolute constants, not necessarily the same from one place to
another. Rosenthal (1970) proved the following inequalities:
E
  n  
k=1
Xk
 t
≤ A(t)max
  n  
k=1
EXt
k,
  n  
k=1
EXk
 t 
(1.1)
for all independent nonnegativer.v.’s X1,...,Xn with ﬁnite tth moment, t ≥ 1;
E
 
     
 
n  
k=1
Xk
 
     
 
t
≤ B(t)max
  n  
k=1
E|Xk|t,
  n  
k=1
EX2
k
 t/2 
(1.2)
for all independent zero-mean r.v.’s X1,...,Xn with ﬁnite tth moment, t ≥ 2.
Burkholder (1973) showed that similar inequalities hold for martingales.
Using Sazonov’s (1974) results, one can obtain (1.2) with the constant B(t)=
Lt2t2/4, while from the estimates obtained by Nagaev and Pinelis (1977) and
Pinelis (1980) it follows that one can take B(t) = Lttt. Concerning reﬁnements
and extensions of relations (1.1) and (1.2) and related inequalities, see also
Hitczenko (1990), Nagaev (1990), Wang (1991a, b), Hitczenko (1994a, b, c),
Pinelis (1994), Peshkir and Shiryaev (1995) and Nagaev (1998).
Denote by A∗(t) and B∗(t) the best constants in Rosenthal’s inequalities
for power functions (1.1) and (1.2). Johnson, Schechtman and Zinn (1985)
showed that A∗(t) and B∗(t) satisfy the inequalities Lt
1(t/lnt)t ≤ A∗(t),B∗(t) ≤
Lt
2(t/lnt)t [see also Talagrand (1989), Kwapie´ n and Szulga (1991) and Latała
(1997)]. Ibragimov and Sharakhmetov (1998) proved that A∗(t) = 2, 1<t<2,
A∗(t) = Eθt(1), t ≥ 2, and B∗(2m) = E(θ(1) − 1)2m, m ∈ N,w h e r eθ(1) is
a Poisson r.v. with parameter 1 [see also Ibragimov (1997)]. Figiel, Hitczenko,
Johnson, Schechtman and Zinn (1997) and Ibragimov and Sharakhmetov (1995,
1997) independently obtained that the best constant B∗
sym(t) in inequality (1.2) in
the case of symmetric r.v.’s is given by B∗
sym(t) = 1+E|Z|t,2<t<4, B∗
sym(t) =
E|θ1(0.5) − θ2(0.5)|t, t ≥ 4, where Z is the standard normal r.v. and θ1(0.5) and
θ2(0.5) are independent Poisson r.v.’s with parameter 0.5. In the case of even
moments, one can also derive the explicit expression for the constant B∗
sym(2m),
m ∈ N, from the results obtained by Pinelis and Utev (1984). Ibragimov and
Sharakhmetov(1995,1997)foundtheexactasymptoticsoftheconstantB∗
sym(t) as
t →∞. The proof of the expressions for B∗
sym(t) in Ibragimov and Sharakhmetov
(1997) signiﬁcantly uses ideas and results of Utev (1985), who obtained exact
upper and lower bounds for E|
 n
k=1Xk|t,w h e r eX1,...,Xn are independent
symmetric r.v.’s with ﬁnite tth moment, t ≥ 4, in terms of
 n
k=1E|Xk|t and
(
 n
k=1EX2
k)t/2. In particular, the fact that the maximum of his upper bounds is
attained in the case when
 n
k=1E|Xk|t = (
 n
k=1EX2
k)t/2 implies the expression
for B∗
sym(t) in the case t ≥ 4 [see Ibragimov and Sharakhmetov (1995, 1997)].632 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
Recently, Klass and Nowicki (1997), Ibragimov and Sharakhmetov (1998,
1999, 2000) [see also Ibragimov (1997)] and Giné, Latała and Zinn (2000)
obtained analogues of Rosenthal’s inequalities (1.1) and (1.2) for U-statistics
with nonnegative and degenerate kernels. Ibragimov and Sharakhmetov (2000)
also showed the signiﬁcance of each term in the analogues of Rosenthal’s
bounds for U-statistics of arbitrary order. Ibragimov (1997) proved that the best
constants in the analogues of those inequalities grow no slower than Lt(t/lnt)mt,
where m is the order of a U-statistic. Giné, Latała and Zinn (2000) proved
the analogues of Rosenthal’s inequalities for the tth moment of U-statistics of
order m with the constants Lt
m(t/lnt)mt,w h e r eLm is a constant depending
only on m, and obtained Bernstein-type exponential inequalities for U-statistics.
Ibragimov, Cecen and Sharakhmetov (2001) found the best constants in analogues
ofRosenthal’sineualitiesforbilinearforms in thecaseofthe ﬁxednumberofr.v.’s.
Let ( , ,P) be a probability space with a nondecreasing sequence of
σ-algebras  0 = (∅, )⊆  1···⊆ n···⊆ . Pinelis (1980) generalized the
results obtained in Nagaev and Pinelis (1977) in the case of martingales
having proved the following Burkholder–Rosenthal-type inequality for arbitrary
martingaledifference(Yn)with E|Yn|t < ∞ andE(Y2
n| n−1) ≤ b2
n ∈ Ra.s.,n ≥ 1,
t>2:
E
 
     
 
n  
k=1
Yk
 
     
 
t
≤ Lttt max
  n  
k=1
E|Yk|t,
  n  
k=1
b2
k
 t/2 
. (1.3)
Hitczenko (1990) showed that the following inequalities hold for arbitrary
( n)-adapted sequences (Xn) of nonnegative r.v.’s with EXt
n < ∞ and arbitrary
martingale differences Yn with respect to ( n) with E|Yn|t < ∞:
E
  n  
k=1
Xk
 t
≤ (Lt/lnt)t max
  n  
k=1
EXt
k,E
  n  
k=1
E(Xk/ k−1)
 t 
,t > 1,
(1.4)
E
 
     
 
n  
k=1
Yk
 
     
 
t
≤ (Lt/lnt)t max
  n  
k=1
E|Yk|t,E
  n  
k=1
E(Y2
k / k−1)
 t/2 
,t > 2
(1.5)
[see also Hitczenko (1994a, b, c) and Pinelis (1994)]. Several authors [e.g.,
McConnell and Taqqu (1986), Krakowiak and Szulga (1986), Kwapie´ na n d
Woyczynski (1992), Szulga (1998) and the references therein] have focused on
the study of properties of multilinear forms and their applications. There hasSUMS OF MULTILINEAR FORMS 633
also been increasing interest in the study of sums of multilinear forms, partly
because these types of r.v.’s represent a special but important case of inﬁnite-
degree U-statistics and are related to the study of long-range dependence [cf.
Heilig and Nolan (2001)] and moving average processes [e.g., Ho and Hsing
(1997)]. In particular, according to Ho and Hsing (1997), for a general class of
measurable functions K :R → R, stochastic Taylor expansions for functionals  N
n=1(K(
 ∞
i=1ciXn−i) − EK(
 ∞
i=1ciXn−i)) of inﬁnite moving averages in
independent r.v.’s Xi important in the study of long-range dependence have the
form of sums of multilinear forms. We stress here that the increase in technical
difﬁculty in going from problems involving multilinear forms to the case of
sums of multilinear forms is justiﬁed since, by the use of the above-cited Taylor
expansions, results for sums of multilinear forms allow one to study properties of
nonlinear statistics.
In the present paper, we determine the exact (sharp) analogues of Burkholder–
Rosenthal-type inequalities (1.4) and (1.5) for expectations of functions (general-
ized moments) of sums of dependent nonnegativer.v.’s and conditionally symmet-
ric martingaledifferenceswith boundedconditionalmomentsandforsumsofmul-
tilinear forms. The results are applied to obtain the best constants in Burkholder–
Rosenthal inequalities for those objects. The obtained exact inequalities extend
the extremal results obtained in Utev (1985), Figiel, Hitczenko, Johnson, Schecht-
man and Zinn (1997), Ibragimov (1997) and Ibragimov and Sharakhmetov (1995,
1997) and are, to our knowledge, the ﬁrst attempt to apply methods that were used
to investigate extremal problems in moment inequalities for sums of independent
r.v.’s, in the case of martingales, sums of dependent nonnegative r.v.’s and sums of
multilinear forms.
The paper is organized as follows. Section 2 contains an in-depth study of ex-
tremal problems for expectations of statistics H(X1,...,Xn),w h e r eH :Rn → R
belongs to a class of functions satisfying certain general convexity conditions and
the Xi’s are independent (dependent) r.v.’s having bounded (conditional) expecta-
tions for two different functions, that is, Ehk(Xk) ≤ hk(ak) and Efk(Xk) ≤ bk for
functions hk :R → R and fk :R → R, k = 1,...,n. Section 3 applies the results
of Section 2 to the special case of sums of r.v.’s and sums of multilinear forms. In
particular:
1. Theorems 3.1 and 3.2 and Corollaries 3.1 and 3.2 provide sharp Burkholder–
Rosenthal-type bounds for the case H(x1,...,xn) = φ(
 n
k=1xi).
2. Corollaries 3.3 and 3.4 provide new decoupling inequalities comparing the
moments of sums of dependent nonnegative r.v.’s and conditionally symmetric
martingale differences with bounded conditional moments to the moments of
sums of independent r.v.’s.
3. Theorems 3.3 and 3.4 provide the extremal distributions for the moments of
sums of multilinear forms in r.v.’s with bounded moments.
4. Theorems 3.5–3.8 provide sharp Burkholder–Rosenthal-type bounds for sums
of multilinear forms.634 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
5. Theorem 3.9 provides new decoupling inequalities for sums of multilinear
forms.
6. Theorem 3.10 provides exact Khintchine–Marcinkiewicz–Zygmund inequali-
ties for generalized moving averages.
Finally, the Appendix presents the auxiliary results on the extremal properties
of moments of sums of independent r.v.’s with ﬁxed sum of tails of distributions
used in the proofs.
2. Extrema of some linear functionals on probability distributions of
nonnegative and symmetric random variables. This section contains several
general results which will be used in Section 3. The reader is advised to ﬁrst study
the statements of the theorems in Section 3 (which are the main results of the
paper) and motivate the results of this section.
Let R+ =[ 0,∞). Denote by J the class of continuous increasing functions
f :R+ → R+, and for f ∈ J denote by Qf the class of functions h ∈ J such that
h(0) = 0, the function fh −1 is convex on R+ and the function f/h is increasing
on R+\{0}. Examples of functions f ∈ J and h ∈ Qf are given by f(x)= xt and
h(x) = xs,0<s<t.
Let H :Rn
+ → R bea continuousfunction andlet fi ∈ J,hi ∈ Qfi,i= 1,...,n.
Set Gi = fi/hi,i= 1,...,n.L e tX1,...,Xn be independent nonnegative r.v.’s
with Efi(Xi)<∞, i = 1,...,n. In what follows, write (X,n) = (X1,...,Xn).
Fix values ai,bi > 0, fi(ai) ≤bi, i = 1,...,n.S e t
Mnon
1 (n,f,b)={ (X,n):Efi(Xi) = bi,i= 1,...,n},
Mnon
2 (n,f,b)={ (X,n):Efi(Xi) ≤ bi,i= 1,...,n},
Mnon
3 (n,h,f,a,b)={ (X,n):Ehi(Xi) = hi(ai),Efi(Xi) = bi,i= 1,...,n},
Mnon
4 (n,h,f,a,b)={ (X,n):Ehi(Xi) ≤ hi(ai),Efi(Xi) ≤ bi,i= 1,...,n}.
Let Vi(hi,fi,ai,bi), i = 1,...,n, be independent r.v.’s with distributions
P
 
Vi(hi,fi,ai,bi) = G−1
i
 
bi/hi(ai)
  
=
hi(ai)
hi(G−1
i (bi/hi(ai)))
,
P
 
Vi(hi,fi,ai,bi) = 0
 
= 1−
hi(ai)
hi(G−1
i (bi/hi(ai)))
.
LEMMA 2.1. If the functions   H1k(z1,...,zk−1,v,zk+1,...,zn) = H(z1,...,
zk−1,f−1
k (v),zk+1,...,zn), k = 1,...,n, are concave in v>0 for z1,...,zk−1,
zk+1,...,zn ≥ 0, then
max
(X,n)∈Mnon
1 (n,f,b)
EH(X1,...,Xn) = H
 
f −1
1 (b1),...,f−1
n (bn)
 
. (2.1)SUMS OF MULTILINEAR FORMS 635
If, in additionto that,thefunction H :Rn
+ → R isnondecreasingineachargument,
then
max
(X,n)∈Mnon
2 (n,f,b)
EH(X1,...,Xn) = H
 
f −1
1 (b1),...,f−1
n (bn)
 
. (2.2)
PROOF.L e t Xk be a nonnegative r.v. with Efk(Xk) = bk and let z1,...,zk−1,
zk+1,...,zn ≥ 0. If the function ˜ H1k(z1,...,zk−1,v,zk+1,...,zn) is concave in
v>0, then from Jensen’s inequality it follows that
EH(z1,...,zk−1,Xk,zk+1,...,zn)
= E ˜ H1k
 
z1,...,zk−1,fk(Xk),zk+1,...,zn
 
≤ ˜ H1k(z1,...,zk−1,bk,zk+1,...,zn)
= H
 
z1,...,zk−1,f−1
k (bk),zk+1,...,zn
 
.
This implies that
EH(X1,...,Xn) ≤ EH
 
f −1
1 (b1),...,f−1
n (bn)
 
(2.3)
for all (X,n) ∈ Mnon
1 (n,f,b). Similarly, if, in addition to concavity, the function
H :Rn
+ → R is nondecreasing in each argument, then we get in a similar way that
(2.3) holds for all (X,n) ∈ Mnon
2 (n,f,b). Sharpness of bounds (2.3) follows from
the choice Xi = f −1
i (bi), i = 1,...,n. Therefore, (2.1) and (2.2) hold. 
LEMMA 2.2. If fi(0) = 0,i= 1,...,n, and the functions   H2k(z1,...,zk−1,
v,zk+1,...,zn) = (H(z1,...,zk−1,G−1
k (v),zk+1,...,zn) − H(z1,...,zk−1,0,
zk+1,...,zn))/hk(G−1
k (v)), k = 1,...,n, are concave in v>0 for z1,...,zk−1,
zk+1,...,zn ≥ 0, then
max
(X,n)∈Mnon
3 (n,h,f,a,b)
EH(X1,...,Xn)
= EH
 
V1(h1,f1,a1,b1),...,Vn(hn,fn,an,bn)
 
.
(2.4)
If, in addition to that, the functions ˜ H2k(z1,...,zk−1,v,zk+1,...,zn) are
nonnegative and nondecreasing in v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0, then
max
(X,n)∈Mnon
4 (n,h,f,a,b)
EH(X1,...,Xn)
= EH
 
V1(h1,f1,a1,b1),...,Vn(hn,fn,an,bn)
 
.
(2.5)
PROOF.L e t Xk be a nonnegative r.v. with Ehk(Xk) = hk(ak), Efk(Xk) = bk
andletz1,...,zk−1,zk+1,...,zn ≥ 0.Supposethatthefunction ˜ H2k(z1,...,zk−1,
v,zk+1,...,zn) is concave in v>0. Show that
EH(z1,...,zk−1,Xk,zk+1,...,zn)
≤EH
 
z1,...,zk−1,Vk(hk,fk,ak,bk),zk+1,...,zn
 
.
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Since the functions hk,fk and H are continuous, it sufﬁces to consider
only discrete r.v.’s Xk.L e tYk be the r.v. with distribution P(Y k = x) =
(hk(x)/hk(ak))P(Xk = x),x ≥ 0.Wehavethat
 
x P(Y k = x)= 1andEGk(Yk) =
bk/hk(ak). Moreover, since P(X k = 0) = 1 −hk(ak)E(1/hk(Yk)),w eh a v e
EH(z1,...,zk−1,Xk,zk+1,...,zn)
= H(z1,...,zk−1,0,zk+1,...,zn)
+hk(ak)E
  
H(z1,...,zk−1,Yk,zk+1,...,zn)
−H(z1,...,zk−1,0,zk+1,...,zn)
 
/hk(Yk)
 
.
(2.7)
Since the function ˜ H2k is concave in v>0, from Jensen’s inequality we get
E
  
H(z1,...,zk−1,Yk,zk+1,...,zn)
−H(z1,...,zk−1,0,zk+1,...,zn)
 
/hk(Yk)
 
= E ˜ H2k
 
z1,...,zk−1,Gk(Yk),zk+1,...,zn
 
≤ E ˜ H2k
 
z1,...,zk−1,bk/hk(ak),zk+1,...,zn
 
=
 
H
 
z1,...,zk−1,G−1
k
 
bk/hk(ak)
 
,zk+1,...,zn
 
−H(z1,...,zk−1,0,zk+1,...,zn)
 
/hk
 
G−1
k
 
bk/hk(ak)
  
.
(2.8)
Equations (2.7) and (2.8) imply (2.6). Using (2.6), we get
EH(X1,...,Xn) ≤ EH
 
V1(h1,f1,a1,b1),...,Vn(hn,fn,an,bn)
 
(2.9)
for all (X,n) ∈ Mnon
3 (h,f,a,b). Sharpness of (2.9) follows from the fact
that V1(h1,f1,a1,b1),...,Vn(hn,fn,an,bn) ∈ Mnon
3 (h,f,a,b). Therefore, (2.4)
holds.
Suppose now that the functions ˜ H2k(z1,...,zk−1,v,zk+1,...,zn) are concave
and nondecreasingin v>0f o rz1,...,zk−1,zk+1,...,zn ≥ 0 and nonnegative.To
prove (2.5), it sufﬁces to show that
EH
 
z1,...,zk−1,Vk(hk,fk,ak,bk),zk+1,...,zn
 
≤ EH
 
z1,...,zk−1,Vk(hk,fk,a 
k,b 
k),zk+1,...,zn
  (2.10)
if ak ≤ a 
k,bk <b  
k. Inequality (2.10) is equivalent to the inequality
˜ H2k(z1,...,zk−1,yk,zk+1,...,zn)rk
≤ ˜ H2k(z1,...,zk−1,y 
k,zk+1,...,zn),
(2.11)
where
rk = hk(ak)/hk(a 
k), yk = bk/hk(ak), y 
k = b 
k/hk(a 
k).SUMS OF MULTILINEAR FORMS 637
It is evident that 0 <r k ≤ 1, ykrk <y  
k, yk,y 
k > 0. Let rk < 1. Set xk =
(y 
k − ykrk)/(1 − rk). From the concavity and nonnegativity of ˜ H2k,i tf o l l o w s
that
˜ H2k(z1,...,zk−1,yk,zk+1,...,zn)rk
≤ ˜ H2k(z1,...,zk−1,yk,zk+1,...,zn)rk
+ ˜ H2k(z1,...,zk−1,xk,zk+1,...,zn)(1 −rk)
≤ ˜ H2k
 
z1,...,zk−1,ykrk +xk(1 −rk),zk+1,...,zn
 
= ˜ H2k(z1,...,zk−1,y 
k,zk+1,...,zn).
Since the functions ˜ H2k(z1,...,zk−1,v,zk+1,...,zn) are nondecreasingin v>0,
we get (2.11) for rk = 1. 
Throughout the paper, ε,ε1,...,εn denote independent symmetric Bernoulli
r.v.’s.
According to Lemmas 2.3 and 2.4, the class of functions H,fk and hk, k =
1,...,n, such that ˜ H2k, k = 1,...,n, satisfy the assumptions of Lemma 2.2, is
quite wide and includes, in particular, powers of sums of multilinear forms with
nonnegative kernels and moments of sums of symmetrized multilinear forms.
LEMMA 2.3. Let ci1,...,il ≥ 0, 1 ≤ i1 < ··· <i l ≤ n, l = 0,...,m. If
H(x1,...,xn) = (
 m
l=0
 
1≤i1<···<il≤nci1,...,ilxi1 ···xil)t, fk(x) = xt, hk(x) = xsk,
1 <t<2, 0 <s k ≤ t − 1 or t ≥ 2, 0 <s k ≤ 1, k = 1,...,n, then the functions
  H2k(z1,...,zk−1,v,zk+1,...,zn), k = 1,...,n, deﬁned in Lemma 2.2, are non-
negative, concave and nondecreasing in v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0.
If H(x1,...,xn) =− (
 m
l=0
 
1≤i1<···<il≤nci1,...,ilxi1 ···xil)t, fk(x) = xt,
hk(x) = xsk,1<t<2, 1 ≤ sk <tor t ≥ 2, t − 1 ≤ sk <t, k = 1,...,n, then
the functions   H2k are concave in v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0.
PROOF. It sufﬁces to show that the function g(v) = v−s/(t−s)((v1/(t−s) +
z)t −zt) isnondecreasingandconcaveinv>0f orz>0i f1<t<2,0<s≤ t−1
ort ≥ 2,0<s≤ 1,andisconvexinv>0f orz>0i f1<t<2,1≤ s<tort ≥2,
t −1 ≤ s<t. It is easy to see that d2g(v)/dv2 = (t/(t −s)2)v−s/(t−s)−2zt(s((1+
u)t−1 −1)−(t −1)u(1+u)t−2),w h e r eu = v1/(t−s)/z.S i n c e
1 ≤ (1+u)2−t ≤1 +(2−t)u (2.12)
for 1 <t<2, u>0, and
1 +(2−t)u≤ (1 +u)2−t ≤ 1 (2.13)
for t ≥ 2, u>0, we have that (t − 1)((1 + u)t−1 − 1) ≤ (t − 1)u(1 + u)t−2 ≤
(1 + u)t−1 − 1f o r1<t<2, u>0, and (1 + u)t−1 − 1 ≤ (t − 1)u(1 + u)t−2 ≤638 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
(t − 1)((1+ u)t−1 − 1) for t ≥ 2, u>0. Therefore, d2g(v)/dv2 ≤ 0i f1<t<2,
0 <s≤ t − 1o rt ≥ 2, 0 <s≤ 1, and d2g(v)/dv2 ≥ 0i f1<t<2, 1 ≤ s<t
or t ≥ 2, t − 1 ≤ s<t . The fact that g(v) is nondecreasing in v>0f o rz>0
if 1 <t<2, 0 <s≤ t − 1o rt ≥ 2, 0 <s≤ 1 follows from the concavity
of g(v) and the evident relation limv→+∞g(v) =+ ∞ . Indeed, suppose that the
function g(v) is not nondecreasing, that is, there exist numbers v1 <v 2 such that
g(v1)>g( v 2). Since limv→+∞g(v)=+ ∞ , one can ﬁnd a number v3 >v 2 such
that g(v3)>g( v 2). This implies that
v3 −v2
v3 −v1
g(v1)+
v2 −v1
v3 −v1
g(v3)>
v3 −v2
v3 −v1
g(v2)+
v2 −v1
v3 −v1
g(v2)
= g(v2) = g
 v3 −v2
v3 −v1
v1 +
v2 −v1
v3 −v1
v3
 
,
which contradicts the fact that g(v) is concave. 
LEMMA 2.4. Let ci1,...,il ∈ R, 1 ≤ i1 < ··· <i l ≤ n, l = 0,...,m. If
H(x1,...,xn) = E|
 m
l=0
 
1≤i1<···<il≤nci1,...,ilxi1εi1 ···xilεil|t, fk(x) = xt,
hk(x) = xsk,2<t<4, 0<s k ≤ t −2 or t ≥ 4, 0<s k ≤ 2, k = 1,...,n, then the
functions   H2k(z1,...,zk−1,v,zk+1,...,zn), k = 1,...,n, deﬁned in Lemma 2.2,
are nonnegative, concave and nondecreasing in v>0 for z1,...,zk−1,zk+1,...,
zn ≥ 0. If H(x1,...,xn) =− E|
 m
l=0
 
1≤i1<···<il≤nci1,...,ilxi1εi1 ···xilεil|t,
fk(x) = xt, hk(x) = xsk,3≤ t<4, 2 ≤ sk <t or t ≥ 4, t − 2 ≤ sk <t, k =
1,...,n, then the functions   H2k are concave in v>0 for z1,...,zk−1,zk+1,...,
zn ≥ 0.
PROOF. To provethe concavityproperties,it sufﬁcesto showthat the function
g(v) = v−s/(t−s)(E|v1/(t−s)ε + z|t − zt) is nondecreasing and concave in v>0
for z>0i f2<t<4, 0 <s k ≤ t − 2o rt ≥ 4, 0 <s k ≤ 2, and convex in v>0
for z>0i f3≤ t<4, 2 ≤ sk <tor t ≥ 4,t− 2 ≤ sk <t.It is not difﬁcult to
checkthat d2g(v)/dv2 = (t/(t −s)2)v−s/(t−s)−2zt(s(E|1+uε|t−2(1+uε)−1)−
(t − 1)uE|1 + uε|t−2ε), where, as in the proof of Lemma 2.3, u = v1/(t−s)/z.
Since [see the proof of Lemmas 1 and 3 in Ibragimov and Sharakhmetov (1997)]
g1(t,u) = (t −2)E|1+uε|t−2 −uE|1+uε|t−2ε −(t −2)≤ 0 (2.14)
for t ∈ (2,4),u > 0a n d
g2(t,u) = (t −3)E|1+uε|t−2(1+uε)−(t −1)E|1+uε|t−2 +2 ≤ 0 (2.15)
for t ∈[ 3,4),u > 0, we have that (t − 1)uE|1 + uε|t−2ε ≥ (t − 2)(E|1 +
uε|t−2(1 + uε) − 1) for t ∈ (2,4),u > 0, and (t − 1)uE|1 + uε|t−2ε ≤
2(E|1 + uε|t−2(1 + uε) − 1) for t ∈[ 3,4),u > 0, that is, d2g(v)/dv2 ≤ 0i f
2 <t<4, 0 <s≤ t − 2, and d2g(v)/dv2 ≥ 0i f3≤ t<4, 2 ≤ s<t .From
the proof of Lemmas 3.2 and 3.3 in Utev (1985), it follows that
g1(t,u) ≥ 0,g 2(t,u) ≥ 0 (2.16)SUMS OF MULTILINEAR FORMS 639
for t ≥ 4,u>0. This implies that d2g(v)/dv2 ≤ 0i ft ≥ 4, 0 <s≤ 2, and
d2g(v)/dv2 ≥ 0i ft ≥ 4,t− 2 ≤ s<t .The fact that the function g(v) is
nondecreasing in v>0f o r2<t<4, 0 <s≤ t − 2a n dt ≥ 4, 0 <s≤ 2 follows
from the relation limv→+∞g(v)=+ ∞and the concavity of g(v). 
LEMMA 2.5. Let l ≥ 1,Hj :Rn
+ → R,j= 1,...,l,be continuous functions,
limu→+∞G−1
k (u) = vk (vk can be inﬁnite), k = 1,...,n,and let limv→vk Hj(z1,
...,zk−1,v,zk+1,...,zn)/fk(v) = c
j
k ∈ R,j= 1,...,l,k = 1,...,n, for all
z1,...,zk−1,zk+1,...,zn ≥ 0. If the functions
  H
j
3k(z1,...,zk−1,v,zk+1,...,zn)
= Hj 
z1,...,zk−1,h−1
k (v),zk+1,...,zn
 
−c
j
kfk
 
h−1
k (v)
 
,
j = 1,...,l, k = 1,...,n,areconcavein v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0,
then
sup
(X,n)∈Mnon
3 (n,h,f,a,b)
E
  l  
j=1
Hj(X1,...,Xn)
 
=
l  
j=1
n  
i=1
c
j
i
 
bi −fi(ai)
 
+
l  
j=1
Hj(a1,...,an).
(2.17)
If, in addition to that, c
j
k ≥ 0,j= 1,...,l, k= 1,...,n,and the functions   H
j
3k
are nondecreasingin v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0,k= 1,...,n,then
sup
(X,n)∈Mnon
4 (n,h,f,a,b)
E
  l  
j=1
Hj(X1,...,Xn)
 
=
l  
j=1
n  
i=1
c
j
i
 
bi −fi(ai)
 
+
l  
j=1
Hj(a1,...,an).
(2.18)
PROOF. Suppose that the functions   H
j
3k(z1,...,zk−1,v,zk+1,...,zn) are
concave in v>0f o rz1,...,zk−1,zk+1,...,zn ≥ 0. Then we have that, if Xk ≥ 0,
Ehk(Xk) = hk(ak), Efk(Xk) = bk, then, by Lemma 2.1, E(
 l
j=1Hj(z1,...,
zk−1,Xk,z k+1,...,zn) − c
j
kfk(Xk)) ≤
 l
j=1(Hj(z1,...,zk−1,ak,zk+1,
...,zn) − c
j
kfk(ak)) for z1,...,zk−1,zk+1,...,zn ≥ 0. This implies that
E
 l
j=1Hj(z1,...,zk−1,Xk,zk+1,...,zn) ≤
 l
j=1c
j
k(bk − fk(ak)) +
 l
j=1Hj(z1,...,zk−1,ak,zk+1,...,zn) for all z1,...,zk−1,zk+1,...,zn ≥ 0,
k = 1,...,n.Using induction, we get, therefore, that
E
l  
j=1
Hj(X1,...,Xn) ≤
l  
j=1
n  
i=1
c
j
i
 
bi −fi(ai)
 
+
l  
j=1
Hj(a1,...,an) (2.19)640 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
for all (X,n) ∈ Mnon
3 (n,h,f,a,b). Similarly, if the functions   H
j
3k are con-
cave and nondecreasing in v>0f o rz1,...,zk−1,zk+1,...,zn ≥ 0, and c
j
k ≥ 0,
k = 1,...,n, then (2.19) holds for all (X,n) ∈ Mnon
4 (n,h,f,a,b). To ﬁn-
ish the proof of (2.17) and (2.18), it sufﬁces to bring an example of a se-
quence of r.v.’s Xkm ≥ 0 with Ehk(Xkm) = hk(ak), Efk(Xkm) = bk, such that
EHj(z1,...,zk−1,Xkm,zk+1,...,zn) → c
j
k(bk −fk(ak))+Hj(z1,...,zk−1,ak,
zk+1,...,zn) asm →∞forallj = 1,...,landallz1,...,zk−1,zk+1,...,zn ≥ 0.
If fk(ak) = bk, then it sufﬁces to take Xkm = ak. Let fk(ak)<b k. Set δm = 1
m,
P(X km = ak) = 1−δm,P( X km = bkm) = δ∗
m,P( X km = 0) = δm −δ∗
m, where
δ∗
m =
hk(ak)δm
hk(bkm)
,b km = G−1
k
 bk −fk(ak)(1 −δm)
hk(ak)δm
 
.
It is not difﬁcult to see that bkm ≥ ak, 0 ≤ δ∗
m ≤ δm,δ m → 0,b km → vk,
fk(bkm)δ∗
m = Gk(bkm)hk(ak)δm = bk−fk(ak)(1−δm) → bk−fk(ak) as m →∞ .
We have that, for all j = 1,...,l,
EHj(z1,...,zk−1,Xkm,zk+1,...,zn)
= Hj(z1,...,zk−1,ak,zk+1,...,zn)(1−δm)
+Hj(z1,...,zk−1,0,zk+1,...,zn)(δm −δ∗
m)
+
 
Hj(z1,...,zk−1,bkm,zk+1,...,zn)−c
j
kfk(bkm)
 
δ∗
m
+c
j
kfk(bkm)δ∗
m.
(2.20)
Since (Hj(z1,...,zk−1,bkm,zk+1,...,zn) − c
j
kfk(bkm))δ∗
m = (Hj(z1,...,zk−1,
bkm,zk+1,...,zn)/fk(bkm) − c
j
k)fk(bkm)δ∗
m → 0a sm →∞ , from (2.20) we get
thatEHj(z1,...,zk−1,Xkm,zk+1,...,zn) → c
j
k(bk−fk(ak))+Hj(z1,...,zk−1,
ak,zk+1,...,zn) as m →∞for all j = 1,...,l and all z1,...,zk−1,zk+1,...,
zn ≥ 0. 
REMARK 2.1. The essence of Lemma 2.5 and its proof is that the ex-
trema of the expectations of the statistics Hj(X1,...,Xn) over the classes
Mnon
3 (n,h,f,a,b)and Mnon
4 (n,h,f,a,b)are attained simultaneously and the se-
quence of the extremal random vectors is the same for all those statistics. For ex-
ample, by Lemmas 2.5 and 2.6, if a,b>0,a t ≤ b, z1i,z2i ≥ 0,i= 1,...,l,1 <
t<2, 1 ≤ s<tor t ≥ 2,t−1 ≤ s<t,then the supremaof E(
 l
i=l(z1iX+z2i)t)
over all nonnegative r.v.’s X with EXs = as,E X t = b and over all nonnegative
r.v.’s X with EXs ≤ as,E X t ≤ b are given by
 l
i=1zt
1i(b − at) +
 l
i=1(z1ia +
z2i)t. As wewill seein the nextsection,theabovefact is important in the problems
of determining extrema of expectations of functions of sums of multilinear forms
over classes of r.v.’s with ﬁxed moment characteristics.SUMS OF MULTILINEAR FORMS 641
According to Lemmas 2.6 and 2.7, the assumptions of Lemma 2.5 are
satisﬁed for powers of sums of nonnegative variables and for moments of
linear combinations of independent symmetric Bernoulli r.v.’s. The notation in
Lemmas 2.6 and 2.7 is the same as that in Lemma 2.5.
LEMMA 2.6. Let l = 1. If H1(x1,...,xn) =− (
 n
i=1xi)t,f k(x) = xt,
hk(x) = xsk, 1 <t<2, 0 <s k ≤ t − 1 or t ≥ 2, 0 <s k ≤ 1,k= 1,...,n, then
vk =+ ∞ ,c 1
k =− 1,k= 1,...,n, and the functions   H1
3k(z1,...,zk−1,v,zk+1,
...,zn), k = 1,...,n,are concave in v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0. If
H1(x1,...,xn) = (
 n
i=1xi)t,f k(x) = xt,h k(x) = xsk, 1 <t<2, 1 ≤ sk <tor
t ≥ 2,t−1 ≤sk <t,then vk =+ ∞ ,c 1
k = 1,k= 1,...,n,and the functions   H1
3k
are concave and nondecreasingin v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0.
PROOF. It is evident that vk =+ ∞ ,k= 1,...,n.The relations for c1
k follow
from the fact that limv→+∞(v + z)t/vt = 1f o rz ≥ 0. To complete the proof, it
sufﬁces to show that the function g(v) = (v1/s + z)t − vt/s is convex in v>0
for z>0i f1<t<2, 0 <s≤ t − 1o rt ≥ 2, 0 <s≤ 1, and is concave and
nondecreasing in v>0f o rz>0i f1<t<2, 1 ≤ s<tor t ≥ 2,t− 1 ≤ s<t .
It is not difﬁcult to see that d2g(v)/dv2 = t/s2vt/s−2((1 + u)t−2(t + u) − t −
s((1 + u)t−1 − 1)), where u = z/v1/s. From (2.12) and (2.13), it follows that
(t − 1)((1 + u)t−1 − 1) ≤ (1 + u)t−2(t + u) − t ≤ (1 + u)t−1 − 1f o r1<t<2,
u>0, and (1 + u)t−1 − 1 ≤ (1 + u)t−2(t + u) − t ≤ (t − 1)((1 + u)t−1 − 1)
for t ≥ 2,u>0. The above inequalities imply that d2g(v)/dv2 ≥ 0i f1<t<2,
0 <s≤ t − 1o rt ≥ 2, 0 <s≤ 1, and d2g(v)/dv2 ≤ 0i f1<t<2, 1 ≤ s<t
or t ≥ 2,t− 1 ≤ s<t .The property that the function g(v) is nondecreasing if
1 <t<2, 1 ≤ s<tor t ≥ 2,t−1 ≤ s<tfollows from its concavity and the fact
that limv→+∞g(v)=+ ∞ . 
LEMMA 2.7. Let l = 1. If H1(x1,...,xn) =− E|
 n
i=1xiεi|t,f k(x) = xt,
hk(x) = xsk, 3 ≤ t<4, 0 <s k ≤ t − 2 or t ≥ 4, 0 <s k ≤ 2,k= 1,...,n, then
vk =+ ∞ ,c 1
k =− 1,k= 1,...,n, and the functions   H1
3k(z1,...,zk−1,v,zk+1,
...,zn), k = 1,...,n,are concave in v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0. If
H1(x1,...,xn) = E|
 n
i=1xiεi|t,f k(x) = xt,h k(x) = xsk, 2 <t<4, 2 ≤ sk <t
or t ≥ 4,t− 2 ≤ sk <t,then vk =+ ∞ ,c 1
k = 1,k= 1,...,n,and the functions
  H1
3k are concave and nondecreasing in v>0 for z1,...,zk−1,zk+1,...,zn ≥ 0.
PROOF. It is evident that vk =+ ∞ ,k= 1,...,n, and limv→+∞E|vε +
z|t/vt = 1; that is, the relations for c1
k hold. To complete the proof, it sufﬁces
to show that the function g(v) = E|v1/sε + z|t − vt/s is convex in v>0f o r
z>0i f3≤ t<4, 0 <s≤ t − 2o rt ≥ 4, 0 <s≤ 2, and is nondecreasing
and concave in v>0f o rz>0i f2<t<4, 2 ≤ s<tor t ≥ 4,t− 2 ≤ s<t .642 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
It is not difﬁcult to see that d2g(v)/dv2 = t/s2vt/s−2(E|1+uε|t−2(t +uε)−t −
s(E|1 + uε|t−2(1 + uε) − 1)), where u = z/v1/s. From (2.14)–(2.16), it follows
that E|1+uε|t−2(t +uε)−t ≤ 2(E|1+uε|t−2(1+uε)−1) for t ∈ (2,4),u > 0,
E|1+uε|t−2(t +uε)−t ≥ (t −2)(E|1+uε|t−2(1+uε)−1) for t ∈[ 3,4),u > 0,
and 2(E|1 + uε|t−2(1 + uε) − 1) ≤ E|1 + uε|t−2(t + uε) − t ≤ (t − 2)(E|1 +
uε|t−2(1 + uε) − 1) for t ≥ 4,u > 0. This implies that d2g(v)/dv2 ≥ 0i f
3 ≤ t<4, 0 <s≤ t −2o rt ≥ 4, 0<s≤ 2, and d2g(v)/dv2 ≤ 0i f2<t<4, 2≤
s<tor t ≥4, t −2 ≤ s<t.The property that the function g(v) is nondecreasing
in v>0f o r2<t<4, 2 ≤ s<tand t ≥ 4,t− 2 ≤ s<tfollows from the fact
that limv→+∞g(v)=+ ∞and the concavity of g(v). 
A sequenceof r.v.’s (Xn) on a probability space ( , ,P)with a nondecreasing
sequence of σ-algebras  0 = (∅, )⊆  1···⊆ n···⊆ is called ( n)-adapted
if Xn is  n-measurable for n ≥ 1. An ( n)-adapted sequence (Sn) of integrable
r.v.’s is called a martingale [with respect to ( n)]i fE(Sn |  n−1) = Sn−1,n≥ 1.
A sequence (Xn),w h e r eXn = Sn − Sn−1, is called a martingale difference [of
the martingale (Sn)]. A martingale difference (Xn) is conditionally symmetric if
Xn and −Xn have the same distribution on the σ-algebra  n−1.
In what follows, the conditionally symmetric martingale difference properties
of a sequence (Xn) are meant to be satisﬁed with respect to the σ-algebras
 0 = (∅, ), k = σ(X1,...,Xk), k ≥ 1.
Let mi ≥ 1,i= 1,...,n, and let fij :R → R,j= 1,...,mi,i= 1,...,n,
H :Rn → R, bearbitraryfunctions.LetX1,...,Xn be r.v.’s with E|fij(Xi)| < ∞,
j = 1,...,mi,i= 1,...,n. Fix values cij ∈ R,j= 1,...,mi,i= 1,...,n.
Set M1(n,f,c)={ (X,n):E(fij(Xi) | X1,...,Xi−1) = cij,j = 1,...,mi,i =
1,...,n}, M2(n,f,c)={ (X,n):E(fij(Xi) | X1,...,Xi−1) ≤ cij,j= 1,...,mi,
i = 1,...,n}. Denote by M
non
k (n,f,c), k = 1,2, the subsets of Mk(n,f,c),
k = 1,2, respectively,consistingofnonnegativer.v.’s X1,...,Xn,andby M
sym
k (n,
f,c), k = 1,2, thesubsetsofMk(n,f,c),k = 1,2, respectively,consistingofcon-
ditionally symmetric martingale differences X1,...,Xn.L e tU1k(ck1,...,ckmk),
k = 1,...,n, be the sets of r.v.’s Xk such that Efkj(Xk) = ckj,j= 1,...,mk,
k = 1,...,n, let U2k(ck1,...,ckmk), k = 1,...,n, be the sets of r.v.’s Xk such
that Efkj(Xk) ≤ ckj,j= 1,...,mk,k= 1,...,n,andlet U
non
ik (ck1,...,ckmk) and
U
sym
ik (ck1,...,ckmk), i = 1,2,k= 1,...,n,be the subsets of Uik(ck1,...,ckmk),
i = 1,2,k= 1,...,n,consistingofnonnegativeandsymmetricr.v.’s,respectively.
LEMMA 2.8. Let gnon
k ,g
sym
k : Rmk → R,k= 1,...,n, be some functions,
let Ynon
k (ck1,...,ckmk) and Y
sym
k (ck1,...,ckmk), k = 1,...,n, be independent
nonnegative and symmetric r.v.’s, respectively, with distributions depending on
ck1,...,ckmk,k= 1,...,n,and let i ∈{ 1,2}. If EH(z1,...,zk−1,Xk,zk+1,...,
zn) ≤ gnon
k (ck1,...,ckmk) + EH(z1,...,zk−1,Ynon
k (ck1,...,ckmk),zk+1,...,zn)SUMS OF MULTILINEAR FORMS 643
for all Xk ∈ U
non
ik (ck1,...,ckmk) and all z1,...,zk−1,zk+1,...,zn ≥ 0,
k = 1,...,n,then
EH(X1,...,Xn) ≤
n  
k=1
gnon
k (ck1,...,ckmk)
+EH
 
Ynon
1 (c11,...,c1m1),...,Ynon
n (cn1,...,cnmn)
 
for all (X,n) ∈ M
non
i (n,f,c).If EH(z1,...,zk−1,Xk,zk+1,...,zn) ≤ g
sym
k (ck1,
...,ckmk) + EH(z1,...,zk−1,Y
sym
k (ck1,...,ckmk),zk+1,...,zn) for all Xk ∈
U
sym
ik (ck1,...,ckmk) and all z1,...,zk−1,zk+1,...,zn ∈ R,k= 1,...,n,then
EH(X1,...,Xn) ≤
n  
k=1
g
sym
k (ck1,...,ckmk)
+EH
 
Y
sym
1 (c11,...,c1m1),...,Ysym
n (cn1,...,cnmn)
 
for all (X,n)∈ M
sym
i (n,f,c).
PROOF.L e t i ∈{ 1,2}. Suppose that EH(z1,...,zk−1,Xk,zk+1,...,zn) =
g
sym
k (ck1,...,ckmk)+EH(z1,...,zk−1,Y
sym
k (ck1,...,ckmk),zk+1,...,zn) for all
Xk ∈ U
sym
ik (ck1,...,ckmk) and all z1,...,zk−1,zk+1,...,zn ∈ R,k= 1,...,n.
Let X1,...,Xk−1 be arbitrary symmetric r.v.’s and let Y
sym
k (ck1,...,ckmk),
Y
sym
k+1(ck+1,1,...,ck+1,mk+1),...,Y
sym
n (cn1,...,cnmn) be independent symmetric
r.v.’s independentof X1,...,Xk−1. Then,for k = n,n−1,...,1, we havethat, for
all symmetric r.v.’s Xk independent of Y
sym
k+1,...,Y
sym
n a n ds u c ht h a tE(fkj(Xk) |
X1,...,Xk−1) = ckj,j= 1,...,mk, if i = 1, and E(fkj(Xk) | X1,...,Xk−1) ≤
ckj,j= 1,...,mk, if i = 2,
EH
 
X1,...,Xk−1,Xk,Y
sym
k+1(ck+1,1,...,ck+1,mk+1),...,Ysym
n (cn1,...,cnmn)
 
= E
 
E
 
H
 
X1,...,Xk−1,Xk,Y
sym
k+1(ck+1,1,...,ck+1,mk+1),
...,Ysym
n (cn1,...,cnmn)
    X1,...,Xk−1
  
≤ g
sym
k (ck1,...,ckmk)
+E
 
E
 
H
 
X1,...,Xk−1,Y
sym
k (ck1,...,ckmk),
Y
sym
k+1(ck+1,1,...,ck+1,mk+1),
...,Ysym
n (cn1,...,cnmn)
    X1,...,Xk−1
  
= g
sym
k (ck1,...,ckmk)
+EH
 
X1,...,Xk−1,Y
sym
k (ck1,...,ckmk),
Y
sym
k+1(ck+1,1,...,ck+1,mk+1),...,Ysym
n (cn1,...,cnmn)
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By induction, we obtain
EH(X1,...,Xn) ≤
n  
k=1
g
sym
k (ck1,...,ckmk)
+EH
 
Y
sym
1 (c11,...,c1m1),...,Ysym
n (cn1,...,cnmn)
 
for all (X,n) ∈ M
sym
i (n,f,c). The rest of the lemma might be proven in a
completely similar way. 
3. Sharp moment inequalities for sums of dependent nonnegative random
variables, conditionally symmetric martingale differences and multilinear
forms. Webeginbyprovidingsomenotationandintroducingclassesoffunctions
closelylinkedto theresultsinSection2thatwill beneededthroughoutthissection.
In what follows, Z denotesthe standardnormal r.v. and,for d>0, θ(d),θ1(d) and
θ2(d) denote independent Poisson r.v.’s with parameter d. Denote by   the class
of continuous functions φ:R → R such that there exists a constant C = C(φ) for
which
|φ(a1 +a2)|≤C
 
1 +|φ(a1)|
  
1+|φ(a2)|
 
,a 1,a2 ∈ R. (3.1)
The class   includes, for example, all even continuous functions φ:R → R such
that the function |φ(x)| is nondecreasing on R+ and the function ln|φ(x)|/x is
nonincreasing in x>x 0 ∈ R+ [in other words,   includes, basically, all functions
growing not faster than an exponent, and, in particular, it includes all powers
φ(x)=| x|t,t>0].
Let f ∈ J and h ∈ Qf. Denote G = f/h. Let ai,bi > 0,f ( a i) ≤ bi,i=
1,...,n.
Denote by D(1) the class of functions f ∈ J, h ∈ Qf and nonnegative
nondecreasing convex functions φ ∈   such that f(0) = 0 and the function
(φ(G−1(v) + z) − φ(z))/h(G−1(v)) is concave and nondecreasing in v>0f o r
z ≥ 0, and denote by D(2) the class of differentiable convex functions f ∈ J
with f(0) = 0 and nondecreasing functions φ:R+ → R+ such that the function
φ(v+z)−f(v)is concave and nondecreasingin v>0f o rz ≥ 0. By Lemma 2.3,
the class D(1) includes the functions f(v)= φ(v)= vt,h ( v )= vs, where 1 <
t<2, 0 <s≤ t − 1o rt ≥ 2, 0 <s≤ 1. Let D(3) be the class of twice-
differentiable functions f ∈ J with f(0) = 0 such that the function f   (v) is
nonnegative and nonincreasing on R+, limv→+∞f(v+z)/f(v)= 1f o ra l lz ≥ 0
and limv→+∞f(v)/v=+ ∞ . It is not difﬁcult to see that if f ∈ D(3) and φ = f,
then f,φ ∈ D(2). Indeed, if the function f   (v) is nonincreasing,then f   (v +z)≤
f   (v) for all v,z ≥ 0, and, therefore, f(v+ z) − f(v)is concave in v>0f o r
z ≥ 0. From Proposition 16.B.3 in Marshall and Olkin (1979), it follows that the
convexityof f implies that the function f(v+z)−f(v)is nondecreasingin v>0SUMS OF MULTILINEAR FORMS 645
for z ≥ 0. Indeed, it sufﬁces to consider z>0; according to the proposition, the
convexity of f implies that
f((1−α)x +αy)−f(x)
α
≤
f(y)−f(βx+(1−β)y)
β
for all x,y ∈ R+ and all α,β ∈ (0,1). Taking, for 0 <x 1 <x 2 and z>0,
x = x1,y= x2 + z, α = β = z/(x2 − x1 + z), we get f(x 1 + z) − f(x 1) ≤
f(x 2 + z) − f(x 2), 0 <x 1 <x 2,z>0; that is, the function f(v+ z) − f(v)
is nondecreasing in v>0f o rz>0. The class D(3) includes all functions vt,
1 <t<2. Moreover,it includesall the following modiﬁcationsof powerfunctions
multiplied bythelogarithm:f1(v) = vt lnv−av2
0+bv0−c,v ≥ v0,f 1(v) = a(v−
v0)2 + b(v − v0) − av2
0 + bv0,0 ≤ v<v 0,w h e r e1<t<2,v 0 ≥ e(2t−2)/(2t−t2),
a = 0.5(t(t − 1)vt−2
0 lnv0 + (2t − 1)vt−2
0 ), b = tvt−1
0 lnv0 + vt−1
0 ,c= vt
0lnv0
[the function f1(v) and the function f2(v) below are deﬁned differently for small
and large values of v]. Indeed, we have that, for v ≥ v0,f 
1(v) = tvt−1 lnv+vt−1,
f   
1 (v) = t(t−1)vt−2 lnv+(2t−1)vt−2,f   
1 (v) = vt−3(t(t−1)(t−2)lnv+3t2−
6t+2). Sincev0 ≥ e(2t−2)/(2t−t2),weobtainthat f    
1 (v) ≤ 0,f   
1 (v) ≥ 0,f  
1(v) ≥ 0
for v ≥ v0. For 0 <v<v 0,f 
1(v) = 2a(v− v0) + b, f  
1 (v) = 2a and, therefore,
f  
1(v),f   
1 (v) ≥ 0, 0 <v<v 0 (again, since v0 ≥ e(2t−2)/(2t−t2))a n df   
1 (v) is
nonincreasing on (0,v0). Moreover, f1(0) = 0 and the deﬁnitions of a,b and c
assure smoothness of the function f1: f   
1 (v0−) = 2a = f   
1 (v0+), f  
1(v0−) =
b = f  
1(v0+), f1(v0−) = bv0 − av2
0 = f1(v0+). Relations limv→+∞f1(v + z)/
f1(v) = 1f o ra l lz ≥ 0 and limv→+∞f1(v)/v =+ ∞are evident. In addition
to that, D(3) includes the modiﬁcation of the ﬁrst power multiplied by the
logarithm f2(v) = vlnv + 0.5,v≥ 1,f 2(v) = 0.5v2,0 ≤ v<1; and the function
f3(v) = (v + 1)ln(v + 1) − v, v ≥ 0. Indeed, we have that f2(0) = 0, and
f  
2(v) = lnv + 1,v≥ 1,f 
2(v) = v, 0 <v≤ 1,f  
2 (v) = 1/v, v ≥ 1,f  
2 (v) = 1,
0 <v≤ 1. Moreover, f2(v) is smooth in the sense that f2(1−) = 0.5 = f2(1+),
f  
2(1−) = 1 = f  
2(1+), f   
2 (1−) = 1 = f   
2 (1+). Therefore, f2(v) is nondecreasing
and f   
2 (v) is nonincreasing and nonnegative. Similarly, f3(0) = 0, and f  
3(v) =
ln(v + 1), f   
3 (v) = 1/(v + 1), v > 0; that is, f3(v) is a nondecreasing function
such that f   
3 (v) is nonincreasing and nonnegative. The relations limv→+∞fi(v +
z)/fi(v) = 1f o ra l lz ≥ 0a n dl i m v→+∞fi(v)/v =+ ∞ ,i= 2,3, are obvious.
In the inequalities throughout the rest of the paper, the extremal cases of
the estimates +∞ ≤ +∞, −∞ ≤ +∞ and −∞ ≤ −∞ are considered to be
valid inequalities; we, therefore, do not include assumptions on the ﬁniteness of
moments of the summand r.v.’s that ensure the ﬁniteness of moments of sums of
the r.v.’s into formulations of the results.
The following theorem gives the exact analogues of the Burkholder–Rosenthal
inequalities for expectations of functions of sums of dependent nonnegative r.v.’s
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THEOREM 3.1. If f,h,φ ∈ D(1), then the following exact inequality holds:
Eφ
  n  
i=1
Xi
 
≤ Eφ
 
θ(1)max
 
f −1
  n  
i=1
bi
 
,h−1
  n  
i=1
h(ai)
   
(3.2)
for all nonnegative r.v.’s X1,...,Xn with E(h(Xk) | X1,...,Xk−1) ≤ h(ak),
E(f(Xk) | X1,...,Xk−1) ≤ bk,k= 1,...,n. If f,φ ∈ D(2), then the following
exact inequality holds:
Eφ
  n  
i=1
Xi
 
≤
n  
i=1
Ef (Xi)+φ
  n  
i=1
ai
 
−f  (0+)
  n  
i=1
ai
 
(3.3)
for all nonnegative r.v.’s X1,...,Xn with E(Xk | X1,...,Xk−1) ≤ ak,k=
1,...,n,where f  (0+) = limx→0+f(x)/x.If f ∈ D(3) and, in addition to that,
f  (0+) = 0, then the following exact inequality holds:
Ef
  n  
i=1
Xi
 
≤ 2max
  n  
i=1
Ef (Xi),f
  n  
i=1
ai
  
(3.4)
for all nonnegative r.v.’s X1,...,Xn with E(Xk | X1,...,Xk−1) ≤ ak,k=
1,...,n.
Theorem 3.1 implies the following corollary. The results in, it in the case
of independent r.v.’s and s = 1, were obtained by Ibragimov and Sharakhmetov
(1998) [see also Ibragimov (1997)].
COROLLARY 3.1. The constants in the following inequalities are exact:
E
  n  
k=1
Xk
 t
≤ 2max
  n  
k=1
EXt
k,
  n  
k=1
ak
 t 
(3.5)
for all nonnegative r.v.’s X1,...,Xn with E(Xk | X1,...,Xk−1) ≤ ak,k=
1,...,n,1 <t<2;
E
  n  
k=1
Xk
 t
≤ Eθt(1)max
  n  
k=1
bk,
  n  
k=1
as
k
 t/s 
(3.6)
for all nonnegative r.v.’s X1,...,Xn with E(Xs
k | X1,...,Xk−1) ≤ as
k, E(Xt
k |
X1,...,Xk−1) ≤ bk,k= 1,...,n,1 <t<2, 0 <s≤ t −1 or t ≥ 2, 0 <s≤ 1.
REMARK 3.1. The fact that the functions f2 and f3 deﬁned above belong
to the class D(3) is important because this fact and Theorem 3.1, togetherSUMS OF MULTILINEAR FORMS 647
with the property that f  
2(0+) = f  
3(0+) = 0, imply that the best constant in
Rosenthal’sinequality Ef (
 n
i=1Xi) ≤ A(f)max(
 n
i=1Ef (Xi),f(
 n
i=1ai)) for
nonnegative r.v.’s X1,...,Xn with E(Xk | X1,...,Xk−1) ≤ ak and the entropy-
type functions f2 and f3 is equal to 2. On the other hand, the best constant in
Rosenthal’s inequality (1.1) is obviously equal to 1 for t = 1:A∗(1) = 1. This
means that even the addition of a logarithm to the ﬁrst power f(v)= v changes
the best constant in Rosenthal’s inequality from 1 to 2. One can show, in a similar
way, that even the addition of the mth iteration of the logarithm lnmv,w h e r e
ln0v = v,lnmv = lnlnm−1v, m = 1,2,...,to f(v)= v implies the jump in the
best constant in Rosenthal’s inequality.
PROOF OFTHEOREM 3.1. Letf,h,φ ∈ D(1). FixnumbersDh,Af,Mhf > 0.
For f ∈ J, h∈ Qf, denote by Unon
1 (Dh,Af) the set of independent nonnegative
r.v.’s X1,...,Xn,n≥ 1, such that
 n
i=1 Eh(Xi) = h(Dh),
 n
i=1Ef (Xi) = Af,
denote by Unon
2 (Dh,Af) the set of independent nonnegative r.v.’s X1,...,Xn,
n ≥ 1, such that
 n
i=1Eh(Xi) ≤ h(Dh),
 n
i=1Ef (Xi) ≤ Af, and denote by
Unon(Mhf ) the set of independent nonnegative r.v.’s X1,...,Xn,n≥ 1, such
that max(f(h−1(
 n
i=1 Eh(Xi))),
 n
i=1Ef (Xi)) = Mhf . Let Unon
3 (Dh,Af) and
Unon
4 (Dh,Af) be the subsets of Unon
1 (Dh,Af) and Unon
2 (Dh,Af), respectively,
consisting of identically distributed r.v.’s.
From Lemmas 2.2 and 2.8, it follows that if f,h,φ ∈ D(1), then
max
(X,n)
Eφ
  n  
i=1
Xi
 
= Eφ
  n  
i=1
Vi(h,f,ai,bi)
 
, (3.7)
where max is taken over all nonnegativer.v.’s X1,...,Xn with E(h(Xk) | X1,...,
Xk−1) ≤ h(ak), E(f(Xk) | X1,...,Xk−1) ≤bk,k= 1,...,n.From Theorem A.1
(see also Remark A.1) and Lemma 2.2, it follows that
sup
(X,n)∈Unon
1 (Dh,Af)
Eφ
  n  
i=1
Xi
 
= sup
(X,n)∈Unon
3 (Dh,Af)
Eφ
  n  
i=1
Xi
 
= sup
n
Eφ
  n  
i=1
Vi
 
h,f,h−1 
h(Dh)n−1 
,Afn−1 
 
= sup
n
Eφ
 
G−1 
Af/h(Dh)
  n  
i=1
Xi(d/n)
 
,
(3.8)
where d = h(Dh)/h(G−1(Af/h(Dh))) and Xi(d/n) are deﬁned at the end of the648 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
Appendix and, in addition to that, according to Theorem A.1 and (2.10),
sup
(X,n)∈Unon
2 (Dh,Af)
Eφ
  n  
i=1
Xi
 
= sup
(X,n)∈Unon
4 (Dh,Af)
Eφ
  n  
i=1
Xi
 
= sup
0<A 
f≤Af,0<D 
h≤Dh
sup
(X,n)∈Unon
3 (D 
h,A 
f)
Eφ
  n  
i=1
Xi
 
= sup
n
sup
0<A 
f≤Af,0<D 
h≤Dh
Eφ
  n  
i=1
Vi
 
h,f,h−1 
h(D 
h)n−1 
,A 
fn−1 
 
= sup
n
Eφ
  n  
i=1
Vi
 
h,f,h−1 
h(Dh)n−1 
,Afn−1 
 
.
(3.9)
Let θ(Dh,Af) = θ(h(Dh)/h(G−1(Af/h(Dh)))). From (A.6), it follows that
sup
n
Eφ
 
G−1 
Af/h(Dh)
  n  
i=1
Xi(d/n)
 
= Eφ
 
G−1 
Af/h(Dh)
 
θ(Dh,Af)
 
.
(3.10)
Using (3.8)–(3.10), we get that
sup
(X,n)∈Unon
k (Dh,Af)
Eφ
  n  
i=1
Xi
 
= Eφ
 
G−1 
Af/h(Dh)
 
θ(Dh,Af)
 
,k = 1,2.
(3.11)
Using the evident inequalities
sup
(X,n)∈Unon
1 (f −1(Mhf ),Mhf )
Eφ
  n  
i=1
Xi
 
≤ sup
(X,n)∈Unon(Mhf )
Eφ
  n  
i=1
Xi
 
≤ sup
(X,n)∈Unon
2 (f −1(Mhf ),Mhf )
Eφ
  n  
i=1
Xi
 
(3.12)
and relations (3.11), we get that
sup
(X,n)∈Unon(Mhf )
Eφ
  n  
i=1
Xi
 
= Eφ
 
f −1(Mhf )θ(1)
 
. (3.13)SUMS OF MULTILINEAR FORMS 649
From (3.7) and (3.13), it follows that (3.2) holds and is exact. Now let f,φ ∈ D(2).
From Lemmas 2.1 and 2.8, it follows that
max
(X,n)
E
 
φ
  n  
i=1
Xi
 
−
n  
i=1
f(X i)
 
= φ
  n  
i=1
ai
 
−
n  
i=1
f(a i), (3.14)
where max is taken over all nonnegative r.v.’s X1,...,Xn with E(Xk | X1,...,
Xk−1) ≤ ak,k= 1,...,n. From (3.14) and the inequality f(x)≥ f  (0+)x,
x ∈ R+, implied by the convexity of f,i tf o l l o w st h a t
E
 
φ
  n  
i=1
Xi
 
−
n  
i=1
f(X i)
 
≤ φ
  n  
i=1
ai
 
−f  (0+)
  n  
i=1
ai
 
(3.15)
for all nonnegative r.v.’s X1,...,Xn with E(Xk | X1,...,Xk−1) ≤ ak,k=
1,...,n. Moreover, (3.15) is sharp as follows from the choice of r.v.’s Xk =
1/n a.s., k = 1,...,n, and the fact that limn→∞nf (1/n)= f  (0+). Therefore,
(3.3) holds and is exact. From (3.15) and the fact that if f = φ ∈ D(3), then
f,φ ∈ D(2), it follows that if f ∈ D(3) and f  (0+) = 0, then (3.4) holds for
all nonnegative r.v.’s X1,...,Xn with E(Xk | X1,...,Xk−1) ≤ ak,k= 1,...,n.
From Theorem A.1 and Lemma 2.5, it follows that if h(x) = x, f ∈ D(3) and
f  (0+) = 0, then (concerning the deﬁnitions of classes Mnon
3 and Mnon
4 ,s e e
Section 2)
sup
(X,n)∈Unon
1 (Dh,Af)
Ef
  n  
i=1
Xi
 
= sup
n
sup
(X,n)∈Mnon
3 (n,h,f,Dh/n,Af/n)
Ef
  n  
i=1
Xi
 
= sup
n
 
Af +f(D h)−nf (Dh/n)
 
= Af +f(D h),
(3.16)
sup
(X,n)∈Unon
2 (Dh,Af)
Ef
  n  
i=1
Xi
 
= sup
n
sup
(X,n)∈Mnon
4 (n,h,f,Dh/n,Af/n)
Ef
  n  
i=1
Xi
 
= sup
0<A 
f≤Af,0<D 
h≤Dh
sup
n
 
A 
f +f(D 
h)−nf (D  
h/n)
 
= Af +f(D h).
(3.17)
From (3.12), (3.16) and (3.17), we get
sup
(X,n)∈Unon(Mhf )
Ef
  n  
i=1
Xi
 
= 2Mhf , (3.18)
that is, (3.4) is exact. 650 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
Using Lemmas 2.1, 2.2 and 2.8, Theorem A.1 and relation (A.7) similarly
to the proof of Theorem 3.1, we get that analogues of relations (3.2) and (3.3)
hold in the case of conditionally symmetric martingale differences with bounded
conditionalmoments.In particular,weobtainthattheresultsconcerninganalogues
of (3.3) for independent symmetric r.v.’s obtained in Figiel, Hitczenko, Johnson,
Schechtman and Zinn (1997) and Ibragimov and Sharakhmetov (1995, 1997)
hold for conditionally symmetric martingale differences with bounded conditional
momentsaswell. Moreover,Theorem3.2,whichgeneralizesandcomplementsthe
results obtained by Utev(1985), Figiel, Hitczenko,Johnson,SchechtmanandZinn
(1997) and Ibragimov and Sharakhmetov (1995, 1997), holds.
Denote by D(4) the class of functions f ∈ J,h∈ Qf and nonnegativefunctions
φ ∈   such that f(0) = 0,
Eφ(xε)+Eφ(a1ε1 +a2ε2 +xε)≥ Eφ(a1ε1 +xε2)+Eφ(a2ε1 +xε2), (3.19)
a1,a2,x∈ R, and the function (Eφ(G−1(v)ε + z) − φ(z))/h(G−1(v)) is non-
negative, concave and nondecreasing in v>0f o rz ∈ R. Examples of func-
tions f,h,φ ∈ D(4) are given by f(v)= vt,h ( v )= vs,φ ( v )=| v|t, where
3 ≤ t<4,0 <s≤ t −2o rt ≥ 4, 0 <s≤ 2 (see Lemma 2.4 and Remark 3.2).
THEOREM 3.2. If f,h,φ ∈ D(4), then the following exact inequality holds:
Eφ
  n  
i=1
Xi
 
≤Eφ
 
 
θ1(0.5)−θ2(0.5)
 
max
 
f −1
  n  
i=1
bi
 
,h−1
  n  
i=1
h(ai)
   
forallconditionallysymmetricmartingaledifferencesX1,...,Xn with E(h(|Xk|)|
X1,...,Xk−1) ≤ h(ak), E(f(|Xk|)|X1,...,Xk−1) ≤ bk,k= 1,...,n.
REMARK 3.2. It is not difﬁcult to show that if a function φ:R → R
is twice differentiable, then (3.19) follows from the condition of convexity
of the function Eφ  (xε). Indeed, let Eφ  (xε) be a convex function. Denote
g(a1,a2,x)= Eφ(a1ε1 + a2ε2 + xε),a1,a2,x ∈ R. Since (−|a1|+| a2|+x,
|a1|−| a2|+x) ≺ (|a1|+| a2|+x,−|a1|−| a2|+x) (see the deﬁnition of
the majorization relation ≺ in the Appendix), from the convexity of Eφ  (xε),
Proposition 3.C.1 in Marshall and Olkin (1979) and the property that the joint
distribution of the r.v.’s ε1,ε2 and ε and the r.v.’s ε1ε,ε2ε and ε is the same (one
can show that the latter property holds in a straightforward fashion; it is also
implied by the fact that arbitrary r.v.’s assuming two values form a multiplicative
system if and only if they are mutually independent; see Remark 3.5), it
follows that ∂2g(a1,a2,x)/∂a1∂a2 = Eφ  (a1ε1+a2ε2+xε)ε1ε2 = Eφ  ((a1ε1+
a2ε2 + x)ε)ε1ε2 ≥ 0. According to Marshall and Olkin (1979), page 150, this
inequality means that the function g(a1,a2,x) is L-superadditive in a1,a2;t h a t
is, g(a1 + b1,a2 + b2,x)+ g(a1 − b1,a2 − b2,x)≥ g(a1 + b1,a2 − b2,x)+
g(a1 − b1,a2 + b2,x) for all a1,a2,x ∈ R,b 1,b2 ≥ 0. Setting in the latterSUMS OF MULTILINEAR FORMS 651
inequality ai = bi =| a 
i|/2,i= 1,2, we obtain that Eφ(xε)+Eφ(a 
1ε1 + a 
2ε2 +
xε)≥ Eφ(a 
1ε1+xε)+Eφ(a 
2ε1+xε)for all a 
1,a 
2,x∈ R; that is, the function φ
satisﬁes condition (3.19).
Furthermore, using, in addition to the above, Lemmas 2.4 and 2.7, taking into
account Remark 3.2 and using the exact Khintchine inequality E|
 n
i=1aiεi|t ≤
E|Z|t(
 n
i=1a2
i )t/2 for all ai ∈ R,i= 1,...,n,t>2 [see Haagerup (1982)], we
obtain the following corollary. This corollary in the case of independent r.v.’s and
s = 2 was obtained independently by Figiel, Hitczenko, Johnson, Schechtman and
Zinn (1997) and Ibragimov and Sharakhmetov (1995, 1997).
COROLLARY 3.2. The constants in the following inequalities are exact:
E
 
       
n  
k=1
Xk
 
       
t
≤(1 +E|Z|t)max
  n  
k=1
E|Xk|t,
  n  
k=1
a2
k
 t/2 
(3.20)
for all conditionally symmetric martingale differences (Xk) with E(X2
k|X1,...,
Xk−1) ≤ a2
k,k= 1,...,n,2 <t<4;
E
 
     
 
n  
k=1
Xk
 
     
 
t
≤ E|θ1(0.5)−θ2(0.5)|t max
  n  
k=1
bk,
  n  
k=1
as
k
 t/s 
(3.21)
for all conditionally symmetric martingale differences (Xk) with E(|Xk|s|X1,...,
Xk−1) ≤ as
k,E ( |Xk|t|X1,...,Xk−1) ≤ bk,k= 1,...,n,3 ≤ t<4, 0 <s≤ t − 2
or t ≥ 4, 0 <s≤ 2.
Suppose that f ∈ D(3). Then, by the condition that f   (v) is nonnegative, and,
therefore, f(v) is convex, we have that Ef (
 n
i=1Xi) ≥ f(
 n
i=1EXi) for all
nonnegative r.v.’s X1,...,Xn, using Jensen’s inequality. Moreover, since f(x)/x
is nondecreasing on R+ [it also follows from the fact that f   (v) is nonnegative],
we have that f(αx)≤ αf (x) for all α ∈[ 0,1] and all x ∈ R+ and, therefore,
f(x)+f(y)≤ f(x+y)for all x,y ∈ R+; indeed,it sufﬁcesto considerx,y >0:
f(x)+f(y)= f
  x
x +y
(x +y)
 
+f
  y
x +y
(x +y)
 
≤
x
x +y
f(x+y)+
y
x +y
f(x+y)= f(x+y).
The latter inequality implies that Ef (
 n
i=1Xi) ≥
 n
i=1Ef (Xi) for all nonneg-
ative r.v.’s X1,...,Xn. Combining the above with relation (3.4), we obtain the
following result.
COROLLARY 3.3. The following decoupling inequality holds: Ef (
 n
i=1 Xi)
≤ 2Ef (
 n
i=1 ˜ Xi) for all functions f ∈ D(3) andall nonnegativer.v.’s X1,...,Xn,
˜ X1,..., ˜ Xn with E(Xi | X1,...,Xi−1) ≤ E ˜ Xi,E f( X i) ≤ Ef ( ˜ Xi), i = 1,...,n.652 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
Similarly, from Corollaries 3.1 and 3.2 and the lower Rosenthal bounds
E(
 n
i=1 Xi)t ≥ max(
 n
i=1EXt
i,(
 n
i=1 EXi)t) for all nonnegative r.v.’s X1,...,
Xn with ﬁnite tth moment, t ≥ 1 (note that independence of the r.v.’s is
not necessary here), and E|
 n
i=1Xi|t ≥ max(
 n
i=1E|Xi|t,(
 n
i=1EX2
i )t/2) for
all independent symmetric r.v.’s X1,...,Xn with ﬁnite tth moment, t ≥ 2, it
follows that the best constants A∗(t) and B∗
sym(t) from the Introduction dominate
the best constants in decoupling inequalities for dependent nonnegative r.v.’s
and conditionally symmetric martingale differences with bounded conditional
moments. More precisely, the following corollary holds.
COROLLARY 3.4. The inequality E|
 n
i=1Xi|t ≤ C(t)E|
 n
i=1 ˜ Xi|t holds
with the constant C(t)= 2 for all nonnegative r.v.’s X1,...,Xn, ˜ X1,..., ˜ Xn with
E(Xi | X1,...,Xi−1) ≤ E ˜ Xi,E X t
i ≤ E ˜ Xt
i,i= 1,...,n, 1 <t<2; with the
constant C(t) = Eθt(1) for all nonnegative r.v.’s X1,...,Xn, ˜ X1,..., ˜ Xn with
E(Xi | X1,...,Xi−1) ≤ E ˜ Xi,E ( X t
i | X1,...,Xi−1) ≤ E ˜ Xt
i,i= 1,...,n,t≥ 2;
with the constant C(t) = 1 + E|Z|t for a conditionally symmetric martingale
difference X1,...,Xn and a sequenceof independentsymmetric r.v.’s ˜ X1,..., ˜ Xn
with E(X2
i | X1,...,Xi−1) ≤ E ˜ X2
i , E|Xi|t ≤ E| ˜ Xi|t, i = 1,...,n, 2 <t<4;
with the constant C(t) = E|θ1(0.5) − θ2(0.5)|t for a conditionally symmetric
martingale difference X1,...,Xn and a sequence of independent symmetric r.v.’s
˜ X1,..., ˜ Xn with E(X2
i | X1,...,Xi−1) ≤ E ˜ X2
i , E(|Xi|t|X1,...,Xi−1) ≤ E| ˜ Xi|t,
i = 1,...,n,t≥ 4.
REMARK 3.3. The classes of nonnegative r.v.’s and conditionally symmet-
ric martingale differences with bounded conditional moments are quite wide.
For example, if Xk,k= 1,...,n, is a sequence of independent nonnega-
tive r.v.’s on a probability space ( , ,P) with EXt
k < ∞, and τ is a stop-
ping time with respect to σ(X1,...,Xk), k = 0,1,...,n [we assume that
σ(X1,...,Xk) = (∅, ) for k = 0], then, for the r.v.’s ˜ Xk = XkI(τ ≥ k),
k = 1,...,n [I(·) is the indicator function], E( ˜ Xk | X1,...,Xk−1) ≤ EXk,
E( ˜ Xt
k | X1,...,Xk−1) ≤ EXt
k. Similarly, if Xk,k= 1,...,n, is a sequence
of independent symmetric r.v.’s on ( , ,P) with E|Xk|t < ∞, and τ is a
stopping time with respect to σ(X1,...,Xk), k = 0,1,...,n, then the se-
quence ˜ Xk = XkI(τ ≥ k), k = 1,...,n, is a conditionally symmetric mar-
tingale difference with respect to σ(X1,...,Xk), k = 0,1,...,n, and E( ˜ X2
k |
X1,...,Xk−1) ≤ EX2
k,E ( | ˜ Xk|t | X1,...,Xk−1) ≤ E|Xk|t. Moreover, if Xk,k=
1,...,n, is a sequence of independent symmetric r.v.’s with E|Xk|t < ∞, and
vk−1,k= 1,...,n, are σ(X1,...,Xk−1)-measurable r.v.’s such that |vk−1|≤1,
then the sequence vk−1Xk is a conditionally symmetric martingale difference
with respect to σ(X1,...,Xk), k = 0,1,...,n,and E(v2
k−1X2
k | X1,...,Xk−1) ≤
EX2
k,E ( |vk−1Xk|t | X1,...,Xk−1) ≤ E|Xk|t. Therefore, the results in Corollar-
ies 3.1–3.4hold for the randomlystoppedsums
 τ∧n
k=1 Xk andthe martingaletrans-
forms
 n
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REMARK 3.4. Let  0 = (∅, )⊆  1···⊆ n···⊆  and let (Xn) be a
sequence of ( n)-adapted r.v.’s on a probability space ( , ,P). According to
Kwapie´ n and Woyczynski [(1992), pages 104–105] there exists (maybe on a dif-
ferent probability space) a sub-σ-ﬁeld   of   and a sequence Xn of ( n)-adapted
r.v.’ssuchthat,foreachn, L(Xn |  n−1) = L(Xn |  n−1) = L(Xn |  ). Hitczenko
(1994c) showed that for any sequence of nonnegative ( n)-adapted r.v.’s (Xn) the
following inequality holds and the constant 2t−1 in it is exact: E(
 n
i=1 Xi)t ≤
2t−1E(
 n
i=1 Xi)t,t≥ 1. Moreover, according to Hitczenko (1994a), the follow-
ing more general inequality is valid: E|
 n
i=1Xi|t ≤ LtE|
 n
i=1 Xi|t,t≥ 1, for
all ( n)-adapted r.v.’s (Xn), where L is an absolute constant. Using the above
domination inequalities and the sharp moment inequalities for sums of indepen-
dent r.v.’s that follow from the results presented in this section, one can easily ob-
tain, similarly to de la Peña and Zamﬁrescu (2002), moment estimates for sums of
adapted r.v.’s and martingales. For example, from the former domination inequal-
ity and Corollary 3.1, it follows that inequality (1.4) holds with the constant 2t if
1 <t<2, and 2t−1Eθt(1) if t ≥ 2. Similarly, the latter domination inequality and
Corollary 3.2 imply that inequality (1.5) holds with the constant Lt(1 + E|Z|t) if
2 <t<4, and LtE|θ1(0.5)− θ2(0.5)|t if t ≥ 4. Using the fact that the actual rate
of growth of  θ(1) t and  θ1(0.5) − θ2(0.5) t is t/lnt as t →∞[see the calcu-
lation of the asymptotics of Bell numbers in Sachkov (1996) and the derivation
of the asymptotics of the best constant in Rosenthal’s inequality for independent
symmetric r.v.’s in Ibragimov and Sharakhmetov (1997)], from the above we ob-
tain a new proof of the property that [e.g., Hitczenko (1990)] the actual rate of
growth of the best constants in Burkholder inequalities for Lt-norms of sums of
adapted nonnegative r.v.’s and martingales is t/lnt.
Let 1 ≤ s<tand let X1,...,Xn be independent r.v.’s with ﬁnite tth moment.
Fix values ai,bi > 0, at
i ≤ bi,i= 1,...,n.S e t
Mind
1 (n,s,t,a,b)=
 
(X,n):E|Xi|s = as
i,E |Xi|t = bi,i= 1,...,n
 
,
Mind
2 (n,s,t,a,b)=
 
(X,n):E|Xi|s ≤ as
i,E |Xi|t ≤ bi,i= 1,...,n
 
.
Let M
non,ind
k (n,s,t,a,b),k= 1,2, be the subsets of Mind
k (n,s,t,a,b),k= 1,2,
respectively, consisting of nonnegative r.v.’s, and let M
sym,ind
k (n,s,t,a,b), k =
1,2, be the subsets of Mind
k (n,s,t,a,b), k = 1,2, respectively, consisting of
symmetric r.v.’s. Let V1(s,t,a1,b1),...,Vn(s,t,an,bn) be independent r.v.’s with
distributions P(V k(s,t,ak,bk) = 0) = 1 − (at
k/bk)s/(t−s),P ( V k(s,t,ak,bk) =
(bk/as
k)1/(t−s)) = (at
k/bk)s/(t−s),k = 1,...,n,a n dl e tW1(s,t,a1,b1),...,
Wn(s,t,an,bn) be independent r.v.’s with distributions P(W k(s,t,ak,bk) = 0) =
1 − (at
k/bk)s/(t−s),P ( W k(s,t,ak,bk) = (bk/as
k)1/(t−s)) = P(W k(s,t,ak,bk) =
−(bk/as
k)1/(t−s)) = 1
2(at
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Let 0 ≤ m ≤ n. Denote (we assume below that ci1,...,il = const for l = 0)
F1(m,n,s,t,a,b,c)
= E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilVi1(s,t,ai1,bi1)···Vil(s,t,ail,bil)
 t
,
G1(m,n,s,t,a,b,c)
=
m  
q=0
 
1≤j1<···<jq≤n
q  
r=1
 
bjr −at
jr
 
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qai1 ···ail−q
 t
,
ci1,...,il ≥ 0, 1 ≤ i1 < ···<i l ≤ n, l = 0,...,m, ciπ(1),...,iπ(l) = ci1,...,il, 1 ≤ i1 <
···<i l ≤ n, for all permutations π :{1,...,l}→{ 1,...,l},l= 2,...,m;
F2(m,n,s,t,a,b,c)
= E
     
   
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilWi1(s,t,ai1,bi1)···Wil(s,t,ail,bil)
     
   
t
,
G2(m,n,s,t,a,b,c)
=
m  
q=0
 
1≤j1<···<jq≤n
q  
r=1
(bjr −at
jr)
×E
 
     
 
m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qai1 ···ail−qεi1 ···εil−q
 
     
 
t
,
ci1,...,il ∈ R, 1 ≤ i1 < ···<i l ≤ n, l = 0,...,m, ciπ(1),...,iπ(l) = ci1,...,il, 1 ≤ i1 <
···<i l ≤ n, for all permutations π :{1,...,l}→{1,...,l},l= 2,...,m.
THEOREM 3.3. Let ci1,...,il ≥ 0, 1 ≤ i1 < ··· <i l ≤ n, l = 0,...,m. If
1 <t<2, 0 <s≤ t −1 or t ≥ 2, 0<s≤ 1, then
sup
(X,n)∈M
non,ind
k (n,s,t,a,b)
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
= F1(m,n,s,t,a,b,c), k= 1,2,
(3.22)
inf
(X,n)∈M
non,ind
1 (n,s,t,a,b)
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
= G1(m,n,s,t,a,b,c).
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If 1 <t<2, 1≤ s<tor t ≥ 2, t −1 ≤ s<t, then
sup
(X,n)∈M
non,ind
k (n,s,t,a,b)
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
= G1(m,n,s,t,a,b,c), k= 1,2,
(3.24)
inf
(X,n)∈M
non,ind
1 (n,s,t,a,b)
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
= F1(m,n,s,t,a,b,c).
(3.25)
THEOREM 3.4. Let ci1,...,il ∈ R,1≤ i1 < ···<i l ≤ n, l = 0,...,m. If 2 <
t<4, 0<s≤ t −2 or t ≥ 4, 0<s≤ 2, then
sup
(X,n)∈M
sym,ind
k (n,s,t,a,b)
E
 
       
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 
       
t
= F2(m,n,s,t,a,b,c), k= 1,2.
(3.26)
If 3 ≤ t<4, 0<s≤ t −2 or t ≥ 4, 0<s≤ 2, then
inf
(X,n)∈M
sym,ind
1 (n,s,t,a,b)
E
 
     
 
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 
     
 
t
= G2(m,n,s,t,a,b,c).
(3.27)
If 2 <t<4, 2≤ s<tor t ≥ 4, t −2 ≤ s<t, then
sup
(X,n)∈M
sym,ind
k (n,s,t,a,b)
E
     
   
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
     
   
t
= G2(m,n,s,t,a,b,c), k= 1,2.
(3.28)
If 3 ≤ t<4, 2≤s<tor t ≥4, t −2 ≤ s<t, then
inf
(X,n)∈M
sym,ind
1 (n,s,t,a,b)
E
     
   
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
     
   
t
= F2(m,n,s,t,a,b,c).
(3.29)
REMARK 3.5. It is important that the quantity G2 has a simple struc-
ture in a particular case of sums of multilinear forms, namely, in the case of
generalized moving averages
 n−hm
i=1 ciXi+h1Xi+h2 ···Xi+hm, 0 ≤ h1 < ··· <
hm ≤ n − 1,c i ∈ R,i= 1,...,n− hm. Let ε 
i = εi+h1εi+h2 ···εi+hm, i = 1,
...,n − hm. It is not difﬁcult to see that the r.v.’s ε 
i,i = 1,...,
n − hm, are mutually independent. Indeed, we have that the r.v.’s ε 
i satisfy656 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
the conditions P(ε 
i = 1) = P(ε 
i =− 1) = 1
2,i= 1,...,n − hm. In addi-
tion to that, for arbitrary 1 ≤ j1 < ··· <j c ≤ n − hm,c= 1,...,n − hm,
the r.v. εj1+h1 is independent of the r.v.’s εj1+h2,...,εj1+hm,εj2+h1,εj2+h2,
..., εj2+hm,...,εjc+h1,εjc+h2,...,εjc+hm, and, therefore, Eε 
j1 ···ε 
jc =
E
 c
k=1
 m
l=1 εjk+hl = Eεj1+h1E
 c
k=2εjk+h1
 c
k=1
 m
l=2 εjk+hl = 0 = Eε 
j1 ···
Eε 
jc (i.e., ε 
i,i= 1,...,n− hm, is a multiplicative system of order 1). Since
I(ε 
i = ti) = (1+tiε 
i)/2,t i ∈{ − 1,1},i= 1,...,n−hm a.s. [I(·) is the indicator
function], the latter relation implies that
P(ε 
j1 = tj1,...,ε 
jc = tjc) = EI(ε 
j1 = tj1)···I(ε 
jc = tjc)
= EI(ε 
j1 = tj1)···EI(ε 
jc = tjc)
= P(ε 
j1 = tj1)···P(ε 
jc = tjc),
tj1,...,tjc ∈{ − 1,1}, 1 ≤ j1 < ··· <j c ≤ n − hm,c= 1,...,n − hm;t h a t
is, the r.v.’s ε 
i,i= 1,...,n− hm, are mutually independent [Sharakhmetov
(1997) proved a more general fact, namely, that arbitrary r.v.’s assuming α +1
values form a multiplicative system of order α if and only if they are mutu-
ally independent]. The above means, in particular, that in the case of gener-
alized moving averages
 n−hm
i=1 ciXi+h1Xi+h2 ···Xi+hm, 0 ≤ h1 < ···<h m ≤
n − 1,c i ∈ R,i= 1,...,n − hm; that is, for sums of multilinear forms  m
l=0
 
1≤i1<···<il≤nci1,...,ilXi1 ···Xil with ci1,...,il = 0, 1 ≤ i1 < ···<i l ≤ n, l =
0,...,m−1; ci1,...,im = 0,( i 1,...,im)  = (j +h1,...,j+hm), j = 1,...,n−hm;
ci+h1,...,i+hm = ci,i= 1,...,n−hm, the quantity G2 is just a sum of moments of
linearcombinationsofindependentsymmetric Bernoulli r.v.’s.Moreover,indepen-
denceofε 
i,i= 1,...,n−hm, impliesthatallmomentandprobabilityinequalities
and limit theorems for linear combinations of independent Bernoulli r.v.’s hold for
generalized moving averages in independent Bernoulli r.v.’s. An application of the
above facts is given in Theorem 3.10.
The following theorems give exact analogues of Rosenthal’s inequalities for
sums of multilinear forms in nonnegative r.v.’s.
THEOREM 3.5. Let ci1,...,il ≥ 0, 1 ≤ i1 < ··· <i l ≤ n, l = 0,...,m,
ciπ(1),...,iπ(l) = ci1,...,il, 1 ≤ i1 < ···<i l ≤ n, for all permutations π :{1,...,l}→
{1,...,l},l= 2,...,m.The constants in the following inequality are exact:
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
≤
m  
q=0
 
1≤j1<···<jq≤n
q  
r=1
EXt
jr
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qEXi1 ···EXil−q
 t
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forallindependentnonnegativer.v.’s X1,...,Xn withﬁnite tthmoment,1<t<2.
THEOREM 3.6. Let ci1,...,il ≥ 0, 1 ≤ i1 < ··· <i l ≤ n, l = 0,...,m,
ciπ(1),...,iπ(l) = ci1,...,il, 1 ≤ i1 < ···<i l ≤ n, for all permutations π :{1,...,l}→
{1,...,l},l= 2,...,m.The following inequality holds:
max
q=0,...,m
 
1≤j1<···<jq≤n
q  
r=1
EXt
jr
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qEXi1 ···EXil−q
 t
≤ E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
(3.31)
≤ (m+1) max
q=0,...,m
 
1≤j1<···<jq≤n
q  
r=1
EXt
jr
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−q
×EXi1 ···EXil−q
 t
forallindependentnonnegativer.v.’s X1,...,Xn withﬁnite tthmoment,1<t<2.
Theorems 3.7 and 3.8 provide a link between Rosenthal’s and Khintchine’s
inequalities for sums of multilinear forms in independentsymmetric r.v.’s and give
analogues of Rosenthal’s bounds for those objects.
Let εp1,...,εpn,p= 1,...,m,be independent symmetric Bernoulli r.v.’s and
let Kh∗reg(m,t) and Kh∗dec(m,t), t > 0, denote the best upper constants in
Khintchine’s inequalities for sums of regular and decoupled multilinear forms in
independent symmetric Bernoulli r.v.’s, respectively:
E
   
     
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilεi1 ···εil
   
     
t
≤
Kh∗reg(m,t)E
  m  
l=0
 
1≤i1<···<il≤n
c2
i1,...,il
 t/2
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E
   
     
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilε1,i1 ···εl,il
   
     
t
≤ Kh∗dec(m,t)E
  m  
l=0
 
1≤i1<···<il≤n
c2
i1,...,il
 t/2
for all ci1,...,il ∈ R. The existence of such constants follows from Khintchine’s
inequalities for multilinear forms [e.g., McConnell and Taqqu (1986), Krakowiak
and Szulga (1986), de la Peña (1992) and Ibragimov and Sharakhmetov(1998,
1999, 2000)].
THEOREM 3.7. Let ci1,...,il ∈ R, 1 ≤ i1 < ··· <i l ≤ n, l = 0,...,m,
ciπ(1),...,iπ(l) = ci1,...,il, 1 ≤ i1 < ···il ≤ n, for all permutations π :{1,...,l}→
{1,...,l},l= 2,...,m.The following inequality holds:
E
   
     
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
   
     
t
≤
m−1  
q=0
 
1≤j1<···<jq≤n
Kh∗reg(m−q,t)
q  
r=1
E|Xjr|t
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
c2
j1,...,jq,i1,...,il−qEX2
i1 ···EX2
il−q
 t/2
+
 
1≤i1<···<im≤n
m  
r=1
E|Xir|t
(3.32)
for all independent symmetric r.v.’s X1,...,Xn with ﬁnite tth moment,2<t<4.
THEOREM 3.8. Let ci1,...,il ∈ R, 1 ≤ i1 < ··· <i l ≤ n, l = 0,...,m,
ciπ(1),...,iπ(l) = ci1,...,il, 1 ≤ i1 < ···<i l ≤ n, for all permutations π :{1,...,l}→
{1,...,l},l= 2,...,m.The following inequalities hold:
max
q=0,...,m
 
1≤j1<···<jq≤n
q  
r=1
E|Xjr|t
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
c2
j1,...,jq,i1,...,il−qEX2
i1 ···EX2
il−q
 t/2
≤ E
 
       
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 
       
t
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≤
 
1 +
m  
q=1
Kh∗reg(q,t)
 
× max
q=0,...,m
 
1≤j1<···<jq≤n
q  
r=1
E|Xjr|t
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
c2
j1,...,jq,i1,...,il−q
×EX2
i1 ···EX2
il−q
 t/2
for all independent symmetric r.v.’s X1,...,Xn with ﬁnite tth moment,2<t<4.
REMARK 3.6. Using the fact that sums of decoupled multilinear forms  m
l=0
 n
i1=1···
 n
il=1ci1,...,ilX1,i1 ···Xl,il, where Xp1,...,Xpn,p= 1,...,m,
are independent r.v.’s, can be represented as sums of regular multilinear forms
with many zero coefﬁcients, we obtain that analogues of Theorems 3.3–3.8 hold
for sums of decoupled multilinear forms as well. Using Lemma 2.8, we also ob-
tain, as in the case of sums of r.v.’s, that analogues of the above theorems hold for
sums of multilinear forms in nonnegative r.v.’s and conditionally symmetric mar-
tingale differenceswith boundedconditional momentsandnonrandomconditional
moments.
Theorem 3.9 gives new decoupling inequalities for sums of multilinear forms
that complement the results obtained in McConnell and Taqqu (1986), de la Peña
(1992) and de la Peña and Montgomery-Smith (1995) [here and in what follows,
Ck
n = n!/(k!(n −k)!), 0 ≤ k ≤ n].
THEOREM 3.9. Let ci1,...,il ∈ R, 1 ≤ i1 < ···<i l ≤ n, l = 0,...,m. The
following decoupling inequalities hold:
(m+1)−1E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 t
≤ E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
≤
  m  
q=0
(Cq
m)t
 
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 t
(3.34)
for all independent nonnegative r.v.’s X1,...,Xn,X p1,...,Xpn,p= 1,...,m,
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p = 1,...,m,and Xi have the same distribution,
 
1 +
m  
q=1
Kh∗dec(q,t)
 −1
E
 
       
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 
       
t
≤ E
     
   
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
     
   
t
≤
 
1+
m  
q=1
(Cq
m)tKh∗reg(q,t)
 
E
 
     
 
m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 
     
 
t
(3.35)
for all independent symmetric r.v.’s X1,...,Xn,Xp1,...,Xpn,p= 1,...,m,
with ﬁnite tth moment,2<t<4, such that, for i = 1,...,n, the r.v.’s Xpi,
p = 1,...,m,and Xi have the same distribution.
According to the following theorem, the best constants in Khintchine–
Marcinkiewicz–Zygmund inequalities for generalized moving averages in inde-
pendent symmetric r.v.’s do not depend on the order m and are the same as in the
independent case.
THEOREM 3.10. Let 0 ≤ h1 < ···<h m. The best constants Kh
∗
1(t,m) and
Kh
∗
2(t,m) in the following Khintchine–Marcinkiewicz–Zygmundinequalities
Kh1(t,m)E
 n−hm  
i=1
c2
i X2
i+h1X2
i+h2 ···X2
i+hm
 t/2
≤ E
   
     
n−hm  
i=1
ciXi+h1Xi+h2 ···Xi+hm
   
     
t
≤ Kh2(t,m)E
 n−hm  
i=1
c2
i X2
i+h1X2
i+h2 ···X2
i+hm
 t/2
for all n>h m,c i ∈ R,i= 1,...,n− hm, and all independent symmetric r.v.’s
X1,...,Xn with ﬁnite tth moment, t>0, are given by Kh∗
1(t,m) = Kh∗
1(t) =
2t/2−1, 0 <t≤ t0,K h ∗
1(t,m) = Kh∗
1(t) = E|Z|t,t 0 ≤ t ≤ 2,K h ∗
1(t,m) =
Kh∗
1(t) = 1,t≥ 2,K h ∗
2(t,m) = Kh∗
2(t) = 1, 0 <t≤ 2,K h ∗
2(t,m) = Kh∗
2(t) =
E|Z|t,t≥ 2, where t0 is the nontrivial solution of the equation  ((t0 + 1)/2) =
 (3/2),  (x) is the Gamma-function,  (x) =
  +∞
0 tx−1e−t dt and Z is the
standard normal r.v.
REMARK 3.7. From Theorem 3.10, it follows that in the case of generalized
moving averages, one can set Kh∗reg(m − q,t) = E|Z|t,q= 0,...,m− 1,
Kh∗reg(q,t) = E|Z|t,q= 1,...,m,in inequalities (3.32) and (3.33).SUMS OF MULTILINEAR FORMS 661
PROOF OF THEOREMS 3.3 AND 3.4. Relations (3.22) and (3.25) follow from
Lemmas 2.2 and 2.3, relations (3.26) and (3.29) follow from Lemmas 2.2 and 2.4.
Let us prove (3.24). We ﬁrst consider the case m = 2 in order to illustrate the
general argument. Suppose that 1 <t<2, 1 ≤ s<tor t ≥ 2,t− 1 ≤ s<t .Let
ai,bi > 0, at
i ≤ bi, i = 1,...,n,a n dl e tck,cij = cji ≥ 0,k= 0,1,...,n,1≤
i<j≤ n. Determine the extrema of ETt(X1,...,Xn), where T(X 1,...,Xn) =
c0+
 n
i=1 ciXi+
 
1≤i<j≤ncijXiXj, overthe setsM
non,ind
k (n,s,t,a,b),k = 1,2.
We have
T(X 1,...,Xn)
= Xn
 
cn +
n−1  
i=1
cinXi
 
+c0 +
n−1  
i=1
ciXi +
 
1≤i<j≤n−1
cijXiXj.
(3.36)
Let al = (a1,...,al), b
l = (b1,...,bl), l = 1,...,n−1.For l = 1,...,nandr.v.’s
X1,...,Xl−1 ∈ M
non,ind
k (l − 1,s,t,al−1,b
l−1), denote by Hk
l (al,bl) the class
of nonnegative r.v.’s Xl independent of X1,...,Xl−1 and such that EXs
l = as
l ,
EXt
l = bl if k = 1, and EXs
l ≤ as
l ,E X t
l ≤ bl if k = 2. Using (3.36) and
Lemmas 2.5 and 2.6, we get that, for all r.v.’s X1,...,Xn−1 ∈ M
non,ind
k (n −
1,s,t,an−1,b
n−1),
sup
Xn∈Hk
n(an,bn)
ETt(X1,...,Xn)
= (bn −at
n)E
 
cn +
n−1  
i=1
cinXi
 t
+E
 
an
 
cn +
n−1  
i=1
cinXi
 
+c0 +
n−1  
i=1
ciXi +
 
1≤i<j≤n−1
cijXiXj
 t
= (bn −at
n)E
 
cn +
n−1  
i=1
cinXi
 t
+ETt(X1,...,Xn−1,an), k = 1,2.
From the same lemmas (see also Remark 2.1), it follows therefore that, for all r.v.’s
X1,...,Xn−2 ∈ M
non,ind
k (n−2,s,t,an−2,b
n−2),
sup
Xn−1∈Hk
n−1(an−1,bn−1)
sup
Xn∈Hk
n(an,bn)
ETt(X1,...,Xn)
= ct
n−1,n(bn−1 −at
n−1)(bn −at
n)
+(bn −at
n)E
 
cn +cn−1,nan−1 +
n−2  
i=1
cinXi
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+(bn−1 −at
n−1)E
 
cn−1 +cn,n−1an +
n−2  
i=1
ci,n−1Xi
 t
+ETt(X1,...,Xn−2,an−1,an).
Continuing in the same way, we get that, for all r.v.’s X1,...,Xl−1 ∈
M
non,ind
k (l −1,s,t,al−1,b
l−1),
sup
Xl∈Hk
l (al,bl)
··· sup
Xn−1∈Hk
n−1(an−1,bn−1)
sup
Xn∈Hk
n(an,bn)
ETt(X1,...,Xn)
=
 
l≤i<j≤n
ct
ij(bi −at
i)(bj −at
j)
+
n  
j=l
(bj −at
j)E
 
cj +
n  
i=l,i =j
cijai +
l−1  
i=1
cijXi
 t
+ETt(X1,...,Xl−1,al,...,an), k = 1,2.
Therefore, sup(X,n)∈M
non,ind
k (n,s,t,a,b)ETt(X1,...,Xn) =
 
1≤i<j≤nct
ij(bi −at
i)×
(bj − at
j) +
 n
i=1(bi − at
i)(ci +
 n
j=1,j =i cijaj)t + T t(a1,a2,...,an),k = 1,2,
and we get that (3.24) holds in the case m = 2.
Let us now turn to the case of arbitrary m. Let us use induction on the number
of r.v.’s X1,...,Xn. Suppose we have already proven relation (3.24) for all sums
of multilinear forms of order not greater than m, 1 ≤ m ≤ n − 1, in the case of
n−1 r.v.’s; that is, suppose that the relation
sup
(X,n−1)∈M
non,ind
k (n−1,s,t,an−1,b
n−1)
E
  m  
l=0
 
1≤i1<···<il≤n−1
ci1,...,ilXi1 ···Xil
 t
=
m  
q=0
 
1≤j1<···<jq≤n−1
q  
r=1
(bjr −at
jr)
×
  m  
l=q
 
i1<···<il−q∈{1,...,n−1}\{j1,...,jq}
cj1,...,jq,i1,...,il−qai1 ···ail−q
 t
,
k = 1,2,
is valid. From Lemmas 2.5 and 2.6, we get that, for all r.v.’s X1,...,Xn−1 from
the class M
non,ind
k (n−1,s,t,an−1,b
n−1),
sup
Xn∈Hk
n(an,bn)
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
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= (bn −at
n)E
 m−1  
l=0
 
1≤i1<···<il≤n−1
ci1,...,il,nXi1 ···Xil
 t
+E
 
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 
   Xn = an
  t
[note that E(f(X1,...,Xn) | Xn = an) = f(X 1,...,Xn−1,an)]. From the induc-
tion hypothesis, it follows that (we assume ci1,...,im,n = 0)
sup
(X,n−1)∈M
non,ind
k (n−1,s,t,an−1,b
n−1)
E
 
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1
···Xil
 
   Xn = an
  t
= sup
(X,n−1)∈M
non,ind
k (n−1,s,t,an−1,b
n−1)
E
  m  
l=0
 
1≤i1<···<il≤n−1
(ci1,...,il
+ci1,...,il,nan)Xi1 ···Xil
 t
=
m  
q=0
 
1≤j1<···<jq≤n−1
q  
r=1
(bjr −at
jr)
(3.38)
×
  m  
l=q
 
i1<···<il−q∈{1,...,n−1}\{j1,...,jq}
(cj1,...,jq,i1,...,il−q
+cj1,...,jq,i1,...,il−q,nan)ai1 ···ail−q
 t
=
m  
q=0
 
1≤j1<···<jq≤n−1
q  
r=1
(bjr −at
jr)
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qai1 ···ail−q
 t
.
Moreover,
sup
(X,n−1)∈M
non,ind
k (n−1,s,t,an−1,b
n−1)
E
 m−1  
l=0
 
1≤i1<···<il≤n−1
ci1,...,il,nXi1 ···Xil
 t
=
m−1  
q=0
 
1≤j1<···<jq≤n−1
q  
r=1
(bjr −at
jr) (3.39)
×
 m−1  
l=q
 
i1<···<il−q∈{1,...,n−1}\{j1,...,jq}
cj1,...,jq,i1,...,il−q,nai1 ···ail−q
 t
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From (3.37)–(3.39) and Lemmas 2.5 and 2.6 (see also Remark 2.1), it follows
that
sup
(X,n)∈M
non,ind
k (n,s,t,a,b)
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
=
m  
q=0
 
1≤j1<···<jq≤n−1
q  
r=1
(bjr −at
jr)
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qai1 ···ail−q
 t
+(bn −at
n)
m−1  
q=0
 
1≤j1<···<jq≤n−1
q  
r=1
(bjr −at
jr)
×
 m−1  
l=q
 
i1<···<il−q∈{1,...,n−1}\{j1,...,jq}
cj1,...,jq,i1,...,il−q,nai1 ···ail−q
 t
=
m  
q=0
 
1≤j1<···<jq≤n
q  
r=1
(bjr −at
jr)
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qai1 ···ail−q
 t
,
where the next to the last term is the case when jq+1 = n, 1 ≤ j1 < ···<j q ≤
n − 1,q= 0,1,...,m − 1, missing to complete the sum. The fact that
relation (3.24) is obviously valid for sums of multilinear forms in one r.v.
completes the proof by induction. Relations (3.23), (3.27) and (3.28) might be
proven in a similar way [to prove (3.27) and (3.28), one uses Lemma 2.7 instead
of Lemma 2.6]. 
PROOF OF THEOREMS 3.5–3.10. Inequality (3.30) immediately follows
from relation (3.24). Let ci1,...,il = 0, 1 ≤ i1 < ···<i l ≤ n, l = 0,...,m− 1,
ci1,...,im = (
 m
q=0(1/q!)(1/(m−q)!)t)−t, 1 ≤ i1 < ···<i m ≤n, and let ai = bi =
1/n, i = 1,...,n.From relation (3.24) it follows that
sup
(X,n)∈M
non,ind
1 (n,1,t,a,b)
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
=
m  
q=0
Cq
n(n−1 −n−t)q
  m  
l=q
C
l−q
n−qn−(l−q)ci1,...,il
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=
m  
q=0
Cq
n(n−1 −n−t)q(C
m−q
n−q n−(m−q)c1,...,m)t
∼
m  
q=0
1
q!
(
1
(m−q)!
)tct
1,...,m = 1.
Moreover, for all r.v.’s (X,n) ∈ M
non,ind
1 (n,1,t,a,b),
m  
q=0
 
1≤j1<···<jq≤n
q  
r=1
EXt
jr
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qEXi1 ···EXil−q
 t
=
m  
q=0
Cq
nn−q(C
m−q
n−q n−(m−q)c1,...,m)t ∼ 1.
This proves exactness of the constants in inequality (3.30). The right-hand side
of inequality (3.31) is an evident consequence of (3.30). The left-hand side
of inequality (3.31) easily follows from the nonnegativity of the r.v.’s X1,
...,Xn and Jensen’s inequality. Inequality (3.32) follows from relation (3.28).
The upper bound in (3.33) is an immediate consequence of (3.32). The lower
estimate is an evident consequence of the lower Khintchine bound E(
 m
l=0×  
1≤i1<···<il≤nc2
i1,...,ilX2
i1 ···X2
il)t/2 ≤ E|
 m
l=0
 
1≤i1<···<il≤nci1,...,ilXi1 ···Xil|t,
t ≥ 2, implied by Jensen’s inequality. Let us prove (3.34). Let us again consider
ﬁrst the case m = 2. Let ck,cij = cji ≥ 0,k= 0,1,...,n, 1 ≤ i<j≤ n.
From (3.30) (see Remark 3.6) and the left-hand side of inequality in (3.31), it
follows that
E
 
c0 +
n  
i=1
ciX1i +
 
1≤i<j≤n
cijX1iX2j
 t
≤
 
1≤i<j≤n
ct
ijEXt
1iXt
2j
+
n  
i=1
EXt
1i
 
ci +
n  
j=i+1
cijEX2j
 t
+
n  
j=1
EXt
2j
 j−1  
i=1
cijEX1i
 t
+
 
 
1≤i<j≤n
EX1iEX2j
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≤
 
1≤i<j≤n
ct
ijEXt
iXt
j +
n  
i=1
EXt
i
 
ci +
n  
j =i
cijEXj
 t
+
 
 
1≤i<j≤n
EXiEXj
 t
≤ 3E
 
c0 +
n  
i=1
ciXi +
 
1≤i<j≤n
cijXiXj
 t
.
From (3.30) and the nonnegativity of X11,...,X1n,X21,...,X2n, it also follows
that
E
 
c0 +
n  
i=1
ciXi +
 
1≤i<j≤n
cijXiXj
 t
≤
 
1≤i<j≤n
ct
ijEXt
iXt
j +
n  
i=1
EXt
i
 
ci +
n  
j =i
cijEXj
 t
+
 
 
1≤i<j≤n
EXiEXj
 t
≤
 
1≤i<j≤n
ct
ijEXt
1iXt
2j +2t−1
n  
i=1
EXt
1i
 
ci +
n  
j=i+1
cijEX2j
 t
+2t−1
n  
j=1
EXt
2j
 j−1  
i=1
cijEX1i
 t
+
 
 
1≤i<j≤n
EX1iEX2j
 t
≤ (2+2t)E
 
 
1≤i<j≤n
cijX1iX2j
 t
.
Therefore, (3.34) holds for m = 2. Let us now turn to the case of arbitrary
m. Let ci1,...,il ≥ 0, 1 ≤ i1 < ···<i l ≤ n, l = 0,...,m, ciπ(1),...,iπ(l) = ci1,...,il,
1 ≤ i1 < ···il ≤ n, for all permutations π :{1,...,l}→{ 1,...,l},l= 2,...,m.
It is obvious that
 
1≤j1<···<jq≤n
q  
r=1
EXt
jr
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qEXi1 ···EXil−q
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≥
 
1≤j1<···<jq≤m
 
1≤ij1<···<ijq≤n
q  
r=1
EXt
jr,ijr
×


 

m  
l=jq
 
1≤ip≤n,ip1<ip2,p1<p2,
p,p1,p2=1,...,l,p =j1,...,jq
ci1,...,il
 
k=1,...,l,k =j1,...,jq
EXk,ik


 

t
for all independent nonnegative r.v.’s X1,...,Xn,X p1,...,Xpn,p= 1,...,m,
with ﬁnite tth moment, 1 <t<2, such that, for i = 1,...,n,Xpi,p= 1,...,m,
and Xi have the same distribution. This inequality, the estimate
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 t
≤
m  
q=0
 
1≤j1<···<jq≤m
 
1≤ij1<···<ijq≤n
q  
r=1
EXt
jr,ijr
×


 

m  
l=jq
 
1≤ip≤n,ip1<ip2,p1<p2,
p,p1,p2=1,...,l,p =j1,...,jq
ci1,...,il
 
k=1,...,l,k =j1,...,jq
EXk,ik


 

t
for all independent nonnegative r.v.’s Xp1,...,Xpn,p= 1,...,m,with ﬁnite tth
moment, 1 <t<2, implied by (3.30) (see Remark 3.6) and the left-hand side
inequality in (3.31) imply that
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 t
≤ (m+1)E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
.
Similarly, from the inequality (
 N
k=1zk)t ≤ Nt−1  N
k=1zt
k for zk ≥ 0,k=
1,...,N,t>1, it follows that
 
1≤j1<···<jq≤n
q  
r=1
EXt
jr
×
  m  
l=q
 
i1<···<il−q∈{1,...,n}\{j1,...,jq}
cj1,...,jq,i1,...,il−qEXi1 ···EXil−q
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≤ (Cq
m)t−1  
1≤j1<···<jq≤m
 
1≤ij1<···<ijq≤n
q  
r=1
EXt
jr,ijr
×


 

m  
l=jq
 
1≤ip≤n,ip1<ip2,p1<p2,
p,p1,p2=1,...,l,p =j1,...,jq
ci1,...,il
 
k=1,...,l,k =j1,...,jq
EXk,ik


 

t
.
This, together with inequality (3.30) and the inequality
max
q=0,...,m
max
1≤j1<···<jq≤m
 
1≤ij1<···<ijq≤n
q  
r=1
EXt
jr,ijr
×

 


m  
l=jq
 
1≤ip≤n,ip1<ip2,p1<p2,
p,p1,p2=1,...,l,p =j1,...,jq
ci1,...,il
 
k=1,...,l,k =j1,...,jq
EXk,ik

 


t
≤ E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 t
,
which follows from the nonnegativity of Xp1,...,Xpn,p= 1,...,m, and
Jensen’s inequality, imply that
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilXi1 ···Xil
 t
≤
  m  
q=0
(Cq
m)t
 
E
  m  
l=0
 
1≤i1<···<il≤n
ci1,...,ilX1,i1 ···Xl,il
 t
;
that is, inequality (3.34) holds. Decoupling inequalities (3.35) might be proven
in a similar way, with the help of the inequalities
 N
k=1|zk|t ≤|
 N
k=1zk|t ≤
Nt−1  N
k=1|zk|t for zk ∈ R,k= 1,...,N,t>1, estimate (3.32), left-hand side
inequality (3.33) and their implications for sums of decoupled mulitilinear forms.
Theorem 3.10 follows from the results of Haagerup (1982) and independence of
the r.v.’s ε 
i = εi+h1 ···εi+hm,i= 1,...,n−hm (Remark 3.5). 
APPENDIX
Auxiliary results on extremal properties of sums of independent random
variables with ﬁxed sum of tails of distributions. Let   be the σ-algebra of
Borel subsets of R and let   be the class of ﬁnite positive σ-additive measures λSUMS OF MULTILINEAR FORMS 669
on   such that λ({0}) = 0. Set  1 ={ λ ∈  :λ(B) = λ(B ∩ R+),B ∈  } ,  2 =
{λ ∈  :λ(B) = λ(−B),B ∈  } . For a measure λ ∈   denote by T(λ)the r.v.
with characteristic function EeitT(λ) = exp(
  +∞
−∞ (eitx − 1)dλ(x)). Let λ1 ∈  1,
λ2 ∈  2. Set [here, as in Section 3, (X,n) denotes a set of independent r.v.’s
(X1,...,Xn)]
W1(λ1) =
 
(X,n):n ≥1,Xi is nonnegative,
n  
i=1
P(X i ∈ B \{0}) = λ1(B),B ∈ 
 
,
W1(λ2) =
 
(X,n):n ≥1,Xi is symmetric,
n  
i=1
P(X i ∈ B \{0}) = λ2(B),B ∈ 
 
.
Denote by W2(λj), j = 1,2, the subsets of W1(λj) consisting of identically
distributed r.v.’s.
The following theorem reﬁnes and complements the results obtained in Utev
(1985).
As in the beginning of Section 3,   is the class of continuous functions φ:
R → R satisfying condition (3.1). Let f ∈ J, h∈ Qf (concerning the deﬁnitions
of the classes J and Qf, see the beginning of Section 2), f(0) = 0,D h,Af > 0,
and let, similarly to the proof of Theorem 3.1, U
(1)
1 (Dh,Af) and U
(1)
2 (Dh,Af)
be the sets of independent nonnegative r.v.’s X1,...,Xn,n≥ 1, satisfying the
conditions
n  
i=1
Eh(|Xi|) = h(Dh),
n  
i=1
Ef (|Xi|) = Af (A.1)
and
n  
i=1
Eh(|Xi|) ≤ h(Dh),
n  
i=1
Ef (|Xi|) ≤Af, (A.2)
respectively. Denote by U
(2)
1 (Dh,Af) and U
(2)
2 (Dh,Af) the sets of independent
symmetric r.v.’s X1,...,Xn,n≥ 1, satisfying inequalities (A.1) and (A.2), and
denote by U
(j)
3 (Dh,Af) and U
(j)
4 (Dh,Af) the subsets of U
(j)
1 (Dh,Af) and
U
(j)
2 (Dh,Af), j = 1,2, respectively, consisting of identically distributed r.v.’s.
Let
 
(j)
1 (Dh,Af) =
 
λ ∈  j :
  ∞
−∞
h(|x|)dλ(x)= h(Dh),670 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
  ∞
−∞
f(|x|)dλ(x)= Af
 
,
 
(j)
2 (Dh,Af) =
 
λ ∈  j :
  ∞
−∞
h(|x|)dλ(x)≤h(Dh),
  ∞
−∞
f(|x|)dλ(x)≤ Af
 
,j = 1,2.
THEOREM A.1. If a nonnegative function φ1 ∈   is convex, and a nonnega-
tive function φ2 ∈   satisﬁes condition (3.19) then
sup
(X,n)∈U
(j)
k (Dh,Af)
Eφj
  n  
i=1
Xi
 
= sup
(X,n)∈U
(j)
k+2(Dh,Af)
Eφj
  n  
i=1
Xi
 
= sup
λ∈ 
(j)
k (Dh,Af)
Eφj
 
T(λ)
 
,k , j = 1,2.
REMARK A.1. Theorem A.1 means that the following important fact holds:
in problems of determining extrema of expectations of functions φ1 of sums
of independent nonnegative r.v.’s with ﬁxed sums of generalized moments and
expectations of functions φ2 of sums of independent symmetric r.v.’s with ﬁxed
sums of generalized moments, it sufﬁces to consider only identically distributed
r.v.’s.
Theorem A.1 immediately follows from the evident relations U
(j)
k (Dh,Af) =
 
λ∈ 
(j)
k (Dh,Af)W1(λ), U
(j)
k+2(Dh,Af) =
 
λ∈ 
(j)
k (Dh,Af)W2(λ), k = 1,2,j=
1,2, and the following lemma.
LEMMA A.1. Let λj ∈  j,j= 1,2, let a function φ1 ∈   be convex and let
a function φ2 ∈   satisfy condition (3.19). If
  +∞
−∞ |φj(x)|dλj(x) < ∞, then
E
   φj
 
T(λ j)
     < ∞,
sup
(X,n)∈W1(λj)
Eφj
  n  
i=1
Xi
 
≤ Eφj
 
T(λ j)
 
,j = 1,2.
(A.3)
If, in addition to that, the functions φj,j= 1,2, are nonnegative, then
sup
(X,n)∈Wk(λj)
Eφj
  n  
i=1
Xi
 
= Eφj(T(λj)), j,k = 1,2. (A.4)
Let us formulate some auxiliary results neededfor the proof of Lemma A.1. For
a vectora ∈ Rn, denoteby a[1] ≥···≥a[n] its componentsarrangedin descending
order.SUMS OF MULTILINEAR FORMS 671
DEFINITION A.1 [Marshall and Olkin (1979)]. Let x,y ∈ Rn. The vector x
is said to be majorized by the vector y (x ≺ y)i f
 k
i=1x[i] ≤
 k
i=1y[i],k=
1,...,n−1,
 n
i=1x[i] =
 n
i=1y[i].
DEFINITION A.2 [Marshall and Olkin (1979)]. Let A ⊆ Rn. A function
φ:A → R is said to be S-convex (resp. S-concave) on A if (x ≺ y)⇒ (φ(x) ≤
φ(y))[resp. (x ≺ y)⇒ (φ(x) ≥ φ(y))]f o ra l lx,y ∈ A.
LEMMA A.2. A continuousfunction φ1:R+ → R is convex on R+ if and only
if
(n−1)φ1(x)+φ1
  n  
i=1
ai +x
 
≥
n  
i=1
φ1(ai +x), a1,...,an,x∈ R+,n≥ 1.
(A.5)
PROOF.L e t φ1:R+ → R be a continuous and convex function on R+.T h e n
from Proposition3.C.1in MarshallandOlkin (1979),itfollows that
 n
i=1φ1(xi) is
anS-convexfunctiononRn
+.Since(a1+x,...,an+x)≺ (x,...,x,
 n
i=1ai+x),
this implies inequality (A.5). Let now a continuous function φ1:R+ → R satisfy
inequality (A.5) and let 0 ≤ y ≤ z. Setting in (A.5) n = 2,x = y,a1 = a2 =
(z − y)/2, we obtain that (φ1(y) + φ1(z))/2 ≥ φ1((y + z)/2);t h a ti s ,t h e
function φ1 is convex. 
LEMMA A.3. A function φ2:R → R satisﬁes condition (3.19) if and only if
(n−1)Eφ2(xε)+Eφ2
  n  
i=1
aiεi +xε
 
≥
n  
i=1
Eφ2(aiε1 +xε2), a1,...,an,x∈ R,n≥ 1.
The proof can be easily obtained by induction.
LEMMA A.4. Let X(1),Y(1) be nonnegative r.v.’s, let X(2),Y(2) be symmetric
r.v.’s, let φ1 ∈   be a convex function and let φ2 ∈   be a function satisfying
condition (3.19). Suppose that for j = 1,2 the r.v. X(j) has a distribution
λj ∈  j, the r.v.’s X(j),Y(j),T(λj) are independent, and E|φj(X(j))| < ∞,
E|φj(Y(j))| < ∞. Then E|φj(T(λj) + Y(j))| < ∞ and Eφj(X(j) + Y(j)) ≤
Eφj(T(λj)+Y(j)),j = 1,2.672 V. H. DE LA PEÑA, R. IBRAGIMOV AND SH. SHARAKHMETOV
PROOF. The distributions of the r.v.’s T(λ j), j = 1,2, are the same as the
distributionsofther.v.’s
 θ(1)
i=1 X
(j)
i ,respectively,wherether.v.θ(1)isindependent
of Y(j) and X
(j)
1 ,X
(j)
2 ,...are sequencesof independentr.v.’s with distributions λj
independent of Y(j) and θ(1). According to Lemma 3.4 in Utev (1985), from
the condition that φj ∈   and, therefore, φj satisfy (3.1), it follows that, for
all a1,...,an ∈ R, |φj(
 n
i=1ai)|≤qn−1
j
 n
i=1(1 +| φj(ai)|), j = 1,2, where
qj = max(1,2C(φj)), C(φj) are the constants in (3.1). Consequently,
E
 
 φj
 
T(λ j)+Y(j)  
 
= e−1
∞  
k=0
E
     
   φj
  k  
i=1
X
(j)
i +Y(j)
      
   
 
k!
≤ e−1 
1+E
   φj(Y(j))
     ∞  
k=0
 
qj
 
1+E
   φj(X
(j)
i )
     k 
k!
=
 
1+E
 
 φj(Y(j))
 
  
exp
 
qj
 
1 +E
 
 φj(X
(j)
i )
 
  
−1
 
< ∞,j = 1,2.
From Lemmas A.2 and A.3, it follows that
e−1
∞  
k=1
Eφj
  k  
i=1
X
(j)
i +Y(j)
 
 
k!
≥ e−1
∞  
k=1
  k  
i=1
Eφj
 
X
(j)
i +Y(j) 
−(k −1)Eφj(Y(j))
  
k!
= Eφj
 
X(j) +Y(j) 
−e−1Eφj(Y(j)).
Therefore,
Eφj
 
T(λ j)+Y(j) 
= e−1
∞  
k=0
Eφj
  k  
i=1
X
(j)
i +Y(j)
  
k!
≥ Eφj
 
X(j) +Y(j) 
,j = 1,2. 
PROOF OF LEMMA A.1. The inequalities in (A.3) are evident consequences
of Lemma A.4. Let us prove the relations in (A.4). Let φ1 ∈   be a nonnegative
convex function, let φ2 ∈   be a nonnegative function satisfying condition (3.19)
and let λj ∈  j,j= 1,2. It sufﬁces to prove the exactness of upper bounds
in (A.4). Take n ≥ maxj=1,2λj(R). Let X
(1)
1n ,...,X
(1)
nn be independent nonnega-
tive r.v.’s and let X
(2)
1n ,...,X
(2)
nn beindependentsymmetricr.v.’ssuchthat P(X
(j)
in ∈
B \{ 0}) = n−1λj(B) for B ∈  ,i= 1,...,n,j = 1,2. Then
 n
i=1P(X
(j)
in ∈
B \{ 0}) = λj(B), and the characteristic function of the r.v.
 n
i=1X
(j)
in is givenSUMS OF MULTILINEAR FORMS 673
by (1 + n−1  +∞
−∞ (eitx − 1)dλj(x))n → exp(
  +∞
−∞ (eitx − 1)dλj(x)), j = 1,2, as
n →∞ . Sincethe functions φj are continuous,this implies that φj(
 n
i=1X
(j)
in ) →
φj(T(λj)), j = 1,2 (in distribution), as n →∞ . Therefore [e.g., Billingsley
(1999), Theorem 3.4], liminfn→∞Eφj(
 n
i=1X
(j)
in ) ≥ Eφj(T(λj)), j = 1,2. 
For n ≥ d>0, set H(d) ={ (p1,...,pn):0 ≤ pi ≤ 1,i = 1,...,n,  n
i=1pi = d}. Let X1(p1),...,Xn(pn) be independent r.v.’s with distribu-
tions P(Xi(pi) = 1) = pi,P(Xi(pi) = 0) = 1 − pi,i = 1,...,n,a n dl e t
Y1(p1),...,Yn(pn) be independent r.v.’s with distributions P(Yi(pi) = 1) =
P(Yi(pi) =− 1) = pi/2,P(Yi(pi) = 0) = 1 − pi,i = 1,...,n. Then, for all
(p1,...,pn) ∈ H(d) and B ∈  ,w eh a v e
 n
i=1P(Xi(pi) ∈ B \{ 0}) = λ1(B),  n
i=1P(Yi(pi) ∈ B \{ 0}) = λ2(B), where λ1({1}) = d, λ2({1}) = λ2({−1}) =
d/2,λ 1(R) = λ2(R) = d. The distributions of r.v.’s T(λ 1) and T(λ 2) are the
same as distributions of r.v.’s θ(d) and θ1(d/2) − θ2(d/2), respectively. Using
Lemma A.1, we obtain that if φ1 ∈   is a nonnegativeconvexfunction and φ2 ∈  
is a nonnegative function satisfying condition (3.19), then
sup
(p1,...,pn)∈H(d)
Eφ1
  n  
i=1
Xi(pi)
 
= sup
n
Eφ1
  n  
i=1
Xi(d/n)
 
= Eφ1
 
θ(d)
 
< ∞,
(A.6)
sup
(p1,...,pn)∈H(d)
Eφ2
  n  
i=1
Yi(pi)
 
= sup
n
Eφ2
  n  
i=1
Yi(d/n)
 
= Eφ2
 
θ1(d/2)−θ2(d/2)
 
< ∞.
(A.7)
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