Abstract. Define Ψ(x, y) to be the number of positive integers n ≤ x such that n has no prime divisor larger than y. We present a simple algorithm that approximates Ψ(x, y) in O(y{ log log x log y + 1 log log y }) floating point operations. This algorithm is based directly on a theorem of Hildebrand and Tenenbaum. We also present data which indicate that this algorithm is more accurate in practice than other known approximations, including the well-known approximation Ψ(x, y) ≈ xρ(log x/ log y), where ρ(u) is Dickman's function.
Introduction
Let Ψ(x, y) denote the number of positive integers n ≤ x such that n has no prime divisors larger than y. In order to optimize the running times of many integer factoring and discrete logarithm algorithms, including the number field sieve methods (see [9, 13] ), good estimates for Ψ(x, y) are required.
Unfortunately, computing the exact value of Ψ(x, y) is quite prohibitive in practice, as x is typically 20-200 decimal digits long. For example, the obvious way to compute the exact value of Ψ(x, y) is to factor all the integers ≤ x over the primes up to y. If sieving is used, this method requires time proportional to x log log y. There is a simple recursive algorithm to compute Ψ(x, y) using the Buchstab identity Ψ(x, y) = Ψ(x, 2) + 2<p≤y Ψ(x/p, p), which holds for x > 1, y ≥ 2. This algorithm requires O(Ψ(x, y)) operations, but is easy to implement. Bernstein [1] gives several algorithms for computing the exact value of Ψ(x, y), one of which requires only O (Ψ(x, y) β(x,y) ) operations, where 1/2 < β(x, y) ≤ 1. See also §5.1 for an O(x/ log y) method. None of these methods appear to be feasible for applications in factoring.
The natural alternative to computing the exact value of Ψ(x, y) is to use an approximation, and in factoring, a good approximation is normally sufficient. The estimate Ψ(x, y) ≈ xρ(log x/ log y), where ρ is Dickman's function, is very popular. Currently, the best rigorous version of this estimate is the following theorem. Let u := u(x, y) = log x/ log y. Theorem 1 (Hildebrand [4] ). Let > 0. Then Ψ(x, y) = xρ(u) 1 + O log(u + 1) log y for y ≥ 2 and 1 ≤ u ≤ exp((log y) 3/5− ).
Here ρ(u) is defined as the (unique) continuous solution to ρ(u) = 1 for 0 ≤ u ≤ 1; ρ(u − 1) + uρ (u) = 0 for u > 1.
The error term 1 + O(log(u + 1)/ log y) here is the best possible, although the range for y can be extended when assuming the Riemann Hypothesis.
See also §5.2 for a simple probabilistic approximation algorithm.
In this paper, we present Algorithm HT, an alternative method for approximating Ψ(x, y) based on a theorem of Hildebrand and Tenenbaum. After introducing the necessary notation, we will state this theorem.
Letū :=ū(x, y) = min{log x, y}/ log y = min{u, y/ log y}. Define
Let α = α(x, y) be the unique solution to the equation
Theorem 2 (Hildebrand and Tenenbaum [5] ).
Observe that the error terms in Theorems 1 and 2 are roughly equivalent when log y is proportional to √ log x log log x; this is precisely the situation in current factoring algorithms. The error term in Theorem 2 is better than that of Theorem 1 for smaller y (larger u), but worse for larger y (smaller u).
Algorithm HT approximates Ψ(x, y) by computing HT (x, y, α ), where α is an approximation of α. It has a running time of
O y
log log x log y + 1 log log y floating point operations, which is roughly proportional to y and essentially independent of x. Note that y is normally at most 10 8 in practice, so this algorithm is quite practical. We present and analyze this algorithm in §2.
We also implemented four algorithms based on Theorem 1. The most accurate of these has a running time proportional to u. The other three have constant running times. We discuss these algorithms briefly in §3.
In §4, we compare the accuracy of the five algorithms mentioned above. We conclude in §5 with a brief discussion of two additional algorithms for estimating Ψ(x, y) and suggestions for future work.
For a more thorough introduction to the literature on Ψ(x, y), see Canfield, Erdős, and Pomerance [2] , Hildebrand and Tenenbaum [6], Moree [10] , and Norton [11] . We now briefly discuss our model of computation and notation.
1.1. Computation model. We measure the complexity of our algorithms by counting the number of floating point operations. Such operations include ±, ×, ÷, comparisons, exponentiation, and taking logarithms of real numbers. We also include array indexing and branching as basic operations. In practice, we used 80-bit floating point numbers.
1.2. Notation. p always denotes a prime number, and sums over p are always sums over primes. For positive functions f and g, we write
, we mean f is approximately g (this approximation may be very crude).
An algorithm based on Theorem 2
The main steps of the algorithm are as follows.
Algorithm HT.
1. Find all primes p ≤ y.
2.
Compute an approximation α to the solution s = α of f (s) = 0, where
We require that |α − α| < min{0.0001, 1/(ū log x)}. 3. Output HT (x, y, α ). In this section, we first discuss the complexity of this algorithm. We then prove its correctness by showing that Ψ(x, y) = HT (x, y, α )(1 + O(1/ū)). Finally, we show how the algorithm might be improved by using Newton's method in Step (2).
2.1. Complexity. We now derive the running time for Algorithm HT as claimed in the Introduction.
Step (1) can be performed using a sublinear sieve such as Pritchard's dynamic wheel sieve (see [14, 15] ), which uses O(y/ log log y) operations.
Because the number of primes ≤ y is π(y) = O(y/ log y), for a given value of s it is possible to compute each of ζ(s, y), φ 1 (s, y), and φ 2 (s, y) using only O(y/ log y) operations. Thus
Step (3) requires O(y/ log y) operations.
For
Step (2) , observe that when y is fixed, the function
is increasing in s when s > 0 (φ 2 (s, y) is positive on this interval). Thus α may be approximated using bisection. We know that Lemma 2] ) which provides the interval to search. As mentioned above, we must perform enough iterations to reduce the size of our interval to no more than (ū log x) −1 . At O(y/ log y) operations per iteration, this gives a total of O(y log(ū log x)/ log y) = O(y(log log x)/ log y) operations.
2.2. Correctness. We now prove that if we use the approximation α in place of α, then Theorem 2 still holds. In other words, we will prove that
We begin with some results on the φ k functions.
Proof. Taking a Taylor Series expansion of φ 2 about α, we have
From Lemma 4 of [5] we easily obtain
WLOG, we may assumeū > 1. Since the series converges geometrically, we have
Again from Lemma 4 of [5] we obtain that φ 2 (α, y) (log x) 2 /ū, which completes the proof.
Corollary 4. Under the same hypotheses as the previous lemma, we have
Proof. By the mean value theorem, there exists an s between s and α such that
Applying Lemma 3 and bounding φ 2 (α, y) as before, we obtain
Noting that −φ 1 (α, y) = log x completes the proof for φ 1 . The proof for φ is easier and follows the same lines.
Proof. Assume |s − α| ≤ δ/ log x with δ = o (1) . Applying Corollary 4 we have
Applying Lemma 3 and setting δ = 1/ū completes the proof.
We have proven the following.
Theorem 6. Algorithm HT outputs an approximation for Ψ(x, y) accurate to within a factor of 1 + O(1/ū) using at most

O y
log log x log y + 1 log log y floating point operations.
2.3. Using Newton's method. Newton's method may be substituted for bisection in Step (2) of Algorithm HT. It is not difficult to show that, using α 0 := log(1 + y/(5 log x))/ log y for a starting point, Newton's method will converge. (The function f (s) = φ 1 (s, y) + log x has a negative second derivative with respect to s on (0, 1], so a starting point smaller than α, like α 0 , is preferable.) In practice, we observed quadratic convergence after only 2 or 3 iterations of Newton's method, so that 5 or 6 iterations were sufficient. However, we are only able to prove quadratic convergence when using a starting point within a distance of O(ū/ log x) from α.
Let x, y be fixed, and let g(s) :
2 . We will also need formulas for φ 2 and φ 3 : Proof. We need to show that, for every s
using Lemma 7. By the mean value theorem, there exists a t, s ≤ t ≤ α, such that
For c sufficiently small, we have h log y ≤ cū log y/ log x ≤ cu log y/ log x = c < 1/2.
Since α ū/ log x (see [5, Lemma 2]), we can choose c sufficiently small so that α > 5h, giving us
which completes the proof.
This result implies that, to find a good approximation to α, one must first use bisection to reduce the interval containing α to size O(ū/ log x). One may then take the left endpoint of this interval as the starting point for Newton's method to obtain an additional factor of O(1/ū 2 ) of precision. Ifū = u (that is, y ≥ log x), then this method will slightly improve the operation count of Algorithm HT to O(y/(log log y)). In other words, finding the primes in Step (1) dominates the running time; the contribution of Step (2) drops to O(y(log log y)/ log y). If u = y/ log y (that is, y < log x), the improvement is (theoretically) negligible.
Algorithms based on Theorem 1
We implemented four different algorithms based on the approximation Ψ(x, y) ≈ xρ(u).
Algorithm A. ρ(u) can be computed by numeric integration using
with, say, Simpson's rule (see [17] ). The idea is as follows. For 1 ≤ u ≤ 2, we have ρ(u) = 1 − log u, which is easy to compute. Then compute ρ(i + j/n) starting with i = 2 and j = 0 . . . n using (1) and Simpson's rule. Repeat this process with i = 2, 3, . . . , and observe that those points where values of ρ are needed for Simpson's rule are precisely where ρ was previously computed.
This requires O(n 2 u) operations. We used n = 1000, and our values of ρ(u) match those given by van de Lune and Wattel [17, Table 1 De Bruijn [3] showed that 
A comparison of approximations
We began by computing Ψ(x, y) for x = 2 i , i = 10, 11, . . . , 33 and y = 2 j , j = 1, 2, . . . , 15 (see Table 3 ). We then ran our five algorithms on the same x, y values to obtain estimates to compare to the actual values. On the following pages we present tables giving the ratios between the estimates and the actual data, so that a perfect estimate will yield 1.00 entries. In the interest of space, we present the data only for Algorithm HT and Algorithm A, as the data for the other algorithms can be quickly computing from Table 3 . Each table is indexed by x across the top and y down the left.
Let us summarize our results.
• Algorithm HT (Table 1) . HT (x, y, α ) provides a very good approximation to Ψ(x, y), with the ratio always between 0.9 and 1.1. It took about 5 minutes of CPU time on a workstation to produce the approximations used in the table, with the list of primes up to 2 15 computed only once.
• Algorithm A (Table 2 ). This approximation is fairly good for small values of u, but HT (x, y) appears to be uniformly better. The ratio xρ(u)/Ψ(x, y) approaches 1 as u decreases, and for fixed u, as x increases. It took less than 2 minutes of CPU time to compute the approximations in the table. ρ(u) was computed once for all u up to 20, with n = 1000.
• Algorithms B, C, and D. These approximations were only close for small u, with Algorithm B best near u = 1.5 and Algorithm C best near u = 2.5. None were as good as Algorithm A, and it is fair to say that Algorithm D is essentially useless. As Algorithm A does only a mediocre job of estimating Ψ(x, y), it is not surprising that Algorithms B, C, and D, which are based on poorer estimates of ρ(u), do not do very well. For a fast, crude approximation, Algorithms B or C may be useful. Otherwise, it is clearly a choice between Algorithms HT and A.
Our program to compute the exact values of Ψ(x, y) uses sieving, and it factors roughly a billion numbers over the primes up to 2 15 in one CPU day on an HP 9000 series 715/75 workstation. The values in Table 3 for smaller y were checked using the recursive algorithm based on Buchstab's identity mentioned in §1. All programs were implemented in ANSI C. 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 2 2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 2 2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0. 
5.2.
A probabilistic approximation algorithm. The referee also pointed out that Ψ(x, y) may be estimated probabilistically. This is, in effect, how factoring and discrete logarithm practitioners estimate Ψ(x, y).
The idea is to choose integers ≤ x at random and factor them over the primes up to y. The proportion of numbers that completely factor will give an estimate for the ratio Ψ(x, y)/x, from which an estimate for Ψ(x, y) can be made. Because this is a binomial distribution, if kn 2 x/Ψ(x, y) random numbers are chosen, then with probability at least 1 − 1/k, the estimate for Ψ(x, y) will be accurate within a factor of 1 ± 1/n. For example, we could set k = 10 and n = 10, which requires 1000x/Ψ(x, y) random numbers, giving an estimate for Ψ(x, y) that, with probability at least 90%, is accurate within ±10%. We do not know Ψ(x, y) beforehand, but this is not a problem; simply continue sampling until 1000 integers are found that completely factor over the primes ≤ y.
Open problems. We now discuss two open problems.
Considering how accurate Theorem 2 is in practice, upper and lower bounds for Ψ(x, y) with explicit constants patterned after this theorem would be very useful. It would also be nice to know whether the error term 1 + O(1/ū) is best possible. Our data implies it is not, especially for smaller u.
Let f (t) denote a monic, irreducible polynomial with integer coefficients. Let Ψ f (x, y) denote the number of integers n ≤ x such that f (n) has no prime divisors larger than y. Is it possible to construct an algorithm to approximate Ψ f (x, y) to within a constant factor? For approximations to Ψ f (x, y), see [7, 8, 16] .
