We investigate the mixed Dirichlet-Neumann boundary value problems for the Laplace-Beltrami equation on a smooth hypersurface C with the smooth boundary in non-classical setting in the Bessel potential spaces H 1 p (C) for 1 < p < ∞. To the initial BVP we apply quasilocalization and obtain model BVPs for the Laplacian. The model mixed BVP on the half plane is investigated by potential method and is reduced to an equivalent system of Mellin convolution equations in Bessel potential and Besov spaces. The symbol of the obtained system is written explicitly, which provides Fredholm properties and the index of the system. The unique solvability criteria for the initial mixed BVP in the non-classical setting is derived.
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Introduction and formulation of the problems
Let C be a smooth hypersurface in R 3 with a smooth boundary decomposed into two connected ∂C = Γ = Γ D ∪ Γ N and non-intersecting Γ D ∩ Γ N = ∅ parts. Let ν(ω) = ν 1 (ω), ν 2 (ω), ν 3 (ω), ω ∈ C be the unit normal vector field on the surface C and ∂ ν = 3 j=1 ν j ∂ j be the normal derivative. Let us consider the Laplace-Beltrami operator written in terms of the Günter's tangent derivatives (see [21, 19, 23] for more details)
Let ν Γ (t) = ν Γ,1 (t), ν Γ,2 (t), ν Γ,3 (t), t ∈ Γ, be the unit normal vector field on the boundary Γ, which is tangential to the surface C and directed outside of the surface.
And, finally, let ∂ ν Γ := 3 j=1 ν Γ,j D j be the normal derivative on the boundary of the surface, which is outer tangential derivative on the surface. We study the following mixed boundary value problem for the Laplace-Beltrami equation
Lax-Milgram Lemma applied to the BVP (1) give the following result.
Theorem 0.1 (Theorem 14, [23] ) The BVP (1) has a unique solution u in the classical weak setting:
From Theorem 0.1 we can not even conclude that a solution is continuous. If we can prove the a solution u ∈ H 1 p (C) for some 2 < p < ∞, we can enjoy even a Hölder continuity of u(t). It is very important to know maximal smoothness of a solution in some problems, for example in approximation methods. To this end we will investigate the solvability properties of the BVP (1) in the following non-classical setting
1 < p < ∞, s > 1 p and find necessary and sufficient conditions of solvability. Note, that the constraint s > 1 p is necessary to ensure the existence of the trace u + on the boundary.
To formulate the main theorem of the present work we need the following definition.
Definition 0.2 The BVP (1), (3) is Fredholm if the homogeneous problem f = g = h = 0 has a finite number of solutions and only a finite number of orthogonality conditions on the data f, g, h ensure the solvability of the BVP.
We prove below the following theorem (see the concluding part of § 5). 
In particular, the BVP (1) has a unique solution u in the non-classical setting (3) if
It is worth to note, that conditions (4) and (5) are independent of the parameter p.
The system of pseudodifferential equations
(see § 1 below for definitions of the participating pseudodifferential operators), is an equivalent reformulation of BVP (1) in the non-classical setting (3), provided
For the system (6) we can remove the constraint r > 0 and prove the following result for r ∈ R.
The system of boundary pseudodifferential equations (6) is Fredholm in the setting (7) if and only if the following condition holds
In particular, the system (6) has a unique solution in the setting (7) if
For the investigation we apply the potential method in combination with quasilocalization of the BVP. We will localize BVP: 1. on inner points of C; 2. on inner points of the boundary Γ D and Γ N ; 3. on the points of the boundary Γ where different boundary conditions collide (endpoints of Γ N ). The model BVPs obtained by quasilocalization, are well investigated in the first two cases (they have unique solutions without additional constraints). In the third case we get the mixed BVP on the half plane for the Laplace equation ([4] ). Using the representation formula of solution with the Single, Double and Newton layer potentials and Plemelji formulae, we reduce the model mixed BVP on the half plane (with Dirichlet-Neumann conditions on the boundary) to a boundary integral equation (BIE)
ϕ, ψ ∈ W
where
is the Mellin convolutions operator with the kernel homogeneous of order −1 (see [12, 15, 16, 14] ).
But there is only a partial equivalence of the Fredholm properties of the model BVP and the system (10) . The model mixed type BVP on the half plane is Fredholm if and only if the system (10) is locally Fredholm at 0.
The investigation of the Boundary integral equation system (10) is based on recent results by R. Duduchava [20] and R. Duduchava & V. Didenko [9] on Mellin convolution equations with meromorphic kernels in the Bessel potential spaces.
The symbol B s o (ω) of the equations system (10) is a continuous function on some infinite rectangle R and is responsible for the Fredholm property and the index of the system. This provides necessary and sufficient conditions for Fredholm property of (10) which is then used to prove the solvability of the original BVP in the nonclassical setting.
Many authors emphasize that a rigorous analytical solution of the above and similar problems with a pure Dirichlet or Neumann boundary conditions, also for other elliptic equations are helpful for a general understanding of elliptic boundary value problems in conical domains (see [28, 30, 37] ).
It is also possible to investigate the model mixed BVP by methods developed for the Dirichlet, Neumann and mixed problems for rational angles (cf., e.g., [24, 25] , where the authors suggest explicit formulae for solutions with two different methods). But these results are only for p = 2 and can not be applied to the nonclassical setting. Other known results are either very limited to special situations such as the rectangular case [7, 8, 35] or rather complicated in what concerns the analytical methods [29, 43] or not describing appropriate function spaces, see, e.g., [31, 40] . For the historical survey and for further references we recommend [6, 43, 41 ].
Yet another approach, which can also be applied is the limiting absorption principle, which is based on variational formulation and Lax-Milgram lemma and its generalizations. such approach is presented, e.g., in [3, 1, 2] . But again, these results are for classical setting.
In the 1960s there was suggested to solve canonical diffraction problems in Sobolev spaces, based on the recent development of pseudodifferential operators in domains with corners and, more generally, in Lipschitz domains. It was popularized by E. Meister [32, 33] 
It is obvious, that X 
and the dual (adjoint) space is
The following is a part of theorem 1.1 proved in [23] .
Theorem 1.1 Let S be -smooth = 1, 2, . . ., 1 < p < ∞ and |s| . Let X s p,# (S) be the same as in (12)- (14) .
The Laplace-Beltrami operator ∆ S := div S ∇ S itself is invertible between the spaces with detached constants (see (12))
and, therefore, has the fundamental solution K S in the setting (15).
Let C ⊂ S be a subsurface with a smooth boundary Γ := ∂C, With the fundamental solution K S of the Laplace-Beltrami operator at hand we can consider standard layer potential operators on an open subsurface C, the Newton, the Single and the Double layer potentials respectively:
The potential operators, defined above, have standard boundedness properties:
. Now we can prove in a standard way that any solution to the mixed BVP (1) in the space H 1 # (C) is represented as follows:
(see [22, 18] 
Lemma 1.2 The representation formula (17) remains valid for a solution in the space H 1 (C), provided the potentials are extended as in (18) .
, we apply the representation formula (17) for a solution in the space H 1 # (C), formula (18) , and get the representation formula (17) for a solution in the space H 1 (C):
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Let us remind Plemelji formulae
are pseudodifferential operators on Γ, have orders −1, 0, 0 and +1, respectively, and represent the direct values of the corresponding potentials 
By introducing the boundary values of a solution (22) to the boundary value problem (1) into the representation formula (19) (see Lemma 1.2) we get the following representation of a solution:
The known and unknown functions in (22) and (23) belong to the following spaces
By applying the boundary conditions from (1) to (22) with the help of Plemelji formulae (20) we get the following:
The obtained system is rewritten in the form where
and r D , r N are the restriction operators to Γ D and Γ N , respectively.
Lemma 1.3
The system of boundary pseudodifferential equations (6) is an equivalent reformulation of the boundary value problem (1) in the non-classical setting (3) (which includes the classical setting p = 2, s = 1) and has a unique pair of
Proof: The equivalence of the system (6) and the original BVP (1) is proved above.
The uniqueness result for the BVP (1) in the classical setting (2) is a standard consequence of the Green formulae (or the Lax-Milgarma Lemma, see [23] ), while for the system (6) it follows from the equivalence with the BVP (1).
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The remainder of the paper is devoted to the proof of solvability of system of pseudodifferential equations (6) in non-classical setting.
Let us prove here one result concerning the system of pseudodifferential equations (6). (26) are compact for all 1 < p < ∞ and all s ∈ R.
Lemma 1.4 The operators
Proof: By quasilocalization (see below) we find that the local representatives at the points t ∈ Γ N ∪ Γ D are the same pseudodifferential operators on the axes W R,0 and W * R,0 and are zero (see (38) below). At the common boundary points of Γ D and Γ N the local representatives are r + W * R,0 = 0 and r + W * R,0 = 0, where r + is the restriction operator from the axes R to the semi axes R + . Operators, locally quasiequivalent to 0 for all points of localization, are compact (see [10, 13, 27, 39] ). 2
Next we will apply quasi-localization of the boundary value problem (1) in more general non-classical setting (3), which includes the classical setting (2) as a particular case (see [5, 13] for details of quasilocalization of boundary value problems and also [10, 27, 39] for general results on localization and quasilocalization).
Consider the following equation on the 2-dimensional Euclidean space
and Neumann
boundary value problems for the Laplace equation on the upper half plane R 2 + := R × R + , where ∂ ν Γ = −∂ 2 is the normal derivative on the boundary of R 2 + . BVPs (28) and (29) will be treated in non-classical setting:
Consider also the mixed model BVP
where −∂ y 2 = ∂ ν Γ is, as in (29), the normal derivative on the boundary R = ∂R 2 + . BVP (31) will be treated in non-classical setting:
Theorem 1.5 (On localization) The BVP (1) in the non-classical setting (3) is locally quaasiequivalent at ω ∈ C to: i. the equation (27) at 0 if ω ∈ C is an inner points of the surface;
ii. the Dirichlet BVP (28) in the non-classical setting (30) 
iii. the Neumann BVP (29) in the non-classical setting (30) at 0 if ω ∈ Γ N ; iv. the mixed BVP (31) in the non-classical setting (32) 
one of two points of collision of different boundary conditions.
The BVP (1), (3) is Fredholm if and only if all local representatives (27) , (28), (29) and (31) in non-classical settings are locally Fredholm.
Proof: By quasilocalization at the point ω ∈ C we first localize to the tangential plane R 2 (ω) (tangential half plane R 2 + (ω)) to C at ω ∈ C (at ω ∈ Γ = ∂C, respectively). The differential operators remain the same
but now the normal vector ν(ω) to the tangent plane R 2 and the normal vector ν Γ (ω) to the boundary of the tangent plane R(ω) = ∂R 
) etc. and transforms the operators in (33) into the operators
and we get (27) , (28) , (29) , (31) as a local representatives of BVP (1) .
For further details of the quasilocalization we refer to [5] (see also [13] and [4] ). 2
To this end let us recall that the function
is the fundamental solution to the Laplace's equation in two variables
We can define standard layer potential operators, the Newton, the Single and the Double layer potentials respectively (cf. (16) )
The pseudodifferential operators on V R,−1 , W R,0 , W * R,0 and V R,+1 , associated with the layer potentials (see (21)), acquire the form
and the Plemelji formulae (20) acquire the form
Proposition 1.6 The BVPs (28), (29) have unique solutions in the setting (30) and the Laplace equation in the setting (27) has a unique solution as well.
Proof: The assertion is a well-known classical result, available in many textbooks on partial differential equations. Here we expose short proofs for the readers convenience.
The solution to the Laplace equation in the setting (27) is given by the Newton potential:
The following is the standard representation formula for a solution to the BVPs (28) . (29) and (31) 
where −∂ 2 := ∂ ν R is the normal derivative, defined on the boundary R = ∂R (28) is reduced to the following equivalent pseudodifferential equation on the boundary (cf. similar (6), derived in (22)- (25)):
where ψ := −(∂ 2 u) + is the unknown function. Equation (42) has a unique solution
because the operator V R,−1 : H
Similarly, using the representation formula (41) and Plemelji formulae (39), solution of the BVP (29) is reduced to the following equivalent pseudodifferential equation on the boundary
where ϕ = u + is the unknown function. Equation (44) has a unique solution
because the operator V R,+1 : H
is invertible (see, e.g., [36] ).
Now we concentrate to the investigation of the mixed BVP (31), (32) . We need to find conditions when it is locally Fredhom at 0, where different boundary conditions collide. Due to formulae (38) the system of boundary pseudodifferential equations for the model mixed BVP (31), similar to (6) for (1), is written as follows
where r + and r − are the restriction operators from the axes R to the semi-axes R + and R − , respectively. We have proved the following.
Lemma 1.7
The system of boundary pseudodifferential equations (46) is an equaivalent reformulation of the model mixed boundary value problem (31) in the non-classical setting (32).
Lemma 1.8
The system (46) and the system (10) are locally equivalent at 0, which means that both are locally Fredhom at 0 or are not locally Fredholm simultaneously.
For the proof of the formulated Lemma 1.8 we need an auxiliary proposition, which we formulate next Lemma 1.9 Let 1 < p < ∞ and r ∈ R. The differentiation operator
:
and The proof of the present Lemma we postpone to the end of Section 2. Proof: of Lemma 1.8: The first equation in the system (46) multiply by 2, change the variable t to −t, apply the differential operator ∂ t and replace the unknown functions ϕ 0 by ϕ(t) := −∂ t [ϕ 0 (−t)] = (∂ t ϕ 0 )(−t); we get the following:
and we get the first equation of the system (10), where
The second equation in (46) we multiply by 2, change the variable τ to −τ in the integral and replace, as above, the unknown functions ϕ 0 by ϕ(t) := (∂ t ϕ 0 )(−t); we get the following:
and we get the second equation of the system (10). Application of the locally invertible differential operator and change of the variable (amounts to the application of the reflection operator R * u(t) := u(−t)) does not harm the local invertibility at 0 and, as a result, the initial (46) and the resulting (10) systems both are locally Fredhom at 0 or are not locally Fredholm simultaneously.
Here we formulate an important corollary. 
Here
is the Fourier transformation and
is its inverse transformation. If the operator
is bounded, we say that a is an L p -multiplier of order r and use "L p -multiplier" if the order is 0. The set of all L p -multipliers of order r (of order 0) is denoted by M r p (R) (by M p (R), respectively). Let
For an L p -multiplier of order r, a ∈ M r p (R), the Fourier convolution operator (FCO) on the semi-axis R + is defined by the equality
is the restriction operator to the semi-axes R + .
We did not use in the definition of the class of multipliers M r p (R) the parameter s ∈ R. This is due to the fact that M The Bessel potential operators are defined as follows
and they arrange isomorphisms of the corresponding spaces (see [12, 20] 
which arrange isomorphisms of the corresponding spaces (see [12, 26] ). Here :
is some extension operator, arrange isomorphisms of the corresponding spaces. The final result is independent of the choice of an extension . r + is the restriction from the axes R to the semi-axes R + .
For any operator
The diagram (56) provides an equivalent lifting of the operator A of order r to the operator Λ s−r
For any bounded convolution operator
of order r and for any pair of complex numbers γ 1 , γ 2 such that Im γ j > 0, j = 1, 2, the lifted operator
is again a Fourier convolution.
In particular, the lifted operator 
holds if and only if either the function a(ξ) has an analytic extension in the lower half plane, or the function b(ξ) has an analytic extension in the upper half plane (see [12] ). Note, that actually (57) is a consequence of (58).
Let
• R := R ∪ {∞} denote one point compactification of the real axes R and R := R∪{±∞}-the two point compactification of R. By C(
• R) (by C(R), respectively) we denote the space of continuous functions g(x) on R which have the equal limits at the infinity g(−∞) = g(+∞) (limits at the infinity can be different g(−∞) = g(+∞). 
are compact. Moreover, these operators are compact in all Bessel potential and Besov spaces, where they are bounded, due to Krasnoselskij interpolation theorem for compact operators. 
Then the commutants [aI,
b is a Mellin convolution operator (see the next § 3), are compact operators in the space L p (R + ). Moreover, these operators are compact in all Bessel potential and Besov spaces, where they are bounded, due to Krasnoselskij interpolation theorem for compact operators.
Proof: of Lemma 1.9: The differentiation is a Fourier convolution operator with the symbol −iξ:
Using (59) and (54) we get
The symbol g(ξ) is infinitely smooth and vanishes at infinity: g(±∞) = 0. Then, due to Proposition 2.3, the operators
are compact for all v 0 ∈ C ∞ 0 (R + ) (and even for all sufficiently smooth v 0 ∈ C m (R + ) which vanish at infinity v 0 (∞) = 0). The compactness of the operators in (60) imply the local invertibility of ∂ t (with the local inverse Λ −1 ±γ ) even at all finite points t ∈ R + . 2
Mellin convolution operators in spaces H
In this section we expose auxiliary results from [20] (also see [12, 17, 9] ), which are essential for the investigation of boundary integral equations from the foregoing section. Consider a Mellin convolution operator M 0 a in the Bessel potential spaces
are the Mellin transformation and the inverse to it. The symbol a(ξ) of this operator is a N × N matrix function a ∈ CM 0 p (R) continuous on the real axis R with the only possible jump at infinity.
The most important example of a Mellin convolution operator is an integral operator of the form
with n × n matrix coefficients and n × n matrix kernel. M 0 a is a bounded operator in the vector weighted Lebesgue space
endowed with the norm
under the following constraint on the kernel (on each entry of the matrix kernel)
(cf. [12] ). The symbol of the operator (62) is the Mellin transform of the kernel
and the symbol is responsible for the Fredholm properties of the operator. Obviously, Let us consider kernels which are meromorphic functions on the complex plane C, vanishing at infinity
having poles at c 0 , c 1 , . . . ∈ C \ {0} and complex coefficients d j ∈ C. 
has an admissible kernel for arbitrary m = 1, 2, . . . if the following constraint holds: if c is a real and positive arg c = 0, then necessarily m = 1. 
is bounded in the Lebesgue space L p (R + , t γ ) and, also, in the Bessel potential spaces in the following setting
The next theorem provides the lifting of the Mellin convolution operator from a pair of Bessel potential spaces to the Lebesgue spaces. 
W a acting on the space L p (R + ) and having piecewise-constant symbols a(ξ), cf. P
) is commutative we derives the following assertion.
Let us now describe the the operator A of (3.2), holm properties and the For, consider the infinit oriented "rectangle" R : Γ + 2 ∪ Γ 3 , where Γ 1 , Γ ± 2 the curves 
where 
Note, that the Mellin convolution operator
which often appears in applications, has a rather simple symbol if considered in the Bessel potential space H s p (R + ). Using this formula for the symbol K 1,s −1,p (ω) in (73d) (the case c = −1) one obtains: to the Proposition 1.6 the the Laplace equation (27) The BVP (31) in the non-classical setting (32) is, in its turn, locally equivalent at 0 to the system (46). Due to Lemma 1.8 the system (46) and the system (10) are locally equivalent at 0 and it is sufficient to prove that the system (10) (4)) holds, the system (10) is locally Fredholm at 0. If the condition (78) fails, the corresponding system is equivalent to 0 at 0 and can not be Fredholm. Then the same is true for the system (46) and, going back step by step, for the BVP (1) in the non-classical setting (3).
Let us prove that the condition (5) ensures the unique solvability of the BVP (1) in the non-classical setting (3) .
From the proved part we know that the BVP (1) in the non-classical setting (3) is Fredholm for all s which satisfy the inequality (4). On the other hand from Theorem 0.1 we know that the particular case, the BVP (1) in the classical setting (2) (the case s = 1, p = 2) has a unique solution, i.e., has the trivial kernel and the trivial co-kernel. Since the spaces W if the operator is Fredholm in cartain pairs of these spaces for all s ∈ (s 0 , s 1 ), has the same kernel and co-kernel for all these s ∈ (s 0 , s 1 ) (see [11, 22] ). Therefore, the BVP (1) in the non-classical setting (3) has a unique solution (has the trivial kernel and the trivial co-kernel) for all s which satisfy the inequality (5). 
for all boundary points X ∈ Γ = ∂C, where βX is some local diffeomorphism of a neighbourhood ωX ⊂ Γ ]f X ∈ Γ to a neighbourhood w 0 ⊂ R of zero 0 ∈ w 0 (see [20] for the deinition, notation and properties of the quasiequivalence). By using (88) we find out that the system (6) is locally equivalent at a point X 0 ∈ Γ N to the system
and at a point X 0 ∈ Γ N to the system
while at a point where different boundary conditions collide (endpoints of Γ D and Γ N ) to the system (46). The equations (89) and (90) have unique solutions for all 1 < p < ∞ and all r ∈ R (see (43) and (45) Let us prove that the condition (9) ensures the unique solvability of the system (6) in the setting (7) .
The system (6) in the setting (7) is Fredholm for all r which satisfy the inequality (9). On the other hand, being equivalent to the BVP (1), due to Theorem 0.1 the system (6) has a unique solution for p = 2 and r = 1 2 , i.e., has the trivial kernel and the trivial co-kernel. Then, invoking the regularity result in different spaces which have pairwise common dense subspaces from [11, 22] , like in the concluding part of the foregoing proof of the Theorem 0.3 we conclude that the system (6) has a unique solution for p and r which satisfy the inequalities (9).
