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Abstract
The paper introduces an estimation method for flexible Bayesian quantile regression in ordi-
nal (FBQROR) models i.e., an ordinal quantile regression where the error follows a general-
ized asymmetric Laplace (GAL) distribution. The GAL distribution, unlike the asymmetric
Laplace (AL) distribution, allows to fix specific quantiles while simultaneously letting the
mode, skewness and tails to vary. We also introduce the cumulative distribution function
(necessary for constructing the likelihood) and the moment generating function of the GAL
distribution. The algorithm is illustrated in multiple simulation studies and implemented to
analyze public opinion on homeownership as the best long-term investment in the United
States.
Keywords: Generalized asymmetric Laplace distribution, Gibbs sampling, Great
Recession, homeownership, Markov chain Monte Carlo (MCMC), Metropolis-Hastings.
1. Introduction
Quantile regression, proposed by Koenker and Bassett (1978), models the conditional
quantiles of the dependent variable as a function of the covariates. Since its introduc-
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tion, the concept has gained considerable attention from researchers worldwide and across
ideologies. In classical statistics/econometrics, the advantages of quantile regression es-
timators have been well studied and the computational challenges pertaining to optimiz-
ing a non-differentiable loss/objective function have also been adequately dealt (Koenker,
2005). The impediment to the development of Bayesian quantile regression was that the
errors in a quantile regression model did not or was not assumed to follow any distribu-
tion. About two decades later, Koenker and Machado (1999) noted that the quantile loss
function appears in the exponent of an asymmetric Laplace (AL) distribution (Kotz et al.,
2001; Yu and Zhang, 2005), thus facilitating the construction of a parametric likelihood.
This was utilized by Yu and Moyeed (2001) to propose a Bayesian method for estimating
quantile regression in linear models. The estimation algorithm for Bayesian quantile re-
gression was further refined in Tsionas (2003) and Reed and Yu (2009). However, a Gibbs
sampling algorithm was proposed in Kozumi and Kobayashi (2011), where they utilize the
normal-exponential mixture representation of the AL distribution. The AL likelihood has
been further exploited and utilized with/without the normal-exponential mixture to develop
algorithms for Bayesian estimation of quantile regression in Tobit models (Yu and Stander,
2007; Kozumi and Kobayashi, 2011), Tobit models with endogenous covariates (Kobayashi,
2017), censored models (Reich and Smith, 2013), count data models (Lee and Neocleous,
2010), binary models (Benoit and Poel, 2010), ordinal models (Rahman, 2016), censored
dynamic panel data models (Kozumi and Kobayashi, 2012) and mixed-effect or longitudinal
data models (Geraci and Bottai, 2007; Luo et al., 2012). The AL likelihood has also been
employed for Bayesian variable selection in quantile regression and some recent work on this
topic includes Alhamzawi (2012), Ji et al. (2012) Yu et al. (2013), Alhamzawi and Yu (2013)
and Alhamzawi (2016).
The above set of papers is an incomplete list of works on Bayesian quantile regression, but
they clearly affirm that the AL distribution has played a crucial role in the development of
Bayesian quantile regression. However, the AL distribution poses a critical limitation since a
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single parameter defines both the quantile and the skewness of the distribution. Besides, the
mode of the distribution is always fixed at the location parameter value for all quantiles. To
overcome these drawbacks, Yan and Kottas (2017) proposed the probability density function
(pdf ) of the GAL distribution by introducing a shape parameter into the mean of the normal
kernel in the AL mixture representation. The GAL distribution uses different parameters
for quantile and skewness, and thus adds the much needed flexibility required for Bayesian
quantile regression. Yan and Kottas (2017) utilized the GAL pdf and proposed algorithms
for Bayesian quantile estimation of linear models, Tobit models and regularized quantile
regression.
In this paper, we present a derivation of the GAL pdf from the mixture representation
and introduce the cumulative distribution function (cdf ) and the moment generating function
(mgf ) of the GAL distribution along with their derivations. The hierarchical representation
of the GAL density and the GAL cdf are utilized to introduce a Bayesian estimation algo-
rithm for the FBQROR model. Estimation of ordinal models, unlike linear models, is more
intricate since there are identification restrictions and sampling of cut-points has to satisfy
the ordering constraints (Jeliazkov et al., 2008; Rahman, 2016). Moreover, through careful
transformation of the mixture variables and joint sampling of the scale and shape parameters,
we are able to achieve low autocorrelation in our MCMC draws. This is in sharp contrast
to Yan and Kottas (2017), where they find high autocorrelation in the MCMC draws and
resort to thinning, which is always inefficient and rarely useful (Link and Eaton, 2012). Our
estimation scheme can therefore improve the algorithm for Bayesian quantile regression in
linear and Tobit models, and regularized regression as presented in Yan and Kottas (2017).
We illustrate the proposed methodology in two simulation studies wherein the errors are
generated from a symmetric (logistic) distribution and an asymmetric (chi-square) distribu-
tion. Model comparison reveals that the FBQROR models can provide a better model fit
compared to that obtained from Bayesian quantile regression in ordinal (BQROR) models
assuming an AL distribution (Rahman, 2016). Finally, we implement our FBQROR model
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in an application related to the recent housing crisis and the Great Recession (Dec 2007 -
Jun 2009). Specifically, we analyze how various socioeconomic & demographic factors and
exposure to financial distress are associated with differences in views on the financial bene-
fits of homeownership following the Great Recession. The results increase our understanding
and offer new insights which may be important for policymakers and US housing market.
The remainder of the paper is organized as follows. Section 2 presents some fundamen-
tal properties of the GAL distribution. Section 3 presents the FBQROR model and its
estimation procedure. Section 4 illustrates the algorithm in two simulation studies and Sec-
tion 5 implements the algorithm to examine US public opinion on homeownership. Section 6
presents some concluding remarks.
2. The GAL Distribution
The GAL distribution is obtained by introducing a shape parameter into the mean of the
normal kernel in the normal-exponential mixture representation of the AL distribution and
mixing with respect to a half-normal distribution (Yan and Kottas, 2017). This hierarchical
representation allows the skewness and mode to vary for a given quantile/percentile and
hence imports the much needed flexibility required for Bayesian quantile regression.
Suppose Y is a random variable that has the following mixture representation,
Y = µ+ σAW + σαS + σ[BW ]
1
2U (1)
where W ∼ E(1), S ∼ N+(0, 1), U ∼ N(0, 1), A ≡ A(p) = 1−2p
p(1−p)
and B ≡ B(p) = 2
p(1−p)
.
Here, E , N+ and N denote exponential, half-normal and normal distributions, respectively.
Then, Y follows a GAL distribution denoted Y ∼ GAL(µ, σ, p, α) and has the pdf,
f(y|θ) = 2p(1− p)
σ

[Φ(y∗
α
− αpα−
)
− Φ
(
−αpα−
) ]
exp
{
− y∗pα− +
1
2
(
αpα−
)2}
× I
(
y∗
α
> 0
)
+ Φ
(
αpα+ −
y∗
α
I
(
y∗
α
> 0
))
exp
{
− y∗pα+ +
1
2
(
αpα+
)2},
(2)
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where θ = (µ, σ, p, α), y∗ = (y− µ)/σ, µ is the location parameter, σ is the scale parameter,
α is the shape parameter, pα+ = p− I(α > 0) and pα− = p− I(α < 0) with p ∈ (0, 1). The
derivation of the GAL pdf from the hierarchical representation is presented in Appendix A.1
and largely follows the notations used in Yan and Kottas (2017). Note that when α = 0, the
GAL pdf reduces to the pdf of an AL distribution.
We explore the GAL distribution in greater detail and propose the cdf and mgf of the
GAL distribution. The cdf denoted by F can be compactly written as,
F (y|θ) =
(
1− 2Φ
(
− y
∗
|α|
)
− 2p(1− p)
pα−
exp
{
−y∗pα− +
1
2
α2p2α−
}[
Φ
(
y∗
α
− αpα−
)
−Φ(−αpα−)
])
I
(
y∗
α
> 0
)
+ I(α < 0)− 2p(1− p)
pα+
exp
{
−y∗pα+ +
1
2
α2p2α+
}
×Φ
[
αpα+ −
y∗
α
I
(
y∗
α
> 0
)]
,
(3)
and the mgf denoted by MY (t) has the following expression,
MY (t) = 2p(1− p)
[
(pα+ − pα−)
(pα− − σt)(pα+ − σt)
]
exp
{
µt+
1
2
α2σ2t2
}
Φ
(
|α|σt
)
. (4)
Both the cdf and mgf have been derived and presented in Appendix A.2 and Appendix A.3,
respectively. In addition, Appendix A.3 utilizes the mgf (4) to derive the mean, variance and
skewness of the distribution. These distributional characteristics are extremely important
for better understanding of the GAL distribution and for further development of flexible
Bayesian quantile regression.
However, the GAL density given by equation (2) has the limitation that the parameter
p no longer corresponds to the cumulative probability at the quantile for α 6= 0. Following,
Yan and Kottas (2017), we let γ = [I(α > 0)−p]|α| and re-express the mixture representation
(1) as follows,
Y = µ+ σAW + σC|γ|S + σ[BW ] 12U, (5)
where C = [I(γ > 0) − p]−1. This re-parametrization yields the quantile-fixed GAL distri-
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bution that has the following pdf :
fp0(y|η) =
2p(1− p)
σ

[Φ
(
−y∗ pγ+|γ| +
pγ−
pγ+
|γ|
)
− Φ
(
pγ−
pγ+
|γ|
)]
exp
{
− y∗pγ− +
γ2
2
(
pγ−
pγ+
)2}
× I
(
y∗
γ
> 0
)
+ Φ
(
−|γ|+ y∗ pγ+|γ| I
(
y∗
γ
> 0
))
exp
{
− y∗pγ+ +
γ2
2
}, (6)
where η = (µ, σ, γ), p ≡ p(γ, p0) = I(γ < 0) + [p0 − I(γ < 0)]/g(γ), pγ+ = p − I(γ > 0)
and pγ− = p− I(γ < 0). The function g(γ) = 2Φ(−|γ|) exp(γ2/2) and γ ∈ (L,U), where L
is the negative square root of g(γ) = 1− p0 and U is the positive square root of g(γ) = p0
(Yan and Kottas, 2017). The term “quantile-fixed” suggests that integration of GAL pdf (6)
to the upper limit µ equals p0, so for regression purpose we can fix the quantile. The cdf for
the quantile-fixed GAL density (6) can be analogously derived as in Appendix A.2 to yield
the following expression,
Fp0(y|η) =

1− 2Φ
(
y∗
pγ+
γ
)
+ 2pγ+ exp
{
− y∗pγ− +
γ2
2
(
pγ−
pγ+
)2}[
Φ
(
−y∗ pγ+|γ| +
pγ−
pγ+
|γ|
)
−Φ
(
pγ−
pγ+
|γ|
)]I
(
y∗
γ
> 0
)
+ I(γ < 0) + 2pγ− exp
{
− y∗pγ+ +
γ2
2
}
×Φ
(
−|γ|+ y∗ pγ+|γ| I
(
y∗
γ
> 0
))
.
The quantile-fixed cdf (7) is required for constructing the likelihood of the FBQROR model
and plays a critical role in the MCMC sampling of the scale parameter, shape parameter
and cut-points/thresholds.
To better discern the GAL distribution, Figure 1 presents a graphical comparison of the
quantile-fixed GAL and AL pdf ’s for three different quantiles. We observe that the GAL
distribution, unlike the AL distribution, allows the mode to vary rather than being fixed at
µ = 0 at all quantiles. Besides, the GAL distribution can be positive or negatively skewed
at all quantiles depending on the value of γ. For example, at the median p0 = 0.50 the GAL
distribution is positively skewed for γ < 0 and negatively skewed for γ > 0. Also, the GAL
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Figure 1: Probability density plots of the AL (γ = 0) and the GAL (γ 6= 0) distributions.
distribution can have tails which are heavier or narrower than the AL distribution. These
characteristics make the GAL distribution more flexible than the AL distribution.
3. The FBQROR Model
Ordinal models arise when the dependent (response) variable is discrete and outcomes
are inherently ordered or ranked such that the scores assigned to outcomes have an ordinal
meaning, but no cardinal interpretation (Johnson and Albert, 2000; Jeliazkov and Rahman,
2012). For example, in a survey on public opinion to allow more offshore drilling, responses
may be recorded as follows: 1 for ‘strongly oppose’, 2 for ‘somewhat oppose’, 3 for ‘somewhat
support’ and 4 for ‘strongly support’ (Mukherjee and Rahman, 2016). The responses have
ordinal meaning but no cardinal interpretation, so one cannot say that a score of 4 implies
four times more support compared to a score of 1.
We adopt the latent variable approach and represent the FBQROR model using a a
continuous latent random variable zi expressed as a function of covariates and error as,
zi = x
′
iβ + ǫi, ∀ i = 1, · · · , n, (7)
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where xi is a k × 1 vector of covariates, β is a k × 1 vector of unknown parameters at
the p0-th quantile, ǫi follows a GAL distribution, i.e., ǫi ∼ GAL(0, σ, γ) and n denotes the
number of observations. Note that we have suppressed the dependence of parameters on p0
for notational simplicity. The variable zi is unobserved and relates to the observed discrete
response yi, which has J categories or outcomes, via the cut-point vector ξ as follows:
ξj−1 < zi ≤ ξj ⇒ yi = j, ∀ i = 1, · · · , n; j = 1, · · · , J, (8)
where ξ0 = −∞ and ξJ =∞. In addition, ξ1 is typically set to 0, which anchors the location
of the distribution required for parameter identification (see Jeliazkov et al., 2008). Given
the data vector y = (y1, · · · , yn)′, the likelihood for the model expressed as a function of
unknown parameters (β, σ, γ, ξ) can be written as,
f(β, σ, γ, ξ; y) =
n∏
i=1
J∏
j=1
P (yi = j|β, σ, ξ, γ)I(yi=j)
=
n∏
i=1
J∏
j=1
[
Fp0
(
ξj − x′iβp
σ
)
− Fp0
(
ξj−1 − x′iβ
σ
)]I(yi=j) (9)
where, Fp0(·) ≡ F (·|0, 1, γ) denotes the cdf of the GAL distribution and I(yi = j) is an
indicator function, which equals 1 if yi = j and 0 otherwise.
Working directly with the GAL distribution is difficult, so we replace the error term with
its mixture representation (1) and rewrite the FBQROR model as follows:
zi = x
′
iβ + σAwi + σC|γ|si + σ
√
Bwi ui, ∀ i = 1, · · · , n. (10)
The above formulation (10) implies that the latent variable zi|β, wi, si, σ, γ ∼ N(x′iβ +
σC|γ|si + σAwi, σ2Bwi). However, the presence of the scale parameter σ in the conditional
mean is not conducive to the construction of MCMC algorithm (Kozumi and Kobayashi,
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2011). So, we reparameterize and write the model as,
zi = x
′
iβ + Aνi + C|γ|hi +
√
σBνi ui, ∀ i = 1, · · · , n, (11)
where hi = σsi and νi = σwi, which in turn imply that h ∼ N+(0, σ2) and ν ∼ E(σ). Both
reformulations are necessary for computational efficiency of the MCMC algorithm. Also,
note that the first reparameterization was not utilized in Yan and Kottas (2017) and hence
our approach can improve the Bayesian quantile estimation of linear models, Tobit models
and lasso regularized quantile regression presented in Yan and Kottas (2017).
Ordinal models present two additional challenges: location and scale restrictions for
identification of the parameters and ordering constraints in sampling of cut-points ξ (see
Jeliazkov et al., 2008; Rahman, 2016). In the FBQROR model, both location and scale re-
strictions are enforced by fixing two cut-points since the variance of a GAL distribution is not
fixed due to its dependence on α even if we set σ = 1, as shown in Theorem 4 in Appendix A.
The ordering constraint is resolved by using the following logarithmic transformation,
δj = ln(ξj+2 − ξj+1), 1 ≤ j ≤ J − 3. (12)
The original cut-points can then be obtained using equation (12) by one-to-one mapping
between δ = (δ1, · · · , δJ−3)′ and ξ = (ξ3, · · · , ξJ−1)′, where ξ2 is fixed at some constant c,
and recall that ξ0 = −∞, ξ1 = 0 and ξJ =∞.
We next employ the Bayes’ theorem and derive the joint posterior density as propor-
tional to the product of the likelihood and prior distributions. We employ standard prior
distributions as follows,
β ∼ N(β0, B0), σ ∼ IG(n0/2, d0/2),
γ ∼ SB(L,U), δ ∼ N(δ0, D0),
(13)
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Algorithm 1 (Sampling in FBQROR Model)
(1) Sample β|z, ν, h, σ, γ ∼ N(β˜, B˜), where
B˜−1 =
(
B−10 +
n∑
i=1
xix
′
i
σBνi
)
and β˜ = B˜
(
n∑
i=1
xi(zi −Aνi − C|γ|hi)
σBνi
+B−10 β0
)
.
(2) Sample (σ, γ) marginally of (z, ν, h) using a joint random-walk MH algorithm. The
proposed values (σ′, γ′) are generated from a truncated bivariate normal distribution
BTN(0,∞)×(L,U)
(
(σc, γc), ι
2
1Dˆ1
)
, where (σc, γc) denote the current values, ι denotes the tun-
ing factor and Dˆ1 is the negative inverse of the Hessian obtained by maximizing the log-
likelihood (9) with respect to (σ, γ). The proposed draws are accepted with MH probability,
αMH(σc, γc;σ
′, γ′) = min
{
0, ln
[
f(y|β, σ′, γ′, δ)pi(β, σ′, γ′, δ)
f(y|β, σc, γc, δ)pi(β, σc, γc, δ)
pi(σc, γc|(σ′, γ′), ι21Dˆ1)
pi(σ′, γ′|(σc, γc), ι21Dˆ1)
]}
,
else, repeat (σc, γc) in the next MCMC iteration. Here, f(·) represents the full likelihood
(9) obtained as the difference of cdf, pi(β, σ, δ, γ) denotes the prior distributions (13), and
pi(σc, γc|(σ′, γ′), ι21Dˆ1) stands for the bivariate truncated normal probability with mean (σ′, γ′)
and covariance ι21Dˆ1. The term pi(σ
′, γ′|(σc, γc), ι21Dˆ1) has an analogous interpretation.
(3) Sample νi|zi, β, h, σ, γ ∼ GIG(0.5, ai, b), for i = 1, . . . , n, where
ai =
(zi − x′iβ − C|γ|hi)2
σB
and b =
(
A2
σB
+
2
σ
)
.
(4) Sample hi|zi, β, νi, σ, γ ∼ N+(µhi , σ2hi) for i = 1, . . . , n, where
(σ2hi)
−1 =
(
1
σ2
+
C2γ2
σBνi
)
and µhi = σ
2
hi
(
C|γ|(zi − x′iβ −Aνi)
σBνi
)
.
(5) Sample δ|β, σ, γ, y marginally of (z, ν, h) using a random-walk MH step. The proposed value
δ′ is generated as δ′ = δc + u, where u ∼ N(0J−3, ι22Dˆ2), ι2 is a tuning parameter and Dˆ2 is
analogous to Dˆ1. Accept δ
′ with MH probability,
αMH(δc, δ
′) = min
{
0, ln
[
f(y|β, σ, γ, δ′)pi(β, σ, γ, δ′)
f(y|β, σ, γ, δc)pi(β, σ, γ, δc)
]}
,
else, repeat δc. Again f(·) denotes the full likelihood (9) and pi(β, σ, δ, γ) denotes the priors.
(6) Sample zi|y, β, νi, hi, σ, γ, δ ∼ TN(ξj−1, ξj)(x′iβ+Aνi+C|γ|hi, σBνi) for i = 1, 2, . . . , n, where
ξ is obtained from δ by one-to-one mapping using equation (12).
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where N , IG and SB denote normal, inverse-gamma and scaled-Beta distributions, respec-
tively. The lower and upper bounds of the scaled-Beta distribution are obtained as men-
tioned in Section 2. Combining the likelihood and the prior distributions, the augmented
joint posterior density can be written as,
π(z, β, ν, h, σ, γ, δ|y) ∝ f(y|z, β, ν, h, σ, γ, δ)π(z|β, ν, h, σ, γ, δ)π(ν|σ)π(h|σ)π(β)
× π(σ)π(γ)π(δ)
∝
{ n∏
i=1
f(yi|zi, β, νi, hi, σ, γ, δ)π(νi|σ)π(hi|σ)
}
π(z|β, σ, ν, h, γ)
× π(β)π(σ)π(γ)π(δ)
∝
{ n∏
i=1
f(yi|zi, δ)π(νi|σ)π(hi|σ)
}
π(z|β, σ, ν, h, γ)
× π(β)π(σ)π(γ)π(δ),
(14)
where the likelihood, based on GAL(0, σ, γ), uses the fact that given z and δ, the observed
y is independent of the remaining parameters, because (8) determines yi given (z, δ) with
probability 1. The conditional density of latent data z can be obtained from (11) and is
given by π(z|β, σ, ν, h, γ) = ∏ni=1 N(zi|x′iβ + Aνi + C|γ|hi, σBνi). Additionally, the prior
distributions for (β, σ, γ, δ) are assumed to be independent in equation (14). Using the
preceding explanations, the “complete data posterior” in equation (14) can be expressed as,
π(z, β, ν, h, σ, γ, δ|y) ∝
{
n∏
i=1
1
{
ξyi−1 < zi < ξyi
}
N(zi|x′iβ + Aνi + C|γ|hi, σBνi)
× E(νi|σ)N+(hi|0, σ2)
}
N(β|β0, B0) IG(σ|n0/2, d0/2)
× SB(γ|L,U)N(δ|δ0, D0).
(15)
The objects of interest i.e., (z, β, ν, h, σ, γ, δ) can be sampled by deriving the conditional pos-
terior densities from the complete data posterior (15) and judiciously using the full likelihood
(9) as presented in Algorithm 1.
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Starting with the regression coefficients, β is sampled from a normal distribution, draws
which are programmed in all known statistical softwares. The scale and shape parameters
(σ, γ) are jointly sampled, marginally of (z, ν, h), using a random-walk MH algorithm with
proposals drawn from a bivariate truncated normal distribution. Joint sampling (together
with the transformations hi = σsi and νi = σωi) is crucial for reducing the high autocor-
relation in MCMC draws observed in Yan and Kottas (2017). The latent weight ν follows
a generalized inverse-Gaussian (GIG) distribution, draws from which can be obtained us-
ing the ratio of uniforms or envelope rejection methods (Dagpunar, 1988, 1989, 2007) or
the technique proposed in Devroye (2014). The mixture variable h is sampled from a half-
normal distribution. Typical to ordinal models, the cut-points δ do not have a tractable
distribution and is sampled marginally of (z, ν, h) using a random-walk MH algorithm (see
Jeliazkov et al., 2008; Rahman, 2016). Finally, the latent variable z, conditional on the re-
maining parameters, is sampled from a truncated normal distribution (Botev, 2017). The
derivations of the conditional posteriors and details of the MH algorithms are presented in
Appendix B.
4. Simulation Studies
This section demonstrates the performance of the proposed algorithm in two simulation
studies and examines the fitness of the FBQROR and BQROR models at three different
quantiles.
4.1. Simulation Study 1
In this simulation study, we estimate and compare the FBQROR model to the BQROR
model when errors are generated from a symmetric distribution. Specifically, 300 obser-
vations are generated from the model zi = x
′
iβ + ǫi, where covariates are sampled from a
standard uniform distribution Unif [0, 1], β = (2,−3, 4)′ and ǫ is sampled from a logistic
distribution L(0, π2/3). The resulting continuous variable z is symmetric and is utilized to
construct the discrete response variable y based on the cut-point vector ξ = (0, 2, 4). In our
12
simulated data, the number of observations corresponding to the four categories of y are 42
(14%) , 81 (27%), 99 (33%) and 78 (26%), respectively.
The posterior estimates of the model parameters are obtained based on the simulated
data and the following moderately diffused priors: β ∼ N(03, 10I3), σ ∼ IG(5/2, 8/2),
γ ∼ SB(L,U, 4, 4) and δ ∼ N(0J−3, IJ−3) for p0 = (0.25, 0.5, 0.75), where (L,U) de-
pends on the value of p0 as mentioned in Section 2. Table 1 reports the MCMC results
obtained from 15,000 iterations, after a burn-in of 5,000 iterations, along with the ineffi-
ciency factors calculated using the batch-means method (Greenberg, 2012). The param-
eters (σ, γ) is jointly sampled using random-walk MH algorithm with tuning parameters
ι1 = (
√
1.7,
√
2.25,
√
2.0) to achieve an acceptance rate of approximately 33 percent for the
three considered quantiles. Similarly, δ is sampled using a random-walk MH algorithm with
tuning factor ι2 = (
√
4.0,
√
3.2,
√
2.5) to obtain an acceptance rate of around 33 percent.
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Figure 2: Trace plots of the MCMC draws at the 25th quantile for Simulation Study 1.
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Table 1: Posterior mean (mean), standard deviation (std) and inefficiency factor (if) of the FBQROR
model parameters in Simulation Study 1.
25th quantile 50th quantile 75th quantile
parameters mean std if mean std if mean std if
β1 1.07 0.32 2.94 2.17 0.31 2.66 3.23 0.35 4.91
β2 −3.22 0.50 4.02 −3.14 0.48 3.67 −3.13 0.47 4.72
β3 3.93 0.53 4.08 3.86 0.51 3.82 3.90 0.50 5.28
σ 0.64 0.10 3.38 0.75 0.09 4.30 0.60 0.09 4.10
γ 1.14 0.27 2.55 −0.06 0.17 3.76 −1.18 0.24 2.93
δ1 0.73 0.14 4.75 0.71 0.15 4.84 0.67 0.14 5.87
Inefficiency factors for all the model parameters are low which imply small correlation in
MCMC draws and trace plots of the MCMC iterations, as exhibited in Figure 2 for the 25th
quantile, display quick convergence. Trace plots for the other two quantiles are similar and
have not been shown for the sake of brevity. The sampler is reasonably quick and takes
approximately 160 seconds per 1, 000 iterations.
The results in Table 1 show that the posterior means for β are close to the true parameter
values, posterior mean of σ adjusts the scale of the distribution and the posterior mean of δ1
yields a value of ξ3 close to 4, the true value used to generate the data. The posterior mean
of γ at p0 = (0.25, 0.50, 0.75) are (1.14,−0.06,−1.18), which corresponds to a skewness of
(0.01, 0.20, 0.04), respectively. Note that the posterior mean of γ at p0 = 0.50 is statistically
equivalent to zero. These skewness values imply that the (latent) response variable is about
symmetric at all the considered quantiles, which is reassuring since our data was generated
from a symmetric distribution. In contrast, if we estimate the BQROR model which is more
rigid, the corresponding skewness values are (1.64, 0,−1.64). Hence, the BQROR model fails
to accommodate the symmetric characteristic of the data at the 25th and 75th quantiles.
We next investigate model fitness at different quantiles since various choices of quantile
p0 may be interpreted as corresponding to a different link function. Besides, to illustrate
the practical utility of FBQROR models, we also estimate the BQROR model using a mod-
ification of Algorithm 1 in Rahman (2016) – by fixing the second cut-point and introduc-
ing a scale parameter in the model. Table 2 presents the conditional log-likelihood, the
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Table 2: Model comparison using the conditional log-likelihood (lnL), Akaike information criterion (AIC)
and Bayesian information criterion (BIC) in Simulation Study 1.
25th quantile 50th quantile 75th quantile
(lnL, AIC, BIC) (lnL, AIC, BIC) (lnL, AIC, BIC)
FBQROR (−338, 688, 710) (−340, 691, 714) (−338, 688, 710)
BQROR (−346, 701, 720) (−340, 690, 708) (−348, 706, 724)
Akaike information criterion or AIC (Akaike, 1974) and the Bayesian information criterion
or BIC (Schwarz, 1978) for both the FBQROR and BQROR models. Higher conditional
log-likelihood is preferable, while lower values of AIC/BIC indicates better fitting model.
As seen from Table 2, the conditional log-likelihood for the FBQROR model is identical to
the BQROR model at the median, but higher at the other two considered quantiles. How-
ever, the FBQROR model has an extra shape parameter and so to rule out the possibility
of higher log-likelihood arising due to additional parameters (i.e., overfitting), we compare
the models using AIC and BIC. These two measures introduce different penalty terms to
account for the number of model parameters. Based on AIC/BIC, there is strong evidence
that the FBQROR model provides a better fit at the 25th and 75th quantiles, but there is
some evidence in favor of BQROR model at the 50th quantile. The poorer fit at the first
and third quartiles reflects the rigidity of the AL distribution, since p0 = 0.25 (0.75) forces
the AL distribution to be positively (negatively) skewed.
4.2. Simulation Study 2
Once again we estimate the FBQROR and BQROR models with a simulated data, but
now the errors are generated from a chi-square distribution such that the resulting distribu-
tion for the continuous latent variable z is positively skewed. In particular, 300 observations
are generated from the model zi = x
′
iβ + ǫi, where covariates are sampled from a standard
uniform distribution Unif [0, 1], β = (3,−7, 5)′ and ǫ is generated from χ2(4) − 4, i.e., a
demeaned chi-square distribution. The discrete response variable y is obtained from z based
on cut-point vector ξ = (0, 3, 6), which yields 74 (24.67%), 110 (36.67%), 65 (21.67%) and
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Table 3: Posterior mean (mean), standard deviation (std) and inefficiency factor (if) of the FBQROR
model parameters in Simulation Study 2.
25th quantile 50th quantile 75th quantile
parameters mean std if mean std if mean std if
β1 1.60 0.36 2.87 2.83 0.37 3.21 4.50 0.44 4.00
β2 −6.50 0.57 3.37 −6.39 0.61 3.98 −6.15 0.64 3.47
β3 3.69 0.52 3.01 3.59 0.54 3.36 3.44 0.58 3.24
σ 0.74 0.11 8.08 0.74 0.12 2.25 0.79 0.10 2.66
γ 0.09 0.15 4.75 −0.49 0.09 4.37 −1.33 0.17 2.47
δ1 0.91 0.14 2.20 0.86 0.14 2.89 0.73 0.13 3.21
51 (17.00%) observations in the four categories of y.
Table 3 reports the MCMC estimates obtained from 15,000 iterations after a burn-in of
5,000 iterations, wherein we have utilized identical prior distributions as in the first simu-
lation study. The parameters (σ, γ) and δ are sampled using random-walk MH algorithm
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Figure 3: Trace plots of the MCMC draws at the 50th quantile for Simulation Study 2.
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Table 4: Model comparison using the conditional log-likelihood (lnL), Akaike information criterion (AIC)
and Bayesian information criterion (BIC) in Simulation Study 2.
25th quantile 50th quantile 75th quantile
(lnL, AIC, BIC) (lnL, AIC, BIC) (lnL, AIC, BIC)
FBQROR (−318, 649, 671) (−321, 654, 676) (−333, 678, 700)
BQROR (−318, 646, 664) (−331, 673, 692) (−358, 727, 745)
with tuning factors ι1 = (
√
0.3,
√
0.7,
√
1.45) and ι2 = (
√
3.25,
√
3.1,
√
2.75) to achieve an
acceptance rate of approximately 33 percent. The inefficiency factors are low and trace plots,
as displayed in Figure 3 for the 50th quantile, show quick convergence. Trace plots at the
other two quantiles are similar. Computational time remains unchanged at approximately
160 seconds per 1, 000 iterations.
The results in Table 3 show that the posterior estimates for β are close to the true values
(3,−7, 5), posterior estimates of σ adjusts to capture the spread and posterior estimates of
γ captures the skewness extremely well. Specifically, the posterior mean of γ is statistically
not different from zero at the 25th quantile, so skewness is 1.64 and equals that of BQROR
model. However, the skewness at the 50th (75th) quantile is 1.31 (0.16) compared to a
skewness of 0 (−1.64) in the BQROR model. Hence, the FBQROR model correctly captures
the positive skewness of the simulated data. Model comparison also points to the superiority
of the FBQROR model as seen from Table 4. Conditional log-likelihood for the FBQROR
model are higher than that of BQROR models at the 50th and 75th quantiles, but identical
at the 25th quantile. AIC and BIC values suggest that there is extremely strong evidence
to select the FBQROR model at the 50th and 75th quantiles, and some evidence to favor
the BQROR model at the 25th quantile. Once again, the flexibility offered by the FBQROR
model in terms of modeling the skewness helps to provide a better model fit compared to
the rigid BQROR model.
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5. Application
In the US, homeownership has been attractive because it has typically qualified to be a
good long-term financial investment. However, the recent housing crisis and the subsequent
economic recession (Dec 2007 - Jun 2009) had a deep negative repercussion, particularly on
homeowners. House values depreciated considerably, more than four million foreclosures took
place between 2008-2011 and one-fourth of all homeowners were living in houses worth less
than the mortgage at the peak of the crisis (Belsky, 2013). Homeownership rate declined
from 69.2 percent during Q2, 2004 to 66.4 percent during Q1, 2011 and further to 62.9
percent during Q2, 2016 (Source: US Bureau of the Census). These adverse experiences
may have fundamentally altered the perceived benefits of homeownership as a good long-
term investment (see Rohe and Lindblad (2014) for a conceptual model). Consequently, it is
of much interest to analyze public opinion on homeownership as an investment and examine
how socioeconomic factors, demographic variables and exposure to financial distress affect
public responses.
The current study utilizes the Higher Education/Housing Survey data of March 2011,
conducted by the Princeton Survey Research Associates International and sponsored by the
Pew Social and Demographic Trends project. Interviews were conducted over telephone
between March 15-29, 2011 on a nationally representative sample of 2,142 adults living in
continental US. After removing missing responses and cleaning the data, we are left with
a sample of 1,799 observations for our analysis. Our dependent variable is response to
the statement, “Some people say that buying home is the best long-term investment in
the United States. Do you strongly agree, somewhat agree, somewhat disagree or strongly
disagree?”. Responses are recorded into one of the four categories, however, we append the
responses “strongly disagree” and “somewhat disagree” as the former category had less than
5 percent observations. The survey also collected information a wide range of socioeconomic,
demographic and geographic variables, some of which are used as covariates in the model.
Table 5 presents the definition and summary statistics of all the covariates and the response
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variable utilized in the study.
The average age of the sampled individuals is 44.84 years with a standard deviation of
18.59 years, but in Table 5 we report the mean and standard deviation of the logarithm of
age variable used in the study. Information on family income in the survey is recorded as one
of the 9 income categories: < 10k, 10k − 20k, 20k − 30k, 30k − 40k, 40k − 50k, 50k − 75k,
75k − 100k, 100k − 150k and > 150k, where k denotes a thousand dollars and $5,000
Table 5: Descriptive summary of the variables.
variable description mean std
log age Logarithm of age (in years) 3.71 0.44
log income Logarithm of the mid-point of income category (in dol-
lars)
10.68 0.95
household size Number of members in the household 2.92 1.66
count percent
female Indicator variable for female gender 925 51.42
post-bachelors Respondent’s highest qualification is Masters, Profes-
sional or Doctorate
257 14.29
bachelors Respondent’s highest qualification is Bachelors 395 21.96
below bachelors Respondent holds a 2-year associate degree, went to
some college with no degree, or attended technical, trade
or vocational school after high school
551 30.63
hs and below Respondent is a high school graduate or below 596 33.92
full-time Works full time 849 47.19
part-time Works part time 266 14.79
Unemployed Either unemployed, student or retired 684 38.02
white Respondent is a White-American 1293 71.87
african-american Respondent is an African-American 272 15.12
all other races Respondent is an Asian, Asian-American or belongs to
some other race
234 13.01
northeast Lives in the northeast region of US 249 13.84
west Lives in the west region of US 408 22.68
south Lives in the south region of US 822 45.69
midwest Lives in the midwest region of US 320 17.79
fin-better Financially better-off post the Great Recession 537 29.85
fin-same Financially equivalent pre and post the Great Recession 445 24.74
fin-worse Financially worse-off post the Great Recession 817 45.41
Strongly disagree or somewhat disagree that homeown-
ership is the best long-term investment (LTI) in US
310 17.23
opinion Somewhat agree that homeownership is the best LTI 828 46.03
Strongly agree that homeownership is the best LTI 661 36.74
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and $1,70,000 have been imputed for the first and last income categories. We include the
logarithm of the mid-point of the income category as a variable in the model. Mean household
size is 2.92 with a standard deviation of 1.66 individuals. The percent of female is slightly
more than males, but still the sample is almost equally split. Educational classification shows
that HS and below forms the largest category (33.92%) and post-bachelors forms the smallest
category (14.29%), with proportions decreasing as we move from the lowest to the highest
educational category. Employment status shows that 61.98% are either employed full-time
or part-time, while the remaining are unemployed, student or retired. With respect to race,
the sample is predominantly white (71.87%), followed by African-Americans (15.12%) and
all other races (13.01%). Geographic division shows that most of the sampled individuals
lives in the South (45.69%), followed by West (22.68%), Midwest (17.79%) and Northeast
(13.84%). The regional classification are as defined by the US Census Bureau. To measure
exposure to financial distress, we include self reported financial condition pre and post the
Great Recession. As expected, almost half the sampled individuals (45.41%) are financially
worse-off post the economic downturn.
Moving on to the response variable, Table 5 shows that more than three-fourth of the
sampled individuals (82.77%) either somewhat or strongly agree that homeownership is the
best long-term investment. So, US public opinion on homeownership remains largely un-
shaken even after the housing meltdown and the Great Recession. Similar conclusion have
be obtained using data from the Survey of Consumers collected by the University of Michigan
and the National Housing Survey collected by Fannie Mae (Belsky, 2013). This is primarily
because the financial benefits of homeownership makes owning more lucrative than renting
especially in the long run. Two related articles that have studied the preference for home-
ownership vs renting using binary models on survey data are Bracha and Jamison (2012)
and Drew and Herbert (2013). Both studies find no fundamental shifts in attitude towards
homeownership.
We employ the FBQROR and BQROR models to analyze public opinion on homeown-
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Figure 4: Trace plots of the MCMC draws at the 75th quantile for the homeownership application.
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Table 6: Posterior mean (mean) and standard deviation (std) of the parameters in the FBQROR and
BQROR models for the homeownership application.
fbqror bqror
25th 50th 75th 25th 50th 75th
mean std mean std mean std mean std mean std mean std
intercept −3.11 0.93 −1.72 1.02 0.18 0.90 −3.08 0.89 −1.43 0.93 1.44 0.62
log age 0.52 0.17 0.60 0.17 0.55 0.16 0.18 0.16 0.63 0.17 0.47 0.12
log income 0.18 0.08 0.16 0.09 0.15 0.08 0.25 0.08 0.14 0.08 0.04 0.05
household size 0.01 0.04 0.01 0.04 0.01 0.04 −0.01 0.04 0.01 0.04 0.02 0.03
female 0.64 0.14 0.62 0.14 0.54 0.13 0.57 0.13 0.57 0.13 0.32 0.09
post-bachelors −0.83 0.22 −0.86 0.22 −0.81 0.20 −0.50 0.21 −0.86 0.21 −0.62 0.15
bachelors −0.72 0.20 −0.74 0.19 −0.69 0.18 −0.43 0.18 −0.74 0.18 −0.52 0.13
below bachelors −0.37 0.17 −0.36 0.17 −0.33 0.16 −0.26 0.16 −0.34 0.16 −0.25 0.12
full-time −0.04 0.16 −0.02 0.16 −0.02 0.14 −0.09 0.15 −0.01 0.15 0.01 0.10
part-time −0.07 0.21 −0.05 0.21 −0.09 0.19 −0.01 0.19 −0.06 0.20 −0.12 0.14
white 0.04 0.21 0.01 0.21 0.01 0.18 0.18 0.18 −0.03 0.20 −0.06 0.14
african-american 0.05 0.26 0.03 0.27 0.05 0.24 0.17 0.23 −0.01 0.25 −0.01 0.17
northeast 0.37 0.24 0.34 0.24 0.27 0.22 0.41 0.22 0.28 0.23 0.12 0.16
west 0.44 0.22 0.46 0.22 0.34 0.19 0.39 0.19 0.42 0.21 0.17 0.14
south 0.34 0.19 0.35 0.19 0.23 0.17 0.38 0.17 0.30 0.18 0.05 0.12
fin-worse −0.45 0.16 −0.48 0.16 −0.43 0.14 −0.34 0.15 −0.46 0.15 −0.31 0.11
fin-same −0.25 0.18 −0.26 0.18 −0.24 0.17 −0.25 0.18 −0.25 0.17 −0.15 0.13
σ 0.89 0.13 1.07 0.05 0.83 0.08 0.88 0.03 1.06 0.04 0.59 0.02
γ 1.05 0.31 −0.10 0.10 −1.09 0.24 .. .. .. .. .. ..
ership as the best long-term investment based on the covariates presented in Table 5. The
MCMC results, presented in Table 6, are based on 15,000 iterations after a burn-in of 5,000
iterations with identical priors as in the simulations studies. With three outcomes, we have
two cut-points and they are fixed at (0, 3) for both the models across quantiles. Similar to
the simulation studies, (σ, γ) is sampled using joint random-walk MH algorithm with tuning
parameters ι1 = (
√
3.0,
√
2.4,
√
4.4) to get an acceptance rate of approximately 33 percent
for the three considered quantiles. The inefficiency factor of the parameters are all less than
5 and trace plots of MCMC draws, as displayed in Figure 4 for the 75th quantile, show quick
convergence. Trace plots at the other two quantiles are similar.
The results presented in Table 6 clearly shows that the posterior estimates from FBQROR
and BQROR models are fairly similar across all quantiles. Hence, we restrict our attention to
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the FBQROR model and use BQROR model only for model comparison. Moreover, we pri-
marily discuss the covariates which are statistically different from zero at the 95% probability
level. As seen from Table 6, age has a positive effect which implies that older individuals are
more likely to strongly agree that homeownership is the best long-term investment. The re-
sult is consistent with the view that older adults are less likely to change their attitude when
faced with harsh economic experiences such as an economic crisis (Malmendier and Nagel,
2011; Giuliano and Spilimbergo, 2014). Our result also finds support in Bracha and Jamison
(2012), where they find that older individuals are more confident about homeownership (rel-
ative to renting) following large price declines. Income has a positive effect and so higher
income individuals are more likely to agree with the investment benefits of homeownership.
However, income is an important factor only at the 25th quantile. The result is somewhat
consistent with Drew and Herbert (2013), where they find no statistically significant associ-
ation between income and viewing homeownership as a better financial choice over renting.
Number of members in the household is not an important factor when other variables are
controlled in the model.
Opinions across gender often vary due to risk perceptions and this is well reflected in
our results. We find that females are more likely to strongly agree on homeownership as
the best long-term investment across all quantiles. This is consistent with the view that
females are risk averse as compared to males and homeownership has historically been a safe
investment. However, our results is in contrast to Bracha and Jamison (2012), where they
find that females are more uncertain about the financial gain from buying a house. Higher
education has a negative effect on positive opinion about homeownership. The negative post-
bachelors coefficient indicates that an individual with a post-bachelors degree (relative to HS
and below education) will be less willing to strongly agree that homeownership is the best
long-term investment. Similarly, individuals with bachelors or below bachelors education
will be less likely to positively view the investment benefits of homeownership. Negative
effect of higher education on home ownership is also reported in Bracha and Jamison (2012)
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and Drew and Herbert (2013).
Employment status, whether full-time or part-time as compared to being unemployed,
cannot account for differences in opinion on the financial benefits of homeownership. The
same is true for racial variables given by White and African-American race indicators. So,
individuals have similar views on homeownership as an investment irrespective of employ-
ment status or race, conditional on other variables in the model. During the housing crisis
decline in house prices varied tremendously across geographic regions. West and South re-
gions experienced the largest decline in house prices. Hence, we include indicator variables
for geographic regions to capture differences in opinion due to residing in different regions.
The results from the lower quantiles suggest that individuals living in the West, relative to
Midwest, are more likely to strongly agree on the financial benefits of homeownership. This
is interesting and reassuring that people living in the West despite being the hardest hit
continue to have faith in homeownership. Undoubtedly, the housing meltdown and the eco-
nomic crisis caused serious financial distress to a large number of individuals in the US. This
may have altered their views on homeownership. To capture the effect of financial distress on
homeownership views, we include indicator variables for post recession financial situation.
The results show that individuals who are financially worse-off post the Great Recession,
relative to those who are better-off, are less probable to strongly agree that homeownership
is the best long-term investment. Hence, our results provide evidence that financial hard-
ship endured during the Great Recession negatively impacted public views on the investment
benefits of homeownership.
Table 7: Change in predicted probabilities of the responses: somewhat or strongly disagree (y = 1), somewhat
agree (y = 2) and strongly agree (y = 3) that homeownership is the best long-term investment.
female post-bachelors finc-worse
25th 50th 75th 25th 50th 75th 25th 50th 75th
∆P(y=1) −0.0630 −0.0553 −0.0504 0.0962 0.0900 0.0852 0.0452 0.0429 0.0404
∆P(y=2) −0.0322 −0.0405 −0.0467 0.0174 0.0282 0.0473 0.0219 0.0302 0.0360
∆P(y=3) 0.0952 0.0958 0.0970 −0.1136 −0.1182 −0.1325 −0.0671 −0.0731 −0.0764
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Table 8: Model comparison using the conditional log-likelihood (lnL), Akaike information criterion (AIC)
and Bayesian information criterion (BIC) in the homeownership application.
25th quantile 50th quantile 75th quantile
(lnL, AIC, BIC) (lnL, AIC, BIC) (lnL, AIC, BIC)
FBQROR (−1816, 3671, 3775) (−1815, 3668, 3772) (−1816, 3671, 3775)
BQROR (−1824, 3684, 3783) (−1815, 3665, 3764) (−1818, 3673, 3772)
In the above paragraphs, we have discussed the direction of covariate effects on the last
outcome i.e., strongly agree that homeownership is the best long-term investment. The
direction of covariate effect on the first outcome (strongly disagree or somewhat disagree)
is the opposite, while the effect on the second outcome (somewhat agree) cannot be known
a-priori. This is because the link function in ordinal models is non-linear and hence the
regression coefficients do not give the covariate effects. To make it clear, we calculate the
marginal effect for three variables: female, post-bachelors and worse financial condition. The
change in predicted probabilities for the three response are reported in Table 7. We see that
at the 25th quantile, individuals who are exposed to financial distress (i.e., financially worse-
off) are 6.71% less likely to ‘strongly agree’, 2.19% more likely to ‘somewhat agree’ and 4.52%
more likely to ‘strongly disagree or somewhat disagree’ that homeownership is the best long-
term investment. The marginal effect of financial distress on the responses ‘strongly agree’
are more pronounced at the 50th and 75th quantiles. We can similarly interpret the change
in predicted probabilities for female and post-bachelors education on the three responses for
different quantiles.
To assess model fitness across quantiles, we report the conditional log-likelihood, AIC
and BIC in Table 8. The log-likelihood for the FBQROR model across quantiles are either
lower or same to that obtained from the BQROR model. However, according to AIC there
is strong (weak) evidence in favor of FBQROR model at the 25th (75th) quantiles, but weak
evidence in favor of BQROR model at the 50th quantile. Based on BIC, there is strong
evidence to prefer the FBQROR (BQROR) model at the 25th (50th) quantile, but positive
evidence to prefer BQROR model at the 75th quantile.
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6. Conclusion
The paper presents an estimation algorithm for Bayesian quantile regression in univariate
ordinal models where the error is assumed to follow a GAL distribution, referred to as the
FBQROR model. To propose this estimation procedure, we explore the GAL distribution
and both introduce and derive its cumulative distribution function and moment generating
function. We show that the advantages offered by the GAL distribution – which allows
the mode, skewness and tails to vary for any given quantile – can be gainfully utilized to
better estimate Bayesian quantile regression in ordinal models. We also emphasize on the
efficiency of the MCMC algorithm which can be attained through suitable transformation of
the variables and joint sampling of the scale and shape parameters. The practical advantages
of the proposed model is illustrated in multiple simulation studies via model comparison,
wherein it is observed that the FBQROR model can provide a better model fit as compared
to an ordinal model with an AL distribution, labeled BQROR model (Rahman, 2016). Our
proposed algorithm is also implemented to examine US public opinion on homeownership
as the best long-term investment following the Great Recession. The results point to some
interesting insights which may be useful for policy makers and the US housing market.
The GAL distribution proposed in Yan and Kottas (2017) and further studied in this pa-
per is relatively new and hence needs to be studied further, particularly due to its usefulness
in Bayesian quantile regression. In fact, the GAL distribution can practically be employed
to estimate most Bayesian quantile regression models that have been estimated using the
AL distribution. A partial list includes the Tobit model with endogenous covariates, cen-
sored model, count data model, mixed-effect or longitudinal data model (work in progress)
and censored dynamic panel data model. Moreover, the distribution can also be utilized
to explore Bayesian variable selection in all the above mentioned models. We leave these
opportunities for future research.
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Appendix A. The GAL Distribution
This appendix derives the pdf of the GAL distribution from the mixture representation
(Yan and Kottas, 2017), introduces the cdf and mgf of the GAL distribution. The mgf is
also utilized to derive the mean, variance and skewness of the GAL distribution.
Appendix A.1. Probability Density Function
Theorem 1: Suppose Y ∼ GAL(µ, σ, p, α) and has the pdf given by equation (2), then
Y has the following hierarchical representation, Y = µ + ασS + σA(p)W + σ[B(p)W ]
1
2U ,
where all the notations are as in Section 2.
Proof : Using the mixture representation we can write the pdf of Y as,
f(y|θ) =
∫
R+
∫
R+
N(y|µ+ σαs+ σA(p)w, σ2B(p)w) exp(w|1)N+(s|0, 1)dw ds
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dw
=
1√
γ
exp
{
−γ
µ
}
exp
{
a(y − b)
c
} ∫ ∞
0
√
γ
2πw
exp
{
−γ
2
(
(1− µw)2
µ2w
)}
dw︸ ︷︷ ︸
integrates to 1
=
1√
γ
exp
{
−γ
µ
}
exp
{
a(y − b)
c
}
(for γ, µ > 0), (A.2)
where third line makes the substitutions γ = a
2+2c
c
= 1
2p(1−p)
, µ2 = γc
(y−b)2
= σ
2
p2(1−p)2(y−b)2
,
27
and µ = σ
p(1−p)|y−b|
. In the fourth line, integration with respect to w yields 1 because it is
the pdf of a reciprocal inverse-Gaussian distribution i.e. w ∼ RIG(γ, µ). Substituting the
values of (γ, µ, a, b, c) in equation (A.2) and canceling terms we get,
P =
√
2p(1− p) exp
{
(1− 2p)(y − b)
2σ
− |y − b|
2σ
}
=
√
2p(1− p) exp
{
−1
σ
[p− I(y ≤ b)] (y − b)
}
=
√
2p(1− p) exp
{
−1
σ
[p− I(y ≤ µ+ σαs)] (y − µ− σαs)
}
. (A.3)
Substituting the value of P from equation (A.3) in equation (A.1), canceling terms, writing
the pdf of S and letting κ = 2p(1− p)/σ, the pdf of Y is,
f(y|θ) = κ
∫
R+
exp
{
−1
σ
[p− I(y ≤ µ+ σαs)] (y − µ− σαs)
}
1√
2π
exp
{
−s
2
2
}
ds
= κ
∫ ∞
0
1√
2π
exp
{
−1
2
[
s2 + 2
(
y − µ
σ
− αs
) [
p− I
(
y − µ
σ
≤ αs
)] ]}
ds (A.4)
Evaluation of the pdf f(y|θ) given by equation (A.4) leads to 4 cases depending on the sign
of α and y∗ = (y − µ)/σ and we integrate them one at a time. We also employ the earlier
introduced notation pα− = p− I(α < 0) and pα+ = p− I(α > 0) in each cases.
Case (i): When (α > 0, y∗ ≤ 0), then I(y∗ ≤ αs) = 1. The corresponding pdf is,
f(y|θ) = κ
∫ ∞
0
1√
2π
exp
{
−1
2
[
s2 + 2
(
y − µ
σ
− αs
)
(p− 1)
]}
ds
= κ
∫ ∞
0
1√
2π
exp
{
−1
2
[
s2 + 2 (y∗ − αs) pα+
]}
ds
= κ exp
{
−y∗pα+ +
1
2
α2p2α+
} ∫ ∞
0
1√
2π
exp
{
−1
2
(
s− αpα+
)2}
ds
= κ exp
{
−y∗pα+ +
1
2
α2p2α+
}
Φ
(
s− αpα+
) ∣∣∣∣∞
0
= κΦ
(
αpα+
)
exp
{
−y∗pα+ +
1
2
α2p2α+
}
. (A.5)
Case (ii): For (α > 0, y∗ > 0) we have two cases. Case (a): y∗ > αs implies I(y∗ ≤
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αs) = 0 and this occurs for all s ∈ [0, y∗/α). Case(b): y∗ ≤ αs implies I(y∗ ≤ αs) = 1 and
this occurs for all s ∈ [y∗/α,∞). Hence the pdf is,
f(y|θ) = κ
∫ y∗
α
0
1√
2π
exp
{
−1
2
[
s2 + 2 (y∗ − αs) p
]}
ds +
κ
∫ ∞
y∗
α
1√
2π
exp
{
−1
2
[
s2 + 2 (y∗ − αs) (p− 1)
]}
ds
= κ exp{−y∗pα−}
∫ y∗
α
0
1√
2π
exp
{
−1
2
(
s2 − 2αpα−s
)}
ds +
κ exp{−y∗pα+}
∫ ∞
y∗
α
1√
2π
exp
{
−1
2
(
s2 − 2αpα+s
)}
ds
= κ exp
{
−y∗pα− +
1
2
α2p2α−
}∫ y∗
α
0
1√
2π
exp
{
−1
2
(
s− αpα−
)2}
ds +
κ exp
{
−y∗pα+ +
1
2
α2p2α+
} ∫ ∞
y∗
α
1√
2π
exp
{
−1
2
(
s2 − αpα+
)2}
ds
= κ exp
{
−y∗pα− +
1
2
α2p2α−
}
Φ
(
s− αpα−
) ∣∣∣∣
y∗
α
0
+
κ exp
{
−y∗pα+ +
1
2
α2p2α+
}
Φ
(
s− αpα+
) ∣∣∣∞y∗
α
= κ
[
Φ
(
y∗
α
− αpα−
)
− Φ(−αpα−)
]
exp
{
−y∗pα− +
1
2
α2p2α−
}
+
κ
[
Φ
(
αpα+ −
y∗
α
)]
exp
{
−y∗pα+ +
1
2
α2p2α+
}
. (A.6)
Case (iii): When (α < 0, y∗ > 0), then I(y∗ ≤ αs) = 0 since α < 0. Hence we have,
f(y|θ) = κ
∫ ∞
0
1√
2π
exp
{
−1
2
[
s2 + 2(y∗ − αs)pα+
]}
ds
= κ exp
{
−y∗pα+ +
1
2
α2p2α+
} ∫ ∞
0
1√
2π
exp
{
−1
2
(
s− αpα+
)2}
ds
= κΦ(αpα+) exp
{
−y∗pα+ +
1
2
α2p2α+
}
. (A.7)
Case (iv): For (α < 0, y∗ ≤ 0) we have two cases. Case (a): y∗ ≤ αs implies I(y∗ ≤
αs) = 1 and this occurs for all s ∈ [0, y∗/α]. Case(b): y∗ > αs implies I(y∗ ≤ αs) = 0 and
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this occurs for all s ∈ (y∗/α,∞). So we have,
f(y|θ) = κ
∫ y∗
α
0
1√
2π
exp
{
−1
2
[
s2 + 2(y∗ − αs)(p− 1)
]}
ds +
κ
∫ ∞
y∗
α
1√
2π
exp
{
−1
2
[
s2 + 2(y∗ − αs)p
]}
ds
= κ
∫ y∗
α
0
1√
2π
exp
{
−1
2
[
s2 + 2(y∗ − αs)pα−
]}
ds +
κ
∫ ∞
y∗
α
1√
2π
exp
{
−1
2
[
s2 + 2(y∗ − αs)pα+
]}
ds
= κ
[
Φ
(
y∗
α
− αpα−
)
− Φ(−αpα−)
]
exp
{
−y∗pα− +
1
2
α2p2α−
}
+
κ
[
Φ
(
αpα+ −
y∗
α
)]
exp
{
−y∗pα+ +
1
2
α2p2α+
}
, (A.8)
where the integration details are similar to Case (ii) and have been suppressed to avoid
monotonicity and save space.
Combining all the four cases, i.e. equations (A.5) to (A.8), we have the pdf of the GAL
distribution given by equation (2). 
Appendix A.2. Cumulative Distribution Function
Theorem 2: Suppose Y ∼ GAL(µ, σ, p, α) and let y∗ = (y − µ)/σ, then the cdf F is,
F (y|θ) =
(
1− 2Φ
(
− y
∗
|α|
)
− 2p(1− p)
pα−
exp
{
−y∗pα− +
1
2
α2p2α−
} [
Φ
(
y∗
α
− αpα−
)
−Φ(−αpα−)
])
I
(
y∗
α
> 0
)
+ I(α < 0)− 2p(1− p)
pα+
exp
{
−y∗pα+ +
1
2
α2p2α+
}
×Φ
[
αpα+ −
y∗
α
I
(
y∗
α
> 0
)]
.
(A.9)
Proof : We note that for any cdf F (y|θ) =
y∫
−∞
f(v|θ)dv = 1−
∞∫
y
f(v|θ)dv. This property
is used in deriving the cdf when y > µ to avoid breaking the region of integration as
(−∞, µ)⋃(µ, y). We let v∗ = (v − µ)/σ, combine cases and derive as follows.
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Case (i): When (α > 0, y ≤ µ) or (α < 0, y > µ), the cdf is,
F (y|θ) =


y∫
−∞
κΦ(αpα+) exp
{
−v∗pα+ + 12α2p2α+
}
dv, if α > 0, y ≤ µ
1−
∞∫
y
κΦ(αpα+) exp
{
−v∗pα+ + 12α2p2α+
}
dv, if α < 0, y > µ
=


κΦ(αpα+) exp
{
1
2
α2p2α+
} [
exp{−v∗pα+}
−pα+/σ
]y
−∞
, if α > 0, y ≤ µ
1− κΦ(αpα+) exp
{
1
2
α2p2α+
} [
exp{−v∗pα+}
−pα+/σ
]∞
y
, if α < 0, y > µ
=


2p(1−p)
−pα+
Φ(αpα+) exp
{
−y∗pα+ + 12α2p2α+
}
, if α > 0, y ≤ µ
1− 2p(1−p)
pα+
Φ(αpα+) exp
{
−y∗pα+ + 12α2p2α+
}
, if α < 0, y > µ
(A.10)
where the third step substitutes the value of κ, pα+ = p−1 for α > 0 and pα+ = p for α < 0.
Case (ii): When (α < 0, y ≤ µ) or (α > 0, y > µ), the cdf is,
F (y|θ) =


y∫
−∞
κ
( [
Φ
(
v∗
α
− αpα−
)
− Φ(−αpα−)
]
exp
{
−v∗pα− + 12α2p2α−
}
+ Φ
(
αpα+ − v
∗
α
)
exp
{
−v∗pα+ + 12α2p2α+
})
dv, if α < 0, y ≤ µ
1−
∞∫
y
κ
( [
Φ
(
v∗
α
− αpα−
)
− Φ(−αpα−)
]
exp
{
−v∗pα− + 12α2p2α−
}
+ Φ
(
αpα+ − v
∗
α
)
exp
{
−v∗pα+ + 12α2p2α+
})
dv, if α > 0, y > µ.
(A.11)
Note that in both the subcases of equation (A.11), the integral remains the same and only
the limits of integration changes. Hence, we evaluate each terms individually over the limits
(a, b) and will substitute values of (a, b) as per our requirement.
To evaluate the first integral component of equation (A.11) denoted C1, we substitute
z = v∗/α− αpα− and perform integration-by-parts as follows.
C1 = κ
b∫
a
Φ
(
v∗
α
− αpα−
)
exp
{
−v∗pα− +
1
2
α2p2α−
}
dv
= κ exp
{
−1
2
α2p2α−
} ∫ b∗
α
−αpα
−
a∗
α
−αpα
−
[
ασΦ(z) exp{−αpα−z}
]
dz
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= κσ exp
{
−1
2
α2p2α−
}[αΦ(z) exp
{
−αpα−z
}
−αpα−
] b∗
α
−αpα
−
a∗
α
−αpα
−
− α−αpα−
∫ b∗
α
−αpα
−
a∗
α
−αpα
−
1√
2π
exp
{
−1
2
(z2 + 2αpα−z + α
2p2α− − α2p2α−)
}
dz


= κσ exp
{
−1
2
α2p2α−
}exp
{
α2p2α−
}
−pα−
[
Φ
(
b∗
α
− αpα−
)
exp
{
−b∗pα−
}
− Φ
(
a∗
α
− αpα−
)
exp
{
−a∗pα−
} ]
+
1
pα−
exp
{
1
2
α2p2α−
}
Φ
(
z + αpα−
) b∗
α
−αpα
−
a∗
α
−αpα
−


= − κσ
pα−
exp
{
1
2
α2p2α−
} [
Φ
(
b∗
α
− αpα−
)
exp
{
−b∗pα−
}
− Φ
(
a∗
α
− αpα−
)
exp
{
−a∗pα−
} ]
+
κσ
pα−
[
Φ
(
b∗
α
)
− Φ
(
a∗
α
)]
. (A.12)
We next evaluate the second component denoted C2 directly as follows,
C2 = −κΦ(−αpα−)
∫ b
a
exp
{
−v∗pα− +
1
2
α2p2α−
}
dv
= −κΦ(−αpα−) exp
{
1
2
α2p2α−
}exp
{
−v∗pα−
}
−pα−/σ


b
a
=
κσ
pα−
Φ(−αpα−) exp
{
1
2
α2p2α−
} [
exp
{
−b∗pα−
}
− exp
{
−a∗pα−
}]
. (A.13)
Finally, to evaluate the third component denoted C3 we use the substitution z = αpα+−v∗/α
and integrate-by-parts as done in C1. We suppress the details for brevity and present the
final expression.
C3 = κ
∫ b
a
Φ
(
αpα+ −
v∗
α
exp
{
−v∗pα+ +
1
2
α2p2α+
})
dv
= − κσ
pα+
exp
{
1
2
α2p2α+
} [
Φ
(
αpα+ −
b∗
α
)
exp{−b∗pα+} − Φ
(
αpα+ −
a∗
α
)
exp{−a∗pα+}
]
+
κσ
pα+
[
Φ
(
−b
∗
α
)
− Φ
(
−a
∗
α
)]
. (A.14)
Note that Φ
(
b∗
α
)
− Φ
(
a∗
α
)
= −Φ
(
− b∗
α
)
+ Φ
(
−a∗
α
)
and hence the relevant term from equa-
tion (A.12) and equation (A.14) can be collected together when adding the expressions.
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When α < 0 and y ≤ µ, the limits of integration a = −∞ and b = y implies a∗ = −∞ and
b∗ = y∗, respectively. Substituting the values of a∗, b∗ and κ in C1, C2 and C3 and summing
the expression yields,
F (y|θ) = 2Φ
(
−y
∗
α
)
− 2p(1− p)
pα−
exp
{
−y∗pα− +
1
2
α2p2α−
} [
Φ
(
y∗
α
− αpα−
)
− Φ(−αpα−)
]
− 2p(1− p)
pα+
exp
{
−y∗pα+ +
1
2
α2p2α+
}
Φ
(
αpα+ −
y∗
α
)
. (A.15)
Similarly, when α > 0 and y > µ, the limits of integration a = y and b =∞ implies a∗ = y∗
and b∗ = ∞, respectively. Substituting the values of a∗, b∗ and κ in C1, C2 and C3 and
evaluating the expression 1− C1 − C2 − C3, yields
F (y|θ) = 1− 2Φ
(
−y
∗
α
)
− 2p(1− p)
pα−
exp
{
−y∗pα− +
1
2
α2p2α−
} [
Φ
(
y∗
α
− αpα−
)
− Φ(−αpα−)
]
− 2p(1− p)
pα+
exp
{
−y∗pα+ +
1
2
α2p2α+
}
Φ
(
αpα+ −
y∗
α
)
. (A.16)
Combining the equations (A.10), (A.15) and (A.16), we have the cdf of the GAL distribution
given by equation (3). 
Appendix A.3. Moment Generating Function
Theorem 3: Suppose Y ∼ GAL(µ, σ, p, α), then the mgf denoted MY (t) is as follows,
MY (t) = 2p(1− p)
[
(pα+ − pα−)
(pα− − σt)(pα+ − σt)
]
exp
{
µt+
1
2
α2σ2t2
}
Φ
(
|α|σt
)
. (A.17)
Proof : Using the definition of the mgf we have,
MY (t) =
∫ ∞
−∞
exp(ty)f(y|µ, σ, p, α) dy. (A.18)
Substituting the GAL pdf (2) into equation (A.18), leads to two cases depending on α > 0
or α < 0. We again use the notation κ = 2p(1 − p)/σ and break the region of integration
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depending on y∗ > 0 (i.e., y > µ) or y∗ ≤ 0 (i.e., y ≤ µ).
Case (i): When α > 0 and y∗ > 0 (i.e., y > µ), we have the following three components,
M1 = κ
∫ ∞
µ
exp{ty}Φ
(
y∗
α
− αpα−
)
exp
{
−y∗pα− +
1
2
(αpα−)
2
}
dy,
M2 = −κ
∫ ∞
µ
exp{ty}Φ(−αpα−) exp
{
−y∗pα− +
1
2
(αpα−)
2
}
dy, (A.19)
M3 = κ
∫ ∞
µ
exp{ty}Φ
(
αpα+ −
y∗
α
)
exp
{
−y∗pα+ +
1
2
(αpα+)
2
}
dy,
and when α > 0 and y∗ ≤ 0 (i.e., y ≤ µ) we have,
M4 = κ
∫ µ
−∞
exp{ty}Φ
(
αpα+
)
exp
{
−y∗pα+ +
1
2
(αpα+)
2
}
dy. (A.20)
We first considerM1, substitute z =
y∗
α
−αpα−, change the limits of integration and integrate-
by-parts as follows:
M1 =
∫ ∞
−αpα
−
κασ exp
{
µt+ ασ(z + αpα−)t
}
Φ(z) exp
{
−αpα−(z + αpα−) +
1
2
α2p2α−
}
dz
= κασ exp
{
µt+ α2pα−σt−
1
2
α2p2α−
} ∫ ∞
−αpα
−
Φ(z) exp
{
−α(pα− − σt)z
}
dz
= κασ exp
{
µt+ α2pα−σt−
1
2
α2p2α−
}Φ(z) exp{−α(pα− − σt)z}−α(pα− − σt)
∣∣∣∣∣
∞
−αpα
−
−
∫ ∞
−αpα
−
φ(z)
exp{−α(pα− − σt)z}
−α(pα− − σt)
dz

 (limit exists only if t < p/σ)
= κσ
exp
{
µt+ α2pα−σt− 12α2p2α−
}
(pα− − σt)

 exp{α2pα−(pα− − σt)}Φ(−αpα−) +
exp
{
α2
2
(pα− − σt)2
} ∫ ∞
−αpα
−
1√
2π
exp
{
− 1
2
(
z + α(pα− − σt)2
)}
dz


= κσ
exp
{
µt+ 1
2
α2p2α−
}
(pα− − σt)
Φ(−αpα−) + κσ
exp
{
µt+ 1
2
α2σ2t2
}
(pα− − σt)
Φ
(
z + α(pα− − σt)
)∣∣∣∣∞
−αpα
−
= κσ
exp
{
µt+ 1
2
α2p2α−
}
(pα− − σt)
Φ(−αpα−) + κσ
exp
{
µt+ 1
2
α2σ2t2
}
(pα− − σt)
Φ(ασt). (A.21)
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Secondly, we integrate the expression for M2 as follows,
M2 = −κ
∫ ∞
µ
exp{ty}Φ(−αpα−) exp
{
−y∗pα− +
1
2
α2p2α−
}
dy
= −κ Φ(−αpα−) exp
{
pα−µ
σ
+
1
2
α2p2α−
} ∫ ∞
µ
exp
{
−(pα− − σt)
σ
y
}
dy
= −κ Φ(−αpα−) exp
{
pα−µ
σ
+
1
2
α2p2α−
}
× (−1)(−σ)
(pα− − σt)
exp
{−(pα− − σt)
σ
µ
}
= −κσ
exp
{
µt+ 1
2
α2p2α−
}
(pα− − σt)
Φ(−αpα−) (limit exists only if t < p/σ). (A.22)
The integral M3 is evaluated by substituting z = αpα+ − y
∗
α
. Thereafter the integration
is analogous to M1 with the existence condition t > (p− 1)/α and yields,
M3 = κσ
exp
{
µt+ 1
2
α2p2α+
}
(pα+ − σt)
Φ(αpα+)− κσ
exp
{
µt+ 1
2
α2σ2t2
}
(pα+ − σt)
Φ(ασt). (A.23)
The integral M4 can be directly evaluated and closely follows the steps in the integration of
M2 with the resulting expression,
M4 = −κσ
exp
{
µt+ 1
2
α2p2α+
}
(pα+ − σt)
Φ(αpα+). (A.24)
where the limits of integration exists only for t > (p− 1)/σ.
To obtain the mgf of the GAL distribution, we substitute the values of κ and sum the
four equations (A.21), (A.22), (A.23) and (A.24). This yields,
MY (t) = 2p(1− p)
[
(pα+ − pα−)
(pα− − σt)(pα+ − σt)
]
exp
{
µt+
1
2
α2σ2t2
}
Φ(ασt). (A.25)
Case (ii): When α < 0 and y∗ ≤ 0 (i.e., y ≤ µ), we have the following three components
of the mgf,
M5 = κ
∫ µ
−∞
exp{ty}Φ
(
y∗
α
− αpα−
)
exp
{
−y∗pα− +
1
2
(αpα−)
2
}
dy,
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M6 = −κ
∫ µ
−∞
exp{ty}Φ(−αpα−) exp
{
−y∗pα− +
1
2
(αpα−)
2
}
dy, (A.26)
M7 = κ
∫ µ
−∞
exp{ty}Φ
(
αpα+ −
y∗
α
)
exp
{
−y∗pα+ +
1
2
(αpα+)
2
}
dy,
and when α < 0 and y∗ > 0 (i.e., y > µ) we have,
M8 = κ
∫ ∞
µ
exp{ty}Φ
(
αpα+
)
exp
{
−y∗pα+ +
1
2
(αpα+)
2
}
dy. (A.27)
The integration of the terms M5 to M8 are similar to the case when α > 0 and results in the
following mgf,
MY (t) = 2p(1− p)
[
(pα+ − pα−)
(pα− − σt)(pα+ − σt)
]
exp
{
µt+
1
2
α2σ2t2
}
Φ(−ασt). (A.28)
Combining the mgf for the two cases, i.e. equations (A.25) and (A.28), we have the mgf
of the GAL distribution. 
The mean, variance and skewness of the GAL distribution can be obtained from the GAL
mgf (A.17). We state this in terms of a theorem below.
Theorem 4: Suppose Y ∼ GAL(µ, σ, p, α), then
E(Y ) = µ+
2|α|σ√
2π
+ σ
(1− 2p)
p(1− p)
V (Y ) = α2σ2
(
1− 2
π
)
+ σ2
[
1− 2p+ 2p2
p2(1− p)2
]
S(Y ) =
α3
√
2
pi
(
4
pi
− 1
)
+ 2
[
(1−p)3−p3
p3(1−p)3
]
{
α2
(
1− 2
pi
)
+
[
1−2p+2p2
p2(1−p)2
]}3/2
(A.29)
where E(Y ), V (Y ) and S(Y ) denote the mean, variance and skewness, respectively.
Proof : Taking logarithm of the mgf and keeping terms involving t we have,
lnMY (t) ∝ − ln(pα− − σt)− ln(pα+ − σt) + µt+
1
2
α2σ2t2 + lnΦ(|α|σt). (A.30)
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Taking the first, second and third derivative of equation (A.30) and evaluating at t = 0 we
get,
m1(Y ) = E(Y ) =
∂ lnMY (t)
∂t
∣∣∣∣
t=0
= µ+
√
2
π
ασ + σ
(1− 2p)
p(1− p)
m2(Y ) = V (Y ) =
∂2 lnMY (t)
∂t2
∣∣∣∣
t=0
= α2σ2
(
1− 2
π
)
+ σ2
[
1− 2p+ 2p2
p2(1− p)2
]
m3(Y ) =
∂3 lnMY (t)
∂t3
∣∣∣∣
t=0
= α3σ3
√
2
π
(
4
π
− 1
)
+ 2σ3
[
(1− p)3 − p3
p3(1− p)3
]
where m1(Y ), m2(Y ) and m3(Y ) are the first, second and third order central moments,
respectively. Hence, skewness can be obtained as m3
(m
3/2
2
)
. 
Appendix B. Conditional Densities in FBQROR model
In this appendix, we derive the conditional posteriors of the FBQROR model parameters.
Specifically, the conditional posteriors of β, ν, h, and z have tractable distributions and is
sampled using a Gibbs approach. The paraemters (σ, γ) are jointly sampled using random-
walk MH algorithm (to reduce autocorrelation in MCMC draws) and δ is sampled using
a random-walk MH algorithm. The derivations below follow the ordering as presented in
Algorithm 1.
(1) Starting with β, the conditional posterior π(β|z, ν, h, σ, γ) is proportional to π(β)×
f(z|β, ν, h, σ, γ) and its kernel can be written as,
π(β|z, ν, h, σ, γ) ∝ exp
{
− 1
2
[
n∑
i=1
(zi − x′iβ −Aνi − C|γ|hi)2
σBνi
+ (β − β0)′B−10 (β − β0)
]}
∝ exp
{
− 1
2
[
β ′
(
n∑
i=1
xix
′
i
σBνi
+B−10
)
β − β ′
(
xi(zi −Aνi − C|γ|hi)
σBνi
+B−10 β0
)
−
(
x′i(zi −Aνi − C|γ|hi)
σBνi
+ β ′0B
−1
0
)]}
∝ exp
{
− 1
2
[
β ′B˜−1β − β ′B˜−1β˜ − β˜ ′B˜−1β + β˜ ′B˜−1β˜ − β˜ ′B˜−1β˜
]}
∝ exp
{
− 1
2
(β − β˜)′B˜−1(β − β˜)
}
,
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where the posterior variance B˜ and the posterior mean β˜ are defined as follows:
B˜−1 =
(
n∑
i=1
xix
′
i
σBνi
+B−10
)
and β˜ = B˜
(
n∑
i=1
xi(zi −Aνi − C|γ|hi)
σBνi
+B−10 β0
)
.
Hence, the conditional posterior is a normal distribution and β|z, ν, h, σ, γ ∼ N(β˜, B˜).
(2) The parameters (σ, γ) are jointly sampled marginally of (z, ν, h) to reduce autocor-
relation in the MCMC draws. Collecting terms involving (σ, γ) from the joint posterior (14)
does not yield a tractable distribution, hence (σ, γ) are sampled using a joint random-walk
MH algorithm. The proposed values are generated from a truncated bivariate normal distri-
bution BTN(0,∞)×(L,U)
(
(σc, γc, ι
2
1Dˆ1)
)
, where (σc, γc) represent the current values, ι1 denotes
the tuning factor and Dˆ1 is the negative inverse of the Hessian obtained by maximizing the
log-likelihood (9) with respect to (σ, γ). This maximization process to obtain Dˆ1 is compu-
tationally expensive and so may be done only once at the beginning of the algorithm with β
values fixed at the BQROR or OLS estimates. The proposed draws are accepted with MH
probability,
αMH(σc, γc; σ
′, γ′) = min
{
0, ln
[
f(y|β, σ′, γ′, δ) π(β, σ′, γ′, δ)
f(y|β, σc, γc, δ) π(β, σc, γc, δ)
π(σc, γc|(σ′, γ′), ι21Dˆ1)
π(σ′, γ′|(σc, γc), ι21Dˆ1)
]}
,
otherwise, (σc, γc) is repeated in the next MCMC iteration. Here, f(·) represents the full
likelihood (9), π(β, σ, δ, γ) denotes the prior distributions (13), π(σc, γc|(σ′, γ′), ι21Dˆ1) stands
for the bivariate truncated normal probability with mean (σ′, γ′) and covariance ι2Dˆ1. The
expression π(σ′, γ′|(σc, γc), ι21Dˆ1) has an analogous interpretation. Note that the tuning pa-
rameter ι can be adjusted for appropriate step-size and acceptance rate and the parameters
(A,B,C) depend on p which is turn is a function of p0 and γ.
(3) The conditional posterior of ν is obtained from the joint posterior density by collecting
terms involving ν. This is done element-wise as follows:
π(νi|z, β, h, σ, γ) ∝ ν−
1
2
i exp
{
− 1
2
[
(zi − x′iβ − Aνi − C|γ|hi)2
σBνi
]
− νi
σ
}
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∝ ν−
1
2
i exp
{
− 1
2
[
(zi − x′iβ − C|γ|hi)2
σB
ν−1i +
(
A2
σB
+
2
σ
)
νi
]}
∝ ν−
1
2
i exp
{
− 1
2
[
aiν
−1
i + bνi
]}
,
which is recognized as the kernel of a generalized inverse-Gaussian (GIG) distribution where,
ai =
(zi − x′iβ − C|γ|hi)2
σB
and b =
(
A2
σB
+
2
σ
)
.
Hence, νi|z, β, h, σ, γ ∼ GIG(0.5, ai, b) for i = 1, 2, . . . , n.
(4) The conditional posterior of h is obtained element-wise from the complete posterior
density (15) conditional on γ and remaining parameters as follows:
π(hi|z, β, ν, σ, γ) ∝ exp
{
− 1
2
[
(zi − x′iβ − Aνi − C|γ|hi)2
σBνi
+
h2i
σ2
]}
∝ exp
{
− 1
2
[(
1
σ2
+
C2γ2
σBνi
)
h2i −
2C|γ|(zi − x′iβ − Aνi)
σBνi
hi
]}
∝ exp
{
− 1
2
[
(σ2hi)
−1h2i − 2(σ2hi)−1µhihi
]}
∝ exp
{
− 1
2
(σ2hi)
−1(hi − µhi)2
}
,
where the third line introduces the following notations:
(σ2hi)
−1 =
(
1
σ2
+
C2γ2
σBνi
)
and µhi = σ
2
hi
(
C|γ|(zi − x′iβ −Aνi)
σBνi
)
,
and the fourth line adds and subtracts (σ2hi)
−1µ2hi to complete the square. The last expres-
sion is recognized as the kernel of a half-normal distribution and hence, hi|z, β, ν, σ, γ ∼
N+(µhi, σ
2
hi
) for i = 1, 2, . . . , n.
(5) Similar to Jeliazkov et al. (2008) and Rahman (2016), the transformed cut-point
δ is sampled from the full likelihood (9), marginally of (z, ν, h). The proposed values are
generated from a random-walk chain, δ′ = δc+u, where u ∼ N(0J−3, ι22Dˆ2), ι2 is a tuning pa-
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rameter and Dˆ2 denotes negative inverse Hessian, obtained by maximizing the log-likelihood
with respect to δ. Given the current value δc, the proposed value δ
′ is accepted with MH
probability,
αMH(δc, δ
′) = min
{
0, ln
[
f(y|β, σ, γ, δ′) π(β, σ, γ, δ′)
f(y|β, σ, γ, δc) π(β, σ, γ, δc)
]}
,
otherwise, the current value δc is repeated. The variance of u may be tuned as required for
an appropriate step-size and acceptance rate.
(6) The full conditional density of the latent variable z is a truncated normal distribution
where the cut-point vector ξ is obtained based on one-to-one mapping with δ. Hence, z is
sampled as zi|β, ν, h, σ, γ, δ, y ∼ TN(ξj−1, ξj)(x′iβ + Aνi + C|γ|hi, σBνi) for i = 1, · · · , n and
j = 1, · · · , J .
Acknowledgement
We thank professor Ivan Jeliazkov (University of California Irvine) and participants at the
Asian Meeting of the Econometric Society (2017, Hong Kong) for some extremely valuable
comments.
This research did not receive any specific grant from funding agencies in the public,
commercial, or not-for-profit sectors.
40
References
References
Akaike, H. (1974), “A New Look at the Statistical Model Identification,” IEEE Transaction
on Automatic Control, 19, 716–723.
Alhamzawi, R. (2012), “Variable Selection in Quantile Regression via Gibbs Sampling,”
Journal of Applied Statistics, 39, 799–813.
Alhamzawi, R. (2016), “Bayesian Model Selection in Ordinal Quantile Regression,” Compu-
tational Statistics and Data Analysis, 103, 68–78.
Alhamzawi, R. and Yu, K. (2013), “Conjugate Priors and Variable Selection for Bayesian
Quantile Regression,” Computational Statistics and Data Analysis, 64, 202–219.
Belsky, E. S. (2013), “The Dream Lives on: The Future of Homeownership in America,”
Tech. rep., Working Paper W11-4 ed. Cambridge, MA: Joint Center for Housing Studies,
January 2013.
Benoit, D. F. and Poel, D. V. D. (2010), “Binary Quantile Regression: A Bayesian Approach
based on the Asymmetric Laplace Distribution,” Journal of Applied Econometrics, 27,
1174–1188.
Botev, Z. (2017), “The Normal Law Under Linear Restrictions: Simulation and Estimation
via Minimax Tilting,” Journal of the Royal Statistical Society – Series B, 79, 125–148.
Bracha, A. and Jamison, J. C. (2012), “Shifting Confidence in Homeownership: The Great
Recession,” B.E. Journal of Macroeconomics, 12, 1–46.
Dagpunar, J. (1988), Principles of Random Variate Generation, Clarendon Press, Oxford.
Dagpunar, J. (1989), “An Easily Implemented Generalized Inverse Gaussian Generator,”
Communications in Statistics – Simulation and Computation, 18, 703–710.
41
Dagpunar, J. (2007), Simulations and Monte Carlo: With Applications in Finance and
MCMC, John Wiley & Sons Ltd., UK.
Devroye, L. (2014), “Random Variate Generation for the Generalized Inverse Gaussian Dis-
tribution,” Statistics and Computing, 24, 239–246.
Drew, R. B. and Herbert, C. E. (2013), “Postrecession Drivers of Preferences for Homeown-
ership,” Housing Policy Debate, 23, 666–687.
Geraci, M. and Bottai, M. (2007), “Quantile Regression for Longitudinal Data Using the
Asymmetric Laplace Distribution,” Biostatistics, 8, 140–154.
Giuliano, P. and Spilimbergo, A. (2014), “Growing Up in a Recession,” The Review of
Economic Studies, 81, 787–817.
Greenberg, E. (2012), Introduction to Bayesian Econometrics, Cambridge University Press,
New York.
Jeliazkov, I. and Rahman, M. A. (2012), “Binary and Ordinal Data Analysis in Economics:
Modeling and Estimation,” in Mathematical Modeling with Multidisciplinary Applications,
ed. X. S. Yang, pp. 123–150, John Wiley & Sons Inc., New Jersey.
Jeliazkov, I., Graves, J., and Kutzbach, M. (2008), “Fitting and Comparison of Models for
Multivariate Ordinal Outcomes,” Advances in Econometrics: Bayesian Econometrics, 23,
115–156.
Ji, Y., Lin, N., and Zhang, B. (2012), “Model Selection in Binary and Tobit Quantile Regres-
sion using the Gibbs Sampler,” Computational Statistics and Data Analysis, 56, 827–839.
Johnson, V. E. and Albert, J. H. (2000), Ordinal Data Modeling, Springer, New York.
Kobayashi, G. (2017), “Bayesian Endogenous Tobit Quantile Regression,” Bayesian Analysis,
12, 161–191.
42
Koenker, R. (2005), Quantile Regression, Cambridge University Press, Cambridge.
Koenker, R. and Bassett, G. (1978), “Regression Quantiles,” Econometrica, 46, 33–50.
Koenker, R. and Machado, J. A. F. (1999), “Goodness of Fit and Related Inference Processes
for Quantile Regression,” Journal of the American Statistical Association, 94, 1296–1310.
Kotz, S., Kozubowski, T. J., and Podgorski, K. (2001), The Laplace Distribution and Gener-
alizations: A Revisit with Applications to Communications, Economics, Engineering and
Finance, Birkhäuser, Boston.
Kozumi, H. and Kobayashi, G. (2011), “Gibbs Sampling Methods for Bayesian Quantile
Regression,” Journal of Statistical Computation and Simulation, 81, 1565–1578.
Kozumi, H. and Kobayashi, G. (2012), “Bayesian Analysis of Quantile Regression for Cen-
sored Dynamic Panel Data Model,” Computational Statistics, 27, 359–380.
Lee, D. and Neocleous, T. (2010), “Bayesian Quantile Regression for Count Data with Appli-
cation to Environmental Epidemiology,” Journal of the Royal Statistical Society – Series
C, 59, 905–920.
Link, W. A. and Eaton, M. J. (2012), “On Thinning of Chains in MCMC,” Methods in
Ecology and Evolution, 3, 112–115.
Luo, Y., Lian, H., and Tian, M. (2012), “Bayesian Quantile Regression for Longitudinal
Data Models,” Journal of Statistical Computation and Simulation, 82, 1635–1649.
Malmendier, U. and Nagel, S. (2011), “Depression Babies: Do Macroeconomic Experiences
Affect Risk Taking?” The Quarterly Journal of Economics, 126, 373–416.
Mukherjee, D. and Rahman, M. A. (2016), “To Drill or Not to Drill? An Econometric
Analysis of US Public Opinion,” Energy Policy, 91, 341–351.
43
Rahman, M. A. (2016), “Bayesian Quantile Regression for Ordinal Models,” Bayesian Anal-
ysis, 11, 1–24.
Reed, C. and Yu, K. (2009), “A Partially Collapsed Gibbs Sampler for Bayesian Quantile
Regression,” Technical Report, Department of Mathematical Sciences, Brunel University.
Reich, B. J. and Smith, L. B. (2013), “Bayesian Quantile Regression for Censored Data,”
Biometrics, 69, 651–660.
Rohe, W. M. and Lindblad, M. (2014), “Reexamining the Social Benefits of Homeownership
after the Housing Crisis,” in Homeownership Built to Last: Balancing Access, Affordability,
and Risk after the Housing Crisis, eds. E. S. Belsky, C. E. Herbert, and J. H. Molinsky,
pp. 99–140, Brookings Institution Press, Washington, DC.
Schwarz, G. (1978), “Estimating the Dimension of a Model,” Annals of Statistics, 6, 461–464.
Tsionas, E. (2003), “Bayesian Quantile Inference,” Journal of Statistical Computation and
Simulation, 73, 659–674.
Yan, Y. and Kottas, A. (2017), “A New Family of Error Distributions for Bayesian Quantile
Regression,” Working Paper, University of California Santa Cruz.
Yu, K. and Moyeed, R. A. (2001), “Bayesian Quantile Regression,” Statistics and Probability
Letters, 54, 437–447.
Yu, K. and Stander, J. (2007), “Bayesian Analysis of a Tobit Quantile Regression Model,”
Journal of Econometrics, 137, 260–276.
Yu, K. and Zhang, J. (2005), “A Three Paramter Asymmetric Laplace Distribution and its
Extensions,” Communications in Statistics – Theory and Methods, 34, 1867–1879.
Yu, K., Chen, C. W. S., Reed, C., and Dunson, D. B. (2013), “Bayesian Variable Selection
in Quantile Regression,” Statistics and its Interface, 6, 261–274.
44
