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Abst rac t - -Th is  article is concerned with domain decomposition for kinetic and hydrodynamic 
equations. Coupling conditions at the interface between the equations are developed and investigated. 
In particular for nonequilibrium situations at the interface, new coupling conditions are developed 
by considering interface layers. This leads to kinetic half-space problems. A fast procedure to solve 
these problems is given. 
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1. INTRODUCTION 
Kinetic equations are used for example to model hypersonic gas flows, neutron transport phe- 
nomena nd ultra integrated semiconductor devices. However, when the mean free path of the 
particles becomes mall, all numerical methods for kinetic equations become xceedingly expen- 
sive in computing time. Therefore, the usual hydrodynamic equations, which are computationally 
much cheaper, should be used whenever possible. In other words they should be used near local 
equilibrium states, in situations where the local mean free path is small and outside of shock 
and boundary layers. These considerations prompt he use of domain decomposition strategies, 
where the kinetic equation is to be solved only in regions others than those mentioned above. 
First the regions described by the hydrodynamic equations have to be determined. This is 
usually done using a rough a priori knowledge of the physical situation. There are also some 
approaches to an automatic detection of the interface region. The next major problem is the 
matching of the kinetic domain with the hydrodynamic domain. This question is far from being 
an easy one, as the equations to couple and the numerical schemes used to solve them are of a 
very different nature. 
The approach usually employed in numerical procedures to solve the coupling problem for 
kinetic and hydrodynamic equations i the following: the coupling conditions at the interface 
are determined by equalizing the moments or fluxes at the interface between kinetic and hy- 
drodynamic regions. These conditions lead to a reasonable coupled solution for near equilibrium 
situations at the interface. However, in general the location of the regions, where the macroscopic 
equations are strictly valid, is not known exactly. Moreover, in applications one tries to extend 
the region, where the macroscopic equations are solved as much as possible, to gain computing 
time. This leads in general to a location of the interface in regions, where the distribution func- 
tion is not near a local equilibrium state. The macroscopic equations are not strictly valid there. 
I am grateful to F. Golse and H. Neunzert for helpful discussions. 
Typeset by ~4A4S-TEX 
127 
128 A. KLAR 
In this case, the above conditions do not lead to accurate nough results and different conditions 
should be used. For work on the coupling of Boltzmann and gas dynamics equations, ee (among 
other references) [1-5]. 
The present paper is organized as follows. In Section 2, we state the equations and the do- 
main decomposition problem. In Section 3, we consider near equilibrium states at the interface. 
Section 4 is concerned with nonequilibrium states at the interface. Here the matching requires a
more exact analysis. As a general principle, the matching can be done by modelling the interface 
region by a transition layer where some "intermediate equation" (e.g., the stationary, linearized 
Boltzmann equation) is solved, see [6,7]. This leads to a kinetic half-space problem. The as- 
ymptotic values and the outgoing flux of the solution of this problem determine the coupling 
conditions at the interface. Obviously, the direct solution of the half-space problem would be 
much too expensive. Moreover from the above, we see that only the asymptotic states and the 
outgoing fluxes are really required. This leads to the development of a fast numerical scheme, 
which computes approximately these two things by a Chapman Enskog type expansion proce- 
dure. It makes the approach reasonable from a numerical point of view. We describe it roughly 
in Section 5. In the last section, numerical examples for the BGK model and for a kinetic semi- 
conductor equation with relaxation time approximation are shown, comparing the different types 
of coupling Conditions. 
2. STATEMENT OF THE PROBLEM 
We consider a domain D in R 3. D is divided into two not overlapping subdomains D1 and D2, 
D1 t2 D2 = D with smooth boundaries cOD, ODI, OD2, and the interface I = OD1 N 0192. Let 
n(~) denote the outer normal for the subdomain D1 at the interface point & E I. The basic 
description of the physics is given by a linearized kinetic equation in D. We assume the mean 
free paths to be el in D1 and e2 in D~. 
One should keep in mind that from a physical point of view the difference between the mean 
free paths in D1 and D2 should be small for the linearized problems treated here. However, we 
are making a preliminary attempt to solve the coupling problem, that should work as well for 
nonlinear problems, where strikingly different mean free paths may appear. Concentrating more 
on the mathematical aspects of the problem, one may therefore also think of el in D1 to be large 
compared to e2 in D2. However, in our numerical test cases in Section 6, we restrict ourselves to 
the physically resasonable case el = e2. 
Two special cases are considered from now on. As a first case, we consider the linear equations 
Otf~ + (v + ~) . Vx f i  + 1Q(.f~) = O, (1) 
where the index i = 1,2 stands for the regions DI and D2, respectively, f i  = f~(x,v , t )  are 
distribution functions in D~, v = (vl ,v2,v3) E R 3, x = ( x l ,x2 ,xa)  E Di, t E [0,c~), and Q is the 
Boltzmann collision operator linearized around the constant Maxwellian state 
(2r¢)3/~ exp • 2T] '  
with density fi = 1 and temperature T. fi = (fil,~22,fi3) E R z is the mean velocity of the particles. 
This equation is the linearized Boltzmann equation describing rarefied gas flows. The collision 
operator Q can be written as 
Qf  = )~f - K f, 
where K is an integral operator and A = )~(v). Q has 5 collision invariants. See, e.g., [8] for an 
exact statement and a discussion of the equation. 
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In the second case, we consider equations of the form 
Otfi + l (v . V=f~ + E .  Vvfi)  + 1Q( f i )  = 0, (2) 
~i ~ 
in Di. The collision operator is assumed to have only one collision invariant. Moreover, a different 
space time scaling is used. An electric field E E R 3 is included in the equation. Equations of this 
type are used in the semiconductor r neutron transport case, see [9]. 
The global kinetic solution is then defined by the solution of the above equations in D~ with 
appropriate initial and boundary conditions. We assume that the kinetic solution is continuous 
at the interface, i.e., we do not attempt to match the two equations in regions, where the kinetic 
solution allows for discontinuities. The interface condition is therefore simply continuity of the 
distribution functions for & E I 
f l (x ,v , t )  = f2(x,V,t ) .  
The mean free path e2 -- e in D2 is now assumed to be small such that an approximation f the 
kinetic equation by its associated hydrodynamic equation is valid there. In the first case, this 
is the linearized Euler equation, see [10]. In the second case, it is the drift diffusion equation, 
see [9]. 
The Euler equation linearized around the constant state (1, fi, 2 ~) is 
3 
OtO = ~ B,O=,O, (3) 
~=1 
with O(x,t) = (p,u,T)(x,t) ,  and, for example, 
~1 0 0 
B1 = 0 0 Ul ' 
2 2 
He 0 0 ~ j  
where c > 0 defined by c 2 = (5/3)T is the speed of sound. 
The hydrodynamic equation in the second case is the drift diffusion equation for p = p(x, t) 
Otp + V= . ( -DVxp + lzEp) = O, (4) 
where D and # are constants depending on the collision operator. 
The aim is now to approximate the global kinetic solution by the solution of the following 
coupling problem: in D1 the kinetic equation (1) or (2) is solved, in D2 (3) or (4) is solved with 
the appropriate initial and boundary conditions. 
Equiping these quations with coupling conditions at the interface will lead to a properly stated 
problem. The solution depends however strongly on the type of coupling conditions employed. 
In the next sections, we discuss everal possibilities and investigate hem. 
3. COUPL ING CONDIT IONS FOR NEAR EQUIL IBRIUM STATES 
For equilibrium states at the interface, coupling conditions can be straightforwardly obtained. 
One starts by defining a 'macroscopic distribution function' approximating the kinetic distribution 
function in D2. 
By asymptotic expansion in powers of the mean free path, one finds that the distribution 
function in/:)2 is approximated up to zeroth order by 
( :;') u~(x,t) v~ T(x,t)  Ivl /m,cro(=, = p(=, t )  + + ~/, 
130 A. KLAa 
in the first case, i.e., for equation (1) coupled with (3). In the second case, i.e., equation (2) 
coupled with (4), we have to first order 
fmaero(X, V t) = p(x,  t )M (v) - eh(v) . (Vxp(x, t) - E(x, t)p(x, t) ) , 
where h = (hi, h2, hs) and hi is the solution of 
Q(hi) = vi-ff-l(v), i hi(v)A(v) dv = O. 
Using a zeroth order approximation i  the second case leads to obviously wrong results as can 
be seen by simple examples. 
Using these functions, one determines the conditions for the hydrodynamic equation in D2 for 
every interface point ~ E I by the following conditions: 
the equality of moments or 
/ (,,+./.,. (:),,(.,,,,,).,,: I (,, +.).,, ( : ) 'm.=ro (',,,, ') d,,, 
(.+~)..>0 Ivl 2 (.+~)..>0 b'l 1 
the equality of fluxes. 
Due to the number of necessary boundary conditions for the Euler equations, one has to choose 
the correct number of conditions in the first case. The ingoing function for the Boltzmann region 
is for (v + fi). n < 0 choosen as 
f l(~,v,t) =/maero(X,V,t). 
In the second case, only the first equation of the above systems with ~ = 0 is used, the ingoing 
function for v. n < 0 is also fmacro. 
The solution of equation (1) or (2) in D1 and (3) or (4) in D2 with the initial, boundary, and 
coupling conditions as above is the solution of the coupling problem. It can be found numerically 
by a standard iteration procedure. 
4. COUPLING CONDITIONS FOR NONEQUILIBRIUM STATES 
In contrast to Section 3, nonequilibrium situations might prevail here at the interface between 
the two domains. As mentioned before, the above coupling conditions usually do not lead to 
accurate nough results. In particular, the equality of moments condition may lead even in 
simple cases to not very good results. See [2] for the simple, but practically relevant example of 
planar Couette flow. 
We use here not only an asymptotic expansion in the bulk of the domain, but also on the 
boundaries and interfaces to develop the correct conditions. This includes an analysis of the 
interface layer between the two domains. 
Moreover, we remark that for the situations considered in the last section, the conditions 
developed there, and the conditions found in this section, yield the same results. 
Proceeding similarly as in the usual boundary layer treatment, see [9,11-14], one assumes the 
macroscopic distribution function in/92 to be the same as in the last section plus an additional 
interface layer term concentrated around the interface I with a thickness of the order of a mean 
free path: (- ) now fmacro(X, ~), t) /macro(X, ~3, t) + 2 (X ~)~/,(.T) , v , t  , 
e 
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where x E D2 and ~ is the point at the interface I associated with x by x - ~ = eyn(~:) with 
y E [0, co), see, e.g., [12]. n(~) is again the outer normal for D1 at ~ E L 
Asymptotic analysis hows that the essential point is to solve the following half-space problem 
for each 4: 
(v + r,) . n(~)ovx + Q(x) = 0, (s) 
with y E [0, co) and an ingoing function given by 
x(O,~,t) = yl(~,v,t), 
for (v + ~). n(~) > 0. This follows from the assumption of continuity of the distribution functions 
at the interface 
fl(:~, V, t) ---- fmneaeWro(~ , V, t). 
We mention again, that we are not considering discontinuities ofthe kinetic distribution function 
at the interface . . . .  
We start by considering the first case (equations (1) and (3)). One needs at & for the Euler 
system 0, 1, 4, or 5 boundary conditions for the characteristic variables according to the value 
of ~. n, i.e., ~. n < -c,  - c  < ft. n < 0, 0 < ~. n < c, or ~. n > c. Here and in the following, we 
assume ~. n ~ 0, c, -c.  The half-space problem (5) has a unique solution for a suitable collision 
kernel, see, e.g., [15], if--according to the values of ~. n- -a  number of constraints i imposed. 
One needs 5, 4, 1, or 0 constraints, i f f i .n  <-c ,  - c< f i .n  < 0 ,0  < ~.n  < c, ~ .n  > c, 
respectively, with c 2 = (5/3)T as before. Solving the half-space problem gives the asymptotic 
value 
( boo(t) v coo(t) lVl2T 37) 2QI, xCco,~,t) = aoo(t) + -~ • v~ + 
with aco, coo E R and boo E R 3. According to the number of constraints, one already has 5, 4, I, 
or 0 equations for aoo, boo, and coo. This means that for ft. n < -c, -c  < ft. n < 0, 0 < ft. n < c, 
or fi • n > c we obtain 0, i, 4, and 5 new conditions on the asymptotic values. This fits exactly 
with what is needed for the Euler equations as already remarked in [6]. 
We discuss the procedure in more detail for Ifi. n I > c. For ft. n > c, the half-space problem is 
solved for prescribed incoming fluxes without any constraints. This gives the asymptotic value 
X(oo, v, t) depending on aoo, boo, and Coo. 
Comparing now 
u(x, t) v T(x, t) Ivl 3T hS/(v), /macro(X, v, t) -- p(x, t) "Jr ~ - -~ -1- 
at ~ to X(co, v, t) one obtains 
p(~, t) = aooCt), 
~(~,t) = boo(t) ,  
T(]c, t) = coo(t). 
Thus, the solution of the half-space problem gives us the boundary conditions required for the 
Euler equations with ~2. n > c at 4. Moreover, the outgoing flux X(0,v,t), (v + ~) • n < 0 gives 
]l(~,v,t), (v + fi). n < 0, i.e., the boundary condition at ~ for the domain Dz. 
For ii.n < -c, the situation is more simple. We do not need any boundary condition at ~ for the 
Euler equation in D2. To solve the half-space problem, however, five constraints on the solution 
are necessary. Comparing the above function ]macro with parameters p, u, T given by the solutions 
of the Euler equations, with the asymptotic value X(OO, v,t), we get the necessary number of 
constraints. We can then solve the half-space problem, which yields fl(~,v,t) = X(0,v,t) for 
(v+~).n<0. 
35-1/2-F 
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Restricting in the second case (equations (2) and (4)) for simplicity of writing to E = 0 we 
solve (5) with fi = 0 without any constraints and with the ingoing function f l .  After some 
calculation, it can be seen that one has to compare the asymptotic value 
X(eo, v, t) = aoo(t)if, I (v) ,  
with 
p( &,, t).ff/I (v) - eL(&., h(.) ) . Vzp(&,, t).ff/I (v), 
where L(&,, k(.))iVI(v) is the asymptotic value of the half-space problem (5) with ~ = 0 at &, with 
ingoing function k. 
This means that the condition for the drift diffusion equation is given by 
p(&,, t) = aoo(t) + eL(&,, h(.)) . Vxp(&,, t). 
The ingoing function for the kinetic region is .for &, E I and v- n(&,) < 0 
/l(&,, v, t) = x(O, v, t) + e (A (&,, h(.)) (v) - h(v)) . Dxp (&,, t) 
where A(~, k(.))(v) denotes the outgoing distribution at y = 0 of the half-space problem (5) with 
ingoing function k. 
For a derivation of these coupling conditions ee [7,16] as well as for a proof of their validity. 
The main task is now to find a computationally reasonable remark that the half-space problem 
has to be solved at each point of the interface--yet accurate procedure to determine asymptotic 
states and outgoing distribution of the half-space problem. This will be done in the next section. 
We mention finally, that the scheme developed in the next section contains the equality of fluxes 
conditions as a first step. In this way, these conditions can be viewed as a first approximation to 
the solution of the above layer problem. 
5. APPROXIMATE SOLUTION OF THE HALF-SPACE PROBLEM 
We consider only the more difficult first case concerning the Boltzmann and Euler equations 
with a collision operator with 5 collision invariants. Consider the stationary equation in a half- 
space 
(Vl -~ "~l)0yX -[- AX - K)(. = O, (6) 
Z(0,v) = k(v), (vx -bUl) > 0, 
where y E [0,oo), v = (Vl,V2,V3) E R s, ~1 E R. 
We are restricted in the following to ~1 > 0 and assume for simplicity T = 1. As already 
stated in the last section we need for ~1 > c no additional condition for the equation to obtain a 
unique solution. For 0 < ~1 < c, one condition is needed. Remember that for - c  < ~1 < 0, four 
conditions and for ~1 < -c  five conditions are necessary. The asymptotic state is 
M 
We will develop now a numerical scheme to compute aoo, boo, and coo. 
We consider (6) with the condition that 
(vlx(oo, v)> 
is equal to some constant, if 0 < ~1 < c and without any condition if ut > c. The adjoint 
equation is then 
-(Vl + el )0v¢ + a¢  - K¢  -- 0, fil > 0, (T) 
¢(0, v) = 0, Vl + el < 0, 
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with 4 conditions if 0 < fil < c and all 5 conditions if ~1 • C out of the full set of relations 
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We transform v --* -v,  ul --* - i l l ,  and consider 
(vl + fil)0~¢ -t- A¢ - K¢  = 0, fil < 0, 
(8) 
¢(0, v) = 0, vl + el > 0, 
with 4, 5 conditions, respectively, out of the full set of relations 
-1 
By the usual Chapman Enskog procedure, one can see that the macroscopic moments 
approximately solve the stationary linearized Navier-Stokes quations inthe half-space y E [0, o0). 
These equations can be solved exactly up to a number of free parameters. 
The first approximation ¢1 for ¢ can then be calculated from 
(Vl + ~1)0~¢1 + A¢1 - K(M(p,u,T)) = O, 
¢1(0,v)=0, v l+~l>O,  
where M(p,u,T)(V) := (p + u.  v + T(Ivl 2 - 3)/2)~ r with p, u, and T being the solutions of the 
Navier Stokes equations. We determine the free parameters by the following conditions and the 
requirement that p, u, and T are finite at infinity: 
which is the closest analogue to the conditions following equation (8). 
This procedure can be iterated and we end up with an approximating series ¢ ~ 01 +""  + ¢,.  
During the iteration steps inhomogeneous second-order quations have to be solved instead of 
the above Navier Stokes ystem. 
By transforming v -* -v  and fil -~ - i l l  backwards, we get an approximation for the solution 
~b(y, v) of (7). The invariance in y of 
<(ttl ~- al) X (Y, U) • (y, U) ~--1~, 
which can be easily seen using the self-adjointness of the collision operator Q, and the invariance 
of 
gives us the equations we need to determine the asymptotic state 
X(co, v) = (a~ + b~ . v + c~ ~V~)  .~I. 
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Remark that the first component of boo is fixed for 0 < fil < c since we imposed a condition on 
the solution X of (6). The first equation is 
((Vl + ~I)X(OG, V)¢(OO, U)/~ f - l )  = ((Vl "~- Ul )¢(0,  V)X(0, V)/~ -1 )  
Moreover, we use three equations for 0 < 721 < c (four equations for fil > c) out of 
Here we substitute X(c~, v) as above and X(0, v) = k(v), (Vl + ill)" n > 0. 
The function ¢(0, v) is taken from the above approximation. Using the constraints, in particular 
I (vi2)> = (!) 
provides the desired equations for aoo, boo, and coo. 
The outgoing function X(0, v), v 1 -~-Ul < 0 is determined similarly. 
A more detailed escription of the scheme for a BGK model equation and for semiconductor 
equations, and further references on linear half-space problems can be found in [16,17]. We 
mention that for fil = 0, the first step of the scheme reduces to the so-called variational method, 
see, e.g., [14,18,19]. 
6. NUMERICAL EXAMPLES 
In this section, we investigate the coupling conditions in Section 2 and 3 numerically. The 
coupling conditions obtained by the analysis of the kinetic half-space problem are determined by 
the first step of the numerical scheme mentioned in the introduction and described roughly in 
Section 5. 
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Figure 1. Tempersture distribution for the coupling of BGK and Euler models. 
We consider a slab D between zl = 0 and Xl = i, and as mentioned above, a situation with 
equal mean free paths in both domains. In Figures I and 2, the BGK model is considered. In Sl, 
2.4 
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F igure  2. Temperature  d i s t r ibut ion  for  the  coup l ing  o f  BGK and  Eu ler  mode ls  (Layer  
region). 
i.e., xl E [0, 0.02], we consider equation (1) with el = 0.01 and substitute the following expression 
for the collision operator: 
( 3 ) 
with 
= (2~)-~exp - . 
In D2, i.e., Zl E [0.02, 1], the Euler equation (3) with T = 1 is solved, fi is equal to (1.4,0,0), i.e., 
ft. n = fil is bigger than c = V/~'3. The ingoing function at Xl = 0 is /+(v, t )  = Vl(IVl 2 - 5 )~ r
for t E [0,T]. The figure shows the temperature f((Ivl 2 -3 ) /3 ) f l (X ,v , t )dv  in D1 and T(x,t) 
in D2 for a fixed time t large enough, such that a stationary state is obtained. The three types 
of coupling conditions are shown together with the kinetic solution in the whole domain with 
e l  = e2 = 0.01. 
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Figure 4. Density distribution for the coupling of kinetic and drift diffusion models 
(Layer region). 
In Figures 3 and 4, equation (2) with the integral operator 
Q f = f - / f dv_~I 
is considered. The electric field E was taken as E = (3, 0, 0). As before, a stationary state is 
shown. We plot again the global kinetic solution with mean free paths el = 0.01 = e2. Moreover, 
the solution of the coupling problem is shown, i.e., the solution of the kinetic equation (2) with el 
in D1 and the solution of the drift diffusion equation (4) in D2. All three types of coupling 
conditions are presented. 
The advantage of a more exact analysis at the interface is clearly seen in both cases. 
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