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1. INTRODUCTION 
In many physical applications it is often necessary to determine the coefficients of a differential 
equation describing some phenomena from a given set of values of the solution. (In many cases, 
it is also of interest o determine the structure of such a system.) Problems of this type arise in 
physics, biology, engineering, sociology, etc. and are called "inverse, identification or parameter 
estimation" problems. 
Given the differential equation: 
with the initial value, 
dY=f( t ,y ( t ) ,o f i  . . . .  tXm), 
dt 
t ~ [a,b], (la) 
and the boundary values: 
y(to) = Y0, ( lb )  
y( t , )=y~,  i=1  . . . . .  n, t  ~ [a,b], (2) 
where y ~ R~,f :  R "+~ --. R ~ is a given continuous nonlinear function. The values of the variables 
y( t ) ,  at to , . . . ,  t , :yo . . . . .  y ,  are known or measured quantities. The ~ts are the parameters to be 
determined. 
The system is called determined, overdetermined or underdetermined if m = n, m < n or m > n, 
respectively. 
The first two cases, which are common in physics [1-3], engineering [4], biology and medicine 
[5-14] have been widely studied in the literature and solved in different ways. Less consideration 
has been given to the underdetermined case, where the given data Y0 . . . . .  y,, is insufficient for 
uniquely determining the parameters. Cases like this occur quite often in biology due ~o 
experimental difficulties [15]. In some cases, additional data is inaccessible. Therefore, the 
underdetermined cases though undesirable, can not be avoided in real life situations and must not 
be ignored on the ground that they lead to multi-solutions. Moreover, in some cases we may have 
a good guess for the solution and be interested in the best possible solution in some neighborhood 
of this guess. We present wo methods which lead to unique solutions in a certain sense. 
2. TWO METHODS FOR SOLVING THE D IFFERENTIAL  EQUATION 
Let R [ct, y] denote an assumption orrestriction made on a and/or y. Consider the set of all 0t E U 
for which R[~t, y] holds. If it consists of a single point, this point is defined "unique under R", or 
"a pseudo-unique" solution of the original. 
In the first method, we assume that a good approximation to the solution has been developed. 
Then, linearizing equation (2) with respect to the as will naturally lead to a linear underdetermined 
system of equations, which will be solved by using a generalized inverse technique. 
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The second approach will involve the addition of more information by using a spline technique 
to make the problem a determined or overdetermined one. 
In equation (1), let us consider y as a function of t and =, where = = (=l, ~2 . . . . .  ~m). Let ~* be 
a vector of parameters for which y(t, 0t*) is a solution of equations (1) and (2). In particular, let 
* be that set of parameters that makes the problem well-defined. For some given ~, equations 
(la) and (lb) are an initial value problem that can be solved by using a numerical integration 
method for ordinary differential equations. This yields y(t, ~) for every t, t ~ [a, b]. Moreover, the 
partial derivatives of y with respect o ~/, j = 1 . . . .  , m, can be calculated by a method to be 
described later. 
For a fixed t, y(t, ~) is a function of ~j . . . . .  ~= alone. Expanding y(t, ~*) in Taylor's series in 
the neighborhood of ~ yields: 
y(t, o~*) = y(t, ol) + Dy(t, ~) + R(t, o0, (3a) 
where 
R(t,=) = ~/~D~y(t,=) 
1=2 
(3b) 
and 
Dr= (or* - otj) . 
Consider the truncated series: 
y(t, ~*) = y(t, =) + Dy(t, o O, (4) 
with y(t, =) given, this is a single equation in m unknowns =* . . . . .  =*. I fn values o fy  at n distinct 
points t are known and n = m, equation (4) would be a system of m equations in m unknown. If 
m > n, then an iteration method can be applied [15] to solve this overdetermined problem. 
3. COMPUTATION OF THE A MATRIX 
We denote by A the matrix whose (i, j )  element is: 
Oy(ti, =) 
a° = Oaj 
The partial derivatives are computed by differentiating equation (1) to get 
~-=f /zk+ , k= l  . . . . .  m, 
where 
ay 
zk ( t ) = O0~---kt ' 
with initial value z(O) = O. Therefore, the solutions of the m + 1 system of differential equations: 
.P=f (y ,~)  and y(to)=Yo. 
O~k with Z(to) =O,k = 1 , . . . ,  2k ~fyz k+ m, 
yields the required partial derivatives. 
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Another possible approach is to differentiate the formulas associated with the Runge-Kutta 
method: 
K = hf (yo,  ~t), 
L = hf(yo + K/2,  ~), 
M = hf(yo + L /2 ,  ~t), 
N = hf(yo + M,  ~), 
and the value of the function at the point to + h is 
y(to + h) = y(to) + (K  + 2L + 2M + N)/6.  
If we need the partial derivative o fy  at to, we have to take the partial derivatives o fy  at the previous 
point and add the partial derivatives of K, L, M and N. This is done by using the formulas of a 
composite function. 
4. THE UNDERDETERMINED CASE 
Consider equation (4) for t = t;, i = 1 . . . . .  n: 
y( t ,  ot *) = y(ti ,  ~t) + Dy(h ,  or). (5) 
Since y(t~, ct*) = y~, i = 1 . . . .  , n, are given, and y(t~, ~t), and ay(ti ,  at)/&tj can be calculated, then 
equation (5) is a linear system of n equations in m unknowns, at* - ~,j, i = 1 . . . . .  m. For the case 
where n < m, equation (5) is an underdetermined system. 
Let 0t = 0t k by the kth approximation to the solution. Then from equation (5) we have 
~, Oy(tl, o~ k) 
y, -- y(t , ,  ~t k) = J=, ~ (o 9 -- ark), i = 1 . . . . .  n, i = 1 . . . . .  ra. (6) 
We will use the following notation: 
b~ = bi(~ k) = y~-  y(t~, ~k), i = 1 . . . .  , n. (7a) 
Ak=A(o~k)=(au(otk))  \ O~tj ,] j= l  . . . . .  rn. (Tb) 
hj = ctj- ~t k, i = 1 , . . . ,  m. (7c) 
Thus, equation (6) can be written as: 
or in matrix form 
b k= ~, akhj, (8a) 
j= l  
b k = Akn, (8b) 
where A k is an n × m matrix, b k is an n-vector and h is the unknown vector with m components. 
An important assumption throughout this work is that A k is of constant rank at any point ~t k 
in the open neighborhood of ct*. This is a natural assumption since otherwise, the generalized 
inverse of A (0t) is not even a continuous function of at. Obviously, equation (8) is an underdeter- 
mined linear system. 
The generalized inverse solution to equation (8) 
Let h~ be the minimal least squares olution to equation (8) 
h~ = (Ak)+b k. (9) 
The general solution to equation (9) is 
h k = hkM + h k, (10) 
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hl = (11) 
where R)~ is the projection into the null space of A k, z is arbitrary. 
Modif ied generalized inverse solutions to equation (8) 
The solution to equation (8) given by equation (9), has the property of having the minimal ength, 
but it does not take into account any contribution from the null space of A k. In other words, the 
general solution to the homogeneous equation is completely ignored. To compensate for this loss 
of generality, we introduce a special choice for the vector z in equation (11): 
z = _/~k,  (12) 
where /z is a fixed number, 0 ~</~ < 1. So, 
h k = h k + hk(It), (13) 
where 
h*(/z) = -/~R~,ct k. (13a) 
With this choice of z, h k is taken as a combination of the vector with minimal ength and one which 
is perpendicular to it. As a result, h k is corrected in these directions. Moreover this correction is 
on account of ct projected on the null space of A k. 
Let h* be defined by equation (13). 
Then, it follows that [16], 
for # = 0, I)h llg is minimized (14a) 
and 
for/~ = 1, LI  +'II  is minimized. (14b) 
Obviously, the solution for different values of # need not be the same. The norm of h k is an 
increasing function of ~. 
Equation (13) can be further modified to: 
where 
h k = h~ - I t (k )R~t  k, 
0 ~< u(k) ~< 1. 
(15) 
Weighted generalized inverse solutions to equation (8) 
Sometimes we prefer to find an h k that minimizes the norm of the residuals in some V-norm, 
where the norm of h is minimized in some W-norm. W and V are symmetric, positive definite 
matrices. We will apply this approach in solving equation (8) with V = I and W = UTU. So the 
solution to min,[lrl[ ~ where, 
with IIhkll~ minimized, is: 
where 
r = Akh - b k, 
and 
U- A b (16) 
Au_~ AkU -I 
o: +l=~k + h§. 
The solution to equation (16), with minimized, is: 
~k+l =hkv+ U-M~ Ak~*. (17) 
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Or, in terms of h 
where 
R~ = - - ( I - -  U - IA+Ak) .  
For the case where rank(A k)= m, k = 0 . . . . .  
A + = (AkU-t )  + = (AkU-I)T(AkU-I(U-I)TAkT) -j
= (U-I)T(Ak)TA ~v I 
and 
Similarly, 
k h., -- W-I(Ak)T A ~vlb k, 
~k + t = otk + hk .  
Qtk + I = W- |(A k)TA ~vlb k+ W-  I(A k)TA ~,l A k~k, 
where Ila k+'ll~ is minimized. 
In terms of h s 
where 
h k = hkw- R~ot k, 
R~v = I - W-~(Ak)T A ~v' A ~. 
The last formula can be combined with the modified generalized inverse: 
h k k x k =hw- -#Rw~t ,  0~<#~1.  
Use of  the damped least squares to solve equation (8) 
We will apply damped least squares olutions to solve equation (8). 
Claim. Consider the following: 
~o(h) = Llbk -- ~kh II~ + dllh II~'" 
The minimum two norm h which minimizes tp(h), is given by: 
h ~, = a ~,w(a*)TVb k, 
where 
Av.w = (Ak)TVA k + EW. 
The proof is similar to that given by Tewarson [17], for the case E = I. 
Remark. For A k full row rank, since W is nonsingular, h i can be simplified as follows: 
A + - ((A ~)TA k + E W)-i = A ~). V,W- -  
Then, 
Let us consider the problem: 
Claim. 
h k ffi .4 ~l (A k)Tbk" 
min tp(~t k+ I). 
0~k+ I n~. A - I  kT  k v.w(A ) Vb + Av:w(Ak)TVAkot k, 
is the solution to problem (20). 
08) 
(19) 
(20) 
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Again, for A k full row rank, since W is nonsingular, then: 
where h~ is given by equation (19). 
5. USE OF SPLINES IN SOLVING PROBLEM (1) AND (2) 
The spline technique will be applied in solving the given problem (1) and (2). This can be done 
in the following ways: 
(1) Given the values Yo,Y~ . . . . .  yn, o fy  at to . . . . .  t~, we put a cubic spline, or more 
generally, a spline of degree r, through these points. With this spline we can 
introduce additional values of y at intermediate points ts in each interval I~, 
i = 1 . . . . .  n - l, where 
I~ = (t~, t~+ l). (21) 
This leads to a determined, or even an overdetermined system to be solved. 
(2) The spline technique will enable us to calculate the weighted matrix W. 
Addi t iona l  data concerning the sys tem 
Given the points (ti, yi), i = 1 . . . . .  n, let h = t~+l- t~, where h is a constant. Let y: and y~ be 
calculated using numerical differentiation formulas [18]. Let F be the following matrix: 
I I 0 0 1 1 4 1 0 ... F . . . .  (22) 1 4 I 0 0 1 
Since F is an n x n tridiagonal matrix, and if us = (3/h)(y;+1 -Yi-i), i = I ..... n - I, the system: 
Fs" = u, (23) 
has a unique solution s: = s'(ti), i = I ..... n. Once s: has been found, s(t) can be calculated. 
It should be noted that s(t) for t in some L is a function of ti, Yl ..... yn and c¢*. 
Let us choose points in L 
tlt~ll, I= I ,2  ..... n, i= l  ..... n. 
Air = tit -- ft- 
Then, 
y( t#)  = vu = s(ti l) + O(A~), 
su = s (tit). (24) 
Equation (4) with t = ta yields: 
_ ~, Oy(t. ,  ~) .  , 
Yit --y(t~l, ct) - :.., - -  [~tj -- ~tj). (25) 
j -  i O~j 
s(tit ) -- y(t,t , or) = ~. ~Y(tit, or) (ot~ -- otj) + O(A4), l = 1, 2 , . . . ,  h, i = 1 . . . . .  n. (26) 
: - t  O~tj 
In solving equation (26), O(&~) will be dropped. Equation (26) together with equation (8) result 
in an overdetermined system: so, 
A kh = b, (27) 
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where A k = N x n of rank n; and, 
Nfm+ ~ nv 
l--I 
The points tit are to be choosen properly, so is the number N. 
Solving equation (27) should be done in the V-norm, where the nature of equation (26) is taken 
into account. 
Calculation of W using spline 
Given equation (23), where u is a vector of linear combinations of the values y. Let F be the 
matrix given by matrix (22), consider the following matrix B: 
I 25 , 1 6 l 1 " 316 3 ~ --ii 
s= - o l . . . . . .  0 (28)  
or, 
~t~By,  
s" = F- IBy;  
S t~ Uy, 
where U is an n x n and can be interpreted as follows. 
Given a set of values y~ . . . . .  Yn in R n, U represents a transformation from a set in R ~ to another 
set in R ~, which is a fourth order approximation to y~ . . . . .  y;,. 
U p 
{Yl . . . . .  Yn}- - -~{s l  . . . . .  s:}. 
The same is true for ~. 
Given equation (8) to solve, A kh = b, from all the solutions minimizing the residuals, we choose 
the one that is minimum two norm of tl Uh I1~, which is IIh I1~, with W = uTu.  
This means choosing the solution which minimizes IIg'll~, in other words, controls the growth 
of h. 
This approach can be elaborated further by introducing the Sobolev norm. As a result W will 
be of the form: 
W = I + uTu  + (U2)TU 2. (29) 
This means that IIh II 2, is minimized as well as the first the second derivatives in two norm. 
6. THE ALGORITHMS USED TO IMPLEMENT OUR METHODS 
Algorithm 1. Generalized inverse method 
For k = 0, 1 . . . . .  until satisfied do: 
(i) Calculate y( t ,  ~), for i = 1 . . . . .  m by solving the initial value problem (!) using 
Runge-Kutta's method of order four. 
(ii) Calculate the matrix A. 
(iii) Calculate the vector b~ = y~ - y ( t ,  ~) i = 1 . . . . .  m. 
(iv) Do the Q -R  decomposition on A k, so that A*= QR. 
(v) Use Gauss eliminations to solve the system: 
Then, 
(v i )  ~* + ~ = ~* + h. 
(RRT)z = Qb. 
h=A+b or, h=RXz.  
332 Y. Sm~ox and R. P. TBW~tSON 
Algorithm 2. Weighted generalized inverse method 
Given some positive definite matrix W, or use W given by equation (29), invert W and store W- 1. 
For k = 0, 1 . . . . .  until satisfied do: 
(i) Calculate y(t~, ~) for i = 1 . . . . .  m by solving the initial value problem (1) using 
Runge-Kutta's method of order four. 
(ii) Calculate the matrix A. 
(iii) Calculate the vector b~ = y~ - y(ti, or), i = 1 . . . . .  m. 
(iv) Calculate R = W- iR. 
(v) Use Gauss eliminations to solve the systems: 
Then 
( ]~r )z  = Qb. 
h = A + b or, h = l~Tz. 
h k = Rrz  + gRTB - ltct k, 
~t k+l =~tk+h k. 
Algorithm 4. Marquardt-Levenberg method 
For k = 0, 1 . . . .  until satisfied do: 
for E = 0.1, 0.01, 0.001, do: (i)-(iii) as in Algorithm 1. 
(iv) Calculate B = A +A + E2L 
(v) Using Gauss eliminations, solve the system 
Bh =b.  
(vi) ~t k+ i __ ~tk + h. 
Algorithm 5. Using spline without weights 
Given the points to . . . . .  tn and the values Y0 . . . . .  yn, put a cubic spline through these points. 
Choose additional data points in each interval. Continue as in Algorithm 1. The difference is the 
order and rank of Q and R. 
Algorithm 6. Using spline with weights 
Do the same procedure as in Algorithm 5. Change parts (ii) and (iii) as follows: 
Let ,~ = LA and b" = Lb, where L is weight matrix. 
Continue steps (iv) to the end as in Algorithm 1 with .4 and ~" replacing A and b. 
So that, 
(vi) ~t k+l =~tk+h.  
Algorithm 3. Modified generalized inverse method 
For k = 0, 1 . . . . .  until satisfied do: 
for # = 0, -0 .1 ,  -0.01,0.001 do: 
(i) Calculate y(t,  ~t) for i = 1 . . . .  , m by solving the initial value problem (1) using 
Runge-Kutta's method of order four. 
(ii) Calculate the matrix A. 
(iii) Calculate the vector bi =y~-y( t i ,  ~t), i = 1 . . . . .  m. 
(iv) Do the Q - R decomposition on A, so that A = QR. 
(iva) To calculate A +b, do as before. Use (4.4.4 in Ref. [16]) to calculate A +A. Use 
the Gauss eliminations to solve the system: 
(RRr)[B z] = [R Qb]. 
a 0.75 
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Table I. p = 0.0 i
0.9 1.02 1.05 1.1 1.25 
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1 0.98015 0.98131 0.99997 0.99993 0.99816 1.02191 
2 0.99257 0.98166 1.00004 1.00055 0.9989 1.02066 
3 0.99953 1.01445 0.99999 0.99973 1.00096 1.04447 
4 0.92204 0.92432 0.99992 1.00005 0.99388 I. 15527 
5 0.77137 0.86967 0.99972 0.99869 0.98539 1.22202 
6 1.01964 1.01896 1.00003 1,00007 1.00185 0.97645 
7 0.99602 0.9813 1.00002 1.00025 0.99861 I.I1231 
8 1.10121 1.023 i 2 1.00008 1.00052 1.00288 0.97386 
9 0.93739 1.00908 0.99992 0.99919 0.99958 0.98511 
I 8 6 4 6 11 4 
e0 0.75 0.3 0.06 0.15 0.3 0.75 
ec 0.278 0.169 0.0127 0.002 0.0164 0.266 
er 0.8 x 10 -5 0.9 x 10 -5 0.7 x 10 -6 0.1 x 10 -6 0.1 x 10 -6 0.002 
et 4x10 -5 3x10 -5 0.3×10 -5 0.1 x 10 -s 0.2×10 -5 0.005 
b0 0.51 0.222 0.048 0.123 0.156 0.725 
7. NUMERICAL  RESULTS 
We use the following notation: the point that we derive the data with is a*, the point we 
converged to is ~c. 
eO -- e ° = li~* - ~°ll, 
ec = e* = I1~* - ~Cll, 
err = er = maxlb~l, 
i 
et = total error = [iy(t, ~*) - -y(t ,  ~e)ll. 
In the following example we considered the differential equation: 
= az + a2y + a3y 2 + a4t + as t 3 + a6 cos(t), 
with 
y(0)  = 0, 
and the values at the points 0.1, 0.2, 0.3, 0.4 are calculated by solving the differential equation with 
the as being ls. We would like the solution to be close to this point. Although, this is not the unique 
possible solution of the unknowns. We solved the problem using the generalized inverse and the 
modified generalized inverse with different values of #. After we solved the problem we compared 
the solution of the problem with the set of the converged unknowns and those we started with. 
We calculate the difference of the values of the function y, at the points ts 0.1, 0.2, 0.3, 0.4 call it 
er, and at all points t in the interval [0, 0.4] call this et. In Tables 1 and 2 we show the results for 
different values of/~. 
In Tables 3 and 4 we show the results of the previous example where # = -1 ,  meaning we 
minimize the predicted point instead of the current step. We do this for different values of the initial 
Table 2. # = 0 
a 0.75 0.9 1.02 1.05 1.1 1.25 1.5 
1 0.98937 0.98690 1.00323 1.0823 1.0168 I.I1257 1.04355 
2 1.00187 0.98872 1.00417 1.0109 1.02166 0.79501 1.01961 
3 0.99104 1.00923 0.99694 0.99204 0.98386 1.05675 0.97527 
4 0.95451 0.94655 1.01282 1.03275 1.0671 1.3198 1.16978 
5 0.81748 0.9046 1.01976 1.0495 1.09905 1.48105 1.24577 
6 1.01024 1.01327 0.99671 0.99161 0.98281 0.88847 0.95587 
7 1.00649 0.98783 1.00381 1.00989 1.02013 0.97482 1.04577 
8 1.10413 1.01862 0.99742 0.99384 0.98814 0.87361 0.96539 
9 0.92223 1.00344 0.99658 0.99068 0.98042 1.16267 0.97441 
I 7 6 4 5 6 10 4 
eO 0.75 0.3 0.6 0.15 0.3 1.5 0.75 
ec 0.229 0.I 14 0.025 0.064 0.129 0.669 0.313 
er 0.1 x 10 -6 0.1 x 10 -6 0.1 x 10 -6 0.1 x 10 -6 0.1 x 10 -6 0.1 x 10 -6 0.0013 
et 6x10 -s 2x10 -s 0.6 x 10 -s 2x10 -s 4x10 -s 0.1 x 10 -3 0.006 
bO 0.51 0.222 0.048 0.123 0.256 1.924 0.726 
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Table 3 
a 0.75 0.9 1.02 1.05 I.I 1.25 1.5 
1 0.69059 0.88436 0.9052 0.90521 0.89441 0.90529 0.90527 
2 0.81261 0.60262 0.53313 0.53307 0.57855 0.5328 0.53289 
3 1.6203 1.2196 1.25496 1.2549 1.2375 1.255 1.255 
4 0.30068 0.29521 0.27097 0.27095 0.28722 0.27085 0.27088 
5 -0.00037 0.0147 0.01479 0.01479 0.01455 0.01479 0.01479 
6 1.3031 1.12037 1.10077 1.10075 1.1111 1.1007 1.1007 
7 1.0822 0.72243 0.66134 0.66129 0.6898 0.66108 0.66114 
8 0.865 1.1581 1.122 1.122 1.1187 1.1219 1.1219 
9 1.3756 1.2225 1.2963 1.296 1.2745 1.2966 1.2965 
I 5 6 11 II 5 12 12 
eO 0.75 0.3 0.06 0.15 0.3 0.75 1.5 
ec 1.3 1.38 1.42 1.42 1.4 1.42 1.42 
er 0.056 0.1)004 0.00001 0.00001 0.0002 0.7 x 10 -s 0.9 x 10 -s 
et 0.205 0.0009 0.0007 0.0007 0.0004 0.0007 0.0007 
guess. It can be seen that for those cases where the iterations converged, the values are quite close 
one to another. 
The other example we tested was the differential equation: 
y = al + a2y + a3y 2 + a4t + ast 3 + aecos(a7~t), 
with  
y (0) = 0, 
and the points we checked are 
(a) [0, 0.1, 0.2, 0.3, 0.4], 
(b) [0, 0.2, 0.4, 0.6, 0.7]. 
The results are similar to the previous example. In case (a), convergence is achieved with various 
initial guesses while in case (b) only for the set al = 1.02, for i = 1 . . . . .  8 and ai = 1.05, i = 1 . . . . .  8 
the iterations converged. In Table 5 we show errors for each of the initial guesses and for # = 0.001, 
-0.01 and 0. 
The same initial guesses for the case where # = - 1 yield the following result common to all the 
(1) 0.853425; 
(2) 1.225449; 
(3) 1.027117; 
(4) 0.522516; 
(5) 0.52943; 
(6) 1.147235; 
(7) 0.951871; 
ec 0.1 x 10 -6, 
guesses: 
et 0.7 x 10 -4. 
Table 4 
(a) (b) 
p ffi --0.01 /~ =0 # ffi -0.01 # •0 
I 1.01149 1.0159 1.0062 1.00023 
2 1.01028 0.99886 0.95997 1.00873 
3 0.99961 1.00004 1.00378 0.99901 
4 0.94195 1.00476 0.963 1.0193 
5 0.94671 1.01813 0.94835 1.01999 
6 1.00012 0.98417 1.0022 0.96801 
7 0.96945 1.00378 . 0.93698 1.02205 
8 0.95568 0.98778 0.9911 1.00737 
9 1,01803 1.00953 0.99875 0.99794 
I I 7 8 7 
cO 0.06 0.06 0.06 0.06 
ec 0.098 0.033 0.099 0.037 
er O.6 x 10 -4 0.I x I0 -6 0.3 x I0 -4 0.I x I0 -~ 
et 15 x 10 -4 0.1 × 10 -3  0.033 0.9 × 10 -2  
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a 0.75 0.9 1.02 1.05 I. 1 1.5 
= 0.0001 
¢0 0.66 0.265 0.053 0.13 0.26 1.32 
¢c 0.14 0.09 0.026 0.06 0.12 0.59 
er 0.2 x 10 -6 0.1 x 10 -6 0.1 x 10 -4 0.1 x 10 -4 0.1 x 10 -4 0.6 x 10 -4 
et 0.9 x 10 -4 0.6 x 10 -5 0.2 x10-5  0.4×10-5 0.8 x 10-5 0"3 x 10-4 
b 0.35 0.15 0.03 0.08 0.16 1.05 
11 8 11 4 6 5 9 
# = --0.01 
ec 0.2 0.15 0.011 0.001 0.014 0.4 
er 0.3 x 10 -5 0.2 x 10 -6 0.2 x 10 -~ 0.1 ~ 10 -6 0.1 x 10 -6 0.3 x 10 -5 
et 0.1 x 10 -4 0.7 × 10 -5 0.7 x 10 -6 0.2 x l0 -6 0.5 x 10 -5 0.2 x l0 -4 
It 7 6 4 6 I1 I1 
It=O 
ec 0.15 0.1 0.022 0.06 0.11 0.58 
er 0.1 x 10 =6 0.1 x 10 -7 0.1 x 10 -6 0.1 x 10 -6 0.1 x 10 -6 0.1 x 10 -6 
et 0.1 X 10 -4  0.7 x 10 -s 0.l x 10 -5 0.4 x 10 -5 0.7 x 10 -5 0.3 x 10 -4 
It 7 5 4 5 6 8 
The results seem to justify our claim that even though equations (1) and (2) do not possess a 
unique solution, using spline for additional data results in uniqueness, the same holds true for the 
generalized ~inverse methods. In some cases, the modified methods tended to improve the results. 
Also, the modified method with # equal to - 1, results in pseudo-uniqueness. In general, we were 
more successful with generalized inverse methods than with splines. This seems to be due to the 
following reasons: it is not easy to choose the additional points. Since we do not have a general 
method of choosing them, or the number of points that need to be added. Furthermore, the degree 
of the spline is hard to decide upon in the general case. In the example in Table 1, it is easy since 
the polynomial we consider is of degree 3. To summarize, it seems to us that the results obtained 
justify the attempt to solve the problem. The solutions using generalized inverse seemed to us better 
than the spline implementation. 
8. CONCLUSION 
We would like to point out again the difficulties in handling this class of problems. We have to 
be aware of the ill-posedness of this class of problems and to try to find a solution which has some 
properties that distinguish it from another solution. Or, we may want a solution which is unique 
in some sense. We saw that by using the generalized inverse methods or applying spline techniques, 
not only do we get a solution but this solution is unique in some sense. So either we have an initial 
guess and by the generalized inverse we find the best possible solution in the way we described it
in Section 4. Or, we add data by using spline and get uniqueness with this specific spline. Using 
modified generalized inverse will give a solution unique in another sense. Similar results are 
obtained by applying the spline technique, however, it seems preferable to use the generalized 
inverse rather than the spline due to ease of implementation a d computational stability. 
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