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a b s t r a c t
After an overview of the results dedicated to stability analysis of systems described by dif-
ferential equations involving fractional derivatives, also denoted fractional order systems,
this paper deals with LinearMatrix Inequality (LMI) stability conditions for fractional order
systems. Under commensurate order hypothesis, it is shown that a direct extension of the
second Lyapunov’smethod is a tedious task. If the fractional order ν is such that 0 < ν < 1,
the stability domain is not a convex region of the complex plane. However, through a direct
stability domain characterization, three LMI stability analysis conditions are proposed. The
first one is based on the stability domain deformation and the second one on a character-
ization of the instability domain (which is convex). The third one is based on generalized
LMI framework. These conditions are applied to the gain margin computation of a CRONE
suspension.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In spite of intensive researches, the stability of fractional order systems remains an open problem. As for linear time
invariant integer order systems, it is nowwell known that stability of a linear fractional order systemdepends on the location
of the system poles in the complex plane. However, poles location analysis remains a difficult task in the general case. For
commensurate fractional order systems, powerful criteria have been proposed. Themost well known is Matignon’s stability
theorem [1]. It permits us to check the system stability through the location in the complex plane of the dynamic matrix
eigenvalues of the state space like system representation. Matignon’s theorem is in fact the starting point of several results
in the field. This is the case of the Linear Matrix Inequalities (LMI) [2] based theorems presented in this paper.
Our interest in LMI-based strategies for stability analysis stems from our activities on CRONE control extensions (CRONE
is the French acronym of ‘‘Commande Robuste d’Ordre Non Entier’’). CRONE control is a robust control strategy that
allows preserving the stability-degree of a Linear Time Invariant (LTI) closed loop system with respect to parametric
plant perturbations. Its extension, as well as the extension of any fractional differentiation based methodology, to Linear
Time Varying (LTV) and Linear Parameter Varying (LPV) systems requires tools that allow evaluating the stability and
performances of the closed loop. It turns out that a large part of these tools are based on LMI. Another reason for our interest
in LMI conditions is the possibility to formulate numerous control problems involving integer order systems using LMI [3].
Due to the convexity of these problems, existence and uniqueness of an optimal solution is ensured.
Regarding stability, one of the most famous LMI condition results from the Lyapunov theory applied to LTI systems of
integer order and involves a quadratic Lyapunov function. Lyapunovmethods have also been developed for stability analysis
and control law synthesis of more complex systems such as LTV and LPV systems. The success of LMI-based methods has
been amplified by the development of efficient numerical methods to solve convex optimization problems [2–4] defined by
LMI.
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Paradoxically, only few LMI conditions exist for stability analysis of fractional systems, and synthesis of control laws for
such systems is almost exclusively done in the frequency domain [5].
With state space like descriptions of fractional systems, the stability domain for a fractional order ν, where 0 < ν < 1, is
not a convex set of the complex plane. This could well explain why LMI stability conditions for fractional systems have not
previously been investigated.
In this paper, after a review on the results proposed in the literature for the stability analysis of fractional order
systems, the LMI-based theorems are presented. These theorems are applied to investigate the stability margin of a CRONE
suspension.
2. A review on stability of fractional order systems
After a short overview of results concerning stability analysis of nonlinear fractional order systems, linear case is
considered. Results involving a transfer function and making no assumption on the order of the system are first presented.
Results dedicated to commensurate order systems are then investigated. Those are based on state space like representation
of the system and amount to study the poles location of the dynamic matrix.
2.1. Nonlinear fractional order system stability
Stability of nonlinear fractional order systems is investigated in [6–9]. Systems considered in these papers are described
by the differential equation
dνx (t)
dtν
= f (t, x) (1)
(integro-differential equations are also considered in [7]). Depending on the considered paper, Riemann–Liouville or Caputo
definitions of fractional derivative are used. The stability conditions proposed in [6–8] are based on the system trajectory
analysis for non-zero initial conditions. However the results obtained are questionable. It was indeed demonstrated in [10]
for linear fractional order systems, that neither Riemann–Liouville nor Caputo definitions permit to take into account initial
condition properly (in the sense that these definition are not compatible with the system physical behavior). In [9], the
proposed stability condition requires that function f (t, x) belongs to L1 [0, t] (set of functions whose norm 1 is finite on
[0, t]) and is thus really restrictive. Also, in [11], stability is connected to motion changes at fractional changes of variables.
The authors conclude that dynamical systems which are unstable ‘‘in sense of Lyapunov’’ can be stable with respect to
fractional variations.
In our opinion, stability analysis of nonlinear fractional systems remains an open problem and requires further
investigations. This is why we restrict the next part of the paper to linear fractional order systems.
2.2. Stability conditions for linear fractional order systems without assumption on fractional order
Even if stability was investigated in [12] using root locus method for a fractional order feedback system, one of the most
general results dedicated to linear fractional order system stability is given in [13]. The stability addressed in this paper is
the BIBO (Bounded Input, Bounded Output) stability. We recall that a system, whose impulse response is h(t), is BIBO stable
if:
sup
u∈L∞,u6=0
(‖h ∗ u‖L∞) / ‖u‖L∞ <∞. (2)
In Eq. (2), u(t) denotes the system input and L∞ denotes the complex-valued functions set evaluated on the nonnegative
real axis such that ess supt∈R+ |f (t)| <∞.
Theorem 1 ([14]). A fractional order system defined by transmittance
H (s) =
nb∑
i=0
bisδi
na∑
i=0
aisνi
, with νna > δna (3)
is BIBO stable if and only if H(s) has no pole in {Re(s) ≥ 0} (in particular, no pole of fractional order at s = 0).
This theorem is extended in [14] to fractional delay systems of retarded and neutral type. This statement appears for the
first time in [15] as Theorem 2.24 [conjecture], which was fully proved, and solved later in [14].
However such a theorem does not permit to conclude to system stability without system poles computation, which
constitutes a tedious work. This is why a numerical algorithm was proposed in [16]. Let F(s) denotes the characteristic
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Fig. 1. A realization of system (9).
polynomial of the investigated system. The proposed algorithm is based on the Cauchy integral theorem. According to this
algorithm, if 1/F(s) is non-singular on a contour Γ and inside Γ , the complex integral
I = 1
2pi i
∮
Γ
1
F (s)
ds, (4)
vanishes. In Eq. (4), contour Γ encloses the entire closed right-half plane. If function F(s) has zeros in the right-half plane,
integral I is thus the sum of the residues of 1/F(s) at poles in the open right-half plane. Condition I = 0 is thus only a neces-
sary condition for 1/F(s) to be non-singular. To accelerate the integral convergence and to obtain a practically reliable test,
integral (4) is converted into:
Jk =
∫ pi
−pi
F (h) idx
F
(
i tan x2
)
(1+ cos x) [h+ i (h+ tan x2 )]k . (5)
In Eq. (5), k is a positive integer and h is a randomly chosen positive constant. The randomness of hmakes the probability that
the zero sum of the residue of all poles in the integrand is practically zero. However, such a stability condition remains only a
necessary condition. It must be noted that this method can also be applied to fractional order systems with multiple delays.
In the case of single delay fractional system, whose characteristic equation is:
(s+ a)ν − Ke−τ s = 0, ν ∈ R, K ∈ R and τ ∈ R+ (6)
that corresponds to the system
dνx (t)
dtν
= −aνx (t)+ Kx (t − τ) , (7)
the following stability condition is given in [17]:
ν
τ
W
(τ
ν
eτa/νK 1/ν
)
− a ≤ 0. (8)
In inequality (8),W (.) denotes the Lambert function such thatW (x) eW (x) = x. However, such a bound remains analytic and
is difficult to use in practice.
To investigate system (3) stability, a Nyquist theorem based method was recently proposed by Trigeassou [18]. Stability
of system (3) only depends on the stability of system
H ′ (s) = 1na∑
i=0
aisνi
, (9)
whose a realization is presented in Fig. 1. System (9) is thus a closed loop systemwhose open loop transfer function is given
by:
HOL (s) = 1ana
( ana−1
sγna−γna−1
+ ana−2
sγna−1−γna−2
+ · · · + a0
sγn1−γn0
)
, (10)
Nyquist criterion can then be used to evaluate the stability of the system of Fig. 1 and thus the stability of system (3).
To apply Nyquist theorem, it must be noticed that HOL(s) has only poles at the origin. System (9) is thus stable if and only
if the image of the Nyquist contour by HOL(s) does not encircle the point of coordinate (−1, 0). Such a condition permits
to obtain relations on coefficients ai of (9) that ensure system (3) stability. These relations are in fact Routh conditions
generalisations.
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2.3. Stability conditions for linear fractional commensurate order systems
Using commensurate order hypothesis, namely if all the fractional orders in system (3) are multiples of the same order
ν ∈ R+, system (3) also admits a state space like representation:{
Dνx (t) = Ax (t)+ Bu (t)
y (t) = Cx (t) (11)
where, A ∈ RMxM , B ∈ RMx1 and C ∈ R1xM .
Stability analysis of system (11) was investigated by Matignon who produced the following theorem when 0 < ν < 1.
Theorem 2 ([1,15]). Autonomous system:
Dνx (t) = Ax (t) , with x (t0) = x0 and 0 < ν < 1, (12)
is asymptotically stable if and only if |arg(spec(A))| > ν pi2 , where spec(A) is the spectrum (set of all eigenvalues) of A. Also, state
vector x(t) decays towards 0 and meets the following condition: ‖x(t)‖ < Nt−ν, t > 0, ν > 0.
Demonstration of this theorem is based on the computation of system (12) response to non-zero initial conditions, Caputo
definition being used in (12). However, this result remains valid whatever the definition used given that for a linear system
without delay, an autonomous system with non-zero initial conditions can be transformed into a non-autonomous system
with null initial condition. For a minimal realization of (11), Matignon has also demonstrated the following theorem.
Theorem 3 ([1]). If the triplet (A,B,C) is minimal, system (11) is BIBO stable if and only if |arg(spec(A))| > ν pi2 .
Matignon’s theorem has been used recently in [19] to investigate fractional differential systems with multiple delays
stability. The proposed stability conditions are based on the root locus of the system characteristic matrix determinant. The
characteristic matrix is transcendent and the proposed conditions are thus difficult to use in practice. It must also be noted
that the fractional derivative Caputo definition is used in this paper. The same definition is used in [20] to derive a stability
condition for fractional order systems with a single delay and in which fractional differentiation order is 1/2. The condition
is based on the analysis of the system response to initial conditions and is questionable given that the Caputo definition is
used and that this definition does not permit to take initial conditions in a convenient way (from a physical point of view)
in relation to the response of a real system [10].
Robust stability analysis is addressed in [21]. In this paper, the system described by:
dνx (t)
dtν
= Ax (t)+ Bu (t) , (13)
is considered, where v is a non-integer number and where A is a real-valued matrix. It is assumed that A ∈ AI = [Ac −∆A,
Ac +∆A] = [A, A]where Ac is a center matrix (for instance characterizing a nominal plant without uncertainty), A is lower
boundary matrix and A is upper boundary matrix. The stability test proposed in [21] is based on the computation of the
upper and lower boundaries of the real and imaginary part of each eigenvalue of A. Relations providing these bounds can
be found in [22]. Matignon’s theorem can thus be applied on the computed bound to check system stability. A sufficient
stability condition is thus obtained.
If 1 < ν < 2, an extension ofMatignon’s theorem is given in [23] and is reminded in Section 3. Given the convexity of the
stability domain, a LMI based condition is proposed in [24] for interval fractional order systems. If 1 < ν < 2, a Lyapunov
stability condition is indeed:
βPA+ β∗ATP = −Q , P > 0, Q > 0, (14)
with β = η + jζ and tan (pi − νpi/2) = η/ζ .
Let Aˆ = βA, and AˆH the transpose complex conjugate matrix of Aˆ. The robust stability of interval fractional systems
proposed in [24] is based on matrix A eigenvalues location and is investigated with the following theorem.
Theorem 4 ([24]). Defining vertex matrices of A such that:
Ave =
{
A/A = [aveij ] , aveij ∈ {aij, aij}} , (15)
the maximum eigenvalue of Aˆ+ AˆH occurs at one vertex matrices of A.
Robust stability has also been investigated in [25] for commensurate order fractional systems defined by:
H (s) =
nb∑
i=0
bi (sν)i
na∑
i=0
ai (sν)i
, na > nb ai ∈
[
a−i , a
+
i
]
. (16)
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For interval coefficients systems, a conjecture is that a Kharitonov’s like test can be applied. To conclude to system BIBO
stability, it must be checked that four Kharitonov’s polynomials meet Matignon’s theorem (and its extension for 1 < ν < 2,
see Section 3). If interval orders systems are also considered, namely if
(sν)i ∈ s[o−,o+]i , (17)
stability can be assessed by testing 16 Kharitonov’s polynomials.
To conclude this review, we have also to mention that diffusive representations of fractional derivatives and integrals
also permit some sufficient conditions to stability analysis as it is shown in [26].
3. LMI-based conditions for stability analysis of linear fractional commensurate order systems
This section presents LMI-based conditions for stability analysis of autonomous certain linear fractional commensurate
order systems that admit a state space like representation of the form:
Dνx (t) = Ax (t) (18)
where:
0 < ν < 2. (19)
First, stability definition used in this section is given. Then, an extension of Theorem 1 to the case 1 < ν < 2 is presented.
This condition shows that stability of any system of form given by (18)–(19) can be analyzed in a unified way by the location
of the eigenvalues of matrix A in the complex plane. Finally, different LMI-based stability conditions are given.
3.1. t−α stability
According to Theorem 1, exponential stability cannot be used to characterize asymptotic stability of fractional systems.
A new definition must be introduced.
Definition 1. t−α stability
Trajectory x(t) = 0 of system dνx(t)/dtν = f (t, x(t)) (unforced system) is t−α asymptotically stable if the system is
uniformly asymptotically stable and if there is a positive real α such that :
∀ ‖x(t)‖ , t ≤ t0 ∃ N (x (t) , t ≤ t0) , t1 (x (t) , t ≤ t0) such that ∀t > t0 ‖x(t)‖ ≤ N (t − t1)−α .
t−α stability will thus be used to refer to the asymptotic stability of fractional systems (for linear systems, α is linked to
fractional order ν). The fact that the components of x(t) slowly decay towards 0 following t−α leads to fractional systems
sometimes being called long memory systems.
3.2. Stability of commensurate order systems with 1 < ν < 2
An extension of Theorem 2 to the case 1 < ν < 2 is given in [23] and [27].
Theorem 5 ([27,23]). Theorem 2 also holds if 1 < ν < 2.
A new proof of this extension, also presented in [23] is now proposed.
Proof. Any transfer function given by:
F (s) = T (s
ν)
R (sν)
(20)
can be rewritten as
F (s) =
T ′
(
sν
′)
R′
(
sν′
) , (21)
where ν ′ = ν2 and 12 < ν ′ < 1.
For instance the denominator of F(s) given by (20) is:
R (sν) =
M∏
i=1
(sν − sνi) , (22)
J. Sabatier et al. / Computers and Mathematics with Applications 59 (2010) 1594–1609 1599
2
1.8
1.6
1.4
1.2
1
0.8
0.6
0.4
0.2
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
DS
Fig. 2. Stability domain DS ( ) depending on fractional order ν and |arg(spec(A))|.
which can be rewritten as
R′
(
s
ν
2
)
=
M∏
i=1
(
sν/2 − s1/2νi
) (
sν/2 + s1/2νi
)
, (23)
or
R′
(
s
ν
2
)
=
M∏
i=1
(
sν/2 − s1/2νi
) (
sν/2 − ejpi
(
s1/2νi
))
. (24)
Note that for every value of sν such that R (sv) = 0, two values sν′ such that R′ (sν′) = 0 arise:
- one such that arg (sν′) = arg(sν )2 ;
- and another one such that arg(sν′) = pi + arg(sν )2 .
As 0 < ν ′ < 1, stability Theorem 2 given by Matignon is applicable and it can be easily checked that:∣∣∣∣arg (sν)2
∣∣∣∣ < ν ′pi2 and
∣∣∣∣pi + arg (sν)2
∣∣∣∣ < ν ′pi2 (25)
if and only if |arg(sν)| < ν pi2 . System described by (15) is hence asymptotically stable if and only if |arg(spec(A))| > νpi/2,
where 1 < ν < 2 and A denotes the dynamic matrix of its state space like representation. 
Fig. 2 shows the stability domain DSof a fractional system depending on its differentiation order ν and on the value of
minA |arg(spec(A))|.
3.3. LMI in stability analysis of integer order systems
A LMI has the form [2]
F (x) = F0 +
m∑
i=1
xiFi > 0, (26)
where x ∈ Rm is the variable and where the symmetric matrices Fi = F Ti ∈ Rn×n, i = 0, . . . ,m are known.
LMI has played an important role in control theory since the early 60s due to this particular form. Actually a lot of matters
arising in control theory can be expressed in terms of convex optimization problems involving LMI, for which efficient
algorithms (interior point methods) have been developed such as [3].
The success of LMIs in control theory is mainly due to their connection with the Lyapunov second method that can be
summarized by the following statement.
Theorem 6 (Second LyapunovMethod). System dx(t)/dt = f (t, x(t)) is stable (globally asymptotically stable around the origin)
if and only if there exists a real-valued function V (x, t) such that:
V (0, t) = 0, ∀ t ≥ 0. (27)
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a b
Fig. 3. Stability domain ( ) for: (a) 0 < ν < 1, (b) 1 ≤ ν < 2.
V (x, t) > 0, ∀ x 6= 0, ∀t ≥ 0. (28)
lim‖x‖→∞
V (x, t) = ∞. (29)
V˙ (x, t) < 0, ∀ x 6= 0, ∀ t ≥ 0. (30)
In the case of a linear system of the form
x˙ (t) = Ax (t) , (31)
the existence of a quadratic Lyapunov function V (x, t) = xT (t)Px(t), P > 0, P ∈ RM×M , is a necessary and sufficient condition for
asymptotic stability. Finding a positive definite matrix P ensuring that Lyapunov function V (x, t) decreases along the trajectories
of the system can be achieved via the following theorem.
Theorem 7 ([2]). Integer order system (31) is asymptotically exponentially stable if and only if there exists a positive definite
matrix P ∈ S, where S denotes the set of symmetric matrices, such that:
ATP + PA < 0. (32)
Note that Theorem 7 is satisfied if and only if the eigenvalues of A lie in the left-half complex plane.More generally, LMImethods
can be used to test if the eigenvalues of a matrix belong to a region of the complex plane.
Thus, the objective of the paper is to build LMI-based stability conditions but not to extend the Lyapunov theory to fractional
order systems.
3.4. LMI in stability analysis of fractional order systems: Problem statement
The main issue when dealing with LMI is the convexity of the optimization set. Briefly, a set is said to be convex if for
any two points belonging to the set, the line segment joining them is also contained in the set [28]. Fig. 3 shows the stability
domain of a fractional system according to the value of fractional order ν. Note that the stability domain is not convex when
0 < ν < 1.
In next section, the case 1 ≤ ν < 2 is treated. The more difficult problemwhen 0 < ν < 1 is considered in Sections 3.6–
3.9.
3.5. Necessary and sufficient stability condition in the case 1 ≤ ν < 2
As the stability domain of a fractional system with order 1 ≤ ν < 2 is a convex set, LMI methods for defining such
a region can be used. The location of the eigenvalues of a given matrix in an angular sector of the left-half complex plane
needs indeed to be verified. Hence a LMI-based theorem for the stability of a fractional systemwith order 1 ≤ ν < 2 can be
formulated as follows.
Theorem 8 ([23]). A fractional system described by (18) with order 1 ≤ ν < 2 is t−α asymptotically stable if and only if there
exists a matrix P = PT > 0, P ∈ RM×M , such that(ATP + PA) sin
(
ν
pi
2
) (
ATP − PA) cos (ν pi
2
)
(
PA− ATP) cos (ν pi
2
) (
ATP + PA) sin (ν pi
2
)
 < 0. (33)
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Proof. The book [28] provides rigorous proof for characterization of convex domains using LMI and is summarized below
for the domain under study. Note that for any H, H* denotes its transpose conjugate.
Fractional system (18) where 1 ≤ ν < 2 is t−α asymptotically stable iff for every eigenvalue λ of A,
|arg (λ)| > ν pi
2
, (34)
that is iff λ belongs to DS = DS1 ∩ DS2, where DS1 and DS2 are defined from rotation of λ of angles (ν − 1)pi2 and (1 − v)pi2
and given by:
DS1 =
{
λ ∈ C : Re
(
λ exp
(
j (ν − 1) pi
2
))
< 0
}
, (35)
and
DS2 =
{
λ ∈ C : Re
(
λ exp
(
j (1− ν) pi
2
))
< 0
}
. (36)
As for some λ ∈ spec(A), λ∗ ∈ spec(A), and as DS1 and DS2 are symmetric with respect to the real axis of the complex plane,
∃λ1 ∈ spec (A) , λ1 ∈ DS1 ⇔ ∃λ2 ∈ spec (A) , λ2 ∈ DS2, (37)
only relation (35) is necessary for our purposes.
As for any α ∈ C,
Re (α) = α + α
∗
2
, (38)
relation (35) reduces to
λ exp
(
j (1− ν) pi
2
)
+ λ∗ exp
(
−j (1− ν) pi
2
)
< 0, (39)
or to
λ
(
cos
(
(1− ν) pi
2
)
+ j sin
(
(1− ν) pi
2
))
+ λ∗
(
cos
(
(ν − 1) pi
2
)
+ j sin
(
(ν − 1) pi
2
))
< 0. (40)
From [28], relation (40) is verified if and only if the following LMI feasibility problem is verified:
∃P > 0, P ∈ RM×M :(
ATP + PA) sin (ν pi
2
)
+ j (ATP − PA) cos (ν pi
2
)
≤ 0. (41)
As an LMI involving real terms can be derived from a complex one, the problem becomes:
∃P > 0 :(ATP + PA) sin
(
ν
pi
2
) (
ATP − PA) cos (ν pi
2
)
(
PA− ATP) cos (ν pi
2
) (
ATP + PA) sin (ν pi
2
)
 < 0.  (42)
3.6. Equivalent integer order system (sufficient stability condition when 0 < ν < 1)
The following stability condition is an extension of those proposed in [29]. In order to apply the Lyapunov method on
fractional systems and therefore extend it to 0 < ν ≤ 1, an equivalent integer order system is derived from autonomous
system described by (18).
Laplace transform of (18) is given by [30–32]
sνX (s) = AX (s)+ I1−νx0, (43)
where X (s) is the Laplace transform of x (t).
Let ν = m/q,m, q ∈ N. Note that only the casem = 1 is considered in [29]. Then (43) becomes
smX (s) = sm−νsνX (s) , (44)
and successively substituting sνX(s) leads to
smX (s) = AqX (s)+
q∑
i=1
Ai−1I1−νx0sm−iν . (45)
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Fig. 4. Stability domain D′S ( ) determined by Theorem 7 according to the values of ν and |θ |.
This inverse Laplace transform is given by(
d
dt
)m
x (t) = Aqx (t)+
q∑
i=1
Ai−1I1−νx0δ(m−iν), (46)
or, using state space description, by{
z˙ (t) = Af z (t)+ Bf∆ (t)
x (t) = Cf z (t) , (47)
where
Af =

0 · · · 0 A 1ν
A
1
ν 0 0
. . .
...
0 A
1
ν 0
 , Cf =
(
0 · · · 0 1)
Df =
(
1 A · · · Aq−1) Bf =

1 A1/ν · · · A(q−1)/ν
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 ,
and
∆T (t) = [I1−νx (t)]t=0 (δm−ν δm−2ν · · · δ) . (48)
Lyapunov’s second method can now be applied to integer order system (47)–(48) to determine stability of fractional
system (18). Using Theorem 7with matrix Af , the following theorem can be stated (note that Af < 0 if and only if A1/ν < 0).
Theorem 9 (Sufficient Condition). Fractional system (18) with order 0 < ν < 1 is asymptotically stable if there exists a matrix
P > 0, P ∈ RM×M , such that(
A
1
ν
)T
P + P
(
A
1
ν
)
< 0. (49)
Proof. See steps above. Also in [29]. 
Fig. 4 shows the stability domain D′S defined by Theorem 9. A comparison of Figs. 4 and 2 reveals that the entire
stability domain is not identified using Theorem 9. Theorem 9 leads therefore to a sufficient but non-necessary condition
for 0 < ν ≤ 1. Using Fig. 4, one can also note that Theorem 9 condition is necessary and sufficient if 2/3 < ν ≤ 1.
A simple explanation can be given. Systems (18) and (47)–(48) have strictly the same behavior. However, transformations
given by relations (44) to (46) produce a matrix Af with eigenvalues outside the stability region. The unstable modes thus
created are compensatedby zeros producedby vectorBf∆ (t), thus leading to a stable response to non-zero initial conditions.
Due to such a situation, amethod based on eigenvalue analysis ofmatrix Af can only produce pessimistic stability conditions.
The effects are now analyzed.
Let θf be the arguments of the eigenvalues of matrix A1/ν and θ be those of system (18) dynamic matrix A. Line (D) in
Fig. 5 represents function Fν associating |θ | to |θ |f as a function of ν:
Fν :
[0, pi ]→ [0, 2pi ]
x→ 1
ν
x
. (50)
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Fig. 5. Fν as a function of |θ | and |θf |, and deduced stable domain ( ).
Fig. 6. F ′ν as a function of |θ | and |θf |, and deduced stability domain ( ).
Note that, as ν decays toward 0, the slope of (D) increases significantly such that high values of |θ | lead to detection
of some instability within the stability domain: the stability domain DS =]ν pi2 , pi] is reduced using Theorem 9, to DS ′ =[0, pi] ∩⋃i=1,2,...](4i− 3)ν pi2 , (4i− 1)ν pi2 [.
A method leading to a necessary and sufficient condition for stability of fractional systems is therefore necessary.
3.7. Stability theorem based on geometric analysis (necessary and sufficient stability condition when 0 < ν < 1)
The steps performed to study the previous method can be used to derive a sufficient and necessary theorem.
As presented in Fig. 6, the line (D′) associates the stable domain DS =]ν pi2 , 2pi ] to the left-half complex plane, which can
be easily characterized using an LMI.
As the points (ν pi2 ,
pi
2 ) and (pi, pi) are on (D
′), function F ′ν that associates |θ | to |θf | and depending on the value of ν is
defined by:
F ′ν :
[0, pi ]→ [0, pi ]
x→ 1
2− ν x+
1− ν
2− ν pi
. (51)
Let a = ejα , where j is the complex variable and α ∈ [0, pi ]. As
α = −j ln (a) , (52)
and calculating F ′ν (α), one can note that
arg (b) = F ′ν (arg (a)) if b = − (−a)
1
2−ν . (53)
Thus, the arguments of the eigenvalues of a matrix A belong to
]
ν pi2 , pi
]
if and only if
− (−A) 12−ν < 0. (54)
Stability of system (18) can be deduced by applying Theorem 7 to a fictive integer system with state matrix−(−A) 12−ν .
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Fig. 7. Stability domain D′′S ( ) determined by Theorem 10 according to the values of ν and |θ |.
Theorem 10. Fractional system (18) is t−α asymptotically stable if and only if there exists a positive definite matrix P ∈ S such
that (
− (−A) 12−ν
)T
P + P
(
− (−A) 12−ν
)
< 0. (55)
where (−A) 12−ν is defined as e(1/(2−ν)) log(−A).
Proof. See steps above. 
Fig. 7 presents the stability domain D′′S determined using Theorem 10, according to the values of ν and of |θ |.
When compared with Fig. 2, the entire stability domain DS is identified here (D′′S = DS). The criterion is therefore not
only sufficient but also necessary for stability detection of fractional systems.
The method permits an easy implementation in a LMI solver to obtain a reliable result.
3.8. Stability criterion based on instability analysis (necessary and sufficient stability condition when 0 < ν < 1)
This approach is based on the obvious fact that a fractional system is stable if and only if it is not unstable.
Applied on system (18) it emerges that the eigenvalues of the matrix A lie in the stable domain if and only if they do not
lie in the unstable one, which is, as previously mentioned, convex.
Let Du denote the unstable domain as depicted on Fig. 3(a). It is obvious that complex value λ belongs to Du if and only if
it belongs to both Du1 and Du2 defined by
Du1 =
{
λ ∈ C : Re
(
λ exp
(
j (1− ν) pi
2
))
≥ 0
}
, (56)
and
Du2 =
{
λ ∈ C : Re
(
λ exp
(
j (ν − 1) pi
2
))
≥ 0
}
. (57)
Thus λ belongs to Du if and only ifRe
(
λ exp
(
j (1− ν) pi
2
))
≥ 0
Re
(
λ exp
(
j (ν − 1) pi
2
))
≥ 0
, (58)
or, from relation (38), if and only if
λ exp
(
j (1− ν) pi
2
)
+
(
λ exp
(
j (1− ν) pi
2
))∗ ≥ 0
λ exp
(
j (ν − 1) pi
2
)
+
(
λ exp
(
j (ν − 1) pi
2
))∗ ≥ 0, (59)
which can be rewritten as:{
λr + λ∗r∗ ≥ 0
λr∗ + λ∗r ≥ 0, (60)
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where r = sin (ν pi2 )+ j cos (ν pi2 ).
Fractional system (18) is thus t−α asymptotically stable if and only if
@λ ∈ Du, q ∈ Cn : (λI − A) q = 0, q 6= 0, (61)
or if and only if
@λ ∈ C, q ∈ Cn,
{
λr + λ∗r∗ ≥ 0
λr∗ + λ∗r ≥ 0 : (λI − A) q = 0, q 6= 0. (62)
As for some λ ∈ spec(A), λ∗ ∈ spec(A), and as Du1 and Du2 are symmetric with respect to the real axis of the complex
plane,
@λ1 ∈ spec (A) , λ1 ∈ Du1 ⇔ @λ2 ∈ spec (A) , λ2 ∈ Du2, (63)
and fractional system (11) is t−α asymptotically stable if and only if
@λ ∈ C, q ∈ Cn, λr + λ∗r∗ ≥ 0 : (λI − A) q = 0, q 6= 0. (64)
It is now possible to use the following lemma given in [33].
Lemma 1. There exists a vector p = λq 6= 0 for some λ+ λ∗ ≥ 0 if and only if pq∗ + qp∗ ≥ 0.
Applied to relation (62), fractional system (18) is t−α asymptotically stable if and only if
@p = λrq 6= 0, q ∈ Cn, pq∗ + qp∗ ≥ 0 : (λI − A) q = 0, q 6= 0, (65)
or if and only if
@q 6= 0, q ∈ Cn, λrqq∗ + qq∗λ∗r∗ ≥ 0 : (λI − A) q = 0. (66)
As λq = Aq, fractional system (18) is t−α asymptotically stable if and only if
@q 6= 0, q ∈ Cn, rAqq∗ + qq∗AT r∗ ≥ 0. (67)
Theorem 11. Fractional system (18) is t−α asymptotically stable if and only if there does not exist any nonnegative rank one
matrix Q ∈ Cn×n such that
rAQ + QAT r∗ ≥ 0. (68)
Proof. See steps above. 
3.9. A GLMI-based stability criterion (necessary and sufficient stability condition when 0 < ν < 1)
Ananalysis by stability domain decomposition is here proposed. This analysis is based on the fact that the stability domain
Ds can be viewed as the union of two half planes, denoted respectively Ds1 and Ds2. They result from the rotation of the
left-half plane with angles ϕ1 = ϕ and ϕ2 = −ϕ respectively, where ϕ = (1− ν) pi/2, as shown on Fig. 8.
Consequently, stability regionDs is defined by
D s = Ds1 ∪ Ds2, (69)
where
Dsi =
{
z ∈ C : Re (z ejϕi) < 0} , ∀i ∈ {1, 2} . (70)
As domainsDs1 andDs2 are not symmetric with respect to the real axis, they are not LMI regions. Formalism introduced
by Chilali [34] and developed by Bachelier [35] permits to handle this particular case using the concept of Generalized LMI
(GLMI) regions.
Definition 2 ([34]). A region D of the complex plane is a GLMI region of order l if there exist square complex matrices
θk ∈ Cl×l, ψk ∈ Cl×l,Hk ∈ Cl×l and Jk ∈ C l×l(∀k ∈ { 1, . . . , m}), such that:
D =
{
z ∈ C : ∃w = [w1 · · · wm]T ∈ Cm fD (z, w) < 0 , gD (w) = 0} , (71)
where
fD (z, w) =
m∑
k=1
(
θkwk + θ∗kwk + ψkzwk + ψ∗kwkz
)
(72)
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Fig. 8. Stability region as a union of two half planes.
and
gD (w) =
m∑
k=1
(Hkwk + Jkwk) . (73)
Using these notations, each regionDsi is a GLMI region of the form (71) with m = 1, w1 = 1, θ1 = 0, ψ1 = ejϕi , H1 = 0
and J1 = 0.
As presented in [35], a union ofm GLMI regions of the form
Dk =
{
z ∈ C : fk (z) = αk + βkz + β∗k z < 0
}
, ∀k ∈ {1, . . . , m} (74)
is a GLMI region of the form (71) with order
l = m+ 1, (75)
θk = 12
[
Θk 01,m
0m, 1 −εmk
]
, (76)
ψk =
[
Ψk 01,m
0m, 1 0m
]
, (77)
Hk = −Jk = εm+1k+1 , (78)
Θk =
αk · · · 0... . . . ...
0 · · · 0
 , (79)
Ψk =
βk · · · 0... . . . ...
0 · · · 0
 (80)
and
εqp ∈ R and
{
εqp (r, s) = 1 if r = s = p
0 else. (81)
As eachDsi of the form (70) can be described by (74) with αk = 0 and βk = ejϕk , stability regionDs is a GLMI region of
the form (72).
Definition 3. A matrix A is said to beD-stable if and only if its eigenvalues are strictly located in regionD of the complex
plane.
In the case where D is a GLMI region of the form (72), the following lemma presents a necessary and sufficient LMI
condition for matrix A to beD-stable. A proof can be found in [35].
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Fig. 9. Functional diagram associated with car suspension.
Lemma 2 ([35]). Let A ∈ Cn×n andD a GLMI region. A isD-stable if and only if there exist m matrices Xk ∈ Cn×n,∀k ∈ {1,m},
such that:
m∑
k=1
(
θk ⊗ Xk + θ∗k ⊗ X∗k + ψk ⊗ (AXk)+ ψ∗k ⊗ (AXk)∗
)
< 0, (82)
m∑
k=1
(
Hk ⊗ Xk + Jk ⊗ X∗k
) = 0nl×nl. (83)
Lemma 2 can be used to derive the following theorem that gives a new necessary and sufficient LMI condition for stability
analysis of a fractional system of order 0 < ν < 1.
Theorem 12. Fractional system (18) of order 0 < ν < 1 is t−α asymptotically stable if and only if there exist positive definite
matrices X1 = X∗1 ∈ Cn×n and X2 = X∗2 ∈ Cn×n such that
rX1A′ + rAX1 + rX2A′ + rAX2 < 0, (84)
where r = ej (1−ν) pi2 .
Proof. Follows from application of Lemma 2. Note that the equality constraint (83) is always verified and consequently
disappears from the optimization problem of Theorem 12. 
4. Application to CRONE suspension
In this section, the previously given theorems are applied to the computation of a CRONE suspension gain margin.
In [36], car suspension design is presented as a robust controller synthesis problem, without consideration of the
underlying technological aspect. This approach leads to the CRONE suspension [37], its design involving on a CRONE
controller [5].
The functional diagram associated with this approach is shown on Fig. 9, where z0(s) and z1(s) are respectively the
vertical displacement of the road and of the car, F1(s) and F2(s) are respectively the load shift applied and the force due
to the suspension. The feedback system then appears to regulate the suspension deflection Z10(s) = Z1(s)− Z0(s) around a
null reference signal. The associated plant G(s) = 1/(Ms2) then appears to be only function of the massM of the car.
In [38] the fractional CRONE controller C(s) is given by
C (s) = C0
(
1+ s
ωb
s
ωb
)1+
(
s
ωb
)0.5
1+
(
s
ωh
)0.5
( 1
1+ s
ωh
)
, (85)
where ωb = 3.82 rad/s, ωh = 3438 rad/s, and C0 = 9.95.
As shown in Fig. 10, such a controller permits a constant phase margin (close to 42 deg) for the closed loop of Fig. 9 in
spite of mass M variations. This figure thus illustrates the robustness of the CRONE suspension performances versus car
mass variations.
The aim is now to obtain the gain margin∆g of the system forM= 150 kg.
Gain margin of system in Fig. 9, corresponds to the smallest value of a gain k located in the feedback loop that produces
closed loop instability (see Fig. 11).
Gain margin computation can be done using the following algorithm.
Algorithm 1. Step 0: choose kmin and kmax such that kmin < ∆g < kmax, and ε associated to the wished accuracy of∆g .
Step 1: compute k = √kmax/kmin.
Step 2: If the system of Fig. 11 is stable, then kmin = k, else kmax = k.
Step 3: If log(kmax/kmin) > ε goes to step 1, else∆g ≈ k.
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Fig. 10. Open loop bode diagram for extreme values ofM (150 kg and 450 kg).
Fig. 11. Functional diagram for gain margin computation.
Table 1
Gain margin for the system in Fig. 3.
Theorem n◦ 10 11 12
∆g (dB) 42.44 42.85 42.8467
State space like representation of the system in Fig. 9 is given by:{
x(0.5) (t) = A x (t)+ B z0 (t)
z10 (t) = C x (t)+ D z0 (t) , (86)
where
A =

0 −kC0ω1.5h ωb/M
−kC0ω1.5h ω0.5b /M
−kC0ω1.5h /M−kC0ω1.5h /ω0.5b /M
I 0
0
−ω1.5h−ωh
−ω0.5h

, B =

−kC0ω1.5h ωb/M
−kC0ω1.5h ω0.5b /M
−kC0ω1.5h /M
−kC0ω1.5h /ω0.5b /M
0
0
0
0
0

, C = (0 0 0 0 0 0 0 0 −1)
and D = −1. (87)
Stability analysis in step 2 can be done using Theorems 9–12 applied to matrix A. The obtained results are summarized
in Table 1.
Results in Table 1 are in accordance with the results in Fig. 10 and thus demonstrate the efficiency of the theorems
proposed in this paper. Theorem 9 used with Algorithm 1 leads to ∆g = 200 dB. This result confirms the pessimism of
Theorem 1.
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5. Conclusions
LMI stability conditions for fractional systems are proposed in this paper. After a review on the stability conditions
available in the literature, stability condition proposed by [29] is studied. It is shown that this condition is non necessary and
thus of limited interest for 0 < ν < 1. Then, three other LMI conditions for 0 < ν < 1 are proposed. The first one is based
on a geometric transformation of the stability domain. The second one is derived from an instability condition. The third
one uses the concept of GLMI regions to characterise the stability domain as the union of two half planes. These conditions
are then applied to an academic example.
For systems where 1 < ν < 2, a new proof of the extended Matignon’s stability theorem is proposed. The stability
domain is in this case convex and a LMI stability condition can be directly derived.
The authors of the paper are now working on the extension of this work to synthesis problems. Necessary and sufficient
conditions have already been obtained and will be presented in a future paper.
References
[1] D.Matignon, Stability results on fractional differential equationswith applications to control processing, in: Proceedings of Computational Engineering
in Systems and Application Multiconference, vol. 2, IMACS, IEEE-SMC, 1996, pp. 963–968.
[2] S. Boyd, L. Vandenberghe, Convex Optimization, Cambridge University Press, 2004.
[3] V. Balakrishnan, R.L. Kashyap, Robust stability and performance analysis of uncertain systems using linearmatrix inequalities, Journal of Optimization
Theory and Applications 100 (3) (1999) 457–478.
[4] V. Balakrishnan, Linearmatrix inequalities in robust control: A brief survey, in: Proc. Math. Thy of Networks and Systems, Notre Dame, Indiana, August
2002.
[5] A. Oustaloup, B. Mathieu, La commande CRONE du scalaire au multivariable, Hermes Science Publications, Paris, 1999.
[6] S.B. Hadid, J.G. Alshamani, Lyapunov stability of differential equations of non-integer order, Arab Journal of Mathematics 7 (1986) 1–17.
[7] S. Momani, Hadid, Lyapunov stability solution of fractional integrodifferential equations, International Journal of Mathematics and Mathematical
Sciences 2004 (7) (2004) 2503–2507.
[8] Y. Li, Y. Chen, I. Podlubny, Yongcan Cao, Mittag-leffler stability of fractional order nonlinear dynamic systems, in: Paper Accepted to the Next IFAC
Fractional Derivative and its Applications Workshop, FDA’08, 5–7 November, Ankara, Turkey, 2008.
[9] S. Ladaci, E. Moulay, Lp-stability analysis of a class of nonlinear fractional differential equations, Journal of Automation and Systems Engineering
(2008) (in press).
[10] J. Sabatier, M. Merveillaut, R. Malti, A. Oustaloup, On a representation of fractional order systems: Interests for the initial condition problem, in: IFAC
Fractional Derivative and its Applications Workshop, FDA’08, 5–7 November, Ankara, Turkey, 2008.
[11] V.E. Tarasov, Fractional stability, 2007. arXiv.org>physics>arXiv:0711.2117. http://arxiv.org/abs/0711.2117.
[12] S.B. Skaar, A.N. Michel, R.K. Miller, Stability of viscoelastic control systems, IEEE Transactions on Automatic Control 33 (4) (1998) 348–357.
[13] C. Bonnet, J.R. Partington, Stabilization and nuclearity of fractional differential systems, in: Proceedings of the MTNS conference, Perpignan, France,
2000.
[14] C. Bonnet, J.R. Partington, Analysis of fractional delay systems of retarded and neutral type, Automatica 38 (2002) 1133–1138.
[15] D. Matignon, Stability properties for generalized fractional differential systems, in: Systèmes Différentiels Fractionnaires – Modèles, Méthodes et
Applications, in: ESAIM: Proc., vol. 5, 1998.
[16] C. Hwang, Y. Cheng, A numerical algorithm for stability testing of fractional delay systems, Automatica 42 (2006) 825–831.
[17] Y. Chen, K.L. Moore, Analytical stablity bound for a class of delayed fractional-order dynamic systems, Nonlinear Dynamics 29 (2002) 191–200.
[18] A. Benchellal, Modélisation des interfaces de diffusion à l’aide d’opérateurs d’intégration, Ph.D. Thesis, Poitiers University-France, 2008.
[19] W. Deng, C. Li, J. Lu, Stability analysis of linear fractional differential system with multiple time delay, Nonlinear Dynamics 48 (2007) 409–416.
[20] M.P. Lazarevic, Finite time stability analysis of PDa fractional control of robotic time-delay systems, Mechanics Research Communications 33 (2006)
269–279.
[21] Y Chen, H.S. Ahn, I. Podlubny, Robust stability check of fractional order linear time invariant systems with interval uncertainties, Signal Processing 86
(2006) 2611–2618.
[22] A.S. Deif, The interval eigenvalue problem, Zeitschrift fur Angewandte Mathematix und Mechanik 71 (1) (1991) 61–64.
[23] M.Moze, J. Sabatier, LMI tools for stability analysis of fractional systems, in: Proceedings of ASME 2005 IDET / CIE conferences, Long-Beach, September
24–28, 2005, pp. 1–9.
[24] H.S. Ahn, Y. Chen, I. Podlubny, Robust stability test of a class of linear time-invariant interval fractional-order system using Lyapunov inequality,
Applied Mathematics and Computation 187 (2007) 27–34.
[25] I. Petras, Y. Chen, B.M. Vinagre, I. Podlubny, Stability of linear time invariant systems with interval fractional orders and interval coefficients,
in: Proceedings of the International Conference on Computation Cybernetics, ICCC04, Vienna, Austria, 30th August–1st September, 2004, pp. 1–4.
[26] D. Matignon, C. Prieur, Asymptotic stability of linear conservative systems when coupled with diffusive systems, ESAIM: Control, Optimisation and
Calculus of Variations 11 (2005) 487–507.
[27] R. Malti, O. Cois, M. Aoun, F. Levron, A. Oustaloup, Computing impulse response energy of fractional transfer function, in: Proceedings of the 15th IFAC
World Congress, Barcelona, Spain, July 21–26, 2002.
[28] S. Boyd, L. El Ghaoui, E. Feron, V. Balakrishnan, Linear matrix inequalities in system and control theory, in: Studies in Applied Mathematics, vol. 15,
Philadelphia, 1994.
[29] S. Momani, R. El-Khazali, Stability analysis of composite fractional systems, in: Proceedings of the Intelligent Systems and Control Conference,
November 19–22, Tampa, Florida, 2001.
[30] A.G. Samko, A.A Kilbas, O.I. Marichev, Fractional Integrals and Derivatives, Gordon and Breach Science, Minsk, 1987.
[31] K.S. Miller, B. Ross, An Introduction To The Fractional Calculus and Fractional Differential Equation, John Wiley & Sons, Inc., New York, 1993.
[32] I. Podlubny, Fractional-order systems and PIλDµ-controllers, IEEE Transaction on Automatic Control 44 (1) (1999) 208–214.
[33] A. Ben-Tal, L. El Ghaoui, A. Nemirovski, Robustness, in: Handbook of Semidefinite Programming: Theory, Algorithms and Applications, Kluwer
Academic Press, Boston, 2000, pp. 68–92.
[34] M. Chilali, Méthode LMI pour la synthèse multi-critère. Ph.D. Thesis, Université Paris IX-Dauphine, U.F.R. Mathématiques de la Décision, Paris, France,
1996.
[35] O. Bachelier, Commande des systèmes linéaires incertains: Placement de pôles robuste en D-stabilité. Ph.D. Thesis, INSA, Toulouse, France, 1998.
[36] X. Moreau, Intérêt de la Dérivation Non Entière en Isolation Vibratoire et son Application dans le Domaine de l’Automobile: la Suspension CRONE: Du
Concept à la Réalisation, Ph.D. Thesis, Université de Bordeaux I, 1995.
[37] X. Moreau, C. Ramus-Serment, A. Oustaloup, Fractional differentiation in passive vibration control, in: Fractional Order Calculus and its Application,
International Journal of Nonlinear Dynamics and Chaos in Engineering Systems 29 (1–4) (2002) 343–362 (special issue).
[38] C. Ramus-Serment, Synthèse d’un isolateur vibratoire d’ordre non entier fondée sur une architecture arborescente d’éléments viscoélastiques quasi-
identiques, Ph.D. Thesis, Université de Bordeaux I, 2001.
