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Introduction and Background
An increasing number of applications of local regression methods in physical and human geography appear in the recent literature along with the development of specialised software such as GeoDa (Anselin, 2003a; 2003b; , GW R 3.0 (Fotheringham et al., 2002a) and various packages in R such as spdep and spgwr (Bivand, 2010) . These methodologies are trying to address the theoretically expected variable response to a stimulus across space when spatial data are concerned. More specifically, local regression methods such as the Geographically Weighted Regression (GWR) claim to account for local relationships that may be hidden or missed when a global regression is applied. However, the statistical inference in local regression methods is still an open field for basic research with recent contributions by Brunsdon (2009 and Paez (2010) . The contribution of this paper is to define and test local versions of standard correlation coefficients in statistical analysis and more specifically to test a local version of Pearson Correlation Coefficient for the pairs of the explanatory variables of a regression model. The latter is simpler approach for checking multicollinearity among explanatory variables in lo cal regression compared to the local diagnostics tools such as the VIF presented by Wheeler (Wheeler, 2006; .
Motivation for this work has been the lack of of-the-self local multicollinearity diagnostics in local regression methods that has been recognised by Wheeler and Tiefelsdorf (2005) as well as by Wheeler and Paez (2010) . For example, the GWR analysis recently included as a tool in ESRI's ArcGIS 9.3.x is meant to check for local multicollinearity in the independent variables. However, in case of a significant multicollinearity the software returns an error code/message suggesting the problem but it does not in form of the variables locally correlated. Thus the user has to guess and word on a trial-and-error basis that is a rather user unfriendly approach and discourages the check of statistical inference that is key to knowledge discovery in spatial data and processes.
One way to identify local multicollinearity is by developing the relevant local diagnostics.
The latter would allow the researcher to identify those pairs of variables that are independent globally but highly correlated locally. In line with the latter, this paper introduces a simple approach to check for local multicollinearity among a set of explanatory variables. This is the calculation of the Pearson Correlation Coefficient for each pair of variables based on a fixed number of nearest neighbours as well as the corresponding t-student test statistic. One could refer to this as a local Pearson Correlation Coefficient. This statistic allows for a postregression analysis of statistical inference and is more relevant to regression techniques such as the GWR with an adaptive kernel. It is necessary to note that correlation coefficients for the identification of correlation of local parameter estimates resulted in by the application of GW R have been already calculated (Wheeler and Tiefelsdorf, 2005 ) but they should not be confused with the analysis presented here that refers to the explanatory variables and not their local parameter estimates. The proposed statistic is tested in a simple model of internal outmigration for Sweden. The latter refers to gross in ternal migration recorded for Swedish municipalities in 2008.
The following section presents the methodology for calculating local Pearson correlation coefficients, the Geographically Weighted Regression and the data this analysis has been applied to. The results of the data analysis as well as some concluding remarks follow. It is necessary to note that this is work-in-progress thus any comments and suggestions to the author will be more than welcome.
Data and Methodology
The data source for both migration and the two explanatory variables is Statistics Sweden (SCB, 2010) . Any person that moves address is recorded as a migrant in the Swedish registry data. Aggregate data are published annually as the last census was in 1991. Out-migration rates used here is the ratio of internal out-migration in a year divided by the mean population in the same year, multiplied by 1000. The selected age group of males aged 35 -44 reflects male adults racing children and who's internal migration behaviour can be usually explained by key socioeconomic variables (Kalogirou, 2003; 2010) . The geographical level of analysis here is the municipality. There are 290 municipalities in Sweden.
Two variables have been selected here as potential determinants of internal out-migration rates based on previous findings for their statistical significant effect (Kalogirou, 2010) .These 
Local Pearson Correlation
The Pearson Correlation Coefficient is a standard statistic for checking collinearity in the independent variable for linear regression models that are calibrated using Ordinary Least Squares (OLS). The formula to calculate this coefficient r in order to check for the correlation between two variables X and Y that have a normal distribution, mean values of x and y , and standard deviations of s x and s y , respectively, is: 
where n is the number of observations. The equation can also be written as follows:
The Pearson correlation coefficient r is statistically significant at a given significant level a if the absolute value of t given by Equation 3 is higher than the value of the two tailed t-student distribution for n-2 degrees of freedom and a significance level. 
where n is the number of observations.
The local version of the above two statistics is calculated as follows. The software developed for this purpose reads a dataset which includes the values of the explanatory variables for each observation, the x and y coordinates of the location each observation refers to and a number of The number of nearest neighbours is determined by the application of GWR analysis using an adaptive kernel.
Internal migration modelling
In the last four decades there have been several exploratory and explanatory studies of migration (see for example Champion, 1989; Stillwell et al., 1995; Atkins et al., 1996; Rogers et al., 2002) . Most of the literature on migration modelling has been focused on destination choice models (Lowry, 1966; Congdon, 1989; Fik and Mulligan, 1990; Pellegrini and Fotheringham, 1999; Boyle and Flowerdew, 1993) where the gravity model has typically been applied. In this paper, the first stage of an internal migration process is being modelled; this is the decision to mo ve out of an area to another area within a country. This concerns the definition of a model of out-migration rates per thousand people over a set of explanatory factors.
The methodology applied here adopts Kalogirou's (2003; work on local models of internal migration using the Geographically Weighted Regression (GWR) method (Fotheringham et al., 2000; 2002a) . The main contribution of internal migration models for Sweden in recent years is the work of Thomas Niedomysl (2004; 2005; and 2008 ) whose publication is a good reference for evaluating the results of this work. In this paper, a simple internal out-migration model is defined based on the conclusions of previous research that found divorce rates and high levels of education attainment to play an important role on the decision of men in Sweden to migrate internally in Sweden (Kalogirou, 2010) . The model has been calibrated using Ordinary Least Squares and GW R. GW R allows for the examination of the existence of spatial non-stationarity in the relationship between outmigration rates and the two explanatory variables of the above model. A post-regression analysis involves the check for the potential existence of significant multicollinearity among the two variables due to a small and changing subset of observations in the local models.
Migration modelling results and statistical inference
In advance of fitting a migration model it is necessary to study the distribution and spatial structure of the dependent variable. Table 1 . Both explanatory variables have a positive effect on out-migration that is significant at the 99.9% confidence lever. The coefficient of determination (R 2 ) is rather low (0.146) which is expected since there are many variables that affect the decision to migrate (Kalogirou, 2003) . However, in the local model the effect of both variables ranges from a negative effect to a positive effect. The Monte Carlo test (Hope, 1968) provides empirical evidence for a significant spatial variation in the local parameter estimates of both high education attainment and div orce rates for males aged 35 -44. Based on both R 2 (0.506) and AIC, the local model has a better performance than the global model. The latter is also confirmed by lower and spatially independent model residuals in the case of GWR compared to the OLS (Figure 4 ). divorced. When the data were calibrated locally by using the Geographically Weighted Regression method, a significantly varying effect of both explanatory variables was apparent.
There latter was strongly and significantly positive in urban areas and insignificantly negative in rural areas.
The local Pearson correlation coefficients for the two explanatory variables presented in this paper provide some evidence for the existence of significant local correlation in the values of these variables in some local models, even though these variables are globally independent.
Thus, the independence criterion may be satisfied in global linear regression but violated when lo cal linear regression analysis is performed. Therefore, it is n ecessary for the researcher to always perform analysis of statistical inference in order to provide adequate evidence for the significance of the empirical findings of GW R analysis. The work and
