Abstract-Navigation and obstacle avoidance in robotics using planar laser scans has matured over the last decades. They basically enable robots to penetrate highly dynamic and populated spaces, such as people's home, and move around smoothly. However, in an unconstrained environment the twodimensional perceptual space of a fixed mounted laser is not sufficient to ensure safe navigation. In this paper, we present an approach that pools a fast and reliable motion generation approach with modern 3D capturing techniques using a Timeof-Flight camera. Instead of attempting to implement full 3D motion control, which is computationally more expensive and simply not needed for the targeted scenario of a domestic robot, we introduce a "virtual laser". For the originally solely laserbased motion generation the technique of fusing real laser measurements and 3D point clouds into a continuous data stream is 100% compatible and transparent. The paper covers the general concept, the necessary extrinsic calibration of two very different types of sensors, and exemplarily illustrates the benefit which is to avoid obstacles not being perceivable in the original laser scan.
I. INTRODUCTION
Apart from effective interaction skills, personal robots will be expected to navigate and move effectively in human environments. Several established motion planning and obstacle avoidance techniques are formulated in planar domains, and frequently rely exclusively on two-dimensional sensory input [1] , [2] , but homes and offices contain many objects which cannot be appropriately sensed and represented in this way and thus leading to difficulties in collision avoidance [3] . For example, tables are large obstacles for robots -except miniature appliances like floor sweeping devices -but a laser scanner mounted parallel and close to the ground will only perceive four small circles, possibly misleading the robot into planning a path through the midst of dinner. The answer to this issue is the use of 3D sensors such as stereo vision, sweeping laser scanners, or time-of-flight (ToF) cameras. Consequently, there are ongoing research projects investigating full 3D mapping, localization, motion planning, and obstacle avoidance [4] , [5] , [6] . However, for an overwhelming majority of robots, indoor environments are still essentially two-dimensional, and existing 2D techniques are frequently quite sufficient once the three-dimensional world information has been appropriate prepared for their consumption. The basic feasibility of using a SwissRanger for navigation tasks has been presented in [7] , [8] , where the authors have focused on the ToF technology and then illus- Fig. 1 . Overview of the system presented in this paper. We reuse an existing navigational component by sending it obstacle information fused from 2D and 3D sources.
trated the benefit of workspace-projection onto the ground plane or simply using the sensor readings parallel to the ground plane in order to avoid overhanging obstacles. The SwissRanger's limited field of view can be overcome by using several SwissRangers. But currently, the number of parallel usable Swissrangers is limited to three as each camera has to be run at its own modulation frequency avoiding the fact that the cameras influence each others distance measurements.
In contrast to this work we present in this paper a fusion of 2D laser data and the complete 3D ToF data of one camera into a common representation, as illustrated in Figure 1 , where each stream has different characteristics (frame-rate, noise, and precision), to benefit from the advantages of both sensors -a wide field of view and exact measurements from the laser and 3D information about obstacles from a SwissRanger camera mounted on top of the robot for a better overview. An existing 2D motion generator is fed with 2D and 3D data projected into the plane of motion. We are thus able to reuse a fast and robust component with minimal changes. We developed a technique for calibrating the relative 3D position and orientation between a SICK laser scanner and a SwissRanger, allowing us to fuse data from both sensors -in 3D or projected into the laser plane.
This paper is organized as follows. Section II introduces the robot, followed by a summary of the implied motion generation component in Section III. Details of data fusion are explained in Section IV, experimental results are given in Section V, before concluding and giving an outlook on future work in Section VI.
II. ROBOT SETUP AND SCENARIO
Our approach is integrated with BIRON -The Bielefeld Robot Companion (see Figure 2) . It is based on the Pioneer2 PeopleBot from Mobile Robots, Inc. (formerly ActiveMedia). The robot uses one laser range finder mounted at the front at a height of approximately 30cm for the perception of the surrounding in front of it. Measurements are taken in a horizontal plane covering a 180
• field of view. The color video camera is mounted for visual perception of the scene and for detailed focusing on persons, areas, and objects. All computation can be done on-board using two 2GHz dual core processors mounted on the back of the robot and one 1.5GHz Pentium Mobile notebook connected via W-LAN. The components discussed in this paper all run on one of the on-board computers while the other are dedicated to managing the interaction with the user.
The scenario, the robot is applied in, is the so-called Home-Tour. In this scenario the robot is being shown around by a user in a real-world apartment and expected to exploit the acquired knowledge, e.g. about the spatial layout, autonomously later on to provide services to the users. The user who is interacting with the robot is tracked with a multi-modal anchoring system from our previous work [9] combining the camera (face detection), laser (legs detection) and microphone data (sound location). The environment the robot is operated in is characterized by its high dynamic and variability, by different people approaching the robot spontaneously, and by the naturalness of a real-world apartment.
Currently, BIRON is equipped with components realizing navigation and path planning within its environment only based on information of a SICK laser range finder (Figure 3(a), 3(b) ) operating at a rate of 5Hz. The laser scans the scene within a 180
• arch in intervals of 0.5 measuring distances with an accuracy of 10mm. Object information is only acquired in the scan plane. In order to extend the object information with object data not belonging to this scan plane, here, a 3D Time-of-Flight (ToF) camera, the SwissRanger SR3000 (Figure 3 (c)) developed by Swiss Center for Electronics and Microtechnology (CSEM) [7] , is mounted on top of BIRON below its pan-tilt camera (see Figure 2 and 8(a)). This camera provides 3D data in realtime (up to 30 fps) independent of texture and lighting conditions. 176 × 144 CMOS active pixel sensors measure distances between the optical center of the camera and the real 3D world points via the time-of-flight of a near-infrared signal. Additionally, each sensor delivers an amplitude value indicating the amount of light reflected by a world point which can be used to rate the quality of the provided distance measurement. Path planning and obstacle avoidance deal with the problem "how to move towards a goal?" and "how to move safely?" respectively [10] . Since a couple of years there has been a lot of research ongoing in this area [11] , [12] . The motion generation applied in this paper is based on the approach that controlled ten autonomous tour-guide robots during a five-months exhibition in 2002 [13] , [14] 1 and has also successfully been applied in domestic environments with our robot. We combine the Dynamic Window Approach (DWA) to obstacle avoidance [15] with a flexible path representation based on the Elastic Bands formulation [16] , which smooths and adapts a plan produced by an NF1 planner on a two-dimensional grid [17] . Figure 7 at the end of this section summarizes how planning and control are interweaved to achieve smooth goal-directed behavior while avoiding collisions.
A. Global Path Planning
The global plan produced by NF1 is a list of global grid cells that lead from the robot position to the goal. As can be seen on Figure 4 , such plans are constrained to lie along integer multiples of 45
• (we smooth out these corners using the Elastic Strip, as explained below). In our system, the NF1 grid is repositioned at each replanning step, such that it forms a corridor from robot to goal, in order to minimize grid effects and bound the computation time of the wavefront propagation. The elastic band, which translates and adapts the plan for execution, is initialized by placing circles (termed bubbles) in the centers of the grid cells, starting at the robot position and proceeding towards the goal, skipping cells that are already covered by the preceding bubble.
B. Plan Adaptation
Plan adaptation reduces the amount of replanning by changing the path according to changes in the environment and the motion of the robot, which might deviate from the plan, in order to maintain a feasible homotopic path. The initial plan inherits some of the grid effects from the NF1 path, notably the non-smooth directional changes which are integer multiples of 45
• . However, the first iteration of plan adaptation already significantly smooths the elastic band. During each iteration, bubbles are pushed away from obstacles (in order to increase freespace around the path) and attracted to their neighbors (to remove slack and eliminate sharp corners). The first bubble always follows the robot position, and the last bubble is fixed on the goal. New bubbles are inserted along the band whenever the overlap between two successive bubbles is too small to let the robot pass, and spurious bubbles are pruned from the band whenever their predecessor and successor already overlap sufficiently. Figure 5 illustrates the interaction between NF1 and Elastic Band. To reduce the amount of memory taken up by this four-dimensional lookup-structure, the collision table is compressed using a variant of the Lloyd-Max algorithm.
C. Obstacle Avoidance
The plan adaptations performed by the Elastic Band are sufficient to anticipate general direction changes in order to circumvent most collision. However, it cannot guarantee obstacle avoidance because it runs at a slower (non-realtime) rate than the motor controllers and obstacle detectors, and it does not take into account robot kinematics and dynamics, which leads to tracking errors that could force the robot to leave the safety zone of the bubbles. Additionally, even when no global path is available (during replanning or temporary blockage) the robot must guarantee safe motion. The process responsible for obstacle avoidance takes into account vehicle kinematics and dynamics by determining which motion commands are available at each instant (bound by acceleration and velocity constraints), and predicting how the robot would move for each candidate control within the reachable velocity region. Motions that would result in collisions are discarded, and an optimization process is used to choose among the remaining safe velocity commands.
In order to allow sensor fusion and implement an upper bound on computation time, the local space around the robot is discretized into an obstacle grid, and for each grid cell we pre-compute which motions would lead to a collision with an object inside the cell, similar to [18] . As the velocity space is discretized as well, the total effort for the DWA computations has a constant known upper bound, which allows us to guarantee real-time execution. Furthermore, the pre-calculated collisions eliminate the need for subsequent complex operations. The required data structures are summarized in Figure 6 . 
D. Integration with 3D Data
The motion generation system depicted in Figure 7 uses planar geometry for representing and reasoning about obstacles and movements. The environment is considered to be projected onto the ground plane on which the robot moves, and the main sensory input comes from laser scanners with beams that are parallel to the ground. This results in fast robust computations based on reliable high-resolution laser readings, but neglects the true three-dimensional nature of the environment.
There are several possible ways to integrate 3D perception into the presented motion generation system. Given that the shape of BIRON can be approximated by an upright cylinder without gravely mis-representing its navigational constraints, there is little to be gained from extending the motion generation components to three dimensions. Instead of incurring the added computational costs and the effort of changing a smoothly running system, we chose to project all available sensory data into the plane of motion.
Given that the navigational component remains twodimensional, we are now faced with the question of how to fuse the projected 3D data into the planar components. There are basically two possibilities. Either insert pointcloud data into the grids of NF1 and DWA's lookup table, and adapt the Elastic Band to use general point-clouds. This requires changing the data structures that are fed into those components and possibly extending the rasterization algorithms. Or transform the fused data into a virtual laser scanner which allows us to reuse all existing data structures and concentrate all change to the entry point of sensory data.
For the sake of minimally invasive changes to a working system we have opted for the latter approach, bearing in mind that robots which, unlike BIRON, deviate significantly from a cylindrical shape would require more elaborate techniques. The resulting data fusion and reduction can be summed up as follows:
1) capture and preprocess 3D point clouds 2) project 3D data points into laser plane 3) cluster projected points into bins that correspond to the laser beams 4) in each bin, find the point which is closest to the robot 5) use the distance to the closest point as (virtual or real) laser reading
IV. DATA FUSION
As already illustrated, we decided to realize a fusion of 3D ToF data and laser data in the domain of laser data. Therefore the 3D ToF data is first transformed into the coordinate system of the laser and afterwards projected on the xz-plane (laser plane). Resampling this projection in bins of 0.5
• in a 180
• arch and choosing the minimum value per bin produces a kind of "ToF laser stream" encoding information of objects like tables that is not present in the regular laser stream. Finally, the original laser stream and the ToF laser stream are merged into a "virtual laser stream". Section IV-A presents techniques for aligning the camera coordinate system to the laser coordinate system and Section IV-B proposes the method for generating the virtual laser.
A. Calibration
In order to realize the fusion of 3D ToF data and laser data it is necessary first to determine the position and orientation of the ToF camera in the laser coordinate system which is set as the reference coordinate system. As illustrated in Figure 8 (b), a rotation and translation [ R, t] is defining the transformation of the coordinate system of the ToF camera to the laser coordinate system. To determine this transformation parameters an extrinsic calibration is required. As the two sensors are inherently different none of the established calibration methods is directly applicable. For sake of robustness we decided for explicit calibration. We hence built a special calibration pattern with dedicated markers that can both be detected in the laser scan and the amplitude image of the ToF sensor. This pattern looks very much like a table with legs mounted right below some visual markers attached on top of it. The laser can detect the four legs and returns the respective xz-coordinates of the visual markers. As the height of the calibration pattern and the laser plane is known, we can compute the exact 3D coordinates
of the markers in the global reference coordinate system 2 . The second step is to determine the coordinates p 1,S , p 2,S , p 3,S , p 4,S ∈ R 3 of the visual markers in the SwissRanger coordinate system. The markers are visible in the amplitude image and can either be detected automatically or selected by hand (red cross markers in Figure 8(c) ). In the ToF data, each 2D pixel exactly corresponds to a 3D point in the camera frame as illustrated in Figure 8 (d) so that the 3D coordinates of the markers can be extracted.
In the ideal case it holds that ∀i ∈ {1, 2, 3, 4} :
but on noisy data the following mean square objective function has to be minimized [19] :
The optimization problem for [ R, t] can be solved using Singular Value Decomposition (SVD) [20] , [21] with m L and m S being the centroids of the point sets { p i,L } and { p i,S }, 2 We assume that the laser plane is parallel to the ground floor.
respectively:
Three non-colinear 3D points are sufficient to uniquely compute the transformation, which means determining three rotation angles, three translation parameter, and ensuring R to be a rotation and not a reflection. We decided to use four markers and one record of the pattern, which turned out to be robust enough, although our calibration method can process point correspondences of several frames.
B. Integration as a Virtual Laser
Using conventional laser based navigation in a situation shown in Figure 9 (a) with a table standing in front of Biron would cause a collision between the robot and the table if BIRON is commanded to drive to a goal behind the table. This "navigation error" is due to the erroneous information obtained from the laser (see Figure 9(d) ) showing free space as only the table's legs are perceived by the laser.
To overcome this problem the ToF 3D points (see Figure 9 (b) and 9(c)) are exploited to add additional information about the table. First, several preprocessing steps have to be performed on the 3D ToF point cloud. Using preprocessing steps proposed in [22] the points are smoothed and bad measurements rejected if their amplitude values do not meet the quality criterion. Afterwards the points are transformed into the laser coordinate system ( p k,S = R · p k,S + t) using the results of Equation 4 and 5. As the transformed point cloud contains measurements resulting from the ground floor or objects above the robot's height, these points are also discarded based on thresholds on the y-coordinate. The remaining points { p l,S (x, y, z)} are projected into the laser plane, transformed to polar coordinates { p l,S (r, θ)} (with r = √ x 2 + z 2 and θ = cos −1 (x/r)), and assigned to one of 361 bins ([0, π, π]) using θ. Afterwards, these bins normally accumulate more than one point. Therefore, for each bin the point with the smallest radius r is determined to simulate a "minimum distance laser". Finally, these values and the original laser are fused to a "virtual laser". Therefore, the original laser is also accumulated in the bins and the minimum distance heuristic is applied again. Figures 9(e) to 9(g) illustrate the described steps. We are able to produce the virtual laser at least at the rate of the original laser.
V. EXPERIMENTS
To evaluate the performance of the proposed approach, we studied the motion generation (see Section III) in the same environment with real and virtual laser in five runs. In both trails the robot started with the same pose (0.0m, 0.0m, 0.0rad). A table with 1.00m × 0.70m × 0.73m was placed in front of the robot as a main obstacle on the way to the goal. The vertical distance from the robot to the table is about 1.63m. The goal (2.5m, 0.0m, 0.0rad) behind the table was set for both runs with the same goal radius of 0.3m. A Rao-Blackwellise [23] particle filter based SLAM (Simultaneous Localization And Mapping) of the MRPT library 3 was also started during the experiments to record the map of the environment, the estimated path as well as the original odometry path of the robot. Figure 10 shows the grid map created during both experiments. The robot is represented with a yellow circle 4 , whose center is its position and a black arrow points out its direction. Only the start and end pose of the robot are depicted in the map. The estimated paths are sketched with green curves according to the number of particles in SLAM. The uncertainty of the estimated poses are displayed with blue error ellipses derived from the covariance matrix of x-and y-coordinates. The table placed in front of the robot is outlined with a rectangle. The four legs of the table, which are the only parts of the table being perceivable in the laser scan, are marked with four small squares. Besides, the world coordinate system with the x-axis parallel to the start direction of the robot and the y-axis vertical to the xaxis using right hand rule is drawn on the map to point out both directions of the world coordinate system. The actual origin of the world coordinate system is the start position of the robot.
When the robot only used the real laser, it drove straightforward and tried to go through the table because of the large free space between the both front legs, just as Figure 10 (a) illustrates. Despite the robot took the goal (2.5m, 0.0m, 0.0rad), we manually stopped the robot in time in this test, so that the robot would not really crash into the table. In the other case using the virtual laser the robot "saw" the table. Figure 10(b) shows the robot driving around the table and arriving at the goal successfully.
Furthermore, it can be observed that the performed path is not a smooth path but a zig-zag one as the robot tries to correct its direction straight to the goal several times when driving around the table (see Figure 10(b) ). The reason hiding behind this phenomenon is due to the limited field of view of the SwissRanger. Now that the robot has accepted the goal behind the table, the motion generation would drive the robot in the direction to this goal as possible in the available free space. With the current setup of the SwissRanger (see Figure 8(a) ) the 3D data projected on the laser plane covers the range approximately between 60
• and 120
• , as Figure 9 (e) shows. Because outside this range only laser data without the potential obstacles is available for the robot the new movement commands from replanning of the motion generation would be carried out ignoring the perceived table before. The zig-zag replanning also leads to varying durations in the experiments, however, the robot reached the goal in all trails. Concerning the problem of frequent unnecessary path searching, the SwissRanger should be active controllable and change its view direction pointing to the main goal to provide obstacle information in this view line instead of sending a real rotation command to the robot. Applying the fused data from laser and the movable SwissRanger the needless replanning should be reduced.
VI. CONCLUSION
The paper presented a consistent extension of a purely two-dimensional motion generation approach to a 3D capable navigation and obstacle avoidance system. The extension is realized in a minimally intrusive manner, by adding a virtual laser scan that fuses original laser scans and projected 3D points enabling the robot to also avoid obstacles, such as tables, not being detectable in the laser in isolation. The benefit of the approach lies in its simplicity and computational modesty. With both sensors working asynchronously, the virtual laser produces data at high rates, enabling the motion generation component to operate reliable even in high dynamic environments with humans around.
Without laser the applying of only 3D ToF camera might be an alternative. However the limited field of view from a camera could not be suitable in a cluttered home environment in spite of the mounting of a movable camera. When using multiple cameras the signals from cameras will interfere each other, which effects on the accuracy of measurements. Besides with respect of the tracking system (see section II) laser should be applied on the task of navigation.
The field of application of the presented novel calibration of 2D laser scans and the 3D ToF camera reaches far beyond the presented one. For instance, it allows to compute 3D positions for all laser ranges, which is also very useful for precise object positioning to compensate the noise in the depth perception of the ToF camera. An enhancement to overcome the limitations of a cylindrical robot model would be a sliced environment representation in horizontal planes representing virtual laser scans at discrete heights that is directly exploited in the motion generation subsystem. However, for the home-tour scenario our approach is sufficient and enables to successfully pass doorways and avoid crashing into all different types of furniture.
For the future we plan to make the generation of the virtual laser more robust against noise. Instead of simply extracting the minimum per bin, the readings could be weighted by the distance to their neighbors. Only meaningful structures extracted in the 3D ToF data [24] should be projected in the laser plane. Additionally, the path planning will benefit from an actively controlled camera providing information in the main direction of the path without rotating the whole robot. Eventually the virtual laser will be applied to generate the SLAM map.
VII. ACKNOWLEDGMENT
This work is partially funded by the "Deutsche Telekom Laboratories" in the project "Interaction with Service Robots using Mobile Telecommunication Applications" and the Central Research Center 673 "Alignment in Communication".
