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Chapter 1 
Introduction 
1.1 Background 
Plastic bottle tops or closures are produced for the bottling industry. During summer when 
the local demand for soft-drinks is high, most of the factory 's output is used to supply the 
needs of the local market. In winter when the local demand is low, most of the factory 's 
production is exported to Europe and the Middle East. 
During the production of the closures a number of defects can occur. These defects cause the 
bottles to leak and gas to escape. In order for the closures to be acceptable, to the bottling 
companies , they need to be of a high quality with a low defect count. This means that the 
quality control of the closures needs to be done to levels of a fraction of one percent. This 
involves the individual inspection of every closure. 
Inspection of the closures for these defects carried out by human inspectors is an unrewarding 
task. The environment is noisy and unpleasant to work in and the human attention span is 
limited. Results are therefore inefficient and subjective. The overall cost of the production 
of the closures is increased through the wages paid to inspection personnel. These are all 
fundamental problems with the manual inspection system, however, the most important factor 
is the manufacturer does not know exactly how many defective closures are being shipped to 
the consumer. This means the manufacturer does not have strong control of the inspection 
process. 
In order to produce a high quality product at a reduced cost an automatic inspection system 
is required. 
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Section 2.3: Types of closures 
(a) Glass closure. 
(b) Pet closure. 
Figure 2.1: Examples of the two types of closures viewed by the camera in the inspection 
system. 
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Chapter 2: Problem Description 
(a) Glass closure. 
(b) Pet closure. 
Figure 2.2: Cross sections through a glass and a pet closure highlighting the important 
features. 
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Section 2.4: Types of defects 
Glass Closure Pet Closure 
Liner generally dark grey 
Liner meets the closure at about 90° 
Thick liner (g) 
Narrow vent slots(vg ) 
Liner can vary from dark to light grey 
Liner meets the closure at about 45° 
Thin liner(p) 
Wide vent slots(vp ) 
Table 2.1: Summary of differences between glass and pet closures. 
to determine the physical dimensions of the defect. The closure dimensions are shown in 
Figure 2.3. 
tmm ~.~ ...= .... ~=. A~=' ...f. 
:~25mm~~ 
: 30mm : :~ ~: 
Figure 2.3 : Dimensions of a plastic bottle closure. 
2.4 Types of defects 
There are a number of defects that can occur in the manufacturing process. These defects 
include flashing, non-fills, impurities in the liner, broken flags on the closure or a badly 
moulded closure. Examples of some of these defects are shown in Figures 2.4(a) and (b) and 
Figures 2.5(a) and (b) . Another possible defect is related to the scoring of the ring of flags. 
When the lid is unscrewed, this ring breaks off from the rest of the closure indicating the seal 
on the bottle has been broken. If the scoring is too deep the ring may break off when sealing 
the bottle. If the scoring is not deep enough then the ring will not break off when the closure 
is unscrewed. The two most common defects are flashing and non-fills. 
Flashing occurs when the lining material over-fills the region in the base of the of the closure 
which is designed to contain it. An example of this defect can be seen in Figure 2.4(a). This 
flashing may be due to a number of reasons. If the pellet of lining material does not land in 
the centre of the closure before the liner is formed it may be forced over the side, when this 
10 
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Chapter 2: Problem Description 
happens a non-fill may occur on the diametrically opposite side of the closure. This is not very 
common. If the pellet of lining material is too large then some of the material will be forced 
over the edge of the area in the closure that should contain it. Flashing generally occurs due 
to mechanical imperfections in the lining machine. The size of the flashing can extend from 
very small to large. A tiny flash may be acceptable but larger flashes are considered to be 
defects. 
The effect of the flashing is to cause an imperfect seal when it is placed on a bottle. This 
allows the liquid and the gas to escape. The plastic of the flash may also break off into the 
bottle during bottling. This defect is common on both the pet and glass closures. 
Non-fills may be considered to be the opposite of flashing. If the liner material does not 
completely fill the area it is supposed to occupy, a non-fill is formed. An example of this 
defect is shown in Figure 2.4(b). This defect is caused if the pellet of lining material is too 
small. Alternatively if the small air escape channels on the tool which forms the liner become 
blocked an air pocket is formed which prevents the liner material from spreading correctly. 
If the non-fill formed is hidden under the liner rim, (lineTrim) in Figure 2.2(a), it will be 
invisible to the camera,. The size of a non-fill may vary from almost insignificant in size to 
approximately 5 mm in length along the edge of the liner. 
If a closure with a non-fill is placed on a bottle it fails to seal correctly. This causes the bottle 
to leak liquid or gas. This defect is common on the glass closures but it is rare on the pet 
closures. 
The other defects shown in Figures 2.5(a) and (b) are not very common and finding these 
defects is beyond the scope of this thesis. 
2.5 Specification of the inspection results 
The ideal result of the inspection is to reject every defective closure while retaining every good 
closure. A solution must achieve results as close to this ideal result as possible. This section 
presents the desired results from the manufacturers point of view and the results which could 
be achieved in this project. 
The ideal situation for the manufacturers is to have every defective closure removed from the 
production system while ejecting very few good closures. This situation is not possible as 
there is a grey area where closures with tiny defects should be classified as good. A point 
needs to be specified where the cutoff between good and defective closures can be set. It is not 
possible to detect every defect with absolute certainty, particularly within a limited period 
11 
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Section 2.5: Specification of the inspection results 
(a) Flashing. 
(b) Non-fill. 

Figure 2.4: Images showing the two main defects , non-fills and flashing. 

.... 
. 
: ,
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Chapter 2: Problem Description 
(a) PVC impurities . (b) Broken flags . 
Figure 2.5: Two possible closure defects which will not be examined in this thesis. 
of time. There will also be a degree of misclassification with good closures being mistakenly 
classified as defective and vice versa. 
The proposed system must be capable of ejecting the maximum possible percentage of defec­
tive closures to ensure a high quality product while on the other hand a minimum number 
of good closures must be ejected to ensure that waste is minimised. Taking the points above 
and the needs of the manufacturer into consideration, the proposed system must be capable 
of ejecting at least 98% of non-fills and flashing defects while not ejecting more than 0.05% 
of the good closures. 
2.6 An automatic machine vision system 
Taking the problem and the desired solution into consideration as well as factors such as cost , 
an automatic machine vision inspection system should be designed. It must be capable of 
inspecting every liner for non-fill and flashing defects. This must be done at 20 inspections 
per second. The result of the inspection should achieve the results specified in Section 2.5. 
To begin the development of the automatic machine inspection system, some theory needs 
to be examined. This is done in the following two chapters. Chapter 3 presents the optical 
theory which is important in order to get good quality images for processing. Chapter 4 
presents image processing theory used to develop algorithms to detect the closure defects. 
13 
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Section 3.3: Motion blur 
18 
Rotation 
~
Figure 3.1: Star-wheel. 
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Figure 3.2: The MTF for image blur expected for three different shutter speeds. 
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Chapter 3: Optical Theory and Implementation 
Figure 3.2 shows MTFbluT for three shutter speeds: 1O~0 8, 401008 and 10 ~oo 8. It is clear the that 
faster the shutter speed, the less the attenuation of the higher frequency image components. 
Note that the attenuation at the sample frequency is small for the two higher shutter speeds. 
However, if the shutter speed is slow, 1O~08, the attenuation of image components at the 
sample frequency is about 30%. Figure 3.3(a) shows a section of a closure, taken at 10 ~oo 8 , 
which is quite crisp. Figure 3.3(b) shows a closure when the shutter speed is too slow, 101008. 
There is a definite blurring of the boundary between the liner and the closure. Other features 
that are visible in the first image are no-longer visible, note the moulding marks visible on 
the liner in the first image. 
1(a) Shutter speed 10 ~oos (b) Shutter speed 1000 s 
Figure 3.3: Sections of two closures taken at different shutter speeds show the effect of motion 
blur. 
The blur can also be examined in terms of over how many pixels the closure moves while 
the shutter is open. In Figure 2.3 the liner is 25 mm in diameter, this corresponds to 
approximately 180 pixels, thus the physical dimension represented by a pixel, is 251~m = 
0.139 mmjpixel on the object plane. From Equation 3.6, the speed of the closures is 
v = 894 mm.8- 1. The following table shows the number of pixels the closure moves during 
different exposure times. This comparison shows how the attenuation of the high frequency 
image components in the image correspond to the movement of the closure by a number of 
pixels. 
Number of pixels moved Distance moved Shutter speed 
0.640.089 mm10 
1 
000 8 

1 
 1.610.223 mm4000 8 

1 
 6.430.894 mm1000 8 
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Chapter 3: Optical Theory and Implementation 
Points at a distance i from the lens are imaged as points. Points at other distances from 
the lens on the image, i', are imaged as circles, known as circles of confusion, which have 
radius(Falk [8]) 
~ Ii' - ili' 
where d is the diameter of the lens. 
In Figure 3.5, consider a point at the centre of the image. The angular size of the circle of 
confusion is represented by ¢. The image plane is a distance i from the lens. The size of a 
single pixel on the image plane, Tf3 specifies the resolution of the imaging device. This is the 
same as the sampling interval, Tf3 = 7.81 X 10-6 m , Equation 3.7. The angle ¢ is given by 
¢ 
2 ~ arctan (:) 
¢ 2 arctan (~: ) (3.9) 
As i is very large relative to *then 
¢ = Tf3 
2i 
The distance of the point of focus from the lens is o. The near limit of the depth of field , 
D near , and the far limit of the depth of field ,Dfar, are a measure of how far the object 
can move towards or away the lens before it is unfocused. Dnear and D far are defined by 
Morgan [19, pages 42-45] 
02tan(¢) (3.10) 
Dnear = d + otan(¢) 
02tan(¢) (3 .11) D far = d - 0 tan ( ¢ ) 
The aperture diameter has the largest effect on the depth of field. To have a large depth of 
field, the aperture needs to be small and the depth of field increases with increasing object 
distance. 
If a lens with a focal length of f = 6 mm and the object distance of 0 = 41 mm is used then 
Equations 3.1 and 3.9 give ¢ = 0.00111 rad = 0.06° . The plots of Dnear and D far for these 
values are shown in Figure 3.6. In Figure 3.7(a) a comparison of the depth of field as the 
aperture changes from 1 mm to 5 mm for object distances of 30, 40 and 50 mm. This shows 
that the depth of field increases as the object is moved further away. Figure 3.7(b) shows a 
comparison of the near and far limits of the depth of field vary as the focal length, f, is varied 
from 4 to 8 mm. This indicates that a lens with a shorter focal length will have a greater 
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Section 3.5: Depth of field 
~~ 
- - Image Plane 
Image distance i 
I Focal point f 
Object distance 0 
Dnear 
- - Object Plane 
D far ....L____ . Point of focus 
Figure 3.5: Depth of field related to the near field and far field. 
2 
1 
Dnear 
Dfar 0 
(mm) 
-1 
-2 
Dnear +­
D far *­
1 2 3 4 5 
Aperture diameter(mm) 
Figure 3.6: The near and far limits of the depth of field are shown as a function of the aperture 
diameter with the zero line being the point of focus. 
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Chapter 3: Optical Theory and Implementation 
depth of field. 
3.6 Combined effects of the optical components 
This section examines the combined effects that are examined in Sections 3.3, 3.4 and 3.5 
covering motion blur, the lens and depth of field. The overall MTFsys is determined. This 
is done ignoring the MTF of the detector in this system as it is not a significant source of 
attenuation(Moon [18]) until about three times the sample frequency and as a result it is not 
included. The overall MTF of the system is simply the product of the individual MTFs. 
Figure 3.8(a) shows the combined 
MTFsys = MTF lens x MTFbluT 
for a shutter speed set at T = 10~0 S and an aperture of D = 1 mm. This shows the effect of 
multiplying the two separate MTFs together . 
Table 3.1 shows the trends for the overall MTFsys and the depth of field when varying the 
shutter speed T and the aperture diameter. From the table it is clear that having a fast shutter 
speed and a wide open aperture will give a good MTFsys. The wide aperture however, gives 
poor depth of field which is not desirable. 
Aperture size 
Din mm 
Shutter Speed 
Tin s 
MTF features Depth of field 
small(1 mm) 
large(5 mm) 
medium(3 mm) 
medium(3 mm) 
medium I 40~0 sI 
medium( 40 1 00 s ) 
slow ( 10 1 00 s) 
fast ( 10 ~OO s) 
MTF lens very dominant 
good overall MTFsys 
MTF bluT very dominant 
MTF lens dominant 
good 
poor 
fair 
fair 
I 
I 
Table 3.1: Trends of the overall MTF. 
Many factors need to be taken into consideration when choosing a lens, a shutter speed and the 
aperture setting which are dependent on the lighting available. Based on the factors discussed 
in the previous sections and the available equipment, Figure 3.8(b) shows the combined 
MTFsys for this system. T = 40100 sand D = 3 mm giving a reasonable MTF where the 
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Dnear 
D lar 
(mm) 
3 
2 
1 
Dnear >0 = 50 mm -t­
DIar> 0 = 50 mm 
Dnear >0 = 40 mm ~ 
DIar> 0 = 40 mm 
Dnear >0 = 30 mm .fr­
DIar>0 = 30 mm 
o LI________~__________L_________~________~ 
1 234 
Alperture diarneter(mm) 
5 
(a) Dnea.r and Dfa.r as the object distances vary with the focal length 
fixed at 6 mm. 
Dnear 
D lar 
(mm) 
3 A '. 
Dnear >/ = 8 mm -t-
D Iar >/ = 8 mm 
Dnear >/ = 6 mm ~ 
lY~., DIar,/=6mm Dnear , / = 4 mm .fr-DIar > / = 4 mm 
1 
o LI________~__________L_________~________~ 
1 234 
Alperture diarneter(mm) 
5 
(b) Dnear and D far as the focal length varies with a fixed object 
distance of 41 mm. 
Figure 3.7: Showing the near and far limits for the depth of field as the object distance varies 
in (a) and as the focal length varies in (b). 
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Image Processing Theory 
4.1 Introduction 
In this chapter basic image processing theory that is relevant to the work done in this thesis 
is presented. This includes edge detection, Section 4.2 and thresholding, Section 4.3. These 
are simple operations which can be applied either locally, operating on pixels in a small 
neighbourhood or to an entire image. 
The rest of the chapter discusses morphological image processing for binary images, Sec­
tion 4.5, and grey-scale images, Section 4.6. Morphological image processing involves using 
small shapes to probe an image to determine its geometrical structure. 
4.2 Edge detection 
Edge detection is the process by which edges are found in an image. Horn [14, page 161] 
describes edges as curves in an image where rapid changes in the brightness or in the spatial 
derivatives of the brightness occur. Hussain [15, page 102] describes a simple edge as a sharp 
discontinuity in grey-level profile in an image. Haralick and Shapiro [12, page 337] state that 
an edge is the boundary between two pixels when their brightness is significantly different. 
Edges in an image give information about the objects in the image. Among other things, 
edges show where the reflectance or colour of the object changes, the presence of shadows 
and where the orientation of the surface changes abruptly. If these edges can be found they 
give information about the features of the object which they represent. This means edge 
information provides a method of segmenting images into different regions. 
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A 
[i] 

A 
A-'(A8B) 
(A EEl B) - A 
(a) Points outside edge. (b) Points inside edge. 
A EEl 
(A EEl B) - (A 8 B) 
(c) Points straddling 
real edge. 
Figure 4.3: Using binary morphological methods to find boundaries in binary images. 
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Section 5.2: Lighting 
of the object, r(x, y), and the illumination function, i(x, y) [20]. The reflectance of the closure 
cannot be controlled. This means the illumination of the closure must be designed in such 
a way as to highlight the defects in the closure. The following factors were considered when 
designing the lighting system 
• Illumination must be uniform around the boundary of the closure liner. 
• 	The illumination must not cause artifacts or shadows to be visible in the image. 
• 	 Lighting should be used to highlight defects in the closure. 
• 	 No light should shine through the side of the closure as this obscures non-fills. 
• 	The camera and lens position relative to the closure dictate the position of the lighting. 
• 	 No light should shine directly onto or be reflected onto the camera lens. 
• 	The light intensity needs to be sufficient to allow the desired selection of shutter speed 
and aperture setting as specified in Section 3.6. 
• 	The lighting system must be robust to ensure the system is reliable and low maintenance. 
The camera position relative to the closure, shown in Figure 5.1, is fixed by setting up the 
camera and the lens to get the desired image size. The closeup image of the closure is 
achieved by using a lens with a short focal length. This lens distorts the closure in the image 
which makes it easier to see the liner boundary. The illumination of the closures needs to be 
accomplished without disturbing this arrangement. 
5.2.1 Incandescent lighting system 
An incandescent lighting system was chosen for the initial design which was used during the 
development of a prototype. This allowed even illumination in the closure of a high enough 
intensity. To do this a very bright diffuse light source was needed. This was achieved using 
four 12 volt, 50 watt halogen spot lights with a beam angle of 38°. In order to diffuse the 
light from the spot lights opaque perspex was placed in the beam, which was reflected off 
a matt white surface. To ensure even illumination, the four light sources were placed in a 
symmetrical pattern on the corners of a square with the camera in the centre. To prevent the 
light from shining through the sides of the closure, a screen was placed above the closure to 
ensure that the only light reaching the closure was through the hole above the closure. The 
layout is shown in Figure 5.2. 
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140 mm 
Camera 
30 mmr--- . ,':' , ~. , 
--­ Lens 
41 mm[::. ~_~~]23 mm l___J19 mm 
, ,
I 1---­ ______• I 
30mm: Closure 
,_ _I 
38mm 
Figure 5.1: The relative position of the camera and closure are shown. Note the limited space 
available for illumination. 
~ 
, " 
Closure 
Figure 5.2: The position of the incandescent lights set up around the camera. 
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5.2.2 LED lighting system 
The problems with the incandescent lighting system were not impossible to work around. 
However, based on the needs in the factory, it became desirable to have a lighting system 
which had a smaller footprint and was more robust and required less maintenance while 
yielding the same or better illumination of the closure. 
The lighting system was redesigned with the following factors taken into consideration 
• 	 Lights must have a small footprint. 
• 	 No forced cooling must be necessary. This will prevent unnecessary dirt from being 
brought into the optical system. 
• 	 Lights will not be placed below the camera lens allowing more freedom in the placing 
of the camera. 
• Lights need to have a long lifespan. 
To achieving these goals, light emitting diodes(LEDs) were chosen as the light source. These 
have many advantages over the light bulbs used in Section 5.2.1. They have an extremely 
long lifespan and have a much lower power consumption as the light is focused where it is 
needed and there is little heat generated. 
The problem with using LEDs is that they provide a focused beam which is not ideal to create 
a uniform illumination. As th  inspection algorithm only examines the liner boundary only 
a ring of uniform light needs to be created. The focused beams of the LEDs can be pointed 
through the gap between the lens and the closure. This was done using a ring of 24 LEDs 
placed around the lens. The focused beams were defused by frosted glass which is clear in the 
centre at the lens. Figure 5.3 shows the arrangement of the LEDs around the lens. The height 
of the camera relative to the closure is fixed, this fixes the angle of the LEDs, necessary to 
illuminate the liner boundary. The angle of the LEDs is fixed by the geometry of the system. 
The base of the lens is 41 mm from liner and horizontal distance is 44 mm thus the angle of 
the LEDs is approximately 43°. 
Observations regarding the use of the LED lighting system 
The light produced by the LED lighting system is not as uniform as that produced by the 
incandescent lighting system. As a result the image produced is not as good. However in 
the part of the image that the algorithm examines the light is uniform and the image in 
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Camera 
L:...-_.".... ~.I---Lens 
LED ring I»>"~ >;.; ,;:::1 
Frosted glass 
Figure 5.3: The layout of the LED lighting system. 
that area is good. As the light is focused, it is not possible for light to shine directly on the 
lens. Despite the disadvantages, the fact that the LED lighting system is more robust and is 
compact makes this system suitable for use i'n the factory environment. 
5.3 The camera and camera positioning 
The camera is the device which converts the optical image into a signal. This is done using 
a CCD camera which provides a video signal as its output. The rate at which closures pass 
the camera is an important consideration in the choice of a camera. In order to see into the 
closure and to see the complete liner boundary, the closure must be directly below the camera 
when the image is taken. The normal frame rate of a video camera is 25 frames per second. 
The closure rate is 20 per second. These rates are not the same and the closure rate cannot 
be adjusted to be synchronous to the frame rate. As a result it is not possible to use a normal 
synchronous video camera as the image of the closure cannot be taken at a specified time. 
An asynchronous video camera, one which can be triggered using an external signal, is needed. 
A Pulnix T M620 camera was chosen. The data sheet for the camera is included in Ap­
pendix C. The shutter speed can be adjusted from loS to 101000S. This is suitable in terms of 
the shutter speed chosen in Section 3.6. The camera has good low light sensitivity, 0.5 lux, 
this enables the high shutter speed to be used. 
5.3.1 Camera temperature 
In order to keep the camera below its maximum operating temperature while operating with 
the incandescent lighting system, forced cooling was needed. This was done using compressed 
air as this was readily available on site. 
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With the LED lighting system, the ambient temperature is low enough that forced cooling 
was not necessary. This reduced the amount of dirt brought into the optical system. This is 
important as it reduces the maintenance required. 
5.4 Host computer 
The host computer is the central part of the image processing system. Its functions are 
discussed in detail in Chapter 7. The computer is a 486 DX2 running at 66 MHz. This 
supplies power to the DSP and the frame grabber and the ISA bus is used for communication 
between the DSP and the main processor. The I/O card described in Section 5.7 supplies the 
I/O requirement for the computer from sources other than the DSP. 
5.5 DSP processor board 
The DSP processor board has a Motorola DSP 56001 processor running at 33 MHz. There 
are two buffers for image storage. This allows for one image to be processed while the second 
image is digitised and stored in the other buffer ready to be processed. This method is 
necessary due to the rate at which the closures pass through the system. A video signal from 
the camera takes 50 ms to be digitised. This is approximately the same time it takes for one 
closure to pass through the system, thus it is necessary for one frame to be processed while 
the next frame is digitised . 
5.6 Frame grabber 
The function of the frame grabber is to digitise the analogue video signal from the camera 
and store it in the appropriate frame buffer. The camera trigger signal is also received by the 
frame grabber to indicate when to start digitising the signal. 
The video signal from the camera is an interlaced image. Each field is stored in alternate 
lines in the frame buffer. Due to the movement of the closure, only one field from each frame 
can be used for processing. This is due to the movement of the closure in the image between 
fields, resulting in the fields being offset by a few pixels in each frame . 
The video signal is a PAL signal. The image has a 4/3 aspect ratio. The digital image 
digitised by the frame grabber is 512 rows x 512 columns. If a circle is grabbed it will appear 
elliptical with the semi-major axis in a vertical direction. Due to the movement of an object 
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Camera trigger This signal is the required signal for the camera to take an image. 
A schematic of the I/O card is shown in Appendix A. 
5.7.1 Rotary encoder 
The rotary encoder is used to supply a ticker interrupt which is synchronous to the rotation 
of the lining machine. This interrupt is used to provide the timing of the system so that the 
progress of each closure through the system can be tracked. A description of how this is used 
is given in Chapter 7. 
5.7.2 Closure detector 
The closure detector is used to indicate the presence of a closure passing through the system. 
An Omicron E3S-X3CE4 fibre optic sensor is used. There are two fibres, the first transmits 
light and the second receives reflected light. If a closure is in front of the detector the signal 
changes state until the closure has passed. 
5.7.3 Temperature sensor 
The temperature sensor is used to monitor the camera temperature. A simple system has 
been used to set a signal high if the camera temperature increases above a preset limit. If this 
limit is reached, an alarm is raised and an operator can check the camera to prevent damage 
due to overheating. 
The temperature is sensed using a single chip window comparator chip T M POI on which the 
temperature is set to a user defined value. Four resistors are used to set the minimum and 
maximum temperature. In this system only the maximum temperature setting is needed. 
The temperature sensor is mounted directly onto the camera. 
5.7.4 Light integrity check 
The correct operation of the lights is fundamental to the operation of the system. Due to 
reliability problems with the incandescent lighting system it was necessary to monitor the 
bulbs. If one of the bulbs was not working, the results of the processing were meaningless. 
The current supplied to the globes was monitored using a sense resistor and a comparator. 
The four 50 W bulbs drew 16 A, the voltage drop across a .33.0 resistor was monitored using 
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Section 6.4: Thresholding 
150~.-----------------------------, 
140 
130 
120 
no 
Intensity 100 

90 

80 

70 

60 

50 L.------------------------------~ 
Figure 6.1: A cross section through the centre of a closure. This shows the typical grey-scale 
values of the liner and closure. The effect of a shiny spot on the liner can be clearly seen. 
6.4.1 Choosing the threshold level 
A correct threshold level needs to be chosen to separate the liner and the closure. This cannot 
be a fixed level for all images due to a variation in liner and closure intensity between images. 
The best method of determining the correct threshold level is to examine the entire image. 
The task of setting up a histogram is time consuming. As a result, a threshold level needs to 
be chosen based on a sample of a few pixels. This is based on the assumption that the sample 
pixel values give a good indication of the area they are representing. 
The closure is positioned in the centre of the image, thus the approximate liner position is 
known. The liner intensity is not sampled near the centre of the liner as the lighting is more 
likely to have a bright spot or other artifact from the lighting here. The sample of liner 
intensity is taken from a region approximately half-way between the edge of the liner and the 
centre of the liner. 
The number of pixels taken in the sample is a compromise between getting a good estimation 
of the liner intensity and speed. It would be best to take an average of every pixel in the liner. 
This is a problem as the position of the liner is not yet known. Based on the assumption that 
the liner intensity is the same, only a few pixels need to be sampled. 
It was found that the average of a sample using an 8 x 8 block of pixels gave a good estimation 
of the liner intensity. Table 6.1 shows that using the average of 64 pixels gives a reasonable 
estimate of the average liner intensity. This table shows that unless the sample is affected 
by noise or shiny spot, a small sample will give approximately the same average as using an 
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Chapter 6: Image Processing Algorithms 
average of all liner pixels. A group of 64 pixels is chosen as a smaller block of pixels is more 
easily affected by noise. Dividing by 16 can be implemented quickly by shifting the number 
right by 5 positions. Making the algorithm for determining the average intensity more robust 
involves using the history. If the threshold differs too far from the average threshold of the 
preceding 10 closures, the average is used. This is likely to be close to the correct threshold. 
This method works well if the liner intensity is smooth across the entire liner. 
Size of region 
Whole liner 
64 x 64 
32 x 32 
16 x 16 
8 x 8 
4x4 
2x2 
1 x 1 
Average 
intensity 
76.8 
77.1 ± 1 
75.9 ± 3 
75.8 ± 4 
77.5 ± 7 
80.2 ± 11 
81.1 ± 13 
80.3 ± 15 
Table 6.1: A table showing the different values of average intensity obtained from sampling 
different numbers of pixels. 
The liner may be shiny due to either the lining material being used or moisture on the lining 
material. This produces reflections which cause the liner intensity to appear uneven. This is 
particularly prevalent towards the centre of the liner. To avoid this effect, the liner intensity 
is not sampled near the centre of the liner. To sample closer to the edge of the liner involves 
knowing exactly where the edge is. If this first step is incorrect it follows that the threshold 
value determined will be incorrect. Three factors are used to determine where the edge of 
the liner is; (a) the history of previous edge positions (these are known as the boundary has 
been detected); (b) the limits of the liner edge determined during the calibration stage and 
(c) the edge strength and the expected liner pixel intensity values. 
Once the intensity of the liner has been determined, the threshold can be set. The threshold 
is set at a percentage above the liner grey-scale intensity. If the image is thresholded at this 
level the liner is separated from the closure. The next stage is to locate the liner boundary 
which is done using two methods. The first is to use the known information about the shape 
of the liner as an initial estimate and to modify this based on the actual shape of the liner, 
Section 6.7. The second method is by using a binary boundary tracker, Section 6.8. 
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Section 6.6: Boundary tracking 
known. Edge detectors are perpendicular to the current direction. The edge strength at each 
next pixel position is calculated as the sum of the three pixels outside the boundary minus 
the sum of the three pixels inside the boundary. 
-' cIAI~n C B ~ IH~I ~
0 1 2 3 
A '­
BA 
7 6 5 4 
~ I~H I i§ Ic~lI 

Figure 6.3: The expected next boundary point for the eight possible directions. 
Starting at the determined starting point, the algorithm has the following steps 
1. Calculate the edge strength at each of the three possible next boundary points. 
2. The next point is assigned to the position with the highest edge strength. 
3. If the new point satisfies the end condition, exit; otherwise continue. 
4. Check transition rules and change state if necessary. 
5. Go to 1. 
6.6.1 Discussion of the edge strength boundary tracker 
This method worked well yielding good tracks, particularly of the glass closures. This is 
because the liner boundary of the glass closures is very sharp and has a good edge strength, 
Section 2.3. This algorithm was implemented on the DSP with the classification algorithms 
in Section 6.9. The execution time of the algorithm on the DSP was approximately 48 ms. 
The result of a typical track is shown in Figure 8.1 with the resulting values for the symmetry 
measure and non-fill measure. Section 8.4 gives the inspection statistics from the production 
line. 
In the case of the pet closures, this method of tracking the liner did not work. The track on 
the pet closures was often incorrect due to the liner boundary being indistinct and the colour 
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Section 6.8: Finding the edge of the liner in a binary image 
strength and image intensity around the boundary a number of times. This proves to be 
computationally expensive due to the repeated access of pixels. 
6.7.1 Discussion of the curve relaxation method 
The advantage of this method is that unlike a boundary tracking method the boundary 
can be predefined using prior knowledge of the expected shape. This ensures that the final 
boundary is a good approximation of the actual liner boundary. A boundary tracker may 
give a boundary, that is , very different to the liner boundary as only local pixel information 
is used, and no prior information about the overall shape. 
This algorithm gives a very good result but is computationally inefficient because of the 
repeated access of pixels . As a result it was not possible to implement it on the hardware as 
it will not run fast enough. 
The ability to specify the boundary shape before the algorithm is implemented reduces sen­
sitivity to noise. This is done by maintaining a connected boundary through successive 
iterations of the algorithm. This method was not implemented on the DSP as, from timing 
the prototype stages it would not be possible to implement it fast enough. 
6.8 Finding the edge of the liner in a binary image 
This method finds the boundary of the liner from a binary image. The binary image is 
obtained using the threshold method in Section 6.4. The liner is easily extracted using the 
threshold method. Once the liner has been extracted, the edge of the liner needs to be 
located. Two ways to do this are described below, the most computationally efficient method 
was found to be a binary boundary tracker. 
6.8.1 Using binary morphology 
Binary morphology can be used to find the boundary, the method is described in Section 4.5.l. 
The external boundary is being searched for, thus the image is subtracted from the dilated 
edge, this yields a binary image of the boundary. This method is only guaranteed to yield a 
single connected boundary if the original binary image is a single area with no holes. This 
method is not an efficient method computationally as it requires multiple accesses of all of 
the image pixels. 
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Chapter 6: Image Processing Algorithms 
6.8.2 Using a binary boundary tracker 
The previous methods require all the pixels in the image to be repeatedly accessed. A more 
efficient method of locating the boundary needs to be located while accessing a minimum 
number of pixels. An efficient method of finding the edge of the binary object is to track 
around the outside of the object. This method is guaranteed to find a single conp.ected 
boundary around the outside of the liner in the image. A connected boundary is one which 
starts at a point, goes around the object and returns to the point where it started. 
The first stage of the algorithm is to find the starting point. This point is also the end point . 
It is assumed that the boundary does not touch the edge of the image, thus no tests are made 
to take care of special conditions at the edge of the image. This assumption can be made 
based on known information about the problem. The tracker tracks around the boundary in 
a clockwise direction. 
The boundary binary tracking algorithm works by examining pixels around the current pixel. 
This examination is done in a clockwise direction until the next boundary pixel is the same 
point as the starting pixel. The track is now complete. 
There are special cases which need to be considered by the algorithm to ensure it is robust . 
If the threshold level is too high the binary image is such that the tracker has the potential 
to take a long route which would not yield a meaningful result as well as taking too long to 
complete. If the threshold is too low then the track will be too short if it is possible to find 
a start at all. 
6.8.3 Finding the start of the binary track 
An important part of the boundary tracker is finding the start position. The usual method 
of finding a start is to start on the closure area of the image and search inward towards the 
liner until the first pixel which is labelled as part of the liner is found. 
This method generally yields the correct start. Cases where this is not so need to be addressed 
in order to make the algorithm robust. These are 
• 	If a single pixel is found just outside of the liner the track will be one pixel long. 
• 	If the threshold is too high the binary image will not represent the liner and the track 
will be too long. 
• 	If the threshold is too low the track binary image will not represent the liner and the 
track will be too short . 
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Chapter 6: Image Processing Algorithms 
6.9.1 Detecting flashing 
Two stages are used to detect flashing. The first is to analyse the shape of the boundary and 
the second is to use a profile of the pixel intensities outside the boundary, as a check. 
· 
··..·:··
. Track around (0-\;
· . 
"
Good track · · 
· 
.
.
. flashing ... . . ."
· .. 
· 
: 
.
.. ..... 
, .,-':-"'.-,.- .0
..... 
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profile profile , 
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. . . 
. . . 
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· . 
.. ·...
· 
.. 
. 
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: . 
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· 
· .
. shiny spot ". . ::.:
. . / ..... .0
.... -::.'... 
Intensity ____ Intensity
profile profile 
(c) (d) 
Figure 6.4: Four possible cases which need to be considered when classifying a closure for 
flashing. The closure liners are shown with an intensity profile, taken along the dotted line 
around the track, a few pixels from the liner boundary. 
The first stage involves an analysis of the shape of the boundary. This is done as a flash 
will result in a distortion of the boundary shape. For an ideal boundary, the top and bottom 
halves of the boundary are mirror images. The same is true of the left and right halves. A 
symmetry measure is used to determine the degree that an actual boundary deviates from 
this. 
This is done by determining the extent of the liner by finding the maximum and minimum 
row positions in each column. The axis of symmetry is from the maximum and minimum row 
of the boundary, Cmax; and Cmini' The symmetry measure in the vertical direction, Svertica.l 
is given by 
Svertica.l = I:i [Cmaxi + Cmini - (Cmaxi + Cmini) ] 2 
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Chapter 6: Image Processing Algorithms 
Intensity profile around liner boundary 
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Intensity 150 
/ Non-fill 
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Boundary position 
Figure 6.5: A typical intensity profile of a liner boundary showing a non-fill. 
variance in a 2rv + 1 moving window is determined along the length of the signal and the 
maximum variance is stored. This maximum variance is used as a measure to test if there is 
a non-fill. If this maximum variance is above a set threshold then the closure is said to have 
a non-fill. If the maximum variance is below the tlrreshold then the closure does not have a 
non-fill. 
6.10 Using morphological filters to find non-fills 
An image of a bottle closure has specific characteristics, see Sections 2.3 and 2.4. If the 
closure has a non-fill, this will appear as a change in the normal structure within the image. 
It is possible to use morphological filters to determine if a particular structure is present in 
an image. This information can be used to determine if the closure being examined has a 
non-fill. 
6.11 Processing efficiency of morphological algorithms 
The two basic operations of morphological image processing are erosion and dilation, Sec­
tion 4.6. These involve comparing the pixels in an image to a structuring element. For each 
point in the structuring element, the test involves a subtraction and a comparison. This 
happens at every position in the image being examined. Because the region where the defects 
are is known, the computational time can be reduced by applying morphological filters in the 
region around the liner boundary only. 
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Chapter 6: Image Processing Algorithms 
then 
f e k = f e (g tB h) = (J e g) e h 
Thus eroding f by 9 and then by h yields the same result as eroding f by k. 
A similar equation holds true for dilation, but has an extra degTee of freedom due to the 
associative property of dilation. If 
k=gtBh 
then 
f tB k = f tB (g tB h) 
and then using the property that dilation is associative, Equation 4.3, it is seen that 
f tB (g tB h) = (J tB g) tB h 
The effect of splitting a structuring element into two smaller structuring elements has two 
advantages . The first is that fewer points are needed in the region of interest which can be 
narrower. A second is that it can lead to less processing. For example, if an erosion needs 
to be done with a 5 x 5 flat square structuring element with all its points zero. This would 
involve 25 comparisons and subtractions for each point in the region of interest. This same 
5 x 5 structuring element can be made from the dilation of two 3 x 3 flat square structuring 
elements. Each of these erosions requires only 9 comparisons making a total of 18 comparisons 
for the overall operation. This is a saving of 7 or approximately 30% of the comparisons. 
This reduces the computation time accordingly. Often it is not possible to split a structuring 
element into different parts. However if simple structuring elements are chosen, this can lead 
to significant saving in computation time. 
6.12 	 Morphological filters and the effects of nonuniform light­
Ing 
In Section 5.2 an image is described as being formed by the product of the illumination 
function and the reflective properties of the object. If the changes in the illumination function 
across the image are gradual then this variation will be removed by the morphological filters 
applied to the image. This is done without any prior knowledge of the illumination function. 
If the illumination can be considered uniform in a local area then the undesirable effect of 
the non-uniform lighting is removed when the original image is subtracted from the pro­
cessed image. This subtraction is used in both the top-hat transform, Section 4.6.3, and for 
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Chapter 6: Image Processing Algorithms 
The third reason why the top-hat transform is not suitable is that the large structuring 
elements have a large computational overhead. 
The results of the top-hat transform on the test images is given in Section 8.6.1. 
6.14 Using a morphological gradient method to find non-fills 
The non-fills occur at the edge of the liner. This is a region where there is a strong edge. A 
non-fill appears as a different rate of change in the boundary edge strength. 
The output of a morphological gradient operator gives a grey-scale output where the largest 
grey-scale value is the steepest change in gradient. The result of this operation can be 
processed to determine if there is a non-fill along the edge of the liner or not. 
A suitable structuring element needs to be chosen. This depends on a number of factors. 
The structuring element needs to be rotationally symmetrical as the boundary can have 
any orientation. The size of the structuring element affects the output gradient. If a small 
structuring element is chosen it has the effect of highlighting noise in the image. A large 
structuring element will cause a less distinct gradient to be found. Thus there has to be a 
compromise between the size of the defect that will be found and the noise rejection of the 
filter. 
6.14.1 Finding a non-fill from the gradient information 
Once the morphological gradient of the image has been taken, it needs to be checked for the 
presence of a non-fill. An example of this is shown in Figure 8.2. The non-fill appears as a 
dip in the intensity of the gradient information. Thus the non-fill can be detected using a 
threshold and tracking the result to check if it is a continuous boundary. 
6.14.2 Discussion of the morphological gradient method 
The result of using a 5 x 5 structuring element on a test set of 10 defective and 10 good 
closures is shown in Section 8.6.2. The success rate of this method is approximately 90%. 
Although the results achieved using this method are reasonable, the algorithm cannot be 
implemented to run in 50 ms. 
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Chapter 7 
Implementation 
7.1 Introduction 
This chapter covers how the hardware components in Chapter 5 and the different parts of 
the software work together to form the overall system. The linking of the hardware and the 
software is an integral part of the system. The implementation of the user interface and where 
the image processing algorithms fit into the system is discussed . 
7.2 System overVIew 
An overview of the complete system is given in this section. Figure 7.1 shows how the different 
hardware components of the system fit together. Arrows show the flow of information. A 
closure is said to be in the system when it is passing through the machine inspection system, 
this is from the time when a closure from the production line is first detected until the moment 
it passes the ejector. 
The system is designed to operate in real-time, which means that a result for each closure 
must be produced before it leaves the system. If a result is only returned once the closure 
has passed the ejector then an action cannot be made based on the result . This means that 
there are 50 ms available to process each closure. 
The basic operation of the system on a single closure is covered in the following steps, 
1. Detection of the closure as it enters the system. 
2. Acquiring an image of the closure. 
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Section 7.2: System overview 
.~> vi&OSigba.r 
< 	 _' ~ _.', _ '~_1~ -
........... J;;oDtr:Ql sjgnal 
-I:> Interrupt 
--... Input 
Figure 7.1: System block diagram. 
3. 	 Processing the image and returning the result to the host computer. 
4. 	 Ejecting the closure if the result indicates it is defective or allowing it through if it is 
not defective. 
The above steps are complicated by a number of factors 
• 	 It takes approximately 50 ms to digitise the image, this means that one image needs to 
be processed while the next image is digitised. 
• 	There is more than one closure between the detector and ejector at the same time. This 
means the position of each closure in the system is important as the correct result must 
be associated with each closure to ensure that a correct classification is made. 
• 	If a result is not returned for a closure or the result is returned too late then a closure 
cannot be classified. 
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Chapter 7: Implementation 
7.2.1 System description 
In this section the different components and their functions are shown in Figure 7.1 are 
described in more detail. 
Rotary encoder The rotary encoder runs synchronously with the star-wheel and provides 
interrupts to the system. This is the primary method for timing in the system. On each 
interrupt the software checks to see if events have occurred . If an event has occurred 
they are placed in a queue by the interrupt routine and these events are processed 
between interrupts. 
Lighting The details of the physical characteristics of the lighting are described in Sec­
tion 5.2. The function of the lighting is simply to illuminate the closure to ensure that 
a good image is obtained. 
Detector Detects the presence of a closure as it passes. The position of the closure is noted 
in terms of the current interrupt count. The position is tracked using the rotary encoder. 
Ejection mechanism Defective closures are ejected from the system when they reach the 
ejector. A closure will reach the ejector a known number of interrupt pulses, from the 
rotary encoder, after it is detected. 
Camera The camera provides a source for the images. A trigger needs to be sent to the 
camera when there is a closure beneath it to ensure good positioning of the closure in 
the image. A closure is beneath the camera a known number of interrupt pulses after 
it is detected. The trigger is supplied by the DSP. 
Frame grabber The frame grabber digitises the image and places it into the memory of 
the DSP processor. When the DSP issues a trigger to the camera, the frame grabber 
receives the signal. When this signal is received the frame grabber knows to wait a 
predetermined time and then digitise the video signal. The frame grabber and DSP 
share their own bus thus communication is not via the ISA bus on the host computer. 
DSP card The host computer hosts the DSP card and communication between the two 
processors is done using the ISA bus of the host computer. The digitised image from 
the frame grabber is stored in the DSP memory. The images are processed by the DSP 
and the results returned to the host computer. 
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Section 7.3: Software 
7.3 Software 
There are two separate programs which run independently on the host computer and DSP. 
The basic structure of the software on both processors is similar, this basic structure is shown 
in Section 7.3.2. The sections following this explain the software on the host computer and 
the DSP more thoroughly. 
7.3.1 Event driven software 
A simple procedural approach to the software was avoided to prevent the system from hanging 
if a procedure fails to complete. An event driven system was chosen as an alternative. When 
an interrupt occurs, the interrupt routine checks for events. Examples of events are a detected 
closure, a closure which has moved under the camera or a result ready to be logged. These 
events are placed in a queue waiting to be processed. The events in the queue are processed 
between interrupts. There are two advantages in using this system. Firstly if an event takes 
too long to process, it can be abandoned. In this way the whole system is not halted by 
a single incomplete process. The result for the abandoned process is lost. Secondly, less 
important events, such as logging results to a file, can be given a lower priority. This ensures 
that important events like processing an image or ejecting a closure, do occur. The lower 
priority events will only execute if there are no high priority events to process. 
Figure 7.2 shows the implantation of the event driven software structure. The program is 
continually checking for events and processing them if they have occurred. 
Figure 7.2: Implementation of event driven software. 
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Figure 7.3: Structure and integration of software on the host computer and DSP. 
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Section 8.3: Methods of generating results 
a typical thresholds on the symmetry error of 3000 and 30 respectively for the maximum 
variance, this closure will have been classified as good, which is a correct classification. 
Figure 8.1: An example track on a pet closure. 
8.3 Methods of generating results 
The results were generated by using the system installed on the lining machine in the factory. 
To determine the statistics for a particular run, the ejected closures are collected while the 
system is running. The closures which are not ejected were examined for defects by two 
inspectors and the production supervisor. Any defects which were found in this stream of 
closures, which should have been only good closures, were removed and counted. Any other 
closures where assumed to be good. The ejected closures where manually inspected after the 
run, separating the good closures, the closures with flashing and non-fills. 
These are represented in tables such as Table 8.1(a). On the left hand side of the table is the 
actual type of closure, good, flashing or non-fill. The top of the table lists the classification 
of each type of closure. If the closures where correctly classified, the diagonal positions in 
the table would all be 100%. Any percentages off the diagonal indicate the misclassification 
of closures. For example considering Table 8.1(a), 99.64% of good closures where classified 
78 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 8: Results 
closures classified as closures classified as 
boundary 
on the 
8. average 
good I,...."",.."", is HUH-iUHS is 
ur,....rlrorl on 
correct Cl=lHllCd.LlUll 
Non-fiU 
0.61 
0.00 
89.01 
Run 1, 8144 closures (b) Run 2, 20 620 closures 
Good 
Good 99.08 
Overall average result for both runs, 
closures 
algorithm on 
~A,,'~~r,,"' 50% of as If 
error was increased to prevent this rate 
to many the closures with flashing. 
The inspection on achieved l.e=Ulla,UlI;; 
The rejection of closures as 
acceptable if closures was 
was achieved. at 
equates to waste 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
test runs were 
rate 
8.5 
;:,ection 
was 
binary 
100 UU(Ll'!,t>:l 
on on 
time tests. 
The 
is to a run on 
to 
a 
>:liJtLH1C;U In 
were 
line. 
are 
26 
the 
000 
to 
to 
5 runs, 
a With 
is the 
of 
IA"",..',., were 
not be 
ten 
are Dn~sent(~d 
average result. 
the 
a 
of the test runs about 
per 
not as as results 
the 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
8: 

Run 1. 10081 Run 2,10 077 
(c) Run 3, 20878 Run 4, 12393 
Run 5,21036 (f) Overall result for the 5 runs 
InSpectIOn of a.'-'fiJ..LJ.O 
,1 , 
8
 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
on 
8 
J.J.J.t::'O""\JU;::> of using was 
transform, Section 6.13, 
not Implemented on t;;llUUoH to 
were not very and 
are presented III two ;,;t;;~LIUll~ 
8.6.1 
LU}J-m!.L transiorm was to a set images The set consisted 
of 10 10 with The size of 
the structuring is too nQfnrrn is 
noisy llUll-UU 
If many non-ous are 
were three square x 
5 x 5 pixels. the more 
the 
is wider liner 
..mll-llll were correctly using very 
10, was not Using a 11 x 11 
better the 7 out 
as 
~ ~t~ oc 
llUll-llll U.JI..«,,,,,,;;,,,, 
The overall ncfnrrn was not very 
is to 
there is no of ",",U'=''''O'''I'> 
This \"ll<l.llL,t;; of a going If the 
element is too there are many detections. 
an 
on 
UP""-'l'" 
llxll 
came 
lllt;UJLUULi:l 
""IJ..-H, .... U. 
"",;;;u .. ;",,,,, further to 5 x 5 
n<>,rpprprl in "".LULI"" all 
t~Im~m;
l.ll"u""U'""O were 
U,U:II,-'"L."'''
r
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
It is not possible to find a 
The size thus 
be used to 
Morphological results 
set 
d.IJIJUO:::u. to the image a narrow 
on 
and 
in 
resulting of 
llUll-llU>:> was 100% but 1 was 
size 
This makes more >:>UI,.,I,.,C>:>>:>lUl 
test 
square 
8: 
'ansIOrm cannot 
Approximate 
of non-fill 
test 
of a 
morphological was 
liner 
correct c!=::;!HCa.~!UU 
that can 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
at was an 
it not 
if the very HVU-HH" are to as 
a 5 x 5 square 
t:ae1UeH~ on a test set 
is 
cLVa.l1cLI..W::: time. 
Section Grey-scale morphology 
84 
a 
one 
size 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 8: Results 
8.7 Discussion of results 
Two basic ideas were pursued in finding defects in the closures. One was using grey-scale 
morphology. The second was using different methods to extract the liner boundary from the 
image. 
Two morphology methods were tried, the top-hat transform, Section 6.13, and using mor­
phological gradients, Section 6.14. The top-hat transform did not detect non-fill successfully, 
the size and shape of the structuring element needed to have a specific relationship to the 
size of the non-fill that was to be detected. Morphological gradients can be used successfully 
to detect non-fills. However this method was not implemented due to the restriction on the 
available time to process the image on the DSP. 
Three algorithms were implemented to detect the liner boundary. The first based on tracking 
the boundary using edge strength information, Section 6.6, the second method relaxed a 
known ellipse onto the actual liner boundary, Section 6.7, and the final method segmented 
the liner from the image using a threshold and then tracking the resulting binary image to 
find the liner boundary. 
The edge strength boundary tracker achieved reasonable results on the glass closures. This 
was unsuccessful on pet closures. The curve relaxation method worked well and always 
gave a good boundary but the implementation was too slow. The binary boundary tracking 
algorithm worked well on both pet and glass closures. The results using this method were 
about ten times better for the acceptance of good closures and twice as good for the rejection 
of defective closures than the boundary tracker based on edge strength. 
The results achieved, using either of the two different boundary trackers implemented on the 
DSP, did not comply with the criteria specified in Section 2.5. The results using the binary 
boundary tracker were acceptable for use on the system. Further work must be done in order 
to improve the detection of the defective closures. Although the misclassification of the good 
closures is above the required level it is acceptable. 
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Chapter 9 
Conelusions 
9.1 Overview of work done 
An automatic machine inspection system was developed to inspect plastic bottle closures. 
This system was capable of inspecting every closure in real-time at 20 per second. This 
means each closure is processed in 50 ms. The closures were inspected for defects which 
occur near the edge of the liner boundaries. These defects are non-fills and flashing. This 
inspection is to ensure that a high quality product is produced. 
9.2 Discussion of results achieved 
Two main types of algorithms were developed. One based on using grey-scale morphology to 
detect non-fills. The top-hat transform did not perform well. The size of the non-fill which 
was detected depended on the size of the structuring element. The method of using grey-scale 
morphology was successful. The size of the structuring element was not critical. The results 
based on a set of test data detected all the defects while only classifying 10% of the good 
closures as defects. The algorithms using morphology were not implemented on the DSP due 
to the processing required. As a result no results were generated on the lining machine. 
The second type of algorithms used were those that detected the liner boundary. The sym­
metry of the liner boundary was used to detect the presence of flashing. The intensity profile 
of the liner boundary was used to detect non-fills. Three algorithms were developed to detect 
the liner boundary. The first was a boundary tracker which followed the strong edge around 
the liner. This performed reasonably well provided the edge was clear but the result could 
easily be disturbed by noise. The results for this were acceptable for glass closures but it did 
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Appendix A 
Input / Output card schematic 
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Appendix B 
Timing of closures in the star-wheel 
The times in Table B.1 was determined by timing the rising edges of the detector pulse by 
polling the signal for a change. This was done for 1603 dges to get a good average. The 
last two columns in the table give the maximum and minimum times for each position on the 
star-wheel. The average time in for a closure to pass is 56.21ms when the lining machine is 
running at 1401 revolutions per minute. 
Slot number A verage time 
(s) 
Minimum time 
(s) 
Maximum time 
(s) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
0.055984 
0.056313 
0.055783 
0.056287 
0.056479 
0.056229 
0.056233 
0.056190 
0.056606 
0.056025 
0.055197 
0.055461 
0.055138 
0.055629 
0.055847 
0.055681 
0.055686 
0.055625 
0.066799 
0.055491 
0.056587 
0.056866 
0.056640 
0.056907 
0.057280 
0.056888 
0.057105 
0.057028 
0.057211 
0.056853 ! 
Average 0.0562139 ± 0.000239 (s) I 
Table B.1: Timing between slots on the star-wheel. 
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Appendix C 
Data sheet for Pulnix T M620 
asynchronous camera 
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TM-720/TM-620 ASYNC RESET 
HIGH RESOLUTION CCD CAMERA PLlLNiX 
General Description 
The PULNiX TM·720 is a high resolution 765 H x 494 V black and 
white sl'tJtter camera with asynchronous reset capability and uniform 
MTF (Modulation Transfer Function) characteristics. These cameras 
are excellent in applications such as bar code reading. on·line 
inspection. gauging, character reading, high definition graphics. 
Intensllied CCO cameras, and detailed surveillance. Added to the 
wide versatility of this camera is an excellent low light sensitivity, 
despite the small size due to "on-chip" micro lenses. 
Asynchronous reset and full frame integration. are standard features of 
these cameras. AGC enable. intemallR cut filter. gamma adjust to 
0.45. and the popular remoted imagers (standard 48") are all optional 
features that PULNiX offers for these cameras. 
Asynchronous Reset 
The TM·72O's asynchronous reset is flexible and takes external HO 
for phase locking. When VINIT pulse is applied, it resets the camera's 
scanning and purging of the CCO. There are three modes to control 
the asynchronous reset and shutter speed: 
1. External VINIT with double pulse in which the duration of pulses 
oontrols the shutter Speed extemally. 
2. Internal shutter speed with Fast mode in which the video signal 
has no delay from the reset timing (shutter speed range is I '2000 to 
1131.000 sec.) 
3. Internal shutter speed with Slow mode which can vary the speed 
oontrol from I '60 to 1131 .000 sec. The video signal stans with internal 
V reset timing related to shutter speed. 
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Features 
• Very high resolution 1/2" blemish free imager 
768(H) X 494(V) ••• TM-720 (EtA) 

752(H) X 582(V) ••• TM-620 (CCtR) 

• Low light sensitivity (0.5 lux) with on-chip lenses 
• Smearless shutter 1/60 to 1/10,000 (or 1/31,500) 
• Asynchronous reset with ext. shutter control 
• Ext. sync, Interlace, non-interlace auto select 
• Full frame Integration 
• Excellent SIN (50 dB) 
• AGC on/off, gamma 1 or 0.45 
• Small, light weight 
Integration 
The CCO imager of the TM· 720 can be exposed longer than normal 
TV timing (16.7 msec.). This feature provides high sensitivity for dark 
environment applications. Integration is achieved by oontrolling the 
#1 I pin of the I 2-pin oonnector to La (GNO). Because PULNiX uses 
an interline transfer chip in the TM· 720. a full frame of resolution is 
obtainab:e with Frame mode option. (A full frame is not availabla in ths 
shutter mode.) In integration, the sign.aJ process keeps optical black 
levels as reference black video to damp video levels and this results 
in the cancelling out of thermal noise during the integration period. 
Electronic Shutter 
The TM·720 has a substrate drain type shutter mechanism which 
provides a superb picture at various speeds without smearing. 
Built in manual shutter speed control varies the electronic shutter rate 
between 1160, "'25, 11250, "500, "'000, 112000. "4000. and 
"'0.000 sec. 
With VINIT high (5V), the ceo keeps discharging; with a negative 
going pulse to VINIT. the camera resets and purges the charge 
momentarily. then it starts integrating for the period of shutter control 
set by either an external double pulse or intemal shutter control. 
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Appendix C: Data sheet for Pulnix T M620 asynchronous camera 
Specifications 
Due to ongoing product improvements. specifications may change without notice. 
Physical J)imensions 
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Pin Configuration' 
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12-Pln Connector 
GNO 
.12V 
GNO 
4 Video 
5 GNO 
6 VINlr 
7 VO in 
8 GNO 
9 HO in 
10 GNO 
l' Inl . cont. 
12 GNO 
"'nual Shuner Control 
1160 
I 111~ 
2 11250 
3 11500 
4 111000 
5 112000 
6 114000 
1110.000 
NC 
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