).
One can intervene to affect health behaviors at several levels, such as individuals (1) (2) (3) (4) , groups (1), families (5), schools (5), worksites (6) , religious organizations (7), health-care plans or organizations, physicians or clinics (2, 3, (8) (9) (10) (11) (12) , and neighborhoods (4) or communities (1, (12) (13) (14) (15) (16) (17) . Many health researchers are interested in developing, implementing, and evaluating multilevel interventions (1, 3, 5, (18) (19) (20) because they believe that we are most likely to achieve substantial and sustained change with interventions based on ecological theory that target multiple levels, or sources of influence (6, 18, (21) (22) (23) (24) . The expectation for a multilevel intervention usually is that that the combined effect of the interventions used will at least be additive, which is the sum of the effects of what the interventions would have achieved separately. They also could have a synergistic effect, that is, an effect that is greater than the sum of the effects of the separate interventions. Such synergy could occur when a set of necessary but not sufficient conditions must be jointly present for change to take place or when an intervention at one level facilitates or reinforces an intervention at another level. Conversely, the synergy might be negative or subadditive. For example, if either of two interventions alone is sufficient to elicit the desired outcome, their combined effect might be less than the sum of their separate effects. Another motivation for a multilevel approach is the belief that interventions are more likely to transfer successfully to other settings if study designs help us understand contextual factors that affect implementation (25) (26) (27) .
In this chapter, we review some approaches to assessing the impact of multilevel interventions. We focus on the types of study designs and analytic strategies that can be used to control for potentially confounding factors and assess the impact of the different components of multilevel interventions.
Design Issues

Measuring Effects of Different Levels of an Intervention
A major design decision when evaluating a multilevel intervention is whether to assess only the combined impact of the multiple interventions compared with no intervention or the separate effects of interventions at different levels and possible interactive (synergistic) effects.
The simplest approach is to assess only the combined effect of a multilevel intervention on individuals ( Figure 1 ; Design 1). For example, in the Community Intervention Trial for Smoking Cessation (COMMIT) (13, 14) , one community in each of 11 matched pairs of communities received a multilevel intervention involving public education through community wide events, health-care providers, worksites, and other organizations; and support for cessation. The main outcome was smoking cessation, but there was no assessment of the contribution of each of the components of the intervention. Similarly, in a 14-community multilevel intervention (community mobilization and education, ordinance enforcement), to reduce smoking in school-age children (15) , the main outcome was adolescent smoking, but no attempt was made to assess the effect of the different intervention components. Coady et al. (19) designed and implemented a multilevel intervention (individuals, neighborhood, and community) to increase influenza vaccination areas in New York City. They also did not attempt to assess the relative or incremental contribution of the different components but only the overall impact on individuals.
Studies that assess the effect of specific components of the intervention on outcomes at the patient level ( Figure 1 ; Design 2) are uncommon. A review of 83 trials of interventions to prevent sexually transmitted diseases, (1) for example, found that with few exceptions, they focused on a single level. In addition to assessing the effects of interventions at different levels on individuals, one can assess the effect at different levels (eg, impact of an clinic intervention on clinic procedures), although studies that assess the influences within and across levels are uncommon (28) .
Both substantive and practical concerns have limited studies that have investigated such complex multilevel influences. A substantive reason may be that researchers think that only a combined intervention will have a detectable and/or important impact. We think it is more likely, however, that the main reasons why there have not been more such studies are the complexity and expense involved in developing such designs and the difficulty and expense of launching interventions in enough units so that there is adequate variation to assess more than overall effects. For example, the COMMIT study (13, 14) had only 11 intervention communities. That was sufficient to assess the intervention, but to assess the separate effect of provider education strategies, the study would have had to use a more complex design that also assigned physicians to receive the educational intervention or not. Below, we describe designs suitable to address such questions; they are considerably more complex to specify and implement than the simple design of the COMMIT study because they require researchers to implement several combinations of the two interventions. Thus, although there are no conceptual or analytic barriers to designing and analyzing the results of such studies, there are formidable practical barriers.
Measuring Outcomes at Different Levels
In addition to assessing the independent and synergistic effects of influences from different levels on individual knowledge, attitudes, and/or behavior, another way of expanding our knowledge about multilevel interventions would be to conduct research that assesses the impact of interventions on processes or outcomes at different levels (29) (Figure 1 ; Design 3). For example, in a screening promotion intervention, in addition to assessing changes in screening rates, one might measure providers' priorities for cancer screening, or system changes to facilitate screening follow-up. Modeling outcomes at different levels can contribute to understanding how the components of a multilevel intervention are related to individual patient outcomes and identifying barriers to, or facilitators of, implementation.
For example, Beresford et al. (6) used the ecological model to develop a multilevel intervention to change worksite environments and randomized 34 worksites to the intervention or comparison group. They assessed the effect of the intervention on both the worksite environment and individuals. Luepker et al. (5) conducted an intervention in four sites where they randomized 56 elementary schools to an intervention and used 40 schools as controls. They measured changes at both the school and individual levels. Similarly, Fuller et al. (20) implemented a multilevel intervention to increase access to sterile syringes among injection drug users and assessed changes by asking individuals about their approval or disapproval of drug use and the impact of the program on street-discarded syringes, crime, drug use, and the spread of HIV. They also asked pharmacists about their support for the intervention and their perceptions of its impact.
To illustrate both the challenges of conducting multilevel research and ways of addressing those challenges, we discuss a hypothetical multilevel intervention designed to reduce deaths due to colorectal cancer. Decreasing colorectal cancer deaths substantially probably will require several interventions, implemented at multiple levels in a coordinated way. Our hypothetical research team has decided that to reduce the death rate, it will be necessary to address the cancer care continuum [see box 3, (30)], including detection, diagnosis, and treatment (31) . The team has decided that it is important to understand which components are more effective and which have a synergistic effect. The main intervention components will be 1) state-wide waivers for the Medicaid and Medicare programs to increase reimbursement for screening and diagnosis; 2) a community education program to increase knowledge about colorectal screening; 3) clinic interventions to improve the efficiency and effectiveness of screening, diagnosis, and treatment (32); and 4) a physician education program to train them to identify high-risk patients.
Analytic Approaches to Assessing Multilevel Interventions Effects
A major issue for impact assessment is controlling for potentially confounding variables that can affect the internal validity of comparisons between intervention and control/comparison groups. The main ways of controlling for potential confounders are randomized experiments and quasi-experimental approaches. We briefly discuss these strategies below and illustrate how they might be used in our hypothetical example.
Randomized Experiments
In randomized experiments, one randomly assigns a subset of study units (eg, patients) to receive an intervention (eg, message about colorectal screening). In some designs, the nonintervention (control) units receive nothing, but sometimes they receive a different type of intervention (eg, message about screening with a certain emphasis or just a general health message). The main benefit of randomization is that one can increase the likelihood that individuals in the intervention and control groups will be comparable with respect to potentially confounding variables, even unmeasured ones. If part of our hypothetical intervention does not have to be the same for all the patients of the same physicians, such as an electronic message to promote colorectal screening (33-35), then it would be possible to randomize patients of the same physician, as Sequist et al. (34, 35) have done.
For the component of our hypothetical intervention that educates physicians about screening strategies, it is conceivable that one could ask them to use the protocol only with a random sample of patients, but usually that is impractical and/or it is likely that there would be cross-contamination: what the physician learned and applied with some of his/her patients would influence the care of all patients. There could be a similar issue with randomizing physicians within practices. It would be possible to randomize practices to a quality improvement initiative to improve colorectal screening, as Farmer et al. (32) , but because all physicians in a practice could be influenced by any changes in their practice, randomization of physicians within practices would not have the desired effect (36) . In such situations, it would be better to use a technique referred to as group randomization (37-39), cluster randomization (40), block randomization (8,41), or group-based designs (42) . In our example, we probably would assign all patients of a physician to the same patient intervention and all physicians in a practice to the same physician intervention. When one randomizes treatments to groups of patients who are more similar to each other than a random sample of patients, this clustering typically increases standard errors, and so a larger sample size is typically required to estimate a coefficient with a given precision than with random assignment of individuals.
Quasi-experiments
Often when an intervention is implemented at multiple levels, randomization of treatment is not desirable or possible (43). Cook and Campbell (44, 45) coined the term quasi-experiment to refer to designs that do not use randomization to create the comparisons of interest but instead use statistical techniques to account for possible threats to causal inferences such as baseline differences between treatment settings or secular trends in treatment.
In a study to improve breast cancer screening, Otero-Sabogal et al. (46) assigned two clinics to one condition (system redesign) and one clinic to a condition with an additional component (an additional tailored call). In a situation like this, not enough clinics can be randomized to make the distribution of potentially confounding variables comparable across intervention and control groups, so general linear mixed models were used to adjust for potential confounders when assessing the impact of the interventions. In a national study of an initiative to improve the quality of HIV care, it was not possible to randomize practices because the funding agency was not willing to allocate intervention funds that way (47) . One of the main ways of controlling for confounding factors, which was used in both of these studies, is to include a variable representing those factors as covariates in a regression model predicting the outcome.
Another strategy for controlling for such variables when one can only use a limited number of comparison groups is to select comparison groups that are similar to the intervention groups to reduce the potential effect of confounding variables (45) . By matching intervention and control/comparison units with similar values on potentially confounding variable(s), one can make the study groups similar with respect to the distributions of those variables. For example, in the national program to improve the quality of HIV care mentioned above, in which randomization was not possible, the investigators matched intervention and control clinics on the type of site (community health center, community-based organization, health department, hospital, or university medical center), location (rural, urban), number of locations delivering care, region, and number of active HIV cases (47) .
Propensity score analysis is an alternative method of controlling analytically for potential confounding variables (48) by balancing the distributions of these variables in two or more groups. The propensity score is the probability of being treated conditional on the values of covariates. It can be estimated by fitting a logistic or probit regression or discriminant model in which treatment received is the dependent variable and the potential confounding variables are predictors and estimating for each individual or entity the probability of being in the treatment group. One can then use these probabilities to match subjects/entities, stratify them, use the scores in regression models (49) , or to weight the data. Each of these methods serves the objective of manipulating the data to simulate treatment and control groups that have equivalent distributions of observed covariates, which therefore no longer confound the comparisons. An advantage of propensity score methods over regression adjustment is that the propensity score model is initially developed without reference to the outcome, so complex models can be selected while avoiding the risk of intentionally or unconsciously dredging the data to produce a desired inference (49) .
Another approach to controlling for differences between intervention and comparison groups is instrumental variable analyses. An instrument is a variable that is not directly related to the outcome under study but is predictive of the intervention. In our example, assume that we want to assess the effect of attending a clinic that promotes colorectal screening and that the probability of attending such a clinic is strongly related to the distance of a patient from such a facility. Also assume that patients close to and far from such a facility are otherwise similar. Then distance could be used as an instrument. One can think of the instrument (distance) as the experimental assignment and use that variable to assess the effect of attending a clinic that promotes screening (50, 51 ). An advantage of instrumental variable analysis, compared with other strategies discussed above, is that it has the potential of controlling for unmeasured differences between intervention and comparison individuals or unity.
A common barrier to randomization is the desire to prioritize services to those most in need. A regression discontinuity design can take advantage of the relationship between a measure of need and the dependent variable of interest (45) . In this approach, only units (eg, patients, clinics, areas) whose need score exceeds a cutoff value are assigned to the intervention condition. The analysis tests whether the relationship of score to outcome has a jump at the somewhat arbitrary point at which units are switched from control to intervention. Shadish et al. (45) describe the use of this design by researchers interested in how the introduction of Medicaid affected physician visits (52) .
For our example, given known disparities in colorectal cancer screening rates, one could focus services on individuals who would benefit most from a program, such as patients with a familial history of colorectal cancer, and assign patients whose risk scores were above a preestablished level to an intervention (eg, special physician information session). The key to making valid inferences is that the assignment is based on a predetermined rule rather than being left to clinician discretion, which might introduce unknown confounders.
Intervention Design
In multilevel interventions, the appropriate design depends on the effects one wants to estimate. In our example, if one wanted to test the additive and synergistic effects on colorectal screening rates of a multilevel intervention that consists of the four components described above, then there would be a total of 16 conditions (2 × 2 × 2 × 2) necessary. If all of these conditions are represented and all treatments are assigned at the community level, this would constitute a full factorial design (41) . Although such designs are extremely informative, they also are complicated to implement, and more important, may require an impractically large number of units to fill all the cells of the design, in this case, 16 randomized communities even without any replication within cells of the design.
When the interventions can be assigned at different levels, more efficient designs become possible. For example, in our hypothetical example, the state-wide intervention (the waiver) would necessarily be applied at the state level, the community education intervention would be randomly assigned to communities within the state, and the clinic interventions would be randomly assigned to clinics within the participating communities. Such a nested, or split-plot, design (so called from its origins in agricultural experimentation) greatly reduces the number of units required at the higher levels of a multilevel structure while still making it possible to estimate interactions among the multilevel intervention components and to have a large number of randomized units at the lower levels. Furthermore, randomizing lower-level interventions within higher-level units can improve the precision of comparisons. If clinics were randomized to the clinic intervention within each community, estimates of the intervention effect would be more precise than if the intervention were assigned at the community level, so effects were subject to confounding by community characteristics.
In such a design, it is necessary to ensure that the interventions only affect the units to which they are assigned; if clinics that received the intervention shared the information with other clinics in the same community, this "contamination" would bias (likely attenuate) estimates of the effect of that intervention. For similar reasons, in a study of promotion of colorectal cancer screening, a patient reminder letter was randomized at the patient level on the assumption that communication among patients at the same clinic was minimal, but a physician reminder through the electronic medical record was randomized at the physician level because receiving reminders for some patients might influence the physician's treatment of his or her other patients (34) .
To simplify the design, one can then consider which effects and interactions are most important to estimate. One then could evaluate the feasibility and cost of different designs that allow testing of those effects (41, 53) . Some interactions might not be worth testing because the components involved are clearly dependent in one another. For example, in our hypothetical colorectal screening example, one might decide that it is impractical or too expensive to study the effects of the physician and clinic interventions in a control community without a waiver program because the needed services would be financially inaccessible and just test the separate and interactive effects of a physician education program and clinic interventions in the waiver state.
Instead of conducting a full study of the non-waiver state, it might be possible to use externally collected data, such as those from the National Health Interview Survey or the National Health and Nutrition Examination Survey, to assess health behaviors and compare them to similar states without a waiver. One would select a matched state; that is, one that is similar to the intervention state on major potentially confounding factors. In the intervention state, one might assign practices to a physician-only intervention or a physician-plus-healthy-system intervention. One might try to imbed those practices in communities with or without a community intervention.
These design principles are illustrated by the program of the HIV Prevention Trials Network (HPTN) (http://www. hptn.org/research_studies.asp) to assess the feasibility of a multilevel intervention to increase HIV screening and linkage to care in the Bronx and Washington, DC. This quasi-experiment uses comparable surveillance data from these areas. Each of the intervention communities will have programs to increase social mobilization, with targeted messaging to promote testing, and implementation of the universal offer of HIV testing in emergency departments and during hospital inpatient admissions. Within each community, sites will be randomized to test the effectiveness of a financial incentive. At the individual level, study participants will be randomized to test computer augmented care.
Temporal Comparisons
Another strategy for assessing the impact of an intervention is to make use of changes in temporal trends (54) . Shadish et al. [(45) , page 171] argue that the interrupted time series design is one of the most effective and powerful of all quasi-experimental designs. In this design, one collects data on the same variable over time and assesses the extent to which the value of the variable, or the slope of change over time, is related to the intervention. This approach is particularly powerful if one can compare the time series of those who are and are not exposed to an intervention. For example, Price et al. (55) In our example, we could track changes in colorectal screening rates before and after a community education campaign and assess whether the changes among patients attending intervention clinics are similar to, or different from, changes among those in comparison clinics. When there are not enough observations to model time series effects, investigators can still make a number of measurements before the intervention to establish a baseline for the assessment (58) . One can then intervene with a subset of participants. For example, if there were a small number of clinics, one could make multiple measurements and then intervene with one clinic at a time and continue measurements. Murray et al. (54) review several uses of multiple baseline designs in oncology. O'Connell and McCoach (59) also provide an accessible summary of the different analytic methods that can be used for such comparisons.
Measurement Considerations
Other treatments of multilevel intervention research address measurement issues (28, 60) , but when assessing predictors or changes at different levels, measurement becomes much more complex than if there is only a single intervention at one level, no assessment of intervening variables, and only patient-level outcomes (61) . In our example, if one is interested in the impact of a clinic-level intervention on provider knowledge, and whether clinic changes and provider knowledge are related to screening use, then multiple levels of measurement are necessary. One might, for example, ask physicians about both changes in clinic policies, to be used as a clinic-level variable, and their own knowledge to use as a physician-level variable. Similarly, one might use patient reports as a patient-level variable (eg, knowledge) or aggregate responses to form a cliniclevel measure (eg, use of screening messages). In such situations, it is important to assess reliability of measurements at higher levels, as well as individual-level assessments (62) .
Analytic Issues
Before choosing an analytic model, it is important to consider the relationships between different levels. Relationships can be many to one; for example, every patient sees only one physician in a study; that is, patients are nested within physicians. If units at different levels are nested in the higher level in many-to-one relationships (eg, each patient sees only one of the physicians, each physician is associated with only one of the study clinics), the data are hierarchical. However, the relationships among levels can be more complicated because patients have multiple physicians or physicians contract with multiple health plans.
Hierarchical multilevel data can be analyzed in models that simultaneously assess the effects of variables at different levels and the influence of variables across levels (63) . Hierarchical linear models or mixed models (59, 63) can simultaneously examine effects of individual-and group-level variables and their interactions on an individual-level outcome. They also can model temporal effects (eg, overall trends and differential trends in intervention and control groups) (7, 15, 59) . Hierarchical linear models are typically used with continuous outcomes. More generalized hierarchical approaches include logistic and Cox proportional hazard models (64) , but the coefficients in those nonlinear models can be difficult to interpret when random effects are present.
Hierarchical linear models can estimate temporal effects even when some data are missing and/or the time of the observations varies across individuals (59) . Furthermore, the correlated errors and within-group homogeneity characteristic of most grouped data can be appropriately modeled to obtain correct standard error estimates and inferences. Such models can estimate the net effect, the additive effects at each level, and even interaction effects (the extent to which a predictor at one level affects the association at another level). They also allow one to estimate the relative amounts of unexplained variation due to different levels (eg, patient, clinic, community). Other extensions of these models can accommodate nonhierarchical data structures, such as when patients are cross classified (eg, hospital by primary care physician) with full or partial completion of the cells or even when each patients receives a portion of his or her care from each of several physicians (65, 66) .
Some simpler models for such data have important disadvantages. If one treats patients as the units of observation, assigning them the characteristics of a higher level (eg, the knowledge score of their physician), one often can correctly estimate the association between the physician characteristic and individual-level outcome, but this approach usually incorrectly estimates the precision of the coefficient estimate unless variance estimation methods are used that account for the clustering (63) . Individual-level data can be aggregated and the analysis conducted at the group level (42) . This approach, referred to as ecological regression, has several important drawbacks (36, 42, 63) . One loses information about individual variability, decreases substantially the number of observations, and the associations at the group level may indicate different associations than are present at the individual level (42, 67) .
Future Directions
Some researchers have concluded that substantial and sustained impact can only be achieved with multilevel interventions. However, there is very little data supporting this belief. Thus, it is incumbent upon those arguing for this approach to conduct multilevel research that explicates the contributions that interventions at different levels make to the desired outcomes. Only then will we know whether and to what extent multilevel interventions are better than more focused interventions.
Multilevel interventions are more expensive and complicated to implement than are single-level interventions. Methods for analyzing multilevel data and associations are well developed, but designing a study that will allow the investigator to estimate the effects of interventions at different levels and the interaction of effects is complicated. Furthermore, there are many statistical challenges for such designs. For example, without knowing how the primary outcome and predictor variables vary within and between different units at different level, it is difficult to determine the sample sizes needed. Although issues related to cost-effectiveness are beyond the scope of this chapter, it also will be important to understand the cost and benefit of different intervention components to make a convincing case that they should be used. That will require creative designs, appropriate funding, and sophisticated analyses that account for the complex structure of such data. If we address those challenges, however, we are likely to gain greater insights into the kinds of interventions that can be implemented effectively and efficiently to improve health and health care for individuals with cancer.
