services to the cloud may seem to be a cost-effective choice. However, operating cloud-based TCSs across the Internet does face a number of challenges including availability, quality of service (QoS), performance and security issues. This research examines the feasibility for creation of a usable model to enable assessment of the design and implementation of TCSs in relation to both time-critical performance and appropriate security levels as TCSs are migrated to a public cloud environment. A realworld case study of a company operating a TCS, which is recently scheduled for movement to a public cloud, is used to enable assessment of a simulation system using OPNET. The simulation results show 1) that the performance of a cloud-based TCS may be inferior to traditional circuit-switched and leasedline-based TCSs, where equivalent services requirements and costs are involved; and 2) a methodology relevant to how to best manage and control a cloud-based TCS to realize true benefit while maintaining required level of QoS, performance and overall security is possible.
INTRODUCTION
To take the advantage of the economics of cloud computing, many systems and services are moving to the cloud, including the trading communication system (TCS). Can the cloud-based TCS still meet the necessary quality, performance, security and legal requirements? The purpose of this paper is to investigate the feasibility for operating the TCS in the cloud, while still maintaining quality, performance and security requirement. This paper also recommends a pertinent solution to management of the cloud-based TCS, while still meeting voice quality, performance and security requirements, as moving a TCS to the cloud is considered inevitable.
A TCS, a special-purpose telephone communication system, is generally designed for the needs of financial traders and used at the trading desk. The workstation of the TCS (also known as the "trading turret") enables the user to push a button to access pre-programmed point-to-point telephone lines (also known as "open-lines"). Owing to time-sensitivity and security requirements, traditional TCS is installed and runs on the premises, relies on circuit-switched technology and multiple leased telephone lines for private bidirectional and symmetric telecommunications between traders and brokers.
To achieve high level of service availability, redundancy and reliability, the traditional TCS requires a large number of leased telephone lines to process multiple, simultaneous calls. As such, a traditional TCS tends to have issues such as inflexibility, scalability at a relatively high cost against equivalent services available via other techniques, such as cloud usage for unified communications.
Cloud computing adoption allows communication mobility, cost reduction, flexibility to enable dynamic management of resources towards a "pay as you go "model. It also provides for TCS delivery to upscale/downscale easily. Moving TCS services to the cloud may seem to be a cost-effective action. However, operating a cloud-based TCS across the Internet does encounter a number of challenges including quality of service (QoS), performance and security issues. In addition, loss of availability to a cloud-based TCS normally involves invocation of appropriate, pre-existing contractual arrangements, which may have both financial and performance consequences. In this research we consider use of a public cloud with a fully hosted and managed operating model. This model has many benefits including pay-as-you-go scalability, cost effectiveness and increased reliability.
The movement of a TCS into a cloud environment is relatively new, while at the same time trust in the security of cloud systems has been a topic of considerable debate. The research questions investigated and reported upon in this paper may be stated as follows:
• Can QoS, performance and security requirements of TCSs for critical infrastructure services be adequately provided for in a cloud-based environment?
• Are cloud-based TCSs at sufficient trust level to guarantee TCS security objectives, particularly to meet QoS, performance and security requirements? If not, how can they be enhanced to provide such necessities?
II. RELATED WORK On-premises based deployment of a TCS solution has been going on for many years. However, the movement of a TCS to the cloud has only recently started to evolve. The TCS cloud movements so far have not given core/critical infrastructure sectors, such as the energy sector, the assurance needed to migrate their on-premises TCS solution to a cloud hosted TCS due to concerns for security, performance and the legal requirement of the system. One of the authors of this paper is working with Australia's Telstra Corporation Limited (Telstra) towards hosting a TCS in the cloud for one of the energy sector enterprises in Brisbane, Queensland, Australia. If this project is successful it will be the first known TCS to be hosted in the cloud. As such, this research is based on the real-world deployment of an operational TCS in the cloud.
Most TCSs deployed on-premises are traditionally based on circuit-switched and leased-line TCS architectures. Due to the gradual advancement of the Internet and related cost efficiency, the move of TCSs to an IP-based solution, with Session Initiation Protocol (SIP) connectivity, becomes crucial. The evolution of this IP-based TCS solution advances the case for hosting of a TCS in the cloud. However, core requirement of the TCS, such as security, performance and legal requirements have not been intensively investigated, if the requirements for TCS can be met in that movement to the cloud. Rehor et al. [14] discuss the regulatory and compliance requirement of a TCS by specifying SIP-based media recording. They further discuss the security requirements for both the signalling scheme and recorded data for authentication and protection from eavesdropping. The authors' main focus in this research is to further elucidate the understanding of how critical the TCS system is in meeting the security and legal demand at alltime. Many businesses are legally required to monitor client interactions as a means of managing risk and liability. Businesses must adhere to standards set by private companies and self-regulatory groups that monitor the protection of personal data through the regulatory compliance for call recording requirements of the TCS. Numerous studies [1] , [10] [11] [12] [13] , [15] [16] [17] discussed on-premises TCSs and conventional telephony systems that have the ability to converge timedivision multiplexing (TDM) and IP-based communication systems which are believed to be more secure, with improved performance, than the cloud-hosted TCS.
With the advent of VoIP some businesses have already started to move from fixed on-premises based dedicated voice communications trading resources to a more virtualized and remotely accessible trading environment across multiple sites. Penton and Terzoli [1] discussed an open source private automatic branch exchange (PABX) emulator for Internet usage, "Asterisk". One of its functions is to offer a converged circuit-switched and packet-based communications system. Such systems can also be hosted in the cloud to offer hosted voice-over-IP (VoIP) services. However, in the case of a TCSbased circuit-switched architecture the movement to another technology is not possible [10] . This is due to the special requirements of a TCS different to those normally offered via VoIP.
Bakshi et al. [15] demonstrated a software-based turret system by constructing a dual communication network whereby turret switching system is constructed to communicate to a web server, a trading turret device, and a remote communications device via the first communication network. A web server uses the second communication network to communicate to the remote client device. The client has been constructed to control the switching across the lines and to communicate to TCS over the secondary communication network. The core focus of their study comes from an engineering perspective for the need to demonstrate the feasibility of a software-based trading turret. However, as this study may lead into cloud deployment the consideration of the core requirements of a TCS in relation to the overall softwarebased turret solution is vital. A software-based turret is a step forward in studying the movement of a TCS to the cloud. However, we believe that those core requirements should be embedded into the software-based turret innovation and studied thoroughly.
Our literature review mainly targeted publications in the area of cloud based trading voice systems and aimed at further review to determine, if core requirements of a TCS have been investigated. At the time of writing this paper we have found no relevant publications that study the feasibility of a cloud based TCS solution.
III. TCS REQUIREMENT

A. QoS Requirement
Real-time communication systems such as TCS should provide network services that meet the needs of user applications such as service reliability and Quality-of-Service (QoS) guarantees [4] [5] . Different real-time services usually require different QoS deliveries. QoS contractual arrangements have the ability to provide a performance guarantee on the network for services like TCS [6] . By using QoS mechanisms, performance can be assured so that TCS resources are effectively and efficiently managed. In particular for deployment of a TCS in the cloud the provision of QoS is crucial to ensure that high performance is guaranteed. The ITU Telecommunication Standardization Sector (ITU-T) G.114 [9] recommends that a set of QoS requirements for a real-time communications system be satisfied for the voice services to be of a high quality. The QoS requirements are show in TABLE I. Latency is a measure of the delay in a call. We measure both the round-trip delay between when the voice traffic leaves the trader (a trader who makes a call) and when a response is returned from the broker (a person who is called by a trader), and the one-way delay between when a trader has spoken and when it is heard by the broker. Round-trip latency can be used for the calculation of the mean opinion score (MOS) value. Jitter refers to how variable latency occurs in a network. High jitter, greater than approximately 30 ms, can result in both increased latency and packet loss.
The actual bandwidth requirement will depend on the type of codec employed on the TCS. Legacy voice end devices use G.711 or G.729b (compressed) [8] . However, in the case of TCS voice, it is highly recommended to use G.711 for quality of the call as G.729b compression may add delay to the audio and reduces audio quality (TABLE II) . In the case of the remote or branch office, where there is bandwidth limitation, a G.729b codec may be implemented provided the QoS requirement above is met. Header information adds 16kbps to the bandwidth requirement for voice over IP. For example, if a 64kbps algorithm such as G.711 is used for TCS, the total network bandwidth required to transmit each voice channel would be 80kbps.
B. Security Requirement
The traders establish policies and procedures to maximize the protection of confidential, market-sensitive information. Reducing the risk of leaks of information promotes and preserves market integrity. TCS on TDM architecture (deployed on-premise) is highly secure. The deployment of TCS voice in the cloud also requires the implementation of security to protect the system from potential attacks such as denial of service attacks, call spoofing or eavesdropping [7] . If TCS is compromised, trade holds can lead to great financial loss and may cause high risk of a financial penalty to the business for non-compliance with the financial market rules of operating with agreed service provision. In this research we employ different levels of security mechanisms, high, medium and low security, to analyze the impact of security implementation on overall TCS cloud performance.
While the benefits of deploying end-to-end Virtual Private Network over Internet Protocol Security (IPsec-based VPNs) between the traders and brokers solve network security problems this research analyzes the communication overheads that this security mechanism introduces to the overall TCS performance.
An IPSec-based VPN offers a myriad of flexible options when it comes to securing a VoIP network. It also provides confidentiality and authentication security services. In our simulation, an IPSec-based VPN allows the configuration of security service to provide confidentiality and authentication. For this reason it has been chosen as a security protocol for our TCS model.
The security policy has been configured at the trader and broker host levels and security services are applied to the SIP signaling and media stream (TABLE III) . The applied IPSecbased VPN is based on the Advanced Encryption Standard (AES) with 128, 192 and 256 bit key sizes for data encryption and SHA (Secure Hash Algorithm 1) and SHA256 for authentication. In the OPNET Modeler the available hash functions are SHA1 and SHA256, as such we have used these block sizes for our practical implementation and analysis. 
IV. EVALUATION
To verify the feasibility of the design we setup a test bed using OPNET simulation tool, Riverbed Modeler 18.6. OPNET Modeler, a software tool for computer network modeling and simulation, has been used by numerous studies [18] [19] [20] 
This is going to be the first trading turret cloud deployment in Australia. This research, based on this industry experience, plays a key role in investigating the performance and security requirement of TCS in the cloud.
This research considers to host a public cloud environment with the backend TCS equipment installed at the cloud service provider's data centre. This will include Internet service to connect between the data centre and the trading floor (head office and remote site). Figure 1 shows the network topology used for simulation. We model the deployment of TCS in the cloud where Sydney and Singapore are the primary and secondary cloud locations. The client is located in Brisbane, Australia. The network consists of TCS phones (trading turret phones) connected to the Internet by routers which act as trading gateways. The TCS phones are all registered to the cloud TCS server through the global SIP connect protocol. The links of the gateway routers of TCS cloud, head office and broker to the Internet are E1 level with link speed of 2.048 Mbps. The links used between the TCS trading phones to the switch are 1000 Base-x. For the remote site we used a DS1 link to connect to the Internet with link speed of 1.544 Mbps. The Servers at the TCS cloud locations are connected to the switch using an Ethernet 10 Gbps link. An IPSec tunnel with different AES/SHA encryption has also been setup to demonstrate the different levels of security. The codec we used is a G.711 codec (without compression).
The research concept is to configure the network with defined parameters, as it is deployed in the real world, and run the simulation. The voice biometric server (also deployed as software) enables secure biometric authentication using a person's voice. Biometric authentication is capable of supplementing network access authentication via spoken phrase or by swiping a fingerprint against a reader to gain access. This verifies the identity of a trader on a daily basis during interactions with the brokers. The voice recording server, integrated with the TCS server, captures and archives all trade communications with the ability to access information easily in response to compliance queries in a timely manner. Our modeling is based on OPNET Riverbed Modeler, as shown in Figures 2 and 3 . In our simulation we used SIP as a communication protocol for signalling and controlling of trading voice communication. The SIP server is located in the TCS cloud.
V. SIMULATION RESULTS AND ANALYSIS
Our objective is to assess the simulation results and determine, if adding security considerations has any impact on the TCS cloud trading voice system. We apply an IPSec-based VPN with different sets of AES and SHA encryption bit sizes with low, medium and high levels of security (TABLE III) . This simulation considers jitter, end-to-end delay, packet loss, and MOS value as the main performance evaluation parameters.
One of the significant factors that can affect the QoS for TCS in the cloud is the Internet bandwidth and latency. Based on iterative experimental trials of our proposed model, we set a threshold acceptable Internet latency of 10ms or less. If Internet performance metrics increase beyond the threshold allowed in this model this will have a negative impact on the overall performance of TCS in the cloud. Figure 4 shows the average voice jitter comparison using different levels of security for the head office. The variation of the jitter value is minimal and approximately constant throughout the duration of the simulation. The results indicate that whether we apply low, medium or high security to our TCS model the jitter value falls into the ideal calculated category of less than 30ms.
A. Head Office Simulation Result
1) Jitter
The result below is the total amount of jitter introduced across all TCS network segments. If jitter goes beyond 30ms these network segments can act as a bottleneck for trader voice traffic. Negative jitter indicates that the time difference between the voice packets at the destination node was less than that at the source node. This mainly occurs when the call initiates and starts to stabilize. This result clearly indicates that the overall jitter value is ideal and reflects that the designed system is stable under this circumstance. The higher bandwidth can affect positively on the end-to-end delay, but not necessarily lead to reduced jitter value.
2) Latency
The next parameter considered is packet end-to-end delay (latency). The simulated value for the trading voice packet endto-end delay (one-way), as shown in Figure 5 , is between 0.11 and 0.13 sec. Figure 5 shows that if a high security level is applied to the TCS model the one-way delay time for the packet to transit from origin (trader) to destination (broker) takes around 130 ms, which falls under the recommended one-way delay time of 150ms or less. In the case of medium and low security levels it takes 120ms and 110ms respectively. The obtained latency results are summarized in TABLE IV. 
3) Packet Loss
Packet loss occurs when one or more voice packets fail to arrive to the destination and is calculated as:
Packet Loss = 100 x (1-packets seen / packets expected), where packets expected = highest RTP (Real-time transport protocol) sequence number -lowest RTP sequence number +1.
From our experiments, the highest packet loss experienced was in the case of the high secure trading voice traffic and was 0.008%. This result falls well under the recommended packet loss of less than 1% as shown in Figure 6 . TABLE V summarizes the result obtained for different levels of security. 
4) Mean Opinion Score (MOS)
The third parameter considered was Mean Opinion Score (MOS). MOS gives us a numerical indication of the perceived quality of the trading voice traffic received after being transmitted and eventually compressed using G.711 codec. As shown in Figure 7 the maximum observed values of MOS for trading voice traffic is in the range of 3.9 and 4.3. Both low and medium secure trading voice traffic scored MOS values of above 4. The score of 4 and above is considered to be good voice quality. However, the high secure trading voice traffic scored a slightly lower MOS value of 3.88 to 3.94. Traders rely on high voice quality due to timely communication with the brokers and the MOS result of high security may not be acceptable. However, considering the score value of jitter and end-to-end packet delay fall within the recommended value, our future work will look on investigating the user experience in a real world scenario. A major observation is that the average MOS decreases with increase of the security level. The x-axis and y-axis in Figure 7 represents the MOS value and average time in second. 
1) Jitter
Previous reported results in head office shows jitter of maximum 0.00010ms. We observed from Figure 8 that the remote site recorded a jitter of 0.0020ms. Both the head office and remote site jitter value fall well under the recommended value of less than 30ms. The low jitter in high, medium and low secure trading voice traffic indicates trading voice packets are sent in a continuous stream with packets spaced evenly apart with no network congestion, improper queuing or configuration error. 
2) Latency
At the head office, the highest one-way end-to-end packet delay time we observed for high secure trading voice traffic was 130ms. However, in the case of the remote site the high secure trading voice recorded a one-way end-to-end packet delay time of 180ms (Figure 9 ), which is higher than the recommended value of 150ms or less. Real-time voice like the trading voice is delay sensitive. Once the one-way delay exceeds 150ms it becomes relatively difficult for the traders and brokers in a conversation to tell when either of the party has finished speaking and this makes it hard for the parties to effectively communicate. The one-way delay time of low and medium secure voice traffic in remote office is 140ms and 150ms. This falls under the recommended one-way end-to-end delay time. 
3) Packet Loss
The highest packet loss experienced in the remote office was in the case of the high secure trading voice traffic of 0.0068% (Figure 10 ). This result falls well under the recommended packet loss of less than 1%. TABLE VII summarizes the result obtained for different levels of security. 
4) 4) Mean Opinion Score (MOS)
The next parameter considered for the remote site is mean opinion score (MOS). As shown in Figure 11 only the low secure traffic voice scored a MOS of 4. The MOS score of medium secure voice traffic falls slightly under 4 and it is difficult to categorize it with poor voice quality given it has scored a recommended value of jitter and end-to-end packet delay. In this situation a user experience should be evaluated in a real-world implementation, which our future work focuses upon. This paper evaluated TCS cloud voice performance using a TCS model in the cloud to demonstrate if cloud is readily able to host trading voice service in delivering performance and security balanced. To compare trading voice quality of different security configurations, jitter, latency, packet loss and MOS were used as the main metrics. The evaluation of our experimental results demonstrated that high secure configuration in head office maintained good trading voice quality. However, in the case of a remote site a medium secure configuration was only able to maintain good voice quality. The high secure configuration in the remote office was unable to maintain good trading voice quality due to a high latency and low MOS. This research has enabled the creation of major recommendations in relation to performance and security of TCS cloud systems. However, it is anticipated that with increased emphasis on reliability and security further recommendations need to be made and this will be an expected outcome from the anticipated future research in this area.
The research contribution is composed of: a) Identification and descriptions of TCS performance parameters to provide a realistic cloud-based TCS model. b) Assessment of how TCS performance and security parameters interact to affect cloud-based TCS deployment.
c) The integration of performance and security requirements for the cloud-based TCS environment, where a balance between high performance requirements and overall security can be maintained.
Given the business imperative of movement to mobile trading facilities, the proposed model will enable assessment of any QoS impacts resulting from that movement.
One of the immediate future work efforts is the extension of this research to include the performance of trading voice for mobile traders that use 4G, ADSL, NBN (the Australian national broadband network) and wireless broadband to investigate the feasibility of this model for mobile (telecommuting) traders. In particular, future research of necessity involves analysis of the performance and security parameters inherit in likely regulatory and legal requirements at national levels. Future research will also examine best approaches to handling both minor and major outages in a cloud based TCS.
