General forms of the Kähler and superpotenials that lead to consistent low energy broken Supersymmetry originating from N = 1 Supergravity have been classified and used for model building since more than three decades. We point out the incompleteness of this classification. Focusing in this paper mainly on the case of minimal Kähler potential, we adopt a rigorous approach that retrieves on the one hand the known forms, and demonstrate on the other hand the existence of a whole set of new forms for the superpotential of which we give a complete classification. The latter forms involve a new type of chiral superfields having the unusual property of belonging neither to the hidden sector nor to the conventional observable sector. We argue how new possibilities for model building can arise, comparing the obtained forms with the conventional ones, and discuss the gravity mediation of supersymmetry breaking and the vacuum structure in the presence of the new type of chiral superfields. In the simplest case, we characterize the masses and couplings of the scalar components to the hidden and observable sectors and discuss briefly the physical role they could play.
I. INTRODUCTION
The experimental discovery of the H-boson at the Large Hadron Collider by the ATLAS [1] and CMS [2] collaborations has completed the building blocks of the standard model (SM) of particle physics. This great experimental success of the SM, the properties of the H-boson having so far proven to be very close to the those of the SM Higgs [3] [4] [5] [6] , has been accompanied by a forewarning regarding the search for new physics beyond the SM which remains for the time being elusive. In particular the absence of direct experimental signals of low energy broken supersymmetry (SUSY) may ultimately question, if not its existence, at least the way this symmetry is realized in Nature. Given the theoretical motivations for SUSY, it is of paramount importance to constantly verify the degree of universality on which the low energy models are based since the latter condition the interpretation of the data. Among the various ways to communicate SUSY breaking to the low energy sector, the mediation through gravitational interactions [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] in the context of Supergravity, is probably one of the most appealing scenarios as it provides a unique framework encompassing the four fundamental interactions.
In this paper we reconsider the formal consequences of the general requirement any supersymmetric extension of the SM, viewed as an effective low energy remnant of Supergravity, should satisfy. We revisit the approach of Soni and Weldon in [17] and show that this general requirement allows for much richer structures consistent with low energy physics than previously established. We provide rigorous proofs that allow a complete classification of these structures for the superpotential in the case of canonical Kähler potential, and give a few illustrative examples in the case of the general Kähler potential as well. We then discuss on general grounds the possible physical relevance of the novel forms and their associated fields.
The paper is organized as follows: in section II A we recall the general setting of N = 1 Supergravity. A summary of the main ingredients of the approach of Ref. [17] is given in section II B, as well as a reminder of the general requirement for the consistency of any low energy visible sector of (broken) supersymmetry. Section III A is devoted to the main results of the paper: we describe our approach and argue why the results of [17] cannot encompass all possible forms of the Kähler potential and superpotential that comply with this requirement. We then give, in the case of the flat Kähler metric, the complete classification of the general forms of the superpotential of N = 1 Supergravity consistent with low energy physics, yielding not only the conventional ones of [17] , but also a whole class of new solutions. Complete details of the rigorous proof of this classification are relegated to appendices A and B 1. A comparison between the features of the new and conventional forms is addressed in section III B. In section III C and appendix B 2 we exhibit and discuss briefly examples of new solutions in the more involved general Kähler case. A qualitative discussion of the possible implications of the new forms for model building is given in section IV A, and a comparison between the conventional and new forms regarding the aspects of gravity mediation of SUSY breaking is carried out in section IV B in the case of the flat Kähler metric. Section IV C is devoted to an analysis of the simplest new form of the superpotential. There we study the vacuum structure, characterize the masses and couplings of the new fields to the hidden and observable sectors and discuss briefly the physical role they could play. We conclude in section V.
II. N = 1 SUPERGRAVITY, A QUICK REMINDER
To set the stage we recall first the main ingredients of N = 1 Supergravity theory and the way it can encompass consistently the low energy models with broken global supersymmetry. This also serves to define the notations.
A. The general setting
Consider an N = 1 Supergravity theory with k+ℓ chiral superfields whose scalar field components will be generically denoted by Z I , I = 1, · · · , k + ℓ.
[Throughout the paper we use the following convention: Z denotes the full set of Z I fields, Z † denotes the full set of their complex conjugates Z I * , and complex conjugation of a function of these fields is denoted by a bar.] Introducing the Kähler potential K(Z, Z † ) and superpotential W (Z), the F -term contribution to the scalar potential takes the form
pℓ 
and
is the Kähler metric, K
IJ * its inverse, and m pℓ denotes the reduced Planck mass. We also recall for later reference the alternative form (2.7)
The gauge sector contributions to the potential
where D α denote all the D−terms corresponding to the gauge interactions, f αβ a general gauge kinetic function and (Ref )
αβ the inverse of its real part as well as all the remaining parts of the Supergravity Lagrangian, including the gauge sector, the superpotential and Kähler geometry dependent scalar-fermion interactions, (see for instance [20] ), are not directly relevant to our analysis.
The general setting assumes two distinct sectors: -an observable sector describing the Minimal Supersymmetric Standard Model (MSSM) or any of its extensions including possibly a Grand Unified sector -a hidden sector in which local SUSY is assumed to be broken. The notions of visible and hidden sectors are used loosely here. Their physical justification will be made clear in the next section. The chiral superfields split accordingly into k chiral superfields in the observable sector with scalar components denoted by Φ a = (Φ 1 , · · · , Φ k ), and ℓ chiral superfields in the hidden sector with scalar components denoted by ζ i = (ζ 1 , · · · , ζ ℓ ). The spontaneous breaking of local SUSY occurs when (a combination of) the ζ i fields develop a vacuum expectation value (VEV) so as to yield a nonvanishing gravitino mass while keeping the graviton massless. The gravitational interactions communicate then SUSY breaking to the visible sector through the generation of soft-SUSY breaking terms triggered by m 3/2 [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
B. The Soni-Weldon approach
It is important to stress that there is in general no guarantee that the above scenario of mediation of SUSY breaking from the hidden sector to the visible sector through gravitational interactions, would not lead to inconsistencies at low energy. Since Supergravity is non-renormalizable and should thus be viewed as an effective description of yet another layer of a more fundamental theory, the Kähler potential and superpotential can a priori be arbitrary functions of the fields and contain arbitrary powers of the Planck mass m pℓ . Moreover, one expects generically some of the VEVs developed by (some of) the Z I fields to be of order m pℓ . But other Z I fields should develop much smaller VEVs so as to set off the electroweak scale and possibly other intermediate scales corresponding to extensions of the SM. Assuming that the potential V F + V D , Eqs. (2.1, 2.8), has been tailored one way or the other to fit a minimum with such a configuration that involves very different mass scales, one still needs to impose further constraints 1 : at low energies, that is close to the minimum of the potential, only the Z I fields with small (or vanishing) VEVs are excited, the other ones being essentially frozen at their O(m pℓ ) values. As a consequence, generic forms of the Kähler and superpotential (that can a priori contain arbitrary powers of m pℓ ) would lead to an effective low energy potential, involving only the fields with small (or vanishing) VEVs, that is plagued with operators that are either inconsistent with the form of a global supersymmetric theory at low energy (whether spontaneously broken or not) or leading to huge couplings due to the presence of positive powers of ratios of the Planck mass to other low scales. This can be easily seen from the structure of Eq.(2.1) in the flat space limit m pℓ → ∞, if K m pℓ and W m pℓ , (where m pℓ indicates that the frozen fields are only those having O(m pℓ ) VEVs) grow too quickly with m pℓ . Some types of operators should thus be forbidden or Planck suppressed in order to retrieve the low energy minimal supersymmetric SM or any of its extensions. This entails specific forms of the Kähler potential and superpotential that do not give rise to such operators or have them suppressed by negative powers of m pℓ , which was indeed the case for the special forms chosen in the pioneering works of gravity mediation [7, 8] and [14] . More generally this consistency requirement on the Supergravity theory can be rephrased as follows:
in the formal limit m pℓ → ∞ all visible sector fields should drop out of the Lagrangian.
(2.10)
From now on we focus on the potential part of the Lagrangian. Note that (2.10) implies automatically that the Z I fields with O(m pℓ ) VEVs should themselves have, at low energy, Planck suppressed couplings to the other fields; indeed if the unwanted operators are absent or Planck suppressed when Z I = Z I m pℓ = O(m pℓ ), they obviously remain so by continuity when Z I is allowed to vary slightly around its VEV value. It thus appears natural in retrospect to distinguish, as done in the previous section, the notion of hidden sector fields ζ i as having O(m pℓ ) VEVs and suppressed couplings to an observable sector fields Φ a that have small or vanishing VEVs.
We move now to the classification carried out by Soni and Weldon (SW) [17] of the most general forms of the Kähler potential and the superpotential compatible with the above consistency requirement. In order to treat properly the formal limit m pℓ → +∞ they introduced dimensionless fields in the hidden sector 11) and started off with a Kähler potential K and superpotential W having the general expansions
12)
Since W and K have respectively mass dimension three and two, the W n and the K n should in general contain other mass scales much smaller than m pℓ , and/or non canonical powers of Φ a . Note that at low energy the dimensionless hidden sector fields z are by definition O(1), c.f. Eq. (2.11). Then, imposing (2.10) they required the potential to split into two independent sectors: one sector depending exclusively on the hidden sector with possibly positive powers of the Planck mass, the other sector remaining finite with possibly Planck suppressed hidden/observable sectors interactions, but reducing to the standard flat supersymmetry form (i.e. the usual F − and D−terms) for the observable sector in the large m pℓ limit. Analyzing this strong constraint they arrived at the following special reduced forms of (2.12), (2.13),
14) , one can easily check that these forms are indeed sufficient solutions to satisfy the physical requirement (2.10). However, the claim in [17] was that Eqs. (2.14, 2.15) are general enough to exhaust all possible forms consistent with (2.10). In the next section we argue against this claim then revisit the analysis of [17] and indeed exhibit new solutions.
III. THE GENERAL SOLUTIONS
We consider here separately the cases of minimal and non-minimal Kähler potentials, but focus mainly on the former giving a thorough discussion and a detailed proof of the classification of all possible solutions.
A. The flat Kähler metric case
Assuming only canonical kinetic terms for all the chiral superfields, the Kähler potential reads,
This form is a special case of Eq. (2.14). Making use of (2.13), the potential (2.1) can be straightforwardly cast in the form
where in the last equation we collected over all powers of m pℓ . [See Eq. (B1) for the explicit expressions of the V M,c .] The general requirement 2.10 discussed in the previous section implies that each V M,c with c ≥ 1 should be functionally independent of Φ, Φ † . That is:
As can be seen from Eq. (B1), this constraint turns into a tower of partial differential equations (PDEs) in the unknown superpotential components W n (z, Φ) of the expansion Eq. (2.13) and their complex conjugates. In order to determine all the superpotential forms that are consistent with Eq. (2.10) one needs to fully solve this tower of PDEs, taking moreover into account the non-trivial constraint of holomorphy of the superpotential.
We are now ready to state the reason for questioning the claim of generality made by the authors of Ref. [17] : rather than following the exhaustive approach we have just described, the focus in Ref. [17] was put exclusively on two terms in (3.2), namely, the term containing a linear factor of Φ a (or Φ a * ) present in the coefficient of m m+n−2 pℓ , and the coefficient of m m+n−4 pℓ that contains a Φ a Φ a * factor. Requiring these two terms to be separately independent of the observable sector fields Φ a , Φ a * , the authors of [17] were lead to the superpotential given in Eq. (2.15) as the only possibility. While this approach is consistent with requirement (2.10) individually for each one of these two terms, it so happens that the obtained form of the superpotential is sufficient, together with Eq. (3.1), to satisfy (2.10). However, obviously this does not guarantee obtaining all the sufficient and necessary general forms! For one thing, the considered terms can mix with other terms contributing to the same
For another, the various superpotential functions W n are still arbitrary at this stage, and there is a priori no mathematical reason that forbids cancellations from taking place among the various terms in each V M,c [z, z † , Φ, Φ † ] that would lead to further possibilities consistent with (2.10). This is precisely what the tower of equations (3.4) encodes.
The main purpose of the present paper is to solve completely this tower of equations to clarifiy the seemingly dubious approach of Ref. [17] . This is presented in appendices A and B 1 to which the reader is referred for full details. Here we describe the procedure in a nutshell and summarize the main results of the analysis: starting from the expansion given in Eq.(3.3), each value of c ≥ 1 implies a PDE, where the unknown function is W n for a given n, and the Φ a 's the variables. To proceed we first solve the PDE corresponding to the highest power of m pℓ , that is for c = 2M . This gives a general solution for W M . Using this solution we then solve the PDE corresponding to c = 2M − 1 leading to a general solution for W M−1 . These general solutions are not explicitly holomorphic in the z i and Φ a fields. Moreover, the structure of W M−1 requires distinguishing two types of Φ a fields, dubbed Φ a and S p . A detailed and lengthy investigation of the holomorphy requirement leads then to the final general forms of W M and W M−1 , see Eqs. (B64, B65). If the expansion in Eq. (2.13) is truncated at M = 1, then there are no further PDEs to solve. If M > 1, examination of the PDEs corresponding to c = 2M − 2, 2M − 3, ... allows to determine the general forms of W M−2 , W M−3 , ... but shows that the expansion in Eq. (2.13) should be truncated at M = 2. Moreover, the general forms in the latter case do not allow for fields of the S p type. We summarize the results as follows:
• if the series (2.13) extends beyond M = 2, with W n (z, Φ) non vanishing functions for n ≥ 3, then there exist no solutions for Eq. (2.13) satisfying (2.10).
• if the series (2.13) is truncated at M = 2, i.e. W n (z, Φ) are possibly non vanishing only when n < 3, there exist two general solutions satisfying (2.10),
(1) Soni-Weldon: 5) where the W 1,2 are arbitrary holomorphic functions of the z i fields and W 0 an arbitrary holomorphic function of the z i and Φ a fields, corresponding to the solution found in [17] . We will refer to this solution as SWS.
(2) Non-Soni-Weldon: in this case W 2 ≡ 0 and the visible sector fields Φ should be split into two types denoted Φ and S. Moreover, different solutions entail different partitions of the set of S fields. The general superpotential reads,
with the two sets of functions ξ ps (z) and ξ ps (z) denoting arbitrary holomorphic functions of the z i fields satisfying
The µ ps 's entering Eq. (3.10), and their complex-conjugate entering Eq. (3.7), denote arbitrary nonvanishing complex-valued k 1 constants, k 1 being the total number of S fields, while P and n p are arbitrary (positive) integers satisfying
The latter define a given partition of the set of S fields into P subsets labeled by p = 1, ..., P , where n p denotes the number of elements in the p th set. See also the discussion following Eq. (B63) and Eq. (B68). We will refer to this new solution as non-Soni-Weldon (NSWS). It represents the central result of the paper.
B. Comparing SWS and NSWS
The two classes of solutions are different in various ways, and NSWS is clearly not a special case of SWS. We list here some of the salient features:
1. The SWS confines the dependence on the observable sector fields Φ to the m pℓ independent component of the superpotential. In contrast, NSWS requires to make a distinction between two subsets of the observable sector, the Φ-type and the S-type fields.
2. Both Φ and S have the properties of the observable sector in the sense that they satisfy (2.10).
3. The Φ-type fields have a status similar to that of Φ in SWS, they enter only the m pℓ independent component of the superpotential through the arbitrary function Ξ. All the conventional implementations of the SUSY extensions of the SM in the observable sector (from [7, 8] , [14] , onwards) that rely on SWS, can thus be carried over unchanged to the Φ sector of NSWS.
4. The presence of the S fields in the NSWS case offers new possibilities. A striking difference with SWS is that the S fields, even though observable, appear in the term of the superpotential that is proportional to m pℓ . This seemingly counter-intuitive result comes, however, at the price of requiring linearity in the S-type in W 1 , and in W 0 , the arbitrary dependence exclusively through the combinations U does not contain all the set of possible general functions of the S fields.
5. The above point is the key issue distinguishing the Φ-type from the S-type. It is easy to see that this difference is triggered by the nonvanishing µ ps constants; if a given S ps field is functionally absent from W 1 , that is if µ ps = 0, then the corresponding U pps S reduces to ξ ps (z)S ps as a consequence of Eq. (3.10). The function Ξ becomes arbitrary in S ps so that the latter field has the same status as the Φ-type fields and becomes part of the latter set. On the other hand, a given S ps can be present in W 1 and absent from Ξ and still remain part of the S-type set. Indeed this would correspond to a choice of the partition in P subsets with {S ps } being one element of this partition. 13) we find that the consistency requirement 2.10 is satisfied if:
• W 1 , K 1 are vanishing functions,
• W 2 , K 2 are arbitrary functions that should depend explicitly on Φ, Φ † , subject to a no-scale-like condition [21] [22] [23] [24] 14) or alternatively if:
• W 2 is a vanishing function,
We stress the difference with the general form given in [17] where the functions K 1 , K 2 , W 1 , W 2 , although arbitrary, had to be independent of the observable fields, Φ, Φ † , while for instance in the first solution given above K 2 and W 2 must depend on these fields provided that K 1 and W 1 are vanishing. See appendix B 2 for more details.
IV. MODEL BUILDING AND PHENOMENOLOGY FROM THE NSWS
We return here to the NSWS in the minimal Kähler case to discuss possible realizations of the role the S-type sector can play in model building.
A. General considerations
This section is devoted to a non-exhaustive broad-brush discussion of the various possibilities. So far we have ignored features related to gauge or global symmetries. As already stated in section III B, the Φ a fields of the NSWS can play the same role as the Φ a fields of the SWS for model building. The Ξ function can thus contain the superpotential of the MSSM or any other SUSY extension of the SM by implementing the corresponding fields and their quantum numbers in the Φ a set. Can the S fields play the same role? There is an obstruction because of the linear terms in S in W 1 : since the hidden sector fields are assumed to be neutral under the SM gauge groups, all the W 1,p are singlets, thus all the S fields must be singlets under these same groups so as to ensure the invariance of W 1 . The S-type sector is thus particularly suited to non-minimal SUSY extensions with SM singlet fields. The existence of the NSWS can even be seen as a motivation for such extensions. The next to minimal MSSM (NMSSM) [25, 26] is the first example that comes to mind. However, as stated in point 6. of section (III B), a realization in the S sector should have at least two different gauge singlet fields, and thus corresponds to extensions of the NMSSM itself. Such extra singlets could be welcome for various reasons (see e.g. [27] for a review). But it should be kept in mind that their embedding as S-type fields is physically not equivalent to their conventional embedding as Φ-type fields. Among the usual terms of the NMSSM Higgs superpotential,
(we use the notation of [27] ), only the "tadpole" can preserve its form, while in all the others the field S should be replaced by, at least, one combination of the form U ab S :
where S a and S b denote two independent S-type fields. As can be seen from Eqs. Another possibility for model building is to consider S-type fields that are non-singlets under symmetries involving the hidden sector while remaining SM singlets. For instance a subset of these fields could be charged under hidden abelian or non-abelian gauge groups. If direct couplings of such fields to the observable sector are forbidden through the Ξ function then whatever physics occuring in the hidden sector would be communicated to the visible sector only by gravitionally suppressed effects. This would be necessarily the case if there is only one single S-type multiplet charged under a given hidden gauge group G. Indeed in this case the full set of S q fields spans the components of a multiplet S of a given representation of G. In order for the term should reduce to only one term, i.e. n p = 1 for each p. This corresponds to the singleton partition of the set of S q fields made of the k 1 subsets {S q } with k 1 = P being equal to the dimension of the considered group representation. It follows that all U pps S are vanishing and thus no direct coupling can be constructed between the S-type and Φ-type fields in Ξ, (see also item five of Sec. (III B)). Note that the same conclusion holds trivially when G is abelian, since in this case to have a single multiplet means to have one single S field.
Direct coupling between the S-type and Φ-type fields requires at least two multiplets S 1 , S 2 belonging to the same group representation. The gauge invariance of the sum just discussed enforces a unique choice for the partition of the full set of S fields. Each element of the partition should now be of the form {S where N = k 1 /2 is the dimension of the representation. One can also construct the combinations U S , c.f. Eqs. (3.9, 3.10) to write, adapting slightly the notation,
It is noteworthy that in general the constant factors µ (r,1) , µ (r,2) cannot be absorbed in a redefinition of the S fields as they multiply them differently in the above expressions. Gauge invariance, however, requires them to be equal. Thus choosing µ (r,1) = µ (r,2) gives now the freedom to reabsorb this common factor in a redefinition of the functions W 1,r (z) and ξ r (z). Requiring furthermore W 1,r (z) and ξ r (z) to be the components of the conjugate representations, the term in Eq. (4.3) becomes gauge invariant, as well as the sum of the U S combinations
The latter constitutes an interesting building block for the construction of new extensions. For instance all the terms listed in Eq. (4.2) can be simply generalized by the replacements
where
Recall that the arbitrary functions W
0,r (z), W
0,r (z), that correspond to the functions W 0,q (z) of Eq. (3.8), are not mandatory for the S-type characterization, and can be chosen vanishing contrary to the W 1,r (z) functions. The obtained terms in the superpotential provide an unconventional general structure for the interaction between the hidden and visible sectors in the realm of singlet extensions of the MSSM that complies with the general consistency requirement for low energy Supergravity. Moreover, when the hidden sector fields acquire VEVs the replacement z → z generates dynamically the low energy superpotential terms of the MSSM singlet extensions that are invariant under the SM gauge groups and break spontaneously the hidden gauge group G. From this perspective the NMSSM extension corresponding to the terms given in Eq. (4.2) can be interpreted as a special case of a spontaneously broken U (1) factor in G.
Another interesting possibility arises when considering secluded sectors such as in gauge mediation [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] , or dark sectors [39] . These sectors are still considered as observable with respect to the hidden sector of Supergravity, but are not directly coupled to the SM observable sector. Some of the S-type fields can now be charged under the symmetry groups of these sectors, thus linking them naturally to the hidden sector at least through the mandatory linear terms in the superpotential Eq. (3.7). Moreover, in contrast with the case of the observable sector, some of the S-type fields can now play the role of the matter superfields in these sectors. For instance, in a dark copy of the SM the NSWS structure of the superpotential Ξ predicts the existence of at least two 'quark' and 'lepton' families. Also a dark or secluded Yukawa sector should necessarily be of the form
where (U ab S ) L,R denote doublets and singlets of the dark SU (2), thus predicting naturally nonzero off-diagonal Yukawa couplings.
B. Supergravity mediated SUSY breaking
In this section we compare explicitly the usual gravity mediation SUSY breaking assuming the superpotential to be a direct sum [7, 8] of the hidden and visible sectors functions in the SWS case, to the gravity mediation in the NSWS case with a similar direct sum assumption. The first important general difference lies in the fact that the conventional SWS allows a nonzero W 2 term in the superpotential, while the NSWS forbids it allowing at most a W 1 term. This implies typically that after SUSY breaking the gravitino mass Eq. (2.9) is suppressed by a factor M/m pℓ in the NSWS case as compared to the SWS case, where M (< m pℓ ) denotes the largest mass scale other than the Planck scale present in the theory, e.g. a Grand Unification scale. Another important difference can come from the structure of the ensuing soft-SUSY breaking parameters.
Let us first recall how one arrives at the well-known structure of the potential when positing a direct sum superpotential in the SWS case. We start from 9) corresponding to Eq. (3.5) with
where M 2 is a mass scale much smaller than m pℓ . Assuming a minimal Kähler, the F -term contribution to the potential, Eq. (2.1), now reads
with the notation as in Eq. (2.3). When the hidden sector fields ζ i acquire a VEV the gravitino mass Eq. (2.9) is expressed as
where we define M ≡ M 2 ω 2 (z) . To obtain the low energy form of the potential V F in the flat SUSY limit we make the substitution z → z and retain the leading terms in the formal limit m pℓ → ∞ with m 3/2 fixed. Adopting slightly modified notations from the conventional ones [19] , we write
Plugging these back in Eq. (4.11) and keeping the leading operators, we retrieve the well-known low energy softly broken SUSY potential [7, 8] , [19] , with SUSY breaking mass terms for the Φ a fields and couplings:
a factor exp 1 2 |b i | 2 has been absorbed in the hatted g, and we have discarded an additive constant with positive powers of m pℓ , originating from the VEVed purely hidden sector. Recall that chosing a direct product potential [14] would have given a similar result albeit with the special relation A = 3.
To compare with the NSWS case, we assume for the latter the following direct sum superpotential:
where we choose the trivial partition in the S-type sector, i.e. W 1,q (z) := W 1,1 (z), ∀q, and take for simplicity W 0,q (z) := 0. Note that by construction the NSWS solutions do not allow the separation of the S-type fields from the hidden sector fields in the form of a direct sum. By taking Ξ independent of the hidden sector our choice is the closest possible to such a separation. (However a separation in the form of a direct product is possible and comes naturally with the present choice of singleton partition, provided that W 1,0 (z) := 0 and Ξ is appropriately chosen as a direct product.) Defining 20) where, as in the previous case, M 10 and M 11 denote some physical mass scales much smaller than m pℓ , and
the gravitino mass is given by
where we neglected the VEV of the S fields in the exponential. (To keep the discussion at the generic level, we do not consider possible unabsorbable complex phases in the various VEVs.) It is noteworthy that in the present case the mass scale M can get contributions from the VEV of the S-type fields, which can even be the leading effects, depending on the relative magnitudes of the mass scales M 10 , M 11 and the dimensionless numbers ω 10 (z) , ω 11 (z) .
One can thus consider model settings where the S fields trigger the gravity mediation of SUSY breaking to the visible sector, even though those fields are not part of the hidden sector. More generally, when the mass scale M ≪ m pℓ has a comparable magnitude to that of the SWS case, the gravitino mass is expected to be typically smaller due to the Planck scale suppression in Eq. (4.22) as compared to Eq. (4.12). To proceed, let us define
Note the different mass powers in h and h i between Eq. (4.14) and Eq. (4.23). We can now consider the low energy potential V F in the SUSY flat limit by taking as previously the formal limit m pℓ → ∞ with fixed m 3/2 and making the substitution ζ → ζ to which we add the substitution S q → S q + S q thus allowing for non-vanishing S-fields VEVs. The latter shift leads to the relation 
where we have again dropped out additive constants to the potential originating from the VEVed hidden sector or from VEVs of the coupled hidden and S sectors, and defined A as in Eq. (4.16) and
A few comments are in order here. Note first that dangerous Planck enhanced contributions involving the S fields and originating from the crossed terms in |
have, as expected, canceled out as a result of the interplay between the specific forms of the S-dependent terms in Eqs. (4.18, 4.19) . This confirms that the S-type fields are part of the visible sector. We also retrieve the usual SUSY preserving terms in Eq. (4.26). Second, the soft SUSY breaking contribution to the masses of the Φ-type and S-type fields, proportional to m , like V SWS LE , is supposed to be generated at a high scale where SUSY is broken in the hidden sector, this scale does not need to match to the one where the S-fields develop a VEV, the latter being presumably lower. It follows that the running of the conventional soft SUSY breaking parameters can be modified by a different initial condition at the scale where the VEV of the S fields sets in. This is not to be confused with the usual threshold effects due to the decoupling of heavy states in the running quantities, and obviously not with gauge mediated SUSY breaking scenarios-like effects since the mediation is only gravitational. A more drastic scenario obtains if, as mentioned above, the gravitino mass itself is triggered by the VEVs of the S-fields. For instance if |M up to some numerical factors. They can also play an important role in triggering the magnitudes of S p . These VEVs are supposed to remain consistently much below m pℓ which is not in general dynamically guaranteed. We come back to this last issue in the next section for the simplest NSWS case.
C. A simple non-Soni-Weldon solution
Let us consider in some details the NSWS in the simple configuration where the Ξ function in Eq. (3.8) does not depend on the S-type fields. This configuration is even mandatory in the case of a singleton partition of the S-type fields set. In this case all the ξ(z) functions can be taken vanishing since Ξ is S-independent. Equation (3.10) becomes trivial and non-constraining, implying that one can choose P = k 1 , and n p = 1, ∀p in Eq. (3.11). The superpotential of the NSWS simplifies to,
where W 1,0 (z), W 1,p (z), W 0,p (z) and W 0 (z, Φ) are arbitrary holomorphic functions of z i and Φ a , whereas S p stands for an arbitrary number k 1 of S-type fields in the visible sector, and we denote by W 0 the S-independent Ξ function. Note also that the k 1 functions W 1,p (z), corresponding to the partition sum appearing in Eq. (3.7), are now all independent functions. The Kähler potential is minimal and we distinguish explicitly the S p fields writing
Making use of (4.34), (4.35), the potential (2.1) can be recast in the following form:
where we have defined the functions
with
2 A first general remark is that the couplings of the S fields to the other observable sector fields Φ appear only in the terms V −1,−2,−3,−4 with negative powers of m pℓ in the potential, while the couplings of the S fields to the (reduced) hidden sector fields z occur already in the V 0 term. This does not allow to decide in advance on the relative magnitudes of these couplings since the z fields contain a Planck mass suppression, and furthermore different physical scales lighter than m pℓ that are expected to exist, would affect differently the magnitudes of these couplings. To proceed we make explicit these mass scales through the mass dimensions of the various superpotential contributions defining reduced functions and reduced visible sector fields φ as follows:
(4.45) 2 Recall that summation over repeated indices, including three occurrences of the same index, is to be understood.
with ξ ≪ 1, and consider various orders in ǫ. As seen from a close inspection of the terms in Eq. (4.36), the potential is, apart from the exponential prefactor, a quartic polynomial in the S fields. The S sector can be thoroughly studied, in particular the structure of the vacuum in the S fields directions. An explicit computation of the VEVs S p allows to determine the conditions that guarantee S p ≪ m pℓ , otherwise there would be an inconsistency with the fact that the S fields are not part of the hidden sector! Requiring furthermore the vacuum energy to remain tiny (at the tree-level), the relevant vacuum conditions read:
These conditions lead to .53) none of the terms drop out in the derivatives with respect to z and z † since the all the c's are non-holomorphic functions. In principle one should add to Eqs. (4.46 -4.48) the extrema conditions on the visible sector fields as well. However the latter are expected to hold at much lower scales than the one at which the S fields develop VEVs, and are thus unessential in determining the aforementioned consistency conditions on S p . Also, necessary positivity conditions on the second order derivatives will be checked a posteriori through the positivity of the squared masses of the S and z fields.
To go further in the study of the vacuum structure, we consider expansions of the c functions in powers of the ǫ parameter. It turns out that keeping only the leading order in ǫ misses important physical contributions, as the consistancy requirement S p ≪ m pℓ enforces at this order the potential to be essentially flat in the S-fields directions. We thus skip the details of this case here and include right away higher orders. Including all contributions to O(ǫ 4 ) proves sufficient as it takes into account all the hidden sector and part of the observable sector. 3 We find,
(4.54)
Note that c 3,pq and c 5,p are already exact at this order. In the above and following equations the primes denote first order derivatives with respect to z (or z † ).
We address now the issue of the size of S . For the sake of the argument, let us assume from now on that we have only one single S field, i.e. q = r = p in all the above equations and p takes only one value in the following. Parameterizing in general the VEV of S as S ≡ e i θ λm pℓ , where λ is real-valued and positive and θ is the phase of S at the minimum of the potential, Eq. (4.49) reads upon use of the expressions given in Eq.(4.54), 
57) and to the supplementary constraint,
In particular one finds c 1 = c 4,p = 0 and c 2,pp , c 3,pp nonvanishing. The potential is bounded from below in S field direction since c 3,pp is positive definite and the S mass is generically non-vanishing given by: 3/ the interactions between the S p and the Φ fields are always Planck suppressed! This means that although in the visible sector, the S p fields are not 'observable' through SM interactions. There could, however, still be sizable couplings to a beyond the SM observable sector, if the associated scale M 4 is much larger than the electroweak scale, such as for instance in a Grand Unified sector.
4/ In the single S field case, the S field is massless before SUSY breaking and acquires a soft mass of order m 3/2 after SUSY breaking.
Given the above properties it is useful to go beyond the common scale simplification we made in this section by considering hierarchical configurations among the various scales. We discuss here briefly two such configurations:
in this case the leading interactions of the S fields involve the hidden sector fields with couplings scaling as (
here too the leading interactions of the S fields involve the hidden sector fields, however, now the couplings scale as (M 2 /m pℓ ) 2 .
The hidden sector scalars have masses of O(M 1 ) and O(M 2 ) respectively in configuration a) and b). If these scales are such that some of the hidden degrees of freedom are excited at the end of an inflationary phase, and thermalized through say some gauge interactions, both a) and b) configurations would feature scattering or production of S field quanta. Depending on the magnitudes of M 1 and M 2 , configuration a) would then possibly provide a setting for freeze-in scenarios for the S fields due to the feeble couplings [40] , while configuration b) could rather fit the conventional freeze-out scenario given the larger couplings [41] , provided that S is initially thermalized. Note also that in these configurations the decay of the S fields to visible sector fields is highly suppressed, and to the hidden sector fields kinematically forbidden.
The above properties suggest that in specific models, the S can be relatively light, O(m 3/2 ), and produced in the early universe through the hidden sector interactions at the end of inflation more copiously than by the observable sector degrees of freedom. It will be interesting to investigate further the possibility that the S fields provide a good dark matter candidate. Of course one should consider as well their supersymmetric fermionic partners.
Let us end this section with two comments:
1. The hidden sector and the cosmological constant
As stated in the discussion following Eq. (4.55) one needs to fine-tune ω 1p (z) to a small number of order M m pℓ in order to achieve a vanishing vacuum energy. This is somewhat an indication of the criticality of the simple NSWS considered in this section, since w 1p (z) away from z = z should definitely be nonzero otherwise the NSWS does not exist altogether. It is worth noting that the issue seems less critical in the case of non-canonical Kähler where, as noted at the end of appendix B 2, there is more freedom in fine-tuning the vacuum energy to a small number by requiring conditions such as Eq.(B125) close to the no-scale condition.
The fermionic S-sector
So far we have only discussed the scalar components of the S-sector. The consistency requirement 2.10 which has been realized through the F -term potential of the scalar sector should be automatically satisfied, due to supersymmetry, in the fermionic sector. (Note that the D-term contributions to the potential, Eq. (2.8) always satisfy 2.10 as long as the hidden sector is not charged under visible sector gauge groups.) One can then in principle construct the full Lagrangian involving the S-type chiral superfields using the well-known recipes. The fermion-scalar couplings are obtained from the Lagrangian term
I scan the fermionic components of all hidden and visible sectors; see [20] for further details. For instance, from Eqs. (3.1, 3.6 -3.8) one obtains readily the couplings of the NSWS case. We do not discuss further the other parts of the Supegravity Lagrangian in the present paper.
V. CONCLUSION
In this paper we have proven the existence of new possibilities, within N = 1 Supergravity, for the construction of low energy supersymmetric models consistent with gravity mediation of soft SUSY breaking to the observable sector in the flat space-time limit. In the minimal Kähler case we provided a detailed proof for a complete classification of the physically consistent superpotentials, recovering the conventional forms and exhibiting a large class of new ones as well. The latter are endowed with a new type of fields that, although in the visible sector, feature unusual properties regarding their couplings to the hidden sector and to the conventional observable sector. We then argued that this can open up new model building possibilities beyond the MSSM where the dynamics of this new type of fields, uncharged under the visible sector symmetries, can modify the conventional structure of the soft SUSY breaking parameters and lead typically to a much lighter gravitino than in the conventional gravity mediation scenarios. Moreover, these fields can be naturally charged under symmetries of the hidden sector, but also possibly under other secluded or dark gauge sectors, thus in principle allowing to relate SUSY breaking to spontaneous breaking of the corresponding symmetries in these sectors. Alternatively, in the simplest new form for the superpotential the new fields acquire masses of the same order as those of the conventional visible sector but couple extremely weakly to the latter, suggesting that they can potentially provide good dark matter candidates whose relic density would be rather determined by the hidden sector interactions. The most general forms feature generically flat directions in the multiple new fields sectors that involve as well the hidden sector, and could possibly provide a new playground for inflationary model scenarios. These results set the stage for further future studies.
Finally, we provided in the non-minimal Kähler case two special new solutions satisfying conditions reminiscent of the no-scale one, and suggesting the existence of much richer structures. A systematic treatment of the non-minimal Kähler case is outside the scope of the present paper and will be the subject of a companion paper.
Appendix A: Preliminaries
This appendix is devoted to the proofs of Propositions that are used in the next appendix. The reader interested in the main proof of the existence of new solutions can skip the details of the present appendix and go directly to appendix B 1.
Proposition A.1 Let P (z i ), Q(z i ) and R(z i ) be three arbitrary multivariate holomorphic functions satisfying the functional identity
with i labeling n complex fields and α an arbitrary complex number. If P is not identically vanishing, then
except for the special case n = 1, α = 1 with R nonzero.
To establish the above Proposition, we proceed by reductio ad absurdum proving that Q = 0 leads to a contradiction. If Q = 0 in a domain of the (z i )'s, then dividing by QP both sides of (A1) one gets, 
Moreover, we will need the following lemma which we prove first:
Lemma A.2 Let Q and P be nonzero holomorphic functions of the n fields z i satisfying Eq. (A1), then
Proof. If there exists an a such that
where ζ is an arbitrary (nonzero) function of all the z i 's but z a . Injecting this form back into Eq. (A3) and taking a = b one finds
which is obviously impossible to satisfy whatever the form of P .
We now prove Proposition A.1 Proof. Let us first define the following n × n symmetric matrices:
Using obvious notations, (A3) can then be rewritten in matrix form as
Taking the determinant one finds
where in the last equation we used the fact that any n × n matrix that is given by a tensor product of two vectors has its trace as the only nonzero invariant. We are thus led to considering separately the cases
This equation is expected to hold generically for a large class of functions Q/P, R/Q, since there cannot be a constraint among the independent fields z i , z i * . Equation (A12) then implies det Q.P = 0 so that both matrices Q and P are invertible. It follows from (A10) that
where we define the vector
Applying ∂/∂z a to (A14), holomorphy leads to,
and in component form, cf. (A9),
The λ c * Q are by definition z i -independent. Moreover, if there exists at least one set (a, b) such that
∂z a ∂z b = 0 then the above equations become holomorphically separable for all the λ c * Q 's, thus implying that the latter must be z i * independent as well. A set (a, b) with
∂z a ∂z b = 0 for all a, b, which would imply from (A17) that 
(A9) -(A13).]
We thus conclude that the vector λ † Q must be a z i , z i * -independent quantity. It then follows immediately from the holomorphy structure of (A14) that P should be constant as well. Moreover, the constancy of λ † Q and P implies through (A15) the constancy of ∇ z (Q/P ) † . In components this reads, ii) let us consider now the non-generic case where
so that det QP = 0, see (A12), and at least one of the Q or P matrices is not invertible. Naively speaking, one expects the sufficient and necessary conditions for the above equation to be: The above naive expectation, true for n = 1, is not the most general solution when n > 1! We note first that there should exist at least one k such that ∂ ∂z k R Q = 0 ∀z k , otherwise (A18) cannot be satisfied. Relabelling k = 1, the general solution for (A18), treated as a linear partial differential equation for Q/P takes the form [42, 43] ,
and H[...; z] denotes an arbitrary function of 2n − 1 entries, where all the z i * appear in the first n − 1 entries as given by the specified linear combinations of z i * and z 1 * , and the z i correspond to the last n entries. It follows that, despite the generality of H, the first term linear in z 1 * on the right-hand side of (A19) cannot be reabsorbed in H, albeit at the expense of replacing it by another z j * if ∂ ∂z j (R/Q) = 0. This might suggest that the requirement of antiholomorphy of the sum of the two terms on the right-hand side (to match the anti-holomporphy of Q/P ) should be satisfied separately for each term, and thus ∂ ∂z 1 (R/Q) should be a constant function of the z i 's. Although sufficient, it is not obvious that these requirements are necessary. In general the ξ j 's can also be functions of z such that the anti-holomporphy condition results in a new partial differential equation for H where non-trivial compensations between the two contributions on the right-hand side of (A19) cannot be a priori excluded. Rather than studying such a differential equation on H it will prove more efficient to write down the general solution for ln P as dictated by Eq. (A2) assuming now that the functions Q P and R Q take the general forms dictated by (A19) and (A20). The general solution of Eq. (A2) then reads
5 recall that the general solution to a multi-variable function f (x 1 , x 2 , ...xn) satisfying a first order linear partial differential equation of the form
where all the a i are nonzero constants, is given by
where C is an arbitrary function of n − 1 variables, x 0 an arbitrary reference constant and c i ≡
where (z 1 * ) in is an arbitrary initial condition reference points, C an arbitrary function of the r i1 's and the z fields [the occurence of non-indexed z denotes dependence on all z
i fields], and we have defined
The requirement of anti-holomorphy of ln P in all z i 's puts strong constraints on the right-hand side of Eq. (A21). Taken at the special point z 1 * = (z 1 * ) in , the anti-holomorphy of ln P implies that C r 21 , · · · , r i1 , · · · , r n1 ; z should be anti-holomorphic as well in all z i fields including z 1 since (z 1 * ) in can be chosen arbitrarily. This constraint is readily satisfied since the function C is arbitrary. Then from Eq. (A21) with z 1 * = (z 1 * ) in follows that the sum of the first two terms on the right-hand side should be separately anti-holomorphic in all z i 's. In particular, the derivative of this sum with respect to z 1 * should also be anti-holomorphic. One then obtains the compact condition
where we define
which is by assumption anti-holomorphic in all z i * 's. Note that in Eq. (A23) all dependence on the z i 's has dropped out from of holomorphic and anti-holomorphic functions may be, due to the presence of the term n i≥1 z i * z i . To proceed with the proof, it is convenient to treat separately the multi-field and single-field cases:
• n ≥ 2: applying ∂ 2 /∂z k * 2 for a given k = 1 to Eq. (A23), one obtains
which by holomorphy implies either 
which, from ∂ z k h(z * ) = 0 for all k and the fact that z 1 * cannot be a function of the z fields, leads to f and g constant in z, whence Eq. (A27). Now the latter equation cannot be satisfied since R Q = constant in all z fields contradicts Eq. (A18). It follows that Eq. (A26) should be satisfied for all k = 1. Note that having chosen z 1 * as a reference field when writing Eq. (A21) entailed only the assumption that z 1 * + ∂ z 1 ln Q is not a vanishing function of z 1 * . But this is true for any other z k * + ∂ z k ln Q. We could thus rewrite Eq. (A21) in terms of any other reference field z k * and permute the roles of the 1 and k indices in the thread of equations (A21 -A26) thus arriving at
Condition (A26) should thus be satisfied for all k. Furthermore, this condition implies from Eq. (A25) that
since z 1 * + ∂ z 1 ln Q cannot be a vanishing function. The most general allowed forms for Q P and F 1 are then,
where the α's, β's are (z-independent) constants and the double sums hold only for i = j. One can now plug these forms back into Eq. (A23) and identify the various monomials. One then immediatly sees that monomials of the form z 1 * z i * z j * with i = j appear only once, on the right-hand side of Eq. (A23), implying
Note also that the monomial (z 1 * ) 2 appears only once, thus
Then collecting monomials of the form z 1 * z i * with i = 1 implies
Note that the only other function of z, namely ∂ z 1 ln Q does not appear in the above equation as a consequence of Eq. (A33). Since
cannot be a constant, as noted previously, it follows that
Collecting now all the contributions to the monomials z 1 * and z i * with i = 1 one gets respectively
where we have used Eqs. (A34, A36) and again ∂ z 1 ln Q does not contribute. Since the above constraints should hold functionally in z, then α 1 and α i cannot be vanishing. It follows that,
which is obviously a contradictory requirement. Thus n ≥ 2 does not allow for a consistent solution.
• n = 1: in this case of single field the arbitrary function C becomes z * independent, cf. Eqs. (A21, A22), and Eq. (A24) becomes F 1 [z * ] = ∂ z 1 * (ln P * ). In this case Eq. (A23) reduces exactly to Eq. (A2) with n = 1 and we can use directly the latter or its derivatives. Moreover, Eq. (A18) simplifies to
where the primes denote here and in the sequel derivatives with respect to either z 1 or z 1 * consistently. The latter equation and holomorphy imply that should be strictly linear in z 1 and z 1 * respectively:
where the α's and γ's are complex-valued constants with α 1 , γ 1 necessarily nonzero and satisfying α 1 γ 1 = 1. When combined with Eq. (A3) with n = 1 it also implies,
Moreover, one sees from (A40) that (ln Q) ′′ and (ln P ) ′′ cannot be simultaneously vanishing since α 1 cannot vanish. Choosing without loss of generality (ln P ) ′′ = 0 and using equations (A40), (A41) in (A4), leads then immediately to (ln P )
Injecting these expressions in (A2) one finds
Close inspection shows that this equation is valid if and only if:
, and α = 1. This identifies the special case referred to at the end of Proposition A.1 showing the existence of a nonzero Q in this special case. We do not write explicitly this solution here since the relevant value of α in our study is = 1. This ends the proof for the case where (A18) is valid.
We have thus completed the proof of Proposition A.1, namely that when P is not identically vanishing, equation (A1) implies in general the unique solution Q = 0.
In the next section we will encounter cases where Proposition A.1 applies directly, but also cases that have either more restricted or more general forms than this Proposition. We give here the two corresponding corollaries.
Corollary A.3 Let P and R be two arbitrary holomorphic functions satisfying the following functional identity
with i labeling n complex fields and α an arbitrary complex number. Then the only solution is
Proof. Clearly, Eq. (A44) is a special case of (A1) where P = Q. Then P = 0 follows immediatly from Lemma A.2, since if P = 0 then Eq. (A6) cannot hold when P = Q.
Corollary A.4 Let P r (z i ), Q lq (z i ) and R rlq (z i ) be three sets of arbitrary multivariate holomorphic functions satisfying the functional identity
with i labeling n complex fields, r, l, p, q = 1, . . . , k and α an arbitrary complex number. If P r is not identically vanishing for at least one r, then generically
Proof. The complete proof is mostly a mere generalization of the proof of Proposition A.1 albeit with some technical complications. For the sake of conciseness we refrain from entering all the details here, and give the essential elements restricting ourselves to the generic cases. Assuming a nonzero set of Q lq and P r functions, a generalization of Eqs. (A2 -A5) is readily obtained by simply adding therein the relevant indices to Q, P and R. Similarly, it is convenient to generalize (A9) by defining the sets of k 2 matrices Q lq and k matrices P r , both n × n symmetric, as follows:
and also the set of k 2 non-square n × k matrices α lq and the set of k non-square k × n matrices β r ,
This allows to write the generalization of (A3) in a compact form as
In the same spirit as for Proposition A.1 one is lead to consider separately the two cases i) det Q lq P r = 0 and ii) det Q lq P r = 0. If k = 1, then all the steps of the proof of Proposition A.1 go through unchanged. For k ≥ 2, some complications arise. Firsty, the last equality in Eq.(A12) does not hold anymore since there will be in general other nonzero terms in the expansion of det(1 − α lq β r ) than just the trace Tr(α lq β r ). This mainly affects the reasoning for case ii) where a more complicated equation than Eq. (A18) has to be considered. We illustrate the rational only for case i). Here the fact that Eq. (A13) is replaced by a more complicated condition is not instrumental as the steps leading to a generalization of Eqs. (A14 -A16) do not depend on the content of Eq. (A13). The only thing that matters is the assumption that the Q lq and P r matrices are invertible. Using the inverse of P r and the holomorphy structure one arrives at the equations,
and ∂ ∂z a Q lq = − ∂ ∂z a α lq β r (P r ) −1 , ∀a, l, q, and ∀r for which P r = 0 .
At this stage, recasting the latter matrix equation in component form, as we did for Eq. (A16), would not allow to proceed similarly, because contrary to (A17) where the right-hand side contains only one term, here we have a sum of terms. To achieve a holomorphic separation in (A50) entails "inverting" the nonsquare n × k matrix ∂ ∂z a α lq . Let us recall here some well-known properties about nonquare matrices. A sufficient condition for the existence of an "inverse" of a n × k matrix M is that M be full rank, see e.g. [44] . More explicitly, denoting by M ⊤ the transpose of M one has:
⊤ M is invertible and one can construct a left-inverse for M , a nonsquare k × n matrix satisfying M
• if n ≤ k then the n × n matrix M M ⊤ is invertible and one can construct a right-inverse for M , a nonsquare k × n matrix satisfying M M
Thus in the case where n ≥ k and the set of matrices ∂ ∂z a α lq full rank, one can write
where the right-hand side is anti-holomorphic and the left-hand side holomorphic in z. 6 The rest of the proof can now proceed through similar steps as after Eq. (A17) to which the reader is referred: Eq. (A53) obviously implies that β r (P r ) −1 should be constant in z † (and in z). Then (P r ) −1 (and P r ) should itself be constant in z † as a consequence of the holomorphic structure of (A49); thus β r should be separately constant in z † as well. Put differently one has ∂ z a * P r = 0 and ∂ z a * β r = 0 for all a. Plugging the matrix component form of these two relations in the generalization of Eq. (A5) to our case, leads to P r = 0, in contradiction with our starting assumption that P r is invertible. If ∂ ∂z a α lq is not full rank, then (since n ≥ k) the k columns of this matrix form a linearly dependent set of vectors forbidding the existence of an "inverse". However, this also means that the set of constraints made up of all the entries of the matrix equation (A50) are not all independent. They can be in principle reduced to an independent set which, rewritten in a matrix form involving (a lower) full rank matrice, allows to repeat the same proof as above.
Finally, in the case where n ≤ k the matrix ∂ ∂z a α lq does not generically have a left-inverse, at best a right-inverse if it were full rank, which does not allow a straightforward holomoprhic separation of Eq. (A50). Note also that starting again from Eq. (A48) and permuting the roles of P r and Q lq as well as those of α lq and β r in equations (A49,
To proceed with the proof in the case n ≤ k we had to abandon the powerful matrix manipulations and resort to a component by component treatment. We do not provide here all the details but describe the main steps.
We begin by stating a preliminary result without giving its proof. Consider the relation
among several holomorphic and anti-holomorphic multivariate functions, where z, z † denote generically all the z i , z i * complex variables. Using holomorphy, one finds that the validity of this relation requires stringent necessary and sufficient constraints that can be expressed (up to a relabeling) as follows:
where all the α's denote arbitrary complex-valued constants, and the special case k = 0 is accounted for by dropping out Eq. (A56) and the summation in Eq. (A57). That these constraints are sufficient is easily seen by injecting them back in Eq. (A54). To prove that they are necessary, one can proceed by induction. We do not give further details of this proof here. Now it is straightforward to see that the n × n components of the matrix set of equations (A49) with fixed l, q, r, has the same holomorphy structure as Eq. (A54), with the correspondence,
for each given (a, b) component. A key point here is that c 1 (z) is a nonzero constant. It then follows from Eq. (A56) with p = 1 that c k+1 (z) must also be a nonzero constant, implying in turn, upon use of Eq. (A55) and Eq. (A56) for all other values of p, that all the c p functions are constants. As a consequence, cf. Eqs. (A58, A60), all the entries of Q lq and α lq should be constants in z. From here on the discussion follows a similar path to the one carried out after Eq. (A53) with P r and β r replaced respectively by Q lq and α lq : from ∂ ∂z a Q lq = 0 and ∂ ∂z a α lq = 0 valid for all a, and the generalization of Eq. (A4) to our case, one finds Q lq = 0 and thus c 0 (z) := 0, see Eq. (A58). This implies from Eq. (A55) that α 0 = 0, since c k+1 is not vanishing as stated above. The d p (z † ) become linearly related and we are eventually lead to the same conclusion as before. We stress again that the proof is generic. A complete proof would require studying further special cases, which we refrain from doing in this paper.
Recall that W r denotes the coefficient of m 
Recall that requiring the fields Φ a not to belong to the hidden sector, that is V F not depending on Φ a in the formal limit m pℓ → ∞, c.f. 2.10, is equivalent to requiring that each
, should be functionally independent of Φ, Φ † , cf. Eq. (3.4). We write this as
and take throughout the proof the notation E ∼ X 0 to mean that E has no functional dependence on X or X † . We now study the above master equation for each value of M and each strictly positive value of c.
Note first that if M = 0 then c = 0 and there are obviously no conditions to be imposed,
with W 0 (z, Φ) an arbitrary function.
We assume now M ≥ 1 and study all c values in decreasing order.
• c = 2M : relevant when M > 0, the highest power of m pℓ gets according to property B4 contributions only from the 0-sum in the master equation (B1). The corresonding constraint reads,
Since the lefthand side is a sum of positive numbers there can be no cancellation among the Φ a dependent terms to get a ∼ Φ 0 result. Thus one must have
separately for each Φ a . It follows that ∂WM ∂Φ a should be a Φ a independent function for all Φ a . The general form for W M is thus
where W M,0 (z) and W M,a (z) denote arbitrary holomorphic functions of the z i 's, and the repeated a index is understood as a sum (a = 1, ..., k).
• c = 2M − 1 : again, due to B4 only the 0-sum contributes leading to the constraint
with a summation on a understood. Using Eq. (B8) this constraint reads,
which is obviously equivalent to requiring
[as can be seen for instance by taking the derivative of Eq. (B10) with respect to Φ b for any b where the h.c. part drops out in this operation due to holomorphy.] We recast Eq. (B11) in the form
where f denotes an arbitrary function depending only on the hidden sector fields. We generically assume f to be a nonzero function. By this we mean that there exists at least one connected domain (not just isolated points) in the z, z † field space where f does not vanish. In such a domain Eq. (B12) can be rewritten as
. Equation (B13) is a linear partial differential equation for W M−1 as a function of the Φ a 's with coefficients independent of these variables. We have already encountered a similar equation in the previous appendix, Eq. (A18). The most general solution of Eq. (B13) will have a form similar to Eq. (A19). Indeed, in order for Eq. (B13) to be satisfied at least one g a function (or equivalently one W M,a ) should be nonzero, call it W M,1 . The general solution for W M−1 takes then the form (see also [42, 43] ),
where we have defined
with ξ 1 a and ξ a,1 satisfying
and where Ω 1 is an arbitrary function of k − 1 entries with the dependence on combinations of the Φ a 's as shown in Eq. (B15), and 2ℓ entries in the z i 's and z i * 's. (Although we assumed f to be nonzero, in fact the case where f is the zero function holds as a special case, putting simply f = 0 in the general solution Eq. (B14).) To keep the discussion general, we assume that the two sets of parameters ξ a,1 and ξ 
Here the U 2a Φ are defined as in Eq.(B15) with 1 replaced by 2, and as just noted we assume in general ξ
Since Ω 1 and Ω 2 are arbitrary functions of their respective entries, it is legitimate to ask whether each of them can span all possible solutions, so that we can rely on just one of the two equations (B14) or (B17), or else one would need to combine them to get more general solutions. In the former case (B14) and (B17) should be equivalent, implying:
where we used Eq. (B16) with a = 2 when writing the f -dependent term. This means that for each Ω 1 there should exist an Ω 2 satisfying the above equation. The two functions should then be constrained in two ways:
(i) their respective forms should be such that the entries U In fact requirement (i) is trivially satisfied due to the identities
meaning that any function of the U 2a Φ entries is automatically a function of the U 1a Φ entries and vice-versa. 7 In this case, requirement (ii) can be arranged for by simply adding a linear term in U 1a Φ or U 2a Φ . One is thus tempted to conclude that either of the two forms, (B14) or (B17), is sufficient to span all possible solutions, as well as any other similar form taking a different Φ a , for which W M,a is nonzero, as a reference field. However, as we will see below the requirement of holomorphy of W M−1 (z, Φ a ) leads in some instances to obstructions such that (i) and (ii) become insufficient or their generalisation not trivially satisfied.
We note first that the holomorphy in z of W M−1 (z, Φ a ) requires that the last ℓ entries in Ω 1 should be left out since they cannot be canceled by a z † dependence in ξ. This is easily seen by considering the holomorphy of W M−1 in z at the field space point Φ a = 0, ∀a = 1, . . . , k, implying the holomorphy of Ω 1 (0, ..., 0, ...; z, z † ) and thus that the last ℓ entries should be absent. Taking this into account one finds that the ξ 
7 To establish (B20) we used the identity ξ 2,1 /ξ 1 2 = ξ 2 a ξ a,1 /(ξ 1 a ξ a,2 ) which follows from Eq. (B16) and its equivalent where 1 is replaced by 2. Also (B19) is a consequence of (B20) with a = 1 and upon use of the obvious identities ξ 1,1 = ξ 1 1 and U 11 = 0.
where r = 1, 2, ... label all the fields Φ r that can be used as reference fields, i.e. for which W M,i (z † ) is nonzero, and
The first term on the right-hand side of Eq. (B21) is chosen to be the same as in Eq. (B14). This is not a loss of generality. It can be traded for by any other term of the same form, with 1 replaced by r, or even an averaged sum of such terms. The reason is that this linear term does not suffer from the aforementioned holomorphy obstruction since the coefficient of the linear term in U 12 Φ in Eq. (B18) is in general non-holomorphic. One can thus always pull out of Ω a linear term, where the non-holomorphy is embedded in the ξ a,r , to match the choice made in Eq. (B21). Note that there can be subsets of r and a for which ξ a,r is holomorphic in z. These subsets can be related to each other through (B19), (B20) without any holomorphy obstruction. Given our notations in Eq. (B21) this leads to redundant entries in Ω, but this is harmless and we stick for simplicity to these notations.
Although the holomorphy of each of the ξ a,r 's and a proper choice of f (z, z † ) would be obviously sufficient to ensure the holomorphy of W M−1 , the reverse is far from straightforward to prove, as cancellations are in principle possible. We address this question in detail below.
But first a crucial remark: as easily seen from Eqs. (B21 -B23), Ω becomes a totally arbitrary function of the Φ a 's for the a labels that correspond to vanishing functions W M,a (z † ), as this implies ξ a,r = 0 and U ra Φ = ξ r a Φ a , while it remains arbitrary, albeit a function of the field combinations given by U ra Φ , for the a labels that correspond to nonzero functions W M,a (z † ). This mathematical difference leads to an important physical difference which is at the heart of the existence of the NSWS discussed in section III A. It is thus convenient for the ongoing discussion to label distinctly the Φ a fields corresponding to the two classes of dependence. We denote by Φ a with a = 1, . . . , k 0 the k 0 fields that correspond to W M,a (z † ) = 0 and denote by S p with p = 1, . . . , k 1 the k 1 fields Φ r that correspond to W M,r (z † ) = 0, with k = k 0 + k 1 . We will refer to these two distinct classes as Φ-type and S-type respectively. In terms of this relabeling Eq. (B21) takes the form
where now
Note that when there is only one single S-type field, say S 1 , then U 1p S = 0 and W M−1 becomes a sum of a linear function in S 1 and an arbitrary S-independent function of Φ a and z. Also the case with no S-type fields is implicitly included in Eq. (B24) by dropping all dependence on S.
We come now to the requirement of the holomorphy of W M−1 in z i . This is expressed as,
The full exploitation of this constraint turned out to be technically very involved. We present it here in the simplified case where Ω is a function of a single set of U rp S variables, say U 1p S with p = 2, . . . , k 1 . In fact this simplified assumption will prove sufficient to obtain the most general solution. Upon use of (B24) equation (B26) implies
where we have used the fact that ξ 1 p is holomorphic in z, denoted the ξ p,1 (z, z † ) by ξ p for simplicity, and dropped out an overall common factor S 1 when writing the above equation. This equation can be again treated as a linear partial differential equation for Ω for each given i. If
= 0 there should exist at least one p ≥ 2, call it 
the role of f (z, z † ) and the index 2 b the role of the index 1. It reads,
compare with Eq. (B14), where Ξ i is an arbitrary function of its entries and we have defined
(compare with Eq. (B25)), with the γ's satisfying 
In the following it will prove necessary to distinguish the two generic cases: single nonholomorphy:
= 0 only for one given i, multiple nonholomorphy:
[The special case where
= 0 for all i will be addressed later on.] For both single and mutiple nonholomorphies there should exist at least one p ≥ 2, call it p = 2 b , such that In the single nonholomorphy case this form of Ω is necessary and sufficient to insure the holomorphy of W M−1 and the latter is finally given by,
Note that due to the single nonholomorphy corresponding to one specific index i, Eq. (B27) is by definition trivially satisfied for all hidden sector indices other than i. Moreover, if there exists at least one other index of the 2 b type, say 2 c , one can readily recast Eq. (B32) in terms of 2 c similarly to the discussion following Eq. (B18), due to the identities
In the multiple nonholomorphy case the issue becomes more involved. For instance considering the nonholomorphy with respect to two distinct fiels z i and z j , Ω can now be written in two different forms. The requirement that they should match brings extra constraints. Consider two indices 2 b and 2 c satisfying 
for given i = j. This equation is similar to Eq. (B18) where now the Ξ's, V S 's, U S 's and 2 b , 2 c play respectively the role of the Ω's, U Φ 's, Φ's and 1, 2 of that equation. We should stress however that contrary to Eq. (B18) which is allowed not to hold when Ω 1 and Ω 2 span different sets of solutions, here the constraint (B35) is mandatory since the same function Ω should satisfy Eq. (B27) for all i. One has thus to deal correspondingly with requirements similar to those of (i) and (ii) (see the discussion following Eq.(B18)):
(i)' Ξ i and Ξ j should be such that the entries V To be more specific, we assume without loss of generality that q 0b ≥ q 0c so that Ξ j has more U S entries and less V S entries than Ξ i . As can be seen from the definitions (B25, B29), a U 
The holomorphy of α, β, κ, α p and κ p is a necessary requirement. It can be proved analogously to the case of γ entries respectively in Ξ i and Ξ j that would lead to a special form replacing Eq. (B37).] Identifying the coefficients of the independent fields in Eq. (B36), one finds after some algebra
The holomorphicity of γ i κ p , allows to integrate unambiguously Eq. (B39) giving
with g an arbitrary holomorphic function in z, and where in the second line we used Eq. (B16) and defined
and W M−1,1 (z) ≡ g(z). If we further extend the relation (B38) to p = 2 b , 2 c by choosing α 2 b , α 2c , κ 2 b , κ 2c accordingly, then Eq. (B42) is automatically consistent with (B40). 8 In conclusion f has exactly the functional form that would have been expected from Eq.(B12).
We come now to Equation (B37). It expresses requirement (i)' but only in the case where the Ξ i 's have further nonlinear dependences on the V S entires. Indeed if the Ξ i 's were linear then Eq. (B36) would satisfy by itself both requirements (i)' and (ii)', and Eq. (B37) would be irrelevant. Equating the coefficients of the independent fields U 
that is sufficient and necessary to relate V 
where we have defined -i = 1, . . . , ℓ with ℓ an arbitrary positive integer, labels the z fields.
We stress that while the µ ps 's enter Eq. (B67), it is their complex-conjugate that enter Eq. (B64 
We close this discussion by a few remarks-the result we arrived at implies that all the relevant ξ's are holomorphic in z. This is not to mean that it would have been equivalent to choosing from the start all the ξ's holomorphic in Eq. (B21). In the latter case all the U r,a S sets would be related to each other thanks to identities similar to Eq. (B20). The holomorphy structure in Eq. (B23) would then imply that the W M,a (z † ) are all expressed in terms of one single function of z † up to constant factors. This is obviously less general than what we found through the above detailed analysis and corresponds simply to the special choice P = 1 and n 1 = k 1 in (B63), (B64), (B65), that is the trivial partition of the S-type fields set-the important point in our general result is that if some of the ξ's are not holomorphic then cancellations should take place separately in each entry of Ξ in such a way that generates partitions of disjoint subsets of S-type fields-as stated after Eq. (B26) the proof leading to Eqs. (B64, B65) has been carried out in a simplified version of Eq. (B24) where just one set of U rp S entries was assumed for Ω with fixed r = 1. It is legitimate to ask whether in the absence of this simplifying assumption one would get more general solutions. But we see no memory of this assumption in the final form of our solutions. In particular the Ξ function contains all the S-type fields albeit in the form of partitions into disjoint subsets.
• a non SW solution: If we truncate the expansion in Eq. (2.13) at M = 1, putting W M = 0 for all M ≥ 2, then the above solutions give us the most general form of the superpotential, W (z, S, Φ) = m pℓ W 1 (z, S, Φ) + W 0 (z, S, Φ)
where W 1 and W 0 are given respectively by Eq. (B64) and Eq. (B65) with M = 1. Note that the SW solution Eq. (3.5) meets this one only in the case where the S-type fields sector is not present and W 2 (z) := 0, thus confirming that the SW form is not the most general. When M > 1 additional constraints must be studied originating from lower strictly positive c powers of m pℓ in (B1) that we now consider.
• c = 2M − 2 : relevant when M ≥ 2, the term with c = 2M − 2 in the master equation (B1) gets contributions from the 0-sum and the 2-sum terms and leads to the constraint,
∂Φ a ∂W M ∂Φ a * + h.c. +
where we use from now on the shorthand notation,
Recall that summation over repeated indices is understood. Applying 
Since this constraint is a sum over positive definite terms, it is valid separately for fixed a, b. Applying it to the case Φ a ≡ S p implies,
• c = 2M − 4 : relevant when M ≥ 3, this term gets contributions from the 0-sum, 2-sum and 4-sum terms. When M ≥ 4 it leads to the constraint, 
Applying to the above equation the operator ∂ ∂S q ∂ ∂S q * where summation over the q index is understood, recalling that the W M−1,b are Φ and S independent [cf. Eq. (B81) and using Eq. (B8) where by definition the Φ a are only the S-type fields, or equivalently using Eq. (B64) for any chosen partition P , one finds a sum of squares satisfying
that implies W M,q = 0, ∀q = 1, ..., k 1 .
Here W M,q denotes generically all the W M,p (z) µ ps factors appearing in Eq. (B64). The S-type set is thus empty when M ≥ 3 and, given (B100), we conlude that:
there are no S-type fields when M ≥ 2.
The W M−1 , W M−2 functions determined previously have thus no dependence on S-type fields. In particular the first sum on the left-hand side of Eq. (B103) vanishes trivially and there are no other constraints from this equation. Equations (B64, B81, B87) and (B90) simplify now to
W M−2 (z) = Γ(. . . , Φ a , . . . ; z)
Operating ∂ ∂ Φ b on this last equation yields,
where we have used (B107, B108) and (B93). Since 
meaning that for all M ≥ 2 only W M−2 can depend on Φ fields. In the case M = 2 there are no further constraints. However, when M ≥ 3 the constraint (B102) becomes relevant and, combined with (B111), leads to a sum of squares implying W M = 0, a contradiction ! Thus the expansion (2.13) should be truncated at most at M = 2.
Summary:
• This list exhausts all possibilities in the case of the minimal Kähler potential.
General Kähler
The situation when the Kähler potential is non-canonical is much more involved. In this appendix rather than studying completely the non-canonical case, we point out new difficulties which appear in this case and two peculiar solutions are be given. The resolution of the analogous of equation (3.3) for a general Kähler potential is much more difficult. Assuming that the Kähler potential and superpotential have the expansions given in Eqs. (2.12, 2.13), the actual computation of the F -term potential of Eq. (2.1) entails three main new difficulties in comparison with the canonical Kähler case:
1. The inversion of the Kähler metric is performed perturbatively as an expansion in negative powers of m pℓ ; the actual form of the expansion depends on whether the observable sector enters explicitly K n or not.
2. Since K ia * and K ai * are in general different from zero, the coupling between the observable and the hidden sectors renders the constraints fulfilling the consistency requirement 2.10 much more involved. then the potential is naturally at the order 1/m pℓ . Thus when Supergravity is broken the cosmological constant has a 1/m pℓ suppression.
The two new solutions above were obtained simply putting to zero all dangerous terms. Probably, as we proceed in the canonical case, solving the tower of differential equations new solutions might be obtained. Such study goes beyond the scope of this paper.
