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Abstract
A new relationship of eigenvalues between the Jacobi iterative matrix and the USAOR
iterative matrix for a block p-cyclic case is derived. Many known results are its special cases.
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1. Introduction
To solve the linear equations
Ax = b, (1.1)
where A ∈ Cn×n is a nonsingular complex matrix. We consider the USAOR iterative
method. Here we assume that A is a p-cyclic matrix, having the block partitioned
form
A =


A1,1 A1,2 0 · · · 0
0 A2,2 A2,3 · · · 0
...
...
.
.
.
.
.
.
...
...
...
.
.
. Ap−1,p
Ap,1 0 · · · · · · Ap,p


, (1.2)
all the diagonal submatrices Ai,i (i = 1, . . . , p) being square and nonsingular.
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Consider the block decomposition of A
A = D(I − L− U), (1.3)
where D = diag(A1,1, A2,2, . . . , Ap,p), L and U are respectively strictly lower and
strictly upper triangular matrices. The corresponding block Jacobi iterative matrix B
B = L+ U (1.4)
has the form of
B =


0 B1,2
0 B2,3
.
.
.
.
.
.
.
.
. Bp−1,p
Bp,1 0


, (1.5)
L =


0
.
.
.
.
.
.
Bp,1 0

 ,
U =


0 B1,2
0 B2,3
.
.
.
.
.
.
.
.
. Bp−1,p
0


. (1.6)
Zhang [13] proposed an iterative method called BFAOR method, in [5] which is
called unsymmetric accelerated overrelaxation (USAOR) method, defined by
xn+
1
2 = Lγ1,ω1xn + ω1(I − γ1L)−1D−1b,
xn+1 = Uγ2,ω2xn+
1
2 + ω2(I − γ2U)−1D−1b.
i.e.
xn+1 = Gxn + (I − γ2U)−1[(ω1 + ω2 − ω1ω2)I + ω2(ω1 − γ1)L
+ω1(ω2 − γ2)U ](I − γ1L)−1D−1b, (1.7)
where
G = Uγ2,ω2Lγ1,ω1 ,
Uγ2,ω2 = (I − γ2U)−1[(1 − ω2)I + (ω2 − γ2)U + ω2L], (1.8)
Lγ1,ω1 = (I − γ1L)−1[(1 − ω1)I + (ω1 − γ1)L+ ω1U ].
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It is easy to see that many known iterative methods are its special cases.
γ1 = 0, ω1 = 1, γ2 = ω2 = 0, Jacobi
γ1 = ω1 = 1, γ2 = ω2 = 0, Gauss–Seidel
γ1 = 0, ω1 = ω, γ2 = ω2 = 0, JOR
γ1 = ω1 = ω, γ2 = ω2 = 0, SOR
γ1 = γ2 = ω1 = ω2 = ω, SSOR
γ1 = ω1 = ω, γ2 = ω2 = ωˆ, USSOR
γ1 = γ, ω1 = ω, γ2 = ω2 = 0, AOR [3]
γ1 = γ2 = γ, ω1 = ω2 = ω, SAOR [4]
γ1 = ω, ω1 = 1, γ2 = ω2 = 0, EGS2 [2, 7]
γ1 = γ2 = ω, ω1 = ω2 = 1, SEGS2 [1]
In the special case that p = 2, A has the form of
A =
(
I1 −H
−K I2
)
,
where I1 and I2 are both identity matrices, a relationship between the eigenvalue λ of
the USAOR iterative matrix and the eigenvalue µ of the Jaobi matrix was established
in [13], which is the same as the following:
[λ− (1 − ω1)(1 − ω2)]2 = [λ− (1 − ω1)(1 − ω2)][ω1ω2 + ω1γ1(1 − ω2)
+ω1(1 − γ1)(ω2 − γ2)]µ2
+[ω1(1 − γ1)(1 − ω2)+ ω2(1 − ω1)]
× [γ2λ+ ω1(1 − ω2)+ (1 − ω1)(ω2 − γ2)]µ2
−ω1ω2(ω1 − γ1)(ω2 − γ2)µ4. (1.9)
In this paper, we derive an eigenvalue relationship for arbitrary p  2 when A is a
p-cyclic matrix in the form of (1.2), via an approach due to Varga et al. [11].
2. Main results
First we give some notations.
λ is an eigenvalue of G,
τ = λ− (1 − ω1)(1 − ω2) /= 0,
a = ω1(1 − ω2)+ (1 − ω1)(ω2 − γ2),
b = ω1(ω2 − γ2),
c = ω1(1 − γ1)(ω2 − γ2),
d = ω1γ1(ω2 − γ2), (2.1)
e = ω1(1 − γ1)(1 − ω2)+ ω2(1 − ω1),
f = ω1ω2 + ω1γ1(1 − ω2),
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g = (a + λγ2)/τ,
h = b/τ,
s and t are the roots of the equation z2 − gz− h = 0, i.e.
s = g +
√
g2 + 4h
2
, (2.2)
t = g −
√
g2 + 4h
2
,
α0 = 1, α1 = g,
αi =
{
si+1 − t i+1
s−t , s /= t,
(i + 1)si , s = t,
(2.3)
i = 2, 3, . . . , p − 1, and αi = 0, if i < 0.
Theorem. Assume the matrix A has the form of (1.2), let B of (1.5) be its associated
weakly cyclic (of index p) block Jacobi matrix. If µ is an eigenvalue of B, µ /= 0,
and λ satisfies
τ [eαp−1 + (c + f )αp−2 + dαp−3]µp − q(α2p−2 − αp−1αp−3)µ2p = τ 2,
(2.4)
where q = cf − de = ω1ω2(ω1 − γ1)(ω2 − γ2), τ, c, d, e, f, αi are defined by
(2.1)–(2.3). Then λ is an eigenvalue of USAOR iterative matrix G. Conversely, if
λ is an eigenvalue of G for which τ = λ− (1 − ω1)(1 − ω2) /= 0, then there must
exist an eigenvalue µ of B satisfying (2.4).
Remark
(a) if p = 2, then (2.4) reduces to (1.9),
(b) if γ1 = ω1 = ω, γ2 = ω2 = 0, then (2.4) reduces to [12,14]
(λ+ ω − 1)p = λωpµp,
(c) if γ1 = γ2 = ω1 = ω2 = ω, then (2.4) reduces to [11]
[λ− (1 − ω)2]p = λ(λ+ 1 − ω)p−2ωp(2 − ω)2µp,
(d) if γ1 = ω1 = ω, γ2 = ω2 = ωˆ, then (2.4) reduces to [6,9]
[λ− (1 − ω)(1 − ωˆ)]p = λ(ω + ωˆ − ωωˆ)2[ωˆλ+ ω(1 − ωˆ)]p−2µp,
(e) if γ1 = γ , ω1 = ω, γ2 = ω2 = 0, then (2.4) reduces to [10]
(λ+ ω − 1)p = ωp−1(γ λ+ ω − γ )µp,
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(f) if γ1 = γ2 = γ , ω1 = ω2 = ω, then (2.4) reduces to the relationship of eigen-
values for SAOR,
(g) if γ1 = ω, ω1 = 1, γ2 = ω2 = 0, then (2.4) reduces to the relationship of eigen-
values for EGS2,
(h) if γ1 = γ2 = ω, ω1 = ω2 = 1, then (2.4) reduces to the relationship of eigen-
values for SEGS2.
The relationships of eigenvalues for SAOR, EGS2 and SEGS2 in above (f)–(h)
are also new. Our result (2.4) uniformly represents all the eigenvalue relationships
for most of the known overrelaxation iterative methods.
3. Proof of the theorem
Let x = (xT1 , xT2 , . . . , xTp)T, corresponding to the partitions of G, be an eigenvec-
tor associating with the eigenvalue λ of G, then
Gx = λx, (3.1)
i.e.
[(1 − ω2)I + (ω2 − γ2)U + ω2L]Lγ1,ω1x = λ(I − γ2U)x (3.2)
by direct calculation from (1.5), (1.6), (2.1) and (3.2), we have
[(1 − ω2)I + (ω2 − γ2)U + ω2L]Lγ1,ω1
=


(λ− τ)I1 aB1,2 bB1,2B2,3
(λ− τ)I2 aB2,3 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. bBp−2,p−1Bp−1,p
cBp−1,pBp,1 dBp−1,pBp,1B1,2 0 · · · (λ− τ)Ip−1 aBp−1,p
eBp,1 fBp,1B1,2 0 · · · 0 (λ− τ)Ip


(3.3)
by (3.2) and (3.3)
gB1,2x2 + hB1,2B2,3x3 = x1,
gB2,3x3 + hB2,3B3,4x4 = x2,
...
gBp−2,p−1xp−1 + hBp−2,p−1Bp−1,pxp = xp−2,
c/τBp−1,pBp,1x1 + d/τBp−1,pBp,1B1,2x2 + gBp−1,pxp = xp−1,
e/τBp,1x1 + f/τBp,1B1,2x2 = xp.
(3.4)
From (3.4), substitute x2 of second equation into the first one, then substitute xi of
the ith equation, i = 3, 4, . . . , p − 2, into the newly obtained equation. We assume
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x1 = Mixi+1 +Nixi+2, i = 1, . . . , p − 2 (3.5)
notice (3.4), it is easy to obtain
Mi = gMi−1Bi,i+1 +Ni−1,
Ni = hMi−1Bi,i+1Bi+1,i+2. (3.6)
Thus
Mi = gMi−1Bi,i+1 + hMi−2Bi−1,iBi,i+1,
Ni = hMi−1Bi,i+1Bi+1,i+2,
for i = 1, 2, . . . , p − 2, and M−1 = 0,M0 = I, and N0 = 0
by induction and simple computation
Mi = αiB1,2B2,3 · · ·Bi,i+1,
Ni = hαi−1B1,2B2,3 · · ·Bi,i+1Bi+1,i+2, (3.7)
for i = 1, 2, . . . , p − 2,
where αi is defined by (2.3).
Combining (3.5) and (3.7), we have
x1 = αp−2B1,2B2,3 · · ·Bp−2,p−1xp−1 + hαp−3B1,2B2,3 · · ·Bp−1,pxp, (3.8)
similarly
x2 = αp−3B2,3B3,4 · · ·Bp−2,p−1xp−1 + hαp−4B2,3B3,4 · · ·Bp−1,pxp, (3.9)
substitute xp−1 and xp of (3.4) into (3.8) and (3.9)
x1 = β1,1B1,2B2,3 · · ·Bp,1x1 + β1,2B1,2B2,3 · · ·Bp,1B1,2x2, (3.10)
x2 = β2,1B2,3B3,4 · · ·Bp,1x1 + β2,2B2,3B3,4 · · ·Bp,1B1,2x2, (3.11)
where
β1,1 = cαp−2 + eαp−1
τ
, β1,2 = dαp−2 + f αp−1
τ
, (3.12)
β2,1 = cαp−3 + eαp−2
τ
, β2,2 = dαp−3 + f αp−2
τ
,
from (3.11)
β2,1B2,3B3,4 · · ·Bp,1x1 = x2 − β2,2B2,3B3,4 · · ·Bp,1B1,2x2. (3.13)
Multiplying through (3.10) with β2,1B2,3B3,4 · · ·Bp,1 then substituting (3.13) into
(3.10), we have
Ex2 = τ 2x2, (3.14)
R. Li / Linear Algebra and its Applications 362 (2003) 101–108 107
where
E = τ [eαp−1 + (c + f )αp−2 + dαp−3]B2,3B3,4 · · ·Bp,1B1,2
− q(α2p−2 − αp−1αp−3)(B2,3B3,4 · · ·Bp,1B1,2)2. (3.15)
From (3.4), we know that at least x1 /= 0 or x2 /= 0, otherwise x = 0 by (3.4).
Without loss of generality, we assume x2 /= 0. Eq. (3.14) tells us that τ 2 is an ei-
genvalue of matrix E. If µ0 is an eigenvalue of B, then µp0 is an eigenvalue of
matrix B2,3B3,4 · · ·Bp,1B1,2 [11]. Therefore, τ [eαp−1 + (c + f )αp−2 + dαp−3]µp0
− q(α2p−2 − αp−1αp−3)µ2p0 is an eigenvalue of E by (3.15). Hence, if λ is an eigen-
value of G, then there must exist an eigenvalue µ of B satisfying (2.4).
Conversely, if µ is an eigenvalue of B, and if λˆ satisfies (2.4), because µ is a
nonzero eigenvalue of B iff B2,3B3,4 · · ·Bp,1B1,2y2 = µpy2 for some y2 /= 0 with
τˆ = λˆ− (1 − ω1)(1 − ω2) where λˆ is an solution of (2.4), we define y2 satisfying
(3.13), then determine y1 by (3.11) and y3, . . . , yp by (3.4). Let Y = (yT1 , yT2 , . . . ,
yTp)
T
, then we have
GY = λˆY.
So that λˆ is an eigenvalue of G. So we have proved the theorem. 
4. Further considerations
We have considered the eigenvalue relationship for USAOR for a block p-cyclic
case. For further considerations, an extension of the present work to derive an
eigenvalue relationship for more generalized p-cyclic matrices along the lines of
the article by Li and Varga [6] is possible, which will involve more complicated
computation. As we know, the matrix analogs to the eigenvalue relationships for
p-cyclic matrices hold and the most general reference is given by Noutsos [8] for
USSOR iterative method. We conjecture that a matrix analogs to the relationship
obtained in this paper must also hold.
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