Strong Dependence of Type Ia Supernova Standardization on the Local
  Specific Star Formation Rate by Rigault, M. et al.
Astronomy & Astrophysics manuscript no. main_arxiv c©ESO 2018
June 12, 2018
Strong Dependence of Type Ia Supernova Standardization on the
Local Specific Star Formation Rate
M. Rigault1, V. Brinnel2, G. Aldering3, P. Antilogus4, C. Aragon3, S. Bailey3, C. Baltay5, K. Barbary3, S. Bongard4,
K. Boone3, 6, C. Buton7, M. Childress8, N. Chotard7, Y. Copin7, S. Dixon3, P. Fagrelius3, 6, U. Feindt9, D. Fouchez10,
E. Gangler1, B. Hayden3, W. Hillebrandt11, D. A. Howell12, 13, A. Kim3, M. Kowalski2, 14, D. Kuesters2, P.-F. Leget,1,
S. Lombardo2, Q. Lin15, J. Nordin2, R. Pain4, E. Pecontal16, R. Pereira7, S. Perlmutter3, 6, D. Rabinowitz5, K. Runge3,
D. Rubin3, 17, C. Saunders4, G. Smadja7, C. Sofiatti3, 6, N. Suzuki3, 20, S. Taubenberger11, 18, C. Tao10, 15, and
R. C. Thomas19
The Nearby Supernova Factory
(Affiliations can be found after the references)
ABSTRACT
As part of an on-going effort to identify, understand and correct for astrophysics biases in the standardization of Type Ia supernovae (SN Ia) for
cosmology, we have statistically classified a large sample of nearby SNe Ia into those located in predominantly younger or older environments. This
classification is based on the specific star formation rate measured within a projected distance of 1 kpc from each SN location, (LsSFR). This is an
important refinement compared to using the local star formation rate directly (Rigault et al. 2013; 2015), as it provides a normalization for relative
numbers of available SN progenitors and is more robust against extinction by dust. We find that the SNe Ia in predominantly younger environments
are ∆Y = 0.163 ± 0.029 mag (5.7σ) fainter than those in predominantly older environments after conventional light-curve standardization. This
is the strongest standardized SN Ia brightness systematic connected to host-galaxy environment measured to date. The well-established step in
standardized brightnesses between SNe Ia in hosts with lower or higher total stellar masses is smaller, at ∆M = 0.119 ± 0.032 mag (4.5σ), for the
same set of SNe Ia. When fit simultaneously, the environment age offset remains very significant, with ∆Y = 0.129 ± 0.032 mag (4.0σ), while
the global stellar mass step is reduced to ∆M = 0.064 ± 0.029 mag (2.2σ). Thus, approximately 70% of the variance from the stellar mass step
is due to an underlying dependence on environment-based progenitor age. Also, we verify that using the local star formation rate alone is not as
powerful as LsSFR at sorting SNe Ia into brighter and fainter subsets. Standardization using only the SNe Ia in younger environments reduces the
total dispersion from 0.142± 0.008 mag to 0.120± 0.010 mag. We show that as environment ages evolve with redshift, a strong bias, especially on
measurement of the derivative of the dark energy equation of state, can develop. Fortunately, data to measure and correct for this effect using our
local specific star formation rate indicator is likely to be available for many next-generation SN Ia cosmology experiments.
Key words. Cosmology – Type Ia Supernova – Systematic uncertainties – Galaxies
1. Introduction
Empirically standardized Type Ia Supernovae (SNe Ia) are pow-
erful cosmological distance indicators that enable us to trace the
expansion history of the Universe. The SN Ia redshift-magnitude
relation led to the discovery of the accelerated expansion of the
Universe (Perlmutter et al. 1999; Riess et al. 1998) attributed
to an elusive dark energy. This acceleration has been confirmed
with high precision (Betoule et al. 2014; Planck Collaboration et
al. 2016). Because SNe Ia directly probe the period when the ex-
pansion of the Universe is driven by dark energy, they remain a
key probe for cosmology (Kim et al. 2015). They are particularly
powerful for measuring the dark energy equation of state param-
eter w, its potential redshift evolution wa (Weinberg et al. 2013;
Betoule et al. 2014), as well as for directly deriving the Hub-
ble constant, H0 (Riess et al. 2009, 2016). At present, the direct
measurement of H0 using SNe Ia disagrees significantly with
extrapolation to the current epoch of cosmic microwave back-
ground constraints (Planck Collaboration et al. 2016; Riess et al.
2016). This could signify other new physics, but there still may
be unaccounted-for systematic effects (Rigault et al. 2015).
The SN Ia distance measurement technique relies on the abil-
ity to determine SN luminosities over a wide range of redshifts
in a consistent way. The natural observed luminosity dispersion
for normal SNe Ia is ∼ 40%. This can be significantly reduced to
∼ 15% using empirical relations between the SN lightcurve peak
luminosity and the lightcurve shape and color (Phillips 1993;
Riess et al. 1996; Tripp 1998). The basic behavior underlying
this standardization is that fainter supernovae are redder, and
brighten and fade more quickly.
Fakhouri et al. (2015) have subsequently shown that twin
SNe Ia – pairs with very similar spectra at peak-luminosity —
exhibit a dispersion in luminosity below 8%. This result was ob-
tained using the same data as lightcurve-based standardization,
implying that the 15% dispersion based on optical light curves
is not random, but rather correlated in some unknown manner
that the use of twin SNe Ia is able to cancel, at least at the level
of measurement uncertainties. Lower dispersion is also found at
near-infrared wavelengths; Barone-Nugent et al. (2012) find a
dispersion of 9%. Here models suggest that astrophysical dif-
ferences in SNe should be lower than in optical bands (Kasen
2006). Taken together, these results motivate the search for clues
concerning the nature of the astrophysical differences that exist-
ing standardization does not yet fully remove.
Constraints on the true nature of SN Ia progenitors remains
limited. Branch et al. 1995, Hillebrandt & Niemeyer 2000, Maoz
et al. 2014 and Maeda & Terada 2016 provide comprehensive
reviews of potential explosion scenarios and some of their ex-
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pected observational signatures. Since the impact of progenitor
properties, such as mass, age, or metallicity, on the resulting
standardized peak luminosity is not constrained well enough by
models to be applied with anywhere near the precision required
for cosmological measurements, effort has focused on empirical
studies beyond direct measurement of the SNe Ia light curves.
One such avenue that has proven productive has been the
study of correlations between SNe Ia and their host-galaxy prop-
erties. For instance, a strong quantitative connection between the
total stellar mass and standardized SN brightnesses is now well
established (Kelly et al. 2010; Sullivan et al. 2010; Gupta et al.
2011; Childress et al. 2013a).
Correlations of standardized brightnesses with host-galaxy
stellar age (Sullivan et al. 2010; Gupta et al. 2011) and gas-
phase metallicity (D’Andrea et al. 2011; Childress et al. 2013a)
have been identified. In addition, the distributions of light-curve
widths used to standardize SNe Ia have been shown to change
depending on the host galaxy morphology (Hamuy et al. 1996,
2000), total stellar mass (Neill et al. 2009; Sullivan et al. 2010;
Lampeitl et al. 2010; Kelly et al. 2010; Gupta et al. 2011), stellar
metallicity (D’Andrea et al. 2011; Pan et al. 2014), global spe-
cific star formation rate (sSFR; Sullivan et al. 2006), stellar age
(Neill et al. 2009; Lampeitl et al. 2010; Childress et al. 2013a)
and local star formation rate (Rigault et al. 2013).
These results are clear evidence that host-galaxy properties
and variations in the progenitor populations are connected, and
that astrophysical biases remain after the usual lightcurve stretch
and color standardization. Determining the cause is complicated
by the fact that, e.g., galaxy stellar mass simultaneously cor-
relates with stellar metallicity (e.g. Tremonti et al. 2004) and
stellar age (e.g. Gallazzi et al. 2005), and morphology corre-
lates with stellar age as well. Since relative host galaxy stellar
masses are straightforward to derive from deep broadband imag-
ing that accompanies modern SN search and follow-up, a bright-
ness step between SNe Ia with host stellar masses on either side
of log(M∗/M) = 10 is now commonly included as a third stan-
dardization parameter (Sullivan et al. 2011; Suzuki et al. 2012;
Betoule et al. 2014).
However, galaxy stellar mass itself is unlikely to be the
root cause of the effect. Being stars, SN will have formed in a
group with other stars, having common ages and metallicities.
As discussed in Rigault et al. (2013) and Rigault et al. (2015),
such groups initially have low velocity dispersions, which imply
timescales of ∼ 300 Myr to dispersion by a distance of 1 kpc.
Even then, most of the velocity is in the form of angular momen-
tum, and so those stars tend to oscillate around a mean galacto-
centric distance, preserving their correlation with other nearby
star over much longer periods of time. By comparison, global
properties for isolated galaxies are primarily governed by the
dark matter halo mass and the amount of infalling gas. These
factors correlate with some bulk properties of stars in a galaxy,
but local correlations remain the strongest. Such local coherence
in stellar properties has long been exploited in estimating relative
ages of supernovae (e.g. Moore 1973; van Dyk 1992; Bartunov
et al. 1994; Aramyan et al. 2016).
An additional confounding factor is that SN Ia observed
brightnesses are dimmer and their colors redder due to dust, and
dust correlates with many galaxy properties. Measurement of
galaxy properties, such as light-weighted stellar mass and age,
depend on modeling to correct for dust, which is complicated by
scattering. Dust extinction curves are found to vary between the
Galaxy, the LMC and SMC, suggesting the influence of metallic-
ity or other differences in the interstellar media of these galaxies.
Metals are needed to build dust grains and gas-phase metallicity
correlates with total stellar mass, inducing a correlation between
the amount (e.g. Brinchmann et al. 2004; Garn & Best 2010;
Battisti et al. 2016), and potentially, the properties of dust as a
function of host-galaxy stellar mass. Dust should also correlate
with age since shocks can destroy dust grains and galactic winds
can remove them. Even the mean path length for SN light to es-
cape a galaxy will depend on its size. Care is therefore required
in the measurement and interpretation of SN host-galaxy envi-
ronmental effects.
Even so, substantial progress has been made. For instance,
Childress et al. (2013a) exploited the sharpness of the change in
standardized SN brightnesses on either side of the transition at
a total stellar mass of log(M∗/M) ∼ 10, finding that metallicity
or dust extinction change too smoothly with galaxy stellar mass
to be the primary driver. Only star-formation, which follows the
“main sequence” of galaxy formation, shows a sufficiently sharp
transition versus galaxy stellar mass (Salim et al. 2007; Noeske
et al. 2007; Elbaz et al. 2007; Daddi et al. 2007), and this transi-
tion occurs at the right global stellar mass to match the SN data.
Another key constraint on progenitors has come from corre-
lations between SN Ia rates and host-galaxy properties used to
estimate the delay time distribution (DTD) — that is, the time
from initial formation of the progenitor system to explosion. Ini-
tial work suggested a “prompt” subpopulation with a rate propor-
tional to the star-formation rate, plus a “delayed” subpopulation
whose rate is proportional to host-galaxy stellar mass (Mannucci
et al. 2005; Scannapieco & Bildsten 2005; Sullivan et al. 2006;
Aubourg et al. 2008). Studies using host galaxy ages and evolu-
tion with redshift indicate a smoother DTD falling roughly as t−1
(see Maoz et al. 2014, for a detailed review). When this smooth
distribution is convolved with the main sequence of galaxy for-
mation, a bimodal distribution of younger and older modes is
expressed in the age distribution of SNe Ia (Childress et al.
2014). The young/prompt population is continuously renewed
by star formation and therefore its age distribution remains fixed
at young ages, whereas the mean age of the old/delayed distri-
bution is tied to the large numbers of stars formed in massive
galaxies when the universe was young.
In a further effort to quantify the connection between
SN Ia progenitors, SN Ia standardized brightnesses and star-
formation/age, several studies have pioneered the use of the host-
galaxy region in the immediate vicinity of SNe Ia (Stanishev et
al. 2012; Rigault et al. 2013; Galbany et al. 2014). Of these, the
Rigault et al. (2013) study was the first having a sample large
enough for a statistical analysis, with 82 Hubble-flow SNe Ia,
and used Hα emission within a projected radius of 1 kpc as
a star-formation tracer. When comparing the properties of the
SNe Ia from low- and high-star forming regions it was found that
SNe Ia with high local star formation are fainter after standard-
ization, and significantly less dispersed in brightness. Rigault et
al. (2015), where we used a 2 kpc radius aperture, and Kelly et
al. (2015), who used a 5 kpc aperture, confirmed these results us-
ing GALEX UV imaging. Jones et al. (2015) replicated the study
of Rigault et al. (2015), though they then found a weaker effect
when using a different light curve fitter, adding some additional
SNe Ia, and applying additional selection cuts to their sample.1
Continuing the thread of our previous host analyses (Chil-
dress et al. 2013a; Rigault et al. 2013; Rigault et al. 2015),
this paper aims at building an astrophysically-motivated SN host
analysis that would allow a more direct interpretation of the
1 After submission of the current paper, both Roman et al. (2018) and
Kim et al. (2018) have confirmed the presence of a similar bias using
alternative local host-galaxy properties.
Article number, page 2 of 23
M. Rigault et al.: Local sSFR bias in SNe Ia
sources of observed correlations. Here we focus on using the
specific star formation rate indicator observed at the SN location
to trace the impact of the SN progenitor age on the SN lightcurve
parameters and standardized magnitudes. In Section 2 we further
discuss the importance of choosing an accurate galaxy indicator
for SN host analyses, showing that the local sSFR (LsSFR) is a
natural parameter to probe intrinsic SN variations. The deriva-
tion of these parameters is presented in Section 3 and associated
results are given in Section 4. We provide comparisons with pre-
vious results, and several cross-checks, in Section 5. We then
turn to the consequences of our results for cosmology in Sec-
tion 6 and then summarize and conclude in Section 7.
2. The LsSFR host-galaxy environment indicator
Studies of host-galaxy global properties often use the specific
star formation rate, sSFR, the star formation rate (SFR) normal-
ized by the stellar mass, to rank galaxies by their relative star
formation activity. Here we extend this approach to the host-
galaxy regions projected on the sky in the vicinity of individual
SNe Ia. In the context of SN Ia progenitor models, the LsSFR
will be correlated with the relative numbers of young and old
progenitor systems. This is very appealing for the study of SN Ia
progenitors specifically because an approximate segregation into
young/prompt and old/delayed progenitors based on SN rates
has already been observed.
Compared to the local star formation rate (LSFR) used in
Rigault et al. (2013) and Rigault et al. (2015), both indicators
rank galaxies similarly when the SFR is either very high or very
low. But the normalization by stellar mass provided by LsSFR
breaks an ambiguity for some intermediate cases, namely, be-
tween lower star-formation rates in fainter regions of galaxies
and higher star-formation rates in brighter regions of galaxies.
In addition, sometimes the metric aperture in which the LSFR is
measured can extend outside the galaxy, diluting the signal. The
local stellar mass measurement is similarly diluted, thus this di-
lution effect is canceled for LsSFR.
As discussed above, intrinsic SN Ia brightnesses and colors
may well vary with progenitor age and metallicity, and the ob-
served brightnesses and colors are affected by dust whose prop-
erties can covary with SN intrinsic properties. In the case of a
foreground dust screen, both the inferred SFR and stellar mass
will be affected by the similar dust. Their ratio would cancel
to first order if it were not for the fact that stellar mass mea-
surements rely on galaxy stellar colors to determine the M/L ra-
tio. As stellar M/L is higher for redder populations, the affect of
dust is diminished for the measurement of stellar mass. We will
discuss this further in Section 5.3 showing that dust extinction
has no significant influence on our LsSFR analysis. In addition,
the LsSFR can exploit the fact that production of dust is corre-
lated with both higher metallicity and higher SFR (e.g. Calzetti
& Heckman 1999). Since metallicity in turn correlates with stel-
lar mass, normalization of the SFR by stellar mass suppresses
the effect of dust on global sSFR (e.g. Peek et al. 2015). Fur-
thermore, the correlation of dust with SFR surface density (e.g.
Battisti et al. 2016) suggests that any residual error in this can-
cellation, while possibly leading to a distortion of the true LsSFR
as a function of observed LsSFR, will not fundamentally change
the LsSFR-based ordering of SN Ia progenitors from younger to
older.
In the mean, the extinction-corrected sSFR inferred using Hα
in star-forming galaxies is found to have only a modest corre-
lation with the extinction-corrected stellar metallicity (Garn &
Best 2010; Salim et al. 2014). The relation is complex in that
the trend for galaxies with higher sSFR and lower mass opposes
that in lower sSFR and higher mass galaxies (Lara-López et al.
2013). This leads to a rough cancellation for galaxies whose
sSFR values are typical of our SNe (Childress et al. 2013b).
Correlation with the amount of dust derived for each galaxy is
weak (e.g. Battisti et al. 2016; Peek et al. 2015), though this
conclusion depends somewhat on the details of how extinction
of Hα relative to stars is handled (Brinchmann et al. 2004). Fi-
nally, recent detailed integral field spectroscopical analyses of
nearby galaxies have demonstrated that the relations between
extinction-corrected stellar mass, metallicity, star formation ex-
tend down to kiloparsec scales (Sánchez et al. 2013; González
Delgado et al. 2014; Martín-Navarro et al. 2015; Cano-Díaz et
al. 2016).
To summarize, we expect the LsSFR indicator to probe the
fraction of young stars in the proximity of SNe Ia, and by con-
struction, it should correlate only weakly with the amount of in-
terstellar dust. It is also expected to have only modest correlation
with stellar metallicity for most SN Ia hosts, and if anything, op-
posing trends towards higher and lower sSFRs. These properties
make the LsSFR a reasonably clean indicator of relative SN Ia
progenitor age. LsSFR has the important added benefit of pro-
viding normalization when a metric aperture extends outside the
detectable boundaries of the host glaaxy. Consequently, we will
use LsSFR as a proxy for investigating relations between pro-
genitor ages and SN Ia demographics and standardization.
3. Measurement of LsSFR
All SNe, host-galaxy Hα, and some host-galaxy imaging, pre-
sented here have been measured by the Nearby Supernova Fac-
tory (SNfactory) using our SuperNova Integral Field Spectro-
graph (SNIFS; Aldering et al. 2002; Lantz et al. 2004). Addi-
tional imaging comes from the Sloan Digital Sky Survey. The
current SNfactory sample consists of 198 SNe Ia having fully-
processed spectrophotometric lightcurve data, including obser-
vations on at least two photometric nights, final references, and
a host spectroscopic redshift. These all have at least 5 spectra
while the SN is active, and pass the quality cuts suggested by
Guy et al. (2010). We further limit our sample to the redshift
range of 0.02 < z < 0.08 needed to measure the local Hα with
SNIFS; 38 SNe Ia are lost due to this requirement. In addition,
the g and i imaging of the host is required to be free of SN light so
that stellar masses can be accurately measured; the host imaging
for 13 SNe Ia is contaminated by SN light, further reducing the
sample to 147 SNe Ia. These redshift and imaging selections are
independent of SN properties. More than 80% of our SNe are
from searches where there was no pre-selection based on host
galaxy properties (those whose names start with “SNF”, “LSQ”,
or “PTF” in Table 2). In addition, we exclude six SNe Ia in the
SN 1991T, SN 1991bg and SN 2002cx subclasses, as these are
considered too peculiar, and not central to the question of envi-
ronmental effects for normal SNe Ia. The impact of this last cut
on our result is tested in Section 4.2.2. The final sample of 141
SNe Ia is roughly twice the size of that used in Rigault et al.
(2013).
In the following Sections we detail the measurement of spec-
troscopic and photometric data. These are corrected for Milky
Way dust absorption using the extinction2 library assuming a
Fitzpatrick (1999) color law with RV = 3.1 and the dust extinc-
2 http://extinction.readthedocs.io/
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tion map from Schlegel et al. (1998). SN and host coordinates as
well as photometric measurements are given in Table 1. 3
All of the derived quantities used for this analysis are given
in Table 2. In addition, online 4 we provide the Hα spectrum
of the host galaxy within a 1 kpc aperture, the samples from
the posteriors used for the Hα and stellar mass measurements,
along with summary plots5. The lightcurve parameters are de-
rived using the SALT2.4 fitter (Guy et al. 2007; Betoule et al.
2014). We use relative distances determined from the redshifts
to convert SN Ia fluxes to relative luminosities. Host-galaxy red-
shifts come from Childress et al. (2013a), the measurement of
Hα wavelengths presented here, or the literature. These redshifts
are accurate to better than σz = 0.001.
3.1. Host-galaxy identification
While the location of the aperture to measure local SFR and lo-
cal stellar mass is given by the SN, a redshift is needed in order
to define the angular size of a consistent metric aperture. In addi-
tion, selection of the correct host galaxy is needed for measuring
the global stellar mass. Therefore, before discussing measure-
ment details, we briefly describe how we associated our SNe Ia
with their respective host galaxies.
Many of our SNe Ia – 122 of 141 – have had their host galaxy
determined in Childress et al. (2013b). As it was necessary to
develop a procedure to find hosts for the remainder, we also ap-
plied the technique to our previously-published host identifica-
tions. Unlike in Childress et al. (2013b), where additional imag-
ing was obtained when needed, for the additional SNe we only
have host data within the SDSS footprint at this time. Therefore,
we conduct our host galaxy identification using the SDSS cat-
alog “V/139” (Vizier). We search this catalog for galaxies pro-
jected within 40 kpc of each SN, and then define a candidate host
to be the nearest galaxy based on its effective elliptical distance
(Gupta et al. 2016), as determined by the semi-major and semi-
minor axes – second moments of the ellipse a and b, respectively
– extracted using SEP6 (Barbary et al. 2016), the Python imple-
mentation of Sextractor (Bertin & Arnouts 1996). If the SN
is within 3× the elliptical radius, defined as 2.5× the second mo-
ment ellipse, of the candidate host and the redshifts of the can-
didate and SN agree, the candidate is deemed to be the true host
galaxy.
Three cases could be considered ambiguous for some ap-
plications: SN2013bs, SN2013bt and SNF20080913-031. For
these, a massive elliptical galaxy is found with a redshift con-
sistent with the SN, but outside our initial matching distance of
40 kpc or beyond 3× the elliptical radius. Visual examination of
WISE W1 images shows that the old stellar light of these ellip-
ticals extends out to the SN position at very faint levels. For this
analysis we paired these galaxies and SNe, but the reader might
want to use these pairings carefully for other applications.
Childress et al. (2013a) paired SNF20070817-003 with a
galaxy ∼ 50 kpc away whose major axis points towards the SN.
However, in the course of this study we identified a small galaxy
immediately adjacent to the SN. We do not yet have a redshift for
this galaxy, so we do not use SNF20070817-003 for the analysis
here.
3 For this and the following tables and online access, the full set of data
referred to in the paper will be available once the paper is accepted.
4 http://snfactory.lbl.gov/snf/data
5 These plots show the Hα fits as in Fig. 1, the stellar mass fits as in
Fig. 2 and the LsSFR samples as in Fig. 3 for all SNe.
6 http://github.com/kbarbary/sep v.0.5.2
3.2. Measuring the local star formation rate
As in Rigault et al. (2013) we will measure the local star forma-
tion rate using Hα emission obtained using SNIFS. SNIFS is a
fully integrated instrument optimized for semi-automated obser-
vations of SNe on the structured background typical of galaxies.
It covers the full optical window at moderate spectral resolution,
and has been continuously mounted on the University of Hawaii
2.2 m telescope on Mauna Kea since 2004. The integral field
spectrograph has a fully filled 6′′.4 × 6′′.4 spectroscopic field-of-
view subdivided into a grid of 15 × 15 contiguous square spa-
tial elements (spaxels). The dual-channel spectrograph simulta-
neously covers 3200–5200 Å (B-channel) and 5100–10 000 Å
(R-channel) with 6.6 and 7.5 Å FWHM resolution, respectively.
The method of data reduction of the x, y, λ data cubes was sum-
marized by Aldering et al. (2006) and updated in Section 2.1
of Scalzo et al. (2010). The flux calibration methodology is de-
scribed in Section 2.2 of Pereira et al. (2013), based on the tech-
nique for measuring atmospheric extinction developed in Buton
et al. (2013). For measurement of the SN spectrophotometry, the
host galaxy is subtracted as described in Bongard et al. (2011).
SNIFS has a parallel imaging channel equipped with ugriz fil-
ters, which has been used to obtain some additional host-galaxy
imaging, as described in Childress et al. (2013a).
The extraction of the host-galaxy local spectra from the
SNfactory data follows the recipe provided in Rigault et al.
(2013), summarized here.
The SNfactory has typically taken ∼ 15 spectra per SN Ia,
including two “final references” taken at the SN location long
after the SN has faded away. Here we will use only the final
references to extract the local host spectrum of each SN Ia. In
Rigault et al. (2013) we also included data cubes taken when the
SN was present but had been subtracted based on 3D PSF mod-
eling (Bongard et al. 2011; Buton et al. 2013). These additional
data do not significantly improve the signal-to-noise ratio of the
host-galaxy data since the photon noise from the SN dominates
in most cases. We consequently set aside those data cubes in or-
der to avoid potential — though rare — SN contamination of the
host-galaxy measurements.
As detailed in Rigault et al. (2013), we build a sky model
from principal component analysis of thousands of sky spec-
tra extracted from our standard star observations. The model is
then fit to the average spectrum of the five faintest spaxels of the
SNIFS final reference cubes since they have the least host-galaxy
signal. The fitted sky model is then removed from the entire
cube assuming a uniform sky over the SNIFS 6′′.4 × 6′′.4 field-
of-view. In a second pass, we extract the spectrum in a 1 kpc
radius7 around the SN location, taking atmospheric differential
refraction into account. The host-galaxy local spectra are then
optimally combined for each SN.
As in Rigault et al. (2013), we use a customized ver-
sion of the University of Lyon Spectroscopic analysis Soft-
ware8 (ULySS, Koleva et al. 2008, 2009) galaxy spectral en-
ergy fitter to measure and remove the stellar continuum.
The Hα and [N ii] λλ6548, 6584 complex of lines, as well as
[O ii] λλ3726, 3728 and [S ii] λλ6716, 6731, are then simultane-
ously fit. The line profile model is Gaussian, with centers fit to
a common redshift and with all lines sharing a common width.
The Hβ and [O iii] λλ4959, 5007 lines could not be consistently
7 The choice of a 1 kpc aperture was made in Rigault et al. (2013) in or-
der to maximize the size of the SN sample given the joint constraints of
the field of view of SNIFS and the typical seeing (see details in Rigault
et al. 2013).
8 http://ulyss.univ-lyon1.fr/
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Fig. 1. Illustration of a fit to the Hα + [N ii] λλ6548, 6584 emission
line complex for the host of SNF20060912-004 — a typical moderate
signal-to-noise case. The grey line shows the emission line spectrum of
the local host. The grey band represents its uncertainty, centered around
zero. The thick blue line shows the best posterior estimation. The thin
blue lines represent 100 realisations from the posterior distribution, il-
lustrating the fit uncertainties. A posterior density sampling in the Hα
versus [N ii] flux plane is displayed as an inset.
fit across the sample because they often lie near the spectrograph
dichroic cross-over wavelength region.
Later in this analysis it will prove useful to have the full pos-
terior distributions of each fitted parameter. Therefore the fits
were performed using Markov Chain Monte Carlo (MCMC) us-
ing the python package emcee (v.2.1.0, Foreman-Mackey et al.
2013)9. MCMC requires that priors be specified; we use the fol-
lowing priors:
– Line amplitudes: flat and positive;
– Redshift: Gaussian distribution centered at the best available
redshift estimate, with a standard deviation of 500 km s−1
added in quadrature to the redshift uncertainties;
– Line dispersion: Gaussian distribution centered at the
170 km s−1 instrumental resolution, with a width of
15 km s−1. This prior was trained on high signal-to-noise data
and is needed when fitting noisy data in order to prevent fits
from converging on random fluctuations or non-physical ar-
tifacts such as sky-subtraction residuals.
We use three walkers per free parameter, which we let run for
3000 iterations. We use the first 1000 iterations to burn in the
chain. Consequently each posterior distribution has 48000 sam-
ples. Visual inspection confirmed that all fits had converged. A
typical fit of the Hα+ [N ii] λλ6548, 6584 emission line complex
is shown in Fig. 1. The posterior distributions of the Hα fits for
the host galaxies of the 141 SNe Ia are available online10.
The Hαmeasurements provided here are in units of luminos-
ity (erg/s) per kpc2.11 As in Rigault et al. (2015), the resulting
9 http://dan.iel.fm/emcee/current/
10 http://snfactory.lbl.gov/snf/data
11 In the course of this analysis we discovered that the line measure-
ments in Rigault et al. (2013) were measured as the surface bright-
nesses (in arcsec−2) averaged over a 1 kpc radius aperture, rather than
the intended luminosity per kpc2. The derived values are similar since
1 kpc ∼ 1 arcsec at our median redshift z = 0.05. See Rigault et al.
(2018) for details
Hα luminosity is converted into a star formation rate (SFR) using
the Calzetti (2013) calibration:
SFR(Hα) = 5.45 × 10−42 L(Hα) [erg s−1]. (1)
Since we will use the full posterior distribution for each fit, every
Hα MCMC sample is converted into a SFR sample in this way.
This conversion assumes that Hα is due to H ii regions and
not AGN emission. The Baldwin-Phillips-Terlevich (Baldwin
et al. 1981, BPT) diagram can be used to distinguish between
these cases based on the [O iii]/Hβ and [N ii]/Hα spectral line
ratios. [O iii]/Hβ is not available, but most of the classification
constraint comes from [N ii]/Hα (see, e.g., Fig. 1 of Kewley
et al. 2006). An AGN classification is justified if the flux ratio
log([N ii] λ6548/(Hα)) > −0.1. We measure this flux ratio by
computing the fraction of [N ii] λ6548 and Hα MCMC samples
that have a flux ratio greater than −0.1 dex. Next, we look for
cases where LsSFR might be contaminated by AGN emission.
Since we can not know what fraction of the observed Hα signal
should be assigned to star formation, such cases could later affect
the age classification (Section 3.4). Among the initial SN sam-
ple, we identified two cases where light from the galaxy center
is contained within the 1 kpc aperture and where [N ii]/Hα indi-
cates a possible AGN. These are SN2006ob and SNF20060512-
002. Childress et al. (2013b) obtained long-slit spectra covering
the cores of SN2006ob and SNF20060512-002, finding [N ii]/Hα
[O iii]/Hβ values indicative of AGN activity. However, in these
two cases the Hα contained within our aperture is too weak to
pass the threshold established later for a young system even if
the Hα were entirely from star formation. Therefore, we retain
them, resulting in no SNe Ia lost because of AGN contamination.
3.3. Measuring the local and global stellar mass
Stellar mass measurements from broadband imaging require a
simultaneous determination of the stellar mass-to-light ratio and
the dust extinction. In Childress et al. (2013b) we compared how
the results for typical SN Ia host galaxies depended on the band-
passes available. The most reliable results use optical, UV, and
NIR data, but remain unbiased even when only g- and i-band
data are used. Here we employ stellar masses derived from g-
and i-band imaging, since this exists and has the necessary spa-
tial resolution for the 1 kpc local aperture that we intend to use.
For the present study we only require internal consistency,
and therefore it is not necessary to explore the effects of differ-
ent initial mass functions, dust models, or stellar libraries. This
enables us to employ the simple relation given in Eq. 8 of Taylor
et al. (2011):
log(M∗/M) = 1.15 + 0.70 (g − i) − 0.4 Mi, (2)
where Mi is the absolute i-band AB-magnitude. Eq. 2 was
constructed using Bayesian fitting of composite stellar popu-
lations models to ugriz photometry of the GAlaxy Mass As-
sembly (GAMA) sample. These models employ the Bruzual &
Charlot (2003) synthetic stellar population library, allow only
smooth exponentially-declining star formation histories, adopt
the Chabrier (2003) initial mass function, and assume the ex-
tinction curve of Calzetti et al. (2000). According to Taylor et
al. (2011) this relation produces an unbiased estimate of galaxy
stellar mass with a precision of 0.1 dex.
The g- and i-band optical imaging used to derive the local
and host-galaxy global stellar masses come from SDSS (DR12,
Alam et al. 2015) for 118 of our SNe Ia, and from SNIFS for
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another 23 of them (Childress et al. 2013b). 12 Of the SNIFS
images, 20 are used for SNe Ia that fall outside the SDSS foot-
print. In addition, we cannot use the SDSS data for seven cases
in which the SDSS images were taken between −18 days and
+365 days relative to the SN peak in B-band. For three of these
we have SNIFS imaging data taken long after the SN faded, so
were able to retain them.
The SDSS images as provided are background subtracted
with calibrated flux and astrometry. Consequently we do not sub-
tract any additional background or perform further rectification.
The uncertainty images are reconstructed following the recipe
provided by the SDSS-collaboration13. The SNIFS images and
their associated uncertainties already exist from Childress et al.
(2013b). These images have calibrated fluxes and astrometry, as
detailed in Section 2.2 of Childress et al. (2013b).
Eq. 2 requires a (g − i) color, whose uncertainties will be
non-Gaussian due to the transformation of Gaussian flux uncer-
tainties to magnitudes. In addition, some local stellar mass mea-
surements are in regions of lower surface brightness that can be
noisy. Therefore, we employ an informative prior for the (g − i)
color distribution. We constructed this prior using the (g− i) col-
ors of well-measured host galaxies — those with a color like-
lihood distribution having an RMS in (g − i) less than 0.1 mag.
This prior is illustrated in Fig. 2. We tested the stability of our
mass measurements and associated results against the manner in
which the prior was built by alternatively using a flat prior rang-
ing between −0.5 < (g − i) < 2, a Gaussian prior centered on
(g − i) = 0.7 mag having FWHM = 0.5 mag, as well as a bluer
prior derived from field galaxies from Lange et al. (2015, see
their Fig. 4). We find that the local stellar masses derived using
these different priors are consistent within a few percent of the
stellar mass error bars.
We measure the local stellar mass in the projected 1 kpc ra-
dius circular aperture centered on the SN location. The first step
is to measure the g and i fluxes and determine the uncertainties
within this circular aperture, for which we use the sum_circle
method of SEP. Unlike the case for faint galaxies observed in
the UV with GALEX by Rigault et al. (2015) and Jones et al.
(2015), where use of a Poisson error model was essential due
to the low numbers of counts, for the optical observations used
here the combination of comparatively brighter sky and larger
detector noise produce a symmetric Poisson distribution that is
consistent with a Gaussian. The probability distribution for the
flux measurement in a given band can therefore be characterized
by a mean corresponding to the number of photo-electrons from
the host or host region after sky subtraction and a standard devi-
ation set by the square-root of the quadrature sum of the number
of photo-electrons from the host, or host region, and the sky, and
variance from the detector.
The probability distribution on the mass measurement will
be non-Gaussian due to the conversion between flux and mag-
nitudes in Eq. 2, as well as non-analytic due to our use of a
prior. Therefore, we construct the posterior distribution of the
stellar mass for each individual SN using a conventional Gibbs
sampling method, which is based on Monte Carlo draws from
the measurement probability distribution functions and the prior.
First, we randomly draw N = 5000 samples each from g and
i flux Gaussian probability distribution functions. Each of these
samples is then converted to AB magnitude using either the zero-
point calibration of 22.5 mag provided by SDSS or the zeropoint
12 SNIFS Images are available at http://snfactory.lbl.gov/snf/data.
13 http://data.sdss3.org/datamodel/files/
BOSS_PHOTOOBJ/frames/RERUN/RUN/CAMCOL/frame.html
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Fig. 2. Illustration of how local stellar mass is derived, for the case of a
typical moderate signal-to-noise case – the host of SNF20060912-004.
Left: (g − i) color distributions: the histogram shows the likelihood dis-
tribution measured from the individual g and i magnitude distributions
shown in the inset plot (where the open green histogram represents g
and the filled brown histogram represents i). The dashed line shows the
prior distribution and the filled blue envelope shows the reconstruction
of the (g − i) posterior distribution. Right: The posterior distribution of
the local stellar mass; the vertical grey solid line indicates the median
of the distribution and the two dashed lines show the 16th and 84th per-
centile values.
calibration provided by Childress et al. (2013b) for SNIFS. An
example of the resulting g and i magnitude distributions is shown
for a typical SN host galaxy in the inset of Fig. 2. Samples from
these distribution are combined to obtain the (g − i) likelihood
function. This likelihood function is combined with the (g − i)
prior to obtain the (g− i) posterior distribution. To construct stel-
lar masses we combine samples from the i magnitude distribu-
tion with an equal number of samples from the (g − i) posterior
distribution. For these steps, we use a kernal density estimator
to sample from the (g − i) posterior distribution. We then apply
Eq. 2 to obtain N stellar mass samples for each SN host galaxy.
To these we add random Gaussian noise of 0.1 dex to account for
the scatter in Eq. 2 found by Taylor et al. (2011) for the GAMA
sample. This calibration noise dominates the measurement un-
certainties on host-galaxy global stellar masses (see Table 2).
Each stellar mass reported in Table 2 is then the mean of this
posterior distribution, and the reported uncertainties are the 1σ
(16th and 84th percentiles) of this posterior. The entire stellar
mass derivation process is illustrated in Fig. 2, and was settled
before Hubble residuals were examined.
For host-galaxy global stellar mass measurements we use
the integrated magnitudes from the SDSS catalog. We tested the
consistency of our mass derivation procedure by comparing with
global stellar masses from Childress et al. (2013a) for the SNe Ia
common to both samples. Our measurements are compatible: the
mean of the ∆ log(M∗/M) pull distribution is compatible with
zero (0.034±0.022) and its standard deviation is compatible with
unity (1.17± 0.08). The local and global stellar masses are given
in Table 2, in units of log(M∗/M).
3.4. Categorizing SNe Ia by age
LsSFR is designed to estimate the fraction of young versus old
stars projected onto the host-galaxy region in the vicinity of the
SN location. Hence, based upon the converging evidence that
the SN Ia observed progenitor age distribution is bimodal (cf.
discussion in the Introduction) , we will use the LsSFR as a run-
ning variable to categorize each SN Ia as being younger or older.
As discussed in Section 1 of this paper and the Introduc-
tion of Rigault et al. (2015), the local approach is especially
relevant in this context since a young progenitor will not have
time to disperse far from the environment from which it origi-
nates. For instance, assuming the worst case of pure linear ex-
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Fig. 3. Illustration of how measurement uncertainties taken from poste-
rior distributions for local SFR and local stellar mass are used to con-
struct the posterior distribution for LsSFR. Top left: the local log(SFR);
Lower left: the local log(M∗/M) (see also Fig. 2); Right: the result-
ing local log(sSFR). The vertical grey solid lines indicate the median
of each distribution, and the two dashed lines delimit the 16th to 84th
percentile range. On the LsSFR plot, the thick vertical black line shows
log(LsSFRcut) = −10.8. This figure again exemplifies a moderate signal
to noise ratio case using the host galaxy for SNF20060912-004.
pansion, stars in a birth cluster will require ∼ 300 Myr to dis-
persion by 1 kpc given their typical ∼ 3 km s−2 initial velocity
dispersion. In practice, in rotationally-supported galaxies much
of this motion is epicyclic within the disk, thus extending the
dispersal time. The recent study by Aramyan et al. (2016) finds
that ∼ 66% of SNe Ia in spirals are associated with spiral arms,
where most star-formation takes place. Given that in the local
universe roughly 60% of SNe Ia occur in spirals (Li et al. 2011),
this implies that ∼ 40% of all SNe Ia are associated with spiral
arms. In addition, normalization by the relative amount of stars
– the local stellar mass in the denominator of LsSFR – accounts
for the probability that an older SN Ia is projected onto, or has
wandered into, a region of star formation.
To classify each SN, we divide the sample relative to a
threshold. Since the LsSFR measurements have uncertainties,
we make use of the LsSFR posterior distribution. The posterior
is constructed by taking the ratios of the N local SFR samples
of Section 3.2 and the N local stellar mass samples from Sec-
tion 3.3. This process is illustrated in Fig. 3. Accounting for mea-
surement errors in this way, we classify the SN Ia as being young
as follows:
PY = P(LsSFR > LsSFRcut) (3)
where P(LsSFR > LsSFRcut) is the fraction of LsSFR samples
from the posterior having a value greater than a chosen threshold,
LsSFRcut (see Fig. 3).
Following the decision made in Rigault et al. (2013), the
value of LsSFRcut was set such that 50% of the sum over
all PY (LsSFR) is assigned to a younger population and the
other 50% is assigned to an older population. This occurs for
log(LsSFR) = −10.8. Having half of the SNe Ia in one mode
or the other is compatible with DTD analyses (Mannucci et al.
2006; Rodney et al. 2014) for our redshifts (0.02 < z < 0.08),
and with the fraction of SNe Ia associated with spiral arms in
their host galaxies (Aramyan et al. 2016). We show in Sec-
tion 4.2.2 that our results do not significantly vary if we change
this division fraction over a range from 40% to 60%.
4. Results
Here we examine SN Ia demographics and standardization rela-
tive to LsSFR and PY . We start by analyzing the distribution of
lightcurve parameters (Section 4.1) relative to LsSFR and PY .
We then study correlations with standardized Hubble residuals
(Section 4.2) segregated into younger and older categories using
PY . In Section 4.3, we explore the connection between LsSFR
and the step in Hubble residuals with global stellar mass. Fi-
nally, we test for differences in the SN standardization between
younger and older progenitor populations in Section 4.4.
Throughout the entire analysis we treat the supernovae sta-
tistically, apportioning them to the younger or older group based
on theirPY values. However, some analyses require that each SN
belong to a distinct category. This is the case for Kolmogorov-
Smirnov (KS) test and for performing standardization indepen-
dently for the two progenitor-age groups in Section 4.4. For these
cases, SNe Ia having PY > 50% and PY < 50% will be assumed
to be younger and older, respectively.
In order to ensure that the results are not pulled by outliers,
we apply the Grubb criterion to identify potential outliers. Its ad-
vantage over commonly-used σ-clipping is that it accounts for
sample size. For our sample of 141 SNe Ia, the Grubb criterion
is equivalent to 3.5σ for a normal distribution. This criterion
equates with that of Chauvenet for a significance level rejection
parameter α = 0.07 (Taylor 1997; Rest et al. 2014). The Chau-
venet, Grubb and similar criteria are designed to identify only
one outlier. This does not affect our analysis since we would not
have found any additional outliers by relaxing this constraint.
Indeed, the only analysis in which the Grubb criterion proposed
an outlier is for SALT2.4 standardization using only the young
population in Section 4.4.
We emphasize the lack of tuning in this study: the sample
selection was driven by external constraints (see Section 3); the
aperture size for local measurements of the host galaxy was dic-
tated by SNIFS characteristics (see Section 3.2) and is the same
as implemented in Rigault et al. (2013); division of the sam-
ple into equal halves follows the method established in Rigault
et al. (2013); use of a step in Hubble residuals as the underly-
ing model follows the demonstration in Childress et al. (2013a)
that a step best describes the data, and the subsequent use of a
Hubble-residual step in Rigault et al. (2013).
4.1. Lightcurve parameters
The distributions of the SN Ia lightcurve parameters x1 and c,
and LsSFR, are shown in Fig. 4 and discussed here.
4.1.1. Lightcurve stretch
Fig. 4(top) shows the SALT2.4 lightcurve stretch, x1, versus
LsSFR. We find that x1 is correlated with LsSFR; a Spearman
rank correlation test between x1 and LsSFR gives rs = −0.48,
the random probability of which is less than 10−9. This result,
significant at 6.5σ, confirms previous findings (e.g., Hamuy et
al. 1996; Sullivan et al. 2010; Lampeitl et al. 2010; Rigault et al.
2013) that the SN Ia lightcurve stretch distribution tracks an in-
trinsic SN property that depends on the progenitor age. While a
correlation clearly exists, its scatter is much larger than the mea-
surement uncertainties, indicating that other, latent, progenitor
properties also are important.
In the histograms shown on the right in Fig. 4, we see that
the x1 dispersion is ∼30% lower for the younger population in-
dicative of an intrinsically more homogeneous population. The
lightcurve evolution of younger SNe Ia is slower (greater x1)
and they mainly populate the positive x1 region. In contrast, the
older population seems to populate the entire x1 range. A KS-
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Fig. 4. SALT2.4 x1 (top) and color “c” (bottom) lightcurve parameters as a function of log(LsSFR). The marker-color represents the probability
for a supernova to have a younger/prompt progenitor (PY , see color-bar). The histograms on the right are PY -weighted marginalization of SNe Ia
lightcurve parameters: toward left for the older/delayed distributions and toward right for the younger/prompt distributions.
test confirms that the x1 distributions are inconsistent, giving a
probability less than 10−4 that they arise from the same parent
distribution. However, after removing the already-detected dif-
ference in the means, the shapes of the distribution have a 7%
probability of being consistent.
There are established, but still rather qualitative, connections
between lightcurve stretch and SN Ia progenitor channels. When
restricted to the single-degenerate progenitor channel, where
the total ejecta mass is very nearly the Chandrasekhar mass,
lightcurve stretch is usually interpreted as a indicator of the mass
of radioactive 56Ni produced in the explosion and which subse-
quently powers the lightcurve. Alternatively, reconstruction of
progenitor properties based on bolometric lightcurves and veloc-
ities in which the total ejecta mass is not restricted indicate that
lightcurve stretch is most strongly correlated with total ejecta
mass Scalzo et al. (2014). The correlation with LsSFR or age
could then be connected with the subset of binary system pa-
rameters, such as separation and relative masses, that affect the
timescale for inducing a SN Ia.
4.1.2. Lightcurve color
Fig. 4(bottom) shows the SALT2.4 lightcurve color, c ver-
sus LsSFR. The young/prompt SNe appear ∆c = 0.047 ±
0.017 mag bluer than the old/delayed SNe, but the reddest SN,
SNF20061022-014, is primarily responsible for the offset. Re-
moving it reduces ∆c to −0.020 ± 0.015 mag. The core of the
color distributions — that is, without the five SNe with c > 0.2
— show no sign of difference between the younger and older
with ∆c = 0.008±0.013 mag. More generally, we find no signif-
icant correlation between c and LsSFR, as indicated by a Spear-
man rank correlation coefficient rs = −0.11, which deviates from
zero by only ∼ 1.3σ. This finding is in agreement with stud-
ies based on global stellar host properties (e.g., Sullivan et al.
2010; Lampeitl et al. 2010; Pan et al. 2014). The weakness of the
observed trends suggests that the progenitor age does not have
significant influence on the SN color as given by the SALT2.4
lightcurve fitter. Removing the five reddest SNe does not change
this result.
4.2. Standardization using LsSFR
The measurement that is directly used for SN Ia cosmology is
the standardized brightness. Systematic deviations from a best-
fit cosmology can be used to help uncover effects not fully ac-
counted for in the standardization process. The most commonly
used standardization uses a linear combination of the lightcurve
stretch and color (Tripp 1998). More recent variants have in-
cluded the global stellar mass step, as well as non-linear rela-
tions in stretch and/or color (Rubin et al. 2015; Scolnic & Kessler
2016).
In this subsection, we begin by standardizing our SNe Ia us-
ing linear relations between the SN Ia peak magnitudes, stretch
and color produced by SALT2.4. The residuals from the Hubble
diagram are then referred to as ∆McorrB , which in the SALT2.4
framework are given by:
∆McorrB = ∆MB + α × x1 − β × c, (4)
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where, ∆MB is the observed difference of absolute SN magni-
tudes in B-band, α and β are the – blinded – standardization co-
efficients for stretch, x1, and color, c, respectively. In a second
step, we also include the probability that a supernova is young
(PY ) as a third standardization parameter (see Section 4.2.2). In
all of these fits, the full matrix of measurement covariances is
used. The main results of this subsection are summarized in Ta-
ble 3.
4.2.1. LsSFR step measurement
The correlation between log(LsSFR) and ∆McorrB is presented
Figure 5. A sharp transition in Hubble residuals is clearly vis-
ible around log(LsSFR) ∼ −10.8. To assess the size of this step,
we perform a maximum likelihood fit for the Hubble residual
step between these two populations, modeled as two indepen-
dent normal distributions each having its own mean and standard
deviation as free parameters. Details of this procedure are given
in Appendix A. This fit gives a SALT2.4 Hubble residual offset
of ∆Y = 0.125 ± 0.023 mag, in which the younger SNe Ia are
fainter. This result is incompatible with no LsSFR step at 5.5σ.
The histograms plotted on the right in Fig. 5 show that the
individual populations appear normally distributed, and there is
no evidence that the difference in means is pulled by outliers.
The residual dispersions, after accounting for measurement er-
ror, are similar with σresid = 0.103 ± 0.015 mag for the young
subpopulation versus σresid = 0.115 ± 0.015 mag for the old, in-
cluding the 0.055 mag systematic lightcurve fitting error given
by SALT2.4 (see details in Appendix A).
The difference in mean Hubble residual between the two
groups is further supported when comparing their ∆McorrB dis-
tributions. A KS-test finds that the probability that both ∆McorrB -
distributions arise from the same underlying distribution is 10−5.
This is the most significant detection of a standardized
SN Ia brightness systematic connected to host-galaxy environ-
ment measured to date. This suggests that the conceptual mo-
tivation for constructing the LsSFR metric – as an attempt to
account for both a young progenitor population associated with
star formation and an older progenitor population traced by stel-
lar mass using the immediate SN environment – has merit.
4.2.2. PY as a third standardization parameter
The fits performed so far were done sequentially in order to get
a first look at the effect due to LsSFR, in a fashion analogous
to past studies of the global stellar mass step (Kelly et al. 2010;
Sullivan et al. 2010; Gupta et al. 2011; Childress et al. 2013a).
The proper approach for a quantitative result is to perform a fit
for ∆Y and the lightcurve parameter standardization coefficients
simultaneously. This is the approach currently used when includ-
ing the host-galaxy global stellar mass as a third standardization
parameter (e.g. Suzuki et al. 2012; Betoule et al. 2014). To do
this we use PY to segregate the populations.
Since the measurement of PY is completely independent of
the SN lightcurve fits, there is no measurement covariance be-
tween PY and the lightcurve parameters. Therefore, these off-
diagonal terms are set to zero in the covariance matrix used for
our fit. (Recall that the presence of a correlation in measurement
values does not imply covariance in the measurement uncertain-
ties.) The resulting LsSFR step is now ∆Y = 0.163 ± 0.029 mag,
which is higher than that found in Section 4.2.1 when performing
the standardization fit sequentially. The significance increases
slightly, to 5.7σ. Instead fitting a line as a function of LsSFR, in-
cluding errors on LsSFR, gives a slope of 0.079±0.018 mag/dex.
The significance of the slope is 4.3σ. This is much less than that
for the step, and thus a step is significantly favored by the data.
We tested the stability of the step result by performing four
tests, whose results are summarized in Table 4. For the first test,
we rejected SNe Ia with c > 0.2. Such red SNe Ia are often
discarded from cosmological analyses because they are fainter,
leading to biased detection in high-redshift surveys. Without
these, the measured Hubble residual step is unchanged, at ∆Y =
0.164 ± 0.029 mag. For the second test, we used only SNe Ia
discovered by non-targeted surveys (i.e., those from SNfactory,
LSQ, and PTF, as such searches are the most similar to those
conducted at high redshift. This reduces our sample to 114
SNe Ia, and the resulting brightness offset is ∆Y = 0.169 ±
0.031 mag – essentially unchanged. For the third test, we in-
cluded seven SNe Ia classified as 91T-like since they can be dif-
ficult for higher-redshift surveys to identify. With these SNe we
found ∆Y = 0.148 ± 0.030 mag. In this case the Grubb criterion
rejected one 91T-like SN, which is hardly a surprise given their
overluminous nature. For the fourth test, we checked the influ-
ence of changing the threshold, LsSFRcut, used to calculatePY in
Eq. 3. This affects the fraction of supernovae in our sample clas-
sified as younger or older. When changing LsSFRcut such that the
young fraction ranges from 60% (for log(LsSFRcut) ∼ −11.0)
to 40% (for log(LsSFRcut) ∼ −10.65), ∆Y remains higher than
∼ 0.140 mag and its significance stays above ∼ 5σ. This test
also showed that for our sample, the amplitude and significance
of ∆Y are maximal when setting LsSFRcut such that ∼ 51% are
assigned to the young category. We reiterate that LsSFRcut was
not tuned for our main analysis, which followed Rigault et al.
(2013) and Rigault et al. (2015) in splitting the sample exactly in
half.
4.2.3. Hubble residual dispersions
Another piece of key information for supernova cosmology is
the dispersion around the Hubble diagram. In practice the dis-
persion is not explained by measurement uncertainties, and thus
represents missing information that hides unmodeled error. Such
errors may have a systematic component that does not decrease
with larger samples, even for the very large samples expected for
future SN Ia cosmology surveys. Reducing the SN magnitude
dispersion is thus one of the best paths for reducing systematic
errors, and is of paramount importance for reaching the accuracy
targeted by future surveys.
The inclusion of PY as a third standardization parameter
along with x1 and c reduces the weighted RMS (wRMS) of
the standardized SN magnitudes from 0.142 ± 0.009 mag to
0.129±0.008 mag. To test the significance of the reduction of the
dispersion, we remeasured the wRMS while randomly shuffling
the PY values. We performed 5000 trials, and never observed
such a low weighted-RMS. Hence, with a p-value< 2 × 10−4
we conclude that using a categorization of SNe Ia environments
using LsSFR significantly reduces the Hubble residuals disper-
sion. This remaining dispersion is still significantly higher than
the 0.077 ± 0.011 mag obtained by the SN twin analysis from
SNfactory (Fakhouri et al. 2015). This suggests that the SN dis-
persion still contains astrophysical effects that are unaccounted
for and that there is still considerable room for improvement. In
Section 4.4 we examine additional ways to improve the disper-
sion using LsSFR.
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Fig. 5. SN Ia Hubble residuals, ∆McorrB , as a function of log(LsSFR), calculated from a conventional linear standardization using SALT2.4
lightcurve parameters. The plot symbols and histograms follow the rules of Fig. 4. In the main panel and in the histogram-panel, the two horizontal
bands show the weighted average of ∆McorrB per progenitor age group. The width of each band represents the corresponding error on the mean,
and their offset illustrates the Hubble residual offset between the two age groups. The error bars on ∆McorrB include the measurement, SALT2.4
systematic, and residual dispersions from the maximum-likelihood fit to each population.
Table 3. Summary of the SNe Ia Standardization.
Parameters wRMS σresid ∆M ∆Y
SALT2.4 0.142 ± 0.009 0.127 ± 0.005 – –
SALT2.4 + ∆Y 0.129 ± 0.008 0.111 ± 0.005 – 0.163 ± 0.029
SALT2.4 + ∆M 0.132 ± 0.008 0.116 ± 0.005 0.119 ± 0.026 –
SALT2.4 + ∆Y+ ∆M 0.126 ± 0.007 0.109 ± 0.005 0.064 ± 0.029 0.129 ± 0.032
SALT2.4 (on young) 0.126 ± 0.010 0.108 ± 0.007 – –
SALT2.4 (on old) 0.132 ± 0.010 0.115 ± 0.007 – –
Notes. σresid is the quadrature sum of the additional dispersion needed to obtain a standardization fit with χ2/d.o.f = 1 and the 0.055 mag
systematic lightcurve fitting error given by SALT2.4.
Table 4. Summary of how ∆Y depends on perturbations from the main analysis.
Choice ∆Y [mag] number of SNe
remove c > 0.2 0.164 ± 0.029 136
add peculiar SNe 0.148 ± 0.030 148
untargeted search only 0.169 ± 0.031 114
40% with LsSFR > LsSFRcut 0.142 ± 0.030 141
45% with LsSFR > LsSFRcut 0.157 ± 0.029 141
55% with LsSFR > LsSFRcut 0.161 ± 0.029 141
60% with LsSFR > LsSFRcut 0.157 ± 0.029 141
Notes. Our baseline analysis is the simultaneous fit of ∆Y with SALT2.4 given in Table 3. That followed the same choices made in Rigault et al.
(2013) and Rigault et al. (2015), e.g., splitting the sample in half, removing 91T-like SNe Ia and not imposing a cut on c. The results here explore
variants from that baseline.
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4.3. Hubble residual contributions from global mass and
LsSFR
We now explore more deeply the connection between Hubble
residual steps for SNe Ia segregated by global stellar mass or by
LsSFR. We follow standard practice and classify SNe Ia as hav-
ing high host galaxy stellar mass based on whether their host-
galaxy global stellar mass log(M∗/M) is greater than 10 dex.
As with LsSFR and PY , we used a probability distribution,
PHM , based on the host stellar mass probability density func-
tion. As in Section 4.2.1 for LsSFR, we use this probability in
the computation of the Hubble residual offset between SNe Ia in
low- and high-mass hosts. This results in a measured SALT2.4-
standardized global stellar mass step of ∆M = 0.101±0.023 mag,
in agreement with results from the literature (Kelly et al. 2010;
Sullivan et al. 2010; Gupta et al. 2011; Childress et al. 2013a).
This value is significant at 4.3σ. The Hubble residuals and
these fit results are presented in Fig. 6. Alternatively, mirror-
ing the procedure for LsSFR Section 4.2.2, we use PHM as a
third standardization parameter along with x1 and c. This gives
∆M = 0.119 ± 0.026 mag, significant at 4.5σ.
The amplitude and significance of the global stellar mass step
is not all that much smaller than the LsSFR step found in Sec-
tion 4.2.1. Some correlation between the two is expected given
the known strong correlation between global sSFR and stellar
mass (e.g. Salim et al. 2014). We measure a Spearman rank cor-
relation coefficient of rs = −0.63 between host-galaxy global
stellar mass and LsSFR. This is significant, equivalent to a 9.7σ
detection. This correlation is visible in the histograms of Fig. 6,
where the younger SNe Ia favor lower-mass hosts while the older
SNe Ia favor hosts of higher mass. That still leaves about 25% of
the SNe Ia that are classified as young in a high-mass host or old
in a low-mass host. This suggests that the global stellar mass step
might, at least partially, be a consequence of the LsSFR step.
To test this hypothesis, we simultaneously fit for the global
stellar mass step, ∆M , and the LsSFR step, ∆Y , along with the
standardization coefficients for the SALT2.4 lightcurve parame-
ters. We find ∆Y = 0.129 ± 0.032 mag, a 4.0σ detection for the
LsSFR step, versus ∆M = 0.064 ± 0.029 mag, a 2.2σ detection
for the mass step. The resulting wRMS = 0.127 ± 0.008 mag is
similar to what is obtained when fitting only the LsSFR step (see
Table 3).
We draw three conclusions from these results: (1) Because
the amplitude and significance of ∆Y are greater than those of
∆M , the driving environmental dependency seems to be the SN Ia
age. This statistical result supports the physical argument that the
LsSFR — as a tracer of the fraction of young stars at the SN lo-
cation — is more closely connected to the SN progenitor than
is the total stellar mass of the host galaxy. Put another way, ap-
proximately 70% of the variance from the stellar mass step is due
to an underlying dependence on progenitor age as inferred from
the local environment. (2) Because ∆Y remains quite significant
when including ∆M , SN Ia standardization using the global stel-
lar mass step leaves residual systematic errors. (3) Because the
amplitude of ∆M remains non-negligible (2.2σ), progenitor age
may not reflect the full SN Ia environmental dependency.
The correlation matrix between the absolute magnitude, M0,
the SN lightcurve stretch standardization coefficient, α, the SN
lightcurve color standardization coefficient, β, ∆Y and ∆M for
the original simultaneous standardization is shown in Fig. 7. 14
This matrix summarizes some of our results. The correlation
14 For calculation of the standardization, PY and PHM are translated
to be centered around 0 – ranging from −0.5 to +0.5 – such that the
correlation with M0 is consistent with 0 by construction. The same is
of r = −0.31 between ∆Y and α represents the correlation be-
tween x1 and LsSFR discussed in Section 4.1.1. The correlation
between ∆Y and ∆M reflects the correlation between the host-
galaxy global stellar mass and the local sSFR discussed above.
The lack of correlation between ∆Y and β reflects our finding in
Section 4.1.1 that the progenitor age does not significantly in-
fluence the lightcurve color measured by SALT2.4. Finally, the
correlation of r = −0.20 between ∆M and β might be a sign that
the global stellar mass step carries additional information, e.g.,
about progenitor metallicity (Childress et al. 2013a) or amounts
or properties of dust.
4.4. Standardization by subpopulation
The difference between the standardized magnitudes of younger
and older SNe Ia calls into question the uniformity of the stretch
and color standardization process. To test this, we independently
standardize SNe Ia from each group to compare their standard-
ization coefficients, α and β. (The M0 for each subpopulation
will absorb the LsSFR step). For these fits, as for the KS test, we
categorize the 70 SNe Ia with log(LsSFR) > −10.8 as young and
the 71 SNe Ia with log(LsSFR) ≤ −10.8 as old. Changing this
partitioning does not significantly affect our results. The differ-
ences in the standardization coefficients are presented in Table 5.
We find a number of interesting results when standardizing
the subpopulations independently.
The first is that the α standardization coefficient, which ac-
counts for the Phillip’s “brighter-slower” relation, is consistent
between the two age groups. This is despite our findings in Sec-
tion 4.1 that the two populations span different ranges in x1 and
that, overall, LsSFR and x1 are strongly correlated. Similarly,
we find no difference in the color correction coefficient, β. This
is in contrast with the significant differences in β when dividing
by global host galaxy properties Sullivan et al. (2010), although
that difference was found to depend strongly on the few reddest
SNe Ia in their sample.
As expected, the LsSFR step translates into a difference in
the mean absolute magnitudes. The difference is ∆M0 = 0.132±
0.022 mag, significant at 5.5σ, and remains when removing the
reddest (c > 0.2) SNe. The fact that the elimination of red SNe Ia
has such little effect suggests that the LsSFR bias is not driven
by differences in SN Ia intrinsic colors, dust extinction, or the
tension between the two that is inherent when a single parameter
is used to correct for both effects.
When allowing for independent standardizations (using x1
and c) for each population, the younger population exhibits the
smallest weighted RMS yet seen in this analysis: wRMS =
0.126 ± 0.010 mag. This compares with wRMS = 0.142 ±
0.009 mag before accounting for any environmental biases, and
wRMS = 0.129 ± 0.008 mag when fitting the full sample for the
LsSFR step. This wRMS based on the 70 younger SNe Ia is still
∼ 3σ higher than the twin SN dispersion of 0.077 ± 0.011 mag
determined for 55 SNe Ia in (Fakhouri et al. 2015), and ∼ 2σ
higher than the dispersion of 0.075 ± 0.018 mag determined by
(Kelly et al. 2015) using 11 SNe Ia having locally UV-bright en-
vironments.
The older population has wRMS = 0.132 ± 0.011 mag, and
therefore has a slightly worse standardization (by ∼ 1σ) than
the younger population (see additional tests in Section 5.8). This
supports the claims of Rigault et al. (2013); Rigault et al. (2015),
Childress et al. (2014) and Kelly et al. (2015) that SNe Ia from
true for x1 and c. This transformation has no effect on the derivation of
∆Y and ∆M .
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Fig. 6. SN Ia Hubble residuals, ∆McorrB , calculated from a conventional linear standardization using SALT2.4 lightcurve parameters, as a func-
tion of the host-galaxy global stellar mass, log(M∗/M). The color code follows that of Fig. 4. The histograms on the right are PHM-weighted
marginalizations of ∆McorrB , and thus show the contribution of the low and high global stellar mass subsamples.
Table 5. Variation of standardization coefficients between young and old subpopulations.
Standaridzation Change between Change between
Coefficient young and old young and old for c < 0.2
∆M0 +0.132 ± 0.024 (5.5σ) +0.140 ± 0.025 (5.6σ)
∆α +0.013 ± 0.024 (0.6σ) +0.006 ± 0.025 (0.3σ)
∆β +0.261 ± 0.246 (1.1σ) −0.158 ± 0.389 (0.4σ)
∆σint −0.009 ± 0.010 (0.9σ) −0.010 ± 0.011 (0.9σ)
M0 α β ∆Y ∆M
M0
α
β
∆Y
∆M
1.00 0.10 -0.09 -0.05 0.02
0.10 1.00 -0.03 -0.32 0.13
-0.09 -0.03 1.00 0.00 -0.20
-0.05 -0.32 0.00 1.00 0.48
0.02 0.13 -0.20 0.48 1.00
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Fig. 7. Correlation matrix between the coefficients of the 4-parameter
standardization (SALT2.4 x1 and c, along withPY andPHM). The values
within the matrix are the correlation coefficients. The color of the matrix
elements represent the significance of this correlation coefficient.
younger progenitors are more favorable for cosmological analy-
sis since for them the hidden astrophysical systematics that re-
main are smaller. Advantages of this kind will be critical in the
era of new large surveys, where statistics will no longer be an
important limitation.
5. Cross-checks and comparisons
Here we examine other factors that could conceivably influence
our results. It is first important to establish the context and set the
scale. We are studying an effect, not a parameter tied to a fun-
damental physical model, so the only thing that matters for this
section is whether or not the appearance of this effect could itself
be induced by systematic errors. Our uncertainty is ∼ 0.03 mag,
and our signal is ∼ 0.16 mag, therefore, systematic uncertainties
of order ∼ 0.05 mag would be needed to substantially change our
view of the LsSFR effect (i.e., potentially moving the measured
offset by more than 2σ, or, equivalently, potentially decreasing
the significance of the measured offset below 3σ). A systematic
error of this magnitude is more than 5× less stringent than the
level of systematic error control required for the measurement of
cosmological parameters. Moreover, most sources of systematic
error that must be accounted for in cosmological measurements
cancel out in the analysis here. For example, there are negligi-
ble K-correction errors (solely for the host mass measurements,
since the rest of the analysis is spectroscopic) or evolution ef-
fects since our redshift range is so small. Calibration zero-point
or color errors cancel out because an overall calibration is per-
formed in the same way for SNe Ia in different types of host
galaxies. We now consider additional possible effects.
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5.1. Signal Dilution
LsSFR is not a property intrinsic to SNe Ia, but rather a means
of attempting to sort them by some intrinsic property, which we
think is related to progenitor age. Therefore, the true LsSFR step
in Hubble residuals represents a lower limit for a given stan-
dardization method since any error in sorting by a property such
as age will decrease the measured size of the step. Line-of-sight
projection, use of poor methods or data quality for measuring lo-
cal star formation or masses, etc., will move some SNe Ia to the
wrong side of LsSFRcut, thereby reducing ∆Y . Quantitatively, if
the mis-categorization fraction is ξ then the size of the step that is
measured will decrease by 2 ξ. (Also, by this argument, a better
metric than LsSFR would increase ∆Y .) Given that we already
have a significant measurement of the LsSFR bias, errors of this
nature in the current measurements cannot eliminate the LsSFR
bias we have observed.
5.2. Robustness of the LsSFR bias to host galaxy subtraction
In this section we examine whether errors in host-galaxy subtrac-
tion might change our measurement of the SN brightnesses in a
way that could mimic the LsSFR bias. We first note that in the
presentation of our host-galaxy subtraction algorithm in (Bon-
gard et al. 2011), two nominally challenging cases — one hav-
ing a galaxy nucleus and strong spiral arms, the other an edge-
on spiral — were presented and the resulting residuals demon-
strated to be clean. Visual inspection of the modeling residuals
also shows no host-galaxy subtraction issues in the sample stud-
ied here. Therefore, we have no a priori reason for suspecting
issues with host-galaxy subtraction.
Since host stellar mass appears in the denominator of LsSFR,
and stellar mass is derived from the host galaxy light, for host
subtraction errors to generate a false LsSFR bias requires prefer-
ential oversubtraction in the cases where the host light is fainter
than average (giving higher LsSFR), or undersubtraction in the
cases where the host light is brigher than average (giving lower
LsSFR). In the process, the dispersion for the SNe Ia would be
required to substantially improve — to 0.103 mag and 0.115 mag
for higher and lower LsSFR, respectively — over the canonical
∼ 0.15 mag generally found for standardization using SALT. It is
difficult to imagine a scenario in which such an anti-correlation
of host subtraction errors and a simulataneous substantial im-
provement in the Hubble residuals could be produced.
Nonetheless, we can examine the question of whether host
subtraction errors could be large enough to matter here. To do
this we measured the host-galaxy brightnesses at the SN loca-
tions and then remeasured the LsSFR step after eliminating from
the sample SNe with various levels of high host-galaxy back-
ground. We find that changes in the size of the LsSFR step are
small and well within the uncertainties. Even for an extreme
case, in which we require that the host-galaxy background to be
no more than 2% of the SN maximum brightness — a require-
ment that eliminates half of our sample, we still find a LsSFR
step of −0.131 ± 0.027 mag, which is consistent with that from
our full sample.
The flux from Hα is too small (less than a few percent even
for our strongest line) to affect the broadband photometry used
when fitting SNe Ia lightcurves, so the possibility of Hubble
residual errors due to mis-subtraction of Hα need not be given
any further consideration. The measurement of Hα itself, used in
the numerator of the LsSFR measurements, is determined rela-
tive to the surrounding galaxy continuum, so is immune to offsets
in the baseline flux.
From these considerations we conclude that, for our data pro-
cessing and analysis, host-galaxy subtraction errors — either in
the numerator or demoninator — are too small to impact the
measurement of the LsSFR bias.
5.3. Robustness of the LsSFR bias to dust
There are two ways host dust extinction errors could enter into
our measurement of the LsSFR bias: first through the standard-
ization of the SN brightnesses based on their observed colors,
and second, through the measurement of LsSFR.
There is evidence that variations in dust properties impact
the standardization of SNe Ia (Huang et al. 2017, and references
therein). But for the analysis here, any such systematic variations
can be considered to be part of the signal of how of host-galaxy
environments impact the standardization of SNe Ia. That is, if
SNe Ia have different dust properties due to differences in their
local environments, that too is likely related to age since dust
formation and subsequent reprocessing is directly tied to star
formation. Therefore, while systematic errors in the extinction
correction of cosmological SNe Ia is important, for our work it
is not a source of systematic uncertainty.
Next, since our Hα-based LsSFR and our global and host-
galaxy local photometry is not corrected for dust extinction, we
revisit the extent to which this might affect our results. While
both the numerator (the local SFR) and denominator (the local
mass) in our LsSFR indicator will be suppressed by dust, incom-
plete cancellation is expected for two reasons. First, in galaxies
the dust extinction curve is flatter for stars than for HII regions
(e.g. Calzetti et al. 2000; Kreckel et al. 2013), so the local SFR
as measured from Hα will be suppressed relative to stellar mass
as measured from star light. In addition, dust-reddened g− i will
result in a higher estimated mass-to-light ratio when calculating
stellar masses, offsetting some of the effect of extinction.
To better quantify this effect, we simulated expected amounts
of dust based on the SFR versus E(B−V) and stellar mass versus
E(B − V) relations given by Battisti et al. (2016), including the
scatter about the mean relations. These are consistent with global
galaxy SFR and dust trends as well (Brinchmann et al. 2004).
These trends show that dust increases along the locus where both
stellar mass and star formation are increasing. The net effect is to
compress and slightly distort the measured LsSFR relative to the
true LsSFR. Our LsSFR step analysis uses a threshold, LsSFRcut,
selected to divide our sample in half, so in the mean these effects
are not expected to impact our categorization of SNe Ia between
younger and older progenitors.
It is therefore not surprising to find that, after statistically
correcting our LsSFR measurement for dust attenuation based
on the Battisti et al. (2016) relations, the LsSFR step, ∆Y , drops
by only a fraction of the given error (∼ 0.015 mag). Thus, while
our extincted LsSFR may be slightly distorted, modeling of the
effect indicates this has negligible impact on our main results.
5.4. Independence of LsSFR from metallicity
As a further check on metallicity dependence, we find that
LsSFR values in our sample are somewhat correlated with host-
galaxy global gas-phase metallicities for the 65 galaxies having
both LsSFR from this study and gas-phase metallicities from
Childress et al. (2013b). The Spearman correlation coefficient
is rs = −0.25, which has a significance of 2.0σ. This subsam-
ple is primarily restricted to the younger SN population since
ionizing stars are needed to produce the emission lines used to
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measure gas-phase abundances. Thus, we can’t fully answer the
question of the potential impact of metallicity on the sample as
a whole. But since it is for star-forming galaxies like these that
Lara-López et al. (2013) found some metallicity trend, it is likely
that this trend is more of an upper limit to the effect of metallicity
on LsSFR for our overall sample.
5.5. Is the observed bias associated with the local stellar
mass?
It is also interesting to look at whether there is a Hubble residual
step when categorizing SNe Ia by the local stellar mass. We find
that when splitting the current sample at the median local stellar
mass value of log(M∗/M) = 8, the SNe Ia with low local stellar
mass are 0.059 ± 0.024 mag fainter than those with high local
stellar mass. After accounting for the LsSFR step this falls to
0.021 ± 0.022 mag suggesting that the local mass step simply
is due to the correlation between local mass and LsSFR (rs =
−0.24; 2.9σ).
As expected from the structure of galaxies, in our sample
there is no correlation between local and global stellar mass be-
yond that from the limit that local stellar masses can not exceed
global stellar masses.
5.6. Robustness when splitting the sample by stretch or color
Another way to test for potential non-uniformity in the stan-
dardization follows Sullivan et al. (2010), who examined the
variation of the brightness offset between SNe Ia in low- and
high-mass hosts when splitting the sample at c = 0 or x1 = 0.
To perform these tests, we measure the corresponding values
of ∆Y after standardization, as in Sullivan et al. (2010). There-
fore the results of these tests are to be compared with the ∆Y =
0.125 ± 0.023 mag presented in Section 4.2.1:
– For the 59 having c > 0 ∆Y = 0.134 ± 0.041 mag, compared
to ∆Y = 0.112±0.027 mag for the remaining 82 having c < 0;
– For the 82 having x1 > 0 ∆Y = 0.151 ± 0.028 mag compared
to ∆Y = 0.110± 0.040 mag for the remaining 59 having x1 <
0
It is apparent that on each side of these dividing lines the
SNe Ia show a significant LsSFR bias. Moreover, the size of
the LsSFR bias is consistent between these subsets. This result
strengthens our conclusion from Section 4.4 that the brightness
offset between the younger and older SNe Ia cannot be fixed by
simply modifying the linear standardization based SALT2.4 pa-
rameters.
5.7. Robustness when fitting non-linear stretch and color
relations
Rubin et al. (2015); Scolnic & Kessler (2016) presented evidence
that standardization using x1 and c is improved by using non-
linear relations. This motivates an examination of the potential
impact of non-linear standardization on the LsSFR bias. We ap-
plied the UNITY framework of Rubin et al. (2015) and found
that ∆Y is just as strong when broken-linear standardization is
allowed. Also, we find almost no covariance between the broken
standardization coefficients and ∆Y , consistent with the results
given in Section 4.
5.8. Physically motivated outlier rejection
In our main analysis we applied the Grubb criterion to identify
potential outliers. This rejection, which was blind and based on a
two-sided test, found no outliers. However, while our local tech-
nique is an improvement over global techniques in isolating the
stellar environment of each SN, incorrect categorization is possi-
ble due to projection along the line of sight. If a younger SN were
projected onto a region with low LsSFR it would be misclassi-
fied as a older SN that is too faint. Conversely, if a older SN were
projected onto a region with high LsSFR it would be misclassi-
fied as a younger SN that is too bright. As discussed in detail in
Rigault et al. (2013), since older stars develop higher velocities
and have more time, they are more likely to move away from
their original environment. This motivated a test for evidence of
missclassifications.
We revisited the LsSFR step and per-population standard-
ization using a one-sided Grubb criterion, thereby allowing re-
jection of unexpectedly bright and young or faint and old SNe.
Doing so finds only one case: SNF20060912-000, which is cate-
gorized as young but found to be too bright when we perform
SALT2.4 standardization of the younger population (see Sec-
tion 4.4). After this SN Ia is rejected, the dispersion for the young
population falls to wRMS = 0.120 ± 0.011 mag, which is 2σ
smaller than for the standardization using only the old subpop-
ulation. Of course such changes are guaranteed when applying
one-sided rejection; that they are small and only one SN was af-
fected suggests that projection effects are not an important prob-
lem for the LsSFR indicator.
5.9. Alternative test of the reduction of the global stellar
mass step
To verify that the reduction of the global stellar mass step pre-
sented in Section 4.3 is caused by the inclusion of information
about the progenitor age, and not any fourth parameter, we reran
the simultaneous fit using x1, c, PY and PHM , each time ran-
domly shuffling the PY values. For these 5000 randomizations,
the recovered global stellar mass step peaks at ∆M = 0.119 mag
and has a standard deviation of 0.002 mag. Randomly finding
a reduction in the global stellar mass step fluctuating as low as
0.064 mag is thus excluded at 5σ. We consequently conclude
that the global stellar mass step is at least partially caused by the
LsSFR offset.
5.10. Comparison to Rigault et al. (2013)
This work extends our first analysis of the environments sur-
rounding individual SNe Ia, where we used the local SFR, LSFR,
to probe progenitor properties and notably its age (Rigault et al.
2013). However, as discussed above, the LsSFR provides im-
portant additional information by effectively normalizing by the
SN rate contribution from older progenitors at the SN location.
The LsSFR and the LSFR indicators are positively correlated
at a significance of 12σ in our data set. For SNe in common
with Rigault et al. (2013), about 25% change their environmen-
tal classification when using LsSFR rather than LSFR. Classifi-
cation shifts from the Rigault et al. (2013) Ia category to large
PY arise from moderate/low SFR cases within regions with low
local stellar mass. There, even a small amount of star formation
is enough to strongly favor a young progenitor given the lack of
an underlying old stellar population. Such cases typically have a
PY ∼ 50–70%, reflecting the larger errors when both SFR and
local stellar masses are low. Classification shifts from the Rigault
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et al. (2013) Iaα category to lowPY correspond to moderate/high
SFR values (slightly above the Rigault et al. 2013; Rigault et
al. 2015 cut of −2.9 dex) that are superimposed on regions with
large local stellar mass. Many of these may correspond to the
false-positive category that was discussed in Rigault et al. 2013
and Rigault et al. 2015, because the chance of having an older
progenitor misassociated with star formation is increased.
It is interesting to make a quantitative comparison between
our new results using LsSFR with our previous results from
Rigault et al. (2013, 2018) using the local star formation rate,
LSFR. The Rigault et al. (2013) sample had roughly half the size
of the current sample. Using SALT2.1, as in Rigault et al. (2013)
and corrected in Rigault et al. (2018), the LSFR step, measured
after standardisation as in section 4.2.1, is 0.063 ± 0.029 mag,
whereas the LsSFR step is 0.110 ± 0.033 mag. When using
SALT2.4 instead, the LSFR step decreases to 0.045± 0.029 mag
while the LsSFR step is 0.088±0.030 mag. This is when rejecting
the three bright SNe Ia that appeared to be misclassified by LSFR
in Rigault et al. (2013, 2018), however, using LsSFR these cases
appear to be correctly classified and when they are included we
find an LsSFR step of 0.110 ± 0.030 mag when using SALT2.4.
This lends further support for LsSFR being a better age discrim-
inator. As discussed in Section 5.1, since a mis-categorization
fraction of ξ leads to a measured step decreased by 2 ξ, the dif-
ference between the LSFR and the LsSFR steps are consistent
given the aforementioned ∼ 25% of SNe Ia classified differently
and assuming that the LsSFR classification is more correct.
The biggest changes between SALT2.1 and SALT2.4 are in
the mean SN Ia spectral model and in the color correction func-
tion (see Figs. 2 and 3 of Betoule et al. 2014). The R13 SNe Ia
proximate to active star formation were redder by 0.036± 0.017,
so it is not surprising that changes in the SALT color model would
have an effect. However, our finding that LsSFR is strong even
when using the new SALT2.4, suggests that simply retraining
2-parameter lightcurve models will not remove environmental
dependencies. In Kim et al. (2013) we found that a 4-parameter
lightcurve model could reduce the bias with stellar mass, and in
Nordin et al. (2018) we found that UV data can also reduce the
bias with LsSFR. These results indicate that improved lightcurve
fitting and standardization methods should be pursued in concert
with studies of SN Ia environments.
6. Progenitor age bias and SN cosmological
measurements
We have found that supernovae associated with younger progeni-
tors are significantly fainter than those associated with older pro-
genitors after x1 and c standardization. Therefore, if the fraction
of younger SNe changes between SN samples or as a function
of redshift, the average SN Ia magnitude will not be standard
and the derived cosmology will be biased. This may already
be an issue for the measurement of the Hubble constant, H0,
due to differential selection between Hubble flow and calibra-
tor SNe Ia environments (Rigault et al. 2015). The impact on
H0 has not been fully resolved (Rigault et al. 2015; Jones et al.
2015; Riess et al. 2016), and so we plan to explore this further
in a separate study using our new LsSFR environmental indi-
cator. A redshift dependency could be even more problematic,
as it would affect the estimation of the dark energy equation of
state parameters, especially measurement of its time variation,
wa (w = w0 + waz/(1 + z)). We here estimate the expected red-
shift bias, and discuss ways to account for it.
6.1. Redshift evolution of progenitor age
As outlined in Rigault et al. (2013), the primary reason to be
concerned about an age bias is that the mean fraction of young
stars is known to strongly evolve with redshift. The sSFR is an
order of magnitude greater at z = 1.5 than at z = 0 (see Madau &
Dickinson 2014, for a review). The theoretical expectation is that
sSFR ∝ (1 + z)2.25 (Dekel et al. 2009), while observations give
an even steeper dependence of (1 + z)2.8±0.2 (Tasca et al. 2015).
In decompositions of the SN Ia progenitor delay time distri-
bution into younger and older categories, it is assumed that sta-
tistically the rate of younger/prompt progenitors is proportional
to the SFR while the rate of older/delayed progenitors is propor-
tional to the host stellar mass, M∗ (Mannucci et al. 2005; Scan-
napieco & Bildsten 2005). In such a schematic model, the ratio
between younger and older progenitors would be proportional to
the sSFR. LsSFR would reflect this ratio in the vicinity of each
SN Ia.
Consequently, denoting the evolving fraction of young and
old SNe Ia as δ(z) and ψ(z), respectively, as in Rigault et al.
(2013), gives the redshift evolution of their ratio as:
δ(z)
ψ(z)
≡ LsSFR(z) = K × (1 + z)φ, (5)
and consequently,
δ(z) =
(
K−1 × (1 + z)−φ + 1
)−1
, or
ψ(z) =
(
K × (1 + z)+φ + 1
)−1
, (6)
Requiring a 50–50 split between young (prompt) and old (de-
layed) progenitors sets the coefficient K = 0.87 for our z ∼ 0.05
sample when using the value φ = 2.8 found by Tasca et al.
(2015). For the redshift range spanned by most of the existing
SN Ia cosmology samples, this relation is similar to the approx-
imation sSFR ∝ 100.95×z made in Rigault et al. (2013). Then, if
we assume that the brightness offset between younger and older
populations, ∆Y , is a constant with redshift — as expected if this
effect arises from the physics of the progenitors — the mean
standardized magnitude of SNe Ia at maximum light can then be
written as:
〈McorrB 〉(z) = δ(z) × 〈McorrB 〉prompt + ψ(z) × 〈McorrB 〉delayed
= 〈McorrB 〉prompt − ψ(z) × ∆Y . (7)
Thus, as ψ(z) tends toward zero with increasing redshift, the av-
erage SN Ia magnitude, 〈McorrB 〉, tends toward the average mag-
nitude of the young/prompt population 〈McorrB 〉prompt.
6.1.1. Effect on measurement of dark energy
We now use Eq. 7 to estimate the resulting bias on the measure-
ment of the dark energy equation of state parameters, w0 and wa.
Fig. 8 illustrates the results.
For this example, we assume the expected SN Ia numbers
from the LSST deep-fields, Euclid/DESIRE (as given by Astier
et al. 2014) and ZTF SN sample (private communication). The
exact SN numbers are irrelevant for the model, but using them
provides an idea of the expected ability for these surveys to be
affected by the redshift evolution of the LsSFR bias. In each ∆z =
0.2 redshift bin we simulate the −ψ(z)×∆Y term of Eq. 7, which
is the portion that varies with redshift. This particular model also
assumes:
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Fig. 8. Evolution of the LsSFR bias, −ψ(z) × ∆Y , with redshift, as pre-
dicted by Eq 7. The blue band shows the expected redshift evolution of
−ψ(z) × ∆Y when accounting for uncertainties on φ. The result of using
the ψ(z) parametrization in Rigault et al. (2013) is shown as a blue dash
line for comparison (see also Childress et al. 2014). To quantify the im-
pact of the LsSFR bias, we simulate data following the expected SN
rate and data quality of ZTF, LSST and Euclid/DESIRE (see text). The
expected numbers of SNe Ia are shown above the main plot on a loga-
rithmic scale, color coded by sample. The expected binned uncertainties
on the measurements of −ψ(z) × ∆Y are shown in the main plot, follow-
ing the same color code. Randomly drawn MCMC realizations of the
fitted magnitude difference between a flat w0 waCMD and a flat ΛCDM
are shown as a grey band. The black line is the best fit value. The ex-
tracted w0,wa posterior distribution is displayed in the inset plot. This
figure illustrates that the LsSFR bias would be mistakenly attributed to
the key properties of dark energy that future surveys hope to measure.
1. that ∆Y = 0.16 mag, as in Section 4.4, and is independent
of redshift. The limit of this assumption is that the LsSFR
bias could depend on the mean age of the older population.
Then ∆Y would be expected to decrease as a function of red-
shift since higher-z stars are younger. However, this would
amplify the cosmological biases.
2. that the ratio of younger to older SNe Ia follows Eq. 5. This
implicitly assumes no survey selection efficiency against ei-
ther LsSFR category. In practice, selection effects are in-
evitable, as discussed in Section 6.2, and will need to be
taken into account for real data.
3. that the data-quality all along the redshift range covered by
these surveys is similar to that for the SNe Ia in this paper.
That is, we assume that the error on ∆Y , based on our mea-
surement error on ∆Y of ∼ 0.03 mag for 141 SNe, goes as
0.03 × √141/NSNe, where NSNe is the number of SNe Ia for
a given survey in a given redshift bin. Such data quality is
expected for next-generation surveys (Kim et al. 2015).
4. no mass-step correction. The redshift evolution of the re-
lation between the host-galaxy global stellar mass and the
sSFR is complex (e.g Faber et al. 2007; Bauer et al. 2013;
Johnston et al. 2015). Furthermore, global stellar masses
will evolve across any fixed mass threshold as galaxies grow
and merge. Therefore, understanding how to correct for any
global stellar mass step remaining after correction for the
LsSFR bias is far from trivial, and is beyond the scope of
our simple model.
We fit the simulated ψ(z) × ∆Y with the calculated bright-
ness differences between a nominal flat ΛCDM model and a flat,
w0 waCDM model. We fixed ΩM to the Planck Collaboration et
al. (2016) value, and for the flat ΛCDM w0 ≡ −1 and wa ≡ 0.
Therefore, for the flat w0waCDM model w0 and wa are the only
free parameters. The resulting contours for the recovered w0,wa
values from MCMC fitting are shown in Fig. 8. We find very
significant shifts of ∆w0 = 0.03 ± 0.01 and ∆wa = 0.7 ± 0.1.
These shifts completely ruin the measurement of dark energy
properties. Without a z > 1 sample, the bias on w0 increases to
∆w0 ∼ 0.05, as found in Rigault et al. (2013).
We also studied the size of the effect after mimicking the
current practice of standardizing SNe Ia including a redshift-
independent step based on host-galaxy global stellar mass. For
our dataset this form of standardization still leaves a LsSFR step
of 0.076 ± 0.022 mag. If we then allow this step to evolve, as
above, serious biases of ∆w0 = 0.03 ± 0.01 and ∆wa = 0.3 ± 0.1
remain.
These examples illustrate the paramount importance of accu-
rately accounting for astrophysical biases that may evolve with
redshift or develop due to survey selection effects. The bright-
ness offset between the younger and older populations, com-
bined with the expected evolution of their ratio based on the
well-known sSFR-redshift trend will badly bias the determina-
tion of the dark energy equation of state parameters if not taken
into account. And, as the residual dispersion illustrates, more
systematic biases could be lurking in the SN Ia data. There are
some indications, that improved lightcurve fitters could help,
such as the reduced LSFR bias in going from SALT2.1 to
SALT2.4, or the multi-component lightcurve model of Kim et
al. (2013) and with spectrophotometry, it is possible that twin-
ning addresses these biases. Encouragingly, as described in the
next section, measuring LsSFR at high redshift appears feasible.
6.2. Measuring LsSFR at high redshift
For the present analysis we have used Hα to measure the local
SFR. Such data may be rare for high-redshift SNe Ia, but could
be obtained with the integral field spectrographs planned for
JWST and WFIRST. Deep imaging is more commonly available
because it is built up naturally over the course of long-duration
wide-field SN searches. As an alternative to Hα, the specific star
formation rate can be derived from photometric SED fitting (e.g.
Conroy et al. 2009). In SED modeling, the sSFR is usually re-
ferred to as the Scalo b parameter – the current-to-past star for-
mation ratio (e.g. Scalo 1986; Brinchmann et al. 2004; Wyder
et al. 2007). For SED fitting, most of the weight on the derived
sSFR comes from the UV to optical ratio. Salim et al. (2005)
show that the sSFR can be constrained on the basis of the rest-
frame NUV−r color for star forming galaxies. Alternatively, the
restframe u − r color is a similar, but less precise, sSFR tracer
(see e.g. Wyder et al. 2007, and references therein). More gen-
erally, fitting to the full SED is necessary to break degeneracies
between age, metallicity and dust.
The measurement of host-galaxy photometry at the SN lo-
cation is a direct by-product of all SN Ia analysis pipelines, be-
cause it must be subtracted from the SN when constructing a
lightcurve. For long duration surveys, most images lack SN light
and so can be used directly, as done here when measuring the
local stellar mass.
To measure local sSFR, good spatial resolution is required.
The optimal size for the “local” aperture is yet to be determined.
Here and in Rigault et al. (2013) we used a 1 kpc aperture, while
in Rigault et al. (2015) we used a 2 kpc aperture and also found
little change when varying the aperture radius between 1 and
3 kpc. Kelly et al. (2015) obtain good results using a 5 kpc radius.
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The mean seeing values for the SNLS, SDSS, Pan-STARRS and
DES deep imaging are 0.9, 1.1, 1.2, and 1.6 arcsec (FWHM),
respectively (e.g. Guy et al. 2010; Jiang et al. 2014; Rest et al.
2014; Kessler et al. 2015), so they have resolution sufficient to
extract usable local sSFR measurements within ∼ 3–4 kpc radius
apertures out to their highest redshifts. Since the angular diam-
eter distance flattens (and eventually turns over) above z ∼ 1,
deep ground-based surveys going to even higher redshift will
have reasonable resolution. Since ground-based seeing will fluc-
tuate below the median half the time, the affects of resolution
can be examined in detail.
Existing ugriz imaging data for the SNLS, SDSS SN surveys
covers the restframe u through r bands for the redshift range of
their SNe Ia, and are quite deep. Pan-STARRS and DES lack
u. Above z ∼ 0.4, where the SNLS dataset is concentrated, the
restframe NUV becomes accessible via the observer-frame u fil-
ter from the CFHTLS Deep survey. According to Jiang et al.
(2014), the coadded SDSS data in the “Stripe 82” SN search re-
gion is about 2 magnitudes deeper than the main SDSS survey
data primarily used in the analysis here. The SNLS/CFHTLS
Deep imaging is about 4 mag deeper than most of the images
used here (Hudelot et al. 2012). As discussed above, seeing lim-
itations will necessitate larger local metric apertures, and this
will further improve the signal-to-noise achievable on LsSFR by
high-redshift SN surveys. For instance, in a 3 kpc aperture the
Stripe 82 coadds and the CFHTLS Deep coadds will have sensi-
tivity out z ∼ 0.4 and z ∼ 0.6, respectively, that is comparable to
that achieved here in a 1 kpc aperture.
Looking ahead to future SN surveys, LSST is expected to
have a median seeing of ∼ 0.7 arcsec, enabling use of a 3 kpc
local aperture out to z ∼ 1. In addition, thanks to its u filter,
LSST will have access to the restframe NUV for SNe Ia with
redshift z > 0.4. The final coadds of the LSST Deep Drilling
fields should produce data with similar sensitivity in a 3 kpc
as achieved here in a 1 kpc for SNe Ia hosts out to z ∼ 0.7.
Euclid and WFIRST images will provide redder filters, reach-
ing the restframe UV only for the very highest redshifts. But
this red coverage will improve the fitted constraints on sSFR in
tandem with ground-based optical imaging. The WFIRST inte-
gral field channel will span 0.4–2 µm, allowing restframe UV
measurements and a wide wavelength coverage for SED fitting.
The space-based data should go especially deep due to the much
darker sky background. In addition, the full WFIRST program,
planned with both photometry and integral field spectrophotom-
etry, should be able to reproduce the LsSFR analysis presented
in this paper throughout the planned redshift range.
Thus, at this level of detail it seems fair to say that current
and future SN surveys should have the ability to account for the
LsSFR bias.
Even though it appears that LsSFR is measurable from high-
redshift SN survey data, there still will be some practical diffi-
culties. First, in real SN surveys, signal-to-noise cuts will come
into play. Lower stretch SNe Ia are intrinsically fainter and pref-
erentially arise in older populations, as shown in Section 4.1.1.
The greater star formation activity at higher redshifts leads to
more dust and thus more extinguished SNe Ia, preferentially in
the younger population. Perhaps most relevant for measuring
the LsSFR bias, at a fixed lightcurve stretch and color, younger
SNe are intrinsically fainter, though in the mean their higher
stretch compensates for this. Thus, signal-to-noise cuts could
suppress either population in ways that will need to be care-
fully modeled for individual surveys and will be very depen-
dent on the actual behavior of the bias. In addition, as SN sur-
veys become larger, many have come to depend on photomet-
ric classification of transients in lieu of the spectroscopically-
classified SNe used here. Thus, for these surveys the LsSFR bias
will need to be determined in tandem with the effects of photo-
metric classification error. A recent comparison of host-galaxy
correlations with SN brightnesses found different relations for
spectroscopically-classified and photometrically-classified sub-
sets (Wolf et al. 2016). Future SN cosmology fitters will need to
know of and parameterize many systematics simultaneously in
order to produce unbiased results. As shown here for LsSFR, the
very high-fidelity measurements possible at low redshift are key
to developing such parameterizations of astrophysical systemat-
ics.
7. Summary and conclusions
Using a large sample of SNe Ia from the Nearby Supernova Fac-
tory we have developed and quantified the importance of an im-
proved local host environment indicator – the local specific star
formation rate, LsSFR. Our sample of 141 SNe Ia is almost twice
that available in Rigault et al. (2013). We derived the local star
formation rate from spatially-resolved Hα emission using the
methods initially developed in Rigault et al. (2013), and the local
and global stellar masses using SDSS and SNIFS g- and i-band
imaging.
LsSFR traces the fraction of young to old stars in the pro-
jected 1 kpc radius region around each of our SNe Ia. By con-
struction, this parameter has reduced sensitivity to dust extinc-
tion, and we find only a modest correlation with global gas-
phase metallicities for the subset of our SNe Ia with metallicity
measurements. We connect LsSFR with the observed grouping
of the SN Ia delay time distribution into younger/prompt and
older/delayed subpopulations. We then use LsSFR to segregate
our SN Ia sample into these younger and older subpopulations
and analyze the difference in their standardization properties.
Our results are the following:
Lightcurve parameter: Lightcurve stretch is correlated with
LsSFR, with a significance of 6.5σ. This is in agreement with
previous studies based on other age metrics (e.g. Hamuy et al.
1996; Sullivan et al. 2010; Rigault et al. 2013). The younger
SNe Ia mainly populate x1 > 0 and are more homogeneous in
stretch, as shown by their significantly smaller dispersion in x1.
In contrast, the older population exhibits a relatively flat distri-
bution over the entire −3 < x1 < 2 range. The lightcurve color,
on the other hand, has an insignificant (∼ 1.5σ) correlation with
LsSFR. Thus, we find no evidence for differences in SN Ia color
with progenitor age.
LsSFR-dependent brightness bias: After performing a
conventional linear standardization using SALT2.4 stretch and
color, we find that SNe Ia with higher LsSFR are ∆Y = 0.125 ±
0.023 mag fainter those with lower LsSFR. The offset increases
to ∆Y = 0.163 ± 0.029 mag when solving for ∆Y in the standard-
ization fit, a ∼ 6σ result. Including LsSFR to fit for ∆Y leads to a
significantly reduced dispersion of wRMS = 0.129± 0.008 mag.
We have tested that this result is robust against changes in our
analysis and is not the result of overfitting.
Standardization by LsSFR sub-population We per-
formed independent standardization of the young/prompt and
old/delayed SNe Ia to compare their α and β standardization pa-
rameters, finding that values of α and β are consistent.
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When standardizing the younger SNe Ia alone we find
wRMS = 0.126 ± 0.010 mag which is further reduced to
wRMS = 0.120 ± 0.010 mag after outlier rejection accounting
for misattribution of local environment. This confirms previous
suggestions that younger SN Ia are a more homogeneous pop-
ulation and can provide distance measurements that are more
accurate (Rigault et al. 2013; Childress et al. 2014; Kelly et al.
2015).
Global stellar mass bias and LsSFR connection: We find
a brightness step of ∆M = 0.119 ± 0.026 mag when segregat-
ing our sample by host-galaxy global stellar mass. However,
when fitting for LsSFR and global stellar mass biases simulta-
neously, we find that ∆M = 0.064 ± 0.029 and the LsSFR bias is
∆Y = 0.129±0.032. The reduction in ∆M when including LsSFR
is significant at greater than 5σ. We therefore conclude that the
stellar mass bias is, at least partially, caused by the LsSFR/age
bias, as originally suggested by Rigault et al. (2013) and mod-
eled by Childress et al. (2014).
The strength of ∆Y relative to ∆M indicates that including
only ∆M in cosmological analyses will not remove redshift-
dependent or sample-selection bias from the fitted dark energy
parameters. But also, although LsSFR account for most of the
step, since we find ∆M to be detected at 2.2σ, it is possible that it
encodes another astrophysical bias not captured by LsSFR. The
complex origin of the stellar mass bias further emphasizes the
difficulty of using such a poorly controlled indicator for SN Ia
cosmology.
Impact on Cosmology: The ratio between the fraction of
SNe Ia from younger or older progenitors will – by definition
– follow the steep (1 + z)2.8 (Tasca et al. 2015) evolution of sSFR
in the universe. We have simulated the plausible impact of the
LsSFR bias on the derivation of the dark energy equation of
state parameters w0 and wa. We find that w0 is shifted toward
lower values (−0.03 including z > 1 SNe Ia and −0.05 without).
The greatest impact is on wa, which has a strong negative bias
(−0.7 ± 0.1). Thus the offset between younger and older SNe Ia
has the ability to bias the determination of the dark energy equa-
tion of state parameters very badly if not taken into account.
Measuring LsSFR for other SN Ia cosmology surveys:
LsSFR can be measured in several ways, and for long-running
high-redshift surveys that build up deep imaging it can be ob-
tained from SED fitting, especially because restframe UV cov-
erage is usually available. Current SN Ia samples like SDSS and
SNLS have already obtained optical data that can provide the lo-
cal galaxy information needed to assess which SNe Ia are likely
to be younger or older. In the future, the increased depth and
better angular resolution expected from the LSST, Euclid, and
WFIRST SN Ia surveys can obtain this information out to even
higher redshifts.
In conclusion, the locally-measured specific star formation
rate appears able to segregate SNe Ia by age, and doing so is one
of the most essential ingredients in obtaining unbiased cosmo-
logical results from SNe Ia.
Acknowledgements. We thank the technical staff of the University of Hawaii 2.2
m telescope, and Dan Birchall for observing assistance. We recognize the sig-
nificant cultural role of Mauna Kea within the indigenous Hawaiian community,
and we appreciate the opportunity to conduct observations from this revered site.
This project has received funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and innovation programme
(grant agreement No 759194 — USNAC). This work was supported in part by
the Director, Office of Science, Office of High Energy Physics of the U.S. Depart-
ment of Energy under Contract No. DE-AC02- 05CH11231. Support in France
was provided by CNRS/IN2P3, CNRS/INSU, and PNC; LPNHE acknowledges
support from LABEX ILP, supported by French state funds managed by the
ANR within the Investissements d’Avenir programme under reference ANR-11-
IDEX-0004-02. NC is grateful to the LABEX Lyon Institute of Origins (ANR-
10-LABX-0066) of the University de Lyon for its financial support within the
program "Investissements d’Avenir" (ANR-11-IDEX-0007) of the French gov-
ernment operated by the National Research Agency (ANR). Support in Germany
was provided by DFG through TRR33 "The Dark Universe" and by DLR through
grants FKZ 50OR1503 and FKZ 50OR1602. In China the support was provided
from Tsinghua University 985 grant and NSFC grant No 11173017. Some results
were obtained using resources and support from the National Energy Research
Scientific Computing Center, supported by the Director, Office of Science, Of-
fice of Advanced Scientific Computing Research of the U.S. Department of En-
ergy under Contract No. DE-AC02- 05CH11231. We thank the Gordon & Betty
Moore Foundation for their continuing support. Additional support was provided
by NASA under the Astrophysics Data Analysis Program grant 15-ADAP15-
0256 (PI: Aldering). We also thank the High Performance Research and Edu-
cation Network (HPWREN), supported by National Science Foundation Grant
Nos. 0087344 & 0426879. Some SN discovery observations were obtained with
the Samuel Oschin Telescope at the Palomar Observatory as part of the Palo-
mar Transient Factory project, a scientific collaboration between the California
Institute of Technology, Columbia University, Las Cumbres Observatory, the
Lawrence Berkeley National Laboratory, the National Energy Research Scien-
tific Computing Center, the University of Oxford, and the Weizmann Institute of
Science. This research has made use of the NASA/IPAC Extragalactic Database
(NED), which is operated by the Jet Propulsion Laboratory, California Institute
of Technology, under contract with the National Aeronautics and Space Admin-
istration. Funding for the SDSS I–III has been provided by the Alfred P. Sloan
Foundation, the Participating Institutions, the National Science Foundation, the
U.S. Department of Energy, the National Aeronautics and Space Administration,
the Japanese Monbukagakusho, the Max Planck Society, and the Higher Educa-
tion Funding Council for England. The SDSS Web Site is http://www.sdss.org/.
The SDSS is managed by the Astrophysical Research Consortium for the Par-
ticipating Institutions. The Participating Institutions for SDSS and SDSS-II are
the American Museum of Natural History, Astrophysical Institute Potsdam, Uni-
versity of Basel, University of Cambridge, Case Western Reserve University,
University of Chicago, Drexel University, Fermilab, the Institute for Advanced
Study, the Japan Participation Group, Johns Hopkins University, the Joint In-
stitute for Nuclear Astrophysics, the Kavli Institute for Particle Astrophysics
and Cosmology, the Korean Scientist Group, the Chinese Academy of Sciences
(LAMOST), Los Alamos National Laboratory, the Max-Planck-Institute for As-
tronomy (MPIA), the Max-Planck-Institute for Astrophysics (MPA), New Mex-
ico State University, Ohio State University, University of Pittsburgh, University
of Portsmouth, Princeton University, the United States Naval Observatory, and
the University of Washington. For SDSS-III they are the University of Arizona,
the Brazilian Participation Group, Brookhaven National Laboratory, Carnegie
Mellon University, University of Florida, the French Participation Group, the
German Participation Group, Harvard University, the Instituto de Astrofisica de
Canarias, the Michigan State/Notre Dame/JINA Participation Group, Johns Hop-
kins University, Lawrence Berkeley National Laboratory, MPIA, Max Planck
Institute for Extraterrestrial Physics, New Mexico State University, New York
University, Ohio State University, Pennsylvania State University, University of
Portsmouth, Princeton University, the Spanish Participation Group, University
of Tokyo, University of Utah, Vanderbilt University, University of Virginia, Uni-
versity of Washington, and Yale University.
References
Alam, S., Albareti, F. D., Allende Prieto, C., et al. 2015, ApJS, 219, 12
Aldering, G., Adam, G., Antilogus, P., et al. 2002, SPIE, 4836, 61
Aldering, G., Antilogus, P., Bailey, S., et al. 2006, ApJ, 650, 510
Aramyan, L. S., Hakobyan, A. A., Petrosian, A. R., et al. 2016, MNRAS, 459,
3130
Aubourg, É., Tojeiro, R., Jimenez, R., et al. 2008, A&A, 492, 631
Astier, P., El Hage, P., Guy, J., et al. 2013, A&A, 557, A55
Astier, P., Balland, C., Brescia, M., et al. 2014, A&A, 572, A80
Baldwin, J. A., Phillips, M. M., & Terlevich, R. 1981, PASP, 93, 5
Bauer, A. E., Hopkins, A. M., Gunawardhana, M., et al. 2013, MNRAS, 434,
209
Barone-Nugent, R. L., Lidman, C., Wyithe, J. S. B., et al. 2012, MNRAS, 425,
1007
Bartunov, O. S., Tsvetkov, D. Y., & Filimonova, I. V. 1994, PASP, 106, 1276
Battisti, A. J., Calzetti, D., & Chary, R.-R. 2016, ApJ, 818, 13
Barbary, K., 2016 The Journal of Open Source Software, 1, 6
Bertin, E., & Arnouts, S. 1996, A&AS, 117, 393
Article number, page 20 of 23
M. Rigault et al.: Local sSFR bias in SNe Ia
Betoule, M., Kessler, R., Guy, J., et al. 2014, A&A, 568, A22
Bailey, S., Aldering, G., Antilogus, P., et al. 2009, A&A, 500, L17
Blondin, S., Matheson, T., Kirshner, R. P., et al. 2012, AJ, 143, 126
Bongard, S., Soulez, F., Thiébaut, É., & Pecontal, É. 2011, MNRAS, 418, 258
Branch, D., Livio, M., Yungelson, L. R., Boffi, F. R., & Baron, E. 1995, PASP,
107, 1019
Brinchmann, J., Charlot, S., White, S. D. M., et al. 2004, MNRAS, 351, 1151
Bruzual, G., & Charlot, S. 2003, MNRAS, 344, 1000
Buton, C., Copin, Y., Aldering, G., et al. 2013, A&A, 549, A8
Calzetti, D., & Heckman, T. M. 1999, ApJ, 519, 27
Calzetti, D., Armus, L., Bohlin, R. C., et al. 2000, ApJ, 533, 682
Calzetti, D. 2013, Secular Evolution of Galaxies, 419
Cano-Díaz, M., Sánchez, S. F., Zibetti, S., et al. 2016, ApJ, 821, L26
Chabrier, G. 2003, ApJ, 586, L133
Childress, M., Aldering, G., Antilogus, P., et al. 2013a, ApJ, 770, 108
Childress, M., Aldering, G., Antilogus, P., et al. 2013, ApJ, 770, 107
Childress, M. J., Wolf, C., & Zahid, H. J. 2014, MNRAS, 445, 1898
Childress, M. J., Tucker, B. E., Yuan, F., et al. 2016, PASA, 33, e055
Conroy, C., Gunn, J. E., & White, M. 2009, ApJ, 699, 486
Wolf, R. C., D’Andrea, C. B., Gupta, R. R., et al. 2016, ApJ, 821, 115
Daddi, E., Dickinson, M., Morrison, G., et al. 2007, ApJ, 670, 156
D’Andrea, C. B., Gupta, R. R., Sako, M., et al. 2011, ApJ, 743, 172
Domínguez, I., Höflich, P., & Straniero, O. 2001, ApJ, 557, 279
Dekel, A., Sari, R., & Ceverino, D. 2009, ApJ, 703, 785
Drake, A. J., Djorgovski, S. G., Mahabal, A., et al. 2009, ApJ, 696, 870
Elbaz, D., Daddi, E., Le Borgne, D., et al. 2007, A&A, 468, 33
Faber, S. M., Willmer, C. N. A., Wolf, C., et al. 2007, ApJ, 665, 265
Fakhouri, H. K., Boone, K., Aldering, G., et al. 2015, ApJ, 815, 58
Fitzpatrick, E. L. 1999, PASP, 111, 63
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman, J. 2013, PASP, 125,
306
Gal-Yam, A., Nugent, P., Silverman, J., et al. 2011, The Astronomer’s Telegram,
3288,
Gal-Yam, A., & Nugent, P. 2011, The Astronomer’s Telegram, 3369,
Gal-Yam, A., Ben-Ami, S., Xu, D., et al. 2011, The Astronomer’s Telegram,
3668,
Gal-Yam, A., Ben-Ami, S., Yaron, O., et al. 2011, The Astronomer’s Telegram,
3739,
Gal-Yam, A., Arcavi, I., Ben-Ami, S., et al. 2012, The Astronomer’s Telegram,
4090,
Gal-Yam, A., Yaron, O., Ben-Ami, S., et al. 2012, The Astronomer’s Telegram,
4133,
Gal-Yam, A., Ben-Ami, S., Yaron, O., et al. 2012, The Astronomer’s Telegram,
4290,
Gal-Yam, A., Ben-Ami, S., Yaron, O., et al. 2012, The Astronomer’s Telegram,
4289,
Gal-Yam, A., Nugent, P., Walker, E., Cenko, S. B., & Fox, O. 2012, The As-
tronomer’s Telegram, 4363,
Galbany, L., Stanishev, V., Mourão, A. M., et al. 2014, A&A, 572, A38
Gallazzi, A., Charlot, S., Brinchmann, J., White, S. D. M., & Tremonti, C. A.
2005, MNRAS, 362, 41
Garn, T., & Best, P. N. 2010, MNRAS, 409, 421
González Delgado, R. M., Pérez, E., Cid Fernandes, R., et al. 2014, A&A, 562,
A47
Gupta, R. R., D’Andrea, C. B., Sako, M., et al. 2011, ApJ, 740, 92
Gupta, R. R., Kuhlmann, S., Kovacs, E., et al. 2016, AJ, 152, 154
Guy, J., Astier, P., Baumont, S., et al. 2007, A&A, 466, 11
Guy, J., Sullivan, M., Conley, A., et al. 2010, A&A, 523, A7
Hamuy, M., Phillips, M. M., Suntzeff, N. B., et al. 1996, AJ, 112, 2408
Hamuy, M., Trager, S. C., Pinto, P. A., et al. 2000, AJ, 120, 1479
Hillebrandt, W., & Niemeyer, J. C. 2000, ARA&A, 38, 191
Höflich, P., Krisciunas, K., Khokhlov, A. M., et al. 2010, ApJ, 710, 444
Huang, X., Raha, Z., Aldering, G., et al. 2017, ApJ, 836, 157
Hudelot, P., Cuillandre, J.-C., Withington, K., et al. 2012, VizieR Online Data
Catalog, 2317,
Jiang, L., Fan, X., Bian, F., et al. 2014, ApJS, 213, 12
Johnston, R., Vaccari, M., Jarvis, M., et al. 2015, MNRAS, 453, 2540
Jones, D. O., Riess, A. G., & Scolnic, D. M. 2015, ApJ, 812, 31
Kasen, D. 2006, ApJ, 649, 939
Kelly, P. L., Hicken, M., Burke, D. L., Mandel, K. S., & Kirshner, R. P. 2010,
ApJ, 715, 743
Kelly, P. L., Filippenko, A. V., Burke, D. L., et al. 2015, Science, 347, 1459
Kessler, R., Marriner, J., Childress, M., et al. 2015, AJ, 150, 172
Kewley, L. J., Groves, B., Kauffmann, G., & Heckman, T. 2006, MNRAS, 372,
961
Kim, A. G., Thomas, R. C., Aldering, G., et al. 2013, ApJ, 766, 84
Kim, A. G., Padmanabhan, N., Aldering, G., et al. 2015, Astroparticle Physics,
63, 2
Kim, Y.-L., Smith, M., Sullivan, M., & Lee, Y.-W. 2018, ApJ, 854, 24
Koleva, M., Prugniel, P., Ocvirk, P., Le Borgne, D., & Soubiran, C. 2008, MN-
RAS, 385, 1998
Koleva, M., Prugniel, P., Bouchard, A., & Wu, Y. 2009, A&A, 501, 1269
Kreckel, K., Groves, B., Schinnerer, E., et al. 2013, ApJ, 771, 62
Kron, R. G. 1980, ApJS, 43, 305
Lampeitl, H., Smith, M., Nichol, R. C., et al. 2010, ApJ, 722, 566
Lange, R., Driver, S. P., Robotham, A. S. G., et al. 2015, MNRAS, 447, 2603
Lantz, B., Aldering, G., Antilogus, P., et al. 2004, Proc. SPIE, 5249, 146
Lara-López, M. A., Hopkins, A. M., López-Sánchez, A. R., et al. 2013, MNRAS,
434, 451
Li, W., Leaman, J., Chornock, R., et al. 2011, MNRAS, 412, 1441
Maeda, K., & Terada, Y. 2016, International Journal of Modern Physics D, 25,
1630024
Madau, P., & Dickinson, M. 2014, ARA&A, 52, 415
Maguire, K., Sullivan, M., Ellis, R. S., et al. 2012, MNRAS, 426, 2359
Maguire, K., Sullivan, M., Patat, F., et al. 2013, MNRAS, 436, 222
Maguire, K., Sullivan, M., Pan, Y.-C., et al. 2014, MNRAS, 444, 3258
Mannucci, F., Della Valle, M., Panagia, N., et al. 2005, A&A, 433, 807
Mannucci, F., Della Valle, M., & Panagia, N. 2006, MNRAS, 370, 773
Maoz, D., Mannucci, F., & Nelemans, G. 2014, ARA&A, 52, 107
Martín-Navarro, I., Vazdekis, A., La Barbera, F., et al. 2015, ApJ, 806, L31
Moore, E. 1973, PASP, 85, 564
Neill, J. D., Sullivan, M., Howell, D. A., et al. 2009, ApJ, 707, 1449
Noeske, K. G., Weiner, B. J., Faber, S. M., et al. 2007, ApJ, 660, L43
Nordin, J., Aldering, G., Antilogus, P., et al. 2018, arXiv:1801.01834
Pan, Y.-C., Sullivan, M., Maguire, K., et al. 2014, MNRAS, 438, 1391
Peek, J. E. G., Ménard, B., & Corrales, L. 2015, ApJ, 813, 7
Pereira, R., Thomas, R. C., Aldering, G., et al. 2013, A&A, 554, A27
Perlmutter, S., Aldering, G., Goldhaber, G., et al. 1999, ApJ, 517, 565
Pérez-González, P. G., Rieke, G. H., Villar, V., et al. 2008, ApJ, 675, 234
Phillips, M. M. 1993, ApJ, 413, L105
Pinsonneault, M. H., & Stanek, K. Z. 2006, ApJ, 639, L67
Planck Collaboration, Ade, P. A. R., Aghanim, N., et al. 2016, A&A, 594, A13
Rest, A., Scolnic, D., Foley, R. J., et al. 2014, ApJ, 795, 44
Rodney, S. A., Riess, A. G., Strolger, L.-G., et al. 2014, AJ, 148, 13
Roman, M., Hardin, D., Betoule, M., et al. 2017, submitted, arXiv:1706.07697
Riess, A. G., Press, W. H., & Kirshner, R. P. 1996, ApJ, 473, 88
Riess, A. G., Filippenko, A. V., Challis, P., et al. 1998, AJ, 116, 1009
Riess, A. G., Macri, L., Casertano, S., et al. 2009, ApJ, 699, 539
Riess, A. G., Macri, L. M., Hoffmann, S. L., et al. 2016, ApJ, 826, 56
Rigault, M., Copin, Y., Aldering, G., et al. 2013, A&A, 560, A66
Rigault, M., Aldering, G., Kowalski, M., et al. 2015, ApJ, 802, 20
Erratum of Rigault, M., Copin, Y., Aldering, G., et al. 2013, A&A, 560, A66
Rubin, D., Aldering, G., Barbary, K., et al. 2015, ApJ, 813, 137
Sako, M., Bassett, B., Becker, A., et al. 2008, AJ, 135, 348-373
Sánchez, S. F., Rosales-Ortega, F. F., Jungwiert, B., et al. 2013, A&A, 554, A58
Salim, S., Charlot, S., Rich, R. M., et al. 2005, ApJ, 619, L39
Salim, S., Rich, R. M., Charlot, S., et al. 2007, ApJS, 173, 267
Salim, S., Lee, J. C., Ly, C., et al. 2014, ApJ, 797, 126
Scalzo, R. A., Aldering, G., Antilogus, P., et al. 2010, ApJ, 713, 1073
Scalo, J. M. 1986, Fund. Cosmic Phys., 11, 1
Scalzo, R., Aldering, G., Antilogus, P., et al. 2014, MNRAS, 440, 1498
Scannapieco, E., & Bildsten, L. 2005, ApJ, 629, L85
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998, ApJ, 500, 525
Scolnic, D., & Kessler, R. 2016, ApJ, 822, L35
Silverman, J. M., Foley, R. J., Filippenko, A. V., et al. 2012, MNRAS, 425, 1789
Stanishev, V., Rodrigues, M., Mourão, A., & Flores, H. 2012, A&A, 545, A58
Sullivan, M., Le Borgne, D., Pritchet, C. J., et al. 2006, ApJ, 648, 868
Sullivan, M., Conley, A., Howell, D. A., et al. 2010, MNRAS, 406, 782
Sullivan, M., Guy, J., Conley, A., et al. 2011, ApJ, 737, 102
Suzuki, N., Rubin, D., Lidman, C., et al. 2012, ApJ, 746, 85
Tasca, L. A. M., Le Fèvre, O., Hathi, N. P., et al. 2015, A&A, 581, A54
Taylor, J. 1997, Published by University Science Books, 648 Broadway, Suite
902, New York, NY 10012, 1997.,
Taylor, E. N., Hopkins, A. M., Baldry, I. K., et al. 2011, MNRAS, 418, 1587
Tremonti, C. A., Heckman, T. M., Kauffmann, G., et al. 2004, ApJ, 613, 898
Tripp, R. 1998, A&A, 331, 815
Valenti, S., Graham, M. L., Howell, D. A., et al. 2013, The Astronomer’s Tele-
gram, 4958,
van Dyk, S. D. 1992, AJ, 103, 1788
Weinberg, D. H., Mortonson, M. J., Eisenstein, D. J., et al. 2013, Phys. Rep.,
530, 87
Weyant, A., Wood-Vasey, W. M., Allen, L., et al. 2014, ApJ, 784, 105
Wyder, T. K., Martin, D. C., Schiminovich, D., et al. 2007, ApJS, 173, 293
Zhang, T.-M., Wang, X.-F., Chen, J.-C., et al. 2015, Research in Astronomy and
Astrophysics, 15, 215-224
Article number, page 21 of 23
A&A proofs: manuscript no. main_arxiv
1 Université Clermont Auvergne, CNRS/IN2P3, Laboratoire de
Physique de Clermont, F-63000 Clermont-Ferrand, France.
2 Institut fur Physik, Humboldt-Universitat zu Berlin, Newtonstr. 15,
12489 Berlin
3 Physics Division, Lawrence Berkeley National Laboratory, 1 Cy-
clotron Road, Berkeley, CA, 94720
4 Laboratoire de Physique Nucléaire et des Hautes Énergies, Univer-
sité Pierre et Marie Curie Paris 6, Université Paris Diderot Paris 7,
CNRS-IN2P3, 4 place Jussieu, 75252 Paris Cedex 05, France
5 Department of Physics, Yale University, New Haven, CT, 06250-
8121
6 Department of Physics, University of California Berkeley, 366
LeConte Hall MC 7300, Berkeley, CA, 94720-7300
7 Université de Lyon, F-69622, Lyon, France; Université de Lyon
1, Villeurbanne; CNRS/IN2P3, Institut de Physique Nucléaire de
Lyon.
8 Department of Physics and Astronomy, University of Southampton,
Southampton, Hampshire, SO17 1BJ, UK
9 The Oskar Klein Centre, Department of Physics, AlbaNova, Stock-
holm University, SE-106 91 Stockholm, Sweden
10 Aix Marseille Université, CNRS/IN2P3, CPPM UMR 7346, 13288,
Marseille, France
11 Max-Planck Institut für Astrophysik, Karl-Schwarzschild-Str. 1,
85748 Garching, Germany
12 Las Cumbres Observatory Global Telescope Network, 6740 Cortona
Dr., Suite 102 Goleta, Ca 93117
13 Department of Physics, University of California, Santa Barbara, CA
93106-9530, USA
14 Deutsches Elektronen-Synchrotron, D-15735 Zeuthen, Germany
15 Tsinghua Center for Astrophysics, Tsinghua University, Beijing
100084, China
16 Centre de Recherche Astronomique de Lyon, Université Lyon 1, 9
Avenue Charles André, 69561 Saint Genis Laval Cedex, France
17 Space Telescope Science Institute, 3700 San Martin Drive, Balti-
more, MD 21218
18 European Southern Observatory, Karl-Schwarzschild-Str. 2, 85748
Garching, Germany
19 Computational Cosmology Center, Computational Research Divi-
sion, Lawrence Berkeley National Laboratory, 1 Cyclotron Road
MS 50B-4206, Berkeley, CA, 94720
20 Kavli Institute for the Physics and Mathematics of the Universe,
University of Tokyo, 5-1-5 Kashiwanoha, Kashiwa, Chiba, 277-
8583, Japan
Article number, page 22 of 23
M. Rigault et al.: Local sSFR bias in SNe Ia
Appendix A: Step Measurements
To derive the LsSFR or global stellar mass step values, we use
the sum of two normal distributions (a and b) with mean bright-
nesses and standard deviations µa, σa and µb, σb, respectively,
to represent the underlying parent populations. Each data point
has a probability pi of being associated with mode a and a prob-
ability 1− pi of being associated with mode b. Each datum has a
measurement uncertainty σi and an observed value xi. The like-
lihood, Li, of observing xi, given the bi-normal model and the
measurement uncertainties σi, is:
Li = pi× 1√
2pi(σ2a + σ2i )
exp
−(µa − xi)2
2(σ2a + σ2i )
+(1−pi)× 1√
2pi(σ2b + σ
2
i )
exp
−(µb − xi)2
2(σ2b + σ
2
i )

(A.1)
We then minimize −∑i log(Li) to extract the mean bright-
ness and dispersion of each mode. The quoted brightness step is
the difference between the means, and the step uncertainty is the
quadrature sum of the fitted uncertainties on the means. We used
MCMC to confirm that the two means are uncorrelated.
Note that SALT2.4 returns an irreducible uncertainty of ap-
proximately 0.011 in x1 and 0.018 mag in c in order to account
for unexplained scatter when training its model. We remove
these uncertainty floors from the σi so they are absorbed into σa
and σb, where they belong. For typical standardization coeffi-
cients, this irreducible SALT2.4 “intrinsic dispersion” is around
0.055 mag.
We use this method when fitting for Hubble residual steps,
i,e, on data that have already been standardized using a linear
stretch and color correction.
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