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Abstract. One model of parametrically controlled coherent filters, with a wide application including 
radar systems, mobile communication systems to improve noise resistance, has been analysed. The 
application of the frequency domain-sampling theorem is used to obtain a set of frequency filters 
with variable parameters. These include autocorrelation signal processing, decomposition of Tailor 
series of the input signal, analysis of the control signal as a complex function with manageable 
parameters. 
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1 Introduction 
A one model of parametrically controlled coherent filters is described and analysed, applied in radar 
systems and mobile communication systems to improve noise resistance (Barton, 2004; Gray, 2006; 
Petrov, 2017). It is known that coherent filters, passive or active, in response to normal white noise, 
form an output response proportional to its autocorrelation function (Bissel, 2006; Fish, 2011). 
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0t - moment of maximum of the autocorrelation function cover, ω - angular frequency. 
In case of Gaussian noise,   
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Where: 
( ) ( ) 0/WWw ωω =  - i.e. the normalized energy spectrum of the noise is reduced to the upper expres-
sion (1), the signal at the output of the parametric filter being equal to 
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Here:       ( ) ( ) ( )∫
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( )tyh ,3  - is a pulse characteristic of the parametric system. 
If we present ( )tj ,ωΗ  with the application of the theorem for signal sampling in the frequency do-
main (Marks, 2009), we will obtain the corresponding set of frequency filters with variable parameters. 
Again using the same theorem, but in the time domain we will get delays with deviations, each of which 
is a function of time (Ryzhak, 2003). In a number of cases, signal processing in a delayed-line filter 
model is practically unacceptable as large amount of deviations are required one after the other at ex-
tremely short intervals. Therefore, the model with a set of frequency filters, especially at the present 
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level of development of microelectronics, is practically useful in micro-radar systems, (Proakis, 2000; 
Petrov, 2017).  
2 Explanation 
We assume that the input signal spectrum is limited by the ideal bandwidth filter in the range:
2/2/ 00 ss ωωωωω +≤≤− .  
Under this condition, we will present formula (1) in the following form: 
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Therefore:
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Where: 
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Breaking Taylor's order ( )δωω +2inS  , by degrees of δω  and limiting to his first member, we ob-
tain:  
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Since 10〈〈∆ tmω , the above equation acquires the type: 
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We convert the signal at the output of the parameter 
filter (3) in the same way (1), as the autocorrelation func-
tion response to the output signal from normal white 
noise disturbance, making the bandwidth of each of the 
frequency filter sets equal to mω∆ (Naydenov, 2014). 
With these assumptions, we will get:  
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Where, in the case of a periodic increase of each of the frequency filters with frequency iω  the mem-
ber ( )tj ,ωΗ  will be, fig. 1: 
  Fig. 1. Spectrum of signal 
transmitted to the controllable filters. 
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( ) ( ) ( ) ( ) ( ) ( ) ...2coscos, 22110 ++Η++Η+Η=Η iiiiiiii tjtjjtj χωωχωωωω  (10) 
Since the spectrum ( ) cohout tS ][ is locked in the range 2/2/ 00 ss ωωωωω +≤≤− , the upper row 
(10) of this requirement only corresponds to two members ( )ijω0Η   and ( ) ( )iii tj 22 2cos χωω +Η . It 
( )ijω0Η does not provide any options compared to passive matching filters. Interesting is the member 
( ) ( )iii tj 22 2cos χωω +Η that converts the frequency iii ωωω =−2 . If we substitute ( )ijω0Η  (10) in 
an expression (9) and separate from the spectrum ( ) prmout tS ][ a frequency corresponding to the combi-
nation ii ωω −2 , we get an output signal that must be proportional to ( ) cohout tS ][ (Ryzhak, 2003). As a 
result, we will obtain a system of equations defining the required characteristics of a manageable coher-
ent filter:  
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We will obtain: 
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Equation (13) is satisfied when:  
( ) ( ) ,...,1,0,220 ==+−+ lltt iisdi piχωϕω    (14) 
( ) ( )iini AS ωβω =Η2 , for each Ni ,...,,2,1=    (15) 
To find a clear dependency of ( )tj i ,ωΗ from a control signal icontr .υ , we will look ( )tj i ,ωΗ at a com-
plex function with controllable parameters iς dependent on control signals,
 
icontr .υ , that is 
( )[ ]icontriij ., υςωΗ       (16) 
Breaking (16) in Taylor's order by degrees of icontr .υ / note: the control signal will be recorded without 
the “contr.” Index/, we obtain: 
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Note that this iυ  is a function of time: 
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Where: 
( ) ( ) ( )ωϕωω .
..
contrj
contrcontr eSjS = - is the spectrum of the control signal; .contrt - the moment of control 
signal input; 
.contrϕ - is the phase offset. It is clear from the expressions (17 and 18) that the quadratic 
element of the order (17) generates the second harmonic of iυ . We ignore the influence of the higher 
harmonic members in the second member, due to their small values (Ryzhak, 2003).  
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It has to be said that if we consider all the filters to be identical and count iω as their resonance 
frequency at 0=iυ , then we will obtain: 
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i2ς is a coefficient, in front of 2iυ of the row (17). 
3 Conclusion 
If we substitute the expression (19) in the expressions (14) and (15) we will obtain: 
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Then: 
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If at the moment 0t , we want to limit the spectrum ( )ωjSin of the signal passed to the controlled 
filter input - fig. 3, it is necessary to submit to it the above-described control signals satisfying the rela-
tions (20), (21), (22).) The condition of the expression (21) mean that, at an input signal with a linear 
law of variation of the frequency modulation steepness, the law of the frequency modulated control 
signal should be twice as large fig. 2 (Ryzhak, 2003; Cook, 1971; Naydenov, 2014). 
In the examined model of a controlled matched filter, each of its sectors - Fig. 2 is essentially a single-
contour parameter converter. The model can be summarized for a case of a two-loop parameter converter 
in each of the controllable filter sectors. It 
should also be said that the software simulation 
could examine the possibilities of sampling the control signal and determining the spectral characteristic 
of the output signal. The analysis of variations of frequency and temporary filter parameters within 
certain limits opens the possibility of examining the purity of the spectral characteristics of the output 
signal. 
Fig. 3. Spectral characteristics of a controlled 
coherent filter. 
Fig. 2 Block diagram of a parametrically con-
trolled filter. 
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