The short-range Ising spin glass on the diamond hierarchical lattice is investigated via a transfer-matrixbased method. An exact set of discrete maps leads to all thermodynamical functions for any finite lattice, from which the thermodynamic limit can be obtained. The method, which encompasses the random choice of the coupling constants between neighboring sites, has been applied to both Gaussian and bimodal probability distributions. Results for the thermodynamic potentials of the model defined on lattices with fractal dimension d f ϭ2, 2.58 . . . and 3, below and above the estimated lower critical dimension (d l ϳ2.5), are discussed and fully analyzed. Typical Schottky-like profiles are observed in the temperature behavior of the specific heat for both distributions in all lattices. Finite residual entropy is found to persist for the bimodal distribution case. When d f Ͼd l and for large number of iterations the correlation length increases exponentially in a wide temperature interval. The divergence of at a finite temperature T c associated with the spin-glass phase transition is investigated within an approximate scheme. The numerical values for T c and are brought in comparison with those previously obtained by other methods.
I. INTRODUCTION
In the past thirty years, despite the huge amount of work that has been put into the investigation of the prototypical models of disordered systems, namely the spin-glass ͑SG͒ and the random-field Ising models, basic questions concerning their condensed phase and critical behavior are still far from being settled. [1] [2] [3] [4] Concerning SG the general properties of the condensed phase are described by two conflicting scenarios regarding the multiplicity of pure states at Tϭ0: the one coming from the so-called droplet framework, which is appropriated to describe models with short-range interactions ͑''realistic'' models͒, and the replica symmetry breaking ͑RSB͒ one, which arises from the mean-field solution of the infiniterange coupling model. In the latter, the free-energy landscape in the configurational space is composed of a high number of pure states arranged onto an ultrametric structure of valleys separated by high-energy barriers, 5 while in the former the landscape should be trivial, that is, composed of just two single pure states related by global spin inversion symmetry. 6 Whether such a RSB picture prevails in real ͑short-range models͒ systems is a very controversial question that remains unanswered. 7 To attack this problem many models/ methodologies have been considered so far. For instance, the search of the ground-state multiplicity of the short-range Ising spin-glass model ͑SRISGM͒ has been an object of interest of many authors, who developed sophisticated numerical methodologies for direct counting of ground states, such as mappings into combinatory optimization problems, 8 biological motivated algorithms, 9 and Monte Carlo multicanonical techniques. 10 However, regarding exact solvable models for the SRISGM there are only a few ones, mostly beyond but still within mean-field approximation such as the one defined on the Cayley tree lattice. 11 On the other hand, several approximated methods and numerical procedures have been widely used to explore the nature of the spin-glass condensed phase such as power-series expansions, 12 Monte Carlo methods, 13 and real-space renormalization group. 14 The latter can be viewed either as an approximation for the model defined on Bravais lattices or as an exact solvable procedure for the model defined on hierarchical lattices. Actually these lattices were conceived to furnish the model such that the real-space Migdal-Kadanoff renormalization group ͑MKRG͒ transformation 15, 16 becomes realizable, that is exactly solvable. 17, 18 For instance, the pure Ising model on diamond hierarchical lattices has been proved to be exactly solved within the MKRG scheme. 18, 19 For random systems, such as spin glasses, this scheme gives results comparable to other approaches ͑Monte Carlo simulations, for example͒ for threedimensional lattices. 20 It seems that the randomness of couplings and/or fields washes out the effects caused by the lack of translational invariance and by the concomitantly high inhomogeneous site coordination-number distribution of the hierarchical lattices. Some important results have been obtained for the SRISGM defined on hierarchical lattices ͑HL͒ [21] [22] [23] [24] as well as for deterministic aperiodic models. 25 In this work, we investigate the properties of the SRISGM on diamond hierarchical lattices ͑hereafter DHL's͒ with a quite distinct method than the previous ones, namely the transfer-matrix ͑TM͒ method. The proposed procedure amounts to directly evaluate the thermodynamic properties, free energy, and its derivatives, together with the correlation length , for particular realizations of the model. Here we consider the SRISGM defined in terms of two probability distribution functions for the coupling constants, the ␦-bimodal and the Gaussian ones. Mean values, for both probability distributions, are obtained by collecting data for a large number of distinct realizations within the same procedure. We explore three lattices with the same geometry but with different fractal dimensions d f ϭ2, 2.58 and 3, which lie around the presumed value, d l ϭ2.5, of the lower critical dimension for the occurrence of the SG condensed phase. 26 -28 Like MKRG, the TM method also profits from the exact scale invariance of the lattice. It has been used to analyze periodic and aperiodic Ising models on the same lattices, leading to a very precise evaluation of all relevant thermodynamic functions as function of the temperature, including the critical exponents and log-periodic oscillations in the neighborhood of the critical point. 29 The rest of the work is so organized: in the following section we describe the procedure and derive the recurrence maps for the free energy, entropy, specific heat, and correlation length for the lattice with d f ϭ2. In Sec. III, we discuss the behavior for the free energy and its derivatives. Special emphasis is laid on the convergence of the results in the thermodynamic limit and on residual entropy for the SG with bimodal distribution. In Sec. IV, we discuss the behavior of the correlation length and questions related to its convergence in the thermodynamic limit, which require the introduction of an approximate scheme. Finally, we finish with Sec. V with some concluding remarks and perspectives.
II. TRANSFER MATRIX FOR SG ON DHL'S
General properties of random transfer matrices have been quite extensively investigated and used in the analysis of disordered systems. 30 In the present study, we extend a TMbased formalism developed to analyze periodic and aperiodic spin systems on DHL's to encompass fully disordered spin systems, which are formally described by the following Hamiltonian
where i ϭϮ1 are Ising variables, the coupling constants ͕J i j ͖ are quenched random variables following a welldefined probability distribution function P(J i j ), and the sum applies to nearest-neighbor pairs of spins on a DHL. The lattice is recursively generated, starting from a single bond linking the two root sites, which correspond to the DHL Gϭ0 generation. The lattice is build by replacing each bond of the previous generation by a set of p parallel branches, each one consisting of a chain of b bonds with bϪ1 inner sites as shown in Fig. 1 for the case pϭbϭ2. After many steps, this procedure generates a higher-order self-similar two roots graph, whose fractal dimension is d f ϭ(ln bp)/(ln b). In the present work, we limit ourselves to the case bϭ2 DHL's.
The basic idea of this approach is to write down the systems partition functions for any DHL generation G in terms of a 2ϫ2 TM U G that contains the effect of all configurations mediated by the coupling constants J i j between the two root sites (r 1 and r 2 ) in that generation G. Due to self-similar symmetry of the lattice, it is straightforward to derive expressions relating the eigenvalues and ⑀ of two subsequent generations, i.e., Gϩ1 ϭ Gϩ1 ( G ,⑀ G ) and ⑀ Gϩ1 ϭ⑀ Gϩ1 ( G ,⑀ G ). Such maps are conveniently written in terms of the free energy f G and correlation length G defined by
where G indicates the largest eigenvalues of U G , and N G and M G are, respectively, for the number of spins and the lattice size, that is, the length of the shortest path connecting the two root sites for a given G-DHL. Note that Eq. ͑2͒, which goes along the usual definition of the free energy per spin for a system with periodic boundary conditions in the thermodynamical limit, is the correct form for a G-DHL, up to a term of the order of T ln 2/N G →0 as N G grows. Therefore the numerical iteration of these maps leads to the thermodynamic properties of the model for any G and as far as N G ϳ2 3G assumes sufficiently large values to the numerically exact values in the thermodynamic limit.
Let J 0 be the coupling constant chosen at random from a probability distribution P(J i j ) for the interaction between the spins at the root sites r 1 and r 2 . It can be accounted for by the 2ϫ2 TM
͑4͒
where a 0,0 ϭexp(J 0 /T)ϭb 0,0 Ϫ1 . The first subscript used to characterize U refers to the generation, and the second one to the chosen value J 0 produced by P(J i j ).
For Gϭ1, the interaction between r 1 and r 2 is described by a 2ϫ2 matrix U 1,0 , with only two distinct matrix elements, arranged in the same way as U 0,0 . U 1,0 can be expressed as
The first three steps of the inflation process of an Ising SG on the DHL's with pϭqϭ2. Each bond J i is independently chosen from the probability distribution. Each new generation may be constructed by connecting to the former one three replicas furnished with random coupling constants.
The 2ϫ2
p TM Q 0,0 describes the interactions between the spin at r 1 and those at the p new inner sites, while Q 0,p t , the transpose of Q 0,p , describes the interaction between the p new spins and the one at r 2 . For uniform systems, U 1,0 ϭU 1 and Q 0,0 ϭQ 0,p ϭQ 0 depend on just one coupling constant J 0 . The Q 0 matrix elements can be written in terms of those of U 0,0 ϭU 0 :
where the lexicographic order is used to map the 2 p elements of the set ͕ j s ͖→l. With the help of Eqs. ͑5͒ and ͑6͒ an explicit expression for U 1 can be easily derived. In a disordered system, Q 0,0 and Q 0,p are functions of p independent values of coupling constants J i j . Let us relabel these constants, randomly produced by the distribution P(J i j ), as J l . Let also the interactions described by Q 0,0 be those with lϭ0,1, . . . ,pϪ1, while those with lϭp, . . . ,2p Ϫ1 refer to the interactions described by Q 0,p . The interaction J 0 , present in the Gϭ0-DHL, is incorporated into the Gϭ1-DHL, requiring the random choice of only 2pϪ1 values for the new coupling constants. To each one of them we associate a transfer matrix U 0,l defined in the same way as Eq. ͑4͒, which are used for the evaluation of Q 0,0 , Q 0,p , and U 1,0 . For instance, in the case pϭ2, the elements of U 1,0 are given by
With the help of Eq. ͑7͒, we rewrite Eqs. ͑2͒ and ͑3͒ as
where
͑10͒
The exact geometrical scale invariance of the lattice leads to the same recurrence maps for any generation (Gϩ1)-DHL in terms of the corresponding quantities for the G-DHL's. So, the general recurrence maps are obtained by replacing the subindices 0 and 1 by G and Gϩ1, respectively, in the above maps ͑8͒, with N G ϭ2(2ϩ4 G )/3 and M G ϭ2
G . The thermodynamic properties of the model can be obtained by a numerical procedure based on Eq. ͑8͒. It consists of performing individual realizations of the disorder, by the recursive use of Eq. ͑8͒, where J l are randomly obtained from the distribution P(J i j ).
In the process of evaluating f Gϩ1,0 and Gϩ1,0 for increasing values of G, we observe that a (Gϩ1)-DHL is built up of 2 p independent G-DHL's. As we keep the results f G,0 and G,0 obtained for the first G-DHL, we have to evaluate only 2 pϪ1 independent G-DHL's. However, this requires the independent evaluation of 2p (GϪ1)-DHL's for each of them, and so on. Thus, the central processing unit ͑CPU͒ time required to evaluate the properties of a lattice for a given value G increases exponentially with a factor 2p. This is not surprising as the number of individually randomly chosen bonds, which must be individually accounted for, increases exponentially with G as (2 p) G . This situation is quite different from that obtained for uniform ͑deterministic aperiodic͒ models, where the (Gϩ1)-DHL is built up of 2p copies of the same G-DHL ͑limited set of distinct G-DHL's͒. Thus, the CPU time increases only linearly with G, and results with a numerical precision of up to 16 significant digits ͑what can be understood as a numerical thermodynamic limit͒ can be easily achieved. 29 Although the present results are as precise as those obtained for disordered systems by other methods, they can hardly be obtained with the same precision as for uniform systems due to CPU time restrictions.
Expressions similar to Eq. ͑8͒, valid for pϭ3 and 4 and used to obtain results discussed in the following sections, are written in the Appendix A. The above maps can be used as starting points for a larger set of maps of the derivatives of f G with respect to the temperature T, ‫ץ‬ f Gϩ1 /‫ץ‬T and ‫ץ‬ 2 f Gϩ1 /‫ץ‬T 2 . They can be obtained in a straightforward way, leading to the entropy and specific heat of the system. The corresponding maps for Eq. ͑8͒ are written in the Appendix B. 
III. FREE ENERGY AND ITS DERIVATIVES
The iteration of Eqs. ͑8͒, ͑9͒ and ͑A1͒-͑A4͒, subject to initial conditions expressed by Boltzmann weights, leads to temperature dependent numerical values for the free energy and correlation length for individual realizations of SG on DHL's with pϭ2, 3 and 4, for Gϭ0, . . . ,G max . The procedure can be extended, by the inclusion of maps ͑B1͒-͑B4͒ and their counterpart for pϭ3 and 4, to evaluate the entropy and specific heat. In this section, we present the results for the free energy and its derivatives, which were obtained for the models defined in terms of the Gaussian,
and bimodal,
probability distributions for the couplings ͕J i j ͖, where ␣ ϭ1/2J 2 , Jϭ1 being the standard deviation. We considered G max ϭ10, 9, 8, respectively, for pϭ2, 3, 4. This corresponds to ϳ10 6 Ϫ1.6ϫ10 7 randomly chosen bonds for each realization. The results are based on samples of up to 400 distinct realizations ͑never less than 50͒ for each value of temperature, and were performed mainly on a 16-node 800-MHz PentiumIII-cluster.
The results are summarized in Figs. 2-4. In Fig. 2 , we show the sample averaged entropy as a function of the temperature, for both P G and P b , and pϭ2. In the inset of Fig.  2 , we also show the temperature dependent dispersion to the mean value of the entropy. For the same distributions, we draw the curves for temperature dependence of the specific heat and the free energy in At low temperatures, the entropy has rather different behavior for P G and P b . For the first distribution, it goes linearly to zero as T→0, while a finite residual entropy builds up for the bimodal distribution. This is an expected behavior since the sites belonging to the last generation of a DHL have an even number of bonds and therefore, with the bimodal distribution the net field on these sites can be exactly zero, which corresponds to a twofold ground-state degeneracy per such sites. The same behavior is not expected for the continuous valued P G . 14, 22, 31 For the three different values of p, the residual entropy can be extrapolated from the finite temperature data leading to values shown in Table I , which are compared with those obtained from a counting procedure for the average number of ground states 22 for the same models. Tests on the conver- gence of the present results, performed by increasing the value of G max for all values of p, confirm the precision up to three significant digits. All curves for the specific heat display, as the one shown in Fig. 3 , a typical Schottky round profile with a smooth maximum. No qualitative distinction is observed from the one at pϭ2 to those at larger values of p where phase transitions are expected to occur. For the free energy, we notice qualitative changes in the low-temperature region, between the curves produced by the different distributions. Those for P b have a constant nonzero slope, the value of which equals to s 0 .
IV. CORRELATION LENGTH AND PHASE TRANSITION
Results obtained for the correlation length upon iteration of Eqs. ͑8͒, ͑9͒ and ͑A1͒-͑A4͒ deserve a more detailed discussion due to a much slower convergence of the results with respect to the value of G, in comparison with those for the free energy and its derivatives. As already mentioned, in the investigations carried out for both homogeneous and deterministic aperiodic systems, the maps have been iterated until numerical convergence of all 16-digits variables. This does not represent a big problem, as the CPU time increases linearly with G. A value for G max is not explicitly required, as the iteration proceeds until the convergence condition is met. However, it is possible to note that, depending on T, 40-80 iterations are required for that convergence. It is also possible to observe that f always converges at smaller values of G than . Thus, a slower convergence for in the present case is also expected. This situation is illustrated in Fig. 5 . In this figure, we draw the sample averaged and ten individual realizations for as function of 1/T for both distributions in the pϭ2 case, with G max ϭ10. It shows that the dispersion of the data increases dramatically as T decreases, especially for P G . Despite the high dispersion, the curve for P G strongly suggests a divergence in the T→0 limit, although it seems to be weaker than exp(1/T). For P b , the presence of frustration causes a much slower increase for both the average of and its dispersion. In fact the curve suggests that it remains finite at Tϭ0.
The analysis of the results become more difficult for DHL's with d f Ͼd lc , i.e., pϭ3 and 4. According to renormalization group investigations, a phase transition from the paramagnetic ͑P͒ to the SG phase should be observed. 14 Our results indicate that data scattering and sample average start to increase exponentially at a much higher value of T, reaching values as high as 10 20 for TӍ0.25. The above indicated results for the finite G max become meaningless.
A simplistic way to address this problem is to increase the value of G max . However, let us note that typical CPU time for performing ϳ400 realizations for ϳ30 temperature values for pϭ3 and 4 in our present equipment is of the order of 1 day. The magnitude of the data scattering and previous experience in running similar programs for the homogeneous models, indicate that meaningful results should not be expected unless the used value for G max is significantly increased to G max Ј , so that G max Ј /G max у2. This implies that the CPU time should be increased by a factor (2p)
G max , a limitation that can hardly be met by most of the present day computing systems. To side step this difficulty, we developed an approximate procedure that is able to produce reasonable results, for values of GϾG max , with very small increase in CPU time. It amounts to first store ( f ,) data, for a number N samp of individually evaluated samples at generation G max , in a data basis B(G max ,N samp ). Then, use this data and maps ͑A1͒-͑A4͒ to generate another data basis B(G max ϩ1,N samp ), with the same number N samp of samples. Generating new data bases B (Gϩ1,N samp ) from B(G,N samp ) can be repeated over and over, for any GϾG max , with a very low cost, as the required CPU time increases linearly with GϪG max Ͼ0. So we return to a iteration scheme that is quite similar to that one used for the homogeneous system. Convergence criteria, similar to the one used in the last case, or a fixed number of iterations can be used to stop the iteration process.
The actual approximation introduced in this scheme refers to the emergence of correlations. Each G max sample in B(G max ,N samp ) bares no correlation with any of the other samples, nor within its constituents, as each of its bond was randomly and individually chosen. However, for any G ϾG max , the same N samp units will be present in the lattice, in a always larger number, as G increases. Despite the fact that they are randomly distributed, correlation builds up, so that the obtained results constitute approximations to the actual exact scheme, where G max could be increased without limit.
Results obtained within this approximated scheme for p ϭ4 ͑Gaussian case͒ are shown in Fig. 6 . They were obtained with N samp ϭ400 samples, and convergence criterion is to choose a fixed value G B ϭ60. There we draw the quantity log 10 ( L ), defined as log 10 ͑ L ͒ϭ͗log 10 ͘, ͑13͒
FIG. 5. Plots of the average correlation length ͑log scale͒ for both probability distributions versus the inverse of the temperature for the d f ϭ2 lattice (pϭ2). Error bars indicate that dispersion is very small for P b , while its values become significant in the lowtemperature region for P G . For T→0, observe clear indications that ͑a͒ remains finite for P b ͑b͒ diverges weaker than exp(1/T) for P G .
as function of T. We indicate also, for each T value, the individual behavior of the first 50 samples. First, let us discuss the behavior of the individual samples. Much like homogeneous systems, where numerically diverges at the very precise temperature critical value T c , we observe that, as T decreases below some value (T high ), some individual samples start to diverge, i.e., jump from values р10 3 -10 40 . The number of samples that so behave increases as T decreases, so that for sufficient low values of T the large majority of samples diverges. This divergent behavior for must be related to the occurrence of a kind of long-range order in the system, hence, of a presumable P-SG phase transition. The fact that, for some individual samples, diverges, while for other is it remains finite, is related to the particular set of bonds which was chosen for that sample. It is reasonable to suppose that each particular sample k has its own critical temperature T c,k . As the number of divergences increases when T decreases, a value T c will be reached when the number of divergences reaches the half of the number of samples. We will consider this value as indicative of the observed phase transition.
Note also that, due to the huge difference in the order of magnitude for when it diverges, a jump in ͗͘ is indicative of T high , but not of T c . This value can be better evaluated with the help of L . If we assume that the numerical value for a divergent D ϳ10 R , and a typical value for a finite F ϳ10 r , then log 10 ( L )ϳ (RN D ϩrN F ) , where N D and N F indicate the number of samples for which diverges and remains finite, respectively. As N D ϩN F ϭN samp , it follows that log 10 ( L )ϳ͓N D (RϪr)ϩrN samp ͔. Thus, when N D ϭN samp /2, log 10 ( L ) becomes equidistant to both D and log 10 F , which is the first criterion for evaluating T c . The second criterion, which leads to almost the same values, is to look for the inflexion point for the curve log 10 ( L )T.
Results for T c are shown in Table II in comparison to those found in the literature, the latter is obtained by renormalization group schemes.
The presence of correlations induced by the repetition of the same G max units, for any GϾG max , must be the reason for a wide temperature interval above T c where some samples have divergent . An increase in G max causes a reduction of the interval T high ϪT c . If G max could be increased without limit, all samples would be free from correlations and the value for T c be well defined.
Estimates for the value of for the four different situations, obtained from the data for L , are also indicated in Table II and illustrated in Fig. 7 for P b and pϭ4. Note that our estimates for , when pϭ3, are larger than those predicted by RG methods. For pϭ4, however, the obtained value is closer to the one obtained by RG technique, fixing the probability distribution at each renormalization step, 14 which is a procedure more close to the present approach. On the other hand, the difference is greater when compared with the result obtained by the MKRG scheme where the probability distribution is free to evolve. 33 The same behavior should occur for the pϭ3 case. It should be noted that in the latter RG analysis, 33 the value for is not obtained from the direct evaluation of , but from a finite-size scaling analysis of the behavior of the Edwards-Anderson parameter with respect to the system size, here expressed by the length of the minimal path between the root sites. It should also be noted that the high value of , which corresponds to a small value of the thermal exponent, reflects that the system should be close to the marginal behavior (d f close to d l ).
V. CONCLUSIONS
In this work, we proposed an exact scheme for analyzing short-range interaction spin-glasses on hierarchical lattices based on the transfer-matrix formalism, which proved to be quite successful in analyzing both homogeneous and deterministic aperiodic systems. As the scheme explicitly considers the individual contributions of each of the (2p) G bonds in the generation G, the CPU time required for the iteration of the maps which to the thermodynamical properties of the model increases also exponentially with G. This makes impossible the iteration of the maps up to the very large values, which have been used in these quoted systems.
Nevertheless, working with the Gaussian and bimodal distributions, we have been able to obtain results for free energy and its derivatives with high degree of accuracy and low dispersion of the data. We have also obtained quantitative agreement for the values of the residual entropies, for the bimodal distribution, with some upper bounds recently obtained by a direct counting of the degeneracy of ground states.
The convergence of presents more difficulties. Already in the uniform systems, its convergence requires larger number of generations. However, this poses a crucial problem for fully disordered systems, as the estimated value of G for the convergence of requires CPU time beyond the capacity of our computing system. We developed an approximate procedure that allows for computing values of for any value of G with low computing cost. However this approximation introduces correlations into the lattice, as the independent G max units appear several times in the higher generation lattices.
We presented estimations for critical temperature, within the proposed scheme, based on the divergence of the approximate values of . We have found that the approximate estimate values for T c are in accordance with those in the literature. We have presented also estimations for critical exponent , based on the approximate values for .
The nature of the observed transition can be better characterized with a further extension of the proposed scheme. It amounts to evaluating the magnetic properties of the model after the inclusion of a residual external field. This procedure has already been implemented in the case of homogeneous system, and is currently being developed for the disordered case.
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APPENDIX A: RECURRENCE MAPS FOR THE FREE ENERGY AND CORRELATION LENGTH EXPONENT FOR THE CASES pÄ3 AND 4
Let us first introduce a short hand notation with the definition z G,2l ϭz G,2l z G,2lϩ1 .
The recurrence equations for pϭ3 are 
͑A2͒
For pϭ4, the corresponding equations are Gϩ1, 0 dT ϭ
