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ENTIRE SOLUTIONS OF DIFFUSIVE LOTKA-VOLTERRA SYSTEM
KING-YEUNG LAM1, RACHIDI B. SALAKO1, AND QILIANG WU2
Abstract. This work is concerned with the existence of entire solutions of the diffusive Lotka-Volterra
competition system
(0.1)
{
ut = uxx + u(1− u− av), x ∈ R
vt = dvxx + rv(1− v − bu), x ∈ R
where d, r, a, and b are positive constants with a 6= 1 and b 6= 1. We prove the existence of some entire
solutions (u(t, x), v(t, x)) of (0.1) corresponding to (Φc(ξ), 0) at t = −∞ (where ξ = x − ct and Φc is
a traveling wave solution of the scalar Fisher-KPP defined by the first equation of (0.1) when a = 0).
Moreover, we also describe the asymptotic behavior of these entire solutions as t→ +∞. We prove existence
of new entire solutions for both the weak and strong competition case. In the weak competition case, we
prove the existence of a class of entire solutions that forms a 4-dimensional manifold.
Key words. Competition systems, entire solutions, spreading speeds, traveling waves.
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1. Introduction
The Lotka-Voltera competition systems are frequently used to describe the population dynamics of several
competing species in their spatial domain. In this work we consider the following diffusive Lotka-Volterra
competition system of two species in the unbounded domain R:
(1.1)
{
ut = uxx + u(1− u− av),
vt = dvxx + rv(1− bu− v),
where a, b, d, and r > 0 are positive constants. The solutions u(t, x) and v(t, x) of (1.1) represent respectively
the densities of the two competing species at time t and location x ∈ R. Since densities must be nonnegative,
only nonnegative solutions of (1.1) will be of interest in this paper. It is well known that the asymptotic
dynamics of solutions to (1.1) depends delicately on the choice of the initial distribution (u0(x), v0(x)) and
the range of the parameters a and b. Consider, for instance, the kinetic ODE system of (1.1), that is,
(1.2)
{
Ut = U(1− U − aV ), for t > 0,
Vt = rV (1− bU − V ), for t > 0,
with arbitrary positive initial conditions U0 > 0 and V0 > 0, the following results are well known.
(1) If 0 < a, b < 1, then every solution of (1.2) converges to the positive equilibrium e∗ := ( 1−a1−ab ,
1−b
1−ab ).
(2) If a, b > 1, then the behavior of solution of (1.2) depends on the choice of initial data (u0, v0).
(3) If 0 < a < 1 < b, then every solution of (1.2) converges to e1 := (1, 0).
(4) If 0 < b < 1 < a, then every solution of (1.2) converges to e2 := (0, 1).
Since case (4) can be handled similarly to (3), we shall henceforth consider only cases (1) to (3).
Two basic questions concerning the dynamics of (1.1) are the characterization of spreading speeds of
solutions and the existence of nontrivial entire solutions. By an entire solution we mean a classical solution
1
ar
X
iv
:2
00
2.
00
30
8v
1 
 [m
ath
.A
P]
  2
 Fe
b 2
02
0
2 KING-YEUNG LAM1, RACHIDI B. SALAKO1, AND QILIANG WU2
(u(t, x), v(t, x)) that satisfies (1.1) for (t, x) ∈ R2. Traveling waves solutions, i.e. translational invariant
solutions of the form (u(t, x), v(t, x)) = (ϕ(x− ct), ψ(x− ct)) with some appropriate boundary conditions on
(ϕ,ψ) at ±∞, is an important class of entire solutions.
Recently, Liu et al [24], Carre`re [2], and Gerardin and Lam [10] studied spreading speeds of solutions of
the Cauchy problem (1.1) in cases (1), (2), and (3) respectively. Among others, in case (3), Girardin and
Lam [10] showed that “if the weaker competitor is also the faster one, then it is able to evade the stronger
and slower competitor by invading first into unoccupied territories. The pair of speeds depends on the initial
values. If these are null in a right half-line, then the first speed is the KPP speed of the fastest competitor
and the second speed is given by an exact formula depending on the first speed and on the minimal speed of
traveling waves connecting the two semi-extinct equilibria. ” Similar results were also established by Carre`re
[2] in case (2), Lam et. al [24] in case (1).
From a dynamical point of view, large time behaviors of solutions have a strong connection with the
existence of entire solutions. It is the aim of this paper to establish the existence of some entire solutions
of (1.1) which, when t→∞, behaves similarly as those solutions to Cauchy problems studied in [2, 10, 24].
In a sense, the entire solutions established in this paper are attractors to which the solutions to the Cauchy
problems studied in [2, 10, 24].
Statement of Main Results. In this subsection we state our main results on the existence of entire
solutions of (1.1). We first recall some known results from related literature.
When a = 0, the system (1.1) is decoupled and its first equation reduces to
(1.3) ut = uxx + u(1− u), x ∈ R,
which is referred to as the Fisher-KPP equation [8, 22]. Among important solutions of (1.3) are traveling
wave solutions connecting the constant solutions 1 and 0. In fact, for each c ≥ 2 the equation (1.3) admits
traveling wave solutions u(t, x) = Φc(x − ct) connecting 1 and 0, where Φc(ξ) denote the unique (up to
translation) solution to
(1.4)
{
−cΦ′ = Φ′′ + Φ(1− Φ) ξ ∈ R,
Φ(−∞) = 1, Φ(∞) = 0,
and has no such traveling wave solutions of slower speed c < 2; see [8, 22, 33] for more details. Moreover, the
stability of these traveling wave solutions of (1.3) connecting 1 and 0 has also been studied; see [1, 6, 29, 31]
and references therein.
Specifically, let τc :=
1
2 (c−
√
c2 − 4) and τ˜c := 12 (
√
c2 + 4− c). For c > 2, the profile Φc is decreasing and
can be chosen so that for every τ ∈ (τc,min{2τc, 1}), there exist Mc  1 and xc  0 such that
(1.5) 0 < e−τcx −Mce−τx ≤ Φc(x) ≤ e−τcx, for x ≥ xc.
Note also that the wave profile Φ2 is decreasing and for every c > 2 there is Kc  1 and x˜c  0 such that
(1.6) Φ2(x) ≤ KcΦc(x) ∀ x > x˜c.
Furthermore, for every c ≥ 2, there is M˜c > 0 such that
(1.7) Φc(x) = 1− M˜ceτ˜cx + o(eτ˜cx) as x→ −∞,
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where we recall τ˜c =
1
2 (
√
c2 + 4− c). Observe also that for every c ≥ 2√dr, the profile Ψc(x) = Φ c√
rd
(
√
r
dx)
is the unique (up to translation) solution to
(1.8)
{
−cΨ′ = dΨ′′ + rΨ(1−Ψ), x ∈ R,
Ψ(−∞) = 1, Ψ(∞) = 0.
There are also many works on traveling wave solutions of the system (1.1). We refer our readers to
[7, 11, 12, 17, 18, 19, 20, 25, 30] and the references therein for details. For appropriate choice of c ∈ R, we
abuse the notation slightly and say that (ϕc, ψc) : R→ [0, 1]2 is a traveling wave solution to (1.1) with speed
c, provided it satisfies
(1.9)
{
0 = ϕ′′c + cϕ
′
c + ϕc(1− ϕc − aψc),
0 = dψ′′c + cψ
′
c + rψc(1− ψc − bϕc).
Moreover, we introduce notations of the minimal speeds of traveling waves of the system (1.9), depending
on the range of parameters and boundary conditions at infinity.
- If 0 < a < 1 < b, we denote C1 ≥ 2
√
1− a the minimal speed of solutions of (1.9) with boundary
conditions
(ϕc, ψc)(−∞) = e1 and (ϕc, ψc)(∞) = e2.
- If a, b > 1, we denote Cuv ∈ R the unique speed of solutions of (1.9) with boundary conditions
(ϕuv, ψuv)(−∞) = e2 and (ϕuv, ψuv)(∞) = e1.
- If 0 < a, b < 1, we denote C∗1 ≥ 2
√
dr(1− b) the minimal speed of solutions of (1.9) with boundary
conditions
(ϕc, ψc)(−∞) = e∗ and (ϕc, ψc)(∞) = e2.
- If 0 < a, b < 1, we denote C∗2 ≥ 2
√
1− a the minimal speed of solutions of (1.9) with boundary
conditions
(ϕc, ψc)(−∞) = e∗ and (ϕc, ψc)(∞) = e1.
Minimal speed Range of a, b Boundary conditions at infity
C1 0 < a < 1 < b (ϕc, ψc)(−∞) = e1, (ϕc, ψc)(∞) = e2
Cuv a, b > 1 (ϕc, ψc)(−∞) = e2, (ϕc, ψc)(∞) = e1
C∗1 0 < a, b < 1 (ϕc, ψc)(−∞) = e∗, (ϕc, ψc)(∞) = e2
C∗2 0 < a, b < 1 (ϕc, ψc)(−∞) = e∗, (ϕc, ψc)(∞) = e1
There are very few works on entire solutions of (1.1); see [13, 27]. Morita and Tachibana in [27] established
the existence of some entire solutions of (1.1) of merging fronts type under the cases (2) and (3), where as
t → −∞ the solution looks like two traveling waves connecting e1 and e2 coming towards each other, and
as t → +∞ the solution converges to either e1 or e2 uniformly in x ∈ R. In [13], the authors treated the
bistable case (2), and showed the existence of traveling fronts that is a combination of three or four merging
traveling fronts. In this paper, we will construct three new types of entire solutions, which are different from
those established in [13, 27]. More specifically, all of these new entire solutions originate from the traveling
front Φc(x− ct) := (Φc(x− ct), 0) as t→ −∞, and, as t→ +∞, evolve to distinctive diverging fronts, whose
profiles rely heavily on the competency of each species; that is, case (1) − (3) results in different long time
dynamics of these entire solutions. In particular, for the weak competition case (1), it is shown that the set
of new entire solutions form a 4-dimensional manifold, with a limiting case discussed in Theorem 1.3. The
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general structure of entire solution of (1.1) remains an interesting and challenging research direction. We
refer, however, to [14, 15] for progress on the Fisher-KPP equation.
To state our main results, we first define, for every d, c, r > 0, the auxiliary function gd,c,r as follows
(1.10)
gd,c,r : [0,
c
2d
] −→ [r − c
2
4d
, r]
λ 7−→ dλ2 − cλ+ r.
For given λ ∈ Λd,c,r,b := {λ ∈ (0, c2d ) : gd,c,r(λ) > rmax{0, 1− b}}, we introduce the speed
cv := dλ+
r
λ
.
For 0 < a < 1 and c ≥ 2, we set λ˜acc = 12
(
cv −
√
(cv − 2τc)2 + 4a
)
and
ĉacc :=
{
λ˜acc + (1− a)λ˜−1acc, λ˜acc ≤
√
1− a,
2
√
1− a, otherwise,
and introduce various speeds
cu,1 := max{C∗1 , ĉacc} if b < 1 and cu,2 := max{C1, ĉacc} if b > 1.
In addition, if 0 < b < 1, we set λ˜ := min
{√
r(1−b)
d ,
1
2d
[√
c2 + 4d(gd,c,r(λ) + r(b− 1))− c
]}
and introduce
the speed
c˜v = max{C∗2 , dλ˜+ r(1− b)λ˜−1}
Denoting the L∞-norm of a function u(x) = (u(x), v(x)) : R → R2 as ‖u‖∞ := supx∈R{|u(x)|, |v(x)|} and
the L1-norm of a vector u = (u, v) as |u|1 := |u| + |v|, we state our main results on the existence of entire
solutions of (1.1).
Theorem 1.1 (Divergent type). Given a, b, d, r > 0 and c ≥ 2, the Lotka-Volterra system (1.1) admits the
traveling wave solution
Φc(x− ct) := (Φc(x− ct), 0),
from which “originates” a family of entire solutions uλ, parametrized by λ ∈ (0,
√
r/d) such that gd,c,r(λ) >
rmax{1− b, 0}, denoted as
uλ(t, x) := (uλ(t, x), vλ(t, x)) ∈ C1,2(R× R2,R2),
in the sense that
lim
t→−∞ ‖uλ(t, ·)−Φc(· − ct)‖∞ = 0.
Moreover, the “destiny”–long time dynamics as t→ +∞–of these entire solutions depends essentially on the
“competency” of each species; that is, the range of a and b. More specifically, we have the following cases.
(1) If 0 < a, b < 1, then we have
lim sup
t→∞
sup
x≤−(c˜v+ε)t
|uλ(t, x)− e1|1 =0, ∀ 0 < ε 1,(1.11a)
lim sup
t→∞
sup
−(c˜v−ε)t≤x≤(cu,1−ε)t
|uλ(t, x)− e∗|1 =0, ∀ 0 < ε 1,(1.11b)
lim sup
t→∞
sup
(cu,1+ε)t≤x≤(cv−ε)t
|uλ(t, x)− e2|1 =0, ∀ 0 < ε 1,(1.11c)
lim sup
t→∞
sup
x≥(cv+ε)t
|uλ(t, x)|1 =0, ∀ ε > 0.(1.11d)
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Figure 1. Schematic plots of entire solutions in Theorem 1.1.
In fact, denoting Ψcv (ξ) := (0,Ψcv (ξ)), there exists h0 ∈ R such that (1.11c) and (1.11d) can be
improved to
(1.12) lim sup
t→∞
sup
x>(cu,1+ε)t
|uλ(t, x)−Ψcv (x− cvt− h0)|1 = 0.
(2) If a, b > 1, then there exists h0, h1 ∈ R such that
lim sup
t→∞
sup
x≤(cv−ε)t
|uλ(t, x)− (ϕuv(x− Cuvt− h1),min{ψuv(x− Cuvt− h1),Ψcv (x− cvt− h0)})|1 = 0,
where (ϕuv, ψuv) is the traveling wave solution connecting e1 at −∞ to e2 at +∞, with speed Cuv.
In particular, we have convergence to homogeneous states in coordinates moving at speed that is
different from Cuv and cv, i.e.
lim sup
t→∞
sup
x≤(Cuv−ε)t
|uλ(t, x)− e1|1 =0, ∀ ε > 0,(1.13a)
lim sup
t→∞
sup
(Cuv+ε)t≤x≤(cv−ε)t
|uλ(t, x)− e2|1 =0, ∀ 0 < ε 1,(1.13b)
lim sup
t→∞
sup
x≥(cv+ε)t
|uλ(t, x)|1 =0, ∀ ε > 0.(1.13c)
(3) If 0 < a < 1 < b, then
lim sup
t→∞
sup
x≤(cu,2−ε)t
|uλ(t, x)− e1|1 =0, ∀ ε > 0,(1.14a)
lim sup
t→∞
sup
(cu,2+ε)t≤x≤(cv−ε)t
|uλ(t, x)− e2|1 =0, ∀ 0 < ε 1,(1.14b)
lim sup
t→∞
sup
x≥(cv+ε)t
|uλ(t, x)|1 =0, ∀ε > 0.(1.14c)
In fact, (1.14b) and (1.14c) can be improved to
(1.15) lim sup
t→∞
sup
x>(cu,1+ε)t
|uλ(t, x)−Ψcv (x− cvt− h0))|1 = 0, for some h0.
Remark 1.2. For λ ∈ (0,√r/d) and c > 2√drmin{b, 1},
gd,c,r(λ) > rmax{1− b, 0} iff 0 < λ < c−
√
c2 − 4drmin{b, 1}
2d
.
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By Theorem 1.1 (1), one observes that for each c ≥ 2 and λ ∈ (0,√r/d), the entire solution uλ is
approximately equal to e∗ in the region
Ω∗ = {(t, x) : −c˜vt < x < cu,1t, and t 1}.
It is worth pointing out that, both c˜v and cu,1 are increasing in terms of λ. i.e. Ω∗ is increasing in λ.
The following can be viewed as a limiting case of Theorem 1.1(1), when c˜v = ∞. This happens whenever
c ≥ 2 max{1,√drb} and λ = (c−√c2 − 4drb)/(2d).
Theorem 1.3 (Limiting divergent type). Let d, r,> 0, 0 < a, b < 1, and c > 2 max{1,√drb} be given, then
the Lotka-Volterra system (1.1) admits the traveling wave solution
Φc(t, x) = (Φc(x− ct), 0),
from which “originates” an entire solution u(t, x) := (u(t, x), v(t, x)), t, x ∈ R; that is,
(1.16) lim
t→−∞ ‖u(t, ·)−Φc(t, ·)‖∞ = 0.
Moreover, there exists h0 ∈ R such that the “destiny”–long time dynamics as t→ +∞– of this entire solution
satisfies the following properties.
lim
t→∞ supx≤(cu,1−ε)t
|u(t, x)− e∗|1 = 0, ∀0 < ε 1,(1.17a)
lim
t→∞ supx>(cu,1+ε)t
|u(t, x)−Ψcv,3(x− cv,3t− h0)|1 = 0, ∀ ε > 0,(1.17b)
where
(1.18) cv,3 := dλ3 + rλ
−1
3 with λ3 =
c−√c2 − 4drb
2d
∈
(
0,
√
r
d
)
,
and that cu,1 = max{C∗1 , ĉacc}.
Theorem 1.4 (Merging type). Given d > 0, r > 0, 0 < a < 1 < b and cv > 2 max{
√
rd,
√
a}, then the
Lotka-Volterra system (1.1) admits an entire solution um(t, x) := (um(t, x), vm(t, x)) connecting the following
two traveling wave solutions
Ψcv (x− cvt) = (0,Ψcv (x− cvt)) and Φcu,3(x− cu,3t) = (Φcu,3(x− cu,3t), 0)
that is, there exists h0 ∈ R such that
lim
t→−∞ supx∈R
|um(t, x)−Ψcv (x− cvt)|1 = 0,(1.19a)
lim
t→∞ supx∈R
|um(t, x)−Φcu,3(x− cu,3t− h0)|1 = 0,(1.19b)
where
(1.20) cu,3 := λ4 + λ
−1
4 , with λ4 :=
1
2
(
cv −
√
c2v − 4a
)
.
We note that λ4 < 1 due to the fact that cv > 2
√
a. In addition, cu,3 − cv = 1−a2a (cv +
√
c2v − 4a) > 0.
Remark 1.5. Traveling wave solutions Ψcv (x− cvt) and Φ(x− cu,3t) can be viewed as equilibria in moving
frames with distinctive speeds cv and cu,3 respectively. Given that, the above entire solution can be regarded
as a “generalized” heteroclinic orbit connecting these two equilibria Ψ and Φ.
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Figure 2. Schematic plots of entire solutions in Theorem 1.3 (Left) and Theorem 1.4(Right).
The rest of the paper is organized as follows. In section 2, we study the eigenvalue problem associated to
the linearized system of (1.1) at (Φc, 0). We then exploit the results from Section 2 to establish the existence
of entire solutions in section 3. The asymptotic behavior of diverging-type entire solutions are presented in
section 4. The proof of Theorem 1.4 and Theorem 1.3 are respectively presented in section 5 and Section 6.
2. Study of an eigenvalue-problem
This section is devoted to the study of an eigenvalue problem of (1.1) linearized at (Φc, 0). The result of
this section will be useful in the subsequent sections to construct a pair of super-solution and sub-solution
of (1.1). Next, we show that (1.1) has a unique entire solution sandwiched between these super-solution and
sub-solution. Introducing new notations
µ := gd,c,r(λ), δv :=
1
2d
[√
c2 + 4d(µ+ r(b− 1))− c
]
,
our main results of this section read as follow.
Lemma 2.1. For each c ≥ 2 and and 0 < λ < min{√ rd , c2d} such that gd,c,r(λ) ≥ rmax{0, 1 − b}. There
exists a unique solution Φe := (ϕ,ψ) ∈ C2(R) to
(2.1)

µϕ = ϕxx + cϕx + (1− 2Φc(x))ϕ− aΦcψ, x ∈ R,
µψ = dψxx + cψx + r(1− bΦc(x))ψ, x ∈ R,
ϕ(±∞) = (0, 0), ϕ < 0 < ψ,
lim sup
x→−∞
e−δvxψ(x) < +∞, and lim
x→∞ e
λxψ(x) = 1.
Moreover, there is a positive constant Υ such that
(2.2) lim
x→−∞ e
−δvxψ(x) = Υ,
where δv ≥ 0.
Lemma 2.2. Given c ≥ 2 and λ ∈ (0, c2d), we have the following results.
(a) There exists a unique solution ψ ∈ C2(R) to
(2.3)

µψ = dψxx + cψx + r(1− bΦc(x))ψ, for x ∈ R,
ψ > 0, for x ∈ R,
lim sup
x→−∞
e−δvxψ(x) < +∞, and lim
x→∞ e
λxψ(x) = 1.
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(b) There exists D > 0 such that
e−λx −De−λ˜x ≤ ψ(x) ≤ e−λx, for x 1.
(c) The function x 7→ e−δvxΨ(x) is decreasing, and there exists Υ > 0 such that
lim
x→−∞ e
−δvxψ(x) = Υ.
(d) In particular, if gd,c,r(λ) = r(1 − b), then δv = 0, the function ψ(x) is decreasing and there exists
Υ > 0 such that
lim
x→−∞ψ(x) = Υ.
Proof. First, we prove the uniqueness part of (a). Let ψ1(x), ψ2(x) be two solutions to (2.3). Let ψ˜(x) =
ψ1(x)
ψ2(x)
. We shall show that ψ˜(x) ≡ 1. By setting h(x) = e cdx and k(x) = h(x)d (r(1− bΦc(x))− µ), both ψ1(x)
and ψ2(x) satisfies
(h(x)ψ′(x))′ + k(x)ψ(x) = 0.
By Lagrange identity, it holds that for i 6= j, i, j ∈ {1, 2},(
h(x)
(
ψ′iψj − ψ′jψi
))′
= 0.
As a result, there is a constant cij ∈ R such that
h(x)
(
ψ′iψj − ψ′jψi
)
= cij , ∀x ∈ R,
equivalently, (
ψi
ψj
)′
(x) =
cij
h(x)[ψj(x)]2
, ∀x ∈ R.
Integrating both sides yields(
ψi
ψj
)
(y) =
(
ψi
ψj
)
(x) +
∫ y
x
cij
h(s)[ψj(s)]2
ds, ∀ y ≤ x ∈ R.
Letting y →∞ in this equation and exploiting that lim
x→+∞ e
λxψi(x) = 1 for i = 1, 2, we obtain
(2.4) 1 =
(
ψi
ψj
)
(x) + cij
∫ ∞
x
1
h(s)[ψj(s)]2
ds, ∀y ∈ R,
which, due to the fact that ψ1(x), ψ2(x) > 0 for every x ∈ R, yields
(2.5) 1 ≥ cij
∫ ∞
x
1
h(s)[ψj(s)]2
ds, ∀x ∈ R.
Observe, however, that for s→ −∞,
lim sup
s→−∞
h(s)[ψj(s)]
2 = lim sup
s→−∞
exp((
c
d
+ 2δv)s)[exp(−δvs)ψj(s)]2 ≤ 1,
since δv ≥ − c2d . Hence, we deduce that ∫ ∞
−∞
1
h(s)[ψj(s)]2
ds =∞,
which, together with (2.5), shows that
(2.6) cij ≤ 0.
Combining (2.4) and (2.6), we deduce that ψi(x) ≥ ψj(x) for x ∈ R. Since i 6= j are arbitrary chosen in
{1, 2}, we conclude that ψ1(x) = ψ2(x) for every x ∈ R, which proves the uniqueness part of (a).
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For existence, we now construct a pair of super- and sub-solutions. First, define
ψ
1
(x;λ, λ˜,D) := max{0, e−λx −De−λ˜x} =
{
e−λx −De−λ˜x for x > (λ˜− λ)−1 logD,
0 for x ≤ (λ˜− λ)−1 logD,
where λ˜ ∈ (λ, λ + τc) is chosen close enough to λ so that gd,c,r(λ˜) < gd,c,r(λ), thanks to the fact that
g′d,c,r(λ) = 2dλ − c < 0. Recall that τc = 12 (c −
√
c2 − 4) ≥ 0. We claim that ψ
1
is a weak sub-solution of
(2.3) for D  1. Indeed, introducing the notations L := d∂2x+ c∂x+r(1− bΦc) and ψλ,λ˜,D := e−λx−De−λ˜x,
we have
−L(ψ
λ,λ˜,D
) + µψ
λ,λ˜,D
= rbΦc(x)e
−λx +D
[
(gd,c,r(λ˜)− gd,c,r(λ))− rbΦc(x)
]
e−λ˜x
(1.5)
≤ rbe−τcxe−λx −D(gd,c,r(λ)− gd,c,r(λ˜))e−λ˜x −DrbΦc(x)e−λ˜x
≤ rbe−(λ+τc)x −D(gd,c,r(λ)− gd,c,r(λ˜))e−λ˜x
=
(
rbe−(τc+λ−λ˜)x −D(gd,c,r(λ)− gd,c,r(λ˜))
)
e−λ˜x
≤
(
rb−D(gd,c,r(λ)− gd,c,r(λ˜))
)
e−λ˜x ≤ 0,
provided D ≥ (rb)/(gd,c,r(λ)− gd,c,r(λ˜)).
Next, we construct a super-solution ψ1. Let ε2 ∈ (0, τ˜c) where τ˜c = 12 (
√
c2 + 4 − c) and x2  −1 in the
sense of x2 < 0 and |x2| sufficiently large. We define
ψ1(x; δv, ε2, λ, x2) :=
{
K0e
δvx(1− eε2x) for x ≤ x2,
e−λx for x > x2,
where K0 :=
e−λx2
eδvx2 (1−eε2x2 ) . Since e
−λx is obviously a super-solution in R, it remains to show that eδvx(1−
eε2x), and thus K0e
δvx(1− eε2x), is a super-solution for x −1. Indeed, noting that
dδ2v + cδv + r(1− b)− µ = 0,
−Leδvx + µeδvx + rb(1− Φc)eδvx = 0,
we have, for x −1,
− L(eδvx(1− eε2x)) + µ(eδvx(1− eε2x))
= e(δv+ε2)x
[
d(δv + ε2)
2 + c(δv + ε2) + (r(1− b)− µ)− rb(1− Φc(x))e−ε2x(1− eε2x)
]
= e(δv+ε2)x
[
dε2(2δv + ε2) + cε2 − rb(1− Φc(x))e−ε2x(1− eε2x)
]
(1.7)
≥ e(δv+ε2)x[dε2(2δv + c
d
+ ε2)−O(e(τ˜c−ε2)x)
]
> 0,
where the last inequality follows from the facts that δv ≥ −c/2d and τ˜c − ε2 > 0, so that the term in the
square bracket is positive for x −1. Hence, we have proved that ψ1 is a super-solution of (2.3). Now, fix
ε2 ∈ (0, τ˜c), then ψ1(x) < ψ1(x) in R provided D  1 and x2  −1. It follows from standard method of
super- and sub-solutions that (2.3) has a solution ψ satisfying ψ
1
(x) ≤ ψ(x) ≤ ψ1(x) in R. This proves (a)
and (b). We observe in addition that
(2.7) ψ(x) ≤ ψ1 ≤ K0eδvx for x −1.
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Next, we prove that (c) holds. Indeed, let δ˜v denotes the negative root of
0 = dδ2 + cδ + r(1− b) + µ.
Using the fact that dδv δ˜v = r(1− b)− µ and d(δ + δ˜v) = −c, we obtain
d
dx
(
(ψ′(x)− δvψ(x))e−δ˜vx
)
=
e−δ˜vx
d
(dψ′′(x) + cψ′(x) + (r(1− b)− µ)ψ(x)) = rb
d
ψ(x)(Φc(x)−1)e−δ˜vx < 0.
That is the function x 7→ (ψ′(x)−δvψ(x))e−δ˜vx is strictly decreasing. Since ψ ∈ Cbunif(R), standard Hanack’s
inequalities for elliptic equations imply that ψ′ ∈ Cbunif(R), and hence limx→−∞(ψ′(x) − δvψ(x))e−δ˜vx = 0.
Thus (ψ′(x) − δvψ(x))e−δ˜vx < 0 for every x ∈ R. Which implies that ddx (e−δvxψ(x)) < 0 for every x ∈ R.
This together with (2.7) complete the proof of (c).
Finally, since (d) follows from (c), the proof of the lemma is complete.

Remark 2.3. If, in addition, we assume that δv > 0, and given x2  −1, we have K0(1−eε2x) < e−(λ+δv)x
for any x ≤ x2, yielding
ψ1(x) = e
δvx min{K0(1− eε2x), e−(λ+δv)x} = min{K0e−δvx(1− e−ε2x), e−λx}, ∀x ≤ x2.
Remark 2.4. We can prove a more general result using dynamical systems and functional analysis argument;
see the appendix for details.
Next we present the proof of Lemma 2.1.
Proof of Lemma 2.1 (i). Fix λ ∈ Λd,c,r,b, and let ψ(x) be given by Lemma 2.2. It follows from (2.3) that
ψ(x) is a positive eigenfunction corresponding to µ = gd,c,r(λ) for the linear operator L arising from the
second equation of the elliptic system (2.1). Moreover, Lemma 2.2 (a)-(c) say that ψ(x) satisfies the desired
asymptotic behaviors at x = ±∞, including (2.2), as stated in Lemma 2.1. Since the uniqueness of ψ has
also been proved in Lemma 2.2(a), it remains to determine ϕ by solving the first equation of (2.1).
Note that ϕ solves the first equation in (2.1) if and only if the function φ = ϕΦc satisfies
(2.8) µφ = φ′′ +
(
2
Φ′c
Φc
+ c
)
φ′ − Φcφ− aψ.
Let C0(R) denotes the Banach space
C0(R) := {u ∈ C(R) | lim
x→±∞ u(x) = 0}
endowed with the sup-norm ‖u‖C0(R) := ‖u‖∞. Note that, since Φc(x) > 0 for every x ∈ R, the linear
operator
LΦc(φ) := φ′′ +
(
2
Φ′c
Φc
+ c
)
φ′ − Φcφ
generates an analytic semigroup of contractions on C0(R). Hence, the Hille-Yosida Theorem implies that for
every µ > 0 (and µ = gd,c,r(λ) in particular), one can solve (2.8) for a unique solution φ˜ ∈ C0(R). Moreover,
since −aψ(x) < 0 for every x ∈ R, the maximum principle implies that φ˜(x) < 0 for every x ∈ R. Therefore,
taking ϕ = φ˜Φc, it holds that (ψ,ϕ) solves (2.1). 
Remark 2.5. We note from the proof of Lemma 2.1 that ϕΦc ∈ C0(R), that is,
lim
|x|→∞
ϕ(x)
Φc(x)
= 0 and
ϕ
Φc
∈ Cbunif(R).
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3. Existence of entire solutions
In this section we construct entire solutions of (1.1). Thanks to Lemma 2.1, we are able to construct
a pair of super-solutions and sub-solution of (1.1) which implies the existence of a unique entire solution
sandwiched between them. The asymptotic behavior of these entire solution at t = −∞ can then be inferred
from the behaviors of the pair of super-sub-solutions.
3.1. Existence of entire solutions of Theorem 1.1. Through this subsection we fix c ≥ 2, λ ∈ Λd,c,r,b,
let gd,c,r(λ) = µ and (ϕ,ψ) be the solution of (2.1) given by Lemma 2.1. We introduce the co-moving frame
ξ = x− ct and rewrite (1.1) as
(3.1) ut = Ac(u)
where u = (u, v) and
Ac(u) = (A1,c(u),A2,c(u)) := (uξξ + cuξ + u(1− u− av), dvξξ + cvξ + rv(1− v − bu)).
We note that (u(t, ξ), v(t, ξ)) is an entire solution of (3.1) if and only if (u(t, x − ct), v(t, x − ct)) is entire
solution of (1.1). Hence in the following we only need to prove the existence of entire solution of (3.1).
For the convenience of stating the main results of this section, we first introduce the following lemma.
Lemma 3.1. Given M > 0 and 0 < ε < µM , both components of the solution, p(t) and q(t), to the system
(3.2)
p˙ = µ+ εMe
p(t), p(0) = − log
(
1− εMµ
)
,
q˙ = µ− εMeq(t). q(0) = − log
(
1 + εMµ
)
.
are increasing functions which satisfy
lim
t→−∞ |p(t)− µt| = limt→−∞ |q(t)− µt| = 0,(3.3a)
p(t) ≥ q(t), ∀ t ≤ 0,(3.3b)
lim
t→+∞ e
q(t) =
µ
εM
.(3.3c)
Proof. Solve explicitly, we have
(3.4) p(t) = µt− log
(
1− εMexp(µt)
µ
)
= − log
(
−εM
µ
+ exp(−µt)
)
, for t ≤ 0,
and
(3.5) q(t) = µt− log
(
1 +
εMexp(µt)
µ
)
= − log
(
εM
µ
+ exp(−µt)
)
, t ∈ R.
It follows that p(t) and q(t) are increasing and satisfies (3.3) 
We remark that the functions p(t) and q(t) have also been used in [9] to prove similar results for the
Allen-Cahn equation to our main results here. We also introduce the following definitions.
Definition 3.2. Let u1 = (u1, v1),u0 = (u0, v0) ∈ R2, and u(t, ξ) = (u(t, ξ), v(t, ξ)) be a piecewise smooth
function on I × R, where I ⊆ R is an open interval.
(i) We say that u0 ≤K u1 if u0 ≤ u1 and v0 ≥ v1.
(ii) The function u(t, ξ) = (u(t, ξ), v(t, ξ)) is a sub-solution of (3.1) on I × R if
ut ≤K Ac(u), in the weak sense for (t, ξ) ∈ I × R.
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(iii) The function u(t, ξ) = (u(t, ξ), v(t, ξ)) is a super-solution of (3.1) on I × R if
Ac(u) ≤K ut, in the weak sense for (t, x) ∈ I × R.
For more precise definition of weak super-sub-solutions, we refer to [10, Sect. 2.1].
The following result is well known.
Proposition 3.3 (Comparison principle for (3.1)). Suppose that
Φ(t, ξ) := (u(t, ξ), v(t, ξ)), Φ(t, ξ) := (u(t, ξ), v(t, ξ)) ∈ C([t0, t0 + T )× R) ∩ C1,2((t0, t0 + T )× R)
are respectively sub-solution and super-solution of (3.1) on (t0, t0 +T )×R. If Φ(t0, ξ) ≤K Φ(t0, ξ) for every
ξ ∈ R, then
Φ(t0 + t, ξ)) ≤K Φ(t0 + t, ξ)), ∀ 0 < t < T, ξ ∈ R.
We now set
Φ?(t, ξ) = (u?(t, ξ), v?(t, ξ)) := Φc(ξ) + εe
p(t)Φe(ξ), t ≤ 0, ξ ∈ R,(3.6a)
Φ?(t, ξ) = (u?(t, ξ), v?(t, ξ)) := Φc(ξ) + εe
q(t)Φe(ξ), (t, ξ) ∈ R× R,(3.6b)
where Φe = (ϕ,ψ) is the solution of (2.1) given by Lemma 2.1 (i), p(t) and q(t) are given by Lemma 3.1,
and state our main result in this section.
Theorem 3.4. Let c ≥ 2 and λ ∈ (0,√r/d) be given such that gd,c,r(λ) > 0 and gd,c,r(λ) ≥ r(1 − b).
Let M > max{‖ϕ + aψ‖∞, r‖bϕ + ψ‖∞} and 0 < ε < µM . There is a unique entire solution Φ∗(t, ξ) :=
(u∗(t, ξ), v∗(t, ξ)) of (3.1) satisfying for (t, ξ) ∈ (−∞, 0]× R that
(3.7) Φ?(t, ξ) ≤K Φ∗(t, ξ) ≤K Φ?(t, ξ).
Equivalently, we have the following for (1.1).
Corollary 3.5. Let c ≥ 2 and λ ∈ (0,√r/d) be given such that gd,c,r(λ) > 0 and gd,c,r(λ) ≥ r(1 − b). Let
M > max{‖ϕ+ aψ‖∞, r‖bϕ+ ψ‖∞} and 0 < ε < µM . There is a unique entire solution
uλ(t, x) = (uλ(t, x), vλ(t, x)) := (u∗(t, x− ct), v∗(t, x− ct))
of (1.1) satisfying for (t, x) ∈ (−∞, 0]× R that
(3.8) Φ?(t, x− ct) ≤K uλ(t, x) ≤K Φ?(t, x− ct).
Remark 3.6. From (3.8) we can observe that uλ(0,−∞) = (1, 0) and uλ(0,∞) = (0, 0). Next, we utilize
(1.5) and Remark 2.5 to derive that
lim
|x|→∞
uλ(0, x)
Φc(x)
= 1, i.e., lim
x→−∞uλ(0, x) = 1, and limx→+∞ e
τcxuλ(0, x) = 1,
where τc =
1
2 (c−
√
c2 − 4).
Remark 3.7. We point out that the entire solution Φ∗(t, ξ) of (3.1) provided by Theorem 3.4 depends on ε
for each fixed ε < µM and its time translations form a class of entire solutions.
Remark 3.8. Note by Remark 2.5 that we may choose ε sufficient small so that for any t ≤ 0 and ξ ∈ R,
u?(t, ξ) = Φc(ξ) + εϕ(ξ)e
p(t) > 0, v?(t, ξ) = εψ(ξ)e
p(t) < 1.
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Lemma 3.9. Let c ≥ 2 and λ ∈ (0,√r/d) be given such that gd,c,r(λ) > 0 and gd,c,r(λ) ≥ r(1 − b). Let
M > max{‖ϕ+ aψ‖∞, r‖bϕ+ ψ‖∞} and 0 < ε < µM . Then we have
(i) Φ? (resp. Φ? ) is a sub-solution (resp. super-solution) of (1.1) on (−∞, 0]× R (resp. R× R).
(ii) Φ?(t, ξ) ≤K Φ?(t, ξ) for every (t, ξ) ∈ (−∞, 0]× R.
Proof. To prove (i), observe from (1.4) and Lemma 2.1
A1,c(u?, v?) = [Φ′′c + cΦ′c + Φc (1− Φc)] + εep(t)
[
ϕξξ + cϕξ + ϕ(1− 2Φc)− aΦcψ − εϕ (ϕ+ aψ) ep(t)
]
=εϕep(t)
[
µ− ε (ϕ+ aψ) ep(t)
]
,
which, together with ϕ(x) < 0 from (3.2), yields
∂tu? −A1,c(u?, v?) = εϕep(t)
[
p˙− µ+ ε (ϕ+ aψ) ep(t)
]
= ε2ϕe2p(t) [M + (ϕ+ aψ)] ≤ 0.
Similarly, it also follows from Lemma 2.1 that
A2,c(u?, v?) =εep(t)
[
dψxx + cψx + rψ(1− bΦc)− rεψ (bϕ+ ψ) ep(t)
]
=εψep(t)
[
µ− rε (bϕ+ ψ) ep(t)
]
,
which, together with ϕ(x) < 0 from (3.2), yields
∂tv? −A2,c(u?, v?) = εψep(t)
[
p˙− µ+ εr (bϕ+ ψ) ep(t)
]
= ε2ψe2p(t) [M + r (bϕ+ ψ)] ≥ 0.
As a result, Φ? is a sub-solution of (1.1) on (−∞, 0]×R. Similarly we can also show that Φ? is a super-solution
of (1.1) on R2.
Finally, (ii) follows from Lemma 3.1 along with the fact that ϕ(x) < 0 < ψ(x) for every x ∈ R. 
Remark 3.10. Observe that
‖εeq(0)ψ‖∞ = ε
1 + εMµ
‖ψ‖∞ → 0 as ε→ 0+.
For every u0(ξ) := (u0(ξ), v0(ξ)) ∈ Cbunif(R)× Cbunif(R) and t0 ∈ R, let
u(t, ξ; t0,u0) = (u(t, ξ; t0,u0), v(t, ξ; t0,u0)), t ≥ t0, ξ ∈ R,
denote the classical solution of {
ut = Ac(u), t > t0, ξ ∈ R,
u(t0, ξ) = u0(ξ), ξ ∈ R.
Throughout the rest of this work we fix M and ε such that the assumptions of Lemma 3.9 are satisfied. For
every n ∈ Z+, ξ ∈ R and t ∈ [−n, 0], we introduce
Φn(t, ξ) = (un(t, ξ), vn(t, ξ)) := u(t, ξ;−n,Φ?(−n, ·)),
Φn(t, ξ) = (un(t, ξ), vn(t, ξ)) := u(t, ξ;−n,Φ?(−n, ·)).
We then have the following result.
Lemma 3.11. For every n ∈ Z+, t ∈ [−n, 0] and ξ ∈ R, it holds that
(3.9) Φ?(t, ξ) ≤K Φn(t, ξ) ≤K Φn+1(t, ξ) ≤K Φn+1(t, ξ) ≤K Φn(t, ξ) ≤K Φ?(t, ξ).
In particular,
Φ?(0, ξ) ≤K Φn(0, ξ) ≤K Φn(0, ξ) ≤K Φ?(0, ξ), ∀ξ ∈ R, ∀ n ∈ Z+.(3.10)
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Proof. Observe that
(3.11) Φ?(t, ξ) ≤K Φn(t, ξ) ≤K Φn(t, ξ) ≤K Φ?(t, ξ),
follows from Lemmas 3.3 and 3.9, and in turn yields (3.10) by taking t = 0. Finally,
Φn(t, ξ) ≤K Φn+1(t, ξ) ≤K Φn+1(t, ξ) ≤K Φn(t, ξ),
follows from (3.11) by taking t = n− 1 and comparison principle for competitive systems. 
Hence the following functions are well defined
(3.12) Φ∗(t, ξ) = (u∗(t, ξ), v∗(t, ξ)) := lim
n→∞Φn(t, ξ)
(3.13) Φ∗(t, ξ) = (u∗(t, ξ), v∗(t, ξ)) = lim
n→∞Φn(t, ξ)
Moreover, using estimate for parabolic equations, we have that Φn(t, ξ) and Φn(t, ξ) converge respectively to
Φ∗(t, ξ) and Φ∗(t, ξ) locally uniformly in C
1,2
loc ((−∞, 0)× R). In addition, Φ∗(t, ξ) and Φ∗(t, ξ) are classical
solution of (3.1) on (−∞, 0]× R.
We define
r(t) :=
−1
µ
ln
(
1 +
2εM
µ
eµt
)
, ∀t ∈ R,
and will use the following lemma about r(t) to prove uniqueness of entire solution of (3.1) satisfying (3.7).
Lemma 3.12. The function r(t) holds the following properties.
lim
t→−∞ r(t) = 0 and e
p(t+r(t)) = eq(t), ∀ t ≤ 0.
Proof. It is clear that lim
t→−∞ r(t) = 0. Straightforward calculation based on (3.4) and (3.5) shows that
ep(t+r(t)) =
(
e−µte−µr(t) − εM
µ
)−1
=
[
e−µt
(
1 +
2εM
µ
eµt
)
− εM
µ
]−1
=
(
e−µt +
εM
µ
)−1
= eq(t).

Now, we give the proof of Theorem 3.4.
Proof of Theorem 3.4. First, we show the existence. It is clear that Φ∗ defined in (3.12) (resp. Φ∗ defined
in(3.13)) gives a solution of (1.1) for (t, ξ) ∈ (−∞, 0]×R. Moreover, it follows from Lemma 3.11 that these
functions satisfy the inequality (3.7). Furthermore, it is standard to extend both of them into entire solutions
by solving forward in time with initial data Φ∗(0, ξ) (resp. Φ∗(0, ξ)).
Next, we show uniqueness by showing that the pair of super-sub-solutions is deterministic via translation;
see [3, Definition 1] for details. Let Φ∗,i(t, ξ) := (u∗,i(t, ξ), v∗,i(t, ξ)), i = 1, 2, be entire solutions of (3.1)
satisfying (3.7). Let (t, ξ) ∈ R× R be given. For every n ≥ |t|, and i = 1, 2, we have
Φ∗,i(t, ξ) = u(t, ξ;−n,Φ∗,i(−n, ·)).
By Theorem 3.4 and Lemma 3.12 , it holds that for any n ∈ Z+ and ξ ∈ R,
Φ?(−n, ξ)) ≤K Φ?(−n, ξ) ≤K Φ?(−n+ r(−n), ξ).
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Thus, for i, j ∈ {1, 2}, using Lemma 3.12, we have
Φ∗,i(t, ξ) = u(t, ξ;−n,Φ∗,i(−n, ·)) ≤K u(t, ξ;−n,Φ?(−n, ·))
= u(t, ξ;−n,Φ?(−n+ r(−n), ·))
≤K u(t, ξ;−n,Φ∗,j(−n+ r(−n), ·))
= Φ∗,j(t+ r(−n), ξ).
Letting n→∞, we conclude from Lemma 3.12 that
Φ∗,i(t, ξ) ≤ Φ∗,j(t, ξ), ∀ (t, ξ) ∈ R2, and i, j = 1, 2,
which naturally yields that Φ∗,1(t, ξ) = Φ∗,2(t, ξ), for every (t, ξ) ∈ R2. 
3.2. Exponential decay estimates at x = ±∞. In this subsection, we adapt the simplified notation
u = (u, v) for the entire solution given by Corollary 3.5, originally denoted uλ = (uλ, vλ), by erasing the
sub-index. We aim to determine the exact exponential decay of u at +∞ and v at x = ±∞.
Proposition 3.13. Let c ≥ 2 and λ ∈ (0,√r/d) such that gd,c,r(λ) > 0 and gd,c,r(λ) ≥ r(1 − b). Let
0 < ε 1 be fixed such that u = (u, v) are given by Corollary 3.5. We then have
(3.14) lim
x→+∞ e
τc(x−ct)u(t, x) = 1 for each t ≤ 0,
(3.15) lim
x→+∞ e
λ(x−cvt)v(t, x) = ε, for each t ∈ R.
where cv = dλ+
r
λ . If, in addition, b ∈ (0, 1), then
(3.16) lim
x→+∞ e
−δv(x−ct)+µtv(t, x) = εΥ, for each t ∈ R,
where we recall that δv =
1
2d
[√
c2 + 4d(µ+ r(b− 1))− c
]
, and Υ is given by Lemma 2.2(c) or (d).
Proof. By (3.8), we have
(3.17) Φc(x− ct) + εϕ(x− ct)ep(t) ≤ u(t, x) ≤ Φc(x− ct) + εϕ(x− ct)eq(t) for (t, x) ∈ (−∞, 0]× R,
and
(3.18) εψ(x+ (cv − c)t)eq(t) ≤ v(t, x+ cvt) ≤ εψ(x+ (cv − c)t)ep(t) for (t, x) ∈ (−∞, 0]× R,
where ψ is given by Lemma 2.2, and
(3.19) lim
t→−∞ (|p(t)− µt|+ |q(t)− µt|) = 0.
It then follows from (1.5), (3.17) and Remark 2.5 that (3.14) holds.
We proceed to prove (3.15), and note that (3.16) follows in a similar fashion.
Claim 1. If there exists t0 ∈ R and ε0 > 0 such that v(t0, x+ cvt0) ≤ ε0e−λx for x ∈ R, then
v(t, x+ cvt) ≤ ε0e−λx for (t, x) ∈ [t0,∞)× R.
To prove this claim, it suffices to observe that v(t, x+cvt) and ε0e
−λx form a pair of sub and super-solutions
of the equation v˜t = dv˜xx + cv v˜x + rv˜ in the domain [t0,∞)× R.
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Claim 2. If there exists t0 ∈ R, λ˜ ∈ (λ,min{τc + λ, c/(2d), 2λ, λ0}) and D0, ε0 > 0 such that
v(t0, x+ cvt0) ≥ ε0(e−λx −D0e−λ˜x) for x ∈ R,
then there exists D1 ∈ (D0,∞) such that
v(t, x+ cvt) ≥ ε0(e−λx −D1e−λ˜x) for (t, x) ∈ [t0,∞)× R.
First, observe that v(t, x+ cvt) is a super-solution of
(3.20) v˜t = dv˜xx + cv v˜x + r(1− bmin{1, e−τc(x+(cv−c)t)} − v˜)v˜.
This follows from the second equation of (1.1) and that u(t, x+cvt) ≤ Φc(x+(cv−c)t) ≤ min{1, e−τc(x+(cv−c)t)}.
It remains to show that the function max{0, ε0(e−λx − D1e−λ˜x)} is a sub-solution of (3.20), provided
D1  D0. Since this is similar to the proof of Lemma 2.2(a), we omit the details.
By Lemma 2.2(b) and (3.18), there exists D0 > 0 such that for each (t¯, x) ∈ R− × R, we have
ε(e−λ(x+(cv−c)t¯) −D0e−λ˜(x+(cv−c)t¯))ep(t¯) ≤ v(t¯, x+ cv t¯) ≤ εe−λ(x+(cv−c)t¯)eq(t¯).
By Claims 1 and 2, we deduce that for each t¯ < 0 there exists Dt¯ such that
ε(e−λ(x+(cv−c)t¯) −Dt¯e−λ˜(x+(cv−c)t¯))ep(t¯) ≤ v(t, x+ cvt) ≤ εe−λ(x+(cv−c)t¯)eq(t¯) for t ≥ t¯, x ∈ R.
Using the fact that µ = dλ2 − cλ+ r = λ(cv − c), the above can be rewritten as
ε(e−λx−µt¯+p(t¯) −Dt¯e−λ˜(x+(cv−c)t¯)+p(t¯)) ≤ v(t, x+ cvt) ≤ εe−λx−µt¯+q(t¯) for t ≥ t¯, x ∈ R.
Dividing by e−λx and letting x→∞, we have
εe−µt¯+p(t¯) ≤ lim inf
x→∞ e
λxv(t, x+ cvt) ≤ lim sup
x→∞
eλxv(t, x+ cvt) ≤ εe−µt¯+q(t¯) for t ≥ t¯.
Finally, we can take t¯→ −∞ (recalling (3.19)) to deduce limx→+∞ eλxv(t, x+ cvt) = ε for each t ∈ R, which
is equivalent to (3.15).
Arguing similar for x→ −∞, we can prove (3.16). This completes the proof of the proposition. 
4. Asymptotic behavior of entire solutions.
4.1. Asymptotic behavior of entire solutions of Theorem 1.1. In this section, we discuss the asymp-
totic behavior of the entire solution constructed in the previous section and complete the proof of our main
results. We first note that the super-solution
Φ?(t, x) = (u?(t, x), v?(t, x)) := (Φc(x) + εϕ(x)e
q(t), εψ(x)eq(t)), (t, x) ∈ R× R.
introduced in (3.6b) is defined for every (t, x) ∈ R× R.
Throughout this section, we fix λ ∈ Λd,c,r,b and ε > 0 so that Φ∗(t, ξ) = (u∗(t, ξ), v∗(t, ξ)) and u(t, x) =
(u(t, x), v(t, x)) are, respectively, entire solutions given by Theorem 3.4 and Corollary 3.5, i.e.
(4.1) u(t, x) = Φ∗(t, x− ct), (t, x) ∈ R× R,
where we again suppressed the sub-index λ for the entire solution given by Corollary 3.5.
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4.2. Asymptotic behavior at t = −∞. The following holds.
Lemma 4.1. It holds that
lim
t→−∞ ‖u(t, ·)−Φc(· − ct)‖∞ = 0
Proof. The result follows easily from (3.8). 
4.3. Asymptotic behavior at t = +∞.
Lemma 4.2. Let cv =
dλ2+r
λ , it holds that
(4.2) lim
t→∞
[
sup
x≥(c+ε˜)t
u(t, x) + sup
x≥(cv+ε˜)
v(t, x)
]
= 0, ∀ε˜ > 0.
In particular, (1.11d) holds.
Proof. Observe that the upper bound in (3.8) holds for all t ∈ R, so that
(4.3) (u(t, x), v(t, x)) ≤K (Φc(x− ct) + εϕ(x− ct)eq(t), εψ(x− ct)eq(t)), ∀ x ∈ R, t ∈ R.
Hence for each ε˜ > 0,
(4.4) sup
x≥(c+ε˜)t
u(t, x) ≤ Φc(ε˜t)→ 0 as t→∞.
Since exp(−λ(x − cv)t) and v(t, x) form a pair of super-sub-solutions (where cv = dλ2+rλ ) of the scalar
Fisher-KPP equation
vt = dvxx + rv(1− v),
there is a constant K > 1 such that
v(0, x) ≤ εψ(x)ep(0) ≤ Ke−λx,∀ x ∈ R,
where the second inequality holds due to the fact that eλxψ(x) → 1 as x → ∞. It then follows from the
comparison principle for parabolic equations that
(4.5) v(t, x) ≤ Ke−λ(x−cvt), ∀t ≥ 0, x ∈ R.
As a result, the lemma follows from (4.4) and (4.5). 
Lemma 4.3. Let cv =
dλ2+r
λ , it holds that
(4.6) lim sup
t→∞
sup
(c+ε˜)t≤x≤(cv−ε˜)t
|u(t, x)− e2|1 = 0, ∀ 0 < ε˜ < cv − c
2
.
Proof. It follows from Lemma 4.2 that for each ε˜ > 0,
lim sup
t→∞
sup
x≥(c+ε˜)t
u(t, x) = 0.
Furthermore, by (4.3), it holds that
lim inf
t→∞ supx≥cvt
v(t, x) > 0.
Thus, it is not hard to construct a sub-solution to show that
lim inf
t→∞ inf(c+ε˜)t≤x≤(cv−ε˜)t
v(t, x) > 0, ∀ 0 < ε˜ 1.
Therefore the equation of v can be regarded as an uncoupled equation of KPP-type, and the problem reduces
to showing that 1 is the only entire solution of the KPP equation that is bounded below by a positive constant.
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Since the proof of Lemma 4.3 follows from an almost same argument as the one in [10, Proposition
3.1],which in turn follows from the arguments by Ducrot, Giletti and Matano in [5], we omit the proof here
and refer interested readers to [10, 5] for details. 
Lemma 4.4. Suppose gd,c,r(λ) > rmax{1−b, 0} and ε be fixed such that (u, v) is the entire solution specified
by Corollary 3.5. There exists h0 ∈ R such that for any ε˜ > 0,
(4.7) lim
t→∞ supx>(c+ε˜)t
|v(t, x)− Φcv (x− cvt− h0)| = 0.
In fact, we deduce from (3.15) that h0 = − 1λ log ε.
Proof. First, observe that supx>(c+ε)t u(t, x)→ 0 exponentially as t→ +∞. Based on the exact exponential
decay of v(0, x) at x = +∞; see Proposition 3.13, we apply [31, Theorem 8.2 or 9.3] to yield (4.7). 
4.3.1. Monostable case. Now, we present the proof of Theorem 1.1 by establishing the large time behavior
of the entire solutions in the monostable cases:
(1) 0 < a, b < 1, and (3) 0 < a < 1 < b.
Proof of Theorem 1.1 for cases (1) and (3). Recall the exponential decay estimates of (u, v)(0, x) at x =
±∞ as described in Remark 3.6 and Proposition 3.13. For case (1) we apply [24, Theorem 1.3] to prove
(1.11a) - (1.11d), whereas for case (2) we utilize either [24, Theorem 6.1] or [10, Theorem 1.3] to yield (1.14a)
- (1.14c). In the latter case, it suffices to observe that for t ≥ 0, our solution (u, v) can be controlled by the
pair of super-sub-solutions constructed in [10, Propositions 1.4 and 1.6]. Finally, (1.12) and (1.15) follows
from Lemma 4.4. 
4.3.2. Bistable case. In this subsection we complete the proof of Theorem 1.1 by establishing the large time
behavior of the entire solutions in the bistable case
(2) a, b > 1.
We note that Lemma 4.3 provides an upper bound for the spreading speed of the species u(t, x), and
Lemmas 4.2 and 4.3 show that the faster but weaker competitor v(t, x) spread at the speed cvt.
As mentioned above, to complete the proof of Theorem 1.1 in case 2, we follow the techniques developed
in [2] and [28]. More specifically, we first introduce some useful functions
(4.8) ξ(t) = ξ0e
−δ1t, P (t) = P0e−δ1t, and Q(t) = Q0e−δ1t,
where δ1, P0, Q0 > 0 and ξ0 < 0 are constants.
Lemma 4.5. For each δ1 > 0 sufficiently small, there exist P0, Q0 > 0 and ξ0 < 0 such that (u(t, x), v(t, x))
on R+ × R given by {
u(t, x) := max{0, ϕuv(x− Cuvt− ξ(t))−Q(t)}
v(t, x) := min{1, ψuv(x− Cuvt− ξ(t)) + P (t)}
where Φuv := (ϕuv, ψuv) is the traveling wave solution to (1.9) with speed Cuv, satisfies{
A1,Cuv (u, v)(t, x) ≥ 0
A1,Cuv (u, v)(t, x) ≤ 0
in the weak sense for (t, x) ∈ R+ × R.
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Proof. Define
S(ξ) =
1
r
ϕuv(
√
dξ) and R(ξ) = ψuv(
√
dξ),
then (S,R) satisfies {
δ0S
′′ − cSRS′ + S(α− S − r0R) = 0
R
′′ − cSRR
′
+R(1−R− β
0
S) = 0
where
δ0 =
1
rd
, cSR =
Cuv
r
√
d
, α =
1
r
, r0 =
a
r
, and β
0
= rb.
And we may argue exactly the same as in [2, Lemma 7]. 
Proof of Theorem 1.1 for case (2). Firstly, the proof of (1.13c) are exactly the same as in case (1). Now,
by Lemma 4.3 we have
(4.9) lim
t→∞ sup(c+ε)t<x<(cv−ε˜)t
|u− e2|1 = 0, for each ε˜ > 0,
which shows that part of (1.13b) holds. It remains to prove (1.13a) and the rest of (1.13b).
Consider the solution uˆ = (uˆ, vˆ) of (1.1) in the domain (t, x) ∈ R+×R with initial data (uˆ0, vˆ0) such that
uˆ0 is compactly supported with 0 ≤ uˆ0(x) ≤ u(x, 0), and vˆ0 ≡ 1. By [28, Theorem 1], there exists h2 ∈ R
such that
(4.10) lim
t→∞ supx≥0
|uˆ(t, x)−Φuv(x− Cuvt− h2)|1 = 0.
Note that we have
(4.11) uˆ(t, x) ≤K u(t, x) for (t, x) ∈ R+ × R.
In particular, for each c−, c+ such that c− < c+ < Cuv, we have
(4.12) lim
t→∞ infc−t<x<c+t
u(t, x) ≥ 1 and lim
t→∞ supc−t<x<c+t
v(t, x) = 0.
Furthermore, exploiting (4.9), we can repeat the proof of [28, Lemmas 4.6 and 4.7] to show that, for each
cˆ ∈ (c, cv), there exists C1, δ1, T1 such that
(4.13) u(t, cˆt) ≤ C1e−2δ1t, v(t, cˆt) ≥ 1− C1e−2δ1t, for t ≥ T1.
By using (4.12) and possibly enlarging δ1 and T1, it is not difficult to show that for each c
] ∈ (−∞, Cuv),
(4.14) u(t, c]t) ≤ 1, v(t, c]t) ≥ C1e−2δ1t for t ≥ T1,
the latter follows from a sub-solution v1 for the equation of v of the form
v1(x, t) =
{
εe−2δ1t cos(λ(x− c]t)), |x− c]t| < pi/(2λ),
0, |x− c]t| ≥ pi/(2λ),
where δ1 ∈ (r(b− 1),∞), and λ = 12d
√
|c]|2 − 4d(δ + r − rb). Taking advantage of the estimates (4.13) and
(4.14), one can then apply the comparison principle to prove that
(4.15) u ≤K (u, v), for c]t ≤ x ≤ cˆt, t ≥ T1,
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where (u, v) are given in Lemma 4.5. Passing to a sequence tn →∞, we may assume un(t, x) := u(t+ tn, x−
Cuvtn) converges in C
1,2
loc (R2) to some u∞(t, x) := (u∞(t, x), v∞(t, x)). By (4.10), (4.11) and (4.15), there
exists h3 > 0 such that
(4.16) ϕuv(x+h3) ≤ u∞(t, x) ≤ ϕuv(x−h3) and ψuv(x−h3) ≤ v∞(t, x) ≤ ψuv(x+h3) for (t, x) ∈ R2.
We may then argue similarly as in the proof of [28, Section 3.2] to obtain (1.13a). We omit the details. 
5. Proof of Theorem 1.4
In this section we outline the proof of Theorem 1.4. Suppose that d > 0, r > 0, 0 < a < 1 < b and
cv ≥ 2 max{
√
rd,
√
a}. Denote
λv :=
1
2
(
cv −
√
c2v − 4rd
)
, λ :=
1
2
(
cv −
√
c2v − 4a
)
and ϕλ(x) := e
−λx, x ∈ R.
Then define
(5.1) µ := g1,c,1(λ) = r(1− a) > 0.
By similar arguments to the proof of Lemma 2.1 where g1,c,1(λ) = (1 − a) > 0, we can prove the following
result.
Lemma 5.1. Suppose that d > 0, r > 0, 0 < a < 1 < b and cv > 2 max{
√
rd,
√
a}. Then there uniquely
exists (ϕ̂, ψ̂) ∈ C2(R) such that for all x ∈ R
(5.2)

(1− a)ϕ̂ = ϕ̂xx + cvϕ̂x + (1− aΨcv (x))ϕ̂,
(1− a)ψ̂ = dψ̂xx + cvψ̂x + r(1− 2Ψcv (x))ψ̂ − rbΨcv ϕ˜,
ψ̂(±∞) = 0, and ψ̂ < 0,
lim
x→∞
ϕ̂(x)
e−λx = 1, sup
x∈R
ϕˆ < +∞, and ϕ̂ > 0.
where λ = 12
(
cv −
√
c2v − 4a
)
. Moreover, there exists Υ > 0 such that lim
t→−∞ ϕ̂(x) = Υ.
Using this result, we can again proceed as in Section 3 and establish the following result.
Theorem 5.2. Suppose that d > 0, r > 0, 0 < a < 1 < b and cv ≥ 2 max{
√
rd,
√
a}. Let Φ̂ := (ϕ̂, ψ̂) be the
solution of (5.2) given by Lemma 5.1. Then the following statements hold.
(a) For each 0 < ε 1, there is a unique entire solution u(t, x) := (u(t, x), v(t, x)) of (1.1) satisfying
(5.3) Ψcv (x− cvt) + εΦ̂(x− cvt)ep̂(t) ≤K u(t, x) ≤K Ψcv (x− cvt) + εΦ̂(x− cvt)eq̂(t),
for (t, x) ∈ (−∞, 0]× R, where
lim
t→−∞ |p̂(t)− (1− a)t| = limt→−∞ |q̂(t)− (1− a)t| = 0.
(b) Furthermore,
(5.4) lim
x→+∞ e
λ(x−cu,3t)u(t, x) = ε, for each t ∈ R.
where cu,3 > cv and λ ∈ (0, 1) are given by (1.20).
Remark 5.3. The function p̂(t) is defined for all time t ∈ R, strictly increasing and bounded, and first
inequality of (5.3) holds in fact for all t ∈ R.
ENTIRE SOLUTIONS OF DIFFUSIVE LOTKA-VOLTERRA SYSTEM 21
To complete the proof of Theorem 1.4, it remains to show that the the entire solution u(t, x) provided by
Theorem 5.2 satisfies the desired asymptotic behaviors at t ≈ ±∞.
It is clear from (5.3) that (1.19a) holds. Note also from (5.3) that v(0, x) ≤ Φcv (x) for all x, so that by
comparison, we have
v(t, x) ≤ Φcv (x− cvt) for (t, x) ∈ R+ × R.
Hence,
(5.5) lim sup
t→∞
sup
x≥(cv+ε˜)t
v(t, x) ≤ lim sup
t→∞
sup
x≥(cv+ε˜)t
Φcv (ε˜t) = 0, ∀ 0 < ε˜ 1.
Since
(5.6) ut ≥ uxx + u(1− a− u)
and lim infx→−∞ u(0, x) > 0, which is due to (5.3) and that lim
x→−∞ ϕˆ(x) > 0, we then conclude from spreading
speed properties for Fisher-KPP equations that
(5.7) lim inf
t→∞ infx≤(2√1−a−ε˜)t
u(t, x) ≥ 1− a, ∀ 0 < ε˜ 1.
Next, observe from Theorem 5.2(b) that
(5.8) lim
x→∞ e
λxu(0, x) = ε > 0,
and c = λ + 1λ = cv +
1−a
λ > cv, where 0 < λ < 1. Now, since v → 0 in the moving coordinate with speed
greater than cv by (5.5), and that u spreads in the absense of v at speed c = λ+
1
λ , we argue as in the proof
of Lemma 4.3 to show that
(5.9) lim
t→∞ sup(cv+ε˜)t≤x≤(c−ε˜)t
|u(t, x)− 1| = 0, ∀ 0 < ε˜ 1,
which, combined with (5.7) and comparison principle for scalar parabolic equations, yields that
(5.10) lim inf
t→∞ infx≤(c−ε˜)t
u(t, x) ≥ 1− a.
By (5.10), and using b > 1 > a, we can use the classification of entire solution of (1.1); see [23, Lemma 2.3],
to show that
(5.11) lim
t→∞ infx≤(c−ε˜)t
|u(t, x)− e1|1 = 0, ∀ 0 < ε˜ 1.
Hence limt→∞ supx∈R |v(t, x)| = 0 in an exponential manner follows from (5.5) and (5.11), so that the
equation u reduces to the KPP equation (with exponentially small in t error terms) as t → +∞. Finally,
note that u(0, x) satisfies (5.8) and (5.10), so we can apply [31, Theorem 8.2 or 9.3] to yield (1.19b). This
completes the proof of Theorem 1.4.
6. Proof of Theorem 1.3
In this section we outline the proof of Theorem 1.3. Let d > 0, r > 0, 0 < a, b < 1 and c ≥ 2 be given
such that (1.18) holds.
Therefore, appying Lemma 2.1 for the case µ = gd,c,r(λ) = r(1− b) > 0, we have the following result.
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Lemma 6.1. Suppose that d > 0, r > 0, 0 < a, b < 1, and c > 2 max{1,√drb} are given. Set
λ˜ ∈ (λv, λv + τc) and λv = 1
2d
(
c−
√
c2 − 4drb
)
.
Then there uniquely exists Φ := (ϕ,ψ) ∈ C2,b(R) satisfying
(6.1)

r(1− b)ϕ = ϕxx + cϕx + (1− 2Φc(x))ϕ− aΦcψ, in R,
r(1− b)ψ = dψxx + cψx + r(1− bΦc(x))ψ, in R,
ϕ < 0 < ψ, in R
ϕ(±∞) = 0, and e−λvx −De−λ˜x ≤ ψ(x) ≤ e−λvx for x 1.
Moreover, there exists Υ > 0 such that lim
x→−∞ψ(x) = Υ.
Using this result, we can again proceed as in Section 3 and establish the following result.
Theorem 6.2. Suppose that d > 0, 0 < a, b < 1, and c ≥ 2 max{1,√drb} be given. Let Φ be the solution
of (5.2) given by Lemma 6.1. Then for each 0 < ε  1, there is a unique entire solution u(t, x) :=
(u(t, x), v(t, x)) of (1.1) satisfying
(6.2) Φc(x− ct) + εΦ(x− ct)ep(t) ≤K u(t, x) ≤K Φc(x− ct) + εΦ(x− ct)eq(t),
for every t ≤ 0, x ∈ R, where 0 < ε 1 and
lim
t→−∞ |p(t)− r(1− b)t| = limt→−∞ |q(t)− r(1− b)t| = 0.
Moreover, q(t) is defined for all time t ∈ R, strictly increasing and bounded, and second inequality of (6.2)
holds for t ≥ 0 as well.
Proof of Theorem 1.3. To complete the proof of Theorem 1.3, it remains to show that the entire solution
(u(t, x), v(t, x)) provided by Theorem 6.2 satisfies the desired asymptotic behaviors at t ≈ ±∞.
It is clear from (6.2) that (1.16) holds. Note also from (6.2) that
(6.3) inf
x≤x0
min{u(0, x), v(0, x)} > 0, ∀x0 ∈ R.
Furthermore, By Proposition 3.13, we have
(6.4) lim
x→∞ e
τcxu(0, x) = 1,
where τc =
1
2
(
c−√c2 − 4) and
(6.5) lim
x→∞ e
λvxv(0, x) = ε > 0,
where λv =
1
2
(
c−√c2 − 4rb). We note that cv = λv + rλ > λv + rbλv = c = τc + 1τc .
Hence, we can deduce the (rightwards) spreading speed cu,1 of e∗ by the results in [24], this establishes
(1.17a), and that
lim
t→∞ sup(cu,1+ε˜)t<x<(cv,3−ε˜)t
|u(t, x)− e2|1 = 0.
Then, we can apply [31, Theorem 8.2 or 9.3] to yield (1.17b). We omit the details. 
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Appendices
A. Alternative Proof of Lemma 2.2
In this section, we give an alternative proof of Lemma 2.2. In fact, the result we prove here is more
general. We first introduce the operator
L : H2(R) −→ L2(R)
v 7−→ dvξξ + cvξ + r(1− bΦc)v
and then the results in Lemma 2.2 are now spectral properties of the linear operator L. More specifically,
we have the following lemma.
Lemma A.1. Given c ≥ 2 and µ ∈ R, the eigenvalue-eigenfunction problem
(A.1) (L− µ)ψ = 0.
admits the following properties.
• If µ ∈ (r(1 − b), r), up to scalar multiplication, there exists a unique solution to (A.1) in H2(R2).
Furthermore, if µ ∈ (max{r(1− b), r− c24d}, r), then the solution to (A.1), φ(ξ) ∈ H2(R)∩C2(R), is
nonzero everywhere (thus can be chosen to be positive) and admits the following asymptotic property,
lim
ξ→+∞
φξ
φ
= −λ := −c−
√
c2 − 4d(r − µ)
2d
,
where λ ∈ (0, c2d ) solves µ = dλ2 − cλ+ r.
• If µ ∈ (−∞, r(1− b)) ∪ (r,+∞), there is no solution to (A.1) in H2(R).
• If µ = r(1 − b) > r − c24d , then up to scalar multiplication, there exists a unique solution φ to (A.1)
in C2(R) such that
lim
ξ→+∞
φξ
φ
= −λ, lim
ξ→−∞
φ = Υ, for some Υ ∈ R.
Proof. We study the more general case µ ∈ C and introduce the vector Φ := (φ, φξ). The equation (A.1)
can be written as
(A.2) Φξ = A(ξ, µ)Φ :=
(
0 1
1
d [µ− r(1− bΦc)] cd
)
Φ.
where the matrix A(ξ, µ) approaches constant matrices as ξ → ±∞; that is,
A+ = lim
ξ→+∞
A(ξ, µ) =
(
0 1
1
d (µ− r) cd
)
, A− = lim
ξ→−∞
A(ξ, µ) =
(
0 1
1
d [µ− r(1− b)] cd
)
.
It is well known that the operator L − µ, where µ ∈ C, is Fredholm if and only if both A+ and A− are
hyperbolic; see [21, Theorem 3.1.11] for more details. Introducing the characteristic polynomial
(A.3) P (λ; ξ) = dλ2 + cλ+ r(1− bΦc(ξ)),
and noting that A± are hyperbolic if and only if
µ 6∈ Γ+
⋃
Γ−, where Γ+ := {P+(ik) | k ∈ R} and Γ− := {P−(ik) | k ∈ R},
where P+(λ) = lim
ξ→+∞
P (λ; ξ) = dλ2 + cλ+ r and P−(λ) = lim
ξ→−∞
P (λ; ξ) = dλ2 + cλ+ r(1− b), we conclude
that L− µ is Fredholm if and only if µ 6∈ Γ+
⋃
Γ−. The Fredholm boundaries, Γ+
⋃
Γ−, divide the complex
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Figure 3. A depiction of the sets {Ωi}3i=1 separated by the Fredholm boundaries Γ+ (red,
solid) and Γ− (red, dashed).
plane into 3 simply connected regions,
Ω1 := {α+iβ | α > −d
(
β
c
)2
+r, β ∈ R}, Ω2 := {α+iβ | α < −d
(
β
c
)2
+r(1−b), β ∈ R}, Ω3 := C\Ω1 ∪ Ω2;
see Figure 3 for an illustration. Furthermore, the Morse indice of A±, that is, the dimension of unstable
space associated to A±,respectively denoted as i±(µ), takes distinctive values in Ωi’s, i = 1, 2, 3; that is,
i+(µ) =
{
1, µ ∈ Ω1,
0, µ 6∈ Ω1
, i−(µ) =
{
1, µ 6∈ Ω2,
0, µ ∈ Ω2
,
which yields that the Fredholm index of L− µ, denoted as ind(L− µ), takes the following values.
ind(L− µ) = i−(µ)− i+(µ) =

0, µ ∈ Ω1,
1, µ ∈ Ω3,
0, µ ∈ Ω2.
According to the exponential dichotomy theory in [4], in the case when µ ∈ Ω2, we conclude from i±(µ) = 0
that there is no solution Φ to (A.2) in H1(R2). As a result, there is no solution φ to (A.1) in H2(R). Similarly,
in the case when µ ∈ Ω3, we conclude from i+(µ) = 0 and i−(µ) = 1 that, up to scalar multiplication, there
exist a unique solution φ to (A.2) in H2(R). Moreover, for any µ ∈ Ω3, the polynomial P−(λ) = µ, that is,
dλ2 + cλ+ r(1− b)− µ = 0,
admits two distinctive roots
λ˜± :=
−c±√c2 − 4d(r − rb− µ)
2d
,
which, when µ ∈ (max{r(1 − b), r − c24d}, r), admits λ˜− < 0 < λ˜+. Moreover, the solution φ to (A.1) as
ξ → −∞ satisfies
(A.4) lim
ξ→−∞
φξ
φ
= λ˜+.
Similarly, the polynomial P+(λ) = µ, that is, dλ
2 + cλ+ r − µ = 0, admits two distinctive roots
λ± :=
−c±√c2 − 4d(r − µ)
2d
,
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which, when µ ∈ (max{r(1− b), r− c24d}, r), admits λ− < λ+ < 0. To show that φ is nonzero everywhere and
lim
ξ→+∞
φξ
φ = λ+, we introduce the polar coordinates (r, θ) ∈ [0,+∞)× T2pi satisfying
Φ =
(
φ
φξ
)
=
(
r cos θ
r sin θ
)
,
and rewrite (A.2) in the polar coordinates as
(A.5)
{
rξ = r
{[
1 + µd − rd (1− bΦc)
]
cos θ − cd sin θ
}
sin θ,
θξ = F (θ, ξ) := − 1d (P (tan θ; ξ)− µ) cos2 θ.
Noting that for any ξ ∈ R,
F (pi/2, ξ) = − sin2(pi/2) = −1 < 0, F (arctan−1(λ+), ξ) = rbΦc(ξ)
d(λ2+ + 1)
> 0,
it is straightforward to see that the interval (arctan−1(λ+), pi/2) is forward-invariant for θ. Recalling the
limiting behavior of φ as ξ → −∞, (A.4), we conclude
φξ(ξ)
φ(ξ)
∈ (λ+,∞), ∀ξ ∈ R,
which shows that φ is nonzero everywhere. Furthermore, we also note that the interval
I(ξ) := {θ ∈ (arctan−1(λ+), pi/2) | F (θ; ξ) < 0},
becomes the whole interval (arctan−1(λ+), pi/2) as ξ → +∞, from which we can conclude by a straightforward
proof-by-contradiction argument that
lim
ξ→+∞
φξ
φ
= λ+.
If µ > r, then λ+ > 0, which, together with the fact that the interval (arctan
−1(λ+), pi/2) is forward-invariant
for θ, shows that there is no solution to (A.1) in H2(R).
If µ = r(1− b) > r− c24d , then λ˜+ = 0 > λ˜− = −c. The asymptotic matrix A− is not hyperbolic but, thanks
to the fact that the eigenvalue λ+ = 0 is geometrically simple, there still is an ordinary, but not exponential,
dichotomy for the system (A.2) on ξ ∈ (−∞, 0]; see [4] for details. In addition, the fact that µ ∈ (r − d24d , r)
implies that the asymptotic matrix A+ is hyperbolic with two distinctive negative eigenvalues, yielding an
exponential dichotomy with trivial unstable subspace for (A.2) on ξ ∈ [0,+∞). Moreover, the analysis based
on the polar coordinates still holds. As a result, we conclude that up to scalar multiplication, there exists a
unique solution φ to (A.1) in C2(R) such that
lim
ξ→+∞
φξ
φ
= −λ, lim
ξ→−∞
φ = Υ, for some Υ ∈ R.

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