In this paper we present the Edgeworth expansion for the Euler approximation scheme of a continuous diffusion process driven by a Brownian motion. Our methodology is based upon a recent work [22] , which establishes Edgeworth expansions associated with asymptotic mixed normality using elements of Malliavin calculus. Potential applications of our theoretical results include higher order expansions for weak and strong approximation errors associated to the Euler scheme, and for studentized version of the error process.
Introduction
In this work we consider a one-dimensional continuous stochastic process (X t ) t∈ [0, 1] that satisfies the stochastic differential equation dX t = a(X t )dt + b(X t )dW t with X 0 = x 0 , (1.1)
where (W t ) t∈[0,1] is a Brownian motion, defined on a filtered probability space Ω, F, (F t ) t∈[0,1] , P . A simple and effective numerical scheme for the solution of (1.1) is the Euler approximation scheme, which is given as follows. Let ϕ n : R + → R + be the function defined by ϕ n (t) = i/n when t ∈ [i/n, (i + 1)/n). The continuous Euler approximation scheme is described by dX n t = a X n ϕn(t) dt + b X n ϕn(t) dW t with X n 0 = x 0 .
(1.
2)
The probabilistic properties of the Euler approximation scheme have been investigated in numerous papers. We refer to the classical work [3, 4, 9, 11, 12, 13] among many others. Asymptotic results in the framework of non-regular coefficients can be found in e.g. [2, 6, 8, 19] .
In this paper we are aiming to derive an Edgeworth expansion for the error process
Let us recall the classical convergence result for (U n t ) t∈[0,1] from [9] . Theorem 1.1. [9, Theorem 1.2] Assume that the functions a, b are globally Lipschitz and a, b ∈ C 1 (R). Then we obtain the stable convergence
equipped with the uniform topology, where V = (V t ) t∈ [0, 1] is the unique solution of the stochastic differential equation 5) and (B t ) t∈[0,1] is a new Brownian motion defined on an extension of the probability space Ω, F, (F t ) t∈[0,1] , P and independent of the σ-field F.
We will see later that the limiting process V is an F-conditional Gaussian martingale with F-conditional zero mean. In particular, for each t > 0, V t has a mixed normal distribution. The aim of this work is to derive an Edgeworth expansion associated with Theorem 1.1. More specifically, for any regular q-dimensional random variable F and any given times 0 < T 1 < . . . < T k ≤ 1, we would like to determine the function p n : R k ×R q → R such that it holds
for a large class of functions C q,k . The methodology is based upon the work of Yoshida [22] , which applies Malliavin calculus and stable convergence to obtain the Edgeworth expansion associated with mixed normal limits. Another key ingredient in the derivation of (1.6) is the stochastic expansion of the error process U n and a non-degeneracy condition, which turns out to be rather complex in the case k > 1. Related articles include [7, 15, 16] , which have studied Edgeworth expansions associated to covariance estimators, power variations and the pre-averaging estimator.
The paper is structured as follows. Section 2.1 presents various definitions and notation. Sections 2.2 and 2.3 are devoted to derivation of Edgeworth expansion for multivariate weighted quadratic functionals, which plays a crucial role in the asymptotic analysis of the Euler scheme. In Section 3 we investigate the second order stochastic expansion of the standardised error process associated with the Euler approximation scheme. The Edgeworth expansion for the error process is investigated in Section 4. Section 5 is devoted to several applications of our theoretical results, including asymptotic expansion of the weak and strong approximation errors, and density expansion for the studentized version of the error process. Some proofs are presented in Section 6.
Background 2.1 Definitions and notation
In this subsection we introduce basic notation, some elements of Malliavin calculus and the definition of stable convergence in law.
All vectors x ∈ R k are understood as column vectors; x stands for Euclidean norm of x and x ⋆ denotes the transpose of x. For x ∈ R k and m ∈ Z k + we set x m := k j=1 x m j j and |m| = k j=1 m j . For any function f : R → R we denote by f (l) its lth derivative; for a function f : R k × R q → R and α = (α 1 , α 2 ) ∈ Z k + × Z q + the operator d α is defined via
The set C l p (R k ) (resp. C l b (R k )) denotes the space of l times continuously differentiable functions f : R k → R such that all derivatives up to order l have polynomial growth (resp. are bounded). For a matrix A ∈ R k×k and a vector x ∈ R k we write A[x ⊗2 ] to denote the quadratic form x ⋆ Ax; similarly, for x, y ∈ R k we write y[x] for the linear form y ⋆ x. Finally, i := √ −1.
We now introduce some notions of Malliavin calculus (we refer to the books of Ikeda and Watanabe [18] and Nualart [14] for a detailed exposition of Malliavin calculus). The set L p denotes the space of random variables with finite pth moment and we use the notation L ∞− = ∩ p>1 L p ; the corresponding L p -norms are denoted by · L p . Define H = L 2 ([0, 1], dx) and let ·, · H denote the usual scalar product on H. We denote by D l the lth Malliavin derivative operator and by δ l its unbounded adjoint (also called Skrokhod integral of order l). The space D l,p is the completion of the set of smooth random variables with respect to the norm
For any smooth k-dimensional random variable Y the Malliavin matrix is defined via σ Y := ( DY i , DY j H ) 1≤i,j≤k . We write ∆ Y := det σ Y for the determinant of the Malliavin matrix. Finally, we set
We use the notation Y n dst −→ Y to denote the stable convergence in law. We recall that a sequence of random variables (Y n ) n∈N defined on (Ω, F, P) with values in a metric space E is said to converge stably with limit Y , written Y n dst −→ Y , where Y is defined on an extension (Ω, F, P) of the original probability space (Ω, F, P), iff for any bounded, continuous function g and any bounded F-measurable random variable Z it holds that
The notion of stable convergence is due to Renyi [17] . We also refer to [1] for properties of this mode of convergence.
Finally, for two vector fields V 0 and V 1 we denote by Lie[V 0 ; V 1 ] the Lie algebra generated by V 1 and V 0 . That is, Lie[V 0 ;
Edgeworth expansion associated with mixed normal limits: The quadratic case
In this subsection we will study the (second order) Edgeworth expansion associated with certain quadratic functionals of Brownian motion that will be crucial for the treatment of the error process V n . Indeed, we will see later that the dominating martingale term in the expansion of V n has a quadratic form. The results are similar in spirit to [22, Theorem 4] , but we will require quite different non-degeneracy arguments.
On a filtered Wiener space (Ω, F, (F t ) t∈[0,1] , P) we consider a k-dimensional random functional Z n , which admits the decomposition
where M n and N n are tight sequences of random variables. We assume that M n , which will have a quadratic form, converges stably in law to a mixed normal variable M :
where the random variable M is defined on an extension (Ω, F, P) of the original probability space (Ω, F, P) and, conditionally on F, M has a normal law with mean 0 and conditional covariance matrix C ∈ R k×k . In this case we use the notation
For concrete applications it is often useful to consider the Edgeworth expansion for the pair (Z n , F n ), where F n is another q-dimensional random functional satisfying the convergence in probability
Obviously, such a framework is important when the statistic at hand does not only depend on the sequence Z n , but also on an external random variable F (in this case we may set
In the statistical context the most useful application is the case where F n P −→ C. In this situation we obtain by properties of stable convergence that
when F n ∈ R k×k is positive definite and id k denotes the identity matrix. Thus, the asymptotic expansion of the law of (Z n , F n ) would imply the Edgeworth expansion for the studentized statistic F −1/2 n Z n .
In the next step we embed the previous static framework into a martingale setting. We assume that the leading term M n is a terminal value of some continuous (F t )-martingale
We also consider stochastic processes (M t ) t∈[0,1] and (C n t ) t∈ [0, 1] with values in R k and R k×k respectively, such that
Here the process (M t ) t∈[0,1] , defined on extended probability space (Ω, F , P), represents the stable limit of the continuous (F t )-martingale (M n t ) t∈[0,1] , while C n denotes the quadratic covariation process associated with M n . Now, we shall introduce a particular type of quadratic functionals. For a sequence of time points (T j ) 1≤j≤k not depending on n with 0 < T 1 < . . . < T k , we consider a sequence of partitions π n = (t i ) 1≤i≤mn of [0, 1] such that 0 = t 0 < t 1 < . . . < t mn and that {T j } 1≤j≤k ⊂ {t i } 1≤i≤mn for every n ∈ N. Here t j may depend on n though we omit n for notational simplicity. Let I i = [t i−1 , t i ) and
Next, we consider a strongly predictable kernel
The aforementioned sequence of quadratic type martingales M n = (M n,j ) 1≤j≤k is defined by
Let K : Ω × [0, 1] → R be a continuous adapted process and set
Our first set of conditions relates the kernel K n to K and introduces some integrability assumptions, which are similar in spirit to assumptions imposed in [22] . Recall that F ∈ R q , set ℓ = k + q + 8 and let 
for every p > 1 and m = 0, 1, . . . , ℓ + 1.
(ii) For every p > 1 and j = 1, . . . , k,
as n → ∞.
(iii) For every p > 1 and j = 1, ..., k,
Furthermore, (B1)(iii) implies
Now, let us set
where
In the validation of the asymptotic expansion a truncation functional s n : Ω → R k will play an important role; see Section 6.4 for its explicit definition. We set ℓ * = 2[q/2] + 4 and present the next set of assumptions that determines the asymptotic distribution of the vector (M n · , N n , C n , F n ) along with some new integrability conditions. (
(with coefficients in D ℓ * ,∞ (R)).
Finally, we will require a non-degeneracy condition on the pair (M n t , F ). Let us introduce the process
for some ν > ℓ/6.
(ii) lim sup n→∞ E (s j n ) −p < ∞ for every p > 1 and j = 1, . . . , k.
Random symbols σ, σ and the main result
In order to present the Edgeworth expansion for the pair (Z n , F n ) we need to define two random symbols σ and σ, which play a crucial role in what follows. We call σ the adaptive (or classical) random symbol and σ the anticipative random symbol. The adaptive random symbol σ is defined by
. The anticipative random symbol σ is defined by
The derivative D t D t stands for lim s↑t D s D t . The full random symbol is defined by σ = σ + σ and has the form
Under conditions of the previous subsection, the non-degeneracy of F is ensured and it has a differentiable density function p F . Thus, the following function p n is well defined:
For positive numbers R and γ, E(R, γ) denotes the set of measurable functions f : R k+q → R such that |f (z, x)| ≤ R(1 + |z| + |x|) γ for all z ∈ R k and x ∈ R q . The error of the approximation of the distribution of (Z n , F n ) by p n is evaluated by the quantity
for f ∈ E(R, γ). The main result of this section is the following.
Theorem 2.1. Suppose that Z n is given by (2.2) with M n defined by (2.5). Suppose that (B1), (B2) and (B3) are satisfied. Then
as n → ∞ for any positive numbers R and γ.
Stochastic expansion of the error process
In this section we derive explicit expressions for the first and second order approximation of the normalised error process V n . The following well known lemma, which presents an explicit solution of an affine stochastic differential equation, will be a helpful tool.
is the unique strong solution of the stochastic differential equation
where 
Proof. The proof follows a classical route for solutions of inhomogeneous differential equations. First, we recall that the process Σ satisfies the stochastic differential equation
which is shown by applying Itô's formula to the function f (x, y) = exp(x + y). Now, setting
sds dW s , we conclude by the product formula that
and the proof is complete.
Applying the same type of proof as in Lemma 3.1, we deduce that the limiting process V introduced at (1.5) can be written explicitly as
where the process (Σ t ) t≥0 is defined by
Since the process Σ is F-measurable, we see that V is an F-conditional Gaussian martingale with F-conditional mean zero.
In the first step we will obtain an explicit representation of the leading term of the normalised error process V n defined at (1.4). This stochastic expansion can be also found in the proof of [9, Theorem 1.2]. Nevertheless, we will prove this result for the sake of completeness.
Theorem 3.2. Let us consider the process
where Σ is defined in (3.3). Then it holds that
We remark at this stage that the process (Σ
is a continuous martingale of quadratic form with random weights. Thus, second order Edgeworth expansion for the functional V n t can be deduced from the corresponding expansion for the pair (Σ t , Σ
In the next step we need to determine the second order stochastic expansion for the standardised error process (V n t ) t∈ [0, 1] . Apart from rather complex approximation techniques, the result of Lemma 3.1 is crucial for the next theorem. We remark that this statement has an interest in its own right. Theorem 3.3. Assume that the functions a, b are globally Lipschitz and a, b ∈ C 2 (R). Define the process (R n t ) t≥0 via
Then the process √ nR n is tight and we have that
Theorem 3.3 implies that, for any fixed t ∈ [0, 1], we have the stochastic expansion V n t = Σ t (M n t + n −1/2 N n t ) with
In the next section we will determine the stable central limit theorem for the triplet
4 Stable central limit theorems and Edgeworth expansion
Central limit theorems
Having derived the stochastic expansion for the standardised error process (V n t ) t∈ [0, 1] in the previous section, we now need to prove the stable central limit theorem required in assumpion (B2)(iii). For this purpose we introduce the following auxiliary processes:
Our first asymptotic result is the following stable central limit theorem. 
where (B t ) t∈[0,1] is a 3-dimensional Brownian motion defined on an extension (Ω, F , P) of the original probability space and independent of F, and the processes
Proof. Note that L n is a continuous martingale with mean zero. According to [10, Theorem IX.7.3] , it is sufficient to prove that
where the last statement should hold for any bounded continuous martingale Q with W, Q = 0. The first two statements follow by a straightforward but tedious computation taking into account that X n As a consequence of the previous result we deduce the joint stable central limit theorem for the triplet (M n t , N n t , √ n(
Proposition 4.2. Assume that conditions of Theorem 3.3 are satisfied. Then it holds that
where the process L = (L 1 , L 2 , L 3 ) has been introduced in Proposition 4.1 and the process
Proof. First of all, it holds that sup 
a (b−s)dY s , which hold for any b > a and any continuous semimartingale Y , we obtain that √ n(C n t − C t ) = A n t (2). Furthermore, observing the definition (3.5) of the process R n , we deduce the identity
Now, due to convergence (4.4) in Proposition 4.1 and the properties of stable convergence 6 . Hence, by [10, Theorem VI.6.22] and continuous mapping theorem for stable convergence applied to the function H :
we obtain that
This completes the proof of Proposition 4.2.
We remark that the 3-dimensional limiting process (M, N, C) is an F-conditional Gaussian martingale. This property will help us to compute the classical random symbol σ(z, iu, iv) in the next section.
Multivariate Edgeworth expansion associated with the Euler scheme
Let us now consider fixed time points 0 = T 0 < T 1 < . . . < T k ≤ 1. In this section we will investigate the multivariate Edgeworth expansion for the vector (V n T 1 , . . . , V n T k ). We recall the representation introduced at (3.6):
According to the Edgeworth expansion theory demonstrated in Section 2, we will first derive the density expansion for the vector (
We define the k-dimensional (F t )-martingale with components M n,j := (M n min(t,T j ) ) t∈[0,1] , which obviously satisfies the terminal condition M
. We introduce the set of increasing numbers (t i ) 0≤i≤mn via {t i } = {j/n : j = 0, . . . , n} ∪ {T 1 , . . . , T k }. In the notation of Section 2.2 the martingale M n,j satisfies the representation (2.5) with
The anticipative random symbol σ is then defined through the identity (2.9). Now, we turn our attention to the adaptive random symbol σ.
We consider a q := (k + q)-dimensional random variable
where F is a q-dimensional random functional. From Proposition 4.2 we readily deduce the stable convergence
where M n = (M n,1 , . . . , M n,k ) and N n = (N n,1 , . . . , N n,k ). Now, we need to determine the mixed normal representation of the vector (M, N, C). Note that the F-conditional mean of the first and the third component is zero, which is due to Proposition 4.2. On the other hand, the F-conditional mean of N is not vanishing. Observing the representation of N in Proposition 4.2 and applying Itô's formula we conclude that
where the processes v 2 , u 11 and A(3) have been introduced in Propositions 4.1 and 4.2. Furthermore, the F-conditional covariance structure of the vector (M, N, C) is fully determined by Proposition 4.2. Thus, setting µ = (µ 1 , . . . , µ k ), we may write
Due to F-conditional Gaussianity of the limit (M 1 , N, C), the adaptive symbol σ has the following form:
Combining two random symbols, we end up with the approximative density
with (z, x, y) ∈ R k × R k × R q , as in (2.11).
In this setting, however, the kernels K n,j and K are defined by (4.6), and the functionals c α (z) in the representation (2.10) of the full random symbol σ and also in (4.9) are associated with σ of (4.8) and σ of (2.9).
In the following we will assume the following condition: (C1) For every p > 1 and j = 1, ..., k,
Recall that ℓ = k + q + 8.
Under the aforementioned conditions we obtain the following theorem, which is proved in Section 6.4. 
As a consequence of Theorem 4.3 we finally obtain the approximative density of the pair (V n , F ) for
) and an external q-dimensional random variable F . Corollary 4.4. We set
Under the conditions of Theorem 4.3 we obtain that
Theorem 4.3 relies on the non-degeneracy of G. We will discuss some sufficient conditions in the following subsections. When k ≥ 2, the non-degeneracy becomes a global problem and it is not so straightforward to consider the question in full generality. However, a localization method provides a practical solution.
On condition (C1)
In this section we will give a sufficient condition for (C1). We are working in the setting of Section 4.2 imposing assumption (A). We consider the following condition:
(ii) There exists a compact set B ⊆ R such that
For example, in the setting of null drift, if X t visits the set {x : b ′ (x) = 0} after some time, then Σ t does not diffuse there and we never get non-degeneracy of Σ t thereafter. This explains the necessity of a global condition like (C1 ♯ )(ii)(a). As a matter of fact, such a degenerate case is essentially in the scope of the classical expansion for a martingale with an exactly normal limit (cf. [20] ). Now we have the following result. Proof. We need to show that
for every p > 1 and j = 1, . . . , k. Let s ∈ (T j−1 , T j ). Recalling (2.6), we have
By (C1 ♯ ) and the compactness of B, there exist a finite set N ⊂ B, a positive constant c and an integer m ≥ 2 such that
for all x ∈ R. Indeed, by (C1 ♯ )(i) and (ii)(a), there exists a positive constant c ′ such that inf x∈B c {bb ′ (x)} 2 ≥ c ′ . For each z ∈ B, by (C1 ♯ )(ii)(b), there exists an integer j z ≥ 1 such that b (jz) (z) = 0 and b ′ (x) = ((j z −1)!) −1 b (jz) (z)(x−z) jz −1 +· · · for all x near z. Therefore, from (C1 ♯ )(i), for each z ∈ B, there exists a positive constant c z and a neighborhood B z such that {bb ′ (x)} 2 ≥ c z (1 ∧ |x − z| mz ) for all x ∈ B z , with m z = (j z − 1) 2 ≥ 0. Since B is compact, one can find a finite set N ⊂ B such that B ⊂ ∪ z∈N B z , and hence
for all x ∈ B since there exists z for each x ∈ B such that x ∈ B z . If we set c = min{c ′ , min z∈N c z } 2/m for m = max{2, max z∈N m z } we obtain (4.12).
Let δ > 0 and B 0 := {x : dist (x, N ) < 2δ}. Let s i = s + i(T j − s)/n. Then, there exists n 0 ∈ N independent of s such that for n ≥ n 0 ,
where L is any positive number independent of s; in fact, on the event inf r∈[s i−1 ,s i ] |X r − z| < n −1/2 for z ∈ N , the process X keeps sup r ′ ∈[s i−1 ,s i ] |X r ′ −z| < n −1/3 with probability 1 − O(n −L−1 ), and min z ′ ∈N |X r ′ − z ′ | = |X r ′ − z| for n ≥ n 0 since the points in N are isolated. The first term of the right-hand side of the above inequality is bounded by
for large n. Since on the bounded set B 0 , the process X r behaves like a Brownian motion, the last probability is bounded by c −1
1 n exp(−c 1 n) for some positive constant c 1 independent of s ∈ (T j−1 , T j ), which follows from a similar inequality to [18, Lemma 10.6]. Consequently, we obtain (4.11) by using the estimate
On condition (C3) for non-degeneracy of G in the case k = 1
The problem of non-degeneracy of σ G can be reduced to local properties of the stochastic differential equations in the case k = 1. Consider a system of stochastic differential equations in Stratonovich form
i ) j=1,2,3 (i = 0, 1) are vector fields. The elements of V i 's are specified as follows:
Suppose that the vector fields V A variation is the case where F has a component X T , that is, F = (X T , F 1 ); F 1 may be empty. If we have a representation
T , then Proposition 4.6 remains valid. The non-degeneracy problem for σ G becomes a global one when k > 1 since we need non-degeneracy of Σ T 2 − Σ T 1 , but the support of Σ T 1 is no longer compact. Though we could assume some strong condition that gives uniform non-degeneracy over the whole space, it would be a quite restrictive solution. Instead, in Section 4.5, we will consider a different way by slightly modifying Theorem 4.3, but such modification keeps the error bound of the approximation meaningful in practice.
Localization
To convey the idea simply, we shall only treat the case F = (X T j ) j=1,...,k , while more general cases can be formulated in a similar manner.
Let us consider the situation of Section 4.4 with the system (4.13) of stochastic differential equations for X t = (X (1)
For positive numbers K and γ, let E(K, γ, I) be the set of measurable functions h : R 3k → R such that h(z, y, x) = 0 when x j ∈ I c for some j ∈ {1, ..., k − 1}, x = (x j ) j=1,...,k , and that |h(z, y, x)| ≤ M (1 + |z| + |y| + |x|) γ for all (z, y, x) ∈ R 3k .
Denote by (X t (s, x), Σ t (s, (x, y)) ) the stochastic flow defined by
. Assume conditions (A), (C1) and (D)
. Then by Proposition 4.6 and Theorem 4.3, for each x j−1 ∈ I and y j−1 > 0, there exists a density
with initial value (Σ T j−1 , X T j−1 ) = (y j−1 , x j−1 ) of the system starting at time T j−1 that gives the asymptotic expansion
n ζ j , η j , x j |y j−1 , x j−1 is the density p n (ζ j , η j , x j ) in the one-step case starting from time T j−1 and the initial values X 0 = x j−1 ∈ I and Σ 0 = 1. Then we obtain a function q (Zn,G) n (z, y, x) that approximates the distribution of (Z n , G) with G = ((Σ T j ) j=1,...,k , (X T j ) j=1,...,k ):
..,k , (z 0 , y 0 ) = (0, 1). We should remark that this function is defined only when x j−1 ∈ I for j = 1, ..., k. Now we give a localized version of Theorem 4.3.
Theorem 4.7. Suppose that Conditions (A), (C1) and (D) are fulfilled for some finite closed interval I. Let G = ((Σ T j ) j=1,...,k , (X T j ) j=1,...,k ). Then, for every pair of positive numbers (K, γ),
For a sketch of the proof of Theorem 4.7, we notice that the function h admits the estimate
Then repeated use of the approximation yields the desired error bound.
The asymptotic expansion for (V n , (X T j ) j=1,...,k ) as in Corollary 4.4 also follows under conditions of Theorem 4.7.
Applications

Strong and weak error expansions
As the first application of the density expansion introduced in (4.10) we study the strong and the weak approximation error associated with the Euler approximation scheme. 
Then we obtain the following expansion for the L p -norm of the approximation error
(ii) (Weak approximation error) Consider a function f ∈ C 2 (R k ) such that the second derivative of f has polynomial growth. Setting p
Proof. Part (i) of the statement is a direct consequence of Corollary 4.4 applied to the function h(z) = z p . Now, we set X n = (X n T 1 , . . . , X n T k ) and X = (X T 1 , . . . , X T k ). To obtain part (ii) of Proposition 5.1 we apply Taylor expansion to conclude that
which is due to f ∈ C 2 (R k ). We deduce the expansion
since, according to Theorem 4.3 and Corollary 4.4 applied to F = (X T 1 , . . . , X T k ), it holds that
because the dz-integral is taking over an odd function in z. This completes the proof of Proposition 5.1.
We remark that the weak error expansion of Proposition 5.1(ii) has been obtained in [3, 4] for k = 1 and the discrete Euler scheme. Furthermore, the authors proved that the error of the expansion in Proposition 5.1(ii) is O(n −2 ), which is more precise than o(n −1 ). We note however that the theory developed in [3, 4] is not sufficient to obtain the density expansion (4.10) of Corollary 4.4.
Studentized statistics
In this part we will apply results of Section 4.2 to derive the density of the studentized statistic. To avoid complex notations, we restrict our attention to the case k = 1.
To this end, let T ∈ [0, 1]. We note that
Hence, it suffices to derive the density of the studentized statistic
We write (4.8) in the form
Moreover, we restructure (2.9) as
Adding these two random symbols, we obtain the full random symbol
where the components of (m, n) = ((m j , n j )) 1≤j≤7 and c(z) = (c j (z)) 1≤j≤7 are given by
In view of Theorem 4.3 and denoting C = C T , Z n = Z n T , we obtain that
where for each j we have
Note that, in this case, most of the terms are the same as in [15, Section 6] . Hence, adopting their derivations, we easily obtain the following identities:
Due to F = C in σ t (iu, iv) of (2.9), we notice the equalities
which leads to the following result.
Corollary 5.2. Under conditions of Theorem 4.3, the Edgeworth expansion is
Proofs
Throughout this section all positive constants are denoted by C although they may change from line to line. Furthermore, due to a standard localisation procedure (see e.g. [5] ) all continuous stochastic processes (Y t ) t∈[0,1] can be assumed to be uniformly bounded in (ω, t) when proving Theorems 3.2 and 3.3. In particular, it applies to stochastic processes ] of the form (1.1) with bounded coefficients we obtain the inequality
for any p > 0 and t, s ∈ [0, 1], (6.1)
which holds due to Burkholder-Davis-Gundy inequality. We will use the notation Y n u.c.p. −→ Y to denote the uniform convergence in probability sup t∈[0,1] |Y n t − Y t | P −→ 0. In the proofs we will deal with sequences of stochastic processes of the form
where ξ n i , i = 1, . . . , n, are F i/n -measurable random variables with E[|ξ n i | p ] < ∞ for any p > 0. The following statements trivially hold:
−→ Y t and
6.1 Proof of Theorem 2.1
We will sketch the proof, basically following the ideas of [22, Theorem 4] , but outlining the difference caused by the multiple stopping in the present situation. Note that as in [22, Theorem 4] , it suffices to verify assumptions of [22, Theorem 1].
Construction of the truncation functional ψ n from s n and other variables
Letd satisfy the inequality 1/3 <d < d < 1/2, where the constant d has been introduced before assumption (B1), and define ξ n by
We define Q n = (M n , F ), R n = (N n , F n ) and set
We introduce the random truncation
Remark that ψ n is well defined because so is σ
−1
Qn under the truncation by ξ n . In fact, if
, that is nondegenerate thanks to (B3)(ii). Therefore σ −1 Qn makes sense on the event {ξ n ≤ 1}. We are defining ψ n = 0 on the event {ξ n > 1} since ψ(ξ n ) = 0 there. Thus, ψ n is well-defined.
Characteristic function and its decomposition
LetŽ n = (Z n , F n ) and letŽ
for u ∈ R k and v ∈ R q and let
The existence of the integral (6.4) can be verified by the nondegeneracy of the Malliavin covariance matrix of (Z n , F n ) under the truncation by ψ n . We define the quantities
Finally, we introduce the functions
The existence of Φ 1,α n (u, v) and Φ 2,α n (u, v) involving e n 1 (u)Ψ(u, v) is ensured by the truncation ψ n . Let us set
n (u, v).
Error bound
We apply [22 Condition [B3] is verified as follows. C n,j and C j are expressed as
Routinely, we have
for every p > 1 from (B1)(i) and (ii). Therefore, [B3](i) follows as
as n → ∞ thanks to (B3)(i) and (B1)(ii). By the definition of ξ n , on the event {|ξ n | < 1},
Condition [B4] ℓ,m,n (i) is rephrased as (B2)(iv). The present σ is in S(ď + 3, 5, 2) in particular; see [22, p. 892] for the relevant definitions. Thus, [22, Theorem 1] gives the error bound sup f ∈E(R,γ)
if the following two conditions are fulfilled:
for u ∈ R k , v ∈ R q and α ∈ Zď + , and
for some ε = ε(α) ∈ (0, 1) for every α ∈ Zď + , where Λ 0
. We obtain (6.5) as in [22, Eq. (41) ], except for the parts concerning the derivation of [22, Eqs. (38) and (43)] by a non-degeneracy argument. We shall show (6.6). By using duality twice for the double stochastic integrals, we have
for some constants c a 0 ,a 1 . We have
and σ(n, r, s; iu, iv) is a polynomial random symbol of fourth order in (u, v) with coefficients in D ℓ−2,∞ (R).
First, we will consider the case α = 0, and estimate n 1/2 Φ 2,0 (u 1 , ..., u j , v 1 , . .., v q )| −(ď+1−ε) , where u = (u 1 , ..., u k ) and v = (v 1 , ..., v q ). For that, we need to show that the D-derivatives of G s and H n s up to ℓ-times are L p -bounded uniformly in (u, v) ∈ Λ 0 n (ď,d) and n ∈ N, under the truncation by ψ n . We see that this property holds for H n s by (B1)(ii). For G s , we verify the property as follows. The multiple D-derivative of G s is a linear combination of terms of the form
that is bounded by G s times a polynomial p of random variables
where we used
for any non-degenerate symmetric matrix S. Moreover, the identity
can be used to estimate the inverse matrix in the above expression.
The term pG s is L p -bounded due to (B1)(i), (iii) and
for every m ∈ N and j = 1, ..., k. If j = k, then this estimate is sufficient for our use. When j < k, we also use the non-degeneracy of the matrix
and the estimate
in order to obtain the decay |(u j+1 , ..., u k )| −(ď+1−ε) . For (6.7), we note that
By (2.7) we have 8) and hence (6.7) and (6.8) imply that
is L ∞− -bounded uniformly in (u j+1 , ..., u k ) for every m ∈ N. Finally, we may use one of the above estimates of the decay, depending on
Following the proof of [22, Theorem 4] , i.e. the procedure (a)-(g) therein with the additional truncation
we obtain the desired decay of
for α = 0. A similar estimate can be shown for a general α.
For s ∈ (T j−1 , τ j n ), we apply the integration-by-parts formula for
to obtain the decay |(u 1 , ..., u j−1 , v 1 , ..., v q )| −(ď+1−ε) . In order to obtain the decay |(u j , ..., u k )| −(ď+1−ε) , we use the nondegeneracy of
Then we repeat a similar procedure as in the previous case to obtain the desired decay. We deduce (6.6) by combining the above estimates.
where the process Σ n is defined by
Comparing the representation of V n t with (3.4), we just need to show that Σ n u.c.p.
−→ Σ, (6.12)
−→ 0, (6.14) 15) where the process Σ has been defined in (3.3). Since bothã n s andb n s are bounded as assumed in the beginning of Section 6, andã n u.c.p.
−→ X and a, b ∈ C 2 (R)), we readily deduce the convergence at (6.12 
where X ′′n s is a certain random variable with
−→ X s and all involved objects are assumed to be bounded, we conclude by (6.1) that −→ 0, which follows by a combination of (6.2) and (6.3). Indeed, it holds that
and (6.3) can be applied to the last line. Consequently, we have (6.13). Finally, we show the convergence at (6.14). Observe the decompositioñ
As for the termã ′n,2 s we deduce that E[|b ′n s |] ≤ Cǫ n with ǫ n → 0 as n → ∞. Hence, we obtain (6.14). The proof of (6.15) combines the proof methods of (6.13) and (6.14). Consequently, sup
which completes the proof of Theorem 3.2.
Proof of Theorem 3.3
The derivation of the second order stochastic expansion is more involved than the expansion of Theorem 3.2, but the underlying methodology is similar. For simplicity of exposition we sometimes use the same notations as in the previous section although they might have a different meaning. Instead of the first order approximation in the last line of (6.10), we may further develop dV n t = a ′ (X t )V n t dt + (b ′ (X t )V n t − √ nbb ′ (X n ϕn(t) )(W t − W ϕn(t) ))dW t (6.16)
ϕn(t) )(t − ϕ n (t)) dW t +ã n t dt +b n t dW t , whereã n t andb n t are stochastic processes, whose negligibility in the involved asymptotic expansions is shown in exactly the same manner as in (6.12)-(6.15) (although these terms have a different meaning in this subsection). Now, recall the definition of the first order approximation V n t at (3.4). By Lemma 3.1 this process satisfies the stochastic differential equation b ′ (X t )bb ′ (X n ϕn(t) )(W t − W ϕn(t) ))dt. Observing the definition of the stochastic process dR n t = R n t (1)dt + R n t (2)dW t at (3.5), we deduce by Lemma 3.1 and the negligibility of the termsã n t ,b n t the decomposition
where Σ has been defined in (3.3) . This finishes the proof of Theorem 3.3.
Proof of Theorem 4.3
We will verify conditions (B1), (B2) and (B3) for Theorem 2.1 under (A), (C1), (C2) and (C3). Recall that
s bb ′ (X s ), ℓ = 2k + q + 8, ℓ * = 2[q/2] + 4 and we are assuming that a, b are in C ∞ (R) and all their derivatives of positive order are bounded. As mentioned just before assumption (A), the functionals c α (z) in the representation (2.10) of the full random symbol σ and also in (4.9) are associated with σ of (4.8) and σ of (2.9).
Conditions (B1)(i), (ii) are obvious. Condition (B1)(iii) is assumed by (C1). In the present situation, F n = 0 since F n = F . Condition (B2)(i) follows from (A) and (C2)(i). (B2)(ii) will be checked later after constructing s n . Condition (B2)(iii) is already obtained in (4.7). The property (B2)(iv) has been observed to derive the expression (4.8).
We shall consider non-degeneracy of the Malliavin covariance matrix σ (X 1 ,X 2 ) of (X 1 , X 2 ), where
, ..., M n,j−1 S j−1 , M n,j S j ) and X 2 = Σ T 1 , ..., Σ T k for S 1 = T 1 , ..., S j−1 = T j−1 and S j is either s ∈ [(T j−1 + T j )/2, T j ]. We will estimate the Malliavin covariance matrix σ (X 1 ,X 2 ) . Let θ i = i/n. Let
and ξ i (t) = n W (θ i ∧ t) − W (θ i−1 ∧ t) 2 − θ i ∧ t − θ i−1 ∧ t .
Then, as in [21] , we have for µ 1 , µ 2 = 1, ..., j, whereσ(n, µ 1 , µ 2 ) =σ 1 (n, µ 1 , µ 2 ) +σ 2 (n, µ 1 , µ 2 ) with σ 1 (n, µ 1 , µ 2 ) = Then it is easy to see that the matrix σ 2 (n, µ 1 , µ 2 ) σ(n, µ, ν) σ(n, µ, ν) ⋆ σ(n, ν 1 , ν 2 )
