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1. INTRODUCTION 
The New Institutional Area Network (NEWIAN) at Marshall supports over 5000 
end users with access to 26 file servers providing Work Presentation Services. It 
comprises of some 150 Ethernet LANs interconnected by bridgeshouters which are in turn 
connected to servers over two dual FDDI rings. The network supports various higher 
level protocols such as IP, IPX, AppleTaUc (AT), and DECNet. At present IPX and AT 
protocols packets are routed, and IP protocol packets are bridged, however work is in 
progress to route all IP packets. We examine the impact of routing IP packets on the 
network operation. 
Broadband Integrated Services Data Network (BISDN), presently at various 
stages of development, is intended to provide voice, video, and data transfer services over 
a single network. BISDN will use Asynchronous Transfer Mode (ATM) as a data transfer 
technique which provides for transmission, multiplexing, switching, and relaying of small 
size data units called cells. Limited ATM Wide Area Network (WAN) services are offered 
by Wiltel, AT&T, and Sprint and others. NASA is testing a pilot ATM WAN with a view 
to provide Program Support Communication Network services using ATM. ATM 
supports wide range of data rates and quality of service requirements. It is expected that 
ATM switches will penetrate campus networks as well. However, presently products in 
these areas are at various stages of development and standards are not yet complete. We 
examine development of ATM to help assess its role in the evolution of NEWLAN. 
2. ROUTING VERSUS BRIDGING OF IP IN THE NEWIAN 
The Internet Protocol (IP) is the network layer protocol of the TCP/IP suite of 
protocols. The unit of the data transferred between network layer entities is called a 
packet. A host on the Internet has a globally unique 32-bit IP address and is typically 
written in the form X3.X2.Xl.X0, where for i = 0,1,2,3 the value of Xi is between 0 and 
255. The IP addresses are organized in hierarchical fashion in the form of (class, net-id, 
host-id), where the class is A, B, or C. The Class A addresses are intended for a small 
number of large size networks while the Class C addresses are intended for a large number 
of small size networks. An IP address of a network layer entity is globally unique and the 
net-ids are centrally administered. For example, Marshall with d u m  size network has a 
Class B net-id with address 128.158.0.0. Often it is the case, as with the N E W " ,  that 
host-ids within a network are organized by the network administrator so that the higher 
order bits of the host-id represent the subnet-id. A host on an Internet needs to know the 
IP address of the remote host to be able to send a packet to it. For transmission over an 
Ethernet, an TP packet is encapsulated in an Ethernet frame as shown in Figure 1. 
LANs may be interconnected by Bridges at the link level or by Routers at the 
network level. A bridgehouter, called Brouter, permits bridging of some protocols while 
routing of other protocols. In the N E W  a Brouter is used with two types of ports- an 
Ethernet port, and a FDDI port. A Brouter is connected to a number of lOMbps 
Ethernets, and the Brouters are interconnected over one or two dual loOMbps FDDI 
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rings. The file servers are connected to one of the FDDI ring and the end user devices are 
connected to Ethernets. Thus, all the end users are one or at most two Brouters away 
from the servers. 
2.1 Bridging of IP in the NEWIAN 
Two or more Ethernets may be connected at the MAC layer by a Bridge to create 
what we will call an Extended LAN. Each LAN connects to a port on a Bridge. The 
Bridge receives frames from all the LANs connected to it. A routing table is maintained in 
the Bridge which associates with the MAC address of each end user on every LAN in the 
NEWIAN one of its ports. The action taken by the Bridge upon receipt of a frame is as 
follows. If the destination MAC address of the frame is associated with same port on 
which it was received, then the frame is discard&, otherwise, the frame is routed on the 
port associated with the destination MAC address on the frame in the routing table. When 
the LAN on which a f’rame is received is of different type than on which the h m e  is to be 
routed, a frame translation is performed at the Bridge. A broadcast frame or a frame with 
destination MAC address not in the forwarding table is forwarded on all other ports of the 
bridge. 
Since bridging is independent of higher level protocols, it supports multiple‘higher 
level protocols in the network. It is seen that a broadcast frame on a LAN wil l  be 
forwarded to every LAN in the network. This often creates much unnecessary traffic 
referred to as ‘broadcast storm’, unless some additional ‘filtering’ capability is provided in 
the bridge. Further, in a bridged network, a user must know the MAC address of the 
remote entity on the network to communicate. This creates a situation with IP packets 
which results in undesirable broadcast traffic. Suppose a source host on a LAN has to 
transmit a IP packet to a destination host, on the network, whose IP address is known but 
the MAC address is not known. The problem of mapping a given IP address to associated 
MAC address is referred to as the Address Resolution Problem. Address Resolution 
Protocol (ARP) permits a source host to obtain the MAC address of the destination host 
from the IP address of the destination host. An ARP packet broadcast is received by all 
the hosts on the network, and the destination host will respond to the ARP packet and 
send its MAC address to the source host. A recent occurrence of the following rather 
peculiar situation on the NEWIAN indicates how the effect of the broadcasts can be 
compounded. An X-terminal transmits a broadcast message to locate a server to setup an 
X-connection. A number of servers responding to the broadcast send AlW broadcast to 
determine the MAC address of the X-terminal, resulting in multiple broadcasts. 
2.2 Routing of IP Packets in the NEWIAN 
A Router is a device rooted in the TCP/IP view of the communication subnet as 
consisting of interconnected networks (Internet) in which routing between networks is 
provided by Routers connecting two or more networks. A Router port COMeCting to a 
network has a unique P address on that network. A host on a network can send IP 
packet directly to another host on the same network, however a packet to a host on 
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another network is sent to a nearest Router on the same network. A Router maintains a 
table which associates one or more IP addresses of Routers with each network-id. A 
packet with destination net-id of a network connected to the Router is sent directly to 
the destination host, otherwise it is routed to an appropriate Router based on the routing 
table. A Router also provides segmentation when routing a packet over a network with 
maximum packet size is smaller than the received packet size. A Router provides the 
functionality’s of the lower three layers of the IS0 model, namely, the network, the link, 
and the physical layers. Earlier literature on TCP/IP refers to a Router as a Gateway. 
However, the term Gateway refers to a device which provides functionality’s of all seven 
layers of the IS0  Model. 
Header Src.IP.Addr. Dest.lP.Addr Opt. Pad Data 
An IP Packet Encapsulated in an Ethernet Frame 
Figure 1. 
Two or more Ethernets may be interconnected at the network layer by a Rower to 
create a subnetwork. A Router port connected to a LAN has a unique MAC address 
associated with that port as well a unique IP address. A Router maintains a routing table 
associating MAC address and the port-id with the IP address of each Router on the 
NEWIAN and of each IP host in the subnet defined by the Router. Routing of packets 
from source host to destination host on the network is based on the destination host-id 
contained in the packet header. A Router receives only those frames on a port that are 
addressed to it. A received frame is processed and the packet is routed based on the 
destination IP address on the packet. Routing a packet over a LAN requires encapsulation 
of the IP packet in an Ethernet frame as shown in Figure 1. A packet with destination net- 
id other than that of MSFC is routed to the PSCN Router. A packet is routed directly to 
the receiving Router, otherwise it is routed to the Router with the same subnet-id as its 
. the destination host over associated port if the destination subnet-id is the same as the of 
r, destination subnet-id. 
2.3 A Comparison of Bridging versus Routing of IP in the NEWIAN 
A comparison of routing and bridging of IP packets is presented with respect to its 
impact on processing requirements, network traffic, and network operations. 
1) In a bridged network, to send a packet, a source host needs to know the MAC address 
of the destination host; while in a routed network a source host needs to h o w  only the 
MAC address of the subnet Router. 
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2) A broadcast frame on a LAN will be broadcast on every LAN on the NEWTAN in a 
bridged network, while a broadcast M e  will be restricted to that LAN only in a routed 
network. 
3) An ARP request will be broadcast on every LAN for a bridged network, while for a 
routed network the ARP request will be routed to the Router of the subnetwork where the 
destination host resides. The ARP may have to broadcast to all LANs on the subnetwork 
only if the Router can not respond to the ARP from its routing table. 
4) Both a Bridge and a Router provide for store and forward of frames and packets , 
respectively. A Bridge needs to forward /discard each frame on each of the LANs 
connected to it. A Router, on the other hand, receives only frames addressed to it on each 
of its LANs, however, a Router wil l  have to process each received h m e  and route the 
packet based on the destination host-id contained in the packet header. 
5) When an end user WS/PC is moved from one LAN to another, in a bridged network 
the MAC address of its Ethernet interface remains unchanged but is now associated with 
different port of the same or different Bridge in the network. This requires all the bridges 
to update their forwarding tables, however this is not a problem since the bridges are 
learning bridges which update the forwarding tables based on the source MAC address of 
frames it receives on its ports. When a end user WS/PC is moved from one LAN to 
another, in a routed network its IP address needs to be changed only if the new LAN is 
connected to a different Router (and hence is a host in a Merent subnetwork). This 
would have required power-down of the Router, but with the new generation of the 
Wellfleet Routers which are being installed this can be done on-line. 
3. ATM TECHNOLOGY AND EVOLUTION OF THE NEWIAN 
The ATM WAN services in a limited form are available from a number of carriers. 
However use of ATM switches in campus networks is found only in experimental 
networks. This is in part due the lack of standards for Private Network-to-Network 
Interfaces (P-"I) and for LAN emulation, however they are expected to be completed 
by the end of 1994 [5] .  The LAN emulation standards will facilitate development of 
Adapters for Ethernet-ATM conversion as an integral module in an ATM switch and as a 
stand-alone module such as Synoptics Ether-Cell. And P-"I standad will make ATM 
switches from different vendors inter-operable. With the ATM backbone network, high 
speed 100-155Mbps fullduplex ATM adapters for the Servers will be needed. These are 
either already available or are in testing for various machines such as SUN, Silicon 
Graphics, "7000, DEC Turbochannel, and IBM RS6000. ATM adapters are expected 
for PCI bus widely used in 486 and Pentium systems, and for DEC Alpha PC's. While 
ATM adapters and drivers are available for TCP/IP, chivers for Novell Netware are in 
testing, and drivers for Windows NT and Windows Workgroups are expected soon. 
The connections of end user's devices (PC/) to the Servers can take one of many 
forms. A number of single user Ethernets can be connected to an Ether-Cell which in turn 
connects through it's ATM port to the backbone ATM switch. An Ethernet frame is 
switched either to the ATM port (with Ethernet-ATM conversion) or another Ethernet 
port on the Ether-Cell. This permits a PC lOMbps bandwidth and direct access to the 
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backbone ATM switch without requiring adapters and drivers for the PC. It should be 
noted that for a Switched Ethernet with Servers either directly connected to the switch or 
through a FDDI will provide the similar capability. Thus, with or without ATM in the 
backbone, one can provide lOMbps bandwidth to end users. Thus, the applications which 
justify ATM capabilities are those that require bandwidth over lOMbps range such as 
required in real time analysis/display of high density images, or multimedia application 
such as personal vidmconferencing. 
Experimental ATM networks are presently at various stages of development at a 
number of universities [2,4]. The primary application for these networks appears to be 
high speed transfer of medical images for instructional or diagnosis purposes. In addition, 
these also serve as test bed for products developed by vendors or by the universities and 
thereby help the development of the ATM technology. As standards are developed, cost 
of equipment come down, and most importantly new applications emerge, use of ATM is 
expected to gain momentum. Among expected benefits of ATM deployment are 1) it 
enables new applications, 2) it leads to lower operational costs, and 3) it is appears to be a 
long term solution. At the same among concerns expressed by users include 1) incomplete 
standards, 2) lack of interoperable products and services, and 3) high equipment costs. 
4. CONCLUSION 
The NEWIAN network is undergoing updating with new generation Routers and 
routing of IP protocols. While routing entails increased processing over bridging, it also 
results in reduced traffic by limiting broadcast within a LAN and limiting an ARP to at 
most a subnet. The current activities with Switched Ethernet and ATM pilot Network will 
yield valuable experience to guide the future development of NEWTAN and especially help 
determine the role ATM in it. 
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INTRODUCTION 
A segmented mirror adaptive optics telescope called the phased array mirror extendable 
large aperture telescope (Pamela)' was designed by Kaman Aerospace Corporation, delivered to 
Marshall Space Flight Center, and is under study. This telescope has a spherical mirror of radius 
of curvature of 1.5227 m and consists of 36 segments forming a telescope 0.5 m in diameter. 
It is a prototype for a planned 12 m telescope having 144,000 segments. This proposed telescope 
will be used for laser power beaming and may also be used for imaging. A secondary mirror 
forming a catadioptric element corrects for spherical aberration. An additional lens system 
renders the emergent beam parallel. A portion of the emergent beam is deflected with a 
beamsplitter into an imaging CCD detector array. The remainder of the beam is sampled by a 
Hartmann wavefront sensor (WFS)2 which has a detector element corresponding to each mirror 
segment and the detectors are lateral effect diodes (LEDD)3. These elements measure the tilt 
produced by atmospheric turbulence. In correcting for atmospheric turbulence a point source 
beacon is used, which may be a star or artificially produced guide star4 and these are incoherent 
sources. The atmosphere distorts the spherical wave-front from the beacon and the amount of 
phase (tilt) distortion is measured using the WFS. This distortion is removed using the adaptive 
optics telescope and the laser power beam is transmitted after this correction. The mirror must 
be corrected and the laser beam must be transmitted in less than 10 ms which is the approximate 
atmospheric coherence time so all intensity measurements are considered instantaneous. 
Additional optics are required to align the telescope and these are a Wyko interferometer 
for segment tilt adjustment and a white light interferometer to adjust the pitch across the segment 
boundaries. Finally, a spatial filtered, expanded, collimated HeNe laser beam is used after 
alignment to record the central position of the 36 beams in the 36 LEDDs. In test experiments 
an aberrator is placed in this HeNe laser arm after the collimator and the closed-looped WFS- 
actuator-computer control system can be tested under various distortion conditions. 
The concept in the initial alignment of the telescope is to produce an optical transfer 
function (OTF) which closely approximates the diffraction limited value' which would correspond 
to a system pupil function that is unity over the aperture and zero outside6. In some experiments 
an additional computer calculates the OTF. When the system is aligned, the WFS is calibrated 
by recording the spot position on each detector element. When an atmospheric distorted wave- 
front is intercepted by the telescope pupil plane, the WFS measures the wave-front phase 
distortion by noting the change in spot positions and the segment actuator-control computer 
returns the spot on each WFS LEDD to the position it had for the aligned telescope by adjusting 
mirror segments. The atmosphere-instrument system is represented by an atmosphere-instrument 
OTF and the actuator-control computer system adjusts segments to remove any wave-front error 
and reproduce the original aligned telescope OW. 
There are differences in the theory of intensity measurements between coherent and 
incoherent radiation. As a result, some of the classical quantities which describe the performance 
of an optical system for incoherent radiation can not be defined for a coherent field. The most 
important quantity describing the quality of an optical system is the O W  and for a coherent 
source the 0°F is not defined. Instead a coherent transfer function (CTF)6 is defined. 
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THEORY 
A. Theory For An Incoherent Source 
Consider the telescope is in the alignment mode and an incoherent plane wave-front is 
incident on it. After alignment the telescope receives a signal from a distant incoherent poht 
source called a beacon. In alignment the telescope is adjusted to give a system OTF which 
closely approximates the diffraction limited value. For a distant incoherent beacon the incident 
wave-front is plane and spatially coherent before distortion is produced by atmospheric 
turbulence. The WFS and actuator-control computer system attempt to correct the mirror to its 
aligned OTF. In the case of Pamela each WFS element is masked and measures the atmospheric 
phase (tilt) distortion for a single segment of the telescope with no overlap between segments. 
As a result, each sensor detector element has a pupil function which exits over the extent of the 
segment and goes to zero outside the segment. An OTF can be associated with each &or 
segment and system has the total OTF which is the sum of these segment OTFs. The entire 
telescope should be corrected so this discussion will refer to the OTF of the entire telescope for 
this is what is sensed by the imaging CCD array. 
In the alignment mode an incoherent plane wave is incident on the telescope. The pupil 
function of the telescope at point F of coordinates (x,y) in the detector’s pupil plane is h,, (F) and 
the system point spread function (PSF) is o,( r ). The real image intensity7 i (7 ) in the pupil 
plane of the detector is 
i(F) = oo( F) QD is( r) = Iho( F) I* €3 i,(F) 
where i (F )  is the source or object intensity distribution projected to the real image plane and is 
the magnified image of the object and 0 is the convolution operator. If the Fourier transfond 
is taken of equation (l), the image intensity in spatial frequency space U is 
where the capital letters correspond to the Fourier transformed values of the corresponding small 
letters in the previous equation and o is the autocorrelation operation. The quantity I(U) is the 
real image spectrum, I&i) is the object spectrum, O,(U) is the OTF of the aligned telescope, H,(@ 
is the instrument pupil function spectrum. The data from the WFS are recorded after alignment 
and if it is desired, the data from the WFS can be Fourier transformed to yield I(@ and if the 
incident wave-front is plane, its amplitude is constant so &(a) can be measured and removed from 
equation (2) and the instrument OTF can be evaluated. 
If an incoherent point source a large distance (effectively infinite) from the telescope is 
imaged through the atmosphere, the image in the pupil plane of the telescope is 
i,(F) = U,(F) QD i,(F) = la(F) 69 h,(F)IZ €3 f(F) (3) 
where ia( r )  is the atmospheric turbulence distorted image and oa( 7 ) is the atmosphere- 
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instrument PSF. The PSF is the absolute value squared of the product of an atmospheric 
turbulence term convoluted into the instrument pupil function. In Fourier space the signal is 
(4) I,( U )  = Oa( U) Is( u)  = [A( U)Ho( U)]  0 [A( U)Ho( E)] * Is( u)  
where capital letters are the Fourier transformed values. The OTF is the autocorrelation of the 
term [A(fi)H,(B)]. In an adaptive optics system the WFS and actuator-control computer try to 
restore the system to the original instrument OTF, [H,(U) o H,,(fi)]. 
* 
B. Theory For A Coherent Source 
For a laser’s Gaussian beam profile a collimated beam can not be obtained using a lens 
systemg. There are two definitions of collimation of Gaussian beams. One is the divergence 
angle is made as small as possible and the other is the next beam waist is made at the maximum 
distance from the lens system collimating the beam. This means the emerging beam from the 
collimator is a truncated Gaussian beam and it remains a truncated Gaussian in both the real and 
spatial frequency space. The HeNe laser used to align Pamela exhibits an approximate 20% fall- 
off at its input to the WFS. The beam is a spatially and temporally coherent truncated Gaussian 
function. For a coherent source the field can be calculated at any point along the beam path and 
the detector measures the intensity at that point. In the alignment mode for a coherent beam the 
field at a point Fin the pupil plane of the detector is 
where e,( r ) is the calculated field in the pupil plane of the detector, e,( ) is the object field 
in this plane, and h,( r) is the pupil function of the telescope in this plane. The intensity7 in the 
pupil plane of the detector is 
In the Fourier plane the intensity becomes 
The intensity is the autocorrelation of the product of the Fourier transformed pupil function and 
the spatial dependent transformed field and it is not the autocorrelation of just the transformed 
pupil function which is the classical definition of the OTF. If the field in the real plane at each 
WFS element exhibits a measurable lateral spatial coordinate dependence (coordinates 
perpendicular to the direction of propagation of the beam), the recorded calibration position for 
the aligned telescope will be in error. If at the CCD the Fourier transformed field exhibits spatial 
frequency dependence, this dependence can not be removed from the autocorrelations in equation 
(7) and the instrument OTF can not be correctly evaluated. 
A laser source beacon at a large distance from the telescope has been proposed to phase-up 
the adaptive system for the effects of atmospheric turbulence. Assume the coherent laser is 
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operating in the TEM, mode to simplify the theory", then the radial or lateral spatial dependence 
of the laser field is 
(8) E(r) = E,o,/o(z) exp{ -r2[1/02(z) + jk/X(z)]}, 
02(z) = o:[l + z2/z:], R(z) = z[l + z:/z2], and z, = no%/k 
where h is the laser wavelength and a,, is the beam waist. The range is the distance from the 
beacon to the telescope and if z = R goes to infinity, then the field at the telescope is 
independent of r so the field at the telescope is approximately 
E(R) a Eoo:lhR exp[ -jkr2/2R] a Eow:/hR. (9) 
The transformed fields are also independent of the coordinates fand ii in the real and Fourier 
planes. 
In the case of the distant laser beacon traversing the atmosphere the field in the pupil plane 
of the detector is 
e,(7) = u(F)  @ h,(F) @ e,(F). (10) 
The intensity measured by the detector is 
The intensity in spatial frequency space is 
IC( E) = [A( E)Ho( ;)Esc( E)] 0 [A *( u)H,*( u)E,:(u)] 
but since the distant laser field can be assumed independent of the lateral position coordinate 8, 
the field may be removed from the autocorrelation integrals and equation (12) has the same form 
as in the incoherent light case or 
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CONCLUSIONS 
The main conclusion of the paper is that an incoherent collimated source and not a 
collimated laser source is preferred to calibrate the WFS of an aligned adaptive optical system. 
A distant laser source can be used with minimum problems to correct the system for atmospheric 
turbulence. The collimation of the HeNe laser alignment source can be improved by using a very 
small pin hole in the spatial filter so only the central portion of the beam is transmitted and the 
beam from the filter is nearly constant in amplitude. The size of this pin hole will be limited by 
the sensitivity of the LEDD elements. - 
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INTRODUCTION 
. 
A well known problem that has plagued microgravity materials processing and 
bioprocessing experiments for a very long time is the formation of undesired bubbles 
during procedures involving liquid transfer and mixing. It is conjectured that often 
bubble appearance is not due to simple mechanism leakage or lack of proper liquid 
degassing, but due to a phenomenon associated with microgravity environment. In a 
number of reported incidents, liquid handling operations performed on flight hardware 
in 1-g result in no bubble formation, while bubbles were observed when the same 
operations were performed in microgravity. 
As an example, in the recent USML-1 shuttle mission a number of fluid experi- 
ments were adversely affected by unexpected and unexplained bubble formation. The 
Nucleation of Crystals from Solution (NCS) experiment experienced bubble formation 
in its solution reservoir which greatly interfered with the transfer of solution to the 
nucleation chamber both by agglomorating in the transfer line and by forming voids 
in the nucleation chamber. These bubbles appeared to have been generated at the end 
of the fill line, and sufficient number of bubbles were present in the cell to prevent 
initiation of nucleation on the first experiment run. An exceptional effort was required 
by the crew to accomplish a successful second run. 
The Onset of Oscillatory Thermocapillary Flow Experiment (OTFE) also had 
problems with bubbles that were formed in the bottom of the heated liquid chamber. 
However, in this case the bubbles only interfered with the observations of the flow 
patterns and did not &ect the experiment itself. 
In the Protein Crystal Growth Glovebox (PCGG) experiment unexplained bubble 
formation was observed while extruding solutions from syringes and filling syringes for 
the experiments. During filling process, these bubbles appeared on the walls of initially 
dry syringes and were removed by manually centrifuging the syringes. This procedure 
wasted valuable time. During extrusion of solutions from syringes, bubbles appeared 
at the exits of the syringes. They were suppressed by greatly slowing the extrusion rate 
, which again wasted valuable time. This problem was especially serious during the 
solution mixing process required to initiate crystal nucleation due to the excessive time 
required to perform the procedure slow enough to avoid bubble formation. In another 
instance bubbles were observed to form during stirring of PCG solution in a polysulfone 
container with a needle. When the needle tip accidentally scrapped the surface of the 
container small bubbles were observed. However, upon repeating the same procedure 
in terrestrial conditions no bubbles were observed. 
In all of the USML-1 examples cited above, bubbles appeared to be associated with 
the flow of liquids in tubes or through orifices, and occurred in of preflight degassing 
procedures. The specific exmples were discussed in post-flight crew debriefing and 
subsequent personal communications. It is abundantly clear from these examples that 
formation of undesired bubbles can arise unexpectedly and with great frequency when 
transferring liquids in microgravity environment. 
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PROBLEM DEFINITION 
The basic difficulties encountered with bubble formation during the low gravity 
experiments described above are due to the lack of specific procedures for dealing with 
bubbles. For example, any bubble generated during filling of an empty container with a 
liquid solution in terrestrial environment will eventually migrate to the top of the liquid 
where it will finally break the liquid/gas surface. In this instance buoyancy force works 
to ensure that the liquid bulk remains bubble free. Thus no special considerations 
need be adopted in this case to inhibit bubble generation during the filling procedure. 
In low gravity environment on the other hand, any bubble formed during filling will 
remain stationary within the liquid host and thus negatively impact the experimental 
procedure. Such a response of the bubbles is typically due to the absence or dimunition 
of gravity induced buoyancy force. It is clear that the liquid transfer procedures involved 
in the experiments described above will have to be modified when performed in low 
gravity environment in order to ensure that bubbles are not formed. 
Once bubbles are generated within a liquid host their subsequent development and 
motion in low gravity environment cannot be easily predicted. This difficulty is essen- 
tially due to the absence of the buoyancy force in such an environment. Furthermore, 
thermocapillary effects cannot be exploited for effecting liquid/gas separation in most 
of protein crystal growth processes due to the absence of the necessary temperature 
gradients in the liquid solutions. Thus the most desirable option for dealing with bub- 
bles in this case is to prevent their formation in the first place. In order to ensure 
that bubbles are not generated requires developing special liquid handling procedures. 
Such procedures will involve both new fluid transfer protocols as well as novel container 
designs. 
Gas bubbles are formed within liquid bulks in either one of two ways. Either by 
gas entrainment into the liquid through the gas/liquid free surface or by nucleation and 
diffusion of the dissolved gases within the liquid bulk. Bubbles may be formed by gas 
whenever a free gas/liquid interface is broken such as might happen when developed 
waves on the interface are amplified and subsequently broken. This may occur during 
filling of an empty container with liquid from a supply tank. Bubbles can also develop 
by nucleation from a vapor pocket seed through either homogenous or heterogeneous 
nucleation. In the homogeneous nucleation case the vapor seed is formed due to ran- 
dom molecular action within the liquid under the proper thermodynamic conditions. 
Homogeneous nucleation may occur whenever the pressure within the liquid falls below 
the vapor pressure or the temperature rises above the saturation temperature. Hetero- 
geneous nucleation is usually initiated by trapped gas pockets in crevices at solid walls 
which are in contact with the bulk liquid. 
When transferring liquid to an empty container under adiabatic conditions and 
without large variations in pressure, bubbles are most likely formed by entraining gas 
through the liquid/gas interface. It is necessary in this case to keep the frcl. -1irface 
stable and free from waves during the filling process. These requirements may be 
accomplished by optimizing the liquid injection rate, as well as by the proper design of 
the inlet nozzle and the geometry of the receiving container. 
111-2 
, 
When using a syringe to transfer liquids, either through injecting liquid into a host 
bulk or by withdrawing liquid from a bulk, bubbles may be formed through homoge- 
neous or heterogeneous nucleation processes. In the injection case a cavitation bubble 
may form in the vicinity of the needle tip where the pressure conditions are extreme 
and crevices may be present in the external or internal walls of the needle. In the 
liquid suction case the adiabatic expansion within the syringe piston could reduce the 
pressure well below the vapor pressure and thus allow bubbles to form. In addition 
since the volume of some of the liquid bulks is small, the possibility could exist for the 
needle to break the liquid bulk surface allowing gas to be entrained into the syringe. 
This is possible in low gravity environment since the liquid bulk inside the vessel may 
not always be in contact with the vessel wall. 
APPROACH 
In order to understand the fundamental physics in bubble formation in micrograv- 
ity a number of experiments were designed to study this phenomenon under controlled 
conditions. Specifically, a number of tests were designed to be performed onboard the 
NASA KC-135 airplane for the purpose of understanding the conditions that lead to 
bubble formation during microgravity liquid transfer. The KC-135 airplane provides 
approximately 40 parabola each of 30 seconds duration with a gravity level of go 
per flight day. Normally, 4 days are available for testing during a flight campaign. 
The first flight in this effort took place on March 14 - 18, 1994. In that flight 
three types of low gravity experiments were performed. In the first set of experiments 
water with PEG solution was injected, at various flow rates, through different needle 
diameters into a group of empty containers configured to duplicate the NCS experiment 
that was carried onboard USML-1. The purpose of these tests is to investigate bubble 
formation due to breakdown of the liquid/gas interface as the test cell is being fdled 
with liquid. In the second set water with PEG solution was injected into liquid filled 
container of unique design to investigate cavitation phenomenon for submerged jets. 
Different needle sizes were used in these tests as well as different flow rates. In third 
set a number of "scratch tests" were performed by scrapping a needle with a sharp 
tip over various plastic surfaces that were submerged in water or PCG type solutions. 
These tests were intended to duplicate specific incidents reported to occur during the 
Glovebox PCG experiments. 
All of the test chambers were constructed from transparent material such as plexi- 
glass in order to allow for visual recording of the fluid motion within the test cells. High 
speed motion picture cameras were used to record all of the tests. In addition, both 
temperature and pressure data were collected for the submerged jet cavitation tests. 
Two pressure transducers were used in that test, one located at the entiilill to the 
jet inlet line, and another at the inner wall of the chamber to record the bac.i,-lIliind 
pressure. For each experiment a sequence of individual tests were designed i r i f t l  111  ted 
within a test matrix. All of the items in the test matrices for these experiiiit.iits were 
successfully conducted during the four flight of the campaign. All of the IUO\ i t ,  record- 
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ings were performed at at a speed of 400 frames per second to allow for reasonable 
resolution of the events. fifteen rolls of films were used during that flight. The analysis 
of the films was conducted at 30 frames per second which was recorded on video tapes 
for convenience. 
The NCS filling tests yielded the most dramatic images. For the high inflow rates 
the exiting liquid was seen to spread along two paths. One path is along the floor of 
the cell in the form of a very thick liquid film with a front advancing radially from 
the exit corner. The second path of the liquid is along the two side walls adjacent to 
the exit nozzle (the exit nozzle in all of these tests was located at the bottom corner 
of the test cell). In this case the liquid took the configuration of growing drops along 
the cell sidewall. Also the liquid was observed to climb along the inlet tube in the 
cell corner and spread along the top surface. Eventually, the liquid for these tests 
took a shape similar to an hourglass form. Needless to say that for such a complex 
liquid configuration the liquid engulfed a large number of bubbles and finally was full 
of bubbles. In the low flow rate tests as the liquid exited the nozzle it took a spherical 
form which expanded outwards in the radial direction. The spherical shape become 
more symmetrical with decrease in the flow rate. A spherical shape for the liquid/gas 
interface is the theoretical limit for zero gravity. The number of engulfed bubbles in all 
of these tests decreased with decrease in the flow rate. 
The submerged jet cavitation tests did not show any bubbles forming at the jet exit 
nozzle. This was expected since the hardware design criteria, i.e. jet diameter and jet 
exit speed, were well below the critical values for cavitation to take place. These tests 
were repeated in the second flight campaign in which the jet conditions were brought 
closer to the critical values. 
Careful analysis of the scratch tests have lead to the conclusion that the the gas 
bubbles observed during the shuttle experiments must have been entrained through 
the gas/liquid free surface with the assistance of the needle. This conclusion was made 
after the films were slowed down to 6 frames per second and then down to a single 
frame observations. In other words, the entrainment mechanism occurred extremely 
fast. Single frame analysis shows very clearly that a fast oscillation of the needle tend to 
engulf gas from the downstream side of the needle at the liquid/gas interface and then 
down into the liquid bulk along the needle axis. The gas is initially entrained in the 
form of a cloud surrounding the submerged portion of the needle which subsequently 
breaks up into bubbles. The bubbles will then spread throughout the liquid bulk along 
the motion streamlines of the liquid. There are two characteristic feature of these tests, 
one is that there exists a lower limit of the needle oscillation speed below which gas is 
not entrained. The other feature is the speed with which gas is entrained. the gas cloud 
appears in single frame advance indicating that it occurs in under 2.5 milliseconds. 
These tests are far from being complete and further experiments are planned in 
order to advance the tests to the point of establishing a final conclusion on bubble 
formation in microgravity fluid handling processes. Also the results from all the tests 
will indicate the optimum design criteria for microgravity hardware for liqllid handling. 
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CONCLUSIONS 
Two KC-135 flight campaigns have been conducted to date which hare specifically 
dedicated to study bubble formation in microgravity. The first flight was conducted 
during March 14-18,1994; and the other during June 20-24, 1994. The results from the 
June 1994 flight have not been analyzed yet, while the results from the March flight 
have been partially analyzed. Thus the conclusions detailed in here are based on the 
results from first flight. 
In the first flight three different experiments were performed, one with the spe- 
cific aim at determining whether or not cavitation can take place during any of the 
fluid handling procedures adopted in the shuttle bioprocessing experiments. The other 
experiments were concerned with duplicating some of the procedures that resulted in 
bubble formation namely the NCS filling procedure and the needle scratch of a solid 
surface. The results from this set of experiments suggest that cavitation did not take 
place during any of the fluid handling procedures. The results clearly indicate that 
almost all the were generated as result of the breakup of the gas/liquid interface. This 
was convincingly demonstrated in the scratch tests as well as in the liquid fill tests. 
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INTRODUCTION 
Virtual reality is the computer graphics creation of an environment 
which allows its participants to physically interact with objects within an 
electronic environment. A virtual reality applications program has been 
under development at the Marshall Space Flight Center (MSFC) since 1989. 
The MSFC VR systems consists of VPL Research, Inc. Eyephones (Models 1 
and LX), DataGloves, and software (Swivel 3D, Body Electric, and ISAAC), 
Polhemus Isotrak and Fastrak spatial tracking systems, two Macintosh IIfx 
computers and two Silicon Graphics Inc. graphics computers (4D/3 1 OVGX 
and 4Dl320VGXB). The objectives of the MSFC VR applications program 
are to develop, assess, validate, and utilize VR in hardware development, 
operations development and support, mission operations training, and 
science training. 
This research project seeks to meet the objective of science training 
by developing, assessing and validating VR as a human anatomy training 
medium. Current anatomy instruction is primarily in the form of lectures 
and usage of textbooks. In ideal situations, anatomic models, computer- 
based instruction, and cadaver dissection are utilized to augment the 
traditional methods of instruction. At many institutions, lack of financial 
resources limits anatomy instruction to textbooks and lectures. However, 
human anatomy i s  three-dimensional, unlike the one-dimensional 
depiction found in textbooks and the two-dimensional depiction found on 
the computer. Virtual reality is a breakthrough technology that allows one 
to step through the computer screen into a 3-D artificial world. This 
technology offers many opportunities to enhance science education. 
Therefore, a virtual testing environment of the abdominopelvic region of a 
human cadaver was created to study the placement of body parts within 
the nine anatomical divisions of the abdominopelvic region and the four 
abdominal quadrants. 
RESEARCH PLAN 
The development of the VR training medium consisted of the 
following objectives: creation of a static three-dimensional model of the 
abdominopelvic region of a human cadaver utilizing RB2 Swivel software, 
creation of the behavioral relationship between objects in the virtual 
environment via Body Electric software and establishment of the 
communications between the two software packages- RB2 Swivel and Body 
Electric. Completion of these objectives resulted in the creation of a three- 
dimensional computer graphics model of the human body in which one is 
able to enter, "fly" around, grab and rearrange organs (see Figure 1). The 
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hypothesis of the research project is  that an immersive learning 
environment affords quicker anatomic recognition and orientation and a 
greater level of retention in human anatomy instruction. Based on this 
hypothesis, the study will attempt to determine the most appropriate time 
to augment traditional human anatomy instruction with virtual reality 
training. 
The proposed research study will be assessed and validated during 
the institutional cycle at Oakwood College and will utilize a cohort design 
with treatment partitioning. Two groups will exist- experimental and 
control. The purpose of the design will be to test whether the two groups 
differ. In the control group, students will be exposed to the traditional 
non-immersive learning environment. In the experimental group, 
students will be exposed to the non-traditional VR immersive learning 
environment. Comparisons of these two groups will be made with the 
ultimate goal of determining if there were quicker uptake and longer 
retention in the group exposed to the immersive non-traditional VR 
learning environment. Both groups will be given pre- and post- paper 
tests to validate the efficacy of VR as a teaching modality for human 
an atom y instruction. 
The respondents will be partitioned into one of three groups based 
on the extent of their experience. This will be done to strengthen the 
internal validity of the cohort design. These groups will include the 
following: students who are enrolled in Medical Terminology, students 
who are repeating Medical Terminology, students who have been exposed 
to Anatomy & Physiology at the undergraduate level and students who 
have been exposed to Anatomy & Physiology at the high school level. 
In the experimental group, students will be further subdivided into 
one of three groups: pre-VR training, concurrent VR training and post-VR 
training. All students will be given a paper pre-test one week prior to VR 
immersion and subsequently lectured on the placement of body parts in 
the nine anatomical divisions of the abdominopelvic region and the four 
abdominal quadrants. Students in the pre-VR training group will utilize the 
human anatomy VR training modality one day prior to the lecture. 
Students in the concurrent VR training group will utilize the human 
anatomy VR training modality one day after the lecture. Students in the 
post-VR training group will utilize the human anatomy VR training 
modality three days after the lecture. All students will be given a post- 
paper test one week and six weeks post-VR immersion. 
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For the control group, archival records from the previous year's class 
will be obtained because i t  is reasonable to assume that the background 
characteristics of this group will be similar to those of the experimental 
group at the same institution. This cohort design will allow the drawing of 
causal 'quasi-comparability' inferences between the cohorts that do and do 
not receive VR training. 
In conclusion, the assessment and validation of virtual reality as a 
tool for human anatomy instruction will determine the extent to which an 
artificial computer graphics simulation of the human body augments 
traditional modes of instruction. 
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INTRODUCTION 
Residual stresses are stresses that remain in a body after all external stresses are removed. 
They may either lower the usable strength, or may be beneficial and raise the strength. Residual 
stresses can arise from manufacturing processes or from non-uniform temperature changes. They 
result from stress levels causing plastic deformation of the material, which is then elastically 
unloaded, but prevented from returning to its initial state by interior or exterior structural restraints. 
The welding process, in particular, creates residual stresses. These stresses have been related to 
cracking in r e p r  welds which has been observed in A1 2195, the lightweight aluminum-lithium 
alloy to be used in the Light Weight Space Shuttle Tank. 
The mechanism that results in residual stresses in the welding process starts with the 
deposition of molten weld metal which heats the immediately adjacent material. After the 
solidification of weld material, normal thermal shrinkage is resisted by the adjacent, cooler 
material. When the thermal strain exceeds the elastic strain corresponding to the yield point stress, 
the stress level is limited by this value, which decreases with increasing temperature. Cooling then 
causes elastic unloading which is restrained by the adjoining material. Permanent plastic strain 
occurs, and tension is caused in the region immediately adjacent to the weld material. Compression 
arises in the metal farther from the weld in order to maintain overall static equilibrium. Subsequent 
repair welds may add to the level of residual stresses. 
The level of residual stress is related to the to onset of fracture during welding. Thus, it is of 
great importance to be able to predict the level of residual stresses remaining after a weld 
procedure, and to determine the factors, such as weld speed, temperature, direction, and number of 
passes, which may affect the magnitude of remaining residual stress. The purpose of this project 
was to develop a simple model which could be used to study residual stress. It was hoped to use 
traditional analytical modeling techniques so that it would be easier to comprehend the effect of 
these variables on the resulting stress. This approach was chosen in place of finite element methods 
so as to facilitate the understanding of the physical processes. The accuracy of the results was to be 
checked with some existing experimental studies giving residual stress levels found from X-ray 
diffraction measurements. 
THEMODEL 
The structure which was modeled was a thin plate of infinite width. It was considered to have 
a weld of uniform thickness deposited along a central line. The plate was assumed to have uniform 
thickness and uniform physical properties, although the yield stress, elastic constants, and 
coefficient of thermal expansion vary with temperature. The coordinate system is shown in Figure 
1. The x-coordinate is along the width of the plate perpendicular from the weld, y is the weld 
direction, and z is the thickness direction. 
The analysis of the mathematical model was composed of a thermal analysis to determine the 
temperature distribution, and a subsequent stress analysis, using the resulting temperature 
distribution. 
THERMALANALYSIS 
The heat supplied by a welding arc produces complex thermal cycles in the weld zone. It was 
assumed that the heat source was a point source, and all losses were by conduction into the plate. 
The temperature was assumed to be unchanged at a large distance from the weld. The basic 
equation is: 
- = K  dT ( d q  - +  - d2T + E) 
at ax2 ay2 az2 
v- 1 
where 
K = thermal diffusivity = Ucp, h = thermal conductivity, c = specific heat 
It was assumed that the temperature distribution varied only in the x-direction so that the 
equation could be further simplified to 
at 
This equation was solved by a finite difference formulation: 
At =a Ax Tii - Ax Tij+l - Tii K Ti+lj - Tii - 
or 
where the subscript j represents a time 
increment and i represents a spatial nodal 
increment in the x-direction. The model is 
shown in Figure 1. 
Initially, the temperature at the central 
node was set at 600" Cy the approximate 
melting temperature of aluminum, and the 
other nodes set to 20" C ambient 
temperature. The above equation was used 
to calculate heat flow over enough time 
intervals until an approximately uniform 
Figure 1. Finite Difference Model of Plate 
distribution was G h e d  acros~ the plate. This formulation will approximate the temperature states 
passed through by a welded plate. A total of 27 nodes were used, representing symmetric nodes on 
each side of the center weld. The nodes were spaced at x = weld width = thickness of plate = 114". 
A time increment was chosen corresponding to- 
a weld speed of v = 8 inlmin. Then At = Ay/v 
= 1/8"/8 inlmin = 1/64 min or approximately 1 
second. However, it was found that a time 
interval of 0.1 second was required for 
convergence. A value of K = 53mm*/sec = .Os 
in2/sec for 2219 A1 was used. The MATLAB 
program was used to solve the equations, and it 
was found that an approximately uniform 
distribution was reached after 76 time iterations 
or 7.1 seconds when the change in temperature 
at the middle of plate from one time interval to 
the next was less than 5%. The temperature 
distribution for eight time intervals is shown in 
Figure 2. These values were used for the initial 
values in the following stress analysis. 
loo 
0 
4 4 -2 -1 0 1 2  3 
D*bnahCnrdPTmidr 
Figure 2. Results of Thermal Analysis 
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STRESS ANALYSIS 
equilibrium is attained. Then, the temperature 
distribution for the next time interval is applied, 
the stresses resulting from the previous time 
increment, before matching them against the 
process, the final stress level at the last time 
increment is the residual stress in the plate. 
The results of the analysis are shown in 
A maximum value of 48.5 ksi tensile is 
and the calculation process begun again, adding 
yield stress level. At the conclusion of the 
Figure 3. 
found at the weld centerline, with a 
compressive value of -6.0 ksi seen at the edge 
Residual stresses were calculated using a model which represents the plate as a series of 
unconnected bars, undergoing only axial strain. Eight time intervals were selected, and each bar 
was assigned a temperature distribution based on the thermal analysis above. The mechanical 
properties were assumed to vary with temperature, and values for yield stress, coefficient of 
thermal expansion, and modulus of elasticity were used for 2219 aluminum alloy based on Ref.2 
It was assumed that an idealized stress-skiin relationship holds, with a constant yield stress 
for each temperature level. Time intervals were taken close together near the onset of welding and 
further apart as the time approached the state of uniform temperature distribution. The effects of 
transverse stress were ignored and uniform longitudinal strain across the plate was assumed. 
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increases. 
Comparison with Experimental 
These results were compared with X-ray 
Results 
diffraction residual stress measurements 
previously made on 2195 aluminum alloy. 
These results are shown in Figure 4. 
They reveal a maximum tensile stress of 39.7 
h i  at a distance of 0.42 in from the weld 
centerline, and a maximum compressive stress 
of - 16.7 ksi at a &stance of 1.08 in from the 
centerline. They also show a reduction of 
tensile stress within the weld to almost zero at 
the centerline. The analybcal model gives a 
Longitudinal Residual Stress - Ksi 
0 0.5 1 1.5 2 2.5 3 3.5 
Distance from Weld Centerline - Inches 
Figure 4. Residual Stress Measurements 
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maximum tensile stress of 48.7 h i  at the centerline and a maximum compressive stress of -6.0 ksi 
at a distance of 0.5 inches from the centerline. These results compare reasonably well in 
magnitude, although the experimental results show stress maxima to be located farther away from 
the centerline. The analytical results show the same shape of stress distribution. 
While this correlation is encouraging for the simple model used, it was hypothesized that an 
improved model, incorporating the effects of transverse stress, might show the decrease in tensile 
stress within the weld seen in the experimental study. It also would provide a value for the 
transverse stress, which may be related to the onset of fracture observed in repair welds. The 
supposition was that as the weld area shrinks, a restraint to transverse contraction is provided by 
the adjacent cooler material. This restraint causes a transverse tensile stress which is associated 
with a longitudinal compressive stress, through the Poisson effect. This stress would tend to lower 
the tensile longitudinal stress previously modeled. 
STRESS ANALYSIS INCLUDING TRANSVERSE STRESS 
Each of the elements in Figure 1 is assumed to be in a state of plane stress. It is assumed that 
is constant across all elements i. The stress the longitudinal strain E* and the transverse stress 
strain relations in the i-th element are (Ref. 3) 
P P where and Eyi are the plastic 
strains which accumulated prior to the current time interval, AE$ and AEyPi are the incremental 
plastic strains developed in the current time interval, & is the constant transverse stress, q i  is the 
constant longitudinal stress, and vi is Poisson’s ratio. Static equilibrium across the width of the 
plate is given by the equation 
and the condition restricting the total transverse displacement to zero is gven as 
where the summations are over all the elements, and Axi is the width of the i-th element. These 
equations can be written as a series of linear equations in the unknown quantities 4 Oyi  , 
E y  . At the first time interval, t = 0 the right-hand side of these equations contains the known quanbtm 
aiTi, where Ti are again taken from the thermal stress analysis. Elastic strains are assumed, so 
that the plastic strain terms E’ and Ae’are zero. The equations are then solved, and if a stress level 
exceeds the yield stress, it is equated to the yield stress. The equations are then solved again, but 
the yield stress for that element is now known, and a plastic strain is now introduced as an 
unknown, replacing the role of the elastic stress component. The solution of this set of equations 
yields the plastic strain increment for the first time interval. At the next time period the previous 
plastic strain increment becomes the E‘ term and is placed on the on the right hand side of the 
equations. The procedure is repeated for each time interval. The solution at the final time interval 
provides the residual stresses in the plate. The results are shown in Figure 5. 
is the transverse strain, E, is the constant longitudinal strain, 
E a y i A X i  = 0 
ZEXiAXi = O 
- 
V-4 
They show a similar distribution to the 
previous analysis. The maximum tensile 
stress was reduced about 30% to 34 ksi and 
compares more closely to the experimental 
results. The compressive stress level of -6 
ksi is comparable to the previous result. A 
transverse compressive stress of -4.5 ksi 
was calculated, and can be compared to an 
experimental result varying from -4.6 to 
-13.1 ksi located from 1 in to 3 1/2 inches 
from the weld centerline. 
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'Figure 5. Results of Tranyvz&ess Analysis 
Future Directions 
This project did succeed in reproducing qualitative residual stress characteristics similar to 
expected and observed results. The maximum value of tensile residual stress agreed within 12% of 
the experimental values, whle the compressive stress levels were approximately 112 of the 
experimental results. The dip in tensile values in the interior of the weld was not reflected in the 
model. The following areas for further research in this area should be pursued: 
1. The thermal analysis can easily be coupled with the stress analysis for greater computational 
efficiency. In this way a solution would flow directly from the assumed temperature distribution to 
the final residual stresses. 
2. Refinement of the model within the weld area should be made to include smaller elements 
and changed properties reflecting the changed metallurgical characteristics of the solidified weld 
material. 
3. A more realistic thermal model reflecting the continuous heat input of a moving line heat 
source would could have a large effect on the residual stresses. 
4. The transverse stress model should be improved. The plastic strain portion of the solution 
5. Critical stress values should be correlated to fracture of welded plates and to further 
should be analyzed more carefully, possibly using the Prandtl-Reuss flow rule. 
experimental results which should be tied to analytical models. 
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INTRODUCTIO N 
The use of composite materials in structural applications is becoming more widely 
accepted. The success of composites on the Delta and Titan solid rocket motor programs clearly 
indicates that composite materials can be used reliably in launch vehicle hardware. Even with 
this success, there is still concern related to the effect of foreign body impact events on the 
integrity of composite structures. The manufacturing, storage, transportation, and service 
environments are filled with foreign body impact event scenarios. Some of these scenarios can 
severely degrade the integrity of the composite structure; however, many will have little or no 
effect at all on structural integrity. A methodology for determining the severity and residual 
effects of foreign body impact events on composite structures has yet to be developed and 
accepted by the composite materials community. As a result, current flight hardware that is 
knowingly subjected to a significant impact event is removed from service. 
This overly conservative approach to dispositioning composite structures subjected to 
impact events was recently used to remove a TOS-2 Kevlar motor case from service. This 
incident refocused NASA MSFC's attention on the need to develop a methodology for assessing 
the extent and effect of impact related damage on composite structures. The RTOP entitled 
Filament Wound Composite Pressure Vessel Damage Tolerance Program was conceived in 
March 1992 and h d e d  in July 1992 at NASA MSFC to address this need. The scope of this 
RTOP includes development of Non-Destructive Evaluation ("DE) techniques, subscale testing, 
and analytical model development. 
One aspect of the analytical model development task is the development of an analytical 
methodology that can be used to evaluate the experimental data, predict damage fomation and 
modes, and predict the residual properties of an impacted composite structure. Several 
methodologies have successfully predicted the response of composite structures to impact events 
[1,2,3,4] and the scaling of impact events up to the point of damage initiation [5,6,7]. However, 
methodologies for predicting damage fomtion [8,9] to date have been either empirical or 
material specific. 
The rcmainder of this report will discuss a methodology that can be used to assess the 
effect of foreign body impacts on composite structural integrity. The described effort focuses on 
modeling the effect of a central impact on a 5 3/4" filament wound test article. The discussion 
will commence with details of the material modeling that was used to establish the input 
properties for the analytical model. This discussion is followed by an overview of the impact 
assessment methodology. Finally, the progress on this effort to date will be reviewed along with 
a discussion of tasks that have yet to be completed. 
MATERIAL PROPERTIES 
The success of modeling the 5 3/4" bottle shown in Figure 1 is dependent on the accuracy 
of the material properties input to the models. The bottle configuration contains four different 
types of materials: rubber liner, inert propellant, steel boss, and composite outer layer. The 
material properties for the liner, propellant, and boss are summarized in Table 1. These 
materials are all isotropic and, for the loading being considered, behave in a linear-elastic 
Steel Boss 
Liner 
hert Propellant 
6.76 h 
1 
Figure 1: Illustration of 5 3/4" bottle 
E (psi) V 
30(106) 0.3 
1,440 0.49 
800 0.49 
manner. The composite outer layer is the primary load bearing component of the bottle. The 
composite constituent materials used are IM7 fibers embedded in 8553-45 matrix material. 
To MIy model the response of the bottle to a central impact event and evaluate its 
residual properties, material properties of the composite layer at the constituent, lamina, and 
laminate level are required. Effective constituent properties were determined using vendor 
supplied unidirectional property data and micro-mechanics models. Micro-mechanics, 
variational principals, and lamination theory were employed to compute the properties of the 
composite laminate in the cylinder and dome sections of the bottle. In the cylinder section of the 
bottle the laminate is filament wound into a [904k11.5/904+11.5] configuration. The resulting 
orthotropic material properties are: 
E,= 12.7 Msi 
Eg 13.6 Msi 
E,= 1.34 Msi 
v,= 0.002 
vet= 0.345 
v,= 0.345 
Ge= 9.55 Msi 
Ge= 5.32 Msi 
G,= 4.95 Msi 
where the coordinate directions are defined as a-axial (along the length of the bottle), 
8-circumferential direction, and r-radial direction. 
The complex laminate configuration in the dome - 
section of the bottle is a result of the polar wind used to g 
fabricate the bottles. As a result the laminate $ 
configuration and thickness change continuously from 
the top of the dome (at the cylinder/dome intersection) 
to the bottom of the dome (at the boss). Thus the 
material properties in this region are continually e w m a o ~ s o m n  
changing as shown in Figure 2 and become extremely 
anisotropic. For modeling purposes the three 
dimensional anisotropic material properties for the dome 
were computed at discrete increments along the 
curvature of the dome. The laminate configuration at 
discrete increments were computed using a contractor 
Angle From Top Of Dane 
2: Variation of dome properties 
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supplied model. The discrete increments were chosen to correspond to the location of element 
center points in the finite element model used to predict the impact response. - 
of this loading condition a maximum displacement 
of 0.1" is produced at the point of impact. Figure 
MODEL DEVELOPMENT 
Figure 4:  isp placement contours in bottle 
resulting from the impact event. 
The modeling of the 5 3/4" bottle shown in Figure 1 requires a systematic simpwcation 
of the complex phenomenon associated with the impact event. Because of the relatively high 
ratio of the impactor mass to effective bottle mass, the effect of the higher order vibration modes 
can be ignored enabling the use of a static analysis 
various levels of modeling starting at the global or 
111 structural level and ending at the 
micro-mechanics level. This step wise approach is 
taken in order to facilitate the determidon of 
fiber and matrix phase averaged stresses in the 
composite layer that result fiom the impact event 
while at the same time making scient use of 
computer resources. The phase averaged stresses 
in the composite are used to predict damage and 
eventually residual properties of the bottle. 
The global or 111 structural model 
employs the use of the finite element technique. 
The finite element mesh used in this investigation 
is shown in Figure 3. At this level the composite 
~31. The static analysis employed involves 
is modeled a single layer of homogeneous 
material. The h i t e  element model takes Figure 3: Global iinite element mesh of bottle 
advantage of the symmetry assochted with the I 
4 illustrates the displacement contours for the impact event that was produced using the above 
described model. 
The second step in the modeling process models the region local to the impact event using 
a h e r  finite element mesh. At this level each layer of the composite is modeled as a 
unidirectional ply. The displacements calculated using the global finite element analysis are used 
as the boundary conditions for the local finite element mesh. Since the local mesh will have more 
nodal points along all of the boundaries, polynomials are fit through the results of the global 
analysis in order assist in the estimation of the proper nodal constraints on the boundary surfaces 
of the local finite element mesh. The load resulting fiom the impact event in this model is 
modeled as a elliptical pressure distribution [lo]. The resulting stress distributions in the 
individual plies are then calculated. These results are then used by a micro-mechanical analysis 
that computes the phase (constituent) averaged stresses. Knowing the phase averaged stresses, 
damage in the constituent phases are predicted. These predictions are then used to degrade the 
material properties in the damage regions in order to calculate the residual properties of the 
bottle. 
PROGRESS. TASKS REMAINING, RECOMMENDATIONS 
The above described effort has made sigaificant progress this summer. The modeling of 
all the materials in the bottle has been completed. Some of the material properties were 
experimentally verified. The global finite element analysis has also been completed and the 
displacements in the region of the impact event have been determined. Currently, the construction 
of the local finite element model is in progress. The micro-mechanical models that will be used to 
predict the constituent phased averaged stress using the results of the local finite element model 
have already been constructed. The 5 3/4" bottles were impacted earlier this year at NASA 
MSFC. Correlations between the model predictions and the observed damage remain to be made. 
As a result of this summers efforts the following recommendations are made to help 
improve NASA MSFC's capability to predicting the response of composite structures to foreign 
impact events: 
1) The current model for the geometry of the composite in the dome requires modification to 
account for tow width and the use of helical winds. 
2) A user subroutine needs to be developed that will allow the local finite element code to 
have direct access to the micro-mechanical models. This will enable progressive damage 
analysis of impact events to be performed. 
3) An effort should be initiated to develop a model that will predict the residual properties of 
the composite bottles after they have been impacted. 
4) The 18" bottles that are slated for testing in FY '95 should be modeled using the above 
methodology to veri.@ the approach taken. 
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INTRODUCTION 
c 
NASA is studying the replacement of rocket engine hydraulic systems with electro- 
mechanical actuators (EMAS). Repairing and refurbishing hydraulic systems is one of the 
major costs of preparing the Space Shuttle for flight. Previously, EMAs could not match 
the weight, volume, and performance characteristics of hydraulic systems, but new rare 
earth magnet technology makes EMAs competitive. 
Motor design technology has improved recently with the development of finite 
element methods for magnetic Codes are available to do the analysis, but 
these codes are either costly or run on relatively d e n d l y  main fiames. Furthermore, the 
codes are usually general purpose codes that solve a variety of problems (structural, 
thermal, dynamic, etc.). They are relatively costly, do not allow access to source codes, 
nor to all  the variables that are required for the analysis. Furthermore, priorities for 
upgrades to the codes are determined by the marketplace. For these reasons, a NASA 
code that runs on user fiendly PCs is desirable. 
FEMOT PHILOSOPHY 
The specifications for FEMOT were as follows: 
1. Provide nonlinear solutions to the magnetostatic problem 
2. Able to solve problems up to 15,000 nodes 
3. RunonPCs 
4. Requires a Illinimum of commercial software 
5 .  Allow run time access to every variable in the code 
=MOT as implemented will run on a PC. The only commercial software required 
is Borland C/C++. The version used was 3.1. Version 4 is now available for less than 
$150. A spline interpolation hction fiom Numerical Recipes in 6 was the only other 
piece of software used, The spline routine can be obtained fiee fiom Internet. These 
requirements satis@ specification 4. Borland C/C+ has a symbolic debugger that permits 
stepping l i e  by line through the code and allows access to every variable in the code 
during run time. This feature is usefbl for debugging the code as well as debugging motor 
runs on FEMOT. Hence, specification 5 is satisfied. 
Memory is the greatest restriction to running on a PC. The code was developed 
on a 386 PC with 16 M RAM. To minimize the memory required, the code should store 
and solve linear systems using only the nonzero elements of the coefficient matrix. Using 
only the nonzero elements also reduces the number of calculations required. If a 10,000 
node problem is to be solved, the 111 coefficient matrix will be 10,OOO x 10,000 or 108 
words of storage. Hence, sparse matrix technology must be applied. 
VII- 1 
=MOT DATA STRUCTURES 
The data structure adopted for this effort is a modification of the method used by 
Kunderts for nonsymmetric matrices. FEMOT generates positive definite, symmetric 
coefficient matrices so that Kundert’s method could be simplified. The basic structure for 
the first three rows of a 7x7 matrix are shown in Figure VII-1. 
SYMMETRIC SPARSE MATRIX STORAGE SCHEME 
)- 
Figure VII-1. FEMOT Coefficient matrix data structure. 
1 To 42 
In this storage scheme, each ma& element is stored in a structure containing the 
element value, the row index i, the column index j, a pointer to the next element in the 
same row, and a pointer to the next element in the same column. Ethe element is on the 
main diagonal (i = j), the pointer to the next element in the row points to the first element 
in the next row. If the matrix contains no nonzero elements in the remainder of the 
column, the pointer points to the NULL pointer. 
To overcome the problem of sequential access, two additional pointer arrays are 
VII-2 
. 
4 
used. FirstInRowO[i] points to the first element in row i, and Diag[i] points to the 
diagonal element. This is a slight modification of Kundert's method which used an 
additional pointer array to point to the first element in each column. For a symmetric 
matrix, the k t  element in each column is the diagonal element so that this pointer would 
be redundant with Diag. 
This linked list permits dynamic memory allocation while the two pointer arrays 
increase the speed of linear equation solutions. 
DATA INPUT AND MATRIX STRUCTURE 
FEMOT uses the triangular, first order, Newton nonlinear element. Newton's 
method is used for fast solution of the nonlinear problem. The first version of FEMOT 
will update the co&cient matrix at each iteration, but this may be changed in a later 
version to speed the solution. 
Figure Vn-2 shows a simple example that illustrates the data input. 
0-49 
Figure VII-2 A simple finite element example. 
The data structure for this example are given in Figure W-3. For the simple 
geometry above, The top box in the figure gives the node number, x and y coordinates, 
vn-3  
whether or not the node is a Gxed potential node (1 = yes) or not, and if the node potential 
is fixed, its value. Node zero at the bottom is a flag indicating that the node list is finished. 
The second box is the element list. From Figure VII-2, element 1 contains nodes 1, 2, 3 
and element 2 contains nodes 2, 4, and 3. Each line of the element input gives the 
element number, the vertices of the element (nodes i, j, and k), the nodal sources (current 
densities), and the material number of the element. Because nodal sources are input, the 
current density has a hear variation in x and y across the element. 
INPUT DATA 
Node Data 
Node X Y Fixed? Potential 
1 0.0 0.0 0 0.0 
2 1 .o 0.0 0 0.0 
3 0.0 4.0 0 0 .o 
4 1 .o 4.0 0 0.0 
5 0.0 4.5 0 0.0 
6 3.0 4.5 1 0 .o 
7 3.0 4.0 1 0.0 
0 0.0 0.0 0 0.0 
Element Data 
Element Node Node Node Source Source Source Material 
No. 1 j k i j k No. 
1 1 2 3 1 .o 1 .o 1 .o 1 
2 2 4 3 1 .o 1 .o 1 .o 1 
3 3 4 5 0.0 0.0 0.0 2 
4 4 7 6 0.0 0.0 0 .o 2 
5 4 6 5 0 .o 0.0 0.0 3 
Figure VII-3 Sample data input. 
Figure VII-4 shows the coefficient matrix structure corresponding to Figures VII-2 
and Vn-3. The stars represent nonzero elements. The circled x is an element that is 
initially zero, but becomes non-zero during factorization. Since the matrix is symmetric, 
only the lower triangular part is shown. 
VII-4 
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Figure VII-4. Coefficient matrix structure 
SUMMARY 
FEMOT is a finite element program for solving the nonlinear magnetostatic 
problem. This version uses nonlinear, Newton first order elements. The code can be used 
for electric motor design and analysis. FEMOT can be embedded within an optimization 
code that will vary nodal coordinates to optimize the motor design. The output from 
FEMOT can be used to detemine motor back EMF, torque, cogging, and magnet 
saturation. It will run on a PC and will be available to anyone who wants to use it. 
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I NTRODUCTIO N 
prototypes quickly can finalise designs and penetrate markets earlier than 
the competition. These advantages motivated the development of many 
computer based rapid prototyping processes(4). Such processes are based 
on a computer generated solid model of the part that is being prototyped. 
Proprietary software then sections this drawing into layers. Then the 
rapid prototyping machine builds the prototype from the bottom layer 
upwards. For example, in stereolithography a laser beam is focussed on a 
vat of photosensitive resin. Then the beam traverses across the cross 
section of the layer that is being processed. This causes the resin to 
polymerise and a layer of solidified material is created. In this manner 
the prototype is built from the bottom upwards with layers being bonded 
to each other. 
In this fast changing modern global economy, companies that generate 
Different rapid prototyping processes that are currently available use 
different raw materials and different energy sources. For example,the 
materials range from photosensitive liquid resins to powdered metals. 
Some processes are fully automated while others require manual 
interaction to complete the part. Such diversity makes it difficult to 
compare to the capabilities of the various rapid prototyping processes. 
The objective of this research is to develop a tool that can verify the 
purported capabilities of any rapid prototyping process. This tool is a 
benchmark part which is designed to have unique product details and 
features . The extent to which a rapid prototyping process can reproduce 
these features becomes a measure of the capability of the process. Since 
rapid prototyping is a dynamic technology, this benchmark part should be 
used to continuously monitor process capability of existing and developing 
technologies. Development of this benchmark part will therefore be based 
on an understanding of the properties required from prototypes and 
characteristics of various rapid prototyping processes and measuring 
equipment that is used for evaluation. 
Lc 
Current rapid prototyping processes produce three distinct types of 
prototype products: show and tell products, form and fit products and 
functional products. The properties and expectations from each type are 
different. For example, show and tell products are used to establish the 
overall design of a product and obtain feedback from product managers and 
customers. In addition, the product design can be evaluated for potential 
manufacturing and inspection problems and can be used for materials and 
allied planning activities. Form and fit products are more precise products 
that additionally allow assembly and tooling strategies to be established. 
Functional products are most desired as they can be field tested and thus 
provide useful and timely information to the designer and potential user. 
The goal of any rapid prototyping process is to generate such functional 
products in the quickest possible manner. However at present, most rapid 
prototyping processes can produce prototypes that are either show and 
tell products or form and fit products. Characteristics of the more widely 
used rapid prototyping processes are described herewith. 
RAPID PROTOTYPING PROCFSS CH AR ACTERlSTlCS 
At present, the laser based rapid prototyping processes are the most 
widely used. These include stereolithography (3), selective laser sintering 
(l),and laminated object manufacturing (4). Processes based on the ink jet 
droplet deposition principle such as three dimensional printing (3) are 
gradually becoming more widely accepted. Processes that involve 
deposition of molten beads of material such as fused deposition 
modelling process (4) is also discussed. A brief description of these 
processes is given herewith: 
a) Stereolithography. The basic process has been described earlier. 
After part build is over in the stereolithographic machine,the part is 
manually cleaned and further cured in an ultra violet light chamber. 
b) Selective laser sintering. The process also utilises a vertical axis 
computer controlled laser beam . But this beam raster scans the surface 
of a bed of plastic or metal powder, across the section of the part that is 
being built. The laser fuses the powder upon contact and the part is built 
from the bottom upwards. Upon completion of the build the part is 
removed from the powder bed, excess powder is dusted off and the part is 
considered corn p lete. 
C) Laminated object manufacturing. Adhesive backed film is 
initially pressed to a flat reference plate. A vertical computer controlled 
laser then cuts this film along the periphery of the section of the part 
+ 
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that is being processed. A fresh layer of film is then bonded over this 
recently cut contour and the contour corresponding to this new layer is 
then cut. The process then continues until the part is completed. 
d) lnkjet processes. There are two different processes based on the ink 
jet principle. The first process deposits a binder on a bed of ceramic 
powder across the section being processed. Successive layers are thus 
created until a ”green” part is fully built.This “green” part is then 
sintered to produce the completed part. 
that follows the part section and the second deposits a low temperature 
wax that is used as a support. After the build is over the wax is dissolved 
to leave behind the completed plastic part. 
e) Fused deposition modelling. A wax or nylon wire is fed through a 
liquefier that melts this material. This molten material is the forced 
through a jet that traverses across the section of the product.The product 
is built up of layers of molten material that fuse to the already deposited 
layers. 
A second process uses two ink jets. One jet deposits a plastic layer 
In summary, there are some important commonalities between these 
rapid prototyping processes. All processes are initiated with a computer 
solid model of the desired part and the actual rapid prototyping process is 
computer controlled. The parts are always built up in layers which are 
created by raster scanning a laser or ink jet deposition system across the 
section of the part. 
A wide range of materials are used in these processes and the 
processing techniques vary widely. The control of the various process 
parameters to obtain consistent parts is still under development. Some 
processes require manual interaction for cleaning and post processing 
operations, such as curing or sintering. 
These process characteristics are different from conventional 
manufacturing processes. In addition, prototypes are made in miniscule 
quantities 
techniques for control and prediction cannot be used efficiently. Thus 
there is a need to develop new techniques to evaluate the process 
capability of these different processes. The benchmark part is a tool that 
will satisfy this need. 
and of such differing geometries that conventional statistical 
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NCEPT OF BENCHMARK PART 
The benchmark part is a reference tool that will be used to 
continuously upgrade the precision of parts made by rapid prototyping 
technologies. It will be designed with two major objectives: the first is 
that it will be utilised by a rapid prototyping process developer to 
continuously evaluate the dimensional improvements that are made to the 
process and the second is enable a user to evaluate the dimensional 
process capability of various rapid prototyping processes. 
A planar benchmark part design is proposed for those rapid prototyping 
processes that do not utilise post processing operations and those that do 
not need supports. Thus two conditions are such that the product is 
completely dependent on the characteristics of the process alone and are 
not dependent on any manual intervention. Since parts are fully supported 
by inherent process features, any layer that is generated should be a 
representative of all the layers. Fig.1 depicts the details of the first 
concept of this benchmark part. - 
This benchmark part shown on the right 0 
has a uniform thickness and 
contains features with linear and 
curvilinear dimensions, small grooves and 
holes. The linear dimensions allow one to 
assess the capabilities of a process in the 
x or y axes. The curvilinear dimensions 
allow one to assess the ability of the process to produce nonlinear details. 
Positional errors are evaluated by measuring the location of holes The 
triangular and curved projections are created. 
l ability to generate details is assessed by the precision with which the 
I 
The rapid prototyping processes that require supports or post 
processing will be evaluated with a benchmark part that 
that are available on the planar reference part. These walls will 
magnify any deleterious effects caused by the post processing or manual 
operations. 
I has vertical walls in the xz and yz planes,in addition to the existing details 
V m - 4  
. 
A rapid prototyping process is highly dependent on process parameters. 
For example, the length of time that a laser spends on a spot will 
determine the strength and stability of that a spot.This period of time is 
dependent on the ability of the machine to maintain a correct scan speed 
throughout the process.Thus linear dimensions enable one to assess the 
single axis control of the machine, curvilinear dimensions allow a two 
axis control to be assessed and the triangles and curvilinear details allow 
the precision of the process to be established. 
All these dimensional details are dependent on the ability of the 
measuring instruments to assess the error . Ideally, these parts should be 
measured on a non contact system such as a laser system. However, from a 
practical viewpoint a coordinate measuring machine can be used. Further, 
a benchmark part should be made for each set of materials that is 
processed and also if the density or strength of the part is changed. 
SUM MARY AND CONCLUS ION 
A conceptual benchmark part for guiding manufacturers and users of rapid 
prototyping technologies is proposed . This is based on a need to have 
some tool to evaluate the development of this technology and also assist 
the user in judiciously selecting a process. The proposed part is designed 
to provide both short and long range feedback and so should be readily 
accepted by the rapid prototyping community. 
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J’NTRODUCTION 
* 
For the past thirty years, scientists were only able to obtain incomplete spacecraft in situ 
measurements of the magnetospheric fields and particles. In order to obtain simultaneous 
measurements at different wavelengths and with energetic neutral atoms to provide a global view 
of the magnetosphere, NASA initiated a Science Definition Team (SDT) to define the rationale 
and scope of the Inner Magnetosphere Imager (IMI, now called MI) mission. Marshall Space 
Flight Center (MSFC) was given the responsibility to define the mission and to conduct the 
conceptual and preliminary design studies [ 13. 
The spacecraft will be a spin-stabilized one with an orbit of 4800 km perigee by 7 Re 
apogee. Due to the constraint of the cost ceiling, only three core instruments will be installed on 
the MI spacecraft. These instruments include hot plasma imager, plasmasphere imager 
(He+304), and FUV imager. The baseline launch vehicle is Taurus S which is capable of 
boosting 330 kg of payload to the designated orbit, 
category, new technology and innovative methods to reduce the cost and size have to be 
considered. The assessment from the preliminary study results in several new technology 
options for MI. These include using gallium-arsenide solar cells and adopting solid state data 
recorders. To further reduce the weight and cost of the structure and fully utilize the new 
material technology, carbon fiber reinforced composites has been considered for replacing 
aluminum structures. 
The MI mission is now a part of the SunEarth Connection Program. To qualify for this 
A study has been conducted to address the issues and benefit in using composites for MI 
spacecraft design. The results of the composite option trade study are presented in the following 
sections. 
WHAT IS COMPOSITE. 3 
A composite is a combination of a reinforcement material in a matrix or binder material. 
Composites are light weight, high strength, and high stiffness materials. Low coefficient of 
thermal expansion (CTE), as well as directional strength and stiffness, can be tailored into 
composites to meet special spacecraft design requirements. Additionally, with innovative 
manufacturing processes, the composite materials can be used to provide cost savings and 
reduced part count. 
Reinforcements for composites can be fibers, particles, or whiskers. Fibers are the most 
common reinforcements in composites. Matrix materials include polymer, ceramic, and metal. 
The matrix is usually served as a binder to hold the reinforcements together. It provides load 
transfer between reinforcements, creates formability of the structure, protects the reinforcements 
from environmental effects, and lend desirable physical characteristics to the composites. 
* 
Fiber Reinforced Plastics (FRP) is the largest subgroup of composites. The matrix of 
FRP is either a polymer or plastics and the reinforcement is a fiber. Epoxy resin is the most 
common matrix material for FRP. Fibers can be glass, organic (aramid or Kevlar by trade), 
carbon, or graphite. Advanced composite materials generally refer to composites with high 
modulus fibers (elastic modulus E>200,000 MPa) and no less than 50% reinforcement fibers in 
volume. 
M-1 
Advan-s a nd Disadvantages o f Composites 
high strength and high stiffness to weight ratio. In addition, composites offer new design 
flexibilities, improved corrosion and wear resistance, increased fatigue life, and low coefficient 
of thermal expansion (CTE). Some specific benefits in using composites over metals are: 
The major advantage of using composites to replace metals in aerospace industry is their 
Specific tensile strength (ratio of tensile strength to density) of composites is 
four to six times greater than that of steel or aluminum. 
Specific modulus of composites is three to five times greater than steel or 
aluminum. Some newly developed ultra high modulus fibers can provide 
even higher specific modulus. 
Composites have higher fatigue endurance limits. 
Composites can be tailored to low or zero CTE in a desired direction. 
Some ultra high modulus carbon fibers have higher thermal conductivity than 
that of metals. 
Composites have high directional strength and modulus. 
Use flexible and innovative manufacturing processes on composites can 
reduce the cost. 
Fiber or Metal 
P75 
Ploo 
P120 
T300 
CoDDer 
The general disadvantages of composites are their high cost, lack of well-defined design 
rules, lack of automated manufacturing processes, and susceptible to environmental effects such 
as moisture and temperature. However, by choosing the proper combination of fibers and matrix 
materials, many deficiency can be overcome. Additionally, with the development of ultra high 
modulus graphite fibers and low water absorption resins, more composites are now available for 
spacecraft design. 
Supplier Thermal Conductivity 
h o c 0  185 
Amoco 520 
Amoco 640 
Amoco 10 
450 
(W/m-K) 
CarbodG raDhite Fibers 
I I Aluminum I I 200 1 
Table 1. Comparison of Thermal Conductivity of Some Carbon Fibers 
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STRUCTURAL DESIGN FOR MI 
Three major factors have been considered for the Magnetosphere Imager (MI) spacecraft 
structural design, namely the stiffness, excess heat dissipation, and ease of manufacturing and 
assembly. The baseline design, as shown in Figure 1, includes twelve side panels and the top 
and bottom decks mounted on a frame structure. The spacecraft is 1.3 m high and 1.3 m in 
diameter. All panels and decks are made of aluminum honeycomb sandwiches. Electronic boxes 
and instruments axe mounted directly around the center of the panels for efficient dissipation of 
excess heat generated from electronic instruments and batteries to the radiator. Power for the 
spacecraft will be supplied by the gallium-arsenide solar cells mounted on the panels and decks. 
Figure 1. MI Spacecraft Conceptual Design [4] 
Con tirmration 
Composite materials in general are more expensive than aluminum alloy. However, the 
high stiffness and high strength to weight ratio of composites along with innovative 
manufacturing methods can dramatically reduce the overall cost of using composite structures for 
spacecraft design. The composite design configuration includes replacing the aluminum face 
sheets of the honeycomb sandwich panels with graphitelcyanate composites as well as using 
composite longerons and brackets. Another option utilizes the light weight and high stiffness 
composite isogrid panels for the two decks. 
Replacing the aluminum face sheets (skins) in the baseline design by composites can 
reduce the skin weight by approximately 30% to 40%. The aluminum honeycomb core should 
be used for heat conduction through the thickness of the sandwich panel. Various options and 
design guidelines can be considered for MI spacecraft design using composite sandwich panels 
and composite isogrid panels: 
Co-cure all panels to form the body of the spacecraft. Upper and lower decks can be 
attached to the body with potted insert fasteners. They can also be fastened to the co- 
bonded brackets at the ends of the panels. This design eliminates all logerons and the 
fasteners required to attach the panels, thus reduces the weight and the assembly cost. 
Ix-3 
The only disadvantage is that difficulties may arise for installing and uninstalling the 
instruments and cables. 
Co-cure two to three panels to form sections. Longerons can be co-bonded and co- 
cured to the edges of each section of two to three panels. Deck attachment is the 
same as above mentioned design. This option can reduce one half to two-thirds of the 
longerons and fasteners. However, since the body is formed by four to six sections, 
installing and uninstalling the instruments will no longer be a problem. 
Use rib stiffened composite panels (isogrid) for upper and lower decks. The 
composite ribs are arranged in an isogrid configuration and are secondary bonded to 
the composite skin to replace the honeycomb core in a panel. This composite isogrid 
panel can further reduce the weight of the panels [5]. 
Brackets for installing instruments and batteries can be co-cured and co-bonded to the 
skin of the panels. 
Local doublers can be incorporated in high shear and high stress concentration areas 
to maintain overall panel stiffness and local skin strength. These doublers can be 
imbedded within the panel skins or bonded to the exterior of the panel skins. 
The exterior of the spacecraft will be covered by solar cells except for the middle of 
the body which will be covered be the radiator. Since the graphite fibers are good 
electrical conductors along the fiber direction, the skin of the panels should be 
insulated from the solar cells by nonconductive films. These films can be co-cured 
with or secondary boned to the composite panel skin. 
These options can dramatically reduce the number of parts to be assembled, reduce the 
number of fasteners, and reduce the weight. With less human touch and automated 
manufacturing process, the cost can also be reduced. 
Material Selection 
For small spacecraft design using composite materials, such as MI, high or ultra high 
modulus graphite fibers should be used for reinforcements to make high stiffness composite 
structures or components. Some of the newly developed ultra high modulus graphite fibers are 
also very good heat conductors. Some of these fibers have thermal conductivity values 
comparable or even higher than that of pure coppers (450 W/m-K). Since the thermal 
conductivity of polymeric resin is very low, the overall thermal conductivity of a composite 
laminate is linearly proportional to the fiber volume content. Nysten and Issi have conducted 
some measurements on the thermal conductivity of carbon fiber reinforced composites [6] .  The 
best composite measured (45% P120 fibers) showed a thermal conductivity value of 245 W/m-K 
which is higher than that of pure aluminum (200 W/m-K). 
The space environment effects, such as radiation, outgassing, and atomic oxygen 
exposure, should also be carefully considered in choosing the proper type of matrix materials. 
The polycyanate resin is a specially developed matrix material for spacecraft applications due to 
its low water absorption and desorption, low dielectric properties, improved resistance to 
microcracking and resistance to W radiation. IC1 Fiberites, Hexcel, YLA, Dow Chemical, Ciba 
Geigy, and Bryte Technologies are the major sources of the polycyanate resins. 
Ix-4 
Analvsis of Composite Structu res 
The above mentioned composite sandwich panels are plates with stiff, thin face sheets 
supported by soft, thick honeycomb cores. The Kirchoff assumptions for analyzing solid plates 
are made across the thickness of the sandwich plate. However, the soft honeycomb cores are 
flexible in shear. Thus the transverse shear effects should be included in the sandwich plate 
theory. For symmetrical face sheets, the laminate theory for composites can be greatly 
simplified. The light-weight soft core has negligible in-plane stiffness. The total stiffness is 
simply the sum of the face sheet stiffness. The forces acting on the sandwich plates are 
controlled by the in-plane stress resultants acting on the face sheets. The total in-plane and 
flexural loads can be defined from these resultants. The simplified theory is very useful in 
design. The error introduced by this approach is small provided that the face sheets are thin [7]. 
There are many micromechanics theories for composite analysis. None of them are 
entirely correct. However, the micromechanics fomulas are still useful in predicting the material 
property variations in conjunction with the empirical data. Composite analysis using the 
elasticity theory often result in boundary value problems or optimization of functions. For 
practical spacecraft design, numerical approximations are necessary for finding the solutions. 
Numerical tools such as finite difference method and finite element analysis (FEA) are some of 
the useful tools. Commercial packages for finite element analysis, such as NASTRAN, ANSYS, 
and PAU2 are available for composites structures. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
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INTRODUCTIO N 
The advent of global satellite coverage has triggered renewed interest in monitoring the 
atmosphere for evidence of climate change. While it is suspected that the atmosphere is 
susceptible to warming because of increasing C02 concentrations, there is considerable doubt as 
to the magnitude (and even sign) of the resulting temperature change (Lindzen, 1990). This 
uncertaintity mainly arises because of our lack of understanding of the response of cloud cover to 
increasing C02 (Lindzen, 1990). Cloud can have either a positive or negative feedback on global 
temperature changes. For instance, Randall et al. (1984) showed that a mere 4% increase in 
global cloud cover by low-level stratiform cloud could more than offset the predicted 2-4 K 
global warming due to a doubling of C02. 
Even though the dominent cloud type at mid- and high latitudes is low-level stratiform, 
there has been little study of the effect of semi-permanent areas of this cloud on intra- and inter- 
annual climate variability. Much more effort has been focused on the effects of cumulus cloud, 
which dominates at equatorial latitudes. For instance, it is known that changes in deep convective 
cloud over the western Pacific warm pool impact climate anomalies over North America 
(Wallace and Gutzler, 198 1). However, the climatic impact of alterations in the semi-permanent 
stratiform cloud deck off the west coast are not known. Because of its proximity compared to 
western Pacific convective cloud, the North American climate could be much more sensitive to 
eastern Pacific stratocumulus cloud. 
This study focuses on the effects of summertime stratocumulus over the eastern Pacific. 
This cloud is linked to the semi-permanent sub-tropical highs that dominate the low-level 
circulation over the Pacific and Atlantic. Subsidence on the eastern flank of these highs creates 
an inversion based about 800 m above sea level that caps moist air near the surface. This air 
overlies cool waters driven by upwelling along the coastal regions of North America. Strong 
surface north-westerlies mix the boundary layer enough to saturate the air just below the capping 
inversion. Widespread stratocumulus is thus formed. 
All calculations were carried out using the GENESIS general circulation model that was 
run at MSFC. Among the more important properties of the model is that it includes radiative 
forcing due to absorption of solar radiation and the emission of infrared radiation, interactive 
clouds (both stratocumulus and cumulus types), exchanges of heat and moisture with the lower 
boundary. Clouds are interactive in the sense that they impact the circulation by modifying the 
fields of radiative heating and turbulent fluxes of heat and moisture in the boundary layer. In 
turn, clouds are modified by the winds through the advection of moisture. 
In order to isolate the effects of mid- and high-latitude stratocumulus, two run were made 
with the model: one with and the other without stratocumulus. The runs were made for a year, 
but with perpetual July conditions, i.e., solar forcing was fixed. The diurnal solar cycle, however, 
x- 1 
was allowed for. The sea surface temperature distribution was fixed in both runs to represent 
climatological July conditions. All dependent variables were represented at 12 surfaces of 
constant CT = p/po, where p is pressure and po surface pressure. To facilitate analysis, model 
output was transformed to constant pressure surfaces. Structures no smaller in size than 7.5 
degrees longitude and 4.5 degrees in latitude were resolved. Smaller features of the circulation 
were parameterized. The model thus captures synoptic- and planetary-scale circulation features. 
SULTS 
Cloud effects were isolated by comparing features of the runs with and without 
stratocumulus present. All dependent variables, i.e., temperature (T) and wind components 
(u,v,o), were divided into time mean and deviations at each location. Thus, for example, 
T(x,y,p,t)=T(x,y,p) +T'(x,y,p,t), where T is the mean and F=O. First, changes in the time-mean 
summertime circulation over North America were considered. Next, properties of the cloud- 
generated transient or time-dependent part of the circulation were studied. Finally, the interaction 
of transients and the time-mean circulation are studied by separately looking at how transients 
are generated from the mean flow and how the transients feed back onto the mean flow. 
I 
A broad range of frequencies make up the transients, spanning periods from a few days to 
six months. It was convenient to break up this spectrum into two broad regimes: 
RANGE PERIODS 
Low frequency 
High frequency 
10 to 90 days 
2.5 to 6 days 
Low-pass and bandpass filters, Blackman and Lau (1980), were applied to the daily anomaly 
fields, u',v',T' etc., to isolate the low and high frequency bands respectively. Transient behavior 
and structures sharply contrast between these ranges. 
I CL OUD EF F ECT SONMEANCIRC U L AT1 0 N 
A preliminary check was made on the model-generated time-mean summertime 
circulation to ensure that it matched observations. Agreement was surprizingly good considering 
some of the crude parameterizations that were used. For example, the fractional cloud cover due 
to stratocumulus closely matched the marine climatological cloud cover data of Hanson (1991). 
~ x-2 
Model-generated time-mean states with and without stratocumulus will now be compared 
so that the consequences of stratocumulus can be isolated. Important findings are: 
1. 
2. 
3. 
4. 
5 .  
6. 
7. 
8. 
9. 
by reflecting more incoming solar radiation back to space, stratocumulus can decrease 
the net solar radiation absorbed by the atmsphere by up to 60 W/m* over regions of 
high cloud fraction such as off the coast of California, 
lower troposphere temperatures are decreased everywhere by the stratocumulus 
especially over marine areas, 
over central Canada where there is very little summertime stratocumulus, there was a 
large region of cloud-induced cooling of up to 4C, 
the effects of stratocumulus were clearly not localized to the region of large cloud 
fraction, 
everything else being equal, cooling due to stratocumulus was larger at high latitudes 
than at low latitudes because increased solar reflection was more effective where the 
day length is largest, 
the zonally-averaged north-south temperature gradient was increased by cloud 
especially in the latitude belt from 45N to 60N, 
the semi-permapent Pacific and Atlantic anticyclones were weakened by the cloud 
(this is quite unexpected), 
subsidence that normally occufs on the eastern flank of the Pacific anticyclone was 
weakened by the stratocumulus (this is another unexpected result), 
an approximately barotropic (structure independent of height) stationary wave was 
forced by the cloud, and 
10. this wave was approximately out of phase with the climatological mean wave pattern 
such that the ridge (trough) over the west (east) coast of North America was slightly 
weakened by the cloud. 
Items 8. contradicts conventional thinking about the response of a stably stratified atmosphere 
subjected to a diabatic cooling perturbation as with the marine stratocumulus. The cooling is 
normally compensated for by compressional heating due to enhanced subsidence. Model results 
indicate suggest the opposite: adiabatic cooling in the eastern Pacific upward motion anomaly 
supplements the cloud radiative cooling. It turns out that a horizontal warm air advection 
anomaly balances the radiative plus adiabatic cooling. Northwesterly surface winds off the 
California coast are associated with cold air advection since the flow is directed from the cool 
marine regions toward the considerably warmer inland areas over California. Since, according to 
itme 7., stratocumulus weakens the anticyclone, the northwesterly wind speeds also decrease. A 
warm air advection anomaly results over the offshore region and thermal balance is maintained. 
TRANSIENT EFFECTS OF STRATOCUMULUS 
x-3 
As mentioned in items 3. and 4. above, the effects of marine stratocumulus near 
NorthAmerica are not just localized to the coastal regions. Properties of synoptic-scale transients 
triggered by the cloud are now considered. Their structure, propagation characteristics, and 
interaction with the time-mean tropospheric flow are of interest. 
BAROCLINIC INSTABILITY 
Stratocumulus increased the zonally-averaged north-south temperature gradient and, as 
verified, the corresponding vertical shear of the mean tropospheric westerlies. The baroclinic 
instability of the time-mean summertime could be enhanced thus facilitating the generation of 
baroclinic waves. The above-mentioned non-local effects of marine stratocumulus might be 
accounted for. The background stability was measured by calculating the associated maximum 
growth rate according to the Eady model: ~ 0 . 3  lfUz/N where f is the Coriolis parameter, U, the 
vertical wind shear, and the buoyancy frequency N2=( g / eo) i% / 82. The e-folding time, l/v, did 
indeed decrease due to the cloud-induced enhanced vertical shear. The change, however, was 
small - O(O.01 days) compared to typical values of a few days. Thus the stratocumulus does not 
impact the stability of the summertime westerlies. 
STRUCTURE OF CLOUD-INDUCED WAVES 
The lag-correlation technique, Blackmon and Lau (1 980), was applied to the transient part of the 
daily 500 and 850 mb temperature fields, thereby revealing the spatial and temporal scales of 
propagating disturbances triggered by stratocumulus. Important findings are: 
1. cloud-triggered eastward propagating high frequency disturbances occur at 500 mb 
in the region of strong westerlies over Alaska (horizontal wavelength - 4000 km), and 
2. the cloud also triggered a smaller-scale high frequency disturbance over the Gulf 
of Alaska (wavelength - 2500 km) at both 500 and 850 mb that propagated 
southeastward approximately parallel to the west coast of North America. 
FEEDBACK OF CLOUD-FORCED TRANSIENTS ON MENA FLOW 
The divergence of the E-vector, Trenberth (1986), quantifies how the transient 
eddies are forcing the time-mean winds at any location. Low-frequency transients tended to 
weaken the mean westerlies over Alaska and the eastern U.S.A. thus dampening the barotropic 
stationary long-wave pattern. High-frequency propagating waves triggered by the cloud had 
neglegible feedback on the mean flow. 
x-4 
DISCUSSION 
Summertime stratocumulus off the west coast of North America had small but not 
neglegible in situ as well as downstream continental effects. The cloud was shown to enhance the 
contrast between the warm continental regions and adjacent offshore regions. In spite of this 
increased continentality, the stationary wave pattern over North America is weakened by the 
cloud. Simple linear stationary wave theory cannot explain this finding. This study reveals that 
low-frequency disturbances triggered by the cloud feedback through nonlinear effects on the 
standing wave pattern to weaken it. This feedback is mostly driven by barotropic processes. High 
frequency propagating baroclinic waves are also triggered by the cloud. The process responsible 
for these waves is not know; enhanced baroclinic instability over their Alaskan source region was 
ruled out. 
Results from this study suggest the stratocumulus is coupled to regional summertime 
climate fluctuations over North America. It would be interesting to examine linkages between 
eastern Pacific stratocumulus global-scale mechanisms involving inter-annual climatic 
fluctuations. Then it might be possible to relate regional climate anomalies such as the 1993 mid- 
west flooding to global climate anomalies. 
REFERENCES 
Blackmon, M.L. and N.-G. Lau, 1980: Regional characteristics of the Northern Hemisphere 
Wintertime Circulation: A Comparison of the Simulation of a GFDL General Circulation Model 
with Observations. J: Atmos. Sci., 3 7,497-5 14. 
Lindzen, R.S., 1990: Some coolness concerning global warming. Bull. Amer. Meteor. SOC., 71, 
288-299. 
Randall, D.A., J.A. Coakley, Jr., C.W. Fairall, R.A. Kropfli, and D.H. Lenschow, 1984: Outlook 
for research on subtropical marine-stratiform clouds. Bull. Amer.Meteor.Soc., 65, 1290- 1 30 1. 
Trenberth, K.E., 1986: An Assessment of the Impact of Transient Eddies on the Zonal Flow 
druing a Blocking Episode Using Localized Eliassen-Palm Diagnostics. JAtmosSci., 43,2070- 
2087. 
. 
L 
Wallace, J.M. and D.S. Gutzler, 198 1 : Teleconnections in the geopotential height field during the 
Northern Hemisphere winter. Mon. Wea. Rev., 109,784-8 12. 
x-5 
N95- 18978 
NASNASEE SUMMER FACULTY FELLOWSHIP PROGRAM 
MARSHALL SPACE FLIGHT CENTER 
THE UNIVERSm OF ALABAMA 
PERFORMANCE EVALUATION OF THE 
ENGINEERING ANALYSIS AND DATA SYSTEM (EADS) 11 
Prepared By: Linda S. DeBrunner, Ph.D. 
Academic Rank: Assistant Professor 
Institution and Department: The University of Oklahoma 
School of Electrical Engineering 
NASAfMSFC: 
Laboratory: 
Division: 
Branch: 
MSFC Colleagues: 
Information Systems Office 
Systems Development and Implementation Division 
Computer Systems Branch 
Ellen Williams 
Amy EPPS 
XI 
INTRODUCTION 
The Engineering Analysis and Data System (EADS) 11 [ 13 was installed in March 1993 to 
(MSFC). EADS II increased the computing capabilities over the existing EADS facility in the 
areas of throughput and mass storage. EADS II includes a Vector Processor Compute System 
(VPCS), a Virtual Memory Compute System (VMCS), a Common Fie System (CFS), a Common 
Output System (COS), as well as Image Processing Stations, Mini Super Computers, and 
Intelligent Workstations. These facilities are interconnected by a sophisticated network system. 
This work considers only the performance of the VPCS and the CFS. The VPCS is a Cray YMP. 
The CFS is implemented on an RS 6000 using the UniTree Mass Storage System. 
- provide high performance computing for science and engineering at Marshall Space Flight Center 
To better meet the science and engineering computing requirements, EADS 11 must be 
monitored, its performance analyzed, and appropriate modifications for performance improvement 
made. Implementing this approach requires tool(s) to assist in performance monitoring and 
analysis. In Spring 1994, Perfstat 2.0 was purchased to meet these needs for the VPCS and the 
CFS. PerfStaq21 is a set of tools that can be used to analyze both historical and real-time 
performance data. Its flexible design allows significant user customization. The user identifies 
what data is collected, how it is classified, and how it is displayed for evaluation. Both graphical 
and tabular displays are supported. 
We evaluated the capability of the Perfstat tool, suggested and implemented appropriate 
modifcations to EADS II to optimize throughput and enhance productivity, and observed the 
effects of the modifications on system performance. In this paper, we briefly describe the Perfstat 
tool, then outline its use with EADS II. Next, we describe the evaluation of the VPCS, as well as 
modifications made to the system. Finally, we draw conclusions and outline recommendations for 
future work. 
THE PERFSTAT PERFORMANCE ANALYSIS TOOL 
The software architecture of Perfstat is shown in Figure 1. Data collectors are run on the 
Systems Under Study to collect metrics. More than one data collector may be run on a particular 
System Under Study (SUS). This data is collected directly from operating system counters and is 
extracted from system logs. 
The data is transferred from each SUS to the Archive Workstation where it is stored. The 
specific data to be collected from a SUS is determined by a metrics pool and a selection list. The 
meuics pool defines which metrics can be collected by data collectors on the SUS. The selection 
list for a particular data collector identifies which of the metrics in the metrics pool will be 
collected. / 
After or during data collection, User Interface Workstations may be used to display the data 
either graphically or in a tabular format. The User Interface Workstation may be located on the 
same physical computer as the Archive Workstation. Many people may display data 
simultaneously through the use of multiple user interfaces. The user may classify data in many 
ways. For example, data may be classified by user id or by level of memory usage. A more 
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complicated classification might combine user id and level of memory usage to identify processes 
associated with a particular user id that require more than 4 Mwords of memory. 
USE OF PERFSTAT WITH EADS II 
PerfStat is used with EADS I[ to study two systems: the VPCS and the CFS. A single Archive 
Workstation is implemented on a separate workstation. The workstation used as the Archive 
Workstation also serves as a User Interface Workstation. In addition, several other User Interface 
Workstations are being used. 
The Common File System is implemented by a Maximum Strategy Disk Array and robotic 
tape storage systems controlled by an RS 6000 workstation. UniTree file management software is 
used. To monitor the CFS, a customized metrics pool that extracts data from the UniTree log 
files, as well as collecting data from the operating system was provided. 
The VPCS is a Cray-YMP supercomputer running UNICOS 6.1. We customized the metrics 
pool provided to collect information of particular interest. The data is derived from operating 
system log files and counters. 
Several graphs were developed to regularly monitor the CFS and the WCS. Additional 
graphs are easily created to investigate new situations. 
EVALUATION AND TUNING OF THE VPCS 
After observing the VPCS, several areas were identified for possible improvement. Of these 
areas, two were selected for implementation during the period of this work. Coincidentally, a 
previously planned hardware change was implemented to increase system capacity. On July 14,2 
CPUs were added to increase the number of CPUs from 6 to 8. On July 20, several changes were 
made to the ldcache structure. Then, on July 27, the structure of the Network Queuing System 
was changed for weekends. 
As shown in Figure 2, the addition of CPUs appears to have resulted in a decrease in CPU 
utilization, as expected. During the same time period, CPU utilization decreased because of a 
significant workload decrease related to contractor layoffs. This workload decrease is expected to 
be temporary as the work is shifted to other personnel. In addition, users from the Cray-XMP are 
being shifted to the Cray-YMP. Weekends are easily identifiable on the graph in Figure 2. 
Figure 3 shows the memory requirements for the Cray-YMP. Again, weekends appear as 
decreases in memory requirements. This graph shows that the current memory of 128 Mwords is 
adequate for the current situation since the system is not significantly over-subscribed. - - 
The ldcache structure was changed for the /wrk file system. The big file allocation size was set 
to match the block size. This change should reduce fiagmentation[3]. In addition, we eliminated 
the ldcache for the /bin file system since its re-use ratio was low (analyzed using Perfstat). Third, 
we increased the number of hash table entries to improve the performance of the ldcache. The 
effects of these changes were not expected to be evident for several weeks. They will continue to 
be monitored. Figure 4 shows the re-use ratio for the /wrk file system. In addition, a script was 
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prepared to measure the disk fragmentation indirectly by allocating a file on each partition of the 
/wrk fdesystem. 
- The increase in system idle time, particularly on weekends, led us to investigate the Network 
Queuing System (NQS) structure. Using Perfstat, we observed jobs ready to run on the 
weekends, even though the system was taking idle time. To improve system throughput, we 
increased user limits and queue limits for the weekends. These changes affect system utilization 
(Figure 1) and queue backlog (Figure 5). Perfstat can be easily used to identify appropriate 
modifications to the NQS structure as the system workload changes. 
CONCLUSIONS A N D  RECO MMENDATIONS 
Perfstat has proven to be a valuabIe tool for collecting and analyzing system performance 
data. Extensive use of the tool with the VPCS has shown that it can be used to identify a m s  of 
performance problems, as well as performing routine monitoring and resource forecasting. 
Additional investigation is needed to deternine how this tool can be most effectively used on the 
CFS. 
Several areas are recommended for future modification on the VPCS. When the operating 
system is @graded to UNICOS 7.0 in late August 1994, PerfStat can be used to analyz the 
effects of performance tuning as outlined by UNICOS guidelines [4]. In addition, the NQS 
performance should be monitored as the workload fluctuates. Changes should be considered for 
night and “lunch time” NQS structures to compensate for the predictable varying of the workload. 
Last, the goals of the system should be considered (batch versus interactive, etc.), and appqxiate 
modifications be made to the scheduling parameters. 
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INTRODUCTIO N 
The performance of liquid propellant rocket engines is dependent upon many elements of 
the entire system. One of the most fundamental and most critical is the performance of the 
injector elements. Their characterization is an important part of the development of combustion 
devices. Optical measurements within these environments have proven to be invaluable tools m 
q u a n m g  the physical environment of two phase flows. The effort reported herein involves the 
measurement of drop velocity, drop size, and most importantly mass flux using Phase-Doppler 
Particle Anemometry within a spray generated by a single swirl injector element operating m 
atmospheric pressure conditions. The mass flux has been determined and validated by mechanical 
pattemation methods and by profie integration of the m a s  flux. 
The single element injector test facility utilized during the course of the laboratory 
investigations has been previously developed and described 3. A photograph of the test hardware 
is shown in reference 3. The major features of the system include six pressurized accumulators 
which are first filled with water and then pressurized with compressed air. These accumulators 
can deliver approximately six gallons of water at constant delivery pressures up to 500 pia. 
A transparent, acrylic, swirl injector element has been characterized in the present 
investigation which has been previously designed to examine the internal flow environment m the 
central posts of tangential-entry, swirl coaxial injector elements typical of those used in liquid 
propellant rockets 2. Several such injectors have been tested and analyEd * for their internal 
geometry and measurements were made of the axial pressure distribution, the shape of the air core 
formed in the post, the velocity profile in the liquid film, and the near exit spatial mass flow 
distribution of the spray cone. The H-3,1-9 injector from this group was selected for the effort. 
The injector element was calibrated and later operated at plenum stagnation pressures of 75 to 85 
psig (90 to 100 psia) where the water mass flow rate was 1.1 to 1.2 l b d s  (499 to 544 gds) .  
Under these conditions the injector could be operated for approximately 50 seconds. 
A onedimensional 23 tube mechanical patternator was used as a mius collection device m 
order to compare with the Phase-Doppler Particle Anemometry mass flux profile results. The 
patternator consists of 23 thin-walled, square, cross-sectioned tubes. These tubes have a nominal 
outer size of 0.125 inches by 0.125 inches and square inner cross-section of 0.101 inches by 0.101 
inches. During testing the tube bank was positioned in the spray at the desired measurement 
position, normal to the spray. The mass of water collected from each tube was suctioned by a 
vacuum pump into a column of glass collection tubes. The mass collected by each tube in the 
spray is hereby recorded over a period of time which enables a mean mass distribution profile to 
be determined across a section of the spray. The mass flux, 2' , for each tube was determined 
from the water column heights using Eqn. 1: 
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where m,,, is the m a s  of water collected by each individual tube, A, is the capture cross- 
sectional area of each tube (0.1 in2), and T,, is the test duration time. 
A Phase-Doppler Particle Anemometry (PDPA) Optical System was used to measure the 
droplet velocities, droplet size, and mass flux. A thorough explaination of the theory, 
applicability, and assessment of the PDPA can be found in references 4, 5 and 6. A schematic of 
the present setup is shown in Figure 1. The system is a commercial one-dimensional system 
fabricated by Aerometrics, Inc. The 514.5 nm line of an Argon-Ion 100 mW laser was aligned 
into the transmitting optics where the laser beam is split, collimated with a 160 mm lens, and the 
two beams am focused by a lo00 mm transmitting lens. The laser beams intersect to form fringes 
which are aligned horizontally, normal to the spray. The collection optics were positioned at 30" 
off the transmission optics axis where the light scattered by the fringes is dominated by refraction 
through the drop as opposed to reflection or diffraction. The collection optics consisted of a 500 
mm collimating lens and a 238 mm aperture lens. This configuration enabled a droplet size range 
of 47.7 pm to 1671 pn to be measured. The objective in using the PDPA was to assess the 
effectiveness and accuracy of the PDPA system to make accurate mass flux measurements in the 
dense spray. Hence, it was important in the present effort to capture the largest drops since they 
contain most of the mass. The probe cross-sectional area is corrected for drop size and it is 
noted, that the largest probe cross-sectional area computed and used by the software to calculate 
the volume flux, was 5.0 x 10-3 cm2. 
Figure 2 shows a schematic of the orientation and overview of the flow field. The injector 
was mounted to a traversing mechanism which allowed the injector to be traversed horizontally, 
vertically, and rotated in order to align the PDPA measurement volume (horizontal fringes) and 
the mechanical patternator normal to the most dense portion of the liquid sheet breakup region 
within the spray cone. The injector was rotated at an angle of 25' which was the experimentally 
determined spray cone angle. Traverses were ma& at two axial locations of approximately 17 
and 30 injector exit diameters (8.7 mm) from the exit of the injector. 
RESULTS AND DISCUSSION 
A 1 ms strobe photograph of the swirl spray with an injection pressure of 80 psig is shown 
in Figure 3. At the exit of the injector a rotating, annular, cross-sectional, liquid sheet exits at a 
measured mean thickness of 635 pm and axial velocity of approximately 35 d s  (Ref. 2). As the 
liquid sheet leaves the injector body the radial momentum of the fluid induced by the tangential 
entry ports at the entrance of the post causes the liquid sheet to move radially outward and 
enhance the breakup of the sheet into ligaments and eventually drops. The photograph attempts 
to show the evolution of the breakup process. 
As indicated above, measurements of m a s  flux were ma& using the patternator and the 
PDPA at axial stations of approximately 17 and 30. The objective was to venfy if accurate 
measurements of mass t-lux could be made. In addition the mass flux profiles were integrated in 
order to venfy if the total mass could be captured. If tangential symmetry is assumed, the 
of the mass flux profile can be performed using Eqn. 2: 
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where s is the axis of traversal which for the present measurements is not a true radial coordinate 
as indicated in Figure 2. In order to evaluate Eqn. 2, discretization was required yielding Eqn. 3: 
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Axial Position Total Mass Flow Rate Result of Patternator Result of PDPA 
(gm/s/cm2) Profile Integration Profile Integration 
(W s/cm2) (gm/s/cm2) 
uD= 17 499 493 144 
= 30 544 518 544 L 
where rnToral is the calibrated total mass flow rate, mm(si + l , s i )  is the mean value of the measured 
mass flux between positions si+l and si ,  and y is the spray cone angle of 25'. 
The raw PDPA data includes individual drop velocity and particle size. The software 
calculates the statistical properties of velocity and size as well as the volume flux. Information 
such as this was collected at several locations within the spray along the two traverse axes. The 
maximum velocities occur in the most dense portion of the spray where most of the mass is 
concentrated. The RMS velocity fluctuations range from about 30 to 50 % at both axial stations. 
The maximum velocities measured were as high as 30 m/s which is less than the calculated 
injector exit velocity of 35 m/s z. The largest drops are found in the dense spray region and the 
maximum individual drop sizes measured were 1670 p. This is in agreement with the measured 
mean exit liquid film thickness at the injector exit of 635 p n  2. The RMS fluctuations in the 
measured drop sizes are 35 9% which corresponds to the dynamic range of the PDPA detectors. 
The smallest drops measured in the dense spray region were 48 p. Smaller drops exist; 
however, were not measured because of the limited dynamic range of the detector. 
As noted earlier, the present effort was focused on obtaining accurate m a s  flux 
measurements and therefore it was necessary to capture the largest drops since they contain most 
of the mass. Figures 4 and 5 show the patternator and PDPA measured m a s  flux profrles in 
gm/s/cm2 at both axial positions respectively. The patternator and PDPA m a s  flux profiles are in 
agreement at L/D of 30; however, at UD of 17 the PDPA under predicts the mass flux. This can 
be explained by noting that in the PDPA method non-spherical particles are rejected. The profiles 
at UD of 17 show either the PDPA is not capturing all of the mass, because the breakup of the 
liquid shear layer is incomplete, or the spray is too dense. However, at UD of 30 the breakup is 
complete and the region is comprised of discrete drops. As noted above, if the profrles are 
correct, integration of the m a s  flwc profrles over the discretized surface areas should recover the 
total mass flow rate. This has been completed and the results are shown in Table 1. 
CONCLUSIONS 
The following conclusions can be drawn from the results presented: 
1. The maximum velocity measured by the PDPA (i.e. 30 d s )  is less than the calculated 
injector exit liquid frlm velocity (i.e. 35 d s ) .  
2. The maximum measured individual drop size @.e. 1670 p) is consistent with the 
independently measured mean liquid film injector exit thickness (Le. 635 p). 
3. The PDPA can accurately measure mean mass flux in the discrete droplet region of a spray 
as verified by the patternator mass flux measurements and profile integration at L/D of 30. 
ACKNOWLEDGEMENT 
The author gratefully acknowledges the assistance of and discussions with Richard 
Eskridge, Chris Dobson, Tony Robertson, Micheal Lee, and John Hutt of the Combustion Physics 
Branch in connection with the summer faculty program. 
REFERENCES 
1. 
2. 
3. 
4. 
5. 
6. 
Hutt, J.J., Robertson, T., McDaniels, D., Eskridge, R., and Fisher,.M.,"Rocket Injector 
Single Element Characterization at the Marshall Space Flight Center", AlAA 93-2337, 
AIAAISAEIASMEIASEE 29th Joint Propulsion Conference, Sacramento, 1993. 
Hutt, J.J., McDaniels, D.M., Smith, A.W.,"Internal Flow Environment of Swirl Injectors", 
AlAA 94-3262, AIAAISAEJASWASEE 30th Joint Propulsion Conference, 
Indianapolis, IN, 1994. 
Hartfield, R., Eskridge, R.,"Experimental Investigation of a Simulated LOX Injector Flow 
Field" AIAA 93-2373, AIAA/SAE/ASME/ASEE 29th Propulsion Conference and 
Exhibit, Monterey, 1993. 
Bachalo, W.D.,"Complete Particle Field Characterization With Optical Diagnostics", 
Journal of Laser Applications, pp. 33 - 43, July, 1989. 
Bachelo, W.D., Rudoff, R.C., and Sankar, S.V.,"Time Resolved Measurements of Spray 
Drop Size and Velocity", Liquid Particle Size Measurement Techniques: 2nd Volume, 
ASTM STP 1083, E. Dan Hirleman, W.D. Bachelo, and Philip G. Felton, Eds., American 
Society for Testing and Materials, Philadelphia. 1990, pp. 209-224. 
McDonnell, V.G., and Samuelson, G.S.,"Application of Two-Component Phase Doppler 
Interferometry to the Measurement of Particle Size, Mass Flux, and Velocities in TWO- 
Phase Flows", Twenty-Second Symposium (International) on Combustion/The 
Combustion Institute, 1988, pp. 1961-1971. 
XII-4 
Figure 1 Schematic of the Optical Setup 
for the Phase-Doppler Particle 
Anemometry System. 
C '  
Figure 2 Overview of the Injector 
Orientation and Axes of Traverse. 
Figure 3 Photograph of the Swirl Spray at 
a Plenum Injection Pressure of 80 psig and 
Mass Flow Rate of 525 g d s .  
Di inca  Fmm Centerlme (cm) 
Figure4 Comparison of Mean Mass Flux 
Profiles at UD = 17 for the Patternator and 
PDPA. 
Figure5 Comparison of Mean Mass Flux 
Profiles at UD = 30 for the Patternator and 
PDPA. 
N95- 18980 
1994 
NASA/ASEE SUMMER FACULTY FELLOWSHIP PROGRAM 
- 
MARSHALL SPACE FLIGHT CENTER 
THE UNIVERSITY OF ALABAMA 3 52 2 / 5 
DATA DRIVEN PROPULSION SYSTEM WEIGHT PREDICTION MODEL 
Prepared By: 
Academic Rank: 
Institution and Department: 
NASNMSFC: 
Laboratory: 
Division: 
Branch: 
MSFC Colleague: 
Richard J. Gerth, Ph.D. 
Assistant Professor 
The Ohio University 
Department of Industrial and Systems Engineering 
Propulsion 
Motor Systems 
Performance Analysis 
Dave Seymour 
John Cramer 
Richard Ryan 
Tom Byrd 
XI11 
I" 
The objective of the research was to develop a method to predict the weight of paper engines, 
i.e., engines that are in the early stages of development. The impetus for the project was the 
Single Stage To Orbit (SSTO) project, where engineers need to evaluate alternative engine 
designs. Since the SSTO is a performance driven project the performance models for alternative 
designs were well understood. The next tradeoff is weight. Since it is known that engine weight 
varies with thrust levels, a model is required that would allow discrimination between engines 
that produce the Same thrust. Above all, the model had to be rooted in data with assumptions 
that could be justified based on the data. 
statistical model of the engines weight as a function of various component performance 
parameters. This was considered a reasonable level to begin the project because the data would 
be readily available, and it would be at the level of most paper engines, prior to detailed 
component design. 
The general approach was to collect data on as many existing engines as possible and build a 
The modeling database consisted of 18 engines, 14 U.S. and 4 Russian. European and 
Japanese engines were not included because the data was not readily available. The engines 
ranged from 15,000 lb thrust to 1.5 million lb thrust. They included GG, expander, and staged 
combustion cycles. There were both booster and space engines that were fueled by kerosene, or 
storable propellants, or LOX/H2. They were all bi-propellant engines without annular nozzles, 
and made from metals, and not ceramics or composites. 
The work is incomplete, and no final models were developed. However, a number of 
problems were encountered and approaches were attempted which will be described. A model 
was considered adequate and acceptable if: 
a) it made sense, i.e., the variables in the model are conceptually related to the weight of the 
component, and the coefficients are of the correct sign; 
b) the R2 statistic is 0.85 or better; 
c) the residuals are within 20% of the true weight; and 
d) the model is able to predict other engines, such as paper engines, or engines not in the 
data base to within 20% of their observed weight. 
All statistical analyses were performed in StatGraphics Version 7 by Manugistics. Best 
subset regression and step-wise regression were the primary modeling methods. Ridge 
regression and principle components regression were also explored to compensate for 
collinearity among the independent variables, but not further pursued because they were not 
appropriate given the lack of understanding of the component relationships. 
TOTAL ENGINE MODEL 
Since engine weight is strongly correlated with thrust, the following simple thrust model was 
developed. The model provides a minimum baseline for modeling accuracy, and points out some 
of the difficulties encountered in modeling. The regression results are presented in Table 1. 
The correlation seems high and there is no time effect. However, examination of the 
residuals revealed two problems. First, the residuals are quite large: the average of their absolute 
values is 1,OOO lb and the maximum is 3,987 lb for the RD170. Second, the residuals are not 
normally distributed: their pattern indicates a log-log transform into a power model may be more 
appropriate (see Table 2) 
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Table 1. Total Engine Thrust Model 
Variable coefficient Std. Error 
constant -1 15.7 480.3 
Thrust 0.0128 .00075 
t-value P 
-0.2406 -8129 
17.0476 O.oo00  
Table 2. Total Engine Thrust Power Model 
Variable coefficient Std. Error t-value 
constant -3.10 .591 -5.24 
LoG(Thrust) -897 .0484 18.62 
P 
.OOO1 
O.oo00 
R2=.953 
The power model has a better fit (higher R2 value), and the residuals are normal, albeit still 
Standard Error of Estimate = 0.255 Durbin Watson = 1.535 
large. But, does it make sense? The LOG(thrust) coefficient is close to 1, which would be a 
linear model. It would seem that the residual structure and the particular form of this model is a 
function of the specific engines in the data base. This kind of problem, where the statistically 
better models did not necessarily make sense from an engineering view point, occurred 
frequently. 
Since the total engine weight models were considered too imprecise, it was decided to model 
each component’s weight separately as a function of component performance characteristics. 
The total engine weight was broken down into 8 major groups: thrust chamber ,including the 
injectors, main combustion chamber, and nozzle; the individual turbopumps; the gas generator or 
preburner; the lines, valves, and ducts; the engine mount; the igniter; other itemized weights; and 
unaccounted for weight. This latter category was the difference between the listed total engine 
weight and the sum of the other 7 categories. For most engines the unaccounted for weight was 
0 or very small (<lo%). The thrust chamber, turbopump, and ducts models will be presented. 
1
The thrust chamber was the first component to be modeled, and is probably the most 
promising, i.e., the component model most able to meet the 4 evaluation criteria. A major 
problem with this and the turbopump model is that many of the independent variables, such as 
chamber diameter, exit area, expansion ratio, cycle, L*, etc. are not really independent, but rather 
collinear. Geometric variables, such as throat area and L* tend to 0-vary with thrust levels. 
Thrust was such a pronounced factor, that if thrust was used as an independent variable, nothing 
else was significant. Thus, the chamber weight per unit thrust (nweight) became the dependent 
variable. 
The next difficulty was determining which variables were significant, and what the 
appropriate functional form was for the model. Dimensional analysis was pursued, but did not 
result in a satisfactory model. A engineering analysis based on wall thickness and chamber 
volume indicated that the chamber weight per unit thrust was proportional to L*. The expansion 
ratio and nozzle cooling method are important nozzle variables. Additional variables that were 
examined were propellant types and engine cycles. The results of a forward step-wise regression 
are presented in Table 3. 
. 
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Table 3. Forward Stepwise Normalized Thrust Chamber Model 
Variable 
constant 
ER 
1mc 
ablativdthrust 
coefficient Std. Error t-value P 
9.759E-6 O.ooOo594 0.0164 0.987 1 
.oooo53 5.09E-6 10.3155 O.oo00 
2.370 0.31368 7.557 O.oo00 
108.775 50.4 2.16 0.0502 
I I I - - _ _ _  I 
RQ.8753 Standard Error of Estimate = 0.000745 Durbin Watson = 2.694 
The residuals and other statistical elements looked fine, except the 5-2 and A-7 were very 
large outliers, but not high leverage points. The R* value is acceptable, but L* proved non- 
significant. Also there are very few ablative nozzles (3), and thus, their significance must be 
approached with caution. 
The backwards step-wise regression resulted in a model that also included L* and a kerosene 
propellant effect. However, the residuals in the model were not as well behaved, and the large 
coefficient values and large errors on the coefficients indicate possible collinearity problems. 
However, these problems could be overcome with ridge regression, for example, if it was 
warranted. What is really needed is a subject matter expert who can see how the variables are 
entering and leaving a particular model, and make value judgments as to the sign and magnitude 
of coefficients. This is the second type of problem that plagued the modeling process. 
Numerous models can be constructed, but only a component designer has the expertise to make 
judgments between them and guide the model building process. 
Total turbomachinery weight is strongly correlated with thrust. But, the thrust model for the 
turbopumps is complicated by the variety of pump configurations: single turbines driving a 
single pump or multiple pumps, gear driven or single shaft pumps, boost pumps, etc. Thus, a 
linear model on thrust, multiple, boost, and gear was attempted. Although, they were significant, 
the residuals were quite large, often larger than the weight of the pumps. Alternative models 
were investigated revealing interactions between thrust and the other variables, leading to models 
of turbopump weight per unit thrust. Constructing these models was difficult because of the 
many collinear variables, and the many models with high R* values (-85 to -95 ). The initial 
models attempted only to model the multiple pump weights per unit thrust. That was not a 
problem, until one attempted to model the single pumps. The various configurations, and in 
particular the boost pumps, could not rationally be divided by the thrust. Thus, given the 
complexity of the configurations, alternative paths were pursued. 
A subcomponent model correlating the weight of impellers, housing, and volutes to their 
sizes was attempted. The housings would be correlated with the impeller sizes, so they did not 
need to be modeled separately. The volutes would be a function of the volumetric flowrates, if 
the volutes were external. If they were internal, they could be ignored. This left the impeller 
size, which is a function of the number of impellers, the diameter of the impeller, and its 
thickness. I had not found a way to account for the distance between the turbine and the pumps, 
which on some pumps was large. Using dimensional analysis for compressible flow it can be 
shown that the impeller diameter, D, is a function of the pump pressure, P, mass flowrate, m-dot, 
and pump speed, N. However, attempts to validate the relationship from know diameters were 
inconsistent and it was concluded the relationship was either non-linear, or the approach was not 
appropriate. 
XIII - 3 
Principle components was attempted to eliminate the collinearity structure. However, the 
interpretation of the components was beyond the analyst's capability, and thus the principle 
components regression model is not presented. It is a statistically demanding procedure, and 
requires extensive component related subject expertise. 
Returning to multiple regression approaches, it was recommended to model weight based on 
configuration parameters: boost, multiple, gear, cycle, and propellant types, as well as on 
headrise, total volumetric flowrate, and turbine horsepower. I believe this approach is the most 
sensible Please note that the turbine horsepower is, in effect, an interaction (product) between 
the volumetric flow rates and the headrise. Thus, it is likely to be collinear with either of the two 
(especially flowrate), and it may not be appropriate to model the weight with both horsepower 
and flowrate. The data thus far indicates that flowrate and headrise correlate with weight better 
than horsepower. Thus, the models reported here have flowrate and not horsepower as 
independent variables. 
Several models were constructed leading to the conclusion that the flowrates and whether the 
pumps were single or multiple were the two most important variables. Further investigation 
showed the interaction to be more significant than the main effects. Although, it is reasonable to 
expect both pump types to be dependent on flow with different slopes, it is unacceptable that the 
model be driven by the interaction effect alone because this would exclude all single pumps. 
This lead to attempting to build two models, one for multiple pumps, and one for single pumps. 
Variable coefficient Std. Error t-value P 
constant 41.605 94.00 0.438 0.6681 
'Ttl_volflow 43.219 2.77 15.61 0.0000 
The multiple pump model is presented in Table 4. The residuals are not that well behaved, 
but are reasonably small with an error of 30% of the observed value or less for 11 of the 16 
observations. Two of the five high percentage outliers are small pumps. The remaining three 
had errors of 43% to 71%. 
.  
Table 4. Multiple Pump Flowrate Model 
c ~ - ' I 
Dependent variable: Turbopump Weight select (multiple = 1) 
The single pumps are very difficult to model because they include boost pumps and main 
pumps across different cycles. The single pumps are the 8 pumps of the J-2, SSME, and D170 
boost pumps. It is particularly here that the headrise may play a significant role for the staged 
combustion cycles since low Pc pumps are typically flowrate driven, whereas we would expect 
to see high Pc engines to have a pressure component. This would be need to be evaluated in 
future models. 
The most recent hypotheses that could not be verified or included in the model due to lack of 
time are that the headrise will not show a significant effect for low Pc engines, but will play a 
significant role in high Pc engines, Le., staged combustion engines. Thus, Pc or an interaction 
between headrise and staged combustion may improve the model. Another possibility would be 
to normalize on volumetric flowrate similar to the way the combustion chamber was normalized 
on thrust: divide the turbopump weight by the volumetric flowrate. 
LINES MO DEL 
Lines and ducts are hypothesized on volumetric flowrate (diameter), pressure (wall 
thickness), and basic engine size (thrust). In other words, for small engines there is a minimum 
x m - 4  
weight in ducts that must exist. It is likely that their wall thickness is not pressure driven but 
structural so that is can withstand handling and assembly. The individual flowrates were 
summed to obtain a total flowrate and to eliminate collinearity between fuel and oxidizer 
flowrates. 
Examination of the correlation structure among the variables indicates that thrust and the 
flowrates are correlated as is the chamber pressure and the staged combustion cycle. This makes 
sense since flowrates scale well with thrust, and the staged combustion cycles typically have 
much higher Pc’s. Thus, neither thrust and flowrate nor staged combustion and Pc should be 
simultaneously in the same model. There are 4 high leverage engines (heavy duct weights): 
SSME, F-1, RD0120, and the RD170. Thus, these four engines are likely to drive the coefficient 
values. The power model results are presented in Table 6. 
Table 6. Lines and Ducts Flowrate Power Model 
R2 = 0.93 1 Standard Error of Estimate = 0.335 Durbin Watson = 2.083 
This model is believed to be correct. The R2 is much better and the intercept is believable. 
The residual structure is excellent., with no outliers. The variables that were selected were the 
same as was expected from the initial hypothesis. And, the coefficient on the total flow is very 
close to 0.5 indicating that the duct weight is proportional to the square root of the total flow, 
which in turn would be proportional to the diameter. The only variable of concern is Russian, 
since it is based on so few data points. Of all the models, this is the one in which I have the most 
faith. 
CONCLUSION 
A factor that was not considered originally was the effect of “generations” of the same 
engine, such as the RL10-3-3, RL10-3-3A, and the RLlOA-4. In initial models, they were all 
included in the database to increase the number of data points. This is however false, for two 
reasons. First it artificially weights characteristics particular to those engines which have 
multiple generations in the data base versus those that do not, thereby inflating the statistical 
significance of those characteristics. Secondly, it increases the variation within that engine 
family. Thus, the earlier generations were eliminated since the most recent generation is more 
representative of what can be accomplished today. 
In retrospect, this logic may be faulty, since this would compare 3rd and 4th generation 
engines with other 1st generation engines. Thus, it would probably be better to compare first 
generation engines only. If this were done, a time effect may become evident that would need to 
be considered. Should sufficient data exist, a separate study involving generations of engines 
and their evolution may be possible. 
. 
From the analysis to date, it appears that there is too much variation between engines to 
obtain an accurate model at the level that would meet the objective, i.e., within +lo%. If an 
accurate weight prediction model is to be created from past data, much more detailed weight and 
engine design information will be needed. 
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INTRODUCTION 
One of the most favorable characteristics of the Space Shuttle Program is the reusability of 
two of its primary components: the orbiter itself and the Solid Rocket Boosters (SRB). The 
SRB’s provide the primary source of propulsion for the Space Shuttle during take-off afterwhich 
they are recovered for rehrbishment and reuse. During refurbishment, the SRB’s are stripped of 
all remaining ablative (heat resistant) coating. A new layer is applied to the appropriate sections 
(nose cone, fiustum, forward skirt, and aft skirt). It is the process of applying the ablative coating 
which provided the impetus for this project. The thickness of this protective layer is considered to 
be of primary importance to the level of thermal protection provided. 
OBJECTIVES 
The objectives of this effort are to investigate possible techniques for measuring the 
thickness of MCC, and if possible to test the specific capabilities of those considered good 
candidates for implementation. The system should be able to take measurements in real-time as 
close to the spray gun as possible. This will allow the information to be used in the control of the 
process without an inordinate time delay between a measurement and its appropriate response. 
The thickness of the deposited material is to be measured with less than 0.100 inches of 
uncertainty. This is the defined tolerance window for the ablator thickness. Finally, it must 
operate within the confines of the chamber which encloses the turntable, robot, and spray system, 
and therefore is required to be insensitive to, or at least maintainable in, that environment. 
9 
PROBLEM DESCRIPTION 
Once the SRB’s are recovered after a Space Shuttle launch, the individual sections are 
separated, cleaned and stripped with water blast guns, and inspected for damage. If no critical 
damage is found, the sections are prepared for reuse. One of the final steps in this process is that 
of applying the ablative coating to certain sections; the thickness of which depends upon the 
particular section being sprayed as is indicated in Figure 1. 
If the ablator 
thickness is too small, then 
there wil be insufficient 
thermal protection. If on 
the other hand, it is too 
thick, the additional weight 
reduces the Space Shuttle’s 
payload capacity. It is 
desirable to monitor the 
thickness to not only 
improve process control, 
but to help alleviate 
NOSE CAP (0.188’) 
AFT SKIRT (0.5‘) 
FRUSTRUH (0.125’) 
-7 FORWARD SKIRT (0.125’) 
L S Y S T E M  TUNNEL (0.125’-0.5’) 
Figure 1 MCC Thickness on Solid Rocket Booster (proposed) 
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rework. In order to veri@ the process, thickness measurements are now made after the material is 
cured. At this point, thicknesses falling outside the permissible tolerances can be very costly. 
The material used during this investigation is known as Marshall Convergent Coating 
(MCC). It is referred to as ‘tonvergent” because the components of the material converge and 
are mixed at the spray gun. MCC is composed primarily of cork and glass and is thus not 
electrically conductive., It has a fairly high level of surface roughness and moderate porosity. 
Currently, it is not the material that is ‘flying”, but considered to be the next generation ablator. 
There are several advantages that MCC has over the previous ablators. There are fewer 
constituents in MCC, only four versus over ten for some others, which simplifies the management 
of the process. Previously developed ablators were mixed beforehand in a mixing tank that was 
used to feed the process. Once the material is mixed, it must be applied within a certain period of 
time. This added a time constraint to an already complex situation. This also complicated clean- 
up since the tanks must be cleaned and pumps, valves, and hoses purged. Finally, the absence of 
environmentally hazardous materials in MCC will comply with governmental regulations to be 
enforced in the near future. 
The application process involves 
placing a clean skirt, flusturn, or nose 
cone onto a large turn table as shown in 
Figure 2. The MCC spray gun is 
mounted to a robot which controls the 
standoff distance from the material and 
the angle between the spray gun axis 
and the surface normal. As the turn table 
rotates, the robot pans upward. The turn 
table spins at a rate of 0.5 to 6 rpm 
depending on the particular section 
being sprayed. The target substrate 
speed is approximately 40 feet per 
minute or 8 inches per second. In other 
words, the surface of the section being 
Fi.wre 2 MCC Spray Cell Schematic 
sprayed passes beneath the nozzle at a Ate of approximately 8 ips. The rate of robot movement is 
set such that it moves about one inch vertically per full revolution of the turn table. The resulting 
pattern of material is that of an overlapping, helical strip with a lead (the amount of vertical travel 
per revolution) of one inch. Since the substrate and the spray gun are moving relative to one 
another, it is necessary to perform any thickness measurements on a non-contact basis. The ideal 
place to mount such a sensing system would be on the end-effector of the robot. 
The spray gun emits MCC which fills a conic volume with a cone angle of approximately 
31 degrees. The standoff distance (i.e. distance from spray gun tip to the substrate) is 
approximately 8 inches. This results in a near circular spray pattern with a diameter of 4.5 inches. 
This can be seen in the Figure 3. It can now be determined from the size of the spray pattern and 
the amount of lead, that each point on the surface of the substrate will pass through the spray 
pattern at least four times. 
xv-2 
ZERO CGVERAGE II I 
APPROACH 
With this process understood, different techniques for taking thickness measurements can 
now be considered. The ideal time to take the measurement is as soon after the application as 
possible. This will allow for appropriate responses to be undertaken before large areas are 
created with out of tolerance thicknesses. 
One obvious method would be to take a measurement at a point before any ablator (pre- 
spray) is applied and then again after it is applied (post-spray). Subtracting the two measurements 
will thus give the thickness of the deposited layer. The pre-spray measurement(s) could be taken 
completely before the process is started. This would in a sense create a topological map of the 
bare surface of the substrate. Following this, the ablator is applied during which time post-spray 
measurements are taken at positions that are coincident with those taken pre-spray. Thereby, 
thickness measurements are made. This technique would require only one sensor, but the process 
of taking the pre-spray measurements could significantly lengthen the process. 
Another approach would be to mount two sensors to the robot and take all measurements 
while spraying. If this method is used, however, sensor placement is critical. The pre-spray 
measurement should find the distance fiom the sensor to the substrate (i.e. no ablator yet applied). 
The post-spray measurement should find the distance from the sensor to the outer surface of the 
MCC after it has been completely applied. From Figure 3 above, it can be seen which areas that 
the sensors should be aimed to take correct measurements. The pre-spray measurement should 
fall into the area defined by zero coverage, while the post-spray should fall into the area of full 
coverage. A pre-spray value will have to be ‘temembered” for several revolutions before a 
coincident post-spray value is taken and a thickness calculation made. 
In order to accomplish either one of the previously described techniques, a sensor must be 
obtained which will measure the distance from its mounted position on the robot end-effector to 
the nearest surface crossing its line of sight. There are many types of transducers that will 
perform this fbnction of which ultrasonic and laser were considered. This was done not so much 
as to prove the transducer performance, but to investigate the approach to finding the thickness. 
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These two transducing 
methods are shown 
schematically in Figures 4 
and 5 .  With ultrasonic 
ranging, sound wave 
fanout acts as both a help 
and a hindrance. It helps 
by averaging out the 
surface roughness. The 
disadvantage is that it 
may miss smaller flaws 
and undulations of the 
ANALOG OUTPUT 
PROPORTIONAL TO 
TARGET DISTANCE 
surface. On the other hand, the laser ranging method takes a measurement at a point. This gives 
the advantage of finding small flaws, but requires that several readings be taken and averaged to 
get a good measurement (because of the surface roughness of MCC). Another problem with the 
laser approach is that of keeping the laser optics clean. This could probably be taken care by 
using some type of air purge system. 
Both of the previously described approaches seem feasible if using some sort of pre- and 
post-spray measurement, but ideally the best method would be to use a single system that could 
take a,, direct thickness 
measurement. In order to do this, 
the location of the substrate surface 
must be found by somehow ''seeing 
through" the MCC. The outer 
surface of the MCC can easily be 
found by using either ultrasonic or 
laser ranging. One way to locate 
the substrate through the MCC 
would be to use an eddy current 
(EC) sensor. An EC sensor will 
find the surface of the nearest 
electrically conductive material. 
A-K LASER 
EDDY CURRENT 
A C T I V E  COIL 
O€AYT(E 5 CAP A) 
G Q W N  IN CROSS-SCClIoH 
*E*SUI)ES w B> 
GAP S I  IGAP A 
~~ 
Firmre 6 Combined ECLaser Thickness Sensing 
Used in combination with a laser sensor, a system such as that shown in Figure 6 could be used. 
The EC sensor would measure Gap B (distance to substrate surface) and the laser would measure 
Gap A (distance to MCC surface). The difference between the two measurements would give the 
MCC thickness. The down side to this approach is that caused by the maximum standoff distance 
of the EC sensor. They typically have ranges of 0.1 inch for small diameter sensors to 1.5 inches 
for those with larger diameters. This could be a problem since the MCC spray gun operates with 
a stand off distance of 8 inches. 
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EXPERTMENTAL RESULTS 
Both the prdpost spray and the combined ECLaser techniques were tested by acquiring 
temporary equipment- loans from sensor manuf 
were used for the prdpost spray technique, 
and a Kaman CTS 8500 EC/Laser system 
was also tested. Both systems were tested 
for accuracy and sensitivity to possible 
alignment errors (i.e. not being perfectly 
normal to the surface being measured). 
Figure 7 shows a the output resulting fiom a 
h e a r  scan of an MCC test panel. It can be 
noted fiom this diagram that even though 
the distance fiom the substrate changes (i.e. 
the robot is not maintaining the standoff distan 
icturers. TWO senix Gtra-s ultrasonic transducers 
Figure 7 ECLaser Scan, normal to surface 
:e) that a correct measurement is still obtained. 
I 
CONCLUSIONS 
The prdpost measurement technique is feasible, but requires time-shifting the data by 
keeping track of prespray measurements for approximately revolutions. These types of 
measurements were successhlly made by both ultrasonic and laser systems with the required 
accuracy. However, the required mounting for this type of measurement makes the system 
sensitive to variations fiom the surface normal. 
The ECLaser system allowed direct measurement of MCC thickness with exceptional 
accuracy; however, the maximum standoff distance was approximately 1 inch. EC calibration was 
also somewhat difficult, but should only be required once at installation. The laser optics may 
need to be protected fiom airborne particles through the use of an air purge. The approach is 
must less sensitive to variations from the surface normal. 
RECOMMENDATIONS 
1. Pursue testing of the ECLaser system in actual use. 
2. Investigate ways to eliminate the problem caused by standoff distance allowed by the 
EC sensor. This may be done by increasing the EC’s active coil diameter, mounting the EC on a 
retracting mechanism, or by using a different ‘MCC penetrating” sensing technique (possibly 
microwave ranging). 
3. Investigate the possibility of using only a post spray measurement. Since the hardware 
being sprayed is of a specified geometry, the robot should be able to hold a fixed distance fiom 
the surface while it is spraying. Hence, a pre-spray measurement can be assumed. It should be 
noted that axial and radial runout can cause errors using this approach. 
m-5 
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INTRODUCTION 
NASA has been developing a new liquid oxygen turbopump for 
This program the space shuttle main engine (SSME) for many years. 
is officially designated as the alternate turbopump development 
(ATD) high pressure oxygen turbopump (HPOTP). 
explore some of the experimental aspects in the development of the 
ATD HPOTP inducer which is a critical component of the turbopump. 
As the liquid oxygen (LOX) enters the turbopump, the first ro- 
tating "pumping" component that it encounters is the inducer. 
Approximately 30% of the total pressure rise within the pump is ac- 
complished by the inducer while the impeller is responsible for the 
remaining pressure rise (70%). Physically, the inducer resembles a 
four-bladed marine propeller. From the structural design standpoint, 
one the main concerns is the high-cycle fatigue life of the inducer. 
High rotational velocities (25,500 rpm) coupled with unsteady fluid 
flow, including cavitation, produce a high-cycle fatigue environment. 
The inducer design criteria requires an infinite design fatigue 
life. Based on experience with early rocket engines, NASA [l] 
adopted a design specification for the magnitude of these unsteady 
dynamic fluid pressures. After calculating the steady-state fluid 
pressures acting on the inducer blades, the magnitude of the un- 
steady fluid pressures are assumed to be 20% of the steady-state 
pressures. This assumed 20% variation from steady-state pressures 
was later changed to 30% by industrial NASA contractors to produce 
a more conservative design criteria. To experimentally verify this 
30% unsteady pressure excursion value, NASA/Marshall began de- 
veloping an Inducer Test Loop facility (ITL) in 1990. 
The ITL facility is a closed loop water flow system consisting 
of a test loop and auxiliary loop. 
solved air from the process water and maintains the process water 
temperature within a narrow band through use of a heat exchanger. 
Water filtration and treatment is also performed within the auxiliary 
loop. The ITL facility does not attempt to completely replicate the 
inducer working environment., Le. water is the working fluid in the 
test loop compared to the LOX employed in the actual SSME turbo- 
pump. 
housing is utilized in the ITL to facilitate inducer flow visualization 
studies. 
The use of the "low strength" acrylic housing model precludes 
operating the inducer at the rotational speeds common in engine op- 
eration (25,500 rpm). The maximum speed possible with the acrylic 
model is 6,000 rpm. 
This report will 
The auxiliary loop removes dis- 
In addition, a full-scale, clear, acrylic model of the turbopump 
Consequently, scaling of the 
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experimental results is necessary with regard to both the working 
fluid density and the rotational speed to match true operating 
conditions. 
There were two main goals of the ATD HPOPT inducer test. 
First, determine the steady and unsteady inducer blade surface 
strains produced by hydrodynamic sources as a function of flow ca- 
pacity (Q/N), suction specific speed (Nss), and Reynolds number (Re). 
Second, to identify the hydrodynamic source(s) of the unsteady blade 
strains. The reason the aforementioned goals are expressed in terms 
of blade strains as opposed to blade hydrodynamic pressures is be- 
cause of the interest regarding the high cycle fatigue life of the in- 
ducer blade s. 
The assumed 30% variation is blade pressure, about the 
steady-state mean pressure, due to unsteady hydrodynamic sources 
converts directly into a 30% variation in the blade strains and 
stresses about their mean levels. This pressure-strain-stress con- 
version is done using the assumption that the inducer material 
(Inconel) behaves in a linear manner. The validity of inducer high 
cycle fatigue life prediction is completely dependent on the accuracy 
of the steady and unsteady (alternating) blade stress values. 
This report will focus on the first goal of the test program 
which involves the determination of the steady and unsteady strain 
(stress) values at various points within the inducer blades. 
gages were selected as the strain measuring devices. 
gages were electrically connected to the instrumentation via an ac- 
tively-cooled, slip ring on the rotating inducer shaft. 
was undertaken to produce a complete NASTRAN finite-element 
model of the inducer. 
utilized to provide the estimated steady-state blade surface pressure 
loading needed as load input to the NASTRAN inducer model. 
results of the NASTRAN analysis indicated that for the ITL test con- 
ditions, the steady-state blade strains would be very small (< 40pc). 
These low estimates for the strain levels coupled with the hydrody- 
namic test environment created some stringent conditions on the 
strain gage installation. 
Strain 
The strain 
Concurrent with the experimental program, an analytical study 
Computational fluid dynamics analyses were 
The 
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A. INSTRUMENTATION 
The combination of the centrifugal and pressure loading results 
in both bending and extension (radial and circumferential) of the in- 
ducer blades. 
loading is significant. 
dressed during the instrumentation selection phase were the low 
anticipated strain levels and the need to develop a "robust" gage in- 
stallation capable of surviving the hydrodynamic environment. 
were selected for the majority of the gage locations. 
the high strain sensitivity of the these gages would allow for the 
most accurate measurement of the small unsteady (alternating) 
blade strains while foil gages were selected to measure the steady- 
state strain levels. The use of semiconductor gages to measure the 
steady state strains was considered to be less desirable than the use 
of foil gages due to the significant thermal shift of the semiconductor 
gages compared to the foils. 
comes more critical as the measurement time span. increases, such as 
the case for determination of the steady-state strain levels. 
was decided to employ both the foil and semiconductor types of 
gages, the next set of decisions concerned the type of bridge to be 
employed (quarter, half or full) and the gage pattern at each of the 
strain locations. 
A full bridge arrangement was selected based on three factors. 
First, a full bridge provides the highest bridge output compared to 
the either the quarter or half bridge arrangements. Second, the full 
bridge provides better temperature compensation. Finally, the slip 
ring is not in the measurement circuit for the full bridge as opposed 
to the quarter and half bridge circuits. 
decision concerned the selection of the gage pattern at each strain 
location. 
pattern to a rather limited set of options. The first constraint was 
the decision to utilize a full bridge arrangement as discussed in the 
above section which required four active gages at each strain location 
for effective temperature compensation and bridge completion. The 
second major constraint arose from the need to recess the gages into 
the inducer blade to protect the gages from the fluid flow and limit 
the distortion of the flow pattern over the blade surface during op- 
eration. The minimum required depth of the recesses was 0.035 
inches. This depth allowed for protection of the gages while still 
providing sufficient room to fill the recess with an epoxy potting 
Bending is the dominant loading, but the extensional 
The two main issues which had to be ad- 
To compensate for the low strain levels, semiconductor gages 
It was felt that 
The gage thermal shift behavior be- 
Once it 
Once a full bridge arrangement had been determined, the next 
Two major factors constrained the selection of the gage 
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compound that could be smoothed to match the blade surface for 
flow continuity. 
to the total blade thickness which varied from a minimum of 0.090 
inches to a maximum of 0.170 inches. As a consequence, it was not 
considered structurally advisable to recess both the pressure side 
(PS) and the suction side (SS) of the blade at the same location. 
consisted of two gages mounted radially relative to the rotational 
axis of the inducer and two gages mounted circumferential. This 
bridge circuit results in the following bridge output equation 
This minimum recess depth was significant relative 
Given the two constraints, the gage pattern that was selected 
v o  = 
[2kr + GF (1 + E C / E ~ ) ]  
where V O  = bridge output voltage, 
Vi = input voltage to bridge, 
GF = gage factor, 
EC = circumferential strain, and 
Er = radial strain. 
The derivation of equation (1) is a rather straightforward procedure 
starting with the general equation for an unbalanced Wheatstone 
bridge circuit-c 
B. DATA REDUCTION 
The quantities Vi and GF in equation (1) are known prior to the 
The two strains test and the value of VO is measured during the test. 
Er, EC and the strain ratio, EC/Er are unknown quantities in equation 
(1). Calculation of the absolute strain values required the develop- 
ment of a complimentary equation involving the strains to create a 
system of two equations with two unknown strains. During the 
search for this complimentary equation, the author examined the 
NASTRAN inducer model to determine the characteristics of the 
strain ratio EC/&r. 
Two characteristics of the strain ratio were clearly discernable 
from the NASTRAN analysis. First, the strain ratio was a significant 
value relative to 1.0 and it would be a serious error to eliminate the 
strain ratio from the term within the denominator in equation (1). 
Second, the strain ratio value was substantially different at different 
locations on the blade surface and the ratio values did not correlate 
xv-4 
well with the Poisson's ratio of the blade material. The author con- 
cluded that the most accurate values available for the strain ratio 
would be those calculated from the NASTRAN analysis results for 
each of the gaged locations on the blade. 
values were then employed in equation (1) to calculate the experi- 
mental strain Er. 
facilitate the calculation of experimental strains is certainly not an 
ideal procedure, but the author was unable to develop a more appro- 
priate method. 
A simple cantilevered beam specimen was produced to exam- 
ine the validity of this experimental-analytical method for determin- 
ing the blade strains. Instrumentation of the beam involved the use 
of a pattern of four foil gages identical to the foil gages employed on 
the actual inducer. Machining of the specimen, bonding of the gages, 
and wiring of the bridge was all accomplished by the same organiza- 
tion responsible for the inducer instrumentation. 
beam involved hanging a set of dead weights at the free end. 
nite element model of the beam was constructed from CQUAD4 plate 
elements using MSCPAL2 to provide the value of the strain ratio 
EC/Er needed for the calculation of the experimental strains using 
equation (1). 
This finite element model was employed to allow 
modelling of the strain gage recess machined into the beam. 
finite element analysis results clearly showed that the presence of 
the recess strongly influences the strain state. Based on the results 
of this simple cantilevered beam test case, the finite element model 
of the ATD inducer was modified to incorporate the strain gage re- 
cesses. To calculate the radial and circumferential strains from 
equation (l), the values of the strain ratio (&r) had to be supplied 
to the data reduction algorithm via the finite element results. 
The final section of the data analysis program involved the 
conversion of the strain results (Er and EC) determined from equation 
(1) by using the experimental bridge output and the strain ratios 
from the finite element results. 
the strains at the bottom of the gage recess. The strains that are 
needed to predict the high cycle fatigue life of the inducer are those 
at the blade surface of an unmodified inducer, i.e., one with no ma- 
chined recesses. The conversion from the measured recess strains to 
the blade surface strains was accomplished through comparison of 
the modified (with recesses) and unmodified inducer finite element 
models. 
The "analytical" strain ratio 
This procedure of employing an analytical value to 
Loading of the 
A fi- 
for the 
The 
These values, Er and ec, represent 
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INIIRODUCTION 
There is a great need to develop a system that can measure accurately atmos- 
pheric wind profiles because an accurate data of wind profiles in the atmosphere con- 
stitutes single most input for reliable simulations of global climate numerical methods. 
Also such data helps us understand atmospheric circulation and climate dynamics 
better. Because of this need for accurate wind measurements, a space-based Laser 
Atmospheric Winds Sounder (LAWS) is being designed at MSFC' to measure wind 
profiles in the lower atmosphere of the earth with an accuracy of 1 meter/sec at lower 
altitudes to 5 meters/sec at higher altitudes. This system uses an orbiting spacecraft 
with a pulsed laser source and measures the Doppler shift between the transmitted and 
received frequencies to estimate the atmospheric wind velocities. If a significant return 
from the ground (sea) is possible, the spacecraft speed and height are estimated from it 
and these results and the Doppler shift are then used to estimate the wind velocities in 
the atmosphere. It is expected that at the proposed wavelengths, there will be enough 
backscatter from the aerosols2 but there may not be significant return from the 
ground. So a coherent (heterodyne) detection system is being proposed for signal pro- 
cessing because it can provide high signal to noise ratio and sensitivity and thus can 
make best use of low ground returns. However for a heterodyne detection scheme to 
provide best results, it is important that the receiving aperture must be aligned properly 
and for the proposed wind sounder, this amounts to only a few microradians tolerance 
in alignment. It is suspected that the satellite motion relative to the ground may intro- 
duce errors in the order of a few microradians because of special relativity. Hence the 
problem of laser scattering off a moving fixed target when the source and receiver are 
moving, which was not treated in the past in the literature, was analyzed in the fol- 
lowing, using relativistic electrodynamics3 and applied to the case of the space-based 
coherent lidar, assuming flat ground. We are interested in developing analytical 
expressions for the location of the receiving point for the return with respect to the 
satellite, receiving angle and Doppler shift in frequency and amount of tip, all as meas- 
ured in the satellite moving coordinate system and the diffuse scattering angle at the 
ground which does not require any compensation. All the three cases of retro- 
reflection, specular reflection and diffuse scattering by the ground should be treated 
though retro-reflection and diffuse scattering are more important. 
METHOD OF ANALYSIS AND PATH GEOMETRY 
Figure 1. shows a Laser Atmospheric Wind Sounder System, called AEOLUS. 
Initially we assume earth is assumed to be flat and a satellite is moving with a hor- 
izontal velocity V (along the x axis, parallel to the ground) at a height H above the 
ground. Our goal is to find out the path of a light ray from a moving source (satellite) 
to the stationary ground, as observed from the ground (whose coordinate system is not 
moving) and the paths taken by the reflected and backscattered rays from the ground 
towards the satellite as observed by a receiver adjacent to the transmitter in the moving 
coordinate system. 
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Fig.2. Coordinates Systems for the Analysis 
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Fig.3. Retro-reflection Path Geometry 
Figure 2. shows two coordinate systems. K system is a fixed coordinate system 
(coordinates are x, y, z and t). K1 system describes the satellite motion and is moving 
with respect to K at a velocity V along the x axis ( coordinates in K1 are x1 , y1 , z1 
and tl). A laser transmitter is located at the origin of the Kl system. Assume at 
t = tl =O, the point (x14  , yl=O , zl=H) of K1 coordinate system will go past the point 
(x=O, y=O, z=O) of coordinate system K to set up proper Lorentz transformations. 
We used ray formulation first. For this consider a light signal transmitted from the 
origin of the K1 system with spherical coordinate angles 8, and $, towards the fixed 
system on the ground (Figure 2). Assume that light is pulse of very short duration so 
that during the transmission, the displacement of the origin of the coordinate system 
can be ignored. For the transmitted ray, the coordinates in the moving frame and fixed 
frame are calculated. After the ray is incident on the ground, the returning ray angles 
are determined, depending whether the return is due to retro-reflection, specular 
reflection and diffuse reflection. The returning ray coordinates are then determined 
again in both coordinate frames. Since the motion is parallel to x-axis, z coordinate 
separation (H) remains constant and this is used to calculate the time of transmission 
from source to the ground and from ground to receiver. Since ray formulation can not 
give Doppler shift and changes in the electromagnetic fields and reflectance, we used a 
wave formulation, which provided with the above results as well as verification for 
some of the results, achieved through the ray formulation. All the details are being 
published in a NASA Technical Memorandum4. 
GENERAL RESULTS 
When a retro-reflector is located at the point where the above ray is incident on 
the ground, The incident is scattered back along the receiving angle in the fixed coor- 
dinate system (Figure 3). In this case, at the point of return in terms of the satellite 
coordinate system: 
Coordinates of the point of return: 
l+a sin(8J cos($,) 
xiret = -2 H a Ylret = 0 Zlret = z+H = 0 (1) 
(1-a2) cos(9J 
1+a2+2 a sine, cos$, 
1 4  
0, = 0, (3) 
For specular reflection, we assume that the light is reflected back according to Snell 
law in the fixed system (K). A further analysis gives us: 
Coordinates for the point of return: 
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For the receiving angles and frequency: 
However 8, = - 8, and QrW = - Qt. Also note that there is no Doppler shift. 
For the case of diffuse scattering, the rays of interest lean towards backscattering 
direction, as opposed to forward reflection. For an arbitrary direction, results are given 
in the memorandum4. It can be shown that most of the rays will miss the receiver 
except a few near the backscattering direction and in particular, it is possible to find a 
direction ( €Ib and &, ) at the ground for which no compensation is needed and these 
angles are given as: - 
cos(e,) 4 7  sin(e3 sin(#t) 41-a* 
(6) 
cOs(eb) = 1-a sin(8J = sin(et> cos(+^ - a 
For this case with no need for adjustments at the receiver, as expected, the coordinates 
of the point of return are: 
For the received frequency: 
1 + a sine, cos4, 
1 + a sine, cos@, %!c = Ut 
RESULTS AND SUMMARY FOR THE PROPOSED WIND SOUNDER 
AEOLUS has a proposed altitude of 350 Kilometers, a velocity of 7704.3 
meterdsec, nadir angle of 30°, azimuth angle of 45' and wavelength of 2 pm. For this 
data, in the case of retro-reflection, the returned beam will miss the satellite by about 
20.7 meters. If the beam foot print is large on the ground, still a part of the return may 
be received. Received Angles are 30.0018 degrees for nadir and 44.9958 degrees for 
azimuth. These correspond to a tilt of 31.43 p radians for nadir and 73.33 p radians 
for azimuth. For higher velocities (v/c >= O.l), the receiver may miss the backscatter 
completely. Angles, through which the receiver has to be tipped, will be much higher. 
For LAWS, backscatter may be reasonably acceptabIe. In case of specular reflection 
off the ground, if the transmission angle is zero, no corrections are required. In this 
case, for non-zero transmission angles, reflected signal will not see the receiver. In 
case of diffuse scattering off the ground, for any transmission angle, there exists a 
return direction, for which no compensation is required at the receiver. For BOLUS 
data, this direction differs from the incidence angles at the ground by about 15.7 
microradians for elevation angle (theta) and by 36.63 microradians for azimuth (phi) 
and hence provides a good backscatter and so the system should be successful. Analyt- 
ical results for the Doppler shift in the frequency show that in case of specular 
reflection, there is no Doppler shift due to the satellite motion and the relativity. In 
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case of backscattering and diffuse scattering, there are Doppler shifts due to the satel- 
lite motion and relativity. It is found that the Doppler shift due to the relativity is in 
the order -025 % to . l% for a wind of 1 meterskc and it should be corrected for. 
RECOMMENDATIONS 
First, the analysis has to be redone, taking into consideration horizontal move- 
ment of the satellite and vertical movement of the target with flat earth. Then relax 
the assumption that the earth is flat to arrive the more accurate design criteria. 
Emphasis should be on backscattering and diffuse targets. The light incident on the 
ground has a finite area. For flat earth, correction for the fact that the light at the 
receiver is contributed by all the points h m  the ground, may not be serious. But 
when we use spherical coordinates, we must take this into account as the local normal 
is different from point to point. Compare the signal contribution due to relativistic 
effects with that from satellite motion and wind for a more general analysis that 
involves spherical earth. Error estimates in wind have to be calculated for the more 
general case. No Results have appeared in the literature how the Fourier spectrum of 
a pulse changes for the return geometry under consideration. Develop an analysis for 
this problem and compare the relativistic contribution. 
SUMMARY 
In summary, we derived several analytical results based on the special theory of 
relativity, useful for space-based lidar experiments. We applied our results to the pro- 
posed AEOLUS system and found that the current design recommendations are within 
acceptable tolerances. Some important next steps that will improve the analysis and 
provide better design rules have been identified. 
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XVII 
The Optics Division is currently in the research phase of producing grazing-incidence mirrors 
to be used in x-ray detector applications. The traditional method of construction involves labor- 
intensive glass grinding. This also culminates in a relatively heavy mirror. For lower resolution 
applications, the mirrors may be of a replicated design which involves milling a mandrel as a 
negative of the final shape and electroplating the cylindrical mirror onto it. The mirror is then 
separated from the mandrel by cooling. The mandrel will shrink more than the "shell" (mirror) 
allowing it to be pulled from the mandrel. Ulmer2 describes this technique and its variations in 
more detail. To date, several mirrors have been tested at MSFC by the Optical Fabrication 
Branch by focusing x-ray energy onto a detector with limited success. Little is known about the 
surface roughness of the actual mirror. Hence, the attempt to gather data on these surfaces. The 
test involves profiling the surface of a sample, replicating the surface as described above, and then 
profiling the replicated surface. 
The sample chosen for this test is a silicon carbide disk 1.5" in diameter. We measured the 
surface with a TopoMetrix scanning force microscope (SFM) and a WYCO TOP0 3-D. The 
TopoMetrix has a stylus which contacts the surface while the WYCO is a non-contact 
interfereornettic-type profiler. Both are described quite well by Bennett'. The technology used in 
the WYCO is well-known while the SFM is a relative new-comer to the industry. The initial 
measurements made with the SFM were of known "standards" and were within 5% of the 
published values. However, the height distances on these standards were on the order of 1 k 
angstroms and the sample was reported by Jean Bennett of Michelson Laboratory and D a l l  
Englehaupt of The University of Alabama at Huntsville to have an RMS roughness' of 
approximately 1 angstrom. It was quickly realized that the SFM will require critical noise 
isolation in order to make measurements in the sub-nanometer range. The WYCO with a 20 X 
objective lens yields a measurement area of approximately 0.5 mm on a side. An "absolute" 
measuring technique was employed which involves taking a measurement and removing tilt from 
the sample (with software), translating a distance laterally, and repeating the measurement then 
obtaining the difference. The 0.940 angstroms measured is comparable to the value mentioned 
earlier. 
At the time of this writing, the replication process is not completed. Measurements on the 
replicated surface compared to the previous measurements will yield valuable information which 
will aid in refining the replication process. 
Due to the noise problems encountered with the scanning force microscope, the instrument 
must be relocated to an area more conducive to its operation. Specifically, acoustic noise seems 
to be its greatest nemesis. 
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Electrochemical Impedance Spectroscopy (EIS) is a valuable tool for investigating the 
chemical and physical processes occurring at electrode surfaces. It offers information about 
electron transfer at interfaces, kinetics of reactions, and diffusion characteristics of the bulk phase 
between the electrodes. For battery cells, this technique offers another advantage in that it can be 
done without taking the battery apart. This non-destructive analysis technique can thus be used 
to gain a better understanding of the processes occurring within a battery cell. This also raises 
the possibility of improvements in battery design and identification or prediction of battery 
characteristics useful in industry and aerospace applications. 
4 
Impedance spectroscopy is an alternating current (ac) method, while battery cells are useful 
chiefly as a supply of direct current (dc). The ac signal is applied while the battery is held at a 
desired potential, and the signal perturbs the battery system slightly. The frequency of the ac 
signal is scanned to yield an ac frequency spectrum, normally ranging in this work from 10 kHz 
to 10 mHz, and often scanned to frequencies as low as 0.2 mHz. The highest frequencies 
generally give information about the fastest processes, such as electron transfer, charge transfer, 
and some chemical reactions. The lower frequencies result in data relating to the slower 
phenomena, such as diffusion parameters of the cell. 
EIS as a technique is powerful and capable of yielding significant information about the cell, 
but it also requires that the many parameters under investigation can be resolved. This implies an 
understanding of the processes occurring in a battery cell. Many battery types were surveyed in 
this work, but the main emphasis was on nickel / metal hydride batteries. 
Nickel / metal hydride battery cells are in the class of rechargeable cells along with nickel 
cadmium (NiCd) and nickel hydrogen (NiH2) batteries. One electrode is NiOOH (which 
becomes Ni(OH)2 in the discharged state), while the other is a metal alloy which is formed on a 
nickel substrate (at the charged state this forms a hydride, and at discharge the hydride is taken 
off). The first electrode is also used in other nickel cells, including the NiCd battery. 
The chemical reactions of the cell during charging and discharging processes are: 
Charge: Alloy + H20 + e- ---> Alloy[H] + OH- 
Ni(OH)2 + OH- ---> NiOOH + H20 + e- 
Discharge: Alloy[H] + OH- ---> Alloy + H20 + e- 
NiOOH + H20 + e' ---> Ni(OH)2 + OH- 
One advantage of the Ni/MH cell over NiCd is an increase in the charge density, which results 
in more capacity for battery cells of the same mass. Various nickel-metal alloys are under 
consideration, each with somewhat different properties. 
XVIII- 1 
EIS is a method which probes all of the battery cell, not just a single area of interest, so one 
must have some general understanding of the processes occurring within the cell to be able to 
comprehend the results. Many of these processes are listed below: 
- resistance at the metal-metal junctions within the leads and the electrodes; 
- any effects related to a possible passivation layer on the NiOOH electrode; 
- processes occurring at the interface of the electrode and the bulk phase (between the 
electrodes), 
order to form the positive hydrogen ions), 
- resistance due to electron transfer (e.g., electrons are given up by the hydride to the alloy in 
- resistance due to the chemical reaction (e.g., hydrogen ions reacting with hydroxide ions), 
- resistance associated with decreased availability of reactant (in the case of a limiting 
- capacitance associated with the double layer (a phenomenon occurring a few atom 
reactant), 
diameters away from the electrode surface caused by a response of the bulk phase to the 
charging of the electrode); and 
- processes in the phase between the electrodes (referred to as the "bulk"), 
- resistance of the bulk (analogous to solution resistance in a typical electrochemical cell), 
- impedance due to diffusion (this is known as the Warburg impedance). 
and 
The large number of phenomena can result in a problem of resolving each interaction from the 
other, or may imply that many parameters are held constant and one or two of interest are 
investigated. To reach the goal of characterizing a battery cell with a model to show the 
contributions of each process, one would need to be able to either resolve each parameter (which 
is not possible) or have some control over a large number of these factors. This is a requirement 
which is beyond our capabilities at this time. We can, however, study the cell in a region in 
which we can resolve some of the chemical and physical phenomena, and gain some 
understanding of those processes. 
The method employed in these experiments was to charge or discharge the battery cell to a 
desired level, allow the cell to equilibrate, and scan the impedance spectrum. It was noted that 
the impedance measurements varied considerably for the Ni/MH cell near the region of complete 
discharge. This region in presented in Figure 1. [An explanation of the graphical presentation of 
information: one gives the magnitude of the impedance as a function of ac frequency; the second 
is a measure of the shift in the phase of the response when compared to the excitation frequency 
(known as the phase angle) as a function of ac frequency; and the third is a complex plane plot, 
. 
I impedance spectra may be in order here. The plots included represent various forms of the 
I 
l 
presented with the real impedance -- the impedance in phase with the excitation -- on the x-axis, 
and the imaginary impedance -- the component out of phase with the excitation -- on the y-axis. I 
The third plot (the complex plane plot) could also be presented as a three-dimensional figure, 
because the real and imaginary impedances are each a function of frequency. The result is that 
the highest frequencies yield points near the lower left of the graph and the lower frequencies 
appear at the upper right.] 
~ 
. 
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Figure 1. NUMH cells near full discharge. A) Bode Magnitude plot of total impedance. 
B) Bode Angle plot. C) Complex Plane plot; imaginary impedance versus real impedance. 
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The figures show a significant change in the impedance spectra as the cell approaches 
complete discharge. The capacity of the cell studied was 1.88 Amp-hours, and the percent 
charge is given in parentheses with each figure (legends correlate top-to-bottom with the various 
curves). 
From the data shown, one can obtain information about the various resistance and capacitance 
processes for the cell. An equivalent circuit model is required, and one must choose a model 
which is appropriate. These vary considerably, ranging from simple models which do not even 
separate the contributions at separate electrodes, to those which model each conceivable 
contribution. Because of our efforts to look at only one type of change at a time, we chose the 
most simple model, deducing the responsible chemical or physical parameter from there. This 
model is given below in Figure 2.  Ru is the uncompensated bulk resistance (including any ohmic 
resistance contribution from the electrode connections), Cdl is the capacitance of the double 
layer, R,-t is the charge transfer resistance (includes any resistance at the interface of electrode 
and bulk), and Zw is the Warburg impedance (diffusion-related). 
RU 
Rct ZW 
Figure 2.  Circuit model used to determine chemical and physical parameters. 
Analysis of the data show that the only significant trend is in the charge transfer resistance, 
&t. These data are given in Table 1, and the resistance values are graphed in Figure 2.  The 
phenomena included in R,-t are electron transfer from the hydride to the electrode, charge transfer 
from the electrode to the hydroxide, and chemical reaction of hydrogen ion and hydroxide ion. 
Of these phenomena, the only one that actually is different near the discharge end must be the 
chemical reaction, analogous to a limiting reactant in chemistry. If  the surface hydride is being 
depleted as the cell discharges, this would present a resistance to the cell, shown in the charge- 
transfer resistance. This effect is clear in the data presented by a previous author, but it is not 
discussed nor is any indication of its cause given.2 
A second phenomenon observed was the change in impedance spectrum as the cell was 
cycled. A new battery cell yields different impedance spectra than a cell which has undergone 
charge and discharge cycles. The appearance of the spectra is similar, but they are offset by a 
factor. The resulting values of Ru, &t, and Cdl show the same trend in the charge-transfer 
resistance, but also show that the ohmic resistance, Ru, is changed. This value decreases as the 
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cell is moved through these "wake-up" cycles. The average value of Ru for new cells (not 
previously cycled) is approximately 0.13 ohms, while the resistance drops to 0.02 ohms for a cell 
which has been cycled. This could be due to several phenomena, including a change in the 
porosity of the electrode surface, a decrease in some passivation layer, or other processes 
unknown to us. 
CHANGES NEAR COMPLETE DISCHARGE 
Charge 
(Amp-hrs) 
0.000 
0.020 
0.060 
0.147 
0.551 
1.172 
1.773 
Cell Capacitance Warburg Resistance 
Potential Impedance - ohmic 
(Volts) (Farads) (slope) (Ohms) 
1.206 6.27 0.73 0.0215 
1.225 5.22 1.26 0.0218 
1.254 5.54 1.03 0.0215 
1.290 4.36 0.67 0.0207 
1.349 7.29 0.70 0.0202 
1.389 9.31 0.81 0.0202 
1.420 10.10 1.06 0.0204 
Resistance 
- chrg tmsfr 
(Ohms) 
0.1750 
0.1330 
0.0768 
0.0290 
0.0136 
0.0107 
0.0125 
Table 1 
This work shows that some chemical and physical parameters can be determined by the use of 
EIS. It is also clear, however, that more control of the chemical and physical processes is needed 
and that components of various composition are needed to separately determine the influence of 
changes in these processes and components. Others who have attempted to model such cells 
through the use of components with varying composition, have had some success, but have 
limited themselves to studies of single electrodes which are not part of working cells3 
This EIS technique is powerful in resolving the chemical and physical processes at work in an 
electrochemical system, but is likely to be limited to systems with a relatively small number of 
such processes. 
'Gates Aerospace Industries, "Nickel Metal Hydride Battery Product Information", 1 992. 
'M. A. Reid, Electrochimica Acta, 38(14), 2037-2041. 
3N. Kuriyama, T. Sakai, H. Miyamura, I. Uehara, H. Ishikawa, and T. Iwasaki, J Electrochem. 
SOC., 139 (7), L72-L73. 
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INTRODUCTION 
There exists a continuing need to disseminate technical information and facilities 
capabilities from NASA field centers in an effort to promote the successful transfer of 
technologies developed with public funds to the private sector. As technology transfer is 
a stated NASA mission, there exists a critical need for NASA centers to document 
technology capabilities and disseminate this information on as wide a basis as possible. 
Certainly local and regional dissemination is critical, but global dissemination of 
scientific and engineering facilities and capabilities gives NASA centers the ability to 
contribute to technology transfer on a much broader scale. Additionally, information 
should be disseminated in a complete and rapidly available form. 
To accomplish this information dissemination, the unique capabilities of the 
Internet are being exploited. The internet allows wide scale information distribution in a 
rapid fashion to aid in the accomplishment of technology transfer goals established by the 
NAS A/MSFC Technology Transfer Office. Rapid information retrieval, coupled with 
appropriate electronic feedback, allows the scientific and technical capabilities of 
Marshall Space Flight Center, often unique in the world, to be explored by a large 
number of potential benefactors of NASA (or NASA-derived) technologies. Electronic 
feedback, coupled with personal contact with the MSFC Technology Transfer Office 
personnel, allows rapid responses to technical requests from industry and academic 
personnel as well as private citizens. 
The remainder of this report gives a brief overview of the Mosaic software and a 
discussion of technology transfer office and laboratory facilities data that has been made 
available on the Internet to promote technology transfer. 
Introduction To Mosaic 
MOSAIC is a distributed hypermedia system, available on most all modem 
computing platforms, which has been designed to allow information access over the 
Internet. This information may currently take the form of text data, images, animations, 
database queries, etc. In this sense, the system may be viewed as a Internet-based 
multimedia system. MOSAIC provides a unified interface to various network protocols, 
data formats, and information archives available on the Internet. The unified interface 
allows even novice computer users to effectively browse the internet, through hypertext 
sensitive documents, to discover, use, and share information. 
Data sent from Internet servers to clients (in most cases a PC, Macintosh, or 
workstation running MOSAIC) are termed documents. Documents may contain plain 
text, inlined graphics, sound, other multimedia data, or hyperlinks to other documents. 
These documents may be located anywhere on the Internet. In MOSAIC, a hyperlink 
typically takes the form of an underlined phrase or a highlighted graphic. These 
hyperlinks, when clicked on with a mouse, causes the client to connect to a specified 
document, located anywhere on the Internet, and to retrieve and display the referenced 
document. 
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Initial implementations of MOSAIC include functionality for display of plain 
text, formatted text and hypertext, inlined graphics, audio clips, and animation sequences. 
A graphical user interface includes numerous point-and-click style operations for 
document manipulation, editing, and network traversal. In addition to the native HTTP 
protocol support, MOSAIC provides protocol interfaces for common TCP/IP 
communication including FTP, “TP, Gopher, Archie, X.500, and WAIS data sources. 
This functionality establishes MOSAIC as a powerful Internet browsing tool. An 
attractive feature of MOSAIC is that it is free and publicly available and distributable. 
MOSAIC is available via anonymous ftp from f tp  . ncsa . uiuc . edu. 
Technolow Transfer Data 
The data included in the database from the Technology Transfer Office includes 
an overview of the office, a description of the mission of the office, and ways to works 
with the office. Specifically, the database describes memoranda of understanding with 
numerous regional states, industrial visits by MSFC technology transfer personnel, and 
site visits of Marshall Space Flight Center. Also included is data describing the patent 
licensing process and example technology transfer “success stories” from MSFC. A 
snapshot of a portion of the technology transfer “home page” is shown in Figure 1. 
- Fik Ann&& 
Document Title: 
Document URL: 
Number of Visiton to the MSFC Techmlogy Trmfer Home Page: 
Welcome to Manhall Spax  Fllght Center’s Technologp Tramfa Office’s World 
Wide Web urformation center. Fud out what’s new in the MSFC Techmlogy 
Transfer Web. 
If you wuld like for 1.8 to help TU with a technology problem all you need to do IS 
flll out aProblem Statement form 
You may also search Ihu server’s documents for specific topics. 
MSFC Tahnolw Transfer Illrectory 
Whp is TecknoIom Transfer? 
Ways to workwththe MSFC Techwlo~?Transfa Office 
MSFC S c i e m  snd !&!urrrrun LaboratorgCagabillties 
MSFC ProductiwtV Enhamernad Comulex 
Example MSFC TechmlogpTrarafer S- Storia 
NASAnvtSFC Patents nvarlable for L i a m h  
MSFC T~~hnoloaYTramfer Server Statistics flechnologp Tramfer 
Only) 
NASA World Wide W ~ J  NavipUon 
NASA Oraanizatiolss (NASA Internet CoMcctlon) 
NASA Web Sewices by SubW 
Back1 :3: ,?-LI Home1 Reloaol Open .I Save As I Clone1 N w  Window1 Close Windowl 
Figure 1. NASA/MSFC Technology Transfer Office Mosaic Home Page. 
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MSFC Science and EneineerinP Laboratory CaDabilities 
An overview of major science and engineering and laboratory capabilities 
available at MSFC is also included in the database. These laboratories include: 
Astrionics, Propulsion, Space science, Structures & Dynamics, Materials & Processes, 
Mission Operations, and Systems Analysis & Integration. The database describes primary 
missions for each lab, areas of current research, and example technology capabilities. 
Included in the database are images representative of ongoing developments in the 
laboratories. A snapshot of the MOSAIC screen for the Solid Propulsion Test Assembly, 
as a part of the Propulsion Lab, is shown in Figure 2. 
b gxkms -gadgate &mare 
Dcument Title: 
Dcument URL: 
Solid Propulsion Test Assembly 
The solid propulsion test assembly (SPTAJ is used to evaluate adyanced insulation 
materials. advanced imtrumentation, and stateof--art nozzle materials. The test 
s t a d  is currently be% modified to allow the 30-s buming, 110,000-lb thrust motor to 
be tested, both with and without the irrmlation test section of the blast tube assembly. 
The SFTA is used extemiwly by the redesigned solid rocket motor and rrlvanced solid 
rocket motor projects. 
Solid Propulsion T a t  Assembly 
lata transfer complete. 
Reload1 Open ...I Save As ...I Clonel:New Windowl Close Window] 
Figure 2. MOSAIC Screen Snapshot of the Solid Propulsion Test Assembly. 
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The Productivitv Enhancement ComDlex 
The unique capabilities of the Productivity Enhancement Complex are also 
described in the developed database. These capabilities include research, facilities, and 
MSFC personnel with technical capabilities in the fields of Coatings, Composites, Metals 
Processing, Robotics, Testing 8z Evaluation procedures, Insulations, and Engineering 
Support. One example technology described in the Metals Processing field is the 
Variable Polarity Plasma Arc Welding process. The database "page" for this technology 
is shown in Figure 3. 
oeument Title: 
ocument URL: 
I 
2 Variable Polarity Plasma Arc Welding 
State-ot-the-Art Welding 1 
: 
The VWA torch delivers a high-velocity argon plasma that completely penetrates 
the weld seam, removing contaminants from the joint. 
, 
~~ 
Variable polarity plasma arc (WPA) welding hss evolved from apromising c m q t  to a 
highly efficient production process through development at the Productivity 
Enhancement Complex. In VPPA welding, ahigh-velocity argonplssmacompletely 
penetrates the weld seam, removing contaminants from the pint. This ffushing action is 
ent.lanced with short polarity reversals. which break up contaminating surface oxides. 
The resultirq: welds are virtually free of internal defects often encountered in 
conventional welding processes. 
The process requires minimum pint preclean@ and fewer weld passes, and it canbe 
applied to avarietyof aerospace metals. Advanced sersors are under development to 
provide automatic control of seam tracking and bead geometry. 
_I- -_ I" . I - " "- ^"-_ --"-- 
3ata transfer complete. 
Reload1 Open ...I Save As ...I Clone1 New Window1 Close Window] 
Figure 3. MOSAIC Screen Snapshot of the VPPA Welding Process. 
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The portion of the database describing the Productivity Enhancement Complex 
(PEC) contains a description of the 30 research cells including images of research 
equipment, facility operation, and a description of typical research investigations 
conducted by PEC personnel. 
Additional Database CaDabilities 
An addition to previously mentioned data content and database capabilities, the 
database also provides interactive feedback between the user, a potential benefactor of 
MSFC technology, in the form of an electronic problem statement form. This form, when 
filled in by the user through the MOSAIC software, may be electronically submitted the 
MSFC Technology Transfer personnel. The data is transparently converted to the form of 
an ernail submission. 
The database also supports a search query of all “pages” within the database 
based on a user specified search term. The database returns a list of documents, in a 
hyperlink format, that match the keyword specified. This feature allows the potential user 
to quickly locate information about specific technologies of interest. 
Finally, the database supports the generation of access statistics reports to allow 
MSFC Technology Transfer Office personnel to establish metrics concerning use of the 
database thereby measuring its potential as a technology transfer tool. 
Conclusions and Future Research 
The Internet, aqd particularly the MOSAIC browser, offers a new source for 
information dissemination, a vital component of the technology transfer process. Rapid 
availability and wide, spread access are significant advantages to describing the 
technology transfer process, facilities, and capabilities in this database form. Continuing 
developments include enhancement and expansion of the existing database, inclusion of 
additional scripts for generating metrics data, and an expansion of this form of 
information dissemination to a full scale multimedia demonstration of MSFC 
technologies and capabilities. This format would be particularly effective for field 
demonstrations of MSFC technologies by Technology Transfer personnel. 
Bibliomphv 
1. MSFC Laboratory Capabilities, George C Marshall Space Flight Center, NASA. 
2. Technology in Action, MSFC Technology Utilization Office, 1992 Annual Report. 
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Past research with hybrid rockets has suggested that certain motor 
operating conditions are conducive to the formation of pressure oscillations, or 
flow instabilities, within the motor combustion chamber. These combustion- 
related vibrations or pressure oscillations may be encountered in virtually any 
type of rocket motor and typically fall into three frequency ranges: low 
frequency oscillations (0-400 Hz); intermediate freqency oscillations (400-1000 
Hi); and high frequency oscillations (> 1000 Ha) . In general, combustion 
instability is characterized by organized pressure oscillations occurring at 
well-defined intervals with pressure peaks that may maintain themselves, grow, 
or die out. 
For hybrid motors, these oscillations have been observed to grow to a 
limiting amplitude which may be dependent on factors such as fuel 
characteristics, oxidizer injector characteristics, average ch&*er pressure, 
oxidizer -8s flux, combustion chamber characteristic length L ,  and grain 
geometry'. Mechanisms which have been postulated as causes of instability in 
hybrid motors include 
Usually, such peaks exceed 25% of the mean chamber pressure. 
Instabilities assoc'ated with the time lag of vaporization and combustion 
of liquid droplets2r3. Inadequate droplet atomization and vaporization, as 
well as inadequate vaporization chamber residence time, are regarded as 
primary contributing factors. These are, in turn, influenced by factors 
such as droplet size and initial injection velocity i.e., injector design), 
and vaporization chamber geometry (e.g., volume, the use of splashblocks, 
etc.). This type of instability is characterized by low frequency pressure 
oscillations (5-10 HI) and it opertes generally in the low oxidizer mass 
Instabilities associated with periodic accumulation and brea -off of melted 
Propellant 
forrulation and thermal response tire are believed to be primary 
contributing factors. This type of instability is characterized by low 
frequency pressure oscillations (1-100 Hz) and occurs with low regression 
rate motor operation4. 
Instabilities associated with some boundary layer mechanism which couples 
the combustion response (regression rate) to externally imposed pressure 
oscillations2. These instabilities occur in low total pass flux regimes 
(where radiation is the dominant heat transfer mechanism) and in high total 
mass flux and/or low chamber pressure regimes (where finite-rate reaction 
kinetics becomes important) . 
Instabilities associated with low impedance LOX feed system design, wherein 
chamber pressure fluctuations result in LOX flow fluctuations. Generally, 
it is believed that fluctuations in LOX flow fate may enhance chamber 
pressure oscillations, but do not initiate them. 
Instabilities associated with shear layer/acoustic interactions in either 
the vaporization chamber or the aft-end mixing chamber of the motor6. 
Instabilities associated with the (possibly) time-dependev nature of the 
boundary layer leading edge position (flameholder effects) . 
flow - low chamber pressure regime. t 
layers or char layers from the burning propellant surface t . 
Low frequency, or so-called " p y -  co stic" instabilities have been observed 
in a number of hybrid motor tests . As the name implies, hybrid motors 
share common characteristics with both liquid propellant and solid propellant 
rocket motors. On the other hand, hybrids possess certain unique 
characteristics. For instance, the ability to throttle hybrids over a wide range 
6t9b ' 
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of operating conditions, coupled with time-varying internal geometry (fuel grain 
configuration), increases >he probability of encountering conditions favorable 
to the onset of instability . In solid propellant motors the combustion process 
is assumed to be localized in a zone close to the propellant surface. The 
combustion is then treated as a boundary condition for the fluid dynamics 
problem, greatly simplifying a stability analysis by isolating chemical reactions 
from the cavity analysis. The combustion dynamics problem is then defined as the 
response of a thin combustion zone at the cavity wall to an imposed flow 
environment. In liquid propellant motors, on the other hand, the flow and 
combustion problems are coupled throughout the entire volume of the combustor. 
Hybrid motor combustion typically occurs in a thin flame sheet located 
within a boundary layer located near the surface of the fuel grain. Fuel is 
partly decomposed and gasified at the solid surface by heat transfer and diffuses 
outward towards the flame zone. At the same time, oxidizer diffuses inward 
towards the flame zone through the boundary layer. At a point where the 
oxidizer-to-fuel concentration (O/F ratio) is slightly on the fuel-rich side of 
stoichiometric, combustion occurs in a zone whose thickness is about 10% of the 
boundary layer thickness. Some hybrid motors also inject oxidizer into a cavity 
located downstream of the solid fuel grain, so that a secondary combustion 
process occurs in this region. Hybrid motors can then be expected to exhibit the 
combustion characteristics of both solid and liquid rocket rotors. 
Hvbrid llotor L* Instabilitv Analvsis 
The approach taken in the present analysis is to develop a modified L* 
instability theory which accounts for the relationship between pressure and O/F 
ratio in the motor. The analpsi$, proceeds along the lines of that first 
suggested by Beckstead and Price for solid propellant motors, with the 
following simplifying assumptions: 
0 The combustion process is assumed to be localized in a 20ne close to the 
propellant surface. 
The analysis is for one-dimensional flow of a calorically perfect gas. 
Temperature, molecular weight, and pressure are spacially uniform throughout 
the combustion volume. Molecular weight is either not oscillating or has a 
large oscillation period relative to the flow residence time (quasisteady). 
The nozzle discharge is quasisteady, with inlet stagnation conditions 
approximated by static conditions. 
All flow variables (except the oxidizer mass flow rate) can be expressed as 
the sum of a mean (constant) term and a time-dependent term 
The oxidizer mass flow is constant. 
The continuity equation applied to the thrust chamber takes the form 
where p is pressure, t is time, (-) denotes a mean value, rC is the so-called 
motor fill (or flush) time, defined as 
( 2 )  - L*C* T, - -RT 
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and 
. 
(3) 
is the inverse of the O/F ratio, and n = 1 or y depending on whether the core 
flow is considered to be isothermal or isentropic. In the limit a’ -B -, Eq.(l) 
degenerates to the solid rocket rotor relations of Reference 11. Now let 
where pis a growth rate constant for oscillations and z is the lead time of the 
fuel-oxidizer ratio relative tothe pressure. One candefine a response function 
P as 
T Po 
B 
-
where a, and p, are oscillation amplitudes of the fuel-oxidizer ratio and 
pressure at some (arbitrary) time t, respectively. Combining Bqs.(l)-(5) and 
solving yields two conditions (expressed in terms of O/P ratio): 
cos(wr) = 1 + p 3  *-1+O/F n ( 7 )  
Equations (7) and (8) represent a set of 1-D stability oscillator equations for 
hybrid rocket motors. As such, they describe the dynamic behavior of a hybrid 
motor in terms of the oscillation variables (0, as functions of the combustion 
dynamics ( Y , z ) ,  the mean O/F ratio (O/F), pnd the motor fill time (zc). The 
motor fill time is, in turn, dependent on L 
If one considers the interval -A < Or < T for the combustion (i.e., fuel- 
oxidizer ratio) phase angle, one can quickly show that 
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i.e., combustion oscillations lead pressure oscillations for all values of O/F, 
for either isothermal or isentropic core flow. Considering that the stability 
limit is defined by the condition @ = 0, one can show that the oscillator 
equations h-se a minimum value constraint on the response function T, and that 
this value is a function of the (mean) motor O/F ratio. This constraint is 
simply stated as 
Ip0 2 1 + 0 3  
where the subscript "o" denotes conditions at the motor stability limit. Thusi 
a hybrid propellant motor can be treated (from the standpoint of 1-D L 
stability) as a solid propellant rotor with the response function modified to 
account for O/F ratio. Finally, the expected pressure oscillation frequency can 
be estimated as 
so that the ezpected oscillation frequency depends directly on the system fill 
time rt (or L ) and the average O/F ratio. 
SamDle Results 
Guthrie and Wolf3 reported non-acoustic instabilities in a series of motors, 
ranging in size from 10,000 lbs thrust to 75,000 lbs thrust, which had been 
developed and tested by the American Rocket Company (AMROC). !l!hey then applied 
solid rocket motor instability theory and compared its predictions with their 
experimental data. In their work, they attemptedto correlate data from "several 
solid fuels", and concluded that 'P = 1.3. According to Eq.(lO) of the hybrid 
motor theory developed here, the correct value is yo = 3.09 (i.e., T F  - 2.09). 
A comparison of predicted vs. observed oscillation frequencies is shown in Figure 
1. Predicted frequencies are obtained using values of combustor fill time 
reported in Reference 3. It can be seen that the hybrid motor theory provides 
excellent agreement with the observed values of oscillation frequency. 
SumIaRYAnD CQcClasI~ 
The hybrid stability theory presented here is a 1-D model derived along the 
same lines as for solid rocket motors, with account taken for a separate oxidizer 
mass flow. It represents a first step towards the understanding of non-acoustic 
oscillations in hybrid rocket motors. Since it is fundamental in nature, it 
necessarily employs a number of simplifying assumptions which restrict the 
applicability and adaptability of the model in more complex situations, and limit 
the type of information which the model can provide. Based upon the limited data 
presented here, the model can predict, to a reasonable degree, the frequency of 
non-acoustic oscillations in simple hybrid motor systems. It rust be noted that 
the present theory cannot predict whether or not a given system will oscillate, 
nor can it suggest what measures should be undertaken to reduce or eliminate 
oscillations. 
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Pig. 1: Predicted vs. Observed Oscillation Frequency, ANROC Motors 
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INTRODUCTION 
Many experts feel that the fbture of mankind depends on the economic accessibility to and 
effective use of space. Regardless of the approach taken, all human explorations will require 
delivery of substantial mass(personne1 and equipment) to a low earth orbit. Therefore, it will be 
imperative that a dependable, affordable propulsion system be developed that will allow the 
economical exploitation of space to proceed in a rapid and orderly manner. The new propulsion 
systems will require the use of our best technologies, avoid immature or marginal designs, and a 
streamlined program that will bring rocket propulsion to the maturity of jet propulsion[ 1,2]. 
c 
Early rocket pioneers recognized that the ultimate earth to orbit launch vehicle would 
consist of only a single stage, which discarded only propellants. Ideally, the launch vehicle 
would be all propellant; the airframe, tankage and subsystems would weigh almost nothing. As 
early as 1971, the mixed mode principle was suggested as a means of achieving single stage-to- 
orbit (SSTO)[l]. This principle involves the use of a dense propellant combination at liftoff, 
followed by a less dense, but higher performing combination at altitude. The benefit of the mixed 
mode system is that about 50 percent of the propellant would be spent in achieving 15 percent of 
the orbital velocity. When a high density propellant combination is used in the initial phase of 
flight, the resultant vehicle size and dry mass is less for a fixed payload mass. However, at this 
point in time the technology base for propellants or engines had not advanced to the point of 
achieving SSTO. 
The Space Shuttle era has made major advances in technology and vehicle design to the 
point that the concept of a single-stage-to-orbit (SSTO) vehicle appears more feasible. In fact the 
recent NASA study "Access to Space" supports the concept that SSTO rockets could be 
demonstrated in the near term[3]. NASA presently is conducting studies into the feasiblility of 
certain advanced concept rocket engines that could be utilized in a SSTO vehicle. One such 
concept is a tripropellant system which burns kerosene and hydrogen initially and at altitude 
switches to hydrogen. This system will attain a larger mass fraction because LOX- kerosense 
engines have a greater average propellant density and greater thrust-to-weight ratio. 
This report describes the investigation to model the tripropellant augmented core engine. 
The following sections will discuss the physical aspects of the engine, the CFD code employed 
and results of the numerical model for a single modular thruster. 
PHYSICAL AND NUMERICAL MODEL 
The tripropellant engine is composed of a main H2/02 engine with smaller RP1/02 
thrusters arranged around the base of the main engine. An extended nozzle encloses the thrusters 
and main engine to form an belVannular engine as seen in Figure 1. 
The physical arrangement of the engine dictates the modeling process. Since the engine 
components are symmetric about the centerline of the main H2/02 engine, the numerical model 
can treat the physical problem as axisymmetric. This means only one thruster will have to be 
modeled. Therefore, the engine can be modeled as three different problems: (1) thruster, (2) main 
engine and (3) combined exhaust nozzle. The solutions for the thruster and the main engine will 
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be totally independent; however, the numerical model for the combined exhaust nozzle will 
require the converged solutions of the other two regions to start its solution process. 
The numerical model has to be more than just a flow solver. The model will require that a 
chemistry model be incorporated to simulate the combustion process. A turbulence model will 
also be required to simulate the boundary layer at the walls as well as the shear layer that will be 
formed in the combined exhaust nozzle. In addition, a computational mesh must be generated 
such that the grid points are clustered in regions that will capture flow distrubances and form a 
well defined boundary layer. 
NUMERICAL METHOD 
. 
The computational fluid dynamics (CFD) code GASP version 2.3 was used to model the 
Tripropellant Augumented Core Engine. The code solves the integral form of the time- 
dependent, three-dimensional Reynolds-Averaged Navier-Stokes (RANS) equations and its 
subsets subject to boundary and initial conditions. The code is a cell-centered, finite volume 
formulation with upwind based spatial discretization. GASP employes both explicit and implicit 
time integration methods to obtain solutions. GASP is a fully conservative shock capturing CFD 
code. In addition, the code gives the user the option of selecting from several turbulence, 
thermodynamic and chemistry models. For the high Reynolds number option, the two-equation 
k-epsilon turbulence model uses wall functions instead of artifical damping terms. 
The GASP software does not include a complete grid generation package. Therefore, the 
user is responsible for importing a grid suitable for use by GASP. For this investigation, the 
computational mesh was generated by the computer code GENIE tt, which is a grid generation 
system developed by Mississippi State University. 
RESULTS 
The initial phase of this study was concerned with learning GASP. This was accomplished 
by developing solutions for each section of the engine using a perfect gas model for air on an 
unrefined grid. This solution process was accomplished on a Convex computer. This procedure 
allowed the user to develop a feel for the sensitivity of the code to CFL, boundary conditions and 
other user specified parameters. 
The modular thruster was modeled with the computational grid shown in Figure 2. The 
thruster could not be treated axisymmetrically, therefore the entire thruster had to be modeled. 
The total computational grid was 81 axial by 31 radial points. Hyperbolic tangent stretching was 
used to cluster grid point axially at the inlet plane, throat region and the exit plane. Hyperbolic 
tangent stretching was also employed to cluster points radially at the nozzle wall. A nine species 
chemistry model, "NASP3", was used to model the FW1/02 combustion [5 ] .  
The solution was initialized by running the coarse grid (41 axial by 16 radial) for 
approximately 1000 iterations. Then the solution was converted to the fine grid. It was 
discovered that if one tried to switch a well converged solution to the fine grid, the code's grid 
sequencing option just "bogged down" and the code would stop. 
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The thruster solution was started using frozen flow with a laminar boundary layer. The 
residual for this solution was dropped three orders of magnitude. The laminar solution was then 
used to restart a new solution using a Baldwin-Lomax algebraic turbulence model. The residual 
for this case was again allowed to drop three orders of magnitude. The Baldwin-Lomax solution 
was then used to restart a new solution using the low Reynolds number, Lam-Bremhorst k- 
epsilon turbulence model. This solution converged for two orders of magnitude and then began to 
diverge very rapidly. The solution was stopped. The Baldwin-Lomax solution was then used to 
restart a new solution using the high Reynolds number k- epsilon model with wall functions. As 
with the low Reynolds case, the residual initially dropped. As the subsonic section cleared, the 
residual began to oscillate every other iteration by three order of magnitude while continuing to 
drop. 
The k-epsilon turbulence model is known to be difficult to initialize. But this does not 
appear to be the reason for the solution to go unsteady. An investigation of the grid points near 
the wall showed that the Y+ was in the appropriate range for both cases. One possible 
explanation could be the thruster's geometry. The thruster's throat is skewed and the flow has to 
make an abrupt turn into the diverging section of the nozzle. Snapshots of the flow at different 
iterations indicate that this region could be causing disturbances as the flow tries to expand. 
Thus, causing the solution with the k-epsilon model to become unsteady. 
Finally, the Baldwin-Lomax solution was used to restart the finite rate chemistry solution. 
This residual for this solution was dropped seven orders of magnitude. A Mach contour for this 
case is given in Figure 3. This solution process was carried out on a CRAY YMP computer. 
CONCLUSIONS / F'UTURE WORK 
A CFD model for the modular thruster has been developed using GASP. The model 
incorporates the thermodynamics, turbulence and chemistry required to simulate the RP 1/02 
combustion process. Initial results indicate that model can be used to analyze thruster contours 
and operating conditions. This model can now be extended to the main engine and combined 
exhaust nozzle. 
Future tasks should include: 1) Modify thruster grid and determine if the grid spacing near 
the wall is the cause of the turbulence model going unsteady. 2) Using results of thruster grid 
investigation, modify main nozzle grid and develop solution. 3) Develop solution for the 
combined exhaust nozzle. 4) Investigate the slipstream formed in the combined exhaust nozzle 
and determine if it affects the engine's performance like that reported in Reference 6. 5 )  Finally, 
investigate the "engine out problem'' when the modular thruster are shutdown at altitude. 
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Figure 2: Computational Grid for Modular Thruster 
Figure 3: Mach Contours for Thruster with Turbulence and Finite-rate Chemistry 
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INTRODUCTION 
Affordable, efficient access to space is a priority for NASA. As the primary NASA center for 
rocket system research, Marshall Space Flight Center (MSFC) maintains ongoing programs to 
improve the performance of existing systems, such as the Space Shuttle Main Engine (SSME), and 
to develop new systems, such as tripropellant engines currently proposed for Single-S tage-To- 
Orbit (SSTO) vehicles. To aid this mission, development of models to predict overall system 
performance and run-time anomalies are required. Due to the complexity of the fluid dynamic 
flow fields associated with liquid rockets, NASA has increasingly used Computational Fluid 
Dynamics (CFD) techniques and modeling tools. 
A major component of any liquid propellant rocket is the propellant injection system. In the 
SSME prebumer and main combustion chambers, liquid or gaseous hydrogen (LH2/GH2) fuel is 
coaxially injected with liquid oxygen (LOX). Issues of interest include the degree of liquid 
vaporization and its impact on the combustion process, the pressure and temperature fields in the 
combustion chamber, and the cooling of the injector face and chamber walls. 
The Finite Difference Navier-Stokes (FDNS) code (1) is a primary computational tool used in 
the MSFC Computational Fluid Dynamics Branch. The branch has dedicated a significant amount 
of resources to development of this code for prediction of both liquid and solid fuel rocket 
performance. The FDNS code is currently being upgraded to include the capability to model 
liquidgas multi-phase flows for fuel injection simulation. An important aspect of this effort is 
benchmarking the code capabilities to predict existing experimental injection data. 
The objective of this MSFC/ASEE Summer Faculty Fellowship term was to evaluate the 
capabilities of the modified FDNS code to predict flow fields with liquid injection. Comparisons 
were made between code predictions and existing experimental data. Therefore, a significant 
portion of the effort included a search for appropriate validation data. Also, code simulation 
deficiencies were identifed. 
COMPUTATIONAL CODE 
The FDNS code was developed for NASA by Engineering Sciences, Inc. A detailed 
description of the code is given in Reference 1. The code can model incompressible or 
compressible, 2-D planar, 2-D misymmetric, or 3-0 problems including real gas effects and 
chemical reactions. The FDNS code uses a pressure-based predictor/multi-corrector solution 
procedure which is suitable for all speeds. Several higher order upwind and central difference 
schemes can be employed for spatial discretization. A time-centered Crank-Nicholson time- 
marching scheme is used for the temporal discretization of time-accurate problems. Several 
turbulence models and finite rate chemistry models are also available. 
FDNS was developed with the capability to model solid rocket combustion and the associated 
solid particulates (e.g., AL203) which are produced. The present method solves the particle 
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equations of motion and the particle energy equation in a Lagrangian framework. Particle groups 
are injected and then tracked through the flow field. Each group represents a number of "real" 
particles. The code is currently being upgraded to predict the transient injection of liquid particles. 
These modifications are described in the following injection modeling section. 
LIQUID INJECTION MODELING 
Liquid propellant rocket injection is a complex combination of physical processes including jet 
atomization, droplet breakup, evaporation and chemical reactions. The multi-phase nature of the 
constituents significantly increases the complexity. In order to make the injection problem 
numerically tractable, these physical processes are described by reasonably simple submodels (2). 
A review of atomization modeling capabilities was presented by Liang, et al. (3). The modified 
FDNS code uses the Blob Atomization Model in which the liquid jet is represented by injected 
drops which are approximately the size of the injection port. Primary droplet breakup is modeled 
by Reitz's approximation of surface wave dispersion on a cylindrical surface. Breakup is a 
function of droplet aerodynamics and liquid surface tension and viscosity. 
Another critical aspect of injection modeling is an accurate representation of the liquidvapor 
interface. The FDNS code uses the Volume of Fluid (VOF) technique in which the fractional 
volumes of liquid, droplets and gas are tracked in each computational cell. This approach is 
iterative and computationally intensive. Also, the actual interface shape is generally not maintained. 
Therefore, the VOF formulation has been coupled to the new Continuum Surface Force (CSF) 
model (4). The CSF model incorporates surface tension and interface effects into a volume force 
which becomes a source term in the momentum equation. This approach eliminates the VOF 
iteration requirements, significantly hcreasing computational speed. An overview of the VOF and 
CSF models is presented by Tucker (5). 
Droplet evaporation is modeled by assuming a vapor-liquid film on the droplet surface as 
discussed by Liang and Ungewitter (6). An important aspect of this model is the theoretical 
capability to model "supercritical" evaporation. This capability may be important for problems 
such as LOX injection in the SSME preburner. 
I -  
I 
I EXPERIMENTAL DATABASE 
A relatively large data base has been compiled for plain and coaxial injection using a variety of 
test liquids and gases. An excellent summary of this data base is provided by Rahman and Santoro 
(7). A data base for LOWGH2 coaxial injection with combustion is currently being developed at 
the Pennsylvania State University Propulsion Engineering Research Center (8). The coaxial 
injection problem with combustion is a significant challenge for any numerical prediction 
technique. Therefore, a relatively simple plain injection problem was chosen in order to perform a 
preliminary evaluation of the upgraded FDNS code. This evaluation was based on the diesel 
injection study of Hiroyasu and Kadota (9). 
In the Hiroyasu and Kadota study, diesel fuel was injected through a single hole plain orifice 
injector into ambient nitrogen gas. The orifice diameter was 0.3 mm. The diesel fuel (p = 840 
kg/m3) was injected from a reservoir pressure of 9.9 MPa. The ambient chamber, or back, 
pressure was varied between 0.1 and 5.0 MPa. The injection velocity was determined based on 
the pressure differential, liquid density, and an orifice discharge coefficient of 0.8. Using 
photographs, the characteristics of the spray, such as penetration length and particle diameters, 
were determined as a function of back pressure, etc. This data set is believed to be of reasonable 
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quality for numerical validation. One major deficiency is the lack of information on experimental 
data uncertainty. Therefore, the comparisons between computation and experiment must be 
interpreted with this in mind. 
FDNS INJECTION SIMULATION RESULTS 
The Hiroyasu and Kadota experiment was simulated using the FDNS code. The upper half of 
the experimental chamber (120 mm long by 20 mm radius) was modeled by an axisymmetric grid 
of 45 axial by 25 radial points. The grid was exponentially stretched in both the axial and radial 
directions. The upstream and top boundaries were modeled as no slip walls. The lower boundary 
was a symmetry'plane. The downstream boundary was modeled as a constant pressure boundary 
based on the experimental back pressure. Back pressures of 1.1 and 5.0 MPa were simulated. 
The FDNS code was run in the time-accurate transient mode with a total of 500 particles injected. 
The penetration length was calculated along with particle location, velocity, diameter and 
temperature as a function of time. Results of the comparison are shown in Figures 1 and 2. 
In Figure 1, the penetration length in millimeters is plotted versus time in milliseconds for the 
two back pressures. The experimental data is shown as solid and dashed lines while the code 
predictions are shown as symbols. As expected, increasing back pressure reduces penetration 
length primarily due to the decrease in injection velocity. Results show that the initial diameter of 
the injected particles has a significant effect on the resultant predictions. Based on the blob 
injection model, the injected particles should have the same diameter as the injection port of 0.3 
mm or 300 microns. For both chamber pressures, injecting 300 micron particles produced a 
significant overprediction of the penetration length. A second simulation was run in which the 
experimental data was used to approximate the initial particle diameter. For 1.1 MPa this diameter 
was 100 microns. The 1.1 MPa penetration length was still overpredicted but not as significantly. 
The experimentally determined injection diameter was 170 microns for the 5.0 MPa back pressure. 
The predictions based on this diameter initially show an overprediction of the penetration length at 
earlier times but then an underprediction of the length at latter times. Overall, the predictions based 
on the experimentally derived injection diameters compare reasonably well with data, especially 
when considering that the experimental uncertainty could be significant. 
Figure 2 is a plot of Sauter mean diameter (SMD) versus back pressure. The Sauter mean 
diameter is a measure of the ratio of droplet volume to surface area. This is an important parameter 
in problems involving combustion and evaporation. The SMD values shown in Figure 2 were 
calculated for the total spray. Two prediction values are shown at the two simulated back 
pressures. The circles represents predictions based on particle injection diameters of 300 microns. 
The predicted SMD based on this value significantly overpredicts the experimental values. The 
second set of predictions is based on the experimentally based injection diameters of 100 (1.1 
MPa) and 170 (5.0 MPa) microns. These results display a better comparison to the data but 
underpredict the experimental values by a factor of approximately 1.8. The predictions also do 
not display the expected increase of SMD with increasing back pressure. Other detailed results not 
presented in this report indicate that the injected particles break up much faster than the 
experiment. This is a deficiency in the breakup model which should be addressed. 
CONCLUSIONS/RECOMMENDATIONS 
A preliminary evaluation of the capabilities of the upgraded FDNS code to predict liquid 
injection has been performed. Comparisons of code predictions have been made with data 
(penetration length, Sauter mean diameter) from a diesel injection experiment- The computational 
predictions show that droplet breakup does occur. Best results were obtained when the particle 
injection diameters were derived from the experiment as opposed to the injection port diameter. 
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Obviously, it is desirable that the code be able to simulate flows for which data does not exist. 
Code and experimental comparisons also indicated that the droplet breakup occurs too quickly. 
These questions about the code performance should be addressed. Evaluation of the breakup 
model should be continued based on comparisons of code predictions with data from other cold 
flow injection experiments. The impact of particle injection diameter and droplet breakup rate 
should investigated. Based on the results of this study, simulations of coaxial injection with 
reactions can be performed. 
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1N"RODUCTION 
In microgravity conditions mobility is greatly enhanced 
and body stability is difficult to achieve (Fauquet & Okushi, 
1991). Because of these difficulties, optimum placement and acces- 
sibility of objects and controls can be critical to required tasks on 
board shuttle flights or on the proposed space station. Anthropomet- 
ric measurement of the maximum reach of occupants of a microgravity 
environment provide knowledge about maximum functional placement for 
tasking situations. 
Calculations for a full body, functional reach envelope for 
microgravity environments are imperative. 
sional computer modeled human figures, providing a method of anthropo- 
metric measurement, were used to locate the data points that define 
the full body, functional reach envelope. 
was utilized to enable a occupant of the microgravity environment to 
experience movement within the reach envelope while immersed in a 
simulated microgravity environment. 
To this end, three dimen- 
Virtual reality technology 
THE HUMAN BODY I N  A MICROGRAVITY E N V I R 0 " T  
In micro-gravity the human body experiences significant changes 
in perception, posture, and efficiency of movement (Fauquet & Okushi). 
Due to liberation from supporting the body's weight, space between 
each vertebra expands, and the spinal length escalates, therefore 
increasing the height of the person by approximately three per cent 
(NASA, 1978). There is, however, a decrease in effective body height 
resulting from the crouched neutral body posture brought on by life in 
microgravity (Fauquet & Okushi), The frame, nevertheless, is extended 
when stretching to reach for an object or control if anchored in body 
or foot restraints. This study is undertaken to determine the maximum 
reach, along a variety of planes, under these conditions. 
NEED FOR A MICROGRAVITY, FULL BODY FUNCTIONAL REACH ENVELOPE 
Distinct problems in the placement and adjacency of controls and 
equipment are encountered in a micro-gravity environment. 
necessary to the health, comfort, and productivity of participants in 
such an environment that maximum reach envelope calculations be 
established and tested to assist in the placement of equipment in 
relation to body restraint apparatus and adjacency of equipment that 
must be used simultaneously or in sequence. 
human/machine interface within physically and emotionally supportive 
body envelopes the characteristics of the interface morphology of 
human mobility in microgravity must be understood", (Fauquet & Okushi, 
P. 1 ) .  
It is 
"In-order to choreograph 
Review of the literature reveals only partial reach envelope 
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data for this environmental situation (NASA, 1 9 7 8  and NASA, 
1 9 8 9 ) .  Fully developed reach envelope calculations are needed 
and should be presented in a way that may be used for training or 
interactive experience--not for information alone. 
Calculation of maximum extension points within a full body reach 
envelope cannot be achieved by usual means in Earth's gravity. Body 
positions that can be achieved under micro-gravity conditions must, in 
Earth's gravity, be simulated in contrived situations such as in a 
neutral buoyancy diving tank or during a flight that is designed to 
provide a few seconds of micro-gravity experience, Such flights are 
conducted by NASA's K-135 
(Fauquet & Okushi). 
These methods are costly and have limitations due to required 
life support equipment and/or necessary brevity of the experiment. 
Limitations of.this type restrict researchers' ability to calculate a 
variety of reach envelope maximum data points, 
SETTING REACH ENVELOPE DATA POINTS USING THREE DIMENSIONAL 
COMPUTER GWERATED HUMAN MODELS 
Mannequin uses a library of ergonomic data that allows human to 
figures be integrated into simulations to make a designed environment 
or object more functional (Gamble-Risley, 1 9 9 2 ) .  The human model 
chosen for this study was defined by Mannequin Pro as a large, Ameri- 
can, male, adult of average build, corresponding to the a 95th percen- 
tile male in stature 
(Biomechanic Corporation of America 1 9 9 2  & NASA, 1 9 8 9 ) .  
Human models provided in Mannequin Pro software were used to find 
data points along a curve that defined the reach envelope (Figure 1 
and Figure 2 ) .  Data points were dimensioned and coordinates were 
recorded for additional points including the fingertip, top of head, 
and suprasternum. The suprasternum data point was chosen as the point 
from which to calculate the curve along which the figure moves to form 
each plane of the reach envelope (Figure 3 and Figure 4 ) .  
The figure was manipulated to move from zenith to the left side 
(Figure 1 )  and forward and backward (Figure 2 ) .  Since the figure 
existed in simulated microgravity, it was not necessary to keep the 
center of gravity above the feet. Range of motion for the figure was 
from zero degrees to 1 8 0  degrees. The curve was calculated and 
graphics produced by Mathmatica software 
(Figure 3 and Figure 4 ) .  
USING IMWWSIVE VIRTUAL REALITY TECHNOLOGY To ILLUSTRATE THE 
REACH ENVELOPE 
Swivel 3-D by VPL Research Incorporated is the modeling software 
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used for this study. 
Language connects input by the operator to drive the simulator. 
As the user makes head or body movements, Body Electric registers the 
changes to the virtual environment Information sent by Body Electric 
to drive the simulator is translated by Isaac software. 
virtual reality simulation of the IML-2. The user is immersed in the 
simulated reach envelope within the IML-2 and may pivot from side to 
side or front to back within the confines of the reach envelope by 
using a joy stick for manipulation. 
curve of the reach envelope moving from one set point to another as 
assigned in Body Electric, 
Body Electric Visual Programming 
Data points found using Mannequin figures were placed in a 
The user may also move along the 
RECOMMENDATIONS FOR F'URTKER STUDY 
It is recommended that reach enveloped data be collected along 
additional planes, expanding the data base for a full body, functional 
reach envelope. 
It is recommended that real human subjects be used to collect 
data in a simulated microgravity situation such as a neutral buoyancy 
tank or K-135 flight or under actual microgravity conditions. 
It is recommended that data be compared to the data set by 
Mannequin and placed in the virtual reality environment and refine- 
ments made where variances exist. 
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INTRODUCTION 
GIs (Geographic Information System) is a system of hardware, software, and 
procedures designed to support the capture, management, manipulation, analysis, modeling 
and display of spatially-referenced data for solving complex planning and management 
problems.' In essence, GIs performs three major functions: (1) to process and display maps, 
(2) to create a database, and (3) to carry out spatial analysis.* With the advent of personal 
computer technology in recent years, the capability of GIs has been greatly enhanced 
particularly in the area of mapping and spatial data manipulation. A typical application of GIs 
involves overlaying different layers of spatial data together to produce a new map of some 
desired characteristics, normally involving the concept of union and intersection in Boolean 
algebra. GIs has been used extensively in ecology and environmental re~earch,~ but not much 
in the atmospheric science. This paper advocates its use in an urban heat island study. 
The urban heat island represents a case of inadvertent human modification of climate in 
an urban environment. Changnon4 suggested that the magnitude and extremes of the changes in 
urban precipitation and temperature were similar to those predicted to develop over the next 
100 years by the global climate models. Urbanization changes the nature of the surface and 
atmospheric properties of a region. As a result, radiation balance in the urban areas is altered 
and sensible heat is added to the point that urban areas are warmer than surrounding rural 
areas. Oke observed that at the boundary between the rural area and the urban area, a sharp 
rise in temperature occurs, culminating to a peak temperature at the Central Business District 
(CBD) of the city, hence the name "urban heat island". The extent and intensity of the urban 
heat island are a function of population size, land use, and topography.677 Because the urban 
heat island exhibits spatial variations of temperatures, the use of GIs is appropriate. 
The research on the urban heat island focuses on the acquisition of 15 bands of visible 
and thermal infrared data (ranging from 0.45 to 12.2 pm) from an aerial platform using 
NASA' s ATLAS (Airborne ThermaWisible Land Application Sensor) sensor over Huntsville, 
Alabama. These data will be acquired in early September. The research reported in this paper 
is an analysis of the impact of population, land use, and topography on the shape of the urban 
heat island that could be developed in Huntsville using the GIs approach. The outcome of this 
analysis can then be verified using the acquired remotely sensed data. 
THEORETICAL CONSIDERATIONS 
All surfaces on earth receive short-wave radiation during the day and exchange long- 
wave radiation continuously with the atmosphere. The net amount of radiation received by a 
surface depends on the temperature, emissivity and reflectivity of the surface exposed to 
radiative exchange. The general form of the equation describing the radiation budget is: 
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R, = (l-p)S,+L,-L, 
where R,, is net radiation, p is reflection coefficient, S, is the total flux (short-wave 
atmospheric radiation, being made up of a direct flux on the horizontal surface (S,) and a 
diffuse flux (sd)),  Ld iS the downward flux (long-wave atmospheric radiation received at the 
surface) and L, is the upward flux (long-wave emission from the surface).' The amount of 
total flux depends on the cosine of the zenith angle \~r, or the amount of sky visible to the 
surface. In the urban area, man-made land surfaces have changed the reflectivity and hence the 
mount of reflected solar radiation. Because of the heterogeneous nature of the land use pattern 
in the urban area, reflection coefficients vary across the urban area. According to the Stefan- 
Boltunarm law, the flux of radiation emitted by the surface, i.e., L, in Equation ( l ) ,  depends 
on the surface temperature as: 
L, = O F  
where CJ is the Stefan-Boltzmann constant (= 5 . 6 7 ~ 1 0 ' ~  W mS2 K4), and T is the surface 
temperature in absolute (K) units. However, reflectivity of the surface refers to short-wave 
radiation (0.15-3 pm), while the overall emissivity (e) of the surface refers primarily to the 
long-wave radiation (3-100 pm) as in this case. Equation (2) has to be modified to become: 
By the principle of conservation of energy that 
absorptance + reflectance + transmittance = 1, 
and by assuming that the surfaces are opaque to thermal radiation (as in most remote sensing 
applications), we can establish the relationship that absorptance + reflectance = 1. According 
to Kirchhoff radiation law that spectral emissivity of a surface equals its spectral absorptance, 
we can establish the relationship that the higher the surface's reflectance, the lower its 
emissivity and absorptance, and vice versa.g 
In applying all the above considerations to urban heat island research, one should note a 
two-layer classification of urban modification put forth by Oke (1976). There is a distinction 
between the Urban Boundary Layer (UBL) and the Urban Canopy Layer (UCL) because the 
processes responsible for its creation may be different. UBL refers to the layer above the roofs 
of buildings in the urban area, which is an advective phenomenon involving internal radiative 
effects and the entrainment of warm air from the inter-building spaces beneath and the 
inversion of the mixed layer above. UCL is near the street level where the magnitude and 
dynamics of the heat island are largely a response to microscale site factors such as building 
geometry and surface materials. The amount of sky visible at the street level will affect the 
amount of atmospheric radiation received. The analysis presented in this paper focuses on the 
UCL rather than the UBL. 
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METHODOLOGY 
. 
I 
The analysis requires a number of data input: (1) reflectance of the land use surfaces in 
the city of Huntsville, (2) population distribution, and (3) topography of the site. 
To obtain the reflectance data for the land use surfaces, color infrared aerial 
photography acquired on October 9, 1992 at the nominal scale of 1:48,OOO was used. First, 
fifteen aerial photographs were manually interpreted with the aid of a mirror stereoscope 
supplemented by ground checking. Eleven classes of land uselcover were delineated: (1) 
forest, (2) commerce and services, (3) high-tech offices and factories, (4) residential, (5) 
agricultural, (6) military, (7) quarry, (8) educational, (9) golf courses and parks, (10) wetland, 
and (11) water bodies. The result is a land uselcover map at the scale of 1:48,OOO. Next, two 
aerial photographs (frame numbers 13 and 20) which covered the major part of the city and its 
adjacent rural area were scanned using a flat-top color scanner with a resolution of 600 bpi. 
This produced a digital image of the photograph'in three bands (blue, green, and red) with 
digital values of the pixels ranging from 0 to 255 (i.e., 8-bit data). The green band was found 
to be the best to use to obtain the reflectance data of each land usekover type. By calibrating 
the data using a lake (such as the lake at the University of Alabama at Huntsville) which 
should have a reflectance of 0 per cent and the quarry which exhibited the brightest reflectance 
(assumed to be 100 per cent), the digital number for each class of land uselcover was 
converted into reflectance data. All these were accomplished with the aid of a raster GIs 
software package known as IDFUSI developed by Clark University. The land uselcover map 
was reduced to a scale of 1:75,000. It was then digitized and transformed into a raster-based 
map with a cell size of 571.5 m x 571.5 m. Because the land uselcover map was directly 
traced from the aerial photographs, distortions caused by tilts and relief displacements were 
present. The rasterized image of the map was rectified and transformed into the Universal 
Transverse Mercator (UTM) coordinates based on four GPS ground control points provided by 
the Planning Department of the City of Huntsville, with the aid of the IDRISI program. By 
assigning the reflectance value to the appropriate land uselcover class, a reflectance map in 
correct UTM coordinates was produced. 
Population data for Madison County in 1990 by census tracts were obtained from the 
Planning Department of the City of Huntsville. The census tract boundary map for Huntsville 
was digitized and converted into raster format with the same resolution as that of the land 
uselcover map and rectified to the same UTM coordinate system. Population density was then 
assigned to each appropriate census tract using the IDFUSI program, thus producing a map of 
population densities by census tracts. 
Topography was represented in terms of terrain heights acquired by GPS for 363 points 
covering the city of Huntsville. A program called SURFER was used to carry out a spatial 
interpolation of the heights points by the method of kriging. The result was a rasterized 
XXIV-3 
contour map, which was then imported to IDRISI where it was made to register with the land 
usekover map. 
Because these three layers of data were registered to the same UTM coordinate system, 
they could be overlaid by the IDRISI program to create a new map and to investigate the 
spatial relationships among these layers. This is the typical GIs approach. In this analysis, our 
objective is to determine the interaction between reflectance and population density, in 
particular, the locations where both high reflectance and high population density occur 
together. These would be areas of high temperatures in the city. Their locations were then 
related to the topography. 
RESULTS OF ANALYSIS 
High reflectance was found to occur in the commerce/services uses which are found 
along the major highways and in the Central Business District (CBD). High population 
densities were found in the Mastin Lake Road area, Oakwood Avenue area, and Bob Wallace- 
Drake Street area --- located respectively to the northwest, east and southwest of the Memorial 
Parkway. A big contrast in population density between the city and the rural area was seen. 
The high reflectance and high population density produced a distinct urban heat island 
following the North-South aligned Memorial Parkway and the East-West running 1-565 
offshoot. This North-South alignment has been dictated by the North-South trending mountain 
ridge (Green Mountain) to its east. The land use/cover type on the mountain ridge is 
predominantly forest (low reflectance and hence high emissivity and high absorptance), thus 
presenting a contrast to the generally high reflectance land use surfaces of the city. The 
Tennessee River runs across the southern edge of the city. The Redstone Arsenal to the 
southwest of the city has low population density but some high reflectance. The combined 
effect of the two has not produced significantly high temperature in the region, and presented a 
contrast to the city area to its northeast. All these results suggest that the site of Huntsville is 
most favorable to the development of urban heat island. 
IMPLICATIONS TO THE THERMAL INFRARED IMAGING AND CLIMATE CHANGE . 
The analysis above presented some interesting observations to the use of thermal 
infrared imaging for urban heat island detection in Huntsville. The North-South running 
Memorial Parkway is an important corridor along which the reflectivity of the land use 
surfaces will have a significant impact on urban heat island development at the Urban Canopy 
Layer (UCL). By integrating the visible channels of the ATLAS sensor (channels 1 to 6: 0.45- 
0.90 pm), reflection coefficients of the different land use surfaces can be obtained. Emissivity 
of the land use surfaces can be obtained from the thermal infrared channels of 3.35 pm to 12.2 
pm (channels 9 to 15). Based on the Stefan-Boltzmann Law, the radiant temperature (Trad) of 
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the land use surfaces can be calculated. With a knowledge of emissivity of each surface, the 
kinetic temperature (TkiJ of the surface can be computed using the following relationship: 
Finally, it has been observed by examining past records of temperature and 
precipitation data for Huntsville from 1959 to 1991 that Huntsville appeared to be in the cycle 
of temperature and precipitation increase in recent years, as revealed by the three-yearly 
moving averages. One can only speculate whether such increases in temperature and 
precipitation have been impacted by the possible intensification of urban heat island effect in 
recent years. 
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APPLICATIONS of NEURAL NETWORKS to FAST COMPUTATIONS 
Our first problem is to use neural networks to develop a general high 
neural networks and precision computational algorithm for feedforward 
to show it efficiency by applying it to a solution of the inverse perspective 
transformation problem in the Automated Rendezvous and Capture Space 
pro gram. 
The inverse perspective problem for the Automated Rendezvous and 
Capture program is defined as the determination of the 6 degrees 
of freedom of the chase vehicle relative to the target vehicle. The 
solution involves the Newton-Raphson method which is rather 
cumbersome computationally. Therefore, a neural network approach 
was suggested by Richard Dabney [l]. He suggested that instead of solving 
a system of equations for each point, parameters of these equations can 
be considered as inputs to some neural network and the solution of these 
equations as an output. However, the major problem was the accuracy of 
the solution. While an RMS value was quite low, the worst case precision 
for a case of pitch angle remained unacceptably high- around 19.1% 
We have used this problem to demonstrate a new approach to a fast, 
high precision neural computing which reduces the errors to a more 
acceptable level. This problem was successfully solved by introducing 
and training a different type of neural network. We have achieved a 
reduction of the worst case error to about 8.4% instead of 19.1% and the 
R M S  error was also reduced by about 30%. In our approach we used a 
network with two layers with nodal sigmoid functions being hyperbolic 
tangent and in the output layer we used identity function 
nodal function. This choice of architecture can realize any function of n 
variables as soon as we choose sufficiently many neurons in the two inner 
layers. This follows from the Kolmogorov's theorem on representation of 
function of several variables by using a superposition of functions of one 
variables and arithmetic operations. 
f(x)=x as a 
, 
One of the essential features of our approach is to use an adaptive 
learning rate to speed up learning and to minimize the worst case error 
instead of sum-squared error as is usually done. We used a standard 
backpropagation approach to learning with momentum and adjustable 
biases. This helped to overcome a number of conversion and precision 
problems encountered in the initial approach. 
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- APPLICATIONS TO CONTROL PROBLEMS 
Consider a linear plant 
X=AX+BBu 
y = c x  
We assume that this system is controllable and observable and that n, p 
and q are the dimensions of vectors x,u,y respectively. Our problem is to 
demonstrate a capability of artificial neural networks 
plants. 
to stabilize linear 
Here we would like to construct a controller and a feedback 
i = Fz + Gy + Hu 
u = Klz+ K z y + r  
such that the overall system 1-2 is stable, where z is an n-q dimensional 
vector and r is an external input. First, we want to formulate this control 
problem in terms of an interpolation problem for a neural network with 
linear nodal functions and with six layers. The overall system (1-2) can 
be presented in the form: 
W=Tw+Ru 
where 
Furthermore, T can be represented as a product of three matrices 
I 
A zeros(n,n) B 
G H  
A1A2A3 where A' = I 
zeros(n - q,n) F 
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h n - q  
(2n+p)~(2n) matrix, and A3 =I I i s a  
C zeros(q,n - q) 
(2n)X(2n-q) matrix. Now we recall a Lyapunov's Theorem [2] which says 
that a matrix T which has a full rank is stable if and only if for any 
positive definite matrix N there exists a positive definite matrix M such 
that T' M+MT=-N, where T' is a transpose of T. In this theorem N can be 
taken to be a unit matrix rather than an arbitrary matrix. Note also, that 
for any positive definite matrix M there exists a matrix g such that M=gg'. 
Therefore, in order to stabilize system (1) with a controller of system (2) 
there should exist such matrices F,G,H,Kl,K2,g such that 
Now, expression gg'T is a product of six matrices g,g',A1,A2,A3 and a unit 
matrix (in this order). Therefore, this expression can be viewed as a 
realizing function of a six layer neural network with weights of synaptic 
interconnections given by matrices 
columns of the unit matrix and with linear nodal functions. Analogously, 
expression T g g '  is a realizing function of another neural networks with 
synaptic weight matrices transposed and in reverse order. Taking a 
discrete sum N of these two neural networks we see that equation (3) is 
equivalent 
our stabilization problem for a plant (1) to an interpolation problem (3) 
for a neural network N. Interpolation problems for a given neural 
network are typically solved by a backpropagation method. Notice that 
only variables weights are the ones that correspond to the unknown 
matrices F,G,H,Kl,K2,g. Let matrix E be given by the following formula: 
g,g' ,A1,A2,A3 , with input vectors being 
to an interpolation problem for a neural network. This reduces 
L in our case some of the weights of the neural network are fixed and the 
E = Tgg'+gg'T+Z 
and let SSE be the sum of squared elements of E, Then the following 
formulas are true: 
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aSSE 3 2  -= 4(TE+&")g, -=4gg'E(A )'(A )', (4) as dA1 
= 4(A1)'gg'E(A3)', aSSE 3 
In order to solve equation (3), we need to drive 
training of the neural net can proceed via a gradient descent method 
using equations (4) and (5 )  with the obvious modification due to the fact 
that the only elements in matrices 
of matrices F,G,H,Kl,K2. This gradient descent method has to be slightly 
modified, so that we proceed by training each layer separately rather than 
all layers at once in order to avoid getting stuck in local minima. We used 
momentum and adaptive learning rate in our gradient descent method to 
speed up learning. The method described above has been successfully 
used to stabilize a specific numerical example with a nonminimal phase 
plant. 
SSE to 0, therefore a 
1 2 3  A ,A ,A that change are the elements 
A NEW METHOD OF LEARNING FOR FEEDFORWARD NEURAL 
NETWORKS 
We have successfully implemented a new method of training neural 
nets which is a combination of gradient descent and a Newton-Raphson 
method.This method significantly decreases the learning time. The details 
are presented below. Let us consider a neural network N with k variable 
weights. 
dimensional Euclidean space R'. Let P={ p i }  be a finite set of input vectors 
to a neural network N and let T ={ t i }  be the set of corresponding target 
output vectors. For every set of weights w from R' there is a set of output 
vectors 0={ oi 1 of N corresponding to the set of inputs. Then the sum- 
squared error function f ( w )  is defined as f ( w ) =  xloi -fill .Our goal is to 
drive the emor function to 0, i.e. to find a set of weights w such that 
f(w)=O. We try to find this w by an iteration process starting from some 
w, Let wi be defined then we assume that there exists a vector A from 
the weight space R' such that f ( w i  + A ) = O  and let 
f ( w i  + A) - f ( w i )  = vf( wi )A be a first order approximation. Then in order 
to find A we need to solve the equation 
We can represent each set of weights as a vector w in a k- 
i 
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f (wi) + Vf (wi)A = 0 (7) 
This is an underdetermined linear equation with respect to A. Let us add 
to (7) another system of k equations: 
where a is some nonzero constant. The solution of (7)-(8) does not exist if 
Vf (wi ) is nonzero, however we can find the least squares solution A. 
Then we define wi+l = wi + A .  Continuing to update wi in this fashion we 
hope to find wi arbitrary close to a solution of f (wi)=o.  In this algorithm 
we vary a in order to minimize the emor. Notice that a serves as a 
magnitude control factor so that the magnitude of solution of (7)-(8) 
decreases as a increases. In this method we start with weight vector 
obtained after some initial gradient descent training and then proceed 
with the method just described. The obtained results are very encouraging. 
We applied this method to the control problem described above to 
compare it with the gradient descent method and found that the speed of 
conversion increases 8- 10 times. 
wo 
CONCLUSION 
We have described several interrelated problems in the area of neural 
network computations. First we considered an interpolation problem, then 
we have shown how to reduce a control problem to a problem of 
interpolation by a neural network via Lyapunov function approach, and 
finally we introduced a new, faster method of learning as compared with 
the gradient descent method. 
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INTRODUCTION 
Ceramics Matrix Composites are being envisioned as the 
state-of the-art material capable of handling the tough 
structural and thermal demands of advanced high temperature 
structures for programs such as the SSTO (Single Stage to 
Orbit), HSCT (High Speed Civil Transport) etc. as well as for 
evolution of the industrial heating systems. 
Particulate, whisker and continuous fiber ceramic matrix 
(CFCC) composites have been designed to provide fracture 
toughness to the advanced ceramic materials which have a 
high degree of wear resistance, hardness, stiffness and heat 
and corrosion resistance but are notorious for their 
brittleness and sensitivity to  microscopic flaws such as 
cracks, voids and impurity. 
THE BEHAVIOR 0 F CFCC 
CFCCs have been singled out as the most efficient one for 
the more demanding projects because the fibers can control 
crack propagation by dissipating the crack tip energy. 
Fracture toughness1 measured in terms of Klc (or KQ ) values 
for CMCs have caught up with the lower limit (30 MPa m112) 
of that for tough metals (30-200 MPa m112). WOF (Work of 
Fracture) for unidirectional long fiber CMCs tends to vary 
from a few KJ/m2 to about 100 KJlm2 whereas for monolithic 
structural ceramics it is just a few Jouleslm2. 
Also the scatter in strength, measured in terms of the 
Weibull Modulus has shown considerable improvement in the 
case of CFCCs (30 for SiC/Borosilicate glass and 6-8 for 
monolithics). This is a more desirable situation for the 
designer because a higher proportion of the Ultimate Strength 
becomes available for component design. 
ClSlC AND SIC/SIC C MCS 
In elevated temperature applications, C/SiC and SiC/SiC 
CMCs are the materials with the highest expectations because 
of their greater oxidation resistance compared to 
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CarbonICarbon composite which oxidizes easily even at 
moderate temperatures. A host of studies are going on 
currently all over the world on C/SiC, SiC/SiC and SiC/Glass 
types of composites. 
Matrix microcracking2 and hence the microcracking 
threshold stress 
room temperature for SiCf/CAS) plays a critical role in the 
performance of the CMC in fatigue and in oxidizing 
environments. C/SiC composites are weak in this aspect 
because it tends to have a non-existant 6 m C  (the stress- 
strain behavior is a non-linear one right from the beginning 
of loading). This is caused by the fact that the carbon fibers 
have a CTE (coefficient of thermal expansion) mismatch 
(&, >*f) with the Sic matrix forcing the material to have 
microcracks in the matrix during the cooling from a high 
temperature in the fabrication process. 
6,, (about 120 MPa with 0.1% strain at 
fT N I M 
A. An attempt at taking a C/SiC composite3 to a 
temperature range of 17700~-18100~  with the hope of finding 
a better material for the TPS system TOPHAT led to the 
conclusion that the C/SiC material (with fiber and matrix 
volumes of 40% and 60% respectively) failed mainly due to 
full oxidation of a thin SIC coating at the fabric holes as 
well as processing flaws. Oxidation occurs internally and 
progresses to expose carbon fibers directly to the oxidizing 
material. 
Suggestions such as (1) a continuous and thicker coating 
in the holes of the fabric; (2) reduction of misalignment of 
fabric plies; (3) use of a fabric with smaller tows and a 
denser weave so as to reduce the size of the voids as well as 
distribute them more homogeneously through the thickness 
and also have a more uniform surface with holes easier to fill 
by a polymer assisted CVD/CVI Sic processing technique have 
been made. 
B. Higher fiber volume and higher densities have been 
shown by Headinger et al4 to correspond to  higher tensile 
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strength and/or shear strength in an investigation, sponsored 
by the Air Force, on the dependence of the mechanical 
properties of C/SiC turbine rotors. While density had greater 
influence on tensile strength, higher fiber volume seemed to 
improve toughness with no clear effect of density observed. 
C. The development of a C/SiC turbine rotors published i n  
the NASA-CP 3235 reports a good correlation between coupon 
testing and spindisk testing. The material, when designed to 
have higher oxidation resistance wil l  enable the design of a 
rotor which wil l not require cooling resulting in an improved 
thrust and reduced fuel consumption. 
A CMC DATABASE: THE SUM MER PROJECT 
The database has specifically aimed at data on C/SiC and 
SiC/SiC CMCs due to  the fact that these materials tend to 
maintain their mechanical properties even at high 
temperatures and exhibit greater resistance to oxidation in 
comparison with other structural materials. However, 
considerable work seems to be in progress on glass ceramics 
also. 
The following companies and institutions have been 
contacted for CMC data: 
DuPont, B. F. Goodrich, Amercom, Pratt & Whitney, McDonnell 
Douglas, SEP, Dow-Corning, LTV, NASA Lewis, Boeing, 
Williams International, Oakridge Laboratory, University of 
Michigan, Southern Research Institute, Wright Patterson AFB, 
NIST, General Electric, Grumman, FMVEMTL, United 
Technologies Research Center. So far data have been provided 
by : DuPont, Williams International, Southern Research 
Institute (reports), B. F. Goodrich, NASA Lewis, University of 
Michigan, Amercom, WPAFB + McDonnell Douglas (yet to 
arrive), Dow - Corning (promised) and Boeing (promised). 
The rest have either referred to the above or are in the 
process of generating data. 
VISITS : A trip was taken to Southern Research Institute 
to visit their labs and also to look into the possibility of 
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acquiring current data on CMCs. The test organization was 
impressive. They are in the process of testing several CMCs 
for various clients; but do not have the proprietary rights to 
make those available to  NASA/MSFC yet. 
THE DATABASE SYSTEM : The MAPTIS and the M/VISION 
systems have been analysed for advantages and disadvantages. 
EXAMPLES 0 F THE DAT A COLL ECTED : DuPont (Nicalon/SiC, 
Enhanced SiClSiC with a matrix enhancement and T=300/SiC); 
B. F. Goodrich (Nicalon/SiC, T-300/SiC); Williams 
International ( data from various sources on SiC/SiC, C/SiC, 
SiCp&f/A120g, NiC/SiC); the University of Michigan (Fatigue, 
High Temp. Creep, Environmental behavior of CMCs). 
FUTURE WORK : The data will have to be evaluated for 
quality prior to putting them in the database. The criteria for 
evaluation are to be established based on a thorough study of 
the factors affecting the pedigree of the data, information 
supplied by the manufacturers as well as using theoretical 
models and softwares based on the micromechanical behavior 
of CMCs. 
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BACKGROUND 
. 
Spacecraft design is generally an exercise in design trade-offs: fuel vs. weight, 
power vs. solar cell area, radiation exposure vs. shield weight, etc. Proper analysis of 
these trades is critical in the development of lightweight, efficient, "lean" satellites. The 
modification of the launch plans for the Magnetosphere Imager (MI) to a Taurus launcher 
from the much more powerful Delta has forced a reduction in spacecraft weight availability 
into the mission orbit from 1300 kg to less than 500 kg. With weight now a driving factor 
it is imperative that the satellite design be extremely efficient and lean. The accuracy of 
engineering trades now takes on an added importance. 
In some cases the balance between design utility and design "cost" are clear. For 
example, given the choice for a satellite stabilization system between an active gas jet 
system or a passive mass-springdamper system, the passive system is clearly the choice in 
terms of cost and reliability if it can provide the necessary performance. Less clear are the 
trades involved in the avionics requirements for a given satellite, particularly when the 
avionics in question interface with the payload instruments. Optimal requirements for 
instrument avionics are difficult to define because they generally involve interactions 
between electrical systems (computers, instruments, power supplies, guidance and control 
electronics, etc.), mechanical systems (instruments, guidance and control hardware, mass 
balance systems, etc.), and information (software, telemetry data, instrument data, 
instrument controller commands). 
An understanding of spacecraft subsystem interactions is critical in the development 
of a good spacecraft design, yet it is a challenge to define these interactions while the 
design is immature. This is currently an issue in the development of the preliminary design 
of the Magnetosphere Imager (MI). The interaction and interfaces between this spacecraft 
and the instruments it d e s  are currently unclear since the mission instruments are stil l  
under development. It is imperative, however, to define these interfaces so that avionics 
requirements ideally suited to the mission's needs can be determined. 
PROJECTED INSTRUMENT PAYLOAD 
The proposed MT payload consists of three instruments: (1) the Far Ultraviolet 
Imager (FUV), (2) the Plasmasphere Imager, and (3) the Hot Plasma Imager. Exact 
instrument interfaces are impossible to define at this point of the design process, but some 
general ideas of payload requirements can be gleaned from examining the heritage of the 
payload instruments. 
instruments. This report was used in addition to conversations with members of the 
Magnetosphere Imager Science Definition Team (SDT) to gain a better understanding of the 
functional requirements of the payload instruments. The results of this effort are embodied 
in the bullets in the following sections. 
Far Ultrav wlet Inzeger 
Wilson (1993) compiled an extensive report on the development history of the MI 
Essentially a monochromatic telescope (photon counter) 
Requires a fdter wheel and associated motor to move the wheel to look at 
different wavelengths 
Image may be swept across a CCD as the spacecraft rotates, or the instrument 
may use a periscope to stare at one point in the sky 
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May be a problem if the instrument sweeps across a bright object before a darker 
object of interest (blooming) 
Goal is to produce 1 image per minute 
Commands that may be uploaded include changes in image integration time, 
compression schemes, ON/OFF cycling, instrument status checks, uploading code 
to instruments, performing passive telemetry on instrument, fdter wheel movement, 
periscope rate of movement, etc. 
SDTspecifiedFOV wx360'  
SDT dimensions .70x.8Ox.30 m 
SDTmasses 30 kg 
SDTpower 25 W 
SDTdatarates 15 kbs 
SDTpointing accuracy 0.025 deg 
Plasmasphe re I-
Essentially a photon counter 
SDT specified a 135"x180' FOV but it is likely that the scientists wil l  want data 
from the full spin (135'x36Oo) 
The plasmasphere imager cuts a 135" degree swath through the sky as the craft 
rotates. A CCD element wil l  be used to capture the images, either a 1-D array that 
will sweep across a very small field of view, or a wider 2-D array which will allow 
more image integration time as the image sweeps across it. 
Goal is to produce 1 image per minute 
Should be able to achieve high data compression ratios with the image files 
No moving parts 
Commands that may be uploaded include changes in image integration time, 
compression schemes, ON/OFF cycling, instrument status checks, uploading code 
to instruments, performing passive telemetry on instrument. 
SDT specified FOV 
SDT dimensions 
SDT masses 
SDTpower 
135'x180" 
imager .48x. 16x.20 m 
electronics .23x. 18x.20 m 
imager 7.2 
electronics 11.8kg 
imager 4.5 
electronics 16.5 W 
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SDT data rates 7 kbs 
SDT pointing accuracy 
Essentially an event counter, used to look at various q/xn ratio particles 
0.5 deg *H P  E r  
Instrument will require specification of spin rate from the spacecraft (or ground 
operator) 
Unusual in that it requires a controllable high voltage power supply 
Goal is to produce 1 image per minute 
Nomovingparts 
Commands that may be uploaded include changes in image integration time, 
compression schemes, OWOFF cycling, instrument status checks, uploading code 
to instruments, performing passive telemetry on instrument, change in high voltage 
level, temperature data, etc. 
SDT S@fkd FOV - 47~ str 
SDT dimensions High Energy Slx.35x.51 m 
Low Energy .30x.30x.25 m 
electronics .3Ox.30x.30 m 
SDT masses High Energy 14 kg 
LowEnergy 7 kg 
electronics 8 kg 
SDTpower HighEnergy 4 W  
LowEnergy 7 W  
electronics 12W 
SDT data rates HighEnergy 12 kbs 
LowEnergy 6kbs 
SDT pointing accuracy 5 deg 
The challenge in defining the instrument interface to the MI avionics system is 
centered around the fact that the satellite instruments are stil l  undefined at this point. There 
are ways to address this problem, however. What we can do is define two interfaces, 
basically a worst-case and a best-case. These two options are chosen with knowledge of 
only the most basic facts about the instruments such as weight, power, field of view, and 
instrument heritage. With such limited knowledge it is difficult to explicitly design the 
interface, or controller, so the goal is to define with these two designs the spectrum of 
possibilities in which the final instrument control system will fall. We can do this with 
confidence because the requirements and specifications in the previous section do not 
specify any instnunent characteristics that are unusual enough to drastically impact the 
controller design. 
w o n  1-Di smbuted Instrument ControL The two instrument control schemes 
conceived for MI are illustrated in Figure 1. The first scheme to be discussed is the 
distributed control scheme. This design is basically the "high performance" option. The 
operation of each science instrument is independent in this design, with each having its 
own computer/wntroller that acts as the interface between it and the main onboard 
computer. The advantages of this control strategy are numerous. Distributing control to 
each science instrument maximizes the probability of getting at least some data from the 
spacecraft. It also simplifies and compartmentalizes software, saving programming time. 
In this same vein it allows the science instrument developers, who may be geographically 
distributed, development independence. 
I i 
Sensor 
Arrays 
Figure 1. Sketch of the MI instrument controller options. 
. 
On the other side of the coin, distributed control has design costs that may preclude 
its use. Since each instrument has a dedicated and independent computer that is not 
available for any other tasks, the spacecraft computer may need a backup in case it fails. 
This means that there may be five or six computers that must be qualified for the mission. 
Each computer adds mass, but the overriding consideration may be the cost to space qualify 
all this electronic hardware. Significant savings might be achieved by combining the 
controllers of two or more of the instruments. 
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Option 2-Centralized Instrument Controllert The logical extension of combining 
two instrument controllers into one is to combine all the instrument conmllers into one. 
This master controller is represented in Figure 1 by the dotted box that surrounds the four 
distributed control computers. This strategy results in a number of advantages, including a 
lower mass system, a lower power system, and the need to qualify fewer components. If 
the system is properly designed the master control computer and the spacecraft computer 
could be used as backups for each other, eliminating the need for a backup spacecraft 
computer. This was the control strategy used in the recent low-cost Clementine project at 
the Naval Research Laboratory. 
Obviously there are disadvantages to this method as well. The two most important 
appear to be an increased complexity in the software and the necessity for significant 
coordination among the science instrument designers/builders. 
CONCLUSIONS 
A range of control possibilities are defined by the two control options presented 
herein. It is likely that both will prove to be impractical in some respect: option 1 may 
prove to be too expensive and option 2 may not provide the necessary performance. 
Currently in the overall MI design option 1 is baseline4 but there is a risk involved here. 
Option 1 certainly represents a "worst case" option in terms of cost, weight, and power. 
For planning purposes this is a good, conservative, model. The risk comes when talks 
begin with the science instrument builders. If they perceive that the distributed control 
scheme is the baseline scheme, they will be very reluctant to give up any of their control 
computers to save cost and weight. If possible, the baseline control system that is 
presented to the instrumenters should be as close as possible to option 2. This will start the 
process at the low cost option and the design process can then proceed in a rational fashion. 
The instrumenters and spacecraft design team can add controllers when perfonnance makes 
it necessary, instead of giving a l l  instruments a control computer, potentially adding 
unneeded weight, capacity, and cost. 
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INTRODUCTION 
Optics is a discipline which deals with the control and manipulation of light. Although 
there are three basic mechanisms known for achieving this control, i. e., refiaction with lenses, 
reflection with mirrors, and difiaction with gratings, almost all optical systems utilize only the 
first two. The pMcipal reason for this avoidance of diffraction is that whereas when the first two 
mechanisms bend, shape, focus, and redirect light they generally leave a single ray or beam as a 
sigle ray or beam, the third mechanism tends to divide any incoming rays into a multiplicity of 
rays. This splitting of light into different rays is sometimes usefd, as in spectrometry, but it is 
generally not desired because the optical energy is divided up among the various beams. So most 
optical devices use only lenses and mirrors, with gratings generally being found only in 
spectrometers and monochromators, instruments used when the principal interest is spectral 
content or purity of optical waves, rather than their image content. 
However, this last-mentioned application brings out the strength of difiactive elements: 
they bend light much more strongly than lenses and they are very wavelength sensitive, a 
characteristic that could be very desirable for some applications. In addition, the characteristic 
property of gratings, multiplicity of output, can be exploited in optical fanout, where it is desired 
to split an optical beam into a set of equivalent beams. Even if only a single output beam is 
desired, gratings can be designed so as to concentrate optical energy into a sigle refkacted beam. 
In traditional optics, this is done by blazing a grating, and in the emerging field of =active 
optics, techniques for producing single beam output have also been developed. In sum, if the 
negatives of difiaction as applied to common optical applications can be exploited or eliminated, 
then the positive characteristics of difiactive elements such as light weight, small size, and 
minimal material, can be used to produce effective and efficient optical devices. 
DESIGN OF DIFFRACTWE OPTICAL ELEMENTS 
There are two basic areas of interest for =active optics. In the first, the property of 
wavefiont division is exploited for achieving optical fanout, analogous to the more familiar 
electrical fanout of electronic circuitry. The basic problem here is that the when using a simple 
uniform diffraction grating the energy input is divided unevenly among the output beams. For 
example, when using a traditional grating the output energy is basically described using a sinc 
hc t ion  with most of the energy either unmacted or in the first few dead ion  orders. 
However, H. Dammann' showed that by designing a non-uniformly spaced grating, using the 
requirement that the coefficients of the Fourier transform of the grating's transmission hc t ion  
should be equal, the energy could be uniformly divided among the various orders. Thus by 
exploiting local variations in grating line spacing and depth, uniform optical fanout can be 
obtained. Since the basic design is a simple problem in Fourier analysis, calculation of the grating 
design is straightforward, although a computer must be used to obtain numerical solutions. 
4 
The other area of interest is the use of *active elements to replace or supplement 
standard refractive elements such as lenses. Again, local grating variations can be used to control 
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the amount of bending imparted to optical rays, and the efficiency of the dieactive element will 
depend on how closely the element can be matched to the design requirements. In general, 
production restrictions limit how closely the element approaches the design, and for the common 
case of photolithographic production described below, a series of binary masks is required to 
achieve high efficiency. G. Swanson' showed that, even with only four masks, efficiencies of 
over 95% can be achieved. The actual design process is much more involved than in the case of 
elements for optical fanout, as the desired phase of the optical wavefront over some reference 
plane must be specified and the phase alteration to be introduced at each point by the dWaction 
element must be known. This generally requires the utilization of a standard optical design 
program. Two approaches are possible. In the fist approach, the dfiactive element is treated as 
a special type of lens and the ordinary optical design equations are used. W. Sweatt3 showed that 
the diffractive element could be treated as an extremely thin lens of very high index of refraction, 
and it is possible to design elements using this approximation. However, optical design programs 
tend to follow a second approach, namely, using the equations of optical interference derived 
from holographic theory and then allowing the introduction of phase front corrections in the form 
of polynomial equations. The output fiom these programs usually consists of a plot of the desired 
phase change as a hc t ion  of radial distance from the optical axis, and a polynomial equation for 
the phase versus radius function. The required phase changes can be reduced modulo 2x and 
then the transition locations where the phase changes by submultiples of 2x can be used to 
determine the local spacing of the diflkactive grating. 
By using either of these two methods, S a c t i v e  elements can be used not only to 
compensate for distortions such as chromatic or spherical aberration, but also to perform the 
work of a variety of other optical elements such as null correctors, beam shapers, etc. 
FABFUCATION OF DIFFRACTIVE OPTICAL ELEMENTS 
Of course, having uses for *active optical elements and even being able to design them 
is of little importance unless they can actually be manufactured. Depending on the scale of the 
grating required, it might be possible to produce the grating by actually cutting it into a substrate 
with a diamond cutting tool. However, the small size of many gratings generally leads to efforts 
to produce them using well-established techniques developed in the microelectronics industry. 
This also has the advantage of integrating the fields of optics and electronics, an alliance which is 
being zealously pursued in today's environment of fiber optics and laser diodes. It is possible to 
produce continuous phase variations across a substrate by using e-beams to produce varying 
depth etch patterns, but the simpler technique of applying semiconductor photolithography 
methods to resist-coated substrates can be used if a discontinuous approximation to the desired 
phase map is acceptable. This approach is generally called binary optics because each step is a 
binary operation of etching or not etching at a particular location on the substrate, and the desired 
phase distribution is approximated by a series of mask patterns and etchings as described in the 
report by G. Swanson2. 
The production of a binary optic is a complex and expensive process, requiring that a 
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series of binary masks be prepared, and then that these masks be used to expose a resist-coated 
substrate which is etched and then must be re-coated, re-exposed, and re-etched for each mask. 
This substrate can then be used as a master to make copies, just as in the electronics industry. 
However, mass production is required to achieve a reasonable cost per optic. 
FROM DESIGN TO FABRICATION -- M A W  
One problem has not yet been discussed and that problem is the main focus of the project 
described in this report -- how is the design information from the lens design program 
incorporated into the photolithographic process? Optical design tends to be built around 
circular design elements (most designs are radially symmetric), while the electronic industry with 
its photolithography is built around straight lines. Optical programs output phase plots and give 
phase changes as a hnction of radial distance, while photolithographic machines use rectangular 
apertures to control areas of exposure on a substrate. The optical design program's output will 
look something like 
+(r) = A +Br2+Cr4+Dr6+Er8 
where +(r) is the phase as a bc t ion  of radial distance and (A,B,C,D,E) are the set of constants 
approximating the equation to the desired phase distribution. Some programs may even give a list 
of those values of r where the phase change is a multiple of 2 x .  However, the mask generator 
machine generally wants a list of apertures showing where the resist-covered substrate will be 
exposed. For example, for the MA" USG3000 mask generator used during this project the 
required input is an ASCII text file consisting of a long list of lines having the fonn 
X1500OY-Z200 W3ZOHZ5OA 721 
where X and Y are the location of the center of the aperture, W and H are its width and height, 
and A is the inclination of the aperture with respect to the horizontal x-axis, expressed in tenths of 
a degree. All length dimensions are in microns. 
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Going fiom (1) to (2) is a non-trivial task. Basically, 
to prepare the data fiom the first equation for producing a 
binary optic mask, an annular ring representing the area 
between two transition radii must be filled with rectangular 
boxes. This cannot be done without error, and as an 
additional constraint it is generally desired to reduce the 
number of exposures or boxes required to make the mask. To 
calculate the error introduced by using straight lines to 
approximate curves, the geometry of Figure 1 was used to 
determine the proper limits that stay within the maximum 
error. It is easy to show that the error, or sag, is 
approximately given by t = ?/(2R). Figure 2 
Figure 1. Geometry for 
calculating error between 
line and curve: t = f(r). 
shows the geometry used to fill an annular 
ring. Most of the geometry is self 
explanatory. For the project being 
described, the allowed error f was one 
micron. By calculating the width of the box 
using the sag calculated Erom the inner radius 
and then spacing the rectangIes around the 
annulus using the outer comers of the 
rectangle, the annulus is Wed with a minimal 
number of exposures subject to the limiting 
error distance t. The overlap between 
adjacent boxes is not h e 1  to the design 
and only represents the loss due to double- 
exposing the resist in the region of overlap. 
A more difficult case occurs when the 
two rings defining the annular region intersect 
the boundaries of the binary optic cell being 
designed. An example of this is shown in 
Figure 3 which shows an annular ring clipped 
by the upper right corner boundaries of the 
mask cell. The central region of the segment 
may be filled using the method described 
above but the triangle-shaped areas at the 
ends need a Werent approach. In order to 
maintain the least number of exposures while 
still staying within the error limitation of 1 
micron, a binary divide technique is 
implemented. Starting at the inner radius, the 
height of the box is chosen to extend halfway 
to the outer wall, and then the length is 
. 
h = r2 - r, t E w$(8r,) a 2 dn(w/[2r2 1) 
Figure 2. Filling an annular ring with 
rectangular boxes. 
Figure 3. Filling triangular end of partial 
annulus in upper right corner of mask cell. 
. 
extended until it encounters the bounding wall. A second box is then placed adjacent to each side 
of the first box, with each of their heights extending half way to the boundary. This process is 
continued until the distances fall below a minimum feature size characteristic of the particular 
mask generator, in this case 10 microns. With these filling algorithms incorporated into the 
program, as well as a couple of other algorithms for special cases, procedures for generating box 
lists can be completed. It then remains to incorporate these routines into a complete program 
named MAAN As completed, AMW allows the generation of one- or two-dimensional 
Dammann gratings, using either data taken from published articles' or allowing the user to enter 
transition points for symmetric gratings of unit period. The program also allows the generation of 
masks to produce simple lenses or lens arrays, using simple built-in formulae for focal length and 
mask number.' In addition, for more complex designs, the program contains a text filter allowing 
radially symmetric designs from Code V (Optical Research, Inc.) to be incorporated. Finally, 
AU" contains a viewing routine which allows the mask box lists to be visually presented at 
varying +cations on the computer monitor, allowing the user to see what the mask will look 
like. This mask image can be saved as a TIFF file to allow incorporation into documents and 
reports. The interface was designed to be friendly, with suggested values given for user inputs, 
and robust, with validation of all user responses. UAMV thus fills the need for a link between lens 
design programs and mask generation controllers. 
Further work on the program will incorporate additional text filters, to allow incorporation 
of designs from programs such as Mathematica (Wolfram Research), or other optical design 
programs. 
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Introduction 
The Hydroblast Research Cell at Marshall Space Flight Center is used to investigate the use 
of high pressure waterjets to strip paint, grease, adhesive and thermal spray coatings from 
various substrates. Current methods of cleaning often use ozone depleting chemicals (ODC) 
such as chlorinated solvents. High pressure waterjet cleaning has proven to be a viable 
alternative to the use of solvents [4,5]. A popular method of waterjet cleaning involves the 
use of a rotating, multijet, high pressure water nozzle which is robotically controlled. This 
method enables rapid cleaning of a large area, but problems such as incomplete coverage 
(e.g. the formation of “islands” of material not cleaned) and damage to the substrate from 
the waterjet have been observed. 
This report summarizes research conducted by the author as a Summer Faculty Fellow 
at MSFC in 1994. The project consisted of identifying and investigating the basic properties 
of rotating, multijet, high pressure water nozzles, and how particular designs and modes of 
operation affect such things as stripping rate, standoff distance and completeness of coverage. 
The study involved computer simulations, an extensive literature review, and experimental 
studies of different nozzle designs. 
Definitions 
Since there is no widespread convention regarding terminology of waterjet production, we 
define here the terms used in t b  paper: target: object upon which waterjet impinges, 
substrate: material to be cleaned, usually coated with paint, grease or other material 
which needs to be rcmoved via waterjet, coating: generic name for material to be removed 
from substrate, nozzle: device for delivering high pressure waterjets to target - is usually 
attached to a robotic arm, orifice: final exit device for waterjet - there are several orifices on 
a single multijet nozzle, orifice configuration: placement of orifices on surface of nozzle, 
orifice geometry: the internal structure of an individual orifice, sweep rate: rate at which 
nozzle is moved parallel to the target, or target is moved past nozzle (as is the case when the 
target is on a rotating turntable), nozzle angular velocity: rate at which nozzle rotates, 
standoff distance: distance from nozzle to target, islands: regions of the target where the 
coating has not been removed from the substrate after waterjet cleaning, dwell time: the 
amount of time a waterjet is in continuous contact with a particular region of the target, 
stripping width: width of the cleaning path as the nozzle is moved over the target. 
Factors Affecting Waterjet Cleaning Requirements 
Of paramount concern in waterjet cleaning is maintaining the integrity of the substrate. 
Thus, for a particular material, we need to know the effect of standoff distance, water 
pressure and dwell time on the substrate to be cleaned and the coating to be removed. 
This information is not the focus of ths paper and hence will be assumed to be known, 
either through theory, or more likely, through experiment. Given this information, standoff 
distance, water pressure and dwell time can be adjusted so that the coating is removed 
and the substrate is not damaged. The impact of the water on the target increases with 
increases in pressure and dwell time and decreases with increased standoff distance. It may 
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be necessary to make several passes over the target in order to remove the coating without 
damaging the substrate. This can also be accomplished via overlap from multiple jets. 
Another important constraint is the time required to clean the target. This wdl be 
a function of the stripping width, the sweep rate and the number of passes necessary for 
cleaning. 
Standoff distance will be constrained by the geometry of the target. For a perfectly flat 
plate, there is no constraint on possible standoff distance. If there are protrusions, however, 
such as bolts or ridges, then this will hu t  the possible standoff distances, unless the robot 
to which the nozzle is attached is equipped with the means to adjust to variations in the 
target geometry. 
Factors Affecting Waterjet Cleaning Performance 
To maximize waterjet cleaning performance, it desirable to have complete coverage, i.e. to 
eliminate the production of coating “islands”, and have the largest possible standoff distance. 
The coverage aspect of waterjet cleaning will be a function of the orifice configuration. The 
standoff distance will be a function of the compactness of the jet issuing from each orifice. 
Jet compactness is determined by the way in whch the water is delivered to the individual 
orifices, and the internal geometry of each orifice. 
Coverage 
The main factors affecting coverage are the number of orfices and the placement of these 
orifices on the nozzle. 
The angular velocity of the nozzle necessary for full coverage goes down as the number 
of ordices increases. However, since there is a maximum flow rate associated with each 
pump, there is a limit to the number of orifices that can be added. (In theory, an unlimited 
number of orifices can be added by simply decreasing the exit diameter of each ordice, but 
manufacturing considerations place a lower limit on the diameter of the orlfice.) Below, we 
derive a formula for the maximum number of orifices that can be placed on a nozzle for a 
given flow rate, pressure and orifice exit diameter. Let F = flow rate, A = cross sectional area 
of orifice exit, v = exit velocity of waterjet, d = exit diameter of orifice, p = pump pressure, 
pa  = atmospheric pressure, p = density of water and n = number of orfices. Then F = nvA. 
2(P-P  1 But A = .rrd2/4 and from a modification of Bernoulli’s law we have v = cv 7, where 
cv is an experimentally determined constant called the velocity coefficient which is usually 
between 0.9 and 0.95 [4]. So, n 5 sd&. For a conservative assessment of n, we set 
cv = 1. Thus if F = 13 gpm = 50in3/sec, p = 36,000 psi, and d = .019in, we have n 5 6.36 
(i.e. n 5 6). Once the number of orifices for the nozzle is chosen, the effect of different 
placements can be studied. 
In studying the effect of orifice placement, we consider the path traced by each orlfice as 
the nozzle rotates and translates. We label the orifices i = 1, ..., n and denote their positions 
by radial distance from the center, T,, and angular position on the nozzle, cp,, as shown in 
Fig.la. Then the path traced out by each orifice is given by the set of parametric equations 
{Z = vot + T,  cos (ut + cp, + cpo) , y = T,  sin (ut + cp, + 9 0 ) )  where vo is the sweep rate, w is 
J-- 
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the angular velocity of the nozzle and cpo is the angular displacement of the line from the 
center of the nozzle to orifice number 1 from the z axis at t = 0. Fig.lb shows the path 
traced out by a single orlfice over one complete rotation of the nozzle. It can be seen from 
this figure that the trace assumes a roughly circular shape. It then seems reasonable to 
try and design a system such that the “circle” traced by each orifice lies exactly one trace 
width to the right of the “circle” traced by the preceding orifice. (The trace width will be 
determined by the jet shape and standoff distance.) 
One way to accomplish this is to arrange the orifices at an equal distance from the center 
of the nozzle with equal angular spacing. Then, if the minimum trace width of a l l  the orifices 
is denoted by wt, sweep rate and an,dar velocity must satisfy the relation w 2 e if we 
are to have complete coverage [4]. For example, if n = 6 ,  wt = 0.5 mm and vo = 30 mm, 
then we require w 2 2On for complete coverage. Fig.2a shows the trace of a single orifice (for 
w = 207r) and Fig.2b shows the trace of the complete nozzle and demonstrates that complete 
coverage is achieved. Note that each point on the target is actually hit at least twice, once 
by the “right” half of a “circle”, and once by the “left” half of a “circle”. Points at the top 
and bottom of the path will be hit several times, with the exact number dependent upon the 
shape and dimensions of the trace. Increasing w, or decreasing 210, will increase the amount 
of overlap and hence the number of times each point on the target will be hit by a waterjet. 
Many existing rotary nozzles have orfices placed at various radial distances from the 
center of the nozzle. If we take, for example, r1 = 7,rg = 14,r3 = 21, r4 = 2 8 , ~ s  = 35, r6 = 42 
(millimeters), we can see that each nozzle will trace out a band of height hl = 14,hz = 
28,. . . h6 = 84 (rmllimeters). Combining these in Fig.3 for the same 210 and w as for the 
nozzle whose trace is depicted in Fig.2b, we see that the nozzle will trace out a pattern 
which leaves many coating “islands” where water does not hit the target. This has been 
observed in hydroblast operations at MSFC. Thus a nozzle with orfices all at an equal 
distance from the center of the nozzle with equal angular spacing gives superior coverage 
compared to a nozzle whose orifices are arranged at unequal distances from the center. The 
latter nozzle design would be more appropriate for applications such as rock drilling, where 
it is desirable to have more energy delivered to the center of the target than at the edges. 
The preceding analysis assumes that all of the orifices emit jets that travel parallel to 
the centerline of the nozzle and that the centerline is aligned perpendicular to the target 
whch is assumed flat. If the nozzles are slanted with respect to the nozzle and the nozzle 
is slanted with respect to the target (as shown in Fig.4), then the trace width will vary 
over each complete revolution of the nozzle. A precise characterization of the jet shape is 
thus necessary to determine what the trace will be. The jet shape is a primarily a function 
of the orifice geometry and the water pressure, as is discussed below. We note here tha t .  
the influence of gravity on the jet must also be accounted for, although this effect will be 
negligible for short jets. 
Water Delivery System 
In order to have a jet stream which can travel a long &stance before brealung up, it is 
necessary to have a non-turbulent flow delivered to the orifices. Therefore, the channel 
which delivers the water to the orifices should be designed so that bends (especially right 
angles) are minimized. 
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Orifice Geometry and Jet Compactness 
A liquid jet issuing into the air has a structure [4] which consists of a core surrounded be 
a layer of droplets (Fig.5). Increasing the core length increases the standoff distance we 
can use in cleaning operations. We call the region of the jet which contains a core the 
“compact1’ region of the jet. Many papers have studied the effect of various ordice designs 
on jet compactness [l-3,6]. Once a basic shape for the internal profile of the or ike  is 
chosen, one can attempt to maximize the core length of the jet produced by varying the 
internal parameters of the ordice. For this study, two basic orifice geometries (see Figs.6a 
and 6b) were selected after a thorough literature search for orifice designs which yield hghly 
compact jets. To start the process of optimizing these designs, it was decided that the effect 
of various L/D ratios on jet compactness would be studied experimentally. The method 
chosen for evaluating the nozzles was high speed video imaging. At the time of completion 
of this report, manufacture of the nozzles was not complete, so test results will have to be 
presented in a future report. 
Summary 
Basic properties of rotating, multijet, high pressure water nozzles have been outlined. An 
orifice configuration which enables complete coverage during cleaning has been identified. 
Orlfice geometries likely to produce highly compact jets have been presented. Various orifice 
configurations will be tested and the results presented in a future report. 
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Introduction 
. 
Ovostatin is a 780,000 MW protein, originally isolated from chicken egg white (1). 
Structural studies indicate that the protein is a tetramer of identical subunits of 165,000 MW 
which can be separated upon reduction with j3-mercaptoethanol. Chicken ovostatin exhibits 
protease inhibitor activity against metalloproteases such as collagenase and thermolysin (l), 
and of acid proteases such as pepsin and rennin (2). Ovostatin isolated from duck eggs (3) 
and crocodile eggs (4) appears to be similar to chicken egg ovostatin, but with significant 
differences in structure and function. Duck ovostatin contains a reactive thiol ester which is 
not found in the chicken protein, and duck and crocodile ovostatin inhibit serine proteases such 
as trypsin and chymotrypsin, while the chicken protein does not. Electron microscopy (43) of 
ovostatin indicates that two subunits associate near the middle of each polypeptide to form a 
dimer with four arms. Two of these dimers then associate to produce a tetramer with eight 
arms, with the protease binding site near the center of the molecule. Upon binding of the 
protease, the enzyme cleaves a susceptible bond in the "bait" region of the ovostatin. Cleavage 
of this bond causes a conformational change in which all eight arms of the ovostatin molecule 
curl up towards the center, effectively trapping the protease and sterically hindering access of 
large substrates to its active site. The structural organization and mechanism of action 
proposed for ovostatin are nearly identical to that proposed for a2-macroglobulin, a serum 
protease inhibitor (6) which may play an important role in regulation of proteases in animal 
tissues. 
Although the general arrangement of subunits appears to be the same for all ovostatins 
studied so far, some differences have been observed, with chicken ovostatin more closely 
resembling reptilian ovostatin than the duck protein. This is a surprising result, given the 
evolutionary relatedness of chickens and ducks. It is possible that the difference in structures 
may be due to deformed subunit arrangements which occur during the processing and fixing 
necessary for electron microscopy (4). Examination of the native structures of these proteins 
using X-ray crystallography would help clarify these discrepancies. Crystals of chicken 
ovostatin have recently been prepared at MSFC which will allow such studies to be performed. 
Body 
Previous experiments using the chicken ovostatin purified at MSFC indicated that it did 
not display the same degree of inhibitory activity against thermolysin as had been reported by 
Nagase et al. (1). Using azocasein as a substrate for thermolysin, Nagase found that an . 
ovostatin/thermolysin molar ratio (OR) of 0.5 produced 50% inhibition, and a ratio of 1 .O 
produced 90% inhibition. Based on these results they concluded that the stoichiometry of 
interaction between ovostatin and thermolysin was 1 : 1. Assay of the MSFC ovostatin 
indicated that a much higher ratio of ovostatin to thermolysin was needed to produce a similar 
level of inhibition. For example, an O/T of 2.0 produced only about 50% inhibition at 23"C, 
and an O/T greater than 8.0 was required to produce nearly 90% inhibition. Experiments were 
therefore undertaken to try to understand properties of the ovostatin or factors in the assay 
which could produce these results. The ovostatin purification scheme was examined by 
assaying the various column fractions at different steps in the procedure. It was found that the 
thermolysin inhibitory activity coincided with the protein that was being purified and that the 
xxx-1 
ovostatin did not appear to be losing activity through the purification process. The purified 
ovostatin preparations have been used to successfully prepare crystals of the protein. 
Light scattering experiments performed by Dr. William WiIson at Mississippi State 
University using the MSFC ovostatin preparations indicated that at low ovostatin 
concentrations, below 0.2 mg/ml, the protein was dissociating from a tetramer into dimers. 
Since the proposed mechanism of action involved the tetrameric form of the protein, we 
hypothesized that perhaps under the conditions of our assays at various O/T ratios the ovostatin 
was becoming dissociated into an inactive dimer. To examine this possibility we assayed the 
ovostatin activity as a function of ovostatin concentration and of temperature of the assay. 
Figures 1-4 below show the results of these assays at 23"C, 30°C, 37°C and 42OC respectively. 
Fig. 1 : Effect of [OVSTN] at 23°C 
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Fig. 3: Effect of [OVSTN] at 37'C 
20- 
10- 
0- 
. 
[Ovostatin] mglrnl 
Fig. 4: Effect of [OVSTN] at 42°C 
'01 
O !  I 
0 0.1 0.2 0.3 0.4 0.5 0.6 
[ovostatn] mglml 
. I  
The data at 23OC clearly indicate an increase in activity of the ovostatin going from 0.2 
to 0.8 mg/ml. The data at the other temperatures is less clear, but does show a trend towards 
less activity of ovostatin at lower concentrations, below 0.06 mg/ml. However, at 
concentrations where the light scattering data indicate that the ovostatin exists primarily in the 
dimer, and supposedly less active, form, we still observe between 20 and 50% inhibition at the 
different temperatures. Thus, it is possible that the dimer form of the ovostatin may also be 
able to interact with the thermolysin in such a way as to inhibit it. The data also appears to 
indicate that there is not a significant affect of temperature on the ovostatin, although there 
may be an observable difference between the 2 3 O C  data and the 42OC data, with slightly higher 
ovostatin activity at the higher temperature. These results are consistent with recent light 
scattering data which also showed no significant affect of temperature on the tetramerdimer 
dissociation. 
In considering the light scattering data showing the dissociation of the ovostatin, we 
questioned whether there is a time dependence of the dissociation, reflected in lower activity of 
the dimer with increased time a the lower concentrations. We therefore, diluted the ovostatin 
to 0.06 mg/ml, a concentration at which the ovostatin should exist primarily as the dimer, and 
incubated it at 37°C for various times from 15 minutes to 4 hours, before adding the 
thermolysin. Figure 5 shows that there was no significant difference in the ovostatin activity 
over this time interval. 
Fig.5: Effect of Time on OVSTN Activity 
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During the course of these studies it was noted that Nagase et al. (1) had not reported 
the source of the thermolysin used in their assays. A search of the commercially available 
thermolysin preparations revealed that two different specific activity preparations are available: 
a lower specific activity thermolysin from Sigma Chemical Co., which is the one we have been 
using, and a higher specific activity product from Calbiochem. Since part of the proposed 
bond in the ovostatin by the thermolysin, the activity of the enzyme itself could conceivably 
affect the observed inhibitory activity of the ovostatin. We attempted to obtain this higher 
specific activity thermolysin, but were told that it was backordered until late August, 1994. 
Thus, it will not be possible to test the hypothesis that the thermolysin itself is causing the 
discrepancy between our results and those of Nagase er al. (1) until after this program has been 
terminated. 
~ 
I mechanism of action for ovostatin inhibition of thermolysin involves cleavage of a peptide 
I 
I . 
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Conclusions 
. 
The data are highly suggestive that there is a decrease in ovostatin activity as the 
concentration of the protein falls below 0.06 mg/ml. This may not be of any physiological 
importance, however, since the concentration of ovostatin in the egg is about 0.5 mg/ml. 
Curiously, the dissociation of the tetramer into dimers does not show a significant temperature 
dependence as would be expected for an equilibrium reaction. Whether this is in fact the case, 
or whether the differences are so small as to not be discerned from the current data remains to 
be seen. Another aspect to consider, is that in the egg the primary role of the ovostatin may or 
may not be as a protease inhibitor. Although the inhibition of collagenase by ovostatin may be 
an important aspect of embryogenesis, it is also possible that it functions as a binding protein 
for some substance. In this regard, all ovostatin preparations from MSFC have shown an 
approximately 88,000 MW protein associated with the ovostatin. The identity of this protein is 
not currently known and may be the subject of future studies. 
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Introduction 
.. 
When data is transmitted through a noisy channel, errors are produced within the data 
rendering it indecipherable. Through the use of error control coding techniques, the bit error rate 
can be reduced to any desired level without sacrificing the transmission data rate.[2] 
The Astrionics Laboratory at Marshall Space Flight Center has decided to use a modular, 
end-to-end telemetry data simulator to simulate the transmission of data from flight to ground and 
various methods of error control. The simulator includes modules for random data generation, 
data compression, Consultative Committee for Space Data Systems (CCSDS) transfer frame 
formation, , error correctioddetection, error generation and error statistics . The simulator 
utilizes a concatenated coding scheme which includes CCSDS standard (255,223) Reed-Solomon 
(RS) code over GF(2') with interleave depth of 5 as the outermost code, (7, 112) convolutional 
code as an inner code and CCSDS recommended (n, n-16) cyclic redundancy check (CRC) code 
as the innermost code, where n is the number of information bits plus 16 parity bits. The received 
signal-to-noise for a desired bit error rate is greatly reduced through the use of forward error 
correction techniques. Even greater coding gain is provided through the use of a concatenated 
coding scheme. [4] Interleaving/deinterleaving is necessary to randomize burst errors which may 
appear at the input of the RS decoder.[5] The burst correction capability length is increased in 
proportion to the interleave depth.[2] The modular nature of the simulator allows for inclusion or 
exclusion of modules as needed. This is a cost-effective means of determining optimal error 
control schemes for a given error distribution. 
System Description, Initial Development and Results 
A block diagram illustrating the operation of the simulator is shown in Figure 1. 
Random Data Convolutional CRC Encoder 
tn (6) 
f 
Reed-Solomon ErrorGeaerator 
Decoder (10) (7) 
Figure 1 
In the initial development phase of the simulator, modules (l), (3), (6), (7), (8) and (11) 
were developed in FORTRAN and the code simulating the CRC encoder and decoder shown in 
Figures 3 and 4, respectively, were verified for up to 3 random errors. The CCSDS formatter 
inserts a 32-bit sync marker (lACFFCIDhex) and stores the 48 bits immediately following the sync 
marker as header infomation as shown in Figure 2. The following recommendations and/or tasks 
resulted from this work: [4] 
0 
0 Determine appropriate error distributions 
0 
0 Add data compression modules 
0 
Convert simulation programs from FORTRAN to C 
Develop Reed-Solomon and convolutional code simulator programs 
Develop more refined and flexible error generator program 
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Intermediate Development and Results 
L 
Code which was written during the initial development phase has been converted to C due 
It was determined that random errors are represented by an to the flexibility of the language. 
additive white Gaussian distribution and bursts are represented by a Markov Chain model.[l] 
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The error generator that was developed initially was random in nature; in order to be “more 
refined and flexible”, the error generator should possess the ability to generate random, burst and 
a combination of random and burst errors. Code written in C that simulates a RS encoder/decoder 
Bockliff, Simon- University of Adelaide] was obtained from an Internet users’ group. The testing 
of the code in various bit error rate environments is a continuous process due to the very purpose 
of the simulator which is to determine optimal error control schemes for a given error distribution. 
Encoding for the RS code mentioned above is in systematic form and the Berlekamp 
iterative algorithm is used for decoding. The code may be modified to suit particular needs, that 
is, one may specify m (any positive integer), n (the length of the codeword), k (the length of the 
information string) and t ( the number of errors that can be corrected). Also, the irreducible 
polynomial must be specified to generate the Galois field, GF(2”). These polynomials may be 
found in [2]. In its present form, the code does not handle erasures but may be modified to do so 
by using the Berlekamp-Massey algorithm. In addition, it does not attempt to decode beyond the 
BCH bound.[Rockliff, Simon - University of Adelaide] 
Research regarding various error control coding and increases in coding gain revealed that 
that increases in coding gain resulted in increases in decoding complexity. The degree of 
decoding complexity far exceeded the degree to which the coding gain increased. Thus, hardware 
implementation of such a decoder was not justified.[3] 
Exploration of Software Tools 
In addition to developing its own telemetry data simulator, the Astrionics Laboratory is 
investigating the possibility of using Comdisco SPWm in its efforts to determine optimal error 
control schemes. SPWm (Signal Processing Worksystems” - a trademark of Corndisco) has 
built-in libraries for data generation, noise generation, RS encoding and convolutional encoding. 
One may create various coding schemes by arranging and rearranging these software modules. 
During construction of the error control coding scheme, only block diagrams representing its 
components may be seen. However, one may “step down” by levels and view the circuit diagram 
of the encoders as well as the C code which was written to simulate each component. Since there 
are library functions for the components, encoders may also be “constructed” from circuit 
diagrams by simply drawing the circuit in the SPWm environment. This software tool is 
phenomenal. 
Conclusion and Future Tasks 
The C code for the Reed-Solomon has been verified. Research regarding algorithms for 
burst error generation, data compression and convolutional encoding will continue. Once 
obtained, code for these modules will be written and verified. Once all modules are complete, 
they will be compared to their hardware equivalents, if application, to venfy the correct operation 
of the software. Investigation into the possibility of using SPWm to venfy the software will 
continue. 
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INTRODUCTION 
One approach to the adaptive control of large segmented 
mirrors' involves sending tilt commands to each segment and 
allowing each segment to minimize the distance between its edges 
and those of (all or some of) its neighbors. This approach has 
been adopted in the Phased Array Mirror, Extendible Large 
Apperture , PAMELATn, testbed now located at NASA's Marshall Space 
Flight Center, Huntsville, AL. This approach minimizes 1) the 
communication between the sensors and the segment actuators and 2) 
computations required by the central controlling computer. When 
fully implemented, the PAMELATn, concept envisions that each mirror 
segment will be equipped with integrated computational ability on 
the same silicon substrate that provides the mirrored surface. 
This integration is consistant with either analog, digital, or 
hybrid computational components. In the current PAMELA- testbed 
the edge matching computations occur in digital electonics that are 
not integrated into the mirror segments and the edge matching 
actuators are voice coil actuators with enhanced damping. 
To reduce the cost of sensors, and hence segments, no absolute 
piston sensors are implemented. This means that the edge sensors 
that provide the relative position of a segment with respect to 
three of its six neighbors are the only data used by a segment to 
adjust its piston. In fact, each segment adjusts its piston 
according the the following algorithm: 
This algorithm is called the 3-edge inner algorithm. Currently, a 
segment does not know its polar nor does it know e,, err or e, 
separately. The inner algorithm was chosen by trading off between 
performance (i.e. edge matching ability or the ability to achieve 
a smooth surface), implementational complexity, speed, and 
communication requirements' within an analog implementation 
environment. 
This report discusses issues that large segmented mirrors 
built around the PAMELAm concept (such as SELENE) will face when 
they migrate to integrated, and presumably to digital, on-segment 
computational ability and high bandwidth response. This paper 
relies on the background in adaptive optics found in Tyson's book, 
and on the specifics of the PAMELA concept found in Rather's 
summary'. An interesting account of a global approach to piston 
control can be found in the paper by Enguehard and Hatfield2. 
PROBLEMS WITH DIGITAL IHPLEHRNTATION 
A simulation of a 36 segment PAMELAm concept mirror under 
digital piston control with perfect (both speed of response and 
length of movement) actuators indicates 2 potentially serious 
problems that result from the attempt to limit global 
communication. The first problem is delay induced chatter, and the 
second problem is periphery-to-periphery delay. Solutions to these 
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problems are suggested that rely only on simple modifications of 
the existinglocalcommunication based on the segment edge sensors. 
The delay induced chatter problem will appear in any size mirror 
under true digital control, whereas the periphery-to-periphery 
delay problem will become worse as the mirror size increases. 
Delay induced chatter. Consider the mirror shown in Figure 1 
where the sensors are indicated by dots. Suppose that the mirror 
has adjusted itself correctly according to the inner algorithm and 
let the horizontally shaded segment be rotated about the x-axis. 
How long will it take for the moved segment to sense its own 
motion? Initially it will not be able to sense its own motion 
because its 3 o'clock sensor will not move relative to its 
neighbor, whereas its 7 o'clock sensor will move up and its 11 
o'clock sensor will move down identical amounts hence the inner 
algorithm calculates its new piston to be identical to the old 
piston. Even though the moved segment will not sense its movement, 
two of its neighbors will sense movement. These segments are 
numbered 1 in the figure. At the first control cycle after the 
initial movement, these segments will move to balance their errors. 
At the second control cycle after the initial movement, neighbors 
of these segments, segments numbered 2, will sense movement and 
adjust to balance their errors. At the third control cycle, the 
initial movement will be sensed by the segment that initially 
moved. This phenomenon gives rise to a chatter in the output that 
has a period of 3 itertions. As can be seen in Figure 2, the 
magnitude of this chatter can be significant i.e. about 5%. 
Periphery-to-periphery delay. Consider the mirror shown in 
Figure 3 with sensors indicated by dots. Suppose that the mirror 
has adjusted itself correctly according to the inner algorithm and 
let the shaded segment be moved in either piston or tilt. How long 
will it take for the segment furthest away to sense its motion? 
The segment-to-segment communication takes about 9 iterations for 
initial partial information to arrive. The information is partial 
because each segment adjusts to the average of its edge errors, so 
the full impact of the initial motion is not instantaneous on its 
neighbors. As can be seen in Figure 2 the settling time is about 
20 iterations. 
These problems are less significant in analog implementations 
for two reasons. First, the delay induced chatter will be reduced 
by any damping in the analog actuators and second, some 
communication is virtually instantaneous (i .e. about as fast as the 
speed of sound in the material). But in a digital implementation 
the delay induced chatter will be significant for any size mirror 
regardless of the iteration cycle time and the periphery-to- 
periphery delay will be important once the mirror exceeds some size 
that is dependent on the iteration cycle time. For example, a 
200,000 segment mirror has about 400 rings of segments. It will 
take 800 iterations for preliminary information to traverse the 
structure. If the piston loop must have a bandwidth of 1 kHz 
(settling time significantly less than lo-' seconds) and if it takes 
4 periphery-to-periphery exchanges for the suface to settle down, 
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the each segment must perform its calculations (3 additions and 1 
division) significantly faster than (1/1.6)*10-6 seconds. The 
periphery-to-periphry delay has been recongnized and it has been 
suggested that for mirrors with very many segments, that an 
enhanced algorithm’ be implemented that includes absolute piston 
sensing and command for some segments that are distributed 
throughout the mirror. 
SOLUTIONS 
This report suggests solutions to these two problems and 
evaluates the solutions via simulation. The solution to the delay 
induced chatter is called algorithmic damping, and the solution to 
periphery-to-periphery delay involves the introduction of spines. 
Algorithmic Damping. The solution to the delay induced 
chatter problem is to introduce damping into the piston control 
problem. For each segment adjust the piston according to 
2) Pnew = POld + €(el + e2 + %)/3 O < E < l  
When E = -99 simulations indicate that oscillations remain but damp 
out. For E = .9 simulations indicate that oscillations virtually 
disappear, see Figure 3. 
Spines. 
their neighbors. 
only one of their neighbors. 
communication through the structure. 
radiate from the center were investigated, see Figure 4. 
shows the simulation results. 
Consider some segments that do not look at three of 
These segments take their commands directly from 
The motivation for this is to speed 
For this study 3 spines that 
Figure 5 
Switching. Simulations were conducted that investigated the 
initial use of spines followed by switching to the current inner 
algorithm. The switches occurred after 10 and 20 iterations. This 
investigation, while preliminary, indicates that it is a 
potentially useful approach. 
Comparisons. The results are summarized in the following 
table . 
smoothness max(p) - min(p) iterations 
theoretical best .0213 . 0850 NA 
current .0229 .lo97 20 
spines .0228 . 1052 13 
switch-10 .0229 .lo98 14 
switch-20 .0229 . 1098 21 
*io-” eyeball ed 
95% settling 
time 
The settling time when spines are used is significantly better 
than the inner algorithm. When the switch was made at the 10 
iteration, the settling time went to 13, which is still better than 
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the current algorithm. The surface smoothness is virtually 
identical regardless of the algorithm used. 
CONCLUSIONS 
Three conclusions can be drawn from this preliminary study: 
first, that a digital implementation will require 'algorithmic 
damping' to reduce delay induced chatter: second, the use of spines 
will allow larger mirrors to be controlled quicker without the 
introduction of absolute piston commands to reference segments: and 
third, that switching from the use of spines to independent 
segments appears to be useful strategy for large mirrors. Such 
switching should also be useful when using reference segments. 
That is, a segment might initially be a reference segment and 
receive an absolute piston command to speed up control 
communications, and then after a few iterations it might become an 
independent edge matching segment to enhace surface smoothness. 
. 
QUESTIONS 
This study suggests several questions. Among them: 
Should spines branch out for larger mirrors? 
What percentage of the segments can/should be on a spine? 
How many segments can be controlled with spines? 
What is the optimal switching strategy? 
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INTRODUCTlON 
For a number of years now, nonlinear optics has been a field receiving intense research 
effort. This activity has been spurred by the tantalizing potential for developing optical 
equivalents of wires (wave guides), switches and gates (threshold sensitive devices) . In theory, at 
least, these may be formulated and interconnected to produce all-optical computers, holographic 
pattern recognition devices and electro-optical modulators and multiplexers. Such optical devices 
can carry much more information and operate at the speed of light. 
Early work in nonlinear optical devices centered around inorganic crystalline materials 
such as quartz, potassium dihydrogen phosphate and lithium niobate and more recently of 
materials such as KTiOP03, BaB204, and LiB30~.  Organic materials are now receiving attention 
due to the discovery of organic crystals with nonlinearities which are orders of magnitude greater 
than that of the best inorganic crystals. 
Organic compounds offer the possibility of molecular engineering in order to optimize the 
nonlinearity and minimize damage due to the high-power laser used in such devices. Recently 
dicyanovinylanisole (DIVA), { [2-methoxyphenyl]methylenepropanedinitriIe} has been shown to 
have a second order nonlinearity 40 times that of a-quartz( 1). 
Organic crystalline materials have disadvantages for fabrication into optical devices 
because they often lack the mechanical stability required for grinding and polishing into high- 
quality optical surfaces. Thin crystalline films may offer the advantages of organic crystals 
without the need for fbrther mechanical fabrication. 
Orientational order of the organic molecules is important to the production of nonlinear 
optical signals fiom bulk samples(2). Many techniques have been used to bring organic molecules 
into bulk orientational order. These include: Langmuir-Blodgett films(3,4,5), stretched 
polymeric films(6), electric field (corona discharge) poling(7,8,9, lo), growth on oriented 
Teflon( 1 1) and vapor deposition( 12,13,14,15). 
Debe eta/. (1  6,17,18) have shown that a high degree of orientational order exists for thin 
films of phthalocyanine grown by physical vapor transport in microgravity. The microgravity 
environment eliminates convective flow and was critical to the formation of highly ordered dense 
continuous films in these samples. 
This work seeks to discover the parameters necessary for the production of thin 
continuous films of high optical quality in Earth gravity. These parameters must be known before 
the experiment can be planned for growing DIVA in a microgravity environment. The 
microgravity grown films are expected to be denser and of better optical quality than the unit 
gravity films as was observed in the phthalocyanine films. 
EXPERIMENTAL 
DIVA was prepared by reaction of o-methoxybenzaldehyde with malononitrile in a single- 
step reaction. The resulting compound was separated from unreacted starting material and 
purified by fractional crystallization from acetone solution( 19). The molecular structure is shown 
inFigure 1 below. 
Figure 1 Molecular Structure of DIVA 
Two features of the molecular structure of DIVA are important to its high nonlinear optical 
properties. These are extensive x-electron delocallization and a planar configuration which 
preserves the overlap of orbitals necessary for the delocallization. The planar configuration is the 
result of hydrogen bonding between the vinyl hydrogen and the oxygen atom on the ortho 
position of the aromatic ring. DIVA crystallizes in the P2, noncentrosymmetric space group of 
the monoclinic crystallographic system( 1). 
The physical vapor transport apparatus is shown in Figure 2. 
f 
Figure 2 Physical Vapor Transport Apparatus 
The optimum conditions for growth of good quality films were: a substrate temperature between 
0 and 5OC, a sample temperature between 20 and 45OC, a cell pressure between 5 and 30 millitorr 
and a deposition time between 1 and 3 minutes. 
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The quality of the films was examined under polarized light using a Zeiss Ultraphot I1 
optical microscope. The magnification was approximately 1 OOX. Films were viewed in both 
reflectance and transmittance. Transmittance was used to observe the extinction of single- 
crystalline areas as the polarization of the analyzer was changed. This allows an estimate of the 
size of single crystalline areas within the film. All photographs (used in later figures) were taken 
in reflectance mode because more surface details were visible making it easier to judge the quality 
of the resulting film. 
Film Stability 
When initially deposited, the films appear amorphous, being composed of randomly 
oriented small specks with no indication of the linear edges and fixed angles characteristic of 
crystalline materials. (See Figure 3--Left Side.) However, within a matter of minutes the smaller 
particles begin to disappear and small crystals begin to form. Typically, within 24 hours, most of 
the evidence of the amorphous film will have vanished and well-defined crystal plates will have 
formed. (See Figure 3--Right Side.) 
FRESH FILM: OLD FILM: 
Figure 3 Film Stability 
The spacing between the small white lines in the center of the figure is 0.1 mm. 
This behavior iscobserved for both Teflon coated and uncoated hsed quartz substrates. At 
substrate temperatures greater than 1 O°C, and pressures greater than 150 millitorr, crystalline 
material is formed initially and the amorphous film is not observed. 
At temperatures below 5OC, the initial film is composed of randomly positioned super- 
cooled liquid droplets which crystallize within a matter of minutes. During the time that crystals 
are forming and growing, the smallest drops disappear and larger ones in the vacinity grow even 
larger. This is similar to the process known as Ostwald ripening by which vapor is transported 
from small droplets to larger ones. The driving force for migration is the surface free energy of 
molecules on droplets. The surface free energy decreases as the radius of curvature increases. 
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Film Uniformity 
While most of the film appears uniform, a small region around the edge is quite different. 
The edges tend to be more thickly coated than the center while the amorphous film is present. 
M e r  the film has reached edquilibrium, the center appears coated with small micro crystals with 
their long axis lying in the plane of the film but randomly placed on the surface of the substrate. 
(See Figure 4--Lefi Side.) The edge is covered with crystalline material with no linear sides and 
no definite angles. Under polarized light, the edge is found to be composed of large irregularly 
shaped plates with the same orientation of crystallographic axes. (See Figure 4--Right Side.) 
CENTER : EDGE : 
Figure 4 Film Uniformity 
The spacing between the small white lines in the center of the figure is 0.1 mm. 
Teflon Coated Substrates 
Pooley and Tabor(20) showed that thermoplastic polymers form oriented films when 
frictionally transferred to flat substrates. Since this early work, others have used atomic force 
microscopy to show that a Teflon film surface is composed of separated aligned molecules in 
which the individual fluorine atoms are resolved(20,21). It has also been demonstrated that these 
films are also effective in orienting other molecules which are deposited on them( 1 1). 
I The crystalline films shown in Figure 4 were deposited on Teflon coated quartz substrates. 
6 It is obvious that voids between the micro crystals follow the drag direction on the Teflon film 
(vertical). It is also noted that the long axis of the micro crystals are somewhat ordered relative to 
this direction also. The most dominant angle is about 45". It is intriguing that the fluorine atoms 
follow a helical twist angle of about 42' relative to the molecular axis. 
DISCUSSION 
The observations of this work can be qualitatively explained by assuming that the 
topography of the surface of the substrate gives rise to regions of varying attractive potential 
energy for DIVA molecules. The regions of lowest potential energy are probably randomly (not 
isotropically) ordered. Most sites are probably much farther apart than the distance between 
xxxIII-4 
DIVA molecules in single crystals. The DIVA molecules migrate along the surface finding the 
minimum energy for the entire assembly. The surrounding temperature provides the thermal 
energy necessary (activation energy) for moving molecules from site to site along the surface until 
a suitable seed crystal fragment is formed. (The migration of molecules might also occur through 
a supercooled liquid layer on the surface.) 
The “edge effect” might arise from a temperature difference between the center and the 
edge of the substrate, a radial temperature gradient along the gas layer in contact with the 
substrate, or convective flow around the edges of the substrate. 
It is found that a crystalline film similar to that observed on the edges is formed at 
low temperatures (OOC). This would seem to indicate that the isotropic film has a low activation 
energy for migration. At low temperature, the amorphous film forms “droplets” of supercooled 
liquid. The slower migration at lower temperature produces fewer seed crystals, resulting in 
larger, more irregularly shaped crystal fragments which merge into each other. 
RECOMMENDATIONS 
All the results should be reproduced as similar studies are carried out involving other 
organic compounds. If these effects are common to other materials, the temperature and pressure 
should be referenced to the critical temperature and pressure to see if a pattern exists. The 
kinetics of transition between the amorphous and the crystalline forms should be studied. 
Since the interest in these films is for their nonlinear optical properties, techniques for 
protecting the film should be investigated. Perhaps they could be coated with a polymer film or 
other material. 
The orientation of DIVA molecules in the films would be measured using polarized 
infrared spectroscopy as has been done for other films (16,23,24,25). It would also be interesting 
to study the films formed on cleaved crystalline substrates such as quartz, KBr and NaCl . 
LITERATURE CITED 
1 .  T. Wada, C. H. Grossman, S. Yamada, A. Yaniada, A. F. Garito and H. Sasabe, hlat. Res. 
SOC. SvmD. Proc., 1990, 173, 519-524. 
2. J. D. LeGrange, M. G. Kuzyk, and K. D. Singer, Mol. Cryst. Liq. Cryst., 1987, 150, 567- 
605. 
3.  K. Ogawa, LYonehara, T. Shoji, S .  Kinoshita, and E. Maekawa, Thin Solid Films, 1989, 
1 78, 43 9-443. 
4. Y. Tomioka, S. Imazeki, and N. Tanaka, Chem. Phvs. Lett., 1990, 174,433-437. 
XXXIII-5 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
W. Yan, Y, Zhou, X. Wang, W. Chen, and S .  Xi, Chem. Comm., 1992,873-875. 
M. Wan, M. Li, J. Li, and Z. Liu, J. ADPI. Polv. Sci., 1994, 53, 13 1-139. 
M. A. Mortazavi, A. Knoesen, and S .  T. Kowel, J. Opt. SOC. Am. B, 1989, 6, 733-741. 
M. G. Kuzyk, K. D. Singer, H. E. Zohn, and L. A. King, J. Opt. SOC. Am. B, 1989, 6, 
742-752. 
K. D. Singer, J. E. Sohn, and S .  J. Lalama, Auul. Phvs. Lett., 1986, 49, 248-250. 
M. G. Kuzyk, R. C. Moore, and L. A. King, J. Out. SOC. Am. B, 1990, 7,64-71, 
3. Whittman and P. Smith, Nature, 1991, 352,414-417 
T. Kanetake, et. al. ADuI. Phvs. Lett., 1989, 54, 2287-2289. 
C. J. Liu, M. K .  Debe, P. C. Leung, and C. V. Francis, AD@. Phvs. Comm., 1992, 11, 
1 5 1 - 1 64. 
P. V. Shibaev and M. B. Guseva, J. Crvst. Growth, 1992, 119,399-402 
M. S .  Paley, D. 0 Frazier, H. Abeledeyem, S. P. McManus and S .  E. Zutaut, J. Am. 
Chem. SOC. 1992, 114, 3247-325 1. 
M. K. Debe, ef.al., Thin Solid Films, 1990, 186, 257-288. 
M. K. Debe and K. K. Kam, Thin Solid Films, 1990, 186, 289-325. 
M. K. Debe and R. J. Pokier, Thin Solid Films, 1990, 186, 327-347. 
Ronald Clark, Chemistry Department, New Mexico Highland University., Private 
Communication, 1994. 
C. M. Pooley and D. Tabor, Proc. R. SOC. Lond. A, 1972, 329, 251-274 
H. Hansma, et. al., Polymer, 1992, 33, 647-649. 
P. Dietz, et. a/., J. Mat. Sci., 1993, 28, 1372- 13 76 
R. G. Greenler, J. Chem. Phys., 1966, 44, 310-315. 
M. K. Debe, J. Appl. Phvs., 1984, 55, 3354-3366. 
M. K. Debe and T. N. Tommett, J.  ADD^. Phys., 1987,62, 1546. 
xxxIII-6 
1994 
6 
NASA / ASEE SUMMER FACULTY FELLOWSHIP PROGRAM p- 
MARSHALL SPACE FLIGHT CENTER 
THE UNIVERSITY OF ALABAMA 
TWO SPACE SCATTERER FORMALISM CALCULATION 
OF BULK PARAMETERS OF THUNDERCLOUDS 
Prepared by: 
Academic Rank: 
Institution and 
Department: 
NASA / MSFC: 
Laboratory: 
Division: 
Branch: 
MSFC Colleagues: 
Dieudonnk D. Phanord, Ph.D. 
Associate Professor 
University of Wisconsin at Whitewater 
Department of Mathematics 
and Computer Science 
Space Science 
Earth Sciences /Applications 
Remote Sensing 
William Koshak 
Richard Blakeslee 
Hugh Christian 
xxx I v 
I. INTRODUCTION 
In (l), the single space scatterer formalism based on (2) is used to evaluate the bulk 
parameters of a cloud illuminated from outside. The single space scatterer formalism 
allows an obstacle excited by an incident wave traveling in free space to radiate in free 
space. The calculations of (1) took only into account contributions due to dry air and 
water. The approximations for the attenuation agree closely with those obtained using 
number density and the scattering cross section of water drops. The results are obtained 
directly and they represent a solid starting point for subsequent developments. 
In (3), we used a modified two-space scatterer formalism of Twersky (4) and (5 )  to 
establish for a cloud modeled as a statistically homogeneous distribution of spherical water 
droplets, the dispersion relations that determine its bulk propagation numbers Kj and bulk 
indexes of refraction qj  ( j =  1, 2) in terms of the vector equivalent scattering amplitude 
and the dyadic scattering amplitude g of the single water droplet in isolation. The results 
of (3) were specialized to the forward direction of scattering while demanding that the 
scatterers preserve in the sense of (5 ) ,  the incident polarization. This requirement did 
allow us in (3) to drop the subscript j and to look for K and Q. 
Here, we apply (3) to obtain specific numerical values for the macroscopic parameters 
of the cloud. We work as in (6), with a cloud of density p= ioocm-3, a wavelength 
X = 0.7774 pm, and with spherical water droplets of common radius a= i o  p m .  In addition, 
the scattering medium is divided into three parts, the medium outside the cloud with 
propagation parameter Lo = = 8.0823pm-l, moist air ( the medium inside the 
cloud but outside the droplets) corresponding to n, = koql,  and the medium inside 
the spherical water droplets specified by n2 = n1q2. The physical constants q1 , and 
q2 = i.33+i7.33 x (from (7)) are the relative indexes of refraction of moist air and 
water respectively. The numerical values of K and q are important to the innovative work 
of (8) for lightning due to point sources inside the cloud. 
In this modified two-space scatterer formalism, a single spherical water droplet is 
allowed to be excited by a wave traveling in K-space (the space of the equivalent medium) 
but to radiate in K ,  - space instead of the usual free or ko - space. This is possible since we 
have a sparse distribution of scatterers ( i.e., the particles in the distribution are located at 
a significant distance away from each other as compared to their radius) and the boundary 
correction terms due to back and forth reflections from n, - space to k, - space or vice 
versa are negligible. 
The results of this report are applicable to a cloud of any geometry since the boundary 
does not interfere with the calculations. Also, it is important to notice the plane wave 
nature of the incidence wave &, in the moist atmosphere. Should the cloud be of a 
geometry such that its direct response to an initial outside excitation To be of spherical 
type, one would have to make the plane wave approximation in order to apply the work 
of Twersky. The theory of Twersky is mostly suitable for a slab distribution of scatterers. 
However, it can be extended to cover the present problem without a lost of generality since 
the contributions of the boundary layer surfaces are small and most lightning activities 
usually occur inside the cloud. 
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In order to avoid repetition, we cite key equations of (3-5, 10 ). In general, we work in 
spherical coordinates. We use bold face or an arrow to denote a vector or a vector operator. 
A circumflex indicates a vector of unit magnitude. A tilde on the top of a letter denotes 
a dyadic (second rank tensor). For brevity, we use [5:4] for equation 4 of Re. ( 5 )  etc. 
-+ 
11. MATHEMATICAL ANALYSIS 
For an incident plane harmonic electromagnetic wave q51 = iilei(gl*r-iwt) in the moist 
air due to an initial outside excitation &, of the cloud, the self-consistent integral equation 
governing the multiple configurational scattering amplitude as in (5 )  is 
C 
where Rtm = rt - rm, s = & sdfl,. The single dyadic scattering amplitude g(i, 2,) ~ 8 ,  = 
g(i.,Zl : S1) is defined in (3:4). The magnitude of the separation distance lRtmI < D ( the 
diameter of the cloud). 
After taking the ensemble average of [l], using the quasi-crystalline apprcximation of 
Lax (9), the equivalent medium approach, and Green's theorems, the dispersion relations 
determining the bulk parameters (for more details see (5 ) )  are 
C 
where dR denotes volume integration over ( V -  - v). Here, 6 is the equivalent scattering 
amplitude and 6j is a radiative function defined by 6j = J E(?, ic)*g(Zlcl Rj)ei3'c'R, and 
c, = 4/47ri. The bulk propagation parameter is K j  = tc1qj with qj being the bulk index of 
refraction, and {[f,g]} = [fang - ganf]dS is the Green surface operator. The ensemble 
is specified as in ( 5 )  by the average number p of scatterers in unit volume and by pf(R) 
with f(R) as the distribution function for separation of R pairs. 
Similar to (3), the model is required to neglect all phase transition effects (10) and to 
take onIy into account pair interaction due to central forces. Neglecting the inter-droplet 
potential, the distribution function f(R) can be chosen to be always equal to unity. Hence, 
[2] is simplified to 
C 
S 
[(K' - K$* + (Z)g(i,K)] .qq e) = 0. 131 
In [3], we let i = K and use the fact that the scatterers preserve the incident polar- 
ization to transform [3] into 
(K2 - 6:) [41 
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where the subscript j is no longer necessary. In [4], the two-space scatterer formalism 
scattering amplitude corresponding to the spherical droplet, a large tenuous scatterer, 
must be evaluated in the forward direction of scattering (i.e., g = g(f, P) = ii, g(K, K). 
The unit vector 8, the direction of the bulk propagation vector l?, is such that K - i, = 0. 
111. NUMERICAL CALCULATIONS 
To start the numerical calculations, we use the WKB approximation corresponding 
to a bulk excitation associated with an incident electric field (p’ = 2eiK3’* for the two- 
space scatterer formalism scattering amplitude g = g(P, P) = 2 g K, K in the forward 
direction. The WKB approximation (12) consists of replacing the field inside the scatterer 
by a field traveling in the direction of the incident excitation which propagates inside the 
scatterer with propagation constant of the medium of the scatterer. For the two space 
scatterer formalism, the propagation parameter of the incident wave is different from that 
of the radiated wave. Therefore, the conventional WKB method is not applicable here. 
Using a modified version given in (4) and the two space scatterer formalism volume integral 
representation of the scattered wave, it can be shown that 
(^  ^ >  
gp, it) . ji: = %[ 47r - - (.: - 31 I, 
-ST[ 47r (1 - ;)IC,. - (K :  - $)]I2. 
Here, as in (4) and (12), 
Inserting [5] into -[4] yields the desired results for the bulk propagation number K 
and the bulk index of refraction 7 
( 7 2 - 1 ) = p 7 [ ( 1 - ~ ) K 2 / ~ 1 -  (+]I1 P2 K: 
- p T  [ ( 1--  ;)7 - (1 - $)]I2 
[51 
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where the physical constants p2, and j~ are the magnetic permeability of the medium 
inside the water droplet and the bulk magnetic permeablity respectively. The formulae for 
the calculation of p, and e in the forward direction of scattering are obtained from (11:28) 
To work with [7-91, we need to calculate the value of K ,  = kOql = ko(q1r + iqii), and 
of q1 is obtained from the formula tc2 = 1 ~ ~ 7 1 ,  = K ,  (1.33+i7.33 x 
given by (13) 
The real part 
0.002,141,4 +0.000,017,93] 
[lo1 
A2 A4 
0.000,680 
(Vir - 1)106 = 0.3787125 + 
f 
A2 1 1 +o.o03661t 
[ 
- 0.0624 - [ 
p {  l t ( l .049 - 0.015t)p X 
X 
1 +0.003661 t 
where from (14), f (the vapor pressure at t=io°C) = g,2ogrnrnHg, and the pressure 
p = 720mmHg is the lowest permissible for [lo]. With A = 0.7774prn in [lo], we have 
To obtain the imaginary part ~ , i  of K ~ ,  we use the result of (15) for the attenuation 
of intensity in the air = 0.81, where I is the intensity, a = 2tcai ( the subscript 
a is used to indicate air), and the path is taken to be 11 krn. From the above, we have 
K a i  = 1.014 x 1 0 - l ~ .  Using Archimedes principle, the value of K a i l  and the sphericity of 
the water droplets in the cloud, we can write K ,  = 8.08443 + ii.0446 x io-11, tc2 = 
10.75229 + i.59260 x io-6. 
To proceed with these calculations, we must verify the validity of the approximation 
that gives [5]. The WKB approximation is valid according to (12) if the host medium 
is such that 3 2 ( ~ 1 ) 2 ~ ( e l r  - I )  >> 1 and (elr - 1) < 1 where el = elr + ie,;, e1r = 
qlr - q,,, €1, = 2 ~ 1 r q l i  since the magnetic permeability pl is assumed to be one. In this 
case , the above conditions are satisfied. From the imaginary part of K ~ ,  we deduce the 
Equations [7], [SI, and [9] form a coupled nonlinear system for the bulk parameters K, 
q ,  e, and p. To solve the system numerically, we approximate the exponential factor of I, 
by its leading term and use the values given in (1) as initial data. Hence, we have 
K = 8.08442974208285 + i3.14117832893745 x 
e = 1.00000000014550 + i3.87231835597287 x lo-’, 
p = 1.00000000014570 + i3.89603100094467 x lo-’, 
q = .999999968400000 + i3.88417455500000 x lo-’, 
F = 15.1452985315156+ i404.033753935163, 
771, = 1.00026476, a d  K,r = 8.08443. 
2 2 
d u e  Of 71i = ( K l i / k o )  = 1.2924 X 
[111 
.P = -1.01021251084684 x + 11.23330047641423. 
The results of [ll] are close as expected, to those given in (1). Should the incident wave 
were magnetic in nature, e and p would have been interchanged. To improve [l l] ,  one 
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can up grade the model and construct f(R) numerically. The values given in [ll] can be 
directly applied to the problem of lightning due to point sources located inside the cloud. 
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INTRODUCTION 
Accurate prediction of hardware and flow characteristics within the Space Shuttle Main Engine 
(SSME) during transient and main-stage operation requires a significant integration of ground test data, 
flight experience, and computational models. The process of integrating SSME test measurements with 
physical model predictions is commonly referred to as data reduction. Uncertainties within both test 
measurements and simplified models of the SSME flow environment compound the data integration 
problem. 
SSME performance models require specification of a number of hardware characteristics 
including turbomachinery maps and other hardware specific parameters. These characteristics are 
required in order to obtain formal closure of the engine mathematical model. They contain the 
accumulated historical data base of SSME performance. Each hardware parameter has an uncertainty 
consistent with the data base dispersion upon which its value is estimated. 
Complete specification of SSME performance requires the identification of thermodynamic 
properties and flow rates throughout the engine system, as well as specification of various hardware 
characteristics such as valve positions, toques, and speeds. These performance characteristics are 
obtained by solution of a set of nonlinear relations incorporating the physical requirements of subsystem 
mass and enerQy conservation as well as semi-empirical relations for ductlvalve pressure losses, 
turbomachinery performance, and a variety of other hardware specific operating properties. 
Mathematically the performance prediction problem can be expressed as 
F ( P ; H )  = 0 
where 
F 
P 
H 
- the set of nonlinear physical relations governing SSME performance 
- the set of solution variables including thermo-fluid properties, etc. - the set of assumed constant hardware characteristics based on past test experience. 
Individual engine tests provide indications of specific physical characteristics in set P. If these 
characteristics are fixed at test values, a like number of hardware characteristics must be allowed to 
vary in order to satisfy the set of governing equations. The revised data reduction problem can be 
expressed as 
F(Po,Ho;  P , H * )  = 0 
where 
Po 
Ho 
P" 
H" 
- the remaining set of physical property variables ( P P )  - the new set of variable hardware characteristics 
- the set of physical conditions fixed by specific test data - the remaining set of fixed hardware characteristics (H-Ho). 
, 
The data reduction process is depicted conceptually in Figure 1. Abscissa values represent 
hardware characteristics and ordinate values represent physical characteristics. The line F = 0 
represents combinations of physical and hardware characteristics providing exact solutions to the 
physical relations. The point (H,P) represents an initial solution prior to new test data input. The point 
(H*,P) represents the data reduction solution afler incorporation of new test data. Since exact solutions 
to nonlinear system equations are rare, neither point is on the exact solution curve, however, both must 
lie within a tolerance limit for convergence. 
Uncertainty bands associated with hardware characteristics (UH), physical properties (UP), and 
model balance relations (UF) are also shown in Figure 1. UH represents uncertainty in the experience 
base which is associated with the fixed hardware characteristics H. UP represents uncertainty in the 
physical test measurements and UF represents balance point uncertainty due to model simplification of 
physical relations. 
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The first objective of this effort was to establish an acceptability criterion for data reduction 
solutions. Any solution that falls within the uncertainty band intersection depicted in Figure 2 is 
acceptable. More "exact" reduction techniques which attempt to enforce balance within tight tolerance 
limits are severely limited by normal dispersions in redudion test data. These dispersions can prevent 
tight tolerance solution or enforce unrealistic physical balances in an attempt to match data exactly at 
measurement points. 
Within large system projects, the traditional data reduction approach is heuristic. In an effort to 
match test results precisely, physical relations are relaxed in a simplistic manner. This can lead to 
questionable results which enforce agreement with the hardware experience base but sacrifice physical 
consistency [l]. Typical results of a heuristic data reduction techniques are presented in Figure 3. In 
extreme cases, the desire to match new test data can provide solutions outside the experience base as 
depicted in Figure 4. Predictions from heuristic reduction strategies often fall outside the common 
acceptable region described in Figures 2-4. These are at best difficult to defend and at worst provide 
erroneous predictions costly both in time and resources. 
An ongoing effort to improve data reduction capability is currently being supported by 
NASNMSFCIEPl4. A new approach termed the reconciliation strategy [2] was developed to improve 
data reduction capability within the existing SSME performance model. The reconciliation method is 
based on a systematic optimization strategy that incorporates test information, the historical data base, 
and balance relation uncertainties within a computational procedure that retums the best possible 
estimate of engine performance characteristics. The reconciliation method requires a physically 
consistent model of system operation in order to achieve high quality data integration. In another 
ongoing effort to improve performance prediction capability, NASA supported development of the 
ROCket Engine Transient Simulation or ROCETS [3] system. ROCETS is a well documented and 
structured platform for modeling liquid rocket propulsion systems. It provides a modular high level 
programming capability for constructing physically consistent engine performance simulations. The 
ROCETS platform does not, however, explicitly incorporate a data reduction strategy. 
SSME ROCETS MODEL DATA REDUCTION PROCEDURE 
The second objective of this effort was to investigate the data reduction potential of the ROCETS 
simulation platform. A simplified ROCETS model of the SSME was obtained from the MSFC 
Performance Analysis Branch (EP14). This model was examined and tested for physical consistency. 
Two modules were constructed and added to the ROCETS library to independently check the mass and 
eneqy balances of selected engine subsystems including the low pressure fuel turbopump (LPFTP), the 
high pressure fuel turbopump (HPFTP), the low pressure oxidizer turbopump (LPOTP), the high pressure 
oxidizer turbopump and prebumer pump (HPOTP+PBP), the fuel prebumer (FPB), the oxidizer 
prebumer (OPB), the main combustion chamber coolant circuit (MCC clnt), and the nozzle coolant circuit 
(NOZ clnt). 
A sensitivity study was then conducted to determine the individual influences of forty-two 
hardware characteristics on fourteen high pressure region prediction variables as returned by the SSME 
ROCETS model. The object of this study was to determine appropriate hardware characteristics to vary 
in order to match ROCETS predictions with performance variable test data. Table 1 includes a partial 
listing of normalized sensitivities, defined as the percent change in physical characteristic (left column) 
divided by the percent change in hardware characteristic (top rows). 
A reduction procedure was implemented within the SSME ROCETS model by adding balances 
that would enforce agreement with specific test measurements. SSME data was obtained from a recent 
l T B  test (ITS-SO). Results of the sensitivity study were used to help construct a series of reduction 
analyses with increasing numbers of measurement anchor points. 
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SSME ROCETS MODEL DATA REDUCTION RESULTS 
The independent balance calculations verified that the SSME ROCETS model obtained mass 
flow balance in all devices. Energy flows were balanced in all pure component flow systems. However, 
energy imbalance predictions were relatively large in devices with hot gas flows. Although energy 
related computations were physically consistent, hot gas enthalpy calculations were performed using a 
crude ideal gas model. Standard state indexing for combustion calculations was similarly crude. The 
independent balance module was unable to verify accurate energy calculations in the hot gas region due 
to the lack of water property data. 
Table 2 presents results from the ROCETS SSME data reduction model. Column one contains 
test data for various SSME internal parameters obtained at 100% rated power level during TTB-50. 
Column two contains theoretical predictions derived at the corresponding SSME inlet conditions. The 
next four columns represent adjustments to the theoretical predictions based on matching specific SSME 
measurements to specific engine hardware characteristics. Of the seventeen parameters evaluated, 
seven were anchored to test data. The final data reduction results showed that of the ten parameters 
that were allowed to vary, three moved towards measured test data. These three parameters were 
characterized within the adjusted engine hardware characteristics. Solutions for the other seven 
parameters diverged from measured test data. This may be the result of incomplete modeling of the 
SSME hardware, as well as inherent weakness in the "exact" data reduction strategy. This observation 
supports the need for a reconciliation strategy which recognizes uncertainty limitations within the physics, 
test data, and hardware characteristics. Information needed to establish an accurate and fundamentally 
sound approach to test data reduction has been developed during this effort.. 
RECOMMENDATIONS 
Based on a study of data reduction procedures and experience with the SSME ROCETS model 
as a data reduction tool, the following recommendations are made: 
1. The SSME ROCETS model should be developed as a production level performance prediction 
platform. Improvement of hot gas property computations is needed to provide confidence in energy 
computations. SSME system detail should be added to the existing model including POGO flow 
refinement, repressurization systems, MCC and Nozzle leakage, and pump cavitation computations. 
2. A robust reconciliation strategy for system level data reduction should be implemented as an option 
within the SSME ROCETS model. The reconciliation strategy should be phased in as a replacement for 
existing heuristic reduction methods. 
3. Uncertainty estimates associated with SSME test measurements, hardware characteristics, and 
model balance relations should be established to provide a logical basis for data reduction. 
4. A procedure for systematic updating of SSME hardware performance characteristics within the 
SSME ROCETS model should be implemented. A method for maintaining model integrity needs to be 
established. 
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Table 1. Normalized Sensitivities from SSME ROCETS model 
HARDWARE ETAM' ETAM TORQM TORQM TORQM RESM AREAM 
HPOT HPFT HPOP HPFP PBP MFV LPFT. 
I PHYSICAL 
(LPOP 
(LPFP 
P-EWi 
P(1) HPOT Td (AVG) 
P(2) HPFT Td (AVG) 
LPFTP SPEED 
HPFTP SPEED 
OPOV POSITION 
FPOV POSITION 
P(3) OPB Pc 
P(4) FPB Pc 
P(5) PBP DS PR 
P(6) HPOP DS PR 
HPFP DS PR 
P(7) MCC CLNT DS PR 
LPFT INL FLOW 
OPB FUEL FLOW 
OPB OXID FLOW 
FPB FUEL FLOW 
FPB OXID FLOW 
Table 2. l T B  Data Reduction Results 
(Power level = 100% RPL, MCC Pc = 2746 PSIA, M/R = 6.090) 
i n  Pr = 137.6 psia ,  LPOP in  Tmp = 167.3 OR, LPOP i n  W = 901.0 lbjsec) 
i n  Pr = 40.4 ps ia ,  LPFP in Tmp = 36.6 %, LPFP i n  W = 149.0 lb/sec) 
P(l)-HF'OT EFF P(l)-HPOT EPF 
P(2)-HPFT EFF P(2)-HPFT EFF 
P(3)-HPOP TRQ 
P(4)-HPFP TRQ 
TTB-50 ROCETS 
TEST DATh PREDICTION 
1269 
1492 
15460 
33360 
64.3 
74.2 
4536 
4555 
6600 
3907 
5507 
4236 
26.50 
33.16 
24.20 
76.63 
57.54 
1336 
1502 
14353 
31855 
60.1 
71.3 
4489 
4401 
6598 
3718 
5451 
4005 
25.28 
32.10 
20.74 
71.60 
55.45 
1269 
1492 
14289 
31810 
58.8 
70.8 
4444 
4375 
6619 
3723 
5424 
3992 
25.10 
32.68 
19.81 
71.24 
54.77 
1269 
1492 
15285 
41535 
58.4 
73.4 
4536 
4555 
6540 
3696 
5869 
4093 
24.63 
35.16 
18.74 
69.72 
57.65 
P( 1) -HPOT EFP 
P( 2) -HPFT EPP 
P(3)-HPOP TRQ 
P( 4) -HPPP TRQ 
P(5)-PBP TRQ 
1269 
1492 
15281 
41502 
57.4 
71.9 
4536 
4555 
6608 
3698 
5868 
4093 
24.64 
35.16 
18.75 
69.72 
57.72 
P(l)-HPOT EFF 
P( 2) -HPFT EFP 
P(3)-HPOP TRQ 
P(4)-HPFP TRQ 
P(5)-PBP TRQ 
P(6)-MFv RES 
Pf71-LPFT AREA 
1269 
1492 
15636 
40705 
57.8 
72.7 
4536 
4555 
6600 
3907 
5858 
4236 
23.69 
35.46 
18.65 
70.31 
57.65 
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INTRODUCTION 
All long-duration spacecraft in low-earth-orbit are subject to high speed impacts by 
meteoroids and pieces of orbital debris. The threat of damage fiom such impacts is a significant 
design consideration in the development of long duration earth-orbiting spacecraft. This report 
presents the results of a study whose objective was develop an empirical model to predict the 
magnitudes of the various cracking and through-hole creation phenomena accompanying a 
habitable module penetration. The sigdicance of the work performed is that the model 
predictions can be fed directly into a survivability analysis (see, e.g. [ 1,2]) to determine whether 
or not module unzipping would occur under a specific set of impact conditions. The likelihood of 
module unzipping over a structure's lifetime can also be determined in such an analysis. In 
addition, effective hole size predictions can be used as part of a survivability analysis to determine 
the time available for module evacuation prior to the onset of incapadation due to air loss. Some 
of the phenomena considered include maximum petal length, maximum tip-to-tip crack distance, 
depth of petal deformation, number of cracks formed, orientation of the maximum tip-to-tip 
distance with respect to the inner wall grain direction, and the effective inner wall hole diameter. 
EXPERIMENTAL SET-UP AND DATA 
Figure 1 shows the normal impact (i.e. 0 4 )  of a dual-wall structure impacted by a 
spherical projectile. A total of 105 high speed impact tests were conducted at the NASMSFC 
Space Debris Simulation Facility [3]. To simulate the presence of thermal insulation in the 
spacecraft wall, a blanket of multi-layer insulation (MLI) was inserted between the bumper and 
inner wall. The witness plates behind the inner wall are used to characterize the lethality of the 
debris exiting the inner wall in the event of inner wall perforation. 
DP 
17ts 
<A fw 
AL 6 0 6 1  -T6  
4.75<Dp< 11.12mm 
2.9 < Vp < 7.4 km/sec 
0 < 8 < 75 deg 
4.32 < S < 15.24 cm 
S2/S = 0.23 ,O. 50,0.94 
2.03 < t, < 4.83 mm 
tv=0.51, 1.02 mm 
BUMPER 
MLI BLANKET 
\ T s  
0.81 4 ts < 2.03 mm PRESSURE WALL AL 2219-T87 
WITNESS PLATES AL 6 0 6 1  -T6 
Figure 1 .  Hypervelocity Impact of a Generic Dual-Wall Structure 
EMPIRICAL PREDICTOR EQUATIONS 
Equations (1-19) are the result of a multiple linear regression analysis performed on the 
data; Tables 1-3 provide corresponding average errors (in percent) between actual data and 
regression equation predictions, standard deviations of the errors (also in percent), and correlation 
coefficients. In equations (1-19), Cw=d(Ew/pw) is the speed of sound in the pressure wall 
material. In equation (7), the quantity denotes the orientation of the max tip-to-tip crack 
distance with respect to the orientation oft  I? e pressure wall grain direction. In equations (8-19), 
NM refers to the number of kapton layers in the MLI blanket. 
(6) 
(7) 
MLI On The Pressure Wall. Normal and Obliaue Impact. Unstressed Pressure Walls 
34 3.69 28.39 0.75 
42 0.19 6.27 0.74 
Efsective Hole Diameter 
4.060 1,&1245 e Dh / Dp = 5.8067Vp / Cw ) 0*6155(tb /Dp) -0.6274(s Dp 14.5953 (tw /Dp) 
(1) 
Marimum Petal Length 
L a  / Dp = 2.8014(Vp / cw)1*7544(tb / Dp) 42247 (S / DP) -0*4759(tw / DP) -2.0642 ,&9966 e 
(2) 
Marimum Tipto-Tip Distance 
-0.9040(t D -0.9542,,2.64 140 
W D p )  w P) 
La / Dp = 10.87s(Vp / Cw)1'8626(tb / DP) 4.9733 
(3) 
Depth of Petal Deformation 
dpt / tw = 0.4815(Vp / Cw)1.0036(tb /Dp) 4.6534 W D p )  -1.1993(tw / DP) -4.8489,,2.6228e 
(4) 
-Nu&reracks 
Ncr ~7.785qVp /h)1.5215 (tb /Dp) -0-8364(S/ Dp) -0.589qtw / DP) O.568Oc0J.1 9950 ( 5 )  
Number of Perforated 0.51 mm (0.020 in.) Witness Plates 
1 +N\"p = 2.646qVP / C,) 1.006 1 (tb / DP) -o.7948(S/Dp)4-61 l4(tW / DP) 0.1398 c0s-0.8025 e 
(6) 
Orientation of Mar Tip-to-Tip Distance 
-0.05545(s/~p)-0.01039(t / -0.1486 ,O.1305 e i+Wett --eg) =o.mqvp/&)-0'4*(tb /DP> w DP) 
(7) 
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MLI Off The Pressure Wall. Normal Impact. Unstressed Pressure Walls 
Depth of Petal Deformation 
dpt / t, =4.0125Yd04(vp /%)16275(tb /4)-lm(% /s)-a3w@~ /30)-L1108(tw /4)-5‘7128(s/~)3*8105 
(1 1) 
MLI Off The Pressure Wall. Obliaue ImDact. Unstressed Pressure Walls 
Maximum Petal Length 
0.1 953(s I D )-2.0912 ,,,0.8878 0 Lc, I Dp = 247.qVP 1 Cw) 1.4212(tb I DP) O.*384[s2 1 s)-2.48g3(t, 1 D ~ )  P 
(15) 
Maximum Tip-to-Tip Distance 
1.8892 ,,,0.9630 0 
( S  1 Dp>- 
Ltt I Dp = 823.36(Vp 1 cw)4'9848(tb 1 Dp) 0.s501(~2 1 ~ ) 0 . 6 0 8 ~ ( t ,  1 D ~ )  -1.7837 
(16) 
Depth of Petal Deformation 
dpt It, = 5.6351x1O4(VP /Cw)-1-6074(tb IDp)3'6979(S2 /S)-3-2146(tw /Dp)-1*2269(SlDp) -2.7819 ,,-0.2215 0 
(17) 
EquationNo. No. of Average Standard 
Tests Error (%) Deviation (%) 
(14) 38 5.50 34.96 
Number of Cracks (6.3<V<6.5 kmh, tb'l.01 mm, t,=2.03 mm, S=4.32 cm, s2/s=O.5 OXY) 
N,, = 20.604(Vp I Cw)o'5726(S I D P )- 1.3485 ,,,-0.4642 0 (18) 
Correlation 
Coefficient (R2) 
0.79 
Number of Perforated Witness Plates 
1 + tVNV = 0.339(Vp 1 cw)o'9278(tb 1 DP) -OJO05(s2 1 ~ ) - 0 ~ ~ ~ ~ ( t ~  1 D ~ )  -0.1803(S I DP)0.1 754 ,,0.0774 0 
(19) 
(16) 
(18) 
(17) 
17 6.81 43.45 0.85 
17 1.23 15.42 0.99 
6 0.72 13.54 0.78 
I (19) I 17 I 0.02 I 2.11 I 0.54 I 
COMMENTS AND OBSERVATIONS 
Equations (1-19) were applied to the impact of a dual-wall system with a 1.6 mm (0.063 
in.) thick bumper and a 3.18 mm (0.125 in.) thick pressure wall 10 cm (4.0 in.) away from the 
bumper. Results were generated for 6.35, 7.95, and 9.53 mm (0.250, 0.313, and 0.375 in.) 
spherical projectiles impacting the dual-wall system at velocities between 3 and 7.5 Wsec.  
Based on the results obtained, the following general observations were made regarding the effect 
of MLI placement on the cracking response of a Space Station module pressure wall. 
For the impact of small projectiles (i.e. 6.35 mm diameter), moving the MLI away from 
the pressure wall to either midway in between the bumper and pressure wall or to a position just 
under the bumper significantly reduced the effective pressure wall hole diameter and the extent of 
pressure wall cracking damage (i.e. smaller petals and crack lengths, smaller effective hole 
diameters, smaller petal deformation depths, fewer petals, and fewer perforated witness plates). 
However, for the impact of large projectiles (Le. 9.53 mm diameter), moving the MLI away from 
the pressure wall did not always reduce all forms of pressure wall damage. While moving the 
MLI off the pressure wall did result in smaller petals, crack lengths, and petal deformation depths, 
it was found that placing the MLI either midway in between the bumper and the pressure wall or 
near the bumper resulted in more petals, more perforated witness plates, and larger effective hole 
diameters (especially when the MLI was near the bumper). 
Apparently, moving the MLI off the pressure wall reduces the impulsive loading of the 
MLI that is delivered to the pressure wall. This reduces the crack lengths add petal deformation 
depths. However, moving the MLI off the pressure wall also reduces its ability to trap individual 
debris cloud particles, especially for large projectile impacts. When the projectile is small, the 
energy of the debris cloud striking the MLI is relatively low. Hence, in this case the MLI is still 
able to trap individual debris cloud particles and produce an overall reduction in pressure wall 
damage. However, when the original projectile is large, the debris cloud is highly energetic. 
When the MLI is near the bumper, the debris cloud is still in a relatively compact state when it 
encounters the MLI. In such a case, the MLI is unable to trap any of the debris cloud particles 
and the effective hole diameter can be rather large. 
CONCLUSIONS AND RECOMMENDATIONS 
Based on the results obtained, it is concluded that, in most cases, moving the MLI off the 
pressure wall has the effect of decreasing the effective pressure wall hole diameter and the extent 
of pressure wall cracking damage following a pressure wall perforation. It also appears that the 
optimum position for the MLI is midway between the pressure wall and the bumper. This 
conclusion reinforces that conclusions made in two previous studies of the effect of MLI 
placement on dual-wall system response to high speed particle impact [4,5]. It is recommended 
that additional work be performed to determine the effect of module curvature on the nature and 
extent of pressure wall cracking following a perforation. Crack l i t  curves also need to be 
developed to define the onset of critical cracking as a fbnction of geometry and imact conditions. 
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Introduction 
Traditional software development follows a cycle wherein the project phases of 
requirements definition, analysis, design, system construction and system testing are 
performed sequentially. In software engineering, as in manufacturing, the end product 
is improved when there is overlap between the phases. This is because feedback from 
those executing later phases may improve the wrk of those executing earlier phases. 
Thus leading to a more coherent finished product. CASE Tools which automate the 
entire software development cycle encourage the team engineering approach since all 
that is necessary is that developing files be shared among the various groups. 
There are numerous studies, [I ,2 ] which show that CASE Tools greatly facilitate 
software development. As a result of these advantages, an increasing amount of 
software development is done with CASE Tools. As more software engineers become 
proficient with these tools, their experience and feedback lead to further development 
with the tools themselves. in fact, new versions of software development programs 
appear with a similar frequency to those of operating systems and office application 
software. 
What has not been widely studied, however, is the reliability and efficiency of the 
actual code produced by the CASE Tools. This investigation considers these matters. 
Method 
Three segments of code generated by MATRlXx ,one of many commercially 
available CASE Tools, where chosen for analysis . ETOFLIGHT is a portion of the 
Earth to Orbit Flight software and ECLSS and PFMC are modules for Environmental 
Control and Life Support System and, Pump Fan Motor Control, respectively. The 
selection criteria [3] where that: 
1. the segments be produced using a code generator, 
2. the language available be the C language, and 
3. there be no more than 2000 lines of code,. 
The original code for ETOFLIGHT was produced in the C language while ECLSS and 
PFMC where in ADA. MATRIX X was used to regenerate the ECLSS and PFMC code 
in C from the design diagrams. That this was readily done without code conversion 
illustrates one of the advantages of CASE Tools. To be honest, the procedure did 
require a service call to Matrix X as well as considerable transfer of files over the 
network, but that is simply part of the learning curve. 
The software was analyzed with the aid of the McCabe Tool, a commercially 
available software package. This software preprocesses the code and provides the 
following: 
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1. 
2. 
3. 
a graphical representation of the relationships between the various modules of 
the program. 
The graphical representation, the Battlemap, shows the relationship between 
the modules and gives the cyclomatic, v(g), and essential complexities, ev(g). 
The cyclomatic complexity measures a model’s decision structure while the 
essential complexity is a measure of the unstructured elements of the module, 
eg. a jump out of a loop. 
flow charts of each of the coded modules. 
The flow charts for each coded module also contain a code by which the 
corresponding section of d e  can be identified. Each module contains three 
flow charts. I primarily used the cyclomatic and essential complexity charts. 
several metrics for each module. 
The metrics [4,5] that 1 obtained from the tool where 
a) v(g) numerically, 
b) ev(g) numerically, 
c) the number of lines of code, 
d) the number of branches in the code, 
e) the number of lines containing code, comments, or code and comments, and 
9 Halstead metrics consisting of 
program length - the number of occurrence of operators and operands 
program difficulty - a measure of how hard it is to follow the code 
error estimate - an estimate of the number of errors in the code 
program volume - minimum number of bits required 
intelligent content - a complexity based on the algorithm used without 
languagedependence 
programming time - estimate of the time needed to produce code 
program level - how difficult it is to understand the code 
programming effort - an estimate of the effort necessary to produce the 
code 
i) 
ii) 
iii) 
iv) 
v) 
vi) 
vii) 
viii) 
Observations 
Before utilizing the McCabe Tool, the C code was examined manually. Three points 
became apparent. First, a switch statement with one choice was generated where one 
would normally expect a simple if statement. 
2117 I 
2118 C99 switch( ITSK )( 
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2119 CloO case1 : SUBSYSTEMOlO;break, 
2120 ClOl default : break, 
2121 c102 3 
2122 , 
The relative efficiency of switch versus if statements is compiler dependent but the 
CASE Tools make the decision for you. Thus it does not optimize for efficiency. 
Secondly, Matrix X terminated the last case in a nested switch structure without a 
break, relying on a fall through to the terminating break of the switch structures. 
Standard practice is to terminate every case with a break unless a fall through is 
explicitly desired. Modification of the program by adding a new choice to the switch 
structure could lead to an unexpected fall through. This would not be a problem if the 
program where regenerated by the CASE Tool but extreme care would have to be 
taken with manual change to the C code. 
1929 C8 switch( TASK-STATEINTSKI I{ 
1930 case IDLE : 
1932 C9 switch( TCBINTSKI.TASK-TYR 11 
1933 case PERIODIC : 
1934 c10  if( TCB[NTSKl.START = = 0 I{ 
1935 C11 READY-COUNT + + ; 
0 . .  
1938 }else{ 
1941 break; 
1943 case ENABLED-PERIODIC : 
1939 C12 TCB[NTSK].START = TCBINTSKISTART - 1 ; 
1940 C13 1 
... 
1977 case TRIGGERED-SAF : 
1978 C31 if( TCB[NTSKl.OUTWT = = 0 I{ 
1979 C32 BUS-OFFSETINTSKJ = 15 - BUS-OFFSET[NTSKI; 
... 
1985 I 
1986 C35 1 
1987 C36 C37 I 
1988 break: 
1990 case RUNNING : 
4 
Lastly, in one module, 1 was the condition in five if statements as shown by the 
example below. 
3877 H29 if( 1 ){ 
3880 le14 
3883 H32 l 
3878 H30 fprintf( fp, "YTIME %51d%51d%5d%lls\n", 
3879 YCOUNT-1 +IUCNT, ICOL, TIMG, "(lF3E25.17)" ); 
3881 H31 fprintf( fp ,  "YTIME %Sld%51d%5d%lOs\n", 
3882 YCOUNT-1 +NCNT, ICOL, IIMG, "(1p5E15.7)" ); 
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For efficiency, these sections of code should be reduced to the statements contained in 
the true branch, thus reducing the complexity and testing procedures. 
An analysis of the flow charts generated by the McCabe Tool showed that three of 
the subroutines in the one program are identical except for variables used and the 
order in which some statements are executed. A single subroutine could have been 
used in their place. This approach, using global parameters, may execute faster than 
using a single subroutine with passed parameters but the single subroutine makes 
more efficient use of memory. This is a choice which should be made in the analysis 
and design phases but the subroutine repetition may well be inadvertent. Future 
versions of CASE Tools might point out such instances. 
Of the two McCabe metria considered, the cyclomatic complexity gives a good 
indication of the complexity of a module. The essential complexity is in some cases 
higher than necessary. In those modules that contain return statements in the middle 
of a structure, the code cannot be represented as fully structured statements since this 
represents a jump outside a structure. The essential complexity can be reduced if this 
jump is performed at a later time. This increases the overall complexity of the program. 
Statements, such as returns, should be represented by a symbol and not add to the 
essential complexity of structured programs. 
All eight of the calculated Halstead metrics are strongly correlated. Thus, there is 
no reason to calculate all eight. 
Conclusion 
The code produced by the code generator was more uniform over the three 
modules than that that would be produced by hand. The efficiency, though, would 
benefit from hand optimization. 
Future Work 
. 
. 
. 
Comparison of machine generated code and manually generated code. 
Compare to code produced by the next version of the code generator 
Determine if compiler dependence for the most commonly used structure types. 
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INTRODUCTION 
NASA Spacelink is a comprehensive electronic data base of 
NASA and other source Educational and Informational Materials. This 
service originates at Marshall Space Flight Center (MSFC) in 
Huntsville, Alabama. This is and educational service of NASA 
Headquarters, through the MSFC Education Office, that first began in 
February of 1988. The usage of this public-access network grew 
from less than three thousand callers per year in 1989, to over three 
thousand callers per month in 1993.(1) During the concurrence of the 
twenty-fifth anniversary of the Apollo Moon Mission, the flight of 
STS-65, and the crash of P-Shoemaker-Levy 9 into Jupiter the old 
system answered fourteen hundred plus calls per day and denied two 
to three times more callers.(2) 
NASA Spacelink provides a wide variety of information 
including: NASA News, History, Projects, the Astronauts, the Space 
Agency and it's Centers, Space Vehicles, Educational Materials for 
teachers of K-12 and beyond, and Aeronautics. The materials on NASA 
Spacelink include not only text, but, maps, drawings, photos, and 
other computer produced graphic representations of data and visual 
materials. 
The new NASA Spacelink Public Electronic Library was the 
result of a study conducted to investigate an upgrade or redesign of 
the original NASA Spacelink.(S) The need for new user interfaces 
and access methods resulted in a radical departure form the old 
system on the Data General hardware, using the customized 
adaptations of Data General's Operating System and Applications 
Software that made the original Spacelink operational. 
The UNlX Operating System was chosen to be the host operating 
system for the new NASA Spacelink Public Electronic Library. The 
UNIX system was selected for this project because of the strengths 
built into the embedded communication system and for its simple 
and direct file handling capabilities. 
The host hardware of the new system, is a Sun Microsystems 
SPARCserver 1000 computer system. The configuration has four 50- 
MHz SuperSPARC processors with 128 megabytes of shared memory; 
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three SB800 serial ports allowing 24 cable links for phone 
communications; 4.1 giga bytes of on line dick storage; and ten (10) 
CD-ROM drives. Communications devices on the system are 
sufficient to support the expected number of users through the 
Internet, the local dial services, long distance dial services; the 
MSFC PABX, and the NPSS (NASA Packet Switching System) and 1-800 
access service for the registered teachers. 
UNlX AS A UNIQUE APPLICATION 
The application of the UNlX Operating System in the manner 
done on the NASA Spacelink project seemed to be unique. A search of 
the literature and contact with other users indicated that the use of 
UNlX as the Data Base manager, with support for such a divers group 
of user protocols, and across so many different access mediums was 
a new application of the UNlX Operating System. 
The unique features of the NASA Spacelink system are most 
evident in the software configuration. The foundation of the system 
is Solaris 2.3 with SunOS 5.3, Open Network Computing (ONC), Open 
Windows, and the Desk Set.(4) This is Sun Microsystems Version of 
the Standard UNlX SVR4 with some Sun enhancements. The Operating 
system through it's built in features and linked with World Wide Web 
(WWW), Gopher, File Transfer Protocol (FTP), and Bulletin Board 
Software (BBS) servers are handling all of the communications and 
the data base management tasks. No other data base management 
software is running on the system. The UNlX Operating System 
Software, SunOS Solaris 2.3, is running as it came from the supplier. 
The client server software packages, running on NASA 
Spacelink, were selected from the public domain software whenever 
possible. The exception was the ZMAX XChange Bulletin Board 
Software. The selection of public domain software kept down the 
cost to NASA and to the users. World Wide Web (WWW) through 
Internet supports the MOSAIC Protocol. MOSAIC is a public domain 
software package. Developed at The University of Illinois it has many 
powerful features in its text and graphic handlers. Gopher is a public 
domain software package developed originally at the University of 
Minnesota. It, like MOSAIC, is free to the user and accesses NASA 
Spacelink through the Internet. Gopher supports text and graphics 
file transfer and viewing. File Transfer Protocol (FTP) 
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is also a free access software package and a part of UNIX. FTP 
supports text and graphics with the assist of graphic viewing 
software on the receiving client computer. 
The ZMAX XChange Bulletin Board Software was selected for the 
diverse features it supports. Many of the teachers using NASA 
Spacelink do not have access to the Internet. The Bulletin Board 
Software specifications for the system required this plus broad 
services for the schools. ZMAX XChange met those requirements. 
There was no public domain software package that met the 
specifications of the new system. This BBS allows for dial in access 
and support of any computer that can emulate a VT100 Terminal. 
FILE DESIGN 
The file structure for Spacelink, adapted by the NASA 
development team, uses the standard structure of UNlX files.@) This 
required the development of logical names for the files to be placed 
in the UNlX File Structure. 
developed to implement file names in UNlX that could be commonly 
shared by all the user interfaces of the system.(6) This allowed for 
the most direct transfer of many of the files in the "Old Spacelink" 
data base to the New Spacelink. The only change in many of the 
transfers was the change of the old file name to the the new file 
structrue. 
documents in a short period of time with no direct name mapping. 
A set of Naming Conventions were 
This allowed for the transfer of some 5000 plus 
A sample of the file structure and naming comventions are 
found in Figure 1. This is an abridged section of the NASA Spacelink 
Public Electronic Library. The figure illistrates the basic structure 
and the depth of the files under the directories. 
The use of the UNlX file structure allows additional files to be 
added as NASA Spacelink grows. This continual growth requires the 
addition of several files per day. The use of the directory, to sub 
directory, to sub directory, and so on, provided for a heirachy of 
logically organized files. 
come effective, efficient access for all to NASA Spacelink. 
L 
With this simple inverted tree paradigm 
Figure 1 below is also an illustration of the file structure of 
the section of Educational Services and Instructional Materials. 
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------____--___---_----------------------------------- 
1nstructional.Materials 
'I Careers 
II 'I Careers.in.Aerospace 
II Civil.Service.Requirements 
II ' Specialties.of.Aerospace.Techology 
11 " Geography 
II It History 
It 'I Language-Arts 
I 1  'I Mathematics 
ll II Astronomy 
II II II I* Astronomical.Keydates 
I 1  II II Comet.Shoemaker-Levy9 
n II ' Astronaut 
I' Curriculum.Materials 
II 
I' Art 
I 1  Sciences 
11 II 11 II 
II 11 II 11 
I1  II II 
II II II 
II II II 
'I Comet. Fact. Sheets 
'I Images 
I' Small. Bodies 
'I Space.Astronomy.Update 
I' The. Earths. Moon 
II II 11 'I The.Night.Sky 
II 11 II 11 I1 Sky-Charts 
II II 'I Biology 
II II Chemistry 
I1 11 'I Environmental.Science 
I1 I1 'I Microgravity 
II II It Physical.Science 
II 'I Technology 
I' 1nterdisciplinary.Materials 
It Software 
I 1  I 1  
II II 
I' General.Science 
'I Geology 
I1 II Physics 
. 
Figure 1. 
Abridged Section of the NASA Spacelink Public Electronic Library 
This key section of the NASA Spacelink format came from intensive 
interaction with teachers. One of the primary goals of this project 
was to make the materials on Spacelink as accessible as possible to 
the classroom teachers. This section of NASA Spacelink was 
reviewed by several groups of teachers. 
the earliest view of this section and shows the impact the teachers 
had on the final design of this area of the Spacelink Directory. 
Figure 2 below illustrates 
. 
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I' 1nstructional.Materials 
n 
I1 .readme 
I' Aerospace. Careers II 
II 
II 11 
II 11 
11 11 
Curriculum 
'I Historical 
'I Life.Sciences 
I' Mathematics 
11 11 I' Physical.Sciences 
II I1 I' Technology 
Software 
II 11 I' Apple.11 
II 
II 11 
II II 
I' 1BM.PC 
I' Macintosh 
Figure 2 
Original Section on Instructional Materials 
There is considerable work yet to be done on the new NASA 
Spacelink. Several sections will be enhanced over the coming months 
and years. The work done by the development team on the NASA 
Spacelink Public Electronic Library should serve 
future as an effective server on the Information Super Highway. 
NASA well into the 
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Monte Carlo Simulations [ 13, equivalent medium approaches [2, 31, and methods based on 
Boltzmann transport theory [4, 51 have been applied to study the scattering of light produced by 
lightning in a thundercloud. The Monte Carlo approach is the most straightforward but other 
approaches may yield better insight into the phenomena. 
The cloud is assumed to consist of a uniform, homogeneous, random distribution of spherical 
water drops with an average radius of 10 pm and number density p = 100 cm-3. In particular, 
light in the near infiared, h = 0.7774 pm, is of interest. The equivalent medium approach, based 
on methods due to Twersky [6, 71, yields the coherently scattered fields. For the ratio of the 
average separation distance between water drops to the wavelength, the scattering is considered 
to be almost totally incoherent [8]. During the time interval of a typical lightning event, the 
movement of the water drops is negligible. For fixed configurations of scatterers, the distinction 
between coherent and incoherent scattering is not very clear in the literature. The best explanation 
in the author's estimation is given by Foldy [9], who admits that for a fixed configuration of 
scatterers, all of the scattering is strictly coherent. A rather artificial distinction is made. The 
following definition is unambiguous: the square magnitude of an average field I(w)l2, y . ~  = E or H, 
is proportional to the coherent intensity; Y = (Iwl*) - I(u/)lz is proportional to the incoherent 
intensity. The hnction Vis approximately given in terms of the square magnitude of the radiated 
field from a scatterer at b, averaged over all possible configurations of the remaining scatterers, 
where dr, is a volume element in local coordinates r, = r - b,. 
The problem of electromagnetic scattering of an incident plane wave by an arbitrary 
configuration of obstacles was solved by Twersky [lo]. In this report, the results are extended to 
point source incidence corresponding to a Hertz dipole. Knowledge of the response of a fixed 
configuration of scatterers excited by a point source may provide insight to improve the accuracy 
of the values of bulk parameters for clouds which have been found using plane wave excitation. 
As in [3], we transform to the frequency domain; time domain solutions are recovered by a 
Fourier integral. A dyadic formalism is used throughout. We will employ the following notation: 
4, u, and w will denote the incident, scattered, and total fields respectively. Lower case letters will 
correspond to single scattering (an object in isolation); upper case letters will be used for multiply 
scattered fields. Functional dependencies in brackets imply plane wave incidence; the use of 
parentheses is reserved for fields corresponding to a point source. Modification from plane wave 
to point source excitation is accomplished by operating on the plane wave results with a 
Sommerfeld-type contour integral representation [l 11 of a spherical Hankel function. 
Generally speaking, if a transverse wave has a direction i, its dyadic form will look like 
I - ii( , where is the identity dyad. Incident fields will have the form 
where the first argument refers to the point of observation and the second is the direction of 
incidence or the source location. The plane wave can be taken as the incident electric or magnetic 
field. The function &(r,r') specifies the fields due a dipole located at r'. For an electric or 
magnetic dipole with directions $,$,,, , we have 131 
where E, and p, are the permittivity and permeability of the medium external to the scatterers. 
Here, E and Hi are the electric and magnetic field vectors due to an electric dipole; the subscripts 
rn denote the corresponding quantities due to a magnetic dipole. We will solve for electric fields 
when given an electric dipole for the source and work with magnetic fields for a magnetic dipole. 
The remaining fields may be found using Maxwell's eqs. 
A dyadic version of the Helmholtz surface integral representation is given by [lo] 
where V operates on the variables associated with the vector r to a point on the surface of 
integration, T denotes the transpose, and ii is the outward normal. In (4), G = [r, &I or @(r, r') 
and u" can be C[r,i] or C(r,r') depending on the initial excitation. 
in (4) to obtain 
ii - @'(kr)g, g = {(T - ii)e-**, .}. (6)  
Single scattering amplitudes for both kinds of excitations may be defined in this way. 
Sommerfeld's integral representation for is given by 
where fC = ? c ( 8 c , ~ c ) ,  0s9, I 27c, and 8, starts at zero and goes to 8, - i q  where 8, is in an 
interval which guarantees the convergence of the integral. Substituting in (4), reversing the order 
of integrations, and recognizing from (6), yields the spectral representations 
These representations are valid for r greater than the scatterer's projection on 3. 
Eq. (7) shows that a point source can be written as a superposition of plane waves. If the 
response of an object for plane wave excitation is known, its response to a point source can be 
obtained by superposition. Allowing the direction of incidence of a plane wave & to be complex 
and regarding exp[-ik er'] in (7) as a phase factor, we find the relation 
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An integral operator like (9) will be used to modi@ plane wave forms to point source excitation. 
of Hansen’s functions. The excitations may be Written as 
For spherical scatterers, explicit forms for the scattering amplitudes may be written in terms 
u ?[r, ’(1 = i ” , /m@dM&,(k ,  r)C,(G) - iNL(k, r)B-,(k)], 
+(r,rl) = cQ;[ML(k,r)MI,,,,,(k,ri)+ NL(k,r)Nl,(k,r’)], r > r’; (10) 
where C and B are vector spherical harmonics. We use the definitions of these functions as given 
in [12] except that complex exponentials are used instead of even (cosine) and odd (sine) forms. 
The normalization of the spherical harmonics y,“ used here follows [ll]. When r cr‘, the 
corresponding vectors in the second eq. in (10) are interchanged. 
The interior and radiated fields have the forms 
where k = k(co, p,) and K = K(E, p) is the interior wave number. In general, the transition 
conditions at an interface, where the n o d  is denoted by ii, require that 
ii x (6 +$) = ii x Gin, ii x v x($+G) = Bii x v x Gin, (12) 
where B = po/p if 6 represents an electric field and E,/& if 6 is taken to be a magnetic field. 
For a sphere of radius a, the scattering coefficients are given by 
a:[’(] = i ~ , / & T i J ~ ~ ~ _ , ( i c ) a ~ ,  a:(r’) = QnrnM!,(k,r’)an, 
br[k] = i * * , / ~ Q r B - , $ ) b N ,  
cr[k] = i ” , / ~ Q ~ C - , , , ( ~ ) c , , ,  
d:[k] = in - ’ , /mQ:B- , , , ( i ( )d , ,  
b:(r’) = QrN!,(k,r’)b,, 
cr(r‘) = QrM!,(k,r‘)c,, 
dr(r’) = Q:N!,,,(k,r’)d,, 
where the constants a,, b,, c,, and dn are the appropriate set of M e  coefficients found in [3]. 
Series for the scattering amplitudes may be obtained by substituting large kr forms for the 
Hansen’s fbnctions in (1 l), 
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and may be used for the electric or magnetic fields given the same was chosen as the incidence 
after multiplication by appropriate constants. The remaining fields may be found by first 
interchanging those M's and N's in fi or C's and B's in 9: which are fbnctions of ?. Solutions 
ii and g for magnetic fields when 6 is taken to be an electric field are then obtained by 
multiplication by y = -id=; use l ly for the remaining situation. 
Consider a fixed configuration of N scatterers. Each has its "center" located at 
b, , s = 1,2,. . . , N. The total field for plane wave excitation may be written as 
q, 'i] = $[ r, I;] + q, q, 'i] = c 6,[rs, I;b"'" - @)(krqr, 'i1 r, = r - b,, (1 5) 
5 
where 0, is the scattered field from the scatterer at b, as if it was located at the origin. Forms 
similar to those obtained for an isolated scatterer, 
where ?s - i as r - 00, are also valid here. Taking phase differences into account, we have 
Twersky [lo] obtained a coupled set of integral eqs. for Gs[i,i] in terms E, 
Recall that G, is related to c, , which is written in local coordinates r, . Operating on (18) with 
the integral (2n>-l1d2('i)exp[-ik.(rp - b,)] yields 
(19) 
1 - GS(?,b) = gs(?,b:) +z;rCScM(i,)ei~c.b~gs[?,?c].~r(ic,b:), b: = r'- b,. 
t f s  
When the particle separations are large compared to wavelength, the integral in (19) may be 
evaluated asymptotically. A convenient method [lo] to do this exists whenever the kernel, aside 
fiom the exponential, can be expanded in a series of vector spherical harmonics. Iterating while 
retaining an appropriate number of terms in the asymptotic series will generate a consistent 
asymptotic expansion for G, . Exactly the same expansion as given in [lo] will work for (19) 
except that e[] is replaced by c(). Retaining only the leading term in the integral, gives 
A set of algebraic eqs. may be obtained by substituting (14) and 
1 
into (19) and using orthogonality. Similar to [lo], we obtain 
where the scalars €and Fcan be evaluated in terms of special fbnctions. . In a cubic cloud 10 km on a side, there are approximately 1@O drops. For such large systems, 
a simple approach as suggested in (20) may be appropriate. Sufficiently far fiom the source, each 
drop in a small sub-volume of the cloud experiences essentially the same initial excitation. All of 
the drops in this sub-volume can be considered as a "compound" scatterer. Its scattering 
amplitude may be determined by (17). It will then be possible to consider fewer particles making 
up the cloud. Presumably, the procedure of obtaining 6 fiom e, considering 6 as a 
'kompound" e, and working with a distribution of kompound" scatterers can be repeated to 
obtain a result which is amenable to numerical computations. 
The author would like to express his appreciation to W. Koshak, R. Blakeslee, H. Christian, 
and D. Phanord for their help and acknowledge the assistance of F. Six, L. Freeman, G. Karr, S. 
Novy and T. Shurtz. 
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Introduction: 
This research paper summarizes a series of studies conducted 
at Marshall Space Flight Center to characterize the properties of 
2195 A1-Li alloy. 2195 A1-Li alloy, developed by Martin Marietta 
laboratories is designated as a replacement of 2219 AI-Cu alloy 
for the External Tank (E.T.) of the space shuttle. 2195 A1-Li 
alloy with its advantage of increased strength per weight over 
its predecessor 2219 A1-Cu alloy, also challenges current tech- 
nology. 2 1 9 5  A1-Li has a greater tendency to crack than its 
predecessor. 
The present study began with the observation of pore forma- 
tion in 2195 Al-Li alloy in a thermal aging process. In prelimi- 
nary studies, Talia and Nunes found that most of the two pass 
welds studied exhibited round and crack-like porosity at the weld 
roots. Furthermore, the porosity observed was associated with the 
grain boundaries. The porosity level can be increased by thermal 
treatment in the air. A solid state reaction proceeding from 
dendritic boundaries in the weld fusion zone was observed to 
correlate with the generation of porosity. 
These findings led Talia and Nunes to investigate further on 
the same lines, which resulted in this research. Particular 
emphasis was placed on the mechanisms of crack formation/propaga- 
tion generated by VPPA welding process. The micro/macro struc- 
tures of cracks were characterized by extensive optical and scan- 
ning electron microscope (SEM) observations. Differential Ther- 
mal Analysis (DTA), Thermal Gravimetric Analysis (TGA), and 
Energy Dispersive Spectrometry (EDS) investigations of the 2195 
A1-Li alloy weldments were carried out in order to identify the 
nature of the dendritic reaction, porosity, and cracking. At the 
time of this writing a complete understanding of the nature of 
pores and cracking tendency of the 2195 A1-Li alloy is lacking. 
A model, explaining the different facets of the problem in ac- 
cordance with the observations, is hence proposed. 
Experimental Procedure 
A series of experiments were performed during the course of 
this study to explain cracking of VPPA weldments at in 2195 A1-Li 
alloy. The plate thickness of the test specimens used during the 
experiments and analysis was 0.2 inches. Welds were performed 
both with and without filler metal. The welds were carried out 
in two sequential passes, a root and a cover pass. Samples were 
prepared for metallographic examination using standard polishing 
preparation technique and Kellers reagent etch. Optical micros- 
copy observations were performed on a Nixon inverted microscope. 
One pass autogenous welds samples (no filler material) were 
selected for further thermal processing, i.e., heat treatment at 
different temperatures in air, oxygen, nitrogen and helium and 
vacuum. Extensive SEM fractographic analysis of the repair crack 
morphology was carried out on a Philips 515 SEM. Some of the 
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cracks were opened in tension mode for analysis of the inner 
surface. Furthermore, the appearance of tiny surface blisters on 
weld surface and on the fractured surface indicates an outgassing 
phenomenon linked to porosity, were also studied. X-ray microa- 
nalysis was carried out by EDAX (Energy Dispersive X-Ray System) 
attached to the Philips 515 SEM. EDAX performs the quantitative 
X-Ray microanalysis with the help of Super Quant package. This 
software processes a spectrum to obtain net X-Ray intensities. 
The subjects of these analyses were of peculiar nature including 
crack interiors, supposed material "eruptionsIt from cracks, 
blisters and their morphology and the presence' of magnesium rich 
t8smut11/ttsnowt8 and oxides. All counts were taken at of 30 kv. Most 
of the SEM observations were accompanied by the X-Ray microanaly- 
sis. 
To learn more about the dendritic or grain boundary reaction 
observed in the preliminary studies, Differential Thermal Analy- 
sis (DTA) and Thermal Gravimetric Analysis (TGA) were carried 
out. A systematic DTA analysis of the autogenous weld samples 
and parent metal was performed in air, nitrogen, helium and 
oxygen atmosphere. The analysis was performed on a DuPont 1090 
system. The resulting thermograms were generated by General 
Analyser VI.0. The furnace and sample block temperature were 
increased at a linear rate of 10 and 20 OC/min and the sample 
weights were from 10 to 20 mg. A comparative TGA study was per- 
formed for 2195 A1-Li alloy and A1 2219 as control samples. 
PERKINS-ELMER 7 Series Thermal Analysis System was used for the 
analysis where the systems temperature was increased at a linear 
rate of 20 OC/min. The sample weight had a range from 70 to 95  
mg. All the TGA experiments were performed under a dry nitrogen 
atmosphere. 
Results and Discussion: 
Repairs of defective welds sometimes produce new cracks, to 
be designated as "repair induced cracks." For subsequent SEM 
observations, repair induced cracks were torn open in a tensile 
mode. Figure l(a) presents a view of "repair induced crack" 
fracture surface, indicating a ductile fracture, where the sur- 
face shows a combination of llmeltingll and Iltearingll areas. 
Figure 1 (b) illustrates another portion of the fracture surface, 
where melting is predominant. EDS microanalysis observations show 
that the melted areas present less copper and more nitrogen and 
oxygen than the tearing areas. The above fractographic observa- 
tions revealed internal porosity with additional evidence of 
melting and gas pressure. 
tlSmutll outside the "repair induced crack, It is shown in 
Figure 2. Its presence suggests fluid eruption from inside the 
crack. A high content of oxygen and nitrogen in the smut sug- 
gests a reaction inside the crack between nitrogen/oxygen/air and 
the crack wall. This reaction may generate gas pressure respon- 
sible of the eruption of low melting point smut outside the 
crack. 
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During the course of the study, a few samples of 2195 A1-Li 
welded specimens accidentally welded without the back shielding 
were examined. Air-contamination resulted in pore and blister 
formation. Typical SEM observations of the surface are presented 
in Figure 3. The root surface exhibits large and small blisters, 
and evidence of melting. The blisters are surrounded by matter 
as if matter erupted from inside, similar to the smut observed 
previously. It is conjectured that presence of a nitrogen/oxy- 
gen/air reaction causes melting and generates enough gas pres- 
sures in these blisters to cause eruption of melted matter to 
smut. In the interior of the blister, high nitrogen, magnesium, 
and oxygen, and decreased copper is measure. An optical micro- 
graph cross section is presented in Figure 4 ,  showing internal 
blister formation, and evidence of melting or partial melting 
induced by air contamination. The spherical form of the 
pore/blister indicates gas pressure acting. 
To learn more about the dendritic or grain boundary reaction 
observed in the preliminary studies, DTA was performed on 2195 
welds and parent metal. The analyses were carried out under 
atmospheres of air, oxygen, helium, and nitrogen. 
During the DTA, for the parent metal no reactions were de- 
tected below the melting temperature of aluminum. However, all 
the weld samples exhibited a small endothermic transformation at 
about 530 OC, while those heated in nitrogen or air also exhibit- 
ed exothermic transformations at about 360 OC. These features 
may be interpreted as indicating a nitrogen reaction that takes 
off and then saturates around 3 6 0  OC and, perhaps, partial melt- 
ing at grain/dendrite boundaries at about 530 OC. During the TGA 
experiments in a dry nitrogen atmosphere at constant temperature 
and constant rate rising temperature, a weight gain of the sam- 
ples was measured for 2195 A1-Li alloy. Since nitrogen is prac- 
tically insoluble in the components of the alloy, it is inferred 
that a chemical reaction took place between the elements of the 
alloy and nitrogen. The reaction produced a brown film on the 
surface of the specimen. The film attacked the platinum crucible 
used to hold the specimen as the temperature moves into the 
neighborhood of the alloy liquidus. These features are charac- 
teristic of Li3N. 
Conclusions: 
2195 weld metal exhibits evidence of surface melting on 
fracture surfaces an endothermic phase transformation at about 
530 OC that would be consonant with grain boundary liquation. 
Nitrogen reacts with 2195 alloy at temperatures above 360 OC. 
Its is speculated that the solid state nitrogen reaction induces 
grain boundary melting while generating a pressurized gaseous 
phase that flashes out the melted matter at the free surfaces. 
In this way internal cracks, porosity, and surface blisters with 
surrounding exudates are formed. 
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Fisure 1.- Fractographs of a repair induced crack presenting (a) 
ductile fracture and (b) evidence of grain boundary melting. 
Fisure 2.- SEM micrographs showing llsmutll observed near the 
repair crack. 
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. 
Fisure 2.- Blisters on the free surface of a contaminated weld 
showing evidence of surface melting and gas pressure. 
Fiqure 4.- 
bead caused 
25 pm 
Internal and external blistering in a 2195 alloy weld 
by air contamination. 
XL-5 
352 957 
I 
- 1  N95: 19608 
4J ;;3;S;b3/ 
1994 
NASAIASEE SUMMER FACULTY FELLOWSHIP PROGRAM 
MARSHALL SPACE FLIGHT CENTER 
THEUNIVERSITY OF ALABAMA 
. QUALITY OPTIMIZATION OF THERMALLY SPRAYED COATINGS PRODUCED BY 
THE JP-5OOO (ENOF) GUN USING MATHEMATICAL MODELING 
Prepared By: 
Academic Rank: 
Institution and Department: 
NASAIMSFC: 
Laboratory: 
Division: 
Branch: 
MSFC Colleagues: 
XLI 
Hazem Tawfik, Ph.D., P.E., CMfgE 
Professor and Director 
State University of New York at Farmingdale 
Manufacturing and Mechanical Research 
Materials & Processes Laboratory 
Metallic Materials Division 
Metals Processes Branch 
Frank Zimmerman 
INTRODUCTION 
Thermal spray coatings have become increasingly important as one of the most advanced 
coating technologies in modern industry. Production of protective coatings from mechanical 
wear, excessive heat, and corrosion/oxidation applications has been the goal of thermal spray 
coatings for a number of years. In particular, the past decade has seen an increased use of 
various thermally sprayed metal matrix, ceramics and composite coatings. Currently, thermal 
barrier coatings (TBC) of gas-turbine blades and similar applications have centered around the 
use of zirconia as a protective coating for such a high thermal application. The advantages of 
zirconia include low thermal conductivity and good thermal shock resistance, Lugscheeider and 
Rass' . Moreover, thermally sprayed tungsten carbide hardface coatings are used for a wide range 
of applications spanning both the aerospace and other industrial markets. Major aircraft engine 
manufacturers and repair facilities use hardface coatings for original engine manufacture (OEM), 
as well as in the overhaul of critical engine components. The principle function of these coatings 
is to resist severe wear environments for such wear mechanisms as abrasion, adhesion, fretting, 
and erosion, Nerz et a12. 
The (JP-5000) thermal spray gun is the most advanced in the High Velocity Oxygen Fuel 
(HVOF) systems. Recently, the (JP-5OOO) has received considerable attention because of its 
relative low cost ($50,000) and its production of quality coatings that challenge the very 
successful but yet relatively expensive ($1.5 million) Vacuum Plasma Spraying (VPS) system. 
The quality of the thermal spray coatings is enhanced as porosity, oxidization, residual stresses, 
and surface roughness are reduced or minimized. Similarly, higher densification, interfacial 
bonding strength, hardness and wear resistance of a Coating are definitely desirable features for 
quality improvement. The thermal spraying industry of today is aware of the necessity of well 
understood, optimized and reproducible coating processes. Therefore, it is essential to progress 
in the many fields of thermal spray technologies to efficiently determine the set of optimal 
spraying parameters, Knotek and Schnauf . 
Like all coating processes, HVOF thermal spraying has to be regarded as a system 
consisting of the substrate, coating material, and coating process (Figures 1,2). AU components 
of the system and their interactions have to be optimized to obtain suitable coatings, Lugscheider 
et a14. The powder characteristics influence the spraying process and the resulting coating 
properties; two of the most important powder characteristics are flow behavior and particle grain 
size range. A powder that flows well results in a powder being fed continuously into the HVOF 
without intermittent or pulsating flow. A narrow particle size range provides homogeneous 
melting of the particles in the gun barrel. As well, the splat architecture, microstructure, 
diffusion, phase distribution, and phase transformation at the interface region are of considerable 
importance to the coating quality and the fundamental understanding of the deposition process, 
Zimmerman et als. Mathematical modeling of the HVOF process gasdynamics is used to 
numerically evaluate the particle velocity and temperature immediately before impacting the 
substrate. These parameters are of prime influence on the coating formation and therefore the 
coating properties and quality. Numerical solutions and modeling techniques are evidently 
gaining more importance as tools for optimization of processes, especially in thermal spraying. 
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The reason is not only their cost effectiveness, but these simulation models are an efficient time 
saver and provide more insight in the subject matter as compared to the known statistical 
methods such as Design of Experiments and Taguchi methods, Regression analysis, Knotek and 
Schnauf'. 
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Figure 1: Thermal Coating Quality Diagram 
MATHEMATICAL MODEL AND NUMERI CAL SOLUTION 
A one dimensional single phase flow of combustion gases was assumed in the combustion 
chamber, conversion-divergent nozzle, and gun barrel. The powder injection at the beginning 
of the barrel (Fig. 2) represented 10% [powder to (powder + gas), by weight ratio] and 
negligible volume ratio. For an initial study the effect of the powder on the flow properties was 
not considered. 
7.5 
Figure (2) Model (JP-5OOO) Gun Schematic 7 
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Cooling Water Temperature Calculation at the Exit Section: 
The model predictions of the cooling water exit temperature from the gun were in good 
agreement with the measured data provided by Rocketdyne Division. It was assumed that the 
cooling water absorbed 20% of the kerosene heat value in the combustion chamber and 1.7% 
of the same amount per unit length of the barrel Fig.(2), Thorpe and Rich&. 
Modeling of the Combustion Chamber: 
The combustion chamber C.C. was modeled through a heat balance equation as described in the 
following: 
Total Heat input to the C.C. = Total Enthalpy Input of Oxygen and Kerosene to C.C. + Low 
Heat Value of Kerosene - Heat of Evaporation of Kerosene 
Total Heat Output From The C.C. = Gases Temp x Gases Sp. Heat x Gases Weight Flow 
Rate - Heat absorbed by Cooling Water 
The weight fractions of the combustion gases were obtained by Chemical Equilibrium with 
Transport Properties Computer Code, McBirde et a17. They were found to read as follows: 
CO = 24.5% , O2 = 12.6% , C02 = 16.8% , H,O = 27.9% , OH = 9.4% , H2 = 8.8% 
The gas mixture sp. heat was evaluated based on the weighted average of each gas sp. heat 
using the weight fractions shown above. The sp. heat of each gas was obtained from a 
correlation as a function of temperature. Due to the dependence of gas sp. heat on temperatures, 
iteration was necessary to solve for the temperature of the combustion chamber. For the gun 
specifications and geometry shown in (Fig. 2) a computer program written in the Basic language 
was developed and the temperature of the (C.C.) was evaluated by this program to read 4440.17 
OF which indicated an excellent agreement with the gun manufacturer experimentally measured 
data. 
Modeling of the Convergent-Diverpent Nozzle: 
Because of the symmetry and small width to length ratio of the HVOF configuration, one- 
dimensional, friction, diabatic, and steady state flow analysis was considered. The general 
differential model developed by Shapiro' was modified to allow for four independent variables, 
namely, Cross-Sectional Area of flow (A), Heat Rejection (Q, Friction (0, and Sp. Heats Ratio 
(k). The model also incorporated another three dependent variables, they are as follows: Mach 
No. (M), Temperature Q, and Pressure 0). The working system of differential equations as 
applied to the control surface defined in Figure (3) is briefly described in Table (1) and in the 
following equations: 
From the convergent-divergent nozzle geometry; D,,+l = D, - 1.3386 dx and Dn+l = D,, + 
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0.251 dx respectively. 
The amount of heat absorbed by the cooling water per unit mass of the gaseous flow (dQ) 
is evaluated as 1.7% of the total heat value of kerosene per unit inch of the gun length, Thorpe 
and Richtefl. Thus, dQ = - 0.017 x kerosene flow rate x (kerosene heat value - kerosene heat 
of evaporation) dx/ gas weight flow rate. The friction coefficient (f) for subsonic and super 
sonic flow was given the value of 0.003 and 0.005 respectively. 
Figure (3) Control Surfaces Definitions 
NUMERICAL INTEGRATION SCHEME 
Because of the high nonlinearity of this system of differential equations a numerical 
integration scheme was conducted to evaluate the flow velocity, temperature, and pressure at 
various cross-sections of the gun. Both the mach number and temperature differential equations 
given in Table (1) were modified and integrated over a small element bounded by sections n, 
n + l  as shown in the following: 
All the influence coefficients were considered constant with their section (n) values in the 
elements between sections (n), (n+ 1). Further manipulation and re-arrangement of the last two 
eqn(s) were performed and an approximate numerical solution was achieved, it read as follows: 
4fAx Wfl+l - qJ InM; + FAM,, (InAn+l-lnAn) + FQM, - AQ + FFM, - - 
2 CPnTn Dn 
%+I = e 
Similarly 
NUMERICAL ITERATION SCHEME 
To enhance the accuracy of the numerical integration and hamper the instability of the 
solution due to the discontinuity in the sonic speed at the throat cross-section, a numerical 
iteration scheme was developed. This iteration scheme was based on the assumption of linear 
variation of the coefficients and flow properties within the small integration elements. Therefore 
each influence coefficient and flow property were considered to be at their average value at the 
(n+0.5) cross section. The iteration scheme to minimize the errors in the temperature (ET) and 
Mach No. (EM) is described as shown in the following: 
EM = tnM,2 - InM,+l + FAM,,, Wn+l-mJ + FQM,,+5 4fAx AQ + FFM,,, - - - Ink,,) 
cP#.S T n + S  Dn+5 
The numerical solution was carried out by dividing the convergent and divergent parts of 
the nozzle and the barrel to a total of 280 small increments. They were distributed as 40,40, and 
200 respectively. 
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RESULTS AND ANALYSIS 
The obtained results from the computer program for the flow’s gas dynamics properties, 
pressure, velocity, and temperature calculated at different sections along the gun X-axis were 
exhibited in table (2). The pressure showed considerable expansion and sharp drop along the 
nozzle. Meanwhile, the gas velocity reached Mach No. of 1.9 or 8507 FPS, and the temperature 
dropped from 4440 OR at the C.C. to 3066 OR at the exit of the nozzle. The flow also showed 
a slight increase in pressure and decrease in velocity in the barrel due to friction. These changes 
were accompanied with a moderate decrease in temperature due to the cooling water effect. 
Table(2) Computer Program Predictions of Flow Gas Dynamics Properties 
CONCLUSIONS 
The current model predicted the cooling water exit temperature as well as the gas flow 
properties, velocity, pressure, and temperature along the X-axis of the JP-5OOO Thermal 
Spray Gun with an overall numerical accuracy of 96%. 
These predictions are in excellent agreement with measurements at the combustion chamber 
and the barrel exit section. 
The developed numerical iteration scheme succeeded to hamper the brief model instability 
due to the discontinuity of the sonic speed in the near vicinity of the throat cross-section. 
In the area of thermal spray, the current model presented a unique and a successful 
beginning towards a more comprehensive simulation model of the JP-50oO to yield the 
necessary information for the control of the gun parameters on a real time basis to 
continuously provide optimum quality coatings 
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WHAT SHOULD BE DONE? 
Recommendation #1: 
Further development of the current model is recommended to account for the powder (10% 
by weight) flow in the barrel and in the free plume before impacting the substrate. The study 
and simulation of such a two phase gas-particle flow will enhance the model prediction 
accuracy. 
Recommendation #2: 
Further analysis is recommended to rectify the slight numerical instability in the current 
model in the very closed vicinity of the throat due to the discontinuity of the speed of sound 
in this area. 
+ Recommendation #3: 
After the incorporation of recommendations #1 and #2 above, the current simulation model 
should be used to conduct a detailed and comprehensive study on the influence of the thermal 
spray system parameters on the coatings quality. This model should then be used in 
cooperation with a neural network system to provide active and real time control on the 
coatings quality and provide a complete optimization of the HVOF thermal spray process. 
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INTRODUCTION 
The scientific goal of the PRISM (Passively-cooled Reconnaissance of the Interstellar 
Medium) project is to map the emission of molecular hydrogen at 17.035 pm and 28.221 pm. 
Since the atmosphere is opaque at these infiared wavelengths, an orbiting telescope is being 
studied. My role has been to work on the optical design of the instrument. 
The availability of infi-ared focal plane arrays enables infiared imaging spectroscopy at the 
molecular hydrogen wavelengths. The array proposed for PRISM is 128 pixels square, with a 
pixel size of 75 pm. In order to map the sky in a period of six months, and to resolve the nearer 
molecular clouds, each pixel must cover 0.5 arcminutes. This sets the focal length of the 
instrument at 5 1.6 cm. In order for the pixel size to be half the diameter of the central diffraction 
peak at 28 pm would require a telescope aperture of 24 cm; an aperture of 60 cm has been 
selected for the PRISM study for greater light gathering power. This sets the focal ratio at f70.86. 
In order to find the emission lines in the background continuum, and to allow for Doppler 
shifts of the lines at radial speeds on the order of several hundreds of kilometers per second 
requires spectral resolution of at least 3000. Thus it would appear that two imaging 
spectrometers are required, one for each line. 
PRELIMINARY DESIGN 
A 370 cm focal length Cassegrain telescope has been designed by John Jackson. A 
preliminary spectrometer design by Russell Chipman of the University of Alabama in Huntsville is 
based on a 360 cm focal length telescope followed by a prism monochromator and a grating 
spectrograph. The monochromator is used to select the two wavelengths of interest. The grating 
spectrograph is used in fifth order at 17 pm and third order at 28 pm. With this design, a single 
spectrometer can place both wavelengths of interest on a single focal plane array. The version of 
the spectrometer design I have seen does not yet give the correct scale on the array in the imaging 
direction. 
My suggestion is that the instrument consist of the four stages listed below. 
1. Cassegrain telescope. This stage gathers infrared radisiion over a large aperture 2nd forms an 
2. Grating monochromator. 'lhe entrance slit selects a strip ofthe sky for spectroscopic analysis. 
image of thc sky at thc Casscgiain focus. 
The grating disperses lisht along the strip by wavelength, and the exit slits select two 
wavelength bands for firther analysis. 
3. Grating spectrograph. Light in each of the two bands is hrther dispersed by wavelength. 
4. Final reimager. The spectrograph output is rescaled to fit on the very small focal plane array. 
I have chosen a 284 cm focal length Cassegrain telescope in order to shorten the 
instrument for improved passive cooling. The telescope is shown in Fig. 1 a, including a flat 
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Figure la  (left). 284 cm focal length Cassegrah telescope. 18 rays from three directions are 
shown. Figure. lb (right). Grating monochromator and spectrograph. The 60-cm diameter circle 
is the outline of the primary mirror and the edge of the instrument volume. Three rays at 17 pm 
are shown. 
- 
mirror to redirect the light into the plane of the spectrometer. The distance between the primary. 
and secondary mirrors is 40 cm, half the distance in Jackson's design. 
I have chosen a grating monochromator because of the difficulty in finding a suitable prism 
material, and in order to avoid extreme curvature of the monochromator output slit. 
A monochromator and spectrograph are shown in Fig. lb. The four mirrors are 
paraboloids. The monochromator entrance slit is at the Cassegrain focus of the telescope. The 
monochromator grating is used in first order, and the two wavelengths are selected with two 
parallel exit slits. The spectrograph grating is used in fifth order at 17 pm and third order at 28 
pm as in Chipman's design. 
The design of the final reimager is yet to bc completed. The optical parameters of the 
design are listcd in Table 1. 
The diameters of the central diffraction peaks for a 60 cm circular aperture are 196 pm for 
17 pm and 326 pm for 28 pm at the monochromator slits, and 36 pm and 59 pm on the array. 
Thus diffraction should not cause significant loss of light at the slits or blurring of the image. 
Aberrations must be minimized at the monochromator entrance and exit slits and at the 
final focus. The telescope optics determine the aberrations at the entrance slit. Conic surfaces 
optimized only in shape lead to the spot diagrams of Fig. 2. The spots are near the required size 
of 0.0413 cm; the remaining aberrations could be reduced by krther optimization. 
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Parameter 
Eff'ective focal length 
Primary mirror focal length 
Secondary mirror focal length 
Primaryhecondary separation distance 
SecondaqdCassegrair: focus distcmcc: 
Primary mirror diameter 
Secondary mirror diameter 
Monochromator entrance slit width 
Monochromator collimator and reimager focal lengths 
Spectrogra2h collimator anb reimager focai lengths 
Deviation by off-axis paraboloids 
Monochromator grating groove density 
Monochromator incidence angle 
Monochromator diffraction angle, 17 ci! i 
Monochromator diffraction angle, 28 pp 
Spectrograph grating groove density 
Mean spectrograph incidence angle 
Mean spectrograph diffrartiw :?:!e 
Table 1.  Instrumental parameters. 
I 
-a,{ 
units 
cm 
cm 
cm 
cm 
cm 
cm 
cm 
w 
cm 
cm 
degrees 
mm" 
degrees 
degrees 
degrees 
mm-' 
degrees 
degrees 
value 
284.00 
49.36 
40.00 
53.84 
60.00 
12.12 
25.00 
55.00 
12 
9.5 
16.27 
-6.79 
-.O. 69 
11.0 
38.3 1 
18.3 1 
-11.33 
413 
Figure 2. Spot diagrams at rhe Cassegrain focus/monochromator entrance. The center of the 
field is at the top and the edge of the field is at the bottom. Required spot diameter is 0.0413 cm. 
The monochromator exit slit widths determine the widths of the spectral bands passed to 
the spectrograph. In order for each band to cover 32 pixels on the array, the widths are 0.043 cm 
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for 17 jun and 0.071 cm for 28 pm. Spot diagrams at the monochromator exit slits are shown in 
Fig. 3a. The required spot sizes are not quite achieved, particularly at the edge of the field. The 
consequence is that ifthis design were used, there would be a loss of signal at the exit slits, in an 
amount which increases toward the edge of the image. There would 
the image, for the aberrations of the monochromator are compensated by the spectrograph. 
be significant blurring of 
. 
-. J "1 
Figure 3a (left). Spot diagrams at the monochromator exit. The center of the field is at the 
bottom and the edge of the field is at the top. 17 pm is on the left and 28 pm is on the right. 
Required spot diameters are 0.043 cm for 17 pm and 0.071 cm for 28 pm. Figure 3b (right). 
Spot diagrams at the spectrograph output. Organized as in Fig. 3a. Required spot diameter is 
0.0413 cm. 
An acceptable final reimager has not been designed, but the spectrograph output has been 
analyzed. Spot diagrams are shown in Fig. 3b. The spots generally are within the required size of 
0.0413 cm, so the reimager will only need to maintain the quality ofthe spectrograph output. ' 
l'hee attempts to achieve the sca!e ofthe final bnage have so far r.ot met whh success. 
The first was to change the !?ml length in the monochromator or spectrograph by using dityercnt 
focal lengths for the off-axis paraboloidal mirrors. With this approach I was not able to reduce 
thc aberrations to acceptable levels. The second effort was to design a reimaging lens or pair of 
lenses of the same materials, either CsI or KRS-5. With this effort I was not able to overcome the 
chromatic aberration between 17 pm and 28 pm. The third approach was to use a centered pair 
of mirrors, essentially a small Cassegrain telescope. So far I have not been able to reduce the 
aberrations to an acceptable level with components small enough to fit inside the instrument 
volume. Probably a third mirror, correcting plate, or meniscus lens is needed. 
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The throughput is limited primarily by the obstruction of the Cassegrain telescope and the 
efficiencies of the two gratings. My telescope design has only a 4.1 % obstruction by the 
secondary mirror. Grating efficiencies are liited to less than 91 % since 9% must go into 
secondary diffraction peaks between the principle peaks. Efficiencies must be calculated by 
electromagnetic theory, but I have made crude estimates based on scalar =action theory for the 
gratings in my design. The monochromator grating, if blazed at 5.7 degrees, should have 
efficiencies of about 70 % and 73 % for 17 lun and 28 pm, respectively. The spectrograph 
grating, ifblazed at 52 degrees, should have etficiencies of about 46 % and 70 % respectively. 
Allowing for 99 % efficiency at each of 8 mirrors, the efficiencies of my design are about 28 % 
and 45 ’% for 17 jtm and 28 pm, respectively. 
‘ 
The efficiency estimates above do take into account the losses at the monochromator 
exit slit implied by the spot dizgrams of Fig. 3a. There will also be losses in the final reimager, 
and reflection losses from the array. It should, however, be possible to antireflection coat the 
array’ and any refiactive surfaces in the final reimager, because of the coincidence noted by 
Chipman, that 514 of 17 pm is nearly equd to 3/4 of 28 pm. 
In the spectrograph output, one-half arcminute on the sky is imaged onto 413 pm, and the - 
entire field of 64 arcminutes is imaged onto a 5.3 cm line. The spectral lines are separated by a 
convenient distance of about 2.5 cm. The spectral lines are curved such that the top is displaced 
fiom the center by about 0.10 cm. The dispersion indicated by ray tracing is close to the amount I 
csiimiltcd fcx thc design, so that after reimaging each pixel will cover 5.5 nm at 17 pn and 10.3 
nm at 28 pm. The resolving powers are 3000 and 2700, respectively, and the velocity resolutioni 
are 100 km/s and 11 1 k d s ,  respectively. I havs not analyzed instrumental spectral linewidths. 
The aberrations in the monochromator should be reduced. One way of doing this is to 
increase the focal lengths of the mirrors, but this will cause difficulties with packaging. Another 
approach is to improve upon the collimation and reimaging by using~--a)ris-eylipsoids orother- 
surfaces instead of paraboloids. My prelirmnary efforts indicate that ellipsoids can give improved 
collimation, but I have not yet incorporated them into the design. 
The packaging of my design is very near to fitting within the instrument volume, which is a 
cylinder 60 cm in diameter and 20 cm tall. Fine tunins must be done to insure that components fit 
exactly within the allotted volume and that AO rays intcrsect the wrong surfaces. The final 
reimager rieeds to be packased as well. 
The greatest problcni is to reducc thc spectrograph output to fit on the very small array. 
This problem would be alleviated if a larger array could be used. 
REFERENCE 
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1. INTRODUCTIO N 
The space industry has developed many composite materials that have been designed to 
have high durability in proportion to their weights. Many of these materials have a likelihood for 
flaws that is higher than in traditional metals. There are also material coverings (such as paint) 
that develop flaws that may adversely affect the performance of the system in which they are 
used. Therefore, there is a need to monitor the soundness of composite structures. To meet this 
monitoring need, many nondestructive evaluation (NDE) systems have been developed. An NDE 
system is designed to detect material flaws and make flaw measurements without destroying the 
inspected item. Also, the detection operation is expected to be performed in a rapid manner in a 
field or production environment. 
Within the last few years, several video-based optical "DE methodologies have been intro- 
duced. Some of the most recent of these methodologies are shearography, holography, thermog- 
raphy, and video image correlation. A detailed description of these may be found in Chu et al. 
(1985), Hung (1982), and Russell and Sutton (1989). 
The NDE Branch of the Materials and Processes Laboratory at Marshall Space Flight 
Center has contracted to purchase video optical NDE equipment. Therefore, that Branch is now 
interested in qualifying the performance capability of this equipment. QuaIification standards are 
found in MIL-STD (1989, draft No. 2) which gives the probability of detection (POD) curve as 
the primary qualification measurement. This curve summarizes the POD of a particular equip- 
ment type for a wide range of flaw sizes. 
Section 2 will discuss what techniques are now available to estimate the POD curve from 
sample data. Section 3 will develop needed extensions for shortcomings in POD analysis. Sec- 
tion 4 shows how these extensions may be used to solve problems in the NDE Branch. 
2. METHODS FOR COMPUTING POD 
Figure 1 shows an example of a POD curve along with a lower 95-percent confidence 
boundary. The horizontal axis represents flaw size a and the vertical axis expresses probability as 
a percentage. As expected, the POD increases with flaw size. The darker curve is labeled POD 
and is sometimes called the 50-percent confidence boundary or the estimated mean POD. The 
lower lighter curve is called (in this figure), the lower 95-percent confidence boundary. 
Figure 1 
When qualifying an NDE equipment system, two major tasks must be performed. They are: 
(a) use sample data (perhaps from a demonstration test) to estimate the POD curve, and (b) 
determine a confidence boundary on the estimated POD curve. MIL-STD specifies a 95-percent 
confidence boundary. 
Researchers have always classified POD(a) as a random variable that depends on a. This 
classification means that if the probability distribution of POD(a) s known, then mean POD and 
confidence boundaries are easily computed. Direct approaches used to identify the probability 
distribution of POD(a) have met with varying degrees of success. At least three different direct 
approaches are discussed by Berens and Hovey (1984). They also described alternative 
approaches that avoid the difficulties normally encountered with direct POD(a) distribution 
identification procedures. One is the pass/fail method and the other is labeled as the a-hat 
method. 
The f i t  method used to estimate the POD curve is described in Packmi  et al. (1976) and 
is based on the binomial distribution. To describe this method, let us assume that there are Ni 
identically fabricated flaws for each fixed flaw size ai. An NDE system examines the Niflaws 
and detects ni of them. Binomial theory tells us that Pi = 1 is an estimate of POD for flaw size 
ai. Packman uses a slightly different definition for Pi and uses a collection of Pi’s, i = 1,2,..,k, to 
estimate a POD curve and its confidence boundary. A NASA supported study (Yee et al. (1976)) 
improves Packman’s method by using a smoothing procedure. The improved method appears in 
the USAF POD software system as subroutine FF. The NDE Branch at MSFC uses this software 
system (see Berens et al. (1988)). 
n .  
Ni 
&hat Method 
An alternative to the direct characterization of the distribution of POD(a) is to find a proba- 
bility distribution for the output signal of the NDE equipment. In fact, if we let a  ^ denote equip- 
ment response to the examination of a flaw of size a, experimentation by Berens et al. (1984) has 
shown that Q^ and a are related by 
where E denotes a random error term. 
Berens also showed that In a^  has an approximate normal probability distribution. Hence, 
to summarize the probability behavior of equation (2.1), we say that E - N(0,a2), In a  ^ - 
N(p(a),o2) where p(a) = ao+al In a and N(,) denotes the normal distribution. The value of 
POD(a) is computed by 
POD(a) = P(ln & > a th) , (2.2) 
where arh  is called a threshold value and 
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Here, is the Pth percentile of the standard normal distribution. 
From sample to sample, sample estimates &a) and 8 of parameters in equation (2.3) 
change in a random manner. The random behavior of @(a) and 8 makes POD(a) a random vari- 
able. (It appears that ath changes from sample to sample. Actually, the probability distribution 
changes relative to &h where Urh is fixed.) Hence, POD(a) as defined in equation (2.2) has a 
probability distribution which, if known, may be used to determine a confidence boundary for 
POD(a). However, Cheng and Iles (1983) showed that if p(a) and CF are estimated and their 
confidence region determined, a corresponding confidence boundary for POD(a) may be 
determined without actually knowing the probability distribution of POD(a). Their approach 
used Lagrange multipliers to find maximum and minimum values of arh where cg, 01, and CF are 
restricted to some confidence region. The maximum and minimum values of are used to find 
corresponding confidence boundaries for POD(a). 
3. SHORTCOMING OF POD 
The probability of false calls (POF) is the probability that an NDE system will indicate the 
presence of a flaw when a flaw does not exist. The POD(a) curve does not assess this situation. 
In fact, MIL-STD (1989) left POF evaluation as an open question. The next section uses the rela- 
tionship in equation (2.1) to recommend a computation procedure for POD and POF. 
4. GENERALS0 LUTION FOR POD. POF 
Let y = In 6 where 6 is the output of NDE equipment when a flaw exists. Let X l  = In a 
where a is actual flaw size. Assume 
where y is normal, X is a vector that contains x1 as a first component, and - N(0,o)  . In a 
similar manner, let w denote the logarithm of the output of NDE equipment when flaw does not 
exist. Assume w = g(X1,a2)+E2 where w has normal distribution and - N(0 ,a2)  . In func- 
tionsf and g, parameters QI~, a, and 0 are to be estimated from sample data. POD and POF are 
based on equation (2.2). That is 
POD(a) = PO, > arb) , (4.2) 
and 
POF(a) = P(W > arb) . (4.3) 
After parameters are estimated, confidence bounds for POD(a) and POF(a) may be determined 
by procedures outlined in section 2. 
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Problem 
Qualification standards require that the camera used in video optical equipment be qualified 
at a fixed distance between the camera lens and the object being examined. However, the NDE 
Branch of the Materials and Processes Laboratory is interested in the POD performance of this 
equipment at the tested distance as well as at untested distances. The solution to this problem 
requires the use of equation (4.2) which has the ability to predict POD performance of ”DE 
equipment. 
5. RECOMMENDATION 
A solution to the problem posed above may be obtained by using equations (4.1) and (4.2). 
In this discussion, original variables of equation (2.1) will be used instead of the general vector 
variables of equation (4.1). That is, using equation (2.1) along with d which represents the dis- 
tance of the camera lens from the examined object, 6 may be related to Q and d by 
In 6 = ao+al In a+a2 d + ~ ~  = f l ( u , d ) + ~ l  , (5.1) 
or 
In 6 = ao+C d In u+e2 = f 2 ( ~ , d ) + ~ 2  . 
Data inspection will provide a more realistic relationship. Furthermore, analysis of experimental 
data will determine if d in equations (5.1) or (5.2) is a significant predictor of In 6 . If d is judged 
to be a significant variable, then POD(a) and its confidence bounds may be determined for any 
fixed distance d. Confidence boundaries are determined as discussed in section 2. However, if 
the functions f1 or f2 are nonlinear in their parameters, the confidence boundary computation 
procedure will depend on the nonlinear function. Actual data for this problem will be analyzed at 
a later date. 
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INTRODUC TlON 
, 
Aluminum alloys containing lithium are particulariy attractive to the aerospace structural 
designer. Lithium's density is only 0.53 g/cc, thus an addition of one weight percent lithium not 
only increases yield strength, but decreases the density by almost three percent while increasing 
the modulus by over six percent. The fact that lithium improves these physical properties 
simultaneously has led to intense study and development of the alloy system. Heretofore, 
problems in large scale alloy production have retarded comercial development. During the last 
fifteen years, advances in production technology have rekindled interest in AI - Li alloys, and 
aluminum suppliers have developed many candidate aerospace materials. However, if these 
alloys are to be employed successfully, a more complete understanding of their nonequilibrium 
metallurgy is required. Peel and Starke have each pointed out that an understanding of the 
weldability of these alloys is a critical step in their implementation. This study addresses the critical 
lack of information on the environmental compatibility of welded AI 21 95 components. Corrosion 
data for these systems is incomplete, particularly for welded materials exposed to sea water or sea 
water condensate. 
QBJECTIVES 
One objective of this investigation was to measure the corrosion rates of welded and as- 
received AI 21 95 samples in 3.5% NaCl and in mild corrosive water (1 48 mg/l sodium sulfate, 165 
mg/l sodium chloride, 138mg/l Sodium carbonate) and to correlate the corrosion rates observed to 
material microstructure. A parallel set of AI 221 9 samples was used to develop a corrosion 
benchmark. A second objective of this study was to determine the efficiency of organic and 
inorganic primers for aerospace aluminum alloys. 
PROCEDU RE 
Electrochemical methods were used to determine the corrosion rates in various samples of 
Alloy221 9 and Alloy 21 95. These electrochemical measurements were correlated to surface 
morphology and baseheld metal microstructures as observed by optical microscopy, scanning 
electron microscopy, electron microprobe analysis and environmental scanning electron 
microscopy. AI-2219 and AI 21 95 samples, welded and unwelded, were exposed to sterile 3.5% 
NaCl solutions and solutions of mild corrosive water. These samples were monitored using the 
polarization resistance technique. In addition, AI 221 9 samples coated with organic and inorganic 
primers were exposed to 3.5% NaCl solutions, and studied by AC impedance spectroscopy and 
polarization resistance techniques. Primer coated samples were also studied as galvanic couples 
with bare, grit-blasted AI 221 9 surfaces. 
twenty-five days. Sample discs 1.5 cm in diameter and 0.1 6 cm thick were used in testing the AI 
21 95 material as well as the AI 221 9 baseline material. These samples were degreased and wiped 
with alcohol; samples were placed in a holder for exposure to corrosive media. A saturated calomel 
reference electrode was used in all electrochemical measurements. Primer coated samples were 
118" X 2" X 5" plates. These samples were exposed in flat cells, both polarization resistance and AC 
impedance information was collected from these samples. 
AC impedance and DC polarization resistance measurements were made on alternate days 
for the entire test period. AC impedance techniques apply a small amplitude signal of varied 
frequency to the sample. Electrochemical processes occurring at the surface are modeled as 
electrical circuits, fourier analysis of the data generated allows the determination of fundamental 
parameters of the system. The AC impedance data were taken in three sections. The first two 
sections, beginning at 0.001 Hz and 0.1 Hz, respectively were obtained using the fast fourier 
transform technique. The last section, ranging from 6.25 to 40,000 Hz was collected using the lock- 
in amplifier technique. The sequencing was performed automatically using program software, and 
all data were merged to a single set for each three hour run. After collection the data were 
processed and analyzed using a personal computer using the model developed by Danford. 
Measurements of corrosion potential and corrosion rates were made over a period of 
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Values of the corrosion potential, Ecorr and the corrosion current, lcorr were obtained 
using the polarization resistance method - the small currents involved disturbed the samples only 
slightly, and made repeated examination possible. The polarization technique is based on the 
observation that near Gorr the slope of the current - potential graph is nearly constant. The slope 
is termed the polarization resistance, and is an indicator of the chemical activity in the cell. Steam 
and Geary provide an excellent theoretical basis for this technique. One problem with the 
polarization resistance technique is that it does not indicate whether on not the corrosion is 
localized. However, in this study, subsequent examination of the sample allowed this to be 
determined. Polarization resistance data were collected at 0.5 mV intervals at a Scan rate of 0.1 mV 
per second. The measurement range for all determinations was -20 to +20 mV with respect to 
b m ,  with all data corrected for IR drop. Data for all polarization resistance Scans were analyzed 
using a commercial program, with a preliminary curve fitting technique as modified by Danford. 
RESULTS AND DISCUSS ION 
Aluminum is a particularly reactive metal - it persists at room temperature because it forms a 
tenacious oxide film (passivates). An examination of the Pourbaix diagram for aluminum in water 
indicates that the film is stable in the pH range 4.5 to 8.5 . This stability is limited at actual metal 
surfaces where the film is attacked by anions in solution, local variations in pH and local changes in 
oxygen concentration. The presence of second phases, as are found in both AI 2219 and AI 2195 
often detract from the stability of passivating films. 
Alloy 2219 is basically a binary alloy of aluminum and copper - an age hardening material. Its 
predecessors, 2014 and 2024 are AI-CU materials with substantial Mg and Zn added to enhance 
aging kinetics at low temperatures. Alloy 221 9, heat treated in an equivalent fashion is not as strong 
as 2014 or 2024 at low temperatures, but has superior high temperature strength and weldability. 
Improved weldability is won by increasing the copper content in the alloy past the limit of solid 
solubility. Enhanced weldability is promoted by an increased volume fraction of liquid present 
during critical stages of solidification; cracks form but are backfilled by the plentiful eutectic fluid 
present. AI 2195 is stronger, lighter and stiffer than A12219, however it is more difficult to weld, and 
the character of the weld and HAZ region lead to problems with localized corrosion, particularly with 
autogenous welds. 
Welding is an inherently nonequilibrium process, the severe thermal cycle associated with 
welding redistributes solutes, engenders transient stress in the weld vicinity, and changes base 
metal microstructure. The corrosion susceptibility of the AI 21 95 alloy can be correlated to the 
solute redistribution associated with the welding process, and parallels the hot cracking 
susceptibility of the material in this study. Weld solidification cracking in the aluminum alloys 
depends upon alloy composition, the solidification temperature range, and the amount and 
character of the terminal eutectic constituent. At low solute contents, the solidification 
temperature range is small, and little eutectic forms in the structure. As the solute content 
increases, the solidification range expands, and the amount of eutectic constituent increases to a 
level that provides for a thin liquid coating in interdendritic and solidification grain boundaries. 
Under equilibrium conditions, a maximum cracking propensity is reached at the limit of solid 
solubility. At compositions in excess of the limit of solid solubility, the solidification range again 
decreases, and more eutectic is present during the latter stages of solidification. Stresses in the 
solidifying matrix diminish and if flaws occur, they can backfill with excess eutectic. During 
welding, the amount of eutectic fluid produced at lower solute contents increases, and the 
maximum crack susceptibility occurs at solute contents below the limit of maximum solid solubility. 
Under conditions of equilibrium, the amount of eutectic fluid can be estimated by using the lever 
law, Cs Fs + CI FI = CO. The amounts of eutectic under nonequilibrium conditions can be 
estimated using the Scheil equation, CI = Co Fl (k-1). Using these equations we can show that AI 
2219, essentially a binary alloy of AI and Cu, would have 2.5% eutectic under equilibrium 
conditions, but has over 13% terminal eutectic fluid under nonequilibrium conditions. AI 21 95, is 
a true ternary alloy and it is more difficult to estimate the amounts of terminal fluid. However, upper 
limits for the amount of fluid can be estimated as < 1% in the equilibrium case and , < 6% in the 
nonequilibrium case. 
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AI 221 9 is essentially saturated with copper rich second phase materials, particularly in the 
weld region. On a microscopic scale, myriad anode cathode pairs exist and corrosion proceeds at 
many locations simultaneously. AI 21 95, however exhibits regions of pronounced depletion 
adjacent to solute rich regions. Moreover, the depleted regions are often subject to 
microfissuring, providing preferred sites for localized corrosion. The transient stresses associated 
with the welding thermal cycle produce a macroscopic segregation of microconstituents through a 
"squeezing" mechanism during the welding cycle as described by Walsh and Nunes. This region 
can be identified on the surface of welds in both A1221 9 and AI 21 95, which exhibit narrow bands 
of exuded material in the fusion line region. The fine equiaxed region in AI 2195, an unmixed 
region, is enriched in terminal transient. The extensive adjacent PMZ is often starved of eutectic 
liquid, and is subject to hot cracking during the welding process. This location was found to be 
particularly sensitive to localized attack. 
Table 1 provides a summary of the corrosion data gathered during this investigation. Figures 1 
and 2 show typical histories for particular samples. 
TABLE 1 CORROSION SUMMARY 
MATERIAL 
21 95 
221 9 
21 95 
21 95 
221 9 
21 95 
21 95 
221 9 
221 9 
21 95A 
CONDITION 
BM 
MN 
Hw 
AW 
AW 
BM 
BM 
BM 
BM 
BM 
MEDIUM 
MC BIO 
Mc 
Mc 
Mc 
Mc 
SLT 
Mc 
SLT 
Mc 
Mc 
AVERAGE 
0.965 
0.535 
0.476 
0.461 
0.255 
0.250 
0.245 
0.221 
0.204 
0.200 
MAXIMUM 
3.709 
1.36 
1.59 
1.123 
0.439 
0.8583 
0.6943 
0.6335 
0.4059 
0.3651 
SLOPE 
0.1 4 
0.01 2 
0.01 95 
0.0221 
-0.004 
-0.01 58 
0.0266 
-0.0068 
0.0004 
0.0266 
CONCLUSIONS 
Results indicate that for base metal samples, corrosion in mild corrosive water was more severe 
than corrosion in salt water, examination of test samples indicated that a uniform layer of 
passivating coating formed over the sample during the early stages of exposure and no stable pits 
developed in either alloy. High initial rates in both AI 221 9 and AI 21 95 indicates that corrosion 
was occurring at many locations over the surface, no preferred locations or stabilized pits 
developed, and a passivating coating formed over the surface. In mild corrosive water however, 
initial corrosion rates were lower and preferred sites developed. Welding was found to increases 
the corrosion rate in AI 21 95 and AI 221 9, creating strong local galvanic couples on the 
microscopic scale. More importantly, welding causes severe localized pitting in AI 21 95 samples. 
Figure 3 shows severe localized pitting along the PMZ in a AI 21 95 weld. Note the fine equiaxed 
region with the extensive amount of cathodic second phase adjacent to the severely corroded 
PMZ. Note the attack proceeding into the base material and the textured pancake structure. This 
localized attack was typical of AI 21 95 welds and was not observed in AI 221 9. Figure 4 shows 
the HAZ region in AI 21 95. Note the hot cracking and porosity . Autogenously welded AI 21 95 
samples were more susceptible to attack than heterogeneously welded AI 21 95 samples 
because there were microtears in the partially melted zone of autogenous samples. 
Autogenously welded AI 221 9 samples were less susceptible to corrosion than autogenously 
welded AI 2195 samples because alloy 2219 is designed to "backfill' any flaws that form with 
copious amounts of eutectic liquid. Heterogeneously welded samples in both materials had high 
corrosion rates, but only the AI 2195 material was subject to localization of attack. The partially 
melted zones of AI 21 95 samples were subject to severe, focused attack. In all cases, 
interdendritic constituents in welded areas and intergranular constituents in base material were 
cathodic to the al rich matrix materials. AI 221 9 samples were subject to crevice corrosion. 
Biologically active media (an inoculation of 30 cc of KFC water in a 1OOOcc mild corrosive water test 
unit) greatly increased the corrosion rate in the single 2195 sample studied. Galvanic studies 
show both organic and inorganic zinc primers protect grit blasted AI 221 9. The inorganic zinc 
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primer studied was very sensitive to coating procedure. AC Impedance studies show that the 
pore resistance (rp) and charge transfer resistance (rt) of the organic zinc coating increase rapidly 
with time. 
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INTRODUCIION 
The lateral solute segregation that results from a curved solid-liquid 
interfact=' shape during steady state unidirectional solidificz i b n  of a binary 
alloy system has been studied both analytically and numerlLally by 
Coriell, Boisvert, Rehm, Sekerka (1). The system under their study is a two 
dimensional rectangular system. However, most real growth systems are 
cylindri r i l  systems. Thus, in a previous study(2) we have followed Coriell 
etc. fmnalism and obtained analytical results for lateral d u t e  segregation 
for an uimuthal symmetric cylindrical binary melt system during steady 
state solidification process. The solid-liquid interface shape is expressed as 
a serk$ combination of Bessel functions. 
progx -.Y. has been developed to simulate this lateral sokit 
In this study a computer 
segregation. 
FORMALISM 
In this section we present the basic equation and boundary condition 
used in this calculation. The diffusion equation for an azimuthal system is 
Where D is diffusivity of solute in the liquid, V is the velocity of 
solidification,c',r', z',w' are dimensional solute concentration, radial and 
axial coordinates, and interface thickness. The boundary conditions are 
Where k is distribution coefficient. The variables can be 
nondimensionalized by letting c=c'/co, r=r'/R, z=z'/R, w=w'/R and p=V R/D 
where R is radius of the ampule. The diffusion equation and the boundary 
conditions become 
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In the limits of very small p, by using variable separation method, 
equation (5) can be solved to give 
* 112 
-q1+(1+(2a/b)  ] z 
( 9 )  + A ’ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  c (r ,z)= A J o( ar )e 
From boundary condition C(r,Z=O0)=l, We have A’=l 
= O  at r = l  ac(r ,z>  
From boundary condition ar , We have 
let un be the zeros of Jl(a), where 
2 112 
[I+(? 1 
By using p(n) to denote 
00 n 
n=l to infinite. 
The general solution is 
In 
There is another boundary condition which needs to be satisfied, i.e. 
The solid-liquid interface shape is assumed to be parabolic &2 and 
is expressed as a series combination of Bessel function, Le. 
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dw(r> 
dr Assume both w(r) and 
concentration at the interface to be 
to be small, We obtain the solute 
This shows that the solute concentration in the solid at the 
interface is a function of w(r), p and k. 
NUMERICAL CALCULATIONS AND RESULTS 
The results obtained from these calculations show that 
(1) The solute concentration at the interface at r= 0.7 which were 
calculated by using the general expression eq (11).with n from 1 to i is 
denoted by 
expression eq(15).with n from 1 to i is denoted by c4j The results in 
figure 1 show that if we have include more than 40 terms in the 
calculations, the two expressions give almost exact results. 
analytically show that the compositional segregation in the solid is 
proportional to the deviation of the interface from planarity. The 
proportional factor being the product of p and (1-k). The solute 
concentration at the interface Csi(X) calculated by using the general 
expression and by using the approximate expression for a small p 
agree very well.The results for p =0.173, k=4 and 6 = 0.05, 0.1, 0.2, 
0.375 and 0.4 are calculated and the result for 6 =0.375 is shown in 
figure 2.The results of c l j  were calculated by using the general 
expression eq (11) with n from 1 to 89, while the results of c2j 
calculated by using the approximate 
c3j. The same value calculated by using the approximate 
(2) .The solute concentration in the solid at the interface obtained 
limit 
were 
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3. 
4. 
5. 
expression eq(15) with n from 1 to 89. 
The results in figure 3 show that the solute concentration at the 
interface C d X )  is linearly proportional to the amplitude of the interface 
shape deviation at both x=O, the center of the interface and x=l, the 
edge of the interface for p =0.125665", 1.256639 and 12.56637. 
Theseresults are calculated by using ;he approximate expression 
eq(l5)which is valid for small 
be reconsidered. 
The results in figure 4 show that the solute concentration at the 
interface CdX) for different interfacc lmplitudes all have the same 
shape as a function of its radius. 
In table 1, for various values of k, p, and 6, we give the solute 
concentration at the interface CdX) in the solid at x=o and x=l. These 
results have similar p and k depencg-: :? as that in table 1 in ref 1. 
p . The results for fl =12.56637 need to 
I 1 I I 
6 I 0.375 
1 .an 
1 
9 - -  
0.999 
1 
0 40 60 
I 
Figure 1. Caption see text. 
'i 
Figure 2. Caption see text. 
Figure 3. Caption see text. Figure 4 Caption see text. 
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. 
'd(0) 'd(I) 1 [ B  k -  4.3.14 
6 Cd(0) 
k -  . B  
4-3.14 
0.1 0.01 0.05 0.9972 
0.1 0.01 0.1 0.9944 
0.1 0.01 0.2 0.9887 
0.1 0.01 0.3 0.9831 
0.1 0.01 0.4 0.9775 
0.1 0.01 0.5 0.9719 
0.1 0.01 0.6 0.9662 
0.1 0.01 0.7 0.9606 
0.1 0.01 0.8 0.95498 
0.1 0.01 0.9 0.9494 
n i  nni  1 n (19417 
CLlC 1 1 
1.003 
1.006 
1.011 
1.017 
1.022 
1.028 
1.034 
1.039 
1.045 
1.05 
i nsti. 
0.1 0.1 0.05 0.973 1.027 
0.1 0.1 0.1 0.9459 1.025 
0.1 0.1 0.2 0.8918 1.109 
0.1 0.1 0.3 0.8378 1.164 
0.1 0.1 0.4 0.7837 1.218 
0.1 0.1 0.5 0.72% 1.273 
3.1 0.1 0.6 0.67553 1.328 
1.1 0.1 0.7 0.62145 1.382 
1.1 0.1 0.8 0.5674 1.437 
1.1 0.1 0.9 0.5133 1.491 
1.1 0.1 1.0 0.4592 1.546 
k- ' 'd(0) 'd(1 
4-3.14 
2 0.01 0.05 1.0029 0.99' 
2 0.01 0.1 1.0058 '.>9< 
2 0.01 0.2 1.0117 0.981 
2 0.01 0.3 1.0175 0.98: 
2 0.01 0.4 1.0233 0.971 
2 0.01 0.5 1.0292 97 
2 0.01 0.6 1.0350 0.915 
2 0.01 0.7 1.0408 0.95; 
2 0.01 0.8 1.0467 0.95 
2 0.01 0.9 1.05:: 7.94 
2 0.01 1.0 1.05bJ '5.94 
6 csico, CSi(1) 
B k -  
4-3.14 
10 0.01 0.05 1.0204 0.977 
10 0.01 0.1 1.0408 0.954 
10 0.01 0.2 1.0815 0.908 
10 0.01 0.3 1.1223 0.862 
10 0.01 0.4 1.163 0.817 
10 0.01 0.5 1.2038 0.771 
10 0.01 0.6 1.2445 0.725 
10 0.01 0.7 1.2853 0.679 
10 0.01 0.8 1.3260 0.633 
10 0.01 0.9 1.3668 0587 
10 0.01 1.0 1.4076 0.542 
Table 1 .  Solute segregation for solid-liquid interface 
various values of k, p, and 6 
b RFEHiENCEs 
CdC 1) k- ' 6 C  4.3.14 
2 0.1 0.05 1.01. 0.979 
2 0.1 0.1 1.0326 0.958 
2 0.1 0.2 1.0652 0.916 
2 0.1 0.3 '8 0.873 
2 0.1 0.4 1 . 1 ~ ~ 5  0.831 
2 0.1 0.5 1.163 0.789 
2 0.1 0.6 1.1957 0.747 
2 0.1 0.7 1.2283 0.705 
2 0.1 0.8 1.2609 0.663 
2 0.1 0.9 1.2935 0.62 
2 0.1 1.0 1.3261 0.578 
k -  
4-3.14 
10 0.1 0.05 1.0481 0.905 
10 0.1 0.1 1.09627 0.809 
10 0.1 0.2 1.1925 0.619 
8 CSi(0) Csic1; 
B 
10 0.1 0.3 1.2888 0.428 
10 0.1 0.4 1.385 0.237 
10 0.1 0.5 1.4814 0.047 
10 0.1 0.6 1.5776 -0.144 
1.0 0.1 0.7 1.6739 -0.335 
10 0.1 0.8 1.7701 -0.525 
10 0.1 0.9 1.8664 -0.716 
10 0.1 1.0 1.9627 -0.907 
shape w(r)= t i 2  for 
1 .  Coriell, S. R., F. Boisvert, R. G. Rehm, and R. F. Sekerka, "Lateral Solute 
Segregation During Unidirectional Solidification of a Binary Alloy with a 
Curved Solid-Liquid interface", Journal of Crystal Growth 54, 167, 198 1 
Solidification of Solid Solution Semi-conducting Alloy", NASA CR 162051, ed. 
by Karr, G. R., Barfield, J., and Kent, M., pXLI 1-20, Aug. 1982. 
2. Wang, J. C., "Investigation of Compositional Segregation During Unidirectional 
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INTRODUCTION 
To obtain high quality crystals, it is desirable to maintain a diffusion-limited transport 
process and a planar solidification surface between the solid and the melt during the crystal 
growth process. Due to the presence of buoyancy-driven convection, however, this situation is 
difljcult to maintain on Earth. The microgravity environment of an orbiting space laboratory 
presents an alternative worth pursuing. With reduced pvity,  convection is very much suppressed 
in a space laboratory, making the environment more conducive for growing crystals with better 
quality. 
However, a space laboratory is not immune from any undesirable disturbances. Non- 
uniform and transient accelerations such as vibrations, g-jitters, and impulsive accelerations exist 
as a result of crew activities, space vehicle maneuvering, and the operations of on-board 
equipment. Measurements conducted on-board a U. S. Spacelab mission showed the existence of 
vibrations in the frequency range of 1 to 100 Hz. (See Ramachandran, Baugher, and Rogers, 
“Acceleration Environment on the Space Shuttle and Its Impact On Thenno-Solutal Fluid 
Mechanics,” ASME Winter Annual Meeting, 1993). It was reported that a dominant mode of 17 
Hz and harmonics of 54 Hz were observed and these were attributed to antenna operations. The 
vibration is not limited to any single plane but exists in all directions. Some data fiom the Russian 
MIR space station indicates the existence of vibration also at this frequency range. 
It is known [Refs. 1-10] that vibration can exert substantial influence on the fluid flow and 
heat transfer characteristics, such as changing the local or total heat transfer rate, affecting the 
transition from conduction heat transfer to convection, and fiom laminar flow to turbulent flow. It 
can also change the boundary layer thickness thus affecting mass transfer. Hence the presence of 
vibration will have negative impact on achieving the dffision-limited process in a space 
laboratory. 
This report summarizes the work conducted at NASA MSFC during the tenure of the 
1994 Summer Faculty Fellowship Program. It consists of two parts: a brief summary of an 
extensive literature search and review on vibration convection; and the results of a numerical 
study of vibration convection in an enclosure under zero gravity. 
REVIEW OF LITERATURE ON VIBRATION C O ” I O N  
An extensive literature search has been conducted on vibration convection studies 
conducted for the past three decades. Although most works reported in the open literature are 
included, the emphasis has been on works conducted in the former Soviet Union. It was found 
that the Russians have conducted quite extensive studies, and an analytical method has been 
developed for studying high frequency vibration convection. A brief summary of the review is 
given below. Two areas covered in this summary are the effects of vibration on fluid stability, and 
vibration effects on convection in fluid-filled enclosures. 
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Stabilitv of Fluid Laver 
Stability of fluid layers subject to vibration modulation has been the subject of analytical 
and experimental studies for many years. Most analyses were conducted using the linear 
perturbation method. In the Russian studies, a time-averaged method has been used for flows with 
high frequency vibrations. This method, first proposed by Zenkovskaya and Simonenko pef.  111, 
utilizes a time-averaged quantity to represent the effects of vibration acceleration. Closed form 
solutions were obtained under certain conditions. Problems studied include vibration convection 
in a rectangular cavity mef. 121, vibration convection in a cylindrical cavity [13], flow about a 
unifonnly heated cylinder [14] and others. It was found that vibration modulation can alter the 
stability criteria. Implications to fluid behaviors under zero gravity were also made. Detaiied 
description of this method, its development and application can be found in the treatises of Refs. 
15 & 16. 
Experimental studies of stability were conducted by Zavarykin et al. [Refs. 17, 181 for 
fluid layers subject to heating and vibration. In their experiments, the stability of a vertical and a 
horizontal fluid layer were studied when subject to vibrations. Results indicate that vertical 
vibration can suppress convection instabilities in fluid layers that are vertically stratified in 
temperature. The results also indicate that vibration excitations in the horizontal direction can 
destablize the fluid. These results support the predictions obtained from analyses. 
Vibration Convection In An Enclosure 
Early experiments conducted by Forbes, Carley and Bell Epef. 41 showed that heat transfer 
rate for a liquid-filled vertical rectangular enclosure is enhanced when sinusoidal vibration is 
applied. Their experiments indicated the existence of a resonant frequency, near which the 
enhancement is the strongest. Similarly, Ivanova and Kozlov [19] applied vibrations to a 
horizontal cylindrical layer under convection and reported the existence of three flow regimes 
based on vibration intensity. Effects of transient vibrations were studied by Ivanova who 
conducted an experiment to study cooling of fluids between two concentric cylinders [Ref. 201. 
As the frequency of vibration reaches a certain range, phenomena such as resonance and 
the change of heat transfer modes may occur. These phenomena, usually transient and highly non- 
linear, cannot be analyzed using the linearized methods. Full equations must be used and 
numerical solutions are usually required. Studies of vibration convection in an enclosure have 
provided sigdcant insight into these complex phenomena. Heat transfer rate across the enclosure 
walls, given in terms of the average Nusselt number, has been used as a direct measure of the 
intensity of interactions between vibration and convection. 
The existence of synchronous, sub-harmonic and relaxation oscillations which resulted 
from the non-linear interaction of vibration and convection has been studied by Gresho and Sani 
[6].  Numerical studies of this phenomenon were conducted by Yurkov [Re& 21,221, by Biringen 
& Danabasoglu [23] and others. Most recently, a numerical simulation of Vibration convection in 
a two-dimensional cavity was conducted by Fu and Shieh [24] which covered a wide range of 
vibration fiequencies. Their study also covered several Merent values of residual @;ravity 
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including zero gravity. Their results showed the existence of different flow regimes confirming the 
findings of the Russians mef. 251. A summary of these results are given below: 
0 The key parameters of vibration convection are the Prandtl number, the vibration frequency, 
and the Grashof number (G). 
0 The effect of vibration is more prominent in frequency variations than in amplitude variations. 
The effect of viiration reaches an asymptote at high frequencies. 
0 There exists a resonance regime for which heat and mass transfer are greatly enhanced. 
Figure 1. shows the variation of the average Nusselt number vs. vibration frequency for a 
fluid-filled cavity subject to sinusoidal vibrations in the direction normal to the temperature 
gradient. Figure l(a) is f?om mef. 251, while figure le) is from [Ref. 241. A quick analysis of the 
data f?om Ref. 24, indicates that the resonance f?equency could be in the range of 1 to 100 &. 
2 3 l0gW 
Q1 3 4.0 
3.0 
Ro-0.0 2-ok C=lO b 
1 .o 
(a) W 
Figure 1. Results of Past Studies 
A"MERICAL STUDY OF 
VIBRATION CONVECTION 
To demonstrate the effects of vibration on convection in a weightlessness environmenf a 
numerical simulation of a crystal growth cell was conducted using a two-dimensional fldd-illed 
cell. This cell is subjected to a lateral temperature gradient and a vertical sinusoidal viiration 
Fluid flow and heat transfer rates were obtained for a wide range of vil'bration fkquencies. Results 
of the numerid simulation demonstrate the complex processes Occurring inside the cell, and 
supports the existence of resonance regime and the high fieqmcy asymptotes as were reported in 
ReEr. 24 and 25. 
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Non-Dimensional Eauations 
The basic equations for analysis are the equations for an incompressible fluid with 
Boussinesq approximation. Casting in non-dimensional form using a characteristic velocity based 
on thermal diffision, a, and the length of the cell, L, we obtain the following equations 
(3) 
Here 8, P, U, V, and 5 are non-dimensional variables. Other parameters are Pr the Prandtl 
Number, Ra the Rayleigh number, G the Gmhof Number, and o the non-dimensional circular 
fiequency. Here we have assumed that the sinusoidal vibration is imposed in the vertical (Y) 
direction, same as the residual acceleration. Figure 2 depicts the domain of calculations. 
Solution Method 
Equations (1-4) are solved numerically using the NASA developed two-dimensional Finite 
Difference Navier-Stokes solver (FDNSZD). A finite difference mesh of 3 1 by 3 1 are used to 
calculate flow properties in the interior of the cavity. The quasi-static condition was used as the 
initial condition and transient solutions were obtained for different vibration frequencies using a 
time marching technique. Iterations at each time step is used to ensure convergence. 
Figure 2. Rectangular Cavity Figum 3. Results of Current Study 
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RESULTS & DISCUSSIONS 
Numerical calculations were conducted for air (Pr = 0.7) in a cavity of 1 cm squared in a 
zero gravity environment (Ra = 0). The vibration acceleration is applied in the Y-direction while a 
temperature difference of 100 k is maintained between the walls at X=O, and X=l as shown in 
Figure 2. Results of numerical calculations are shown in Figures 3 through 5 for the case of G = 
lO+4. From the variation of Nusselt number as shown in Figure 3, it is evident that several 
different flow regimes exist as vibration frequency changes. This variation follows the same trend 
as shown in Figure I ,  supporting the findings of previous studies. The resonance frequency 
obtained here is within the range as predicted in Ref. 24. 
Figure 4 shows the variation of the average Nusselt number as a hnction of time for six 
different vibration fiequencies. These curves showed the strong interactions between convection 
and vibration at different frequencies. At low vibration frequencies, as shown in Fig. 4 (a), the 
flow is oscillatory at twice the vibration frequency. At intermediate vibration frequencies, shown 
in Fig. 4 (b), instability has set in and multiple frequencies showed up. As the frequency increases 
firther resonance is reached. As shown in Fig. 4 (c), the flow showed large variations in Nusselt 
number. At even higher frequencies, as shown in Figs. 4(d) and (e), a transition period occured 
with oscillations of multiple frequencies. At extremely high frequencies, as shown in Fig. 4(Q, 
high frequency vibration convection is established. The flow settles rapidly after an initial response 
to the vibration. The Nusselt number peaked first then levels off to its asymptote. 
Details of the flow field can be shown by plotting the stream functions, the isothetms, and 
the velocity vectors at different stages of its development. Shown in Figure 5 are the plots for a 
high frequency vibration convection (o = 1400). Figure 5(a) shows the stream fbnctions (left 
row), the isotherms (middle row), and the velocity vectors (right row) of the first two cycles. 
Figure 5(b) shows the same after 10 cycles of vibrations. Notice the thin thermal boundary layers 
near the isothermal walls which cause the Nusselt number to peak. Figure 5(c) shows the M y  
developed flow which has reached the asymptote. 
(a) a=2 .  
-. =I .-- 
(d) (o = 90. - =I 
-I 
- (c) a = 30. -1 -1 (b)o=20. 
(e) (o = 170. (f)a=soo. 
-- - I 
Fig. 4. Time Variation of Nusselt Number at Different F ~ q u e n ~ i e ~  
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Fig. 5.  Stream Functions and Isotherms of High Frequency Vibration Convection 
CONCLUSIONS & RECOMMENDATIONS 
The following conclusions were obtained f?om the literature search and review: extensive 
effort in vibration convection study has been conducted for the past few decades; results indicate 
strong effects of vibration on cowection, especially at reduced graxiv, a timeaveraged method 
has been developed and used extensively in the study of vibration convection at high hquencies. 
From a numerical simulation of vibration convection in an enclosure, it was concluded 
that: different type of flow regimes exists for different vibration frequencies; a resonance regime 
exists with enhanced heat and mass transfer, the fluid flow approaches an asymptote at high 
viiration fiequencies. 
Results of this study strongly support the findings of other researchers. To assess the 
impact of vibration on crystal growth on orbit, quantitative information would be needed. It is 
recommended that krther studies be conducted covering a wider range of Grashof number; that 
properties of a typical liquid metal be used; and that non-zero residual gravity be added. This will 
not only provide better understanding of the behavior of liquid melt in space but also provide 
necessary guidelines for the planning of ground experiments. Theoretical studies of the resonance 
phenomenon will also add to our understanding of this interesting and complex phenomenon. 
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Introduction 
Electrophoresis has been used for the separation of particles, ions and molecules 
for a number of years. The technology for separation and detection of the results has 
many applications in the life sciences. One of the major goals of the scientific 
community is to separate DNA molecules and intact chromosomes based upon their 
different lengths or number of base pairs. This may be achieved using some of the 
commercially available and widely used methods, but these processes require a 
considerable amount of time. The challenge is to achieve separation of intact 
chromosomes in a short time, preferably in a matter of minutes. 
The Biophysics Branch of the Marshall Space Flight Center has been doing 
electrophoresis research for several years. Recently the research effort has focused on 
macromolecules, particularly DNA. Electrophoretic mobilities of various DNA 
molecules have been determined using new technology. The research team has worked 
with agarose and polyacrylamide gels; chambers made from microslides, glass, and 
plastics; various buffer systems; ac and dc fields; and advanced technology for imaging 
and videotaping of various sizes of DNA in Brownian motion and under the effects of an 
electric field. This has been accomplished by using epifluorescence, a CCD camera with 
an image intensifier, an image analysis system, and a research microscope (1). 
many advantages over more conventional methods. Separation of DNA and 
chromosomes has required the use of gels. A large portion of the science of modem 
electrophoresis is devoted to understanding and controlling the formation of types of gels. 
However, the use of these gels has not been easily adapted to on-line sample applications, 
detection, quantification or automated operation. This type of electrophoresis has been 
for a number of years a powerful but manual-intensive methodology (2). 
The technology for capillary electrophoresis (CE) has developed rapidly and has 
Capillary electrophoresis has been used to separate various types of biologicals 
including purine bases and nucleosides (3), drug related impurities (4), amino acids, 
human urine, peptides from the tryptic digestion of egg white lysozyme, and the 
components of a one kilobase ladder of DNA in agarose solutions (5). Entangled 
polymer solutions have been employed as a mesh for separating DNA restriction 
fragments ranging in size from 72 to 1353 base pairs (6). Grossman and Soan have used 
CE to study the orientation effects on the electrophoretic mobility of the tobacco mosaic 
virus in free solution (7). This brings us to a brief discussion of the advantages of 
capillary electrophoresis and, therefore, the technique of choice for this research. Some 
of these advantages are as follows: sample requirements of only 2 to 4 nL, time 
requirements of only 10 to 40 minutes; high resolution of sample species; reproducibility 
is gxeatly enhanced with only about 0.5 percent error; sensitivity in the picomoles range; 
no molecular weight limitations enabling separation of smaller substances from complex 
macromolecules; capillary conditions may be mild with the use of mobile phases usually 
ranging from slightly acidic to slightly basic buffers and certain organic solvents and 
denaturing agents may be added, compatibility with biological systems provides for 
recovery of more than 95 percent of original enzymes and their immunological activities; 
instrumentation for CE may be programmed for semi-automated or fully automated 
operation; complete spectrum may be measured after a single injection; and minimal 
reagent consumption is a decided advantage(8). 
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Experimental Section 
The current task at MSFC and the Biophysics Branch has focused on the type of 
instrumentation, safety, power requirements, systems interface, detection methods, 
sample injection methodology, buffer systems, sample handling, and recording of results 
for capillary electrophoresis studies. A Model 78514 absorbance detector was obtained 
from Applied Biosystems, Inc. A high sensitivity optical cell assembly supplied by L.C. 
Packings, San Francisco, CA, includes a CE cell, a fused silica capillary, 75 pm inside 
diameter and 280 pn outside diameter, coated externally with polyimide, and a reference 
cell. The analytical length of the capillary is 122 cm, 100 cm from the injection end to 
the detector cell and 22 cm to the outlet buffer. The Zcell has a light path of three 
millimeters. The KSI lo00 Series 100-5 power supply is capable of delivering 100 kV of 
dc power and is connected to the anode by using standard sparkplug wires and terminals. 
These terminals on the anode side were mounted into a custom one-quarter inch 
plexiglass capillary holder especially designed to hold the capillary in place under load. 
Since power requirements may range up to 40 kV and 90 PA, a plexiglass cover for the 
entire terminal and connection assembly was designed and custom built for safety 
shielding at the inlet buffer electrode. The capillary holder, connectors, terminals and 
safety shielding assemblies were designed by Percy Rhodes and David Donovan and built 
by Campbell Engineering of Huntsville, AL. Grounding is provided by direct mount to 
the absorbance detector chassis and by connection directly into the laboratory electrical 
system ground. A Fluke model 87 multimeter was connected for in-line monitoring of 
the system. A Kipp and Zonen chart recorder was connected to the detector output for 
recording results. 
Conditioning of the capillary was required before system interfacing and full 
operation of the unit could be tested. To reduce the amount of direct handling of the 
capillary and possible breakage, two to three centimeters of a glass capillary was epoxy- 
welded as a sleeve over both ends. The glass sleeve allowed us to attach a piece of small 
rubber tubing between an eighteen guage hypodermic needle on the syringe and the fused 
silica capillary. The capillary was purged by pumping 1M NaOH for thirty minutes with 
a syringe pump. The operating buffer of choice, 0.1 M Tis-HC1 (pH 8.05, conductivity = - 4800 pmhos), was then flushed through the capillary. Tests for absorbance detection 
were made using 20 mM sodium phosphate at pH 2.5. Before the system could be fully 
operational and brought under load, further cell conditioning was necessary. The cell 
optics in the detector were burned in by illumination with the deuterium lamp for forty- 
eight hours at a wavelength of 200 nanometers. 
with a 0.22 pm pore size. All fluids were filtered before introduction into the capillary. 
Sample injection was achieved by using 10 kV of power to enable the sample to flow into 
the tube on the anode side by electroosmosis. A biotinylated protein molecular weight 
standard which is prepared for use with gel electrophoresis was used initially for 
detection. In addition, egg white lysozyme was prepared and run in the CE system. A 
Hewlett-Packard Model 8452 W-VIS Spectrophotometer with computer interface was 
used to provide electropherograms of the buffers and sample prior to the CE runs. 
Buffer preparation was carefully controlled by using distilled water and filtration 
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Results and Discussion 
We fully expected to experience a "learning curve" with these experiments, but, 
overall, the results have been somewhat disappointing. Over a period of about three 
weeks we have experienced several problems relative to the detection equipment and the 
system as a whole, but particularly with the CE-cell. Some of the problems are listed 
below. 
1. initial fdling of the capillary 
2. erratic results with absorbance detection 
3. current unstable 
4. amount of current inconsistent with calculated theoretical values 
5.  small current spike 
6. baseline drift 
7. electropherograms show unreliable and inconsistent results 
8. possible thermal problems 
9. bubbles in the capillary under load 
10. sample injection methodology 
The first attempt at filling the capillary provided evidence of a problem with the 
CE-cell. Initial tests of the capillary system under load of 20kV produced a current of 
between 0.9 pA to 29.0 pA. These results were inconsistent with the calculated values of 
60-80 pA while using the high conductivity Tris-HC1. Upon examination of the capillary 
with a dissecting microscope, an obstruction was observed about ten centimeters from the 
inlet buffer end. This section of the capillary was sacrificed and the system was tested 
again under load. Subsequent tests provided excellent results which were consistent with 
the calculated theoretical values. We were able to run the protein molecular weight 
standard and record the results on the chart recorder. However, the results of several 
experiments conducted under the same conditions were unacceptable. Changes in the 
buffers and sample injection were made. There was some evidence of bubbles in the 
system. Degassing of all buffers and sample is now standard operating procedure. 
These precautions eliminated some of the problems we were experiencing, however, the 
baseline noise or drift continued to be a serious area of concern. Finally, we determined 
that the CE-cell was defective. At the time of this report the cell has been returned and a 
new one is being provided by the company. 
Recommendations for Further Research 
Sample injection may be accomplished in a number of ways, but the 
recommendation is the one used by Grossman and Soan. A vacuum of 5 in Hg is applied 
to the cathodic electrode reservoir for two or three seconds while the inlet end of the 
capillary is immersed in the sample solution (6). On-column detection seems to be the 
method of choice for high resolution electropherograms (5 )  (9) (10). Strege and Lagu 
have also obtained higher resolution electropherograms with the use of coatings of 
polyacrylamide on the inner surface of the capillary (1 1). Various buffer systems may be 
used for better results and cooling of the capillary will eliminate problems which may be 
thermally induced. Finally, we recommend tests with various samples including the 
tobacco mosaic virus, lambda DNA, DNA ladders, deproteinated chromosomes of the 
yeast S. cerevisae and intact chromosomes of S. pombe. 
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Introduction 
Crystallization of proteins is a prerequisite for structural analysis by x-ray 
crystallography. While improvements in protein crystals have been obtained 
in microgravity onboard the U.S. Space Shuttle [l], attempts to improve the 
crystal growth process both on the ground and in space have been limited by 
our lack of understanding of the mechanism(s) involved. Almost all proteins 
are crystallized with the aid of a precipitating agent. Many of the common 
precipitating agents are inorganic salts. An understanding of the role of salts 
on the aggregation of protein monomers is key to the elucidation of the 
mechanism(s) involved in protein crystallization. In order for crystallization 
to occur individual molecules must self-assoaate into aggregates. Detection and 
characterization of aggregates in supersaturated protein solutions is the first 
step in understanding salt-induced crystallization. Laser light scattering [2], and 
more recently neutron scattering [3], have provided evidence for the presence 
of aggregates supersaturated protein solutions. However, each of these 
methods is severely limited in their ability to make direct measurements of the 
concentration of discrete aggregate species present in a polydisperse solution. 
Light scattering experiments, costly in both equipment and time, are further 
impaired by their reliance upon clean solutions for accurate measurements. 
This is an impediment for protein crystal growth experiments, often requiring 
supersaturated solutions, by their very nature unstable and subject to 
particulate (i.e. crystalline) contaminations. 
We have used a dialysis kinetic technique to study the role of sodium 
chloride on the aggregation process of hen egg white lysozyme. This dynamic 
dialysis technique is based upon the fact that the flux of protein molecules 
across a porous barrier is proportional to the size, diffusivity and the 
concentration difference across that barrier. By analyzing the flwc at which 
protein molecules cross a semipermiable membrane the concentrations of 
discrete aggregates can be calculated. Using this method we have determined 
the aggregate distribution of lysozyme in supersaturated solutions of varying 
salt content. A model incorporating the unusual protein chemistry of 
lysozyme has been developed to model the aggregate distribution. The 
aggregate distributions of the solutions have been compared to face growth rate 
measurements allowing identification of the growth unit. 
Materials and Methods 
Materials . Hen egg white lysozyme was purchased from Calbiochem. All 
buffer components, except sodium phosphate monobasic (Fisher-Scientific 
Company), sodium chloride and 70% gluteraldehyde were all reagent grade 
from Sigma Chemical Company. Cellulose ester dialysis tubing was from 
Spectrum. Electrophoretic reagents, standards, and precast gels were from 
Pharmacia. Lysozyme was dissolved and dialyzed against distilled water 
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overnight to remove salts and buffers. It was then re-dialyzed against l%(w/v) 
NaCl(0.1M NaAc, pH 4.0). All working solutions were stored in a water bath at 
20OC until used. To prepare protein in 3%(w/v) NaCl (0.1M NaAc, pH 4.0), 
equal volumes of the working solution and 5%(w/v) NaCl (0.1M NaAc, pH 
4.0). Lysozyme concentrations were determined using an A(l%, 281.5nm.)= 
26.4 on a Varian DMS 200 W-VIS spectrophotometer. 
Cross-linking . The preparation of covalently cross-linked lysozyme was 
prepared by the addition of 200 mL of 70% gluteraldehyde to 5 mL of 20 mg/mL 
lysozyme in 3%(w/v) NaCl (0.1M NaAc, pH 4.0) was allowed to react for five 
minutes before it was loaded onto a 115 x 5 cm size exclusion column of G-50 
Sephadex running at 0.2 mL/min. Fractions were collected and analyzed by 
sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) on 
Pharmacia’s PhastSystem using the recommended protocols. The samples were 
dialyzed against distilled water and lyophilized for storage. 
Didusis Kinetics . The dialysis kinetics apparatus has been described 
previously [4 and 51 so only pertinent items will discussed. Briefly, the 
polydisperse protein solution was placed inside of a custom made dialysis bag 
with a membrane with a molecular weight cut-off (MWCO). Aggregates with 
molecular weights larger than the MWCO cannot escape the bag. In order to 
overcome the osmotic back flow which results in buffer flowing inside of the 
bag during the first 10 minutes of a run pressure was kept on the bag using a 
syringe. The dialysis bag was placed inside of a thermostated beaker within 
which water was circulated, via a circulating bath, in order to maintain the 
temperature at 200C. Approximately 115 mL of buffer, also kept at 2OoC, was 
placed in the beaker for each run. The external buffer solution was circulated 
through an ISCO Model 229 W-VIS detector monitoring the absorbance at 
281.5 nm. The output voltage of the detector was recorded using an NB-MIO- 
16X multi-purpose acquisition board in a Macintosh II cx computer running 
LabView. 
Results 
Dezleloarnenf of a dimerization model. In order for this technique to be 
successful we must be certain of which aggregates are retained in the dialysis 
bag and which can escape through the pores. Our approach was to prepare 
standard solutions of aggregates of hen egg white lysozyme. The aggregates 
were cross-linked with gluteraldehyde and then separated on a G-50 size 
exclusion chromatography column. The purity of the aggregates was checked 
with SDS-PAGE which separates proteins by their molecular weights. The flux 
of purified dimer from a 25K MWCO dialysis membrane was found to be 0.15 
sec-1 in 1% NaCl (pH 4.0,O.lM NaAc). This is about 30% of the monomer flux 
rate of 0.50 secl in the same buffer. 
Knowing this we constructed a model which describes the total flux, Ftot, 
from the membrane to be composed of monomer concentration, [MI, times the 
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flux of the monomer, Fmono plus the dimer concentration, [D] times the flux of 
the dimer, Fdber. 
Since Fmono and Fdimer are known to be 0.50 sec-1 and 0.15 sec-l respectively 
and Ftot can be measured we can get monomer and dimer concentrations 
fromthe following equilibrium: 
K1 
2M <----> D Eq. 2 
where K1 is equal to: 
PI Eq. 3. 
[MI 
K ,  = 
Assuming that the total concentration is composed of monomers and dimers 
we can obtain K1 estimates by measuring the total flux, Ftot, and using non- 
linear least squares regression analysis (MINSQ) to vary the monomer and 
dimer concentrations until an optimum fit is obtained. 
FZux rate measurements and estimation of dimerization constant. The 
total flux from a 25K MWCO dialysis membrane was measured at four different 
salt concentrations. These flux measurements were found to vary significantly 
with the supersaturation level of the solution (Fig. 1). 
(D 
0 
x 
0 1 2 3 4 5 6 7  
Supersaturation (C/S) 
Figure 1. Flux measurements as a function of supersaturation. 
Using the dimerization model the value of K1 was estimated (Table 1) and 
the goodness of fit was tested by a graph of the calculated flux vs. the observed 
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flux. As expected the model fit the data well at low protein concentrations. 
However, at high concentrations the observed flux showed large curvature 
indicating the presence of higher ordered species. Since our initial model only 
allows for monomers and dimers we would not expect good agreement when 
higher aggregates are present. 
Table 1 .  Equilibrium Constants for 1 ->2 Pathway 
Solubility 
% NaCl (mg/mL) [GI  K1 R2 
1 > loo  2.4844 0.99728 
3 7 .14  98.09 0.987 19 
4 2.43 290.39 0.98840 
5 1.69 526.15 0.98012 
There was a dramatic increase in KI at salt concentrations greater than 3% 
NaCl. Since the solubility of lysozyme decreases with increasing salt 
concentration the supersaturation levels are higher for higher salt 
concentrations. However, the increase in KI was not linear with the solubility 
or with the salt concentration. Instead it increased exponentially with salt 
concentration above 3% NaC1. The most obvious conclusion from the data in 
Table 1. is that the salt is driving the aggregation process. 
Conclusions 
The simple model we have used assumes that the first step in the 
aggregation process is the formation of a dimer from two monomers. Using 
this model we have determined equilibrium constants for this step which 
allows us to calculate monomer and dimer concentrations. When we compare 
how the dimer concentrations vary over a given supersaturation range we see 
an increase in the amount of dimer. In fact the profile of the dimer 
concentration parallels the profile of measured 110 face growth rates 171. In 
contrast, the monomer concentrations level out at supersaturations wher the 
crystal is going at a significant rate. This leads one to assume that aggregates, 
and not monomers, are responsible for the growth of the crystals. Also, the 
high level of aggregated species in solutions which lead to crystal growth must 
affect both the nucleation and growth mechanisms. 
It is recommended that future efforts be directed toward the development 
of a model which incorporates more aggregation steps. Of particular interest is 
the next step which could be a) the formation of trimers from a dimer and a 
monomer or b) the formation of tetramers from two dimers. Both of these 
scenarios have been seen in aggregating biological systems. In order to 
determine this critical next step it will be necessary to use a 50K MWCO 
membrane which allows trimers, if present, to escape. 
b 
c 
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Additional improvements in the purification of the cross-linked 
aggregates is necessary to allow characterization of dialysis membranes more 
easily and accurately. Knowing the escapable units for each MWCO is a 
requirement for development of appropriate models and determination of 
equilibrium constants for each step in the pathway up to a critical nucleus. 
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INTRODUCTION 
Weather forecasting has been called the second oldest profession. To do so accurately and 
with some consistency requires an ability to understand the processes which create the 
clouds, drive the winds, and produce the ever changing atmospheric conditions. 
Measurement of basic parameters such as temperature, water vapor content, pressure, 
windspeed and wind direction throughout the three dimensional atmosphere form the 
foundation upon which a modern forecast is created. Modern technology in the form of 
automated observing stations, Doppler radar, and space borne remote sensing have 
provided forecasters the new tools with which to ply their trade. 
One of the latest additions to the forecasters resources is found high over the earth, some 
in geosynchronous orbits above the equator. The newest of these Geosynchronous 
Operational Environmental Satellites (GOES) is GOES 8 which will become operational in 
October of 1994. It has the ability to scan the entire disk of the earth each half hour, 
producing imagery in both visible and infrared (IR) wavelengths. These images are familiar 
to anyone with a television, as they are shown during every weather segment of the local 
news to point out fronts, thunderstorms, and even areas of nice weather. For research 
scientists and professional meteorologists, imagery fiom all channels, not just visible, are 
of importance. The IR channels provide information about the location and amount of 
such atmospheric variables such as water vapor, ozone, and carbon dioxide. Of particular 
interest here, is water vapor. It is invisible to the naked eye, as it is to the visible channels 
of the meteorological satellites. But, water vapor content of the atmosphere is one of the 
variables that forecasters need to produce accurate forecasts. For example, the orientation, 
temperature, height and depth of the warm moist region of air flowing into a squall line is 
used to predict whether or not the squall line will generate severe weather and tornadoes. 
So, given its invisibility, how can we use satellite imagery to help determine the location 
and amount of the water vapor in the atmosphere? 
THE PLANCK CURVE AND BASIC RADIATIVE TRANSFER 
In 1901, Max Planck derived his famous hnction (the Planck fbnction, of course) which 
for a blackbody at a given temperature relates radiance to wavelength. If you have a 
blackbody at a specific temperature, and are interested in the radiance at a particular 
wavelength, the Planck fbnction gives it to you. If, however, you have the wavelength and 
the radiance, you can determine the blackbody temperature by manipulating the fbnction. 
In this manner, IR data is converted to temperature. Assume for a moment that there were 
no impediments to 'seeing' the radiance of the earth. Earth has a maximum radiance at 
about 15 microns because of its average temperature of 255". So, if we had a sensor 
which viewed the earth at 15 microns, it would see some given radiance. Knowing the 
wavelength (15 microns) and the observed radiance, we could compute the skin 
temperature of the surface of the earth. The lower the radiance, the lower the temperature 
and vice versa. And this can be done for each wavelength because the relationship 
between wavelength and temperature is unique. 
Unfortunately, there are contaminants in the atmosphere which act as impediments when 
observing the earth, and the energy which reaches the satellite is diminished by them. The 
atmosphere will tend to attenuate the radiance of the earth and this will yield artificially 
low temperatures. The attenuation can be corrected as the atmosphere, with a few 
noteworthy exceptions, is a fairly consistent mix of gasses. Water vapor is one of those 
exceptions and it absorbs mightily in the IR regions of the spectrum. There are some 
windows in this region, though, and sensors on the meteorological satellites take 
advantage of them. But even in these windows, attenuation due to water vapor occurs. 
The transmittance, or ability to transmit radiation, varies with the water vapor content: the 
more water vapor, the more attenuation. This relationship between attenuation and water 
vapor content, plus the varying effects of the water vapor content at different wavelengths 
can be used to determine the actual amount of water vapor in the atmosphere. 
COLUMN-INTEGRATED WATER CONTENT 
Many schemes have been proposed to determine the water content in a column of air as 
observed fiom space. One such scheme refined by Jedlovec' is known as the Physical Split 
Window (PSW) method. It makes use of the temperature values found in the 11.2 and 
12.0 micron wavelengths, the so called Physical Split Window. While the wavelengths are 
very close together, they react differently when observing through water vapor. By 
comparing the resultant temperatures fiom these wavelengths to a first guess temperature, 
a determination of the derived column-integrated water content (IWC) can be made. 
Making use of the PSW method in data gathered experimentally over Florida and over the 
South Central United States, Guillory and Jedlovec2 retrieved IWCs over the region, 
v e e n g  their accuracy with values more conventionally determined. 
Since GOES 8 carries sensors which observe in the same wavelengths, one should be able 
to use the same technique to determine IWC over large areas. Typically, water vapor 
content is determined fiom radiosonde data. However, the radiosonde launch rates are 
decreasing yearly due to budget constraints. Additionally, there are huge regions of the 
earth's surface which are covered by ocean that rarely if ever are probed by radiosondes. 
Using the PSW technique, reliance upon radiosonde data is greatly reduced. Because 
GOES 8 can produce soundings every half hour, IWC retrievals can be made almost 
anytime, anywhere. 
Almost, because the PSW method requires clear cloud free line of sight fiom the sensor to 
the ground. Cloud contamination is a significant problem for several reasons. Thick clouds 
result in IWC retrievals fiom the top of the cloud to the top of the atmosphere (TOA), 
instead of fiom the ground to the TOA. Secondly, thin cirrus clouds absorb radiance fiom 
the ground, and radiate at colder temperature, artificially decreasing the radiance seen by 
the sensor. This in turn yields erroneous IWC values. Low fair weather cumulus fields 
whose clouds are smaller than sensor resolution produce erroneous values, but their 
deviation fiom actual values is not well known. 
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CLOUD FILTERING AND DATA COLLECTION 
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A scheme was needed to filter those cloud pixels from the image. Early in the research, we 
decided that only satellite data could be used, that is, no temperature fields (forecast or 
actual) were allowed in the cloud filtering method. 
In a paper by Hayden3, a method for cloud filtering was suggested and was used as a 
starting point for the scheme. But first, data had to be gathered. Using McIdas, imagery 
from several days was examined. Values for temperatures were made in three IR 
wavelengths: 3.9, 11.2 and 12.0 microns, the split window wavelengths. The first, 3.9 
microns, is much less affected by the water vapor content of the atmosphere than are the 
split window wavelengths of 11.2 and 12.0 microns so can better give a reasonable 
surface temperature. In addition to the IR channel data, brightness counts in the visible 
channel were made. These data were collected at one hundred locations in the image and 
stored in a data file. The data file was then loaded into a spread sheet program, and 
examination began. In all, nine separate samples were made, three each from 26 July 1994 
at 15Z, 18Z and 212. 
RESULTS 
After much manipulating and messaging, the data began to yield a pattern. It was noticed 
that the cirrus clouds could be detected if 11.2 micron temperature was less than 265%. 
Mid level clouds could be found by using the difference in temperature between the 11.2 
and the 12.0 microns, and applying an empirically derived threshold value. Finally, values 
were calculated for the difference between the temperature at 3.9 and 1 1.2 microns, and 
3.9 and 12.0 microns. The difference of these values was related to the presence of cloud. 
These data are represented in figure 1 below 
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Figure 1.  
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Values which have a visible brightness counts greater than a threshold value of 80 are 
assumed cloudy, while those less than 80 are assumed clear. The cloudy pixels are given a 
value of 10, while the clear pixels are valued at -10 (the second data points). The 
difference temperatures between 3.9 and 11.2 microns (first points in the key) vary greatly 
ranging from -15 to +25, while the difference temperatures between 11.2 and 12.0 (third 
set of data points) vary only slightly between about -3 to +4. Note that the key indicates 
that there is an arbitrarily selected scalar subtracted from each of these difference 
temperature values. This shifts the curve downwards in the graph for esthetic reasons so 
that the clearkloudy determination follows the convention of the visible brightness values- 
that is clear is negative, cloudy positive. 
The last set of points is the test selection criteria using the cloud filtering scheme. The test 
works as follows: 
The pixel is determined to be a cloud if any of the following are true: 
Temperature at 1 1.2 microns is colder than 275% 
Difference between 3.9 and 1 1.2 micron temperature > -5 
Difference between 1 1.2 and 12.0 micron temperature is <O 
Otherwise, the pixel is clear. 
These values are depicted as the last data point, and given a value of - 12 if clear, and +12 
if cloudy. 
Once the test was applied to the data in the spreadsheet, any conflicts between what the 
test determined and what the visible imagery said was clear or cloud was examined in the 
original imagery. Pixel addresses were saved along with data, and these allowed a close 
inspection of the data point in question. Occasionally, some of the visible imagery data 
was determined to be clear or cloudy contrary to the brightness value cutoff of 80. For 
example, thin cirrus over the water was rarely seen as cloudy at that cutoff value, because 
the underlying water was very dark. This had the effect of darkening the thin cirrus. In 
these cases, correct values (+lo or -10) were inserted into the database overruling the 
automatic cloud determination mechanism. 
The test worked correctly in 96 of the 100 cases for this date and time group. This was 
consistent with the other eight cases. Errors occurred primarily in the ability of the test to 
determine low cumulus fields. The small cumulus clouds are quite frequently smaller than 
the resolution size of the imagery, which has the effect of raising its brightness count 
above the threshold value of 80. Since the cloud is low, the temperature in all of the IR 
channels is very close to that of the surface, and consequently is not selected in the test. 
Examination of figure 1 shows two such cases- visible data says that point 2 and point 5 
are cloudy, while the test shows it to be clear. On the other hand, the test excelled in 
selecting cirrus clouds. Of all of the ‘corrections’ inserted into the original database, by far 
the greatest number were for cirrus and thin cirrus. The test correctly selected each case of 
thin cirrus clouds. 
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CONCLUSION AND FURTHER CONSIDERATIONS 
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The test seems to be able to determine clear or cloudy pixels with a consistency greater 
than 94% for these cases. By carefully selecting threshold values for use in the test it 
appears that automatic cloud filtering is possible. 
Additional data needs to be examined, as there is a variability in the threshold values which 
appears dependent upon solar angle and consequently surface heating. This would also 
indicate that there should be sigdicant seasonal variations for northern (southern) 
latitudes where solar insolation varies most extremely. Thus, seasonal data sets as well as 
different time of day data sets should be collected so that those threshold values can be 
determined. 
Once those values are determined and verified to an acceptable level, construction may 
begin on a map which would act as a mask to overlay an image. This could allow a 
determination of areas which are clear or cloudy. Since a version of the PSW routine has 
been written for use with McIdas, integration of such a mask in the routine could allow 
the retrieval of IWC without the need for careful time consuming individual pixel 
examination as is now required. 
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