On the diffusion in inhomogeneous systems by Heidernätsch, Mario
On the diffusion in inhomogeneous
systems
von der Fakulta¨t fu¨r Naturwissenschaften der Technischen Universita¨t Chemnitz
genehmigte Dissertation zur Erlangung des akademischen Grades
doctor rerum naturalium
(Dr. rer. nat.)
vorgelegt von Mario Heiderna¨tsch, M. Sc.
geboren am 6. Juni 1983 in Karl-Marx-Stadt, jetzt Chemnitz
eingereicht am 29.07.2014
Gutachter: Prof. Dr. Gu¨nter Radons
Prof. Dr. Christian von Borczyskowski
Tag der Verteidigung: 29.05.2015
Bibliographische Beschreibung
Dokumentenart Dissertation (in englischer Sprache), 2014
91 Seiten, 24 Abbildungen, 148 Literaturzitate
Titel On the diffusion in inhomogeneous systems
Autor Mario Heiderna¨tsch
Ort Fakulta¨t fu¨r Naturwissenschaften, Technische Universita¨t Chemnitz
Referat
Ziel dieser Arbeit ist die Untersuchung des Einflusses der stochastischen Interpretation der
Langevin Gleichung mit zustandsabha¨ngigen Diffusionskoeffizienten auf den Propagator des zu-
geho¨rigen stochastischen Prozesses bzw. dessen Mittelwerte. Dies dient dem besseren Versta¨ndnis
und der Interpretation von Messdaten von Diffusion in inhomogenen Systemen und geht einher
mit der Frage der Form der Diffusionsgleichung in solchen Systemen. Zur Vereinfachung der
Fragestellung werden in dieser Arbeit nur Systeme untersucht die vollsta¨ndig durch einen orts-
abha¨ngigen Diffusionskoeffizienten und Angabe der stochastischen Interpretation beschrieben
werden ko¨nnen.
Dazu wird zuna¨chst fu¨r mehrere experimentell relevante eindimensionale Systeme der jeweilige
allgemeine Propagator bestimmt, der fu¨r jede denkbare stochastische Interpretation gu¨ltig ist.
Der analytisch bestimmte Propagator wird dann fu¨r zwei exemplarisch ausgewa¨hlte stochasti-
sche Interpretationen, hier fu¨r die Itoˆ und Klimontovich-Ha¨nggi Interpretation, gegenu¨bergestellt
und die Unterschiede identifiziert. Fu¨r Mittelwert und Varianz der Prozesse werden die drei we-
sentlichen stochastischen Interpretationen verglichen, also Itoˆ, Stratonovich und Klimontovich-
Ha¨nggi Interpretation. Diese systematische Untersuchung von inhomogenen Diffusionsprozessen
kann zuku¨nftig helfen diese Art von, in genau einer stochastischen Interpretation, driftfreien
Systemen einfacher zu identifizieren.
Ein weiterer wesentlicher Teil der Arbeit erweitert die Frage auf mehrdimensionale inhomo-
gene anisotrope Systeme. Dies wird z.B. bei der Untersuchung von Diffusion in Flu¨ssigkristallen
mit inhomogenem Direktorfeld relevant. Obwohl hier, im Gegensatz zu eindimensionalen Sy-
stemen, der Propagator nicht allgemein berechnet werden kann, wird dennoch der Einfluss der
Inhomogenita¨t auf Messgro¨ßen, wie die mittlere quadratische Verschiebung oder die Verteilung
der Diffusivita¨ten, bestimmt. Anhand eines Beispiels wird auch der Einfluss der stochastischen
Interpretation auf diese Messgro¨ßen demonstriert.
Schlagworte
Diffusion, Inhomogenita¨t, Langevin Gleichung, multiplikatives Rauschen, Fokker-Planck Glei-
chung, Anisotropie, Flu¨ssigkristalle, Statistische Analyse, Verteilung von Diffusivita¨ten
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Abstract
The aim of this thesis is to investigate the influence of the stochastic interpretation of the
Langevin equation with state-dependent diffusion coefficient on the propagator of the related
stochastic process, or its averages, respectively. This helps to obtain a deeper understanding
and to interpret measurement data of diffusion in inhomogeneous systems and is accompanied
with the question of the proper form of the diffusion equation in such systems. To simplify the
question, in this thesis only systems are considered which can be fully described by a spatially
dependent diffusion coefficient and a given stochastic interpretation.
Therefore, for several experimentally relevant one-dimensional systems, the respective gen-
eral propagator is determined, which is valid for any possible stochastic interpretation. Then,
the propagator for two exemplary stochastic interpretations, here the Itoˆ and Klimontovich-
Ha¨nggi interpretation, are compared and the differences are identified. For mean and variance
of the processes three major interpretations are compared, namely the Itoˆ, the Stratonovich and
the Klimontovich-Ha¨nggi interpretation. This systematic research on inhomogeneous diffusion
process may help in future to identify these kind of, in exactly one stochastic interpretation,
drift-free systems more easily.
Another important part of this thesis extends this question to multidimensional inhomoge-
neous anisotropic systems. This is of high relevance, for instance, for the research of diffusion
in liquid crystalline systems with an inhomogeneous director field. Although, in contrast to
one-dimensional systems, the propagator may not be calculated generally, the influence of the
inhomogeneity on measurement data like the mean squared displacement or the distribution of
diffusivities is determined. Based on one example, also the influence of the stochastic interpre-
tation on these quantities is demonstrated.
Keywords
diffusion, inhomogeneity, Langevin equation, multiplicative noise, Fokker-Planck equation, anisotropy,
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1.1. Diffusion in inhomogeneous systems
Diffusion or the thermally driven random motion of single particles or of single molecules in
a fluid is the dominant transport process on very small length scales. This jittery motion of
individual particles on microscopical scale was, at first, well documented by Brown [1] and, thus,
named Brownian motion. On the macroscopic level, if no active transport processes like flow or
turbulence are present, the Brownian motion leads to a net particle flux from regions of high
particle concentration to regions of low particle concentrations. The first who put this into a
phenomenological law was Fick [2]. He stated that the particle flux J(x, t) is proportional to
the gradient of the concentration
J(x, t) = −Dc∂c(x, t)
∂x
, (1.1)
with the proportionality factor Dc, the diffusion constant. Furthermore, he connected the change










Nevertheless, it took some time until Einstein [3] and von Smoluchowski [4], independently from
each other, derived this law from thermodynamic principles and, thus, gave it a solid theoretical
background.
Furthermore, the diffusion pathway of individual molecules can be interpreted as a stochastic
trajectory and described via statistical means. Hence, Einstein [3] was able to connect the mean





[x(t+ τ)− x(t)]2〉 = 2dDcτ , (1.3)
where d is the dimensionality of the process, e.g. d = 3 for a three-dimensional trajectory,
and 〈. . . 〉 denotes an average over an ensemble of many particles. Furthermore, he showed
the relation between diffusion coefficient Dc, the Stokes-friction of a spherical particle and the





Here, kB is the Boltzmann constant, T the temperature, η the viscosity of the surrounding
liquid and R the particle radius. Although, these laws apply in many real systems, there are
some severe restrictions on these systems in order that these laws are valid. Thus, the diffusing
particles or molecules should be well approximated by a sphere as well as the surrounding liquid
molecules. Hence, the particles diffuse in an isotropic liquid. Furthermore, the viscosity, the
temperature and the molecular size of the liquid molecules have to be homogeneous and, thus,
independent of the position. And finally, the system must not driven by external forces. If any
of these restrictions does not apply, theses laws may not be valid anymore.
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A huge class of such systems, where the classical diffusion laws are questioned, are inhomo-
geneous systems [5–7]. Thereby, the source of the inhomogeneity may be manifold and ranges
from an inhomogeneous temperature field [8–10] to locally varying viscosity due to the vicinity
of a boundary [11–14], due to confinement of the liquid [15, 16], or due to immiscible liquids
with different viscosities [17, 18]. In those systems, the diffusion coefficient Dc is not a simple
constant anymore, but depends on the position of the diffusing particle. Thus, it is a state-
dependent diffusion coefficient [19]. Such a spatially varying diffusion coefficient may also be
used to describe the Brownian motion in other complex systems like heterogeneous porous media
[20–22] or biological tissue, e.g. protein diffusion in bacterial [23] and eukaryotic cells [24].
With the progressing development of experimental methods, it is nowadays also possible
to obtain the paths of individual particles or of single fluorescent dye molecules using video-
microscopy on very small time and length scales. For instance, the observation and the analysis
of two-dimensional trajectories obtained by single particle tracking (SPT) methods are already
successfully applied to biological systems [25–27] or to understand the microrheological proper-
ties of complex liquids [28, 29]. Furthermore, recently also the observation of three-dimensional
paths becomes feasible [30–33]. In such experiments, usually, the mean squared displacement is
measured in order to obtain the diffusion coefficient, although, already advanced methods like
the distribution of diffusivities [34–36] exist, which allow to quantify the diffusion coefficients in
heterogeneous systems, involving more than one diffusion coefficient.
Regardless of the method, which is used to measure the local diffusion coefficients, the exact
form of the diffusion equation is not a priory known in inhomogeneous systems. The same
holds for the stochastic differential equation (SDE), i.e. the Langevin equation, which describes
the stochastic motion of the particles, since the state-dependence of the diffusion coefficient
automatically leads to multiplicative noise and, thus, to the question of the stochastic inter-
pretation of the Langevin equation. In order to obtain a deeper understanding of the influence
of the stochastic interpretation of the Langevin equation and, related, of the influence of the
different possible forms of the diffusion equation with state-dependent diffusion coefficient, one
main part of this thesis focuses on the calculation of the propagator and the averages of several
example processes and this for the very first time simultaneously for any possible interpretation
of the Langevin equation. The regarded model processes are drift-free and differ only in their
stochastic interpretation, this allows to identify the influence of the stochastic interpretation on
the propagator and on the averages of the process. And furthermore, it allows prospectively
to distinguish the form of the diffusion equation in inhomogeneous systems with help of these
quantities. Additionally, many of the presented methods to calculate the general propagator
for Langevin equations with state-dependent diffusion coefficient may also be applied to other
systems which are not considered in this thesis and, thus, this thesis may also be used as a guide.
1.2. Diffusion in inhomogeneous anisotropic systems
A single diffusion constant Dc is also not sufficient to describe the temporal behavior of the
concentration in systems where the diffusion is direction dependent. This may be caused, for
instance, by an ellipsoidal shape of the diffusing particle or molecule [37] or by a direction
dependent viscosity of the surrounding liquid, i.e. an anisotropic medium [38]. Hence, such
anisotropic diffusion processes may be observed in many different systems such as liquid crystals
[39–41], porous media [20, 21, 42, 43], or in biological tissue [44–46], where the anisotropy
originates, e.g. from aligned filaments in cells [47, 48].
If the anisotropy is homogeneous, i.e. independent of the position, the system may still be
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·D · ∂c(x, t)
∂x
(1.5)
and, thus, with help of a constant diffusion tensor D. The diffusion tensor includes information
about the diffusion coefficients along the principal axes of the system and their orientation.
Figure 1.1.: Schlieren texture of a nematic liquid crystal recorded with polarized light microscopy
(left, image from [49]) and undulation texture of a cholesteric liquid crystal recorded
with fluorescence confocal polarizing microscopy (right, image from [50])
Of course, in many real world systems the anisotropy is not homogeneous, especially the
orientation of the principal axes of diffusion are not constant in real systems. This inhomogeneity
in the orientation is easily observed in liquid crystalline systems, where the local orientation
of the liquid crystal molecule is also reflected by the inhomogeneous textures observed via
polarized light microscopy [49]. Here the birefringence property of the liquid crystal molecules
is used, which is also found for other aspheric molecules like polymers. Two examples of such
inhomogeneous orientations are found in Fig. 1.1 where the local orientation of the liquid crystal
molecules is visualized with help of polarized light microscopy. Using fluorescent dyes [34, 40, 41]
or colloidal particles [51, 52], it is nowadays possible to measure spatially resolved diffusion in
such inhomogeneous anisotropic systems.
Like in inhomogeneous isotropic systems, the form of the diffusion equation with state-
dependent diffusion tensor is not a priory clear. This is aggravated by the fact that also the
analytical computation of the propagator in such higher dimensional partial differential equa-
tions (PDEs) is often not possible. Nevertheless, in this thesis three experimentally relevant
systems with a state-dependent diffusion tensor are investigated. And for one out of the differ-
ent possible stochastic interpretations of the corresponding Langevin equation, namely the Itoˆ
interpretation, also analytical predictions for the behavior of the mean squared displacement
and the distribution of diffusivities are presented. Furthermore, it is established that the dis-
tribution of diffusivities in such inhomogeneous anisotropic systems may be used to determine
the eigenvalues of the diffusion tensor independently of the stochastic interpretation. Finally,
for one example also a second stochastic interpretation is examined, namely the Stratonovich
interpretation, and its influence on the MSD and other averages is presented.
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1.3. Outline of this thesis
This thesis is organized as follows. In Chap. 2, Sec. 2.1 and 2.2, a brief recall is given about
the stochastic description of diffusion processes. This is followed in Sec. 2.3 and 2.4 with an
overview over the problems and questions which arise with a state-dependent diffusion coefficient
and which approaches already exist and may be used to answer the questions. After that, in
Sec. 2.5 a brief excursion to anisotropic systems with state-dependent diffusion tensor is given.
The chapter ends with a short recapitulation of experimental methods to measure diffusion
processes.
In Chap. 3 several examples of one-dimensional systems with state-dependent diffusion co-
efficient are presented. Here for the very first time a general propagator is calculated, which
is valid for any possible stochastic interpretation and compared with the respective measured
propagator from simulations. The chapter ends with an example where an explicit propagator
is only found for the Stratonovich interpretation of the respective Langevin equation. However,
in this Sec. 3.4 is demonstrated how averages for other stochastic interpretations can still be
predicted.
In Chap. 4 inhomogeneous anisotropic systems with state-dependent diffusion tensor are con-
sidered. Here the influence of the stochastic interpretation is only investigated for one example,
presented in Sec. 4.2. But for all examples, interpreted in Itoˆs sense, the temporal behavior of
the mean squared displacement and of the distribution of diffusivities is predicted by analytical
means and compared with results from simulations.
Finally in Chap. 5, the main results of this thesis are summarized and open questions and
suggestions for future research on this topic are given.
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The diffusion pathway of individual molecules can be interpreted as a stochastic trajectory and
described via statistical means. Under certain conditions it is possible to give the related proba-
bility density function of such trajectories and, thus, predict averages of this stochastic process.
In this chapter the theoretical bases are introduced, which are used in Chap. 3 and Chap. 4 to
derive analytical predictions for certain heterogeneous diffusion systems. In Sec. 2.1 the used
nomenclature for the stochastic description is introduced very briefly. In Sec. 2.2 the connec-
tion between the path description and the probability density function (PDF) for homogeneous
diffusion processes is drawn. This is followed by Sec. 2.3 showing the difficulties which are intro-
duced by making the diffusion coefficient state-dependent and Sec. 2.4 which provides methods
to overcome these difficulties. In Sec. 2.5 the problem is extended to heterogeneous anisotropic
systems and some well chosen restrictions are explained, which help to derive analytical predic-
tions. Finally, in Sec. 2.6 some experimentally valuable methods are explained, which are used
to determine the coefficients which characterize the diffusion process, e.g. the diffusion constant
in homogeneous isotropic systems.
2.1. Nomenclature
If X ∈ R is a real random variable, p(x) defines its probability density function and the PDF
is normalized such that
∫
dx p(x) = 1, the expectation values of an observable of the random




Furthermore, the distribution of X may be characterized by the moments of the distribution
Mm = 〈Xm〉 =
∫
dxxmp(x) (2.2)
with m ∈ N0 and M0 = 1 the normalization. These moments may also be computed from the







here k ∈ R and i = √−1 is the imaginary unit. Thus, G(k) is the Fourier transform of



















with initial value M0 = 1 [53]. Furthermore, in case of one-sided PDFs and if all cumulants are


























Recently, Cottone and Paola [55] showed that also fractional moments can be computed from
the characteristic function via fractional derivatives. They obtained the fundamental relation
〈(±iX)γ〉 =
∫
dx (±ix)γp(x) = (Dγ±G) (0) (2.7)
for γ ∈ R and γ > 0. (Dγ±f) (x) denotes the Riemann-Liouville fractional derivative, defined as(Dn+ν± f) (x) def= (±1)n+1Γ(1− ν) dn+1dxn+1
∫ ∞
0
dξ ξ−νf(x∓ ξ) (2.8)
with γ = n + ν, ν ∈ R, 1 > ν > 0 and n ∈ N0. Here Γ(x) denotes the gamma function.
The signs at both equations have to be treated carefully, in the original paper [55] the signs at
Eq. (2.7) are reversed. A simple test with an exponential distribution p(x) = θ(x) 1λ exp
(−xλ),
which has the fractional moments 〈(±iX)γ〉 = (±iλ)γΓ(1 + γ) and the characteristic function
G(k) = ii+λk , shows that the relations should take the form of Eq. (2.7). Here θ(x) denotes the
Heaviside unit step function. For the calculation of real-valued fractional moments the relation
〈Xγ〉 = iγ 〈(−iX)γ〉 can be used, also given in [55].
In case of probability density functions for X ∈ R+, the relation [56]
E [Xγ ] = (−1)bγc (DγL) (0), (2.9)
may be used, with L(k) =
∫∞
0 dx exp(−kx)p(x) the Laplace transform of p(x), γ > 0 and bγc












f (n)(x)− f (n)(x+ ξ)
ξ1+ν
(2.10)
with γ = n + ν, ν ∈ R, 1 > ν > 0 and n ∈ N0. Here, f (n)(x) denotes the derivative of order
n. It should be noted that the Marchaud fractional derivative also exists for functions growing
algebraically at infinity.
In this thesis, x(t) denotes the state of a stochastic process and p(x, t) its PDF. Hence, x(t)





denotes the average of an observable of the states given by an ensemble of trajectories at time
t. Furthermore, here only Markov processes are considered, i.e. memoryless processes, which
fulfill the Markov property and therefore the Chapman-Kolmogorov equation [58]. Thus, these
stochastic processes are completely defined by the transition probability density p(x, t|x′, t′).
Knowing the probability density p(x0, t0) of the process at time t0, it allows to compute the
probability density at any later times t > t0 via the propagator
p(x, t) =
∫
dx0 p(x, t|x0, t0)p(x0, t0). (2.12)
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Hence, p(x, t|x′, t′) acts as an integral kernel to the propagator. Nevertheless, in this thesis if
the propagator is referenced, the transition probability density p(x, t|x′, t′) is meant.
The moments of these stochastic processes can be computed according to Eq. (2.2) using the
PDF p(x, t). In case that only the propagator of a process is known, the conditional moments
can be calculated via
Mmx0(t0)(t) = 〈xm(t)〉x0(t0) =
∫
dxxmp(x, t|x0, t0), (2.13)
which describe the averages over an ensemble of processes which are all at t = t0 in the same
state x0. If the complete PDF at t = t0 is known, the conditional moments can be used to
calculate the general moments of the density p(x, t) via




dx0 〈xm(t)〉x0(t0) p(x0, t0). (2.14)
2.2. Theoretical description of homogeneous diffusion processes
The stochastic path of a d-dimensional homogeneous anisotropic Brownian motion can be de-
scribed by its propagator, which is a multivariate Gaussian distribution [19]
p(x, t|x′, t′) = (2pi)
− d
2√









Here D = OTDˆO is the positive definite and symmetric diffusion tensor, Dˆ = diag(D1, D2, . . . , Dd)
denotes its diagonalized form with the diffusion coefficients Di belonging to the principal axes,
and O is an orthogonal matrix, which describes the orientation of the principal axes relative to
the frame of reference. In case of isotropic diffusion D1 = D2 = . . . = Dd = Dc and, thus, the
propagator reduces to an univariate Gaussian distribution












Introducing for positional displacement r = x − x′ and for temporal displacement τ = t − t′,
both propagators of Eqs. (2.15) and (2.16) reduce to a Gaussian displacement distribution











which is homogeneous in space and time. These Gaussian displacement distributions are com-
pletely determined by their zero mean and their covariance Σ. Thereby, the covariance in the









where I denotes the unit tensor. If the process possesses a spatial heterogeneity, the displace-
ment distribution still depends on x′ and is not necessarily a Gaussian distribution. In general,
the process is also not time-translation invariant and, thus, depends additionally on t′.
If either the propagator or the displacement distribution is known, such a process can be
simulated by
x(t+ ∆t) = x(t) + r(x(t), t,∆t) (2.18)
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using discrete time steps ∆t and drawing r(x(t), t,∆t), e.g. from the displacement distribution
p(r,∆t|x(t), t). For homogeneous Brownian motion p(r,∆t|x(t), t) = p(r,∆t). Alternatively,
















D2, . . . ,
√
Dd). The vector ξ(t) = [ξ1(t), . . . , ξd(t)]
T
denotes Gaussian white noise in d dimensions with 〈ξ(t)〉 = 0 and 〈ξi(t)ξj(t′)〉 = δijδ(t−t′) ∀ i, j ∈
{1, 2, . . . , d}. This Langevin equation is an example of a stochastic differential equation, which
means that the outcome of an integration differs in each sample process. Despite of this, aver-
aging over different realizations of the process leads to well defined mean values and, thus, the
probability density p(x, t) of such processes can be found.
The probability density p(x, t) of the process given by the Langevin equation Eq. (2.19) evolves














where Dij are the elements of the diffusion tensor D. In the isotropic case the equation reduces
to the well known diffusion equation
∂
∂t




Using p(x, t = t′) = δ(x − x′) as initial condition, the Fokker-Planck equation can be used to
determine the propagator. In the case of Eq. (2.20), it gives the propagator of the homogeneous
anisotropic process Eq. (2.15) as solution and in the case of Eq. (2.21) it results in the propagator
of the homogeneous isotropic process Eq. (2.16), respectively. Furthermore, any of the three
descriptions, Langevin equation, Fokker-Planck equation, or propagator, is sufficient to describe
a Markovian diffusion process completely.
2.3. Isotropic systems with state-dependent diffusion coefficient
In case of a spatial dependent diffusion coefficient the situation is not that simple. Although
there exists a propagator and a Fokker-Planck equation which describes the system completely,
their mathematical form can not be determined from knowing of spatial dependency of the
diffusion coefficient and assuming that there exist no external drift. This problem is easily





2D(x)ξ(t) = g(x)ξ(t) (2.22)
is considered with the position dependent diffusion coefficient D(x) = 1/2 g2(x), which charac-
terizes the noise amplitude. Thus, the process is driven by multiplicative noise. In contrast to
homogeneous systems, where the Langevin equation Eq. (2.19) completely defines the propaga-
tor and the corresponding Fokker-Planck equation, in this case the information is incomplete
and the stochastic integration cannot be carried out without further information [59]. In order
to solve this stochastic integration the SDE can be discretized
∆x = g(x∗)∆W(t), (2.23)
12
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where ∆x = x(t+ ∆t)−x(t) and ∆t is the time increment. Here ∆W(t) denotes the increment





which satisfies 〈∆W(t)〉 = 0 and 〈∆W(t)∆W(t)T〉 = ∆t I. The position x∗ for g(x∗) can be
any value between x(t) and x(t+ ∆t), i.e.
x∗ = αx(t+ ∆t) + (1− α)x(t) (2.25)
with 0 ≤ α ≤ 1. In contrast to ordinary differential equations (ODEs) and SDEs with additive
noise, here different alpha lead to a different behavior of the process. Thus, only if α is defined,
the Langevin equation Eq. (2.22) is also defined properly. If the increments of the Wiener
process ∆W(t) are interpreted as small random pulses, the value α defines when the standard
deviation of amplitude of these pulses is determined. If α = 0, the amplitude is determined just
before the pulse, which corresponds to the Itoˆ interpretation of Eq. (2.22) [60]. Another well
known interpretation is the Stratonovich interpretation (α = 1/2) [61]. It occurs naturally, if
a nonlinear system is not driven by white noise ξ(t), but instead by some physical noise η(t),
which has zero mean and is correlated in time, i.e 〈η〉 = 0 and 〈ηi(t+ τ)ηj(t)〉 = δijfi(τ).
Here fi(τ) are arbitrary correlation functions which have finite correlation times τ
c
i , such that〈
η(t+ τ)η(t)T
〉
= 0 for |τ |  max(τ c1 , τ c2 , . . . , τ cd). For large times, such processes can be well
described by the Langevin equation Eq. (2.22) interpreted in the Stratonovich sense (α = 1/2)
and using white noise (c.f. [59]).
The differences in the various possible interpretations of the nonlinear SDE from Eq. (2.22)
are also reflected in their corresponding Fokker-Planck equations. When using the parameter






2D(x)ξ(t) = g(x)ξ(t) (α-Interpretation) (2.26)























In d = 1 dimensions it simplifies to
∂
∂t











where g′(x) is the derivative of g(x). From the form of the Fokker-Planck equation the term
α∂g(x)∂xi g(x) = f
α
i (x) is identified as a force or drift term. In literature this is known as noise
induced drift or ”spurious” drift [19, 62, 63]. Although for each nonlinear Langevin equation a
corresponding Fokker-Planck equation is found, provided the stochastic interpretation is given,











could either be the corresponding PDE for the density of the process
dx
dt
= g(x)ξ(t) (Itoˆ) (2.30)





g′(x)g(x) + g(x)ξ(t) (Stratonovich) (2.31)
interpreted in the Stratonovich sense. Thus, for a given nonlinear physical process the corre-
sponding Langevin equation is also ambiguous, despite some cases where the noise source is
properly characterized and has some finite correlation time which leads to Stratonovich inter-
pretation.
Although the question which value of α or which kind of interpretation is the proper one is
still part of current research [17, 18, 64–66], the scientific consensus [59, 67] is that
• The value of α is part of the model, or should be chosen on physical grounds.
• In experiments its more useful to measure the probability density, but this knowledge is
insufficient to infer the value of α, but the form of the Fokker-Planck equation can be
determined.
• The Stratonovich calculus usually applies in typical, continuous, physical systems, whereas
the Itoˆ calculus usually applies in systems which are intrinsically discontinuous, e.g. stock
exchange [68, 69] or the evolution of biological populations [70, 71].
Hence, one part of this thesis is to infer the form of the Fokker-Planck equation based on
the statistical analysis of typical trajectories under the assumption that no other drift than
the noise induced drift exists. Consequently, for the trajectories of the considered systems
there exists always a Langevin description without a drift-term, but with a specific stochastic
interpretation which is quantified by the value of α. Thus, in Chap. 3 some examples of one-
dimensional systems with state-dependent diffusion coefficient are examined and the impact of
the stochastic interpretation of the given drift-free Langevin equation on the propagator and on
moments of the process are shown. This may help in future to identify the proper Fokker-Planck
equation describing experimentally measured systems.
Although it is possible to identify the proper form of the Fokker-Planck equation by measuring
the temporal evolution of the probability density or the stationary density in the long-term
limit, only a few experiments try to tackle the question of the proper form of the Fokker-Planck
equation. Up to now, neither general research is done on this field nor several systems with
state-dependent diffusion coefficient are compared. Nevertheless, there are some experiments















as form of the Fokker-Planck equation [17, 18]. This form is hence denoted as Itoˆ form of the
Fokker-Planck equation, since it is the corresponding equation for the density of Eq. (2.22)
interpreted in the Itoˆ sense (α = 0). Here the right part of the equation uses the diffusion
coefficient D(x) = 1/2 g2(x) as abbreviation. These experiments were performed in a system
with a sharp interface between a low viscosity liquid and a high viscosity liquid, so that the
system is not continuous and the Itoˆ form is the natural consequence.
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There are also theoretical considerations [72, 73], experimental measurements [16, 64, 65, 74],


























Hence, this form is called Fickian form [2] or Klimontovich-Ha¨nggi [75, 76] form, since it is the
corresponding equation for the density of Eq. (2.22) interpreted with α = 1. Here, either a
viscosity gradient γ(x) or a temperature gradient T (x) is used to create the position-dependent
diffusion coefficient.
















but it is rarely used to describe inhomogeneous diffusion systems in experiments. In the literature
the Itoˆ form and the Klimontovich form are more present. Nevertheless, Smythe et al. [77] and
McClintock and Moss [78] showed the applicability of the Stratonovich calculus and Stratonovich
form of the Fokker-Planck equation to real nonlinear systems driven by physical noise in an
analog simulator.
2.4. One-dimensional systems with state-dependent diffusion
coefficient
2.4.1. Stratonovich case
Given a general one-dimensional Langevin equation with state-dependent drift and diffusion
coefficient interpreted in Stratonovich sense
dx
dt
= f(x) + g(x)ξ(t), (Stratonovich) (2.35)
the usual differential calculus can be applied to transform the equation to a different variable.
For instance, if a new variable x˜ = Φ(x) is introduced, the Langevin equation for x˜ is
dx˜
dt
= f˜(x˜) + g˜(x˜)ξ(t) (Stratonovich) (2.36)
with the new drift term f˜(x˜) = f(Φ−1(x˜)) ∂Φ∂x
∣∣




−1 is the inverse function of Φ. If a propagator of the transformed
variable is found, the propagator of the original Langevin equation can be found via back-
transformation x˜→ x.
2.4.2. Itoˆ case and calculation of moments
Given again a general one-dimensional Langevin equation with state-dependent drift and diffu-
sion coefficient but now interpreted in Itoˆ sense
dx
dt
= fˆ(x) + gˆ(x)ξ(t), (Itoˆ) (2.37)
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the usual differential calculus cannot be applied. Here Itoˆs-Lemma [60] has to be applied, which


























In can be seen that for a transformation function x˜ = Φ(x) =
∫ x
dx′ 1gˆ(x′) and gˆ(x) = g(x) the
transformed equations of the Itoˆ and Stratonovich cases coincide if fˆ(x) = f(x) + 12g
′(x)g(x).
Thus, also the original processes behave equally. The term 12g
′(x)g(x) is the noise induced drift
term (c.f. Sec. 2.3). Although a Stratonovich process provides the much simpler differential
calculus, the Itoˆ process also has a huge advantage, namely the independence of the stochastic
driving ξ(t) and the process itself x(t). This allows to give dynamical equations for the moments
directly from the form of the Langevin equation. Hence, considering the process from Eq. (2.37)
in discretized time
x(t+ dt) = x(t) + fˆ(x(t))dt+ gˆ(x(t))
√
dtξ, (2.39)
both sides of the equation can be averaged with knowledge of distribution functions. Thereby
the density p(x, t|x0, t0) can be used and, additionally, that ξ is a standard normally distributed
variable and independent from the first. And the first can formally be written as




dxn−2 . . .
∫
dx1
× p(xn, tn|xn−1, tn−1)p(xn−1, tn−1|xn−2, tn−2) . . . p(x1, t1|x0, t0) (2.40)
with ti = t0 + idt, dt =
t−t0
n and, thus, t = t0 + ndt. It should be noted that in the limit
n→∞, i.e. dt→ 0, the transition probability densities p(xi, ti|xi−1, ti−1) = p(x, t+ dt|x′, t) are
Gaussian distributed with mean x(t) + fˆ(x(t))dt and variance gˆ(x(t))2dt. Now by averaging the
left-hand side (lhs) of the Eq. (2.39) with p(x, t + dt|x0, t0) and the right-hand side (rhs) with
p(x, t|x0, t0)p(ξ) and using 〈ξ〉 = 0, the equation becomes


















is constant or fˆ(x) is only a linear function of x, then a solution can be found
and is the same as the deterministic solution. For instance, if ddt 〈x(t)〉 = a + b 〈x(t)〉, then
〈x(t)〉 = x0 exp(bt) + ab (exp(bt)− 1) using 〈x(t0 = 0)〉 = x0. It should be noted that the first
moment of the unbounded drift-free Itoˆ process, i.e. fˆ = 0, is constant.
Higher order moments can be treated as the average of an arbitrary function 〈Φ(x)〉 and, thus
































2.4.3. Drift-free, Stratonovich case




= g(x)ξ(t) (Stratonovich) (2.45)
the transformation x˜ = Φ(x) =
∫ x
dx′ 1g(x′) can be applied. Thus, g˜ = 1 and the transformed




which has the propagator









In consequence, the propagator of the original process is found via the back-transformation of
x˜ to x


















Any moments of the process can now be computed. Either, as usual, with the propagator
p(x, t|x′, t′) and knowledge of some initial distribution p(x′, t′) utilizing Eq. (2.12)




dx′xmp(x, t|x′, t′)p(x′, t′), (2.49)
or by using the inverse of the transformation function Φ−1(x˜) and the Gaussian propagator from
the Wiener process Eq. (2.47)








p˜(x˜, t|x˜′, t′)p˜(x˜′, t′). (2.50)
In both cases, by applying the transformation τ = t − t′ the propagator becomes independent
of t′ and for τ  Φ(x′)2 also independent of x′.
If g(x) is an even function, i.e. g(x) = g(−x), then all odd moments are equal zero. The proof
is simple, because if g(x) is an even function, then 1g(x) is also even and, thus, Φ(x) =
∫ x
dx′ 1g(x′)
is an odd function, i.e. Φ(x) = −Φ(−x). Consequently, its inverse Φ−1(x˜) is odd as well and
thus (Φ−1(x˜))m is odd, if m is an odd number. As consequence, the integration of Eq. (2.50) is
zero in these cases.
2.4.4. General, drift-free case
A drift-free system with state-dependent diffusion coefficient interpreted in a general α inter-
pretation (c.f. Sec. 2.3) is given by the Langevin equation
dx
dt
= g(x)ξ(t) (α-Interpretation). (2.51)
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)g′(x)g(x) + g(x)ξ(t) (Stratonovich) (2.52)
interpreted in the Stratonovich sense. Thus, by applying the transformation x˜ = Φ(x) =∫ x





)g′(Φ−1(x˜)) + ξ(t). (2.53)










∂x˜ . Thus, by introducing the potential V (x˜) = (
1
















Consequently, the transformed equation corresponds to the diffusion in a potential landscape.
The corresponding Fokker-Planck equation of Eq. (2.54) is
∂
∂t












p˜(x˜, t) = −LˆFPp˜(x˜, t), (2.55)











and the force f(x˜) = −∂V (x˜)∂x˜ . The normalized steady state solution of this density is found





exp(−2V (x˜)); Z =
∫
dx˜ exp(−2V (x˜)). (2.57)
The steady state exists if it is normalizable, i.e. Z =
∫
dx˜ exp(−2V (x˜)) is finite. For the













is obtained. This corresponds well to the known equi-
librium distributions of the original system peq(x) = p˜eq(Φ(x))
1
g(x) ∝ g(x)2α−2 [19].
By writing p˜(x˜, t) = N exp(−V (x˜))Ψ(x˜, t), with N a normalization constant, and substitute



















Ψ(x˜, t) = −HˆSΨ(x˜, t) (2.58)
is obtained, with the Hermitian operator
HˆS = exp(V (x˜))LˆFP exp(−V (x˜)) = 1
2
[







Hence, Ψ(x˜, t) describes a time-dependent wave function in a Schro¨dinger potential VS(x˜) =
f ′(x˜) + f(x˜)2 = V ′(x˜)2 − V ′′(x˜). Consequently, by introducing h(x˜) = Φ−1(x˜) and using the
potential V (x˜) = (12 − α) log (h′(x˜)) the Schro¨dinger potential becomes








With HˆS as a Hermitian operator, a general solution for Ψ(x˜, t) can be found in terms of an





with real eigenvalues λk ≥ 0 and real eigenfunctions ψk(x˜) satisfying the time-independent
Schro¨dinger equation HˆSψk(x˜) = λkψk(x˜). Furthermore, these eigenfunctions ψk(x˜) are or-
thonormal, i.e. ∫
dx˜ ψk(x˜)ψl(x˜) = δkl (2.62)
and satisfy the completeness relation∑
k
ψk(x˜)ψk(x˜
′) = δ(x˜− x˜′). (2.63)
For eigenvalue λ0 = 0 the equation HˆSψ0(x˜) = 0 has the solution
ψ0(x˜) = C exp(−V (x˜)) = Cψˇ0(x˜) (2.64)
with C a normalization constant and ψˇ0(x˜) the unnormalized eigenfunction. Thus, by setting
N = C and combining the transformation to the probability p˜(x˜, t) = N exp(−V (x˜))Ψ(x˜, t) =
ψ0(x˜)Ψ(x˜, t) and the eigenfunction expansion of Ψ(x˜, t) Eq. (2.61) the probability reads










2 is finite, then from the orthonormality
of the eigenfunctions follows ∫
dx p˜(x˜, t) =
∫
dx ψ20(x˜) = a0 (2.66)
and, hence, a0 = 1. In the limit t→∞ only the ground state ψ20(x˜) remains, which corresponds
to the equilibrium distribution p˜eq(x˜) = Z
−1 exp(−2V (x˜)), i.e. Z−1 = C2. In the limit t → 0,
the relation between the coefficients ak and the initial distribution p˜0(x˜) can be obtained from




via multiplying by ψl(x˜)ψ0(x˜) and integrating over x˜. Thus, with use of orthonormality of the eigen-







akδkl = al. (2.68)
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Hence, if the initial condition is given as a delta peak p˜0(x˜) = δ(x˜ − x˜0), then ak = ψk(x˜0)ψ0(x˜0) .
Consequently p˜(x˜, t|x˜0, t = 0) is given by





The formal solution to the original problem is found by the variable transformation x˜ → x,
which gives









And with initial condition p(x, t = 0) = δ(x− x0)












Due to the time-independence of g(x), this solution is time-translation invariant, i.e. also the
propagator solution p(x, t′ + τ |x′, t′) = p(x, τ |x′).
Without further knowledge of g(x) no additional information of p(x, t) can be given. However,
in chapter 3 some examples of one-dimensional systems with state dependent diffusion coefficient
are given using the method from above for solution.
2.5. Anisotropic systems with state-dependent diffusion tensor





2D(x)ξ(t) = g(x)ξ(t), (α-Interpretation) (2.72)
with the position dependent diffusion tensor D(x) = 12g(x)g(x)
T, the same rules as in the one-
dimensional case (c.f. Sec. 2.3) apply regarding the stochastic interpretation of the equation.
Using the α-interpretation as before, the different interpretations can be distinguished with help


















































































The Fickian form of Fokker-Planck equation
∂p(x, t)
∂t


























is also often used, especially for liquid crystalline systems [38, 79, 80]. This equation cannot
be gained by setting α = 1 and, thus, by interpreting the Langevin equation Eq. (2.72) in the
Klimontovich-Ha¨nggi sense, in contrast to the isotropic systems. For this purpose another drift


















follows this Fokker-Planck equation Eq. (2.76) and f
1
2









2.5.1. Restrictions to the considered systems and resulting simplifications
In this thesis some restrictions are imposed to the considered diffusion tensors in order to simplify
the equations and allow analytical predictions. The first simplification is that the diffusion
tensor has constant eigenvalues. Thus, it can be written as D(x) = OT(x)DˆO(x), with O(x) a
position-dependent orthogonal matrix and Dˆ = diag(D1, D2, . . . , Dd) a constant diagonal tensor
with the diffusion coefficients Di belonging to the local principal axes. This is easily motivated
with the background of tracer diffusion in liquid crystals [40, 51], where the direction dependent
viscosity is locally constant, but the orientation of the local principal axis changes with the
orientation of the liquid crystal, i.e. with its director. For a function F (x, t) of the process the

























Thus, for the general process Eq. (2.72) with force-term fi = f
α






























= 2xTfα(x) + 2 tr(D) + 2xTg(x)ξ(t) (2.80)
with tr(D) =
∑

































If now each of these equations is averaged over all possible realizations, the equations simplify a




for some arbitrary vector function h(x(t))
















can not be given without knowledge of the propagator of the process
x(t). But in the Itoˆ interpretation of the original Langevin equation Eq. (2.72), i.e. α = 0, the
force term vanishes and the equation for the mean absolute square is a simple ODE, which can








+ 2 tr(D)t. The same can be done for the projection xi(t)
and its square x2i (t), which yields the equations for the averages
d 〈xi(t)〉
dt







= 2 〈xi(t)fαi (x(t))〉+ 2 〈Dii(x(t))〉 . (2.85)
In consequence, for the Itoˆ interpretation of the Langevin equation Eq. (2.72) the mean of each
component is constant.
A further simplification can be done by assuming that the orientation change of the principal
axes of the diffusion tensor only happens along a single direction, i.e. D(x) = D(xi). This
means that the Langevin equation for this component reads
dxi(t)
dt




which can be expressed also by another Langevin equation
dxi(t)
dt







2Dii(xi). Here the fact that the sum of Gaussian variables with
different variances itself is a Gaussian variable with variance given by the sum of the variances of
the individual variables is used. Thus, the Langevin equation for this component can be treated
like the one-dimensional Langevin equations with state-dependent diffusion constant before (see
Sec. 2.4). Furthermore, with knowledge of the propagator of xi also the averages needed for the








2.6. Measuring diffusion processes
The methods available to determine the coefficients characterizing a diffusion process are as di-
versified as the experimental setups which provide the necessary data. It is usually distinguished
between ensemble methods and methods which measure on single particle/molecule level.
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One example for ensemble methods is fluorescence recovery after photobleaching (FRAP)
[82–85], where a small volume of a liquid which contains fluorescent dyes is bleached with help
of a strong laser pulse. Afterwards, the intensity of this volume is measured over time and
recovers slowly to the unbleached value due to invasion of dyes from the surrounding liquid.
Here the recovery time is connected to the diffusion constant of the surrounding liquid [83].
One last example for ensemble methods is the pulsed field gradient nuclear magnetic resonance
(PFG NMR) [86, 87], which measures the molecular motion with help of the echo signal of a
Hahn spin echo pulse sequence [88]. Here the attenuation of the spin echo signal, which results
from the dephasing of the nuclear spins due to translational motion and from the superposition
of localized gradient pulses, is used to measure the diffusive motion. The measured signal
attenuation in these experiments is the Fourier transform of the ensemble averaged propagator
[89–91].
In contrast to these ensemble measurements, methods which observe single particles or molecules
are of high relevance as well. Here one example is fluorescence correlation spectroscopy (FCS)
[34, 41, 92, 93], which measures the temporal correlation of fluorescence burst signal from single
dye molecules which diffuse through the small observation volume given by the laser focus. Here
the correlation time is connected to the diffusion constant of the surrounding liquid [94]. An-
other examples for single molecule observation are the methods of single particle tracking (SPT)
or single molecule tracking (SMT). In case of SPT it is usually referred to the optical tracking of
colloidal particles [13, 28, 95], in case of SMT it is referred to the tracking of individual fluores-
cent dye molecules [12, 14, 40] or in biological systems to the tracking of larger macromolecules
[25, 26, 96, 97] which are labeled via fluorescent dyes or quantum dots. In all cases, the stochastic
motion of the individual tracer is recorded and the statistical analysis of these trajectories reveals
the rheological properties of the surrounding liquid [28, 29]. Since these recorded trajectories
are representations of the underlying diffusion process, averages and distributions of ensembles
of the recorded paths (ensemble averages) or along a single path (time averages) are measured
in order to obtain all necessary quantities to describe the propagator of the process completely.
Hence, in many cases the knowledge of the diffusion constant is sufficient. Furthermore, the
statements about the propagator from single molecule/particle methods can be compared with
that from the ensemble methods in order to complete the picture of the observed process.
In this thesis, the focus is laid on the examination of an ensemble of trajectories and the
relation of measurable averages and distributions to the underlying propagator. Thus, in the
next sections some of the methods are explained which are able to obtain information of the
propagator.
2.6.1. Mean squared displacement
The most used and best known quantity for diffusion processes is the mean squared displacement











(xi(t0 + τ)− xi(t0))2
]
(2.88)
using the displacement variable r(τ, t0) = x(t0 + τ) − x(t0) and its absolute value r(τ, t0) =








(x(t+ τ)− x(t))2] . (2.89)
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In case of ergodic processes both quantities, in the limit of a large ensemble or a large integration
time, respectively, should be independent of the start time t0 and of the initial state x0. Thus,










If this is not the case the processes are non-ergodic.
In this thesis the ensemble averages are of interest and they can be computed directly from
the propagator p(x, t|x′, t′). By introducing the positional displacement r = x − x′ and the
temporal displacement τ = t− t′ , the propagator can be written p(x′ + r, t′ + τ |x′, t′). Since in
this thesis state-dependent processes are relevant, the propagators of these processes are time-
translation invariant and, thus, the propagator simplifies even more to p(x′ + r, τ |x′). In case
of homogeneous systems, e.g. the d-dimensional anisotropic motion Eq. (2.15), the propagator
is also translation invariant with respect to the position x′. Hence, it simplifies to p(r, τ). From
this simple displacement distribution, the expressions for the homogeneous anisotropic system





ddr r2p(r, τ). (2.91)




= 2 tr(D)τ =
2τ
∑d




= 2dDcτ . Of
course, for such processes the ensemble quantity Eq. (2.88) should converge quickly to the the-
oretical values as the number N of recorded trajectories increases. In case of state-dependent







ddx′ r2p(x′ + r, τ |x′)peq(x′), (2.92)
utilizing peq(x
′) the equilibrium distribution or Boltzmann distribution. In experiments on
isotropic systems usually the slope MSD-τ diagram is determined and, thus, the diffusion con-
stant Dc. It follows immediately that in anisotropic systems, the information about the slope
of the MSD is not enough to determine all the involved diffusion coefficients.
2.6.2. Distribution of diffusivities
In systems where more than one diffusion coefficient is relevant, e.g. heterogeneous and anisotropic
systems, the MSD is insufficient to detect the heterogeneity or the anisotropy and unable to quan-
tify the underlying diffusion coefficients [98–100]. For such reasons Bauer et al. [101] introduced
the distribution of single-particle diffusivities as an advanced method to analyze stochastic mo-
tion in heterogeneous systems (see also [35]). Hence, it is distinguished between diffusivities as
fluctuating quantities and diffusion coefficients as mean values. Furthermore, it was shown by
Heiderna¨tsch et al. [36] that the distribution of diffusivities can also be applied to homogeneous
anisotropic systems in order to identify all the eigenvalues of the diffusion tensor. Moreover,
Albers and Radons [102] extended this method to the distribution of generalized diffusivities
to characterize also data from anomalous diffusion processes. This offers, as example, a deeper
understanding of weak ergodicity breaking. Finally, in several experiments like for diffusion in
inhomogeneous media [13, 14], for spectral diffusion [103, 104], for rotational diffusion [105] and
also for diffusion in anisotropic media [34, 39, 41] this distribution is already successfully applied
to analyze the trajectories. Furthermore, in Chap. 4 the distribution of diffusivities is applied
to inhomogeneous anisotropic systems.
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With knowledge of a trajectory of a stochastic process x(t) in d dimensions an individual
displacement during a time lag τ is simply measured. Moreover, since the MSD for normal






This simple transformation of displacements to diffusivities now allows to compare these quan-
tities for different experimental setups and different τ . The diffusivity for a given time-lag τ is
a fluctuating quantity along a trajectory as well as from trajectory to trajectory, analogously
to the displacements. Thus, an important quantity is given by its probability density function
p(D, τ) and is defined as
p(D, τ) = 〈δ [D −Dt(τ)]〉 , (2.94)
where 〈. . . 〉 either denotes a time average 〈. . . 〉 = limT→∞ 1/T
∫ T
0 . . . dt or an ensemble average.
Furthermore, this distribution obtained from processes observed on different time scales τ can
be compared. It should be noted that other definitions of diffusivity distributions exist in the
literature [106].
For time-homogeneous systems, i.e. when the distribution of displacements is independent of
t′ and is obtained from the propagator via
p(r, τ) =
∫
ddx′ p(x′ + r, τ |x′)peq(x′), (2.95)










Furthermore, it can be shown that the moments of the distribution of diffusivities may also be














Thus, the first moment of the distribution or the mean diffusivity M1(τ) = 〈D(τ)〉 is related to
the mean squared displacement via 〈
r2(τ)
〉
= 2d 〈D(τ)〉 τ , (2.98)
thus, it gives the slope of the MSD.
For experimental data, e.g. from single particle tracking experiments, the recorded displace-
ments are transformed via Eq. (2.93) to diffusivities and then collected in a normalized histogram
according to Eq. (2.94). Since in experiments the number of samples may be small, there could be
fluctuations in the distribution which are related to insufficient statistics of rare displacements.
Nevertheless, by adapting the bin width it is possible to reduce these fluctuations.
Distribution of diffusivities in homogeneous systems
For homogeneous diffusion processes Heiderna¨tsch et al. [36] give analytical expressions for the
distribution of diffusivities. Here, p(D, τ) simplifies to p(D). For d-dimensional homogeneous
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anisotropic processes, with D = OTDˆO the positive definite and symmetric diffusion tensor and























exp(−12q2j ) or as convolution via
pd
Dˆ
(D) = {p1D1/d ∗ p1D2/d ∗ · · · ∗ p1Dd/d}(D) =
∞∫
0






















the distribution of the homogeneous one-dimensional
system with diffusion coefficient Di/d. Furthermore, the characteristic function of the distribu-




























From this characteristic function the moments and cumulants can be computed using Eqs. (2.3)






















Di = 〈D(τ)〉 , (2.103)
which is simply the arithmetic mean of all diffusion coefficients Di. With help of the relation
Eq. (2.5) between cumulants and moments, the moments of the distribution can be predicted
easily. Since the moments only depend on the eigenvalues of the diffusion tensor, the moments
can be used to determine these eigenvalues [36].
Finally, for a d-dimensional homogeneous isotropic process with diffusion constant Dc, i.e. if


















with the first moment 〈D(τ)〉 = Dc and, thus, the distribution of DDC is a χ2 distribution with
d degrees of freedom.
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Distribution of diffusivities in a two-dimensional homogeneous anisotropic system
Since in this thesis mainly two-dimensional systems are considered, the respective diffusivity




































where I0(x) denotes the modified Bessel function of the first kind. The first two moments of
this distribution can be calculated with help of the cumulants Eq. (2.102) and read









(3D21 + 2D1D2 + 3D
2
2). (2.107)
Hence, the mean diffusion coefficient coincides with the arithmetic mean of the diffusion coeffi-
cients belonging to the two directions of the anisotropic system as expected from Eq. (2.103).




M2 − 2(M1)2 (2.108)
is obtained and, thus, an equation for the diffusion coefficients D1 and D2 given in terms of the
moments of the diffusivities.
The anisotropy of such processes is usually measured in terms of the eigenvalues of the diffusion










Furthermore, since the diffusion tensor D(x) of the state-dependent processes considered in this
thesis has constant eigenvalues (see Sec. 2.5.1) and in the Itoˆ interpretation of these drift-free
processes also the mean absolute square of the position vector Eq. (2.83) is constant, the first
moment of the distribution of diffusivities is constant as well. Thus, any dependence on τ in
these systems caused by the heterogeneity are reflected in a τ dependence of the second moment






Of course, if the respective Langevin equation Eq. (2.72) is not interpreted in the Itoˆ sense or
the eigenvalues of the diffusion tensor D(x) are not constant, this assumption does not hold and
both mean and second moment of the distribution of diffusivities may become dependent on τ .
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2.6.3. Asymptotic invariant density
The idea of a proper scaling with the time of a process, like for the diffusivities, can also be
applied to the process itself. Hence, assuming all moments of a process x(t) show an asymptotical






dxxmp(x, t|x0) = Mˆmh(t)m = . (2.111)
Thus, the asymptotic growth of a moment Mmx0(t) of a process is independent of the initial
condition of the process and scales like h(t)m. Consequently, the prefactor Mˆm can be calculated


















the prefactor Mˆm is identified as the m-th moment of the density pAID(xˆ), which henceforth is
called asymptotic invariant density. This probability density may be obtained from the propa-
gator via
pAID(xˆ) = lim








This concept can also be extended to higher dimensions, but then all multivariate moments
must obey the same asymptotic scaling relation Eq. (2.111). Furthermore, since this is a simple
coordinate transformation from x(t) to xˆ, the PDF of the process for large times, i.e. p(x, t) =
pAID(x/h(t))/h(t) can be computed from the asymptotic invariant density. This means that
pAID(x/h(t))/h(t) has to fulfill the Fokker-Planck equation of the process x(t).
As example, for a homogeneous one-dimensional diffusion process h(t) =
√
t, thus, the asymp-























which is a simple Gaussian distribution with zero mean and variance 2Dc. The asymptotic
invariant density is applied in Chap. 3 to propagators which show a different temporal scaling
function.
Experimentally, this asymptotic invariant distribution can be obtained from an ensemble of
trajectories by scaling them with the scaling function h(t) of the process time t and binning
them into a properly normalized histogram. These trajectories do not necessarily have to start
at the same position. But first the scaling function h(t) has to be obtained. For normal diffusion
processes h(t) =
√
t is a useful guess. If the process diffuses not normally the scaling function
may be obtained as well from asymptotic growth of the mean squared displacement or from
asymptotic growth of the variance of the process. Both should asymptotically be ∝ h(t)2. The
correct scaling can be checked easily, since the asymptotic invariant density should converge to
a density with a constant finite width and a constant center of mass.
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3. Results I: One-dimensional systems with
state-dependent diffusion coefficient
As explained in Chap. 2, Sec. 2.3, the question of the proper interpretation of the Langevin
equation with multiplicative noise or the proper form of the Fokker-Planck equation is still open
for many physical systems. Thus, from an experimentalist point of view it is useful to know the
impact of the stochastic interpretation, i.e. the value of α, on the behavior of propagator and
other statistical quantities like mean and variance of the measured process in order to identify
the proper probabilistic description. Hence, in this chapter several one-dimensional processes
with state-dependent diffusion coefficient are evaluated and, if possible, a general propagator is
calculated which is valid for any 0 ≤ α ≤ 1 and, thus, for any stochastic interpretation of the
related Langevin equation. Furthermore, for those systems mean and variance are computed
and the influence of the value of α on this quantities is studied.
3.1. Geometric Brownian motion or Black-Scholes model
The Black-Scholes model [68] assumes that the logarithm of a stock price S(t) behaves like
a Wiener process, which means the stock price itself behaves like geometric Brownian motion
given by the Langevin equation
dS
dt
= µS + σSξ(t). (α-Interpretation) (3.1)










S + σSξ(t), (Stratonovich) (3.2)
using g(S) = σS and (α − 12)g′(S)g(S) = (α − 12)σ2S. In the original version Eq. (3.1) is
















The propagator of such a process is








and, thus, after the transformation S˜ → S the propagator of the original process reads
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(S(t)− 〈S(t)〉)2〉 = S20 exp{2[µ+ (α− 12)σ2]t} [exp(σ2t) − 1] using S0 = S′(t′ =
0). Consequently, the mean and the variance of the process grow exponentially in time. Only
if µ + (α − 12)σ2 is smaller than zero, the mean value and variance may not grow exponen-
tially. An example is for the Itoˆ case (α = 0) and with µ = 0, then limt→∞ 〈S(t)〉 = 0 and
limt→∞
〈
(S(t)− 〈S(t)〉)2〉 = S20 .
3.2. Brownian motion with diffusion coefficient D(x) = D0(1 + σ|x|)2
A possible generalization for the geometric Brownian motion can be found by setting g(x) =√
2D0(1 +σ|x|), with D0 and σ positive constants. Thus, heterogeneous diffusion with diffusion





2D0(1 + σ|x|)ξ(t). (α-Interpretation) (3.6)







formed process is given by
dx˜
dt
= −c sign(x˜) + ξ(t), (3.7)
with c = (12−α)
√







Hence, the transformed process describes diffusion in the potential V (x˜) = (12 − α) log(h′(x˜))






2D0σ|x˜|) and, thus, V (x˜) = c|x˜|+ 12(12−α) log(2D0). Conse-
quently, the propagator p˜(x˜, t|x˜0, t = 0) = p˜(x˜, t|x˜0) describes the diffusion in a wedge potential
and fulfills the Fokker-Planck equation Eq. (2.55). If the propagator is written in the form
p˜(x˜, t|x˜0) = exp(−V (x˜))Ψ(x˜, t|x˜0), then Ψ(x˜, t|x˜0) solves the imaginary-time Schro¨dinger equa-
tion Eq. (2.58). The corresponding Schro¨dinger potential VS(x˜) = V
′(x˜)2−V ′′(x˜) = c2− 2cδ(x˜)
is obtained by utilizing ∂|x|∂x = sign(x) and
∂2|x|
∂x2
= 2δ(x). The wave function Ψ(x˜, t) can be
expressed in terms of eigenfunctions ψk(x˜) and corresponding eigenvalues λk, which are so-







. The eigenfunctions are orthonormal (see Eq. (2.62)) and fulfill the com-
pleteness relation Eq. (2.63).
3.2.1. Case c > 0






2 = λk− c
2
2 > 0 for λk >
c2








[k cos(kx)− c sin(k|x|)] . (3.9)
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and describe the scattering caused by the δ Potential.
Now Ψ(x˜, t|x˜0) can be written in terms of an eigenfunction expansion




































Thus, with use of the completeness relation Eq. (2.63) the propagator






























The integration of Eq. (3.11) can be done with help of the density









= ρ1k(x˜, x˜0) + ρ
2







cos [k(x˜− x˜0)] (3.15)





cos [k(|x˜|+ |x˜0|)] (3.16)





sin [k(|x˜|+ |x˜0|)] . (3.17)















corresponds to the propagator of a free particle. The integration of Eq. (3.16) and Eq. (3.17)
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for Re(α) > 0 and Re(β) > 0 from [109], p. 74, Eqn. (26). Here, erfc(x) = 1−∫ x0 dt 2√pi exp(−t2)
denotes the complementary error function. After simplification, the integration of ρ2k(x˜, x˜0) and


























After plugging Eq. (3.18) and Eq. (3.21) into Eq. (3.11) the wave equation for c > 0 becomes
Ψ(x˜, t|x˜0) =
√















c exp (−c|x˜|) erfc
(




Hence, the corresponding propagator of x˜ reads














c exp (−2c|x˜|) erfc
(




with the stationary solution
p˜eq(x˜) = lim
t→∞ p˜(x˜, t|x˜0) = c exp(−2c|x˜|). (3.24)
3.2.2. Case c < 0
Introducing the superpotential W (x˜), calculated from the ground state wave function of the
c > 0 case [110]




= c sign(x˜), (3.25)
the Schro¨dinger potentials V ∓S (x˜) = W (x˜)
2∓W ′(x˜) = c2∓2cδ(x˜) form supersymmetric partner
potentials. Hence, the case c < 0 is the supersymmetric partner to the case c > 0. The








. The operators can be written
as Hˆ−S = A
†A and Hˆ+S = AA




























k (x˜) the relation
AHˆ−S ψ
−
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is found and, similarly, the operator A† applied to the time-independent Schro¨dinger equation
for ψ+k (x˜) the equation reads
A†Hˆ+S ψ
+
k (x˜) = Hˆ
−
S A









0 = 0 (3.30)









for the eigenfunctions are found. Thereby, the eigenvalues and eigenfunctions for Hˆ−S are already





2 . Thus, for the supersymmetric partner potential the eigenfunctions read







[k cos(kx˜) + c˜ sin(k|x˜|)] , (3.33)




2 . The densities,
needed for the computation of the propagator, read
ρ1,+k (x˜, x˜0) =
1
pi
cos [k(x˜− x˜0)] (3.34)





cos [k(|x˜|+ |x˜0|)] (3.35)





sin [k(|x˜|+ |x˜0|)] . (3.36)
Here, the coefficients aeven,odd,+k = ψ
even,odd,+
k (x˜0) exp(V (x˜0)) = ψ
even,odd,+
k (x˜0) exp(−c˜|x˜0|) are
used. The wave equation for c < 0 is now computed via











ρ1,+k (x˜, x˜0) + ρ
2,+





Thus, by using the integrals Eq. (3.18), Eq. (3.19) and Eq. (3.20) the wave equation reads














c˜ exp (c˜|x˜|) erfc




Consequently, the propagator is given by p+(x˜, t|x˜0) = exp(c˜|x|)Ψ+(x˜, t|x˜0).
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3.2.3. Propagator of diffusion in a wedge potential
Finally, the propagator for a general c and, thus, the propagator of diffusion in a potential
V (x˜) = c|x˜| reads
p˜(x˜, t|x˜0) = c
2
exp(−2c|x˜|) erfc














t− c(|x˜| − |x˜0|)
]
(3.39)
or by using (x˜− x˜0)2 = (|x˜|−|x˜0|)2−2x˜x˜0(1−sign(x˜)sign(x˜0)), the propagator can be expressed
as
p˜(x˜, t|x˜0) = c
2
exp(−2c|x˜|) erfc








−(|x˜| − |x˜0|+ ct)
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Figure 3.1.: The propagator of diffusion in a wedge potential with c = 1 (left) and c = −1 (right)
for different times, t = 0.001 , t = 0.01, t = 0.1, t = 1 and t = 10, with D0 = σ = 1
and x0 = 1. The numerical results (circles) and the respective analytical curve
(lines) from Eq. (3.39) agree well. The process for a positive constant (c = 1, left)
approaches the steady state given by Eq. (3.24).
In Fig. 3.1 a comparison between the analytic propagator Eq. (3.39) and the density obtained
from the numerical implementation of the Langevin equation Eq. (3.7) is shown. Both prob-
ability density functions agree well for the simulated times and for c > 0 the approach to the
equilibrium state Eq. (3.24) can be observed. Since the y-axis is scaled logarithmically, for c > 0
the crossover from the quadratic shape can be observed, which corresponds to a Gaussian PDF
in the unscaled form, to a wedge shape, which corresponds to a pure exponential decay on both
sides of zero in the unscaled form. For c < 0, the crossover goes from a single Gaussian peak for
small times to two broadening Gaussian peaks moving in different direction away from zero.








p˜(x˜, t|x˜0) = G˜+(k˜)− G˜−(k˜) (3.41)
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∓ick˜t+ ik˜x˜0 − 1
2





























and from this characteristic function also the conditional moments of the propagator (see


































exp(c|x˜0| − 12c2t) : c > 0
2c exp(c|x˜0|) sinh(cx˜0)t : c < 0
(3.44)
and for small t it yields
M1x˜0(t)
t→0∼ x˜0 − sign(x˜0)ct. (3.45)











The expression for the second moment can be found in the Appendix Eq. (A.1), nevertheless,




)2 t→∞∼ { 12c2 : c > 0
c2 [2 exp(2c|x˜0|)− exp(4c|x˜0|)] t2 : c < 0 (3.46)




)2 t→0∼ t. (3.47)
In Fig. 3.2 a comparison between the analytical curves, their asymptotic behavior and the
numerical values of mean and variance are shown. The latter was obtained from a random walk
simulation with 5 × 105 walkers. All curves show a good agreement. For positive c mean and
variance approach constant values as expected from the stationary distribution Eq. (3.24).
3.2.4. Propagator of the original process
The propagator of the Langevin equation Eq. (3.6) is now obtained using the transformation





∣∣ = 1g(x) = [√2D0(1 + σ|x|)]−1 and the propagator Eq. (3.40)
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Figure 3.2.: Mean (red) and variance(blue) of a diffusion process in a wedge potential with c = 1
(left) and c = −1 (right) with D0 = σ = 1 and x0 = 1. The numerical results
(circles) and the respective analytical curve (lines) agree well. Also the asymptotic
behavior in the respective brighter colors for small t (dots) and for large t (dashes)
agrees well. The mean for a positive constant (c = 1, left) approaches zero and the
variance approaches a constant given by Eq. (3.46).
with c = (12 − α)
√
2D0σ. Thus, it reads








− α)σ(1 + σ|x|)2α−2 erfc
[
























For α < 12 , e.g. for the Itoˆ interpretation of Eq. (3.6), the propagator approaches an equilibrium
state for t→∞
peq(x) = lim
t→∞ p(x, t|x0) = (
1
2
− α)σ(1 + σ|x|)2α−2. (3.49)
In Fig. 3.3 a comparison between the analytic propagator Eq. (3.48) and the density obtained
from the numerical implementation of the Langevin equation Eq. (3.6) is shown. This is done
on the one hand for the Itoˆ interpretation of this Langevin equation (left) and on the other hand
for the Klimontovich-Ha¨nggi interpretation of this Langevin equation (right). Both probability
density functions agree well for the simulated times and also the approach to the equilibrium
state Eq. (3.49) in the Itoˆ case can be observed.
The conditional moments of the original process Eq. (3.6) can be computed either from the
propagator of the original process Eq. (3.48) or from the propagator of the diffusion in the wedge
36
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Figure 3.3.: The propagator of the Itoˆ process (α = 0, left) and of the Klimontovich-Ha¨nggi
process (α = 1, right) for different times, t = 0.001 , t = 0.01, t = 0.1, t = 1 and t =
10, with D0 = σ = 1 and x0 = 3. The numerical results (circles) and the respective
analytical curve (lines) from Eq. (3.48) agree well. The Itoˆ process approaches the
steady state given by Eq. (3.49).
potential Eq. (3.39) via




















. The moments can be calculated explicitly by dividing the






















Nevertheless, the expressions are too large to be shown here, but the expression for the first mo-
ment can be found in the Appendix. For large t it can be shown that M1x˜0(t) ∝ x0 exp(α2D0σ2t)
and for the Itoˆ case the mean value simplifies to M1x0(t) = x0 as expected for an Itoˆ process
without drift (see Sec. 2.4.2). The same can be done for the variance of the process, which is





. Since the exponential growth in mean and
variance directly depend on the value of α, and, thus on the stochastic interpretation, mean and
variance can be used to distinguish the different cases of the stochastic interpretation or the
form of the respective Fokker-Planck equation.
In Fig. 3.4 the mean and variance of the three most commonly used interpretations of the
Langevin equation Eq. (3.6) is presented. Mean and variance obtained analytically and obtained
from an ensemble of 107 random walkers performing the discrete Langevin equation show a
good agreement. For large times there are slight deviations in the variance of Itoˆ case between
numerical and analytical results, which are caused by the numerical limits in the simulation.
37
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Figure 3.4.: Mean and variance of the diffusion process with D(x) = D0(1 + σ|x|)2 for the
Itoˆ interpretation (red), for the Stratonovich interpretation (blue) and for the
Klimontovich-Ha¨nggi interpretation (purple). The numerical results (circles) and
the respective analytical curve (lines) agree well. Only for large times and the Itoˆ
process there are slight deviations which are caused by the numeric implementation
and can be get rid of by simulating more walkers with a smaller time step. The
Mean for the Itoˆ process remains stationary.
It should be noted that in the Itoˆ case the mean, i.e. the center of mass of the density, stays
constant although the equilibrium or steady-state distribution Eq. (3.49) in this case has its
center of mass in zero. This is a clear indicator that the steady-state solution is not reached
in any finite time. Furthermore, each of the three stochastic interpretations can be clearly
distinguished by their different exponential growth in mean and variance. For instance it can





= α1+2α to infer the value of α.
3.3. Brownian motion with diffusion coefficient D(x) = D0xκ
A further generalization of the geometric Brownian motion (see Sec. 3.1) can be found by setting
D(x) = D0x







2 ξ(t) (α-Interpretation) (3.53)
with x(t) > 0, D0 > 0 and κ ≤ 2 to fulfill the growth condition [58]. This algebraic dependency
of the diffusion coefficient on the position is of high relevance in both mathematical finance
and physics. As an example from finance, the above equation interpreted in the Itoˆ, i.e. α = 0
corresponds to the constant elasticity of variance (CEV)-model [111, 112], which is an expansion
to the Black-Scholes model, and adds a leverage effect to the volatility, e.g. for κ < 0 the variance
of a stock-price x(t) increases as the stock-price falls. As example for physical systems, with
κ = 1 and the Klimontovich-Ha¨nggi interpretation of the Langevin equation above, i.e. α = 1,
this process describes the diffusion of a colloidal particle in the proximity of two walls, where
one wall is slightly tilted against the other and, thus, building a wedge [72, 74]. Furthermore,
Cherstvy et al. [113] already analyzed the Stratonovich-interpretation (α = 12) of this Langevin
equation and showed that the process obeys anomalous diffusion of the form
〈
x2(t)
〉 ' t 22−κ
38
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and weak ergodicity breaking (see also [114]). The general Langevin equation Eq. (3.53) after a








2 ξ(t). (Itoˆ) (3.54)
It can be shown that this process can be transformed to a huge class of other highly relevant
processes (see last subsection of Sec. 3.3.3). One example is the transformation y = Φ(BESQ)(x) =
2
D0(κ−2)2x
2−κ which leads to the squared Bessel process [115]. Thus, by applying Itoˆs Lemma
Eq. (2.38), the SDE for y(t) gives
dy
dt
= δ + 2
√
yξ(t), (Itoˆ) (3.55)
with δ = 2(1+(α−1)κ)2−κ . For positive integer δ, the process y(t) is distributed as the sum of
independent, squared Wiener processes, i.e. y(t) ∼ ∑δi=1W 2i (t). Alternatively, y(t) can be
seen as the square of the norm of a δ-dimensional Wiener process. Since a Wiener process is
a Gaussian distributed variable with variance t and mean Wi(t = 0), y(t) follows a rescaled
non-central χ2 distribution. But even for a general positive δ, the propagator of the squared
Bessel process follows such a non-central χ2 distribution and is given by






















where Iν(x) denotes the modified Bessel of the first kind of order ν. Thus, after back-transformation
the propagator of the process Eq. (3.54), or Eq. (3.53) respectively, reads
























The propagator holds for (1− α)κ < 1 and, thus, with a positive δ. Especially for the Itoˆ case
(α = 0) the value of κ should not exceed unity. Furthermore, since the squared Bessel process
is allowed to reach the boundary at y = 0 for 0 < δ < 2 and reaches it almost surely for δ < 1
[see 115, chap. XI], this boundary has to be treated carefully in the original process too. As the
diffusion coefficient at this point is zero, it behaves like an absorbing boundary in the original
process. Thus, in order to keep the propagator Eq. (3.57) valid, the diffusion coefficient has to




κ : x ≥ 
D0
8 
κ−4(2(4− κ) + κx2)2 : x <  (3.58)
for a small positive  which can be chosen arbitrarily close to zero. Especially for computer-
simulations D() should not exceed the numerical ranges. Furthermore, the reflecting boundary
itself has to be treated carefully, especially for negative κ, since in this case the noise-induced
drift reaches high negative values. Thus, if a specular reflection is used, this will lead to an
unphysical drift in positive direction. Hence, it is better to use a rejection method [116] for the
simulation.
In Fig. 3.5 a comparison between the analytic propagator Eq. (3.57) for a positive κ = 0.6 and
the density obtained from the numerical implementation of the Langevin equation Eq. (3.53)
is shown. This is done for the Itoˆ interpretation of this Langevin equation (left) and for the
39
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Figure 3.5.: The propagator of the Itoˆ process (α = 0, left) and of the Klimontovich-Ha¨nggi
process (α = 1, right) for different times, t = 0.001 , t = 0.01, t = 0.1, t = 1 and
t = 10, with D0 = 1, κ = 0.6 and x0 = 1. The numerical results (circles) and the
respective analytical curve (lines) from Eq. (3.57) agree well.
Klimontovich-Ha¨nggi interpretation of this Langevin equation (right), respectively. Both prob-
ability density functions agree well for the simulated times. It should be noted that propagator
for positive κ and for α < 1 diverges at x = 0 for larger times as it can be seen in the figure.
In Fig. 3.6 a comparison between the analytic propagator Eq. (3.57) and the density obtained
from the numerical implementation of the Langevin equation Eq. (3.53) is shown, but now for a
negative κ = −0.6. This is done for the Itoˆ interpretation of this Langevin equation (left) and
for the Klimontovich-Ha¨nggi interpretation of this Langevin equation (right), respectively. Both
probability density functions agree well for the simulated times. The main difference between
both PDFs is found for small values of x, where the propagator in the Itoˆ case approaches zero
and the propagator in the Klimontovich-Ha¨nggi case approaches a time-dependent positive value.
This holds also in general, hence, the propagator for α < 1 approaches zero for negative κ or
diverges at zero for positive κ. Thus, the propagator for the Klimontovich-Ha¨nggi interpretation















for any κ < 2.
3.3.1. Moments
The conditional moments of the original process Eq. (3.53) can be computed either from the
propagator of the original process Eq. (3.57) or from the propagator of the squared Bessel process
Eq. (3.56) via

















2−κ . Hence, the m-th
moment of the original process is given as fractional moment of the propagator of the squared
Bessel process. Although, the characteristic function as well as the Laplace transform of the
propagator of the squared Bessel process are well known [115], using fractional derivatives like
40
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Figure 3.6.: The propagator of the Itoˆ process (α = 0, left) and of the Klimontovich-Ha¨nggi
process (α = 1, right) for different times, t = 0.001 , t = 0.01, t = 0.1, t = 1 and
t = 10, with D0 = 1, κ = −0.6 and x0 = 1. The numerical results (circles) and the
respective analytical curve (lines) from Eq. (3.57) agree well.
in Eqs. (2.7) to (2.8) does not lead to a simple expression for the fractional moments, but a

























k! is the Kummer confluent hypergeometric function.
The asymptotic behavior of the the conditional moments for large t yields
Mmx0(t)
t→∞∼ [D0(2− κ)2t] m2−κ Γ(m+1+(α−1)κ2−κ )
Γ(1+(α−1)κ2−κ )
∝ t m2−κ . (3.62)
Thus, the moments become independent from the initial position for large t. Furthermore, it
can be shown that the variance of all interpretations of the process for large t grows ∝ t 22−κ , the
same was also found already for the Stratonovich process [113]. Thus, for κ > 0 the variance of
the processes asymptotically grows superdiffusively and for κ < 0 the variance asymptotically
grows subdiffusively. The asymptotic growth of mean and variance does not depend on the value
of α, i.e. on the stochastic interpretation of the Langevin equation Eq. (3.53). Thus, this cannot
be used to distinguish the different interpretations.
In Fig. 3.7 the mean and variance of the three most commonly used interpretations of the
Langevin equation Eq. (3.53) for the superdiffusive case, i.e. κ = 0.6, is presented. The analyt-
ical mean and variance and the values obtained from an ensemble of 5 × 106 random walkers,
performing the discrete Langevin equation, show a good agreement. The crossover from the
diffusive behavior in the variance for small times to the superdiffusive growth for large times
can be seen. And the crossover from a constant mean for small times to an algebraic growth
of the mean for large times can be observed as well for each type of stochastic interpretation.
The distinction between the different types of the stochastic interpretations can only hardly be
made by the asymptotic growth of mean and variance, as each obeys the same law. Only the
prefactor is different and grows with increasing α, which may be used when the value of α has
to be deduced.
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Figure 3.7.: Mean and variance of the diffusion process with D(x) = x0.6 for the Itoˆ interpre-
tation (red), for the Stratonovich interpretation (blue) and for the Klimontovich-
Ha¨nggi interpretation (purple). The numerical results (circles) and the respective
analytical curve (lines) obtained from Eq. (3.61) agree well. The mean shows a
crossover from a constant behavior for small times to an algebraic growth ∝ t 12−0.6
(black line as guide to the eye) as predicted from Eq. (3.62). The variance shows a
crossover from a linear growth or diffusive behavior for small times to an algebraic
superdiffusive growth ∝ t 22−0.6 (black lines as guide to the eye) for large times.
In Fig. 3.8 mean and variance of the three most commonly used interpretations of the Langevin
equation Eq. (3.53) for the subdiffusive case, i.e. κ = −0.6 are shown. The analytically obtained
mean and variance and the values obtained from an ensemble of 5 × 106 random walkers, per-
forming the discrete Langevin equation, show a good agreement. Again, the crossover from the
diffusive behavior in the variance for small times to the subdiffusive growth for large times can
be seen. Also the crossover from a constant mean for small times to an algebraic growth of the
mean for large times can be observed for each type of stochastic interpretation. The distinction
between the different types of the stochastic interpretations can only hardly be made by the
asymptotic growth of mean and variance, as each obeys the same law. Only the prefactor is
different and grows with increasing α, which may be of use if the value of α should be calculated.
3.3.2. Asymptotic invariant density
Since the moments of the process scale with t
m
2−κ , the propagator or density of the process
converges to an invariant density for large t, if it is properly scaled. Thus, by introducing a new
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Figure 3.8.: Mean and variance of the diffusion process with D(x) = x−0.6 for the Itoˆ interpre-
tation (red), for the Stratonovich interpretation (blue) and for the Klimontovich-
Ha¨nggi interpretation (purple). The numerical results (circles) and the respective
analytical curve (lines) obtained from Eq. (3.61) agree well. The mean shows a
cross-over from a constant behavior for small times to an algebraic growth ∝ t 12+0.6
(black line as guide to the eye) as predicted from Eq. (3.62). The variance shows a
crossover from a linear growth or diffusive behavior for small times to an algebraic
subdiffusive growth ∝ t 22+0.6 (black lines as guide to the eye) for large times.




































The value of κ can easily be determined with help of the mean of the process. Thus, by scaling





is still growing for large t if κT < κ and
decreasing if κT > κ. Only if κT = κ, the scaled mean approaches a constant.





invariant density is shown. The larger the process time, the better is the agreement between
the measured density (dashed lines) and the asymptotic invariant density (black line).
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Figure 3.9.: The approach to the asymptotic invariant density for the Itoˆ process (α = 0, left)
and of the Klimontovich-Ha¨nggi process (α = 1, right) for different times, t = 0.5,
t = 0.8, t = 2, t = 6 and t = 10, with D0 = 1 and κ = 0.6. The scaled densities from
numerical evaluated Langevin equations (dashed lines) approach the asymptotic
invariant density (black line) from Eq. (3.63) with increasing time t.
3.3.3. Other related processes
By applying another transformation x˜ =
√
y on the squared Bessel process Eq. (3.55) the Bessel









is obtained and, thus, diffusion in a logarithmic potential. This process is also obtained via







2−κ of the original process Eq. (3.53). And the





, obtained from the derivative of inverse function of Φ(x),
is up to an unimportant constant the same as V (x˜) = − ∫ dx˜ δ−12 1x˜ with δ = 2(1+(α−1)κ)2−κ as above.
With a reflection boundary at x˜ = 0 and δ > 0 the propagator of the Bessel process follows a
noncentral χ-distribution and reads






















The diffusion process in a logarithmic potential is of high relevance in various physical fields
and describes, for example, the momentum diffusion in dissipative optical lattices [117–120],
the dynamics of particles in the proximity of a long, charged polymer [121] or of particles in
a driven fluid field [122], long-range interacting systems [123–125] as well as the dynamics of
local denaturation zones in DNA molecules [126, 127]. These systems usually have no reflecting
boundaries at x˜ = 0, thus, the propagator is not so easily calculated. Nevertheless, Kessler and
Barkai [128] showed that the probability density in such systems approaches an infinite covariant
density, if the process is scaled with the square root of t. Furthermore, it was shown that these
systems obey a superaging correlation function and show ergodicity breaking [129–131].







Results I: One-dimensional systems with state-dependent diffusion coefficient
a squared Bessel process with δ = 4a
c2
. This leads to the Langevin equation [132]
dz
dt
= a+ bz + c
√
|z|ξ(t) (Itoˆ) (3.70)
which is known as Feller process [133] and is originally used to describe population growth [134].
In finance this process is known as Cox-Ingersoll-Ross (CIR)-model [135] and is used to describe
the short-time evolution of interest rates.
3.4. Brownian motion with periodically varying diffusion coefficient
As last example, a system with a diffusion coefficient D(x) = D1+D22 +
D1−D2
2 cos(2ωx) is con-
sidered and, thus, a system where the diffusion coefficient varies periodically between D1 and
D2 with wave number k =
pi
ω . Without loss of generality, D1 > D2 > 0 can be chosen. The





D1 +D2 + (D1 −D2) cos(2ωx)ξ(t). (α-Interpretation) (3.71)


































) + ξ(t), (3.72)
with the Jacobi elliptic functions cn(φ,m) = cos(am(u,m)), sn(φ,m) = sin(am(u,m)), dn(φ,m) =√
1−m sin2(am(u,m)) and the Jacobi amplitude am(u,m) which is the inverse function to u =












The Jacobi elliptic function dn (u,m) is in real space periodic with period K(m) = F (pi2 ,m)
which is the complete elliptic integral of first kind. Thus, also the potential V (x˜) and the
stochastic force f(x˜) = −dV (x˜)dx˜ share the same periodicity.
3.4.1. Propagator and Moments
The propagator of the transformed process for a general α can not be found analytically. Nev-
ertheless, it is known [137, 138] that the variance of processes with a periodic potential asymp-













0 dx exp(2V (x))
∫ L
0 dy exp(−2V (y))
(3.74)
for a general periodic potential with period L, i.e. V (x + L) = V (x). Thereby Deff ≤ 12 and,
thus, always smaller or equal than the diffusion coefficient of the Langevin equation Eq. (3.72)
without the drift term.
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can be solved utilizing the variable transformation φ = am(x˜, 1− D2D1 ) and,
thus, ∫ L
0









































+O ((D1 −D2)3) (3.77)




















However, the knowledge of the effective diffusion coefficient in the transformed process x˜(t)
does not help to calculate the propagator of the original process from Eq. (3.71). Only in the






















































ω . For this conditional moments
no explicit expression may be found, but the asymptotic behavior of the moments can be found.
Therefore the same approach as for the asymptotic invariant density (see Chap. 2, Sec. 2.6.3) is
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with the transformed variable xˆ = x˜√
t
to obtain the asymptotic moment. Utilizing the Lambert
























































In Fig. 3.10 (left) the propagator of the Stratonovich process is shown. The analytical prop-
agator and the density obtained from the numerical simulation of the Langevin equation with
105 walkers agree well for the different times. Furthermore, in Fig. 3.10 (right) the first three
moments of the time-scaled process xˆ(t) = x(t)√
t
are shown. The odd moments decay to zero and
the second and, thus, even moment decays to a constant as predicted by Eq. (3.84). It should
be noted that the odd moments decay ∝ t− 12 to zero.
From the asymptotic moments Eq. (3.84) it may be assumed that the asymptotic invariant





, but this is not the
case for any finite time, as it can be seen in figure Fig. 3.11. With increasing t the periodic
modulations of the scaled propagator get denser but they do not vanish for any finite time. Nev-
ertheless, it may be assumed that this Gaussian distribution is an effective asymptotic invariant
density also for large finite times, as it determines the asymptotic behavior of the moments of
the propagator.
Since the asymptotic time-scaled moments may be computed with the propagator of the
transformed process (see Eq. (3.82)), this ansatz can also be used for the general process, i.e.
for an α-dependent interpretation of Eq. (3.71). But since the propagator of the transformed
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Figure 3.10.: The propagator (left) and its first three scaled moments (right) of the Stratonovich
interpretation of Eq. (3.71). The propagator is shown for different times, t = 0.001,
t = 0.01, t = 0.1, t = 1 and t = 10, with D1 = 3, D2 = 1, ω = 1 and x0 = 1. The
numerical results (circles) and the respective analytical curve (lines) from Eq. (3.79)












of the time-scaled process xˆ(t) = x(t)√
t
are shown as circles. The second moment approaches the constant predicted by
Eq. (3.84) and shown as blue line, whereas the odd moments decay to zero. The
decay of the odd moments is ∝ t− 12 (black line as guide to the eye).
may be used, with the effective diffusion coefficient given by Eq. (3.74) for the calculation of the
asymptotic moments for a general α. After plugging the effective propagator in Eq. (3.82) the























In the Itoˆ and Klimontovich-Ha¨nggi case, where the effective diffusion coefficient is known ex-














: m even . (3.88)





and Klimontovich-Ha¨nggi interpretation of Eq. (3.71) to their asymptotic values predicted from
Eqs. (3.84) and (3.88) is shown. The numerical values (circles) and the predicted values (lines)
agree well for large times. The remaining deviation is due to the finite time of the simulation.
It should be noted that the time-scaled variances of theses processes
〈
(xˆ− 〈xˆ〉)2〉 approach the
same value as the time-scaled second moments since the time-scaled mean values approach zero
for large times. Furthermore, since the asymptotic behavior of the time-scaled moments of all
possible interpretations of Eq. (3.71) is nearly the same, the different interpretations cannot be
distinguished with help of these moments.
Finally, since the diffusion coefficient of the original process Eq. (3.71) is periodic, the sta-
tionary solution of the corresponding Fokker-Planck equation with periodic boundary conditions
at x = − pi2ω and x = pi2ω can be calculated. The equilibrium or steady state distribution with
48
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Figure 3.11.: The scaled propagator of the Stratonovich process (α = 12) for t = 10 left and
t = 100 right. The scaled analytical propagator (red line) and the density from
scaled trajectories (red circles) agree well and approach the effective asymptotic
invariant density (blue line) for t = 100.











[D1 +D2 + (D1 −D2) cos(2ωx)]α−
1
2
(2D2)α−12F1(12 ; 1− α; 1; 1− D1D2 )
(3.89)






k! a hypergeometric function. The steady state dis-
tribution simplifies in the three main interpretations of Eq. (3.71), thus in the Itoˆ interpretation





pi [D1 +D2 + (D1 −D2) cos(2ωx)] . (3.90)




2 [D1 +D2 + (D1 −D2) cos(2ωx)]K(1− D1D2 )
(3.91)





The difference in these steady state distributions is obvious, especially the Klimontovich-Ha¨nggi
can now be identified easily with help of the probability density of the process, as it approaches
a uniform distribution. Interestingly, when averaging the Langevin equation for the second
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Figure 3.12.: The second moments of the scaled processes interpreted in Itoˆ sense (red),
Stratonovich sense (blue) and, respectively, in Klimontovich-Ha¨nggi sense (pur-
ple) and the respective asymptotic values shown as lines. The time-scaled second
moment of the Stratonovich process approaches the value predicted by Eq. (3.84)
and the time-scaled second moments of the Itoˆ and Klimontovich-Ha¨nggi processes
approach the same value as predicted by Eq. (3.88). The remaining deviation is
due to the finite time of the process.
the same quantity as with the effective asymptotic density approach Eq. (3.88) is obtained.
However, this is not the case in the Stratonovich and Klimontovich-Ha¨nggi case, where the
equation also includes an average over the noise-induced drift term. Whether this holds in
general for drift free Itoˆ processes cannot be concluded by the author.
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4. Results II: Anisotropic systems with state-dependent
diffusion tensor
Since many real world systems are not one-dimensional and may also not be isotropic, in this
chapter systems with state-dependent diffusion tensor are considered. For a few examples, which
are inspired by real heterogeneous liquid crystal systems, the temporal behavior of measurable
quantities like mean squared displacement and distribution of diffusivities obtained from simu-
lations is shown and compared with analytical predictions. At first, Sec. 4.1 considers a system
with twist distortion of director field. Here the stochastic interpretation of the Langevin equation
plays no role. Secondly, Sec. 4.2 considers an inhomogeneous director field after a Fre´edericksz
transition [140]. Here, the system is analyzed in both Itoˆ and Stratonovich interpretation. They
show a qualitatively completely different behavior for large times, which is here explored for the
first time. Then, in Sec. 4.3 a system with undulation in the director field is examined. Here
only prediction for the Itoˆ interpretation may be given. And finally, in Sec. 4.4 some general
assertions for diffusion with state-dependent diffusion tensor are given.
4.1. Twist system or translational diffusion of a two-dimensional
ellipsoid
As first example for an anisotropic system with state-dependent diffusion tensor the twist system
is considered. A paradigmatic experimental system would be the tracer diffusion in a chiral
nematic or cholesteric liquid crystal [141] where the director or the orientation of the liquid
crystal molecules undergoes a helical distortion along a single axis. A schematic illustration can
be found in the left image of Fig. 4.1. The related diffusion tensor in such a system is given by
D(z) =
D1 cos2(ωz) +D2 sin2(ωz) (D2 −D1) cos(ωz) sin(ωz) 0(D2 −D1) cos(ωz) sin(ωz) D1 sin2(ωz) +D2 cos2(ωz) 0
0 0 D3
 (4.1)
with D1, D2 and D3 the diffusion coefficients related to the principal axes of the local diffusion
tensor. In uniaxial systems D3 is equal to either D1 or D2. The tensor may be written as
D(z) = OT(z)DˆO(z), with Dˆ = diag(D1, D2, D3) a constant diagonal tensor and O(z) an
orthogonal tensor describing a rotation around the z-axis about by angle ωz.
If, like in the most experimental setups, only the two-dimensional diffusion in the x-y-plane
is observed, the motion can be interpreted as the translational diffusion of a two-dimensional
ellipsoid [142, 143] or rod-like particle [144]. Here the diffusion in z-direction is replaced by
the rotational diffusion of the ellipsoid with the continuous orientation angle θ = 12ωz and the
rotational diffusion coefficient Dθ =
ω2
















Dθp(x, θ, t) (4.2)
with Dxy(θ) the upper left 2 × 2 submatrix of the tensor D(θ). Since the tensor Dxy(θ) is
independent of x and Dθ, it can be placed outside of the derivatives, thus, the related Langevin
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Figure 4.1.: Illustration of a twist system (left) and of the connection between orientation of a
ellipsoid and the principal axes of its diffusion tensor (right). The left figure shows
schematically the orientation change of the molecules in a twist system with a spatial
periodicity ω. In the right figure a single ellipsoid is shown and the connection be-
tween its current orientation, given as angle θ, and the principal axes of its diffusion
tensor are presented.
equations show no ambiguity with respect to the stochastic interpretation. Furthermore, since
the orientational motion is independent of the translational motion, express the probability
density p(x, θ, t) of the process can be expressed as product of the marginal densities of the
orientation pθ(θ, t) and of the position px(x, t), i.e. p(x, θ, t) = px(x, t)pθ(θ, t). Hence, it can







Dθp(x, θ, t), (4.3)
which is a simple homogeneous one-dimensional diffusion equation. Thus, the propagator for
the angle θ can be written, with help of an angular displacement ∆θ = θ− θ′ during some time









which is now independent of the initial orientation and initial time. For the position density
px(x, t), the integration over the angular coordinate can be performed, already plugging in the
angular displacement propagator Eq. (4.4) and also performing a coordinate transformation to
positional displacement r = x−x′ and temporal displacement τ = t−t′. Thus, the Fokker-Planck

















Results II: Anisotropic systems with state-dependent diffusion tensor
Since the averaged diffusion tensor depends now on temporal displacement τ , the displacement
distribution is obtained in the same way as the propagator of a system with time-dependent













with an effective covariance tensor Σ(τ) = 2
∫ τ

















Since this tensor is already diagonal, the effective τ -dependent diffusion coefficients correspond-
ing to the principal axes of the system are given by the diagonal elements. It should be noted
that the correlations between the x and y component is zero due to the averaging over all pos-
sible angular displacements, thus the solutions above give only an averaged propagator. For the
full propagator and, thus, the solution of Eq. (4.2) with initial conditions r0 and θ0 this is not
the case and the computation of the full propagator is more complicated. A solution for the full
problem was given by Munk et al. [144], which computed the intermediate scattering function,






























Figure 4.2.: The mean squared displacement (left) and the first two moments of the distribution





4 . The MSD obtained from random walk simulation of the
Langevin equation (circles) and the analytical value (lines) agree well. The MSD
grows linearly in time like for an isotropic system with the same mean diffusion
coefficient. The first two moments of the distribution of diffusivities are shown in
the right figure. Here the first moment (red) is constant as predicted and has the
value 〈D〉 = D1+D22 = 2. The second moment shows a crossover from small τ to
large τ and the time-dependence agrees well with the analytical prediction from
Eq. (4.10) (blue line).
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From the effective covariance tensor or the effective diffusion tensor the mean squared dis-
placement of the process can be computed, which is given by〈
r2(τ)
〉
= 2 tr(Deff(τ))τ = tr(Σ(τ)) = 2(D1 +D2)τ . (4.8)
Thus, the MSD is not sufficient to determine the values of the effective diffusion coefficients
[98–100]. Heiderna¨tsch et al. [36] already showed that the distribution of diffusivities is the
superior method in anisotropic systems to determine the eigenvalues of the diffusion tensor (see
also Chap. 2, Sec. 2.6.2). This method can be easily applied to the twist system with the τ -
dependent effective diffusion coefficients. In Eqs. (2.106) and (2.107) already the relation between
the eigenvalues and the first two moments of the distribution of diffusivities of a two-dimensional
system are given. The first moment in the twist system now reads
〈D〉 = M1 = 1
2
(D1 +D2), (4.9)
which is constant and gives also the mean diffusion coefficient and the second moment reads〈
D2
〉
(τ) = M2(τ) (4.10)
=
(D1 −D2)2 − 2(D1 −D2)2 exp(−4Dθτ) +
[






which is now τ -dependent, in contrast to homogeneous diffusion systems. If these two moments
are measured, the effective τ -dependent diffusion coefficients belonging to the principal axes of
the system are determined via Eq. (2.108). In left part of Fig. 4.2 the behavior of the MSD can
be observed, which grows linearly in time and matches perfectly with the analytical prediction
from Eq. (4.8). And in the right part it can be seen that the first moment of the diffusivities
remains constant, as predicted from Eq. (4.9), and the second moment obtained from a set of 105
trajectories of the process (blue circles) shows a good agreement with the analytical prediction
from Eq. (4.10) (blue line).
Furthermore, since the explicit expressions for these moments are known, the behavior of the











For small τ the anisotropy measure reads η(τ)
τ→0∼ |D1−D2|D1+D2 and is equal to the anisotropy
measure of a homogeneous two-dimensional anisotropic system and for large τ the anisotropy
measure η(τ)
τ→∞∼ |D1−D2|D1+D2 14Dθτ decays algebraically to zero. Thus, for large times the system
behaves identically to a homogeneous isotropic system with diffusion constant Dc =
1
2(D1 +D2).
In Fig. 4.3 the τ -dependence of the distribution of diffusivities (left) and of the anisotropy
measure η is shown. For τ < 0.1 the distributions obtained from the simulated trajectories
agree well with a distribution of a homogeneous anisotropic system with the same eigenvalues
as from D(z) (black line). For τ > 10 the distribution agrees well with that of a homogeneous
isotropic system with diffusion coefficient Dc = 〈D〉 (black dashed line). For the anisotropy
measure both time-average and ensemble average are shown. The first was obtained from a
single trajectory of length t = 105 with time increment ∆t = 10−3 and the second was obtained
from 105 trajectories of length t = 102 and the same time-increment. The time-averaged values
(blue line) agree much better with the predicted curve (black dashed line) from Eq. (4.12),
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Figure 4.3.: The time-dependence of the distribution of diffusivities (left) and of the anisotropy





4 . The distribution of diffusivities is shown for different values of
τ . For τ < 0.1 the distributions obtained from the simulated trajectories agree well
with a distribution of a homogeneous anisotropic system with the same eigenvalues
as from D(z) (black line). For τ > 10 the distribution agrees well with that of
a homogeneous isotropic system with diffusion coefficient Dc = 〈D〉 (black dashed
line). The anisotropy measure (right) is calculated with help of the moments of
the diffusivities obtained from simulation of the Langevin equation of this system.
Here both time-average (blue line) and ensemble average (red circles) are shown
and compared with the analytical prediction from Eq. (4.12) (black dashed line).
The time-average values seem to agree better with the analytical prediction than
the ensemble average values.
although the values for large τ are less reliable in the time-average since the amount of data is
heavily reduced (e.g for τ = 10 only 104 data point are available). The ensemble average curve
seems to decay slower than predicted to the asymptotic value, although the time-dependence of
the second moment agrees well with the predicted behavior (see Fig. 4.2).
4.2. Deformed director field caused by a Fre´edericksz transition
Another example which is considered in this thesis is also inspired from an experimental ac-
cessible formation of liquid crystal director field namely the Fre´edericksz transition [140]. The
Fre´edericksz transition usually describes the transition from a uniform director field to a de-
formed one caused by the application of a strong electric or magnetic field [141]. One example
of such a distorted director field is illustrated in the left part of Fig. 4.4. Here, without the mag-
netic field the director field would be uniformly oriented as the the molecules at the boundary.
With the magnetic field perpendicular to the boundary orientation the director field is deformed
and shows a continuous orientation change from one boundary to the other. Of course, depend-
ing on the preferred orientation at the boundary or on the direction of the applied magnetic or,
respectively, electric field a whole bunch of different deformed director fields may be prepared
in such a way.
The left part of Fig. 4.4 shows the director field which is considered in this section. It is a
continuous extension of the field without the boundaries. This causes an heterogeneity in the x-
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Figure 4.4.: Illustration of the deformed director field after a Fre´edericksz transition (left) and
the continuous inhomogeneous director field considered for the calculation. The
left figure shows exemplarily the deformation of the director field caused by the
applied magnetic field H. Without the field the director field would be uniform
and the mean orientation of the liquid crystal would be determined purely by the
boundary. In this example a planar alignment at the boundary is preferred, but also
homeotropic, i.e. perpendicular, or tilted alignment would be possible, which one
depends on the type of liquid crystal and on the boundary. The right figure shows
the considered director field (the blue stream lines are as guide to the eye) for the
analysis which is now continuous and has natural boundary conditions.
y-plane, which only depends on the coordinate y. The third direction is independent and, thus,
the diffusion in this direction is decoupled. Consequently, only the diffusion in the x-y-plane is





2(ωy) (D2 −D1) cos(ωy) sin(ωy)
(D2 −D1) cos(ωy) sin(ωy) D1 sin2(ωy) +D2 cos2(ωy)
)
(4.13)
with D1 and D2 the constant diffusion coefficients related to the principal axes of the local
diffusion tensor. The tensor may be written as D(y) = OT(y)DˆO(y), with Dˆ = diag(D1, D2)
a diagonal tensor and O(y) an orthogonal tensor describing a rotation around the z-axis about
an angle ωy. Although the tensor looks very similar to the projected diffusion tensor Dxy(z)
of the twist system (see Sec. 4.1), the behavior is different since the dependent direction lies in






















DˆO(y) it should be noticed that the equation now depends on the
stochastic interpretation. In this example, the Langevin equation for the y-coordinate includes
multiplicative noise, thus, the equation for the projection on this coordinate can be expressed





2Dyy(y) = gˆ(y)ξˆ(t). (α-Interpretation) (4.15)
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Furthermore, the projected state-dependent diffusion coefficient Dyy(y) has the same form as the
example with the periodically varying diffusion coefficient given in Chap. 3, Sec. 3.4. Only the
diffusion coefficients are interchanged. Thus, the propagator of the Stratonovich interpretation
Eq. (3.79) and the asymptotic behavior of the scaled moments for an arbitrary interpretation































Figure 4.5.: The mean squared displacement (left) and the first two moments of the distribution
of diffusivities (right) for a system after Fre´edericksz transition interpreted in Itoˆ
sense with D1 = 1, D2 = 3 and ω =
1
2 . The MSD obtained from random walk
simulation of the Langevin equation Eq. (4.14) (circles) and the analytical value
(lines) agree well. The MSD grows linear in time like for an isotropic system with
the same mean diffusion coefficient. The first two moments of the distribution of
diffusivities are shown in the left figure. Here the first moment (red) is constant
as predicted and has the value 〈D〉 = D1+D22 = 2. The second moment shows a
crossover from small τ to large τ . In both cases it takes the value of the homogeneous





(blue line) and limτ→∞
〈
D2(τ)
〉 ≈ 8.0718 (blue dashed line).
For the Itoˆ interpretation of the full process, it is already known from Eq. (2.83) that the












= 2 tr D = 2(D1 +D2). (4.16)





2(D1 + D2)τ can be predicted, immediately. This can be observed in the left part of Fig. 4.5,
which shows a good agreement of the analytic MSD (line) and the values obtained form a nu-
merical implementation of the Langevin equation Eq. (4.14) interpreted in the Itoˆ sense (circles).
Furthermore, the displacement distribution for τ → 0 is a bivariate Gaussian distribution with
zero mean and covariance tensor Σ = 2D(y)τ [19]. Also, it is known that the distribution of dif-
fusivities for a multivariate Gaussian displacement distribution depends only on the eigenvalues
of the diffusion tensor [36]. Since the eigenvalues of D(y) are constant and independent of y, the
distribution of diffusivities for τ → 0 is identical to that of a homogeneous anisotropic system
with the same eigenvalues and given by Eq. (2.105). For large τ the process in y-direction has
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D1D2 (see Eq. (3.88)).
Since the mean diffusivity 〈D(τ)〉 = D1+D22 is constant, it follows immediately that the effective
diffusion coefficient in x direction must yield Dx,eff = limτ→∞
〈∆x〉
2τ = D1 + D2 −
√
D1D2. The
same result can be obtained if the diffusion tensor Eq. (4.13) is averaged with the equilibrium
distribution Eq. (3.90) in a periodic system. Thus, the effective diffusion tensor for large τ is




D1D2). By plugging the effective diffusion coefficients into the

















is obtained. This can be observed in the right part of Fig. 4.5, which shows the first two moments
of the numerical implementation of the process as circles. Here the mean diffusivity remains
constant and agrees well with the predicted value (red line). For the second moment of the
diffusivity the crossover from value of a homogeneous anisotropic system for small τ (line) to
the value predicted by Eq. (4.17) (dashed line) can be observed. It should be noted that in
this case with D1 = 1 and D2 = 3 the second moment for large τ , here with value of about
8.0718, is already very close to the value of an isotropic system where the second moment is〈
D2
〉
= 2 〈D〉2 = 8 and, hence, the system can hardly be identified as anisotropic for large τ
(see also Fig. 4.6). Nevertheless, if the difference between the eigenvalues of the diffusion tensor
D(y) is larger, then also the gap between the effective eigenvalues for large τ is larger and,
consequently the anisotropy is easier to detect.
And now, by using the expressions for the first and second moment of the diffusivities for
large τ , the anisotropy value can be calculated
lim












Consequently, the distribution of diffusivities for τ → ∞ should still be anisotropic, but now
with the the effective diffusion eigenvalues Dx,eff and Dy,eff.
In Fig. 4.6 the τ -dependence is shown for the distribution of diffusivities and for the anisotropy
measure η for the Itoˆ interpretation of the Langevin equation Eq. (4.14). A crossover from the
distribution of the homogeneous anisotropic system (black line) to an anisotropic distribution
with the effective diffusion coefficient Dx,eff and Dy,eff can be observed. Since the eigenvalues
of D(y), D1 and D2, are already very close together, the distribution for large τ is still well
approximated with an isotropic distribution with the same mean diffusivity (red line). If the
difference between D1 and D2 is larger, also the remaining anisotropy for large τ is increased.
This behavior can also be observed in the anisotropy measure η, which shows a crossover from
the value of a homogeneous anisotropic system η = |D1−D2|D1+D2 to a value which now depends on
the effective diffusion coefficients, given by Eq. (4.18).
4.2.2. Stratonovich interpretation
For the Stratonovich interpretation the situation is different than in the Itoˆ case. The time-
derivative of the mean square norm is not necessarily constant as in the Itoˆ case due to the
noise induced drift (see Eq. (2.83)). Nevertheless, for τ → 0 the displacement distribution is
still a bivariate Gaussian distribution with covariance tensor Σ = 2D(y)τ [19], but now with
the noise induced drift fα(y(t))τ , with α = 12 . The noise induced drift is calculated with help of
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Figure 4.6.: The distribution of diffusivities for different time (left) and the anisotropy measure
η (right) for a system after Fre´edericksz transition interpreted in Itoˆ sense with
D1 = 1, D2 = 3 and ω =
1
2 . The distribution of diffusivities obtained from random
walk simulation of the Langevin equation Eq. (4.14) (colored densities) for different τ
are shown. For τ < 0.1 the distribution agrees well with that from the homogeneous
anisotropic system with the same eigenvalues (black line) and for τ > 1 it agrees
well with that from a homogeneous anisotropic system (black dashed line) with the
effective eigenvalues Dx,eff = D1 +D2 −
√
D1D2 ≈ 2.26795 and Dy,eff =
√
D1D2 ≈
1.73205. For comparison the distribution of diffusivities for a homogeneous isotropic
system with the same mean diffusion coefficient 〈D〉 = Dc = D1+D22 = 2 is shown
(red line) which can hardly be distinguished from true distribution for large τ . In
the right figure the τ -dependence for the anisotropy measure η is shown. The values
from the numerical implementation agree well for small times with the anisotropy
value of a homogeneous anisotropic system with η = |D1−D2|D1+D2 =
1
2 (red line) and

















D1 +D2 − 2
√





Thus, in the limit τ → 0 the distribution of diffusivities may be calculated via
lim
τ→0
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Now the integration over rˆ may be performed and yields the distribution of diffusivities of
the homogeneous anisotropic case which depends only on the eigenvalues of D(y) which are
independent of y. Thus, the integration over x does not influence the result. These steps can be
performed for any system described by a Fokker-Planck equation with time-independent drift
and state-dependent diffusion tensor with constant eigenvalues and consequently the distribution
of diffusivities in the limit of small τ depends only on these eigenvalues and, thus, approaches
an invariant distribution in that limit. This should not be underestimated, since this means,
the local diffusion coefficients can be identified independently of applied time-independent forces
and also independently of the form of the Fokker-Planck equation with respect to the stochastic
interpretations. Accordingly, it is impossible to distinguish the stochastic interpretations with
help of the distribution of diffusivities in the limit of small τ .
For large τ the situation is different, since now the drift term plays a role. Nevertheless, from
Eq. (3.79) the exact propagator for the y-component is known, in this example only D1 and









. With this variance it is already assumed that D2 > D1, which is without loss of
generality, i.e. if D1 > D2 the diffusion coefficients in the variance have to be interchanged.





should approach the same


























. For the estimation of the mean diffusivity the mean projected dif-
fusivity in x-direction is needed, since 〈D(τ)〉 = 12(〈Dx(τ)〉 + 〈Dy(τ)〉) and, thus, the behavior





is known. The mean value of x(t) fulfills







, as can be seen in Eq. (2.84). Since the force-term of the right-
hand side of the equation only depends on y, the average over the propagator of the projected
coordinate p(y, t|y0), which is already known in the Stratonovich case (see Eq. (3.79)), may be
calculated. Thus, the solution to this ODE reads








x (y)p(y, s|y0). (4.23)
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has to be solved. The integration over the constants can be performed without effort. For











1−m sin2(θ)]− 12 denotes the elliptic integral of first kind. And with the
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knowledge that the initial value y0 for large time becomes unimportant (see Sec. 3.4.1), the



















with sn(φ,m) = sin(am(u,m)) and the Jacobi amplitude am(u,m), which is the inverse function
to u = F (φ,m) [136]. After utilizing the Lambert series expansion of sn(φ,m) and performing



































with q(m) the elliptic nome. Now the integration can be performed and after taking the limit























(1− q(1− D1D2 )2n+1)2
)]
. (4.27)
The sum on the right side converges very rapidly and may be aborted after a few terms. If
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If D1 ≈ D2, then sn(
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which is the isotropic limit.
Another possibility to calculate the mean force is to use the equilibrium or steady-state dis-



























































is obtained and, thus, by the way finds an explicit expression for this sum. Since the mean
force is constant for large times, the mean and also the mean displacement grows asymptotically














































Figure 4.7.: Mean displacements for a system after Fre´edericksz transition interpreted in
Stratonovich sense with D1 = 1, D2 = 3 and ω =
1
2 (left) and with D1 = 1,
D2 = 10 and ω = 1 (right). The mean displacements in x direction (red) and in
y-direction (blue) from a numerical evaluation of the Langevin equation Eq. (4.14)
interpreted in Stratonovich sense (circles) are compared with the analytical predic-
tions (lines) for two different parameter sets. In both cases the mean displacement
in y direction is approximately zero. The mean displacement in x-direction grows
linearly in time for large τ in both cases. The slope in both figures can be computed
either with Eq. (4.27) or (4.32) and yields in the left figure fasyx ≈ 0.06636 and in
the right figure fasyx ≈ 1.12296. The numerical results show a good agreement with
the analytical predictions.
In Fig. 4.7 the mean displacements for a system after Fre´edericksz transition interpreted in
Stratonovich sense for two different parameter sets are shown. As predicted, the mean displace-
ment in y-direction is zero, whereas in x-direction there exist a mean drift, which for large τ
may be calculated with Eq. (4.27) or (4.32). The numerical results (circles) and the analytical
prediction (lines) show a good agreement.
For the estimation of the mean square displacement, again the equation for the mean square



























+ 2(D1 +D2) (4.34)
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for large t is







is zero for large times, then this ODE
may be solved and yields 〈
r2(t)
〉 t→∞∼ (fasyx )2 t2 + 2(D1 +D2)t. (4.35)
















Hence, the mean diffusivity should grow asymptotically linearly with τ and, thus, the MSD































Figure 4.8.: MSD (left) and first two moments of the distribution of diffusivities (right) for a
system after Fre´edericksz transition interpreted in Stratonovich sense with D1 = 1,
D2 = 10 and ω = 1. The MSD from a numerical evaluation of the Langevin equation
Eq. (4.14) interpreted in Stratonovich sense (circles) for small τ grows linearly with
slope 2 tr(D(y)) = 22 (red dashed line) and for large τ it grows ballistically, i.e. with
τ2 and a slope of (fasyx )2 ≈ 1.261. Overall it shows a good aggreement with Eq. (4.35)
(red line). The first two moments of the distribution of diffusivities are shown
in the right figure. The first moment (red circles) and the second moment (blue
circles) of the simulation show a good agreement with the values of the homogeneous
anisotropic case with the same eigenvalues D1 and D2 (dashed lines) for small τ . For
increasing τ , the moments for an intermediate τ decrease, but then grow for large
τ . The first moment for large τ grows linearly with τ , as predicted by Eq. (4.36),
with a slope of (12f
asy
x )2 ≈ 0.315. Except for intermediate τ , the numerical values
(red circles) show a good agreement with curve of Eq. (4.36) (red line).
In Fig. 4.8 the MSD and the first two moments of a simulation of the Eq. (4.14) interpreted in
Stratonovich sense are compared with the analytical results from Eqs. (4.35) and (4.36). Except
for intermediate τ there is a good agreement between the numerical values (circles) and the
analytical predictions (lines).
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4.3. Undulation of the director field
The final example in this thesis considers an undulation in the director field. The undulation pat-
tern was originally predicted by Helfrich [145, 146] to describe the orientation field of cholesteric
liquid crystal between two conducting plates. The liquid crystal molecules have a parallel align-
ment to the plates without an applied electric field and with electric field the orientation layers
tend to reorient with the electric field lines, but the free reorientation is hindered by the surface
forces from the boundaries. As result the orientation layers show a periodic modulation, i.e.
undulation. This undulation, also known as Helfrich-Hurault effect [141], can also be found for
smectic A liquid crystals, which has a homeotropic texture between two glass plates, i.e. the
molecules are aligned perpendicular to the plates, and with application of a magnetic field par-
allel to the plates the undulation pattern occurs [141]. Furthermore, this pattern was predicted
by Clark and Meyer [147] and measured from Delaye et al. [148] for smectic A and cholesteric
liquid crystals, which are subjected to dilative mechanical stress.
Figure 4.9.: Experimental example of a director field with undulation (from [50], Fig. 8) recorded
with fluorescence confocal polarized microscopy technique and the illustration of the
continuous director field considered for the calculation (the blue stream lines are as
guide to the eye).
In Fig. 4.9 an experimentally observed undulation pattern is shown (left). This pattern was
measured by Senyuk et al. [50] with help of fluorescence confocal polarized microscopy. In the
right part of Fig. 4.9 the continuous director field which is considered in this thesis is shown.















with ω the period of the undulation and A its amplitude and with D1 and D2 the diffusion
coefficients related to the principal axes of the local diffusion tensor. The tensor may be written
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dx′ 1gˆ(x′) is found up to now for the projected process.
Furthermore, also the normalization constants of the equilibrium distributions for other than
the Itoˆ interpretation can not be computed explicitly. And, thus no analytical predictions for
the behavior of the process for other than the Itoˆ interpretation can be made. Nevertheless, the
methods provided in Sec. 4.2.2 may still be used to predict the behavior numerically.
4.3.1. Itoˆ interpretation
For the Itoˆ interpretation of the full process it is known, from Eq. (2.83) and from Sec. 4.2.1,
that the mean diffusivity is constant and the mean squared displacement grows linearly in time,
i.e.






= 2(D1 +D2)τ . (4.41)
This can be observed in the left part of Fig. 4.10, which shows a good agreement of the analytic
MSD (line) and the values obtained from a numerical implementation of the Langevin equation
Eq. (4.40) interpreted in the Itoˆ sense (circles).
Furthermore, independently of the stochastic interpretation and of external state-dependent
forces, the distribution of diffusivities for small τ in case of constant eigenvalues of D(x) is
always the same as in a homogeneous anisotropic case with the same eigenvalues (see first part
of Sec. 4.2.2, especially Eq. (4.21)) and, consequently, given by Eq. (2.105) in this case.
Since the diffusion tensor is periodic in x, the same ansatz as in Sec. 4.2.1 for the calculation of
the effective diffusion coefficients for large τ can be taken. Therefore, the equilibrium distribution


























With the knowledge of the equilibrium distribution of the dependent variable x, the effective
diffusion tensor of the system, which determines the diffusive behavior of the system for large






































Figure 4.10.: The mean squared displacement (left) and the first two moments of the distribution
of diffusivities (right) for an undulation system interpreted in Itoˆ sense withD1 = 1,
D2 = 3, ω = 1 and A = 1. The MSD obtained from random walk simulation of
the Langevin equation Eq. (4.40) (circles) and the analytical value (lines) agree
well. The MSD grows linearly in time like for an isotropic system with the same
mean diffusion coefficient. The first two moments of the distribution of diffusivities
are shown in the left figure. Here the first moment (red) is constant as predicted
and has the value 〈D〉 = D1+D22 = 2. The second moment shows a crossover from
small τ to large τ . In both cases it takes the value of the homogeneous anisotropic









= 8.25 (blue dashed line).


















By plugging the effective diffusion coefficients into the equation for the second moment of the
diffusivities for a two-dimensional system Eq. (2.107), the asymptotic behavior of the second















is obtained. This can be observed in the right part of Fig. 4.5, which shows the first two moments
of the numerical implementation of the process as circles. The mean diffusivity remains constant
and agrees well with the predicted value (red line). For the second moment of the diffusivity
the crossover from the value of a homogeneous anisotropic system for small τ (line) to the value
predicted by Eq. (4.46) (dashed line) can be observed.
And now the expressions for the first and second moment of the diffusivities for large τ or the
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effective eigenvalues may be used to calculate the anisotropy value
lim









∣∣∣(D1 −D2)(D1 +D2 −√D1 (D1 +A2D2))∣∣∣
(D1 +D2)
(√
D1 (D1 +A2D2)−D1 +D2
) . (4.47)
Consequently, the distribution of diffusivities for τ → ∞ should still be anisotropic, but now
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Figure 4.11.: The distribution of diffusivities for different times (left) and the anisotropy measure
η (right) for an undulation in Itoˆ sense with D1 = 1, D2 = 3, ω = 1 and A = 1. The
distribution of diffusivities obtained from random walk simulation of the Langevin
equation Eq. (4.40) (colored densities) for different τ are shown. For τ < 0.1 the
distribution agrees well with that from the homogeneous anisotropic system with
the same eigenvalues (black line) and for τ > 1 it agrees well with that from a
homogeneous anisotropic system (black dashed line) with the effective eigenvalues
given by Eqs. (4.44) and (4.45) Dx,eff =
3
2 and Dy,eff =
5
2 . For comparison the
distribution of diffusivities for a homogeneous isotropic system with same mean
diffusion coefficient 〈D〉 = Dc = D1+D22 = 2 is shown (red line). It can be well
distinguished from true distribution for large τ , especially for large D. In the right
figure the τ -dependence for the anisotropy measure η is shown. The values from
the numerical implementation agree well for small times with the anisotropy value
of a homogeneous anisotropic system with η = |D1−D2|D1+D2 =
1
2 (red line) and for large
times it agrees with the predicted value from Eq. (4.47) η = 14 (red dashed line).
In Fig. 4.11 the τ -dependence of the distribution of diffusivities and of the anisotropy mea-
sure η for the Itoˆ interpretation of the Langevin equation Eq. (4.40) is shown. One can ob-
serve the crossover from the distribution of the homogeneous anisotropic system (black line)
to an anisotropic distribution with the effective diffusion coefficients Dx,eff and Dy,eff given by
Eqs. (4.44) and (4.45). In the right part of Fig. 4.11 the temporal behavior of the anisotropy
parameter η is presented. It shows a similar crossover as the distribution of diffusivities from a
value which is determined by the eigenvalues of D(x), D1 and D2, for small τ to a value which
is now stipulated by the effective eigenvalues Dx,eff and Dy,eff.
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4.4. Some general results
From the results obtained in the previous sections, some general assertions can be made. First,
for anisotropic systems with a state-dependent diffusion tensor D(x) with constant eigenvalues

















the distribution of diffusivities is a valuable tool to determine the eigenvalues of D(x). It has
been established in the first part of Sec. 4.2.2, on the example of a two-dimensional system (see
Eq. (4.21)), that the distribution of diffusivities only depends on the eigenvalues of D(x) for small
τ and that prove can be easily extended to arbitrary dimensions. Furthermore, Heiderna¨tsch
et al. [36] already showed how these eigenvalues can be obtained from the moments of measured
diffusivities. Consequently, for any system which follows the general Fokker-Planck equation
Eq. (4.48) and has constant eigenvalues of D(x), these eigenvalues may be obtained by measuring
the moments of the diffusivities for small time-increments τ . Of course, this also includes any
stochastic interpretations of the Langevin equation Eq. (2.72), since the noise-induced drift term
is also only state-dependent.
Secondly, if the same system is additionally drift-free, which corresponds to the Itoˆ interpre-










= 2 tr(D(x))τ = 2d 〈D〉 τ . (4.49)
And finally, if there is only one dependent direction, i.e. D(x) = D(xi), and the equilibrium









N = ∫ dxi 1Dii(xi) has to be a finite normalization constant as a necessary condition that the
steady-state exists. Nevertheless, if the projected diffusion coefficient has a periodicity L, i.e.
Dii(xi) = Dii(xi ± L), also the steady-state solution within one period can be used, which is
easily normalized. Consequently, the distribution of diffusivities for large τ now only depends
on the eigenvalues of the effective tensor Eq. (4.51).
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5. Summary and Outlook
The diffusion with state-dependent diffusion coefficient or diffusion tensor, which is of high rele-
vance in a wide variety of systems, was studied in this thesis. The dynamics of diffusing molecules
or particles in such systems is usually described and modeled using a drift-free Langevin equation
with multiplicative noise. This immediately leads to the question of the stochastic interpretation
of the Langevin equation and, accordingly, to the question of the proper form of the Fokker-
Planck equation, or diffusion equation respectively, describing the probability density function
of the process. This question cannot be settled by theoretical consideration alone. Measurable
quantities have to be found, e.g. the from the propagator or temporal behavior of moments of
the processes, which allow to identify the proper description.
Thus, in Chap. 2 a brief recall of the stochastic description of diffusion processes was given,
already highlighting the problems related to the stochastic interpretations and recalling ana-
lytical treatments to obtain the propagator of the stochastic differential equation modeling the
process. This chapter was concluded by a short presentation of methods which are used in exper-
iments to measure properties of diffusion processes and how they are related to the stochastic
description. This was followed by the first result Chap. 3, which presented several examples
of one-dimensional systems with state-dependent diffusion coefficient. For these examples for
the first time the respective exact propagator was calculated for any possible stochastic inter-
pretation. Furthermore, it was shown how the stochastic interpretation, i.e. the form of the
Fokker-Planck equation, may be identified with help of mean and variance of the processes. This
can only be done by assuming no additional drift in the system, i.e. the system is completely
described by a state-dependent diffusion coefficient and a stochastic interpretation. Finally,
in the second result Chap. 4 also heterogeneous anisotropic systems were treated. Here, for
typical examples of experimentally highly relevant systems, predictions for the mean squared
displacement and the distribution of diffusivities were given, which are both easily accessible in
experiments.
One-dimensional systems with state-dependent diffusion coefficient
One-dimensional diffusion processes with state-dependent diffusion coefficient can be trans-
formed into diffusion processes in a potential with constant diffusion coefficient. Since the
transformation rule depends on the stochastic interpretation of the original process, the poten-
tial of the transformed process also depends on this stochastic interpretation. Nevertheless, if the
potential is found, the powerful instruments of quantum mechanics may be applied to calculate
the propagator of the transformed process and, thus, after back-transformation also the propaga-
tor of the original process is available. Furthermore, the potentials of the transformed Itoˆ process
and transformed Klimontovich-Ha¨nggi process are supersymmetric partner-potentials and, con-
sequently, the eigenvalues and eigenfunctions of the eigenfunction expansion of the propagator
have a simple relation to one another. This knowledge was used in Chap. 3 to calculate the exact
propagator of several experimentally relevant systems with state-dependent diffusion coefficient
and for the very first time also for every possible stochastic interpretation. Furthermore, for
these systems the influence of the stochastic interpretation on mean and variance of the processes
was studied, providing hints to distinguish the interpretation based on these averages.
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As first example a generalized geometric Brownian motion with state-dependent diffusion co-
efficient D(x) = D0(1 + σ|x|)2 was studied. The transformed process gives the diffusion in a
wedge or V-shaped potential, which itself is an interesting system. And the related imaginary-
time Schro¨dinger equation leads to a wave-function in a δ-potential, which is a textbook example
in quantum mechanics. Although the eigenfunctions in such systems are well known, in this
thesis for the first time the explicit propagator of the diffusion in a wedge potential was com-
puted. Additionally, the characteristic function of the propagator was calculated, which allows
to compute every moment of the propagator explicitly. After back-transformation to the original
process, also the explicit propagator for diffusion with the state-dependent diffusion coefficient
for any stochastic interpretation is known. For two interpretations of the Langevin equation,
i.e. the Itoˆ interpretation and the Klimontovich-Ha¨nggi interpretation, the temporal behavior
of the analytical propagator was presented and compared with numerical results, which showed
a very good agreement. Both behave also qualitatively different. The propagator of the Itoˆ
interpretation approaches a steady-state distribution for large time t, whereas the propagator
of the Klimontovich-Ha¨nggi interpretation shows a broadening of the distribution and also a
motion of the center of mass with increasing time. This can also be observed in mean and
variance, which was presented for the three main interpretations, i.e. additionally including the
Stratonovich interpretation. Here, mean and variance grow exponentially in time for large t
with an exponent which depends, besides from the parameters D0 and σ, on the interpretation
value α. Hence, the value of α may be determined with help of mean and variance of the process
under the assumption that no other drift exists and, thus, the stochastic interpretation may be
identified.
The second example, which was presented, is the diffusion with an algebraically varying dif-
fusion coefficient D(x) = D0x
κ, which may be used to describe the diffusion close to interfaces.
It was shown that the process can be transformed to a square Bessel process and to diffusion
in a logarithmic potential. For the Stratonovich interpretation of the corresponding Langevin
equation the propagator is already known [114]. But in this thesis, additionally, the propagator
for any other possible stochastic interpretation was calculated. Again, the temporal behavior
of the analytical propagator for the Itoˆ interpretation and the Klimontovich-Ha¨nggi interpreta-
tion is compared with simulations of the corresponding Langevin equations and shows a good
agreement. Furthermore, analytic expressions for the conditional moments of the process were
presented, which show an algebraic growth with increasing time. Moreover, it was proved that
the variance of these processes show a subdiffusive growth for negative κ and a superdiffusive
growth for positive κ independent of the stochastic interpretation. Finally, it was shown that if
these processes are scaled with t
1
2−κ , their density approaches an asymptotic invariant density
for large t and the asymptotically constant scaled moments can be used to infer the value of α
and, thus, the stochastic interpretation can be identified.
In the final example a periodically varying diffusion coefficient was presented, which was
later used also for an anisotropic system. Here the exact propagator can only be given for
the Stratonovich interpretation. Nevertheless, since the effective diffusion coefficient in the
transformed process can be computed, the behavior of the time-scaled moments for large t of
the original process for an arbitrary interpretation may still be predicted. Unfortunately, no
explicit expressions for the moments for a general α can be computed and, thus, in this case no
hint can be given how to obtain the value of α from moments of the process.
In summary, the stochastic interpretation, i.e. the value of α, has a huge impact on the
temporal behavior of the propagator and on its moments. Although, how this manifests depends
strongly on the considered system, i.e. on the explicit form of the state-dependent diffusion
coefficient. In some of the presented systems, the influence of the stochastic interpretation can
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directly be observed in the temporal behavior of the moments. In other examples, the moments
show a similar scaling over time, but then the propagator takes a qualitatively different form.
Nevertheless, many of the methods presented in this chapter may also be applied in future to
other systems with state-dependent diffusion coefficient to identify the influence of the stochastic
interpretation, to predict mean values, or to calculate the propagator.
Anisotropic systems with state-dependent diffusion tensor
Since many real world systems are not one-dimensional and, besides the state-dependence, the
diffusion coefficient may also be direction dependent, in Chap. 4 systems with state-dependent
diffusion tensor were considered. Inspired by real heterogeneous liquid crystal systems, for a few
examples the temporal behavior of measurable quantities like mean squared displacement and
distribution of diffusivities was presented and analytical predictions were given.
As first example, a system with twist distortion of director field was considered. The diffusive
motion along the axis of rotation of the director may also be interpreted as rotational diffusion
and, thus, the system can be related to the translational diffusive motion of a two-dimensional
ellipsoid. Since the dependent direction, here the z-axis, and the affected directions, here the
x-y-plane, are perpendicular to each other, the stochastic interpretation of the related Langevin
equation plays no role. Furthermore, the independence of the motion in z-direction or the
rotational motion from the motion in the x-y-plane can be used to compute the averaged time-
dependent diffusion tensor of the system. With this computed tensor, the temporal behavior
of the moments of the x-y-process was calculated and, thus, also the temporal behavior of
measurable quantities like MSD, distribution of diffusivities, or anisotropy parameter are known
explicitly. For this system, the MSD is insufficient to detect the heterogeneity, since it has a
constant slope determined by the sum of the eigenvalues of the diffusion tensor D or, respectively,
its trace. Nevertheless, the distribution of diffusivities and its moments are well suited to
detect this heterogeneity, since it manifests in a dependence of the displacements or diffusivities,
respectively, on the record time τ . Thereby, the distribution of diffusivities shows a crossover
from a distribution of a homogeneous anisotropic system with the same eigenvalues for small τ
to a distribution of a homogeneous isotropic system for large τ with a diffusion constant given
by the arithmetic mean of the eigenvalues.
As second example, the diffusion in a system after a Fre´edericksz transition was considered.
Here, like in the twist system, the director rotates continuously around the z-axis, but the local
orientation depends now on the y-direction. Consequently, since dependent direction, the y-
axis, and affected directions, the x-y-plane, are not perpendicular, the stochastic interpretation
of the Langevin equation now plays a role, in contrast to the twist system. Since like in the
twist system no direction is distinguished, it may be assumed that the system for large τ behaves
isotropically. But it was shown for the Itoˆ interpretation of the corresponding Langevin equation,
that this is not the case. For this system, the distribution of diffusivities shows a crossover from
a distribution of a homogeneous anisotropic system with the same eigenvalues as the eigenvalues
of the diffusion tensor D(y) for small τ to the distribution of another homogeneous anisotropic
system for large τ , but now with effective eigenvalues. These effective eigenvalues may be
computed by averaging the diffusion tensor D(y) with help of the equilibrium distribution of the
projected process in the dependent direction y. Furthermore, the system was also interpreted
in Stratonovich sense, which leads to a qualitatively completely different behavior, which was
here explored for the first time. In contrast to the Itoˆ interpretation, for the Stratonovich
interpretation the noise-induced drift term is important for the temporal behavior of MSD and
the moments of the diffusivities. Nevertheless, it was proved that for small τ the distribution of
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diffusivities is again the same as for a homogeneous anisotropic system with the same eigenvalues
and, consequently, this distribution for small τ can be used to determine the eigenvalues. For
large τ , the behavior is completely determined by the noise induced drift and, thus, the mean
squared displacement grows quadratically with τ and the first moment of diffusivities grows
linearly with τ . This is surprising, since this ballistic growth of the MSD is observed in a
natural drift free system and is only caused by the Stratonovich interpretation of the related
Langevin equation modeling the diffusion process. Furthermore, it was shown that this effective
drift can be computed explicitly with help of the propagator or equilibrium distribution of the
projected process of the dependent direction.
As last example, a system with undulation in the director field was in the focus. Here only
the prediction for the Itoˆ interpretation was given. Again, the mean squared displacement grows
linearly in time with a slope determined by the trace of the diffusion tensor D or, respectively,
the sum of its eigenvalues. Thus, the MSD is insufficient to determine the eigenvalues of D and
to detect the heterogeneity. Again, the distribution of diffusivities for small τ can be used to
determine the eigenvalues of the tensor and for large τ it can be used to determine the effective
diffusion coefficients in the system.
In the last section of Chap. 4 some general assertions for diffusion with state-dependent dif-
fusion tensor were given. Summarized, the distribution of diffusivities for small τ depends only
on the eigenvalues of the diffusion tensor, if the state-dependent diffusion tensor has constant
eigenvalues and additional drifts are also only state-dependent. Thus, distribution of diffusiv-
ities is the superior method to determine the local diffusion coefficients for this huge class of
heterogeneous diffusion systems, which also includes all possible stochastic interpretations of the
multidimensional Langevin equation with state-dependent drift and state-dependent diffusion
tensor with constant eigenvalues. Furthermore, for the drift-free Itoˆ-interpreted multidimen-
sional Langevin equation also the MSD and the first moment of diffusivities was given explicitly.
Furthermore, if such systems have only one dependent direction, the equilibrium distribution of
that direction may be used to determine the effective diffusion coefficients in the system, which
applies for large τ and manifests also in the distribution of diffusivities.
To summarize, it was shown on experimentally relevant systems, how the state-dependence of
the diffusion tensor manifests in measurable quantities. Furthermore, it was shown how these
quantities may be predicted by analytical means. Finally, for the system after Fre´edericksz
transition also a different stochastic interpretation and its impact on the MSD and first moment
of diffusivities was studied. Like in Chap. 3, the stochastic interpretation has a huge impact on
these quantities and should not be neglected when considering heterogeneous systems.
Future work and open questions
Many of the obtained results were driven by the question of the importance of the stochastic
interpretation of the Langevin equation, or, equivalently, by the question of the proper form
of the diffusion equation. As pointed out in Chap. 2, this questions cannot be answered by
theoretical considerations alone. The experimental system has to be considered explicitly. How-
ever, this thesis predicts the impact of the stochastic interpretation on measurable quantities
for many systems and demonstrates how they can be calculated. The methods presented here
may be easily transferred to other systems. Nevertheless, to answer the question of the proper
diffusion equation in systems with state-dependent diffusion coefficient or tensor, a system has
to be prepared, where the dependence is explicitly known in order to compare analytical pre-
dictions with experimental results. Especially, tracer diffusion in liquid crystalline systems may
be perfectly suited for such studies, since the director field may be influenced by magnetic or
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electric fields without necessarily affecting the diffusion of the tracer. Another possibility are
molecular dynamic simulations, where the system may also be prepared in a configuration where
the state-dependence of the diffusion coefficient can be given explicitly. Up to now only a few
experiments [17, 18, 64, 65] were performed in heterogeneous systems which focus on the form of
the diffusion equation. In liquid crystalline system no such experiments are known to the author,
but especially in such systems a inhomogeneous director field is often found and as shown in
this thesis, analytical predictions are possible.
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A. Appendix
A.1. Second moment of the propagator of the wedge potential
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A.2. First moment of the propagator for Brownian motion with
diffusion coefficient D(x) = D0(1 + σ|x|)2
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