(−1)-homogeneous axisymmetric no-swirl solutions of three dimensional incompressible stationary Navier-Stokes equations which are smooth on the unit sphere minus the north and south poles have been classified, In this paper we study the vanishing viscosity limit of sequences of these solutions. As the viscosity tends to zero, some sequences of solutions C m loc converge to solutions of Euler equations on the sphere minus the poles, while for other sequences of solutions, transition layer behaviors occur. For every latitude circle, there are sequences which C m loc converge respectively to different solutions of the Euler equations on the spherical caps above and below the latitude circle. We give detailed analysis of these convergence and transition layer behaviors.
Introduction
We consider (−1)-homogeneous solutions of incompressible stationary Navier-Stokes equations in R 3 :
− ν△u + u · ∇u + ∇p = 0, div u = 0.
The incompressible stationary Euler equations in R 3 are given by:
Equations (1) and (2) are invariant under the scaling u(x) → λu(λx) and p(x) → λ 2 p(λx), λ > 0. We study solutions which are invariant under the scaling. For such solutions u is (−1)-homogeneous and p is (−2)-homogeneous. We call them (−1)-homogeneous solutions according to the homogeneity of u.
Landau discovered in [13] a three parameter family of explicit (−1)-homogeneous solutions of (1) , which are axisymmetric with no swirl. Tian and Xin proved in [31] that all (−1)-homogeneous, axisymmetric nonzero solutions of (1) which are smooth on the unit sphere S 2 are Landau solutions. They also gave in the paper explicit expressions of all (−1)-homogeneous axisymmetric solutions of (2) .Šverák proved in [29] that all (−1)-homogeneous nonzero solutions which are smooth on S 2 are Landau solutions. We studied in [14] and [15] (−1)-homogeneous axisymmetric solutions of (1) which are smooth on S 2 minus the north and south poles. In particular, we classified in [15] all such solutions with no swirl. (−1)-homogeneous solutions of (1) and (2) have been studied in [1] , [6] , [10] , [11] , [12] , [16] , [19] , [20] , [21] , [22] , [25] , [26] , [27] , [28] , [32] and [34] .
In spherical coordinates (r, θ, φ), where r is the radial distance from the origin, θ is the angle between the radius vector and the positive x 3 -axis, and φ is the meridian angle about the x 3 -axis, a vector field u is written as u = u r e r + u θ e θ + u φ e φ , We use N and S to denote respectively the north and south poles of S 2 . A vector field u is called axisymmetric if u r , u θ and u φ depend only on r and θ, and is called no-swirl if u φ = 0. For any (−1)-homogeneous axisymmetric no-swirl solution (u, p) of (1), u r and p (modulo a constant) can be expressed by u θ and its derivatives as follows
Similarly, for any (−1)-homogeneous axisymmetric no-swirl solution (v, q) of (2), v r and q can be expressed by v θ and its derivatives as follows
In this paper, we analyze the behavior of any sequence of (−1)-homogeneous axisymmetric no-swirl solutions {(u ν k , p ν k )} of (1), with vanishing viscosity ν k → 0. We will show that in some cases there are subsequences converging to solutions of (2) on S 2 and in some other cases there are transition layer behaviors. There have been a large amount of research work on vanishing viscosity limit for incompressible NavierStokes equations. See for instance [2] , [3] , [4] , [7] , [8] , [9] , [17] , [18] , [23] , [24] , [30] and [33] . On the other hand, there has not been much work on vanishing viscosity limit for stationary incompressible Navier-Stokes equations.
Based on our result in [15] , we have the following theorem. Theorem 1.1. (i) Let 0 < ν < 1, (u ν , p ν ) be (−1)-homogeneous axisymmetric no-swirl solutions of (1) which are smooth on S 2 \ {S, N }. Then for any 0 < θ 1 < θ 2 < θ 3 < θ 4 < π, there exists some positive constant C, depending only on the {θ i }, such that
(ii) Let ν k → 0 + , (u ν k , p ν k ) be (−1)-homogeneous axisymmetric no-swirl solutions of (1) which are smooth on S 2 \ {S, N }. If sup
|u ν k ,θ | 2 < ∞ for some −1 < a < b < 1, then there exists some solution (ũ,p) of (1) which is smooth on S 2 \ {S, N }, such that, after passing to a subsequence, for any ǫ > 0, and any integer m,
As in [14] and [15] , we work with variable x := cos θ and vector U := u sin θ. We use " ′ " to denote the derivative with respect to x. It is easy to see from the above (see also [31] ) that {(v ± c , q c ) | c ∈J 0 ∪ ∂ ′ J 0 } is the set of (-1)-homogeneous axisymmetric no-swirl solutions of (2) which are smooth in S 2 \ {S, N }.
Next, we prove that if a sequence of (−1)-homogeneous axisymmetric no-swirl solutions {(u ν k , p ν k )} of (1) converges weakly in L 2 (S 2 ∩ {θ 1 < θ < θ 2 }) to (v + c , q c ) or (v − c , q c ) for some c ∈J 0 , then the convergence is C m loc for any positive integer m. More precisely we have the following theorem. Theorem 1.2. For 0 < θ 1 < θ 2 < π and ν k → 0 + , let {(u ν k , p ν k )} be smooth (−1)-homogeneous solutions of (1) in the open cone in R 3 generated by S 2 ∩ {θ 1 < θ < θ 2 }. Assume that {u ν k ,θ } weakly converges to v = v + c or v − c in L 2 (S 2 ∩ {θ 1 < θ < θ 2 }) for some c ∈J 0 . Then for any ǫ > 0 and any positive integer m, there exists some constant C, depending only on θ 1 , θ 2 , ǫ, m and sup ν k ||u ν k ,θ || L 2 (S 2 ∩{θ 1 <θ<θ 2 }) , such that ||(u ν k , p ν k ) − (v, q c )|| C m (S 2 ∩{θ 1 +ǫ<θ<θ 2 −ǫ) ≤ Cν k .
In the above theorem we have only analyzed axisymmetric no-swirl solutions {u ν , p ν }. Concerning general solutions we raise the following.
Question 1.
Let Ω ⊂ S 2 be an open set, and let {(u ν k , p ν k )}, ν k → 0 + , and (v, q) be smooth (−1)-homogeneous solutions of (1) and (2) respectively in the open cone in R 3 generated by Ω. Assume that u ν k weakly converges to v in L 2 (Ω) as ν k → 0 + . Is it true that for every non-negative integer m, {(u ν k , p ν k )} converges to (v, q) in C m loc (Ω)?
We also raise the following analogous question for two dimensional stationary incompressible Navier-Stokes equations.
Question 2.
Let Ω ⊂ R 2 be an open set, and let {(u ν k , p ν k )}, ν k → 0 + , and (v, q) be respectively smooth solutions of (1) and (2) in Ω. Assume that u ν k weakly converges to v in L 2 (Ω) as ν k → 0 + . Is it true that for every non-negative integer m, {(u ν k , p ν k )} converges to (v, q) in C m loc (Ω)? Given part (ii) of Theorem 1.1, we will only consider below the behavior of (u ν k , p ν k ) when ν (ii) For every 0 < θ 0 < π, there exist (−1)-homogeneous axisymmetric no-swirl solu-
) for every integer m ≥ 0, such that for every compact subset K ⊂J 0 , and every ǫ > 0, there exists some constant C depending on ǫ, K and m, such that
Notice that for every c inJ 0 , P c > 0 on [−1, 1], and v + c = v − c on S 2 ∩ {θ = θ 0 }. The limit functions in Theorem 1.3 (ii) have jump discontinuities across the circle {θ = θ 0 }.
In the following we give more detailed study on the behaviors of {(u ν k , p ν k )} which include that in regions where limit functions are not smooth and transition layer behaviors occur.
Define, for ν > 0 and c ∈ J ν ,
By Theorem 1.1 and Theorem 1.3 in [15] , using the scaling in (7), we have the following theorem.
, and the graphs of all solutions of (6) foliate the region
and if U ν,θ is a solution other than U ± ν,θ , then
If U ν k ,θ = 0 on (−1, 1) and c 1 = c 2 = 0, then, after passing to a subsequence, either (16) or (17) occurs.
for some x k ∈ (−1, 1) and for any ǫ > 0 and any positive integer m, there exists some constant C > 0, depending only on ǫ, m and c, such that for large k,
Remark 1.4. For any c ∈ J 0 with c 1 , c 2 > 0, 0 < ν < 1, and −1 ≤x ≤ 1, there exists some solution U θ of (6), other than U ± ν,θ (c), such that U θ (x) = 0. This can be seen from Theorem A, which asserts that the graphs of all solutions of (6) foliate the region
The above theorem indicates the formation of boundary layers (if we view x = ±1 as boundaries) and interior layers. We give descriptions of boundary layers and interior layers in the following theorem.
For c ∈ J 0 , define
is a solution of (6) with ν k and c k , other than U ± ν k ,θ . In addition, assume that there exists
Moreover, there exist some positive constants K and C, depending only on c, such that for large k,
Remark 1.5. The solutions U ν k ,θ of (6) with ν k asymptotically behave like U θ,x k as ν k → 0 + . Hence an interior layer appears whenx ∈ (−1, 1), and a boundary layer appears whenx = ±1 if we view x = ±1 as boundaries.
Remark 1.6. The length scale of the transition layers is ν k for interior layers, and is o(ν k ) for boundary layers. Moreover, for any ǫ k = o(ν k ), there exists {U ν k ,θ } having boundary layer length scale as ǫ k .
The organization of the paper is as follows. Theorem 1.1 is proved at the beginning of Section 2. In the remaining part of Section 2 we present some preliminary results and prove Theorem 1.2 at the end of Section 2. In Section 3 we prove Theorem 1.4 and Theorem 1.8 (iii). In Section 4 we prove Theorem 1.5 and Theorem 1.6. In Section 5 we prove Theorem 1.7. Theorem 1.8 (i) and (ii) are proved at the end of Section 4 and the end of Section 5. Theorem 1.3 is proved at the end of Section 5. In Section 6 we prove Theorem 1.9. In the appendix, we present some elementary properties of second order polynomials which we have used.
Lemma 2.1. For 0 < ν ≤ 1, let U ν,θ satisfies (6) in (−1, 1) for some c ∈ J ν . Then there exists some universal constant C > 0, such that for any −1 < r < s < 1,
Proof. Throughout the proof, C denotes some universal constant which may change value from line to line. For all 0 < r < s < 1, there exist a ∈ [−s, −r] and b ∈ [r, s] such that
. By (6) and the above,
The second inequality in (21) follows from the above. Next, we prove the first inequality in (21) . Rewrite P c =ĉ 1 +ĉ 2 x +ĉ 3 x 2 . Then |c| ≤ C|ĉ| whereĉ = (ĉ 1 ,ĉ 2 ,ĉ 3 ). For −1 < r < s < 1, let δ = (s − r)/9. Then there exist a ∈ [r, r + δ] and b i ∈ [r + 2iδ, r + (2i + 1)δ], i = 1, 2, 3, such that
For each i = 1, 2, 3, we have
Let β = (β 1 , β 2 , β 3 ), write the above as Aĉ t = β t , whereĉ t and β t denote the transpose ofĉ and β respectively, and
By (22), we have, after an integration by parts,
By computation, we have that A is invertible and
Clearly, δ ≤ b i − a, b j − b i ≤ 9δ for every i < j. So we have ||A −1 || ≤ Cδ −3 . Then, using (23), we have
The first inequality of (21) follows from the above. The lemma is proved.
Proof of Theorem 1.1: (i) We use C to denote a positive constant depending only on {θ i }, which may vary from line to line. Let r i = cos θ i , 1 ≤ i ≤ 4, x = cos θ, U ν,θ = u ν,θ sin θ. Then U ν,θ satisfies (6) on (r 4 , r 1 ) for some c ∈ J ν . By Lemma 2.1, we have
homogeneous axisymmetric no-swirl solutions of (1) on S 2 \{S, N }, there exists c k ∈ J ν k , such that U ν k ,θ satisfies (6) with the right hand side to be P c k . By Lemma 2.1, using the boundedness of ν
, and after passing to a subsequence,c k := c k ν −2 k →c for somec. By Lemma 2.2 in [15] , {||Ũ θ,k || L ∞ (−1,1) } is bounded. It follows from standard ODE theories that there exists some smooth solutioñ U θ of (7) with cν −2 =c thatŨ θ,k →Ũ θ in C m ([−1 + ǫ, 1 − ǫ]) for any ǫ > 0 and any positive integer m. Part (ii) is proved withũ θ =Ũ θ / sin θ together with (3) .
Let ν > 0, c ∈ R 3 , and f ν be a solution of the equation
Lemma 2.2. For 0 < ν ≤ 1 and c ∈ R 3 , let f ν be a solution of (25) in
Proof. By Theorem 1.2 and Theorem 1.3 in [15] , we have c ∈ J ν , f ν (−1) = τ 1 or τ 2 , and f ν (1) = τ ′ 1 or τ ′ 2 , where τ 1 , τ 2 , τ ′ 1 and τ ′ 2 are defined as in (9) . Thus |f (±1)| < 5 1 + |c|. Suppose that there exists a point x 0 ∈ (−1, 1) such that f ν (x 0 ) > 5 1 + |c|, then by (25) ,
It follows that f ν (x) > 5 1 + |c| for any −1 < x < x 0 . This contradicts the fact that f ν (−1) < 5 1 + |c|. We have proved that f ν ≤ 5 1 + |c| on (−1, 1). Similarly, we can prove that f ν ≥ −5 1 + |c| on (−1, 1).
Moreover, if 0 ≤ a < b ≤ 1, we have
and if −1 ≤ a < b ≤ 0, we have
Proof. Shrinking (a, b) slightly, we may assume without loss of generality that f ν is also in C 0 [a, b] . For convenience we write h ν = 1 2 f 2 ν − P c , and we only need to consider that h ν does not change sign on (a, b). Integrating (25) 
This implies (26) .
This gives (27) . Estimate (28) can be proved similarly.
be a solution of (25) in (a, b) satisfying, for some positive constants µ and δ, that f ν (a) ≥ µ and P c ≥ δ in (a, b). Then for all 0 < ν ≤ 1,
Proof. If for some 0 < λ < µ, there exists some x ∈ (a, b] such that f ν (x) ≤ λ, then let x ν be the first point greater than a such that f ν (x ν ) = λ. Then f ′ ν (x ν ) ≤ 0. By equation (25) we have that
So either 4νλ ≥ δ or λ 2 ≥ δ.
be a solution of (25) in (a, b), satisfying, for some positive constants µ and δ, that f ν (b) ≤ −µ and P c ≥ δ in (a, b). Then for all 0 < ν ≤ 1,
Then g ν is a solution of (25) with the same P c and g ν (a) ≥ µ. The lemma follows from Lemma 2.4, applied to g ν .
holds for any ǫ satisfying 20M ν/δ < ǫ < b − a. If we further assume that −1 < a < −1/2, then (29) holds for any 32M ν(a + 1)/δ < ǫ < min{a + 1, b − a}.
Proof. Shrinking (a, b) slightly we may assume without loss of generality that f ν is also
If −1 < a < −1/2, then 2a + 1 < 0. By Lemma 2.3 and (28), for any 0 < ǫ < min(a + 1, b − a), there exists x ν ∈ (a, a + ǫ) such that
holds for any 20M ν/δ < ǫ < b − a. If we further assume that 1/2 < b < 1, then (30) holds for any
Remark 2.1. Under the conditions of Corollary 2.1 (or Corollary 2.1'), for any small ǫ > 0 fixed, there exists ν 0 > 0, depending only on ǫ, M and δ, such that (29) (or (30)) holds for all 0 < ν < ν 0 .
is a solution of (25) in (a, b), and P c ≥ 0 in (a, b). Then there exists at most one
Proof. We first prove that there does not existx ∈ (a, b) and ǫ > 0 such that
. If suchx and ǫ exist ,then
So P c (x) = 0, and f ′ ν (x) = 0. Since c = 0 and P c ≥ 0 in (a, b), P c ≡ λ(x −x) 2 for some λ > 0. So P ′ c (x) = 0 and P ′′ c (x) > 0. It is easy to see that f ∈ C 3 (a, b). Take a derivative of equation (25) atx, using the fact
> 0 which imply that f ν (x) < 0 for x <x and close to x ν , violating f ν > 0 in (x − ǫ,x), a contradiction. Similarly, there does not existx ∈ (a, b) and ǫ > 0 such that f ν (x) = 0, f ′ ν (x) ≤ 0 and f ν < 0 in (x,x + ǫ). Now we prove that there exists at most one x ν ∈ (a, b) such that f ν (x ν ) = 0. Clearly f ν is not identically equal to zero on (a, b). If f ν has more than one zero point in (a, b), then there exist some
We have proved in the above that neither could occur, a contradiction.
Next, we prove that if
, the corollary follows from Lemma 2.5.
Proof. We first prove (31). Since (31) is proved. Otherwise we have
Then by (25), we have
So (31) is proved. Next, we prove (32) . By Lemma 2.3, for any ǫ > 0, there exist some
Apply (31) on (x ν , y ν ), we have
, the lemma is proved.
then there exists a universal constant C > 0, such that
Moreover, for any 0 < ǫ < (b − a)/2,
. So the corollary follows from Lemma 2.6.
Moreover, for any 0 < ǫ < (b − a)/2, there exists a universal constant C > 0, such that
, and P c (x) ≤ P c (x) + C 1 |x −x| α for a ≤ x ≤ b, and
for some positive constants C 1 . Then there exists some constant C, depending only on C 1 and an upper bound of |c|, such that for
Proof. We only prove for the case f ν (a) > 0, the case f ν (b) < 0 can be proved similarly.
For convenience denote h := 1 2 f 2 ν − P c and δ = b − a. Let C be a positive constant, depending only on C 1 and an upper bound of |c|, which may vary from line to line.
Suppose max [a,b] 
Then by Lemma 2.4, we have that for
With this, we deduce from (33) that
By (25) and Lemma 2.2 we have the desired estimate
If P c (x) ≤ 2C 1 δ α , then using the hypothesis
If |h(z)| ≤ 2Cδ α , then we are done. Otherwise we have |f ν (z)| ≥ √ 2Cδ α/2 . With this, we deduce (34) using (33) , and obtain (35) as above. The lemma is proved. (25) . Suppose there exists some M > 0 such that f ν ≤ M on (a, b), and
Then there exists some C > 0, depending only on δ, k, M and an upper bound of |c|, such that
Proof. Throughout the proof, C and ν 0 denote various positive constants, depending only on δ, k, M and an upper bound of |c|. C will be chosen first and will be large, and ν 0 will be small, and its choice may depend on the largeness of C. We will only need to prove (37) for ν < ν 0 , since it is obvious for ν ≥ ν 0 . For convenience, write Q = √ 2P c . Denote
Rewrite (25) as
where
Claim: For all n ≥ 2, and for
for some C ′ depending only on n, m and K.
Proof of the Claim: We prove it by induction. Differentiating (39) leads to (40) for n = 2, with F 2 (x, h 0 ) = F x (x, h 0 ). Now suppose that (40) is true for some n ≥ 2, and we will prove (40) for n + 1. Differentiating (40), we have
The claim is proved.
We prove the lemma by induction on k. By (36) with
and, by the boundedness of h 0 and the property of
So we have
and the lemma holds for k = 1. Next, assume the lemma holds for all 1 ≤ k ≤ n for some n, and we prove it for k = n + 1. By the induction hypothesis,
and, by the induction hypothesis and the property of
and therefore
So the lemma holds for k = n + 1. The lemma is proved.
is a solution to (25) . Suppose there exists some M > 0 such that f ν > −M on (a, b), and
Then there exist some C > 0 and ν 0 > 0, depending only on δ, k, M and an upper bound of |c|, such that
Moreover, for any 0 < ǫ < (b − a)/2, there exists some C > 0, depending only on ǫ, δ, M , k and an upper bound of |c|, such that
Proof. Let C be a constant, depending only on ǫ, δ, k, M and an upper bound of |c|, which may vary from line to line.
Since P c ≥ δ, there exists ν 0 > 0, depending only on ǫ, δ, M and c, such that 
Thus there exist some x ν ∈ [a+ǫ/2, a+ǫ], and
So the lemma holds for k = 1.
Next, assume the lemma holds for all 1 ≤ k ≤ n for some n, and we prove it for k = n + 1. By the induction hypothesis, for any ǫ > 0,
So there exist some x ν ∈ [a + ǫ/2, a + ǫ], and
The lemma holds for k = n + 1. The lemma is proved.
is a solution to (25) , f ν (b) < 0, and there exists some M > 0 such that
2 , there exists some C > 0, depending only on ǫ, δ, k and an upper bound of |c|, such that
Proof of Theorem 1.2:
and
, where r = cos θ 2 and s = cos θ 1 . We know that −1 < r < s < 1. For any ǫ > 0 and any positive integer m, let C denote some positive constant depending only on θ 1 , θ 2 , ǫ, m and sup
whose value may vary from line to line. As in the proof of Lemma 2.1, with δ := (s−r)/9, for each k there exist a k ∈ [r, r+δ], and
Arguing as in the proof of Lemma 2.1, we have, for i = 1, 2, 3, that
Passing to a subsequence, c k → c, we have
Since c ∈J 0 , we have P c > 0 on (r, s). So there exists some δ > 0, such that for large k,
Next, since
and, by (42) and (43), we have
We know that either 
. We can, in view of (44), apply Lemma 2.9 and Lemma 2.9', to obtain
The conclusion of the theorem then follows from the above, in view of formulas (3) and (4). The theorem is proved. We only need to prove the theorem in the special case that c k → c = 0 and ν k → 0, where
We prove the estimates in (12) for {U + ν k ,θ }, the proof for {U − ν k ,θ } is similar. In the following, C denotes various constant depending only on c. By Lemma 2.2, ||U To prove the second estimate in (12), we first prove the following lemma.
Lemma 3.1. Let 0 < ν ≤ 1, c ∈ R 3 , U + ν,θ be the upper solution of (25) . If P c (−1) = 2c 1 ≥ δ > 0, then for each non-negative integer m, there exists some constant C depending only on δ, m and an upper bound of |c|, such that
Proof. Denote C to be a constant, depending only on δ, m and an upper bound of |c|, which may vary from line to line. We first prove that for every m ≥ 0,
It can be checked that U + ν,θ is a solution of (25) 
Notice that the i = 1 term in the first sum and the i = 0 term in the second sum cancel out, we rewrite the above equation as
, at x = −1.
Since 2c (25), we have that
Since 
By Lemma 3.1 and Lemma 2.8 with a = −1, b = −1/2, we have
for some C depending only on δ, m and an upper bound of |c|. Theorem 1.4 is proved.
Proof of Theorem 1.8 Started: In this part, we prove the first paragraph of Theorem 1.8 and part (iii). Let C denote a positive constant, having the same dependence as specified in the theorem, which may vary from line to line. By Lemma 2.2,
Since
. By Lemma 2.5, there exists at most one
Now we prove part (iii). Since c ∈J 0 , we have c 1 , c 2 > 0 and min [−1,1] P c > 0. By the convergence of {c k } to c, we deduce, using (9) , that
Clearly there exists x k ∈ (−1, 1) such that U ν k ,θ (x k ) = 0. By Lemma 2.5 and (49),
By Corollary 2.1 and Corollary 2.1', using (48) and (51), we have that In this section, we study a sequence of solutions U ν k ,θ of (6) with c k → c and ν k → 0, where c ∈ ∂J 0 \ {0} and c 3 = c * 3 (c 1 , c 2 ). We first study the behaviors of U ± ν k ,θ . Proof of Theorem 1.5:
Let C denote a constant depending only on c which may vary from line to line. We only prove the result for the case c 3 = c * 3 (c 1 , c 2 ) and c 2 > 0. The result for the case c 3 = c * 3 (c 1 , c 2 ) and c 1 > 0 can be proved similarly. Since c 3 = c * 3 (c 1 , c 2 ) and c 2 > 0, we have c 3 < 0 and 1) . Then for any ǫ < (1 −x)/8, we have
Choose sequences c k1 → c 1 , c k2 → c 2 , let, as in (5),
Let c k = (c k1 , c k2 , c k3 ), where c k3 >c k3 will be chosen later. It is easy to see that c k ∈ J ν k . Let U + ν k ,θ be the solution of (25) with the right hand side P c k . For convenience, ,c k2 ,c k3 ) . By Theorem A, there exists a unique solutionf k of (25) with the right hand sideP k , and
By Theorem A again, for any integer i > 0, there exists δ ik > 0, δ ik → 0, such that for |c k3 −c k3 | ≤ δ ik , we have
Since c 2 > 0, we have that for
On the other hand, by Theorem A, using c k3 >c k3 , we have
So the {P c k } constructed in Theorem 1.5 has the property that min [−1,1] P c k < 0 for large k.
Proof of Theorem 1.6:
Let C denote a positive constant depending only on c which may vary from line to line. For convenience, write f k = U + ν k ,θ (c k ), P k = P c k , and h k := 1 2 f 2 k − P k . In the following we always assume that k is large.
(i) We only prove the results for U + ν k ,θ , the proof for U − ν k ,θ is similar. Since P k ≥ 0 in [−1, 1] and f k (−1) = τ 2 (ν k , c k1 ) > 0, we have, by Lemma 2.2 and Lemma 2.5,
By (10),
we know c k3 < 1 2 c 3 < 0 for large k. Letx k be the unique minimum point of P k , then
and for large k, that
We first prove
Case 1: c 1 , c 2 > 0. In this casex ∈ (−1, 1). Let a k = ν 1/3 k /α for some positive k-independent constant α to be determined. By Lemma 2.3, there exists some
k . It follows from (56), using the fact that
Thus
Similarly, by Lemma 2.3, there exists some
Using Lemma 2.4 we have
Then by similar arguments as on [x k + 2a k , 1], we have max
k .
Now we have that |h
Estimate (57) is proved in this case. Case 2: c 1 = 0 and c 2 > 0. In this case
We first prove the estimate on 
Next, we prove the estimate on [−1,
and consequently
|c 3 |a k . Applying Lemma 2.4 on [−1,x k − a k ], and using
we have that max
k . Now we prove the estimate on [b k , d k ]. We have proved in the above that
, we have that in this case max
Next, we consider the 1 ) and P k ≥ 0 in (−1, 1), and using (56),
By (59), (60), (61) and (62) 
for some constant C depending only on ǫ, m and an upper bound of |c|. By Lemma 3.1 and (64), we have 
Estimate (63) in this case follows from (64) and (65). Next, for any ǫ > 0, there exists some constant C > 0, depending only on ǫ and an upper bound of |c|, such that |f ′ k | ≤ Cν
. By interpolation for any x, y ∈ (−1 + ǫ, 1 − ǫ) and 0 < β < 1,
Part (i) follows from (57), (63) and (66).
(ii) If P k ≥ 0 on [−1, 1], then the conclusion of the lemma follows from part(i). So below we assume that min
, and
By Lemma 7.2 and the assumption that min [−1,1] P k (x) < 0, we have
LetP k := P (c k1 ,c k2 ,c k3 ) andf k be the same as in (54). Denotẽ
By (54) we have that
By computation
Since 2c 3 = −c 1 , by (68) and (71) we see thatx k → 1 andx k → 1. Notice that P k ≥P k and f k (−1) =f k (−1) > 2ν k . By Lemma 2.4 in [15] , we have
Let y k = min{x k ,x k } → 1. By (70) and (72) we have f k > 0 for −1 ≤ x < y k . As in Case 3 in the proof of part (i), we have
and that there is some
By (71) and (68) and the fact a k = ν
1/3
k /α we have
On the interval [y k − 2a k , 1], by (75), (67), (69) and the factx k ∈ [y k − 2a k , 1], we have that for large k,
and 1] . Letf k be the upper solution of (25) with the right hand side to beP k . Then by part (i), we have ||
Sinceĉ k1 = c k1 , we have f k (−1) =f k (−1) > 2ν k . Using this and the factP k ≥ P k , by Lemma 2.4 in [15] , we have f k ≤f k on (−1, 1). So on the interval [y k − 2a k , 1], we havef k ≤ f k ≤f k . Using the expression off k , (54) and (75), we have
By this estimate and (76), we have
By this and (74) we have (13) . Moreover, by (75) and (77), we have
By this and (73), we have lim k→∞ ||U
(iii) The proof is similar as that of part (ii). Theorem 1.6 is proved. Now we study sequence of solutions U ν k ,θ of (6) with ν k and c k other than U ± ν k ,θ . Proof of Theorem 1.8 continued:
We will prove Theorem 1.8 (i) and (ii) in the case c 3 = c * 3 (c 1 , c 2 ). Let C denote a positive constant, having the same dependence as specified in the theorem, which may vary from line to line. For convenience write f k = U ν k ,θ , P k = P c k and
. By the assumption, c 1 , c 2 ≥ 0,
Since c k ∈ J 0 , we have P k ≥ 0 on [−1, 1]. By Lemma 2.5, there exists at most one x k ∈ (−1, 1) such that f k (x k ) = 0, and if such x k exists we have
Since c k → c and c 3 < 0, we know c k3 < 1 2 c 3 < 0 for large k. Letx k be the unique minimum point of P k , thenx k →x, P k (x) = P k (x k ) − c k3 (x −x k ) 2 , and for large k,
By Lemma 2.2,
Since P c (x) = −c 3 (x −x) 2 , we have, for every ǫ > 0, min [−1,1]\(x−ǫ/2,x+ǫ/2) P c > 0. By the convergence of {c k } to c, we deduce that
Using (78) and (81), by applying Lemma 2.9 and Lemma 2.9' on each interval of
Next, we prove
. and therefore, in view of (9), we have
We have min
, 1] and x k →x. We also have P k satisfy (56) for large k.
In this casex ∈ (−1, 1). We discuss the cases when |x k −x k | ≥ ǫ/4 and |x k −x k | < ǫ/4 separately.
If |x k −x k | ≥ ǫ/4, we prove the case when x k ≥x k + ǫ/4, the other case can be proved similarly. In view of (9), we have f k (−1) ≤ −1/C and f k (1) ≥ 1/C. We first estimate |h k | on [x k + ǫ, 1]. We have P k ≥ 1/C on [x k + ǫ/2, 1] for large k. By Corollary 2.1 and Corollary 2.1', using (80) and (78), we have that
Using (83) and (84), applying Lemma 2.6 on (x k + ǫ/2, 1), we have max
Next, we prove estimate (82) on [−1,
The proof is similar to Case 1 in the proof of Theorem 1.
k /α for some positive constant α to be determined. Since P k (x k ) ≥ 0, it follows from (79) that
By Lemma 2.3, there exists some
and max
Now we have that
By (85), (87), (88) and (89), we have proved (82) when x k ≥x k + ǫ/4.
Next, if |x k −x k | < ǫ/4, similar as (84) we have
Using this and (83), applying Lemma 2.6 on (−1, x k − ǫ/2) and (x k + ǫ/2, 1), (82) is proved.
Case 2:
we have the estimate (86). We discuss the cases when x k −x k ≥ ǫ/4 and x k −x k < ǫ/4 separately.
If x k −x k ≥ ǫ/4, in view of (9), we have f k (1) ≥ 1/C. We first estimate |h k | on [x k +ǫ, 1]. We have P k ≥ 1/C on [x k +ǫ/2, 1] for large k. By Corollary 2.1 and Corollary 2.1', using (80) and (78), we have (84). Using (83) and (84), applying Lemma 2.6 on (x k + ǫ/2, 1), we have max
Next, we prove the estimate (82) on [−1,
The proof is similar to Case 2 in the proof of Theorem 1.6(ii). Let a k = ν 1/3 k /α for some α > 0 to be determined,
We first prove the estimate on
By (78) and (86), we have f k (t k ) ≤ −a k /C. Applying Lemma 2.4' on [s k , t k ], and using P k ≥ 1 2 |c 3 |a 2 k on the interval, we have
Notice
Fix α 3 = |c 3 |/(4C). By (78) and (86), we have
Next, we consider the
, and using (79),
By (91), (92), (93) and (94), we have max
, and therefore we have
Using this and (83), applying Lemma 2.6 on (x k + ǫ/2, 1), (82) is proved.
Case 3: c 2 = 0, c 1 > 0, c 3 = c * 3 (c 1 , c 2 ). The proof of (82) is similar to that of Case 2. We have by now proved (82).
By (82) and (25), for any ǫ > 0, there exists some constant C > 0, depending only on ǫ and an upper bound of |c|, such that |f ′ k | ≤ Cν
By interpolation for any x, y ∈ (−1 + ǫ, 1 − ǫ) and 0 < β < 1,
Using (78), (81) and (82), we have (15) in this case. Part (i) in this case follows from (15), (82) and (95).
Next, we prove part (ii) in this case. Notice that in this case c 3 = c * 3 (c 1 , c 2 ), c 1 , c 2 cannot both be zero. We first prove that if such x k exists and x k → −1 with c 1 = 0 or such x k does not exist with c 2 > 0 = c 1 , then
In this case P c (x) = − 
So for any ǫ 0 > 0, there exists some 
Similarly, if such x k exists and x k → 1 with c 2 = 0 or such x k does not exist with
5 c ∈ ∂J 0 and c 3 > c * 3 (c 1 , c 2 )
for sufficiently large k. 
Proof. For convenience denote f k = U + ν k ,θ , and P k = P c k . If c k1 ≥ 0, we have P k (−1) = 2c k1 ≥ 0 for large k. Since P c (b) > 0, we also have P k (b) > 0. By Lemma 5.1 we have P k (x) ≥ min{P k (−1), P k (b)} > 0. Using this and the fact that
If c k1 < 0, since c k1 → c 1 ≥ 0, we must have c 1 = 0, and then c 3 > −c 2 /2 and P c (x) = c 2 (1 + x) + c 3 (1 − x 2 ). So P c (−1) = 0 and P ′ c (−1) = c 2 + 2c 3 > 0. Since c k → c as k → ∞, there exists some C 0 > 0 and δ > 0, such that
for k sufficiently large. Notice P k (−1) = 2c k1 ≥ −2ν 2 k . Since c k1 < 0, then since
. By computation, using the facts that
k /C 0 and k sufficiently large,
By Lemma 2.3 in [15] , we have lim sup x→−1
It can be checked that f k is a solution of (25) if and only if ν k f k is a solution of (7). Similarly, ν k g k is a solution of (7) with the right hand side to be
Proof of Theorem 1.7:
We only prove the results for U + ν k ,θ , the proof of the results for U − ν k ,θ is similar. Let C be a positive constant depending only on c which may vary from line to line. For convenience, write f k = U + ν k ,θ , P k = P c k , and let h k := 1 2 f 2 k − P k . In the following we always assume that k is large.
Since c k → c as k → ∞, by Lemma 2.2, we have f k ≤ C in [−1, 1]. We first prove
Case 1:
In this case, P c (x) = c 2 (1 + x) + c 3 (1 − x 2 ) in (−1, 1). So P c (−1) = 2c 1 = 0, and P ′ c (−1) = c 2 + 2c 3 > 0. Since c k → c as k → ∞, there exists some δ > 0, such that for large k,
Let a k = ν 1/2 k /α for some positive constant α to be determined. Then by Lemma 2.3, there exists some
It follows from (99) and the fact that
by (99) we have
Estimate (98) is proved in this case.
for large k. Let a k = ν 1 2 k . By Lemma 2.3, there exists some
Then by Lemma 5.1, we have
Since c k → c as k → ∞, there exists some δ > 0, such that for large k, (99) and (100) are true. Let a k = ν 1/2 k /α for some positive constant α to be determined. Then by Lemma 2.3, there exists some x k ∈ (−1 + a k , −1 + 2a k ) and (100), and Lemma 5.1, we have
As in Case 1 and Case 2, we have
By the above, estimate (98) is proved in this case. From (98) we have lim k→0
Using this and the fact max [ 
Next, let ǫ > 0 be any fixed positive small constant. If c 1 = 0, by (99) we have that
Similarly, if c 2 = 0, by (100),
As proved above, we also have f k > 0 on [−1 + ǫ/2, 1 − ǫ/2] for large k. Applying Lemma 2.7 on [−1 + ǫ/2, 1 − ǫ/2], we obtain
The proof is finished.
Remark 5.1. The assumption of c in Theorem 1.7 is equivalent to P c (1)P c (−1) = 0, P 2 c (1) + (P ′ c (1)) 2 = 0 and P 2 c (−1) + (P ′ c (−1)) 2 = 0.
Next, we study solutions of (6) which are not U ± ν k ,θ . Proof of Theorem 1.8 completed:
We will prove Theorem 1.8 (i) and (ii) in the case c 1 c 2 = 0 and c 3 > c * 3 (c 1 , c 2 ). Let C be a positive constant, having the same dependence as specified in the theorem, which may vary from line to line. For convenience write f k = U ν k ,θ , P k = P c k and
Throughout the proof k is large. We first prove part (i) in this case. Since P k ∈ J 0 , we have P k ≥ 0 on [−1, 1]. By Lemma 2.5, there exists at most one x k ∈ (−1, 1) such that f k (x k ) = 0. Moreover, if x k exists, then we have
Using (101) and (103), by applying Lemma 2.9 and Lemma 2.9' on each interval of
In view of (9), we have
So P k (−1 + ǫ/2) > 1/C and P k (1) > 1/C. By Lemma 5.1, we have
We discuss the cases when x k + 1 ≥ ǫ/4 and x k + 1 < ǫ/4 separately.
We first discuss the case when x k + 1 ≥ ǫ/4. We have P k ≥ 1/C on [x k + ǫ/4, 1] for large k. Applying Corollary 2.1 on [x k + ǫ/4, 1], using (101), (102) and (107), we have that
Using (108), applying Lemma 2.6 on (x k + ǫ/2, 1), we have
k /α for some positive constant α to be determined. Since P k (−1) ≥ 0, it follows from (106) and (107) 
By ( 
We have by now proved (104).
By (104) and (25), for any ǫ > 0, there exists some constant C > 0, depending only on ǫ and an upper bound of |c|, such that |f ′ k | ≤ Cν 
Next, using (101), (103) and (104), we then have (15) . Part (i) in this case follows in view of (104) and (112). Now we prove part (ii) in this case. If such x k exists and x k → −1 with c 1 = 0, or such x k does not exist with c 2 > 0 = c 1 , we can prove (16) using similar arguments as that for part (ii) in "Proof of Theorem 1.8 continued" in Section 4. If such x k exists and x k → 1 with c 2 = 0, or such x k does not exist with c 1 > 0 = c 2 , we can prove similarly (17) . If such x k does not exist with c 1 = c 2 = 0, we prove either (16) or (17) .
In this case, f k does not change sign on (−1, 1) and P c (−1) = P c (1) = 0. If f k > 0 on (−1, 1) after passing to a subsequence, we have, by Theorem 1.7, lim sup k→∞ || The estimate in part (ii) follows from the above.
6 Proof of Theorem 1.9
In this section, we give the Proof of Theorem 1.9: Define
By computation, we know that w k (x k ) = 0 and
Step 1. We prove
Let C denote a constant depending only on c, K andx which may vary from line to line. For convenience denote f k := U ν k ,θ and P k := P c k . By Lemma 2.2 and Lemma 2.5, we have that 0 < f k < C, in (x k , 1), and − C < f k < 0, in (−1, x k ).
Let
,f k (y) := f k (x),w k (y) := w k (x).
Then for x k − Kν k | ln ν k |(1 − x 2 k ) ≤ x ≤ x k + Kν k | ln ν k |(1 − x 2 k ), we have −K| ln ν k | ≤ y ≤ K| ln ν k |. By f k (x k ) = 0 and (25), we know thatf k (0) = 0 and
By (113) and (114), we havew(0) = 0 and
Set g k (y) :=f k (y) −w k (y), then by (118) and (119), we have g k (0) = 0 and
where h k (y) = 1 2 (f k (y) +w k (y)) and Therefore, the estimate (115) is proved.
Step 2. We prove that there exists some K > 0 and small ǫ > 0, independent of k, such that
where b k = max{−1, x k − ǫ} and d k = min{1, x k + ǫ}.
It is sufficient to prove (121) since the other estimate can be obtained similarly. We first prove that (121) holds at the endpoints x = b k and x = b ′ k := x k − Kν k | ln ν k |(1 − x 2 k ). For convenience denote f k := U ν k ,θ , P k = P c k and h k = 1 2 f 2 k − P k . Since x k →x, P c (x) > 0, we can chose ǫ > 0 small, such that
By Theorem 1.8 (i), we have |h k | ≤ Cν for −1 ≤ x ≤ x k − ǫ where α(c) is given by (14) . Using this, (116) and (123), we have that
Let K be a positive constant to be determined later. It is easy to see that
as long as K 2P k (x) ≥ 2 for any x ∈ [b k , d k ] and k sufficiently large. Thus by Step 1, we have
By (123) 
