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Single magnetic skyrmion dynamics in chiral magnets with a spatially inhomogeneous
Dzyaloshinskii-Moriya interaction (DMI) is considered. Based on the relation between DMI coupling
and skyrmion helicity, it is argued that the latter must be included as an extra degree of freedom
in the dynamics of skyrmions. An effective description of the skyrmion dynamics for an arbitrary
inhomogeneous DMI coupling is obtained through the collective coordinates method. The resulting
generalized Thiele’s equation is a dynamical system for the center of mass position and helicity of
the skyrmion. It is found that the dissipative tensor and hence the Hall angle become helicity de-
pendent. The skyrmion position and helicity dynamics are fully characterized by our model in two
particular examples of engineered DMI coupling: half-planes with opposite-sign DMI and linearly
varying DMI. In light of the experiment of Shibata et al. [Nature Nanotech. 8, 723 (2013)] on
the magnitude and sign of the DMI, our results constitute the first step toward a more complete
understanding of the skyrmion helicity as a new degree of freedom that could be harnessed in future
high-density magnetic storage and logic devices.
I. INTRODUCTION
Skyrmions, swirling spin textures appearing in chi-
ral magnets, are magnetic structures in which the spins
point in all the directions wrapping a sphere[1, 2]. These
topological spin textures have ignited a growing inter-
est in spintronics[3] due to their rich phenomenology as
well as novel potential applications. Their nano-scale
size, topologically-protected stability[2], and the very
low electric current densities needed to displace them [6]
are among the best qualities that make them attractive
candidates for information carriers in high-density data-
storage technologies[4]. They have been explored in bulk
magnets like MnSi[5–7], in thin films of Fe1−xCoxSi[8–
11], Mn1−xFexGe[12], FeGe[13], La0.5Ba0.5MnO3[14],
CuOSeO3[15], and also in a Fe monoatomic layer on
Ir(111)[16]. Controlling the temperature and the ex-
ternal magnetic field applied to the samples, sponta-
neous skyrmion phases have been realized and detected
by neutron scattering[5], Lorentz transmission electron
microscopy (LTEM)[11], and spin-resolved scanning tun-
neling microscopy[16] experiments.
Current-driven skyrmion dynamics also displays in-
triguing topological transport properties[7, 17, 18], phe-
nomena that result from the so-called spin-transfer
torques exerted by carrier spins on the magnetization[19].
Other mechanisms such as thermal gradients[20], inho-
mogeneity in the fields[21–23], and magnon currents[24]
have also been proposed to induce the motion of
skyrmions. In these studies it was assumed that the evo-
lution of the skyrmion magnetization could be appropri-
ately treated using a reduced set of collective coordinates.
Under this approach the Landau-Lifshitz-Gilbert (LLG)
equation is mapped to a particle-like equation of motion,
also known as Thiele’s equation[25].
The spin texture of magnetic skyrmions originates
from the Dzyaloshinskii-Moriya interaction (DMI)[26].
This interaction not only plays a fundamental role in
the nucleation and stability of skyrmions, but also in
the helical and conical phases[2]. For instance, prop-
erties like the size and helicity of skyrmions are set by
the magnitude and sign of the DMI coupling, respec-
tively. It has been shown that single skyrmions can be
nucleated by injection of a spin-polarized current[16, 21]
or local heating [27] on magnetic thin-films. Magnetic
skyrmions may emerge as stable vortex- or hedgehog-type
spin configurations[2] depending on the type of DMI,
which could be due to bulk interactions or induced at
the interface of magnetic films in contact with heavy
metals[21]. Vortex-type (or Bloch-type) skyrmions, those
for which the magnetization swirls around their center
and perpendicular to their radial direction, have been
observed in non-centrosymmetric magnets with B20-type
crystal structure such as Mn1−xFexGe[12]. Meanwhile,
hedgehog-type (or Ne´el-type) skyrmions, whose spins
point either radially outward or inward, have been ob-
served in magnetic ultra-thin films of Fe/Ir(111)[16] or
in the recently reported polar magnetic semiconductor
GaV4S8[28].
Recent experiments have revealed the dependence of
the DMI in the chiral magnet alloys Mn1−xFexGe[12, 29]
and Fe1−xCoxSi [30–32] on the chemical composition x.
For instance, measuring the wave vector of the helical
spin texture, it has been shown[31] that the strength and
even the sign of the DMI can be controlled by varying the
composition of Co in Fe1−xCoxSi. Similar results were
reported in Ref. [12], where by changing the composi-
tion x in Mn1−xFexGe the size and helicity of magnetic
skyrmions were modified. These experiments, together
with the latest theoretical studies[33–35], have been de-
voted to elucidate the intriguing relation of the magni-
tude and sign of the DMI to chemical composition, thus
opening the possibility to manipulate the skyrmion helic-
ity by engineering the crystal chirality and spin-orbit cou-
pling. Motivated by these experiments[12, 29–32], here
we study the dependence of the helicity degree of freedom
on single magnetic skyrmion dynamics in chiral magnets
with an inhomogeneous DMI coupling.
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2The structure of this paper is the following. In sec-
tion II, an effective description of the skyrmion dynam-
ics based on the collective coordinates method is devel-
oped assuming a general inhomogeneous DMI coupling.
The generalized Thiele’s equation thus obtained, an au-
tonomous dynamical system for the skyrmion center of
mass position and helicity, is then further reduced to the
case of a DMI coupling with arbitrary one-dimensional
spatial dependence. Two particular cases are then ana-
lyzed taking advantage of the general results derived in
this section. Sections III and IV dwell upon half-planes
with opposite-sign DMI coupling and linearly varying
DMI coupling, respectively. The role of the helicity and
the set of possible trajectories allowed by the dynamical
systems describing each case are determined. Finally, in
section V, these two cases are compared, possible mea-
surements that could be performed to confirm our pre-
dictions are briefly discussed, and our conclusions are
presented.
II. EFFECTIVE SKYRMION DYNAMICS
The time evolution of any magnetic texture, such as a
skyrmion, can be determined by solving the field equa-
tions for the magnetization field M . However, in the sys-
tems we address in this paper, not all of the uncountably
infinite degrees of freedom in the magnetization field are
relevant. For a static, axially-symmetric skyrmion cen-
tered at the origin, the direction of the magnetization,
Ω ≡M/M , can be written as
Ω(r, γ) = sin Θ(r, γ)[cos(ϕ+ γ)xˆ+ sin(ϕ+ γ)yˆ]
+ cos Θ(r, γ)zˆ, (1)
where r and ϕ are the usual cylindrical coordinates. It
then follows that to completely specify this magnetic tex-
ture, only its helicity γ and radial profile Θ(r, γ) are re-
quired. At low temperatures and in the presence of an
external magnetic field B, these defining quantities can
be obtained by minimizing the corresponding magnetic
energy functional U which, up to an overall constant, is
given by
U = M2
∫
dr
[
J(∇Ω)2 + 2D(r)Ω · ∇ ×Ω− B¯ ·Ω] , (2)
where J denotes the spin stiffness and B¯ = B/M . In
all the results presented here B = Bzˆ, i.e., orthogonal
to the sample. This model assumes the magnitude of
the magnetization field is uniform across the sample, it
neglects anisotropy energies, and allows for a spatially-
dependent DMI coupling D(r). It has been successfully
used to describe skyrmions in chiral magnet thin films
with uniform DMI coupling, i.e., when D(r) = D[11].
The physical scenario we wish to study begins with
a skyrmion already nucleated in a region of the sam-
ple with a locally uniform DMI coupling. Although this
magnetic texture may get distorted as it evolves, owing
to its topologically-protected stability, it will remain be-
ing a skyrmion. Furthermore, for low energy distortions,
which correspond to long-term dynamics, the axial sym-
metry is retained[36]. Therefore, we expect the skyrmion
to translate across the sample and, since the helicity is in-
extricably related to the DMI, its helicity is also expected
to evolve in time as the skyrmion explores regions with
varying DMI. The previous analysis and assumptions jus-
tify an effective description of the skyrmion dynamics in
terms of the position of its center r0 = Xxˆ+ Y yˆ and its
helicity γ.
A. Collective Coordinates and Generalized Thiele’s
Equation
Now that we have identified the relevant degrees of
freedom for the effective long-term skyrmion dynamics,
we need to determine their equations of motion. To that
end we will use the method of collective coordinates[37]
and closely following Ref. [38] we will construct the cor-
responding Generalized Thiele’s Equation.
The method of collective coordinates is based on the
assumption that the magnetic texture can be described
by a discrete set of time-dependent coordinates ξ(t)T =
(ξ1(t), . . . , ξN (t)), so that the time dependence of the
magnetization comes solely from them, i.e., M(r, t) =
M(r, ξ(t)). For our effective skyrmion dynamics, as
discussed above, we have three collective coordinates:
ξ1(t) = X(t), ξ2(t) = Y (t), and ξ3(t) = γ(t). When
the magnitude of the magnetization can be regarded as
constant, the equations of motion for the collective co-
ordinates follow from the dynamics of the direction of
the magnetization Ω, governed by the Landau-Lifshitz-
Gilbert (LLG) equation
dΩ
dt
= γ¯Heff ×Ω + αΩ× dΩ
dt
+ τ STT + τ SOT. (3)
Here γ¯ = g |e|2me is the electron gyromagnetic ratio, the
effective magnetic field is Heff = − 1M δUδΩ , and α is the
Gilbert damping constant. For completeness, the conven-
tional spin-transfer torque τ STT, due to the transference
of spin angular momentum from spin-polarized currents
to the magnetization, and a spin-orbit torque τ SOT[39],
due to the intrinsic spin-orbit coupling of the chiral mag-
net, have also been included. Using that the time de-
pendence of Ω enters through the collective coordinates,
i.e., Ω(r, t) = Ω(r, ξ(t)), the left-hand side of this equa-
tion can be rewritten as dΩ/dt = ξ˙j∂Ω/∂ξj . Acting on
the LLG equation with Ω×, taking the dot product with
∂Ω/∂ξi, multiplying by the angular momentum density
J = M/γ¯, and finally integrating over the volume, we
arrive at the Generalized Thiele’s Equation
Gij ξ˙j −Dij ξ˙j + Fi + F si = 0, (4)
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FIG. 1. (color online). Schematic illustration of skyrmion textures with different helicities are displayed in (a)-(d), for γ = pi/2,
γ = 3γ∗, γ = 1.5γ∗ and γ = 3pi/2, respectively (here b = 2 and ρ∗ = 0.04 which yield γ∗ = 0.23). In (e) and (f), plots of
the numerical solutions of the adimensionalized profile equation, Eq. (A1), for a single skyrmion are shown. These helicity-
dependent solutions were determined in the presence of an adimensionalized uniform external magnetic field b. In (e), where
the helicity of the skyrmion profile is γ = pi/2, it is observed that as the magnetic field increases, the size of the skyrmion core
shrinks. A similar behavior holds for the skyrmion size as the helicity decreases, which is plotted in (f) for a magnetic field
b = 0.75. The size of the skyrmion core is a smooth function of the helicity, being maximum when γ = pi/2 (a) or γ = 3pi/2
(d) and minimum for γ ∈ [0, γ∗] ∪ [pi − γ∗, pi + γ∗] ∪ [2pi − γ∗, 2pi].
where
Gij = J
∫
dr Ω ·
(
∂Ω
∂ξi
× ∂Ω
∂ξj
)
, (5)
Dij = αJ
∫
dr
(
∂Ω
∂ξi
· ∂Ω
∂ξj
)
, (6)
Fi = −
∫
dr
δU
δΩ
· ∂Ω
∂ξi
= −∂U
∂ξi
, (7)
F si = −J
∫
dr
∂Ω
∂ξi
· [Ω× (τ STT + τ SOT)] . (8)
Above, Gij and Dij denote the gyrotropic and dissipa-
tive tensor, respectively. F is called the generalized force.
The spin force, F s, is determined by the two-dimensional
electric current density and the specific form of τ SOT. In
the results presented here the electric current density is
assumed to vanish, so this force will be neglected. Its
role in skyrmion dynamics in systems with spatially in-
homogeneous DMI will be discussed elsewhere[40]. By
solving the Generalized Thiele’s Equation, we obtain the
time dependence of the collective coordinates necessary
to describe the effective skyrmion dynamics. In order to
do so, we first need to compute Gij , Dij , and F which
we proceed to do below.
B. Gyrotropic and Dissipative Tensors
As can be seen from their definition, while the gy-
rotropic tensor is antisymmetric, the dissipative tensor
is symmetric. Moreover, these two tensors depend only
on the collective coordinate-dependent magnetic texture.
The magnetic energy U plays absolutely no role in their
calculation. From our previous discussion, we will use the
magnetic texture introduced above Eq. (1), but with its
center and helicity now promoted to collective coordinate
status: Ω(r, t) = Ω(r − r0(t), γ(t)).
We found that the non-zero components of the gy-
rotropic tensor are G12 = −G21 = 4pidJ, with d the
thickness of the magnetic film. Noting that Gij is pro-
portional to the topological charge in the ξiξj space,
this result follows directly from the topological struc-
ture inherited from the parent magnetic texture Ω(r, γ).
Our calculations show that the dissipative tensor obeys
Dij = 4piαdJδijηj , with η1 = η2 by the axial symmetry
4of the parent texture, and where
η1(γ) =
1
4
∫ ∞
0
rdr
[(
∂Θ(r, γ)
∂r
)2
+
sin2 Θ(r, γ)
r2
]
, (9)
η3(γ) =
1
2
∫ ∞
0
rdr
[(
∂Θ(r, γ)
∂γ
)2
+ sin2 Θ(r, γ)
]
. (10)
Clearly η1, η2, η3 > 0, so Dij is positive definite. The
radial profile Θ(r, γ), required to compute the ηi’s, was
obtained by numerically solving the corresponding Euler-
Lagrange equation. Details of the calculation of the
skyrmion radial profile are outlined in Appendix A.
In Fig. 1 the skyrmion textures and profiles for differ-
ent helicities and external magnetic fields are displayed.
The magnetization texture is illustrated in panels (a)-
(d), for γ = pi/2, γ = 3γ∗, γ = 1.5γ∗ and γ = 3pi/2,
respectively. A minimum value for the helicity, which is
denoted by γ∗, has been introduced in our continuum
model to account for the discrete nature of the mag-
netic skyrmion. Because the size of the skyrmion can
not be less than the lattice constant, an elementary size
for the skyrmion is considered and accordingly, a mini-
mum value for the helicity is determined. This value is
estimated for Fe0.5Co0.5Si [30] to be γ
∗ = 0.23. Mean-
while, in (e) and (f), plots of helicity-dependent solu-
tions of the adimensionalized profile equation, Eq. (A1),
for a single skyrmion in the presence of an adimension-
alized uniform external magnetic field b = JB¯/2D2 are
shown. In (e), for a helicity γ = pi/2, it is observed that
as the magnetic field increases, the size of the skyrmion
core shrinks. A similar behavior holds for the skyrmion
size, plotted in (f) for a magnetic field b = 0.75, as
the helicity decreases. The size of the skyrmion core
is a smooth function of the helicity, being maximum
when γ = pi/2 (a) or γ = 3pi/2 (d) and minimum for
γ ∈ [0, γ∗] ∪ [pi − γ∗, pi + γ∗] ∪ [2pi − γ∗, 2pi].
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FIG. 2. Components of the dissipative tensor η1 and η3, right
and left panel respectively, as a function of the helicity for dif-
ferent values of the adimensionalized external magnetic field b.
The dashed, grey and black curves are obtained for b = 0.75,
b = 1.25 and b = 1.75, respectively.
The curves shown in Fig. 2 present the result obtained
for the helicity-dependent parts of the non-zero compo-
nents of the dissipative tensor, η1 and η3. The plots were
performed for several values of the external magnetic field
b. It is observed that as the magnetic field is decreased,
the variation of the components of the dissipative tensor
is enhanced. From Eqs. (9) and (10), it is clear that this
is caused by the increase in size of the skyrmion profile
due to its strong dependence on the external magnetic
field (see Fig. 1(f) and also Fig. 1(a-d)).
C. Generalized Force and Equations of Motion
In order to compute the generalized force we first
need to evaluate the magnetic energy for the collec-
tive coordinate-dependent skyrmion texture Ω(r−r0, γ).
The magnetic energy thus obtained, now a function of
the collective coordinates, reads U(r0, γ) = UDM(r0, γ)+
UEX-Z(γ), where UDM(r0, γ) = 2dM2 sin γ
∫
d2rD(r0 +
r)f(r, γ), UEX-Z(γ) = dJM2g(γ), and
f(r, γ) =
∂Θ(r, γ)
∂r
+
sin 2Θ(r, γ)
2r
, (11)
g(γ) = 2pi
∫ ∞
0
drr
[(
∂Θ(r, γ)
∂r
)2
+
sin2 Θ(r, γ)
r2
− B¯
J
cos Θ(r, γ)
]
. (12)
It is worth noting that while the exchange and Zeeman
energy terms become helicity-dependent, UEX-Z(γ), the
DMI energy also acquires a dependence on the skyrmion
position, UDM(r0, γ). This was expected since only the
DMI coupling was position-dependent.
As outlined in section II A, the components of the gen-
eralized force follow from straightforward partial differ-
entiation of U(r0, γ). For the sake of clarity, hereafter we
will use the collective coordinate symbols as subindices
for the generalized force components instead of num-
bers. Thus, F{1,2} = −∂U/∂{X,Y } = F{X,Y }, and
F3 = −∂U/∂γ = Fγ . For a DMI coupling with arbi-
trary spatial dependence on the thin film plane, D(r),
the generalized force components are given below
F{X,Y } = −2dM2 sin γ
∫
d2r
∂D(r0 + r)
∂{X,Y } f(r, γ), (13)
Fγ = −dM2 ∂
∂γ
[
2 sin γ
∫
d2rD(r0 + r)f(r, γ)
+ Jg(γ)
]
. (14)
Using the explicit expressions determined in the pre-
vious section for the gyrotropic and dissipative tensors,
we can write the Generalized Thiele’s Equation for our
model as the following autonomous, third-order dynam-
ical system
Y˙ − αη1(γ)X˙ + 1
4pidJ
FX(X,Y, γ) = 0, (15)
X˙ + αη1(γ)Y˙ − 1
4pidJ
FY (X,Y, γ) = 0, (16)
αη3(γ)γ˙ − 1
4pidJ
Fγ(X,Y, γ) = 0. (17)
5Although expected when internal degrees of freedom as-
sociated with the change of shape of the skyrmion are
incorporated, our equations do not contain an inertia
term. Unlike the results presented in Ref. [41], where
by integrating out the internal degrees of freedom an in-
ertia term arises, the focus of our work is to explicitly
track the helicity dynamics. If Eq. (17) were used to
eliminate γ from Eqs. (15) and (16), an inertia term,
among others, should emerge.
Now that we have constructed the Generalized Thiele’s
Equation which describes the effective skyrmion dynam-
ics in thin films with an arbitrary DMI coupling, we will
focus exclusively on the special case of an engineered
DMI coupling with one-dimensional spatial dependence.
Besides being one of the simplest, we are interested in
this particular case because skyrmion-supporting sam-
ples with this feature have already been reported. With-
out loss of generality, we choose the x-axis as the direc-
tion along which the DMI coupling varies, i.e., D(r) =
D(x). This choice makes the magnetic energy, and conse-
quently the generalized force, no longer dependent on Y .
Our model can be further simplified by eliminating Y˙ us-
ing (16)—now with FY = 0—giving way to the following
adimensionalized second-order dynamical system
dX˜
dτ
=
αη˜1(γ)
1 + α2η˜21(γ)
F˜X(X˜, γ), (18)
dγ
dτ
=
1
αη˜3(γ)
F˜γ(X˜, γ), (19)
where all spatial variables and time have been scaled by
R = J/D and T = piJR/(2DM2), respectively. Here we
have also introduced X˜ = X/R, η˜1 = η1, η˜3 = η3/R
2,
F˜X = FX/(8dDM
2), and F˜γ = Fγ/(8dRDM
2). There-
fore, only X˜ and γ govern the effective skyrmion dynam-
ics while Y˜ = Y/R is now a slave variable whose time
evolution is determined from
dY˜
dτ
= − tan δ(γ)dX˜
dτ
, (20)
where the Hall angle δ(γ) satisfies tan δ(γ) = 1/[αη˜1(γ)].
Because of the typical small values of the Gilbert damp-
ing, the Hall angle would attain an almost γ-independent
value close to pi/2, thus determining a large ratio be-
tween the Y - and X-velocities. However, if the variation
of η˜1(γ) is made large enough, by decreasing the external
magnetic field, it could be possible to observe the helicity
dependence predicted for δ(γ).
The next two sections are devoted to the effective
skyrmion dynamics in thin films, predicted by the model
developed so far, in two particular scenarios of engineered
DMI coupling. In both cases we will proceed to deter-
mine F˜X and F˜γ , then the general Eqs. (18), (19), and
(20) will be used to analyze the resulting dynamics.
D(r) = D > 0D(r) = −D < 0
X
=
0
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FIG. 3. (color online). (a) Phase portrait of solutions of the
dynamical system for a skyrmion in a thin film split into two
half-planes with opposite-sign DMI couplings, for α = 0.5 and
b = 2. The color code represents the skyrmion radius, SkR,
defined as that for which θ = pi
2
. Highlighted in red are the
separatrices which determine the eight labeled regions. While
trajectories from regions 1-4 always remain within either of
the two domains, regions 5-8 host trajectories that can cross
over. (b) Schematic of a the eight types of trajectories allowed
by this dynamical system.
III. HALF-PLANES WITH OPPOSITE-SIGN
DMI
Thin films of Mn1−xFexGe with an engineered,
spatially-varying DMI strength have been recently syn-
thesized [12]. LTEM measurements revealed the exis-
tence of neighboring domains hosting skyrmions with
opposite helicity: γ = pi2 and γ =
3pi
2 , respectively.
Skyrmion dynamics in such systems can be modeled by
considering a thin film split into two half-planes with
opposite-sign DMI couplings. If the interface between the
two domains is located at x = 0, the spatial dependence
of the DMI coupling can be written as D(r) = D sgn(x).
Using Eqs. (13) and (14), the adimensionalized compo-
6t = 0.04 nst = 0 ns t = 1.08 ns
(a)
(b)
t = 1.08 nst = 0.36 nst = 0 ns
Ωz−1 1
FIG. 4. (color online). Snapshots of two select trajectories,
highlighted in blue, from the phase portrait in Fig. 3. (a)
From region 7, a skyrmion crosses over the interface, atX = 0,
between the two domains. (b) From region 4, a skyrmion
reverts its helicity. Using parameter values for Fe0.5Co0.5Si,
the time scale introduced to adimensionalize the dynamical
system was estimated as T = 0.36 ns.
nents of the generalized force are calculated to be
F˜X(X˜, γ) = − sin γf˜1(X˜, γ), (21)
F˜γ(X˜, γ) = − ∂
∂γ
[
sin γf˜3(X˜, γ) +
1
8 g˜(γ)
]
, (22)
where
f˜1(X˜, γ) =
∫ ∞
0
dvf˜(
√
X˜2 + v2, γ), (23)
f˜3(X˜, γ) =
∫ ∞
0
dv
∫ X˜
0
duf˜(
√
u2 + v2, γ), (24)
g˜(γ) = 2pi
∫ ∞
0
dρρ
[(
∂θ(ρ, γ)
∂ρ
)2
+
sin2 θ(ρ, γ)
ρ2
− 2b cos θ(ρ, γ)
]
. (25)
The dimensionless functions introduced above, g˜(γ) =
g(γ) and f˜(ρ, γ) = Rf(r, γ), were obtained by scaling the
radial coordinate as ρ = r/R, and then defining θ(ρ, γ) =
Θ(Rρ, γ).
In samples with uniform DMI coupling D, the static,
axially-symmetric skyrmions that extremize the mag-
netic free energy in Eq. (2) have helicity pi2 or
3pi
2 for
D > 0 and D < 0, respectively. A skyrmion with either
of those helicities does not extremize the magnetic energy
in the sample with nonuniform DMI coupling considered
in this section, unless it is located at an infinite distance
away from the interface. Therefore, the expected long-
term dynamics of a skyrmion in this type of sample is to
flow toward (X˜ = ∞, γ = pi/2) or (X˜ = −∞, γ = 3pi/2)
depending on its initial condition. Indeed, as depicted
in the phase portrait in Fig. 3 (a), these are the only
two attractors—stable fixed points—of the correspond-
ing dynamical system. The unstable fixed points are
(X˜ = 0, γ = 0, 2pi), (X˜ = 0, γ = pi). The separatri-
ces, i.e., trajectories that separate regions of the phase
portrait with qualitatively different solutions, are also
shown, in red. A total of eight qualitatively different pos-
sible solutions emerge from the structure of fixed points
and separatrices of this dynamical system. These corre-
spond to the eight regions labeled in the phase portrait.
A diagram sketching all types of possible trajectories in
the XY plane is included in Fig. 3 (b).
According to the phase portrait of solutions, a
skyrmion that has been nucleated to the right of the in-
terface (X˜ > 0) could either remain within this domain
and eventually flow away from the interface toward the
attractor (X˜ =∞, γ = pi/2) or cross over to the left do-
main and flow asymptotically to (X˜ = −∞, γ = 3pi/2).
Among the possible trajectories that remain within the
right domain, those whose initial condition is close to
the interface could have the skyrmion approach the in-
terface first and the turn around to finally flow toward
the attractor. Interestingly, the time evolution of the he-
licity is strictly monotonic (clockwise/counterclockwise
as in region 3/4 [Fig. 3 (a)]) for those skyrmions that
remain to the right of the interface, whereas the helic-
ity of skyrmions that cross over to the left domain can
increase/decrease to a maximum/minimum value before
decreasing/increasing to 3pi2 at the attractor. A similar
analysis can be made for skyrmions nucleated to the left
of the interface (X˜ < 0).
Two features observed for skyrmions nucleated at large
distances from the interface are worth noting. First, the
further a skyrmion is nucleated from the interface, the
smaller becomes its probability to cross over. This can
be understood by observing how little regions 5-8 [Fig.
3 (a)], which host solutions that cross over, such as that
shown in Fig. 4 (a), extend away from the interface.
Second, for those initial conditions that do not result in
the skyrmion crossing over [Fig. 4 (b)], the time evolu-
tion appears to take place in two steps: a fast change in
the helicity toward its asymptotic value with almost no
change in the skyrmion position, followed by a slow flow
of the skyrmion away from the interface.
IV. LINEARLY VARYING DMI
The skyrmion dynamics under a linear gradient of
the DMI coupling is considered in this section. The
spatially-dependent DMI coupling consists of a linear
variation along the x-coordinate as D(r) = D + D0x/l
for 0 < x < l, connecting two regions at x < 0 and
x > l where D(r) = D and D(r) = D + D0, respec-
tively. The coupling D is assumed positive in order to fix
the skyrmion profile with helicity γ = pi/2 far from the
transition region of D(r). As we previously mentioned in
7Sec. II, the spatial change in the DMI behaves as external
forces acting on the helicity and center of mass position
of the magnetic skyrmion. Thus, the generalized forces
along the coordinates X˜ and γ explicitly read,
F˜X [X˜, γ] = − sin γ D0
4D
I˜1[X˜, γ], (26)
F˜γ [X˜, γ] = −1
4
∂
∂γ
[
E˜0DM (γ) + sin γ
D0
D
(
X˜ I˜1[X˜, γ]
+I˜2[X˜, γ] + I˜3[X˜, γ]
)
+ 2pig(γ)
]
, (27)
where the dimensionless integrals I˜1, I˜2, I˜3 and E˜0DM en-
tering in the above expressions are defined as follows
I˜1[X˜, γ] =
2
λ
∫ ∞
0
dy˜′
∫ λ−X˜
−X˜
dx˜′f˜(ρ′, γ), (28)
I˜2[X˜, γ] =
2
λ
∫ ∞
0
dy˜′
∫ λ−X˜
−X˜
dx˜′x˜′f˜(ρ′, γ), (29)
I˜3[X˜, γ] = 2
∫ ∞
0
dy˜′
∫ ∞
λ−X˜
dx˜′f˜(ρ′, γ), (30)
E˜0DM (γ) = 2pi sin γ
∫ ∞
0
dρ′ρ′f˜(ρ′, γ). (31)
where f˜(ρ, γ) was already introduced in Sec. III and
λ = l/R is the ratio between the scale of variation of the
DMI coupling and the relevant magnetic length scale.
Previous to explore the case devoted to this section,
we will analyze first the uniform DMI coupling case, i.e.,
in the limit when the DMI gradient D0 goes to zero.
This assumption implies that the force F˜X = 0 and
thus no motion of the center of mass of the skyrmion
is expected. On the other hand, the force acting on
the helicity turns out to derive from the potential en-
ergy U [D0 = 0] =
(
2pig + E˜0DM
)
/4, which is symmetric
with a local minimum at γ = pi/2. Therefore, the time
evolution of the skyrmion helicity is driven to the equi-
librium configuration at γ = pi/2, for any given initial
condition. The same argument holds for a negative DMI
coupling, having the equilibrium skyrmion profile a he-
licity γ = 3pi/2. A similar behavior is observed for the
case treated in Sec. III, which occurs far from transition
region located at X˜ = 0.
In Fig. 5(a) the phase portrait representation for the
skyrmion dynamics under the linear gradient of DMI cou-
pling is shown, (see Fig. 5(b)). The flow of trajectories
obeying the generalized Thiele’s equation are displayed
as a function of the helicity γ and the center of mass posi-
tion X˜. The computation was carried out by solving the
set of integrals Eqs. (28-31), for the parameter λ = 5 and
a skyrmion profile solution obtained for b = 0.5. Along-
side this, the generalized forces were determined for the
parameters D0/D = 5 and α = 0.5, whose behavior is
displayed in Fig. 5(c) and (d). As was explained in Sec.
III, at every single point on each trajectory in Fig. 5(a)
there is a vector whose components represent the value
0
X/R
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2.59R
γ
1
2π
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FIG. 5. (color online). (a) Phase portrait representation for
skyrmion dynamics under the linear gradient of DMI coupling
(panel (b)). The color code represents the skyrmion radius,
SkR, defined as that for which θ = pi
2
. The flow of trajectories
is plotted as a function of the center of mass position X/R
and helicity γ for an external magnetic field b = 0.5, and for
the parameters given by D0/D = 5, λ = 5 and α = 0.5. Red
lines, located at γ = pi/2 and γ = 3pi/2, refer to those stable
and unstable solutions in the phase portrait, respectively. In
(c) and (d), the behavior of generalized forces F˜X and F˜γ are
displayed. Taking advantage of their symmetric behavior, the
plots were done in the range for the helicity between 0 and pi.
for
(
dX˜/dτ , dγ/dτ
)
. Indeed, for a set of initial condi-
tions dictated by γ 6= 3pi/2 we see that all the trajectories
converge to the solution for which the helicity is γ = pi/2,
represented by the right-directed red line. The latest, is
because D, as well as D0, have been assumed positive and
therefore, the skyrmion configuration for which the mag-
netic energy is extremized is that with helicity pi/2. In
particular, the motion for a helicity γ = pi/2 (bottom red
line) occurs in the rightward direction, i.e. opposite to
the gradient of the DMI coupling. The above statement
8(F˜X > 0) comes from the fact that the DMI energy UDM
is strictly negative, which is a consequence of f(r, γ) < 0,
see Eq. (11). Furthermore, the evolution at γ = pi/2 the
skyrmion towards the rightward region preserves its size,
which is the same as the trajectory at γ = 3pi/2. Indeed,
this is because the computation of the skyrmion profile
(for more details see Appendix A) is accomplished as a
function of the helicity and external magnetic field, but
does not take into account the local variation of the DMI.
Therefore, for those trajectories where the helicity is con-
stant, there will be no change in the size or shape of the
skyrmion.
Finally, it is worth commenting about the connec-
tion between the linear case treated here and that de-
scribed in Sec. III. The half-planes with opposite-sign
DMI case can be obtained by taking an appropriate limit
to the generalized forces F˜X and F˜γ described in this
section. In fact, assuming that D < 0, choosing that
D0 = −2 |D| and taking the limit when λ→ 0, we make
sure that the linear transition occurs between opposite
values in a very narrow region. Under these considera-
tions, the integral expressions for I1 and I2 turn out to
obey I˜1[X˜, γ] = 2f˜1(X˜, γ) and I˜2[X˜, γ] = −2X˜f˜1(X˜, γ).
Therefore, the results for F˜X and F˜γ given by Eqs. (26)
and (27) reduce to those defined in Sec. III.
V. DISCUSSION AND CONCLUSIONS
We have investigated single skyrmion dynamics in chi-
ral magnets with locally varying Dzyaloshinskii-Moriya
interactions. An effective description, based on the col-
lective coordinates method, was established in terms of
the skyrmion center of mass and helicity, which were
found to satisfy a generalized Thiele’s equation. In the
construction of this equation, only the static skyrmion
radial profile, Θ(r, γ) was needed to compute the gy-
rotropic and the dissipative tensors. The spatially de-
pendent DMI coupling only entered in the calculation
of the generalized forces. This separation of dependen-
cies was exploited to write a general dynamical system
governing the skyrmion dynamics that could be used for
the two cases discussed in the previous sections. There-
fore, the dynamical system to be solved in each case was
fully determined once the DMI coupling was specified so
the generalized forces could be calculated. It should be
noted that although the radius of the skyrmion was not
included as a collective coordinate, by using a helicity-
dependent skyrmion radial profile to derive the general-
ized Thiele’s equation, the size of the skyrmion inherited
its dynamics from the helicity. This is a general feature
of our model independent of the particular DMI cou-
pling considered, hence it was observed in the two studied
cases. Another feature shared by both cases is the helic-
ity dependence of the Hall angle. Since δ(γ) derives from
the dissipative tensor, it will be the same for any form of
the DMI coupling. As with the skyrmion radius, the Hall
angle also inherits its time dependence from the helicity.
Furthermore, for sufficiently small values of the Gilbert
damping, the Hall angle becomes almost independent of
the helicity with a value close to pi/2.
As evidenced by their respective phase portraits, the
dynamics of the case from section III is richer than that
from section IV. Due to the choice of parameters in the
case of linearly varying DMI, only one attractor was
present and two types of qualitatively different trajec-
tories, differing by the sense of rotation of the helicity,
were allowed. On the other hand, by virtue of the change
of sign in the DMI coupling, the other case had two at-
tractors as well as eight qualitatively different possible
trajectories.
The simple helicity dynamics allowed by the two cases
we have investigated, should not be seen as mere aca-
demic exercises. On the contrary, the proposed engi-
neered DMI coupling scenarios must be considered as
the simplest testbeds where the nontrivial time evolu-
tion of the skyrmion helicity can be studied in a con-
trolled fashion. Indeed, the features observed in the two
cases discussed could be detected by the experimental
technique used in Ref. [42] where the low-energy dynam-
ics of a skyrmion lattice was investigated measuring its
microwave response.
In this work, we predicted how a single magnetic
skyrmion texture adjusts its helicity as it propagates un-
der a spatially modulated DMI. The results presented
here establish the road to single magnetic skyrmion ma-
nipulation with full control over all its relevant degrees of
freedom. Moreover, we expect future applications to take
advantage of the relation between the skyrmion position
and helicity using the structure of their phase portrait
as a valuable guide. Finally, our findings constitute the
first step toward a more complete understanding of the
physics of the skyrmion helicity, which opens numerous
opportunities for an effective control of skyrmions in fu-
ture high-density storage and logic devices. Nucleation
of skyrmions in chiral magnets with inhomogeneous DMI
as well as the role of electric currents on their dynamics,
will be addressed elsewhere.
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Appendix A: Skyrmion Radial Profile
The radial profile of a static, axially symmetric
skyrmion with helicity γ, Θ(r, γ), was at the core of
our calculations for the terms in the Generalized Thiele’s
Equation. Assuming the skyrmion was nucleated in a
9region with a locally uniform DMI coupling, the mag-
netic energy Eq. (2), with D(r) = D, was evaluated in
M = MΩ(r, γ) with Ω(r, γ) as in Eq. (1). Thus, a
functional in the skyrmion radial profile was obtained.
Extremizing this functional led to the following Euler-
Lagrange equation
d2θ
dρ2
+
1
ρ
dθ
dρ
+ sin γ
2 sin2 θ
ρ
− sin 2θ
2ρ2
− b sin θ = 0, (A1)
with boundary conditions θ(0, γ) = pi and θ(∞, γ) = 0.
The above ODE has been adimensionalized by scaling
the radial coordinate as ρ = r/R, where R = J/D, as
well as defining θ(ρ, γ) = Θ(Rρ, γ) and b = B¯R
2
2J . It is
worth pointing out that the helicity enters in Eq. (A1)
as a parameter, in the same way as the adimensionalized
external magnetic field b. Only after solving this equation
numerically, using the shooting method, γ was promoted
to collective coordinate status.
The skyrmion radius is defined as that for which θ = pi2 .
To account for the underlying lattice structure, we do
not allow skyrmions with a radius smaller than ρ∗ =√
2a/R, where a is the lattice constant. This restriction
is enforced demanding that for γ ∈ [0, γ∗] ∪ [pi − γ∗, pi +
γ∗] ∪ [2pi − γ∗, 2pi], θ(ρ, γ) = θ(ρ, γ∗), where γ∗ is such
that θ(ρ∗, γ∗) = pi2 .
Schematics of the skyrmion magnetization field ob-
tained are depicted in Fig. 1 for several values of the he-
licity (panels (a)-(d)). The dependence of the skyrmion
radial profile on the external magnetic field and the he-
licity are shown in Fig. 1(e) and Fig. 1(f), respectively.
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