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MULTIPLICATION OPERATORS ON Lp
MARCH T. BOEDIHARDJO
Abstract. We show that every operator on Lp, 1 < p < ∞ defined by
multiplication by the identity function on C is a compact perturbation of
an operator that is diagonal with respect to an unconditional basis. We
also classify these operators up to similarity modulo compact operators
and up to approximate similarity.
1. Introduction
Let µ1, µ2 be measures on C with compact supports. Consider the oper-
ator Mµi on L
2(µi) defined by
(1.1) (Mµif)(z) = zf(z), z ∈ C, f ∈ L2(µi), i = 1, 2.
It is well known [5, Theorem 4.58] thatMµ1 andMµ2 are unitarily equivalent
if and only if µ1 and µ2 are equivalent (i.e., absolutely continuous with
respect to each other).
The situation is quite different if we allow a compact perturbation. A
classical result of Berg [1] states that every normal operator on a separable
Hilbert space is the sum of a diagonal operator and a compact operator.
As a consequence, Mµ1 is unitarily equivalent to a compact perturbation of
Mµ2 if and only if supp(µ1) and supp(µ2) have the same cluster points [11,
Corollary 2.13].
In this paper, we consider the question of whether these results extend to
Lp for 1 < p <∞. If µ is a measure on C with compact support, we will use
the same notation Mµ for the operator on L
p(µ) defined as in (1.1). Our
first main result is
Theorem 1.1. Let 1 < p <∞. Let µ be a finite measure on C with compact
support. Then for every ǫ > 0, there exist a compact operator K on Lp(µ)
with ‖K‖ < ǫ and an operator D on Lp(µ) that is diagonal with respect to
a unconditional basis (un)n≥1 for L
p(µ) such that
Mµ = D +K,
and the unconditional basis constant of (un)n≥1 is at most C(p) where C(p) >
0 depends only on p.
Note that the unconditional basis (un)n≥1 depends on ǫ.
Let X1 and X2 be Banach spaces. An operator T1 on X1 and an operator
T2 on X2 are similar if there is an isomorphism W : X1 → X2 such that
T2 =WT1W
−1.
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Unlike for Hilbert space, not all unconditional bases for Lp(µ), 1 < p <∞
are equivalent. Thus Theorem 1.1 does not give similarity modulo compact
operators of different Mµ. In fact the characterization of similarity of Mµ
modulo compact operators for Lp is quite different from L2. Our second
main result is
Theorem 1.2. Suppose that 1 < p < ∞, p 6= 2. Let µ1 and µ2 be finite
measures on C with compact supports. Assume that the support of µ1 and the
support of µ2 are not finite sets. Let µ
′
1 and µ
′
2 be the purely nonatomic parts
of µ1 and µ2, respectively. Then the following statements are equivalent.
(i) There exists a compact operator K on Lp(µ2) such that Mµ1 is similar
to Mµ2 +K.
(ii) µ′1 and µ
′
2 are equivalent and the sets supp(µ1) and supp(µ2) have the
same cluster points.
Let us compare Theorem 1.2 with the characterization when p = 2. Sup-
pose that µ1 and µ2 are purely nonatomic and mutually singular but have
the same support. ThenMµ1 andMµ2 are unitarily equivalent modulo com-
pact operators when p = 2 but are not similar modulo compact operators
when p 6= 2.
On the other hand, instead, suppose that µ1 is the Lebesgue measure on
[0, 1] and µ2 is the sum of the Lebesgue measure on [0, 1] and an (atomic)
measure on the rational numbers in [0, 1]. Then Mµ1 and Mµ2 are unitar-
ily equivalent modulo compact operators when p = 2 and are also similar
modulo compact operators when p 6= 2. But in both cases p = 2 and p 6= 2,
the operators Mµ1 and Mµ2 are not similar (by considering the existence of
eigenvalues) even though they have the same spectrum and essential spec-
trum.
In Section 2, we give the proof of Theorem 1.1 using generalized Haar
systems. We also show that when µ is supported on R, the compact operator
K in Theorem 1.1 can be chosen to be 1-summing. When p = 2, this
was shown by von Neumann [11, Theorem 2.10]. (1-summing operators on
Hilbert space are precisely the Hilbert-Schmidt operators [8].) In Section 3,
we prove Theorem 1.2 using a technique from [7]. As a by-product, we also
classify Mµ up to approximate similarity. In Section 4, we state a few open
problems.
We begin by introducing some notation and terminology that are needed
in what follows.
If a ∈ C and r > 0, the square on the complex plane with center a and
side length r is denoted by S(a, r), i.e.,
S(a, r) =
{
x+ iy ∈ C : |x− Re a| ≤ r
2
and |y − Im a| ≤ r
2
}
.
If A is a subset of C, the indicator function of A is denoted by I(A); the
diameter of A is denoted by diam(A); and the complement of A in C is
denoted by Ac. If µ is a measure on C and A is a Borel set in C then PµA is
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the operator on Lp(µ) defined by
(PµAf)(z) = I(A)(z)f(z), f ∈ Lp(µ), z ∈ C.
Let X be a Banach space. A sequence (un)n≥1 is a C-unconditional basis
for X if
1
C
∥∥∥∥∥
m∑
n=1
|an|un
∥∥∥∥∥ ≤
∥∥∥∥∥
m∑
n=1
anun
∥∥∥∥∥ ≤ C
∥∥∥∥∥
m∑
n=1
|an|un
∥∥∥∥∥ ,
for every m ≥ 1 and a1, . . . , am ∈ C.
If S is a subset of X, the closed linear span of S in X is denoted by ∨S.
The space of operators on X is denoted by B(X).
If X1 and X2 are Banach spaces, two operators T1 ∈ B(X1) and T2 ∈
B(X2) are approximately similar [6] if there is a sequence (Wn)n≥1 of iso-
morphisms from X1 onto X2 such that
sup
n≥1
‖Wn‖‖W−1n ‖ <∞,
T2 −WnT1W−1n is compact for all n ≥ 1,
lim
n→∞
‖T2 −WnT1W−1n ‖ = 0.
If T is an operator from X1 into X2, the 1-summing norm (see, e.g., [3]) of
T is denoted by π1(T ).
When we say a “diagonal operator on lp,” we always mean an operator on
lp that is diagonal with respect to the canonical basis for lp. All measures
are assumed to be finite. Throughout this paper, 1 < p <∞ and C(p) is a
positive constant that depends only on p.
2. Proof of Theorem 1.1
We begin by recalling from [4] the definition of generalized Haar system.
A system (An,j : n = 0, 1, 2, . . . , 1 ≤ j ≤ 2n) of measurable sets is a dyadic
tree if
An+1,2j−1 ∩An+1,2j = ∅,
and
An+1,2j−1 ∪An+1,2j = An,j,
for all n ≥ 0 and 1 ≤ j ≤ 2n. Let
Λ = {(n, j) : n ≥ 1, 1 ≤ j ≤ 2n−1, µ(An,2j−1) > 0 and µ(An,2j) > 0}∪{(0, 1)}.
Let µ be a purely nonatomic measure. The generalized Haar system {hn,j :
(n, j) ∈ Λ} with respect to (An,j) is defined as follows:
h0,1 = I(A0,1)/‖I(A0,1)‖Lp(µ)
and
hn,j = Hn,j/‖Hn,j‖Lp(µ),
where
Hn,j = I(An,2j−1)/µ(An,2j−1)− I(An,2j)/µ(An,2j), n ≥ 1, (n, j) ∈ Λ.
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Note that when (n, j) /∈ Λ, at least one of µ(An,2j−1), µ(An,2j−1) vanishes so
both of I(An,2j−1) and I(An,2j) are already in the span of some hm,k where
m < n. To see this, observe that if µ(An,2j−1) = 0 then I(An,2j) = I(An−1,j)
which is in the span of some hm,k for some m < n.
Lemma 2.1 ([4]). The system {hn,j : (n, j) ∈ Λ} defines a normalized C(p)-
unconditional basis for Lp(B, µ) where B is the σ-algebra generated by the
An,j.
Lemma 2.2. There exists a dyadic tree (An,j : n = 0, 1, 2, . . . , 1 ≤ j ≤ 2n)
such that each An,j is in S(0, 1) and
(2.1) diam(An,j) ≤ 1
2
n
2
−1
, n ≥ 0, 1 ≤ j ≤ 2n,
and the σ-algebra generated by the An,j is the Borel σ-algebra on S(0, 1).
Proof. Take A0,1 = S(0, 1). Each An,j will be defined as rectangles. Let
xn,j + iyn,j be the center of An,j. If n ≥ 0 is even, take
An+1,2j−1 = An,j ∩ {x+ iy ∈ S(0, 1) : y > yn,j},
and
An+1,2j = An,j ∩ {x+ iy ∈ S(0, 1) : y ≤ yn,j}.
If n is odd, take
An+1,2j−1 = An,j ∩ {x+ iy ∈ S(0, 1) : x > xn,j},
and
An+1,2j = An,j ∩ {x+ iy ∈ S(0, 1) : x ≤ xn,j}.
Then An,j satisfies the required properties. 
Proof of Theorem 1.1. Without loss of generality, we may assume that µ is
purely nonatomic and has support in S(0, 1). Let (An,j : n = 0, 1, 2, . . . , 1 ≤
j ≤ 2n) be defined as in Lemma 2.2. Let {hn,j : (n, j) ∈ Λ} be the general-
ized Haar system with respect to (An,j). By Lemma 2.1, {hn,j : (n, j) ∈ Λ}
is a C(p)-unconditional basis for Lp(µ). Observe that
(2.2) ∨ {hn,j : (n, j) ∈ Λ, n ≤ N} = ∨{I(AN,j) : 1 ≤ j ≤ 2N}, N ≥ 0.
Fix N ≥ 1. We have that {hn,j : (n, j) ∈ Λ, n ≥ N + 1} ∪ {I(AN,j) : 1 ≤
j ≤ 2N} is a C(p)-unconditional basis for Lp(µ).
For every n ≥ 0, 1 ≤ j ≤ 2n, pick a point λn,j in An,j. If An,j = ∅, take
λn,j = 0. Since hn,j is supported on An−1,j, by (2.1), we have
(2.3) ‖Mµhn,j − λn−1,jhn,j‖ ≤ 1
2
n−1
2
−1
, (n, j) ∈ Λ,
and
(2.4) ‖MµI(AN,j)− λN,jI(AN,j)‖ ≤ 1
2
N
2
−1
‖I(AN,j)‖, 1 ≤ j ≤ 2N .
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Take D to be the operator on Lp(µ) that is diagonal with respect to the
unconditional basis {hn,j : (n, j) ∈ Λ, n ≥ N + 1} ∪ {I(AN,j) : 1 ≤ j ≤ 2N}
and with entries λn−1,j, (n, j) ∈ Λ, n ≥ N + 1 and λN,j, 1 ≤ j ≤ 2N .
Note that for each n ≥ 0, all the hn,j have disjoint supports and all the
Mµhn,j − λn,jhn,j have disjoint supports. It follows that
(2.5)
‖Mµx−Dx‖ ≤ 1
2
n−1
2
−1
‖x‖, x ∈ ∨{hn,j : 1 ≤ j ≤ 2n−1, (n, j) ∈ Λ}, n ≥ N+1.
Similarly we have
(2.6) ‖Mµx−Dx‖ ≤ 1
2
N
2
−1
‖x‖, x ∈ ∨{I(AN,j) : 1 ≤ j ≤ 2N}.
For each m ≥ 0, let Pm be the projection from Lp(µ) onto ∨{hm,j : 1 ≤ j ≤
2m−1, (m, j) ∈ Λ} whenm ≥ 1 or ∨{h0,1} whenm = 0. Since {hn,j : (n, j) ∈
Λ} has unconditional basis constant at most C(p), we have ‖Pm‖ ≤ C(p)
and ‖P0 + . . .+ Pm‖ ≤ C(p) for all m ≥ 0. Thus by (2.5),
(2.7) ‖(Mµ −D)Pn‖ ≤ C(p)
2
n−1
2
−1
, n ≥ N + 1.
By (2.2) and (2.6), we have
(2.8) ‖(Mµ −D)(P0 + . . . + PN )‖ ≤ C(p)
2
N
2
−1
.
Since P0+P1+P2+ . . . is the identity operator and each Pn has finite rank,
it follows that from (2.7) that Mµ−D is compact. From (2.7) and (2.8), we
have
‖Mµ −D‖ ≤ C(p)
2
N
2
−1
+
∑
n≥N+1
C(p)
2
n−1
2
−1
,
which is arbitarily small if N is taken to be large enough. Thus the result
follows. 
Theorem 2.3. Let µ be a measure on R with compact support. Then for
every ǫ > 0, there exist a compact operator K on Lp(µ) with π1(K) < ǫ
and an operator D ∈ B(Lp(µ)) that is diagonal with respect to a C(p)-
unconditional basis (un)n≥1 for L
p(µ) such that
Mµ = D +K.
We need the following lemma to prove Theorem 2.3. This lemma should
be well known and can be proved using the techniques in [8].
Lemma 2.4. Let D0 be a diagonal operator on l
p with entries of a1, a2, . . ..
Then
π1(D0) ≤
{
C(p) (
∑ |an|q) 1q , p ≥ 2
C(p)
(∑ |an|2) 12 , p ≤ 2 ,
where
1
p
+
1
q
= 1.
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We explain the changes we need to make on the proof of Theorem 1.1
to prove Theorem 2.3. Since µ is supported on R, we may assume that µ
has support in [0, 1] and is purely nonatomic. Take An,j to be the dyadic
intervals. The length of An,j is
1
2n
. (2.3) and (2.4) can be strengthened and
become
‖Mµhn,j − λn−1,jhn,j‖ ≤ 1
2n−1
, (n, j) ∈ Λ,
and
‖MµI(AN,j)− λN,jI(AN,j)‖ ≤ 1
2N
‖I(AN,j)‖, 1 ≤ j ≤ 2N .
The operator D is defined in the same way. By Lemma 2.4, we have
π1((Mµ−D)|∨{hn,j :1≤j≤2n−1,(n,j)∈Λ}) ≤ C(p)·2(n−1)/min(q,2)/2n−1, n ≥ N+1,
and
π1((Mµ −D)|∨{I(AN,j):1≤j≤2N}) ≤ C(p) · 2N/min(q,2)/2N .
The rest is analogous to the proof of Theorem 1.1.
3. Proof of Theorem 1.2
Lemma 3.1. If a, b > 0 then
(a+ b)p ≤ bp + ap(a+ b)p−1.
Proof.
(a+ b)p − bp =
∫ a+b
b
ptp−1 dt ≤ ap(a+ b)p−1.

Lemma 3.2. Let µ1 and µ2 be measures on C with compact supports. Let
L : Lp(µ1)→ Lp(µ2) be an operator such that Mµ2L−LMµ1 is compact. Let
D ⊂ E ⊂ C be such that D is compact and E is open. Then the operator
Pµ2D LP
µ1
Ec : L
p(µ1)→ Lp(µ2) is compact.
Proof. Since Mµ2L− LMµ1 is compact,
(Pµ2D Mµ2P
µ2
D )(P
µ2
D LP
µ1
Ec)− (Pµ2D LPµ1Ec )(Pµ1EcMµ1Pµ1Ec)
=Pµ2D (Mµ2L− LMµ1)Pµ1Ec
is compact. Note that the operators Pµ2D Mµ2P
µ2
D and P
µ1
EcMµ1P
µ1
Ec have dis-
joint spectra (as operators on Pµ2D (L
p(µ2)) and P
µ1
Ec(L
p(µ1)), respectively.)
So by Rosenblum’s Theorem (see [9, Theorem 0.12]), Pµ2D LP
µ1
Ec is com-
pact. 
Lemma 3.3. Let µ1, µ2 be a mutually singular measures on C. Let f ∈
Lp(µ2). Then for every ǫ > 0, there exist F ⊂ G ⊂ C such that F is
compact, G is open, µ1(G) < ǫ and ‖Pµ2F cf‖Lp(µ2) < ǫ.
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Proof. There exists a Borel set A in C such that µ1(A) = 0 and µ2(A
c) = 0.
Note that µ1 and µ2 are regular [10, Theorem 2.18]. There exists an open
set G containing A such that µ1(G) < ǫ. For every δ > 0, there exists a
compact subset F of G such that µ2(G\F ) < δ. Since A ⊂ G, Gc ⊂ Ac
so µ2(G
c) = 0 so µ2(F
c) < δ. Choose δ > 0 small enough so that we have
‖Pµ2F cf‖Lp(µ2) < ǫ. 
Lemma 3.4. Assume that p > 2. Let µ1 and µ2 be mutually singular
measures on C with compact supports. Assume that µ1 is purely nonatmoic
and nontrivial. Let L : Lp(µ1) → Lp(µ2) be an operator such that Mµ2L −
LMµ1 is compact. Then L is not bounded below.
Proof. Since µ1 is purely nonatomic and nontrivial, there exist independent
f1, f2, . . . ∈ Lp(µ1) taking ±1 values.
Let 0 < ǫ < 1. Let D1 = E1 = ∅ and n1 = 1. Suppose that D1 ⊂ . . . ⊂
Dk, E1 ⊂ . . . ⊂ Ek, n1 < n2 < . . . < nk have been chosen so that Di is
compact, Ei is open and Di ⊂ Ei for all i = 1, . . . , k. By Lemma 3.3, there
exist subsets F ⊂ G ⊂ C such that F is compact, G is open, µ1(G) < ǫ and
(3.1) ‖Pµ2F cLPµ1Ec
k
fnk‖Lp(µ2) < ǫ.
Take Dk+1 = Dk ∪ F and Ek+1 = Ek ∪G. By Lemma 3.2, Pµ2Dk+1LP
µ1
Ec
k+1
is
compact. Since fn → 0 weakly, there exists nk+1 > nk such that
(3.2) ‖Pµ2Dk+1LP
µ1
Ec
k+1
fnk+1‖Lp(µ2) < ǫ.
Thus Dk+1, Ek+1, nk+1 are defined.
By (3.1),
(3.3) ‖Pµ2Dc
k+1
LPµ1Ec
k
fnk‖Lp(µ2) < ǫ, k ≥ 1.
For each k ≥ 1, let gk = Pµ1Ec
k
fnk . By (3.2) and (3.3), for every integers
1 ≤ j < k, we have
‖Pµ2DkLgk‖Lp(µ2) < ǫ,
and
‖Pµ2Dc
k
Lgj‖Lp(µ2) ≤ ‖Pµ2Dcj+1Lgj‖Lp(µ2) < ǫ.
So
‖Lg1 + . . .+ Lgk‖Lp(µ2) < kǫ+ ‖Pµ2Dk(Lg1 + . . .+ Lgk−1) + P
µ2
Dc
k
Lgk‖Lp(µ2)
≤ kǫ+ (‖Lg1 + . . .+ Lgk−1‖pLp(µ2) + ‖Lgk‖
p
Lp(µ2)
)
1
p .
So by Lemma 3.1,
‖Lg1+. . .+Lgk‖pLp(µ2) ≤ ‖Lg1+. . .+Lgk−1‖
p
Lp(µ2)
+‖Lgk‖pLp(µ2)+C(p, k, ‖L‖)ǫ,
where C(p, k, ‖L‖) > 0 depends only on p, k, ‖L‖ but not on ǫ. By induction,
we obtain
‖Lg1 + . . .+ Lgk‖pLp(µ2) ≤ ‖Lg1‖
p
Lp(µ2)
+ . . . + ‖Lgk‖pLp(µ2) + C(p, k, ‖L‖)ǫ.
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So
(3.4) ‖Lg1 + . . .+ Lgk‖pLp(µ2) ≤ ‖L‖
pk + C(p, k, ‖L‖)ǫ.
On the other hand,
‖g1 + . . .+ gk‖Lp(µ1) ≥ ‖f1 + . . . + fk‖Lp(µ1) − ‖Pµ1E1f1 + . . .+ P
µ1
Ek
fk‖Lp(µ1).
By construction, µ1(Ej) < jǫ for all j ≥ 1. Since f1, . . . , fk take ±1 values,
‖Pµ1E1f1 + . . .+ P
µ1
Ek
fk‖Lp(µ1) ≤ k1+
1
p ǫ
1
p .
Therefore,
‖g1 + . . .+ gk‖Lp(µ1) ≥ ‖f1 + . . .+ fk‖Lp(µ1) − k1+
1
p ǫ
1
p
≥ ‖f1 + . . .+ fk‖L2(µ1) − k1+
1
p ǫ
1
p =
√
k − k1+ 1p ǫ 1p .
Thus, in view of (3.4), L is not bounded below. 
Lemma 3.5. Let µ be a purely nonatomic measure on C with compact
support. Let D be a diagonal operator on lp. Assume that each entry of D
is in the support of µ. Then for every ǫ > 0, there exist L : lp → Lp(µ) and
R : Lp(µ)→ lp such that
(a) ‖L‖ < 1 + ǫ and ‖R‖ < 1 + ǫ;
(b) MµL− LD is compact and has norm at most ǫ;
(c) RMµ −DR is compact and has norm at most ǫ; and
(d) RL− I is compact and has norm at most ǫ.
Proof. Let λ1, λ2, . . . be the entries of D. For λ ∈ C and ǫ > 0, let Aλ,ǫ =
{z ∈ C : |z − λ| < ǫ}. Define
Lx =
∞∑
n=1
xn
I(Aλn,ǫn)
‖I(Aλn,ǫn)‖Lp(µ)
, x = (x1, x2, . . .) ∈ lp.
e∗n(Rf) =
1
‖I(Aλn,ǫn)‖Lq(µ)
∫
Aλn,ǫn
f dµ, f ∈ Lp(µ), n ≥ 1,
where e∗1, e
∗
2, . . . are the coordinate functionals on l
p and
1
p
+
1
q
= 1. If
ǫn → 0 fast enough, L and R satisfy the required conditions. 
Lemma 3.6. Let µ be a purely nonatomic measure on C with compact
support. Let D be a diagonal operator on lp such that each entry is in the
support of µ. Then Mµ is approximately similar to Mµ ⊕D.
Proof. Observe that D⊕D⊕ . . . (which is an operator acting on (lp⊕ lp⊕)lp)
satisfy the same conditions as D. By Lemma 3.5 and a routine argument
(see, e.g., [2, Lemma 2.7]), there is a constant C > 0 such that for every
ǫ > 0, there exist a compact operator K on Lp(µ), a Banach space Y and
T ∈ B(Y ) such that ‖K‖ < ǫ and Mµ +K is C-similar to T ⊕D⊕D⊕ . . ..
But
T ⊕D ⊕D ⊕ . . . = (T ⊕D ⊕D ⊕ . . .)⊕D
MULTIPLICATION OPERATORS ON Lp 9
is C-similar to (Mµ + K) ⊕ D. Therefore, Mµ is approximately similar to
Mµ ⊕D. 
The proof of the following lemma is routine and thus is skipped.
Lemma 3.7. Let D1 and D2 be diagonal operators on l
p such that the set
of entries of D1 and the set of entries of D2 have the same cluster points.
Assume that for each i = 1, 2, all entries of Di are distinct. Then there
exists a compact operator K on lp such that D1 is similar to D2 +K.
Proof of Theorem 1.2. Assume (i). For p > 2, by the Lebesgue-Radon-
Nikodym Theorem [10, Theorem 6.10] and Lemma 3.4, µ′1 and µ
′
2 are equiv-
alent. For p < 2, using duality, we also have that µ′1 and µ
′
2 are equivalent.
The essential spectra ofMµ1 andMµ2 must coincide. It is easy to see that
the essential spectrum of Mµi consists of the cluster points of supp(µi). So
supp(µ1) and supp(µ2) have the same cluster points. Thus we obtain (ii).
Conversely assume (ii). Since µ′1 and µ
′
2 are equivalent, Mµ′1 and Mµ′2 are
similar. For i = 1, 2, we write
Mµi =Mµ′i ⊕ Ti,
where Ti is a diagonal operator on a (finite or infinite dimensional) l
p space
whose entries are distinct and consist of atoms of µi. So taking µ = µ
′
i in
Lemma 3.6, we find that Mµi is approximately similar to Mµ′i ⊕Di, where
Di is a diagonal operator on a l
p space whose entries are distinct and dense
in supp(µi). By Lemma 3.7, we obtain (i). 
Theorem 3.8. Let µ1 and µ2 be measures on C with compact supports. Let
µ′1 and µ
′
2 be the purely nonatomic parts of µ1 and µ2. Then the following
statements are equivalent.
(i) Mµ1 and Mµ2 are approximately similar.
(ii) µ′1 and µ
′
2 are equivalent and supp(µ1) = supp(µ2).
Proof. Assume (i). By Theorem 1.2, µ′1 and µ
′
2 are equivalent. The spectra
of Mµ1 and Mµ2 must coincide. Since the spectrum of Mµi is supp(µi) for
i = 1, 2, it follows that supp(µ1) = supp(µ2). Thus we obtain (ii).
Conversely assume (ii). Since µ′1 and µ
′
2 are equivalent, Mµ′1 and Mµ′2
are similar. In view of Lemma 3.6, we may assume that µi has no atom in
supp(µ′i) for i = 1, 2. Thus Mµi is the direct sum of Mµ′i and a diagonal
operator Di on a finite or infinite dimensional l
p space whose entries are
distinct and consist of points in supp(µi)\supp(µ′i).
Since µ′1 and µ
′
2 are equivalent and supp(µ1) = supp(µ2), we have supp(µ1)\supp(µ′1) =
supp(µ2)\supp(µ′2). So D1 and D2 are similar. Therefore Mµ1 and Mµ2 are
approximately similar. 
4. Open problems
Problem 1. Let 1 < p < ∞, p 6= 2. Let µ be the Lebesgue measure on
[0, 1]. Does there exist a compact operator K on Lp(µ) such that Mµ ⊕Mµ
is similar to Mµ +K
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This problem has an affirmative answer when p = 2 [11, Corollary 2.13].
Problem 2. Let 1 < p < ∞, p 6= 2. Let µ be the Lebesgue measure on
S(0, 1). Does there exist a 1-summing operator K on Lp(µ) and an operator
D ∈ Lp(µ) that is diagonal with respect to an unconditional basis for Lp(µ)
such that Mµ = D +K?
This problem also has an affirmative answer when p = 2 [12].
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