Abstract-Well log data inversion is important for the inversion of true formation. There exists a nonlinear mapping between the measured apparent conductivity (C a ) and the true formation conductivity (C t ). We adopt the multilayer perceptron (MLP) to approximate the nonlinear input-output mapping and propose the use of particle swarm optimization with mutation (MPSO) algorithm to adjust the weights in MLP. In the supervised training step, the input of the network is the measured C a and the desired output is the C t . MLP with optimal size 10-9-10 is chosen as the model. We have experiment in simulation and real data application. In simulation, there are 31 sets of simulated well log data, where 25 sets are used for training, and 6 sets are used for testing. After training the MLP network, input Ca, then C t ' can be inverted in testing process. Also we apply it to the inversion of real field well log data. The result is acceptable. It shows that the proposed MPSO algorithm in MLP weight adjustments can work on the well log data inversion.
INTRODUCTION
Well logging is a technique that uses the instruments to measure the formation information. We invert the true formation parameters from the measured information. There is a nonlinear mapping between them. Martin et al. [1] used the neural network with conjugate gradient and Levenberg-Marquardt (LM) algorithms for well log data inversion. Huang et al. [2] [3] used the higher order multilayer perceptron and radial basis function network for well log data inversion. But the methods could get the local minimum solution. Goswami et al. [4] applied the differential evolution algorithm. Szucs and Civan [5] applied the simulated annealing algorithm. But they had complex computation.
Particle swarm optimization (PSO) was proposed by Kennedy [6] that searched the global optimal solution by a population of particles distributed over the search space. It was an evolutionary technique and used cooperative mechanism to find the solution. PSO with mutation (MPSO) was proposed in [7] . The PSO algorithm had the disadvantage that it might get trapped at the local minimum if velocity was large. To solve the problem, MPSO algorithm used the mutation that the mutated particles provided a chance to escape from the local minimum.
We adopt multilayer perceptron (MLP) with MPSO algorithm in this study. MLP was able to approximate the nonlinear input-output mapping. The adjustment of weights based on the gradient descent method may get the local minimum, so we use PSO global optimization algorithm to train the weights in MLP. The supervised system of MLP with MPSO is presented in Fig. 1 for training and testing of well log data inversion. Section II is the MLP weight learning with MPSO. Section III is the procedures of training and testing. Section IV is the experimental results. Finally, section V is the conclusions.
II. MLP WEIGHT LEARNING AND MPSO
PSO simulates the behavior of flocks of birds [6] . Initially we set up m particles. One particle in PSO is one MLP network. A two-layer MLP using MPSO learning is shown in Fig. 2 
The output value of output node k is
The activation function is a sigmoidal transfer function. So, the outputs of the second layer, o j , and the third layer, o k , are Fig. 3 . The movements of a particle in MPSO.
We concatenate the two-layer weighting coefficients of MLP to be a vector as a particle in MPSO. A particle is represented as
where n=1, …, m, n is the index of particle, m is the number of particles, w j,i and w k,j are the weighting coefficients in MLP shown in Fig. 2 . The weighting vector w is equivalent to position in MPSO.
Each particle has a velocity vector
which is also a velocity vector in MPSO. N is the length of w and v.
Fig . 3 shows the movements of a particle in MPSO and we want to find the point with minimum fitness value in the search space [6] . Weighting vector adjustment in one MLP is equivalent to the movement of a particle in MPSO.
We have two important weighting vectors Pbest n and Gbest that affect the global minimum solution. Pbest n is the best weighting coefficient vector that the particle itself has found. Gbest is the best weighting coefficient vector of all particles so far.
The velocity vector and weighting vector are adjusted by
where e is the inertia weight, c 1 and c 2 are the acceleration constants, r 1 and r 2 are random numbers uniformly distributed over [0, 1] . In (5), the new velocity is composed of three terms. The first term is the inertia of the previous velocity. The second term is that the particle w n (t) points toward its personal best weighting coefficient vector, Pbest n . And the third term is that the particle w n (t) points toward the best weighting coefficient vector of all particles so far, Gbest. Formula (6) is the weight vector adjustment, that the updated velocity is added to the current weighting coefficient vector w n (t).
Initially, we have m particles. Randomly generate the n-th particle with v n (0) and w n (0). And set w n (0) to the personal best weighting coefficients Pbest n . The fitness function is the sum of the squared error (SSE) and is defined as
where Q is the number of training samples and K is the number of output nodes. d qk is the desired output of the k th output node of the q th training sample and o qk is the real output of the k th output node of the q th training sample. Each particle has a fitness value in (7). Pbest n and Gbest use the (7) in the calculation of fitness value.
Mutation is the process to possibly lead some of the swarms away from the current position by changing the mutated particle's element. For mutation, the first step is the mutation of the particles. Ten percent of particles are selected to mutate with uniform random probability. At the second step, from mutated particle, one element w d with uniform random probability 1/N is mutated and the selected element mutates according to (8) .
where a is a constant that controls the amplitude of the mutated component, rand is the uniform random number distributed over [0, 1] . Fig. 4 shows the flowchart of MPSO algorithm for weight adjustments in MLP. 
III. PROCEDURES OF TRAINING AND TESTING
We follow the procedures of training and testing in Fig. 1 . There are 31 synthetic well log datasets that are calculated by the electromagnetic theory. Each simulated well log is from 490 to 589.5 feet depth and the sample interval is 0.5 feet. Hence, there are 200 C a and the correspondents C t in each simulated well log. The 1 st to the 25 th simulated datasets are used for training, and others, 26 th to 31 st , are used for testing.
In the training stage, we select 25 well log datasets as training where the input of the network is C a and the desired output is C t . Weight adjustments are trained by MPSO algorithm. By the theorem developed by Mirchandani and Cao [8] and the conclusions in [2] and [3] , we choose MLP with optimal size 10-9-10. In training, we take and skip every 10 C a data as the input and every 10 C t data as the desired output. That is, when the input pattern from the 1 st to the 10 th C a data is fed into the input layer, the next pattern fed into the input layer is the 11 th to the 20 th C a data. Hence, for 25 well log datasets, the number of training patterns is 25 200/10 = 500.
After the convergence of training process, we adopt mean absolute error (MAE) to test 6 well log datasets from the 26 th to the 31 st well logs. The input data are every 10 C a , and the inverted output data are every 10 C t '.
After the convergence of training, we also apply the MLP to the inversion of the real field well log data.
IV. EXPERIMENTAL RESULTS

A. Results of simulated well log data inversion
We use this 10-9-10 MLP model with MPSO algorithm in the experiments. Table 1 shows the used parameters. The stop iteration is set to 20,000. Fig. 5 shows SSE of the best particle versus iteration in the training process. The SSE of the best particle after 20,000 iterations is 0.04589. Fig. 6 shows the 26 th well log data, the dot line is C a and the solid line is C t . Fig. 7 shows the C a and C t of the 31 st well log data. Fig. 8 and Fig. 9 show the inverted C t ' and desired C t of the 26 th and the 31 st well logs, respectively. The dot line is the input C a and solid line is the inverted C t '. Table 2 shows the MAE error from the 26 th to the 31 st well logs. From the experiments, the average MAE of each point in 6 well log datasets between the inverted C t ' and the desired C t is 0.004194. It shows that MLP with MPSO gets a good result for well log data inversion. Table 3 compares the average of MAE error of 6 well log data inversion between radial basis function network (RBF) models [3] and MLP with MPSO. From the comparison, MLP with MPSO has the minimum average MAE. 
B. Results of real well log data inversion
After the training of the 10-9-10 network, we also apply it for the inversion of real field well log data. Real field log contains 2,210 data from depth 5,577.5 to 6,682 feet and the sample interval is 0.5 feet. Fig. 10 shows the real field data C a . The input data to the 10-9-10 MLP is the real conductivity. Fig.  11 shows the inverted C t '. Dot line is the measured real conductivity C a and solid line is the inverted C t '. Because there is no desired C t in real well log data, we calculate the MAE error of each point between the input C a and the inverted C t ' output, and get 0.05283. V. CONCLUSIONS MLP with MPSO algorithm for weight training is proposed. MLP is able to approximate the nonlinear input-output mapping. The global optimization property of MPSO algorithm can avoid the local minimum during the training in MLP. In the experiments, 31 simulated well log datasets are used for supervised training and testing. The optimal network size 10-9-10 is used as the MLP model. After training of the MLP network, we apply it for the inversion of the real field well log data. The experimental result is acceptable. It shows that the proposed method can work on the well log data inversion.
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