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1 Introduction
When drilling new wells, petroleum companies usually collect data from special probes that are 
attached to the drilling apparatus. From these well logs, inferences about the rock type and potential oil 
reservoir size can be made. These data can be crucial in determining the depth and direction the well 
should be drilled. They can be especially helpful in quickly determining when the drill has reached a 
new rock type.
An example of well log time series data is shown in Figure 1. The data shows periods of 
stationarity, where the only change in data seems to be some amount of natural variability. There are 
some jumps in the data, however, that are well outside this range of normal variability. It turns out that 
these jumps occur when the drill reaches a new type of rock and that identifying these jumps is very 
useful.
This paper will take a look at Bayesian models to changepoint problems like the one of 
identifying jumps in the well log data. A specific focus will be placed on fast inference of real­time 
problems (like the quick detection of the drill reaching new rock type).
1.1 Changepoint Detection
Changepoint models contain some representation of change. These changes naturally occur at 
changepoints. At a changepoint, the statistics that explained the previous data are not appropriate to 
explain later data. This fundamental statistical change could take on many forms. For instance, a series 
of data could switch from being sampled from a Gaussian distribution to being sampled from a Poisson 
distribution. For this paper, however, changepoints will always be considered parametric. That is, a 
changepoint will be thought of as a change in the parameter(s) of the sampling distribution. This could 
be exemplified by a shift in the mean of data sampled from a Gaussian distribution as shown in Figure
2. 
Figure 1: Magnetic resonance well log time series data.
Changepoint models should be applied in situations that can be thought of as piecewise constant 
in some way. To model data that looks like a teepee, for instance, it would make more sense to assume 
the data was piecewise linear (constant slope) than a single curve. Intuitions like these can be projected 
to less synthetic situations. Over the course of a day, the weather patterns often follow long periods of 
relative stationarity, where the temperature, cloud cover, and humidity tend to be relatively constant. A 
change in the weather tends to occur over a short, volatile time, followed again by relative stationarity. 
A changepoint model, then, would seem like a natural choice to describe the weather patterns.
1.2 Goals of Changepoint Models
This paper will use a Bayesian approach to model the generative processes responsible for the 
generation of evidenced data. There are two concerns for the practical application of Bayesian 
changepoint models that will be developed. The first is to make online predictions. Given a time series 
of evidence to the present, this approach asks for the next value. Given an evidenced sequence d from 1 
to t, this approach asks for a the next datum, P(dt+1 | d1:t). Consider stock market time series data. This 
online approach would seem the ultimate goal of the investor looking to profit from a stock market 
model. 
The second concern of the changepoint models of this paper is to come to a greater 
understanding of the data retrospectively. A retrospective analysis of the stock market may attempt to 
tell us where fundamental changes in the past occurred. This approach might attempt to solve the 
equation P(Ck | d1:t) where 1<k<t and Ck  is whether a change occurred at time k.
2 Previous Work with Explicit Changepoint Models
This section will introduce two different Bayesian models that utilize an explicit representation 
of change. Most previous Bayesian analyses of changepoint models have focused on the retrospective 
problem of changepoint identification. This discussion, however, will focus on the online aspects of 
Bayesian changepoint models. The first approach discusses a Bayesian model that has typically been 
used in retrospective analyses. The second approach presents a Bayesian model designed specifically 
Figure 2: Data generated from a Gaussian distribution with a change in mean
for the online use.
2.1 Generic Bayesian Generative Model
Figure 3 shows one dynamic Bayesian network that contains a built­in representation of change. 
The variable D in the model is the evidenced data. The variable S represents the state responsible for 
generating the data. C represents whether or not a change occurred. The S variables form a Markov 
chain over time. At each iteration, S either takes on the value of the previous S if there is not a change, 
or takes on some new value if there is a change. 
The model is “memoryless” in the sense that the probability that a change occurs at t is 
independent of all previous changes or whether a change occurred at t­1. The number of iterations from 
the most recent changepoint to the next is an exponential with a probability parameter of Θ. This 
variable represents the “twitchiness” of the environment: the larger its value the more changepoints in 
the sequence. The C variables can be thought of as a Bernoulli process with a probability parameter of 
Θ. 
It is difficult to make inferences of the random variables in the dynamic Bayesian network in 
Figure 3. The issue stems from the cycles that can be formed through the Θ, C and S variables.  There 
is no known polynomial time method for inferring variables in a network with these type of dependency 
cycles. Specifically, inference in this network leads to an instance of the NP­Hard constraints 
satisfaction problem. 
If the value of Θ is assumed to be known, then the random variable vanishes from the network. 
In this case, the network becomes a simple Hidden Markov Model containing no problematic cycles. A 
simple online Bayesian equation for the value of the most recent C node is
PC t∣d1 :t=∬∑
C t
Pd t∣St PSt∣C t , S t−1PC tdSt−1dS t .
The issue with this online inference is from the P(St | Ct, St­1) term. This term is a weighted combination 
Figure 3 Memoryless Changepoint Model
of all the states of all the possible runs that could have generated the datum dt. At time t, the state that 
generated the datum could have been passed unchanged from S1 or could have been re­sampled since 
St­1. Because of this, the term cannot be described by simple sufficient statistics, and integrating over 
the term is intractable. 
A “memoryful” approach to the change probability is shown in Figure 4. Because the 
probability of a change occurring is not independent of the other changepoints, each C node is linked to 
all the previous C variables. The Θ variable in this network is more complex than it was in the previous 
network. In the most complex case, each changepoint configuration in the network could evaluate to a 
different change probability. 
The memoried Bayesian network becomes even more difficult for inference than the previous 
one. For networks like these, the only recourse for inference are approximating techniques. 
2.1.1 Inference in Generic Bayesian Network: Gibbs Sampling
Exact inference in the networks discussed has proven difficult. However, there are alternative 
ways to inferring variables in the network. One approach to sampling can be seen in a paper by Steyver 
and Brown (2005). The researchers discussed a Markov Chain Monte Carlo sampling technique on a 
network like the memoryless one seen in Figure 3 with a known value for the Θ variable. Gibbs 
sampling can be used for inference on any of the dynamic networks mentioned above.
The basic intuition with the Gibbs sampler is that nodes are randomly selected from the network 
and sampled given their Markov blankets. Given a sufficient number of samples, the network will 
approach the proper joint distribution of the network. The network (or specific nodes of importance) 
can be saved, and the sampling restarted. The average of all the saved nodes will end up a good 
approximation of the joint probability distribution of the nodes. 
This sampling technique can be used for either retrospective identification of changepoints or 
for making online calculations. Another good source of a specific application of Gibbs sampling in an 
Figure 4 Memoried Changepoint Model
explicit changepoint model can be seen in Stephens (1994).
2.2 Online Change Point Detection
The Bayesian approaches above run into computation problems when attempting to infer values 
from the network. There are ways around these problems using approximating techniques like Gibbs 
sampling, but there may be circumstances where these are unacceptable. Certainly exact inference in 
the network would be cleaner. Adams and MacKay (2006) have proposed an alternative changepoint 
model that can make efficient online exact inferences. 
The researchers reformulated the changepoint problem to be more appropriate to online 
calculation: instead of being concerned with retrospectively placing changepoints, the algorithm is only 
interested in the most recent change. The data from the present back to the most recent changepoint is 
called a run. The run length is the number of data in this run. At any time t, there are t possible runs 
that can be associated with the most recent datum. The most clever observation in the online approach 
is that there are only two possibilities for a run with the addition of a new datum. Either the new datum 
was a member of the run and the run length increases, or a changepoint occurred and the run ended. 
The important calculation in the algorithm by Adams and MacKay (A&M) is for the probabilistic 
distribution over possible runs.
PRt∣d1 : t=
∑
Rt−1
PRt∣Rt−1 P d t∣Rt−1, d 1 :t−1P Rt−1∣d1 :t−1
Pd1 : t
The P(dt | Rt­1,d1:t­1) term is the probability that the most recent datum belongs to each possible 
run. It is the most challenging term to calculate and is the only one that is dependent on assumptions 
about the data (whether the data is sampled from a Binomial distribution, etc.).
Pd t∣R t−1 ,d1 : t−1 ={ ∑Rt−1
Pd t∣ R t=1 change just occurred
Pd t∣ , d t−1 Rt=2
P d t∣ , d t−2 : t−1 R t=3
... ...
Pdt∣ , d1 : t−1 Rt=t
where   is ψ a vector of the sufficient hyperparameters that describe the likelihood of the data. For each 
run, there is a probabilistic distribution over  . The difficulty of the calculation comes from integratingψ  
over  .ψ  
Pd t∣d1: t−1 ,=∫

P d t∣P ∣ , d1 :t−1d
where χ is a vector of prior values on the sufficient statistics for describing  .ψ  The algorithm tends to 
be most computationally efficient when a conjugate prior is used on the P(dt |   ) ψ likelihoods. When this 
is the case, the integral will often evaluate to some simple function of the sufficient statistics. All of the 
models used in this paper below integrate behave nicely in this integral.
The P(Rt | Rt­1) term describes the probabilities of the most recent run. It is simplified by the 
observation that each previous run can either increase with a new piece of evidence or the run can end 
if there is a changepoint. In the event that the change probability is memoryless, the formula evaluates 
very simply.
PRt∣R t−1={1− Rt=R t−11 Rt=10 otherwise
The probability of a changepoint is a constant that is independent of all other changepoint 
configurations, and the probability of the run increasing is the complement of the change probability. 
One of the nice things about the model by A&M is that the change probability can easily be 
memoryful. Rather than a constant change probability, a “hazard function” describing the probability of 
a run given the most recent changepoint can be used.
The P(Rt­1 | d1:t­1) term is the run distribution from the addition of the previous datum. This term 
makes the algorithm recursive. The base case, the prior run distribution before the first piece of data is 
evidenced, is usually defined as a “change.” That is, the algorithm usually presumes that a change 
occurred just before the first datum is observed. 
Figure 5 shows a dynamic Bayesian network depicting the memoryless case of the algorithm. 
The addition of each datum adds a new “state” variable, S, that could plausibly have generated the 
datum. The run variable, R, acts like a multiplexer by selecting which of the states was responsible for 
the datum's generation. In the event of a changepoint, described by the variable C, the R variable drops 
to one. Otherwise, the R variable increases with the addition of each datum. 
In the dynamic Bayesian network, notice that there is again the problem brought about by 
undirected cycles when Θ is a random variable. Exact inference in the network becomes very difficult 
when there is uncertainty over Θ.
Figure 5 Memoryless OCPD Model
If the change probability, θ, is known and does not need to be a random variable in the network, 
then the network contains no problematic cycles and exact inferences are possible. This is true whether 
the change probability is memoryful or memoryless.
Figure 6 gives an example of the OCPD algorthm in action. The top plot is a series of 200 data 
sampled from a Gaussian distribution. The variance of the distribution was constant. The mean was 
constant within a run and was re­sampled at a changepoint. The bottom plot shows the distribution over 
run lengths generated by the OCPD algorithm with the addition of each new datum. At a given iteration 
on the x­axis, the color at each run length expresses the probability of the length since the most recent 
change. The actual locations of the changepoints are marked with the x­axis ticks.
2.2.1 Inference in A&M Online Model
Exact inference of changepoints in the OCPD algorithm can be done and is much faster than the 
same inference using a sampling technique. However, it is only possible given a known hazard function 
that describes the probability of a changepoint as a function of the run length. 
3 A Novel Algorithm for Online Changepoint Detection with 
Inference of Hazard Function
From a retrospective perspective, Gibbs sampling or some type of Markov Chain Monte Carlo 
technique can be used to infer the hazard function. However, sampling techniques may not be 
appropriate for making online inferences. Gibbs sampling may be too slow to be useful. The OCPD 
algorithm is capable of making fast online inferences of  ,θ  but assumes a known hazard function. This 
section will propose a variant of the OCPD algorithm that infers the hazard function. This algorithm is 
expected to be faster and more robust than Gibbs sampling.
Figure 6: Example use of OCPD algorithm.
A number of alternatives for online estimation of the hazard function will be proposed. The 
memoryless case, where the random variable Θ is a single probability expressing the likelihood of a 
changepoint at each iteration, will be discussed in detail. Approaches to these techniques for the 
memoried case will be briefly suggested.
3.1 Parallel Models
One alternative to Gibbs sampling is to try and compare a number of values for θ using the 
OCPD algorithm in parallel. A simple Bayesian equation can then be used to weigh the evidence for 
each attempted value of θ. 
P=∣d1: t∝P d t∣= , d1 :t−1 P=∣d1 : t
Pd t∣= , d1: t−1=∑
Rt−1
∑
Rt
PR t∣R t−1 ,=Pd t∣R tPR t−1∣d1: t−1
Figure 7 shows this approach being run on binomial sampled data. There are twenty 
changepoints among the data set of 200 points. Fifteen different values of θ are run in parallel between 
=.02 to  =.3. θ θ Over the sequence of data the model with change probability of .1 becomes the most 
likely given the sequence. The expected value of   ends up at approximately .11 after being evidencedθ  
with the last datum.
In the above example, the range of the models was set between  =θ .02 and  =θ .3. The technique 
ends up with a good expected value for    because the actual change probability of .1 is nicely withinθ  
Figure 7: Example of running parallel models to infer θ
the range of attempted models. If the actual change probability had been smaller than .02 or larger 
than .3, then this technique could not possibly infer the correct value. Some of the real­wold data sets 
that will be looked at later, for instance, have change probabilities on the order of .001. If nothing is 
known of the changepoint probability before running, then it is difficult to know the range and number 
of models running with different values of   that need to used to end up with good results. The nextθ  
proposed method for calculating   will attempt to bypass these limitations.θ
3.2 OCPD­Iterative Algorithm
Rather than selecting, running, and evaluating multiple values of   using the OCPD algorithm,θ  
another proposed method for estimating   iteratively runs the OCPD algorithm, updating the value of θ θ 
each time it is run. The goal is to converge on a good estimate of the actual  . θ The basic algorithm 
works like this:
The function f uses the run distribution from the OCPD algorithm to approximate a value for the 
memoryless change probability, θ. 
3.2.1 Estimation of Memoryless θ
Two different methods for making this calculation (the function f) in the memoryless case are 
proposed. The first uses the run density over the run distribution where the run is one (where a 
changepoint was defined as occurring just before the data was observed). This will be called the change 
density method. If we consider run_dist to be a 2­dimensional matrix over run distributions for each 
evidenced piece of data,
change density rundist =
∑
i=1
n
run dist run=1,data=i
n
,n=number of dataevidenced
.
The second method proposed for calculating the change probability from the the run distribution uses 
the expected value of the run lengths. This will be called the expected run length method.
expected runlengthrundist = n
∑
i=1
n
E [rundist data=i]
,
E[rundist data=i ]=∑
j=1
i
j⋅rundist run= j ,data=i
An example of both of these methods to estimate the change probability using the OCPD­
Iterative is shown in Figure 8. The top plot show data generated from a binomial distribution. A 
changepoint corresponds to a re­sampling of the p parameter of the distribution. The bottom plot shows 
the estimated change probability over iterations of running the OCPD algorithm. The value for   at theθ  
first iteration was selected from random. Over the course of 10 to 14 iterations, both methods converge 
such that the most recent estimate is less than .01 different than the previous. Detailed testing of the 
n←2
θ1 rand between (0 1)←
do 
run_dist OCPD(data, ← θn­1)
θn←f(run_dist)
n n+1←
while ⎮(θn – θn­1)⎮ < threshold
performance of both of these methods will be documented shortly.
One of the added bonuses of the OCPD­Iterative method   when compared to the parallel modelθ  
method above is that the algorithm naturally returns the best estimate of the run distribution along with 
the estimated value of  . Once the value of   converges sufficiently, the run distribution has alreadyθ θ  
been calculated and is returned for free. The parallel model method runs the OCPD algorithm many 
times and returns the expected value of   over the model selections. If the run distribution using thisθ  
estimated value of   is desired, then the OCPD model will have to be run again using the newlyθ  
estimated change probability.
3.2.2 Estimation of Memoried Hazard Function
The memoryless changepoint probability used above is equivalent to assuming that the run 
length is an exponential distribution with a rate parameter, λ, set as 1/ . One way to use a memoriedθ  
value for the change probability is to assume the run length is sampled from a known distribution and to 
infer the distribution's parameters from the run distribution supplied by the OCPD algorithm. The 
Poisson and negative binomial distributions come immediately to mind for this use.
Adapting the memoried change probability to the OCPD­Iterative algorithm probably should not 
be difficult. Instead of iteratively running the OCPD algorithm until   converges, the convergence of aθ  
parameter of the assumed distribution could be used. At each iteration, the parameter would be inferred 
from the new run length distribution. For the Poisson case, the OCPD­Iterative algorithm could run 
until sufficient convergence of the estimated λ parameter was seen.
A numeric approach to this memoried case might create a histogram of the approximate lengths 
of runs to infer the hazard function.
Histogram R=r =∑
i=2
t
P R i−1=r PRi=1
Figure 8: Example of OCPD­Iterative run over synthetic data
Intuitively, this is a history of likely run lengths just before a changepoint occurs. The hazard function 
can be estimated from this history of likely run lengths. 
PRt=1∣R t−1=r=
Histogram Rt−1=r 
∑
i=r
∞
Histogram Rt−1=i
This numeric case may be somewhat more difficult to adapt to the OCPD­Iterative algorithm proposed 
above. At each iteration, the new hazard function could be estimated and compared to the previous one. 
The algorithm would then iterate until each value of the hazard function has converged sufficiently.
3.3 Selection of Proposed Algorithm
Two different variations of the OCPD algorithm have been proposed for calculating the change 
probability– one running the OCPD algorithm using parallel models and the other running the OCPD 
algorithm iteratively. The parallel model method is a typical Bayesian approach that can yield good 
results if done properly. But it does not seem as robust or as fast as an iterative method that can 
converge on a good inference of the hazard function. The next section will test the claims made here 
about the OCPD­Iterative method. 
4 OCPD­Iterative Experimental Results
It is believed that the OCPD­Iterative algorithm is superior to Gibbs sampling for the online 
inference of   for two reasons – its speed and its robustness. θ This section will test the memoryless case 
of the proposed OCPD­Iterative algorithm to gain experimental insight into its performance when 
compared to Gibbs sampling. The fist part of will be concerned with the accuracy of the algorithm; the 
second with running times. If the algorithm cannot produce results that are similar to Gibbs sampling, 
its robustness is not useful. If the algorithm is not faster than Gibbs sampling, then why bother using it. 
4.1 Bias, Variance and Consistency
The OCPD­Iterative algorithm using both the change density and expected run length methods 
were used to estimate the change probability of synthetically generated sequences. Four different data 
distributions were used for experimentation: Binomial data, Gaussian data with constant variance, 
Gaussian data with constant mean, and Poisson data. For each type of data, the data length and number 
of changes in the data were varied. Bias and variance in the estimates of the change probability was 
collected. The results were compared to Gibbs sampling.
Within each type of synthetic data (Binomial, etc.) with a given length, n, and containing c 
changepoints, 50 different sets of synthetic data that met the criteria were randomly generated. The bias 
for these criteria was 
Bias=
∑
i=1
50
i− i
50
,i=change probability estimate , i=
c
n
.
The variance measured the variability among the 50 different values for   calculated using theθ  
algorithm for the specific criteria.
Variance=
∑
i=1
50
i−
2
50
,=
∑
i=1
50
i
50
The mean squared error was also calculated using the bias and variance terms.
MSE=Bias2Variance
For each data type, the data lengths tested ranged from 25 to about 600 or 700 at increments of 
25. Change probabilities between .05 and .5 by increments of .05 were used. 
4.1.1 Binomial Data
The synthetic data used in Figure 10 were sampled from the binomial distribution. The binomial 
distribution has two parameters, n and p. The distribution can be thought of as the number of heads 
found from n flips of a coin biased toward heads by probability p. The parameter n was set to 10. The 
parameter p was constant within a run but was re­sampled from uniform (the beta prior distribution 
used) at a changepoint. A beta prior was used on the p binomial parameter with α = 1 and β = 1. 
Figure 9: Example synthetic binomial data set.
The bias appeared roughly similar between Gibbs sampling and the OCPD­Iterative method 
using the expected run lengths. In both cases the bias seemed to diminish with increasing data length – 
although this decrease seems more rapid for the Gibbs sampler. In both, too, the bias increased with the 
change probability. The bias on the OCPD­Iterative method using the change density appeared to 
decrease with increasing change probability. All the biases were positive – meaning the estimated value 
tended to be larger than the actual value.
4.1.2 Gaussian Data with Constant Variance
Figure 10: Bias and variance comparison for synthetic data sampled from binomial distribution
The synthetic data used in Figure 12 were sampled from a Gaussian distribution. The σ2 was 1 
and μ was constant within a run and re­sampled at a changepoint. A Gaussian prior on μ was used, 
itself set with μ0 to 0 and σ02 to 15.
Figure 11: Example synthetic Gaussian with known variance data set.
Gibbs sampling had trouble identifying changepoints at larger values of the change probability, 
where it underestimated the change probability. The variance was similar for all methods. 
4.1.3 Gaussian Data with Constant Mean
Figure 12: Bias and variance comparison for synthetic data sampled from Gaussian distribution
The synthetic data used in Figure 14 were generated from a Gaussian distribution with the μ 
parameter set to 0. The σ2  parameter was constant within a run and was re­sampled at a changepoint. A 
gamma prior on σ2 was used with α = 1 and β = 1e­4. 
Figure 13: Example synthetic Gaussian with known mean data set.
The proposed OCPD­Iterative algorithm trouble with these synthetic data. The issue here is a 
problem of online identification of changepoints. Changes in these data are changes in variance. A 
change in the variability of the data naturally is hard to see in an online fashion. The OCPD algorithm 
only starts to distinguish a run after a few data in the run have been observed. The run distribution 
where the run is one that the change density OCPD­Iterative method uses is not very informative of the 
number of changes in the data. Indeed, using the expected run lengths did a superior job in this case. 
Ultimately, if the change probability is below .2, the Gibbs sampler clearly provides better results with 
less variability. 
Figure 14: Bias and variance comparison for synthetic data sampled from Gaussian distribution
4.1.4 Poisson data
The synthetic data used in Figure 16 were generated from a Poisson distribution. The parameter 
λ was constant within a run and re­sampled at a changepoint. A gamma prior on λ was used with   = 1α  
and   = .2.β
Figure 15: Example synthetic Poisson distribution data set.
The results in bias for the Poisson data seemed similar for all algorithms. Each showed nice 
consistency by decreasing with the data length. The estimates of all the algorithms tended to be slightly 
greater than the actual values. Gibbs sampling showed larger bias and variance at smaller data lengths, 
but all three algorithms showed similar mean squared errors by data lengths of 100.
4.2 Time Complexity
The OCPD algorithm is linear in the amount of evidence with the online addition of a new 
datum. In other words, if t steps of evidence have been observed, the calculation of the run probability 
distribution for the next piece of evidence should take something on the order of (t + 1) time. Recall 
that the proposed OCPD­Iterative algorithm runs the OCPD algorithm on the data iteratively. The 
iterations stop once the estimated value for θ converges sufficiently to some value. To characterize the 
time complexity of OCPD­Iterative, the number of iterations of the OCPD algorithm is important. 
Figure 16: Bias and variance comparison for synthetic data sampled from Poisson distribution
While collecting the data above for the bias and variance comparisons, the number of iterations 
of the OCPD algorithm run by the OCPD­Iterative algorithm was recorded. An example of this 
collected data is shown in Figure 17. This particular set of data was gathered from the Binomial 
synthetic data with the OCPD­Iterative algorithm utilizing the expected run length of the run 
distribution to estimate θ. Importantly, there was no substantial difference in the number of iterations 
among the various synthetic data types (Gaussian, Poisson, etc.) or between the two different methods 
for estimating θ from run distributions (using expected run lengths or the change densities).
The middle plot in Figure 17 shows the number of necessary iterations marginalized over the 
changepoint probability. The values range between 6.4 and 6.9 iterations, and there appears to be no 
relationship between the length of the data and the number of iterations of the OCPD­Iterative 
algorithm. The number of iterations did seem to have a characterizable relationship with the change 
probability. The number of iterations seem to drop by about one iteration from a change probability 
of .1 to .35.
Because the number of iterations of the OCPD­Iterative algorithm is independent of data size, 
its running time is a multiple of the time necessary to run the OCPD algorithm through the data. 
Because the OCPD algorithm is O(n2) running through an entire data set of n items, the multiplier term 
added by the OCPD­Iterative algorithm makes no substantial impact from a time complexity 
perspective. However, the number of iterations necessary may be important from a practical standpoint. 
The actual running times of the OCPD­Iterative algorithm will be shown shortly.
Rather than attempting to detect when Gibbs sampling had performed a sufficient number of 
samples, the number of samples was set a priori such that it seemed to obtain good results. The choice 
of iteration lengths used by the sampler (like the number of times all the nodes were sampled before all 
the nodes were saved and the sampler restarted) was decided by generating synthetic data and toying 
with the iteration values until it seemed to provide adequate results. The actual number of samples 
Figure 17: Number of Iterations in OCPD­Iterative
performed on the data was some multiple of the size of the data, or O(n). Samples of the C nodes (the 
random variables explicitly representing a changepoint) are on the order of O(n). This means that Gibbs 
sampling, as implemented for this paper, is also O(n2).
Like the number of iterations of the OCPD­Iterative procedure shown above, the actual running 
times of each run of the various algorithms was also collected. These running times for the binomial 
data set are shown on the left side in Figure 18 for Gibbs sampling and for the OCPD­Iterative 
algorithm using both the expected run lengths and change density methods of estimating θ. The right 
side of the illustration shows the variability of the running times for each method of estimating θ.
Figure 18: Experimental running times collected from data generated from binomial distribution
Unsurprisingly, the OCPD­Iterative algorithm using either method to estimate θ showed similar 
running times. The running times for the OCPD­Iterative algorithms increase as the data length 
increases, but this increase is far more gradual than with the Gibbs sampler. Gibbs sampling clearly 
requires more time. 
The difference of the running times of the OCPD­Iterative with expected run lengths from the 
Gibbs sampling running times is shown in Figure 19. The bottom plot shows these differences 
marginalized over the change probability. The difference in running times appears to grow linearly with 
the number of data.
4.3 Experimental Conclusions
The OCPD­Iterative algorithm using the expected run lengths to iteratively estimate the value of 
 clearly outperformed the iterative estimates from the change density method. This was especiallyθ  
pronounced for the data drawn from Gaussian distributions with changepoints in variability (Figure 14). 
For these data, however, neither method of the OCPD­Iterative algorithm could perform as well as 
Gibbs sampling. With this exception, however, the algorithm tended to show similar bias and variability 
to Gibbs sampling. 
The proposed algorithm ran faster than Gibbs sampling. The difference in run times between the 
two appears to increase linearly with the data size. 
5 Replication of A&M Experimental Data Sets
A&M demonstrated the OCPD algorithm on a number of real­world data sets in their paper to 
help justify their work. In this section, two of these data sets will be analyzed. In all of the data sets that 
A&M modeled, the value for θ was given as a parameter to the OCPD model. How A&M chose the 
value of θ was not discussed. This re­analysis of these data sets will use the algorithms discussed above 
Figure 19: Difference in running times between OCPD­Iterative and 
Gibbs sampling.
to calculate value for θ and then analyze the affect of the inferred changepoint probability. 
The three real­world data sets they used were from a well log data set, the stock market, and rate 
of occurrences of coal mining disasters. Obtaining the well log data set used by A&M proved difficult, 
so this section will just look at the stock market and coal mining data sets.
5.1 Dow Jones Industrial Averages
One of the data sets A&M discussed in their paper were the Dow Jones Industrial Averages 
returns from July 3, 1972 to June 30, 1975. A&M modeled the returns, defined as
Rt=
v t
v t−1
−1 (where vt is the closing value of the DJIA on day t),
as a Gaussian process with a constant mean of zero. Within a run, variance was considered constant. A 
changepoint, then, was defined as the location where the piecewise constant variance changed. A&M 
used a gamma prior on this variance with α = 1 and β = 1e­4. They used a constant value for θ = 1/250 
for the entire data set.
The OCPD is an online algorithm that can be made to make forward predictions of a datum 
given previous evidence. The predictions made by A&M's approach were compared to the predictions 
made when inferring the value of θ. The predictions were made by calculating a new value for θ and 
using it in the OCPD algorithm to make the next prediction. Both Gibbs sampling and the OCPD­
Iterative algorithm were used to estimate the change probability at each iteration. The stock market data 
was broken up into two parts, a training set and a testing set. The calculation of θ was given access to 
the training set of data. Roughly, the squared errors were calculated by the following method:
training set ← d1:di
testing set ← di+1:dn
for index from i+1 to n 
θindex is approximated using evidenced data d1:dindex
A prediction is calculated using the OCPD algorithm with change 
probability θindex
The difference between dindex and the prediction is used to 
calculate the squared error
The top plot in Figure 20 shows the stock market daily returns from mid 1972 to mid 1975. The 
plot below it is a replication of the OCPD algorithm with the constant θ value of 1 / 250. The color on 
the graph is a representation of the probability of a run at a certain time. The color mapping is 
logarithmic. Three events are marked on the time axis: the conviction of Nixon aides in Watergate in 
1972, the start of the OPEC oil embargo in 1973 and the resignation of Nixon in 1974.
The daily returns from the start of the set to 10/31/73 were used for training; the remaining 
returns were used for testing. Squared error was calculated on the predictions made by the method used 
by A&M, and for two methods of using the data up to the present to approximate θ: Gibbs sampling 
and the OCPD­Iterative method using the expected run lengths of the run probability distribution. The 
bottom two plots show the value of θ as used by each method and the squared error made by that 
method's prediction. For the bottom two plots, a subset of the testing returns (from 9/1/74 to the end) 
was used on the time axis because it was difficult to notice differences in squared errors over a larger 
time range.
Gibbs sampling at each time for the change probability, θ, seemed to converge on a value 
slightly larger than the one used by A&M. The OCPD­Iterative method showed some interesting 
results. At many iterations, the value calculated by the algorithm was only slightly larger than the one 
inferred from Gibbs sampling. However, many of the OCPD­Iterative approximations were much larger 
– many peaked at at change probability of nearly .3. This was not unexpected. The variability of the 
change probability calculated by the OCPD­Iterative algorithm, which is somewhere in the 
Figure 20: Various testing on DJIA returns from 1972 to 1975
neighborhood of .02 to .03, matches the variability found in the synthetic variance results of the 
algorithm in the previous section for these particular model assumptions (see Figure 14). Moreover, it 
has already been pointed out that the OCPD­Iterative algorithm may not be as successful for this type 
of data – data assumed to come from a Gaussian curve with changepoints corresponding to changes in 
variance – because a change in variance is difficult spot in an online fashion. It is not surprising that 
Gibbs sampling that positions the changepoints completely retrospectively has less variability.
Algorithm Mean Squared Error of Predictions
A&M θ=1/250 3.673 10­4
θ Update w/ OCPD­Iterative  3.376  10­4
θ Update w/ Gibbs Sampling 3.564 10­4
The model being used assumes that each datum is drawn from a Gaussian distribution with a 
mean of zero. At a changepoint the variance, that was constant over the previous run, changes to some 
new value. A prediction, in this context, is an estimate of the variability in the next datum. The error of 
each prediction is the difference between the actual standard deviation and the predicted standard 
deviation. The best estimate of the actual standard deviation of one data point is the absolute value of 
the data. 
The mean squared error for each prediction method was simply the mean of the particular 
method's predictions squared over the testing series. Interestingly, despite the large variability in 
approximating the change probability, the OCPD­Iterative seemed to make the best predictions. It was 
probably the case that the best value for θ was larger than both the one inferred by Gibbs sampling and 
the value selected by A&M. Because the mean value for θ calculated by the OCPD­Iterative method 
was the largest, it perhaps made slightly better predictions. Overall, though, the differences between all 
these mean squared errors is relatively small, and it is not known whether the difference is statistically 
significant. The main point to be emphasized is that the change probability were successfully 
approximated instead of arbitrarily chosen, and that the predictions made when θ was approximated 
were at least as good as the method used by A&M.
5.2 Coal Mining Disaster Data
Adams and MacKay used with the OCPD algorithm on a time­series data set of mining disasters 
involving the deaths of ten or more persons. The raw data is a sequence of days between mining 
disasters from 1851 to 1962. They modeled the data as a Poisson process with a Gamma prior on the 
rate parameter, λ. The Gamma priors were set to α=1 and β=1. This data set was reconstructed from a 
paper by R. G. Jarrett (1979). Adams and MacKay modeled the change point probability as 
memoryless, and set θ to a constant 1 / 250.
The top plot in Figure 21 shows the cumulative number of mining disasters kill ten or more 
miners over the total data sequence. The bottom is a replication of the run length distributions from 
Adams and MacKay. The color mapping is on a logarithmic scale. The time of enactment of the Coal 
Mining Regulations Act of 1887 is pointed out. From a retrospective perspective, the year of enactment 
of the legislation certainly seems to have been a “changepoint” for the frequency of large­scale coal 
mining disasters. 
The choice of change probability was given no justification and seemed arbitrary. The same 
analysis that was applied to the stock market data above was again applied to this data set. The OCPD­
Iterative algorithm using the expected run lengths of the probabilistic run distribution and Gibbs 
sampling were both used to approximate the value of θ. The time series data set was broken up into a 
training and testing set (like before) and predictions. Squared errors over the testing set for each of the 
three methods were collected. The training set of the data was chosen to range from weeks 1201 to 1700 
and the testing set was chosen to range from 1701 to 2200. The entire data set of nearly 6000 pieces of 
data was not used out of time constraints and the computational costs. Recall that if a prediction is to be 
made at week 2000, the OCPD­Iterative algorithm and Gibbs sampler would use the data from from 
weeks 1201 to 1999 to calculate the value of θ for the prediction. 
Figure 21: OCPD algorithm run on coal mining disasters
Figure 22 shows the approximated value for θ as calculated for each value of the training set. As 
more data is used in the approximation, the variability in the approximation of θ diminishes. Both 
Gibbs sampling and the OCPD­Iterative method seem to converge by the end of the training set,  which 
shows that the training set was sufficiently large. These converged values seemed to be around  .005, 
which was about .004 larger than the constant value used by A&M.
Algorithm Mean Squared Error of Predictions
A&M θ=1/1000 0.0442
θ Update w/ OCPD­Iterative  0.0447
θ Update w/ Gibbs Sampling 0.0446
θ=0 0.0441
The actual predictions and squared errors were made using the data over the 500 weeks 
following the training set. Like the previous data set, the differences between the mean squared errors 
were small and may not be statistically significant. Unsurprisingly, the mean squared errors from the 
method using Gibbs sampling and the OCPD­Iterative algorithm to calculate the value of θ were nearly 
the same. The OCPD method using the constant value of θ chosen by A&M did slightly better than the 
methods used to approximate the value of   at each online prediction (if the MSE differences areθ  
statistically significant). 
Interestingly, the smallest mean squared error over the testing set of the data was when the 
change probability was set to zero. A change probability of zero meant that the model essentially had 
no representation of change – that the model was just taking some running total of all the previous 
evidence without considering any particular runs. In particular, the prediction of the variability of the 
next piece of data would simply be the standard deviation of all the previously evidenced data. There 
are so few changepoints in the data sequence that the OCPD model does not really seem like the 
Figure 22:  Inferred   over training subset of coal mining disastersθ
appropriate generative model. This was probably due to only using a subset of the data for training and 
testing (because of time constaints). The particular testing subset (between weeks 1701 to 2200) was 
chosen because it seemed to be around a changepoint, but perhaps a slightly later time period (between 
weeks 2000 to 2500) would have yielded better results.
The main point of these two data sets is not so much that the OCPD­Iterative method yields 
much better predictions than the original algorithm run by Adams and MacKay, but that the change 
probability could be accurately inferred from the data (not arbitrarily selected) while making just as 
good predictions. 
6 Conclusions
An online approach to making changepoint inferences was proposed. It was shown to be faster 
than Gibbs sampling while being more robust than either Gibbs sampling or the changepoint algorithm 
from Adams and MacKay. 
The proposed algorithm typically showed similar bias and variance to Gibbs sampling. The only 
circumstance where Gibbs sampling had much lower bias and variance was for data generated from a 
Gaussian distribution with a known mean. This was unsurprising because changepoints in these data 
are much easier to see from a retrospective perspective. 
It is recommended that the expected run length method of estimating   be used with theθ  
algorithm because it tended to make better inferences about   and usually had a slightly faster runningθ  
time (because it generally converged more quickly). 
The OCPD­Iterative algorithm tends to be more robust than either Gibbs sampling or the 
original OCPD algorithm. It is an improvement to Gibbs sampling because it is simpler to use. The 
convergence of θ is easy to track, while setting the sufficient number of samples of the Gibbs sampler 
is difficult. It is better than the original OCPD algorithm because it may be applied in more general 
situations where the hazard function is unknown. 
The algorithm performed at least as well as the original OCPD algorithm on two of the real­
world data sets modeled in the paper by A&M. But rather than presuming any prior knowledge of the 
hazard function, the OCPD­Iterative algorithm was able to infer it from the data.
6.1 Future Work
There are applications of a practical online changepoint detection scheme that need to run in 
constant time. The OCPD­Iterative method would quickly choke if given hour samples of stock market 
data. One divergence from this work could look modifications to the algorithm supplied to make it run 
in constant time. The simplest approach to this might only use a constant size window of the most 
recent data with the algorithm. In the context of the OCPD­Iterative algorithm, this is like adding the 
feature that only the more recent data is relevant for inferring the change probability. If the change 
probability is thought to shift over time, using a window of the recent data should be a better model. 
Future work could look at the effect of varying the size of the window and compare its performance to 
the OCPD­Iterative algorithm described in this paper.
References
Adams, R.P. and Mackay, D. J.C. (2007). Bayesian online changepoint detection.
R. G. Jarrett. (1979). A note on the intervals between coal­mining disasters. Biometrika, 66(1):191–193.
Stephens, D.A. (1994). Bayesian retrospective multiple changepoint identification. Applied 
Statistics 43(1), 159­178. 
Steyvers, Mark and Brown, Scott. (2005). Prediction and Change Detection. NIPS 2005.
