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DANKWOORD
LANDER CNUDDE
Abstract. In recent years [1] kreeg de auteur van dit dankwoord de kans
zich gedurende vier jaar toe te leggen op een hypercomplex onderwerp. Voor
u dit wat hoogdravend en hooghartig vindt klinken: dit zijn ontegensprekelijk
objectieve bewoordingen wanneer men onderzoek doet binnen het vakgebied
‘hypercomplexe analyse’. Vandaag, aan het einde van deze termijn, zijn ver-
schillende woorden van dank heel erg op hun plaats. Zonder vele helpende
handen en geesten liep dit proefschrift hie´r immers al ten einde. Meteen ook
de stelling die ik in dit ietwat atypische paper wens te bewijzen...
1. Introduction
Achteraf lijkt er zowaar een onvermijdelijke causaliteit in te zitten, in de manier
waarop gebeurtenissen en kansen zich de voorbije (bijna) 10.000 dagen van m’n
leven opvolgden. Hoe ik in het middelbaar op een haarbreed na een eindwerk
over quaternionen had willen schrijven. Hoe een collega van de begeleider van
mijn masterthesis me terloops mailde dat er twee vacatures waren aan de vakgroep
Wiskundige Analyse. Hoe een zekere professor De Bie me achteraf contacteerde
dat hij nog een extra beurs zou aanvragen waar ik op zou kunnen werken. Hoe die
aanvraag effectief werd goedgekeurd en ik opnieuw met die exotische quaternionen
in aanraking kwam binnen het ruimere kader van de Cliffordanalyse...
Zonder me er toen echt van bewust te zijn, was ik al meermaals met die onder-
zoeksgroep in contact gekomen via de vele vakken die zij verzorgen voor de bach-
elorstudenten ingenieurswetenschappen. Enkele jaren later stond ik mee ‘aan de
andere kant’ en werd ik jarenlang ingeschakeld in de PC- en oefeningenlessen. Als
klap op de vuurpijl mocht ik vorig semester zelfs vier bordoefeningenlessen geven
voor een volledig gevuld, mythisch Auditorium A. Onder het motto ‘Streng en recht-
vaardig maar met een beetje generositeit in het hart’ [2] spijsde ik in september de
beruchte WIBA-statistieken. Alleen al daarvoor veel dank aan de verantwoordelijke
lesgevers, Hendrik en Hennie, voor het vertrouwen en de gegeven kansen.
2. A mathematician is a device for turning coffee into theorems
Een treffende quote die afkomstig zou zijn van een Hongaarse wiskundige. Een
quote die echter niet als definitie mag worden gezien, wil men geen doctorstitel in
de wiskunde uitreiken aan een niet-wiskundige...
Op m’n eerste werkdag had ik letterlijk geen seconde stilgestaan bij het feit dat
ik collega’s zou hebben. Laat staan dat dit allemaal wiskundigen zouden zijn en ik
er vele jaren mee opgezadeld zou zitten. Na een uitgebreid, longitudinaal onderzoek
van om en bij de vier jaar kan ik echter met zekere trots volgend resultaat poneren:
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Proposition 2.1. Wiskundigen zijn top!
Proof. Je moet ze wat leren kennen maar zoals je gauw genoeg uit het onderstaande
zal kunnen opmaken, is het versleten beeld van de saaie wiskundige vooral een
imagokwestie. 
Een propositie van dergelijk kaliber vraagt om een voldoende gedetailleerde mo-
tivatie. Daartoe zullen we verschillende categoriee¨n wiskundigen onderscheiden op
basis van compleet arbitraire criteria. Houdt u bij het doornemen van deze lijst
vooral in het achterhoofd dat het cliche´ dat het geheel meer is dan de som van de
delen zich zelfs onder wiskundigen laat gelden. Het is immers slechts met dank aan
hun gezamenlijke inspanning dat het woord ‘Clifford’ na al die jaren niet langer
uitsluitend het beeld van een grote, rode hond bij me oproept.
2.1. Voor AAP. Dank aan de collega’s van het Assisterend Academisch Personeel
voor jullie openheid, toegankelijkheid en deugddoend gezelschap, zowel op verschil-
lende congressen als tijdens de dagelijkse lunch. Enkelen onder jullie waren er de
volle vier jaar bij:
• Hilde, onze bloedverwantschap zorgde er kennelijk [4] voor dat ik de naam
van je tweede dochter kon achterhalen vooraleer je hem zelf goed en wel wist.
Dat compenseert meteen voor het halve jaar dat ik je eerste dochter ‘Ame´lie’
heb lopen noemen. Dank om, toen ter sprake kwam dat W.K.Clifford reeds
op 33-jarige leeftijd gestorven is door een chronisch gebrek aan rust omdat
hij dag en nacht aan het denken was, heerlijk droog te reageren dat hij
‘da´a´r beter wat meer over had nagedacht’ [4].
• Tim, mijn peter en daarmee de eerste aan wie ik op 1/2/13 werd voorgesteld,
steeds bereikbaar voor de kleinste vragen en lange tijd slechts een deur van
me verwijderd. Nogmaals excuses voor de vallende telefoons.
• Michael, onze ‘most awesome assistent’, al was het maar omdat je steevast
als eerste uit bed wordt gebeld wanneer er iemand niet opdaagt voor een
surveillantie. Een schromelijke onderschatting trouwens: de titel van ‘most
awesome German’ zou je minstens even gemakkelijk binnenhalen. Or at
least that’s what she said [3]. Als er tijdens die verkiezing geen lijken
meer uit je (kelder)kast vallen tenminste. Dank ook om, als wandelende
filmencyclopedie, de drijvende kracht te zijn achter de talrijke filmavonden!
Intussen is het ook weer tijd voor een volgende generatie. Thanks to Pan for your
interest in my research and for being my office mate during our stay at the Tech-
nicum (congratulations with your engagement, by the way!). Dank aan Sigi voor
vele interessante gesprekken en de allesbehalve troostende woorden toen ik in Srn´ı
vakkundig een sneeuwbal op Hendriks bril mikte. Dank aan Wouter voor je immer
onverwachte maar steeds fel gesmaakte humor. Thanks to Al´ı, amongst others a
wonderful roommate on conferences in Ca´diz and a helping hand in constructing
the De Schepper sandcastle and counting various things at the local beach. Thanks
to Srd¯an for bringing even more cheer to the office!
2.2. Het geprofte. Dank aan Denis voor het trouw bijwonen van de cakemo-
menten waar je ons steevast met allerlei wetenswaardigheden weet te verrassen en
voor je bereidwillige hulp bij het onderzoeken van de convergentie van m’n reeks.
Dank aan Frank voor de intrigerende anecdotes die vaak zelfs stroken met de
mystieke verhalen die vele anderen over je weten te vertellen, voor de onvergetelijke
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verhuis van je bureau en voor de regelmatige ‘Vind ik leuk’-geluidjes wanneer je op
Facebook je zegen geeft over mijn jeugdwerkactiviteiten.
Dank aan Fred, vat vol weetjes en kennis, voor de interessante klanken en dis-
cussies over het honoursprogramma en de onvergetelijke introductielessen Bridge
waardoor zinsnedes als ‘middenkaart toont desinteresse’, ‘derde man doet wat hij
kan’, ‘kleintje belooft plaatje’ en ‘groot belooft lengte’ intussen tot het collectieve
geheugen van de onderzoeksgroep behoren. Ook je immer welgekozen bewoordin-
gen deden ons meermaals opfleuren, zoals toen je de ongekende werkijver van
W.K.Clifford wist te kaderen als niet zozeer een uiting van sterk karakter maar
veeleer een matigheid in lust. Je drukte ons tot slot op het hart om overal waar we
gingen reclame te maken voor de conferentie die je deze zomer organiseert. Welaan
dan: ICCA11, 7-11 augustus 2017 in Gent, be there! https://www.icca11.ugent.be
Dank aan Hennie voor de begeesterende babbels over de meest uiteenlopende
onderwerpen: van het ventileren over onrustige studenten tot het aanraden van
operawerken in Milaan terwijl die arme stakkers hun examen aan het maken waren.
Telkens weer leuke gesprekken die altijd heel wat korter aanvoelden dan ze daad-
werkelijk duurden. Het vergde soms enige moeite jou te kunnen strikken, des te
waardevoller dan ook mijn goeie herinneringen aan de (strand)conferentie in Ca´diz.
2.3. Vakgroep Wiskundige Analyse. Dank ook aan de ruimere vakgroep voor
vele geanimeerde lunches en veelvuldige partijtjes bowling rond nieuwjaar. Dank
aan Lode om al die jaren mijn bureaugenoot te zijn met van tijd tot tijd een
geanimeerde discussie, zowel met mij als met Maple. Dank aan Rob, steeds een
uitdagende mening klaar en de enige die me toch e´e´n keer koffie heeft kunnen
doen drinken. Dank aan Tante Tine voor het ontlenen van je koffiemolen en om het
aanspreekpunt te zijn bij al mijn vragen over allerhande huishoudtoestellen. Marijke
en Karel, van aan de tafel in het UZ tot in een kajak op een meer in Andalusie¨:
telkens opnieuw even toegankelijk en verrassend. Zoe¨ en Astrid, ik hoop dat jullie
hier even leuke tijden mogen beleven als ik. Dank ook aan Peter Van Lancker voor
de vaak onverwachte maar steeds aangename ontmoetingen en aan het secretariaat
voor de vlotte verwerking van allerhande administratie. Richard, je was reeds op
emeritaat toen ik dit doctoraat begon aan de onderzoeksgroep die jij hebt opgericht,
maar ik geef je hier graag nog even mee dat ik er een heel aangename tijd heb gehad.
2.4. UAntwerpen. Niet te vergeten: de vrienden in Antwerpen. David - den
Deef - Eelbode wiens track record al in m’n bachelorjaren begint met een mop over
zebra’s halverwege de bordles, bij wijze van opstapje naar een latere cursus over
vogelbekdieren. Blij dat ik even je bodyguard heb mogen zijn op weg naar het diner
in Tartu. Nog steeds benieuwd naar dat meerlagig artikel over octonions! Dank
ook aan Tim en Matthias om me veelvuldig in te wijden in werelden waar ik nog
niet in thuis was, zowel op wiskundig (Yangians, ‘Dk’...) als meer ondermaans vlak
(elektrische gitaren en krachttraining, om er maar twee te noemen) en voor de vele
spelletjes Chapeau in datzelfde Tartu.
2.5. Crossing borders. Science tends to cross borders, as did my research:
• Caterina and Graziano, thank you very much for the chance to participate
in the spring school last June! I never thought writing a doctoral thesis
could be so much fun, if only you can do it in such a wonderful place,
surrounded by such ‘persone Gentili’ and even provided with an Italian
guitar.
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• Irene and Fabrizio, it has always been a big pleasure meeting you, be it in
Orange County, Ghent, Srn´ı, Florence or Milano. I hope many more doc-
toral students will get the chance to enjoy your Italian warmth, hospitality
and helpfulness!
• Special thanks to my ‘American parents’, Mihaela and Adrian Vajiac, and
their ever so welcoming hugs. Thanks for almost instantly adopting me,
introducing me to Mexican fried ice cream, taking me to San Francisco, let-
ting me plunge in the swimming pool, inviting me for thanksgiving, taking
me for a walk across the Californian ridges while hunting for bears - and
so much more.
• Thanks to the broader Clifford community for the most intriguing encoun-
ters with the most notorious people: driving through Porto with Paula
Cerejeiras and Swanhild Bernstein, participating in the Luminara festi-
val in Pisa with friends of Federico Rossi, discovering San Francisco with
Ahmed Sebbar, staying in Florence with Amedeo Altavilla and so much
more.
Na deze opsomming mag het duidelijk zijn dat Propositie 2.1 reeds onomstotelijk
gestaafd werd, maar geen geslaagde uiteenzetting zonder onze vertrouwde, afslui-
tende frase:
Are there any questions? Comments? Remarks?
Remark 2.2. Zeker en vast dient hier nog een Remark aan te worden toegevoegd -
en wat voor e´e´n! Propositie 2.1 doet immers een boude uitspraak over ‘wiskundigen’,
maar gaat zij ook op voor Hendrik De Bie, promotor van dit proefschrift en naast
wiskundige bovendien ook houder van een ingenieursdiploma?
Ik moet bekennen dat ik me in het begin vaak moest inhouden te vragen of ‘je
onlangs nog iets duurs gekocht had’ [5]. Maar alle gekheid op een stukje [5], alle
verhalen van collega-doctoraatsstudenten in acht genomen: er lopen weinig promo-
toren rond die het wedervaren van hun studenten zozeer ter harte nemen als jij.
Sommige van je acties kwamen zelfs onder hun eigen succes te lijden. Zo bleken
de gesmaakte (werk)etentjes-met-al-je-studenten al gauw onhoudbaar naarmate je
acht (8!) van die kuikens onder je hoede nam. Tegelijk mocht ik je echter inspireren
tot het steevast combineren van de seminaries met een ‘taartje van de week’ [5],
een traditie uit m’n eigen studententijd die me no´g meer thuis deed voelen binnen
onze onderzoeksgroep. Dat je, tussen je vele exotische spreekwoorden en boutades
door, een van m’n favoriete desserts eens bestempelde als ‘over het paard getilde,
opgeklopte room’ zie ik dan ook met gemak door de vingers. Diezelfde vingers die
er bij het afscheid in Srn´ı overigens niet beter op vonden dan (onbedoeld!) een
sneeuwbal op je bril te mikken. Benieuwd hoeveel andere doctoraatsstudenten daar
met een glimlach van af zouden komen...
Het hoeft niet gezegd dat de jarenlange samenwerking wel meer onvergetelijke
momenten en indrukken opleverde en bovenstaande opsomming niet meer is dan
wat cherry picking. Ik heb het zelfs nog niet eens over de eigenlijke begeleiding van
m’n onderzoek gehad, die steeds bijzonder open, concreet en constructief was (ook
wanneer ik soms zelf dacht dat je nog net iets meer discipline van mijn kant mocht
verwachten). Begeleiding die ging van je eigenhandige introductiedocument voor
beginnende doctoraatsstudenten over de (soms zelfs wekelijkse) vaste opvolgingsge-
sprekken tot het me wegwijs maken in de wondere wereld der artikels, referenties
en internationale betrekkingen.
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Ik heb de afgelopen jaren mogen meedraaien in een wereld die - net als vele
andere - naast vele verdiensten soms ook te veel gebreken vertoont. Het is dan ook
geruststellend te zien dat, naast die bokkensprongen, ook evengoed de juiste mensen
op de juiste plaats mogen belanden. Mensen die niet verzinken in cynisme maar net
met een frisse geest de toekomst in handen nemen, werkbare evenwichten zoeken en
zo een stevige basis vormen voor een florerende onderzoeksgroep. Kortom: mensen
die Annelies heel goed moet blijven soigneren.
3. 10% dienstverlening
Waar het AAP naast 90% aan onderwijs en onderzoek ook 10% van haar tijd
aan dienstverlening spendeert, hoort een doctoraatsbursaal zich in theorie voltijds
over het onderzoek te buigen. Persoonlijk was ik echter maar al te blij dat ik
spontaan mee in het onderwijs werd ingeschakeld. Ik heb me lang afgevraagd wat
mijn equivalent van die 10% dienstverlening dan wel kan zijn geweest en denk dat
ik het antwoord intussen gevonden heb. Wetenschappelijke concepten worden in
populariserende artikelen en teksten niet zelden misbruikt... dus e´e´n keertje kan er
nog wel bij:
Lemma 3.1 (Vrij naar de Onzekerheidsrelatie van Heisenberg). Hoe vaker je over
iets praat (∆t), hoe meer energie en enthousiasme je erin steekt wanneer je het
onder woorden brengt (∆E):
∆E∆t ≥ ~
Proof. The proof is left as an exercise to the reader. 
Daarom dank aan Euge`ne, aan mijn familie, aan Kazou, aan KLJ, aan de Oude-
naardse jeugdraad en aan mijn mede-SLO’ers voor de vaak zelfs oprechte interesse
in waar ik mee bezig was. Dank ook voor alles waar jullie elk apart zo goed in
zijn, waar jullie me keer op keer in weten mee te slepen en me veel energie uit doen
halen. In de context van dit doctoraat bijzondere dank aan verschillende mede-
doctoraatsstudenten zoals Carmen, Daan, Fred en Nathan voor de klanken vanuit
en reflecties over jullie eigen doctoraten, aan Manuel voor de levensbeschouweli-
jke lunches en aan Emma voor de geslaagde roadtrip als welkome beloning na het
schrijven van dit proefschrift. Speciale dank aan Herman, steun en toeverlaat op
elk moment van de dag en zeldzaam en kostbaar klankbord voor alle mogelijke
zielenroerselen.
Dat jullie me vanuit zoveel verschillende achtergronden (een breed spectrum)
regelmatig naar m’n doctoraat vroegen, zorgt er volgens de informatietheorie en
bovenstaand lemma mee voor dat mijn antwoord (een periodiek signaal) er steeds
duidelijker op werd. Hopelijk heeft jullie jarenlange training enigszins haar vruchten
afgeworpen op mijn publieke verdediging...
Voor een finaal antwoord op de pregnante vraag naar wat het praktisch nut is [5]
van dit alles, verwijs ik graag nog een laatste keer naar de Engelse theoretische
fysicus Paul A.M. Dirac. Ditmaal echter niet naar de naar hem vernoemde aflei-
dingsoperator maar naar volgende citaat uit 1982:
A good deal of my research work in physics has consisted in not setting out to
solve some particular problems, but simply examining mathematical quantities of a
kind that physicists use and trying to get them together in an interesting way
regardless of any application that the work may have. It is simply a search for
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pretty mathematics. It may turn out later that the work does have an application.
Then one has had good luck.
Last but not least gaat nog een heel groot woord van Dank uit naar mijn ouders
voor hun niet aflatende zorg, hun oprechte vragen, hun goede raad, hun uithoud-
ingsvermogen om me nog bijna wekelijks over de vloer te laten komen en om me al
10 000 dagen hun zoon te laten zijn - ja zelfs toen ik besloot vegetarie¨r te worden.
En voor nog zoveel meer dat zich niet altijd in woorden laat gieten. Die eerste drie
- alsook de laatste - gaan natuurlijk evenzeer op voor mijn zus Inger.
Nu we toch op dreef zijn: nog een oprecht dankwoordje aan het personeel van de
UZ- en UGent-resto’s voor de heerlijke maaltijden en doorgaans vlotte bediening
(speciale vermelding voor publiekslieveling Inge), de uitbater van Nonno voor de
eeuwige glimlach bij de heerlijke ijsjes en de mensen van het Rode Kruis voor het
steeds weer in goede banen leiden van onze plasmadonaties.
4. Conclusion
Al het voorgaande stelt ons in staat volgend theorema te formuleren.
Theorem 4.1. Many people say dat een doctoraatsproefschrift als dit de welver-
diende kroon is op het harde labeur van de doctoraatsstudent... but it’s not true.
Proof. Het is veel me´e´r dan dat: het is bovenal een geschreven en dus blijvende
getuige van het geheel aan invloeden en ervaringen die de afgelopen jaren op me
afkwamen. Zoals hierboven in vogelvlucht werd ge¨ıllustreerd, is dit in geen geval
de verdienste van een enkeling maar veeleer het resultaat van ontelbare bijdrages
van vele helpende handen en geesten. 
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1
Introduction
The purpose of this introductory chapter is to clarify the title of the
thesis and to describe the bigger picture of this dissertation. To this
end, the first two sections give some background on Clifford analysis
in general and slice Clifford analysis in particular. Next the overall
aim of the thesis is sketched and its structure is unfolded.
1.1 Clifford analysis
The roots of this thesis go back as far as the study of complex anal-
ysis. Although complex numbers had already been used in the 16th
century by the Italian mathematicians Gerolamo Cardano and Rafael
Bombelli, it took until the 19th century for complex analysis to be-
come a rich function theory with numerous applications, boosted by
big names such as Euler, Gauss, Riemann, Cauchy, Weierstrass and
many others.
When in 1843 the Irish mathematician William Rowan Hamilton in-
troduced the quaternions, an algebra generated by two anti-commuting
complex units, a natural question to ask was whether this success-
ful theory for complex functions allowed for a generalisation to a
broader setting. In 1878 this question became even more general with
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the introduction of yet another hypercomplex framework by William
Kingdon Clifford (see [12]). The latter introduced an algebra with
an arbitrary number of anti-commuting basis elements, of which the
quaternions were only a specific case.
However, this new hypercomplex setting did not immediately result
in hypercomplex analysis as we know it today because an appro-
priate differential operator was missing. It took until the 1930’s
and the work of the Romanian mathematicians Grigore Moisil and
Nicolae Teodorescu and the Swiss mathematician Karl Rudolf Fueter
(see [45]) and, later, the work of Delanghe et alii (see [10, 37, 38]) in
the eighties for this field to really come to existence.
In the case of complex analysis the differential operator is given by
the Cauchy-Riemann operator, an operator whose kernel is both small
enough to handle and large enough not to be trivial. This crucial equi-
librium is precisely the hard part when generalising the operator to a
broader setting. In quaternionic analysis, for example, the Cauchy-
Fueter operator has been shown to have only linear quaternion-valued
functions in its kernel. Then again, other differential operators in-
troduce too few restrictions by which their kernels often remain too
complicated for certain applications.
For a kernel to yield an interesting function theory, it should at least
comprise of polynomials and series in the Clifford variable of that
particular setting. This specific demand is met in slice Clifford anal-
ysis.
1.2 Slice Clifford analysis
In standard slice Clifford analysis, the set of paravectors within Clif-
ford algebra of Clifford analysis is perceived as a set of slices. This
point of view is embodied by the variable in this setting, which is
a paravector consisting of a scalar part and a Clifford-valued part,
being a linear combination of the basis elements - or ‘1-vector’. The
real axis in this algebra thus serves as a pivot: every variable lies in
a plane spanned by a direction in the Clifford algebra and the real
axis. Each of these directions can be characterised by a unit 1-vector
(correcting for its converse) so the whole space is obtained when con-
sidering the union of all these planes (and thus all directions on the
unit sphere). Due to the defining relations of the Clifford algebra, all
these planes are isomorphic to the standard complex plane.
3 1.3 Aim of the thesis
As announced, one can define a differential operator in this frame-
work whose kernel contains polynomials and series expressions in
this paravector variable. This differential operator was introduced
in [16, 48, 53]. The corresponding function theory studies all func-
tions whose restriction to all of these planes is in the kernel of the
corresponding Cauchy-Riemann operator. This is indeed a solid defi-
nition: where the function under consideration is defined on the whole
paravector algebra, it can be restricted to each of the above slices,
which each are isomorphic to the complex plane and can therefore
be assigned a Cauchy-Riemann operator. Functions that obey this
requirement are said to be slice monogenic. The structures of their
zero sets and singularities are, amongst others, studied in the pa-
pers [47, 63, 69] and the book [26]. Slice monogenic functions are in
the kernel of the so-called I-derivative (see e.g. [25] and the book [26]),
which will also be addressed as the slice Cauchy-Riemann operator.
Up to now, the focus in this line of research was in establishing ana-
lytic results in the flavour of complex analysis (see [1,15,27,39,46,48])
or distribution theory (see [28]), as well as, crucially, the develop-
ment of a new functional calculus for noncommutative operators (see
[21,22,23,24,25,26]). Also more elaborate generalisations, e.g. using
real alternative algebras, have been investigated (see [49,50,51,52]).
However, when taking the step from general Clifford analysis based
on the Dirac operator (see e.g. [10, 37, 38]) to slice Clifford analysis,
some important properties are lost as well. Where the variable in
the former setting showed some useful (anti-)commutation relations
with its corresponding differential operator, this is no longer the case
for the paravector variable. Especially for constructing solid integral
transforms based on the differential operator, this is an indispensable
property.
1.3 Aim of the thesis
The aim of this thesis is therefore to combine the strengths of both
approaches: merging the algebraic structure of the interplay between
the variable and the differential operator in Clifford analysis with the
rich kernel of the differential operator in slice Clifford analysis. To
put it short: we want to perform Clifford analysis in a slice frame-
work.
When talking about an algebraic structure, we are aiming for one
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precise structure in particular, namely that of osp(1|2). This Lie su-
peralgebra would allow to find a representation theoretic interpreta-
tion of various function space decompositions (see [32]). Moreover it
would pave the way for the introduction of a generalised Fourier (see
e.g. the review [30]) and Segal-Bargmann transform to this frame-
work.
The remainder of this introduction is devoted to a detailed overview
of the structure of this dissertation.
Chapter 2 comprises some basic notions and preliminaries on the
algebras and transforms that are being used in this thesis. First the
Clifford and slice Clifford frameworks are defined and presented in
full detail. Next the classical Fourier transform and its eigenfunc-
tion basis of Hermite functions is considered and their main prop-
erties are listed. In a last section the same is done for the classical
Segal-Bargmann transform and the corresponding Fock space. The
chapter ends with highlighting the action of the Fourier transform
under the Segal-Bargmann transform, a property that we would like
to encounter in the slice setting as well.
As mentioned above, the main aim of this dissertation is to show
how the exact algebraic structure of osp(1|2) appears in the theory
of slice monogenic functions. Such is done at the beginning of Chap-
ter 3. It is achieved by rewriting the relevant differential operator
(see [18, 25, 26]), whose kernel consists of the set of slice monogenic
functions, in a more suitable form.
Next, we construct the main ingredients to establish a Fourier trans-
form. We obtain the following building blocks, which will be used in
the subsequent chapter: Clifford-Hermite functions (Clifford counter-
parts of the classical Hermite functions), a well-defined inner prod-
uct and a proper Hilbert module of functions. The Clifford-Hermite
functions are shown to exhibit analogous properties as their classi-
cal counterparts. In particular they form, with respect to the inner
product, an orthogonal basis of a subspace of the Hilbert module and
are solutions of a scalar differential equation.
In Chapter 4 the above elements are used to construct a slice ana-
logue of the Fourier transform. Recent developments in slice Clifford
analysis (see e.g. [14,25,26]) include the generalisation of various well-
known integral transforms to this particular setting. However, while
the cases of the Bergman-Sce transform [17, 19], the Cauchy trans-
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form [26] and the (dual) Radon transform [20] have been treated, the
Fourier transform was lacking.
In various papers (see e.g. [8, 9, 30, 31, 36]) the Fourier transform has
been generalised to the hypercomplex setting, sometimes even rang-
ing to superspaces (see e.g. [29]). Depending on the parity of the
dimension of the underlying real Clifford algebra, these efforts even
lead to closed forms for the corresponding kernel functions. The
study of these new Fourier transforms has also been carried out from
an application point of view, examining the possibility to use them
for image processing (see e.g. [40, 43,44,54,58]) .
In this chapter the slice Fourier transform is constructed and its main
properties are studied. The classical Fourier transform being an inte-
gral transform, the search for a generalisation to the above mentioned
slice monogenic setting comes down to finding an appropriate kernel
function. Here this is done using the Mehler formula: based on a set
of eigenfunctions that are orthogonal with respect to a well-chosen
inner product and their corresponding eigenvalues, this formula al-
lows for a formal expression of the kernel function.
Next, the resulting explicit expression of the integral transform allows
for a closer study of its basic properties, which show major resem-
blances with their classical counterparts. It is also proved that the
slice Fourier transform is well-defined on a subspace of a Clifford ana-
logue of the Hilbert space L2.
In the last section of this chapter, two interpretations of the classi-
cal convolution are explored to generalise the classical convolution
property to the case of the slice Fourier transform. Given that both
approaches give rise to the same behaviour in the slice Fourier do-
main, we conclude by pinpointing the connection between them.
Chapter 5 introduces the Segal-Bargmann transform to slice Clif-
ford analysis. Classically (see [4, 5, 70, 71]) this integral transform
maps Hermite functions onto polynomials in the Fock space. There-
fore, once a Segal-Bargmann transform is obtained, it can be used
to simplify involved transforms as the Fourier transform by mapping
them to this Fock space. Recently several generalisations of the Segal-
Bargmann transform (which is sometimes referred to as the Coherent
State Transform) have been studied, for example in [41, 42, 56, 57].
Also Fock spaces have been constructed with monogenic and slice
monogenic functions (see [2, 60]).
When facing the challenge of constructing a slice Segal-Bargmann
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transform, we were confronted with a circular reasoning. In order to
build such a transform, we had to get some grip on the corresponding
slice Fock space. However, the latter had not yet been defined and
our first clue to do so was by considering the image of the Clifford-
Hermite functions under the - unknown - slice Segal-Bargmann trans-
form. A solution was found in unraveling the Clifford-Hermite basis
functions such that their constituting parts could be transformed us-
ing the classical Clifford-Hermite function and a basis for the slice
Fock space could be obtained.
Next, an explicit expression for the slice Segal-Bargmann transform
was obtained and allowed for a closer study of its properties. It was
used to transform the properties of the Clifford-Hermite basis func-
tions to the Fock space, which in particular yielded a more intuitive
expression for the scalar differential equation.
Meanwhile an appropriate inner product was defined on the slice Fock
space so an orthonormal basis could be constructed. It is shown that
a proper definition of the slice Segal-Bargmann transform maps the
orthonormal basis of normalised Clifford-Hermite functions onto the
normalised polynomials in the slice Fock space. Finally the inverse
slice Segal-Bargmann transform is defined and the action of the slice
Fourier transform on the slice Fock space is shown to meet our ex-
pectations.
In the final chapter, the construction of the classical and slice
Fourier transform is approached from an operator point of view. Both
integral transforms have been built using the underlying osp(1|2) Lie
superalgebra structure, so to a large extent this construction can be
written merely using the corresponding operators. This approach al-
lows for a different point of view on constructing Fourier transforms
in other settings.
In order to illustrate this concept, some other hypercomplex settings
are introduced and the operator approach is applied in the search
for appropriate differential operators. After a test case in classical
complex analysis, bicomplex numbers are introduced and bicomplex
Fourier transforms are established. Next the slice Fock space is ad-
dressed to investigate whether the peculiar expression for the Fourier
transform in this setting could be retrieved. Finally we propose a
method to construct a new hypercomplex Fourier transform starting
from a given one.
7 1.3 Aim of the thesis
The results of Chapters 3 and 4 have already been published in
two articles, respectively given by references [14] and [13]. After
finishing this thesis, papers will be submitted containing the results
of Chapters 5 and 6 as well.
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2
Basic notions
In this chapter, some basic notions are introduced which will be used
throughout this thesis. The first section is devoted to Clifford analy-
sis and the slice approach of Clifford algebras. In the second section a
brief overview is given of the classical, one-dimensional Fourier trans-
form and its main properties are considered, with special attention
for the convolution property. The last section introduces the classical
Segal-Bargmann transform and the corresponding Fock space.
2.1 Clifford analysis
Before treating the topic of slice Clifford analysis, some background
is given on Clifford algebras and Clifford analysis.
2.1.1 Clifford algebras
In an 1878 paper (see [12]) the English mathematician William King-
don Clifford introduced a new algebra endowed with both an inner
and an outer multiplication. In particular he showed how the al-
gebra of quaternions arises within his more general framework. As
he announced in this paper, his ideas could be applied to arbitrary
dimensions. The resulting algebras have later been named ‘Clifford
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algebras’ in honor of him.
Nowadays it is more convenient to see Clifford algebras as exten-
sions of the complex numbers. While the latter have one imaginary
unit i which squares to −1, the real Clifford algebra Rm,n consists
of m+ n imaginary units of which the first m square to +1 and the
remaining n to −1. Moreover, all of these units anti-commute.
Otherwise stated, the real Clifford algebra Rm,n has m+ n basis
elements e1, . . . , em+n which obey the following relations:
e2k = +1 k ∈ {1, . . . ,m}
e2m+` = −1 ` ∈ {1, . . . , n} (2.1)
eke` = −e`ek k, ` ∈ {1, . . . ,m+ n}, k 6= `.
Denoting the number of elements of a subset A = (i1, . . . , ik) ∈
P({1, . . . ,m + n}) by |A|, a k-vector (where k ≤ m + n) is an el-
ement eA of Rm+n such that
eA = ei1 . . . eik with |A| = k,
where ij ∈ {0, . . . ,m+n} for all j ∈ {1, . . . , k} and with i1 < . . . < ik.
A full basis of the real Clifford algebra Rm,n thus consists of 2m+n
basis elements eA, A ∈ P({1, . . . ,m+ n}). A 1-vector will in the fol-
lowing be denoted by an underlined symbol, e.g. x.
While elements of real Clifford algebras Rm,n are obtained by tak-
ing real combinations of these basis elements, in complex Clifford
algebras Cm,n the coefficients are complex-valued and an additional
(classical) complex unit shows up which commutes with all basis vec-
tors ej , j ∈ {1, . . . ,m+ n}.
Within this thesis, we will mostly work with Clifford algebras R0,n
and C0,n, which will therefore be denoted in short as Rn and Cn, re-
spectively. When the nature of the coefficients bears no importance,
we will denote the Clifford algebra at hand by Clm,n or Cln, in ac-
cordance with this short-hand notation.
As was mentioned by W. K. Clifford himself, a Clifford algebra Clm,n
has both an inner and an outer product. Nowadays these are called
scalar and wedge products, respectively. Before addressing them, we
first introduce yet another product, called the Clifford product and
denoted by · or just by writing two Clifford numbers next to each
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other. Writing two general Clifford numbers a, b ∈ Clm,n as
a =
∑
A∈P(S)
aAeA and b =
∑
B∈P(S)
bBeB
with coefficients in R or C and where S = {1, . . . ,m + n}, their
Clifford product reads
ab =
∑
A∈P(S)
∑
B∈P(S)
aAbBeAeB.
For two 1-vectors a =
∑m+n
j=1 ajej and b =
∑m+n
k=1 bkek in particular,
one obtains
a b =
m+n∑
j=1
m+n∑
k=1
ajbkejek.
which comprises of both a scalar and a 2-vector part. This obser-
vation leads to the following definitions of the scalar and the wedge
product.
Definition 2.1. The scalar product 〈., .〉 and the wedge product ∧ of
two 1-vectors a, b ∈ Rm,n are defined as
〈a, b〉 = a b+ b a
2
a ∧ b = a b− b a
2
.
By the anti-commutation relations of the basis elements, one ob-
serves that the scalar product takes values in R while the wedge
product yields a 2-vector, thus illustrating why it is called an ‘outer
product’.
Remark 2.1. Throughout this thesis the notation × is sometimes
used to stress that a multiplication is performed in expressions that
run over several lines. Most of the times it stands for multiplying a
scalar with a Clifford-valued expression, however other cases occur as
well. The exact nature of the multiplication is always apparent from
the context.
Another operation on Clifford algebras is the (complex) Clifford
conjugation.
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Definition 2.2. The (complex) Clifford conjugation . is the anti-
involution defined as
λ = λ∗ λ ∈ C
ei = −ei i = 1, . . . ,m+ n.
ab = b a a, b ∈ Clm,n.
where ∗ denotes the standard complex conjugation.
This definition allows for the introduction of a positive definite
inner product on Clm,n, given by
〈a, b〉 := [ab]0 =
[
ba
]
0
,
where [. . .]0 denotes that only the scalar part is taken into account.
As one can see, this inner product reduces to the above defined scalar
product in case of 1-vectors.
2.1.2 Clifford analysis
Clifford algebras being extensions of complex numbers, a natural
question to ask is whether they also allow an extension of complex
analysis - and the concept of holomorphicity in particular. Though
one might feel tempted to think this sure has to be the case, the an-
swer to the question whether some kind of ‘hypercomplex analysis’
might exist, is way more subtle.
Before addressing the case of a general Clifford algebra, we first
focus on the quaternion algebra. A first and most intuitive way to
construct a Clifford analogue to the theory of holomorphic functions
would be to introduce some kind of differentiability into the quater-
nion setting.
Definition 2.3. A function f : H → H is quaternion-differentiable
on the left at q if the limit
∂f
∂q
= lim
h→0
h−1 (f(q + h)− f(q))
exists, where h−1 denotes the unique quaternion inverse of the quater-
nion h (such that h−1h = hh−1 = 1).
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However, one can show that the only functions that satisfy the
above condition on a connected open set of H, are given by linear
functions f(q) = a+ qb for some a, b ∈ H. This obviously is a strong
restriction when compared to the richness of the theory of holomor-
phic functions.
While this concept of quaternion-differentiability shows to be too
restrictive, another approach to generalise complex analysis doesn’t
introduce any restrictions at all. Given that complex analysis only
studies functions of the complex variable z, only a limited subset
of all complex-valued functions are considered because it is impos-
sible to express z as a function of z. Meanwhile, the corresponding
requirement for functions of a quaternionic variable introduces no
restrictions at all: given that each coefficient qj , j = 0, 1, 2, 3 of a
quaternion q = q0 + q1i + q2j + q3k can separately be written as a
quaternionic polynomial, as to
q0 =
1
4
(q − iqi− jqj − kqk)
q1 =
1
4i
(q − iqi+ jqj + kqk)
q2 =
1
4j
(q + iqi− jqj + kqk)
q3 =
1
4k
(q + iqi+ jqj − kqk) ,
all functions of q0, q1, q2 and q3 are allowed and this coincides with
the theory of real-analytic functions in R4.
In a 1935 article (see [45]), the Swiss mathematician Karl Rudolf
Fueter suggested instead to focus on the Cauchy-Riemann differential
operator. In order to extend the theory of holomorphic functions to
the quaternionic setting, he introduced two generalisations of the
latter:
∂`
∂q
=
∂
∂q0
+ i
∂
∂q1
+ j
∂
∂q2
+ k
∂
∂q3
∂r
∂q
=
∂
∂q0
+
∂
∂q1
i+
∂
∂q2
j +
∂
∂q3
k,
known as the left and right Cauchy-Fueter operators, respectively.
Defining holomorphic functions onH to be in the kernel of one of these
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differential operators, yields two completely equivalent but very rich
theories of left and right (Cauchy-Fueter) regular functions. Amongst
others, Fueter’s definition of regular quaternionic functions allows for
analogues of Cauchy’s theorem, Cauchy’s integral formula and the
Laurent expansion formula.
While the Cauchy-Fueter operator is used to construct an ana-
logue of the theory of holomorphic functions on the set of quater-
nions, this approach can be generalised to arbitrary Clifford algebras
Rm by introducing the Dirac operator
D = e1∂x1 + · · ·+ em∂xm .
Functions in the kernel of this operator are called monogenic func-
tions.
Moreover, the resulting theory yields not only an extension of
complex analysis, but at the same time a refinement of harmonic
analysis as well. Indeed, the Dirac operator neatly squares to the
well-known Laplace operator in m dimensions:
D2 = −∆.
Therefore all monogenic functions (in the kernel of D) are harmonic
functions (in the kernel of ∆). The other way around, one has the
following result (see [6]).
Theorem 2.1 (Fischer decomposition). Denoting the set of k-ho-
mogeneous Rm-valued harmonic polynomials as Hk and the set of
k-homogeneous Rm-valued monogenic polynomials as Mk, one has
Hk =Mk ⊕ xMk−1,
where x denotes the vector x1e1 + . . .+ xmem ∈ Rm.
Despite all these successes, there is a remarkable downside to the
Cauchy-Fueter function theory as well: arbitrary polynomials in q
are not regular in the Cauchy-Fueter sense. By consequence Cauchy-
Fueter regular functions do not have a power series expansion in
terms of the variable q either. For this reason yet another notion of
holomorphicity was introduced.
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2.2 Slice monogenic functions
While the above attempts to generalise the notion of holomorphicity
to Clifford algebras focused on extending the amount of imaginary
units, this final approach rather addresses the ‘nature’ of the imag-
inary unit. While in complex analysis only one imaginary unit is
present, the m imaginary units of a Clifford algebra Clm can in some
sense collaborate to build a generalised imaginary unit.
2.2.1 Slice setting in Rm
Indeed, let us introduce the following set within Rm:
S = {x = x1e1 + . . .+ xmem ∈ Rm|x21 + . . .+ x2m = 1}
then for every I ∈ S one has I2 = −1. Geometrically, S denotes
an (m − 1)-sphere of Clifford numbers which behave as imaginary
units. Moreover, for a fixed I ∈ S the two-dimensional subspace
CI = R ⊕ IR ∈ Rm generated by 1 and I is isomorphic to the com-
plex plane C.
Using this set S, the analogue of a complex number z = x + yi
reads
x = x0 + rI,
where (x0, r, I) ∈ R×R+×S. The entity x is referred to as a paravector
because it consists of both a scalar part x0 and a 1-vector part x = rI.
Conversely, in a real Clifford algebra Rm every paravector
x = x0 + x1e1 + . . .+ xmem
= x0 + x
can be written in the form x = x0+rI by putting r =
√
x21 + . . .+ x
2
m
and I = x/r ∈ S. Each paravector x thus lives within the corre-
sponding subset CI of Rm. The set of all paravectors x ∈ Rm can be
identified with Rm+1.
This approach leads to a final extension of the notion of holo-
morphicity to functions taking values in a real Clifford algebra Rm:
where holomorphicity requires a complex function f(z) to be in the
kernel of the classical Cauchy-Riemann operator, the concept of slice
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regularity denotes that a Clifford-valued function f(x) is in the kernel
of a generalised Cauchy-Riemann operator for every I ∈ S. Stated
in a more rigorous way, the definition of slice monogenicity reads as
follows.
Definition 2.4. Let U be a domain in Rm+1 and let f : U → Rm
be a real differentiable function. For each I ∈ S let fI = f |CI be the
restriction of f to the complex plane CI and denote x = u+ Iv. The
function f is said to be (left) slice monogenic if, for every I ∈ S, we
have
1
2
(
∂
∂u
+ I
∂
∂v
)
fI(u+ vI) =
1
2
(
∂
∂u
fI(u+ Iv) + I
∂
∂v
fI(u+ vI)
)
≡ 0.
An analogous definition can be given for right monogenicity, where
the differential operator 12
(
∂
∂u +
∂
∂v I
)
would then be acting on fI form
the right. However, the resulting theory is completely analogous to
the theory of left slice monogenic functions, which is why in this the-
sis we will only treat the latter.
Some examples of slice monogenic functions are monomials xnan,
an ∈ Rm, polynomials
∑N
n=0 x
nan where N ∈ N and the coefficients
are Rm-valued and power series
∑+∞
n=0 x
nan within their domain of
convergence. As announced before, this is a major difference when
compared to the kernel of the above Cauchy-Fueter operator on H,
which contains none of these functions (apart from a+ qb with a, b ∈
H).
Remark 2.2. The above discussion is restricted to real Clifford al-
gebras Rm. For complex Clifford algebras a problem arises when
applying the spherical approach: given that a general paravector in
Cm reads
z = z0 + z1e1 + . . . zmem,
where zj ∈ C for 0 ≤ j ≤ m, one would need two elements of S
in order to parametrize the whole space (one with respect to the
real parts of the coefficients, the other with respect to the imaginary
parts).
We end this section with three notable types of domains within
the set of paravectors in Rm.
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Definition 2.5 (Slice domain). U ⊆ Rm+1 is a slice domain if U ∩
R 6= ∅ and if U ∩ CI is a domain in CI for all I ∈ S.
Definition 2.6 (Axially symmetric domain). U ⊆ Rm+1 is axially
symmetric if, for all x = x0 + rI ∈ U , the whole set
{y ∈ Rm+1|y = x0 + rJ, J ∈ S}
is contained in U .
Definition 2.7 (Axially symmetric completion). Given a set D ⊆
Rm+1, the set
UD = {u+ Jv ∈ Clm|J ∈ S and u+ vI ∈ D for some I}
is called the axially symmetric completion of D.
2.2.2 Properties of slice monogenic functions
In this section some properties and theorems concerning slice mono-
genic functions are listed. The purpose is not to give a complete
overview of the current state of the research, nor to rigorously mo-
tivate why these results hold. Rather this section wants to give an
impression of some basic building blocks of the analysis of slice mono-
genic functions. Most of these results are taken from [26].
First, slice monogenic functions can always be written in terms of
holomorphic functions in one element of S with corresponding Clifford
basis elements.
Lemma 2.1 (Splitting lemma). Let U be an open set in Rm+1. Let
f : U → Rm be a slice monogenic function. For every I = I1 ∈ S
let I2, . . . , Im be a completion to a basis of Rm satisfying the defining
relations IpIq + IqIp = −2δpq where p, q ∈ {1, . . . ,m}. Then there
exist 2m−1 holomorphic functions FA : U ∩ CI → CI such that for
every z = u+ Iv
f(z) =
m−1∑
|A|=0
FA(z)IA, IA = Ii1 . . . Iis ,
where A = i1 . . . is is a subset of {2, . . . ,m}, with i1 < . . . < is or,
when |A| = 0, I∅ = 1.
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The identity principle from complex analysis translates to Clifford
algebras for a certain type of domain.
Theorem 2.2 (Identity principle). Let U be a slice domain in Rm+1.
Let f : U → Rm be a slice monogenic function and let Z be its
zero set. If there is an imaginary unit I such that CI ∩ Z has an
accumulation point, then f ≡ 0 on U .
The following theorem shows how the behaviour of a slice mono-
genic function on a certain slice CI determines its behaviour on a
broader set. It is crucial for proving many deep results.
Theorem 2.3 (Representation formula). Let U ⊆ Rm+1 be an axially
symmetric slice domain and let f be a slice monogenic function on
U .
1. For any vector x = u+ Ixv ∈ U the following formulas hold:
f(x) =
1
2
[1− IxI] f(u+ Iv) + 1
2
[1 + IxI] f(u− Iv)
and
f(x) =
1
2
[f(u+ Iv) + f(u− Iv)] + IxI [f(u− Iv)− f(u+ Iv)]
for all I ∈ S.
2. Moreover, the two quantities
α(u, v) =
1
2
[f(u+ Iv) + f(u− Iv)]
and
β(u, v) = I
1
2
[f(u− Iv)− f(u+ Iv)]
do not depend on I ∈ S.
It is even possible to (re)construct a slice monogenic function
when its values are only known on two different half slices C+J and C
+
K
(where the + denotes that the variable r in x = x0 + Ir is restricted
to R+).
19 2.3 Classical Fourier transform
Corollary 2.1. Let U ⊆ Rm+1 be an axially symmetric slice domain
and let f be a slice monogenic function on U . For any vector u+Jv ∈
U the following formula holds:
f(u+ Jv) =(I −K)−1 [If(u+ Iv)−Kf(u+Kv)]
+ J(I −K)−1 [f(u+ Iv)− f(u+Kv)] .
According to the following lemma, any holomorphic function can
be extended to a slice monogenic function on the axially symmetric
completion of its domain in the complex plane.
Lemma 2.2 (Extension lemma). Let J ∈ S and let D be a domain in
CJ , symmetric with respect to the real axis and such that D ∩R 6= ∅.
Let UD be the axially symmetric slice domain defined by
UD =
⋃
u+Jv∈D,I∈S
(u+ Iv).
If f : D → CJ is holomorphic, then the function ext(f) : UD → Rm
defined by
ext(f)(u+Iv) =
1
2
[f(u+ Jv) + f(u− Jv)]+I 1
2
[J [f(u− Jv)− f(u+ Jv)]]
is the unique slice monogenic extension of f to UD.
The above numeration merely lists some basic results from slice
monogenic function theory. Slice Clifford analysis being a vivid area
of research, a more complete overview should at least also comprise
results from non-commutative functional calculus [21, 22, 23, 24, 25,
26], real alternative algebras [49, 51, 52], integral transforms for slice
regular functions [17, 20, 26], zero sets of slice regular functions [47,
63, 69], and so on. These topics are, however, beyond the scope of
this thesis.
2.3 Classical Fourier transform
To a large extent, the results in chapters 3 and 4 originate from
combining two well-established concepts: the slice Clifford setting as
described in the previous section and the classical Fourier transform.
For this reason, the section at hand contains a brief introduction to
this valuable integral transform and lists some of its most interesting
2. Basic notions 20
properties.
Denoting the function space of absolutely integrable functions on
R with respect to the Lebesgue measure dx as
L1(R, dx) =
{
f : R→ C
∣∣∣∣∫
R
|f(x)|dx < +∞
}
,
the Fourier transform can be defined as follows.
Definition 2.8. The Fourier transform F of a function f ∈ L1(R,dx)
is defined as
F(f)(y) = 1√
2pi
∫
R
e−ixyf(x)dx.
The function F(f) is called the Fourier transform of f . On
L1(R, dx) the Fourier transform exhibits the following properties.
Proposition 2.1. On L1(R, dx) the following properties hold:
• Linearity for any f, g ∈ L1(R,dx) and µ ∈ R one has
F(f + µg) = F(f) + µF(g).
• Translation with τhf(x) = f(x− h), one has
F(τhf)(y) = exp (−ihy)F(f)(y).
• Modulation one has
F [exp (−ihx) f(x)] (y) = τ−h [F(f)(y)] .
• Scaling with a ∈ R one has
F [f(ax)] (y) =
1
|a|F (f)
(y
a
)
.
Though the above Fourier transform F is defined on the space
L1(R, dx) of absolutely integrable functions, it can be extended to
the space L2(R,dx) of square integrable functions, defined as
L2(R, dx) =
{
f : R→ C
∣∣∣∣∫
R
|f(x)|2dx < +∞
}
.
Indeed, let us first introduce the Schwartz space S of rapidly decreas-
ing functions on R as follows:
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Definition 2.9. The space S consists of all functions ϕ on R such
that for all k, ` ∈ N there exists a Ck,` ∈ Z such that
sup
x∈R
sup
α≤`
sup
β≤k
|xαDβϕ(x)| ≤ Ck,` with α, β ∈ N.
Now S ∈ L1(R, dx) and one can prove that the Fourier transform
is defined on the whole of S as well (one even has F(S) ⊂ S). Finally,
S also is dense in L2(R,dx) and thus an extension F of the Fourier
transform F can be defined which coincides with F on S and which
moreover maps the limit function of any Cauchy sequence in S onto
the limit function of the corresponding sequence of Fourier transforms
(see [62]). When further on in this thesis a Fourier transform is
performed on an L2 function, the above reasoning is implied.
Proposition 2.2. With respect to the differential operator, the Fourier
transform F shows the following behaviour for f ∈ S:
F
[
dn
dxn
f(x)
]
(y) = (iy)nF(f)(y)
F [(−ix)nf(x)] (y) = d
n
dyn
F(f)(y).
Subtracting the above expressions for n = 1, we obtain
F
[(
x− d
dx
)
f(x)
]
(y) = (−i)
(
y − d
dy
)
F [f(x)] (y), (2.2)
which allows for an elegant proof of the following theorem on the
eigenfunctions of F .
Theorem 2.4. The eigenfunctions of the Fourier transform F are
given by the Hermite functions
ψn =
(
x− d
dx
)n
exp
(
−x
2
2
)
and their corresponding eigenvalues are given by (−i)n.
Proof. According to equation (2.2) one has
F(ψn)(y) = F
[(
x− d
dx
)n
exp
(
−x
2
2
)]
(y)
2. Basic notions 22
= (−i)n
(
y − d
dy
)n
F
[
exp
(
−x
2
2
)]
(y).
Now
F
[
exp
(
−x
2
2
)]
(y) = exp
(
−y
2
2
)
,
which proves the statement.
Proposition 2.3. One has(
x+
d
dx
)
ψn(x) = 2n ψn−1(x).
The operators a† =
(
x+ ddx
)
and a =
(
x− ddx
)
thus act, respec-
tively, as a raising and lowering operator. Indeed, their action is to
raise and lower the index of the Hermite function they are acting
upon by one.
One can show that the set {ψn, n = 0, 1, 2 . . .} of all Hermite
functions forms an orthogonal basis of L2(R,dx) with respect to the
standard inner product on this function space, given by
〈f, g〉L2 =
∫
R
f(x)g(x) dx.
Moreover this inner product allows for the normalisation of the
Hermite functions by dividing them by their respective norms
√〈ψn, ψn〉.
We thus obtain the following orthonormal basis for L2(R, dx):{
ψ◦n =
1√√
pi2nn!
(
x− d
dx
)n
exp
(
−x
2
2
)
, n = 0, 1, 2 . . .
}
.
Combining this result with the above eigenfunction theorem, the fol-
lowing equality holds:
F [f ](y) = 1√
2pi
∫
R
exp(−ixy)f(x)dx
=
∫
R
(∑
n∈N
ψ◦n(y)(−i)nψ◦n(x)
)
f(x)dx
= 〈K(x, y), f(x)〉
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where in the last formal expression K denotes the series∑
n∈N
ψ◦n(x)i
nψ◦n(y),
which is called the Mehler formula (see [7, 67]) and whose conjugate
equals the Fourier kernel 1√
pi
exp(−ixy).
Where the forward Fourier transform maps its eigenfunctions ψn onto
their complex multiples (−i)nψn, the action of the inverse Fourier
transform should be to transform the latter into the first. Its corre-
sponding eigenvalues thus have to be in, which is obtained by taking
the complex conjugation of the integral kernel of the forward trans-
form.
Definition 2.10. The inverse Fourier transform F−1 of a function
f ∈ L1(R,dx) is defined as
F−1(f)(y) = 1√
2pi
∫
R
eixyf(x)dx.
A last property of the Fourier transform which is worth mention-
ing, addresses its behaviour with respect to the convolution.
Definition 2.11. The convolution ? of two functions f, g ∈ L1(R,dx)
is defined as
(f ? g)(x) =
∫
R
f(y)ty[g](x) dy,
where ty[g](x) = g(x− y).
With respect to this operation, F shows the following behaviour:
Proposition 2.4. One has
F(f ? g) =
√
2pi F(f)F(g).
One might already notice that this proposition yields an equiv-
alent definition for the convolution using the Fourier transform and
its inverse.
Corollary 2.2. The convolution operator ? can also be defined as
f ? g =
√
2pi F−1 (F(f)F(g)) .
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This remarkable behaviour makes the Fourier transform a very
useful tool in, for example, signal processing. Within the theory of
linear, time invariant systems the action of a system is characterised
by its impulse response h. When this expression is known, the output
y of the system for a given input x is given by
y(t) =
∫
R
x(τ)h(t− τ)dτ,
a calculation that can be simplified thoroughly by considering the
Fourier transforms of both sides.
Other applications of Fourier theory can be found in harmonic anal-
ysis, physics, acoustics, optics, and so on.
2.4 Classical Segal-Bargmann transform and
Fock space
Chapter 5 treats the construction and study of the analogue to the
classical Segal-Bargmann transform in a slice Clifford setting. After
the introduction of the slice Fourier transform, the Segal-Bargmann
transform caught our attention because of its ability to transform the
action of the Fourier transform on L2(R,dx) into a simpler action on
the Fock space. For this reason this section gives an introduction to
both the classical Segal-Bargmann transform and the corresponding
Fock space (see [4, 5, 70,71]).
Let us start with the definition of the classical Fock space.
Definition 2.12. The Fock space F is the Hilbert space of entire
functions f on C for which∫
C
f(z)f(z) exp(−zz)dz < +∞,
where dz = dxdy with z = x+ iy.
The space F is endowed with the inner product
〈f, g〉F = 1
pi
∫
C
f(z)g(z) exp(−zz)dz,
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where f, g ∈ F . Given that all functions f ∈ F are entire, they are
holomorphic and can thus be expressed as a power series. Writing a
function f ∈ F by means of its power series
f(z) =
∞∑
m=0
amz
m,
where all coefficients are in C, we have∫
C
f(z)f(z) exp(−zz)dz = pi
∞∑
m=0
m! amam
because ∫
C
zmzn exp(−zz)dz = pi m! δmn.
Therefore the Fock space can alternatively be defined as the space
of all complex series
∑∞
m=0 amz
m where the complex coefficients are
such that ∞∑
m=0
m! |am|2 < +∞.
Proposition 2.5. An orthonormal basis for the Fock space is given
by the monomials {
em(z) =
zm√
m!
}
.
Moreover we have the following proposition
Proposition 2.6. The Fock space F is a reproducing kernel space of
which the reproducing kernel is given by KF = exp (zw).
Proof. Indeed, for F to be a reproducing kernel space a kernel func-
tion KF should exist such that 〈KF , f〉 = f for all f ∈ F . By the
previous proposition we have〈
+∞∑
n=0
znwn
n!
, f(z)
〉
F
= f(w)
for all f ∈ F . The stated series expression, which can still be rewrit-
ten as exp (zw), fulfills exactly the role of KF .
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Now the classical Fock space has been introduced, we can address
the Segal-Bargmann transform and show that it maps the L2(R, dx)-
space onto it.
Definition 2.13. The Segal-Bargmann transform B : L2(R, dx) →
F of a function f is given by
B[f ](z) =
1
4
√
pi
∫
R
f(x) exp
(
−z
2 + x2 − 2√2zx
2
)
dx.
The Segal-Bargmann transform has the following properties:
Proposition 2.7. One has(
z +
d
dz
)
B[f ](z) =
√
2 B[xf(x)](z)
√
2z B[f ](z) = B
[(
x− d
dx
)
f(x)
]
(z)
Corollary 2.3. The Segal-Bargmann transform B maps the raising
and lowering operators
a† =
(
x− d
dx
)
and a =
(
x+
d
dx
)
on L2(R,dx) onto the respective raising and lowering operators
b† =
√
2 z and b =
√
2
d
dz
on the Fock space.
Therefore the Segal-Bargmann transform of the normalised Her-
mite functions ψ◦n is given by
B
[
1√
2nn!
√
pi
(
x− d
dx
)n
exp
(
−x
2
2
)]
(z) =
zn√
n!
√
pi
B
[
exp
(
−x
2
2
)]
=
zn√
n!
because B[exp(−x2/2)] = 4√pi. These are exactly the normalised
basis functions en of the Fock space. Given that the Segal-Bargmann
transform maps the basis of L2(R, dx) on the basis of F , it is a natural
question to ask whether also an inverse transform exists.
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Definition 2.14. The inverse Segal-Bargmann transform B−1 : F →
L2(R,dx) of a function g is given by
B−1[g](z) =
1
pi 4
√
pi
∫
C
g(z) exp
(
−z
2 + x2 − 2√2zx
2
)
exp (−zz) dz,
where dz = dxdy and . denotes the complex conjugation.
Analogous to the forward transform, B−1 shows the following
relations.
Proposition 2.8. One has(
x+
d
dx
)
B−1[g](x) =
√
2 B−1
[
d
dz
g(z)
]
(x)
√
2x B−1[g](x) = B−1
[(
z +
d
dz
)
g(z)
]
(x).
In turn, these relations give rise to corresponding relations for the
above ladder operators.
Corollary 2.4. The inverse Segal-Bargmann transform B−1 maps
the raising and lowering operators
b† =
√
2 z and b =
√
2
d
dz
on the Fock space onto the respective raising and lowering operators
a† =
(
x− d
dx
)
and a =
(
x+
d
dx
)
on L2(R,dx).
With these relations one can show that the inverse Segal-Bargmann
transform indeed maps the normalised basis functions en of the Fock
space to the normalised basis functions ψ◦n of L2(R, dx).
We end this section on the Segal-Bargmann transform B by ad-
dressing its behaviour with respect to the Fourier transform F from
the previous section. Where the latter maps the Hermite functions
ψn onto complex multiples of themselves, as to
Fψn = (−i)nψn,
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we have shown that B maps these Hermite functions onto the basis
functions of the Fock space. Performing the Segal-Bargmann trans-
form on both sides of this equation, we obtain the following proposi-
tion.
Proposition 2.9. The operator on the Fock space F corresponding
to the Fourier transform on L2(R,dx) is given by
G : F → F : g(z) 7→ g(−iz).
We thus have the following commutative diagram:
L2 L2
F F
B
F
G
B−1
3
Algebraic approach to
slice monogenic functions
In this chapter, an extension of the well-known Dirac operator is
defined which allows to establish the Lie superalgebra structure be-
hind the theory of slice monogenic functions. Subsequently, an inner
product is defined corresponding to this slice Dirac operator and its
polynomial null-solutions are determined. Finally, analogues of the
Hermite polynomials and Hermite functions are constructed in this
context and their properties are studied.
3.1 Slice approach of Clifford analysis
The notion of a paravector in Clm allows for a higher-dimensional
generalisation of the classical Cauchy-Riemann operator
∂z =
1
2
(∂x + i∂y)
from complex analysis. In this section two possible generalisations
are introduced with respect to a standard Clifford basis as in Chap-
ter 2. However, the corresponding basis elements are denoted with
a tilde ˜ to anticipate the manipulations that will be performed on
this basis. In this entire section all entities with a˜ correspond to the
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ones without in the previous chapter.
A first generalisation of ∂z is defined as
D˜CR = ∂x0 +
m∑
i=1
e˜i∂xi = ∂x0 + ∂x˜,
with ∂x˜ =
∑m
i=1 e˜i∂xi the classical Dirac operator. This operator is
called the Cauchy-Riemann operator and its null-solutions are said to
be monogenic (see e.g. [10,38] for a detailed study of such functions).
Because of (2.1), D˜CR equals the classical Cauchy-Riemann operator
∂z when m = 1.
A second generalisation of ∂z is based on the polar form of the
paravector. Writing x˜ = rω˜ with r = |x˜| =
√
x21 + . . .+ x
2
m and
ω˜ = x˜/r, where x˜ 6= 0, the scalar x0 is the real part of x˜ = x0 + rω˜
and the 1-vector ω˜ behaves as the classical imaginary unit because
ω˜2 = −1. Therefore we define
D˜CR0 = ∂x0 + ω˜∂r
and call this operator the slice Cauchy-Riemann operator, which cor-
responds to the I-derivative ∂I in [26]. Defining the Euler operator
in Rm+1 as
E = x0∂x0 + Em = x0∂x0 +
m∑
i=1
xi∂xi ,
D˜CR0 can be rewritten as
D˜CR0 = ∂x0 +
x˜
|x˜|2Em.
Remark 3.1. Note that in [18] and [28] the operator |x˜|2D˜CR0 was
introduced. Its null-solutions correspond to the class of slice mono-
genic functions as studied in [25,26]. The additional factor |x˜|2 does
not affect the kernel of D˜CR0 and hence null-solutions of D˜
CR
0 are also
slice monogenic.
Despite the fact that a lot of properties of holomorphic functions
can be carried over to slice monogenic functions (see Chapter 2), it
is not possible to extend the Fourier transform directly to a Clifford
counterpart. This is due to the mixed nature of the variable in a
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standard slice Clifford setting.
Indeed, slice Clifford analysis being based on a paravector x˜ = x0+rω˜,
squaring the variable generally yields a sum of a scalar and a vector
part:
x˜2 = x20 − r2 + 2x0rω˜.
Introducing the above slice Cauchy-Riemann operator D˜CR0 = ∂x0 +
ω˜∂r, the anti-commutator with the paravector variable x0 + rω˜ does
not yield a scalar operator as in classical Fourier theory. Instead one
obtains the following expression:
{x0 + rω˜, ∂x0 + ω˜∂r} = (x0∂x0 − r∂r) + (x0∂r + r∂x0)ω˜.
The standard slice Clifford setting does not show the appropriate
commutation relations that are needed to build a proper generalisa-
tion of the Fourier transform.
To overcome this issue, we will manipulate the basis elements
e˜i in such a way that the paravector x˜ ∈ Clm is replaced by a 1-
vector x in the higher-dimensional Clm+1-algebra. The (m + 1)-
tuple (x0, x1, . . . , xm) ∈ Rm+1 is now identified with the 1-vector
x ∈ Clm+1 defined as
x = x0e0 + x1e1 + . . .+ xmem
= x0e0 + x,
where ei, i = 0, . . . ,m are the basis elements of Clm+1 satisfying the
relations
eiej + ejei = −2δij , i, j = 0, . . . ,m.
One thus has x2 = −|x|2 = −(x20 + r2). Again, denoting the number
of elements of a subset A = (i1, . . . , ik) ∈ P({1, . . . ,m}) by |A|, a
k-vector (where now k ≤ m+ 1) is an element eA of Clm+1 such that
eA = ei1 . . . eik with |A| = k,
where ij ∈ {0, . . . ,m+1} for all j ∈ {1, . . . , k} and with i1 < . . . < ik.
Using spherical coordinates to describe the Clm-part x of x, one can
also write
x = x0e0 + x
= x0e0 + rω,
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where r =
√
x21 + . . .+ x
2
m and ω = x/r. A general element x is thus
defined by the triplet (x0, r, ω) ∈ R×R+×Sm−1, where Sm−1 denotes
the (m− 1)-dimensional sphere in Rm. The variable x therefore lives
in the subspace of Clm+1 spanned by the fixed basis vector e0 and
the unit 1-vector ω. This subspace is called a slice, referring to the
slice concept used in literature (see e.g. [25] and the book [26]). The
slice at hand, however, is not directly a subalgebra of the ambient
algebra as 1, e0, ω and e0ω generate, for fixed ω, the quaternions H.
It should therefore rather be interpreteted as a ‘rotated’ slice.
The procedure to go over from x˜ ∈ Clm to x ∈ Clm+1 consists of
left-multiplying x˜ with the new basis vector e˜0. Because the bivectors
ei = e˜0e˜i, i = 1, . . . ,m, obey the same relations as the basis vectors
e˜i themselves, they can be regarded as the other m basis vectors of
Clm+1. The transformation
e˜0 = e0
e˜0e˜i = ei (3.1)
thus results in the basis ei, i = 0, . . . ,m for Clm+1 and allows for a
transformation of the previous differential operators. For the Cauchy-
Riemann operator D˜CR the procedure yields
D = e0∂x0 +
m∑
i=1
ei∂xi =
m∑
i=0
ei∂xi ,
which is the Dirac operator on Clm+1. Analogously, the extension of
the slice Cauchy-Riemann operator D˜CR0 reads
D0 = e0∂x0 + ω∂r = e0∂x0 +
x
|x|2
m∑
i=1
xi∂xi ,
which we call the slice Dirac operator. Again there is a one to one
correspondence between null-solutions of D˜CR0 and D0 via (3.1).
Definition 3.1. Within this thesis, slice monogenic functions are
defined to be Clm+1-valued solutions of D0.
Together with the multiplication operator x, the slice Dirac op-
erator D0 gives a realisation of the osp(1|2)-superalgebra, as will be
shown in Theorem 3.1.
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A general overview of the various Cauchy-Riemann and Dirac
operators is given in Table 3.1.
Algebra
Clm Clm+1
Object
paravector
x0 + x˜
1-vector
x = x0e0 + x
First Cauchy-Riemann generalisation
Cauchy-Riemann operator
D˜CR = ∂x0 + ∂x˜
Dirac operator
D = e0∂x0 + ∂x
Second Cauchy-Riemann generalisation
slice Cauchy-Riemann operator
D˜CR0 = ∂x0 +
x˜
|x˜|2Em
slice Dirac operator
D0 = e0∂x0 +
x
|x|2E
Table 3.1: Overview of the various Cauchy-Riemann and Dirac
operators.
As a consequence of the above definitions, a general function f
of x will depend on x0, r and ω. Throughout this dissertation such
functions f will be written both as f(x) and as f(x0, r, ω) because
the former is more compact and the latter shows its dependencies
explicitly.
3.2 The osp(1|2)-superalgebra
As stated in the introduction, the multiplication operator x together
with the slice Dirac operator D0 and the full Euler operator E =
x0∂x0 + Em exhibit a particular algebraic structure.
Theorem 3.1. The operators x, D0 and E constitute a Lie superal-
gebra, isomorphic with osp(1|2), with relations
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(i) {x,x} = −2|x|2 (ii) {D0, D0} = −2∆
(iii) {x, D0} = −2 (E+ 1) (iv) [E+ 1, D0] = −D0
(v) [|x|2, D0] = −2x (vi) [E+ 1,x] = x
(vii) [∆,x] = 2D0 (viii) [E+ 1,∆] = −2∆
(ix) [∆, |x|2] = 4 (E+ 1) (x) [E+ 1, |x|2] = 2|x|2
where ∆ denotes ∂2x0 + ∂
2
r .
Proof. The osp(1|2)-relations can be proven in the slightly more gen-
eral context of the operators
x =
p∑
i=1
eixi +
p+q∑
i=p+1
eixi = xp + xq
E =
p∑
i=1
xi∂xi +
p+q∑
i=p+1
xi∂xi = Ep + Eq
D =
p∑
i=1
ei∂xi +
xq
|xq|2
Eq = Dp +Dq,
with p, q ∈ N. The case (p, q) = (1,m) corresponds to the state-
ment of the theorem. The proof is facilitated by performing a radial
coordinate transformation on xq so it can be written as rω and the
associated partial derivative
xq
|xq |2Eq equals ω∂r. Here we only prove
the relations that are used further on in this thesis:
(iii) {x, D} = xD +Dx
= 2xp
p∑
i=1
ei∂xi − 2r∂r + 2xq
p∑
i=1
ei∂xi − 2r∂r − p− 1
= −2
(
E+
p+ 1
2
)
,
(iv)
[
E+
p+ 1
2
, D
]
= ED +DE
= EpDp −Dp + r∂rω∂r +
p∑
i=1
p∑
j=1
e0xj∂xi∂xj − ω∂r − ωr∂2r
= −D,
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(vi) [E,x] =
[
p∑
i=1
xi∂xi ,xp
]
+ [r∂r, ωr]
= xp(1 + Ep)− xpEp + ωr(1 + r∂r)− ωr2∂r
= x.
This proves relations (iii), (iv) and (vi) of the theorem. The others
are obtained similarly.
We end this section with a closer look at the action of the differ-
ential operator D0 and the Euler operator E on x`, ` ∈ N \ {0}. The
resulting relations will be used later on.
Lemma 3.1. One has, with s ∈ N \ {0}, the following operator iden-
tities:
D0x
2s = [−2sx2s−1 + x2sD0]
D0x
2s+1 = [−2x2s(s+ E+ 1)− x2s+1D0]
and
Ex2s = x2s[2s+ E]
Ex2s+1 = x2s+1[2s+ 1 + E].
Proof. Using the osp(1|2)-relations in Theorem 3.1, we find
D0x
2s = (−2E− 2− xD0)x2s−1
= (−2(x + xE)− 2x− x(−2E− 2− xD0)) x2s−2
= (−2x + x2D0)x2s−2.
Repeating this procedure s times, we get
D0x
2s = [−2sx2s−1 + x2sD0]
for even powers of x and thus
D0x
2s+1 = [−2sx2s−1 + x2sD0]x
= [−2sx2s + x2s(−xD0 − 2E− 2)]
= [−2x2s(s+ E+ 1)− x2s+1D0]
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for odd powers of x. Similar calculations can be done for the Euler
operator E:
Ex2s = (x + xE)x2s−1
=
(
x2 + x(x + xE)
)
x2s−2
= x2(2 + E)x2s−2.
Repeating this procedure s times, we get
Ex2s = x2s[2s+ E]
for even powers of x and
Ex2s+1 = x2s[2s+ E]x
= x2s[2sx + (x + xE)]
= x2s+1[2s+ 1 + E]
for odd powers of x.
3.3 Hilbert module
The osp(1|2)-relations allow us to construct a Hilbert module H cor-
responding to the differential operator D0. We define H as the right
Clm+1-module of certain weighted L2 functions, where the weight h
is still to be determined. The associated Clm+1-valued inner product
〈 . , . 〉 : H ×H → Clm+1 can be written as 〈f, g〉 =
∫
Rm+1 f g h dx
with f the Clifford conjugate of the function f , which is defined as
follows:
Definition 3.2. The (complex) Clifford conjugation . is the anti-
involution defined as
λ = λ∗ λ ∈ C
ei = −ei i = 0, . . . ,m.
ab = b a a, b ∈ Clm+1.
where ∗ denotes the standard complex conjugation.
Remark 3.2. Throughout this thesis the conjugate of a complex
number will be denoted by both ∗ and . .
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Remark 3.3. Though in this section all functions take values in real
Clifford algebras, the above definition holds for functions with values
in complex Clifford algebras as well.
The weight function h will be determined by the condition that
D0 is self-adjoint with respect to this inner product. We thus demand
that
〈D0f, g〉 = 〈f,D0g〉 (3.1)
for every f, g ∈ {f : Rm+1 → Clm+1} of suitable decay such that the
resulting integrals exist. The left-hand side of condition (3.1) gives
∫
Rm+1
(
e0∂x0f +
x
r2
m∑
i=1
xi∂xif
)
g h dx
= −
∫
Rm
[
fe0gh
]+∞
−∞ dx+
∫
Rm+1
fe0∂x0(gh) dx (3.2)
−
m∑
i=1
m∑
j=1
∫
Rm+1
(∂xif)
xixj
r2
ejgh dx
=
∫
Rm+1
fe0∂x0(gh) dx−
m∑
i=1
m∑
j=1
∫
Rm+1
(∂xif)
xixj
r2
ejgh dx. (3.3)
By partial integration, the terms in the summation can be written as∫
Rm+1
(∂xif)
xjxi
r2
ejghdx =
∫
Rm+1
∂xi
(
f
xjxi
r2
ejgh
)
dx− Iij
with
Iij =
∫
Rm+1
f∂xi
(xjxi
r2
ejgh
)
dx.
Because
∂xi
(xjxi
r2
gh
)
=
xj
r2
gh+ δij
xi
r2
gh− 2xjx
2
i
r4
gh+
xjxi
r2
∂xi(gh),
we find
m∑
i,j=1
Iij =(1−m)
∫
Rm+1
f
x
r2
ghdx−
∫
Rm+1
f
1
r2
x
n∑
i=1
xi∂xi(gh)dx.
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Identifying the right-hand side of (3.1),∫
Rm+1
f
(
∂x0ge0 +
x
r2
m∑
i=1
xi∂xig
)
h dx,
with expression (3.2) and writing Em =
∑m
i=1 xi∂xi , we get∫
Rm+1
fe0g(∂x0h)dx− (1−m)
∫
Rm+1
f
x
r2
ghdx +
∫
Rm+1
f
x
r2
gEmhdx = 0.
(3.4)
This must hold for all Clifford-valued functions f and g in the Hilbert
module H. Therefore, substituting e0f for f and e0g for g one obtains∫
Rm+1
fe0g(∂x0h)dx + (1−m)
∫
Rm+1
f
x
r2
ghdx−
∫
Rm+1
f
x
r2
gEmhdx = 0,
again for all Clifford-valued functions f and g in the Hilbert mod-
ule H. Now given that the sum of these two expressions reads∫
Rm+1 fe0g(∂x0h)dx = 0, ∂x0h has to be identically zero. We may
thus conclude that h is independent of x0. Equation (3.4) simplifies
to ∫
Rm+1
f
x
r2
g [(m− 1) + Em]hdx = 0
for all Clifford-valued functions f and g in H, so there must hold
that Emh = (1 −m)h = r∂rh(r, ω). Therefore h(r, ω) = r1−mh2(ω)
for some function h2(ω). There are no conditions on h2 so we can
put h2(ω) = 1. The specific form of the weight function h(r) = r
1−m
simplifies the calculation of the inner product thoroughly: because
dx = dx0r
m−1drdσx, one gets
〈f, g〉 =
∫
Rm+1
f g dx0drdσx,
which can be seen as a cartesian integration in the coordinate x0 as
well as in the spherical coordinate r. The module associated with D0
is thus given by the following definition.
Definition 3.3. The L2 module over Clm+1 is defined as
L2 = L2(Rm+1, r1−mdx) ⊗ Clm+1
39 3.4 Polynomials in the kernel of D0
=
{
f : Rm+1 → Clm+1
[∫
Rm+1
f(x)f(x) r1−m dx
]
0
< +∞
}
where [ . ]0 denotes the scalar part of the expression between the brack-
ets.
Definition 3.4. The Clm+1 module L2 is given the structure of a
right Hilbert module by defining the inner product of two functions
f, g : Rm+1 → Clm+1 as
〈f, g〉 =
∫
Rm+1
f(x)g(x) r1−m dx =
∫
Rm+1
f(x)g(x) dx0drdσx
where dσx denotes the measure on the unit sphere Sm−1 corresponding
to the x-part of x.
Proposition 3.1. The inner product 〈f, g〉 = ∫Rm+1 fg dx0drdω on
the right Clm+1-module L2 exhibits the relations
〈D0f, g〉 = 〈f,D0g〉,
〈xf, g〉 = −〈f,xg〉
on a dense subset of L2.
Proof. The proposition follows from the above reasoning and the def-
inition of the inner product.
3.4 Polynomials in the kernel of D0
Given the differential operator D0 and the above defined inner prod-
uct, it should be possible to construct a Clifford analogue to the
classical Hermite functions. However, before doing so we have to de-
termine the kernel of D0 on which these Clifford-Hermite functions
will be based.
Proposition 3.2. The homogeneous polynomials
mk,a(x) = (e0 − 1) (x0 + x)ka
of degree k ∈ N with a ∈ Clm+1 vanish under the action of D0.
Proof. A straightforward calculation of D0mk(x) gives zero.
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Given that these polynomials mk are in the kernel of D0, the ques-
tion naturally arises whether they yield all polynomial null-solutions
of D0. A general Clifford-valued polynomial f : Rm+1 → Clm+1 :
x 7→ f(x) can be decomposed into a Taylor series in the coordinate
x0. The coefficients in this decomposition are polynomials p : Rm →
Clm+1. Because D0 maps k-homogeneous polynomials to homoge-
neous polynomials of degree k−1, we will seek its null-solutions within
the space of k−homogeneous polynomials Pk(Rm, Clm+1). The k-
homogeneous part of f is given by
fk(x) =
k∑
i=0
xi0pk−i(x)
=
k∑
i=0
xi0r
k−ipk−i(ω).
with pk−i : Rm → Clm+1 and Epk−i = (k − i)pk−i. For the function
fk to be in the kernel of D0, we demand that
D0fk(x) = e0
k−1∑
i=0
(i+ 1)xi0r
k−i−1pk−i−1(ω) + ω
k−1∑
i=0
xi0(k − i)rk−i−1pk−i(ω) = 0
and therefore
pk−i(ω) = ωe0
(i+ 1)
(k − i)pk−i−1(ω)
=
(i+ 1)
(k − i)
(i+ 2)
(k − i− 1)
. . .
. . .
k
1
(ωe0)
k−ip0(ω)
=
(
k
i
)
(ωe0)
k−ip0(ω)
for i ∈ {0, . . . , k − 1} so
fk(x) =
k∑
i=0
(
k
i
)
xi0r
k−i(ωe0)k−ip0(ω) = (x0 + xe0)kp0(ω).
The polynomial p0 ∈ P0(Rm, Clm+1) is a constant so it can be written
as p0 = (e0 − 1)a with a ∈ Clm+1. The general expression for a
monogenic of degree k thus reads
fk(x) = (x0 + xe0)
k(e0 − 1)a
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= (e0 − 1)(x0 + x)ka
and we have proven the following theorem.
Theorem 3.2. The set of k-homogeneous polynomials (k ∈ N) in the
kernel of D0 is one-dimensional (as a right module over Clm+1) and
is given by the polynomials
mk,a(x) = (e0 − 1) (x0 + x)k a, a ∈ Clm+1.
Remark 3.4. In the following the Clm+1-valued constant a will be
omitted in order not to overload notations or needlessly complicate
further constructions. The notation mk will thus denote the Clm+1-
valued polynomial
mk(x) = (e0 − 1) (x0 + x)k.
3.5 Clifford-Hermite polynomials
In classical Fourier analysis, the eigenvectors of the Fourier oper-
ator are given by the Hermite functions. Together with their as-
sociated Hermite polynomials they also play an important role in
physics, for instance as solutions of the quantum harmonic oscillator.
Various generalisations of the Hermite polynomials have been stud-
ied in Clifford analysis (see [33, 34, 38]). Following their approach
we may define Hermite polynomials for the slice Dirac operator as
hj,k(x)mk(x) = (x− cD0)jmk(x) with c ∈ R+ a complex parameter.
Because we don’t want to overload notations, the presence of this pa-
rameter will not be stressed in the various definitions and notations.
The first five Clifford-Hermite polynomials are then
h0,k(x) = 1
h1,k(x) = x
h2,k(x) = [x
2 + 2c(k + 1)] (3.1)
h3,k(x) = [x
3 + 2c(k + 2)x]
h4,k(x) = [x
4 + 4c(k + 2)x2 + 4c2(k + 1)(k + 2)].
In what follows, the polynomial product of the Clifford-Hermite poly-
nomial hj,k and a k-homogeneous monogenic polynomial mk will be
denoted as Hj(mk), so
Hj(mk)(x) = hj,k(x)mk(x) = (x− cD0)jmk(x).
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Proposition 3.3. (recursion formula) For every j ∈ N \ {0} and
c ∈ R+ one has
Hj(mk)(x) = (x− cD0)Hj−1(mk)(x). (3.2)
Proof. It follows by definition.
As is the case with the classical Hermite polynomials, the poly-
nomials Hj(mk) are solutions of a partial differential equation. To
prove this statement, we need the two following lemmata.
Lemma 3.2. The osp(1|2)-superalgebra exhibits the commutation re-
lation
[E+ xD0, (x− cD0)2] = 0
where c ∈ R+.
Proof. Using the osp(1|2)-relations in Theorem 3.1, one obtains the
operator identity (E + xD0)(x − cD0) = −(x − cD0)(E + xD0 + 1)
and thus
(E+ xD0)(x− cD0)2 = −(x− cD0)[−(x− cD0)(E+ xD0 + 1) + (x− cD0)]
= (x− cD0)2(E+ xD0),
which proves the lemma.
As a consequence, the following properties hold for the polynomials
Hj(mk).
Lemma 3.3. One has
(E+ xD0)Hj(mk)(x) = N(j, k)Hj(mk)(x)
with N(j, k) = k if j = 2t and N(j, k) = −(k + 1) if j = 2t+ 1.
Proof. Using the definition of Hj(mk), we get
(E+ xD0)H2t(mk)(x) = (x− cD0)2t(E+ xD0)mk(x) = kH2t(mk)(x)
for polynomials Hj(mk) of even order j = 2t and
(E+ xD0)H2t+1(mk)(x) = (x− cD0)2t(E+ xD0)(x− cD0)mk(x)
= (x− cD0)2t[−(x− cD0)(E+ xD0)− (x− cD0)]mk(x)
= (x− cD0)2t[−(k + 1)(x− cD0)]mk(x)
= −(k + 1)H2t+1(mk)(x)
for polynomials Hj(mk) of odd order j = 2t+ 1.
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Now we have all ingredients to obtain a partial differential equa-
tion for the polynomials Hj(mk). Note that this is not a scalar partial
differential equation.
Theorem 3.3. The polynomials Hj(mk)(x) = hj,k(x)mk(x), with
hj,k the Clifford-Hermite polynomial of degree j, are solutions of the
differential equation
cD20Hj(mk)(x)− xD0Hj(mk)(x) + C(j, k)Hj(mk)(x) = 0
with C(j, k) = −2t if j = 2t and C(j, k) = −2(k+ t+ 1) if j = 2t+ 1.
Proof. We prove the identities
D0H2t(mk)(x) = −2tH2t−1(mk)(x), (3.3)
D0H2t+1(mk)(x) = −2(k + t+ 1)H2t(mk)(x), (3.4)
from which the theorem immediately follows under the action of x−
cD0. We will prove these relations by using the operator relation
{x, D0} = −2(E+ 1) and Lemma 3.3.
For j = 0 equation (3.3) is trivial. In the case of even degree j =
2t, t 6= 0, one has
D0H2t(mk)(x) = D0(x− cD0)H2t−1(mk)(x)
= (−cD20 − xD0 − 2E− 2)H2t−1(mk)(x)
= [(x− cD0)D0 − 2(xD0 + E)− 2]H2t−1(mk)(x)
= [(x− cD0)D0 + 2(k + 1)− 2]H2t−1(mk)(x)
= (x− cD0) [(x− cD0)D0 − 2(xD0 + E)− 2]H2t−2(mk)(x)
+ 2kH2t−1(mk)(x)
= (x− cD0)2D0H2t−2(mk)(x) + (2k − 2k − 2)H2t−1(mk)(x)
= (x− cD0)2D0H2t−2(mk)(x)− 2H2t−1(mk)(x).
Repeating this procedure t times, we get
D0H2t(mk)(x) = −2tH2t−1(mk)(x) + (x− cD0)2tD0mk(x)
= −2tH2t−1(mk)(x).
The case of odd j = 2t+1 follows from the previous result and Lemma
3.3:
D0H2t+1(mk)(x) = D0(x− cD0)H2t(mk)(x)
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= ((x− cD0)D0 − 2(E+ xD0)− 2)H2t(mk)(x)
= −2(t+ k + 1)H2t(mk)(x).
This proves the theorem.
Equations (3.3) and (3.4) give rise to a second recursion formula.
Proposition 3.4. (recursion formula bis) One has
Hj+1(mk) = xHj(mk)− c C(j, k)Hj−1(mk)
with C(j, k) as in Theorem 3.3.
Proof. Using equations (3.3) and (3.4), one finds immediately that
Hj+1(mk) = (x− cD0)Hj(mk)
= xHj(mk)− c C(j, k)Hj−1(mk).
In each factor (x−cD0) of Hj(mk)(x) = (x−cD0)jmk(x), the first
term raises and the second term lowers the degree of the polynomial
it is acting upon by one. Therefore the Hermite polynomials h2t,k
(respectively h2t+1,k) will consist of even (respectively odd) powers
of x only and we may write:
H2t(mk)(x) =
(
s∑
i=0
a2t2ix
2i
)
mk(x) (3.5)
H2t+1(mk)(x) =
(
s∑
i=0
a2t+12i+1x
2i+1
)
mk(x). (3.6)
Because the polynomials Hj(mk) satisfy the identities (3.3) and (3.4),
recursion relations can be derived between the coefficients a2t2i and
a2t+12i+1 of the Hermite polynomials hj,k. In doing so, we will be able to
relate these polynomials to generalised Laguerre polynomials. Using
Lemma 3.1, one has
t−1∑
i=0
−2(i+ 1)a2t2i+2x2i+1mk(x) = −2t
t−1∑
i=0
a2t−12i+1x
2i+1mk(x)
t∑
i=0
−2(i+ k + 1)a2t+12i+1x2imk(x) = −2(t+ k + 1)
t∑
i=0
a2t2ix
2imk(x)
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so
i a2t2i = t a
2t−1
2i−1
(i+ k + 1) a2t+12i+1 = (t+ k + 1) a
2t
2i
for i ∈ {0, . . . , t} and the following recursion relations are found:
a2t2i =
t
i
t+ k
i+ k
a2t−22i−2
=
t!
(t− i)!i!
(t+ k)!
(t+ k − i)!
k!
(i+ k)!
a2t−2i0
and
a2t+12i+1 =
t+ k + 1
i+ k + 1
t
i
a2t−12i−1
=
(t+ k + 1)!
(t+ k − i+ 1)!
(k + 1)!
(i+ k + 1)!
t!
(t− i)!i!a
2t−2i+1
1 .
Putting x = 0 in the expression Hj(mk)(x) = (x− cD0)Hj−1(mk)(x)
for j = 2t gives a2t0 = 2c(k+1)a
2t−1
1 so we find that a
2t
0 = (2c)
t (t+k)!
k! a
0
0.
Because H0(mk)(x) = a
0
0mk(x) = mk(x) we conclude that a
2t
0 =
(2c)t (t+k)!k! and a
2t+1
1 = (2c)
t (t+k+1)!
(k+1)! . The final expressions for the
coefficients are thus given by
a2t2i =
(
t
i
)
(2c)t−i
(t+ k)!
(k + i)!
a2t+12i+1 =
(
t
i
)
(2c)t−i
(t+ k + 1)!
(k + i+ 1)!
.
This result allows to rewrite the Hermite polynomials as stated in the
following theorem.
Theorem 3.4. The Hermite polynomials hj,k can be expressed as
h2t,k(x) = (2c)
tt! Lkt
( |x|2
2c
)
h2t+1,k(x) = (2c)
tt! x Lk+1t
( |x|2
2c
)
where Lkt are the generalised Laguerre polynomials of degree t on the
real line [3].
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Proof. Because of the preceding considerations, it follows that
h2t,k(x) =
t∑
i=0
(
t
i
)
(2c)t−i
(t+ k)!
(k + i)!
x2i
= (2c)t
t∑
i=0
(−1)i
i!
t!
(t− i)!
(t+ k)!
(k + i)!
(
−x
2
2c
)i
= (2c)tt! Lkt
( |x|2
2c
)
and analogously for h2t+1,k.
We conclude this paragraph by considering the Rodrigues for-
mula. In order to do so, we first define the generalised Gaussian
function
exp(−|x|2) =
∞∑
s=0
(−1)s
s!
|x|2s. (3.7)
We get the following theorem.
Theorem 3.5. (Rodrigues formula) The polynomials Hj(mk) can be
written as
Hj(mk)(x) = exp
( |x|2
α
)[(
1− 2c
α
)
x− cD0
]j
exp
(
−|x|
2
α
)
mk(x)
with α ∈ R+0 .
Proof. Using Lemma 3.1, one has
exp
( |x|2
α
)
D0 exp
(
−|x|
2
α
)
= exp
( |x|2
α
) ∞∑
i=0
1
i!
(
1
α
)i
D0x
2i
= exp
( |x|2
α
) ∞∑
i=0
1
i!
(
1
α
)i
(−2ix2i−1 + x2iD0)
=
(
− 2
α
x +D0
)
. (3.8)
Because x commutes with exp
(
− |x|2α
)
, it follows that
exp
( |x|2
α
)[(
1− 2c
α
)
x− cD0
]
exp
(
−|x|
2
α
)
= (x− cD0) . (3.9)
This proves the theorem.
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3.6 Clifford-Hermite functions
Based on the definition of the classical Hermite polynomials, we de-
fined the Clifford-Hermite polynomials hj,k as hj,k(x)mk(x) = (x −
cD0)
jmk(x). The analogy is pushed further by introducing Clifford-
Hermite functions ψj,k as a product of the corresponding polynomial
hj,k and an exponential function:
ψβj,k(x) = hj,k(x)mk(x) exp
(
−|x|
2
β
)
, (3.1)
with β ∈ R+0 to be determined. The parameter β will be fixed such
that the resulting Clifford-Hermite functions ψj,k are orthogonal with
respect to the inner product in Proposition 3.1.
Proposition 3.5. With respect to the inner product in Proposition
3.1, the functions
ψβj,k(x) = hj,k(x)mk(x) exp
(
−|x|
2
β
)
,
β ∈ R+0 , can only be orthogonal if β = 4c.
Proof. The orthogonality of the functions ψβj,k implies that the inner
products
〈
ψβj1,k1 |ψ
β
j2,k2
〉
= 0 for all j1, j2, k1, k2 ∈ N∪{0} with j1 6= j2
or k1 6= k2. Based on equation (3.1) and Definition 3.1, we write
ψβ0,0 = exp (−|x|2/β) and ψβ2,0 = (x2 + 2c) exp (−|x|2/β). The inner
product of ψβ0,0 and ψ
β
2,0 is then
〈ψβ0,0, ψβ2,0〉 =
∫
Rm+1
(x2 + 2c) exp
(
−2 |x|
2
β
)
r1−mdx
=
∫ +∞
−∞
∫ +∞
0
∫
Sm−1
(−x20 − r2 + 2c) exp
(
−2x
2
0 + r
2
β
)
dx0drdω.
Because
∫ +∞
−∞ exp(−x2)dx =
√
pi, the integral yields
〈ψβ0,0, ψβ2,0〉 = (4c− β)
(
piβ
8
)∫
Sm−1
dω.
The remaining integral gives the surface of an (m − 1)-dimensional
sphere, which is a real number. The expression will thus only be zero
if β = 4c.
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We thus have the following definition.
Definition 3.5. The Clifford-Hermite functions ψj,k are defined as
ψj,k(x) = hj,k(x)mk(x) exp
(
−|x|
2
4c
)
.
Remark 3.5. For now we have not yet proved that this particu-
lar choice for β does yield an orthogonal basis. This issue will be
addressed further on by Theorem 3.6.
Definition 3.6. The set of right finite linear combinations of Clifford-
Hermite functions over Clm+1 will be denoted as V, so one has V =
spanCl{ψj,k} and V ⊂ L2.
Remark 3.6. As a consequence any function f ∈ V can be written
as f(x) = f1(x0, r) + ωf2(x0, r), where f1 and f2 are Clm+1-valued
functions defined on R × R+. Moreover these functions f1 and f2
obey the relations f1(x0,−r) = f1(x0, r) and f2(x0,−r) = −f2(x0, r)
so all functions f ∈ V are slice functions.
For this particular value of β, these functions establish a remark-
able property.
Proposition 3.6. The Clifford-Hermite functions ψj,k satisfy the re-
lations  ψj,k = D˜cψj−1,kD˜c†ψj,k = −c C(j, k)ψj−1,k (3.2)
with
D˜c =
x
2
− cD0
and C(j, k) as in Theorem 3.3. The dagger denotes the adjoint with
respect to the inner product defined in Proposition 3.1.
Proof. Based on equation (3.9), one has
ψj,k(x) = exp
(
−|x|
2
4c
)
(x− cD0)hj−1,k(x)mk(x)
=
(x
2
− cD0
)
exp
(
−|x|
2
4c
)
hj−1,k(x)mk(x)
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=
(x
2
− cD0
)
ψj−1,k(x).
With respect to the inner product in Proposition 3.1, the action of
the adjoint operator
D˜c
†
=
(x
2
− cD0
)†
= −x
2
− cD0
on ψj,k is given by(
D˜c
)†
ψj,k(x) =
(
−x
2
− cD0
)
exp
(
−|x|
2
4c
)
hj,k(x)mk(x)
= exp
(
−|x|
2
4c
)
[−x + x− cD0]hj,k(x)mk(x)
= −c exp
(
−|x|
2
4c
)
D0hj,k(x)mk(x),
again because of equation (3.9). Applying equations (3.3) and (3.4)
to the last expression ends the proof.
The main purpose of this section is to prove the orthogonality
of the Clifford-Hermite functions, so we want to calculate the in-
ner product of two functions ψj1,k1 and ψj2,k2 . The above definition
of the Clifford-Hermite functions (with β = 4c) and the associated
properties (3.2) allow a drastic simplification of this calculation. One
has:
〈ψj1,k1 , ψj2,k2〉 = 〈D˜cψj1−1,k1 , ψj2,k2〉
= 〈ψj1−1,k1 , D˜c
†
ψj2,k2〉
= −c C(j2, k2)〈ψj1−1,k1 , ψj2−1,k2〉. (3.3)
Continuing this procedure further decreases the degree of both Her-
mite functions. Before we give the final expression for this inner
product, we prove the following lemma:
Lemma 3.4. One has
〈ψ0,k1 , ψ0,k2〉 =
〈
mk1(x)e
−|x|2/4c,mk2(x)e
−|x|2/4c
〉
= 2(2c)k1+1pim/2+1
Γ(k1 + 1)
Γ(m/2)
δk1k2
where mki(x) = (e0 − 1)(x0 + x)ki with i = 1, 2.
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Proof. We will assume that k1 ≤ k2, the case k1 > k2 being com-
pletely analogous. We have〈
mk1(x) e
−|x|2/4c,mk2(x)e
−|x|2/4c
〉
= 2
(∫ +∞
−∞
∫ +∞
0
∫
Sm−1
(x0 − x)k1(x0 + x)k2e−|x|2/2cdx0drdσ
)
= 2
(∫ +∞
−∞
∫ +∞
0
∫
Sm−1
(x20 + r
2)k(x0 + x)
Ke−|x|
2/2cdx0drdσ
)
where k = k1 and K = k2−k1. Going over to polar coordinates (r, θ)
by putting x0 =
√
2cR cos θ, r =
√
2cR sin θ and integrating over the
upper half plane, the inner product equals 2(
√
2c)2k+K+2 times∫ +∞
0
R2k+K+1e(−R
2)dR︸ ︷︷ ︸
A
∫ pi
0
∫
Sm−1
(cos θ + sin θ ω)Kdθdσ︸ ︷︷ ︸
B
.
Writing the integrand of B as
∑K
i=0
(
K
i
)
cosi θ sinK−i θ ωK−i, we can
split B into a sum of products of integrals:∫ pi
0
∫
Sm−1
(cos θ+ sin θ ω)Kdθdσ
=
K∑
i=0
(
K
i
)∫ pi
0
cosi θ sinK−i θ dθ︸ ︷︷ ︸
B1
∫
Sm−1
ωK−idσ︸ ︷︷ ︸
B2
.
The integral B1 vanishes for odd powers i. For i = 2I its value is
given by
B1 =
2I − 1
K − 2I + 1
2I − 3
K − 2I + 3 . . .
1
K − 1

K−1
K
K−3
K−2 . . .
1
2 pi K even,
K−1
K
K−3
K−2 . . .
2
3 2 K odd.
In addition, B2 vanishes for odd values of K − i. For K = 2L and
i = 2I its value is given by
B2 = (−1)L−I 2pi
m/2
Γ(m/2)
.
The integral B thus simplifies to
pi
2pim/2
Γ(m/2)
L∑
I=0
(2L)!
(2I)!(2L− 2I)!
(2I)!
2II!
2I(2L− 2I)!L!
(2L)!(L− I)!
(2L)!
22L(L!)2
(−1)L−I
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=
1
22L
pi
2pim/2
Γ(m/2)
(
2L
L
) L∑
I=0
(
L
I
)
(−1)L−I .
The summation in the last factor is the binomial expansion of (1−1)L,
which is zero unless L = 0. This implies that K has to be zero, so k1
must equal k2. Using the definition of the gamma function, the inner
product subsequently reads
〈ψ0,k1 , ψ0,k2〉 = 2(2c)k1+1pi
2pim/2
Γ(m/2)
δk1k2
∫ +∞
0
R2k1+1e(−R
2)dR
= 2(2c)k1+1
2pim/2+1
Γ(m/2)
δk1k2
Γ(k1 + 1)
2
,
which proves the lemma.
Now we can determine the inner product of two Clifford-Hermite
functions ψj1,k1 and ψj2,k2 . Different cases will be distinguished cor-
responding to the parity of j1 and j2.
Theorem 3.6. Let ψji,ki = (x − cD0)jimki(x) exp(−|x|2/4c) with
mki(x) = (e0 − 1)(x0 + x)ki for i = 1, 2. The inner product of these
two Clifford-Hermite functions ψj1,k1 and ψj2,k2 is given by
〈ψj1,k1 , ψj2,k2〉 = A(j1, k1)δj1j2δk1k2
with
A(j1, k1) =
2(2c)
2t1+k1+1t1!(k1 + t1)!
pim/2+1
Γ(m/2) j1 = 2t1,
2(2c)2t1+k1+2t1!(k1 + t1 + 1)!
pim/2+1
Γ(m/2) j1 = 2t1 + 1.
Proof. The inner product 〈ψj1,k1 , ψj2,k2〉 vanishes when j1 and j2 have
a different parity. Indeed, repeating the procedure of (3.3) leads to
the operator D˜c
†
acting on a function ψ0,k, which makes the inner
product zero.
When j1 and j2 have the same parity, odd and even cases have to be
treated separately. We first consider the case j1 = 2t1, j2 = 2t2 and,
without loss of generality, t1 ≥ t2. Using equation (3.3), one gets
〈ψ2t1,k1 , ψ2t2,k2〉 =
〈
ψ2t1−1,k1 , D˜c
†
ψ2t2,k2
〉
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= 2ct2
〈
ψ2t1−2,k1 , D˜c
†
ψ2t2−1,k2
〉
= (2c)2t2(k2 + t2) 〈ψ2t1−2,k1 , ψ2t2−2,k2〉
= (2c)2t2t2!
(k2 + t2)!
k2!
〈
ψ2(t1−t2),k1 , ψ0,k2
〉
which vanishes if t1 6= t2. Using Lemma 3.4, the inner product of the
Clifford-Hermite functions of even degree is given by
〈ψ2t1,k1 , ψ2t2,k2〉 = 2(2c)2t1+k1+1t1!(k1 + t1)!
pim/2+1
Γ(m/2)
δt1t2δk1k2 .
Now suppose j1 = 2t1 + 1, j2 = 2t2 + 1. Without loss of generality,
we take again t1 ≥ t2. Using equation (3.3) and the previous result,
one gets
〈ψ2t1+1,k1 , ψ2t2+1,k2〉 =
〈
ψ2t1,k1 , D˜c
†
ψ2t2+1,k2
〉
= 2c(k2 + t2 + 1) 〈ψ2t1,k1 , ψ2t2,k2〉
= (2c)2t2+1t2!
(k2 + t2 + 1)!
k2!
〈
ψ2(t1−t2),k1 , ψ0,k2
〉
which vanishes if t1 6= t2. The inner product of Clifford-Hermite
functions of odd degree is thus given by
〈ψ2t1+1,k1 , ψ2t2+1,k2〉 = 2(2c)2t1+k1+2t1!(k1 + t1 + 1)!
pim/2+1
Γ(m/2)
δt1t2δk1k2 .
This proves the theorem.
Analogous to their classical counterparts, the Clifford-Hermite
functions ψj,k satisfy a scalar differential equation. We end this sec-
tion with the following theorem.
Theorem 3.7. The Clifford-Hermite functions ψj,k are solutions of
the scalar differential equation(
cD20 +
|x|2
4c
)
ψj,k(x) = (j + k + 1)ψj,k(x). (3.4)
Proof. Substituting α = 4c in equation (3.8), we obtain
e−|x|
2/4cD0Hj(mk)(x) =
(
D0 +
x
2c
)
ψj,k(x)
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and
e−|x|
2/4cD20Hj(mk)(x) =
(
D20 +
1
2c
(D0x + xD0) +
x2
4c2
)
ψj,k(x).
Multiplying the differential equation for the Clifford-Hermite polyno-
mials in Theorem 3.3 on the left with exp
(−|x|2
4c
)
and substituting
the above results, one gets(
cD20 − (E+ 1) +
x2
4c
− xD0 − x
2
2c
+ C(j, k)
)
ψj,k(x) = 0
with
C(j, k) =
−j j even,−(2k + j + 1) j odd
as in Theorem 3.3. Because of Lemma 3.1, we find
Eψj,k(x) =
∞∑
i=0
1
i!
(
1
4c
)i
(−2ix2i−1 + x2iD0)Hj(mk)(x)
= (−xD0 +N(j, k))ψj,k(x)
with
N(j, k) =
k j even,−(k + 1) j odd.
as in Lemma 3.3. Using this result and the osp(1|2)-relations, we
have (
cD20 −
x2
4c
−N(j, k)− 1 + C(j, k)
)
ψj,k(x) = 0
which simplifies to(
cD20 −
x2
4c
)
ψj,k(x) = (j + k + 1)ψj,k(x). (3.5)
An alternative proof can be obtained using induction.
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4
Slice Fourier transform
and convolutions
The chapter at hand introduces the slice Fourier transform, both by
solving a system of partial differential equations and by means of the
Mehler formula. In the first part, the Mehler formula is applied to the
construction of the kernel function of the slice Fourier transform. An
explicit expression for the integral transform is obtained and allows
for the study of its properties. In the second part, two kinds of
corresponding convolutions are examined: Mustard convolutions and
convolutions based on generalised translation operators. The chapter
finishes by demonstrating the connection between both.
4.1 Slice Fourier transform
Based on Theorem 3.7, a formal definition of the slice Fourier trans-
form (see [55]) on V is obtained by taking the exponential of the
scalar differential equation (3.5):
e
−ipi
2
(
cD20+
|x|2
4c
)
ψj,k(x) = (−i)(j+k+1)ψj,k(x) (4.1)
where the choice for the sign of −i is arbitrary. The aim of this section
is however to construct an explicit integral expression corresponding
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to the above formal exponential operator. To this end functions f
will be restricted to f ∈ V. Given its eigenvalues and correspond-
ing eigenfunctions, an appropriate kernel function KM will thus be
constructed such that
FS(f)(y) =
∫
Rm+1
KM (x,y)f(x) r1−m dx (4.2)
where the integration is performed over the first argument of KM .
Though the slice Fourier transform is defined using the eigenfunction
approach, we will demonstrate that it generalises other properties of
the classical Fourier transform as well.
4.1.1 The Mehler construction
For the functions ψj,k to be eigenfunctions of the slice Fourier trans-
form, the action of the transform on these functions should be to
multiply them with proportionality factors given by their correspond-
ing eigenvalues (−i)j+k+1 (see expression (4.1)). Together with the
orthogonality of the Clifford-Hermite functions proved in Theorem
3.6, this yields the following formal series expansion for the kernel
function KM :
KM (x,y) =
+∞∑
j,k=0
ψj,k(y)(−i)j+k+1ψj,k(x)
〈ψj,k, ψj,k〉 , (4.3)
where the denominator accounts for the normalisation of the eigen-
functions. Indeed, after substituting this expression in equation (4.2)
and changing the order of integration and summation, what appears
is the sum of the projections of f onto all ψj,k’s times the slice Fourier
transforms of these ψj,k’s. By definition this exactly yields the image
of f under the slice Fourier transform.
Remark 4.1. In the previous chapter, the construction of the Clifford-
Hermite polynomials and functions was based on the monogenic func-
tions mk. However, as was mentioned in Remark 3.4, the full set
{mk,a} of k-homogeneous polynomials in the kernel of D0 is a right
module over Clm+1. The reason why these Clm+1-valued constants a
are not taken into account explicitly, is mainly not to overload nota-
tions. Also, with respect to the above integral expression and Mehler
formula, one observes that these extra coefficients on the right do not
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interfere with the corresponding transform. The slice Fourier trans-
form thus only affects the non-constant, polynomial part of {mk,a}
so it is perfectly fine to restrict ourselves to the polynomials mk.
Otherwise stated, one has
FS(ψj,ka) = FS(ψj,k)a, a ∈ Clm+1.
Differential and symmetry properties of KM
Before focussing on the explicit calculation of the kernel function, we
show that the formal Mehler formula also generalises the differential
equations of the classical Fourier transform.
Theorem 4.1. The kernel defined by the Mehler formula (4.3) obeys
the following system of Clifford-valued partial differential equations:D
y
0KM (x,y) = − i2cKM (x,y)x
iyKM (x,y) = −2c [KM (x,y)Dx0 ]
(4.4)
where [ . Dx0 ] denotes the differential operator D
x
0 acting from the
right.
Proof. Both expressions can be proved similarly so we only treat the
first relation in full detail. From the definition of the Clifford-Hermite
functions ψj,k and the differential properties of the Clifford-Hermite
polynomials hj,k, one derives that
ψj+1,k(x) =
[
(x− cDx0 )hj,k(x)mk(x)
]
exp
(
−|x|
2
4c
)
= xψj,k(x)− c C(j, k)ψj−1,k(x)
where the real-valued factor C(j, k) is as in Theorem 3.3. In Propo-
sition 6.2 of [14] the following relation for the Clifford-Hermite func-
tions was obtained:
ψj,k(x) =
(x
2
− cD0
)
ψj−1,k(x), j = 1, 2, 3 . . .
Therefore the action of Dy0 on KM can be written as
Dy0KM (x,y)
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=
∞∑
j,k=0
[
Dy0ψj,k(y)
]
(−i)j+k+1ψj,k(x)
〈ψj,k, ψj,k〉
=
∞∑
j,k=0
[ y
2cψj,k(y)− 1cψj+1,k(y)
]
(−i)j+k+1ψj,k(x)
〈ψj,k, ψj,k〉
=
1
2c
∞∑
j,k=0
[c C(j, k)ψj−1,k(y)− ψj+1,k(y)] (−i)j+k+1ψj,k(x)
〈ψj,k, ψj,k〉 .
Changing the summation indices yields
Dy0KM (x,y) =
1
2
∞∑
j,k=0
C(j + 1, k)
ψj,k(y)(−i)j+k+2ψj+1,k(x)
〈ψj+1,k, ψj+1,k〉
− 1
2c
∞∑
j=1,k=0
ψj,k(y)(−i)j+kψj−1,k(x)
〈ψj−1,k, ψj−1,k〉 .
Based on Theorem 3.6, one has the following relation for all j, k ∈ N:
〈ψj,k, ψj,k〉 = −c C(j, k)〈ψj−1,k, ψj−1,k〉
so Dy0KM (x,y) can finally be written as
i
2c
∞∑
j,k=0
ψj,k(y)(−i)j+k+1[ψj+1,k(x) + c C(j, k)ψj−1,k(x)]
〈ψj,k, ψj,k〉
=
i
2c
∞∑
j,k=0
ψj,k(y)(−i)j+k+1xψj,k(x)
〈ψj,k, ψj,k〉
= − i
2c
KM (x,y)x,
which proves the first relation. The proof of the second relation is
completely analogous when starting from the right-hand side.
Furthermore, equation (4.3) exhibits an interesting symmetry prop-
erty. By the noncommutativity of x and y, however, it will only
show up with respect to an anti-involution. Indeed, taking the Clif-
ford conjugation of (4.3) yields
KM (x,y) =
∞∑
j,k=0
ψj,k(y)(−i)j+k+1ψj,k(x)
〈ψj,k, ψj,k〉
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=
∞∑
j,k=0
ψj,k(x)(−i)j+k+1ψj,k(y)
〈ψj,k, ψj,k〉 =
(KM (y,x))∗ ,
where (. . .)∗ denotes the complex conjugation.
Remark 4.2. The symmetry of KM allows to demonstrate the equiv-
alence of the two partial differential equations. Indeed, because of the
equality KM (x,y) = (KM (y,x))∗ it follows that
Dy0KM (x,y) =
−i
2c
KM (x,y)x
⇔
[
KM (x,y) Dy0
]
=
i
2c
xKM (x,y)
⇔
[(KM (y,x))∗ Dy0 ] = i2cx (KM (y,x))∗
⇔
[
KM (x,y) Dx0
]
=
−i
2c
yKM (x,y),
which equals the second equation. In the last step the complex conju-
gate is taken and the variables x and y, regarded as dummy variables,
are interchanged.
Closed form of the kernel function KM
Because all entities in (4.3) are known, their explicit expressions can
be substituted and a closed expression for KM can be obtained. The
explicit form of the Clifford-Hermite functions ψj,k depends on the
parity of their degree j. Using the Laguerre form (see Theorem 3.4)
for the Clifford-Hermite polynomials, one has
ψ2t,k(x) = (2c)
tt! Lkt
( |x|2
2c
)
(e0 − 1)(x0 + x)k exp
(
−|x|
2
4c
)
ψ2t+1,k(x) = (2c)
tt! x Lk+1t
( |x|2
2c
)
(e0 − 1)(x0 + x)k exp
(
−|x|
2
4c
)
and their norms, who show up in the denominator of (4.3), are given
in Theorem 3.6. After direct substitution of these expressions, one
obtains
KM (x,y) = −iΓ
(
m
2
)
2pim/2+1
exp
(
−|x|
2 + |y|2
4c
)
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×
[
+∞∑
k=0
(1− e0)(y0 + y)k(−i)k(x0 − x)k(e0 + 1)
(2c)k+1
Skt (x,y)
+ i
+∞∑
k=0
y(1− e0)(y0 + y)k(−i)k(x0 − x)k(e0 + 1)x
(2c)k+2
Sk+1t (x,y)
]
.
In each summation, all t-dependencies are real-valued and could there-
fore be grouped in a separate factor Hkt which reads
Skt (x,y) =
+∞∑
t=0
(−1)tt! Lkt
( |y|2
2c
)
Lkt
( |x|2
2c
)
(k + t)!
and is equal for both summations, apart from interchanging k ↔ k+1.
The latter expression constitutes a special case of the so-called Hille-
Hardy formula [66], which reads
+∞∑
t=0
t!
Γ(k + t+ 1)
Lkt (x)L
k
t (y)z
t
=
(xyz)−
k
2
(1− z) exp
(
−(x+ y)z
1− z
)
Ik
(
2
√
xyz
1− z
)
for |z| < 1 and where the modified Bessel function Ik obeys Ik(x) =
i−kJk(ix). The fact that Hkt is just outside the general domain of
convergence is compensated for by the heuristic character of this rea-
soning. The validity of the final expression for KM will be verified
explicitly afterwards in Theorem 4.2.
Moreover, recalling that x = x0e0 + x and y = y0e0 + y these vari-
ables obey the identities (e0 + 1)x = (x0−x)(e0− 1) and y(1− e0) =
(1 + e0)(y0 + y). Thereby KM is proportional to
(1− e0)
+∞∑
k=0
(y0 + y)
k(−i)k(x0 − x)k
(|x||y|)k Jk
( |x||y|
2c
)
(e0 + 1)
− (1 + e0)
+∞∑
k=0
(y0 + y)
k+1(−i)k+1(x0 − x)k+1
(|x||y|)k+1 Jk+1
( |x||y|
2c
)
(e0 − 1).
Terms corresponding to Bessel functions of the same order can now
be gathered by changing the summation index in the second sum,
yielding
2J0
( |x||y|
2c
)
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+ 2
+∞∑
k=1
(−i)k (y0 + y)
k(x0 − x)k + (y0 − y)k(x0 + x)k
(|x||y|)k Jk
( |x||y|
2c
)
.
(4.5)
At this point, we wish to use the following property of an infinite sum
of products of Bessel and cosine functions [68]:
e−iz cos(φ) = J0(z) + 2
+∞∑
n=1
(−i)nJn(z) cos(nφ). (4.6)
In order to retrieve this structure in our series expression, we intro-
duce polar coordinates for x and y, respectively in the (x0, r)- and
the (y0, g)-plane, using the respective angles χ and φ:
x0 + x√
x20 + r
2
= cos(χ) + ω sin(χ)
y0 + y√
y20 + g
2
= cos(φ) + η sin(φ).
Regarding ω and η as counterparts of the classical complex unit, these
definitions can be split in their real and imaginary parts. Substituting
the latter in (4.5), KM turns out to be proportional to
J0
( |x||y|
2c
)
+
+∞∑
k=1
(−i)k (cos (k(φ+ χ)) + cos (k(φ− χ))) Jk
( |x||y|
2c
)
−
+∞∑
k=1
(−i)k (cos (k(φ− χ))− cos (k(φ+ χ))) Jk
( |x||y|
2c
)
ηω
where the appropriate trigonometric formulas have been used. Re-
calling equation (4.6), the previous expression can still be rewritten
as
KM (x,y) = −iΓ
(
m
2
)
8cpim/2+1
[ (
e−
i
2c
|x||y| cos(φ+χ) + e−
i
2c
|x||y| cos(φ−χ)
)
−
(
e−
i
2c
|x||y| cos(φ−χ) − e− i2c |x||y| cos(φ+χ)
)
ηω
]
.
Finally, eliminating the angular variables and grouping corresponding
terms, we obtain the following expression for KM :
−iΓ (m2 )
8cpim/2+1
[
(1 + ηω)e−
i
2c
(x0y0−rg) + (1− ηω)e− i2c (x0y0+rg)
]
. (4.7)
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A straightforward verification shows that (4.7) is indeed a solution of
the Clifford-valued partial differential equationsD
y
0KM (x,y) = − i2cKM (x,y)x
iyKM (x,y) = −2c [KM (x,y)Dx0 ]
and also obeys KM (x,y) = (KM (y,x))∗. Having obtained this closed
expression for the kernel function, we can conclude this subsection
with the explicit definition of the slice Fourier transform.
Definition 4.1 (Slice Fourier transform). The slice Fourier trans-
form of a function f ∈ V is given by
FS(f)(y) =
−iΓ (m2 )
8cpim/2+1
×∫
Rm+1
[
(1 + ηω)e−
i
2c
(x0y0−rg) + (1− ηω)e− i2c (x0y0+rg)
]
f(x) dx0drdσx
with x = x0e0 + rω and y = y0e0 + gη.
Remark 4.3. Using Euler’s formula, the following equivalent expres-
sion for FS(f) is obtained:
−iΓ (m2 )
4cpim/2+1
∫
Rm+1
e−
i
2c
(x0y0)
[
cos
(rg
2c
)
+ iηω sin
(rg
2c
)]
f(x) dx0drdσx.
4.1.2 Verification of the eigenfunctions
Now the integral expression for the slice Fourier transform has been
obtained explicitly, we can further investigate its properties. In this
first subsection we demonstrate that Definition 4.1 is indeed an in-
tegral transform whose eigenfunctions are the Clifford-Hermite func-
tions.
Theorem 4.2. The functions ψj,k are eigenfunctions of the integral
transform FS with eigenvalues (−i)j+k+1.
Proof. We already proved that the kernel function KM obeys the
system of Clifford-valued partial differential equationsDy0KM (x,y) = −
i
2c
KM (x,y)x
iyKM (x,y) = −[2c KM (x,y)Dx0 ]
(4.8)
(4.9)
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where [ . Dx0 ] denotes the differential operator D
x
0 acting from the
right. Writing ψj,k(x) =
(
x
2 − cDx0
)
ψj−1,k(x) for j > 0 and perform-
ing partial integration on D0 yields
FS(ψj,k)(y) =
∫
Rm+1
KM (x,y)
(x
2
− cDx0
)
ψj−1,k(x) dx0 dr dσx
=
∫
Rm+1
(
KM (x,y)x
2
+ c
[KM (x,y)Dx0 ])ψj−1,k(x) dx0drdσx.
Using (4.8) and (4.9) and performing this procedure j times, we get
FS(ψj,k)(y) = (−i)j
(y
2
− cDy0
)j ∫
Rm+1
KM (x,y)ψ0,k(x) dx0drdσx
so we only have to prove that the functions ψ0,k are eigenfunctions
of FS with corresponding eigenvalues (−i)k+1. Using the equality
(x0 + x) =
(
1− e0√
2
)
x
(
1− e0√
2
)
,
the expression for the Hermite functions ψ0,k can be rewritten as
ψ0,k(x) = (e0 − 1)
[(
1− e0√
2
)
x
(
1− e0√
2
)]k
exp
(
−|x|
2
4c
)
.
Given that both ω and η in KM anticommute with e0, one has
KMe0 = e0KM . Using (4.8), the slice Fourier transform of ψ0,k is
given by∫
Rm+1
KM (x,y)(e0 − 1)
[(
1− e0√
2
)
x
(
1− e0√
2
)]k
× exp
(
−|x|
2
4c
)
dx0drdσx
= (e0 − 1)(2ci)k
[(
1− e0√
2
)
Dy0
(
1− e0√
2
)]k
×
∫
Rm+1
KM (x,y) exp
(
−|x|
2
4c
)
dx0drdσx.
Using the fact that
∫
Sm−1 ω dσx = 0 together with the identities
+∞∫
−∞
e±i
x0y0
2c e−
x20
4c dx0 = 2
√
pic e−
y20
4c
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and
+∞∫
0
cos
(rg
2c
)
e−
r2
4c dr =
√
pic e−
g2
4c ,
the integral reduces to
2
4pic
+∞∫
−∞
+∞∫
0
e−
i
2c
x0y0 cos
(rg
2
)
exp
(
−|x|
2
4c
)
dx0dr = exp
(
−|y|
2
4c
)
and we finally obtain
FS(ψ0,k)(y) = (2ci)k(e0 − 1)
[(
1− e0√
2
)
Dy0
(
1− e0√
2
)]k
exp
(
−|y|
2
4c
)
= −i(2ci)k(e0 − 1)
(
∂y0 + η∂g
)k
exp
(
−|y|
2
4c
)
= −i (2ci)
k
(−2c)k (e0 − 1)(y0 + y)
k exp
(
−|y|
2
4c
)
= (−i)k+1ψ0,k(y).
As was noticed above, the degree j yields another factor (−i)j so
we have proven that the functions ψj,k are eigenfunctions of FS with
eigenvalues (−i)j+k+1.
4.1.3 Verification of the action of the inverse
In the derivation of the integral kernel, we required the eigenvalues
of the functions ψj,k to be (−i)j+k+1. Now the action of the inverse
transform is to undo the action of the slice Fourier transform, so to
transform (−i)j+k+1ψj,k into the original Clifford-Hermite function
ψj,k. Therefore we require the eigenvalues of the inverse transform
with respect to ψj,k to be i
j+k+1. Given the formal series expression
(4.3) of KM , one quickly observes that by this reasoning the kernel
of the inverse transform will be the complex conjugate of the kernel
of the slice Fourier transform. We thus get the following theorem.
Theorem 4.3. With x = x0e0 + rω, y = y0e0 + gη and F ∈ V, the
functions ψj,k are eigenfunctions of the integral transform
F−1S (F )(y) =
iΓ
(
m
2
)
8cpim/2+1
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∫
Rm+1
[
(1 + ηω)e
i
2c
(x0y0−rg) + (1− ηω)e i2c (x0y0+rg)
]
F (x) dx0drdσx
with eigenvalues given by ij+k+1.
Proof. The kernel function of the inverse slice Fourier transform, de-
noted as KM,−1, is the complex conjugate of KM . Therefore we obtain
from equation (4.4) that it obeys the following system of Clifford-
valued partial differential equations:D
y
0KM,−1(x,y) = i2cKM,−1(x,y)x
iyKM,−1(x,y) = [2c KM,−1(x,y)Dx0 ].
The rest of the proof is completely analogous to the proof of Theorem
4.2.
Theorem 4.4. The integral transform F−1S in the above Theorem
4.3 is the inverse slice Fourier transform of a function F ∈ V.
Proof. Using Theorem 4.2 and Theorem 4.3 we get for all Clifford-
Hermite functions ψj,k that
(F−1S ◦ FS)(ψj,k) = (F−1S )((−i)j+k+1ψj,k) = (i)j+k+1(−i)j+k+1ψj,k
which equals ψj,k. An analogous expression can be obtained for (FS ◦
F−1S )(ψj,k). Because F ∈ span{ψj,k} this proves the theorem.
4.1.4 Basic properties of the slice Fourier transform
Within this subsection the constant prefactor of the trigonometric
expression for KM will be denoted as
Cm =
−iΓ (m2 )
4cpim/2+1
.
As announced, the explicit expression for the integral kernel allows for
the study of various properties of the slice Fourier transform by direct
calculation. Here some of these basic properties are summarised.
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Translation property
Denoting a translation in the e0-direction as taf(x0, r, ω) = f(x0 −
a, r, ω), one has
FS(taf)(y) =
∫
Rm+1
K(x,y)f(x0 − a, r, ω) dx0drdσx
= e−
iay0
2c FS(f)(y).
There is no analogous property for translations in the ω-direction
because of its spherical nature.
Reflection property
Denoting a reflection with respect to the origin as sf(x0, r, ω) =
f(−x0, r,−ω), one has
FS(sf)(y)
= Cm
∫
Rm+1
e
ix0y0
2c
[
cos
(rg
2c
)
− ηωi sin
(rg
2c
)]
f(x0, r, ω) dx0drdσx
= FS(f)(−y0, g,−η)
= sFS(f)(y).
Complex conjugation property
Denoting the complex conjugate of f as before as f∗, one has
FS (f∗) (y)
= Cm
∫
Rm+1
e−
ix0y0
2c
[
cos
(rg
2c
)
+ ηωi sin
(rg
2c
)]
f∗(x) dx0drdσx
= −C∗m
∫
Rm+1
(
e−
ix0(−y0)
2c
[
cos
(rg
2c
)
+ (−η)ωi sin
(rg
2c
)]
f(x)
)∗
dx0drdσx
= −F∗S(f)(−y0, g,−η).
Commutation with e0
Given that both ω and η anticommute with e0, one has
FS(e0f)(y) = e0FS(f)(y).
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Twofold transform
Applying two consecutive slice Fourier transforms to a function f ∈
span{ψj,k} yields
FS (FS(f)) (x) = −f(−x)
because FS (FS(ψj,k)) (x) = (−i)2+2j+2kψj,k(x) = (−1)j+k+1ψj,k(x),
which equals −ψj,k(−x) because ψj,k(−x) = (−1)j+kψj,k(x).
4.1.5 Explicit calculation
In this last subsection, we take a closer look at the computational
load of the slice Fourier transform. To this end we consider the com-
putation of the slice Fourier transform of a function f ∈ V explicitly.
Using Remark 3.6 and performing the spherical integration in the
definition of the transform, we obtain
FS(f)(y) = −i
4pic
+∞∫
−∞
+∞∫
0
[ (
e−
i
2c
(x0y0−rg) + e−
i
2c
(x0y0+rg)
)
f1(x0, r)
−
(
e−
i
2c
(x0y0−rg) − e− i2c (x0y0+rg)
)
ηf2(x0, r)
]
dx0dr,
which equals
FS(f)(y) = −i
2pic
+∞∫
−∞
+∞∫
0
e−
i
2c
x0y0 cos
(rg
2c
)
f1(x0, r) dx0dr
− η 1
2pic
+∞∫
−∞
+∞∫
0
e−
i
2c
x0y0 sin
(rg
2c
)
f2(x0, r) dx0dr.
Extending f1 to the function f
+
1 : R2 → Clm+1 : (x0, r) 7→ f1(x0, |r|)
which is even in its second argument and analogously extending f2
to the function
f−2 : R
2 → Clm+1 : (x0, r) 7→
 f2(x0, r) r > 0−f2(x0,−r) r < 0
4. Slice Fourier transform and convolutions 68
which is odd in its second argument, the integrals can be rewritten
as
FS(f)(y) = −i
4pic
+∞∫
−∞
+∞∫
−∞
e−
i
2c
(x0y0+rg)
[
f+1 (x0, r) + ηf
−
2 (x0, r)
]
dx0dr.
Therefore we can conclude that the slice Fourier transform FS(f) of a
real Clifford-valued function f can be calculated solely using the clas-
sical two-dimensional Fourier transform of a single two-dimensional
function F (x0, r) = f
+
1 (x0, r)− if−2 (x0, r):
FS(f)(y) =−i
2c
(
FT (F )+(y0, g) + η FT (F )
−(y0, g)
)
.
Again the superscripts + and − denote, respectively, the even and
odd parts of the functions in their second argument and FT is the
classical two-dimensional Fourier transform of a complex-valued func-
tion F defined as
FT (F )(y0, g) =
1
2pi
+∞∫
−∞
+∞∫
−∞
e−
i
2c
(x0y0+rg)F (x0, r) dx0dr.
4.2 Convolutions
In this section two different approaches to the convolution operator
associated with the slice Fourier transform are treated. Both of them
satisfy the demand that the slice Fourier transform of them equals the
product of the separate Fourier transforms. In a first approach the
classical definition of the convolution is generalised using the Mustard
convolution (see [59]). In a second approach the translation opera-
tor in the integrand of the classical convolution is generalised, based
on [11]. Finally, given that both approaches give rise to the same be-
haviour in the Fourier domain, we pinpoint the connection between
both in the last subsection.
A major drawback in constructing convolutions in a Clifford set-
ting, however, is the lack of commutativity. Any Clifford counterpart
to the classical convolution ? will therefore automatically fail to gen-
eralise one of its primary properties, namely f ? g = g ? f .
Remark 4.4. In this section all generalisations are constructed such
that in the Fourier domain the function f is right multiplied with g.
Analogous constructions can be done for left multiplication.
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4.2.1 Technical prerequisites
Let us first recall the following lemma which computes the integral
of a squared component of a unit vector over the unit sphere.
Lemma 4.1. With ω = ω1e1 + ω2e2 + . . . + ωmem a unit vector in
Clm, one has ∫
Sm−1
ω2i dσω =
2pim/2
mΓ
(
m
2
) .
Proof. Given that∫
Sm−1
ω2dσω = −
∫
Sm−1
1 dσω = −
m∑
i=1
∫
Sm−1
ω2i dσω,
the above expression follows from the symmetry of the problem and
the expression for the area of an m-dimensional sphere, 2pi
m/2
Γ(m2 )
.
Another useful lemma addresses the sum of a k-vector squeezed be-
tween all basis elements of Clm.
Lemma 4.2. With a(k) a k-vector in Clm (so k ≤ m), one has
m∑
i=1
eia
(k)ei = (−1)k(2k −m)a(k).
Proof. Given that a(k) is a k-vector, possible values for k range from
0 to m. We prove this lemma using induction.
• k = 0 When a(k) is a scalar the expression reads
m∑
i=1
eia
(0)ei = −ma(0),
which is identically true.
• k = k′ + 1 (≤m) Assuming the validity for k = k′ (k′ < m),
one has
∑m
i=1 eia
(k′)ei = (−1)k′(2k′ −m)a(k′). Without loss of
generality we assume a(k
′) to consist of one single term. Now
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a (k′ + 1)-vector can be constructed as a(k′+1) = a(k′)e` where
the basis vector e` is not contained in a
(k′). We get
m∑
i=1
eia
(k′+1)ei =
m∑
i=1
eia
(k′)e`ei
=
m∑
i=1
eia
(k′)(−2δi` − eie`)
= −2e`a(k′) −
(
m∑
i=1
eia
(k′)ei
)
e`
= −2(−1)k′a(k′)e` − (−1)k′(2k′ −m)a(k′)e`
= (−1)k′+1[2 + (2k′ −m)]a(k′)e`
= (−1)k′+1(2(k′ + 1)−m)a(k′+1),
which proves the expression for k = k′ + 1.
By induction, this proves the lemma.
Now we can state the main technical theorem. The integral treated
by this theorem will be met several times in the following subsections.
Theorem 4.5. With a ∈ Clm, one has∫
Sm−1
ω a ω dω =
2pim/2
mΓ
(
m
2
) m∑
k=0
(−1)k(2k −m)a(k).
Proof. Writing
ω =
m∑
i=1
ωiei,
the integral can be rewritten as∫
Sm−1
ω a ω dω =
m∑
i,j=1
 ∫
Sm−1
ωiωjdσω
 eiaej
=
m∑
i=1
 ∫
Sm−1
ω2i dσω
 eiaei
where the last equality holds because the integral over the sphere
vanishes when i 6= j. Using Lemmas 4.1 and 4.2, the theorem follows.
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4.2.2 Mustard convolution
As pointed out in the introduction, a Mustard convolution is defined
such that its Fourier transform equals the product of the Fourier
transforms of both functions separately. The Mustard convolution
corresponding to the slice Fourier transform is therefore defined as
f ?S g = F−1S (FS(f)FS(g)) , (4.10)
where f and g are Clm+1-valued functions belonging to V. Using
y = y0e0 + gη, z = z0e0 + nζ and u = u0e0 + hν as integration
variables, the right-hand side reads in full
F−1S (FS(f) FS(g)) (x) = −i
(
Γ
(
m
2
)
8cpim/2+1
)3 ∫
Rm+1
∫
Rm+1
∫
Rm+1[
(1 + ωη)e+
i
2c
(x0y0−rg) + (1− ωη)e+ i2c (x0y0+rg)
]
×[
(1 + ηζ)e−
i
2c
(y0z0−gn) + (1− ηζ)e− i2c (y0z0+gn)
]
f(z) ×[
(1 + ην)e−
i
2c
(y0u0−gh) + (1− ην)e− i2c (y0u0+gh)
]
g(u) ×
dy0dgdσy dz0dndσz du0dhdσu.
Performing the integration over y0 formally, a factor 4pic δ(x0−z0−u0)
shows up in the integrand. Rearranging terms, keeping in mind the
integration over η and using distributivity, the remaining part of the
integrand reads
(1− ωζ)f(z)
(
e−
i
2c
(r−n−h)g + e−
i
2c
(r−n+h)g + e
i
2c
(r−n+h)g + e
i
2c
(r−n−h)g
)
+ (1 + ωζ)f(z)
(
e−
i
2c
(r+n−h)g + e−
i
2c
(r+n+h)g + e
i
2c
(r+n+h)g + e
i
2c
(r+n−h)g
)
+(ωη + ηζ)f(z)ην
(
e−
i
2c
(r−n−h)g − e− i2c (r−n+h)g − e i2c (r−n+h)g + e i2c (r−n−h)g
)
+(ωη − ηζ)f(z)ην
(
e−
i
2c
(r+n−h)g − e− i2c (r+n+h)g − e i2c (r+n+h)g + e i2c (r+n−h)g
)
times g(u). Using the formal equality
+∞∫
0
e−
i
2c
(r−n−h)gdg =
1
2
+∞∫
0
e−
i
2c
(r−n−h)gdg +
1
2
0∫
−∞
e
i
2c
(r−n−h)gdg
to dissolve all terms in the previous expression and recombining terms
with respect to the integrands, formal delta distributions are obtained
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in r, n and h too. Writing f, g ∈ V = spanCl{ψj,k} as f(z) =
f1(z0, n) + ζf2(z0, n) and g(u) = g1(u0, h) + νg2(u0, h), we get the
following expression for F−1S (FS(f)FS(g)):
−i
(
Γ
(
m
2
)
8cpim/2+1
) ∫
Sm−1
+∞∫
−∞
+∞∫
0
+∞∫
−∞
+∞∫
0
δ(x0 − z0 − u0) ×
[
( f1(z0, n) + ω f2(z0, n)) g1(u0, h)
(
δ(r − n− h) + δ(r − n+ h))
−ω(ηf1(z0, n) + ωηf2(z0, n))ηg2(u0, h)
(
δ(r − n− h)− δ(r − n+ h))
+ ( f1(z0, n)− ω f2(z0, n)) g1(u0, h)
(
δ(r + n− h) + δ(r + n+ h))
−ω(ηf1(z0, n)− ωηf2(z0, n))ηg2(u0, h)
(
δ(r + n− h)− δ(r + n+ h))]
× dσy dz0dn du0dh,
where we have integrated over ζ and ν. Given that r, n and h can only
take positive values, terms containing δ(r+ n+ h) do not contribute
to the final result. Using Theorem 4.5, the integration over η yields
F−1S (FS(f)FS(g)) (x) =
−i
4pic
+∞∫
−∞
+∞∫
0
+∞∫
−∞
+∞∫
0
δ(x0 − z0 − u0) ×
{ [
f(z0, n, ω)g1(u0, h)− ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(z0, n, ω)g2(u0, h)
]
× δ(r − n− h)
+
[
f(z0, n, ω)g1(u0, h) + ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(z0, n, ω)g2(u0, h)
]
× δ(r − n+ h)
+
[
f(z0, n,−ω)g1(u0, h)− ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(z0, n,−ω)g2(u0, h)
]
× δ(r + n− h)
}
dz0dn du0dh,
where the k-vector parts of f1 and f2 have been denoted as f
(k)
1 and
f
(k)
2 , respectively. Performing the integrations over u0 and h, the
expression for the Mustard convolution reads
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F−1S (FS(f)FS(g)) (x) =
−i
4pic
+∞∫
−∞{ r∫
0
f1(z0, n)g1(x0 − z0, r − n) + m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
2 (z0, n)g2(x0 − z0, r − n)
 dn
+
+∞∫
r
f1(z0, n)g1(x0 − z0, n− r)− m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
2 (z0, n)g2(x0 − z0, n− r)
 dn
+
+∞∫
0
f1(z0, n)g1(x0 − z0, r + n)− m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
2 (z0, n)g2(x0 − z0, r + n)
 dn
+ ω
r∫
0
f2(z0, n)g1(x0 − z0, r − n)− m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
1 (z0, n)g2(x0 − z0, r − n)
 dn
+ ω
+∞∫
r
f2(z0, n)g1(x0 − z0, n− r) + m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
1 (z0, n)g2(x0 − z0, n− r)
 dn
− ω
+∞∫
0
f2(z0, n)g1(x0 − z0, r + n) + m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
1 (z0, n)g2(x0 − z0, r + n)
 dn}
dz0. (4.11)
Given the complexity of the resulting expression, we have imple-
mented and thoroughly verified this result using the computersoft-
ware Maple and its built-in Laguerre functions, which confirmed our
calculations. Nonetheless, a careful study of the different terms sug-
gests some hidden symmetry underneath. Indeed, defining even and
odd extensions in the second argument as
feven1 (z0, n) =
f1(z0, n) n > 0f1(z0,−n) n < 0
and
fodd1 (z0, n) =
f1(z0, n) n > 0−f1(z0,−n) n < 0
we finally obtain
F−1S (FS(f)FS(g)) (x)
=
−i
4pic
+∞∫
−∞
{ +∞∫
−∞
[
feven1 (z0, n)g
even
1 (x0 − z0, r − n)
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+
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
odd,(k)
2 (z0, n)g
odd
2 (x0 − z0, r − n)
]
dn
+ ω
+∞∫
−∞
[
fodd2 (z0, n)g
even
1 (x0 − z0, r − n)
−
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
even,(k)
1 (z0, n)g
odd
2 (x0 − z0, r − n)
]
dn
}
dz0.
We can thus end this subsection with the following definition and
theorem.
Definition 4.2 (Mustard convolution). The Mustard convolution ?S
corresponding to the slice Fourier transform is defined as
(f ?S g)(x) =
−i
4pic
{
feven1 ? g
even
1 (x0, r) +
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
odd,(k)
2 ? g
odd
2 (x0, r)
+ ω
(
fodd2 ? g
even
1 (x0, r)−
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
even,(k)
1 ? g
odd
2 (x0, r)
)}
where f, g ∈ V were written as f(x) = f1(x0, r) + ωf2(x0, r) and
g(x) = g1(x0, r) + ωg2(x0, r) and the superscripts even and odd de-
note the respective extensions in the second argument. The symbol ?
denotes the classical two-dimensional convolution given by
(f ? g)(x1, x2) =
∫
R
∫
R
f(x1 − y1, x2 − y2)g(y1, y2) dy1dy2.
Theorem 4.6. Under the action of the slice Fourier transform, the
Mustard convolution ?S obeys the classical convolution property
FS(f ?S g) = FS(f)FS(g).
Proof. Given that the above definition for the Mustard convolution
?S is a mere elaboration of expression (4.10), taking the slice Fourier
transform of the latter proves the theorem.
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4.2.3 The generalised translation
Another way to generalise the convolution property is by adapting the
translation operator ty in the definition of the classical convolution
(see Definition 2.11). Using Ty to denote this generalised translation
operator, the Fubini theorem requires
FS
 ∫
Rm+1
Ty(f)(x)g(y)dy
 (z) = ∫
Rm+1
FS(Ty(f))(z) g(y) dy
to be equal to
(FS(f)FS(g)) (z) =
∫
Rm+1
FS(f)(z) KM (y, z) g(y) dy,
which is achieved when the integrands are equal. The generalised
translation operator Ty is thus defined as
Tyf(x) = F−1S
(FS(f)(z)KM (y, z)) , (4.12)
so its slice Fourier transform generates an extra factor KM (y, z) to
the right of the slice Fourier transform of the function it is acting
upon.
Remark 4.5. Note the crucial difference between the above defined
generalised translation Ty and the translation operator studied in
[36]. As the slice Fourier transform of Ty(f) adds the factor KM to
the right of FS(f), the kernel expression KM can subsequently be
right-multiplied with a neighbouring factor.
Denoting the kernel function of the inverse slice Fourier transform as
KM,−1, the following expression is shown to equal the inverse Fourier
transform of the product of the slice Fourier transforms of f and g:∫
Rm+1
Ty(f)(x)g(y)dy
=
∫
Rm+1
 ∫
Rm+1
KM,−1(z,x)FS(f)(z)KM (y, z)g(y) dz0dndσz
 dy0dgdσy
=
∫
Rm+1
KM,−1(z,x)FS(f)(z)
 ∫
Rm+1
KM (y, z) g(y) dy0dgdσy
 dz0dndσz
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=
∫
Rm+1
KM,−1(z,x) (FS(f)(z)FS(g)(z)) dz0dndσz
= F−1S (FS(f)FS(g)) (x).
As the above defined generalised translation operator Ty shows the
desired behaviour, we will now calculate its explicit expression. Sub-
stituting all known kernel functions and writing x = x0 + rω,y =
y0 + gη, z = z0 + hζ and u = u0 + nν yields
Ty(f)(x) = −i
(
Γ
(
m
2
)
8cpim/2+1
)3 ∫
Rm+1
∫
Rm+1[
(1 + ωζ)e+
i
2c
(x0z0−rn) + (1− ωζ)e+ i2c (x0z0+rn)
]
×[
(1 + ζν)e−
i
2c
(z0u0−nh) + (1− ζν)e− i2c (z0u0+nh)
]
f(u) ×[
(1 + ζη)e−
i
2c
(y0z0−gn) + (1− ζη)e− i2c (y0z0+gn)
]
dz0dndσz du0dhdσu.
As usual, integrating over z0 formally gives a delta distribution. Re-
arranging the remaining terms we get
Ty(f)(x) = −i
(
Γ
(
m
2
)
8cpim/2+1
)3 +∞∫
0
∫
Sm−1
∫
Rm+1
4pic δ(x0 − y0 − u0) ×
{[
(1 + ωζ + ζν − ων)e− i2c (r−h−g)n + (1 + ωζ − ζν + ων)e− i2c (r+h−g)n
+(1− ωζ + ζν + ων)e+ i2c (r+h+g)n + (1− ωζ − ζν − ων)e+ i2c (r−h+g)n
]
× f(u)(1 + ζη)
+
[
(1 + ωζ + ζν − ων)e− i2c (r−h+g)n + (1 + ωζ − ζν + ων)e− i2c (r+h+g)n
+(1− ωζ + ζν + ων)e+ i2c (r+h−g)n + (1− ωζ − ζν − ων)e+ i2c (r−h−g)n
]
× f(u)(1− ζη)
}
dndσz du0dhdσu.
Because of symmetry reasons, all terms containing ζ will disappear
after integration over Sm−1. As before, only functions in the span
of {ψj,k} are considered so f can be written as f(u) = f1(u0, h) +
νf2(u0, h). Performing the same manipulations as before (see Section
4.2.2) on the integrals over [0,+∞[ and integrating over n, ζ and ν
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yields
Ty(f)(x) =
−iΓ (m2 )
8cpim/2+1
+∞∫
−∞
+∞∫
0
δ(x0 − y0 − u0)×
{[
f(u0, h, ω) + ω
m∑
k=0
(−1)k
(
2k
m
− 1
)(
f
(k)
1 + ωf
(k)
2
)
(u0, h)η
]
× δ(r − h− g)
+
[
f(u0, h, ω)− ω
m∑
k=0
(−1)k
(
2k
m
− 1
)(
f
(k)
1 + ωf
(k)
2
)
(u0, h)η
]
× δ(r − h+ g)
+
[
f(u0, h,−ω) + ω
m∑
k=0
(−1)k
(
2k
m
− 1
)(
f
(k)
1 − ωf (k)2
)
(u0, h)η
]
× δ(r + h− g)
}
du0dh.
Performing the last two integrations, we finally obtain the explicit
action of the generalised translation Ty on a function f :
Ty(f)(x) =
−iΓ (m2 )
8cpim/2+1
×{
f(x0 − y0, r − g, ω) + ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, r − g, ω)η
+ f(x0 − y0, r + g, ω)− ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, r + g, ω)η
+ f(x0 − y0, g − r,−ω) + ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, g − r,−ω)η
}
where terms in f and f (k)(x) = f
(k)
1 (x0, r) + ωf
(k)
2 (x0, r) are only
included when their second arguments are positive. Making the ω-
dependence explicit yields
Ty(f)(x) =
−iΓ (m2 )
8cpim/2+1
×{[
f1(x0 − y0, r − g)−
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
2 (x0 − y0, r − g)η
]
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+
[
f1(x0 − y0, r + g) +
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
2 (x0 − y0, r + g)η
]
+
[
f1(x0 − y0, g − r) +
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
2 (x0 − y0, g − r)η
]
+ω
[
f2(x0 − y0, r − g) +
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
1 (x0 − y0, r − g)η
]
+ω
[
f2(x0 − y0, r + g)−
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
1 (x0 − y0, r + g)η
]
+ω
[
−f2(x0 − y0, g − r) +
m∑
k=0
(−1)k
(
2k
m
− 1
)
f
(k)
1 (x0 − y0, g − r)η
]}
.
where again terms in f1 and f2 are only included when their second
argument is positive (so depending on r ∈ [0,+∞[ being smaller or
bigger than g ∈ [0,+∞[).
4.2.4 Connection between both approaches
Proposition 4.1. The Mustard convolution ?S and the generalised
translation Ty satisfy
(f ?S g)(x) =
∫
Rm+1
Ty(f)(x)g(y) dy. (4.13)
Proof. Taking the slice Fourier transform of both sides of (4.13) gives
the same expression: F(f)F(g). In Section 4.1.5 it was shown how
the slice Fourier transform (and therefore its inverse as well) can
be calculated using the classical two-dimensional Fourier transform.
Given that the latter is a bijective transform, the above equality
follows immediately.
We can also verify this proposition explicitly:
∫
Rm+1
Ty(f)(x)g(y)dy =
−iΓ (m2 )
8cpim/2+1
+∞∫
−∞
+∞∫
0
∫
Sm−1{
f(x0 − y0, r − g, ω) + ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, r − g, ω)η
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+ f(x0 − y0, r + g, ω)− ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, r + g, ω)η
+ f(x0 − y0, g − r,−ω) + ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, g − r,−ω)η
}
× g(y) dy0dgdσy
where the different terms are only taken into account when the second
argument of f or f (k) is positive. Writing g(y) = g1(y0, g)+ηg2(y0, g)
and performing the integration over η, we obtain
∫
Rm+1
Ty(f)(x)g(y)dy =
−i
4pic
+∞∫
−∞
+∞∫
0{
f(x0−y0, r − g, ω)g1(y0, g)
− ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, r − g, ω)g2(y0, g)
+f(x0−y0, r + g, ω)g1(y0, g)
+ ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, r + g, ω)g2(y0, g)
+f(x0−y0, g − r,−ω)g1(y0, g)
− ω
m∑
k=0
(−1)k
(
2k
m
− 1
)
f (k)(x0 − y0, g − r,−ω)g2(y0, g)
}
dy0dg.
Performing the substitutions z0 = x0− y0 and n = ±r± g, where the
signs depend on the integrand, we indeed retrieve the expression for
F−1S (FS(f)FS(g)) from (4.11).
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5
Slice Segal-Bargmann transform
In this chapter the Segal-Bargmann transform is introduced to slice
Clifford analysis. A slice Fock space is defined and endowed with an
inner product. Next an orthonormal basis of this space is used in the
construction of a slice Segal-Bargmann transform. The properties of
this transform are studied and it is shown that a proper definition of
the slice Segal-Bargmann transform maps the orthonormal basis of
normalised Clifford-Hermite functions onto the normalised polynomi-
als in the slice Fock space. Finally the inverse slice Segal-Bargmann
transform is defined and the action of the slice Fourier transform on
the slice Fock space is shown to meet our expectations.
5.1 Towards a slice Fock space
The classical one-dimensional Segal-Bargmann transform B maps
square integrable functions f ∈ L2(R) into the classical Fock space
F (see [4, 5, 71]). The transform is defined as
B(f)(z) =
∫
R
exp
(
−z
2 − 2√2zx+ x2
2
)
f(x)dx
and is such that the raising operator for the Hermite functions is
transformed into the raising operator for the monomial basis of the
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Fock space:
B
((
x
2
− d
dx
)
f
)
(z) = zB(f)(z).
Requiring the slice Segal-Bargmann transform to exhibit analogous
behaviour with respect to the Clifford-Hermite functions and a slice
analogue of the Fock space, we should first obtain an appropriate
basis for the latter. To do so, we will write the Clifford-Hermite
functions in terms of raising operators and assume the slice Segal-
Bargmann transform to treat these operators as in the classical case.
The purpose of this section is thus to express the Clifford-Hermite
functions ψj,k in terms of raising operators only. According to Propo-
sition 3.6 the operator D˜c =
x
2 − cDx0 is a raising operator for the
first index j of the Clifford-Hermite functions ψj,k: its action raises
the first index by one. Therefore, only two issues remain to be solved
in order to build an appropriate basis for the slice Fock space:
• first, we lack a raising operator for k, the second index of ψj,k,
• second, the operator D˜c depends on both x0 and r whereas
the behaviour of the classical transform as described above is
one-dimensional.
The first problem asks for which operator D˜kc the equality ψ0,k =
D˜kcψ0,k−1 with k = 1, 2 . . . is fulfilled and will be addressed in the
section at hand. To solve the second problem, we will introduce an
alternative basis {φn1,n2} for the L2-space which will allow us to con-
struct a basis for the slice Fock space in Section 5.3.
Lemma 5.1. One has
ψ0,k+1 = −e0D˜cψ0,k.
Proof. Given that
ψ0,k = (e0 − 1)(x0 + rω)k exp
(
−|x|
2
4c
)
the raising operator D˜kc for the index k of ψ0,k has to be such that
ψ0,k+1 = D˜kcψ0,k = −
1
2
(e0 − 1)(x0 + rω)(e0 + 1)ψ0,k = −e0xψ0,k.
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With respect to the raising operator for j we have
D˜c [mk(x) exp
(
−|x|
2
4c
)]
=
(
x
2
ψ0,k(x)− cDx0 [mk(x)] exp
( |x|2
4c
)
+
x
2
ψ0,k(x)
)
= xψ0,k(x)
because the polynomials mk span the kernel of D0. This proves the
lemma.
Remark 5.1. Some caution has to be taken when using the expres-
sion ‘raising operator with respect to k’ because this operator only
raises the second index when it is applied to ψ0,k. When the first
index is not zero, Proposition 3.6 yields −e0D˜cψj,k = −e0ψj+1,k.
Corollary 5.1. One has
ψj,k(x) =
(x
2
− cDx0
)j [−e0 (x
2
− cDx0
)]k
(e0 − 1) exp
(
−|x|
2
4c
)
.
Proof. The successive application of Proposition 3.6 and the above
Lemma 5.1 prove this corollary.
Theorem 5.1. The basis elements ψj,k of the L2-space can be written
as specific, Clifford-valued combinations of the real-valued functions
φn1,n2(x0, r) =
[(x0
2
− c∂x0
)n1 (r
2
− c∂r
)n2]
exp
(
−|x|
2
4c
)
.
Proof. Based on Corollary 5.1 and the fact that
x
2
− cDx0 = e0
(x0
2
− c∂x0
)
+ ω
(r
2
− c∂r
)
the binomial theorem yields the following expression for ψj,k:∑
n1,n2
n1+n2=j+k
an1,n2(ω)
[(x0
2
− c∂x0
)n1 (r
2
− c∂r
)n2]
exp
(
−|x|
2
4c
)
.
where the coefficients an1,n2 are specific, Clifford-valued combinations
of 1, e0, ω and e0ω. This proves the theorem.
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We end this introductory paragraph with some definitions, which
are mainly introduced to simplify notations:
Definition 5.1. In this complexified setting the following notations
will be used:
z = z1e0 + z2ζ = (x1e0 + x2ζ) + i(y1e0 + y2ζ)
and
Dz0 = e0∂z1 + ζ∂z2 ,
where ζ ∈ Sm−1 and ∂z` , ` ∈ {1, 2} denotes the classical Cauchy-
Riemann operator with respect to z`, so
∂z` =
1
2
(∂x` − i∂y`) .
Finally, |z|2 is a shorthand notation for |z1|2+|z2|2 = x21+x22+y21 +y22
so |z|2 ∈ R. Mind that |z|2 6= zz = |z1|2 + |z2|2 +(z2z1−z1z2)e0ζ 6∈ R.
5.2 Slice Segal-Bargmann transform
5.2.1 Monomials spanning the slice Fock space
As was demonstrated in Theorem 5.1 of the previous section, the
Clifford-Hermite functions can be expressed in terms of classical two-
dimensional Hermite functions in the variables x0 and r. Though the
former contain an extra parameter c, this doesn’t make any difference
in the conceptual step we are about to take.
As for the classical Hermite functions, the operators x02 −c∂x0 and
r
2 − c∂r in Theorem 5.1 act as raising operators for the indices n1 and
n2 of φn1,n2 , respectively. A logical requirement for the slice Segal-
Bargmann transform SB would thus be to transform these operators
to respective complex variables z1 and z2, being seen as multiplica-
tion operators on the slice Fock space to be constructed.
Based on the expression in Corollary 5.1 and the above reasoning,
we propose the following expression for the elements ϕj,k spanning
the slice Fock space:
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Definition 5.2. The monomials ϕj,k spanning the slice Fock space
FS are defined as
ϕj,k(z) = z
j(−e0z)k(e0 − 1)
=
(
z1e0 + z2ζ
)j [−e0 (z1e0 + z2ζ)]k (e0 − 1) (5.1)
with z` = x` + iy`, where ` ∈ {1, 2}, x` and y` are real and i denotes
the classical complex unit commuting with all basis elements ej , j ∈
{0, . . . ,m}.
In the classical case the exponential factor in the Hermite func-
tions is mapped onto a constant function so this behaviour has been
assumed here as well. One immediately has the following corollary:
Corollary 5.2. One has
ϕj+1,k(z) = zϕj,k(z)
ϕ0,k+1(z) = −e0zϕ0,k(z).
Proof. This follows straight from the definition of ϕj,k.
Lemma 5.2. The differential operator Dz0 = e0∂z1 + ζ∂z2 acts as a
lowering operator with respect to the first index of the monomials ϕj,k
and one has
Dz0ϕj,k(z) = C(j, k)ϕj−1,k,
where
C(j, k) =
−2t j = 2t−2(t+ k + 1) j = 2t+ 1
is the same coefficient C(j, k) as in Theorem 3.3.
Proof. Using the definition of the monomials ϕj,k for j = 2t, one
obtains
Dz0ϕ2t,k(z)=
(
e0∂z1 + ζ∂z2
) [(−z21 − z22)t [−e0 (z1e0 + z2ζ)]k(e0 − 1)]
=e0(−2tz1)
[(−z21 − z22)t−1 [(z1 − z2e0ζ)]k (e0 − 1)]
+ ke0
[(−z21 − z22)t [(z1 − z2e0ζ)]k−1 (e0 − 1)]
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+ ζ(−2tz2)
[(−z21 − z22)t−1 [(z1 − z2e0ζ)]k (e0 − 1)]
− kζe0ζ
[(−z21 − z22)t [(z1 − z2e0ζ)]k−1 (e0 − 1)]
=− 2t(z1e0 + z2ζ)
[(−z21 − z22)t−1 [(z1 − z2e0ζ)]k(e0 − 1)]
=− 2tϕ2t−1,k(z),
which proves the lemma for even j. An analogous calculation proves
the statement for j = 2t+ 1.
5.2.2 Explicit expression
Given that we are searching for an integral transform which maps
the above Clifford-Hermite functions ψj,k onto the polynomials ϕj,k,
we can retrieve a system of partial differential equations the kernel
function KSB has to obey. Writing
SB(ψj,k)(z) =
∫
Rm+1
KSB(x, z)ψj,k(x) dx0drdσx,
where z denotes z1e0 + z2ζ, the kernel function must be such that
the raising and lowering operators for the Clifford-Hermite functions
are mapped on the raising and lowering operators for the monomial
basis of the Fock space.
Keeping in mind the properties of the inner product on L2 (see Propo-
sition 3.1), one obtains the following partial differential system:
[KSB(x, z) (x2 + cDx0 )] = zKSB(x, z)[KSB(x, z) (x2 − cDx0 )] = cDz0KSB(x, z) (5.2)
or, equivalently,K
SB(x, z)x = (z + cDz0)KSB(x, z)
2c
[KSB(x, z)Dx0 ] = (z− cDz0)KSB(x, z) .
Mind that the square brackets denote the differential operator is act-
ing from the right. Based on the latter partial differential system and
the particular structure of the kernel function KM of the slice Fourier
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transform FS as defined in Definition 4.1, the following expression for
KSB is proposed:
KSB(x, z) = A Γ
(
m
2
)
2pim/2
exp
(
−|x|
2 − 4x0z1 + 2(z21 + z22)
4c
)
×
[
(1− ζω) exp
(rz2
c
)
+ (1 + ζω) exp
(
−rz2
c
)]
,
where the appropriate value for the constant A can be obtained by
having a closer look at the transform of ψ0,0. One gets
SB(ψ0,0)(z) =
∫
Rm+1
KSB(x, z)(e0 − 1) exp
(
−|x|
2
4c
)
dx0drdσx
= A 2c pi (e0 − 1). (5.3)
Because the Fock space under consideration takes values in Cm+1,
we can require SB(ψ0,0) to equal the Clifford-valued constant e0− 1,
which is achieved by putting A = 1/2cpi.
Definition 5.3 (Slice Segal-Bargmann transform). The slice Segal-
Bargmann transform of a function f ∈ V is given by
SB(f)(z) =
Γ
(
m
2
)
4cpim/2+1
exp
(
−z
2
1 + z
2
2
2c
) ∫
Rm+1
exp
(
−|x|
2 − 4x0z1
4c
)
×
[
(1− ζω) exp
(rz2
c
)
+ (1 + ζω) exp
(
−rz2
c
)]
f(z)dx0drdσx
with x = x0e0 + rω, z = z1e0 + z2ζ and z1, z2 ∈ C.
Theorem 5.2. The slice Segal-Bargmann transform is a linear inte-
gral transform which obeys
SB (xψj,k) = (cD
z
0 + z)ϕj,k(z)
SB(2cDx0ψj,k) = (cD
z
0 − z)ϕj,k(z).
Proof. The linearity of the slice Segal-Bargmann transform follows
directly from the definition. In order to prove these relations, we
will write the above kernel function as a product of two commuting
functions KSB1 and KSB2 defined as
KSB1 = exp
(−x20 + 4x0z1 − 2z21
4c
)
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KSB2 = exp
(
−r
2 + 2z22
4c
)[
(1− ζω) exp
(rz2
c
)
+ (1 + ζω) exp
(
−rz2
c
)]
.
In this proof the prefactor
Γ(m2 )
2pim/2
and the spherical integral are omitted
since they are not affected by the statement of the lemma. With
respect to the first expression, we observe that
KSB1 (x0, z1)x0 = (c∂z1 + z1) exp
(−x20 + 4x0z1 − 2z21
4c
)
and analogously KSB2 (x, z2)rω equals
(c∂z2 + z2) exp
(
−r
2 + 2z22
4c
)[
(ω + ζ) exp
(rz2
c
)
− (ω − ζ) exp
(
−rz2
c
)]
=
ζ (c∂z2 + z2) exp
(
−r
2 + 2z22
4c
)[
(1− ζω) exp
(rz2
c
)
+ (1 + ζω) exp
(
−rz2
c
)]
.
Combining these results with the fact that KSB2 e0 = e0KSB2 yields∫
Rm+1
KSB1 KSB2 (x0e0 + rω)ψj,k(x)dx0drdσx
= [z + cDz0]
∫
Rm+1
KSB1 (x0, z1)KSB2 (x, z2)ψj,k(x)dx0drdσx,
which proves the first part of the lemma.
In an analogous reasoning we now investigate the action of the
partial derivatives on KSB1 and KSB2 . The former yields
∂x0KSB1 =
(z1
c
− x0
2c
)
exp
(−x20 + 4x0z1 − 2z21
4c
)
=
(
z1
c
− 1
2c
(c∂z1 + z1)
)
exp
(−x20 + 4x0z1 − 2z21
4c
)
=
(
z1
2c
− 1
2
∂z1
)
KSB1
and ∂rKSB2 ω equals
exp
(
−r
2 + 2z22
4c
)
×[
(ω + ζ)
(z2
c
− r
2c
)
exp
(rz2
c
)
+ (ω − ζ)
(
−z2
c
− r
2c
)
exp
(
−rz2
c
)]
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= ζ exp
(
−r
2 + 2z22
4c
)
×[
(1− ζω)
(
z2
c
− 1
2
∂z2
)
exp
(rz2
c
)
+(1 + ζω)
(z2
c
− r
2
∂z2
)
exp
(
−rz2
c
)]
= ζ
(
z2
c
− 1
2
(
∂z2 +
z2
c
))
exp
(
−r
2 + 2z22
4c
)
×[
(1− ζω) exp
(rz2
c
)
+ (1 + ζω) exp
(
−rz2
c
)]
= ζ
(
z2
2c
− 1
2
∂z2
)
KSB2 .
When performing partial integration on the full integral expression
of SB(Dx0ψj,k), two m-dimensional integrals show up of which the
limiting values have to be calculated for x0 → ±∞ and for r going to
0 and +∞. However all four of the corresponding terms will disappear
because, on the one hand,
lim
x0→∞
exp(−|x|2/4c) = lim
r→∞ exp(−|x|
2/4c) = 0
and, on the other hand,∫
Sm−1
ωψj,k(x0, 0, ω) dσx = 0 ∀j, k ∈ N
because the functions
ψj,k(x0, 0, ω) = hj,k(x)mk(x) exp
(
−|x|
2
4c
)∣∣∣∣
r=0
do not depend on ω (see Chapter 3). All remaining terms correspond
to the above results and we finally get∫
R×R+×Sm−1
KSB(x, z)(∂x0e0 + ∂rω)ψj,k(x)dx0drdσx
=
[
1
2
Dz0 −
z
2c
] ∫
R×R+×Sm−1
KSB(x, z)ψj,k(x)dx0drdσx,
which proves the second part of the lemma.
Corollary 5.3. One has
SB(ψj,k)(z) = z
j (−e0z)k (e0 − 1) = ϕj,k(z).
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Proof. As was shown in the previous section, the Clifford-Hermite
functions can be written as
ψj,k(x) =
(x
2
− cD0
)j [−e0 (x
2
− cD0
)]k
(e0 − 1) exp
(−|x|2
4c
)
.
By Theorem 5.2 and becauseKSB(x, z)e0 = e0KSB(x, z) it is straight-
forward to verify that
SB(ψj,k)(z) = z
j (−e0z)k SB(ψ0,0)(z).
Putting A = 1/2cpi in (5.3) it follows that SB(ψ0,0)(z) = (e0 − 1),
which proves the corollary.
5.2.3 Properties of the slice Fock space
The differential properties of the slice Segal-Bargmann transform al-
low to transform several properties of the Clifford-Hermite functions
to the slice Fock space. In particular, the analogue of the scalar dif-
ferential equation will turn out to be a very intuitive equality for the
monomials ϕj,k.
First, however, we give an alternative proof for Corollary 5.2 and
Lemma 5.2 concerning the raising and lowering operators on the Fock
space.
Theorem 5.3. The polynomials ϕj,k obey the following relations:
ϕj,k(z) = z ϕj−1,k(z)
Dz0 ϕj,k(z) = C(j, k)ϕj−1,k(z)
where C(j, k) is as in Theorem 3.3 and j ∈ {1, 2, 3 . . .}.
Proof. According to Proposition 3.6, the Clifford-Hermite functions
ψj,k satisfy the recursion relation
ψj,k(x) =
(x
2
− cD0
)
ψj−1,k(x), j = 1, 2, 3 . . .
The linearity of the slice Segal-Bargmann transform and Theorem 5.2
yield the corresponding expression for the ϕj,k’s:
ϕj,k(z) = z ϕj−1,k(z), j = 1, 2, 3 . . .
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Moreover, Proposition 3.6 shows that the orthonormal Clifford-Hermite
functions ψj,k also satisfy(x
2
+ cD0
)
ψj,k(x) = c C(j, k) ψj−1,k(x), j = 1, 2, 3 . . . .
so in the same way the corresponding expression for the ϕj,k’s reads
Dz0 ϕj,k(z) = C(j, k) ϕj−1,k, j = 1, 2, 3 . . . .
This proves the theorem.
Straightforward calculations on the explicit expressions for the
ϕj,k’s confirm these results.
Corollary 5.4. By consequence the scalar differential equation for
the ψj,k’s, (
4c2D20 + |x|2
)
ψj,k(x) = 4c(j + k + 1) ψj,k(x),
is transformed into
(zDz0 +D
z
0z)ϕj,k(z) = −2(j + k + 1) ϕj,k(z).
Proof. Theorem 5.2 allows to write the action of the slice Segal-
Bargmann transform on 4c2D20 + |x|2 as[
(cDz0 − z)2 − (cDz0 + z)2
]
= −2c(Dz0z + zDz0),
which proves the corollary.
Remark 5.2. Note that the scalar differential equation for the Clifford-
Hermite functions reduces to a more intuitive form on the slice Fock
space. Indeed, given that
zDz0 +D
z
0z = −2(z1∂z1 + z2∂z2 + 1),
the above expression can be rewritten as
E ϕj,k = (j + k)ϕj,k,
where E denotes the Euler operator E = z1∂z1 +z2∂z2 which measures
the degree of a homogeneous polynomial in z1 and z2.
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Corollary 5.5. The polynomials ϕj,k satisfy the following relations:
zDz0 ϕj,k = C(j, k) ϕj,k
Dz0z ϕj,k = C(j + 1, k) ϕj,k.
Proof. These relations follow from consecutive application of Theo-
rem 5.3.
Remark 5.3. The scalar differential equation of Corollary 5.4 can
also be retrieved by taking the sum of the identities of Corollary 5.5.
5.3 Monomial basis of the slice Fock space
The purpose of this section is to prove the orthogonality of the mono-
mials ϕj,k with respect to a well-defined inner product. To do so we
will thoroughly use the results of the previous sections.
5.3.1 Inner product
Inspired by the particular behaviour of the inner product of two
Clifford-Hermite functions, as to
〈ψj1,k1 , ψj2,k2〉L2 = 〈D˜cψj1−1,k1 , ψj2,k2〉L2
= 〈ψj1−1,k1 , D˜c
†
ψj2,k2〉L2
= −c C(j2, k2)〈ψj1−1,k1 , ψj2−1,k2〉L2 ,
where D˜c =
x
2 − cDx0 and D˜c
†
= −x2 − cDx0 denotes its adjoint
with respect to the inner product, we require the inner product
〈ϕj1,k1 , ϕj2,k2〉FS on the Fock space to establish an analogous prop-
erty. For the time being, we write this inner product as
〈ϕj1,k1 , ϕj2,k2〉FS =
∫
C×C×Sm−1
ϕj1,k1(z) ϕj2,k2(z) h(z) dz1dz2dσζ ,
where dzj = dxjdyj and h(z) denotes the weight function h(z1, z2, ζ)
that has to be determined. From Theorem 5.3 we know that Dz0 acts
as a lowering operator with respect to the index j of ϕj,k. The above
requirement therefore translates to the following proportionality:
〈zϕj1−1,k1 , ϕj2,k2〉FS ∼ 〈ϕj1−1,k1 , Dz0ϕj2,k2〉FS .
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Given that a well-defined inner product has to be symmetric as well,
the same should hold with respect to the second argument:
〈ϕj1,k1 , zϕj2−1,k2〉FS ∼ 〈Dz0ϕj1,k1 , ϕj2−1,k2〉FS .
Expressing both conditions with respect to the weight function h -
and hereby keeping in mind that these conditions have to be satisfied
for any polynomial in span{ϕj,k} - one obtains the following partial
differential systems:z1h(z) = B∂z1h(z)z2h(z) = B∂z2h(z) and
B∂z1h(z) = z1h(z)B∂z2h(z) = z2h(z),
where the proportionality factor B ∈ R remains to be fixed. Observ-
ing that these expressions are invariant under complex conjugation,
h should depend on |z1| and |z2| only. Inspired by the inner product
on the classical Fock space, we propose the following weight function:
h(z) = A exp
( |z1|2 + |z2|2
2B
)
,
where the constants A and B remain to be fixed. A straightforward
calculation confirms that this expression satisfies all of the above
partial differential equations.
Definition 5.4. The inner product 〈f, g〉FS of two polynomials f, g :
C× C× Sm−1 → Cm+1 in FS is defined as
〈f, g〉FS =
1
cpi
Γ(m/2)
2pim/2
∫
C×C×Sm−1
f(z) g(z) e−|z|
2/c dz1dz2dσζ ,
where |z|2 = |z1|2 + |z2|2 and . denotes the complex Clifford conju-
gation.
Corollary 5.6. One has 〈e0f, g〉FS = −〈f, e0g〉FS for all f, g ∈ FS.
Proof. This follows from the above definition of the inner product
and the fact that e0f = f e0 = −fe0.
Theorem 5.4. The inner product 〈f, g〉FS of two polynomials f, g ∈
FS satisfies
〈f,−cDz0g〉FS = 〈zf, g〉FS
〈−cDz0f, g〉FS = 〈f, zg〉FS
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Proof. Putting z` = x` + iy` for ` = 1, 2, one has
Dz0 exp
(
−|z|
2
c
)
=
1
2
[
e0
(
−2z1
c
)
+ ζ
(
−2z2
c
)]
exp
(
−|z|
2
c
)
= −z
c
exp
(
−|z|
2
c
)
.
Performing partial integration onDz0 one gets the following expression
for 〈f,Dz0g〉FS :
− 1
cpi
Γ(m/2)
2pim/2
∫
C×C×Sm−1
f(z)Dz0
[
exp
(
−|z|
2
c
)]
g(z) dz1dz2dσζ
where all the additional terms vanished because
lim
xi→±∞
f(z)g(z) exp
(
−|z|
2
c
)
= lim
yi→±∞
f(z)g(z) exp
(
−|z|
2
c
)
= 0
for i = 1, 2 and because f(z) only depends on z1 and z2. Putting
things together, we finally obtain 〈f,Dz0g〉FS = −1c 〈zf, g〉FS . The
proof of the second equation is achieved by taking the Clifford con-
jugation of the above expression and performing partial integration
on Dz0 in the expression for 〈Dz0f, g〉FS .
Corollary 5.7. One has 〈f, g〉FS = 〈g, f〉FS for all f, g ∈ FS.
Proof. Taking the complex Clifford conjugation of the definition of
the inner product proves the corollary.
5.3.2 Orthogonality of the basis functions
Before proving the orthogonality of the full set of polynomials {ϕj,k},
the following lemma addresses the specific case where j = 0.
Lemma 5.3. One has
〈ϕ0,k1 , ϕ0,k2〉FS = 2cpi(2c)k1k1!δk1k2 .
Proof. The above defined inner product is calculated by integrating
over two separate complex variables z1 and z2. Having a closer look
at these integrals, one observes that k1 and k2 have to be equal in
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order to obtain a non-zero result. Indeed, writing down the integral
part of the definition yields∫
C×C×Sm−1
(z1 − e0ζz2)k1 (z1 − e0ζz2)k2 e−|z|2/c dz1dz2dσζ ,
which shows that, expanding the products, each of the k1 factors will
contribute a factor z1 or z2 to each term. Analogously, each term will
as well consist of k2 factors z1 or z2. Only when all complex variables
can combine with their complex conjugates, the integral does not
identically vanish, so therefore k1 has to be equal to k2.
Now the complex integrals in the inner product 〈ϕ0,k, ϕ0,k〉 can be
expanded as∫
C×C
(|z1|2 + |z2|2 + e0ζ(z2z1 − z1z2))k e−|z|2/c dz1dz2
=
∫
C×C
k∑
n=0
n even
(
k
n
)
(|z1|2 + |z2|2)k−n[e0ζ(z2z1 − z1z2)]n e−|z|2/c dz1dz2,
where the summation over n can be restricted to even values of n
because the presence of an odd number of factors (z2z1−z1z2) makes
the corresponding term zero. Moreover, in case of an even number of
these factors, say 2`, again only those terms contribute in which the
number of complex variables and corresponding complex conjugates
are equal. Out of the 2` factors
(z2z1 − z1z2) (z2z1 − z1z2) . . . (z2z1 − z1z2)︸ ︷︷ ︸
2`
,
` factors thus supply a factor z2z1 while the other ` deliver the
conjugates. In the end, for each n = 2` one gets
(
2`
`
)
summands
(|z1|2|z2|2)`. Given that in each of these terms ` factors (−1) appear
because of e0ζ behaving like a classical complex unit and another `
coming from the minus signs, the sign of the overall summand re-
mains positive.
By the Fubini theorem the integral expression now equals
k∑
n=0
n even
(
k
n
)∫
C×C
(
2n
n
)
(|z1|2 + |z2|2)k−n(|z1||z2|)n e−|z|2/c dz1dz2
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= pi2
b k
2
c∑
`=0
k−2`∑
m=0
(
k
2`
)(
2`
`
)(
k − 2`
m
)
×∫ +∞
0
∫ +∞
0
R2m1 R
2(k−2`−m)
2 (R1R2)
2` e−(R
2
1+R
2
2)/c dR21dR
2
2,
where in both complex planes polar coordinates (Ri, θi) have been
introduced and another binomial theorem has been applied. Using
the properties of the gamma function, we obtain the following sums:
pick+1
b k
2
c∑
`=0
k−2`∑
m=0
(
k
2`
)(
2`
`
)(
k − 2`
m
)
(m+ `)!(k − `−m)!
= pick+1k!
b k
2
c∑
`=0
k−2`∑
m=0
(
m+ `
`
)(
k − `−m
l
)
= (pic)(2c)kk!
We thus finally get 〈ϕ0,k, ϕ0,k〉 = 2(pic)(2c)kk!, where an extra factor
2 is coming from the Clifford-valued part (e0 − 1).
Equally well one could combine Corollary 5.2, Corollary 5.6 and
Corollary 5.5 to obtain
〈ϕ0,k, ϕ0,k〉FS = 〈−e0zϕ0,k−1, ϕ0,k〉FS = 〈zϕ0,k−1, e0ϕ0,k〉FS
= 〈zϕ0,k−1, zϕ0,k−1〉FS = −c〈ϕ0,k−1, Dz0zϕ0,k−1〉FS
= −c C(1, k − 1)〈ϕ0,k−1, ϕ0,k−1〉FS = 2ck〈ϕ0,k−1, ϕ0,k−1〉FS
= . . .
= (2c)kk!〈ϕ0,0, ϕ0,0〉 = 2(2c)kk!(cpi)2
because a straightforward calculation yields 〈ϕ0,0, ϕ0,0〉 = 2(cpi)2.
Now we can determine the inner product of two monomials ϕj1,k1
and ϕj2,k2 in the slice Fock space. Different cases will be distinguished
corresponding to the parity of j1 and j2.
Theorem 5.5. Let ϕji,ki(z) = z
ji [−e0z]ki(e0 − 1) for i = 1, 2. The
inner product of these two monomials ϕj1,k1 and ϕj2,k2 is given by
〈ϕj1,k1 , ϕj2,k2〉FS = B(j1, k1)δj1j2δk1k2
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with
B(j1, k1) =
(2c)
2t1+k1+1pit1!(t1 + k1)! j1 = 2t1,
(2c)2t1+k1+2pit1!(t1 + k1 + 1)! j1 = 2t1 + 1.
Proof. By Corollary 5.7 we can assume j1 ≥ j2. Using Theorem 5.3
and Theorem 5.4, one has
〈ϕj1,k1 , ϕj2,k2〉FS = 〈zϕj1−1,k1 , ϕj2,k2〉FS
= −c〈ϕj1−1,k1 , Dz0ϕj2,k2〉FS
= −c C(j2, k2)〈ϕj1−1,k1 , ϕj2−1,k2〉FS
= . . .
= (−c)j2C(j2, k2) . . . C(1, k2)〈ϕj1−j2,k1 , ϕ0,k2〉FS
where the third equality is due to Theorem 5.3.
If now j1−j2 would be bigger than 0, this procedure could be repeated
at least one more time, yielding a factor C(0, k2) to show up. Given
that C(j, k) = −j for even j, this additional factor would make the
inner product vanish.
The inner product of two monomials ϕj1,k1 and ϕj2,k2 can thus only
be different from zero if j1 = j2. In this case the inner product in the
last expression reads 〈ϕ0,k1 , ϕ0,k2〉FS and the previous lemma can be
used.
It remains to find a neater expression for the product of the C(j, k)’s.
One has
2t∏
i=1
C(i, k) = (−2t)(−2(t+ k)) . . . (−2)(−2(k + 1))
= (−2)2t t!(t+ k)!
k!
and
2t+1∏
i=1
C(i, k) = (−2(t+ k + 1))(−2t) . . . (−2)(−2(k + 1))
= (−2)2t+1 t!(t+ k + 1)!
k!
.
Combining these expressions with the previous lemma completes the
proof.
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5.3.3 Normalised basis functions
Denoting the normalised Clifford-Hermite functions as ψ◦j,k, one has
ψ◦2t,k(x) :=
1
2cpi
√
t!√
(k + t)!
(e0 − 1) (x0 + x)k
(
√
2c)k
Lkt
( |x|2
2c
)
exp
(
−|x|
2
4c
)
ψ◦2t+1,k(x):=
x
2cpi
√
t!√
(k + t+ 1)!
(e0 − 1) (x0 + x)k
(
√
2c)k+1
Lk+1t
( |x|2
2c
)
exp
(
−|x|
2
4c
)
,
where the original polynomials ψj,k have been divided by the square
root of their respective norms, given by
√
〈ψ2t,k, ψ2t,k〉L2 =
√
2cpi(
√
2c)2t+k
√
t!(k + t)!√
〈ψ2t+1,k, ψ2t+1,k〉L2 =
√
2cpi(
√
2c)2t+k+1
√
t!(k + t+ 1)!
With respect to the above defined inner product 〈., .〉FS , the mono-
mials ϕj,k can as well be normalised, which yields
ϕ◦2t,k(z) =
1√
2cpi
(−(z21 + z22))t
(2c)t
√
t!
(z1 − e0ζz2)k(e0 − 1)
(
√
2c)k
√
(t+ k)!
ϕ◦2t+1,k(z) =
1√
2cpi
z
(−(z21 + z22))t
(2c)t
√
t!
(z1 − e0ζz2)k(e0 − 1)
(
√
2c)k+1
√
(t+ k + 1)!
,
because the square roots of their respective norms are given by
√
〈ϕ2t,k, ϕ2t,k〉FS =
√
2cpi(
√
2c)2t+k
√
t!(t+ k)!√
〈ϕ2t+1,k, ϕ2t+1,k〉FS =
√
2cpi(
√
2c)2t+k+1
√
t!(t+ k + 1)!
The slice Segal-Bargmann transform thus maps the orthonormal basis
ψ◦j,k of L2 onto the orthonormal basis ϕ◦j,k of the slice Fock space FS :
SB(ψ◦j,k)(z) = ϕ
◦
j,k(z).
Because of this result, we can conclude this section with the following
theorem.
Theorem 5.6. The slice Segal-Bargmann transform is a unitary
transformation.
Proof. It follows from the fact that the slice Segal-Bargmann trans-
form maps the orthonormal basis functions ψ◦j,k of the L2 space onto
the corresponding orthonormal basis functions ϕ◦j,k of the slice Fock
space, which has been demonstrated above.
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5.4 Inverse slice Segal-Bargmann transform
The integral expression for the inverse slice Segal-Bargmann trans-
form has to show analogous behaviour as the forward slice Segal-
Bargmann transform - apart from some signs and conjugations. More-
over, integration will be performed over C now. In order to write the
inverse slice Segal-Bargmann transform as an integral transform
SB−1(ϕj,k)(x)
=
∫
C×C×Sm−1
KSB,−1(z,x)ϕj,k(z) exp
(
−|z1|
2 + |z2|2
c
)
dz1dz2dσζ ,
where dzj denotes dxjdyj for j = 1, 2, its kernel function KSB,−1
thus has to satisfy a partial differential system, as was the case for
the forward slice Segal-Bargmann transform. In this case we want
SB−1 to behave as follows:
SB−1(zg)(x) =
(x
2
− cDx0
)
SB−1(g)(x)
SB−1 (cDz0g) (x) =
(x
2
+ cDx0
)
SB−1(g)(x)
where g ∈ FS . This system, however, has to be translated into par-
tial differential equations with respect to the kernel function KSB,−1.
This is why the above integral expression has been written in a rather
suggestive way: by including a factor exp
(−(|z1|2 + |z2|2)/c) in the
integrand, the expression already refers to the inner product on FS
as defined in Definition 5.4.
Though the integral expression can not be an inner product (because
KSB,−1 6∈ FS), the relations of Theorem 5.4 remain valid and can
be used to transform the above partial differential system. Indeed,
denoting the integral formally as 〈KSB,−1, ϕ〉FS , one has〈
KSB,−1, Dz0ϕ
〉
FS
= −1
c
〈
zKSB,−1, ϕ
〉
FS〈
KSB,−1, zϕ
〉
FS
= −c
〈
Dz0KSB,−1, ϕ
〉
FS
.
Therefore the above conditions on the inverse slice Segal-Bargmann
transform SB−1 yield the following conditions on KSB,−1:
(x
2
− cDx0
)
KSB,−1(z,x) = −c [KSB,−1(z,x)Dz0](x
2
+ cDx0
)
KSB,−1(z,x) = −KSB,−1(z,x)z.
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Now taking the full conjugate of these expressions and keeping in
mind that x0 and r are real variables, we obtain the following equa-
tions: 
[
KSB,−1(z,x)
(x
2
+ cDx0
)]
= zKSB,−1(z,x)[
KSB,−1(z,x)
(x
2
− cDx0
)]
= cDz0KSB,−1(z,x),
which are identical to the equations that were proposed for the kernel
function KSB of the forward slice Segal-Bargmann transform, if KSB
is substituted by KSB,−1. We thus obtain the kernel function for the
inverse transform immediately by taking the full conjugation of KSB.
All of this leads to the following definition of the inverse slice Segal-
Bargmann transform SB−1:
Definition 5.5 (Inverse slice Segal-Bargmann transform). The in-
verse slice Segal-Bargmann transform of a function g ∈ FS is given
by
SB−1(g)(x) =
1
c2pi2
Γ
(
m
2
)
2pim/2
exp
(
−|x|
2
4c
)
×
∫
C×C×Sm−1
exp
(
−z1
2 + z2
2 − 2x0z1
2c
)
exp
(
−|z1|
2 + |z2|2
c
)
×
[
(1− ωζ) exp
(
rz2
c
)
+ (1 + ωζ) exp
(
−rz2
c
)]
g(z) dz1dz2dσζ ,
where dzj = dxjdyj for j = 1, 2.
Remark 5.4. Note that in this definition the prefactor has already
been adapted in such a way that SB−1(ϕ0,0) = ψ0,0.
Theorem 5.7. The integral transform SB−1 on FS obeys the partial
differential equations
SB−1 (zg) =
(x
2
− cDx0
)
g(z)
SB−1 (cDz0g) =
(x
2
+ cDx0
)
g(z),
where g ∈ FS.
Proof. The proof is similar to the proof of Theorem 5.2.
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Theorem 5.8. The integral transform SB−1 on FS is the inverse of
the slice Segal-Bargmann transform SB on L2.
Proof. The functions ϕj,k span the slice Fock space F
S so it suffices
to check the statement for these monomials in order to proof the
theorem. Writing ϕj,k(z) = z
j(−e0z)k(e0−1) and using the previous
theorem, one gets
SB−1(ϕj,k)(x) = SB−1
(
zj(−e0z)k(e0 − 1)
)
(x)
=
(x
2
− cDx0
)j [−e0 (x
2
− cDx0
)]k
SB−1(ϕ0,0)(x).
Given that
SB−1(ϕ0,0)(x) = exp
(
−|x|
2
4c
)
(e0 − 1) = ψ0,0(x),
one has SB−1(ϕj,k) = ψj,k and the lemma has been proven.
5.5 Slice Fourier transform on the slice Fock
space
In Chapter 4 the slice Fourier transform was defined as follows:
Definition 5.6 (Slice Fourier transform). The slice Fourier trans-
form of a function f ∈ V is given by
FS(f)(y) =
−iΓ (m2 )
8cpim/2+1
×∫
Rm+1
[
(1 + ηω)e−
i
2c
(x0y0−rg) + (1− ηω)e− i2c (x0y0+rg)
]
f(x) dx0drdσx
with x = x0e0 + rω and y = y0e0 + gη.
Now we have explicit integral expressions for the forward and the
inverse slice Segal-Bargmann transform, we can investigate which op-
erator on the slice Fock space corresponds to taking the slice Fourier
transform on L2. Or, in other words, which operator GS on FS makes
the following diagram commute:
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L2 L2
FS FS
SB
FS
GS
SB−1
From this diagram it is clear that GS can formally be denoted as
GS = SB ◦ FS ◦ SB−1.
In order to get an explicit expression for GS , we will combine
the known integral expressions for the constituting transforms in the
above expression. Hereby the following coordinates are used:
• the coordinate (z1, z2, ζ) ∈ C×C× Sm−1 (in short ‘z’) denotes
the original arguments of ϕj,k, the monomial the inverse slice
Segal-Bargmann transform SB−1 will be acting upon.
• the coordinate (x0, r, ω) ∈ R×R+×Sm−1 (in short ‘x’) denotes
the variable in the image space of SB−1
• analogously, (y0, g, η) ∈ R × R+ × Sm−1 (in short ‘y’) is the
variable in the image space of FS .
• the coordinate (u1, u2, ν) ∈ C × C × Sm−1 (in short ‘u’) is the
variable in the image space of the slice Segal-Bargmann trans-
form SB.
Using the Fubini theorem, the overall integral transform describ-
ing the action of GS on a monomial ϕj,k reads
Γ
(
m
2
)
4cpim/2+1
−iΓ (m2 )
8cpim/2+1
exp
(
−u
2
1 + u
2
2
2c
)∫
y
∫
x
∫
z
exp
(
−|y|
2 − 4y0u1
4c
)
×
[
(1− νη) exp
(gu2
c
)
+ (1 + νη) exp
(
−gu2
c
)]
×
[
(1− ηω)e− i2c (x0y0+rg) + (1 + ηω)e− i2c (x0y0−rg)
]
×KSB,−1(z,x)ϕj,k(z) dy0dgdση dx0drdσx dz1dz2dσζ .
Performing the integration over η, this becomes
Γ
(
m
2
)
4cpim/2+1
−i
4cpi
exp
(
−u
2
1 + u
2
2
2c
)∫
y0
∫
g
∫
x
∫
z
exp
(
−y
2
0 − 2y0(2u1 + ix0)
4c
)
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×
{
(1 + νω)
[
exp
(
2g(2u2 − ir)− g2
4c
)
+ exp
(
−2g(2u2 − ir) + g
2
4c
)]
+ (1− νω)
[
exp
(
2g(2u2 + ir)− g2
4c
)
+ exp
(
−2g(2u2 + ir) + g
2
4c
)]}
KSB,−1(z,x)ϕj,k(z)dy0dg dx0drdσx dz1dz2dσζ .
Now given that∫ +∞
−∞
exp
(
2y0(2u1 − ix0)− y20
4c
)
dy0 = 2
√
pic exp
(
(2u1 − ix0)2
4c
)
and∫ +∞
0
[
exp
(
2g(2u2 ± ir)− g2
4c
)
+ exp
(
−2g(2u2 ± ir) + g
2
4c
)]
dy0
= 2
√
pic exp
(
(2u2 ± ir)2
4c
)
,
the previous expression can be rewritten as
(−i) Γ
(
m
2
)
4cpim/2+1
exp
(
+
u21 + u
2
2
2c
)∫
x
∫
z
exp
(
−4iu1x0 + |x|
2
4c
)
×
[
(1− νω) exp
(
− iu2r
c
)
+ (1 + νω) exp
(
iu2r
c
)]
KSB,−1(z,x)ϕj,k(z) dx0drdσx dz1dz2dσζ .
However, the current integrand is proportional to the product of the
kernel functions of the forward and the inverse slice Segal-Bargmann
transform, where the second argument of the former is multiplied
with a factor −i. In other words, the above expression equals
(−i)
∫
x
∫
z
KSB(x,−iu)KSB,−1(z,x) ϕj,k(z) dx0drdσx dz1dz2dσζ .
Performing the slice Segal-Bargmann transform after the inverse slice
Segal-Bargmann transform leaves the original function unchanged.
Given that the second argument of KSB in the above expression is
−iu, the combined integral transforms the original function ϕj,k(z)
into ϕj,k(−iu).
Otherwise stated, the action of the slice Fourier transform in the
slice Fock space - and therefore the operator completing the above
commutative diagram - is the combination of a multiplication with
(−i) and a substitution of the argument by (−i) times the argument.
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Theorem 5.9. The operator on the slice Fock space FS correspond-
ing to the slice Fourier transform FS on L2 is given by
GS : FS → FS : f(z) 7→ −i f(−iz).
Proof. The proof is given by the above reasoning.
Remark 5.5. Alternatively, this result could also be proved by tak-
ing the slice Segal-Bargmann transform of the basis functions ψj,k
and their slice Fourier transforms (−i)j+k+1ψj,k. Indeed, the opera-
tor on FS that maps the functions ϕj,k(z) onto −iϕj,k(−iz) is given
by the above operator GS .
Corollary 5.8. The basis functions ϕj,k of F
S are eigenfunctions of
GS with respective eigenvalues (−i)j+k+1.
Proof. Performing GS on ϕj,k yields
GS [ϕj,k](z) = −i ϕj,k(−iz) = (−i)j+k+1 ϕj,k(z),
because ϕj,k is a homogeneous monomial of degree j + k.
5.6 Reproducing kernel space
The aim of the last section of this chapter is to show that the slice
Fock space FS is a reproducing kernel space. It is to say, there exists
a reproducing kernel KFS such that
ϕj,k(z) = 〈KFS (z,u), ϕj,k(u)〉FS (5.4)
=
1
cpi
Γ(m/2)
2pim/2
∫
C×C×Sm−1
KFS (u, z) ϕ(u) e−|u|
2/c du1du2dσν ,
for all basis functions ϕj,k.
In order to get some grip on the structure of KFS , we first ap-
proach this problem using a Mehler formula. For KFS to show the
above behaviour, taking the inner product of it with a basis poly-
nomial ϕj,k should express the latter in a new variable. Therefore a
formal series expression for the reproducing kernel reads
KFS (u, z) =
∞∑
j,k=0
ϕj,k(z)ϕj,k(u)
〈ϕj,k, ϕj,k〉
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=
1
cpi
∞∑
t=0
(u21 + u
2
2)
t(z21 + z
2
2)
t
(2c)2tt!
∞∑
k=0
(u1 − u2e0ν)k(z1 + z2e0ζ)k
(2c)k(t+ k)!
+
1
cpi
∞∑
t=0
(u21 + u
2
2)
t(z21 + z
2
2)
t
(2c)2tt!
∞∑
k=0
(u1 + u2e0ν)
k+1(z1 − z2e0ζ)k+1
(2c)k+1(t+ k + 1)!
,
where the series has been split with respect to even and odd values
of j. Changing the summation index k → k − 1 in the second series,
we can recombine both series expressions and obtain
1
cpi
∞∑
t=0
(u21 + u
2
2)
t(z21 + z
2
2)
t
(2c)2tt!
(5.5)
×
∞∑
k=0
(u1 − u2e0ν)k(z1 + z2e0ζ)k + (u1 + u2e0ν)k(z1 − z2e0ζ)k
(2c)k(t+ k)!
.
Despite several efforts, we did not (yet) manage to construct a closed
expression for KFS directly from this series expression. However,
some properties of the former can already be derived from the latter.
Proposition 5.1. The reproducing kernel function for the slice Fock
space FS only consists of a scalar part and a two-vector part which
does not contain e0. In other words, one has
KFS = f + gνζ
where f, g : C4 → C.
Proof. The above series expression (5.5) is Clifford-valued because
e0ν and e0ζ appear in its numerator. Given that these expressions
both square to −1, the only possible Clifford-valued parts are e0ν,
e0ζ and νζ. At the same time, one observes that e0KFSe0 = −KFS .
Indeed, pulling e0 from the left through the above series expression
(5.5) and multiplying it with the e0 at the right, only yields a minus
sign. Therefore the closed form of KFS can only consist of a scalar
part and a νζ-part.
Equation (5.4) should hold for all basis functions ϕj,k, so in par-
ticular for ϕj+1,k. According to Theorem 5.3 one has ϕj+1,k(z) =
zϕj,k(z) and therefore
zϕj,k(z) = 〈KFS (z,u),uϕj,k(u)〉FS . (5.6)
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The corresponding requirement for ϕj−1,k reads
Dz0ϕj,k(z) = 〈KFS (z,u), Du0ϕj,k(u)〉FS . (5.7)
Proposition 5.2. Writing the reproducing kernel as
KFS = f + g νζ,
where f, g : C4 → C, the following relations for f and g have to be
met: 
c∂u1f = z1f
c∂u1g = z1g
c∂z1f = u1f
c∂z1g = u1g,
and

c∂u2f = −z2g
c∂u2g = −z2f
c∂z2f = −u2g
c∂z2g = −u2f,
where . denotes the complex conjugation.
Proof. Using Theorem 5.4, equations (5.6) and (5.7) can be written
as
zϕj,k(z) = −c〈Du0KFS (z,u), ϕj,k(u)〉FS
−cDz0ϕj,k(z) = 〈uKFS (z,u), ϕj,k(u)〉FS .
Because these identities must hold for all j, k ∈ N, one has
zKFS (u, z) = −cDu0KFS (u, z)
−cDz0KFS (u, z) = uKFS (u, z),
which translate to the above conditions on f and g.
Proposition 5.3. The function
exp
(
u1z1
c
)[
A1 cosh
(
u2z2
c
)
− νζA2 sinh
(
u2z2
c
)]
with A1, A2 ∈ R solves the systems of differential equations of Propo-
sition 5.2.
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Proof. In the above systems of differential equations, one observes
that f and g have to obey the same conditions with respect to z1 and
u1. Up to a multiplicative constant, these conditions yield a common
factor exp (z1u1/c).
The other system implies that, with respect to z2 and u2, both f and g
are a linear combination of the hyperbolic functions cosh (z2u2/c) and
sinh (z2u2/c). The particular choice to write f as a cosh function and
g as a sinh function will be motivated in the following theorem.
Theorem 5.10. The reproducing kernel of the slice Fock space FS
reads
KFS (z,u) =
1
cpi
exp
(
z1u1
c
)[
cosh
(
z2u2
c
)
− νζ sinh
(
z2u2
c
)]
.
Proof. To prove this theorem, we use the fact that the classical Fock
space F is a reproducing kernel space (see [71]). To be more precise,
on F one has
1
pi
∫
C
ezuuke−|u|
2
du = zk
for all k ∈ N and where u and z are complex variables. Summing
this expression with the same expression where z is substituted by
−z and dividing the resulting integral by 2, one gets
1
pi
∫
C
cosh (zu)uke−|u|
2
du =
z
k k even
0 k odd
.
Analogously, dividing the difference of these integrals by two yields
1
pi
∫
C
sinh (zu)uke−|u|
2
du =
0 k evenzk k odd .
For KFS to be the reproducing kernel, equation (5.4) should be sat-
isfied for all j, k ∈ N. Now we have that
ϕj,k(u) = (u1e0 + u2ν)
j (u1 − u2e0ν)k (e0 − 1).
With respect to the Clifford-valued parts of the functions ϕj,k, one
observes that KFS commutes with e0 and that the spherical integral
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transforms ν into ζ. With respect to u1 and u2, combining the above
three identities yields the desired behaviour.
Finally, the constants A1 and A2 have been fixed by expressing equa-
tion (5.4) for ϕ0,0 and ϕ1,0.
6
An operator approach to generalised
Fourier transforms
In this chapter, the construction of the classical and slice Fourier
transform is approached from an operator point of view. The aim
of the chapter is to deduce from these settings a way to write a
Fourier transform down by merely using operators. Next, the result-
ing framework is applied to several hypercomplex settings. Finally
the slice Fock space is addressed so to investigate whether the pe-
culiar expression for the Fourier transform in this setting could be
retrieved.
6.1 Introduction
In Chapter 3 the introduction of an additional basis element e0 was
motivated on algebraic grounds. With respect to the most important
operators in the regular slice setting, being multiplication with the
paravector variable and the slice Cauchy-Riemann operator, left mul-
tiplication with e0 yielded a pure 1-vector variable and the so-called
slice Dirac operator, respectively. This was an important adaptation
because, as opposed to the regular slice operators, the latter give rise
to the osp(1|2) Lie superalgebra.
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Bearing this in mind, it could now be interesting to change per-
spectives. Instead of starting with a variable and a corresponding
differential operator and hoping to get a nice interplay between them,
one could conversely impose the osp(1|2) relations and construct the
operators. This is what the chapter at hand is about. To do so, we
first examine the classical framework using the operator approach.
The ideas in this chapter arose during a two month stay at Chap-
man University in autumn 2014. The results have not yet been sub-
mitted.
6.2 Classical Fourier transform
In this section we briefly investigate the construction of the classical
Hermite functions and Fourier transform to inquire to what extent
this proces could be written using general osp(1|2)-operators. By
consequence some of the definitions and theorems of Chapter 2 are
met again. However, given that the interest in this chapter is in the
construction of the objects, more details are highlighted. Moreover
special attention goes to their interconnection in order to reveal the
operator DNA of the classical Fourier transform.
6.2.1 Operators
The classical Hermite functions are constructed using the operators
x and D. The former denotes multiplication with the variable x,
which can be either left or right in this commutative setting. The
differential operator D is the classical derivative with respect to the
variable x, often denoted as D = ddx .
The following theorem holds:
Theorem 6.1. The operators x, D and E = xD establish a represen-
tation of the osp(1|2) Lie superalgebra, which means that they obey
the following commutation and anti-commutation relations:
{x, x} = 2x2 [D2, x2] = 4 (E+ 1/2)
{D,D} = 2∆ [2(E+ 1/2), x2] = 4x2
{x,D} = 2(E+ 1/2) [2(E+ 1/2), D2] = −4D2
[2(E+ 1/2), x] = 2x [x2, D] = −2x
[2(E+ 1/2), D] = −2D [x,D2] = −2D.
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Proof. These relations follow by straightforward calculations.
Remark 6.1. Here the anticommutator {x,D} is denoted in this
particular way because in a higher dimensional representation space,
it is given by
2(E+m/2),
where m denotes the dimension of the vector space.
6.2.2 Hermite polynomials and functions
Definition 6.1 (Hermite polynomials). The Hermite polynomials Hj
are defined as
Hj(x) = (2x−D)j 1.
The index j is called the order of the Hermite polynomial.
In this definition the operators are acting upon the constant func-
tion 1, which spans the kernel of the differential operator D.
Corollary 6.1. One has
Hj+1(x) = (2x−D)Hj(x).
The operator 2x−D can thus be seen as a creation operator for the
Hermite polynomials
Proof. This follows straight from the definition.
Proposition 6.1. One has
DHj(x) = 2jHj−1(x).
Proof. Using the above operator relations, it follows that
D(2x−D)2 = D(4x2 − 2(xD +Dx) +D2)
= 4(x−D) + (2x−D)2D.
Consecutive application of the above yields
DHj(x) =
4tH2t−1(x) j = 2t(4t+ 2)H2t(x) j = 2t+ 1,
which proves the proposition.
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Now the Hermite functions are constructed by multiplying the
Hermite polynomials with an appropriate factor exp(−x2/A), where
A ∈ R+0 . Doing so, we obtain a function in the L2(R,dx) function
space.
Definition 6.2 (Inner product). The inner product of two functions
f, g ∈ L2(R,dx) is defined as
〈f, g〉L2 =
+∞∫
−∞
f(x)g(x) dx
where . denotes the complex conjugation and
L2(R,dx) =
{
f : R→ R
∣∣∣∣ ∫ +∞−∞ |f(x)|2 dx <∞
}
.
Remark 6.2. The above defined inner product is anti-self-adjoint
with respect to D, which means that 〈Df, g〉L2 = −〈f,Dg〉L2 for all
f, g in a dense subset of L2(R,dx).
Now the above introduced parameter A can be fixed, requiring
Hermite functions of different order to be orthogonal. For exam-
ple, expressing that the inner product of 1 exp(−x2/A) and (x −
D)2 exp(−x2/A) equals zero, we obtain∫ +∞
−∞
exp
(
−x
2
A
)(
x
(
1− 2
A
)
−D
)(
x
(
1− 2
A
))
exp
(
−x
2
A
)
dx
=
(
1 +
2
A
)∫ +∞
−∞
(
x2
(
1− 2
A
)
− 1
)
exp
(
−2x
2
A
)
dx
=
(
1 +
2
A
)(
A− 2
4
)√
piA
2
,
which can only be fulfilled if A = 2. The fact that all functions
Hj(x) exp(−x2/2) are indeed orthogonal, will be proved below.
Definition 6.3 (Hermite functions). The Hermite function ψj of
order j is defined as
ψj(x) = Hj(x) exp
(
−x
2
2
)
.
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Corollary 6.2. One has
ψj+1(x) = (x−D)ψj(x).
The operator x − D can thus be seen as a raising operator for the
Hermite functions.
Proof. It follows that
(x−D)ψj(x) = [(x+ x)Hj(x)−DHj(x)] exp(−x2/2)
= [(2x−D)Hj(x)] exp(−x2/2)
= ψj+1(x)
where the last equality holds because (2x−D) is the raising operator
of the Hermite polynomials.
Corollary 6.3. One has
[D,x2i] = 2ix2i−1.
Proof. Given that [A,BC] = [A,B]C +B[A,C], straightforward ap-
plication of the above commutation relations yields
[D,x2] = [D,x]x+ x[D,x] = 2x.
By consequence, the following recursion relation holds:
[D,x2(i+1)] = [D,x2]x2i + x2[D,x2i]
= 2x2i+1 + x2[D,x2i].
Consecutive application yields the statement.
Lemma 6.1. One has[
D, exp
(
−x
2
2
)]
= −x exp
(
−x
2
2
)
.
Proof. Writing the exponential as a series and using the above Corol-
lary, one has
D exp
(
−x
2
2
)
=
∞∑
i=0
1
i!
D
(
−x
2
2
)i
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=
∞∑
i=0
1
i!
[
−ix
(
−x
2
2
)i−1
+
(
−x
2
2
)i
D
]
= exp
(
−x
2
2
)
(−x+D) .
This proves the Lemma.
Corollary 6.4. For j = 0, 1, . . . one has
(x+D)ψj(x) = 2jψj−1(x).
The operator x+D can therefore be seen as a lowering operator for
the Hermite functions.
Proof. A straightforward calculation yields
(x+D)ψj(x) = [(x− x)Hj(x) +DHj(x)] exp
(
−x
2
2
)
= 2jψj1(x).
Theorem 6.2. The set {ψj , j = 0, 1, . . .} is an orthogonal set:
〈ψj1 , ψj2〉L2 = δj1j22j1j1!
√
pi.
Proof. The above defined inner product is adjoint with respect to D.
Moreover one has 〈xf, g〉L2 = 〈f, xg〉L2 , where f, g ∈ L2. Putting
these together, it follows that
〈(x−D)f, g〉L2 = 〈f, (x+D)g〉L2 .
Now for all j ∈ N, ψj is in L2 so this observation is true for f, g ∈
{ψj , j = 0, 1, . . .} as well.
Without loss of generality, we can assume j2 ≥ j1 and the left-hand
side of the above can be written as
〈ψj1 , ψj2〉L2 = 〈ψj1 , (x−D)ψj2−1〉L2
= 〈(x+D)ψj1 , ψj2−1〉L2
= 2j〈ψj1−1, ψj2−1〉L2 ,
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where the last equality follows from Corollary 6.4 and the bilinearity
of the inner product. Repeating this procedure j1 times, we obtain
〈ψj1 , ψj2〉L2 = (2j1)2(j1 − 1) . . . 2〈ψ0, ψj2−j1〉L2 .
If now j2 − j1 is not equal to zero, another step would yield a factor
〈(x + D)ψ0, ψj2−j1−1〉L2 which equals zero because of Corollary 6.4.
Therefore the inner product can only be different from zero if the
orders j1 and j2 of the Hermite functions are equal. In that case we
have
〈ψj1 , ψj1〉L2 = (2j1)2(j1 − 1) . . . 2
√
pi = 2j1j1!
√
pi,
where we used the fact that
〈ψ0, ψ0〉L2 =
+∞∫
−∞
exp(−x2) dx = √pi.
The set {
ψ◦j =
ψj√
2jj!
√
pi
, j = 0, 1, . . .
}
is thus an orthonormal set, which proves the theorem.
6.2.3 Fourier transform
Theorem 6.3 (Scalar differential equation). For j = 0, 1, . . . one has(
x2 −D2 − 2
2
)
ψj(x) = 2jψj(x).
Proof. Using Corollaries 6.2 and 6.4, it follows that(
x2 −D2)ψj(x) = [(x−D)(x+D) + (x+D)(x−D)]ψj(x)
= [2j + 2(j + 1)]ψj(x)
= 2(2j + 1)ψj(x),
which proves the theorem.
Corollary 6.5. By consequence it follows that, formally,
exp
(
− ipi
2
x2 −D2 − 2
2
)
ψj(x) = (−i)jψj(x).
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Proof. The corollary follows from the series expansion of the expo-
nential function and the above theorem, which proves that the Her-
mite functions are eigenfunctions of the argument of the exponential
function on the left-hand side.
6.3 The operator story
Without any exception, all constructions and proofs in the previous
subsection only use the operators that gave rise to the osp(1|2) Lie
superalgebra and their commutation and anti-commutation relations.
Therefore this exact same story can be told in any representation of
this superalgebra.
To emphasize this statement, the section at hand sets up the same
construction, this time however from the point of view of a raising
operator A† and a lowering operator A. The connection with the
previous section is thus made by substitutingA
† = x−D
A = x+D
.
6.3.1 The operators A†, A and H
The foundation of the construction in this section consists of two
operators, A† and A, respectively referred to as the raising and the
lowering operator. Moreover an operator H is defined in the following
way:
Definition 6.4. The anti-commutator of A† and A is called the
Hamiltonian and is denoted as
H = {A†, A}.
Corollary 6.6. With the above definition, one has
[H,A†] =
[
A,
(
A†
)2]
[H,A] =
[
A†, A2
]
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Proof. The above relations are mere consequences of the interplay of
commutator and anti-commutator brackets. If a, b and c denote some
associative entities, one has
[{a, b}, c] = a[b, c] + [a, c]b+ b[a, c] + [b, c]a
= {a, [b, c]}+ {b, [a, c]}.
Putting a = c = A† and b = A yields the first identity, putting
b = c = A and a = A† the second.
Lemma 6.2. For two operators H and B which obey the commuta-
tion relation
[B, [H,B]] = 0
one has [
H,Bj
]
= jBj−1[H,B].
Proof. Given that[
H,Bj−1B
]
= Bj−1 [H,B] +
[
H,Bj−1
]
B,
consecutive application of this identity yields
[
H,Bj
]
=
j−1∑
k=0
Bk [H,B]Bj−1−k = jBj−1[H,B],
where the last equality holds because of the above condition.
All the above is valid for any two operators A† and A. Until
now the meaning of their names, respectively ‘raising’ and ‘lowering’
operator, has thus not yet been clarified. This, however, is about to
change with the following definition
Definition 6.5. From now on the operators A† and A are assumed
to satisfy the equations
[H,A†] = 4A†
[H,A] = −4A.
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With this assumption, the condition of the previous Lemma 6.2
is satisfied as well and we have[
H,
(
A†
)j]
= 4j
(
A†
)j
and
[
H,Aj
]
= −4jAj .
Moreover, with respect to the kernel of A, the commutator [H,A]
equals zero. Therefore this kernel can be diagonalised with respect
to the operator H, yielding the following definition:
Definition 6.6. From now on ψ0 will denote an element in the kernel
of the operator A such that
Aψ0 = 0
Hψ0 = kψ0
and we define
ψj :=
(
A†
)j
ψ0.
Now putting things together yields the following corollary:
Corollary 6.7. One has
Hψj = (4j + k)ψj .
Proof. By Lemma 6.2 and the above definition, one has
Hψj = 4j
(
A†
)j
ψ0 + k
(
A†
)j
ψ0,
which proves the statement.
There is even more: observing that H = {A†, A} = [A†, A] +
2AA†, the entities ψj diagonalize each of these terms separately:
Theorem 6.4. One has[
A†, A
]
ψj = α(j, k)ψj
2AA†ψj = β(j, k)ψj ,
where
α(j, k) =
−k j = 2tk − 4 j = 2t+ 1
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and
β(j, k) =
4j + 2k j = 2t4j + 4 j = 2t+ 1 .
Proof. With respect to the second equation, one has
AA†ψj = A
(
A†
)2 (
A†
)j−1
ψ0
=
((
A†
)2
A+ 4A†
)(
A†
)j−1
ψ0
=
(
A†
)2
(AA† + 4)
(
A†
)j−2
ψ0
=

(
A†
)2t
(AA† + 4t)ψ0, j = 2t(
A†
)2t+1
(A†A+ 4t+ 4)ψ0, j = 2t+ 1
=
(4t+ k)ψj , j = 2t(4t+ 4)ψj , j = 2t+ 1
where the last equality holds because AA†ψ0 =
(
AA† +A†A
)
ψ0 =
Hψ0. Using the above Corollary 6.7, the theorem is proved.
6.3.2 Alternative operators
The above constructions are all based on the sole requirement that
the operators A† and A obey the system of equations[
H,A†
]
=
[
A,
(
A†
)2]
= 4A†
[H,A] =
[
A2, A†
]
= −4A.
When searching for a realisation of this system, one thus needs op-
erators in that particular setting that fulfill the above. In order to
make this search easier, we try to get some more grip on this system
by introducing two operators O1 and O2 such thatA
† = O1 +O2
A = O1 −O2
.
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Plugging these expressions into the commutator relations for the op-
erators A† and A yields
[O1, O
2
2] + [O
2
1, O2] = 2(O1 +O2)
[O1, O
2
2]− [O21, O2] = 2(O1 −O2),
so we have the following proposition:
Proposition 6.2. For the operators A† and A to fulfill their com-
mutation relations, the operators O1 and O2 have to obey
[O21, O2] = 2O1
[O1, O
2
2] = 2O2.
Proof. The above reasoning proves this proposition.
Moreover the Hamiltonian H now equals H = 2(O21 −O22).
Because [O21, O2] = [O1, {O1, O2}] and [O1, O22] = [{O1, O2}, O2],
we can define the anti-commutator of O1 and O2 as an intermediate
operator L, thus obtaining the following system:
{O1, O2} = L
[O1, L] = 2O1
[L,O2] = 2O2
.
In the previous subsection, ψ0 was chosen to be in the kernel of
the operator A. The following lemma shows a link between this kernel
space and the kernel of the newly introduced operator O2.
Lemma 6.3. With φ0 ∈ kerO2, one has exp
(−O21/2)φ0 ∈ kerA.
Moreover the converse is also true: with ψ0 ∈ kerA it follows that
exp
(
O21/2
)
ψ0 ∈ kerO2.
Proof. A straightforward calculation of the action of A on the pro-
posed expression yields
A exp
(−O21/2) = (O1 −O2) exp (−O21/2) = (O1 −O2) ∞∑
k=0
(−O21)k
2kk!
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and because [O2, O
2
1] = −2O1 and therefore [O2, O2k1 ] = −2kO2k−11 ,
we get
A exp
(−O21/2)
= O1
∞∑
k=0
(−O21)k
2kk!
−
∞∑
k=0
(−O21)k
2kk!
O2 +
∞∑
k=0
(−1)k+12k (O1)2k−1
2kk!
= O1 exp
(−O21/2)− exp (−O21/2)O2 −O1 exp (−O21/2)
= exp
(−O21)O2,
which proves the lemma. The proof of the converse is analogous and
yields
O2 exp(O
2
1/2) = − exp(O21/2)A.
Moreover, this φ0 ∈ kerO2 is an eigenvector of the intermediate
operator L. To prove this statement, we need the following lemma:
Lemma 6.4. For the operators O1, O2 and L = {O1, O2}, one has[
O22, O
2t
1
]
= O
2(t−1)
1 (4t(t− 1)− 2tL) , t = 1, 2, 3 . . .
Proof. We will prove this expression using induction. One immedi-
ately verifies its validity for t = 1: given that[
O22, O
2
1
]
= O1
[
O22, O1
]
+
[
O22, O1
]
O1
the above commutation relations yield
[
O22, O
2
1
]
= −2L, which proves
the statement for t = 1.
Assuming the validity of the above expression for some fixed t, one
has [
O22, O
2(t+1)
1
]
=
[
O22, O
2t
1
]
O21 +O
2t
1
[
O22, O
2
1
]
= 4t(t− 1)O2t1 − 2tO2(t−1)1 LO21 − 2O2t1 L
= 4t(t+ 1)O2t1 − 2(t+ 1)O2t1 L
where the equality [L,O21] = −4O21 has been used. This proves the
lemma.
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Proposition 6.3. If φ0 ∈ kerO2 is such that the corresponding
element ψ0 = exp(−O21/2)φ0 ∈ kerA obeys Hψ0 = kψ0, one has
Lφ0 = −k2φ0.
Proof. Writing H = 2(O21 −O22) we rewrite H exp(−O21/2) as
2 exp(−O21/2)O21 − 2O22
∞∑
k=0
(−1)kO2k1
2kk!
.
By the previous lemma, this equals
2 exp(−O21/2)O21 − 8
∞∑
k=0
(−1)kk(k − 1)O2(k−1)1
2kk!
+ 4
∞∑
k=0
(−1)kkO2k1
2kk!
L
= 2 exp(−O21/2)O21 − 2 exp(−O21/2)O21 − 2 exp(−O21/2)L.
Given that ψ0 obeys Hψ0 = kψ0, we finally obtain
Hψ0 = k exp(−O21/2)φ0 = −2 exp(−O21/2)Lφ0,
which proves the proposition.
6.3.3 Conclusion
A generalisation of the classical Fourier transform to other settings
can thus be obtained by searching for two operators A† and A that
obey the following system of commutation relations:[
A,
(
A†
)2]
= 4A†[
A†, A2
]
= −4A.
Defining the Hamiltonian as H = {A†, A}, these can be rewritten as
[H,A†] = 4A†
[H,A] = −4A. (6.1)
Alternatively, one might search for operators O1 and O2 which obey
[O21, O2] = 2O1 (6.2)
[O1, O
2
2] = 2O2, (6.3)
123 6.3 The operator story
or, defining the operator L = {O1, O2},
[O1, L] = 2O1
[L,O2] = 2O2.
According to Corollary 6.7, these operators allow to construct a
scalar differential equation. Given that this action of the Hamiltonian
H on the functions ψj is diagonal, the following formal expression
(or a variation of it) can be used to define a Fourier transform in a
particular setting:
exp
(
−ipi
2
H
2
)
ψj = (−i)2j+ k2ψj . (6.4)
The careful reader may observe that the proofs in this section are
identical to those in the previous sections. In fact with the opera-
tor framework the converse is highlighted: because everything could
be proved only using the operators and their relations, all the above
can be carried out in any setting where the operators obey the above
commutation relations.
The following table gives an overview of the operators in the clas-
sical and the slice setting for which the above relations hold. They
can thus be used to (at least formally) construct a Fourier transform,
as has been done in the previous chapters.
Classical FT Slice FT Operators
Operator 1 x x√
2c
O1
Operator 2 − ddx
√
2cD0 O2
Raising x− ddx x√2c +
√
2cD0 A
†
Lowering x+ ddx
x√
2c
−√2cD0 A
Hamiltonian 2
(
x2 − d2
dx2
)
2
(
x2
2c − 2cD20
)
H
Table 6.1: Overview of the operators in the classical and the
slice setting.
As denoted, the construction only guarantees a formal definition
of the Fourier transform. Whether it is possible to find a closed
expression for it as well (e.g. by means of an integral transform),
depends on the representation space under consideration.
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6.4 Showcase: the slice Fourier transform
Before addressing other settings, we will first demonstrate how the
slice Fourier transform fits in this paradigm. Using Theorem 3.1 we
can show that the operators
A† =
x√
2c
+
√
2cD0
A =
x√
2c
−
√
2cD0
exhibit the required commutation relations:[
A,
(
A†
)2]
= 4A†[
A2, A†
]
= 4A.
Apart from a constant factor
√
2c these operators are equal to the
ones used in Chapter 3 to construct the Clifford-Hermite functions
with. They show the following commutator and anti-commutator:
[A†, A] = 2(D0x− xD0)
{A†, A} = 2
(
x2
2c
− 2cD20
)
where the latter can be seen as the Hamiltonian H. Referring to
Theorem 3.7 in Chapter 3, we can now write
Hψj,k = −4(j + k + 1)ψj,k
where the functions ψj,k are proportional to the Clifford-Hermite
functions from Chapter 3. Because these ψj,k’s act as eigenfunc-
tions in the above expression, we can apply the exponential operator
exp
(− ipi2 x) on both sides in order to obtain the following formal ex-
pression for the slice Fourier transform:
e−i
pi
2 (−H4 )ψj,k = e
−ipi
2
(
cD20−x
2
4c
)
ψj,k = (−i)j+k+1ψj,k. (6.5)
While this equality can be seen as a formal definition of the slice
Fourier transform, it can in this particular setting be used to derive
a closed expression for it as well. We motivate this claim in a formal
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way by considering functions f in the span of {ψj,k}. Given that
{ψj,k} is an orthogonal basis for the corresponding L2-space, one has
the following formal identity:
δ(x− y) =
∞∑
j,k=0
ψj,k(y)ψj,k(x)
〈ψj,k, ψj,k〉 ,
where the left-hand side denotes the so-called delta distribution. Be-
cause of the structure of δ(x − y), the integral of the product of
δ(x − y) with a given Clifford-Hermite function ψ`,m(x) over x (de-
noted in the same order) yields the same function evaluated in y:∫
Rm+1
 ∞∑
j,k=0
ψj,k(y)ψj,k(x)
〈ψj,k, ψj,k〉
 ψ`,m(x) dx = ψ`,m(y).
Because the exponential operator from (6.5) is a formal expression for
the slice Fourier transform, acting with it on both sides of the above
equality yields the integral expression for the slice Fourier transform:∫
Rm+1
e−i
pi
2 (
H
2c)
 ∞∑
j,k=0
ψj,k(y)ψj,k(x)
〈ψj,k, ψj,k〉
 ψ`,m(x) dx
=
∫ +∞
−∞
∞∑
j,k=0
ψj,k(y)(−i)(j+k+1)ψj,k(x)
〈ψj,k, ψj,k〉 ψ`,m(x) dx
= (−i)(j+k+1)ψj,k(y).
Therefore we finally obtain the following expression for the slice
Fourier transform FS :
FS(f)(y) = 〈K(x,y), f(x)〉L2
where K is the Mehler formula defined as
K(x,y) =
+∞∑
j,k=0
ψj,k(x)i
j+k+1ψj,k(y)
〈ψj,k, ψj,k〉 .
If this series converges, a closed integral expression for the Fourier
transform of a function f is obtained by taking the inner product
of this kernel function with the function under consideration. In
Chapter 3 we showed that this is indeed the case for the slice Fourier
transform FS .
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Remark 6.3. Though the definition of the functions ψj in Section
6.3 only contains one parameter j corresponding to the amount of op-
erators A† acting on ψ0, the above expression (6.5) shows a subindex
k as well. However, according to Proposition 3.2, all functions ψ0,k
are in the kernel of the operator D˜c
†
= −x2 − cD0 and are therefore
annihilated by the operator A =
√
2
c
(
x
2 + cD0
)
as well. Each of these
functions ψ0,k can thus serve as the function ψ0 in the framework of
Section 6.3.
6.5 Fourier transform in several settings
The line of thought in the former sections can be seen as a motiva-
tion to ‘export’ the Fourier transform to a variety of other settings.
It even yields a hands-on algorithm to do so: constructing the ap-
propriate operators immediately yields the formal definition of the
Fourier transform in that setting. In the next subsections this idea
will be put to the test in all kinds of hypercomplex settings.
Remark 6.4. Though the above operator conditions can be imposed
on any kind of differential operator, in the following we will limit
ourselves to linear differential operators. Obviously, this particular
choice narrows down the amount of solutions one might find.
6.5.1 Testcase: complex analysis
In the above Section 6.3, there were no other requirements for the
operators A,A†, O1 and O2 than to obey the corresponding commu-
tation relations. Otherwise stated, there remains a lot of freedom in
constructing these operators so the same setting can yield different
operators that obey these relations. This is illustrated when consid-
ering the case of complex analysis.
A† as multiplication operator
In complex analysis the variable reads z = x+iy ∈ C. When choosing
the corresponding multiplication operator to play the role of the op-
erator A†, we have to find an operator A such that the commutation
relations for these operators are fulfilled.
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Proposition 6.4. In complex analysis, the operators A† = z and
A = 2∂z yield the required operator relations, where ∂z denotes the
classical Cauchy-Riemann operator.
Proof. A straightforward calculation proves the statement.
The corresponding Hamiltonian reads
H = 2(2z∂z + 1)
and the kernel of A consists of functions of z and constant functions,
so we can choose ψ0 = 1. Because
Hψ0 = 2ψ0,
the eigenvalue of ψ0 under the action of H is given by 2 and we obtain
the following scalar differential equation:
Hψj(z) = Hz
j = 2 (2j + 1)ψj(z).
Corollary 6.8. In complex analysis, a formal expression for a Fourier
transform is given by
exp
(
−ipi
2
(
z∂z − 1
4
))
ψj(z) = (−i)jψj(z)
where the functions ψj are given by z
j.
Remark 6.5. Because the functions ψj are monomials, the action of
the above Fourier transform is identical to that of the operator
G : C→ C : g(z) 7→ g(−iz), g ∈ span{ψj}
as defined in the last section of Chapter 2. Indeed, the above setting
corresponds to the classical Fock space.
O1 as multiplication operator
Alternatively, one could have chosen O1 to correspond with the mul-
tiplication operator. The aim is now to find an operator O2 such that
the commutation relations
[z2, O2] = 2z
[z,O22] = 2O2
are fulfilled.
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Proposition 6.5. In complex analysis, the first order linear differ-
ential operator that, together with the multiplication operator z, es-
tablishes a representation of osp(1|2), is given by
O2 = −∂z,
where ∂z denotes the classical Cauchy-Riemann operator.
Proof. Limiting our search to first order linear differential operators,
we can write O2 = (a1 + a2i)∂z, where a1, a2 ∈ R. Working out the
above commutation relations yields the following conditions on the
coefficients:
a1 + a2i = −1
follows from condition (6.2) and the system of equationsa
2
2 − a21 = a1
−2a1a2 = a2
follows from condition (6.3). All of these equations are fulfilled when
a1 = −1 and a2 = 0. Therefore we finally obtain O2 = −∂z.
Corollary 6.9. By consequence, the Hamiltonian is now given by
H = 2
(
z2 − ∂2z
)
and the anticommutator of O1 and O2 reads
L = −2z∂z − 1.
In order to write down the scalar differential equation in this
setting, we need a function ψ0 in the kernel of the operator A =
O1 − O2 = z + ∂z and its eigenvalue under the action of H. The
function
ψ0 = exp
(−z2/2)
is such a function and we have
Hψ0 = 2ψ0.
Therefore the scalar differential equation is given by
Hψj(z) = H (z − ∂z)j exp
(
−z
2
2
)
= 2 (2j + 1)ψj(z).
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Corollary 6.10. In complex analysis, a formal expression for an-
other Fourier transform is given by
exp
(
−ipi
2
(z2 − ∂2z )
)
ψj(z) = (−i)2j+1ψj(z),
where the functions ψj are given by
ψj(z) = (z − ∂z)j exp
(
−z
2
2
)
.
Proof. Substituting the expressions for O1 and O2 in the equations
in the previous section, yields the above expressions.
Remark 6.6. As was stated at the beginning of this section, this
approach only allows a formal expression for the Fourier transform.
It does not guarantee that a closed integral expression exists as well.
6.5.2 The bicomplex algebra BC
Inspired by the paper [61], we will now address the setting of the
bicomplex numbers. The bicomplex algebra BC is a hypercomplex
algebra with two basis elements i1 and i2 which, in contrast to the
basis elements in a Clifford algebra, do commute. The basis elements
thus obey the following equations:
i21 = −1, i22 = −1, i1i2 = i2i1.
Therefore, it is possible to construct an alternative basis for this
algebra consisting of idempotent elements. Indeed, writing
e =
1 + i1i2
2
e† =
1− i1i2
2
,
a straightforward calculation shows that e2 = e, (e†)2 = e† and ee† =
e†e = 0.
Because of these two bases, a variable x ∈ BC can also be written in
several ways:
x = x1 + x2i1 + x3i2 + x4i1i2
= Z1e+ Z2e
†
where Z1 = (x1+x3)+(x2+x4)i1 and Z2 = (x1−x3)+(x2−x4)i1. By
consequence, there are multiple ways to generalise the Fourier trans-
form to BC, depending on the choice of the multiplication operator.
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Twofold complex analysis
In a first example, one could choose to reproduce the above complex
analysis case within BC. Indeed: the existence of idempotents e
and e† allows to introduce a twofold copy of complex analysis in
each of these parts, which coincides with the following multiplication
operator:
O1 = Z1e+ Z2e
†.
Because ee† = e†e = 0, both parts do not interfere and the following
considerations are straightforward (using the above case of complex
analysis):
Proposition 6.6. In the idempotent approach of BC, the first or-
der linear differential operator that, together with the multiplication
operator z1e+ z2e
†, establishes a representation of osp(1|2), is given
by
O2 = −∂Z1e− ∂Z2e†,
where ∂Z1 and ∂Z2 denote the respective Cauchy-Riemann operators
in Z1 and Z2.
Proof. It follows from the above reasoning.
Corollary 6.11. By consequence, the Hamiltonian in this setting is
given by
H = 2
(
Z21 − ∂2Z1
)
e+ 2
(
Z22 − ∂2Z2
)
e†
and the anticommutator of O1 and O2 reads
L = (−2Z1∂Z1 − 1) e+ (−2Z2∂Z2 − 1) e†.
Proof. The expressions follow from substituting O1 and O2 in Defi-
nition 6.4.
Also the function ψ0 in the kernel of the operator A = O1 − O2
can be constructed using the previous results:
ψ0 = exp
(−Z21/2) e+ exp (−Z22/2) e† = exp(−(Z1e+ Z2e†)22
)
and its eigenvalue under the action of H is again equal to 2. Therefore
also the scalar differential equation is analogous and yields
Hψj(Z1e+ Z2e
†)
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= H
[
(Z1 − ∂Z1) e+ (Z2 − ∂Z2) e†
]j
exp
(
−(Z1e+ Z2e
†)2
2
)
= 2 (2j + 1)ψj(Z1e+ Z2e
†).
Using the series expression for the exponential function and the prop-
erties of the idempotents, one can show that
exp
(
−ipi
2
[(
Z21 − ∂2Z1
)
e+
(
Z22 − ∂2Z2
)
e†
])
= exp
(
−ipi
2
(
Z21 − ∂2Z1
))
e+ exp
(
−ipi
2
(
Z22 − ∂2Z2
))
e†,
so the following corollary holds.
Corollary 6.12. In this bicomplex setting, a formal expression for a
first Fourier transform is given by
exp
(
−ipi
2
((
Z21 − ∂2Z1
)
e+
(
Z22 − ∂2Z2
)
e†
))
ψj(Z) = (−i)2j+1ψj(Z)
where the functions ψj are given by
ψj(Z1e+Z2e
†) =
[
(Z1 − ∂Z1) e+ (Z2 − ∂Z2) e†
]j
exp
(
−(Z1e+ Z2e
†)2
2
)
.
Proof. The expressions are obtained by substituting O1 and O2 in
equation (6.4) and in the definition of ψj .
Bicomplex holomorphic functions
Apart from this idempotent approach of BC, it is also possible to
introduce a concept of holomorphicity for bicomplex functions (see
[35,64,65]). One of the equivalent characterisations reads as follows:
with U an open set in BC and F = u + i2v : U → BC of class C1 in
U , the function F is bicomplex holomorphic if and only if
1. u and v are complex holomorphic in both complex Ci1 variables
z1 and z2
2. ∂z1u = ∂z2v and ∂z1v = −∂z2u on U .
Therefore a possible multiplication operator for bicomplex holomor-
phic functions is given by
O1 = z1 + z2i2.
The corresponding Fourier transform can be found by applying the
above procedure.
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Proposition 6.7. In this approach of BC, the first order linear differ-
ential operator that, together with the multiplication operator z1+z2i2,
establishes a representation of osp(1|2), is given by
O2 = c (∂z1 + i2∂z2) + i2∂z2 ,
where the constant c is in BC.
Proof. Writing the first order linear differential operator as
O2 = (a1∂z1 + b1∂z2) + (a2∂z1 + b2∂z2)i2,
where the coefficients are in Ci1 , the commutation relations yield the
following conditions on the coefficients:a2 = −b1b2 = 1 + a1.
We thus get
O2 = a1∂z1 + b1∂z2 − b1∂z1i2 + (a1 + 1)∂z2i2
= a1(∂z1 + i2∂z2) + i2∂z2 − b1i2(∂z1 + i2∂z2).
Because a1, b1 ∈ Ci1 , this proves the statement.
Because of the freedom in the constant c, the general expressions
for H and for the formal expression of the corresponding Fourier
transform are not particularly nice-looking. This might be an indi-
cation that the class of functions under consideration is too general
and should be restricted even further.
6.5.3 Slice Fock space F S
Given this hands-on algorithm for constructing a Fourier transform
in a general setting, one might want to try it in the peculiar setting
of the slice Fock space FS .
O1 as multiplication operator
Considering O1 to be the multiplication operator z1e0 + z2ω, we get
the following proposition.
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Proposition 6.8. On FS, the first order linear differential operator
that, together with the multiplication operator z1e0 + z2ω, establishes
a representation of osp(1|2), is given by
O2 = ∂z1e0 + ∂z2ζ.
Proof. Limiting our search to first order linear differential operators,
we can write
O2 = (a1∂z1 + b1∂z2)e0 + (a2∂z1 + b2∂z2)ζ,
where all coefficients are in C. Working out the commutation rela-
tions yields the following conditions on the coefficients:a1 = 1b1 = 0 and
a2 = 0b2 = 1 ,
so we obtain O2 = ∂z1e0 + ∂z2ζ.
Corollary 6.13. By consequence, the Hamiltonian in this setting is
given by
H = −2 (z21 + z22 − ∂2z1 − ∂2z2)
and the anti-commutator of O1 and O2 reads
L = −2(z1∂z1 + z2∂z2 + 1).
In order to write down the scalar differential equation in this
setting, we need a function ψ0 in the kernel of the operator A =
O1 − O2 = (z1 − ∂z1)e + (z2 − ∂z2)ζ and its eigenvalue under the
action of H. The scalar function
ψ0 = exp
(−(z1e0 + z2ζ)2/2)
is such a function and we have
Hψ0 = 4ψ0.
Therefore the scalar differential equation is given by
Hψj(z1e0 + z2ζ) = H
[
(z1 + ∂z1)e0 + (z2 + ∂z2)ζ
]j
exp
(
−z
2
1 + z
2
2
2
)
= 4 (j + 1)ψj(z1e0 + z2ζ).
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Corollary 6.14. On FS, a formal expression for a Fourier transform
is given by
exp
(
i
pi
2
(
z21 + z
2
2 − ∂2z1 − ∂2z2
))
ψj(z) = (−i)2(j+1)ψj(z)
where the functions ψj are given by
ψj(z) =
[
(z1 + ∂z1)e0 + (z2 + ∂z2)ζ
]j
exp
(
−z
2
1 + z
2
2
2
)
.
Proof. Substituting the expressions for O1 and O2 in the framework
of the previous section, yields the above expressions.
A† as multiplication operator
It is clear that the above formal expression for the Fourier transform
on the slice Fock space does not coincide with the one at the end
of Chapter 5. This is because for the latter the operator z1e0 + z2ζ
acted as the raising operator A†. In order to obtain the commutation
relations for the operators A and A† in the above framework, one
finds the following expression for A:
A = −2∂z1e0 − 2∂z2ζ,
which is a multiple of the operator Dz0 on the slice Fock space. For
the Hamiltonian we find
H = 4 (z1∂z1 + z2∂z2 + 1) .
A function ψ0 is for example given by the constant 1. Given that
H1 = 4, the corresponding value for k is 4 and we find the following
formal expression for another Fourier transform on the slice Fock
space:
exp
(
−ipi
2
(z1∂z1 + z2∂z2 + 1)
)
ψj(z) = (−i)j+1ψj(z),
where
ψj(z) = z
j .
Because (−i)jzj = (−iz)j , we obtain the exact same action as in
Corollary 5.8 when the second index of ϕj,k is put to zero.
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6.5.4 New Fourier settings
In this final section we will show that the above examples can be used
to generate ever more Fourier settings. According to the following
theorem, the slice framework that was introduced in Chapter 3 yields
a first illustration of this concept.
Lemma 6.5. If the operators x and D both depend on variables
x1, . . . , xm (m ∈ N) and obey the commutation relations
[x2, D] = 2x
[x,D2] = 2D,
then the operators x + x0e0 and D + e0∂x0 also obey the respective
relations if xe0 = −e0x and e0D = −De0.
Proof. Indeed, writing these relations down for the operators x+x0e0
and D + e0∂x0 , one gets
[(x+ x0e0)
2, D + e0∂x0 ] = [x
2 − x20, D + e0∂x0 ]
= [x2, D]− [x20, e0∂x0 ]
= 2x+ 2x0e0
for the first and
[x+ x0e0, (D + e0∂x0)
2] = [x+ x0e0, D
2 − ∂2x0 ]
= [x,D2]− [x0, ∂2x0 ]
= 2D + 2e0∂x0
for the second relation. Here we used the fact that x does not contain
x0 and the linearity property of commutator brackets. This proves
the statement.
By consequence, a new Fourier setting can be constructed starting
from operators that have shown to generate a Fourier transform. An
illustration of this proces is exactly the slice setting introduced at the
beginning of this thesis: the 1-vector x = rω and the second term of
the slice Dirac operator, ω∂r, indeed obey the required commutation
relations:
[x2, ω∂r] = 2x
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[x,−∂2r ] = 2ω∂r.
Given that the newly introduced basis element e0 was such that
e0ω = −ωe0, the conditions of the previous lemma are met and the
1-vector x and the slice Dirac operator are guaranteed to obey the
required commutation relations as well.
Similarly, a Fourier transform could be introduced related to the
quaternion 1-vector variable q = q1i1 + q2i2 by interpreting the imag-
inary unit of the complex setting in subsection 6.5.1 as a Clifford
basis element i1, which anti-commutes with a newly introduced basis
element i2.
This lemma also shows the possibility to make further subdi-
visions of a Clifford algebra by introducing additional unit direc-
tions ω1, ω2 . . . which all anti-commute in order to write a variable as
r1ω1 + r2ω2 + . . .. The above lemma guarantees the right commuta-
tion relations. In fact this has already been confirmed by the proof
of Theorem 3.1 in Chapter 3, which also included this more general
context.
Nederlandse samenvatting
In deze Nederlandse samenvatting tracht ik in eerste instantie de
titel van dit proefschrift te verhelderen. Met name de eerste twee
secties geven wat achtergrond bij begrippen als Clifford-analyse in het
algemeen en Clifford-analyse op ‘slices’ in het bijzonder. Bij wijze van
uitdaging neem ik me voor dit te doen zonder wiskundige formules
te gebruiken: voor de rigoureuze kant van de zaak kan u immers in
de hoofdstukken van deze thesis terecht.
Anderzijds belicht deze samenvatting het doel van dit proefschrift en
een algemeen overzicht van de inhoud, geordend per hoofdstuk.
1 Clifford-analyse
De achtergrond waartegen deze thesis zich afspeelt, vindt haar oor-
sprong in de complexe analyse. Hoewel de Italiaanse wiskundigen
Gerolamo Cardano en Rafael Bombelli reeds in de 16de eeuw de com-
plexe getallen gebruikten, duurde het tot de 19de eeuw vooraleer
complexe analyse onder impuls van grote namen als Euler, Gauss,
Riemann, Cauchy, Weierstrass en vele anderen een krachtige functie-
theorie werd met veelvuldige toepassingen.
Toen de Ierse wiskundige William Rowan Hamilton in 1843 de quater-
nionen voorstelde, een algebra die wordt opgebouwd met twee anti-
commuterende complexe eenheden, rees de logische vraag of ook in
deze context een even succesvolle analytische theorie kon worden
opgebouwd. In 1878 werd deze vraag verder veralgemeend met de
invoering van een nog ruimere (hyper)complexe structuur door de
Engelse wiskundige William Kingdon Clifford. Waar de quaternio-
nen van Hamilton slechts twee complexe eenheden hebben, bevat de
algebra van Clifford een willekeurig aantal anti-commuterende basise-
lementen. Hiermee zag de Clifford-analyse het levenslicht.
Meteen stelt zich echter ook een prangende vraag: om aan analyse
te kunnen doen, heeft men immers een geschikte differentiaalopera-
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tor nodig. Binnen de complexe analyse is dit de Cauchy-Riemann-
operator, een operator waarvan de kern klein genoeg is om mee te
werken en tegelijk groot genoeg om een volwaardige theorie rond
op te bouwen. Net dit cruciale evenwicht vormt de moeilijkheid bij
het veralgemenen naar een ruimere context. Zo’n kern moet immers
minstens veeltermen en reeksen bevatten, een voorwaarde die vervuld
wordt in Clifford-analyse op slices.
2 Clifford-analyse op slices
Zoals de naam doet vermoeden, wordt de standaard Cliffordalgebra
binnen dit kader gezien als een verzameling ‘slices’ (wat zich ietwat
ongelukkig laat vertalen als ‘schijfjes’). Deze structuur uit zich ook
in de variabele die in deze context wordt gebruikt: een ‘paravec-
tor’ opgebouwd uit een scalair deel enerzijds en een Clifford-waardig
gedeelte anderzijds. Het is alsof de as der ree¨le getallen letterlijk een
as (of spil) vormt die de waaier aan slices bij elkaar houdt. Bovendien
is elk van deze slices op zichzelf isomorf met het klassieke complexe
vlak.
Zoals aangekondigd kan men in deze context een differentiaaloper-
ator definie¨ren waarvan de kern onder meer veeltermen en reeksen
in de paravectorvariabele bevat. Met name worden binnen deze the-
orie enkel functies beschouwd waarvan de restricties tot elk van de
afzonderlijke slices in de kern zitten van de overeenkomstige Cauchy-
Riemannoperatoren op die slices. Deze functies worden kortweg ‘slice
monogeen’ genoemd.
De overstap naar Clifford-analyse op slices zorgt er echter ook voor
dat enkele handige eigenschappen uit de Clifford-analyse niet langer
gelden. Zo voldoen operatoren binnen de Clifford-analyse op slices
niet noodzakelijk aan de relaties waar hun evenkniee¨n uit de com-
plexe analyse aan voldoen. In het bijzonder is dit geen goed nieuws
wanneer men integraaltransformaties wil construeren die op de dif-
ferentiaaloperator gebaseerd zijn.
3 Doel van de thesis
De betrachting van dit proefschrift is daarom de sterktes van beide
theoriee¨n te combineren: aan de ene kant de algebra¨ısche structuur
van het samenspel tussen de operatoren in Clifford-analyse, aan de
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andere kant de kern van de differentiaaloperator in Clifford-analyse
op slices. Kortom: we willen Clifford-analyse bedrijven binnen een
context van slices.
Met die algebra¨ısche structuur wordt in het bijzonder de zogenaamde
osp(1|2)-structuur bedoeld. De aanwezigheid van deze Lie super-
algebra zou bijvoorbeeld toelaten veralgemeende Fourier- en Segal-
Bargmann-transformaties te definie¨ren binnen dit nieuwe kader.
Tot slot bevat deze samenvatting een gedetailleerd overzicht van
de opbouw van dit proefschrift.
Hoofdstuk 2 verzamelt de basisdefinities en -eigenschappen van
de algebra’s en transformaties die binnen dit proefschrift worden ge-
bruikt. Eerst komen elementaire begrippen uit de Clifford-analyse
en de analyse op slices aan bod. Vervolgens worden de klassieke
Fourier-transformatie en haar basis van eigenfuncties belicht. Van
deze Hermite-functies worden ook de belangrijkste eigenschappen op-
gelijst. In een laatste sectie gebeurt hetzelfde voor de Segal-Bargmann-
transformatie en de overeenkomstige Fock-ruimte. Het hoofdstuk
eindigt met het gedrag van de Fourier-transformatie onder de Segal-
Bargmann-transformatie, een eigenschap die we ook graag binnen de
slice-context zouden terugvinden.
Zoals aangekondigd bestaat de grootste betrachting van dit proef-
schrift erin aan te tonen hoe de algebra¨ısche osp(1|2)-structuur te
voorschijn komt binnen de theorie van slice monogene functies. Op
welke manier de differentiaaloperator daartoe gemanipuleerd moet
worden, staat aan het begin van hoofdstuk 3 beschreven.
Vervolgens worden de nodige basisingredie¨nten geconstrueerd, bouw-
stenen die onmisbaar zijn bij het oprichten van een veralgemeende
Fourier-transformatie in het volgende hoofdstuk. Daaronder mogen
worden verstaan: Clifford-Hermite-functies, een goed gedefinieerd
inproduct en een geschikt Hilbert-moduul van functies. Er wordt
aangetoond dat deze Clifford-Hermite-functies als tegenhangers van
de klassieke Hermite-functies eveneens gelijkaardige eigenschappen
vertonen. In het bijzonder vormen ze, met betrekking tot bovenver-
meld inproduct, een orthogonale basis voor een subruimte van het
Hilbert-moduul en voldoen ze aan een scalaire differentiaalvergelij-
king.
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In hoofdstuk 4 worden deze bouwstenen gebruikt om een Fourier-
transformatie te construeren binnen een functietheorie op slices. Re-
cente ontwikkelingen binnen de Clifford-analyse op slices omvatten
veralgemeningen van verschillende integraaltransformaties naar deze
specifieke setting. Hoewel de Bergman-Sce transformatie, de Cauchy-
transformatie en de (duale) Radon-transformatie reeds onder handen
werden genomen, bleef een veralgemening van de Fourier-transformatie
tot nog toe uit.
Anderzijds werd de Fourier-transformatie reeds uitgebreid naar aller-
lei andere hypercomplexe contexten. Zo werden zelfs gesloten uit-
drukkingen verkregen voor een veralgemening naar de Clifford-analyse,
zij het enkel voor dimensies met welbepaalde pariteit. Dergelijke
Fourier-transformaties werden ook reeds bestudeerd met het oog op
concrete toepassingen, zoals in het domein van de beeldverwerking.
In dit hoofdstuk wordt de slice-Fourier-transformatie gedefinieerd en
worden haar belangrijkste eigenschappen bestudeerd. Daar de klas-
sieke Fourier-transformatie een integraaltransformatie is, kwam de
zoektocht naar een veralgemening voor slice monogene functies neer
op het vinden van een geschikte integraalkern. Binnen dit hoofdstuk
gebeurt dit met behulp van de Mehler-formule: gebaseerd op een
orthogonale basis van eigenfuncties en bijhorende eigenwaarden laat
deze toe een formele uitdrukking neer te schreven voor de gezochte
integraalkern.
De expliciete uitdrukking voor de integraaltransformatie kan vervol-
gens worden gebruikt om haar eigenschappen nader te onderzoeken.
Zoals gehoopt vertonen deze eigenschappen grote gelijkenissen met
die van de klassieke Fourier-transformatie.
In de laatste sectie van dit hoofdstuk worden twee mogelijke interpre-
taties van de klassieke convolutie-operatie aangegrepen om evenveel
veralgemeningen van de klassieke convolutie-eigenschap naar de slice-
Fourier-transformatie te onderzoeken. Aangezien beide benaderingen
aanleiding geven tot hetzelfde gedrag in het Fourier-domein, eindigen
we dit hoofdstuk met het belichten van het verband tussen beide.
Hoofdstuk 5 introduceert de Segal-Bargmann-transformatie in
de Clifford-analyse op slices. Klassiek beeldt deze integraaltrans-
formatie Hermite-functies af op veeltermen in de Fock-ruimte. Op
die manier kan ze worden gebruikt om ingewikkelde transformaties
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zoals de Fourier-transformatie te vereenvoudigen door hun actie op
de Fock-ruimte te bekijken.
Bij het veralgemenen van de Segal-Bargmann-transformatie stelt zich
al snel een belangrijke uitdaging met betrekking tot het doorbreken
van een cirkelredenering. Om zo’n transformatie te definie¨ren is het
immers handig kennis te hebben van de bijhorende Fock-ruimte. An-
derzijds is deze laatste a priori nog niet gekend en ontbreekt het
precies aan een gepaste Segal-Bargmann-transformatie om ze op te
bouwen op basis van de beelden van de Clifford-Hermite-functies.
Uiteindelijk wordt een oplossing gevonden in het uiteenrafelen van de
Clifford-Hermite-functies en het transformeren van de resulterende
delen onder de klassieke Segal-Bargmann-transformatie. Op deze
manier wordt een basis voor de slice Fock-ruimte verkregen.
Op basis van deze bevindingen wordt vervolgens de gezochte in-
tegraaltransformatie gedefinieerd. Ook worden haar eigenschappen
verder onderzocht, onder meer door gekende eigenschappen van de
Clifford-Hermite-functies naar de Fock-ruimte te transformeren. In
het bijzonder leidt dit tot een meer intu¨ıtieve uitdrukking voor de
scalaire differentiaalvergelijking uit hoofdstuk 3.
Intussen wordt op de slice Fock-ruimte ook een geschikt inproduct
gedefinieerd zodat een orthonormale basis kan worden gevonden. We
tonen aan dat de slice Segal-Bargmann-transformatie de orthonor-
male basis van Clifford-Hermite-functies afbeeldt op deze basis van
de Fock-ruimte. Tot slot wordt ook de inverse Segal-Bargmann-
transformatie gedefinieerd en gaan we na wat de overeenkomstige
actie is van de slice Fourier-transformatie op de Fock-ruimte.
In het laatste hoofdstuk, hoofdstuk 6, wordt de constructie van
de klassieke en de slice Fourier-transformatie beschouwd vanuit het
standpunt van de betrokken operatoren. Beide integraaltransfor-
maties hebben immers de onderliggende osp(1|2)-structuur gemeen-
schappelijk waardoor de bijhorende formules in grote mate kunnen
worden neergeschreven door enkel de overeenkomstige operatoren te
gebruiken.
Deze invalshoek laat toe een andere werkwijze uit te testen bij het
construeren van Fourier-transformaties in andere wiskundige omgevin-
gen. Om dit idee te illustreren worden enkele hypercomplexe alge-
bra’s ge¨ıntroduceerd waarin vervolgens de operatorbenadering wordt
toegepast in de zoektocht naar een geschikte differentiaaloperator.
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Na deze manier van werken te hebben getest binnen de klassieke
complexe analyse, komen de bicomplexe getallen aan bod en wordt
een bicomplexe Fourier-transformatie opgebouwd. Een volgende toe-
passing speelt zich af binnen de quaternionen en tot slot wordt de
slice Fock-ruimte onder de loep genomen om te onderzoeken of de
bijzondere vorm van de Fourier-transformatie in deze setting zo kan
worden teruggevonden.
De resultaten van hoofdstukken 3 en 4 werden reeds gepubliceerd
in twee artikels, respectievelijk gegeven door referenties [13] en [14].
Na het indienen van deze thesis zullen nog twee papers worden inge-
diend met de resultaten van hoofdstukken 5 en 6.
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