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Abstract
This paper investigates the forecasting accuracy of diﬀerent prediction methods based on the theory of nonlinear dynamical systems and phase
space reconstruction. In particular, a locally linear regression method is described. Diﬀerent regularization methods to achieve better predictions
in case of short time series as well as to increase the robustness against noise are speciﬁed. An evaluation by means of synthetic and real time
series indicates high forecasting accuracy compared to established methods used as benchmarks.
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1. Introduction
Demand forecasting is an important task for manufacturing
companies because subsequent steps of production planning
rest upon the results of demand planning [1]. Typically, the
future demand per stock-keeping-unit has to be predicted for
a large number of items based on time series of past customer
orders. Hence, an application of automatic algorithms is rea-
sonable. Due to various inﬂuencing factors, like the number of
substitute products, competitors’ strategic decisions, marketing
budgets, seasonality or ﬂuctuations in the overall economy, de-
mand evolutions are often highly volatile. Frequently, standard
prediction methods compute inaccurate forecasts since they are
not able to model the demand evolutions suitably. Here, pre-
diction methods of nonlinear dynamics promise improved fore-
casting accuracy [2,3]. Based on a modeling by nonlinear dy-
namical systems, these methods are able to reconstruct the dy-
namical properties of a demand evolution as well as inﬂuenc-
ing factors out of a scalar time series of past customer orders.
However, if only few past customer orders are available, these
methods often fail to distinguish between important system in-
ﬂuences and corrupting noise [4], which implies poor predic-
tions. In this paper, regularization methods are applied to be
able to predict short time series as well as to make the prediction
methods robust against noise components. In past studies, lo-
cally linear regression with the regularization methods of ridge
regression, principal components regression and partial least
squares regression were applied [5–7]. These studies focused
on forecasting chaotic time series. In the paper at hand, locally
linear regression with the three mentioned regularization meth-
ods and the LASSO regularization method are applied to pre-
dict synthetic and real time series data. The application shows
improved forecasting results of the robust prediction methods
of nonlinear dynamics compared to standard methods.
Section 2 provides the theoretical base for the following in-
vestigations. Demand planning based on time series analysis
is described. Locally linear prediction based on phase space
reconstruction is detailed following [3]. Regularization meth-
ods and parameter optimization by a genetic algorithm are de-
scribed. The section closes with an outline of established fore-
casting methods as benchmarks. Section 3 shows the results of
an empirical study regarding forecasting accuracy and robust-
ness of the prediction methods. Section 4 concludes the paper.
2. Theoretical background
2.1. Time series analysis and demand planning
Manufacturing companies have to solve demand planning
problems for every product they sell. In general, univariate time
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series of past customer orders are the main base for predictions.
A time series is an ordered sequence of points
y = {y1, y2, . . . , yT } (1)
measured in time steps of equal length. In this paper, one-step-
ahead demand planning problems for subsequent time steps are
considered. These can be deﬁned as follows: For a given time
series (1) of past customer orders for a speciﬁc product, predict
the unknown future demand yT+1. After predicting yT+1 based
on y1, . . . , yT , predict yT+2 based on y1, . . . , yT+1 and so on. This
procedure is iterated h times. To evaluate the forecasting accu-
racy of the predicted values yˆT+1, . . . , yˆT+h compared to the true
future values yT+1, . . . , yT+h, the widely used symmetric mean
absolute percentage error (sMAPE) is applied as
sMAPE ( yˆt | yt) := 100 |yˆt − yt |1
2 (yˆt + yt)
. (2)
For more information about demand planning, see [1,8].
2.2. Locally linear prediction based on phase space recon-
struction
In this paper, locally linear models based on phase space re-
construction and nearest neighbor search are applied for time
series prediction of customer demands. These methods base on
the theory of dynamical systems and nonlinear dynamics [9].
A prediction is achieved in three steps. Firstly, the dynamical
properties are reconstructed by the method of delay coordinate
embedding. Secondly, the k nearest neighbors of the query vec-
tor are computed. Thirdly, a local model is ﬁtted to the future
values of the neighbors. This model is applied to predict a fu-
ture value of the demand time series. The three steps are re-
peated for every prediction. In the following, ﬁrstly, the theory
of dynamical systems and the method of phase space recon-
struction are outlined. Subsequently, locally linear prediction
models are described as well as diﬀerent regularization meth-
ods and the parameter optimization by a genetic algorithm.
2.2.1. Dynamical systems and phase space reconstruction
The evolution of a dynamical system can be described by a
system of autonomous ordinary diﬀerential equations:
d
dt
χ(t) = F(χ(t)) , χ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
χ1
...
χs
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , F =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1
...
Fs
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , t ∈ R. (3)
The vector χ denotes the state of the dynamical system at time t.
The vector ﬁeld F is deﬁned to be Lipschitz continuous, which
implies that a solution to the initial value problem (3) with given
initial condition χ(0) exists and is uniquely deﬁned by the state
vector χ. The s-dimensional space which is spanned by the
components of χ multiplied with the unit vectors is called the
phase space S ⊆ Rs. A state of the dynamical system is repre-
sented by a point χ in the phase space S . In this paper, dissipa-
tive dynamical systems are considered, which implies that after
a certain time, a set of neighboring initial states will be attracted
to a subset of the phase space. This subset A ⊆ S is called the
attractor of the system. In general, it has a smaller dimension
than the phase space. A dynamical system considers various
components, which impact on its evolution. In order to illus-
trate this evolution, all dependencies have to be known, which
usually cannot be assured. Frequently, only measurements of
one component of the dynamical system are known. In this pa-
per, only the availability of a successive, equidistant scalar time
series of past customer orders (1) until the present time point T
is assumed. The demand evolution embodies one component of
the dynamical system, which describes the evolution of a whole
production and delivery system. However, under quite general
assumptions, the embedding theorem of Takens [10] states that
the evolution of a whole deterministic dynamical system can be
reconstructed out of a scalar time series of one component of
the system. On this account, the method of delay coordinate
embedding is used to reconstruct the dynamics on the attractor
of the system in an embedding space E. This method uses the
successive, equidistant time series
y = {y1, y2, . . . , yT }
yi = χr(ti) , ti = t1 + (i − 1)τS, yi ∈ R (4)
of measurements of the component χr of the state vector χ.
Here, the component χr describes the customer orders and the
parameter τS is called the sampling time. A vector
xt := xt(m, τL) :=
[
yt−(m−1)τL , yt−(m−2)τL , . . . , yt−τL , yt
]
(5)
is called delay coordinate vector of length m corresponding to
time point t. The length m of the delay coordinate vector is
called the embedding dimension. The delay time τL = cτS,
c ∈ N, is a multiple of the sampling time τS. A delay coordi-
nate vector xt is a segment of the original time series y. While
the original time series y involves T measurements with succes-
sive time distance τS, xt contains m of the T components with
successive time distance τL. By a delay coordinate vector, the
dynamical properties of the original state vector χ can be re-
constructed if the embedding dimension m and the delay time
τL are chosen appropriately. In this paper, the parameters are
optimized by a genetic algorithm described in section 2.2.4.
2.2.2. Locally linear prediction model
By applying the method of delay coordinate embedding, the
properties of a dynamical system with state χ(t) in an unknown
phase space S can be reconstructed by a vector xt in an em-
bedding space E if a scalar time series y of equidistant mea-
surements of one component χr of χ is available. Moreover, the
embedding theorem justiﬁes a smooth functional dependence
yt+1 = g1(xt) = g1
(
yt−(m−1)τL , yt−(m−2)τL , . . . , yt−τL , yt
)
(6)
assumed that the time series y is generated by a smooth deter-
ministic dynamical system and m as well as τL are chosen ap-
propriately [9,11]. Hence, a prediction model for future values
of the given time series can be built based on the phase space
reconstruction. For this purpose, the query vector
xT =
[
yT−(m−1)τL , yT−(m−2)τL , . . . , yT−τL , yT
]
(7)
is built. This is the delay coordinate vector corresponding to
the present state. Now, a prediction function is needed, which
extrapolates into the future. Thus, all delay coordinate vectors
of length m with successive distance τL are built out of the time
series y. These T − (m − 1)τL vectors are sorted by their Eu-
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clidean distances to the query vector xT . Now, the k nearest
neighbors xNN,1T , . . . , x
NN,k
T of xT are determined, where the qth
nearest neighbor is the delay coordinate vector which has the
qth shortest distance to xT . The k nearest neighbors are mapped
h steps into the future in the reconstructed phase space to obtain
the values gh
(
xNN,1T
)
, . . . , gh
(
xNN,kT
)
. By using the future evolu-
tions of the k nearest neighbors, diﬀerent prediction models can
be built, which approximate the global nonlinear evolution lo-
cally [2–4,12]. In this paper, a locally linear regression model
gh = Xβ + , gh =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
gh
(
xNN,1T
)
...
gh
(
xNN,kT
)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , X =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 xNN,1T
...
...
1 xNN,kT
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (8)
of the neighbors’ futures gh ∈ Rk on the neighbors’ components
X ∈ Rk×(m+1) is applied, where β = (β0, β1, . . . , βm)T ∈ Rm+1
denotes a coeﬃcient vector and  ∈ Rk is a vector of white
noise processes. Deﬁne the residual sum of squares as
RSS(β) =
k∑
i=1
⎛⎜⎜⎜⎜⎜⎜⎝gh
(
xNN,iT
)
− β0 −
m∑
j=1
xNN,iT, j β j
⎞⎟⎟⎟⎟⎟⎟⎠
2
, (9)
where xNN,iT, j denotes the jth component of x
NN,i
T . The Gauss-
Markov theorem [13] states that the best linear unbiased esti-
mator for the coeﬃcient vector is
βˆOLS = argmin
β
{RSS(β)} =
(
XTX
)−1
XTgh. (10)
After calculating βˆ, a h-step-ahead prediction is computed by
yˆT+h = βˆ0 +
m∑
j=1
xT, jβˆ j = (1 xT ) βˆ, (11)
where xT, j denotes the jth component of the query vector xT .
2.2.3. Regularization methods
In many cases of observed real-world time series data,
columns of the matrix X in (10) are collinear, which implies an
ill-conditioned matrix inverse of XTX and thus, some regres-
sion coeﬃcients as well as the model output can be very large
[5]. In order to solve this problem and to make the locally linear
model more robust against noise, regularization methods can be
applied [7]. These methods bias the estimator of the regression
coeﬃcients to reduce the variance as well as the mean squared
error of the estimator and to prevent the model from overﬁtting.
They can be divided into shrinkage methods and methods us-
ing derived input directions [13]. Shrinkage methods like ridge
regression (RR) and the least absolute shrinkage and selection
operator method (LASSO) shrink the regression coeﬃcients by
imposing a penalty on their size. Principal component regres-
sion (PCR) and partial least squares regression (PLSR) use de-
rived input directions and base the regression on a small number
of linear combinations of the original inputs. In the following,
the regularization methods are described. Since these methods
are not scale invariant, the inputs are standardized to have mean
zero and variance one before applying the methods. Moreover,
β0 gets estimated by g¯h = 1k
∑k
i=1 gh,i and β1, . . . βm are estima-
ted without intercept. Hence, in the following, X ∈ Rk×m. After
calculating the regression coeﬃcients by the RR, LASSO, PCR
or PLSR method, a h-step-ahead prediction is computed by in-
serting the coeﬃcients into (11). Here, it has to be noted that
because of using standardized inputs, the query vector xT has
to be standardized as well by subtracting the sample mean of X
and dividing by the sample standard deviation of X.
The RR method introduces a penalty term into (9) and esti-
mates the regression coeﬃcients as
βˆRR = argmin
β
⎧⎪⎪⎪⎨⎪⎪⎪⎩RSS(β) + λ
m∑
j=1
β2j
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (12)
Here, λ ≥ 0 is called the shrinkage parameter. The LASSO
method also uses a shrinkage parameter and estimates the re-
gression coeﬃcients as
βˆLASSO = argmin
β
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2
RSS(β) + λ
m∑
j=1
∣∣∣β j∣∣∣
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (13)
For the RR method and the LASSO method, the shrinkage pa-
rameter λ has to be chosen appropriately. In this paper, this is
achieved by cross-validation. For more information about the
RR method and the LASSO method, see [5–7,13].
The PCR method starts by performing a principal compo-
nent analysis on the centered data matrix X ∈ Rk×m. This
pre-processing step bases on the singular value decomposition
X = UΔVT, where U ∈ Rk×m and V ∈ Rm×m are matrices with
unit vectors as columns called the left and right singular vec-
tors of X respectively. Δ ∈ Rm×m is the diagonal matrix with
entries δ1 ≥ δ2 ≥ . . . ≥ δm ≥ 0 called singular values of X.
Derived input columns z j = Xv j are formed, which are called
the principal components of X. The ﬁrst principal component
z1 has the largest sample variance among all normalized linear
combinations of the columns of X. The subsequent principal
components z j have maximum sample variance on condition of
being uncorrelated with the previous zl = Xvl. Now, the ap-
proach of PCR is to use ZM = (z1, . . . zM) ∈ Rk×M with M < m
for the regression instead of X and hence to neglect the m − M
principal components with the lowest variances. After calcu-
lating γˆ ∈ RM for the regression of gh on ZM , the coeﬃcient
vector for the regression of gh on X is given as
βˆPCR0 = g¯h, βˆ
PCR
1,...,m = VM γˆ =
(
VM
(
ZTMZM
)−1
ZTMgh
)
, (14)
where VM = (v1, . . . vM) ∈ Rm×M .
In contrast to PCR, PLSR considers gh in addition to X for
the construction of linear combinations as regression inputs.
The matrices X ∈ Rk×m and gh ∈ Rk get decomposed into
X = TPT + η and gh = TqT + , (15)
where T ∈ Rk×M is a matrix of M < m extracted score vectors,
P ∈ Rm×M , q ∈ RM are loadings matrices and η ∈ Rk×m,  ∈ Rk
are matrices of residuals. Moreover, a linear transformation
T = XW (16)
is constructed, where W ∈ Rm×M is a matrix of weights. The
ﬁrst latent component t1 is deﬁned such that the squared sam-
ple covariance between gh and t1 is maximal. Subsequent latent
components t j are deﬁned to maximize the squared sample co-
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variance between gh and t j on condition of being uncorrelated
with the previous tl = Xwl. It can be shown that the coeﬃcient
vector for the regression of gh on X can be calculated as
βˆPLSR0 = g¯h, βˆ
PLSR
1,...,m =W(P
TW)−1qT =W(TTT)−1TTgh. (17)
For more information about PCR and PLSR, see [5–7,13–15].
2.2.4. Parameter optimization
In order to obtain reasonable models of the actual demand
evolution and subsequently accurate forecasts of future values,
the parameters m, τL and k of the locally linear model as well
as the parameters λ or M in case of an application of a regu-
larization method have to be chosen appropriately. In the paper
at hand, the model parameters are optimized by a genetic al-
gorithm (GA). In order to perform a cross-validation, the given
time series (1) is separated into a training set y1, y2, . . . , yTtrain
and a test set yTtrain+1, yTtrain+2, . . . , yT . The training set is used
to optimize the parameters by a GA. Subsequently, the test set
is predicted to calculate the out-of-sample error for forecasting
accuracy. In both, the training and the testing phase, the one-
step-ahead prediction errors are computed and used as accuracy
measure of the model with the applied parameter conﬁguration.
Optimizing the model parameters means ﬁnding a vector ϑ
within a search space S which minimizes the so-called ﬁtness
function. In this paper, the ﬁtness function is deﬁned as
f : S → R, f (ϑ) =
Ttrain∑
t=Ttrain−Tﬁt+1
sMAPE ( yˆt | yt). (18)
Here, let Tﬁt be the number of points of the training set which
are considered for the ﬁtness computation. Now, a parameter
vector ϑ has to be found which minimizes the ﬁtness function
ϑˆ = argmin
ϑ∈S
{ f (ϑ)} . (19)
In this paper, diﬀerent prediction methods are applied. Depend-
ing on the applied method, the search space is deﬁned individ-
ually. In the case of the locally linear prediction model without
regularization, which bases on equations (10) and (11), let
ΘLL =
{
ϑ ∈ R3∣∣∣∀i ∈ {1, 2, 3} : ϑi ∈ [1, Ttrain − 1] ∩ N} (20)
be a parameter space. A solution to the optimization problem
(19) is a vector ϑ = (m, τL, k) ∈ ΘLL. Since not all of these
vectors are feasible solutions, the search space is deﬁned as
SLL = { (m, τL, k) ∈ ΘLL| Ttrain − (m − 1)τL > 1;
k < Ttrain − 1 − (m − 1)τL}. (21)
In case of a locally linear model with regularization by RR
or LASSO, the parameter and the search space are deﬁned as
ΘLL,λ =
{
ϑ ∈ R4∣∣∣ϑ1, ϑ2, ϑ3 ∈ [1, Ttrain − 1] ∩ N;ϑ4 ∈ R+0
}
(22)
SLL,λ = { (m, τL, k, λ) ∈ ΘLL,λ
∣∣∣ Ttrain − (m − 1)τL > 1;
k < Ttrain − 1 − (m − 1)τL}.
(23)
In case of a locally linear model with regularization by PCR or
PLSR, the parameter and the search space are deﬁned as
ΘLL,M =
{
ϑ ∈ R4∣∣∣∀i ∈ {1, . . . , 4} : ϑi ∈ [1, Ttrain − 1] ∩ N} (24)
SLL,M = { (m, τL, k,M) ∈ ΘLL,M
∣∣∣ Ttrain − (m − 1)τL > 1;
k < Ttrain − 1 − (m − 1)τL; M < m}.
(25)
In order to ﬁnd a reasonable solution to the optimization prob-
lem (19), a GA was implemented and applied. GAs belong to
the class of evolutionary algorithms, which can be applied as
optimization methods inspired by processes of natural evolu-
tion [16]. For more information about GAs, see [3,16].
2.3. Established prediction methods (benchmarks)
2.3.1. Random walk
A widely used prediction method, which models the time
series evolution globally constant, is the random walk method
(RW) [17]. A RW assumes a relationship yt = yt−1 + t, where
{t} denotes a white noise process. In this way, a RW can be
regarded as a discrete Markov chain of ﬁrst order, which means
that the next state of the chain only depends on the current and
not on the previous states. A one-step-ahead prediction by the
RW method is given as the last value of the time series
yˆt+1 = E (yt+1) = E (yt + t) = E (yt) + E (t) = yt. (26)
2.3.2. ARIMA method
A globally linear prediction method is the auto-regressive
integrated moving average (ARIMA) method [18]. It bases on
an ARIMA(p, d, q)(P,D,Q)s model, which is determined by the
order of auto-regression p, the degree of ﬁrst diﬀerencing d and
the order of moving average q, their seasonal equivalents P, D
and Q as well as the number of periods per season s. By using
the backshift operator B, the model can be denoted as
Φ(Bs) φ(B) (1 − Bs)D (1 − B)dyt = c + Θ(Bs) θ(B) t. (27)
Here, Φ(z), Θ(z), φ(z) and θ(z) are polynomials of orders P, Q,
p and q respectively, each containing no roots inside the unit
circle. {t} is a white noise process with zero mean and constant
variance. If the constant term c  0, there is an implied poly-
nomial of order d + D in the forecast function. In this paper,
the parameters, d and D are selected based on KPSS unit-root
and OCSB tests. The remaining parameters are optimized ac-
cording to Akaikes information criterion (AIC) [19]. In order
to calculate a one-step-ahead forecast, ﬁrstly, equation (27) is
expanded so that yt is on the left and all other terms are on the
right side. Subsequently, the equation is rewritten by replac-
ing t by T + 1, past errors by the corresponding residuals and
future errors by zero. A h-step-ahead prediction is calculated
iteratively by following the described steps and replacing the
unknown future observations by their forecasts [17].
2.3.3. Discrete Markov chain of order m
Another approach to model a time series evolution is as a
stochastic dynamical system by the Langevin equation
dχ
dt
= F(χ) +G(χ) , with F, χ,  ∈ Rs, G ∈ Rs×s. (28)
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Compared to the modeling as a deterministic dynamical system
(3), an additional noise term composed of a tensor G multiplied
by a white noise process  is considered. An equivalent de-
scription of the stochastic dynamical system is in terms of the
equation of motion of the phase space densities, which is called
Fokker-Planck equation. If the full state vectors χ can be mea-
sured, the system’s parameters can be derived and future states
can be predicted. However, this approach is not applicable if
only scalar time series are available [9]. Thus, in this paper, an-
other approach to model the system’s evolution has to be used.
It is possible to model the evolution of a stochastic dyna-
mical system by a discrete Markov chain of order m < i [20],
which is deﬁned by the fact that the transition probability from
one state to another depends only on the last m measurements
P(yt+1| yt, yt−1, . . . , y1) = P(yt+1| yt, yt−1, . . . , yt−m+1). (29)
By using the notation of delay coordinate vectors (5) and as-
suming a smooth dependence, it is reasonable to use the fol-
lowing approximation [20]
Pˆ(yt+h| xt) ≈ P
(
gh
(
xNN,it
)∣∣∣∣ xNN,it
)
∀xNN,it ∈ Ut, (30)
where Ut =
{
xNN,it :
∥∥∥xNN,it − xt
∥∥∥ ≤ δ} denotes the neighborhood
of xt. Now, Pˆ(yt+h| xt) is estimated from the futures gh
(
xNN,it
)
of the neighbors xNN,it ∈ Ut, which can be regarded as a ran-
dom sample according to Pˆ(yt+h| xt). Assuming that the neigh-
borhood Ut contains k elements, the optimal predictor in the
maximum likelihood sense is given by
yˆt+h = E(yt+h| xt) =
∫
y P(y| xt) dy ≈ 1k
k∑
i=1
gh
(
xNN,it
)
. (31)
This is exactly the same predictor as for an assumption of a
deterministic dynamical system (3) and a locally constant pre-
diction model based on a phase space reconstruction by delay
coordinate vectors. Equivalent to the case of a locally linear
predictor (11), the parameters m, τL and k are chosen by a GA.
3. Empirical study
3.1. Experimental setup
The forecasting accuracy of the proposed prediction meth-
ods was evaluated by an experimental study on diﬀerent time
series. As prediction methods, the locally linear method (LL),
the locally linear method with one of the regularization methods
of ridge regression, LASSO, principal component regression or
partial least squares regression (RR, LASSO, PCR, PLSR) as
well the auto-regressive integrated moving average (ARIMA),
the random walk (RW) and the arbitrary discrete Markov chain
(LC) were applied. These methods were used to predict eight
diﬀerent time series. The ﬁrst time series y1 is synthetic and
originates from a material ﬂow simulation. More information
about this simulation can be found in [21]. Moreover, three
noisy versions of y1 were generated consisting of y1 plus 2%
(y2), 5% (y3) and 10% (y4) white noise. Each of the four time
series comprises 900 time periods, where the ﬁrst 720 points
are used as training sets and the remaining 180 points as test
sets. Fig. 1 shows a plot of a segment of these time series.
In addition to the synthetic time series, a monthly real in-
dustry time series y5 of the M3-competition [22] as well as
the noisy versions of y5 with 2%, 5% and 10% added noise
y6, y7, y8 were predicted. These time series consist of 144
points, where the ﬁrst 123 of each constitute the training sets
and the following 21 form the test sets. These time series are
illustrated in Fig. 2.
3.2. Results
3.2.1. Forecasting synthetic time series
The sMAPEs of the predictions of the synthetic time series
y1 and the noisy versions y2, y3, y4 are shown in table 1. For
the original synthetic time series y1, the best prediction results
were achieved by the LL method without any regularization.
The ARIMA method led to the second best results. The meth-
ods RR, LASSO, PCR and PLSR, which apply a locally lin-
ear regression and an individual regularization method, led to
higher prediction errors of similar amount. For an increasing
level of noise, the accuracy of the LL method was becoming
signiﬁcantly worse. Here, the regularization methods led to a
slower growth of the prediction errors so that in the case of y4
with 10% added noise, the accuracies of LL, RR, LASSO, PCR,
PLSR and ARIMA were almost equal. In all cases, the methods
RW and LC showed worse accuracy than the other methods.
These results indicate that the LL method obtains accurate
predictions for deterministic time series evolutions of suﬃcient
length. However, this method is susceptible to calculate poor
predictions in case of noisy time series. On these terms, the
regularization methods accomplish a higher robustness. In par-
ticular, the methods LASSO and PCR achieved slightly better
forecasting accuracy than RR and PLSR.
3.2.2. Forecasting real time series
Table 2 shows the sMAPEs of the predictions of the real
time series y5 and the noisy versions y6, y7, y8. For all four
time series, the locally linear prediction methods with regulari-
zation achieved the highest forecasting accuracy. On average,
the methods ARIMA and RW obtained poor predictions. The
predictions of the methods LL and LC were even worse.
In contrast to the synthetic time series y1, . . . , y4, which con-
sist of 900 time points, the real time series y5, . . . , y8 comprise
only 144 points. Moreover, while y1 originates from a deter-
ministic material ﬂow simulation, y5 constitutes measured time
series of a real-world process with many inﬂuences and a high
amount of noise. For these reasons, the LL method obtained
poor predictions. The regularization methods are able to cope
with a small number of points and increase the robustness.
4. Conclusion and outlook
In this paper, diﬀerent prediction methods were tested for
forecasting accuracy on time series of customer demands. Fur-
thermore, the methods were compared regarding robustness
against noise. The results indicate that the locally linear pre-
diction method based on phase space reconstruction and near-
est neighbor search achieves high forecasting accuracy in case
of deterministic time series of suﬃcient length. However, this
method is very sensitive to noise. Moreover, it requires a high
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Fig. 1. Segment of the synthetic time series y1 and the noisy versions y2, y3, y4.
amount of time series points to calculate accurate results. In
order to achieve high accuracy forecasts of noisy time series
as well as time series of small length, diﬀerent regularization
methods increase the robustness and improve forecasting accu-
racy. In particular, a locally linear regression with a regulariza-
tion by the LASSO method or the principal component regres-
sion lead to accurate predictions. In additional investigations,
further regularization methods shall be applied. Moreover, the
prediction methods shall be tested on a larger data base of time
series in order to obtain intensiﬁed results. In this process, the
studies shall be extended to multi-step-ahead predictions.
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