The Hilbert symbol (·, ·) from characteristic = 2 has two analogues in characteristic 2, [·, ·) and ((·, ·)). Theorem 7], where it is stated as an exercise.) In this paper we state and prove the remaining two analogues.
The symbols (·, ·), [·, ·) and ((·, ·)). Definition and basic properties
If A is a central division algebra over a field We denote by a 1 , . . . , a n the diagonal quadratic form a 1 X 2 1 +· · ·+a n X 2 n , and by [a, b] the binary quadratic form aX 2 + XY + bY 2 .
If char F = 2 then we have the Hilbert symbol (·, ·) :Ḟ /Ḟ 2 ×Ḟ /Ḟ 2 → 2 Br(F )
. If a, b ∈Ḟ then (a, b) := [Q (a,b) ], where Q (a,b) is the quaternion algebra generated by 1, i, j, ij, with the relations i 2 = a, j 2 = b, ij + ji = 0.
The norm map N : (a,b) , N) ∼ = 1, −a, −b, ab relative to the basis 1, i, j, ij.
If char F = 2 then, besides (Ḟ /Ḟ 2 , ·), we also have the groups (F/F 2 , +) and (F/℘(F ), +), where ℘ : F → F is the Artin-Schreier map, ℘(x) = x 2 +x.
Then we define two symbols: ,b) ], where Q [a,b) = 1, i, j, ij , with the relations , a] relative to the basis 1, i, j, ij.
, where Q ((a,b)) = 1, i, j, ij with the relations i 2 = a, j 2 = b and ij + ji = 1. The norm map N : 
Common slot lemma
In characteristic = 2 we have the following result known as "chain lemma"
or "common slot Lemma".
Theorem 2.1 Let Q be a quaternion algebra over a field F with char F = 2.
The chain lemma has three analogues in characteristic 2.
Theorem 2.2 Let Q be a quaternion algebra over a field F with char F = 2.
For the proof of these statements we use notations and results from [SV, Chapter 1]. We denote by N Q : Q → F the norm map of Q and by b Q the corresponding polar map,
In both Theorems 2.1 and 2.2 we may assume that Q is non-split, i.e. 
The othogonal complement of e, x 1 , x 2 is = 0 so let y ∈ e, x 1 , x 2 ⊥ , y = 0. We have y ∈ D 
and
For Theorem 2.2(ii) and (iii) we need the following result.
Lemma 2.3 Let C be a composition algebra over a field F of characteristic 2 and let b 1 , b 2 ∈ k. If there are y 1 , y 2 ∈ e ⊥ \ F e with N C (y i ) = b i then such y 1 , y 2 can be chosen with the additional property that y 1 ⊥ y 2 .
P roof.Assume that y 1 ⊥ y 2 . First we prove that there is some u ∈ C with u ⊥ e but u ⊥ y 1 , y 2 . If e, y 1 , y 2 are not linearly independent then y 2 = αe + βy 1 for some α, β ∈ F , β = 0. (We have y 1 , y 2 / ∈ F e.) By the regularity of b C there is some u ∈ C with b C (u, e) = 0 and b C (u, y 1 ) = 1.
Then we also have b(u, y 2 ) = β = 0 so u ⊥ e and u ⊥ y 1 , y 2 . If e, y 1 , y 2 are linearly independent then, again by the regularity of b C , there is u ∈ C with b C (u, e) = 0 and b C (u, y 1 ) = b C (u, y 2 ) = 1 and again u ⊥ e and u ⊥ y 1 , y 2 . If N C (u) = 0 then let u ′ = u + e. Since e ⊥ e, y 1 , y 2 and u ⊥ e, u ⊥ y 1 , y 2 we have u ′ ⊥ e, u ′ ⊥ y 1 , y 2 . However N C (u ′ ) = N C (u) + N C (e) = 1 = 0. So we may assume that N C (u) = 0 and we may consider the Proof of Theorem 2.2(ii) and (iii). As seen from §1, for i = 1, 2, in the case of (i) we have (Q,
e, x i , y i , x i y i ; and in the case of (ii) we have
some basis e, x i y i , x i , y i . In both cases N Q (y i ) = b i and e ⊥ y i for i = 1, 2.
We also have y i / ∈ F e. Then we can use Lemma 2 and we can choose y 1 , y 2 ∈ e ⊥ \ F e such that N Q (y i ) = b i with the additional property that y 1 ⊥ y 2 . We cannot have y 2 ∈ e, y 1 for this would imply that y 2 ⊥ y 1 . Thus e, y 1 , y 2 are linear independent. We now treat separately the statements (ii) and ( 
