We consider a closed Jackson-like queueing network with arbitrary service time distributions and derive an unbiased second derivative estimator of the throughput over N customers served at some node with respect to a parameter of the service distribution at that node. Our approach gives new insights to the type of sample path information we need to condition on for higher-order derivative estimation. Despite the complexity of the analysis, the final algorithm we obtain is relatively simple. Our estimators can be used in conjunction with other techniques to obtain rational approximations of the entire throughput response surface as a function of system parameters.
Introduction
In dealing with stochastic Discrete Event Dynamic Systems (DEDS), we are often faced with situations where no functional relationship between design or control parameters and performance metrics of interest are available. Still, by observing a single sample path of such a system it is often possible to efficiently estimate gradients of performance metrics with respect to various parameters. This can be accomplished through techniques such as Perturbation Analysis (PA) [ll, 81 and the Likelihood Ratio (LR) methodology [14] . These techniques provide an alternative to costly simulation where sensitivity estimation requires multiple sample path generations. Techniques such as PA can generally be used to estimate not only the first, but also higher-order derivatives of performance metrics with respect to some parameters (see 15, 21). Although second harder to implement in practice, there are two recent developments that have provided renewed motivation for deriving higher-order derivative estimates for performance metrics of DEDS. First, as first derivative estimators are used in gradient-based optimization, we are often faced with the practical problem of instabilities in the form of large oscillations [6] . To alleviate this problem, it is known that alorithms using second derivative information may be used f 41. The second, perhaps more important, development is the emergence of Pad6 approximation techniques as viable means to accurately estimate the entire response surface of a complex system with respect to some parameter. As was recently shown in [lo] , Pad4 approximants of performance metrics of GI/G/1 systems show remarkable accuracy using first and second derivative information alone. This opens up a range of exciting possibilities for estimating global response surfaces of more complex systems. Lastly, it is worth mentioning that a byproduct of sample-path-based first and second derivative estimators is the fact that they derivative estimators become ddi cult to analyae and are sometimes lead directly to the establishment of structural properties of a system, such a8 monotonicity or convexity/concavity of some performance metric with respect to some parameter. In this paper, we consider a Jackson-like closed queueing network. By "Jackson-like queueing network" we mean that all service time distributions are arbitrary, routing is probabilistic, and all queues are assumed to have infinite capacity. T h i s is an extension of our work in [2], where our analysis was limited to a s e t i d closed network. PA techniques were first applied to this type of system in 13 to approximate first derivatives of the throughput. In 1121 estimators for the throughput of closed Jackson queuein networks using Infinitesimal Perturbation Analysis (IPA! were derived, and extended by Cao [5] to general service time distributions. However, IPA generally yields biased estimates if applied to second derivative estimation.
The main contribution of this paper is the derivation of unbiased second derivative estimators for the throughput of closed Jackson-like networks. Our basic approach is to evaluate all second-order effects on interdeparture times in a sample path of this network as a result of a arameter perturbation. We then proceed as in SPA ( [9] , [7$ to define an estimator as a conditional expectation. The analysis in our paper is at times tedious, however, its implementation turns out to be relatively simple.
The paper is organimed as follows. In section 2, we set up the estimation problem. In section 3, we derive a second derivative estimator for the throughput. We present an algorithm for implementing our first and second derivative estimators in section 4. The unbiasedness proof of the estimators is provided in section 5. A numerical uample is presented in section 6. In section 7, we present an application based on the analysis recently provided in [lo] . Finally, section 8 contains a summary and a discussion.
Notation and Problem Setup
For an n-node mcustomer closed Jackson-like network C Fi(t) with corresponding density function fi(t), i = 1, ..., m, whch we will assume bounded. Further, we assume that the derivatives fi(t), i = 1, ..., m are bounded. Without loss of generality, we select a parameter 8 of the service time distribution at node 1, which we denote by Fl(t,8).
Let 8 E 0 , where 0 E R+ is a real interval. Let pi,j,i, j = 1, ..., m be the routing probability from node i to node j after a customer finishes service at node i. Finally, we assume that all queues have infinite capacity, and all nodes serve customers in FCFS fashion.
Our objective is to estimate the first and second d e rivatives of the expected interdeparture time of each node with respect to tJ based on observations extracted from some nominal sample path. In order to characterise the sample path, let ci,k denote the ith customer served at node k in the nominal path, k1,2 ,..., Nk, k = 1, ... Di,k in terms of s i , k ; . As in [2] , first, we say that event Ei k M induced by another event Ej.1 if Ei,k becomes feasibie just after Ej+ t a h place. Then, we construct a set Bilk associated with event Ei,k M follows:
increasing in e.
( i , k )
and
The procedure ends at the beginning of the sample path with ( i , , k , ) E &,k such that Di,,k, = miR(Dj,I(
Therefore, Bilk is of the form:
Since it is known [B] that the commuting condition is satisfied in a CJLN, an unbiased estimator of the first derivative of E[DNJ] can be obtained through IPA. However, for the second derivative of E[DN 11, IPA generally gives a biased estimator. Roughly spealchg, the problem is that the event order changes will produce effects of O(A@ which are not negligible as far as the second derivative is concerned. In what follows we proceed in a way similar to the serial network case considered in [2] . As we will sec, however, the fact that customers are now routed to one of several nodes and may arrive at a node from one of several other nodes introduces additional complexities which have to be handled.
Derivation of Estimators
We begin with the observation that since 8 Bffects only service times at node 1, We have Asilk = *,k -si$ = 0 for k # 1, where we use the superscript p to denote various quantities in the perturbed path. Now, we apply Lindley's equation to both nominal and perturbed paths,
We use CIS) to denote the customer index and the node index respectively of Ci k just prior to arriving at node k in the nominal path, i.e. &--becomes Ci,k immediately after event +,? In the perturbed path, we use ( i * , k * ) for the same pair of indices. Note that in general 6,n # (i' , k*). For consistency of notation, if there are initially nk customers at node b, we simply set i = 0 for all i = 1, ..., nk.
Next, we assume that two events can only occur at the same time w.p. 0. Using the standard notation [2]+ = muz(0, a ) , we can now consider two cases in (1):
The above two cases can be combined as follows by means of the usual indicator function l(.):
where,
We then have
By recursively applying (5) back to the beginning of the observed sample path, we have
Now taking expectations on 50th sides of (6) and then conditioning on Bilk on the right hand side, we get
[ (j,l)E B4.h
Defining Sample Path Characterizati-
Our task now is to select an appropriate sample path characterisation for each term in (9) . First, we need to introduce a global event sequence for the CJLN, i.e. a mapping from the pair of indices i, k which is local to node k, to an bal sequence of events in this DEDS. To accomplish this task, we adopt the notations of Generalised Semi Markov Process (GSMP) framework form [8] (see [8] for details).
In particular, define: (10) The characterisation we will choose to associate with a,, is Z, , which is defined as z, = (Zn;a,,+1; V(%+l)) which includes all information prior to a,, and the identity of the first feasible event and its routing indicator at state s , , (a similar characterisation is also used in [7] ).
In order to establish the relationship between Ej.1 and some event a , , in the above setting, we define a mapping q(., .) which maps event E,,l into u,,(,J). In other words, giThe reverse mapping is given by T i = (ai, N(%, i)), whic k ven the pair (j, I ) , we identify the global event index q(j, 2 was defined before. Now, for each term in (9), the characterisations we choose, in addition to &,k, are as follows: Z q~, q for the second and the third terms, and Zq(j-l,q for the fourth term. Thus, we have
Identifying First, Second, and Higher Order Perturbation Effects
Our main objective now is to evaluate the inner conditional expectations in the second, third and fourth terms of equation (11). In particular, for some chosen %, the event sequence ax, ..., a,,, a,,+1 that we have conditioned on may undergo multiple event order changes in the pertarbed path. As we will see, however, we only need to consider changes in the order of adjacent events. We define the adjacent event of % to be event %*I. Thus, E i , k is adjacent to Ej,r if q(i, k) = q(j, I) f 1. We then show that all event order changes, except for adjacent events, have an effect of o(A8'). Our main result is stated as Theorem 1 below. To state the theorem, we first define: We can now state the following theorem:
Ej-l,l and E-are adjacent events.} R: , k = ((i, 2) E &,kIDj-l,i < +,?
Ej-1,1 and 9,-are adjacent events.} Ri,t = ((j, 2) E Bi,klDj-l,t < 9.p .Dj,1 # .DJ~l,p 9~ and EJ~l,i. are adjacent events.}
To prove the theorem, we need three lemmas. The roofs of these lemmas and Theorem 1 can be found in 3J. We begin with a result very similar to Lemma 3 in [7] . given earlier and assuming that the sequence of events we observe on the nominal path is given by (a1, ...,a, ,k;I I A+,f(q-,p > q-l,lIz,,m, Bi,&) Based on this lemma, we can establish the following result:
Lemma S: For the rets defined in ( . We now return to (11) and apply T h e e rem 1. We have
'From above and (7), letting (i, k) = (NI l), we i"e diatcfy see that an a t m a t o r for the fint-ordet derivative of b is
Now, our goal is to evaluate the conditional upec- If we expand the other two conditional expectations in the same way as above, we can rewrite (15) an
The only remaining problem is the evaluation of ~j,~(tl%(j,~), Bi,k) for all (j, I contributing to the expression above. Let age of Ei,k at Dj,l. Thur, the density function fk(tlA&) of the residual service time at node k b fk(tlAr) = Fe). +,I), we wed the notation a,,(j,r) ab(e)
Recall that in defining
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We begin with the first derivative estimator in (17). Defi- we can obtain a similar iterative d~m e for the sea n d derivative which we omitted here. Using is the inverse of the expected interdeparture time, we actually obtain the response curve of the throughput. iFrom Figure 1 , we find that the Pad6 approximated response curve is virtually indistinguishable from the real response curve over a large range, which means we can very confidently use the approximated curve for many purposes such as optimization of system performance. We have considered a Jackson-like closed queueing network with arbitrary service time distributions and denved an unbiased second derivative estimator of the throughput over N customers served at some node with respect Pad6 approximation for a threenode threeto a parameter of the service distribution at that node. Our approach is bared on observing a single sample path of this system where we define an estimator as a conditional expectation over appropriate observable quantities. Even thouph the derivation of the second-order derivative estimator m fairly elaborate, the actual algorithm for implementing it on line is relatively simple. Our results can be easily extended to the second derivative of the mean delay of customen between any two points in the network or other interested performance.
As mentioned in the introduction, a major motivation for thia work ir the p k b f i t y of using the first and recond dcrivativer of performance metrics of complex DEDS in order to construct a global response surface.
Recent d o velopments uploitin Pad6 approximation techniques [lo]
have made thia posdility very real. Our results in section 7 indicate that the entire throughput response surface of a CJLN can be constructed with remarkable accuracy using only the first and second derivative estimates. Moreover, we believe that the basic approach presented here may be extended to more complex network topologies, which is the subject of ongoing research.
