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Composite particles – atoms, molecules, or microspheres – are promising for testing joint quantum
and general relativistic effects, macroscopic limits of quantum mechanics, and searching for new
physics. However, all studies of the free propagation of these particles found they delocalize into
separate internal energy components, destroying their spatial coherence, rendering them unsuitable
for experimental applications. Here we provide a solution to this problem. We formulate a missing
uncertainty inequality for configuration space variables, derive states that minimize it, and prove
they fully overcome the delocalization. Beyond addressing an open theory question and a pressing
issue for next generation experiments, our results pave the way to a systematic exploration of new
configuration-space uncertainty principles, with further experimental applications.
Introduction– Progress in experimental quantum
technologies has allowed us to push the boundaries of
quantum mechanics with progressively complex quantum
systems and over increasingly large scales. Quantum in-
terference has been observed with molecules comprising
2000 atoms [1], and coherence of spatial superpositions
has been verified over tens of centimetres [2] and tens of
seconds [3]. This progress paves the path towards ex-
periments testing joint quantum and general relativistic
phenomena [4–8], new physics [9–11], and the potential
limits of quantum mechanics [12, 13]. All are highly sus-
ceptible to loss of spatial coherence, and this problem
will only grow with complexity and scale.
While the complexity of the particles increases the
difficulty of maintaining coherence, it also opens new
avenues for testing fundamental physics, in particular,
quantum effects from time dilation of the internal de-
grees of freedom (DoFs) of composite particles [4, 14–
23]. However, in the same regime, studies of such parti-
cles under free propagation [24–26] found they delocalize
into separate internal energy components, each travel-
ling at different speeds. If this is unavoidable behaviour,
it will be detrimental not just for the above mentioned
tests of fundamental physics, but also for all generic fu-
ture experiments and metrology schemes with composite
quantum systems. It would also upset the current the-
oretical paradigm, and cast into question the suitability
of particles like atoms as idealised models of clocks in
quantum physics. Thus it is currently an open question:
What is the optimal way to prepare composite particles
to avoid the delocalization problem, and the related loss
of spatial coherence?
In this paper, we fully resolve the above problem.
We identify the correct theoretical approach required
to discuss limitations on the space-time trajectories of
composite quantum particles, define a new uncertainty
principle whose minimising states have coherent semi-
classical propagation, derive a general formula for these
new states, and propose how they can be experimentally
prepared in harmonic traps.
Phase vs configuration space of composite particles–
For composite particles, even at low energies, phase space
and configuration (position-and-velocity) space are not
trivially related, and thus trajectories in these two spaces
cannot be simultaneously well-defined. This is because of
the mass-energy equivalence which entails that internal
energy contributes to the particle’s mass [27–32].
Even at low centre of mass (CoM) energies, the internal
mass-energy of a bound system has a spectrum, and an
inherent uncertainty, rendering the relation between mo-
mentum and velocity non-trivial. Failure to account for
this subtlety can lead to inconsistent results, as shown in
refs [18, 33]. Hence, states propagating semi-classically
in phase space will in general not have a semi-classical
propagation in space-time. This explains why the fa-
miliar Gaussian wave packets minimising the Heisenberg
Uncertainty Principle (HUP), and used in refs [24–26],
do not have semi-classical space-time trajectories.
States that will propagate semi-classically must be de-
fined from a configuration space (position and velocity)
version of the HUP. Yet, despite extensive research on
uncertainty principles of various types [34–36], motivated
by their utility for minimising noise in precision exper-
iments [37, 38], uncertainty principles for configuration
space variables have only been studied for structureless
particles [39, 40]. For composite particles, the problem
has not been addressed.
Low-energy composite particles– A composite parti-
cle can be described in a tensor product Hilbert space
H = Hint ⊗ Hext, where Hint is the Hilbert space de-
scribing the states of the internal DoFs and Hext those
of the external ones (i.e. the CoM states). In the low-
energy regime the Hamiltonian of a composite particle
in the homogeneous gravitational field g [20, 26, 41, 42]
reads (see also Appendix A),
Hˆ = Mˆc2 +
pˆ2
2Mˆ
+ Mˆgx, (1)
where Mˆ = m0Iˆ + Hint/c2, with m0 the ground state
of the mass-energy (its ‘rest mass’ parameter), Hint de-
scribing the energy levels of the internal states, and c the
speed of light. Operators xˆ and pˆ are the position and
momentum of the CoM degree of freedom. They sat-
isfy the canonical commutation relation and act on Hext,
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2while Mˆ acts on Hint.
The velocity operator, ˆ˙x, is defined
ˆ˙x = − i
~
[
xˆ, Hˆ
]
≡ Mˆ−1pˆ (2)
and is explicitly Hermitian (since all xˆ, pˆ, Hˆ, and Mˆ are
Hermitian). Eq. 2 stems from the canonical commuta-
tion relation for xˆ and pˆ, and we note that xˆ, pˆ commute
with Mˆ as they act on different Hilbert spaces.
Naturally, ˆ˙x, will depend on the form of the Hamil-
tonian. For example, in the relativistic regime ˆ˙x =
pˆc2/
√
Mˆ2c4 + pˆ2c2, which at low CoM energies reduces
to Eq. (2). We note that Eq. (2) remains unchanged for
any Hamiltonian that differs from Eq. (1) by a position
dependent potential.
Position and velocity uncertainty and minimizing
states– The HUP places an upper bound on the preci-
sion to which we can know both the position and momen-
tum of a particle. States which have this minimum un-
certainty follow semi-classical trajectories in phase space,
and are the well-known coherent and squeezed states [43].
We now derive the states which minimise the uncer-
tainty in position and velocity, which will have a semi-
classical trajectory in configuration space.
The minimum uncertainty states (MUSs) for two ar-
bitrary quantum observables Xˆ and Yˆ are the general-
ized intelligent states which minimise the Schro¨dinger-
Robertson uncertainty inequality [44]. This inequal-
ity is a ‘stronger’ formulation of the more familiar
Heisenberg-Robertson inequality carrying additional co-
variant terms [45],
(∆X)2(∆Y )2 − (∆XY )2 ≥ 1
4
∣∣∣〈[Xˆ, Yˆ ]〉∣∣∣2 . (3)
Its MUSs are the solutions to the eigenvalue equa-
tion [46]
(uAˆ+ vAˆ†) |Ψ〉 = z |Ψ〉 , (4)
where z, u, v ∈ C and |u|2 − |v|2 = 1, Aˆ = Xˆ + iYˆ , and
Aˆ† = Xˆ − iYˆ .
As we are interested in MUSs for position and velocity,
we define the operators in Eq. (4) as
Aˆ =
(
xˆ+ i
ˆ˙x
Ω
)
; Aˆ† =
(
xˆ− i
ˆ˙x
Ω
)
(5)
where Xˆ in Eq. 3 becomes xˆ and Yˆ becomes ˆ˙x, and with
Ω introduced to match the units, and set to Ω = 1 for
the remainder of the paper.
The commutator on the right hand side of Eq. (3) is[
xˆ, ˆ˙x
]
= i~
Mˆ
, and
[
Aˆ, Aˆ†
]
= −2i
[
xˆ, ˆ˙x
]
= 2~
Mˆ
.
It is then convenient to define operators aˆMˆ :=
√
Mˆ
2~ Aˆ
and aˆ†
Mˆ
:=
√
Mˆ
2~ Aˆ
† such that,[
aˆMˆ , aˆ
†
Mˆ
]
=
Mˆ
2~
[
Aˆ, Aˆ†
]
= Iˆ. (6)
This leads to a set of eigenvalue equations for the position
and velocity case:(
uaˆMˆ + vaˆ
†
Mˆ
)
|Ψ〉 = zMˆ |Ψ〉 , (7)
where zMˆ := z
√
Mˆ
2~ .
As Mˆ =
∑
mm Πˆm, where {Πˆm}m is a set of orthonor-
mal projectors, we recast
aˆMˆ =
∑
m
(
aˆm ⊗ Πˆm
)
, (8)
where aˆm = Aˆ
√
m
2~ and, similarly, zm = z
√
m
2~ . Ad-
ditionally, we can represent |Ψ〉 = ∑m cm |ψm〉 |m〉, so
Eq. (7) takes a more telling form:∑
m
(
uaˆm + vaˆ
†
m
)
cm |ψm〉|m〉=
∑
m
zmcm |ψm〉|m〉 , (9)
where the full MUS is made up of superposed states each
with its own associated eigenvalue equation:(
uaˆm + vaˆ
†
m
) |ψm〉 |m〉 = zm |ψm〉 |m〉 . (10)
(Recall that |m〉 are eigenstates of the mass-energy of the
particle.)
Since operators aˆm satisfy the canonical commutation
relations, Eq. (6), each |ψm〉 is a squeezed Gaussian state
with displacement parameter αm = zm [43, 47] (see also
Appendix B). Since each state has a different but fixed
value of the mass-energy m, the joint state |Ψ〉 exhibits a
small amount of entanglement between the internal and
the centre-of-mass DoFs.
In the position representation, the eigenstates of
Eq. (9) take the form of normalized wave functions:
ψm(x) =
1√Nm
e
m
~
[
− α2β (x− zα )2+i=
[
z2
2αβ
]]
, (11)
where =[·] denotes the imaginary part of a complex num-
ber, α := (u + v), and β := (u − v). The normalization
factor Nm can be found in Appendix B.
Let us compare these new states to a regular Gaussian,
such as would minimise the HUP:
ψG(x) =
1
(piσ2)
1
4
e
[
− x2
2σ2
+ ipx~
]
, (12)
which has the peak momentum p, and the position vari-
ance, σ. For our MUS state, each mass-energy compo-
nent, Eq. (11), is also a Gaussian wave packet, however
the whole of the exponential term is proportional to the
mass. This means that each |ψm〉 is a Gaussian as in
Eq. (12) but with a mass-dependent peak momentum
p ∝ m and variance σ2 ∝ 1/m.
3Particle propagation– To obtain the propagated
states, we use the path integral formalism. The general
form of a propagator is an integral over all possible trajec-
tories for a given time interval [48], and for a low-energy
composite particle it takes the form K(xf , tf ;xi, ti) =∑
mKm(xf , tf ;xi, ti) Πˆm, where
Km(xf , tf ;xi, ti) =
Nme
− imc2∆t~
[
1− ∆x2
2c2∆t2
+ g
2c2
(xf+xi)+
g2
24c2
∆t2
]
, (13)
and where ∆x := xf − xi, ∆t := tf − ti, and Nm =√
m
2pi~i∆t (see Appendix C for derivation).
The propagator is applied by convolving it with an
initial wave function ψ(xi, ti) to yield the final state
Ψ(xf , tf ) =
∫
dxi K(xf , tf ;xi, ti)Ψ(xi, ti). (14)
We first propagate a superposition of mass-energies for
the CoM in a generic Gaussian state Eq. (12),
ψG(x)
(
N∑
i=1
αi|mi〉
)
, (15)
where
∑
i |αi|2 = 1. The individual propagated mass
states for i = 1, 2, 3 and αi ≡ 1/
√
3 are shown in Fig-
ure 1 top-panel; the analytical form of the wave function
is given in Appendix C. As expected from Eq. (12) the
centres of the mass component wave functions shift in
time as xi = pt/mi. Each travel with a different velocity
p/mi as they all have the same initial momentum p but
different mass-energy.
This is the delocalization effect found in prior stud-
ies [24–26]. Furthermore, the squared position variance
of the Gaussian state Eq. (12) for each mass evolves as
σ2
2
(
1 + t
2~2
m2iσ
4
)
. Thus for the case p = 0 (stationary, ex-
panding wave-packets) the position variance of the entire
state becomes
∆x2G(t) =
∑
i
|αi|2σ
2
2
(
1 +
t2~2
m2iσ
4
)
. (16)
The corresponding mass-energy superposition in our
MUS, Eq. (11), takes the form
N∑
i=1
αiψmi(x) |mi〉 . (17)
When propagated, the mass components remain all
centred at the same position x = vt (with v = =[ zβ ],
cf. Eq. (11)), as shown in Figure 1 bottom-panel (plot-
ted also for i = 1, 2, 3 and and αi ≡ 1/
√
3); the ana-
lytical form of the state is again given in Appendix C.
The position variance of each mass-energy component of
our MUS evolves as σ2I (mi, t) = σ
2
I (mi, 0)
(
1 + e−4rt2
)
,
FIG. 1. Propagation of a generic Gaussian state in an equal
superposition of mass-energies (top) and the propagation of
our position-and-velocity MUS (bottom). Solid lines indicate
different mass components, dashed lines show the initial-time
wave-packet. While the mass components in the Gaussian
state become separated and spread out at different rates, the
components of our MUS propagate together for all times and
spread at the same rate.
where σ2I (mi, 0) ∝ 1/mi (cf. Eq. (11)) and cosh[r] ≡ u.
Thus the position variance of the entire state reads
∆x2I(t) = ∆x
2
I(0)
(
1 + e−4rt2
)
, (18)
where ∆x2I(0) =
∑
i |αi|2σ2I (m, 0)/2.
If we set ∆x2I(0) = ∆x
2
G(0), so that the two wave func-
tions begin with the same width, we find
∆x2I(t) ≤ ∆x2G(t), (19)
with equality holding for the case αj = 1 for some j ∈
1, ..., N , and αi 6=j = 0. This shows that our MUSs are
indeed more localized than the regular Gaussian states,
even when the mass-dependent propagation velocity does
not play a role (initial momentum p = 0).
What is the extent of the delocalization between the
propagating mass-energy components in the Gaussian
state that is avoided by our minimum uncertainty state?
Denoting the ground state mass-energy mg, and its ve-
locity vg = p0/mg, and some higher mass-energy me =
mg +
∆E
c2 , with velocity ve = p0/me, the difference in the
velocities up to order 1/c2 is vg − ve ≈ vg ∆Emgc2 .
Using a Strontium atom as an example, due to its sta-
ble excited state with ∆E~ = 10
15 Hz and a lifetime of
≈ 100 s [49], we will have mg ≈ 10−25 kg, and the lab-
oratory source will determine the initial CoM velocity
of the atoms. If vg is the most probable velocity corre-
sponding to T = 800 K [50], we find vg − ve ≈ 10−9 m/s.
This means that in a Gaussian state after around 10−3 s
the peak separation of the internal mass-energy states
4will become comparable with the atom’s de Broglie wave-
length, which is here around 10−12 m, thus suppressing
longitudinal coherence [51].
Analogous estimations can be made for a molecule.
The variance in the molecule’s CoM velocity arising due
to a thermal distribution of its internal mass-energies in a
high temperature T limit, and up to order 1/c2, is ∆v ≈√
3N − 6 vg kBTmc2 (where N is the number of atoms and kB
is the Boltzmann constant). Taking as an example data
from ref. [52]: N = 810, m = 1.7 · 10−23 kg, T = 600
K, de Broglie wavelength of the CoM of the molecule
λdB = 5 · 10−13 m and its size 104λdB , we find that the
delocalization of the CoM ∆v·t would be of the order λdB
after t = 0.02 s and would be as large as the size of the
molecule after t = 3.3 minutes, where we consider the size
of the molecule to be the benchmark for complete loss of
longitudinal coherence. The many internal DoFs of the
molecule will also suppress the visibility of its interference
– see Appendix E for a comparison between the generic
Gaussian and the position-velocity MUS in a double-slit
interference experiment.
Wigner functions in phase and configuration space–
Our position-and-velocity MUSs do not only stay more
localized in position, but also have a more defined space-
time trajectory—i.e., path in configuration space—than
the Gaussian states. We illustrate this using the Wigner
quasi-probability distributions in phase space and in con-
figuration space.
The general form of the phase-space Wigner function
for a mass-energy superposition state (see Appendix D) is
a sum of weighted Wigner functions for each mass-energy
component, W (x, p) =
∑
j |αj |2W (j)(x, p).
In Appendix D we derive a configuration space
Wigner function, which takes the form: W˜ (x, v) =∑
j |αj |2W (j)(x,mjv). A similar function was used in
ref. [26] in the context of the Weak Equivalence Princi-
ple for quantum particles.
Figure 2 shows results for time-evolved states from
Eqs. (15) and (17). In configuration space, our MUS ex-
hibits no separation of the mass states in either position
or velocity, while the generic Gaussian state spreads out
in both parameters. This demonstrates that our MUSs
indeed follow a semi-classical space-time trajectory, in
contrast to generic Gaussian states whose trajectory de-
localizes. In phase space, a generic Gaussian shows a
spread in position, as observed in Figure 1, whereas our
MUS remains localized in position and exhibits corre-
lations between the individual mass-energy components
and peak wave packet momenta.
Transformation of MUS under boosts– Another im-
portant characteristic of the MUSs is their covariant
transformation under boosts – contrary to the mass-
superposition in a Gaussian state. The appropriate boost
generator in our regime (i.e. Eq. (1)) is e
i
~v(pˆt−Mˆx) [53];
see also [54]. Boosted from rest, the MUS yields an MUS
moving with velocity v, as in Eq. (17), while a boosted
Gaussian has different peak momenta for the different
mass-components, which differs from the state in Eq. (15)
FIG. 2. Wigner functions of time-evolved Gaussian and
our MUS states in phase space (top row) and configuration
(position-and-velocity) space (bottom row). The mass-energy
components in a generic Gaussian state, left column, delocal-
ize both in position and velocity due to different propagation
speeds. In contrast, in our MUS, right column, all mass-
energy components remain localized in configuration space
and the total state follows an approximately classical trajec-
tory. In phase space, the MUS shows correlations between
mass-energies and peak wavepacket momentum as expected.
– see Appendix F for derivations.
Discussion– Previous studies [24, 25] looked at how
particles in superpositions of internal mass-energy states
interfere in double-slit type experiments. Since the ini-
tial CoM states were taken to be Gaussian, due to the
difference in propagation velocities it was found that, in
the presence of gravity, the interference pattern is sup-
pressed. That is, due to the different travel times of the
internal mass-energy states towards the screen, each in-
terfere at different points on the screen when the particle
is in free fall, producing a mixture of interference fringes.
Our result shows that delocalization can be avoided by
taking instead of a Gaussian wave packet, our position-
and-velocity MUS. The interference pattern obtained
in our case thus significantly differs from the case of
refs [24, 25]—as the mass-components arrive at the screen
at the same point and time—but also differs from the
fully non-relativistic case where the internal states have
the same mass and only differ in their rest energy; see
Appendix E. The difference can be directly interpreted
5from the propagator: The internal state evolves for a dif-
ferent proper time depending on the path taken towards
the screen. This difference, encoded in the internal state,
affects the spatial interference as expected from the com-
plementarity between interference and which-path infor-
mation. In this sense, our minimum uncertainty states
facilitate a double-slit version of time-dilation-induced
decoherence found in ref [21].
One could think that difficulties would be encountered
in the preparation of the MUSs derived in this work.
However, as the ground state of a harmonic potential
for a massive particle is a Gaussian with squared width
σ2 ∝ 1/m, e.g. [55], a particle in a superposition of inter-
nal mass-energies, cooled down to the motional ground
state of a harmonic trap that has a fixed frequency, would
be prepared exactly in our MUS state Eq. (11) [56], with
initial velocity given by the velocity of the trap in the
laboratory reference frame. Such traps can be achieved
for neutral particles where trapping is based on an in-
duced dipole. For a generic wavelength of the trapping
laser the effective harmonic potentials for the different
internal states are generically different – due to different
AC Stark shifts of the internal states. These can be made
equal by choosing an appropriate (so-called magic) laser
wavelength [57, 58]. In our context, one can thus choose
the laser wavelength that provides fixed trap frequency
for the different mass-energy states. Note that for traps
of fixed stiffness the resulting states would neither be a
Gaussian tensored with internal states, nor an MUS, see
ref. [56].
Conclusion and outlook– We have formulated a new
uncertainty inequality, for position and velocity of a free
composite particle, and derived states that minimize it.
The new states allow particles in internal energy super-
positions to propagate with no delocalization of their
component mass-energies. Consequently the states avoid
major losses in spatial coherence. The new states also
transform covariantly under boosts.
These new minimum uncertainty states will hence find
applications in experiments testing interference of com-
plex molecules [1, 59], nano- and microparticles [60–
62], and in interference experiments with ‘quantum
clocks’ [4, 15, 17] —in which the delocalization effect,
and associated loss of coherence, would become detri-
mental. Our results shed new light on fundamental
differences between phase and configuration space for
composite particles, which is particularly relevant to re-
search on the equivalence principle in quantum mechan-
ics [26, 42, 63, 64]. Finally, our study opens an avenue
to further exploration of configuration space uncertainty
principles, which may help address other fundamental is-
sues, such as limitations to high-precision timekeeping
with quantum clocks due to couplings between internal
and external DoFs [54, 56, 65–68].
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Appendix A: Low-energy Hamiltonian of a composite particle
Recall first that the square of the relativistic four momentum pµ, µ = 0, .., 3 is a relativistic invariant. It describes
the energy of a particle in its rest frame [69] Hrestc
2 = −∑ pµgµνpν , where gµν is a spacetime metric with signature
(−,+,+,+), and c is the speed of light. In an arbitrary reference frame, the energy is H ≡ cp0. Assuming a static
symmetric metric we obtain
H =
√
−g00(c2pjpj +H2restc4), (A1)
where pjp
j ≡ ∑i,j=1,2,3 pigijpj . For a derivation of this dispersion relation from quantum field theory (as energy in
a one-particle subspace) see [26, 41, 42, 70], for a derivation in a small-size limit of a bound system of N relativistic
particles see [71].
At low energies the relativistic Hamiltonian in Eq. (A1) reduces to Hrest + p
2/2Hrestc
2 +Hrestφ(x)/c
2, with φ(x)
denoting the gravitational potential. For a structureless particle Hrest ≡ mc2, where m is the rest mass parameter.
For a particle with internal DoFs, the rest energy comprises not only the masses of all the constituents but also the
internal energies, as dictated by the relativistic mass-energy equivalence. For an atom or a molecule these include
electronic and vibrational energies. We can thus write Hrest = M0c
2 + Hint, where M0 is the mass-energy of the
system when the internal DoFs are in a ground state of rest energy; M0 thus defines the usual mass parameter familiar
from the non-relativistic physics. The remaining Hint describes the dynamical part of the rest energy and can be
identified as the internal Hamiltonian driving time evolution of the internal DoFs. For an atom, Hint can describe the
electronic level structure, and for a molecule – the vibrational energy levels.
The low-energy limit H ≈ Hrest + p2/2Hrestc2 + Hrestφ(x)/c2 applies when the centre of mass energy is small
enough to warrant the non-relativistic approximation but when the internal energy contributions to the kinetic and
6potential terms are non-negligible – when mass-energy equivalence between internal energy and mass of the system
cannot be neglected. For this reason we denote the rest energy as Hrest ≡Mc2 and can write
H ≈Mc2 + p2/2M +Mφ(x), (A2)
which is the Hamiltonian in Eq. (1) in the main text. For the derivation up to O(1/c2) in terms of an atom in a
post-Newtonian metric see also [20].
Appendix B: Minimum Uncertainty States
1. The Eigenvalue Equation
The solutions to Eq. (9) in the main text are the MUSs for the position and velocity uncertainty inequality,
comprising superpositions of mass-energy states and their corresponding centre of mass wave-functions.
Each mass component within the sum has its own associated eigenvalue equation:(
uaˆm + vaˆ
†
m
) |ψm〉 |m〉 = zm |ψm〉 |m〉 . (B1)
Compare this with the eigenvalue equation for a canonical MUS, a squeezed state, where |µ|2 − |ν|2 = 1
(µaˆ+ νaˆ†) |α, µ, ν〉 = α |α, µ, ν〉 . (B2)
In the notation of Stoler [43] and Hollenhorst [72], |α, µ, ν〉 = Sˆ(ξ) |α〉, where Sˆ(ξ) = e 12 (ξaˆ†2−ξ∗aˆ2), is the squeezing
operator, ξ ∈ C, and µ = cosh(|ξ|), ν = −eiθ sinh(|ξ|), and where |α〉 is a coherent state with amplitude α.
If we recast the states |ψm〉 as Sˆm(ξ) |αm〉, where Sˆm(ξ) = e 12 (ξaˆ
†2
m−ξ∗aˆ2m), the left hand side of Eq. (B1) becomes:(
uaˆm + vaˆ
†
m
) |ψm〉 |m〉 = (uaˆm + vaˆ†m) Sˆm(ξ) |αm〉 |m〉 (B3)
The squeeze operators are unitary, Sˆ†Sˆ = 1 = SˆSˆ†, with
SmaˆmS
†
m = aˆm cosh(ξ) + aˆ
†
me
−iθ sinh(ξ)
Smaˆ
†
mS
†
m = aˆ
†
m cosh(ξ) + aˆme
iθ sinh(ξ), (B4)
Using the Eq. (B4) relations and substituting in u = cosh(|ξ|) and v = −eiθ sinh(|ξ|), Eq. (B3) becomes(
uaˆm + vaˆ
†
m
)
Sˆm(ξ) |αm〉 |m〉 = αm |ψm〉 |m〉 , (B5)
which gives us the right hand side of Eq. (B1), where αm ≡ zm. The position-and-velocity MUSs are squeezed states,
with squeezing that depends on the mass-energy eigenvalue m.
2. The Wave Functions
The position representation of the wave functions |ψm〉 is derived in the usual way, by writing Eq. (B1) as a
differential equation, with ˆ˙x = pˆ
Mˆ
= ~
iMˆ
∂
∂x , such that,[
(u+ v) xˆ+ i (u− v) ˆ˙x− z
]
|ψm〉 |m〉 =
[
αx+
~
m
β
d
dx
− z
]
ψm(x) = 0,
dropping the |m〉, and defining α := (u+ v) and β := (u− v).
The resulting wave function is
ψm(x) = ψm(0) e
−m~ [ α2β x2− zβ x],
and after normalisation,
ψm(x) =
ψm(0)
|ψm(0)|
(
m
pi~
<[α
β
]
) 1
4
e
m
~
[
−<[
z
β
]2
<[α
β
]
+<
[
z2
2αβ
]]
e
m
~
[
− α2β (x− zα )2+i=
[
z2
2αβ
]]
. (B6)
7Appendix C: The Propagator
The propagator for our system is derived via the following expression, with Eq. (1) in the main text as the
Hamiltonian, and taking ∆t = (tf − ti):
〈xf , tf ,m′|xi, ti,m〉 = 〈xf ,m′| e− iHˆ∆t~ |xi,m〉
= 〈xf ,m′| e−
i∆t
~
(
Mˆc2+ pˆ
2
2Mˆ
+Mˆgxˆ
)
|xi,m〉 ,
and thus is diagonal in the mass-energy components 〈xf , tf ,m′|xi, ti,m〉 ≡ Km(xf , tf ;xi, ti)δm,m′ , where
|xi, ti,m〉 ≡ |xi, ti〉 |m〉.
Via the BCH/Zassenhaus formula, and noting that Mˆ commutes with both xˆ and pˆ,
〈xf ,m′| e−
i∆t
~
(
Mˆc2+ pˆ
2
2Mˆ
+Mˆgxˆ
)
|xi,m〉
= 〈xf ,m′| e− i∆t~ mc2e− i∆t~
pˆ2
2m e−
i∆t
~ mgxˆe−
i∆t2gpˆ
2~ e
i∆t3mg2
3~ |xi,m〉 δm,m′
=
1
2pi~
∫
dp e
− i∆t~
[
p2
2m−
p(xf−xi)
∆t +mgxi+
∆tgp
2 +
∆t2mg2
6 +mc
2
]
δm,m′ .
Solving the integral gives us Km: our propagator for a particle with dynamic internal mass-energy,
Km(xf , tf ;xi, ti) =
(
m
2pi~i(tf − ti)
) 1
2
e
− imc
2(tf−ti)
~
[
1− (xf−xi)
2
2c2(tf−ti)2
+ g
2c2
(xf+xi)+
g2
24c2
(tf−ti)2
]
. (C1)
1. Propagating a Free Particle with Mass-Energy States
States are propagated through convolution with the propagator in Eq. (C1).
Each mass-energy component in a generic Gaussian wavepacket (Equation (12) in the main text) after the propagator
has been applied reads
ψG(xf , t) =
1
4
√
pi
√
σ
√
1 + it~mσ2
e
− (xf− pm t)2
2σ2(1+ t2~2
m2σ4
)
− i2~
2mc2t+−2pxf+ p2tm − x
2
f~
2t
mσ4
1+ t
2~2
m2σ4


(C2)
For the x-v MUS (Equation (11) in the main text), each mass-energy component after propagation reads:
ψMUS(xf , t) =
1
4
√
pi~
mΩ
√
1 + ie−2rtΩ
e
[
−mΩ2~
(e−rxf−e−rv0t)2
1+e−4rt2Ω2 −
r
2− im2~
(
2c2t+
−2v0xf+v20t−e−4rx2f tΩ
2
1+e−4rt2Ω2
)]
(C3)
which is a Gaussian function where the peak momentum and variance are both mass-dependent: p = mv0 and
σ2 = pi~/mΩ. From the above states for each individual mass-energy, the full superposition states are constructed as
in Equations (15) and (17) in the main text.
Appendix D: Wigner Representation
Wigner quasi-probability distributions allow us to compare the minimum uncertainty states with the generic Gaus-
sian states in both phase space and in configuration (position and velocity) space.
1. Phase-space Wigner functions
For a state |Ψ〉 of the composite particle, the Wigner function is defined as
W (x, p) =
∫
dξ
2pi
eipξTrm
{
〈x+ 1
2
ξ|Ψ〉 〈Ψ|x− 1
2
ξ〉
}
. (D1)
8Expressing the state as |Ψ〉 = ∑i αi |ψi〉 |mi〉, the partial trace over the mass-energy gives
Trm{|Ψ〉 〈Ψ|} =
∑
j
|αj |2 〈x+ 1
2
ξ|ψj〉 〈ψj |x− 1
2
ξ〉 ,
leaving an overall function comprised of a convex combination of Wigner functions for each mass-energy component,
W (x, p) =
∑
j
|αj |2
∫
dξ
2pi
eipξψj(x+
1
2
ξ)ψ∗j (x−
1
2
ξ)
=
∑
j
|αj |2W (j)(x, p).
The Wigner representation of the propagated Gaussian function, where ψj is given in Eq. (C2), reads
WG(x, p) =
∑
j
|αj |2 1
pi~
e−
(
pt
mj
−x
)2
σ2
−σ2(p−p0)2~2 . (D2)
Similarly, the Wigner function for our propagated minimum uncertainty state Eq. (C3) is
WMUS(x, p) =
∑
j
|αj |2 1
pi~
e
−mj~
[(
− ptmj +x
)2
+
(
p
mj
−v0
)2]
(D3)
2. Wigner functions in position and velocity space
For a configuration (position and velocity) space Wigner function we change variables in Eq. (D1) to ξ′ = mξ:
W˜ (x, v) =
∫
dξ′
2pim
eivξ
′
Trm
{
〈x+ ξ
′
2m
|Ψ〉 〈Ψ|x− ξ
′
2m
〉
}
.
For one mass, the equation above gives∫
dξ′
2pimj
eivξ
′
ψj(x+
ξ′
2mj
)ψ∗j (x−
ξ′
2mj
) ≡W (j)(x,mjv),
which is simply the Wigner function where momentum is non-trivially dependent on the individual mass energies,
such that v =
pj
mj
, as expected.
Consequently, the full Wigner function is again a sum of Wigner functions each corresponding to a different mass-
energy state,
W˜ (x, v) =
∑
j
|αj |2W (j)(x,mjv). (D4)
The Wigner function for our MUS in configuration space is thus
W˜MUS(x, v) =
∑
j
|αj |2 1
pi~
e−
mj
~ [(x−tv)2+(v−v0)2],
where we note its similarity to the phase space Wigner function for our MUS, Equation (D3).
The x-v Wigner function of the generic Gaussian is, similarly,
W˜G(x, v) =
∑
j
|αj |2 1
pi~
e−
(vt−x)2
σ2
−m
2
jσ
2(v−v0j)2
~2 , (D5)
where v0j := p0/mj .
9FIG. 3. Interference between spatial superpositions of mass superpositions in our MUS. Masses related as m2 = 10m1, in equal
superposition |Ψ〉 =∑i=1,2 1√2 |ψmi〉 |mi〉. Left plot at t = 0, right at t = 20.
Appendix E: Double-slit interference
To place this work in the context of previous studies, we look at the double-slit interference of the minimum
uncertainty states for position and velocity.
The initial state is a superposition of mass states which are themselves each in a superposition of left and right
displacement, |Ψ〉 = ∑m cm (|ψLm〉+ |ψRm〉) |m〉. This is analogous to a double slit experiment where the slits are the
same width as the wave packets and the resulting probability function is the interference pattern seen at the screen.
Figure 3 shows how these states interfere.
Figure 4 plots analogous interferences comparing our MUS to a generic Gaussian state. In the latter we consider
common velocity of propagation for the different mass-energy states, to take out the dominant effect of different arrival
times, already studied in refs [24, 25]. We note that the only effect of gravity on all the studied wave-packets is thus
to shift the entire interference pattern by a classical free-fall distance −gt2/2 where g is gravitational acceleration and
t the propagation time. The plots can thus be equivalently interpreted as centred at z0 = 0 in a gravity-free case and
at z0 = −gt2/2 in the case where the interfering particle is subject to a homogeneous gravitational field along the
screen at which the interference is observed (perpendicular to the initial velocity of the wavepackets). The beating
visible in the interference pattern obtained for our MUS comes from the time dilation between different paths that
interfere at the screen that is encoded in the evolution of the internal mass-energy superposition.
FIG. 4. Interference between spatial superpositions of mass superposition states, comparing generic Gaussian case to our MUSs.
Masses related as m2 = 10m1, in equal superposition |Ψ〉 =∑i=1,2 1√2 |ψmi〉 |mi〉, at t = 10 (left) and t = 20 (right).
For larger, more complex systems, with internal states thermalised at high temperature T, recall (from the main
text) that the velocity spread for a generic Gaussian initial state goes as vg
√
3N − 6kBT/Nm¯, where vg is the
velocity associated with ground internal state, and Nm¯ is the total mass of the system with m¯ the average mass of
its constituents (taken to be atoms) and N their total number. For large N this becomes ∼ 1/√N and thus in a
macroscopic limit we recover the expected joint propagation of all the internal modes. In that limit, the beating in the
interference pattern between the different mass-energy components, as visible in Figures 3 and 4 above, becomes more
prominent, fully washing away the interference – see refs [22, 73] for general discussion of the effects on interference
10
for various models of the internal states of a composite system.
Appendix F: MUS and Gaussian mass-superpositions under boosts
To compare the behaviour of our MUS with that of the generic Gaussian state under a boost, we first discuss the
appropriate boost generator for the mass-energy operator formalism.
Despite working in the low-energy regime, with the external motion of the particle being essentially classical, the
internal relativistic dynamics preclude the simple use of the Galilean boost with a single mass parameter [53, 74].
Since for each mass-energy eigenstate the formalism reduces to the non-relativistic one e
i
~v(pˆt−mx), one can construct
the boost operator as
∑
m e
i
~v(pˆt−mx) |m〉 〈m| ≡ e i~v(pˆt−Mˆx).
Below we show how this boost generator arises when considering an infinitesimal Lorentz transformation and taking
the appropriate low energy limit. Beginning with two reference frames S and S′, an infinitesimal Lorentz boost with
velocity v transforms the spacetime coordinates as x′ = x + vt and t′ = t + vxc2 . A wave function ψ(x, t) in the S
reference frame reads ψ(x′, t′) = ψ(x+ vt, t+ vxc2 ) in the S
′ frame.
For v infinitesimal we further have ψ(x+ vt, t+ vxc2 ) = ψ(x) + v
(
t∇ψ(x) + xc2 ∂∂t
)
ψ(t), then,
ψ(x′, t′) = e
i
~v(pˆt−Mˆx)ψ(x, t), (F1)
which uses −i~∇ = pˆ and i~ ∂∂t = Hˆ, and in the low energy limit Hˆc2 → Mˆ . We note that pˆt−Mˆx is the boost generator
for the central extension of the Galilei group [53] and can also be obtained from the Ino¨nu¨-Wigner contraction of the
Lorentz (or Poincare´) group [75]. Eq. (F1) recovers the anticipated boost generator and its action on mass-energy
subspaces, i.e. e
i
~v(pˆt−Mˆx)ψ(x, t) =
∑
m e
i
~v(pˆt−mx)ψm(x, t) |m〉.
To find the boosted states, 〈x′, t′| Uˆboost |ψ〉, where |ψ〉 =
∫
dxψ(x, t) |x, t〉:
ψ(x′, t′) = 〈x˜| e i~ vtpˆ− i~mvxˆ
∫
dx ψ(x, t) |x〉
=
∫
dx 〈x˜| e i~vtpˆe− i~mvxˆe i2~v2mt |x〉ψ(x, t)
= e−
i
~mv(x
′+vt)+ i2~v
2mtψ(x′ + vt, t),
This boost is then applied to the generic Gaussian and the MUS (Eqs (C2) and (C3)), with the choice that the
peak velocity for the MUS and the peak momentum for the Gaussian state, respectively, are set to be zero.
Hence, for one mass, the boosted generic Gaussian state takes the form:
ψmG(xf , t) =
1
4
√
pi
√
σ
√
1 + it~mσ2
e
[
− (x+vt)2
2σ2(1+ t2~2
m2σ4
)
− i2~
(
2mc2t+
2mvx+mv2t− x2t~2
mσ4
1+ t
2~2
m2σ4
)]
(F2)
and the boosted position-velocity MUS:
ψMUS(xf , t) =
1
4
√
pi~
mΩ
√
1 + ie−2rtΩ
e
[
−mΩ2~ (xe
−r+ve−rt)2
(1+e−4rt2Ω2) −
r
2− im2~
(
2c2t+ 2vx+v
2t−e−4rx2tΩ2
1+e−4rt2Ω2
)]
(F3)
Comparing these two states with (C2) and (C3), we can see that these individual mass-energy components have
the exact same form. However, for a full mass-superposition state, we find that the MUS is covariant under the boost
– we get exactly a superposition corresponding to that obtained from (C3), e.g. Eq. (17) in the main text.
On the other hand, each mass component of the generic Gaussian superposition obtained from Eq. (F2) will have
a different momentum pi = miv:
∑
i
αiψmiG(xf , t) |mi〉 =
∑
i
αi
1
4
√
pi
√
σ
√
1 + it~miσ2
e
− (x+ pimi t)2
2σ2
(
1+ t
2~2
m2
i
σ4
)− i2~
2mic2t+ 2pix+ p
2
i t
mi
− x2t~2
miσ
4
1+ t
2~2
m2
i
σ4


|mi〉
which differs from a Gaussian state with a fixed peak momentum tensored with the internal mass-superposition state,
ψG(x, t)αi |mi〉, as in Eq. (15) in the main text.
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