Natural and man-made brittle layers embedded in a weaker matrix and subjected to layer-parallel extension typically develop an array of opening-mode fractures with a remarkably regular spacing. This spacing often scales with layer thickness, and it decreases as extension increases until fracture saturation is reached. Existing analytical one-dimensional (1-D) 'full-slip' models which assume that interfacial slip occurs over the entire length of the fracture-bound blocks predict that the ratio of fracture spacing to layer thickness at saturation is proportional to the ratio of layer tensile to interface shear strength (T /τ ). Using 2-D discontinuum mechanical models run for conditions appropriate to layered rocks we show that the validity and consequent applicability of these 1-D models depends on T /τ . High T /τ ratios (ca. > 3.0) promote interfacial slip and yield results that, in terms of fracturing and interfacial slip evolution, provide a good fit to a 1-D shear lag model, which, in the limit, becomes the 'full-slip' model. At lower T /τ ratios, however, interfacial slip is suppressed and the heterogeneous 2-D stress distribution within fracture-bound blocks controls further fracture nucleation. Our models suggest that 1-D approximations for predicting the spacing of fractures in layered materials are erroneous for low T /τ ratios.
1 Introduction also permit the formation of straight fractures, but would however inhibit the formation 113 of non-planar fractures, which, as shown later, are an important feature in some of our 114 models.
115
Figure 2
116
In all our models the first fracture forms wherever the layer is weakest (discontinuum 117 models have heterogeneous strength distributions; see Appendix A) when the average 118 tensile stress within the layer reaches ∼ 6.5 MPa (see Fig. A1 ), a tensile strength typical 119 for sedimentary rock (e.g. limestone, sandstone; Lockner, 1995) . Failure within the matrix 120 is prevented so that matrix yielding and fracturing does not affect fracture within the 121 central layer. Layer-matrix interface geometries and frictional properties are represented 122 through a so-called 'smooth-joint' contact model (Itasca Consulting Group, Inc., 2008, 123 Mas Ivars et al., 2008 ) that implicitly replaces the irregular geometry of an interface 124 between domains within a particle assemblage with a planar discontinuity (Fig. 2) . After achieved by varying the interfacial friction coefficient, rather than the confining pressure, because the latter would also cause variations in both elastic properties and strength due 141 to their pressure dependence (e.g. Schöpfer et al., 2009) . The role of the interfacial friction 142 in our models is simply to limit the interfacial shear stress; whether this is achieved in in shear is the controlling factor in determining fracture spacing (Kelly and Tyson, 1965) . 
Graphical representation

148
The model evolutions and their differences can be explored by generating the three types 149 of plot presented in Fig. 3 for different models at different stages of their evolution.
150
Animations of these plots of the five different models presented in this paper are provided the two initially bonded particles, with a length equal to the average diameter of 159 the two particles and perpendicular to a line joining the particle centres.
160
(ii) Horizontal normal stress plot: Shows the average horizontal normal stress (σ x ) dis-161 tribution within the central layer (as defined by Eq. C.1). The stress is normalised 162 by the minimum layer tensile strength T min , defined as the stress at which the first 163 fracture forms (Fig. A1) . If the layer strength and horizontal stress (σ xx ) distribu-164 tions were homogeneous, then subsequent fracturing would occur at the same stress 165 level. However, the particulate nature of the model makes the material intrinsically 166 heterogeneous, so that the average horizontal normal stress can exceed T min , i.e.
(iii) Interfacial shear stress plot: Shows the interfacial shear stress distributions, ex-
171
pressed as the ratio of shear to normal stress, τ xy /σ yy , for each 'smooth-joint' con-172 tact, with clockwise shear couples taken to be positive (Fig. 3) . 
Results
179
The fracture spacing and interfacial slip evolution of the discontinuum models with various for the proportion of slip (which is defined as the ratio of the sum of sliding 'smooth-joint' 189 contact areas to the sum of all 'smooth-joint' contact areas). This similarity of results
190
occurs because the dominant process in both models is mid-point fracture (Figs. 3 and 4).
192
The stress evolution in the low friction models is in close agreement with theoretical the centre of the block (Fig. 3a) . The length of the slip regions decreases with increasing is balanced by a horizontal normal stress gradient, which is constant in the slip regions.
201
Fracture saturation in the low friction models occurs when slip occurs along the entire spacings during system evolution than the factor of 2 variation predicted by the shear lag 208 model and it produces a much lower average spacing at saturation.
209
Figure 6 210 Both of these discrepancies arise because 2-D heterogeneous stress distributions within 211 fracture-bound blocks, which are unaccounted for in the 1-D shear lag model, exert im-212 portant controls on fracturing in the discontinuum models with high interface frictions.
213
Fracture saturation in the µ = 0.8 discontinuum model arises largely by the same process throughout the evolution of the µ = 0.5 and µ = 0.8 discontinuum model is due to the 219 formation of new fractures close to existing fractures in blocks with s/t 1 (Fig. 4) .
220
Neither the shear lag nor CSC theories predict these new fractures, but their formation is (Groves et al., 1987 , Hu et al., 1993 . between the full-slip model and the discontinuum models at friction coefficients of µ < 0.4 235 (Fig 7a) . At higher friction coefficients, however, the discontinuum modelling predicts a 236 wider range of fracture spacing than the full-slip model and a lower average spacing.
237
Instead, the discontinuum model spacings here overlap with predictions of the alternative 238 2D infill criterion, which is thus shown to become more appropriate as welded interface 
243
We presume that the T /τ value limiting the validity of 1-D approximations will be greatly controlled by the size of existing flaws and may therefore vary widely as a function 245 of material heterogeneity (Tang et al., 2008) .
246
Figure 7 propagation and associated interfacial slip (Bai and Pollard, 2000b) 
281
Our models reproduce many aspects of the geometry and evolution of fracture patterns 282 in single layers and also provide a basis for considering the potential impact of some other vertical stress σ v (Sibson, 1998 , Mandl, 2005 . Under normal hydrostatic conditions (Sibson, 1998 , Ramsey and Chester, 2004 , Schöpfer et al., 2007 . By the same 303 token, in a sequence which is deformed at a constant confining pressure a systematic 304 decrease of fracture spacing will accompany a decrease in layer strength, until at a 305 certain strength a transition to shear failure will occur (Fig. 8 ).
306
(ii) Interface cohesion: The layer/matrix interfaces in our models are cohesionless, 307 a simplification which cannot always be justified in a natural system. We expect 308 that cohesion will decrease fracture spacing and that Price's full-slip model could 309 potentially overestimate saturation fracture spacing. Indeed, our ongoing discontin- tive to the elastic properties (Bai and Pollard, 2000b) and layer/matrix thicknesses.
323
Consequently we expect slightly different results at low T /τ ratios for models with 324 different elastic properties and thickness ratios, though future work is required to 325 verify the nature of these dependencies.
(iv) Multilayers: Our models are for simple three-layer systems rather than the more future studies using the same basic modelling approach described in this paper.
336
Figure 8 2. In systems with high T /τ ratios the range of fracture spacing varies by a factor of two and matrix, respectively. The particle and bond normal to shear stiffness ratio is 2.5 and 381 the modulus-stiffness scaling relations given in Potyondy and Cundall (2004) are applied.
382
Bonds between particles comprising the matrix have infinite bond strength and bonds Table A1 425
It is important to note that formulation of the shear lag model described in Appendix B predicts zero stress for zero matrix strain. In the fitting procedure given in Appendix
427
C we therefore use e m = e − e p , i.e. the pre-strain is subtracted from the model strain.
428
In the plots shown in Fig. 5 , this pre-strain is then added to the shear lag prediction. by an interfacial shear stress, τ x .
The superscripts refer to the shear stress acting on the top and bottom layer interface.
455
If the top and bottom interfacial shear stresses are identical in magnitude, but opposite 456 in sign, then Eq. B.2 can be written as
A positive normal stress gradient hence leads to a negative (counter-clockwise) shear 458 stress along the upper interface (Fig. B1a) .
459
We assume that the maximum interfacial shear stress, τ , is given by a Coulomb limit
where σ y is the normal stress acting on the interface and µ is the interfacial friction 461 coefficient.
462
B.2 No-slip solution
463
Cox (1952) derived a solution that conforms with the boundary conditions outlined above.
464
In the absence of interfacial slip the average layer-parallel normal stress within a fracture-
465
bound block is
where β is the load transfer parameter. For the sake of mathematical brevity the shear stress decay into account Saruwatari, 1998, Jain et al., 2007) . We prefer,
473
however, to determine the value of β in our models directly as outlined in Appendix C.
474
The maximum layer-parallel normal stress within the fractured block, σ max , occurs in 475 the centre (x = L) and given by
The shear stress acting on the interface, τ x , can be obtained by differentiating Eq. B.5 477 and substituting the result into Eq. B.3.
where the absence of the minus sign indicates that Eq. B.8 describes the shear stress 479 distribution along the lower interface. The maximum interface shear stress, τ max , occurs 480 at the end of the fractured block (x = 0) and is
Average normal stress and interfacial shear stress profiles that were calculated using can occur at a particular matrix strain, exists (Lloyd et al., 1982) . The critical half-length, (Fig. B1bii) . In the limit, the entire interface will be sliding (Fig. B1biii) .
498
The critical half-length at the onset of slip can be obtained by substituting the matrix 499 strain at the onset of slip given by Eq. B.11 into Eq. B.10 and is If the normal stress acting on the interface, σ y , remains constant and uniform while slip 509 occurs, then the shear stress acting on the interface is also constant and given by Eq. B.4.
510
As a consequence the gradient of the layer-parallel normal stress within the fracture layer 511 is constant, i.e. the layer-parallel stress profile is a triangle (Eq. B.3; see Fig. B1biii ).
512
The normal stress is, however, limited by the tensile strength, T , so that dσ x /dx in Eq. Eq. B.14 is known as Price's model in Earth Sciences (Price, 1966 , Mandl, 2005 and 516 as Kelly-Tyson equation in Material Sciences (Kelly and Tyson, 1965, Tripathi and Jones, 517 1998).
518
B.4 Partial-slip solution
519
It is clear that the two models outlined above, i.e. the no-slip and the full-slip solution,
520
are end-member scenarios. The onset of interfacial slip is derived above and given by Eq.
11. An increase in extension leads to a progressive increase of the length of the slip region until, in theory, the entire interface is sliding.
523
Here we use a Piggott model (Piggott, 1978, Huang and Young, 1995, van followed by an elastic stress build-up according to Cox's shear lag model (Eq. B.5).
where x t is the transition point from the slip to no-slip region and g is the normal 527 stress gradient in the slip region, which is a constant, and used here for brevity. Eq. B.15 
531
The maximum layer-parallel normal stress occurs at the centre of the bonded region,
532
at L, and is given by
Analogous to the no-slip case, the shear stress acting on the interface, τ x , can be 534 obtained by differentiating Eq. B.15 and substituting the result into Eq. B.3.
The maximum interfacial shear stress, τ max , occurs at the end of the bonded region 536 (x = x t ) and is given by
The critical half-length is determined by limiting the maximum normal stress given 538 by Eq. B.16 by the tensile strength T and solving for L.
For a cohesionless interface (Eq. B.4) the unknown x t can be evaluated by assuming 540 stress continuity at the transition point, for which the maximum interface shear stress (Eq.
541
B.18) is equal to the shear strength τ . For a cohesive interface stress continuity cannot 542 be justified and an interfacial shear stress jump and an associated increase of the average 543 layer-parallel normal stress gradient occurs Young, 1995, van den Heuvel 544 et al., 1997) . In the present study, however, the effect of cohesion is not investigated and
545
we therefore assume that the interfacial shear strength is provided by friction only.
546
Taking τ as τ max in Eq. B.18 and substituting L, as given by Eq. B.19, gives after 547 rearrangement.
Unfortunately a closed form solution for Eq. B.20 does not exist and therefore x t has 549 to be determined numerically. The result can then be substituted into Eq. B.19 and the 550 critical half-length for the partial-slip case can be obtained. Average normal stress and 551 interfacial shear stress profiles that were calculated using these solutions are plotted in where α is the fraction of area occupied by particles (α = 0.84 in our models).
574
For each fracture-bound block a shear lag model with partial slip (Section B.4) is fitted to the approximate average stress data to obtain an estimate for the load transfer 576 parameter β (Fig. 3) . First the magnitude and location of the maximum horizontal normal 577 stress σ max is calculated by fitting a 2 nd -order polynomial to six consecutive points. The 578 stress profiles are often asymmetric, hence the best-fit β-value is calculated for the right 579 and left hand side separately. Each side has a length of L, which is comprised of a 580 slip-region with length x t and a no-slip region with length mL, where m = 1 − x t /L.
581
Again, we assume stress continuity from the slip to no-slip region, so that the maximum 582 shear stress at the ends of the no-slip region τ max is equal to the interface shear strength 583 τ . Using 2τ /t instead of g and mL instead of (L − x t ) in Eq. B.18 and solving for x t gives
Substitution of Eq. C.2 into Eq. B.16 and using again mL instead of (L − x t ) gives
The β-value can be determined numerically from Eq. C.3 and x t can then be calculated 586 using Eq. C.2. The best-fit β-value is obtained by iteratively varying m in the range of 587 0.0 to 1.0 and minimising the sum-of-squares σ x differences between model profile and 588 shear lag equation (Eq. B.15).
589
It is important to note that the condition τ max = τ can only be justified if interfacial 590 slip actually occurs (prior to interfacial slip τ max < τ ). In addition β is poorly constrained 591 when slip occurs over almost the entire length of a fracture-bound block (e.g. at fracture 592 saturation). Hence the best-fit β-value used for predicting the fracture and slip evolution 593 (Fig. 5) is the arithmetic mean of all best-fit β-values where 0.1 < x t /L < 0.9. The Table A1 : Material and model parameters obtained from measurement circles (see Fig. A1 ) for four models with different interfacial friction coefficients, µ. (Kelly and Tyson, 1965, Price, 1966) . A constant interfacial shear stress τ x is balanced by a layer-parallel normal stress gradient dσ x /dx. The normal stress is limited by the layer tensile strength T which leads to a critical fracture spacing s c below which no further fracture can occur. The dashed lines indicate that the minimum fracture spacing is 0.5s c . c, Compressive stress criterion (Dharani et al., 2003) , or stress-transition theory (Bai et al., 2000, Bai and Pollard, 2000b) . If no interfacial slip occurs, a region of compressive layer-parallel normal stress σ xx (grey areas) that extends across the central area of the fracture-bound block develops at a fracture spacing to thickness ratio (s/t) of ∼ 1.0 (modified after Bai and Pollard, 2000a,b) Figure 2: Numerical model and its boundary conditions used for modelling rock joints. Dark and light grey particles comprise the matrix and central layer, respectively, and black particles are lateral boundaries to which a horizontal velocity is applied. Black lines joining particle centres are bonds and bold horizontal lines at the layer interface are 'smooth-joint' contacts (see inset). σ y , vertical applied boundary stress. u x , horizontal applied boundary velocity. t, thickness of central layer. (Groves et al., 1987 , Hu et al., 1993 adjacent to an existing straight fracture within a fracture-bound block with a spacing to thickness ratio of ∼ 1.9. b, Development of an infill fracture (Bai and Pollard, 2000a ) within a fracture-bound block with a spacing to thickness ratio of ∼ 0.9. The infill fracture propagates again at e = 0.62% to form a through-going fracture (not shown). Particles within the central layer are coloured according to their least compressive stress (σ 1 ) in (a) and according to horizontal normal stress component (σ xx ) in (b). Matrix particles are dark grey for clarity. Green lines show direction of minimum, i.e. greatest compressive, principal stress. White and grey lines are locations of broken bonds and 'smooth joint' contacts, respectively. Stars are fracture nucleation points. e, model strain.
Figure 7:
Fracture spacing results at a 'fracture-saturated' model strain of e = 0.8%. Fracture spacing to layer thickness ratio (s/t) is plotted against (a) interfacial friction coefficient µ and (b) layer tensile strength to interface shear strength ratio T /τ . Fracture spacing for a model with a welded interface (i.e. infinite interfacial shear strength ) is plotted in (b) only. The grey areas are the ranges predicted by the full-slip (Kelly and Tyson, 1965, Price, 1966) and fracture infill criterion (Bai and Pollard, 2000a) . The grey dashed horizontal line at s/t = 1 is the theoretical fracture spacing when a central layer-parallel compressive normal stress develops (compressive stress criterion; Bai and Pollard, 2000b) .
Figure 8:
Tensile strength vs effective overburden pressure graphs for interfacial friction coefficients µ = 0.3 and 0.5 illustrating (i) layer tensile to interface shear strength (T /τ ) contours (which are equivalent to the ratio of maximum, or critical, fracture spacing to layer thickness under full-slip conditions, s c /t; Fig. 1b ), (ii) regimes for which our discontinuum models suggest that 1-D full-slip predictions are not applicable (T /τ 3; see Fig. 7 ), and (iii) the transition from pure opening mode fracturing to hybrid extensional-shear fractures, which according to the 2-D Griffith criterion occurs when −σ v > 3T (e.g. Sibson, 1998) . The effective overburden pressure is σ v = σ v (1 − λ v ), with λ v = p f /σ v being the ratio of pore fluid pressure p f to vertical stress σ v . Two depth scales are given, one for lithostatic conditions (λ v = 0.0) and one where pore water is present and under normal hydrostatic conditions (λ v = 0.4). The dots in each graph illustrate the tensile strength and overburden pressure of our discontinuum models. These graphs are strictly speaking only valid for systems with cohesionless interfaces subjected to layer parallel extension. Figure A1 : Plot of average horizontal stress within three measurement circles (see inset) vs model strain (for the model with µ = 0.3). After uniaxial model confinement a pre-stress, σ p exists. The strain at which the horizontal stress within the central layer becomes zero is the pre-strain e p . T min is the minimum tensile layer strength and ∆e is the strain difference used for calculating the layer secant Young's modulus, i.e. E f = T min /∆e. Figure B1 : 1-D shear lag model used for predicting fracture and interfacial slip evolution in discontinuum models. a, Periodically layered sequence comprised of fractured layers with thickness t interbedded with unfractured matrix layers of thickness d. The spacing of the fractures is s, but due to the symmetry of the problem the half-length L is used. The boundary conditions acting on a 'unit cell' are also shown. b, Average horizontal normal stress, σ x , and interfacial shear stress, τ x , profiles at different matrix strains, e m . The dots indicate the transition points from the slip to no-slip region. (i), No-slip solution, just at the onset of slip (e m = 0.000224 according to Eq. B.11) (ii) Partial-slip solution (e m = 0.0006). (iii) Full-slip solution (e m = ∞). c, Plot of critical half-length, L c (black curve), and length of slip region, x t (grey curve), vs log 10 matrix strain, e m . The onset of fracture and the onset of interfacial slip are indicated as vertical lines. The full-slip solution (Eq. B.14) is plotted as horizontal dashed line. The no-slip solution (Eq. B.10) is plotted as thin dashed line for comparison. The parameters used for obtaining the results in (b) and (c) are: t = d = 0.25 m, E f = 10 GPa, G m = 1 GPa, τ = 1 MPa. The β-value is calculated using Eq. B.6. In (b) the half length L = 1 m is kept constant, whereas in (c) the tensile strength T = 1 MPa is constant.
