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A CUPS class of codes is a class that is closed under external direct sums, 
projections onto components of external direct sums, and formation of equivalent 
codes. In this paper, formulas are developed to compute the number of inde- 
composable codes of length n and the number of indecomposable (n. k) codes 
(bothwith full support) in a CUPS class V in terms of the total number of length n 
and (n, k) codes, respectively, in V. Applications include complete computations 
of the total number of indecomposable length n codes, the number of indecom- 
posable (n, k) codes, the number of indecomposable (n, k) codes of minimum 
distance 3 or more, the number of indecomposable length n self-dual codes, and 
the number of indecomposable length n self-dual codes with minimum distance 
4 or more. 
1. INTRODUCTION 
A q-ary (n, k) code is a k-dimensional subspace of the vector space V of all 
n-tuples of the field F with q elements. The integer n is the Zength of the code, 
and k is the dimension of the code. The support s(u) of a vector v in V is the 
set of all integers i such that the ith component of a, denoted by u(i), is not 
zero. The support of a code C, s(C), is the union of the support sets of its 
elements. If a code has the set N of all integers from 1 to n as its support 
we say it has full support. The weight of an element of V is the size of its 
support set, i.e., the number of places where it is nonzero. The minimum 
distance of a code is the smallest nonzero weight of an element of the code. 
A code is self-orthogonal if, relative to the standard inner product for V, 
every vector in the code is orthogonal to every vector in the code, and 
self-dual if it is its own dual space. 
If the (n, k) code C is the internal direct sum (as a vector space) of the 
(n, k,) code C, and the (n, k,) code C, and s(C,) n s(C,) = o, we say C, 
and C2 are components of C. If C has no proper components we say that C is 
indecomposable. Each (n, k) code has a unique representation as a direct sum 
of indecomposable components. 
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If C, is an (n, , k,) code and C, is an (nz , k,) code, then by the sum C, + C, 
of C, and C, we mean a variant of the external direct sum of C, and Cz ; 
to be precise a vector v is in C, + C, if there are vectors z:~ in C, , and v3 in C, 
such that 
v(i) = VI(i) for i << 111 , 
v(i) = v,(i - nl) for 11~ ( i :< II? 
(i.e., the first n, components of v are those of L’~ and the last n, are those of v.J. 
Two codes C and C’ are equivalent if there are a permutation n of N and 
elements ai of F such that C’ = iv’ j u E C and v’(i) == a&n(i))). 
We say a class $5 of codes is a CUPS class (closed under projection and 
sum) if: 
(1) whenever C E +7, any code equivalent to C is in G?; 
(2) whenever C, and C, are in %, C1 2 C, is in 59; and 
(3) whenever C, + C, E V, C, is in % and C, is in 9Z. 
In this paper we develop a formula for the number of indecomposable codes 
of length n with full support in a CUPS class V in terms of the total number 
of codes of length m < II in V, and a formula for the number of 
indecomposable (17, k) codes of full support in V in terms of the total number 
of (m,,j) codes in % with m <: II and j .< h-. 
Examples of CUPS classes of codes are: the set of all codes, the set of all 
codes with full support, the set of all self-orthogonal codes, the set of all 
self-dual codes, the set of all codes of minimum distance d or more, the set of 
all codes whose words have weight divisible by some integer m, and all 
intersections of CUPS classes. The formulas in this paper combine with 
results of Dowling [l, 21 and Pless and Sloane [4] to give formulas for the 
number of (n, k) error correcting (minimum distance 3 or more) and the 
number of (n, k) self-orthogonal and self-dual codes which are indecom- 
posable. 
2. THE NUMBER OF TNDECOMPOSABLE CODES OF LENGTH n 
For each partition n of a subset A4 of N we definef(n) to be the number 
codes of length II in ?Z whose indecomposable components have the classes 
of v as their support sets. We let g(r) denote the number of codes in V whose 
indecomposable components have subsets of the classes of rr for their support 
sets. If 7~~ is a partition of MI and rrz is a partition of M2 , define rTT1 < 7rTT., 
if every class of 7~~ is a subset of a class of nTT2 . The partition 1 with the one 
class N is greater than or equal to each partition of a subset of N. Suppose 
we adopt the convention that the empty set @ is a partition of itself. Then 0 
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is less than or equal to any partition of a subset of N, and the partitions of 
subsets of N form a lattice relative to this ordering, called the lattice of partial 
partitions of N. 
Now if 7~ is a partition of a subset A4 of N then 
g(n) = 2 .f(fL 
since each code whose indecomposable components have subsets of classes 
of n as support sets will have the classes of a partition p < 7~ as the support 
sets of its indecomposable components. Thus if p is the Mobius function 
of the lattice of partitions of subsets of N, 
Since f(1) is the number of indecomposable codes of length n with full 
support we are interested only in the formula 
f(l) = c t?(f) PFL(fY 1). 
However, by the cross cut theorem [5] p(p, 1) = 0 unless p is a meet of 
partitions covered by 1. It is relatively easy to show that p is a meet of 
partitions covered by 1 if and only if p is a partition of N. Then ~(p, 1) = 
(-l)“-I( p - I)!, where p is the number of parts (or classes) of p [5]. 
Now if p has parts iV1, A4Z ,..., M, . g(p) is equal to the product of the 
number of possible components of a code in V with support set contained in 
M1 times the number of possible components with support set contained in 
44, , etc. Because V is a CUPS class the number of components of codes of 
length n in V whose support set is a subset of Mi is the number of codes in 9? 
with length mi = / Mi I. Thus if a(n) denotes the number of indecomposable 
codes of length n with full support in %‘, and /3(n) denotes the total number 
of codes of length n in 9?, then f(1) is LX(~) and g(p) is nZF=, p(mJ. Thus the 
value of g(p) is just a function of the partition of the integer n into the 
integers mi . If this partition has p1 parts of size 1, pz parts of size 2, and in 
general pi parts of size i, then there are n!/n,“_, (i!)“‘( pi !) partitions p of 
N associated with it, and for each such p, 
and the number of parts is p = xy=, pi . Thus by substitution we obtain 
Q(H) = I? ! seqInees (-P)-l [(c P1) - I]! fi g$$+ . , 
<P,> such tllat rip,=11 
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For example, if /3(i) is the total number of codes of length i, i.e., the total 
number of subspaces of an i-dimensional vector space, then 
where as shown in [3], the Gaussian coefficient (i), is given by 
A more important application is the computation of the number of 
indecomposable self-dual codes of length n. As shown by Pless and quoted 
in [4], the number of self-dual codes of length n is given by 
and as shown by Pless and Sloane [4], the number of self-dual codes of length 
n and minimum distance d > 4 is 
n ‘2 
where 
fl(n) = 1 ((--1)i n!/2ii! (n - 2i)!) a(n - 29, 
i=O 
(n--l) ::! 
u(n) = n (2’ f 1). 
j=l 
Substitution in the formula for N. gives the number of such codes which are 
indecomposable. 
Of course the total number of indecomposable codes with length n, a’(n), 
may be computed from the formula 
because each code must have some support set and since V is a CUPS class, 
the number of indecomposable codes in V with length n and a support set 
with k elements must be a(k). 
3. THE NUMBER OF INDECOMPOSABLE (n, k) CODES 
To compute the number of indecomposable (n, k) codes we need the 
concept of an (N, k) partial partition. Tf k is a positive integer. then an (N, k) 
partial partition is a set of ordered pairs (MI, k,), (M, , k,),..., (M, , k,) 
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such that the sets Mi form a partition of a subset M of N, and the integers ki 
form a partition of k. Alternatively we may think of an (N, k) partial partition 
as a partition 7~ of a subset M of N and a function v from the classes of r 
to the positive integers such that the sum of the values of 9) is k. Thus we use 
the notation (‘rr, (p> and (p, u) for (N, k) partial partitions. We say that (p, u) 
is less than or equal to (‘rr, y) if p < r in the usual ordering for partial 
partitions and for each class Mi of n, the sum over all classes N, of p with 
Nj C Mi of a(NJ is y(MJ. 
For each (N, k) partial partition, define F(~T, 9)) to be the number of (n, k) 
codes in a CUPS class %? whose indecomposable components have the classes 
of v as their support sets and whose indecomposable component with 
support Mi has dimension y(MJ. Define G(z-, y) to be the number of (n, k) 
codes in % whose indecomposable components have support sets which are 
subsets of the classes of r so that the sum of the dimensions of the com- 
ponents whose support is contained in Mi is v(Mi). Then 
so that by MSbius inversion over the partially ordered set of partial (N, k) 
partitions, we obtain 
We let K stand for the function that assigns the number k to the set N and, 
as before 1 is the partition of N into one part. Then F(1, K) is the number of 
indecomposable (n, k) codes with full support in 9. We also use r(n, k) for 
this number, and &n, k) for the total number of (n, k) codes in 5%‘. Thus we 
obtain 
yh k) = F(l) K) = c G(p, 0) P[(P, a), (1, ~11. 
(O.O)<(l*K) 
To determine ~[(p, u), (1, K)] we observe that the interval between (p, u) and 
(1, K) must be isomorphic to the interval between p and 1 in the lattice of 
partial partitions. To see this, note that if (7r, T) is between (p, u) and (1, K), 
then v is completely determined by 
Thus we may write 
yh k) = c G(p, 4 CL@, 1). 
(0.n) 
We have seen that ~(p, 1) = 0 unless p is a partition of N, so we may assume 
the sum ranges only over (N, k) partitions, i.e., those (p, a) for which p is 
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a partition of N into, say, p parts and we know that ~(p, I) = (-I)“-’ 
(p - l)!. Since each code counted by G(p, u)must have the classes of a partition 
less than or equal to p for its support sets, G(p, u) = ny=, 6(~ , kj) where n, is 
the size of the ith class of p and ki = o(NJ. Now 6(ni, kJ will be zero 
unless ni > kj , so we wish to sum over those (N, k) partitions, for which 
n, >, ki . We use ci to denote 11~ -- ki and note that 11~ 3 k, is equivalent to 
ci > 0. Since the terms of the sum depend only on the sequences rz; and ki , 
they depend only on the sequences ci and ki . In fact p depends only on the 
number of terms in the sequence, and G(p, (T) depends on the number of 
ordered pairs (ci , ki) = (h,j) for each h < c =- n ~- k and for each ,j C< k. 
Thus we want to sum over sets of ordered pairs 
((c, , k,) ; 1 IS; i < p, ci > 0, kj > o>, 
grouping together all terms in the sum corresponding to one of these sets. 
Such a set can be described as having tfbj pairs (Iz,j) for each h between 0 
and c and each j between I and k, so that we may also sum over all doubly 
indexed sequences of integers t,j > 0 such that r:h,j t,jjh = c and xl,,j thj j = k 
(where h runs from 0 to c and j runs from 1 to k). With this description we 
may rewrite 
G(p, u) =-:: fl 6(h +- ,j,,j)‘hJ, 
h,i 
and 
p(p, 1) = (-- 1 )(Cffij)-l [(z f,i) - I]! 
Thus to evaluate the sum, we need only compute the number of (N, k) 
partitions (p, 0) which give rise to a given sequence thj . Such a p will have 
xi=, ts-j,, = ps parts of size s. However, there are n!/n’,‘=, (s!)r’sp, ! 
partitions p of N with ps classes of size s. 
Now to compute the number of functions 0 corresponding to a given 
sequence thj , note that among the ps classes of size s, there will be ts-j,j 
classes mapped to the integer,j. We may think of this as a labeling of the ps 
classes with the integers 1, 2,.... s, and the number of such labelings is the 
multinomial coefficient 
i 
P.\ 
t0.st1.s-1 ..' fs-1.1 
) = PS !/fJ Is-3.j ! . 
Thus the total number of choices of u is 
fi (ps !/fJ ts-j,j !)n 
s-1 i-1 
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Now the total number of (N, k) partitions is the product of the number of 
ways of choosing p and the number of ways of choosing u, so that the total 
number of (n, k) partitions is 
(n!/fjl (S!)“‘Ps !)(fj PS !/fJ fs-jBi !)
= H! 
!  
fi (S!)“’ fJ  ts-j-j !  .  
s=l j=l 
Now we apply the fact that p,? = C,“_, ts-j,j to write 
(81)“s = (st)CB-lts-j,f = fJ (S!)t.-j,,, 
j=l 
Substituting, we find that the number of (ZV, k) partitions of type tij is 
n .s 
n. I 
/-In 
(S!)tsdl” ts-j,j !  .  
s=1j=1 
Thus we can rewrite the expression for r(n, k) as 
’ (-1) (%-1 [(I fij) - 11 ! , 
where the sum runs over all sequences thi 3 0 with 0 d h < n - k and 
1 < j < k such that x:h,j thj j = k and Ch,j thjh = n - k. Now since the 
product taken from s = 1 to n and then j = 1 to s includes each ordered 
pair (h, j) exactly once, the nh,j may be replaced by the double product. Also, 
(-1p-1 = -(- l).mf = -JJj (-lpi, so the formula may be rewritten 
as 
where the sum runs over all integer sequences thj 3 0 with 0 < h < n - k 
and 1 < j < k, such that xa,j thj j = k and za,j thjh = n - k. 
Thus given the number 6(n, k) of (n, k) codes in a CUPS class %? for each n 
and k, we can find the number 6(n, k) of indecomposable codes with full 
support in the class. Two cases in which this gives the precise number of 
indecomposable codes in a class are when G? consists of all codes and when $9 
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consists of all codes of minimum distance 3 or more. In the first case 6(n, k) 
is the Gaussian coefficient 
[J, = 3 tq7b--i - ly(qk-i - 1) 
i=O 
as shown by Goldman and Rota [3]. In the second case Dowling [l, 21 has 
shown that 
@,I, )I - k) =z kfl (- 1)” q(i) ( : ) nfi (qk - 1 - (4 - l)j>. 
i-0 0 j=O 
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