The multiplier forms the core of a Digital Signal Processor and is a major source of power dissipation. Often, the multiplier forms the limiting factor for the maximum speed of operation of a Digital Signal Processor. Due to continuing integrating intensity and the growing needs of portable devices, lowpower, high-performance design is of prime importance. A new technique of implementing a multiplier circuit using Decomposition Logic is proposed here which improves speed with very little increase in power dissipation when compared to tree structured Dadda multipliers. Tanner EDA was used for simulation in the TSMC 180nm technology.
Introduction
With ever increasing applications in mobile communications and portable equipment, the demand for low-power, high-performance VLSI systems is steadily increasing. Digital signal processors and application specific integrated circuits rely on the efficient implementation of arithmetic circuits (adder and multiplier) to execute dedicated algorithms such as convolution, correlation and filtering [1] . A multiplier design using decomposition logic is presented here which improves speed when compared to the tree structured Dadda multiplier with very little power penalty. Pipelining is often used to improve the throughput of a design. A novel concept of modifying an adder to have latched outputs is presented to reduce the overheads of implementing pipelined structures.
method, a pseudo-adder (a row of N full adders with no carry chain) is used to sum three operands into a two operand result with only one single full adder delay [4] . The procedure is repeated continuously to generate two rows of partial products from N row partial products for an N×N multiplier. These two rows are then combined using a fast carry propagating adder (CPA).
Dadda generalized and extended Wallace's results by noting that a full adder can be thought of as a circuit which counts the number of ones in the input, and then outputs that number in 2-bit binary form [4] . Using such a counter, Dadda postulated that, at each stage, only minimum amount of reduction should be done in order to reduce the partial product matrix by a factor of 1.5. In the Wallace method, the partial products are reduced as soon as possible. In contrast, Dadda's method does the minimum reduction necessary at each level to perform the reduction in the same number of levels as required by the Wallace method resulting in a design with fewer full adders and half adders. The disadvantage of Dadda's method is that it requires a slightly wider, fast CPA and has a less regular structure than Wallace's. Fig. 1 shows an 8×8 multiplier designed using Dadda's method. 
Decomposition Logic
A new technique to implement digital multipliers using the decomposition logic is presented here. In this technique the multiplication process is split into smaller sub-units (smaller multipliers) and their outputs are combined to get the final results. By doing so, parallel processing is also introduced in addition to the benefits from tree structured implementation of the multiplier. The decomposition logic requires extra circuitry to perform the final addition of outputs obtained from the smaller multipliers. However, due to parallel processing, significant improvement in speed is achieved.
Design of Multiplier using Decomposition Logic
To evaluate the performance of the new multiplier structure, 8×8 and 16×16 multiplier structures were designed using Dadda's method and the decomposition logic. A CPL adder [6] was used in all the designs due to its better performance than other adders in tree structured designs. Fig. 2 shows an 8×8 multiplier implemented using the decomposition logic. In the first stage, four 4×4 multipliers are used to combine all the partial products. The outputs from these 4×4 multipliers are then combined in a treelike fashion to get the final results. The 4×4 multiplier was implemented using Dadda's method [3] . For 16×16 multiplication, three decomposition structures are possible. The first using 4×4 Dadda multipliers, the second using 8×8 Dadda multipliers and the third using 8×8 decomposition structure as shown in Figs. 3 and 4. 
Design of 8×8 Pipelined Multiplier
Pipelining is a popular design technique often used to accelerate the operation of datapaths in digital signal processors. Two pipelined multiplier structures are presented here; one using separate latches and the other using a novel concept of designing a full adder with latched outputs. Pipelined circuits can be constructed by using level sensitive latches at the output of intermediate stages. A static latch derived from PowerPC flip-flop [7] is shown in Fig. 5 and named 'PowerPC latch' for reference. It uses a transmission gate controlled by a clock signal at the input. The feedback path consists of an inverter and a transmission gate combined together to reduce power dissipation.
To reduce the overheads (transistor count and power dissipation) of implementing pipelined multiplier design, a latched adder is proposed by modifying the CPL adder. The latched CPL adder is shown in Fig. 6 . The latch portion of the adder is derived from a two phase CPL flip-flop structure [5] . The structure is pseudo-static and requires only single phase clocking as opposed to the two phase clocking required for the PowerPC latch. The latched version requires only two extra transistors when compared to the CPL adder. When the PowerPC latch is used at the output of the adder, 10 transistors are needed. Hence, 8 transistors are saved by using the Latched CPL adder as compared to PowerPC latch.
A pipelined multiplication structure was designed for the 8×8 multiplier implemented using the decomposition logic. Two structures were designedone using the latched CPL adder and the other using PowerPC latch. The latched CPL adder was used in the final stage of the 4×4 Dadda multiplier, while the PowerPC latch was used at the outputs from the 4×4 Dadda multiplier. All the other adders used in the pipelined multiplier were the CPL adder. 
Simulation Environment
Simulation for the multiplier designs was done using Tanner EDA in the TSMC 0.18µm (Level 49) technology. The threshold voltages of NMOS and PMOS transistors are around 0.39V and -0.41V respectively. To account for process variation, the circuits were tested at different supply voltages ranging from 1.0V to 1.8V. The input frequency was kept at 200 MHz for 1.8V and was suitably reduced for lower supply voltages. The parameters considered for comparison are power consumption, worst case delay and energy-delay product. Delay was calculated from 50% of input voltage level to 50% of output voltage level. Energy-delay product was chosen to put more emphasis on the speed performance of the circuit.
The two pipelined 8×8 Decomposition multipliers were simulated at different voltages ranging from 1.0V to 1.8V. The worst case delays of the two structures differed by a negligible value. So the two structures were then compared for their power dissipation values and number of transistors needed.
Results
The simulation results for 8×8 multipliers are summarized in Table 1 . For the 8×8 multiplier structure, the decomposition logic shows an improvement of 22% to 25% in delay compared to Dadda's method due to parallel processing of data. The power dissipation is slightly less than that of the Dadda structure due to reduction in glitches in spite of the extra logic circuitry. The energy-delay product is reduced by more than 41%. The energy-delay product for 8×8 multiplier structures is shown in Fig. 7 . Table 2 shows the results for the 16×16 Dadda multiplier and the 16×16 Decomposition multiplier designed using 8×8 Dadda multiplier. The decomposition logic shows a delay reduction of about 17% to more than 40% depending upon the supply voltage. Despite the power dissipation being slightly more than the Dadda structure, the energy-delay product is 30% to 64% lesser than that of the Dadda structure. The energy-delay product for the 16×16 multiplier structures is shown in Fig. 8 .
As mentioned earlier, three decomposition structures are possible for 16×16 multiplication. An analysis was done to choose the best decomposition structure. Table 3 shows the results for the three decomposition structures. The values are normalized for better understanding. It is seen that power dissipation decreases with an increasing level of decomposition while the delay increases. The reduction in power consumption is due to a lesser number of glitches when there is more parallel processing. But the delay increases due to extra logic circuitry which outweighs the benefits derived from parallel processing. So, for high performance, the 16×16 decomposition structure designed using four 8×8 Dadda multipliers (having one decomposition level) has to be chosen. Table 4 shows a comparison of transistor count for the 8×8 and 16×16 multiplier structures. The simulation results for the two pipelined multiplier structures are shown in Table 5 . It can be observed that the latched CPL adder reduces the overhead for pipelined structures when compared to the use of separate latches for pipelined multiplier design. 
Conclusion
A new technique of implementing digital multipliers using decomposition logic is presented here. When compared to the Dadda multiplier, the proposed multiplier was faster and energy efficient with a negligible power penalty in spite of extra logic circuitry. A guideline to choose the appropriate decomposition structure for larger multipliers has also been provided. A pipelined implementation of the decomposition multiplier structure has been presented, using a new concept of adders having latched outputs which reduces the overhead costs in pipelined implementations. The decomposition logic presented here can be extended to other multiplier designs such as the Booth multiplier.
