Recent successful approaches to high-level feature detection in image and video data have treated the problem as a pattern classification task. These typically leverage the techniques learned from statistical Machine Learning, coupled with ensemble architectures that create multiple feature detection models.
INTRODUCTION
The purpose of a video information retrieval system is to satisfy an information need for a given user by returning relevant 'chunks' of video. In order for a retrieval system to perform this function it needs to first index the video to be searched and the basic sources of data for video indexing can be divided into audio and visual data.
Audio data is regularly exploited in video information retrieval, most frequently through the use of Automatic Speech Recognition (ASR) techniques which produce text transcripts of the speech. Once this text data is available, traditional text-based information retrieval can be employed to aid in the retrieval process. Because of the relatively poor accuracy achievable by ASR, retrieval systems that use speech data are highly effective when the corpus of video is speech-heavy such as in broadcast TV news or documentaries for example, and is self descriptive of the visual content [12] . However if the speech needs to be translated into the language of the user, or if the video is speech-light such as in rushes for example, then an over-reliance on speech data can adversely effect retrieval performance [4] .
Visual data is much harder to index and interpret than its audio counterpart. The basic level of visual indexing is to utilize what are known as 'low-level' features to represent the visual data of an image [25] .
These often take the form of describing the colour or edge distributions of an image. Whilst this data is useful for content-based search where a collection can be ranked based on the similarity to an example query image, by itself it provides no semantic information about what is being retrieved. This problem is referred to as the 'semantic gap' [25] . To address this problem techniques are used from computer vision to classify images based on semantic labels.
For instance, if we successfully classify our collection based on 'concepts' such as 'car', 'cityscape' and 'persons', then the user can issue a query such as "retrieve videos containing cars in a city setting with people". This allows for far greater semantic freedom in expressing retrieval queries in the visual domain, and is generally seen as the direction that video retrieval systems should be looking to exploit [8] . We'll refer to this problem of classifying images according to a set of semantic labels as High-Level Feature Detection.
Whilst it is possible for retrieval systems to create single specialized classifiers for particular semantic concepts, this has limited applicability in any robust retrieval system as it is not possible to create a specific classifier for every concept that might be required. Generic approaches to High-Level Feature Detection are now utilized by video retrieval systems, as these are not constrained to any particular concept [22] . These generic approaches (highlighted in Section 2) make use of machine learning techniques and achieve good levels of performance. Machine learning, particularly approaches which utilize Support Vector Machines (SVM) for generic classification are computationally expensive once multiple low-level features are used in different permutations, the outputs of which are then used as inputs into further multi-tiered classification tasks. With each successive model to be trained, a search of the parameter space needs to be performed (via cross-validation) in order to optimize performance. A major outcome of these systems is the need to continually fuse together various combinations of data. Furthermore, these systems make use of significant computing resources in order to handle the large amount of processing that is required [7] .
Our approach to High-Level Feature Detection presented in this paper utilizes a basic machine learning baseline onto which we add additional sources of information in order to achieve performance gain. We will describe our baseline Support Vector Machine (SVM) output, which whilst relatively fast achieves good performance in classification tasks. We then introduce two methods of further evidence combination which seek to improve upon the baseline. Whilst we will highlight where these further methods improved or reduced the accuracy of the initial classification, we view these approaches as complementary to existing approaches, rather than as a replacement, particularly in the area of combinations of evidence. These approaches were first presented in our TRECVid workshop submission [30] , and later expanded upon in our CBMI 2007 conference submission [29] .
The rest of this paper is organized as follows. The remainder of this section will briefly discuss the TRECVid evaluation campaign, which provided the context for this work and will specify terminology used throughout the rest of the paper. Section 2 will examine other work on generic High-Level Feature Detection. Section 3 will detail our baseline SVM output, and our two combination algorithms for enhancing detection. Next in Section 4 we analyze where each approach succeeded and failed, wrapping up with conclusions in Section 5.
TRECVid
All of the work presented in this paper was conducted during the 2006 TRECVid [22, 13] evaluation campaign. TRECVid, formally known as the TREC Video Retrieval Evaluation, is organized by the National Institute of Standards and Technology (NIST) in the US. The goal of TRECVid is "to encourage research in information retrieval by providing a large test collection, uniform scoring procedures, and a forum for organizations interested in comparing their results" [1] . More specifically TRECVid promotes research in content-based retrieval of digital video and compares differing approaches by utilizing open, metrics-based evaluation. TRECVid is an evaluation campaign that has truly global reach with 54 participants from six continents actively participating in the 2006 campaign. Running since 2001, TRECVid has continued to grow in size, both in terms of number of participants as well as the amount of digital video content utilized for benchmarking and now has a significant impact on research into content-based video analysis and retrieval.
For video retrieval evaluation to take place, a specification of a common retrieval unit is required. For TRECVid the common retrieval unit is a 'shot'. A shot is a segment of video that is at least 2 seconds long, and is bookended by cuts. To represent a 'shot', NIST provides 'keyframes' which are images taken from the shot. These are of two types, Representative Keyframes (RKF) which is a single image to represent the shot as a whole, and Non-Representative Keyframes (NRKF) which represent multiple parts of a shot if the visual contents within a shot varies. In the collection there will always be one RKF per shot, and 0 or more NRKF images for the same shot. The primary evaluation metric for High-Level Feature Detection is Inferred Average Precision (InfAP). InfAP is similar to mean average precision (MAP) in that it measures both precision and recall whilst taking into account rank position, but varies in that it makes use of sampled truth data, rather than complete truth data. More information can be found in [32] .
Terminology
In the High-Level Feature Detection tasks, several of the terms used can have multiple meanings. To clarify this we will use the following naming conventions for the remainder of this paper:
• High-Level Feature Detection: refers to the TRECVid task of classifying content against a set of semantic labels.
• Low-level feature, or feature: MPEG7 Visual descriptors, describing things such as colour or edges.
• High-Level SVM: Refers to the output of classifiers built on the outputs of our baseline SVM and of the K-Space Semantic Features, both defined in Section 3.
• Semantic feature: A high level description of content which goes beyond a description of colour or edges, but instead describes content in terms which infer some semantic description.
• Concept: The target of classification within the context of the High-Level Feature Detection task, will be one of the 39 concepts specified by NIST. Analogous to a topic in a search task.
RELATED WORK
Many systems that address the problem of High-Level feature detection treat the problem as a supervised pattern classification task [22] . Several overview papers which examine automatic concept detection have been written, notably works by Snoek [27] , Naphade [16] [19] and Smeaton [22] . As stated in Smeaton [22] , recent approaches to High-Level feature detection have utilized more generic frameworks as the task of building specific detectors for every type of semantic feature that might be required is not realistic.
Some of the earliest work to generically detect semantic features within digital video using statistical machine learning approaches was performed by Naphade and Smith [18] . Naphade and Smith used Support Vector Machines (SVM) and experimented with varying the number of annotations used for training as well as the machine learning kernel functions and associated parameters. This approach makes use of early fusion to combine multiple low-level features into a single representation. Using the TREC Video 2002 corpus, they achieved good performance in detecting some semantic concepts.
In earlier work, Naphade and Huang recognized that semantic features do not occur in isolation, and that semantic co-occurrence can be modeled to increase the probability of successful classification.
For example, if a shot was successfully classified as containing 'sky' and 'water', the probability of a 'beach' being detected should be boosted and conversely the probability of the shot being 'indoor' should be reduced [15] . This approach which produced a generic framework for modeling semantic concepts was later extended by Naphade and Smith to incorporate their previous use of SVM's for High-Level feature detection [17] .
In 2003, a joint TRECVid submission from a combined IBM/Columbia University team established the pipeline analogy for feature processing by defining a 'Concept Detection Framework' which consisted of multiple modules or 'silos', the sequencing of which was referred to as the 'Concept Detection pipeline' [5] . Four silos comprise the framework, the first to extract low-level multimedia features. The second silo creates unimodal feature representations, making use of multiple SVM's with different parametric settings, some of which are trained on multiple features aggregated through early fusion, whilst others are trained on single low-level representations. A validation set was used at this stage to select the best parametric settings for each feature being detected. The third silo uses multiple fusion approaches to combine the multiple models created in the second silo into a representation for each feature. Again validation sets were used for optimizing the fusion strategies. The final silo incorporates the earlier work by Naphade and Huang on semantic concept co-occurrence [15] , as well as further statistical learning approaches, including SVMs, to create models which incorporate co-occurrence information. A final filtering phase is applied to improve precision, making use of collection knowledge such as downweighting content from C-SPAN (a broadcast channel that only broadcasts political news or live sessions of government) if the feature being filtered is for sports. The use of validation data allows this approach to select the best possible candidates for representation of a feature from the many different models and permutations that are created, and as such achieved high performance. Furthermore, as stated earlier, this approach through its extensive use of machine learning techniques allows it to handle many different types of semantic features.
Snoek et. al. extend the pipeline approach, which utilizes semantic context through co-occurrence, to incorporate not only content, context data, but also style information from video [28] . Snoek et. al.
observe that produced video (an example of which is the broadcast news used in TRECVid), is the end product of an authoring process which makes use of established conventions and techniques in order to emphasize parts of the content. Snoek defines the 'Semantic Pathfinder' a framework that contains three conceptual modules for analysis of multimedia from a content, style and context perspective. Like previous approaches here, the Semantic Pathfinder makes extensive use of SVM's and emphasizes the use of validation sets for parameter tuning. The major innovation in this work is the style analysis step, which aims to analyze the roles of the editor, production design, production recording unit and preproduction team.
A common theme among the previous approaches to feature detection presented here was that the majority of the work was conducted within the framework of the TRECVid evaluations. As such TRECVid can be seen as a key driver of research advancement in this area [5] , [28] , [19] , [12] . The recent conclusion of the 2006 TRECVid workshop demonstrated current best practice in the field of feature detection.
Here we will briefly summarize the approaches of the top-performing groups at TRECVid 2006. Tsinghua University's Intelligent Multimedia Group achieved the best performance for high level feature detection in TRECVid 2006 [7] . Their best run employed a weight and select fusion algorithm to select the top 50 classifiers to fuse from a set of 110 classifiers. They employed a hierarchial ensemble architecture that combined low-level features with diversified classifiers for each feature. Whilst highly effective this approach is very computationally expensive.
The MediaMill team achieved high performance in this task [26] utilizing their previously defined 'semantic pathfinder' [28] . MediaMill experiment with using variants on standard SVM approaches for supervised learning, making use of logistic regression and Fisher's linear discriminant. Whilst these later two generally performed worse than an SVM approach, they had the advantage of being computationally less expensive and required no parameter tuning. MediaMill emphasized the use of both early and late fusion strategies, however they found that whilst fusion generally provided improvements, what is to be fused needs to be carefully selected, as fusing all experiments for each concept being detected reduced performance.
The Informedia group from Carnegie Mellon University reiterate the importance of cross-validation for parameter tuning of SVMs for each feature to be detected, noting the considerable difference in performance between optimized and default parameters [11] . Informedia use four low-level features and train a classifier for each of these visual features for each concept to be detected. Fusion of these classifiers was performed through logistic regression. Similar to other groups, Informedia exploited the conceptual links between semantic features through statistical machine learning and a probabilistic framework.
A common theme in more recent work presented here is the increase in the number of models being used for detection, with many approaches utilizing multiple models and performing cross-validation in order to select the best. Whilst highly effective, these approaches are also computationally expensive in terms of the sheer number of models which are created in order to select the best. Our work on the other hand which employs statistical machine learning makes use of only modest parameter searching and in some ways can be seen as being analogous to the early work by Naphade and Smith in SVM utilization for feature detection. However our distinguishing feature in this work is our approaches to late fusion of related concepts. One of these approaches is an application of the revised Dempster-Shafer theory, the transferable belief model. The second approach is work derived from our techniques for late fusion in the search domain which examines the distribution of scores for a given set of features. Based upon empirical observations of a correlation which appears to exist between the shape of the a feature's distribution and its relative performance compared against the other features in the set, this technique will produce dynamic weights which should favor the relatively better performing feature.
We will define three approaches, a baseline SVM approach, and two alternate methods that add in new information to the initial baseline ranking. The additional information we will be adding will be specific feature detectors that were developed as part of the K-Space This approach makes use of segmented regions to produce a 'Region Thesaurus'. Queen Mary University London (QMUL) also produced 4 semantic features for boat, US Flag, Weather and Maps. The QMUL approach utilized a machine learning ensemble which first employed a high-recall layer, followed by a high-precision layer. The High-Level SVM we produced was trained on the output of the aforemention classifier outputs, as well as the outputs from our baseline SVM classifiers. It was a basic second layer approach, and did not leverage any co-occurrence information or semantic associations. Improvements could be made to these set of classifiers by being more discriminatory in choosing what to combine for a given concept.
Baseline SVM
Our baseline run was generated by making use of SVM's which were trained on the common annotation set of the TRECVid 2005 corpus. The SVM implementation we used was svm light [2] . For each of the 39 concepts to be classified we assigned an SVM to each classification task.
As input into the SVM's we used 6 different low-level visual descriptors. The low-level visual features we used are MPEG7 features and were extracted using the aceToolbox, developed as part of our collaboration in the aceMedia project [3] . Each NRKF keyframe that aligned with the annotation data was processed and included in the training set. These MPEG7 descriptors were Colour Layout, Colour
Moments, Statistical Texture, Homogenous Texture, Edge Histogram and Scalable Colour. A complete description of each of these descriptors can be found in [20] .
These features were normalized into range [-1:1] and aligned with the common annotation set on the training data from the 2005 corpus. Early fusion was then performed to create a single representation vector for each keyframe. Our SVM parameter optimization was ad-hoc, with a partial exploration of the parameter space. We explored the use of various kernels including linear and polynomial, finally settling on the radial basis function (RBF) as our kernel.
Our SVM's were run on a variety of hardware from multi-core servers, through to desktop machines.
The slowest machine used was a Pentium 4 2.4 Ghz desktop. Training times for each of our SVM's did not exceed 20 hours on our slowest machines.
Classification was performed against the 2006 test collection, specifically the NRKF keyframes of the test collection. In this case there were 75,000 NRKF keyframes that comprised the training collection, and 145,000 for the test collection, representing a much larger test than training collection.
At the end of this process, the NRKF results were aggregated back to the shot level, making use of a MAX function when assigning scores to shots.
Dempster-Shafer Combination
Of our six submissions to feature detection in TRECVid 2006, three were submissions which used the fusion of the outputs of other runs. For two of these runs we combined our baseline SVM data with several of the specialized semantic feature detectors provided by our K-Space partners using DempsterShafer (DS) theory [9, 21, 24, 23] , which offers a convenient model for fusing imprecise and uncertain information.
Application of DS theory to the problem
Our approach to integration of evidence from multiple feature detectors using DS theory is primarily based on revised version of DS theory proposed by Smets [24, 23] called Transferable Belief Models (TBM). This section describes the major aspects of the application of the TBM theory to the problem of integration of evidence from multiple semantic feature detectors such as: (i) definition of the frame of discernment, (ii) general form of the belief structure used to model the way a piece of evidence is brought by a source to a proposition, (iii) taking into account source reliability, (iv) combination of beliefs from multiple sources, and (v) ranking of shots based on combined beliefs.
Let the frame of discernment Ω represent a set of two exclusive and exhaustive hypotheses, one that a given concept is present and other that a given concept is absent in the keyframe:
also referred to as doubt (DOU BT ).
Let us also define a set of U independent evidence sources (i.e. semantic feature detectors) S 1 ,. . ., In our approach the BBA models for each detector to be fused are based on both expert knowledge and statistical knowledge obtained from the development collection using methodology similar to the one proposed in [10] for training of facial emotion classifiers.
The general form of BBA models is shown in Figure 1a . Let us denote the neutral value of measure When a source is considered not completely reliable the confidence in this source can be attenuated [24] . Figure 1b shows an example of the BBA from Figure 1a discounted by factor α u = 0.3. It should be observed that discounting simply transfers the belief from propositions P RESEN T and
ABSEN T to P RESEN T ∪ ABSEN T (doubt).
The above form of BBA can model in an intuitive way situations when fused sources provide evidence for equivalent concepts (e.g. fusion of two or more "mountain" detectors). In other words, this form of BBA is suitable for cases where a source is allowed to provide evidence for both hypotheses (i.e.
some values of measurements provided by the source support the presence and others the absence of a given concept). However, very often there is a need to model situations where a source is allowed to provide evidence supporting only one of the two hypothesis (presence or absence of a given concept), e.g. and discounting factor α u are discovered through experimentation on the training collection as described in the next section.
Once the BBA for each source is defined the evidences from multiple sources can be fused using a commonly used operator called the orthogonal sum or Dempster's rule of combination [9, 23, 24] .
According to this operator, which is commutative and associative, the combined belief structure m ⊕ is defined by:
where for two sources of information S u and S v the combined belief structure m ⊕ is defined as:
Finally, all shots are ranked according to the combined beliefs that a given concept is present or not in the shots using an empirically derived formula:
2 Note that this BBA is equivalent to BBA from figure (a) after discounting all values C u < T 
Designing Belief Structures for each Source of Information -Training
For each semantic feature the design of BBAs for each source of information S u to be fused involves selection of the form of BBA, selection of the thresholds T For simplicity, the discounting factor corresponding to the most reliable detector was set to one. For the remaining sources of evidence discounting factors were found by combining them with the most reliable detector and searching for discounting factor/factors minimizing the MAP. Also the form of each BBA was selected by searching for the form maximizing the value of MAP for a given concept to be detected.
Score Distribution Analysis
The second approach to fusion for building classifiers that we used is based on a dynamic weighting function, which is designed to infer relative performance given a set of input features. For example, we use the fact that feature A will perform better than feature B, as opposed to predicting that feature A will achieve X performance and weight accordingly, i.e. it is not design to infer absolute but relative performance of a feature.
The central thesis of the approach here is that by examining the distributions of the scores generated from a feature, it is possible to infer relative performance of one feature against another. This principle was developed previously within the context of multimedia search, where the combination of various pieces of evidence is crucial in attaining decent levels of performance. Details of our work in the search domain utilizing this method can be found in [31] . Before proceeding with an explanation of this approach, we will first define what we are attempting to fuse together in order to enhance performance of High-Level Feature Detection.
Two approaches to feature detection will be used for fusion in this approach. The first of these is our baseline SVM, as detailed in Section 3.1. The second approach we use is what we refer to as a 'High-Level SVM'. This is an SVM which is trained on the outputs of the baseline SVM along with the outputs of a series of specific feature detectors developed by our K-Space partners as part of our TRECVid collaboration. Specifically, this SVM made use of the following custom feature detectors:
Boat, Building, Crowd, US Flag, Map, Weather, Desert, Fire, Mountain, Road, Sky, Snow, Vegetation and Face. When combined with the outputs of the 39 low-level SVMs, this produced a feature vector of 53 elements. More information on these detectors can be found in the K-Space TRECVid notebook paper [30] . Therefore it was the fusion of these two sources that our score-based approach was applied to.
We have previously observed a correlation in the search domain where if a feature undergoes a rapid change in its normalized scores, then that feature is likely to perform better than a feature which undergoes a more gradual transition in normalized scores. Figure 2 illustrates this correlation.
The results for this feature with respect to InfAP are given in Table 1 . The baseline SVM, which is the feature which undergoes the greater initial change in normalized score, is also the feature which achieves the best performance. Marching' as demonstrated in Figure 3 .
The results for 'People Marching' are given in Table 2 . Again, the better performing feature in this case is the Baseline SVM, and it's curve of results is steeper than the HighLevel SVM. Conversely, a feature which exhibits a more gradual change could be thought of as having found many artifacts that are very similar, and as such has not been able to differentiate these to a large degree from the set. However a caveat to this thinking is that these correlations are more likely to exist with 'highnoise' data, and that well performing features may not exhibit the same correlations as they will have likely found greater quantities of similar highly ranked elements.
This line of thinking is derived from observations made by Lee [14] where he states that fusion appears to work because "different runs might retrieve similar sets of relevant documents but retrieve different sets of non-relevant documents". Our work in applying these observations to the task of HighLevel Feature Detection opens up many possible avenues for exploration, and whilst there are many overlaps in the task of search versus feature detection, such as creating a ranked list of results, there are a few differences as well. We have also noted that the above correlations are not universal in this collection, and there are instances in which the correlation does not hold. Figure 4 highlights a failure case for our above hypothesis, with results given in Table 3 which demonstrates that whilst the better performing feature was the baseline SVM, it did not exhibit the same shape in curve as previous examples. 
Tab. 3. Meeting Feature Results
Nevertheless, if we proceed with the assumption that this correlation holds for some of the features, we can attempt to exploit this property to dynamically generate weights to fuse these sources of information together. In order to combine these sources of evidence, we first normalize the scores using MinMax normalization, as given by in (4) .
Next we calculate the average change in score for a given set size of a feature, which we refer to as the Mean Average Distance (MAD) (5) .
A direct comparison of this average score distance between features would not necessarily work as it may not account for differences in scoring metrics that are used, or by the natural distribution of a feature amongst its scores. In order to make a cross-comparable feature value we compute a ratio of MAD of a top subset of that feature, versus a larger set of that feature. In this series of experiments we examined the top subset size of 5% of the feature over 95% of the feature. The value this produces we refer to as a Similarity Cluster (SC) value. This is formally defined in (6) .
Once we have this value for a given feature, we can then use it to generate a weight for that feature, as shown by 7.
This formula will generate larger weights for features which exhibit larger values of SC, in turn meaning that these features underwent the greater initial score change and according to our observations these features are likely to be the better performing features and should be weighted accordingly.
Motivation for fusion strategies
The selection of our two fusion strategies for experimentation was to explore two different themes.
The first, addressed by the Dempster-Shafer fusion approach, is that if we know something about the information to be combined, and something about its quality, that we should be able to exploit this through the Dempster-Shafer framework which allows this additional data to be explicitly modeled.
The second theme, addressed by the score based approach, is that we may not always have reliable information about the quality of an information source, and as such are there ways in which we can combine the information which can dynamically infer if a source is likely to be perform better or worse relative to what it is being combined with.
We chose to investigate the application of Dempster-Shafer as it allows experts to easily use their knowledge about the complex relations between fused concepts, and represents a powerful tool for combining measures of evidence. The main features of Dempster-Shafers theory include: the convenient management of uncertainties by explicitly modeling the doubt, the ability of taking into account reliability of information sources, distinct representation of ignorance, imprecision and conflicting information and convenient incorporation of statistical and/or expert knowledge. In other words, it appears more general and more flexible than the commonly used probability model and allows representation of states of knowledge and opinions that probability models cannot [10] .
Motivation for the application of the score based fusion approach stemmed from the need to dynamically generate classifier coefficients to allow for weighted classifier combination. Whilst this data could be derived from training examples it would be reliant on the training examples being fully representative of the test data. Furthermore this investigation of score based combination is not an exploration of determining the absolute performance of a classifier. Rather it is concerned with determining relative performance of the classifiers to be combined so that appropriate coefficients can be determined to maximize the chances of successful fusion.
We believe that for both of these approaches that they will offer advantages over traditional approaches to evidence combination such as summing or multiplying the classifier outputs. In the case of Dempster-Shafer fusion, it allows for evidence merging which cannot be sufficiently modeled through summing or multiplication. For example, an information source can provide evidence supporting only one of two hypothesis (presence or absence of a concept), such as the presence of 'mountain' provides strong evidence for 'outdoor', but the absence of 'mountain' does not necessarily indicate the absence of 'outdoor'. Score based fusion allows for the dynamic generation of coefficients for fusion. Methods which employ summing or multiplication must have some prior concept of performance to employ some weighting scheme as often equal weights for fusion are not desirable.
From a computational perspective we believe these two fusion approaches to be faster to calculate than those of SVM-based combination. Whilst our fusion approaches do not perform as well as SVMbased combination, our approaches are faster to compute as we are performing various transformations of the existing classification scores through the application of coefficients, as opposed to generating new classifications. However as we will subsequently note, we would not see the two approaches as being mutually exclusive.
ANALYSIS
In this section we will cross-compare the results of the three runs with respect to specific features. The first half of these experiments were first presented in [29] . This section will perform an in-depth analysis of the results these three runs of the High-Level Feature Detection task from TRECVid 2006. The first of the three runs is our Baseline SVM submission, trained using low-level MPEG7 visual features. The second run is our Dempster-Shafer (DS) fusion run, which fused the output of the Baseline SVM with a specific feature detector provided by one of our K-Space partners. The final run is our score distribution fusion method, which for a given concept, combines the output of the Baseline SVM with the output of the High-Level SVM, that is an SVM that has been trained on the outputs of the Baseline SVM and with the specific feature detectors. It should be noted that for each concept being detected one of the inputs was always the Baseline SVM. We will present in this section a detailed evaluation of these approaches by examining the output of results of several specific target features, and compare the results of the Baseline SVM against one of the fusion methods.
To do this we will be using five different evaluation metrics. The first of these is InfAP which was the official TRECVid metric used for ranking. The second metric is Precision at 100 (P@100), which measured the amount of relevant shots seen after an examination of the top 100 results for a given list.
The remaining three metrics examine how the various result sets overlap, to provide indications if the sets are returning similar or different rankings. Our first basic overlap measure is an intersect statistic, which computes the degree to which two sets overlap, given as:
The second and third measures will we use are called R-Overlap and N-Overlap, representing the relevant set overlap between results sets, and the non-relevant set overlap between results sets. First given in Lee [14] and refined later in [6] , these formally are:
where R means relevant, NR non-relevant and S are the result sets being compared. 
Tab. 4. Overall Results
This averaged InfAP measure, whilst demonstrating that overall the Baseline SVM approach performs the best, obscures details contained within individual detected features, where each approach had varying degrees of success. A complete overview of the results of each fusion method for every feature evaluated can be found in [30] .
In Table 5 we examine eight detected concepts, four each for both of our fusion methods, and compare the results against the results for the baseline SVM. The Table can be read as follows, the first column defines the feature being detected. The second column is the InfAP score for the Baseline SVM.
The third column presents the second information source that is being used for fusion (either from the HighLevel SVM or a specific feature detector). In the fourth column we specify which of the two fusion approaches was used. The fifth column is the InfAP for that fusion result. A note to make on these figures is that in the majority of cases, the results being fused with the baseline often performed worse than the baseline, in some cases this performance degradation exceeded 100% (for example the High-Level SVM score for Maps was InfAP 0.1196).
The hardest data to interpret from Table 5 We can hypothesize about potential beneficial overlap characteristics from this graph. For instance, a high relevant overlap between two results sets to be fused would indicate that not much new information will be included by fusing those result sets. However if those same two result sets have a low nonrelevant overlap, then the relevant shots should be promoted higher in the fused result set because of the overlap. Alternatively a lower relevant overlap would indicate that more new relevant information would be included by combining these two result sets. In either case, minimizing the non-relevant overlap would help to promote relevant shots higher up in a fused result set.
There are many observations to be made from these results. The first note to make is that for several of the concepts our fusion methods achieve a higher InfAP than that of the baseline, whilst at time returning different relevant shots. The second observation is that in the many of the fusion scenarios, there was a large discrepancy between the quality of the baseline SVM results and what it was being fused with. The results shown in Table 5 were features that were included in the judgement pool by NIST for evaluation in TRECVid. Out of the 39 features to be detected NIST evaluated 20, however participation required that all 39 features be attempted. Further to these initial experiments which we presented in [29] , we present new results for which we performed our own relevance judgements to further examine our approaches. These results are presented in Table 6 , with results given in terms of Precision at 100 (P@100). For reference we also include the results from the High-Level SVM, and as noted previously the score based fusion method was a fusion of the baseline and High-Level SVM results.
Concept
Baseline The results in Table 6 generally achieve greater performance than those which were evaluated by NIST, most likely as they can be seen as 'easier' concepts. Within this context we can see smaller variations in performance than those presented previously. This could be due to the fact that for the most part, these features were far more accurate than others we evaluated, and as such may have less influence from noise in the results. One remarkable result we encountered was the score based fusion approach for 'court'. The 'court' baseline (performance P@100 of 0.24) was combined with the highlevel SVM, which for this feature obtained a P@100 value of only 0.01. Despite this the approach was able to successfully fuse together the two features and attain an information gain that was greater than the sum of just the high-level SVM performance by itself. Whilst this result appears impressive, we need to perform further careful analysis to understand exactly what caused this result. This will refine our thinking as to what the a priori conditions need to be for successful fusion using this score based approach.
We can further observe here that for the score distribution fusion method, the largest increases in performance are for those features in which high levels of noise are present, which would appear to be in keeping with our earlier stated hypothesis about the likeliness of success for this approach. Further work we need to undertake is to attempt to establish some more concrete definition of what actually constitutes a high-quality information source versus a high-noise information source, as this would allow us to further develop our initial models, which at the moment make very basic assumptions about the quality of the representation. This would allow us to incorporate some form of threshold where if the quality of the sources were high, we could default to a different weight generation strategy, and vice versa.
We should also note that there are also cases where the fusion methods failed to achieve close to the baseline result, and merely introduced significant noise into the result set. These concepts included lematic [30] . We hypothesize that the Dempster-Shafer fusion, was over-reliant on the training data, and thus we over fitted our weights for several of these concepts. This observation was reinforced by some of the failure cases we encountered in our second set of experiments presented in Table 6 . Further work would be to employ more robust training schemes to avoid these over-fitting problems, and re-evaluate the effectiveness of this combination approach.
In terms of improvement left to be gained from these fusion approaches, we believe that considerable amounts of improvement can still be gained theoretically, despite the quality of several of the outputs being fused. This statement is derived from the observation that for all the outputs presented, none had an ideal ranking where no non-relevant shots appeared at the beginning of the result lists. As we are using InfAP, which favors results which place relevant before non-relevant shots, as one of our primary metrics, performance gains can be expected if we can produce results which eliminate non-relevant shots from the start of the result sets.
Each of our SVM approaches we believe also suffered from over training. As the development data for the 2006 was not fully representative of the 2006 test data, the risk of over training was significant.
Given the experience of other groups in the task and a re-examination of our training methodology, we believe that both of our SVM approaches suffered from over fitting on the development data. This produced a knock-on effect on our training of the fusion approaches, which implicitly would have incorporated the over fitting. The positive to be seen from this is that we can address these issues to obtain performance gains for each fusion approach through regenerating our SVM classifiers.
The fundamental observation that we can draw from this set of experiments is that the fusion approaches we have identified here were for several features, able to achieve performance comparable or better than the baseline SVM whilst returning a different set of relevant shots. This means that despite the fusion of a relatively high quality information source (baseline SVM) with a low quality information source (high-level SVM) new relevant information was able to be found. It also means that there remains a significant space in which to explore such that we can aim to return the superset of relevant shots found from each information source.
CONCLUSIONS
In this paper we have presented attempts at extending the use of machine learning approaches to HighLevel Feature Detection through the application of two fusion algorithms. These algorithms are designed to be inexpensive extensions to machine learning approaches and can be seen to add novel results to existing result sets without the need for computationally expensive training. Furthermore we have shown that in some cases novel results can be found through the fusion of a high-quality information source with a lower quality source, at minimal expense to overall performance. We note that we do not view these approaches as a replacement for existing High-Level Feature Detection techniques, but as complimentary approaches that can be used to increase the diversity of the results generated.
We have advocated the use of the R-overlap and NR-overlap [14] [6] as a mechanism by which we can compare result sets to be fused. Whilst not a perfect measure it allows us to hypothesize about attributes are beneficial to successful fusion.
Our fusion methods presented in this paper did not achieve consistent results. Both of these approaches however were often combining information sources that were not of approximate quality, and as such experimentation where this was the case would be beneficial. Furthermore a natural extension of this work would be to use the score based derived coefficients as inputs into a Dempster-Shafer framework. Before we perform that though we need to isolate the effect each of these fusion approaches is having on performance.
