Abstract. In recent years, knapsack problems for (in general non-commutative) groups have attracted attention. In this paper, the knapsack problem for wreath products is studied. It turns out that decidability of knapsack is not preserved under wreath product. On the other hand, the class of knapsack-semilinear groups, where solutions sets of knapsack equations are effectively semilinear, is closed under wreath product. As a consequence, we obtain the decidability of knapsack for free solvable groups. Finally, it is shown that for every non-trivial abelian group G, knapsack (as well as the related subset sum problem) for the wreath product G ≀ Z is NP-complete.
Introduction
In [23] , Myasnikov, Nikolaev, and Ushakov began the investigation of classical discrete optimization problems, which are formulated over the integers, for arbitrary (possibly noncommutative) groups. The general goal of this line of research is to study to what extent results from the commutative setting can be transferred to the non-commutative setting. Among other problems, Myasnikov et al. introduced for a finitely generated group G the knapsack problem and the subset sum problem. The input for the knapsack problem is a sequence of group elements g 1 , . . . , g k , g ∈ G (specified by finite words over the generators of G) and it is asked whether there exists a solution (x 1 , . . . , x k ) ∈ N k of the equation g = g. For the subset sum problem one restricts the solution to {0, 1} k . For the particular case G = Z (where the additive notation x 1 · g 1 + · · · + x k · g k = g is usually preferred) these problems are NP-complete (resp., TC 0 -complete) if the numbers g 1 , . . . , g k , g are encoded in binary representation [11, 8] (resp., unary notation [3] ).
Another motivation is that decidability of knapsack for a group G implies that the membership problem for polycyclic subgroups of G is decidable. This follows from the well-known fact that every polycyclic group A has a generating set {a 1 , . . . , a k } such that every element of A can be written as a n1 1 · · · a n k k for n 1 , . . . , n k ∈ N, see e.g. [27, Chapter 9] . In [23] , Myasnikov et al. encode elements of the finitely generated group G by words over the group generators and their inverses, which corresponds to the unary encoding of integers. There is also an encoding of words that corresponds to the binary encoding of integers, so called straight-line programs, and knapsack problems under this encodings have been studied in [18] . In this paper, we only consider the case where input words are explicitly represented. Here is a (non-complete) list of known results concerning knapsack and subset sum problems:
• Subset sum and knapsack can be solved in polynomial time for every hyperbolic group [23] . In [4] this result was extended to free products of any number of hyperbolic groups and finitely generated abelian groups.
• For every virtually nilpotent group, subset sum belongs to NL (nondeterministic logspace) [12] . On the other hand, there are nilpotent groups of class 2 for which knapsack is undecidable. Concrete examples are direct products of sufficiently many copies of the discrete Heisenberg group H 3 (Z) [12] , and free nilpotent groups of class 2 and sufficiently high rank [22] .
• Knapsack for the discrete Heisenberg group H 3 (Z) is decidable [12] . In particular, together with the previous point it follows that decidability of knapsack is not preserved under direct products.
• For the following groups, subset sum is NP-complete (whereas the word problem can be solved in polynomial time): free metabelian non-abelian groups of finite rank, the wreath product Z≀Z, Thompson's group F , the Baumslag-Solitar group BS(1, 2) [23] , and every polycyclic group that is not virtually nilpotent [26] .
• Knapsack is decidable for every co-context-free group (a group is co-context-free if the set of all words over the generators that do not represent the group identity is a context-free language) [12] .
• Knapsack belongs to NP for every virtually special group [18] . A group is virtually special if it is a finite extension of a subgroup of a graph group. For graph groups (also known as right-angled Artin groups) a complete classification of the complexity of knapsack was obtained in [19] : If the underlying graph contains an induced path or cycle on 4 nodes, then knapsack is NP-complete; in all other cases knapsack can be solved in polynomial time (even in LogCFL).
• Decidability of knapsack is preserved under finite extensions, HNN-extensions over finite associated subgroups and amalgamated free products over finite subgroups [18] .
In this paper, we study the knapsack problem for wreath products. The wreath product is a fundamental construction in group theory and semigroup theory, see Section 4 for the definition. An important application of wreath products in group theory is the Magnus embedding theorem [20] , which allows to embed the quotient group F k /[N, N ] into the wreath product Z k ≀ (F k /N ), where F k is a free group of rank k and N is a normal subgroup of F k . From the algorithmic point of view, wreath products have some nice properties: The word problem for a wreath product G ≀ H is AC 0 -reducible to the word problems for the factors G and H, and the conjugacy problem for G ≀ H is TC 0 -reducible to the conjugacy problems for G and H and the so called power problem for H [21] .
As in the case of direct products, it turns out that decidability of knapsack is not preserved under wreath products: For this we consider direct products of the form H 3 (Z) × Z ℓ , where H 3 (Z) is the discrete 3-dimensional Heisenberg group. It was shown in [12] that for every ℓ ≥ 0, knapsack is decidable for H 3 (Z) × Z ℓ . We prove in Section 6 that for every non-trivial group G and every sufficiently large ℓ, knapsack for G ≀ (H 3 (Z) × Z ℓ ) is undecidable. By the above discussion, we need stronger assumptions on G and H to obtain decidability of knapsack for G≀H. We exhibit a very weak condition on G and H, knapsack-semilinearity, which is sufficient for decidability of knapsack for G ≀ H. A finitely generated group G is knapsack-semilinear if for every knapsack equation, the set of all solutions (a solution can be seen as an vector of natural numbers) is effectively semilinear.
Clearly, for every knapsack-semilinear group, the knapsack problem is decidable. While the converse is not true, the class of knapsack-semilinear groups is extraordinarily wide. The simplest examples are finitely generated abelian groups, but it also includes the rich class of virtually special groups [18] , all hyperbolic groups (see Appendix A), and all cocontext-free groups [12] . Furthermore, it is known to be closed under direct products (an easy observation), finite extensions, HNN-extensions over finite associated subgroups and amalgamated free products over finite subgroups (the last three closure properties are simple extensions of the transfer theorems in [18] ). In fact, the only non-knapsack-semilinear groups with a decidable knapsack problem that we are aware of are the groups H 3 (Z) × Z n . We prove in Section 7 that the class of knapsack-semilinear groups is closed under wreath products. As a direct consequence of the Magnus embedding, it follows that knapsack is decidable for every free solvable group. Recall, that in contrast, knapsack for free nilpotent groups is in general undecidable [22] .
Finally, we consider the complexity of knapsack for wreath products. We prove that for every non-trivial finitely generated abelian group G, knapsack for G ≀ Z is NP-complete (the hard part is membership in NP). This result includes important special cases like for instance the lamplighter group Z 2 ≀ Z and Z ≀ Z. Wreath products of the form G ≀ Z with G abelian turn out to be important in connection with subgroup distortion [1] . Our proof also shows that for every non-trivial finitely generated abelian group G, the subset sum problem for G ≀ Z is NP-complete. In [23] this result is only shown for infinite abelian groups G.
Preliminaries
We assume standard notions concerning groups. A group G is finitely generated if there exists a finite subset Σ ⊆ G such that every element g ∈ G can be written as g = a 1 a 2 · · · a n with a 1 , a 2 , . . . , a n ∈ Σ. We also say that the word a 1 a 2 · · · a n ∈ Σ * evaluates to g (or represents g). The set Σ is called a finite generating set of G. We always assume that Σ is symmetric in the sense that a ∈ Σ implies a −1 ∈ Σ. An element g ∈ G is called torsion element if there is an n ≥ 1 with g n = 1. The smallest such n is the order of g and denoted ord(g). If g is not a torsion element, we set ord(g) = ∞.
A set of vectors A ⊆ N k is linear if there exist vectors v 0 , . . . , v n ∈ N k such that
The tuple of vectors (v 0 , . . . , v n ) is a linear represention of A. A set A ⊆ N k is semilinear if it is a finite union of linear sets A 1 , . . . , A m . A semilinear representation of A is a list of linear representations for the linear sets A 1 , . . . , A m . It is well-known that the semilinear subsets of N k are exactly the sets definable in Presburger arithmetic. These are those sets that can be defined with a first-order formula ϕ(x 1 , . . . , x k ) over the structure (N, 0, +, ≤ ) [7] . Moreover, the transformations between such a first-order formula and an equivalent semilinear representation are effective. In particular, the semilinear sets are effectively closed under Boolean operations.
Knapsack for groups
Let G be a finitely generated group with the finite symmetric generating set Σ. Moreover, let V be a set of formal variables that take values from N. For a subset U ⊆ V , we use N U to denote the set of maps ν : U → N, which we call valuations. An exponent expression over G is a formal expression of the form
Here, the variables do not have to be pairwise distinct. If every variable in an exponent expression occurs at most once, it is called a knapsack expression. Let V E = {x 1 , . . . , x k } be the set of variables that occur in E. For a valuation ν ∈ N U such that V E ⊆ U (in which case we also say that ν is a valuation for E), we define
We say that ν is a solution of the equation E = 1 if ν(E) evaluates to the identity element 1 of G. With Sol(E) we denote the set of all solutions ν ∈ N VE of E. We can view Sol(E) as a subset of N k . The length of E is defined as |E| = |v 0 | + k i=1 |u i | + |v i |, whereas k is its depth. If the length of a knapsack expression is not needed, we will write an exponent expression over G also as
We define solvability of exponent equations over G, ExpEq(G) for short, as the following decision problem:
Input: A finite list of exponent expressions E 1 , . . . , E n over G.
The knapsack problem for G, KP(G) for short, is the following decision problem:
Input: A single knapsack expression E over G. Question: Is Sol(E) non-empty?
We also consider the uniform knapsack problem for powers
We denote this problem with KP(G * ). Formally, it is defined as follows:
Input: A number m ≥ 0 (represented in unary notation) and a knapsack expression E over the group G m . Question: Is Sol(E) non-empty? It turns out that the problems KP(G * ) and ExpEq(G) are interreducible: 
k,j h k,j be an exponent expression over G for every j ∈ [1, m] . By adding dummy powers of the form 1
x we may assume that the E j have the same depth k. We distinguish two cases. Case 1. G is a torsion group. Since G has a decidable word problem, we can compute ℓ ∈ N so that g Case 2. There is some a ∈ G with ord(a) = ∞. We first rename the variables in E 1 , . . . , E m such that every variable occurs at most once in the entire system of expressions. Let E ′ 1 , . . . , E ′ m be the resulting system of knapsack expressions and let U be the set of variables that occur in E ′ 1 , . . . , E ′ m . We can compute an equivalence relation ∼ ⊆ U × U such that the system E 1 = 1, . . . , E m = 1 has a solution if and only if the system E
We can equip U with a linear order ≤ so that if x occurs left of x ′ in some E ′ j , then x < x ′ . Now for each pair (x, x ′ ) ∈ U × U with x ∼ x ′ and x < x ′ , we add the knapsack expression a x (a −1 ) Note that the equation
Hence, it suffices to consider exponent expressions of the form u
The group G is called knapsack-semilinear if for every knapsack expression E over G, the set Sol(E) is a semilinear set of vectors and a semilinear representation can be effectively computed from E. The following classes of groups only contain knapsack-semilinear groups:
• virtually special groups [17] : these are finite extensions of subgroups of graph groups (aka right-angled Artin groups). The class of virtually special groups is very rich. It contains all Coxeter groups, one-relator groups with torsion, fully residually free groups, and fundamental groups of hyperbolic 3-manifolds.
• hyperbolic groups: see Appendix A • co-context-free groups [12] , i.e., groups where the set of all words over the generators that do not represent the identity is a context-free language. Lehnert and Schweitzer [14] have shown that the Higman-Thompson groups are co-context-free.
Since the emptiness of the intersection of finitely many semilinear sets is decidable, we have:
An example of a group G, where KP(G) is decidable but KP(G * ) (and hence ExpEq(G)) are undecidable is the Heisenberg group H 3 (Z), see [12] . It is the group of all matrices of the following form, where a, b, c ∈ Z:
is not knapsack-semilinear.
Wreath products
Let G and H be groups. Consider the direct sum K = h∈H G h , where G h is a copy of G. We view K as the set
is finite, together with pointwise multiplication as the group operation. The set supp(f ) ⊆ H is called the support of f . The group H has a natural left action on G (H) given by hf (a) = f (h −1 a), where f ∈ G (H) and h, a ∈ H. The corresponding semidirect product G (H) ⋊ H is the wreath product G ≀ H. In other words:
1 a). The following intuition might be helpful: An element (f, h) ∈ G ≀ H can be thought of as a finite multiset of elements of G \ {1 G } that are sitting at certain elements of H (the mapping f ) together with the distinguished element h ∈ H, which can be thought of as a cursor moving in H. If we want to compute the product (f 1 , h 1 )(f 2 , h 2 ), we do this as follows: First, we shift the finite collection of G-elements that corresponds to the mapping f 2 by h 1 : If the element g ∈ G \ {1 G } is sitting at a ∈ H (i.e., f 2 (a) = g), then we remove g from a and put it to the new location h 1 a ∈ H. This new collection corresponds to the mapping f
1 a). After this shift, we multiply the two collections of G-elements pointwise: If in a ∈ H the elements g 1 and g 2 are sitting (i.e., f 1 (a) = g 1 and f ′ 2 (a) = g 2 ), then we put the product g 1 g 2 into the location a. Finally, the new distinguished H-element (the new cursor position) becomes h 1 h 2 .
By identifying
This generating set can be identified with Σ ⊎ Γ. We will need the following embedding lemma: Lemma 4.1. Let G, H, K be finitely generated groups where K has a decidable word problem. Then, given n ∈ N with n ≤ |K|, one can compute an embedding of
Proof. Let Σ, Γ, and Θ be finite generating sets of G, H, and K, respectively. Suppose n ∈ N is given. Since K has a decidable word problem and |K| ≥ n, we can compute words w 1 , . . . , w n ∈ Θ * that represent pairwise distinct elements k 1 , . . . , k n of K. Let π i : G n → G be the projection on the i-th coordinate. Since the statement of the lemma does not depend on the chosen generating sets of G n ≀ H and G ≀ (H × K), we may choose one. The group G n is generated by the tuples s i := (1, . . . , 1, s, 1, . . . , 1) ∈ G n , for s ∈ Σ and i ∈ [1, n], where s is at the i-th coordinate.
for s ∈ Σ, i ∈ [1, n] and ι(t) = t for t ∈ Γ. It remains to be shown that ι induces an embedding of
Consider the injective morphism ϕ :
We claim that ϕ extends to an injective morphismφ :
To show this, it suffices to establish ϕ(hζ) = hϕ(ζ) for all ζ ∈ (G n ) (H) , h ∈ H, i.e., the action of H commutes with the morphism ϕ. To see this, note that
Since the above action of H on G (H×K) is the restriction of the action of
. We complete the proof by showing that ι representsφ, i.e.φ(w) = ι(w) for every w ∈ ∆ * , where w denotes the element of (G n ) (H) ⋊H represented by the word w and similarly for ι(w). It suffices to prove this in the case
Moreover, for t ∈ Γ ⊆ H we haveφ(t) = t = ι(t).
Main results
In this section, we state the main results of the paper. We begin with a general necessary condition for knapsack to be decidable for a wreath product. Proof. As a subgroup of G ≀ H, H inherits decidability of the knapsack problem. According to Lemma 4.1, given m ∈ N, we can compute an embedding of G m into G ≀ H and thus solve knapsack instances over G m uniformly in m.
Proposition 5.1 shows that KP(H 3 (Z) ≀ Z) is undecidable: It was shown in [12] that KP(H 3 (Z)) is decidable, whereas for some m > 1, the problem KP(H 3 (Z) m ) is undecidable. Proposition 5.1 raises the question whether decidability of KP(H) and KP(G * ) implies decidability of KP(G ≀ H). The answer turns out to be negative. Let us first recall the following result from [12] :
Hence, by the following result, which is shown in Section 6, decidability of KP(H) and KP(G * ) does in general not imply decidability of KP(G ≀ H):
1 Strictly speaking, only preservation of NP-membership was shown there. However, the proof also yields preservation of decidability.
Theorem 5.3. There is an ℓ ∈ N such that for every group
We therefore need to strengthen the assumptions on H in order to show decidability of KP(G ≀ H). By adding the weak assumption of knapsack-semilinearity for H, we obtain a partial converse to Proposition 5.1. In Section 7 we prove:
In fact, in case G is also knapsack-semilinear, our algorithm constructs a semilinear representation of the solution set. Therefore, we get:
Theorem 5.5. The group G ≀ H is knapsack-semilinear if and only if both G and H are knapsack-semilinear.
Since every free abelian group is clearly knapsack-semilinear, it follows that the iterated wreath products G 1,r = Z r and G d+1,r = Z r ≀ G d,r are knapsack-semilinear. By the wellknown Magnus embedding, the free solvable group S d,r embeds into G d,r . Hence, we get: Corollary 5.6. Every free solvable group is knapsack-semilinear. Hence, solvability of exponent equations is decidable for free solvable groups.
Finally, we consider the complexity of knapsack for wreath products. We prove NPcompleteness for an important special case:
Theorem 5.7. For every non-trivial finitely generated abelian group G, KP(G ≀ Z) is NPcomplete.
Undecidability: Proof of Theorem 5.3
Our proof of Theorem 5.3 employs the undecidability of the knapsack problem for certain powers of H 3 (Z). In fact, we need a slightly stronger version, which states undecidability already for knapsack instances of bounded depths.
Theorem 6.1 ([12]
). There is a fixed constant m and a fixed list of group elements g 1 , . . . , g k ∈ H 3 (Z) m such that membership in the product k i=1 g i is undecidable. In particular, there are k, m ∈ N such that solvability of knapsack instances of depth k is undecidable for H 3 (Z) m .
We prove Theorem 5.3 by showing the following.
Proposition 6.2. There are m, ℓ ∈ N such that for every non-trivial group G, the knapsack problem for
Let k and m be the constants from Theorem 6.1. In order to prove Proposition 6.2, consider a knapsack expression
, which leads to the expressions 
(1, −e t ) yj,t,0 (1, e t ) yj,t,1 .
Note that the term (j − 1)k + i assumes all numbers 1, . . . , m · k as i ranges over 1, . . . , k and j ranges over 1, . . . , m.
Since G is non-trivial, there is some a ∈ G \ {1}.
where the a is in the j-th coordinate. With this, we define
. We will show that Sol(F ) = ∅ if and only if Sol(E) = ∅. For this we need another simple lemma: Lemma 6.3. Let G, H be groups and let a ∈ G \ {1} and f, g, h ∈ H. Regard G and H as subsets of G ≀ H. Then f aga −1 h = 1 if and only if g = 1 and f h = 1.
Proof. The right-to-left direction is trivial. For the converse, suppose f aga −1 h = 1 and g = 1. By definition of G ≀ H, we can write f aga
−1 = 1, and p = f gh. This clearly implies f aga −1 h = 1, a contradiction. Hence, f aga −1 h = 1 implies g = 1 and thus f h = 1.
In the proof of the following lemma, we use the simple fact that every morphism ϕ : G → G ′ extends uniquely to a morphismφ :
Lemma 6.4. A valuation ν for F satisfies ν(F ) = 1 if and only if for every
Proof. Let π j : G m → G be the projection morphism onto the j-th coordinate and let
Therefore, according to Lemma 6.3, ν(F ) = 1 holds if and only if for every r ∈ [1, m], we have (7) ν(E
We claim that Eq. (7) holds for all r ∈ [1, m] if and only if
Observe that by construction of E ′ j and C, we have
Note that the equations in Eq. (8) only involve elements of H 3 (Z)×Z ℓ . Since for elements g ∈ H 3 (Z) × Z ℓ , we have g = 1 if and only if α(g) = 1 and β(g) = 1, the equation
and hence also ν(E m ) = 1. Thus, Eq. (8) is equivalent to the conditions in the lemma.
Lemma 6.5. Sol(F ) = ∅ if and only if Sol(E) = ∅.
Proof. If ν(F ) = 1, then according to Lemma 6.4, the valuation also satisfies ν(E j ) = 1 and
and hence Sol(E) = ∅. Suppose now that Sol(E) = ∅. Then there is a valuation ν with ν(E j ) = 1 and ν(
We shall prove that we can extend ν so as to satisfy the conditions of Lemma 6.4.
The left-hand equation in Eq. (5) is fulfilled already. Since ν( ℓ for ν(M j ). Therefore, we can extend ν so that it satisfies Eq. (6) as well.
This completes the proof of Proposition 6.2, which allows us to prove Theorem 5.3.
Proof of Theorem 5.3. By Proposition 6.2, there are ℓ, m ∈ N such that the knapsack problem is undecidable for
, meaning that the latter also has an undecidable knapsack problem.
Decidability: Proof of Theorem 5.4 and Theorem 5.5
Let us fix a wreath product G ≀ H. Recall the projection homomorphisms σ = σ G≀H :
Proposition 7.1. Let knapsack be decidable for H. For every knapsack expression E over G ≀ H, one can construct torsion-free expressions E 1 , . . . , E r and affine maps ϕ 1 , . . . , ϕ r such that
First of all, note that since knapsack is decidable for H, we can decide for which i the element σ(g i ) ∈ H has finite or infinite order. For a knapsack expression
finite order. We show that if |t(E)| > 0, then one can construct expressions E 0 , . . . , E r−1 and affine maps ϕ 0 , . . . , ϕ r−1 such that |t(E j )| < |t(E)| and Sol(E) = r−1 j=0 ϕ j (Sol(E j )). This suffices, since the composition of affine maps is again an affine map.
Suppose
k h k and σ(g i ) = 1 has finite order r. Note that we can compute r. For every j ∈ [0, r − 1], let
Since the image of a semilinear set under an affine map is again semilinear, Proposition 7.1 tells us that it suffices to prove Theorems 5.4 and 5.5 for torsion-free knapsack expressions. For the rest of this section let us fix a torsion-free knapsack expression E over G ≀ H. We can assume that E = g
k g k+1 (note that if g has infinite order than also c −1 gc has infinite order). We partition the set
In this situation, the following notation will be useful. If U = A ⊎ B for a set of variables U ⊆ V and µ ∈ N A and κ ∈ N B , then we write µ ⊕ κ ∈ N U for the valuation with (µ ⊕ κ)(x) = µ(x) for x ∈ A and (µ ⊕ κ)(x) = κ(x) for x ∈ B.
Computing powers. A key observation in our proof is that in order to compute the group element τ (g m )(h) (in the cursor intuition, this is the element labelling the point h ∈ H in the wreath product element g m ) for h ∈ H and g ∈ G ≀ H, where σ(g) has infinite order, one only has to perform at most |supp(g)| many multiplications in G, yielding a bound independent of m. Let us make this precise. Suppose h ∈ H has infinite order. For
Moreover, since h has infinite order, h is also anti-symmetric and thus a partial order. Observe that if knapsack is decidable for H, given h, h ′ , h ′′ ∈ H, we can decide whether h has infinite order and whether h ′ h h ′′ . It turns out that for g ∈ G ≀ H, the order σ(g) tells us how to evaluate the mapping τ (g m ) at a certain element of H. Before we make this precise, we need some notation.
We will sometimes want to multiply all elements a i for i ∈ I such that the order in which we multiply is specified by some linear order on I. If (I, ≤) is a finite linearly ordered set with I = {i 1 , . . . , i n }, i 1 < i 2 < . . . < i n , then we write ≤ i∈I a i for n j=1 a ij . If the order ≤ is clear from the context, we just write i∈I a i .
Then F is linearly ordered by σ(g) and
where
Addresses. A central concept in our proof is that of an address. Intuitively, a solution to the equation E = 1 can be thought of as a sequence of instructions on how to walk through the Cayley graph of H and place elements of G at those nodes. Here, being a solution means that in the end, all the nodes contain the identity of G. In order to express that every node carries 1 in the end, we want to talk about at which points in the product
k g k+1 a particular node is visited. An address is a datum that contains just enough information about such a point to determine which element of G has been placed during that visit.
A pair (i, h) with i ∈ [1, k + 1], and h ∈ H is called an address if h ∈ supp(g i ). The set of addresses of the expression E is denoted by A. Note that A is finite and computable. To each address (i, h), we associate the group element γ(i, h) = g i of the expression E.
A linear order on addresses. We will see that if a node is visited more than once, then (i) each time 2 it does so at a different address and (ii) the order of these visits only depends on the addresses. To capture the order of these visits, we define a linear order on addresses.
We partition A = i∈ [1,k+1] A i , where
. Then, for a ∈ A i and a ′ ∈ A j , we let a < a ′ if and only if i < j. It remains to order addresses within each A i . Within A k+1 , we pick an arbitrary order. If i ∈ [1, k] and σ(g i ) = 1, we also order A i arbitrarily. Finally, if i ∈ [1, k] and σ(g i ) has infinite order, then we pick a linear order ≤ on A i so that for h, h
Note that this is possible since σ(gi) is a partial order on H.
Cancelling profiles. In order to express that a solution for E yields the identity at every node of the Cayley graph of H, we need to compute the element of G that is placed after the various visits at a particular node. We therefore, associate to each address an expression over G that yields the element placed during a visit at this address a ∈ A. In analogy to τ (g) for g ∈ G ≀ H, we denote this expression by τ (a). If a = (k + 1, h), then we set
This allows us to express the element of G that is placed at a node h ∈ H if h has been visited with a particular set of addresses. To each subset C ⊆ A, we assign the expression E C = a∈C τ (a), where the order of multiplication is given by the linear order on A. Observe that only variables in S ⊆ {x 1 , . . . , x k } occur in E C . Therefore, given κ ∈ N S , we can evaluate κ(E C ) ∈ G. We say that C ⊆ A is κ-cancelling if κ(E C ) = 1.
In order to record which sets of addresses can cancel simultaneously (meaning: for the same valuation), we use profiles. A profile is a subset of P(A) (the power set of A). A profile P ⊆ P(A) is said to be κ-cancelling if every C ∈ P is κ-cancelling. A profile is cancelling if it is κ-cancelling for some κ ∈ N S .
Clusters. We also need to express that there is a node h ∈ H that is visited with a particular set of addresses. To this end, we associate to each address a ∈ A another expression σ(a). As opposed to τ (a), the expression σ(a) is over H and variables
When we define σ(a), we will also include factors σ(g j ) xj and σ(g j ) yj where σ(g j ) = 1. However, since these factors do not affect the evaluation of the expression, this should be interpreted as leaving out such factors.
We now want to express that when multiplying g
, there is a node h ∈ H such that the set of addresses with which one visits h is precisely C ⊆ A. In this case, we will call C a cluster.
Let µ ∈ N M and µ
We can now define the set of addresses at which one visits h ∈ H: For h ∈ H, let
A subset C ⊆ A is called a µ-cluster if C = ∅ and there is an h ∈ H such that C = A µ,h .
Proof
−1 h). Therefore, we can calculate τ (ν(E))(h) as
On the other hand, by definition of the linear order on A, we have
Therefore, it suffices to show that
We begin with Eq. (12) . Note that by definition of
meaning that there is only one such t, namely t = σ(p k ) −1 h. Moreover, recall that if a = (k + 1, t), then τ (a) = τ (g k+1 )(t) ∈ G. Therefore, the right-hand side of Eq. (12) is
which is the left-hand side of Eq. (12) . It remains to verify Eq. (11) . Let us analyze the addresses in
Here again, if σ(g j ) = 1, we mean that the factor σ(g j ) ν(xj ) (resp., σ(g i ) µ ′ (yi) ) does not appear. We now distinguish two cases. 
is defined as (τ (g i )(t)) xi . Therefore, the right-hand side of Eq. (11) reads
where the second equality is due to Lemma 7.3. This is precisely the left-hand side of Eq. (11).
Case 2. σ(g i ) has infinite order. Let
We claim that t ∈ F if and only if (i, t) ∈ C. If (i, t) ∈ C then Equation (13) directly implies that t ∈ F . Conversely, assume that t ∈ F and let t = σ(
Observe that F is linearly ordered by σ(gi) : If j < j ′ , then
Therefore, we can compute the right-hand side of Eq. (11) as
According to Lemma 7.2, this equals the left-hand side of Eq. (11).
Proposition 7.5. Let ν ∈ N VE with ν = µ ⊕ κ for µ ∈ N M and κ ∈ N S . Then ν(E) = 1 if and only if σ(ν(E)) = 1 and there is a κ-cancelling profile P such that every µ-cluster is contained in P .
Proof. Note that ν(E) = 1 if and only if τ (ν(E)) = 1 and σ(ν(E)) = 1. Therefore, we show that τ (ν(E)) = 1 if and only if there is a κ-cancelling profile P such that every µ-cluster is contained in P .
First, let suppose that there is a κ-cancelling profile P such that every µ-cluster is contained in P . We need to show that then τ (ν(E)) = 1, meaning τ (ν(E))(h) = 1 for every h ∈ H. Consider the set C = A µ,h . If C = ∅, then by definition, we have E C = 1. Thus, κ(E C ) = 1, which by Lemma 7.4 implies τ (ν(E))(h) = 1. If C = ∅, then C is a µ-cluster and hence κ-cancelling. Therefore, by Lemma 7.4, τ (ν(E))(h) = κ(E C ) = 1. This shows that τ (ν(E)) = 1. Now suppose τ (ν(E)) = 1 and let P ⊆ P(A) be the profile consisting of all sets A µ,h with h ∈ H. Then P is κ-cancelling, because if C ∈ P with C = A µ,h , then by Lemma 7.4, we have κ(E C ) = τ (ν(E))(h) = 1. Lemma 7.6. Suppose KP(G * ) is decidable. Given an instance of knapsack for G ≀ H, we can compute the set of cancelling profiles. If G is knapsack-semilinear, then for each profile P , the set of κ such that P is κ-cancelling is semilinear.
Proof. A profile P ⊆ P(A) is κ-cancelling if and only if κ(E C ) = 1 for every C ∈ P . Together, the expressions E C for C ∈ P constitute an instance of ExpEq(G) (and according to Proposition 3.1, ExpEq(G) is decidable if KP(G * ) is decidable) and this instance is solvable if and only if P is cancelling. This proves the first statement of the lemma. The second statement holds because the set of κ ∈ N S such that P is κ-cancelling is precisely C∈P Sol(E C ) and because the class of semilinear sets is closed under Boolean operations.
Let L P ⊆ N M be the set of all µ ∈ N M such that every µ-cluster belongs to P .
Lemma 7.7. Let H be knapsack-semilinear. For every profile P ⊆ P(A), the set L P is effectively semilinear.
Proof. We claim that the fact that every µ-cluster belongs to P can be expressed in Presburger arithmetic. This implies the lemma. In addition to the variables in M ′ , we will use the variables in Next, for each non-empty subset C ⊆ A, we construct a formula γ C with free variables in M ′ such that µ |= γ C if and only if C is a µ-cluster. Since C = ∅, we can pick a fixed a ∈ C and let γ C express the following:
Observe that µ ′ ⊏ µ and µ ′′ ⊏ µ are easily expressible in Presburger arithmetic. Let us show that in fact µ |= γ C if and only if C is a µ-cluster. Consider some C ⊆ A and let a ∈ C be the element picked to define γ C . If µ |= γ C , then there is a µ ′ ∈ N M ′ with the properties stated in Eq. (14) . We claim that with h := µ ′ (σ(a)), we have C = A µ,h . The second of the three conjuncts in Eq. (14) states that for every b ∈ C there is a µ
The third conjunct states that the opposite is true for every b ∈ A \ C, so that b / ∈ A µ,h for all b ∈ A \ C. In other words, we have A µ,h ⊆ C and thus A µ,h = C.
Conversely, suppose C = ∅ and C = A µ,h . Let a ∈ C be the element chosen to define γ C . Since a ∈ A µ,h , there is a µ ′ ⊏ µ with h = µ ′ (σ(a)). Moreover, for every b ∈ C, there is a
. Hence, the second conjunct is satsfied. Furthermore, for every b ∈ A\A µ,h , there is no µ ′′ ⊏ µ with µ ′′ (σ(b)) = h, meaning that the third conjunct is satisfied as well. Hence, C = A µ,h and thus we have µ |= γ C if and only if C is a µ-cluster.
Finally, we get a formula with free variables M that expresses that every µ-cluster belongs to P by writing C∈P(A)\P, C =∅ ¬γ C .
We are now ready to prove Theorems 5.4 and 5.5. Let H be knapsack-semilinear and let KP(G * ) be decidable. For each profile P ⊆ P(A), let K P ⊆ N S be the set of all κ ∈ N S such that P is κ-cancelling.
Observe that for ν = µ⊕κ, where µ ∈ N M and κ ∈ N S , the value of σ(ν(E)) only depends on µ. Moreover, the set T ⊆ N M of all µ such that σ(ν(E)) = 1 is effectively semilinear because H is knapsack-semilinear. Proposition 7.5 tells us that Sol(E) = P ⊆P(A) K P ⊕ (L P ∩ T ) and Lemma 7.7 states that L P is effectively semilinear. This implies Theorem 5.4: We can decide solvability of E by checking, for each of the finitely many profiles P , whether K P = ∅ (which is decidable by Lemma 7.6) and whether L P ∩ T = ∅. Moreover, if G is knapsack-semilinear, then Lemma 7.6 tells us that K P and thus Sol(E) is semilinear as well. This proves Theorem 5.5.
Complexity: Proof of Theorem 5.7
Throughout the section we fix a finitely generated group G. The goal of this section is to show that if G is abelian and non-trivial, then KP(G ≀ Z) is NP-complete.
8.1.
Periodic words over groups. In this section we define a countable subgroup of G ω (the direct product of ℵ 0 many copies of G) that consists of all periodic sequences over G. We show that the membership problem for certain subgroups of this group can be solved in polynomial time if G is abelian. We believe that this is a result of independent interest which might have other applications. Therefore, we prove the best possible complexity bound, which is TC 0 .
3 This is the class of all problems that can be solved with uniform threshold circuits of polynomial size and constant depth. Here, uniformity means 3 Alternatively, the reader can always replace TC 0 by polynomial time in the further arguments. DLOGTIME-uniformity, see e.g. [10] for more details. Complete problems for TC 0 are multiplication and division of binary encoded integers (or, more precisely, the question whether a certain bit in the output number is 1) [10] . TC 0 -complete problems in the context of group theory are the word problem for any infinite finitely generated solvable linear group [13] , the subgroup membership problem for finitely generated nilpotent groups [25] , the conjugacy problem for free solvable groups and wreath products of abelian groups [21] , and the knapsack problem for finitely generated abelian groups [19] .
With G + we denote the set of all tuples (g 0 , . . . , g q−1 ) over G of arbitrary length q ≥ 1. With G ω we denote the set of all mappings f : N → G. Elements of G ω can be seen as infinite sequences (or words) over the set G. We define the binary operation • on G ω by pointwise multiplication: (f • g)(n) = f (n)g(n). In fact, G ω together with the multiplication • is the direct product of ℵ 0 many copies of G. The identity element is the mapping id with id(n) = 1 for all n ∈ N. For f 1 , f 2 , . . . , f n ∈ G ω we write
Note that in this situation, f might also be periodic with a smaller period q ′ < q. Of course, a periodic function f with period q can be specified by the tuple (f (0), . . . , f (q − 1)). Vice versa, a tuple u = (g 0 , . . . , g q−1 ) ∈ G + defines the periodic function f u ∈ G ω with f u (n · q + r) = g r for n ≥ 0 and 0 ≤ r < q.
One can view this mapping as the sequence u ω obtained by taking infinitely many repetitions of u. Let G ρ be the set of all periodic functions from G ω . If f 1 is periodic with period q 1 and f 2 is periodic with period q 2 , then f 1 • f 2 is periodic with period q 1 q 2 (in fact, lcm(q 1 , q 2 )). Hence, G ρ forms a countable subgroup of G ω . Note that G ρ is not finitely generated: The subgroup generated by elements f i ∈ G ρ with period q i (1 ≤ i ≤ n) contains only functions with period lcm(q 1 , . . . , q n ). Nevertheless, using the representation of periodic functions by elements of G + we can define the word problem for G ρ , WP(G ρ ) for short:
Input: Tuples u 1 , . . . , u n ∈ G + (elements of G are represented by finite words over Σ). Question: Does n i=1 f ui = id hold? For n ≥ 0 we define the subgroup G ρ n of all f ∈ G ρ with f (k) = 1 for all 0 ≤ k ≤ n − 1. We also consider the uniform membership problem for subgroups G ρ n , Membership(G ρ * ) for short:
Input: Tuples u 1 , . . . , u n ∈ G + (elements of G are represented by finite words over Σ) and a binary encoded number m. Question:
Proof. Let u 1 , . . . , u n ∈ G + and let q i be the length of u i . Let m = lcm(q 1 , . . . , q n ). We have Proof. Since the word problem for a finitely generated abelian group belongs to TC 0 , it suffices to show the following claim:
Claim: Let u 1 , . . . , u n ∈ G + and let q i be the length of u i . Let f = Hence, let us assume that f (j) = 0 for all j with m −
We can write
From the above identities we get by induction:
This proves the claim and hence the theorem.
Automata for Cayley representations. The goal of this section is to show that if
ExpEq(G) and Membership(G ρ * ) both belong to NP, then also KP(G ≀ Z) belongs to NP. 
Intuitively, the movement of the cursor is independent from the values of the variables x i up to repetition of loops. In particular, every variable-free expression is rigid.
In the following we define so called Cayley representations of rigid knapsack expressions. This is a finite word, where every symbol is a marked knapsack expression over G. A marked knapsack expression over G is of the form E, E, E, or E, where E is a knapsack expression over G. We say that E and E (resp., E and E) are top-marked (resp., bottom-marked).
Let
For an assignment ν let (f ν , d) ∈ G ≀ Z be the element to which ν(E) evaluates, i.e. (f ν , d) = ν(E). Note that d does not depend on ν. Because of the rigidity of E, there is an interval [a, b] ⊆ Z that supports (f ν , d) for all assignments ν. For each j ∈ [a, b] let E j be a knapsack expression over G with the variables x 1 , . . . , x k such that f ν (j) = ν(E j ) for all assignments ν. Then we call the formal expression A Cayley representation of E records for each point in Z an expression that describes which element will be placed at that point. Multiplying an element of G ≀ Z always begins at a particular cursor position; in a Cayley representation, the marker on top specifies the expression that is placed at the cursor position in the beginning. Moreover, a Cayley representation describes how the cursor changes when multiplying ν(E): The marker on the bottom specifies where the cursor is located in the end. Example 8.3. Let us consider the wreath product F 2 ≀Z where F 2 is the free group generated by {a, b} and Z is generated by t. Consider the rigid knapsack expression E = u where
A Cayley representation of u Example 8.3 also illustrates the concept of so called consistent tuples, which will be used later. A tuple (γ 1 , . . . , γ n ), where every γ i is a marked knapsack expression over G is consistent if, whenever γ i is bottom-marked and i < n, then γ i+1 is top-marked. Every column in Fig. 1 is a consistent tuple.
Let E be an arbitrary knapsack expression over G ≀ Z. We can assume that E has the form u
We partition the set of variables X = {x 1 , . . . , x k } as X = X 0 ∪ X 1 , where X 0 contains all variables x i where u i evaluates to an element (f, 0) ∈ G ≀ Z, and X 1 contains all other variables. For a partial assignment ν : X 1 → N we obtain a rigid knapsack expression E ν by replacing in E every variable x i ∈ X 1 by ν(x i ). A set R of Cayley representations is a set representation of E if
• for each assignment ν : X 1 → N there exists r ∈ R such that r represents E ν ,
• for each r ∈ R there exists an assignment ν : X 1 → N such that r represents E ν and ν(x) ≤ |r| for all x ∈ X 1 . A set representation R of E ′ consists of the following Cayley representations:
Only finitely many different marked knapsack expressions appear in this set representation R, and R is clearly a regular language over the finite alphabet consisting of this finitely many marked knapsack expressions.
In the following, we will show that for every knapsack expression E = u
there exists a non-deterministic finite automaton (NFA) that accepts a set representation of E, whose size is exponential in n = |E|. First, we consider the blocks u 
xi is a Cayley representation of u xi i where |r i | = b − a + 1 ≤ |u i | + 1. Clearly, {r i } is a set representation of u xi i , which is recognized by an NFA A i of size |r i | + 1 ≤ |u i | + 2. Case 2. Similarly, for the word u k+1 we obtain a Cayley representation r k+1 as above except that the exponents x i are not present. Again, {r k+1 } is a set representation of u k+1 , which is recognized by an NFA A k+1 of size |u k+1 | + 2.
Case 3. Consider an expression u xi i where x i ∈ X 1 , i.e., u i evaluates to some element
We only consider the case d > 0; at the end we say how to modify the construction for d < 0. Consider the word
which is a Cayley representation of (f, d). We will prove that there is an NFA A i with ε-transitions of size O(|r i | 2 ) = O(|u i | 2 ) which recognizes a set representation of u xi i . This set representation has to contain a Cayley representation of every u m i (a variable-free knapsack expression over G) for m ≥ 0.
First we define an auxiliary automaton B. Example 8.6 shows an example of the following construction. Let Γ be the alphabet of r i (a set of possibly marked elements of G) and define (-1) (0) (1,-1) (2,0) (3,1,-1) (2,0) (3,1,-1) (2,0) (3,1,-1) (2,0) (3,1) (2) (3) Figure 2 . A run of the automaton for (at
The state set of B is the set Q of all decreasing arithmetic progressions (s, s−d, s−2d, . . . , s− ℓd) in the interval [a, b] where ℓ ≥ 0 together with a unique final state ⊤. It is not hard to see that |Q| = O(|r i | 2 ). For each state (s 0 , . . . , s ℓ ) ∈ Q we define the marked G-element
Since d > 0 it cannot happen that g(s 0 ) is top-marked and at the same time g(s ℓ ) is bottom-marked. The initial state is the 1-tuple (a). For each state (s 0 , . . . , s ℓ ) ∈ Q and γ = α(s 0 , . . . , s ℓ ) the automaton has the following transitions:
Finally we take the union with another automaton which accepts the singleton {1}. This yields the desired automaton A i .
If d < 0 we can consider the group element (
We then do the above automaton construction for (f ′ , −d). From the resulting NFA we finally construct an automaton for the reversed language. This proves the lemma. Example 8.6. Below is a run of the automaton for (at −1 , a, a are active. The current position in the first copy is 3, the current position in the second copy is 1, and the current position in the third copy is -1. These tuples are states in the run below. The only additional states (1) and (3, 1) in the run are origins of ε-transitions, which add new copies of b, a, b −1 , a, a.
n . It will be convenient to use the following characterization. For states p, q of an automaton B, let L p,q (B) be the set of all words read on a path from p to q. An NFA B recognizes a bounded language if and only if for every state q, the language L q,q (B) is commutative, meaning that uv = vu for any u, v ∈ L q,q (B) [5] .
Lemma 8.7. Given an NFA B that recognizes a bounded language, one can compute in polynomial time words β 1 , . . . , β n with L(B) ⊆ β * 1 · · · β * n . Proof. For any two states p, q with L p,q (B) = ∅, compute a shortest word w p,q ∈ L p,q (B) and let P q = u * 1 · · · u * m , where w q,q = u 1 · · · u m and u 1 , . . . , u m are letters. We first prove the lemma for the languages L p,q = L p,q (B) if p, q lie in the same strongly connected component. Any two words in L p,q have to be comparable in the prefix order: Otherwise we could construct two distinct words of equal length in L p,p , contradicting the commutativity of L p,p . Since w p,q w * q,q ⊆ L p,q , this means that every word in L p,q must be a prefix of a word in w p,q w * q,q . In particular, we have L p,q ⊆ w * p,q w * q,q P q . In the general case, we assume that B has only one initial state s. We decompose B into strongly connected components, yielding a directed acyclic graph Γ with vertices V . For Proof. The statement is clear for the automata which recognize singleton languages in cases 1. and 2. Consider the constructed automaton B from case 3. It is almost deterministic in the following sense: Every state in B has at most one outgoing transition labelled by a symbol from the alphabet and at most one outgoing ε-transition.
We partition its state set as Q = Q 0 ⊎ Q 1 , where Q 0 consists of those states (s 0 , . . . , s ℓ ) where s ℓ ≤ a + d. Since there is no transition from Q 1 to Q 0 , every strongly connected component is either entirely within Q 0 or entirely within Q 1 . If a state q has an outgoing ε-transition, then q ∈ Q 0 and all non-ε-transitions from q lead into Q 1 . Therefore, every state in B has at most one outgoing transition that leads into the same strongly connected component. Thus, every strongly connected component is a directed cycle, meaning that L q,q (B) = w * , where w is the word read on that cycle. Hence, B recognizes a bounded language. Hence also L(A i ) = L(B) ∪ {1} is bounded. Lemma 8.9. There exists an NFA A of size
O(n log n) which recognizes a set representation of E, where n = |E|.
Proof. Reconsider the automata A i from Lemma 8.5. We first ensure that for all 1
* , which can be achieved using two new states in A i . Let E i be the finite alphabet of marked knapsack expressions that occur as labels in A i and let E be the set of consistent tuples in the cartesian product E 1 × · · · × E k+1 .
Let A ′ be the following product NFA over the alphabet E. It stores a (k + 1)-tuple of states (one for each NFA A i ). On input of a consistent tuple (γ 1 , . . . , γ k+1 ) ∈ E it reads γ i into A i . The size of
To obtain the NFA A we project the transition labels of A ′ as follows: Let (γ 1 , . . . , γ k+1 ) ∈ E and let (χ 1 , . . . , χ k+1 ) obtained by removing all markings from the γ i . We then replace the transition label (χ 1 , . . . , χ k+1 ) by
• χ 1 · · · χ k+1 if neither χ 1 is top-marked nor χ k+1 is bottom-marked, • χ 1 · · · χ k+1 if χ 1 is top-marked and χ k+1 is not bottom-marked,
is not top-marked and χ k+1 is bottom-marked, • χ 1 · · · χ k+1 if χ 1 is top-marked and χ k+1 is bottom-marked. One can verify that A recognizes a set representation of E. Proposition 8.10. Let G be a finitely generated abelian group. If ExpEq(G) ∈ NP and Membership(G ρ * ) ∈ NP, then also KP(G ≀ Z) ∈ NP.
Proof. We first claim that, if E = 1 is solvable, then there exists a solution ν such that ν(x) is exponentially bounded in n for all x ∈ X 1 . Assume that ν is a solution for E = 1. From the NFA A, we obtain an automaton A ′ by replacing each knapsack expression in the alphabet of A by its value unter ν in G. Then, A ′ has the same number of states as A, hence at most 2 O(n log n) . Moreover, A ′ accepts a Cayley representation of the identity of G ≀ Z (which is just a sequence of 1's). Due to the size bound, A ′ accepts such a representation of length 2 O(n log n) . Since A accepts a set representation of E, this short computation corresponds to a solution ν ′ . By definition of a set representation, for each x ∈ X 1 , A ′ makes at least ν ′ (x) steps. Therefore, ν ′ (x) is bounded exponentially for x ∈ X 1 . Since each A i accepts a set representation of u xi i , i ∈ [1, k] or of u k+1 , this implies that solvability of E is witnessed by words α 1 , . . . , α k+1 with α i ∈ L(A i ) for i ∈ [1, k + 1] whose length is bounded exponentially.
In the following we will encode exponentially long words as follows: A cycle compression of a word w is a sequence (β 1 , ℓ 1 , . . . , β m , ℓ m ) where each β i is a word and each ℓ i ≥ 0 is a binary encoded integer such that there exists a factorization w = w 1 · · · w m and each factor w i is the prefix of β 1 , ℓ i,1 , . . . , β i,mi , ℓ i,mi ) of a word α i such that the words α 1 , . . . , α k+1 have equal length ℓ. Then, we test in polynomial time whether α i is accepted by A i (this is a restricted case of the compressed membership problem of a regular language [15] ). Next we verify in polynomial time whether the markers of the α i are consistent and whether the position of the origin in α 1 coincides with the position of the cursor in α k+1 . If so, we remove all markers from the words α i .
Finally we reduce to instances of ExpEq(G) and Membership(G positions with an expression = 1. We can therefore compute P in polynomial time and obtain an instance of ExpEq(G) containing the expression
We then remove the positions in P from the words α i and compute cycle compressions (β i,1 , ℓ i,1 , . . . , β i,mi , ℓ i,mi ) of the new words α i in polynomial time.
The remaining words reduce to instances of Membership(G ρ * ) as follows: Consider the set of at most Proof. Since every non-trivial group contains a non-trivial cyclic group, we may assume that G is non-trivial and abelian. We reduce from 3-dimensional matching, 3DM for short. In this problem, we have a set of triples T = {e 1 , . . . , e t } ⊆ 
such a set M is called a matching. Since we will write all group operations multiplicatively, we denote the generator of Z by a.
Let G be a non-trivial group and g ∈ G \ {1}. We reduce 3DM to KP(G ≀ Z) in the following way: for every e l = (i, j, k) ∈ T let
Intuitively, u l is the word that puts g on positions i, q + j and 2q + k, and v l puts g on position (3q + 1)l and then moves the cursor back to 0. Hence, v l is contained in G (Z) and thus commutes with every element of G ≀ Z (recall that G is abelian).
We define the knapsack expression
with variables x 1 , . . . , x t , y 1 , . . . , y q+1 . For all values of these variables, the following equivalences hold.
The second equivalence holds because (i) for all values of the variables, the word E 1 only affects positions from the interval [1, 3q] , whereas the word E 2 only affects positions that are multiples of 3q + 1 and (ii) E 2 represents a word in G (Z) . First assume that there is a matching M ⊆ T . We define a valuation ν for E by ν(x i ) = 1 if e i ∈ M and ν(x i ) = 0 if e i / ∈ M . Let M = {e m1 , . . . , e mq } such that m i < m j for i < j and let m 0 = 0. Then we set ν(y i ) = m i − m i−1 for 1 ≤ i ≤ q, and ν(y q+1 ) = m q . Since M is a matching, we have
and thus ν(E 1 ) = 1. Furthermore, we have
and thus ν(E 2 ) = 1. Now assume that there is a valuation ν for E with ν(E 1 ) = ν(E 2 ) = 1. Let n i = ν(x i ) and m i = ν(y i ). For every 1 ≤ l ≤ t, we must have g n l ∈ {1, g}, i.e., n l ≡ 0 mod ord(g) or n l ≡ 1 mod ord(g). We first show that q ′ := #{l | n l ≡ 1 mod ord(g)} = q. This follows from ν(E 2 ) = 1 and the fact that the effect of q i=1 a (3q+1)mi g −1 is to multiply the G-elements at exactly q many positions p (p ≡ 0 mod (3q + 1)) with g −1 . Hence, the effect of v n1 1 · · · v nt t must be to multiply the G-elements at exactly q many positions p (p ≡ 0 mod (3q + 1)) with g. But this means that q ′ = q. So we can assume that q ′ = q. We finally show that M = {e l | n l ≡ 1 mod ord(g)} ⊆ T is a matching: Assume that there are e = (i, j, k) ∈ M and e ′ = (i
Since q ′ = q this would imply that at most 3q − 1 positions p with 1 ≤ p ≤ 3q can be set to g by the word u
would leave a position with value g −1 , and hence ν(E 1 ) = 1. Hence, M must be a matching. Notice that the argumentation of the whole proof still works in the case that we allow the variables x 1 , . . . , x t , y 1 , . . . , y q+1 to be integers instead of naturals.
Note that the above NP-hardness proof also works for the subset sum problem, where the range of the valuation is restricted to {0, 1}. Moreover, if the word problems for two groups G and H can be solved in polynomial time, then word problem for G ≀ H can be solved in polynomial time as well [21] . This implies that subset sum for G ≀ H belongs to NP. Thus, we obtain: Theorem 8.12. Let G and H be non-trivial finitely generated groups and assume that H contains an element of infinite order. Then, the subset sum problem for G ≀ H is NP-hard. If moreover, the word problem for G and H can be solved in polynomial time, then the subset sum problem for G ≀ H is NP-complete.
Open problems
Our results yield decidability of KP(G ≀ H) for almost all groups G and H that are known to satisfy the necessary conditions. However, we currently have no complete characterization of those G and H for which KP(G ≀ H) is decidable.
Several interesting open problems concerning the complexity of knapsack for wreath products remain. We are confident that our NP upper bound for KP(G ≀ Z), where G is finitely generated abelian, can be extended to KP(G≀F ) for a finitely generated free group G as well as to KP(G ≀ Z k ). Another question is whether the assumption on G being abelian can be weakened. In particular, we want to investigate whether polynomial time algorithms exist for Membership(G ρ * ) for certain non-abelian groups G. The complexity of knapsack for free solvable groups is open as well. Our decidability proof uses the preservation of knapsack-semilinearity under wreath products (Theorem 5.5). Our construction in the proof of Theorem 5.5 adds for every application of the wreath product a ∀ * ∃ * -quantifier prefix in the formula describing the solution set. Since a free solvable group of class d and rank r is embedded into a d-fold iterated wreath product of Z r , this leads to a Π 2(d−1) -formula (for d = 1, we clearly have a Π 0 -formula). The existence of a solution is then expressed by a Σ 2d−1 -formula. Haase [9] has shown that the Σ i+1 -fragment of Presburger arithmetic is complete for the i-th level of the so-called weak EXP hierarchy. In addition to the complexity resulting from the quantifier alternations in Presburger arithmetic, our algorithm incurs a doubly exponential increase in the formula size for each application of the wreath product. This leads to the question whether there is a more efficient algorithm for knapsack over free solvable groups.
Finally, we are confident that with our techniques from [18] one can also show preservation of knapsack-semilinearity under graph products.
Lemma A.4. For all g 1 , h 1 , g 2 , h 2 ∈ G such that g 1 and g 2 have infinite order, the set
Proof. The semilinear subsets of N k are exactly the rational subsets of N k [2] . A subset A ⊆ N k is rational if it is a homomorphic image of a regular set of words. In other words, there exists a finite automaton with transitions labeled by elements of N k such that A is the set of v ∈ N k that are obtained by summing the transition labels along a path from the initial state to a final state. We prove that the set {(
Let u i be a geodesic word representing g i and let
. By Lemma A.1, P 1 and P 2 are (λ, ǫ)-quasigeodesics, where λ and ǫ only depend on δ, |u 1 | and |u 2 |. By Lemma A.2, the paths P 1 and P 2 asynchronously K-fellow travel, where K is a computable bound that only depends on δ, λ, ǫ,
be the corresponding continuous non-decreasing mappings.
Thus, p 1,i is a point on P 1 and p 2,j is a point on P 2 . We define the binary relation R ⊆ {p
Thus, we take all pairs (P 1 (ϕ 1 (r)), P 2 (ϕ 2 (r))), and push the first (resp., second) point in this pair back along P 1 (resp., P 2 ) to the next point p 1,i (resp., p 2,j ). Then R has the following properties:
• (0, 0), (n 1 , n 2 ) ∈ R • If (p 1,i , p 2,j ) ∈ R and (i, j) = (n 1 , n 2 ) then one of the following pairs also belongs to R:
Let r = K + ℓ 1 + ℓ 2 . We can now construct a finite automaton over N × N that accepts the set {(x 1 , x 2 ) | h 1 g x1 1 = g x2 2 h 2 in G}. The set of states consists of B r (1). The initial state is h 1 , the final state is h 2 . Finally, the transitions are the following:
• p − −− → q for p, q ∈ B r (1) if pg 1 = g 2 q By the above consideration, it is clear that this automaton accepts the set {(x 1 , x 2 ) | h 1 g x1 1 = g x2 2 h 2 in G}.
We can now prove Theorem A.3.
Proof of Theorem A.3. Consider a knapsack expression E = v 1 u
. We want to show that the set of all solutions of E = 1 is a semilinear subset of N k . For this we construct a Presburger formula with free variables x 1 , . . . , x k that is equivalent to E = 1. We do this by induction on the depth k. Therefore, we can use in our Presburger formula also knapsack equations of the form F = 1, where F has depth at most k − 1.
Let g i ∈ G be the group element represented by the word u i . In a hyperbolic group the order of torsion elements is bounded by a fixed constant that only depends on the group, see also the proof of [23, Theorem 6.7] ). This allows to check for each g i whether it has finite order, and to compute the order in the positive case. Assume that g i has finite order m i . We then produce for every number 0 ≤ d ≤ m i − 1 a knapsack instance of depth k − 1 by replacing u By the above discussion, we can assume that all u i represent group elements of infinite order. The case that k ≤ 2 is covered by Lemma A.4. Hence, we assume that k ≥ 3. By the above remark, we only need to consider valuations ν such that ν(x i ) > 0 for all i ∈ [1, k]. Moreover, we can assume that E has the form u k v. We partition this path into segements P 1 , . . . , P k , Q, where P i is the subpath labelled with u ni i and Q is the subpath labelled with v. We consider these subpaths as the sides of a (k + 1)-gon, see Fig. 3 . Since all sides of this (k + 1)-gon are (λ, ǫ)-quasigeodesics, we can apply [23, Lemma 6.4] : Every side of the (k+1)-gon is contained in the h-neighborhoods of the other sides, where h = (κ+κ log(k+1)) for a constant κ that only depends on the constants δ, λ, ε.
Let us now consider the side P 2 of the quasigeodesic (k+1)-gon. It is labelled with u x2 2 . Its neighboring sides are P 1 and P 3 (recall that k ≥ 3) and are labelled with u 4 We now distinguish the following cases. In each case we cut the (k + 1)-gon into smaller pieces along paths of length ≤ h, and these smaller pieces will correpsond to knapsack instances of smaller depth. When we speak of a point on the (k + 1)-gon, we mean a node of the Cayley graph (i.e., an element of the group G) and not a point in the interior of an edge. Moreover, when we peak of the successor point of a point p, we refer to the clockwise order on the (k + 1)-gon, where the sides are traversed in the order P 1 , . . . , P k , Q.
Case 1: There is a point on p ∈ P 2 that has distance at most h from a node q ∈ P 4 · · · P k . Let us assume that q ∈ P i where i ∈ [4, k] . We now construct two new knapsack instances F t and G t for all words w ∈ Σ * of length at most h and all factorizations u 2 = u 2,1 u 2,2 and u i = u i,1 u i,2 , where t = (i, w, u 2,1 , u 2,2 , u i,1 , u i,2 ): knapsack instances F t and G t for all words w ∈ Σ * of length at most h and all factorizations u 1 = u 1,1 u 1,2 , where t = (w, u 1,1 , u 1,2 ): w We say that a triple t = (w, u 1,1 , u 1,2 ) is valid for case 3 if w ∈ Σ * , |w| ≤ h and u 1 = u 1,1 u 1,2 . Moreover, let A 3 be the following formula, where t ranges over all tuples that are valid for case 3:
Case 4: Every point p ∈ P 2 has distance at most h from a point on P 3 . This case is of course completely analogous to case 3 and yields a corresponding formula A 4 .
Case 5: Every point p ∈ P 2 has distance at most h from a point on P 1 ∪ P 3 but P 2 is neither contained in the h-neighborhood of P 1 nor in the h-neighborhood of P 3 . Hence there exists points p 1 , p 3 ∈ P 2 which are connected by an edge and such that p 1 has distance at most h from P 1 and p 3 has distance at most h from P 3 . Therefore, p 1 has distance at most h+1 from P 1 as well as distance at most h + 1 from P 3 . We construct three new knapsack instances F t , G t , H t for all words w 1 , w 2 ∈ Σ * with |w 1 |, |w 2 | ≤ h + 1 and all factorizations u 1 = u 1,1 u 1,2 , u 2 = u 2,1 u 2,2 , and u 3 = u 3,1 u 3,2 , where t = (w 1 , w 2 , u 1,1 , u 1,2 , u 2,1 , u 2,2 , u 3,1 , u 3,2 ): Since k ≥ 3, F t , G t and H t have depth at most k − 1. The situation looks as follows: We say that a tuple t = (w 1 , w 2 , u 1,1 , u 1,2 , u 2,1 , u 2,2 , u 3,1 , u 3,2 ) is valid for case 5 if w 1 , w 2 ∈ Σ * , |w 1 |, |w 2 | ≤ h + 1, u 1 = u 1,1 u 1,2 , u 2 = u 2,1 u 2,2 , and u 3 = u 3,1 u 3,2 . Moreover, let A 5 be the following formula, where t ranges over all tuples that are valid for case 5: 
