widely used on the computer and network. But now there is no effective public opinion analysis system of the minorities overall attitude of the masses of the hot events or topics. In this study, we research on Tibetan topic orientation recognition. First, according to the Tibetan context and life characteristics, combined with a set of emotional words in Hownet, the Tibetan emotional word dictionary is built, and then by the Tibetan word semantic similarity calculation method we extend this dictionary to get rich emotional word set. We also propose a method that the sentence orientation is determined by the orientation of words in this sentence and the orientation of text is determined by the orientation of sentences in this text. By our research the Tibetan hotspot information can be rapidly detected and found and then the public opinion tend can be track quickly. It is benefit for positive guidance of public opinion.
I. INTRODUCTION
With Web2.0 era coming, network has gradually become an important carrier of public opinion. Discovery of public opinion from network and excavation of Internet users' view and tendencies also become a new hotspot. In recent year Minority languages in China are widely used on the computer and network, but there is no effective public opinion analysis system to express people's attitude on the hot events and topic. In this study, we research on Tibetan topic orientation recognition.
Analysis of emotional tendency can be roughly divided into word tendency analysis, sentence sentiment orientation analysis, text emotion tendentious analysis, the overall bias prediction of mass information four level studies [1] .
Word tendency analysis includes words polarity, intensity and context mode analysis. The processing target of word tendency analysis is a single word or entity and the processing target of sentence sentiment orientation analysis is the sentence in the specific context of the statement. Text emotion tendentious analysis is the overall judgment on the emotional tendencies of a text. The overall bias prediction of mass information is for huge amounts of data. Its main task is to extract information which is all about one certain topic from different sources. Then all the information will be integrated and analyzed in order to dig out the characteristics and trends attitude. Text orientation analysis techniques are applied in network Business Review, online public opinion analysis, network filtering and other fields. People can be guided by the evaluation online when they buy a product. The technology can also help us monitor network public opinion and so on. Common text orientation analysis methods mainly include statistical machine learning method and semantic-based approach. Machine learning is a method of Learning from Data.
In it machine learning algorithms are used for statistical language model training, and then the new text are recognized by use of the trained classifier. In 2002, Bo Pang et al. first introduced machine learning methods in the field of emotion analysis [2] . They use Native Bayes, Maximum Entropy and Support Vector Machines classification methods to classify the documents on the document level. In 2004, Bo Pang etc. also proposed through machine learning and graph min-cut method to judge for the sentences of documents [3] . In 2007, Ni etc. used the CHI and information gain for feature selection and use NB, SVM and Rocchio's algorithm for emotion classification [4] . In 2006, Cui etc. used PA (Passive Aggressive), LM (Language Modeling) and Winnow classifier for emotion classification and compared their performance [5] . On using machine learning methods for Chinese emotional analysis, in 2005, Ye Qiang etc. [6] [7] extracted from the text subjective information and gave appropriate weight, and then built tendencies classifier based on the weight. Cai Jianping etc. [8] proposed the methods for judging the orientation of words and sentence based on machine learning.
The Semantic-based text orientation research method is mainly based on emotional tendencies dictionary which is generated by expanding electronic dictionaries or word knowledge base. As Zhu Yan et al [9] use semantic similarity and semantic relevance computing to provide the relevance of pre-selected words and base words. Turney in his paper [10] also introduces the unsupervised text classification method based on semantic orientation. In 2004, Hu [11] first proposed the application of association rules for extract the product characteristics of English reviews. By use of this unsupervised method for mining the mobile phones, digital cameras and other product reviews. The average recall rate is about 80% and the average precision ate is of 72%. And the follow-up study [12] can help people determine the user's emotional guidance on these characteristics. Kobayashi etc. [13] used a semi-automated circulation method to extract product features and user opinion.
For text orientation research, Ye [14] explored the Chinese document sentiment analysis theory and proposed a Chinese emotional semantic analysis method based on PMI-IR method. This method can obtain analytical results of similar studies in English, showing that the method in Chinese sentiment analysis on application prospects. He tingting [15] improved the text classification method based on HowNet semantic similarity calculation to determine the tendency of text emotion.
Currently text orientation analysis and mining research on minority language is little. The investigation has not found any research achievements on Tibetan text orientation mining.
II. THE STRUCTURE OF TIBETAN TEXT ORITATION ANALYSIS SYSTEM
Forum Web site is a specific form of the general Speaking forum page in which there contains three main parts:
(1) web format information, website information , managers and User links , advertising links, etc. ; (2) Poster, post respondents and their names, time and location of landing or publish and other related information ; (3) The context of the post and the context of the post respondents.
In our research, we only concerned section (3). So we will filter unwanted marking and information to extract the context of post and the each respondent's corresponding content of reply the post.
From the grammatical forms, we find that there are multiple information units in the web page. The arrange of them is compact and the style of them are similar. You can regard every reply as an information block. So that tags can be based on the HTML file to create analysis tree to determine the information block.
We have analyzed the web tree and find that the forum page file has following characteristics [16] :
1) There are multiple information blocks in the Web file and these information blocks unified a whole unit. The whole unit is in a discrete area of the Web page. 2) <TITLE> and </TITLE> are used to tag every theme. Each information block is then used to describe similar tags, and a plurality of information blocks is at the same level of the tree. Based on the above analysis of the pages we can extract specific text as HTML markup.
Judgments of the web is judged based on the tendency of a single document which on the chapter level and in natural language processing area, understanding of chapter is based on the understanding of the paragraph, comprehension of the paragraph is based on the sentence or sentence group. Then sentence comprehension due to the understanding of words. So orientation research on chapter is also based on the tendency of word tendency research and at the same time the internal grammatical structure of sentence and the relationship of sentences and paragraphs are should be considered.
According to the particularity of the Forum web page, the web text is divided into a number of pieces of information after the pretreatment. The forum theme is the base and one information block can be decomposed into a number of sentences. One sentence is expressed by a number of characteristic words. So the judgment of text can be shown as figure 1. We proposed a Tibetan text orientation recognition method just based on above analysis, as shown in Figure  2 . And it will work as three aspects.
A. Constructing the Tibetan Emotional Dictionary
Currently, in China the most authoritative emotional word thesaurus is the "words set for sentiment analysis" provided by HowNet, but there is no emotional intensity in it and still needs to be improved. Moreover constructing the emotional Tibetan dictionary is not just a simple translation work from Chinese to Tibetan, but according to the Tibetan grammar and linguistic characteristics, then we can build the emotion dictionary for Tibetan orientation analysis work.
In our study, we will refer to the emotional words set published by HowNet.
B.Computing the Semantic Orientation of the Tibetan Words.
Computing the Semantic Orientation of the Tibetan words is fundamental to building emotional dictionary, but also it is the basis of lexical semantic polarity judgment. Research on the orientation of words is the premise of the research on orientation of text. words with emotional tendencies are mainly nouns, verbs, adjectives and adverbs but also include the name, organization name, product name, event name and other named entities. Among them, some of the judgments (otherwise known as polarity, usually divided into compliment, derogatory and neutral three kinds) of words can be obtained through the dictionary; polarity of the rest of the words cannot be obtained directly and must be obtained by the semantic computing. The polarity of emotional tendencies of words is not including polarity but also the tendency extent. This kind of judgment requires a combination of adverbs solutions.
Referring to the semantic similarity algorithm on Chinese vocabulary [9] , we proposed a Tibetan word similarity algorithm based on semantic. And we also designed to build a Tibetan modifier dictionary.
C. Identifying the Tibetan Text Orientation.
After computing the Semantic Orientation of the Tibetan words, we can do the sentence level emotion tendencies recognition work. Judgments for words are to process single word or entity of the sentence, but the subject of text orientation analysis is the specific context of the sentence. Its mission is to analyze and extract the various subjective information in the sentence, including the judgment of sentence emotional tendencies, as well as extract the discourse and various elements associated with emotional tendencies, including the holder of emotional tendencies and the evaluation object, tend polarity, strength, and even the importance of discourse itself.
Chapter -level emotional orientation analysis is a overall judgment of a text. For Tibetan text recognition work, we first have the word emotional tendencies in a sentence and by use of them to judge the polarity of this sentence. At last we can get the bias of the whole text through the value of the cumulative sentence emotional tendencies.
III. TIBETAN EMOTIONAL DICTIONARY
Currently, the most authoritative emotional word thesaurus is the "words set used for sentiment analysis" in HowNet, but there is no emotional intensity in it and it still need to be improved. For constructing the Tibetan emotional dictionary is not simply translating Chinese to Tibetan but according to Tibetan grammar and linguistic characteristics, building a Tibetan emotional dictionary for Tibetan text orientation analysis work.
In our study, we intend to build a Tibetan emotional dictionary based on HowNet emotional words set, according to Tibetan grammatical features and Tibetan features of life.
A. Selecting Basic Emotion Words
On the basis of emotional words in HowNet, and according to the Tibetan grammatical features, we build the basic Tibetan emotional word Thesaurus. There are about 6000 Tibetan emotional words in it. Commendatory terms and derogatory terms are each about 3000.
B. Selecting Seed Words
The basic emotion words are sorted by the number of hits from Google search and the highest number Hits words are selected. According to the reference of [17] , the number of seed words is about 15% of the total emotional words and in this case, the accuracy of emotional orientation judging is about 90%.
The accuracy is also stable. Therefore, we will determine the seeds of about 900 words, including positive comments seed words 490, and negative comments seed words 410. For example, we select some seeds of positive and words as following:
C. Calculating the Emotional Tendencies Weights of
Base Emotion Words to Achieve Polarity Judgment For two words w1, w2, assuming that there is multiple meaning of the original for each word, w1 is p11... p1n, w2 is p21... p2m. The word similarity calculation formula of w1 and w2 is as following:
(1) In it: sim(p 1i , p 2j )= a/(d + a) is the semantic distance between the two words. d is the route distance between the two word. a is an adjustable parameter.
The emotional weight of the word w is determined by the similarity degree of w and each word of seed set.
Assuming seed set = {PP, PN}, PP refers to compliment seed word set, PN is derogatory seed word set, and then the emotional weight of word w is defined as following: (2) Where: ppi ∈ PP, pnj ∈ PN, M and N is respectively the number of compliment seed set and derogatory seed set. 0 is set as the threshold.
Here o(w)>0 indicates that the term is commendatory. o(w)<0 indicates that the term is derogatory. The value of o(w) represents the emotional degree of word w.
D. Constructing Base Emotional Word Dictionary
According to the constraint domain principle, the polarity of emotional word is confined in a closed interval, to facilitate quantitative analysis.
We use [-1, +1], a symmetric interval to identify the emotional tendencies and polarity degree of words. "0"represents neutral emotion. Positive territory represents compliment tendency and negative territory represents derogatory tendency. Larger the absolute value is, stronger the emotion is. We use the linear method replanning the emotional weight. Specific formula as formula (3): (3) In it d is the re-planning emotional weight. d is based on the formula (2). d min is the minimum weight of the weights calculated from formula (2)and d max is the maximum value. We need calculate the emotional weights of all the words according to equation (3) and remove the incorrect classification words and not helpful words. At last we can obtain the emotional dictionary in which there are positive emotion words, negative emotion words and neutral words. Table 1 is the weights of part emotional words. 
WEIGHTS OF PART EMOTIONAL WORDS

E. Constructing Tibetan Adverb Dictionary
There are usually a lot of adverb words in text, such as "more important", "very unfair". "More" and "very" are strong in emotional express; "no" is also used in sentence and these negative words and adverbs usually change the polarity of the original word. In order to better analyze the semantics of the emotional word, we must first analyze the adverb and negation word. So we will construct adverb dictionary. For example:
According to the reference [18] , we selected the commonly used adverbs vocabulary, as shown in table 2. 1) First the emotional word dictionary is searched for every candidate emotional word. If there is the word we searched in the dictionary, we could get its polarity and strength;
2) If this word is not searched, we should search the emotional words forward and backward and find the related words with these words;
3) If there is no related word, the polarity of this word is calculated by the formula (2). 4) If there are related words between the candidate emotional words and the front or back of this emotional word. We will first determine the type of the related words, and then calculate the polarity and strength according to the related word type.
V. TIBETAN TEXT ORIENTATION RECOGNITION
In order to calculate text tendentious, we will search emotional word w in the sentence according to the emotion dictionary. We record the tendency of word w, o (w). Then the emotional tendency values of all the emotional words are accumulated and the emotional tendencies of the text are given. Suppose that there are n sentences in a text, sen 1 , sen 2 ... sen n , and there are k emotional words in sentence sen m ,w m1 , w m2 , ..., w mk . The tendency of the entire text as formula (4): (4) Through the above work, the Tibetan text orientation can be achieved. But in text orientation there are also some problems to solve. They are negation sentence and sentence including adverbs.
A.Negation Sentence
In logical semantics, Negative word is the body of judgment and it does not have certain characteristics or behavior. For example:
His acting is not progressed. He is not confident on his performing . In the two sentences, progress and confident are both negative words. But when "not" or "no" appeared in the sentence, the semantics of the whole sentence will change to a pejorative one. So we need solve these problems. We use negative rule match method. The orientation of the word which is matched will be reversed in order to correctly reflect the view of the entire corpus. First, we will extract negation from our corpus, and then in a large number of negative sentences we should extract highfrequency negative rule set. At last we can compare the negation rules with the negation sentence. If the negation center is the words with emotion tendency, it will be replaced with the opposite meaning of the word in order to eliminate the effect of negative sentence for the text view. In this article we achieve the negative word referring to HowNet. We will select the sememe with negative meanings, such as: {negative}, {Be unable}, {impossible}, {unable}, etc., and extract the original concept containing negation sememe , then determine the negative words by artificial filtration.
B. Degree Adverbs Semantic Strength
As we described in section II there are usually a lot of adverb words in text, such as "more important", "very unfair". "More" and "very" are strong in emotional express in sentence and some adverbs usually change the polarity of the original word. Adverbs are always having different strength on emotion express. Either absolute or relative degree adverbs of the sentence will have huge impact strength on the text semantic. For example:
His Chinese is good. His Chinese is very good. His Chinese is absolutely good. Semantic strength of the three sentences is in ascending order. In order to better distinguish the emotion strength of the judgment view, in this paper we set up a viewing window for adverbs. The size of the window is a parameter derived from the training set which is the best option. Here the window size is calculated based on the extent of the word with the degree adverbs, not the number of words they are apart. If the orientation words appear in the observation window, the frequency of words is increased by the level of the degree adverbs.
VI. EXPERIMENTS RESULTS AND ANALYSIS
In our experiments blog collection is downloaded from the website http://blog.amdotibet.cn/(it is the Qinghai lake blog website which is built in Qinghai province and many Tibetan people use it in them language). We select about 100 blogs from the same subject to judge the polarity of the blog by our method.
In our experiments, we will respectively do several jobs including feature words extracted, web information block text orientation judgment and judgments on web text orientation. We will test the results by manual inspection to verify the validity of our method.
The experimental procedure is as following:
Step1: Collecting a certain amount of web forums and preprocessing them to get Topics and reply part text, then the initial corpus is formed;
Step2: For each text, do the following treatments: Step2.1: Manually extracting a small amount of judgment benchmark words, and were saved as collection WP and WN;
Step2.2: For each sentence, by use of the Tibetan segmentation and labeling software developed by our research center (National language Resource Monitoring & Research Center Minority Languages Branch), we achieve sub-word annotation and syntactic analysis, extraction labeled as nouns, adjectives, verbs. According to the formula (3), the judgments of the word are achieved, and they are added to WP or WN collection.
Step2.3: According to the formula (4), the polarity of text is calculated.
Step3: Outputting the judgments feature words extracted from web and giving the tendency of the current web page.
The judgments feature words extracted from web can be test manually. In the experiments, there are three methods to manually select judgments words.
Five derogatory terms are selected in the first group; five commendatory terms are selected in the second group; Five derogatory and five commendatory terms are selected in the third group;
The terms of three groups are as input experiments data to verify our research. Table 3 is the results of the three experiments. It is the artificial proofreading results. Figure 3 shows the data of table 3 in graph. We define the word correctly extracted rate is that the number of correctly extracted words is divided by the total number of words and the omission rate is that no extracted word number is divided by the number of whole emotional words. Then the word correctly extracted rate of the above three methods are 0.79, 0.8, 0.62 respectively. The omission rate of the above three methods are 0.17, 0.23, 0.12 respectively.
From the above test results we can see that when we use only one tendency words the correct rate is higher than we use both derogatory and commendatory words. But when we use both derogatory and commendatory words in the test we can obtain higher missing rate than we use only use one tendency words.
We use our method to calculate the orientation of text, and compare the results of our methods with artificial evaluation value. We define that the difference between the two values is the evaluation deviation.
We evaluate our research results on single sentence, information blocks, and web page text respectively and calculate the evaluation deviation respectively. In our experiments we select 100 sentences, 100 information blocks and 250 webpage text and all the data are examined. We obtain the arithmetic mean of evaluation deviation values and they are shown in Table 4 . Figure 4 shows the data of table 3 in graph. Because when we extract the derogatory and commendatory words and do similarity calculation, we always use syntactic analysis. We judge the tendency of sentences by use of the extracted derogatory and commendatory words can obtain high correct rate and small evaluation deviation value. The progressive relationship and transition relationship between multiple sentences and other problems in the information Block are all likely to affect the tendency of the whole information block. So the evolution deviation of information block is bigger.
But in the web text we only consider the tendency of theme, so the difference between the results of manual evaluation is small.
VII. CONCLUSION
In this study, we try to find an effecetive method to achieve Tibetan text tendency. First according to the context and characteristics of Tibetan characteristics, combined with Hownet emotional release, we build the Tibetan word set. And then through the Tibetan word semantic similarity calculation, the dictionary is extended. Polarity of every word in the set is determined. We also proposed a method to obtain sentence tendency by the emotional value of emotional words in the sentence. And then through the cumulative value of the tendency value of sentences to get text orientation.
We select some blog from the websites and judge the tendency of them with our method. The results show that this method is effective.
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