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In this preliminary pre-print, the electronic and elastic properties of the type-II Dirac semimetal
NiTe2, in equilibrium and under strain, were systematically studied within the scope of density
functional theory. The bulk transition metal dichalcogenide NiTe2 harbor tilted symmetry-protected
Dirac cones derived from p-orbital bands in the Fermi level. The projected band-structure and group
analysis show that a single orbital-manifold band-inversion is the mechanism behind the presence of
the topologically non-trivial states. In this vein, a plethora of distinct strain profiles are shown to be
an effective route to manipulate such electronic features. Small compressive and tensile deformations
are enough to control the position and energy level of the Dirac-type excitations in the Brillouin
zone, tuning the cone position and relative energy to the Fermi level. It is possible to lower or
increase the overlap between the wave functions of low-energy valence-bands states and suppress
usual bands, abruptly changing its fermiology — opening the way for electronic phase transitions
and a hybrid Dirac semimetal phase. In the next versions, to be released soon, we will provide
a minimal effective model for the Dirac cones and derive the mentioned effects of strain using a
lattice regularization approach. Additionaly, through our investigations of the relationship between
electronic and topological phases and its elastic properties, we will propose static-controlling the
electronic states by the intercalation of light-metal species into the van der Waals gap, resulting in
a similar physical response to the one obtained by dynamical strain-engineering.
I. INTRODUCTION
With the advent of topology in materials science, un-
covering unexplored vistas into physics and the possi-
bility of brand-new electronic devices, our understand-
ing of the nature of quantum matter and its emerg-
ing quasiparticle excitations, without counterparts in the
standard model of elementary particle physics, has dra-
matically changed — and is also being continually al-
tered. In the last few years, back to the description
of the quantum spin Hall effect in graphene by Kane
and Mele1,2 and the first realization of three-dimensional
topological band insulators driven by strong spin-orbit
coupling (SOC) effects3–9, the proposal of topologically
distinct metallic states10–12, introducing the Weyl and
Dirac semimetals13, has drawn a heightened interest.
Among their exotic properties, we could highlight the
ultrahigh electronic mobility and conductivity14–17, neg-
ative/giant magnetoresistence18–20, chiral anomaly21–24
and quantum anomalous Hall effect25–27, to cite a few
examples. Those materials can be viewed as a three-
dimensional analogue of graphene, where valence and
conduction bands touch at discrete twofold (Weyl) or
fourfold (Dirac) degenerate points in the first Brillouin
zone and disperse linearly in all momentum directions,
forming symmetry-protected massless bulk Weyl/Dirac
fermions and exotic surface spin-textures, robust against
pertubations28–32. In this way, by breaking the inversion-
or time-reversal symmetries, one Dirac cone will decouple
into a pair of opposite-chirallity Weyl fermions33–35.
Fermions in condensed-matter systems are dictated by
crystal space-group symmetry operations — they are not
constrained by the Lorentz invariance principle, opposed
to the conventional high-energy particles. This brings up
to the light a novel bewildering array of Lorentz-violating
excitations where the relativistic energy-momentum dis-
persion explicitly depends on its direction in the mo-
mentum space36. In condensed-matter systems, one such
manifestation is realized by low-energy electronic-states
with tilted cone-shaped features in the band-structure,
where electron- and hole-pockets touch each other at
discrete points in the Fermi surface, giving rise to dis-
tinct classes of topological materials: the so-called type-II
Weyl and Dirac semimetals37–42. The type-II topologi-
cal semimetals will promote different experimental signa-
tures compared to the type-I candidates, showing, for in-
stance, extremely anisotropic transport and magnetore-
sistance properties43–46.
Within this context, the transition metal dichalco-
genide NiTe2 was recently rediscovered as a type-II Dirac
semimetal47,48. Transport measurements reveal a non-
saturating linear magnetoresistance and quantum oscil-
lations confirm the existence of a nontrivial Berry phase
for the associated light mass carriers47. Furthermore,
unique topological surface states with chiral spin-texture
over a wide range of energies was supported by spin- and
angle-resolved photoemission spectroscopy49, and possi-
ble low-dimensionality- and pressure-induced supercon-
ductivity are being considered48,50,51. In fact, the in-
tercalation of Ti into van der Waals gap (the space be-
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2tween two adjacent chalcogenide layers) in NiTe2 induces
a pressure-robust superconducting phase with a critical
temperature (Tc) close to 4.0 K
48. It is important to
note that NiTe2 receives much attention due to, among
other reasons, the energy position of its massless Dirac
fermions, very close to the chemical potential, together
with high-quality single-crystals that are relatively easy
to obtain52–54. Consequently, NiTe2 becomes a promi-
nent candidate for the next generation of nontrivial de-
vices in spintronics, infrared plasmonics and ultrafast
optoelectronics49.
In the present work, having discussed the relevance of
the subject, we propose, from first-principles electronic-
structure calculations, a strain-engineering approach to
provide, on NiTe2, a controlled way to manipulate its
emergent massless quasiparticle low-energy excitations.
Our results suggest that, by applying distinct strain
modes, we could access different kinds of topological
states, such the coexistante of type-I and type-II Dirac
fermions in the same band-dispersion, setting the NiTe2
as an ideal scientific playground to investigate the multi-
ple facets that quantum matter can assume. In parallel,
we take the opportunity to provide a systematic descrip-
tion of the electronic-structure of NiTe2 and its elastic
properties.
The manuscript is organized as follows. Sec. II de-
scribes in details the computational methods and nu-
merical parameters used in the first-principle electronic-
structure calculations. In Sec. III, we present a compre-
hensive investigation on the electronic and elastic proper-
ties of the ground-state structure. Sec. IV shows the key
results related to the strain-engineering of the electronic
states of NiTe2 in the vicinity of the Fermi level.
This manuscript is a preliminary version. Due
to the increasing interest on NiTe2 system, we
have decided to release our first-draft results on
arXiv. The manuscript will be updated soon
with the demonstration that the intercalation of
light-metal species, such Li, Na and K, into the
van der Waals gap could reproduce the desired
physical response as obtained from applying dif-
ferent profiles of stress-strain, acting effectively
as a chemical-pressure source inside the crystal-
structure. Also, we will provide a minimal effec-
tive model within lattice regularization approach
to describe the type-II Dirac cones.
II. COMPUTATIONAL METHODS
First-principles electronic-structure calculations were
carried out in the framework of the Density Functional
Theory (DFT) within the Kohn-Sham scheme55,56, using
the pseudopotential approach as implemented in Quan-
tum Espresso57,58 and some auxiliary post-processing
tools59,60. The calculations were performed using a se-
ries of different approximations for the exchange and cor-
relation (XC) functional, within its relativisc and non-
relativistic form. The considered parametrizations were
the local-density-approximation (LDA) of Perdew-Zhang
(PZ)61 and the generalized-gradient-approximation with
the Perdew-Burke-Ernzerhof (PBE)62 parametrization
and its modified version, known as PBEsol63; as well as
non-local functionals, including the van der der Waals
interactions64, namely vdW-DF65,66, optB86b-vdW67
and optB88-vdW68. To guarantee the convergence of
the energy eigenvalues of the Kohn-Sham self-consistent
solution, we have adopted a wave function energy cut-
off of 260 Ry (1 Ry ≈ 13.6 eV) and a sampling of
16 × 16 × 8 k-points in the first Brillouin zone accord-
ing to the Monkhorst-Pack scheme69. To compute the
electronic properties a denser k-mesh grid was consid-
ered, with 32 × 32 × 16 k-points. All lattice parameters
and internal degrees of freedom were fully relaxed in or-
der to reach a ground-state convergence of 10−6 Ry in
total energy and 10−4 Ry/a0 ( a0 ≈ 0.529 A˚) for forces
acting on the nuclei.
The full second-order elastic stiffness tensor was ob-
tained from a set of deformations imposed on the refer-
ence ground-state structures (η = 0), as implemented in
the ElaStic tool70, taking the second-partial derivative of
the total energy with respect to the lagrangian strain:
cαβ =
1
V0
∂2U
∂ηα∂ηβ
∣∣∣∣
η=0
, (1)
where U is the total energy due to the deformation, V0
is the volume of the undeformed optimised structure and
ηα and ηβ are the lagrangian strains
70, expressed in Voigt
notation, where the Voigt components run from 1 to
6. We have used five different deformation types to ob-
tain the five independent second-order elastic constants
of the trigonal symmetry, with a maximum absolute in-
tensity of ηmax = 0.05 for Lagrangian strain, and 15 dis-
torted structures with strain intensities between −ηmax
and +ηmax, for each deformation type, resulting in a to-
tal of 90 deformed structures.
From the stiffness tensor it is also possible to de-
rive macroscopic mechanical moduli and their crystallo-
graphic orientation-dependence71. Details on this topic
are provided in Appendix A.
III. GROUND-STATE PROPERTIES
NiTe2 is a layered compound that crystallizes in a
trigonal centrossymetric structure within CdI2-prototype
(space-group P 3¯m1, number 164). As shown in Fig. 1,
a Ni layer is sandwiched between two Te layers, with the
stacking of adjacent Te layers mediated by weak van der
Waals interactions72.
The optimized cell parameters, as well as the relaxed
Te-position degree of freedom, satisfying the minimum
energy and force condition requirement, are presented in
Table I. Regardless of the choice of the exchange and cor-
relation functional for the Kohn-Sham Hamiltonian, the
3FIG. 1: Trigonal unit cell of NiTe2 alongside a top view
of a 3× 3× 3× 1 supercell (blue:Te; red: Ni atoms).
TABLE I: NiTe2 fully optimized cell-parameters (a and
c) and atomic position degree of freedom of Te atoms
(zTe) using different XC functionals.
XC functional a (A˚) c (A˚) V (A˚3) zTe
PZ 3.814 5.105 64.31 0.2522
PZ+SOC 3.797 5.186 64.75 0.2511
PBE 3.894 5.372 70.54 0.2442
PBE+SOC 3.897 5.377 70.72 0.2452
vdW-DF 3.971 5.377 73.43 0.2369
optB88-vdW 3.902 5.331 70.29 0.2535
optB86b-vdW 3.863 5.277 68.20 0.2494
Expt.52 3.858 5.264 67.85 –
Calc.73 3.808 5.236 65.75 –
relative error, compared with the experimental crystal-
lographic data available, for both calculated cell param-
eters and atomic positions, does not exceed 3% in our
calculations. The best results, judging by the structural
properties, were obtained with the optB86b-vdW, includ-
ing non-local corrections. The PBE functional, includ-
ing spin-orbit coupling effects, which is widely used in
the literature, also results in good structural parameters
with a small associated error; but, as expected, this type
of functional overestimate the distance between adjacent
layers, where the van der-Waals interactions play an im-
portant role. However, we have observed that spin-orbit
coupling effects are more expressive over the electronic
energy dispersion than the van der Waals interactions be-
tween adjacent layers. Thus, all the results presented in
this manuscript, except when explicitly mentioned, corre-
spond to the PBE parametrization including SOC effects.
The six second-order elastic constants cαβ necessary to
specify the elastic stiffness tensor for a trigonal crystal,
calculated with different approximations for the exchange
and correlation functional, are listed in Tab. II. The
calculated elastic constants show good agreement when
compared with the experimental data available (see Ta-
ble II). In particular, the smallest differences between the
theoretical calculation and the experimental data were
obtained using the generalized-gradient approximation
and non-local van der Waals corrections. Elastic con-
stants for which van der Waals interactions are relevant,
i.e., those that play a role in shear-type strain, such as
c14 and c44, are better predicted by the optB86b-vdW
functional, evidencing the weak interaction between the
adjacent layers of tellurium. However, when stronger in-
teratomic bonds are required by the deformation, such
Ni-Te and Ni-Ni bonds, related to c11, c12 and c33, the
GGA-type functionals were able to describe better the
medium/strong interactions existing between the elec-
tronic states, consequently resulting in a better descrip-
tion of the elastic behavior. It is important to high-
light that these findings could be useful for future theo-
retical attempts on elastic properties of transition-metal
dichalcogenides and related compounds. The mechanical
TABLE II: Second order elastic constants (in GPa)
calculated for the trigonal structure of NiTe2
c11 c12 c13 c14 c33 c44
PBE 110.8 38.20 22.90 −5.00 45.50 10.20
PBE+SOC 113.7 36.60 27.20 −6.50 45.70 11.20
PZ+SOC 145.5 54.00 43.30 −14.30 76.60 26.80
optB86b-vdW 127.4 47.10 26.80 −9.40 75.70 20.20
Expt.74 109.5 41.90 – −10.70 52.60 20.40
Calc.73 147.6 50.80 44.10 7.91 83.90 17.58
stability can be easily verified through the Mouhat and
Coudert criteria75, that, for trigonal crystals, assume the
following conditions:
c11 > |c12| , c44 > 0 ,
c213 <
1
2
c33(c11 + c12), (2)
c214 <
1
2
c44(c11 − c12) = c44c66 .
All the conditions are completely fullfiled using the elas-
tic constants presented in Tab. II. Therefore, the NiTe2,
in its bulk configuration, is, indeed, mechanically stable.
Additionally, the elastic anisotropy and mechanical mod-
ulis were also computed from the stiffness tensor. The
main results are presented in details in Appendix A.
The projected density of states (DOS) of NiTe2 is
presented in Fig. 2(a). The populated Fermi level, as
can be seen, confirms the semimetal nature of the com-
pound. The total DOS at the Fermy energy (EF ) is
1.67 states/eV, with nearly 59% of the electronic states
derived from Te-5p orbitals and 34% from Ni-3d mani-
fold.
In Fig. 2(b) is shown the projected electronic band-
structure, within the vicinity of the Fermi level, along
the high-symmetry points in the first Brillouin zone of
the trigonal NiTe2 structure. The contribution of the
dominating 5p orbitals from Te, in the band diagram,
4(a)
(b)
FIG. 2: NiTe2 projected density of states (a) and
electronic band-structure (b) with SOC. The colors
indicate, respectively, the orbital contribution of the
Te-5p (blue) and Ni-3d (red) orbitals in the
wavefunctions of the electronic states.
are indicated by the blue dots, while the contribution
of the 3d orbitals from Ni are represented by the red
dots. There are four distinct bands crossing the Fermi
level, giving rise to the four independent sheets of the
Fermi surface, as show in the Fig. 3. Despite NiTe2
being an almost quasi-2 dimensional material due to its
layered structure, weakly coupled along the c direction,
the Fermi surface possess a strong 3-dimensional char-
acter. The sheets consist of (a) a closed hole-pocket,
around the Γ-point (the center of the Brillouin zone),
surrounded by (b) an opened hole-pocket with a very
complex fermiology that develops along the Γ–A direc-
tion (kz direction), where A is the center of the face of
an hexagon. In addition, electron-pockets compose the
(a) (b)
(c) (d)
Te-p Ni-d
FIG. 3: (a)-(d) The four independent sheets of the
Fermi surface of the NiTe2 compound. The color map
shows the contribution of Te-5p (blue) and Ni-3d (red)
manifold to the electronic wave function. The green
regions indicate a strong hybridization.
surface (c) around the K-point (middle of an edge join-
ing two rectangular faces) and (d) M-point (center of a
rectangular face). The explicit contribution of the Ni-d
and Te-p orbitals can be seen through the color scale in
Figure 3. The hole-pockets are mainly composed by the
electronic states derived from Te-p orbitals, whereas the
electron-pockets are derived, partially, from Ni-d states,
with a strong hybridization with Te-p states.
The most important feature in the energy dispersion
of the NiTe2 is found along the Γ–A direction, as detailed
in Fig. 4. The valence band and the conduction band
touch each other at a discrete point along Γ–A. As NiTe2
has the presence of both inversion- and time-reversal-
symmetry, each band is doubly degenerate. Therefore,
the linear crossing of the valence and conduction band
originate a pair of gapless Dirac nodes (fourfold degen-
erate) located at kD = (0, 0,±0.665), in units of pi/c in
the first Brillouin zone. The bulk tilted Dirac cone lies
very close to the Fermi energy, at ED = 0.15 eV. For
comparison, the Pd- and Pt-based dichalcogenides host
Dirac points deep below the Fermi level, between 0.6 and
1.2 eV40–42.
The trigonal crystal-field with the strong intralayer hy-
bridization between the Te-p manifold of different sites
breaks the original threefold degeneracy of the p-orbitals,
resulting in bonding and anti-bonding combinations of
the in-plane (px, py) and out-of-plane states (pz). The
spin-orbit coupling further splits the p-derived electronic
states due to the double group symmetry representation,
including the spin degree of freedom. As the Γ–A direc-
5FIG. 4: Detailed electronic band-structure with the
irreductible representations and parity analysis along
the Γ–A direction.
tion holds the C3 rotational symmetry (the system is in-
variant under rotations by 2pi/3 around the z axes), the p-
derived states will split into two distinct irreducible rep-
resentations, R4 (derived from out-of-plane pz orbitals)
and R5,6 (derived from in-plane px,y-orbitals), being R4
bidimensional and R5,6 degenerate. The irreducible rep-
resentations and its parities in high-symmetry points are
shown in Fig. 4.
Considering that the out-of-plane pz-derived states will
have a larger hopping along the out-of-plane direction
(kz) than the in-plane px,y-derived states, a series of
band crossings are expected to occur along this direc-
tion. The crossing between the R±4 and R
∓
5,6 states will
lead to the bulk type-II Dirac node, harboring pseudo-
relativistic Lorentz-violating quasiparticles. This cross-
ing is symmetrically allowed, since we have distinct ir-
reductible representations available, and is protected
against hybridization/gap-opening mechanisms due to
C3 rotational symmetry. On the other hand, the cross-
ings between R±4 and R
∓
4 distinct bands are not allowed,
and noticing that they have opposite parities, their hy-
bridization leads to a gap with band inversion (the parity
inversion is easily seen at A+4 and A
−
4 states just below
the Fermi level). Therefore, a Z2 order is established, as
presented in topological insulators. However, the bulk
Dirac cone formation in NiTe2 is very distinct to topo-
logical insulators since, in this case, only a single-orbital
manifold is required. Thus, it is expected the presence
of topological surface states residing inside the gap. This
single-orbital manifold mechanism of bulk Dirac cones is
widely discussed elsewhere76,77.
In addition, just above the Dirac cone located in the
close vicinity of the Fermi level, there is another band
crossing giving rise to type-I Dirac fermions at kD =
(0, 0,±0.388) with R±4 and R∓5,6 representations and en-
ergy level ED = 1.36 eV: just a few meV bigger than
the low-energy excitations found in the Pd- and Pt-based
dichalcogenides.
IV. STRAIN-ENGINEERING
In this section, we will investigate how different strain-
stress states modify the electronic properties of NiTe2.
To do so, calculations were performed with three types
of strain: uniaxial deformation along the [001] direction
(z-axis); biaxial deformation within the basal plane, per-
pendicular to the z-direction; and isostatic deformation.
For each type, at least 6 deformations were performed,
going from -5% to +5% with respect to the fully relaxed
lattice parameters.
A. Effects of strain in the band-structure
Fig. 5 shows selected strained band-structures with
the same wave function projections used in Fig. 2, tak-
ing into account spin-orbit coupling effects. In a first
analysis, it is possible to conclude that finite lagrangian
strains, with small spatial pertubations, are capable to
accurately control the following electronic features: hy-
bridization of the atomic orbital states; dispersion of the
bands (transport properties), as a consequence of the hy-
bridization; the chemical potential and the fermiology.
By bringing the multiple layers that build up NiTe2
or the atoms inside those layers close together, we in-
crease the hybridization of electronic wave functions.
In this way, the associated quasi-particles become in-
creasingly delocalized, culminating, then, in bands with
high effective velocity along the Brillouin zone, as can
be seen in the deformations η = (−0.05,−0.05,−0.05),
η = (−0.05,−0.05, 0) and η = (0, 0,−0.05); that is, cases
(a), (c), and (e) in Figure 5. This stronger hybridization
can also be seen in the band projection onto the Te-p and
Ni-d orbitals, where a stronger overlap between these two
orbitals is visible. Otherwise, as we move the atoms away
from their first neighbors, decreasing the interatomic in-
teraction, we give rise to more localized wave functions,
resulting in bands with lower effective velocities, that can
be seen in the deformed structures in cases (b), (d), and
(f); that is, η = (0.05, 0.05, 0.05), η = (0.05, 0.05, 0) and
η = (0, 0, 0.05).
By manipulating the effective velocities, it is possi-
ble to tune the tilt parameter of the the Dirac cones in
the close vicinity of the Fermi level, promoting, in this
manner, significant controlled changes in the anisotropic
transport properties of the relativistic Dirac-type excita-
tions present in the system. Also, the cone position with
6(a) η = (−0.05,−0.05,−0.05) (b) η = (0.05, 0.05, 0.05)
(c) η = (−0.05,−0.05, 0) (d) η = (0.05, 0.05, 0)
(e) η = (0, 0,−0.05) (f) η = (0, 0, 0.05)
FIG. 5: (a)-(f) Projected band-structure of NiTe2 for
some selected deformed structures. Red points indicate
the Ni-d orbital contribution and blue points the Te-p
derived states.
respect to the Fermi level is profoundly modified, caus-
ing, as a possible effect, an effective change in the chi-
rality and spin-texture of the topological edge states —
originated from the band inversion mechanism of the R4-
derived states — as long as the Dirac node moves across
the Fermi energy. Hence, by means of band-structure
analysis, strain could provide continuous and reversible
tuning of the spin-momentum locked surface states of the
NiTe2, making this compound a promising metallic can-
didate for spin-based applications.
We can also check that trivial bands crossing the Fermi
level are suppressed when the structure is expanded,
and some extra bands become part of the Fermi sur-
face when the structure is compressed, possibly atten-
uating the topological manifestations. To illustrate this
phenomenon, the Fermi surface onto the velocity oper-
ator under isostatic deformation is shown in Figure 6
for deformations (a) η = (−0.05,−0.05,−0.05) and (b)
η = (0.05, 0.05, 0.05). When the structure is compressed
an additional branch shows up in the Fermi surface along
the Γ–A direction. The extra branch corresponds to the
band with irreducible representation R4 derived from the
(a) η = (−0.05,−0.05,−0.05) (b) η = (0.05, 0.05, 0.05)
0 5 10 15 20 25
 vF  (Ry.au)
FIG. 6: Fermi surfaces of NiTe2 under isostatic strain.
The color map indicates the magnitude of the Fermi
velocity.
in-plane px,y orbitals. This band, before with a low-
dispersion along the out-of-plane direction, due to its
symmetry, deforms in response to the increasing over-
lap between the different wave functions (Ni-d and Te-
p orbitals), acquiring delocalized states and increasing,
therefore, the energy of its electronic states in relation to
the chemical potential of the structure at 0 K, resulting
in the crossing of those states with the zero energy level.
On the other hand, despite the persistence of four dis-
tinct branches of the Fermi surface for the tensile struc-
ture, its composition changes dramatically when com-
pared to the deformation-free structure. Distancing the
adjacent layers, we suppress the crossing along the di-
rection A–L and create an intersection in the direction
Γ–A. As a result, we will have a disconnected hole-
pocket and an electron-pocket surrounding the Γ-point
and two electron-pockets surrounding the K-point, with
a much lower Fermi velocity when compared with the
situation without deformation or under the effect of an
isostatic pressure, reflecting the low effective velocities. It
is possible to see that the Dirac point will appear in the
contact between the electron-pocket and the hole-pocket
that are located around Γ as we bring the chemical po-
tential to E = ED. If we lower the chemical potential
further, the fermionic packages will disconnect again and
the electron-pockets will gradually decrease in size.
From this perspective, we can conclude that isoen-
ergetic surfaces evolve rapidly and undergo a sudden
change in their topology due to the deformation of the
network, paving the way for Lifshitz transitions78,79.
B. Dynamically controlling the Dirac cone
Figure 7 shows the evolution of the energy level and po-
sition in the Brillouin zone, in units of pi/c, of the Type-
II Dirac node as a function of: (i) biaxial deformation
7within the x-y plane (η, η, 0); (ii) uniaxial strain along
the z-axis, (0.0, η); and (iii) isostatic pressure, (η, η, η).
For a biaxial strain, the Dirac cone moves towards the
Fermi level and to the A high-symmetry point, at the
border of the Brillouin zone, crossing the chemical poten-
tial in approximately η = 2%; for a state of compression,
the cone departs from the Fermi level, reaching around
0.6 eV at -5%, and approaches the center of the BZ. The
opposite effect is observed for the deformation (0.0, η). In
this situation, the cone will cross EF around -2%, com-
ing close to 0.4 eV at +5%. Therefore, for an isostatic
deformation, the type-II Dirac point dynamics could be
described as a combination of uniaxial and biaxial defor-
mations. The crossing at the Fermi level occurs only close
to +4%, and the curve, as shown, suggests that a com-
pression greater than 6% may bring the cone below 0 eV,
bringing it closer to the border of the Brillouin zone. It
is also worth noticing that, extrapolating both the Dirac
node energy as well as the position of trivial bands (check
Fig. 5), one might get a situation with only non-trivial
bands at the Dirac node energy, just a few hundreds of
meV below the Fermi level.
In addition to the direct control of the position and en-
ergy level of the Dirac cones through small deformations
in the crystal structure, it is possible, by the same pro-
cess, access new topological states, as shown in Fig. 8,
which summarizes the energy evolution of the irreducible
representations of the bands that harbor the type-II
Dirac cone in the vicinity of the Fermi level. The state Γ+4
has an even dependency with isostatic pressure, decreas-
ing its energy in relation to EF for isostatic deformations
FIG. 7: Evolution of the energy and position in the
Brillouin zone for the type-II Dirac point in function of
different deformations.
FIG. 8: Energy evolution of the irreductible
representations Γ+4 , Γ
−
5,6, A
−
5,6 e A
−
4 for the
deformations (η, η, η), (η, η, 0) e (0, 0, η).
greater than−2%. The symmetry state Γ−5,6, on the other
hand, has an odd dependency. Combined, both behav-
iors result in a crossing between the bands with different
irreducible representations. Thus, a new pair of untilted
(type-I) Dirac cones will be created close to the point Γ,
for approximately η = −3% and E − EF = 0.8 eV . This
same effect is found for uniaxial and biaxial deformations.
In the case of (η, η, 0), the type-I Dirac pair will form at
η ≈ −4.2%, and for (0, 0, η) the crossing between the
bands will occur close to η = 6%. Thus, by manipulating
the system, NiTe2 is able to harbor three-dimensional in-
teracting Dirac fermions in the same energy band with
very distinct energy-momentum dispersion.
The coexistence of type-I and type-II Dirac cones
provides a route to unique and unexplored magnetore-
sistive and transport signatures. While Dirac type-I
semimetals exhibit a negative magnetoresistance in all
directions15,17, the transport properties in Dirac type-
II semimetals are expected to be extremely anisotropic
and present a negative magnetoresistance only in direc-
tions where the potential term is higher than the kinetic
term36. PdTe2
80 and the family of compounds CaAgBi81
are one of the few materials in which the coexistence of
Dirac cones of type-I and type-II is expected to happen in
the same band energy. However, NiTe2 arouse a partic-
ular interest due to the position of the cones in relation
8to the Fermi level, comprising very low-energy states,
and also because of the small distance between them in
the Brillouin zone, representing, therefore, an ideal plat-
form for the study of the interaction between different
surface states and quasi-particles with different pseudo-
relativistic signatures.
The next question one might ask is: How would be
the experimental signatures and the practical effects re-
sulting from the manipulation of the Dirac points using
deformation? For that, we will start thinking, for simplic-
ity’s sake, about the classical measurements of resistivity
and magnetization. Magnetoresistance for conventional
metals grows quadratically in low fields and tends to a
saturation value in high fields. However, in materials
where conventional charge carriers and Dirac fermions
coexist and populate the Fermi surface, the magnetore-
sistance curve as a function of the applied magnetic field
reveals an additional (and predominant) linear term to
the quadratic term82,83. Thus, it is expected that, with
the presence of Dirac cones at the Fermi level, the con-
tributions of these quasi-particles to the magnetoresis-
tance will be accentuated, thus increasing the contribu-
tion from the linear term of the NiTe2 response to in-
tense magnetic fields. Also, in many topological semimet-
als it is possible to observe a pronounced growth of the
resistivity curve in the low temperature regime increas-
ing the field. Enhancing the contribution from pseudo-
relativistic carriers, combined with supression of carriers
derived from the other non-relativistic metallic bands, it
is expected that this signature will be evidenced, result-
ing, invariably, in a significant increase in the magnetore-
sistance.
In summary, our calculations point that we can pre-
cisely control the massless low-energy electronic excita-
tions, harbored in the volume and surface, providing a
building block for applications in electronics, spintronics
and ultra-fast optoelectronics. It is important to high-
light that the strain-engineering to manipulate correlated
electronic systems can be done in real electronic devices
using piezoelectric actuators, even in mechanically deli-
cate samples84.
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Appendix A: Elastic anisotropy and mechanical
properties
The second-order elastic constants cαβ also provide
valuable information about the mechanical response of
a compound, given a certain applied strain condition.
The c11 and c33 constants, for instance, represent the re-
sistance to an unixial deformation along the [100] and
[001] directions, respectively, while the c44 elastic con-
stant is related to the resistance to a shear deformation
in the (hk0) planes. Therefore, the NiTe2 compound,
basically constituted by a set of layers that are period-
ically repeated along the c-direction, with weak interac-
tions acting between these fundamental blocks, has a low
resistance to shearing in planes parallel to the tellurium
sheets, with c44 = 20.2 GPa, according to the optB86-
vdW functional. In the [100] and [001] crystallographic
directions, we find Ni-Te and Ni-Ni bonds, offering, there-
fore, greater resistance to structural changes along these
directions. Thus, the constant c11 = 110.8 GPa re-
flects a strong intralayer interaction, whereas the value
of 45.5 GPa for the c33 elastic constant indicates that
when strain is applied in the [001] direction, the region
between tellurium layers will undergo a significant struc-
tural change, since in the van der Waals gap there is
a small resistance to deformation. But, on the other
hand, the nickel and tellurium will continue to inter-
(a) PBE+SOC (b) optB86b-vdW
(c) PBE+SOC (d) optB86b-vdW
FIG. 9: Directional depence of the reciprocal linear
compressibility Bc (a-b) and Young’s modulus E (c-d)
for NiTe2 (in GPa) using different exchange and
correlation functionals.
act in order to establish ionic/covalent bonds, preserving
the mechanical stability and exerting some resistance.
The mechanical properties within the Voigt-Reuss-Hill
approximation85 are shown in Tab. III. It is interesting
to note the B/G ratio for the different exchange and cor-
relation functionals. The B/G ratio is widely used as a
general measure of ductility86. Values higher than 1.75
indicate a ductile regime, while an B/G ratio less than
1.75 indicate that the compound has a brittle behavior.
The calculated value for the B/G ratio, therefore, shows
that NiTe2, surprisingly, presents a good ductibility for
a intermetallic compound. This assessment is consistent
with a Poisson ratio higher than 0.2687. However, the
PBE+SOC approach, as expected, overestimate the duc-
tile regime when compared to the optB86b-vdW values.
This result establishes that NiTe2 is, therefore, a decent
candidate for strain-engineering.
Knowledge of the degree of anisotropy in the single
crystal elastic properties is essential to strain-engineering
applications. The calculated reciprocal linear compress-
ibility (Bc) and Young’s modulus (E) directional depen-
dencies for several exchange and correlation functionals
are shown in Fig. 9. The reciprocal linear compress-
ibility has small anisotropy, presenting a flatted spheri-
cal shape as function of the crystallographic orientation.
On the other hand, the Young’s modulus has a strong
elastic anisotropy. It’s possible to visualize a large resis-
tance to elastic deformation in the [110] direction and a
11
TABLE III: Bulk modulus (B), shear modulus (G), Young modulus (E) and Poisson’s ratio (ν) for NiTe2 according
to the Voigt-Heuss-Hill approximation. All values are in the unit of GPa (except dimensionless quantities).
BV BR BH GV GR GH B/G EV ER EH νV νR νH
PBE 48.34 38.60 43.47 23.54 15.60 19.57 2.22 60.75 41.24 51.04 0.29 0.32 0.30
PBE+SOC 50.58 40.56 45.57 24.34 16.05 20.19 2.26 62.93 42.53 52.79 0.29 0.33 0.31
PZ+SOC 72.09 64.26 68.17 34.98 27.80 31.39 2.17 90.34 72.90 81.65 0.29 0.31 0.30
optB86b-vdW 59.12 53.84 56.48 31.44 25.41 28.43 1.99 80.11 65.88 73.03 0.27 0.30 0.28
Calc.73 - - 70.12 - - 28.75 2.44 - - 50.95 - - 0.32
slight resistance in the [001] direction. Such mechanical
manifestation occurs due to, as discussed based on the
second-order elastic constants, the weak van der Waals
interactions between adjacent Te-layers and a stronger
in-plane electronic density. It is also important to de-
pict the changes in the elastic anisotropy profiles for dif-
ferent exchange and correlation functionals. Fig. 10
shows a planar projection of the Young’s modulus us-
ing PBE+SOC and optB89B-vdW for directions in (110)
crystallographic planes. The different mechanical resis-
tance between the [001] and [110] directions is clear. The
Young’s modulus projection curve within (110) plane is
visibly tilted. The origin of this elastic behavior is the
opposite positions of the Te atoms in the unit cell, gener-
ating this anisotropy. Since different exchange and corre-
lation functionals provide different force and energy min-
imizations to the Te atomic position degree of freedom,
as well as different interatomic interactions and effective
electronic densities, the net effect is a rotation of the
Young’s modulus projection, changing its tilting angle
and its absolute value.
FIG. 10: Polar plot of the Young’s modulus E (in GPa)
in the (110) crystallographic plane.
