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Abstract 
A group G is said to be a B(n, k) group if JA2 J ::; k for any n-subset A of G. 
The B(2, 3) groups were previously classified by Freiman and the B(3, 6) groups were 
classified by Parmenter. In addition, the B(3, 8) groups were partially classified by 
Berkovich, Freiman and Praeger, and their work was later completed by Longobardi 
and Maj. In this thesis, we will classify the B(2, k) and B(3, k) groups for all other 
values of k (except B(3, 7) where partial results are obtained). We will also provide 
some results for higher values of n, including the classification of the B( 4, 10) groups 
by Parmenter and some classifications for a general value of n by Berkovich and also 
Herzog, Longobardi and Maj. 
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Chapter 1 
Introduction 
The problem we are considering concerns the structure of groups that satisfy certain 
conditions on the number of distinct products that can be obtained when we multiply 
all elements of any given subset by one another. This notion was introduced by 
Freiman [4] in 1981 and the similar case for rings was investigated later by Bell and 
Klein [1] in 2001. 
Definition 1.1 A Bk-group is a group G which satisfies the condition that if { a1, ... ak} 
is a k-subset of G, then I{ aiail1 ~ i,j ~ k }I < k(k;l). 
We will sometimes use another notation to represent the "squaring" of subsets, as 
follows. 
Definition 1.2 If we have a k-subset A = { a 1 , ... ak} of a group G, then we define 
A 2 to be the set such that A2 = {aiail1 ~ i,j < k}. 
1 
Freiman's condition is of interest since all abelian groups are Bk-groups, a fact 
which we will quickly show here. Given an abelian group G and some subset S = 
{ a 1 , ... , ak}, when we multiply the elements on both sides we know that a1 a 2 = a 2a 1, 
a 1a 3 = a 3a 1, and so on. It follows that we have at least k(k;l) = (~)repeated products, 
by commutativity, since (~) is the number of ways to choose two distinct elements 
from a k-subset. If we subtract these repetitions from the total products we get 
k2- k(k- 1) = k2 + k = k(k + 1) 
2 2 2 ' 
hence, all abelian groups are Bk-groups. So, armed with this fact, it was Freiman's 
intention to determine which nonabelian groups satisfied the same condition. 
A more general condition was later introduced by Berkovich, Freiman, and Praeger 
[2] in 1991 and is as follows. 
Definition 1.3 A group G is said to have the small squaring property on k-sets if 
IK2 1 < k2 for all k-element subsets K of G. 
This situation is of interest because it examines a broader range of groups; the 
idea being to discover which groups will have at least one repeated product when we 
multiply in the usual way, or equivalently, to find which groups give fewer than the 
usual k2 products. 
Definitions 1.1 and 1.3 along with their respective bounds are the original notions 
in the area, however, there was really no connection made between the two in the 
past. In what follows, we have consolidated and extended these definitions to include 
any bound. The new definition is as follows. 
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Definition 1.4 A group G is called a B(n, k) group if i{aiaJi1 ~ i,j ~ n}l ~ k, for 
any n-subset S = {a1, ... an} of G. 
Using this new definition, we see that a Bk-group is a B(k, k(kil)) group, while a 
group with the small squaring property on k-sets is a B(k, k2 - 1) group. 
Clearly a B(n, k) group is also a B(n, k + 1) group, a B(n, k + 2) group and so 
on. However, when we classify B(n, k) groups, we will not repeat them as B(n, k + 1) 
groups, or equivalently, each group will be listed only in a class for the smallest value 
of k for which the necessary conditions hold for that group. 
It seems appropriate to give a practical example of what we mean when we say a 
group is B(n, k). In particular, we will later show that C6 , the cyclic group of order 
6, is a B(3, 5) group, so this means if we take any 3-subset of C6 then we will get at 
most five distinct products. For example, if we take the subset S = { x, x2, x3 } we 
multiply each element by every other element on both sides, i.e: x · x = x 2, x · x 2 = x3 , 
So we have the 5 distinct products 1, x 2 , x3 , x4 , x5 . The order in which these products 
were calculated will be the order for multiplying the elements of any subset from here 
on. 
Clearly any group G where IGI ::;; k will automatically be a B(n, k) group for any 
n, hence we define the following: 
Definition 1.5 A nontrivial B(n, k) group G is a B(n, k) group where IGI > k. 
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There are a collection of groups that will appear often, so they will be defined here 
for simplicity. 
Q8 =(a, bja4 = 1, a2 = b2 , ba = a3b), the quaternion group of order 8. 
83 = (a, bja3 = 1, b2 = 1, ba = a2b), the permutation group of order 6. 
D2n = (a, bjan = b2 = 1, ba = an-Ib), the dihedral group of order 2n. 
We now define another important family of groups. 
Definition 1.6 A group H is called Hamiltonian if H is nonabelian and every sub-
group of H is normal. 
We will be working frequently with the Hamiltonian groups. The following theo-
rem regarding the structure of the Hamiltonian groups is a well known result in group 
theory and will be needed later. It appears here from Hall [5). 
Theorem 1.1 A group is Hamiltonian if and only if it is the direct product of a 
quaternion group with an abelian group in which every element is of finite odd order, 
and an abelian group of exponent two. 
Proof: ===:} 
Let a and b be two elements of a Hamiltonian group H. Then the commutator 
c = (a, b) = (a- 1b-1a)b = b8 = a- 1(b- 1ab) = ar, since (a) and (b) are both normal 
subgroups. Note that this implies that c commutes with a and also with b. Then 
(a2 , b)= (a, b)(c, a)(a, b)= (a, b)2 , 
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and we may prove similarly by induction that 
for all positive i. If a and b do not commute, then c = ar =/= 1, and putting i = r or 
i = -r, whichever is positive, we see that (a i, b) is either ( c, b) or ( c-1 , b) and is the 
identity in either event since c commutes with b. We now have (a i, b) = 1 = (a, b) i = ci, 
hence ci = 1 and ari = 1 = bsi, which means that any noncentral element of H is of 
finite order. If an element x is central in H and a is noncentral, then xa is noncentral 
and it follows that xa, and so also x, is of finite order. It now follows that every 
element of H is of finite order. 
Let a and b be elements of H which do not commute, and let aN = 1 = bM 
where we suppose N and M are minimal (replacing a and b by suitable powers if 
necessary). If pis any prime divisor of N, then by the minimality of N, aP commutes 
with b, and so, ( aP, b) = (a, b )P = 1. The same will hold for any prime dividing M. 
As c = (a, b) =/= 1, there can be only one prime dividing M and N, and IMI = pm, 
!NI = pn. Thus aP"' = 1, bPm = 1, c = (a, b), cP = 1, where, by symmetry, we may 
assume n ~ m. Further, since c E (a) and c E (b), we have that c = aJPn- 1 = bkPm- 1 , 
where j, k =/= 0 (mod p). 
In (a, b) the derived group is (c) and is in its center. We now establish the formula 
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by induction. The result is clearly true fori= 1. Fori+ 1, we obtain 
This proves the formula by induction for any group (a, b) in which (a, b) is in the 
center. 
If b1 = aubk, where u = -jpn-m, then (a, b1 ) =(a, b), whence b1 does not commute 
with a, and therefore by assumption, the order of b1 is at least as great as that of b. 
The formula just established yields 
whence 
m-1 
Here ll{ -#1, but since cP = 1, we must have p = 2 = n. Thus the relations on a 
and b are a2 = b2 = a-1b- 1ab = c, c2 = 1, and (a, b) is the quaternion group. This 
shows that any nonabelian subgroup of H contains a quaternion group. 
We know, because of the last paragraph, that H has a subgroup Q = (a, bia4 = 
1, a2 = b2 , ba = a3b) isomorphic to the quaternion group. We next show that His the 
product of Q and the group Z of elements centralizing Q. If an element x of H does 
not commute with a, then x-1ax = a-1 and hence xb commutes with a. Similarly, 
if x (or xb) does not commute with b, then xa (or xba) commutes with b, and so 
one of the elements x, xb, xa, xba lies in Z. Hence H = QZ. We now show that Z 
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cannot contain an element of order 4. Suppose x4 = 1, x E Z, then (a, bx) # 1. But 
(bx) 4 = 1, so we have a-1(bx)a = (bx)- 1 , whence a-1bax = b-1x-1 , giving x 2 = 1. 
Since Z contains no element of order 4, it cannot contain a quaternion group, and it 
follows that Z is abelian. Because Z n Q = (a2), we can, by Zorn's lemma, find a 
subgroup Z1 of Z maximal with respect to the property of not containing a2 . It now 
follows that z = z1 + Z1a2 , and H = Q X zl. We see that z1 is the direct product 
of the abelian group U, whose elements are of odd order, and an abelian group V of 
exponent 2 (since Z1 contains no element of order 4) thus H = Q xU x V. 
~ 
To prove that Q8 x U x V is Hamiltonian, it suffices to show that every cyclic 
subgroup (quv) is normal. Since U and V are in the center of Q8 xU x V, we need 
only show that a and b transform this group into itself. Clearly a-1(quv)a = qiuv, 
where i = 1 or 3, and since the order of u is an odd number n, the congruences 
r = i (mod 4), r = 1 (mod n) are solvable. Furthermore, since the order of vis 2, we 
conclude that a-1(quv)a = (quvY. Clearly the same argument works for b-1(quv)b, 
so the proof of the theorem is complete. 0 
For any other general group theory results which may be implicitly stated, see 
Rotman [9]. 
In this thesis, we provide a basis for the classifications of B(n, k) groups for small 
values of n. In Chapter 2, we completely classify B(2, k) groups. Next, Chapter 3 
is the main chapter in the thesis in which we provide a near-complete classification 
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of the B(3, k) groups. In Chapter 4, we show some results involving B(4, k) groups, 
and make a start towards a complete classification. Finally, Chapter 5 is comprised of 
some interesting general results involving B(n, k) groups, which hold for many (and 
sometimes all) values of n. For most of this thesis it will be assumed that all groups 
are finite (although some of the results can be extended to the general case). However, 
in Chapter 5 we do allow the possibility of G being infinite. 
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Chapter 2 
B(2, k) groups 
The case of B(2, k) groups serves as a nice starting point to illustrate the basics of 
small squaring. We begin with the first result in this area as shown by Freiman [4]. 
Theorem 2.1 A group G is B(2, 3) if and only ifG is either abelian or a Hamiltonian 
2-group. 
Proof:¢== 
We take a subset {x,y} where x,y E G. If G is abelian, we have xy = yx, and 
thus there exists at most three distinct products. So we check the case where G is a 
Hamiltonian 2-group, i.e. Qs x 02 ... x 0 2. We may assume by the last remark that 
x and y do not commute. But since all elements of order 2 are central, then x2 = y 2, 
and so there exist at most three distinct products. Consequently, the listed groups 
are B(2,3). 
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==> 
Assume G is a nonabelian B(2, 3) group. We recall that a Hamiltonian group is 
a group in which every subgroup is normal, and this holds if and only if for every 
x, y E G, y-1xy = xi for some i. 
Consider the subset {x,y}, where x,y E G do not commute. Since G is a B(2,3) 
group, this forces x2 = y2 . Next, we consider the subset { x, xy }. Again, x and xy don't 
commute, so we get x 2 = (xy) 2 = xyxy ::::::> x = yxy or y-1xy = xy2 ::::::> y-1xy = x3 
since y2 = x 2 . So G is Hamiltonion, or equivalently, G rv Qs X c2 X ... X c2 X A 
where A is abelian and IAI is odd by Theorem 1.1 above. 
Note that {x, y3 } = {x, x 2y}. Since x and x 2y don't commute, x2 = (y3) 2 = y6 = 
x6 , so x4 = 1 for all noncentral x E G. It follows that IAI = 1 and we're done. D 
Next we classify the B(2, 2) groups. This is the first case where we digress from 
the already investigated bounds of IA2I whereby IA2 1 :::; k(kil) and IA2 1 < k2 , for any 
k-subset A~ G. 
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Theorem 2.2 A group G is a B(2, 2) group if and only if G ~ c2 X ... X c2. 
Proof:¢:== 
Consider a subset { x, y} where x, y E G, from which we get the products x2 , xy, yx, y2. 
Clearly, yx = xy and x2 = 1 = y 2 , so we can obtain only two distinct products. There-
fore G is B(2, 2). 
==> 
Let G be a B(2, 2) group. If we consider the subset {1, x }, we obtain the products 
1, x, x2 , of which only two are distinct, hence, by the cancellation law, we must have 
x2 = 1. It follows that every element of G must be of order 2. Consequently G is 
abelian and hence G rv c2 X ... X c2, as required. D 
11 
Chapter 3 
B(3, k) groups 
To date, the case where n = 3 has been the most commonly investigated. Here, 
we have examined all possibilities and completed the cases for the "non-traditional" 
values of k which were not previously solved (except for the partial result provided 
for the B(3, 7) case, as previously mentioned). We begin this section, in a similar 
manner as the last, by detailing the k = 3~4) = 6 case with a theorem from Parmenter 
[8]. 
Theorem 3.1 There are no nontrivial, nonabelian B(3, 6) groups. 
Proof: Assume that G is a nonabelian B(3, 6) group. We first show that if x andy 
are two noncommuting elements of G, then (x, y) ~ 83 • For this we investigate three 
cases: 
• First, suppose that x2 = 1 and y2 =I= 1, and consider a subset {x, y, xy}. Multiply-
ing in the usual way, we get the products 1, xy, y, yx, y2, yxy, xyx, xy2 , xyxy. Clearly 
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1, xy, y, yx, y 2, yxy must be distinct, so xyx, xy2 , xyxy must all be equal to an element 
from the list of distinct elements. Clearly, the only possibility for xy2 is xy2 = yx. 
The possibilities for xyxy are xyxy = 1, yx or y2 . But, since xy2 = yx, xyxy must 
be equal to 1, since xyxy = yx :::::} xyxy = xy2 :::::} x = 1 is a contradiction, as 
is xyxy = y2 :::::} x 2y3 = y2 :::::} y = 1. From these two conditions we then get 
xyx = x 2y2 = y2• But then y3 = y2y = xyxy = 1, and so (x, y) I".J 83 as required. 
• In this case we assume x 2 = 1 = y 2 and we know that (xy) 2 #1 since xy =I yx. 
Since (x, y) = (x, xy), we are covered by the previous case. 
• Finally, we assume x 2 =I 1 and y2 =1 1. We first consider a subset {1, x, y} 
and multiplying we get the products 1, x, y, x 2 , xy, yx, y 2 • Since the first six of these 
elements must be distinct we can conclude that x 2 = y2 in this case. Next, con-
sider the subset { x, y, xy }. Multiplying in the usual way, we obtain the products 
2 2 2 2 Cl 1 2 2 2 t b d' x ,xy,x y,yx,y ,yxy,xyx,xy ,xyxy. ear y x ,xy,x y,yx,yxy,xy mus e Is-
tinct and x 2 = y 2 from above, so xyx and xyxy must equal one of the six distinct 
elements. The only possibility for xyx is xyx = yxy, and the two possibilities for xyxy 
are xyxy = x2 or yx. However, xyxy = x2 :::::} x 2yx = x 2 :::::} yx = 1 is a contradiction 
since xy =I yx, and xyxy = yx:::::} x 2yx = yx:::::} x 2 = 1 contradicts our assumption 
above. Since both of these choices are incompatible with xyx = yxy, this case fails. 
Next, we show that G I".J s3 is a trivial B(3, 6) group. So let X and y be any 
two noncommuting elements of G. We wish to show that (x, y) =G. Since we have 
already shown that (x, y) I".J 83 , we may assume that x2 = 1 = y3 and yx = xy2 . 
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Assume that z is an element not in (x, y) and that x and z don't commute (oth-
erwise we can replace z by yz). It now follows from the above that (x, z) "' S3 , and 
since we know that x2 = 1, we must have either z3 = 1 or (xz) 3 = 1. Replacing z 
by xz (similarly to before) if necessary, we may assume that z3 = 1. But then if we 
choose the subset { x, y, z} we get the seven distinct products 1, xy, xz, yx, y2 , y z, z2 , 
which is a contradiction. So G "' S3 , and since S3 is a trivial B(3, 6) group, the proof 
is complete. D 
In a manner similar to the last chapter, we will work backwards for smaller values of 
k, and will now consider the cases k = 3, 4, 5. First, we must show that S3 is not a 
B(3, 5) group. To see this, take the subset S = {a, b, ab} where a is of order 3 and b 
is of order 2. Multiplying in the usual way we get the six products a2 , ab, a2b, 1, b, a, 
so S3 cannot be B(3, 5), as claimed. D 
Hence, by Theorem 3.1 and the above remark, we may assume that G is abelian 
in the following cases where k = 3, 4, 5. 
Theorem 3.2 There are no nontrivial B(3, 3) groups. 
Proof: Assume G is a nontrivial B(3, 3) group. Taking a subset {1, x, y }, we get the 
products 1, x, y, x 2 , xy, y2. Since only three of these are distinct, the products x 2 , xy, y 2 
must be equal to either 1, x or y. Using the cancellation law, we get xy = 1, and we 
are left with the possibilities x 2 = 1 or x 2 = y. But in the first case x 2 = 1 = xy from 
14 
above, contradicting the cancellation law, so x2 = y. This means that G can have 
only three elements, which is a contradiction. 0 
Theorem 3.3 G is a nontrivial B(3, 4) group if and only if G ~ c2 X ... X C2. 
Proof:¢::== 
If G rv c2 X ... X c2, take any subset {x, y, z}. Since x2 = y2 = z2 = 1, G is 
B(3, 4). 
==> 
Assume G is a nontrivial B(3, 4) group and x is of order greater than 2. Taking 
the subset {1,x,x2}, we get the products 1,x,x2 ,x3 ,x4 • Since these products cannot 
be distinct, x must be of order ::; 4. 
Now, since G is a nontrivial B(3, 4) group it must also contain an element y such 
that y is not in (x). If we consider the subset {1,x,y}, we get the products 1, x, y, 
x2 , xy, y2. However, 1, x, y, x2 , and xy are all distinct, which is a contradiction. 
Therefore no such X exists, and G ~ c2 X .•. X c2 as desired. 0 
Theorem 3.4 G is a nontrivial B(3, 5) group if and only if G rv c6 or G ~ c4 X 
c2 x ... x c2. 
Proof:¢::== 
If G rv C6 = (x), we consider a subset {xa,xb,xc}. Multiplying, we get the 
products x2a, xa+b, xa+c, x2b, xb+c, x2c, whereby the sum of these exponents is 4a + 
4b+4c. However, the sum of the exponents of the set x 0 ,x1,x2,x3 ,x4 ,x5 is 15, but 
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since 4a + 4b + 4c =I 15(mod 6), our list of products cannot produce all powers of 
x. Therefore we have at most five distinct powers of X present, so c6 is B(3, 5) as 
required. 
If G "' c4 X c2 X ... X c2 we know that either x2 = 1 or x2 is the element 
(a2, 1, ... , 1) of order 2. So if we take a subset {x, y, z}, then two of x2, y2, z 2 must be 
equal, and consquently, G ~ c4 X c2 X ... X c2 is B(3, 5). 
===} 
We next assume that G is B(3, 5). Since c2 X ... X c2 is B(3, 4), we may assume 
that xis of order greater than 3. Next, we wish to show that the order of xis strictly 
less than 6. If we consider the subsetS= {1, x, x3 } then, multiplying in the usual way, 
we get the products 1, x, x3 , x 2 , x4 , x 6 • Since these elements cannot all be distinct, we 
know that every element has order at most 6. It is necessary, therefore, to consider 
only the groups C4 X ... X C4 X C2 X ... X C2, C3 X ... X C3 X C2 X ... X C2, and 
Cs x ... x Cs. 
Assume first that we can take the subset {x, y, xy}, where x, yare generators of 
different Ck 's, with k > 2. From here we get the products x2 , xy, x2y, y2, xy2 , x 2y2 , 
which are all distinct and so we cannot have more than one such Ck. Clearly C3 , C4, C5 , 
and c2 X ••• X c2 are B(3, 5) groups (the first three being trivial B(3, 5) groups), so 
either G "' c4 X c2 X ... X c2 or G "' 03 X c2 X ••• X c2, with at lea.st one c2 term. 
To finish we must investigate the latter. 
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We let G rv c3 X c2 X ... X c2 with at least two copies of c2, and take the subset 
{1, xy, x2z} where X E c3 and y, z are generators of different C2's. But since the 
products 1, xy, x2z, x2 , yz, x are clearly all distinct, we cannot have more than one C2 • 
Therefore we can have only c3 X c2 rv c6 in this case, and we're done. 0 
Next we will state a result from Berkovich, Freiman and Praeger [2] which partially 
classifies B(3, 8) groups. This was the original theorem classifying groups with the 
"small squaring property" . 
Theorem 3.5 If G is a B(3, 8) group, then one of the following is true: 
(i} G is abelian. 
(ii} G is a nonabelian 2-group. 
(iii} G = T P, where T is a nontrivial normal abelian odd order subgroup and P 
is a nontrivial 2-group. Furthermore, the subgroup Q of P which centralises T has 
index 2 in P and each element of P - Q inverts T. Thus we must have either (a) P 
is abelian and Q is elementary abelian, or (b) P is nonabelian, Q is abelian, and each 
element of P - Q inverts Q. 
Conversely any group satisfying (i} or (iii} is a B(3, 8) group. 
The proof of Theorem 3.5 will be omitted. Instead we will establish a somewhat 
analagous result for the previously unexamined case of B(3, 7) groups. The proof of 
this theorem will occupy the next 13 pages. 
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Theorem 3.6 If G is a nontrivial, nonabelian B(3, 7) group, then either G is a 2-
group or G = (p, tlp4 = 1, t3 = 1,pt = t 2p). Conversely, the latter group is B(3, 7). 
Proof: First we will show that G = (p, tlp4 = 1, t3 = 1,pt = t 2p) is a B(3, 7) group. 
To simplify the proof, we rewrite G as G = (a, pla6 = 1, a3 = p2, pa = a5-p) by setting 
a = p2t and leaving p as before. We note that A = {1, a, a2 , a3 , a4 , a5 } is a cyclic 
subgroup of G, and the set of elements H = {p, ap, ... , a5p} all have the same square, 
namely a3. We also see that in this group there are six elements of order 4 (the set 
H), two elements each of orders 3 and 6, one element of order 2, and the identity. We 
proceed by taking a subset { x, y, z} and investigating the different possibilities of the 
orders of x, y and z in an effort to find at least two repetitions of products in each 
case. Note that if any of x, y, z are of order at most 2, then such an element would be 
central and would automatically give two repetitions. So next we assume that any of 
x, y, z are of order at least 3 and consider the following cases. 
(i) lxl = 3, IYI = 6, izi = 3 or lxl = 3, IYI = 6, izi = 6 
Since all of these elements are contained in the cyclic subgroup A mentioned above, 
x, y, z will commute with each other, immediately giving at least 2 repetitions, i.e. 
xy = yx and xz = zx. 
(ii) ixl = 3, IYI = 4, izi = 6 
We take the subset { ai, ai, akp} where i = 1 or 5, j = 2 or 4, 0 ~ k ~ 5, which gives the 
Products a2i ai+i ai+kp ai+i a2i ai+kp ak-ip ak-ip a3 We already have the product 
' ' ' ' ' ' ' ' . 
ai+i repeated once, so we need only find one more repetition. We examine all possible 
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values of i and j. 
't J resulting repetition 
1 2 a3 = ai+i 
1 4 a2i = a2i 
5 2 a2i = a2i 
5 4 ai+i = aa 
We have found a repetition for all possible values of i and j, so we have the required 
two repetitions for this case. 
(iii) lxl = 3, IYI = 3, lzl = 4 
This is the subset {a2 , a4, aip} where 0:::; i:::; 5, which gives the products a4, 1, ai+2p, 1, a2 , 
(iv) lxl = 6, IYI = 6, lzl = 4 
This is the subset {a, a5 , aip} where 0 :::; i < 5, which gives the products a2 , 1, ai+1p, 1, a4 , 
( v) lxl = 3, IYI = 4, lzl = 4 or lxl = 6, IYI = 4, lzl = 4 
We take the subset { ai, aip, akp} where i = 1, 2, 4, 5; 0 :::; j :::; 5, 0:::; k :::; 5, which gives 
the products a2i ai+ip ai+kp ai-ip a3 ai-k+3 ak-ip ak-i+3 a3 We already have the 
' ' ' ' ' ' ' ' . 
product a3 repeated once, so we need only find one more repetition. We note that for 
fixed i only the difference (mod 6) between j and k matters, not the particular values 
(independent of i). For example i = 1, j = 0, k = 1 will yield the same repetition as 
19 
i = 1, j = 1, k = 2. So with this in mind we examine all necessary cases for values of 
i, j and k. 
• If i = 1 we have the products a2 al+ip al+kp ai-1p ai-k+3 ak-1p ak-i+3 a3 
' ' ' ' ' ' ' ' . 
We now check the differences between j and k using these products. 
k-j resulting repetition 
1 a2 = ai-k+3 
2 al+ip = ak-lp 
3 ai-k+3 = ak-j+3 
4 al+kp = ai-lp 
5 ak-j+3 = a2 
Hence, we get the necessary repetition for all values of j and k when i = 1. 
• If i = 2 we have the products a4 a2+ip a2+kp ai-2p ai-k+3 ak-2p ak-i+3 a3 
' , ' ' , ' ' ' . 
We now check the differences between j and k using these products. 
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k-j resulting repetition 
1 a4 = ak-i+3 
2 a2+kp = ai-2p 
3 ai-k+3 = ak-j+3 
4 a2+i p = ak-2p 
5 ai-k+3 = a4 
• 
Hence we get the necessary repetition for all values of j and k when i = 2. 
• If i = 4 we have the products a2 a4+ip a4+kp ai-4p ai-k+3 ak-4p ak-i+3 a3 
' , ' ' ' ' ' ' 0 
We now check the differences between j and k using these products. 
k-j resulting repetition 
1 a2 = ai-k+3 
2 a4+ip = ak-4P 
3 ai-k+3 = ak-i+3 
4 a4+kp= ai-4p 
5 ak-j+3 = a2 
Hence we get the necessary repetition for all values of j and k when i = 4. 
• If i = 5 we have the products a4 a5+ip a5+kp ai-5p ai-k+3 ak-5p ak-i+3 a3 
' ' ' ' ' ' ' ' . 
We now check the differences between j and k using these products. 
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k-j resulting repetition 
1 a4 = ak-i+J 
2 a5+kp = ai-5p 
3 ai-k+J = ak-i+J 
4 a5+ip = ak-sp 
5 ai-k+J = a4 
Hence we get the necessary repetition for all values of j and k when i = 5. 
Thus we have found a repetition for all possible values of i, j, and k, which provides 
the two required repetitions, so this case holds. 
(vi) lxl = 4, IYI = 4, lzl = 4 We know all the order 4 elements in G are of the form 
aip, and laipl = 4 for all i, so (aip)2 = a3 for all i. Therefore, when we take any subset 
containing only order 4 elements their squares will all be equal to a3 , immediately 
giving the required two repetitions. 
We have checked all possible cases, so G = (p, tlp4 - 1, t3 = l,pt = t2p) is a 
B(3, 7) group, as required. 
In order to complete the proof of Theorem 3.6, a number of lemmas will be needed. 
Assume that G is a nonabelian B(3, 7) group. 
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Lemma 3.1 If x, y E G are of odd order then x andy commute. 
Proof: 
We assume yx =I= xy and take the subset { x, x-1, y} from which we get the products 
x2, l,xy,x-2,x-1y,yx,yx-1,y2. Using our assumptions and the cancellation law, we 
eliminate many of the possible equalities between products and are left to investigate 
the following: 
(i) x2 = y2 :::::} x2 and y2 commute. But this implies that x andy commute, since 
x E (x2 ) andy E (y2). So this case fails. A similar argument holds for the case when 
x-2 = y2. 
(ii) xy = yx-1 :::::} y-1xy = x-1 :::::} y-2xy2 = y-1x-1y :::::} y-2xy2 = (y-1xy)-1. So 
we have y-2xy2 = (x-1 )-1 :::::} xy2 = y2x. But y E (y2), therefore x and y2 cannot 
commute. So this case also fails. A similar argument holds for x-1y = yx. 
All cases fail, so there are no two products from our list that are equal, contra-
dicting the fact that G is B(3, 7). Sox andy commute. 0 
Lemma 3.2 If x E G is of odd order andy E G is of order 2m for some integer m, 
then x and y2 commute. 
Proof: 
We assume y2x =I= xy2 and take the subset {x,x-1,y}. Multiplying in the usual 
way we get the products x2 , l,xy,x-2,x-1y,yx,yx-I,y2. Using our assumptions and 
the cancellation law, we eliminate many of the possible equalities between products 
and are left to investigate the following: 
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(i) x2 = y2 => x2 and y2 commute. Since x has odd order we know that x E (x2). 
But this means then that x and y2 commute, so this case fails. A similar argument 
follows for the case where x-2 = y2 . 
(ii) x-1y = yx-1 => y = xyx-1 => yx = xy, which is clearly a contradiction, so 
this case fails. 
(iii) xy = yx-1 => y-1xy = x-1 => y-2xy2 = y-1x-1y => y-2xy2 = (y- 1xy)-I, and 
since x-1 = y-1xy, we get y-2xy2 = (x-1 )-1 => xy2 = y2x, clearly a contradiction. A 
similar argument follows for the case where x-1y = yx. 
All cases fail, so there are no two products from our list that are equal, contra-
dicting the fact that G is B(3, 7). Consequently, x and y2 commute. D 
Lemma 3.3 If x E G is of odd order greater than 3 andy E G is of order 2m for 
some integer m, then x and y commute. 
Proof: 
Again, we assume yx =1- xy and take the subset { x, x2 , y }. Multiplying in the usual 
way we get the products x2 , x3, xy, x4 , x 2y, yx, yx2 , y2• Using our assumptions and the 
cancellation law, as before, we eliminate many of the possible equalities between 
products and are left to investigate the following: 
(i) x 2 = y 2 => lx21 is even, which we know is false since lxl is odd. A similar 
argument holds for the cases where x3 = y 2 , x 4 = y 2 (for x3 = y 2 , note that lxl > 3). 
(ii) xy = yx2 => y-1xy = x2 => y-1xy = (yx2y-1) 2 since x = yx2y-1• But then 
y-1xy = yx2y-1yx2y-1 = yx4y-1 => x = y2x4y-2• Applying the last lemma, it is 
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clear that x and y2 commute giving y2x4y-2 = x4 y2y-2 = x4 => x4 = x => x3 = 1. 
This contradicts our assumption that lxl is greater than 3, so this case fails. The case 
where x 2y = yx fails by a similar argument. 
(iii) yx2 = x 2y => x2 andy commute. Since lxl is odd, x E (x2 ) which contradicts 
the fact that xy =I yx, hence this case fails. 
Since all cases fail, there are no two products from our list that are equal, contra-
dicting the fact that G is B(3, 7). Therefore, x andy commute. 0 
Lemma 3.4 If x, y E G are both of order 3 with y =j:. x and y =j:. x2, and z E G is of 
order 2m for some integer m, then z commutes with both x and y. 
Proof: 
We may assume that z does not commute with either x or y (replacing x or 
y with xy if needed. Since x and y commute by Lemma 3.1, (xy) 3 = x3y3 = 1, 
y =j:. x2 => xy =j:. 1, so ixyi = 3 and xy =j:. x, xy =j:. x2 ). It is clear also that z 
doesn't commute with x 2 or y2 . Thus if z-1xz = y we replace y with y2 , so we can 
assume z-1xz =j:. y. Also, it follows from Lemma 3.2 that z-1yz =j:. z-2xz2 = x, so 
we consider the subset { x, y, z} and multiply in the usual way to get the products 
x2 , xy, xz, y2 , yz, zx, zy, z2 . Using the above assumptions and the cancellation law, we 
are left to investigate the following. 
(i) x2 = y2 => x 4 = y4 => x = y, clearly a contradiction since we assume x =j:. y, so 
this case fails. 
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(ii) x2 = z2 => jx2 1 = jz2 1 which is clearly a contradiction since jx2 1 = 3 and jz2 j 
is a power of 2. A similar argument holds for the cases y2 = z2 and xy = z2 • 
(iii) x2 = yz => y2x2 = z which is a contradiction since jy2x2 j = 3 and lzl is a 
power of 2. A similar argument holds for x 2 = zy, y2 = xz and y2 = zx. 
All cases fail, so there are no two products from our list that are equal, contra-
dicting the fact that G is B(3, 7). Therefore, z commutes with both x andy. D 
Lemma 3.5 If x E G is of order 3, y E G is of odd order greater than 3, and z E G 
is of order 2m for some integer m, then z commutes with both x andy. 
Proof: 
We know from Lemma 3.3 and Lemma 3.1 above that y commutes with z, and x 
commutes withy. If we say jyj = n, then (xy) 3n = x3ny3n = 1 · 1 = 1, so the order 
of xy divides 3n. Since 3n is odd, jxyj is also odd. (Note that y =f. x2 so xy =f. 1, and 
(xy) 3 = 1 => x3y3 = 1 => y3 = 1 which is a contradiction since IYI is of order greater 
than 3. So jxyj is odd and greater than 3). Since jxyj = lcm(3, n), jxyj is odd and 
greater than 3, thus Lemma 3.3 says that xy commutes with z, and therefore x also 
commutes with z. D 
We will now use the previous lemmas to obtain information on the structure of G 
when G is a B(3, 7) group. In what follows, Twill be the set T = {g E G I the order 
of g is odd}. 
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Lemma 3.6 The set T is an abelian normal subgroup of G. 
Proof: 
For all t E T, it follows from Lemma 3.1 that t 1f2 1 = t21tt. So jt1t21 l = 
lcm(!tt!, lt2 1) is odd, and thus t 1t21 E T. This shows that Tis an abelian subgroup. 
Also, !gtg-1! = !t! fortE T and g E G, so gtg-1 E T, and therefore T <l G. 0 
Lemma 3.7 Let P be a Sylow 2-subgroup of G. Then G = TP. 
Proof: 
Since T<lG, it follows that TP = {tp!t E T,p E P}. Hence !TP! = ~~g~\ = !TIIPI 
since IT n PI = 1. So G = T P, as required. 0 
Lemma 3.8 There are two possibilities forT, either IT! = 3 or T is central in G. 
Proof: 
Assume that ITI > 3 and let x =1- 1 be any element ofT. Let z E G be such that 
lzl = 2n for some n. If lxl > 3, then Lemma 3.3 says that x and z commute. On 
the other hand, if lxl = 3 we can choosey E T such that y ¢. (x) (since ITI > 3). It 
follows from Lemmas 3.4 and 3.5 that z commutes with both x andy. 
So in all cases x and z commute and we conclude from Lemma 3. 7 that x is central. 
Thus T is central. 0 
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Lemma 3.9 IJT is central in G then T = {1}. 
Proof: 
If P is a Sylow 2-subgroup of G, then P is nilpotent and nonabelian because 
G = T x P and T is central in G with G nonabelian. So there exists k ~ 1 such 
that Zk(P) =1- P while Zk+I(P) = P. We know that z~~~~~) is the centre of zk!':(P) 
and zk~P) is abelian but not cyclic, which allows us to choose maximal subgroups 
M =1- N of P such that M 2 Zk(P) and N 2 Zk(P). So we have 1~1 = 1~1 = 2 and 
IM~NI = 4. 
Next, we want to choose a E M - N and b E N - M such that ab =1- ba. Assume 
instead we have chosen a E M- Nand b E N- M such that ab = ba (note that 
P = (M n N, a, b)). Since a is not in N and N 2 Zk(P) 2 Z(P), a is not in Z(P). 
But, from our assumption, a commutes with both a and b, so there must exist an 
x E M n N with xa =1- ax. Then bx E N - M and abx =1- bxa. So if we pick a and b 
such that ab = ba, we simply replace b by bx. 
Next, lett E T, t =1- 1. If we selectS= {a, bt, abt2 }, where a and bare chosen as be-
fore, then 8 2 contains the nine elements a2 , abt, a2bt2 , bat, b2t 2 , babt3 , abat2 , ab2t3 , ababt4 . 
We now try to show that more than seven of these are distinct. If t3 =1- 1 this is 
straightforward, so we will assume that t3 = 1 from now on. We use the cancellation 
law with the fact that ab =1- ba to eliminate most of the possibilities and we are left 
to investigate the following: 
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• If we take bab = a2 ==? b-1ab = b-2a2 E MnN ==?a= b(b-2a2 )b-1 E MnN. But 
then this implies that a E N, a contradiction, so bab and a2 are distinct. A similar 
argument holds for the case where b2t 2 = abat2 . 
• If we let ababt = bat then a-1ba = bab = b2 (b- 1ab) E M, which contradicts 
bE N- M. So these products are distinct. 
We are left with more than seven distinct products, hence no such t can be chosen 
to satisfy the condition that G is B(3, 7). Thus T = {1} as required. 0 
Now we will proceed with the proof of Theorem 3.6. We may assume that G is 
not a 2-group and IGI = 3 · 2n for some n, that G has a unique Sylow 3-subgroup 
T = (t) where t3 = 1, and that Tis not central in G. Let P be a Sylow 2-subgroup 
of G, so G = T P. 
Next, we set Q = {x E Plxt = tx}. Since Tis not central in G, P =/= Q. Note that 
if a E P-Q, then ata-1 = t2 and at2a- 1 = (ata-1) 2 = (t2)2 = t4 = t. It follows that 
if a 1 E P- Q and a 2 E P- Q then a 1a2 E Q, since a 1a 2t(a1a 2)-1 = a 1a 2ta21a11 = 
a 1t 2a!1 = t. So Q is of index 2 in P. Note that since IGI ~ 8, IPI > 2 it follows that 
IQI ~ 2. We must now check two cases: 
Case 1: P is abelian 
We choose (if possible) p E P - Q and q =f 1 E Q with p 2 =f q, and let 
S = {pq, tp, tq}. Multiplying the elements of Sin the usual way, we get the products 
p2q2 ,pqtp,pq2t, tp2q, tptp, tptq, tpq2 , t 2qp, t2q2. Using the earlier remark that ata-1 = 
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t 2 , this list can be rewritten as p2q2 , p2qt2 , pq2t, p2qt, p2 , pq, pq2t 2 , pqt, q2t 2 . The can-
cellation law tells us that the only possibility for equality here is p2q2 = p2• So there 
must be at least eight distinct products, giving a contradiction. It follows then that 
we must have p2 = q. 
We can conclude that P = (p) must be cyclic of order 4. Therefore the group in 
question is exactly G = (p, tlp4 = 1, t3 = 1,pt = t2p) of order 12. 
Case 2: P is not abelian 
First we need a lemma from [2]. This result could be deduced from the argument 
given in the second paragraph of the proof of Lemma 3.9, but we will include it for 
completeness. 
Lemma 3.10 Let P and Q be as defined above. Either P is abelian or there are 
elements a E P - Q and b E Q such that ab =/:- ba. 
Proof: 
If a E P- Q centralises Q, then a centralises (a, Q) = P, that is, a E Z(P). Thus 
if each element of P- Q centralised Q, then each element of (P- Q) would centralise 
Q and hence would lie in Z(P). We know that P- Q <; Z(P) contains exactly half of 
the elements of the subgroup P since Q is of index 2, but also 1 E Q and 1 E Z(P). 
Therefore (P- Q) = P and P = Z(P). SoP is abelian. 0 
We return to the proof of Theorem 3.6, assuming Pis not abelian and choosing a 
and bas in Lemma 3.10. 
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We choose two particular subsets. 
(i) First, we choose the subset S = {a, b, t}, with a E P- Q, b E Q, t E T as 
before. Multiplying in the usual way we get the products a2 , ab, at, ba, b2 , bt, ta, tb, t 2 . 
Since bt = tb by definition, we use our assumptions above and the cancellation law 
to eliminate all other possible equalities except for a2 = b2 . So we get eight distinct 
products unless a2 = b2 . Note that we can replace a E S by ab E P- Q since 
(ab)b =f b(ab), which gives us abab = b2 . 
( ii) We now choose another subset S = {a, tb, t}. Multiplying the elements of 
S we get the eight products a2 , atb, at, tba, t 2b2 , t2b, ta, t 2 , which can be rewritten as 
a2 , abt, at, bat2 , b2t2 , bt2 , at2 , t 2 . Clearly, the only possible equality is b2t2 = t2 , forcing 
b2 = 1. So we get eight distinct products unless b2 = 1. 
If we combine these subcases, we get a2 = b2 = abab = 1 which implies that 
aba = b =? aba2 = ba =? ab = ba, contradicting our assumption that ab =f ba. Since 
Case 2 cannot possibly exist, the proof of Theorem 3.6 is complete. D 
For B(3, 8) groups, the classification of the 2-group case (case (ii) from Theorem 
3.5) had been partly solved by Berkovich, Freiman, and Praeger [2]. Before stating 
this theorem, we must define two families of groups. 
Definition 3.1 A 2-group G is called aD-group if it is nonabelian and ~he subgroup 
A= (xlx E G, x2 =f 1) is a proper subgroup of G. 
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Definition 3.2 A 2-group G is called a Q-group if it is nonabelian and satisfies the 
following conditions: 
(i) G has a subgroup A of index 2 such that each element of G- A has order 4, 
and 
(ii) If x, y E G - A then x2 = y2 and ax = x-1ax = a-1 for all a E A. 
Now that we have defined D-groups and Q-groups, the theorem is as follows. 
Theorem 3. 7 Let G be a nonabelian B(3, 8) 2-group. Then either 
(i) G is a D-group or a Q-group, or 
(ii) G has exponent 4 and derived length 2. Further, each of the centre Z(G) and 
the derived quotient G / G' is either elementary abelian or the product of an elementary 
abelian group and a cyclic group of order 4. 
Conversely, each 2-group which is aD-group or a Q-group is also a B(3, 8) group. 
Later, case (ii) from Theorem 3.7 was completed by Longobardi and Maj [7]. 
Their theorem is as follows. 
Theorem 3.8 Let G be a finite 2-group of exponent 4. Then G is B(3, 8) if and only 
if one of the following holds: 
(i) G is abelian, 
(ii) 0 1 (G) = (x2 lx E G) has order 2, 
(iii) G = (A, x), where A is abelian, x2 E A, ax = a-1 for every a E A, 
(iv) G = E2 x (a, b, c), lal = lbl =lei= 4, ab = a-1 , [a, c] = [b, c] = 1, c2 = a2b2 , 
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(v) G = E2 x (a,b,c,d), ab = a-1 , cb = c-1 , cd = c-1, [a,c] = [a,d] = [b,d] = 1, 
lal = lbl =lei= ldl = 4, c2 = d2 = a2b2 . 
We do not have a proof classifying which 2-groups are B(3, 7). However, we are 
able to show that a nonabelian 2-group of order ~ 16 is B(3, 7) if and only if it is a 
Hamiltonian 2-group. Here, we present some groups that we know are not B(3, 7). 
• DB 
If we take the subset S = {a, b, ab }, we get the products a2 , ab, a2b, a3b, 1, a3 , b, a, 1, 
of which the only repetition is the identity. We get eight distinct products, so DB is 
not B(3, 7). 
All the dihedral groups of order 2n for some n ;::: 3 contain a subgroup H f"V DB, so 
the subset S = {a, b, ab} previously chosen will yield eight distinct products in each 
case. Therefore none of this family of dihedral groups can be B(3, 7). 
• Dtf; = (a, blaB = b2 = 1, ba = a5 b) 
If we take the subsetS= {a, b, ab }, we get the products a2 , ab, a2b, a5 b, 1, a5 , a6 b, a, a6 . 
We get nine distinct products, so therefore Dtf; is not B(3, 7). 
• D!6 = (a, blaB= b2 = 1, ba = a3 b) 
If we take the subset S = {a, b, ab}, we get the products a2 , ab, a2b, a3b, 1, a3 , a4b, a, a4 . 
We get nine distinct products, so therefore D16 is not B(3, 7). 
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If we take the subset S = {a, b, ab}, we get the products a2 , ab, a2b, a3b, b2 , a3b2 , b, ab2 , b2, 
of which the only repetition is b2• In this case, we get eight distinct products, so there-
fore Pis not B(3, 7). 
If we take the subset S = {a, b, ab}, we get the products a2 , ab, a2b, a 7b, a4 , a3 , b, a5 , a4 , 
of which the only repetition is a4 . Again, we get eight distinct products, so therefore 
Q16 is not B(3, 7). 
of which we find no repetitions. Here, we get nine distinct products, so therefore H 
is not B(3, 7). 
• D = (a b cJa2 = b2 = c4 = 1 ac = ca be= cb ba = c2ab) 
' ' ' ' ' 
If we take the subset S = { ca, cb, cab}, we get the products c2 , c2ab, c2b, ab, c2 , a, b, c2a, 1, 
of which c2 is the only repetition. We get eight distinct products, soD is not B(3, 7). 
Since D8 x C2 contains D8 as a subgroup, we have eliminated all nonabelian groups 
of orders 8 and 16, except for the Hamiltonian 2-groups. This fact gives rise to the 
following theorem. 
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Theorem 3.9 G = Q8 x 0 2 x · · · x 0 2 is a B(3, 7) group. 
Proof: 
We begin by looking at Q8 by itself. We know that Q8 has one element of order 2, 
namely a2 , and every other element (besides the identity) is of order 4, which implies 
that the square of every order 4 element in Q8 will be a2 . Since 1 and a2 are central, 
any 3-subset involving these must have at least two repeated products. It follows 
that the only case to consider is S = { x, y, z} where lxl = IYI = lzl = 4. But then 
x2 = y2 = z2 = a2 yielding two repetitions. Thus Q8 is a B(3, 7) group. 
However, it is easy to see that the same argument as above also applies to Q8 x 
0 2 x ... 0 2 . In that group, all elements of order ~ 2 are central and all non-central 
elements square to (a2 , 1, ... , 1). So, as above, we conclude that Q8 x 0 2 x ... 0 2 is 
B(3, 7). 0 
As mentioned above, the situation for B(3, 7) groups is still open. Using the 
above results, we would like to suggest the possibility that the group of order 12, 
which appeared in Theorem 3.6, and the Hamiltonian 2-groups are the only nontrivial, 
nonabelian B(3, 7) groups. 
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Chapter 4 
B( 4, k) and B(5, k) groups 
We begin a survey of higher n values with B(4, k) groups. As usual our first concern 
is the case k = n(nil) = 4~) = 10. We have the following theorem from Parmenter 
[8]. 
Theorem 4.1 There are no nontrivial, nonabelian B( 4, 10) groups. 
Before we get into proving Theorem 4.1, we first need to prove the following lemma. 
Lemma 4.1 If x, y are noncommuting elements of a B(4, 10) group, then (x, y) is 
isomorphic to one of S3 , Ds, Qs, D10. 
Proof: As in some of our earlier proofs, we must examine a number of cases. The 
procedure will be to let x and y be noncommuting elements of a nonabelian B( 4, 10) 
group, and look at different combinations for the orders of x and y. Here we will 
only mention repetitions between products that are not immediately obtainable by 
the cancellation law. 
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• Assume that x2 = 1 andy is of order 8. If we take the subset {x, y, y2 , y3}, we 
get at least nine distinct products 1, xy, xy2 , xy3 , y2 , y3 , y\ y 5 , y6 . Hence, one of 
yx and y 3x must be equal to one of these nine elements. Since yx = xy2 implies that 
y = xy2x = xyxy2 = x 2y4 = y4 which is impossible, the only possibility for yx is 
yx = xy3 . Also y 3x = xy3 implies yx = xy since y 3 E (y), so the only possibility for 
y3x is y3 x = xy. So yx must equal xy3 in either case. But then if we take the subset 
{x,y,xy,y2 }, we get eleven distinct products, namely 1, xy, y, xy2 , yx, y2 , yxy, y 3 , 
xyxy, y2x, y 2xy. This is a contradiction, so this case does not occur. 
• Assume that x2 = 1 and that the order of y is greater than 6 but not equal to 
8. We take the subset {x, y, y2 , y3 } as before, and this time we get the ten distinct 
elements 1, xy, xy2 , xy3 , yx, y2 , y3 , y4 , y 5 , y6 , noting that yx = xy2 implies that 
y = y4 as before and, similarly, yx = xy3 implies y = y9 , which are impossible. It 
now follows that y2x must equal one of these ten elements and the only possibilities 
are y 2x = xy2 or y 2x = xy3 , noting that y2x = xy implies that y = x 2y = y4 , as 
before. Similarly, we must have y 3x = xy2 or y 3x = xy3 . But to have y 2x = xy2 
and y 3x = xy3 together implies yx = xy, while y 2x = xy3 and y3x = xy2 together 
give y 6x = y4 (y2x) = y4xy3 = y 2xy6 = xy9 and y6x = y3 (y3x) = y 3xy2 = xy4 , which 
imply that xy9 = xy4 ::::} y5 = 1. All possibilities yield a contradiction, so this case 
cannot occur. 
• Assume that x2 = 1 andy is of order 6. Taking the same subset {x, y, y2, y3}, we 
get the nine distinct elements 1, xy, xy2 , xy3 , yx, y2 , y3 , y4 , y 5 . So either y 2x or y 3x 
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must equal one of these nine elements, thus we can eliminate all possibilities similarly 
to the last case except for y2x = xy2 or y3x = xy3 . If we set y 2x = xy2 and take the 
subset {x, y, xy, y3}, we get the eleven distinct products 1, xy, y, xy3 , yx, y2 , yxy, y4 , 
xy2 , y3x, y3xy. Also, if y3x = xy3 , we obtain from the subset { x, y, xy, y2 } the eleven 
distinct products 1, xy, y, xy2 , yx, y2 , yxy, y3 , xy3 , y 2x, y4 • Since all possibilities 
fail, we again have a contradiction. 
• Next we assume x2 = 1 and y5 = 1. This time we take the subset {x, y, xy, y2 } 
and get the ten distinct products 1, xy, y, xy2 , yx, y2 , yxy, y3 , xy3 , y4 . Note 
that yx = xy2 implies y = y4 and xy3 = yx implies y = y9 , as before. Now y 2x 
must equal one of these ten elements and the only possibility is y2x = xy3 , since 
y 2x = xy implies y = y4 and y 2x = xy2 implies yx = xy. But, if this is the case, 
then yx = y6 x = y4 (y2x) = y4xy3 = y 2xy6 = y 2xy = xy4 • So in this case we have 
(x, y) ~ D10 , which was one of our four possible groups. 
• Next, we take x2 = 1 and y of order 4. If yx = xy3 , then (x, y) rv D8 , so we 
assume this is not the case. But then if we take the subset {x, y, xy, y 3}, in a similar 
way as before, we get the eleven distinct products 1, xy, y, xy3 , yx, y2 , yxy, xy2 , x, 
y 3x, y 3xy, which yields a contradiction. 
• Here we assume that x2 = 1 = y3 . If yx = xy2 then (x, y) rv 53 , so we assume 
this is not the case. Again, taking the subset { x, y, xy, y2}, we get the ten distinct 
products 1, xy, y, xy2 , yx, y 2 , yxy, x, y 2x, y 2xy. So xyx must equal some element from 
this list. The only possibilities are xyx = yxy or xyx = y 2xy, but xyx = yxy implies 
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xy = xyx2 = yxyx = y 2xy ::::} y 2 = 1 and xyx = y 2xy implies that yx = x 2yx = 
xy2xy = xyx2yxy = y 2(xyx)yxy = y 2y 2xyyxy = yxy 2xy = yxxyx = y 2x::::} y = 1. So 
both cases fail, giving a contradiction. We note here that the argument provided for 
this case is shorter than that in [8]. 
• If x2 = 1 = y 2 then ( xy )2 =/= 1 (since xy =/= yx), so replacing y by xy we can 
assume we are dealing with one of the cases already considered. 
In order to finish the argument, we need to check the cases where neither x nor y 
is of order 2. 
• We first assume that x2 =/= 1, y2 =/= 1 and x2 = y2 . If yx = xy3 , it will then follow 
that y 3 = yx2 = xy3x = y7 , so y4 = 1 and G "' Q8 . Hence, we may assume that 
yx =/= xy3 . If we take the subset {x, x3 , y, xy}, then we get the ten distinct elements 
x2 , x4 , xy, x 2y, x 3y, x4y, yx, yx3 , yxy, xy2 (note that x 3 =/= 1 since x2 = y 2 , and 
also yx3 = xy implies xyx = yx4 = y(y2)(y2 ) = x 4y). Hence xyx must be equal 
to some element from this list and, by the cancellation law, the only possibility is 
xyx = yxy. But this would make xyx3 distinct from all elements in the list, so we 
have a contradiction. 
• Next we assume that x2 =/= 1, y2 =/= 1, x2 =/= y2 , xyx =/= y and yxy =/= x. We 
may also assume (xy) 2 =/= 1 because otherwise we would be in one of the previous 
cases. If we take the subset { 1, x, y, xy}, we get the twelve elements 1, x, y, xy, x 2 , 
x 2y, yx, y 2 , yxy,xyx, xy2 , xyxy. We need two of these products to be equal to other 
elements in the list or we will have a contradiction. However, by the cancellation law 
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and the given conditions, the only possibilities are yx = x 2y, yxy = x2 , xyx = yxy, 
xyx = y2 , xy2 = yx, xyxy = yx. The condition yx = x 2y contradicts each of the 
other five possible conditions, so we can assume this condition doesn't hold, and the 
same remark is true for yx = xy2 and xyxy = yx. Next, we observe that yxy = x 2 
and xyx = yxy cannot be true at the same time since together they imply that y = 1. 
A similar argument shows that xyx = yxy and xyx = y 2 also cannot be true at the 
same time. So the only remaining possibility is yxy = x2 and xyx = y 2 . However, 
under these assumptions, if we take the subset { x, y, xy, x2 } we get the eleven distinct 
products x 2 , xy, x 2y, x 3 , yx, y 2 , yx2 , xy2 , xyx2 , x 3y, x4 • We cannot get two of the 
six conditions to hold simultaneously, so this case fails. 
The last three cases all assume that x 2 =j:. 1, y2 =j:. 1, x 2 =j:. y2 , and xyx = y. 
Once these possibilities have been settled, we will be finished because a similar (sym-
metrical) argument will be true when yxy = x. Note that yx = x-1y means that 
ynx = x-1yn whenever n is odd, and therefore this forces the order of y to be even. 
• First, we make the above assumptions and also assume that the order of y is 
greater than 4 but not equal to 8. Then, if we take the subset {1, x, y, y 3}, we get the 
eleven distinct elements 1, x, y, y3 , x 2 , xy, xy3 , yx, y 2 , y4 , y3x. We note that x 2 = y3 
implies xy3 = y3x = x- 1y3 :::::} x = x-1 :::::} x 2 = 1, and either of yx = xy3 or xy = y3x 
implies that x 2 = y 2 , since yx = xy3 ::::}- yx2 = xy3x = xx-1y 3 = y3 ::::}- x 2 = y 2 and 
xy = y3x = x- 1y3 :::::} x2 = y2 . Finally if y4 = x2 , then y5 = yx2 = x-2y = y-3 
:::::} y8 = 1, so this case fails. 
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• Next we consider the case where the order of y is 8. If we take the subset 
{1,x,y,y3}, we get the ten distinct elements 1, x, y, y3 , x2 , xy, xy3 , yx, y2 , y3x. So 
y4 must be equal to an element from this list and the only possibility is y4 = x2 • But, 
if this is the case, then (y3) 2 = y6 = x2y2 = y2x2 is distinct from all ten elements, so 
we have a contradiction. 
• Finally, we assume that y is of order 4. If we take the subset { x, y, xy, y2} we get 
the nine distinct products x2 , xy, x 2y, xy2 , y 2 , y3 , xyx, xy3 , 1. It follows then that 
either yx or yxy must be equal to one of the listed elements, the only possibilities 
being yx = x 2y or yxy = x2 . If yx = x 2y, then xyx = x 3y ::::} y = x 3y ::::} x 3 = 1 
(since xyx = y from above), but then the subset {xy2 , y, x2 , x2y} gives the eleven 
distinct elements xy2xy2 = xyx2yy2 = xx2yxy3 = x 2y4 = x2 , xy3 , xy2x 2 = xyx2yx = 
xyx2x 2y = xyxy = xx2yy = y2, xy2x 2y = y3 , yxy2 = x 2y3 , yx2 = xy, yx2y = xy2 , 
x 2y, x, x2y2, x 2yx2 = y. On the other hand, if we let yxy = x2 , then y2 = x 3 and then 
the subset {x,y,x2,x2y} will give us the eleven distinct elements x2 , xy, x3 , x 3y, yx, 
yx2 , yx2y, x 2y, x4 , x2y2 , x 2yx2 . So, under both conditions, we get a contradiction, 
and the proof is complete. 0 
We can now use the above lemma to prove Theorem 4.1. 
Proof: (Theorem 4.1) Let x, y be noncommuting elements from a nonabelian 
B( 4, 10) group G. Then (x, y) is isomorphic to one of S 3 , D 8 , Q8 or D 10 , from Lemma 
4.1. So we need to prove that G = (x, y) in all cases. 
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• First, we assume that (x, y) ~ D8 or D 10 , whence we may also assume that 
x2 = 1, y 4 = 1 or y5 = 1, and yx = xy- 1• Note that if we take the subset {x,y,xy}, 
we get the eight distinct elements 1, xy, y, yx, y2 , yxy, xyx, xy2• It follows that, 
if we take some z tJ. (x, y), we would get eleven distinct elements from the subset 
{x,y,xy,z}, which is a contradiction. So (x,y) "'G, as required. 
• Next assume (x, y) "'Q8 and x4 = 1, y2 = x2 , yx = xy3 with z tJ. (x, y). We can 
assume that z does not commute with x (if it does, we use yz). By Lemma 4.1, since 
(x, z) contains an element of order 4, we know that (x, z) "' D8 or (x, z) "' Q8 . But, if 
(x, z) ~ D8 , then (x, z) = G by the previous case. So we assume that (x, z) "' Q8 . It 
then follows readily that z2 = x2 = y 2 and zx = xz3 . If we take the subset {x, y, xy}, 
we get the seven distinct elements x2 , xy, x 2y, yx, yxy, xyx, xy2 . Furthermore, the 
elements xz, yz, xyz, zx are distinct, so the subset { x, y, xy, z} will give us eleven 
distinct products, and therefore a contradiction. So again G = (x, y). 
• Finally we assume that (x, y) "' 83 and x2 = 1, y3 = 1, yx = xy2 . Again, if 
z tJ. (x, y), we may then assume that z does not commute with x, and the only case not 
settled is where (x, z) "' 83 . We may assume z is of order 3 (or use xz if necessary), 
and so zx = xz2 • But now the subset {x,y,xy,z} contains all six elements of (x,y) 
in addition to xz, yz, xyz, z2 , and zx. Since we now have eleven elements in total 
and therefore a contradiction, G = (x, y). 
We have shown that G = (x, y) in all cases, so the proof is complete. 0 
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We see that the theorem for B( 4, 10) groups is similar to that for B(3, 6) groups. 
This might lead us to believe that the same statements will appear for higher values 
of n. However, this trend stops at n = 5 due to the following theorem. 
Theorem 4.2 The group G = Qs X c2 is a B(5, 15) group. 
Proof: We first note that the center Z (G) is an elementary abelian 2-group of order 
4, and that one particular element of Z (G), say h such that h = ( a2 , 1), has the 
property that x2 = h for all noncentral elements x of G. In addition, if a product xy 
of noncentral elements x, y is noncentral in G then yx = xyh. 
We assume that G is not a B(5, 15) group and take a subset { v, w, x, y, z} of 
G such that every element of G is a product of two elements from the subset. We 
observe that each of v2 , w2 , x2 , y 2, z2 must equal 1 or h. So we immediately have at 
least three repeated products from these squares alone. We now look at three cases, 
namely when we have 0, 1, or 2 central elements in the subset. We note that a choice 
of three or more central elements produces more than enough equal products simply 
by commutativity. 
• If we have v and w central, then v and w would give seven more repeated 
products. In this case, we have at least ten repetitions out of twenty-five products 
which contradicts the assumption. 
• If we have v central and w2 = x2 = y 2 = z2 = h, then we have seven repeated 
products, namely x2 , y2 , z2 , wv, xv, yv, and zv. Since each element of G is a product 
of two elements from the subset and there are four central elements, some product 
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of different noncentral elements must be in Z (G) and not equal to 1 or h. If we 
assume wx is this product (by relabelling if necessary), then wx = xw giving an 
eighth repeated product. Also, for the same reason there has to exist another product 
that must equal the fourth element of Z(G), giving a ninth repeated product. If 
this product involves w or x, we can construct another central product (i.e. if wy 
is central, then so is xy = (xw)w2 (wy)), which would be a tenth repeated product 
and therefore a contradiction. So the only possibility is that yz E Z(G). But now 
(xz)(yw) = x(zy)w = (xw)(zy) = h, since it is the product of the two distinct 
elements of Z( G) which are different from 1 and h. But, for this to happen in G, 
either xz and yw are central or xz = yw. In either case, we have a tenth repeated 
product which is a contradiction. 
• If we have v 2 = w 2 = x 2 = y2 = z2 = h, then we have no central elements in 
our subset and we immediately have four repeated products. So, in this situation, 
we must be able to obtain the three central elements other than h as products of 
two elements from the subset. We know that some element in {v,w,x,y,z} must be 
used twice in these products and by relabelling, if necessary, we can assume vw and 
vx are central. But then wx = wv( v2 )vx is also central, as we saw in the last case, 
thus we now have seven repeated products. Since vw, vx, and wx are all different 
and none of them is equal to h, we may assume that vw = 1 and it then follows that 
w = vh. Next, we observe that if vy or vz were central, then we would be able to find 
three additional central elements, similarly to the last case, by getting more repeated 
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products and, hence, a contradiction. So we can assume that none of the products is 
central. But then vy = yvh = yw, yv = vyh = wy, vz = zvh = zw, giving us three 
additional repeated products, which is a contradiction. 
The three possible cases all contradict the assumption that G is not B(5, 15), so 
the proof is complete. 0 
In fact, G has the interesting property that it is the only nonabelian group of order 
16 which is B(5, 15), as shown by the following counterexamples. The definitions of 
the groups listed here are given near the end of Chapter 3 . 
• Ds X c2 where c2 = {1,x} 
If we take the subset S = {a, b, ab, ax, bx} and multiply in the usual manner, the 
products we get will be all sixteen elements of Ds X c2. Therefore Ds X c2 is not 
B(5, 15). 
• D16 
If we take the subset S = {a, b, ab, a3 , a3 b}, the products we get will be the sixteen 
elements of D16 . Therefore D16 is not B(5, 15) and, in fact, it follows in a similar way 
as shown for B(3, 7) groups that D2n is not B(5, 15) for all n 2: 4. 
• Dt6 
If we again take the subset S ={a, b, ab, a3 , a3b}, the products we get will be the 
sixteen elements of Dt6. Therefore Dt6 is not B(5, 15). 
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• D!6 
If we take the subset 8 = {a, b, ab, a5 , a2b}, the products we get will be the sixteen 
elements of D!6 . Therefore D!6 is not B(5, 15). 
• P = (a, bla4 = b4 = 1, ba = a3b) 
If we take the subset 8 = {a, b, ab, b3 , ab2 }, the products will be all sixteen elements 
of P. Therefore Pis not B(5, 15). 
• Q16 = (a, bla8 = 1, a4 = b2 , ba = a7 b) 
If we take the subset 8 = {a, b, ab, a5 , a5b}, the products will be the sixteen ele-
ments of Q16 . Therefore Q16 is not B(5, 15). 
• H = (a,bla4 = b4 = (ab)2 = (a2 ,b) = 1) 
If we take the subset 8 = {a,b,ab,ab2 ,ab3 }, the products will be all sixteen ele-
ments of H. Therefore His not B(5, 15). 
• D = {a, b, cla2 = b2 = c4 = 1, ac = ca, be= cb, ba = c2ab) 
If we take the subset 8 = { ca, cb, cab, b, c2a }, the products will be the sixteen 
elements of D. Therefore Dis not B(5, 15). 
We will also look at some more groups of small order > 16 . 
• 84 
If we take the subset 8 = {(12), (34), (123), (1243), (1423)}, we get (at least) the 
sixteen products e (the identity permutation), (12)(34), (13), (143), (13)(24), (1234), 
(124), (14)(23), (23), (1243), (132), (1432), (1342), (243), (123), and (1324). Therefore 
84 is not B(5, 15). 
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We will now go back and try some more possibilities involving the quaternion 
group of order 8. 
• Q8 x Cp where Cp = {1, x, ... , xP-l} and pis any integer with p > 2 
If we take the subset S = {(a, 1), (b, x), (ab, x), (a3b, 1), (a3 , x)}, we get (at least) 
the sixteen products (a2 , 1), (ab, x), (a2b, x), (b, 1), (1, x), (a3b, x), (a2 , x2 ), (a, x2), 
(a3 ,x), (ab,x2), (b,x), (a3 ,x2), (a2b,x2 ), (a2b, 1), (a,x), and (a3b,x2). Therefore Q8 x 
Cp is not a B(5, 15) group. 
e Qg X C2 X C2 where X and y are generators of different C2 's 
If we take the subset S = {(a, 1, 1), (b, x, 1), (ab, 1, y), (a3, 1, y), (a2b, 1, y)}, we 
get (at least) the sixteen products (a2 , 1, 1), (ab, x, 1), (a2b, 1, y), (1, 1, y), (a3 b, 1, y), 
(a3b,x,1), (a,x,y), (ab,x,y), (1,x,y), (b,1,y), (a3 ,x,y), (a2b,1,1), (a,1,1), (a3b,x,y), 
(b, 1, 1), and (ab, 1, 1). Therefore Qg X c2 X c2 is not a B(5, 15) group. 
So we have shown that G f"V Qg X c2 is the only group of order 16 that is B(5, 15), 
and that 84 and the dihedral 2-groups of order 2: 16 are not B(5, 15). We have also 
shown that the only Hamiltonian group that satisfies the conditions for a nontrivial, 
nonabelian B(5, 15) group is G f"V Q8 x C2 . Although more work is still required, it is 
becoming reasonable to suggest that the only nontrivial, nonabelian B(5, 15) group 
is the Hamiltonian group G = Qs X c2. 
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Chapter 5 
General Results 
In this chapter, we will present the (very few) general results which are known about 
B(n, k) groups. As mentioned in the introduction, we no longer insist that G be finite. 
The first result is an improved version of a theorem by Brailovsky [3]. 
Recall (Definition 1.2) that if A = {a1 , ... ak} is a k-subset of a group G, then 
A2 = {aiail1::; i,j::; k}. 
Theorem 5.1 Let G be a group and let k > 2 be an integer such that (k3 - 2k + 1) < 
IGI/2, if G is finite. Suppose that the condition IA2I ::; k(k + 1)/2 is satisfied by every 
k-subset A ~ G. Then G is abelian. 
To prove the theorem we first need to show that the following proposition holds 
when G satisfies the conditions of the theorem. 
Proposition 5.1 If 2 < e ::; k and IB2 1 ::; £(£~ 1 ) for all £-subsets B of G, then 
IA2I ::; (£~1)£ for all e- 1-subsets A of G. 
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Proof: Let A = {a1 , a2 , ... , ae-1} be an (£- 1)-subset of G. If we assume to the 
contrary that IA21 > (f-;l)e, then clearly IA21 ~ e(e;l) ~ k(k:l) 
We denote Kf = {x E GlxA n A2 =1- 0} and K: = {x E GIAx n A2 =1- 0}. Note 
that x E Kf {:::} xA n A2 =1- 0 {:::} xai = ajak for some ai, aj, ak {:::} x = aiaka-;1• We 
readily obtain that 
(5.1) 
and similarly we get IK:I ~ e32e, so 
(5.2) 
Here we note that A ~ Kf and A ~ K:, so at this point we are actually counting 
the elements of A twice in (5.2) above. We can now improve (5.2) to 
Since IGI > 2(k3 - 2k + 1) 2: 2(£3 - 2£ + 1), we can choose y ~ Kf UK: and let 
c =Au {y}. Since y ~A, then ICI =.e. Next, consider C2 = A2 u Ay u yA u {y2}, 
then by our choice of y, we have IA2 U yAI = IA2 1 + (£- 1). Furthermore, suppose 
that yA =1- Ay, then 
(5.4) 
since Ay must have at least 1 element that is not in A2 or yA. Hence, we have a 
contradiction. Therefore, we have shown that 
yA=Ay \iyEG\{KfuKf}. 
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(5.5) 
Next, we denote Na(A) = {x E G I xAx-1 = A}, called the normalizer of A 
in G. Obviously, Na(A) is a subgroup of G and, if we apply 5.3 and 5.5 above, 
IG \ Na(A)I ~ £3 -2£ + 1. If G is infinite, then Na(A) = G since IG \ Na(A)I < oo. 
On the other hand, if G is finite, then again Na(A) = G, since 1~1 > f3 - 2£ + 1 by 
the condition of the theorem. It follows that gAg-1 = A Vg E G. In particular, we 
note that aiA = Aai for all ai E A, so A 2 = {aiaili ~ j}. It thus follows that (just as 
with abelian groups) IA2I ~ (i~l)i, which is a contradiction. The proof of Proposition 
5.1 is complete. 0 
We now finish the proof of Theorem 5.1. 
Proof: (Theorem 5.1) Suppose that a nonabelian group G satisfies the condition 
of the theorem. It follows from Proposition 5.1 that IA2 1 ~ i(i;l) for any £-element 
subset A~ G, where 2 ~ f < k. In particular, this holds for f = 2, which means that 
G is B(2, 3). Then, as shown in Theorem 2.1, G = Qs X c2 X ... X c2. Since such 
a group G is not B(3, 6) by Theorem 3.1, we have a contradiction to the fact that 
the above condition also holds for f = 3. Thus G must be abelian and the theorem is 
proved. 0 
Theorem 5.1 above is an improvement of Brailovsky's bound on the order of G 
(from £3 - f down to f- 2£ + 1) for which the conditions hold, but it seems hard 
to improve this bound further. If this were possible, it could be useful in finding 
which groups are B(n, k) for some n and k. For example, we could find a finite list 
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of nonabelian groups that could be B(5, 15), which would help us in formulating a 
theorem for that case. Unfortunately, even the improved bound is still too big to 
provide a list of practical length of nonabelian groups. 
The next result was proved by Herzog, Longobardi and Maj [6]. 
Theorem 5.2 The following are equivalent for a group G. 
(i) G is a B(n, n 2 - 1) group for some integer n. 
( ii) Either the subgroup of G generated by the squares of the elements of G zs 
finite, or G contains a normal abelian subgroup of finite index on which each element 
of G acts by conjugation either as the identity automorphism or as the inverting 
automorphism. 
We will only provide the proof for ( ii) ::::} ( i) here. 
Proof: We note first that if a group G satisfies the first condition in ( ii), then a large 
enough value of n will force any n-subset to have a repeated square. So we proceed 
with the second condition. 
We are given that G contains a normal abelian subgroup H of index n, and that 
every element of G acts on H either as the inverting automorphism or the identity 
automorphism. So we have 
where g1 , ... gn E G. If we take an (n +I)-subset A, then A must contain h1gi and 
h2gi for some i and h1 , h2 E H. Since we wish to show that A2 contains a repeated 
51 
product, we must investigate two cases. 
Case 1: The identity automorphism 
We assume that 9i acts as the identity automorphism on H. So h = gi1hgi ::::? 
gih = hgi for all h E H. But then (hlgi)(h29i) = h1h2gigi = h2h1gigi = (h29i)(hi9i), 
which gives a repeated product. 
Case 2: The inverting automorphism 
We assume that 9i acts as the inverting automorphism on H. Soh= gi1h-1gi::::? 
gih = h-1gi for all h E H. But then (hi9i)2 = h1gihlgi = h1h!1gl = 9f and 
(h2gi) 2 = h2gih29i = h2h"21gl = gf. So (hlai) 2 = (h2ai) 2, giving a repeated product. 
We get a repeated product in both cases, so G is B(n+ 1, (n+ 1)2 -1), as required. 
0 
We note that an obvious example of a group satisfying the second condition in 
(ii) of Theorem 5.2 is a dihedral group of any order, even infinite. We can write any 
dihedral group Gas G = (a) U (a)b, so, by the proof given above, any dihedral group 
is a B(3, 8) group. 
We close with a small, new result about elementary abelian 2-groups. 
Theorem 5.3 If G""' c2 X ... X c2 then G is a B(k, f) group, where f = (k~l)k + 1. 
Proof: 
If we take a k-subset of G, we will get at most k(kil) products, since G is abelian. 
But since x 2 = 1 for any x E G, then k of these products will be equal to 1. So we 
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have at most 
k(k + 1) - k = k2 + k- 2k - k2 - k - k(k- 1) 
2 2 2 2 
products that are not equal to the identity, for a total of at most k(k;l) + 1 =£distinct 
products. So G must be B(k, £),as required. 0 
We note that if we have fewer than k -1 copies of 0 2 , then the bound £ in Theorem 
5.3 can be improved. 
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