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ABSTRACT
SOME CRITERIA OF SELFADJOINTNESS FOR
UNBOUNDED OPERATORS IN HILBERT SPACES
Mustafa I˙smail O¨zkaraca
M.S. in Mathematics
Supervisor: Assoc. Prof. Aurelian Gheondea
June, 2013
This is a detailed presentation of some criteria of selfadjointness for unbounded
operators in a Hilbert space, through operator Cauchy problems. We also include
detailed preliminary results on unbounded linear operators in Hilbert spaces, the
spectral theory of selfadjoint operators in Hilbert spaces, as well as the theory
of extensions of Hermitian operators. The material of this thesis is classical, it
was presented in the Operator Theory Seminar during the last two years, and
contains material that can be found scattered through the textbooks cited in the
bibliography list.
Keywords: Selfadjointness Criteria, Unbounded Operators.
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O¨ZET
HI˙LBERT UZAYLARINDAKI˙ SINIRSIZ
OPERATO¨RLERDE BAZI O¨ZES¸LENI˙K O¨LC¸U¨TLERI˙
Mustafa I˙smail O¨zkaraca
Matematik, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Aurelian Gheondea
Haziran, 2013
Bu tezde, Hilbert uzaylarındaki sınırsız operato¨rler ic¸in o¨zes¸lenik olma kriterleri,
operato¨r Cauchy problemleri temel alınarak, ayrıntılı bir s¸ekilde sunulmus¸tur.
Hilbert uzaylarındaki sınırsız dog˘rusal operato¨rler ve Hilbert uzaylarındaki
o¨zes¸lenik operato¨rlerin spektral teorisi hakkında detaylı bir o¨n hazırlık c¸alıs¸ması
da ekledik. Bu tezdeki bilgiler klasik olup, son iki yıldaki Operato¨r Teorisi
Seminerlerinde sunulmus¸tur, ve kaynakc¸ada belirtilen kitaplardaki bazı sonuc¸ları
ic¸erir.
Anahtar so¨zcu¨kler : O¨zes¸lenik Kriterleri, Sınırsız Operato¨rler.
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Introduction
This is a detailed presentation of some criteria of selfadjointness for unbounded
operators in a Hilbert space, through operator Cauchy problems. We also include
detailed preliminary results on unbounded linear operators in Hilbert spaces, the
spectral theory of selfadjoint operators in Hilbert spaces, as well as the theory
of extensions of Hermitian operators. The material of this thesis is classical and
contains material that can be found scattered throughout the textbooks cited
in the bibliography list. The contents of this thesis was presented by us in the
Operator Theory Seminar during the last two academic years.
In Chapter 1 we briefly recall some results on the geometry of Hilbert spaces
and their orthogonal projections, then we prove a characterization of Borel mea-
sures through their Fourier Transforms and, finally, we prove, by means of the
Sobolev mollification method, the embedding of the space of locally integrable
functions in the space of distributions.
The second chapter is dedicated to recalling the basic results of operator
theory of unbounded operators in Hilbert space. As recognized more than one
hundred years ago, when dealing with unbounded operators defined on subspaces
we encounter difficulties from the very beginning, especially concerning the simple
algebraic operations as addition and multiplication. On the other hand, the lack
of boundedness (continuity) of general linear operators is treated by the weaker
but extremely useful notion of closability. In this respect, we briefly recall the
approach of J. von Neumann by means of operations on the graphs of operators
that provides an elegant approach to the duality, that is, adjoint operators.
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Another big difficulty, probably one of the biggest, in the spectral theory of
unbounded operators on Hilbert spaces is the gap between Hermitian operators
and selfadjoint operators. In the third chapter we consider basic spectral prop-
erties of Hermitian operators and we define and prove the basic properties of
defect numbers and defect subspaces, which provide an illuminating approach to
estimating this gap.
Chapter 4 contains a detailed presentation of the von Neumann’s theory of
Cayley Transform of Hermitian operators that provides an elegant treatment of
the problem of selfadjoint extensions of Hermitian operators through the well-
understood geometric method of unitary extensions of isometric operators. From
the point of view of functional (operational) calculus, the Cayley Transform is
a fractional linear transformation mapping one of the complex half-planes into
the unit disc. The details of the extension theory for Hermitian operators are
presented in Chapter 5, where we also prove the positive selfadjointness of the
operators A∗A, for any densely defined closed operator A in a Hilbert space.
Chapter 6 is dedicated to a careful presentation of the spectral theory of (un-
bounded) selfadjoint operators on Hilbert spaces, the construction and the basic
properties of spectral measures, the functional calculus with unbounded measur-
able functions, images of spectral measures, products of spectral measures, the
Spectral Theorem for selfadjoint operators, and the delicate question of commu-
tation of unbounded selfadjoint operators. As a by-product, we also make a brief
but consistent review of the spectral theory of unbounded normal operators on
Hilbert spaces.
The last chapter contains the main results that make the topics of this the-
sis. We start with a careful presentation of Stone’s Theorem on the infinitesimal
operator associated to a strongly one-parameter continuous group of operators
on a Hilbert space and provides, through relevant examples, the main technical
tool that we use, namely the operator Cauchy problems. As first main result, we
prove Schro¨dinger Criterion that characterizes the essential selfadjointness of a
Hermitian operator A by means of the unique solvability of an operator Cauchy
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problem associated to the adjoint operator A∗. The second main result is the Hy-
perbolic Criterion that says that a Hermitian operator A is essentially selfadjoint
if and only if a second-order operator Cauchy problem associated to the adjoint
operator A∗ is uniquely solvable. A similar result, called the Parabolic Criterion,
holds in terms of a first-order operator Cauchy problem. Then, we introduce and
briefly recall the Denjoy-Carleman Theorem on quasianalytic functions, that we
use in order to define the subspace of quasianalytic vectors associated to a Hermi-
tian operator and prove the criterion of selfadjointness of a Hermitian operator by
the totality of the set of its quasianalytic vectors. We also briefly discuss analytic
and Stieltjes vectors associated to Hermitian operators and correspondingly de-
rive criteria of selfadjointness. Finally we consider the selfadjointness of bounded
perturbations of selfadjoint operators by the subordinating method.
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Chapter 1
Preliminary Results
Theorem 1.0.1 (The Riesz Representation Theorem). Let L : H 7→ C be a
bounded linear functional. Then there is a unique vector h0 ∈ H such that L(h) =
〈h, h0〉, ∀h ∈ H. Moreover, ||L|| = ||h0||.
For a proof see [4].
Definition 1.0.2. An idempotent on H is a bounded linear operator E on H
such that E2 = E. A projection is an idempotent P such that kerP = (R(P ))⊥
where R(P ) is the range of P .
Proposition 1.0.3. If E is an idempotent on H and E 6= 0, then the following
assertions are equivalent.
(1) E is a projection.
(2) E is selfadjoint.
For a proof see [4].
Definition 1.0.4 (Fourier Transform of Measures). The characteristic functional
of a bounded Borel measure µ on R is the complex function
µ˜(y) =
∫
R
e−iyx dµ(x). (1.0.1)
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Theorem 1.0.5 (Uniqueness of Fourier Transform of Measures). If two bounded
Borel measures have equal Fourier transforms, then they coincide.
Proof. It suffices to prove that any measure with zero Fourier transform equals
to zero. Suppose that µ˜(y) =
∫
R e
−iyx dµ(x) for some bounded Borel measure µ.
We will show that for every bounded Borel function f of R,
∫
R f(x) dµ(x) = 0.
Note that once we prove this, then by considering mollification functions on the
intervals [−n− , n+ ], we can conclude that µ ≡ 0.
Assume W.L.O.G ||µ|| ≤ 1, and |f | ≤ 1 be a given bounded continuous func-
tion. Let 0 <  < 1 be given. Consider a continuous function f0 with bounded
support K such that |f0| ≤ 1 and
∫
R |f(x)−f0(x)| dµ(x) < . Let k ∈ N be a suf-
ficiently large number such that [−pik, pik] contains K and |µ|(R\ [−pik, pik]) < .
By Stone-Weierstrass Theorem, there exists g of the form
∑m
j=1 cje
−iyjx such that
|f0(x)− g(x)| <  on [−pik, pik]. Note that
∫
R g(x) dµ(x) = 0 by the assumption.
Hence
|
∫
R
f(x) dµ(x)| ≤ |
∫
R
f(x)− f0(x) dµ(x)|+ |
∫
R
f0(x) dµ(x)|
< + |
∫
R
f0(x) dµ(x)|
≤ + |
∫
R
(f0(x)− g(x)) dµ(x)|+ |
∫
R
g(x) dµ(x)|
= + |
∫
R
(f0(x)− g(x)) dµ(x)|
< 2+ |
∫
R\[−pik,pik]
|g(x)| dµ(x)|.
|f0(x)| ≤ 1 and by periodicity of g, we have |g| ≤ 1 +  < 2 on R.Then
|
∫
R
f(x) dµ(x)| < 2+ 2
= 4.
Lemma 1.0.6. ∀u ∈ Lp(Rn), ∀h > 0, ∀1 ≤ p <∞
||uh||p ≤ ||u||p,
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where || · ||p is the notation for the norm on Lp(Rn) and uh(x) =
∫
Rn wh(x −
y)u(y) d y with wh(x) =
1
hn
w(x
h
) and
w(x) =
{
c · e− 11−|x|2 : |x| < 1
0 : |x| ≥ 1
where c is a constant such that
∫
Rn w(x) dx = 1, (x, y ∈ Rn).
Proof. Let y = hz and use the formula of change of variables to get
uh =
∫
Rn
wh(x− y)u(y) d y =
∫
Rn
w(z)u(x− hz) d z.
So
||uh||p = (
∫
Rn
|
∫
Rn
w(z)u(x− hz) d z|p dx)1/p
≤ (
∫
Rn
∫
Rn
|w(z)u(x− hz) d z|p dx)1/p
= (
∫
Rn
w(z)
∫
Rn
|u(x− hz) d z|p dx)1/p.
By translation invariance of Lebesgue measure
||uh||p ≤
∫
Rn
w(z)||u||p d z
= ||u||p.
Lemma 1.0.7. Let 1 ≤ p <∞, u ∈ Lp(Rn),  > 0. Then ∃δ(u, ) > 0 such that
∀y ∈ Rn, |y| ≤ δ(u, ), we have
||u(·+ y)− u(·)||p < .
Proof. C∞0 is dense in Lp(Rn), so ∃ψ ∈ C∞0 (Rn) such that ||ψ − u||p < 3 . By
translation invariance ||u(·+ y)− ψ(·+ y)||p = ||u− ψ||p. Thus
||ψ(·+ y)− u(·)||p ≤ ||u(·+ y)− ψ(·+ y)||p + ||ψ(·+ y)− ψ(·)||p + ||ψ(·)− u(·)||p
for sufficiently small y since ψ ∈ C∞0 we can make the middle term as small as
we want. So
||ψ(·+ y)− u(·)||p < /3 + /3 + /3
= .
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Theorem 1.0.8. Let f ∈ Lloc1 (Ω), Ω be a domain in Rn such that ∀ψ ∈ C∞0 (Ω),∫
Ω
f(x)ψ(x) dx = 0. Then f = 0 almost everywhere on Ω.
Proof. Let K be bounded domain in Ω such that K ⊆ K ⊆ Ω with distance
between K and boundary of Ω is positive. So there exists bounded domain such
that K ⊆ K ⊆ G ⊆ G ⊆ Ω. Let
g(x) =
{
f(x)χG(x) : x ∈ Ω
0 : x /∈ Ω
Clearly, g ∈ Lloc1 (Rn). ∃h0 > 0 such that ∀0 < h < h0, gh(x) = 0 ∀x ∈ K. So
gh(x) =
∫
Rn
g(y)wh(x− y)dy
=
∫
Rn
f(y)χG(y)wh(x− y) d y.
wh(x− y) = 0 if x ∈ Ω \ (G+Bh0(0)), wh, wh(· − y) ∈ C∞0 (Ω). Thus
gh(x) =
∫
Ω
f(y)wh(x− y) d y.
In view of the fact gh(x) − g(x) =
∫
Rn(g(x − hy) − g(x))w(y) d y together with
Lemma (1.0.6) and Lemma (1.0.7) we get
||gh − g||1 ≤
∫
Rn
||g(· − hy)− g(y)||1w(y) d y → 0 as h→ 0+,
||g|L1(K)|| = ||gh − g|L1(K)|| ≤ ||gh − g|L1(Ω)|| → 0 as h→ 0+
where || · |L1(K)|| is the notation for the norm on the space L1(K). So, g = 0
almost everywhere on K and this implies f = 0 almost everywhere on K where
K is arbitrary bounded domain. Hence, f = 0 almost everywhere on Ω.
Lemma 1.0.9. Let PG1 and PG2 be projections onto the subspaces G1, G2 ⊆ H,
respectively. Then, PG1 +PG2 is a projection if and only if PG1PG2 = PG2PG1 = 0.
In this case P = P1 + P2 is a projection onto G1 ⊕G2.
Proof. “⇒ ” Let P = PG1 + PG2 then P 2 = P gives
PG1 + PG2 = (PG1 + PG2)
2 = P 2G1 + PG1PG2 + PG2PG1 + P
2
G2
= PG1 + PG2 + PG1PG2 + PG2PG1 . (1.0.2)
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Hence
PG1PG2 + PG2PG1 = 0. (1.0.3)
For given f ∈ H set g = PG2PG1f , then we have
PG1g = PG1PG2PG1f.
by using the equality (1.0.3) we get PG1PG2 = −PG2PG1 . Then
PG1g = −PG2P 2G1f
= −PG2PG1f
= −g
which implies PG1g = P
2
G1
g = −PG1g. That is g = 0. Since f is arbitrary, we are
done.
“ ⇐ ” In view of the assumption PG1PG2 = PG2PG1 = 0 and (1.0.2) we get
P 2 = P . Moreover ∀f, g ∈ H we have
〈Pf, g〉 = 〈PG1f, g〉+ 〈PG2f, g〉
= 〈f, PG1g〉+ 〈f, PG2g〉
= 〈f, Pf〉.
That is, P ∗ = P . Thus, together with the fact P 2 = P , P is a projection onto the
subspace G = {f ∈ H| Pf = f}. But that is, f = Pf = PG1f ⊕ PG2f whence
f ∈ G1 ⊕G2.
Theorem 1.0.10. For any bounded measurable function f : R 7→ R defined in
a measurable space (R,R), there exists a sequence (fn)∞n=1 of simple measurable
functions that converges uniformly to f . If f(x) ≥ 0, then the functions fn ≥ 0
can be chosen to make the sequence (fn)
∞
n=1 nondecreasing.
Proof. Assume W.L.O.G. f is nonnegative. Indeed, once we proved the theorem
for nonnegative functions, then we can split f into negative and positive parts
and do the same calculations to get the desired result. Define
fn(x) =
{
k−1
2n
: k−1
2n
≤ f(x) < k
2n
, k = 1, 2, .., n2n,
n : f(x) ≥ n.
8
The sequence is clearly nonnegative, measurable and consists of simple functions.
Since f is bounded, there exists M such that 0 ≤ f(x) ≤ M , ∀x ∈ R. Then in
view of the construction of fn(x)’s we have ∀n ≥M , ∀x ∈ R, |fn(x)−f(x)| < 12n .
That is, fn converges uniformly to f .
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Chapter 2
General Theory of Unbounded
Operators in Hilbert Spaces
2.1 Definitions
Definition 2.1.1. Let A,B two operators acting on Hilbert SpaceH with domain
D(A), D(B) and range R(A), R(B) respectively. Then
(a) A and B are equal if D(A) = D(B) and Af = Bf ∀f ∈ D(A).
(b) A is extension of B if D(A) ⊇ D(B) and Af = Bf ∀f ∈ D(B).
(c) A is restriction of B if D(A) ⊆ D(B) and Af = Bf ∀f ∈ D(A).
Throughout the thesis we will use these notations for domain and range of an
operator.
Remark 2.1.2. Note that if A is a bounded operator, then A can be extended
to a bounded linear operator on D(A), and then extended to H by letting A = 0
on [D(A)]⊥. Thus, we always assume that bounded linear operators have full
domain, i.e. we suppose D(A) = H for all bounded operators A acting on H
unless we explicitly state D(A).
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Example 2.1.3. We assume that H = L2((a, b)), D(Ak) = Ck([a, b]), and f 7→
f ′ ∈ L2 (k ∈ N)(f ∈ D(Ak) ⊂ L2). Note that ∀k ∈ N, D(Ak) is dense in H and
A1 ⊇ A2 ⊇ A3 ⊇ . . ..
Definition 2.1.4. Let A,B two operators acting on Hilbert Space H and let
λ ∈ C. We set
(a) (λA)f = λ(Af) (f ∈ D(λA) = D(A)).
(b) (A+B)f = Af +Bf (f ∈ D(A+B) = D(A) ∩D(B)).
(c) (AB)f = A(Bf) (f ∈ D(AB) = {f ∈ D(B) ∣∣ Bf ∈ D(A)}).
Note that D(A + B) and D(AB) may not be dense in H, even if D(A) and
D(B) are dense in H.
Definition 2.1.5. Let A be an operator acting on Hilbert Space H and estab-
lishes a 1-1 correspondence between D(A) and R(A). Then we say that an (alge-
braically) inverse operator A−1 exists with D(A−1) = R(A) and R(A−1) = D(A),
where R(A) is the range of the operator A.
Remark 2.1.6. Clearly a criterion for existence of the algebraically inverse op-
erator exists can be formulated as kerA := {f ∈ D(A) ∣∣ Af = 0} = {0}.
Consider the orthogonal sum H⊕H of pairs (f, g); f, g ∈ H. Linear operators
with these pairs are ”coordinatewise” and their inner product is introduced as
follows:
〈(f1, g1), (f2, g2)〉H⊕H = 〈f1, f2〉+ 〈g1, g2〉 (f1, f2, g1, g2 ∈ H).
Now we define the set
ΓA := {(f, Af) ∈ H ⊕H| f ∈ D(A)}
which is called the graph of the operator A. It is clear by construction of graph
of an operator that, ΓA ⊆ ΓB if and only if A ⊆ B. Note also that, linearity of A
implies linearity of the set ΓA in H⊕H.
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Question: Do we have the inverse statement? That is, if a set L is linear in
H⊕H then does it follows that L is a graph of an operator? In fact, we have the
following proposition.
Corollary 2.1.7. Linear subset L of H⊕H is a graph of an operator if and only
if for any f such that (f, g) ∈ L, g is uniquely determined.
Proof. “⇒ ” Clear.
“⇐ ” If g is uniquely determined for given f , then we can define the operator
A such that Af = g. By assumption this is well defined, hence we are done.
Remark 2.1.8. In view of the Corollary, a linear set L ⊆ H⊕H is the graph of
an operator if (0, h) ∈ L implies h = 0.
If D(A) is dense in H, then we say that A is densely defined operator.
Consider the following two operators acting on H⊕H: ∀(f, g) ∈ H ⊕H,
(f, g) 7→ U(f, g) = (g, f) ∈ H ⊕H,
(f, g) 7→ O(f, g) = (−g, f) ∈ H ⊕H. (2.1.1)
Claim: These operators are isometric.
Proof.
〈U(f1, g1), U(f2, g2)〉H⊕H = 〈(g1, f1), (g2, f2)〉H⊕H
= 〈g1, g2〉+ 〈f1, f2〉
= 〈(f1, g1), (f2, g2)〉H⊕H. (2.1.2)
Similarly,
〈O(f1, g1), O(f2, g2)〉H⊕H = 〈(−g1, f1), (−g2, f2)〉H⊕H
= 〈−g1,−g2〉+ 〈f1, f2〉
= 〈(f1, g1), (f2, g2)〉H⊕H. (2.1.3)
R(U) = H⊕H, R(O) = H⊕H. Thus, U and O are unitary operators.
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In particular one can easily get, U2 = 1, O2 = −1 and OU = −UO.
Theorem 2.1.9. Let A be an operator with, in general, nondense domain. In or-
der that the algebraically inverse operator A−1 exist, it is necessary and sufficient
that the set UΓA be the graph of a certain operator. Furthermore, ΓA−1 = UΓA.
Proof. “ ⇒ ” Suppose A−1 exists and (f, g) ∈ ΓA, i.e. f ∈ D(A) and g = Af .
Then g ∈ D(A−1) and f = A−1g, i.e. U(f, g) = (g, f) ∈ ΓA−1 . In other words
UΓA ⊆ ΓA−1 .
Conversely, Let (g˜, f˜) ∈ ΓA−1 , i.e. g˜ ∈ D(A−1) = R(A) and f˜ = A−1g˜. So
g˜ = Af˜ , f˜ ∈ D(A) and (f˜ , g˜) ∈ ΓA or equivalently (g˜, f˜) = U(f˜ , g˜) ∈ UΓA.
“ ⇐ ” Assume UΓA be the graph of a certain operator. UΓA consists of
vectors (g, f) with f ∈ D(A) and g = Af . That is, first coordinate g of this
vector determines its second coordinates f uniquely. A−1 exists.
2.2 Closed and Closable Operators
First we give three equivalent definitions of a closed operator A acting on H.
(1) A is closed if its graph ΓA is closed in H⊕H.
(2) A is closed if, for any sequence (fn)
∞
n=1 ⊆ D(A), the facts that fn → f ∈ H
and Afn → g ∈ H as n→∞ imply f ∈ D(A) and Af = g.
(3) In the domain D(A) of an operator A, we introduce graph scalar product
〈f, g〉ΓA = 〈f, g〉+ 〈Af,Ag〉 (f, g ∈ D(A)). (2.2.1)
Then, A is closed if D(A) is a complete space with respect to the graph
scalar product.
The norm corresponding to (2.2.1) is called graph norm.
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Theorem 2.2.1. The definitions above are equivalent.
Proof. “(1)⇒ (2)”
Suppose fn → f and Afn → g inH. Then for every n ∈ N, (fn, Afn) ⊆ ΓA and
the sequence converges to (f, g) in H⊕H which belongs to ΓA by the assumption
(1). Hence f ∈ D(A) and Af = g.
“(2)⇒ (3)”
Let (fn)
∞
n=1 ⊆ D(A) be a Cauchy sequence with respect to graph norm. Then
by construction, both (fn)
∞
n=1 and (Afn)
∞
n=1 are Cauchy sequence in H. Let f
and g be their limits. By (2), f ∈ D(A) and g = Af . Thus fn → f with respect
to graph scalar product.
“(3)⇒ (1)”
Let ΓA ⊇ (fn, Afn) → (f, g) as n → ∞. Then fn is Cauchy with respect
to graph norm, or equivalently Cauchy in ”coordinatewise” in H. Thus, ∃h ∈
D(A), ∃k ∈ R(A) limits of f ′ns, Af ′ns respectively. fn → f in graph norm, so
Ah = k. In view of uniqueness of limits f = h and Af = k. So, (f, g) ∈ ΓA.
Example 2.2.2. Each Ak, k ∈ N appearing in Example(2.1.3) is not closed. Let
us prove the case k = 1. Consider the following sequence; fn(x) =
n
2
∫ x+1/n
x−1/n |y| d y.
One can easily show that the sequence converges to f(x) = |x|, and Afn converges
to f ′(x). Since both limits belong to H, A is not closed.
Example 2.2.3. Let A be closed operator and B be a bounded operator on H.
Then A+B is closed. Indeed, consider the sequence (fn)
∞
n=1 ⊆ D(A+B) = D(A)
such that fn → f and (A + B)fn → h. Then using continuity of B we get
f ∈ D(B) = H and Bfn → Bf . Afn → h−Bf , so in view of closedness of A we
get h−Bf = Af . That is, f ∈ D(A) = D(A+B) and (A+B)f = h.
Example 2.2.4. Let A be a bounded operator on D(A). Then A is closed if and
only if D(A) is closed. Indeed, if A is closed and suppose there exists a sequence
(fn)
∞
n=1 ⊆ D(A + B) = D(A) such that fn → f . Then by boundedness of A
Afn → Af . In view of A is closed we get f ∈ D(A). For the inverse implication
14
consider the sequence (fn)
∞
n=1 ⊆ D(A) such that fn → f and Afn → h, then
since D(A) is closed and A is bounded we get f ∈ D(A) and Afn → Af . In view
of uniqueness of the limit h = Af and so A is closed.
After recognizing not closed operators, natural question is that, is it possible
to add some vectors to their domains to make it closed? In fact, it does not work
unless for given f that we want to add to the domain of the operator, the range
of the closure operator does not depend on the choice of the convergent sequence
to f ; i.e for given two different sequences converging to the same vector f, if their
ranges converge too then it must be the same vector. In particular following
theorem formalizes this idea and its equivalences as definition.
Theorem 2.2.5. The following assertions are equivalent.
(1) We say that A admits a closure operator A˜ if the procedure outlined above
is correct.
(2) We say that an operator A is closable if for any given sequence (fn)
∞
n=1 ⊆
D(A) with fn → 0 and Afn → g ∈ H, we have g = 0.
(3) A is closable if, the closure ΓA of its graph is the graph of some operator.
(4) A is closable if, there exists a closed operator B such that, A ⊆ B.
Proof. “(1)⇒ (2)”
Clear by g = A˜0 = 0.
“(2)⇒ (1)”
Let f ∈ H such that ∃f ′n, f ′′n ∈ D(A) for which f ′n → f , f ′′n → f , Af ′n → g′,
and Af ′′n → g′′ as n → ∞. Set fn = f ′n − f ′′n then by the assumption we get
g′ = g′′. That is, (1) holds.
“(3)⇔ (2)”
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Let (0, h) ∈ ΓA. That is, there exists a sequence (fn)∞n=1 ⊆ D(A) such that
fn → 0 and Afn → h as n→∞. Then
(2)⇐⇒ h = 0
⇐⇒ ΓA is a graph.
“(3)⇔ (4)”
This is a direct consequence of the fact A ⊆ B ⇐⇒ ΓA ⊆ ΓB.
Notice that we do not assume any denseness of the domain in this section.
Example 2.2.6. Let H = L2(0, 1), D(A) = C([0, 1]), and (Af)(x) = f(0). Now
consider the sequence of
fn(x) =
{
1− nx : 0 ≤ x ≤ 1/n
0 : 1 ≥ x ≥ 1/n
Then, for each n ∈ N, ||Afn|| = 1 and fn → 0 in H. Thus, operator A is
non-closable
2.3 The Adjoint Operator
For a bounded operator A, in view of Riesz Theorem we define A∗ by 〈Ax, y〉 =
〈x,A∗y〉 ∀x ∈ H. Now suppose A is unbounded densely defined operator acting
on H. Then for given g ∈ H, the functional Fy(x) defined on D(A) by Fy(x) =
〈Ax, y〉 maybe unbounded, so we cannot use the Riesz Theorem. Thus, consider
the following domain for the operator A∗;
D(A∗) = {y ∈ H ∣∣ sup
06=x∈D(A)
|〈Ax, y〉|
||x|| <∞}. (2.3.1)
So, for y ∈ D(A∗), Fy(x) is bounded and since A is densely defined there exists
unique extension F˜y to H. By Riesz Representation Theorem ∃!x ∈ H such
that F˜y(x) = 〈x, z〉, ∀x ∈ D(A). Define z = A∗y we get 〈Ax, y〉 = 〈x,A∗y〉,
∀x ∈ D(A),∀y ∈ D(A∗).
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We called A∗ the adjoint operator of A. Notice that the assumption of dense-
ness of A is indeed essential to have the uniqueness of the extension of the operator
Fy. The denseness condition is indeed sufficient condition to define A
∗.
Lemma 2.3.1. Let D(A) = H. Then
ΓA∗ = (OΓA)
⊥ = (H⊕H)	 (OΓA). (2.3.2)
where O is the unitary operator defined in (2.1.1). In particular, if A is closed
then H⊕H = ΓA∗ ⊕ (OΓA).
Proof. Let (g, A∗g) ∈ ΓA∗ . That is, g ∈ D(A∗) and 〈Af, g〉 = 〈f, A∗g〉, (f ∈
D(A)). Thus
〈(g, A∗g), O(f, Af)〉H⊕H = 〈g,−Af〉+ 〈A∗g, f〉 = 0
which implies ΓA∗ ⊆ (OΓA)⊥.
Conversely, let (g, h) ∈ (OΓA)⊥. Then
0 = 〈(g, h), (−Af, f)〉H⊕H = −〈g, Af〉+ 〈h, f〉 (∀f ∈ D(A)).
So, ∀f ∈ D(A), 〈f, h〉 = 〈Af, g〉; i.e, g ∈ D(A∗) and h = A∗g. (OΓA)⊥ ⊆ ΓA∗ .
Lemma 2.3.2. If (OΓA)
⊥ is a graph of some operator, then D(A) = H and
ΓA∗ = (OΓA)
⊥.
Proof. Let f ∈ D(A) and (g, h) ∈ (OΓA)⊥, then (−Af, f) ∈ OΓA and
0 = 〈(−Af, f), (g, h)〉H⊕H = 〈f, h〉 − 〈Af, g〉 (f ∈ D(A)). (2.3.3)
Let by contradiction that A is not densely defined. Then ∃h 6= 0 such that h ⊥
D(A). But (0, h) satisfies (2.3.3) clearly and so (0, h) ∈ (ΓA)⊥. This contradicts
with the fact that h 6= 0. Hence, A∗ exists and by Lemma 2.3.1 it satisfies
(2.3.2)
Theorem 2.3.3. Let A be densely defined operator acting on Hilbert Space H.
Then
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(1) A∗ is closed.
(2) If A is closable, then (A˜)∗ = A∗.
(3) If R(A) = H and A−1 exits, then (A∗)−1 exists and (A−1)∗ = (A∗)−1.
(4) If D(B) = H, then B ⊇ A⇒ A∗ ⊇ B∗.
(5) If D(B) = D(A+B) = H, then (A+B)∗ ⊇ A∗ +B∗.
(6) If D(B) = D(BA) = H, then (BA)∗ ⊇ A∗B∗.
Proof. (1) Clear, since ΓA∗ = (OΓA)
⊥ is closed.
(2) Γ(A)∗ = (OΓA)
⊥ = (OΓA)⊥ = (OΓA)⊥ = ΓA∗ .
(3) (A−1)∗ exists since D(A−1) = R(A) = H. Note also that, (A∗)−1 exists too.
Indeed,
y ∈ kerA∗ ⇐⇒ 0 = 〈x, T ∗y〉 = 〈Tx, y〉 (∀x ∈ D(T ))⇐⇒ y ⊥ R(T )
together with the fact R(A) = H implies kerA∗ = {0}. So we have
Γ(A∗)−1 = UΓA∗ = U(OΓA)
⊥ = (UOΓA)⊥ = (−OUΓA)⊥ = (OUΓA)⊥ = Γ(A−1)∗ .
(4) B ⊇ A⇒ ΓB ⊇ ΓA ⇒ OΓB ⊇ OΓA ⇒ (OΓB)⊥ ⊆ (OΓA)⊥ ⇒ B∗ ⊆ A∗.
(5) Let g ∈ D(A∗ +B∗) = D(A∗) +D(B∗). Then
〈Af, g〉 = 〈f, A∗g〉 (f ∈ D(A)),
〈Bf, g〉 = 〈f,B∗g〉 (f ∈ D(B)).
So, ∀f ∈ D(A+B), by adding these equalities, we get
〈f, (A+B)∗g〉 = 〈(A+B)f, g〉 = 〈f, A∗g +B∗g〉.
That is, g ∈ D((A+ B)∗) and (A+ B)∗g = A∗g + B∗g. Hence, A∗ + B∗ ⊆
(A+B)∗.
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(6) Let g ∈ D(A∗B∗) and f ∈ D(BA), then
using the fact Af ∈ D(B) and g ∈ D(B∗)
〈BAf, g〉 = 〈Af,B∗g〉.
In view of f ∈ D(A) and B∗g ∈ D(A∗)
〈BAf, g〉 = 〈f, A∗B∗g〉. (2.3.4)
Hence, g ∈ D((BA)∗) and (BA)∗g = A∗B∗g.
Theorem 2.3.4. Let D(A) = H and B ∈ B(H). Then, (A+B)∗ = A∗+B∗ and
(BA)∗ = A∗B∗.
Proof. By Theorem 2.3.3 it is enough to prove the inverse inclusions. Let g ∈
D((A+B)∗) and f ∈ D(A+B) = D(A), then
〈(A+B)f, g〉 = 〈Af, g〉+ 〈Bf, g〉.
B is bounded operator so we get
〈(A+B)f, g〉 = 〈Af, g〉+ 〈f,B∗g〉.
That is, 〈Af, g〉 = 〈(A+B)f, g〉−〈f,B∗g〉 = 〈f, (A+B)∗g〉−〈f,B∗g〉 = 〈g, (A+
B)∗g − B∗g〉. Hence g ∈ D(A∗) and A∗g = (A + B)∗g − B∗g; consequently
(A+B)∗ ⊆ A∗ +B∗.
For the second relation similarly, let g ∈ D((BA)∗) and f ∈ D(BA) = D(A).
Then by g ∈ D(B∗) = H;Af ∈ D(B) = H we get
〈Af,B∗g〉 = 〈BAf, g〉 = 〈f, (BA)∗g〉 (2.3.5)
whence B∗g ∈ D(A∗) and A∗B∗g = (BA)∗g. That is, g ∈ D(A∗B∗) and
(A∗B∗)g = (BA)∗g.
19
Theorem 2.3.5. Suppose A is densely defined operator on H and A is closable,
then (A∗)∗ exists and satisfies
(A∗)∗ = A˜. (2.3.6)
Conversely, suppose A is densely defined and (A∗)∗ exists. Then A is closable
and (A∗)∗ = A˜.
Proof. First we suppose A is closed. Then by (2.3.2) we haveH⊕H = ΓA∗⊕OΓA.
Apply O, unitary operator, to both sides we get; H⊕H = OΓA∗ ⊕ ΓA. Hence
(OΓA∗)
⊥ = ΓA. (2.3.7)
By Lemma 2.3.2 (A∗)∗ exists and by (2.3.2), H ⊕H = Γ(A∗)∗ ⊕ OΓA∗ . Together
with (2.3.7) we conclude that Γ(A∗)∗ = ΓA. So we proved the Theorem for the
case A is closed.
If A is closable, we do the same calculations to A˜ and by the assumption of
(2.3.6) we get, ((A˜)∗)∗ = A˜. At the same time (A˜)∗ = A∗. Hence (2.3.6) follows.
Conversely, considering (2.3.2) for the operators A and A∗, we have
H⊕H = ΓA∗ ⊕OΓA
= ΓA∗ ⊕OΓA.
Apply the unitary operator O to both sides,
H⊕H = OΓA∗ ⊕ ΓA (2.3.8)
by (2.3.2) for the operator A∗ we have
= Γ(A∗)∗ ⊕OΓA∗ . (2.3.9)
In view of 2.3.8 and 2.3.9, ΓA = Γ(A∗)∗ . That is, A is closable.
20
Chapter 3
Defect Numbers, Deficient
Subspaces
3.1 Defect Numbers
Definition 3.1.1. Let X 6= {0} be a complex normed space and T : D(T ) 7→ X
a linear operator with domain D(T ) ⊆ X. A regular value λ of T is a complex
number satisfying the following three properties:
(1) Rλ(T ) = (T − λI)−1 exists,
(2) Rλ(T ) is bounded,
(3) Rλ(T ) is defined on a dense set in X.
In particular, if we do not state D(Rλ(T )) explicity, then we can omit property
(3). Since we have already know Rλ(T ) is bounded, we assume D(T ) = H by
Remark 2.1.2.
Definition 3.1.2. A point λ ∈ C is called a point of regular type for the operator
A if there exists cλ > 0 such that
||(A− λI)f || ≥ cλ||f || (f ∈ D(A)). (3.1.1)
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Clearly (3.1.1) is equivalent that (A−λI)−1 exists and continuous. Moreover,
if in addition we assume R(A− λI) = H, then λ becomes a regular point.
Some properties:
(1) For a given operator A, the set of points of regular type is open.
Proof. Let λ0 be a point of regular type. Then ∀λ ∈ C with |λ − λ0| < cλ02 , we
have
||(A− λI)f || = ||(A− λ0I)f − (λ− λ0)f || ≥ ||(A− λ0I)f || − |λ− λ0|||f ||
≥ cλ0||f || − |λ− λ0|||f ||
≥ cλ0
2
||f ||.
So, we found open neighborhood around λ0.
(2) Let A be closed and let λ ∈ C be a point of regular type. Then R(A−λI)
is a subspace; i.e. R(A − λI) is closed. Conversely, let λ be a point of regular
type and R(A−λI) be subspace. Then A is closed. Shortly, let λ be regular type
point. Then A is closed if and only if R(A− λI) is closed.
Proof. Let, λ be regular type point then (A − λI)−1 is bounded. Since ∓λI are
continuous for fixed λ, using Example 2.2.3, A − λI is closed if and only if A is
closed. Now, define (A− λI)−1 = T , T is bounded by assumption. Then in view
of Example 2.2.4, D(T ) = D(T ) ⇐⇒ T is closed. Hence, D(T ) = R(A − λI)
with above observations we have the following assertions:
R(A− λI) is closed⇐⇒ T is closed
⇐⇒ (A− λI) is closed
⇐⇒ A is closed.
(3) Assume that A is closable, and denote its closure with A˜. Then every
point λ of regular type for the operator A is also a point of regular type for A˜.
Furthermore,
R(A˜− λI) = R(A− λI). (3.1.2)
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Proof. Clearly by taking limit in ||(A−λI)f || ≥ cλ||f ||, λ becomes a regular type
for A˜ too. In particular, let f ∈ D(A˜), then ∃(fn) ⊆ D(A) such that fn → f
and Afn → A˜f . Now, letting n → ∞ in equation(3.1.2) we get the desired
conclusion. For the second part, closedness of A˜ implies closedness of R(A˜−λI).
Moreover, A ⊆ A˜ implies R(A− λI) ⊆ R(A˜− λI). Taking closure of both sides,
we get R(A− λI) ⊆ R(A˜ − λI). For the inverse inclusion, let g ∈ R(A˜ − λI)
and g = (A˜− λI)f for f ∈ D(A˜). Thus, ∃(fn)∞n=1 ⊆ D(A) such that fn → f and
Afn → A˜f . But then (A − λI)fn → g and therefore g ∈ R(A− λI). That is,
R(A˜− λI) ⊆ R(A− λI).
3.2 Deficient Subspaces
(4) Let λ ∈ C be a point of regular type for the considered operator A. The
subspace Nλ = H	 (R(A− λI)) = (R(A− λI))⊥ is called the deficient subspace
of the operator A corresponding to λ.
H = R(A− λI)⊕Nλ. (3.2.1)
In particular, by equation (3.1.2) if A˜ exists, we can rewrite (3.2.1) as
H = R(A˜− λI)⊕Nλ. (3.2.2)
(5) We say that ψ is an eigenvector of the operator B with a domain D(B)
if 0 6= ψ ∈ D(B) and Bψ = λψ with some λ ∈ C, which is called the eigenvalue
corresponding to the eigenvector ψ.
(6) The set Φ(λ) which consists of 0 and all eigenvectors corresponding to the
same eigenvalue λ is linear. It is clear that if B is closed, then Φ(λ) is closed. We
say that Φ(λ) is the corresponding eigenspace to λ. Note that Φ(λ) = ker(A−λI).
(7) Let D(A) = H. Then Nλ = Φ(λ) where Φ(λ) is for the corresponding
operator A∗.
Proof. Let ψ ∈ Nλ, then for any given f ∈ D(A), 〈(A − λI)f, ψ〉 = 0 implies
〈Af, ψ〉 = 〈f, λψ〉. That is, ψ ∈ D(A∗) and A∗ψ = λψ, or equivalently ψ ∈ Φ(λ)
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for the operator A∗. For the inverse inclusion, if A∗ψ = λψ, then ∀f ∈ D(A) we
have
〈λf, ψ〉 = 〈f, A∗ψ〉 = 〈Af, ψ〉
=⇒ 〈(A− λI)f, ψ〉 = 0
=⇒ ψ ⊥ R(A− λI).
Theorem 3.2.1. Let A be a closed operator in H. Then nλ = dimNλ is invariant
under the changes of λ within a connected component of the set of points λ of
regular type for the operator A. Thus, every component G of this sort can be
associated with a fixed number nλ, where λ ∈ G. This number is called the defect
number of A (in the component G).
Proof. Trivial Case:
Suppose that for each λ0 of regular type we can find a neighborhood Uλ0 that
consists of regular points and dimNλ0 = dimNλ ∀λ ∈ U(λ0). Now, since path
connectedness and connectedness are same, we can construct a closed rectifiable
curve γ ⊆ G connecting any two points in G. Then select a finite subcovering of
any covering of γ. By just passing through this curve, and using the assumption
we conclude the result.
Hence, it is enough to prove that for each regular point, we can find a neigh-
borhood satisfying dimNλ0 = dimNλ ∀λ ∈ U(λ0).
Suppose to the contrary, then there exists {λn}∞n=1 a sequence of points of
regular type such that λn → λ and dimNλn 6= dimNλ0 for all n ∈ N. Assume
W.L.O.G we have the following two cases:
(a) dimNλn < dimNλ0 for all n ∈ N,
(b) dimNλn > dimNλ0 for all n ∈ N.
Indeed, we can find, if necessary, a proper subsequence which would hold one of
these cases.
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Case (a):
Denote PNλ0 the orthogonal projection onto the subspace Nλ0 . Then
dim(PNλ0Nλn) ≤ dimNλn < dimNλ0 (n ∈ N).
Thus, ∃gn ∈ Nλ0 	 PNλ0Nλn (n ∈ N).
Claim: gn ⊥ Nλn for all n ∈ N.
Proof of Claim. Let h ∈ Nλn and h = h1 + h2 (h1 = PNλ0h). Then
〈gn, h〉 = 〈gn, h1〉+ 〈gn, h2〉 = 0
due to the facts that gn ∈ Nλ0 	 PNλ0Nλn and h2 ⊥ Nλ0 .
Since A is closed we have H = (R(A − λnI)) ⊕ Nλn (n ∈ N). By Claim,
gn ∈ R(A−λnI), i.e. ∃fn ∈ D(A), fn 6= 0, such that gn = (A−λnI)fn. Assume
W.L.O.G ||fn|| = 1. In addition, gn ∈ Nλ0 implies gn ⊥ R(A−λ0I). In particular,
gn ⊥ (A− λ0I)fn. Hence
0 = 〈gn, (A− λ0I)fn)〉 = 〈(A− λnI)fn, (A− λ0I)fn)〉
= 〈(A− λ0I)fn − (λn − λ0)fn, (A− λ0I)fn)〉
= ||(A− λ0)fn||2 − (λn − λ0)〈fn, (A− λ0I)fn〉.
=⇒ ||(A− λ0)fn||2 = (λn − λ0)〈fn, (A− λ0I)fn〉
≤ |λn − λ0|.||fn||.||A− λ0I)fn||.
In view of ||(A− λ0)fn|| ≥ 0, we get
||(A− λ0)fn|| ≤ |λn − λ0|.||fn|| (∀n ∈ N).
Letting n→∞, we get a contradiction with the fact that λ0 is a point of regular
type for A.
Case (b):
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Similarly consider the projector PNλn and the subspace Nλn . Then
dim(PNλn , Nλ0) ≤ dimNλ0 < dimNλn .
So ∃gn ∈ Nλn 	 PNλnNλ0 . That is, gn ⊥ Nλ0 and gn ∈ R(A − λ0I). Thus, there
exists {fn}∞n=1 ∈ D(A) such that gn = (A− λ0I)fn. Assume W.L.O.G ||fn|| = 1.
gn ∈ Nλn implies gn ⊥ R(A− λnI). In particular, gn ⊥ (A− λnI)fn. Hence
0 = 〈gn, (A− λnI)fn)〉 = 〈(A− λ0I)fn, (A− λnI)fn)〉
= 〈(A− λnI)fn − (λ0 − λn)fn, (A− λnI)fn)〉
= ||(A− λn)fn||2 − (λ0 − λn)〈fn, (A− λnI)fn〉.
=⇒ ||(A− λn)fn||2 = (λ0 − λn)〈fn, (A− λnI)fn〉
≤ |λ0 − λn| · ||fn|| · ||A− λnI)fn||.
||(A− λn)fn|| ≥ 0, so divide both sides with it, we get
||(A− λn)fn|| ≤ |λ0 − λn| · ||fn|| (∀n ∈ N).
Letting n→∞ we get a contradiction with the fact that λ0 is a point of regular
type for A.
Remark 3.2.2. Note that by Theorem 3.2.1 we can fix a complex number for a
defect number of each connected components.
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Chapter 4
Cayley and Inverse Cayley
Transformation
4.1 Hermitian and Selfadjoint Operators
Let A be an operator with D(A) = H. A is called Hermitian if
〈Af, g〉 = 〈f, Ag〉 (f, g ∈ D(A))
is called selfadjoint if
A∗ = A.
Proposition 4.1.1. Let A be densely defined operator on Hilbert space H. Then
the followings are equivalent:
(a) A is Hermitian.
(b) 〈Af, f〉 ∈ R, (f ∈ D(A)).
(c) A ⊆ A∗.
Proof. “a⇒ b” 〈Af, f〉 = 〈f, Af〉 and 〈Af, f〉 = 〈f, Af〉 concludes (b).
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“b ⇒ c” Let f ∈ D(A), then 〈Af, f〉 = 〈f, Af〉 = 〈f, Af〉 implies f ∈ D(A∗)
and A∗f = Af for all f ∈ D(A). That is A ⊆ A∗.
“c⇒ a” Trivial by considering the definition of Hermitian.
Notice that by part (c) all Hermitian operators are closable.
Definition 4.1.2. An operator A is called essentially selfadjoint if its closure A˜
is selfadjoint.
Lemma 4.1.3. Any z ∈ C\R is a point of regular type for an arbitrary Hermitian
operator.
Before the proof notice first that, if z is a point of regular type, then z is not
an eigenvalue. So, eigenvalues of Hermitian operators are real.
Proof.
||(A− zI)f ||2 = ||(A− xI)f − iyf ||
= ||(A− xI)f ||2 + iy〈(A− xI)f, f〉 − iy〈f, (A− xI)f〉+ y2||f ||2.
Since A is Hermitian, second and third terms are cancelled.
||(A− zI)f ||2 ≥ y2||f ||2.
Remark 4.1.4. By Lemma 4.1.3, for an arbitrary Hermitian operator A there
exists at most two connected components. Thus, there exists (at most) two defect
numbers for each component. We will denote them as couples, say (m,n) for the
upper and lower half planes respectively.
Theorem 4.1.5. Let A be closed Hermitian operator acting on Hilbert space H.
Then the followings are equivalent.
(a) A is selfadjoint.
(b) σ(A) ⊆ R. Recall that σ(A) := complement of ρ(A) := {λ ∈ C ∣∣ λ− AI is
boundedly invertible}.
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(c) m = n = 0.
Proof. “b⇔ c” If z ∈ ρ(A) then by definition R(A∓ zI) = H and we have;
σ(A) ⊆ R⇐⇒ ker(A∗ ∓ zI) = [R(A± zI)]⊥ = H⊥ = {0}. (4.1.1)
And we know that m = dim ker(A∗ − zI) and n = dim ker(A∗ + zI). Hence by
(4.1.1) we conclude that
σ(A) ⊆ R⇐⇒ m = n = 0.
“a⇒ c” Let A = A∗ and fix z ∈ C \ R. Notice that eigenvalues of A are real
numbers. Thus
m = dim(R(A− zI)⊥)
= dim(ker(A∗ − zI))
= dim(ker(A− zI)).
= 0.
Similarly n = 0.
“c ⇐ a” It is enough to prove D(A∗) ⊆ D(A). Fix z ∈ C \ R and let
g ∈ D(A∗). By assumption, Nz = 0, and so ∃f ∈ D(A) such that (A − zI)f =
(A∗ − zI)g ∈ H. In view of the fact A ⊆ A∗ we can rewrite the last equality as
(A∗ − zI)f = (A∗ − zI)g or A∗(f − g) = z(f − g). That is, f − g ∈ Nz = {0}.
Hence f = g and g ∈ D(A).
Corollary 4.1.6. Hermitian operator A is essentially selfadjoint if its defect
numbers are zero.
Let A be a densely defined operator. Assume that there exists α ∈ R such
that
〈Af, f〉 ≥ α||f ||2 (f ∈ D(A)). (4.1.2)
The operator A is called semibounded, and the number α is called its vertex.
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Remark 4.1.7. 〈Af, f〉 is real for semibounded operators, thus by Proposition
4.1.1, any semibounded operator is Hermitian.
Remark 4.1.8. Note that by taking limit we can conclude that if A is semi-
bounded operator with A˜ its closure, then A˜ also becomes a semibounded oper-
ator with the same vertex.
Lemma 4.1.9. Let A be a semibounded operator with a vertex α ∈ R, then any
z ∈ R \ [α,∞) is a point of regular type for this operator.
Proof. Set ξ = α− z > 0. Then ∀f ∈ D(A) we have
||(A− zI)f ||2 = ||(A− αI)||2 + ξ〈(A− αI)f, f〉+ ξ〈f, (A− αI)f〉+ ξ2||f ||2.
≥ ξ2||f ||2. (4.1.3)
We used the facts that A is Hermitian and 〈(A−αI)f, f〉 = 〈f, (A−αI)f〉 ≥ 0.
Remark 4.1.10. In view of Lemma 4.1.9 and Theorem 3.2.1, semibounded op-
erators have equal defect numbers.
Theorem 4.1.11. Any closed semibounded operator A with a vertex α ∈ R has
equal defect numbers. In order for this operator to be selfadjoint, it is sufficient
that
R(A− zI) = H (4.1.4)
for some z ∈ C \ [α,∞).
Proof. Proof follows directly by Theorem 4.1.5, and Remark 4.1.10.
4.2 Isometric and Unitary Operators
Definition 4.2.1. An operator U acting from D(U) ⊆ H to R(U) ⊆ H is called
isometric if
〈Uf, Ug〉 = 〈f, g〉 (f, g ∈ D(U)). (4.2.1)
This operator is called unitary if, in addition, D(U) = R(U) = H.
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Remark 4.2.2. Note that isometric operators are necessarily continuous; there-
fore, it is always possible to consider U˜ in D(U) = D(U˜) closing it by continuity.
So, we always assume that D(U) = D(U); R(U) = R(U); and U is closed.
Lemma 4.2.3. Every z ∈ C with |z| 6= 1, is a point of regular type of an isometric
operator.
Proof. Let U be an isometric operator and let |z| < 1, then
||(U − zI)f || ≥ ||Uf || − |z| · ||f || = (1− |z|)||f ||.
Similarly for |z| > 1 we have
||(U − zI)f || ≥ |z| · ||f || − ||Uf || = (|z| − 1)||f ||.
So, there exists two connected components {z ∈ C| |z| > 1} and {z ∈ C| |z| <
1} so as for Hermitian operators. Denote these defect numbers as m and n.
Theorem 4.2.4. An isometric operator U is unitary if and only if its defect
numbers m = n = 0.
Proof. We will prove that
m = dim(H	R(U)) and n = dim(H	D(U)). (4.2.2)
Note that once we show these equalities then we are done. Now, we have two
cases for m and n. First let z ∈ C such that |z| < 1. Consider the point z = 0,
then n = n0 = dim(H	R(U)) hence second equality follows. Secondly, let z ∈ C
such that |z| > 1. The algebraically inverse operator of U exists and is isometric.
So let n1 be its second defect number, then according to (4.2.2) second formula
applied to U−1, we have dim(H 	 R(U−1 − zI)) = n1 = dim(H 	 R(U−1)) =
dim(H	D(U))). Thus, it remains to show that R(U−1−zI) = R(U−z−1I) (0 <
|z| < 1). But note that
R(U−1 − zI) = (U−1 − zI)D(U−1 − zI) = (U−1 − zI)D(U−1)
= (U−1 − zI)R(U) = (1− zU)D(U).
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In view of f ∈ D(U) if and only if |z|f ∈ D(U) for any z ∈ C,
R(U−1 − zI) = (U − z−1I)D(U)
= R(U − z−1I).
Hence we are done.
4.3 Direct Cayley Transformation
Let H be a Hilbert Space and let A be a closed Hermitian operator. Fix z ∈ C
with Im z > 0. Consider g ∈ R(A− zI), i.e, g = (A− zI)f for some f ∈ D(A).
We construct the mapping g 7→ (A− zI)f = Ug.
Since f is uniquely determined for given g by Lemma 4.1.3 and the fact that
Im z > 0, U is well defined. Moreover, in view of
g = (A− zI)f, Ug = (A− zI)f, (f ∈ D(A)) (4.3.1)
U is linear with the domain R(A− zI) and the range R(A− zI). Since ker(A−
zI) = {0} we can rewrite (4.3.1) as
Ug = (A− zI)(A− zI)−1g. (4.3.2)
The operator U above is called Cayley transformation of the operator A. Now
consider the following properties of Cayley transformation:
(1) The Cayley transform of a closed Hermitian operator is an isometric op-
erator.
Proof. By (4.3.1) ∀f1, f2 ∈ D(A)
〈g1, g2〉 = 〈(A− zI)f1, (A− zI)f2〉
= 〈Af1, Af2〉 − z〈Af1, f2〉 − z〈f1, Af2〉+ |z|2〈f1, f2〉, (4.3.3)
and
〈Ug1, Ug2〉 = 〈(A− zI)f1, (A− zI)f2〉
= 〈Af1, Af2〉 − z〈Af1, f2〉 − z〈f1, Af2〉+ |z|2〈f1, f2〉.
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Since A is Hermitian, U is isometric.
(2) Let m(A), n(A) and m(U), n(U) ne the defect numbers of the operators
A and U , respectively. Then
m(A) = m(U) and n(A) = n(U). (4.3.4)
Proof. By (4.2.2) we have m(U) = dim(H	D(U)) and n(U) = dim(H	R(U)).
Also by construction of U we have D(U) = R(A − zI) and R(U) = R(A − z˜I).
Thus, in view of closedness of A m(U) = dim(H	R(A− zI)) = m(A). Besides,
n(U) = dim(H 	 R(U)) = dim(H 	 R(A − zI)) follows by closedness of A and
the fact that z ∈ {z ∣∣ Im z > 0} implies z ∈ {z ∣∣ Im z < 0}.
(3) Cayley transformation of a selfadjoint operator is a unitary operator.
Proof. This is a direct consequence of (1) and (4.3.4).
(4) Let B ⊇ A be the closed Hermitian extension of an Hermitian operator A.
Then its Cayley transform V is an isometric extension of the Cayley transform
of A, say U .
Proof. It follows by (1) and (4.3.1).
4.4 Inverse Cayley Transformation
For a given closed Hermitian operator by Cayley transformation we can get an
isometric operator U . Suppose first that 1 is not an eigenvalue of U . That is;
ker(U − I) = {0}. (4.4.1)
Then for given g ∈ D(U) consider the following transformation
f =
1
z − z (U − I)g 7→ Bf =
1
z − z (zU − zI)g (4.4.2)
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which is clearly well defined and linear by construction of U and the fact that
ker(U − I) = {0}. In view of (4.3.1) we have
(U − I)g = (z − z)f (∀f ∈ D(A)) (4.4.3)
(zU − zI)g = (z − z)Af (∀f ∈ D(A)) (4.4.4)
which the former implies D(A) = D(B) and the latter implies A = B. Thus, if
(4.4.1) satisfies, then A is called the inverse Cayley transform of the operator U
and we have
D(A) = R(U − I) and R(A) = R(zU − zI). (4.4.5)
Note that we can rewrite (4.3.2) in a similar way, as
Af = (zU − zI)(U − I)−1f. (4.4.6)
Now consider the following properties:
(5) The inverse Cayley transformation of an isometric operator is a closed
Hermitian operator.
Proof. In fact, by (4.4.2) ∀g1, g2 ∈ D(U) we have
〈Af1, f2〉 = 〈 1
z − z (zU − zI)g1,
1
z − z (U − I)g2〉
=
1
|z − z|2 [z〈Ug1, Ug2〉 − z〈Ug1, g2〉 − z〈g1, Ug2〉+ z〈g1, g2〉],
and similarly
〈f1, Af2〉 = 〈 1
z − z (U − I)g1,
1
z − z (zU − zI)g2〉
=
1
|z − z|2 [z〈Ug1, Ug2〉 − z〈Ug1, g2〉 − z〈g1, Ug2〉+ z〈g1, g2〉].
Since U is isometric, we get 〈Af1, f2〉 = 〈f1, Af2〉 (f1, f2 ∈ D(A)). That is, A is
Hermitian. For closedness part, let (fn)
∞
n=1 ⊆ D(A) = R(U − I), and fn → f ,
Afn → h. Then fn = (z − z)−1(U − I)gn and Afn = (z − z)−1(zU − zI)gn
(gn ∈ D(U)). By (4.3.1) gn = (A − zI))fn and Ugn = (A − zI)fn. Since U is
isometric operator, it is closed and D(U) is closed. Thus, ∃g = lim gn = h − zf
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and Ug = h − zf . Thus, we get Ug = g + zf − zf or (U − I)g = (z − z)f . In
view of (4.4.2), f ∈ D(A) and
zUg − zg = zh− zh
= (Af)(z − z).
That is, h = Af .
(6) Defect numbers of U and A satisfy (4.3.4).
Proof. In particular almost same proof with property (2) with the equality (4.4.2)
proves the desired equalities.
(7) The inverse Cayley transform of a unitary operator is a selfadjoint operator
provided that D(A) = R(U − I) is dense in H.
Proof. Since D(A) = R(U − I) is dense in H, A∗ exists and then proof follows
by (6).
Remark 4.4.1. It is evident that a statement similar to (4) is also true, i.e,
V ⊇ U =⇒ B ⊇ A. However, in this case V should satisfy (4.4.1) so that A∗
exists. In particular, by the following lemma we will prove that (4.4.1) is indeed
equal to the statement D(A) = R(U − I) = H. That is, we do not need any
extra assumption in order to have inverse Cayley transform.
Lemma 4.4.2. R(U − I) = H if and only if ker(U − I) = 0.
Proof. ′′ ⇒ ” Let h ∈ ker(U − I); i.e, Uh = h (h ∈ D(U)). ∀g ∈ D(U), in view
of U is isometry,
〈(U − I)g, h〉 = 〈Ug, h〉 − 〈g, h〉 = 〈Ug, Uh〉 − 〈g, h〉 = 0.
R(U − I) is dense in H, so h = 0.
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′′ ⇐ ” By contradiction, let ∃h 6= 0 with h ⊥ R(U − I). ∀f ∈ D(U),
0 = 〈Uf − f, h〉 = 〈Uf, h〉 − 〈f, h〉
= 〈Uf, h〉 − 〈Uf, Uh〉
= 〈Uf, h− Uh〉.
So ∀f ∈ D(U), 〈Uf, h− Uh〉 = 0; i.e, h ∈ ker(U − I). Contradiction.
(8) Let U be the Cayley transform of the closed Hermitian operator A, and let
A1 be the inverse Cayley transformation of the the isometric operator U . Then
we have A1 = A. As a result, A 7→ U 7→ A. Similarly, U 7→ A 7→ U .
Proof. Proofs follow directly by constructions of Cayley and Inverse Cayley trans-
formations in view of Lemma 4.4.2.
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Chapter 5
Extensions of Hermitian
Operators to Selfadjoint
Operators
5.1 Extension Theory
Below we assume that the defect numbers m,n of the operators acting on a
Hilbert space H take the values 0, 1, 2, . . . or ∞. This is true if H is separable.
For general H, the numbers m,n are in fact cardinals.
Theorem 5.1.1. Let U be an isometric operator in H with the defect numbers
m = dim(H 	 D(U)) > 0 and n = dim(H 	 R(U)) > 0. Fix k ≤ min(m,n),
choose k − dimensional subspaces F ⊆ H 	 D(U) and G ⊆ H 	 R(U), and
construct an isometric operator W acting from the whole F to the whole G. The
orthogonal sum
V = U ⊕W, D(V ) = D(U)⊕D(W ), R(V ) = R(U)⊕R(W )
is an isometric extension of the operator U . All possible isometric extensions
of this operator can be obtained by using the same procedure for all possible
k, F,G,W .
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Proof. Proof follows directly by the properties of orthogonal sums.
Corollary 5.1.2. If at least one defect numbers of an isometric operator U is
zero, then U has no nontrivial isometric extensions.
Corollary 5.1.3. In order that U has unitary extensions, it is necessary and
sufficient that m = n. In order to construct a unitary extension, one must set
F = H 	 D(U) and G = H 	 R(U) and take an isometric operator W with
D(W ) = F and R(W ) = G.
Remark 5.1.4. Let A be a closed Hermitian operator and let B be its closed
Hermitian extension. Then
A ⊆ B ⊆ B∗ ⊆ A∗. (5.1.1)
Theorem 5.1.5. Let A be closed Hermitian operator. In order that A admits
nontrivial closed Hermitian extensions it is necessary and sufficient that m,n > 0.
In order that A admits a selfadjoint extension, it is necessary and sufficient that
its defect numbers equal; i.e, m = n.
Proof. In fact, this is a clear consequence of Corollary 5.1.3 and the property (6)
of inverse Cayley transform.
Remark 5.1.6. It is obvious that if we change the point z ∈ C\R, then F,G,W
would also change in order to get the same extension B. Note also that If m = 0
or n = 0, then A does not have closed Hermitian extensions in H. In this case it
is called maximal.
5.2 Von Neumann Formulas
(1) A linear set L ⊆ H is called the direct sum of linear sets L1, · · · , Ln ⊆ H
if, ∀f ∈ L, there exists unique representation f = f1 + · · · + fn, where fj ∈ Lj,
j = 1, . . . , n. In other words, 0 = f1 + · · ·+ fn implies f1 = · · · = fn = 0. Denote
this direct sum as follows
L = L1 u L2 u · · ·u Ln. (5.2.1)
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Now, let A be a closed Hermitian operator in H and let z ∈ C \R be fixed. Then
D(A∗) = D(A)uNz uNz. (5.2.2)
Thus, according to (5.2.2), ∀g ∈ D(A∗) there exists unique decomposition such
that
g = f + hz + hz where f = f(g) ∈ D(A); hz = hz(g) ∈ Nz; hz = hz(g) ∈ Nz.
(5.2.3)
If (5.2.2) is correct, in view of hz ∈ Nz and hz ∈ Nz we get
A∗g = Af + zhz + zhz. (5.2.4)
Proof of equation (5.2.2). It is enough to prove the decomposition (5.2.3) exists
and unique.
Existence of (5.2.3):
Let g ∈ D(A∗). According to the decomposition H = R(A − zI) ⊕ Nz, the
vector (A∗ − zI)g ∈ H can be written as
(A∗ − zI)g = (A− zI)f + (z − z)hz. (5.2.5)
Note that (z − z) is just constant, here hz ∈ Nz and f ∈ D(A − zI) = D(A).
Moreover, A∗g = Af+zhz+z(g−f−hz). We will show that g−f−hz ∈ Nz = Φ(z)
for the operator A∗. Indeed,
A∗(g − f − hz) = A∗g − A∗f − A∗hz.
Since A is Hermitian and hz ∈ Nz, we have A∗f = Af, ∀f ∈ D(A) and A∗hz =
zhz. Then in view of (5.2.5)
A∗(g − f − hz) = (A∗ − zI)g + zg − Af − zhz
= (A− zI)f + (z − z)hz + zg − Af − zhz
= z(g − f − hz).
That is, hz := g − f − hz ∈ Nz and g = f + hz + hz where f ∈ D(A), hz ∈ Nz,
hz ∈ Nz. Hence existence part is proved.
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Uniqueness of (5.2.3):
Suppose 0 = f + hz + hz where f ∈ D(A), hz ∈ Nz and hz ∈ Nz. (5.2.6)
Consider A∗ for the equality above. Then
0 = A∗f + A∗hz + A∗hz
= Af + zhz + zhz
= (A− zI)f + zhz + z(hz + f)
= (A− zI)f + zhz + z(−hz)
= (A− zI)f + (z − z)hz. (5.2.7)
But, (A − zI)f ∈ R(A − zI), (z − z)hz ∈ Nz and R(A − zI) ⊕ Nz = H. Thus,
by (5.2.7) (A− zI)f = 0 and (z − z)hz = 0.z is a point of regular type for A, so
ker(A− zI) = {0}. Hence, f = hz = 0 and by (5.2.6), hz = 0.
(2) Fix z ∈ C \ R. Let W be the operator associated with the extension B
according to Theorem 5.1.5, D(W ) = F ⊆ Nz, and R(W ) = G ⊆ Nz. Then the
set D(B) admits a decomposition
D(B) = D(A)u (W − I)F, (F = D(W )). (5.2.8)
i.e, ∀g ∈ D(B) ⊆ D(A∗), decomposition (5.2.3) takes the form
g = f − hz +Whz (f ∈ D(A), hz ∈ F ⊆ Nz, Whz ∈ WF ⊆ Nz). (5.2.9)
Since B ⊆ A∗; the action of B upon g is defined by (5.2.4), namely
Bg = A∗g = Af − zhz + zWhz. (5.2.10)
Proof. Apply (4.4.5) to V = U ⊕W , we obtain
D(B) = R(U − I)uR(W − I)
= D(A)uR(W − I)
= D(A)u (W − I)F.
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Theorem 5.2.1. Let A be a closed densely defined operator acting on H. Then
A∗A is selfadjoint and nonnegative. That is, 〈A∗Af, f〉 ≥ 0 ∀f ∈ D(A∗A).
Proof. D(A∗A) = {f ∈ D(A) ∣∣ Af ∈ D(A∗)} implies
〈A∗Af, f〉 = 〈Af,Af〉 ≥ 0 (∀f ∈ D(A∗A)).
That is, A∗A is nonnegative. Moreover, since A is closed (A∗)∗ = A. Conse-
quently, write (2.3.2) for A∗, with the fact that ΓA∗ = (OΓA)⊥
H⊕H = ΓA ⊕OΓA∗ . (5.2.11)
∀h ∈ H, (h, 0) can be decomposed according to (5.2.11) as; there exists f ∈ D(A)
and g ∈ D(A∗) such that
(h, 0) = (f, Af) +O(g, A∗g)
= (f, Af) + (−A∗g, g)⇐⇒ h = f − A∗g and 0 = Af + g. (5.2.12)
Thus ∀h ∈ H we have
h = f + A∗Af = (I + A∗A)f, f ∈ D(A), Af = −g ∈ D(A∗). (5.2.13)
We will prove that D(A∗A) = H. Suppose to the contrary, then ∃h ∈ H such
that 0 6= h ⊥ D(A∗A). By (5.2.13) ∃f ∈ D(A∗A) for which f +A∗Af = h and so
0 = 〈h, f〉 = 〈f + A∗Af, f〉 = ||f ||2 + ||Af ||2.
Hence f = 0 and so h = 0. Contradiction, so D(A∗A) = H. Now by (5.2.13)
R(A∗A+I) = H, and so by Theorem 4.1.11 (with α = 0 and z = −1 ∈ C\ [0,∞))
we get A∗A is self adjoint.
Remark 5.2.2. Note that the Theorem is also correct for AA∗ too. Similar proof
can be done by just replacing A with A∗.
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Chapter 6
Spectral Theorems for
Unbounded Operators
6.1 Spectral Measure and Its Properties
Definition 6.1.1. An operator valued function E : R 7→ B(H) is called a spectral
measure on R if it satisfies
(a) ∀α ∈ R, E(α) is a projector in H; E(∅) = 0 and E(R) = 1,
(b) E is countably additive, i.e, ∀(αj)∞j=1 ⊆ R of disjoint sets, we have
E(
∞⋃
n=1
αj) =
∞∑
n=1
E(αj), (6.1.1)
where the series converges in the strong sense.
Theorem 6.1.2. Let E be a spectral measure. Then
E(α)E(β) = E(α ∩ β) (α, β ∈ R). (6.1.2)
Proof. Suppose first α∩β = ∅. By finitely additivity of E, E(α∪β) = E(α)+E(β)
which is indeed a projector due to the fact α ∪ β ∈ R. By Lemma (1.0.9)
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E(α)E(β) = 0. So
E(α)E(β) = 0 = E(∅) = E(α ∩ β).
For the general case, let η = α ∩ β. Then, α = (α \ η) ∪ η and β = (β \ η) ∪ η.
By what we just proved
E(α \ η)E(η) = E(β \ η)E(η) = E(α \ η)E(β \ η) = 0.
Hence
E(α)E(β) = (E(α \ η) + E(η))(E(β \ η) + E(η))
= E(α \ η)E(β \ η) + E(α \ η)E(η) + E(η)E(β \ η) + E2(η)
= E(η).
Corollary 6.1.3. E(α), (α ∈ R) commute.
Remark 6.1.4. In condition (b) of (6.1.1), strong convergence of (6.1.1) can
be replaced by weak convergence. Indeed Theorem (6.1.2) follows by finitely
additivity of E, and so it remains true if we consider the sequence for weak
convergence. Therefore, for mutually disjoint αj’s we get mutually orthogonal
vectors E(αj)f ; and for mutually orthogonal vectors weak convergence and strong
convergence are equal.
Let E be a spectral measure on R and f ∈ H. Then
ρf,f (α) = 〈E(α)f, f〉 = ||E(α)f ||2 ≥ 0 (α ∈ R) (6.1.3)
is clearly a nonnegative finite measure on R. Moreover, for f, g ∈ H
ρf,g(α) = 〈E(α)f, g〉 ∈ C (α ∈ R) (6.1.4)
is a complex measure on R.
Remark 6.1.5. Spectral measures are monotone, i.e, for given spectral measure
E and ∀α, β ∈ R,
α ⊆ β ⇒ E(α) ≤ E(β) (6.1.5)
where A ≤ B ⇔ 〈Af, f〉 ≤ 〈Bf, f〉 (∀f ∈ H). Indeed, β = α ∪ (β \ α) implies
E(β) = E(α)+E(β\α) which yields monotonicity. In view of β\α ∈ R, E(β\α)
is a projector and E(β \ α) ≥ 0.
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Theorem 6.1.6. Let (αn)
∞
n=1, (βn)
∞
n=1 be decreasing and increasing sequences
respectively such that, αn, βn ∈ R (n ∈ N), α1 ⊇ α2 ⊇ . . ., β1 ⊆ β2 ⊆ . . .. Then
in the sense of strong convergence we have
lim
n→∞
E(αn) = E(∩∞n=1αn),
lim
n→∞
E(βn) = E(∪∞n=1βn). (6.1.6)
Proof. We will show the first relation in which second follows similarly. Set
α = ∩∞n=1αn and ηn = αn \ α (n ∈ N). Then η1 ⊇ η2 ⊇ . . . and ∩∞n=1ηn = ∅. Now
consider the measure (6.1.3) for fixed f ∈ H. Then
||E(ηn)f ||2 = ρf,f (ηn)→ 0.
That is, E(ηn)→ 0 strongly. E(ηn) = E(αn)−E(α), so letting n tends to infinity
we conclude the first relation. For the second relation follows similarly by setting
β = ∪∞n=1βn and ηn = β \ βn.
Definition 6.1.7. A function b(x, y) : H⊕H 7→ C is called a bilinear form if it
is linear in the first variable and antilinear in the second variable.
Definition 6.1.8. A bilinear form is called bounded if;
(∃c > 0) (∀x, y ∈ H) : |b(x, y)| ≤ c · ||x|| · ||y||. (6.1.7)
Theorem 6.1.9. For every bounded bilinear form b, one can indicate a unique
bounded operator A such that b(x, y) = 〈Ax, y〉.
Proof. Fixed x ∈ H. Set f(y) = b(x, y), then f(y) is a bounded functional on H.
By Riesz Theorem, there exits unique vector ax ∈ H such that b(x, y) = 〈y, ax〉.
Now, define A : H 7→ H by Ax = ax for given x ∈ H. A is linear and continuous
clearly. Indeed, in view of b is linear in the first variable we have; ∀a1, a2 ∈ C
〈A(a1x1 + a2x2), y〉 = b(a1x1 + a2x2, y)
= a1b(x1, y) + a2b(x2, y)
= a1〈Ax1, y〉+ a2〈Ax2, y〉.
That is, A is linear. In view of (6.1.7), |〈Ax, y〉| ≤ c · ||x|| · ||y||. Hence ||Ax|| ≤
c · ||x||. That is, A is bounded. Uniqueness of A is clear.
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Theorem 6.1.10. Let E be a spectral measure on the algebra R. Then there
exists unique spectral measure Eσ on the σ-algebra Rσ such that Eσ
∣∣R = E.
Proof. Consider the complex measure ρf,g(α) = 〈E(α)f, g〉, α ∈ R. Then by the
standard theory of extension for scalar measures, we have ρ˜f,g(α) = 〈E(α)f, g〉,
α ∈ Rσ. Fix α ∈ Rσ, then ρ˜f,g(α) = 〈E(α)f, g〉 is a bounded bilinear form.
Indeed, we know that ρf,g(α) = 〈E(α)f, g〉 is bilinear for α ∈ R, and by tak-
ing extension bilinearity preserves. Boundedness of ρ˜f,g(α) is clear. Thus, by
Theorem (6.1.9) there exists Eσ(α) such that
ρ˜f,g(α) = 〈Eσ(α)f, g〉 (f, g ∈ H;α ∈ Rσ). (6.1.8)
Note that Eσ(∅) = 0, Eσ(R) = I and Eσ(α) is countably additive in the sense
of weak convergence by (6.1.8). Thus, according to Remark (6.1.4), Eσ is the
required spectral measure. Uniqueness follows by the uniqueness of the extensions
of the scalar measures.
6.2 The Construction of Spectral Integrals
6.2.1 Integrals of Simple Functions
Denote the collection of all simple functions over the measure space (R,R) by
S(R,R) = S. S is an algebra with respect to ordinary summation and multipli-
cation.
Definition 6.2.1.
Let F (λ) =
n∑
k=1
Fkχαk(λ) where Fk ∈ C;αk ∩ αj = ∅, k 6= j;λ ∈ R. (6.2.1)
Now define the spectral integral as∫
R
F (λ) dE(λ) =
∫
R
(
n∑
k=1
Fkχαk(λ)) dE(λ) :=
n∑
k=1
FkE(αk). (6.2.2)
45
Remark 6.2.2. Notice that (6.2.2) does not depend on the representation (6.2.1).
Indeed for two different representations such that
F (λ) =
n∑
k=1
Fkχαk(λ) =
m∑
k=1
F˜kχβk(λ).
we have
⋃n
k=1 αk =
⋃m
k=1 βk =
⋃n
k=1
⋃m
j=1(αk ∩ βj). So
F (λ) =
n∑
k=1
Fkχαk(λ) =
m∑
k=1
F˜kχβk(λ) =
m∑
k=1
n∑
j=1
Gk,jχαk∩βj(λ). (6.2.3)
In view of finite additivity of the spectral measure E, Definition (6.2.1) is well
defined.
Properties:
(1) Linearity:
∀a, b ∈ C;∀F,G ∈ S we have∫
R
(aF (λ) + bG(λ)) dE(λ) = a
∫
R
F (λ) dE(λ) + b
∫
R
G(λ)) dE(λ). (6.2.4)
Proof. Proof follows directly from the linearity of the finite sum in (6.2.2)
(2) Multiplicativity of an Integral:
∀F,G ∈ S we have∫
R
F (λ)G(λ) dE(λ) =
∫
R
F (λ) dE(λ)
∫
R
G(λ) dE(λ). (6.2.5)
Proof. Let F (λ) =
∑n
j=1 Fjχαj(λ) and G(λ) =
∑n
k=1 Gkχαk(λ). Then∫
R
F (λ) dE(λ)
∫
R
G(λ) dE(λ) = (
n∑
j=1
FjE(αj)(λ))(
n∑
k=1
GkE(αk)(λ))
=
n∑
k,j=1
FjGkE(αj)E(αk).
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In view of the fact E(αj)E(αk) = δjkE(αj)∫
R
F (λ) dE(λ)
∫
R
G(λ) dE(λ) =
n∑
j=1
FjGjE(αj)E(αj)
=
∫
R
F (λ)G(λ) dE(λ).
(3)
(
∫
R
F (λ) dE(λ))∗ =
∫
R
F (λ) dE(λ) (F ∈ S). (6.2.6)
Proof.
(
∫
R
F (λ) dE(λ))∗ = (
n∑
j=1
FjE(αj))
∗
=
n∑
j=1
FjE(αj)
=
∫
R
F (λ) dE(λ).
(4)
〈(
∫
R
F (λ) dE(λ))f, g〉 =
∫
R
F (λ) d(E(λ)f, g) (F ∈ S; f, g ∈ H). (6.2.7)
Note that integral on the right hand side of (6.2.7) means integration with respect
to the complex measure (6.1.4).
Proof. ∫
R
F (λ) d(E(λ)f, g) =
n∑
k=1
Fk〈E(αk)f, g〉
= 〈
n∑
k=1
FkE(αk)f, g〉
= 〈(
∫
R
F (λ) dE(λ))f, g〉.
47
(5)
||(
∫
R
F (λ) dE(λ))f ||2 =
∫
R
|F (λ)|2 d(E(λ)f, f) (F ∈ S; f ∈ H). (6.2.8)
Proof.
||(
∫
R
F (λ) dE(λ))f ||2 = 〈(
∫
R
F (λ) dE(λ))∗(
∫
R
F (λ) dE(λ))f, f〉
= 〈(
∫
R
F (λ) dE(λ))(
∫
R
F (λ) dE(λ))f, f〉
using (6.2.5), we get
= 〈(
∫
R
|F (λ)|2 dE(λ))f, f〉
in view of (6.2.7),
=
∫
R
|F (λ)|2 d(E(λ)f, f).
(6)
||
∫
R
F (λ) dE(λ)|| ≤ sup{|F (λ)| ∣∣ λ ∈ R} (F ∈ S). (6.2.9)
Proof. Let f ∈ H, then by (6.2.8)
||(
∫
R
F (λ) dE(λ))f ||2 =
∫
R
|F (λ)|2 d(E(λ)f, f)
≤ sup{|F (λ)|2 ∣∣ λ ∈ R} · 〈E(R)f, f〉
= sup{|F (λ)|2 ∣∣ λ ∈ R} · ||f ||2
6.2.2 Integrals of Bounded Measurable Functions
Denote the collection of all bounded measurable functions over the measure space
(R,R) by L∞(R,R) = L∞. Just as S, this collection is also an algebra with
respect to standard algebraic operations.
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Remark 6.2.3. Recall that by Theorem (1.0.10), ∀F ∈ L∞, ∃(Fn)∞n=1 of sim-
ple functions, such that Fn converges uniformly to F . That is, sup{|Fn(λ) −
F (λ)| ∣∣ λ ∈ R} → 0 as n→∞.
In particular, we can define the spectral integral for bounded functions with
the following definition.
Definition 6.2.4. ∫
R
F (λ) dE(λ) := lim
n→∞
∫
R
Fn(λ) dE(λ) (6.2.10)
where the limit is understood in the operator norm.
Indeed, in view of (6.2.4) and (6.2.9)
||
∫
R
Fn dE(λ)−
∫
R
Fm(λ) dE(λ)|| = ||
∫
R
(Fn(λ)− Fm(λ)) dE(λ)||.
since sup{|Fn(λ)− F (λ)|
∣∣ λ ∈ R} → 0, we have
||
∫
R
Fn dE(λ)−
∫
R
Fm(λ) dE(λ)|| ≤ sup{|Fn(λ)− Fm(λ)|
∣∣ λ ∈ R} → 0
(6.2.11)
as m,n→∞. Thus, limit exists due to the fact that B(H), bounded measurable
functions onH, is complete. Further, limit (6.2.10) does not depend on the choice
of (Fn) that approximates F . In fact, if (F
′
n) is another sequence of this sort, then
using (6.2.11) they have the same limit.
(7) The integrals of bounded measurable functions F,G ∈ L∞ also possess
properties (1) to (6).
Proof. Indeed, (1) to (4) follows directly by limit arguments.
||(
∫
R
F (λ) dE(λ))f ||2 = ||( lim
n→∞
∫
R
Fn(λ) dE(λ))f ||2
= lim
n→∞
||(
∫
R
Fn(λ) dE(λ))f ||2
= lim
n→∞
∫
R
|Fn(λ)|2 d(E(λ)f, f).
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by using Lebesgue Dominated Convergence Theorem with the dominating func-
tion F ,
||(
∫
R
F (λ) dE(λ))f ||2 =
∫
R
|F (λ)|2 d(E(λ)f, f).
Hence we proved (5).
(6) follows similarly by using Lebesgue Dominated Convergence Theorem with
the dominating function F .
6.2.3 Integrals of Unbounded Measurable Functions
Denote the collection of all measurable functions with respect to R such that
E({λ ∈ R ∣∣ |F (λ)| =∞}) = 0 (6.2.12)
by L0(R,R, E) = L0. Similar as S and L∞, L0 forms an algebra with respect
to the ordinary operations. The definition of a spectral integral becomes more
complicated since we need a correct domain to be well defined. The following
lemma describes the domain.
Lemma 6.2.5. Let F ∈ L0. Then, the set
DF = {f ∈ H
∣∣ ∫
R
|F (λ)|2 d(E(λ)f, f) <∞} (6.2.13)
is linear and everywhere dense in H.
Proof. Let f, g ∈ DF and α ∈ R. Then
〈E(α)(f + g), f + g〉 = ||E(α)(f + g)||2
≤ (||E(α)f ||+ ||E(α)g||)2.
using the fact aritmetic mean greater or equal than geometric mean,
〈E(α)(f + g), f + g〉 ≤ 2(||E(α)f ||2 + ||E(α)g||2)
= 2(〈E(α)f, f〉+ 〈E(α)g, g〉). (6.2.14)
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In view of (6.2.14)∫
R
|F (λ)|2 d(E(λ)(f + g), (f + g)) ≤ 2[
∫
R
|F (λ)|2 d(E(λ)f, f) +
∫
R
|F (λ)|2 d(E(λ)g, g)]
<∞.
Hence f + g ∈ DF . Since clearly αf ∈ DF too, DF is linear.
In order to prove denseness of DF , consider the sets αn = {λ ∈ R
∣∣ |F (λ)| >
n} ∈ R (n ∈ N). Clearly, α1 ⊇ α2 ⊇ . . . and set α =
⋂∞
n=1. Notice that F ∈  L0
implies E(α) = 0. In view of∫
R
|F (λ)|2 d(E(λ)E(R \ αn)f, E(R \ αn)f) ≤ n · ||f || <∞,
R(E(R \ αn)) ⊆ DF (n ∈ N). (6.2.15)
∀f ∈ H, consider the sequence of functions fn = E(R \ αn)f ∈ DF ; which
converges to E(R)f − E(α)f = f as n→∞. That is, DF is dense in H.
We now proceed to the definition of spectral integral for functions in L0.
Indeed, ∀F ∈ L0 and N ≥ 0, denote FN its cutoff function by
FN(λ) =
{
F (λ) : λ ∈ {λ ∈ R ∣∣ |F (λ)| ≤ N}
N : otherwise
Then, by definition we set ∀f ∈ DF ;
IFf =
∫
R
F (λ) dE(λ)f := lim
N→∞
∫
R
FN(λ) dE(λ)f (6.2.16)
where the convergence is in the sense of convergence in H.
Remark 6.2.6. In fact,∀M,N ≥ 0 using the facts (6.2.4) and (6.2.8) for bounded
measurable functions we obtain, ∀f ∈ DF ;
||
∫
R
FM(λ) dE(λ)f −
∫
R
FN(λ) dE(λ)f ||2 = ||
∫
R
(FM(λ)− FN(λ)) dE(λ)f ||2
=
∫
R
|FM(λ)− FN(λ)|2 d(E(λ)f, f).
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In view of
∫
R
|F (λ)|2 d(E(λ)f, f) <∞,
||
∫
R
FM(λ) dE(λ)f −
∫
R
FN(λ) dE(λ)f ||2 → 0 as M,N →∞.
Hence, (6.2.16) is well defined.
Let’s describe the properties of IF . First notice that (6) is meaningless.
(8) For F ∈ L0 (4) and (5) satisfies for f ∈ DF .
Proof. Proofs follows by the same limit arguments together with the fact f ∈ DF
and Lebesgue Dominated Convergence Theorem with the dominating function
F ∈ L0.
We will consider the first three properties in the following theorems:
Theorem 6.2.7. Let F,G ∈ L0 and a, b ∈ C. Then∫
R
(aF (λ) + bG(λ)) dE(λ) = a
∫
R
F (λ) dE(λ) + b
∫
R
G(λ)) dE(λ), (6.2.17)∫
R
F (λ)G(λ)) dE(λ) =
∫
R
F (λ) dE(λ)
∫
R
G(λ)) dE(λ). (6.2.18)
If one of F,G is bounded then it is not necessary to take closure of the right-
hand side of (6.2.17) and (6.2.18)
Proof. We first prove (6.2.18).
Claim 1:
〈E(η)IGf, IGf〉 =
∫
R
|G(λ)|2χη(λ) d(E(λ)f, f) (f ∈ D(IG), η ∈ R). (6.2.19)
Proof of Claim 1. Indeed, using (6.2.5) and (6.2.6) for G ∈ L∞ we get
〈E(η)IGf, IGf〉 = 〈IGIχηIGf, f〉 = 〈I|G|2χηf, f〉 =
∫
R
|G(λ)|2χη(λ) d(E(λ)f, f).
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For the case G ∈ L0, we take cutoff functions GN and use the identity (6.2.19),
we get
〈E(η)IGf, IGf〉 = 〈E(η) lim
N→∞
IGNf, lim
N→∞
IGNf〉
= lim
N→∞
〈I|GN |2χηf, f〉.
By Lebesgue Dominated Convergence Theorem with the dominating function G
together with the facts; meausure is finite and |GN(λ)|2χη ≤ |G|2, we conclude
〈E(η)IGf, IGf〉 = 〈I|G|2χηf, f〉.
Claim 2:
D(IF IG) = D(IFG)
⋂
D(IG). (6.2.20)
Proof of Claim 2.
D(IF IG) = {f ∈ D(IG)
∣∣ IGf ∈ D(IF )}
= {f ∈ D(IG)
∣∣ ∫
R
|F (λ)|2 d(E(λ)IGf, IGf) <∞}
by Claim 1,
= {f ∈ D(IG)
∣∣ ∫
R
|F (λ)|2|G(λ)|2 d(E(λ)f, f) <∞}
= D(IFG)
⋂
D(IG).
Let f ∈ D(IF IG) ⊆ D(IFG) and FN , GM are cutoff functions of F,G respec-
tively. Then IFN IGMf = IFNGMf . Letting M → ∞ we get IGMf → IGf and
due to the fact that FN is continuous we obtain IFN IGf = IFNGf . Passing to the
limit as N →∞ with similar arguments, we conclude that IF IGf = IFGf . That
is, IF IG ⊆ IFG. Next we will show IFG ⊆ IF IG. Then due to the fact that IFG is
closed we are done for (6.2.18) Indeed, denote
αn = {λ ∈ R
∣∣ |F (λ)| > n} ∈ R, (n ∈ N),
βn = {λ ∈ R
∣∣ |G(λ)| > n} ∈ R, (n ∈ N),
ηn = {λ ∈ R
∣∣ |F (λ) +G(λ)| > n} ∈ R, (n ∈ N),
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and set δn = αn
⋃
βn
⋃
ηn, (n ∈ N). Then δ1 ⊇ δ2 ⊇ . . . and E(
⋂∞
n=1 δn) = 0. For
f ∈ D(IFG) consider fn = E(R\δn)f ∈ D(IFG)
⋂
D(IF )
⋂
D(IG). Then as in the
proof of Lemma (6.2.5) this sequence gives the required approximation. Hence we
proved (6.2.18). Note that if G ∈ L∞ then (6.2.20) turns to D(IF IG) = D(IFG).
Since by above calculations their actions on the same domain coincide, we get
IF IG = IFG. Now, we will prove (6.2.17) for special case; if one of F,G is bounded.
Let F ∈ L0, G ∈ L∞. The fact arithmetic mean greater or equal than geometric
mean implies
|F (λ) +G(λ)|2 ≤ 2(|F (λ)|2 + |G(λ)|2).
That is, D(IF + IG) ⊆ D(IF+G). Moreover, by virtue of (6.2.4) for bounded
functions we have; ∀f ∈ D(IF + IG), IFN+GNf = IFNf + IGNf for N ≥ 0.
Letting N → ∞ we get IF+Gf = IFf + IGf . So, IF + IG ⊆ IF+G. Note also
that D(IF+G) ⊆ D(IF ) = D(IF + IG) due to the facts that G is bounded and
|F (λ)|2 ≤ |F (λ) + G(λ)|2. Hence we get IF+G = IF + IG. That is,we proved
(6.2.17) for the special case F ∈ L0, G ∈ L∞.
For the case F,G ∈ L0; by doing same calculations as in the special case, one
can deduce IF + IG ⊆ IF+G. So it is enough to prove IF+G ⊆ IF + IG. Indeed
denote the sets
αn = {λ ∈ R
∣∣ |F (λ)| > n} ∈ R, (n ∈ N),
βn = {λ ∈ R
∣∣ |G(λ)| > n} ∈ R, (n ∈ N),
ηn = {λ ∈ R
∣∣ |F (λ) +G(λ)| > n} ∈ R, (n ∈ N),
and set δn = αn
⋃
βn
⋃
ηn, (n ∈ N). Then δ1 ⊇ δ2 ⊇ . . . and E(
⋂∞
n=1 δn) = 0. Let
f ∈ D(IF+G), then consider the sequence of functions of the form fn = E(R \
δn)f ∈ D(IF+G)
⋂
D(IF )
⋂
D(IG). Letting fn → f implies IF+Gfn → IF+Gf as
n→∞. In fact, last relation follows by
IF+Gfn =
∫
R
(F (λ) +G(λ)) dE(λ)E(R \ δn)f
=
∫
R
(F (λ) +G(λ)) dE(λ)
∫
R
χR\δn(λ) dE(λ)f
we proved the special case of (6.2.17),
=
∫
R
(F (λ) +G(λ))χR\δn(λ) dE(λ)f. (6.2.21)
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Hence
||IF+Gfn − IF+Gf ||2 =
∫
R
|F (λ) +G(λ)|2χδn(λ) d(E(λ)f, f).
By Lebesgue Dominated Convergence Theorem with the dominating function
F +G,
||IF+Gfn − IF+Gf ||2 → 0 (n→∞),
whence f ∈ D(IF + IG) and IF+G = (IF + IG).
Theorem 6.2.8. Let F ∈ L0. Then IF in (6.2.16) is closed, (IF )∗ = IF and
D((IF )
∗) = D(IF ) = DF . More precisely,
(
∫
R
F (λ) dE(λ))∗ =
∫
R
F (λ) dE(λ) (F ∈ L0). (6.2.22)
Note also that, if F ∈ L0 is real valued then IF is selfadjoint.
Proof. Let f, g ∈ DF . (∀N ≥ 0) in view of (6.2.6) for bounded measurable
functions,
〈
∫
R
FN(λ) dE(λ)f, g〉 = 〈f,
∫
R
FN(λ) dE(λ)g〉.
Since DF = DF we can let n → ∞ and conclude that 〈IFf, g〉 = 〈f, IFg〉. That
is, IF ⊆ (IF )∗. For the inverse implication we have;
〈IF , g〉 = 〈f, (IF )∗g〉 (f ∈ DF , g ∈ D((IF )∗)). (6.2.23)
Let f = E(R \ αn)h (h ∈ H), which is possible by (6.2.15).
IFf = (
∫
R
F (λ) dE(λ))(E(R \ αn)h)
= (
∫
R
F (λ) dE(λ))(
∫
R
χ\αn dE(λ)h).
In view of Theorem 6.2.7
IFf =
∫
R
F (λ)χR\αn dE(λ)h. (6.2.24)
By using the boundedness of F (λ)χR\αn we obtain
〈
∫
R
F (λ)χR\αn dE(λ)h, g〉 = 〈h,
∫
R
F (λ)χR\αn dE(λ)g〉
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in view of (6.2.6) for bounded functions,
= 〈h, (IFχR\αn )∗g〉
= 〈h, (IF IχR\αn )∗g〉
= 〈h,E(R \ αn)(IF )∗g〉.
Whence since h ∈ H is arbitrary, we conclude that∫
R
F (λ)χR\αn(λ) dE(λ)g = E(R \ αn)(IF )∗g.
Using (6.2.8) for unbounded measurable functions we have; ∀n ∈ N,∫
R
|F (λ)χR\αn(λ)|2 d(E(λ)g, g) = ||E(R \ αn)(IF )∗g||2 ≤ ||(IF )∗g|| <∞.
(6.2.25)
Letting n→∞ we conclude that g ∈ DF and (IF )∗ ⊆ IF . Closeness of IF directly
follows by IF = (IF )
∗.
Definition 6.2.9. A closed densely defined operator A acting on Hilbert space
H is normal if
AA∗ = A∗A. (6.2.26)
Remark 6.2.10. ∀F ∈ L0, IF defined in (6.2.16) is normal. Indeed, in view of
the facts Theorem 6.2.8, Theorem 5.2.1 and 6.2.18,
(IF )
∗IF = (IF )∗IF
= I|F |2
= IF (IF )
∗.
That is, IF is normal.
Remark 6.2.11. Note that F,G ∈ L∞ (or more generally, if one of them are
bounded) the operators IF and IG commutes. However, if both F,G ∈ L0 then,
by (6.2.18), the commutation is conventional; that is, (IF IG) = (IGIF ).
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6.3 Image of a Spectral Measure
Let (X,M) be a measurable space, Y be another space and ψ be a fixed bijective
mapping from X to Y . Then by given M and ψ, we can define N the σ-algebra
N that consists of all sets α′ ⊆ N whose preimage ψ−1(α′) ∈ R. One can deduce
easily that N is indeed a σ-algebra. Thus, we have constructed the measurable
space (Y,N ).
Let E be a spectral measure defined on (X,M). We now will describe spectral
measure on (Y,N ). We set
α′ → E ′(α′) = E(ψ−1(α′)), α′ ∈ N . (6.3.1)
Claim: (6.3.1) is indeed a spectral measure defined on (Y,N ).
Proof. Since by construction ∀α′ ∈ Y , ψ−1(α′) ∈ R, so E(ψ−1(α′)) is a projector
∀α′ ∈ N . Moreover, E ′(∅) = E(ψ−1(∅)) = E(∅) = 0 and E ′(Y ) = E(ψ−1(Y )) =
E(X) = I. Hence we showed first property. Moreover, let (α′j)
∞
n=1 be disjoint
sets, then
E ′(
∞⋃
n=1
α′j) = E(ψ
−1(
∞⋃
n=1
α′j))
by bijectivity of ψ−1,
= E(
∞⋃
j=1
ψ−1(α′j))
since (α′j) are disjoint, ψ
−1(α′j) are disjoint too,
=
∑
j≥1
E(ψ−1(α′j))
=
∑
j≥1
E ′(α′j). (6.3.2)
Hence, we construct the spectral measure.
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Remark 6.3.1. ψ−1((F ′)−1(z)) = (F ′ ◦ ψ)−1(z) (z ∈ C). So, using this relation
and construction of N , we get
(F ′)−1(δ) ∈ N ⇐⇒ ψ−1((F ′)−1(δ)) ∈M⇐⇒ (F ′ ◦ ψ)−1(δ) ∈M.
This implies that F ′ is measurable with respect to N if and only if F ′ ◦ ψ is
measurable with respect to M. In particular following theorem gives the inter-
pretation of change of variables.
Theorem 6.3.2. Let L0(Y,N , E ′) be the collection of complex valued functions
defined on Y , measurable with respect to N and finite E ′-almost everywhere. If
F ′ ∈ L0(Y,N , E ′), then F ′ ◦ ψ ∈ L0(X,M, E) and followings holds:∫
X
F ′(ψ(λ)) dE(λ) =
∫
Y
F ′(λ′) dE ′(λ′) = IF ′ , (6.3.3)
D(IF ′) = {f ∈ H|
∫
X
|F ′(ψ(λ))|2 d(E(λ)f, f) <∞}
= {f ∈ H|
∫
Y
|F ′(λ′)|2 d(E ′(λ′)f, f) <∞}. (6.3.4)
Proof. Let α′ = {λ′ ∈ Y | |F ′(λ′)| = ∞}, then ψ−1(α′) = {λ ∈ R| |F ′(ψ(λ))| =
∞}. Thus, E(ψ−1(α′)) = E ′(α′) = 0 means that the function F ′ ◦ ψ is finite
E-almost everywhere. By the Remark 6.3.1 we know that E((F ′ ◦ ψ(λ))) = 0,
that is F ′ ◦ ψ is finite E-almost everywhere or F ′ ◦ ψ ∈ L0(X,M, E). Hence we
proved the first statement of the theorem. Now, Let F ′ ∈ S(Y,N , E ′), then for
any disjoint sets α′k ∈ N ,∫
Y
F ′(λ′) dE ′(λ′) =
∫
Y
(
n∑
k=1
F ′kχα′k(λ
′)) dE ′(λ′)
=
n∑
k=1
F ′kE
′(α′k) =
n∑
k=1
F ′kE(ψ
−1(α′k))
using the fact that
∫
α
dE(λ) = E(α) (α ∈M),
=
∫
X
(
n∑
k=1
F ′kχψ−1(α′k)(λ)) dE(λ)
by χα′(ψ(λ)) = χψ−1(α′)(λ) ∀α′ ⊆ Y ,
=
∫
X
F ′(ψ(λ)) dE(λ).
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Hence, for the special case F ′ ∈ S(Y,N , E ′), we are done. Note that for the case
F ′ ∈ L∞(Y,N , E ′) equation (6.3.3) can be observed by the limit transition in the
uniform approximation of F ′ by F ′n ∈ S(Y,N ). In the case where F ′N(ψ(λ)) =
(F ′ ◦ ψ)N(λ) and the fact that integrals in (6.3.4) are equal into account. This
is a clear consequence of standart change of variables with respect to a scalar
measure.
6.4 Product of Spectral Measures
Let (R1,R1), (R2,R2) be two measurable spaces with spectral measures E1 and
E2 respectively. Suppose E1 and E2 commute for all α1 ∈ R1 and α2 ∈ R2.
DenoteR the direct productR1×R2. More precisely, it is the σ-algebra composed
of all subsets ofR1×R2 that belong to the σ span of all possible rectangles α1×α2
with α1 ∈ R1, α2 ∈ R2.
Now consider the following construction:
E(α1 × α2) := E1(α1)E2(α2) (α1 ∈ R1, α2 ∈ R2). (6.4.1)
E is a spectral measure defined on R:
Proof. (E1(α1)E2(α2))
∗ = E∗2(α2)E
∗
1(α1). So,
(E(α1 × α2))∗ = E∗2(α2)E∗1(α1)
= E2(α2)E1(α1).
By assumption E1 and E2 commute,
(E(α1 × α2))∗ = E1(α1)E2(α2)
= E(α1 × α2). (6.4.2)
Thus, it is self adjoint. Moreover,
E2(α1 × α2) = E1(α1)E2(α2)E1(α1)E2(α2)
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E1 and E2 commute,
= E21(α1)E
2
2(α2)
= E1(α1)E2(α2)
= E(α1 × α2).
That is, E2 = E. Hence, E is a spectral measure defined on R. This E is called
the direct product of E1 and E2 and denoted by E = E1 × E2.
Notice that the assumption of commuting spectral measures is essential.
Definition 6.4.1. Let R be a complete metric space and let R = B(R) be the
σ-algebra of its Borel subsets. The spectral measure defined on R = B(R) is
called Borel spectral measure.
Theorem 6.4.2. Let E1, E2 be two commuting Borel spectral measures in the
spaces R1, R2 respectively. Then (6.4.1) determines a unique spectral measures
E = E1 × E2 defined on R = B(R1 ×R2).
Proof. First recall that every scalar finite measure is automatically regular; i.e.
µ(α) = inf{µ(o)| o ⊇ α, o is open} (α ∈ B(R)) (6.4.3)
µ(α) = sup{µ(u)| u ⊇ α, u is compact} (α ∈ B(R)) (6.4.4)
Let R′ be the algebra spanned by the collection of all rectangles α1 × α2. By
Theorem 6.1.10 it is enough to show that E is a spectral measure on R′.
∀α ∈ R′, E(α) is a projector, since α can be represented as finite union of
disjoint rectangles, that is E(α) is the sum of finite projectors E(α1 × α2) which
are mutually orthogonal. Moreover, E(∅) = 0, E(R1 × R2) = 1. We prove that,
for every triangle α1 × α2 (α1 ∈ B(R1), α2 ∈ B(R2)), f ∈ H and  > 0, one can
find two rectangles o1 × o2 and u1 × u2 where oi ⊇ αi ⊇ ui, oi are open, ui are
compact, (i = 1, 2), such that
〈E(o1 × o2)f, f〉 − 〈E(α1 × α2)f, f〉 < ,
〈E(α1 × α2)f, f〉 − 〈E(u1 × u2)f, f〉 < . (6.4.5)
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We will only show the first relation. Since scalar measures are regular, for given
δ > 0 we take open sets o1 ⊇ α1 and o2 ⊇ α2 such that 〈E1(o1 \ α1)f, f〉 < δ and
〈E2(o2 \ α2)f, f〉 < δ. (o1 × o2) \ (α1 × α2) = ((o1 \ α1) × o2) ∪ (α1 × (o2 \ α2)),
and notice that these two sets are disjoint. So
〈E(o1 × o2)f, f〉 − 〈E(α1 × α2)f, f〉
= 〈E((o1 \ α1)× o2)f, f〉+ 〈E(α1 × (o2 \ α2))f, f〉
= 〈E1(o1 \ α1)E2(o2)f, f〉+ 〈E1(α1)E2(o2 \ α2)f, f〉
≤ ||f ||(||E1(o1 \ α1)f ||+ ||E2(o2 \ α2)f ||)
= ||f ||(〈E1(o1 \ α1)f, f〉1/2 + 〈E2(o2 \ α2)f, f〉1/2)
≤ 2
√
δ||f ||. (6.4.6)
By choosing δ such that 2
√
δ||f || = , we proved (6.4.5). Let α1, . . . ,∈ R′ be
mutually disjoint sets such that α =
⋃∞
k=1 αk ∈ R′. In order to prove E is
countably additive, it suffices to show
〈E(α)f, f〉 ≤
∞∑
k=1
〈E(αk)f, f〉. (6.4.7)
Indeed, ∀n ∈ N
n∑
k=1
〈E(αk)f, f〉 = 〈E(
n⋃
k=1
αk)f, f〉
≤ 〈E(α)f, f〉. (6.4.8)
Letting n→∞ we get ∑∞k=1〈E(α)f, f〉 ≤ 〈E(α)f, f〉. Thus, (6.4.7) is enough to
prove countably additivity.
Since α is union of finitely many rectangles, we can apply (6.4.5) and find,
for given  > 0, a compact set U ⊆ α such that 〈E(α)f, f〉 − 〈E(U)f, f〉 < .
Similarly, open sets Ok ⊇ αk such that 〈E(Ok)f, f〉 − 〈E(αk)f, f〉 < 2k . Suppose
the family (Ok)
∞
k=1 covers U . Since U is compact ∃n ∈ N such that
⋃n
k=1Ok ⊇ U .
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Thus
〈E(α)f, f〉 < 〈E(U)f, f〉+ 
≤ 〈E(
n⋃
k=1
Ok)f, f〉+ 
≤
∞∑
k=1
〈E(Ok)f, f〉+ 
<
∞∑
k=1
〈E(αk)f, f〉+ 2.
Letting  → 0 we conclude (6.4.7). Thus, E is indeed a spectral measure on
R′.
6.5 Spectral Theorem for Selfadjoint Operators
In this section we suppose we know the spectral decomposition theorems for
bounded cases.
Theorem 6.5.1. Let A be an arbitrary selfadjoint operator. Then there exists a
unique spectral measure E of A such that the following representation is true;
A =
∫
R
λ dE(λ), D(A) = {f ∈ H ∣∣ ∫
R
λ2 d(E(λ)f, f) <∞}. (6.5.1)
In particular, R can be replaced by σ(A), spectrum of the operator A.
Proof. Let A′ be an arbitrary selfadjoint operator. Set R′ = R∪{∞} and R = T
(the unit circle). Consider, ψ, the inverse mapping of the following mapping;
λ′ 7→ λ = λ
′ + i
λ′ − i ∈ R (λ
′ ∈ R′). (6.5.2)
That is; ∀λ ∈ R,
λ 7→ ψ(λ) = iλ+ 1
λ− 1 ∈ R
′. (6.5.3)
Consider the Cayley transformation U of A′ for z = i,
U = (A′ + iI)(A′ − iI)−1. (6.5.4)
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We know by properties of Cayley transform, U is unitary. Let E be its spectral
measure of U . Denote E ′ the image of E under the mapping (6.5.3). Therefore,
E ′ becomes spectral measure on R′. Note that E ′({∞}) = E({1}) = 0. Last
equality follows by the fact that ker(U − I) = {0}. So, E ′ is a spectral measure
on R′. In view of (6.3.3) and (6.3.4),∫
R
λ′ dE ′(λ′) =
∫
R′
λ′ dE ′(λ′) =
∫
T
i
λ+ 1
λ− 1 dE(λ) = i(U + I)(U − I)
−1 = A′.
(6.5.5)
That is (6.5.1) is proved. The statement, R can be replaced by σ(A), follows by,
i(U + I)(U − I)−1 =
∫
σ(U)
i
λ+ 1
λ− 1 dE(λ) =
∫
σ(A)
λ′ dE ′(λ′).
Uniqueness of E ′ follows by the uniqueness of E.
6.6 Commuting Operators
Definition 6.6.1. Let A be a bounded linear operator acting on H. We say that
an operator A commutes with an operator B if AB ⊆ BA (notation: A ^ B).
Remark 6.6.2. If both operators are bounded, then commutation becomes in
the equality sense, i.e. A,B two bounded operators are commute if AB = BA.
Theorem 6.6.3. If a bounded operator B commutes with a spectral measure E,
then it commutes with any IF :=
∫
R
F (λ) dE(λ) where F is measurable function
on (R,R) such that
E({λ ∈ R ∣∣ |F (λ)| =∞}) = 0. (6.6.1)
Proof. ∀f ∈ D(IF ), in view of (6.2.7)
〈IFBf, g〉 =
∫
R
F (λ) d(E(λ)Bf, g).
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By the assumption of commuting B and E (notice both are bounded),
〈IFBf, g〉 =
∫
R
F (λ) d(BE(λ)f, g)
=
∫
R
F (λ) d(E(λ)f,B∗g)
= 〈IFf,B∗g〉
= 〈BIFf, g〉.
That is, BIF ⊆ IFB.
Theorem 6.6.4. Let B be a bounded operator and V be a unitary operator. Then
they commutes if and only if M commutes with FV , spectral measure of V .
Proof. One side follows directly by Theorem (6.6.3). To prove inverse implication,
supposeM commutes with V . Notice both operators are bounded, soMV = VM .
Let V =
∫
T λ dFV (λ) be spectral decomposition of the unitary operator V . In
view of VM = MV and (6.2.7) we have; ∀f, g ∈ H,
〈MV f, g〉 = 〈VMf, g〉 =
∫
T
λ d(FV (λ)Mf, g), (6.6.2)
〈MV f, g〉 = 〈V f,M∗g〉 =
∫
T
λ d(FV (λ)f,M
∗g). (6.6.3)
Note that by simple change of variables we get
∫
T λ dµ(λ) =
∫
R e
iλt d µ˜(λ). Thus,
by using the uniqueness of Fourier Transform of measures (Theorem (1.0.5))
together with (6.6.3) and (6.6.2) we conclude 〈FVMf, g〉 = 〈FV f,M∗g〉. That is
FVM = MFV .
Theorem 6.6.5. Let B be a bounded operator. Then B commutes with a selfad-
joint operator A if and only if B commutes with EA, spectral measure of A.
Proof. One side follows by Theorem (6.6.3).
Denote Rz(A) = (A − zI)−1. For sufficiently large |z|, (Rz(A))−1 exists and
equals to −∑∞n=0(z)−n−1An. Thus, B commutes with A implies B commutes
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with Rz(A). Let U be the Cayley transform of A. Then
U = (A+ zI)(A− zI)−1
= (A− zI + (z + z)I)(A− zI)−1
= I + (z + z)(A− zI)−1
= I + (z + z)Rz(A),
in which implies B commutes with U . By Theorem (6.6.4), B commutes with
FU , the spectral measure of U . So in view of the Cayley transform, B commutes
with EA.
6.7 Spectral Theorem for Normal Operators
Theorem 6.7.1. Let A be nonnegative selfadjoint operator. Then there exists a
unique nonnegative selfadjoint operator B such that B2 = A.
Proof. Let E be the spectral measure of A. A is selfadjoint, so σ(A) ⊆ R. For
λ ∈ R, the function √λ is real and so define;
B :=
∫
R+
√
λ dE(λ). (6.7.1)
Note that
B∗ = (
∫
R+
√
λ dE(λ))∗
in view of Theorem (6.2.8) and the fact that
√
λ is real on R+,
=
∫
R+
√
λ dE(λ)
= B.
That is, B is selfadjoint. Moreover, in view of (6.2.7) for unbounded measurable
functions;
〈Bf, f〉 =
∫
R+
√
λ d(E(λ)f, f) ≥ 0.
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Thus, B is nonnegative selfadjoint operator.Further, in view of (6.2.18) and the
fact that B is closed we have
A =
∫
R+
λ dE(λ)
=
∫
R+
√
λ dE(λ)
∫
R+
√
λ dE(λ)
Since A is closed,
=
∫
R+
√
λ dE(λ)
∫
R+
√
λ dE(λ)
= B2.
Lemma 6.7.2. Let T be closed densely defined operator on H. By Theorem
(5.2.1), T ∗T is selfadjoint and nonnegative on H. Define
K = (T ∗T )1/2. (6.7.2)
The operator (6.7.2) is the unique selfadjoint nonnegative operator on H satisfy-
ing,
D(K) = D(T ), ||Kf || = ||Tf ||, ∀f ∈ D(T ). (6.7.3)
Proof. Proof follows directly by Theorem (6.7.1) and the fact that;
||Kf ||2 = 〈K2f, f〉 = 〈T ∗Tf, f〉 = ||Tf ||2.
The operator (6.7.2) is called the modulus of T and denoted by K = |T |. Note
that by (6.7.3)
ker |T | = kerT, (6.7.4)
which implies
R(|T |) = [ker |T |]⊥ = [kerT ]⊥ = R(T ∗). (6.7.5)
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Definition 6.7.3. A partial isometry is a linear map W between Hilbert spaces
H1 and H2 such that the restriction of W to the orthogonal complement of its
kernel is an isometry. We call the orthogonal complement of the kernel of W the
initial subspace of W , and the range of W is called the final subspace of W .
Theorem 6.7.4. Let T be closed densely defined operator on H and K = |T | be
he operator (1). Then there exists a unique partially isometric operator V acting
on H with initial space R(T ∗) and range R(T ) such that
T = V |T |. (6.7.6)
Proof. Let x = Kf for some f ∈ D(T ). Define V x = Tf . Let V x1 = V x2 then
Tf1 = V x1 = V x2 = Tf2 implies f1 = f2, that is x1 = Kf1 = Kf2 = x2. So
V is well defined. By (6.7.3) V is isometric, and its clear that (6.7.6) follows by
Tf = V Kf . Note that D(V ) = R(K)∩D(T ) and D(T ) is dense in H. So we can
extend V by continuity to R(K) = R(T ∗). Define V to be zero on kerK = kerT .
Uniqueness of V is now direct consequence of the construction.
Representation (6.7.6) is called the polar decomposition of T .
Lemma 6.7.5. Under the hypotheses of Theorem (6.7.4), the following ’antipolar’
decomposition hold
T = |T ∗|V, T ∗ = |T |V ∗. (6.7.7)
Proof. Let K = (T ∗T )1/2 and g ∈ D(T ) = D(K). Then for f ∈ D(T ) = D(K) =
D(K∗),
〈Tg, V f〉 = 〈V Kg, V f〉 = 〈V ∗V Kg, f〉.
Since V is isometric on R(T ∗) and Kg ∈ R(K) ⊆ R(T ∗) by (6.7.5),
〈Tg, V f〉 = 〈Kg, f〉 = 〈g,Kf〉.
That is, V f ∈ D(T ∗) and T ∗V f = Kf , or equivalently K ⊆ T ∗V . Moreover, let
h ∈ D(T ∗) and g ∈ D(T ), then
〈T ∗h, g〉 = 〈h, Tg〉 = 〈h, V Kg〉 = 〈V ∗h,Kg〉.
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That is, V ∗h ∈ D(K∗) = D(K) and T ∗h = KV ∗h. Hence, T ∗ ⊆ KV ∗. Using
(6.7.5), the facts V V ∗ = PR(T ) = P[kerT ∗]⊥ , V ∗V = PR(T ∗) = P[kerK]⊥ implies
that (KV ∗)V = K. These with together T ∗ ⊆ KV ∗ and K ⊆ T ∗V implies the
followings;
KV ∗ ⊆ (T ∗V )V ∗ = T ∗ ⊆ KV ∗,
TV ∗ ⊆ (KV ).
Hence we are done for the second equality.
In order to prove the first equality one can rewrite Theorem 6.7.4 for T ∗ and
deduce that U = V ∗ where U is the corresponding partial isometry for T ∗. Hence
first relation follows by second equality with the fact that U = V ∗.
Remark 6.7.6. Suppose T is normal, i.e T is closed densely with T ∗T = TT ∗.
Then proving the Lemma (6.7.2) for K = (TT ∗)1/2 we get
K = |T | = |T ∗|, D(K) = D(T ) = D(T ∗). (6.7.8)
kerT ∗ = kerT = ker |T |. (6.7.9)
R(T ∗) = R(|T |) = R(|T ∗|) = R(T ). (6.7.10)
Theorem 6.7.7. Let T be a normal operator on H. Then V, |T | in (6.7.6) com-
mute. The restriction of V to R(|T |) = R(T ) is unitary.
Proof. By (6.7.10) V is unitary on R(T ). It follows from (6.7.8), (6.7.6) (6.7.7)
for T that |T | commutes with V .
Theorem 6.7.8. Let T be a normal operator (not necessarily bounded) on H.
Then there exists a unique spectral measure E = ET defined on the Borel subsets
of C such that
T =
∫
C
z dET (z). (6.7.11)
Proof. Simple Case: kerT = {0}
Consider the polar decomposition of T , T = V |T |. By Theorem (6.7.7) K =
|T | and V commutes. By (6.7.9) we have kerT ∗ = kerT = {0}. We know that
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K is positive selfadjoint, so ,its corresponding spectral measure is supported on
positive real axis; and spectral measure of unitary operator V is supported on
unit dist T. Since K ^ V , the spectral measures EK and FV commutes. Recall
that this was the only requirement of well defined product spectral measure. Now
consider E˜ of their product spectral measure, which is a Borel measure defined
on R+ × T.
Consider the map pi defined on R+×T to C by z = rη (r ∈ R+, η ∈ T). The
image of E˜ under the map pi is a spectral measure, denote with Eτ . Note that
by construction of pi, Eτ{0} = EK{0} = 0.
Thus, by using change of variables for spectral measures and the facts that
EK(R+) = FV (T) = 1, we have∫
C
|z| dEτ (z) =
∫
R+×T
r d E˜(r, η) = K = |T |, (6.7.12)∫
C
|z−1|z dEτ (z) =
∫
R+×T
η d E˜(r, η) = V. (6.7.13)
These equations together with multiplication property for spectral integrals yield
representation (6.7.11) for T = V K. It is established simultaneously that
D(T ) = D(T ∗) = D(|T |) = {f ∈ H|
∫
|z|2 dµf (z) <∞}, (6.7.14)
T ∗ =
∫
z dEτ (z). (6.7.15)
General Case: kerT 6= {0}
Let T0 be the restriction of T to the subspace [kerT ]
⊥ = R(T ). Then by above,
T0 admists representation (6.7.11) with corresponding spectral measure Eτ0 on
R(T ). Consider now spectral measure E0 on kerT defined by E0(C\{0}) = 0,
E0({0}) kerT = kerT , and define Eτ = Eτ0 ⊕E0. It is clear by the properties of
the orthogonal sum that Eτ is a spectral measure on H satisfying (6.7.11).
Uniqueness follows directly by the uniqueness of spectral measures EK and
FV .
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Chapter 7
Criteria of Selfadjointness
7.1 Stone’s Theorem, Operator Differential
Equations
Let A be a selfadjoint operator acting on H, and let E be its spectral measure.
We construct the operator valued function
t 7→ U(t) =
∫
R
eitλ dE(λ) := eitA (λ, t ∈ R). (7.1.1)
In view of (6.2.8) for bounded functions, ||U(t)f ||2 = ∫R d(E(λ)f, f) = ||f ||2.
That is, U is unitary for each t ∈ R. Moreover
U(t+ s) = U(t)U(s) (t, s ∈ R). (7.1.2)
Claim 1: The function defined on (7.1.1) is strongly continuous, i.e, (∀f ∈ H)
(∀t ∈ R) : U(s)f → U(t)f as s→ t.
Proof of Claim 1. By relation (6.2.8) we obtain
||U(s)f − U(t)f ||2 = ||
∫
R
(eisλ − eitλ) dE(λ)f ||2
=
∫
R
|eisλ − eitλ|2 d(E(λ)f, f)→ 0 as s→ t.
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Last conclusion follows by Lebesgue Dominated Convergence Theorem, with the
dominating function ”2”.
Claim 2: U(t) is strongly continuously differentiable, i.e. ∀f ∈ D(A) and
t ∈ R, the strong derivative
U ′(t)f = lim
h→0
(U(t+ h)− U(t))f
h
= iU(t)Af (7.1.3)
exists and is a continuous vector function.
proof of Claim 2.
||iU(t)Af − (U(t+ h)− U(t))f
h
||2 = ||
∫
R
(ieitλλ− 1
h
(ei(t+h)λ − eitλ)) dE(λ)f ||2
=
∫
R
|iλ− 1
h
(eihλ − 1)|2 d(E(λf, f). (7.1.4)
We used the facts that eitλ is bounded, and multiplication of spectral integrals by
virtue of Theorem (6.2.7). Now, consider the functional g, from R to C defined
by,
g(h) =
{
eihλ−1
h
: h 6= 0
iλ : h = 0
Then clearly, g is continuous function at h = 0. Thus, as h→ 0, |iλ− eihλ−1
h
|2 → 0.
Note that for given f ∈ D(A), iU(t)Af is a continuous vector function. Now
(7.1.3) follows by and using Lebesgue Dominated Convergence Theorem.
Consider an operator differential equation
u′(t) = iAu(t) (t ∈ R) (7.1.5)
where t 7→ u(t) ∈ H is the required solution. The function u is assumed to
be strongly continuously differentiable and u(t) ∈ D(A) ∀t. Such solutions
are called strong. The strong solution of (7.1.5) satisfying the initial condition
u(0) = u0 ∈ D(A), i.e., the solution of the corresponding Cauchy problem, exists
and is given by the formula
u(t) = U(t)u0 (t ∈ R). (7.1.6)
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This Cauchy problem is uniquely solvable. In more details we will consider this
problem later. We say that a function from R to unitary operators in H defined
by, t 7→ U(t) defines a one-parameter unitary group.
Note that, (7.1.2) implies U(t) are pairwise commuting and U(0) = 1,
U(−t) = [U(t)]−1. Thus, (7.1.1) is an example of a one-parameter unitary group
which is, in addition, strongly continuous.
Theorem 7.1.1 (Stone’s Theorem). A strongly continuous one-parameter uni-
tary group U(t), (t ∈ R) always admits representation (7.1.1) with a certain
spectral measure E uniquely determined for a given group. The corresponding
operator A is called the infinitesimal generator of this group.
Proof. Let us construct a linear dense set D ⊂ H and such that
t 7→ U(t)f (t ∈ R) (7.1.7)
is strongly continuously differentiable ∀f ∈ D. Let D be the set of collection of
all linear combinations of vectors of the form;
gF :=
∫
R
F (s)U(s)g d s F ∈ C∞0 and g ∈ H. (7.1.8)
(7.1.8) indeed exists since F (.)U(.)f is continuous and F has compact support.
Claim 1: D is dense in H.
Proof of Claim 1. Let h ⊥ D. Then ∀F ∈ C∞0 (R),
0 = 〈gF , h〉 =
∫
R
F (s)〈U(s)g, h〉 d s.
Define ψ(s) = 〈U(s)g, h〉. It is continuous function and so define the distribution
Tψ(F ) =
∫
R F (s)〈U(s)g, h〉 d s. We get Tψ(F ) = 0 ∀F ∈ C∞0 that is, Tψ = 0.
Hence by Theorem (1.0.8) ψ = 0 almost everywhere on R. Since ψ is continuous
ψ ≡ 0 on R. Let s = 0, then U(0) = 1 by (7.1.2) and we obtain, 〈g, h〉 = 0 (∀g ∈
H), that is, h = 0. Therefore, D is dense in H.
Claim 2: (7.1.7) is strongly continuously differentiable for all f ∈ D.
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Proof of Claim 2. It suffices to consider f of the form (7.1.8). By using (7.1.2)
and change of variables we get (∀t, h ∈ R)
1
h
(U(t+ h)gF − U(t)gF ) = U(t+ h)
h
∫
R
F (s)U(s)g d s− U(t)
h
∫
R
F (s)U(s)g d s.
Both U(t+ h) and U(t) are independent for the variable s. So
1
h
(U(t+ h)gF − U(t)gF ) = 1
h
∫
R
F (s)(U(t+ h)U(s)− U(t)U(s))g d s
=
1
h
∫
R
F (s)(U(t+ h+ s)g d s− 1
h
∫
R
F (s)U(t+ s))g d s
=
∫
R
1
h
(F (s− t− h)− F (s− t))U(s))g d s
→ −
∫
R
F ′(s− t)U(s)g d s (as h→ 0) (7.1.9)
= g−F ′(.−t) = U ′(t)gF . (7.1.10)
Note that (7.1.9), 1
h
(F (s − t − h) − F (s − t))U(s))g converges pointwisely to
F ′(s− t)U(s)g. So (7.1.9) follows by Lebesgue Dominated Convergence Theorem
with the following inequality
||
∫
R
F ′(s− t)U(s)g d s|| ≤ sup
s∈R
|F ′(s)|.
∫
R
||U(s)g|| d s (F ′ ∈ C0(R); g ∈ H),
(7.1.11)
and (7.1.10) follows by simple change of variables.
Claim 3: U ′(t)gF on the right side of (7.1.10) is strongly continuous.
Proof of Claim 3. This is a clear consequence of Lebesgue Dominated Conver-
gence Theorem with the equation (7.1.11).
Construct an operator A on the space D by the formula
f 7→ Af = 1
i
U ′(0)f (f ∈ D). (7.1.12)
Claim 4: A is Hermitian.
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Proof of Claim 4. It suffices to show that 〈AgF ,mK〉 = 〈gF , AmK〉 where F,K ∈
C∞0 (R) and g,m ∈ H. By (7.1.10),
〈AgF ,mK〉 = lim
h→0
〈 1
ih
(U(h)− 1)gF ,mK〉.
Since A is Hermitian and U∗(t) = U(−t),
〈AgF ,mK〉 = lim
h→0
〈gF ,− 1
ih
(U(−h)− 1)mK〉
= lim
H→0
〈gF , 1
iH
(U(H)− 1)mK〉
= 〈gF , AmK〉.
Claim 5: A is essentially selfadjoint.
Proof of Claim 5. In order to prove A˜ is selfadjoint we will use Theorem 4.1.5
and so its enough to show that ker(A∗ ∓ zI) = {0} for some z ∈ C \R. To show
this we first show that
U ′(t)gF = iAU(t)gF (F ∈ C∞0 (R), g ∈ H, t ∈ R). (7.1.13)
Initially, note that using multiplication of spectral integrals and the fact that U(t)
is unitary we can say that U(t)gF is of the form (7.1.8) and so AU(t)gF makes
sense. Now compute AU(t)gF = gF (·−t) according to (7.1.12),
iAU(t)gF = U
′(0)U(t)gF .
In the view of (7.1.10) for t = 0,
iAU(t)gF = lim
h→0
1
h
(U(h)− 1)U(t)gF
= lim
h→0
1
h
(U(t+ h)− U(t))gF
= U ′(t)gF . (7.1.14)
For any F ∈ C∞0 , g ∈ H and ψ ∈ ker(A∗ − zI) in the view of (7.1.13),
d
d t
〈U(t)gF , ψ〉 = 〈U ′(t)gF , ψ〉
= i〈AU(t)gF , ψ〉
= i〈U(t)gF , A∗ψ〉.
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Using the fact ψ ∈ ker(A∗ − zI)
d
d t
〈U(t)gF , ψ〉 = iz〈U(t)gF , ψ〉 (t ∈ R).
Denoting α(t) := 〈U(t)gF , ψ〉 and solving this first order differential equation we
get
α(t) = 〈U(t)gF , ψ〉 = eiztα(0) (t ∈ R).
Since Imz 6= 0, eizt is unbounded, thus in order to be α(t) bounded it is necessary
and sufficient that α(0) = 0. That is, 〈gF , ψ〉 = 0 or equivalently ψ ⊥ D.
So, ψ = 0 and ker(A∗ − zI) = {0}. Similarly, one can deduce by doing same
calculations, ker(A∗ + zI) = {0}.
Since A˜ is selfadjoint, by the formula (7.1.1), we can construct V (t) = eitA˜
(t ∈ R). We will show that U(t) = V (t), ∀t ∈ R. Indeed, by (7.1.5) and (7.1.6),
v(t) = V (t)v0, v0 ∈ D(A˜) is a strong solution for
v′(t) = iA˜v(t) (t ∈ R, v(0) = v0). (7.1.15)
But on the other hand, by (7.1.13), u(t) = U(t)gF (for some F ∈ C∞0 (R), g ∈ H)
is also a strong solution for (7.1.15). Later in Theorem (7.2.1) we will show that
for essentially selfadjoint operators (7.1.15) is uniquely solvable. Thus, U(t) =
V (t), t ∈ R. In order to prove the uniqueness of the spectral measure E it
is enough to consider the uniqueness of the Fourier transform of the measure
ρ(α) = 〈E(α)f, g〉. Indeed ∀f, g ∈ H,
〈U(t)f, g〉 =
∫
R
eitλ d(E(λ)f, g) (t ∈ R). (7.1.16)
Left hand side is the Fourier transform of ρ(α) = 〈E(α)f, g〉, which is unique by
Theorem (1.0.5). Thus, E is uniquely determined.
Remark 7.1.2. The strong continuity of a one-parameter unitary group is equiv-
alent its weak continuity. Indeed it is enough to prove only weak continuity
implies strong continuity. Precisely, for f ∈ H,
||U(t)f − U(s)f ||2 = 〈U(t)f − U(s)f, U(t)f − U(s)f〉
= 〈(U(t)− U(s))∗(U(t)− U(s))f, f〉.
= 〈(2I − U(t− s)− U(s− t))f, f〉 → 0 as s→ t.
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Remark 7.1.3. Throughout the chapter, If we do not specify the boundary
conditions of a Cauchy problem, we mean the trivial Boundary Value Cauchy
problem; that is u(0) = u′(0) = . . . = ur−1(0) = 0.
We say that a vector function u(t) is a strong solution of the equation
(
dr u
d tr
)(t) +Bu(t) = 0 (t ∈ I) (7.1.17)
on I if it is r times strongly continuously differentiable (i.e., has r strong deriva-
tives on I, the last of which is continuous), u(t) ∈ D(B) for all t ∈ I, and equation
(7.1.17) is satisfied.
An r times continuously differentiable vector function u(t) is a strong solution
of the equation;
(
dr u
d tr
)(t) +B∗u(t) = 0 (t ∈ I) (7.1.18)
if and only if
〈(d
r u
d tr
)(t), f〉+ 〈u(t), Bf〉 = 0 (f ∈ D(B); t ∈ I) (7.1.19)
holds. Indeed by definition of strong solution and the fact that u(t) ∈ D(B∗),
∀t ∈ I these equations are equivalent.
We say that the Cauchy problem for the equation (7.1.17) on I = [0, b) (0 <
b ≤ ∞) is uniquely solvable in the strong sense if each strong solution of this
equation on [0, b) such that u(0) = . . . = u(r−1)(0) = 0 vanishes for all t ∈ (0, b).
Remark 7.1.4. If the Cauchy problem is uniquely solvable on I = [0, b) (0 <
b ≤ ∞), then it is uniquely solvable on [0,∞).
Proof. Let u(t) be strong solution of (7.1.17) on [0,∞) such that u(0) = . . . =
ur−1(0) = 0. By assumption of unique solvability on [0, b) we have u(t) = 0
on [0, b). Consider the point c = b/2. u(c) = . . . = u′(c) = 0 and define
u1(t) = u(t + c). Note that u1(t) satisfies (7.1.17) since u(t) satisfies (7.1.17) on
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[0,∞). Moreover, u1(t) ∈ D(B) and
lim
h→0
(u1(t+ h)− u1(t))f
h
= lim
h→0
(u(t+ h+ c)− u(t+ c))f
h
= iu(t+ c)Af
= iu1(t)Af.
That is, u1(t) is strongly continuously differentiable. Hence u1(t) is a strong
solution of (7.1.17) on [0,∞). So by uniquely solvability on [0, b), u1(t) = 0 on
[0, b). That is, u(t) = 0 on [0, b + c). Repeating this argument we conclude that
u(t) = 0 on [0,∞) as desired.
We consider two examples in which we assume A is selfadjoint operator in H.
Moroever, for the second example we assume further A is positive.
Example 7.1.5. The formal solution of the Cauchy problem
(
du
d t
)(t) + Au(t) = 0 (t ∈ [0,∞);u(0) = u0) (7.1.20)
has the form
u(t) =
∫
R
e−tλ dE(λ)u0 = e−tAu0 (t ∈ [0,∞)). (7.1.21)
Just as in the case of (7.1.1) (or as in the case of Stone’s Theorem) (7.1.21) is
a strong solution of the Cauchy problem (7.1.20) if u0 ∈ D(Ae−tA). Indeed, for
f ∈ D(A)
〈du
d t
(t), f〉 = d
d t
∫
R
e−tλ d(E(λ)u0, f).
We can change the order of integration and differentiaon using Fubini’s Theorem
and the fact that u0 ∈ D(Ae−tA).
〈du
d t
(t), f〉 =
∫
R
d
d t
e−tλ d(E(λ)u0, f)
=
∫
R
−λe−tλ d(E(λ)u0, f)
=
∫
R
e−tλ d(E(λ)u0,−Af)
= −〈u(t), (A)∗f〉.
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Hence by (7.1.19) we show that u(t) is indeed a strong solution (7.1.20) if u0 ∈
D(Ae−tA).
Example 7.1.6. The formal solution of the Cauchy problem
(
d2 u
d t2
)(t) + Au(t) = 0 (t ∈ [0,∞); u(0) = u0, u′(0) = u1) (7.1.22)
has the form
u(t) =
∫
R
cos
√
λt dE(λ)u0 +
∫
R
sin
√
λt√
λ
dE(λ)u1
= (cos
√
At)u0 + (
sin
√
At√
A
)u1 (t ∈ [0,∞)). (7.1.23)
Indeed for f ∈ D(A),
〈du
d t
(t), f〉 = d
d t
∫
R
cos
√
λt d(E(λ)u0, f) +
d
d t
∫
R
sin
√
λt√
λ
d(E(λ)u1, f).
We can change the order of integration and differentiaon using Fubini’s Theorem
and the facts that first integrant is bounded and u1 ∈ D(
√|A|)
〈du
d t
(t), f〉 =
∫
R
d
d t
cos
√
λt d(E(λ)u0, f) +
∫
R
d
d t
sin
√
λt√
λ
d(E(λ)u1, f)
=
∫
R
−
√
λ sin
√
λt d(E(λ)u0, f) +
∫
R
cos
√
λt d(E(λ)u1, f).
⇒ 〈d
2 u
d t2
(t), f〉 = d
d t
∫
R
−
√
λ sin
√
λt d(E(λ)u0, f) +
d
d t
∫
R
cos
√
λt d(E(λ)u1, f).
We can change the order of integration and differentiaon using Fubini’s Theorem
and the facts that second integrant is bounded and u0 ∈ D(A).
〈d
2 u
d t2
(t), f〉 =
∫
R
d
d t
−
√
λ sin
√
λt d(E(λ)u0, f) +
∫
R
d
d t
cos
√
λt d(E(λ)u1, f)
=
∫
R
−λ cos
√
λt d(E(λ)u0, f) +
∫
R
−
√
λ sin
√
λt d(E(λ)u1, f)
= −[
∫
R
λ cos
√
λt d(E(λ)u0, f) +
∫
R
λ√
λ
sin
√
λt d(E(λ)u1, f)]
= −[
∫
R
cos
√
λt d(E(λ)u0, Af) +
∫
R
1√
λ
sin
√
λt d(E(λ)u1, Af)]
= −〈u(t), Af〉.
That is, by (7.1.19) u(t) is a strong solution of (7.1.22) if u0 ∈ D(A) and u1 ∈
D(
√|A|).
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7.2 Schro¨dinger Criterion of Selfadjointness
Theorem 7.2.1 (The Schro¨dinger Criterion of Selfadjointness). Let A be an
Hermitian operator acting on H. For its essential selfadjointness, it is necessary
that the Cauchy problem for the equation
(
du
d t
)(t)± (iA∗)u(t) = 0 (t ∈ [0, b)) (7.2.1)
be uniquely solvable on [0, b) for all b ∈ (0,∞] (in the sense of strong solutions)
and it is sufficient that A be semibounded below and that the indicated Cauchy
problem be uniquely solvable in the same sense for some b > 0.
Proof. Before the proof first we shall prove two important lemmas:
Lemma 7.2.2. Let C be an operator acting on H ⊕ H with domain D(C) =
D(A) ⊕D(A) according to the formula Cf = (Af1,−Af2), where f = (f1, f2) ∈
D(C). Suppose further C satisfies the following equation for some (b ∈ (0,∞]);
(
du
d t
)(t) + (iC)∗u(t) = 0 (t ∈ [0, b)) (7.2.2)
for the vector functions with values in H ⊕ H. Then, the Cauchy problems for
both equations (7.2.1) are uniquely solvable in the strong sense on [0, b) if and
only if the Cauchy problem for equation (7.2.2) is also uniquely solvable in the
strong sense.
Proof. Let u(t) = 〈u1(t), u2(t)〉 t ∈ [0, b) be a strong solution for the Cauchy
problem in (7.2.2). Since C∗f = (A∗f1,−A∗f2) (f ∈ D(C∗) = D(A∗)⊕D(A∗)),
the functions u1(t), u2(t) are strong solutions of (7.2.1) with signs ” + ” and ”− ”
respectively. In the view of the assumption of uniquely solvability for (7.2.1)
implies uniqueness for (7.2.2). Converse statement can be proven similarly.
Lemma 7.2.3. Suppose that there exists a dense set Φ in H such that the Cauchy
problem
(
dr ψ
d tr
)(t) + (−1)rBψ(t) = 0 (t ∈ [0, T ]);
ψ(T ) = ψ0, ψ
r−1(T ) = ψr−1 (r = 1, 2) (7.2.3)
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has a strong solution for all T ∈ (0, b) and ψ0, ψr−1 ∈ Φ. Then the Cauchy
problem for (7.1.18) is uniquely solvable on [0, b) in the sense of strong solutions.
Proof. First we shall prove the case r = 2. Let α(t), β(t) ∈ H (t ∈ [0, T ]) be
twice strongly continuously differentiable functions. Then∫ T
0
〈α′′(t), β(t)〉 d t = (〈α′(t), β(t)〉)|T0 −
∫ T
0
〈α′(t), β′(t)〉 d t.
Since
∫ T
0
〈α′(t), β′(t)〉 d t = (〈α(t), β′(t)〉)|T0 −
∫ T
0
〈α(t), β′′(t)〉 d t,∫ T
0
〈α′′(t), β(t)〉 d t =
∫ T
0
〈α(t), β′′(t)〉 d t− (〈α′(t), β(t)〉 − 〈α(t), β′(t)〉)|T0 .
(7.2.4)
Let u(t) be a strong solution of (7.1.18) with r = 2 on [0, b) such that u(0) =
u′(0) = 0. Let ψ be a strong solution in (7.2.3). In view of (7.2.4) and the
assumption u(0) = u′(0) = 0,∫ T
0
(〈u′′(t), ψ(t)〉 − 〈u(t), ψ′′(t)〉) d t = 〈u′(T ), ψ0〉 − 〈u(T ), ψ1〉. (7.2.5)
Write the ”weak” equality (7.1.19) for f = ψ(s) ∈ D(B) ∀s ∈ [0, T ] we get
〈u′′(t), ψ(s)〉+ 〈u(t), Bψ(s)〉 = 0 (t ∈ [0, b)).
Setting t = s yields,
〈u′′(s), ψ(s)〉 = −〈u(s), Bψ(s)〉 (s ∈ [0, b) ⊇ [0, T ]). (7.2.6)
Also, by virtue of (7.2.3) with r = 2 we have
〈u(t), ψ′′(t)〉 = −〈u(t), Bψ(t)〉 = 0 (t ∈ [0, T ]). (7.2.7)
(7.2.6), (7.2.7) together with (7.2.5) implies that
〈u′(T ), ψ0〉 − 〈u(T ), ψ1〉 = 0 (ψ0, ψ1 ∈ Φ).
Since, Φ is dense u(T ) = u′(T ) = 0, which yields desired assertion. In the case of
r = 1, we do similar calculations, instead of (7.2.4) we use following integration
by parts;∫ T
0
〈α′(t), β(t)〉 d t = −
∫ T
0
〈α(t), β′(t)〉 d t+ [〈α(t), β(t)〉]|T0 , (7.2.8)
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which is well defined since α, β are assumed to be strong solutions, so continuously
differentiable functions.
Now back to the proof of the Theorem, we split it into 3 cases.
(1) Sufficiency part with A has equal defect numbers:
Suppose to the contrary, A˜ is not selfadjoint, then since A has equal defect
numbers (and they are not zero) we can find two different selfadjoint extensions
A1 and A2 in H. Let E1, E2 be their spectral measures respectively. In the view
of (7.1.3) for g ∈ H
u1(t) =
∫
R
eiλt dE1(λ)g (7.2.9)
is strongly continuously differentiable and u′1(t) = i
∫
R λe
iλt dE1(λ)g. Note that
by (7.1.3) this is indeed a strong solution of (7.2.1) with + sign on [0,∞). Simi-
larly construct
u2(t) =
∫
R
eiλt dE2(λ)g (7.2.10)
and consider u(t) = u1(t) − u2(t). Clearly u(t) is also a strong solution, and
u(0) = g − g = 0. By assumptipn of uniquely solvability and Remark (7.1.4),
u(t) = 0 on [0,∞), that is;∫
R
eiλt d((E1(λ)− E2(λ))g, h) = 0 (g ∈ D(A), h ∈ H, t ∈ [0,∞)). (7.2.11)
Note that u(t) is indeed Fourier Transform of d((E1(λ) − E2(λ))g, h), and so
unique. Thus, we get ((E1(λ)− E2(λ))g, h) = 0, t ∈ R. Since g ∈ D(A) which is
a dense set and h ∈ H is arbitrary we conclude that E1 = E2. Contradiction.
(2) Sufficiency part with A has deficiency indices (m,n):
Consider the operator C on Lemma (7.2.2). Denote its deficiency indices as
M,N where M = dim(R(C − zI))⊥, N = dim(R(C − zI))⊥ where z = (z1, z2)
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and z = (z1, z2) with z1, z2 ∈ R+. Then
M = dim(R(C − zI))⊥
= dim(R(A− z1I)⊕R(A+ z2I))⊥ (7.2.12)
= dim(R(A− z1I))⊥ + dim(R(A+ z2I))⊥ (7.2.13)
= m+ n.
Similarly N = m + n. Note that the orthogonal complements of (7.2.12) and
(7.2.13) have different meanings. (7.2.12) is orthogonal complement on H ⊕ H,
while (7.2.13) are orthogonal complements on H.
By virtue of Lemma (7.2.2) and the assumption of the sufficiency part, we get
(7.2.2) is uniquely solvable on [0, b). Replacing A with −A we get (7.2.2) with −
instead of + sign. Thus, our problem turns into the same problem with Case (1),
replacing A with C. Hence we conclude that C is essentially selfadjoint, that is
m+ n = 0 or equivalently m = n = 0; whence A is essentially selfadjoint.
(3) Necessity part:
Let A˜ be selfadjoint and E be its spectral measure. Apply Lemma (7.2.3) by
setting r = 1, B = (iA)∗ = −iA˜. A strong solution of (7.2.3) with these settings
exists and equal to
ψ(t) =
∫
R
e−iλ(t−T ) dE(λ)ψ0 (t ∈ [0, T ]). (7.2.14)
Note that ψ(t) is clearly continuously differentiable by the same argument as
(7.1.3), ψ(T ) ∈ D(A) and it satisfies the Cauchy problem (7.2.3). Thus, by
Lemma (7.2.3) equation (7.2.1) with + sign is uniquely solvable on [0, b). For the
equation (7.2.1) with − sign we do similar calculations by changing B = iA˜.
7.3 Hyperbolic Criterion of Selfadjointness
Theorem 7.3.1 (The Hyperbolic Criterion of Selfadjointness). Let A be an Her-
mitian operator acting on H. For its essential selfadjointness, it is necessary that
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the Cauchy problem for the equation
(
d2 u
d t2
)(t) + A∗u(t) = 0 (t ∈ [0, b)) (7.3.1)
be uniquely solvable on [0, b) for all b ∈ (0,∞] (in the sense of strong solutions)
and it is sufficient that A be semibounded below and that the indicated Cauchy
problem be uniquely solvable in the same sense for some b > 0.
Proof. Sufficiency:
Suppose to the contrary, A˜ is not selfadjoint. Then A has two different self-
adjoint extensions A1, A2 in H bounded below by a number c > −∞. Let E1, E2
be corresponding spectral measures respectively. For g ∈ D(A) ⊆ D(A1),
u1(t) =
∫ ∞
c
e
√
λit dE1(λ)g (7.3.2)
is strongly continuously differentiable(we use the fact that
∫
R λ
2 d(E1(λ)g, g) <
∞). In the view of the ”weak” equality of (7.1.19) and by Stone’s theorem,
〈−A
∫ ∞
c
e
√
λt dE1(λ)g, f〉+ 〈u(t), Af〉 =
〈−Au(t), f〉+ 〈u(t), Af〉 = 0.
Last equality follows by the fact that A is Hermitian.
Thus, (7.3.2) is a strong solution of (7.3.1) on [0,∞). We can construct similarly
u2(t) and then consider u(t) = u1(t) − u2(t). Then it is easy to see that u(0) =
u′(0) = 0. That is u(t) is a strong solution of (7.3.1) with trivial boundary
conditions. In the view of the assumed uniqueness of strong solutions of the
Cauchy problem u(t) = 0 for t ≥ 0. Multiplying this equality scalarly by h ∈ H,
we obtain ∫ ∞
c
e
√
λit d((E1(λ)− E2(λ))g, h) = 0 (t ≥ 0).
Since the measure is uniquely determined in terms of its Fourier transform by
(1.0.5). This concludes that E1 = E2, contradiction.
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Necessity:
Let A be selfadjoint operator and E be its corresponding spectral measure.
Consider Lemma (7.2.3) with r = 2, B = A∗ = A˜, and Φ =
⋃∞
n=1E((−n, n))H.
A strong solution of (7.2.3) exists and is equal to
ψ(t) =
∫
R
cos(
√
λ(t− T )) dE(λ)ψ0 +
∫
R
sin(
√
λ(t− T ))√
λ
dE(λ)ψ1.
Thus, the Cauchy problem for (7.3.1) is uniquely solvable on [0, b) for all b ∈ (0,∞]
in the sense of strong solutions.
Theorem 7.3.2. Let A be an Hermitian operator acting on H and semibounded
below. Assume that there exists a linear set Φ ⊆ H dense in H and such that the
Cauchy problem
(
d2 ψ
d t2
)(t) + Aψ(t) = 0 ((t ∈ [0, T ]); ψ(T ) = ψ0, ψ′(T ) = ψ1) (7.3.3)
has a strong solution for some b > 0 and all T ∈ (0, b) and ψ0, ψ1 ∈ Φ. Then the
operator A is essentially selfadjoint.
Proof. By virtue of Lemma (7.2.3), it follows by assumption of the theorem that
the Cauchy problem for (7.3.1) has a unique solution on [0, b). Then by Theorem
(7.3.1), the operator A˜ is selfadjoint.
7.4 Parabolic Criterion of Selfadjointness
Theorem 7.4.1 (The Parabolic Criterion of Selfadjointness). Let A be an Her-
mitian operator acting on H. For its essential selfadjointness, it is necessary that
the Cauchy problem for the equation
(
du
d t
)(t) + A∗u(t) = 0 (t ∈ [0,∞)) (7.4.1)
be uniquely solvable in the sense of strong solutions. For an operator semibounded
below, this is also sufficient condition.
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Proof. Sufficiency:
Suppose to the contrary A˜ is not selfadjoint. Let A1, A2 be different selfadjoint
extensions of A bounded below by c > −∞ and let E1, E2 be the corresponding
spectral measures. Its clear by (7.1.1) that the vector function
u1(t) =
∫ ∞
c
e−λt dE1(λ)g (t ∈ [0,∞)) (g ∈ D(A) ⊆ D(A1)) (7.4.2)
is strongly continuously differentiable and u1(t) ∈ D(A1) ⊆ D(A∗). The deriva-
tive u
′
1(t) =
∫∞
c
e−λt dE1(λ)g (t ∈ [0,∞)) (g ∈ D(A) ⊆ D(A1)). The ex-
pression A∗u1(t) = A1u1(t) also of the same form. Thus, (7.4.2) is a strong
solution of equation (7.4.1) with u1(0) = g. Further, similarly we construct
u(t) = u1(t) − u2(t) and then u(t) = 0, whence by totally same argument with
the proof of (7.3.1) we arrive a contradiction to E1 = E2.
Necessity:
Consider Lemma (7.2.3) with r = 1, B = A˜, and Φ =
⋃∞
n=1E((−n, n))H,
where E is the corresponding spectral measure of A˜. A strong solution of the
corresponding Cauchy problem exists and is equal to
ψ(t) =
∫
R
eλ(t−T ) dE(λ)ψ0 (t ∈ [0, T ]).
7.5 Quasianalytic Criterion of Selfadjointness
Definition 7.5.1. Let [a, b] be a finite interval and let (mn)
∞
n=1 be a sequence
of positive numbers. Then, the class C{mn} is defined as the linear set of all
functions f ∈ C∞([a, b]) satisfying the estimates
|(Dn(f)(t))| ≤ Knfmn (t ∈ [a, b];n ∈ N) (7.5.1)
where Kf is a constant depending on f .
For example mn = n! gives the class of analytic functions defined on [a, b].
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Definition 7.5.2. The class C{mn} is called quasianalytic if f ∈ C{mn} such
that (Dnf)(t0) = 0 (n ∈ N) and f(t0) = 0 at a fixed point t0 ∈ [a, b] implies that
f(t) = 0 (t ∈ [a, b]).
Theorem 7.5.3 (Denjoy-Carleman Criterion). The class C{mn} is quasianalytic
if and only if
∞∑
n=1
(inf{m1/kk | k ≥ n})−1 =∞ (7.5.2)
For a proof see [5] or [9].
Example 7.5.4. The class of analytic functions is quasianalytic.
Proof. First we will show that k!1/k is an increasing sequence. Indeed for k ≥ 1,
(k + 1)!1/k+1 ≥ k!1/k ⇔ (k + 1)!k ≥ k!k+1
⇔ (k + 1)kk!k ≥ k!k.k!
⇔ (k + 1)k ≥ k!.
k + 1 > i, i = 1, . . . , k, so k!1/k is indeed an increasing sequence. Thus, for
mn = n!
∞∑
n=1
(inf{k!1/k| k ≥ n})−1 =
∞∑
n=1
(n!1/n)−1.
nn > n! implies (n!1/n)−1 > 1/n, so
∞∑
n=1
(inf{k!1/k| k ≥ n})−1 >
∞∑
n=1
(1/n) =∞.
That is, the class of analytic functions is quasianalytic.
Example 7.5.5. The class C{npn} is quasianalytic if and only if p ≤ 1.
Proof. Suppose p ≤ 1. Then kp, (k ∈ N) is a decreasing sequence and inf{kp| k ≥
n} = np. By Denjoy-Carleman Criterion C{npn} is quasianalytic if and only if∑∞
n=1(inf{kp| k ≥ n})−1 =∞.
∞∑
n=1
(inf{kp| k ≥ n})−1 =
∞∑
n=1
1
np
=∞.
Inverse part can be deduced similarly.
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Definition 7.5.6. Let H be Hilbert space and let A be an Hermitian operator
on it. Then, a vector f ∈ H is called quasianalytic (with respect to A) if f ∈⋂∞
n=1 D(A
n) and the class C{||Anf ||} is quasianalytic.
Lemma 7.5.7. A vector f ∈ ⋂∞n=1D(An) is quasianalytic if and only if
∞∑
n=1
||Anf ||−1/n =∞. (7.5.3)
Proof. Assume W.L.O.G ||f || = 1. We will show that
(||Anf ||1/n)∞n=1 (7.5.4)
is nondecreasing. Indeed, since A is Hermitian,
||Af ||2 = 〈Af,Af〉 = 〈A2f, f〉 ≤ ||A2f ||||f || = ||A2f ||. (7.5.5)
i.e, ||Af || ≤ ||A2f ||1/2. Now suppose ||Anf ||1/n ≤ ||An+1f ||1/n+1 is proved.
||An+1f ||2 = 〈An+1f, An+1f〉
= 〈An+2f, Anf〉
≤ ||An+2f || · ||Anf ||
by using the assumption we get
≤ ||An+2f || · ||An+1f ||n/n+1.
(7.5.6)
Hence ||An+1f ||n+2/n+1 ≤ ||An+2f || and (7.5.4) is nondecreasing. So
inf{||Akf ||1/k| k ≥ n} = ||Anf ||1/n. (7.5.7)
Hence, proof follows by the Denjoy-Carleman criterion.
Theorem 7.5.8. Let A be closed Hermitian operator acting onH. It is selfadjoint
if and only if H contains a total set that consists of quasianalytic vectors.
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Proof. Let A be selfadjoint. Then it suffices to prove that each quasianalytic
vector ψ has the form E(a, b)f where E is the spectral measure corresponds to
the selfadjoint operator A, a, b are some real numbers and f ∈ H. Since a, b are
finite it is clear that ψ ∈ ⋂∞n=1D(An). Indeed,∫ b
a
λn d(E(λ)f, f) ≤ (max(|a|, |b|, 1))n · ||f ||2 <∞.
Similarly,
||Anψ||2 =
∫ b
a
λ2n d(E(λ)f, f)
≤ (max(|a|, |b|, 1))2n · ||f ||2
≤M2n · ||f ||2
⇒ ||Anψ||−1/n ≥M · ||f ||−1/n.
(7.5.8)
That is, (7.5.3) diverges, and so the vector ψ is quasianalytic. Take a = n,
b = −n, (n ∈ N) we get total set consists of quasianalytic vectors.
For the inverse implication, suppose that A has a total set M of quasianalytic
vectors ψ. By using closedness of A and Theorem 7.2.1 it is enough to prove the
uniqueness of strong solutions of the Cauchy problem for the equations (7.2.1) if
b =∞. Let u(t) be the strong solutions of the Cauchy problems
du
dt
(t)− (φA)∗u(t) = 0 (t ∈ [0,∞), u(0) = 0 φ = ∓i). (7.5.9)
Let ψ be quasianalytic and fix T > 0. Then
d
d t
〈u(t), ψ〉 = 〈(du
d t
)(t), ψ〉
using the ”weak” equality (7.1.19) for (7.5.9)
= 〈u(t), (φA)ψ〉 (t ∈ [0, T ]).
But (φA)ψ ∈ ⋂∞n=1D(An) and so change ψ to (φA)ψ at above equality we get
d
d t
〈u(t), (φA)ψ〉 = 〈u(t), (φA)2ψ〉 (t ∈ [0, T ]).
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We can keep on the process, so 〈u(t), ψ〉 ∈ C∞([0, T ])) and by induction
Dn〈u(t), ψ〉 = 〈u(t), (φA)nψ〉 (t ∈ [0, T ] n ∈ N). (7.5.10)
u(t) is strong solution, that is it is bounded; and [0, T ] is also bounded, so
|Dn〈u(t), ψ〉| ≤M · ||(φA)nψ|| = M · ||Anψ|| (t ∈ [0, T ]; n ∈ N). (7.5.11)
Thus, f(t) = 〈u(t), ψ〉 belongs to the class C{||Anψ||}. By (7.5.10) and the
assumption u(0) = 0 implies that (∀n ∈ N), (Dnf)(0) = 0. By definition of
quasianalytic vector ψ, the class C{||Anψ||} is quasianalytic. Thus, we get f(t) =
〈u(t), ψ〉 = 0 (t ∈ [0, T ]). Since M is total and ψ is arbitrary on M , we get
u(t) = 0, (t ∈ [0, T ]). T is arbitrary, so we are done.
7.6 Other Criteria of Selfadjointness
Definition 7.6.1. Let A be a Hermitian operator acting on a Hilbert space H.
Then, a vector f ∈ H is called analytic (with respect to A) if f ∈ ⋂∞n=1D(An)
and the power series,
∞∑
n=0
||Anf ||
n!
zn (7.6.1)
has a nonzero radius of convergence. It is called entire if the radius is infinity.
It is clear that analytic vectors are quasianalytic. Indeed, suppose the series
has nonzero radius of convergence. Then
∞∑
n=0
||Anf ||
n!
zn <∞⇒ ||A
nf ||
n!
→ 0.
⇒ ||Anf ||−1/n →∞ faster than n!−1/n.
⇒
∞∑
n=1
||Anf ||−1/n ≥
∞∑
n=1
n!−1/n ≥
∞∑
n=1
1
n
.
⇒
∞∑
n=1
||Anf ||−1/n =∞.
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Remark 7.6.2. If A is selfadjoint, then it possesses a total set of entire vectors.
Indeed, this follows by (7.5.8) and the fact that Anψ ≤Mn||ψ||.
Definition 7.6.3. Let A be an Hermitian operator on H. A vector f ∈ H is
called a Stieljies vector (with respect to A) if f ∈ ⋂∞n=1D(An) and the class
C{||Anf ||1/2} is quasianalytic. It is clear by definition that every quasianalytic
vector is a Stieljies vector. Thus, if we denote entire, analytic, quasianalytic,
and Stieljies vectors (with respect to the operator A) by (A),A(A),Q(A), S(A)
respectively, then we clearly have
(A) ⊆ A(A) ⊆ Q(A) ⊆ S(A). (7.6.2)
Theorem 7.6.4. Let A be a closed Hermitian operator semibounded below. Then,
it is selfadjoint if and only if H contains a total set that consists of Stieljies
vectors.
Proof. By (7.6.2) one side is trivial. For the nontrivial part, by Theorem (7.3.1)
it suffices to prove the uniqueness of strong solutions of the Cauchy problem for
equation (7.3.1) with b = ∞. let u(t) be strong solution of the Cauchy problem
with u(0) = u′(0) = 0. As in the proof of Theorem (7.5.8), suppose M is a total
set of Stieljies vectors, T > 0 is fixed and set f(t) = 〈u(t), ψ〉 for some ψ ∈ M .
Then by the ”weak” equality (7.1.19) written for (7.3.1) with f ∈ C2([0, T ]) we
get
(
d2 f
d t2
)(t) = −〈u(t), Aψ〉 (t ∈ [0.T ]). (7.6.3)
Since Aψ ∈ ⋂∞n=1D(An), by the same reason, we conclude as in the proof of
Theorem (7.5.8) that, f ∈ C∞([0, T ]) and
(D2kf)(t) = D2k〈u(t), ψ〉
= −D2(k−1)〈u(t), Aψ〉 = . . .
= (−1)k〈u(t), Akψ〉 (t ∈ [0, T ] k ∈ N). (7.6.4)
Similarly,
(D2k+1f)(t) = (−1)k〈u′(t), Akψ〉 (t ∈ [0, T ] k ∈ N). (7.6.5)
u(t) is strong solution, so u(t), u′(t) are bounded on [0.T ]. Therefore by doing
the same calculations as in Theorem (7.5.8) we are done.
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7.7 Selfadjointness of Perturbed Operators
Remark 7.7.1. Let A be a selfadjoint operator on H and let B be a bounded
selfadjoint operator. Then A + B is selfadjoint. Indeed, by Theorem (2.3.4),
(A+B)∗ = A∗ +B∗ = A+B.
However, in the case of both unbounded operators situation is more compli-
cated. First we introduce the following definition:
Definition 7.7.2. Let A,B acts on H with D(B) ⊇ D(A). We say B is subor-
dinated to A if
||Bf || ≤ p||Af ||+ q||f || (f ∈ D(A)) (7.7.1)
where p, q ≥ 0 are constants(constants of subordination). If, ∀p > 0 there exists
q such that (7.7.1) satisfies, then B is called infinitely small as compared to A.
Theorem 7.7.3. Let A be selfadjoint and B be Hermitian onH such that D(B) ⊇
D(A). If B is subordinated to A with a constant subordination p ∈ [0, 1), then
A+B is selfadjoint.
Proof. Notice first that by Theorem (2.3.3), (A+B)∗ ⊇ A∗ +B∗ ⊇ A+B; that
is A + B is Hermitian. Thus, by Theorem (4.1.5), it is enough to prove that
R(A+B− iyI) = H and R(A+B+ iyI) = H for some y > 0. We will prove the
first relation in which the second one can prove with changing signs of + and −
in front of iy. In other words, we will prove that
(A+B − iyI)f = g (f ∈ D(A)) (7.7.2)
is solvable for all g ∈ H. Since A is selfadjoint iy is a point of regular type for A,
thus, (A− iyI)−1 is exists and bounded, and thus we can transform (7.7.2) to:
(I +B(A− iyI)−1)(A− iyI)f = g (f ∈ D(A)). (7.7.3)
We used the fact D(A) ⊆ D(B), so that (7.7.3) is indeed well defined and equals
to (7.7.2). Denote C(y) = B(A − iyI)−1. Since (A − iyI)−1 is bounded, in the
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view of Remark 2.1.2, D(C) = D(B) ⊇ D(A). We will show that for sufficiently
large y > 0, ||C(y)|| < 1. First we will establish some inequalities;
||(A− iyI)f ||2 = 〈(A− iyI)f, (A− iyI)f〉
= 〈Af,Af〉+ iy〈Af, f〉 − iy〈f, Af〉+ y2〈f, f〉.
Since A is selfadjoint,
||(A− iyI)f ||2 = ||Af ||2 + y2||f ||2.
Set (A− iyI)f = g, then in the view of Remark 2.1.2, last equality turns to
||g||2 = ||A(A− iyI)−1g||2 + y2||(A− iyI)−1g||2 (g ∈ D((A− iyI)−1) = H)).
Thus, we get
||A(A− iyI)−1g|| ≤ ||g||, and ||(A− iyI)−1g|| ≤ 1
y
||g|| (g ∈ H). (7.7.4)
By (7.7.1) and (7.7.3) together with the fact that (A− iyI)−1f ∈ D(A) we have
||C(y)f || = ||B(A− iyI)−1f ||
recall that D(C) ⊇ D(A),
≤ p||A(A− iyI)−1f ||+ q||(A− iyI)−1f ||
≤ p||f ||+ q
y
||f || (f ∈ D(A)). (7.7.5)
Hence by taking limit for the last inequality we conclude that
||C(y)f || ≤ p||f ||+ q
y
||f || (f ∈ D(C)). (7.7.6)
Since p ∈ [0, 1) and y is arbitrary, by picking y sufficiently large we can conclude
that ||C(y)|| < 1. Thus, (1+C(y))−1 exists. But that is, (7.7.3) can be solved.
Remark 7.7.4. Notice that Theorem fails for p = 1. Indeed, for A is unbounded
selfadjoint and B = −A we get all conditions satisfied, but A+B = 0|D(A) which
is not even a closed operator.
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