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Lp-ESTIMATES FOR TIME FRACTIONAL PARABOLIC
EQUATIONS IN DIVERGENCE FORM WITH MEASURABLE
COEFFICIENTS
HONGJIE DONG AND DOYOON KIM
Abstract. In this paper, we establish Lp estimates and solvability for time
fractional divergence form parabolic equations in the whole space when leading
coefficients are merely measurable in one spatial variable and locally have small
mean oscillations with respect to the other variables. The corresponding results
for equations on a half space are also derived.
1. Introduction
This paper is concerned with divergence form parabolic equations with a non-
local type time derivative term of the form
− ∂αt u+Di(aijDju+ aiu) + biDiu+ cu = Digi + f (1.1)
in the whole space (0, T )× Rd or on the half space (0, T )× Rd+, where
Rd+ = {x = (x1, x′) = (x1, . . . , xd) ∈ Rd : x1 > 0},
with the zero initial condition u(0, ·) = 0. Here ∂αt u is the Caputo fractional
derivative of order α ∈ (0, 1):
∂αt u(t, x) =
1
Γ(1− α)
d
dt
∫ t
0
(t− s)−α [u(s, x)− u(0, x)] ds.
We refer the reader to Section 2 for a precise definition of ∂αt u. In the half space
case, we impose the zero Dirichlet boundary condition u(t, x) = 0 when t ∈ (0, T ),
x1 = 0, and x
′ ∈ Rd−1. Equations of this type have been used, for example, to model
fractional diffusion in plasma turbulence. Recently, there are many interesting
work about parabolic equations with non-local time derivatives. For instance, De
Giorgi–Nash–Moser type Ho¨lder estimates for time fractional parabolic equations
were obtained by Zacher [22], and for parabolic equations with fractional operators
in both t and x by Allen et al. [1]. Sobolev type estimates for non-divergence form
parabolic equations with non-local time derivatives were investigated in [15, 6].
The current paper can be viewed as a continuation of [6], where the correspond-
ing non-divergence form equations in the whole space are studied, when leading
coefficients are merely measurable in the time variable and locally have small mean
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oscillations in the spatial variables. In this paper, we assume that the leading co-
efficients aij are uniformly elliptic, not necessarily symmetric, merely measurable
in one spatial variable, and locally have small mean oscillations with respect to the
other variables. Our main result Theorem 2.4 reads that, under these conditions,
for any given
f, g = (g1, . . . , gd) ∈ Lp
(
(0, T )× Rd) ,
there exists a unique solution u ∈ Hα,1p,0 to the equation (1.1) in (0, T ) × Rd with
the estimate
‖Du‖Lp((0,T )×Rd) + ‖u‖Lp((0,T )×Rd) + ‖∂αt u‖H−1p ((0,T )×Rd)
≤ N‖f‖Lp((0,T )×Rd) +N‖g‖Lp((0,T )×Rd),
where the constantN is independent of f , g, and u. See Section 2 for the definitions
of various function spaces. The condition that the coefficients are allowed to be
measurable in x1 enables us to deduce the corresponding result in the half space
case simply by using the argument of odd/even extensions. Note that this extension
argument cannot be applied if the coefficients are continuous or even have small
mean oscillations with respect to all the spatial variables.
The Sobolev theory for parabolic equations with the usual time derivative ut has
been studied extensively in the literature. In view of the well-known counterexam-
ples, see [18] for the parabolic case, in general there does not exist a solvability
theory for equations with bounded and measurable coefficients. Therefore, many
efforts have been made to treat particular types of discontinuous coefficients. An
important class of discontinuous coefficients is the class of vanishing mean oscilla-
tions (VMO), with which the solvability results in Sobolev spaces for second order
linear equations were established in early 1990s by Italian schools. The main tech-
nical tool is the theory of singular integrals, in particular, the Caldero´n–Zygmund
theorem and the Coifman–Rochberg–Weiss commutator theorem. This approach,
however, usually does not allow measurable coefficients because one needs smooth-
ness of the corresponding fundamental solutions.
Among others, there are two alternative approaches which do not involve sin-
gular integrals. In [16], Krylov gave a unified approach for both divergence and
non-divergence linear elliptic and parabolic equations in the whole space, with co-
efficients which are in the class of VMO with respect to the space variables and
are allowed to be merely measurable in the time variable. See [17] for mixed-norm
Lp(Lq) estimates. His proof relies on mean oscillation estimates, and uses the
Hardy–Littlewood maximal function theorem and the Fefferman–Stein sharp func-
tion theorem. Another approach was given earlier by Caffarelli and Peral [5], which
is based on a level set argument together with a “crawling of ink spots” lemma
originally due to Safonov and Krylov [19, 20]. With these approaches, VMO coeffi-
cients are treated in a straightforward manner by a perturbation argument. Besides
that they are singular integral free, another advantage of these approaches is their
flexibility: they can be applied to both divergence and non-divergence or even non-
local equations with coefficients which are very irregular in some of the independent
variables. See, for instance, [2, 13, 14, 10, 9, 11, 6] and the references therein. The
class of coefficients considered in this paper was first treated by the second named
author and Krylov in [13, 14] for elliptic and parabolic equations in non-divergence
form, and later also in [7] (without symmetric condition on aij), [3] (with symmetric
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aij), and [10, 9, 8, 4] for elliptic and parabolic equations and systems in divergence
form.
In this paper, we adapted the level set argument in [5] to equations of the form
(1.1) with a nonlocal time derivative term, following the scheme in [6]. The main
difficulty arises in the key step where one needs to estimate local L∞ estimates of
the gradient of solutions to locally homogeneous equations. Starting from the L2-
estimate, which can be derived by integration by parts, and applying the Sobolev
type embedding results proved in Appendix, we are only able to show that the
gradient are in Lp1 for some p1 > 2 instead of L∞ (cf. Lemma 4.9). Nevertheless,
this allows us to obtain the Lp estimate and solvability for any p ∈ [2, p1) and aij =
aij(x1) by using a modified level set type argument. Then we repeat this procedure
and iteratively increase the exponent p for any p ∈ [2,∞). In the case when
p ∈ (1, 2), we apply a duality argument. For equations with leading coefficients
being measurable in x1 and locally having small mean oscillations in (t, x
′), we
use a perturbation argument by incorporating the small mean oscillations of the
coefficients into local mean oscillation estimates of solutions with compact support.
After that, the standard partition of unity argument completes the proof. It is worth
noting that to apply the Sobolev type embedding results, we need to estimate the
H
α,1
2 norm of the spatial derivatives of solutions. Compared to [6], here the main
obstacle is that we cannot estimate the whole gradient Dxu in the H
α,1
2 space due
to the lack of regularity of aij in the x1 direction. To this end, we also exploit an
idea in [10] by considering Dx′u and a certain linear combination of the first spatial
derivatives, instead of Dxu. See (4.34) in the proof of Lemma 4.9.
The remaining part of the paper is organized as follows. In the next section,
we introduce some notation and state the main results of the paper. In Section
3, we define function spaces for fractional time derivatives and state some of their
properties. In Section 4, we obtain the L2 estimate and solvability for equations
with coefficients depending only on x1, and then from them we derive certain local
estimates, which are used later in the iteration argument. Section 5 is devoted to
the estimates of level sets of gradient of solutions. We present the proofs of the main
theorems in Section 6. In Appendix, we establish several Sobolev type embedding
theorems involving time fractional derivatives adapted to our setting, which are of
independent interest.
2. Notation and main results
2.1. Notation. We first introduce some notation used throughout the paper. For
α ∈ (0, 1) and S ∈ R, we denote
IαSϕ(t) =
1
Γ(α)
∫ t
S
(t− s)α−1ϕ(s) ds
for ϕ ∈ L1(S,∞), where
Γ(α) =
∫ ∞
0
tα−1e−t dt.
In [12] Iαϕ is called the α-th integral of ϕ with origin S. In this paper we often
write Iα instead of Iα0 for the α-th integral with origin 0. For a sufficiently smooth
function ϕ(t), we set
Dαt ϕ(t) =
d
dt
I1−αS ϕ(t) =
1
Γ(1 − α)
d
dt
∫ t
S
(t− s)−αϕ(s) ds,
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and
∂αt ϕ(t) =
1
Γ(1− α)
∫ t
S
(t− s)−αϕ′(s) ds
=
1
Γ(1− α)
d
dt
∫ t
S
(t− s)−α [ϕ(s) − ϕ(S)] ds.
Note that if ϕ(S) = 0, then
Dαt ϕ = ∂t(I
1−α
S ϕ) = ∂
α
t ϕ.
Since there is no information about the origin S in the notation Dαt and ∂
α
t , we
sometimes write ∂tI
1−α
S in place of D
α
t (or ∂
α
t whenever appropriate) to indicate
the origin.
Let D be a subset (not necessarily open) of Rk, k ∈ {1, 2, . . .}. By ϕ ∈ C∞0 (D),
we mean that ϕ is infinitely differentiable in D and is supported in the intersection
of D and a bounded open subset in Rd. In particular, ϕ may not be zero on the
boundary of D, unless D is an open subset of Rk. For α ∈ (0, 1), we denote
QR1,R2(t, x) = (t−R2/α1 , t)×BR2(x) and QR(t, x) = QR,R(t, x).
We often write BR and QR instead of BR(0) and QR(0, 0), respectively.
In this paper, we assume that there exists δ ∈ (0, 1) such that
aij(t, x)ξjξj ≥ δ|ξ|2, |aij | ≤ δ−1
for any ξ ∈ Rd and (t, x) ∈ R× Rd. For a domain Ω in Rd and T ∈ (S,∞), we say
that u ∈ Hα,1p,0 ((S, T )× Ω) satisfies the divergence form equation
−∂αt u+Di
(
aijDju+ a
iu
)
+ biDiu+ cu = Digi + f
in (S, T )× Ω, where gi, f ∈ Lp ((S, T )× Ω) if∫ T
S
∫
Ω
I1−αS uϕt dx dt+
∫ T
S
∫
Ω
(−aijDjuDiϕ− aiuDiϕ+ biDiuϕ+ cuϕ) dx dt
=
∫ T
S
∫
Ω
(fϕ− giDiϕ) dx dt (2.1)
for all ϕ ∈ C∞0 ([S, T )× Ω). Note that we require ϕ(T, x) = 0. See Section 3 for the
definition and some properties of Hα,1p,0 ((S, T )× Ω). In particular, the zero initial
condition at t = S is implicitly imposed because u belongs to Hα,1p,0 ((S, T )× Ω).
For the Dirichlet problem in the half space case, we impose the zero lateral bound-
ary condition on u when Ω = Rd+. See Theorem 2.4. Since I
1−α
S u,Du, u ∈
Lp ((S, T )× Ω) for u ∈ Hα,1p,0 ((S, T )× Ω), the test function ϕ can be chosen from
W 1,1q ((S, T )× Ω), 1/p + 1/q = 1, satisfying ϕ(t, x)|(S,T )×∂Ω = 0 and ϕ(T, x) = 0.
The equality (2.1) also holds with t0 in place of T for any t0 ∈ (S, T ) if ϕ(t0, x) = 0.
2.2. Main results. Our first main result is for equations with coefficients aij de-
pending only on x1 without any regularity assumptions.
Theorem 2.1. Let λ ≥ 0, α ∈ (0, 1), T ∈ (0,∞), aij = aij(x1), and p ∈ (1,∞).
There exists N = N(d, δ, α, p) such that, for any u ∈ Hα,1p,0 (RdT ) satisfying
− ∂αt u+Di
(
aij(x1)Dju
)− λu = Digi + f (2.2)
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in RdT := (0, T )× Rd, where gi ∈ Lp(RdT ), i = 1, . . . , d, and f ∈ Lp(RdT ), we have
‖Du‖Lp(RdT ) +
√
λ‖u‖Lp(RdT ) ≤ N‖gi‖Lp(RdT ) +
N√
λ
‖f‖Lp(RdT ), (2.3)
provided that λ > 0. If λ = 0, we have
‖Du‖Lp(RdT ) + ‖u‖Lp(RdT ) ≤ N‖gi‖Lp(RdT ) +N‖f‖Lp(RdT ), (2.4)
where N = N(d, δ, α, p, T ). If λ = 0 and f = 0, we have
‖Du‖Lp(RdT ) ≤ N‖gi‖Lp(RdT ), (2.5)
where N = N(d, δ, α, p), but independent of T .
Moreover, for any gi ∈ Lp(RdT ), i = 1, . . . , d, and f ∈ Lp(RdT ), there exists a
unique u ∈ Hα,1p,0 (RdT ) satisfying (2.2) and the estimate (2.3) or (2.4) depending on
whether λ > 0 or λ = 0.
Remark 2.2. From (2.3) for λ > 0 and (2.4) for λ = 0, we also get (2.4) with
N independent of λ for u satisfying (2.2) with any λ ≥ 0. Indeed, for sufficiently
small λ ≤ ε := 1/(2N) with N being the constant in (2.4) for λ = 0, we can move
the term λu to the right-hand side of the equation, and then apply (2.4) for λ = 0
and absorb the term Nλ‖u‖ on the right-hand side of the inequality. For λ > ε, we
apply (2.3) to get
‖Du‖Lp(RdT ) +
√
ε‖u‖Lp(RdT ) ≤ N‖gi‖Lp(RdT ) +
N√
ε
‖f‖Lp(RdT ).
We also consider more general operators with lower-order terms and with coef-
ficients depending on both t and x. In this case, we impose the following partially
small BMO condition on the leading coefficients.
Assumption 2.3 (γ0). There is a constant R0 ∈ (0, 1] such that for each parabolic
cylinder Qr(t, x) with r ≤ R0 and (t, x) ∈ Rd+1, we have
sup
i,j
–
∫ x1+r
x1−r
–
∫
Q′r(t,x
′)
∣∣aij(s, y1, y′)− a¯ij(y1)∣∣ dy′dsdy1 ≤ γ0,
where
Q′r(t, x
′) = (t− r2/α, t)×B′r(x′) = (t− r2/α, t)× {y′ ∈ Rd−1 : |x′ − y′| < r},
a¯ij(y1) = –
∫
Q′r(t,x)
aij(τ, y1, z
′) dz′ dτ.
We also assume that there exists a positive constant K such that the lower-order
coefficients ai, bi, and c satisfy
|ai| ≤ K, |bi| ≤ K, |c| ≤ K. (2.6)
Theorem 2.4. Let α ∈ (0, 1), T ∈ (0,∞), p ∈ (1,∞), and Ω = Rd or Ω =
Rd+. There exists γ0 ∈ (0, 1) depending only on d, δ, α, and p, such that, under
Assumption 2.3 (γ0), the following hold. Suppose that u ∈ Hα,1p,0 (ΩT ), ΩT = (0, T )×
Ω, satisfies{−∂αt u+Di (aijDju+ aiu)+ biDiu+ cu = Digi + f in ΩT
u(t, 0, x′) =0 on (0, T )× ∂Ω if Ω = Rd+,
(2.7)
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where gi ∈ Lp(ΩT ), i = 1, . . . , d, and f ∈ Lp(ΩT ). Then
‖u‖Hα,1p (ΩT ) ≤ N‖gi‖Lp(ΩT ) +N‖f‖Lp(ΩT ), (2.8)
where N = N(d, δ, α, p,K,R0, T ). Moreover, for any gi ∈ Lp(ΩT ), i = 1, . . . , d,
and f ∈ Lp(ΩT ), there exists a unique u ∈ Hα,1p,0 (ΩT ) satisfying (2.7) and (2.8).
Remark 2.5. When Ω = Rd+ in the above theorem, one can also deal with the
conormal derivative boundary value problem. That is, the Dirichlet boundary con-
dition can be replaced with the conormal derivative boundary condition
a1jDju+ a
1u = g1 on (0, T )× ∂Ω.
In this case, we require (2.1) to be satisfied for any ϕ ∈ C∞0
(
[S, T )× Ω¯). The proof
is almost the same as for the Dirichlet boundary condition case using odd/even
extensions.
3. Function spaces
Let Ω be a domain (open and connected, but not necessarily bounded) in Rd and
S, T ∈ (−∞,∞) such that S < T . In this paper, we consider the parabolic domain
(S, T )×Ω, which is a subset of Rd+1. If S = 0, we sometimes denote (0, T )×Ω by
ΩT . In particular, for Ω = R
d, we write RdT = (0, T )× Rd.
We first recall the definitions of H˜α,kp , H
α,k
p , and H
α,k
p,0 from [6]. For 1 ≤ p ≤ ∞,
α ∈ (0, 1), and k ∈ {1, 2, . . .}, we set
H˜α,kp ((S, T )× Ω) =
{
u ∈ Lp : ∂tI1−αS u, Dβxu ∈ Lp, 0 ≤ |β| ≤ k
}
with the norm
‖u‖
H˜
α,k
p ((S,T )×Ω) = ‖∂tI
1−α
S u‖Lp((S,T )×Ω) +
∑
0≤|β|≤k
‖Dβxu‖Lp((S,T )×Ω),
where by ∂tI
1−α
S u we mean that there exists g ∈ Lp ((S, T )× Ω) such that∫ T
S
∫
Ω
g(t, x)ϕ(t, x) dx dt = −
∫ T
S
∫
Ω
I1−αS u(t, x)∂tϕ(t, x) dx dt (3.1)
for all ϕ ∈ C∞0 ((S, T )× Ω). Recall that ∂tI1−αS u can be denoted by Dαt u. Next,
Hα,kp ((S, T )× Ω) is defined by
Hα,kp ((S, T )× Ω)
=
{
u ∈ H˜α,kp ((S, T )× Ω) : (3.1) is satisfied for all ϕ ∈ C∞0 ([S, T )× Ω)
}
with the same norm as for H˜α,kp ((S, T )× Ω). Note that test functions for the space
Hα,kp ((S, T )× Ω) are not necessarily zero at t = S. We then define Hα,kp,0 ((S, T )×Ω)
to be functions in Hα,kp ((S, T ) × Ω) each of which is approximated by a sequence
{un(t, x)} ⊂ C∞ ([S, T ]× Ω) such that un vanishes for large |x| and un(S, x) = 0.
By w ∈ H−1p ((S, T )× Ω) we mean that there exist f, gi ∈ Lp ((S, T )× Ω), i =
1, . . . , d, such that
w = Digi + f
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in (S, T )× Ω in the distribution sense and
‖w‖
H
−1
p ((S,T )×Ω)
= inf
{
d∑
i=1
‖gi‖Lp((S,T )×Ω) + ‖f‖Lp((S,T )×Ω) : w = Digi + f
}
<∞.
We also write
w = div g + f,
where g = (g1, . . . , gd).
For u ∈ Lp ((S, T )× Ω), we say Dαt u ∈ H−1p ((S, T )× Ω) if there exist f, gi ∈
Lp ((S, T )× Ω), i = 1, . . . , d, such that, for any ϕ ∈ C∞0 ((S, T )× Ω),∫ T
S
∫
Ω
I1−αS u ∂tϕdxdt =
∫ T
S
∫
Ω
giDiϕdxdt −
∫ T
S
∫
Ω
fϕ dx dt. (3.2)
Let H˜α,1p ((S, T )× Ω) be the collection of functions u ∈ Lp ((S, T )× Ω) such that
Dxu ∈ Lp ((S, T )× Ω) and Dαt u ∈ H−1p ((S, T )× Ω). For u ∈ H˜α,1p ((S, T )× Ω),
if (3.2) holds for any ϕ ∈ C∞0 ([S, T )× Ω) whenever (3.2) holds for any ϕ ∈
C∞0 ((S, T )× Ω), we say that u ∈ Hα,1p ((S, T )× Ω) with the norm
‖u‖Hα,1p ((S,T )×Ω) = ‖u‖Lp((S,T )×Ω) + ‖Dxu‖Lp((S,T )×Ω) + ‖Dαt u‖H−1p ((S,T )×Ω).
We then define Hα,1p,0 ((S, T )× Ω) to be the collection of u ∈ Hα,1p ((S, T )× Ω) sat-
isfying the following. There exists a sequence of {un} ⊂ C∞ ([S, T ]× Ω) such that
un vanishes for large |x|, un(S, x) = 0, and
‖un − u‖Hα,1p ((S,T )×Ω) → 0 (3.3)
as n→∞.
Remark 3.1. Similarly as in Lemma 3.1 and Remark 3.4 of [6], if α > 1− 1/p, we
have
Hα,1p ((S, T )× Ω) ( H˜α,1p ((S, T )× Ω) .
Otherwise, these two spaces coincide.
Remark 3.2. Without introducing H˜α,1p ((S, T )× Ω) and Hα,1p ((S, T )× Ω), we
may define Hα,1p,0 ((S, T )× Ω) to be the collection of u ∈ Lp ((S, T )× Ω) satisfying
that
Du ∈ Lp ((S, T )× Ω) , Dαt u ∈ H−1p ((S, T )× Ω) , (3.4)
and there exists a sequence of {un} ⊂ C∞ ([S, T ]× Ω) such that un vanishes for
large |x|, un(S, x) = 0, and (3.3) holds as n → ∞. If Hα,1p,0 ((S, T )× Ω) is defined
in this way, we have
Hα,1p,0 ((S, T )× Ω) ⊂ Hα,1p ((S, T )× Ω) .
That is, if u belongs to Hα,1p,0 ((S, T )× Ω) which is defined as above, then (3.2) holds
for any ϕ ∈ C∞0 ([S, T )× Ω) whenever (3.2) holds for any ϕ ∈ C∞0 ((S, T )× Ω). To
see this, let u ∈ Lp ((S, T )× Ω) satisfy (3.4), and let {un} be a sequence such that
un ∈ C∞ ([S, T ]× Ω) with un(S, x) = 0, which vanishes for large |x|, and (3.3)
holds. Since Dαt u ∈ H−1p ((S, T )× Ω), we write
Dαt u = div g + f, f, g = (g1, . . . , gd) ∈ Lp ((S, T )× Ω) .
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That is, (3.2) holds for ϕ ∈ C∞0 ((S, T )× Ω). Since
‖Dαt un −Dαt u‖H−1p ((S,T )×Ω) → 0 as n→∞,
there exist gn, fn ∈ Lp ((S, T )× Ω) such that∫ T
S
∫
Ω
I1−αS (un − u) ∂tϕdxdt =
∫ T
S
∫
Ω
gn · ∇ϕdxdt −
∫ T
S
∫
Ω
fnϕdxdt
and
‖gn‖Lp((S,T )×Ω) + ‖fn‖Lp((S,T )×Ω) → 0 as n→∞,
where gn = (gn1, . . . , gnd). Set
Gn := gn + g, Fn := fn + f.
Then one can write
Dαt un = divGn + Fn.
That is,∫ T
S
∫
Ω
I1−αS un∂tϕdxdt =
∫ T
S
∫
Ω
Gn · ∇ϕdxdt−
∫ T
S
∫
Ω
Fnϕdxdt (3.5)
for ϕ ∈ C∞0 ((S, T )× Ω). Let ψ ∈ C∞0 ([S, T )× Ω). Since
I1−αS un(S, x) = 0,
we have∫ T
S
∫
Ω
I1−αS un ∂tψ dxdt = −
∫ T
S
∫
Ω
∂t(I
1−α
S un)ψ dxdt
= − lim
k→∞
∫ T
S
∫
Ω
∂t
(
I1−αS un
)
ψηk dx dt, (3.6)
where
η ∈ C∞(R), η(t) =
{
0 t ≤ 0,
1 t ≥ 1, 0 ≤ η(t) ≤ 1,
and
ηk(t) = η(kt).
From the fact that ψηk ∈ C∞0 ((S, T )× Ω) and (3.5), it follows that
−
∫ T
S
∫
Ω
∂t
(
I1−αS un
)
ψηk dx dt =
∫ T
S
∫
Ω
I1−αS un∂t (ψηk) dx dt
=
∫ T
S
∫
Ω
Gn · ∇(ψηk) dx dt−
∫ T
S
∫
Ω
Fnψηk dx dt
→
∫ T
S
∫
Ω
Gn · ∇ψ dxdt−
∫ T
S
∫
Ω
Fnψ dxdt as k →∞.
This combined with (3.6) shows that∫ T
S
∫
Ω
I1−αS un ∂tψ dxdt =
∫ T
S
∫
Ω
Gn · ∇ψ dxdt−
∫ T
S
∫
Ω
Fnψ dxdt (3.7)
for ψ ∈ C∞0 ([S, T )× Ω). By the properties of I1−αS and the fact that un → u in
Lp
(
(S, T )× Rd), we have
I1−αS un → I1−αS u
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in Lp ((S, T )× Ω). By letting n→∞ in (3.7) and using the fact that Gn → g and
Fn → f in Lp ((S, T )× Ω), we see that∫ T
S
∫
Ω
I1−αS u∂tψ dxdt =
∫ T
S
∫
Ω
g · ∇ψ dxdt−
∫ T
S
∫
Ω
fψ dx dt.
Therefore, (3.2) holds for ψ ∈ C∞0 ([S, T )× Ω).
Lemma 3.3. Let p ∈ [1,∞), α ∈ (0, 1), −∞ < S < t0 < T < ∞, and u ∈
Hα,1p,0 ((t0, T )× Ω). If u is extended to be zero for t ≤ t0, denoted by u¯, then u¯ ∈
Hα,1p,0 ((S, T )× Ω).
Proof. Without loss of generality, we assume t0 = 0 so that
−∞ < S < 0 < T <∞.
For u ∈ Hα,1p,0 (ΩT ), let u¯ be the zero extension of u for t ≤ 0. We first check that
u¯ ∈ Hα,1p ((S, T )× Ω). It is readily seen that u¯ ∈ Lp ((S, T )× Ω) and
Dxu¯ =
{
Dxu, 0 ≤ t ≤ T,
0, S ≤ t < 0, Dxu¯ ∈ Lp ((S, T )× Ω) .
Since Dαt u ∈ H−1p (ΩT ), there exists f, g = (g1, . . . , gd) ∈ Lp(ΩT ) such that, for any
ψ ∈ C∞0 ([0, T )× Ω),∫
ΩT
I1−α0 u ∂tψ dxdt =
∫
ΩT
g · ∇ψ dxdt −
∫
ΩT
fψ dx dt, (3.8)
where the equality indeed holds for ψ ∈ C∞0 ([0, T )× Ω) because u ∈ Hα,1p,0 (ΩT ) ⊂
Hα,1p (ΩT ). See the definition of Hα,1p (ΩT ) before Remark 3.1. Set g¯ and f¯ to be
the zero extensions of g and f for t ≤ 0. Then, since
I1−αS u¯ =
{
I1−α0 u, t ∈ [0, T ],
0, t ∈ [S, 0),
it follows from (3.8) that∫ T
S
∫
Ω
I1−αS u¯ ∂tϕdxdt =
∫
ΩT
I1−α0 u ∂tϕdxdt
=
∫
ΩT
g · ∇ϕdxdt−
∫
ΩT
fϕ dx dt =
∫ T
S
∫
Ω
g¯ · ∇ϕdxdt −
∫ T
S
∫
Ω
f¯ϕ dx dt
for any ϕ ∈ C∞0 ([S, T )× Ω). This shows that
Dαt u¯ = ∂tI
1−α
S u¯ = div g¯ + f¯ (3.9)
in (S, T )× Ω and u¯ ∈ Hα,1p ((S, T )× Ω).
Let {un} be an approximating sequence of u such that un ∈ C∞ ([0, T ]× Ω), un
vanishes for large |x|, un(0, x) = 0, and
‖un − u‖Hα,1p ((0,T )×Ω) → 0 as n→∞.
Extend un to be zero for t ≤ 0, denoted by u¯n. As is shown above, we have
u¯n ∈ Hα,1p ((S, T )× Ω). Clearly,
‖u¯n − u¯‖Lp((S,T )×Ω) + ‖Dxu¯n −Dxu¯‖Lp((S,T )×Ω) → 0 as n→∞. (3.10)
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We now check
‖Dαt u¯n −Dαt u¯‖H−1p ((S,T )×Ω) → 0 as n→∞. (3.11)
Since
‖un − u‖Hα,1p,0 (ΩT ) → 0 as n→∞,
there exist gn, fn ∈ Lp(ΩT ) such that
Dαt (un − u) = ∂tI1−α0 (un − u) = div gn + fn
in ΩT and
‖gn‖Lp(ΩT ) + ‖fn‖Lp(ΩT ) → 0 as n→∞.
Then by the reasoning above, we have
Dαt (u¯n − u¯) = ∂tI1−αS (u¯n − u¯) = div g¯n + f¯n (3.12)
in (S, T )× Ω, where g¯n, f¯n are the zero extensions of gn, fn for t ≤ 0. Clearly,
‖g¯n‖Lp((S,T )×Ω) + ‖f¯n‖Lp((S,T )×Ω) → 0 as n→∞.
This shows (3.11), which along with (3.10) proves that
‖u¯n − u¯‖Hα,1p ((S,T )×Ω) → 0 as n→∞. (3.13)
Set
Gn = g¯n + g¯, Fn = f¯n + f¯ , Gn, Fn ∈ Lp ((S, T )× Ω) .
From (3.9) and (3.12) we have
Dαt u¯n = ∂tI
1−α
S u¯n = divGn + Fn (3.14)
in (S, T )× Ω.
We now mollify u¯n to obtain an approximating sequence in C
∞ ([S, T ]× Ω) for u¯
so that we finally check u¯ ∈ H1,αp,0 ((S, T )× Ω). Let η(t) be an infinitely differentiable
function defined in R satisfying η ≥ 0, η(t) = 0 outside (0, 1), and∫
R
η(t) dt = 1.
Set
u¯(ε)n (t, x) =
∫ T
−∞
ηε(t− s)u¯n(s, x) ds, ηε(t) = 1
ε2/α
η(t/ε2/α).
Then it follows easily that u¯
(ε)
n (t, x) ∈ C∞ ([S, T ]× Ω), u¯(ε)n (S, x) = 0, u¯(ε)n (t, x)
vanishes for large |x|, and
Dxu¯
(ε)
n (t, x) =
∫ T
−∞
ηε(t− s)Dxu¯n(s, x) ds (3.15)
for (t, x) ∈ (S, T )× Ω. Moreover,
Dαt u¯
(ε)
n (t, x) = divG
(ε)
n + F
(ε)
n , (3.16)
where
G(ε)n (t, x) =
∫ T
−∞
ηε(t− s)Gn(s, x) ds =
∫ T
S
ηε(t− s)Gn(s, x) ds,
F (ε)n (t, x) =
∫ T
−∞
ηε(t− s)Fn(s, x) ds =
∫ T
S
ηε(t− s)Fn(s, x) ds.
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To verify (3.16), we first check that
I1−αS u¯
(ε)
n =
(
I1−αS u¯n
)(ε)
in (S, T )× Ω. Indeed, using the fact that η(r) = 0 if r ≤ 0, for (t, x) ∈ (S, T )× Ω,
we have
Γ(1− α)I1−αS u¯(ε)n (t, x) =
∫ t
S
(t− s)−αu¯(ε)n (s, x) ds
=
∫ t
S
(t− s)−α
∫ T
−∞
ηε(s− r)u¯n(r, x) dr ds
=
∫ t
S
(t− s)−α
∫ s
S
ηε(s− r)u¯n(r, x) dr ds
=
∫ t
S
∫ t
r
(t− s)−αηε(s− r)u¯n(r, x) ds dr
=
∫ t
S
∫ t
r
(s− r)−αηε(t− s)u¯n(r, x) ds dr
=
∫ t
S
∫ s
S
(s− r)−αηε(t− s)u¯n(r, x) dr ds
=
∫ t
S
ηε(t− s)
∫ s
S
(s− r)−αu¯n(r, x) dr ds
= Γ(1− α)
∫ t
S
ηε(t− s)I1−αS u¯n(s, x) ds = Γ(1− α)
(
I1−αS u¯n
)(ε)
(t, x).
Then, for ϕ ∈ C∞0 ((S, T )× Ω),∫ T
S
∫
Ω
I1−αS u¯
(ε)
n ∂tϕdxdt =
∫ T
S
∫
Ω
(
I1−αS u¯n
)(ε)
∂tϕdxdt
=
∫ T
S
∫
Ω
∫ T
−∞
ηε(t− s)
(
I1−αS u¯n
)
(s, x) ds ∂tϕ(t, x) dx dt
=
∫ T
S
∫
Ω
∫ T
S
ηε(t− s)
(
I1−αS u¯n
)
(s, x) ds ∂tϕ(t, x) dx dt
=
∫ T
S
∫
Ω
(
I1−αS u¯n
)
(s, x)
∫ T
S
ηε(t− s)∂tϕ(t, x) dt dx ds
=
∫ T
S
∫
Ω
(
I1−αS u¯n
)
(s, x) ∂sΦ(s, x) dx ds, (3.17)
where
Φ(s, x) :=
∫ T
S
ηε(t− s)ϕ(t, x) dt ∈ C∞0 ([S, T )× Ω) .
In particular, Φ(T, x) = 0 because ηε(t − T ) = 0 for t ∈ [S, T ]. Using (3.17) and
(3.14), we see that∫ T
S
∫
Ω
I1−αS u¯
(ε)
n ∂tϕdxdt =
∫ T
S
∫
Ω
Gn · ∇Φ dx ds −
∫ T
S
∫
Ω
FnΦ dx ds
=
∫ T
S
∫
Ω
G(ε)n · ∇ϕdxdt −
∫ T
S
∫
Ω
F (ε)n ϕdxdt.
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This justifies (3.16). By (3.15), (3.16), the properties of mollifications, and (3.13),
we have
‖u¯(ε)n − u¯‖Hα,1p ((S,T )×Ω) → 0
as n→∞ and ε→ 0. Therefore, u¯ ∈ Hα,1p,0 ((S, T )× Ω). 
Lemma 3.4. Let p ∈ [1,∞), α ∈ (0, 1), k ∈ {1, 2, . . .}, −∞ < S ≤ t0 < T < ∞,
and v ∈ Hα,1p,0 ((S, T )× Ω). Then, for any infinitely differentiable function η defined
on R such that η(t) = 0 for t ≤ t0 and
|η′(t)| ≤M, t ∈ R,
the function ηv belongs to Hα,1p,0 ((t0, T )× Ω) and in the sense of distribution
∂αt (ηv)(t, x) = ∂tI
1−α
t0 (ηv)(t, x) = η(t)∂tI
1−α
S v(t, x)− F (t, x) (3.18)
in (t0, T )× Ω, where
F (t, x) :=
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(s)− η(t)) v(s, x) ds (3.19)
satisfies
‖F‖Lp((t0,T )×Ω) ≤ N(α, p,M, T, S)‖v‖Lp((S,T )×Ω). (3.20)
Remark 3.5. In Lemma 3.4 above if ηv belongs to Hα,2p,0 ((t0, T )× Ω), by (3.18)
η(t)∂tI
1−α
S v ∈ Lp ((t0, T )× Ω) .
In this case (3.18) holds a.e. in (t0, T )× Ω.
Proof of Lemma 3.4. As in the proof of Lemma 3.3, we assume that t0 = 0. First
we check (3.20). Note that since |η′(t)| ≤M , we have∣∣∣∣∫ t
S
(t− s)−α−1 (η(t)− η(s)) v(s, x) ds
∣∣∣∣
≤M
∫ t
S
(t− s)−α|v(s, x)| ds =MΓ(1− α)I1−αS |v(t, x)|
for (t, x) ∈ ΩT . Hence, the inequality (3.20) follows from Lemma A.2 in [6] with
1− α in place of α (also see Remark A.3 in [6]).
By η(t)∂tI
1−α
S v(t, x) we mean that, if
Dαt v = ∂tI
1−α
S v = div g + f
in (S, T )× Ω, where g, f ∈ Lp ((S, T )× Ω), then
η(t)∂tI
1−α
S v = div(ηg) + ηf (3.21)
in (S, T )× Ω so that, for any ψ ∈ C∞0 ((S, T )× Ω), we have∫ T
S
∫
Ω
I1−αS v ∂t(η(t)ψ) dx dt =
∫ T
S
∫
Ω
(ηg) · ∇ψ dxdt−
∫ T
S
∫
Ω
ηfψ dx dt.
We now prove that ηv ∈ Hα,1p,0 (ΩT ) and (3.18). Since v ∈ Hα,1p,0 ((S, T )× Ω), there
is a sequence {vn} such that vn ∈ C∞ ([S, T ]× Ω), vn(S, x) = 0, vn(t, x) vanishes
for large |x|, and
‖vn − v‖Hα,1p,0 ((S,T )×Ω) → 0 as n→∞
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Also let g, f, gn, fn ∈ Lp ((S, T )× Ω) be functions such that
∂αt v = D
α
t v = ∂tI
1−α
S v = div g + f,
∂αt vn = D
α
t vn = ∂tI
1−α
S vn = div gn + fn,
‖gn − g‖Lp((S,T )×Ω) + ‖fn − f‖Lp((S,T )×Ω) → 0 as n→∞
Observe that, for (t, x) ∈ ΩT ,
I1−α0 (ηvn) = η(t)I
1−α
S vn + I
1−α
0 (ηvn)− η(t)I1−αS vn
= η(t)I1−αS vn + Fn(t, x),
where
Fn(t, x) := I
1−α
0 (ηvn)− η(t)I1−αS vn.
Using the fact that η(t) = 0 for t ≤ 0, we note that
Fn(t, x) =
1
Γ(1− α)
∫ t
S
(t− s)−α (η(s)− η(t)) vn(s, x) ds,
from which we see that
∂tFn(t, x) = − α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(s)− η(t)) vn(s, x) dx
− η
′(t)
Γ(1− α)
∫ t
S
(t− s)−αvn(s, x) ds = −Fn(t, x)− η′(t)I1−αS vn, (3.22)
where Fn is defined as in (3.19) with vn in place of v. Then, for ϕ ∈ C∞0 ([0, T )× Ω),∫
ΩT
I1−α0 (ηvn) ∂tϕdxdt =
∫
ΩT
(
η(t)I1−αS vn + Fn
)
∂tϕdxdt
=
∫ T
S
I1−αS vn ∂t(ηϕ) dx dt +
∫
ΩT
(
Fn∂tϕ− I1−αS vn η′(t)ϕ
)
dx dt =: J1 + J2,
where
J1 =
∫ T
S
(gn · ∇(ηϕ)− fnηϕ) dx dt =
∫
ΩT
((ηgn) · ∇ϕ− ηfnϕ) dx dt
and, by (3.22),
J2 = −
∫
ΩT
(
∂tFn + I
1−α
S vnη
′(t)
)
ϕdxdt =
∫
ΩT
Fnϕdxdt.
This shows that
∂tI
1−α
0 (ηvn) = div(ηgn) + ηfn − Fn.
We then see that
‖ηun − ηu‖Lp(ΩT ) + ‖Dx(ηun)−Dx(ηu)‖Lp(ΩT )
+‖ηgn − ηg‖Lp(ΩT ) + ‖ηfn − ηf‖Lp(ΩT ) + ‖Fn − F‖Lp(ΩT ) → 0 as n→∞
and
Dαt (ηv) = ∂
α
t (ηv) = ∂tI
1−α
0 (ηv) = div(ηg) + ηf − F.
Therefore, ηv ∈ Hα,1p,0 (ΩT ) and (3.18) follows upon noting (3.21). The lemma is
proved. 
14 H. DONG AND D. KIM
4. Auxiliary results
In Lemma 4.1 below, aij = aij(t, x) satisfy only the ellipticity condition without
any regularity assumptions.
Lemma 4.1 (Lp energy estimate). Let p ∈ [2,∞), T ∈ (0,∞), and u ∈ Hα,1p,0 (RdT )
satisfy
− ∂tI1−α0 u+Di
(
aijDju
)
= Digi + f (4.1)
in RdT , where gi, f ∈ Lp(RdT ). Then for any τ ∈ (0, T ], we have
sup
0<t<τ
‖I1−α0 |u|p(t, ·)‖L1(Rd) ≤ Nτα(p−2)/2‖gi‖pLp(Rdτ ) +Nτ
α(p−1)‖f‖p
Lp(Rdτ )
, (4.2)
where N = N(d, δ, α, p). We also have
‖u‖Lp(RdT ) ≤ NT
α/2‖gi‖Lp(RdT ) +NT
α‖f‖Lp(RdT ), (4.3)
where N = N(d, δ, α, p).
Proof. We first prove that, for u ∈ C∞0
(
[0, T ]× Rd) such that u(0, x) = 0,
J := u(t, x)|u(t, x)|p−2 · ∂tI1−α0 u(t, x)−
1
p
∂tI
1−α
0 |u|p(t, x) ≥ 0. (4.4)
To see this, for fixed t ∈ (0, T ) and x ∈ Rd, let
F (s) =
1
p
(|u(s, x)|p − |u(t, x)|p)− (u(s, x) − u(t, x))u(t, x)|u(t, x)|p−2
and
F1(s) =
1
p
|u(s, x)|p, F2(s) = u(s, x)u(t, x)|u(t, x)|p−2.
By the convexity of the function |y|p, more precisely, by the property h(s) ≥ h(t)+
(s− t)h′(t) for a convex function h, we see that F (s) ≥ 0 on [0, T ] with the equality
at s = t. This and integration by parts clearly yield that∫ t
0
(t− s)−α(F ′1(s)− F ′2(s)) ds =
∫ t
0
(t− s)−αF ′(s) ds ≤ 0,
which implies (4.4) because F1(0) = F2(0) = 0.
For u ∈ Hα,1p,0 (Rd) satisfying (4.1), we find un ∈ C∞0
(
[0, T ]× Rd) such that
un(0, x) = 0 and un → u in Hα,1p,0 (RdT ). Then there exist gn, fn ∈ Lp(RdT ) such that
− ∂tI1−α0 un +Di
(
aijDjun
)
= div gn + fn (4.5)
in RdT and
‖g − gn‖Lp(RdT ) + ‖fn − f‖Lp(RdT ) → 0 as n→∞.
By multiplying (4.5) by un|un|p−2, integrating over (0, τ) × Rd, τ ∈ (0, T ], and
using (4.4), we obtain that
1
p
∫
Rdτ
∂tI
1−α
0 |un|p(t, x) dx dt +
∫
Rdτ
aijDjunDi
(
un|un|p−2
)
dx dt
≤
∫
Rdτ
gn · ∇
(
un|un|p−2
)
dx dt−
∫
Rdτ
fnun|un|p−2 dx dt. (4.6)
Since ∫
Rdτ
∂tI
1−α
0 |un|p(t, x) dx dt =
∫
Rd
(
I1−α0 |un|p
)
(τ, x) dx,
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using the ellipticity condition and Young’s inequality, from (4.6) we have that, for
any ε1, ε2, ε3 > 0,
‖I1−α0 |un|p(τ, ·)‖L1(Rd) +
∫
Rdτ
|Dun|2|un|p−2 dx dt
≤ Nε−11
∫
Rdτ
|gn|2|un|p−2 dx dt+ ε1
∫
Rdτ
|Dun|2|un|p−2 dx dt
+Nε1−p2
∫
Rdτ
|fn|p dx dt+ ε2
∫
Rdτ
|un|p dx dt,
where ∫
Rdτ
|gn|2|un|p−2 dx dt ≤ Nε(2−p)/23
∫
Rdτ
|gn|p dx dt+ ε3
∫
Rdτ
|un|p dx dt
and N = N(d, δ, p). Then choose ε1 = 1/2 so that we have
‖I1−α0 |un|p(τ, ·)‖L1(Rd) ≤ Nε(2−p)/23
∫
Rdτ
|gn|p dx dt
+Nε1−p2
∫
Rdτ
|fn|p dx dt+ (ε2 +Nε3)
∫
Rdτ
|un|p dx dt (4.7)
for any ε2, ε3 > 0, where N = N(d, δ, p). We then note that∫
Rdτ
|un(s, x)|p ds dx ≤ τα
∫
Rd
∫ τ
0
(τ − s)−α|un(s, x)|p ds dx
= Γ(1− α)τα
∫
Rd
(
I1−α0 |un|p
)
(τ, x) dx. (4.8)
Using this and (4.7) with suitable ε2, ε3 > 0, we have
‖I1−α0 |un|p(τ, ·)‖L1(Rd) ≤ Nτα(p−2)/2‖gn‖pLp(Rdτ ) +Nτ
α(p−1)‖fn‖pLp(Rdτ ). (4.9)
This implies that, for each τ ∈ (0, T ], the sequence {un} is Cauchy in the norm
‖v‖Lp,(τ−·)−α ((0,τ);Lp(Rd)) :=
(∫
Rd
∫ τ
0
|v(s, x)|p(τ − s)−α ds dx
)1/p
.
Since
‖v‖Lp((0,τ)×Rd) ≤ τα‖v‖Lp,(τ−·)−α ((0,τ);Lp(Rd))
and un → u in Lp
(
(0, τ)× Rd), we conclude that, for each τ ∈ (0, T ],
‖I1−α0 |u|p(τ, ·)‖L1(Rd) ≤ Nτα(p−2)/2‖g‖pLp(Rdτ ) +Nτ
α(p−1)‖f‖p
Lp(Rdτ )
.
This proves (4.2).
From (4.9) and (4.8) with τ = T , we also have∫
Rd
∫ T
0
|un(s, x)|p ds dx ≤ NTαp/2‖gn‖pLp(RdT ) +NT
αp‖fn‖pLp(RdT ),
where N = N(d, δ, α, p). By letting n→∞, we obtain (4.3). 
To prove Theorem 2.1, we first prove the theorem for p = 2 in the proposition
below. In fact, when p = 2 Theorem 2.1 holds for aij = aij(t, x) with no regularity
assumptions as in Lemma 4.1.
Proposition 4.2. Theorem 2.1 holds when p = 2.
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Proof. A version of this result without λu term can be found in [21]. For the
reader’s convenience, we present here a detailed proof.
We prove the a priori estimates (2.3), (2.4), and (2.5). Once these estimates
are available, one can use the method of continuity and the solvability of a simple
equation such as
−∂αt u+∆u = Digi + f
in RdT . Indeed, to solve this equation in Hα,12,0 (RdT ), one can use the results for non-
divergence form equations in [6] and the a priori estimates (2.3), (2.4), and (2.5).
See also Remark 2.2.
Let us first consider the case λ > 0. Since u ∈ Hα,12,0 (RdT ), there exists a sequence
{un} such that un ∈ C∞0
(
[0, T ]× Rd), un(0, x) = 0, and
‖un − u‖Hα,12 (RdT ) → 0
as n→∞. In particular, since
‖∂tI1−α0 un − ∂tI1−α0 u‖H−12 (RdT ) → 0,
there exist Gn = (Gn1, . . . , Gnd) ∈ L2(RdT ) and Fn ∈ L2(RdT ) such that
∂tI
1−α
0 un − ∂tI1−α0 u = divGn + Fn
and
‖Gn‖L2(RdT ) + ‖Fn‖L2(RdT ) → 0 as n→∞.
Then
−∂tI1−α0 un = −∂tI1−α0 u− divGn − Fn
= Di
(
gi − aijDju−Gni
)
+ λu+ f − Fn.
Hence,
−∂tI1−α0 un +Di
(
aijDjun
)− λun = div gn + fn
in RdT , where
gni = a
ijDj(un − u) + gi −Gni → gi, fn = λ(u − un) + f − Fn → f
in L2(R
d
T ). Multiplying both sides of the above equation by un and integrating by
parts, we have∫
R
d
T
(
∂tI
1−α
0 un
)
un dx dt+
∫
R
d
T
aijDjunDiun dx dt+ λ
∫
R
d
T
u2n dx dt
=
∫
R
d
T
gn · ∇un dx dt−
∫
R
d
T
fnun dx dt.
By (4.4) with p = 2 we have∫
R
d
T
(
∂tI
1−α
0 un
)
un dx dt ≥ 0.
It then follows from the ellipticity condition and Young’s inequality that
‖Dun‖L2(RdT ) +
√
λ‖un‖L2(RdT ) ≤ N‖gn‖L2(RdT ) +
N√
λ
‖fn‖L2(RdT ),
where N = N(d, δ). By letting n→∞, we obtain (2.3).
To prove (2.4) and (2.5), we consider
−∂αt u+Di
(
aijDju
)− εu = Digi + f − εu
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in RdT , where ε > 0. Then by the estimate (2.3), we have
‖Du‖Lp(RdT ) ≤ N‖gi‖Lp(RdT ) +
N√
ε
‖f‖Lp(RdT ) +N
√
ε‖u‖Lp(RdT ).
If f = 0, then by letting ε→ 0, we obtain (2.5). Otherwise, set ε = 1 and combine
the above estimate with (4.3) for p = 2. 
Lemma 4.3 (Local estimate for divergence form equations). Let λ ≥ 0, p0 ∈
(1,∞), α ∈ (0, 1), T ∈ (0,∞), and 0 < r < R <∞. If Theorem 2.1 holds with this
p0 and u ∈ Hα,1p0,0 ((0, T )×BR) satisfies
−∂αt u+Di
(
aij(x1)Dju
)− λu = Digi + f,
in (0, T )×BR, where gi, f ∈ Lp0 ((0, T )×BR), then
‖Du‖Lp0((0,T )×Br) +
√
λ‖u‖Lp0((0,T )×Br) ≤
N
R− r ‖u‖Lp0((0,T )×BR)
+N‖gi‖Lp0((0,T )×BR) +
N(R− r)√
λ(R − r)2 + 1‖f‖Lp0((0,T )×BR),
where N = N(d, δ, α, p0).
Proof. Set
r0 = r, rk = r + (R − r)
k∑
j=1
1
2j
, k = 1, 2, . . . .
Let ζk = ζk(x) be an infinitely differentiable function defined on R
d such that
ζk = 1 on Brk , ζk = 0 outside R
d \Brk+1 ,
and
|Dxζk(x)| ≤ N(d) 2
k
R− r .
Then uζk satisfies
−∂αt (uζk) +Di
(
aijDj(uζk)
)− λ(uζk)
= Di
(
aijuDjζk + giζk
)
+ aijDiζkDju− giDiζk + fζk
in RdT . For each non-negative integer k, let {λk} be an increasing sequence of
positive numbers to be specified below. We then write
−∂αt (uζk) +Di
(
aijDj(uζk)
)− (λ+ λk)(uζk)
= Di
(
aijuDjζk + giζk
)
+ aijDiζkDju− giDiζk + fζk − λk(uζk)
=: div gk + fk,
where
gki = a
ijuDjζk + giζk, fk = a
ijDiζkDju− giDiζk + fζk − λkuζk.
By Theorem 2.1 we have
‖D(uζk)‖Lp0(RdT ) +
√
λ+ λk‖uζk‖Lp0(RdT )
≤ N‖gk‖Lp0(RdT ) +
N√
λ+ λk
‖fk‖Lp0(RdT ),
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where N is the constant in (2.3). Note that
‖gk‖Lp0(RdT ) ≤ N
2k
R− r ‖u‖Lp0((0,T )×BR) +N‖g‖Lp0((0,T )×BR),
‖fk‖Lp0(RdT ) ≤ N
2k
R− r ‖D(uζk+1)‖Lp0(RdT ) +N
2k
R− r ‖g‖Lp0((0,T )×BR)
+N‖f‖Lp0((0,T )×BR) +Nλk‖u‖Lp0((0,T )×BR).
Hence,
‖D(uζk)‖Lp0(RdT ) +
√
λ+ λk‖uζk‖Lp0(RdT )
≤ N 2
k
R− r ‖u‖Lp0((0,T )×BR) +N‖g‖Lp0((0,T )×BR)
+
N√
λ+ λk
2k
R − r‖D(uζk+1)‖Lp0(RdT ) +
N√
λ+ λk
2k
R− r ‖g‖Lp0((0,T )×BR)
+
N√
λ+ λk
‖f‖Lp0((0,T )×BR) +
N√
λ+ λk
λk‖u‖Lp0((0,T )×BR).
Furthermore, by taking the same N0 = N0(d, δ, α, p0) ≥ 1, we have
‖D(uζk)‖Lp0(RdT ) +
√
λ‖uζk‖Lp0(RdT )
≤ N0
(
2k
R− r +
√
λk
)
‖u‖Lp0((0,T )×BR) +N0
(
1 +
1√
λk
2k
R − r
)
‖g‖Lp0((0,T )×BR)
+
N0√
λ+ λ0
‖f‖Lp0((0,T )×BR) +
N0√
λk
2k
R− r ‖D(uζk+1)‖Lp0(RdT ).
Multiply both sides by εk and make summations with respect to k = 0, 1, 2, . . . to
get
∞∑
k=0
εk‖D(uζk)‖Lp0(RdT ) +
√
λ
∞∑
k=0
εk‖uζk‖Lp0(RdT )
≤ N0‖u‖Lp0((0,T )×BR)
∞∑
k=0
εk
(
2k
R− r +
√
λk
)
+N0‖g‖Lp0((0,T )×BR)
∞∑
k=0
εk
(
1 +
1√
λk
2k
R− r
)
+
N0√
λ+ λ0
‖f‖Lp0((0,T )×BR)
∞∑
k=0
εk
+N0
∞∑
k=0
εk2k√
λk(R − r)
‖D(uζk+1)‖Lp0(RdT ).
Now we set
ε = 2−3,
√
λk =
N02
k
ε(R− r) , k = 0, 1, . . . ,
so that
N0
εk2k√
λk(R− r)
= εk+1.
Then
‖D(uζ0)‖Lp0(RdT ) +
∞∑
k=1
εk‖D(uζk)‖Lp0(RdT ) +
√
λ‖uζ0‖Lp0(RdT )
≤ 4N0(8N0 + 1)
3(R− r) ‖u‖Lp0((0,T )×BR) +
8N0 + 1
7
‖g‖Lp0((0,T )×BR)
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+
8N0
7
√
λ+ λ0
‖f‖Lp0((0,T )×BR) +
∞∑
k=1
εk‖D(uζk)‖Lp0(RdT ).
We now remove the same summation terms from both sides of the above inequality
and use the fact that (recall that N0 ≥ 1)
1√
λ+ λ0
≤ R− r√
λ(R− r)2 + 1 .
Finally, by observing that, for instance,
‖Du‖Lp0((0,T )×Br) ≤ ‖D(uζ0)‖Lp0(RdT ),
we obtain the desired inequality in the lemma. 
Lemma 4.4 (Local estimate for non-divergence form equations with variable coef-
ficients in x). Let p ∈ (1,∞), T ∈ (0,∞), and 0 < r < R <∞. Let aij be uniformly
continuous and the coefficients bi(t, x) and c(t, x) be bounded by K. Suppose that
u ∈ Hα,2p,0 ((0, T )×BR) satisfies
−∂tI1−α0 u+ aij(x)Diju+ bi(x)Diu+ c(x)u = f
in (0, T )×BR. Then
‖∂tI1−α0 u‖Lp((0,T )×Br) + ‖D2u‖Lp((0,T )×Br)
≤ N ((R − r)−2 + 1) ‖u‖Lp((0,T )×BR) +N‖f‖Lp((0,T )×BR),
where N depends only on d, δ, α, p, K, T , and the modulus of continuity of aij.
Proof. Since aij are uniformly continuous, we can use Theorem 2.4 in [6]. Then
the lemma is proved in the same way as the proof of Lemma 4.2 in [6] is done. 
Lemma 4.5. Let p ∈ (1,∞), 0 < T < ∞, 0 < r < R < ∞, and m ∈ {1, 2, . . .}.
Assume that aij(x), bi(x), and c(x) are infinitely differentiable with bounded deriva-
tives. Suppose that v ∈ Hα,2p,0 ((0, T )×BR) satisfies
−∂tI1−α0 v + aij(x)Dijv + bi(x)Div + c(x)v = f
in (0, T )×BR, where
f,Dxf, . . . , D
m
x f ∈ Lp ((0, T )×BR) .
Then, for k = 1, . . . ,m,
Dkxu ∈ Hα,2p,0 ((0, T )×Br) .
Proof. By induction, we prove only the case k = 1. By moving biBiv + cv to the
right-hand side of the equation and noting thatDx
(
biDiv + cv
) ∈ Lp ((0, T )×BR),
we may assume that bi = c = 0. Let r0, r1 ∈ (r, R) such that r0 < r1. By Lemma
4.3 in [6], for ε ∈ (0, R− r1),
v(ε), Dxv
(ε) ∈ Hα,2p,0 ((0, T )×Br1) ,
where v(ε) is a mollification of v with respect to the spatial variables, that is,
v(ε)(t, x) =
∫
BR
φε(x− y)v(t, y) dy, φε(x) = ε−dφ(x/ε),
and φ ∈ C∞0 (B1) is a smooth non-negative function with unit integral. One can
check that
(∂tI
1−α
0 v)
(ε) = ∂tI
1−α
0 (v
(ε)) (4.10)
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in (0, T )×Br1 , which follows from(
I1−α0 v
)(ε)
= I1−α0 (v
(ε))
in (0, T )×Br1 . Indeed,
Γ(1− α)I1−α(v(ε)) =
∫ t
0
(t− s)−α
∫
BR
φε(x− y)v(s, y) dy ds
=
∫
BR
φε(x− y)
∫ t
0
(t− s)−αv(s, y) ds dy = Γ(1− α) (I1−α0 v)(ε) .
Using (4.10) we see that v(ε) satisfies
−∂tI1−α0 v(ε) + aijDijv(ε) = f (ε) + aijDijv(ε) −
(
aijDijv
)(ε)
in (0, T ) × Br1 . By differentiating both sides of the above equation in x, we also
see that Dxv
(ε) satisfies
− ∂tI1−α0 (Dxv(ε)) + aijDij(Dxv(ε)) = (Df)(ε) + gε (4.11)
in (0, T )×Br1 , where
gε := aijDDijv
(ε) −D (aijDijv)(ε)
=
∫
BR
D [φε(x− y)]
(
aij(x) − aij(y))Dijv(t, y) dy,
so that
|gε(t, x)| ≤ N
∫
BR
|Dφ((x − y)/ε)|ε−d−1|x− y||Dijv(t, y)| dy
and by the Minkowski inequality,
‖gε‖Lp((0,T )×Br1) ≤ N‖D2v‖Lp((0,T )×BR).
By Lemma 4.4 and the last inequality above, we have
‖D2Dv(ε)‖Lp((0,T )×Br0 ) ≤ N‖Dv(ε)‖Lp((0,T )×Br1) +N‖(Df)(ε)‖Lp((0,T )×Br1)
+N‖D2v‖Lp((0,T )×BR),
where the right-hand side is bounded independent of ε ∈ (0, R − r1) because
Dv,Df ∈ Lp((0, T )×BR). This implies that
D2Dv ∈ Lp((0, T )×Br0).
Using this fact, we rewrite gε as
gε = aij(x)
∫
BR
φε(x− y)DDijv(t, y) dy −
∫
BR
φε(x− y)Daij(y)Dijv(t, y) dy
−
∫
BR
φε(x− y)aij(y)DDijv(t, y) dy,
which converges to −DaijDijv in Lp((0, T )× Br′), r′ = (r + r0)/2. In particular,
gε is Cauchy in Lp((0, T ) × Br′). Since Dv,Df ∈ Lp((0, T ) × BR), we also know
that Dv(ε) and (Df)(ε) are Cauchy in Lp((0, T ) × Br′) for ε ∈ (0, R − r1). Then
applying Lemma 4.4 to the equation (4.11) in (0, T ) × Br′ , we see that Dxv(ε) is
Cauchy in Hα,2p,0 ((0, T )×Br). Since Dxv(ε) → Dxv in Lp((0, T )×Br), we conclude
that Dxv ∈ Hα,2p,0 ((0, T )×Br). 
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Lemma 4.6. Let p ∈ (1,∞), α ∈ (0, 1), −∞ < S ≤ t0 < T < ∞, and 0 < r <
R <∞. Also let η(t) be an infinitely differentiable function defined on R such that
η(t) = 0 for t ≤ t0. Assume that aij(x), bi(x), and c(x) are infinitely differentiable
with bounded derivatives. If v ∈ Hα,1p,0 ((S, T )×BR), ηv ∈ Hα,2p,0 ((t0, T )×BR), and
ηv satisfies the non-divergence form equation
− ∂tI1−αt0 (ηv) + aij(x)Dij(ηv) + bi(x)Di(ηv) + c(x)(ηv) = F (4.12)
in (t0, T )×BR, where F is defined as in (3.19), then the following hold.
(1) η(t)∂tI
1−α
S v belongs to Lp ((t0, T )×BR) and satisfies
η(t)∂tI
1−α
S v = a
ijDij(ηv) + b
iDi(ηv) + c(ηv) (4.13)
a.e. in (0, T )×BR.
(2) Dx(ηv) ∈ Hα,2p,0 ((t0, T )×Br), η(t)∂tI1−αS v ∈ Hα,1p,0 ((t0, T )×Br), and
∂tI
1−α
t0
(
η(t)∂tI
1−α
S v
) ∈ H−1p ((t0, T )×Br)
satisfies
∂tI
1−α
t0
(
η(t)∂tI
1−α
S v
)
= Digi + f (4.14)
in (0, T )×Br, where
gi = a
ij∂tI
1−α
t0 (Dj(ηv)) ,
f = −Diaij∂tI1−αt0 Dj(ηv) + bi∂tI1−αt0 Di(ηv) + c∂tI1−αt0 (ηv).
Proof. Without loss of generality we assume t0 = 0 so that
−∞ < S ≤ 0 < T <∞.
Because ηv ∈ Hα,2p,0 ((0, T )×BR), by Lemma 3.4 (also see Remark 3.5), we have
η(t)∂tI
1−α
S v = ∂tI
1−α
0 (ηv) + F ∈ Lp ((0, T )×BR) .
Then, (4.12) is equivalent to (4.13).
Since v ∈ Hα,1p,0 ((S, T )×BR), in particular, Dv ∈ Lp ((S, T )×BR), we have
DxF ∈ Lp ((0, T )×BR). Indeed,
DxF (t, x) =
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(s)− η(t))Dxv(s, x) ds.
From this, Lemma 4.5, and the fact that ηv satisfies the non-divergence equation
(4.12), we have
Dx(ηv) ∈ Hα,2p,0 ((0, T )×Br1) ,
where r1 = (R+ r)/2. Clearly, we also have Dx(ηv) ∈ Hα,2p,0 ((0, T )×Br).
Now we show that η(t)∂tI
1−α
S v ∈ Hα,1p,0 (0, T )×Br) and (4.14). Set w := ηv and
u := η(t)∂tI
1−α
S v. Since w ∈ Hα,2p,0 ((0, T )×BR), there exists a sequence {wn} ⊂
C∞ ([0, T ]×BR) such that wn(0, x) = 0 and
‖wn − w‖Hα,2p ((0,T )×BR) → 0 as n→∞. (4.15)
Set w(ε) to be the mollification of w with respect to the spatial variable, that is,
w(ε)(t, x) =
∫
BR
φε(x− y)w(t, y) dy, φε(x) = ε−dφ(x/ε),
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where φ ∈ C∞0 (B1) is a smooth non-negative function with unit integral. By Lemma
4.3 in [6] and its proof, it follows that Dw(ε) ∈ Hα,2p,0 ((0, T )×Br) for ε ∈ (0, R− r)
and, for each fixed ε ∈ (0, R− r),
‖Dw(ε)n −Dw(ε)‖Hα,2p ((0,T )×Br) → 0 as n→∞. (4.16)
Moreover, since Dw ∈ Hα,2p,0 ((0, T )×Br1), we have
‖Dw(ε) −Dw‖
H
α,2
p ((0,T )×Br) → 0 as ε→ 0. (4.17)
Now, for ε ∈ (0, R− r1), we set
uε := aijDijw
(ε) + biDiw
(ε) + cw(ε),
uεn := a
ijDijw
(ε)
n + b
iDiw
(ε)
n + cw
(ε)
n
in (0, T )×Br. Then, uεn ∈ C∞ ([0, T ]×Br) and uεn(0, T ) = 0. If we have
‖uεn − uε‖Hα,1p ((0,T )×Br) → 0 as n→∞, (4.18)
we obtain that uε ∈ Hα,1p,0 ((0, T )×Br). To check (4.18), we write
uεn = Di
(
aijDjw
(ε)
n
)
−DiaijDjw(ε)n + biDiw(ε)n + cw(ε)n .
Then,
∂αt u
ε
n = Di
(
aij∂αt (Djw
(ε)
n )
)
−Diaij∂αt (Djw(ε)n ) + bi∂αt (Diw(ε)n ) + c∂αt w(ε)n ,
where ∂αt = ∂tI
1−α
0 , and by (4.16) and (4.15)
aij∂αt (Djw
(ε)
n )→ aij∂αt (Djw(ε)),
−Diaij∂αt (Djw(ε)n ) + bi∂αt (Diw(ε)n ) + c∂αt w(ε)n
→ −Diaij∂αt (Djw(ε)) + bi∂αt (Diw(ε)) + c∂αt w(ε)
in Lp ((0, T )×Br) as n→∞. This shows that
‖∂αt uεn − ∂αt uε‖H−1p ((0,T )×Br) → 0 as n→∞
and
∂αt u
ε = Di
(
aij∂αt (Djw
(ε))
)
−Diaij∂αt (Djw(ε)) + bi∂αt (Diw(ε)) + c∂αt w(ε), (4.19)
where ∂αt = ∂tI
1−α
0 . Using (4.15) and (4.16), we also see that
‖uεn − uε‖Lp((0,T )×Br) + ‖Duεn −Duε‖Lp((0,T )×Br) → 0 as n→∞.
Hence, (4.18) is proved and uε ∈ Hα,1p,0 ((0, T )×Br).
Now by (4.13) we note that
u = η(t)∂tI
1−α
S v = a
ijDijw + b
iDiw + cw
in (0, T )×Br. Then from (4.17) we see that
‖uε − u‖Lp((0,T )×Br) + ‖Duε −Du‖Lp((0,T )×Br) → 0 as ε→ 0.
From (4.19) and (4.17), we also see that (4.14) holds and
‖∂αt uε − ∂αt u‖H−1p ((0,T )×Br) → 0 as ε→ 0.
Hence,
‖uε − u‖Hα,1p ((0,T )×Br) → 0 as ε→ 0.
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Since uε ∈ Hα,1p,0 ((0, T )×Br) for each ε ∈ (0, (R− r)/2), we conclude that
(η∂tI
1−α
S v =)u ∈ Hα,1p,0 ((0, T )×Br) .
The lemma is proved. 
If v ∈ Hα,1p,0
(
(S, T )× Rd) is a solution to a homogenous equation, one can im-
prove its regularity as follows.
Lemma 4.7. Let p0 ∈ (1,∞), α ∈ (0, 1), −∞ < S ≤ t0 < T <∞, and 0 < R <∞.
Also let aij(x1) be infinitely differentiable functions of x1 ∈ R with bounded deriva-
tives. Suppose that Theorem 2.1 holds with this p0 and v ∈ Hα,1p0,0 ((S, T )×BR)
satisfies
−∂tI1−αS v +Di
(
aij(x1)Djv
)
= Digi + f
in (S, T ) × BR, where gi, f ∈ Lp0 ((S, T )×BR) and gi(t, x) = f(t, x) = 0 on
(t0, T ) × BR. Then, for any r0, r1 ∈ (0, R) such that r0 < r1 and any infinitely
differentiable function η(t) defined on R such that η(t) = 0 for t ≤ t0, we have the
following.
(1) ηv belongs to Hα,2p0,0 ((t0, T )×Br1) and satisfies the non-divergence form
equation
−∂tI1−αt0 (ηv) + aij(x1)Dij(ηv) +Diaij(x1)Dj(ηv) = F
in (t0, T )×Br1 , where F is defined as in (3.19).
(2) η(t)∂tI
1−α
S v belongs to Lp0 ((t0, T )×Br1) and satisfies
η(t)∂tI
1−α
S v = a
ij(x1)Dij(ηv) +Dia
ij(x1)Dj(ηv)
= Di
(
aij(x1)Dj(ηv)
) (4.20)
a.e. in (t0, T )×Br1 .
(3) Dx(ηv) ∈ Hα,2p0,0 ((t0, T )×Br0) and η(t)∂tI1−αS v ∈ Hα,1p0,0 ((t0, T )× Br0).
(4) η(t)∂tI
1−α
S v satisfies the divergence form equation
− ∂tI1−αt0
(
η(t)∂tI
1−α
S v
)
+Di
(
aij(x1)Dj
(
η(t)∂tI
1−α
S v
))
= DiGi (4.21)
in (t0, T )×Br0 , where
Gi(t, x) =
d∑
j=1
aij(x1)
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(t)− η(s))Djv(s, x) ds. (4.22)
Proof. As in the proof of Lemma 4.6, we assume that t0 = 0. Let ψ(x) ∈ C∞0 (Rd)
be such that 0 ≤ ψ(x) ≤ 1,
ψ(x) = 1 on Br1 , ψ(x) = 0 outside BR.
Set ζ(t, x) = η(t)ψ(x). By using Theorem 2.4 in [6], find u ∈ Hα,2p0,0(RdT ) satisfying
−∂tI1−α0 u+ aij(x1)Diju+Diaij(x1)Dju = F1 + F2
in RdT , where F1 and F2 are defined by
F1(t, x) =
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(s)− η(t))ψ(x)v(s, x) ds
and
F2(t, x) = Dia
ij(x1)vDjζ + a
ij(x1)DivDjζ + a
ij(x1)vDijζ + a
ij(x1)DiζDjv.
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Note that F1, F2 ∈ Lp0(RdT ) and u ∈ Hα,1p0,0(RdT ) ⊂ Hα,2p0,0(RdT ) also satisfies the
divergence form equation
−∂tI1−α0 u+Di
(
aij(x1)Dju
)
= Di
(
aij(x1)vDjζ
)
+ aij(x1)DiζDjv + F1
in RdT . In particular, since u ∈ Hα,2p0,0(RdT ), we have
−
∫
R
d
T
∂tI
1−α
0 uϕdx dt =
∫
R
d
T
I1−α0 u ∂tϕdxdt
for ϕ ∈ C∞0
(
[0, T )× Rd).
On the other hand, we see that vζ belongs to Hα,1p0,0(RdT ) and satisfies
− ∂tI1−α0 (vζ) +Di
(
aij(x1)Dj(vζ)
)
= Di
(
aij(x1)vDjζ
)
+ aij(x1)DiζDjv + F1
(4.23)
in RdT . Indeed, using Lemma 3.4, that is,
∂tI
1−α
0 (vζ) = ζ∂tI
1−α
S v − F1,
we check (4.23) as follows. For ϕ ∈ C∞0
(
[0, T )× Rd),∫
RT
I1−α0 (vζ)ϕt dx dt−
∫
RT
aijDj(vζ)Diϕdxdt
=
∫ T
0
∫
BR
I1−α0 (vζ)ϕt dx dt−
∫ T
0
∫
BR
aijDj(vζ)Diϕdxdt
=
∫ T
S
∫
BR
I1−αS v ∂t(ζϕ) dx dt +
∫ T
0
∫
BR
F1ϕdxdt −
∫ T
S
∫
BR
aijDj(vζ)Diϕdxdt
=
∫ T
S
∫
BR
I1−αS v ∂t(ζϕ) dx dt −
∫ T
S
∫
BR
aijDjvDi(ζϕ) dx dt
−
∫ T
S
∫
BR
aijvDjζDiϕdxdt+
∫ T
S
∫
BR
aijDjv(Diζ)ϕdxdt +
∫ T
0
∫
BR
F1ϕdxdt
=
∫ T
S
∫
BR
(f(ζϕ)− g · ∇(ζϕ)) dx dt−
∫ T
S
∫
BR
aijvDjζDiϕdxdt
+
∫ T
S
∫
BR
aijDjv(Diζ)ϕdxdt +
∫ T
0
∫
BR
F1ϕdxdt
= −
∫
R
d
T
aijvDjζDiϕdxdt+
∫
R
d
T
aijDjv(Diζ)ϕdxdt +
∫
R
d
T
F1ϕdxdt,
where we used the fact that gi = f = 0 on (0, T )×BR. Then from the uniqueness
in Theorem 2.1, we obtain that
v(t, x)ζ(t, x) = v(t, x)η(t)ψ(x) = u(t, x) ∈ Hα,2p0,0(RdT )
and vζ satisfies the non-divergence form equation
−∂tI1−α0 (vζ) + aij(x1)Dij(vζ) +Diaij(x1)Dj(vζ) = F1 + F2
in RdT . In particular, F2 ≡ 0 on (0, T )× Br1 , v ∈ Hα,1p0,0 ((S, T )×Br1), ηv = vζ ∈
H
α,2
p0,0
((0, T )×Br1), and
−∂tI1−α0 (ηv) + aij(x1)Dij(ηv) +Diaij(x1)Dj(ηv) = F1 = F
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in (0, T )×Br1 . Hence, by Lemma 4.6 with bj = Diaij , c = 0, R = r1, and r = r0,
we have η(t)∂tI
1−α
S v ∈ Lp0 ((0, T )×Br1) and (4.20) is satisfied. Moreover,
Dx(ηv) ∈ Hα,2p0,0 ((0, T )×Br0) , η(t)∂tI1−αS v ∈ Hα,1p0,0 ((0, T )×Br0) .
To check (4.21), using (4.14) we obtain that
−∂tI1−α0
(
η(t)∂tI
1−α
S v
)
+Di
(
aij(x1)Dj
(
η(t)∂tI
1−α
S v
))
= Di
[
aij(x1)Dj
(
η(t)∂tI
1−α
S v
)− aij(x1)∂tI1−α0 Dj(ηv)]
in (0, T )×Br0 . It only remains to notice that
aij(x1)Dj
(
η(t)∂tI
1−α
S v
)− aij(x1)∂tI1−α0 Dj(ηv) = Gi.
Indeed, using the fact that
ηv ∈ Hα,2p0,0 ((0, T )×Br1) and D(ηv) ∈ Hα,2p0,0 ((0, T )×Br0) ,
we obtain that
∂tI
1−α
0 (Dj(ηv)) = Dj
(
∂tI
1−α
0 (ηv)
)
in (0, T )×Br0 . Then using Lemma 3.4 and the fact that v ∈ Hα,1p0,0 ((S, T )×BR),
Dj
(
η(t)∂tI
1−α
S v
)− ∂tI1−α0 Dj(ηv) = Dj [η(t)∂tI1−αS v − ∂tI1−α0 (ηv)]
=
α
Γ(1− α)Dj
∫ t
S
(t− s)−α−1 (η(s)− η(t)) v(s, x) ds
=
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(s) − η(t))Djv(s, x) ds. (4.24)
The lemma is proved. 
Lemma 4.8. Let p0 ∈ (1,∞), α ∈ (0, 1), −∞ < S ≤ t0 < T < ∞, 0 < R < ∞,
and aij = aij(x1) be infinitely differentiable with bounded derivatives. Suppose that
Theorem 2.1 holds with this p0 and v ∈ Hα,1p0,0 ((S, T )×BR) satisfies
−∂tI1−αS v +Di
(
aij(x1)Djv
)
= Digi + f
in (S, T ) × BR, where gi, f ∈ Lp0 ((S, T )×BR) and gi = f = 0 on (t0, T ) × BR.
Then, for any r ∈ (0, R) and any infinitely differentiable function η(t) defined on
R such that η(t) = 0 for t ≤ t0, we have∥∥η(t)∂tI1−αS v∥∥Lp0((t0,T )×Br) ≤ NR− r‖D(ηv)‖Lp0((t0,T )×BR)
+N(R − r)‖G‖Lp0((t0,T )×BR), (4.25)
∥∥D (η(t)∂tI1−αS v)∥∥Lp0((t0,T )×Br) ≤ N(R− r)2 ‖D(ηv)‖Lp0((t0,T )×BR)
+N‖G‖Lp0((t0,T )×BR), (4.26)
where N = N(d, δ, α, p0) and G = (G1, . . . , Gd) is defined as in (4.22).
Proof. We again assume that t0 = 0. Let τ0, τ1 ∈ (0, R) such that τ0 < τ1. By
Lemma 4.7 the function η(t)∂tI
1−α
S v belongs to Hα,1p0,0 ((0, T )×Bτ1) and satisfies
the divergence form equation
−∂tI1−α0
(
η(t)∂tI
1−α
S v
)
+Di
(
aij(x1)Dj
(
η(t)∂tI
1−α
S v
))
= DiGi
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in (0, T ) × Bτ1 , where Gi is given in (4.22). Since Theorem 2.1 holds with p0, by
Lemma 4.3 with λ = 0, we obtain that
‖D(η(t)∂tI1−αS v)‖Lp0((0,T )×Bτ0)
≤ N
τ1 − τ0 ‖η(t)∂tI
1−α
S v‖Lp0((0,T )×Bτ1) +N‖Gi‖Lp0((0,T )×Bτ1 ), (4.27)
where N = N(d, δ, α, p0).
We now estimate η(t)∂tI
1−α
S v. Let r, R0, R1, R2 ∈ (0,∞) such that r < R0 <
R1 < R2 < R. By Lemma 4.7 we have
D(ηv) ∈ Hα,2p0,0 ((0, T )×BR1) , η(t)∂tI1−αS v ∈ Hα,1p0,0 ((0, T )×BR1) ,
and
η(t)∂tI
1−α
S v = a
ij(x1)Dij(ηv) +Dia
ij(x1)Dj(ηv) = Di
(
aijDj(ηv)
)
(4.28)
a.e. in (0, T )×BR2 . Let ϕk(x) ∈ C∞0 (Rd) such that 0 ≤ ϕk(x) ≤ 1,
ϕk(x) = 1 on Brk , ϕk(x) = 0 outside Brk+1 , |Dϕk(x)| ≤ N(d)
2k
R0 − r ,
where
r0 = r, rk = r + (R0 − r)(1 − 2−k), k = 1, 2, . . . .
Then the function ζk(t, x) := η(t)ϕk(x) satisfies 0 ≤ ζk(t, x) ≤ 1 and
ζk(t, x) = 0 on (S, T )× Rd \ (0, T )×Brk+1 .
Denote
BkT = (0, T )× Brk , B∞T = (0, T )×BR0 .
Since
w := η(t)∂tI
1−α
S v ∈ Hα,1p0,0 ((0, T )×BR1) ,
it follows that
w|w|p0−2ϕp0k ∈ Lq0
(
(0, T )× Rd)
and
Di
(
w|w|p0−2ϕp0k
) ∈ Lq0 ((0, T )× Rd) ,
where q0 = p0/(p0 − 1). In particular,
Di
(
w|w|p0−2ϕp0k
)
= (p0 − 1)|w|p0−2(Diw)ϕp0k + p0w|w|p0−2ϕp0−1k Diϕk.
By multiplying both sides of the equation (4.28) by w|w|p0−2ϕp0k and integrating
by parts over (0, T )× Rd, we have∫
R
d
T
|w|p0ϕp0k dx dt = −
∫
R
d
T
aijDj(ηv)Di
(
w|w|p0−2ϕp0k
)
dx dt
= −(p0 − 1)
∫
R
d
T
aijDj(ηv)|w|p0−2Diwϕp0k dx dt
− p0
∫
R
d
T
aijDj(ηv)w|w|p0−2ϕp0−1k Diϕk dx dt =: J1 + J2. (4.29)
Note that, for any ε0, εk ∈ (0,∞), k = 1, 2, . . .,
|J1| ≤ ε0
∫
R
d
T
|w|p0ϕp0k dx dt+N
∫
R
d
T
|D(ηv)|p0/2|Dw|p0/2ϕp0k dx dt
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≤ ε0
∫
R
d
T
|w|p0ϕp0k dx dt+ εp0k
∫
R
d
T
|Dw|p0ϕp0k dx dt
+Nε−p0k
∫
R
d
T
|D(ηv)|p0ϕp0k dx dt,
where N = N(d, δ, ε0, p0), and
|J2| ≤ ε0
∫
R
d
T
|w|p0ϕp0k dx dt+N
∫
R
d
T
|D(ηv)Dϕk|p0 dx dt,
where N = N(d, δ, ε0, p0). From these inequalities and (4.29), and choosing an
appropriate ε0 > 0, we obtain that∫
R
d
T
|w|p0ϕp0k dx dt
≤ Nε−p0k
∫
R
d
T
|D(ηv)|p0ϕp0k dx dt+N
∫
R
d
T
|D(ηv)|p0 |Dϕk|p0 dx dt
+εp0k
∫
R
d
T
|Dw|p0ϕp0k dx dt,
where N = N(d, δ, p0). This shows that∥∥η(t)∂tI1−αS v∥∥Lp0(BkT ) ≤ N
(
2k
R0 − r + ε
−1
k
)
‖D(ηv)‖Lp0(Bk+1T )
+ εk
∥∥D(η(t)∂tI1−αS v)∥∥Lp0(Bk+1T ) . (4.30)
From the inequality (4.27) with τ0 = rk+1 and τ1 = rk+2, we obtain that∥∥D(η(t)∂tI1−αS v)∥∥Lp0(Bk+1T )
≤ N 2
k
R0 − r
∥∥η(t)∂tI1−αS v∥∥Lp0(Bk+2T ) +N‖Gi‖Lp0(Bk+2T ),
where N = N(d, δ, α, p0). Combining this with (4.30), we have∥∥η(t)∂tI1−αS v∥∥Lp0(BkT ) ≤ N0
(
2k
R0 − r + ε
−1
k
)
‖D(ηv)‖Lp0(Bk+1T )
+N0
2kεk
R0 − r
∥∥η(t)∂tI1−αS v∥∥Lp0(Bk+2T ) +N0εk‖Gi‖Lp0(Bk+2T ), (4.31)
where N0 = N0(d, δ, α, p0). Choose
εk =
R0 − r
N0
2−k−4
and multiply both side of the inequality (4.31) by 2−2k so that we have
2−2k
∥∥η(t)∂tI1−αS v∥∥Lp0(BkT ) ≤ (N0 + 24N20 ) 2−kR0 − r ‖D(ηv)‖Lp0(Bk+1T )
+2−2(k+2)
∥∥η(t)∂tI1−αS v∥∥Lp0(Bk+2T ) + (R0 − r)2−k−4‖Gi‖Lp0(Bk+2T ).
By making summations with respect to k = 0, 1, 2, . . ., it follows that∥∥η(t)∂tI1−αS v∥∥Lp0(B0T )+2−2 ∥∥η(t)∂tI1−αS v∥∥Lp0(B1T )+
∞∑
k=2
2−2k
∥∥η(t)∂tI1−αS v∥∥Lp0(BkT )
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≤ N
R0 − r ‖D(ηv)‖Lp0(B
∞
T )
+
∞∑
k=2
2−2k
∥∥η(t)∂tI1−αS v∥∥Lp0(BkT )+N(R0−r)‖Gi‖Lp0(B∞T ),
where we recall that B0T = (0, T ) × Br and B∞T = (0, T ) × BR0 ⊂ (0, T ) × BR.
Removing the same terms from both sides of the above inequality, we get∥∥η(t)∂tI1−αS v∥∥Lp0(B0T ) ≤ NR0 − r‖D(ηv)‖Lp0(B∞T ) +N(R0 − r)‖Gi‖Lp0(B∞T ).
This implies the inequality (4.25). To obtain (4.26) we combine the inequality
(4.27) with τ0 = r and τ1 = (R+ r)/2 and the above inequality with r = (R+ r)/2
and R0 = R. 
Lemma 4.9. Let p0 ∈ (1,∞), α ∈ (0, 1), −∞ < S ≤ t0 < T < ∞, 0 < R < ∞,
and aij = aij(x1) be infinitely differentiable with bounded derivatives. Suppose that
Theorem 2.1 holds with this p0 and v ∈ Hα,1p0,0 ((S, T )×BR) satisfies
−∂tI1−αS v +Di
(
aij(x1)Djv
)
= Digi + f
in (S, T ) × BR, where gi, f ∈ Lp0 ((S, T )×BR) and gi = f = 0 on (t0, T ) × BR.
Then, for any r ∈ (0, R) and any infinitely differentiable function η(t) defined on
R such that η(t) = 0 for t ≤ t0, we have
‖D(ηv)‖Lp1((t0,T )×Br) ≤ N‖D(ηv)‖Lp0((t0,T )×BR) +N‖G‖Lp0((t0,T )×BR), (4.32)
where p1 ∈ (p0,∞] satisfies
p1 ≥ p0 + α
αd+ 1− α, p1 =∞ if p0 > d+ 1/α, (4.33)
G = (G1, . . . , Gd) is defined by
Gℓ =
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(t) − η(s))Dℓv(s, x) ds, ℓ = 1, . . . , d,
and N = N(d, δ, α, p0, r, R).
Proof. As in the proofs above, set t0 = 0. Denote
V =
d∑
j=1
a1j(x1)Dj(ηv).
We claim that
‖Dx′(ηv)‖Hα,1p0 ((0,T )×Br) + ‖V ‖Hα,1p0 ((0,T )×Br)
≤ N‖D(ηv)‖Lp0((0,T )×BR) +N‖G‖Lp0((0,T )×BR), (4.34)
where N = N(d, δ, α, p0, r, R) and Dx′ means one of Dxk , k = 2, . . . , d, or the
whole set of {Dx2, . . . , Dxd} depending on the context. If (4.34) holds, we take
p1 = p1(d, α, p0) ∈ (p0,∞] as follows. If p0 ≤ 1/α, take p1 satisfying
p1 ∈
(
p0,
1/α+ d
1/(αp0) + d/p0 − 1
)
if p0 ≤ d,
p1 ∈ (p0, αp20 + p0) if p0 > d.
If p0 > 1/α, take p1 satisfying
p1 ∈
(
p0, p0 + p
2
0/d
)
if p0 ≤ d,
p1 ∈ (p0, 2p0) if p0 > d and p0 ≤ d+ 1/α,
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p1 =∞ if p0 > d+ 1/α.
Then we see that (4.33) is satisfied, and by the Sobolev inequalities (see Corollary
A.2, Theorem A.3, Corollary A.5, Theorem A.6, and Corollary A.8), we have
‖Dx′(ηv)‖Lp1((0,T )×Br) ≤ N‖D(ηv)‖Lp0((0,T )×BR) +N‖G‖Lp0((0,T )×BR),
‖V ‖Lp1((0,T )×Br) ≤ N‖D(ηv)‖Lp0((0,T )×BR) +N‖G‖Lp0((0,T )×BR),
where N = N(d, δ, α, p0, r, R). From these two inequalities and the relation
D1(ηv) =
1
a11(x1)
(
V −
d∑
j=2
a1j(x1)Dj(ηv)
)
,
we obtain (4.32) including the estimate for D1(ηv).
To prove (4.34), it suffices to show that
‖D (Dx′(ηv)) ‖Lp0((0,T )×Br)+‖∂tI1−α0 (D(ηv)) ‖Lp0((0,T )×Br)+‖DV ‖Lp0((0,T )×Br)
≤ N‖D(ηv)‖Lp0((0,T )×BR) +N‖G‖Lp0((0,T )×BR), (4.35)
where N = N(d, δ, α, p0, r, R). Indeed, this inequality also includes the estimate for
∂tI
1−α
0 V because
∂tI
1−α
0 V = ∂tI
1−α
0
d∑
j=1
a1j(x1)Dj(ηv) =
d∑
j=1
a1j(x1)∂tI
1−α
0 (Dj(ηv)) .
We now prove (4.35). Let R0, R1 ∈ (r, R) such that R0 < R1. By Lemma 4.7 we
have (4.28) a.e. in (0, T )×BR1 . Differentiate both sides of (4.28) with respect to
xℓ, ℓ = 2, . . . , d, to get
Dℓ
(
η(t)∂tI
1−α
S v
)
= Di
(
aijDjDℓ(ηv)
)
(4.36)
in (0, T )×BR0 . This is possible because
D(ηv) ∈ Hα,2p0,0 ((0, T )×BR0) , η(t)∂tI1−αS v ∈ Hα,1p,0 ((0, T )×BR0) .
Then from (4.36) and (4.24)
− ∂tI1−α0 (Dℓ(ηv)) +Di
(
aijDjDℓ(ηv)
)
= Gℓ (4.37)
a.e. in (0, T )×BR0 . Since the equation (4.37) can be viewed as a divergence form
equation so that w := Dℓ(ηv) satisfies
−∂tI1−α0 w +Di
(
aijDjw
)
= Gℓ
in (0, T )×BR0 , by Lemma 4.3 with λ = 0
‖DDℓ(ηv)‖Lp0((0,T )×Br) ≤
N
R0 − r ‖Dℓ(ηv)‖Lp0((0,T )×BR0)
+N(R0 − r)‖G‖Lp0((0,T )×BR0). (4.38)
We then estimate ∂tI
1−α
0 (D(ηv)). Note that as in (4.24)
∂tI
1−α
0 (D(ηv)) = D
(
η(t)∂tI
1−α
S v
)
+ ∂tI
1−α
0 (D(ηv)) −D
(
η(t)∂tI
1−α
S v
)
= D
(
η(t)∂tI
1−α
S v
)
+
α
Γ(1− α)
∫ t
S
(t− s)−α−1 (η(t) − η(s))Dv(s, x) ds
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in (0, T )×BR0 . Then by (4.26) in Lemma 4.8
‖∂tI1−α0 (D(ηv)) ‖Lp0((0,T )×Br) ≤
N
(R − r)2 ‖D(ηv)‖Lp0((0,T )×BR)
+ ‖G‖Lp0((0,T )×BR).
Finally, to estimate DV , from the relation (4.28) and the fact that aij(x1) are
independent of xj , j = 2, . . . , d, we see that
D1V = η(t)∂tI
1−α
S v −
d∑
i=2
d∑
j=1
aij(x1)Dij(ηv)
a.e. in (0, T )×BR1 . That is,
D1V = η(t)∂tI
1−α
S v − aij(x1)D (Dx′(ηv)) .
Also see that
Dx′V = a
1jDx′ (D(ηv)) .
Then the estimate for DV follows from (4.38) and (4.25) in Lemma 4.8. Therefore,
(4.35) is proved, and so is the lemma. 
5. Level set arguments
Recall that QR1,R2(t, x) = (t−R2/α1 , t)×BR2(x) and QR(t, x) = QR,R(t, x). For
(t0, x0) ∈ R× Rd and a function g defined on (−∞, T )× Rd, we set
Mg(t0, x0) = sup
QR(t,x)∋(t0,x0)
–
∫
QR(t,x)
|g(s, y)|I(−∞,T )×Rd dy ds (5.1)
and
SMg(t0, x0) = sup
QR1,R2(t,x)∋(t0,x0)
–
∫
QR1,R2(t,x)
|g(s, y)|I(−∞,T )×Rd dy ds. (5.2)
The first one is called the (parabolic) maximal function of g, and second one the
strong (parabolic) maximal function of g. Below we use the notation (u)D to denote
the average of u over D, where D is a subset of Rd+1.
Proposition 5.1. Let p0 ∈ (1,∞), α ∈ (0, 1), T ∈ (0,∞), and aij = aij(x1).
Assume that Theorem 2.1 holds with this p0 and u ∈ Hα,1p0,0(RdT ) satisfies
−∂tI1−α0 u+Di
(
aij(x1)Dju
)
= Digi
in (0, T ) × Rd, where g = (g1, . . . , gd) ∈ Lp(RdT ). Then, for (t0, x0) ∈ [0, T ] × Rd
and R ∈ (0,∞), there exist
w ∈ Hα,1p0,0((t0 −R2/α, t0)× Rd), v ∈ Hα,1p0,0((S, t0)× Rd),
where S := min{0, t0 −R2/α}, such that u = w + v in QR(t0, x0),
(|Dw|p0 )1/p0QR(t0,x0) ≤ N (|gi|p0)
1/p0
Q2R(t0,x0)
, (5.3)
and
(|Dv|p1)1/p1QR/2(t0,x0) ≤ N (|gi|
p0)
1/p0
Q2R(t0,x0)
+N
∞∑
k=0
2−kα
(
–
∫ t0
t0−(2k+1+1)R2/α
–
∫
BR(x0)
|Du(s, y)|p0 dy ds
)1/p0
, (5.4)
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where p1 = p1(d, α, p0) ∈ (p0,∞] satisfies (4.33) and N = N(d, δ, α, p0). Here we
understand that u and f are extended to be zero whenever t < 0 and
(|Dv|p1 )1/p1QR/2(t0,x0) = ‖Dv‖L∞(QR/2(t0,x0)),
provided that p1 =∞.
Proof. We extend u and gi to be zero, again denoted by u and gi, on (−∞, 0)×Rd.
Thanks to translation, it suffices to prove the desired inequalities when x0 = 0.
Moreover, by scaling we assume that R = 1. By considering
−∂tI1−α0 u+Di
(
aijε (x1)Dju
)
= Di
(
gi +
(
aijε (x1)− aij(x1)
)
Dju
)
,
where aijε (x1) are mollifications of a
ij(x1), and using the dominated convergence
theorem, we may assume that the coefficients aij(x1) are infinitely differential with
bounded derivatives.
For R = 1 and t0 ∈ (0,∞), set ζ = ζ(t, x) to be an infinitely differentiable
function defined on Rd+1 such that
ζ = 1 on (t0 − 1, t0)×B1,
and
ζ = 0 on Rd+1 \ (t0 − 22/α, t0 + 22/α)×B2.
Using Theorem 2.1 with p0, find w ∈ Hα,1p0,0(RdT ) to be the solution of the problem{−∂tI1−αt0−1w +Di(aij(x1)Djw) = Di(ζgi) in (t0 − 1, t0)× Rd,
w(t0 − 1, x) = 0 on Rd.
We extend w to be zero on (−∞, t0 − 1)× Rd. From Theorem 2.1 we have
‖Dw‖Lp0(Qr(t0,0)) ≤ N‖g‖Lp0(Q2(t0,0)) (5.5)
for any r > 0, where N = N(d, δ, α, p0). Set v = u− w so that
v =
{
u− w, t ∈ (t0 − 1, t0),
u, t ∈ (−∞, t0 − 1],
where we note that it is possible to have t0− 1 < 0. Then by Lemma 3.3, v belongs
to Hα,1p0,0
(
(S, t0)× Rd
)
for S = min{0, t0 − 1}, and w, u, and v satisfy
∂αt w = ∂tI
1−α
t0−1w = ∂tI
1−α
S w, I
1−α
S w =
{
I1−αt0−1w, t ≥ t0 − 1,
0, S ≤ t < t0 − 1,
∂αt u = ∂tI
1−α
0 u = ∂tI
1−α
S u, I
1−α
S u =
{
I1−α0 u, t ≥ 0,
0 S ≤ t < 0,
and
− ∂tI1−αS v +Di
(
aij(x1)Djv
)
= Dihi (5.6)
in (S, t0)× Rd, where
hi(t, x) =
{
(1− ζ(t, x)) gi(t, x) in (t0 − 1, t0)× Rd,
gi(t, x) in (S, t0 − 1)× Rd,
i = 1, . . . , d.
Recall that gi are extended as zero for t ≤ 0.
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Let η ∈ C∞0 (R) such that 0 ≤ η(t) ≤ 1 and
η(t) =
{
1 if t ∈ (t0 − (1/2)2/α, t0),
0 if t ∈ R \ (t0 − 1, t0 + 1),
and ∣∣∣∣η(t)− η(s)t− s
∣∣∣∣ ≤ N(α).
Since v ∈ Hα,1p0,0 ((S, t0)×B1) satisfies (5.6) in (S, t0) × B1 and hi = 0 on (t0 −
1, t0)×B1, by Lemma 4.9 we have
‖D(ηv)‖Lp1((t0−1,t0)×B1/2) ≤ N‖D(ηv)‖Lp0((t0−1,t0)×B1) +N‖G‖Lp0((t0−1,t0)×B1)
≤ N‖|Du|+ |Dw|+ |G|‖Lp0((t0−1,t0)×B1), (5.7)
where p1 = p1(d, α, p0) satisfying (4.33), N = N(d, δ, α, p0), and G is defined as in
Lemma 4.9.
Since Dv = 0 for t ≤ S, we write
Γ(1− α)
α
G(t, x) =
∫ t
−∞
(t− s)−α−1 (η(s)− η(t))Dv(s, x) ds
=
∫ t
t−1
(t− s)−α−1 (η(s)− η(t))Dv(s, x) ds
+
∫ t−1
−∞
(t− s)−α−1 (η(s)− η(t))Dv(s, x) ds := I1(t, x) + I2(t, x),
where
|I1(t, x)| ≤ N
∫ t
t−1
|t− s|−α|Dv(s, x)| ds = N
∫ 1
0
|s|−α|Dv(t− s, x)| ds.
From this and the Minkowski inequality we have
‖I1‖Lp0((t0−1,t0)×B1) ≤ N‖Dv‖Lp0((t0−2,t0)×B1)
≤ N‖Dv‖Lp0((t0−1,t0)×B1) +N‖Du‖Lp0((t0−2,t0−1)×B1). (5.8)
To estimate I2, we see that η(s) = 0 for any s ∈ (−∞, t− 1) with t ∈ (t0 − 1, t0).
Thus we have
I2(t, x) = −η(t)
∫ t−1
−∞
(t− s)−α−1Dv(s, x) ds.
Then,
|I2(t, x)| ≤
∫ t−1
−∞
|t− s|−α−1|Dv(s, x)| ds
=
∞∑
k=0
∫ t−2k
t−2k+1
|t− s|−α−1|Dv(s, x)| ds
≤
∞∑
k=0
∫ t−2k
t−2k+1
2−k(α+1)|Dv(s, x)| ds.
From this we have
‖I2‖Lp0((t0−1,t0)×B1) ≤
∞∑
k=0
2−k(α+1)
∥∥∥∥∥
∫ t−2k
t−2k+1
|Dv(s, x)| ds
∥∥∥∥∥
Lp0((t0−1,t0)×B1)
.
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Since t0 − 1 < t < t0,∫ t−2k
t−2k+1
|Dv(s, x)| ds ≤
∫ t0−2k
t0−(2k+1+1)
|Dv(s, x)| ds.
Hence, by the Minkowski inequality,∥∥∥∥∥
∫ t−2k
t−2k+1
|Dv(s, x)| ds
∥∥∥∥∥
Lp0(Q1(t0,0))
≤
∫ t0−2k
t0−(2k+1+1)
(∫
B1
|Dv(s, x)|p0 dx
)1/p0
ds
≤ 2k+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|Dv(s, x)|p0 dx ds
)1/p0
.
It then follows that
‖I2‖Lp0(Q1(t0,0))
≤
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|Dv(s, x)|p0 dx ds
)1/p0
≤
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|Du(s, x)|p0 dx ds
)1/p0
+
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|Dw(s, x)|p0 dx ds
)1/p0
,
where
∞∑
k=0
2−kα+2
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1
|Dw(s, x)|p0 dx ds
)1/p0
≤ N(α) (|Dw|p0)1/p0Q1(t0,0) .
Combining the above inequalities, (5.7), and (5.8), we get
‖Dv‖Lp1(Q1/2(t0,0)) ≤ N (|Dw|
p0 )
1/p0
Q1(t0,0)
+N
∞∑
k=0
2−kα
(
–
∫ t0
t0−(2k+1+1)
–
∫
B1(x0)
|Du(s, y)|p0 dy ds
)1/p0
.
We then use (5.5) with r = 1 to obtain (5.4) with R = 1. The proposition is
proved. 
Let γ ∈ (0, 1), and let p0 ∈ (1,∞) and p1 = p1(d, α, p0) be from Proposition 5.1.
Denote
A(s) = {(t, x) ∈ (−∞, T )× Rd : |Du(t, x)| > s} (5.9)
and
B(s) = {(t, x) ∈ (−∞, T )× Rd :
γ−1/p0 (M|g|p0(t, x))1/p0 + γ−1/p1 (SM|Du|p0(t, x))1/p0 > s}, (5.10)
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where, to well defineM and SM (recall the definitions in (5.1) and (5.2)), we extend
a given function to be zero for t ≤ S if the function is defined on (S, T )× Rd.
Set
CR(t, x) = (t−R2/α, t+R2/α)×BR(x), CˆR(t, x) = CR(t, x) ∩ {t ≤ T }.
Lemma 5.2. Let p0 ∈ (1,∞), α ∈ (0, 1), T ∈ (0,∞), aij = aij(x1), R ∈ (0,∞),
and γ ∈ (0, 1). Assume that Theorem 2.1 holds with this p0 and u ∈ Hα,1p0,0(RdT )
satisfies
−∂αt u+Di
(
aij(x1)Dju
)
= Digi
in (0, T ) × Rd, where g = (g1, . . . , gd) ∈ Lp(RdT ). Then, there exists a constant
κ = κ(d, δ, α, p0) > 1 such that the following hold: for (t0, x0) ∈ (−∞, T ]× Rd and
s > 0, if
|CR/4(t0, x0) ∩ A(κs)| ≥ γ|CR/4(t0, x0)|, (5.11)
then
CˆR/4(t0, x0) ⊂ B(s).
Proof. By dividing the equation by s, we may assume that s = 1. We only consider
(t0, x0) ∈ (−∞, T ]× Rd such that t0 + (R/4)2/α ≥ 0, because otherwise,
CR/4(t0, x0) ∩A(κ) ⊂
{
(t, x) ∈ (−∞, 0]× Rd : |D2u(t, x)| > s} = ∅
as u(t, x) is extended to be zero for t < 0. Suppose that there is a point (s, y) ∈
CˆR/4(t0, x0) such that
γ−1/p0 (M|g|p0(s, y))1/p0 + γ−1/p1 (SM|Du|p0(s, y))1/p0 ≤ 1. (5.12)
Set
t1 := min{t0 + (R/4)2/α, T } and x1 := x0.
Then (t1, x1) ∈ [0, T ] × Rd and by Proposition 5.1 there exist p1 = p1(d, α, p0) ∈
(p0,∞] and w ∈ Hα,1p0,0
(
(t1 −R2/α, t1)× Rd
)
, v ∈ Hα,1p0,0
(
(S, t1)× Rd
)
with S =
min{0, t1 −R2/α}, such that u = w + v in QR(t1, x1),
(|Dw|p0)1/p0QR(t1,x1) ≤ N (|g|p0)
1/p0
Q2R(t1,x1)
, (5.13)
and
(|Dv|p1)1/p1QR/2(t1,x1) ≤ N (|g|
p0)
1/p0
Q2R(t1,x1)
+N
∞∑
k=0
2−kα
(
–
∫ t1
t1−(2k+1+1)R2/α
–
∫
BR(x1)
|Du(ℓ, z)|p0 dz dℓ
)1/p0
, (5.14)
where N = N(d, δ, α, p0). Since t0 ≤ T , we have
(s, y) ∈ CˆR/4(t0, x0) ⊂ QR/2(t1, x1) ⊂ Q2R(t1, x1),
(s, y) ∈ CˆR/4(t0, x0) ⊂ (t1 − (2k+1 + 1)R2/α, t1)×BR(x1)
for all k = 0, 1, . . .. From these set inclusions, in particular, we observe that
–
∫ t1
t1−(2k+1+1)R2/α
–
∫
BR(x1)
|Du(ℓ, z)|p0 dz dℓ ≤ SM|Du|p0(s, y)
for all k = 0, 1, 2, . . .. Thus the inequality (5.12) along with (5.13) and (5.14) implies
that
(|Dv|p1)1/p1QR/2(t1,x1) ≤ Nγ
1/p0 +Nγ1/p1 ≤ N0γ1/p1 ,
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(|Dw|p0 )1/p0QR(t1,x1) ≤ N1γ1/p0 ,
where N0 and N1 depend only on d, δ, α, and p0. Note that, for a sufficiently large
K1,
|CR/4(t0, x0) ∩ A(κ)| = |{(t, x) ∈ CR/4(t0, x0), t ∈ (−∞, T ) : |Du(t, x)| > κ}|
≤ ∣∣{(t, x) ∈ QR/2(t1, x1) : |Du(t, x)| > κ}∣∣
≤ ∣∣{(t, x) ∈ QR/2(t1, x1) : |Dw(t, x)| > κ−K1}∣∣
+
∣∣{(t, x) ∈ QR/2(t1, x1) : |Dv(t, x)| > K1}∣∣
≤ (κ−K1)−p0
∫
QR/2(t1,x1)
|Dw|p0 dx dt+K−p11
∫
QR/2(t1,x1)
|Dv|p1 dx dt
≤ N
p0
1 γ|QR|
(κ−K1)p0 +
Np10 γ|QR/2|
Kp11
Ip1 6=∞
≤ N(d, α)|CR/4|
(
Np01 γ
(κ−K1)p0 + γ
(
N0
K1
)p0
Ip1 6=∞
)
< γ|CR/4(t0, x0)|,
provided that we choose a sufficiently large K1(≥ N0) depending only on d, δ, α,
and p0, so that
N(d, α)(N0/K1)
p0 < 1/2,
and then choose a κ depending only on d, δ, α, and p0, so that
N(d, α)Np01 /(κ−K1)p0 < 1/2.
Considering (5.11), we get a contradiction. The lemma is proved. 
6. Lp-estimates
Proof of Theorem 2.1. When p = 2, the theorem follows from Proposition 4.2. Sup-
pose that the theorem holds for some p0 ∈ [2,∞), which is indeed true for p0 = 2.
Fix p1 ∈ (p0,∞] determined by d, α, and p0 as in Proposition 5.1. Now we prove
Theorem 2.1 for p ∈ (p0, p1). To do this, we only prove the a priori estimates (2.3),
(2.4), and (2.5). Once these a prior estimates are available, the existence results
follow from the method of continuity and the solvability of a simple equation as
in the proof of Proposition 4.2. In particular, the solvability of a simple equation
is guaranteed by the results in [6] for non-divergence form equations and by the a
priori estimates.
Let us first prove (2.5). As in the proof of Proposition 4.2, we assume u ∈
C∞0
(
[0, T ]× Rd) with u(0, x) = 0. Note that
‖Du‖p
Lp(RdT )
= p
∫ ∞
0
|A(s)|sp−1 ds = pκp
∫ ∞
0
|A(κs)|sp−1 ds. (6.1)
By Lemmas 5.2 and [6, Lemma A.20] it follows that
|A(κs)| ≤ N(d, α)γ|B(s)| (6.2)
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for all s ∈ (0,∞). Hence, by the Hardy-Littlewood maximal function theorem,
‖Du‖p
Lp(RdT )
≤ Npκpγ
∫ ∞
0
|B(s)|sp−1 ds
≤ Nγ
∫ ∞
0
∣∣∣{(t, x) ∈ (−∞, T )× Rd : γ− 1p1 (SM|Du|p0(t, x)) 1p0 > s/2}∣∣∣ sp−1 ds
+Nγ
∫ ∞
0
∣∣∣{(t, x) ∈ (−∞, T )× Rd : γ− 1p0 (M|g|p0(t, x)) 1p0 > s/2}∣∣∣ sp−1 ds
≤ Nγ1−p/p1‖Du‖p
Lp(RdT )
+Nγ1−p/p0‖g‖p
Lp(RdT )
,
where N = N(d, δ, α, p). By choosing γ ∈ (0, 1) so that
Nγ1−p/p1 < 1/2,
which is possible because p ∈ (p0, p1), we obtain (2.5).
Next, we prove (2.3), which follows easily from (2.5) just proved above and S.
Agmon’s idea. Indeed, by following the proof of [16, Lemma 5.5], we obtain (2.3)
for λ ∈ [λ0,∞), where λ0 is sufficiently large number. For λ ∈ (0, λ0), we use a
dilation argument.
Finally, as in the proof of Proposition 4.2, we obtain the estimate (2.4) by using
(2.3) and Lemma 4.1.
Now that we have proved Theorem 2.1 for p ∈ [p0, p1). We repeat this procedure
until we have p1 =∞. Indeed, this can be accomplished by finitely many iterations
because of (4.33), which shows that each time the increment from p0 to p1 can be
made bigger than a positive number depending only on d and α. Thus, in finite
steps we get a p0 which is larger than d + 1/α, so that p1 = p1(d, α, p0) = ∞.
Therefore, the theorem is proved for any p ∈ [2,∞).
For p ∈ (1, 2), we use a duality argument. As above, we only prove the a priori
estimates (2.3), (2.4), and (2.5). We again assume u ∈ C∞0
(
[0, T ]× Rd) with
u(0, x) = 0. Let φℓ ∈ Lq(RdT ), ℓ = 1, . . . , d, and ψ ∈ Lq(RdT ), where 1/p+ 1/q = 1.
Then
φℓ(−t, x), ψ(−t, x) ∈ Lq
(
(−T, 0)× Rd) .
Using Theorem 2.1 for q ∈ [2,∞), find w ∈ Hα,1q,0
(
(−T, 0)× Rd) satisfying
−∂αt w +Di
(
aji(x1)Djw
) − λw = Dℓ (−φℓ(−t, x)) + ψ(−t, x)
in (−T, 0)× Rd with the estimates
‖Dw‖Lq((−T,0)×Rd) +
√
λ‖w‖Lq((−T,0)×Rd)
≤ N‖φℓ(−t, x)‖Lq((−T,0)×Rd) +
N√
λ
‖ψ(−t, x)‖Lq((−T,0)×Rd)
= N‖φℓ‖Lq(RdT ) +
N√
λ
‖ψ‖Lq(RdT ), (6.3)
provided that λ > 0 or λ = 0 with ψ ≡ 0, where N = N(d, δ, α, q), and
‖Dw‖Lq((−T,0)×Rd) + ‖w‖Lq((−T,0)×Rd) ≤ N‖φℓ‖Lq(RdT ) +N‖ψ‖Lq(RdT ), (6.4)
provided that λ = 0 with ψ 6≡ 0, where N = N(d, δ, α, q, T ). We here note that
∂αt w = ∂tI
1−α
−T w.
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Set ϕ(t, x) = u(−t, x) and ϕ˜(t, x) = w(−t, x). Considering wk ∈ C∞0
(
[−T, 0]× Rd)
with wk(−T, 0) = 0 such that wk → w in Hα,1q,0
(
(−T, 0)× Rd), we observe that∫ T
0
∫
Rd
(φℓDℓu+ ψu) dx dt
=
∫ 0
−T
∫
Rd
(φℓ(−t, x)Dℓϕ(t, x) + ψ(−t, x)ϕ(t, x)) dx dt
=
∫ 0
−T
∫
Rd
(
I1−α−T wϕt − aji(x1)DjwDiϕ− λwϕ
)
dx dt
=
∫ T
0
∫
Rd
(
I1−α0 u ϕ˜t − aij(x1)DjuDiϕ˜− λuϕ˜
)
dx dt =
∫ T
0
∫
Rd
(fϕ˜− giDiϕ˜) dx dt
≤ ‖f‖Lp(RdT )‖w(−t, x)‖Lq(RdT ) + ‖gi‖Lp(RdT )‖Diw(−t, x)‖Lq(RdT ).
This together with the estimates (6.3) and (6.4) for w implies (2.3), (2.4), and (2.5).
The theorem is proved. 
To prove Theorem 2.4, we extend Proposition 5.1 to the case when aij = aij(t, x)
satisfy Assumption 2.3.
Proposition 6.1. Let p0 ∈ (1,∞), α, γ0 ∈ (0, 1), T ∈ (0,∞), µ ∈ (1,∞), ν =
µ/(µ − 1), and aij = aij(t, x) satisfy Assumption 2.3 (γ0). Assume that u ∈
Hα,1p0,0(RdT ) vanishes for (t, x) /∈ QR0(t1, x1) for some (t1, x1) ∈ Rd+1, and satisfies
− ∂tI1−α0 u+Di
(
aij(t, x)Dju
)
= Digi (6.5)
in RdT , where g = (g1, . . . , gd) ∈ Lp0(RdT ). Then there exists
p1 = p1(d, α, p0) ∈ (p0,∞]
satisfying (4.33) and the following. For any (t0, x0) ∈ [0, T ]× Rd and R ∈ (0,∞),
there exist
w ∈ Hα,1p0,0((t0 −R2/α, t0)× Rd), v ∈ Hα,1p0,0((S, t0)× Rd),
where S := min{0, t0 −R2/α}, such that u = w + v in QR(t0, x0),
(|Dw|p0)
1
p0
QR(t0,x0)
≤ N (|gi|p0)
1
p0
Q2R(t0,x0)
+Nγ
1
p0ν
0 (|Du|p0µ)
1
p0µ
Q2R(t0,x0)
,
and
(|Dv|p1)
1
p1
QR/2(t0,x0)
≤ N (|gi|p0)
1
p0
Q2R(t0,x0)
+Nγ
1
p0ν
0 (|Du|p0µ)
1
p0µ
Q2R(t0,x0)
+N
∞∑
k=0
2−kα
(
–
∫ t0
t0−(2k+1+1)R2/α
–
∫
BR(x0)
|Du(s, y)|p0 dy ds
) 1
p0
,
where N = N(d, δ, α, p0, µ).
Proof. Denote
Q := (t0 − (2R)2/α, t0)× (x01 − 2R, x01 + 2R)×B′2R(x′0)
if 2R ≤ R0, and
Q := (t1 −R2/α0 , t1)× (x11 −R0, x11 +R0)×B′R0(x′1)
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if 2R > R0, where x01 and x11 are the first coordinates of x0 and x1 ∈ Rd,
respectively. Note that in both cases
|Q|∣∣(t0 − (2R)2/α, t0)× (x01 − 2R, x01 + 2R)×B′2R(x′0)∣∣ ≤ 1.
Then, by Assumption 2.3, there exist a¯ij = a¯ij(x1) such that
sup
i,j
–
∫ x01+2R
x01−2R
–
∫
Q′2R(t0,x
′
0)
∣∣aij(s, y1, y′)− a¯ij(y1)∣∣ 1Q dy′ds dy1
= sup
i,j
–
∫ x01+2R
x01−2R
–
∫
Q′2R(t0,x
′
0)
∣∣aij(s, y1, y′)− a¯ij(y1)∣∣ dy′ds dy1 ≤ γ0 (6.6)
if 2R ≤ R0, and
sup
i,j
–
∫ x01+2R
x01−2R
–
∫
Q′2R(t0,x
′
0)
∣∣aij(s, y1, y′)− a¯ij(y1)∣∣ 1Q dy′ds dy1
≤ sup
i,j
–
∫ x11+R0
x11−R0
–
∫
Q′R0
(t1,x′1)
∣∣aij(s, y1, y′)− a¯ij(y1)∣∣ dy′ds dy1 ≤ γ0 (6.7)
if 2R > R0, where 1Q is the indicator function of Q. We then rewrite (6.5) into
−∂αt u+Di
(
a¯ij(x1)Dju
)
= Di(g¯i),
where
g¯i = gi +
(
a¯ij(x1)− aij(t, x)
)
Dju.
Now that Theorem 2.1 holds for this equation with p0, it follows from Proposition
5.1 that there exist
w ∈ Hα,1p0,0((t0 −R2/α, t0)× Rd), v ∈ Hα,1p0,0((S, t0)× Rd),
where S := min{0, t0 − R2/α}, such that u = w + v in QR(t0, x0), and (5.3) and
(5.4) hold with g¯i in place of gi. To conclude the proof, it remains to notice that
(|g¯i|p0)
1
p0
Q2R(t0,x0)
≤ (|gi|p0)
1
p0
Q2R(t0,x0)
+
(|(a¯ij(x1)− aij)Dju|p0) 1p0Q2R(t0,x0) ,
where by Ho¨lder’s inequality, (6.6), (6.7), the fact that u has compact support in
QR0(t1, x1), and the inclusionsQ2R(t0, x0) ⊂ Q andQR0(t1, x1) ⊂ Q when 2R ≤ R0
and 2R > R0, respectively, we have(|(a¯ij(x1)− aij)Dju|p0) 1p0Q2R(t0,x0) = (|(a¯ij(x1)− aij)1QDju|p0) 1p0Q2R(t0,x0)
≤
(
N0 –
∫ x01+2R
x01−2R
–
∫
Q′2R(t0,x
′
0)
|a¯ij(x1)− aij |p0ν1Q dx dt
) 1
p0ν
(|Du|p0µ)
1
p0µ
Q2R(t0,x0)
≤ Nγ
1
p0ν
0 (|Du|p0µ)
1
p0µ
Q2R(t0,x0)
.
In particular,
N0 =
∣∣(t0 − (2R)2/α, t0)× (x01 − 2R, x01 + 2R)×B′2R(x′0)∣∣
|Q2R(t0, x0)|
=
2Γ(d/2 + 1)√
πΓ(d/2 + 1/2)
.
The proposition is proved. 
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Now we define A(s) as in (5.9), but instead of (5.10) we define
B(s) = {(t, x) ∈ (−∞, T )× Rd : γ− 1p0 (M|g|p0(t, x)) 1p0
+ γ
− 1p0 γ
1
p0ν
0 (M|Du|p0µ(t, x))
1
p0µ + γ
− 1p1 (SM|Du|p0(t, x)) 1p0 > s}.
By following the proof of Lemma 5.2 with minor modifications, from Proposition
6.1, we get the following lemma.
Lemma 6.2. Let p ∈ (1,∞), α, γ0, γ ∈ (0, 1), T ∈ (0,∞), R ∈ (0,∞), µ ∈ (1,∞),
ν = µ/(µ − 1), and aij = aij(t, x) satisfy Assumption 2.3 (γ0). Assume that
u ∈ Hα,1p,0 (RdT ) vanishes for (t, x) /∈ QR0(t1, x1) for some (t1, x1) ∈ Rd+1, and
satisfies (6.5) in (0, T )×Rd. Then, there exists a constant κ = κ(d, δ, α, p0, µ) > 1
such that the following hold: for (t0, x0) ∈ (−∞, T ]× Rd and s > 0, if
|CR/4(t0, x0) ∩ A(κs)| ≥ γ|CR/4(t0, x0)|,
then
CˆR/4(t0, x0) ⊂ B(s).
Proposition 6.3. Let α ∈ (0, 1), T ∈ (0,∞), and p ∈ (1,∞). There exists
γ0 ∈ (0, 1) depending only on d, δ, α, and p, such that, under Assumption 2.3 (γ0),
the following hold. Suppose that u ∈ Hα,1p,0 (RdT ) vanishes for (t, x) /∈ QR0(t1, x1) for
some (t1, x1) ∈ Rd+1, and satisfies
−∂αt u+Di
(
aijDju
)
= Digi
in RdT , where g = (g1, . . . , gd), gi ∈ Lp(RdT ), i = 1, . . . , d. Then
‖Du‖Lp(RT ) ≤ N‖gi‖Lp(RT ), (6.8)
where N = N(d, δ, α, p).
Proof. We take p0 ∈ (1, p) and µ ∈ (1,∞) depending only on p such that p0 <
p0µ < p < p1, where p1 = p1(d, α, p0) is taken from Proposition 6.1. By Lemma
6.2 and [6, Lemma A.20], we have (6.2), which together with (6.1) and the Hardy-
Littlewood maximal function theorem implies that
‖Du‖p
Lp(R
d
T
)
≤ Npκpγ
∫
∞
0
|B(s)|sp−1 ds
≤ Nγ
∫
∞
0
∣∣∣{(t, x) ∈ (−∞, T )× Rd : γ− 1p1 (SM|Du|p0(t, x)) 1p0 > s
3
}∣∣∣ sp−1 ds
+Nγ
∫
∞
0
∣∣∣{(t, x) ∈ (−∞, T )× Rd : γ− 1p0 (M|g|p0(t, x)) 1p0 > s
3
}∣∣∣ sp−1 ds
+Nγ
∫
∞
0
∣∣∣∣
{
(t, x) ∈ (−∞, T )× Rd : γ
−
1
p0 γ
1
p0ν
0 (M|Du|
p0µ(t, x))
1
p0µ >
s
3
}∣∣∣∣ sp−1 ds
≤ N(γ1−p/p1 + γ1−p/p0γ
p/(p0ν)
0 )‖Du‖
p
Lp(R
d
T
)
+Nγ1−p/p0‖g‖p
Lp(R
d
T
)
,
where N = N(d, δ, α, p). Now choose γ ∈ (0, 1) sufficiently small and then γ0
sufficiently small, depending only on d, δ, α, and p, so that
N(γ1−p/p1 + γ1−p/p0γp/(p0ν)0 ) < 1/2.
Then we obtain (6.8). 
Finally, we give the proof of Theorem 2.4 after the following two lemmas.
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Lemma 6.4. Let λ > 0, α ∈ (0, 1), T ∈ (0,∞), and p ∈ (1,∞). There exists
γ0 ∈ (0, 1) depending only on d, δ, α, and p, such that, under Assumption 2.3 (γ0),
the following hold. Suppose that u ∈ Hα,1p,0 (RdT ) vanishes for (t, x) /∈ QR0/√2(t1, x1)
for some (t1, x1) ∈ Rd+1 and satisfies
−∂αt u+Di
(
aijDju
)− λu = Digi + f
in RdT , where gi, f ∈ Lp(RdT ). Then
√
λ‖u‖Lp(RdT ) + ‖Du‖Lp(RdT ) ≤ N‖g‖Lp(RdT ) +
N√
λ
‖f‖Lp(RdT ),
provided that λ ≥ λ0 > 0, where N = N(d, δ, α, p) and λ0 = λ0(d, δ, α, p, R0).
Proof. We repeat the proof of Lemma 5.5 in [16] by using Proposition 6.3 and S.
Agmon’s idea. In particular, using a scaling argument, one can check that N can
be chosen independent of R0. 
Lemma 6.5. Let λ > 0, α ∈ (0, 1), T ∈ (0,∞), p ∈ (1,∞), and the lower-order
coefficients ai, bk, c satisfy the assumption (2.6). There exists γ0 ∈ (0, 1) depending
only on d, δ, α, and p, such that, under Assumption 2.3 (γ0), the following hold.
If u ∈ Hα,1p,0 (RdT ) satisfies
−∂αt u+Di
(
aijDju+ a
iu
)
+ biDiu+ cu− λu = Digi + f
in RdT , where gi, f ∈ Lp(RdT ), then
√
λ‖u‖Lp(RdT ) + ‖Du‖Lp(RdT ) ≤ N‖g‖Lp(RdT ) +
N√
λ
‖f‖Lp(RdT ), (6.9)
provided that λ ≥ max{T 1−αλ0, λ0} > 0, where N = N(d, δ, α, p) and λ0 depends
only on d, δ, α, p, K, and R0.
Proof. We first assume that ai = bi = c = 0. To use a partition of unity argument,
we find sequences of {tk, xk} ⊂ (0, T ]× Rd and {ηk(t)ζk(x)} such that,
ηk(t)ζk(x) ≥ 0, ηk(t)ζk(x) ∈ C∞0 (Rd+1), supp(ηk(t)ζk(x)) ⊂ QR0/√2(tk, xk),
and, for (t, x) ∈ RdT ,
1 ≤
∞∑
k=1
|ηk(t)ζk(x)|p ≤ χ0,
∞∑
k=1
|ζk(x)|p ≤ χ0,
∞∑
k=1
|ηk(t)Dxζk(x)|p ≤ χ1,
(6.10)
where χ0 depends only on p, and χ1 depends only on d, α, p, and R0. Note that
uk(t, x) := u(t, x)ηk(t)ζk(x) satisfies
− ∂αt uk +Di
(
aijDjuk
)− λuk = Di (giηkζk + aijuηkDjζk)
+ fηkζk + Fkζk + a
ij(Dju)ηkDiζk − giηkDiζk (6.11)
in RdT , where
Fk(t, x) =
α
Γ(1− α)
∫ t
0
(t− s)−α−1 (ηk(s)− ηk(t)) u(s, x) ds.
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As in Lemma 3.4, we see that
‖Fk‖Lp(RdT ) ≤ NT
1−α‖u‖Lp(RdT ),
where N depends on α, p, and R0. See also Lemma A.2 in [6]. By applying Lemma
6.4 to (6.11), summing in k, and using the inequalities in (6.10), we obtain that
√
λ
p‖u‖p
Lp(RdT )
+ ‖Du‖p
Lp(RdT )
≤ N0‖g‖pLp(RdT ) +N1‖u‖
p
Lp(RdT )
+
N0√
λ
p ‖f‖pLp(RdT )
+
N1T
(1−α)p
√
λ
p ‖u‖pLp(RdT ) +
N1√
λ
p ‖Du‖pLp(RdT ) +
N1√
λ
p ‖g‖pLp(RdT ),
where N0 = N0(d, δ, α, p) and N1 = N1(d, δ, α, p, R0). Then we choose a sufficiently
large λ0 depending only on d, δ, α, p, and R0 to obtain the estimate (6.9). Precisely,
we choose λ0 so that, for λ ≥ max{T 1−αλ0, λ0} > 0, we have√
λ
p
2
≤
√
λ
p −N1 − N1T
(1−α)p
√
λ
p .
In the general case, we move the lower-order terms to the right-hand side as
−∂αt u+Di
(
aijDju
)− λu = Di(gi − aiu) + f − biDiu− cu.
Then we apply the estimate just obtained above. In this case, the choice of λ0
depends also on K. 
Proof of Theorem 2.4. As above, we only prove the estimate (2.8). We first deal
with the case Ω = Rd.
For u ∈ Hα,1p,0 (RdT ) satisfying (2.7), we consider the equation in (0, τ)×Rd, where
τ ∈ (0, T ]. By adding −λu to both sides of the equation, we have
−∂αt u+Di
(
aijDju+ a
iu
)
+ biDiu+ cu− λu = Digi + f − λu
in Rdτ . By applying Lemma 6.5 to the above equation, we have λ0 depending only
on d, δ, α, p, K, and R0 such that the following estimate holds provided that
λ ≥ max{τ1−αλ0, λ0}.
√
λ‖u‖Lp(Rdτ )+‖Du‖Lp(Rdτ ) ≤ N‖g‖Lp(Rdτ )+
N√
λ
‖f‖Lp(Rdτ )+N
√
λ‖u‖Lp(Rdτ ), (6.12)
where N = N(d, δ, α, p). Now we fix λ1 = max{T 1−αλ0, λ0, 1}. Then the estimate
(6.12) holds with this λ1 in place of λ for all τ ∈ (0, T ]. This implies that
‖u‖Lp(Rdτ ) + ‖Du‖Lp(Rdτ ) ≤ N‖g‖Lp(Rdτ ) +N‖f‖Lp(Rdτ ) +N1‖u‖Lp(Rdτ ) (6.13)
for any τ ∈ (0, T ], where, in particular, N and N1 are independent of τ . (N1 may
depend on d, δ, α, p, K, R0, and T .) Thus, to complete the proof of (2.8), it only
remains to prove
‖u‖Lp(RdT ) ≤ N‖g‖Lp(RdT ) +N‖f‖Lp(RdT ). (6.14)
We first prove (6.14) for p ≥ 2. In this case, by moving the lower-order terms to
the right-hand side, from Lemma 4.1 and the estimate (6.13), we obtain that, for
any τ ∈ (0, T ],
sup
0<t<τ
‖I1−α0 |u|p(t, ·)‖L1(Rd) ≤ N(τα(p−2)/2 + τα(p−1))‖g‖pLp(Rdτ )
+Nτα(p−1)‖f‖p
Lp(Rdτ )
+N1(τ
α(p−2)/2 + τα(p−1))‖u‖p
Lp(Rdτ )
. (6.15)
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Note that, for 0 ≤ τ0 < τ1 ≤ T ,∫
Rd
∫ τ1
τ0
|u(s, x)|p ds dx ≤
∫
Rd
(τ1 − τ0)α
∫ τ1
0
(τ1 − s)−α|u(s, x)|p ds dx
= (τ1 − τ0)αΓ(1− α)
∫
Rd
I1−α0 |u|p(τ1, x) dx. (6.16)
Take a sufficiently large integer m = m(d, δ, α, p,K, T,R0) such that
N1(τ
α(p−2)/2 + τα(p−1))(T/m)α ≤ N1(Tα(p−2)/2 + Tα(p−1))(T/m)α ≤ 1
2Γ(1− α)
for any τ ∈ (0, T ]. Then for any j = 0, 2, . . . ,m− 1, by using (6.16) and (6.15) we
have∫ (j+1)T/m
jT/m
∫
Rd
|u(s, x)|p dx ds ≤
(
T
m
)α
Γ(1− α)‖I1−α0 |u|p((j + 1)T/m, ·)‖L1(Rd)
≤
(
T
m
)α
Γ(1− α) sup
t∈(0,(j+1)T/m)
‖I1−α0 |u|p(t, ·)‖L1(Rd)
≤ N‖g‖p
Lp(RdT )
+N‖f‖p
Lp(RdT )
+
1
2
‖u‖p
Lp((0,(j+1)T/m);Lp(Rd))
.
This implies that
‖u‖Lp((jT/m,(j+1)T/m);Lp(Rd)) ≤ N‖g‖Lp(RdT )+N‖f‖Lp(RdT )+ ‖u‖Lp((0,jT/m);Lp(Rd)).
By an induction on j, we obtain (6.14) for p ≥ 2. To prove (6.14) for p ∈ (1, 2),
we use the duality argument as in the proof of Theorem 2.1. Note that when
considering the dual equation in (−T, 0) × Rd, we take the even extension of aij
with respect to t = 0.
To prove the case Ω = Rd+, we use the method of odd/even extensions; see, for
instance, the proof of Theorem 2.4 in [9]. 
Appendix A. Sobolev embeddings for Hα,1p,0
Theorem A.1 (Embedding with α-time derivative and 1-spatial derivatives for
p < min{1/α, d}). Let α ∈ (0, 1) and p, q ∈ (1,∞) satisfy
p < min{1/α, d}, p < q < q∗ := 1/α+ d
1/(αp) + d/p− 1 .
Then
‖ψ‖Lq(RdT ) ≤ N‖Dxψ‖
θ
Lp(RdT )
‖∂αt ψ‖τ(1−θ)Lp(RdT )‖ψ‖
(1−τ)(1−θ)
Lp(RdT )
(A.1)
for ψ ∈ Hα,1p,0 (RdT ), where
θ = d
(
1
p
− 1
q
)
∈ (0, 1), τ = 1
αd
θ
1− θ ∈ (0, 1),
and N = N(d, α, p, q), but independent of T . If q = q∗, then
‖ψ‖Lq(RdT ) ≤ N‖Dxψ‖
αd/(1+αd)
Lp(RdT )
‖∂αt ψ‖1/(1+αd)Lp(RdT ) . (A.2)
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Proof. By the definition of Hα,1p,0 (R
d
T ), we may assume that ψ ∈ C∞0
(
[0, T ]× Rd)
and ψ(0, x) = 0. Using the Sobolev embedding in x, we have
‖ψ‖Lp((0,T );Lpd/(d−p)(Rd)) ≤ N‖Dxψ‖Lp(RdT ). (A.3)
By [6, Lemma A.7] with θ = 1, we have
‖ψ‖Lp(Rd;Lp/(1−αp)((0,T ))) ≤ N‖∂αt ψ‖Lp(RdT ),
which together with the Minkowski inequality implies that
‖ψ‖Lp/(1−αp)((0,T );Lp(Rd)) =
∥∥∥∥∫
Rd
|ψ(·, x)|p dx
∥∥∥∥ 1p
L 1
1−αp
(0,T )
≤ N‖∂αt ψ‖Lp(RdT ). (A.4)
When q = q∗, by Ho¨lder’s inequality it follows that
‖ψ‖Lq(RdT ) ≤
(∫ T
0
‖ψ(t, ·)‖
p
1+αd−αp
Lp(Rd)
‖ψ(t, ·)‖
αdp
1+αd−αp
L pd
d−p
(Rd)
dt
)1/q
≤
(∫ T
0
‖ψ(t, ·)‖
p
1−αp
Lp(Rd)
dt
) 1−αp
p+αpd
(∫ T
0
‖ψ(t, ·)‖p
L pd
d−p
(Rd)
dt
) αd
p+αpd
= ‖ψ‖
1
1+αd
Lp/(1−αp)((0,T );Lp(Rd))
‖ψ‖
αd
1+αd
Lp((0,T );Lpd/(d−p)(Rd))
.
This along with (A.3) and (A.4) proves (A.2). The inequality (A.1) follows from
(A.2) and Ho¨lder’s inequality. 
From Theorem A.1 the following corollary follows easily.
Corollary A.2. Let α ∈ (0, 1) and p, q ∈ (1,∞) satisfy
p < min{1/α, d}, p < q ≤ q∗ := 1/α+ d
1/(αp) + d/p− 1 .
Then we have
‖ψ‖Lq((0,T )×B1) ≤ N‖ψ‖Hα,1p ((0,T )×B1)
for any ψ ∈ Hα,1p,0 ((0, T )×B1), where N = N(d, α, p, q), but independent of T . If
p ≤ d and p ≤ 1/α, then the same estimate holds for q ∈ [1, q∗) with N depending
also on T .
Proof. If p < d and p < 1/α, the result follows easily from Theorem A.1 with an
extension of ψ to a function in Hα,1p,0 (R
d
T ) with a comparable norm. If p = d or
p = 1/α, then find ε > 0 such that
q ≤ 1/α+ d
1/(α(p− ε)) + d/(p− ε)− 1 <
1/α+ d
1/(αp) + d/p− 1 .
Then
‖ψ‖Lq((0,T )×B1) ≤ N‖ψ‖Hα,1p−ε((0,T )×B1) ≤ N‖ψ‖Hα,1p ((0,T )×B1).
The corollary is proved. 
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Theorem A.3 (Embedding with α-time derivative and 1-spatial derivatives for
d < p < 1/α). Let α ∈ (0, 1) and p, q ∈ (1,∞) satisfy
d < p <
1
α
, p < q ≤ p(αp+ 1).
Then, for ψ ∈ Hα,1p,0 ((0, T )×B1), we have
‖ψ‖Lq((0,T )×B1) ≤ N
 ∑
0≤|β|≤1
‖Dβxψ‖Lp((0,T )×B1)
1−θ ‖∂αt ψ‖θLp((0,T )×B1), (A.5)
where N = N(d, α, p, q), but independent of T , and
θ =
1
α
(
1
p
− 1
q
)
∈ (0, 1).
If d < p ≤ 1/α, then the same estimate holds for q satisfying
1 ≤ q < p(αp+ 1)
with N depending also on T .
Proof. As above, we assume that ψ ∈ Hα,1p,0 ((0, T )×B1) ∩ C∞
(
[0, T ] × B1
)
and
ψ(0, x) = 0. We first assume that p < 1/α. Since p > d, by the Sobolev embedding
in x, we have
‖ψ‖Lp((0,T );L∞(B1)) ≤ N
 ∑
0≤|β|≤1
‖Dβxψ‖Lp((0,T )×B1)
 . (A.6)
By [6, Lemma A.7] with θ = 1 and the Minkowski inequality, we have
‖ψ‖Lp/(1−αp)((0,T );Lp(B1)) =
∥∥∥∥∫
B1
|ψ(·, x)|p dx
∥∥∥∥1/p
L1/(1−αp)((0,T ))
≤ ‖ψ‖Lp(B1;Lp/(1−αp)((0,T ))) ≤ N‖∂αt ψ‖Lp((0,T )×B1). (A.7)
Then for q = p(αp+ 1), by Ho¨lder’s inequality it follows that
‖ψ‖Lq(B1) ≤
(∫ T
0
‖ψ(t, ·)‖q−pL∞(B1)‖ψ(t, ·)‖
p
Lp(B1)
dt
)1/q
≤
(∫ T
0
‖ψ(t, ·)‖pL∞(B1) dt
) α
αp+1
(∫ T
0
‖ψ(t, ·)‖
p
1−αp
Lp(B1)
dt
) 1−αp
p(αp+1)
= ‖ψ‖
αp
αp+1
Lp((0,T );L∞(B1))
‖ψ‖
1
αp+1
Lp/(1−αp)((0,T );Lp(B1))
.
From this, (A.6), and (A.7), we get (A.5) with q = p(αp + 1) and θ = 1/(αp+ 1).
The remaining cases then follow from Ho¨lder’s inequality. 
Theorem A.4 (Embedding with α-time derivative and 1-spatial derivatives for
1/α < p < d). Let α ∈ (0, 1) and p, q ∈ (1,∞) such that
1
α
< p < d, p < q ≤ p+ p
2
d
.
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Then, for ψ ∈ Hα,1p,0 (RdT ),
‖ψ‖Lq(RdT ) ≤ NT
α(1− pq )− 1p+ 1q ‖∂αt ψ‖1−p/qLp(RdT )‖Dxψ‖
θp/q
Lp(RdT )
‖ψ‖(1−θ)p/q
Lp(RdT )
,
where N = N(d, α, p, q) and θ = d(q − p)/p2 ∈ (0, 1].
Proof. As above, we assume that ψ ∈ C∞0
(
[0, T ]× Rd) and ψ(0, x) = 0. Since
α > 1/p, by [6, Lemma A.6] and the Minkowski inequality, we have
‖ψ‖L∞((0,T );Lp(Rd)) ≤ ‖ψ‖Lp(Rd;L∞((0,T ))) ≤ NTα−1/p‖∂αt ψ‖Lp(RdT ). (A.8)
By the Sobolev embedding in x, we have
‖ψ‖Lp((0,T );Ldp/(d−p)(Rd)) ≤ N‖Dxψ‖Lp(RdT ). (A.9)
By (A.8), (A.9), and Ho¨lder’s inequality, we get the desired estimate with q =
p+ p2/d. The general case then follows from Ho¨lder’s inequality. 
By extending ψ ∈ Hα,1p,0 ((0, T )×B1) to a function inHα,1p,0 (RdT ) with a comparable
norm and using the above theorem, we get
Corollary A.5. Let α ∈ (0, 1) and p, q ∈ (1,∞) such that
1
α
< p < d, p < q ≤ p+ p
2
d
.
Then, for ψ ∈ Hα,1p,0 ((0, T )×B1),
‖ψ‖Lq((0,T )×B1) ≤ NTα(1−
p
q )− 1p+ 1q ‖ψ‖
H
α,1
p ((0,T )×B1),
where N = N(d, α, p, q). If 1/α < p ≤ d, the same estimate holds for q satisfying
1 ≤ q < p+ p2/d
with N depending also on T .
Theorem A.6 (Embedding with α-time derivative and 1-spatial derivatives for
max{1/α, d} < p ≤ d+ 1/α). Let α ∈ (0, 1) and p, q ∈ (1,∞) such that
max{1/α, d} < p ≤ d+ 1/α, p < q ≤ 2p.
Then, for ψ ∈ Hα,1p,0 ((0, T )×B1),
‖ψ‖Lq((0,T )×B1)
≤ NT αpq − 1p+ 1q
 ∑
0≤|β|≤1
‖Dβxψ‖Lp((0,T )×B1)
1−θ ‖∂αt ψ‖θLp((0,T )×B1),
where N = N(d, α, p, q) and θ = p/q ∈ (0, 1).
Proof. Again we assume that
ψ ∈ Hα,1p,0 ((0, T )×B1) ∩ C∞ ([0, T ]×B1) and ψ(0, x) = 0.
We set q′ := p2/(2p− q) ∈ (p,∞]. Since α− 1/p > 0, from [6, Lemma A.6] and the
Minkowski inequality,
‖ψ‖Lq′((0,T );Lp(B1)) ≤ ‖ψ‖Lp(B1;Lq′ ((0,T ))) ≤ NTα−1/p+1/q
′‖∂αt ψ‖Lp((0,T )×B1),
where N = N(α, p, q′). This, (A.6), and Ho¨lder’s inequality yield the desired
inequality. 
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Recall that
QR(t, x) = QR,R(t, x) = (t−R2/α, t)×BR(x).
For the Ho¨lder semi-norm, we denote
[u]Cσ1,σ2(D) = sup
(t,x),(s,y)∈D
(t,x) 6=(s,y)
|u(t, x)− u(s, y)|
|t− s|σ1 + |x− y|σ2 ,
where D ⊂ R× Rd.
Theorem A.7 (Embedding with α-time derivative and 1-spatial derivatives for
p ∈ (d+ 1/α,∞)). Let α ∈ (0, 1) and p ∈ (1,∞) such that
σ := 1− (d+ 1/α)/p ∈ (0, 1).
Then, for ψ ∈ Hα,1p,0
(
(0, 1)× Rd), we have
[ψ]Cσα,σ((0,1)×Rd) ≤ N(d, α, p)‖ψ‖Hα,1p ((0,1)×Rd).
Proof. Define
K = sup
(t,x),(s,y)∈(0,1)×Rd
(t,x) 6=(s,y)
|ψ(t, x)− ψ(s, y)|
|t− s|σα + |x− y|σ .
To prove the estimate, we take (t1, x), (t2, y) ∈ (0, 1)× Rd and set
ρ = ε (|t1 − t2|α + |x− y|) ,
where ε ∈ (0, 1) is to be specified below. We write
|ψ(t1, x)− ψ(t2, y)| ≤ |ψ(t1, x)− ψ(t2, x)| + |ψ(t2, x)− ψ(t2, y)| := J1 + J2.
To estimate J1, for z ∈ Bρ(x), we have
J1 ≤ |ψ(t1, x)− ψ(t1, z)|+ |ψ(t1, z)− ψ(t2, z)|+ |ψ(t2, z)− ψ(t2, x)|
≤ 2Kρσ + |ψ(t1, z)− ψ(t2, z)|,
where by [6, Lemma A.14] we see that
|ψ(t1, z)− ψ(t2, z)| ≤ N(α, p)|t1 − t2|α−1/p‖∂αt ψ(·, z)‖Lp(0,1). (A.10)
Then by taking the average of J1 over Bρ(x) with respect to z along with Ho¨lder’s
inequality and using (A.10), we get
J1 ≤ 2Kρσ +N |t1 − t2|α−1/pρ−d/p‖∂αt ψ‖Lp((0,1)×Rd)
≤ 2Kρσ +Nε−1+1/(αp)ρσ‖∂αt ψ‖Lp((0,1)×Rd),
where N = N(d, α, p).
To estimate J2, we have that, for s ∈ (t2 − ρ1/α, t2 + ρ1/α) ∩ (0, 1),
J2 ≤ |ψ(t2, x)− ψ(s, x)|+ |ψ(s, x)− ψ(s, y)|+ |ψ(s, y)− ψ(t2, y)|
≤ 2Kρσ +N(d, p)|x− y|1−d/p‖ψ(s, ·)‖W 1p (Rd),
where we used the usual Sobolev embedding for functions in x ∈ Rd and the con-
dition that 1 − d/p ∈ (0, 1). Then by taking the average of J2 over the interval
(t2 − ρ1/α, t2 + ρ1/α) ∩ (0, 1) with respect to s along with Ho¨lder’s inequality, we
get
J2 ≤ 2Kρσ +Nε−1+d/pρσ‖|ψ|+ |Dxψ|‖Lp((0,1)×Rd).
TIME FRACTIONAL PARABOLIC EQUATIONS 47
Collecting the estimates for J1 and J2 above, we see that
|ψ(t1, x)− ψ(t2, y)| ≤ 4Kρσ +N
(
ε−1+1/(αp) + ε−1+d/p
)
ρσ‖ψ‖
H
α,1
p ((0,1)×Rd),
which implies that
K ≤ 4εσK +N(d, α, p)(ε−d/p + ε−1/(αp))‖ψ‖
H
α,1
p ((0,1)×Rd).
We finish the proof by choosing ε > 0 small enough so that 4εσ < 1. 
Corollary A.8. Let α ∈ (0, 1) and p ∈ (1,∞) such that
σ := 1− (d+ 1/α)/p ∈ (0, 1).
Then, for Hα,1p,0 ((0, 1)×B1), we have
[ψ]Cσα,σ((0,1)×B1) ≤ N(d, α, p)‖ψ‖Hα,1p ((0,1)×B1).
Proof. The corollary follows from Theorem A.7 with an extension of ψ to a function
in Hα,1p,0
(
(0, 1)× Rd) with a comparable norm. 
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