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Abstract
Let S be a set of arbitrary objects, and let s 7→ s ′ be a permutation of S such that s ′′ = (s ′)′ = s
and s ′ 6= s . Let Sd = {v1...vd : vi ∈ S}. Two words v,w ∈ S
d are dichotomous if vi = w
′
i
for some
i ∈ [d ], and they form a twin pair if v ′
i
=wi and v j =w j for every j ∈ [d ] \ {i }. A polybox code is a
set V ⊂ Sd in which every two words are dichotomous. A polybox code V is a cube tiling code if
|V |= 2d . A 2-periodic cube tiling ofRd and a cube tiling of flat torusTd can be encoded in a form
of a cube tiling code. A twin pair v,w in which vi =w
′
i
is glue (at the i th position) if the pair v,w
is replaced by one word u such that u j = v j = w j for every j ∈ [d ] \ {i } and ui = ∗, where ∗ 6∈ S is
some extra fixed symbol. A word u with ui = ∗ is cut (at the i th position) if u is replaced by a twin
pair q , t such that qi = t
′
i
and u j = q j = t j for every j ∈ [d ] \ {i }. If V ,W ⊂ S
d are two cube tiling
codes and there is a sequence of twin pairs which can be interchangeably gluing and cutting in a
way which allows us to pass from V toW , then we say thatW is obtained from V by gluing and
cutting. In the paper it is shown that for every two cube tiling codes in dimension six one can be
obtained from the other by gluing and cutting.
1 Introduction
Let S be a set of arbitrary objects, and let s 7→ s ′ be a permutation of S such that s ′′ = (s ′)′ = s and
s ′ 6= s . In the paper we assume that S is finite. Let Sd = {v1...vd : vi ∈ S}. Elements of S are called
letters, whilemembers of Sd will be calledwords. We add to S an extra letter ∗ and the set S ∪{∗}will
be denoted by ∗S . We assume that ∗′ = ∗. Two words v,w ∈ (∗S )d are dichotomous if vi =w
′
i for some
i ∈ [d ], where vi ,wi ∈ S , and they form a twin pair (in the i th direction) if v
′
i =wi , vi 6= ∗, and v j =w j
for j ∈ [d ] \ {i }, where [d ] = {1, ...,d }. A polybox code (or genome) is a set V ⊂ Sd in which every two
words are dichotomous. (Sometimes we shall write just a ‘code’ instead of ‘polybox code’.) A polybox
code V ⊂ Sd is a cube tiling code if |V | = 2d . (It is easy to see that a cube tiling code V ⊂ Sd induces
an r -perfect code C ⊂ Zd4r+2, r ∈ N, in the maximum metric ([3, 12])). A natural interpretation of a
polybox code is some system of boxes. To describe it we shall give a few definitions.
Let X1, . . . ,Xd be non-empty sets with |X i | ≥ 2 for every i ∈ [d ]. The set X = X1 × · · · ×Xd is called
a d -box. A non-empty set K ⊆ X is called a box if K = K1 × · · · ×Kd and Ki ⊆ X i for each i ∈ [d ]. The
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box K is said to be proper if Ki 6= X i for each i ∈ [d ]. Two boxes K andG in X are called dichotomous
if there is i ∈ [d ] such that Ki = X i \Gi . A suit is any collection of pairwise dichotomous boxes. A
suit is proper if it consists of proper boxes. A non-empty set F ⊆ X is said to be a polybox if there is
a suit F for F , that is, if
⋃
F = F . In other words, F is a polybox if it has a partition into pairwise
dichotomous boxes.
To pass from polybox codes to suits we shall use a kind of translation of words into boxes: Let
X = X1× · · ·×Xd be a d -box. Suppose that for each i ∈ [d ] amapping fi : S → 2
X i \ {;,X i } is such that
fi (s
′) = X i \ fi (s ). We define themapping f : S
d → 2X by f (s1 . . .sd ) = f1(s1)×· · ·× fd (sd ). If now V ⊂ S
d
is a code, then the set of boxes f (V ) = { f (v ): v ∈ V } is a suit for the polybox
⋃
f (V ). The set f (V ) is
said to be a realization of the code V . If v ∈ Sd andW ⊂ Sd is a polybox code, then we say that v is
covered byW , which is denoted by v ⊑W , if f (v )⊂
⋃
f (W ) for every f that preserves dichotomies.
If V ⊂ Sd is a polybox code and v ⊑W for every v ∈ V , then we say that the code V is covered byW
and write V ⊑W .
A cube tiling of Rd is a family of pairwise disjoint cubes [0,1)d +T = {[0,1)d + t : t ∈ T } such that⋃
t ∈T ([0,1)
d + t ) = Rd . A cube tiling [0,1)d +T is called 2-periodic if T + 2Zd = T . It is easy to show
that any 2-periodic cube tiling of Rd is a realization of some cube tiling code V ⊂ Sd ([12, Section
1]). Obviously, a 2-periodic cube tiling [0,1)d +T ofRd defines a cube tiling T = [0,1)d +T2 of the flat
torus Td = {(x1, . . . , xd )(mod2) : (x1, . . . , xd ) ∈R
d }, where T2 = {(x1, . . . , xd )(mod2) : (x1, . . . , xd ) ∈ T }. In
general, any realization f (V ) of a cube tiling code V ⊂ Sd is a partition of a d -box X into 2d pairwise
dichotomous boxes (Figure 1). Such partition is called aminimal partition ([13, Section 2]).
It is easy to check that if V ⊂ Sd is a polybox code, and v,w ∈ V is a twin pair such that vi = w
′
i ,
then the set of wordsU ⊂ (∗S )d given byU = V \ {v,w }∪ {u}, where u j = v j for j 6= i and ui = ∗, is
still a polybox code. Indeed, ifU is not a polybox code, then there is a word q ∈ V \ {v,w } such that
q and u are not dichotomous. Thus, (recall that V is a polybox code and v,w ,q ∈ V ) we have qi = v
′
i
and qi = w
′
i . But vi = w
′
i , and then q and v are not dichotomous words. Thus, in every polybox
code V we can replace a twin pair v,w ∈ V , if V contains such a pair, by the above defined word u
obtaining a polybox codeU . We call the word u a gluing of v and w . Clearly, we may reverse this
operation replacing u with ui = ∗ by a twin pair q , t with q j = t j = u j for j 6= i and qi = t
′
i . This pair
q , t will be called a cutting of u . Thus, if V ⊂ Sd is a polybox code containing twin pairs, then we can
obtain a polybox code W from V by gluing a twin pair v,w ∈ V with vi = w
′
i and next cutting the
gluing of v,w obtaining a twin pair q , t ∈W with qi = t
′
i . We shall say that W is obtained from V
by gluing and cutting if there is a sequence of such local transformations (see Example 1) which lead
from V toW . More precisely, there are two sequences of twin pairs ({v n ,w n})mn=1 and ({q
n , t n})mn=1
such that q k , t k is obtained from v k ,w k by gluing and next cutting (in themanner described above)
for k ∈ [m ], V 0 = V , V k = V k−1\{v k ,w k }∪{q k , t k }, where {v k ,w k } ⊂ V k−1 for k ∈ [m ] andW = V m .
(A passing from V k to V k+1 will be called a single operation in glue and cut procedure.)
Note that gluing and cutting change a polybox code but not its realization, that is
⋃
f (V ) =⋃
f (W ) for every f preserving dichotomity, whereW is obtained from V by gluing and cutting. This
fact rise an interesting problem: Let V ,W ⊂ Sd be two disjoint polybox codes such that
⋃
f (V ) =⋃
f (W ) for every f preserving dichotomity (that is V ⊑ W and W ⊑ V ). We shall call such codes
KISIELEWICZ 3
V ,W equivalent ([13]).
Question 1. For which equivalent polybox codes V ,W ⊂ Sd it is possible to pass from V to W by
gluing and cutting?
In the case of polybox codes V ⊂ Sd (that is |V |= 2d ), where S = {a ,a ′,b ,b ′} the above question
was posed and resolved for d ≤ 4 by Dutour, Itho and Poyarkov in [5]. They computed that for every
cube tiling codes V ,W ⊂ Sd , d ≤ 4, one can pass from V toW by gluing and cutting (these authors
called such operation flipping). They asked also in [5] whether the same is possible for d = 5,6,7
and S = {a ,a ′,b ,b ′}. In [20]Mathew, Östergård and Popa gave an affirmative answer for d = 5 (they
called gluing and cutting shifting). In [12]we proved that the above results are true for any S .
There are others tilings which can be modify be a sequence of local transformations. The most
known are 2-dimensional domino tilings ([22, 1]). Local transformations of 3-dimensional domino
tilings are also examined ([17]).
REMARK 1 We emphasize that passing from a twin pair v,w with vi =w
′
i to a twin pair q , t with qi =
t ′i , qi 6∈ {vi ,v
′
i } and v j = q j for all j 6= i , we may create the gluing u , because sometimes application
of the gluing operation (without cutting) may lead to an interesting observation on the structure of
polybox codes, as it was done in [12]. However, in the presented paper we shall not transform proper
polybox codes into improper (that is codes containing words u ∈ (∗S )d with ui = ∗ for some i ∈ [d ] ).
EXAMPLE 1 Let
V = {aa ,aa ′,a ′b ,a ′b ′} and W = {c c , c ′c ,a ′b ′,b c ′,b ′c ′}.
A realization of the code V is pictured in Figure 1 (on the left), and on the right a realization of W
is presented. Between them, we have realizations of three cube tiling codes: V 1 = V \ {aa ,aa ′} ∪
{a c ,a c ′}, V 2 = V 1 \ {a ′b ,a ′b ′} ∪ {a ′c ,a ′c ′} and V 3 = V 2 \ {a c ,a ′c } ∪ {c c , c ′c }. To pass from V to
W by gluing and cutting wemade the following sequence of local transformations:
{aa ,aa ′}→ {a c ,a c ′}, {a ′b ,a ′b ′}→ {a ′c ,a ′c ′}, {a c ,a ′c }→ {c c , c ′c }, {a c ′,a ′c ′}→ {b c ′,b ′c ′}.
Figure 1: A realization of the codes (from the left to the right) V ,V 1,V 2,V 3 andW .
Clearly, if W is obtained from V by gluing and cutting, then both codes have to contain twin
pairs. Thus, if V or W does not contain a twin pair, then non of them can be obtained from the
other by gluing and cutting. In [9, Theorem 2.7], [11, Theorem 31] and [10, Theorem 7.1] we give a
complete description of twin pair free equivalent codes in dimensions up to six having at most 16
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words. Below we summarize mentioned three theorems in one. To do this, we need the following
notations: If A = {i1 < ... < ik } ⊂ [d ] and v ∈ S
d , then vA = vi1 . . .vik ∈ S
k and VA = {vA : v ∈ V }. To
simplify notation we let vi c = v{i }c , that is, the word vi c ∈ S
d−1 arises from v by skipping the letter vi
in v . Moreover, Vi c = {vi c : v ∈V }.
THEOREM 1 For d ≤ 6 there is one, up to isomorphism, pair of twin pair free disjoint and equivalent
polybox codes V ,W ⊂ Sd with |V | ≤ 16. The codes V ,W have the form
VA = {aa
′b b ′,ab b ′a ,ab ′b ′b ′,a ′ab ′b ′,a ′a ′ab ′,a ′b b ′b ,bab b ′,b b b b ,b b ′a ′b ,b ′aba ′,b ′a ′b b ,b ′b ′b ′b }
and
WA = {a
′a ′a ′b ,a ′baa ′,baa ′a ,aa ′a ′a ,a ′aa ′a ′,ab ba ′,b baa ,ab ′a ′a ′,b ′ab ′a ,b ′a ′aa ,b ′b ′aa ′,b b ′ab ′},
where A = {1,2,3,4} ⊂ [d ] and VAc =WAc = {rAc }, A
c = [d ] \A, for any fixed r ∈ Sd . 
We shall call the pair V ,W described in the above theorem a special pair.
Let V ,W ⊂ Sd be polybox codes, and let V ∼W if and only if V andW are equivalent. Clearly,
∼ is an equivalence relation. On a equivalence class [V ]∼ = {W ⊂ S
d :W ∼ V } we define a new
relation ≈: P ≈ Q if and only if P can be obtained from Q by gluing and cutting. The relation ≈ is
also an equivalence relation. If P ≈Q , then we say that P andQ are strongly equivalent. Let T (Sd )
be the family of all cube tiling codes V ⊂ Sd . Note that, since every two cube tiling codes in T (Sd )
are equivalent, we may consider the quotient set T (Sd )/≈. Thus, the question whether every pair
of cube tiling codes are strongly equivalent is a question about the cardinality of the set T (Sd )/≈.
Alternatively, we may ask on a connectivity of the following graph: Let G be a graph with T (Sd ) as
the set of vertices. Two vertices V ,W ∈T (Sd ) are joined if V andW differs by one operation in glue
and cut procedure, that is there are two twin pairs v,w ∈ V and p ,q ∈W such that gluing of v,w is
the same as gluing of p ,q and V \ {v,w } =W \ {p ,q }. Thus, if V ≈W for every V ,W ∈ T (Sd ), then
the graphG is connected (compare [5, 20]).
In the presented paper we prove the following theorem:
THEOREM 2 Every cube tiling codes V ,W ⊂ S6 are strongly equivalent.
Let V ,W ⊂ Sd be polybox codes. We shall write V ⊑˙W if V ⊑ W and for every v ∈ V it is not
possible to pass fromW to W¯ by gluing and cutting, where v ∈ W¯ . Clearly, if V ⊑˙W andW ⊑˙V , then
the codes V ,W are not strongly equivalent.
Our proof of Theorem 2 is based on a partial characterization of strongly equivalent polybox
codes V ,W ⊂ S5. More precisely, we shall prove that:
THEOREM 3 Let V ,W ⊂ S5 be equivalent polybox codes such that |V | ≤ 15, V ⊑˙W andW ⊑˙V .
KISIELEWICZ 5
1. If |S | ≥ 8 and |V | ≤ 8 or |S | = 6 and |V | ≤ 10, then there are no such codes V ,W . In particular,
equivalent polybox codes V ,W ⊂ S5 with |V | ≤ 10 are strongly equivalent.
2. If S = {a ,a ′,b ,b ′}, then there is precisely one, up to isomorphism, such a pair of codes V ,W and
they form the special pair. In particular, every equivalent codes V ,W ⊂ S5, S = {a ,a ′,b ,b ′}, with
|V | ≤ 11 are strongly equivalent.
REMARK 2 We believe that Theorem 3 is true for any alphabet S . However computations in the gen-
eral case are longer, and to prove Theorem 2 we need Theorem 3 in the form given above.
In 1930, Keller conjectured that in every cube tiling of Rd there is a twin pair ([8]). It was known
that Keller’s conjecture is true for dimensions d ≤ 6 ([19]) and false for all dimensions d ≥ 8 ([14, 16]).
Recently, Brakensiek, Heule, Mackey and Narváezmade in outstanding way the final step in proving
Keller’s conjecture in dimension seven ([2]).
Keller’s conjecture is a natural generalization of Minkowski’s conjecture ([18]).The most impor-
tant consequence of working on Minkowski’s conjecture is Hajós’s result on factorization of abelian
groups ([7, 21]). In the case of Keller’s conjecture the work on this conjecture has brought us to a
better understanding of the structure of cube tilings of Rd ([6, 9, 10, 11, 13, 15]) and showed a power
of advanced computational techniques (automated reasoning in [2]). The problem considered in
presented paper can be regarded as the aftermath of Keller’s conjecture. And even if Mackey’s coun-
terexample to this conjecture, given in [16], shows that starting from dimension eight there are cube
tiling codes V ,W ⊂ Sd , d ≥ 8, which are not strongly equivalent, (which means that |T (S8)/≈| ≥ 2)
we think that a characterization of the elements of the set T (Sd )/≈, d ≥ 8, is an interesting issue.
Let us note that the problem of passing from a cube tiling code V to a given cube tiling codeW
by gluing and cutting is very similar (taking into account amanner of doing a single operation) to the
popular 15-puzzle game ([23]). (Recently, a three dimensional version of this game, called Varikon
cube was examined by d’Eon and Nehaniv in [4].) In our gluing and cutting game the object is to
reach a given cube tiling code V ⊂ Sd by gluing and cutting starting from some other cube tiling
code W ⊂ Sd . Similarly like in 15-puzzle, there are unsolved configurations in gluing and cutting
game. For example, ifM ⊂ S8 is Mackey’s conterexample to Keller’s conjecture ([16]), then for every
W ⊂ S8,W 6=M ,W andM are not strongly equivalent. On the other hand the results in [5, 20] and
Theorem 2 show that, every two cube tiling codes V ,W ⊂ Sd , d ≤ 6, form a solved configuration in
gluing and cutting game.
2 Basic notions on polybox codes
As it was mentioned in the previous section, we can interpret a polybox code as a system of boxes.
There are many such interpretations (realizations), but we shall use the following one which has
particular nice properties ([13, Section 10]). Let
ES = {B ⊂ S : |{s , s ′}∩B |= 1,whenever s ∈ S} and E s = {B ∈ ES : s ∈ B }.
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Let V ⊆ Sd be a polybox code, and let v ∈ V . The equicomplementary realization of the word v is the
box
v˘ = E v1× · · · × E vd
in the d -box (ES )d = ES × · · ·× ES . The equicomplementary realization of the code V is the family
E (V ) = {v˘ : v ∈V }.
If s1, . . . , sn ∈S and si 6∈ {s j , s
′
j } for every i 6= j , then
|E s1 ∩ · · · ∩E sn |= (1/2
n )|ES |. (1)
The value of the realization E (V ), where V ⊆ Sd , lies in the equality (1). In particular, boxes in E (V )
are of the same size: |E vi | = (1/2)|ES | for every i ∈ [d ] and consequently |v˘ | = (1/2
d )|ES |d for v ∈
E (V ). Thus, two boxes v˘ , w˘ ⊂ (ES )d are dichotomous, and also the words v,w are dichotomous, if
and only if v˘ ∩w˘ = ;. The same is true for translates of the unit cube in the flat torusTd and therefore
working with the boxes v˘ ,v ∈V , we can think of them as translates of the unit cube in Td .
If w ∈ Sd and V ⊂ Sd is a polybox code, then it can be shown ([13, Theorem 10.4]) that w ⊑ V if
and only if w˘ ⊆
⋃
E (V ). A cover V of w isminimal if w˘ ∩ v˘ 6= ; for every v ∈ V . Similarly, a polybox
code CP ⊂ S
d is aminimal cover of a code P ⊂ Sd if P ⊑ CP and for every c ∈ CP there is p ∈ P such
that c˘ ∩ p˘ 6= ;.
Belowwe give anuseful, especially in our computations (Subsection 3.1), characterization of cov-
ers of words.
Let g : Sd ×Sd → Z be defined by the formula g (v,w ) =
∏d
i=1(2[vi = wi ] + [wi 6∈ {vi ,v
′
i }]), where
[p ] = 1 if the sentence p is true and [p ] = 0 if it is false. Let
|w |V =
∑
v∈V
g (v,w ). (2)
In [13, Theorem 10.4] it was showed that
w ⊑ V ⇔|w |V = 2
d . (3)
2.1 Isomorphisms
If v ∈ (∗S )d , and σ is a permutation of the set [d ], then σ¯(v ) = vσ(1) . . .vσ(d ). For every i ∈ [d ] let
hi : ∗S → ∗S be a bijection such that hi (l
′) = (hi (l ))
′ for every l ∈ ∗S and hi (∗) = ∗. Such hi will be
called a position bijection (at position i). Let h : (∗S )d → (∗S )d be defined by the formula h (v ) =
h1(v1) . . .hd (vd ). The group of all possible mappings h ◦ σ¯ will be denoted by G ((∗S )
d ) or G (Sd ) de-
pending on whether we consider words written down in the alphabet ∗S or in S . Let S and T be two
alphabets with complementations, and let |S | ≤ |T |. Two polybox codes V ⊂ (∗S )d andU ⊂ (∗T )d are
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isomorphic if there is h ◦ σ¯ ∈G ((∗T )d ) such thatU = h ◦ σ¯(τd (V )), where τ: ∗S →∗T is a fixed injec-
tion such that τ(∗) = ∗, τ(s ′) = τ(s )′ for s ∈S and τd (v ) = τ(v1) . . .τ(vd ) for v ∈ (∗S )
d . The composition
h ◦ σ¯ is an isomorphism between V andU .
It is easy to check that for every polybox codes V ,W ⊂ (∗S )d and every g ∈G ((∗S )d ) ifV ⊑W , then
g (V )⊑ g (W ) (compare [11, Section 5]). Thus, if codes V ,W are equivalent and g ∈G ((∗S )d ), then the
codes g (V ) and g (W ) are equivalent too. Similarly, if V and W are strongly equivalent, then g (V )
and g (U ) are strongly equivalent.
2.2 Distribution of words and passing from a cube tiling code to a cube tiling code
If V ⊆ Sd , l ∈ S and i ∈ [d ], then V i ,l = {v ∈ V : vi = l }. If S = {a1,a
′
1, ...,ak ,a
′
k
}, then the representa-
tion
V = V i ,a1 ∪V i ,a
′
1 ∪ · · · ∪V i ,ak ∪V i ,a
′
k
will be called a distribution ofwords inV . If for every i ∈ [d ] there is j ∈ [k ] such thatV = V i ,a j ∪V i ,a
′
j ,
then V is called a simple code. It is rather obvious that if V andW are cube tiling codes which are
simple, then one can pass from V toW by gluing and cutting. Thus, to show that cube tiling code
V can be transformed to a cube tiling codeW by gluing and cutting it is enough to show that both
codes can be turned by gluing and cutting into simple codes. Below we give the structure of cube
tiling codes which explain our interest of Question 1 in the light of gluing and cutting of cube tilings
codes.
Let us recall that vi c = v1 . . .vi−1vi+1 . . .vd for v ∈ S
d and Vi c = {vi c : v ∈ V } ⊂ S
d−1 for V ⊂ Sd .
Now letU =U i ,a1∪U i ,a
′
1∪· · ·∪U i ,ak ∪U i ,a
′
k be a cube tiling code. It is known ([12, Section 2]) that
for every i ∈ [d ] and every j ∈ [k ] the polybox codesU
i ,a j
i c ,U
i ,a ′j
i c ⊂ S
d−1 are equivalent. Let V =U i ,aki c
and W =U
i ,a ′
k
i c . Since V ,W ⊂ S
d−1 are equivalent, we may try to pass from V to W by gluing and
cutting. Suppose that such passing is possible. Clearly, this means that we may pass from U to a
cube tiling code P by gluing and cutting, where P is such that
P =U i ,a1 ∪U i ,a
′
1 ∪ · · · ∪U i ,ak−1 ∪U i ,a
′
k−1 ∪P i ,ak ∪U i ,a
′
k and P i ,aki c =U
i ,a ′k
i c .
The last equality means that the code P i ,ak ∪U i ,a
′
k consists of twin pairs p ,u , p ∈ P i ,ak ,u ∈U i ,a
′
k in
the i th direction. Now each pair p ,u can be glued and cut into the twin pair p¯ , u¯ with p¯i = ak−1 and
u¯i = a
′
k−1. Thismeans that wemay pass, by gluing and cutting, from P to a cube tiling code U¯ , where
U¯ has the following distribution:
U¯ =U i ,a1 ∪U i ,a
′
1 ∪ · · · ∪U i ,ak−2 ∪U i ,a
′
k−2 ∪U¯ i ,ak−1 ∪U¯ i ,a
′
k−1 .
Since the operationof gluing and cutting is transitive, wemaypass fromU toU¯ by gluing and cutting.
Thus, we passed fromU to a simpler cube tiling code U¯ in which the number of components in the
distribution of words in U¯ in the i th position is lower than that inU . Along this lines we could try to
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reduce by gluing and cutting the codeU to some simple cube tiling code. But this depends on our
knowledge about strongly equivalent polybox codes V ,W ⊂ Sd−1.Theorem 3 provides us with such
knowledge.
In the next section we list results which are needed in our proof of Theorem 3.
3 Preliminary results
Our goal is to characterize the family of strongly equivalent codes V ,W ⊂ S5 with |V | ≤ 15, but we
start with a brief discussion how to construct a pair of equivalent codes V ,W having some property,
say a property P. The first step is to establish initial codes V0 ⊂ V andW0 ⊂W , as large as possible,
which have to appear in V andW , and next based on the codes V0 andW0 try to construct V andW .
The simplest assumption is V0 = {v }, where v is a word. But now we can say quite a lot about W0:
We can assume thatW0 is a minimal cover of v . If for example the property P means that V andW
are twin pair free, then the coverW0 must be twin pair free. It is known that in such a case |W0| ≥ 5,
and the family of all non-isomorphic twin pair free minimal covers of v for d ≤ 5 and |W0| ≤ 15 can
be easily computed (Statement 1).
Of course, strongly equivalent codes V ,W contain twin pairs but as we shall show below wemay
assume that some words in V are covered by codes without twin pairs. This reduces a number of
initial configurations which have to be considered andmakes computations possible in a reasonable
time.
LEMMA 1 Let P ⊂ Sd be a simple polybox code, and let CP ⊂ S
d be a cover of P . Then one can pass by
gluing and cutting from CP to a cover C¯P of P such that for every p ∈ P the minimal cover C¯p = {w ∈
C¯P : w˘ ∩ p˘ 6= ;} of p does not contain a twin pair.
Proof. For simplicity of the notation we may assume that P ⊂ {a ,a ′}d . Let p ∈ P , and let v,w ∈ CP
be a twin pair with v ′i = wi such that p˘ ∩ v˘ 6= ; and p˘ ∩ w˘ 6= ;. Clearly, pi 6∈ {vi ,wi }. Let us pass from
{v,w } to the twin pair {r,q } by gluing and cutting such that ri = a ,qi = a
′ (and of course r j = v j for
every j 6= i ), and let C 1P =CP \ {v,w }∪{r,q }. For every t ∈ P the twin pair r,q is not contained in the
minimal cover Ct ⊂ C
1
P of t (because ri = a ,qi = a
′). If for some t ∈ P the minimal cover Ct ⊂ C
1
P of
t contains a twin pair we pass in the similar way from C 1P to a code C
2
P . Since during this process we
always change a pair of letters s , s ′ ∈S into the pair a ,a ′ (in transformed twin pair), after n steps we
have to obtain a cover C nP of P such that for every p ∈ P the minimal cover Cp ⊂ C
n
P of p does not
contain a twin pair. Then C¯P =C
n
P . 
In [13, Theorem 10.6]weproved the following structural result which is a base in the construction
of our initial configurations V0,W0.
LEMMA 2 Let Cp ⊂ S
d be a twin pair free cover of a word p ∈Sd . There are v,w ∈Cp such that vi =wi
or vi =w
′
i for every i ∈ [d ] and |{i ∈ [d ]: vi =w
′
i }|= 2k +1 for some positive integer k ≥ 1. 
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Let V ,W ⊂ Sd be polybox codes. Recall that if V ⊑˙W and W ⊑˙V , then the codes V ,W are not
strongly equivalent. Note that, for equivalent codes V ,W it can happen that V ⊑˙W but not con-
versely. For example, ifM ,U ⊂ S8 are cube tiling codes, whereM is Mackey’s counterexample ([16]),
andU is any simple cube tiling code, then we have onlyU ⊑˙M . However, if equivalent codes V ,W ⊂
Sd are not strongly equivalent, then they have to be related to some codes V 1,W 1 with V 1⊑˙W 1 and
W 1⊑˙V 1. More precisely, we have the following lemma:
LEMMA 3 If equivalent polybox codes V ,W ⊂ Sd are not strongly equivalent, then it is possible to pass
by gluing and cutting from V to V¯ and similarly from W to W¯ such that there are decompositions
V¯ = V 1 ∪P and W¯ =W 1 ∪P , where V 1 6= ;, V 1⊑˙W 1 andW 1⊑˙V 1.
Proof. If V ⊑˙W andW ⊑˙V , then V 1 = V ,W 1 =W and P = ;. If it is not true that V ⊑˙W , then there is
v ∈ V such that v ∈ R , where R is obtained fromW by gluing and cutting and the codes V1 = V \{v },
W1 =R \{v } are not strongly equivalent. By induction (on the number of words inV ), it is possible to
pass by gluing and cutting fromV1 andW1 to V¯1 and W¯1, respectively and V¯1 = V
1∪Q and W¯1 =W
1∪Q ,
where V 1 6= ;, V 1⊑˙W 1,W 1⊑˙V 1. Thus, V¯ = V 1 ∪P and W¯ =W 1 ∪P , where P =Q ∪{v }. 
In the next lemmawe establish our initial configurations.
LEMMA 4 LetU ,R ⊂ S5 be twoequivalentpolybox codes such thatU ⊑˙R andR ⊑˙U , and letP = {b b b b b ,
b ′b ′b ′b b } or P = {b b b b b ,b ′b ′b ′b ′b ′}. Then there are equivalent polybox codes V ,W ⊂ S5 such
that P ⊂ V , V = g (R ) and W = ¯g (U ) for some g ∈G (Sd ), where ¯g (U ) is obtained from g (U ) by gluing
and cutting. Moreover the minimal cover CP ⊂ W of P is such that the minimal covers Cs ⊂ CP of
s ∈ {b b b b b ,b ′b ′b ′b b ,b ′b ′b ′b ′b ′} do not contain a twin pair and V ⊑˙W ,W ⊑˙V .
Proof. Fix any u ∈ U and let Cu ⊂ R be the minimal cover of u . There are two possibilities: First,
Cu does not contain a twin pair. Then, by Lemma 2, there is a polybox codeQ ⊂ Cu and a mapping
g ∈ G (S5) such that g (Q ) = P . Second, Cu contains a twin pair. Then, by Lemma 1, we pass by
gluing and cutting from Cu to a cover (not minimal) C¯u of u such that the minimal coverMu ⊂ C¯u
of u has more than one word (we can do this asU ⊑˙R and R ⊑˙U ) and does not contain a twin pair.
Consequently, we may assume that Q ⊂ Mu . (Clearly, passing from Cu to C¯u means that we pass
from R to R¯ by gluing and cutting and C¯u ⊂ R¯ .) LetU1 = g (U ) and R1 = g (R ) (in the first case) or
U1 = g (U ) and R1 = g (R¯ ) (in the second case). We have P ⊂R1 andU1,R1 are equivalent (Subsection
2.1). Now we take the minimal cover CP ⊂U1 of P . If covers Cs ⊂ CP of words s ∈ P do not contain a
twin pair, then V =R1 andW =U1. If it is not so, by Lemma 1, we pass by gluing and cutting from CP
to C¯P such that covers C¯s ⊂ C¯P of words s ∈ P do not contain a twin pair. This passingmeans that we
pass fromU1 to a code U¯1 by gluing and cutting. Thenwe takeV =R1 andW = U¯1, and consequently
P ⊂ V and C¯P ⊂W .
Obviously, if R¯ is obtained from R by gluing and cutting, then, since U ⊑˙R and R ⊑˙U , we have
U ⊑˙R¯ and R¯ ⊑˙U . Moreover, any g ∈G (Sd ) preserves equivalency of polybox codes (compare Subsec-
tion 2.1). Thus, V ⊑˙W andW ⊑˙V . 
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Let v = b b b b b ,w = b ′b ′b ′b b , u = b ′b ′b ′b ′b ′, and let P = {v,w },T = {v,u}. The above results
show that looking for strongly equivalent codes V ,W ⊂ S5 we may start with initial configurations
V0,W0 of the form: V0 = P or V0 = T , andW0 is a cover of V0 such that minimal covers Cv ,Cw , Cu do
not contain a twin pairs, where Cv ,Cw ⊂W0 if V0 = P and Cv ,Cu ⊂W0 if V0 = T . The following two
observations allow us to make one more useful assumption on V ,W :
LEMMA 5 Let v ∈ Sd , and let Cv ⊂ S
d be a minimal cover of v having less than five words. Then we
can pass from Cv to a polybox code C¯v by gluing and cutting, where C¯v contains v .
Proof. Wemay assume that v = b ...b . It is easy to check that, up to isomorphism, there are only four
minimal covers Cv with 1< |Cv | ≤ 4. These are:
1. Cv = {aab ...b ,aa
′b ...b ,a ′ab ...b ,a ′a ′b ...b };
2. Cv = {aab ...b ,aa
′b ...b ,a ′c b ...b ,a ′c ′b ...b };
3. Cv = {aab ...b ,aa
′b ...b ,a ′b b ...b };
4. Cv = {ab b ...b ,a
′b b ...b }.
One can easily show that in each case it is possible to pass by gluing and cutting fromCv to a code
C¯v such that v ∈ C¯v . For example, in the code number 2 we have:
Cv →{ab b ...b ,ab
′b ...b ,a ′c b ...b ,a ′c ′b ...b }→ {ab b ...b ,ab ′b ...b ,a ′b b ...b ,a ′b ′b ...b }→
→ {b b b ...b ,b ′b b ...b ,b b ′b ...b ,b ′b ′b ...b }= C¯v .

Let V ,W ⊂ Sd be polybox codes. The number
δ(V ,W ) = min
w∈W
|{v ∈ V : v andw are not dichotomous}
will be called a density of V with respect toW . Note that the density has a clear geometrical meaning:
δ(V ,W ) =minw∈W |{v ∈ V : w˘ ∩ v˘ 6= ;}| (compare the beginning of Section 2). The number∆(V ,W ) =
min{δ(V ,W ),δ(W ,V )}will be called a common density of the codes V andW .
Thus, from Lemma 5 we get
COROLLARY 1 If V ,W ⊂ Sd are polybox codes, V is a cover of W and δ(V ,W )≤ 4, then there is w ∈W
such that one can pass by gluing and cutting from V to V¯ , where V¯ contains w . 
In the next result we give the structure of polybox codes which allow us to simplify some compu-
tations. If V ⊂ Sd and V = V i ,s for some i ∈ [d ] and s ∈ S , then V is called flat. It follows from the
definition of equivalency of codes and (1), that if V is a flat code, andW is an equivalent code to V ,
thenW is also flat (that isW =W i ,s ).
KISIELEWICZ 11
LEMMA 6 Let S = {a ,a ′,b ,b ′}, and let V ⊂ Sd be a polybox code. If V = V i ,a ∪V i ,a
′
∪V i ,b ∪V i ,b
′
for
some i ∈ [d ], where V i ,a
′
∪V i ,b ∪V i ,b
′
6= ;, W is an equivalent code to V and |V i ,a
′
|+|V i ,b |+|V i ,b
′
| ≤ 4,
then∆(V ,W¯ )≤ 4, where W¯ is a code obtained fromW by gluing and cutting.
Proof. Assume first thatW i ,a
′
= ;. ThenW i ,b ∪W i ,b
′
6= ;, otherwiseW is flat, and V is not, which is
impossible.
If V i ,b ∪ V i ,b
′
= ;, then the codes W i ,bi c and W
i ,b ′
i c are equivalent ([11, Subsection 2.8, C]), and
thereforewecanpass fromW to a code W¯ bygluingandcutting such that W¯ = W¯ i ,a∪W¯ i ,a
′
(compare
Subsection 2.2). Thus, V i ,a
′
and W¯ i ,a
′
are equivalent, and since 1≤ |V i ,a
′
| ≤ 4, we have∆(V ,W¯ )≤ 4.
Therefore, we assume thatV i ,b 6= ;. SinceW i ,a
′
= ;, we have |V i ,a
′
|+|V i ,b |= |W i ,b |. But v ⊑W i ,b
for any v ∈ V i ,b , and then∆(V ,W )≤ 4, as |V i ,a
′
|+ |V i ,b | ≤ 4.
Let nowW i ,a
′
6= ;. For w ∈W i ,a
′
, we havew ⊑ V i ,a
′
∪V i ,b ∪V i ,b
′
, and thus∆(V ,W )≤ 4. 
The next lemma is rather obvious.
LEMMA 7 Let V ,W ⊂ Sd be two equivalent polybox codeswith n words. Suppose that every two equiv-
alent codes with n − 1 words are strongly equivalent. If there is w ∈W such that w ∈ V¯ , where V¯ is
obtained from V by gluing and cutting, then V andW are strongly equivalent. 
HavingW tofindV it is useful toapply the followingobservationexpressed inLemma8 (compare
algorithm FINDSECONDCODE in the next subsection).
Let b : S→{0,1} be such that b (s )+ b (s ′) = 1 for every s ∈ S . A binary code of a word v ∈ Sd is the
vector β (v ) = (b (v1), ...,b (vd )). If V ⊂ S
d is a polybox code, then β (V ) = {β (v ): v ∈ V }. In [13, Section
5]we proved
LEMMA 8 If V ,W ⊂ Sd are equivalent polybox codes, then β (V ) =β (W ).
Our proof of Theorem3needs computer support. In the next subsectionwe list algorithmswhich
shall be used.
3.1 Algorithms
Since we are interested in twin pair free covers of a word, in the following algorithm we show how to
find such covers. The algorithm given below is closely related to the relation (3). (An deeper expla-
nation can be found at the end of Subsection 2.8 in [11].)
Algorithm COVERWORD.
Let u ∈ S5, k ≥ 5 be an integer, and letC k be the family of all k -elements twin pair free minimal
coversCu of u , that is u˘∩v˘ 6= ; for every v ∈Cu and everyCu ∈C
k . Wemay assume that u = b b b b b .
Moreover, by Lemma 2, we assume that codes inC k contain one of the codes:
V3,0 = {aaaaa ,a
′a ′a ′aa },V3,1 = {aaaab ,a
′a ′a ′ab },
12 GLUING AND CUTTING
V3,2 = {aaab b ,a
′a ′a ′b b } or V5,0 = {aaaaaa ,a
′a ′a ′a ′a ′}.
Our goal is to find the familyC k .
Input. The word b b b b b ∈ S5 and the number k .
Output. The familyC k .
1. LetSk = {(x0, ..., xd−1) ∈N
5 :
∑d−1
i=0 xi2
i = 25 and
∑4
i=0 xi = k}, where N= {0,1,2, ...}.
2. For i ∈ {0, ..., 4} indicate the setAi consisting of all words v ∈S
5 such that v contains precisely
i letters b and v does not contain the letter b ′.
3. Fix x ∈Sk and let s (x ) = {i1 < · · ·< im } consists of all i j ∈ {0, ..., 4}, j ∈ [m ], for which xi j > 0. Fix
Vn ,i1 ⊂Ai1 . For i ∈ s (x ) letBi = {v ∈Ai : Vn ,i1 ∪{v } is a twin pair free code}.
4. Let I be the multiset containing i1 with the multiplicity xi1 − 2 (recall that xi1 ≥ 2) and i j with
the multiplicity xi j for j ∈ {2, ...,m}. By I [ j ] we denote the j th element of I .
5. LetD2 = {Vn ,i1}.
6. For l ∈ {2, ...,k − 1} having computed D l we compute the set D l+1: For v ∈ BI [l−1] and for
U ∈D l ifU ∪{v } is a twin pair free code, then we attach it to D l+1.
7. Clearly,Dk =Dk (Vn ,i1 , x ) so letC
k be the union of the setsDk (Vn ,i1, x ) over x ∈S
k and Vn ,i1 ⊂
Ai1 (recall that Vn ,i1 depends on x ).
The next algorithm allows to check whether {p}⊑˙V . (Thus, it can be used to decide whether
V ⊑˙W .) Let us observe that the fact that a twin pair {r,q } is obtained from a twin pair {v,w } by
gluing and cutting can be denoted by {v,w } ∼ {r,q } (that is, {v,w } is equivalent to {r,q }).
Algorithm GLUEANDCUT.
Let V be a set of polybox codes V ⊂ Sd , and let
t (V ) =
⋃
V ∈V
⋃
{v ,w }⊂V
{v ,w } is a twin pair
{V \ {v,w }∪ {r,q }: {r,q } ⊂ Sd and {v,w } ∼ {r,q }}.
Moreover, let t 0(V ) = t (V ) and t n (V ) = t (t n−1(V )) for n ≥ 1. LetM be the smallest positive integer
such that t n (V ) = t n+1(V ) for n ≥M (since S is finite, suchM exists). Clearly, if V ⊂ Sd is a polybox
code and V = {V }, then the set tM (V ) consists of all polybox codes that can be obtained from V by
gluing and cutting (compare Section 1).
Input. A polybox code V ⊂ Sd and a word p ∈ Sd with p ⊑ V .
Output. 1 if {p}⊑˙V , and 0 otherwise.
1. For n ∈ {0, ...,M } and for V¯ ∈ t n ({V }) if δ(V¯ ,{p})< 5, then return 0.
2. If p 6∈ V¯ for every V¯ ∈ tM ({V }), then return 1.
REMARKS 3 Let us note that, by Lemma 5, it is better to check the condition δ(V¯ ,{p})< 5 rather than
p ∈ V¯ . (Clearly, if p ⊑ V¯ and δ(V¯ ,{p}) = 1, then p ∈ V¯ .)
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The above algorithm is slow, but for small polybox codes V it works quite well. However, when a
polybox code V contains a larger number of words its efficiency radically going down, as the num-
berm = |tM (V )| can be huge. In particular, for cube tiling codes and dimensions d ≥ 4 it is rather
worthless. For example, if V ⊂ S4 is a cube tiling code and |S |= 16, thenm > 1016 ([12]), and if V ⊂ S5
is a cube tiling code and S = {a ,a ′,b ,b ′}, thenm > 6 ·1014 ([20]). (Let us recall that every cube tilings
codes V ,W ⊂ Sd are strongly equivalent for d ≤ 5 ([5, 12, 20]), and therefore m is the number of all
cube tiling codes.)
To find covers of a code we shall use the following simple algorithm:
Algorithm COVERCODE.
LetU = {u1, ...,un} be a code, and let Cu i , i ∈ [n ], be the family of all covers of the word u
i ∈U .
Our goal is to find the family CU of all covers CU of the codeU such that |CU | ≤m for a fixedm ∈
{1,2...}
Input. The codeU , the numberm and the family (Cu i )u i∈U .
Output. The familyCU .
1. For C1 ∈ Cu1 and C2 ∈ Cu2 if the set C1 ∪ (C2 \C1) is a code (it is obviously a cover of the code
{u1,u2}) and has at mostm words, then it is attached to the setC1,2.
2. Assuming that the set C1,...,k has already been computed for 2 ≤ k < n , we compute the set
C1,...,k ,k+1: for C ∈ C1,...,k and Ck+1 ∈ Cuk+1 if the set C ∪ (Ck+1 \C ) has at most m words and it is a
code (being a cover of {u1, ...,uk+1}), then it is attached to the setC1,...,k ,k+1.
3. CU =C1,...,n .
Theweaknessof this algorithm is that thenumber |Cu1 ||Cu2 | is hugewhen thenumbers |Cu1 |, |Cu2 |
are large. Therefore it is value to find another system of initial codes V0,W0 which are in different po-
sition one to the another than V0 ⊑W0. In the following algorithm we consider such situation.
To present the next algorithmmore readable, we define a function Covern (·, ·, ·):
Let X ,Y ⊂ Sd be polybox codes, Z ⊂ Sd be a set of words, and let n ∈N. (We may think that the
position of Y with respect to X is such that Y is not covered by X , that is
⋃
E (Y ) \
⋃
E (X ) 6= ;.)
1. Let ZX = {q ∈ Z : X ∪ {q } is a code and |q |Y > 0} (recall that |q |Y > 0 means, by 2, q˘ ∩ v˘ 6= ; for
some v ∈ Y ).
2. Letm =
∑
v∈Y (2
d − |v |X ) (m can be interpreted as a measure of the uncovered, by X , part of
Y ).
3. LetM be themultiset consisting of all numbers |q |Y , q ∈ ZX , arranged in decreasing order. By
M [i ] we denote the i th element ofM , and we putM [i ] = 0 if |M |< i . Moreover,mn =
∑n
i=1M [i ].
The number Covern (X ,Y ,Z ) ∈ {0,1} is defined as follows:
Covern (X ,Y ,Z ) =
¨
0 ifmn <m ,
1 ifmn ≥m .
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Let X ⊂ Sd and {u1, . . . ,un} ⊂ Sd be disjoint polybox codes. If the set of words Un (X ) = X ∪
{u1, . . . ,un} is a code, then it is called an extension (by n-words) of X . Our goal is to find all exten-
sions Un (X ) of X by n words such that each Un (X ) is at the same time a minimal cover of Y (it is
assumed that |v |Y > 0 for every v ∈ X ). Thus, ZX is the set of all words which can be used to produce
such extensions, and Covern (X ,Y ,Z ) says if there is a chance to do this: If Covern (X ,Y ,Z ) = 0, then
there is no such chance (the uncovered, by X , part of Y is too large); if Covern (X ,Y ,Z ) = 1, then
it is potentially possible to find such cover. We use Covern (X ,Y ,Z ) as it can be computed fast and
reduces a number configurations to be concerned.
Algorithm COVERCODE♮.
Input. Two codes V andW and number n ∈N
Output. The family C n+NV , where N = |W |, of all minimal covers C of V such that W ⊂ C and
|C | ≤n +N for every C ∈C n+NV and δ(C ,V )≥ 5.
1. LetQ = {q ∈ S5 :W ∪{q } is a code and |q |V > 0 and Covern (W ,V ,S
5) = 1}.
2. IfQ = ;, thenC n+NV = ;.
3. IfQ 6= ;, then let
Q 1 = {W ∪{q }: q ∈Q and Covern−1(W ,V ,Q ) = 1}\U
1, where U 1 = {W ∪{q }: q ∈Q andV ⊑˙W ∪{q }}.
4. For k ∈ {2, ...,n −1}we define setsQ k andU k :
IfQ k−1 = ;, thenC n+NV =U
1 ∪ . . .∪U k−1.
IfQ k−1 6= ;, then for every x ∈Q k−1 let
Q kx = {x ∪{q }: q ∈Q and x ∪{q } is a code and Covern−k (x ∪{q },V ,Q ) = 1},
and
Q k =
⋃
x∈Q k−1
Q kx \U
k , where U k = {x ∪{q }: x ∪{q } ∈Q k−1 andV ⊑˙x ∪{q }}.
5. IfQn−1 = ;, thenC n+NV =U
1 ∪ . . .∪U n−1. Otherwise,
C n+NV =U
1 ∪ . . .∪U n−1∪Qn , where Qn =
⋃
x∈Qn−1
Qnx
and
Qnx = {x ∪{q }: q ∈Q , x ∪{q } is a code, V ⊑ x ∪{q } andδ(x ∪{q },V )≥ 4} for x ∈Q
n−1.
In a process of construction of equivalent codes V ,W we reach at somemoment a point inwhich
we know the whole code V and only a portion ofW , sayW0 (that isW0 ⊑ V ). Below (using Lemma 8)
we show how to find the wholeW .
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Algorithm FINDSECONDCODE.
Input. Polybox codesW ,R such that R ⊑W , |R |< |W | and δ(W ,R )≥ 5.
Output. The family V (W ) of all codes V which are equivalent toW , R ⊂ V and∆(V ,W )≥ 5.
1. LetQ = {q ∈Sd : R ∪{q } is a polybox code, q ⊑W , δ(W ,{q })≥ 5.}
2. For every i ∈β (W ) \β (R ) let V (i ) = {v ∈Q : β (v ) = i }.
3. If V (i ) = ; for some i ∈ β (W ) \β (R ), then V (W ) = ;.
4. If V (i ) 6= ; for every i ∈ β (W ), then let K =
∏
i∈β (W )V (i ), where
V (i ) =
¨
{v ∈Q : β (v ) = i } if i ∈β (W ) \β (R ),
{r ∈ R : β (r ) = i } if i ∈β (R ).
5 LetK = {
⋃|W |
n=1{kn}: k ∈ K }, where kn is the word standing in k ∈ K at the nth position.
6. V (W ) = {V ∈K : V is a code and δ(V ,W )≥ 5}.
3.2 Outline of the proof of Theorem 3 and results of the computations
In this subsection we describe the main steps in the proof of Theorem 3. Moreover, in a series of
statements we give the results of basic computations needed in the proof.
Let us note that a necessary condition of the assumption V ⊑˙W and W ⊑˙V is, by Corollary 1,
∆(V ,W )≥ 5. As it wasmentioned in Remarks 3, a time needed to decide whetherV ⊑˙W may be long.
That is why very often during computations (for example, in algorithm FINDSECONDCODE) we shall
check firstly the condition∆(V ,W )≥ 5 (as it ismuchmore faster) and at the very end the assumption
V ⊑˙W andW ⊑˙V will be verify. Recall that P = {v,w }, where v = b b b b b andw = b ′b ′b ′b b , and let
T = {v,u}, where u = b ′b ′b ′b ′b ′. By CP and CT w denote minimal covers of P and T , respectively,
and Cs ⊂CP (or Cs ⊂CT ) stands for a minimal cover of s ∈ {v,w ,u}.
Let CP be the family of all minimal covers of P such that minimal covers Cs ⊂ CP of words s ∈
{v,w } do not contain twin pairs. For CP ∈ CP let [CP ] = {g (CP ): g ∈G (S
5) and g (P ) = P }. LetNP be
the family of all representatives of orbits [CP ], that is |NP ∩ [CP ]|= 1 for every CP ∈CP .
The first part of the following assumption steams from Lemma 4.
A1. P ⊂ V andCP ⊂W andminimal coversCs ⊂CP of words s ∈ {v,w }do not contain twin pairs.
Moreover, CP ∈NP .
To explain the second part of A1, note that if C ′P ⊂ W , where C
′
P 6∈ NP but C
′
P ∈ [CP ], where
CP ∈NP , then taking g ∈G (S
5) such that g (C ′P ) =CP and V
′ = g (V ),W ′ = g (W )we obtain P ⊂ V ′ (as
g (P ) = P ) and CP ⊂W
′. Thus, V ′ andW ′ satisfy A1.
Clearly, by Lemma2, we should consider onmore case: T ⊂ V andCT ⊂W . However, as we shall
show in Statement 2, it is not necessary.
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Let |V | = N . To simplify computations we shall indicate the family CP with the assumption
|Cv |, |Cw | ≤ N − 5 in the case S = {a ,a
′,b ,b ′} and |Cv |, |Cw | ≤ N − 2 in the case |S | ≥ 6. For the
rest cases (that is |Cv | > N − 5 or |Cw | > N − 5 if S = {a ,a
′,b ,b ′} and |Cv | > N − 2 or |Cw | > N − 2 if
|S | ≥ 6 for every CP ⊂W such that the minimal covers Cs ⊂ CP of words s ∈ {v,w } do not contain a
twin pair) instead of A1 we shall assume that
A2: v ∈ V and Cv ⊂W for Cv ∈
⋃N−1
n=N−4N
n
v if S = {a ,a
′,b ,b ′}, and Cv ∈N
9
v if |S | ≥ 6,
where the family N nv consists of all non-isomorphic twin pair free minimal covers Cv of v =
b b b b b with n ∈ {N − 4, ...,N − 1} words. (Observe that if C ′v = g (Cv ) for some g ∈ G (S
5), then
g (v ) = v . Thus, in the same way as for CP we argue that Cv ∈
⋃N−1
n=N−4N
n
v .)
Let us note that we do not need consider minimal covers Cv ⊂W such that |Cv | = N . It follows
from the following observation:
LEMMA 9 Let V ,W ⊂ S5 be two equivalent codes such that |V | ≤ 15. For every v ∈ V and w ∈ W if
Cv ⊂W and Cw ⊂ V are twin pair free minimal covers of v and w , then |Cv |< |V | or |Cw |< |V |.
Proof. If on the contrary |Cv | = |Cw | = |V |, then V = Cw and W = Cv , that is V ,W are equivalent
polybox codes without twin pairs. By Theorem 1, there is precisely one, up to isomorphism, such
pair of codes, where |V | ≤ 15. But none of the codes from the familyN 12v has a form of one of the
codes enumerated in Theorem 1. 
As we mentioned at the beginning of Section 3, to find equivalent codes V andW we start with
portions of V and W which can be somehow predicted. Denoting these portions by V0 ⊂ V and
W0 ⊂W , it is seen that our assumptions describe V0 andW0: We have V0 = P andW0 =CP or V0 = {v }
andW0 = Cv . The only reason of considering of two systems of initial conditions V0,W0 (that is A1
or A2), and not only one, is a simplification of our computations: If we resign of the assumption
A2, and in A1 we assume that |Cv |, |Cw | ≤N − 1, then the family CP is much bigger than in the case
|Cv |, |Cw | ≤N −5, and indication ofCP is muchmore longer. On the other hand, if we consider only
initial conditions v ∈ V and Cv ⊂W , where |Cv | ∈ {5, ..., 14}, then reconstruction ofW in the base of
Cv for small numbers |Cv | would be very difficult (for example, if |Cv | = 5 and |W | = 15, we have to
extend Cv by 10 words to getW ).
To find the family NP and
⋃N−1
n=N−4N
n
v , we have to compute twin pairs free covers of a word.
Using algorithm COVERWORD we obtained the following results:
STATEMENT 1 Let S = {a ,a ′,b ,b ′}, v = b b b b b , and let N nv be a family of all non-isomorphic twin
pair free minimal covers of v such that |Cv |= n, where n ∈ {5, ..., 14}. Then
|N 14v | |N
13
v | |N
12
v | |N
11
v | |N
10
v | |N
9
v | |N
8
v | |N
7
v | |N
6
v | |N
5
v |
1275 683 287 153 51 19 4 3 1 1
Additionally, if S = {a ,a ′,b ,b ′, c , c ′}, then there are four twin pair free minimal covers Cv of v with
|Cv | = 9 such that Cv = C
i ,a
v ∪ C
i ,a ′
v ∪ C
i ,b
v ∪ C
i ,c
v ∪ C
i ,c ′
v for some i ∈ [5], where all sets C
i ,s
v , s ∈
{a ,a ′, c , c ′}, are non-empty. 
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The following result of computations shows that in A1 we do not need consider the case T ⊂ V :
STATEMENT 2 Let S = {a ,a ′,b ,b ′}, T = {v,u}, where v = b b b b b and u = b ′b ′b ′b ′b ′. Let C 0s , s ∈
{v,u}, be the family of all minimal twin pair free covers C 0s ⊂ S
5 of s ∈ {v,u} such that |C 0s | ∈ {5, ..., 14}
and neither C 0v nor C
0
u contains a pair of words which is isomorphic to the pair {b b b b b ,b
′b ′b ′b b }.
If CT is the family of all minimal covers CT ⊂ S
5 of T computed according algorithm COVERCODE, in
which we take Cu1 =C
0
v and Cu2 =C
0
u , such that |CT | ≤ 15 and CT does not contain a pair of words
which is isomorphic to the pair {b b b b b ,b ′b ′b ′b b } for every CT ∈ CT , then CT = ;. Moreover, the
same is true if |S | ≥ 6, |C 0s | ∈ {5, ..., 9} for s ∈ {v,u} and |CT | ≤ 10 for CT ∈CT . 
In the next two statements, we give families of covers of the code P . In the computations we used
results presented in Statement 1 and algorithm COVERCODE.
STATEMENT 3 Let S = {a ,a ′,b ,b ′, c , c ′}, P = {v,w }, where v = b b b b b and w = b ′b ′b ′b b . Let Cs ,
s ∈ {v,w }, be the family of all minimal twin pair free covers Cs ⊂ S
5 of s ∈ {v,w } such that |Cs | ∈
{5,6,7,8}, and letCP be the family of all minimal covers CP ⊂ S
5 of P computed according algorithm
COVERCODE, in which we take Cu1 = Cv and Cu2 = Cw , such that |CP | ≤ 10 for CP ∈ CP . Then
|CP |= 214080 and
|C 8P |= 64, |C
9
P |= 1536, |C
10
P |= 212480.
Moreover,
|N 8P |= 0, |N
9
P |= 0, |N
10
P |= 58,
whereN mP , m ∈ {8,9,10}, consists of all codes CP ∈NP such that |CP |=m and P ⊑˙C . 
STATEMENT 4 Let S = {a ,a ′,b ,b ′}, P = {v,w }, where v = b b b b b and w = b ′b ′b ′b b . Let Cs , s ∈
{v,w }, be the family of allminimal twin pair free covers Cs ⊂ S
5 of s ∈ {v,w } such that |Cs | ∈ {5, ..., 10},
and let CP be the family of all minimal covers CP ⊂ S
5 of P computed according algorithm COVER-
CODE, inwhichwe takeCu1 =Cv andCu2 =Cw , such that |CP | ≤ 15 forCP ∈CP . Then |CP |= 4965112
and
|C 8P |= 8, |C
9
P |= 96, |C
10
P |= 4256, |C
11
P |= 17760, |C
12
P |= 158048, |C
13
P |= 449568,
|C 14P |= 1795552, |C
15
P |= 2539824.
Moreover,
|N 8P |= 0, |N
9
P |= 0, |N
10
P |= 23, |N
11
P |= 42, |N
12
P |= 379, |N
13
P |= 839,
|N 14P |= 3679, |N
15
P |= 3665,
whereN mP , m ∈ {8, ..., 15}, consists of all codes CP ∈NP such that |CP |=m and P ⊑˙C . 
At the end, we give a result which simplify the proof of the first part of Theorem 3 in the case
|S | ≥ 8.
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LEMMA 10 Let v = b b b b b , w = b ′b ′b ′b b , P = {v,w } and let CP ⊂ S
5 be a minimal cover of P such
that minimal covers Cv ,Cw ⊂ CP of v and w do not contain a twin pair. If |CP | ≤ 8, then the code CP
can be written down in the alphabet S = {a ,a ′,b ,b ′, c , c ′}.
Proof. Since |CP | ≤ 8, wehave |Cs | ≤ 8 for s ∈ {v,w }. There are only 9 twinpairs free covers of theword
v with |Cv | ≤ 8, and for each of them we have Cv ⊂ {a ,a
′,b }5. Similarly Cw ⊂ {a ,a
′,b ,b ′}5. Thus,
CP =C
i ,a
P ∪C
i ,a ′
P ∪C
i ,b
P ∪C
i ,b ′
P ∪C
i ,c
P ∪C
i ,c ′
P for i ∈ [5]. Indeed, ifCv ⊂ {a ,a
′,b }5, thenCw ⊂ {a ,a
′,b ,b ′}5
or Cw ⊂ {c , c
′,b ,b ′}5. Clearly, CP =Cv ∪Cw . 
4 Proofs
We divide the proof of Theorem 3 with respect to the number of letters in S .
Let us recall that if C ⊂ Sd and {u1, . . . ,un} ⊂ Sd are disjoint polybox codes, and Un (C ) = C ∪
{u1, . . . ,un} is a code, then it is called an extension (by n-words) of C . LetUn (C ) be the family of all
extensionsUn (C ) of the code C .
4.1 The case |V | ≤ 10 and |S | ≥ 6
Proof of the first part of Theorem3. LetV ,W ⊂ S5 be equivalent codeswhich satisfy A1 or A2 (compare
the previous section). Since V ⊑˙W andW ⊑˙V we have, by Corollary 1,∆(V ,W )≥ 5. LetN = |V |, and
letN mP ,N
m
v be as in Statements 3 and 1, respectively.
If |S | ≥ 8 and |V | ≤ 8, then, by Lemma 10, we may assume that V ⊂ {a ,a ′,b ,b ′, c , c ′}5.
By Statement 3, there are no covers inCP with less that 8 words. This proves our theorem in the
case N ≤ 7 (that is, every equivalent codes V ,W ⊂ S5 with |V | ≤ 7 are strongly equivalent).
Since, again by Statement 3,N 8P = ; the theorem, by Lemma 7, is also true in the case N = 8.
Let N = 9. By Lemma 9, we do not need to consider covers from N 9v , and since N
9
P = ;, the
theorem holds true in the caseN = 9.
LetN = 10, and letU 91 =
⋃
C ∈N 9v
U1(C ).
We computed that
|U 91 |= 18382.
For everyW ∈U 91 , using algorithm FINDSECONDCODE in which R = {v }, we obtained V (W ) = ;.
Similarly, V (W ) = ; for everyW ∈ N 10P , where in algorithm FINDSECONDCODE we take R = P .
SinceN 8P ∪N
9
P = ;, by Lemma 7, the theorem is proved. 
COROLLARY 2 Every equivalent codes V ,W ⊂ Sd , where d ≤ 5 and |V | ≤ 8 are strongly equivalent.
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4.2 The case |V | ≤ 15 and S = {a ,a ′,b ,b ′}
Some computationsmade in our proof of the second part of Theorem 3 deal with flat polybox codes.
For example, we shall compute extensions by n ∈ {0, ..., 4}words of codesW with |W |= 11 andW =
W i ,a for some i ∈ [5]. For some n (especially for n = 4) such computations are long (because of the
flatness of a code), and since we are able to predict the properties of the resulting extensions, some
of the computations can be omitted, and some can be simplify. Below we give results which help us
to do such simplifications.
We start with an interesting observation steaming from the first part of Theorem 3.
Let V ⊂ Sd be a cube tiling code,Q ⊂ V be a simple component of V , and letU (Q ) be the simple
cube tiling code containing Q . If it is possible to pass from V to U (Q ) by gluing and cutting such
that the codeQ is unchanged during the process of gluing and cutting, thenQ is called fixed simple
component.
THEOREM 4 Let V ⊂ S4 be a cube tiling code, Q ⊂ V be a simple component of V , and let U (Q ) be the
simple cube tiling code containingQ. Then it is possible to pass from V toU (Q ) by gluing and cutting,
whereQ is fixed simple component.
Proof. Let S = {a1,a
′
1, ...,a8,a
′
8}. For simplicity we may assume thatU (Q ) = {a1,a
′
1}
4. Let i ∈ [4] be
such that V = V i ,a1∪V i ,a
′
1∪ . . .∪V i ,ak ∪V i ,a
′
k for some k ∈ {2, ..., 8}, where all sets on the right side are
non-empty. (If V = V i ,a1 ∪V i ,a
′
1 for every i ∈ [4], then V =U (Q ) and there is nothing to prove.) Since,
by Corollary 2, for every j ∈ {2, ...,k}, the codes V
i ,a j
i c and V
i ,a ′j
i c are strongly equivalent, we may pass
by gluing and cutting from V to a cube tiling code V¯ , where V¯ = V¯ i ,a1 ∪ V¯ i ,a
′
1 (compare Subsection
2.2). Note that, during the process of passing from V to V¯ the code V i ,a1∪V i ,a
′
1 was unchanged, and
thusQ was unchanged, asQ ⊂ V i ,a1 ∪V i ,a
′
1 . In this manner we can pass from V toU (Q ) by gluing
and cutting keepingQ unchanged. 
COROLLARY 3 Every equivalent polybox codes V ,W ⊂ S4 with |V |= 15 are strongly equivalent.
Proof. In [5] it was shown that V andW can be extended to a cube tiling code by one word, say v .
Let QV ⊂ V ∪ {v } and QW ⊂ W ∪ {v } be the simple components of V ∪ {v } and W ∪ {v } such that
v ∈QV ∩QW . LetU (QV ) be the simple cube tiling code containingQV . By Theorem 4, we can pass
fromV ∪{v }andW ∪{v } toU (QV )bygluingandcuttingwithQV andQW fixed. Inparticular, theword
v is unchanged during the process of gluing and cutting. Thus, V andW are strongly equivalent. 
Proof of the second part of Theorem3. LetV ,W ⊂ S5 be equivalent codes satisfying A1 and A2 (see
Subsection3.2). As in theproofof thefirst part, wehave∆(V ,W )≥ 5. LetN = |V |, and letN mP ,N
m
v be
as in Statements 4 and1, respectively. By the first part of Theorem 3 every equivalent codesV ,W ⊂ S5
with |V | ≤ 10 are strongly equivalent and thus, we have to consider the case 11≤N ≤ 15.
LetN =N 10P ∪N
15
P ∪
⋃14
i=11N
i
v ∪N
i
P . In the first step we shall compute all extensionsUn (C ) of
codes C ∈ N for n ∈ {0, ..., 4}, where |W | ∈ {11, ..., 15} for everyW ∈ Un (C ). Note that, if some C is
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flat, that is C = C i ,s for some i ∈ [5] and s ∈ S then, by Lemma 6, computingUn (C ) we can extend
C by words v with vi = s , which speeds up computations. (For C ∈ N
10
P extensions U5(C ) will be
computed in a little different manner than the others extensions.) Next, using algorithm FINDSEC-
ONDCODE, for every W ∈
⋃4
n=0
⋃
C ∈N Un (C ) we compute the families V (W ) of codes V which are
equivalent to W and ∆(V ,W ) ≥ 5. In Table 1 we collected the numbers of such pairs with one ex-
ception: We did not compute extensionsU4(C ) for four codes C ∈N
11
P . The reason is that all these
four codes are flat, and thus they can be identify with codes in dimension four. Their extensions
W ∈ U4(C ) have 15 words. Since we are looking for equivalent codes V ,W with ∆(V ,W ) ≥ 5, by
Lemma 6, extensionsW ∈U4(C ) have to by flat. Thus, by Corollary 3, for everyW ∈U4(C ) and every
code V which is equivalent toW , the codes V ,W are strongly equivalent. (In Table 1 we denoted the
lack of these computations by 0†, that is for mentioned four codes we did not make any computa-
tions, and for the rest (non-flat) codesW ∈U4(C ) we found no pairs V ,W of equivalent codes such
that |V |= 15 and∆(V ,W )≥ 5.)
We should also find extensions ofCP ∈N
10
P byfivewords. However, such extensions needs a long
computations (we have to add five words), and therefore we shall use algorithmCOVERCODE♮ , which
is much more faster in this case. To do this, recall that we assume that P ⊂ V and CP ⊂W , where
covers Cv ,Cw ⊂ CP of v and w do not contain a twin pair. Each CP ∈N
10
P contains a pair of words ,
sayQ = {p ,q }, which is isomorphic toP . LetCQ ⊂ V be aminimal cover ofQ . By Lemma1wepass by
gluing and cutting to a code C¯Q in which covers Cp ,Cq ⊂ C¯Q do not contain a twin pair and |C¯Q | ≤ 10
(we computed at the beginning extensions of codes fromN iP for i ∈ {11, ..., 14}). Additionally, wemay
exclude from further consideration all these covers C¯Q for which one can pass by gluing and cutting
to a code ¯¯CQ such that
¯¯CQ ∩Q 6= ;. Clearly, passing from CQ to C¯Q we have changed V to V¯ . Thus,
we obtained a pair of equivalent codes V¯ andW such that CP ⊂W , where CP ∈ N
10
P and C¯Q ⊂ V¯ ,
where C¯Q ∈C
10
Q andC
10
Q is the family of all covers ofQ with 10 words (let us recall that, by Statement
4, N iQ = ; for i ∈ [9]). Now, using algorithm COVERCODE
♮ , we compute all extensionsU
♮
5 (CP ) of CP
with the assumption that these extensions have to cover a code C¯Q . Denote the family of allU
♮
5 (CP )
byU
♮
5 (CP ). Now for every CP ∈ N
10
P and everyW ∈ U
♮
5 (CP ), using algorithm FINDSECONDCODE in
which we take R = C¯Q , we compute the family V (W ). We obtained 8 pairsW , V¯ , where V¯ ∈ V (W ).
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|U (C )|= 15 |U (C )|= 14 |U (C )|= 13 |U (C )|= 12 |U (C )|= 11
C ∈C 10P 8
† 46 0 0 0
C ∈N 11v 1 0 0 0 0
C ∈N 11P 0
† 20 1 2† 0
C ∈N 12v 0 0 0 0 -
C ∈N 12P 0 0 0 0 -
C ∈N 13v 0 0 0 - -
C ∈N 13P 0 0 0 - -
C ∈N 14v 0 0 - - -
C ∈N 14P 0 0 - - -
C ∈N 15P 0 - - - -
Table 1: The number of pairs of equivalent codes V ,W (|W |= |U (C )|,U (C ) is an extension of C by n ∈ {0, ...,4}words and
V ∈ V (W )) with ∆(V ,W ) ≥ 5 and 11 ≤ |V | ≤ 15. 8† means that there are 8 pairs V¯ ,W found using algorithm COVERCODE♮;
0† means that we did not make computations for flat codes C ∈ N 11
P
, and for the rest (non-flat) codes we found no pairs
with desire properties. Finally, 2† means that one of two pairs is the special pair.
Now for every computed pairs of codes V ,W and V¯ ,W we have to check whether V ⊑˙W ,W ⊑˙V
and V¯ ⊑˙W ,W ⊑˙V¯ , respectively. To do this, we check first whether it is possible to pass by gluing and
cutting fromW to W¯ such that W¯ ∩P 6= ; (in the case of codesW , V¯ we check whether it is possible
to pass by gluing and cutting from V¯ to ¯¯V such that ¯¯V ∩Q 6= ;, where recall thatQ ⊂W ).
We computed, using algorithmGLUEANDCUT, that for each considered pair of codes, except one,
such passing is possible, that is it is not true thatV ⊑˙W ,W ⊑˙V and V¯ ⊑˙W ,W ⊑˙V¯ for all, but one, pairs
V ,W and V¯ ,W . This exceptional pair V ,W is, up to isomorphism, the special pair. In particular,
by the first part of the theorem and Lemma 7, we showed that every equivalent codes V ,W ⊂ S5,
S = {a ,a ′,b ,b ′}, with |V | ≤ 11 are strongly equivalent. 
COROLLARY 4 Let V ,W ⊂ Sd , S = {a ,a ′,b ,b ′}, d ≤ 5, be two equivalent polyboxwhich are not strongly
equivalent. Thend ≥ 4, and for d = 4 the codesV ,W form, up to isomorphism, the special pair. If d = 5
and |V | ≤ 15, then |V | ∈ {12, ..., 15} and it is possible to pass from V to V¯ and from W to W¯ by gluing
and cutting such that there are decompositions V¯ = V 1 ∪P and W¯ =W 1 ∪P , where V 1,W 1 is, up to
isomorphism, the special pair.
Proof. By Lemma 3 and Theorem 3we have to prove only the first part of the lemma. Since, by Theo-
rem 3, the special pair V ,W is the only pair of equivalent codes V ,W ⊂ Sd , where d ≤ 5 and |V | ≤ 15,
with V ⊑˙W andW ⊑˙V , we have d ≥ 4. It is easy to check there are only four words V ′ = {v 1, ...,v 4}
such that the sets V ∪Q ,W ∪Q are polybox codes for anyQ ⊂ V ′, where V ,W ⊂ S4 is, up to isomor-
phism, the special pair. Moreover, it can be computed (using algorithmGLUEANDCUT) that for every
non-empty setQ ⊂ V ′ the codes V ∪Q andW ∪Q are strongly equivalent. Thus, by Lemma 3, the
special pair is the only pair of equivalent codes in dimension four which are not strongly equivalent.

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4.3 Proof of Theorem 2
Proof of Theorem 2. Let i ∈ [6] be such that the number of sets on the right side of the decomposition
U =U i ,a1 ∪U i ,a
′
1 ∪ . . .∪U i ,ak ∪U i ,a
′
k
is the greatest (we assume that all these sets are non-empty). If k ≥ 4, then we may assume that
|U i ,ak ∪U i ,a
′
k | ≤ 16. Let V =U
i ,ak
i c andW =U
i ,a ′
k
i c . By the first part of Theorem 3, the codes V ,W ⊂ S
5
are strongly equivalent. Thus, proceeding as described in Subsection 2.2 we can pass from U to a
cube tiling code U¯ by gluing and cutting, where
U¯ =U i ,a1 ∪U i ,a
′
1 ∪ . . .∪U i ,ak−2 ∪U i ,a
′
k−2 ∪U¯ i ,ak−1 ∪U¯ i ,a
′
k−1 .
Clearly, continuing this process of the reduction of the number of sets in the decomposition of words
inU we may at once assume, again by the first part of Theorem 3, that it is possible to pass fromU
to U¯ ⊂ {a ,a ′,b ,b ′}6 by gluing and cutting (we took a1 = a ,a2 = b ).
Suppose that
U¯ = U¯ i ,a ∪U¯ i ,a
′
for some i ∈ [6], and let V = U¯ i ,ai c andW = U¯
i ,a ′
i c . Since |V | = |W | = 32, the codes V ,W ⊂ S
5 are two
cube tiling codes. Let P ⊂ S5 be any fixed simple cube tiling code. As every two cube tilings codes in
dimension five are strongly equivalent ([20]), it follows that we may pass from V to P and similarly,
fromW to P by gluing and cutting. Thus, by gluing and cutting we can pass from U¯ to ¯¯U , where
¯¯U = ¯¯U i ,a ∪ ¯¯U i ,a
′
,
and ¯¯U i ,ai c = P ,
¯¯U i ,a
′
i c = P , that is
¯¯U is a simple cube tiling code.
Let us consider now the case in which
U¯ = U¯ i ,a ∪U¯ i ,a
′
∪U¯ i ,b ∪U¯ i ,b
′
(4)
for every i ∈ [6]. We shall show that we may assume that |U¯ i ,b ∪U¯ i ,b
′
| ≤ 30.
Assume that |U¯ i ,b ∪U¯ i ,b
′
|= 32 (that is |U¯ i ,s |= 16 for s ∈ {a ,a ′,b ,b ′}). By [19], the cube tiling code
U¯ contains a twin pair. Without loss of generality, we may assume that it is v,w , where vi = b and
wi = b
′, that is v ∈ U¯ i ,b andw ∈ U¯ i ,b
′
. Turning the pair v,w by gluing and cutting, into the twin pair
v¯ , w¯ , where v¯i = a and w¯i = a
′, we pass from U¯ to ¯¯U by gluing and cutting, where | ¯¯U i ,b ∪ ¯¯U i ,b
′
|= 30.
Thus, in (4) we may assume that |U¯ i ,b ∪U¯ i ,b
′
| ≤ 30.
Let V = U¯ i ,bi c andW = U¯
i ,b ′
i c . Clearly, the codes V ,W ⊂ S
5 are equivalent and |V | ≤ 15.
If V andW are strongly equivalent, then we can pass (compare Subsection 2.2) from U¯ to ¯¯U by
gluing and cutting, where ¯¯U is such that
¯¯U = ¯¯U i ,a ∪ ¯¯U i ,a
′
.
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This means, as we showed above, that we can pass by gluing and cutting from U to a simple cube
tiling code.
Assume now that V andW are not strongly equivalent. By Corollary 4, it is possible to pass from
V to V¯ and from W to W¯ by gluing and cutting, where V¯ = V¯ 1 ∪ P , W¯ = W¯ 1 ∪ P and the pair of
codes V¯ 1,W¯ 1 is, up to isomorphism, the special pair in S5. We may assume that i = 6 and v5 = a
for every v ∈ V¯ 1 ∪ W¯ 1 (compare Theorem 1). Since |V¯ 1 ∪ W¯ 1| = 24, the last assumption means that
| ¯¯U 5,a | ≥ 24. Then | ¯¯U 5,b ∪ ¯¯U 5,b
′
| ≤ 16 and consequently, by Theorem 3, the codes ¯¯U 5,b5c and
¯¯U 5,b
′
5c , are
strongly equivalent. Therefore, in the samemanner as above we show that we can pass by gluing and
cutting fromU to a simple cube tiling code. 
5 Some consequences and open problems
In the last section we give a few results that steammainly from Theorem 3. We believe that there are
much more interesting problems dealing with glue and cut procedure. At the end of the paper we
shall formulate the most obvious of them.
Let S = {a1,a
′
1, ...,ak ,a
′
k
}, and let V ⊂ Sd be a polybox code. If V = V i ,a1∪V i ,a
′
1∪· · ·∪V i ,ak ∪V i ,a
′
k ,
then let Di (V ) = ((|V
i ,a1 |, |V i ,a
′
1 |), . . . , (|V i ,ak |, |V i ,a
′
k |)) for i ∈ [d ].
5.1 Some consequences of Theorem 3
Theorem 4 can be extended on cube tiling codes in dimension five:
THEOREM 5 Let V ⊂ S5 be a cube tiling code, Q ⊂ V be a simple component of V , and let U (Q ) be the
simple cube tiling code containingQ. Then it is possible to pass from V toU (Q ) by gluing and cutting
withQ fixed.
Proof. Suppose that there is i ∈ [5] such that for every j ∈ [k ] codes V
i ,a j
i c ,V
i ,a ′j
i c are strongly equiv-
alent, where V = V i ,a1 ∪ V i ,a
′
1 ∪ · · · ∪ V i ,ak ∪ V i ,a
′
k . We may assume that Q ⊂ V i ,a1 ∪ V i ,a
′
1 . Since
the codes V
i ,a j
i c and V
i ,a ′j
i c are strongly equivalent for j ∈ {2, ...,k} we can pass by gluing and cut-
ting from V to V¯ , where V¯ = V¯ i ,a1 ∪ V¯ i ,a
′
1 and V i ,a1 ∪ V i ,a
′
1 ⊂ V¯ , which means that Q ⊂ V¯ . Let
Q 1 =Q
i ,a1
i c ,Q
2 =Q
i ,a ′1
i c ,V
1 = V¯
i ,a1
i c and V
2 = V¯
i ,a ′1
i c . By Theorem 4, it is possible pass from V
1 toUi c (Q )
and from V 2 toUi c (Q ) by gluing and cutting such thatQ
1 andQ 2 are fixed. Hence, we can pass from
V toU (Q ) by gluing and cutting withQ fixed.
Let R ,T ⊂ S4 be the special pair. Then
Di (R ) = ((3,3), (3,3)) for i ∈ {1,2} and Di (R ) = ((1,1), (5,5)) for i ∈ {3,4}
and
Di (T ) = ((3,3), (3,3)) for i ∈ {1,2} and Di (T ) = ((5,5), (1,1)) for i ∈ {3,4}.
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If there is r ∈ [5] such that codes V
r,a j
r c ,V
r,a ′j
r c are not strongly equivalent, then, by Corollary 4 (for
d = 4), they form , up to isomorphism, the special pair for some j ∈ [k ], where V = V r,a1∪V r,a
′
1 ∪· · ·∪
V r,ak ∪V r,a
′
k . Therefore, by the form of the vectors Di (R ),Di (T ), each vector Di (V ), i 6= r , contains
two pairs (x1, y1) and (x2, y2) such that xi , yi ≥ 6 for i = 1,2. Consequently, by Corollary 4, for every
j ∈ [k ] codes V
i ,a j
i c ,V
i ,a ′j
i c are strongly equivalent, where V = V
i ,a1 ∪V i ,a
′
1 ∪ · · · ∪V i ,ak ∪V i ,a
′
k , i 6= r . 
Theorem 5 is a source of non-trivial examples of strongly equivalent codes V ,W ⊂ S5:
COROLLARY 5 Let V ,W ⊂ S5 be equivalent codes and suppose that there is a simple code V ′ ⊂ S5 such
that V ∪V ′ is a cube tiling code. Then V and W are strongly equivalent. In particular, if V is a cube
tiling code, Q ⊂ V is a simple component of V and W is equivalent to V \Q, then V \Q and W are
strongly equivalent. 
From Corollary 5 we obtain immediately the following two interesting observation:
COROLLARY 6 Let V ,W ⊂ S5 be equivalent codewhich are not strongly equivalent. Then for any simple
codes V ′,W ′ ⊂ S5, the sets V ∪V ′ andW ∪W ′ are not cube tiling codes. 
COROLLARY 7 If V ⊂ S5 is a cube tiling code which is not simple, andQ ⊂ V is a simple component of
V , then the polybox code V \Q contains a twin pair.
Proof. LetU (Q ) the simple cube tiling code containingQ . The codes V \Q andU (Q )\Q are equiva-
lent. Note, thatV \Q∩U (Q )\Q = ;, otherwiseQ wouldnot be a simple component ofV . By Corollary
5, the codes V \Q andU (Q ) \Q are strongly equivalent, and since V \Q 6=U (Q ) \Q , the code V \Q
contains a twin pair. 
For cube tiling codes V ⊂ S6 based on Theorem 3 and Corollary 4 it is possible to prove a weaker
version of Theorem 5 (we give it without proof):
THEOREM 6 Let V ⊂ S6 be a cube tiling code. There is a simple componentQ ⊂ V such that it is possible
to pass from V to U (Q ) by gluing and cutting with Q fixed, where U (Q ) is the simple cube tiling code
containingQ. 
5.2 Open problems
Since we know now that every cube tiling codes V ⊂ S7 contains a twin pair ([2]), the first problem (it
was posed in [5]) reads as follows:
Problem 1. Is it true that every cube tiling codes V ,W ⊂ S7 are strongly equivalent?
It is very doubtful that resolving of this problem leads along the same lines as for d = 6, because
characterization of all pairs V ,W ⊂ S6 strongly equivalent polybox codes V ,W such that |V | ≤ 31
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wouldbe verydifficult. However, it seems that themethod appliedhere allows to reduce the problem
to examine polybox codes V ,W ⊂ S7 for S = {a ,a ′,b ,b ′, c , c ′}.
It is interesting question whether the following generalization of Theorem 5 holds true:
Problem 2. Let V ⊂ Sd be a cube tiling code, and letQ ⊂ V be a simple component of V . Sup-
pose that cube tiling codes V andU (Q ) are strongly equivalent, whereU (Q ) is the simple cube tiling
code containingQ . Can we pass from V toU (Q ) by gluing and cutting withQ fixed? If not, can we
characterize cube tiling codes for which such fixed simple components exist?
Beside the special pair we know only a few (about 30) pairs of equivalent codes V ,W which do
not contain twin pairs, and thuswhich are not strongly equivalent (we do not take into consideration
twinpairs free cube tilingcodesobtainedby themethodgiven in [15]). Thenextproblemasks in some
sense of the role of twin pairs in equivalent but not strongly equivalent polybox codes:
Problem 3. Let V ,W ⊂ Sd be equivalent codes which are not strongly equivalent. Suppose that
V andW cannot be decomposed such as codes in Corollary 4. Can the codes V andW both contain
twin pairs?
To show that two codes V ,W ⊂ Sd are strongly equivalent it is enough to show that it is possible
to pass from V andW by gluing and cutting to two simple codes P andQ , respectively. Surly, a path
(in the graphG (compare Section 1)) joining V andW and passing through P andQ need not to be
shortest one. Therefore it is natural to ask how to find such shortest path:
Problem 4. Let G be the graph defined in Section 1, and suppose that for two vertices V ,W ∈
T (Sd ) there is a path joining V andW . What is an algorithm of finding a shortest path between V
andW ?
As we mentioned in Remarks 3 to decide whether {p}⊑˙V using algorithm GLUEANDCUT can be
extremely difficult. Thus, it is worthy to ask on the better method:
Problem 5. For a given word p ∈ Sd and a polybox code V ⊂ Sd , how to decide fast whether
{p}⊑˙V ?
The solution of the problem considered in presented paper has its roots in our investigations on
Keller’s cube tiling conjecture. There are many other interesting problems dealing the structure of
cube tilings and we are believe that they will be examined in the future.
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