Knowing the location and the volume of the prostate is important for ultrasoundguided prostate brachytherapy, a commonly used prostate cancer treatment method. The prostate boundary must be segmented before a dose plan can be obtained. However, manual segmentation is arduous and time consuming. This paper introduces a semi-automatic segmentation algorithm based on the dyadic wavelet transform (DWT) and the discrete dynamic contour (DDC). A spline interpolation method is used to determine the initial contour based on four userdefined initial points. The DDC model then refines the initial contour based on the approximate coefficients and the wavelet coefficients generated using the DWT. The DDC model is executed under two settings. The coefficients used in these two settings are derived using smoothing functions with different sizes. A selection rule is used to choose the best contour based on the contours produced in these two settings. The accuracy of the final contour produced by the proposed algorithm is evaluated by comparing it with the manual contour outlined by an expert observer. A total of 114 2D TRUS images taken for six different patients scheduled for brachytherapy were segmented using the proposed algorithm. The average difference between the contour segmented using the proposed algorithm and the manually outlined contour is less than 3 pixels.
Introduction
In prostate brachytherapy, radioactive seeds are implanted through a template into the prostate under transrectal ultrasound (TRUS) guidance. Successful execution of this procedure requires several preoperative procedures, including a volume study using TRUS and computerized dosimetry (Pathak et al 1998) . In the TRUS volume study, the TRUS probe is inserted into the rectum and cross-sectional images are obtained at fixed intervals from the base to the apex of the prostate. Traditionally, a skilled technician is required to manually outline the prostate boundaries in these cross-sectional images, and the prostate volume is computed using various methods (Fenster et al 1998, Terris and Stamey 1991) . The boundaries outlined in this procedure provide essential information for radiation planning for early-stage prostate cancer.
Although manual outlining of the prostate border enables the prostate volume to be determined accurately (Tong et al 1996) , it is time consuming and tedious. Therefore, a number of investigations have been devoted to designing automatic or semi-automatic algorithms that are suitable for segmenting the prostate boundary in ultrasound images. Liu et al (1997) used the radial bas-relief method for obtaining a 'bas-relief' image, which was then enlarged and superimposed on the original TRUS image to obtain an edge map of the TRUS image. The drawback of this method is its insensitivity to edges parallel to the radial direction from the centre of the prostate. Richard and Keen (1996) classified each pixel of an ultrasound image using four edgerelated energy measures. Along with the relative position of a pixel, the energy measures were used to determine to which cluster a pixel belongs. Since the number of clusters was not predictable for a particular image, the prostate may be represented by disconnected regions. However, no postprocessing technique was proposed to ensure the prostate was represented by only one region.
In the deformable prostate segmentation model proposed by Shen et al (2003) , the TRUS images were first smoothed by a small ellipse-shaped median filter. The Gabor filter bank was then used to compute a number of features, which were used to drive the deformable model described in their paper. The Gabor features provide rich edges map in different directions, and this information is available for a number of different scales. Kwoh et al (1998) described a method that used the Fourier transform to analyse the radial distance of the contour from the centre of the prostate. An iterative process used the edge points sampled from the edge map, which was produced by the radial bas-relief method (Liu et al 1997) , to determine an appropriate number of harmonic terms that described the coordinates of the contour. This method generated an accurate contour, but it relied on the accuracy of the centre estimation. Ladak et al (2000) used a cubic spline interpolation technique to define an initial contour based on four user-defined points. After initialization, Lobregt's discrete dynamic contour (DDC) model (Lobregt and Viergever 1995) was used to refine the boundary. This approach was shown to be effective when the initial contour was defined accurately, but the result was less satisfactory for segmenting an irregular boundary that could not be accurately approximated by the initial contour, and further human intervention was required under this condition. Knoll et al (1999) used the active contour models introduced by Kass et al (1987) , but they imposed constraints on the model's deformation according to the shape of a prior model. In this method, one-dimensional wavelet transform was applied on the radial function of both the prior model and the deformed model. While it was demonstrated that this method detected the prostate boundary accurately, the dependence of the statistically derived prior model has limited its ability to segment the prostate with aberrant shape.
In addition to 2D deformable contour models, researchers have proposed 3D deformable models to segment the 3D volumetric prostate image obtained by interpolating a series of contiguous 2D images. Hu et al (2003) required the user to select six initial points, which were then used to estimate the ellipsoid that acted as the initial volume of the 3D deformable model. The deformation dynamics used in this algorithm was similar to the Lobregt's 2D model (Lobregt and Viergever 1995) . In the 3D deformable contour proposed by Ghanei et al (2001) , the operator was required to select four to eight initial points in 40%-70% of 2D cross-sectional images of each prostate, from which an initial 3D surface was generated.
Most of the above-mentioned methods depended on at least one statistical estimation for initialization, requiring training and the selection of the training set, and some of these initialization methods were not accurate enough (Shen et al 2003) . We believe a semiautomatic initialization method such as that proposed by Ladak et al (2000) is more reliable, but the accuracy of the initial contour that was used in their algorithm was not high enough for accurate segmentation of some irregular prostate shape.
In this paper, we describe a semi-automatic 2D prostate segmentation method that does not require a statistical prior model or an accurate initial contour. Our 2D segmentation algorithm uses the dyadic wavelet transform (DWT) proposed by Mallat and Zhong (1992) as the preprocessing method. Unlike the traditional wavelet transform (Frazier 1999 , Walnut 2002 ), Mallat's dyadic wavelet transform has the translation-invariant property, which is important in computer vision applications such as segmentation. The DWT produces one set of approximate coefficients and two sets of wavelet coefficients at each scale for a twodimensional image. Mallat showed that the approximate coefficients represent a smoothed version of the original image, while the two sets of wavelet coefficients represent the two components of the gradient vector of the smoothed image. After obtaining the approximate and wavelet coefficients, we use a DDC model similar to that introduced in Ladak et al (2000) to define the prostate boundary. Previous research (Knoll et al 1999) has used the wavelet coefficients to drive an active contour model, but in our work, we use both the approximate and wavelet coefficients to drive our contour model. In addition, although Mallat and Zhong (1992) have introduced a family of spline wavelet, only the quadratic spline wavelet is used both in their work and in Knoll et al (1999) . In our proposed algorithm, we use our DDC model under two different settings, in which the DDC model is driven by coefficients generated using wavelets with two different support sizes. After obtaining the contour generated in both trials, we compare each point of a contour to its correspondence on another contour, and decide which of the two points is closest to the actual boundary using a best boundary selection rule. The final contour obtained using this procedure, along with the contours generated in both trials, are evaluated using a distance-based metric proposed by Chalana and Kim (1997) and an area-based metric proposed by Ghanei et al (2001) .
Methods
The proposed algorithm is based on a particular deformable model technique, called discrete dynamic contour (DDC), introduced by Lobregt and Viergever (1995) . In section 2.1, we provide a brief introduction of the DDC model. This model is executed twice: at the first time, the model is driven by an energy field derived from the approximate coefficients of the dyadic wavelet transform (DWT), and the final deformation is driven by the wavelet coefficients generated by the DWT. In section 2.2, we describe the first deformation operation, which involves a slight modification of the DDC model introduced in section 2.1. The DWT, which is used to generate the approximate and wavelet coefficients, is introduced in section 2.3. The derivation of the energy field that is used to drive the first deformation is presented in The initial contour (white) with spacing between adjacent vertices equals to 15 pixels is shown. The sampled vertices are represented by the cross symbol (×). The four user-defined initial points are marked with asterisks ( * ). The black solid line represents the manually outlined boundary of the prostate. At the concave section pointed to by the arrows, the initial contour is not close to the manually segmented boundary and the contour model is easily attracted to the false edge around the region. A solution of this problem is described in section 2.2. section 2.4. The best boundary selection rule, which chooses the best contour based on the quadratic spline and seventh-order spline coefficients and the respective contours they drive, is described in section 2.5. The complete algorithm is outlined in figure 1 as functional blocks.
Discrete dynamic contour (DDC)
2.1.1. Initialization. The DDC initialization routine requires a user to enter four initial vertices close to the boundary. After four initial vertices have been entered, the conventional spline interpolation technique (de Boor 2001 , Bartels et al 1983 interpolates the four vertices in a way such that the first and the second derivative of both the x and y coordinates at every vertex are continuous. Figure 2 illustrates the initial contour with the spacing between adjacent vertices equals to 15 pixels. The contour drawn in black is the prostate boundary drawn by an expert observer.
Deformation process.
The deformation process has been described in the literature (Ladak et al 2000, Lobregt and Viergever 1995) , and is summarized briefly here.
In the DDC model, two kinds of forces act on the vertices: the internal forces and the external forces. The purpose of the internal forces is to minimize the local curvature of the contour, and the external forces pull the vertices to the local maximum of an external potential energy distribution E ext , which is usually defined according to the characteristic of the image to be segmented. Readers are referred to Lobregt and Viergever (1995) and Ladak et al (2000) for the equations that define the internal and external forces.
The total force f i acting on a vertex is a weighted combination of the external force, the internal force and the damping force, described by
( 1) where w ex and w int are user-defined relative weighting, normally chosen between 0 and 1. The damping force f damp,i is defined to be proportional to the velocity of the vertex v i :
The weighting factor w damp is negative. The damping force ensures the stability of the deformation process. The position of each vertex V i is calculated every t unit of time. Suppose the position, velocity and acceleration of the vertex V i at a specific time t are denoted by p i (t), v i (t) and a i (t), respectively. Then, these quantities at t + t are calculated using the following equations:
The value of f i (t + t) is calculated using equations (1) and (2). The value of m i is the 'mass' of the vertex in the physical context. In this discrete dynamic contour model, the masses of all vertices are assigned to be 1.
The first and final deformation
It can be observed from figure 2 that the initial contour defined using the spline interpolation technique cannot capture the concave section of the boundary indicated by the arrows. Since there are false edge features near the initial boundary, the DDC model driven by an energy field proportional to the gradient modulus alone is easily attracted to these edges (see figure 8(a)). To improve the accuracy of the segmented boundary, we propose a method that refines the contour before it is driven by the gradient modulus of the image. In a typical prostate TRUS image (see figure 2), the interior of the prostate is relatively dark, while the exterior is relatively bright, and the smoothed image near the edge has values between the two extremes. We can use the intensity information, which is provided by the approximate coefficient of the dyadic wavelet transform (see section 2.3) to drive the DDC model away from the region of high greyscale value and towards the actual boundary.
In the first deformation, we use an energy field derived from the approximate coefficients (see section 2.4 for details) to drive a modified DDC model. This DDC model only takes into account the external forces that drive the contour towards the centre of the prostate and ignores the external forces opposite to this direction. The purpose of the first deformation is to drive the contour towards the concave section that is inside the initial boundary. In cases where the shape of the prostate is approximately elliptical, and is accurately outlined by the spline-interpolated initial contour, or if the actual boundary is outside the initial contour, the first deformation would produce a contour that is similar to the original spline-interpolated contour. Therefore, the contour that serves as the input of the final deformation process, which is driven by the energy field derived from the gradient modulus, will either be better or approximately the same as the original initial contour. Figure 3 shows the block diagram of the first deformation procedure. Figure 4 (a) compares the output contour of the first deformation procedure with the manually outlined boundary and the initial contour, and figure 4(b) shows the contour after the final deformation is completed.
Dyadic wavelet transform (DWT)
2.3.1. Introduction. Mallat and Zhong (1992) proved that it is always possible to find wavelets that have one vanishing moment such that
where θ(x, y) is a 2D smoothing function that converges to 0 at infinity and integrates to a positive value.
Suppose f ∈ L 2 (R 2 ), the wavelet transforms of f with respect to 1 and 2 are defined by
where we have defined that, for any
It can be proved (Mallat and Zhong 1992) that the wavelet transform components are proportional to the corresponding components of the gradient vector of {f * θ 2 j }:
, and * in equation (8) represents the convolution operation.
The modulus of this gradient vector is proportional to the wavelet transform modulus: 
For any j 0, we define the larger scale approximation a j by
and denote the integer samples of wavelet transforms at scale 2 j by d
(12) Mallat has developed a fast dyadic wavelet transform algorithm that decomposes a j into a j +1 , d 1 j +1 and d 2 j +1 recursively. In this formulation, 2 j ≈ θ 2 j +1 and we can interpret that, at each step of the algorithm, the approximation of the digital image at scale 2 j is decomposed into a coarser, scale-2 j +1 approximation plus two sets of wavelet coefficients that are proportional to the gradient vector of the scale-2 j approximation. In the proposed algorithm, we used M 2 j f , the modulus of the two sets of wavelet coefficients (see equations (8) and (9)) as the energy field to drive the final deformation. An energy field derived from the approximate coefficients a j (see section 2.4) was used to drive the first deformation.
Support of the smoothing function.
The role of the convolution {f * θ 2 j } is to smooth the function f by averaging its values over the support of θ 2 j , i.e., the support of θ dilated by the factor of 2 j . By comparing the smoothing function (θ 2 0 ) associated with the quadratic spline wavelet and that of the seventh-order spline wavelet, shown in figures 5(a) and (b) respectively, it can be observed that the second smoothing function has a support that is significantly larger than the first. By driving the DDC model using the image smoothed by the first smoothing function, the edges can be more precisely detected. On the other hand, if the model is driven by the image smoothed by the second smoothing function, the risk of the model being attracted to false edges associated with imaging artefacts is reduced because such edges would be smoothed more significantly by the larger supported smoothing function. 
Energy field for the first deformation
Since the region in the vicinity of the boundary has a greyscale value that is between the value inside and outside the prostate, it can be estimated using the greyscale value of the smoothed image at the four user-defined initial points, which are close to the desired boundary. Specifically, a set of pixels on the smoothed image that has greyscale values close to a weighted mean of these four values approximately define the boundary of the prostate. Therefore, for the DDC model, we define an energy field, E ext , that penalizes the difference between this weighted mean and the greyscale value of pixels on the smoothed image, a j , obtained at the scale 2 j :
where f , which will be defined later in this section, takes a weighted mean of the greyscale value of a j at the four user-defined initialization points, and [x n , y n ] is the coordinate of the nth user-defined initial point. The negative of the absolute difference is taken because the DDC model converges to the peak of the energy field. Suppose t is a preset threshold that is much smaller than the maximum value of |E ext |. Equation (13) implies that if |E ext | < t at the pixel [x, y] , then it is likely to lie on the boundary because a j [x, y] is close to the estimated greyscale value of the prostate edge. Also, at this pixel, E ext is relatively large, since |E ext | < t implies −t < E ext 0 and the maximum value of E ext is 0. Therefore, the DDC model driven by E ext is expected to converge to the boundary.
To completely define the energy field, E ext , we are required to choose the scale 2 j at which the smoothed image is obtained, and how f (·) is defined. The scale 2 j should be large enough so that the small-scale variations, mostly caused by noise, are suppressed, yet small enough so that the outline of the prostate is not too coarse. By experiment, it was found that j = 4 is appropriate for our prostate boundary detection problem. Figure 6 shows a TRUS image smoothed at scale 2 4 by the smoothing function associated with the quadratic spline family.
f in equation (13) should be defined in a way so that it is spatially localized, i.e., f [x n , y n ] = a j [x n , y n ] for the four initial points {[x n , y n ] : n = 1, 2, 3, 4}. In this paper, f (·) is defined by the following equation:
where [x c1 , y c1 ] and [x c2 , y c2 ] are the two points closest to [x, y] chosen from the four initial points {[x n , y n ] : n = 1, 2, 3, 4}. The weights w 1 and w 2 are defined according to the distance between [x, y] and the corresponding initial points:
In figure 7 , the top 3% of pixels with the largest values of E ext are shaded. It can be observed from figure 7 that the shaded region does not always lie on the prostate boundary, but this The DDC model will converge to the part of the shaded region that is closest to the initial boundary. It can be observed that the region to which the DDC model will eventually converge is close to the manually segmented boundary. The black curve is the manually defined boundary and the grey curve marked by crosses (×) is the initial boundary.
does not pose a problem for our algorithm, because the DDC model would converge to the set of local maximum points of E ext that are closest to the initial boundary. In figure 7 , we can observe that the set of local maximum points closest to the initial boundary are close to the manually defined boundary.
The best boundary selection rule
As shown in figure 1, two segmented contours are generated for each image (i.e., the quadraticspline-driven and the seventh-order-spline-driven contours). In the following discussion, C 1 is used to denote the former, and C 2 denotes the latter. Using these two contours, we can derive a more accurate contour using the method described in this section. In the best boundary selection rule, we first establish a starting contour, which will be improved based on the following criteria. We chose the starting contour, arbitrarily, to be C 1 . The proposed rule screens each vertex v 1 i on C 1 and decides whether to change the position of the vertex according to the following:
(1) find a vertex on C 2 , v 
Evaluation methods
To evaluate the performance of our algorithm, we segmented a total of 114 2D TRUS images taken for six different patients scheduled for brachytherapy. These images were acquired with a transrectal ultrasound transducer coupled to a 3D TRUS system developed by Fenster et al (1996) (Nelson et al 1999 , Fenster et al 2001 , Tong et al 1998 . The dimension of each image is 468 × 354 pixels, each pixel of approximate size 0.2 mm × 0.2 mm. An expert radiologist manually segmented these images, and his manual outlines were considered to be the 'gold standard' in the evaluation process.
Experimental design
The key contributions of this paper are the first DDC deformation introduced in section 2.2, the introduction of the use of the seventh-order spline as the wavelet function in generating coefficients using the dyadic wavelet transform and the best boundary selection rule described in section 2.5. In evaluation of these components, we performed our experiments under three different conditions:
(a) The final deformation was performed without going through the first deformation. The DDC model was run twice, driven by the wavelet coefficients (equation (9)) associated with the quadratic spline kernel ( figure 5(a) ) at the first trial, and the wavelet coefficients derived using the seventh-order spline kernel (figure 5(b)) in the second (see section 2.3). The results were used to evaluate whether the introduction of the first deformation leads to any improvement in the accuracy of the segmented contours. (b) The DDC model was driven by the first deformation described in section 2.2, and the resulting contour was driven by the final deformation. Two trials were performed: (1) the approximate coefficients and the wavelet coefficients associated with the quadratic spline kernel (figure 5(a)) were used to derive the energy fields used in the first (equation (13)) and the final deformation (equation (9)) respectively; (2) the coefficients associated with the seventh-order spline kernel (figure 5(b)) were used to drive the deformation processes. (c) Using the results in (b), the final contour was determined by the selection rule described in section 2.5.
Evaluation metrics

Distance-based metrics.
We used the distance-based metrics to measure the distance between the computer-generated contour and the manually outlined contour. If the discrete computer-generated contour, C, and the manually outlined contour, M, are respectively defined by two sets of vertices C = {c i : i = 1 · · · K} and M = {m n : n = 1 · · · N }, the distance between c i and M is defined by
Since the interval between adjacent vertices of the manually outlined contours was not sufficiently close to provide an accurate measure of the distance between c i and M, we interpolated M linearly to provide a set of vertices that were 1 pixel apart. For each image j, three parameters were computed to analyse the set of data d(c i , M) collected: (a) MAD j , the mean absolute difference (equation (18)), a measure of the mean error in segmentation, (b) MAXD j , the maximum difference (equation (19)), a measure of the maximum error in segmentation, (c) PC j , the percentage of the vertices (c i ) from which the distances to the manual contour M, d(c i , M), are less than 5 pixels (equation (20)). This criterion was used to evaluate the fraction of points that can be classified as 'very close' to the manual contour.
Area-based metrics.
Area-based metrics compare the area enclosed by the computergenerated and manually segmented contours. If A S and A M are the areas enclosed by the computer-generated contour and the manually segmented contour respectively, the percent area overlap (AO j ) and area difference (AD j ) for image j, are defined as follows (Ladak et al 2000 , Ghanei et al 2001 :
Metrics for evaluating the performance on the entire set of images.
To evaluate the performance of the proposed algorithm for the entire set of images, the averages of MAD j , MAXD j , PC j , AO j and AD j for the entire set of 114 images were calculated.
Metrics for comparing two sets of contours.
In our experiment, we computed five sets of contours, as detailed in section 3.1. The two-sample Student's t-test was used to compare each corresponding metric associated with two contour sets. Using the sample mean and the sample variance, we computed the 95% confidence interval of the difference between the population mean of the two statistics, µ 1 − µ 2 , and concluded on whether to reject or accept the null hypothesis (µ 1 − µ 2 = 0). For more information on the two-sample Student's t-test, the readers are referred to general statistics books, such as Walpole and Myers (1993) . Figure 8 shows the semi-automatically determined boundary segmented under the condition where the first deformation was not performed. It can be observed that, without the first deformation, the boundaries are rather inaccurate. This occurs because, in general, the initial contour defined by the spline interpolation introduced in section 2.1.1 is not sufficiently accurate in approximating the prostate's shape.
Results
Effect of the first DDC deformation
(a) (b) (c) Figure 8 . The boundary in white dotted line represents the contour associated with the quadratic spline dyadic wavelet, and that represented by the black dotted line is the contour associated with the seventh-order spline dyadic wavelet. These contours are produced under the condition where the first deformation is not performed. The black solid line is the manually segmented boundary, plotted here for comparison.
Use of the seventh-order spline coefficient and the best boundary selection rule
In previous reports (Knoll et al 1999, Mallat and Zhong 1992) , the quadratic spline was used as a wavelet function in generating the dyadic wavelet coefficients. In our proposed algorithm, we generated the dyadic wavelet coefficients using the seventh-order spline wavelet, and observed that more accurate contours were produced when our algorithm was driven by this set of coefficients. Further improvement was observed in the final contour, which was derived from both the contours driven by the quadratic and the seventh-order spline coefficients using the best boundary selection rule. In a small, but significant, portion (∼10%) of images from our image set, we observed that the contours driven by the quadratic spline coefficients were inaccurate as compared to the corresponding contours driven by the seventh-order spline coefficients. Four samples were plotted in figures 9(a), (c), (e) and (g). In these images, the first deformation deformed the contour excessively. This overly deformed contour was then refined by the final deformation driven by the wavelet coefficients (which is proportional to the gradient modulus as explained in section 2.3). Unfortunately, the wavelet coefficients computed using the quadratic spline captured more false edges, and therefore, the contour driven by this energy field was attracted by the false edges inside the prostate. However, this adverse condition did not affect the accuracy of the contour associated with the seventh-order spline wavelet because the false edges in question were smoothed to a greater extent by the smoothing function associated with the seventh-order spline wavelet.
In the proposed algorithm, the best boundary selection rule is used to determine the final contour according to the quadratic spline and the seventh-order spline coefficients and the contours driven by them. In the four images we mentioned in the last paragraph, the best boundary selection rule was successful in identifying the vertices of the quadratic-splinedriven contours that were far away from the actual boundary and replaced them by their correspondence on the seventh-order-spline-driven contour as shown in figures 9(b), (d), (f ) and (h). The distance-and area-based metrics of these four images were listed in table 1 under the heading of image 1 to 4.
Although the seventh-order-spline-driven contours were, on average, more accurate in segmenting the prostate boundaries, we found images in which the quadratic-spline-driven contours performed better. An example is shown in figure 9 (i). In this image, the seventhorder-spline-driven contour failed to expand itself to meet the desired boundary. This effect, however, did not affect the performance of our proposed algorithm since, around the region ( j) show the final contour (white) chosen by the best boundary selection rule, which uses both the quadratic-spline-driven contour and the seventh-order-spline-driven contour as inputs and chooses an accurate boundary according to the decision rule described in section 2.5. in question, the best boundary selection rule was successful in passing on the vertices of the quadratic-spline-driven contour as the vertices of the final contour (see figure 9( j) ). The distance-and area-based metrics of this image was listed in table 1 under the heading of image 5.
The distance-and area-based metrics were computed for the entire set of 114 images and listed in the last three rows of table 1. The mean of each of the five metrics associated with the final contour is better than its counterparts associated with the quadratic-spline-driven contour and the seventh-order-spline-driven contour. To determine whether each of the metric values associated with the final contour is statistically better than the corresponding metric values associated with the quadratic-spline-driven contour and the seventh-order-spline-driven contour, we performed the two-sample Student's t-test described in section 3.2.4. The first five rows of table 2 show that each of the five metric values associated with the final contour is better than their counterpart associated with the quadratic-spline-driven contour. The next five rows show that the final contour set is statistically better than the seventh-order-spline-driven contour set in the MAD and AD measures, whereas the mean MAXD, PC and AO measures associated with the final contour set are not statistically better.
Discussion and conclusions
The boundary identified by a model-based segmentation technique, such as the DDC model, is sensitive to the initialization.
The segmentation algorithm proposed in this paper used an initialization method similar to that proposed in Ding et al (2003) . It requires a user to identify four or more initial points, and a spline interpolation method was used to define the initial contour based on points entered by the users. While the initial contour defined in this way is good at approximating elliptical boundaries, this method does not give a good initialization if the shape of the prostate boundary is more complex. One of the key contributions of this paper was the introduction of a method for refining the initial contour using a modified DDC model driven by an energy field that was derived from the approximate coefficients produced using the DWT. This model refined the contour based on the greyscale values of the TRUS image before the contour was driven by the gradient modulus of the smoothed image, and prevented the contour from being attracted by false edges. In Ladak et al (2000) , the authors classified images that involved a 'bulge' at the 'top of the prostate' (such as the images shown in figures 8 and 9(a), (g) and (i)) to be difficult to segment, and for these images, the user was required to edit the contours manually before running the segmentation algorithm for the second time. This was tedious and time consuming if many manual editing operations were required and the human intervention would cause inaccuracy and variability as commented by the authors. On the other hand, our proposed algorithm did not require editing in this situation because the bulgy shapes on the top of the prostate were often outlined by a region of high intensity contrast and our first deformation was successful in driving the contour away from regions of high greyscale values and towards the actual prostate boundary (see figure 4) .
The quadratic spline is widely used as a wavelet function in generating coefficients using the DWT (Knoll et al 1999, Mallat and Zhong 1992) . We investigated into the effect of replacing the quadratic spline by the seventh-order spline as the wavelet function in generating coefficients. We observed that the contour driven by energy fields that were derived using the quadratic spline function, whose smoothing function has a smaller support (see figure 5(a) ), captured more false edges, whereas the contour driven by the energy fields derived from the seventh-order spline function, whose smoothing function has a larger support (see figure 5(b) ) was less susceptible to be attracted to false edges. An important innovation of this paper is to use both sets of contours as inputs and to apply to a boundary decision rule in selecting the final contour produced by the algorithm. In section 4, we were able to statistically show that the final contour set selected using the decision rule performs better than either the quadratic-spline-driven or the seventh-order-spline-driven contour set.
The average time needed for our algorithm to segment a single 2D TRUS image was 8 s on a personal computer with a Pentium IV 2.4 GHz processor when implemented using MATLAB. The time required will be significantly reduced if the algorithm is implemented in C++.
