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Abstract 
In recent years cohesive elements, coupled with a finite-element analysis (FEA) approach, 
have become increasingly popular for simulating both delamination in composite materials 
and fracture in adhesively-bonded joints. However, the industrial application of Cohesive 
Zone Models to model large and complex structures has been hindered by the requirement of 
extremely fine meshes along the crack propagation path. In the present work two-dimensional 
linear and quadratic (i.e. second-order) cohesive elements to model crack initiation and 
growth have been implemented in Abaqus using a user subroutine. These elements, which 
have a modified topology that allows a user-defined number of integration points, have been 
employed to model the fracture response of various mode I test specimens consisting of 
metallic substrates bonded with a structural film-adhesive. The effects of the mesh-density, 
element order and number of integration points on the numerical solution have been 
investigated. Whilst the linear models have shown the typical mesh-size dependent 
behaviour, the results obtained with their quadratic counterparts have been found to be 
independent of the element size. Furthermore, it is shown that increasing the number of 
integration points improves the stability, convergence and smoothness of the solutions. The 
mesh-size independent response obtained with the quadratic models arises from more 
accurate simulation of the deformed profile of the substrates and a more accurate calculation 
of the energy dissipated in the process zone due to damage. Overall, it is demonstrated that 
the quadratic cohesive-element formulation enables the use of much coarser meshes, resulting 
in shorter simulation times, and will therefore allow an increase in the industrial application 
of Cohesive Zone Models. 
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NOMENCLATURE 
 
British Alphabet 
    Crack length 
    Initial crack length 
  Specimen width  
 Coefficients for the analytical solution of the deformation of the substrates in a 
DCB specimen ahead of the crack tip (re: Ouyang & Li model) 
  Interface stiffness tensor 
  Undamaged stiffness tensor 
  Scalar damage variable ranging between 0 and 1 
  Total damage at time  
  Young’s modulus of the substrate 
  Young’s modulus of the adhesive 
  Equivalent elastic modulus for orthotropic materials 
  Correction factor for large displacements 
  Critical strain-energy release rate  
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 Critical strain-energy release rate for mode I, i.e. the mode I adhesive fracture 
energy 
  Shear modulus of the adhesive in the “1-2” plane  
  Thickness of the substrate 
  Penalty stiffness for opening (mode I) and shear (mode II) modes 
  Cohesive zone length 
  Length of the cohesive element 
  Length of the deformed mid-surface of the cohesive element “i” 
  Size of the elastic zone ahead of the cohesive zone 
  TDCB geometry parameter 
  Correction factor for the presence of loading blocks 
 Lagrange shape function associated to node “k” in the isoparametric element 
     Load 
     Radius of curvature of the substrate at  
     Distance to crack tip  
     Damage threshold at time “t” 
     Time variable  
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 Thickness of the adhesive layer and thickness of the cohesive element in the 
unstrained configuration 
   Displacement of the node “k” in the direction “i” 
     Local displacement of the upper substrate ahead of the crack tip  
      Gauss weighting factor associated with integration point “j” 
 
Greek Alphabet 
  Parameters for the Ouyang & Li model 
  Displacement jump in the local reference system at a generic point of the 
interface 
    Displacement at damage initiation for mode “i” 
   Displacement for a fully damaged interface ( ) for mode “i” 
   Integration time increment 
   Applied displacement 
   Kronecker delta 
   Ultimate tensile strain 
   Tensile strain at plastic deformation 
   Rotation tensor (global to local coordinate systems) 
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   Rotation of the substrate at the crack tip (re: Ouynag and Li analytical model) 
   Norm of the displacement jump tensor or equivalent displacement jump norm 
   Poisson’s ratio 
   Ultimate tensile stress 
   Yield stress 
   Normal stress 
   Cohesive stresses in the local coordinate system 
  Maximum cohesive stress for mode “i” 
   Energy dissipated in  
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1 INTRODUCTION 
In recent years there has been an increase in the attention paid to fuel efficiency in 
transportation. As a result, weight saving has become a major concern and a very significant 
effort has been made to develop lighter materials and structures. The high values of stiffness-
to-weight and strength-to-weight ratios of fibre-reinforced plastics have not gone unnoticed 
in the aerospace industry, where composites have become the material of choice for many 
structural components. The development of tougher adhesives has positioned adhesive 
bonding as an appealing technique to join the composite parts to the rest of the structure. Not 
only does adhesive bonding offer additional weight savings, but it also has been shown to 
improve the fatigue performance compared to mechanically-fastened structures.  
As for delamination in composite materials, a stress-based approach has been traditionally 
employed to study the behaviour, estimate the strength and optimize various geometrical 
aspects of adhesively-bonded joints [1-4]. However, since such joints usually fail by the 
initiation and propagation of flaws [5], other methodologies have been shown to be better 
suited to investigate these problems [6-8]. Particularly, fracture mechanics has gradually 
become more popular since the pioneering work of Ripling et al. [9] and Mostovoy et al. 
[10]. Indeed, fracture mechanics has proved to be a viable tool for predicting the static 
properties of adhesively-bonded joints [11, 12], as well as finding extensive use in fatigue 
and durability studies [13-16]. 
The design of new adhesive joints, currently based on expensive and time-consuming 
experimental programs, could greatly benefit from the application of numerical techniques 
such as finite-element analysis (FEA). Some fracture mechanics methods, including the 
Virtual Crack Closure Technique (VCCT) and the J-integral, have been implemented in 
commercial FEA codes. However, some of these methodologies have important drawbacks 
which limit their application to crack propagation analysis, namely (a) an inability to predict 
crack nucleation, (b) the need to pre-define the crack growth path, (c) difficulties when 
modelling multiple flaws, and (e) the computational costs in three-dimensional problems, to 
name but a few [17, 18]. 
The Cohesive Zone Model (CZM) approach may circumvent most of the aforementioned 
limitations and therefore represents an appealing alternative for modelling adhesive joints.  
However, despite its current popularity, the use of the CZM approach is not without 
difficulties. In addition to the problems in defining suitable values for the cohesive 
parameters [17, 19, 20], the material softening behaviour associated with the damage 
formulation poses significant convergence issues [17, 21]. Nevertheless, it is undoubtedly the 
requirement of extremely fine meshes along the crack propagation path that most hinders the 
application of this method to the analysis of large and complex structures [20, 22]. 
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This aspect of the mesh-size dependent response associated with the CZM approach is 
investigated in the present paper. A two-dimensional cohesive-element formulation to model 
crack initiation and growth in adhesively-bonded joints has been developed and implemented 
in Abaqus using an user (UEL) subroutine. Based on the work of Camanho and co-workers 
[23, 24], the constitutive equations have been optimised for a finite-thickness unstrained 
configuration, while the topology has been modified to allow quadratic (i.e. second-order) 
kinematics and a user-defined number of integration points. The resulting elements have been 
employed to simulate the fracture response of various mode I test specimens bonded with a 
film-adhesive. The size of the process zone and the stress distribution ahead of the crack tip 
have also been examined. The accuracy of the numerical predictions has been ascertained by 
direct comparison with the experimental results. In addition, a mesh-sensitivity analysis has 
been undertaken in order to study the effects of the order of the discretisation, the mesh 
density and the number of integration points defined in the cohesive elements. Whilst the 
linear models exhibited the typical mesh-size dependent behaviour, the response of the 
quadratic models has been found to be independent of the length of the cohesive elements. 
Further, it has been shown that, if the number of integration points employed is sufficiently 
high, the numerical solution is smooth and stable. The superior performance of the quadratic 
models, which arises from combining the superior performance of both the quadratic 
continuum elements used to mesh the substrates and the quadratic cohesive-element 
formulation, should enable an increase in the industrial applications of the CZM approach. 
A brief review of the fundamental aspects of the CZM approach is presented in the following 
section. The cohesive formulation employed throughout this work, including a method to 
estimate the size of the numerical cohesive zone, is then described. A summary of the 
experimental results obtained with various mode I test specimens is then followed by the 
details of the finite-element models employed to simulate the fracture response of the various 
joints studied. The numerical predictions and the results of the mesh sensitivity analysis are 
then presented. Finally, the reasons for the apparent mesh-size independent behaviour of the 
quadratic models, and its implications, are discussed in Section 7. 
2 THEORETICAL BACKGROUND: THE COHESIVE ZONE MODEL 
(CZM) 
Developed within the framework of damage mechanics, the CZM approach relies on the 
assumption that the damage mechanisms leading to fracture are localized in a thin layer of 
material ahead of the crack tip, referred to as the failure process zone (FPZ) [25]. The 
material behaviour within the FPZ is characterized using a traction-separation law, also 
known as the ‘cohesive law’, which relates the cohesive stress to the separation in the process 
zone. It is commonly assumed that, under monotonically increasing loading, the stress first 
increases to a maximum value, the point at which damage initiation takes place. As the 
damage grows, the stress then starts decreasing and vanishes when the separation reaches a 
critical value. In order to combine damage and fracture mechanics concepts, the area under 
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the traction separation law is equated to the critical strain-energy release rate, . 
Consequently, the CZM employs both stress and energy parameters to characterize the failure 
process, allowing the approach to be of much more general utility than conventional fracture 
mechanics [19, 26]. 
For practical applications, the shape of the cohesive law is usually predefined. Due to its 
simplicity, the bilinear damage evolution law has become very popular for crack growth 
analysis. However, many other damage evolution laws have been suggested in the literature 
(e.g. trapezoidal [27], cubic-polynomial [28], exponential [29] or linear-polynomial [30]). 
Notwithstanding, several authors have proposed that the form of the traction-separation curve 
is of secondary importance, compared to the value of the critical strain-energy release rate, 
when only the mode I propagation response of the structure is required [19, 28, 31, 32]. 
However, it is noteworthy that some contradictory results have been reported when modelling 
dynamic phenomena [30, 33] or if mesoscopic-scale ductile processes are present [34]. 
Whether the insensitivity of the solution to the shape of the evolution law applies to mode II 
and mixed-mode fracture also remains an open question. Furthermore, it has been suggested 
that the shape of the traction-separation law must reflect the damage mechanisms occurring 
within the FPZ if the stress distribution ahead of the crack tip and hence the size of the 
cohesive zone are to be accurately estimated [18, 35, 36]. 
Whether embedded into finite or zero-thickness elements (e.g. [37, 38]), as a contact function 
connecting two surfaces (e.g. [39]), or combined with finite-volume methods (e.g. [40, 41]), 
the CZM has become one of the most popular approaches to simulate fracture. In particular, 
cohesive (also called ‘interface’) elements have been applied to a very wide range of 
problems involving damage initiation and/or propagation. Among those applications, the 
study of delamination in fibre-reinforced composites has drawn the attention of many 
researchers (e.g. [42, 43]). Similarly, the macroscopic constitutive behaviour of thin adhesive 
layers may also be described using cohesive laws [44].  
For example, Martiny et al. [25, 38] employed a CZM formulation, embedded into a FEA 
model, to investigate the static fracture of bonded joints in various elastic-plastic peel test 
configurations. Blackman et al. [32] derived an analytical correction for the beam root-
rotation in the adhesively-bonded tapered double-cantilever beam (TDCB) specimen. These 
joints all obeyed linear-elastic fracture-mechanics (LEFM), and the authors compared the 
experimental results obtained for different substrate materials with FEA simulations 
employing a CZM. They reported excellent agreement between the analytical and FEA/CZM 
approaches. Starting from experimentally determined mode I and II parameters, Li et al. [26] 
used a CZM/FEA approach to simulate the mixed-mode fracture of bonded glass-fibre 
composite joints. Kafkalidis and Thouless [19] modelled a single-lap shear joint, prepared 
using aluminium-alloy bonded with an epoxy adhesive, via a CZM/FEA approach in order to 
study the effects of geometry and plasticity on the fracture behaviour of the joint. They also 
obtained excellent agreement with the experimental data. 
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Nevertheless, despite having attained notable popularity, the application of cohesive elements 
to model large-scale problems has been restricted by the stringent mesh-density requirements 
associated with this type of element [20, 22]. The need for very small cohesive elements has 
been traditionally attributed to the inability of the linear-shape functions to accurately 
reproduce the steep gradients of the stress and displacement fields in the region immediately 
ahead of the crack tip [22, 45]. This problem could be partially circumvented by ensuring a 
minimum number of elements within the cohesive zone. However, even though the precise 
number of elements required is not yet well established [46-48], the typical size of the 
physical FPZ results in very fine meshes being needed along the crack propagation path [18].  
This issue has been extensively discussed in the literature, and several authors have proposed 
different techniques to alleviate the mesh-size restrictions. However, these methods have only 
allowed the use of slightly coarser meshes, and in some cases they require problem-
dependent tuning. Alfano and Crisfield [17] identified the key role played by the maximum 
cohesive stress in the CZM on the element-size requirements needed to attain mesh-
independent solutions. They showed that relatively high cohesive stresses are typically 
essential to obtain good agreement with LEFM theories. However, the higher the value of the 
maximum cohesive stress, the more refined the mesh needs to be to avoid spurious 
oscillations in the overall response of the FEA model. Information on several techniques to 
address the numerical instability can be found elsewhere in the literature [21, 49-52]. Turón 
et al. [20] proposed a simple strategy to increase artificially the cohesive zone length by 
reducing the value of the maximum cohesive stress. Although this method allows the use of 
slightly coarser meshes, it calls for problem-dependent tuning of the cohesive parameters and 
fails to predict accurately both the stress distribution near the crack tip and the global 
behaviour of the structure. Furthermore, Harper and Hallett [18] concluded that, whilst 
reductions in the maximum cohesive stress might be acceptable in mode I cases, they could 
cause excessive softening ahead of the crack tip in mode II loading. Guiamatsia et al. [22, 45] 
employed the partition of unity method to modify the cohesive-element formulation, 
enriching the nodal displacements with analytical solutions derived from elastic beam theory. 
Even though the new formulation showed encouraging results when applied to mode I and 
mixed-mode problems, the use of element sizes larger than 2 mm remained problematic. An 
analogous approach was investigated by Samimi et al. [53]. The adaptive CZM suggested by 
Hu et al. [54], where a pre-softening zone is inserted ahead of the existing traditional 
softening zone, yielded similar results (i.e. good agreement with elements sizes up to 2 mm) 
and at the same time their methodology managed to improve the stability of the solution.  
3 COHESIVE-ELEMENT FORMULATION 
3.1 The Basic Formulation 
The two-dimensional cohesive-element formulation employed throughout this paper is 
derived from that initially proposed by Camanho et al. [23] and subsequently refined by 
Turón et al. [24]. However, the original linear element (with 4 nodes, see Figure 1a) has been 
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supplemented with a quadratic version (with six nodes, see Figure 1b), while the topology has 
been modified to allow a user-defined number of integration points (i.e. between two to thirty 
Gauss-Legendre points). 
With the analysis of the macroscopic response of large structural components in mind, the 
aim of the present work is to represent the entire thickness of the adhesive layer using one 
layer of finite-thickness cohesive elements, where the fracture process details are essentially 
homogenised. Accordingly, the original constitutive equations have been optimized for a 
finite-thickness unstrained configuration, allowing for dissimilar values of the penalty 
stiffness in tension and shear. Finally, an algorithm based on the damage state at the 
individual integration points has been developed to compute the numerical cohesive zone 
length. A brief description of the resulting formulation, which has been implemented in 
Abaqus via a user element (UEL) subroutine, is presented below. 
The behaviour of the cohesive element is characterized in terms of the relative displacements 
or displacement jumps across the interface, which are evaluated in its mid-surface. Thus, the 
corresponding constitutive law relates the cohesive stresses, , to the displacement jump in 
the local coordinates, , through the interface stiffness tensor, :   
 
(1) 
Employing a traditional FEA discretisation,  is obtained from the displacement of the nodes 
at the top and bottom surfaces using the rotation tensor , which contains the directional 
cosines of the local coordinate system ( ) to the global one ( ), see Figure 1:   
 
(2) 
where  is the displacement of the node “k” in the direction “i”, and  is the Lagrangian 
shape function associated to the node “k” in the isoparametric element. 
A stiffness degradation approach, using a scalar damage variable  varying between 0 (i.e. an 
undamaged or intact element) and 1 (i.e. complete failure), has been adopted here:  
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(3) 
 is the undamaged stiffness tensor,  is the Kronecker delta and  represents the 
MacAuley bracket defined as . The term ( ) is introduced to 
prevent inter-penetration of the interface surfaces after complete failure. In order to guarantee 
a realistic representation of the elastic response and pre-damage behaviour, the value of  
must be consistent with the unstrained configuration selected for the cohesive elements. 
Hence, since a single layer of finite-thickness elements has been employed in the present 
work to represent the adhesive layer, the values of the penalty stiffness for pure modes I and 
II (  and ) have been obtained from the modulus of elasticity of the adhesive in tension, 
, and shear, , respectively (divided by the thickness of the unstrained configuration, ):  
 
(4) 
A bilinear cohesive law has been adopted, see Figure 2. The corresponding damage evolution 
law, formulated in the displacement jump space, takes the following expression:  
 
(5) 
The loading history is accounted for via a time-dependent damage threshold  fulfilling the 
relation  (  is the initial damage threshold and t indicates the current time): 
 
(6) 
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where  is a displacement parameter, similar to that introduced by Tvergaard and Hutchinson 
[55], to evaluate the state of the displacement jump and to differentiate between loading and 
unloading conditions:  
 
(7) 
The onset of damage occurs at , while  represents a fully damaged element ( ). The 
value of these parameters would generally vary with the mode mix. However, for the pure 
mode fracture problems studied in the present work, they can be assumed constant and equal 
to the mode I values (i.e. and  respectively). 
Establishing an appropriate initiation criterion is difficult, mainly because the concept of 
damage onset could be associated with different phenomena (e.g. plastic yielding, cavitation 
in rubber-toughened systems, etc) depending on the type of adhesive material. In the present 
work the initiation of damage is assumed to be directly linked to plastic yielding in the 
adhesive, hence the cohesive stress, , may be set equal to the uniaxial yield stress of the 
adhesive, . Hence, for pure mode I loading:     
 
(8) 
Finally, the crack propagation criterion, which establishes that crack growth occurs when the 
total energy release rate  is greater or equal than a critical value , may be expressed in the 
displacement jump space in order to determine the value of . In the present work this is 
achieved by equating the area under the cohesive law for pure mode I to the experimental 
value of , resulting in:    
 
(9) 
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It is worth noting that the constraints imposed by the substrates on the adhesive layer are 
indirectly included in the formulation. It has been previously shown that, for small 
thicknesses of the adhesive layer confined between much stiffer substrates, the value of  
may be a function of the thicknesses of the adhesive layer [38, 56, 57]. However, the use of 
the experimentally-measured value of the adhesive fracture energy for the thickness of the 
adhesive layer of interest will take such effects into account. Conversely, the possible 
influence of the triaxial stress state near the crack tip on the yield stress and elastic moduli 
has been neglected, with the uniaxial values being used instead. It has been suggested by 
some authors [58-60] that this latter simplification could compromise the transferability of 
the results to other test geometries. However, including such level of detail in the present 
models would clash with the aim of readily simulating large and complex adhesively-bonded 
components, which motivated our research.  
3.2 Length of the Cohesive Zone 
As discussed in Section 2, the conventional approach to cope with the mesh-size dependency 
of cohesive elements relies on the presence of a minimum number of elements within the 
failure process zone, FPZ, or cohesive zone [18, 20]. Accurate predictions of the size of the 
cohesive zone are therefore required for mesh-design purposes, in order to estimate the 
critical element size which ensures convergence to the correct solution. Several authors [61-
64] have proposed theoretical expressions to estimate the cohesive zone length, , in 
specimens with a crack existing through their complete width, . Most of these closed-form 
solutions have been derived from the analytical stress-field obtained for an infinite cracked 
body assuming linear-elastic behaviour. However, suitable equations for slender, orthotropic 
bodies loaded in mode I have been obtained using beam theory analysis, see [18, 65], such 
that: 
 
(10) 
where  is the maximum cohesive stress,  is the laminate half-thickness and details on how 
to calculate , which depends on the elastic properties, width and loading conditions, are 
given in [66]. Nevertheless, the assumptions made to obtain these analytical solutions (e.g. 
neglecting the effects of the thickness of the adhesive layer and assuming constant traction in 
the FPZ) make their applicability to adhesive joint problems questionable.  
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In an attempt to overcome these limitations, the element formulation employed in the present 
paper incorporates an algorithm to compute the numerical cohesive zone length, 
, at the end of each time increment. According to Harper and Hallet [18], 
 corresponds to the distance ahead of the numerical crack tip over which the 
cohesive elements lie on the softening part of the traction-separation law. From this 
definition, the integration points which have experienced irreversible damage (i.e. which 
satisfy the condition 0 <  < 1) belong to the numerical cohesive zone. The equivalent length 
associated with an integration point may be obtained from the total length of the deformed 
mid-surface of the element  and the corresponding Gauss weighting factor  used in the 
numerical integration (divided by two, since a Gauss-Legendre integration occurs in the 
interval [-1,1]). The total numerical cohesive length is then given by:  
 
(11) 
Note that, by evaluating the contribution of each integration point separately, this approach 
allows the consideration of a section of an element as being part of the cohesive zone. 
4 MODE I FRACTURE TESTS: EXPERIMENTAL RESULTS 
The mode I fracture behaviour of a structural film adhesive (AF-163-2OST from 3M, UK) 
has been investigated using both double-cantilever beam (DCB) and tapered double-
cantilever beam (TDCB) test specimens, as shown in Figure 3. The DCB adhesively-bonded 
joints employed titanium alloy (Ti-6Al-4V) substrates, whilst the TDCB adhesively-bonded 
joints employed aluminium alloy (2014-T4) substrates. (Referred to as Ti-DCB and Al-
TDCB joints, respectively, in the Figures.) Prior to bonding the titanium-alloy substrates 
were anodised and the aluminium-alloy substrates were etched in a chromic acid bath [56]. 
Two layers of the uncured film adhesive were then stacked together to manufacture the joints, 
using steel wires of diameter 0.4 mm to maintain a constant thickness of the adhesive layer, 
and the adhesive was then cured according to the manufacturer’s recommendations. As 
illustrated in Figure 3, each specimen incorporated an initial crack in the adhesive layer, 
which was formed by inserting a very thin film of poly(tetrafluoroethylene) [67]. Aluminium-
alloy end-blocks were attached to the titanium-alloy substrates to apply the load, whilst the 
TDCB test specimens had drilled holes for the same purpose. These joints were tested under 
quasi-static conditions in accordance with the International Standard ISO 25217 [67] to 
determine the value of the adhesive fracture energy, . In all cases, failure was via the crack 
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propagating through the adhesive layer in a stable manner. The value of  was calculated 
using the ISO Standard ‘corrected beam theory’ (CBT) approach. The CBT  approach is an 
analytical method which accounts for transverse shear and beam root-rotation effects through 
a crack-length correction-factor [67]. No significant R-curve effect was observed (i.e. the 
value of  was independent of the length, a, of the propagating crack) and there was no 
significant effect of the type of joint or substrate employed. The average value of  
obtained was , and this value has been employed in all the subsequent 
CZM/FEA studies. The corresponding load-displacement curves obtained in the fracture tests 
are discussed in Section 6.2.   
5 NUMERICAL STUDIES: FINITE ELEMENT MODEL DETAILS 
The performance of the cohesive-element formulation presented in Section 3 has been 
evaluated by modelling the static response of the DCB and TDCB fracture tests described 
above. Two-dimensional FEA models of these joints have been created in Abaqus v6.11, 
employing a single layer of finite-thickness, user-defined cohesive elements to represent the 
thickness of the adhesive layer. The accuracy of the numerical results has been assessed by 
direct comparison with the experimental load-displacement ( ) curves and the analytical 
solutions corresponding to the CBT method (see Appendix A). The length of the numerical 
cohesive zone and the distribution of normal stresses ahead of the crack tip have also been 
examined. Finally, a mesh-sensitivity analysis has been performed for each configuration, 
investigating the potential effects of element size, order (i.e. linear or quadratic) and the 
number of integration points in the cohesive elements on the overall  response and the 
stress distribution. 
Generalised plane-strain conditions, which allow uniform strain in the out-of-plane direction, 
were combined with isotropic, bilinear, elastic-plastic material behaviour to model the 
metallic substrates and end-blocks. The corresponding material property values are given in 
Table 1. (However, it should be noted that the metallic substrates were observed to only 
deform elastically during the DCB and TDCB fracture tests. This experimental observation 
was confirmed by the numerical simulations, which also revealed that only elastic 
deformation of the metallic substrates occurred during the fracture tests.) The substrates were 
considered to be initially bonded along the length of the symmetry plane excluding the initial 
pre-crack. A single layer of finite-thickness cohesive elements was used to model the 
thickness of the adhesive layer. Since these elements were responsible for simulating both the 
elastic response of the adhesive prior to the onset of damage and the fracture process, their 
characteristic cohesive parameters needed to be chosen accordingly. Thus, as discussed in 
Section 3, the penalty stiffness and the displacement at damage initiation were derived from 
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the macroscopic elastic properties of the adhesive (i.e. equations (4) and (8), respectively) 
and their values are given in Table 2; and the area under the traction-separation law was 
equated to the average  value calculated from the experimental tests described above, 
namely . 
A series of structured meshes were created for each type of specimen by progressively 
increasing the length of the cohesive elements. The lower bound was 0.5 mm in all cases, but 
the maximum size depended on the configuration studied (e.g. 20 mm for the DCB with the 
relatively thin arms, 22.5 mm for the DCB with the thicker arms and 41 mm in the case of the 
TDCB). Examples of the resulting meshes are illustrated in Figure 4. Linear or quadratic 
cohesive elements were used for the adhesive layer, with the number of integration points 
varying between two and thirty in both cases. The mesh density employed in the substrates 
and end-blocks was adapted in each case to ensure a proper representation of bending (i.e. 
with a minimum of three elements through thickness) whilst maintaining suitable aspect 
ratios, if possible. However, since the element length in the substrates matched the element 
length for the cohesive elements, the mesh density in the substrates was relatively sparse for 
the longer cohesive elements. Fully integrated, quadrilateral elements were generally used, 
although a relatively small number of triangular elements were required to mesh the TDCB. 
The holes used for loading were not included in the models, as their influence on the overall 
response of the joints was found to be negligible. The displacement and boundary conditions 
were prescribed at the nodes located where the centre of the holes would have been. Their 
horizontal displacements were constrained, with the vertical movement only restricted at the 
lower point. Finally, a suitable vertical displacement was applied to the centre point of the top 
arm. Quasi-static analyses were then carried out using Abaqus/Standard. The integration time 
increment was maintained constant at , and the “NLGEOM” feature available in 
Abaqus, which accounts for large deformations, was activated in all the simulations. Non-
linear geometry was also taken into account in the cohesive-element formulation via a 
suitable definition of the Jacobian.  
6 NUMERICAL RESULTS 
6.1 Introduction 
As indicated in Section 2, it has been previously reported that the mesh density along the 
crack propagation path can have a significant influence on the overall fracture response of 
finite-element models employing cohesive elements (e.g. [17, 18, 20, 22]). This issue has 
been studied in depth in a mesh-sensitivity analysis performed using the various test 
geometries described above. The outcomes of this study, which investigated the potential 
effects of the size, order and number of integration points of the cohesive elements on the 
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numerical response of the models, are discussed below. The results obtained with the linear 
finite-element models, including a comparison with the experimental load-displacement 
curves and estimates of the cohesive zone length, are presented first. Then, the performance 
of the quadratic models is examined. Finally, the reasons for the differences in behaviour 
observed for both types of models are discussed in Section 7. 
6.2 Linear Models: Effect of the Element Size and the Number of 
Integration Points on the Load-Displacement Response 
The numerical load-displacement curves (designated as ‘CZM/FEA’) obtained for the DCB 
and TDCB joints using 0.5 mm long linear, cohesive elements with two integration points are 
shown in Figure 5. The experimental traces, for which three replicate tests results are given 
(designated as ‘exp.’), and the analytical solution corresponding to the CBT methodology 
(see Appendix A) are also plotted for comparison. Several noteworthy points emerge. Firstly, 
the initial slope predicted by the CZM/FEA simulations is in better agreement with the 
experimental results than that of the analytical CBT approach. Secondly, however, the 
CZM/FEA approach does appear, in some cases, to overestimate somewhat the initial 
stiffness of the joints as measured experimentally. A possible explanation for this imperfect 
agreement [39] could be due to the inability of the numerical model to simulate accurately the 
beam root-rotation at the crack tip due an excessive compressive stiffness of the cohesive 
elements. Thirdly, the numerical -  traces deviated from linearity before reaching the 
maximum or plateau loads; i.e. in the DCB and TDCB joints, respectively. This phenomenon, 
which is associated with damage accumulation in the elements located near the crack tip, was 
in accord with the test results and, therefore, supports the chosen damage initiation criterion 
which is assumed to be directly linked to plastic yielding in the adhesive, see equation (8). 
Finally, whilst the numerical models yielded approximately 4% higher loads than the CBT 
approach during crack propagation, the agreement with the experimental -  curves 
associated with crack growth was excellent in all cases. 
Figure 6 shows the load-displacement traces obtained for (a) the DCB joint with 7 mm thick 
substrates, (b) the DCB joint with 11.5 mm thick substrates and (c) the TDCB joint 
simulations, using linear cohesive elements with two integration points but for different mesh 
densities. Firstly, only the analytical solutions corresponding to the CBT approach have been 
included for comparison. (The experimental curves have been omitted for clarity but they can 
be compared to the CBT approach via Figure 5, of course.) As expected, the finer meshes 
(i.e. 0.5 or 2 mm in the thinner DCB joint, 0.5 to 5 mm in the thicker DCB joint and 0.5 to 
10.25 mm in the TDCB joint) provided excellent agreement with the theoretical results. 
However, the accuracy attained from the numerical CZM/FEA method progressively 
deviated from the analytical solution as the length of the cohesive elements increased. 
Secondly, not only did the mesh density influence the initial linear-elastic response, but it 
also affected the maximum load and the propagation stage. Thirdly, it was found that the 
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relatively long cohesive elements hindered convergence. These observations, previously 
reported by numerous researchers, clearly demonstrate the mesh-dependency problem 
associated with linear cohesive elements with only two integration points, which are 
equivalent to those available within many commercial FEA packages, including Abaqus. 
As explained in Section 3, the cohesive elements developed as part of this work allow a user-
defined number of integration points. The consequences of varying the number of integration 
points for a given mesh density are highlighted in Figure 7. It may be clearly seen that 
increasing the number of integration points has resulted in relatively smooth responses and at 
the same time improved convergence. However, despite improving the numerical 
performance, it is not a substitute for mesh refinement since the ultimate solution remained 
unaffected and the mesh-size-dependency persisted. Indeed, similar conclusions have been 
reached by Alfano and Crisfield [17] and Feih [68].   
Figure 8 shows the load-displacement traces obtained for the various DCB and the TDCB 
joints using linear cohesive elements, with thirty integration points, but with different mesh 
densities. It should be noted that major fluctuations sometimes appear in the propagation 
section of the load-displacement traces for the coarser meshes, as may be seen in Figure 8. 
These may be primarily attributed to abrupt changes in the system compliance induced by 
damage accumulation and subsequent failure of the longer cohesive elements. The thickness 
of the substrates, , also appears to influence the magnitude of these fluctuations, as they are 
more severe and become evident earlier (e.g. for finer meshes) in the thinner specimens. In 
fact, not only does the value of  affect the rate of change in compliance with the crack 
length [69] but it also dictates the aspect ratio and, therefore, the bending properties of the 
continuum elements used to mesh the substrates. Consequently, given that the metallic arms 
were relatively thick and less compliant in the TDCB joint than in the DCB specimens, 
coarser meshes could be used in the former before these oscillations became apparent.  
It is noteworthy that, overall, the mesh-dependency problem appeared to be less severe in the 
bonded TDCB joint specimen when compared to the DCB joints. That is, larger cohesive 
elements could be used to mesh the TDCB joint before the simulation converged to an 
incorrect solution. For example, while 8.33 mm cohesive elements were clearly too long in 
the 7 mm DCB case, in that the model yielded a completely different solution compared to 
that obtained with 0.5 mm elements, reasonable agreement was achieved in the TDCB joint 
with elements as long as 10.25 mm. As explained in more detail in Section 7, this behaviour 
was partly related to the limited ability of linear continuum elements to reproduce the profile 
of the deformed substrates. The arms in the TDCB joint, being thicker and less compliant 
than in the DCB joints, exhibited a lower curvature and therefore could be accurately 
modelled using coarser meshes. The same rationale explains why slightly coarser meshes 
could be successfully employed in the thicker DCB specimen, i.e. 5 mm elements were 
suitable in relatively thick DCB joint, but produced rather poor results when used in the 
thinner DCB joint. 
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6.3 Quadratic Models: Effect of the Element Size and the Number of 
Integration Points on the Load-Displacement Response 
Equivalent simulations to those described in Section 6.2 were run using quadratic elements. 
Figure 9, corresponding to thirty integration points, shows that the various mesh densities 
tested using the quadratic elements always converged to the same solution. Even the load-
displacement traces obtained with extremely long cohesive elements (i.e. 10-20 mm in the 
DCB joints or 20-41 mm in the TDCB joints) were in excellent agreement with the 
theoretical results. These element sizes are very much larger than those previously reported in 
the literature. Although the relatively low value of the maximum cohesive stress used in the 
present work (i.e. 36MPa) might have somewhat alleviated the mesh-dependency [17, 20], 
the improvement over the linear formulation is truly remarkable.  
The effects of the number of integration points used in the quadratic model were analogous to 
those described for the linear models, namely increasing the number of integration points 
smoothed the response and improved the numerical efficiency but without changing the 
nature of the ultimate solution, see Figure 10. In view of this, it must be concluded that the 
apparent mesh-size independent response exhibited by the quadratic models was not solely a 
result of an increase in the number of integration points. Nevertheless, despite the clearly 
improved performance of the quadratic models, spurious oscillations appear in the -  traces 
when extremely coarse meshes were employed in the CZM/FEA model. These spurious 
oscillations were induced by the resulting poor mesh quality used in the substrates. This 
conclusion is reinforced by the observation that these numerical instabilities were more 
important in the DCB joints, particularly for the joint prepared using the thinner substrates 
which has a relatively high compliance. It should be noted that the severity of these 
undulations could be partially mitigated by increasing the number of integration points, with 
the resulting numerical models still tending to the correct solution. 
7 DISCUSSION 
7.1 Introduction 
The mesh-size dependency exhibited when using cohesive elements has been traditionally 
attributed to their inability to reproduce the steep gradients of the stress and displacement 
fields in the region immediately ahead of the crack tip. Many researchers agree that this issue 
can be readily overcome by ensuring a minimum number of cohesive elements within the 
process zone. Despite the minimum number of elements necessary not yet being well-
established, the general consensus is that between two to five elements should be sufficient to 
guarantee convergence to the correct solution (e.g. [20, 46]). This section critically re-
examines this suggestion in the light of the results obtained with the CZM approach 
employed in the present work. 
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7.2 The Cohesive Zone Length and the Distribution of Normal Stresses 
ahead of the Crack-Tip 
Figure 11 illustrates the variation of the numerically predicted values of the cohesive zone 
length, which were computed according to the method described in Section 3.2, as a function 
of the applied displacement for the DCB and TDCB joints. (This is conceptually equivalent 
to the variation of  with the crack length, as the applied displacement and crack tip 
position are linked via .). The analytical estimates obtained using equation (10) have also 
been included for comparison. The results shown in Figure 11 correspond to quadratic 
models using 0.5 mm cohesive elements with thirty integration points but it should be noted 
that linear models with sufficiently refined meshes do produce equivalent results. (Indeed, as 
observed for the predicted load-displacement traces, whilst the quadratic models produced a 
mesh-size independent solution, the numerical estimates of the cohesive zone length obtained 
with the linear models varied with the mesh density.). 
Turning to the results shown in Figure 11, the lengths of the cohesive zone predicted by the 
numerical CZM/FEA approach initially increased with the applied displacement until the 
value of the adhesive fracture energy, , was reached. At this point, the FPZ was fully 
developed and the crack and damage zone propagated together. In the TDCB specimen, see 
Figure 11b, the value of  continued to increase with the applied displacement due to the 
profile of the substrates. On the other hand, for the DCB model a very small reduction in the 
value of  is predicted as the crack propagated. This result for the DCB joint 
conflicts with the constant values predicted analytically. However, it is in accordance with 
the findings of Suo et al. [70]. Working with the J-integral approach, Suo et al. concluded that 
no self-similar propagation of the damage strip, i.e. no steady-state propagation, is expected 
in the DCB joint specimen loaded with wedge forces. Notwithstanding, they showed that the 
variation of  with the crack length would be negligible if the ratio  is sufficiently large. 
The values of  deduced from the CZM/FEA numerical model were notably smaller than 
those derived from equation (10). Harper and Hallett [18] have also observed the apparent 
over-predictions obtained with the closed-form analytical solution, and have suggested a 
correction factor in order to ensure conservative estimates for mesh design purposes. 
However, regardless of whether the analytical or FEA method is considered, the thickness of 
the substrates, , obviously play a major role in determining the length of the cohesive zone. 
This arises from the local degree of curvature of the substrates in the near tip region 
influencing the stresses imposed on the adhesive layer, which then affects the size of the FPZ. 
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The local curvature is a function of . For example, the higher bending stiffness of the 
relatively thick metallic beams implies a lower degree of curvature and therefore a longer 
distance between the points where the local opening displacements are equal to  and , 
i.e. the points that define the value of .  
Taking into account the previous values of  and the results presented in Section 6.3, see 
Figure 9, it is evident that convergence to the correct solution could be achieved with 
quadratic cohesive elements longer than the corresponding cohesive zone lengths. For 
example, as shown in Figure 9a, an accurate load-deflection response was obtained for the 
thinner DCB joint using 12.5 mm long elements when  was approximately 10 mm in 
value. Similarly, the numerical model of the TDCB joint employing 41 mm quadratic 
elements yielded a satisfactory solution despite the cohesive zone length varying between 20 
and 28 mm. Overall, it is suggested that these results call into question the traditional view of 
mesh-size dependency. Namely, the requirement of a minimum number of cohesive elements 
within the FPZ becomes unnecessary when using the quadratic formulation proposed in the 
present work. 
The superiority of the quadratic models is very evident when it comes to reproducing the 
normal stresses along the adhesive layer, see Figure 12. During crack propagation, the 
distribution of normal stresses ahead of the crack tip exhibited a first region where the stress 
increased from zero to , followed by an elastic region featuring a sudden drop as predicted 
by the classical beam solution. As demonstrated in Figure 12a for the thinner DCB joint, 
relatively small and intermediate linear cohesive elements captured the stress distribution 
within the numerical cohesive zone reasonably well. However, they had difficulties capturing 
accurately the abrupt drop and the compressive region of the stress distribution when 
relatively long elements were employed. In contrast, the quadratic elements always captured 
these stress gradients accurately and, despite predicting rather high compression for the very 
coarse meshes, they rapidly converged to the same solution far away from the crack tip. 
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7.3 Reasons for the Superiority of the Quadratic FEA Model       
7.3.1 Response of the continuum elements: Simulation of the deformed 
shape of the substrates 
There are two main reasons for the mesh-size independent behaviour exhibited by the 
quadratic CZM/FEA models for the fracture of the adhesively-bonded joints. The first reason 
is that the quadratic, continuum elements used to mesh the substrates can simulate their 
deformed shape far more accurately than their linear counterparts. This is important since the 
deformed profile of the metallic substrates defines the separation of the two beams and 
therefore the opening displacements. Thus, the deformed profile of the metallic substrates 
plays a major role in defining the damage state of the cohesive elements and in the value of 
the energy that they dissipate. Now, as illustrated in Figure 13 which corresponds to the 
thinner DCB joint specimen, the deformed profile of the metallic arms predicted by the 
quadratic models (Figure 13b) is completely independent of the mesh density along the crack 
path. In contrast, the solution obtained using the linear models (Figure 13a) varies with the 
element size, deviating from the curve obtained in the quadratic case as the mesh becomes 
coarser. It should be noted that, since the bending stiffness and therefore the radius of 
curvature, , of the substrates increase with their thickness, , the difference between the 
linear and quadratic models for a given mesh density becomes less significant as the value of  
 is increased, i.e. as the arms of the DCB joint are made thicker.  
7.3.2 Response of the cohesive elements: The energy dissipated in the FPZ 
due to damage 
The second reason for the mesh-size independent behaviour of the quadratic models is 
directly linked to the response of the cohesive elements and arises specifically from the 
superior ability of the quadratic formulation to compute the energy dissipated due to damage 
accumulation. Essentially, due to the presence of the central nodes in both the top and bottom 
surfaces, the quadratic cohesive elements can conform to the deformed shape of the 
substrates and so define the opening displacement far more accurately than the linear 
elements. This translates into a more accurate calculation of the local damage state, and thus 
of the dissipated energy, . This issue has been explored further using the analytical model 
proposed by Ouyang and Li [71]. Following a natural boundary condition method, Ouyang 
and Li [71] derived a solution for the deformation of the substrates in a DCB specimen 
assuming a bilinear cohesive law. According to their work, the local displacement, , of the 
upper substrate ahead of the crack tip during propagation is given by: 
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(12) 
where ,  and  is the distance to the 
crack tip. The coefficients  and the critical lengths  and  depend on the crack length, , 
the thickness, , and the modulus, , of the substrates and the cohesive law parameters 
( ,  and ). The coefficients, , may be expressed as functions of the remote load, , 
which is then determined by imposing an intrinsic geometric constraint, see Appendix B. 
This solution has been used to compute the energy per unit width, , dissipated in a 
section of the FPZ, corresponding to , developed in an adhesively-bonded 
DCB joint:  
 
(13) 
The analytical result has been compared with the estimates obtained with a single cohesive 
element, linear or quadratic, spanning over the same length, . The approximation of the 
deformed profile of the upper DCB substrate in the region of interest (i.e. ) 
using the linear cohesive element is schematically illustrated in Figure 14. Symmetry 
conditions are assumed for pure mode I fracture, omitting the top surface of the quadratic 
element for clarity.   
As shown in Figure 15a, which corresponds to a crack length of 100 mm, the linear cohesive-
element formulation overestimates the dissipated energy for small values of . Indeed, the 
disagreement with the analytical solution is particularly pronounced for the longer elements. 
However, since the accuracy of the first-order approximation of the opening displacement 
improves as the curvature of the deformed metallic beams decreases, the error becomes less 
significant for the thicker substrates. In contrast, the quadratic cohesive element approach 
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yields excellent results regardless of the values of  or . Indeed, as may be seen in 
Figure 15b, accurate estimates of  are obtained even when the entire FPZ is considered 
(i.e. ). 
7.4 Effects on the Simulation Time and Industrial Implications 
The superior response of the quadratic models highlighted in the present paper could lead to a 
dramatic increase in the industrial application of the CZM approach. In the simulation of 
large adhesively-bonded structures, time constraints and limited resources often impose a 
restriction to the smallest element size acceptable from a computational standpoint. This 
lower limit is typically incompatible with the critical size of the cohesive elements if a 
traditional linear formulation is employed. In contrast, many of these problems might be 
readily overcome using a quadratic model, due to their apparent mesh-size independent 
behaviour. Furthermore, as discussed below, the quadratic models also offer an additional 
advantage with regards to the simulation time, making them particularly attractive for the 
analysis of large components.  
Certainly, shifting from first- to second-order discretisation schemes increases the total 
number of degrees of freedom (i.e. ‘dof’). However, the possibility of predicting the correct 
solution employing far longer quadratic elements enables the use of significantly coarser 
meshes, reducing the overall size of the models and hence resulting in faster simulations. This 
is highlighted in Figure 16 which shows the variation of the CPU time with the length of the 
cohesive elements for both the linear and quadratic models of the DCB joint, prepared using 
the relatively thin substrate arms. (Only the results corresponding to two integration points 
have been included for the linear cases, as these correspond to the only cohesive formulation 
currently available in most commercial FEA codes.). All the simulations were run using a 
single CPU (i.e. an Intel® Xeon® E5-1660).  
As expected, the linear models run faster than their quadratic counterparts. However, for 
element lengths greater than 2 mm they yielded incorrect solutions, see Figure 6a. On the 
other hand, the CPU times for the coarser quadratic meshes (i.e.  ≥ 5 mm), which 
successfully predict the overall response of the joint, were below the times corresponding to 
the linear model employing 2 mm long cohesive elements (i.e. the dashed line). With regards 
to the effects of the integration points, whilst increasing their number results in longer 
simulation times, particularly for the finer meshes, this option remains a more efficient 
technique to obtain smooth responses compared to mesh refinement techniques. (It should be 
noted that the total number of operations required to build the system matrix escalates with 
the number of elements multiplied by number of integration points.) Nevertheless, the 
optimum number should be selected on a case-by-case basis taking into account the obvious 
trade-off between the smoothness of the numerical solution and the computational burden.  
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In the light of these reported results it is somewhat surprising that, despite their considerable 
advantages, very few commercial FEA codes currently offer quadratic cohesive elements. As 
discussed above, the possibility of using coarser meshes would reduce the simulation time 
and facilitate the industrial application of the CZM approach for the analysis of large bonded 
structures. However, the required mesh-size independent response is only achieved if a fully 
quadratic discretisation is employed. Indeed, ‘hybrid’ models, i.e. blends of linear and 
quadratic elements in the same mesh, do not produce the same benefits. For example, 
consider a DCB joint in which the substrates are meshed with quadratic continuum elements 
and the adhesive layer is modelled using a linear cohesive-element formulation, i.e. a ‘hybrid’ 
model is employed. Then, leaving aside the obvious incompatibility along the interfaces 
which must be addressed by imposing additional constraints, the energy dissipated in the FPZ 
is overestimated even though the deformed shape of the substrates is accurately reproduced, 
see Figure 17. Worse still, the mesh-size effects reported for the linear models persist if linear 
continuum and quadratic cohesive elements are combined, given that the additional 
information provided by the mid-nodes of the cohesive elements becomes redundant when 
their top and bottom surfaces are forced to describe a straight line. 
8 CONCLUSIONS 
The present paper investigates the origins of the stringent mesh-size requirements 
traditionally associated with the use of the Cohesive Zone Model (CZM) to simulate fracture. 
A two-dimensional cohesive-element formulation to model crack initiation and growth in 
adhesively-bonded joints has been proposed. Derived from the work of Camanho and co-
workers, the constitutive equations have been optimised for a finite-thickness unstrained 
configuration, while the topology has been modified to allow quadratic (i.e. second-order) 
kinematics and a user-defined number of integration points. The resulting formulation has 
been implemented in Abaqus as a user-element subroutine (UEL).  
The mode I fracture behaviour of a structural epoxy-film adhesive has been investigated 
using both double-cantilever beam (DCB) and tapered double-cantilever beam (TDCB) test 
specimens. The DCB adhesively-bonded joints employed titanium-alloy substrates of various 
thicknesses, whilst the TDCB adhesively-bonded joints employed aluminium-alloy 
substrates. The joints were tested quasi-statically, failing in all cases by the crack propagating 
cohesively through the adhesive layer. The values of the mode I adhesive fracture energy, 
, were ascertained in accordance with the International Standard ISO 25217. Finite-
element models of these joints have been created, employing a CZM approach to simulate 
their fracture response. A single layer of user-defined cohesive elements has been used to 
model the thickness of the adhesive layer. In the CZM studies the penalty stiffness and the 
displacement at damage initiation have been derived from the macroscopic elastic properties 
of the bulk adhesive, whilst the area under the traction-separation law has been equated to the 
experimentally-determined value of . 
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A mesh-sensitivity analysis has been undertaken for the various test geometries investigated 
using a series of meshes created by progressively increasing the length of the cohesive 
elements. The effects of the order of the discretisation (i.e. linear or quadratic), the mesh 
density and the number of integration points defined in the cohesive elements have been 
evaluated. This study has shown that, for sufficiently fine meshes (i.e. between three and five 
cohesive elements within the numerical failure process zone, FPZ), the load-displacement 
curves obtained with the linear models are in excellent agreement with the experimental 
results and the analytical solution corresponding to the corrected beam theory (CBT). 
However, the numerical predictions yielded by the linear models gradually deviate from the 
correct solution as the length of the cohesive elements increases. In contrast, the results 
obtained with the quadratic models have been found to be completely independent of the 
length of the cohesive elements. The apparent mesh-size independent response exhibited by 
the quadratic model is a consequence of the superior performance of both the quadratic 
cohesive-element formulation and the quadratic continuum elements used to mesh the 
substrates. Whilst the latter are better than their linear counterparts when it comes to 
reproducing the deformed profile of the substrates, the important aspect is that the quadratic 
cohesive elements offer a far more accurate estimate of the energy dissipated in the FPZ due 
to damage. It is noteworthy that the advantages of the quadratic model compared with the 
equivalent linear models are particularly significant for relatively thin substrates, because of 
the higher degree of curvature of the deformed substrates at the crack tip when employing 
thin substrates.  
Finally, the quadratic cohesive-element formulation presented in the present paper enables 
the use of far coarser meshes, resulting in significantly shorter simulation times, which in turn 
should permit an increase in the industrial applications of the CZM approach. 
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APPENDIX A 
For a DCB test specimen with an initial crack length, , the analytical solution for the load-
displacement relationship corresponding to the corrected beam theory (CBT) method is given 
by [67]:  
 
(A.1) 
 
 
(A.2) 
where  and  are correction factors for large displacements and the presence of loading 
end-blocks respectively (see [67]). For isotropic materials the parameter  can be expressed 
by: 
 
(A.3) 
 
Similarly, for a TDCB test specimen [67] with an initial crack length :  
 
(A.4) 
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(A.5) 
 
where  is the length of the initial straight section of the TDCB specimen and  is the 
geometric parameter that defines its profile thereafter:  
 
(A.6) 
APPENDIX B 
Following the work of Ouyang and Li [71], the coefficients  used in equation (12) can be 
expressed as functions of the crack length, , the thickness, width and modulus of the 
substrates ( ), the cohesive parameters ( , , ) and the remote load, :  
 
(B.1) 
 
(B.2) 
 
(B.3) 
 
(B.4) 
where  and the coefficients  are given by:  
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(B.5) 
 
(B.6) 
 
(B.7) 
 
(B.8) 
The remote load is determined by solving the following constraint equation: 
 
(B.9) 
Once the load is known, the critical lengths  and  are calculated as follows: 
 
(B.10) 
 
 
(B.11) 
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Table 1. Mechanical properties of the Ti-6Al-4V [72] and aluminium-alloy 2014-T4 substrates 
[73]. 
 
      
Ti-6Al-4V 114 1100 1170 0.0903 0.1 0.33 
Al 2014-T4 72.4 290 427 0.0040 0.2 0.33 
 
Table 2. Elastic properties and corresponding cohesive parameters for mode I for the epoxy 
film-adhesive (AF-163-2OST). (Values of E, ,Yσ  υ  obtained from [74].) 
  
 
 
 
 
 
 
(mm) 
 
 
 
 
 
 
 
 
AF-163-2OST 1.10 36 0.34 0.4 1.309E-5 1.581E-4 2.75E12 2846 
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(a)  
 
(b)  
Figure 1. Representation of (a) the linear and (b) the quadratic cohesive elements with finite 
thickness in the unstrained state. A zero-thickness element is adopted for the isoparametric 
element used in the reference configuration in either case. 
 
 
Figure 2. Schematic representation of the mode I, bilinear traction-separation law. 
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(a)  
 
(b)  
 
(c)  
Figure 3. Nominal dimensions (in mm) of the mode I test specimens: (a) the DCB joint with 
7 mm thick titanium-alloy substrates; (b) the DCB joint with 11.5 mm thick titanium-alloy 
substrates; and (c) the TDCB joint with tapered aluminium-alloy substrates. 
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(a)  
 
(b)  
 
(c)  
Figure 4. Examples of the meshes employed in the models of (a) the 7 mm thick DCB joint; (b) 
the 11.5 mm thick DCB joint; and (c) the TDCB joint (corresponding to 5 mm long cohesive 
elements). 
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(a)  
 
(b)  
 
(c)  
Figure 5. Comparison between the numerical (CZM/FEA), experimental (exp.) and analytical 
(CBT) load-displacement curves for (a) the 7 mm thick DCB; (b) the 11.5 mm thick DCB; and 
(c) the TDCB joints. The numerical predictions correspond to linear models using 0.5 mm long 
cohesive elements with two integration points.   
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(a)  
 
(b)  
 
(c)  
Figure 6. Load-displacement traces obtained for (a) the 7 mm DCB; (b) the 11.5 mm DCB; and 
(c) the TDCB joints using linear cohesive elements with two integration points and different 
mesh densities. 
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Figure 7. Load-displacement traces obtained for the 7 mm DCB joint using 8.33 mm long linear 
cohesive elements and different numbers of integration points.   
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(a)  
 
(b)  
 
(c)  
Figure 8. Load-displacement traces obtained for (a) the 7 mm DCB; (b) the 11.5 mm DCB; and 
(c) the TDCB joints using linear cohesive elements with thirty integration points and different 
mesh densities.  
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(a)  
 
(b)  
 
(c)  
Figure 9. Load-displacement traces obtained for (a) the 7 mm DCB; (b) the 11.5 mm DCB; and 
(c) the TDCB joints using quadratic cohesive elements with thirty integration points and 
different mesh densities. 
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Figure 10. Load-displacement traces obtained for the 7 mm DCB joint using 12.5 mm long 
quadratic cohesive elements and different numbers of integration points. 
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(a)  
 
(b)  
Figure 11. Numerical cohesive zone length as a function of the applied displacement estimated 
from linear models of (a) the DCB and (b) the TDCB joints using 0.5 mm cohesive elements with 
thirty integration points. The analytical solutions corresponding to equation (10) have been 
included for comparison. 
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(a)  
 
(b)  
Figure 12. Distribution of normal stresses along the adhesive layer in the 7 mm DCB joint 
obtained using (a) linear and (b) quadratic cohesive elements with thirty integration points for 
various mesh densities (applied displacement, δ=3 mm). 
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(a)  
 
(b)  
Figure 13. Profile of the deformed substrates of the 7 mm DCB joint obtained with (a) the linear 
and (b) the quadratic models (corresponding to an applied displacement, ). 
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Figure 14. Schematic representation of the local deformation of the upper substrate in a DCB 
joint ahead of the crack tip and the approximation with a cohesive element (for clarity, only the 
linear element is included).  
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(a)  
 
(b)  
Figure 15. Variation of  with the substrate thickness, h, for (a) different values of  and 
(b) the particular case . The analytical values and the estimates obtained with a single 
cohesive element, linear and quadratic, have been included for comparison. The variation of  
and the radius of curvature, , at  with  are also illustrated. Both plots correspond to 
a crack length of .  
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Figure 16. Variation of the CPU time with the length of the cohesive elements for both the linear 
and quadratic models of the DCB joint with 7 mm thick titanium-alloy substrates. 
 
 
Figure 17. Load-displacement traces obtained for a DCB joint using a linear discretisation, a 
fully quadratic mesh and a combination of quadratic continuum and linear cohesive elements 
(12.5 mm long cohesive elements with thirty integration points are employed in all cases). 
 
