Using coherent states as initial states, we investigate the quantum dynamics of the Lipkin-Meshkov-Glick (LMG) and Dicke models. They are representative models of bounded systems with one-and two-degrees of freedom, respectively. The first model is integrable and the second one is not, but it has both regular and chaotic regimes. Our analysis is based on the survival probability. Within the regular regime, the energy distribution of the initial coherent states consists of quasi-harmonic sub-sequences of energies with Gaussian weights. This allows for the derivation of analytical expressions that accurately describe the entire evolution of the survival probability, from t = 0 to the saturation of the dynamics. The evolution shows decaying oscillations with a rate that depends on the anharmonicity of the spectrum and, in the case of the Dicke model, on interference terms. Since most bounded Hamiltonians have a regular regime at low energies, our approach has broad applicability.
I. INTRODUCTION
Highly controllable experiments with cold atoms [1, 2] , ion traps [3, 4] , and nuclear magnetic resonance platforms [5] , where coherent evolution can be investigated for long times, are in part responsible for the renewed interest in nonequilibrium quantum dynamics. Several paradigmatic models of many-body quantum physics have become experimentally accessible. The Lipkin-Meshkov-Glick (LMG) [6] [7] [8] and the Dicke [9] [10] [11] models, for instance, were realized with BoseEinstein condensates in Ref. [12] and Refs. [13, 14] , respectively.
To better understand and control many-body quantum systems out of equilibrium, in addition to experimental and numerical studies, ones needs analytical results that can help us identifying and explaining the causes of different behaviors at different time scales. This is, however, rather challenging, since these systems often exhibit chaotic regimes.
The present work focuses on the quantum equilibration process of the LMG and Dicke models. They are representative models of bounded systems with one-and two-degrees of freedom, respectively. The LMG model is integrable, while the Dicke model presents both regular and chaotic classical trajectories. Our analysis concentrates on the regular regime, which enables the derivation of analytical expressions that cover the dynamics of the two systems from t = 0 to their new equilibrium. In the case of the Dicke model, by gradually moving the initial state away from the regular regime, we are able to identify the source of the increased complexity of the dynamics.
The initial states that we consider are coherent states. This choice allows us to link the results for the evolutions with the description of classical dynamics. Key concepts used in studies of equilibration and thermalization of classical systems, such as chaos-induced phase-space mixing and phase-space energy shells, cannot be straightforwardly employed in the quantum realm, because they do not have a direct quantum equivalent. Yet, classical features should emerge from the quantum domain [15] . To study this quantum-classical relationship, it is convenient to employ coherent states, which are the most classical of the quantum states [16] .
The quantity that we select for our studies is the survival probability (SP ), that is the probability of finding the initial state later in time. At very short times, SP shows a universal quadratic decay. At very long times, the evolution of the survival probability for finite systems eventually saturates to its infinite time average. Between these two extremes, the dynamics depends on the energy distribution of the initial state. The shape of the distribution controls the early dynamics [17] [18] [19] [20] , while the internal structure and tails of the distribution determine the long-time behavior [21] [22] [23] [24] [25] .
Here, we identify the relevant properties of the initial state and the energy spectrum responsible for dynamical behaviors that were partially anticipated in Refs. [26] [27] [28] [29] . We provide analytical expressions for the evolution of SP under the LMG Hamiltonian and under the Dicke model in the regular (lowenergy) regime, and we offer a precise definition of the equilibration time. The approach that we take could be extended to other similar models where the spectrum has a regular part.
The analytical expression for SP (t) for the LMG model is a sum of products of cosine and Gaussian functions. It depends only on three parameters that are estimated semi-classically. The decay rate of the oscillations of SP (t) is proportional to the anharmonicity of the spectrum.
In the Dicke model, the low energy spectrum is organized in sets of eigenvalues that form invariant subspaces associated with approximate integrals of motion [30, 31] . As a consequence, instead of a single sum, as in the case of the LMG model, the analytical expression for SP (t) consists of different sums and interferences between them. The number of sums grows as the energy and parameters of the initial coherent state approach chaotic classical regions, which causes the decay time of the oscillations to decrease significantly.
The paper is organized as follows. Section II offers a brief presentation of the Hamiltonian and coherent states employed. In Sec. III, we derive an analytical expression for the survival probability evolving under the LMG model. In Sec. IV, the analytical expression for the survival probability obtained with the LMG model is generalized to describe the regular regime arXiv:1710.05937v1 [quant-ph] 16 Oct 2017 of the Dicke model. Conclusions are given in Sec. V. In addition, several appendices provide details of the derivations.
II. HAMILTONIANS, INITIAL STATES, AND SURVIVAL PROBABILITY
The LMG and Dicke models were proposed with the common motivation of providing schematic models capable of capturing essential phenomena of many-body quantum physics: the transition between the spherical and deformed phase of nuclei, in the case of the LMG model, and the interaction between radiation and matter for the Dicke model. Both describe the interaction of N two-level systems, mutually interacting in the case of the LMG model, while in the Dicke model they interact with a single bosonic mode of frequency ω.
The Hamiltonian that describes the LMG model is given bŷ
where = 1. For the Dicke model,
The pseudo-spin operatorsĴ i satisfy the usual SU (2) algebra, with invariant subspaces labelled by the pseudospin quantum number J. The bosonic annihilation (creation) operator isâ (â † ), γ x,y is the coupling strength between the two level systems and γ is the coupling strength between the field and the particles.
Both models present a ground state quantum phase transition (QPT) at critical values of their coupling constants. For the LMG model [32] , γ cr x = −1 for γ y ≥ −1 or γ cr y = −1 for γ x ≥ −1, and for the Dicke model [33, 34] 
The critical values separate a normal phase (which includes the zero coupling cases) from a deformed (LMG) or superradiant (Dicke) phase. More recently, other critical phenomena, related with the so-called excited state quantum phase transitions (ESQPT), have also been studied in the LMG [35] [36] [37] [38] [39] and Dicke [40, 41] models. A main signature of the presence of an ESQPT is a singularity in the density of states [42] [43] [44] . This divergence marks the critical energy of the ESQPT and it moves to higher values of excitation energies as the control parameter varies beyond the critical point of the ground state QPT. The LMG model exhibits an ESQPT for γ x,y < −1 and the Dicke model for γ > γ c .
The LMG and Dicke Hamiltonians have a discrete parity symmetry, which separates the J sectors of the Hilbert space in two invariant subspaces. In the LMG model these two subspace are spanned by
whereas in the Dicke model they are spanned by
Due to the parity symmetry, one finds pairs of degenerate eigenvalues in the interval ranging from the ground-state to the critical energy of the ESQPT [38, 45] .
A. Classical limit
Employing Bloch coherent states (z ∈ C)
and Glauber coherent states (α ∈ C)
the classical Hamiltonians associated with both models can be obtained from the expectation values [46] ,
The canonical variables (φ, j z ) and (q, p) are given in terms of the coherent state parameters
and
respectively. The classical limit is obtained by considering J → ∞ [47] , the effective Planck constant being ef f = 1/J. For both Hamiltonians, the classical dynamics is independent of J provided we use scaled variables (see Appendix A).
B. Initial State
The initial states |Ψ(0) that we consider are coherent states. For the LMG model,
and for the Dicke model,
We choose initial states with mean energy below the ESQPT critical energy, so that the evolution probes states in the deformed or superradiant phase. To avoid problems associated with the degeneracies of this energy region and to simplify our discussion, we confine the dynamics to the positive parity sector by selecting initial states that are parity projected coherent states [48] .
C. Numerical method
The numerical results are obtained by exactly diagonalizing the Hamiltonians. For the LMG model, where the size of the Hilbert space is finite, we can consider relatively large pseudospin values and thus explore, without much computational effort, the convergence to the classical limit. We select J = 2000, γ x = −3, and γ y = −5.
For the Dicke model, the unbounded number of bosons makes the Hilbert space infinite. In order to diagonalize its Hamiltonian, a truncation in the number of bosonic excitations is introduced. The cut off has to be large enough to guarantee convergence of the low energy results that we are interested in. We use the basis described in [49] [50] [51] [52] to diagonalize the Hamiltonian. This basis is particularly efficient to obtain, in the superradiant phase, rapid convergence of a large portion of the low-energy spectrum as a function of the cut off. However, the values of J computationally affordable are much smaller than in the LMG model. We use J = 120 and consider a resonant case ω = ω 0 = 1 with the coupling strength γ = 2γ c = √ ωω 0 = 1.
D. Survival Probability
The survival probability is given by
where c k = E k |Ψ(0) is the overlap between the initial state and the Hamiltonian eigenstates |E k , and
is the inverse participation ratio. The IP R measures the level of delocalization of the initial state in the energy eigenbasis. The smaller it is, the larger the number of eigenstates of H that contribute to the evolution of |Ψ(0) . The IP R is the infinite time average of the survival probability, since at long times, if the system does not have too many degeneracies, the sum in the second line of Eq. (3) averages to zero. The dispersion of the temporal fluctuations of SP (t) around IP R is also ∼ IP R [53] (see Appendix B).
For our analysis, it is very convenient to rewrite Eq. (3) as
where
and the index p designates the distance between the eigenenergies. The sum for p = 1 considers only nearest neighboring eigenvalues, the sum for p = 2, only the second neighbors, and so on.
III. SURVIVAL PROBABILITY IN ONE-DEGREE-OF-FREEDOM BOUNDED SYSTEMS
The analysis presented in this section for the LMG model can be extended to other Hamiltonians with one-degree of freedom in the semi-classical limit provided they have a discrete spectrum (bounded systems) and the mean energy of the initial state is far enough from critical energies (ground state and ESQPTs).
The initial state that we choose to evolve with the LMG model is a coherent state with j zo /j = − cos(π/3) and φ o = π/2. It has mean energyĒ/J = k |c k | 2 E k /J = −2.376 and energy distribution of width
1/2 = 0.02054, which are obtained analytically (see Appendix C). The eigenstates ofĤ LM G that significantly contribute to the dynamics are therefore below the critical energy of the ESQPT, E ESQP T = J(γ y +γ In Fig. 1 (a) , we show the absolute squared components |c k | 2 as a function of the eigenvalues of the LMG model. The components are very well approximated by a Gaussian function
as depicted in the figure with a solid line. From the normalization condition, the amplitude A can be shown to be (see Appendix D)
is the mean of the energy differences between consecutive energies of the states that contribute to the evolution of the coherent state. The infinite time average of the survival probability is therefore given by
As discussed in Appendix C and Ref. [54] , the standard deviation of the energy distribution of coherent states is σ ∝ √ J. With this, and from the fact that ∆E 1 tends to a finite value in the limit J → ∞ [see Eq. (24) below], we can use expression (10) to explain the results of Ref. [55] , where it was shown that the IP R of coherent states in regular regions scales as 1/ √ J for large J.
B. Spectrum and Distribution of Frequencies
In search of an analytical expression for SP (t), we now concentrate on the two key elements of SP p (t) in Eq. (5), namely the frequency ω In Fig. 1 (b) , the LMG eigenergies in the interval [Ē − 3.5σ,Ē + 3.5σ] ∼ [−2.448J, −2.304J] are plotted with blue circles against their ordering numbers. This interval was selected, because the squared components of the energy eigenstates in it account for around 99.95% of the norm of the initial state. We show with a solid line that the data can be very well fitted with the expression
where k is an integer number. This leads to
As discussed in Ref. [27] , expression (11) can be viewed as a series in the variable ( ef f = 1/J here), where we have neglected the higher order terms. The anharmonicity e 2 measures the departure from a spectrum with equally spaced energies. For the selected part of the LMG spectrum, this quadratic contribution is very small. In fact, the fitting curve in Fig. 1 (b) has e 2 = −0.00094, while e 0 = −4898.46 and e 1 = 2.91. The inset shows the energy differences of consecutive eigenenergies (circles) and the result for E (f it)
k+1 −E (f it) k = (e 1 + e 2 ) + 2e 2 k (line). The slope is given by e 2 . Despite small, e 2 has an important role in the decay of the survival probability, as will become clear later.
Equation (11) is a valid assumption for almost any coherent state in the semi-classical limit (large J). The exceptions are states very close to the ground state and in the vicinity of an ESQPT. The divergence of the density of states associated with ESQPTs prevents approximating the spectrum with a smooth sequence as the one in Eq. (11) . Studies of the effects of an ESQPT in the temporal evolution of the LMG model include Refs. [37] [38] [39] 56] . We leave out from this contribution the analysis of these critical cases.
. Appendix E shows that this product can be very well approximated by a Gaussian,
Since |e 2 | << |e 1 |, at leading order in e 2 , the centroid (ω p ), amplitude (A p ), and width (σ p ) of the p-th component are given simply in terms of the values for p = 1 (see Appendix E),
Therefore, the frequency of the p-th component of the survival probability is approximately a harmonic frequency, ω 1 being the fundamental one. Two alternatives exist to obtain ω 1 . We can use in expression (13) the parameters e i employed to fit the relevant part of the spectrum with Eq. (11) . The other option, selected here, relies on the fact that the frequency ω 1 is the value where the product of Gaussians g k+1 g k takes its maximal value. Therefore, this frequency is approximately given by the pair of consecutive energies of the discrete eigenspectrum that are located aroundĒ (which is in turn the value that maximizes every Gaussian g k ). Therefore ω 1 ≈ ω (1) max , where
and the pair E kmax and E kmax+1 is defined through the condition E kmax ≤Ē ≤ E kmax+1 .
To determine A 1 , in addition to ω 1 , we also need ∆E 1 through A from Eq. (8) . Since ∆E 1 is the mean value of consecutive energies in an interval aroundĒ and since these differences vary linearly in this interval [cf. the inset of Fig. 1 (b)], we can approximate ∆E 1 by the energy difference in the center of the interval, that is ω
This assumption is not exact, but the differences between
max and ω 1 go to zero as we approach the classical limit, J → ∞, as shown in Fig. 1 (c). In this limit, the anharmonicities become negligible, and a single frequency fully characterizes the classical trajectories. It remains to find the width σ 1 in Eq. (15), and for this we need e 2 . The anharmonicity can be obtained from the fitting of the spectrum, as discussed above. It can also be estimated, as we do here, using assumption (11), which implies that
Small differences exist between e 2 estimated with the expression above and the anharmonicity obtained by fitting the spectrum with Eq. (11), but the discrepancy decreases and both values go to zero as J increases, as seen in the inset of Fig. 1 (c).
C. Analytical Expression
Putting the above results together in Eq. (5), we have
(19) Approximating the sum above by an integral (see Appendix F), we arrive at
where we define
Expression (20) is valid up to the time when the discrete nature of the spectrum, neglected with the use of the integral, finally manifests itself and induces fluctuations of the survival probability around its asymptotic value.
With the above expression (20) and Eq. (10), the equation for the survival probability becomes,
which is one of the main results of this contribution. Equation (22) can also be expressed as a convergent series in terms of the Jacobi theta function [57] , Θ 3 (x, y) = 1 + 2 p=1 y p 2 cos(2px), using x = ω 1 t/2 and y = exp −
As one sees from Eq. (20) , the amplitude at t = 0 of each component SP p (t) scales exponentially with −p 2 . Every SP p (t) is an oscillating function with frequency p ω 1 modulated in time by a Gaussian function
with decay time t
The decay of the oscillations of the survival probability in Eq. (22) is controlled by the sum of these Gaussians.
In the inset of Fig. 2 (a), we show the contribution from each SP Decay p (t). The components with large p decay faster than those with small p. At long times, the sum of Gaussians is dominated by the p = 1 component. Therefore, the decay time of SP 1 (t) is also the decay time of the entire SP (t) and is given by t D from Eq. (21) . The larger the anharmonicity is, the shorter the decay time becomes.
We emphasize that in this regular case, only three parameters are needed to fully describe the survival probability at any time up to the decay time. As seen from Eq. (22), they are the width σ of the Gaussian function that describes the dependence in energy of the components |c k | 2 of the initial state, the mean energy separation between eigenenergies ω 1 , and the anharmonicity in the energy spectrum e 2 .
D. Comparison with Numerics
In the main panels of Fig. 2 , we compare the analytical expression (22) and the numerical results for the LMG model using the same parameters and initial state as in Fig. 1 . The relevant parameters obtained with Eqs. (7), (16) , and (18) At times of the order of t D , the decay of the survival probability is power law, as mentioned in Ref. [38] . The power-law decay, fitted as 2.506/t, is illustrated with a solid red line in the inset of Fig. 2 (a). This behavior, including the pre-factor, can be justified analytically in the semi-classical limit (see the next subsection and Appendix H). 
E. Classical Limit
The analytical expression (22) to the survival probability and its parameters have well defined classical limits. They can be used to estimate ω 1 , e 2 and t D in the semi-classical regime (large but finite J) and to explain the power-law behavior of the survival probability at t ∼ t D .
As it was shown in Fig. 1 (c) , the mean energy difference ∆E 1 approaches the fundamental frequency of the survival probability ω 1 in the classical limit. The asymptotic value for both quantities is the classical frequency ω cl of the trajectory with initial conditions defined from the parameter z o of the initial coherent state,
The classical frequency is evaluated using angle-action variables, as discussed in Appendix G. We also show there that the anharmonicity can be estimated from the classical model through
with the classical action variable I( ) = (j z /J)dφ and ≡ E/J. In agreement with Eq. (25) , the convergence to zero of the anharmonicity, e 2 → 0 as J increases, is shown in the inset of Fig. 1 (c) .
In the classical limit, e 2 ∝ 1/J goes to zero faster than the growth of σ ∝ √ J. Consequently, the decay time goes to infinity,
and the expression (22) becomes a sum of delta functions
with τ = 2π/ω cl . This is indeed the expected result for the survival probability in a periodic, regular classical system. With the asymptotic expressions for σ, ω 1 and e 2 , it is possible to justify the power law observed in Fig. 2 for the decay of the survival probability revivals at times of the order t D . For this, we investigate SP Decay (t), that is, Eq. (22) without the cosine function. Appendix H shows that for J >> 1, SP Decay ≈ c/t, where c is an asymptotically finite value
σ 2 |e2| . For the parameters used in Fig. 2 , we find c = 2.50704, which is in excellent agreement with the fitting in the inset of Fig. 2 (a) .
IV. SURVIVAL PROBABILITY IN TWO-DEGREE-OF-FREEDOM MODELS
We use the Dicke model in the superradiant phase to characterize the dynamics of quantum models with two-degrees of freedom. The Dicke model has both regular and chaotic regimes. The classical regular dynamics occurs at low energies [58] and is accounted for by quasi-integrals of motion [30, 31] . In the quantum domain, for the different subspaces associated with the quantum numbers of the quasiintegrals of motion, the spectrum probed by coherent states at large J is quasi-harmonic. This is not the case in the chaotic regime.
The description of the evolution of the survival probability under the Dicke model is richer than what we find for models with one-degree of freedom. This happens because, in general, the projection of coherent states into the energy eigenbasis no longer leads to a single sequence of components |c k | 2 following a single Gaussian function, as for the LMG model in Fig. 1 (a) . Instead, the components of the initial state now form different sub-sequences. In the regular regime, these sub-sequences are overall still represented by Gaussian functions, but of different means and widths. These various subsequences interfere and lead to a more complex behavior of the survival probability.
The energy eigenbasis decomposition of the coherent states is closely related with the classical trajectories. To better understand this relationship, we compare the structures of different coherent states written in the energy eigenbasis [ Fig. 3 ] with their location in the classical phase space [ Fig. 4 (b) ].
In Fig. 3 , we fix φ and p, vary j z , and determine q from the condition that guarantees that all chosen coherent states have the same mean energy E/J = −1.8, which is relatively close to the ground-state (E GS /J = −2.125). Regular dynamics dominates this energy region, as seen in Fig. 4 (a) . This figure shows Poincaré sections for the classical limit of the Dicke model at E/J = −1.8. The closed loops, covering the whole Poincaré surface, reflect the existence of invariant tori. Their nature can be revealed in light of the adiabatic approximation [30, 31] : for the parameters (ω = ω 0 = γ = 1) and energy chosen here, the dynamics of the bosonic variables (p, q) is slower than that of the pseudospin variables. The pseudospin precesses rapidly around a slowly changing q-dependent axis. The nearly constant angle β that forms the pseudospin with respect to the precession axis defines an effective one-dimensional adiabatic potential for the bosonic variables. If the angle β is small, the amplitude of the bosonic variables is large and vice-versa, if the angle β is large the amplitude of the bosonic variables is small.
The Poincaré sections in Fig. 4 (a) can then be understood as follows:
• The trajectories located around j z /J ≈ −0.5 (plotted in purple) correspond to small precessing angles β and wide amplitudes of the bosonic excitations.
• The trajectories around j z /J ≈ 0.15 (plotted in red) have large β and consequently small displacements of the bosonic variables.
• The trajectories in the center (plotted in orange), rotating around the point (j z /J ≈ −0.15, φ = 0), indicate the breaking of the adiabatic approximation. They emerge from nonlinear resonances between the adiabatic modes. These trajectories are the precursors of ample chaotic regions in phase space that appear for energies larger than those considered here. In fact a detailed view of the separatrix between this last set of trajectories and the two former ones reveals the existence of a narrow region with classical chaotic trajectories [59] .
The six coherent states of Fig. 3 sample the three classical regions listed above. In Fig. 4 (b) , we show where these states fall in the Poincaré surface. Each point in Fig. 4 (b) indicates the phase-space coordinates associated with the coherent state parameters (z o , α o ), and the curve surrounding each point represents the spreading of the corresponding coherent state wave function in phase space (level curves
for J = 120). According to the list above, the states in Figs. 3 (a) and (b) are associated with large bosonic amplitudes and those in Figs. 3 (e) and (f) with large pseudospin precession angles. They have one sequence (a) or sub-sequences (b, e, f) of components described by Gaussian distributions. The differences of consecutive energies in the sub-sequences of Figs. 3 (e) and (f) are larger than in Figs. 3 (a) and (b) . This can be qualitatively understood from the classical model, because the pseudospin has faster dynamics than the bosonic variables, and thus larger oscillation frequencies.
The state in Fig. 3 (a) classically to pseudospin precessing angle β = 0 and maximal amplitude of the bosonic variables.
In contrast, the state in Fig. 3 (f) is representative of nearly pure pseudospin excitations, its components |c k | 2 are well described by a dominant Gaussian distribution with a second smaller Gaussian sub-sequence. In the classical picture, this state corresponds to nearly maximal precessing pseudospin angle and nearly zero amplitude of the bosonic variables.
The states in Figs. 3 (b) and (e) have more than a single sequence of components; three Gaussians are identifiable in (b), while four are distinguished in (e). The presence of several sub-sequences of components in these states corresponds classically to the simultaneous activation of different adiabatic modes, with the dominance of one of them, the bosonic one in Fig. 3 (b) and the pseudospin mode in Fig. 3 (e) .
The state in Fig. 3 (c) , located close to the center of the region of nonlinear resonances, exhibits a dominant Gaussian sub-sequence and many smaller ones, while the coherent state in Fig. 3 (d) has a complicated structure with so many eigenstates participating that it is hard to identify the sub-sequences (if any). In the classical phase space of Fig. 4 (b) , this state is located in the separatrix between the central region of nonlinear resonances and the region of trajectories with wide pseudospin precessing angle, where, as it is known [60] , classical chaos emerges.
For the next subsections, we select four representative coherent states from Fig. 3 and analyze their survival probability. We start with the state in Fig. 3 (a) , which shows a behavior analogous to what we found for the LMG model. In Sec. IV B, we consider the states from Figs. 3 (b) and (f), where interferences between different sub-sequences occur. For Sec. IV C, we choose the state from Fig. 3 (d) to illustrate the effects of the separatrix of the nonlinear resonances.
A. One-sequence coherent state
In Fig. 3 (a) , we show a Gaussian fit to the energy components of the coherent state. The mean and the width σ obtained from the fitting match those calculated analytically through the expectation values H D and H 2 D (see Appendix C). This agreement confirms that this state is indeed very well described by a single sequence of energy components.
The energy levels {E k } that are relevant to the evolution of the coherent state, i.e. those with non-negligible |c k | 2 , are very well described by Eq. (11), as can be seen in Fig. 5 (a) . A tiny discrepancy is visible by plotting the energy difference E k+1 − E k in the inset of Fig. 5 (a) , which could related with the small J accessible to our numerical analysis of the Dicke model (J = 120). However, as we show below, Eq. (11) can still be successfully employed for the description of the survival probability.
The analytical expression (22) used for the LMG model can be used here also. There are two ways to obtain the fundamental frequency ω 1 and the anharmonicity parameter e 2 needed in Eq. (22) . They can be derived from the adiabatic potential approximation [30, 31] using the semi-classical formulae (24) and (25) , or alternatively they can be estimated using Eqs. (16) and (18) in the numerically evaluated spectrum. Using this latter method, we obtain (ω 1 /J, e 2 /J) = (0.00788, −3.33 × 10 −6 ) which together with the calculated width σ/J = 0.0436 give the decay time t D = 451.5.
The analytical approximation (22) and the numerical result for survival probability are compared in Figs. 5 (b) and (c) both in linear (main panels) and log-log (inset) scales. The analytical approximation gives a very accurate description of SP (t) from t = 0 until t D . Beyond the decay time, the discreteness of the energy spectrum becomes relevant. It leads to fluctuations that are not captured by the analytical expression, as seen in Fig. 5 (c) .
(a) (b) Figure 6 . (a) Energies of the largest components of the three sub-sequences contributing to the coherent state in Fig. 3 (b) . Each sub-sequence has a different color (red, black and blue). The inset shows the energy differences between two distinct sub-sequences (dots) and the respective mean values (horizontal lines). (b) Similar to panel (a) but for the largest components of the two principal sub-sequences of the coherent state in Fig. 3 (f) .
B. Interference terms
When the components of the initial state can be fitted with more than a single Gaussian, as in Fig. 3 (b) and Fig. 3 (f) , we use the index i to denote the components |c
k }, and the Gaussian curve A i e −(E−Ēi)/(2σ 2 i ) associated with each sub-sequence. In this case, Eq. (3) for the survival probability can be written as
The novelty is now the interference terms SP (ij) I .
To obtain an analytical expression for SP (ij) I
, we use the same strategy used in Sec. III, namely we separate the terms according to the index distance p between the eigenvalues (see Appendix I),
In addition, we assume that the sub-sequences are of the form (11) and related by a constant shift δE ij
This is an important step in the derivation of an expression for SP (t). In Fig. 6 (a) and Fig. 6 (b) , we show the energies {E 
By fitting the sub-sequences of components with Gaussian functions, we can obtain the mean energyĒ i , the width σ i , and the amplitude A i . Three Gaussians (i = 1, 2, 3) are used for the state in Fig. 3 (b) and two (i = 1, 2) for the state in Fig. 3 (f) .
Analogously to Sec. III, the decay time of each isolated sub-sequence is t
kmax is the difference of the closest energies of the i-th sub-sequence to the mean energyĒ i , with E (i)
From the assumption (29) and using |c
, the following expression is obtained for the interference terms (see Appendix I),
Above,
and ω ij = E (i)
is the energy difference between the eigenvalues of the i-th sub-sequence that are closest to the value E (I) ij that maximizes the product of Gaussians g
k . This value is given by
and satisfies
. All these different contributions are now gathered into Eq. (27) , which can be compared with the numerical result. At variance with the case of single sequence, when several sub-sequences participate in the energy eigenbasis decomposition of the coherent states, one needs to deal with several parameters to describe the evolution of the survival probability. Although they can be obtained analytically employing the semiclassical analysis, here we estimate them numerically from the exact energy spectrum.
In Fig. 7 , we study the evolution of the survival probability for the coherent state from Fig. 3 (b) . The parameters employed in Eq. (27) are shown in Table I . The analytical expression provides an accurate description of the numerical result from t = 0 until the decay time t D of the dominant subsequence. The expression captures the details of the interference terms. They produce slow oscillations that modulate the fast revivals associated with the isolated sub-sequences. These slow oscillations are approximately described by the analytical expression (27) by making the products pω (i) 1 = 0 and pω ij = 0 in the argument of the cosine functions in Eqs. (30) and (31), respectively. The result is shown in both panels of Fig. 7 with dashed lines. The inset of Fig. 7 (a) , which zooms in a small time interval of the main panel, reinforces the accuracy of the analytical expression.
Analogously to the discussion associated with Eq. (21) and Fig. 2 (b) in Sec. III, Fig. 7 (b) makes explicit the effects of the discrete nature of the quantum spectrum, which becomes important for t > t D . These effects are neglected by the analytical approximation, whose oscillations beyond the decay time differ from those of the numerics.
In Fig. 8 , expression (27) is compared with the numerical result for the survival probability of the coherent state from Fig. 3 (f) , showing excellent agreement from t = 0 to the decay time t (1) D . This state has two main sub-sequences, whose adjusted parameters are given in Table I . Notice that the frequency of the revivals is larger than in Fig. 5 and Fig. 7 . As discussed at the beginning of the present section, this can Table I . Parameters determined from the numerical spectrum of the coherent states of Fig. 3 (b) and Fig. 3 (f) , and used in the analytical expression (27) for the survival probability. Figure 9 . Numerical result for the survival probability of the coherent state in Fig. 3 (d) , which is located at the separatix between the region of nonlinear resonances and the region of adiabatic modes. Note that the vertical scale used is smaller than in the previous figures. The IP R = 0.00855 is shown by a horizontal black line, but its is so close to the horizontal axis that it is difficult to distinguish it. be qualitatively understood because the coherent state from Fig. 3 (f) is located in a region of the phase space corresponding to wide and fast pseudospin excitations, in contrast with the states in Fig. 3 (a) and Fig. 3 (b) , which are dominated by the slow bosonic mode.
On the other hand, the coefficients e (i) 2 of the state in Fig. 3  (f) are also larger than for the states in Figs. 3 (a) and (b) . This yields a decay time for the survival probability in Fig. 8 that is one order of magnitude smaller than those in Fig. 5 and Fig. 7 , so fewer revivals are seen before t (1) D . Also in contrast with Fig. 7 is the almost lack of modulation of the fast oscillations in Fig. 8 . This happens, because the effect of the interference term is less pronounced than for the coherent state in Fig. 3 (b) . The inset of Fig. 8 shows separate curves for SP (1) (t), SP (2) (t), and SP 
C. Effects of the nonlinear resonances
In Fig. 9 we show the numerical result for the survival probability of the coherent state of Fig. 3 (d) , which is located at the separatrix of the nonlinear resonances region of the classical phase space, where chaos emerges. The eigenstate decomposition of this initial state is complex, with no easily identifiable structures. This is reflected in the rapid decay of SP (t) and the fact that the IP R is one order of magnitude smaller than in the previously discussed cases, where analytical approximations were applicable.
In Refs. [55, 59] , it was shown that the presence of chaos in a classical trajectory, characterized by a positive Lyapunov exponent, correlates with the IP R value of the associated coherent state. This value scales inversely with J, while for regular trajectories IP R scales as 1/ √ J. The fast decay of the survival probability signals the presence of a narrow chaotic region, which becomes larger for higher energies. The complicated eigenstate decomposition of the initial coherent state is a quantum precursor of chaos reminiscent of the behavior of the Husimi function of the eigenstates of the Harper map reported in [61] .
V. CONCLUSIONS
We studied the quantum dynamics of bounded systems with one-and two-degrees of freedom, represented by the LMG and Dicke Hamiltonians, respectively. For this, we employed the survival probability and used coherent quantum states as initial states. Our focus was on parameters and energies for which both models have classical regular trajectories. The results were compared to those in the classical limit, where the number of particles goes to infinity.
The dynamics for the two models is equivalent when the eigenstate decomposition of the initial state forms a single energy sequence. In this case, an analytical expression for the survival probability can be derived in terms of the Jacobi theta function. It describes extremely well the numerical results for the entire evolution of SP (t), from t = 0 to the saturation of the dynamics. The decay is determined by the anharmonicities of the region of the energy spectrum probed by the initial coherent state. This allowed us to define the decay time to equilibration. At times longer than this decay time, the survival probability exhibits fluctuations around its asymptotic value caused by the discreteness of the quantum energy spectrum.
In the classical limit of the LMG model, the anharmonicities go to zero and the decay time goes to infinity. The survival probability in this case exhibits generalized Rabi oscillations that never decay.
For the Dicke model in the regular regime, we also encounter scenarios where the components of the initial coherent state constitute more than a single energy sequence. When two or more energy sub-sequences are present, interference terms emerge and the survival probability shows a more intricate evolution pattern. An analytical expression for the inter-ference terms was obtained and shown to provide an accurate description of SP (t) until the decay time.
When the initial coherent state lies in the region of the separatrix of classical nonlinear resonances, the distribution of the components of the initial state has no simple recognizable structure. This is reflected in the temporal behavior of the survival probability, which has minor revivals and very short decay times. This unstable region helps us understand the increasing level of complexity as we approach the chaotic regime.
The analysis presented here is valid in general for bounded models with few degrees of freedom and can be extended to study the dynamical evolution of other observables. Since most bounded Hamiltonians have a regular regime at low energies, our approach has broad applicability.
An interesting future direction is to connect the results of this work with those of Ref. [28] , where the temporal evolution of initial coherent states under the Dicke model was also studied. There, a Fokker-Planck equation was provided, where the drift term was determined by the classical dynamics, while the quantum corrections were associated with the diffusive term. We conjecture that the analytical formula given here is related to the classical drift term in Ref. [28] , while the fluctuations observed at times longer than the decay time are related to the diffusive quantum term. In this appendix we show that, as already noticed in [28] for the Dicke model, the classical dynamics that results from the semi-classical limit in terms of coherent states, can be cast in a form independent of the parameter J. We begin by considering the expectation values of the Hamiltonians, which, according to [46] define the classical model
for the LMG model, and
for the Dicke model. In both cases we have expressed the expectation values in terms of canonical classical variables, which define unambiguously the coherent parameters. Observe that in the case of the LMG model, since the Hamiltonian is quadratic in J 2 x and J 2 y , a dynamically irrelevant constant term
appears.
The classical equations of motion are
∂φ for the LMG model and
for the Dicke model. By calculating the partial derivatives is straightforward to demonstrate that a set of entirely equivalent equations can be obtained by considering conjugate variables (φ,j z ) ≡ (φ, j z /J) and (q e , p e ) = (q/ √ J, p/ √ J) and scaling the Hamiltonians according to
for the LMG and Dicke model respectively. The Hamilton equations obtained from the scaled Hamiltonians and the new variables are entirely equivalent to the previous equations, but have the interesting property of being completely independent of the parameter J:
for the LMG model and
e ) + ω ojz + 2γ 1 −j 2 z q e cos φ for the Dicke model. Given the independence on J of this formulation, we use the term "classical" to refer to these scaled Hamiltonians.
Appendix B: Temporal fluctuations of the survival probability
In this appendix we show explicitly that the long-time average of the SP is given by IP R and that the standard deviation of its temporal fluctuations is bounded by IP R. We begin by writing SP as
Taking the long-time average, the cosine function averages to zero. If there are no degeneracies, this implies that
where IP R is the inverse participation ratio. In order to calculate the temporal fluctuations of the survival probability, we evaluate
Taking the long-time average, the cosine function and the product of cosine functions average to zero, and assuming again that there are no degeneracies, we find that
As the last term is positive (and in most cases negligibly small), we can write
Therefore, the variance of the temporal fluctuations of the survival probability is
implying that
Similarly, the uncertainty of the Dicke Hamiltonian in coherent states is depicted by Eq.(85) of Ref. [54] . The result in our parametrization (and after correcting a mistake in the expression of Ref. [54] ) is
where, again, Ω 1 is linear in J,
and gives the leading contribution in the limit J >> 1, with
where we have used the scaled variables for the bosonic coherent state. Therefore, identically to the LMG model, the uncertainty of the Dicke Hamiltonian in a coherent state scales as
Appendix D: Normalization of the Gaussian function
Here we obtain the normalization constant for the Gaussian describing the components of the coherent state in the Hamiltonian eigenbasis. Since the coherent state is normalized
where ∆E 1 is the mean of the differences between consecutive energies of the states contributing the most to the coherent state,
The sum appearing in Eq. (D1) is approximated by an integral
Consequently, the amplitude A is given by
In this appendix we show that the product g k+p g k can be approximated by a single Gaussian. The derivation is based on the observed Gaussian for the components
, and the assumption for the spectrum
We start with the product of Gaussian functions
Our objective is to express this product entirely in terms of ω (p)
k . To this end, we rewrite it as
To express E k as a function of ω
k , we use Eq. (E1) and obtain
which plugged into Eq. (E1) allows to express E k as a quadratic function of ω
By substituting this expression in (E2), the product of Gaussians reads are highly suppressed. For our purpose is enough to consider up to quadratic terms around the minimum ω p
By calculating the minimum and evaluating F and F at it, we obtain
With these results, we obtain the following distribution for the frequencies of the p-th component,
which is a product of two Gaussians, one centered in 0 and having width √ 2σ ∝ √ J and a second much narrower with centroid in ω p ∝ J 0 and width
whose dependence on J can be shown to be σ p ∝ J (see Appendix C for the scaling of σ and Appendix G for the scaling of e 2 ). For large J, since the width of the second Gaussian is very narrow, the product of Gaussians is highly suppressed, except in the region around ω (p) k ≈ ω p . Therefore the product of Gaussians can be reduced to
where the contribution from the first Gaussian is its value at the centroid of the second Gaussian. The final result is a single Gaussian function for every p-th component,
with amplitude
centroid ω p (E3) and width σ p (E4). Finally, since |e 2 | << |e 1 |, at leading order in e 2 , the centroid, width, and amplitude of the p-th component are given simply in terms of the values for p = 1
Appendix F: Approximation of the sum by an integral for the p-th component of the survival probability
Here we approximate the sum appearing in the the p-th component of the SP [Eq. (19) ] by an integral. Using our assumption for the principal spectrum (11), we write the differences between consecutive frequencies ∆ω
and arrive at
The integral can be calculated straightforwardly
With the result above, the expression for σ 1 [Eq. (15) ] and the considerations for Eq. (17), we obtain the following expression for the p-th component of the SP
where we have defined the decay time of the p = 1 component as
Appendix G: Semi-classical formula for the anharmonicity parameter
In this appendix we derive a semi-classical approximation for the parameter e 2 , which was shown to be given by
From the Bohr-Sommerfeld quantization rule, applied to the pseudospin canonical variables, we have
where we have used scaled variablesj z = j z /J, h = H/J and k = E k /J. By considering consecutive energies we obtain
which divided by ∆ k = k+1 − k gives
where ν cl is the frequency of the classical trajectory. From this result a semi-classical approximation for the energy difference of consecutive energies is obtained
with ω cl = 2πν cl . Now, we consider the second derivative of I respect to
where we have used Eq. (G1). We rewrite the previous result as
where, in the second line, we have approximated
Finally, by expressing the previous relation in non-scaled energies (E k = J k ), we obtain
from where the desired semi-classical approximation for e 2 is obtained
Appendix H: Power law decay of survival probability revivals
In this appendix we derive analytically, in the semi-classical limit, the power-law decay of the survival probability revivals. We begin from the SP Decay (t), that is, Eq. (22) without the cosine function, which reads
In terms of the elliptic theta function, it is
. We make a Taylor expansion of the function above in terms of the variable 1/t around 1/t D . The first two terms of this expansion give
By considering the asymptotic (J >> 1) behaviors of ω 1 → ω cl , σ → √ J and t D → √ J, in the semi-classical limit, the expression above simplifies to
SP
Decay (t) ≈ 1 e √ π ∂Θ 3 (0, y) ∂y Evaluating numerically the derivative and constants, we obtain SP Decay (t) ≈ 0.499031
Observe that the ratio in the parenthesis tends to a finite value in the limit J → ∞. For the particular case of the parameters and initial state of Fig 2, this ratio is 5.02383 and the decay is SP Decay (t) = 2.50704/t, which compares very well with the numerical fit to the decay (2.50/t). Now, we use the assumption
and the observation that the components are described by a Gaussian, |c
, to write
with Ω k . To demonstrate this, we write the product of Gaussians as
Next, we express E By substituting this result in the argument of the second exponential in Eq.(I3), we obtain is inside the argument of the exponential, we consider a Taylor expansion around the minimum (Ω ij p ) up to quadratic terms The parameter ω ij can be estimated from the numerical spectrum as described below. In terms of the parameter ω ij , the product of Gaussians simplifies to
As in the case of one single sequence, we obtain a product of two Gaussians , with the second one being much narrower than the first. Therefore, the second gives the main contribution, while the effect of the first one is accounted for by evaluating it at Ω (p) k = δE ij + pω ij . Thus, we obtain the desired approximation
Eq. (I2) now becomes, We now substitute this result in Eq. (I1) to obtain the final result for the interference term between the i-th and j-th subsequences
Finally, we present a simple way to estimate the parameter ω ij . According to the discussion above, the maximum of the product g
k+1 is Ω (ij) p=1 = δE ij + ω ij . On the other hand, the product of two Gaussian functions, considering the energy as a continuous variable x and a fixed parameter ∆, 
The energy separated a distance ∆ of x max is
Therefore the pair of continuous energies maximizing the product of Gaussians are located to the right and to the left of
