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Geometric fluctuation theorem for a spin-boson System
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We derive an extended fluctuation theorem for geometric pumping of a spin-boson system under
periodic control of environmental temperatures by using a Markovian quantum master equation. We
obtain the current distribution, the average current, and the fluctuation in terms of the Monte Carlo
simulation. To explain the results of our simulation we derive an extended fluctuation theorem. This
fluctuation theorem leads to the fluctuation dissipation relations but the absence of the conventional
reciprocal relation.
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2I. INTRODUCTION
Nonequilibrium processes are characterized by the existence of currents such as an electric current and a heat current
from one reservoir to another reservoir. A nonequilibrium steady state under a steady current between reservoirs has
been studied extensively. In such a nonequilibrium steady system the current distribution Pτ (qτ ) during time interval
τ for the current qτ from the left reservoir at temperature β
−1
L and chemical potential µL to the right reservoir at
β−1R and µR satisfies the steady fluctuation theorem [1]:
lim
τ→∞
1
τ
ln
{
Pτ (qτ )
Pτ (−qτ )
}
= (βLµL − βRµR)
qτ
τ
. (1)
This fluctuation theorem leads to various nonequilibrium relations among cumulants of the current such as the
fluctuation dissipation relation (FDR) and the reciprocal relation.
There exists a different type current from the steady one, called the geometric pumping current in a mesoscopic
system. The geometric pumping process is realized by the modulation of several control parameters such as chemical
potentials, gate voltages, and tunneling barriers. It is remarkable that there exists a net average current without dc
bias in the geometric pumping. This phenomenon has been observed in various processes such as quantized charge
transports[2–12], spin pumpings[13–20] and qubit manipulations[21]. Such systems can be described by classical
master equations[22–33] or quantum master equations[15–17, 20, 21, 34–38]. It is recognized that the mechanism of
geometric pumping originated from the geometrical phase known as the Berry-Sinitsyn-Nemenman (BSN) phase [25,
26, 29–31, 38] corresponding to the Berry phase in quantum mechanics [39]. Our previous work [40] extended the
adiabatic treatment to the nonadiabatic one for the calculation of the geometric current as the effect of the nonadiabatic
BSN phase.
In previous studies of geometric pumping current, so far, the fluctuation theorem related to the BSN phase has not
been systematically discussed, though there exists the current fluctuation theorem originated from the steady bias
even for an open system within the Markovian approximation [41–46]. In geometric pumping it has been suggested
that the conventional fluctuation theorem does not exist [30]. Interestingly, nonadiabatic effects play essential roles
in the discussion whether the fluctuation theorem for the geometric pumping exists.
In this paper, we study geometric pumping effects within the framework of the quantum master equation under the
Markovian approximation. To clarify the argument, we only focus on the simplest spin-boson system in which there
is a spin in the system attaching the left and the right reservoirs consisting of bosons [30, 40, 47]. We also slowly
control the temperatures in reservoirs sinusoidally characterized by the angular frequency Ω. As a result, there is a
geometric current from the reservoir to the system. We perform the Monte Carlo simulation of this system and derive
an extended fluctuation theorem for the geometrical pumping to explain the results of our simulation. Our extended
fluctuation theorem indicates that there exists FDR, while the conventional reciprocal relation is no longer valid in
this system.
The organization of this paper is as follows. In Sec. II, we introduce the spin-boson model and explain the methods
of the generalized quantum master equation with the aid of full counting statistics (FCS) to analyze this system. In
Sec. III, we explain the method and results of the Monte Carlo simulation of our system. We also derive the fluctuation
theorem from a phenomenological argument to be consistent with our numerical results. Section IV consists of three
parts. In Sec. IV A, we derive general expressions of the current distribution and the fluctuation theorem. In Sec.
IV B, we illustrate the existence of the FDR but the absence of the reciprocal relation. In Sec. IV C, we apply our
formulation to a spin-boson system for the check of the validity of the derived fluctuation theorem. Finally, we discuss
and summarize our results, in Sec. V. In Appendix A, we describe the rate function introduced in Sec. IV A and
summarize its properties. In Appendix B, we summarize the used equations of physical variables for our analysis in
a spin-boson system. In Appendix C, we review the fluctuation theorem, the FDR, and the reciprocal relation for a
steady current.
II. MODEL AND METHOD
In this section, we explain the model and the method used for our analysis. We consider a nonequilibrium process
under a periodic modulation of parameters in an open system consisting of a target system in contact with a left
reservoir (with the subscript L) and a right reservoir (with the subscript R). The Hamiltonian of the total system
consists of the system Hamiltonian HˆS,
HˆS =
~ω0
2
σˆz, (2)
3the Hamiltonian HˆνB for the νth reservoir (ν = L,R),
HˆνB =
∑
k
~ωk,ν bˆ
†
k,ν bˆk,ν , (3)
and the interaction Hamiltonian HˆνSB between the νth reservoir and the system
HˆνSB = ~σˆx
∑
k
gk,ν(bˆk,ν + bˆ
†
k,ν), (4)
where σˆx and σˆz are Pauli matrices, bˆk,ν and bˆ
†
k,ν are, respectively, bosonic annihilation and creation operators at
the wave vector k for the environment ν, and ~ω0 and ωk,ν are the energy level and the angular frequency of the
bosonic environment ν, respectively. Here, gk,ν is the coupling strength, which is characterized by the spectral density
function Dν(ω) ≡ 2π
∑
k
g2
k,νδ(ω − ωk,ν). For later analysis we use the dimensionless linewidth Γ = Dν(ω)/ω0 which
is assumed to be independent of ν and ω. We also assume that the bosonic reservoirs are always in equilibrium, which
is characterized by the equilibrium density matrix ρˆeq,νB (βν(t)) = e
−βν(t)Hˆ
ν
B/Z at the inverse temperature βν(t) and
time t, where Z = Tre−βν(t)Hˆ
ν
B with the trace Tr. We modulate the temperatures of the reservoirs periodically with
the angular frequency Ω by denoting ~α(t) = {βL(t), βR(t)}. The positive (negative) angular velocity Ω corresponds to
the counterclockwise (clockwise) rotation in the parameter space. We note that we do not control parameters in the
system Hamiltonian such as the gate voltage and the potential barrier in this paper. It is straightforward to generalize
formulation to cover such situations, but we restrict our interest to such a simple setup.
Let us adopt the generalized quantum master equation with the aid of the full counting statistics (FCS) method.
The FCS method enables us to obtain the probability distribution of the dimensionless heat transfer qτ normalized
by ~ω0 from a reservoir to the system during a time interval τ . When we perform the projective measurement on a
dimensionless energy Qˆ at time zero and time τ , the corresponding outcomes are denoted by Q0 and Qτ , respectively.
The cumulant-generating function
Sτ (χ) := ln
∫
dqτe
iχqτPτ (qτ ) (5)
is obtained by the probability distribution function Pτ (qτ ) of the (dimensionless) heat transfer qτ = Qτ −Q0, where
χ is the counting field. Note that the counting field is a dimensionless quantity, because its conjugate field qτ is the
dimensionless heat transfer. In this method, the cumulant-generating function is given by Sτ (χ) = Trρˆ
χ(τ), where
ρˆχ(τ) is the generalized density matrix for the target system, which satisfies the generalized quantum master equation
d
dt
ρˆχ(t) = ω0K
χ
~α(t)ρˆ
χ(t), (6)
where the superoperator Kχ~α(t) has the periodicity from ~α(t+τp) = ~α(t) with the period of the modulation τp = 2π/|Ω|.
Equation (6) is explicitly written as the Born-Markov quantum master equation
d
dt
ρˆχ(t) = −
i
~
[HˆS, ρˆ
χ(t)]−
∑
ν=L,R
1
~2
∫ ∞
0
dτTrE [Hˆ
ν
SE, [Hˆ
ν
SE(−τ), ρˆ
eq,ν
B (~α(t))ρˆ
χ(t)]χ]χ, (7)
where we have introduced [Hˆ, Aˆ]χ := HˆχAˆ−AˆHˆ−χ for an arbitrary operator Aˆ, Hˆχ := e
iχQˆ/2Hˆe−iχQˆ/2, ρeq,νB (~α(t)) :=
ρˆeq,LB (βL(t))ρˆ
eq,R
B (βR(t)), and Hˆ
ν
SE(τ) = e
i(HˆS+HˆE)τ/~HˆνSEe
−i(HˆS+HˆE)τ/~. Thus, the explicit definition of the superop-
erator Kχ~α(t) in Eq. (6) is given by the right hand side of Eq. (7). Usually Eq. (7) is only valid for steady nonequilibrium
situations, but Ref.[40] shows that Eq. (7) can be used for systems under slowly modulated parameters ~α(t). Note
that Eq. (7) is applicable when the coupling constant, i.e. the dimensionless bandwidth Γ, is weak. We also note that
ρˆχ(τ) is reduced to the usual density matrix at χ = 0 and satisfies ρˆχ(τ)† = ρˆ−χ(τ).
In the spin-boson system, the matrix representation of Eq. (7) is written as
d
dt
|ρχ(t)〉〉 = ω0K
χ(t)|ρχ(t)〉〉, (8)
where |ρχ(t)〉〉 is the vector satisfying |ρχ(t)〉〉 = T (〈0|ρˆχ(t)|0〉, 〈0|ρˆχ(t)|1〉, 〈1|ρˆχ(t)|0〉, 〈1|ρˆχ(t)|1〉) with the notation
of the transverse(superscript T ) corresponding to the up spin state |1〉 and the down spin state |0〉, and the matrix
4Kχ(t) is given by
Kχ(t) =


a1(t) 0 0 a
χ
2 (t)
0 cχ1 (t) c
χ
2 (t) 0
0 cχ2 (t)
∗ c1(t)
∗ 0
aχ3 (t) 0 0 a4(t)

 . (9)
Here, the explicit forms of the matrix elements are given by
a1(t) = −
1
ω0
∑
ν=L,R
∫ ∞
0
dτ{Φ1,ν(~α(t), τ)e
−iω0τ +Φ∗1,ν(~α(t), τ)e
iω0τ} = −Γ[nL(t) + nR(t)], (10)
aχ2 (t) =
1
ω0
∑
ν=L,R
∫ ∞
0
dτ{Φχ2,ν(~α(t), τ)e
−iω0τ +Φχ3,ν(~α(t), τ)e
iω0τ} = Γ[1 + nL(t) + (1 + nR(t))e
iχ~ω0 ], (11)
aχ3 (t) =
1
ω0
∑
ν=L,R
∫ ∞
0
dτ{Φχ2,ν(~α(t)τ)e
iω0τ +Φχ3,ν(~α(t), τ)e
−iω0τ} = Γ[nL(t) + nR(t)e
−iχ~ω0 ], (12)
a4(t) = −
1
ω0
∑
ν=L,R
∫ ∞
0
dτ{Φ1,ν(~α(t), τ)e
iω0τ +Φ∗1,ν(~α(t), τ)e
−iω0τ} = −Γ[2 + nL(t) + nR(t)], (13)
c1(t) = i−
1
ω0
∑
ν=L,R
∫ ∞
0
dτ{Φ1,ν(~α(t), τ) + Φ
∗
1,ν(~α(t), τ)}e
−iω0τ , (14)
cχ2 (t) =
1
ω0
∑
ν=L,R
∫ ∞
0
dτ{Φχ2,ν(~α(t), τ) + Φ
χ
3,ν(~α(t), τ)}e
iω0τ , (15)
where correlation factors Φ1,ν ,Φ2,ν , and Φ3,ν are given as
Φ1,ν(~α(t), τ) =
∑
k
g2
k,ν{〈bˆ
†
k,ν bˆk,ν〉βν(t)e
iωk,ντ + 〈bˆk,ν bˆ
†
k,ν〉βν(t)e
−iωk,ντ}, (16)
Φχ2,ν(~α(t), τ) =
∑
k
g2k,ν{〈bˆ
†
k,ν bˆk,ν〉βν(t)e
−iωk,ντ−i~ωk,νχν + 〈bˆk,ν bˆ
†
k,ν〉βν(t)e
iωk,ντ+i~ωk,νχν}, (17)
Φχ3,ν(~α(t), τ) =
∑
k
g2
k,ν{〈bˆ
†
k,ν bˆk,ν〉βν(t)e
iωk,ντ−i~ωk,νχν + 〈bˆk,ν bˆ
†
k,ν〉βν(t)e
−iωk,ντ+i~ωk,νχν} (18)
with the aid of the canonical ensemble 〈· · ·〉βν := TrB{· · · ρˆ
eq,ν
B (βν)} and the Bose-Einstein distribution nν(t) =
(eβν(t)~ω0 − 1)−1. As can be seen from Eq. (9), the diagonal part is independent of the off-diagonal part. Then, we
consider the time evolution only of the diagonal part. We also assume that the time evolution of ~α(t) satisfies
βL(t)
−1 = T0 + TA cos(Ωt+ π/4),
βR(t)
−1 = T0 + TA sin(Ωt+ π/4), (19)
where T0 and TA are, respectively, the average temperature and the amplitude of the modulation
III. NUMERICAL SIMULATION
In this section, we show the results of our Monte Carlo simulation for the cumulants associated with the heat
transfer. As a result, we obtain the current distribution and the fluctuation theorem.
A. How to perform the Monte Carlo simulation
In this section, we explain the method to perform our simulation. We begin with the Fourier transform of Eq. (6) :
d
dt
ρ˜q(t) = ω0
∫
dq′K˜q−q
′
~α(t) ρ˜
q(t), (20)
5where the Fourier transform A˜q of Aχ is defined by
A˜q =
1
2π
∫ ∞
−∞
dχe−iχqAχ. (21)
Note that the label q corresponds to the heat transfer. Because ρ˜q(t) is Hermitian, we can use the spectral decompo-
sition
ρ˜q(t) =
∑
mt
pqmt(t)|mt〉〈mt|., (22)
where |m〉 takes |1〉 or |0〉. Because the spectrum coefficient is bounded as 0 ≤ pqmt ≤ 1, p
q
mt can be regarded as the
probability for the state (m, q). With the aid of Eq. (22), the quantum master equation [Eq. (20)] is reduced to a
classical master equation as
p˙qm(t) =
∑
m′
∫
dq′Wt(m, q|m
′, q′)pq
′
m′(t), (23)
where p˙qm(t) expresses dp
q
m(t)/dt˜ with t˜ = ω0t, andWt(m, q|m
′, q′) is the transition rate from (m′, q′) to (m, q) defined
by
Wt(m, q|m
′, q′) = Tr{|m〉〈m|Kˆq−q
′
~α(t) |m
′〉〈m′|}, (24)
and satisfies the preservation of probability ∑
m,q
Wt(m, q|m
′, q′) = 0. (25)
B. Application to the spin-boson system
Now, let us apply the above method to the spin-boson system. From Eq. (9), the matrix of Wt(m, q|m
′, q′) is
rewritten as
m = 0 m = 1
Wt(m, q|m
′, q′) =
(
a˜q−q
′
1 (t) a˜
q−q′
2 (t)
a˜q−q
′
3 (t) a˜
q−q′
4 (t)
)
m′ = 0
m′ = 1
, (26)
where the matrix elements are explicitly given by
a˜q1(t) = −Γ[nL(t) + nR(t)]δ(q), (27)
a˜q2(t) = Γ[(1 + nL(t))δ(q) + (1 + nR(t))δ(q − ~ω0)], (28)
a˜q3(t) = Γ[nL(t)δ(q) + nR(t)δ(q + ~ω0)], (29)
a˜q4(t) = −Γ[2 + nL(t) + nR(t)]δ(q). (30)
Introducing pq0 = 〈0|ρ˜
q|0〉 and pq1 = 〈1|ρ˜
q|1〉, master equation (23) is rewritten as
p˙q0(t) = ΓnL(t)[p
q
1(t)− p
q
0(t)] + ΓnR(t)[p
q−1
1 (t)− p
q
0(t)], (31)
p˙q1(t) = Γ(1 + nL(t))[p
q
0(t)− p
q
1(t)] + Γ(1 + nR(t))[p
q+1
0 (t)− p
q
1(t)]. (32)
We note that q± 1 corresponds to the heat increment ±~ω0 from the original state in the physical unit. With the aid
of the Poisson noise, the time evolutions of stochastic variables (mˆ(t), qˆ(t)) are, respectively, given by
mˆ(t+∆t) = mˆ(t) + δmˆ(t),0[ξˆ
P
ΓnL(t)
(t) + ξˆPΓnR(t)(t)]∆t
+δmˆ(t),1[ξˆ
P
Γ(1+nR(t))
(t) + ξˆPΓ(1+nL(t))(t)]∆t mod 2 (33)
qˆ(t+∆t) = qˆ(t) + [δmˆ(t),1ξˆ
P
ΓnR(t)
(t)− δmˆ(t),0ξˆ
P
Γ(1+nR(t))
(t)]∆t, (34)
where ξˆPλ (t) is the Poisson noise with the intensity y
∗ = 1. Then, we obtain the probability distribution P (qˆ(τp) = q).
When we consider the time-reversal path, we replace ∆t by −∆t.
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FIG. 1. (Color online) The plots of (a) the average 〈J〉 and (b) the fluctuation 〈J2〉c/(2pi|ε|) obtained from the Monte Carlo
simulation of Eqs. (33) and (34), where the number of samples is 20,000,000 for each ε. The parameters are modulated by
(βL(t)~ω0)
−1 = 0.7 + 0.35 cos (Ωt+ pi/4), (βR(t)~ω0)
−1 = 0.7 + 0.35 sin (Ωt+ pi/4), and Γ = 0.01. We have eliminated the
effects of initial conditions by omitting the data in the transient processes to reach the steady states. The best fitting of the
behavior for the fluctuation is 〈J2〉c ∝ |ε|
0.85.
C. The results of our simulation
In this subsection, we present the results of our numerical simulation for quantities associated with the dimensionless
current J defined by J := qτp/(τpω0Γ) = εq˜, where ε := Ω/(ω0Γ) and q˜ := |qτp |/(2π). We set Γ = 0.01 in this paper.
Our numerical simulation is performed for sufficiently small |ε| as shown in Figs. 1−4. Figures 1 (a) and (b) are plots
of the average current 〈J〉 and the fluctuation 〈J2〉c = 〈J
2〉 − 〈J〉2 against ε. In Fig.1(a), the solid line is the analytic
expression obtained in past studies[30, 40]. This good agreement between the theory and the simulation ensures the
validity of our Monte Carlo simulation. From Fig. 1(b), the behavior of 〈(qτp − 〈qτp〉)
2〉/(τpω0Γ) = 〈J
2〉c/(2π|ε|)
seems to be proportional to |ε|, though the origin of the singularity in the differentiation at ε = 0 is not identified.
Figure 2 confirms that the current distribution approximately satisfies the Gaussian distribution. Nevertheless, there
is a systematic deviation from the Gaussian as shown in Fig. 3, where the current distribution is given by
Pε(J) ∼ exp
[
−|ε|−1
{
a(|ε|)
2
(J − 〈J〉)2 +
b(|ε|)
4
(J − 〈J〉)4 + · · ·
}]
. (35)
We estimate b(0) ≃ 5.4× 106 from Fig. 3.
Together with the nonadiabatic current reported in Ref. [40],
〈J〉 = αε+ βε3 + · · · , (36)
we can rewrite Eq. (35) as
lim
|ε|→0
|ε| ln
Pε(J)
Pε(−J)
= ε{A1J +A3J
3 + · · · }+ ε|ε|BJ + · · ·+O(ε3), (37)
where the expansion coefficients satisfy the relations
A1 = 2αa(0), (38)
A3 = 2αb(0), (39)
B = 2αa′(0), (40)
We note that A1, A3, . . . , and B are independent of ε. It should be noted that A1 is not a small quantity in our
situation, while the affinity A for the steady fluctuation theorem in Appendix C is small.
Equation (37) is the fluctuation theorem for the geometric current. Indeed, Figs. 3 and 4 are consistent with
Eq. (37), though non-Gaussian contribution proportional to J3 is not clearly visible in Fig. 4. Note that Fig. 4 (b)
is plotted by the arithmetic average for J , as explained in the caption of Fig. 4. The solid line in Fig. 4 (b) is the
analytic expression by a linear fitting function. From this figure, A1 can be estimated as A1 ≃ 4× 10
−2.
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FIG. 2. (Color online) The plots of the current distributions for (a) ε = 0.001, (b) ε = 0.01, and (c) ε = 0.1, where the set of
the other parameters is equivalent to that used in Fig. 1. The average 〈J〉 is small at O(|ε|) but it is the finite value from Fig.
1(a) and Eq. (36).
IV. THEORY OF GEOMETRIC CURRENT DISTRIBUTION
Now, let us give the theoretical basis of the extended fluctuation theorem, Eq. (37), for the geometric pumping
process which is phenomenologically derived. In Sec. IV A, we express the formulas in relation to the fluctuation
theorem in the spin-boson system under periodic modulation of the environmental temperatures. In Sec. IV B, we
derive relations among the cumulants of the currents. Here, we confirm that the conventional FDR is held, while we
demonstrate the absence of the conventional reciprocal relation. In Sec. IV C, we compare our theoretical results
with the numerical results presented in the previous section.
A. General formulation
In this section, let us derive formal expressions of the current distribution and the fluctuation theorem for the
geometric pumping process. We introduce λχ0 (t) as the largest eigenvalue with the superoperator K
χ
~α(t) in Eq. (6). We
also introduce 〈〈lχ0 (t)| and |r
χ
0 (t)〉〉 for the left and right eigenvectors of K
χ
~α(t), respectively, corresponding to λ
χ
0 (t).
The largest eigenvalue λχ0 (t) satisfies Levitov-Lesovik-Gallavotti-Cohen (LLGC) symmetry [48–50]:
λχ0 (t) = λ
−χ+i∆α(t)
0 (t), (41)
where ∆α(t) denotes the bias parameter ∆α(t) = ~ω0(βL(t) − βR(t)). Note that the symmetry relation in Eq. (7)
was proved in Ref. [50]. (See also Appendix B for the proof of symmetry relation (41) in the spin-boson system.) If
parameters are independent of time, Eq. (41) directly leads to the steady fluctuation theorem. When ∆α(t) depends
on t, the conventional fluctuation theorem is no longer valid. From Eq. (41), λχ0 (t) should be an even function of
χ− i∆α(t)/2.
Under the periodic modulation of parameters, we assume that the cumulant-generating function consists of
Sτp(χ) = S
dyn
τp (χ) + S
geo
τp (χ), (42)
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FIG. 3. (Color online) The plot of the deviation from the Gaussian PG(J) ∼ exp[−a(0)(J − 〈J〉)
2/(2|ε|)] for Ω/Γ = 0.1. The
line represents the fourth-order fit curve. From this figure we can estimate the coefficients of J4 in Eq. (35) as b(0) ≃ 5.4× 106
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FIG. 4. (Color online) (a) The plot of Eq. (37) versus J in ε = 0.1 corresponding to Fig. 2(c). The set of the other parameters
is equivalent to that used in Fig. 1. Dots in (b) are calculated by the arithmetic average of |ε| ln [Pε(J)/Pε(−J)]/J defined as∑
|J|≤Jmax,J 6=0
{|ε| ln [Pε(J)/Pε(−J)]/J} /N , where N is the number of J ∈ [−Jmax, Jmax] and Jmax is the threshold excluding
large deviationsof Pε(±J), which are Jmax = 3.9 × 10
−4, N = 106 for ε = 0.005, Jmax = 1.3 × 10
−3, N = 82 for ε = 0.02,
Jmax = 2.1 × 10
−3, N = 52 for ε = 0.05, Jmax = 2.3 × 10
−3, N = 40 for ε = 0.07, Jmax = 2.9 × 10
−3, N = 36 for ε = 0.1,
Jmax = 3.7× 10
−3, N = 32 for ε = 0.14, and Jmax = 3.9 × 10
−3, N = 24 for ε = 0.2. From this plot, we obtain A ≃ 4× 10−2.
where Sdynτp (χ) is the contribution of the dynamical phase and S
geo
τ (χ) is the contribution of the geometric phase (Ref.
[30]) including nonadiabatic contributions. The cumulant-generating function of the dynamical phase is given by
Sdynτp (χ)|ε| := λ
χ
0 :=
1
2π
∫ θ0+2π
θ0
dθλχ0 (θ), (43)
where θ and θ0 are the phase of the modulation and the initial phase to remove the initial condition dependence,
respectively. For later convenience, we have introduced A := 12π
∫ θ0+2π
θ0
dθA(θ). On the other hand, to be consistent
with the numerical results in the previous section, we assume that the geometrical cumulant-generating function is
given by
Sgeoτp (χ)|ε| = εv
χ
adi + |ε|v
χ
ex +
∞∑
j=2
εjvχna,j . (44)
9Here, vχadi in Eq. (44) is the BSN phase represented by
vχadi = −
1
2π
∫ 2π+θ0
θ0
dθ〈〈lχ0 (θ)|
d
dθ
|rχ0 (θ)〉〉. (45)
It is a key assumption to introduce vχex in Eq. (44) to be consistent with Fig.1(b). We also assume that the nonlinear
contributions of ε can be expanded as a series of εj with j ≥ 2. Thus, vχna,j is the expansion coefficient of ε
j. Note
that the cumulant-generating function must be invariant under the transformation Ω→ −Ω and χ→ −χ, because the
physical process should be independent of the sign of Ω if the basic equation (7) is invariant under this transformation.
Then, the parities of the geometric factors are summarized as
vχadi = −v
−χ
adi , (46)
vχex = v
−χ
ex , (47)
vχna,j = (−1)
jv−χna,j. (48)
We now derive the fluctuation theorem under the periodic modulation of parameters under the condition ∆α(t) = 0.
Note that the dynamical phase plays dominant roles if ∆α(t) 6= 0. Let us begin with the formal expression for the
probability distribution of a pumping current
Pε(J) = |ε|
−1
∫ ∞
−∞
dχ
2π
e−|ε|
−1[iχJ−|ε|Sτp (χ)]. (49)
We evaluate this integration for large |ε|−1. For this purpose, we introduce the rate function I(J) defined as
I(J) := max
χ
[iχJ − λχ0 ] = iχc(J)J − λ
χc(J)
0 , (50)
where maxχ expresses the operation to select the maximum value within possible χ. We also introduce the residual
term g(χ) defined as
g(χ) = i{χ− χc(J)}J − 2π{λ
χ
0 − λ
χc(J)
0 }, (51)
where χc(J) expresses the saddle point, i.e., the solution of the equation J = ∂iχλ
χ
0 |χ=χc . The rate function I(J) is
an even function of J satisfying I(J) = I(−J) (see Appendix A).
Then, Eq. (49) can be rewritten as
Pε(J)|ε| = e
−|ε|−1I(J)
∫ ∞
−∞
dχ
2π
exp[|ε|−1{εvχadi + |ε|v
χ
ex +
∞∑
j=2
εjvχna,j} − |ε|
−1g(χ)]. (52)
Because g(χ) satisfies g(χc(J)) = g
′(χ)|χ=χc(J) = 0, with the aid of the variable transformation u =
χ
|χ|
√
2g(χ), the
saddle point approximation for Pε(J) for |ε| ≪ 1 leads to
Pε(J) = |ε|
−1e−|ε|
−1I(J)
∫ ∞
−∞
du
2π
∣∣∣∣dχdu
∣∣∣∣ eε−1{εvχadi+|ε|vχex+∑∞j=2 εjvχna,j}e−|ε|−1u2/2
≃
1√
2π|ε|−1∂2iχλ
χ
0 |χ=χc(J)
exp

−|ε|−1

I(J)− εvχc(J)adi − |ε|vχc(J)ex + ε
∞∑
j=1
[εjF oddj (χc(J)) + |ε|
jF evenj (χc(J))]



,
(53)
where we have introduced F oddj (χc(J)) and F
even
j (χc(J)) as the formal expanding functions of ε
j . Here, the explicit
expressions of these functions at j = 1 are given by
F odd1 (χc(J)) := −v
χc(J)
na,2 +
1
∂2iχλ
χ
0
[
∂2iχv
χ
adi + (∂iχv
χ
adi)
2 + (∂iχv
χ
ex)
2 −
5
12
∂4iχλ
χ
0
∂2iχλ
χ
0
]∣∣∣∣∣
χ=χc(J)
, (54)
F even1 (χc(J)) :=
1
∂2iχλ
χ
0
[
∂2iχv
χ
ex + 2(∂iχv
χ
adi)(∂iχv
χ
ex)
]∣∣∣∣∣
χ=χc(J)
. (55)
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Therefore, the fluctuation theorem is formally written as
lim
|ε|→0
|ε| ln
Pε(J)
Pε(−J)
= ε{vχc(J) − vχc(−J)}
−ε
∞∑
j=1
[
εj{F oddj (χc(J))− F
odd
j (χc(−J))} + |ε|
j{F evenj (χc(J))− F
even
j (χc(−J))}
]
+ · · · . (56)
Unfortunately, this formal expansion is useless, because the explicit expression of Fαj with α = odd or α = even for
j ≥ 2 is too complicated. Instead, let us use the expansion of Pε(J) in Eq. (35) together with Eq. (36) we obtain the
fluctuation theorem [Eq. (37)].
B. Nonequilibrium relations: FDR and the reciprocal relations
In this section, we derive relations among cumulants. We formally expand cumulants in terms of ε against the
symmetries (46) and (48) :
〈Jn〉c :=
(2π)n−1
(Γω0τp)n
∂n
∂(iχ)n
Sτp(χ)
∣∣∣∣
χ=0
= |ε|n−1
∞∑
j=1
Gn,2j−1ε
2j−1 (for n : odd), (57)
〈Jn〉c :=
(2π)n−1
(Γω0τp)n
∂n
∂(iχ)n
Sτp(χ)
∣∣∣∣
χ=0
= |ε|n−1

Gn,0 +Gn,1|ε|+ ∞∑
j=1
Gn,2jε
2j

 (for n : even), (58)
where we have introduced the nth cumulant 〈Jn〉c and used the symmetry relation J → −J under the transformation
Ω→ −Ω. Integrating fluctuation theorem (37) and the balance of terms at O(|ε|) leads to the FDR as
G20 =
2
A1
G11 (59)
To illustrate the equivalency between Eqs. (59) and the standard FDR [Eq. (C7)], we rewrite Eq. (59) as
G20 = 2G˜11, (60)
where we have introduced G˜11 := G1n/A1. Note that this FDR is a relation in the adiabatic process, because the
relation is derived from that in the lowest order of |ε|. In other words, the higher order relations among cumulants
are the results of nonadiabatic effects.
Now, let us discuss the relation between cumulants at O(ε2). The relation for G21 [derived in Eq. (C17)] is given as
G21 = −
2
A31
(A1BG11 + 6A3G
2
11). (61)
Relation (61) is completely different from the conventional reciprocal relation Eq. (C8) for the steady current. Note
that G12 is always zero because of the symmetry between J and −J , but G21 should be finite to be consistent with
Fig. 1 (b). It is also remarkable that the extended reciprocal relation, Eq. (61), is the one among nonadiabatic
coefficients.
C. Application to a spin-boson system
In this section, we numerically verify the theoretical results obtained in the previous subsections. This enables us
to discuss the FDR and the reciprocal relation in the spin-boson system.
From Fig. 1(a) we evaluate G11/2π = 4.77× 10
−5. From Fig. 1(b) G20 is estimated as G20/2π = 2.38× 10
−3 and
G21/2π = 1.77× 10
−4. Then, we verify the validity of Eq. (59) because of the relation 2G11/G20 ≃ 4.00× 10
−2 ≃ A1.
To verify Eq. (61) let us rewrite B as
B = −4
(∂iχv
χ
adi)(∂
2
iχv
χ
ex)
(∂2iχλ
χ
0 )
2
∣∣∣∣∣
χ=0
= −4
G11G21
G220
(62)
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with the aid of Eqs. (54) and (55). Then, B is evaluated as B = −9.49 × 10−6. The non-Gaussian parameter b(0)
introduced in Eq. (35) is estimated as b(0) ≃ 5.4 × 106 as written in the caption of Fig. 3. Then, A3 introduced in
Eq. (39) becomes A3 = 2.08× 10
−6. As a result, the right hand side of Eq. (61) is 8.96× 10−10, which is nearly two
times larger than the value of the left hand side, G21 = 4.48× 10
−10. Although we have not verified the quantitative
validity of Eq. (61) from our analysis, the violation of the reciprocal relation is clear because of G12 = 0 and G21 6= 0.
V. DISCUSSION AND CONCLUSION
Let us discuss our results. (i) From our simulation of the spin-boson system, we could not quantitatively verify
Eq. (61) because of the numerical difficulty for the calculation in the nonadiabatic region. Moreover, it is difficult
to evaluate the higher order cumulants precisely. Such difficulty has been reported even in an actual experiment for
the steady fluctuation theorem [51]. We also try to estimate the expansion coefficients theoretically in terms of the
asymptotic expansion as developed in Ref. [40]. (ii) Our theory includes only one kind of current. If there are multiple
currents, Onsager’s reciprocal relation becomes a relation between linearly nonequilibrium currents, which is quite
different from the reciprocal relation for a nonadiabatic relation in our system under a single current. Therefore we will
have to study such systems in the near future. (iii) In this paper, we have considered the sufficiently slow modulation
of parameters. On the other hand, Floquet theory[52] can be applied if the operation speed is sufficiently fast. There
are few studies under intermediate operation speed in which non-Markovian effects should be relevant. (iv) Although
our framework does not assume any specific form of a closed path of parameters, our numerical simulation is only
performed under sinusoidal operations. If we discuss the thermodynamics of this system, we need to analyze a system
including fast operations which cause the change of the reservoirs. Such a problem will have to be analyzed in the near
future. Note that path dependent entropy exists in our setup[31, 50] and thus the corresponding thermodynamics
should be nontrivial. (v) We have not assumed that the target system is small in our framework, but we can only
treat small systems for the actual numerical analysis. If the many-body effects in the system become relevant, we
may find some qualitatively new results that are not discussed in this paper. (vi) The original geometric pump was
proposed by Thouless[2] in a closed system. Therefore, we will have to analyze the geometric fluctuation theorem even
for a closed system. (vii) We have introduced a singular term in the expansion of the cumulant-generating function
in Eq. (44). This singular term reflects on the singularity of 〈J2〉c but we have not identified its origin. We will have
to clarify the mechanism of this singularity in the near future.
In conclusion, we have a fluctuation theorem, the geometric fluctuation theorem for a spin-boson system under the
influence of multiple periodically modulated parameters. If we can ignore the contribution of the dynamical phase,
we derive the FDR from the geometric fluctuation theorem, while the conventional reciprocal relation is no longer
valid but the alternative relation exists. The validity of the FDR and the violation of the reciprocal relation has been
verified through the Monte Carlo simulation, though we could not get quantitative agreement between the theory and
the simulation for the alternative relation.
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Appendix A: The rate function and the saddle point method
In this appendix, we introduce the rate function under a time modulation and explain the saddle point method to
evaluate the rate function. We also briefly summarize their properties.
First, let us introduce the the time dependent rate function for λχ0 (t) :
I(J, t) := max
χ
[iχJ − λχ0 (t)] = iχc(J, t)J − λ
χc(J,t)
0 (t), (A1)
where χc(J, t) is obtained by solving J = ∂iχλ
χ
0 (t)|χ=χc because of the convexity of λ
χ
0 (t). According to the symmetry
relation [Eq. (41)], χc(J, t) and I(J, t), respectively, satisfy
χc(−J, t) = −χc(J, t) + i∆α(t), (A2)
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and
I(−J, t) = I(J, t) + ∆α(t)J. (A3)
Next, we introduce the time-averaged rate function for λχ0 :
I(J) := max
χ
[iχJ − λχ0 ] = iχc(J)J − λ
χc(J)
0 , (A4)
where χc(J) is obtained by solving J = ∂iχλ
χ
0 |χ=χc .
From Eq. (A4) and the even property of λχ(t) against χ− i∆α(t)/2, we obtain
χc(J) = χc(J, t), (A5)
λ
χc(J)
0 = λ
χc(J,t)
0 (t). (A6)
When we adopt the condition ∆α(t) = 0, we obtain the relations
χc(J) = −χc(−J), (A7)
λ
χc(J)
0 = λ
χc(−J)
0 , (A8)
I(J) = I(−J). (A9)
Appendix B: Formulas in The Spin-Boson System
In this appendix, we apply our general argument to a spin-boson system.
The eigenvalue with the maximum real part and the corresponding left and right eigenvectors of Kχ~α(t) are explicitly
written as
λχ0 (t) =
a1(t) + a4(t)
2
+
√(
a1(t)− a4(t)
2
)2
+ aχ2 (t)a
χ
3 (t), (B1)
|rχ0 (t)〉〉 =
1
Nχ(t)

 1λχ0 (t)− a1(t)
aχ2 (t)

 , (B2)
〈〈lχ0 (t)| =
(
1
λχ0 (t)− a1(t)
aχ3 (t)
)
, (B3)
where we have introduced
Nχ(t) = 1 +
(λχ0 (t)− a1(t))
2
aχ2 (t)a
χ
3 (t)
. (B4)
This λ0(t) has the symmetry (41) with ∆α(t) = ln [nL(1 + nR)/{nR(1 + nL)}] = ~ω0(βL(t)−βR(t)) because a
χ
2 (t)a
χ
3 (t)
has the following symmetry relation :
aχ2 (t)a
χ
3 (t) = Γ
2nL(t)[1 + nL(t)] + Γ
2nR(t)[1 + nR(t)]
+Γ2nL(t)[1 + nR(t)]e
iχ~ω0 + Γ2nR(t)[1 + nL(t)]e
−iχ~ω0
= a
−χ+i∆α(t)
2 (t)a
−χ+i∆α(t)
3 (t). (B5)
Appendix C: The derivations of the FDR and the reciprocal relation
In this appendix, we briefly exemplify the FDR and reciprocal relation under a steady current in terms of the steady
fluctuation theorem in the first part. In the second part, we also illustrate the existence of the FDR and the absence
of the reciprocal relation for a geometric pumping process.
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1. Steady fluctuation theorem and its relations among cumulants
In this section, we review the conventional FDR and the reciprocal relation from the steady fluctuation theorem[53].
The steady fluctuation theorem is the direct consequence of the LLGC symmetry:
λχ0 = λ
−χ+iA
0 , (C1)
where we have introduced the affinity A such that A = β∆µ if the input is a constant voltage ∆µ and the temperature
of environments is β−1. The rate function I(J) := maxχ{iχ− λ
χ
0 } has the symmetry
I(J)− I(−J) = −AJ. (C2)
By using I(J), the steady probability distribution is written as
lim
τ→∞
Pτ (J) ∼ e
−τI(J). (C3)
Therefore, the fluctuation theorem with the distribution form is given by
lim
τ→∞
1
τ
ln
Pτ (J)
Pτ (−J)
= AJ, (C4)
We expand cumulants for A :
τn−1〈Jn〉c =
∑
m
Lnm
Am
m!
. (C5)
Note that this expansion is valid if the affinity is small. Let the integral fluctuation theorem
∫∞
−∞ dJP (J)e
−τAJ = 1
also be expanded for A :
1 =
∫ ∞
−∞
dJP (J)e−τAJ
= 1 +
∑
n=1
(−1)n
Anτn
n!
〈Jn〉
= 1−Aτ〈J〉 +
A2τ2
2
[〈J2〉c + 〈J〉
2]−
A3τ3
3!
[〈J3〉c + 3〈J
2〉c〈J〉+ 〈J〉
3] + · · ·
+
A4τ4
4!
[〈J4〉c + 4〈J
3〉c〈J〉 + 3〈J
2〉2c + 6〈J
2〉c〈J〉
2 + 〈J〉4]
= 1−Aτ
[
L11A+ L12
A2
2
+ L13
A3
3!
+ · · ·
]
+
A2τ
2
[L20 + L21A+ · · ·+ τ(L11A+ · · · )
2]
−
A3τ
3!
[L31A+ · · ·+ 3τ(L20 + · · · )(L11A+ · · · ) + τ
2(L11A+ · · · )
3]
+
A4τ
4!
[(L40 + · · · ) + 4τ(L31A+ · · · )(L11A+ · · · ) + 3τ
2(L20 + · · · )
2
+6τ2(L20 + · · · )(L11A+ · · · )
2 + τ3(L11A+ · · · )
4]
(C6)
Then, we obtain the FDR
L20 = 2L11 (C7)
at O(A2τ), and the reciprocal relation
L21 = L12 (C8)
at O(A3τ). We can also derive nonlinear relations as higher order corrections.
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2. Derivation of relations among cumulants for geometric pumping
In this section, we derive Eqs. (59) and (61) for the geometric pumping process. Rewriting Eq. (37) as Pε(−J) =
Pε(J)e
−[A1J+A3J˜
3+···+|ε|BJ+··· ]ε/|ε|, we obtain the expansion series in terms of ε as
1 =
∫ ∞
−∞
dJPε(J)e
−[A1J+A3J˜
3+···+|ε|BJ+··· ]ε/|ε|
= 1−
ε
|ε|
(A1 + |ε|B)〈J〉+
(A1 + |ε|B)
2
2
〈J2〉 −
ε
|ε|
[
(A1 + |ε|B)
3
3!
+A3
]
〈J3〉
+
[
(A1 + |ε|B)
4
4!
+ (A1 + |ε|B)A3
]
〈J4〉+ · · · (C9)
Here, each moment is rewritten as cumulants
〈J〉 = G11ε+ · · · (C10)
〈J2〉 = 〈J2〉c + 〈J〉
2 = |ε|(G20 +G21|ε|+G22
ε2
2
+ · · · ) + (G11ε+ · · · )
2
= G20|ε|+ (G21 +G
2
11)ε
2 + · · · , (C11)
〈J3〉 = 〈J3〉c + 3〈J
2〉c〈J〉+ 〈J〉
3 = |ε|2(G31ε+ · · · ) + 3|ε|(G20 +G21|ε|+ · · · )(G11ε+ · · · ) + (G11ε+ · · · )
3
= 3G11G20|ε|ε+ · · · , (C12)
〈J4〉 = 〈J4〉c + 4〈J
3〉c〈J〉+ 3〈J
2〉2c + 6〈J
2〉c〈J〉
2 + 〈J〉4
= |ε|3(G40 + · · · ) + 4|ε|
2(G31ε+ · · · )(G11ε+ · · · ) + 3|ε|
2(G20 +G21|ε|+ · · · )
2
+6|ε|(G20 +G21|ε|+ · · · )(G11ε+ · · · )
2 + (G11ε+ · · · )
4
= 3G220ε
2 + · · · , (C13)
where we have used Eqs. (57) and (58) to obtain the final expression. Then, Eq. (C9) is rewritten as
0 = ε
[
−A1G11 +
A21
2
G20
]
+ε2
[
−BG11 +
A21
2
(G21 +G
2
11) +A1BG20 − 3
(
A31
3!
+A3
)
G11G20 + 3
(
A41
4!
+A1A3
)
G220
]
+ · · · . (C14)
From the first order for ε in Eq. (C14), we obtain
G20 =
2
A1
G11. (C15)
From the second order for ε in Eq. (C14), we obtain
0 = −BG11 +
A21
2
(G21 +G
2
11) + A1BG20 − 3
(
A31
3!
+A3
)
G11G20 + 3
(
A41
4!
+A1A3
)
G220. (C16)
With the aid of the FDR between G20 with G11 in Eq. (C15), Eq. (C16) is rewritten as
G21 = −
2
A31
(A1BG11 + 6A3G
2
11). (C17)
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