Abstract-Process parameter variations are expected to be significantly high in a sub-50-nm technology regime, which can severely affect the yield, unless very conservative design techniques are employed. The parameter variations are random in nature and are expected to be more pronounced in minimum geometry transistors commonly used in memories such as SRAM. Consequently, a large number of cells in a memory are expected to be faulty due to variations in different process parameters.
I. INTRODUCTION

S
CALING of CMOS devices has provided remarkable improvement in performance of electronic circuits in the last two decades. However, as silicon industry is moving toward the end of the technology roadmap, controlling the variation in device parameters during fabrication is becoming a great challenge. The variations in process parameter such as the channel length, width, oxide thickness, and placement of dopants in a channel result in a large variation in threshold voltage [1] . Among them, the random placement of dopants is more of a concern [2] because it is independent of transistor spatial locations and causes threshold voltage mismatch between the transistors, which are close to each other (intra-die variation). These atomic-level intrinsic fluctuations cannot be eliminated by external control of the manufacturing process and are expected to severely affect the minimum-geometry transistors commonly used in area-constrained circuits such as SRAM cells. A major part of any electronic system is the memory subsystem. State-of-the-art microprocessor designs devote a large fraction of the chip area to memory structures, e.g., multiple levels of instruction and data caches, translation look-aside buffers, and prediction tables. For instance, 30% of Alpha 21 264 and 60% of StrongARM are devoted to cache and memory structures [3] . Since memory is one of the biggest blocks of any system, it is more prone to faults under process variation. A failure in memory cell can occur due to 1) an increase in cell access time and 2) unstable read/write operation [4] . The mismatch in device parameters will increase the probability of these failures. Hence, a proper failure analysis is necessary to understand the impact of process variation on different fault mechanisms.
Conventionally redundant rows/columns [5] , [6] are used to replace faulty rows/columns, to improve yield in memories. These redundancy techniques either have performance overhead or have limitations on the number of faulty rows/columns it can handle, due to resource limitation and design complexity. In particular, the failures due to random dopant effect are randomly distributed across the dies, resulting in a large number of faulty rows/columns. Recovery from such defects cannot be handled by row/column redundancy. We will show that, with the drastic increase in parameter variation, redundancy alone will not result in good yield. Moreover, the number and the location of failures due to process variation changes depending on operating condition (e.g., supply voltage and frequency), which cannot be handled by any static technique such as row/column redundancy. Error correcting code (ECC) [7] , [8] employed in existing design to correct transient faults (soft error), can also be used to correct failures due to process variation. However, ECC can correct only a single-error, and hence, will not be sufficient in tolerating a number of failures due to process variation.
In this paper, we analyze the effect of process variation on different failure mechanisms in SRAM cell. Based on this analysis we estimate the expected yield of a 64-K L1 cache in BPTM 45-nm technology [9] . We propose a process-tolerant cache architecture suitable for high-performance memories, to detect and replace faulty cells by adaptively resizing the cache. This architecture assumes that the cache is equipped with an online built-in-self-test (BIST) [10] , [11] to detect faulty cells due to process variation. The proposed scheme then downsizes the cache by forcing the column MUX to select a nonfaulty block in the same row if the accessed block is faulty. This architecture has a high-fault tolerant capability compared to contemporary fault tolerant techniques, with minimum energy overhead and does not impose any cache access time penalty. This scheme maps the whole memory address space into the resized cache in such a way that resizing is transparent to the processor. Hence, the processor accesses the resized cache with the same address as in a conventional architecture. We evaluate the performance of this architecture both analytically and experimentally. We also compared our technique with conventional fault tolerant techniques such as redundancy and ECC.
The rest of the paper is organized as follows. In Section II we analyze different failure mechanisms in an SRAM cell due to process variation. Section III explains the basic cache architecture. In Section IV, we explain the proposed process-tolerant cache architecture and describe the implementation of different circuit blocks required by this scheme. Section V presents the analysis and combines it with experimental results to compare the fault tolerant capability and resulting yield of the proposed scheme with ECC and redundancy. In Section VI we draw our conclusions.
II. FAILURE ANALYSIS OF SRAM CELL DUE TO PROCESS VARIATION
A failure in a SRAM cell can occur due to 1) an increase in the access time of the cell (access time failure) and 2) destructive read (read failure) and/or unsuccessful write (write failure). In a die, failures are principally caused by the mismatch in the device parameters (length, width, and transistor threshold voltage) of different transistors (intra-die) in the cell. Such device mismatch modifies the strength of the different transistors resulting in different failure events. The primary source of device mismatch is the intrinsic fluctuation of the of different transistors due to random dopant effect [2] . Hence, in this paper we have considered the variation as the major source of intra-die variation while analyzing the failure probabilities. One should note that the effect of other parameter variation can be translated into the effective variation in threshold voltage.
A. Access Time Failure (AF)
The cell access time is defined as the time required to produce a prespecified (say, ) voltage difference between two bit-lines (bit-differential). For a cell storing ' and ' (Fig. 1) , bitline BR will discharge through transistors AXR and NR during the read operation. Hence, is a strong function of of AXR and NR. Therefore, any variation in of these transistors changes and will cause an access time failure if it is greater than the maximum tolerable limit .
B. Read Stability Failure (RF)
During the read operation, (Fig. 1 ) increases due to the voltage divider action of AXR and NR to a positive value . If is higher than the trip point of the inverter PL-NL then the cell flips [ Fig. 2(a) ] resulting in a read failure.
depends on the of AXR and NR, while is a function of the of PL and NL. Intrinsic variation in of these transistors can change both and leading to a read failure. 
C. Write Stability Failure
While writing a '0' to a cell storing '1', the node ( Fig. 1 ) gets discharged through BL to a low value determined by the voltage division between the PL and AXL. If can not be reduced below the trip point of the inverter PR-NR , within the time when word-line is high , then a write failure occurs [ Fig. 2(b) ]. Variation in of PL, AXL, PR, and NR can cause a write failure.
It should also be noted that the failure mechanisms described above are functions of supply voltage and frequency of operation, and hence, the failure map of a cache will change if the operation conditions are altered.
D. Probability of Failure
Intrinsic variation in nanoscale technology is random in nature. Hence, in order to analyze the probability of failure, the threshold voltage of all six transistors in a cell are considered as six independent random variables and assumed to have a Gaussian distribution. The standard deviation of the variation depends on the manufacturing process, doping profile, and the transistor size. Fig. 3 shows the result of Monte Carlo simulations for the probability of different failure mechanisms, using the BPTM 45-nm technology, for different . The probability of a failure is calculated as the ratio of the number of occurrence of a particular failure to the total number of experiments. It can be seen from the figure that the probability of all three-failure mechanisms increases considerably with process variation , however, it is mostly dominated by access time failures. In 45-nm technology, where is expected to be 30 mV [12] , effective probability of failure can be as high as (Fig. 3 ). This indicates that there will be a large number of faulty cells in nanoscale SRAMs under process variation, affecting the yield.
E. Yield Analysis of a 64 K-Cache Under Process Variation
In order to analyze the yield of a cache under process variation, we considered both inter-die and intra-die variation. Intra-die variations are the variations in device parameters within a single chip, which means different devices at different locations on a single die may have different device features. Inter-chip variations, on the other hand, are the variations that occur from one die to the other, from wafer to wafer, and from wafer lot to wafer lot. We first model inter-die variation of as a Gaussian distribution [13] and use the probability density function (pdf) of this distribution as the mean of intra-die variation. Hence, different dies will have different (due to inter-die variation) for intra-die variation. Based on and the probability of failure in a particular die is obtained through Monte Carlo simulation (as explained in the previous section). The number of faulty cells in a die, thus, can be calculated as (1) where is the total number of cells in a cache. We simulated 1000 chips (64 Kcache) in 0.9 V, 45 nm BPTM technology with nominal V having mV [12] . Fig. 4 shows the number of chips with different number of faulty cells in a 64 K-cache. Out of 1000 chips, only 334 chips are expected to be fault free, resulting in a 33.4% yield. This suggests the need for process/fault-tolerant mechanisms to improve the yield in memory. The following sections describe our proposed process-tolerant memory architecture to improve the yield of nanoscale caches.
III. BASIC CACHE ARCHITECTURE
Before we discuss the proposed architecture, we first describe general cache architecture and define terms related to the cache design. We take an example of a 64 kB direct mapped L1 cache to explain the different parameters associated with a cache. In this paper we focus on direct map cache, however, our design is applicable to both direct and set associative caches.
Fig . 5 shows the block diagram of a 64 K cache macro [8] , [14] , [15] . Cache core is divided into two arrays; data and tag arrays. Data and tag arrays are further divided into blocks. The size of the data block is the number of data bytes accessed per cache access (e.g., 32-B data per cache block). In a 64-K cache, typically 2-K blocks (4 blocks in a row) with 32-B block size are arranged in 512 rows. The cache address is divided into three parts; tag, index, and byte offset. The number of index bits depends on the cache and the block size. It is the number of bits needed to decode a single block in cache. Byte offset is the address of a byte in a data block. The rest of the address bits are tag bits. Since cache size is small compared to the main memory, only a part (index) of the memory address is required to access the cache. Therefore, more than one memory addresses are mapped to a single cache block. To distinguish among these memory addresses, extra bits (tag bits) associated with the memory address are stored into tag array during cache WRITE. Tag array is organized and accessed in a similar way as the data array.
Based on index bits both data and tag are accessed in parallel. Multiple blocks are stored in a single row in order to reduce area overhead and routing complexity and are selected simultaneously. Depending on the number of blocks in a row, index is further divided into row address and column address (Fig. 5) . The row address selects a single row from both data and tag arrays, which places the data (all blocks in the row) into bit-lines. The column address then selects one block (both data and tag) through column MUX. Sense amplifiers sense the data and restore the logic level. The accessed tag is then compared with the address tag and a cache hit/miss occurs. In case of a hit, byte offset selects a final word from the accessed block. Data output drivers send this word to CPU. In case of a miss, a lower level of memory hierarchy is accessed.
IV. PROCESS-TOLERANT CACHE ARCHITECTURE
In this section, we explain the proposed process-tolerant cache architecture. We describe the cache resizing scheme that avoids faulty cells to improve yield. Finally, we describe various schemes to implement the extra circuit blocks needed to store the fault locations. Fig. 6 shows the anatomy of the proposed cache architecture. The architecture assumes that the cache is equipped with a BIST circuitry, which tests the entire cache and detects faulty cells based on the failure mechanisms described in Section II. Any conventional BIST [10] , [11] can be employed to perform these tests. Since the number of faulty cells and their location changes depending on operating condition (e.g., supply voltage, frequency), such tests are conducted whenever there is a change in operating condition. As described in Section III, a cache is divided into cache blocks. Each block is tested using BIST when the test mode signal is on. A block is considered faulty even if a single cell in a block is faulty. BIST detects the faulty blocks and feeds this information into a configurator. Based on the number of faults and their locations, the configurator decides whether the chip can work for a given operating condition and generate a faulty/nonfaulty signal. The configurator stores the fault information in config storage. Stored information of faults for a particular operating condition is saved from the config storage to hard disk, whenever the processor is turned off. At the time of rebooting, the processor by default reloads the old fault information from hard disk to config storage. If there is any change in the operating condition, the test mode signal is turned on and new fault information is stored in config storage. The fault information stored in config storage is used to resize the cache to avoid faulty blocks during regular operations of the circuit.
A. Proposed Architecture
B. Resizing the Cache
Conventionally, multiple cache blocks are stored in a single row and are selected simultaneously by a single word-line [8] . Finally, column MUX chooses one block based on column address. The key idea of the proposed architecture is to force the column MUX to select another block in the same row, if the accessed block is faulty. As described in the previous section, config storage stores the information about faulty blocks. In proposed architecture, both the cache and config storage are accessed in parallel. The fault information is fetched from config storage and fed to the controller before the column MUX selects a particular block. If the accessed block is faulty, the controller forces the column MUX to select another block in the same row by altering column address (Fig. 7) . The selection of block from the set of nonfaulty ones is predefined (Section IV-D). Similarly, the tag array is also forced to select the corresponding block. Hence, any faulty block in the cache is replaced by an existing nonfaulty block, thereby downsizing the cache. Since, the proposed scheme reduces the cache size at block-level granularity, it can handle large number of faults without significantly reducing the cache size.
C. Mapping Issue
The conventional cache is accessed by a fixed number of index bits, which represents a unique block in the cache. The tag is stored and compared to distinguish among addresses having the same index bits. However, in the proposed architecture, a single block is accessed for more than one index in case of a faulty block. This may result in accessing the wrong data.
Consider two memory addresses, which access two different blocks in the same cache row. Both of them will have the same row address with different column addresses. Let us consider that both of them have the same tag. Now, let us assume that the block corresponding to the address "one" is faulty and the controller forces the column MUX to select the block corresponding to the address "two." Fig. 8(a) shows an example of this scenario. The block accessed by column address "00" is faulty and is mapped to column address "01" by the controller. Now consider the following piece of code:
STORE D "one" LOAD "two" Register Since the block corresponding to location "one" is faulty, controller forces STORE to write data D and the corresponding tag T at location "two." Now LOAD accesses the data and tag from address "two." Since both addresses have the same tag, tag comparison results in a cache hit. However, data stored at location "two" is data related to address "one." Hence, the processor receives wrong data. However, in the case of a conventional cache (having no faults) both LOAD and STORE access two different locations and this conflict does not occur.
To deal with this situation, we maintain more number of tag bits than the conventional cache. We include column address bits into tag bits, which increases the size of tag array by a small amount, e.g., two extra bits are added to the tag in a cache having 4 blocks in a row [ Fig. 8(b) ]. The cache is accessed with the same number of index bits as before. Now, in the case discussed above, STORE to address "one" is forced by the controller to store the larger tag bits ("T 00") to the tag array and D to the data array at location "two" [ Fig. 8(c) ]. The LOAD access to the address "two" compares the new tag which is different for address "one" and "two" resulting in a cache miss and the data is read from a lower level cache or main memory. In contrast, if there is a write (STORE) access (instead of LOAD) to location "two," it is overwritten by the new data and the corresponding tag is stored. Since all tag bits are accessed and compared in parallel, adding extra bits do not add to the access time of the cache. This mapping technique allows the processor to access the cache without having the knowledge that the cache has been resized. Hence, the processor accesses the resized cache with the same address as in a conventional architecture.
The fault tolerant capability of the proposed scheme depends on the number of blocks in a single row. The controller can alter the column address to select any block in a row. It can also select only one block for any access to that row, if all other blocks are faulty. As long as there is one nonfaulty block in each row, our scheme can correct any number of faults. Using this scheme cache can be downsized up to (N blocks per row) of its designed size.
D. Config Storage
One of the important blocks in the proposed scheme is the config storage. It stores the fault information and is read along with the cache on every read/write operation. Config storage should be fast enough to provide the fault information to the controller before the data reaches column MUX. Since config storage is accessed every cache access, energy consumed in config storage should also be negligible compared to the energy consumed in the cache. At the same time, the config storage should be large enough to cover most of the faults to achieve high-fault tolerant capability. Based on theses constraints, two types of config storage are implemented:
1) content addressable memory (CAM) implementation; 2) one-bit implementation (OBI).
The following section explains each scheme in detail and discusses pros and cons associated with each.
1) CAM Implementation:
In this design, fault locations (index bits) are stored into a CAM [16] . The fault locations are written into the CAM at the time of testing. The size of CAM depends on the maximum number of faults that can be tolerated. The size can be decided based on the average number of expected faulty blocks due to the process variation in a cache for a particular technology. Along with the location of each faulty block, CAM also stores the column address of a nonfaulty block. This nonfaulty block is determined by the configurator at the time of testing, and the faulty block is mapped to this block whenever accessed.
CAM is accessed in parallel with the cache using the index bits of the memory address. These index bits are compared with all the fault locations stored in the CAM. Since all the stored locations are compared in parallel, these comparisons are fast. Each comparison generates their local match signals [ Fig. 9(a) ]. These local signals are combined together using a domino OR to generate the final match signal. The controller uses this signal to decide whether to change the present column address. If there is a match, only one among all local match signals will be "1." The corresponding column address stored in the CAM is then sent to the controller through a MUX. The controller then replaces the column address by the one read from the CAM.
The energy overhead associated with the CAM depends on whether a match occurs or not. Since, the number of faulty blocks is expected to be small, the most common case is a no-match. To reduce the energy overhead, the CAM is designed using XNOR and dynamic AND gates that switches only if there is a match, resulting in less power consumption in case of a no-match. To evaluate this scheme, a 64-KB cache is designed using the TSMC 0.25-technology. This cache has 2-K blocks with 32-B block size, arranged in 512 rows. Table I shows the energy and the delay from the row decoder to column MUX in a 64-kB cache. Table I also shows the energy overhead and the delay associated with CAM, designed to store 100-200 fault locations, respectively. It can be observed that energy overhead is negligible (2%-4%) compared to the dynamic energy per cache access. The time required to access the CAM is also much smaller than the row address to the MUX delay of the cache. This ensures that the appropriate column address arrives before data reaches column MUX and, hence, the latency to access the cache remains the same as a conventional cache. The energy overhead and delay depends on the size of the CAM. Hence, one has to consider the fault tolerance versus energy dissipation/area trade-off. For example, using a 100 entry CAM, one can tolerate up to 5% faulty blocks with only 0.25% area overhead in a 64-K cache.
2) OBI: In this design style, one bit per cache block is maintained in a small memory (OBI) to store the fault information. The bit is "1" if the corresponding block in the cache is fauty; otherwise, it is "0." These bits are determined at the time of testing and stored in OBI by the configurator. Architecture of OBI is exactly the same as cache [ Fig. 9(b) ]. A block size of OBI is equal to the number of blocks in a cache row. Therefore, each block in OBI stores the fault information of all the blocks in a cache row. OBI is accessed in parallel with the cache using the row address part of the index bits. It selects the OBI block corresponding to the cache row that is being accessed. This OBI block contains the fault information bit for all the blocks in the cache row. The bit corresponding to the accessed cache block is checked by the controller to determine whether it is faulty or not. If it is a "1," the controller alters the column address to select a nonfaulty block based on the remaining bits read from the OBI. Table II shows an example of selecting proper a column address, based on the fault information from the OBI, in a cache having 4 blocks in a row. In case of a faulty block access, this scheme selects the first available nonfaulty block. For example, if the third block is faulty (Table I ) the controller replaces it with the first block. In case of two faulty blocks in a row, it replaces the first available nonfaulty block with the first faulty block and the second available nonfaulty block with the second faulty block to minimize the number of blocks mapped to the same location (Table I ). In case of three faulty blocks in a row, it selects the nonfaulty block irrespective of which block is accessed. If all four blocks in a row are faulty, then the memory cannot be used. Hence, as long as there is one nonfaulty block in each row this architecture can correct any number of faults.
In a 64-K cache, 2 K blocks are arranged in 512 rows, each row contains four blocks. This configuration requires a 2-K b OBI with 4-b block size [ Fig. 9(b) ]. To optimize the access time, OBI is designed with aspect ratio of 1. It is arranged in 32 rows and each row contains 64 cells (16 OBI blocks). Table II shows the delay and energy overhead associated with the OBI. An access delay of a 2-K b OBI is more than 100 or 200 entry CAM, but it is still less (almost half) compared to row decoder to MUX delay of a 64-K cache. Hence, using the OBI as config storage does not pose any latency overhead in the proposed architecture. Energy overhead in accessing the OBI is also negligible compared to the dynamic energy per cache access. The size and the design of OBI are independent of the number of faulty blocks in a cache. In a best case using the OBI, this architecture can handle up to 75% faulty blocks with 0.5% area overhead.
The choice between a CAM and OBI depends on the following factors (depending on the technology):
• row decoder to MUX delay of the cache; • expected number of faulty blocks;
• energy overhead; • area penalty.
For a technology in which the expected number of faulty blocks are small, the CAM might be a good choice since it is fast and requires a less number of extra bits compared to OBI. The number of extra bits is important because any fault in these bits might reduce the overall yield. If the expected number of faulty blocks is high, a large CAM will be needed, which may have high-energy overhead and area penalty. In such a case, OBI would be the good choice since it can handle up to 75% faulty blocks with very small energy and area overhead (irrespective of number of faulty blocks). Since, this architecture is proposed for future technologies, which may have a large number of faulty blocks due to a process variation, we consider OBI as our choice of config storage.
V. RESULTS AND DISCUSSION
In this section, we present experimental and analytical results on yield improvement under process variation in the proposed cache architecture and compare it with existing techniques. In this analysis, we only consider the cell failures due to process variation as described in Section II. First, we describe our analytical model for probability of having an operational chip and effective yield using different fault tolerant schemes (redundancy, ECC, and the proposed architecture). Second, we show the results based on an analysis of a 64-K cache employing different fault tolerant schemes. We combine different schemes and select best possible combinations having best fault tolerance with minimal area and power overhead. Finally, we evaluate each combination by combining analysis with our experimental data to calculate the final yield. We also analyzed the effect of resizing on CPU performance for high-performance microprocessors.
A. Analytical Model for Yield
For a cache with no built-in fault tolerant mechanism, only the completely fault free working dies are acceptable. However, employing fault tolerant schemes, one can salvage dies that have a finite number of faults distributed in a certain way. Each fault tolerant scheme has its own limitations in terms of the number of faults and their distribution that it can handle, e.g., ECC can only correct one faulty bit per block. Hence, the probability of having an operational chip using a fault tolerant scheme varies depending on number of faulty cells and their locations.
is defined as follows.
Definition 1:
is the probability that a chip with can be made operational using any fault tolerant schemes.
Since the primary source of cell failures in this analysis is due to the random placement of dopant, to determine , we assume that faults are randomly distributed across the die. Based on , we calculate the probability that a chip can be corrected using available resources [17] . Each scheme adds some spare blocks, which in turn can be faulty. Hence, the probability of having faults in these blocks should also be considered in calculating the final probability. The final yield, , which is defined as the ratio of the number of working chips to the total number of fabricated chips, can be calculated from , by multiplying it by the number of chips with and summing over all possible in our simulation (2) However, adding a spare block increases the chip area and reduces the number of chips that fits into the wafer area. Consequently, a better measure for evaluating the benefit of each scheme is effective yield, defined as (3) In our analysis, we have ignored the area overhead associated with extra control circuitry, fuses, and routing. We only consider the area overhead due to extra storage space. To describe our model, we assume a cache having M rows. Each row contains N cache blocks and the size of each block is B bits. are randomly distributed inside the memory. To simplify our description we only consider data array in our analysis and ignore the tag array. However, our final results do include tag array in the analysis. Considering tag array requires a simple extension of the model described below by either adding the number of tag bits into block size (for the proposed architecture) or considering the tag as a separate block (for ECC and redundancy).
1) Redundancy: Redundancy schemes replace faulty rows/columns with redundant rows/columns. For simplifying our expressions, we represent both row and column redundancy in terms of redundant rows.
with redundancy is defined as the probability that the number of faulty rows in a chip is less than or equal to the number of redundant rows. Let us assume that there are R redundant rows. Hence, for a good chip, among rows, at most R rows can be faulty.
Definition 2:
is the probability that exactly out of rows are faulty.
To calculate the we first calculate the probability of having a faulty row. A row ( bits) is considered faulty if it has at least one faulty bit. Since faults are randomly distributed with the fault probability, , which depends on (1), probability of having one row faulty is given by (4) and thus (5) Hence, the probability of having an operational chip is (6) (7) Here, is given by (2) and is the probability that rows are faulty among rows.
2) ECC:
It has been shown that ECC with more than one fault correction capability cannot be implemented in memories due to the high area and delay penalty associated with it [18] . We assume that cache maintains number of ECC bits per cache block and can correct only one fault in a block, where B is the number of bits in each block. with ECC is defined as the probability that every block in a cache has at most one faulty bit. There are blocks in the cache. Hence, the probability of having an operational chip using ECC is given by (8) ( 9) 3) Proposed Architecture: Using OBI as config storage, the proposed scheme can correct any number of faults as long as at least one block in every row is nonfaulty.
with resizing is defined as the probability that each row has at least one nonfaulty block and config storage is fault free. A block is considered faulty even if only one bit in that block is faulty. The probability of a block to be faulty is given by (10) Hence, the probability of having a row that can be corrected (i.e., there is at least one nonfaulty block in a row having N blocks), is given by (11) and the probability that all M rows can be corrected is (12) There are blocks in the cache and hence, the size of the OBI is bits. Therefore, the probability that OBI is fault free is given by (13) and thus (14) (15) Table III shows the configuration of a 64-K cache with three different fault tolerant schemes. Fig. 10 shows the versus by employing different fault tolerant schemes. It can be observed from Fig. 10 (a) that our proposed technique is more efficient in correcting faults compared to ECC or redundancy. It can correct 66% chips having 105 faulty cells, while ECC can only correct 6%, and it is impossible to correct any using row/column redundancy. The effective yield is calculated using (3) .
B. Yield Using Different Schemes for a 64-K Cache
is obtained from the experimental results on the failure analysis described in Section II ( mV, nm BPTM, Fig. 2 ). The effective yield is plotted in Fig. 11 . Without the use of ECC or resizing, using redundant rows only, results in maximum yield of 34% (for ), which is close to nominal yield [ Fig. 11(b) ]. Increasing the number of redundant rows/columns does not improve yield because the improvement in yield is masked by area overhead. Fig. 11(b) shows that ECC, without any additional redundancy , results in 46% yield. However, it is smaller compared to the yield using the proposed technique, which is around 69% [ Fig. 11(a) ].
can further be improved by adding an optimum number of redundant row/column along with ECC or the proposed architecture. Yield of cache using the proposed scheme is a strong function of the probability that the config storage is not faulty. This is because each and every bit of config storage needs to be nonfaulty to ensure proper operation. Hence, to increase this probability, redundant rows (r) are added to OBI with a small increase in the area. The probability of a nonfaulty OBI is calculated in a similar way as cache using redundancy (Section V-A1).
is determined using (14) . Fig. 10(b) shows the effect of adding redundant rows to OBI on . Adding redundant OBI rows greatly improves . The resulting yield changes from 69% to a maximum of 86% [ Fig. 11(a) ]. It can be observed that increasing r above 3 has little effect on [ Fig. 10(b) ] and does not change the effective yield [ Fig. 11(a) ]. Hence, is optimum for resizing with redundancy in OBI. To improve the yield further redundant rows (R) are added to the cache along with the redundancy in OBI . The faulty cache rows, which cannot be corrected by the proposed scheme (rows having all 4 blocks faulty), are replaced by redundant rows. The resulting is plotted in Fig. 10(c) . It can be observed that optimum number of redundant rows for the given fault distribution is 8 and effective yield goes up to 94% [ Fig. 11(b) ]. A further increase in the yield using more redundant rows is masked by the defects in redundant rows themselves and the area overhead. Combining ECC with redundancy also increases the fault tolerant capability of cache significantly. The faulty cache rows that cannot be corrected by ECC (rows having blocks with more than one faulty bit), are replaced by redundant rows.
[ Fig. 10(d) ] becomes better with the increase in redundant rows. However, the resulting yield [ Fig. 11(b) ] does not change after and attains a maximum of 77%. Fig. 12 shows the expected number of chips with different number of faulty cells (from Fig. 4 ) along with the number of chips that can be saved by employing ECC or the proposed technique with the optimum number of redundant rows. The number of chips saved by employing different techniques is calculated by multiplying ( Fig. 10) with (Fig. 4) . It can be observed that the proposed architecture can save the chips with as high as 890 faulty cells, while ECC fails if the chip has more than 210 faulty cells. Hence, the proposed architecture can handle more number of faulty cells than ECC. Furthermore, the proposed architecture saves more number of chips than ECC for a given . Our technique is more efficient in tolerating faulty cells under process variation resulting in 94% yield from its original 33%. Since the proposed architecture down-sizes the cache to avoid faulty blocks, it increases the cache miss rate, affecting the performance of the processor. To measure the performance loss, a direct map 64-K L1 cache is simulated using Simplescaler [19] for aggressive modern out-of-order microprocessors. Based on fault distribution, cache blocks are mapped according to the proposed scheme described above. A large number of Spec 2000 benchmarks using reference inputs are simulated and the performance loss compared to the conventional cache is measured. Fig. 13(a) shows the performance loss for different benchmarks for a 64-K L1 cache with maximum number of tolerable faults (890 faulty cells) using the proposed architecture. It can be observed that maximum performance loss is less than 5%. Fig. 13(b) plots the average CPU performance loss over benchmarks as a function of . The maximum average performance loss with 890 faulty cells is only 2.0%. To take the performance into account we redefine our yield according to (15) . The effective final yield turns out to be 93.9%. (16) In all our analyses, we compared our scheme with ECC. However, one should note that the major application of ECC circuits in memory chips has been for the increase in reliability with respect to soft error. Using ECC for correcting failure under process variation might affect this reliability severely. Hence, ECC should only be utilized in a limited way to correct these failures so that the reliability does not get affected. We propose a cache design, which uses ECC to correct soft error for high reliability and utilizes our proposed scheme to correct failure due to process variation to achieve high yield.
In this work, we have considered the cell failures only due to process variation. However, this architecture can also handle catastrophic or nonparametric failures due to manufacturing defects [20] . ECC will still be required to correct transient faults (e.g., soft error).
VI. CONCLUSION
In this paper, we presented the failure analysis of SRAM cells under process variation and proposed process-tolerant cache architecture to improve the yield in nanoscale memories. The proposed scheme gets around faults by downsizing the cache. This scheme is transparent to processor and has negligible energy and area overhead. The scheme does not affect the cache access time and has minimum effect on processor performance. The proposed scheme has high fault-tolerant capability compared to ECC and/or row/column redundancy. The experimental results on a 64 K L1 cache show that the proposed architecture improves the yield to 94% from its original 33%. Hence, with the increase in process variations, the proposed scheme can be useful in future cache design to achieve high yield.
