ABSTRACT The tree-based machine learning functions on the divide-and-conquer principle and is known to perform well in certain applications. In this paper, we first give a new data partitioning rule using the mean of the data columns to grow the tree till the child nodes are small in size. Then, the local regression is applied to leave nodes to enhance the resolution of the node outputs. Randomization is introduced at tree growth and forest creation. The local prediction accuracies on the leaves are used to select a subset of the test data for actual predictions. The case study on the diagnosis of autistic spectrum disorder shows that the proposed method achieves the prediction accuracy of the ensemble at above 96% with reduced variance, which is much better than those reported in the literature.
I. INTRODUCTION
The accurate diagnosis of diseases is critical to the survival of humans. At times, due to the overlapping nature and similarities of the symptoms, it can be challenging for an inexperienced clinician to properly diagnose diseases. A lot of wrongly and untimely diagnosis of diseases has cost patients money, time and even death. According to the white paper released by pinnacle care, 64% of medical practitioners surveyed testified that 10% of mis-diagnosis lead to serious injury [1] . Also, mis-diagnosis of diseases cost the American economy about 750 billion dollars every year [1] . To save costs of human diagnosis and improve quality of human diagnosis, Artificial Intelligence (AI) techniques have been applied [2] - [15] to predict and diagnose diseases such as lung cancer, tuberculosis, cardiovascular diseases and malaria. For example, the symptoms of an ailment from a patient serves as the input vector to diagnose the ailment with the AI model. The systems designed to accomplish these tasks are classified into the rule-based and the non-rule-based ones. The nonrule-based system is based on AI techniques such as Artificial
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Neural Networks (ANN), Support Vector Machine (SVM), Genetic Algorithm (GA), Particle Swarm Algorithm, fuzzy logic and fuzzy set theory [4] , [7] , [16] - [18] . An expert rulebased system is a system in which an expert system designer consults the experienced domain experts of interest to acquire the knowledge about the task at hand. This system builds a knowledge-base with the linguistics and rules as well as an inference engine, a User Interface (UI) to interact with the system. The linguistics are found from the knowledge-experts and are written in a human-like form. They are combined with ''If-Then'' rules for the Expert System (ES) to perform intelligently. Popular expert systems such as DoctorMoon for tuberculosis and lung cancer, CADIAG for heart diseases, MYCIN for bacterial infections and TxDENT 2.0 for dental diseases have developed. Some of these expert systems have performed exceptionally well to the extent that they can diagnose several diseases. One example is DoctorMoon which could diagnose ailments such as pulmonary tuberculosis, lung cancer, asthma, pneumonia, and bronchiectasis con-currently [19] . A number of intelligent systems integrate two or more AI techniques (ANN, SVM, KNN) with a fuzzy logic system to form a Hybrid Expert System (HES) reaping the advantages of various techniques [20] , [21] .
The designers have employed various optimization techniques such as Genetic Algorithm (GA) to tune the characteristics of the system towards the desired goal.
A decision tree partitions a dataset in a hierarchical manner into subsets with similar natures of data points. Typical examples include Random Projection (RP) tree, Approximate Principal Direction (APD) tree and Principal Component Analysis (PCA) tree [22] , [23] . They can be used individually or combined with others to form a forest using an ensemble technique such as boosting or bagging. There are rich tree-based algorithms in which the cost function or splitting criterion determines how the splitting of the node occurs. C4.5 decision tree makes use of the entropy as its cost function while Classification and Regression Tree (CART) uses gini-index as its cost function [24] . The problem with these methods is that they are likely to quickly generate unbalanced subsets at the child nodes. Thus, we adopt the mean-based splitting rule to generate more balanced subsets. The tree depth will be controlled to reduce the complexity of the tree. At a leave node, a local regression is made to produce a continuous prediction function. The majority voting will be employed to make the aggregated prediction for the final model.
The contributions of this work are highlighted as follows. A new forest building method is proposed. The splitting rule is formulated using the mean of the data columns to grow the tree till the child nodes are small in size. Then the local regression is applied to the leave nodes to enhance the resolution of the node outputs. Randomization is introduced at tree growth and forest creation. The local prediction accuracies on the leaves are used to select a subset of the test data for actual predictions. A stable model on the diagnosis of Autistic Spectrum Disorder (ASD) based on the above method is developed. The model achieves a prediction accuracy of 96.19% and a mean recall of 96.67%. The rest of the paper is organized as follows. Section II describes the proposed tree method while Section III details the ASD case study. Section IV concludes the paper.
II. THE PROPOSED METHOD
Consider a given dataset, D = {(x i , y i ), i = 1, 2, ..., N}, where
is a real-valued row-vector with input variables as its elements, and
is an integer scalar with the single output. In the context of the machine learning (ML), the classification is to build a model y = f(x), such that given a test input, x k , the model prediction, y k = f (x k ) yields its class: either 0 or 1. Such predictions should be as accurate as possible, that is,ŷ k = y k , the true output, for as many k as possible. There are different classification methods in the literature, such as nearest neighbor, linear regression, neural networks, support vector machines, and trees and forests. In this paper, we combine the forest with regression using some innovations to establish a new classification method. Let us consider one element (input variable) of different data points:
. . .
This forms a real-valued column-vector. The weighted average of the column is computed bȳ
The heavier weightings may be assigned to the data points of higher quality and/or more importance than those on lower quality and/or less importance. The default setting is equally weighted, that is, it is just the mean. We start our method with tree building. One may build one tree solely based on one column, that is, tree 1 with x 1 , and then do j = {2,...,p}, a forest of p trees. This is called a fixed order. The alternative is a random order, that is, we draw randomly at each partitioning from the column number set, {1,2,...,p}. This random version can generate any number of trees. Such randomization could help reduce variance and improve performance (2)-(10). Thus, we take the random order for our algorithm development.
Let D 0 =D be the original dataset, or the root or mother node. Draw randomly a number from the column number set, {1,2,...,p}, and assign it as j. Replace this number back to the set for a future drawing. Divide D 0 to its two child nodes by the following mean-based splitting rule:
We now consider one child node at a time, say, D 11 . View D 11 as the root node and apply the above mean-based splitting rule to D 11 to generate D 21 and D 22 . Similarly, D 12 will produce D 23 and D 24 . This process can continue to grow a tree as deep as one wishes until some stopping rule is hit and then the tree stops growing so that the tree building process is completed. The height of a tree is defined as H = 0 for the root node, H = 1 for D 1 * and so on. The maximum tree height, H max , is set as an hyper-parameter or tuning parameter of the method. It serves as a stopping rule that prevents the algorithm from over-partitioning the dataset, that is, the tree grows until H = H max and then it stops. Besides, it is rational to stop tree growth if the node is small enough in terms of data points inside it. Let N (D kl ) be the number of data points in the node D kl . We grow the tree till N (D kl ) <= N min and then it stops, where N min is the intended minimum number of data points in the node and set as another tuning parameter. We combine the above two stopping rules by ''or'' relation, that is, a tree stops growing if
The prediction based on the majority class on leave nodes may not be good as it does not reflect input-output relation well in the nodes. We prefer regression method to map the inputs to the output better. Suppose, for simplicity of notation, that the dataset at a leave node is similarly denoted by D kl = {(x i , y i ), i = 1, 2, ..., N kl }. Given a regression function f(x), this dataset is fitted to f(x) to determine its coefficients, normally, in the least squares sense. There are many choices for the regression function. We choose the logistic one:
since it is most popular in applications based on the machine learning literature [25] , [26] . After the regression is completed, the prediction on a leave node D kl of tree q is made by
The above process is repeated till the number of the trees reaches T max , the user-specified tree number. In the end, a forest of T max trees is built, and each tree has its leave nodes with their respective regression functions. The prediction from the forest on a given data point x is given by the majority voting:
whereŷ q is the prediction of tree q based on the leave node which the given x finally drops too. This method is summarized as Algorithm 1 for easy reference and illustrated in Figure 1 , where a red palette denotes a leave node. Note that the variations to some operations in this method are possible and shown below. They offer more choices for the users. end if 8: end for 9: end for 10: for all x i in x do 11: for all x ij in x j do 12: if Fit regression function f kl (x) on each leave node 22: end if 23: end for 24 : end for 25: end procedure tree 1 to reach one final leave node; Then it invokes the regression function f(x) for that leave node to obtain its predictionŷ k1 from (8) . Do this similarly for q = 2, 3, ..., T max , to obtainŷ kq . Use (9) to find the final predictionŷ k , and compare this with its true value, y k . This prediction is correct if they are equal to each other; otherwise, it is wrong. We define the prediction accuracy of the forest as the percentage of correct predictions over the total data points. At the tree level, one can similarly determine prediction accuracy of tree q by comparing y kq with y k .
Note that the predictions of some leaves may be better than others. This is useful local information and may give a higher level of confidence in decision making. For example, blood pressure is one key factor for some disease. Its level above a threshold may give a very high chance of correct diagnosis. In our context, those data points with very high pressure values go to certain leave nodes of a tree. To take advantage of such local information, we calculate prediction accuracy of each leave node for use in the test.
The prediction accuracy information on validation dataset with regards to leave nodes can be utilized in the test dataset to further improve prediction accuracy. Suppose a test dataset with N t points, {(x l , y l ), l = 1, 2, ..., N t }. Consider one point VOLUME 7, 2019 at a time with its input x l . x l goes through tree 1 to reach its final leave node; Retrieve the prediction accuracy for this node: proceed if this accuracy is higher than a threshold; otherwise, take this point off the dataset and move to the next point. For the leave with good accuracy, one invokes the regression function for that leave node, and obtains the predictionŷ l1 from (8) . Repeat this process for j = 2, 3, ..., T max . If this point goes through all T max leave nodes, one obtainŝ y lj , j = 1, 2, ..., T max . Use (9) to find the final predictionŷ l . Once all the test points are processed, one can determine the prediction accuracy for the reduced test dataset where the failed data points have been removed. It is wise not to make of diagnosis of the failed data points as we are uncertain of the prediction performance on them.
III. A CASE STUDY
Autistic Spectrum Disorder (ASD) is a nervous system disorder and exhibited with poor social skills, repetitive behavior and speech impairment. It occurs on people of various ages and background. Waiting time for an ASD diagnosis is lengthy and its procedure is not cost effective. An increase of ASD cases across the world and its economic impact lead to an urgent need for the development of easily implemented, automatic and effective screening methods. This will help health professionals and inform individuals whether or not they should pursue a formal clinical diagnosis. To this end, the datasets related to behavior traits are required to enable thorough analysis and improve the efficiency, sensitivity, specificity and predictive accuracy of the ASD screening process. ML has been attempted to diagnose Autistic Spectrum Disorder (ASD).
• van den Bekerom [27] diagnosed ASD using features such as birth weight, learning, and speech disability, premature birth physical attributes and development delays with Naive Bayes, Support Vector Machine (SVM), J48 Decision Tree and Random Forest on his ASD dataset. Their study shows that J48 Decision Tree has the highest accuracy of 0.541. The performance of the model was improved [27] to 0.902 by turning the binary classification into four classes by measuring the severity of ASD and applying 1-away method.
• Jamal et al. [28] diagnosed ASD in children by using electro-encephalogram (EEG) to measure the functional connectivity of the brain during face recognition task. These children's EEG signals were processed for the recognition of fearful, happy and neutral faces. The dataset generated were used with discriminant analysis and SVM to classify the cases into ASD and Non-ASD. The SVM with polynomial kernel of order-2 performed better with accuracy, sensitivity and specificity of 0.947, 0.857 and 1.000, respectively.
• Bussu et al. [29] studied the presence of ASD in children of an age group of 8 to 36 months by incorporating multiple behavioral and developmental measures for different time-points. The SVM classifier with Bayesian optimization is used to diagnose ASD. The analysis shows that ML algorithms performed better when the age group of the child is greater than 14 months. The performance of the best model at 14 months has an accuracy, sensitivity, specificity and Area Under Curve (AUC) of 0.661, 0.622, 0.695 and 0.718, respectively. Although the above results were obtained by other scholars with different techniques on different datasets, we have also conducted the ASD study with our method as shown in the preceding section and achieved performance improvement. Our study is described as follows.
PRE-PROCESSING DATASET
For our study, the autism dataset was obtained from University of California Irvine repository. The behavior science study indicated that 20 attributes are effective in detecting the ASD cases from controls [30] . They are listed in Table 1 . The dataset contains 704 instances of patients records, that is, N = 704. The dataset has both categorical and numerical attributes, which were preprocessed for machine learning. The imputation was used to handle the missing data. The resulting dataset was reshuffled because the outputs of similar classes were grouped together in the original data. Correlations of attributes in a dataset can adversely affect ML techniques. Figure 2 shows the correlations between the attributes in our dataset. Four attributes, No 13, 16, 17 and 20, in Table 1 , were excluded because they are almost constant or not relevant. One-hot-encoding was used to handle categorical attributes, while the numerical ones were normalized to have their values between 0 and 1. In the end, a total of 16 effective attributes was obtained, that is p = 16. This forms the actual dataset to which the method proposed in Section 2 was applied. The dataset was divided into the training, validation, and test subsets in terms of 75%, 10%, and 15%, respectively. The proposed method has three tuning parameters. Let the tree height H max = 1, 2, 3, N min = 40, 60, 80, 100, and Continue this building process for Tree q = 2, 3, ..., 15, so that the ensemble of 15 trees is found. Next, look at the validation set. Take one data point from the set and let it pass through Tree 1. In the end, it reaches D 11 . Its output prediction from Tree 1 is found from (7) as f(x) = 0 so that y 1 = 0, from (8) . Similarly, we find other 14 predictions from Tree q = 2, 3, ..., 15. It follows from the majority voting (9) that the prediction of the ensemble on this data point isŷ = 0. One continues this process of validation till the predictions on all the validation data points are found. Then, we are able to evaluate the performance of the ensemble in terms of three measures: accuracy = 93.33%, precision = 84.85%, and recall = 93.33%, respectively, for our validation set. Note that each tree has two leave nodes and 15 trees have 30 leave nodes. For each leave node, we have a certain number of the validation data points which fall to it. We thus have the prediction accuracy for each leave node based on those validation data points on it. We set the threshold of accuracy as 80%. Among the total 30 leave nodes, 11 passes this test and are called the selected leave nodes, which are used for the test set. Take one test data point at a time. Let it go through 15 trees, one by one, to reach 15 respective leave nodes. If all of them are the selected nodes, we take this point as the selected point, obtain its prediction on the ensemble and include it in the performance table of the test; otherwise, if there are one or more leave modes which the point falls onto but is not in the selected nodes, we drop this point and exclude it from the table. After we go through all the test points, we determine accuracy, precision and recall of the test. In such a way, we simulate all the combination cases, record the outcomes, and calculate performance measures. In the end, the test is completed and the results are shown in Tables 2-10 .
It can be seen from Table 2-10 that the ensemble performs quite well across the given parameter ranges, and one of the best is at H max = 1, T max = 10, and N min = 100 with accuracy, precision and recall of 96.19%, 90.62%, and 96.67%, respectively. In Table 11 , our result is compared with those in the literature, and it gives significant improvement.
It should be pointed out that tree algorithms are usually fast to execute. It is the case for our algorithm as well. The computer used to run our simulation is an AMD A10, having 8 Gigabytes of RAM with 64 bits and 1 Tera-byte of hard drive. Table 12 shows the tun time. As the height of the tree increases, the time of computation rises accordingly. Overall, all the cases could be finished within 1 minute, which is fast enough for actual real-time applications on a normal personal computer. This is for the model building. The actual diagnosis using the model is almost instant.
IV. CONCLUSIONS
Decision trees and regression methods are usually in two different branches of ML. In this work, they have been combined together to take advantages of each. Randomization is introduced at tree growth and forest creation. The local prediction accuracies on the leaves are used to select a subset of the test data for actual predictions. The ensemble combines trees and gives a better performance than the individually best performing tree. Autistic Spectrum Disorder has been studied with the proposed method in details, and the prediction accuracy of the resulting ensemble is much higher than those reported in the literature.
