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The standard central limit theorem with a Gaussian attractor for the sum of independent random
variables may lose its validity in presence of strong correlations between the added random contribu-
tions. Here, we study this problem for similar interchangeable globally correlated random variables.
Under these conditions, a hierarchical set of equations is derived for the conditional transition prob-
abilities. This result allows us to define different classes of memory mechanisms that depend on
a symmetric way on all involved variables. Depending on the correlation mechanisms and single
statistics, the corresponding sums are characterized by distinct statistical probability densities. For
a class of urn models it is also possible to characterize their domain of attraction which, as in the
standard case, is parametrized by the probability density of each random variable. Symmetric and
asymmetric q-Gaussian attractors (q < 1) are a particular case of these models.
PACS numbers: 02.50.-r, 05.40.-a, 89.75.Da
I. INTRODUCTION
The standard central limit theorem (CLT) is a corner-
stone of probability theory [1–4]. It establishes that a
sum of independent (identical) random variables, under
a suitable rescaling, converges to a Gaussian distribution.
It plays a fundamental role in the formulation of statisti-
cal thermodynamics and also provide a rigorous basis for
assuming Gaussian statistics for describing fluctuations
in equilibrium and nonequilibrium systems.
There exist a few remarkable examples where the stan-
dard CLT was generalized. The Gaussian attractor arises
when considering independent random variables with a
finite second moment. As is well known, when this con-
dition is raised up the attractor becomes a Levy distribu-
tion [5]. On the other hand, Gumbel distribution arises
from the study of extreme value statistics and describes
the fluctuations of the largest value in a large set of identi-
cally distributed independent random variables [6]. Inter-
estingly, this problem can in general be related with the
statistics of random sums of correlated random variables
[7]. Departure from Gaussian statistics was also analyzed
for global correlations where the characteristic function
of the total sum is defined by a non-multiplicative Fourier
structure [8].
Recently it was argued that the presence of global cor-
relations in stationary equilibrium and nonequilibrium
systems is a situation where nonextensive statistical me-
chanics may applies [9–12]. Consistently, many theoreti-
cal effort was devoted to finding global memory mecha-
nisms that lead to attractors defined by q-Gaussian prob-
ability densities [13–18]. These statistical objects also
arise from maximizing Tsallis entropy [9], from supersta-
tistical models [19], as well as from specific transforma-
tions of Gamma distributed random variables [20].
Global correlations are a mechanism that may lead to
departures from Gaussian statistics. Nevertheless, estab-
lishing a generalization of the CLT on the basis of only
this feature is a formidable task. In fact, to our knowl-
edge, there not exist general rigorous mathematical cri-
teria for splitting correlations in weak ones (leading to
Gaussian statistics) and stronger ones (departure from
normal distribution). Therefore, as in the previous lit-
erature [7–18], one is naturally forced to study partic-
ular cases. Of special interest is to find generalizations
that rely on simple correlation mechanisms or symme-
tries, which in turn also allow defining or studying its
domain of attraction. In general, this last issue is hard
to solve.
In this paper we analyze the departure from the stan-
dard CLT for a specific class of global correlations. Sim-
ilar interchangeable random variables [21–25] are consid-
ered. This property or symmetry, originally introduced
by de Finetti [21] in probability theory, is defined by ran-
dom variables whose joint probability density is invariant
under arbitrary permutations of its arguments.
The main goal is twofold. First, we give a general char-
acterization of possible correlations mechanisms consis-
tent with interchangeability. This objective is achieved
by characterizing the correlations not through the joint
probability densities but through the transition probabil-
ities. These functions say us how the probability density
of a given variable depends on the previous values as-
sumed by the rest of the random variables. We demon-
strate that these objects obey a set of hierarchical equa-
tions that resemble a Chapman-Kolmogorov equation for
Markovian chains [2–4]. From this result we construct
different correlation models which allow us to achieve the
second main goal, that is, the characterization of the de-
parture from Gaussian statistics as well as to study their
domain of attraction. For a class of urn models [26–29],
we demonstrate that their domain of attraction is as wide
as in the standard case. Asymmetric and symmetric q-
Gaussian attractors [20] with q < 1 arise as a particular
2case of these urn models.
The paper is outlined as follows. In Sec. II, based on
the interchangeability property of the joint probabilities,
we derive a hierarchical set of equations for the transi-
tion probabilities. Sec. III is devoted to finding different
solutions to the previous equations, which are based on
a generalization of Po´lya urn scheme [26–29]. In Sec.
IV, departure from Gaussian statistics and their basin
of attraction are analyzed. In Sec. V we provide the
Conclusions. In the Appendixes we show some calcu-
lus details and study other correlation models (additive
memory, de Finetti representation, Blackwell-MacQueen
urn scheme).
II. HIERARCHY OF TRANSITION
PROBABILITIES FOR SIMILAR
INTERCHANGEABLE RANDOM VARIABLES
A set of n random variables X1, X2, · · ·Xn, can be
characterized by the n-joint probability distribution
Pn(x1,x2, · · ·xn), which defines the probability that each
variable falls in an infinitesimal range dxi around xi.
Similar interchangeable variables are defined by the
following two symmetries. Similarity (or scale invariance
[9]) means that for any n it is fulfilled the relation
Pn−1(x1, x2, · · ·xn−1) =
∫
dxnPn(x1, x2, · · ·xn). (1)
Therefore, the joint probability density of the subset of
(n−1) random variables coincides with the marginal dis-
tribution corresponding to n variables. On the other
hand, interchangeability is defined by the invariance of
the joint probability density under arbitrary permuta-
tions of its arguments,
Pn(· · · , xk, · · · , xl, · · · ) = Pn(· · · , xl, · · · , xk, · · · ), (2)
that is, for any k and l in the interval (1, 2, · · ·n), the joint
probability density does not change under the (arbitrary)
interchange xk ↔ xl. These relations are assumed valid
for all values of n. Notice that in particular the previous
two conditions imply that all random variables {Xi}ni=1
are characterized by the same distribution, P1(x).
The joint probability density Pn(x1,x2, · · ·xn) com-
pletely characterizes the random variables {Xi}ni=1. Nev-
ertheless, an extra aspect is lighted by introducing a con-
ditional probability density defined by the relation
Pn(x1, · · ·xn) = Pn−1(x1, · · ·xn−1)Tn−1(x1, · · ·xn−1|xn).
(3)
Hence, the function Tn−1(x1, · · ·xn−1|xn) gives the prob-
ability density of the variable Xn given that the pre-
vious ones {Xi}n−1i=1 assumed the values x1, · · ·xn−1.
By definition, it satisfies the normalization condition∫
dxnTn−1(x1, · · ·xn−1|xn) = 1.
From Eq. (3), iteratively it follows
Pn(x1, · · ·xn) = P1(x1)T1(x1|x2)T2(x1, x2|x3) · · ·
· · · × Tn−1(x1, · · ·xn−1|xn). (4)
Therefore, the set of functions Tk(x1, · · ·xk|xk+1), with
k = 1, · · ·n − 1 provide the same information than the
n-joint probability density. Furthermore, from Eq. (4)
one can easily read how the correlations between the ran-
dom variables are build up. In fact, having an explicit
expression for the transition probabilities it is possible
to numerically generate the corresponding realizations of
the correlated variables {Xi}ni=1.
The main problem that we solve in this section is to
determine which set of transition probabilities are con-
sistent with the similarity and interchangeability prop-
erties. Given an arbitrary distribution P1(x1), the sym-
metry does not impose any condition. For n = 2, inter-
changeability implies P2(x1,x2) = P2(x2,x1), or equiva-
lently P1(x1)T1(x1|x2) = P1(x2)T1(x2|x1). After integra-
tion, and by using the similarity property, it follows the
condition ∫
dx1P1(x1)T1(x1|x2) = P1(x2). (5)
By using a similar procedure, T2(x1, x2|x3) must to fulfill
T1(x1|x3) =
∫
dx2T1(x1|x2)T2(x1, x2|x3). (6)
For higher conditional probabilities densities (see Ap-
pendix A), the following relations
Tn−1(x1 · · ·xn−1|xn+1) =
∫
dxnTn−1(x1, · · ·xn−1|xn)
×Tn(x1, · · ·xn|xn+1), (7)
must to be fulfilled for all values of n. Furthermore, the
function Tn(x1 · · ·xn|xn+1) must to be symmetric in the
conditional arguments x1 · · ·xn, that is, it is invariant
under arbitrary permutations of its arguments. The hier-
archical set of equations defined by (7) is the main result
presented in this section.
If Tn−1(x1, · · ·xn−1|xn+1), for all values of n, does
not depends on the previous values x1, · · ·xn−1, it fol-
lows Tn(x1, · · ·xn|xn+1) = P1(xn+1), that is, we re-
cover the case of independent identical random vari-
ables. Notice that interchangeability implies that
Tn−1(x1 · · ·xn−1|xn) depends symmetrically on the pre-
vious arguments x1 · · ·xn−1. Therefore, transition prob-
abilities that only depend on one previous value, with a
dependence that is independent on the number of pre-
vious events, Tn−1(x1 · · ·xn−1|xn) = Tn−1(xn−1|xn) =
T (xn−1|xn), are not consistent with interchangeability.
This case corresponds to stationary Markov chains. In
fact, the unique transition probability T (x|y) should to
satisfy [Eq. (5)]∫
dxP1(x)T (x|y) = P1(y), (8)
while by imposing the previous conditions on Eq. (7), it
follows
T (x|y) =
∫
dx′T (x|x′)T (x′|y). (9)
3The stationary property is given by Eq. (8), while the
Markov property is defined by the Chapman-Kolmogorov
relation Eq. (9). In fact, the next value (future) de-
pends on the previous value (present state), but not on
the manner in which the present state has emerged from
previous ones (the past).
In the following section we search solutions of Eq. (7)
where the transition probabilities are based on a Po´lya
urn scheme. In the Appendixes we studied other solu-
tions that also depend in the same manner on all previous
values taken by the random variables, that is, global cor-
relations. For example an additive memory assumption
Tn(x1 · · ·xn|xn+1) = Tn(x1+x2 · · ·+xn|xn+1) (Appendix
B) leads to consistent solutions for Gaussian and classical
spin variables. A generalized de Finetti representation is
analyzed in Appendix C.
III. URN SCHEMES
Urn models are examples of random variables defined
through their transition probabilities [2, 26]. Po´lya urn
scheme generate interchangeable random variables [27–
29]. Below we review this scheme, which gives us the
basis for constructing a generalization consistent with in-
terchangeability.
A. Po´lya Urn scheme
The standard Po´lya urn scheme can be seen as a partic-
ular case of the Blackwell-MacQueen urn scheme [27, 28],
which in turn is related to the “Chinese restaurant pro-
cess” [28, 29]. In the present context, it is defined by an
arbitrary distribution P1(x), while the transition proba-
bilities are
Tn(x1, · · ·xn|x) = λP1(x) +
∑n
i=1 δ(x− xi)
n+ λ
. (10)
Here, λ is dimensionless positive parameter, while δ(x)
is the delta Dirac function. When λ → ∞, identical
independent random variables are recovered, while the
limit λ→ 0 leads to a fully correlated case, that is, after
the first random value the next ones assume the same
value.
After a simple algebra it is possible to proof that the
set of functions defined by Eq. (10) satisfy Eq. (5), as
well as the hierarchical set of conditions corresponding to
interchangeability, Eq. (7). In Appendix D, we analyze
the departure from the standard CLT for this model.
The Po´lya urn scheme corresponds to the particular
case in which the random variables {Xi} are discrete.
Hence, we write
P1(x) =
∑M
µ=1
qµδ(x − xµ), (11)
where {xµ}Mµ=1 is the set of M possible values and
{qµ}Mµ=1 are the corresponding weights (probabilities),
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FIG. 1: Two realizations [(a) and (b)] for a set of classical
spin variables {xµ} = {+1,−1} obtained from the Eq. (12)
(M = 2). The lower panels correspond to the transition prob-
abilities. The parameters are q+ = q− = 1/2 and λ = 2.
with
∑M
µ=1 qµ = 1. In this case, the transition proba-
bilities Eq. (10) can be written in terms on the number
of times nµ that each value xµ was assumed previously,
Tn({xi}|x) =
∑M
µ=1
λqµ + nµ
n+ λ
δ(x− xµ), (12)
where {xi} ≡ x1, · · ·xn. Notice that the set of numbers
{nµ}Mµ=1 that the random values {Xi}ni=1 assumed the
values {xµ}Mµ=1 satisfy the relation n =
∑M
µ=1 nµ.
The correlation mechanism associated to Eq. (12) can
be read in the following way. With probability λ/(n+λ)
the random variable Xn+1 is draw randomly in agree-
ment with the density P1(x), Eq. (11). Hence, inde-
pendently of the previous history, it assumes the value
xµ with probability qµ. Alternatively, with probabilities
nµ/(n+ λ), which depends on all previous history, it as-
sumes the value xµ. The parameter λ measure the weigh
of both options.
In order to achieve a deeper understanding of the pro-
cesses defined by Eq. (12), in Fig. 1 we plotted a set
of realizations for the random variables {Xi}ni=1 (upper
panels). They correspond to classical spin variables, that
is, we take xµ = ±1 and M = 2. For clarity, each value
of Xi is continued in the real interval (i− 1, i).
The first value, X1, is chosen in agreement with P1(x),
Eq. (11). The next values {Xi}ni=2 follows from the tran-
sition probability Tn({xi}|x), Eq. (12). We also plot-
ted this object as a function of n and for each value of
x = ±1 (lower panels). Notice that each curve gives the
probability for the next variable, given the previous his-
tory. Therefore they are random objects. We found that
for increasing n, the transition probabilities always sat-
urate to stationary values. Therefore, when this regime
is achieved, each realization is equivalent to that of inde-
pendent random variables. Nevertheless, the stationary
values reached by the transition probabilities are differ-
ent for each realization, that is, they are random. This
property, valid for any λ, is characterized in the next
Section [see Eq. (35)].
In the realization of Fig. 1(a) the stationary transi-
tion probability for the state −1 is larger than for the
state +1. Consistently, the state −1 is taken much more
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FIG. 2: Two realizations [(a) and (b)] for a set of three-state
random variables {xµ} = {+1, 0,−1}. They follows from the
transition probability (12) (M = 3), which is plotted in the
lower panels. The parameters are q+ = q− = q0 = 1/3 and
λ = 3.
frequently, feature clearly visible in the upper panel. In
Fig. 1(b) the difference between the stationary values is
much smaller, inducing a more “noisy” realization.
In Fig. 2 we plot a set of realizations obtained from the
transition probability Eq. (12) for random variables char-
acterized by three states, M = 3, with xµ = +1, 0,−1.
Similarly to the case of two-level variables, for increas-
ing n the transition probabilities reach stationary val-
ues, which are different and random for each realization.
Therefore, in this regime the realizations are also equiv-
alent to that of identical independent random variables.
In Fig. 2(a) the random variables almost always assume
the values x = ±1. This happens because the station-
ary value of the transition probability corresponding the
state x = 0 is much smaller than the other two, x = ±1.
Instead, in Fig. 2(b) the state x = 0 has the larger sta-
tionary transition probability. Consistently, the states
x = ±1 appear sparsely.
Composed Po´lya Urn scheme
Here, we introduce a generalization of the previous
urn scheme that is also consistent with interchangeabil-
ity. We consider non-discrete random variables with ar-
bitrary probability density P1(x). The domain Ω of each
variable {Xi}ni=1, that is, the domain of P1(x), is split in
a finite set of disjoint subdomains {Ωµ}Mµ=1 such that the
total domain is their union, Ω = ∪Ωµ. To each region Ωµ
we associate a probability density pµ(x), normalized as∫
Ω
pµ(x)dx = 1. Under these definitions, we propose the
transition probability density
Tn({xi}|x) =
λP1(x) +
M∑
µ=1
pµ(x)
n∑
i=1
∫
Ωµ
dyδ(y − xi)
n+ λ
.
(13)
As before, λ is a free parameter and {xi} = x1, x2, · · ·xn
is the previous trajectory.
The integral contributions
nµ ≡
n∑
i=1
∫
Ωµ
dyδ(y − xi),
M∑
µ=1
nµ = n, (14)
give the number of times the variables {xi}ni=1 fell in the
subdomain Ωµ. Therefore, we can write
Tn({xi}|x) =
λP1(x) +
∑M
µ=1 pµ(x)nµ
n+ λ
. (15)
The correlation dynamics induced by Eq. (13) is then
clear. With probability λ/(n + λ) the next variable, in-
dependently of the previous history, is chosen in agree-
ment with P1(x). On the other hand, with probabilities
nµ/(n + λ), the next value is chosen in agreement with
the arbitrary densities pµ(x).
It is simple to check that the transition probability
density (13), for arbitrary domains {Ωµ}Mµ=1 and densi-
ties {pµ(x)}Mµ=1, is normalized and positive defined∫
Ω
dxTn({xi}|x) = 1, Tn({xi}|x) ≥ 0. (16)
On the other hand, in order to be consistent with the
interchangeability symmetry it must to satisfy the hier-
archical relations Eq. (7). After same algebra, it follows
that interchangeability is fulfilled under the condition
M∑
µ=1
pµ(x)
∫
Ωµ
P1(y)dy = P1(x), (17)
jointly with the following one,∫
Ωµ
pµ′(x)dx = δµµ′ . (18)
Hence, interchangeability is not fulfilled by arbitrary den-
sities {pµ(x)}.
Condition (17) say us that the set {pµ(x)}, under ap-
propriate weights, recover the distribution P1(x). Con-
dition (18) implies that each density pµ(x) is not null
only on its associated subdomain Ωµ. A solution to these
constraints is given by
pµ(x) = P1(x)
θΩµ(x)∫
Ωµ
P1(x′)dx′
, (19)
where we defined the region indicator
θΩµ(x) ≡
{
1 if x ∈ Ωµ
0 if x /∈ Ωµ . (20)
It is simple to check that (19) satisfies both constraints.
Hence, interchangeability is fulfilled.
Interestingly, from the previous solutions for
{pµ(x)}Mµ=1, Eq. (19), we can write the probability
density of each variable as
P1(x) =
M∑
µ=1
qµpµ(x), (21)
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FIG. 3: Two realizations [(a) and (b)] of the composed Po´lya
urn scheme [Eq. (23)] defined by the Eqs. (24) and (25).
The lower panels correspond to the transition probabilities
associated to the subdomains Ω+ and Ω−, each one having
weights q+ = q− = 1/2 (see text). The parameter is λ = 2.
where the positive weights are
qµ ≡
∫
Ωµ
P1(x)dx, (22)
and fulfill
∑M
µ=1 qµ = 1. In consequence, by using Eq.
(15), the transition probability Eq. (13) reads
Tn({xi}|x) =
M∑
µ=1
λqµ + nµ
n+ λ
pµ(x). (23)
This final expression is the main result of this section.
Eq. (23) has a stretched relation with the standard
Po´lya urn scheme, Eq. (12). In fact, both expressions
are related by the replacements δ(x − xµ) ↔ pµ(x). On
the other hand, the weights in the single density Eq. (11)
here follows from Eqs. (21) and (22). Hence, each sub-
domain Ωµ can be associated to the states xµ [Eq. (11)].
Nevertheless, instead of the value xµ, here the next vari-
able assumes a random value distributed over the subdo-
main Ωµ with probability density pµ(x). In consequence,
Eq. (23) can be read as an independent statistical com-
position of the Po´lya urn scheme, Eq. (12), and the set
of probability densities {pµ(x)}Mµ=1.
As an example, we take the uniform probability density
P1(x) =
1
4
, −2 ≤ x ≤ 2, (24)
and P1(x) = 0 if x /∈ [−2, 2]. Therefore, each variable
only assume random values over the real interval [−2, 2].
Then Ω = {x ∈ [−2, 2]}. The composed urn scheme is
completely characterized after defining the subdomains
{Ωµ}. We consider only two subspaces, Ω+ and Ω−, de-
fined as Ω+ = {x ∈ [0, 2]} and Ω− = {x ∈ [−2, 0)}
respectively. Notice that Ω = Ω+ ∪ Ω−.The associated
probability densities, from Eqs. (19) and (20) becomes
p+(x) =
1
2
, 0 ≤ x ≤ 2, (25a)
p−(x) =
1
2
, −2 ≤ x < 0. (25b)
Notice that the underlying discrete process that decides
which probability density is chosen, p+(x) or p−(x), is
equivalent to that plotted in Fig. 1. In fact, from Eq.
(22) if follows q+ = q− = 1/2.
In Fig. 3 we plot a set of realizations corresponding
to the previous definitions. In contrast to the previous
figures, here the random variables assume values over the
real interval [−2, 2]. In the lower panels we plot the un-
derlying transition probability Tn({xi}|Ωj) with governs
which subdomain (j = ±) is occupied in the next step.
Consistently, its behavior is similar to that of Fig. 1. In
Fig. 3(a) the subspace Ω+ has a higher stationary prob-
ability and, consistently, the realization take most of its
values in the interval [0, 2]. In Fig. 3(b) both subspaces
have similar stationary values. Hence, the realization
looks like a random signal in the full domain [−2, 2]. On
the other hand, by averaging over realizations we checked
that the probability density of each variable {Xi}ni=1 is
given by P1(x), Eq. (24).
IV. STATISTICS OF THE SUM VARIABLE
In the previous Section (and in the Appendixes) we de-
scribed different memory mechanism and statistics con-
sistent with the interchangeability property. Here, we
study departures with respect to the standard CLT when
considering such kind of globally correlated variables.
We consider the normalized random sum variable
W = lim
n→∞
Wn = lim
n→∞
( 1
n
n∑
i=1
Xi
)
. (26)
Notice that in contrast with the standard CLT [1–4], in-
stead of 1/
√
n, here the normalization is 1/n. We choose
this factor because all studied models, depending on their
characteristic parameters, are able to reach a full corre-
lated regime where all variables {Xi} assume the same
random value. Hence, in that regime the normalization
1/n is the only one that delivers a random variable (W )
that (asymptotically) does not depend on n.
The probability density P (w) of W can be written as
the following limit, P (w) = limn→∞ P (wn),
P (w) = lim
n→∞
∫
dx1 · · · dxnδ
(
w − 1
n
n∑
i=1
xi
)
Pn({xi}),
where Pn({xi}) ≡ Pn(x1, · · ·xn) is the n-joint probabil-
ity density. By introducing the Fourier representation
of the delta Dirac function, δ(x) = (1/2pi)
∫+∞
−∞
e−ikxdk,
the characteristic function Gw(k) of P (w),
Gw(k) =
∫ +∞
−∞
dweikwP (w), (27)
can be written as, Gw(k) = limn→∞Gwn(k),
Gw(k) = lim
n→∞
∫
dx1 · · · dxn exp
(
i
k
n
n∑
i=1
xi
)
Pn({xi}).
(28)
6In terms of the the multiple Fourier transform of
Pn({xi}), that is,
Gn({ki}) =
∫
dx1 · · · dxn exp
(
i
n∑
i=1
kixi
)
Pn({xi}),
it follows
Gw(k) = lim
n→∞
Gwn(k) = lim
n→∞
Gn({ki = k
n
}). (29)
Below we treat the different cases introduced previ-
ously. For clarifying the derivation of some results, the
well known case of independent variables is reviewed first.
A. Statistical independent variables
Assume the set {Xi}ni=1 are independent random vari-
ables with probability density distribution P1(x). There-
fore, Pn({xi}) =
∏n
i=1 P1(xi). From Eq. (28), it follows
Gwn(k) =
[
Gx
(k
n
)]n
, (30)
where Gx(k) is the Fourier transform of P1(x).
For small k, we assume valid the approximation
Gx(k) ≃ eik〈x〉(1− σ2k22 ), where
x¯ =
∫ +∞
−∞
dxxP1(x), σ
2 =
∫ +∞
−∞
dx(x − x¯)2P1(x),
(31)
are the mean value and standard deviation of the distri-
bution P1(x). Therefore, we can approximate Gwn(k) ≃
eikx¯[1− σ2k22n2 ]n, which can be rewritten as
Gwn(k) ≃ eikx¯ exp
[
− 1
2
σ2k2
n
]
. (32)
After Fourier inversion it follows
P (wn) ≃
√
1
2pi(σ2/n)
exp
[
− 1
2
(wn − x¯)n
(σ2/n)
]
, (33)
which is a Gaussian distribution. Given that P (w) =
limn→∞ P (wn), it follows that
P (w) = δ(w − x¯). (34)
Therefore, the random variable W deterministically as-
sume the value x¯. This result, which can be read as the
well known law of large numbers [1–4], follows from the
normalization 1/n in Eq. (26). In fact, defining the
variable
√
nW from Eq. (33) one recovers a Gaussian
distribution that does not depends on n, which in turn
corresponds to the standard CLT. The basin or domain
of attraction of the normal distribution corresponds to all
distributions P1(x) with finite first and second moments.
Using the same Fourier techniques, we showed that de-
parture with respect to Eq. (34) arise from (correlated)
Gaussian variables [see Eq. (B16)] and also in the de
Finetti representation [see Eq. (C5)]. In fact, the possi-
bility of achieving a fully correlated regime is enough for
warranting departure from a delta distribution.
B. Po´lya Urn scheme
In the previous section, we explicitly showed a very
important property of the Po´lya urn scheme, that is, for
increasing n the transition probabilities converge to that
of identical independent random variables. Nevertheless,
the stationary values achieved by the transition proba-
bility are random, that is, their are different for each
realization. This property was characterized previously
in the literature [27, 28]. Here, we review it in order to
characterize the sum variable (26).
The transition probability Eq. (12), in the asymptotic
regime is characterized by the weights
Fµ ≡ lim
n→∞
λqµ + nµ
n+ λ
, 0 ≤ Fµ ≤ 1, (35)
which consistently satisfy
∑M
µ=1 Fµ = 1. These weights
(probabilities) are different for each realization, that is,
their are random variables. Hence, taking an ensemble
of realizations [see Figs. (1) and (2)] one can define their
probability density D({fµ}|{λµ}), which depends on the
characteristic parameters of the problem, here defined as
λµ ≡ λqµ. (36)
Due to the normalization of the weights {qµ}Mµ=1, it fol-
lows λ =
∑M
µ=1 λµ. It is known that D({fµ}|{λµ}) is a
Dirichlet distribution [27, 28],
D({fµ}|{λµ}) ≡ Γ(λ)∏M
µ′=1 Γ(λµ′ )
M∏
µ=1
fλµ−1µ , (37)
where Γ(x) is the Gamma function. D({fµ}|{λµ}) is
positive for all values of {fµ}Mµ=1, and normalized as∫
Λ
df1 · · · dfM−1 D({fµ}|{λµ}) = 1, where Λ is the re-
gion defined by
∑M
µ=1 fµ = 1. On the other hand, the
relation qν =
∫
Λ df1 · · · dfM−1 D({fµ}|{λµ})fν is fulfilled
for all ν = 1, · · ·M.
From Eq. (37) we can obtain the probability den-
sity P (w) of the variable W. Given that asymptotically
each realization is equivalent to that of independent ran-
dom variables, one can associate the probability den-
sity δ(w − X¯f ) to each realization [see Eq. (34)], where
X¯f =
∑M
µ=1 Fµxµ. Now, the final structure of P (w) arises
after averaging over realizations. Given that the random
variables Fµ obeys the statistics given by Eq. (37), it
follows
P (w) =
∫
Λ
df1 · · · dfM−1 δ(w − x¯f )D({fµ}|{λµ}), (38)
where
x¯f ≡
∑M
µ=1
fµxµ. (39)
From the result Eq. (38), in the limit of λ→∞ consis-
tently we recover the independent random variables case,
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FIG. 4: Probability density of the sum variable W, Eq.
(26). The random contributions are classical spin variables,
xµ = ±1, defined by the transtion probability (12). The full
lines correspond to the analytical expression Eq. (40), while
the circles correspond to numerical simulations with n = 300
terms and 5 × 105 realizations (see Fig. 1). In all cases,
q+ = q− = 1/2.
limλ→∞ P (w) = δ(w − x¯q), where x¯q ≡
∑M
µ=1 qµxµ. In
the limit λ → 0, which corresponds to the fully corre-
lated case, it follows limλ→0 P (w) =
∑M
µ=1 qµδ(w − xµ)
[see Eq. (12)].
The final expression (38) allow us to characterize the
CLT for the Po´lya urn scheme. It is valid for any value
of M and arbitrary discrete distributions, Eq. (11). For
example, for classical spin variables, xµ = ±1, after inte-
gration we get (λ± ≡ λq±)
P (w) =
1
N (1 + w)
λ+−1(1− w)λ−−1, (40)
where N ≡ 2λ++λ−−1Γ(λ+)Γ(λ−)/Γ(λ+ + λ−).
We notice that Eq. (40) can be read as a Beta [2] or
asymmetric q-Gaussian distribution [20]. In the symmet-
ric case λ+ = λ−, this result was derived previously in
the context of a nonextensive thermodynamics approach
[13] (see also [2, 26]).
In Fig. 4 we obtained numerically P (w) by averaging
a set of realizations such as those presented in Fig. 1.
Results for different values of λ are presented, while q+ =
q− = 1/2. Independently of the parameter values, we find
that Eq. (40) fits the numerical results.
For three-states variables with {xµ} = {+1, 0,−1}, the
parameters are {qµ} = {q+, q0, q−} and λ. They can be
parametrized as {λµ} = {λqµ} = {λ+, λ0, λ−}. By taking
into account that x¯f = f+−f− [Eq. (39)], from Eq. (38)
we get,
P (w) =
{
g+[w] w > 0
g−[w] w < 0
, (41)
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FIG. 5: Probability density P (w) for random variables with
three discrete states, xµ = +1, 0,−1, obtained from the
transtion probability (12). The full lines correspond to the
analytical expression Eq. (41), while the circles correspond
to a numerical simulation with n = 300 terms and 5 × 105
realizations (see Fig. 2). In all cases, q+ = q0 = q− = 1/3.
where each contribution is defined as
g+[w] =
∫ 1−w
2
0
df fλ−−1(1 − w − 2f)λ0−1(f + w)λ+−1,
g−[w] =
∫ 1+w
2
0
df (f − w)λ−−1(1 + w − 2f)λ0−1fλ+−1.
These integrals can be solved in terms of the hypergeo-
metric function 2F1[a, b, c, z] as
g+[w] =
(1− w)λ−+λ0−1wλ+−1
2λ−Γ−1(λ)Γ(λ+)Γ(λ0 + λ−)
2F1[λ−, 1− λ+, λ0 + λ−, w − 1
2w
],
and similarly
g−[w] =
(1 + w)λ++λ0−1(−w)λ−−1
2λ+Γ−1(λ)Γ(λ−)Γ(λ0 + λ+)
2F1[1− λ−, λ+, λ0 + λ+, w + 1
2w
].
The hypergeometric function is defined by 2F1[a, b, c, z] =∑∞
k=0(a)k(b)k(c)kz
k/k! with (x)k =
∏k
j=0(x+j). Simpler
expressions can be found in the particular case λ+ =
λ−1 = 1, where Eq. (41) reduces to
P (w) =
1
2
(1+λ0)(1− |w|)λ0 , λ+ = λ−1 = 1. (42)
In Fig. 5 we show a set of plots corresponding to
P (w). The realizations, over which the distribution are
8obtained, are those shown in Fig. 2. We found that the
density (41) fits the numerical results. The case shown
Fig. 5(b) corresponds to Eq. (42) with λ0 = 1.
C. Composed Po´lya Urn scheme
The previous results with the Po´lya urn scheme (see
also the Appendixes) demonstrates that the sum variable
Eq. (26), depending on the underlying correlation mech-
anism, may adopt very different statistics. In contrast to
independent random variables, these probabilities do not
have associated a basin of attraction. Here, we show that
the composed Po´lya urn scheme fall in the basin of at-
traction of the standard scheme. This is the main result
of this section.
For the composed Po´lya urn scheme, the probability
density of the sum variable W [Eq. (26)] is given by
Eq. (38) with {qµ}Mµ=1 given by Eq. (22) and under the
replacement
x¯f =
∑M
µ=1
fµx¯µ, x¯µ =
∫
Ωµ
dxxpµ(x). (43)
Therefore, the main change corresponds to xµ → x¯µ [Eq.
(39)] where x¯µ is the mean value associated to the distri-
bution pµ(x). This result say us that all random variables
obtained from the composed Po´lya urn scheme are in the
basin of the attractors corresponding to the standard urn
scheme, Eq. (38). As shown below, this result relies on
the applicability of the law of large numbers to random
independent variables draw randomly from any of the
distributions {pµ(x)}Mµ=1.
For demonstrating the previous result we use that the
composed Po´lya urn scheme consist of two independent
random processes: the randomness introduced by the
probability densities pµ(x) associated to each subdomain
Ωµ and the underlying Po´lya urn process that select each
subdomain. Therefore, the joint probability density of
the random variables {Xi}ni=1 reads
Pn({xi}) = 〈pµ1(x1) · · · pµn(xn)〉{µ} . (44)
Here, each index µi = 1 · · ·M runs over the set of sub-
domains {Ωµ}Mµ=1. On other hand, 〈· · · 〉{µ} denotes and
average over the ensemble of realizations associated to
the underlying Po´lya urn scheme. From Eqs. (28) and
(29) we get Gw(k) = limn→∞G
(n)
w (k), with
G(n)w (k) =
〈
Gµ1
(k
n
)
· · ·Gµn
(k
n
)〉
{µ}
, (45)
where Gµ(k) is the Fourier transform of pµ(x). By index-
ing the realizations by the number of times nµ that each
subspace Ωµ is selected, we can write
G(n)w (k) =
〈[
G1
(k
n
)]n1 · · · [GM(k
n
)]nM〉
{n}
. (46)
Taking into account that when n → ∞ the set of oc-
currences also diverge, {nµ} → ∞, each factor in the
previous expression can be approximated as
[
Gµ
(k
n
)]nµ ≈ exp(ikx¯µnµ
n
) exp(−σ
2
µk
2
2n
nµ
n
), (47)
where x¯µ is the mean value defined in Eq. (43) while
σ2µ =
∫
Ωµ
dx(x− x¯µ)2pµ(x). Notice that the previous ap-
proximation is equivalent to the validity of the law of
large numbers for each density pµ(x) [see Eq. (32)].
In the previous approximation, the argument nu/n, in
the asymptotic limit, can be associated with the random
variables Fµ, Eq. (35). Therefore nu/n ≃ Fµ, which
from Eqs. (46) and (47) lead to
Gw(k) =
〈
exp ik
∑
µ
Fµx¯µ
〉
{F}
. (48)
The average over the random set of weights {F} is gov-
erned by the Dirichlet distribution Eq. (37). Therefore,
after Fourier inversion we recover Eq. (38), where in-
stead of Eq. (39), now it applies Eq. (43). This finish
the demonstration.
As an example of the previous result we take a com-
posed Po´lya urn scheme [Eq. (23)] defined with two sub-
domains Ω± with densities p±(x). We get [Eq. (46)]
G(n)w (k) =
〈[
G+
(k
n
)]n+[
G−
(k
n
)]n−〉
{n}
, (49)
where n± are the number of times that each subspace
Ω± was chosen, and G±(k) =
∫ +∞
−∞
dweikwp±(w). Using
that n+ + n− = n, it follows
G(n)w (k) =
n∑
n+=0
Pn(n+)
[
G+
(k
n
)]n+[
G−
(k
n
)]n−n+
,
(50)
where Pn(n+) is the probability of the random variable
n+. This object, after some algebra and by using the
properties of Gamma functions, can be obtained from
from Eqs. (4) and (12). Alternatively, it can be obtained
directly from de Finetti representation theorem [see. Eq.
(C12)]. It reads
Pn(n+) =
1
Nn
(
n
n+
)
Γ(n+ + λ+)
Γ(λ+)
Γ(n− n+ + λ−)
Γ(λ−)
, (51)
where Nn = Γ(n+ λ)/Γ(λ), and λ± = λq± [Eq. (22)].
The previous two expressions give an exact analytical
expression for G
(n)
w (k). For the example defined by Eq.
(24), the random variables have a uniform distribution
for X ∈ [−2, 2]. The probabilities of each subdomain are
defined by Eq. (25). Their Fourier transform read
G±(k) = [sin(k)/k]e
±ik. (52)
In order to check these results, in Fig. 6 we show a set
of probability distributions obtained by averaging the re-
alizations of the composed scheme (Fig. 3). For each
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FIG. 6: Probability density P (wn) of the variable Wn =
(1/n)
∑n
i=1
Xi, where each random variable Xi follows from
the composed Po´lya urn scheme defined by Eqs. (23) and
(24), with λ = 4. The weights [Eq. (22)] are q+ = q− = 1/2.
The solid line follows from the inverse Fourier transform of
Eq. (50) defined with Eq. (52). The circles correspond to
numerical results obtained by averaging 5× 105 realizations.
n = 1, 2, 10, 300, the numerical results follows after av-
eraging 5 × 105 realizations. For n = 1 it is recovered
Eq. (24). For higher n we find that the (numerical) in-
verse Fourier transform of Eq. (50) evaluated with Eq.
(52) fits very well the numerical results (circles). Consis-
tently with the previous analysis, at n = 300 the density
P (wn) is almost indistinguishable from the correspond-
ing attractor, that is, P (wn) in Fig. 6(d) is very well
fitted by the density P (w) corresponding to the stan-
dard scheme, Eq. (40), which in turn is plotted in Fig.
4(b). This follows because the average values {x¯µ} [Eq.
(43)] are x¯± = ±1 and also the weights {qµ} [Eq. (22)]
are q± = 1/2, which correspond to the parameters of Fig.
4. We also checked that for all values of λ the attractors
correspond to those shown in that figure.
For arbitrary distributions P1(x) the sum variable, as-
sociated to the composed urn scheme with two subdo-
mains, is characterized by the attractor Eq. (40). In
general, the random variables can assume values over the
entire real line. For example, we take
P1(x) = (1/2) exp(−|x|), (53)
with subdomains Ω± = {x ≶ 0}. Then, the Fourier trans-
forms of p±(x) = exp(∓x) read
G±(k) =
1
1∓ ik . (54)
In Fig. 7 we show a set of probability distributions for
the sum variable for this alternative single statistics. As
in the previous case, the analytical expressions in the
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FIG. 7: Probability density P (wn) of the variable Wn =
(1/n)
∑n
i=1
Xi, where each random variable Xi follows from
the composed Po´lya urn scheme defined by Eqs. (23) and
(53), with λ = 1. The weights [Eq. (22)] are q+ = q− = 1/2.
The solid line follows from the inverse Fourier transform of
Eq. (50) defined with Eq. (54). The circles correspond to
numerical results obtained by averaging 5× 105 realizations.
Fourier domain fit the numerical results. Notice that
even when the single variables assume values over the
real line, their normalized sum is characterized by an
(probability density) attractor that is not null only in the
interval (−1, 1) [see Fig. 4(d)]. This property is induced
by the global correlation effects.
For a urn model with three states similar results can
be obtained. For example, by maintaining P1(x) given by
Eq. (24), taking the subdomains Ω+ ={x ∈ (1/3, 5/3)},
Ω− = {x ∈ (−5/3,−1/3)}, and Ω0 = {x ∈ (−2,−5/3) ∪
(5/3, 2)} lead to the attractors shown in Fig. 5. A model
with exponential distributed variables can also be writ-
ten.
V. SUMMARY AND CONCLUSIONS
Beyond statistically independent variables, there ex-
ist very few generalizations of the CLT. Here, we stud-
ied this problem for globally correlated random variables
that are similar and interchangeable. In order to charac-
terize these symmetries we derived a hierarchical set of
equations that the transition probability densities must
to satisfy, Eq. (7). These integral equations provide a
tool for constructing correlation mechanisms that satisfy
the required properties.
Different correlations mechanisms lead to transitions
probability densities that fulfill the demanded symme-
tries, such as globally correlated Gaussian variables, de
Finetti representation (see Appendixes) and urn schemes.
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In this last context, we introduced a generalization of
Po´lya urn scheme, where the values assumed by the ran-
dom variables are split in different subdomains over the
real line, each one being endowed with a probability den-
sity. Each subdomain is chosen in agreement with the
standard Po´lya urn scheme, while the associated prob-
ability density delivers the next random value (Fig. 3).
The transition probability of this composed scheme, Eq.
(23), fulfill the required symmetries.
The sum variable that define the CLT, Eq. (26),
here is defined with a different normalization because the
studied random variables may achieve a fully correlated
regime. Thus, the case of independent variables leads to
a delta Dirac distribution, fact related with the validity
of the law of large numbers. In general, global correla-
tions consistent with the demanded symmetries lead to
very different statistics of the sum variable. The Po´lya
urn scheme, depending on its number of states and char-
acteristic parameters, delivers different probability den-
sities, Eq. (38) (see Figs. 4 and 5). For two states, the
attractor is defined by an asymmetric q-Gaussian den-
sity (q < 1), Eq. (40). More complex expressions arise
for more states.
Given the diversity of possible attractors, a very diffi-
cult task is to define their basin of attraction. We solved
this problem in a constructive way. We demonstrated
that sum of random variables generated via the com-
posed Po´lya urn scheme are in the basin of attraction
of the distributions associated to the standard Po´lya urn
scheme (see Figs. 6 and 7). This basin is as wide as
in the standard CLT. In fact, there exist infinite single
probability distributions that with a specific splitting of
their domain lead to the same attractor [see Eqs. (21)
and (22)]. The mechanism that guarantees this result is
the validity of the law of large numbers for the probabil-
ity density of each subdomain as well as the convergence
to stationary values of the transition probability of the
standard Po´lya urn scheme.
The basin of attraction of the Po´lya urn attractors can
be extended after raising up the interchangeability sym-
metry in the composed scheme [Eqs. (17) and (18)]. In
addition, the same attractors arise, for example, by in-
troducing correlations between the random variables in
such a way that the law of large numbers remains valid
in each subdomain. On the other hand, the present re-
sults lead us to ask about physical systems characterized
by dynamical correlations able to induce attractors that
take values on a subdomain of the underlying random
process (variables).
In conclusions, we developed a consistent approach for
dealing with globally correlated similar interchangeable
random variables, which in turn allowed us to character-
ize different attractors of the CLT as well as their basin
of attraction.
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Appendix A: Interchangeability condition for the
conditional probabilities
Here, we derive the hierarchical set of conditions
defined by Eq. (7). Assuming that interchange-
ability is valid for Pn(x1, · · ·xn), we determine the
conditions under which Pn+1(x1, · · ·xn+1) also ful-
fill the symmetry. These functions are related as
Pn+1(x1, · · ·xn+1) = Pn(x1, · · ·xn)Tn(x1, · · ·xn|xn+1).
Therefore, Tn(x1, · · ·xn|xn+1) must also be symmet-
ric in the x1, · · ·xn arguments. The interchangeability
for Pn+1(x1, · · ·xn+1) is valid when xn+1 can be inter-
changed with an arbitrary xk, with k = 1, · · ·n. Written
in an explicit way, this requirement reads
Pn+1(x1, · · · , xk, · · ·xn+1) = Pn+1(x1, · · · , xn+1, · · ·xk).
(A1)
By using Bayes rule, these objects can be written as
Pn+1(x1, · · · , xk, · · ·xn+1)=Pk−1(x1 · · ·xk−1)
×Tk−1(x1 · · ·xk−1|xk)
×Tk(x1, · · ·xk|xk+1)
×Tk+1(x1, · · · , xk, xk+1|xk+2)
· · · × Tn−1(x1, · · ·xn−1|xn)
×Tn(x1, · · ·xn|xn+1),
and also
Pn+1(x1, · · · , xn+1, · · ·xk)=Pk−1(x1 · · ·xk−1)
· · · × Tk−1(x1 · · ·xk−1|xn+1)
×Tk(x1, · · · , xk−1, xn+1|xk+1)
×Tk+1(x1, · · · , xk−1, xn+1, xk+1|xk+2)
· · · × Tn−1(x1, · · · , xk−1, xn+1, xk+1 · · ·xn−1|xn)
Tn(x1, · · · , xk−1, xn+1, xk+1 · · ·xn−1|xk),
where now k = 2, · · ·n. Performing the integrals∫
dxkdxk+1 · · · dxn to both objects, using the normaliza-
tion condition
∫
dxjTi(x1, · · ·xi|xj) = 1, and simplifying
the factor Pk−1(x1 · · ·xk−1), from Eq. (A1) it follows the
condition
Tk−1(x1 · · ·xk−1|xn+1) =
∫
dxk · · · dxn
Tk−1(x1 · · ·xk−1|xk)
×Tk(x1, · · ·xk|xk+1)
×Tk+1(x1, · · · , xk, xk+1|xk+2)
· · · × Tn−1(x1, · · ·xn−1|xn)
×Tn(x1, · · ·xn|xn+1).
(A2)
For k = n, this equation reduces to
Tn−1(x1 · · ·xn−1|xn+1) =
∫
dxnTn−1(x1 · · ·xn−1|xn)
×Tn(x1, · · ·xn|xn+1). (A3)
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For k = n − 1, after using the validity of Eq. (A3), Eq.
(A2) leads to
Tn−2(x1 · · ·xn−2|xn+1) =
∫
dxn−1
Tn−2(x1 · · ·xn−2|xn−1)
×Tn−1(x1, · · ·xn−1|xn+1).
Notice that this equation has the same structure as Eq.
(A3). Hence, it is simple to realize that Eq. (A2) is
satisfied if
Tn−j(x1 · · ·xn−j |xn+1) =
∫
dxn−j+1
Tn−j(x1 · · ·xn−j |xn−j+1)
×Tn−j+1(x1, · · ·xn−j+1|xn+1).
where j = 1, · · ·n − (k − 1). This last equation, after a
straightforward change of indexes, recovers Eq. (7).
Appendix B: Additive memory case
The symmetry of the transition probability
Tn(x1 · · ·xn|xn+1) on the previous conditional val-
ues x1 · · ·xn is trivially fulfilled by assuming that it
depends on the addition of these values. Then, we write
Tn(x1 · · ·xn|xn+1) = Tn(x1 + x2 · · ·+ xn|xn+1), (B1)
where Tn(x′|x) is a set of equivalent functions that
only depends on two arguments. For random variables
{Xi}ni=1 with a finite support, X ∈ [x<, x>], the variable
x′ in Tn(x′|x) runs in the interval [nx<, nx>].
From Eq. (7), it follows that the functions Tn(x′|x)
must to satisfy the recursive relations
Tn−1(x′|x) =
∫
dyTn−1(x′|y)Tn(x′ + y|x). (B2)
Below we show that the additive assumption allows us to
find a complete solution of the hierarchy (7) after assum-
ing different statistics for each single variable.
1. Gaussian random variables
For the single distribution of each random variable, let
assume a Gaussian distribution
P1(x) =
1√
2piσ2
exp
[
− x
2
2σ2
]
, (B3)
which satisfies
∫
dxP1(x) = 1. The width σ
2 is a free
parameter. Given that T1(x′|x) = T1(x′|x), in order
to fulfill Eq. (5) we assume that T1(x′|x) is a Gaus-
sian distribution in both variables x′ and x. Hence,
T1(x′|x) ≈ exp[−( x22ρ2 + x
′2
2µ2 +
xx′
ν )]. The undetermined
free parameters (ρ, µ, ν) are constrained by the normal-
ization condition
∫
dxT1(x′|x) = 1, and Eq. (5). After
imposing these constraints, we obtain
T1(x′|x) = 1√
2piρ2
exp
[
− 1
2ρ2
(x− λx′)2
]
, (B4)
where the real parameter λ is
λ ≡
√
1− ρ
2
σ2
. (B5)
ρ remains as a free parameter and satisfies ρ2 ≤ σ2. No-
tice that when λ = 0, that is ρ = σ, we get independent
variables, T1(x′|x) = P1(x). On the other hand, for λ = 1,
ρ → 0, it follows T1(x′|x) = δ(x − x′). This is the maxi-
mal correlated case, where x = x′. Hence, after the first
random value, the next one is equal to the previous one.
Higher transition probabilities can be obtained from
Eq. (B2) and the solution (B4). Proposing a Gaussian
structure for higher objects, we get
Tn(x′|x) = 1√
2piρ2n
exp
[
− 1
2ρ2n
(x− λnx′)2
]
, (B6)
where the coefficients satisfy the recursive relations
λn =
λn−1
1 + λn−1
, ρ2n =
[
1−
( λn−1
1 + λn−1
)2]
ρ2n−1,
(B7)
(n ≥ 2), with λ1 ≡ λ and ρ1 ≡ ρ. Their solution is
λn =
λ
1 + (n− 1)λ, ρ
2
n =
[
1+
(n− 1)λ2
1 + nλ
]−1
ρ2. (B8)
The joint probability distribution Pn(x1, · · ·xn) can be
obtained from the set of transition probabilities [Eq. (4)].
For example, the joint probability P2(x1, x2), from Eqs.
(B3) and (B4), reads
P2(x1, x2) =
1
2pi
√
σ2ρ2
exp
[
− 1
2ρ2
(x21 + x
2
2 − 2λx1x2)
]
,
(B9)
which consistently is symmetric in x1 and x2. For arbi-
trary n ≥ 2, we get
Pn(x1, · · ·xn) =
√
det[A(n)]
(2pi)n
exp
[
− 1
2
n∑
i,j=1
xiA
(n)
ij xj
]
,
(B10)
where the matrix elements are
A
(n)
ii =
1
ρ2n−1
, A
(n)
ij = −
λn−1
ρ2n−1
, i 6= j, (B11)
where ρn and λn are defined by Eq. (B8). The determi-
nant of the matrix A
(n)
ij reads
det[A(n)] =
{
[1 + (n− 1)λ]σ2
( ρ2
1 + λ
)n−1}−1
. (B12)
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The validity of Eq. (B10) can be probe by using the
mathematical principle of induction and the recursive re-
lations (B7).
We remark that Eq. (B10) was derived over the basis
of the conditional probabilities densities (B6), which in
turn are a solution of the hierarchy (B2) after assuming
the Gaussian statistics defined by Eq. (B3). Clearly,
due to the symmetry of the covariance matrix (B11), the
multidimensional Gaussian density (B10) is compatible
with the interchangeability symmetry.
Now we obtain the distribution of W [Eq. (26)] for a
set of random variables {Xi}ni=1 correlated in agreement
with the Gaussian distribution Eq. (B10), which in turn
is related to the transition probability Eq. (B6). The
(multiple) Fourier transform of Eq. (B10) reads
Gk(k1, · · · kk) = exp
[
− 1
2
k∑
i,j=1
ki(1/A
(k))ijkj
]
, (B13)
where (1/A(k)) is the matrix inverse of A(k) [Eq. (B11)].
It can be written as
(1/A(k))ii = σ
2, (1/A(k))ij = σ
2λ, i 6= j, (B14)
where λ = (1 − ρ2/σ2)1/2 [Eq. (B5)]. Hence, from Eqs.
(28) and (B13), we get
Gwn(k) = exp
{
− 1
2
σ2λk2
[
1 +
1
n
(λ−1 − 1)
]}
. (B15)
After taking the limit n→∞, it follows
P (w) =
√
1
2piσ2λ
exp
[
− 1
2
w2
σ2λ
]
. (B16)
Contrarily to the case of independent variables, here the
distribution of W is not a delta Dirac distribution, Eq.
(34). This departure has its origin in the correlations
between the random variables, which are tuned by the
parameter λ. In fact, in the limit λ → 0 we recover Eq.
(34) with x¯ = 0, that is, independent variables. On the
other hand, for maximally correlated variables, λ → 1,
we recover the Gaussian distribution P1(x) [Eq. (B3)].
This result, which gives the maximal departure with re-
spect to independent variables, follows after noting that
all random variables assume the same value [see the tran-
sition probabilities Eqs. (B4) and (B6)].
2. Linear additive memory case
Here, we search another class of solution which in ad-
dition assume that the transition probabilities Tn(x′|x)
depend linearly on the argument x′. In the following re-
sults, the structure of P1(x) is arbitrary.
Given P1(x), and given the linear dependence of
T1(x′|x) on x′, the relation defined by Eq. (5) becomes
T1(〈X〉 |x) = P1(x), 〈X〉 ≡
∫
dxP1(x)x. (B17)
Given P1(x), any transition probability density T1(x
′|x)
satisfying this equation is a valid one. On the other hand,
assuming that all transition probability densities depend
linearly on x′, the conditions (B2) can be written as
Tn(x′ + 〈X〉n−1,x′ |x) = Tn−1(x′|x), (B18)
where the conditional average 〈X〉n−1,x′ is defined as
〈X〉n−1,x′ ≡
∫
dxTn−1(x′|x)x. (B19)
By evaluating the previous two expressions in x′ = 〈X〉 ,
it follows the relation
Tn(n 〈X〉 |x) = P1(x), (B20)
which generalize that defined by Eq. (B17).
From Eq. (B19), we realize that 〈X〉n−1,x′ is also a
linear function of x′. In particular, it is possible to write
〈X〉1,x′ =
∫
dxT1(x′|x)x = ax′ + b. (B21)
This equation defines the constants a and b, the former
being a dimensionless one, while the last one has units
of x. Multiplying the previous expression by P1(x
′) and
integrating in x′ it follows the relation 〈X〉 = b/(1− a).
From (B21), the solution of Eq. (B18) for n = 2 is
T2(x′(1 + a) + b|x) = T1(x′|x), which can be rewritten as
T2(x′|x) = T1
(x′ − b
1 + a
∣∣∣x). (B22)
In a similar form, an explicit expression for T3(x′|x) can
be obtained. For arbitrary n, as a solution of Eq. (B18)
we propose the expression
Tn(x′|x) = T1
(x′ − (n− 1)b
1 + (n− 1)a
∣∣∣x). (B23)
The validity of this result can be prove from Eq. (B18)
by using the mathematical principle of induction.
Discrete distributions with finite support
The set of functions defined by Eq. (B23) give a full
solution to the hierarchical structure (B2). Nevertheless,
it is not guaranteed that their are positive functions. In
order to check this issue, we consider discrete random
variables defined by
P1(x) =
∑M
µ=1
qµδ(x− xµ), (B24)
where the positive weights satisfy
∑M
µ=1 qµ = 1.
The mean value, 〈X〉 = ∫ dxP1(x)x, reads 〈X〉 =∑M
µ=1 qµxµ. The first conditional density, given it linear
dependence on x′, is written as
T1(x′|x) = 1N
∑M
µ=1
(αµ + βµx
′)δ(x− xµ), (B25)
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where (αµ, βµ) and N are arbitrary parameters. Using
the normalization condition
∫
dxT1(x′|x) = 1, it follows
N =∑Mµ=1 αµ, and ∑M
µ=1
βµ = 0. (B26)
The condition T1(〈X〉 |x) = P1(x), leads to 1N (αµ +
βµ 〈X〉) = qµ. Under the association (βµ/N ) → βµ, we
get
T1(x′|x) =
∑M
µ=1
[qµ + βµ(x
′ − 〈X〉)]δ(x− xµ). (B27)
The first conditional average reads∫
dxT1(x′|x)x = ζx′ + 〈X〉 (1 − ζ) = ax′ + b, (B28)
where the constant ζ is
ζ ≡
∑M
µ=1
xµβµ. (B29)
From Eq. (B23), higher objects reads
Tn(x′|x) =
∑M
µ=1
[
qµ + βµ
x′ − n 〈X〉
1 + (n− 1)ζ
]
δ(x − xµ).
(B30)
We remark that this set of equations provide a solution
to the full hierarchy of conditional probabilities under the
interchangeability symmetry. Nevertheless, the positiv-
ity of these objects must to be checked.
The constants βµ should be chosen such that the pos-
itivity of Tn(x′|x) is guaranteed for all n and x′ ∈
(nx<, nx>), where x< and x> define respectively the
minimal and maximal values of the set {xµ}Mµ=1. Hence,
for n = 1 it follows
qµ + βµ(x− 〈X〉) ≥ 0, (B31)
while in the limit n→∞, we get
qµ +
βµ(x− 〈X〉)∑M
ν=1 xνβν
≥ 0. (B32)
In both inequalities, x assume values over the set {xu}. In
the case of two states, M = 2, from these inequalities we
obtain β ≤ |x2−x1|−1, where β1 = −β2 = β, and {xµ} =
{x1, x2}. Hence, positivity can always be guaranteed in
this case.
In general for M ≥ 3, there is not a solution for the
set {βµ} that guarantees the validity of the previous two
inequalities. In fact, from Eq. (B32), we deduce that
|βµ(x− 〈X〉)| ≤ qµ
∣∣∣∣∑Mν=1 xνβν
∣∣∣∣ . (B33)
Taking x → xµ, and adding in the µ index,
∑M
µ=1, it
follows ∑M
ν=1
|βµxµ| ≤
∣∣∣∣∑Mν=1 xµβµ
∣∣∣∣ . (B34)
Hence, we deduce that xµβµ > 0, and then
∑M
µ=1 xµβµ >
0. Therefore, Eqs. (B31) and (B32) are equivalents, in the
sense that one of them always implies the other. Taking
one of them and the previous one, it followsM(M−1)−1
equations, while the number of variables is M − 1. Thus,
a consistent solution (positive transition probabilities) is
only available when M = 2.
For classical spin variables xµ = ±1, parametrizing
β = (1/2)(1 + λ)−1 ≤ |x+ − x−|−1 = 1/2, from Eq.
(B30) we get (λ± = λq±)
Tn(x′|x)=
(λ+ + n+x′2
n+ λ
)
δ(x − 1) +
(λ− + n−x′2
n+ λ
)
δ(x+ 1).
(B35)
This expression gives a positive solution consistent with
interchangeability. Nevertheless, it is simple to realize
that the quantities n+x
′
2 and
n−x′
2 give the number of
times n+ and n− that the previous variables assumed
the values±1 respectively. Therefore, Eq. (B35) recovers
the transition probability corresponding to the Po´lya urn
scheme, Eq. (12).
Appendix C: de Finetti representation
de Finetti [21] introduced the concept of interchange-
ability and also defined a general representation structure
for the joint probability density of a set of dichotomic in-
terchangeable variables. The de Finetti representation
can be generalized for arbitrary (non-dichotomic) ran-
dom variables. Given a set of interchangeable random
variables {Xi}ni=1, their n-joint probability density is ex-
pressed as
Pn(x1, · · · , xn) =
∫
Ωy
dyp(y)
n∏
i=1
p(y|xi). (C1)
Here, p(y) is the probability density of an extra random
variable Y, which assume values in the domain Ωy. On the
other hand, p(y|xi) is a transition probability: it gives the
probability density of Xi given the value y of the random
variable Y.
The structure given by Eq. (C1) allows us to
read the realizations of the correlated set {Xi}ni=1
as an average over realizations of a set of identical
random variables with the joint probability density∏n
i=1 p(y|xi). A similar interpretation can be ob-
tained for the transition density Tn(x1, · · ·xn|xn+1).
In fact, by using that Tn(x1, · · ·xn|xn+1) =
Pn+1(x1, · · · , xn+1)/Pn(x1, · · · , xn), it can be writ-
ten as
Tn(x1, · · ·xn|xn+1) =
∫
Ωy
dypn({xi}|y) p(y|xn+1),
(C2)
where p(y|xn+1) was introduced previously while
pn({xi}|y) is
pn({xi}|y) =
∏n
i=1 p(y|xi)∫
Ωy
dy′p(y′)
∏n
j=1 p(y
′|xj)p(y). (C3)
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Therefore, Tn(x1, · · ·xn|xn+1) is set by p(y|xn+1), where
now the statistical distribution pn({xi}|y) of the random
variable Y [see Eq. (C2)] depends on all previous values
{Xi}ni=1. Hence, pn(x′|y) can be read as the conditional
probability density of the random variable Y “given” the
previous history defined by the set of values {xi}ni=1. On
the other hand, it is simple to check that Eq. (C2) satis-
fies the hierarchical equations defined by Eq. (7).
The sum variable (26) can be straightforwardly char-
acterized from Eqs. (C1) and (29). We get
Gwn(k) =
∫
Ωy
dyp(y)[G(y|k/n)]n, (C4)
where G(y|k) ≡ ∫ +∞
−∞
dxeikxp(y|x). In the asymptotic
limit, assuming valid the law of large numbers for the
transition p(y|x), from Eqs. (30) and (34) it follows
P (w) =
∫
Ωy
dyp(y)δ(w − x¯y), (C5)
where the mean value x¯y is a function of y,
x¯y ≡
∫
dxp(y|x)x. (C6)
In the case of dichotomic variables, Xi = 0, 1, with
transition probability p(y|xi) = yxi(1− y)1−xi , the joint
probability Pn(x1, · · · , xn), from Eq. (C1), becomes
Pn(x1, · · · , xn) =
∫ 1
0
dyp(y)
n∏
i=1
yxi(1− y)1−xi . (C7)
Noting that the dependence of the probability
Pn(x1, · · · , xn) on the set {xi}ni=1 can be written
in terms of the the variable x′ ≡ ∑ni=1 xi [Eq. (C7)],
from Eq. (C2) it follows the presentation
Tn(x′|x) =
∫ 1
0
dypn(x
′|y) yx(1− y)1−x, (C8)
where
pn(x
′|y) = y
x′(1− y)n−x′∫ 1
0
dy˜p(y˜) y˜x′(1− y˜)n−x′
p(y). (C9)
Eq. (C8) provides a representation for the transition
probability Tn(x′|x) similar to that defined by Eq. (C7).
Given that Eq. (C6) leads to x¯y = y, from Eq. (C5) it
follows that P (w) = p(y)|y=w. Hence, any attractor can
be obtained by choosing an arbitrary density p(y).
If one choose a Beta distribution
p(y) =
Γ(α+ α′)
Γ(α)Γ(α′)
yα−1(1− y)α′−1, (C10)
where α > 1 and α′ > 1 are real parameters, from Eqs.
(C7) it is possible to obtain the joint probability den-
sities. In particular, P1(x) can be written as P1(x) =
[α′δ(x) + αδ(x − 1)]/(α + α′). On the other hand, by
rewriting Eq. (C8) as Tn(x′|x) = δ(x)
∫ 1
0 dypn(x
′|y)(1 −
y) + δ(x − 1) ∫ 1
0
dypn(x
′|y)y, the transition probability
density explicitly reads
Tn(x′|x) = (n− x
′ + α′)δ(x) + (x′ + α)δ(x − 1)
n+ α+ α′
.
(C11)
In deriving this expression we used the dichotomic prop-
erty of the random variables.
By introducing the parameter λ = α+ α′, the weights
q0 = α
′/(α + α′), q1 = α/(α + α
′), and the numbers
n0 = n−x′, n1 = x′, the transition probability (C11) can
be written as a particular case of the Po´lya urn scheme
[see Eq. (12)]. In fact, n0 and n1 are the number of
times that the random variables assumed the values 0
and 1 respectively.
The probability of the variable X ′ ≡ ∑ni=1Xi, from
Eqs. (C7) and (C10) reads
P (x′) =
(
n
x′
)
Γ(α+ α′)
Γ(n+ α+ α′)
Γ(n− x′ + α′)
Γ(α′)
Γ(x′ + α)
Γ(α)
,
(C12)
where Γ(x) is the Gamma function. The factor
(
n
x′
)
fol-
lows from all configurations that lead to the same value
of x′.
Appendix D: Blackwell-MacQueen urn scheme
Here, we obtain the joint probability of the Blackwell-
MacQueen urn scheme [Eq. (10)], as well as the charac-
teristic function of the sum variable.
The probability density of X1 is P1(x1). The second
joint probability density, from Eq. (4), reads
P2(x1, x2) =
λp(x1)p(x2) + p(x1)δ(x2 − x1)
(1 + λ)
. (D1)
Furthermore,
P3(x1, x2, x3) =
1
(1 + λ)(2 + λ)
[
λ2p(x1)p(x2)p(x3)
+λp(x1)p(x2)δ(x3 − x2)
+λp(x1)δ(x2 − x1)p(x3) (D2)
+λp(x1)p(x2)δ(x3 − x1)
+2p(x1)δ(x2 − x1)δ(x3 − x1)
]
.
In general, we can write
Pn(x1, · · ·xn) =
∑
pi∈Πn
wn(pi)Pnpi (x1, · · ·xn), (D3)
where pi runs through the set Πn of all partitions of n
positive integers. Each partition pi is characterized by n-
positive natural numbers {m1,m2, · · · ,mn}, which sat-
isfy a Diofantine equation
1 ·m1 + 2 ·m2 + 3 ·m3 + · · ·n ·mn = n,
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which in fact is a Frobenious equation. The symmetry
condition is consistent with wn(pi) = wn({mi}). There-
fore, we can write
Pn(x1, · · ·xn) =
∑
{mi}
wn({mi})P(n){mi}(x1, · · ·xn). (D4)
By using the mathematical principle of induction, it is
possible to obtain
wn({mi}) = (n+ λ)
λ
n∏
i=1
[(i− 1)!λ]mi
(i+ λ)
, (D5)
which can be rewritten as
wn({mi}) = Γ(λ)
Γ(n+ λ)
n∏
i=1
[λ(i − 1)!]mi . (D6)
On the other hand, for each set of numbers {mi} the
corresponding probability reads
P(n){mi}(x1, · · ·xn) =
∑
{χ}
{ m1∏
i1=1
P1(χi1)
×
m2∏
i2=1
P1(χi2)δ(χi2 − χ(1)i2 )
×
m3∏
i3=1
P1(χi3)δ(χi3 − χ(1)i3 )δ(χi3 − χ
(2)
i3
)
· · · ×
mn∏
in=1
P1(χin)
n−1∏
j=1
δ(χin − χ(j)in )
}
.
The set of variables {χi} assume values over the set
{xi}ni=1. In each product there are mj independent vari-
ables χij , each one having associated other different j
variables χ
(j)
ij
that, due to the delta-Dirac contributions,
assume the same value than χij . Hence, in the previous
expression we have in totalm1+2m2+3m3+· · ·nmn = n
different variables χ. The sum runs overs all possible set
of variables χ → x that lead to a different contribution.
Consequently, the sum
∑
{χ} has a number N ({mi}) of
different terms, where
N ({mi}) = n!
m1!(1!)m1m2!(2!)m2 · · ·mn!(n!)mn . (D7)
This number follows by taking into account that
P(n){mi}(x1, · · ·xn) does not depends on the order that the
variables appear.
From the previous results, we can study the statistics of
the sum variable Eq. (26). For simplifying the notation
G1(k)→ G(k). From the multiple Fourier transform Eqs.
(28) and (29), it follows
G(2)w (2k) =
λG2(k) +G(2k)
(1 + λ)
. (D8)
Similarly,
G(3)w (3k) =
λ2G3(k) + 3× λ2G(k)G(2k) + 2G(3k)
(1 + λ)(2 + λ)
.
In general, from Eq. (D4) we obtain
G(n)w (nk) =
∑
{mi}
wn({mi})N ({mi})
n∏
i=1
[G(ik)]mi . (D9)
This expression explicitly reads
G(n)w (nk) =
n!Γ(λ)
Γ(n+ λ)
∑
{mi}
n∏
i=1
1
mi!
[
λ
G(ik)
i
]mi
. (D10)
Now, we note that this expression can be write in terms
of a complete Bell polynomial Bn(x1, · · ·xn), which is
defined as [28]
Bn({xi}) = n!
∑
{mi}
n∏
i=1
1
mi!
(xi
i!
)mi
. (D11)
Therefore, under the association xi = (i− 1)!λG(ik), we
can write
G(n)w (k) =
Γ(λ)
Γ(n+ λ)
Bn({(i− 1)!λG(ik/n)}). (D12)
The complete Bell polynomial can be written as a deter-
minant of a matrix, Bn({xi}) = Bn(x1, · · ·xn) = detBn,
Bn=


x1
(
n−1
1
)
x2
(
n−1
2
)
x3
(
n−1
3
)
x4 · · · · · · xn
−1 x1
(
n−2
1
)
x2
(
n−2
2
)
x3 · · · · · · xn−1
0 −1 x1
(
n−3
1
)
x2 · · · · · · xn−2
0 0 −1 x1 · · · · · · xn−3
0 0 0 −1 · · · · · · xn−4
...
...
...
...
. . .
. . .
...
0 0 0 0 · · · −1 x1


,
giving an exact and compact expression for G
(n)
w (k). It
can be evaluated for arbitrary characteristic functions
G(k). This urn model also lead to a wide family of prob-
ability densities that departs from a delta Dirac distri-
bution, Eq. (34).
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