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Abstract
In this paper we show that for integers s ≥ 2, t ≥ 1, any co-edge-regular graph which is cospectral
with the s-clique extension of the t × t-grid is the s-clique extension of the t × t-grid, if t is large
enough. Gavrilyuk and Koolen used a weaker version of this result to show that the Grassmann graph
Jq(2D,D) is characterized by its intersection array as a distance-regular graph, if D is large enough.
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1 Introduction
For undefined terminologies, see the next section. For the definitions related to distance-regular graphs,
see [1, 6].
Recall that a regular graph is co-edge-regular, if there exists a constant µ such that any two distinct
and non-adjacent vertices have exactly µ common neighbors. Our main result in this paper is as follows:
Theorem 1.1. Let Γ be a co-edge-regular graph with spectrum
{
(
s(2t+ 1)− 1
)1
, (st− 1)2t, (−1)(s−1)(t+1)
2
, (−s − 1)t
2
},
where s ≥ 2 and t ≥ 1 are integers. If t ≥ 11(s + 1)3(s + 2), then Γ is the s-clique extension of the
(t+ 1)× (t+ 1)-grid.
∗Corresponding author
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For s = 2, Yang et al. [14] gave a similar characterization by using Hoffman graphs. The advantage
of their method is that they do not need co-edge-regularity, but their method seems difficult to generalize
to graphs with smallest eigenvalue less than −3.
In [7], Gavrilyuk & Koolen showed that any local graph, say ∆, of a distance-regular graph Γ with
the same intersection array as a Jq(2D,D) is co-edge-regular with constant µ = 2q and it has the same
spectrum as the q-clique extension of a q
D−1
q−1 ×
qD−1
q−1 -grid, if D ≥ 4. So our main result shows that any
local graph ∆ of Γ is really the q-clique extension of a q
D−1
q−1 ×
qD−1
q−1 -grid, if D is large enough. Gavri-
lyuk & Koolen [7] used the Q-polynomial property of the distance-regular graph Γ to conclude that any
local graph of Γ is the q-clique extension of a q
D−1
q−1 ×
qD−1
q−1 -grid. Using this fact, they showed that the
distance-regular graph Γ has to be the Grassmann graph Jq(2D,D), if D is large enough.
Another motivation comes from the lecture notes [13]. In these notes, Terwilliger shows that any
local graph of a thin Q-polynomial distance-regular graph is co-edge-regular and has at most five distinct
eigenvalues. So it is interesting to study co-edge-regular graphs with a few distinct eigenvalues.
A further motivation is as follows. Strongly regular graphs have attracted a lot of attention, see for
example the survey papers [2, 11]. On the other hand, there are only a few papers on regular graphs with
four distinct eigenvalues, see for example [3, 4, 5, 10]. We think that connected co-edge-regular graphs
with four distinct eigenvalues is an interesting class of graphs as they are related to association schemes
with three classes. We believe that some strong results can be obtained for this class of graphs. For
example, we believe the following conjecture is true.
Conjecture 1.2. Let Γ be a connected co-edge-regular graph with four distinct eigenvalues. Let t ≥ 2 be
an integer and |V (Γ)| = n(Γ). Then there exists a constant nt such that, if θmin(Γ) ≥ −t and n(Γ) ≥ nt
both hold, then Γ is the s-clique extension of a strongly regular graph, for some 2 ≤ s ≤ t− 1.
Note that for any integer s ≥ 2, the s-clique extension of a connected non-complete strongly regular
graph is co-edge-regular and has four distinct eigenvalues. The main result of this paper can be seen as
a first step towards Conjecture 1.2.
2 Preliminaries
2.1 Definitions
Let G be a simple connected graph on vertex set V (G) with n = |V (G)|, edge set E(G) and adjacency
matrix A. The eigenvalues of G are the eigenvalues of A. Let θ0, θ1, . . . , θt be the distinct eigenvalues of
G and mi be the multiplicity of θi (i = 0, 1, . . . , t). Then the multiset {θ
m0
0 , θ
m1
1 , . . . , θ
mt
t } is called the
spectrum of G. Two graphs are called cospectral, if they have the same spectrum.
For two distinct vertices x and y, we write x ∼ y (resp. x ≁ y) if they are adjacent (resp. nonadjacent)
to each other. For a vertex x in G, we define NG(x) = {y ∈ V (G) | y ∼ x}, and NG(x) is called the
neighborhood of x. The graph induced by NG(x) is called the local graph of G with respect to x and is
denoted by G(x). We call dx := |NG(x)|, the valency of x. We denote the number of common neighbors
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between two distinct vertices x and y by λx,y (resp. µx,y) if x ∼ y (resp. x ≁ y).
A regular graph with n vertices and valency k is called co-edge-regular with parameters (n, k, µ), if
any two nonadjacent vertices have precisely µ = µ(G) common neighbors. Moreover, a co-edge-regular
graph is called strongly regular with parameters (n, k, λ, µ) if, in addition, any two adjacent vertices have
precisely λ = λ(G) common neighbors. A graph G is called walk-regular, if for all r, the number of closed
walks of length r from a given vertex x is independent of the choice of x. Since this number equals Arxx,
it is the same as saying that Ar has constant diagonal for all r.
Recall that a clique (or a complete graph) is a graph in which every pair of vertices is adjacent. A
t-clique is a clique with t vertices and is denoted by Kt, where t is a positive integer. The t× t-grid is the
Cartesian product Kt✷Kt. Note that the t× t-grid is strongly regular with parameters (t
2, 2t−2, t−2, 2).
The spectrum of the t× t-grid is
{
(2t− 2)1, (t− 2)2(t−1), (−2)(t−1)
2}
.
The Kronecker product M1 ⊗M2 of two matrices M1 and M2 is obtained by replacing the ij-entry of
M1 by (M1)i,jM2 for all i and j. Note that if τ and η are eigenvalues of M1 and M2 respectively, then
τη is an eigenvalue of M1 ⊗M2. We refer to [8, Section 9.7] for a detailed treatment on the Kronecker
product of matrices and graph eigenvalues.
2.2 Clique extensions of the square grid graphs
In this subsection, we define s-clique extensions of graphs and we will give some specific results for the
the s-clique extension of the square grid graphs.
For a positive integer s, the s-clique extension of G is the graph G˜ obtained from G by replacing each
vertex x ∈ V (G) by a clique X˜ with s vertices, such that x˜ ∼ y˜ (for x˜ ∈ X˜, y˜ ∈ Y˜ ) in G˜ if and only if
x ∼ y in G. If G˜ is the s-clique extension of G, then G˜ has adjacency matrix Js ⊗ (A+ In)− Isn, where
Js is the all-ones matrix of size s and In is the identity matrix of size n. In particular, if G has spectrum
{θm00 , θ
m1
1 , . . . , θ
mt
t }, (2.1)
then it follows that the spectrum of G˜ is{(
s(θ0 + 1)− 1
)m0 , (s(θ1 + 1)− 1)m1 , . . . , (s(θt + 1)− 1)mt , (−1)(s−1)(m0+m1+...+mt)}. (2.2)
In case that G is a connected regular graph with valency k and with adjacency matrix A having
exactly four distinct eigenvalues {θ0 = k, θ1, θ2, θ3}, then A satisfies the following (see for example [9]):
A3 −
( 3∑
i=1
θi
)
A2 +
( ∑
1≤i<j≤3
θiθj
)
A− θ1θ2θ3I =
∏3
i=1(k − θi)
n
J. (2.3)
This implies that G is walk-regular, as was also shown in [3].
Now we assume that Γ is a cospectral graph with the s-clique extension of (t+1)× (t+1)-grid, where
s ≥ 2 is an integer. Then by (2.1) and (2.2), the graph Γ has spectrum{
θm00 , θ
m1
1 , θ
m2
2 , θ
m3
3
}
=
{(
s(2t+ 1)− 1
)1
, (st− 1)2t, (−1)(s−1)(t+1)
2
, (−s− 1)t
2}
. (2.4)
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Using (2.3) we obtain
A3 + (3 + s− st)A2 + (3 + 2s− s2t− 2st)A+ (1 + s− s2t− st)I = 2s2(2t+ 1)J.
Thus, we have
A3(x,y) =


2s2t2 + 4s2t− 6st+ s2 − 3s+ 2, if x = y;
5s2t+ 2st+ 2s2 − 2s− 3− (3 + s− st)λx,y, if x ∼ y;
4s2t+ 2s2 − (3 + s− st)µx,y, if x ≁ y.
(2.5)
Applying the Hoffman bound [8, Lemma 9.6.2] to the complement of Γ, we obtain:
Lemma 2.1. Let Γ be a graph that is cospectral with the s-clique extension of the (t+ 1) × (t+ 1)-grid,
where s ≥ 2, t ≥ 1 are integers. For any clique C of Γ, say with order c, we have c ≤ st+ s. If equality
holds, then every vertex x ∈ V (Γ)− V (C) has exactly s neighbors in C.
3 Lines in Γ
At the end of Subsection 2.2, we assumed that Γ is a graph cospectral with the s-clique extension of the
(t + 1) × (t + 1)-grid, where s ≥ 2 and t ≥ 1 are integers. This implies that Γ is walk-regular. For this
section and the next three sections, we assume that Γ is co-edge-regular as well, i.e. there exists exactly µ
number of common neighbors between any two nonadjacent vertices of Γ. Note that, from the spectrum
of the s-clique extension of the (t+ 1)× (t+ 1)-grid, we obtain that µ = 2s.
Let Γ(∞) be the local graph of Γ at vertex ∞. Assume that the vertices of Γ(∞) have valencies
d1, . . . , dk, where k = s(2t + 1) − 1. Then, as Γ is walk-regular and co-edge-regular, we obtain that the
number of walks of length two inside Γ(∞) is same as in the local graph of the s-clique extension of the
(t+1)× (t+1)-grid. Using (2.5), this implies that the sum of valencies and the sum of square of valencies
of vertices in Γ(∞) are constant, and are given by the following equations, where ε is the number of edges
inside Γ(∞).
2ε =
k∑
i=1
di = 2st(st+ 2s− 3) + s
2 − 3s + 2, (3.6)
k∑
i=1
(di)
2 = 2st(s2t2 + 4s2t− 6st+ 3s2 − 10s + 8) + s3 − 5s2 + 8s − 4. (3.7)
By (3.6) and (3.7), we obtain the following equation.
k∑
i=1
(
di − (st+ s− 2)
)2
= s2t2(s − 1). (3.8)
It turns out that (3.8) is of crucial importance in proving our main result.
It is straightforward to show the following lemma. We will use it later.
Lemma 3.1. Let a, b, p and q be some integers satisfying 0 ≤ q ≤ p ≤ a and b ≤ a. If p + q = a + b,
then p2 + q2 ≤ a2 + b2.
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We call a maximal clique a line, if it contains at least 34s(t + 2) vertices. The following result shows
the existence of lines in Γ.
Proposition 3.2. Let Γ be a co-edge-regular graph, that is cospectral with the s-clique extension of the
(t+ 1) × (t+ 1)-grid, where s ≥ 2 and t ≥ 1 are integers. If t ≥ 11(s + 1)3(s + 2), then any vertex in Γ
lies on exactly two lines.
Proof. Note that Γ is regular with valency k = s(2t + 1) − 1, and co-edge-regular with constant µ = 2s.
Let ∞ be a vertex of Γ and Γ(∞) be its local graph. As before let ε be the number of edges inside Γ(∞).
We first obtain a lower bound on ε. By (3.6) we obtain
2ε ≥ 2s2t2, (3.9)
as s ≥ 2. Now we derive an upper bound on ε. Let P be a coclique with maximum order in Γ(∞) with
vertex set {x1, x2, . . . , xp}. Then by the interlacing theorem [8, Theorem 9.5.1], we have p ≤ (s + 1)
2, as
θmin = −s− 1, where θmin is the smallest eigenvalue of Γ. We define
B := {y ∼ ∞ | y has at least two neighbors in P}.
Let b be the cardinality of B. Then
b ≤ (2s − 1)
(
p
2
)
≤ sp(p− 1) ≤ s2(s+ 1)2(s+ 2), (3.10)
as µ = 2s. We also define the sets Ai such that
Ai := {y ∼ ∞ | y has only xi as its neighbor in P} ∪ {xi},
where ai := |Ai|. Note that, if A :=
⋃
i
Ai, then A
⋃
B = V
(
Γ(∞)
)
. Note further that any two vertices in
Ai are adjacent, because P is maximum. Thus, for every i, Ai is a clique in Γ(∞).
Now, inside A, we have at most 12
(∑
i
ai(ai − 1) + (p − 1)(2s − 1)
∑
i
ai
)
edges, inside B, we have at
most 12b(b − 1) edges and between A and B, we have at most b(k − b) edges. Then, by counting these
number of edges in Γ(∞), we obtain
2ε ≤
∑
i
ai(ai − 1) + b(b− 1) + 2(k − b)b+ (p− 1)(2s − 1)
∑
i
ai
≤
∑
i
ai(ai − 1) + 2(k − 1)b+ (p− 1)(2s − 1)
∑
i
ai
≤
∑
i
ai(ai − 1) + 2(k − 1)s
2(s+ 1)2(s+ 2) + k(s2 + 2s)(2s − 1)
(
as
∑
i
ai ≤ k
)
≤
∑
i
ai(ai − 1) + 4s
3(s+ 1)2(s + 2)(t + 1) + 4s2(s+ 1)2(t+ 1)
(
as k = s(2t+ 1)− 1 ≤ 2s(t+ 1)
)
≤
∑
i
ai(ai − 1) + 4s
2(s+ 1)3(s + 2)(t + 1). (3.11)
Without loss of generality, we may assume that a1 ≥ a2 ≥ . . . ≥ ap ≥ 1. By Lemma 2.1, we have
a1 < s(t + 1). Assume that Γ has at most one line through ∞. Then a1 < s(t+ 1), a2 ≤
3
4s(t + 2) and∑
i
ai ≤ k < 2s(t+ 1). Using Lemma 3.1, we obtain
∑
i
ai(ai − 1) <
∑
i
a2i <
(
s(t+ 1)
)2
+
(
3
4
s(t+ 2)
)2
+
(
1
4
s(t+ 2)
)2
<
13
8
(
s(t+ 2)
)2
. (3.12)
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Combining (3.9), (3.11) and (3.12), we obtain
2s2t2 ≤ 2ε ≤
13
8
(
s(t+ 2)
)2
+ 4s2(s+ 1)3(s+ 2)(t+ 1). (3.13)
As
t ≥ 11(s + 1)3(s+ 2) > 600, (s ≥ 2)
we find t+ 2 < 201200 t. Putting this in (3.13), we obtain a contradiction.
Thus, if t ≥ 11(s + 1)3(s + 2), we obtain that every vertex in Γ lies on at least two lines. Let C1 and
C2 be these two lines and m := |V (C1)
⋂
V (C2)|. Since Γ is co-edge-regular with µ = 2s, we obtain that
m ≤ 2s. As 3× 34s(t+ 2) − 6s > 2s(t+ 1) > k, we find that every vertex in Γ lies on at most two lines.
This shows the proposition.
Now we prove the following property for lines through a vertex.
Lemma 3.3. Let Γ be a co-edge-regular graph, that is cospectral with the s-clique extension of the (t +
1) × (t + 1)-grid, where s ≥ 2 and t ≥ 1 are integers. Let ∞ be a vertex of Γ. Let C1 and C2 be the two
lines through ∞. Let ℓ := |{y | y /∈ V (C1)
⋃
V (C2)}| and m := |V (C1)
⋂
V (C2)|. If t ≥ 11(s+1)
3(s+2),
then ℓ+m = s, and both C1 and C2 have at least s(t− 1) + 1 vertices and at most s(t+ 1) vertices.
Proof. Let Γ(∞) be the local graph corresponding to vertex ∞ of Γ, with vertex set {x1, x2, . . . , xk}.
For 1 ≤ i ≤ k, let di be the valency of vertex in Γ(∞). Without loss of generality, we may assume that
{x1, x2, . . . , xℓ} are the vertices in Γ which do not lie in either C1 or C2. Note that for xi /∈ V (C1)
⋃
V (C2),
we have di ≤ (6s− 3) +
1
2s(t+ 1). This, in turn, implies, using (3.8)
s2t2(s− 1) =
k∑
i=1
(
di − (st+ s− 2)
)2
≥
∑
y/∈V (C1)
⋃
V (C2)
(
dy − (st+ s− 2)
)2
≥ ℓ
(
1
2
s(t+ 1)− 6s
)2
= ℓ
(
1
4
(
s(t− 11)
)2)
. (3.14)
Hence we find that
ℓ ≤ 5s, (3.15)
as t ≥ 11(s + 1)3(s+ 2) > 100.
By (3.15), it follows that
s(t+ 1) ≥ |V (Cj)| ≥ 1 + k − s(t+ 1)− ℓ
≥ 2s(t+ 1)− s(t+ 1)− 5s
= st− 5s (3.16)
for j = 1, 2.
Now we are going to refine the estimates for the number ε of edges in Γ(∞). This will give the
following claim.
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Claim 3.4. ℓ+m = s.
Proof of Claim 3.4. Let X := V (C1)
⋂
V (C2) − {∞}, Y := V (C1)△V (C2), and Z := Γ(∞) −
V (C1)
⋃
V (C2). For u ∈ X
⋃
Y
⋃
Z, we will write du for the valency of u inside Γ(∞). So we need to
estimate |X|+ |Z| = ℓ+m− 1.
For x ∈ X, we have
2s(t+ 1)− 5s ≤ dx ≤ k − 1 = s(2t+ 1)− 2.
Now, for y ∈ Y , (3.16) and µ = 2s give us
st− 5s− 1 ≤ dy ≤ s(t+ 1)− 2 + 2s− 1.
Moreover, for z ∈ Z, we have
dz ≤ 2s− 1 + 2s− 1 + ℓ− 1 ≤ 9s − 2.
So, for u ∈ X
⋃
Z, we have
st− 8s ≤ du − st− s+ 2 ≤ st+ 1,
and for y ∈ Y we have
|dy − st− s+ 2| ≤ 6s.
By using the above expressions and (3.8), we obtain
(ℓ+m− 1)
(
st− 8s
)2
≤
∑
v∈X∪Z
(
dv − (st+ s− 2)
)2
≤
∑
v∼∞
(
dv − (st+ s− 2)
)2
= s2t2(s − 1)
≤ (ℓ+m− 1)(st+ s)2 + 2st(6s)2. (3.17)
By simplifying (3.17), we obtain
t2(s− 1)− 72st
(t+ 1)2
≤ ℓ+m− 1 ≤
s2t2(s− 1)(
s(t− 8)
)2 . (3.18)
If t ≥ 11(s + 1)3(s+ 2) > 200, then (3.18) implies that
s− 2 < ℓ+m− 1 < s.
This shows that ℓ+m = s.
As, by Proposition 3.2 we have that every vertex lies in two lines, we obtain using Claim 3.4 that for
a line C in Γ with order c, we have s(t− 1) + 1 ≤ c ≤ s(t+ 1), if t ≥ 11(s + 1)3(s + 2). This shows the
lemma.
As a consequence of Lemma 3.3, we show the following result.
Lemma 3.5. Let Γ be a co-edge-regular graph, that is cospectral with the s-clique extension of the (t +
1)× (t+ 1)-grid, where s ≥ 2 and t ≥ 1 are integers. Let C1 and C2 be two lines with respective order c1
and c2. Assume that C1 and C2 intersect in exactly m vertices, where m ≥ 1. If t ≥ 11(s + 1)
3(s + 2),
then c1 + c2 = 2st+ 2m.
7
Proof. Let x ∈ V (C1)
⋂
V (C2). Let ℓ = |Γ(x)− V (C1)− V (C2)|. Then we have
(c1 −m) + (c2 −m) +m− 1 + ℓ = k = s(2t+ 1)− 1.
If t ≥ 11(s + 1)3(s+ 2), then, by Lemma 3.3, we have ℓ+m = s. Hence we obtain
c1 + c2 = 2st+ 2m.
4 The order of lines
In this section we will show the following lemma on the order of lines.
Lemma 4.1. Let s ≥ 2 and t ≥ 1 be integers. Let Γ be a co-edge-regular graph, that is cospectral with
the s-clique extension of the (t+ 1)× (t+ 1)-grid. Let qi be the number of lines of order s(t− 1) + i in Γ
where i = 1, . . . , 2s and δ =
2s∑
i=1
qi be the number of lines in Γ. Assume t ≥ 11(s + 1)
3(s+ 2). Then
2s∑
i=1
(
s(t− 1) + i
)
qi = 2s(t+ 1)
2 (4.19)
holds, and the number δ satisfies
2t+ 2 ≤ δ ≤ 2t+ 6, (4.20)
where δ = 2t+ 2 implies that qi = 0 for all i < 2s and q2s = 2t+ 2.
Let α := δ − 2t− 2. Then α ∈ {0, 1, 2, 3, 4} and
2s∑
i=1
(2s− i)qi = αs(t+ 1) (4.21)
holds.
Proof. Assume t ≥ 11(s + 1)3(s + 2). By Lemma 3.3, any vertex lies on exactly two lines and each line
has at least st− s+ 1 and at most st+ s vertices. Now consider the set
W = {(x,C) | x ∈ V (C), where C is a line}.
Then, by double counting the cardinality of the set W , we obtain (4.19).
By (4.19), we obtain that
δ =
2s∑
i=1
qi <
2s∑
i=1
s(t− 1) + i
s(t− 1)
qi =
2(t+ 1)2
t− 1
= 2(t+ 3) +
8
t− 1
.
Thus, if t ≥ 10, then we obtain
δ ≤ 2t+ 6.
8
In a similar fashion, we obtain
δ ≥
2s∑
i=1
s(t− 1) + i
s(t+ 1)
qi = 2(t+ 1).
This shows that δ ≥ 2t+ 2 and δ = 2t+ 2 implies that all lines have order st+ s.
Let α := δ − 2t− 2. Then α ∈ {0, 1, 2, 3, 4}. From (4.19), we find
2s∑
i=1
(2s− i)qi =
2s∑
i=1
s(t+ 1)qi −
2s∑
i=1
(
s(t− 1) + i
)
qi =
(
δ − 2(t+ 1)
)
s(t+ 1) = αs(t+ 1).
This shows (4.21). This completes the proof.
5 The neighborhood of a line
In this section we will show the following proposition.
Proposition 5.1. Let Γ be a graph that is cospectral with the s-clique extension of the (t+1)×(t+1)-grid,
where s ≥ 2 and t ≥ 1 are integers. If t ≥ 11(s + 1)3(s + 2), then Γ contains exactly 2t+ 2 lines.
Proof. In Lemma 4.1, we have seen that the number δ of lines satisfies 2t+ 2 ≤ δ ≤ 2t+ 6. Now we will
assume that δ ≥ 2t+ 3, in order to obtain a contradiction. We will show this contradiction in a number
of claims. In order to obtain this contradiction, we will look at the neighborhood of a line in Γ.
Note that the condition t ≥ 11(s + 1)3(s + 2) implies t ≥ 5s ≥ 10, which we will use several times
below. As before, let qi be the number of lines of order s(t − 1) + i in Γ, where i = 1, . . . , 2s. Let h be
minimal such that qh 6= 0. Fix a line C with exactly s(t− 1) + h vertices. Let q
′
i := q
′
i(C) be the number
of lines C ′ with s(t− 1) + i vertices that intersect C in at least one vertex. Let τ be the number of lines
that intersect C in at least one vertex. Note that by Lemma 3.5, we obtain that
|V (C)
⋂
V (C ′)| =
h+ i− 2s
2
. (5.22)
This means that q′i = 0 if i < max{h, 2s+2−h}. We first give the following claim concerning the numbers
τ , qi and q
′
i (i = h, . . . , 2s).
Claim 5.2. The following hold:
(i) q′i = 0 if i < max{h, 2s + 2− h},
(ii) q′i ≤ qi if i > h,
(iii) q′i ≤ qi − 1 if i = h,
(iv) τ =
2s∑
i=h
q′i ≤
(
2s∑
i=h
qi
)
− 1 ≤ 2t+ 5,
(v)
2s∑
i=max{h,2s+2−h}
q′i
(
h+i−2s
2
)
= s(t− 1) + h.
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Proof of Claim 5.2. (i)-(iii) follow easily from the definitions of q′i, h and (5.22). (iv) follows immedi-
ately from (i)-(iii). To show (v), recall that every vertex of Γ lies in exactly two lines so this, in particular,
holds for the vertices of C. By using (5.22) and (i), we obtain (v).
Next we show that h ≥ s.
Claim 5.3. h ≥ s.
Proof of Claim 5.3. By Claim 5.2(ii), (iii) and (v), we have
s(t− 1) + h =
2s∑
i=max{h,2s+2−h}
q′i
(
h+ i− 2s
2
)
≤
2s∑
i=h
q′i
(
h
2
)
<
2s∑
i=h
qi
(
h
2
)
=
h
2
δ.
By δ ≤ 2t+ 6, we obtain
(t+ 2)h = (2t+ 4)
h
2
≥ s(t− 1). (5.23)
Since we have t ≥ 5s ≥ 10, (5.23) implies that h > s− 12 . This shows the claim.
Note that Claim 5.3 shows that h+i−2s2 ≥ 0 for all i ≥ h. Using this, we show that h ≥
3
2s.
Claim 5.4. h ≥ ⌈32s⌉.
Proof of Claim 5.4. By Claim 5.2 we have
2s∑
i=h
qi
(
h+ i− 2s
2
)
≥
2s∑
i=h
q′i
(
h+ i− 2s
2
)
=
2s∑
i=max{h,2s+2−h}
q′i
(
h+ i− 2s
2
)
= s(t− 1) + h. (5.24)
Adding twice (5.24) to (4.21), we obtain
hδ = h
2s∑
i=h
qi ≥ 2s(t− 1) + 2h+ αs(t+ 1).
As 2t+ 3 ≤ δ ≤ 2t+ 6, we have
h(2t+ 4) ≥ 2s(t− 1) + αs(t+ 1) ≥ 3st− s. (5.25)
This implies that
h ≥
3st− s
2t+ 4
= s
(
3t− 1
2t+ 4
)
.
Since t ≥ 5s ≥ 10, we obtain that h ≥ ⌈32s⌉. This shows the claim.
The following claim gives an upper bound on h.
Claim 5.5. h ≤ ⌊32s⌋.
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Proof of Claim 5.5. As α ≥ 1 and δ ≤ 2t+ 6, we obtain, by (4.21), the following
(2s − h)(2t+ 6) ≥ (2s − h)
2s∑
i=h
qi ≥ s(t+ 1).
This implies that
2s− h ≥
s(t+ 1)
2t+ 6
=
1
2
s−
2s
2t+ 6
.
Since t ≥ 5s, it follows that h ≤ ⌊32s⌋. This shows the claim.
Claims 5.3, 5.4 and 5.5 imply the following claim.
Claim 5.6. h = 32s, α = 1 and δ = 2t+ 3.
Proof of Claim 5.6. By Claims 5.4 and 5.5, we obtain h = 32s. As h =
3
2s, (5.25) becomes
3
2
s(2t+ 4) ≥ 2s(t− 1) + αs(t+ 1).
Now, by t ≥ 5s ≥ 10, we obtain α < 2, which implies α = 1. This also shows that δ = 2t+ 3. This shows
the claim.
Next we show that all lines have order st+ s2 and the number τ of lines that intersect C is equal to
2t+ 1.
Claim 5.7. We have τ = 2t+ 1.
Proof of Claim 5.7. By Claim 5.6 we have h = 32s and δ = 2t+ 3. As α = 1, Eq. (4.21) gives us
2s∑
i=h
qi(2s− i) = s(t+ 1). (5.26)
Inserting h = 32s in Claim 5.2 (v), we obtain
2s∑
i=h
q′i(h− s) ≤
2s∑
i=h
q′i
(
h+ i− 2s
2
)
= s(t− 1) +
3
2
s,
= s
(
t+
1
2
)
(5.27)
As τ =
2s∑
i=h
q′i and h =
3
2s, we find
1
2
τs = τ(h− s) ≥ s
(
t+
1
2
)
, (5.28)
which implies that
τ ≤ 2t+ 1, (5.29)
holds.
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On the other side, by Claim 5.2 (v) and h = 32s, we have
2s∑
i=h
qi
(
h+ i− 2s
2
)
≥
2s∑
i=h
q′i
(
h+ i− 2s
2
)
+ (δ − τ)(h− s) = s
(
t+
1
2
)
+ (δ − τ)
1
2
s. (5.30)
By adding twice (5.30) to (5.26), we obtain
hδ = h
2s∑
i=h
qi ≥ 2s
(
t+
1
2
)
+ s(t+ 1) + (δ − τ)s, (5.31)
which implies
2t+ 1− τ = δ − τ ≤
5
2
, (5.32)
as δ = 2t+ 3. Combining (5.32) and (5.29), we find
τ = 2t+ 1.
This shows the claim.
As we have equality in (5.29), and consequently, in (5.28) and in (5.27), we obtain
q′i = 0, (i > h) and q
′
h = 2t+ 1.
In order to finish the proof of the proposition, we construct a graph Γ′ whose vertices are the lines in
Γ where two lines are adjacent if they intersect in at least one vertex in Γ. Let C ′ be the line that does
not intersect C. As every vertex of Γ lies in two lines this implies that C ′ has a common neighbor C ′′
with C in Γ′. Now replacing C by C ′′, we see that C ′ has also s(t− 1) + h vertices. This means all lines
of Γ have exactly s(t− 1) + h vertices. Hence Γ′ is a (2t+ 1)-regular graph on 2t+ 3 vertices and this is
clearly not possible. So we obtain a contradiction and this finishes the proof of the proposition.
6 Proof of the main result
In this section we show our main result, namely Theorem 1.1.
Proof of Theorem 1.1. Assume t ≥ 11(s+1)3(s+2). By Propositions 3.2 and 5.1 and Lemma 4.1, we
find that there are exactly 2t+2 lines, each of order s(t+1), and every vertex x in Γ lies on exactly two
lines. Moreover, by Lemma 3.5, the two lines through any vertex x have exactly s vertices in common,
and every neighbor of x lies in one of the two lines through x. Now, consider the following equivalence
relation R on the vertex set V (Γ):
xRx′ if and only if {x} ∪NΓ(x) = {x
′} ∪NΓ(x
′), where x, x′ ∈ V (Γ).
Every equivalence class under R contains s vertices and it is the intersection of two lines. Let us define
the graph Γ̂ whose vertices are the equivalent classes and two classes, say S1 and S2, are adjacent in Γ̂ if
and only if any vertex in S1 is adjacent to any vertex in S2. Then Γ̂ is a regular graph with valency 2t,
and Γ is the s-clique extension of Γ̂. Note that the spectrum of Γ̂ is equal to
{(2t)1, (t− 1)2t, (−2)t
2
},
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by the relation of the spectra of Γ and Γ̂, see (2.1) and (2.2). Since Γ̂ is a connected regular graph with
valency 2t, and since it has exactly three distinct eigenvalues, it follows that Γ̂ is a strongly regular graph
with parameters
(
(t+ 1)2, 2t, t− 1, 2
)
.
From [12], it follows that a graph with these parameters is the (t+ 1)× (t+ 1)-grid or t = 3 and the
graph is the Shrikhande graph. But the Shrikhande graph is not possible as Γ̂ has cliques of order t+ 1.
This completes the proof.
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