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Vertex operators and the geometry of
moduli spaces of framed torsion-free sheaves
Anthony Licata and Alistair Savage
Abstract. We define complexes of vector bundles on products of mod-
uli spaces of framed rank r torsion-free sheaves on P2. The top non-
vanishing equivariant Chern classes of the cohomology of these com-
plexes yield actions of the r-colored Heisenberg and Clifford algebras on
the equivariant cohomology of the moduli spaces. In this way we obtain
a geometric realization of the boson-fermion correspondence and related
vertex operators.
Mathematics Subject Classification (2010). Primary: 14C05,17B69.
Introduction
Vertex operators play a vital role in the representation theory of affine Lie
algebras. The central idea is that instead of considering individual gener-
ators of certain algebras, one should construct formal generating series of
such operators. In this formalism, the necessary relations in various con-
structions become tractable (for an introduction to these topics, see [4, 12]).
One of the fundamental building blocks of the vertex operator calculus is
the boson-fermion correspondence (see [5]), which also plays an important
role in mathematical physics.
The relationship between Hilbert schemes of points on surfaces and
the representation theory of Heisenberg algebras has been well studied. In
particular, Nakajima [19] defined an action of the Heisenberg algebra on the
cohomology of such Hilbert schemes, endowing this cohomology with the
structure of bosonic Fock space. Relations to vertex operators were demon-
strated byGrojnowski [7], Lehn [10], Li-Qin-Wang [13], andCarlsson-Okounkov
[2]. The construction of the Heisenberg algebra was then extended to the
case of equivariant cohomology by Vasserot [24]. In this setting, connections
to vertex operator constructions appeared in [14]. These relationships sug-
gest that vertex operators themselves should have geometric descriptions
The research of the second author was supported by an NSERC Discovery Grant.
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in terms of the Hilbert scheme and related moduli spaces. In this paper, we
give such a description (see Section 6.1).
In [21], the second author pointed out that the C∗-fixed points of the
Hilbert schemes of points in C2 can be naturally identified with quiver vari-
eties of type A∞. By a general theory of Nakajima [17, 18], the homology (or
equivariant cohomology) of these quiver varieties can be given the structure
of a level one representation of gl∞. Thus, the localization theorem, which
relates the equivariant cohomology of a space with that of its fixed point
set, yields a geometric setting for the Fock space realization of the basic rep-
resentation of gl∞. A similar idea was used by the first author in [15] to
construct the action of the Clifford algebra instead of the Lie algebra gl∞.
While these approaches provide a geometric interpretation of the boson-
fermion correspondence, the action of the Clifford algebra is via correspon-
dences on a finite fixed point set of a torus action while the action of the
Heisenberg algebra is defined via correspondences on the entire Hilbert
schemes. It would be interesting to put the action of the Clifford algebra on
the same footing as that of the Heisenberg algebra. That is, one would like
to have globally defined operators, rather than just operators living on torus
fixed point sets. In this way, the boson-fermion correspondence would ap-
pear as the action of both the Clifford and Heisenberg algebras on the same
space – the equivariant cohomology of Hilbert schemes or their higher rank
generalizations. Apart from being satisfying in its own right, this should be
an important step in the program of understanding the entire vertex opera-
tor calculus in terms of the moduli space geometry.
In the current paper, we accomplish the aforementioned task as well as
the generalization to higher rank. Namely, we define actions of the r-colored
Clifford and Heisenberg algebras on the equivariant cohomology of moduli
spaces of framed rank r torsion-free sheaves on P2. The action is defined
using equivariant Chern classes of vector bundles defined via complexes on
products of these moduli spaces, yielding a new and uniform realization of
the Heisenberg and Clifford algebra actions. This method of defining oper-
ators was inspired by the work of Carlsson and Okounkov [2], who realized
a large class of vertex operators as Chern classes of virtual vector bundles
on Hilbert schemes on an arbitrary (quasi-)projective surface. Indeed, our
vector bundles have a natural description in the language of sheaves, and in
the case of framed rank one sheaves on P2, they are closely related to the vir-
tual vector bundles considered by Carlsson and Okounkov for the surface
C2 (see Section 3.4 for details).
Our extension to higher rank is important in that the r-colored Fock
spaces play a key role in other constructions in the theory of vertex oper-
ators, such as the vertex operator realization of the basic representations
of affine Lie algebras. In particular, we predict that complexes similar to
those defined in this paper will lead to moduli space constructions of all
vertex operator realizations (including the homogeneous and principle real-
izations) of the basic representations. Since our constructions are defined via
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complexes of vector bundles, we expect this method to extend naturally to
K-theory and even to a full categorification of representations of the Heisen-
berg algebras, Clifford algebras, and affine Lie algebras. We also anticipate
obtaining natural interpretations of level-rank duality as a certain compati-
bility between different geometrically defined operators on the equivariant
cohomology of moduli spaces.
The organization of this paper is as follows. In Section 1 we review the
r-colored bosonic and fermionic Fock spaces. The moduli spaces of framed
rank r torsion-free sheaves and various results about their equivariant coho-
mology are discussed in Section 2. There we also discuss how one can define
operators on this equivariant cohomology via equivariant Chern classes of
virtual vector bundles. In Section 3 we define the geometric Clifford and
Heisenberg operators, leaving the proofs of the main theorems to Sections 4
and 5. We make some concluding remarks as well as indications of direction
of further research in Section 6.
The authors would like to thank I. Frenkel, H. Nakajima, andW. Wang
for helpful comments on an earlier version of this paper. They would also
like to thank H. Nakajima for helping point out the explicit relationship be-
tween some of the constructions appearing in this paper and those in [2] (see
Section 3.4) and D. Maulik for bringing to their attention an omission in an
earlier version of this paper.
1. Fock spaces
In this sectionwe introduce the r-colored bosonic and fermionic Fock spaces.
Further exposition can be found in the references mentioned in Section 1.3.
1.1. Bosonic Fock space
A partition is an infinite sequence
λ = (λ1, λ2, . . . )
with a finite number of non-zero terms and such that λ1 ≥ λ2 ≥ . . . . We
identify a finite sequence (λ1, . . . , λn)with the infinite sequence obtained by
setting λi = 0 for i > n. Let P denote the set of all partitions. For a partition
λ = (λ1, λ2, . . . ), let λ
t = ((λt)1, (λ
t)2, . . . ) denote the dual (transposed)
partition. That is,
(λt)i = #{j | λj ≥ i}.
The largest integer i such that λi 6= 0 is called the length of λ (if λi = 0 for all
i, the length of λ is zero). Denote the size of the partition λ by |λ| =
∑
i λi.
Following [20], we will identify a partition λwith the set
{(i, j) | i ≥ 1, 1 ≤ j ≤ λi} ⊂ N
2
+,
whereN+ denotes the set of (strictly) positive integers.Whenwewrite s ∈ λ,
we are referring to this identification. Note that this convention differs from
the usual English or French notations for Young diagrams.
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For s = (i, j) ∈ N2+, we define the arm and leg length of s in λ by
aλ(s) = λi − j and lλ(s) = (λ
t)j − i
respectively. Note that these numbers are negative if s 6∈ λ.
Given a pair of partitions λ, µ and s ∈ N2+, define the relative hook length
of s to be
hλ,µ(s) = aλ(s) + lµ(s) + 1
and the relative hook number
hλ,µ =
∏
s∈λ
hλ,µ(s).
The usual hook length of s in λ is then
hλ(s) = hλ,λ(s)
and the hook number hλ of λ is
hλ = hλ,λ.
Lemma 1.1. Suppose λ 6= µ are partitions with
λk > µk, and λi = µi, 1 ≤ i < k.
Then hλ,µ((k, λk)) = 0.
Proof. We have
hλ,µ((k, λk)) = aλ((k, λk)) + lµ((k, λk)) + 1 = 0 + (−1) + 1 = 0.

LetΛ denote the ring of symmetric functions with complex coefficients.
We let {pn}n∈N and {sλ}λ∈P denote the power sums and Schur functions
respectively. The Schur functions form a basis of Λ and we also have
Λ = C[p1, p2, . . . ].
We fix the bilinear form 〈·, ·〉 on Λ with respect to which the basis of Schur
functions is orthonormal.
Fix r ∈ N+ and define the r-colored oscillator algebra to be the Lie algebra
s =
⊕
m∈Z, l∈{1,...,r}
Cpl(m)⊕ CK
with commutation relations
[s,K] = [s, pk(0)] = 0, [pk(m), pl(n)] =
1
m
δm,−nδk,lK, m 6= 0.
The subalgebra spanned by pl(n), l ∈ {1, . . . , r}, n ∈ Z \ {0}, and K is an
r-colored infinite-dimensional Heisenberg algebra.
The oscillator algebra has a natural representation on the r-colored bosonic
Fock space
B = B⊗r, B
def
= C[p1, p2, . . . ; q, q
−1] ∼= Λ⊗C C[q, q
−1]
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given by:
pl(m) 7→ id⊗(l−1)⊗
∂
∂pm
⊗ id⊗(r−l), m > 0,
pl(−m) 7→ id⊗(l−1)⊗
1
m
pm ⊗ id
⊗(r−l), m > 0,
pl(0) 7→ id⊗(l−1)⊗q
∂
∂q
⊗ id⊗(r−l), K 7→ id .
Note that
B =
⊕
c∈Zr,n∈N
B
c
n,
B
c
n
def
=
{
(qc
1
f1, . . . , q
crfr)
∣∣∣ fα ∈ Λ ∀α, r∑
α=1
deg fα = n
}
.
We fix the bilinear form on B given by〈
(qc
1
f1, . . . , q
crfr), (q
d1g1, . . . , q
drgr)
〉
= δc1,d1 · · · δcr,dr 〈f1, g1〉 · · · 〈fr, gr〉
for fα, gα ∈ Λ, α ∈ {1, . . . , r}. It is easily verified that the operators p
l(m)
and pl(−m) are adjoint form ∈ Z.
For an r-tuple λ = (λ1, . . . , λr) of partitions, define hλ =
∏r
α=1 hλα
and |λ| =
∑r
α=1 |λ
α|. We call r the rank of the oscillator algebra and bosonic
Fock space.
1.2. Fermionic Fock space
An infinite expression of the form
i1 ∧ i2 ∧ i3 ∧ . . . ,
where i1, i2, . . . are integers satisfying
i1 > i2 > i3 > . . . , in = in−1 − 1 for n≫ 0,
is called a semi-infinite monomial. Let F be the complex vector space with
basis consisting of all semi-infinite monomials. Then F is called fermionic
Fock space. Let
|c〉 = c ∧ (c− 1) ∧ (c− 2) ∧ . . .
be the vacuum vector of charge c. We say that a semi-infinite monomial has
charge c if it differs from |c〉 at only a finite number of places. Thus I =
i1 ∧ i2 ∧ . . . is of charge c if ik = c− k+1 for k ≫ 0. Let F
c denote the linear
span of all semi-infinite monomials of charge c. Then we have the charge
decomposition
F =
⊕
c∈Z
F c.
A semi-infinite monomial I = i1∧i2∧ . . . determines a partition λ(I) ∈
P by
ik = (c(I)− k + 1) + λ(I)k, k ∈ N+.
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This gives a bijection I 7→ (λ(I), c(I)) between the set of all semi-infinite
monomials and the set P × Z. We define the energy of I to be |I| = |λ(I)|.
Let F cj denote the linear span of all semi-infinite monomials of charge c and
energy j. We then have the energy decomposition
F c =
⊕
j∈N
F cj .
For j ∈ Z, define the wedging and contracting operators ψ(j) and ψ(j)∗
on F by:
ψ(j)(i1 ∧ i2 ∧ . . . ) =
{
0 if j = is for some s,
(−1)si1 ∧ · · · ∧ is ∧ j ∧ is+1 ∧ . . . if is > j > is+1.
ψ(j)∗(i1 ∧ i2 ∧ . . . ) =
{
0 if j 6= is for all s,
(−1)s−1i1 ∧ · · · ∧ is−1 ∧ is+1 ∧ . . . if j = is.
Fix r ∈ N+. We define the r-colored Clifford algebra Cl to be the algebra
with generators ψl(j), ψl(j)∗ j ∈ Z, l ∈ {1, . . . , r} and relations
{ψl(j), ψl(i)∗} = δji, {ψ
l(j), ψl(i)} = 0 = {ψl(j)∗, ψl(i)∗},
[ψl(j), ψk(i)] = [ψl(j), ψk(i)∗] = [ψl(j)∗, ψk(i)∗] = 0, l 6= k,
where {a, b} = ab+ ba. Note that we choose the convention that generators
of different colors commute since it turns out that this is more natural from
the geometric viewpoint. If one prefers to consider a Clifford algebra where
generators of different colors anti-commute, it is only necessary to insert
an appropriate sign in the geometric operators to be defined. We define r-
colored fermionic Fock space to be the vector space
F = F⊗r.
We call an r-tuple I = (I1, . . . , Ir) of semi-infinite monomials an r-colored
semi-infinite monomial. These form a basis of F and we let 〈·, ·〉 denote the
bilinear form on F for which this basis is orthonormal. For l ∈ {1, 2, . . . , r}
and j ∈ Z, the maps
ψl(j) = id⊗(l−1)⊗ψ(j)⊗ id⊗(r−l), and
ψl(j)∗ = id⊗(l−1)⊗ψ(j)∗ ⊗ id⊗(r−l)
define a representation of Cl on F. Note that
ψl(j)(F c) ⊆ F c+1l , ψl(j)∗(F c) ⊆ F c−1l ,
where 1l ∈ Z
r has a one in the lth position and a zero everywhere else. The
operators ψl(j) and ψl(j)∗ are called free fermions. One can check directly
that ψl(j) and ψl(j)∗ are adjoint with respect to the bilinear form 〈·, ·〉 and
that F is an irreducible Cl-module. We call r the rank of the Clifford algebra
and fermionic Fock space.
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We have the charge decomposition
F =
⊕
c∈Zr
F
c, Fc = F c
1
⊗ · · · ⊗ F c
r
,
and energy decomposition
F
c =
⊕
n∈N
F
c
n, F
c
n =
⊕
j1+···+jr=n
F c
1
j1 ⊗ · · · ⊗ F
cr
jr .
In order to simplify notation in what follows, for a semi-infinite mono-
mial I , we define
aI(s) = aλ(I)(s), lI(s) = lλ(I)(s).
We define hI(s), hI , hI,J(s) and hI,J similarly. For an r-tuple I = (I
1, . . . , Ir)
of semi-infinite monomials, we define λ(I) = (λ(I1), . . . , λ(Ir)), hI = hλ(I),
|I| = |λ(I)|, and c(I) = (c(I1), . . . , c(Ir)).
1.3. The boson-fermion correspondence
The boson-fermion correspondence is a precise relationship between bosonic
and fermionic Fock space (see [5]). It uses vertex operators to express bosons
in terms of fermions (bosonization) and fermions in terms of bosons (fermion-
ization). We do not present the details here but instead refer the reader to
the expository presentations of this topic found in [8, Chapter 14] and the
introduction to [23]. In Section 6.1 we present a geometric version of the
boson-fermion correspondence.
2. Moduli spaces of framed torsion-free sheaves on P2
In this section we discuss our main object of study: the moduli space of
framed torsion-free sheaves on the complex projective plane P2 and its equi-
variant cohomology. For background on equivariant cohomology, especially
equivariant Chern classes, we refer the reader to [3, Chapter 9].
2.1. The moduli spaceM(r, n)
LetM(r, n) be the moduli space of framed torsion-free sheaves on P2 with
rank r and second Chern class c2 = n. More precisely, points of M(r, n)
are isomorphism classes of pairs (E,Φ) where E is a torsion free sheaf with
rankE = r and c2(E) = nwhich is locally free in a neighborhood of l∞, and
Φ : El∞
∼=
−→ Orl∞ is a framing at infinity. Here l∞ = {[0 : z1 : z2] ∈ P
2} is the
line at infinity. The existence of a framing implies c1(E) = 0.
There is another description of M(r, n) (basically due to Barth [1])
which will be important for us. Fix r ∈ N+, n ∈ N and let V = C
n,W = Cr.
Proposition 2.1 ([19, Theorem 2.1]). There exists an isomorphism of algebraic
varieties
M(r, n) ∼= {(A,B, i, j) | [A,B] + ij = 0, (A,B, i, j) is stable}/GL(V )
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where A,B ∈ EndV , i ∈ Hom(W,V ), j ∈ Hom(V,W ) and the GL(V )-action is
given by
g(A,B, i, j) = (gAg−1, gBg−1, gi, jg−1), g ∈ GL(V ).
We say (A,B, i, j) is stable if there exists no proper subspace S ( V such that
A(S) ⊆ S, B(S) ⊆ S and im i ⊆ S.
We call the quadruple (A,B, i, j) in the above proposition the ADHM
data corresponding to the framed sheaf (E,Φ). We note thatM(1, n) is iso-
morphic to the Hilbert scheme of n points in C2. Thus, the moduli space
M(r, n) can be thought of as a higher rank version of this Hilbert scheme.
2.2. Torus actions onM(r, n)
Fix the torus T = (C∗)r × C∗. Elements of (C∗)r will be written
e = (e1, . . . , er).
We denote the one-dimensional T -modules
(e, t) 7→ ei and (e, t) 7→ t
by ei and t respectively and the tensor product of such modules by juxtapo-
sition. If pt is the space consisting of a single point with the trivial T -action,
thenH∗T (pt) = C[b1, b2, . . . , br, ǫ]where ǫ and bi, i ∈ {1, 2, . . . , r}, are the sec-
ond Chern classes of the one-dimensional T -modules t and ei respectively.
They are elements of degree 2. We fix a decomposition W =
⊕r
α=1W
α
whereWα ∼= C for all α. Then (C∗)r acts onW by
e 7→ e1 idW 1 ⊕ · · · ⊕ er idW r .
For c ∈ Zr, letMc(r, n) denote the moduli space with the torus action
(e, t) ⋆c (A,B, i, j) = (tA, t
−1B, ie−1t−c, etcj),
where
tc = (tc
1
, . . . , tc
r
) ∈ (C∗)r.
Note that the underlying variety ofMc(r, n) is independent of c. It is only
the T -action that changes.
The T -fixed points Mc(r, n)
T are in natural bijection with r-tuples of
semi-infinite monomials I = (I1, . . . , Ir), with c(I) = c and |λ(I)| = n (see
[20, Proposition 2.9]). We shall identify T -fixed points with such r-tuples in
what follows. Let I = (I1, . . . , Ir) ∈Mc(r, n)
T and let TI denote the tangent
space toMc(r, n) at the point I. Then T acts on TI, which decomposes into
one-dimensional T -modules.
Proposition 2.2. As a T -module, TI is given by
TI =
r⊕
α,β=1
eβe−1α tc(Iβ)−c(Iα)
 ⊕
s∈λ(Iα)
t−hIα,Iβ (s) ⊕
⊕
s∈λ(Iβ)
thIβ,Iα (s)
 .
Proof. This follows from [20, Theorem 2.11] after replacing t1 by t, t2 by t
−1,
and eα by eαt
c(Iα) everywhere. 
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It will be convenient to consider the splitting TI = T
−
I
⊕ T +
I
where
T −
I
=
r⊕
α,β=1
eβe−1α tc(Iβ)−c(Iα) ⊕
s∈λ(Iα)
t−hIα,Iβ (s)
 ,
T +
I
=
r⊕
α,β=1
eαe−1β tc(Iα)−c(Iβ) ⊕
s∈λ(Iα)
thIα,Iβ (s)
 .
Lemma 2.3. The equivariant Euler classes of T −
I
and T +
I
in the T -equivariant
cohomology of a point are given by
eT (T
−
I
) =
r∏
α,β=1
∏
s∈λ(Iα)
(bβ − bα + (c(I
β)− c(Iα)− hIα,Iβ (s))ǫ),
eT (T
+
I
) =
r∏
α,β=1
∏
s∈λ(Iα)
(bα − bβ + (c(I
α)− c(Iβ) + hIα,Iβ (s))ǫ)
= (−1)r|I|eT (T
−
I
).
Proof. This follows easily from the definition of T −
I
and T +
I
. 
2.3. Bilinear form and the spaceA
Let
H∗T (Mc(r, n)) = H
∗
T (Mc(r, n)) ⊗C[b1,...,br ,ǫ] C(b1, . . . , br, ǫ)
denote the localized equivariant cohomology. Let
i :Mc(r, n)
T →֒ Mc(r, n)
denote inclusion, and let
p :Mc(r, n)
T
։ {pt}
be the projection to a point. The real dimension ofMc(r, n) is 4rn. We define
a bilinear form 〈·, ·〉n,c on the middle degree localized equivariant cohomol-
ogyH2rnT (Mc(r, n)) by
〈a, b〉n,c = (−1)
rnp∗(i∗)
−1(a ∪ b),
where i∗ is invertible by the localization theorem. We then extend this to a
bilinear form
〈·, ·〉 =
⊕
n,c
〈·, ·〉n,c
on
⊕
n,cH
2rn
T (Mc(r, n)) by declaring classes from different summands to
be orthogonal. For I ∈ Mc(r, n)
T , let
[I] =
i∗(1I)
eT (T
−
I
)
∈ H
2r|I|
T (Mc(I)(r, |I|)).
Here 1I denotes the unit in the T -equivariant cohomology ring of a point
and the denominator eT (T
−
I
) is to be interpreted as an element in this ring.
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By the localization theorem in equivariant cohomology, the elements [I] form
a C(b1, b2, . . . , br, ǫ)-basis of
⊕
n,cH
∗
T (Mc(r, n)).
Proposition 2.4. The classes {[I]} are orthonormal.
Proof. For I,J ∈Mc(r, n)
T we compute
〈[I], [J]〉 = (−1)rnp∗(i∗)
−1([I] ∪ [J]) = (−1)rnp∗(i∗)
−1
(
i∗(1I)
eT (T
−
I
)
∪
i∗(1J)
eT (T
−
J
)
)
which is clearly 0 unless I = J. If I = J, then by the projection formula the
above is equal to
(−1)rnp∗
(
1I
eT (T
−
I
)
∪
(
i∗i∗(1I)
eT (T
−
I
)
))
= (−1)rn
eT (TI)
eT (T
−
I
)eT (T
−
I
)
= 1.
Note that the last equality in the above line follows from our splitting of TI,
which gave
eT (TI) = eT (T
−
I
)eT (T
+
I
) = (−1)rneT (T
−
I
)eT (T
−
I
).

A priori, the classes [I] are elements of the localized equivariant coho-
mology H2rnT (Mc(r, n)). However, despite the division by the equivariant
Euler class in the definition, we expect that they lie in the nonlocalized equi-
variant cohomology.
Let
Ac(r, n) = SpanC{[I] | I ∈ Mc(r, n)
T } ⊂ H2rnT (Mc(r, n)),
A =
⊕
c∈Zr , n∈N
Ac(r, n).
Recall that the set {[I] | I ∈Mc(r, n)
T } is a C(b1, . . . , br, ǫ)-basis of⊕
n,cH
∗
T (Mc(r, n)).
ThusA is a full C-lattice in this space.
Corollary 2.5. The restriction of 〈·, ·〉 to A is non-degenerate and C-valued.
2.4. Operators on equivariant cohomology
We define a bilinear form on the localized equivariant cohomology of a
product of moduli spaces Mc(r, n1) ×Md(r, n2) in a matter analogous to
that introduced in Section 2.3. Namely,
〈a, b〉n1,c,n2,d = (−1)
rn2p∗((i1 × i2)∗)
−1(a ∪ b),
where i1 and i2 are the inclusions of the T -fixed points into the first and
second factors respectively. We extend this to a bilinear form
〈·, ·〉 =
⊕
n1,c,n2,d
〈·, ·〉n1,c,n2,d
on
⊕
n1,c,n2,d
H
2r(n1+n2)
T (Mc(r, n1) ×Md(r, n2)) by declaring elements in
different summands to be orthogonal.
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If α ∈ H
2r(n1+n2)
T (Mc(r, n1)×Md(r, n2)), then α defines an operator
α : H2rn1T (Mc(r, n1)) −→ H
2rn2
T (Md(r, n2))
by using the bilinear form to define structure constants:
〈αx, y〉n2,d
def
= 〈x⊗ y, α〉n1,c,n2,d.
In particular, ifE is a T -equivariant vector bundle onMc(r, n1)×Md(r, n2)
and β ∈ H2lT (Mc(r, n1) ×Md(r, n2)) then β ∪ cr(n1+n2)−l(E) defines such
an operator. We note that in the sequel, our choices will yield operators that
restrict to non-localized equivariant cohomology.
The following lemma is the basic localization tool we will use to com-
pute the action of our geometric Heisenberg and Clifford operators.
Lemma 2.6. Suppose I ∈ Mc(r, n1)
T and J ∈ Md(r, n2)
T . Let E be a T -
equivariant vector bundle onMc(r, n1) ×Md(r, n2) and β ∈ H
2l
T (Mc(r, n1) ×
Md(r, n2)) for some l ∈ N. Then
〈β ∪ cr(n1+n2)−l(E)[I], [J]〉 =
βI,J ∪ cr(n1+n2)−l(E(I,J))
eT (T
−
I
)eT (T
+
J
)
,
where cr(n1+n2)−l(E(I,J)) ∈ H
∗
T (pt) = C[b1, . . . , br, ǫ] is the polynomial given by
the equivariant Chern class of the fiber ofE over the point (I,J) and βI,J = i
∗
I,J(β)
where iI,J : (I,J) →֒ Mc(r, n1)×Md(r, n2) is the inclusion of the fixed point.
Proof.
〈β ∪ cr(n1+n2)−l(E)[I], [J]〉
= (−1)rn2p∗((i1 × i2)∗)
−1
(
[I]⊗ [J] ∪ β ∪ cr(n1+n2)−l(E)
)
= (−1)rn2p∗((i1 × i2)∗)
−1
(
(i1 × i2)∗(1(I,J)) ∪
β ∪ cr(n1+n2)−l(E)
eT (T
−
I
)eT (T
−
J
)
)
.
where the last line just used the definition of [I] and [J]. By the projection
formula and the functoriality of Chern classes, this is equal to
(−1)rn2p∗
(
1(I,J) ∪
(i1 × i2)
∗(β ∪ cr(n1+n2)−l(E))
eT (T
−
I
)eT (T
−
J
)
)
= (−1)rn2p∗
(
1(I,J) ∪
(i1 × i2)
∗(β) ∪ cr(n1+n2)−l((i1 × i2)
∗E))
eT (T
−
I
)eT (T
−
J
)
)
=
βI,J ∪ cr(n1+n2)−l(E(I,J))
eT (T
−
I
)eT (T
+
J
)
.

3. Geometric Heisenberg and Clifford operators
3.1. A complex of tautalogical bundles
One has the tautological bundles
V ×GL(V ) M(r, n)→M(r, n), W ×M(r, n)→M(r, n)
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whereM(r, n) = {(A,B, i, j) | [A,B] + ij = 0, (A,B, i, j) is stable}. We de-
note these vector bundles by V andW respectively. They are T -equivariant
via the natural action of T onM(r, n) andW . We can then consider A andB
to be sections of the bundle Hom(V, V ) and i and j to be sections of the bun-
dles Hom(W,V ) and Hom(V,W ) respectively. Over the productMc(r, n1)×
Md(r, n2), we then have the tautological bundles Vk and Wk , and sections
Ak, Bk, ik and jk, where k = 1, 2, coming from the tautological bundles and
sections on the kth factor.
We define a T -equivariant complex of vector bundles onMc(r, n1) ×
Md(r, n2) by
Hom(V1, V2)
σ
−→
tHom(V1, V2)⊕ t
−1Hom(V1, V2)
⊕
Hom(W1, V2)⊕Hom(V1,W2)
τ
−→Hom(V1, V2), (3.1)
where σ and τ are defined by
σ(ξ) =

ξA1 −A2ξ
ξB1 −B2ξ
ξi1
−j2ξ
 , τ

C
D
I
J
 = ([A,D] + [C,B] + i2J + Ij1) ,
where
[A,D] = A2D −DA1, [C,B] = CB1 −B2C.
One easily checks that τσ = 0.
Remark 3.1. In the case when c = d and n1 = n2, the cohomology of this
complex is the tangent bundle toMc(r, n1) (more precisely, the tangent bun-
dle to the diagonal copy ofMc(r, n1) insideMc(r, n1)×Mc(r, n2)). See [20],
in particular, the proof of Theorem 2.11. Thus, (3.1) can be seen be as a gen-
eralization of the complex computing the tangent bundle. It is also related
to the complex [18, Equation (5.1)] used by Nakajima to define Hecke cor-
respondences yielding the action of Kac-Moody algebras on the homology
of quiver varieties. Nakajima identified a section of the cohomology of that
complex whose zero set defined the correspondences used in his construc-
tion.
Lemma 3.2. The cohomology ker τ/ imσ is a vector bundle onMc(r, n1)×Md(r, n2).
Proof. Wemust show that τ is surjective and that σ is injective. The argument
is analogous to the proof of [18, Lemma 3.10] but since our notation and
stability condition differ from those used in [18], we include the proof here.
To show that σ is injective, suppose ξ ∈ kerσ. Then ker ξ ⊆ V1 satisfies
im i1 ⊆ ker ξ, A1(ker ξ) ⊆ ker ξ, B1(ker ξ) ⊆ ker ξ.
Thus, stability of the point (A1, B1, i1, j1) implies ker ξ = V1 and so ξ = 0.
Therefore σ is injective.
To show that τ is surjective, suppose that ζ ∈ Hom(V2, V1) is orthogonal
to im τ with respect to the (non-degenerate) trace pairing
〈·, ·〉 : Hom(V1, V2)×Hom(V2, V1) −→ C.
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Then we have
A1ζ = ζA2, B1ζ = ζB2, ζi2 = 0.
Thus ker ζ ⊆ V2 satisfies
im i2 ⊆ ker ζ, A2(ker ζ) ⊆ ker ζ, B2(ker ζ) ⊆ ker ζ,
and so the stability condition for (A2, B2, i2, j2) implies that ker ζ = V2. Thus
ζ = 0 and therefore τ is surjective. 
Denote the vector bundle ker τ/ imσ by Kc,d(r, n1, n2). The rank of
Kc,d(r, n1, n2) is equal to r(n1+n2) as can be seen from the following lemma.
Lemma 3.3. Let (I,J) ∈Mc(r, n1)
T ×Md(r, n2)
T . The equivariant Euler class
of the restriction of Kc,d(r, n1, n2) to the point (I,J) is given as follows:
eT (Kc,d(r, n1, n2)(I,J)) =
r∏
α,β=1
∏
s∈λ(Iα)
(bβ − bα + (d
β − cα − hIα,Jβ (s))ǫ)×
×
∏
s∈λ(Jα)
(bα − bβ + (d
α − cβ + hJα,Iβ (s))ǫ). (3.2)
Proof. The T -module decomposition of Kc,d(r, n1, n2) for the case c = d =
0 is computed in [20, Theorem 2.11] (one must set t1 = t and t2 = t
−1
there). The general result follows after replacing bα by bα + c
αǫ or bα + d
αǫ
as appropriate for all α ∈ {1, . . . , r}. 
3.2. Geometric Clifford operators
Fix l ∈ {1, . . . , r}. We will see in Corollary 3.7 that
cr(n1+n2)(Kc,c±1l(r, n1, n2)) 6= 0, n1, n2 ∈ N, l ∈ {1, . . . , r}, c ∈ Z
r,
and so we define
ctnv(Kc,c±1l (r, n1, n2))
def
= cr(n1+n2)(Kc,c±1l (r, n1, n2)),
the top non-vanishing equivariant Chern class of Kc,c±1l(r, n1, n2)).
Definition 3.4. For l ∈ {1, . . . , r} and n ∈ Z, define operators
Ψl(n),Ψl(n)∗ :
⊕
c,k
H2rkT (Mc(r, k))→
⊕
c,k
H2rkT (Mc(r, k))
by
Ψl(n)|H2rk
T
(Mc(r,k)) = ctnv(Kc,c+1l (r, k, k + n− c
l − 1))
∈ H
2r(2k+n−cl−1)
T (Mc(r, k)×Mc+1l(r, k + n− c
l − 1)),
Ψl(n)∗|H2rk
T
(Mc(r,k)) = ctnv(Kc,c−1l (r, k, k − n+ c
l))
∈ H2r(2k−n+c
l)(Mc(r, k)×Mc−1l(r, k − n+ c
l)).
These operatorswill be called geometric Clifford operators (or geometric fermions).
Lemma 3.5. For l ∈ {1, . . . , r} and n ∈ Z, the operators Ψl(n) and Ψl(n)∗ are
adjoint.
14 Anthony Licata and Alistair Savage
Proof. For I ∈Mc(r, k)
T , J ∈ Mc+1l(r, k + n− c
l − 1)T , we have
ctnv(Kc,c+1l(r, k, k + n− c
l − 1)(I,J))
= (−1)r(2k+n−c
l−1)ctnv(Kc+1l,c(r, k + n− c
l − 1, k)(J,I))
by Lemma 3.3. Thus, by Lemmas 2.3 and 2.6, we have
〈Ψl(n)[I], [J]〉 =
ctnv(Kc,c+1l(r, k, k + n− c
l − 1)(I,J))
eT (T
−
I
)eT (T
+
J
)
=
(−1)r(2k+n−c
l−1)ctnv(Kc+1l ,c(r, k + n− c
l − 1, k)(J,I))
(−1)rkeT (T
+
I
)(−1)r(k+n−cl−1)eT (T
−
J
)
=
ctnv(Kc+1l,c(r, k + n− c
l − 1, k)(J,I))
eT (T
+
I
)eT (T
−
J
)
= 〈Ψl(n)∗[J], [I]〉.

Theorem 3.6. The geometric Clifford operators Ψl(n), Ψl(n)∗ preserve A and
satisfy the relations
{Ψl(n),Ψl(m)∗} = δnm id, {Ψ
l(n),Ψl(m)} = 0 = {Ψl(n)∗,Ψl(m)∗},
[Ψl(n),Ψk(m)] = [Ψl(n),Ψk(m)∗] = [Ψl(n)∗,Ψk(m)∗] = 0, l 6= k.
In particular, the maps
ψl(n) 7→ Ψl(n), ψl(n)∗ 7→ Ψl(n)∗, n ∈ Z, l ∈ {1, . . . , r},
define a representation of Cl on A and the linear map A → F given by [I] 7→ I is
an isometric isomorphism of Cl-modules. This isomorphism sends Ac(r, n) to F
c
n.
The proof of this theorem, which involves a series of technical combi-
natorial computations, will be given in Section 4.
Corollary 3.7. For n1, n2 ∈ N, l ∈ {1, . . . , r}, and c ∈ Z
r, we have
cr(n1+n2)(Kc,c±1l(r, n1, n2)) 6= 0.
Proof. Let n = n2 − n1 + c
l + 1. Then, by Definition 3.4,
Ψl(n)|
H
2rn1
T
(Mc(r,n1))
= cr(n1+n2)(Kc,c+1l (r, n1, n2)).
We claim that ψl(n) is a non-zero operator on Fcn1 . If n1 = 0, let I
l =
∣∣cl〉.
Otherwise, if n2 > n1, let
I l = (cl+1)∧ cl ∧ (cl− 1)∧ · · · ∧ (cl−n1+2)∧ (c
l−n1)∧ (c
l−n1− 1)∧ . . . ,
and if n2 ≤ n1, let
I l = (cl + 1 + n2) ∧ c
l ∧ (cl − 1) ∧ . . .
· · · ∧ (cl − n1 + n2 + 2) ∧ (c
l − n1 + n2) ∧ (c
l − n1 + n2 − 1) ∧ . . . .
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One easily checks that c(I l) = cl and |I l| = n1. Thus if we set
I =
(∣∣c1〉 , . . . , ∣∣cl−1〉 , I l, ∣∣cl+1〉 , . . . , |cr〉) ,
we have c(I) = c and |I| = n1. Since ψ
l(n)(I) 6= 0, we see that ψl(n)
is a non-zero operator on Fcn1 . Therefore Ψ
l(n) is a non-zero operator on
H2rn1T (Mc(r, n1)) by Theorem 3.6 and the first statement follows. The proof
of the second statement is analogous. 
As mentioned above, this corollary justifies our calling
cr(n1+n2)(Kc,c±1l (r, n1, n2))
the top non-vanishing equivariant Chern class of Kc,c±1l(r, n1, n2).
3.3. Geometric Heisenberg operators
Let (I,J) ∈ Mc(r, n1)
T ×Mc(r, n2)
T . By Lemma 3.3, we see that
eT (Kc,c(r, n1, n2)I,J) =
r∏
α,β=1
∏
s∈λ(Iα)
(bβ − bα + (c
β − cα − hIα,Jβ (s))ǫ)×
×
∏
s∈λ(Jα)
(bα − bβ + (c
α − cβ + hJα,Iβ (s))ǫ).
Now, if n1 6= n2, then we must have I
α 6= Jα for some α. But then, since
c(Iα) = c(Jα), we have λ(Iα) 6= λ(Jα) and so hIα,Jα = 0 or hJα,Iα = 0 by
Lemma 1.1. Therefore
eT (Kc,c(r, n1, n2)) = cr(n1+n2)(Kc,c(r, n1, n2)) = 0 for n1 6= n2
by the Localization Theorem. We will see in Corollary 3.15 that
cr(n1+n2)−1(Kc,c(r, n1, n2)) 6= 0
and so we define
ctnv(Kc,c(r, n1, n2))
def
= cr(n1+n2)−1(Kc,c(r, n1, n2)),
the top non-vanishing equivariant Chern class of Kc,c(r, n1, n2).
Lemma 3.8. Let (I,J) ∈ Mc(r, n1)
T ×Mc(r, n2)
T such that λ(I l) 6= λ(J l) and
let k be the smallest integer such that λ(I l)k 6= λ(J
l)k. We have
ctnv(Kc,c(r, n1, n2)(I,J)) =
r∏
α,β=1
∏
s∈λ(Iα),
s6=(k,λ(Il)k)
if α=β=l
(bβ−bα+(c
β−cα−hIα,Jβ (s))ǫ)×
×
∏
s∈λ(Jα)
(bα − bβ + (c
α − cβ + hJα,Iβ (s))ǫ)
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if λ(I l)k > λ(J
l)k, and
ctnv(Kc,c(r, n1, n2)(I,J)) =
r∏
α,β=1
∏
s∈λ(Iα)
(bβ − bα + (c
β − cα − hIα,Jβ (s))ǫ)×
×
∏
s∈λ(Jα),
s6=(k,λ(Jl)k) if α=β=l
(bα − bβ + (c
α − cβ + hJα,Iβ (s))ǫ).
if λ(J l)k > λ(I
l)k.
Proof. By the above comments, ctnv(Kc,c(r, n1, n2)(I,J)) is obtained by re-
moving one factor of zero from the product appearing in (3.2). The result
then follows from Lemma 1.1. 
Remark 3.9. If (I,J) ∈Mc(r, n1)
T ×Mc(r, n2)
T such that λ(I l) 6= λ(J l) for
more than one choice of l, then ctnv(Kc,c(r, n1, n2)I,J) = 0. Thus it does not
matter which l we choose in Lemma 3.8.
If n1 = n2, then we will see in Corollary 3.15 that the r(n1 + n2)-th
equivariant Chern class of Kc,c(r, n1, n2) does not vanish and so we define
ctnv(Kc,c(r, n, n))
def
= c2rn(Kc,c(r, n, n)).
Lemma 3.10. Let (I,J) ∈ Mc(r, n)
T ×Mc(r, n)
T . Then
ctnv(Kc,c(r, n, n)I,J) = 0
if I 6= J and
ctnv(Kc,c(r, n, n)I,I) = eT (TI).
Proof. The case I 6= J follows as above. The case I = J follows immediately
from Lemmas 2.3 and 3.3. 
Fix n 6= m and consider the action of the subtorus (C∗)r ⊂ T on
Mc(r, n) ×Mc(r,m), acting on the framing over l∞ ⊂ P
2. The connected
components of the fixed point set of this action are products of Hilbert schemes
(Mc(r, n)×Mc(r,m))
(C∗)r
=
⊔
n,m
(
C2
[n1]
× · · · × C2
[nr]
)
×
(
C2
[m1]
× · · · × C2
[mr]
)
,
where the union is over n = (n1, . . . , nr),m = (m1, . . . ,mr)with
∑
i n
i = n,∑
im
i = m, and C2
[k]
denotes the Hilbert scheme of k points in C2. We have
the inclusions
in,m :
(
C2
[n1]
× · · · × C2
[nr]
)
×
(
C2
[m1]
× · · · × C2
[mr]
)
→֒ Mc(r, n)×Mc(r,m).
Define disjoint sets Al, l ∈ {1, . . . , r}, by
Al = {(n,m) | n
α = mα for α < l, nl 6= ml}.
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Then, for l ∈ {1, . . . , r}, n 6= m, we have a partition of the (C∗)r fixed-point
components
(Mc(r, n)×Mc(r,m))
(C∗)r
=
r⊔
l=1
Al,
Al =
⊔
(n,m)∈Al
(
C2
[n1]
× · · · × C2
[nr ]
)
×
(
C2
[m1]
× · · · × C2
[mr ]
)
,
and the associated inclusions il : Al →֒ Mc(r, n) ×Mc(r,m). By the Local-
ization Theorem, the restriction
i∗ =
∑
n,m
i∗n,m : H
∗
T (Mc(r, n)×Mc(r,m))
−→ H∗T
(
(Mc(r, n)×Mc(r,m))
(C∗)r
)
is an isomorphism. By construction, the classes
γ˜l
def
= i∗l (1) =
∑
(n,m)∈Al
i∗
n,m(1) ∈ H
0
T (Al) ⊆ H
0
T
(
(Mc(r, n)×Mc(r,m))
(C∗)r
)
are orthogonal idempotents (γ˜k∪γ˜l = δk,lγ˜
k), and they decompose the iden-
tity:
1 =
r∑
l=1
γ˜l ∈ H0T
(
(Mc(r, n)×Mc(r,m))
(C∗)r
)
.
For l ∈ {1, . . . , r}, let
γl = ǫ ∪ (i∗)−1(γ˜l) ∈ H2T ((Mc(r, n)×Mc(r,m)).
It follows from the definitions that
γlI,J =
{
ǫ if |Iα| = |Jα| for α < l and |I l| 6= |J l|,
0 otherwise,
where γl
I,J = i
∗
I,J(γ
l) and iI,J : (I,J) →֒ Mc(r, n)×Mc(r,m) is the inclusion
of the fixed point.
Definition 3.11. For l ∈ {1, . . . , r} and n ∈ Z, define an operator
P l(n) :
⊕
c,k
H2rkT (Mc(r, k))→
⊕
c,k
H2rkT (Mc(r, k))
by
P l(n)|H2rk
T
(Mc(r,k)) =
{
γl ∪ ctnv(Kc,c(r, k, k − n)) n < 0,
−γl ∪ ctnv(Kc,c(r, k, k − n)) n > 0,
∈ H
2r(2k−n)
T (Mc(r, k)×Mc(r, k − n)),
P l(0)|H2rk
T
(Mc(r,k)) = c
lctnv(Kc,c(r, k, k)) = c
l id
(the last equality follows from Lemmas 2.6 and 3.10). These operators will
be called geometric Heisenberg operators (or geometric bosons).
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Remark 3.12. We motivate the presence of the classes γl in Definition 3.11.
Note that the decomposition ǫ =
∑r
l=1 γ
l implies
ǫ ∪ ctnv(Kc,c(r, k, k − n)) =
r∑
l=1
P l(n)|H2rk
T
(Mc(r,k)).
Thus, we have decomposed the operator ǫ ∪ ctnv(Kc,c(r, k, k − n)) as a sum
of r different operators. In particular, for r = 1, the Heisenberg operators are
simply given by the classes ǫ ∪ ctnv(Kc,c(r, k, k − n)).
Lemma 3.13. For n ∈ Z, l ∈ {1, . . . , n}, the operators P l(n) and P l(−n) are
adjoint.
Proof. For n = 0, the statement is obvious. Assume n > 0. For I ∈ Mc(r, k)
T ,
J ∈ Mc(r, k − n)
T , we have
ctnv(Kc,c(r, k, k − n)(I,J)) = (−1)
r(2k−n)−1ctnv(Kc,c(r, k − n, k)(J,I))
by Lemma 3.8. Thus, by Lemmas 2.3 and 2.6, we have
〈P l(n)[I], [J]〉 =
−γl
I,J ∪ ctnv(Kc,c(r, k, k − n)(I,J))
eT (T
−
I
)eT (T
+
J
)
=
−(−1)r(2k−n)−1γl
I,J ∪ ctnv(Kc,c(r, k − n, k)(J,I))
(−1)rkeT (T
+
I
)(−1)r(k−n)eT (T
−
J
)
=
γl
I,J ∪ ctnv(Kc,c(r, k − n, k)(J,I))
eT (T
+
I
)eT (T
−
J
)
= 〈P l(−n)[J], [I]〉.

Theorem 3.14. The geometric Heisenberg operators P l(n) preserveA and satisfy
the relations
[P k(n), P l(0)] = 0, [P k(m), P l(n)] =
1
m
δm,−nδk,l id, m 6= 0.
In particular, the maps
pl(n) 7→ P l(n), n ∈ Z, l ∈ {1, . . . , r}, K 7→ id,
define a representation of s onA and the linear mapA→ B given by
[I] 7→ (qc(I
1)sλ(I1), . . . , q
c(Ir)sλ(Ir))
is an isometric isomorphism of s-modules. This isomorphism identifies Ac(r, n)
with Bcn.
The proof of this theorem, which involves a series of technical combi-
natorial computations, will be given in Section 5.
Corollary 3.15. For n1, n2 ∈ N, n1 6= n2, and c ∈ Z
r, we have
cr(n1+n2)−1(Kc,c(r, n1, n2)) 6= 0 and c2rn1(Kc,c(r, n1, n1)) 6= 0.
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Proof. Let n = n1 − n2. Then, by Definition 3.11,
P l(n)|
H
2rn1
T
(Mc(r,n1))
= ±γl ∪ cr(n1+n2)−1(Kc,c(r, n1, n2)).
It is easily seen from the description of the operators pl(n) in Section 1.1
that pl(n) is a non-zero operator on Bcn1 (note that our assumptions imply
n ≤ n1). Therefore, P
l(n) is a non-zero operator on H2rn1T (Mc(r, n1)) by
Theorem 3.14 and the first result follows. The second follows analogously
from the fact that pl(0) is a non-zero operator. 
As mentioned above, this corollary justifies our calling
cr(n1+n2)−1(Kc,c(r, n1, n2)) and c2rn(Kc,c(r, n, n))
the top non-vanishing equivariant Chern classes of Kc,c(r, n1, n2), n1 6= n2,
and Kc,c(r, n, n) respectively.
3.4. Sheaf theoretic interpretation of the geometric Heisenberg and Clif-
ford operators
Using arguments similar to those appearing in [20, Section 2], one can in-
terpret our geometric Heisenberg and Clifford operators in the language of
sheaves. In so doing, we see that in the rank 1 case they are closely related to
operators defined by Carsslon-Okouknov in [2]. In particular, we have the
following.
Proposition 3.16. Let ((E1,Φ1), (E2,Φ2)) ∈ Mc(r, n1) ×Md(r, n2) be a pair
of framed torsion-free sheaves. Then
Kc,d(r, n1, n2)((E1,Φ1),(E2,Φ2)) = Ext
1(E1, E2(−l∞)).
Proof. Let (E,Φ) ∈Mc(r, n) be a framed torsion-free sheaf with correspond-
ing ADHM data (A,B, i, j) (see Section 2.1). The tangent space toMc(r, n)
at (E,Φ) can be computed in two ways, one using sheaf theory and the
other using the ADHMdescription (see [20], in particular, the proof of Theo-
rem 2.11). In the first case, the tangent space at (E,Φ) is given byExt1(E,E(−l∞)).
In the second, the tangent space at (E,Φ) is the middle cohomology of the
complex
Hom(V, V )
σ
−→
tHom(V, V )⊕ t−1Hom(V, V )
⊕
Hom(W,V )⊕Hom(V,W )
τ
−→Hom(V, V ), (3.3)
where σ and τ are defined by
σ(ξ) =

ξA−Aξ
ξB −Bξ
ξi
−jξ
 , τ

C
D
I
J
 = [A,D] + [C,B] + iJ + Ij.
Now consider the particular case of the framed rank 2r torsion-free
sheaf
(E,Φ) = (E1 ⊕ E2,Φ1 ⊕ Φ2)
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which is a point ofM(c,d)(2r, n1+n2)where (c,d) = (c
1, . . . , cr, d1, . . . , dr).
In the language of sheaves, the tangent space at (E,Φ) is then
Ext1(E1 ⊕ E2, E1(−l∞)⊕ E2(−l∞))
while in the ADHM description, it is the cohomology of the complex
Hom(V1 ⊕ V2, V1 ⊕ V2)
σ
−→
tHom(V1 ⊕ V2, V1 ⊕ V2)⊕ t
−1Hom(V1 ⊕ V2, V1 ⊕ V2)
⊕
Hom(W1 ⊕W2, V1 ⊕ V2)⊕Hom(V1 ⊕ V2,W1 ⊕W2)
τ
−→Hom(V1 ⊕ V2, V1 ⊕ V2). (3.4)
Define a C∗-action onM(c,d)(2r, n1+n2) using the one-parameter sub-
group
s 7→ idW1 ⊕s idW2 ∈ GL(W1)×GL(W2) ⊂ GL(W1 ⊕W2).
The fixed points of this C∗-action are those rank 2r torsion-free sheaves
which are isomorphic to a direct sum of two rank r torsion-free sheaves
(see [20, Proposition 2.9]). In particular, (E1 ⊕ E2,Φ1 ⊕ Φ2) is fixed by this
action and thus the tangent space Ext1(E1 ⊕ E2, E1(−l∞) ⊕ E2(−l∞)) has
an induced C∗-action and decomposes into isotypic components for this ac-
tion. Over the C∗-fixed point (E1 ⊕ E2,Φ1 ⊕ Φ2), the complex (3.4) also de-
composes into isotypic components. As in the proof of [20, Theorem 2.11],
ones see that the complex (3.1) is the isotypic subcomplex of (3.4) of weight
1. Similarly the subbundle Ext1(E1, E2(−l∞)) is the isotypic subbundle of
Ext1(E1 ⊕ E2, E1(−l∞)⊕ E2(−l∞)) of weight 1. 
Consider now the case r = 1 and recall that M(1, n) is the Hilbert
scheme of n points in C2. Note that if one takes L = O(−l∞) in [2, Sec-
tion 1.2], then χ(L) = 0 and thus
E(I,J) = −χ(I, J(−l∞)) = −
2∑
i=0
(−1)i Exti(I, J(−l∞)) = Ext
1(I, J(−l∞))
for ideal sheaves I and J . Here we use the fact that Ext0(I, J(−l∞)) =
Ext2(I, J(−l∞)) = 0 (see [20, Proposition 2.1]). Therefore, in the rank one
case, our vector bundle Kc,d(1, n1, n2) is an example of the virtual vector
bundles considered in [2] with a modified torus action.
4. Proof of Theorem 3.6
4.1. Notation
In order to simplify notation in what follows, for r-colored semi-infinite
monomials I = (I1, . . . , Ir) and J = (J1, . . . , Jr) with c(I) + 1l = c(J) for
some l ∈ {1, . . . , r}, define
fI,J = ctnv
(
Kc(I),c(J)(r, |I|, |J|)(I,J)
)
.
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When non-zero, fI,J is homogeneous of degree 2r(|I|+ |J|). When r = 1 and
c(J) = c(I) + 1,
fI,J = (−1)
|I|ǫ|I|+|J|
∏
s∈λ(I)
(aI(s) + lJ(s))
∏
s∈λ(J)
(aJ(s) + lI(s) + 2).
For I ∈ Mc(r, n1)
T , J ∈Md(r, n2)
T , we also define the polynomial
dI,J = eT (T
−
I
)eT (T
+
J
) ∈ C[b1, . . . , br, ǫ].
Note that when r = 1, we have
dI,J = (−1)
|I|hIhJǫ
|I|+|J|.
Thus
fI,J = (−1)
|I|f˜I,Jǫ
|I|+|J|, dI,J = (−1)
|I|d˜I,Jǫ
|I|+|J|,
where
f˜I,J =
∏
s∈λ(I)
(aI(s) + lJ (s))
∏
s∈λ(J)
(aJ(s) + lI(s) + 2), d˜I,J = hIhJ .
4.2. Combinatorics of the rank one fermionic Fock space
Let I = i1 ∧ i2 ∧ . . . be a semi-infinite monomial of charge c, and let J =
j1 ∧ j2 ∧ . . . be a semi-infinite monomial of charge c+ 1.
Lemma 4.1. Suppose i1 = j1. Let l be the largest positive integer such that il =
i1 − l + 1 (in other words, λ(I)l = λ(I)1) and let
I ′ = il+1 ∧ il+2 ∧ . . . , J
′ = jl+1 ∧ jl+2 ∧ . . . .
Then we have
f˜I,J =
{
(−1)lf˜I′,J′
∏
s∈R(I) hI(s)
∏
s∈R(J) hJ(s) if ik = jk ∀ 1 ≤ k ≤ l,
0 otherwise,
where
R(I) = (λ(I)1, λ(I)2, . . . , λ(I)l), and
R(J) = (λ(J)1, λ(J)2, . . . , λ(J)l).
Proof. Suppose ik 6= jk for some 1 ≤ k ≤ l. Choose k to be minimal. Then
λ(J)p = λ(I)p − 1 = λ(I)1 − 1 for all 1 ≤ p ≤ k − 1 and λ(J)k < λ(I)k − 1.
Let s = (k, λ(I)k − 1). Then
aI(s) + lJ(s) = 1 + (−1) = 0
and the result follows. Therefore we assume ik = jk for all 1 ≤ k ≤ l. So for
all 1 ≤ k ≤ l we have λ(I)k = λ(I)1, λ(J)k = λ(J)1 and λ(I)k = λ(J)k + 1.
Also, by our choice of l, we have λ(I)l+1 < λ(I)l = λ(I)1. Note that
λ(I ′) = (λ(I)l+1, λ(I)l+2, . . . ), and
λ(J ′) = (λ(J)l+1, λ(J)l+2, . . . ).
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We have
f˜I,J =
∏
s∈R(I)
(aI(s) + lJ(s))
∏
s∈R(J)
(aJ (s) + lI(s) + 2)
∏
s∈λ(I′)
(aI′(s) + lJ′(s))
∏
s∈λ(J′)
(aJ′(s) + lI′(s) + 2)
= f˜I′,J′
∏
s∈R(I)
(aI(s) + lJ(s))
∏
s∈R(J)
(aJ(s) + lI(s) + 2).
Now, for s ∈ R(J), we have aI(s) = aJ(s) + 1. Therefore∏
s∈R(I)
(aI(s) + lJ(s)) =
∏
s∈R(I)\R(J)
(aI(s) + lJ(s))
∏
s∈R(J)
hJ (s),
and ∏
s∈R(J)
(aJ(s) + lI(s) + 2) =
∏
s∈R(J)
hI(s).
Now, ∏
s∈R(I)\R(J)
(aI(s) + lJ(s)) = (−1)(−2) · · · (−l) = (−1)
l
∏
s∈R(I)\R(J)
hI(s).
Therefore
f˜I,J = (−1)
lf˜I′,J′
∏
s∈R(I)
hI(s)
∏
s∈R(J)
hJ(s).

Lemma 4.2. If ik = jk+1 for all k ≥ 1, then
f˜I,J = hIhJ .
Proof. The hypotheses imply that the partition λ(I) is obtained from the par-
tition λ(J) by removing the largest part λ(J)1. Therefore,
lJ(s) = lI(s) + 1, s ∈ λ(J),
and so ∏
s∈λ(I)
(aI(s) + lJ(s)) =
∏
s∈λ(I)
(aI(s) + lI(s) + 1) = hI ,
∏
s∈λ(J)
(aJ (s) + lI(s) + 2) =
∏
s∈λ(J)
(aJ (s) + lJ(s) + 1) = hJ ,
and the result follows. 
Lemma 4.3. If i1 6= j1 and ik 6= jk+1 for some k ≥ 1, then f˜I,J = 0.
Proof. Suppose i1 6= j1 and let k be the smallest positive integer such that
ik 6= jk+1. Thus k is also the smallest positive integer such that λ(I)k 6=
λ(J)k+1. Suppose jk+1 > ik. Then λ(J)k+1 > λ(I)k . Set s = (k+1, λ(J)k+1).
Then aJ(s) = 0. Also, since λ(I)k−1 = λ(J)k ≥ λ(J)k+1, we have lI(s) = −2.
Then
aJ(s) + lI(s) + 2 = 0 + (−2) + 2 = 0.
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Now suppose jk+1 < ik. Then λ(J)k+1 < λ(I)k. If s = (k, λ(I)k), then
aI(s) = 0. Also, for k > 1, since λ(J)k = λ(I)k−1 ≥ λ(I)k , we have lJ(s) = 0.
Therefore
aI(s) + lJ(s) = 0.
If k = 1, then either λ(J)1 ≥ λ(I)1, in which case the above still holds, or
λ(J)1 ≤ λ(I)1− 2 (we cannot have λ(J)1 = λ(I)1− 1 since this would imply
i1 = j1). In this case, let s = (1, λ(I)1 − 1). Then aI(s) = 1 and lJ(s) = −1
and we have
aI(s) + lJ(s) = 0.

Proposition 4.4. We have
fI,J =
{
(−1)ndI,J if J = (−1)
nψ(k)I for some k, n ∈ Z,
0 otherwise.
Proof. It suffices to consider only the coefficients f˜I,J and d˜I,J . We first note
that there exists a k such that J = ±ψ(k)I if and only if there exists an l such
that im = jm for all m < l, jl = k and jm+1 = im for all m ≥ l. In this case,
we have J = (−1)l−1ψ(k)I .
Let l be the smallest positive integer such that il 6= jl and let
I ′ = il ∧ il+1 ∧ . . . , J
′ = jl ∧ jl+1 ∧ . . . .
Repeated application of Lemma 4.1 gives
f˜I,J = (−1)
l−1f˜I′,J′
∏
s∈R(I)
hI(s)
∏
s∈R(J)
hJ(s).
By Lemmas 4.2 and 4.3, f˜I′,J′ = 0 unless im = jm+1 for all m ≥ l, in which
case
f˜I′,J′ = hI′hJ′ ,
and so
f˜I,J = (−1)
l−1hIhJ = (−1)
l−1d˜I,J .
Thus, we have
f˜I,J =
{
(−1)nd˜I,J if J = (−1)
nψ(k)I for some k, n ∈ Z,
0 otherwise.
as desired. 
4.3. Combinatorics of the r-colored fermionic Fock space
Suppose I and J are r-colored semi-infinite monomials and α, β ∈ {1, . . . , r}.
In order to simplify notation in the following proofs, we define
Xα,β
I,J =
∏
s∈λ(Iα)
(bα − bβ + (c(I
α)− c(Jβ) + hIα,Jβ (s))ǫ)
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Proposition 4.5. If I and J are semi-infinite monomials with c(I) + 1l = c(J),
then
fI,J =
{
(−1)ndI,J if J = (−1)
nψl(k)I for some k, n ∈ Z,
0 otherwise.
Proof. We have
fI,J =
r∏
α,β=1
(−1)|I
α|Xα,β
I,J X
α,β
J,I = fIl,Jl
∏
1≤α,β≤r
α6=l or β 6=l
(−1)|I
α|Xα,β
I,J X
α,β
J,I . (4.1)
If α = β 6= l, then
Xα,β
I,J X
α,β
J,I = X
α,α
I,J X
α,α
J,I
=
∏
s∈λ(Iα)
hIα,Jα(s)ǫ
∏
s∈λ(Jα)
hJα,Iα(s)ǫ = hIα,JαhJα,Iαǫ
|Iα|+|Jα|.
By Lemma 1.1, this is equal to zero unless Iα = Jα. We thus need only
consider the case where Iα = Jα for all α 6= l.
Note that
Xα,β
I,J = X
α,β
J,J , X
α,β
J,I = X
α,β
I,I , if α 6= l, and
Xα,β
I,J = X
α,β
I,I , X
α,β
J,I = X
α,β
J,J , if β 6= l.
Therefore ∏
1≤α,β≤r
α6=l or β 6=l
(−1)|I
α|Xα,β
I,J X
α,β
J,I =
∏
1≤α,β≤r
α6=l or β 6=l
(−1)|I
α|Xα,β
I,I X
α,β
J,J .
By Proposition 4.4, we have
fIl,Jl = (−1)
ndIl,Jl = (−1)
n(−1)|I
l|X l,l
I,IX
l,l
J,J,
if J l = (−1)nψ(k)I l for some k, n ∈ Z and fIl,Jl = 0 otherwise. The result
now follows from the definition of ψl(k) and the fact that
dI,J =
r∏
α,β=1
(−1)|I
α|Xα,β
I,I X
α,β
J,J .

4.4. Proof of the theorem
Proof of Theorem 3.6. Let n ∈ Z,
I ∈ Mc(r, k)
T and J ∈Mc+1l(r, k + n− c
l − 1)T .
By Lemma 2.6,
〈Ψl(n)[I], [J]〉 =
ctnv
(
Kc(I),c(J)(r, |I|, |J|)(I,J)
)
eT (T
−
I
)eT (T
+
J
)
=
fI,J
dI,J
.
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The set {[I] | c(I) = c, |I| = n} forms a C(b1, . . . , br, ǫ) basis of the localized
equivariant cohomology ofMc(r, n). Since the above structure coefficients
are complex numbers by Proposition 4.5, we see immediately that the oper-
atorsΨl(n) (and hence their adjoints Ψl(n)∗) preserve the subspaceA. Let ϕ
be the vector space isomorphism A ∼= F given by ϕ([I]) = I. It follows from
Proposition 4.5 thatϕ(Ψl(n)[I]) = ψl(n)ϕ([I]) for all n ∈ Z and l ∈ {1, . . . , r}.
Since Ψl(n)∗ and ψl(n)∗ are adjoint to Ψl(n) and ψl(n) respectively, we see
that ϕ(Ψl(n)∗[I]) = ψl(n)∗ϕ([I]) for all n ∈ Z and l ∈ {1, . . . , r}. The result
follows. 
5. Proof of Theorem 3.14
5.1. Notation
In order to simplify notation in what follows, for r-colored semi-infinite
monomials I and J with c(I) = c(J) = c, let
gl
I,J = γ
l
I,J ∪ ctnv
(
Kc,c(r, |I|, |J|)(I,J)
)
in the T -equivariant cohomology of a point. We define gl
I,J to be zero when
c(I) 6= c(J). When non-zero, gl
I,J is homogeneous of degree 2r(|I| + |J|).
Note that when r = 1, λ(I)k 6= λ(J)k and λ(I)i = λ(J)i for all 1 ≤ i <
k, we have
gI,J
def
= g1I,J
=
{
(−1)|I|−1ǫ|I|+|J|hJ,I
∏
s∈λ(I), s6=(k,λ(I)k)
hI,J(s) if λ(I)k > λ(J)k,
(−1)|I|ǫ|I|+|J|hI,J
∏
s∈λ(J), s6=(k,λ(J)k)
hJ,I(s) if λ(J)k > λ(I)k.
Thus, by Lemma 1.1, gI,J = 0 if and only if 0 occurs more than once as a
relative hook length for the partitions λ(I) and λ(J).
Recall that for I ∈Mc(r, n1)
T , J ∈Md(r, n2)
T , we defined
dI,J = eT (T
−
I
)eT (T
+
J
) ∈ C[b1, . . . , br, ǫ],
and when r = 1, we have
dI,J = (−1)
|I|hIhJǫ
|I|+|J|.
We will write gλ,µ and dλ,µ to denote gI,J and dI,J (respectively) for some
semi-infinite monomials I and J with λ(I) = λ and λ(J) = µ. Since gI,J and
dI,J are independent of the charge of I and J , gλ,µ and dλ,µ arewell-defined.
A 2× 2 square is a set of the form
{(i, j), (i+ 1, j), (i, j + 1), (i+ 1, j + 1)}, i, j ∈ N+.
For λ, µ ∈ P , we say µ − λ is a border strip if λ ⊆ µ (that is, λi ≤ µi for all i)
and the following two conditions hold:
1. µ− λ contains no 2× 2 square, and
2. µ−λ is not the disjoint union of two nonempty subsets ν1 and ν2 such
that no box in ν1 shares an edge with a box in ν2.
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Thewidth of a border strip is defined to be the number of columns it occupies
minus one. That is, the width of a border strip µ−λ is |{i | λi > µi}|−1. Note
that this is often referred to as the height when Young diagrams are written
in English or French notation.
5.2. Combinatorics of the rank one bosonic Fock space
Proposition 5.1. If |λ| < |µ|, then
gλ,µ =
{
(−1)width(µ−λ)
|µ−λ| dλ,µ if µ− λ is a border strip,
0 otherwise.
Proof. We first prove that gλ,µ = 0 unless λ ⊆ µ. Since |λ| < |µ|, we must
have µk > λk for some positive integer k. Assume k is the smallest such
positive integer. If λ 6⊆ µ, we must have λj > µj for some j. Again, we take
the smallest such j. Then hµ,λ((k, µk)) = 0 and hλ,µ((j, λj)) = 0 and thus
gλ,µ = 0.
Now suppose λ ⊆ µ. Let k be the smallest positive integer such that
µk > λk and let s
∗ = (k, µk). Suppose µ−λ contains a 2× 2 square. Pick one
such 2× 2 square
{(i, j), (i+ 1, j), (i, j + 1), (i+ 1, j + 1)}
in µ− λwith the following properties:
1. (i+ 1, j + 2) 6∈ µ,
2. (i− 1, j) 6∈ µ− λ.
If property (1) is not satisfied, then
{(i, j + 1), (i+ 1, j + 1), (i, j + 2), (i+ 1, j + 2)}
is a 2× 2 square in µ− λ and if property (2) is not satisfied, then
{(i− 1, j), (i, j), (i− 1, j + 1), (i, j + 1)}
is a 2× 2 square in µ−λ. Thus, we can always choose a 2× 2 square in µ−λ
satisfying properties (1) and (2) by moving up and left as necessary. For such
a square, (i+ 1, j) 6= s∗ but
hµ,λ((i + 1, j)) = aµ((i + 1, j)) + lλ((i + 1, j)) + 1 = 1 + (−2) + 1 = 0,
and so gλ,µ = 0.
Now suppose µ − λ contains no 2 × 2 square. It is a union of subsets
ν1, . . . , νp such that νi and νj have no edges in common for i 6= j. By rela-
beling if necessary, we may assume that all boxes in νi are to the left of all
boxes of νj for i < j. By definition s∗ is the top left box of ν1. If p ≥ 2, let
(i, j) be the top left box of ν2. Then (i − 1, j), (i, j + 1) 6∈ ν2. We also have
(i − 1, j), (i, j + 1) 6∈ νi for i 6= 2 since ν2 shares no edges with νi for i 6= 2.
Thus
hµ,λ((i, j)) = aµ((i, j)) + lλ((i, j)) + 1 = 0 + (−1) + 1 = 0,
and so gλ,µ = 0.
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FIGURE 1. Unshaded boxes correspond to the partition λ.
Shaded boxes correspond to the border strip µ− λ.
It remains to consider the case when µ− λ is a border strip. We divide
the boxes of the partition µ into subsets as follows. Recall that k is the small-
est positive integer such that µk > λk . Let m be the largest positive integer
such that µm > λm, let l be the smallest positive integer such that µ
t
l > λ
t
l ,
and let n be the largest positive integer such that µtn > λ
t
n. Then define (see
Figure 1)
A = {(i, j) ∈ λ | (i < k or i > m) and (j < l or j > n)},
B = {(i, j) ∈ λ | i < k, l ≤ j ≤ n},
C = {(i, j) ∈ λ | k ≤ i ≤ m, j < l}, and,
D = {(i, j) ∈ µ | i ≥ k, j ≥ l}.
We have µ = A ⊔B ⊔C ⊔D and
hλ,µ(s) = hµ,λ(s) = hλ(s) = hµ(s), for s ∈ A,
hλ,µ(s) = hµ(s), hµ,λ(s) = hλ(s), for s ∈ B,
hλ,µ(s) = hλ(s), hµ,λ(s) = hµ(s), for s ∈ C.
We now focus our attention on the boxes in D. These boxes form a partition
themselves. More precisely, if we define
λ˜i = λi+k−1 − l + 1, 1 ≤ i ≤ m+ 1− k,
µ˜i = µi+k−1 − l + 1, 1 ≤ i ≤ m+ 1− k,
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then λ˜ and µ˜ are partitions and we have
(i, j) ∈ µ˜⇔ (i + k − 1, j + l − 1) ∈ µ,
(i, j) ∈ λ˜⇔ (i + k − 1, j + l − 1) ∈ λ,
hλ˜,µ˜((i, j)) = hλ,µ((i + k − 1, j + l − 1)),
hµ˜,λ˜((i, j)) = hµ,λ((i + k − 1, j + l − 1)),
hλ˜((i, j)) = hλ((i + k − 1, j + l − 1)),
hµ˜((i, j)) = hµ((i + k − 1, j + l − 1)).
Since µ− λ is a border strip, we have
λi = µi+1 − 1, k ≤ i ≤ m− 1,
λtj = µ
t
j+1 − 1, l ≤ j ≤ n− 1.
Let s˜∗ = (1, µ˜1) = (1, µk − l + 1). Let (i, j) ∈ λ˜. Since µ˜
t
j > λ˜
t
j , we have
(i+ 1, j) ∈ µ˜. Also
aµ˜((i+ 1, j)) = aλ˜((i, j)) + 1,
lλ˜((i+ 1, j)) = lλ˜((i, j))− 1,
lµ˜((i+ 1, j)) = lµ˜((i, j))− 1.
Thus
hµ˜,λ˜((i+ 1, j)) = aµ˜((i + 1, j)) + lλ˜((i+ 1, j)) + 1
= aλ˜((i, j)) + lλ˜((i, j)) + 1 = hλ˜((i, j)),
and
hλ˜,µ˜((i, j)) = aλ˜((i, j)) + lµ˜((i, j)) + 1
= aµ˜((i + 1, j)) + lµ˜((i + 1, j)) + 1 = hµ˜((i + 1, j)).
Therefore ∏
(i,j)∈λ˜
hµ˜,λ˜((i+ 1, j)) =
∏
(i,j)∈λ˜
hλ˜((i, j)) = hλ˜,∏
(i,j)∈λ˜
hλ˜,µ˜((i, j)) =
∏
(i,j)∈λ˜
hµ˜((i+ 1, j)).
Now, for (1, j) ∈ µ˜ with 1 ≤ j < µ˜1 (the second inequality is equivalent to
(1, j) 6= s˜∗), we have
aµ˜((1, j)) = aµ˜((1, j + 1)) + 1,
lλ˜((1, j)) = lµ˜((1, j + 1))− 1.
Thus
hµ˜,λ˜((1, j)) = aµ˜((1, j)) + lλ˜((1, j)) + 1
= aµ˜((1, j + 1)) + lµ˜((1, j + 1)) + 1 = hµ˜((1, j + 1)),
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and so ∏
j : 1≤j<µ˜1
hµ˜,λ˜((1, j)) =
∏
j : 2≤j≤µ˜1
hµ˜((1, j)).
For 1 ≤ j ≤ µ˜1,∏
i : λ˜ti+1<i≤µ˜
t
i
hµ˜,λ˜((i, j)) = (−1)(−2) · · · (−(µ˜
t
j − λ˜
t
j − 1))
= (−1)µ˜
t
j−λ˜
t
j−1(µ˜tj − λ˜
t
j − 1)!
and∏
i : λ˜ti+1<i≤µ˜
t
i
hµ˜((i, j)) = (µ˜
t
j − λ˜
t
j − 1)(µ˜
t
j − λ˜
t
j − 2) · · · (2)(1) = (µ˜
t
j − λ˜
t
j − 1)!.
Note that
µ˜1∏
j=1
(−1)µ˜
t
j−λ˜
t
j−1 = (−1)µ˜
t
µ˜1
−1
µ˜1−1∏
j=1
(−1)µ˜
t
j−µ˜
t
j+1 = (−1)µ˜
t
1−1 = (−1)width(µ−λ),
where in the first equality we used the fact that λ˜tj = µ˜
t
j+1 − 1 for 1 ≤ j ≤
µ˜1 − 1 and λ˜
t
µ˜1
= 0. Combining the above results, we have∏
s∈λ˜
hλ˜,µ˜(s)
∏
s∈µ˜, s6=s˜∗
hµ˜,λ˜(s) = (−1)
width(µ−λ)
∏
s∈λ˜
hλ˜(s)
∏
s∈µ˜, s6=(1,1)
hµ˜(s).
Note that
hµ˜((1, 1)) = |µ− λ|.
Thus∏
s∈D∩λ
hλ,µ(s)
∏
s∈D,s6=s∗
hµ,λ(s) =
∏
s∈λ˜
hλ˜,µ˜(s)
∏
s∈µ˜, s6=s˜∗
hµ˜,λ˜(s)
= (−1)width(µ−λ)
∏
s∈λ˜
hλ˜(s)
∏
s∈µ˜, s6=(1,1)
hµ˜(s)
= (−1)width(µ−λ)
1
|µ− λ|
∏
s∈D∩λ
hλ(s)
∏
s∈D
hµ(s).
Therefore,
gλ,µ = (−1)
|λ|ǫ|λ|+|µ|
∏
s∈A∪B∪C
hλ,µ(s)hµ,λ(s)
∏
s∈D∩λ
hλ,µ(s)
∏
s∈D, s6=s∗
hµ,λ(s)
= (−1)|λ|
(−1)width(µ−λ)
|µ− λ|
ǫ|λ|+|µ|
∏
s∈A∪B∪C
hλ(s)hµ(s)
∏
s∈D∩λ
hλ(s)
∏
s∈D
hµ(s)
= (−1)|λ|
(−1)width(µ−λ)
|µ− λ|
hλhµǫ
|λ|+|µ|
=
(−1)width(µ−λ)
|µ− λ|
dλ,µ
as desired. 
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Let p(−n), n ∈ N+, be the operator on symmetric functions given by
multiplication by 1
n
pn, where pn is the power-sum symmetric function.
Lemma 5.2. With respect to the basis of Schur functions, the structure constants
of the operator p(−n) are given by
〈p(−n)sλ, sµ〉 =
{
gλ,µ
dλ,µ
if |µ− λ| = n,
0 otherwise.
Proof. By [16, Example I.3.11],
pnsλ =
∑
µ
(−1)width(µ−λ)sµ
where the sum is over all partitions µ ⊃ λ such that µ − λ is a border strip
of size n. Therefore, since the Schur functions form an orthonormal basis for
the symmetric functions,
〈p(−n)sλ, sµ〉 =
〈
1
n
pnsλ, sµ
〉
=
{
1
n
(−1)width(µ−λ) if µ− λ is a border strip of size n,
0 otherwise
=
{
gλ,µ
dλ,µ
if |µ| − |λ| = n,
0 otherwise.

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5.3. Combinatorics of the r-colored bosonic Fock space
Proposition 5.3. If I and J are semi-infinite monomials with c(I) = c(J) and
|λ(I l)| < |λ(J l)|, then
gl
I,J =
(−1)width(λ(J
l)−λ(Il))
|λ (J l)− λ (I l)|
dI,J
if λ(Iα) = λ(Jα) for all α 6= l and λ(J l) − λ(I l) is a border strip. Otherwise
gl
I,J = 0.
Proof. Note that gl
I,J = 0 unless |I
α| = |Jα| for α < l and |I l| 6= |J l| (due to
the presence of the factor γl
I,J) in which case
glI,J = gIl,Jl
∏
1≤α,β≤r
α6=l or β 6=l
(−1)|I
α|Xα,β
I,J X
α,β
J,I , (5.1)
where Xα,β
I,J is defined in Section 4.3. As in the proof of Proposition 4.5, for
all α 6= l we have Xα,α
I,J = 0 unless I
α = Jα. If Iα = Jα for all α 6= l, then
gl
I,J = gIl,Jl
∏
1≤α,β≤r
α6=l or β 6=l
(−1)|I
α|Xα,β
I,I
∏
1≤α,β≤r
α6=l or β 6=l
Xα,β
J,J .
By Proposition 5.1,
gIl,Jl =
(−1)width(λ(J
l)−λ(Il))
|λ(J l)− λ(I l)|
dIl,Jl =
(−1)width(λ(J
l)−λ(Il))
|λ(J l)− λ(I l)|
(−1)|I
l|X l,l
I,IX
l,l
J,J
if λ(J l) − λ(I l) is a border strip and is equal to zero otherwise. Thus, when
λ(J l)− λ(I l) is a border strip, we have
glI,J =
(−1)width(λ(J
l)−λ(Il))
|λ(J l)− λ(I l)|
r∏
α,β=1
(−1)|I
α|Xα,β
I,I X
α,β
J,J .
The result follows. 
Corollary 5.4. For n ∈ N+, we have〈
pl(−n)
(
qc(I
1)sλ(I1), . . . , q
c(Ir)sλ(Ir)
)
,
(
qc(J
1)sλ(J1), . . . , q
c(Jr)sλ(Jr)
)〉
={
gl
I,J
dI,J
if c(I) = c(J), |λ(J l)| − |λ(I l)| = n,
0 otherwise.
(5.2)
Proof. It follows easily from the definition of the bilinear form and the oper-
ators pl(−n) that the left side of (5.2) is equal to zero unless c(I) = c(J) and
Iα = Jα for all α 6= l. In this case, by Propositions 5.1 and 5.3,
gl
I,J
dI,J
=
gIl,Jl
dIl,Jl
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and the result follows from Lemma 5.2. 
5.4. Proof of the theorem
Proof of Theorem 3.14. Let n ∈ N+, I ∈ Mc(r, k)
T and J ∈ Mc(r, k + n)
T . By
Lemma 2.6,
〈P l(−n)[I], [J]〉 =
γl
I,J ∪ ctnv
(
Kc,c(r, |I|, |J|)(I,J)
)
eT (T
−
I
)eT (T
+
J
)
=
gl
I,J
dI,J
.
As in Section 4.4, we see that the operators P l(−n) (and hence their adjoints
P l(n)) preserve the subspace A. Let ϕ be the vector space isomorphism
A ∼= B given by ϕ([I]) = (qc
1
sλ(I1), . . . , q
crsλ(Ir)). It follows from Corol-
lary 5.4 that ϕ(P l(−n)[I])) = pl(−n)ϕ([I]). Since P l(n) and pl(n) are adjoint
to P l(−n) and pl(−n) respectively, we see that ϕ(P l(n)[I]) = pl(n)ϕ([I]) for
all n ∈ Z (the case n = 0 can be seen directly). The result follows. 
6. Vertex operators and geometry
6.1. A new geometric realization of the boson-fermion correspondence
From Theorems 3.6 and 3.14, we see that we have defined actions of the r-
colored Heisenberg and Clifford algebras on A ⊂
⊕
c,nH
2rn
T (Mc(r, n)). In
so doing, we obtain a natural geometrically defined isomorphism between
bosonic and fermionic Fock spaces. Under this isomorphism, the semi-infinite
monomial I corresponds to the element (qc(I
1)sλ(I1), . . . , q
c(Ir)sλ(Ir)) of bosonic
Fock space since both correspond to the element [I] ∈ Ac(r, |I|). Thismatches
up precisely with the classical (algebraic) boson-fermion correspondence.
The complexes defined in this paper also yield geometric analogues
of the vertex operators appearing in the boson-fermion correspondence as
follows. Let
H =
∏
c,d,n1,n2
H
2r(n1+n2)
T (Mc(r, n1)×Md(r, n2)).
We can think of elements ofH as formal (infinite) linear combinations of ele-
ments ofH
2r(n1+n2)
T (Mc(r, n1)×Md(r, n2)) for c,d ∈ Z
r , n1, n2 ∈ N. For l ∈
{1, . . . , r}, let N l be the operator on
∏
c,d,n1,n2
H∗T (Mc(r, n1) ×Md(r, n2))
that acts on H∗T (Mc(r, n1)×Mc(r, n2)) as γ
l(n2 − n1) id for n1 6= n2 and as
cl id for n1 = n2. It acts onH
∗
T (Mc(r, n1)×Md(r, n2)), c 6= d, as the identity
(its action on these pieces is actually irrelevant).
Now, the complex (3.1) can be considered as a complex over
M
def
=
⊔
c,d,n1,n2
Mc(r, n1)×Md(r, n2).
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Let K denote the vector bundle ker τ/ imσ onM and let B, B−, and B+ be
its restrictions to ⊔
c,n1,n2
Mc(r, n1)×Mc(r, n2),⊔
c,n1,n2 :n1<n2
Mc(r, n1)×Mc(r, n2), and⊔
c,n1,n2 :n1>n2
Mc(r, n1)×Mc(r, n2)
respectively. Then
N lctnv(B) = P
l(0) +
∑
n∈Z\{0}
|n|P l(n), (6.1)
γlctnv(B−) =
∑
n>0
P l(−n), and − γlctnv(B+) =
∑
n>0
P l(n) (6.2)
are elements ofH and are geometric versions of the usual bosonic vertex op-
erators. Note that while vertex operators usually involve a formal variable,
this can always be recovered by degree considerations. Also, when compar-
ing to the presentations in [8, 23], one must remember that the variables xi
used in the bosonic Fock space there correspond to pi/i.
Now, let F l and F l,∗ denote the restriction of K to⊔
c,n1,n2
Mc(r, n1)×Mc+1l(r, n2) and
⊔
c,n1,n2
Mc(r, n1)×Mc−1l(r, n2)
respectively. Then
ctnv(F
l) =
∑
n∈Z
Ψl(n) and ctnv(F
l,∗) =
∑
n∈Z
Ψl(n)∗ (6.3)
are elements of H and are geometric versions of the usual fermionic vertex
operators.
We introduce the usual normal ordering operator
: Ψl(k)Ψl(j)∗ :
def
=
{
Ψl(k)Ψl(j)∗ if j > 0,
−Ψl(j)∗Ψl(k) if j ≤ 0.
Also, for l ∈ {1, . . . , r}, define an operator Ql : A→ A by
Ql : Ac(r, n)→ Ac+1l(r, n), Ql([I]) = [J],
where J is the semi-infinite monomial of charge c + 1l = c(I) + 1l with
λ(J) = λ(I).
Proposition 6.1. We have
N lctnv(B) = : ctnv(F
l)ctnv(F
l,∗) :, (6.4)
ctnv(F
l) = Ql exp(γ
lctnv(B−)) exp(γ
lctnv(B+)), and (6.5)
ctnv(F
l,∗) = Q−1l exp(−γ
lctnv(B−)) exp(−γ
lctnv(B+)) (6.6)
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as formal operators on A. More precisely, if we decompose into blocks according
to the decomposition A =
⊕
c,nAc(r, n), the above equalities signify equality of
blocks Ac(r, n1)→ Ad(r, n2) for all c,d ∈ Z
r and n1, n2 ∈ N.
Proof. This follows from the (algebraic) boson-fermion correspondence. See,
for example, [23, Theorem 1.2] and note that our generators pl(m) of the
oscillator algebra are equal to 1|m|αl(m) for 1 ≤ l ≤ r,m ∈ Z \ {0}, where the
αl(m) are the generators used in [23]. One could also produce a geometric
proof of this result in the language of the current paper that mimics the
algebraic proof. 
Remark 6.2. We note the operatorsN lctnv(B), ctnv(F
l), and ctnv(F
l,∗) (more
precisely, their homogeneous components) preserve the integral formAZ =
SpanZ{[I]} of the Fock spaceA.
We refer to Equation (6.4) as geometric bosonization and to Equations (6.5)
and (6.6) as geometric fermionization. Note that the algebraic boson-fermion
correspondence involves the expression zp
l(0) (or zαl(0)) where z is the for-
mal variable appearing in the vertex operators. However, such factors are
unnecessary in the geometric formulation. Their role is played by the rel-
ative grading shift inherent in the definitions of our geometric operators.
More precisely, it arises from the fact that
P l(n)|Ac(r,k) ∈ H
2r(2k−n)
T (Mc(r, k)×Mc(r, k − n))
while
Ψl(n)|Ac(r,k) ∈ H
2r(2k+n−cl−1)
T (Mc(r, k)×Mc+1l(r, k + n− c
l − 1)), and
Ψl(n)∗|Ac(r,k) ∈ H
2r(2k−n+cl)
T (Mc(r, k)×Mc−1l(r, k − n+ c
l)).
6.2. Additional vertex operator constructions and future directions
Vertex operators entered the mathematical literature as a method of provid-
ing explicit constructions of integrable modules for affine Lie algebras. In
fact, the same integrable representation usually has several different vertex
operator realizations, all of which should acquire some geometric interpre-
tation using moduli spaces of sheaves on surfaces. For the basic level one
representation of an affine Lie algebra ĝ, vertex operator constructions are
parameterized by conjugacy classes of Heisenberg subalgebras ĥ ⊂ ĝ, which
correspond bijectively to conjugacy classes in the finite Weyl group. In the
case of the affine Lie algebra ĝlr, this means that there is one vertex opera-
tor construction of the basic representation for each conjugacy class in the
symmetric group Sr, and all of these vertex operators have been worked
out explicitly in [23] (see also [9, 11]). For the conjugacy class of the identity
element, the corresponding vertex operator construction of the basic repre-
sentation is known as the homogeneous realization [6, 22]. This construction
acquires a geometric interpretation in the context of the current paper using
an embedding of ĝlr into a completion of the r-colored Clifford algebra. We
expect that all of the vertex operators of the homogeneous realization have a
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natural geometric interpretation using the moduli spacesMc(r, n) and com-
plexes involving tautological bundles. Indeed, the r-colored Heisenberg al-
gebra action constructed in this paper defines the action of the homogeneous
Heisenberg subalgebra ĥhom ⊂ ĝlr.
It would be interesting to give geometric realizations of other vertex
operator constructions of the basic representation of ĝlr, using cyclic group
fixed point components of moduli spaces of framed sheaves on P2. For ex-
ample, the vertex operators of the principal realization corresponding to the
conjugacy class of the Coxeter element should acquire a geometric interpre-
tation using Zr-fixed point components of the moduli space of framed rank
1 sheaves on P2, which are Nakajima quiver varieties of type Âr−1. In this
context, Nakajima’s original Hecke operators will be identified with homo-
geneous components of vertex operators in the principal realization. Geo-
metric constructions of other realizations of the basic representation would
yield, as a corollary, a geometric interpretation of the vertex operators needed
for level-rank duality. We hope to say more about this in a future paper.
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