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KREIN SYSTEMS
D. ALPAY, I. GOHBERG, M.A. KAASHOEK, L. LERER, AND A. SAKHNOVICH
In memory of Mark Grigorievich Krein, with appreciation
of his many great discoveries, on the occasion of his Centennial.
Abstract. In the present paper we extend results of M.G. Krein asso-
ciated to the spectral problem for Krein systems to systems with matrix
valued accelerants with a possible jump discontinuity at the origin. Ex-
plicit formulas for the accelerant are given in terms of the matrizant of
the system in question. Recent developments in the theory of continuous
analogs of the resultant operator play an essential role.
1. Introduction
The following result is due to M.G. Krein, see [14]:
Theorem 1.1. Let T > 0, and let k be a scalar continuous and hermitian
function on the interval [−T,T] such that for each 0 < τ ≤ T the corre-
sponding convolution integral operator Tτ on L
1[0, τ ],
(1.1) (Tτf)(t) = f(t)−
∫ τ
0
k(t− s)f(s) ds, 0 ≤ t ≤ τ,
is invertible. Let γτ (t, s) denote the resolvent kernel
(1.2) γτ (t, s)−
∫ τ
0
k(t− v)γτ (v, s)dv = k(t− s), 0 ≤ t, s ≤ τ.
Consider the entire function
P(τ, λ) = eiλτ
(
1 +
∫ τ
0
e−iλxγτ (x, 0)dx
)
,(1.3)
P∗(τ, λ) = 1 +
∫ τ
0
eiλxγτ (τ − x, τ)dx.(1.4)
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Then with a(τ) = γτ (τ, 0) and for λ ∈ C it holds that
(1.5)


∂
∂τ
P(τ, λ) = iλP(τ, λ) + P∗(τ, λ)a(τ), 0 ≤ τ ≤ T,
∂
∂τ
P∗(τ, λ) = P(τ, λ)a(τ)∗.
Putting Y (τ, λ) =
[P(τ, λ) P∗(τ, λ)], the system (1.5) can be rewritten
as
(1.6)
∂
∂τ
Y (τ, λ) = Y (τ, λ)
(
iλ
[
Ir 0
0 0
]
+
[
0 a(τ)
a(τ)∗ 0
])
.
Here τ ∈ [0,T]. We call (1.6) a Krein system when, as in (1.5), the func-
tion a is given by a(τ) = γτ (τ, 0), where γτ (t, s) is the resolvent kernel
corresponding to some k on [−T,T] with the properties described in the
Theorem 1.1. In that case, following Krein, the function k is called an ac-
celerant for (1.6), and we shall refer to a as the potential associated with
the accelerant k. The functions P(τ, ·), P∗(τ, ·) are called Krein orthogonal
functions at τ associated to the weight δ − k, where δ is the delta function.
In this paper we prove the analogue of Theorem 1.1 for systems with
accelerants that are allowed to have a jump discontinuity at the origin. We
also present explicit formulas for determining the unique accelerant k from
the given potential a. As for continuous accelerants in [14], the results are
proved not only for scalar functions but also for the matrix-valued case,
when in (1.5) the functions P, P∗ and a are Cr×r–valued.
The result expressing the accelerant in terms of the potential referred to
in the previous paragraph is based on a recent theorem involving a certain
analog R(B,D) of the resultant operator for a class of entire matrix func-
tions B and D. The resultant R(B,D) is defined as follows (see Section 3
for more details). Let B and D be of the form
B(λ) = Ir +
∫ 0
−τ
eiλub(u)du and D(λ) = Ir +
∫ τ
0
eiλud(u)du,
where the functions b and d belong respectively to Lr×r1 [−τ, 0] and Lr×r1 [0, τ ].
The resultant of B and D is the operator defined on the space Lr×r1 [−τ, τ ]
by:
(R(B,D)q)(u) =


q(u) +
∫ τ
−τ
d(u− s)q(u)du, 0 ≤ u ≤ τ,
q(u) +
∫ τ
−τ
b(u− s)q(u)du, −τ ≤ u < 0.
Let us now state our main results.
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Theorem 1.2. Let k be a r × r-matrix valued accelerant on [−T,T], with
possibly a jump discontinuity at the origin, and let γτ (t, s) be the correspond-
ing resolvent kernel as in (1.2). Put
P(τ, λ) = eiλτ
(
Ir +
∫ τ
0
e−iλxγτ (x, 0)dx
)
(1.7)
P∗(τ, λ) = Ir +
∫ τ
0
eiλxγτ (τ − x, τ)dx.(1.8)
Then a(τ) = γτ (0, τ), with 0 < τ ≤ T, extends to a continuous function on
[0,T] and
Y (τ, λ) =
[P(τ, λ) P∗(τ, λ)] ,
satisfies the Krein system (1.6) with potential a.
For our second main result we need the matrizant of (1.6). By definition,
this is the unique C2r×2r–valued solution U(τ, λ) of (1.6) satisfying the initial
condition U(0, λ) ≡ I2r.
Theorem 1.3. Let k be a r × r-matrix valued accelerant on [−T,T], with
possibly a jump discontinuity at the origin, and let a be the corresponding
potential. Then k is uniquely determined by a, and k can be obtained from
a in the following way. Let U(τ, λ) be the matrizant of (1.6), and put
F (λ) = eiλT
[
Ir Ir
]
U(T,−λ)
[
Ir
0
]
, G(λ) =
[
Ir Ir
]
U(T,−λ)
[
0
Ir
]
.
Then F and G are entire r × r matrix functions of the form
F (λ) = Ir +
∫
T
0
f(x)eiλx dx, G(λ) = Ir +
∫ 0
−T
g(x)eiλx dx,
where f and g are continuous Cr×r-valued functions on [0,T] and [−T, 0],
respectively. Moreover, the resultant operator R(F ♯, G♯) is invertible, and
the function k is given by the formula
(1.9) k = [R(F ♯, G♯)]−1q.
Here F ♯(λ) = F (λ¯)∗ and G♯(λ) = G(λ¯)∗, where the superscript ∗ means
taking adjoints. Finally, q is the function on the interval [−T,T] given by
q(x) =
{
f(−x)∗, −T ≤ x < 0,
g(−x)∗, 0 ≤ x ≤ T.
To prove Theorem 1.2 we use in an essential way the results of [12]. The
proof of Theorem 1.3 is based on recent results of [7] on the continuous
analog of the resultant.
In each of the two theorems above our starting point is a given accelerant.
In a next paper we plan to study the inverse situation, which includes, in
particular, the question whether or not a continuous potential is always
generated by an accelerant.
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Let us illustrate Theorem 1.2 with an example. Take k to be
(1.10) k(t) =
{
i, if t ∈ [0,T],
−i, if t ∈ [−T, 0].
Clearly, k is continuous with a jump discontinuity at zero, and k is hermitian.
Note that this function is of the form
(1.11) k(t) =
{
iCe−itA(I − P )B, t ∈ [0,T],
−iCe−itAPB, t ∈ [−T, 0],
with
A =
[
0 0
0 0
]
, P =
[
0 0
0 1
]
, and C = B∗ =
[
1 1
]
.
The formulas from [4] allow us to show that for this k the integral operator
Tτ in (1.1) is invertible for τ <
π
2 . Hence k is an accelerant on [−T,T]
whenever T < π2 . Furthermore, again using the formulas from [4], one
computes that for each τ < π2 the resolvent kernel associated to k, that is,
the solution γτ (t, s) of (1.2), is given by
γτ (t, s) =


ie2i(t−s)
1 + e2iτ
, 0 ≤ s < t ≤ τ,
−ie2i(t−s)
1 + e−2iτ
, 0 ≤ t < s ≤ τ.
Direct computations show then that the functions P and P∗ defined by the
formulas (1.5) are equal to
P(τ, λ) = eiλτ + 2
1 + e2iτ
e2iτ − eiλτ
2− λ ,
P∗(τ, λ) = 1 + 2
1 + e2iτ
e2iτ − eiλτ
2− λ ,
and that these functions satisfy the system (1.5) with
(1.12) a(τ) =
2i
1 + e−2iτ
, τ ∈ [0,T].
Other examples will be given in the final two sections of the paper.
We now give the outline of the paper. The rest of the paper consists of
five sections. In Section 2 we show that a Krein system can be associated to
accelerants with jump discontinuities and prove Theorem 1.2. In Section 3
we review the notion of continuous analogue of the resultant and state the
results from [7] used in this paper. The proof of Theorem 1.3 is given in
Section 4. The last two sections present examples. In Section 5 we consider
the case of accelerants k of the form (1.11), where A,B and C are matrices
of appropriate sizes and P is a projection commuting with A. This includes
in particular the case when the Fourier transform of k (considered as a
function on R) is a rational matrix–valued function vanishing at infinity.
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Such functions k have in general a jump discontinuity at the origin. In
Section 6 a class of continuous accelerants is elaborated.
2. Krein system for accelerants with jump discontinuity
and proof of Theorem 1.2
In the proof of Theorem 1.1 an important role is played by the equations
∂
∂τ
γτ (t, s) = γτ (t, τ)γτ (τ, s), 0 ≤ s, t ≤ τ,(2.1)
∂
∂τ
γτ (τ − t, τ − s) = γτ (τ − t, 0)γτ (0, τ − s), 0 ≤ t, s ≤ τ.(2.2)
Equation (2.1) is called the Krein-Sobolev identity. The second equation
is obtained by replacing in equation (1.2) the function k(t) by k(−t). The
corresponding resolvent kernel is equal to γτ (τ−t, τ−s), as can be seen by a
change of variables; see the discussion [5, p. 450] and in particular equation
(3.5) there. The above equations have been used by M.G. Krein in [15] to
deduce his system (1.5) in the case of a continuous accelerant.
It is known [13, Section 7.3, p. 187] that continuity of the accelerant is not
necessary to insure that the Krein-Sobolev identity holds. In fact, when k
has a jump discontinuity at the origin appropriate generalizations of (2.1)-
(2.2) have been established in [12].
Before presenting the proof of Theorem 1.2, we first review the necessary
results from [12]. In what follows k is a r × r accelerant on [−T,T] with a
possible jump discontinuity at the origin and γτ (t, s) is the corresponding
resolvent kernel as in (1.2). From [12] we know that the function (t, s, τ) 7→
γτ (t, s) is continuous on the domain 0 ≤ s < t ≤ T, 0 < τ ≤ T and
on the domain 0 ≤ t < s ≤ T, 0 < τ ≤ T. Moreover, (t, s, τ) 7→ γτ (t, s)
admits continuous extensions on the closures of these domains. In particular,
a(τ) = γτ (τ, 0) is continuous on the left open interval (0,T] and has a
continuous extension to the closed interval [0,T].
Next, we consider the modifications of equations (2.1)–(2.2). Using the
fact that k has a jump discontinuity at the origin, we let k+ be the function
equal to k for t 6= 0
k+(0) = lim
h→0
h>0
k(h).
Similarly, let k− be the function equal to k for t 6= 0 and defined at the
origin by
k−(0) = lim
h→0
h<0
k(h).
One defines γuτ (t, s) and γ
l
τ (t, s) to be the resolvent equations corresponding
to the function k+(t) and k−(t) respectively. Note that, for t 6= s,
(2.3) γτ (t, s) = γ
u
τ (t, s) = γ
l
τ (t, s).
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It is proved in [12] that
∂
∂τ+
γuτ (t, s) = γ
u
τ (t, τ)γ
l
τ (τ, s), 0 ≤ s, t ≤ τ,(2.4)
∂
∂τ+
γlτ (t, s) = γ
u
τ (t, τ)γ
l
τ (τ, s), 0 ≤ s, t ≤ τ,(2.5)
and
∂
∂τ−
γuτ (t, s) = γ
u
τ (t, τ)γ
l
τ (τ, s), 0 ≤ s, t ≤ τ,(2.6)
∂
∂τ−
γlτs(t, s) = γ
u
τ (t, τ)γ
l
τ (τ, s) 0 ≤ s, t ≤ τ,(2.7)
where ∂
∂+
and ∂
∂−
stand for derivatives from the right and from the left,
respectively. See [12, (3.6)-(3.7) p. 274, and p. 278]. It follows that (2.2)
becomes
∂
∂τ+
γuτ (τ − t, τ − s) = γuτ (τ − t, 0)γlτ (0, τ − s),(2.8)
∂
∂τ+
γlτ (τ − t, τ − s) = γuτ (τ − t, 0)γlτ (0, τ − s),(2.9)
where 0 ≤ t, s ≤ τ , and
∂
∂τ−
γuτ (τ − t, τ − s) = γuτ (τ − t, 0)γlτ (0, τ − s),(2.10)
∂
∂τ−
γlτ (τ − t, τ − s) = γuτ (τ − t, 0)γlτ (0, τ − s),(2.11)
also for 0 ≤ t, s ≤ τ .
Proof of Theorem 1.2. We have already proved the continuity of the
potential a on [0,T].
Let P and P∗ be defined by (1.7) and (1.8). Note that, in view of (2.3),
one can replace γτ by γ
u
τ or γ
l
τ in the expressions for P and P∗. Then, using
the Krein-Sobolev identity (2.4), we have for τ > 0:
∂
∂τ+
P(τ, λ) = iλP(τ, λ) + eiλτ ∂
∂τ+
∫ τ
0
e−iλxγτ (x, 0) dx
= iλP(τ, λ) + γτ (τ, 0) +
∫ τ
0
eiλ(τ−x)
∂
∂τ+
γτ (x, 0) dx
= iλP(τ, λ) + γτ (τ, 0) +
∫ τ
0
eiλ(τ−x)γuτ (x, τ)γ
l
τ (τ, 0) dx
= iλP(τ, λ) +
(
In +
∫ τ
0
eiλ(τ−x)γτ (x, τ) dx
)
γτ (τ, 0)
= iλP(τ, λ) +
(
In +
∫ τ
0
eiλxγτ (τ − x, τ) dx
)
γτ (τ, 0)
= iλP(τ, λ) + P∗(τ, λ)γτ (τ, 0).
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Here we removed the superscripts u and l using (2.3) and using the fact that
the value of an integral does not depend on the value of the integrand at
one point. Using now (2.10) we obtain in a similar way that
∂
∂τ−
P(τ, λ) = iλP(τ, λ) + P∗(τ, λ)γτ (τ, 0).
It follows that ∂
∂τ
P(τ, λ) exists and that the first equality in (1.5) holds.
Analogously, using the (2.8) and (2.10), we have
∂
∂τ±
P∗(τ, λ) = ∂
∂τ±
∫ τ
0
eiλxγτ (τ − x, τ) dx
= eiλτγτ (0, τ) +
∫ τ
0
eiλx
∂
∂τ±
γτ (τ − x, τ) dx
= eiλτγτ (0, τ) +
∫ τ
0
eiλxγτ (τ − x, 0)γτ (0, τ) dx
= eiλτ
(
Ir +
∫ τ
0
eiλ(x−τ)γτ (τ − x, 0) dx
)
γτ (0, τ),
= eiλτ
(
Ir +
∫ τ
0
eiλxγτ (x, 0) dx
)
γτ (0, τ)
= P(τ, λ)γτ (0, τ).
Since k is hermitian, we have γτ (0, τ) = γτ (τ, 0)
∗. Thus P and P∗ satisfy
(1.5), and hence Y (τ, λ) =
[P(τ, λ) P∗(τ, λ)] satisfies (1.6). 2
3. Intermezzo: The continuous analogue of the resultant
We review here the results of [7] needed in the proof of Theorem 1.3. The
definition of the resultant operator R(B,D) has already been given in the
introduction. Consider an entire matrix function of the form
(3.1) L(λ) = Ir +
∫ τ
0
eiλxℓ(x)dx, ℓ ∈ Lr×r1 [0, τ ].
With a slight abuse of terminology, following [7], we call L(λ) a Krein or-
thogonal matrix function if there exists a hermitian Cr×r–valued function
k ∈ Lr×r1 [−τ, τ ] such that
ℓ(t)−
∫ τ
0
k(t− u)ℓ(u) du = k(t), 0 ≤ t ≤ τ.
In that case we refer to δ − k as the associate weight. The following result
is proved in [7, Theorem 5.6].
Theorem 3.1. Let L be a Cr×r-valued entire function of the form (3.1).
Then there exists a hermitian matrix function k ∈ Lr×r1 [−τ, τ ] such that L
is the Krein orthogonal matrix function with weight δ−k if and only if there
exists a matrix function M of the form
(3.2) M(λ) = Ir +
∫ τ
0
eiλum(u)du, m ∈ Lr×r1 [0, τ ],
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such that the following two conditions are satisfied:
L(λ)L♯(λ) =M ♯(λ)M(λ), λ ∈ C,(3.3)
KerL♯(λ) ∩KerM(λ) = {0} , λ ∈ C.(3.4)
Furthermore, when these conditions hold, the function k is given by the
formula
(3.5) k =
[
R(L♯,M)
]−1
q, q(u) =
{
ℓ(−u)∗, −τ ≤ u ≤ 0,
m(u), 0 ≤ u ≤ τ.
In [7] the above theorem is derived as a corollary of the following somewhat
more general theorem ([7, Theorem 5.5]).
Theorem 3.2. Given ℓ,m ∈ Lr×r1 [0, τ ], put
L(λ) = Ir +
∫ τ
0
eiλuℓ(u)du, M(λ) = Ir +
∫ τ
0
eiλum(u)du.
Then there is a hermitian matrix function k ∈ Lr×r1 [−τ, τ ] such that
ℓ(t)−
∫ τ
0
k(t− u)ℓ(u) du = k(t), 0 ≤ t ≤ τ,(3.6)
m(t)−
∫ τ
0
m(u)k(t− u) du = k(t), 0 ≤ t ≤ τ,(3.7)
if and only if the two conditions (3.3) and (3.4) are satisfied, and in that
case the function k is uniquely determined by (3.5).
In general, a Krein orthogonal matrix function L may have many different
weights. This is reflected by the fact that given L as in Theorem 3.1 there
may be many different functions M of the form (3.2) satisfying (3.3) and
(3.4). However, as soon asM is fixed, then the weight is uniquely determined
by (3.5) (as we see from Theorem 3.2).
Remark. If in (3.5) the functions ℓ and m are continuous on the interval
[0, τ ], then the function q in the right hand side of (3.5) is a continuous
function on [−τ, τ ] with a possible jump discontinuity at zero. This implies
that the function k defined by (3.5) is also continuous on [−τ, τ ] with a
possible jump discontinuity at zero.
4. Proof of Theorem 1.3
Throughout this section k is a r × r-matrix valued accelerant on [−T,T],
with possibly a jump discontinuity at the origin, and we consider the Krein
system (1.6) with the potential a defined by k. Furthermore U(τ, λ) will be
the matrizant of (1.6).
Our aim is to prove Theorem 1.3. As in Theorem 1.3, put
F (λ) = eiλT
[
Ir Ir
]
U(T,−λ)
[
Ir
0
]
, G(λ) =
[
Ir Ir
]
U(T,−λ)
[
0
Ir
]
.
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First let us show that
(4.1) F (λ) = eiλTP(T,−λ) and G(λ) = P∗(T,−λ),
where P(T, λ) and P∗(T, λ) are defined by (1.7) and (1.8) with τ = T. To
obtain (4.1) note that for each λ ∈ C the two r × 2r matrix functions[
Ir Ir
]
U(τ, λ) and
[P(τ, λ) P∗(τ, λ)]
satisfy the linear differential equation (1.6), and at τ = 0 both functions are
equal to
[
Ir Ir
]
. Thus both have the same initial condition at τ = 0. It
follows that these two functions coincide on 0 ≤ τ ≤ T. For τ = T this
yields the identities in (4.1).
Using (4.1), we see from the formulas for P and P∗ in (1.7) and (1.8) that
(4.2) F (λ) = Ir +
∫
T
0
f(x)eiλxdx, G(λ) = Ir +
∫ 0
−T
g(x)eiλxdx,
with f(x) = γT(x, 0) on 0 ≤ x ≤ T and g(x) = γT(T+x,T) on the interval
−T ≤ x ≤ 0. In particular, the functions f and g are continuous on their
respective domains as desired.
It remains to prove (1.9). To do this we first derive the following lemma.
Lemma 4.1. The functions P and P∗ given by (1.7) and (1.8), respectively,
satisfy the identity
(4.3) P(τ, λ)P♯(τ, λ) = P∗(τ, λ)P♯∗(τ, λ) (0 ≤ τ ≤ T, λ ∈ C).
Furthermore, for each 0 ≤ τ ≤ T the left hand side in the above identity
is a right canonical factorization (that is, for each 0 ≤ τ ≤ T the function
detP(τ, λ) has no zero in the closed lower half plane) while the right side
is a left canonical factorization (that is, for each 0 ≤ τ ≤ T the function
detP∗(τ, λ) has no zero in the closed upper half plane).
Proof. Fix 0 ≤ τ ≤ T. Recall that the integral operator Tτ defined by (1.1)
is selfadjoint and invertible. Let aτ , bτ , bτ , dτ be the L
1-functions defined
by
aτ (t)−
∫ τ
0
k(t− u)aτ (u) du = k(t), 0 ≤ t ≤ τ,
bτ (t)−
∫ 0
−τ
bτ (u)k(t − u) du = k(t), −τ ≤ t ≤ 0,
cτ (t)−
∫ 0
−τ
k(t− u)cτ (u) du = k(t), −τ ≤ t ≤ 0,
dτ (t)−
∫ τ
0
dτ (u)k(t − u) du = k(t), 0 ≤ t ≤ τ,
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and put
Aτ (λ) = I +
∫ τ
0
eiλsaτ (s) ds, Bτ (λ) = I +
∫ 0
−τ
eiλsbτ (s) ds,
Cτ (λ) = I +
∫ 0
−τ
eiλscτ (s) ds, Dτ (λ) = I +
∫ τ
0
eiλsdτ (s) ds.
In terms of the resolvent kernel γτ (t, s) associated with k we have
aτ (x) = γτ (x, 0), bτ (−x) = γτ (0, x) (0 ≤ x ≤ τ);
cτ (x) = γτ (τ + x, τ) dτ (−x) = γτ (τ, τ + x) (−τ ≤ x ≤ 0).
Note that in this terminology, the functions P and P∗ given by (1.7) and
(1.8) are equal to
(4.4) P(τ, λ) = eiλτAτ (−λ), P∗(τ, λ) = Cτ (−λ).
From Theorem 5.3 in [7] we know that
(4.5) Aτ (λ)Bτ (λ) = Cτ (λ)Dτ (λ), KerBτ (λ) ∩KerDτ (λ) = {0}.
Next recall that k is hermitian. This implies that
bτ (−x) = aτ (x)∗, cτ (−x) = dτ (x)∗ (0 ≤ x ≤ τ),
and hence A♯τ (λ) = Bτ (λ) and D♯τ (λ) = Cτ (λ). In particular, (4.5) reduces
to
(4.6) Aτ (λ)A♯τ (λ) = D♯τ (λ)Dτ (λ), KerA♯τ (λ) ∩KerDτ (λ) = {0}.
Finally, since for each 0 ≤ τ ≤ T the operator Tτ in (1.1) is selfadjoint and
invertible, it follows that Tτ is strictly positive for each 0 ≤ τ ≤ T. Then
we know (using the theory of Krein orthogonal functions; see Theorem 8.1.1
in [6]) that the function detAτ (λ) has no zero in the closed upper half
plane, and the function detD♯τ (λ) has no zero in the closed lower half plane.
Thus Aτ (λ)A♯τ (λ) is a left canonical factorization and D♯τ (λ)Dτ (λ) is a right
canonical factorization. Using (4.4) the above remarks provide the proof of
the lemma. 2
We are now ready to prove (1.9). From (4.1) and (4.3) it follows that
(4.7) F (λ)F ♯(λ) = G(λ)G♯(λ).
Moreover the left hand side of this identity is a left canonical factorization
and the right hand side is a right canonical factorization. In particular,
KerF ♯ ∩ KerG♯ = {0}. This allows us to apply Theorem 3.2 with τ = T,
ℓ(u) = f(u) and m(u) = g(−u)∗, where the functions f and g are as in (4.2).
In other words, we apply L = F and M = G♯. It follows that there exists a
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unique hermitian k˜ ∈ Lr×r1 [−T,T] such that
f(t)−
∫
T
0
k˜(t− s)f(s) ds = k˜(t), 0 ≤ t ≤ T,(4.8)
g(t)−
∫ 0
−T
k˜(t− s)g(s) ds = k˜(t), −T ≤ t ≤ 0.(4.9)
Moreover, k˜ is given by the formula
k˜ = [R(F ♯, G♯)]−1q with q(x) =
{
f(−x)∗, −T ≤ x ≤ 0,
g(−x)∗, 0 ≤ x ≤ T.
Since f(x) = γT(x, 0) on 0 ≤ x ≤ T and g(x) = γT(T+x,T) on the interval
−T ≤ x ≤ 0, we know from the proof of Lemma 4.1 that (4.8) and (4.9)
also hold with k˜ being replaced by the original accelerant k. But then, by
the uniqueness statement in Theorem 3.2, the functions k˜ and k coincide.
Thus (1.9) holds, which completes the proof of Theorem 1.3.
Remark. In the proof of Lemma 4.1 we used in an essential way the accel-
erant and its properties. However, this is not necessary. It is possible to give
a proof of Lemma 4.1 without any reference to the accelerant. In fact, such
a proof can be obtained by using the properties of a canonical differential
systems of Dirac type. To see this note that e−iτλY (τ,−2λ¯)∗ is a solution of
a canonical differential system of Dirac type with potential v(τ) = −ia(τ)
whenever Y (τ, λ) is a solution of (1.6). We will come back to this in a later
paper.
5. An example with jump discontinuity: the rational case
In this section we consider the case where the accelerant is of the form
(5.1) k(t) =
{
iCe−itA(I − P )B, t > 0,
−iCe−itAPB, t < 0.
In this expression, A,B and C are matrices of appropriate sizes and P is a
projection commuting with A. Motivation for such a form originates with
linear system theory. Indeed, let W be a rational Cp×q-valued function,
analytic at infinity. Then, as is well-known, W admits a realization of the
form
W (λ) = D + C(λIN −A)−1B,
where D =W (∞) and (A,B,C) ∈ CN×N ×CN×q×Cp×N . Assume further-
more that A has no real eigenvalues. Then, the function W belongs to the
Wiener algebra, and
W (λ) = D +
∫
R
eiλtk(t)dt,
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where k is of the form (5.1) with P being the Riesz projection corresponding
to the eigenvalues of A in the upper–half plane. Note that, in general,
functions k of the form (5.1) need not have summable entries.
In this section we first take
(5.2) A =
[
a× −bb∗
0 a×∗
]
, B =
[
b
c∗
]
, C =
[−c −b∗] ,
where (a, b, c) ∈ Cn×n × Cn×k × Ck×n, and throughout it is assumed that
the spectra of a and a× = a− bc are both in the open upper half-plane. For
P we take the Riesz projection of A corresponding to the eigenvalues in the
upper–half plane. In other words P is given by
(5.3) P =
[
I iΩ
0 0
]
,
where Ω is the unique solution of the Lyapunov equation
(5.4) i(Ωa×∗ − a×Ω) = bb∗.
With A,B,C and P as in (5.2) and (5.3), the function
(5.5) W (λ) = Ir +
∫
R
eiλtk(t)dt
is positive definite on the real line. Conversely, any rational r × r matrix
functionW which is positive definite on the real line and analytic at infinity
with W (∞) = Ir can be represented in this way (see [1]).
Proposition 5.1. When k is of the form (5.1) with A,B,C and P being
given by (5.2) and (5.3), then k is an accelerant on each interval [−T,T].
Moreover, in this case the corresponding potential is given by
(5.6) a(τ) = i
(
(In +Ω(Y − e−iτa∗Y aiτa))−1(b+ iΩc∗)
)∗
,
where Ω is given by (5.4), and where Y is the solution of the Lyapunov
equation
(5.7) i(Y a− a∗Y ) = −c∗c.
Proof. The fact that the function W in (5.5) is positive definite on the
real line implies that for each τ the integral operator Tτ in (1.1) is strictly
positive. Hence k is an accelerant on each interval [−T,T].
Using Theorem 4.1 in [4] one computes that in this setting
γτ (0, τ) = −iC(Pe−iτ(A−BC)
∣∣
Im P
)−1PB.
Since A,B and C are given by (5.2), we have
A−BC =
[
a 0
c∗c a∗
]
.
It then follows, as computed in [1, p.15], that
γτ (0, τ) = −i(In +Ω(Y − e−iτa∗Y aiτa))−1(b+ iΩc∗),
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where Ω and Y are given by (5.4) and (5.7), respectively. Since the potential
is given by a(τ) = γτ (τ, 0) and γτ (τ, 0) = γτ (0, τ)
∗, we see that a is given
by (5.6). 2
Next we assume that the matrices A, B, and C in (5.1) are given by
(5.8) A = 2
[
β∗ γ2γ
∗
2
0 β
]
, B =
√
2
[
γ2
γ1
]
, C =
√
2
[
γ∗1 γ
∗
2
]
,
where β is a square matrix of order n, and γ1 and γ2 are matrices of sizes
n× r. Furthermore, we assume that β∗− β = iγ2γ∗2 . A triple of matrices β,
γ1 and γ2 with these properties will be called admissible. For the matrix P
in (5.1) we take
(5.9) P =
[
In −iIn
0 0
]
.
The fact that the triple of matrices β, γ1 and γ2 is assumed to be admissible
implies that with A,B,C and P as in (5.8) and (5.9), the function (5.5) is
positive semi-definite on the real line. Conversely, any rational r× r matrix
function W which is positive semi-definite on the real line and analytic at
infinity with W (∞) = Ir can be represented in this way (see [9], also [10]).
For information about the connection between the matrices A, B, C and
P in (5.2) and (5.3) and those in (5.8) and (5.9), we refer to the introduction
of [3].
Proposition 5.2. Let β, γ1 and γ2 be an admissible triple, and put
(5.10) k(t) = −2(γ1 + iγ2)∗e−2itβγ1, k(−t) = k(t)∗ (t > 0).
Then k is an accelerant on each interval [−T,T], and the corresponding
potential is given by
(5.11) a(τ) = −2(γ1 + iγ2)∗e−iτα∗Σ(τ)−1e−iταγ1, α = β − γ1γ∗2 ,
where
(5.12) Σ(t) = In +
∫ t
0
Λ(s)Λ(s)∗ ds, Λ(t) =
[
e−itαγ1 −eitα(γ1 + iγ2)
]
.
Proof. Let A,B,C and P be given by (5.8) and (5.9). Put
S =
[
In iIn
0 In
]
.
Then S is invertible, and one computes that
A = S
[
2β∗ 0
0 2β
]
S−1, B =
√
2S
[−i(γ1 + iγ2)
γ1
]
,
C =
√
2
[
γ∗1 i(γ1 + iγ2)
∗
]
S−1, P = S
[
In 0
0 0
]
S−1.
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It follows that
iCe−itA(I − P )B = 2i [γ∗1 i(γ1 + iγ2)∗]
[
0 0
0 e−2itβ
] [−i(γ1 + iγ2)
γ1
]
= −2(γ1 + iγ2)∗e−2itβγ1.
Analogously
−iCe−itAPB = −2i [γ∗1 i(γ1 + iγ2)∗]
[
e−2itβ
∗
0
0 0
] [−i(γ1 + iγ2)
γ1
]
= −2γ∗1e−2itβ
∗
(γ1 + iγ2).
It follows that k given by (5.10) can be written in the form (5.1) withA,B,C,
and P as in (5.8) and (5.9).
Next, we consider A× = A−BC. We have
A× = 2
[
α∗ 0
−γ1γ∗1 α
]
, where α = β − γ1γ∗2 .
The proof of Proposition 4.1 in [9] shows that
Pe−itA
× |Im P = e−itαΣ(t)e−itα∗ , t ≥ 0.
Since Σ(t) is positive definite, the matrix Σ(t) is invertible. Hence the
map Pe−itA
× |Im P , viewed as an operator acting on Im P , is invertible. By
Theorem 4.3 in [4] this implies that for our k the integral operator Tτ given
by (1.1) is invertible for each τ , and
γτ (0, τ) = −iC(Pe−iτ(A−BC)
∣∣
Im P
)−1PB
= −2γ∗1eiτα
∗
Σ(τ)−1eiτα(γ1 + iγ2).
Here we used that
PB =
√
2
[−i(γ1 + iγ2)
0
]
, C|Im P =
√
2γ∗1 .
Since the potential is given by a(τ) = γτ (τ, 0) and γτ (τ, 0) = γτ (0, τ)
∗, we
see that a is given by (5.11). 2
Remark. Note that the two propositions in this section do not cover the
example presented in the introduction. Indeed, when k is given by (1.10),
then k is not an accelerant for [−π/2, π/2].
6. Another class of potentials
We now consider the case where the Cr×r-valued accelerant k admits a
representation of the form
(6.1) k(t) = CetAB, t ∈ [−T,T],
where A,B and C are matrices of appropriate sizes. We assume that there
exists a hermitian matrix H such that
(6.2) HA+A∗H = 0 and C = B∗H.
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The latter implies that k(t)∗ = k(−t) on [−T,T], and hence k is a hermitian
kernel. Under certain minimality conditions the converse statement is also
true. More precisely, if k given by (6.1) with the pair (A,B) being control-
lable and the pair (C,A) being observable, then k(t)∗ = k(−t) implies that
there exists a unique invertible hermitian matrix H such that (6.2) holds.
Let τ ∈ (0,T]. As proved in [8], equation (1.2) has a unique solution if
and only if the matrix
(6.3) Mτ = I −
∫ τ
0
e−sABCesAds
is invertible. When this is the case, we have:
(6.4) γτ (t, s) = Ce
tAM−1τ e
−sAB, s, t ∈ [−τ, τ ].
Proposition 6.1. Assume k is given by (6.1), and let H be a hermitian
matrix H such that (6.2) holds. Then k is an accelerant if and only if
the matrix Mτ in (6.3) is non-singular for 0 ≤ τ ≤ T. In that case the
corresponding potential is given by
(6.5) a(t) = CetAM−1t B, 0 < t ≤ T,
and the functions
P(τ, λ) = eiλτ Ir + C(A− iλIr)−1
{
eτA − eiλτ Ir
}
M−1τ B,
P∗(τ, λ) = Ir + C(A− iλIr)−1
{
eτA − eiλτ Ir
}
M−1τ e
−τAB,
are the associate Krein orthogonal matrix functions.
Proof. Since k is hermitian, the operator Tτ will be strictly positive if and
only Tτ is invertible. The latter happens if and only if Mτ is non singular.
Thus k is an accelerant if and only if Mτ is non-singular for 0 ≤ τ ≤ T.
Assume k to be an accelerant. Then the potential is given by a(t) =
γt(t, 0) on (0,T]. Using (6.4), this yields (6.5). Furthermore, the associate
Krein orthogonal function P for k can be computed as follows:
P(τ, λ) = eiλτ
(
Ir +
∫ τ
0
e−iλxγτ (x, 0)dx
)
= eiλτ
(
Ir +
∫ τ
0
e−iλxCexAM−1τ Bdx
)
= eiλτ
(
Ir + C
(∫ τ
0
e−iλxexAdx
)
M−1τ B
)
= eiλτ
(
Ir + C(A− iλI)−1
{
eτ(A−iλ) − Ir
}
M−1τ B
)
= eiλτ Ir + C(A− λI)−1
{
eτA − eiλτIr
}
M−1τ B.
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Analogously,
P∗(τ, λ) = Ir +
∫ τ
0
eiλxγτ (τ − x, τ)dx
= Ir +
∫ τ
0
eiλxCe(τ−x)AM−1τ e
−τABdx
= Ir + Ce
τA
(∫ τ
0
eiλxe−xAdx
)
M−1τ e
−τAB
= Ir + Ce
τA
(
(iλ−A)−1e(iλ−A)τ − (iλ−A)−1
)
M−1τ e
−τAB
= Ir + C(A− iλIr)−1
(
eτA − eiλτ Ir
)
M−1τ e
−τAB.
This completes the proof. 2
Corollary 6.2. Assume k is given by (6.1), and assume that (6.2) holds
with H = −I. Then k is an accelerant. In particular, if rj > 0 and βj ∈ R
for j = 1, . . . , n, then the function
(6.6) k(t) = −
n∑
ν=1
rne
iβνt
is an accelerant for each each interval [−T,T].
Proof. From H = −I, we see that the matrix Mτ in (6.3) can be rewritten
as
Mτ = I +
∫ τ
0
(
CesA
)∗ (
CesA
)
ds.
It follows that Mτ is positive definite and hence non-singular for each τ ≥ 0.
Thus k is an accelerant by Proposition 6.5 above.
Next, consider the function k in (6.6). Since rj > 0 and βj ∈ R for each
j = 1, . . . , n, we can represent k as in (6.1) by taking
A = diag (iβ1, iβ2, . . . , iβn), C =
[√
r1
√
r2 · · · √rn
]
, B = −C∗.
But then (6.2) holds with H = I. By the result of the first paragraph, this
shows that k is an accelerant on [−T,T] for each T > 0. 2
From (6.3) it follows that
(6.7) M ′τ =
d
dτ
Mτ = −e−τABCeτA.
This together with the explicit formula (6.4) allows one to give a direct proof
of the Krein-Sobolev equation (2.1) and of equation (2.2) for accelerants as
in (6.1).
The class of accelerants considered in this section includes the restric-
tions of polynomials to [−T,T]. On the other hand, when considered for
t on the whole real line, k is never integrable (except for the trivial case
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k = 0). Thus this class of accelerants has a zero intersection with the accel-
erants considered in the first part of the previous section. Nevertheless the
class of potentials corresponding to the accelerants considered in this section
shares a number of common properties with the strictly pseudo-exponential
potentials. For instance, using (6.7), we have
a(0) = CB
a′(0) = CAB + (CB)2
...
and there exist non commutative polynomials f0, f1, . . . such that
CAℓB = fℓ(v(0), . . . , v
(ℓ)(0)), ℓ = 0, 1, . . .
Thus, and as for strictly pseudo-exponential potentials (see [2]), one can
in principle recover the potential from the values of its first derivatives at
the origin (cf., [11], where such results are proved for pseudo-exponential
potentials).
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