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2.1.1 Particle Swarm Optimization
PSOは，探索点間で互いに最良解情報を共有し，それに基づいて解空間を探索する手
法である［11］［8］。各探索点 xi ∈ Rn，i = 1, 2, · · · , m（m：探索点数）は移動ベクトル






i − xki )と，gbestkへと向
かうベクトル (gbestk −xki )，そして現在の位置への移動に用いた移動ベクトル vki の三つ
を次式のように合成することで，次の移動ベクトル vk+1i を生成する（図 2.1）。
vk+1ij = w · vkij + c1 · rand1()ij · (pbestkij − xkij) + c2 · rand2()ij · (gbestkj − xkij) (2.1)
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図 2.1： Particle Swarm Optimizationの移動戦略





Linearly Decreasing Inertia Weight Method（LDIWM）［6］［16］［18］，Linearly Decreasing
Vmax Method（LDVM）［6］［19］などがある。
(1) CM M. Clercらが行なったPSOの安定性解析に基づき，PSOのパラメータを弱い
安定領域（w = 0.729, c1 = c2 = 1.4955）に設定する手法である。このパラメータ
設定法により，探索が進むにつれて探索点の速度が減少し，探索終盤では優れた解
を十分に取入れた探索を行なうことが期待できる。
(2) LDIWM パラメータwの値を反復回数の増加に合わせて，不安定領域（w = 0.9, c1 =
c2 = 2.0）から安定領域（w = 0.4, c1 = c2 = 2.0）へ線形に減少させる手法である。
このパラメータ調整法により，探索が進むにつれて探索点の速度が減少し，探索終
盤では優れた解を十分に取入れた探索を行なうことが期待できる。
(3) LDVM 不安定領域にパラメータw, c1, c2を設定したうえで，探索点の速度上限Vmax












探索点数m，パラメータw, c1, c2，最大反復回数 kmaxを設定する。反復回数 k = 1
とする。
Step 1:[初期化]










次のように探索点 xk+1i ，i = 1, 2, · · · , mと速度 vk+1i を生成する。






ただし，j = 1, 2, · · · , nである。
Step 3:[pbestki，gbest
kの更新]










k+1 = pbestk+1ig ，ig = argmini
f(pbestk+1i )とする。
Step 4:[終了判定]
k = kmaxならば終了。さもなければ，k := k + 1として Step 2へ戻る。




i = 1, 2, · · · , mを生成する。
vi = xr0 + F · (xr1 − xr2) (2.3)
ここでスケール係数F は定数であり，xr0，xr1，xr2は移動を行なう探索点xiを除く探索
点であり，さらにxr0，xr1，xr2は互いに異なる探索点である。交叉では，xiと突然変異
で生成した変異ベクトル viを用いて，試験ベクトルui ∈ Rnを生成する。具体的には，xi
と viの j（j = 1, 2, · · · , n）番目の要素を確率的に選び，その要素を入れ替える（図 2.2）。
選択では，xiとuiの評価値の比較を行ない，より優れている解を次の探索点に選ぶ。
図 2.2： Diﬀerential Evolutionの移動戦略
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(a) xiを除く探索点群の分布 (b) viの生成候補点





























探索点数m，パラメータ Cr，最大探索回数 kmaxを設定する。反復回数 k = 1と
する。
Step 1:[初期化]
探索点の初期値x1i，i = 1, 2, · · · , mを初期値領域Sにランダムに与える。
Step 2:[突然変異]
各探索点 xki，i = 1, 2, · · · , mに対して，突然変異により変異ベクトル vki を生成
する。




次のように探索点 xki，i = 1, 2, · · · , mと変異ベクトル vki を交叉し，試験ベクトル
uki を生成する。
• jr = j，または交叉率Crを満たす場合，uij = vij
• 上記以外の場合は，uij = xij
ただし，jrはランダムに選択した次元である。
Step 4:[選択]
f(xki ) ≥ f(uki )，i = 1, 2, · · · , mならば，xk+1i = uki とし，さもなければ，xk+1i = xki
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とする。
Step 5:[終了判定]





xk+1i = S(r, θ)x
k
i − (S(r, θ)− I)xi (2.4)
ただし，S(r, θ) = rR(θ)であり，0 < θ ≤ 2π は回転率，0 < r < 1は収束率を表わすパ
ラメータである。また，I ∈ Rn×nは単位行列，R(θ) ∈ Rn×nは次式のように定義される n
次元の回転行列である。








図 2.4： 対数らせん軌道 図 2.5： Spiral Optimizationにおける移動戦略
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R(θ) =Rn−1,n(θ)Rn−2,n(θ)Rn−2,n−1(θ)Rn−2,n(θ)
×Rn−2,n−1(θ)× · · · ×R2,n(θ)× · · ·
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(a) 大域的探索 (b) 局所的探索




探索点数m > 2，収束率 0 < r < 1，回転角 0 < θ ≤ 2π，最大反復回数 kmaxを設定
する。反復回数 k = 1とする。
Step 1: [初期化]
探索点の初期位置 x1i ，i = 1, 2, · · · , mを初期値領域 Sにランダムに与える。渦心




xk+1i = S(r, θ)x
k
i − (S(r, θ)− I)x
Step 3: [渦心の更新]
渦心 xを x = xk+1ig とする。ただし，ig = arg mini
f(xk+1i )，i = 1, 2, · · · , mで
ある。
Step 4: [終了判定]
k = kmaxならば終了。さもなければ，k := k + 1として Step 2へ戻る。
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(a)探索開始時点 (b) 探索序盤
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図 3.1： 提案手法における移動先候補点uki の生成領域
点 tki = x
k
























k · (gbestk − xki ) (3.1)
βk+1 = βk + (βmax − βmin) · 1
kmax
(3.2)
Lk+1 = Lk · kmax√τ (3.3)
ただし，0 ≤ βmin < βmax ≤ 1とする。また，τ = 10−3とすることで，探索終了時点の距





αk+1 = αk + (αmax − αmin) · 1
kmax
(3.4)
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(a) 多様化 (b) 集中化
図 3.2： 提案手法における多様化・集中化の実現イメージ
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3.2 提案手法の移動戦略























‖tki − cki ‖
(3.7)
ただし，Φkij，j = 1, 2, · · · , nは [−1 1]の一様乱数である。



















ski = 〈erki , etcki 〉 (3.8)





i − ski · etcki
‖erki − ski · etcki ‖
(3.9)
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ル euki の終点の生成領域は，図 3.4(b)の太線上である。
zki = s
k





i · etcki +
√
1− (zki )2 · e?tcki (3.11)












探索点数m ≥ 2，取入れ率の上下限 0 ≤ αmin < αmax ≤ 1，内分の比率の上下限
0 ≤ βmin < βmax ≤ 1，距離パラメータD，τ = 10−3，最大反復回数 kmaxを設定す
る。反復回数 k = 1とする。
Step 1: [初期化]
探索点の初期位置x1i，i = 1, 2, · · · , mを初期値領域Sにランダムに与える。また，










k · (gbestk −xki )，tki = xkq，i = 1, 2, · · · , mとする。ただし，qは iを
除くランダムに選択した探索点番号である。
Step 3: [指向する解方向 etcki とその直交方向 e?tc
k
i 生成]










‖tki − cki ‖




i − ski · etcki
‖erki − ski · etcki ‖
.
ただし，Φkij，j = 1, 2, · · · , nは [−1 1]の一様乱数であり，〈 〉は内積を意味する数
学記号である。
Step 4: [移動先候補点uki の生成]
次のようにuki，i = 1, 2, · · · , mを生成する。
zki = s
k
i + | 1− ski | ·αk, euki = zki · etcki +
√




k · euki .
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Step 5: [解の更新]
f(xki ) > f(u
k
i )，i = 1, 2, · · · , mならば，xk+1i = uki とする。f(gbestk) > f(xk+1ig )




αk+1 = αk + (αmax − αmin) · 1
kmax
βk+1 = βk + (βmax − βmin) · 1
kmax
Lk+1 = Lk · kmax√τ
Step 7: [終了判定]










表的な手法であるConstriction Method(CM)［6］［16］［17］，Linearly Decreasing Inertia




















PM1 αmin = βmin = 0，αmax = βmax = 1，D = Lbet0
PM2 αmin = βmin = αmax = βmax = 0，D = Lbet0
CM w = 0.729, c1 = c2 = 1.4955
PSO LDIWM w=0.9→ 0.4 (Linearly), c1 = c2 = 2
LDVM w = 0.9, c1 = c2 = 2, v
k
ij ≤ Vmaxk, i = 1, 2, · · · , m, j = 1, 2, · · · , n
DE F = 0.1, CR = 0.5
SPO r = τ (1/kmax)，τ = 10−3，θ = π/2
表 4.2： ベンチマーク問題
Probrem Objective Function f(x) f(x˜) Inisial Region S




i 0 S = [−5.0 5.0 ]n




i − xi+1)2 + (xi − 1)2 0 S = [−2.0 2.0 ]n
3. Schwefel2 f3(x) =|
∑n
i=1 xi | + |
∏n
i=1 xi | 0 S = [−10 10 ]n






0 S = [−100 100 ]n




i − 10 cos(2πxi) + 10) 0 S = [−5.0 5.0 ]n






i+1 − 0.3 cos(3πxi)− 0.4 cos(4πxi+1) + 0.7) 0 S = [−5.0 5.0 ]n
7. Ackley f7(x) = −20 exp
(− 0.2√1/n∑ni=1 x2i )− exp (1/n∑ni=1 cos 2πxi)+ 20 + exp(1) 0 S = [−30 30 ]n








i) + 1} 0 S = [−50 50 ]n




(xi − 1)2(1 + 10 sin2(πxi+1))
}
+ 10 sin2(πx1) + (xn − 1)2
)
0 S = [−5.0 5.0 ]n




i − 16x2i + 5xi) ≈ −78n S = [−5.0 5.0 ]n
11. Six-hump f11(x) =
∑n/2






界値とし，Vmaxkmaxを0とする。SPOにおけるパラメータ rの設定では，Lbetkmax = Lbet0 ·τ
となるような設定法を用いるものとし，パラメータ θは様々な条件下において高い探索性
能を発揮する値を用いるものとする［14］［15］。
次に，表 4.2に数値実験で用いるベンチマーク問題の関数式を示す。対象 1から 4は単峰
性関数であり，対象 5から 11は多峰性関数である。特に対象 10，11は大域的多峰性関数
である。また，対象 2から 4，7から 9，11は変数間依存性関数である。



















































索点数m = 20，次元数 n=30,100,500，最大反復回数 kmax = 100,1000とし，50試行した
ときの「Mk」の平均値，および f(gbestk)の平均値の推移を図 4.1から 4.12に示す。こ
こで，各図の横軸は探索段階 k/kmaxであり，反復回数 kではないことを補足しておく。
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(a) Mkの推移 (対象 1)






























(b) f(gbestk)の推移 (対象 1)






















(c) Mkの推移 (対象 2)





























(d) f(gbestk)の推移 (対象 2)






















(e) Mkの推移 (対象 3)




























(f) f(gbestk)の推移 (対象 3)
図 4.1： 30次元におけるMkと f(gbestk)の推移（対象 1から 3）
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(a) Mkの推移 (対象 4)



























(b) f(gbestk)の推移 (対象 4)






















(c) Mkの推移 (対象 5)






























(d) f(gbestk)の推移 (対象 5)






















(e) Mkの推移 (対象 6)



























(f) f(gbestk)の推移 (対象 6)
図 4.2： 30次元におけるMkと f(gbestk)の推移（対象 4から 6）
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(a) Mkの推移 (対象 7)


























(b) f(gbestk)の推移 (対象 7)






















(c) Mkの推移 (対象 8)



























(d) f(gbestk)の推移 (対象 8)






















(e) Mkの推移 (対象 9)



























(f) f(gbestk)の推移 (対象 9)
図 4.3： 30次元におけるMkと f(gbestk)の推移（対象 7から 9）
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(a) Mkの推移 (対象 10)



























(b) f(gbestk)の推移 (対象 10)






















(c) Mkの推移 (対象 11)




























(d) f(gbestk)の推移 (対象 11)
図 4.4： 30次元におけるMkと f(gbestk)の推移（対象 10から 11）
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(a) Mkの推移 (対象 1)




























(b) f(gbestk)の推移 (対象 1)






















(c) Mkの推移 (対象 2)






























(d) f(gbestk)の推移 (対象 2)






















(e) Mkの推移 (対象 3)






























(f) f(gbestk)の推移 (対象 3)
図 4.5： 100次元におけるMkと f(gbestk)の推移（対象 1から 3）
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(a) Mkの推移 (対象 4)



























(b) f(gbestk)の推移 (対象 4)






















(c) Mkの推移 (対象 5)






























(d) f(gbestk)の推移 (対象 5)






















(e) Mkの推移 (対象 6)


























(f) f(gbestk)の推移 (対象 6)
図 4.6： 100次元におけるMkと f(gbestk)の推移（対象 4から 6）
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(a) Mkの推移 (対象 7)


























(b) f(gbestk)の推移 (対象 7)






















(c) Mkの推移 (対象 8)

























(d) f(gbestk)の推移 (対象 8)






















(e) Mkの推移 (対象 9)




























(f) f(gbestk)の推移 (対象 9)
図 4.7： 100次元におけるMkと f(gbestk)の推移（対象 7から 9）
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(a) Mkの推移 (対象 10)






























(b) f(gbestk)の推移 (対象 10)






















(c) Mkの推移 (対象 11)




























(d) f(gbestk)の推移 (対象 11)
図 4.8： 100次元におけるMkと f(gbestk)の推移（対象 10から 11）
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(a) Mkの推移 (対象 1)





























(b) f(gbestk)の推移 (対象 1)






















(c) Mkの推移 (対象 2)



























(d) f(gbestk)の推移 (対象 2)






















(e) Mkの推移 (対象 3)




























(f) f(gbestk)の推移 (対象 3)
図 4.9： 500次元におけるMkと f(gbestk)の推移（対象 1から 3）
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(a) Mkの推移 (対象 4)




























(b) f(gbestk)の推移 (対象 4)






















(c) Mkの推移 (対象 5)






























(d) f(gbestk)の推移 (対象 5)






















(e) Mkの推移 (対象 6)



























(f) f(gbestk)の推移 (対象 6)
図 4.10： 500次元におけるMkと f(gbestk)の推移（対象 4から 6）
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(a) Mkの推移 (対象 7)


























(b) f(gbestk)の推移 (対象 7)






















(c) Mkの推移 (対象 8)


























(d) f(gbestk)の推移 (対象 8)






















(e) Mkの推移 (対象 9)

























(f) f(gbestk)の推移 (対象 9)
図 4.11： 500次元におけるMkと f(gbestk)の推移（対象 7から 9）
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(a) Mkの推移 (対象 10)




























(b) f(gbestk)の推移 (対象 10)






















(c) Mkの推移 (対象 11)

























(d) f(gbestk)の推移 (対象 11)
図 4.12： 500次元におけるMkと f(gbestk)の推移（対象 10から 11）








Decreasing Inertia Weight Method（LDIWM）［6］［16］［18］，Linearly Decreasing Vmax
Method（LDVM）［6］［19］と，DE［9］［12］，SPO［13］［14］［15］を用いる。比較検証に用い
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表 4.3： 30次元における数値実験結果
Proposal Typical Metaheuristics
Function kmax PM1 PM2 CM LDIWM LDVM DE SPO
Sphere
100 Mean 0.0•* 0.0•* 3.4 96.2 2.5 9.0 2.5
Std 0.0 0.0 1.8 30.4 0.7 3.2 1.1
1000 Mean 0.0•* 0.0•* 0.0* 0.0* 0.0* 9.2 0.1
Std 0.0 0.0 0.0 0.0 0.0 3.8 0.1
Rosenbrock
100 Mean 35•* 39 218 4945 129 277 79
Std 13 18 59 1564 44 108 23
1000 Mean 26.8•* 26.8•* 29.8 91.6 33.5 246.3 29.5
Std 1.2 1.4 17.2 56.3 32.0 76.4 2.9
Schwefel2
100 Mean 13• 19 30 4× 107 47 12* 32822
Std 9 15 19 3× 108 22 5 229465
1000 Mean 0.1•* 0.3 0.2 8.8 1.6 11.0 196898.4
Std 0.0 0.1 0.6 59.7 0.5 4.2 861841.5
Schwefel3
100 Mean 5855•* 6006 23285 87831 15281 35954 10353
Std 2016 2516 9174 40215 4187 7565 7040
1000 Mean 36 6•* 265 16492 1479 8342 1213
Std 19 3 201 8803 516 2709 657
Rastrigin
100 Mean 84 65• 177 362 238 53* 99
Std 38 27 28 40 28 14 32
1000 Mean 32•* 37 79 95 61 37 56
Std 9 14 19 25 16 8 20
Bohachevsky
100 Mean 9•* 11 28 273 26 37 27
Std 3.0 2.8 7.4 81.7 3.6 9.8 5.8
1000 Mean 0.4•* 2.1 7.1 3.9 5.7 33.5 16.5
Std 0.6 1.7 2.6 1.9 1.6 9.0 3.5
Ackley
100 Mean 2•* 3 9 20 8 10 9
Std 0.73 0.71 1.76 0.73 0.76 1.38 1.46
1000 Mean 0.1•* 0.1•* 4.0 2.8 2.1 10.3 6.6
Std 0.01 0.02 1.72 1.04 0.33 1.39 1.50
Griewank
100 Mean 0.14 0.10•* 1.09 3.60 1.06 1.25 1.05
Std 0.07 0.06 0.05 0.74 0.02 0.10 0.05
1000 Mean 0.0•* 0.0•* 0.0* 0.0* 0.2 1.2 0.3
Std 0.0 0.0 0.0 0.0 0.0 0.1 0.2
Levy
100 Mean 2.2•* 2.4 10.7 63.3 8.4 2.4 6.1
Std 1.5 1.7 6.9 18.4 6.9 0.9 2.9
1000 Mean 0.0•* 0.0•* 0.3 3.4 0.1 2.0 4.8
Std 0.0 0.0 0.6 3.0 0.2 0.8 2.2
2n minima
100 Mean −1589 −1838• −1847 −1137 −1881 −2157* −1813
Std 181 129 88 164 81 72 81
1000 Mean −2118• −2108 −2041 −1900 −2092 −2178* −1977
Std 59 69 78 153 66 45 64
Six-hump
100 Mean −14 −15•* −11 33 −11 −12 −13
Std 1.0 0.7 2.1 15.8 1.5 1.6 1.1
1000 Mean −15.5•* −15.3 −14.3 −13.7 −15.2 −12.1 −15.2
Std 0.1 0.5 1.0 1.3 0.5 1.4 0.4
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表 4.4： 100次元における数値実験結果
Proposal Typical Metaheuristics
Function kmax PM1 PM2 CM LDIWM LDVM DE SPO
Sphere
100 Mean 35• 40 220 665 131 92 34*
Std 8 9 46 46 20 15 6
1000 Mean 0.0•* 0.0•* 10.0 656.8 2.3 89.9 27.0
Std 0.0 0.0 6.5 60.9 0.4 16.5 4.6
Rosenbrock
100 Mean 665•* 720 15525 31134 3472 2440 672
Std 119 161 6170 3347 713 490 104
1000 Mean 97.1•* 97.4 1231.8 31477.1 282.0 2199.3 531.4
Std 1.1 1.3 5018.4 3411.7 77.7 414.8 84.8
Schwefel2
100 Mean 150• 178 7× 1019 5× 1045 1× 1021 116 103*
Std 23 36 4× 1020 2× 1046 8× 1021 12 30
1000 Mean 6•* 17 86 4× 1034 1× 107 105 75
Std 6 13 24 3× 1035 8× 107 16 8
Schwefel3
100 Mean 93277•* 101375 485591 1100598 268856 474624 126326
Std 26947 31214 163134 391477 56132 57686 95114
1000 Mean 46091 41263• 110829 607190 154565 186902 25622*
Std 12861 13834 33007 279121 29701 61014 9292
Rastrigin
100 Mean 577 482•* 1142 1572 1128 551 633
Std 99 51 118 56 67 54 62
1000 Mean 162•* 195 481 1527 613 259 444
Std 25 39 57 132 66 29 47
Bohachevsky
100 Mean 167•* 187 729 2044 463 340 173
Std 26 27 137 132 47 49 16
1000 Mean 13•* 25 97 1994 69 319 130
Std 3 5 27 196 7 54 15
Ackley
100 Mean 12.2•* 12.6 19.1 20.7 17.1 15.2 12.4
Std 0.8 0.5 0.5 0.1 0.6 0.6 0.7
1000 Mean 0.2•* 1.6 15.3 20.5 5.6 14.1 10.9
Std 0.1 0.4 1.2 0.3 0.4 0.6 0.6
Griewank
100 Mean 1.9•* 2.0 6.5 18.0 4.2 3.4 1.9
Std 0.16 0.24 0.96 0.94 0.45 0.42 0.15
1000 Mean 0.0•* 0.0•* 1.3 16.9 1.0 3.2 1.7
Std 0.0 0.0 0.2 2.3 0.0* 0.4 0.1
Levy
100 Mean 9•* 10 56 118 46 12 13
Std 1.8 2.3 12.7 13.3 9.5 2.1 2.6
1000 Mean 0.1•* 1.2 11.0 92.3 13.7 6.7 7.9
Std 0.2 0.9 3.2 29.5 6.1 1.1 1.7
2n minima
100 Mean −4096 −4632• −2720 −2252 −4766 −6293* −4664
Std 468 273 469 313 177 183 213
1000 Mean −6755•* −6727 −3545 −2209 −6496 −6396 −5221
Std 145 126 1172 300 136 154 152
Six-hump
100 Mean −24.8 −25.3•* 192.0 284.2 11.2 −15.1 −18.6
Std 4.0 3.9 83.6 38.1 7.2 5.3 2.9
1000 Mean −50•* −49 −3 290 −38 −18 −29
Std 1 2 60 43 4 5 3
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表 4.5： 500次元における数値実験結果
Proposal Typical Metaheuristics
Function kmax PM1 PM2 CM LDIWM LDVM DE SPO
Sphere
100 Mean 742• 772 2913 3853 2316 1458 223*
Std 53 54 190 91 101 88 15
1000 Mean 5•* 9 2518 3850 753 1290 194
Std 1 2 699 86 41 90 12
Rosenbrock
100 Mean 15420• 16653 195245 198872 95980 49526 4747*
Std 1642 1911 8181 7683 9621 4462 334
1000 Mean 1534•* 1828 194034 198189 24695 39645 4107
Std 169 209 9737 7450 2927 3720 272
Schwefel2
100 Mean 5× 1049• 2× 1080 2× 10196 2× 10266 9× 10177 3× 1062 568*
Std 3× 1050 1× 1081 Inf Inf Inf 2× 1063 44
1000 Mean 1039• 5× 1051 4× 1069 2× 10252 1× 10150 1325 487*
Std 114 4× 1052 3× 1070 Inf 1× 10151 71 16
Schwefel3
100 Mean 2.5× 106•* 2.6× 106 1.4× 107 3.2× 107 7.5× 106 1.2× 107 2.7× 106
Std 587919 596283 4× 106 1× 107 1× 106 2× 106 1× 106
1000 Mean 1.6× 106• 1.7× 106 4.3× 106 2.5× 107 5.1× 106 6.2× 106 674635*
Std 309024 356623 2× 106 1× 107 869855 1× 106 240258
Rastrigin
100 Mean 4384 4308•* 7732 8671 7091 5729 4451
Std 239 171 239 105 201 174 97
1000 Mean 1805•* 2098 7379 8683 6036 3433 3815
Std 130 174 444 108 189 147 107
Bohachevsky
100 Mean 2572• 2689 9187 11885 7117 4762 1023*
Std 154 178 510 239 357 256 51
1000 Mean 359•* 460 7676 11884 2675 4124 888
Std 17 32 1971 257 143 289 38
Ackley
100 Mean 17.1• 17.3 20.6 20.9 20.2 19.2 13.0*
Std 0.25 0.24 0.09 0.04 0.10 0.14 0.27
1000 Mean 7•* 12 20 21 20 18 12
Std 0.50 0.97 0.22 0.03 0.26 0.22 0.21
Griewank
100 Mean 19• 20 73 96 57 37 7*
Std 1.3 1.2 4.2 2.2 2.7 2.1 0.4
1000 Mean 1.0•* 1.2 57.6 96 19 33.2 5.8
Std 0.08 0.10 19.44 2.15 1.16 2.27 0.30
Levy
100 Mean 28• 29 112 149 89 60 24*
Std 2.8 2.6 9.1 7.1 6.3 3.5 1.8
1000 Mean 11•* 15 82 150 62 28 17
Std 1.3 1.7 27.0 7.1 5.4 2.6 0.9
2n minima
100 Mean −15276 −17222• −7215 −6835 −16063 −21387* −18951
Std 978 582 611 611 646 455 405
1000 Mean −31518•* −31294 −7216 −6805 −23975 −24498 −19489
Std 355 377 668 610 372 616 315
Six-hump
100 Mean 12• 20 1866 1911 510 282 −22*
Std 12 15 91 88 85 38 9
1000 Mean −195•* −180 1862 1913 120 197 −39
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100(x2i − xi+1)2 + (xi − 1)2 (A.2)




























(x2i − 10 cos(2πxi) + 10) (A.5)









i+1 − 0.3 cos(3πxi)− 0.4 cos(4πxi+1) + 0.7) (A.6)
x∗ = (0, 0, · · · , 0) , f(x∗) = 0
図A.6： Bohachevsky Function
7. Ackley Function









+ 20 + exp(1) (A.7)














i) + 1} (A.8)







(xi − 1)2(1 + 10 sin2(πxi+1))
}
+ 10 sin2(πx1) + (xn − 1)2
)
(A.9)
x∗ = (1, 1, · · · , 1) , f(x∗) = 0
図A.9： Levy Function
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(x4i − 16x2i + 5xi) (A.10)
x∗ = (−2.92,−2.92, · · · ,−2.92) , f(x∗) ≈ −78n





(4− 2.1x2i + 1/3x4i )x2i + xixi+n/2 + (−4 + 4x2i+n/2)x2i+n/2 (A.11)
(x∗i , x
∗
i+n/2) = (−0.0898, 0.7126), (0.0898,−0.7126), i = 1, 2, · · · , n/2, f(x∗) = −0.52n
図A.11： Six-hump Function
