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Abstract
Modern quantum programming languages integrate quan-
tum resources and classical control. They must, on the one
hand, be linearly typed to reflect the no-cloning property of
quantum resources. On the other hand, high-level and prac-
tical languages should also support quantum circuits as first-
class citizens, as well as families of circuits that are indexed
by some classical parameters. Quantum programming lan-
guages thus need linear dependent type theory. This paper
defines a general semantic structure for such a type the-
ory via certain fibrations of monoidal categories. The cat-
egorical model of the quantum circuit description language
Proto-Quipper-M in [27] constitutes an example of such a
fibration, which means that the language can readily be in-
tegrated with dependent types. We then devise both a gen-
eral linear dependent type system and a dependently typed
extension of Proto-Quipper-M, and provide them with oper-
ational semantics as well as a prototype implementation.
Keywords: Quantum programming languages, linear depen-
dent types, categorical model, fibration
1 Introduction
1.1 Quantum programming and linear types
Quipper [11, 12] is a functional programming language for
describing and generating quantum circuits. In addition to
providing a low-level paradigm for generating circuits, where
circuits are constructed by applying one gate at a time, it
also provides a high-level paradigm, where circuits are first-
class citizens to which meta-operations can be applied. This
was found to provide an appropriate level of abstraction for
formalizingmany quantum algorithms in a way that is close
to how they are informally described in the literature [32].
Quipper is implemented as an embedded languagewithin
Haskell and lacks formal foundations. This is why a family
of languages known as Proto-Quipper [27, 28] has been de-
veloped as a formalization of suitable fragments of Quipper,
susceptible to formal methods.
One aspect of the formal foundations missing in Quip-
per is linear types. The “no-cloning” property of quantum
mechanics means that quantum resources are linear in the
sense that one cannot duplicate a quantum state [21]. This
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is why linear types [9, 33] have been adopted to provide
a type theory for quantum computing [30]. Since Haskell
currently lacks linear types, Quipper leaves the program-
mer with the responsibility to keep track of the use of non-
duplicable quantum resources. Proto-Quipper solves this prob-
lem by giving a syntactically sound linear type system, so
that any duplication of a quantum state will be detected as
a typing error at compile time.
Since Quipper is a circuit description language, it shares
certain aspects of hardware description languages, such as
a distinction between circuit generation time and circuit run-
time. Values that are known at circuit generation time are
called parameters and values that are known at circuit run-
time are called states. The parameter/state distinction ties in
with linearity, because although states can be linear (such as
qubits) or nonlinear (such as classical bits used in circuits),
parameters are always classical and therefore never linear.
One of Quipper’s design choices [32] is that parameters and
states share the same name space; in fact, they can occur to-
gether in a single data structure, such as a pair of an integer
and a qubit, or a list of qubits (in which case the length of
the list is a parameter and the actual qubits in the list are
states).
Among the languages of the Proto-Quipper family, Proto-
Quipper-M [27] has several desirable features. Its linear type
system accommodates nontrivial interactions of parameters
and states. It supports higher-order functions and quantum
data types such as lists of qubits. And, most significantly
for our purposes, it has a denotational semantics in terms
of a categorical model, called M, that takes advantage of a
linear-nonlinear adjunction in the sense of Benton [4].
1.2 Quantum programming and dependent types
The existing versions of Proto-Quipper do not support de-
pendent types [17].
Dependent types are good at expressing program invari-
ants and constraints at the level of types [22]. In the context
of quantum circuit programming, dependent types give the
programmer access to dependent quantum data types. For
example, when one considers a linear function such as the
quantum Fourier transform, it is really a family of circuits,
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rather than a single circuit, indexed by the length of the vec-
tor of qubits that the function takes as input. Another impor-
tant application of dependent types in quantum circuit pro-
gramming is the use of existential dependent quantum data
types to hide garbage qubits [7, 20], while guaranteeing that
they will be uncomputed. This facilitates the programming
of large scale reversible circuits. It is therefore desirable to
equip Proto-Quipper with dependent types.
The problem of how to formally add dependent types to a
quantum programming language is not restricted to Proto-
Quipper. The quantum circuit description language QWire
[23] also uses a linear type system and has a denotational
semantics (based on density matrices). It was recently em-
bedded in the proof assistant Coq [26], making it possible
to formally verify some simple quantum programs. QWire
does not support quantum data types, much less dependent
ones. Paykin et al. [23, Section 6.2] briefly discuss depen-
dent types in the context of QWire but neither a semantic
model nor a detailed analysis is given. The problem of defin-
ing a denotational semantics that can accommodate linear
and dependent types for quantum circuit programming has
remained open until now.
1.3 Linear dependent types
Designing a linear dependent type system is a challenge.
One of the major hurdles is to understand what it means
for a type to depend on a linear resource, and to provide a
semantics for that kind of dependency. Indeed, suppose that
a function f has a linear dependent type (x : A)⊸ B[x] and
that we are given a linear resource a : A. How should we un-
derstand f a : B[a] (note that this seems to use a twice, once
in a term and once in a type)?
Several approaches to linear dependent types have been
proposed. Cervesato and Pfenning [6] extended the intu-
itionistic logical framework LF with linear types of the form
A⊸ B. Their system separates a context into a linear part
and an intuitionistic part: On the one hand, to form a lambda
term λˆx .M : A⊸ B, the context x :ˆ Amust be a linear one.
On the other hand, to form a lambda term λx .M : (x : A) →
B[x] of a dependent type, the context x : Amust be an intu-
itionistic one. When applying the linear lambda term λˆx .M
to another term, one combines two linear contexts as usual.
On the other hand, when applying the intuitionistic lambda
term λx .M to another term N , one has to make sure that N
does not contain any linear variables. Note that in this sys-
tem, linear function types and dependent function types are
completely separate; effectively this means that parameters
and states live in different name spaces. A similar approach
is taken by Krishnaswami et al. [16], who proposed a type
system extending Benton’s logic LNL [4], Vakar [31], who
extended Barber’s dual intuitionistic linear logic [2] with de-
pendent types, and Gaboardi et al. [8], who combined light-
weight indexed types with bounded linear types [10].
From a unifying perspective, McBride [18] proposed the
use of indices 0, 1, ω to decorate the context. The indices
0, 1, and ω mean that the variable they decorate is, respec-
tively, never used, used exactly once, and used more than
once. He then introduced linear dependent types of the form
(x :k A) ⊸ B[x], which correspond to the irrelevant quan-
tification ∀(x : A).B[x] à la Miquel [19] when k = 0, to
Cervesato and Pfenning’s dependent type when k = ω, and
to the linear dependent type when k = 1. The typing judg-
ments in McBride’s system are of the form Γ ⊢ M :k A,
where the index k on the right of turnstile separates the
set of typing judgments into two kinds: Γ ⊢ M :0 A for
terms that occur in types and Γ ⊢ M :1 A for terms that
will be evaluated at runtime. McBride’s understanding of
f a :1 B[a] is that the term a that occurs in the type B[a]
has been “contemplated” (which happens at type checking
time) but should not be considered to have been “consumed”
for the purpose of linearity (which can only happen at run-
time).
In this paper, we propose to interpret the dependence of
B on x in (x : A) ⊸ B[x] as saying that B depends on the
shape of x . Informally, if N is a term of a quantum data type
A, for example a tree whose leaves are qubits, then the shape
ofN , denoted Sh(N ), is the same tree, but without the leaves
(or more precisely, where the data in the leaves has been re-
placed by data of unit type). We write Sh(A) for the type of
shapes of A, so that Sh(N ) : Sh(A). With these conventions,
the dependence of B on x in (x : A)⊸ B[x] is interpreted as
x : Sh(A) ⊢ B[x] : ∗. It is understood that, for any resourceN
(linear or otherwise), its shape Sh(N ) is duplicable. Accord-
ingly, our typing rule for application has the following form
(where Γi has the form x1 :k1 A1, . . . , xn :kn An , following
McBride).
Γ1 ⊢ M : (x : A)⊸ B[x] Γ2 ⊢ N : A
Γ1 + Γ2 ⊢ MN : B[Sh(N )]
So instead of separating typing contexts into linear and non-
linear parts like Cervesato and Pfenning, or of having two
kinds of typing judgments like McBride and like Atkey [1],
we identify a subset of typing judgment of the form Sh(Γ) ⊢
Sh(N ) : Sh(A). This subfragment of typing accounts for the
(duplicable) intuitionistic fragment that does not change the
quantum states. In this way, the notion of shape does not
only play a conceptual role in our understanding of the de-
pendence of B onA; it is indeed part of the formalism of our
treatment of linear dependent types. Since the intuitionistic
fragment Sh(Γ) ⊢ Sh(N ) : Sh(A) is only used for typing and
kinding purposes, in practice programmers do not directly
program with terms such as Sh(N ).
A related concept under the name shapely types was con-
sidered by Jay and Cockett [13]. Their notion of shapely
types is defined as certain pullbacks of the list functor. Al-
though our notion of shape-unit functor is defined differ-
ently, it appears both notions of shapes coincide for data
2
Linear Dependent Type Theory for antum Programming Languages To appear in LICS 2020, July 8–11, 2020, Saarbrc¨ken, Germany
types such as lists. However, our notion of shape-unit func-
tor or the shape operation can also be used for mapping a
state-modifying program into a “pure” program that does
notmodify state. This is beyond Jay and Cockett’s treatment
of shapely types.
1.4 Contributions
In this paper, we provide a new framework of linear de-
pendent type theory suitable for quantum circuit program-
ming languages. The framework comes with both opera-
tional and denotational semantics. Indeed, the categorical
structure for our denotational semantics subsumes Rios and
Selinger’s category M, showing that Proto-Quipper-M can
be extended with dependent types. Furthermore, our cat-
egorical structure, in terms of a fibration of a symmetric
monoidal closed category over a locally cartesian closed cat-
egory, can be viewed as a generalization of Seely’s [29] se-
mantics of nonlinear dependent type theory.
• In Section 2, we define a notion of state-parameter
fibration. We then show how the state-parameter fi-
bration naturally gives rise to concepts such as de-
pendent monoidal product, dependent function space,
and a shape-unit functor that interprets the shapes of
types and terms.
• In Section 3, we provide typing rules and an opera-
tional semantics for a linear dependent type system
that features the shape operation. We show that the
shape operation corresponds to the shape-unit func-
tor on the state-parameter fibration. We interpret the
type system using the state-parameter fibration and
prove the soundness of the interpretation.
• In Section 4, we show how to extend the linear de-
pendent type system of Section 3 to support program-
ming quantum circuits, giving rise to a dependently
typed version of Proto-Quipper.We discuss someprac-
tical aspects of the implementation.
2 Categorical structure
Since Seely [29], it has been well understood how (nonlin-
ear) dependent type theory can be interpreted in locally car-
tesian closed categories (LCCCs). To interpret a linear de-
pendent type theory, one might naively look for an analo-
gous notion of “locally monoidal closed category.” However,
no such structure is readily available. Instead, to build our
model, we must take the notions of parameter and state se-
riously. We believe that the correct way to do this is to con-
sider a fibration of a symmetric monoidal closed category
(representing states) over an LCCC (representing parame-
ters).
2.1 Pullbacks and fibrations
In modelling dependent types, pullbacks play the essential
role of interpreting substitution of terms into types and con-
texts. To carry this idea over to the linear setting, the per-
spective of fibrations proves useful.
Definition 2.1. Given a functor F : E → B, a morphism
f : B → A of E is said to be cartesian if
• For every д : C → A in E and b : F (C) → F (B) in B
such that F (д) = F (f ) ◦b, there is a unique u : C → B
such that F (u) = b and f ◦u = д.
C
F (C) B A
F (B) F (A)
u
д
b
f
F (f )
Given an arrow a : X → F (A) of B, we say that f : B → A
is a cartesian lifting of a if a = F (f ) and f is cartesian. We
say that F is a Grothendieck fibration if every arrow a : X →
F (A) has a cartesian lifting at A.
As the picture above suggests, cartesian arrows are akin
to pullbacks. In fact, we have the following:
Fact 2.2. Suppose F : E → B has a right adjoint G . Then
an arrow f of E is cartesian iff the following square is a
pullback, where η is the unit of the adjunction.
B A
GF (B) GF (A)
ηB
f
ηA
GF (f )
Indeed, the following subclass of fibrations can be char-
acterized in terms of adjoints and pullbacks.
Definition2.3. Let us call a Grothendieck fibration ♯ : E →
B a pullback fibration if
(1) B has pullbacks, and
(2) E has a terminal object 1 and ♯ preserves it.
Fact 2.4. Given any functor ♯ : E → B, it is a pullback
fibration iff
(3) ♯ has a full and faithful right adjoint q, making B a
reflective subcategory of E, and moreover the counit
of the adjunction is strictly the identity.
(4) B has a terminal object 1.
(5) Any arrows of E of the form q f : qY → qX and h :
A → qX have a pullback B, and ♯ preserves it to a
pullback of ♯q f = f and ♯h.
B A
qY qX
π2
π1 h
qf
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In particular, if X = ♯A and h = ηA for the unit of
adjunction η : idE → q ◦ ♯, then q f and h have a
pullbackB as abovewithY = ♯B, π1 = ηB , and f = ♯π2
(hence π2 is the cartesian lifting of f ).
It is useful to note how a pullback fibration ♯ defines its
right adjointq in (3): since ♯1 is terminal in B, we set q♯1 = 1
and define qX and q f by cartesian liftings:
qY qX q♯1
Y X ♯1.
qf q!X
f !X
Notation 2.5. By abuse of notation, we maywriteX forqX
(since q is a full embedding), and A for both ♯A and q♯A.
We use the total category E of such a fibration ♯ as a cat-
egory of quantum structures. It may not have all pullbacks,
but the ones given by ♯ are enough for interpreting depen-
dent types.
2.2 State-parameter fibration
Our semantics takes a pullback fibration ♯ of a symmetric
monoidal closed category E of quantum (and other) state
spaces over a locally cartesian closed subcategory B of pa-
rameter spaces. A state space A of E then sits over a param-
eter space ♯A via ηA : A → q♯A. With this we express a
parameter-indexed family of quantum states—formally by
assuming:
(6) ♯ is a monoidal closed functor.
This means that ♯ preserves the monoidal closed structure,
i.e., it maps ⊗,⊸, I in E to ×,⇒, 1 in B.
In this setup, cartesian arrows are understood as simply
reindexing parameters, without any effect on quantum states.
This understanding implies that
(7) If arrows f and д of E are cartesian, so is f ⊗ д.
Our setup also gives rise to several useful structures. One
is a “sublocal” monoidal structure:
Definition 2.6. Let ♯ : E → B be a monoidal closed pull-
back fibration, and B be an LCCC, so that therefore each
slice categoryB/X is cartesian closed, with ×X and⇒X . Let
A,B be objects in E/qX . We then define the fibered monoidal
product A ⊗qX B and the fibered function space A⊸qX B as
the following cartesian liftings.
A ⊗qX B A ⊗ B
A ×X B A × B
A⊸qX B A⊸ B
A ⇒X B A⇒ B
A ⊗qX B and A⊸qX B are also objects of E/qX . We will
assume that
(8) − ⊗qX A ⊣ A⊸qX − for every object X of B,
so that each E/qX is monoidal closed. We call E “sublo-
cally” monoidal closed: while E/A is not monoidal closed
for every object A, it is if A is in the subcategory B.
Another structure is a functor that gives parameter-in-
dexed families of monoidal units:
Definition 2.7. Given a monoidal closed pullback fibration
♯ : E → B, we define a functor p : B → E by setting p1 = I
and taking cartesian liftings of the entire B, or equivalently,
pulling back !p1 = ηI : I → I .
pY pX p1
Y X 1
pf p!X
f !X
pY pX p1
qY qX q1
pf p!X
!p1=ηI
qf q!X
It follows that ♯ ◦ p = idB. We see pX as a family of
the monoidal unit I indexed by parameters in X ; it is in-
deed the monoidal unit of E/qX . (One may also note that
pX = I × qX .) We may therefore refer to each pX as an “X -
parameterized unit.” We will assume that
(9) p has a right adjoint ♭,
which is enough to make p ⊣ ♭ a linear-nonlinear ad-
junction as defined by Benton [4]. We then write ! for the
comonad p ◦ ♭ and force : ! → idE for the counit.
Putting everything together, we arrive at the following
definition.
Definition 2.8. We say that a pullback fibration ♯ : E →
B over an LCCC B (see (1)–(5)) is a linear-state-nonlinear-
parameter fibration, or state-parameter fibration for short,
if (6)–(9) hold. We call the associated q,p : B → E the
parameterized-terminal and parameterized-unit functors, re-
spectively, of ♯.
Fact 2.9. Given any state-parameter fibration ♯, its para-
meterized-unit functor p is strong monoidal, i.e., p(X ×Y ) 
pX ⊗ pY and p1  I , and p ⊣ ♭ is a linear-nonlinear adjunc-
tion.
Proof. p1  I by definition. To show p(X × Y )  pX ⊗ pY ,
note that p!X : pX → p1  I and p!Y are cartesian; hence
p!X ⊗ p!Y : pX ⊗ pY → p1 ⊗ p1  p1 is also cartesian by
(7), while pX ⊗ pY  X × Y . Thus pX ⊗ pY = p(X × Y ) by
Definition 2.7. Then, by [15, Theorem 1.5], strong monoidal
p makes ♭ monoidal and p ⊣ ♭ a linear-nonlinear adjunction.

2.3 Example:M over Set
Rios and Selinger’s [27] categorical model of Proto-Quipper-
M naturally gives rise to a state-parameter fibration. This
concrete example may help the reader see how our idea of
states and parameters works conceptually.
The definition of the model first fixes a symmetric monoi-
dal categoryM of “generalized circuits” (which could be, for
example, a category of quantum circuits), and fully embeds
4
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it into some symmetric monoidal closed category M with
products, e.g., by taking the Yoneda embedding. Then
Definition 2.10. Let M be the free coproduct completion
ofM. More concretely, it is given as follows:
• An object A is a pair (A, (Ax )x ∈A) of a set A and an
indexed family of objects Ax of the categoryM.
• An arrow f : A → B is a pair (f , (fx )x ∈A) of a function
f : A → B and an indexed family of arrows fx : Ax →
Bf (x ) ofM.
Objects and arrows of M are families of objects and mor-
phisms of M, indexed by parameters in sets. The obvious
functor ♯ : M → Set :: A 7→ A is a Grothendieck fibration:
the cartesian lifting of a function f : X → A at A has do-
main (X , (Af (x ))x ∈X ) and consists of f paired with a family
(idAf (x ) )x ∈X of identity arrows—thus, cartesian arrows sim-
ply reindex parameters and have no effect on states. Since
♯ preserves the terminal (1, 1) of M to 1 (and since Set is
an LCCC), it is a pullback fibration. While ♯ has a full and
faithful right adjoint q : Set → M :: X 7→ (X , (1)x ∈X ),
there is also p : Set → M :: X 7→ (X , (I )x ∈X ), which can
be obtained as in Definition 2.7. Since p has a right adjoint
♭ : M → Set :: A 7→
∑
x ∈AM(I ,Ax ), property (9) holds.
The categoryM is symmetric monoidal closed, with I , ⊗,
⊸ defined by indexed families of I , ⊗, ⊸ of M with pa-
rameter sets that make ♯ monoidal closed: I = (1, I ), A ⊗
B = (A × B, (Ax ⊗ By )x ∈A,y∈B), and A ⊸ B = (A ⇒
B, (
∏
x ∈A(Ax ⊸ Bf (x )))f :A→B ). This definition and the char-
acterization of cartesian arrows above imply (7). Moreover,
A ⊗qX B and A ⊸qX B are defined to be subfamilies of
A ⊗ B and A⊸ B (with smaller parameter sets A ×X B and
A ⇒X B), which implies (8), that M/qX is monoidal closed.
To sum up,
Fact 2.11. The functor ♯ : M → Set is a state-parameter
fibration.
The remainder of this section and Section 3 explore how
state-parameter fibrations canmodel linear dependent types.
Fact 2.11 thenmeans that Proto-Quipper-M can be extended
with dependent types, as we will see in Section 4.
2.4 Structures for dependent types
The sublocally monoidal closed structure of a state-param-
eter fibration ♯ : E → B enables us to interpret dependent
types with several constructions.
First let us note that any arrow π : A → qX , i.e., any
object of E/qX , factors as π ◦ ηA. We take this to signify
that A, intuitively an A-indexed family of state spaces, is de-
pendent, via π , on parameters in X . In the same vein, any
arrow of E/qX is parameterized by X . Based on this idea,
we use E/qX as the category of (objects and arrows inter-
preting) types and terms dependent on parameters in X . So,
schematically, a context Γ ⊢, a dependent type Γ ⊢ A : ∗, and
a term Γ ⊢ M : A are interpreted respectively by Γ, π , and
M in
Γ A
Γ
M
ηΓ π
In the LCCC interpretation of nonlinear dependent type the-
ory, one would use an identity arrow idΓ : Γ → Γ on the left
of the triangle. In our semantics, it is crucial to use ηΓ : Γ →
Γ instead—because, whileM is dependent on parameters, it
may use resources contained in its domain. That is, to gener-
alize the LCCC interpretation to the linear dependent case,
we need to split the context object into two: a parameterized
terminal Γ as the base of the sliceE/Γ to express dependency,
and a (generally) linear object Γ as the domain of a term to
embody linear resources.
One may still note that, when we apply the functor ♯ to
the above triangle, ηΓ = idΓ becomes the usual triangle from
the nonlinear case. In other words, our semantics uses a fi-
bration ♯ of the linear type theory of E over the nonlinear
dependent type theory of parameters of the LCCC B.
Now, keeping in mind that π : B → A means the depen-
dency of B on (parameters of) A, we define:
Definition 2.12. Given π : B → A, i.e., when B is in E/A,
we callA⊗AB a dependent monoidal product, and writeA
 
⊗B
for it.
Dependent monoidal products will be used to interpret
linear Σ-types (x : A) ⊗ B, but they will also prove neces-
sary in interpreting contexts. If Γ, x : A ⊢ is a well-formed
context, we must have Γ ⊢ A : ∗, and therefore an arrow
π : A → Γ; then Γ
 
⊗ A is the interpretation of Γ, x : A ⊢.
In the nonlinear case, an object X would interpret the con-
text Γ, x : X ⊢, but in the linear case, we must not drop Γ
from Γ
 
⊗ A, since the linear resource contained in Γ is cru-
cial. Observe however that A
 
⊗ B = A ×A B  B. Thus, as
far as parameters are concerned, the context Γ, x : A ⊢ has a
parameter space A, agreeing with the nonlinear dependent
type theory of B. One may in addition observe that
 
⊗ is as-
sociative.
For linear Π-types, we introduce the following definition:
Definition 2.13. Let A be an object in E/qX and B an ob-
ject in E/A (and hence in E/qX ). We define the dependent
function space ΠqX ,AB in E as the following cartesian lift-
ing, where ΠX ,AB is the dependent function space in B/X .
ΠqX ,AB A⊸qX B
ΠX ,AB A ⇒X B
5
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This can interpret linear Π-types (x : A)⊸ B due to the
following theorem, which provides a semantics for linear
dependent function abstraction and application.
Theorem 2.14. There is an adjunction
M/A M/qX
ΠqX ,A
− ⊗qX A
⊥
2.5 Parameters and shapes
The linear type theory of E is fibered over the nonlinear
dependent type theory of parameters in B, so that depen-
dent types are dependent on parameters. This role of pa-
rameters will be reflected in the syntax of the type theory
we will propose in Section 3, which specifies special sub-
classes of types and terms, namely, parameter types and pa-
rameter terms. They refer primarily to objects and arrows
in B. Nonetheless, given our objective of treating parame-
ter types and other types uniformly, we need to formally
interpret parameter types and terms in E. We do this by em-
bedding B into E in two ways, namely, by the functorsq and
p: while the image of q provides slices E/qX and sublocally
monoidal closed structure, parameterizedmonoidal unitspX
and reindexing maps p f interact with other objects and ar-
rows within the monoidal structure of E or E/qX , in the way
that was explained in Section 2.4.
For this reason, we interpret the shape operation on types
and terms by ♯ but also by the two endofunctors q ◦ ♯ and
p ◦ ♯ on E, which we dub the shape-terminal functor and
shape-unit functor, respectively. While q ◦ ♯ is a monad (of
♯ ⊣ q), p ◦ ♯ is not, but one may note that p ◦ ♯ ⊣ q ◦ ♭.
The following equalities regarding p ◦ ♯ will be useful in
interpreting shapes in Section 3.
Fact 2.15. The shape-unit functor p ◦ ♯ satisfies the follow-
ing for any X in B and any A, B in E:
• p(pX ) = pX .
• pS = I for any S in E such that S = 1.
• p(A ⊗ B) = pA ⊗ pB.
• p(A ⊗qX B) = pA ⊗qX pB.
• p(!A) = !A.
• p(A⊸ B) = p(A⇒ B).
• p(ΠqX ,AB) = p(ΠX ,AB).
Note that p(A⊸ B) , pA⊸ pB, since p does not map⇒
to⊸. Although p(A⊸ B) = p(A ⇒ B) is not an exponen-
tial in E, it is (trivially) an exponential in pB, the (non-full)
subcategory of images of p. Parameterized units and carte-
sian arrows inpB correspond to a state-free fragment ofE, in
which (nonlinear) function abstraction and application are
interpreted by the exponential structure of B (or its image
under p).
3 A linear dependent type system
We now consider a type system for the state-parameter fi-
bration ♯ : E → B.
3.1 Syntax and typing rules
As was mentioned in Section 2.5, the syntax of our type the-
ory specifies subclasses of types and terms, namely, param-
eter types and parameter terms, in parallel to the LCCC B
being the subcategory of Ewith no linear resources or state.
Furthermore, our syntax allows only parameter terms to ap-
pear in types. This restriction has the consequence that the
evaluation of types during type checking will not change
quantum states.
Definition 3.1 (Syntax).
Types A,B ::= C | Unit | !A | (x : A)⊸ B[x]
| (x : A) ⊗ B[x] | (x : P1) → P2[x]
Parameter types P ::= Unit | !A | (x : P1) ⊗ P2[x]
| (x : P1) → P2[x]
TermsM ,N , L ::= x | λx .M | MN | forceM | force′ R
| liM | (M ,N ) | let (x ,y) = N in M | λ′x .R | R1@R2
Parameter terms R ::= x | λ′x .R | R1@R2 | force
′ R | liM
| (R1,R2) | let (x ,y) = R1 in R2
Values V ::= x | λx .M | λ′x .R | liM
Indices k ::= 0 | 1 | ω
Contexts Γ ::= · | x :k A, Γ
Parameter contexts Φ ::= · | x :k A,Φ, where k = 1 only if
A is a parameter type.
Here, C denotes a basic type of states, e.g., qubits or bits.
We have the usual linear exponential type !A, which is a
parameter type and is duplicable. The term liM introduces
the type !A, and the term forceM eliminates !A to A. In the
linear Π- and Σ-types (x : A)⊸ B[x] and (x : A) ⊗ B[x], we
allowA to be any type. We write A⊸ B andA⊗B for them
in the special case in which B does not depend on x : A.
The linear Σ-type (x : A) ⊗B[x] is a parameter type when
A and B[x] are. The same is not the case for the Π-type: we
introduce a separate, intuitionistic Π-type (x : P1) → P2[x].
This is introduced and eliminated by parameter terms λ′x .R
and R1@R2 , respectively.
The term force′ R eliminates !A to the shape of A, i.e.,
Sh(A). We interpret force′ as the shape of the counit force :
! → idE of the adjunction p ⊣ ♭.
The operations λ′, @, and force′, as well as the corre-
sponding type former →, are not part of the “surface lan-
guage”, i.e., they are not intended to be used directly by the
user of the programming language. Rather, they are gener-
ated by the type checker and only play a role in type check-
ing and during evaluation.
We use the indices 0, 1, ω to keep track of the use of vari-
ables in a typing context. In a well-formed context, a linear
type can only have the index 0 or 1, and not ω. On the other
hand, a parameter type can have any index. Addition and
6
Linear Dependent Type Theory for antum Programming Languages To appear in LICS 2020, July 8–11, 2020, Saarbrc¨ken, Germany
multiplication of the indices are defined to be commutative
so that 0 and 1 are the additive andmultiplicative units, with
k + ℓ = ω for k, ℓ , 0 and with 0 · k = 0 and ω · ω = ω. It
is straightforward to extend these operations pointwise to
contexts: given two contexts Γ1 = (x1 :k1 A1, . . . , xn :kn An)
and Γ2 = (x1 :ℓ1 A1, . . . , xn :ℓn An) with the same sequence
of types, we write Γ1 + Γ2 = (x1 :k1+ℓ1 A1, . . . , xn :kn+ℓn An),
while kΓ1 = (x1 :k ·k1 A1, . . . , xn :k ·kn An).
Parameter contexts Φ are typing contexts in which all lin-
ear types have the index 0. Note that parameter contexts are
just a special kind of contexts, rather than being formally
distinct from other contexts Γ.
One of the most significant pieces of machinery in our
type system is the shape operation, which maps a term to a
parameter term and a type to a parameter type. It is inter-
preted by the shape-unit functor p ◦ ♯, and the type-part of
the operation corresponds to equalities in Fact 2.15.
Definition 3.2 (Shape operation).
Sh(C) = Unit
Sh(!A) = !A
Sh((x : A)⊸ B[x]) = (x : Sh(A)) → Sh(B[x])
Sh((x : A) ⊗ B[x]) = (x : Sh(A)) ⊗ Sh(B[x])
Sh(P) = P
Sh(x) = x
Sh(λx .N ) = λ′x . Sh(N )
Sh(MN ) = Sh(M)@Sh(N )
Sh(forceM) = force′ Sh(M)
Sh(liM) = liM
Sh(M ,N ) = (Sh(M), Sh(N ))
Sh(let (x ,y) = N in M) = let (x ,y) = Sh(N ) in Sh(M)
Sh(R) = R
Observe that the shape operation is idempotent, just like
the shape-unit functor p ◦ ♯. Also note that the shape opera-
tion is a meta-operation on terms, like substitution, and not
a term constructor. The shape operation is intended to be
applied to well-typed terms. Although we define Sh(x) = x ,
the type of the variable x is changed according to the shape
operation (see Theorem 3.6).
Let us write Sh(Γ) to mean applying the shape operation
to all the types in Γ. So Sh(Γ) is a parameter context. We
often ignore the index information of a variable if it is of a
parameter type P .
The well-formedness of the context depends on kinding.
Themain purpose of a well-formed context is to make sure a
linear type cannot have index ω. The next three definitions
are mutually recursive, as is common in dependent type the-
ory.
Definition 3.3 (Well-formed context). Γ ⊢
· ⊢
Γ ⊢ Sh(Γ) ⊢ A : ∗
Γ, x :k A ⊢
where k = ω only if A is a
parameter type
In the above definition, we use the shape of the context
Sh(Γ) to kind check a type.
Definition 3.4 (Selected kinding rules). Φ ⊢ A : ∗
Φ, x : Sh(A) ⊢ B[x] : ∗
Φ ⊢ (x : A)⊸ B[x] : ∗
Φ, x : Sh(A) ⊢ B[x] : ∗
Φ ⊢ (x : A) ⊗ B[x] : ∗
Φ ⊢ A : ∗
Φ ⊢ !A : ∗
Φ, x : P1 ⊢ P2[x] : ∗
Φ ⊢ (x : P1) → P2[x] : ∗
We only use parameter contexts for kinding, since only
parameter terms can appear in types. The kinding rules for
(x : A) ⊗ B[x] and (x : A) ⊸ B[x] suggest that the type
B only depends on the shape of A, i.e., Sh(A), which is a
parameter type.
Definition 3.5 (Selected typing rules). Γ ⊢ M : A
Γ1 ⊢ M : (x : A)⊸ B[x] Γ2 ⊢ N : A
Γ1 + Γ2 ⊢ MN : B[Sh(N )]
0Γ,x :1 A, 0Γ
′ ⊢
0Γ,x :1 A, 0Γ
′ ⊢ x : A
Γ, x :k A ⊢ M : B[x] k , 1 ⇒ A = P
Γ ⊢ λx .M : (x : A)⊸ B[x]
Φ ⊢ M : A
Φ ⊢ liM : !A
Γ1 ⊢ M : A Γ2 ⊢ N : B[Sh(M)]
Γ1 + Γ2 ⊢ (M,N ) : (x : A) ⊗ B[x]
Γ ⊢ M : !A
Γ ⊢ forceM : A
Φ, x : P1 ⊢ R : P2[x]
Φ ⊢ λ′x .R : (x : P1) → P2[x]
Φ ⊢ R : !A
Φ ⊢ force′ R : Sh(A)
Φ ⊢ R1 : (x : P1) → P2[x] Φ ⊢ R2 : P1
Φ ⊢ R1@R2 : B[R2]
Remark. (i) In the typing rule forMN , the parameter term
Sh(N ) is substituted into the type, therefore the termN only
occurs once in the term MN and its shape Sh(N ) can occur
many times in the type B[Sh(N )].
(ii) In the typing rule for λx .M , we do not allow abstract-
ing over a variable of linear type with index 0, because this
violates linearity. This differs from the formulation used by
McBride and by Atkey, where abstracting over zero uses of
a resource is allowed.
(iii) In the typing rule for liM , we require the context to
be a parameter context Φ. Although the termM may not be
a parameter term, the term liM is considered a parameter
term because it has an interpretation in pB.
(iv) In the typing rule for (M ,N ), the termM also appears
as a parameter term Sh(M) in the type B. All linear variables
ofM will have index 0 in the context Γ2 and index 1 in Γ1, so
M is considered used exactly once in the term (M ,N ).
(v) We identify a subset of typing rules Φ ⊢ R : P for
typing parameter terms. We do not formally separate the
typing rules into two fragments. In the semantics, the inter-
pretation of Φ ⊢ R : P is an arrow in pB.
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(vi) The typing rules for the parameter terms R1@R2 and
λ′x .R are the usual ones from intuitionistic dependent types,
where the contexts are required to be parameter contexts.
The parameter term force′ R has a type of the form Sh(A).
(vii) We implicitly assume all contexts appearing in typ-
ing rules to be well-formed (i.e., if it is not well-formed, the
rule does not apply). In particular, this applies to contexts of
the form Γ1 + Γ2, which carry the side condition that a type
with index ω must be a parameter type.
We have the following standard syntactic results: a well-
formed typing judgment implies that the type and the con-
text are well-formed, and the shape operation preserves typ-
ing.
Theorem 3.6.
• If Γ ⊢ M : A, then Sh(Γ) ⊢ A : ∗ and Γ ⊢.
• If Γ ⊢ M : A, then Sh(Γ) ⊢ Sh(M) : Sh(A).
Since parameter terms have no side effects (i.e., do not
affect states), we can freely substitute them into a term or
a type. We cannot freely substitute a general term because
side effects may get duplicated after the substitution. Since
a value can be of a linear type, when substituting it into a
type, we must apply the shape operation to the value. To
summarize, we have:
Theorem 3.7 (Substitution).
• If Φ, x : P ⊢ B[x] : ∗ and Φ ⊢ R : P , then Φ ⊢ B[R] : ∗.
• If Φ, x : P, Γ ⊢ M : B[x] and Φ ⊢ R : P , then Φ, [R/x]Γ ⊢
[R/x]M : B[R].
• If Γ1, x :k A, Γ
′ ⊢ M : B[x] and Γ2 ⊢ V : A, then Γ1 +
kΓ2, [Sh(V )/x]Γ
′ ⊢ [V/x]M : B[Sh(V )].
3.2 Operational semantics
We adopt a big-step call-by-value operational semantics for
our type system. A term in our language may in principle
modify the state. However, since we have not yet introduced
any primitive operations that can actually update the state,
the state has been omitted from the statement of the follow-
ing evaluation rules. We will return to the state change in
Section 4.2, when we discuss a concrete language with spe-
cific primitive operations.
Definition 3.8 (Selected evaluation rules). M ⇓ N
M ⇓ λx .M ′ N ⇓ V [V /x]M ′ ⇓ N ′
MN ⇓ N ′
M ⇓ liM ′ M ′ ⇓ N
forceM ⇓ N
R1 ⇓ λ
′x .R′1 R2 ⇓ V [V /x]R
′
1 ⇓ R
′
R1@R2 ⇓ R
′
R ⇓ liM Sh(M) ⇓ R′
force′ R ⇓ R′
Note that a term of the form liM is a parameter term,
even when M is not. So to ensure that the resulting param-
eter term force′(liM) does not modify state, we must eval-
uate it to Sh(M), which is again a parameter term. This mo-
tivates the evaluation rule force′ R.
Since the evaluation rules are also used during type check-
ing, the evaluation is defined on open terms. Thus it may
not always evaluate a term to a value. We treat variables as
values to facilitate type-level evaluation.
We have the following type conversion rule for equality
of types.
Definition 3.9 (Type conversion).
Γ ⊢ M : A[R] R ⇓ R′
Γ ⊢ M : A[R′]
The type preservation for the big-step evaluation can be
proved by induction on the evaluation rules. The main in-
sight that is needed to prove type preservation is that only
values and parameter terms can be substituted into another
term.
Theorem 3.10 (Type preservation). If Γ ⊢ M : A and M ⇓
M ′, then we have Γ ⊢ M ′ : A.
3.3 Denotational semantics
We interpret our type system with a state-parameter fibra-
tion, by providing contexts Γ ⊢, dependent types Γ ⊢ A : ∗,
and terms Γ ⊢ M : Awith interpretations J−K in the manner
described in Section 2.4, and by interpreting the shape op-
eration by the shape-unit functor p ◦ ♯ as in Section 2.5. In
addition, the substitution of a term into a type corresponds
to a pullback in the standard fashion. This semantics is en-
capsulated in the following theorem (and its proof). Recall
that A is a notation for ♯A. We often write JΓK instead of
JΓ ⊢K.
Theorem 3.11. An interpretation J−K can be defined in such
a way that
(10) JΓK is an object of E.
(11) JΦ ⊢ A : ∗K is an object of E/JΦK. We may write π :
JAK → JΦK for it.
(12) JΓ ⊢ M : AK is an arrow of E/JΓK fromηJΓK to JΓ ⊢ A : ∗K.
(13) JSh(Γ)K = pJΓK, an object of pB.
(14) JΦ ⊢ Sh(A) : ∗K = pJΦ ⊢ A : ∗K, an object of pB/JΦK.
(15) JSh(Γ) ⊢ Sh(M) : Sh(A)K = pJΓ ⊢ M : AK, an arrow of
pB/JΓK.
(16) Suppose π = JΦ, x : P ⊢ B : ∗K : JBK → JΦ, x : PK and
JRK = JΦ ⊢ R : PK : JΦK → JPK in pB/JΦK. Then π ′ =
JΦ ⊢ [R/x]B : ∗K : J[R/x]BK → JΦK is the pullback of
π along JRK as in
J[R/x]BK JBK
JΦK JΦ, x : PK = JPK
π ′ π
JRK
The proof of this theorem goes by simultaneous induc-
tion on the derivation, with each case of the inductive step
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showing how exactly the semantics works. Here we show
some examples of the cases (for the other cases see Appen-
dix A.4).
(i) The first is
Γ ⊢ Sh(Γ) ⊢ A : ∗
Γ, x :k A ⊢
k = ω only if A is a parameter type
By the assumptions, we have objects JΓK of E and π : JAK →
JSh(Γ)K = JΓK of E/JΓK. We therefore define
JΓ, x :k AK = JΓK
 
⊗ JAKk
using a dependent monoidal product, where JAKk = pJAK if
k = 0 and JAKk = JAK otherwise.
(ii) The second case is
Φ, x :k Sh(A) ⊢ B[x] : ∗
Φ ⊢ (x : A)⊸ B[x] : ∗
The assumption implies Φ ⊢ A : ∗. Hence we have arrows π :
JBK → JΦ, x :k Sh(A)K = JAK and JAK → JΦK. We therefore
define
JΦ ⊢ (x : A)⊸ B[x] : ∗K = ΠJΦK,JAKJBK,
using a dependent function space that gives an object in
E/JΦK.
(iii) The third case is
0Γ, x :1 A, 0Γ
′ ⊢
0Γ, x :1 A, 0Γ
′ ⊢ x : A
Since Sh(Γ) ⊢ A : ∗, by (11) we have π : JAK → JΓK.
Note that there is a canonical morphism f : pJΓK
 
⊗ JAK
 
⊗
pJΓ′K → JAK over JΓK. We define JxK as the followingu over
JΓ, x : A, Γ′K.
pJΓK
 
⊗ JAK
 
⊗ pJΓ′K
JΓ′K ×JΓK JAK JAK
JΓ, x : A, Γ′K = JΓ′K JΓK
u
f
η
π ′ π
(iv) The fourth case is
Γ, x :k A ⊢ M : B[x] k = 0 ⇒ A = P
Γ ⊢ λx .M : (x : A)⊸ B[x]
By the assumptions, we have a morphism JMK : JΓK ⊗JΓK
JAKk → JBK over JΓ, x : AK. By the adjunction in Theorem
2.14, we define Jλx .MK = J˜MK : JΓK →
∏
JΓK,JAKk JBK as a
morphism over JΓK.
(v) The last case we review here is
Γ1 ⊢ M : (x : A)⊸ B[x] Γ2 ⊢ N : A
Γ1 + Γ2 ⊢ MN : B[Sh(N )]
The assumptions give arrows JMK : JΓ1K → ΠJΓK,JAKJBK and
JN K : JΓ2K → JAK of E/JΓK for JΓK = JΓ1K = JΓ2K, as well as
π : JBK → JSh(Γ), x :k Sh(A)K = JAK. Note that JSh(N )K =
JN K, since (15) implies JSh(N )K = pJN K. Hence (16) gives the
pullback square in the following. We therefore define JMN K
as the unique arrow u that makes the diagram commute.
JΓ1 + Γ2K (ΠJΓK,JAKJBK) ⊗JΓK JAK
JB[Sh(N )]K JBK
JΓK JAK
π
JN K
JMK ⊗JΓK JN K
ϵ
η
u
It is crucial to observe that JΓ1 + Γ2K = JΓ1K
 
⊗ JΓ2K. This then
enables us to use ϵ : (ΠJΓK,JAKJBK)⊗JΓKJAK → JBK, the counit
of the adjunction of Theorem 2.14.
For this semantics, we have the following soundness the-
orem. The main step in proving this theorem is proving the
semantic version of the substitution theorem (Theorem 3.7).
Theorem 3.12 (Soundness). If Γ ⊢ M : A andM ⇓ M ′, then
we have JMK = JM ′K.
4 Dependently typed Proto-Quipper
The type system we defined in Section 3 is abstract. For ex-
ample, there is no mention of quantum data types, concrete
representation of quantum circuits, circuit boxing and un-
boxing. This is because the language is derived directly from
the general semantics of Section 2.
In this section we show how to support programming
quantum circuits. On the semantic side, this means that we
will work with a concrete state-parameter fibration, i.e., ♯ :
M → Set. On the syntactic side, this means that we will
extend the type system of Section 3 with several constructs
to work with quantum circuits. We call the resulting type
system “dependently typed Proto-Quipper”, or sometimes
Proto-Quipper-D.1
4.1 Simple types and quantum circuits
Recall from Section 2.3 that the modelM of [27] contains a
(full) monoidal subcategoryM of (generalized) circuits. Ob-
jects S of M (or (1, S) ofM) are called simple. It follows that
S is simple iff ♯S = 1. Such objects represent states without
parameters (i.e., a single state space, rather than an indexed
family of them). We call a type simple if it is interpreted by
a simple object. For any simple objects S1 and S2, we have
1A full specification of dependently typed Proto-Quipper is available in
Appendix B.
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the isomorphism
!(S1⊸ S2)
box/unbox
 pM(S1, S2).
This isomorphism means that the function type !(S1 ⊸ S2)
literally represents a hom-set of the category M, which we
can think of as a set of circuits with input S1 and output S2.
We equip the programming languagewith a typeCirc(S1, S2)
representing such circuits as first-class citizens. These linear
functions of simple types correspond to quantum circuits.
The type bit is defined as (1,Q), where Q is a des-
ignated object in M representing the qubit type. As a re-
sult of being a free coproduct completion,M has coproducts.
Thus Proto-Quipper-M admits quantum data types. For ex-
ample, the type Listbit can be interpreted as an object
Σn∈N(1,Q
⊗n) = (N, (Q⊗n)n∈N).
A problem of quantum data types. The box/unbox iso-
morphism only holds for simple types. However, Listbit
is not a simple type since ♯JListbitK = ♯(N, (Q⊗n)n∈N) =
N. Thus, there is no such type asCirc(Listbit, Listbit)
in Proto-Quipper-M, and a function of type !(Listbit⊸
Listbit) cannot be converted into a circuit. This makes
sense, because such a function actually represents a family
of circuits, indexed by the length of the input list. In prac-
tice, however, wewant programmers to be able to workwith
quantum data types and linear functions between them. The
above limitation makes boxing circuits in Proto-Quipper-M
awkward.
Solution via dependent quantumdata types. We solve
this problembyworkingwith dependent quantum data types,
such as Vecbitn. For a value n of type Nat, we define
JVecbitnK as Vn = (1,Q
⊗n) as in the following pullback
square. Note that the existence of the pullback is guaranteed
by the state-parameter fibration ♯ : M → Set.
JVecbitnK = Vn JListbitK = Σn∈N(1,Q
⊗n)
q1 qN
qn
Thus ♯JVecbitnK = ♯Vn = 1 and Vecbitn is a sim-
ple type. Now a linear function of the type !(Vecbitn⊸
Vecbitn) can be boxed into a circuit, which has the type
Circ(Vecbitn,Vecbitn). Togetherwith the dependent
function type, the programmer can now define a function of
the type
!((n : Nat)⊸ Circ(Vecbitn,Vecbitn)).
Such a function represents a family of circuits indexed by n.
We extend the syntax of Definition 3.1 with simple types,
circuit types, dependent data types, and the boxing and un-
boxing operations for circuits.
Definition 4.1 (Extended syntax).
TypesA,B ::= ... | Nat | ListA | VecAR | Circ(S1, S2)
Simple Types S ::=bit | Unit | S1 ⊗ S2 | Vec S R
Parameter types P ::= ... | Nat | List P | Vec P R | Circ(S1, S2)
TermsM ::= ... | ℓ | (a,C,b) | boxS M | unboxM
Note that the vector data type VecAR requires the length
index to be a parameter term R, as only parameter terms can
appear in types. The typeCirc(S1, S2) is considered a param-
eter type because JCirc(S1, S2)K = pM(JS1K, JS2K), which is a
parameter object.
Following Proto-Quipper-M, we extend terms with labels
ℓ, which are distinct from variables. Labels are used to rep-
resent wires of a quantum circuit (or more generally, com-
ponents of a tensor product). Unlike variables, labels can-
not be substituted. We also extend contexts with label con-
texts of the form Σ = ℓ1 :k1 bit, ..., ℓn :kn bit, where
ki ∈ {0, 1}. The semantics of Σ is a tensor product of qubits,
and we identify each Σ with the corresponding object inM.
The canonical inhabitants ofCirc(S1, S2) are boxed circuits
of the form (a, C,b), where C is a morphism of M and a,b
are interfaces connecting the inputs and outputs of C to the
types S1 and S2, respectively (see [27] for more details).
The typing rules for Circ(S1, S2) are the same as in Proto-
Quipper-M:
Σ1 ⊢ a : S1 Σ2 ⊢ b : S2 C : Σ1 → Σ2
Φ ⊢ (a, C,b) : Circ(S1, S2)
Γ ⊢ M : !(S1⊸ S2)
Γ ⊢ boxS1 M : Circ(S1, S2)
Γ ⊢ M : Circ(S1, S2)
Γ ⊢ unboxM : !(S1⊸ S2)
Boxed circuits are not part of the surface language; rather
they are built and consumed by the box and unbox opera-
tions. Certain built-in boxed circuits, called gates, may be
bound to constant symbols of the language (or provided by
a standard library). An implementation may also provide
additional primitive operations on boxed circuits, such as
reverse : Circ(S1, S2) → Circ(S2, S1). Indeed, although the
types !(S1 ⊸ S2) and Circ(S1, S2) are semantically isomor-
phic, they are operationally distinct, becauseCirc(S1, S2) has
canonical inhabitants whereas !(S1⊸ S2) does not.
The shape operation can be extended naturally.
Definition 4.2 (Extended shape operation).
Sh(Nat) = Nat
Sh(ListA) = List Sh(A)
Sh(VecAR) = Vec Sh(A)R
Sh(Circ(S1, S2)) = Circ(S1, S2)
Sh(ℓ) = unit
Sh(a, C,b) = (a, C,b)
Sh(boxS M) = boxS Sh(M)
Sh(unboxM) = unbox Sh(M)
This definition is semantically sound for List and Vec be-
cause the shape-unit functor p♯ preserves tensor products
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and coproducts inM. We also observe that Sh(Listbit) =
List Unit  Nat and Sh(VecbitR) = VecUnitR  Unit.
Safe list-to-vector conversion. Allowing types to depend
on the shape of any other types allows us to define a func-
tion to safely convert a list of qubits into a vector of qubits.2
conv : !((x : Listbit)⊸ Vecbit (toNatx))
conv =
li (λx . casex of
Nil → VNil
Consy ys → VConsy (force convys))
Let us consider the type
(x : Listbit)⊸ Vecbit (toNatx).
Here toNat : List Unit → Nat is the isomorphism that con-
verts a list of units to a natural number. Using the kinding
rules of Definition 3.4 to kind check this type, we only need
to kind check the following
x : Sh(Listbit) = List Unit ⊢ Vecbit (toNatx) : ∗,
which is a valid kinding judgment. So a function of the type
(x : Listbit)⊸ Vecbit (toNatx) takes a list of qubits
as input and outputs a vector of qubits, where the length of
the vector is the length of the input list.
The above conversionwould not be possible if we required
dependent types to be only of the form (x : P) → B[x],
where P is a parameter type. McBride’s conversion function
has a different flavor. In [18, Section 5], he defines conv :ω
(x :1 ListX ) ⊸ VecX (lengthx), where length :0 (x :0
ListX )⊸ Nat. We cannot define a length function of type
Listbit⊸ Nat because it violates linearity.
4.2 Operational semantics
In Proto-Quipper-M [27], the call-by-value big-step evalua-
tion is defined on a configuration of the form (C,M), where
C denotes a morphism of M, and M is a term that can ap-
pend quantum gates to C when evaluated.
Definition 4.3. We define a well-typed configuration
Γ; Σ ⊢ (C,M) : A; Σ′
to mean there exists Σ′′ such that C : Σ → Σ′′ ⊗ Σ′ and
Γ, Σ′′ ⊢ M : A.
Our definition of well-typed configurations allows M to
be an open term, with free variables from the context Γ. The
reason for this is that the evaluation rules can be used during
type checking, where there can be free variables in types.
We can visualize the configuration (C,M) in the above
definition as the following diagram, where the term M in
(C,M) is using the output wires from Σ′′.
2A dependently typed Proto-Quipper program for conv can be found in
Appendix C.
C
M
Σ
Σ
′′
Σ
′
Γ
A
Dependently typed Proto-Quipper has the same evalua-
tion rules as Proto-Quipper-M, plus rules for reducing pa-
rameter terms.3
Definition 4.4 (Selected evaluation rules).
(C1,M) ⇓ (C2, force(unbox (a,D,b)))
(C2,N ) ⇓ (C3,a
′)
C4 = append(C3,a
′, (a,D,b)), FV(MN ) = ∅
(C1,MN ) ⇓ (C4,b)
(C,M) ⇓ (C′, li M ′) (idI ,R) ⇓ (_,V )
(ida ,M
′ a) ⇓ (D,b)
a = gen(S[V ]) FV(boxS [R]M) = ∅
(C, boxS [R]M) ⇓ (C
′, (a,D,b))
(C,M) ⇓ (C′, λx .M ′) (C′,N ) ⇓ (C′′,V )
(C′′, [V/x]M ′) ⇓ (C′′′,N ′)
(C,MN ) ⇓ (C′′′,N ′)
(C,M) ⇓ (C′, liM ′) (C′,M ′) ⇓ (C′′,N )
(C, forceM) ⇓ (C′′,N )
(C,M) ⇓ (C′, unboxM ′)
(C, boxS M) ⇓ (C
′,M ′)
(C1,R1) ⇓ (C2, λ
′x .R′1) (C2,R2) ⇓ (C3,V )
(C3, [V /x]R
′
1) ⇓ (C4,R
′)
(C1,R1@R2) ⇓ (C4,R
′)
(C1,R) ⇓ (C2, liM) (C1, Sh(M)) ⇓ (C3,R
′)
(C1, force
′ R) ⇓ (C3,R
′)
In the first evaluation rule, the termMN appends a circuit
D to the circuit C3, resulting in an updated circuit C4. The
term N evaluates to a label tuple a′, pointing to some of the
outputs of the then-current circuit C3. This tuple a
′ must
match the input interface a of the boxed circuit (a,D,b).
Finally, the operation append(C3,a
′, (a,D,b)) constructs a
new circuit C4 by connecting the outputs a
′ of C3 to the
inputs a of (a,D,b). As a result, C4 will expose b as part of
its output interface.
The second evaluation rule is for boxing a circuit. The no-
tation S[R] denotes a simple type S that may contain a pa-
rameter term R. The type annotation S[R] on the keyword
3A detailed definition of the evaluation rules is in Definition B.6 in the
appendix.
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box is used to generate a data structure a = gen(S[V ]) hold-
ing fresh wire labels. The evaluator then evaluatesM ′ a un-
der the identity circuit ida , which produces a circuit D and
a circuit output b.
The third to fifth evaluation rules are the same as Proto-
Quipper-M. The last two rules are for evaluating parameter
terms. Since parameter terms do not change states, the eval-
uation of these terms does not append any quantum gates.
We have the following theorem.
Theorem 4.5. If (C,R) ⇓ (C′,R′), then we have C = C′.
The semantics of well-typed configurations is given be-
low. It corresponds to the above diagram for (C,M), where
vertical composition is interpreted as the fibered monoidal
product ⊗JΓK .
Definition 4.6. Let Γ; Σ ⊢ (C,M) : A; Σ′ be a well-typed
configuration. We define
J(C,M)K : JΓK
 
⊗ JΣK → JAK
 
⊗ JΣ′K
= (JMK
 
⊗ JΣ′K) ◦ (JΓK
 
⊗ C),
a morphism over JΓK inM/JΓK.
Dependently typed Proto-Quipper satisfies type preserva-
tion and soundness.
Theorem 4.7 (Type preservation and soundness). If Γ; Σ ⊢
(C,M) : A; Σ′ and (C,M) ⇓ (C′,M ′), then we have Γ; Σ ⊢
(C′,M ′) : A; Σ′ and J(C,M)K = J(C′,M ′)K.
4.3 Prototype implementation
We have implemented a prototype for dependently typed
Proto-Quipper, called Proto-Quipper-D.Wewill now discuss
some essential features that enable the type system in this
paper to scale to a usable programming language. For more
information about programming in Proto-Quipper-D, please
see Appendix C and the tutorial introduction [7].
Type inference and elaboration. It is a well-known is-
sue that programming with linear types can be quite in-
vasive: the programmer must supply linearity annotations,
which is burdensome for large programs. Recent research
tries to address this problem. For example, Paykin and Zdan-
cewic [24] propose embedding a linear-nonlinear type sys-
tem inHaskell. Bernardy et al. [5] propose extendingHaskell
with linear types.
In our implementation, every top-level declaration must
be of parameter type (since top-level functions are reusable).
Programs can be written without using annotations such
as li and force. We implemented a type elaborator that
extends the well-known bi-directional type inference algo-
rithm [25] with the ability to insert linearity annotations.
The basic idea is that when checking a program M with
type !A, the elaborator produces a new term liM ′, where
M ′ is the result of checking M against the type A. When
inferring a type for the application MN , where M has the
type !(A ⊸ B), the elaborator will produce a new term
(forceM)N ′ and a type B, where N ′ is the result of check-
ing N against A. We also implemented a secondary checker
to recheck the annotated terms produced by the elaborator.
We have found that this two-step elaboration-and-checking
works well in practice and linear annotations are manage-
able with the help of the type elaborator.
Simple data types and parameter data types. We im-
plement Haskell 98 style [14] data types (which begin with
the keyword data). For example, list data type can be de-
clared as data List a = Nil | Cons a (List a). We also
implemented a special kind of dependent data types that we
call simple data type declarations (which beginwith the key-
word simple). For example, the following is a declaration of
a vector data type.
simple Vec a : Nat -> Type where
Vec a Z = VNil
Vec a (S n) = VCons a (Vec a n)
As we mentioned in Section 4.1, only linear functions of
simple types can be boxed into circuits and simple types can
be characterized semantically by ♯S = 1. Simple types can
also be described syntactically as types that uniquely deter-
mine the size of their inhabitants. For example, List is not
a simple type because Listbit may have inhabitants of
different sizes, while inhabitants of Vecbit 3 must have
size 3, so it is a simple type. In Proto-Quipper-D, the sim-
ple data type declaration is checked by the compiler using
a syntactic characterization of simple types. Note that such
a simplicity check is undecidable in general, as it is equiv-
alent to checking termination of a recursive function (e.g.,
the vector data type declaration above can be viewed as a
primitive recursive function which recurs on a second in-
put of type Nat). We implemented a simplicity checker that
only accepts certain declarations that correspond to primi-
tive recursive functions.
Since we allow user-defined types, the notion of param-
eter types and simple types must account for such exten-
sions. We implement parameter types and simple types as
type classes [34], and their instances are automatically gen-
erated by the compiler upon defining a data type.
For example, the list data type declaration will generate
an instance (Parameter a) => Parameter (List a),
which means that List a is a parameter type if the type a is
a parameter type. Similarly, the vector data type declaration
will generate an instance (Simple a) => Simple (Vec a
n), which means Vec a n is a simple type if the type a is
simple.
With simple type constraints, we can give the circuit box-
ing operator box the following type (Simple a, Simple b)
=> !(a -> b) -> Circ(a, b). This way the type checker
will be able check at compile time whether the linear func-
tions we are boxing are indeed linear functions of simple
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types. With parameter type constraints, we can safely dis-
card reusable variables without violating linearity. For ex-
ample, we can define a function fst to retrieve the left ele-
ment of a pair, which will have type !((Parameter b) =>
a * b -> a). Here a * b means a ⊗ b. Since type b is a
parameter type, it is safe to discard the right element.
Irrelevant quantification. Besides the linear dependent
types described in this paper, we also implemented a ver-
sion of Miquel’s irrelevant quantification [3, 19]. Although
the usual dependent quantification is enough in theory, it is
beneficial to implement irrelevant quantification. Because
irrelevant arguments are erased during evaluation, length-
indexed data types such as Vec will not store their length at
runtime, hence making the evaluator more efficient.
In Proto-Quipper-D, a dependent quantification takes the
form (n : Nat) -> T, and an irrelevant quantification
takes the form forall (n : Nat) -> T. We implement
the following typing rules for irrelevant quantification.
Φ, x : P, Γ ⊢ M : B[x]
Φ, Γ ⊢ λ{x}.M : ∀(x : P).B[x]
Φ, Γ ⊢ M : ∀(x : P).B[x] Φ ⊢ R : A
Φ, Γ ⊢ M{R} : B[R]
Both irrelevant abstraction λ{x}.M and application M{R}
are erased to |M | during evaluation. So we must be able to
discard the irrelevant argument R. Hence we require the
irrelevant quantification to be of the form ∀(x : P).B[x]
(where P must be a parameter type), and the irrelevant ar-
guments to be parameter terms. The shape operation can be
extended for irrelevant quantification.
Sh(∀(x : P).B[x]) = ∀(x : P). Sh(B[x])
Sh(λ{x}.M) = λ{x}. Sh(M)
Sh(M{R}) = Sh(M){R}
Other than annotating types using the keyword forall,
programmers do not need to work with irrelevant abstrac-
tion and application explicitly. Our type elaborator automat-
ically generates the irrelevance annotations, just like linear-
ity annotations. For example, in Proto-Quipper-D, the vec-
tor append function has type !(forall a (n m : Nat)
-> Vec a n -> Vec a m -> Vec a (add n m)), but its
definition is the same as that of the list append function.
5 Conclusion
Wedefined state-parameter fibrations, and showed that they
model a general notion of linear dependent types. We de-
rived a linear dependent type system based on the categori-
cal structures obtained from the state-parameter fibration.
We showed that Rios and Selinger’s M admits a state-pa-
rameter fibration ♯ : M → Set. We further extended the
linear dependent type system to obtain a programming lan-
guage for quantum circuits, called dependently typed Proto-
Quipper. We showed how the fibration ♯ : M → Set can
be used to interpret dependently typed Proto-Quipper. We
proved the type preservation and the soundness for the big-
step evaluation.We implemented a prototype for dependent-
ly typed Proto-Quipper and discussed practical aspects of
the implementation.
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A Proofs
A.1 Proof of Fact 2.2
Theorem A.1. Suppose there is an adjoint pair F ⊣ G (where F : E → B). Let η be the unit of the adjunction. The left square is
a pullback if and only if f is the cartesian lifting of F (f ) on the right.
B A B A
GF (B) GF (A) F (B) F (A)
ηB
f
ηA
f
GF (f ) F (f )
Proof. First let us observe the following. Let k : F (C) → F (B) and h : C → GF (B) be morphisms such that h˜ = k and kˆ = h.
The triangle below commutes if and only if k = F (д).
C C
B F (C) B
GF (B) F (B)
д
h
д
ηB
F (д)
This is because
• If h = ηB ◦ д, then k = h˜ = ηB ◦ д = F (д) (note that the last equality is by naturality of η and uniqueness of the (˜−)
operation).
• If k = F (д), then h = kˆ = F̂ (д) = ηB ◦ д by the uniqueness of the (̂−) operation and the unit-counit identity property.
Now, in the statement of the theorem, suppose the left square is a pullback. To show that f is a cartesian lifting of F (f ),
let д : C → A and k : F (C) → F (B) be such that F (д) = F (f ) ◦ k . Then GF (f ) ◦ kˆ = F (f ) ◦ k = F̂ (д) = ηA ◦ д. Therefore the
pullback gives a unique u : C → B such that f ◦ u = д and ηB ◦ u = kˆ , the latter of which is equivalent to F (u) = k by the
observation.
Suppose f is a cartesian lifting of F (f ) . To show that the left square is a pullback, let д : C → A and h : C → GF (B) be
such that ηA ◦ д = GF (f ) ◦ h. This implies (by the observation) that F (д) = GF (f ) ◦ h = F (f ) ◦ h˜. Therefore the cartesian
lifting f gives a unique u : C → B such that f ◦ u = д and F (u) = h˜, the latter of which is equivalent to ηB ◦ u = h by the
observation. 
A.2 Proof of Fact 2.4
Theorem A.2. E is a pullback fibration via ♯ iff the following holds.
(1) E has a full reflective subcategory q : B → E, i.e., q has a left adjoint ♯ : E → B and ♯ ◦ q = idB. Moreover q is full and
faithful. We write η : idE → q ◦ ♯ for the unit.
(2) B has a terminal object 1.
(3) Any arrows of E of the form q f : qY → qX and h : A → qX have a pullback (denoted by qY ×qX A) such that the right
square below is also a pullback in B, where h˜ and π˜1 are the unique arrows induced by ♯ ⊣ q.
In particular, ifX = ♯A andh = ηA : A→ q♯A, then there is a pullback B = qY×q♯AA such thatY = ♯B, π1 = ηB : B → q♯B
and π2 is the cartesian lifting of f .
qY ×qX A A ♯(qY ×qX A) ♯A
qY qX Y X
π2
π1 h
♯π2
π˜1 h˜
qf f
Proof. Suppose E is terminally fibered via ♯. We define the functor q : B→ E as follows.
• Given any object X of B, we define qX to be the domain of !X : qX → 1, where !X is the cartesian lifting of !X : X → 1.
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• Given any morphism Y → X of B, we define q f to be the unique arrow below.
qY
Y qX 1
X 1
qf
f
!X
Then q is obviously functorial. Observe that ♯qX = X and ♯q f = f by definition.
To prove (1), we just need to prove B(♯A,X )  E(A,qX ). Given a map f : ♯A → X , we define a map д : A → qX by the
following diagram.
A
♯A qX 1
X 1
д
f
!X
On the other hand, given a map h : A → qX , we can obtain ♯h : ♯A → X since ♯qX = X . The naturality proof is elided. Thus
q is full and faithful because B(A,C) = B(♯qA,C) = E(qA,qC). By naturality of η : 1 → q♯, for any h : A → qX , we have
h = q♯h ◦ ηA.
(2) is obvious. To prove (3), fix any q f : qY → qX and h : A → qX . By definition of pullback fibrations, we have the
pullback in B below. We take the cartesian lifting of π2 as in the middle, and have the pullback on the right by Fact 2.2.
Z ♯A B A B A
Y X Z ♯A qZ q♯A
π2
π1 h˜
д д
f π2 qπ2
Apply q to the left pullback, stack it with the right pullback, and we have the following.
B A
qZ q♯A
qY qX
д
ηB ηA
qπ1 qh˜
qf
Note that qh˜ ◦ ηA = h, and thus we have the desired pullback. The second condition of (3) is by the pullback “prism” lemma.
Assuming (1)–(3), we want to prove ♯ is a pullback fibration. First we need to show ♯ is a Grothendieck fibration. For any
object A of E, suppose we have a morphism f : X → ♯A of B. Then (3) gives the following pullback.
B A
qX q♯A
π
ηB ηA
qf
Note that X = ♯B and f = ♯π . By Fact 2.2, π is the cartesian lifting of f . Thus ♯ is a Grothendieck fibration. It can be shown
that B has pullback from (3) and ♯ ◦ q = idB. The category E has a terminal object q1, and ♯q1 = 1. 
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A.3 Proof of Theorem 2.14
Theorem A.3. There is an adjunction E/A(C ⊗qX A,B)  E/qX (C,ΠqX ,AB). In other words, there is a natural transformation
ϵ : (ΠqX ,AB)⊗qX A → B. For any morphism f : C ⊗qX A → B, there exists a unique f˜ : C → ΠqX ,AB such that ϵ ◦( f˜ ⊗qX A) = f .
C ⊗qX A
ΠqX ,AB ⊗qX A B
f
f˜ ⊗qXA
ϵ
Proof. In a state-parameter fibration, we have the adjunction − ⊗qX A ⊣ A⊸qX −. We write ε : (A⊸qX B) ⊗qX A → B for
the counit. For any f : C ⊗qX A → B, we write f̂ : C → A⊸qX B for the unique morphism such that ε ◦( f̂ ⊗qX A) = f . Recall
that j : ΠqX ,AB → A⊸qX B is the cartesian lifting of j : ΠX ,AB → A ⇒X B. We define ϵ = ε ◦ (j ⊗A) : (ΠqX ,AB) ⊗qX A→ B.
Suppose we have f : C ⊗qX A→ B, a morphism over A. Thus f : C ×X A → B is a morphism in B. Since B is locally cartesian
closed, there exists a unique f˜ : ♯C → ΠX ,AB such that ♯( f̂ ) = j ◦ f˜ . By the cartesianness of j , there exists a unique morphism
f˜ : C → ΠqX ,AB such that j ◦ f˜ = f̂ and ♯( f˜ ) = ♯˜ f . So we have (j ◦ f˜ ) ⊗qX A = (j ⊗qX A) ◦ ( f˜ ⊗qX A) = f̂ ⊗qX A. Thus
ϵ ◦ ( f˜ ⊗qX A) = ε ◦ (j ⊗qX A) ◦ ( f˜ ⊗qX A) = ε ◦ ( f̂ ⊗qX A) = f .

A.4 Proofs for theorems in Section 3.3
The following theorem shows that the parameterized-unit functor p maps ×Y to ⊗qY .
Theorem A.4. Let p be the parameterized-unit functor. We have p(X ×Y Z ) = pX ⊗qY pZ .
Proof. We have the following pullback diagram.
pX ⊗qY pZ pX ⊗ pZ = p(X × Z ) I
q(X ×Y Z ) q(X × Z ) q1

In the statement of the following lemma, it is intentional that two different functors q and p are applied to Z and X ,
respectively. The point is that the category E does not in general have products, but it does have them when one of the
components is in the image of q. The lemma shows that if the other component is a parameter object, then so is the product.
This will be used in the proof of Theorem A.9 below.
Lemma A.5. Let πX : X → Y and πZ : Z → Y be two maps in B. We have qZ ×qY pX = pZ ⊗qY pX = p♯(qZ ×qY pX ).
Proof. Note that pZ ⊗qY pX = p♯(qZ ×qY pX ) is by Fact 2.4 and Theorem A.4. To show qZ ×qY pX = pZ ⊗qY pX , we use the
following pullback squares.
pZ ⊗qY pX pZ ⊗ pX pX
q(Z ×Y X ) q(Z × X ) qX
qZ ×qY pX pX
q(Z ×Y X ) qX
qZ qY
η η

Lemma A.6. Suppose we have the following pullback squares.
A B
qX qY
C D
A B
17
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Then the following is a pullback square.
A
 
⊗ C B
 
⊗ D
qX qY
Lemma A.7. We have ♯ ◦ p ⊣ ♭ ◦ q and ♭ ◦ q  idB.
Theorem A.8.
(1) JΓ ⊢K (which we usually just write as JΓK) is defined as an object in E.
(2) JΦ ⊢ AK is defined as an object π : JAK → JΦK in the slice category E/JΦK.
(3) JΓ ⊢ M : AK is defined as a morphism JMK : JΓK → JAK in the slice category E/JΓK.
Proof.
(1) By induction on Γ ⊢.
• We define J· ⊢K = I .
• Case:
Γ ⊢ Sh(Γ) ⊢ A : ∗ k = ω ⇒ A = P
Γ, x :k A ⊢
By (2) and (3), we have π : JAK → JΓK. We define JΓ, x :k AK = JΓK
 
⊗ JAKk as a fibered tensor product over JΓK. Here
JAKk = JAK if k = 1, otherwise JAKk = pJAK.
(2) By induction on the derivation of Φ ⊢ A : ∗.
• We define JCK = A, where A is a designated object in E such that ♯A = 1.
• Case:
Φ ⊢ A : ∗
Φ ⊢ !A : ∗
By the induction hypothesis, we have a morphism π : JAK → JΦK. We define JΦ ⊢ !AK = q♭π ◦ ηp♭JAK : p♭JAK → JΦK.
• Case:
Φ, x :k Sh(A) ⊢ B[x] : ∗
Φ ⊢ (x : A)⊸ B[x] : ∗
By the induction hypothesis, we have morphisms π : JBK → JAK and JAK → JΦK (since Φ ⊢ A : ∗) in E. We define
JΦ ⊢ (x : A)⊸ B[x] : ∗K =
∏
JΦK,JAK JBK as an object in E/JΦK.
• Case:
Φ, x :k Sh(A) ⊢ B[x] : ∗
Φ ⊢ (x : A) ⊗ B[x] : ∗
By the induction hypothesis, we have morphisms π : JBK → JAK and JAK → JΦK (since Φ ⊢ A : ∗) in E. We define
JΦ ⊢ (x : A) ⊗ B[x] : ∗K = JAK ⊗JAK JBK as an object in E/JΦK.
• Case:
Φ, x :k P1 ⊢ P2[x] : ∗
Φ ⊢ (x : P1) → P2[x] : ∗
Let P1 = Sh(A1), P2 = Sh(A2) for some type A1,A2. By Theorem A.9 (2) we have morphisms π : pJA2K → JA1K
and π ′ : pJA1K → JΦK. Thus π˜ : JA2K → JA1K and π˜ ′ : JA1K → JΦK. We define JΦ ⊢ (x : P1) → P2[x] : ∗K to be
p(
∏
JΦK,JA1K
JA2K), which is over JΦK.
(3) By induction on the derivation of Γ ⊢ M : A.
• Case:
0Γ, x :1 A, 0Γ
′ ⊢
0Γ, x :1 A, 0Γ
′ ⊢ x : A
18
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Since Sh(Γ) ⊢ A : ∗, by (2)we haveπ : JAK → JΓK. Note that there is a canonicalmorphism f : pJΓK
 
⊗JAK
 
⊗pJΓ′K → JAK
over JΓK. We define JxK as the following u over JΓ, x : A, Γ′K.
pJΓK
 
⊗ JAK
 
⊗ pJΓ′K
JΓ′K ×JΓK JAK JAK
JΓ, x : A, Γ′K = JΓ′K JΓK
u
f
η
π ′ π
• Case:
Γ1 ⊢ M : (x : A)⊸ B[x] Γ2 ⊢ N : A
Γ1 + Γ2 ⊢ MN : B[Sh(N )]
By the induction hypothesis, we have JMK : JΓ1K →
∏
JΓK,JAK JAK over JΓK and JN K : JΓ2K → JAK. Note that JΓ1K =
JΓ2K = JΓK. We define JMN K as the following arrow u (where JΓ1 + Γ2K = JΓ1K ⊗JΓK JΓ2K, JSh(N )K = q♯p♯JN K = JN K by
Theorem A.9 (3), and the pullback square is by Theorem A.13).
JΓ1 + Γ2K
JB[Sh(N )]K JBK
JΓK JΓ, x : AK
u
ϵ◦(JMK⊗JΓKJN K)
η
π
JSh(N )K
• Case:
Γ, x :k A ⊢ M : B[x] k = 0 ⇒ A = P
Γ ⊢ λx .M : (x : A)⊸ B[x]
By the induction hypothesis, we have a morphism JMK : JΓK ⊗JΓK JAK
k
→ JBK over JΓ, x : AK. By the adjunction in
Theorem 2.14, we define Jλx .MK = J˜MK : JΓK →
∏
JΓK,JAKk JBK as a morphism over JΓK.
• Case:
Φ, x : P1 ⊢ R : P2[x]
Φ ⊢ λ′x .R : (x : P1) → P2[x]
Let P1 = Sh(A1), P2 = Sh(A2),R = Sh(M),Φ = Sh(Γ) for some A1,A2,M , Γ. By Theorem A.9 (3), we have JRK = pJMK :
pJΓK ⊗JΓK pJA1K → pJA2K = p(JΓK×JΓK JA1K → JA2K). We define Jλ
′x .RK to be the morphism p(JΓK →
∏
JΓK,JA1K
JA2K)
over JΓK = JΦK.
• Case:
Φ ⊢ R1 : (x : P1) → P2[x] Φ ⊢ R2 : P1
Φ ⊢ R1@R2 : P2[R2]
SupposeR1 = Sh(M),R2 = Sh(N ), P1 = Sh(A1), P2 = Sh(A2),Φ = Sh(Γ1) = Sh(Γ2) = Sh(Γ) for someM ,N ,A1,A2, Γ, Γ1, Γ2
such that Γ1 ⊢ M : (x : A1) ⊸ A2 and Γ2 ⊢ N : A1. By Theorem A.9 (3), we have JR1K = pJMK : pJΓ1K →
p(
∏
JΓK,JA1K
JA2K) over JΦK and JR2K = pJN K : pJΓ2K → pJA1K. We define JR1@R2K as the following arrow u (where the
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pullback square is by Theorem A.13 and ϵ : (
∏
JΓK,JA1K
JA2K) ×JΓK JA1K → JA2K is the counit in B).
pJΓK
pJA2[Sh(N )]K pJA2K
JΓK JΓ, x : A1K
u
p(ϵ◦(JMK×JΓKJN K))
η
π
JN K
• Case:
Φ ⊢ M : A
Φ ⊢ liM : !A
Let Φ = Sh(Γ) for some Γ. By Theorem A.9 (1), we have JΦK = pJΓK. By the induction hypothesis, we have a morphism
JMK : pJΓK → JAK over JΦK. By the adjunction p ⊣ ♭, we define JliMK = pJ˜MK : p♯JΓK → p♭JAK as a morphism over
JΦK.
• Case:
Γ ⊢ M : !A
Γ ⊢ forceM : A
By the induction hypothesis, we have a morphism JMK : JΓK → p♭JAK over JΓK. We define JforceMK = force ◦JMK :
JΓK → JAK, where force : ! → idE is the counit.
• Case:
Φ ⊢ R : !A
Φ ⊢ force′ R : Sh(A)
By the induction hypothesis we have a morphism JRK : JΦK → p♭JAK over JΦK. We define Jforce′ RK = p♯ force ◦JRK :
JΦK → p♯JAK.
• Case:
Γ1 ⊢ M : A Γ2 ⊢ N : B[Sh(M)]
Γ1 + Γ2 ⊢ (M ,N ) : (x : A) ⊗ B[x]
By the induction hypothesis, we have JMK : JΓ1K → JAK and JN K : JΓ2K → JB[Sh(M)]K. Since Sh(Γ1) ⊢ Sh(M) : Sh(A),
by Theorem A.9 (3), we have pJMK : pJΓ1K → pJAK, thus p♯JMK = JMK : JΓK → JAK. By Theorem A.13, we have a
map i : JB[Sh(M)]K → JBK. We define J(M ,N )K = JMK
 
⊗ (i ◦ JN K) : JΓ1K
 
⊗ JΓ2K → JAK
 
⊗ JBK.
• Case:
Γ1 ⊢ N : (x : A) ⊗ B[x]
Γ2, x :k1 A,y :k2 B[x] ⊢ M : C
k1 = 0 ⇒ A = P1,k2 = 0 ⇒ B[x] = P2[x]
Γ1 + Γ2 ⊢ let (x ,y) = N in M : C
Without loss of generality, we assume k1 = k2 = 1. By the induction hypothesis, we have JN K : JΓ1K → JAK ⊗JAK JBK
over JΓK and JMK : JΓ2, x :1 A,y :1 B[x]K → JCK over JBK. So we have π : JCK → JBK. Moreover, we have JN K : JΓK →
JBK. So JN K and π form a pullback square with pullback JCK over JΓK.
We have JΓ2K
 
⊗ JN K : JΓ1 + Γ2K → JΓ2K
 
⊗ (JAK
 
⊗ JBK) = JΓ2, x :1 A,y :1 B[x]K. So JMK ◦ (JΓ2K
 
⊗ JN K) : JΓ1 + Γ2K → JCK.
So we define Jlet (x ,y) = M in N K to be the unique arrow over JΓK induced by the pullback.
JΓ1 + Γ2K
JΓK ×JBK JCK JCK
JΓK JBK
JletK
JMK◦(JΓ2K
 
⊗JN K)
η
π
JN K

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Theorem A.9.
(1) JSh(Γ)K = pJΓK, an object in pB.
(2) JΦ ⊢ Sh(A)K = η ◦ pπ : pJAK → JΦK, an object in the slice category pB/JΦK, where η : pJΦK → JΦK and π : JAK → JΦK.
(3) JSh(Γ) ⊢ Sh(M) : Sh(A)K = pJMK : pJΓK → pJAK, a morphism in the slice category pB/JΓK.
Proof. (1) Since J· ⊢K = I = p1 = p♯I , we only need to consider the following case.
Sh(Γ) ⊢ Sh(Γ) ⊢ Sh(A) : ∗
Sh(Γ), x :k Sh(A) ⊢
By the induction hypothesis, we have JSh(Γ)K = pJΓK. By (2), we have a map pJAK → JΓK. We have JSh(Γ), x :k Sh(A)K =
pJΓK ⊗JΓK pJAK = p♯(JΓK
 
⊗ JAK) = pJΓ, x :k AK as a fibered tensor product over JΓK.
(2) By induction on derivation of Φ ⊢ Sh(A) : ∗.
• Case:
Φ ⊢ A : ∗
Φ ⊢ !A : ∗
We have JΦ ⊢ !AK = q♭π ◦ ηp♭JAK : p♭JAK → JΦK, where π : JAK → qJΦK. So q♭π ◦ ηp♭JAK = ηp♯JΦK ◦ p♭π ◦ p♯ηp♭JAK by
naturality (note that p♯ηp♭JAK = idp♭JAK).
• Case:
Φ, x :k Sh(A1) ⊢ Sh(A2[x]) : ∗
Φ ⊢ (x : Sh(A1)) → Sh(A2[x]) : ∗
Since we also have Φ ⊢ (x : A1)⊸ A2[x] : ∗, by Theorem A.8 (2), we have q(p1) ◦ η1 : ΠJΦK,JA1KJA2K → JΦK, where
p1 : ΠJΦK,JA1KJA2K → JΦK and η1 : ΠJΦK,JA1KJA2K → q(ΠJΦK,JA1KJA2K). Also by Theorem A.8 (2), we have
ηpJΦK ◦p(p1) : p(ΠJΦK,JA1KJA2K) → JΦK. It can be shown that ηpJΦK ◦p(p1) = ηpJΦK ◦p♯(q(p1) ◦η1) : p(ΠJΦK,JA1KJA2K) →
JΦK (note that ♯η1 = idΠJΦK,JA1KJA2K).
(3) By induction on the derivation of Sh(Γ) ⊢ Sh(M) : Sh(A).
• Case:
0Γ, x :1 Sh(A), 0Γ
′ ⊢
0Γ, x :1 Sh(A), 0Γ
′ ⊢ x : Sh(A)
Since Sh(Γ) ⊢ Sh(A) : ∗ and Sh(Γ) ⊢ A : ∗, by (2) we have π : JAK → JΓK and η ◦ p♯π : pJAK → JΓK. Note that there
is a canonical morphism f : J0Γ, x :1 A, 0Γ
′K → JAK over JΓK, also p♯ f : J0Γ, x :1 Sh(A), 0Γ
′K → pJAK. We have the
following (note that p♯(JΓ′K ×JΓK JAK) = JΓ
′K ×JΓK pJAK is by Lemma A.5).
J0Γ, x :1 Sh(A), 0Γ
′K
p♯(JΓ′K ×JΓK JAK) = JΓ
′K ×JΓK pJAK pJAK
JΓ, x : A, Γ′K JΓK
u
p♯f
η◦p♯π
Thus u = pJxK′, where JxK′ = J0Γ, x :1 A, 0Γ
′ ⊢ x : AK : J0Γ, x :1 A, 0Γ
′K → JΓ′K ×JΓK JAK.
• Case:
Sh(Γ) ⊢ Sh(M) : (x : Sh(A)) → Sh(B[x]) Sh(Γ) ⊢ Sh(N ) : Sh(A)
Sh(Γ) ⊢ Sh(M)@Sh(N ) : Sh(B[N ])
By the induction hypothesis, we have JSh(N )K = pJN K : pJΓK → pJAK and JSh(M)K = pJMK : pJΓK → p♯(ΠJΓK,JAKJBK).
Thus p♯(ϵ ◦ (JMK ⊗JΓK JN K)) = p♯ϵ ◦ (pJMK ⊗JΓK pJN K). By Lemma A.5, p♯JB[Sh(N )]K = JSh(B[N ])K. Thus pJMN K =
JSh(M)@Sh(N )K.
• Case:
Sh(Γ), x :k Sh(A) ⊢ Sh(M) : Sh(B[x])
Sh(Γ) ⊢ λ′x . Sh(M) : (x : Sh(A)) → Sh(B[x])
By the induction hypothesis, we have JSh(M)K = pJMK : pJΓK ⊗JΓK pJAK → pJBK. Thus Jλ
′x . Sh(M)K = p♯Jλx .MK :
pJΓK → p(ΠJΓK,JAKJBK) by uniqueness of the abstraction. 
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Theorem A.10. Suppose Γ, x :k A, Γ
′ ⊢ and Γ ⊢ N : A and Γ, [Sh(N )/x]Γ′ ⊢. We have the following pullback.
J[Sh(N )/x]Γ′K JΓ′K
JΓK JAK
JN K†
JN K
Proof. Consider the following case.
Γ, x :k A, Γ
′ ⊢ Γ, x :k A, Γ
′ ⊢ B : ∗
Γ, x :k A, Γ
′,y :k B ⊢
By the induction hypothesis, we have the following pullback on the left. By Theorem A.13, we have the pullback on the
right.
J[Sh(N )/x]Γ′K JΓ′K
JΓK JAK
JN K
J[Sh(N )/x]BK JBK
J[Sh(N )/x]Γ′K JΓ′K
π ′ π
JN K†
By Lemma A.6, we have the following pullback.
J[Sh(N )/x]Γ′K
 
⊗ J[Sh(N )/x]BK JΓ′K
 
⊗ JBK
JΓK JAK
π ′ π
JN K

Remark A.11. Theorem A.10 also serves as the definition of the morphism JN K†, which we will use later. Also, in the special
case where N = R is a parameter term, A = P is a parameter type, and Γ = Φ and Γ′ = Φ′ are parameter contexts, the pullback
in Theorem A.10 takes the simpler form
J[R/x]Φ′K JΦ′K
JΦK JPK
JRK†
JRK
Lemma A.12. Suppose we have a pullback
A′ A
qY qX
N ∗
N
in E. Then, for any object C in E/qY , we have C ⊗qY A
′
 C ⊗qX A.
Proof. First observe in B that, by (5) of Fact 2.4 and the supposition, the right square below is a pullback, and hence that the
outer square below is a pullback by the pullback lemma; i.e., that C ×Y A
′
 C ×X A.
C ×Y A
′ A′ A
C Y X
π0
π1 N
∗
N
Now, C ⊗Y A
′, on the one hand, is obtained from C ⊗ A′ by the left pullback below with the monic i = 〈π0, π1〉 for π0 and π1
in the diagram above, while the right square is a pullback by (7) of Definition 2.8.
C ⊗qY A
′ C ⊗ A′ C ⊗ A
C ×Y A
′ C ×A′ C ×A
η
1C ⊗N
∗
η η
i 1C×N
∗
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On the other hand,C ⊗X A is obtained fromC ⊗ A by the pullback below. But the bottom arrows of the outer pullback above
(i.e., (1C × N
∗) ◦ 〈π0, π1〉) and of the pullback below (i.e., j = 〈π0,N
∗ ◦ π1〉) are the same arrow by the first observation we
made above.
C ⊗qX A C ⊗ A
C ×X A C × A
η η
j

TheoremA.13. IfΦ, x : P,Φ′ ⊢ B : ∗ andΦ ⊢ R : P , thenΦ ⊢ [R/x]B : ∗. Semantically, suppose we have π : JBK → JΦ, x : P,Φ′K,
a morphism JRK : JΦK → JPK over JΦK, and π ′ : J[R/x]B → J[R/x]Φ′KK, and a morphism JRK† : J[R/x]Φ′K → JΦ′K. Then π ′ is
the pullback of π along JRK†, i.e., we have the following pullback square.
J[R/x]BK JBK
J[R/x]Φ′K JΦ′K
π ′ π
JRK†
Proof. By induction on the derivation of Φ, x : P,Φ′ ⊢ B : ∗.
• Case:
Φ, x : P,Φ′ ⊢ A : ∗
Φ, x : P,Φ′ ⊢ !A : ∗
Let us write σ for the substitution [R/x]. By the induction hypothesis, we have the following left pullback, which gives
rise to the right pullback diagram.
JσAK JAK
JσΦK JΦK
a
πσA πA
JRK†
p♭JσAK p♭JAK
q♭JσAK q♭JAK
JσΦK JΦK
p♭a
ηp♭JσAK ηp♭JAK
q♭a
q♭πσA q♭πA
JRK†
We need to show the following big square is a pullback.
p♭JσAK p♭JAK
p♯JσAK p♯JAK
JσΦ′K JΦ′K
p♭a
p♭πσA p♭πA
p♯a
ηp♯JσAK ηp♯JAK
JRK†
It suffices to show ηp♯JAK ◦p♭πA = q♭πA ◦ηp♭JAK and ηp♯JσAK ◦p♭πσA = q♭πσA ◦ηp♭JσAK, which is by the naturality of η.
p♭JAK p♯JΦ′K
q♭JAK q♯JΦ′K
p♭πA
ηp♭JAK ηp♯JΦ′K
q♭πA
• Case:
Φ,y : P,Φ′, x :k Sh(A) ⊢ B[x] : ∗
Φ,y : P,Φ′ ⊢ (x : A) ⊗ B[x] : ∗
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By the induction hypothesis, we have the following two pullbacks.
J[R/y]BK JBK
J[R/y]AK JAK
JRK†
J[R/y]AK JAK
J[R/y]Φ′K JΦ′K
JRK†
By Lemma A.6, we have the following pullback.
J[R/y]AK
 
⊗ J[R/y]BK JAK
 
⊗ JBK
J[R/y]Φ′K JΦ′K
JRK†
• Case:
Φ,y : P,Φ′, x :k Sh(A) ⊢ B[x] : ∗
Φ,y : P,Φ′ ⊢ (x : A)⊸ B[x] : ∗
Let us write σ for the substitution [R/y]. By the induction hypothesis, we have the first two pullbacks below, which
make the third a pullback, too.
JσBK JBK
JσAK JAK
JRK†
JσAK JAK
JσΦ′K JΦ′K
JRK†
JσBK JBK
JσΦ′K JΦ′K
JRK†
We first claim that the pullback D in
D JAK⊸JΦ′K JBK
JσΦ′K JΦ′K
JRK†
equals JσAK⊸JσΦ′K JσBK.
The claim is proved as follows. An arrow h that makes
C D
JσΦ′K
h
c
commute corresponds one-to-one to an h′ that makes
C JAK⊸JΦ′K JBK
JσΦ′K JΦ′K
h′
c
JRK†
commute, by the definition of D as the pullback above. Such an h′ in turn corresponds one-to-one to a k ′ that makes
C ⊗JΦ′K JAK JBK
JσΦ′K JΦ′K
k′
JRK†
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commute, by the adjunction − ⊗JΦ′K JAK ⊣ JAK⊸JΦ′K −. But the right and bottom arrows here have a pullback and that
is JσBK as seen above—therefore such a k ′ corresponds to a k that makes
C ⊗JΦ′K JAK JσBK
JσΦ′K
k
commute, whereC ⊗JΦ′K JAK  C ⊗JσΦ′K JσAK by Lemma A.12. Thus we have a correspondence
E/JσΦ′K(C,D)  E/JσΦ′K(C ⊗JσΦ′K JσAK, JσBK)  E/JσΦ
′K(C, JσAK⊸JσΦ′K JσBK)
by the adjunction − ⊗JσΦ′K JσAK ⊣ JσAK ⊸JσΦ′K −, and it is easy to check that the correspondence is natural in C .
Therefore D  JσAK⊸JσΦ′K JσBK by the Yoneda principle. This finishes the proof of the claim.
From this, it now follows that the following is a pullback (we write X for qX since q is a full embedding).
JσAK⊸JσΦ′K JσBK JAK⊸JΦ′K JBK
JσAK ⇒JσΦ′K JσBK JAK ⇒JΦ′K JBK
η η
Now, consider the following cube, where all the vertical arrows are components of η. We have just shown that the right
face is a pullback. The front and back faces are pullbacks by the definition of Π. And the bottom face is a pullback by
the LCCC semantics of intuitionistic dependent type theory.
ΠJσΦ′K,JσAKJσBK JσAK⊸JσΦ′K JσBK
ΠJΦ′K,JAKJBK JAK⊸JΦ′K JBK
ΠJσΦ′K,JσAKJσBK JσAK ⇒JσΦ′K JσBK
ΠJΦ′K,JAKJBK JAK ⇒JΦ′K JBK
By diagram chase, the front pullback gives the unique dotted arrow making the diagram commute. Then, because the
back, bottom, and front faces are pullbacks, the pullback lemma implies that the top face is also a pullback. Moreover,
since the top, right, and bottom faces are pullbacks, the left face is also a pullback. Compose this pullback with the
following pullback (which we have by the LCCC semantics) and we are done.
ΠJσΦ′K,JσAKJσBK ΠJΦ′K,JAKJBK
JσΦ′K JΦ′K
JRK†

A.4.1 Proof outline for Theorem 3.12. The following are a few straightforward syntactic properties.
Lemma A.14. (1) If Φ ⊢ Sh(A) : ∗, then Φ ⊢ A : ∗ and Φ ⊢.
(2) If Φ ⊢ A : ∗, then Φ ⊢ Sh(A) : ∗ and Φ ⊢.
(3) If Γ ⊢ M : A, then Sh(Γ) ⊢ A : ∗ and Γ ⊢.
(4) If Γ ⊢ V : P , then Γ = Φ and Sh(V ) = V .
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The following lemma states that the well-formed contexts are stable under substitution. Note that we only substitute
parameter terms for variables in types.
Lemma A.15. (1) If Φ, x :k P, Γ ⊢ and Φ ⊢ R : P , then Φ, [R/x]Γ ⊢.
(2) If Γ1, x :k A, Γ
′ ⊢ and Γ2 ⊢ V : A, then Γ1 + kΓ2, [Sh(V )/x]Γ
′ ⊢.
Theorem A.16. If Φ, x :k P,Φ
′ ⊢ A[x] : ∗ and Φ ⊢ R : P , then Φ, [R/x]Φ′ ⊢ A[R] : ∗.
The following substitution theorem states that we can substitute a parameter term R for a variable x of parameter type in
a termM .
Theorem A.17. If Φ, x :k P, Γ ⊢ M : B[x] and Φ ⊢ R : P , then Φ, [R/x]Γ ⊢ [R/x]M : B[R].
The proof of the following theorem is also by induction on derivations.
Theorem A.18. If Γ1, x :k A, Γ
′ ⊢ M : B[x] and Γ2 ⊢ V : A, then Γ1 + kΓ2, [Sh(V )/x]Γ
′ ⊢ [V/x]M : B[Sh(V )].
Theorem A.19 (Type preservation). If Γ ⊢ M : A and M ⇓ M ′, then we have Γ ⊢ M ′ : A.
Recall that Theorem A.10 defines a morphism JRK†.
The following theorem is the semantic version of Theorem A.17. It provides a semantics for substituting a side effect free
term into an ordinary term.
Theorem A.20. Suppose Φ, x :k P, Γ ⊢ M : B[x] and Φ ⊢ R : P . Then Φ, [R/x]Γ ⊢ [R/x]M : B[R]. Semantically, suppose
we have a morphism JMK : JΦ, x :k P, ΓK → JBK over JΦ, x :k P, ΓK, a morphism JRK : JΦK → JPK over JΦK, and J[R/x]MK :
JΦ, [R/x]ΓK → JB[R]K. Then J[R/x]MK = u in the diagram below.
JΦ, [R/x]ΓK JΦ, x : P, ΓK
JB[R]K JBK
JΦ, [R/x]ΓK JΦ, x : P, ΓK
u
JRK∗∗
JMK
JRK∗∗
Note that JRK† : J[R/x]ΓK → JΓK, JRK∗ = JΦK
 
⊗ JRK : JΦK → JΦ, x :k PK, JRK
∗∗
= JRK∗
 
⊗ JRK† : JΦ, [R/x]ΓK → JΦ, x :k P, ΓK.
The following theorem gives semantics for value substitution. We write f k : Ak → Bk to mean f : A → B if k = 1, and
p♯ f : p♯A → p♯B otherwise.
TheoremA.21 (Value substitution). If Γ1, x :k A, Γ
′ ⊢ M : B[x] and Γ2 ⊢ V : A, then Γ1+kΓ2, [Sh(V )/x]Γ
′ ⊢ [V /x]M : B[Sh(V )].
Semantically, we have an object JMK : JΓ1, x :k A, Γ
′K → JBK over JΓ1, x : A, Γ
′K, a morphism JV Kk : JΓ2K
k
→ JAKk over JΓK, and
J[V /x]MK : JΓ1 + kΓ2, [Sh(V )/x]Γ
′K → JB[Sh(V )]K. Then J[V /x]MK = u in the diagram below.
JΓ1 + kΓ2, [Sh(V )/x]Γ
′K JΓ1, x :k A, Γ
′K
JB[Sh(V )]K JBK
JΓ1 + kΓ2, [Sh(V )/x]Γ
′K JΓ1, x : A, Γ
′K
JV K∗∗
u JMK
JV K∗∗
Note that we have JV K† : J[Sh(V )/x]Γ′K → JΓ′K, JV K∗ = JΓ1K
 
⊗ JV Kk : JΓ1 + kΓ2K → JΓ1, x :k AK, JV K
∗∗
= JV K∗
 
⊗ JV K† :
JΓ1 + kΓ2, [Sh(V )/x]Γ
′K → JΓ1, x :k A, Γ
′K.
Theorem A.22. If Γ ⊢ M : A and M ⇓ M ′, then we have Γ ⊢ M ′ : A and JMK = JM ′K.
Proof. By induction on the derivation ofM ⇓ M ′. We only consider the following case.
M ⇓ λx .M ′ N ⇓ V [V /x]M ′ ⇓ N ′
MN ⇓ N ′
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We perform a case analysis on Γ ⊢ MN : A.
Γ1 ⊢ M : (x : B)⊸ A[x] Γ2 ⊢ N : B
Γ1 + Γ2 ⊢ MN : A[Sh(N )]
Note that Γ = Γ1 + Γ2. So we have Γ1 ⊢ M : (x : B)⊸ A[x]. By the induction hypothesis, we have Γ1 ⊢ λx .M
′ : (x : B)⊸ A[x],
where Γ1 ⊢ λx .M
′ : (x : B)⊸ A[x]. Moreover, since we have Γ2 ⊢ N : B, by the induction hypothesis, we have Γ2 ⊢ V : B, where
Γ2 ⊢ V : B. By inversion, we have Γ1, x :1 B ⊢ M
′ : A[x] (here we are supposing k = 1). By substitution (Theorem A.18), we
have Γ ⊢ [V /x]M ′ : A[Sh(V )]. So by type equality, we have Γ ⊢ [V /x]M ′ : A[Sh(N )]. Thus we have Γ ⊢ [V /x]M ′) : A[Sh(N )].
By the induction hypothesis, we have Γ ⊢ N ′ : A[Sh(N )].
On the semantics side, we have JMK = Jλx .M ′K, JN K = JV K and J[V /x]M ′K = JN ′K. It is sufficient to show JMN K =
J[V /x]M ′K. Consider the following diagram.
JΓ1 + Γ2K JΓ1, x :k BK
JA[Sh(N )]K = JA[Sh(V )]K JAK
JΓ1 + Γ2K JΓ1, x : BK
JΓ1K
 
⊗JV K
JMN KJ[V /x ]M′K
ϵ◦(JM′K ⊗JV K)
JM′K
JV K=JN K
To show JMN K = J[V /x]M ′K, we just need to show ϵ ◦ (JM ′K  ⊗ JV K) = JM ′K ◦ (JΓ1K  ⊗ JV K), which holds by properties of
the adjunction. 
B A specification of dependently typed Proto-Quipper
Definition B.1 (Syntax).
Types A,B,C ::= Unit | bit | Nat | VecAR | ListA
| (x : A)⊸ B[x] | (x : A) ⊗ B[x] | !A | Circ(S,U ) | (x : P1) → P2[x]
Terms M ,N ::= c | ℓ | x | λx .M | MN | unit | (a, C,b) | unboxM | forceM | force′M
| liM | boxU M | (M ,N ) | let (x ,y) = N in M | λ
′x .M | M@N
Parameter terms R ::= c | x | λ′x .R | R1@R2 | unit | (a, C,b) | unboxR | boxS R | force
′ R | liM
| (R1,R2) | let (x ,y) = R2 in R2
Parameter types P ::= Unit | Nat | P1 ⊗ P2 | !A | Circ(S,U ) | VecP R | List P | (x : P1) → P2[x]
Simple types S,U ::= Unit | bit | S ⊗ U | Vec S R
Simple Terms a,b, c ::= ℓ | unit | (a,b) | VNil | VConsa b
Counts k ::= 0 | 1 | ω
Label Contexts Σ ::= · | ℓ :k bit, Σ
Circuits C,D : Σ → Σ′
Contexts Γ ::= · | x :k A, Γ | ℓ :k bit, Γ
Parameter context Φ ::= · | x :k A,Φ | ℓ :0 bit,Φ, where k = 1 ⇒ A = P .
Values V ::= x | ℓ | λx .M | λ′x .R | liM | (a, C,b) | unboxV | force(unboxV ) | force′ (unboxV )
The only items we have not mentioned before are the following. The symbol c ranges over constants of the language, which
include the constructors and eliminators of the data types Nat, ListA, and VecAn, including Zero, Succ, Nil, Cons, etc. We
also introduce a notion of simple terms, which are just the closed values of simple types. We have already seen these used in
boxed circuits (a, C,b).
Definition B.2 (Kinding).
⊢ Nat|bit : ∗
Φ ⊢ R : Nat
Φ ⊢ Vec (Nat|bit)R : ∗
Φ, x :k Sh(A) ⊢ B[x] : ∗
Φ ⊢ (x : A)⊸ B[x] : ∗
Φ, x : P1 ⊢ P2[x] : ∗
Φ ⊢ (x : P1) → P2[x] : ∗
Φ, x :k Sh(A) ⊢ B[x] : ∗
Φ ⊢ (x : A) ⊗ B[x] : ∗
Φ ⊢ A : ∗
Φ ⊢ !A : ∗
Φ ⊢ S : ∗ Φ ⊢ U : ∗
Φ ⊢ Circ(S,U ) : ∗
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Definition B.3 (Typing).
0Γ, x :1 A, 0Γ
′ ⊢
0Γ, x :1 A, 0Γ
′ ⊢ x : A
(var)
Φ ⊢ unit : Unit
(unit)
Γ, x :k A ⊢ M : B[x] k = 0 ⇒ A = P
Γ ⊢ λx .M : (x : A)⊸ B[x]
(lam)
Γ1 ⊢ M : (x : A)⊸ B[x] Γ2 ⊢ N : A
Γ1 + Γ2 ⊢ MN : B[Sh(N )]
(app)
Φ ⊢ M : A
Φ ⊢ liM : !A
(lift)
Γ ⊢ M : !A
Γ ⊢ forceM : A
(force)
Γ ⊢ M : !(S ⊸ U )
Γ ⊢ boxS M : Circ(S,U )
(box)
Γ ⊢ M : Circ(S,U )
Γ ⊢ unboxM : !(S ⊸ U )
(unbox)
Γ1 ⊢ M : A Γ2 ⊢ N : B[Sh(M)]
Γ1 + Γ2 ⊢ (M ,N ) : (x : A) ⊗ B[x]
(pair)
Γ1 ⊢ M : (x : A) ⊗ B[x]
Γ2, x :k1 A,y :k2 B[x] ⊢ N : C
k1 = 0 ⇒ A = P1,k2 = 0 ⇒ B[x] = P2[x]
Γ1 + Γ2 ⊢ let (x ,y) = M in N : C
(let)
0Γ, ℓ :1 bit, 0Γ
′ ⊢
0Γ, ℓ :1 bit, 0Γ
′ ⊢ ℓ : bit
(label)
Σ1 ⊢ a : S Σ2 ⊢ b : U C : Σ1 → Σ2
Φ ⊢ (a, C,b) : Circ(S,U )
(circ)
Φ, x : P1 ⊢ R : P2[x]
Φ ⊢ λ′x .R : (x : P1) → P2[x]
(lam’)
Φ ⊢ R1 : (x : P1) → P2[x] Φ ⊢ R2 : P1
Φ ⊢ R1@R2 : B[R2]
(app’)
Φ ⊢ R : !A
Φ ⊢ force′ R : Sh(A)
(force’)
Definition B.4 (Simple type inhabitation). We define a function gen that generates a globally fresh inhabitant for a simple
type. It fails if the input is not a simple type.
gen(Unit) = unit
gen(bit) = ℓ, where ℓ is fresh.
gen(S ⊗ U ) = (gen(S), gen(U )).
gen(VecS Zero) = VNil.
gen(VecS(Succn)) = VCons (gen(S)) (gen(VecS n)).
So for example, gen(Vecbit 3) will give a vector of fresh labels of length 3.
Definition B.5 (Appending circuits). We define the circuit appending operation append(C, c, (a, C′,b)) = D, where the
circuit D is obtained by connecting the input interface a of C′ to a subset of outputs (exposed by the interface c) of C. Thus
in(D) = in(C) and out(D) = Σb , Σ
′, where Σ′ = out(C) − Σc .
We write Σc to mean Σc ⊢ c : U for some simple type U . The above circuit appending function will fail if the a and c have
different types. Type preservation will ensure that a well-typed program will always be able to generate a well-formed circuit.
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Definition B.6 (Evaluation rules).
(C,V ) ⇓ (C,V )
(C,M) ⇓ (C′, λx .M ′) (C′,N ) ⇓ (C′′,V )
(C′′, [V /x]M ′) ⇓ (C′′′,N ′)
(C,MN ) ⇓ (C′′′,N ′)
(C,M) ⇓ (C′, force(unbox (a,D,b)))
(C′,N ) ⇓ (C′′,V )
C′′′ = append(C′′,V , (a,D,b)), FV(MN ) = ∅
(C,MN ) ⇓ (C′′′,b)
(C,R1) ⇓ (C
′, force′ (unbox (a,D,b)))
(C′,R2) ⇓ (C
′′,V )
FV(R1@R2) = ∅
(C,R1@R2) ⇓ (C
′′, Sh(b))
(C,M) ⇓ (C′,M ′)
(C, unboxM) ⇓ (C′, unboxM ′)
(C,M) ⇓ (C′, liM ′) (C′,M ′) ⇓ (C′′,N )
(C, forceM) ⇓ (C′′,N )
(C,R) ⇓ (C′, liM) (C′, Sh(M)) ⇓ (C′′,R′)
(C, force′ R) ⇓ (C′′,R′)
(C,M) ⇓ (C′, unboxN )
(C, forceM) ⇓ (C′, force(unboxN ))
(C,R) ⇓ (C′, unboxR′)
(C, force′ R) ⇓ (C′, force′ (unboxR′))
(C,M) ⇓ (C′, li M ′) (idI ,R) ⇓ (_,V )
(ida,M
′ a) ⇓ (D,b)
a = gen(S[V ]) FV(boxS [R]M) = ∅
(C, boxS [R]M) ⇓ (C
′, (a,D,b))
(C,M) ⇓ (C′, unboxM ′)
(C, boxS M) ⇓ (C
′,M ′)
(C,N ) ⇓ (C′, (V1,V2)) (C
′, [V2/y]([V1/x]M)) ⇓ (C
′′,N ′)
(C, let (x ,y) = N in M) ⇓ (C′′,N ′)
(C,R1) ⇓ (C
′, λ′x .R′1) (C
′,R2) ⇓ (C
′′,V )
(C′′, [V /x]R′1) ⇓ (C
′′′,R′)
(C,R1@R2) ⇓ (C
′′′,R′)
C Some sample Proto-Quipper-D programs
object Qubit
data Nat = Z | S Nat
data List a = Nil | Cons a (List a)
simple Vec a : Nat -> Type where
Vec a Z = VNil
Vec a (S n) = VCons a (Vec a n)
-- List to Vector conversion
toNat : ! (List Unit -> Nat)
toNat x = case x of
Nil -> Z
Cons y qs -> S (toNat qs)
conv : ! (x : List Qubit) -> Vec Qubit (toNat x)
conv x = case x of
Nil -> VNil
Cons y zs -> VCons y (conv zs)
-- Vector append
append : ! forall a (n m : Nat) -> Vec a n -> Vec a m -> Vec a (add n m)
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append l1 l2 = case l1 of
VNil -> l2
VCons x xs -> VCons x (append xs l2)
-- Vector zip
zip : ! forall a b (n : Nat) -> Vec a n -> Vec b n -> Vec (a * b) n
zip l1 l2 =
case l1 of
VNil ->
case l2 of
VNil -> VNil
VCons x xs ->
case l2 of
VCons y ys ->
let u = (x, y)
in VCons u (zip xs ys)
-- Quantum Fourier transformation
rotate : ! forall (y : Nat) -> Nat -> Qubit -> Vec Qubit y -> Qubit * Vec Qubit y
rotate m q v =
case v of
VNil -> (q, VNil)
VCons x xs ->
let (q', x') = R m q x
(q'', xs') = rotate (S m) q' xs
in (q'', VCons x' xs')
qft : ! forall (n : Nat) -> Vec Qubit n -> Vec Qubit n
qft v =
case v of
VNil -> VNil
VCons q qs ->
let q' = H q
(q'', qs') = rotate 2 q' qs
qs'' = qft qs'
in VCons q'' qs''
qftBox : ! (n : Nat) -> Circ(Vec Qubit n, Vec Qubit n)
qftBox n = box (Vec Qubit n) (\ x -> qft n x)
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