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SUMMARY
We propose the semiparametric small area estimator under the partially linear model. Unlike
the linear mixed models widely used in the small area estimation, which assume that the area ef-
fect is the random effect, we model the area effect as the unknown function of an area-indicative
variable. We represent the nonparametric part for area effect using penalized splines, by which the
estimation and inference are done in the linear mixed model framework. The mean-squared error
of empirical estimators is shown and the testing for small area effect also considered. The agri-
cultural application of this modeling shows our proposed method could get the reliable estimates.
Additionally, some numerical simulations are demonstrated to express the good performance of
this modeling.
Some key words: small area estimation; partial linear model; penalized spline regression.
1 Introduction
In the last decade, small area estimation has attracted increasing attention, as it’s of interest to
provide estimates for small subpopulation (small area) within the overall population of interest in
many surveys. Rao (2003) thoroughly reviewed the models and methods in his field, including the
linear mixed models, generalized mixed models, and empirical & hierarchical Bayesian methods.
In the linear models framework, the small area estimation models regularly assume the area
effect, which is unknown, but as random effect to interpret the part of out-of linear mean, e.g.,
the area level linear model proposed by Fay & Herriot (1979) and the unit level linear model by
Battese et al. (1988). For example, the traditional linear model for the unit-level is:
yij = x
T
ijθ + vi + eij , i = 1, · · · , m (1.1)
where yij is the target variable for the j-th unit in i-th area, xij the auxiliary variables, θ the fixed
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parameters, vi the random area-effect, eij the model error.
However this random effect assumption is not suitable in application. We build the following
unit-level model for the Agricultural Survey data at eastern Heilongjiang province in China, which
is investigated by the National Bureau of Statistics of China in 2012.
yij = β0 + xijβ1 + vi + eij
where yij and xij are the bean acreage by survey and satellite remote sensing for the jth grid unit
in ith District respectively, random effect vi ∼ N(0, σ2v), and eij the model error.
However when we analyze
v˜i = y¯i − x¯iβ˜1
where β˜1 = [(xij − x¯i)2]−1[(xij − x¯i)(yij − y¯i)], it’s shown in Fig.1 that v˜i depends on X¯i, where
X¯i is average bean acreage in ith District. The plot is shown in Fig.1. And the correlation between
them is 0.42, and if we make regression v˜i on X¯i with intercept and know that the X¯i effect on
v˜i is highly statistically significant (t value is 11.17, and p < 2 × 10−16). Thus it’s not practical
to assume vi is vi ∼ N(0, σ2v) for this specific case. Furthermore it’s an observation that it’s not
sufficiently reasonable to simply assume the linear relationship between vi and X¯i, as we use the
smoothing spline to fit the function and get that there is the characteristics of flat head and tail in
the curve.
Following the observation above, we proposed a semiparametric small area estimators under
partially linear models. We assume there exists an area-indicative variable, which can be used to
explain the area effect, such as X¯i in the agricultural survey case above. In fact, Opsomer et al.
(2008) also studied the application using the hydrologic unit codes (HUCs) -specific effects.
Now, we assume vi is the function of the area-indicative variable zi, that is
vi = f(zi). (1.2)
Thus the traditional unit-level linear model is changed to a partial linear model, as follows:
yij = x
T
ijθ + f(zi) + eij , j = 1, · · · , ni, ı = 1, · · · , m. (1.3)
For area-level linear model, the similar semiparametric model is also built as
yi = x
T
i θ + f(zi) + ei, i = 1, · · · , m (1.4)
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Figure 1: The plot between v˜i and X¯i. Horizontal axis represents of X¯i, vertical axis v˜i, and the
solid line the curve fitted by smoothing spline.
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Rather than assuming the random effect, we assume an unknown fuction of the area-indicative
variable to represent the area effect in small area estimation. This proposed idea is different with the
nonparametric small area estimation proposed by Opsomer et al. (2008) and further investigated
by Salvati et al. (2010), which built the nonparametric model for auxiliary variable. While in this
paper we abandon the random effect assumption and approximate the area effect by an unknown
function.
Inspired by the application above, the aim of our paper is demonstrate the estimation and
inference for model (1.3) and (1.4). However we just investigate model (1.3) among two models
in this paper, as the methods for dealing with both models are identical and our application is
the unit-level case. then we will go back this application in section 5. In section 2, the main
method, penalized spline regression is briefly reviewed and then the estimation for our model by
the P -spline is given. We investigate the mean-square error for the small area estimators and give
the testing for the small area effect in section 3. Some finite sample performance is contained in
section 4. Last we go back this agricultural case to investigate the application.
2 Description of model and estimation
Firstly, we describe the P -splines method, which has been the subject of detailed description in
Ruppert et al. (2003) and Opsomer et al. (2008). Consider the simple model
ti = m0(zi) + εi, (2.1)
where, {εi, i = 1, · · · , m} are independent model errors with εi ∼ (0, σ2), and m0(·) is the
unknown function, however, which can be estimated by P -splines.
Assume that the unknown function m0(·) can be approximated sufficiently well by
m(z; β, γ) = β0 + zβ1 + · · ·+ z
pβp +
K∑
k=1
γk(z − κk)
p
+, (2.2)
where, p is the degree of the spline, (z)p+ denotes truncates polynomial function zpI{x>0}, κ1 <
· · · < κK the set of fixed knots, and β = (β0, · · · , βp)T and γ = (γ1, · · · , γK)T are coefficient
vectors.
The P -spline regression estimates are defined as the minimizers over β and γ of
m∑
i=1
{ti −m(zi; β, γ)}
2 + λγTγ, (2.3)
4
where, λ is a fixed penalty parameter.
Remark 1: The spline function (2.2) in fact uses the truncated polynomial spline basis
{1, x, · · · , xp, (x− κ1)
p
+, · · · , (x− κK)
p
+} to approximate the unknown function m0;
Remark 2. Even for p small (we set p = 1 in our paper), the spline function can approximate
sufficiently the smooth function m0(·) with a high degree of accuracy, in which case we can ignore
the lack-of-fit error m0(·) −m(·; β, γ), if provided the knots locations are sufficiently spread out
over the range of z and K is large enough.
Remark 3. The knots are often at equally spaced quantiles of the distributions of the covariate
and K is taken to be large relative to the size of the data set. And a typical knot choice for univariate
z may be one knot every four or five observations with a maximum number of 35-50.
Remark 4. Different λ values result in the estimate of P -spline regression, so it’s of interest to
treat λ as an unknown parameter, and treat the γ as a random-effect vector in the linear mixed model
(LMM) specification, following which, β, γ and λ all can be estimated in the LMM framework.
All the four remarks have been shown in detail in Ruppert et al. (2003).
Finishing the P -spline description, now we turn back to our semi-parametric small area model:
yij = x
T
ijθ + v(zi) + ǫij
as the part of area effect, v(zi) can be estimated by using P -splines, the semi-parametric small area
model can be approximated sufficiently well by splines regression. Thus, it’s reasonable to assume
that the data follows the model
yij = x
T
ijθ + ziβ +w
T
i γ + ǫij , (2.4)
where,wi = ((zi−κ1)p+, · · · , (zi−κK)
p
+)
T
, and γ = (γ1, · · · , γK)T . Or the model can be rewritten
as
Y = Xθ + Zβ +Wγ + ǫ, (2.5)
where, Y = (YT1 , · · · ,YTm)T with Yi = (yi1, · · · , yini)T , X = (xT1 , · · · ,xTm)T with xi =
(xi1, · · · ,xini)
T
,Z = (z11
T
n1
, · · · , zm1
T
nm)
T
,W = (w11
T
n1
, · · · ,wm1
T
nm)
T
, and ǫ = (ǫT1 , · · · , ǫTm)T
with ǫi = (ǫi1, · · · , ǫini)T .
The parameters γ can be treated as a random-effect vector following the the idea of P -splines,
so we assume
γ ∼ (0, σ2γIK). (2.6)
Next, it’s the task to estimate the parameters θ, β and γ by BLUP (or EBLUP) theory under the
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linear mixed model specification.
If the variance components are known, the results can be obtained by the BLUP methods. Let
the fixed-effects parameters ψ = (θT , β)T , and design matrix U = (X|Z), then the estimates of
the fixed-effects parameters ψ and random-effect parameters γ are shown as follows:
ψ˜ = (UTV−1U)−1UTV−1Y (2.7)
γ˜ = σ2γW
TV−1(Y −Uψ˜), (2.8)
where,V = σ2γWWT + σ2I. Furthermore,
θ˜ = (XTV−1X)−1XTV−1Y − (ZTMZ)−1(XTV−1X)−1XTV−1ZZTMY (2.9)
β˜ = (ZTMZ)−1ZTMY (2.10)
where,M = V−1 −V−1X(XTV−1X)−1XTV−1.
In small area estimation, we are interested in predicting
Y¯i = X¯
T
i θ + ziβ +w
T
i γ (2.11)
for a given small area i, where, X¯i is the true population means of the auxiliary information.
Therefore, we use
ˆ¯Yi = X¯
T
i θ˜ + ziβ˜ +w
T
i γ˜ (2.12)
as a predictor of Y¯i.
If the variance components of unknown, the EBLUP estimates θˆ, βˆ and γˆ are constructed by
replacing σ2γ and σ2 by their estimators, which can be estimated by maximum likelihood (ML) or
restricted maximum likelihood (REML) methods, and then get the small area EBLUP estimates
Y¯ Ei = X¯
T
i θˆ + ziβˆ +w
T
i γˆ (2.13)
3 Theoretical properties
3.1 Prediction MSE
Firstly the case of known variances is considered, that is, the prediction error ˆ¯Yi − Y¯i. We get
ˆ¯Yi − Y¯i = bi(ψ˜i − ψi) +wi
(
σ2γW
TV−1(Y −Uψ)− γ
)
, (3.1)
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where, bi = U¯i−wiσ2γWTV−1U. Since the penalized spline method is estimated under the linear
mixed effect models framework, the MSE of the small area estimators are calculated as:
E( ˆ¯Yi − Y¯i)
2 = bi(U
TV−1U)−1bTi +wiσ
2
γ(I− σ
2
γW
TV−1W)wTi , (3.2)
In practice, often the variance components are estimated from the data under a few methods,
and in this case we need to consider the MSE for EBLUP prediction error as follows:
ˆ¯Y Ei − Y¯i = bˆi(ψˆi − ψi) +wi
(
σˆ2γW
T Vˆ−1(Y −Uψ)− γ
)
, (3.3)
where, bˆi = U¯i −wiσ2γWT Vˆ−1U.
The approximations of MSE of EBLUP for the linear mixed models have been widely inves-
tigated: Kackar & Harville (1984) studied a general approximation of MSE of EBLUP, to deal
with underestimation problem, Prasad & Rao (1990) derived the second-order approximation of
MSE as the variances are estimated by moment methods under are level or unit level models,
Datta & Lahiri (2000) extended the Prasad-Rao approach to the case where ML or REML are
used to estimate the variance components. Furthermore, Das & Rao (2004) showed the rigorous
derivation of the second-order approximation of MSE under the general linear mixed model, and
Opsomer et al. (2008) applied the results of Das & Rao (2004) to spline-based random component.
In our paper, we also apply the the results of Das & Rao (2004) and Opsomer et al. (2008).
Theorem 1 Suppose that: (1) The following are bounded: k, ni, the elements ofX, Z andW,
eigenvalues of Σ, and the number of knots K; (2) The true variance components σ2γ and σ2 are
positive;
Then, the MSE of the EBLUP estimators is given as follows:
E( ˆ¯Y Ei − Y¯i)
2 = E( ˆ¯Yi − Y¯i)
2 + tr(SVSTI−1) + o(m−2), (3.4)
where, S is a 2-size vector, with S1 = wiWTV−1
(
In − σ
2
γWW
TV−1
)
, S2 = −wiσ
2
γW
TV−1V−1,
and I is Fisher information matrix with respect to (σ2γ , σ2), whose elements Iij for i, j = 1, 2, equal
1
2
tr(QBiQBj) for REML estimation, or tr(QBiQBj)− 12 tr(V
−1BiV
−1Bj) for ML estimation,
where, B1 =WWT , B2 = In,Q = V−1 −V−1U(UTV−1U)−1UTV−1.
Furthermore, the estimator of MSE is shown
mse( ˆ¯Y Ei ) = bˆi(U
T Vˆ−1U)−1bˆTi +wiσˆ
2
γ(I−σˆ
2
γW
T Vˆ−1W)wTi +2(Y−Uψˆ)
T SˆT Iˆ−1Sˆ(Y−Uψˆ),
(3.5)
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where, the Sˆ, Iˆ are given by replacing the unknown variances in S and I respectively. And the
estimator of MSE is second-order approximated, that is,
E[mse( ˆ¯Y Ei )] = E(
ˆ¯Y Ei − Y¯i)
2 + o(m−2)
The proof is shown in Appendix.
3.2 Testing of Small Area Effect
In our paper, the small area effect is assumed as an unknown function form of an area-indicative
variable, so it’s necessary to know if the small area effect reasonably exists. If without the area
effect, then the use of simple synthesis estimators are both convenient and justified. The task then
is to test the presence of the area effect in this subsection.
Both hypothesis are needed to test:
(H1) the null hypothesis H0,β : β = 0 v.s. the alternative H1,β : β ∈ R, and
(H2) the null hypothesis H0,γ : σ2γ = 0 v.s. the one-sided alternative H1,γ : σ2γ > 0.
It’s simple to test hypothesis H1 using χ2-test, as the form of the estimator β˜ is explicitly
expressed. Construct a test statistic
T = YTMZ(ZTMZ)−1ZTMY, (3.6)
which is χ21-distribution under the null hypothesis if assumed variances are known. When the
variance components are unknown, the new test statistic
Tˆ = YTMˆZ(ZTMˆZ)−1ZTMˆY, (3.7)
inserting the estimated variances, is asymptotic χ21-distribution under the null hypothesis as the
estimators are consistent.
The likelihood ratio test for one-sided testing shown in Self & Liang (1987) is used to test
hypothesis H2. Construct the likelihood ratio test statistic
LRT = supψ,σ2γ ,σ2L(ψ, σ
2
γ , σ
2)− supψ,σ2γ=0,σ2L(ψ, σ
2
γ = 0, σ
2), (3.8)
where, L(ψ, σ2γ , σ2) = −log|V| − (Y − Uψ)TV−1(Y − Uψ). From Self & Liang (1987) and
Crainiceanu & Ruppert (2004), LRT has the asymptotic distribution which is an equal mixture of
a point mass at 0 and a χ21-distributed, denoted 12χ
2
0 +
1
2
χ21.
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4 Finite sample performance
To evaluate the appropriateness of our proposed approach, we performed a limited simulation study
under the our partial linear model (2.4). We took θ = (1, 1)T , xij = (1, xij)T with xij’s generated
from the Uniform distribution on [1/3, 3], zi’s follows the Uniform distribution on [1/2, 2], each
ni = 4 for all i, and m = 30, 60, or 100.
Five different models for the functions v(zi) were considered. The models were M1: v(zi) =
sin(zi); M2: v(zi) = 1 + zi; M3: v(zi) = exp(zi); M4: v(zi) = φ(zi) where φ is the standard
normal density function; M5: v(zi) = 1.
We quantified the performances of estimators of mean-squared error by using empirical mea-
sures of relative bias and coefficient of variation. Relative bias of the mean-squared error estimator
was defined to be the average of
RBi =
E(msei)− SMSE0i
SMSE0i
, (4.1)
for i = 1, · · · , m, that is, RB = 1
m
m∑
i=1
RBi, where E(msei) was estimated empirically as the
average of values of msei over replicates (the replicate times B = 1, 000), and SMSE0i defined as
the average value of ˆ¯Y Ei − Y¯ 0i , where Y¯ 0i = X¯Ti θ + v(zi), over replicates that can be as the true
value. And The coefficient of variation of the MSE estimator was taken to be the average of
CVi =
[E(msei − SMSEi)2]1/2
SMSE0i
, (4.2)
for i = 1, · · · , m, that is, CV = 1
m
m∑
i=1
CVi, where E(msei − SMSE0i )2 was estimated empirically
as the average of values of (msei − SMSE0i )2 over replicates.
And we did the performances of testing the area effect for the five different models. The
proportion (P) of rejecting the null hypothesis, no area effect, under α = 0.05 for 1,000 replicates.
Table 1 reports results in estimating the mean-squared error, and gives those of testing the area
effect. Following it, we can observe that, for model M2 and M5, the estimators of mean-squared
error by our method is very near with simulated mean-squared error with simulation error which
is almost the same as the true value, and the difference is small for other models. This result
indicates that the good small area estimators can be obtained by our method. For testing the area
effect, according to the five models, it’s expected that the value of P2 should be close to 0, and
both P1 and P2 close to 0, which is identical with our simulation result. So the test statistic Tˆ for
testing the area effect is effective.
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5 Application
Let us go back our agricultural survey case in the introduction section. In 2012, National Bureau
of Statistics of China launched a project to estimate the crop acreage at Heilongjiang, a major agri-
cultural province in China. Thanks to satellite remote sensing technology in agricultural survey,
survey statisticians can get the values for each District, however the quality of data is poor and
there may be relatively large gap between the real value and the remote sensing data because of the
image recognition error. While survey data is accurate but it’s often not practical to draw enough
samples for each District to get the reliable estimates based on the survey data. Thus, the estimates
can be improved by combining the satellite data and survey data.
Thanks to National Bureau of Statistics of China for providing the bean data, in this section we
consider the prediction of bean acreage for 69 Districts in East Heilongjiang. The sample unit is
the grid (1 grid=33.75 mu, where acreage measurement 1mu = 150m× 150m = 2.25 × 104m2).
The sample size in each District is from 1 to 37, and the total sample size of all 69 Districts are
701. Following the sample data analysis, we know the bean planting is a little rare and dispersed,
as 435 (62%) among 701 sample units have no bean acreage, while only 22 (32%) District among
69 Districts have no bean. These description information about the samples are shown in Figure 2.
Because of the rareness and dispersion for bean acreage, the preliminary analysis shown in
section 1 indicates it’s not reasonable to assume the area effects vi ∼ N(0, σ2v), If the traditional
nested linear model is used, the estimated parameters under the random effect linear model is:
yˆij = 4.46(0.86) + 0.59(0.04)xij, with σˆ2v = 38.00, σˆ2e = 64.38
where (·) means their std. error value and both p-values for intercept and x are 0.
From this model results, it’s noted that the variances are too large to get the reliable analysis.
Thus we proposed the partially linear model as shown in (1.3) and choose the average bean acreage
based on the satellite data in each District (X¯i) as the area-indicative variable, which means that
area effect vi can be seen as a unknown function of average bean acreage by the satellite data in
each District, then get the small area estimates by P -spline.
Based on the results on remarks, we choose p = 1 and knots are at equally quantiles of the
distributions of X¯i with K = 15. And the Likelihood ratio test show it’s statistically significant
that σ2γ > 0. Then the estimated parameters is gotten as follows:
yˆij = 1.61(0.46) + 0.48(0.05)xij + 0.25(0.05)X¯i, with σˆ2γ = 1.40, σˆ2e = 2.56
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Figure 2: The description of sample data. Left figure is the boxplot of sample size in each district,
middle the plot of unit-level bean acreage, and right the plot of area(district)-level average acreage.
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where (·) means its std. error value and all p-values for three coefficients are less than 0.001.
The small area estimation results are shown in Fig.3. Based on Figure 3, we know that the root
mean squared error (RMSE) estimators of these estimates is so small relative to the estimates that
we can sure these bean average acreage estimates are reliable based on the our assumed model.
However there are two tricks for this result, one is that we ignore the model approximate error,
though it’s probably small relative to the estimation error, and the other is that the result is based
on the model, which needs to be carefully considerable.
6 Discussion
Rather than assuming a random area effect for the part of out of linear mean in the small area
estimation, we assume there exists an area-indicative variable in this paper, which can be used to
explain the area effect, and the area effect is the unknown function of the area-indicative variable.
Then the estimators can be gotten by using penalized splines based on the partial linear model.
Furthermore the mean-squared error of empirical estimators is shown, and testing for small area
effect also considered. Based on our application, we can know that this new proposition could get
the reliable estimates.
However, in this paper there are some considerations which are worthy of further discussion
and study. We know that the good performance shown by the simulation is based on the fact that
there is the area-indicative variable, which is not available sometimes. However, in many cases,
we can find the area-indicative variable such as our application.
Following the works of Ruppert et al. (2003) and Opsomer et al. (2008), penalized splines are
made use to deal with our problem, but other semiparametric method could be applied here, such
as the kernel method, which warrants our future research.
Additionally, to make the problem simple, we don’t consider the the error caused by spline
approximation, which is small relative to the estimation error according toRuppert et al. (2003).
Acknowledgements
RZhu’s research was supported by National Natural Science Foundation of China (Grant nos.
11301514) and National Bureau of Statistics of China (Grant nos. 2012LZ012). GZou’s research
was supported by the National Natural Science Foundation of China (Grant nos. 11021161 and
70933003) and the Hundred Talents Program of the Chinese Academy of Sciences.
12
0
10
20
30
sm
a
ll 
ar
ea
 e
st
im
at
or
s
0.
0
0.
2
0.
4
0.
6
0.
8
R
M
SE
 e
st
im
at
or
s
Figure 3: The results of average bean acreage. Left figure is the average bean acreage estimators,
and right root mean squared error estimators.
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Table 1: Simulation results for 5 models with different m
Model m SMSE RB CV P1 P2
M1 30 0.0425 0.176 0.758 0.395 1
60 0.0228 0.227 0.347 0.218 0.998
100 0.0147 0.248 0.342 0.348 0.995
M2 30 0.0179 -0.0309 0.601 0.977 0.007
60 0.0100 -0.0548 0.786 0.998 0.008
100 0.00588 -0.0349 0.833 0.990 0.005
M3 30 0.0389 0.466 0.505 0.218 0.956
60 0.0202 0.379 0.567 0.182 0.0981
100 0.0121 0.349 0.441 0.150 0.973
M4 30 0.0353 -0.892 11.9 0.938 0.038
60 0.0236 -1.352 15.63 0.948 0.627
100 0.017 -0.139 7.07 0.852 0.774
M5 30 0.0195 -0.02034 0.9968 0.052 0.002
60 0.00903 0.0176 0.236 0.042 0.004
100 0.00561 0.0140 0.355 0.048 0.001
Note: P1 means the frequency probability for testing the H1, and P2
means testing the H2.
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7 Appendix
Proof of Theorem 1
Because the model (2.5) is the special case for ANONA model, and Das & Rao (2004) have
given rigorous proofs for general mixed linear models and shown the details for the ANONA
model, we just apply their result in the Appendix.
Denote δ = (σ2, σ2γ)T , δ1 = σ2, δ2 = σ2γ , then ˆ¯Y Ei = ˆ¯Yi(δˆ).
Under assuming normality of γ and e, Kackar & Harville (1984) showed that
MSE[ ˆ¯Yi(δˆ)] = MSE[ ˆ¯Yi(δ)] + E[ ˆ¯Yi(δˆ)− ˆ¯Yi(δ)]2, (A.1)
for any even and translation invariant estimator δˆ, which is satisfied for ML or REML estimators,
which are considered the ML and REML estimates for δ.
LetDi = σ2γWTV−1, from Theorem 3.1 and Formula (3.4) in the paper of Das & Rao (2004),
we get
E[ ˆ¯Yi(δˆ)−
ˆ¯Yi(δ)]
2 = tr
[(
∂Di
∂δ
)T
V
(
∂Di
∂δ
)
I−1
]
+ o(d−2∗ ), (A.2)
where d∗ = min{d1, d2} with di for i = 1, 2 denoting the diagonal element of the information
matrix associated with δi respectively.
For the REML method under the model (2.5), the restricted log-likelihood has the form
lr(δ) = c− 1/2log|A
TVA| − 1/2YQY, (A.3)
where, c is a constant, A is any n × (n − k − 1) matrix such that rank(A) = n − k − 1 and
ATX = 0, V = σ2γV1 + σ
2V2 with V1 = WWT , and V2 = I. Q = A(AVA)−1AT =
V−1 −V−1U(UV−1U)−1UTV−1. Then we get the REML estimates of δi is the solution of the
equation
∂lr(δ)
∂δ
= 1/2YTQViQY − 1/2tr(QVi) = 0. (A.4)
∂2lr(δ)
∂δi∂δj
= 1/2tr(QViQVj)−Y
TQViQVjQY, (A.5)
then
Ireml = −E
(
∂2lr(δ)
∂δi∂δj
)
= 1/2tr(QViQVj). (A.6)
And for ML method, the log-likelihood has the form
l(δ) = c− 1/2log|V| − 1/2(Y −Uψ)TV−1(Y −Uψ), (A.7)
Then obtain the profile log-likelihood
lp(δ) = c− 1/2log|V| − 1/2YQY, (A.8)
by replacing the estimates of ψ in (A.5), following the ML estimates of δi obtained from ∂lp(δ)∂δ = 0.,
and Fisher Information matrix
Iml = −E
(
∂2lp(δ)
∂δi∂δj
)
= tr(VViVVj)− 1/2tr(QViQVj). (A.9)
For ML and REML under the model (2.5), d∗ = min{d1, d2} with d1 = [tr(Q2)]1/2 = O(m)
and d2 = [tr(QWWTQWWT )]1/2 = O(m). Thus we finished the proof of (3.4) in Theorem 1.
From the Theorem 4.1 in Das & Rao (2004), we get
E[mse( ˆ¯Y Ei )] = E(
ˆ¯Yi − Y¯i)
2 + tr(SVSTI−1) + o(d−2∗ ) (A.10)
Thus, the proof of the second part of Theorem 1 is shown.
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