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I. INTRODUCTION 
In  t h i s  report we develop expansion theorems fo r  c lass ica l  
solutions of the equations 
and 
, q = 2 j ,  j = l , 2 ,  ... , auo I (-1) j+l a%(x,t> 
axq a t  
au(r,t) - (-1)”’ Af.u(r,t), j = 1,2, . . ., n = 2,3, . . . . a t  
Here, An denotes the radially symmetric Laplacian operator. The 
coefficient (-1) is  needed t o  ensure the convergence of 
cer ta in  integrals which a r i se  through the methods we employ. 
rems are developed which relate  expansions of c lass ical  solutions, 
i n  terms of two basic solution sets,  t o  
and i i )  the entireness properties of i n i t i a l  data and solution 
functions. 
mean tha t  the solution at t ime t + tq can be obtained from the 
solution a t  time t. 
Theo- 
i )  a Huygens’ principle 
By a Huygens’ principle fo r  a solution, we essent ia l ly  
We w i l l  make our meaning more precise l a t e r .  
We obtain expansion theorems fo r  solutions of Equation I 
aD 
i n  terms of the two basic solution sets:  ( i )  the se t  [v k (x , t ) lW 
q 
QD 
of peneralized heat polyn omials, and ( i i )  the se t  {w k (x,t)},, 
9 
of associated functions. 
solutions of Equation I which sa t i s fy  the i n i t i a l  conditions 
The polynomials are defined t o  be the 
k 
X , k = O,l,2, . . . . They are a subset of a special k Vq(”,O) = 5 
- I -  
I 
- 2 -  
se t  of polynoml.nls first considered by E.  T. Bell [2] and are 
related t o  a se t  investigated more recently by H. W. Gould and 
A.  T. Hopper [lo]. 
terms of i t e ra ted  derivatives of  the fundamental solution K (x , t )  
of Equation I. The function K (x , t )  here i s  defined by 
The se t  of associated functions i s  defined i n  
9 
9 
The resu l t s  of J. Steinberg [17] are instrumental. i n  developing 
the properties of the associated functions. 
k sis is  used t o  show tha t  the se t s  {v (x,-t))  and {wt(x,t)) are 
q 
biorthogonal on 1x1 < - f o r  t > 0. 
His method of analy- 
We also examine solutions of Equation I1 which have conver- 
b 
aD 
of k j , n  - gent expansions i n  terms of either thk s e t  {R (r,t)]k-o 
Q) omials  o r  the set {Sj,n(r,t)]k,O k generalized rad ia l  heat polyn 
of associated radial  functions. These se t s  are analogous t o  thc  
se t s  {v (x, t ) )  and [w (x,t)] defined above. Furthermore, t n e  k k 
9 9 
k 
J ,n  
s e t s  {R. ( r , - t ) )  and {S:,n(r,t)) form a biorthogonal syst(:m 
on O < r < =  for  t > O .  
F G r  both problems I and 11, one o f  the more important results 
i s  the decomposition of the  kernel i n  the Poisson integral  repre- 
sentation of solutions i n  terms of the basic solution se t s .  Fcr 
example, it i s  shown for  problem I, tha t  
K (x-y,t+t') = - k  C vq(x,t)wq(y,t') k 
k=O 
, 9 
- 3 -  
i n  an appropriate time strip. It i s  this r e su l t  which allows the  
p a s s q e  from the integral  representation of a solution t o  a ser ies  
representation of the desired type. 
Series of polynomials, in general, w e  shown t o  be convergent 
i n  f i n i t e  time s t r ips ,  while ser ies  of associated functions con- 
verge i n  half planes. A typical theorem concerning expansions 
of solutions of Equation I i n  terms of the generalized heat poly- 
nomials is: Let the i n i t i a l  data, ( ~ ( z ) ,  be an ent i re  f'unction 
9 - 
which s a t i s f i e s  
u(x, t ) ,  has the ser ies  representation 
Icp(z) I 5 B exp(M1 zl q-l ) . Then the  solution, 
u(x, t )  = c a&(x,t) 
kP0 
The resu l t s  are extended i n  a number of ways  t o  include a 
larger  c lass  of re la ted problems. With suitable res t r ic t ions,  we 
find tha t  the admission of s t r i c t l y  increasing time dependent co- 
e f f ic ien ts  leads t o  no significant changes i n  the theorems. 
Those results which do not depend on the Huygens' principle remain 
val id  even i f  we admit continuous time dependent coefficients.  
Extensions t o  Euclidean n-space are also considered. 
P. C .  Rosenbloom and D. V. Widder [16] have made a detai led 
study of necessary and sufficient conditions f o r  the va l id i ty  of 
expanding solutions of the heat equation 
- 4 -  
a2u(x,tl 
2 ax at 
in terms of two sets of special solutions. The first of these is 
the set [vk(x, )]ktO of heat polyn omials. They are  given ex- 
(ID 
k 
where %(x) is the usual Hermite polynomial of degree k. The 
second is the set [wk(x,t)lk4 of associated f’unctions where 
wk(x,t) is the Appell transform [l] of vk(x,t). The wk(x,t) 
a r e  given explicitly by 
00 
- 
where K(x,t) denotes the fundamental solution of (1 ) . 
The biorthogonality of the sets [vk(x,-t)) and [w,(x,t)] 
on 1x1 < 00 for t 7 0 follows from the orthogonality relation 
for the Hermite polynomials. 
properties of the initial data and solution f’unctions take on an 
important role in the development of their expansion theorems. 
number of procedures are given for determining the coefficients 
in these expansions. 
A Huygens’ principle and entireness 
A 
In a more recent paper, L. R. Bragg [6] has obtained similar 
results for solutions of the generalized heat equation 
(3 )  
I .  
I 
I 
I 
I 
t 
I 
t 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
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The solutions of Equation ( 3 )  are expanded i n  terms of two basic 
s e t s  of solutions which are related t o  the generalized Laguerre 
polynomials. 
being represented give r i s e  t o  cer ta in  differences i n  the  theorems 
developed by Brwg and those developed by Rosenbloom and Widder. 
A general theory for  the expansion of solutions of cer ta in  
The entireness properties demanded of the solutions 
l inear  homogeneous i n i t i a l  value problems on f i n i t e  intervals  
has been developed by W. J. Davis [7]. 
basic solution se t s  obtained through the application of formerl 
solution operators t o  Boas-Buck type generating functions [4]. 
The convergence of expansions i n  terms of these s e t s  i s  examined 
by means of the radical  t e s t .  Both generalized and c lass ica l  
solutions can be represented by ser ies  of the  indicated type. 
His approach makes use of 
There are important differences i n  the  theorems we develop 
and the  theorems of  Rosenbloom and Widder and those of Bragg. 
First, refined asymptotic bounds, as are known fo r  the Hermite 
and Laguerre polynomials, a r e  not known for  the  special  solution 
sets we use. 
imprecise bounds &ich are obtained from the  r e su l t s  of 0. A. 
Ladyzhenskaya [13]. 
relationship between the se t s  of special  solutions as was done 
i n  [ 6 ]  and [16]. This is because, as far as the  author knows, 
there i s  no Appell-type transformation associated with Equations 
I and I1 when j = 2,3, . . . . 
We therefore f i n d  it necessary t o  use somewhat 
Moreover, we are unable t o  give an expl ic i t  
I .  
I 
I I 
i 
I 
I 
I 
I 
I  
I 
I 
I 
I 
I 
I 
I 
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Finally, we should point out that the expansion theorems we 
obtain for  solutions of Equations I and I1 are structurally the 
same. 
the expansion theorems are quite different.  
expansion theorems, however, are proved i n  a similar manner. For 
these reasons, Sections 1 through 4 t r e a t  expansion theorem pre- 
liminaries for  problem I, Sections 5 through 8 t r e a t  analogous 
resu l t s  fo r  problem 11, and the expansion theorems for  both 
problems are developed joint ly  i n  succeeding sections. 
The methods used t o  prove analogous resu l t s  preliminary to  
The corresponding 
I 
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
i 
I 
I 
I 
I 
i 
11. EXPANSION THEORE24 PRELIMIMRIES FOR EQUATION I 
1- 
Consider the i n i t i a l  value problem related t o  the parabolic 
The hnaamental a l u t i o n  of Equation I. - --- -
Equation I: 
1 U(X,O) = tp(x), q = 2j, j = 1 
Define the Fourier transform of a function q(x) 
2, ... - 
by 
Using the  method o f  Fourier transforms, developed by Ladyzhen- 
skaya E133 and I. Gelfand and G. Silov [g], it can be shown tha t  
i f  the i n i t i a l  data sa t i s f i e s  suitable growth conditions, then a 
solution of (1.1) has the integral  representation 
Moreover, t h i s  solution is  unique i n  a class  of functions which 
can be determined by the growth conditions on cp(x ) .  The kernel, 
o r  f’undamental solution, Kq(x,t), i s  defined by 
An alternate, but formal, derivation of the f’undamental 
solution which i s  more suited t o  our purposes will now be given. 
The Heaviside o r  Mikusinski operational calculus [14] associates 
- 7 -  
- 8 -  
with problem (1.1) the 
wfiich we interpret by 
J+l 9 (-1) tDx 
formal solution operator e 
A '  k! 
whenever a meaning can be attached to the series. 
if cp(x) 
In particular, 
is a polynomial, the expression (1.4) defines a classical 
solution of (1.1). 
f-J 
Assume now that cp(x) has a Fourier transform q(x). Then + if q ( x )  is absolutely integrable on 1x1 < -, we have, by the 
Fourier integral theorem, 
A forrnal application of the solution operator (1.4) yields 
CD - J cp(Y)Kq(X-Y>t)dY 
,I 
-9 4 e-tx 
where, as before, Kq(x,t) - (2n) 
It was this type of formal development which led I. I. 
Hirschman and I). V. Widder [12] to define the formal differential 
operator e tDx2 by means of the Weierstrass transform. That is, 
1 .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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whenever the l i m i t  on the right exists. 
the fundamental o r  source solution of the heat equation (1). 
f (x)*g(x) 
The f’unction K(x,t) i s  
If 
denotes the convolution integral  
then convolution integrals of the form K (x,t)*cp(x) are gener- 
alized Weierstrass transforms. 
portant properties of the usual Weierstrass transform, discussed 
q 
We w i l l  f ind tha t  m a n y  of the im-  
i n  [U], carry over t o  our more general situation. 
If we denote the inverse Fourier transform of cp(x) by 
= Kq(-X’t), we see tha t  (1.3) 
+ 
cp(x), and observe that  K (x,t)  
may also be written 
9 
-Q -F ,-tx 
(1 .5)  Kq(x,t) = ( 2 d  
Furthermore, it i s  a well known f ac t  that  integrals of the form 
(1 .3 )  represent ent i re  functions of x fo r  t > o . 
2. The Generalized Heat Polynomials and Associated Functions 
E. T. Bell [2] has defined the polynomials yn,  by 
where j > 0 i s  an integer, f3 denotes an in f in i t e  sequence of 
independent variables, and t i s  an ordinary variable. Here 
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
t 
I 
I 
I 
I 
I 
I 
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e hY i s  used as a symbolic notation f o r  C hn qn(t ,p;  j ) .  
n=O 
Bell was  mainly interested i n  (i) 
of t and (ii) certain ordinary d i f f e ren t i a l  equations (with res- 
pect t o  t )  which these polynomials sat isfy.  
the !Pn ( t , p ; j )  as f'unctions 
Gould and Hopper [lo], by using the  d i f f e ren t i a l  operator 
(1.4), have defined the se t  of polynomials 
hDq 
<(x,h) = e x . x k ,  q = 2 j ,  j = l , 2  , . . . ,  
k = 0,1,2, ... . 
It is  easily shown tha t  the g:(x,h) are a special  case of the 
( t ,p ; J ) .  The authors were mainly interested i n  obtaining n 
operational i den t i t i e s  connected with the polynomials g:(x,h). 
I n  terms of the gk(x,h), q we now define the set 
__  
a3 
of  generalized heat polyn omials, by 
k 
Evq(x> t, 
Since the generalized heat polynomials play a n  important 
ro le  i n  our development, we now summarize a number of t h e i r  basic 
properties which follow from Bell 's resu l t s .  The polynomials are  
given expl ic i t ly  by 
k 
k [,I ( -1 f(j+l) ,QXk-q)( 
(2.3) vq(x,t) = C , q = 2 j ,  j = l , 2 ,  ... , 
a = O  I! (k-qa )! 
and form an Appell s e t  i n  the sense tha t  
- 11 - 
(2.4) 
Finally, we have the generating relat ion 
zx + (-l)J+ltzq k k 
9 e = c 2 v (x , t )  . (2.5) ka0 
I n  order t o  see tha t  the generalized heat polynomials sa t i s fy  
Equation (l.l), di f fe ren t ia te  both sides of (2.5) with respect t o  
t t o  obtain 
OD W 
c z5Itv;(x,t) = c (-1) 
kS.0 Q-4 
A comparison of coefficients of  zk gives 
The final equality follows by q applications of (2.4). 
O f  necessity, the associated functions must be obtained i n  
a manner quite different  from tha t  i n  [6] o r  [16], where the Appell 
transform was  available. For the purpose of developing these 
functions, l e t  S denote the space of i n f in i t e ly  differentiable 
f'unctions f(x) on 1x1 < 0 which, together with all of the i r  
1 derivatives, tend t o  zero more rapidly than any power of -
as 1x1 4 = . Let A(z) generate the Appell set of poly- 
nomials {pn(x)) i n  the sense tha t  A(z)eZX = znpn(x) and 
DXpn(x) = ~ n - 1  (x) . 
borhood of the or igin (A(0) - 1) and l e t  l /A( i z )  E S. Stein- 
berg [17] has shown that  the function 
1x1 
W 
n=O 
Further, l e t  A ( z )  be regular i n  a neigh- 
I .  
- 12 - 
0 -iyx q(x) = (2n) -1 1 ,%J dy is i n  the space S. Moreover, the 
-0 
f'unctions %(x) = (-l)%:q(x), n = 0,1,2, . . . , sa t i s fy  the b i -  
orthonormality re la t ion p,,,(x)~(x)dx = 6m,n. Here, 6 i s  
m, n 
- 0  
the usual Kronecker del ta .  
I n  view of the above discussion, (2.4), and (2 .5 ) ,  we ob- 
i s  an Appell set of polynomials k 
9 
serve that the se t  {v (x,-t)] 
3 s  
generated by e tz . &reover, since q = 23, 
Q 
e -" i s  an element of the space S fo r  t > 0. Since 
W k k 
9 Q 
we are led t o  define the  element w (x,t  ) of the set' {w (x, t )I,, 
of associated functions by 
(2.7) wq(xyt) k = (-l)%3q(x,t) ,  t > 0, q = 2j, j = 1,2, ... . 
It is not, however, immediately clear that the sets 
{vt(x,-t)] and {w;(x,t)] 
1x1 < Q) f o r  t > 0. 
form a biorthogonal system on 
This i s  because it is not obvious that the 
integral  
- k  9- 1 vq(x,-t,wq (x,t>&, t > 0 I 
- 0  
is independent of t for  all values o f  4 and k. For this reason, 
we w i l l  give a direct  proof of the biorthogonality re la t ion.  The 
proof i s  essent ia l ly  Steinberg's [l7]. 
Lemma 2.1. For - < x < =  and t > 0, the se t s  
{v (x, -t) ] and {w (x, t )} sat isfy the biorthogonality re la t ion k k 
q 9 
1,k = 0,1,2, ... . 
a0 
Proof. By the Fourier integral, theorem and the  f ac t  tha t  -
Kq(x,t) = Kq(-x,t) , we have 
OD 
e -tyq = Kq(x,t)eiFdx, t > 0 
Upon different ia t ing both sides of (2.9) 
y, we obtain the relat ion 
n-times with respect t o  
9k-n 
(2.10) c ( - t )k (  qk) !y = JaOm(ix)nei%q(x, t )a . 
QD 
n+q-1 k! (qk-n) ! 
kp [- 1 Q 
A t  y = 0, (2.10) reduces t o  
( 2 . n )  Sm(ix)%q(x , t )& 
0, i f  n C qm f o r  some integer 
( - t lrn( qm) ! 
m; 
9 i f  n L= qm f o r  some =I m! integer m . , m  
k 
9 
Since w (x,t)  B S, we have, a f t e r  successive integration by 
Q k  
x q  
Clearly, if 9, > k, D v (x,-t) 3 0 and our resu l t  follows. If 
- 14 - 
e0 
h - k  1 = k, vq (x,-t)  = 1, and Kq(x,t)dx = 1 by (2.11) with 
- 0  
n = 0. 
orthogonal t o  all v (x , - t ) ,  k = 1,2, . . . . Upon substi tuting the 
expl ic i t  form (2.3) of the polynomials in to  the in tegra l  on the 
r igh t  i n  (2.12), we have 
Finally, i f  
k 
9 
1 < k, we need only show tha t  K (x , t )  is  
9 
P m 
= (-1) m(j+l) - m! tm c [ ;] (-1) = 0 . 
1 EO 
We have made use of the f ac t  t ha t  the  integrals  inside the 
sign of summation vanish unless k = qm for  some integer m, by 
(2.11). 
I n  addition t o  the expl ic i t  form (2.3) of the generalized 
heat polynomials, we are  able t o  prove the following Poisson in te -  
gra l  representations : 
Theorem 2.2. For t 2  0, - - < x < a ,  the generalized 
heat polynomials have the representation 
k 
k! 
Kq(x-y,t) dy . Vq(x,t) k = Kq(x , t )  * - X = (2.13) 
k! 
Proof. By the definit ion of the convolution integral ,  -
- 15 - 
The integral  under the sign of summation vanishes unless e= qm, 
m = 0,1,2, . . . , by (2.11). Thus, t h i s  last sum is equal t o  
Since the kernel i s  not defined when t < 0, (2.13) does not 
hold fo r  a l l  t. 
represent at ion. 
Nevertheless, we can obtain the following complex, 
Theorem 2.3. For 0 < t < a, -a < x < QD, the generalized 
heat polynomials have the representation 
(2.14) 
- i n Jq-l) in  
where % = e q  and a 2 = e  9 
Proof. 
function of 
in tegra l  theorem t o  show that  
The integrand of the integral  (2.14) i s  an en t i re  -
z = y + Tx. We may, therefore, apply Cauchy's 
1. 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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for  any fixed x. When (x-'-a2yP i s  expanded by the binomial 
theorem and the  resul tant  ser ies  i s  integrated term by term, the 
l a s t  integral  i s  found t o  be equal t o  
k [c' 1 -1 )m( j+l) -t )mxk-qm 
m=O 
= c  m! (k-qm)! = vq(x,-t) 
We have applied (2.11) i n  the  above reduction. 
3. Growth Bounds f o r  Solutions of Equation I 
I n  order t o  develop the expansion theorems, we need infor- 
mation concerning the behavior of t he  functions 
w (x,t)  fo r  large k. To th i s  end we make use of some basic re- 
sults of 0. A .  Ladyzhenskaya [13]. 
v k (x , t )  and 9 
k 
9 
H e r  r e su l t s  are  discussed be- 
l o w  but are  res ta ted i n  a form which f i t  our immediate needs. 
denote the po in t  (x,,x,, . . ., xn) 
n- space En, and l e t  x e y  denote the usual scalar  product 
Let of Euclidean 
- -  
n is 
& = dxldx2 . . . dxn. Consider the equation 
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
(3 .1)  
- 17 - 
where A(?) i s  a polynomial of degree q = 23, j = 1,2, .. . . 
F’urther, l e t  A(?) satisfy the conditions i )  A@?) = CYqA(y) and 
ii) inf  A(?) > 0. Let p = q(q-1)” and v = (q-l)-’ . 
1 IYl I-1 
Define the numbers A and m (both posit ive) by 
4 
the minimum taken over all 6 and all satisfying I lG1 I= 1. 
Let K ( 2 , t )  = (2n)’n e -tA(x) 
+ 
denote the fundamental solution of 
the equation under consideration. 
For t > 0 and E En, 
( 3 . 3 )  
where 
1 a) c = - (mq)-” I c1 
- -  n 
With the same res t r ic t ions  on t and 2, 
,k+n 
(3.5) 
Here C i s  given by (3.4a), while 
I .  
- 18 - 
k+n 
( 3 4  c3 = (a)-n x 4 7 )  S, I I ~ I  .-‘(I 1;l I . 
n 
Next, let Icp(z)l 5; Be M I I X I I p  where B and M m e  con- 
stants. Then for 5 E En and 0 < 01 < 1, it results that 
c q-1 in the interval 0 < t < Q( ( ) . The constant C4 is given by - E 
(3.8) 
while the constants C and C1 are given by (3.4). Final-, we hwre 
Lemma 3.1.  Let X > 1, p = q(q-l)-’, a > 0, b > 0, - - 
and q = 2j, j = 1,2, ... . Then 
The above results apply directly to problem (l.l), where 
n = 1, A(y)  = yq, 
v (x,t) and the w (x,t) w i l l  become clear by the following 
elementary lemmas. 
and X = h. The desired growth bounds for the 
k k 
9 9 
Lemma3.2. For t>0, - = < x < = ,  
(3.10) , 
where C is given by (3.4a) and p q(q-1)” . 
I '  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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k 
W q ( x , t )  = (-l)%>q(xtt) by (2.7)) the resu l t  follows by (3.5). 
Lemma3.3. For - = < x < = ,  O < t < - 7  - 
for  any a, 0 < a <  1, and any 6 > 0. Here C i s  given by 
(3.4a), CL = q(q-l)-', v = (q-l)-', and A i s  a constant inde- 
pendent of k. 
k k X 
q Q 
Proof. Recall t ha t  for  t > 0, v (x,t) = K (x , t )  * , - - 
k 
by (2.13). Further, f o r  any M > 0, 1x1 
be seen by maximizing the  function y = xk e -& 
k 
f o r  x > 0. By 
- 
1 k  (3.7), with B = d ~ ) ~  , we see tha t  
Here 
1 
V - -  
A I: C1 [ C ( l - a ' - l ) ]  e-' dy. Upon choosing M = C(w) a , 
we f ind tha t  
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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The resul t ing bound (3.11) is then valid f o r  0 < t < -, 0 < 6 < = , 
andany a, O < Q < 1 .  
- 
I n  order t o  obtain a bound on the generalized heat polynomial 
k 
4 v (x, t )  when t < 0, we first prove the following extension of 
(3.7). 
Lemma 3.4. Let z = z + iz2, z and z2 real. Let 1 1 
(p(z) satisf'y lcp(z)I < Be M l z l c c  where 121 = (zl 2 + z2) *  , B and - 
(q-1)in 
> M are  constants, and M > 0. Then, with Cr2 = e Q 
c q-1 
f o r  0 < t < a (E) an3 0 < a < 1. The constant C4 is 
given by (3.8).  
- Proof. By hypothesis and (3.3) we have 
I n m  I 
.. 
cr 
An application of Lemma (3.1) to ( Ixl.tly1 ) i n  the last member 
I .  
I 
I 
I 
t 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
, _  
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of t h i s  inequality gives 
where O < a < l .  T h e n X > l  c t l - l b  for  h > 1. Let h = a(z) 
c (4-1 
whenever 0 < t < a (E) . Fbr t i n  t h i s  range we f ind tha t  
The desired resu l t  follows by introducing the change of variables 
s= Cp t 
1 - 1 1  - -- 
(La' 'l)cLy i n  the integral  on the r ight .  
Lemma 3.5. For 0 < t < m ,  1x1 < -, 0 < a <  1, and 
o < s < - ,  
Here C I s  given by (3.4a). 
in  (q-l)in -
- Proof. L e t  g = e' and cx2 = e q . For t > 0 ,  
(3.14) 
by (2.14) and an application of Cauchy's theorem. For any M > 0, 
I .  
I 
I 
I 
t 
I 
I 
I 
I 
t 
I 
I 
I 
I 
I 
I 
t 
I 
I 
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+Id . Therefore, the hy- 
potheses of Lemma (3.4) are sat isf ied.  The r e su l t  follows by 
1 - a q-i choosing M = C ( s )  
4. A Huygens' Principle and a Kernel Decomposition Theorem fo r  
Equation I. 
Let us now r e c a l l  the conmlution theorem f o r  Fourier trans- 
forms. That is, if f(x) and g(x) belong t o  L(-=,-) and me 
the  Fourier transforms of F(x) and G(x) , respectively, then 
fi ~ ( x )  ~ ( x )  E L(-=,-) and fi'.i(x) ~ ( x )  = ~ ( x ) . ~ ; ( x )  . Since I ++ -+ 
Kq(x,t) = ( 2 4  e-tx , we have, 
Kq(xyt) * K (x,t ') I= K (x,t+t ')  
9 9 (4.1) 
for 1x1 < -, t > 0, and t* > 0. 
I n  the case of t he  heat equation, (q = 2), it i s  known t ha t  
the source solution K(x,t) satisfies the ident i ty  
J K(y+ix,tl) K(iy-v,t2)dy = K(x-v,t -t ) 2 1  
whenever 
allows Rosenbloom and Widder t o  obtain the  decomposition relat ion 
f o r  K(x,t) when t is negative. Our next result extends t h i s  
0 < tl < t2, [12, p. 1771. It is t h i s  result which 
ident i ty  t o  the more general kernel K (x , t ) .  9 
_. i n (q-l)in 
. For Theorem 4.1. Le t  g = e and a2 = e 9 
O < t l < t ,  1x1 <-, and Ivl < - ,  
- 23 - 
- Proof. By Cauchy's integra3 theorem and the def ini t ion of 
Kq(x,t), 
The interchange of the order of integration is  valid since all of 
the integrals  involved are absolutely convergent i n  view of the 
bound (3.3) as applied t o  K (x,t) .  I n  fact, the  integral  P 
(4.5) 
converges uniformly i n  I rm (a2s) 1 s p < QD for  any p which 
sa t i s f i e s  the inequality. Therefore, (4.5) represents an analytic 
f'unction of Cx2s i n  1 I m  [cp) I C QD. The theory of analytic con- 
t inuation shows that t h i s  i s  the only f'unction analytic i n  the 
strip which assumes the values 
The last  member of (4.4) then reduces t o  
e -t'zq when z - a2s is  real. 
t 
I .  
- 24 - 
fo r  1x1 < QD , \ V I  < QD, o < t' < t. 
We now define the  Huygens' property i n  agreement with lbsen- 
bloom and Widder. 
Definition. A function u(x,t)  E Fl* i n  a < t < b i f  
9 
( i )  u(x,t)  E Cq, (ii) u(x,t) satisfies the equation (2.1), and 
( i i i )  
(4.6) u(X,t) K (x j t - t ' )  * u(X,t') 9 
the in tegra l  converging fo r  all t and t' i n  a < t' < t < b.  
By (4.1), K (x, t )  E H* fo r  0 < t < =. We now show tha t  
also belong 
-- 9 9 
k 
Q the elements of the s e t s  {v (x,t)]  and {wt(x,t)} 
t o  the  class H* i n  appropriate time s t r ip s .  
Theorem 4.2. For 1x1 <a, k = 0,1,2, ... , 
vq(X,t) k = K (x,t- t ' )  * v k (x , t*)  f o r  It1 < = q q (4.7) 
and 
k k 
9 Q 
wq(xyt) = K (x,t- t ' )  * w (x,t*) 
We prove (4.8) first. 
f o r  0 < t < QD . 
By the  def ini t ion (2.7) of 
(4.8) 
- Proof. 
w (x,t ') we have k 
9 + 
wq(x,t*) k = (-115% ( x , t * >  = ( a ) + ( - i x )  k e -t*xq x q  (4.9) 
The last equality follows f r o m  the def ini t ion (1.3) of Kq(x,t'). 
Since the last in tegra l  is absolutely convergent fo r  any t' > 0, 
we may apply the  convolution theorem fo r  Fourier transforms t o  
obtain 
I .  
- 25 - 
The proof of (4.7) proceeds i n  a different manner. 
9 
In  the 
r ight  side of (4.7), replace v k (x , t ' )  by its expl ic i t  form (2,3).  
Then, 
(4.10) K (X,t-t') * v k (X,t') 
Q q 
QD -1 Kq(x-y,t-t') (-1 
- m  Q! (k-qk)! 
We have used Theorem (2.13) t o  
(x,t-t'), q = 2j, j = 1,2, ... . k-q 
Q 
V 
obtain the f i n a l  sum. By (2.6), 
The ser ies  (4.10) is, therefore, equal t o  
when t-t'> 0. 
sentation of v (x,t) about t'. 
!This last sum is jus t  the Taylor's ser ies  repre- 
k 
Q 
Our next two resu l t s  will be stated without proof since t h e i r  
proofs are ident ical  t o  those given i n  [16] f o r  'the case q = 2, 
Lemms 4.3.  If u(x,t) -1 Kq(x-y, t)da(y), the integral  
converging absolutely i n  0 < t < c, then u(x,t)  e there. 
Q 
- 26 - 
Lemma 4.4. If u(x,t) E in a < t < b and 
v(x,t) E H* in EL< - t < b, and if 4 
for a < t <  t' < b, then 
(4.12) 
is independent of t for a < t < b. 
We now have the following kernel decomposition theorem. 
Theorem 4.5. For 1x1 <=, /yI < w , and 
(4.13) 
K (x-y,t+t*) = a, C vk(x,t)vtt(y,t') . 
Q kP0 ' 
The constants A and m m e  defined by (3.2a) and (3.2b), 
respectively. 
Proof. We first prove the result in the range 0 < t < - At' . m - -
By (44, 
K (y-x,t'+t) = Kq(y-x,t')* Kq(xyt) 
9 
(4.14) 
whenever t' > 0 and t > 0. Since K (y-x,t') is an entire 
function of x for any t' > 0, 
9 
(4.15) 
I .  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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Upon substituting this series representaticn a P K  (y-x, t * ) 
(4.14) we have, formally, 
into 
9 
The reduction to the last series follows f r o m  Theorem (2.13), which 
is valid since t > 0. 
the formal term by term integration is 
A sufficient condition for the validity of - 
Using the estimates 
(see for example, Hille E l l ,  p.  2351) 
(3.ll), 
and the bounds (3.10) and 
it follows that series (4.16) is dominated by 
for 0 < a <  1, 0 < 6 < -. In (4.18) , 
denotes a l l  factors which are independent of k. 
ratio test to series (4.18) and using the fact that 
By applying the 
. 
- 28 - 
l a &  - -  
(Cep,) c1 = e ' (mq)' , we have 
' e R(k+l)-R(k)-1 
k+ 00 
1 - 
= [ & p I 9 .  
This proves that series (4.16) converges provided t + S < a t *  - .m 
Since cc is arbitrcL1.y in (0,l)  and 6 is arbitrary in (0,~) 
we m a y  choose 01 suitably close to 1 and 6 sufficiently small 
to obtain the desired result. 
The addition formula (4.1) fails if t < 0 and we must pro- 
ceed differently in order to prove (4.13) in the range 
-min(t,z t A t *  ) < t<O. By Theorem (4.1), 
in (9-1) in -
. Upon ex- for 0 < t < tl, with 5 = e 9 and cl;r = e 9 
panding K ( s-y,tl) about the point y and substituting the 
resultant series into the integral (4.19), we find that, formally, 
' 3  
(4.20) K (x-y,t*-t) 9 
. 
I 
I .  - 29 - 
OD (%SIk 
= 2 ( - l )kDklr ( y , t t )  K q ( s T x , t )  %T. ds Y Q  
- m  k=O 
= O D k  c vq(x,-t)wq(y,t') k . 
k-0 
k We have used the definit ion of w (y , t t )  and Theorem (2.3) t o  ob- 
9 
t a i n  the f i n a l  series.  
and integration i s  valid if  
The interchange of the order of summation 
I n  view of the bounds (3.10) and (3.13) t h i s  ser ies  is bounded by 
. However, i f  A t '  the ser ies  (4.18), which converges i n  0 < t < = 
E'> t', the complex add i t ion  formula (4.3) i s  not valid i n  t h i s  
m 
larger interval.  We have therefore proved (4.20) only i n  
' h t '  0 < t < min(t , 7 ) . 
fo r  t 
But  t h i s  is j u s t  (4.13) with -t substituted 
and the proof of the theorem i s now complete. 
. 
111. EXPANSION THEOREM PRELIMINARI E S FOR ECWATIQN I1 
5. The Poisson Integral  Representation 
Let x denote the n-vector (x 1,x2, . . . , xn) and l e t  
n 
i=l 
- -  
x e y denote the usual scalar product C xiyi . Let 
r = (F . x) and T denote the transformation from Cartesian - 4: 
coordinates 
(r,O1,El2, . ., 
and 0 <, < - ~ T T  . The required transformation i s  given 
(xL,x2, . . . , x ) t o  spherical coordinates n 
where 0 < r < m, 0 5 8. < n, i = 1,2,. . .,il-2, 1 -  - 
expl ic i t ly  by x1 = rCos el, x = rSin 8 Sin e2 0 . .  Sin Oi-l i 1 
Cos ei, i = 2, . . ., n-1, 
When we say tha t  a function 4 (?) i s  rad ia l ly  symmetric we mean 
tha t  under the  transformation T: 
and xn= rSin B1Sin e2 0 . .  Sin en 1. - 
1 
$1(%)-==+ Jr(r(x)) E * ( r )  . 
We now prove a lemma which we w i l l  use i n  t h i s  and subsequent 
sections. 
Lemma 5.1. Let fpl(z) be radial ly  symmetric and, further, 
assume tha t  cp,(x) ex is t s  f o r  a l l  2 E En. Then fo r  n > 2 (an 
integer ) 
I-+ - 
n 1- - + 
(5.1) cp1(X> = r 
-1 
Here Z (x) denotes the  Bessel function of order w of the  f i rs t  
kind. 
\ 
Proof. L e t  5 = (s E ) *  and introduce the coordinates -
r-? ( % , e p 2 ,  . . ., ) in to  the integral  defining cp,(x). Then 
- 30 - 
I .  
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m e r e  y = ( 5  COS Sin e p s  e2, . . ., s Sin elsin e2.. .Sin 
denotes the  and 111 = S n - l  Sinn'2 elsin n-3 e2 . . . Sin On 
Jacobian of the transformation T. Integrating first with respect 
t o  €I1, we must evaluate the integral  
- 
del where -is (X~COS ~ 1 + y 2 ~ i n  el) 1" Sin"-2 e 
0 
I1 = 
y2 = x2 Cos e2 + x3 Sin e2 Cos 0 + ... + x Sin fj2.-*Sin en 3 n 
Upon expanding the 
t a i n  n 
Q) h $1 
I1 = c (-ST c 
1x0 "1=0 
exponential and integrating term by term, we ob- 
Next, integrate with respect to  
integral  
e 2 .  Then we must evaluate the 
a -2m 
de2 I2 =ln(x2cos e +y Sin e 2 )  
1 
2 3  
0 
... f xn Sin e ... Sin en Byan 3 3  3 3 - where y = x Cos e + 
application of the  binomial theorem and term by term integratioq, 
Through a repeated application of the above procedure we f ind tha t  
(5.2) reduces t o  
- 32 - 
I- 
The ser ies  i n  (5.3) i s  jus t  (F) Jn ( re )  and we obtain - 
Let us now consider the equation 
2 j  aul (% t 1 n = (-1)’” ( C Di) ul(%,t), j = 1,2,--.,n=2,3,.--, 
i=l a t  
where Di = a/axi, i = 1,2, ..., n . Expansion theorems for  
solutions of (5.4) 
have been given by Widder [18]. 
radial ly  symmetric, then under the  transformation T, Equation 
(5.4) transforms into 
when j = 1 (the n-dimensional heat equation) 
If we assume tha t  u,(;,t) i s  
2 
where An = a /ar2 + 
operator. 
a/ar i s  the radial ly  symmetric Laplacian r 
Andogous t o  our treatment of Equation (l.l), it can be 
shown tha t  the fundamental solution of Equation (5.4) is given by 
_ _  . - -  
F.(ii,t) = (2n) 2 e -t(;r*x)J - 
J 
The Poisson integral  representation for  a solution of (5.4), subject 
t o  the i n i t i a l  condition ul(:,O) = ql(2), i s  given by 
(5 .7)  
- 34 - 
!The inner integral  (5.ll) is the n-dimensional Fourier transform 
of a r a d i w  symmetric m o t i o n .  We can now apply hmna (5.1) t o  
obtain 
This i s  the desired Poisson integral  representation with kernel 
The i n i t i a l  data rp(y) 
gence of (5.12). 
must be res t r ic ted  t o  ensure the conver- 
We define the Hankel transform of order v of a function 
d r )  by 
Observe that Lemma (5.1) then gives a di rec t  connection between 
the n-dimensional Fourier transform of a radial ly  symmetric 
f’unction cp,(%) and the Hankel transform of order = n -1 of 
c 
particular, we should note that by (5.8), 
(5.15) 
n n n p -1 23 -tr ) e - 5  I - -  2 = (*) r w n  ( r , r  
2 -1 
for  t > 0. Further, (5.13) can be written as ei ther  
I. 
I .  
I 
I 
I 
1 
I 
I 
I 
I 
I 
i 
I 
I 
I 
i 
I 
I 
I 
- 35 - 
or  
Finally, l e t  us note the interchange property 
6. The Generalized R a d i a l  Heat Polynomials and Associated Functions 
Associated with problem (5.5) is the formal solution 
j+l 3 
operator e which we w i l l  in terpret  by 
whenever we can at tach a meaning t o  the ser ies  on the  r igh t .  
We define the generalized radial heat polynomial Bk 
the c lass ica l  solution of (5.5) which s a t i s f i e s  Rk 
( r , t )  to  be 
j r n  
2k 
(r,O) = - rj ,n  k! * 
The expl ic i t  form of  the  polynomials i s  readily obtained 
(-1)”’tA 
the  f o m d  operator e t o  ra/k! and using 
def ini t ion (6.1). Thus, 
I '  
i 
i 
I 
- 36 - 
When 
heat polynomial $(r,t) studied by Bragg [6]. 
j = 1, (6.2) is, except for  a constant factor, the radial 
Although the polynomials Rk ( r , t ) ,  k P 0,1, . . ., do not 
j ,n  
form an Appell s e t  i n  the usual sense it can be shown by induction 
tha t  they do sa t i s fy  the relation 
I n  order t o  see that  t h e  $ (r,t), k = O,l, ..., art j ,n 
solutions of Equation (5.5), we different ia te  the expl ic i t  form 
(6.2) with respect t o  t t o  obtain 
The f i n a l  equality here fol lows from (6.3) by taking 5 = E. 
We define the associated Function Sk (r,t) by the re lat ion j ,n  
(r,t), r > 0, t 7 0, k = 0,1,2, ... . k (6-5) $Jr,t) = A n  O Fj,n 
By making use of the well known recurrence relat ion 
JV(4 = zJ"+1(4 + "T, - ,(4 f 
it can be shown by induction tha t  
I .  
I 
I 
i 
I 
I 
- 37 - 
From definit ion (6.5), relation (5.8), and (6.6), we then have 
the m r e  useflrl determination, 
The indicated operation can be carried out under the sign of in -  
tegration since the f i n a l  integral  i s  absolutely convergent. 
OD 
and Theorem 6.1. For t > 0, the sets [R k (r,-t)IkPO 
j ,n  
OD 
satisfy the biorthogonality re la t ion k [‘j, n(r, t)3k& 
The weight factor Wn(r) i s  given by 
Proof. We will prove th i s  resu l t  i n  essent ia l ly  the same way 
we proved (2.8). 
can also be written 
By o w  definit ion of the H a n k e l  transfonn, (6.7) 
4 
- 30 - 
This implies, by Hankel's inversion formula, that 
By an application of the d i f fe ren t ia l  operator 
(a2/aS2 + 9 a/as)s 
of the resu l t  a t  5 - 0 we obtain the relat ion t o  both sides of (6.11) and an evaluation 
2s+n-1 q 
(6.12) s j, Jr, t 
0 i f  e i ther  q > s or  q 5 s and 
s-q f jm f o r  some integer rn> 
n 
t 2  2 m 2s+ - -1 
(-l)j (m+l> s! r($+ s) i f  
q < s and s - q = j m  f o r  some integer mi - 
Now substi tute the explicit  representation (6.2) of the 
polynomial l? (r,-t) into the integral  (6.8) t o  obtain 
J,n 
The resu l t  follows by (6.12) and an analysis of the poss ib i l i t i es  
= q. 
1 4 
- 39 - 
Theorem 6.2. For 0 C r < a, t > 0, the generalized radial - 
heat polynomials have the representation 
Proof. By Hankel’s inversion formula, (5.16) implies that  
Now, by (6.6), 
n n 1- - +  -1- - 2 s 2J (Yaw = L= Kj, J r , Y  ;t) (-l)mY 
--1 n 
2 
The l a s t  member of (6.16), when evaluated at S = 0, reduces t o  
(6.17) (-l)m($)P-l 21- K (r,y;t)yady, m = 0,1,2, ... 
Upon applying the operator (a /a5 + - a/a5) t o  the l e f t  
member of (6.15) we have 
n 
r($) 0 j ,n  
2 2 n-1 m 
r: 
A t  6 - 0, the last member of (6.18) reduces t o  
- 40 - 
The resu l t  follows by equating (6.19) and (6.17). 
U s i n g  a similar type of reasoning, we can also prove 
Theorem 6.3. For 0 < r < and t > 0, the generalized 
radial heat polynomials have the representation 
i n  -( 2 j -1) i n  
2 j  
-
where 5 = e 23 and 3 = e 
7. Growth Bounds fo r  Solutions of Equation I1 
The growth bounds fo r  the generalized rad ia l  heat polynomials 
and the associated s e t  {Sy ( r , t ) j  can be obtainea DY USA% 
the  resu l t s  of Ladyzhenskaya discussed i n  Section 3. Recall, by 
J t n  
Lemma (5.1), t ha t  F.(?, t)  = I!’ (r,t).  We can, therefore, apply 
Ladyzhenskaya’s resu l t  (3.3) t o  obtain 
J j , n  
(7.1) 
where p = 2j(2j-l)-’. The constants C1 and C are given by 
(3.4). 
By applying Lemma (5.1) t o  re la t ion  (6.7) we see tha t  i n  
Cartesian coordinates Sk (r, t )  has the representation 
j , n  
(7.2) 
I n  the same 
(7.3) 
way tha t  Ladyzhenskaya proved (3.5), we can show tha t  
- 41 - 
The constant C depends only on n and j while A i s  defined 
by (3.2a). 
5 
The needed bound on the polynomial Rk (r,t) can also be j , n  
obtained from our previous work. For t > 0 we have - 
LL 
2k 
reason as i n  the proof of (3.7) tha t  
for t > - 0, 0 < 6 <-, O <  a <  1, and p - 2j(2j-1)-L . Here 
C i s  given by (3.4a) and A i s  a constant, independent of k. 
Similarly, we have 
1 
. 
for  t > 0, 0 < 6 < a, 0 < a <  1, and p = 23(2j-1)=' . Again 
A is  some constant independent of  k and C is given by (3.4a). 
8. A Huygens' Principle and a Iternel Decomposition Theorem for  
Equation I1 
Let  us flrst show that the  time t ranslat ion property holds for 
the  kernel K ( r ,y ; t ) .  
3,n 
'Pheorem 8.1. For r > 0, y > 0, t > 0, and t' > 0, - - 
Proof. From (5.13), the def ini t ion o f  K (s ,y; t ) ,  the 
j t n  -
i n t eg ra l  (8.1) is equal t o  
The interchange of order of integration is justiriea by Line art- 
solute convergence of the integrals involved. 
version theorem, a8 applied to  (5.16), we have 
By Hankel's in- 
The value of  the integral  (8.3), when substituted in to  (8.2), 
yields 
- is (2j-1)in 
. Then Theorem 8.2. Let  5 = e2j and % = e 23 
fo r  r > 0, y > 0, t' > 0, and 0 C t C t'. 
4 
- 43 - 
Proof, Upon substituting the integral  representation (5.13) -
of K (a < ,y ; t t )  into the integral  (8.5), we obtain, 
J,n 2 
The interchange of the order of integration i s  valid since all inte- 
0- m-1 - Q CP rihnnldwl y nonvergent . 
member of (8.6) can be evaluated aB follows. 
expansion fo r  the Bessel function into the integrand and formally 
integrate term by term. 
The inner integral  of the second 
Substitute the ser ies  
By ( 6 . 3 ) ,  we obtain, 
The term by term integration will be valid i f  
By (7.5) and the r a t i o  tes t ,  (8.8) converges absolutely f o r  all 
> 0 and t > 0. If we now substi tute the expl ic i t  form (6.2) 
of the R? ( r , - t )  into the second member of (8.7), we have J,n 
- 4 4 -  
The second member of (8.7) is, therefore, equal to  
(r,y;t'-t) , O <  t < t' . = Kj,, 
For problem ( 5 . 5 )  we will define the Ikrygens' principle as 
follows: A f'unction u ( r , t )  belongs t o  the class i n  
a < t < b 
(6 .5) ,  and (iii) if 
3 
i f  ( i )  u ( r , t )  E. Cq, ( i i )  u ( r , t )  s a t i s f i e s  Equr$ion 
the integral  converging for  a < t' < t < b. 
Theorem 8.3. For r > 0, y > 0, and k = 0,1,2, .. ., 
(8.12) 
and 
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Proof. From the definit ion (6.5) of S k (y , t t ) ,  the 
3,n -
The interchange of the oMer of integration is  jus t i f ied  by ab- 
solute convergence. The inner integral  of the second member of 
(8-14) cnn he evaluated by Hankel's integral. theorem,as applied t o  
(5.16), t o  give the desired result .  
The proof of (8.12) d i f fe rs  but s l igh t ly  from the proof of (4.7). 
The next two resu l t s  can be proved in  an obvious manner. 
Lemma 8.4. T f  u ( r , t )  E if i n  a <  t < b and 
J 
v ( r , t )  E I$ i n  a < - t < b, and i f  
i n  a < t < t' < 3,  the3 
(8.16) 
i s  constant i n  a < t < b. 
bmma 8.5. If u(r , t )  I= 
converging absolutely i n  0 C t < c, then u ( r , t )  E H* there. S 
We are now i n  a position t o  examine the decomposition re- 
l a t ion  fo r  K ( r ,y; t ) .  We w i l l  have need of  the following 
lemma which is, i n  fact ,  a special  case of the theorem we wish t o  
j ,n  
prove. 
. 
- 46 - 
h m m s  8.6. For t > 0, y > 0, 
The Function Wn(y) i s  given by (6.9). 
Proof. I n  the  integral  (5.13) f o r  K (r ,y;t) ,  substi tute 
the ser ies  representation of Jn ( r s ) .  Then, integrating term 
by term, 
ej,n -
-1 
The formal. term by term integration i s  valid if  
The ser ies  (8.17) is observed t o  be dominated by 
by (7.3). 
r > O  and t > O .  
By the r a t i o  test, the ser ies  (8.18) converges f o r  all 
We should observe that r may be complex i n  the above proof. 
The ser ies  (8.16) then has an i n f i n i t e  radius of convergence. 
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Theorem 8.7. For r > 0, y > 0, and 
h t  ' t ' )  < t < -It' - min(- m '  m '  
The constants h and m a r e  defined by (3.2a) and (3.2b), 
respectively. 
Proof. For 0 < t < t', we have, by (8.1) and Lemma (8.6), -
For t < 0 we will use the  complex addition formula (8.5) 
and Lemma (8.6) t o  obtain 
The proof can be completed i n  the usual way by using the 
bounds (7.3), (7.4), (7.5), and am application o f  the r a t i o  t e s t .  
W. EXPANSICXTS OF SOLUTIONS IN TERMS OF THE BASIC SETS 
9. Representations in Terms of the Polynomials 
In this section we w i l l  examine series of the form: 
I. u(x,t) 
11. u(r,t) 
(9.1) 
The designations I and 
mainder of the report, 
I1 refer here, and throughout the re- 
to the problems (I) and (11), respectively. 
Analogous results for the t w o  problems w i l l  be stated in a single 
theorem by using this notation. We w i l l  prove only  one of the 
results contained in each theorem. The proof of the second result 
is entirely similar. 
I 
We now prove a lemma that w i l l  be of frequent use. 
k OJ Lemma 9.1.1. If u(x,t) = k& %vq(x,t) converges at 
(x ,t’) where xo > 0, tE, = (-1)’” to, to > 0, then 0 0  
is - 
q-1 q 
% = O[k!( e ) 3 as k+-, S=23 
qt0kq-l 
aD 
11. If u(r,t) = C b Rk (r,t) converges at 
k& k J,n 
(r ,ttO) where ro > 0, t6 = (-1) d + l  to, to > 0, then 0 
k 
Proof. We prove I. Define the polynomial tk(x, t) by the 
Q -
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re la t ion  
I 
(9 .2)  
tha t  a t  the point (xo,tA) 
(9.3) 
Since th i s  i s  a sum of positive terms, 
(9.4) 
-mq+s , t: xz (mq+s)! 
V 9 -  m! s! 
for m = 0,1,2, . ., and s = 0,1,2, . . ., 4-1. By hypothesis, for 
a l l  k suf f ic ien t ly  large and a suitable constant M, ?k 5 M 
Ivq<x,t)l 
We m a y  now use Stirling's formula i n  (9.4) t o  obtain 
(9.5) ) 
mq+s Ms! m! a 
F ( m  x tO(mq+s)! 
0 
By se t t ing  k = qm+s, (9.5) reduces t o  
for all k suff ic ient ly  large. 
I .  
I 
I 
I  
I 
I 
I 
I 
I 
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M. Bocher [ 5 ]  and Rosenbloom and Widder [16] discuss the 
f ac t  that ,  i n  general, a series of heat polynomials converges i n  
a s t r i p  
ser ies  of rad ia l  heat polynomials. 
t h i s  is also t rue  fo r  se r ies  o f  the form (9.11) and (9.111). 
It I < 0. This behavior was also noticed by Bragg [6] for  
Our next result shows tha t  
d k  1 Lemma 9.2. I. If l i m  sup l%l (F) = am < QD , 
k-+ QD 
- k  then C %vq(x,t) converges absolutely fo r  It1 < u . 
k 4  
OD 
then C b Rk (r,t) converges absolutely f o r  It I < o I n  both 
k=() k j , n  
I and I1 above, m i s  the constant given by (3.2b). 
- Proof. Le t  us prove the second pa r t  of t h i s  Lemma. By 
hypothesis, f o r  any 8, 0 < e < 1, there exists an integer 
. _ .  k 
J-J. - 
>j . For e N = N ( 9 )  such tha t  fo r  a l l  k > N, lbkl< ( - - j4jamekj -1 
t > 0 we can use the  bound (7.4) and the l e f t  half  of in- 
equality (4.17) t o  show tha t  
= 
1 - k - 
0 < 6 <a, and 0 < 0 < 1. By the r a t i o  t e s t ,  t he  last ser ies  
converges f o r  0 < t < CT . - 
The proof of Lemma (9.211) fo r  t < 0 follows i n  pre- 
c isely the  same way. This i s  due t o  the  s imi la r i ty  i n  the bounds 
on the  polynomials when t < 0. 
I *  
I 
I 
I 
I 
I 
I 
I 
I 
I 
t 
E 
I 
I 
I 
I 
1 
I 
I 
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“ k  
v (x, t ) converges fo r  c h  meorem 9.3. I. If u(x,t) = k=O 
1x1 < m, It\ < a, then u(x,t)  satisfies Equation (1.1) fo r  
1x1 < and It1 < min(0,;) . 
m 
11. If u( r , t )  I: C bkR:,n(r,t) converges fo r  
k=O 
0 < r < It1 < CT, then u ( r , t )  s a t i s f i e s  Equation (5.5) fo r  
0 < r < and I tl < min(o,a/m). The constant m is given by 
( 3 3 ) )  
- Proof. We w i l l  prove Theorem (9.31). If we formally differ-  
ent ia te  u(x, t )  term by term, we obtain (by (2.4)) 
while (by(2.6 1) 
(9.7) 
m 
Dtu(x,t) = (-1)”’ C %N vk(x,t>, q = 2j, j = 1,2 ,.” . 
kr0 
The proof will be complete when we show that, f o r  any 
a 0,1, ..., q, the ser ies  
contained i n  the s t r i p  It1 < min(o,a/m) . 
Chooae to t o  satisfy 0 < to < CT. Then, by Lemma (9.11) 
k q-1 - 
)‘I as k +  = . Now choose T so that e = O[k!( 
qt0kq’l L 
*O 0 < T < min(tO, m) and l e t  R be any f i n i t e  posit ive number. 
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I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
1 
I 
I 
I 
rectangle It1 5 T, 1x1 < R. Here, A i s  a constant independent 
of k while a and 6 are arbi t rary i n  (0,l) and (Of=+), res- 
pectively. By the M-test, series (9.8) w i l l ,  therefore, converge 
- 
uniformly wherever 
converges. We have used the fac t  t ha t  f o r  any 9, 0 C 9 C 1, 
k - 
q-1 9 
there i s  an integer N = N ( 8 )  such tha t  - < k ? (  e )  
qt okq-10 
fo r  all k > - N. The r a t io  of the (k+l)st t o  the kth term of 
(9.9) is observed to be 
1 - k+ 1 -k - 1 c  
T+6 m q  k+l k+!? ’ (k+4+l  , p = q(q-1l-l . The l i m i t  (k+ 4 +1 k+l 
1 I 
of t h i s  r a t io  as  k+ i s  (a)‘ , which is l e s s  than one 
&08 . 
~ L U V L U ~ ~  a (W8) < !nt.08)m-L : TJpa choosing 6 a rb i t r a r i l y  close 
t o  zero and CY and 8 sufficiently close t o  one, we see tha t  ser ies  
(9.9) converges i f  T c - . Since T < min(tO, 
m m .I. 
have shown tha t  (9.8) converges uniformly i n  I ti < T< - 
1x1 < - R. 
approach 0. 
The desired resu l t  now follows by allowing to t o  
The next theorem relates  the Huygens’ principle t o  expansions 
of the form (9.11) and (9.111). 
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Theorem 9.4. I. If u(x,t) E i n  It1 < a and if  
converges f o r  - min(a, -)< ha t’ < - ha then 
m m ’  
k ha ha u(x,t) = c %vq(x,t) f o r  - min(a, -) < t < -
m m 
OD 
kPO 
The coefficient % has the determination, 
(9.11) 
Moreover, i f  u(x,t)  = c $v k (x, t )  converges f o r  I tl c my 
kP0 Q 
converges fo r  - min(a,=) ha < t’ < e , then 
XCJ ha u ( r , t )  = C b Rk (r,t) f o r  - min(a,=) < t < a, . k d  ’ j tn  
The coefficient bk has the determillittion 
OD 
Here, Wn(y) is given by (6.9). Moreover, i f  u ( r , t )  = C $If ( r , t )  
converges f o r  It1 < a, then u(r,t) E H* for It1 < min(o,g) . 
k=O ’* 
j 
Proof. We w i l l  prove Theorem (9.411). Let  us suppose tha t  -
i n  It1 < 7 
-54- 
Choose t' so tha t  - CT < t'c 0. Then, by Theorem (8.7), 
n - -1 - 2  R. k n(r,t)Sk ,(y,-t') 
c 
k=O bk r($ + k )  
I n  th io  interval,  m 
m 
P C bkR;,,(r,t) 
k=O 
!€!he formal term by term integration is  val id  if  
The in tegra l  
dominated by 
(9.16) converges by hypothesis. The ser ies  S is  
(9.18) k, c" 
by (7.4). 
By the r a t i o  t e s t ,  ser ies  (9.18) i s  observed t o  converge fo r  
We have a lso  used (7.4) t o  obtain (9.16) and (9.17). 
I '  . 
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h 
It1 
(8.7) i s  not valid i n  so large an interval.  
h k L  m . If ;;;> 1, however, the kernel decomposition theorem 
Thus, we have obtained 
the desired resu l t  i n  -min( 1 t'l, I) h t' < t < m m . The co- 
e f f ic ien t  bk was obtained i n  the course of the proof. That bk 
i s  independent of t follows from the fac t  tha t  both u(y,-t) and 
Sk HT and therefore sa t i s fy  Lemma (8.4). (y,t)  are i n  the class j , n  J 
411 1 1  
6. 
integral  
In  order t o  prove the second par t  of Theorem ( 9 
aD 
suppose that u( r , t )  = C b Rk ( r , t )  converges i n  1 %  
k-0 k j ,n  
Choose t' t o  sa t i s fy  0 < t' < min(6,;) and form the 
(9.19) 
0 
Now substi tute the ser ies  f o r  u(y,-t ' )  in to  (9.19) t o  
(9.20) k (r,y;t+t') C b R (y,-t')dy 
kdj j r n  
K (r,y;t+t')Rk (y,-t')dy 
k=O bkJo j ,n  j ,n  
obtain 
We have used the f ac t  tha t  %,n(r, t)  E 9 
the  f i n d  series.  
i n  the reduction t o  
The formal term by term integration i s  valid 
provided 
f o r  t' i n  min(o,;;;)). 6 The ser ies  (9.21) is  bounded by 
I '  - 33 - 
We must, of course, suitably r e s t r i c t  
converges. 
cp,(;) t o  ensure tha t  (5.7) 
The fundamental solution of (5.5) can be obtained from (5.6) 
-t( 2 0 % )  j 
by an application of Lemma (5.1). That is, since e 
i s  rad ia l ly  symmetric, we have, by Lemma (5.1), 
The Poisson in tegra l  representation fo r  solutions of (5.5) i s  not 
as readily obtained. I n  the integral  (5.7), introduce the co- 
ordinates (y,el,e2, . , en-l ), y = (ye?) 8 , t o  obtain 
and = (Nos el, ySin el Cos e2, ..., ySin e s i n  e2...Sin en 3. 1 - 
We can evaluate 
(5.2). 
I1 i n  the  same way t h a t  we evaluated the integral  
After carrying out the indicated reduction we f ind tha t  
5. 
2 
n n 1-- 
I1 = (&)'(sy) 2Jn (sy), s = (E.;) . 
The second member of (5.9) is then equal t o  
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where I = K (r ,y;t+t ')e dy. We have made use of 
S,n 
(7.5) t o  obtain the dominating series.  
If we consider the f'unction e as i n i t i a l  data, it 
is clear  tha t  the integral  I results from transforming the integral  
by means of the  spherical transformation T. We can apply (3.7) 
t o  the integral  (9.23) t o  show tha t  the integral  I converges fo r  
-t' < t < t' f f3($). Here 0 < a <  1, 0 < 8 < 1, and 0 < 6 < *. 
Choose to so that 0 < t' < min(tO, =-) < min(o, z) . 
Then, 0 < to < u and by Lemma (g. l I I ) ,  
k 
j-1 3 
) 3 as k+ -. The ser ies  (9.22), therefore, e 
j t o b u r  blr -- = O N  1-1 
i s  dominated by the  ser ies  
k 
where N = N(0) ,  0 < 8 < 1. This ser ies  converges provided 
&Oe t t  + 6 c - as can be seen by applying the r a t i o  test .  Letting 
6 0, a+ 1, 0 4 1, and choosing t suff ic ient ly  close 
m '  
0 
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t o  u we find that 
t 
u(r,  t )  = La K (r,y;t+t')u(y, - t*)dy 
j ,n  (9.24) 
fo r  Itl< t ?  < min(a,z). Since (9.24) i s  an absolutely convergent 
Poisson-Stieltjes integral ,  we can apply Lemma (8.5) t o  obtain the 
proof of the theorem. 
Let  us now examine the growth properties of i n i t i a l  data. 
For ex- The following def ini t ion will make our meaning precise. 
-Pie, 
if  and 
see C3,p.8]. 
Definition. An ent i re  function f ( z )  is of growth ( p , ~ )  
k P/k 
only i f  l i m  sup - I < T .  The numbers %(k=O,l, ) - 
k + =  
are the coefficients i n  the Taylor's se r ies  representation of 
f ( z )  about the  origin.  
k aD Theorem 9.5.1. If u(x,t)  = &, akVQ(x,t) converges i n  
It1 < a,then 
-1 -v 
f o r  some 'entire f'unction ~ ( z )  of growth (p,p (sa) ).  
aD 
11. If u(r,t)=C b Rk (r,t) converges i n  
k d  k 3,n 
It1 < u, then 
and 
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2 -V f o r  some ent i re  f'unction $(z) of growth @,p -1 (2ju) ) i n  z . 
i n  ( q - l ) i s  -
Y aJld 9 = a, In  both I and 11, 5 = e 9 , a2 = e Q 
j = 1,2, ... . 
Proof. We w i l l  prove Theorem (9.51). For t > 0, - -
k vq(x,t) k = Kq(x,t)* ~;f X by (2.13). Formally then, 
(9.25) 
" % k  *ere cp(x) = C - x . The interchange of the order of summation 
k 4  k! 
culd integration w i l l  be permissible i f  the  f i n a l  integral  (9.25) i s  
absolutely convergent. By (3.7), if  ~ ( x )  has growth ( p , ~  ), then 
Kq(x,t) * cp(x) 
c q-1 
is absolutely convergent i n  0 < - t < p(7) fo r  
my p, o < p < 1 .  
Choose to so that 0 < min(tO, < min(a, 0' By m' 
-1 -V 
That is, cp(x) has growth (p,p (qto) ) . By our ea r l i e r  remarks, 
the f i n a l  integral  (9.25) converges absolutely f o r  0 < t C p 7 - 
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0 < $ < 1. By choosing p sufficiently close t o  1 and allowing 
> CT, we obtain the proof of the theorem. 
We must proceed differently when t < 0. By Theorem (2.14), 
vq(x,-t) k = 5 1 JOOKq(yTx,t)(CX$)kdy f o r  t 3 0 with 
- i n  (q-l)ill 
? = e 4  and % = e  Q . Then, formally, 
-1 
(p,p (w)-'). We can apply Lemma (3.4) t o  show that  
Kq(yTx,t)cp(C3$)dy converges absolutely for  0 < t C p ( s )  , 
0 < $ < 1. Here, as before, to has been selected t o  satisfy 
0 < min(tO, r) < min(a,s) T"4e 
desired resu l t  now follows by choosing p sufficiently close t o  
t0 i n  order t o  apply Lemma (9.Z). m 
1 and to sufficiently close t o  Q. 
To conclude th i s  section, we will show t o  what extent the growth 
properties of the i n i t i a l  data determine the time s t r i p  i n  which a 
series of the form (9.11) o r  (9.111) converges. 
00 
Theorem 9.6. I. Le t  the i n i t i a l  data, q ( z )  = C %zk be 6tn 
k=O 
ent i re  function o f  growth (p,M), M > 0. Then the solution corres- 
= k  ponding t o  ~ ( x )  i s  u(x,t) = C %vq(x,t) which converges 
k=O 
L 
- 6 0 -  
a0 
11. Let the initial data, $(z) = &dpa be an entire 
f’unction of growth (p/2,M) in z2. Then the solution corresponding 
OD k 
to $(r) is u(r,t) = C b R (r,t) which converges absolutely 
kP0 k j,n 
1-2 j 
for o < r <=, It1 < . Here, bk = k!% and 
p = 2.j(2j-1.)-’. 
Proof. We prove Theorem (9.61). By hypothesis, lcp(x)l < Be MI XIp - - 
for a suitable constant B. For initial data with these growth 
properties, Ladyzhenskaya [13] has shown that the unique classical 
solution of problem (1 .l) has the representation 
u(x,t) = K (x,t) * cp(x> for 1x1 <a, o < - t < q 
In this time interval, 
q-1 , o < p c 1. 
(9.27) 
k 
k q  
Q) 
u(x,t) = Kq(x,t) * cp(x) = C k!C v (x,t). 
k d  
The last member of (9.27) follows from (2.13). 
by term integration is valid wherever 
The formal. term 
By hypothesis, for any 0, 0 < 0 < 1, there is an integer 
k 
N = N(0)  such that for a l l  k 2 N, 
(9.28) is, therefore, dominated by 
5 ($)’ . The series 
(9.29) 
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for 0 < 6 < = ,  O <  
(9.29). The series 
a < 1, 0 < 0 < 1. 
(9.29) converges by the root-test provided 
We have used (3.11) to obtain 
Since a, 6, and 0 are arbitrary in their re$- 
pective intervals, we have proved the desired result for 
In order to prove Theorem (9.61) when t < 0, form the integral 
(9-1)i.n 
As usual, CI;! = e 9 . By Lemma (3.4), the integral converges 
1 q-1 absoluteLv for 1x1 < ~ 1 ,  0 < t < -@-(-) when tp(z) has growth 
mq MI.1 
(p,M). Upon substituting the series 
gral (9.30) and formally integrating 
rn 
for tp(X+CL2Y) 
term by term we 
into the inte- 
obtain 
(9.31) 
The lat series is obtained by apglving (2.14). Wi$h the bound 
(3.13) on vq(x,-t) k and the fact that lC,l < (d) Me , 0 < 0 < 1, 
K 
-
we can show in the usual way that the formal. term by term inte- 
gration is valid for 0 < t < -(Mp ) m¶ 
1 1-q . 
10. Representations in Terms of the Associated Functions 
We now examine series of the form: 
- 62 - 
00 
11. u( r , t )  = C b Sk ( r , t )  . 
k& k J,n 
Here, as i n  Section 9, the  designations I and I1 re fer  t o  Equations 
(I) and (11), respectively. We begin with a ser ies  of elementary 
lemmas. 
Lemma 10.1. I. For 1x1 < a  and t > 0, 
11. For r 7  0 and t > 0, 
Proof. We will prove Le- (lO.U). Recall that -
The term by term integration can be ju s t i f i ed  by the r a t io  t e s t ,  the 
f i n a l  se r ies  converging absolutely fo r  all t > 0 
From the  definit ion (2.7) of w (x,t) ,  we have, 
and 1x1 < -. 
k 
9 
a 
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The formal term by term differentiation can be jus t i f ied  by any of 
the standard t e s t s .  
Q) 
Lemma 10.2. I. If c Iwi(ix,t)l converges at  (xo,to>t 
k=O 
k x > 0, to > 0, then 
0 Ti 1 % ;  = o(-+ as k e r n .  
k 
m 
11. 
If k =  2db.l lsj,n(ir,t)l converges at  
k (ro,to), ro > 0, to > 0, then 
Proof. Let us prove Lemma (10.211). By (10.3), we observe tha t  
Upon choosing the term corresponding t o  = j ,  we have, 
k k 
By hypothesis, f o r  a suitable constant M and a l l  k suff ic ient ly  lasge, 
- 6 4 -  
While ser ies  o f  the form (9.11) o r  (g.lII), i n  general, 
converge i n  s t r i p s  (I tl < a), our  next resu l t  w i l l  show tha t  se r ies  
of associated functions, i n  general, converge i n  half planes 
(0 < O< t ) .  This behavior was noticed i n  [ 6 ]  and [16] for  problew - 
I a n d I I w i t h  j =1. 
Q 
Lemma 10.3. I. If l i m  sup - k I t j I '  = CT 2 0, then 
k + -  qe 
u(x, t )  = * k  C %wq(x,t) converges absolutely f o r  0 5 r; 0 < t. 
k=O - 
d 
k 
k + -  Je  
11. If l i m  sup 7 Ibklk = Q 2 0, then 
* 
u ( r , t )  = C b Sk ( r , t )  converges absolutely f o r  0 < 2 < t. 
k=O k j , n  - A  
Here and i n  I, h is the constant defined by (3.2a). 
Proof. We will prove Lexqma (10.311). By hypothesis, fo r  any -
8 ,  0 < 0 < 1, there exists an integer N = N(8) such that for  all 
k 
a ' e  3 zN, lbkl 5 (A) Thus> by (7.31, 
If we use the r igh t  half of  inequality (4.17) t o  estimate 
n+2k r ( T )  
solukely, by an application of the ratio t e s t ,  provided 
The proof of the  lemma now follows by choosing 
close t o  one. 
i n  the  last series, the resul tant  se r ies  converges ab- 
Q K* t > 
9 suff ic ient ly  
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OD 
I Theorem 10.4. I. 
of growth (q,u), u 2 0. Then 
Let cp(x) = C a xk be an ent i re  f'unction 
kr0 
is a solution of problem (1.1) f o r  1x1 < OD, 0 < u < t. 
u(x, t )  has the ser ies  representation 
Moreover, - 
O ' k  u(x,t)  = c akwq(x,t), 1x1 < QD, 0 < u < t. - (10.11) 
kr0 
The coefficients % are given by % = (-i)-k$, k = 0,1,2, .. . . 
0 
11. L e t  *(r) = C bka be an ent i re  function 
2 k d  of growth ( j , u )  i n  r , u > 0. Then - 
s a t i s f i e s  Equation (5.5) f o r  r > 0, 0 < u < t. 
has the ser ies  representation 
Moreover, u(r,t) - 
for  0 - < a < t, r > 0. The coefficients are  given by 
bk = (-l)k(~)%i, k = O M ,  ... 
n - . 
Proof. Let  us prove Theorem (10.41). For a suitable con- -
stant B, Icp(x)l < - Be ' I x i  ', by hypothesis. Then, 
1 -ts - ixs  r 
dsl 
c 
- 66 - 
Thus, u(x,t) is defined by a uniformly convergent integral. for 
0 5 u < t, 1x1 < Q). Similarly, the integrals 
(10.14) 
and 
(10.15) D:[y( s)e-ixs-ts Ids, k = 0,1,2, ..., q, 
converge uniformly for o < u < t, 1x1 < . AS a resut, - 
I 
1x1 < QI, 0 < u < t. = (-1)’“ D>(x,t), - 
In order to prove the second pmt of the theorem, we observe 
that, formally, 
9 W m 
ds = C  <gJ s e  k -ixs-ts 
- w  k=O 
-k t k m = C (-i) air wq(x,t) . 
k=O 
The reduction to the final. series follows from (2.7). The term by 
term integration w i l l  be valid wherever 
- 67 - 
f o r  every a' > Q and k 61 sq 
W 
But, by hypothesis, C la; I I SI < Be 
kP0 
a suitable constant B. The integral  (10.17) is, therefore, bounded 
- (t-a '  )sq 
ds for  every 19 > a and converges whenever by B [*e 
W 
Theorem 10.5.1. Let C lvi ( ix , t )  I converge for  
k d  
t > a >  0. Then - 
f o r  0 < - u - t, where ~ ( x )  is an ent i re  function of growth (ea ) .  
k * 
11. Let C lbkl I S .  ( i r , t ) l  converge fo r  
k=O J ln  
i n  O c a <  
2 
(j,a) i n  r 
- t, where * ( r )  i s  an ent i re  fkmction of growth 
- Proof. We prove Theorem (10.511). It is  clear  that 
03 
C b Sk ( r , t )  converges a t  each point ( r , t )  where 
C lbkl I S k  ( i r , t ) (  converges. Choose d > Q > - 0. Then by Lemma 
kpo k j ,n  
03 
J 9 n kS0 
(10.211), - k
- 6 8 -  
(10.20) 
k 
0 
Here, f ( S )  = C (-1)%,1*. Since lbkl 
constant M and all k sufficiently large, f (5)  is of growth 
( j , a )  i n  5 . That is, 
M ( P ) '  for  a suitable 
kX0 
2 
k+- 
lbr a suitable constant B, l $ ( S )  
j u s t i f i e s  the formal interchange of the 
integration performed in (10.20). 
QD 
S Be O 1 5 l 2 j  
f o r  t > u > 0. This 
Ir 
order of summation and 
Coronary. I. If c I%IIw'$ix,t)l converges fo r  t > a 3  0, - 
k=O 
then u(x, t)  = - k  C %wq(x, t ) belongs t o  the class  @ there.  
k=O 9 
k W 
11. If C lbkl lSj ,n( i r , t ) l  
then u ( r , t )  = C b Sk 
converges fo r  
kn0 
W 
t > u > 0, ( r , t )  belongs t o  the class €I* 
kp0 j jn 5 - 
there. 
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- Proof. By Theorem (10.511), 
where $(s) satisfies I $ ( S ) l  5 Be U 1 1 l 2 j  . In view of t h i s  bound, 
we can interchange the  order of integration in the  final. in tegral  
(10.21). The last  member o f  (10.21) i s  then equal t o  
f o r  0 < u C t' < t . We have used the inverse Hankel transform - 
re la t ion  as applied t o  (5.16) i n  order t o  obtain the .last integral.. 
Theorem 10.6. I. If u(x,t) E H* fo r  0 < IS < min( t ,F)  A t  - 9 
and if  
(10.22) 
converges f o r  0 < B < t', 0 < a! < 1, 0 < 6 < a, then - 
* k  w (x,t) for o < B < min(t,=). A t  
&t) = c - k=O 
The coeff ic ients  % have the determination 
aD 
% = 1 vi(y,-t*)u(y,t')dy, k = 0,1,2, ... . 
- O D  
- 70 - 
(10.24) 
aud f 
converges fo r  0 < a < t', 0 < a < 1, 0 < 6 < QO, then - 
The coefficients bk have the aetermination 
n E + 2k-1 
bk= ($ W , ( Y ) ~ , n ( Y , - t ' ) u ( Y , t ' ) d y .  
I'(i + k) 
Here, Wn(y) is given by (6.9). 
Proof. We prove Theorem (10.61). B J ~  Theorem (4.5), -
K (x-y,t-t') = " k  C v (y,-t')w k (x,t) f o r  0 < t' < m i n ( t 7 ) .  A t  
9 k=O ' Q 
Since u(x,t) E IP for  o < o < min(t,T),  A t  - 9 
The formil. interchange of the order of summation and integration is 
v d i d  i f  
" OD 
(10.27) l w $ c , t ) l  I J Iu(Yrt9l  tv;(Y,-t')ldy < - 
k=O - 0  
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The series (10.27) is dominated by 
t'+6 (10.28) ct c 
- k=O 
dy . 
0 C a < 1, 0 < 6 C 1, and C t  
We have used (3.10) and 
m 
with I -s ]u(y,t))l e 
(3.13) to obtain (10.28). Here, 
- 0  
consists of all factors which are independent of  k. The integral 
I converges by hypothesis while the series (10.28) converges by 
the r a t i o  test for tt C min(t,=). At The coefficients 
%, k = 0,1,2, ..., were obtained in the course of the proof. 
V. COMPARISONS AND GENERALIZATIONS 
11. Comparisons with Known Results 
We now indicate t o  what extent cer ta in  resu l t s  of the  pre- 
ceding sections compare with the r e su l t s  of Rosenbloom and Widder 
(163 and Bragg [6] f o r  the case j = 1. 
are i n  the intervals  i n  which certain r e su l t s  are valid.  
example, i n  [16, p.2271 it is shown t ha t  
The principle differences 
Thus, fo r  
aD 
(11.1) K2(x-y,t+t') = C vE(x,t)w:(y,t') 
k=O 
f o r  -t' < t < t'. If we evaluate the constants h and m, by 
1 (3.28) and (3.2b), respectively, we find, when j = 1, tha t  X e p 
and m = 1. Then, when j = 1, Theorem (4.5) reduces t o  (11.1) but 
t' < t < 5 . t' only f o r  - - 2 It would, therefore, appear t ha t  our re- 
sults are somewhat more res t r ic t ive  than necessary. 
Rriaes f r o m  the bounds (3.10). (3.11). and (3.13). 
This difference 
We now indicate how these bounds can be strengthened i n  the 
case j = 1. The proof i s  tha t  given by Ladyzhenskaya i n  [13] ex- 
cept f o r  the chaage indicated. 
Recall t ha t  
9 OD 
Kq(x,t) = $1 e -ts +ixsds , t > 0 .  
,aD 
V 
Introduce the  change of variables s = 08, 0 - 'll(q) , where ll 
is  a constant t o  be fixed l a t e r  and v = (q-l)-', q = 2j, j = 1,2, . . . . 
Then (11.2) i s  j u s t  
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- 0  
Let a = r  'tl" with r = 1x1. Then9 
and the integrand i n  (11.3) i s  observed t o  be an ent i re  flmction of 
B .  By an application of Cauchy's integral  theorem, the integral  
(11.3) can be  evaluated by integrating along any path para l le l  t o  
the r ea l  B axis. Thus we may replace fl by 8 + i w  where 
. The exponent i s  then equal t o  X w = -  r 
(11.5) - CT qq[(B + iw)'-X(B)'] - i q  
where Ladyzhenskaya defines h t o  be the constant (3.2a). 
+ 7\ - htlsl ' ,  i r 1 
Let us modify her proof a t  t h i s  point by l e t t i ng  h be any 
positive number t o  be fixed la te r .  Now l e t  
(11.6) 
where - m = min Re %. The m i n i m  is taken over all B and all 
w such tha t  I w I  = 1. Observe, a t  t h i s  point, tha t  
Re = ( l - A ) B q  + P(p),  where P(p) is  a polynomial of degree q-2. 
Hence, -m will be f i n i t e  provided 1 - h > 0. However, when 
Re Q = lqRe % + 7 2 -mqq + 7 
q = 2, P(p) 3 -1 and - m 3 -1 fo r  all A, 0 C h < 1. In  the  case 
q = 2, therefore, we will choose A = 1. For q =2j, j = 2,3, ..., 
we w i l l  choose A, as Ladyzhenskaya did, t o  be the constant (3.2a). 
- 
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When q = 2, we have, 
2 (11.7) Re Q r  - q + 17 3 g(1) . 
If we choose ‘ll t o  maximize g(a) (7 = v) and l e t  C denote the 1 
(11.8) 
h q - u Re Q - h t l s l  < - a - tis1 . - 
Finally, .- 2 2 
It i s  interest ing t o  note tha t  the last member of (11.9) is the  
fundamental solution of the heat equation, i n  addition t o  being the  
bound (3.3) when q = 2 and h -- m = 1. I n  t h i s  sense, the bound 
(3.3) i s  the best possible. 
When q = 2, the same modification, choosing h * 1, can also 
be made i n  the bounds (3.10), (3.ll), and (3.13). 
a r e  able t o  extend the interval  i n  which Theorem (4.5) i s  val id  
t o  -t* < t < t’. Similar  modifications allow many of our r e su l t s  
pertaining t o  the  radial. problem (5.5) t o  be reduced t o  the analo- 
gous r e su l t s  i n  [ 6 ]  when p, = 11 > - 2 is  an integer. 
I n  t h i s  way, we 
12. Generalizations and Extensions 
Let us br i e f ly  indicate several w s y s  i n  which the  preceding 
Since the proofs theory can be extended t o  more general equations. 
will, for  the main part, be similar t o  those already given we will 
omit them and emphasize points of difference. 
We first a l t e r  Equation (1.1) by admitting a time dependent 
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coefficient.  Le t  a ( t )  be a continuous function of t and con- 
sider the problem 
Let b ( t )  =st a(s )  ds and define the s e t  P by 
0 
(12.2) P - [ t l b ( t )  > 0) . 
For simplicity, l e t  us f’urther assume that P i s  a connected 
subset of It1 < 0 .  
The formal solution operator associated with problem (12.1) 
i s  
e (-l)’+h(t)D! , q = 2 j , j = 1 , 2  , . . . .  
We will interpret  t h i s  operator i n  the usual way. 
of Gelfand and Silov [g], it can be shown that  the mdamental  
Using the work 
solution of (12.1) has the representation 
(12.4) 
The solution polynomials are defined by 
and the associated functions are defined by 
(12.6) ’ 
The s e t s  [vk(x,-b(t))) 
orthogonal on 1x1 C QI f o r  t E P i n  the same manner that we 
and [wi(x,b(t))) can be shown t o  be b i -  
9 
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proved (2.8) and (6.8). 
-- 
We may use reasoning similar t o  tha t  given i n  Section 11 t o  
develop the needed growth bounds. 
fundamental solution assumes the form 
A semi-group property f o r  the 
Kq(x,b(t)+b(t')) = K (x,b(t))* Kq(x,b(t')). 
q 
(12.7) 
f o r  t and t' i n  the se t  P. This re la t ion can be proved by 
applying the convolution formula for  Fourier transforms. 
It is  clear by now tha t  the main changes which w i l l  occur will 
simply be the replacement of t by b ( t )  and the intervals  i n  which 
the various resu l t s  are valid. 
occurs i n  the Huygens' principle. 
A difference of more significance 
Let us further r e s t r i c t  b ( t )  t o  be a s t r i c t l y  increasing 
function on some interval  a <  t <  b contained i n  P. We w i l l  then 
say t ha t  a function u(x,t)  i s  a member of the class H on 
a C t < b if  (i) u(x,t)ECq, ( i i )  u(x,t)  s a t i s f i e s  Equation 
(Gal),  and ( i i i )  i f  
,* 
Q 
(12.8) u(x,t)  = Kq(x,b(t)-b(t')) * u(x,t ') 
f o r  all t and t' satisfying a C t' < t < b. The res t r ic t ion  
tha t  b ( t )  be s t r i c t l y  increasing is  needed t o  ensure tha t  
b ( t ) -b( t ' )  > 0 when tt < t. Otherwise, Kq(x,b(t)-b(t')) i s  
not necessarily defined f o r  all t and t' i n  the interval.  
It is  easi ly  verified that the elements of the se t s  
[vk,(x,b(t))) and {wt(x,b(t))) belong t o  
tervals .  
derived i n  the obvious manner. 
i n  appropriate in- 
Q 
Results similar t o  those i n  Sections 9 and 10 can be 
- 7 7 -  
Let us now consider extending our resu l t s  t o  En, n- 
dimensional Euclidean space. There are several ways  t o  consider ex- 
tensions of Equation (1.1) t o  En and we w i l l  r e s t r i c t  our at tent ion 
t o  two such ways. Our notation for  the calculus of n-vasiables 
will be consistent with that given i n  Section 5 .  
First, consider the i n i t i a l  value problem 
u(%,o) = Q(G) ,  q = 2j, j = 1,2, . . . . 
(12.9) 
We require each %(t) ,  k = 1,2, *. ., n, t o  be a continuous function 
of  t. Widder [l8] has considered an &ansion theory f o r  solutions 
of Equation (12.9) when q = 2 and each % ( t )  3 1. 
Let  bk(t)  = Lt %(s)ds and l e t  Pk 3: [ t / b k ( t )  > 0) . 
n 
k=l  
Let P* = fl Pk and assume that P' i s  a connected subset of 
It1 C Q). Let 6 ( t )  = (bl(t), b2(t), ..., bn(t))  and Di = ax a . 
i 
The formal solution operator associated with Equation (12.9) 
is 
(12.10) 
We w i l l  in terpret  the operator by the second member whenever 
( -l)J+\,( t )D: 
e 0 ~ ( 2 )  is  meaninghl fo r  each k - 1,2, . . ., n. 
The kernel o r  fwndamental solution can be obtained i n  the 
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usual way and i s  given by 
(12.11) 
Here we have the n-dimensional Fourier transform with respect t o  2 . 
Observe tha t  K (%,E( t ) )  i s  related to the kernel (12.4) by 
9 
n 
(12.12) 
Let E denote the m i l t i  index 
kl k2 n x denote the product x1 x2 . . e  x and l e t  E! denote the 
E product kl! k2! ... kn! . Similarly, D; 
d i f f e ren t i a l  operator D:Dt Dn and sha l l  denote 
kl + k 2  + k 
(kl,k2, . . ., kn). Let 
k 
n 
E - 
shall denote the 
kn k k  
+ - 0 .  + kn . 3 
With t h i s  notation, we define the  s e t  of solution poly- 
nomials by 
The polynomial v" (:,S(t)) i s  re la ted t o  the  polynomials (12.5) by 
91 n 
(12.14) 
A =  1 
We define the associated s e t  of functions by 
Here, 
(12.16) 
ke. where w (x b (t)) is given by (12.6). From (12.14) and q,n L' 1 
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(12.16) 
{vE (:,-E(%))] and {W 
we can easi ly  deduce the biorthogonality of the sets 
ii: 
(z ,E( t ) ) ]  f o r  2 E En and t E P'. 9, n 9, n 
The growth bounds can be obtained e i ther  d i rec t ly  from Lady- 
zhenskaya's r e su l t s  o r  by using relations (12.14) and (12.16) i n  con- 
kn junction with the growth bounds on the  functions v (xa, bl (t)) and 
1, 9 
(z,s(t)) is  given by 
K9, n A semi-group property f o r  
(12 17) 
f o r  any t and t' i n  P'. We w i l l .  say tha t  u(%,t) s a t i s f i e s  
the  €€uygenst principle on 
(ii) u(2,t) s a t i s f i e s  Equation (12.9) there, and (iii) i f  
a < t < b i f  (i) u(5,t)  E C9, 
u(z, t )  = K (%,6(t) - 6( t ' ) )  * u(2,t') 
91 n (12.18) 
for a < t' < t C b. Each bk(t)  must be a s t r i c t l y  increasing 
function of t on the i n t e r v d  a < t < b contained i n  P'. 0x1 
appropriate intervals,  we can show tha t  the kernel, the  polynomials, 
and the  associated functions sat isfy relat ion (12.18) for  suitably 
res t r ic ted  bk(t) ,  k - 1,2, ..., n. 
The kernel decomposition theorem and expansion theorems similar 
t o  those previously discussed can be developed by arguments an- 
alogous t o  those we have used before. 
these resu l t s  are val id  w i l l  depend strongly on properties of the 
f'unctions bk( t ) . 
The time in te rva ls  i n  which 
Finally, l e t  us consider the  problem 
- 8 0 -  
\ ,+. au j; t) = (-l)J+b; u(2,t) 
3 
u(%,O) = ~ ( g ) ,  j = 1,2, ..., n = 2,3, ... 
(12.19) 
where An is the Laplacian operator in n-dimensional Caxtesian co- 
ordinates. We have discussed this problem in detail under the assumption . 
of radial symmetry. However, in the absence of radial symmetry, it is 
not entirely clear how one should proceed. 
The fundamental solution of the equation is 
J 
(12.20) 
and the formal solution operator is 
(12.21) 
We must be careful to restrict our interpretation of Ano'p(") Q 
according to whether or not the order of differentiation of ~ ( 2 )  
with respect to the variables xi, i = 1,2, ..., n, is commutative. 
ii 
j,n 
Define the solution polynomial v (2,t) by 
(12.22) 
and the element wE (2,t) of the associated set by 
j,n 
The explicit form of the polynomials is 
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i=l, 2, . . . , n 
where (k-2f) = (kl-2jIl-2P2,k2-2P2-2.P3,. . .,k -21 ). In  the n n  
notation for  the calculus of n-variables, the  resu l t s  for  the presenC 
problem have the same appearance as the r e su l t s  developed for  problem 
(1.1). The proofs are  also similar i n  the reasoning involved but 
can be described as cumbersome at best. 
As an example, l e t  us consider the proof of the biorthog- 
onal i ty  of the s e t s  [vd,,(:,-t)] 6 and [w' (z , t ) ]  for  
J ,n - 
X E  E, and t > 0 .  
Since w' (2, t)  + 0 as 2- 0,  we have, a f t e r  
j , n  
successive integration by parts, 
(x,-t)K (%,t)& . 
j , n  
n 
If > ki f o r  any i = 1,2, ..., n, then v i 
and we have the desired result. 
then 
If li = ki f o r  all i = 1,2 ,..., n, 
(12.26) 
n 
By Fourier's integral  theorem, 
.. 
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To complete the proof, we need t o  show tha t  all vE (g,-t) J,n 
are orthogonal t o  K (2,t) . Upon substituting the expl ic i t  form 
of the polynomials into the second member of (12.25) we observe tha t  
3,n 
we must evaluate integrals of the form 
We do t h i s  
(12.28) 
The lower 
i n  the usual way. Thus 
(2 jk-2kl-rl) ! ( 2kl-2k2-r2) ! . . . ( 2kn-l-rn) ! 
2jk-2kl-rl 2kl-2k -r 2kn-1-rd 
. ' *  Yn 
2 2  
Y l  y2 
limits of summation, T ~ ,  are comguted by ensuring tha t  
the  factor ia ls  which appear i n  the denominator are well defined. Thus, 
+. . .+rn+l 
1, i - 0,1, ..., n-1. r n+l r i+1+'i+2 
Tn,l = c 7 - I  and Ti = [ 2 
The ser ies  (12.28) vanishes identically a t  = 0 unless 
. 
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2jk-2kl-rl = 0, 2ki-2ki+fri+f0, i= 1,2, . . ., n-2, 
2knel-rn = 0. These conditions imply tha t  each ri is  even and also 
tha t  With t h i s  information it is  easi ly  shown tha t  we 
obtain a non-zero contribution from the  ser ies  (12.28) only when 
and 
n 
C ri 5: 2jk. 
i=l 
ki - T ~ ,  i = 1,2, ..., n-1. k = 70’ Thus, 
n 
o i f  a) ri # ?si, i = 1, ..., n, T n 
i=l 
o r  b )  C ri # 2jQ for  some integer 4, 
e 
Q! S! 
i f  a)  ri = 2si, i=l, ..., n, (-t) (j!L)!(F)! 
Q n 
i=l 
and b )  C ri = 2 j k  f o r  some integer . 
By (12.29) and a f t e r  some simplification, we observe that 
ll 
4 (j+l)+k A 
= C  Q (-1) t ( jk)!( jJ- jk)!  C jk - - e  kn-2 C ( s1 )( s2 ),{ sn ) 
k=O k! s!(l -k)! kl=O kn - p0 jk-kl 5-5 kn-l - 
We may reduce the  inner sums by using the well known Vandermond con- 
volution (153. Thus, 
kn-2 Sn-l+sn 
kn-l”o ‘ ( kn-2 s:: n-1 )( k:j=( kn,* ) 
t 
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s +s +... 1 2  s +s +... 2 3  3r 
kl=O [kjs:kl/ ( kl +sn) = ( jk +sn) it:) 
The series (12.30) is, therefore, equal to 
-4 (j+l)+k 
~ (jk)!(jt-jk)! (::) 
c k! U-k)! 
which concludes the proof of the biorthogonality. 
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