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A REFINEMENT OF JENSEN’S INEQUALITY WITH
APPLICATIONS FOR f-DIVERGENCE MEASURES
S.S. DRAGOMIR
Abstract. A refinement of the discrete Jensen’s inequality for convex func-
tions defined on a convex subset in linear spaces is given. Application for
f -divergence measures including the Kullback-Leibler and Jeffreys divergences
are provided as well.
1. Introduction
The Jensen inequality for convex functions plays a crucial role in the Theory of
Inequalities due to the fact that other inequalities such as that arithmetic mean-
geometric mean inequality, Ho¨lder and Minkowski inequalities, Ky Fan’s inequality
etc. can be obtained as particular cases of it.
Let C be a convex subset of the linear space X and f a convex set on C. If











is well known in the literature as Jensen’s inequality.










pi1 . . . pik+1f
(







pi1 . . . pikf
(
xi1 + · · ·+ xik
k
)




for k ≥ 1 and p,x as above.
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If q1, . . . , qk ≥ 0 with
∑k
j=1 qj = 1, then the following refinement obtained in
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where 1 ≤ k ≤ n and p, x are as above.
For other refinements and applications related to Ky Fan’s inequality, the arith-
metic mean-geometric mean inequality, the generalised triangle inequality etc., see
[3]-[8].
The main aim of the present paper is to establish a different refinement of the
Jensen inequality for convex functions defined on linear spaces. Natural applica-
tions for the generalised triangle inequality in normed spaces and for the arith-
metic mean-geometric mean inequality for positive numbers are given. Further
applications for f -divergence measures of Csisza´r with particular instances for the
total variation distance, χ2-divergence, Kullback-Leibler and Jeffreys divergences
are provided as well.
2. General Results
The following result may be stated.
Theorem 1. Let f : C → R be a convex function on the convex subset C of the
linear space X, xi ∈ C, pi > 0, i ∈ {1, . . . , n} with
∑n



































































































Proof. For any k ∈ {1, . . . , n} , we have
n∑
j=1






































for each k ∈ {1, . . . , n} , since the right side of (2.3) is a convex combination of the
elements xj ∈ C, j ∈ {1, . . . , n} \ {k} .





























pjf (xj)− pkf (xk)

for any k ∈ {1, . . . , n} , which implies
(2.4) (1− pk) f
(∑n
j=1 pjxj − pkxk
1− pk
)




for each k ∈ {1, . . . , n} .
Utilising the convexity of f, we also have
(2.5) (1− pk) f
(∑n








j=1 pjxj − pkxk







for each k ∈ {1, . . . , n} .











and then taking the maximum in (2.4), we deduce the desired inequality (2.1).
The following corollary may be stated as well.
Corollary 1. Let f : C → R be a convex function on the convex subset C, 0 ∈ C,
yj ∈ X and qj > 0, j ∈ {1, . . . , n} with
∑n
j=1 qj = 1. If yj −
∑n
l=1 qlyl ∈ C for any











































































In particular, if yj − 1n
∑n



























































































The above results can be applied for various convex functions related to cele-
brated inequalities as mentioned in the introduction.
Application 1. If (X, ‖·‖) is a normed linear space and p ≥ 1, then the function
f : X → R, f (x) = ‖x‖p is convex on X. Now, on applying Theorem 1 and
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Corollary 1 for xi ∈ X, pi > 0, i ∈ {1, . . . , n} with
∑n

















































































































































If we consider the function hp (t) := (1− t)1−p tp + t, p ≥ 1, t ∈ [0, 1) , then we
observe that
h′p (t) = 1 + pt
p−1 (1− t)1−p + (p− 1) tp (1− t)−p ,




(1− pk)1−p ppk + pk
}
= pm + (1− pm)1−p ppm,
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where pm := min
k∈{1,...,n}
pk. By (2.9), we then obtain the following inequality:
(2.12)
[





















Application 2. Let xi, pi > 0, i ∈ {1, . . . , n} with
∑n
i=1 pi = 1. The following











The equality case holds in (2.13) iff x1 = · · · = xn.
Applying the inequality (2.1) for the convex function f : (0,∞) → R, f (x) =












































































3. Applications for f-Divergences
Given a convex function f : [0,∞)→ R, the f -divergence functional
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where p = (p1, . . . , pn) , q = (q1, . . . , qn) are positive sequences was introduces by
Csisza´r in [1], as a generalised measure of information, a “distance function” on the
set of probability distributions Pn. As in [1], we interpret undefined expressions by
f (0) = lim
t→0+





















, a > 0.
The following results were essentially given by Csisza´r and Ko¨rner [2]:
(i) If f is convex, then If (p,q) is jointly convex in p and q;
(ii) For every p, q ∈ Rn+, we have















= · · · = pn
qn
.
If f is normalised, i.e., f (1) = 0, then for every p, q ∈ Rn+ with
∑n
i=1 pi =∑n
i=1 qi, we have the inequality
(3.3) If (p,q) ≥ 0.
In particular, if p,q ∈ Pn, then (3.3) holds. This is the well-known positive
property of the f -divergence.
The following refinement of (3.3) may be stated.
Theorem 2. For any p,q ∈ Pn, we have the inequalities














































provided f : [0,∞)→ R is convex and normalised on [0,∞) .
The proof is obvious by Theorem 1 applied for the convex function f : [0,∞)→ R
and for the choice xi = piqi , i ∈ {1, . . . , n} and the probabilities qi, i ∈ {1, . . . , n} .
If we consider a new divergence measure Rf (p,q) defined by










and call it the reverse f−divergence, we observe that
















(n ≥ 2) .
With this notation, we can state the following corollary of the above proposition.
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Corollary 2. For any p,q ∈ Pn, we have
(3.7) If (p,q) ≥ Rf (p,q) ≥ 0.
The proof is obvious by the second inequality in (3.4) and the details are omitted.
In what follows, we point out some particular inequalities for various instances of
divergence measures such as: the total variation distance, χ2-divergence, Kullback-
Leibler divergence, Jeffreys divergence.
The total variation distance is defined by the convex function f (t) = |t− 1| ,
t ∈ R and given in:







|pj − qj | .
The following improvement of the positivity inequality for the total variation
distance can be stated as follows.
Proposition 1. For any p,q ∈ Pn, we have the inequality:
(3.9) V (p, q) ≥ 2 max
k∈{1,...,n}
|pk − qk| (≥ 0) .
The proof follows by the first inequality in (3.7) for f (t) = |t− 1| , t ∈ R.
The K. Pearson χ2-divergence is obtained for the convex function f (t) = (1− t)2 ,
t ∈ R and given by















Proposition 2. For any p,q ∈ Pn,








(pk − qk)2 (≥ 0) .
Proof. On applying the first inequality in Theorem 2 for the function f (t) =
(1− t)2 , t ∈ R, we get





























qk (1− qk) ≥ 4 (pk − qk)
2
for each k ∈ {1, . . . , n} , which proves the last part of (3.11).
The Kullback-Leibler divergence can be obtained for the convex function f :
(0,∞)→ R, f (t) = t ln t and is defined by
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Proposition 3. For any p,q ∈ Pn, we have:




















qk (1− pk)2 + (1− qk) p2k
}]
.
Proof. The first inequality is obvious by Theorem 2. Utilising the inequality be-





















+ pk · pkqk
=
(1− qk) qk
qk (1− pk)2 + (1− qk) p2k
,
for any k ∈ {1, . . . , n} , which implies the second part of (3.13).
Another divergence measure that is of importance in Information Theory is the
Jeffreys divergence























which is an f -divergence for f (t) = (t− 1) ln t, t > 0.
Proposition 4. For any p,q ∈ Pn, we have:
J (p, q) ≥ max
k∈{1,...,n}
{










pk + qk − 2pkqk
]
≥ 0.
Proof. Writing the first inequality in Theorem 2 for f (t) = (t− 1) ln t, we have














































proving the first inequality in (3.15).
Utilising the elementary inequality for positive numbers,


























































≥ (qk − pk)
2







2 (qk − pk)2
pk + qk − 2pkqk ≥ 0,
for each k ∈ {1, . . . , n} , giving the second inequality in (3.15).
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