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We study perturbations of a Schwarzschild black hole to second order. The Einstein equations
can be reduced to a single equation, which resembles a Klein-Gordon equation with a potential and a
source term. The source term is quadratic in terms of the rst order perturbations. This constitutes
a formalism to address the validity of many rst order calculations of interest in astrophysics.
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An exciting new direction in relativistic astrophysics is the use of supercomputing to study the dynamics of black
hole interactions. To aid in the development of numerical codes for such purposes, it will be valuable, or even necessary,
to have results for nontrivial examples that can be used as tests of code correctness and accuracy. Smarr [1] suggested
that black hole interactions which start with initially close holes could be considered to be nonspherical perturbations
of a single hole, and could be analyzed using rst-order perturbation theory in which the Einstein equations are
solved to rst order in a smallness parameter  which is a measure of the deviation from sphericity. Such an analysis
was carried out [2] for head-on collisions of holes starting from rest with particular simple initial data (the Misner
initial data [3]), was compared with supercomputer results [4], was extended to initially moving holes [5] and is being
pursued in other cases of physical interest. The results of linear perturbation theory proved a remarkably powerful
way of checking the supercomputer results (as well as clarifying the underlying physics), and there is good reason to
believe that similar perturbation analyses can be invaluable in the next few years as codes are developed for dealing
with the much more interesting, but much more dicult problem of non-head-on collisions of holes.
There is, however, an important technical problem that must be solved if linear perturbation theory is to be a
reliable check of supercomputer results. In principle, linear perturbation calculations, give answers which become
accurate in the limit  ! 0. In practice, we have no a priori way of knowing how small  must be in order for the
perturbation theory answer to have a certain level of accuracy. Yet the comparison with numerical computations
must be made for particular values of . Using extremely small values of  for numerical work is not a satisfactory
escape from this diculty. It does not provide the best code tests and may involve unrepresentative large errors in
computed radiation.
What is needed is a reliable measure of the errors in a perturbation result for a given value of . To be sure, there
are some rough physical guidelines. In the case of the head on collision, for example, it was intuitively clear that
deviations from sphericity could be viewed as perturbative if the colliding holes were "well within" the location of a
single encompassing horizon on the initial hypersurface. This criterion, however, allowed only a marginal comparison
with supercomputer results. It turned out that the numerical and perturbation results for radiated energy agreed
over a wider range of separations than might have seemed reasonable.
One can try to construct simply implemented analytic a priori indices of the validity of perturbation theory, e.g., the
violation of the exact hamiltonian constraint by the linearized data [6], or the violation of the linearized hamiltonian
constraint by the exact initial data [7]. Such measures are interesting but are not unique. Their success for head-on
collisions gives no reliable information about their value for less symmetric collisions. There is, in fact, only one
generally reliable index of the accuracy of linearized perturbation theory: one must calculate answers to the next
order in . Where the higher-order results and the linearized results dier by (say) 10% is a point at which one has
some condence that the higher order answer is accurate to within 10%.
Higher order perturbation calculations are rather more dicult than linearized perturbation calculations, but they
are much more easily done than the development of numerical relativity codes and the diculty of the higher order
calculations is a necessary price worth paying for the advantages provided by reliable perturbation theory results.
In this paper we present the rst important steps in this direction, the formulation of the second-order perturbation
calculations geared up to addressing the calculation for the head-on collision of two black holes starting with the
Misner [3] initial data. It is useful to start with that well-studied case for at least two reasons: (i) We already
know the numerical relativity results for this case. The comparison of the linearized, second-order, and numerical
results will provide a demonstration of the usefulness of second-order results to more dicult collision scenarios where
numerical results are in a development stage. (ii) The Misner data has a convenient simple feature: the rst-order
perturbations are purely quadrupolar [4]. In general, the equations of second-order will have quadratic contributions
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from the rst-order perturbations of all angular distributions, but not here. We therefore conne our attention to
the second-order, even-parity quadrupole perturbations associated with the rst-order quadrupolar perturbations of
a Schwarzschild black hole. It is clear that the ideas developed here could be extended to other less restricted cases.
In terms of the usual Schwarzschild-like coordinates t; r; ; , the perturbed metric has the form,
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(1)
0 (t; r) + 
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where the notation follows that of the original paper of Zerilli [8], and P2() = 3 cos





0 ,in what follows, as required by the rst order Einstein equations.
This form for the perturbations assumes a coordinate system has been chosen in such a way that they take the above
Regge-Wheeler [9] form. This is always possible. One can always perform a rst order coordinate transformation to
take the metric to rst order to the form given above. One then performs a coordinate transformation of order 2,
which automatically leaves invariant the rst order part of the metric and puts the second order part into the desired
form.
The construction of the second order ‘ = 2 parts of the equations mirrors step by step the original derivation
of Zerilli [8] for the rst order case. One projects the Einstein equations against the ‘ = 2 spherical harmonics
(for simplicity we assume azimuthal symmetry, so we only deal with Legendre polynomials, the generalization is
straightforward). There is a total of seven nontrivial Einstein equations. It turns out that three of the equations
can be obtained by compatibility of the other four. Substituting two of the equations in the others one is left with a
system of two dierential equations of rst order in radial derivatives. The variables in the system can be \rotated"









+ S = 0: (6)
where r = r+ 2M log(r=(2M)− 1) is the \tortoise" radial coordinate. The function  (2) bears the same relationship




0 as the rst order Zerilli function bears with the rst order
perturbations, but it also includes terms quadratic in the rst order perturbations. The equation is remarkably similar
to that of rst order perturbations (even the potential V (r) has the same functional form as in the rst order case,
so we refer the reader to reference [8] for the explicit form for reasons of space). There are however, some dierences:
the equation is for @t 
(2) whereas the rst order one is for  (1); moreover there is a \source term" that is quadratic








































































2r2 − 6Mr − 3M2













































































The remaining metric component is determined by the others through the \algebraic identity" (this terminology,
due to Regge and Wheeler, emphasizes that only time derivatives of the second order perturbations are present),



















































































































;r = 0: (11)
Conversely, the function @t 

















At this point one may think that the problem has been solved: one has an analogue of the Zerilli equation for the
second order perturbations. A detailed analysis of the equation shows that this is not the case. If one studies the
situation in which the rst order perturbations have the form of an outgoing gravitational wave, it is easy to see that
the \source" of the second order Zerilli equation (7) does not die o for large values of r. Therefore it seems that
the second order perturbations are completely dominated in the radiation zone by the rst order ones, and the initial
data for the second order problem plays no role.
This unexpected behaviour for the Zerilli function does not imply that the physical quantities (for instance the
radiated energy) will misbehave in the same way. It however highlights that the formalism we have constructed does
not reflect physical properties that we want and is therefore very cumbersome in practical computations. There is a
solution to this problem and is due to the fact that the second order Zerilli function is not unique. The easiest way to
understand this is by discussing its gauge invariance. Consider the rst order Zerilli function. It is known that it is
directly related to one of the components of the Weyl spinor and is gauge invariant. Now, the calculation of the Weyl
spinor requires the denition of a preferred tetrad. Such a preferred tetrad is given in the rst order problem by the
background metric. For the second order problem there is no preferred tetrad, there are innitely many related by
rst order gauge transformations. One can therefore construct an innity of Zerilli functions, invariant under second
order gauge transformations, that dier among themselves by terms quadrtic in the rst order perturbations. They
are all invariant since the quadratic terms are unaected by second order perturbations.
We will therefore redene the Zerilli function by adding terms quadratic in the rst order perturbations in such a
way that the corresponding source dies o appropriately. One then has to be careful in the end to express the physical
quantities in terms of the newly dened \renormalized" Zerilli function,


































































The renormalized source dies o asymptotically for large r.
What is the physical relevance of the \renormalized" equation? This can be understood by going to a (second
order) asymptotically flat gauge. The explicit form of the gauge transformation is quite lengthy and we will give
details in a separate paper. The end result is that in this gauge the metric perturbations are given in terms of the








































and we see that the coecients \peel o" correctly for large values of r (the coecients gK(2) and gG(2) are the 
and  components of a metric not in the Regge-Wheeler gauge |the tilde emphasizes that fact|, in the notation
of Regge and Wheeler [9].)
At this point the reader might be confused: the formalism we presented was in terms of an equation for @t 
(2) and
now we see that the metric coecients are functions of  (2). In practice, this is not an impediment, at least if one
is interested in computing the radiated energy, since that quatity |as dened by the Landau-Lifshitz pseudotensor,





















So we see that from a practical point of view the equation in terms of the time derivative of  (2) is more directly
geared towards the computation of energies than an equation in terms of  (2). Still, if we were mirroring the
construction of Zerilli and Regge and Wheeler, why did we get an equation in terms of the time derivative? The
answer is that they get this equation too. However, in the rst order case, because of the absence of \source terms" the
equation can be immediately integrated with respect to time to yield the usual Zerilli equation. In practice, assuming
one solved the rst order Zerilli equation, the \source terms" in the second order equation are explicit functions of r; t
and therefore one could integrate the equation as well. However, we were unable to nd a simple way of performing the
integration in general and express it in terms of the rst order perturbations without knowing their explicit form. We
empasize, however, that with the goal of computing radiated energies, it is better to have the equation we presented
rather than an integrated form of it.
The formalism here presented can be applied in many problems to determine up to what extent are perturbation
theory results trustworthy. Examples of this are the collision of two black holes [2], the infall of a particle into a black
hole [10], a particle orbiting around a black hole [11]. We will be pursuing several of these physical applications in
subsequent publications. As was mentioned above, the specic formalism presented in this paper is only applicable
to problems in which the rst order perturbations are purely quadrupolar. It is clear that a similar construction can
be performed in other cases, but the details will be dierent.
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