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('·· .ABSTRACT 
I 
i ' 
. ' The, purpose of this study was to -investigate adaptive· .-·sampling . 
techniques which ·would monitor a di~tribution and quickly detect 
' sign.ificant changes while .using· the minimum amount of data necessary • 
. ' 
Three basic approaches to monitoring were considered.· The first two 
·_approaches concerned making no pr-ior· assumptions about the distribution· 
and are discussed in general terms·. The third approach' which' was . 
investigated in detail, is to assume the form of the distribution ~d 
sample to detect significant changes in the parameters of the 
distribution. 
An adaptive sampling system was developed for monitoring a 
normal distribution or a lognormal distribution. For the normal 
distribution the system makes use of Stein's two stage estimation of 
the mean. This method adapts to the variability of the data and 
requires more data as the variance increases. Sampling is then done 
to detect changes in the variance or in the mean. The criterion for 
selecting the best sampling plan to detect mean shifts was the average 
run· length until detection. GERI' (Grap~ical Evaluation and Review 
Technique) was used to determine the average run length until 
detection, analytically for each sampling plan considered. The· effects 
of the sample size and the critical values of the mean· shift test were· 
' also determined. The overall best plan is a double sample pooled 
estimates plan where the critical values of the mean shif't test are 
set at 2 sigma and 1. 5 sigma~ For lognorpial data, the transforBJ.atio11 
l•' 
' Y: .:;: ln X, where X is lognormally distributed is first made. Then Y 
l 
·, 
" 
j •• •• -...; 
/ 
' .~ 
'. 
• 
1 
is monitored as described. r 
A c-omputer · progr~ was written to monitor ·the normal or the 
... 
lognorm~ distrib.ution as describ.ed. . . . . . The program was te,sted using 
;· 
simulated data and the results compared favorably to the analytical · 
-· 
I 
results of the GERT analysis. 
..~· 
.. j 
.\· 
., 
•I '. 
I .... , .. ~ :' ~ 
\. .. -~--
·\ .. 
. I • . INTRODUCTION 
The application.of mini-computers to test .process variables.has 
been increasing rapidly in the past few years. Thus, an enormous amount 
of data can now be obt~ined at a relatively low cost. The overall 
_scheme is to use many miiii ... computers on site and to transfer the sig~ a 
' 
·nificant data to a large cent::r··a1 computer. The sp,ed of' the mini-com-
puter makes it possible to t,pan.s·fer a large data. base on ea.ch process 
variable to the· cent·-ral -.c.omp;ut:e·r. -As a result storag.e capacity of the 
central compute:r: could ·be: t~~a .. .JU.so, the large data base does not· 
ensure eas~ of· cbaracterization· :or cohtr.ol of'· the process variables;. 
The: prob:l.em ·which was investigated concerned t·he development of 
~tat:istica1. ·:tnetih.Qds to assist the mini-computer:s in charteriiing and 
-monitqring the,· proc,es;s variables by using the minimum amount of data 
necessary:. :Thus:, if the process was stable .little data shoilld be an~ 
·alzed ·but -as the pro.cess be9orne·s. unst:able·, more data must be analyzed. 
·~. 
• 
• 
The purpose of this th.esis was to investigate sampling techniques 
which woild characterize and monit·or a distribut;ion and adjust auto-
matically to the variability of the data. The emphasis was on develop-
ing techniques whicl1 would monitor the process variables and detect 
significant cha.n·ges ··in the distribution parameters. A secondary purpose 
was to program: such techniques and a~, such the thee>r.et·ical aspects of 
sampling had to be considered in the light of the feasibility of pro-
gramming such .::~~,P~;n&; techniques • 
~ 
··3.: ... 
. J 
'!· 
' 
.. .. . 
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• 
,, ._, ·: ·,· : • ,:·,· ·.: , ,'~ '· ... \ .'r., .... ' ,. '.'. '. , 
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· Specifically, the ob·j_ecti ves of this thesis were:. 
,. I • 
, . •·. '• 
1. To determine i'f it is practical to estimate the probability 
density function as a first step in characterization. 
2.- _ To determine which parameters must be monitored to detect 
s_ignificant changes in the distribution.· 
·3. To develop -sampling techniques which adapt to the 
, variability of t~e data., 
' 
4. To determine a me~hod of updati~g parameter estimates 
when the process has been stable for a long peri-0d 
of time. 
5. To determine the· appropr.iate criteria which will strike 
-· 
,. 
a balance between detecti~g changes quickly and minimizing 
the amount of data analyzed. 
6. :T~ develop the software to perform thE! op.erQ.tions shown 
in.the flow chart of Figure 1. 
"" 
Background 
Over the years much work has.been done in quality control in the 
• 
area of sampling to control the fr.action defective. In general, the 
various sampling plans attempted to control the product fraction 
defective at the lowest overall cost. by balancing the cost of in-
spection against.· the cost of a defective part. The standard was the 
' AQL (Aver_age Quality level), a measure of the acceptable level of 
defective parts in the lo~g run. 
,..._, 
. .. . : 
'· ,. 
•:,. ,. 
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FIGURE 1 - Flowchart of Adaptive Sampling System 
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The basic si~gle sampli:rig·~lan ·prescrtbes $·Si~gle· sample of 
'1' . 
size n and the n11mber of defe·cti Ve' uni ts that cannot be exceeded·, 
" 
usually called the acceptance n11mber. The process is ass11rned to be 
operating in a random manner with a quality of p. Thus, the 
fractions defective of lots of size ·N from this process will follo,r · 
a binomial distribution. Therefore, _the pr:obability· of accepting 
a lot from a process of quality p is the probability that a random 
. ' 
sample of size n from a large uni verse of quality p will contain the 
acceptance number of defects or less. 
Cl . 
An improvement to the single s8.1llpling plan was the double 
sampling plan. The double sampling plan specifies two sample 
sizes n1 and n2 and usually two acceptance n11mbers, c1 and c2 • 
A sample of size n1 is chosen from the lot. If the sample contains 
c1 or less defectives, it is immediately accepted. If the sample 
contains more than c2 defectives, it is inmediately rejected. If the 
sample contains between c1 and c2 defectives, a second sample of 
size n2 is taken. The lot is then rejected if the n11mber of defec-
tives of the combined· samples is greater than c2 . The double sampling 
plan has two possible advantages over the single sampling plan. [l] 
First it may reduce the overall inspection since the size of n1 is 
smaller than that of a comparable single sampling plan and thus each 
time a lot is either accepted or rejected on the -first sample there 
is a reduction in inspection. The· second possible advantage is 
. " 
the psychological advantage of· giving a lot a second chance. 
6 .- ,. 
,. 
;,,· 
. . 
I . 
·T 
. . 
\ 
......... 
"· 
:It is · essential in bo.th of the plans just· described that ~he 
r ., \ 
material to be inspected be in lots. ·For many production processes, 
' 
' the output is continuous and does not normally form lots. Trying to 
apply lot sampling directly by creating artificial lots could 
. . 
. ' 
seriously interfere wi.th efficient production operations. For this 
reason special sampli~g plans , called continuous sampling plans , 
'Were developed for continuous production operations. The first 
' 
continuous plans were proposed by Harold F. Dodge. Do_dge 's initial 
" 
,plan, called CSP-1, starts off by sampling 100%0, of the product lllltil 
i consecutive units have passed without a defect. [2 ] Then only a 
fraction (f) of the product is sampled until.a defect-is detected. 
A defect then would return the plan to 100% inspection until i 
·-
c dn sec ut i ve non-defective units·have passed. The choice of i and 
f are based upon a specified AOQL (Average Outgoing Quality Level), 
r;f 
a measure of the fraction defective in the long run. In a sense 
this CSP-1 is an adaptive sampling plan, since if the quality is 
very good only a srnaJ l fraction of product is inspected. While if 
the quality becomes bad, 100% inspection of the product results. 
More in line with the topic of this thesis is the work on 
variab.les control. charts.r-'1\'. The variables control charts mo.st o:f'ten 
-
used are the average or X charts , and range or R charts. If ,,the 
random variable is normal, the distribution -can be characterized 
--solely by the mean and the variance. The basic X chart is made up 
-
of the average of samples with the central line being X, the average 
( of all data points. Con:trol limits of ± 3 O'i are placed on the chart • 
.. • . ''. 
·,--
.... 
r. 
.. 
Thus, a point . '·fa.llin~g · · outside· o·f the_ 3 s:1-gma ·limits would .indicate 
i 
. ' ' 
1 
a significant- ·change in the process, since the distribution of 
... 
sample means tends_ to. be normal and less 
fal.1S outside the 3 sigma limits. [ 3] 
than 1% of-the distribution 
t.,dj 
' 
. 
The · R · chart shows . variations in the r~ges of samples. There 
-is · a central line R and upper and lower control limits. Since the 
. . distr~b-ution of sample ranges is rather skewed, many times proba-
-bili ty limits are used rather than ± 3 a R. The X chart is used to 
control the mean while the R chart is an attempt to control the 
,..,..:, ... 
variability. Thus , changes indicated by either chart usually reflect 
a significant change in the fraction defective. One clear advantage 
-
of X ~d R charts over fraction defective sampling is that they enable 
an engineer to locate the cause of trouble more readily by givi~g 
him an insight into the basic operations of the process. [4] .Another 
-advantage of the X and R charts is the sample size. The sample size 
-
. 
. 
of these is always snialler>·than that_ <!rf a cOOlp.ara.ble ·- fraction: d.efe.c---
ti ve plan. From the use of Shewhart charts a natural development to 
use all df the data rather than the last few samples was proposed by 
E. S, Page. [5] These charts are called cumulative sum charts and 
., 
- -plot the s11ms of the aver_ages. The decision rule: ·_here is based on 
detecting a trend in the oiisum line • 
There are many more sampling plans which could be discussed • 
. However, the plans which have just been discussed give a good over-
view of the important ideas which proved useful to this investigation. 
It must ·be noted, however, that whereas these plans operate in a 
8 
/\ 
) 
.. 
•· 
, .. 
4 ~· 
-quality control at~sphere , the saJQ:pli~g plan to be developed in this 
thesis is concerned· with an engineering -environment where ··the primary 
purpose is to describe a process and detect ch~ges in the process 
distribution. 
Order of Reporting· 
The order of reporti~g follows·the chronological development of 
this invest~gation. First, general approaches to monitoring unknown 
distributions were investigated. .This is discussed in Chapter II. 
With an understandi!,lg of the general approaches, a specific ·appli-
cation was considered. A speci·fic monitoring method for the normal. 
distribution and the l.ognorma.l distribution_ is Chapter III' s topic. 
Laying the framework for these two distributions, the question as to 
which sampling technique should be used to detect mean shifts was 
then addressed. Chapter IV discusses the methods of analysis used t<;> 
determine the best sampling plan. Having developed a detailed complete 
monitoring method for the normal distribution and the lognorma] dis-
. 
l .. , 
() 
tri bution, a program was developed to perform these flmctions . A 
general description of the program and an evaluation usi~g simulation 
are the t-opics of Chapter V. Chapter VI presents the findings, 
J 
conclusions, and recommendations for further study. 
d 
.. 
. · .. ·.·. 
·-~--
.' 
:i 
.. 
\. 
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II. MONITORING UNKNOWN DISTRIBUTIONS 
This chapter discusses methods of monitoring an unknown distribu-
tion. There are three basic approaches to monit~ring. First, one can 
estimate the dens':i:ty function and perform statistical tests such as 
the chi-squared goodness of fit test or the Kolmogorov-Smirnov test to 
detect a change in the density function. The second approach is to 
estimate the density function in order to define the important para~ 
meters and then sample to detect changes in the para.meters. The third I 
approach is to assume the form of the distribution and sample to detect 
changes in the para.meters of the distribution. This ahaP,ter describes 
the first two approaches. The third approach is presented in Chapter 
III. The first section presents two methods of estimating density 
functions from histograms. In the next section the Pearsonian curve 
system is presented. This curve system can be used in order to define 
., 
three important parameters, K, p1 , and 13 2 . The last section discusses 
parameter monitoring when the Pearson curves are used. 
Estimating Density Functions 
There are many ways of estimating density functions. The simplest 
method involves collecting data about the variable and s11mmarizing the 
data in a relative frequency histogram. The realtive frequency histo-
gram shows the relative frequency of occurrence at specified values of 
the variable. To determine the density function, it is possible to 
fit a curve to the cell midpoints of this histogram by regression 
lO 
I 
analysis. The regression·equation which results is an empirically 
estimate·d density function. 
Another method of estimating density function from a histogram is 
the deltaspline transformation. Oversimplifying, the deltaspline 
transformation smoothes a histogram by constructing a piece-wise para-
bolic function with each piece occupying one cell of the unit histo-
gram. A unit histogram concerns treating a single histogram of Nob-
servations as N distinct unit historgrams; one unit histogram for each 
observation. The summation or all unit histograms constructs the orig-
inal histogram of N observations. The deltaspline transformation is 
the smoothing of a 
integration of the 
unit histogram by 
~-function over the 
a parababic function such that 
cell equals 1 if it is occupied or 
0 'if not occupied. Thus, the s11mmation of all deltasplines will recon-
struct a smoothed histogram of the original data. Normalizing the 
smoothed histogram by dividing by the number of deltasplines and numer-
ically integrating gives the cumulative distribution. From the cumu-
lative distribution, the density function can then be determined. 
These are only two of many methods of estimating density functions. 
As stated in the beginning of the chapter,a~er the density function has 
been estimated ., monitoring involves detecti·ng changes in the den-. 
sity function. This can be done by either using the chi-squared good-
ness of fit test or the Kolmogorov-Smirmov test. If there is no prior 
knowledge of the distribution to be monitored or one suspects that the 
Pearsonian curve system will not adequately define the distribution to 
be monitored, methods similar to the two just described should be ~sed. 
" 
11 
Pearson's System of Frequency Curves 
The- Pearsonian curve system covers a wide range of distributions 
from the Normal distribution to skewed types. 
They were developed by considering the general nature of distribu-
tion. Generally, they start, at zero, rise to a .-.maximum and then fall 
off. At the ends of the distribution there is usually high contact. 
Thus, a series of equation y = f (x) must be selected so that at 
particular values of X, at the maximum "a" and at the ends of the 
curve dy/d:x = 0. This leads to setting 
~ = y({+)) 
dx· F X 
Expanding F(x) in a Maclaurin's series results in 
,.,_(l 
+ •.. 
The form of the solution to this differential equation depends on the 
constants a, b0 , b1 and b 2 . Thus, the density function y = F(x) will 
·;· 
be determined by determining these constants. Pearson went on ta show 
that a, b 0 , b1, and b2 can be solved in terms of the first four moments 
about the mean [6]. The form of the density function depends on the 
values of ~ 1 , (i2 , and i where 
2 3 
/j 1 = "'3 / µ2 
2 P2 = JJ.4/ "'2 
K = {J1 ( {J2+3) 2/4(4{J 2-3{J1 ){2{J 2-3{J 1-6) 
It should be noted that r/jl is very similar to. the coeffici-ent of skew-
12 
• 
ness and , 2 is very similar to the measure of kurtosis. For example, 
for the normal distribution 61 = 0 and ~2 = 3. 
To use this system of curves one would take a large sample of 
data and calcualte the first four moments about the mean. Then from 
this information ~l, P2, and k could be evaluated and the type of 
Pearson curve would be determined. 
Parameter Monitoring 
The parameters to monitor are "fj1 , {3,2 , and the standardized deviate 
(T 
where Xa is the solution obtained from the integral 
Xa 
a. = f f(x) a.x 
12 
where f(x) is a particular Pearson distribution. 
(1) 
~ Critical values for the deviatec(l) have been tabulated for values of 
/3.1 and p2 • Thus, after one has determined the type of curve, a test 
can be performed to determine if a change has occurred in the standard-
ized deviate (1). However, since this deviate test depends on the 
values of fa.1 and 82 , /jl and 112 must first be checked to see if they 
have significantly changed. Since the sampling distributions for ~l 
and ~2 have only been tabulated for the Normal distribution, the best 
one can do is to apply Tchebyscheff type inequalities, such as 
Pr IX - µ f > r<1 < l/r2 
13 
,. 
1 ...... 
• I 
where X rei~r-esents the samp-te' ~stinia.te of either 41 or S2 and µ 
. ' 
would be the estimate of _the _mean of 81 or {J2 from the large sam- · 
ple estimate used to determine the Pearson curve. 
A ~efinement can be made if it is ass11mmed that the two distributions 
a.re unimodel. Tb.en -the Camp Meidel extens,ion of Tchebycheff' s inequ~ 
·:±ty· couid b~ app·li.ed.. [7] 
. Pr Jx - µ f >r11 2 < 1/2 .25.r· 
Of -cq.tirse ·as ·with many applications of Tchebychef·f type inequalities, 
. 
t,he.: confidence intervals for ,1 and i 2 are wide. Still, the Oamp 
Meidel extension is v.ery useful for detect·i.:ng -·,t~ry large changes in 
~l and /J 2 • 
Therefore, if in the :m.or1it.orirtg app·lication, o"r1e needs to have a 
ge:peral understanding of the skewn~-e-s.. and k'Ul'tosis in addition to the 
mean and the variance, one could· us:ce. t·he Pearonian curve system, the 
Ca.mp Meidel extension of Tchebycheff'·s inequality, and the tabulated 
.. 
values of· the sta.nd.arg.ized deviate, 
~-
Xo -µ 
(I . 
0 
Having considered t·hese general approaches, the investigator now 
looked at a specific application and this is p~esented in the next 
. :qb,apt er·:tt 
~ . . 
i."""• 
:/, 
. '. 
' ' 
'' 
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III.-. MONITORING THE NORMAL.AND LOGNORMAL DISTRIBUTIONS . 
. The thi.rd approach ,to monitoring is to ass11me the form of .the 
distribution and to conduct tests to detect changes in the paraineters 
of the, distribution. This chapter discusses monitoring when the dis-
tribution is· ass11med to be normal or 1o·gnormal. First, a discussion 
of the normal· distribution and a method of monitoring are presented. 
Then, the l_ognormal distribution is discussed. 
Norma,] Distribution 
The normal distribution can be characterized entirely by its mean 
and variance. Thus , characterizing and moni taring the normal distri-
bution will involve estimating the mean and the variance and de-
veloping techni.ques to detect changes in these two parameters. 
When starti~g to monitor the process, or whenever a significant 
change has occurred, it is necessary to make large sample estimates of 
the mean and the variance. After these estimates have been obtained, 
sampling will be used to detect significant changes. If the process 
has been stable for a long period of time and there are several inde-
pendent estimates of the mean and the variance·,· an appropriate 
smoothing function will be applied to obtain new, updated mean and 
variance estimates. 
The methods to estimate the mean and variance and those to detect 
significant changes should reflect the variability of the data. 
if the process appears very stable li ttlfe data should be analyzed, but 
0 
as the process -becomes 1mstable more data will be analyzed. A method 
of estimatdng the mean which do~s reflect the variability of the 'data 
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·t 
is Stein's two stage estimatioii of the mean.JS]. 
. ~· 
,. 
In Stein ,·s two s·t_age estimation .of the nean,. the size of the· 
., 
~ 
second· sample is determined by the variability of the first sample 
taken. ,, Thus, this method will use more data if tµe varifµlce is large 
and less data if the variance is smaJ 1. stein' S' method ·can "be con-
l 
side·red an adaptive sampling technique arid can be used to estimate the V 
• 
.• 
mean when starti~g to monitor the process and when a significant 
change has occurred • 
. • 
st·ein' s method ass11mes. the distribution is 
~ 
and works in the following manner. For some significance level ci, 
Stein's method ensures that the estimate of the mean will differ from 
the true mean by no more than some allowable discrepancy d. 
../ 
Thus, 
Pr < Cl 
-
where M is the true mean and T is the estimate of the mean. 
" 
From the first sample of si·ze n1 , an estimate of the variance is 
.. 
where x1 is the mean of the first sample 
If one ass11rnes the- distribution is norma.1,. the statistic 
-
-X - M 1 
has a t distribution. Thus for some level of signific~ce a.,. one 
finds a value t' sµch that, 
Q 
,.. 
16·· •• l 
,r-.: 
.. 
! 
. . 
,·, .. 
Pr ::::; l - Cl 
Then, a (1- a ) % confidence interval tor M is 
-
If s t' 1 . 
Vn1 
-< d, the total sample size needed is n1 , and the estimate 
-
of the mean is x1 • However, if 
size needed is 
n = 
s t' 1 
d 
s t' 
.1 > d , th.en the tot al sample 
vnl 
2 
• 
where n > n1 and the estimate of the mean would be the mean of the total 
sample of size n. 
To use Stein's method·in this application the allowable discrepancy 
will be in terms of the ideal process mean ( the target value of the 
location parameter which will provide the best yield). This ideal pro-
cess mean is either set by the product engineer or can be determined 
from historical. data on process operating regions. The allowable dis-
crepancy will be 10% of the ideal mean (µ1 ). 
I.f the data is considered· as being in lots of 200 data points , 
Stein's method is applied by randomly selecting 50 of the first 200 
d~~a points as the sample of size n1 • The max~mum total sample size_ 
·,. 
n, however, will be limited to the minimum of ;the following: 
17 
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The mean and the variance estimates from Stein's method are con-
\l 
sidered the standards for the hypotheses tests 
H : S. 2 
0 1 
H : µ. 
0 1 
-
s 2 
0 
= µo 
From the next lot of 200 points a random sample o:f' size n is selected 
and the sample mean and the sample variance are estimated. Before a 
test on the mean is made,· a test of the variance ·is first made. The 
variance test is first made to ensure that the shape ( in terms of 
dispersion) has not changed. The distribution of sample variances when 
the parent distribution is normal is a chi-squared dist·ribution. The 
hypothesis is H : s. 2 = S 2 
0 1 0 
where S. 2 is the sample variance and S 2 is the standard variance 1 0 
f'rom Stein's method. 
The statistic (n.-1) S. 2 is a chi-squared variable and is compared to 1 1 
s 2 
0 
a critical value from tables of the chi-squared· distribution. If 
2 
(ni-l) 8i is greater than the critical value, a change in the variance 
s 2 
0 
is indicated and Stein's method should be used again to obtain a new 
mean and a new variance estimate. If the chi-squared test showed no 
change in the variance a test for a mean shift can be made. 
There are many tests for mean shi:f'ts which can be made. A de-
tailed discussion of the best sampling technique to detect mean shifts 
18 
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for a normal distribution is presented in the next ch.apter. 
To make the sampling adaptive to the variability of the data, the 
lot · size from which the random sample ot size n is selected can vary 
inversely with the. variance estimate. For example, 
Lot Size.= 200 
l. 
S 2 
0 
2 
s. 1 l.-
which means t~at the lot size ,,tor the next sample of n "is equal to 
200 (standard lot size) times the ratio of the standard variance esti-
mate to the most recent estimate at time i-1. Thus, -if the variance 
estimate is decreasing (but still within the hypothes·is that S. 2 = 
1 
S 2 ), the lot size will increase. 0 
If the process has been stable for a long period of time and there 
are several estimates of the mean and variance, a new mean and variance 
estimate should be made. Since this is a time process, the most recent 
estimate should be weighted more than the other estimates. The updating 
, of the mean estimate can be accomplished by the following formula: 
where, 
1. p, is the most current mean estimate C 
2. a. is an exponential smoothing factor. Generally, a is between 
.01 to .3 [9]. 
Here let, 
a= .3 (NPE-1/NPE) 
19 
\ 
NPE = number of previous estimates saved 
,· 
3. µP is a pooled estimate of the estimates· defined by· NPE 
The user decides how often the standard estimates should be updated by 
selecting NPE. If NPE = 3, a= .3 (i) = .2. If NPE = 10,ca.= .3 ({0 ) 
ci = • 27. Thus, the most current estimate µ will be given more weight 
C 
as the number of' previous esti.mates increases. This is in keeping with 
the idea of' the timeliness of the data. 
In a similar manner the variance can be updated by the following 
formula: 
where, 
1. A 
2. s 2 
C 
3. s 2 p 
• l.S 
• 
s 2 = 
0 
AS 2 + (1-a)S 2 
C p 
defined as before 
l.S the most curre.nt variance estimate 
• 
a pooled estimate of' the estimates 1S defined by NPE -
A:t'ter the new estimates have been made, they become the standards 
for the hypotheses tests of 
H 
0 
Logqormal Distribution 
I . 
: s.2 
l. 
= s 2 
0 
= µ. 
0 
If Y is a normally distributed random variable and X = EXP(Y), the 
X is said to have a lognormal distribution. 'lb monitor a lognormal dis-
tribution the most direct approach is to make the tran.sf'ormation 
20 
II '! ,. , ~·- . ' '~ ,.. ... ' f 
y = 1n X 
. . 
Since Y is normally distributed, Y's mean and variance can be estimated 
( 
using Stein's method and mean shifts and variance changes can be 
detected ~s previously discussed. Whenever a change has occurred in Y, 
a large data estimate of Y's mean and variance can be made. Also a new 
mean estimate for the lognormal variable, ~ can be made. A variance 
estimate of the lognormal can also be made, but this does not add much 
new information. More information can be obtained by estimating the 
5-95% points of the lognormal distribution. These points can be esti-
.. 
mated in the 
1. Since Y is norma]ly distributed the 5-95% points for Y 
are simply 
2. 
- 1. 96u y 
+ 1. 96u y 
Therefore, if Y =µ - l.96a 1 y y 
Y = µ + 1. 96a 2 y y 
-
- .95 
3. Since X = EXP(Y) is a monotonic transformation 
also holds. 
21 
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4. Thus, the 5-95% points for the distribution are 
In this chapter monitoring the normal distribution and the log-
no.rmal distribution were discussed. A method for obtaining the initial 
parameter estimates was presented. The problem of detecting variance 
ch,mges was addressed, and a method for updating the mean and the 
variance estimates was also described. To complete the overall monitor-
ing system it was necessary to determjne a method for detecting mean 
shifts. The next chapter describes the methods of analysis used to 
determine the best sampling plan for detecting mean shif'ts . 
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IV. DETERMINATION OF BEST SAMPLING PLAN 
This chapter describes the methods of analysis used to determine 
\ 
which sampling plan best meets the criterion ot detecting ch~ges 
quickly while using the minimum amount of data. The sampling discussed 
is for detecti~g mean shi:fts of at least 1. 5 standard ~eviations in a 
normally distributed random variable. The first section gives a des-
cription of the different sampling plans considered. Next a discussion 
of the power curves is presented. The · ne·xt section describes the use 
of GERT to determine the average number of samples imtil detecti'on. The 
fourth s~ction gives comparisons of the sampling plans considered. The 
f'if'th ·section discusses the effect of sample size and the last section 
describes the effect of the critical values of the test. 
Sampling Plans Considered 
There were four sampling plans considered. 'Ibey all use the com-
parison of a sample mean with the population mean, J.J 0 , described in 
\_ 
r_/: the last chapter. The plans considered w~e: 
1. single sample 
2. two stage sample 
... 3. double sample independent estimates 
4. double sample pooled estimates 
The single sampling plan requires taking a single sample and 
calculating the sample mean. The test is 
where 
I 
(T 
= "-x 
23 
If the difference between the sample mean and the staridard mean is ·more 
, than two standard deviations 9 a mean shift is indicated. It it is not, 
the hypothesis of no ·mean shift is accepted. 
The two stage sampling plan requires two samples to· ·be taken in 
order to detect a mean shi:f't. The first sample mean is compared to the 
standard mean. If I xl - µol < 1(11 , the hypothesis of no mean shift is 
accepted, and a second sample is not taken, If }X1 - µ 0 ,>lg' a second 
sample is taken. If the second sample mean is also greater than one 
standard deviation .awq from µ , a mean shift is indicated. I:f 0 
-µ 
0 
J < 1 ", , the hypothesis of no mean shift is accepted. 'lhus, 
for a mean shi:f't to be detected both 
must occur. 
The double sample independent estimates plan combines the si-ngle 
sample and the two stage sampling plans. A first sample is taken and 
-X -µ is calculated which results in one of three following states: 1 0 
1. I xl - µ, 0 I< 111' ' the hypothesis of no mean shift is accepted, 
2. f x1 - µ 0 I > 2"' , a mean shift is indicated and a second sample 
i·s not taken. 
3. 1u' < 1 x1 - µ 0 1< 2 <T1 , a second sample is taken. 
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If a second sample is ta.ken, 'the test is critical if I X2-µ0 f >lt11 , 
which case, a mean shift is iridicated. Otherwise, if l~-µJ<1,,' 
mean shift is assumed. 
• in 
, no 
The double sample pooled estimates plan is the same as the double 
sample independent estimates plan except for the second sample test. 
-In this plan the second test uses a pooled mean estimate X p, where 
-X p -
- -
+ 
nl + n2 
The second test is critical iflXj(t'ol >,lu', 
It must be pointed out that the four plans described were not pre-
determined at the beginning of the investigation. The first plan, the 
single sampling plan, was the starting point. It was selected consid-
ering the X chart and the rules concerning when the hypothesis µ =J!.o is 
rejected. The other three plans were developed from the single samplirg 
plan when the investigator considered the criterion of the average 
number of samples until detection. This development is discussed in 
the later section on the comparison of the sampling plans. 
Power Curves 
The power curve is the plot of the probability of detecting a shift 
versus the mean shift in standard deviations. This probability is cal~- -
culated by use of the standardized normal distribution 
.pd = Probability of Detection 
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,. P = Pr d . 
·I 
-X - (µ + M.S.) 
0 
a 1-Vn > 
-C.V. - (µ + M.S.) 
. 0 
¥ 4 4 S ; . ,· Vil. 4. 4 4 I 4 •. Q '· o 
where M.S. is the mean shift in standard deviations 
C. V. is the critical value of the test in standard deviations. 
This reduces to 
Pd= Pr [ Z>(C.V.-p.0 -M._S~)v'n] 
So the probability of detecting is the probability that a standardized 
Z score is greater than (C.V.-µ0 -M.s.)Vn. 
The power curve of the single sampling is compared to that of the 
two stage plan in Figure 2. It can be seen that the two stage plan 
reacts quicker than) the single sampling plan since the two stage plan 
detects a mean shift of 2 standard deviations with probability nearly 
1. 0 while the single sampling plan detects such a shif't with o~ly a 
probability of . 5, 
I 
The power curve for the two stage plan and the power· curve for the 
double s·ample independent estimates plan are given in Figure 3. As 
can be seen there is practically no difference in the two power curves. 
However, the two stage plan alwEzy"s requires a minimum of two samples 
to detect a shift. while the double sample independent estimates plan 
ma¥ only require one sample to detect. Thus,. since the power curve 
does not demonstrate the superiority of th-; double sample independent 
estimates plan over the two stage plan, it is concluded that the power 
curve analysis is not the only criterion to use. 
Average Number of S!!:!11Ples 
The average number of samples 1.llltil detection . is the expected 
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· number ot s·amples need~d until the· mean ·shi.ft · is detected. To perform 
,, 
th.is analysis GERT (Graphical !;valuation arid Review· Technique) was· '1Sed. 
GERT is a network method in vhich all the event·s are represente·d by- ·~ 
. 
. I I 
. 
nodes and arrows draw between nodes. represent the relationship between 
events. To determine the E(cycles) unitil detection, the network is 
drawn and all paths are tagged with ec. Then the transmittance .equation 
, 
is written ~d t·he derivative wit.h respect to c is j;aken and .evaluated 
at c=O. [10] Tagging the paths with e c and writiI}g the transmittance 
equation gives the mo~ent generating function for the n1Jmher of cycles • 
Thus , taking the deri vatiye and evaluating at c=O g.i ves E( cycles) until 
.. 
detec~ii. 
The network representation of the single sampling plan is given in 
Figure 4. The transmittance equation is 
Pe c 
M(c) = ----
1 -(1 - P)ec 
~ 
where P is the probabi,lity · of detecting a mean shift as discussed 
in the section on power curves. 
Taking the first derivative and evaluating at c=.O gives 
d M(c) 
de L 
c-0 
Thus, the E(cycles) until detection= 
1 
- -p 
1 
-p • 
(1)· 
. The network. for the two stage sampling plan is presented in. .. , 
Figure 5. The transmittance equation is 
·-
- .. ,. . 
. .
..29· 
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(1-P)ec 
A - Start 
B - Sample 
C - Detect 
' 
Figure 4 - GERT Network for Single Sampling Plan 
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(1-P)ec 
(1-P)ec 
A - Start 
B - First Sample 
C - Second Sample 
D - Detect 
Figure 5 - GERT Network for Two Stage Sampling 
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M(c} = P2 e2c E 4 C st 4 . L 111 4 Q 4 i 4_ C C 4 _ 4 4 4 2 
. C 2c 1 - {(1-P)e + P(l-F)e ] 
where again Pis the probability of detecting a mean shirt. 
Taking the first derivative and evaluat·ing at c=O gives 
d M(c) 
de I 
c=O 
- !. + 1 
- p P2 (2,) 
• 
Therefore, the E(cycles) until detection=} + ~ 
The network representations for the double sample independent es-
,, 
timates plan and for the double sample pooled estimates plan are the 
same. The network is shown in Figure 6. The difference in these two 
plans is in the sample size for the second critical test. Thus, the 
difference in the E( cycles) until detection for these two plans is in 
this calculation of' P 3 , where 
' P3 = Pr > 1 (T 
- -
where Xs = x2 for the independent estimate 
- n x_ + n x_ / ( n +0 n ) ·· 1 --i 2 -~. "· l -- - 2. for the pooled plan plan and Xs = 
The transmittance equation for the network is 
32 
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(1-P )ec T 
A - Start 
B' - First Sample 
C - Second Sample. 
D - Detect 
Figure 6 - .GERT Network for Double Sampling Plans 
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where 
I 
> 2 (I 
P 3 is defined ·as before 
Taking the first derivative and evaluating at c=O gives . 
d M(c) 
de I =0 c= - ( 3) 
Thus, the E(cycles) until detection for these two plans equals 
E(cycles)until detection= Pl+ 1 
p2 + pl p3 
Formulas (1), (2), and (3) will now be checked to. see if they hold 
for the two known conditions of: 
1. probability of detecting a mean shi·ft = 1 
2. probability of detecting a mean shift = 0. 
For· the single sampling plan 
l 1 · 
E(cycles) = p = 1 = 1 
As defined, the single sampling plan should only require, one sample if 
the probability of detecting equals 1. 
For the two s-tage· . .:plan 
34 
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E(cycles )' = !. + ! = 1 + 1 = 2 
p p2 
Since this plan was defined as requiring_ a m1nimum of 2 samples, this 
'\l 
E( cycles) = 2 is the correct result·. 
For the double sample independent estimates· plan and for the double 
sample pooled estimates plans, the probability of detecting being equal 
to 1 means that P2 where 
·-
is equal to 1 and then P1 = 0. 
Therefore, 
pl+ 1 
E(cycles)· = p +PP 
2 1 3 
0 + 1 
= = 1 1 + 0 
If all three .formulas (1), (2), and (3) are evaluated at the 
>; 
other extreme, when the probability of detecting equals O, the E( cycles) 
until detection would be infinity. 
Therefore, ·the three formulas do hold for the two known conditions. 
These three formulas give the average number of samples needed to 
detect a mean shif't and since the objective is to detect a shift quick-
ly with the minimum a.mount of data, this E(cycles) until detection is 
the criterion to use. 
CoJl!Parison of. the Sampling Plans 
Using the criterion o:f E( cycles) until detection, the :four sampling 
plans were compared. A computer program was written and the results 
were plotted. Since E(cycle.s) could take on a value of infinity, 
35 
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for the purpose ot plotting the upper limit was set at 10,000 cycles. 
The minimum shift -in the mean which w~uld be considered significant 
is 1. 5 standard deviations. Thus, the i.deal sampling plan would be one 
whose E(cycles} untii
1 
detection is infinity· from 0-(1. 5-E) &.' . and then 1 
t 
1 •• 1 
cycle from l,5don. Figure 7 shows the ideal plan plot. The best 
sampling plan of the four considered will be the one whose plot is 
closest to the ideal plot. 
First , the single sampling plan was compared to the two stage 
plan. The sample size for both plans was set at 20. The resulting 
plot is shown in Figure 8. As can be·}\seen th~ two stage sampling plan 
reacts quick.er than the single sampling plan. Thus, the two stage 
plan is better suited to detecting changes startin,g at 1. 5 standard 
· deviations . 
However, as can be seen the minimum number of cycles for the two 
stage plan was 2. Thus, the double sample independent· estimates plan 
was developed to combine the benefits of the two stage and the single 
sampling plans. A comparison of the two stage plan and the double 
sample independent estimates plan is given in Figure 9 for samples of 
size 20. As can be seen the double sample independent estimates· plan 
reacts quickly and also drops to a minimum of one eye-le. Therefore, 
the double sample independent estimates plan · is better than the two 
stage plan. 
An extension of the double sample independent estimates plan is 
the fourth plan considered. Since a first estimate is ·a1ready avail-
<7 
able and if a second sample is necessary, an efficient use of the in-
formation is to make the se.cond test a pooled mean estimate test. A 
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comparison of thes·e two plans was made and resulted in Figure 10. As 
can be seen the double sample pooled estimate plan is even closer to 
the ideal plan than the independent estimates plan. Therefore, the 
overall best plan is the fourth plan, the double sample pooled esti-
mates plan. 
Effect, o,t: Sample Size 
. 
Now that the best plan had been determined, it was necessary to 
' 
investig~te the effect of sample size on the E( cycles) 1mtil detection. 
Since a basic ~ot of data is considered 200 data points, sample sizes 
of 10, 20, and 40 were considered. These represent a 5%, 10%, and 20% 
sample respectively. Figure 11 compares the E(cycles) for a sample 
size of 10 versus that for a ,sample size of 40. The· E(cycles) for a 
sample size of 20 is compared to the E( dycles) for a sample size of 40 
in Figure 12. The sample si.ze does have··· an effect but its effect is 
on the portion of the curve before detection is desired. 'Ihus, a 
larger sample is more discretionary at mean ·shi~s less than critical, 
I 
'\. 
but a larger sample does not significantly lower the E( cycles) for 
mean shi:rts greater than critical. 
I To repeat, the objective is to detect significant changes while 
using the minimum amount of data. Since a larger sample of 40 does not 
sufficiently lower the E(cycles) so that 
E{cycles) X Sample Size 
is less than that for a sample size of 10 or 20, it is concluded that 
a large sample of 40 is not desirable. The same r~sults (E(cycles) · X 
Sample Size is not a minimum) occurred for a sample size of 80. 'lhere-
fore samples larger than 40 are also not desirable. 
40 
z 
0 
H 
..... 
u 
w 
I-
w 
0 
_J 
H 
I-
z 
' :J 
"' (/) 
w 
_J 
u 
>-u 
"'-/ 
LL.I 
~--, 
' ,., '~ 
·· 103 
102 
10 
.0 .5 
I . 
1 . e, 1 . 5 2.0 
,~ 
1.) 
MEAN SHIFT CSTD. DEV.) 
X Double Sample Pooled 
· - Double Sample Independent 
Figure 10 ~ E(cycles) , Double Sample Independent vs. 
• 
. \ 
Double Sample Pooled 
41 
( 
2.5' 3. 
.. 
z 
0 
103 -H I-
u 
w 
..... 
w 
0 
_J 
H 
._ 
102 z 
:J 
" (./) 
w 
_J 
u 
>-u 10 "'-/ 
w 
.0 .5 
> 
1 . 0 1 . 5 2. e, 
MEAN SHIFT (STD. DEV.) 
X Samples, of Size 40 
- Samples of Size 10 
,I.,..;,,,. .\ 
... ' 
2.5 
Figure 11 - E(cycles) , Samples of Size 10 vs. Samples of Size 40 
42 
' 
• 
0 
3. 
z 
0 
103 H ~ 
u 
w 
.._ 
w 
0 
_J 
H 
l- 102 z 
:J 
,-... 
(/) 
w 
_J 
u 
>-u 
·10 
'-' LiJ 
.I 
.0 .5 
" 
1 . 0 1 . 5 2.0 
MEAN SHIFT (STD. DEV.) 
X Samples of Size 40 
- Samples of Size 20 
2.5 
Figure 12 - E(cycles) , Samples of s·ize 20 vs. Samples of Size 40 
. I) 
43 
\' ' 
. , - ~ . 
• 
3. 
Follow~g this logic, it would seem that the lowest sample size 
of 10· is most desirable. However, . it must be remembered that the lot 
size from which the sample of size n is selected is attected by the 
sample size n. As dis-cussed in· Chapter III, 
Lot Size i = 200 
s 2 
0 
2 
s. 1 l.-
. r 
where 
s 2 
0 can vary within the ·range of the critical values of the 
Si-12 
chi-squared test. For· a sample of size 10, 
s 2 
o can vary from . 48 
2 
s. 1 l.-
~ 
. 2 
to 3.4, while for a sample of size 20, _8_o __ varies only from .58 to 2. 
2 
s. 1 
. l.-
Using samples of size 10, the lot size could vary from 95 to 680 .while 
the lot size for samples of size 20 would only vary from 115 to 420. 
Therefore~, although a sample size of 10 could afford some economies in 
the amount of data analyzed, e.g. 
10 X 1 cycle= 10 
versus 
20 X 1 cycle= 20 
,,.,., 
it might b,e selected from a much larger lot than that for a sample · size 
of 20, and a sample size of 10 might only represent a 1.5% sample. 
10 680 X 100% = 1. 5% 
Therefore, a sample size of 20 is considered to be the best. 
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· Ettect of . Critical Values 
\ 
•,. 
:·· ',i 
Now that t·he ettect of sample siz_e was·· known, it ~s .necessary to 
consider the eftect of the critical values .of the mean shift test. 
Here the interest is in the location. of the rapid drop in the E(cycles) 
' 
curve. 
. a . . I The ideal plan curve has this sharp drop at 1. 5, . 
I , 
· ·The critical values of the mean shif't test are those va.lues of (I 
• I 
where the hypothesis JJ. =· µ o. is rejected. Thus, c1 and_ c2 are, define.d 
as: 
. 
1. I\ - µ o I > Cl, reject hypothesis 
2. IXP - µol > C2, reject hypothesis 
For the double sample pooled estimates· plan, the followin.g two com-
parisons of (Cl, C2) were made: 
1. (2,1) vs. (2.5, 1.0) 
2. (~,l) vs. (2,1.5) 
Figure 13 shows the E(cycles) for (2,1) versus that for (2.5,1.0). ·As 
can be seen changing· the value of Cl did not change ·the interval ·over 
which the sharp ch-op· in E( cycles) occurs. It still occurs over the 
' interval .75 -1.0tr. The E{eycles) for (2,1) versus that for 
' 
(2 ,1. 5) is: presented in Figure 14. As can be seen changing C2 from 
. ' 1. 0 to 1. 5 does shift the rapid drop to the interval 1.25 - 1. 5 " • 
'Blerefore ~ it is concluded that the best values for Cl and C2 are 
2.0 and 1.5 respectively. 
Thus , the overall best plan for detecting· mean · shi:f'ts of 1. 5 
or greater. is the double sample pooled estimates plan. with a sample 
' ,. 
size of 20 and the cr.i ti cal values for the test at· -2 (I · and 1. 5 a • 
, 
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Having developed an adapti.ve sam:pli.~g system tor monitoring the 
normal and the lognormal. di.stributions, the investigator wished to 
. . 
veri'fy t·hat this system was programmable. Chapter V ·describes a soft-
ware package developed by the invest.igator to perform this monitoring 
application. 
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V. SOFrWARE DEVELOPMENT 
As stated in the introduction, a se.condary purpose of this study · 
was to program any adaptive sampling system developed during the 
research. This chapter gives a general description of a program 
\ written for the PDP-10. The program was written to perform monitoring 
on a normal or a lognormal distribution. The adaptive sampling 
technique progra:mmed is the one described and developed in Cll,apters III 
and IV, namely the double sample pooled estimates plan where the 
critical values for the mean shift are set at 2.0o-' and 1-50''. The 
program was written in Fortrain IV. First, a general description of 
"' the program is presented. Then, an evaluation of the program logic 
is discussed. 
General Description 
The program consists of a main program and three subroutines. 
The main program is used to initialize user parameters and to control 
the su~routine calls. In the main program the user specifies whether 
the distribution to be monitored is assumed to be normal or lognormal. 
If the user specifies the distribution is to be considered lognormal, 
the program makes the transformation Y = lnX, where X is the original 
data, and the program monitors Y. 'fhe user also specifies the number 
of estimates to be saved for the purpose of updating the ID.ean and the 
variance estimates. Thus , he supplies NPE, the n1rrriber of previous 
I 
I 
estimates saved for bhe smoothing factor 
a = .3(NPE-l/NPE). 
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The user must also define the ideal mean which is used in Stein's 
method to describe the aJ.lowable descrepancy between the true mean 
' 
and the estimate mean. The main program controls the flow from one 
subroutine to another by a niunber of 0-1 integers which are stored 
in common and which are changed within the subroutines. 
Estimating the mean and the variance, when starting to monitor or 
when sampling indicates a change, is performed by Subroutine Stein. 
This subroutine performs the two stage estimation of the mean as 
described in Cahpter III. It was found in practice that instead of 
limiting the total sample size to 200, the limit should be set higher. 
In work subsequent to Stein's original work, it was concluded that the 
first sample size could be.as high,as 250, if the user is totally 
ignorant of the population variance. In using this program, many times 
the total sample size needed was around 300. Thus, the limit could be 
set as high as 600. The subroutine works by first randomly selecting 
100 index numbers without replacement by caJ.ling a random n,nnher 
generator. Then data points are read in from a temporary storage 
vector based on the randomly selected index numbers. It was ass11med 
that in practice the mini-computer would samp·le the data from a 
I 
temporary storage vector. The test of 81t < d is then performed 
v'nl 
. ' 
. 
, and the total sample size needed is determined. The mean and the 
'• 
variance are then estimated and control returns to the main program. 
The main program then calls Subroutine Adap. In Subroutine 
Adap, the sampling to detect variance changes or mean changes is 
performed. The test for a variance change uses the chi-squared 
. 50 
. ! 
f,-., 
·•. 
statistic critical values for 99% confidence and makes a two .sided 
tes,t. To reduce the probability of a Type I Error, in the mean shif't 
test, in ad.di tion to the· absolute valued test 
I xl 
- l'ol' 
the. • of a possible shift • recorded by sign J.S 
\ 
-
~ 
x1 - µ • 0 
Thus, if a second sample is necessary, the program immediately checks 
to see if the second sample difference has the sa.me sign shift. If 
it does not, the hypothesis µ = µ is accepted. The program continues 0 
to operate in this subroutine until a change in the mean or in the 
variance has been detected, or until the number of estimates when 
no change has occurred equals NPE. If a change in the mean or in the 
variance is detected, control is returned to the main program which 
calls Subroutine Stein. If the ninnber of estimates when no change 
has occurred equals NPE, Subroutine Updat is called where a new 
mean estimate and a new variance estimate are obtained by exponentiaJ. 
smoothing. 
Subroutine Updat performs its updating function by operating on 
the mean and variance estimates stored in common and made in Subroutine 
Stein and Subroutine Adap. Each time an estimate is made in Stein or 
in Adap and when no change has occurred, the estimate and the sample 
size ft or degrees of freedom for a variance estimate) are read into 
common stored vectors. Whenever a change occurs as detected in 
Subroutine 1'.dap, these vectors are zeroed out. In Subroutine Updat, 
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. . . .. after the new est·imates. have' been. made, the new estimates . becQme the· 
.' ' ' 2 ' •' standardsµ and S for the bypotbeses testing. o · o· · 
Evauation of Program Logic 
,..-, ' 
To determine if the p~ogram logic conformed to the overall 
adaptive. sampling system intent, the follo'W'.ing questions were answered: 
1. Is the ·sampling truly without replac~inent? 
2. Does the sys·tem reflect the variability of 0 the data? 
r.;· 
3~ What • the probability of a Type I Error? 1S 
4. What • the average run length until detection? 1S 
,- ,, To ensure that the sampling was truly without replacement, severaJ. 
u 
g 
;runs of that particular routine were performed. The important result 
was that the sampling without replacement routine never selected the 
same in.dex nirrober twice and thus the data points selected from the 
temporary storage vector were all different. 
<Cl 
To see if the system reflected the variability of the data, 
,· Subr_outine :stein was tested to ensure that the total sample size. 
needed for the mean estimate was a function of the variance. Starting 
with an N(·2 ,12 ) simulated distribution and ass11mi ng the ideal mean was 
2, the standard deviation was changed to 1.25 and then to 1.5. The 
reSul ts are given in the following table. 
ActuaJ. 
Std. Dev. 
1.0 
1.25 
·, 
1.5 
'· 
Estimated 
Std. Dev. 
.9 
1.23 
1.48 
5·2 
.. ' 
,· 
' ~ 
" Sample Size 
Needed for Mean 
81 
151 
219 
........... 
.-w:,.• 
••• & ' 
, I 
. ' 
-,.--~,~ . .,., .. 
... 
'' 
• 
f. 
~-·~ 
'' 
r 
...... 
,• . 
Thus, the system was reflecting the variability of the data. 
. 
. To test the occurrence of a Type" I Error~ an N( 0, 1) simulated. 
,. 
distribution· was used. The program continued to sample from this_ 
.i 
'" 
-
N( 0,1) an·a -each ti-me a Type I Error occurred, a counting integer was 
incremented. The program was allowed to run · 100 cycles. Fo.r the 
. 
" 
.c- double sample pooled estimates plan with criti"cal values of ·2.0u' and · 
. .I l 
.. ~ 
I 
. 1.5a and sample size of 20, the actual occurrence of a Type I Error 
agreed favorably ·with the theoretical. probability. of- a Type I ·.Error as " 
shown below: 
Actual Occurrence of Type I Error= .065 
Theoretical Probability of Type I Error= .056 
The average run ·1ength until detection had been determined 
analytically in Cahpter IV. The investigator wanted to see if the 
program would operate as the analytical model indicated. A simulated 
' 
N(0,1) distribution was tested by the program. At 1.5u the program 
required 3 cycles on the average to detect this shift. This compares 
0 
favorably to the anaJ.ytical solution where E (cycles) until detection 
' was 5. At 2 a the program detected the shirt in only one cycle. A 
simulated lognormal distribution with mean of one and variance of one 
' 
was also tested. The results were also favorable. At 1.5a the 
' 
program required 4 cycles on the average to detect and at 2 u the 
program detected the shi~ in 2 cycles. 
On the basis of these results it is concluded that this program. 
does work and thus the secondary purpose of this study ·was met. 
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VI, SUMMARY AND . CONCLUSIONS 
. ' 
The purpose .of this study was to develop sampling tec~iques . 
which would adapt to the variability of the ~ata and by using the· 
minimum amount of dat:a ne·cessari to detect significant changes i·n the 
distribution. Three basic approaches to this process variable 
) 
monit-0ring were examined. The first two approaches considered 
·· making no prior ass1fmptions about the distribution. The third 
appro.ach was to assume the form of the distribution ano. sample to 
detect changes in the parameters of the distribution. 
In Chapter II, the first two approaches were considered. For 
P. 
the first approach it was determined that the density function could 
first be estimated by any· suitable method ~d then monitoring would 
involve making tests like the chi-squared goodness of fit test or the 
· Kolmogorov-Smirnoff test. The second approach to monitoring 
involved the Pearsonian curve system and would be used if_ one wishe.d 
to know. something about the skewness or the kurtos~s of the distribu-
tion. This approach uses the Pearsonian curve system where the type 
of distribution is defined by estimating three important parameters, 
fj1 (skewness), (j2 (kurtosis), and K·.. Monitoring ll:Sing this approach 
· would involve making tests to determine a significant change in-
/31, fj2 or the standardized deviate, 
.· .,;,, 
.• 
.which has been· tabulated for various confidence levels. · 
t·· 
~ 
.5")4 
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.. T·he third approach to monitoring was ~onsidered. in·.great detai_l · 
(. 
" . 
· in Chapters III tµid IV. The distribution-was assumed.to'be nonnaJ 
-
" 
. or lognormal.. For the normal ·distribution, .it was ·determin~d that 
. 
. 
. 
. 
monitoring would involve estimating the mean and the . variance and the~ 
sampling to detect changes in the . mean or in the variance. A method 
of estimating the mean which would reflect the variability of· the 
data is Stein's two. stage estimation of the mean. In Stein's method 
the first sample's estimate of the. variance determines the size of the 
total sample needed for the mean ·estimate. Since the distribution was 
assumed to be normal, the sampling distribution of sample variances has 
. 
a chi-squared distribution. Thus, a chi-squared test to determine a 
variance change can be made. To detect a mean shift, four sampling 
plans were considered. The four plans were: 
'· 1. A single sampling plan. 
2. A two stage plan. 
·3. A double sample pooled estimates plan. 
4. A double sampl~r independent estimates plan • 
••••• 1, 
' To determine the best sampling plan, the average run length until 
detection was used. The best plan which minimized the data necessary 
I 
to detect a mean shift of at least 1. 5 a -was the double sample pooled 
estimates plan usi~g sample· sizes of 20 and critical values of the 
I I 
test .set at 2.0 a and 1.5a . 
To have all samples reflect the variability of the data, it is - •' .,....... •, 
~-
recommended that the s.ample size of 20 be beld constant, but the l.ot 
, . 
' size from which the sample is selected be allowed to VfJJ!Jf. T.tl.llS , tlle 
. I 
5,5 . r.'I, 
,.. 
....... 
... 
, 
',.:,. 
··: , I . 
fl•. 
i' 
' ' 
.,,,..-·, . 
·-· 
• 
, 
. 2 s . ' I'\ lot size f'or .the next sample _would e.qu.al 200( -a , ) , where_ s
0
c i~ the 
. - . si~l 2 . . .. 
standard varian."ce and S. 1 2 is the ·most recent sample variance estimate~_ 1- ./ . 
This ratio 802 2 can va:ry within the accieptable limits.of the chi-s. 1 . . 1-
squared statistic for the test of.a variance change. 
' 
As far as updating the estimates of_ the mean and the variance 
when no change has occurred, it is suggested that an exponential 
' 
_ smoothing function be used. Thus, to update the mean ·estimate use 
·~. .. . 
where 
1. µc is the most current mean .. estimate 
2. ci= • 3 (NPE-1/NPE) 
where NPE is the number of prev.ious estimates saved 
3. µp is a pooled mean estimate of the previous estimates 
saved. 
To monitor a lognormal distribution, transform the data to 
.. 
''\ ) 
normalize it and then monitor th:e. transformed variate as suggested 
previously. Thus, if X has a lognormal. distribution, make the 
transformation Y = ln X, and then,· since Y 
monitor Y. Whenever 1:t change occurs in Y, make a new mean estimate 
", ... , ' l 
of X and find the 5-95% points of X by the monotonic transformation: 
\' 
EXP(Yl) and EXP(Y2) 
where Yl = µy-1.96 uy 
Y·2 = Py+l.96 uy 
. :56 
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Future work should be .. done in the f'ol·lowing areas. Since. the 
size of the total sample needed·for·stein's method of estimating the 
. . 
mean depends on the variance estimate, work · should be . done on 
.~ incorporating outlier detection methods into thi·s estimating tech-
nique. More work· could be done on developing more robust :parameter 
·tests, since the sampling techniques developed in this study presently 
depend on the distribut.ion·· being. close, to the· nennal :~density. flmction. 
. . ' 
(1l, 
Finally, work can be ·done on incorporating tests which are sensitive 
to the time domain. Presently, the tests are sensitive mainly to the 
frequency domain. 
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