Inertia drives a flocking transition in extensile active suspensions. In a system with mass density ρ, viscosity µ, mean active stress σ0, characteristic self-propulsion speed v0, Frank elastic constant K and flow-alignment parameter λ, a state with macroscopically aligned direction of self-propulsion displays two linear instabilities governed by the dimensionless combination R ≡ ρv 2 0 /2σ0. For R < R1 = 1 + λ disturbances at small wavenumber q grow at a rate q[(R1 − R)σ0/2ρ] 1/2 , which can be viewed as the inertial continuation of the Stokesian instability [PRL 89, 058101 (2002)] of active liquid crystals. The resulting statistical steady state is found numerically to be isotropic hedgehogdefect turbulence. For R1 < R < R2 µ 2 R1/4Kρ a distinct linear instability arises, with growth rate ∼ q 2 |R − R1| −1/2 µ/ρ for R → R1 and ∼ q 2 |R − R2|µ/ρ for R → R2. Direct numerical solution in the parameter range of this O(q 2 ) instability however reveals a phase-turbulent but aligned state. R = R1 thus marks an inertia-driven phase transition from the statistically isotropic phase to a noisy but ordered flock. We present numerical evidence in three and two dimensions for continuous orderparameter onset and a growing correlation length of fluctuations upon approaching the transition. Linear stability analysis and direct numerical solution agree that the dominant instability mode for extensile systems is twist, which is three-dimensional; contractile systems fail two-dimensionally. We highlight striking statistical differences between the resulting turbulent states. Finally, for R > R2, a state of polar uniaxial alignment is stable to small perturbations at all wavenumbers q.
I. INTRODUCTION
The theory of active matter [1] [2] [3] is the framework of choice for understanding the collective behaviour of motile particles. A familiar example of self-organization in active systems is flocking [4] [5] [6] -polar orientational order, with a vector order parameter characterizing the degree to which the constituents point and move in a common direction. The other common type of uniaxial order, well-known from liquid crystals, is apolar or nematic: spontaneous alignment with an axis but no foreaft distinction, encoded in a traceless symmetric tensor order parameter. Similarly, it is natural to consider two ideal dynamical regimes [2] : wet, i.e., suspended in unbounded bulk fluid so that Galilean invariance and momentum conservation hold sway, and dry, where the active particles are typically in contact with a solid substrate which offers a preferred frame of reference, and whose internal dynamics we approximate by the damping and noise of a momentum sink. Microfluidic experiments on suspensions of active particles define a third "confined wet" [2] domain where motion is limited to one or two dimensions by momentum-absorbing walls but the fluid still exerts a long-range influence through the constraint of incompressibility. Unlike at thermal equilibrium, the steady-state phase diagrams of active systems are sensitive to which of these distinct dynamical ensembles is imposed.
Purely viscous aligned wet active matter in bulk is unstable without threshold [7] . In a finite geometry such as * deceased a channel, or on a substrate, the instability manifests itself as an active variant [8] of the Fréedericksz [9, 10] transition, with an onset threshold that scales to zero with increasing channel width or decreasing substrate friction. The instability and the ensuing spontaneous flow [8] and defect proliferation are widely observed [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and lie at the heart of "bacterial turbulence" [3, 17, [27] [28] [29] [30] [31] This Stokesian instability can be understood by considering uniaxial active stresses within an apolar description [32] .
Stable flocks in bulk fluid are, however, widely observed in the form of fish schools, which are far from Stokesian and overwhelmingly polar. Can our local hydrodynamic framework account for their stability? Only a limited early result [7] is available: when inertia, that is unsteadiness, is taken into account, a parameter domain exists over which the dynamic response of polar flocks in fluid, to first order in small wavenumbers q, is wavelike, that is, oscillatory rather than growing or decaying. Existing studies of self-propulsion at modest but nonzero Reynolds number examine, inter alia, pusher-puller differences in stability and efficiency [33] and hydrodynamic interaction [34, 35] , and velocity reversal with frequency [36] in oscillating sphere-dimer swimmers [37, 38] . A phase diagram featuring fluid flocks as active liquid crystals, with inertial effects included, is to our knowledge unavailable.
In this article we examine the combined effects of fluid inertia and polarity, i.e., fore-aft asymmetry, and the distinctive characteristics of three-dimensional perturbations, on the dynamics of an incompressible active suspension in a state of vectorial orientational order, characterized by a self-propelling speed v 0 , a scale σ 0 of active stress, shear viscosity µ, a single Frank elastic constant Table I ), with the shaded region indicating the transition regime around R = R1 as predicted by the linear stability analysis. For each of the data point, the spatio-temporal average is calculated from ∼ 80 statistically independent realizations and the unit standard deviation about the average is shown as the error-bar. K, and total mass density ρ. In order to highlight intrinsic chaotic properties, we do not add noise to our equations. Our results are most accessibly presented in the limit in which the polar nature of the system is encoded only in self-advection of the polar order parameter, with other polar terms set to zero. We summarise them here [see Fig. (1) ].
• For σ 0 > 0, the "pusher" or "extensile" case of Stokesian active hydrodynamics [7, 8, 39] , the dimensionless combination
which compares inertial effects of self-propulsion to active stresses, governs the dynamics of a polar fluid flock. Qualitative changes in behaviour as function of R take place across two thresholds, R = R 1 = 1 + λ, where λ is a flow-coupling parameter, and R = R 2 R 1 (1 + β) 2 /4β where
Γ being an orientational mobility. We expect Γ ∼ 1/µ, so β is expected to be of the same order of magnitude as
R 2 ≥ R 1 for all β, with equality for β = 1. If β α 1, as is the case for molecular liquid crystals [40] , then R 2 R 1 .
• For R < R 1 disturbances at small wavevector q along the ordering direction grow at a rate q (R 1 − R)σ 0 /2ρ, connecting at larger q to the Stokesian instability [7] of active liquid crystals. The result of this instability on long timescales, we show numerically, is a turbulent state dominated by hedgehog defects.
• For R 1 < R < R 2 the state of uniform alignment is still linearly unstable, but
. We find by direct numerical solution that nonlinearities limit the effect of this O(q 2 ) instability, and the system remains in a phase-turbulent but aligned state. Thus at R = R 1 the system undergoes a nonequilibrium phase transition, driven by inertia, from a statistically isotropic defect-turbulent phase to a noisy but ordered flock.
• Our numerical studies find evidence for a continuous onset of the polar order parameter as R increases past R 1 , and a substantial growth of the correlation length of fluctuations upon approaching the transition.
• For R > R 2 the flock outruns the instability: small fluctuations decay at all wavevectors. Note however that in practice R 2 could be very large, as it goes to ∞ both for β → 0 and β → ∞.
• The regime of the O(q 2 ) instability is completely eliminated in the special limit β = 1, which corresponds to equal diffusivities for velocity gradients and director distortions. This limit corresponds to setting the Frank constant K equal to Purcell's [41] critical viscous force µ 2 /ρ, inconceivable for equilibrium molecular systems [40] but not ruled out a priori for flocks.
• Contractile suspensions, σ 0 < 0, remain unstable even in presence of inertia ρ and motility v 0 ; disturbances with q normal to the ordering direction have small-q growth rate ∼ q |σ 0 |(1 + λ)/ρ.
• The instability modes for extensile systems are typically three-dimensional, provoking twist as well as bend, whereas for contractile systems, the characteristic failure mode is splay, which is twodimensional.
Testing our predictions requires the creation of experimental systems in which stable flocks in fluid at moderate Reynolds number, and their order-disorder phase transition, can be studied in a well-controlled manner.
Our findings thus open an unexplored direction in active matter. The remainder of this article is organised as follows. In § II we present the governing equations for polar active suspensions and investigate the linear stability of the uniaxially ordered state. In § III, using high-resolution direct numerical simulation (DNS), we investigate both the short-time growth of perturbation amplitudes, which we compare to the linear stability analysis, and the longtime stationary states of our system. Within the DNS we vary R to uncover a nonequilibrium phase transition from defect turbulence to phase turbulence, and measure order-parameter onset, correlation functions, topological defects and power spectra. Finally, in § IV we present a summary and projections for the future.
II. GOVERNING EQUATIONS AND STABILITY ANALYSIS
A. Hydrodynamics of active suspensions
We begin by recalling for the reader the equations of motion for the hydrodynamic velocity field u, the polar order parameter field p, and the active particle concentration c, as functions of position r and time t, for bulk active suspensions [7] . Note that p is not the nematic director [10] , and not a unit vector: its magnitude measures the degree of polar, i.e., vectorial, order, and p → −p is not a symmetry unless r and u are reversed as well. At this stage we therefore include for completeness all leading-order polar terms [2, [42] [43] [44] . The equations are:
Here, the hydrodynamic pressure P enforces incompressibility ∇ · u = 0, S and Ω are the symmetric and antisymmetric parts of the velocity gradient tensor ∇u, and
is the intrinsic stress associated with swimming activity, where σ a > (<)0 for extensile (contractile) swimmers [2, 7] is the familiar force-dipole density. We use it here to describe the flow fields created by force-free motion even when suspension inertia is included. In Eqs. (4)- (7), the superscript T denotes matrix transpose, and γ,γ, with units of surface tension and presumably of order σ 0 times an active-particle size, control the lowest-order polar contribution to the active stress. In principle all parameters should be functions of the local concentration c; we have made this dependence explicit in the case of σ a . We further define the mean strength of active stress
where c 0 is the mean concentration.
is the reversible thermodynamic stress [45] , h = −δF/δp is the molecular field conjugate to p, derived from a freeenergy functional
favouring a p-field of uniform unit magnitude [46] which we have rescaled to unity in Eq. (10) . A Frank constant [47] [48] [49] K penalizes gradients in p, and E promotes alignment of p up or down gradients of c, according to its sign. µ is the shear viscosity of the suspension, and Γ, dimensionally an inverse viscosity and therefore expected to be of order 1/µ, is a collective rotational mobility for the relaxation of the polar order parameter field. λ is the conventional nematic flow-alignment parameter [50, 51] and ,¯ , with units of length, govern the lowest-order polar flow-coupling term [44, 52, 53] . For simplicity of analysis, we will present results for |λ| < 1 unless otherwise stated. Polarity enters through the speeds v 0 and v 1 with which p advects itself and the concentration respectively, the coefficients γ ± in the polar part of the stress in Eq. (7), and the polar flow-coupling length-scale . v 1 will drop out of our analysis as we will ignore the concentration field. To keep the analysis simple, and without any loss of essential physics, we set γ,γ, and¯ to zero. These quantities enter a more detailed analysis through the dimensionless combinations µv 0 /γ and K/σ 0 2 and the corresponding "barred" quantities; the present treatment sets these to infinity. Polar effects are then carried locally by v 0 alone. The vector nature of the order parameter will of course also be reflected globally in the nature of the allowed topological defects. Crucially, v 0 and σ 0 are independent quantities in our coarse-grained treatment, a point we will return to later in the paper.
We remind the reader that Eqs. (4) to (6) constitute a symmetry-based effective description on length-scales much larger than a fish (as we shall call our self-propelled particles hereafter). The viscosity µ and other parameters are coarse-grained properties of this active suspension which we treat as phenomenological coefficients, not to be confused with the corresponding quantities entering a near-equilibrium hydrodynamic description of the ambient fluid. We do not attempt to estimate their magnitudes, which no doubt receive "eddy" contributions from flows on scales of a few fish. Our approach is applicable even if some interactions such the aligning tendency are partly or wholly behavioural rather than mechanical, as long as they are local in space and time.
B. Linear Stability analysis
Defining the ordering direction to bex and directions in the yz plane as ⊥, we have investigated the stability of a uniform ordered flock (c = c 0 , u = 0, and p =x, which is a stationary solution of Eqs. (4) - (6) to small perturbations (δu ⊥ , δp ⊥ , δc), where the presence of only the ⊥ components is a result of incompressibility and the "fast" nature of p x . We present here the results for the case where the concentration field c is removed from the analysis. This is sufficient for our purposes, because c does not participate significantly in the linear instabilities of relevance, as we now argue. Taking the curl with respect to ∇ ⊥ eliminates c from the ⊥ component of Eq. (5). A similar curl removes it from Eq. (4) as well, for q purely along or purely normal tox. Thus, it does not participate in the dynamics of pure bend or twist. Taking the divergence of Eqs. (4) and (5) with respect to ∇ ⊥ reveals that c is present in the linearized dynamics only when q x = 0, and is thus unimportant for considerations of pure splay. The removal of the concentration can be formalized by introducing birth and death of particles so that c becomes "fast" [54] and can be eliminated in favour of the slow variables p ⊥ and u ⊥ . We have checked (see Appendix) that the results from the linear stability analysis are qualitatively unaltered upon including the concentration. Defining the projector
transverse to q and linearizing Eqs. (4) and (5) about the ordered state we find
where σ 0 is σ a (c) evaluated at the mean concentration c 0 .
As in [7] , the divergence and curl of Eqs. (12) and (13) describe respectively the dynamics of splay and twist, with an admixture of bend in each case for q x = 0. Defining φ to be the angle between the wavevector q and the alignment (x) direction, the resulting dispersion relations for the frequency ω, valid for all q, for modes of the form e i(q·r−ωt) , are
for the twist-bend modes.
In Eqs. (14) and (15) we have defined
where
with β as defined in (2), which should be of the same order as α defined in Eq. (3) assuming Γ ∼ 1/µ. For conventional liquid crystals therefore β 1 as well.
Even before examining the asymptotic small-or largeq behaviour, we can read off the effects of competition between the inertia of motility and active stress, through the crucial parameter R defined in Eq. (1). From Eqs. (14) and (15) instabilities driven by active stress clearly operate through a large negative A(φ), and a sufficiently large R can keep A(φ) positive. It is also clear that the contribution of R vanishes for pure splay, Eq. (14) at φ = π/2, so motility cannot stabilize contractile (σ 0 < 0) flocks in fluid against the splay instability. In the remainder of this section we therefore discuss the stabilizing influence of the inertia of self-propulsion on extensile (σ 0 > 0) systems. We will return to the contractile case when we discuss active turbulence.
1. Small-q behaviour: the O(q) and O(q 2 ) instabilities
Let us first examine the small-q behaviour. Expanding Eqs. (14) and (15) up to order q 2 we then find
for the splay-bend modes and
for the twist-bend modes. Here A(φ) was defined in Eq. (16) and A(0) = A(φ = 0) = R − (1 + λ). One note of caution: the small-q expansion that led to Eq. (19) assumes v 0 q cos φ > q 2 µ/ρ, which means that it does not apply for φ = π/2, i.e., pure twist. It does however hold for any φ ∈ [0, π/2) but the closer φ is to π/2 the smaller q must be for the result to apply.
Two of our main results now follow. If R < 1 + λ, Eq. (19) signals a bend instability with small-q growth rate ∼ q. This was discussed in the strictly apolar case v 0 = 0 in [7] , and can be viewed as the small-q extension of the Stokesian bend instability [7] . However, if R > 1 + λ, so that the O(q) instability is averted, 0 < 1 − (1 + λ)/R < 1. If R is not too large, this means the coefficient of iq 2 in Eqs. (18) and (19) is positive, signalling a smallq instability with diffusive growth. This O(q 2 ) instability exists for R between R 1 = 1 + λ and
For [10, 40] , so requiring it to be order unity amounts to insisting that the fish have an exceptionally strong aligning interaction. This possibility cannot be ruled out a priori as alignment in living systems is likely to be active and behavioural, not a passive mechanical torque.
Large-q dynamics and the Stokesian limit
In order to relate the instabilities discussed above to the well-known Stokesian instability of aligned active suspensions, we define the lengths
below which viscosity overwhelms the inertial effects of self-propulsion and
below which Frank elasticity dominates active stresses. Note that
can change substantially as R is varied. Expanding Eqs. (14) and (15) for q max(
σ ), we find, to leading order in α and β, that the splay-bend mode that goes unstable at small R has the form
and the corresponding twist-bend mode has frequency
where A(φ) is as defined in Eq. (16) . Note that Eqs. (24) and (25) are not Stokesian expressions but short-wavelength limits of the linearized dynamics of a polar active suspension with inertia, which enters through R. We see in particular that the stability criteria in this large-q regime are identical to those for the O(q) mode at small q. Thus a twist-bend instability, with a growth rate ∼ σ 0 /µ for max(
takes place if R < 1 + λ. This establishes our claim that the O(q) instability is the small-q extension of the Stokesian instability [7] of active suspensions. The O(q 2 ) instability that intervenes at small q as R is increased does not reflect itself in the large-q dynamics.
It is important to keep in mind that the active stress σ 0 is a partial description of the mechanics of self-propulsion based on an estimate of the force-dipole concentration, and is not a priori determined by v 0 . To take an extreme case, Stokesian swimmers with no force dipole exist, e.g., the pure quadrupole [41, 56] . Assuming a volume fraction of order unity, let us nonetheless try to estimate R for typical swimmers of speed v 0 and size a (although we must remember that this size is notional in our coarsegrained description). For Reynolds number Re small at the scale of the individual organism it is plausible that σ 0 ∼ µv 0 /a. In that case R ≡ ρv 2 0 /2σ 0 ∼ ρv 0 a/µ = Re 1, so we can replace Eqs. (24) and (25) by their Stokesian approximations. For high-Re swimmers it is less obvious how to estimate σ 0 . If we take it still to be a viscous stress then R = Re continues to hold, so now R dominates in Eqs. (24) and (25), or in Eqs. (14) and (15) , guaranteeing stability. Even if σ 0 ∼ ρv 2 0 , R ∼ 1 and it is plausible that the instability is averted [57] .
Dominance of twist in the three-dimensional instability
A noteworthy feature, to our knowledge not discussed in the literature, emerges in our three-dimensional analysis: there are two families of bend instability -mixed with splay as in Eqs. (18) and (24) and twist as in Eqs. (19) and (25) . Interpolation with bend mitigates the instability in Eqs. (18) and (24), crossing over to stability for large enough φ, but twist in Eqs. (19) and (25) has no such effect. The twist-bend instability Eqs. (19) and (25) should thus dominate, as it occurs for all φ except precisely π/2. This abundance of twisted unstable modes in Eqs. (19) and (25), independent of the roles of polarity and inertia, is doubtless the explanation of the numerical observations of Shendruk et al. [58] in their study of three-dimensional extensile active nematics. Fig. 2 displays the growth or decay rates of the twist-bend mode as a function of wavenumber as R is varied. We now turn to a comprehensive numerical study of the dynamics in the various regimes defined by our linear stability analysis.
We summarise this section by noting that, when inertia is taken into account, orientable active suspensions can have two types of linear instability at small wavenumber q, governed by a control parameter R defined in 5 . Arrows indicate wavenumber corresponding to v for the unstable cases. For all the dispersion curves we use φ = 55
• and K = 10 −6 which sets K = 3.2 × 10 −3 .
Eq. (1). The instability growth-rates are of O(q) for R < R 1 = 1 + λ where λ is a flow-alignment parameter and O(q 2 ) for R 1 < R < R 2 ∼ R 1 /β where β is defined in Eq. (2) . Linearly stable behaviour is found for R > R 2 . As β ∼ 10 −4 in molecular systems, the O(q 2 )-unstable regime occupies a rather large range in parameter space. Indeed one could argue that the typical behaviour is that corresponding to the β = 0 limit, in which the aligned state is always linearly unstable, either at O(q) or at O(q 2 ). In §III we gain insight beyond this linear analysis through a detailed numerical study to discover the long-time fate of the system in these unstable regimes.
III. NUMERICAL STUDIES OF ACTIVE HYDRODYNAMICS WITH INERTIA
In the following section we conduct a detailed set of simulations with varying R. We first verify the predictions of our linear stability analysis. Next, for extensile suspensions, we reveal an inertia-driven nonequilibrium phase transition from a disordered defect-turbulent state for 0 < R < R 1 to an ordered phase-turbulent state for R 1 ≤ R < R 2 . We characterize these using the order parameter, correlation functions and energy spectrum.
A. Direct Numerical Simulations (DNS)
We numerically integrate Eqs. (4) and (5) conducted by employing a pseudo-spectral method [59] for Eq. (4) and a fourth-order central finite-difference scheme for Eq. (5). For temporal integration we use a second-order Adams-Bashforth scheme [60] . Consistent with the linear stability analysis conducted earlier, we choose a uniform ordered state with transverse monochromatic perturbation as the initial condition, i.e. u = 0 + Aê ⊥ cos q · r, p =x + Bê ⊥ cos q · r wherê e ⊥ ≡ (ŷ +ẑ)/ √ 2 is a unit vector in the plane perpendicular to the ordering direction, and we have made the arbitrary but acceptable choice A = B = 10 −3 .
We monitor the time evolution of perturbations and, in the turbulent steady-state, investigate the statistical properties of the velocity and the director fields. In Table I, we summarize the parameters used in our DNS.
B. Initial growth of instabilities
We now present a comparison between the short-time growth obtained from the DNS with the analytical predictions of the linear stability analysis. The plot of the bend-twist dispersion curve given by Eq. (15) for φ = 55
• is shown in Fig. 3 . The black dots indicate the the initial temporal growth rate of perturbations obtained from our DNS, which shows excellent agreement with the analytical results. Furthermore, our simulations correctly capture the exponential and oscillatory characters of the growth for R < R 1 and R 1 < R < R 2 respectively. Note that for R < R 1 , the exponential growth rate of perturbations is much faster than the oscillatory kinematic contribution Re[ω] = v 0 q cos φ. For R 1 < R < R 2 , Re[ω] has contributions from both the kinematic and the inertial terms. Therefore, we observe an exponential growth of |q ⊥ × δp ⊥q | for R < R 1 [see Fig. (3A) ], but oscillatory growth for R 1 < R < R 2 [see Fig. (3B) ]. • for the initial perturbations.
C. A nonequilibrium phase transition
We now investigate the morphology and statistical properties of the orientation and flow emerging from the instabilities discussed above. Fig. (4) shows the typical flow structures observed in our DNS with increasing R in the statistically steady state. For 0 < R < R 1 , we observe hedgehog defects. The inter-defect spacing grows with increasing R. Unexpectedly, when R increases past the first threshold R 1 , a fluctuating but on average aligned state emerges. As we remarked in the Introduction, this is clear numerical evidence that R = R 1 marks a nonequilibrium phase transition from a statistically isotropic state to a flock or, in the terminology of spatiotemporal chaos, from defect turbulence to phase turbulence [61] [62] [63] . In the latter state longwavelength statistical variation of the broken-symmetry variable is present but the amplitude of the order parameter is not destroyed by defects. We have not, however, measured the system-size dependence of the positive Lyapounov spectrum to establish spatiotemporal chaos quantitatively.
We now focus on the properties of the nonequilibrium phase transition. In Fig. 1(a) , we plot the magnitude | p | of the polar order parameter in the statistically steady state with increasing R, where angle brackets · denote spatio-temporal averaging. For R < R 1 , | p | is consistent with zero. We observe an onset of polar order once R increases beyond R 1 ≡ 1 + λ. However, a detailed finite-size scaling analysis needs to be undertaken to find the correct scaling near the critical region. In the defectturbulence regime, we study the steady-state longitudinal correlation function C(r) = p r (x) · p r (x + r) / p r (0)
2 , scaled to unity for r = 0, where p r = p ·r. We plot the correlation function C(r) versus r in Fig. 1(b) decay exp(−r/ξ) to the tail of C(r) [64] . We see that the correlation functions for different values of R < R 1 fall on a single curve plotted against r/ξ. Moreover, from Fig. 1(c) , ξ grows and possibly diverges as R → R 1 ; our limited data points are consistent with an exponent of unity.
D. Energy spectrum
Guided by the practice in hydrodynamic turbulence, we define the shell-averaged energy spectra
, and
where u m and p m are the Fourier coefficients of the velocity u and order parameter p fields. The behaviours of . Similar to order parameter spectrum we observe power-law behavior for 1 < qξ < qσξ, where qσ ≡ 2π/ σ . For small-q, we find a good agreement between the energy spectrum and the prediction Eu(q) ∼ [Ep(q)] 2 (unfilled symbols). For R > R1 and large-q (q > qσ) the energy spectrum shows an exponential decay Eu(q) ∼ exp(−0.29q) (black line). For different values of R, dashed vertical lines (with same color as markers) are drawn at q = qσ. E p (q) and E u (q) for a range of values of R are displayed in Figs. 5 and 6. We observe that for R < R 1 , the spec-
with ∆ = 3. We observe a gradual decrease in the exponent ∆ from 3 to 2.4 as R approaches R 1 . We emphasize that the quoted exponent values are empirically determined by conservatively selecting a dynamic range of wavenumbers away from the smallest ∼ 1/L and the largest, viz., q K ≡ 2π/ K where elasticity dominates. In the phase-turbulence regime, R 1 < R < R 2 , we observe E p (q) ∼ q −3 for R close to R 1 . As R approaches R 2 , the effect of fluctuations decrease and we observe a systematic steepening of the slope (∆).
In Eq. (4) we expect the dominant balance to be between acceleration and activity as the Reynolds number obtained by comparing the advective and viscous terms, based on the root-mean-square hydrodynamic velocity, is small (Re ≡ ρu rms ξ/µ ≤ 0.5) [65] . We therefore expect for small q, ωu
The plot in Fig. 6 (a) shows good agreement between E u (q) obtained from our DNS and the prediction above for small q. For large q > 2π/ σ , we expect viscous dissipation to be dominant and therefore, similar to dissipation range in hydrodynamic turbulence, we expect an exponential decay in the energy spectrum E u (q) ∼ exp(−ak δ ) [66, 67] . From our numerical simulations, we find δ = 1.
IV. SUMMARY AND PROSPECT
1. We have shown that inertia drives a nonequilibrium phase transition in polar active suspensions, from a defect-disordered state to an ordered and statistically stable flock. The governing control parameter R is the ratio of the inertial effects of selfpropulsion to the scale of active stress as measured by the mean force-dipole density, and displays two thresholds R 1 , R 2 obtained from linear stability analysis. This dramatic advance in the theory of flocks in fluid, whose instability [7] can now be seen as simply the Stokesian limit of a rich phase diagram, should stimulate a new wave of experiments on swimmers at nonzero Reynolds number. The design of controlled experimental systems for this purpose is therefore an important challenge.
2. For R < R 1 we show a linear dependence of perturbation growth-rate on wavenumber q as q → 0, which connects smoothly at higher wavenumbers to the classical Stokesian instability [7] of active suspensions. The nonequilibrium steady state in this domain is a turbulence dominated by hedgehogdefects.
3. Linear instability persists for R 1 < R < R 2 , which should cover most of the parameter space, because we expect R 2 R 1 , but the disturbance growthrate at low wavenumbers is diffusive. Despite the instability, the final stationary state is an ordered, though noisy, flock. 4. We have characterized the phase transition from defect turbulence to phase turbulence by using standard tools from statistical mechanics, and find evidence for a continuous onset of order and a growing correlation length.
5. This phase transition is exclusively for extensile suspensions; we have shown that inertia cannot prevent the instability of splay distortions in contractile suspensions.
6. Finally we highlight the distinct role of three dimensional perturbations in the destabilization of extensile suspensions.
We look forward to tests of our theory in experiments and particle-based numerical simulations.
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Appendix: Stability analysis with concentration
We now present the linear stability analysis in presence of the concentration field. Linearizing Eqs. (4), (5) and (6) The dispersion relation for twist-bend modes is same as Eq. (15) where F 1 = C 1 q 2 + C 2 q 3 + C 3 q 4 and F 2 = C 4 q 3 + C 5 q 4 + C 6 q 5 + C 7 q 6 . The coefficient C i s are: In Fig. 7 The dotted line shows the most unstable splay-bend mode without concentration dependence, obtained from Eq. (14) , whereas the dashed line shows the same as obtained from Eqs. (A.4), (A.5) and (A.6). These two dispersion curves are essentially identical. Hence we conclude that concentration fluctuations do not alter our basic results. 
