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Abstract
With this dissertation we present an abstraction and verification framework for pointer
programs operating on unbounded heaps. To this end, we introduce two different abstrac-
tion methods for pointer-manipulating programs: an abstraction technique for singly-
linked structures that guarantees a finite abstract semantics for any given program and
a more general approach, employing context-free hyperedge replacement graph gram-
mars to model the data structures and compute the abstraction mappings. The graph
grammars are user defined and therefore this approach can handle a variety of different
data structures.
By means of partial concretization steps we avoid the necessity for explicitly defining
the effect of pointer-manipulating operations on abstracted parts of the heap: it is ob-
tained “for free” by combining partial concretization, the concrete pointer operation, and
re-abstraction of the transformed state.
Besides the possibility to check for pointer safety, assuring the absence of null derefer-
ences, and shape safety, the preservation of the data structure, we establish an expressive
pointer logic that is based on LTL. It allows to specify safety as well as liveness proper-
ties for the executions of the system. We show that the corresponding model checking
problem can be reduced to an LTL model checking problem enabling the application of
existing, highly optimized model checkers.
We show the practical feasibility of our approach by applying it to the well-known
Deutsch-Schorr-Waite traversal algorithm for binary trees – a stackless traversal algo-
rithm that uses destructive updates.
Finally, we introduce an extension of our framework to concurrent pointer programs
with unbounded thread creation. For that purpose we model the control-flow and heap
semantics separately as Petri nets. Abstracting the heap only, we obtain a data-abstract
semantics for which we can show that the model checking problem is decidable. To obtain
practically feasible results, however, we are forced to apply in a second step abstraction
to the control-flow semantics as well. It turns out that the resulting Petri net can be rep-
resented as a finite transition system, to that our model checking method can be applied.

Zusammenfassung
In dieser Dissertation stellen wir ein Konzept zur Abstraktion und Verifikation zeiger-
manipulierender Programme, welche über unbeschränkten Speicher verfügen, vor. Da-
für führen wir zwei unterschiedliche Abstraktionstechniken ein: Die erste dient der Ab-
straktion von einfach verketteten Datenstrukturen und garantiert die Endlichkeit der
abstrakten Semantik für alle Eingaben, während ein erweiterter Ansatz Hyperkanten-
ersetzungsgrammatiken zur Modellierung komplexerer Datenstrukturen und zur Be-
rechnung der zugehörigen Abstraktionsabbildungen einsetzt. Die verwendeten Graph-
grammatiken werden vom Benutzer vorgegeben und sind daher nicht auf bestimmte Da-
tenstrukturen beschränkt.
Durch die Verwendung partieller Konkretisierungsschritte können wir es vermeiden,
für jede Programmoperation eine abstrakte Version bereitstellen müssen. Dabei ergibt
eine Kombination aus partieller Konkretisierung, Ausführung der konkreten Program-
moperation und anschließender Reabstraktion den entsprechenden abstrakten Transfor-
mationsschritt.
Die vorgestellten Verifikationsmethoden ermöglichen es uns nicht nur, mögliche Lauf-
zeitfehler, wie sie etwa durch Dereferenzierung von Null-Zeigern entstehen, festzustel-
len, und die Invarianz von Datenstrukturen im Hinblick auf einen gegebenen Algorith-
mus zu testen. Die Einführung einer auf LTL basierenden, ausdrucksstarkenHeap-Logik
erlaubt es uns, auch Sicherheits- und Lebendigkeitseigenschaften aller Läufe des Sys-
tems zu überprüfen. Wir zeigen, dass das zugehörige Model Checking-Problem auf LTL
Model Checking zurückgeführt werden kann, und somit die Anwendung vorhandener,
bewährter Model Checking-Verfahren möglich ist.
Anhand des Deutsch-Schorr-Waite-Traversierungsalgorithmus, der ohne zusätzlichen
Kellerspeicher oder andere Hilfsstrukturen auskommt, zeigen wir die praktische An-
wendbarkeit unseres Konzepts, indem wir verschiedene Korrektheitseigenschaften
nachweisen.
Abschließend erweitern wir unseren Ansatz um dynamische und unbeschränkte
Threaderzeugung zur Laufzeit. Dazu modellieren wir Kontrollfluss- und Heapsemantik
unabhängig voneinander als Petri-Netze. Durch Abstraktion des Heaps erhalten wir ei-
ne datenabstrakte Semantik, für die die Entscheidbarkeit des Model Checking-Problems
nachgewiesen werden kann. Für praktisch nutzbare Ergebnisse sind wir jedoch gezwun-
gen, in einem zweiten Schritt auch die Kontrollflusssemantik zu abstrahieren. Das da-
raus resultierende Petri-Netz kann als endliches Transitionssystem dargestellt werden,
auf welches wiederum unsere Verifikationsverfahren anwendbar sind.
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1 Introduction
Nowadays, computer systems are ubiquitous and it is generally accepted that they play
an important role in our daily life. In many cases software is operating in places where
we would not expect it. Whether modern cars, trains, airplanes, industrial robots, mo-
bile phones, medical diagnostic systems, smart cards, or consumer electronic devices, all
depend on computers and software which are frequently employed in small embedded de-
vices and controller chips. While sometimes a failure of such a component causes merely
an inconvenience – even then it can be very cost-intensive for the manufacturer – all too
often their reliability is vital. Hence, the correctness and dependability of these systems
including the software operating on them needs to be guaranteed before they are actually
employed. Due to the plethora of applications and usage scenarios there is no uniform
way to verify hardware and software systems.
1.1 Formal Methods
One of the methods to ensure the correctness of systems is the application of formal meth-
ods which are based on strong mathematical foundations. Formal methods are usually
utilized during the design phase of the system. For this purpose we need a model to be
verified. In the case of software this can be the software itself, an abstraction of it for-
mulated using a dedicated modeling language (e.g., Promela [Hol03]), or for example, a
compact mathematical description. The correctness of a system is relative to its specifi-
cation that formalizes the wanted (and unwanted) behavior of the system. This can for
instance be done with logical formulae or calculi (e.g., µ-calculus [Koz83], LTL [Pnu77],
or CTL [CE81]) that can be interpreted on the system models. Finally, the model of the
system is checked against its specification to verify its correctness. This can be done with
formal techniques such as theorem proving [RV01] or model checking [CGP00, BK08].
1.1.1 Model Checking
Unlike theorem proving, model checking is a formal verification technique that is fully
automated; that is, it usually requires no human intervention. Model checking is a brute-
force method that exhaustively explores all possible states of the system. In this way
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it can be guaranteed that a system truly satisfies its specification and thus is correct.
However, an exhaustive exploration of the system is only possible if its state space is
finite and small enough for the model checker to handle.
To enable model checking of large or even infinite state systems, there are many differ-
ent approaches in the literature: equivalences on states such as simulation [GV90] and
bisimulation [vGW96], can be used to reduce the state space by merging equivalent states
with one another. Partial order reduction [God96] may be applied in concurrent settings
to reduce the number of interleavings. It exploits the commutativity of concurrently ex-
ecuted transitions, which result in the same state when executed in different orders. A
variety of abstraction techniques – also for infinite state systems – have been proposed;
many make use of the concept of Abstract Interpretation [CC77, CC79] that can be used
for formally constructing conservative approximations of the semantics of programs.
1.2 Pointer Programs
As a result of the increasing complexity of software, object oriented programming be-
comes more and more popular. Today’s object oriented programming languages make an
extensive use of the heap by pointer manipulation. Unfortunately programming with
pointers is error-prone with potential pitfalls such as dereferencing null pointers and
the emergence of memory leaks. In addition we face the problem of infinite state spaces
arising due to the unboundedness of the heap.
Analyzing pointer-manipulating programs is a broad and very active field of research
that can be classified into the following (often overlapping) categories:
Shape analysis is a static analysis technique that represents recursive data structures
of unbounded size by finite structures, called “shape graphs”, which are usually
formalized by three-valued logical structures [BHT06, SRW02].
Predicate abstraction abstracts the state space of the program by evaluating it under
a number of given predicates, obtaining a Boolean program which conservatively
simulates all potential executions [BPZ05, DN03, PW05].
Regular model checking is a framework for unified verification of infinite-state sys-
tems based on automata theory. It represents states using words (trees) over a
finite alphabet and sets of states using finite (tree) automata [BHRV06].
Dataflow analysis is a technique for gathering information about certain aspects of a
program using its control-flow graph. This approach is generally efficient but re-
stricted to rather shallow properties of programs such as aliasing relations [NKH04],
points-to information [ZC04], or pointer range analysis [YH04].
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Hoare-style approaches extend first-order logic by reachability predicates over heap
nodes [BIL04, LAIR+05]. Separation logic has been proposed as an extension to
Hoare logic that permits local reasoning about linked structures, supporting fea-
tures to enable modular correctness proofs for pointer-manipulating programs
[OYR04, Rey02]. In particular it uses a special operator not found in Hoare logic:
the separating conjunction that allows to formulate properties for disjoint parts of
the heap.
Graph transformations are often used in the literature to verify and abstract graph
transformation systems, e.g. by employing so-called “Petri graphs” [BCK04, BK02],
or model checking state spaces generated by graph grammars [KR06]. Verifica-
tion of pointer programs is only considered in few articles. Some try to represent
the shape of heap data structures by (abstract) graphs, and to implement pointer
manipulations by graph transformation rules [RD06, Ren04]. The framework pre-
sented in [BPR04a, BPR04b, DP06] uses graph reduction grammars for abstractly
representing pointer structures. Their approach – which so far only handles shape
safety – requires to specify an abstract transformation for each operation modi-
fying a data structure. Another grammar-based approach to heap abstraction is
presented in [LYY05]; however, so far it only supports tree data structures.
Concurrency in connection with pointer analysis is only considered in rather few places.
Most publications concentrate on specific questions such as aliasing or escape anal-
ysis [RR99, SR01] or the analysis of safety properties [GBCS07, Yah01], or partic-
ular applications such as concurrent garbage collection are studied [DD01, DDP99,
VYB06]. Recently, shape analysis has been enriched with concurrency [BLAM+08].
Unbounded threading in Java programs is addressed in [Yah01].
1.3 Contribution
With this dissertation we present an abstraction and verification framework for pointer
programs operating on unbounded heaps. To this end, we introduce two different abstrac-
tion methods for pointer-manipulating programs: an abstraction technique for singly-
linked structures that guarantees a finite abstract semantics for any given program and
a more general approach, employing context-free hyperedge replacement graph gram-
mars to model the data structures and compute the abstraction mappings. The graph
grammars are user defined and can therefore handle a variety of different data struc-
tures. In contrast to other grammar-based approaches (such as [LYY05]), the expressiv-
ity of hyperedge replacement grammars does not only allow us to define abstractions for
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tree-shaped data, but also for strongly connected structures such as cyclic lists, or even
trees with interconnected leaf frontier.
Many heap abstraction methods in the literature (such as [BPR04b, DP06, Ren04,
RD06]) suffer from the necessity to develop an abstract counterpart for each concrete
heap manipulating operation in dependence of the abstraction method that is employed,
to ensure the finiteness of the state space. Through the introduction of partial con-
cretization steps we will avoid the necessity for explicitly defining the effect of pointer-
manipulating operations on abstracted parts of the heap: it is obtained “for free” by
combining partial concretization, the concrete pointer operation, and re-abstraction of
the transformed state.
Programs violating the data structure defined by a given graph grammar at a finite
number of graph locations usually pose no problem to our framework because the abstrac-
tion automatically ignores these inconsistent heap parts while collapsing other regions
of the heap.
Since the abstraction techniques have been developed with the aim of verification, they
interoperate well with our model checking and verification methods. Besides the possi-
bility to check for pointer safety, assuring the absence of null dereferences, and shape
safety, the preservation of the data structure, we establish an expressive pointer logic
that is based on LTL. It allows to specify safety as well as liveness properties for finite
and infinite executions of the system. We show that the corresponding model checking
problem can be reduced to an LTL model checking problem, enabling the application of
existing, highly optimized model checkers.
We show the practical applicability of our approach by applying it to the well-known
Deutsch-Schorr-Waite traversal algorithm for binary trees – a stackless traversal algo-
rithm that uses destructive updates – and showing several correctness aspects. We com-
pare our results with others found in the literature [BHRV06, LRS06].
Finally, we introduce an extension of our framework to concurrent pointer programs
with unbounded thread creation. To this end, we model the control-flow and heap se-
mantics separately as Petri nets. Abstracting the heap only, we obtain a data-abstract
semantics for which we can show that the model checking problem is decidable. To obtain
practically feasible results, however, we are forced to apply in a second step abstraction
to the control-flow semantics as well. It turns out that the resulting Petri net can be rep-
resented as a finite transition system, to that our model checking method can be applied.
Summarizing, our approach is unique in that it offers a new, descriptive way for speci-
fying abstractions on a wide range of heap data structures. It supports dynamic memory
allocation (leading to unbounded heap sizes) and destructive updates as well as concur-
rent programs with dynamic thread creation. Temporal logic formulae which specify the
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desirable properties of a pointer-manipulating program can be verified by our dedicated
model checking method.
This dissertation is based on the following previously published work:
[NR08] Thomas Noll and Stefan Rieger.
Verifying Dynamic Pointer-Manipulating Threads (FM 2008)
In this paper we introduce unbounded thread creation which we combine with
pointer programs that operate on singly-linked structures. It turns out that for
the logic we defined previously in [KNR07] the model checking problem is decid-
able for the data-abstract semantics and feasible when also applying a control-flow
abstraction.
[RN08] Stefan Rieger and Thomas Noll.
Abstracting Complex Data Structures by Hyperedge Replacement (ICGT 2008)
The graph grammar abstraction and its formal basis is introduced. For the first
time more complex data structures can be handled.
[HNR09] Jonathan Heinen, Thomas Noll, and Stefan Rieger.
Juggrnaut: Graph Grammar Abstraction for Unbounded Heap Structures
(TTSS 2009, to be published)
This paper is an extension of [RN08] presenting an abstraction for binary trees and
proving the correctness of the Deutsch-Schorr-Waite traversal algorithm.
The concepts in the publications listed above have been extended for this thesis; some
aspects are entirely new, some have been developed by Ralf Grossmann in his diploma
thesis [Gro09]. In addition, my publications include the following work:
[NR07] Thomas Noll and Stefan Rieger.
Composing Transformations to Optimize Linear Code (ICTAC 2007)
In this paper we analyze the behaviour and interaction of traditional code optimiza-
tions for straight-line code to obtain a more powerful composed transformation.
1.4 Outline
We have given a short introduction to the research on the verification of pointer programs.
We discussed related work and the contributions of this thesis. In Chapter 2 we will
introduce the basics necessary for our framework. The remainder is then divided into
two parts. The first part addresses the abstraction of heap structures while the second
part treats verification techniques to verify pointer programs based on the abstraction
techniques introduced before.
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Chapter 3 presents a first abstraction that handles singly-linked structures. With this
abstraction it is always guaranteed that the abstract semantics of a pointer program is fi-
nite. Next, in Chapter 4 we generalize our abstraction framework to handle more complex
data structures by employing graph grammars for specifying abstractions. In addition to
the formal details we also provide many examples for different data structures. As finite-
ness of the abstract semantics cannot be guaranteed generally, we introduce the weaker
notion of abstraction suitability that ensures finiteness in most practical applications.
The soundness of both, list and graph grammar abstraction, with respect to the concept
of Abstract Interpretation is proved in the corresponding chapter, respectively.
Part two consists of the Chapters 5 and 6. Chapter 5 introduces methods for verifying
abstract state spaces of pointer programs. An expressive temporal pointer logic based on
LTL is established to formulate correctness properties. A formal proof of the soundness
of the model checking approach is followed by a practical example based on the Deutsch-
Schorr-Waite traversal algorithm. Finally, in Chapter 6 we extend the programming
language with primitives for dynamic thread creation and (guarded) atomic regions. We
specify two semantics – control-flow and heap semantics – for which we then introduce
abstract versions. This process is illustrated with a concurrent server/worker system as
running example.
2 Preliminaries
In this chapter we present some basic concepts and definitions useful in the following
chapters when dealing with pointer programs. Before we formally introduce pointer pro-
grams (Section 2.1) and heap graphs (Section 2.2) on which those programs operate, we
define some basic notation.
• Given a set S, S⋆ and Sω denote the sets of all finite and infinite sequences (strings)
over S, respectively. For s ∈ S⋆∪Sω =: S∞ the length of s is denoted by |s| (if s ∈ Sω
then |s| =∞). The set of all elements of s is written [s], and by s(i) we refer to the
ith component of s. s[i] denotes the suffix of s starting from s(i). If i > |s| then
s[i] = ε. For s ∈ S⋆ and s′ ∈ S∞ the string s · s′ = ss′ ∈ S∞ is the concatenation of s
and s′.
• We use the notation f : A→ B to denote a function defined for every element of A.
With f : A* B we denote a partial function that is only defined on a subset of A.
For partial functions ⊥ represents the undefined value.
• The domain of a (partial) function f is denoted by dom( f ) and its co-domain by
cod( f ). The inverse of f is the function f −1 : cod( f )→ 2dom(f ) with f −1(x) = {y ∈
dom( f ) | f (y)= x}.
• For a set S ⊆ dom( f ) the function f ↾ S is the restriction of f to S. By f [a 7→ b] we
denote the function update defined by f [a 7→ b](a)= b and∀c 6= a : f [a 7→ b](c)= f (c).
The identity function on a set S is idS.
• A (partial) function f is sometimes implicitly interpreted as set of pairs {(x, f (x)) |
x ∈ dom( f )}, and a set of pairs F without ambiguous entries, i.e., ∄(x, y), (x, z) ∈ F
with y 6= z as a function, respectively. This notion allows us to apply set operators
such as union and intersection on (partial) functions. The undefined function is
then simply ;.
• A (partial) function f is implicitly defined on sets, finite sequences and tuples of
elements from dom( f ) by point-wise application.
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• For two sets A and B we define BA to be the set of total functions from A to B, that
is, BA = { f | f : A→B}.
• Given a tuple t = (A,B,C, . . .) we write At, Bt etc. for the components of t if their
names are clear from the context. The operation πi denotes the projection of a tuple
on its ith element, e.g., π2(t) = B. As with strings, we write [t] for the set of t’s
elements.
• For the entries of a binary relation R ⊆ A×B we sometimes write a R b instead of
(a,b) ∈ R, or interpret R as function R : A→ 2B with R(a) := {b ∈ B | (a,b) ∈ R} for
a ∈ A.
• We denote the set of natural numbers including zero by N, and the set of Boolean
values with B= {0,1}. The operator ⊎ is used for the disjoint union of sets.
2.1 Pointer Programs
In this work we consider a simple programming language that supports the main con-
cepts of pointer programming: pointer assignment, dereferencing pointers, unbounded
creation of heap cells, destructive updates as well as conditional and unconditional jumps.
We abstract from data values and assume that all variables and heap cells are pointers.
Let Σ be a finite alphabet, VarΣ ⊆ Σ a set of program variables, and SelΣ ⊆ Σ a set of
record selectors such that VarΣ∩SelΣ =;.
Definition 2.1.1 (Pointer Program). A pointer program over Σ is a sequence of state-
ments P = c1; . . . ; cr with ci ∈CMD where CMD is the set of the following commands:
θ := θ′ pointer assignment (θ ∈PExprΣ and θ′ ∈PExprnullΣ )
new(θ) object creation (θ ∈PExprΣ)
if β goto n conditional jump (β ∈BExprΣ, 1≤ n≤ r+1)
goto n unconditional jump (1≤ n≤ r+1)
The sets of pointer and Boolean expressions1 PExprΣ, PExpr
null
Σ , and BExprΣ are given
as follows:
PExprΣ ::= VarΣ |VarΣ .SelΣ
PExprnullΣ ::= null |PExprΣ
BExprΣ ::= TRUE |PExprnullΣ =PExprnullΣ | ¬BExprΣ |BExprΣ∧BExprΣ
The set of all such pointer programs over Σ is denoted by PPROG(Σ).
1For simplicity reasons the Boolean expressions contain the minimum number of operators necessary; an
extension is straightforward.
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1 if x= null goto 10;
2 if x= x.n goto 9;
3 y := x.n;
4 x := x.p;
5 x.n := y;
6 y.p := x;
7 y := null;
8 goto 10;
9 x := null;
Figure 2.1: Delete from a cyclic doubly-linked list
Our programming language does not support arbitrary dereferencing depths which
is no restriction since this feature can be emulated by a sequence of assignments. An
object deletion command is omitted since a null-assignment with a subsequent garbage
collection (see Section 2.2.1 on page 23) has the same effect. A program terminates if it
reaches the control position r+1.
Example 2.1.2. In Figure 2.1 an example program is shown that deletes an element from
an arbitrary cyclic doubly-linked list. The selectors n and p respectively model the next-
and previous-pointers. The variable x is assumed to point to some object in the structure
while y is used as an auxiliary variable. Figure 2.2 on the following page graphically
depicts the program execution for an example, starting with the third instruction since
the Boolean conditions of the two if-statements are false. For a better understanding
the garbage collection step from H′
3
to H4 is shown explicitly; later on this will be done
implicitly.
2.2 Heap Graphs
As we have seen in Figure 2.2, it is quite natural to describe the heap as a graph struc-
ture. Herein the pointers are represented as edges labeled with the record selectors while
the heap cells are vertices. The program variables are modeled by special edges labeled
with the variable symbol. This choice of representation might seem awkward at first
glance but it can be nicely extended to hypergraphs that we will utilize in Chapter 4.
In the following, we assume V to be an infinite countable set of vertices and E to be an
infinite countable set of edges.
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Figure 2.2: Executing the Delete-program
Definition 2.2.1 (Heap Configuration). A heap configuration over the alphabet Σ is a
graph H = (V ,E,att,ℓ) where V ⊂V is a finite set of vertices, E ⊂ E a finite set of edges,
att :E→V ∪V 2 is a function assigning source and target vertices to the edges, and ℓ :E→
Σ is an edge-labeling function. Variable edges have only a target vertex while all other
edges have both source and target vertices.
We require that H is deterministic, that is, for e, e′ ∈ E with e 6= e′, att(e) = uv, and
att(e′)= uw, it holds either ℓ(e) 6= ℓ(e′) or v 6=w (or both). Moreover, for all x ∈VarΣ it must
hold |ℓ−1(x)| ≤ 1.
The set of all those configurations as above we denote by HCΣ.
For simplicity we will often use the auxiliary functions srcH =π1 ◦att and tgtH =π2 ◦att
for non-variable edges. The mapping valH :VarΣ→ V ∪ {null}, yielding for every variable
the corresponding pointer target, is defined as follows for x ∈VarΣ:
valH(x)= v ⇔ ∃e ∈E : ℓ(e)= x∧att(e)= v
valH(x)= null ⇔ ∄e ∈E : ℓ(e)= x
Heap configurations must be deterministic graphs since for every variable or record
selector there can be at most one pointer target; otherwise assignments would be am-
biguous. null-pointers (including variables) are generally not represented in the configu-
rations and implicitly assumed to be there.
Example 2.2.2. The heap configuration over Σ = {x, y,n, p} representing a cyclic dou-
bly linked list with m elements (as depicted in Figure 2.2 for m = 4) can be written as
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({v0, . . . ,vm−1}, {e0, . . . , e2m},att,ℓ) with
att= {(e i, (vi,v j)) | 0≤ i ≤m−1, (i+1) modm= j}
∪ {(e i, (v j,vk)) |m≤ i ≤ 2m−1, (i+1) modm= j, i modm= k}
∪ {(e2m,v0)}
ℓ= {(e i,n) | 0≤ i ≤m−1}∪ {(e i, p) |m≤ i ≤ 2m−1}∪ {(e2m, x)}
2.2.1 Garbage Collection and Isomorphism
Garbage elements, i.e., elements in the graph that are not reachable starting from the
program variables, play no role in the semantics of pointer programs and thus can be
eliminated. Formally the garbage collection mapping can be defined as follows.
Definition 2.2.3 (Garbage Collector). The garbage collector is a mapping GC : HCΣ →
HCΣ where GC(H) = H′ for H = (V ,E,att,ℓ) ∈ HCΣ and H′ = (V ′,E′,att′,ℓ′) ∈ HCΣ such
that
V ′ = {v ∈V | ∃e1, . . . , en ∈E, ∃v1, . . . ,vn ∈V such that ℓ(e1) ∈VarΣ,
att(e1)= v1, vn = v, and att(e i)= vi−1vi for 2≤ i ≤ n}
E′ = {e ∈E | [att(e)]⊆V ′}
att′ = srcH ↾V ′
ℓ′ = ℓ ↾V ′
In the following, when comparing heap configurations, we assume that they are invari-
ant with respect to GC; in other words, we implicitly assume that GC has already been
applied on both arguments.
Isomorphic configurations, that is, configurations that are the same modulo vertex and
edge renaming, are treated as equal and are not distinguished.
Definition 2.2.4 (Isomorphism). Two hypergraphs Hi = (Vi,E i,atti,ℓi) ∈ HCΣ, i ∈ {1,2}
are isomorphic if there exists a pair of bijective mappings ι= (ιV , ιE) with ιV :V1→V2 and
ιE :E1→E2 such that
• ιV ◦att1 = att2 ◦ ιE
• ℓ1 = ℓ2 ◦ ιE
ι is called isomorphism.
The compositions ιV ◦att1 and att2 ◦ ιE have both the signature E1→V⋆2 here.
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2.2.2 Semantics of Commands and Expressions
Based on heap configurations we can now define the formal semantics of expressions and
the basic statements. We start with the semantics of pointer expressions: given a heap
configuration and a pointer expression, it yields a node in the heap, null, or an undefined
result. The latter happens if we dereference a null-pointer.
Definition 2.2.5 (Semantics of Pointer Expressions). The semantics of pointer expres-
sions is the partial function P [[· ]] : PExprnullΣ ×HCΣ*V∪ {null} that is defined as follows
for x ∈VarΣ, s ∈SelΣ and H = (V ,E,att,ℓ) ∈HCΣ:
P [[null,H ]]= null
P [[x,H ]]= valH(x)
P [[x.s,H ]]=

v if ∃e ∈E : att(e)= valH(x) ·v ∧ ℓ(e)= s
null if valH(x) 6= null ∧ ∄e ∈E : srcH(e)= valH(x)∧ℓ(e)= s
⊥ otherwise
The semantics of Boolean expressions is strict; that is, if one subexpression is unde-
fined, the result is so too.
Definition 2.2.6 (Semantics of Boolean Expressions). The semantics of Boolean expres-
sions is the partial function B[[· ]] : BExprΣ ×HCΣ * B that is defined as follows for
θ,θ′ ∈PExprnullΣ , β,β′ ∈BExprΣ and H ∈HCΣ:
B[[TRUE,H ]]= 1
B[[θ = θ′,H ]]=

⊥ if P [[θ,H ]]=⊥ ∨ P [[θ′,H ]]=⊥
1 if P [[θ,H ]]=P [[θ′,H ]] 6= ⊥
0 otherwise
B[[¬β,H ]]=
⊥ ifB[[β,H ]]=⊥1−B[[β,H ]] otherwise
B[[β∧β′,H ]]=

⊥ ifB[[β,H ]]=⊥ ∨ B[[β′,H ]]=⊥
1 ifB[[β,H ]]=B[[β′,H ]]= 1
0 otherwise
Now that we formalized the expression semantics, we can define the effects of state-
ment executions on heap configurations.
2.2. Heap Graphs 25
Definition 2.2.7 (Statement Semantics). The statement semantics is a partial function
C [[· ]] : HCΣ×CMD*HCΣ defined as follows for θ ∈PExprΣ, θ′ ∈PExprnullΣ , β ∈BExprΣ, x ∈
VarΣ, s ∈SelΣ, c1, c2 ∈CMD, and H = (V ,E,att,ℓ) ∈HCΣ.
C [[θ := θ′,H ]]=

⊥ if P [[θ′,H ]]=⊥
∨ (θ = x.s∧valH(x)= null)
(V ,Eθ
P [[θ′,H ]],att
θ
P [[θ′,H ]],ℓ
θ
P [[θ′,H ]]) otherwise
C [[new(θ),H ]]=
⊥ if θ = x.s∧valH(x)= null(V θ,Eθ,attθ,ℓθ) otherwise
C [[if β goto n,H ]]=
⊥ if B[[β,H ]]=⊥H otherwise
C [[goto n,H ]]=H
C [[c1; c2,H ]]=C [[c1,C [[c2,H ]] ]]
where for x ∈VarΣ, s ∈SelΣ and v ∈V :
Exnull =E\ℓ−1(x)
attx
null
= att ↾Ex
null
ℓxnull = ℓ ↾Exnull
Ex.snull =E\{e ∈E | srcH(e)= valH(x)∧ℓ(e)= s}
attx.snull = att ↾Ex.snull
ℓx.snull = ℓ ↾Ex.snull
Exv = (E\ℓ−1(x))⊎ {enew}
attxv = (att ↾Exv)[enew 7→ v]
ℓxv = (ℓ ↾Exv)[enew 7→ x]
Ex.sv = (E\{e ∈E | srcH(e)= valH(x)∧ℓ(e)= s})⊎ {enew}
attx.sv = (att ↾Ex.sv )[enew 7→ valH(x) ·v]
ℓx.sv = (ℓ ↾Ex.sv )[enew 7→ s]
V x =V ⊎ {vnew}
Ex = (E\ℓ−1(x))⊎ {enew}
attx = (att ↾Ex)[enew 7→ vnew]
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ℓx = (ℓ ↾Ex)[enew 7→ x]
V x.s =V ⊎ {vnew}
Ex.s = (E\{e ∈E | srcH(e)= valH(x)∧ℓ(e)= s})⊎ {enew}
attx.s = (att ↾Ex.s)[enew 7→ valH(x) ·vnew]
ℓx.s = (ℓ ↾Ex.s)[enew 7→ s]
As mentioned before, for better readability we omitted the garbage collection mapping
GC. We assume that it is applied on the results. In the following Section 2.3 we will
define the full semantics of our programming language based on transition systems.
2.3 Transition Systems
Transition systems are a concept widely used for modeling operational semantics and ver-
ification purposes. Model checking is one of those verification techniques [BK08, CGP00]
mostly relying on finite state transition systems.
Definition 2.3.1 (Transition System). A (labeled) transition system is aKripke structure
T = (Q,Q0,R,L) with a set of states Q, a set of initial states Q0 ⊆Q, a transition relation
R ⊆ Q ×Q and a state labeling function L : Q → L where L is a (possibly infinite) set of
labels.
Let TS(L) be the set of all such L-labeled transition systems.
We usually assume that the set of states Q of a given transition system only consists
of those states that are reachable from the set of initial states Q0; i.e., the following
property:
∀q ∈Q : ∃q0, . . . ,qn ∈Q s.t. q0 ∈Q0, qn = q and (q i,q i+1) ∈R for 0≤ i < n
2.3.1 Operational Semantics of Pointer Programs
We will use transition systems to specify the operational semantics of our pointer pro-
gramming language. We call this semantics also the concrete semantics since it does not
employ any abstraction. It is used as reference point for the correctness of our abstraction
techniques introduced in the following chapters.
Definition 2.3.2 (Operational Semantics). LetH0 ⊆HCΣ be a given set of initial heaps.
The operational semantics of P = c1; . . . ; cr ∈ PPROG(Σ) is then given by the transition
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system T(P,H0)= (Q,Q0,R,L)∈TS(HCΣ) where
Q = ({1, . . ., r+1}×HCΣ) with error state qerr = (r+1,Herr) and Herr = (;,;,;,;)
Q0 = {1}×H0
L(q)=π2(q)
The transition relation R is defined as follows for 1 ≤ i, j ≤ r, θ ∈ PExprΣ, θ′ ∈ PExprnullΣ ,
and β∈BExprΣ:
ci ∈ {θ := θ′, new(θ′)} H′ =C [[ci,H ]] 6= ⊥ i ≤ r
(i,H) R (i+1,H′)
(1)
ci = if β goto j B[[β,H ]]= 0 i ≤ r
(i,H) R (i+1,H)
(2)
ci = if β goto j B[[β,H ]]= 1
(i,H) R ( j,H)
(3)
ci = goto j
(i,H) R ( j,H)
(4)
ci ∈ {θ := θ′, new(θ′)} C [[ci,H ]]=⊥
(i,H) R qerr
(5)
ci = if β goto j B[[β,H ]]=⊥
(i,H) R qerr
(6)
Rules 1-3 fail if the statement or Boolean semantics are undefined. In these cases the
rules 5 and 6 apply, and we reach the special error state qerr that has no out-transitions.
Later on, this will be used for detecting programs violating pointer safety.
Example 2.3.3. Let us consider again the example program in Figure 2.1 on page 21 and
the heap configurations depicted in Figure 2.2 on page 22. The corresponding transition
system for the initial heap H0 in Figure 2.2 is T(P, {H0}) = ({Hi | i ∈ {0, . . .,5}}, {H0},R,L)
with L as in Definition 2.3.2 on the facing page and R as follows:
(1,H0) R (2,H0) R (3,H0) R (4,H1) R (5,H2) R (6,H3) R (7,H4) R (8,H5) R (10,H5)
T(P, {H0}) contains the states that are reachable from H0.
Unfortunately the concrete semantics of a pointer program is not always finite as in
the above example. It may also consist of an infinite transition system.
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Corollary 2.3.4. There exist P ∈ PPROG(Σ) such that (the reachable part of) T(P,H0) is
infinite.
Proof. Let VarΣ = {x, y} and SelΣ = {n}. It is easy to see that the simple program
y := x; new(x); x.n= y; goto 1;
has infinitely many states since at every iteration it inserts a new element into a linear
list.
As pointer programs can yield infinite transition systems, finite state verification tech-
niques such as model checking are inapplicable. In the next chapters we will present
methods for dealing with this problem by abstraction. This entails an over-approximation
and thus a loss of precision.
Part I
Heap Abstraction Techniques

3 Abstracting Singly-Linked
Structures
In the previous chapter we have seen that pointer programs yield potentially infinite
state spaces and thus prevent the application of standard verification techniques. In this
thesis we will present two heap abstraction techniques that can be used to obtain finite
state spaces that conservatively over-approximate the concrete semantics. The first one
is specialized on list-like heap structures and addressed in this chapter. It always yields
finite state spaces as we will see later on. Before establishing the actual abstraction
method in Section 3.2, we will give a short introduction to the theory of Abstract Inter-
pretation [CC77, CC79] that is employed in our framework. Finally, we will formalize the
abstract semantics of list-manipulating programs and prove its soundness in Section 3.3.
3.1 Abstract Interpretation
Abstract Interpretation is a concept for formally constructing conservative approxima-
tions of the semantics of programming languages. It can be employed for constructing
semantics-based analysis algorithms for the automatic, static, and conservative determi-
nation of dynamic properties of infinite-state systems such as pointer programs. Abstract
Interpretations are based on Galois connections.
Definition 3.1.1 (Galois Connection). A Galois connection is a structure (S,≤S,T, ≤T
,σ,τ) with sets S and T that are partially ordered by ≤S and ≤T , respectively, and func-
tions σ : S→ T and τ : T→ S such that the following conditions are fulfilled:
(i) ∀s1, s2 ∈ S : s1 ≤S s2⇒σ(s1)≤T σ(s2)
(ii) ∀t1, t2 ∈T : t1 ≤T t2⇒ τ(t1)≤S τ(t2)
(iii) ∀s ∈ S : s≤S τ(σ(s))
(iv) ∀t ∈T : t≤T σ(τ(t))
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An abstract semantics is obtained from the concrete one by replacing the actual (con-
crete) domain of computation and its concrete semantic operations with an abstract do-
main and the corresponding abstract semantic operations. This is formalized by abstrac-
tion and concretization functions. The abstraction function maps every concrete element
onto an abstract entity, while the concretization function assigns each abstract element a
set of concrete elements. If extended to sets of abstract or concrete states, those functions
form a Galois connection.
Definition 3.1.2 (Abstract Interpretation Framework). Let C be a concrete and A an ab-
stract domain, RC ⊆ C ×C a concrete transition relation, and RA ⊆ A× A an abstract
transition relation. The function α : C → A maps each concrete element onto an ab-
stract one, and γ : A→ 2C yields for each abstract element a set of concrete ones. We call
the structure (C,RC,A,RA,α,γ) an Abstract Interpretation framework (AI-framework) if
(2C,⊆,2A,⊆,α′,γ′) with
α′ : 2C→ 2A
α′(S)= ⋃
s∈S
{α(s)} for all S ⊆C
γ′ : 2A→ 2C
γ′(T)= ⋃
t∈T
γ(t) for all T ⊆ A
is a Galois connection.
In order to prove the soundness of an Abstract Interpretation framework, we need to
ensure that RA is a sound over-approximation of RC.
Definition 3.1.3 (Soundness). An AI-framework (C,RC,A,RA,α,γ) is sound if for all
a ∈ A
RC(γ(a))⊆ γ(RA(a)).
The definition states that concrete transformations (RC transitions) are at least as
precise1 as abstract ones. In Figure 3.1 on the next page this relationship is visualized
graphically. Concretizing an abstract element a, we obtain a set of concrete ones γ(a).
Now we can transform both, using the transformations RC and RA, respectively. Finally,
the concretizations of the transformed abstract element γ(RA(a)) form a superset of the
set of transformed concrete elements RC(γ(a)). Thus the abstract semantics generally
allows for more behavior than the concrete one; it is an over-approximation.
1Precision is here to be interpreted with respect to ⊆. A set A is more precise than a set B if A ⊆B.
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γ(a)
γ(RA(a))
RC(γ(a))
a RA(a)
γ
γ
RA
RC ⊆
Figure 3.1: Soundness of RA
3.2 Chain Abstraction
In this chapter we consider a subset of our programming language from Definition 2.1.1
on page 20: programs that allow only one record selector. These programs operate on
singly-linked structures; that is, every heap cell has at most one successor. In the fol-
lowing we will call these programs list-manipulating programs even though sharing and
cycles are allowed. Without loss of generality we assume throughout this section that
SelΣ = {n} (n stands for “next”).
Our abstraction technique for singly-linked structures is parametrized by a global in-
teger precision constantM ≥ 1 which allows a systematic abstraction refinement to elim-
inate false positives. This works by increasingM if the verification (see Chapter 5) fails.
The abstraction idea is essentially to collapse heap parts that may become unbounded
in their size. In the singly-linked case these are so-called chains that are non-interrupted
sublists; i.e., list segments where only the head node is allowed to have more than one
predecessor. This abstraction technique is well known [CWZ90, DKR06, SRW98]. Of-
ten chains are collapsed into abstract summary nodes. To allow for an easier extension
towards more general data structures, we will use a different approach and introduce
abstract edges. To mark those abstract edges we will use a special label L ∈ Σ with
L ∉SelΣ∪VarΣ.
Definition 3.2.1 (Abstract Heap Configuration). An abstract heap configuration for list-
manipulating programs over Σ is a structure H = (V ,E,att,ℓ) as in Definition 2.2.1 on
page 21 where edges e with ℓ(e) = L are abstract edges representing list segments. The
set of all those configurations we denote by LHCΣ. The auxiliary functions srcH , tgtH , and
valH remain unchanged with respect to Definition 2.2.1 on page 21.
Obviously the abstract heap configurations form a superset of the concrete ones. When
transferring concrete operations to the abstract case, we encounter problems as abstract
edges can interfere with assignments. Instead of defining the abstract semantics explic-
itly for every command, we introduce a kind of “normal form” for configurations that
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ensures that the instructions affect only concrete heap parts: we require that there are
no abstract edges adjacent to variable edges.
Definition 3.2.2 (Admissibility). A heap configuration H = (V ,E,att,ℓ) ∈ LHCΣ is ad-
missible if there is no combination of an x ∈ VarΣ and an e ∈ E such that ℓ(e) = L and
valH(x)= srcH(e). The set of admissible configurations is aLHCΣ ⊂LHCΣ.
Whenever we encounter inadmissible configurations (e.g., after the execution of some
assignment) we will restore admissibility by performing a partial concretization to mate-
rialize concrete elements from an abstract edge (the details can be found in Section 3.3).
Our chain abstraction collapses uninterrupted list segments to abstract L-labeled
edges. To formalize this concept we specify interruption vertices that enclose the list
segments we wish to abstract.
Definition 3.2.3 (Interruption Vertex). Let H = (V ,E,att,ℓ) ∈LHCΣ. A vertex v ∈V is an
interruption vertex if one of the following conditions holds:
(i) ∃x ∈VarΣ : valH(x)= v
(ii) |{e ∈E | tgtH(e)= v}| > 1, or
(iii) ∄e ∈E with srcH(e)= v
The set of interruption vertices of H is IV(H).
Interruption vertices are those vertices that are referenced by variables, have more
than one incoming edge or no outgoing edge. Figure 3.2 on page 37 shows a concrete and
an abstract heap configuration. In both the interruption vertices are colored black. In
the abstract configuration two list-segments have been collapsed to the abstract edges
depicted as dashed lines in the figure.
Definition 3.2.4 (Chain). Let H = (V ,E,att,ℓ) ∈ LHCΣ. A nonempty set of edges C ⊆
E\ℓ−1(VarΣ) is called a chain if there exists a bijection f : {1, . . ., |C|}→C such that
(i) srcH( f (i))∉ IV(H) for 2≤ i ≤ |C|
(ii) tgtH( f (i))∉ IV(H) for 1≤ i ≤ |C|−1
(iii) tgtH( f (i))= srcH( f (i+1)) for 1≤ i ≤ |C|−1
Let Chains(H) be the set of all such chains in H. With C(i)= f (i)we denote the ith element
of C. Moreover
←−
C := srcH( f (1)) and
−→
C := tgtH( f (|C|)).
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A chain is thus a sequence of edges without any interjacent interruption vertices. The
first (last) edge of a chain may start (be terminated) with an interruption vertex. Note
that in particular every single edge already forms a chain. Based on the concepts of
chains we can now define abstraction morphisms – edge-mappings between two configu-
rations – that collapse chains of size >M but respect the list structure.
Definition 3.2.5 (Abstraction Morphism). Let Hi = (Vi,E i,atti,ℓi) ∈ LHCΣ, i ∈ {1,2}. A
surjective function h : E1 → E2 is an abstraction morphism if the following conditions
hold:
(i) ∀e ∈E2 : h−1(e) ∈Chains(H1)
(ii) ∀e, e′ ∈E1 : tgtH1(e)= srcH1(e′) ⇒ tgtH2(h(e))= srcH2(h(e′))∨h(e)= h(e′)
(iii) ∀e, e′ ∈E2 : tgtH2(e)= srcH2(e′) ⇒
−−−−→
h−1(e)=
←−−−−−
h−1(e′)
(iv) ∀e ∈E1 : ℓ1(e)= L ⇒ ℓ2(h(e))= L
(v) ∀e, e′ ∈E1 : e 6= e′∧h(e)= h(e′)⇒ ℓ2(h(e))= L
(vi) ∀e ∈E2 : ℓ2(e)= L ⇒ (∃e′ ∈ h−1(e) : ℓ1(e′)= L) ∨ |h−1(e)| >M
With h : H1 ֌ H2 we denote that the abstraction morphism h abstracts H1 to H2 and
H2 ≤H1 means that there is an h :H1֌H2.
Some more detailed explanations are in order. The first condition ensures that only
chains can be collapsed to abstract edges while conditions two and three are necessary
to preserve the order of edges (and vertices). Condition four states that abstract edges
remain abstract in the image of the morphism and the fifth guarantees that whenever
two edges are mapped onto a single edge, the target edge must be abstract (labeled by
L). Finally, the last condition is necessary to assure that chains can only be abstracted if
their cardinality is greater thanM .
The partial order ≤ on heap configurations is transitive; in other words, abstraction
morphisms are closed under functional composition.
Lemma 3.2.6 (Transitivity). Let H1,H2,H3 ∈ LHCΣ such that H3 ≤ H2 and H2 ≤ H1.
Then also H3 ≤H1.
Proof. Let Hi = (Vi,E i,atti,ℓi) and h1 : H1֌ H2 and h2 : H2֌ H3. We will show that
h2 ◦h1 is an abstraction morphism.
36 Chapter 3. Abstracting Singly-Linked Structures
(i) ∀e ∈E3 : (h2 ◦h1)−1(e)= (h−11 ◦h−12 )(e) ∈Chains(H1)
By definition h−12 (e) = C ∈ Chains(H2). Then because of case (iii) from Defini-
tion 3.2.5 on the preceding page we have
−−−−−−−→
h−11 (C(i))=
←−−−−−−−−−−
h−11 (C(i+1)) for 1≤ i ≤ |C|−1.
The only possibility for
⋃
h−1
1
(C) ∉ Chains(H1) is now that there is (at least) one
e′ ∈E1\⋃h−11 (C) such that tgtH1(e′)= srcH1(e′′) for an e′′ ∈⋃h−11 (C\{C(1)}), making
tgtH1(e
′) an interruption vertex. But according to condition (ii) of Definition 3.2.5
this would imply that tgtH2(h1(e
′))= srcH2(h1(e′′)) and thus C would not be a chain.
(ii) ∀e, e′ ∈ E1 : tgtH1(e) = srcH1(e′) ⇒ tgtH3(h2(h1(e))) = srcH3(h2(h1(e′)))∨ h2(h1(e)) =
h2(h1(e
′))
If tgtH1(e) = srcH1(e′), then by Definition 3.2.5, condition (ii) either tgtH2(h1(e)) =
srcH2(h1(e
′)) or h1(e) = h1(e′). In the latter case also h2(h1(e)) = h2(h1(e)). Other-
wise it follows again tgtH3(h2(h1(e)))= srcH3(h2(h1(e′))) or h2(h1(e))= h2(h1(e)).
(iii) ∀e, e′ ∈E3 : tgtH3(e)= srcH3(e′) ⇒
−−−−−−−−−−→
(h2 ◦h1)−1(e)=
←−−−−−−−−−−−
(h2 ◦h1)−1(e′)
If tgtH3(e)= srcH3(e′), then by Definition 3.2.5, case (ii) h−12 (e)=C ∈Chains(H2) and
h−1
2
(e′)=C′ ∈Chains(H2). Then, according to condition (iii), also tgtH2(C(|C|))=
−→
C =←−
C′ = srcH2(C′(1)). It follows again (cases (i) and (iii)) that
−−−−−−−−−→
h−11 (C(|C|)) =
←−−−−−−−−
h−11 (C
′(1))
and thus
−−−−−−−−−→
h−1
1
(h−1
2
(e))=
←−−−−−−−−−
h−1
1
(h−1
2
(e′)).
(iv) ∀e ∈E1 : ℓ1(e)= L ⇒ ℓ3(h2(h1(e)))= L
Holds obviously since if ℓ1(e)= L also ℓ2(h1(e))= L and ℓ3(h2(h1(e)))= L.
(v) ∀e, e′ ∈E1 : e 6= e′∧h2(h1(e))= h2(h1((e′))⇒ ℓ3(h2(h1(e)))= L
Clear since if ℓ2(h1(e))= L also ℓ3(h2(h1(e)))= L.
(vi) ∀e ∈E3 : ℓ3(e)= L ⇒ (∃e′ ∈ (h2◦h1)−1(e) : ℓ1(e′)= L) ∨ |(h2◦h1)−1(e)| >M Let e ∈E3
and ℓ3(e)= L. Then we have according to Definition 3.2.5, case vi:
∃e¯ ∈ h−12 (e) : ℓ2(e¯)= L︸ ︷︷ ︸
(1)
∨ |h−12 (e)| >M︸ ︷︷ ︸
(2)
From (2) it follows clearly that also |h−1
1
(h−1
2
(e))| >M since h1 is surjective. From
(1) it follows:
∃ ¯¯e ∈ h−11 (e¯) : ℓ1( ¯¯e)= L ∨ |h−11 (e¯)| >M
From this follows the claim (for e′ = ¯¯e).
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Concrete Configuration
Abstract Configuration
Figure 3.2: Abstraction of example-heap forM = 2
For a given concrete configuration there are many possible abstractions using abstrac-
tion morphisms. Usually one wants to obtain the smallest abstraction. In compact con-
figurations only chains with a maximum length less thanM are permitted. To allow for
admissibility, edges adjacent to variables are excluded from this requirement.
Definition 3.2.7 (Compactness). An abstract configuration H = (V ,E,att,ℓ) ∈ aLHCΣ is
called compact if for all e ∈E at least one of the following conditions holds:
(i) ∃x ∈VarΣ : valH(x)= srcH(e)
(ii) ∄C ∈Chains(H) : |C| ≥M ∧ e ∈C.
The set of all such configurations we denote by aLHC
♯
Σ.
Corollary 3.2.8 (Uniqueness). Compact configurations are unique2, i.e., if forH ∈ aLHCΣ,
H1,H2 ∈ aLHC♯Σ, H1 ≤H and H2 ≤H then H1 =H2.
Proof. Assume h i : H ֌ Hi. Define an isomorphism ι = (ιV , ιE) with ιV : V1 → V2 and
ιE :E1→E2 such that for all e ∈E, ι((h1(e))= h2(e).
Finally we can define our abstraction function. For any given admissible configuration
H it computes a compact configurationH′ such that there exists an abstractionmorphism
from H to H′.
Definition 3.2.9 (List Abstractor). A list abstractor is a function Alist : aLHCΣ→ aLHC♯Σ
such that for any H ∈ aLHCΣ, Alist(H)=H′ with H′ ∈ aLHC♯Σ and H′ ≤H.
Let us consider again the example configurations depicted in Figure 3.2. The upper
configuration represents a concrete heap configuration with interruption vertices marked
in black color. Below the result of the abstraction for M = 2 can be seen. Thus chains
with at least two inner vertices are collapsed to the abstract L-labeled edges represented
by the dashed lines in the figure.
2Modulo isomorphism; as mentioned before we treat two isomorphic heap configurations as equal.
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Figure 3.3: Largest possible abstract list configuration
3.2.1 Boundedness
When developing abstraction techniques, it is important to know whether the arising
state spaces will be finite for any input. To this end, we first show that the size of compact
heap configurations is bounded.
Theorem 3.2.10 (Boundedness). Let H = (V ,E,att,ℓ) ∈ aLHC♯Σ. Then |V | ≤ (2M + 1) ·
|VarΣ| and |E| ≤ |V |+ |VarΣ| (if H is garbage-free).
Proof. The maximal size of heap configurations depends on the number of the program
variables. In Figure 3.3 the largest possible compact configuration for given VarΣ andM
is depicted. In fact, the configuration is still concrete and the chains have the maximal
length allowed without abstraction. The gray vertices cannot be abstracted together with
the subsequent chain because this would violate admissibility. No modification of the
configuration (e.g., by list sharing) will increase its size; while some lists increase in size
others are reduced. Thus we obtain the following bound:
|V | ≤ ( 2︸︷︷︸
interruption vertices
+ 1︸︷︷︸
gray vertex
+2 · ( M −1︸ ︷︷ ︸
inner chain-vertices
)) · |VarΣ| = (2M +1) · |VarΣ|
The number of edges can at most be |V |+ |VarΣ| since every vertex has at most one suc-
cessor. We have to add the number of program variables as each of them is represented
by an edge.
In the following we will call a list segment followed by a cycle as depicted in Figure 3.3
lasso.
Corollary 3.2.11 (Finiteness). aLHC
♯
Σ is finite (assuming isomorphic configurations to
be identical).
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Proof. According to Theorem 3.2.10 the size of every compact configuration is bounded.
Thus, for given VarΣ andM there are only finitely many possibilities to construct com-
pact configurations.
From the finiteness of aLHC
♯
Σ we can conclude that any abstract semantics operating
on compact configurations will also be finite. We will introduce such a semantics in the
following section.
3.3 Abstract Semantics
In Chapter 2 we already introduced a concrete semantics for pointer programs repre-
sented by an possibly infinite transition system (Corollary 2.3.4). Here we will present
an abstract version specialized for list-manipulating programs which is finite for any
input. Due to the requirement of admissibility the concrete expression semantics (Defi-
nitions 2.2.5 on page 24 and 2.2.6 on page 24 remains unchanged (expression evaluation
on concrete heap parts).
The modeling of the abstract semantics of statements is more complex as it involves
several steps. Those steps are visualized for an exemplary assignment y := x.n in Fig-
ure 3.4 on the next page. Interruption vertices are filled with black color while inner
chain vertices are left unfilled.
(i) First the actual assignment is executed similar to Definition 2.2.7 on page 25. This
may lead to configurations violating admissibility (Definition 3.2.2 on page 34). In
addition, abstractable chains may arise since a variable update can make an inter-
ruption vertex to an inner vertex of a chain. In Figure 3.4 on the following page
both is the case.
(ii) Next, garbage collection is applied to obtain a garbage-free configuration. This is
done implicitly since we assume configurations to be garbage-free.
(iii) When variables get too close to L-edges, partial concretization becomes necessary.
From the affected abstract edges concrete vertices are extracted. For each L-edge
we have to consider two cases:
(a) The abstract edge represents more thanM inner vertices. Then we replace it
by a concrete vertex followed by an L-edge.
(b) ExactlyM inner vertices are represented by the abstract edge. In this case it
is fully concretized to a chain withM inner nodes.
Thus we get more than one possible result; the nondeterministic choice leads to an
over-approximation of the concrete behavior.
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actual assignment (y := x.n)
Figure 3.4: Abstract assignment y := x.n (M = 2)
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(iv) Finally re-abstraction is necessary in the case that there exist chains that are not
compact. This is the case in Figure 3.4 where the inner chain nodes are replaced by
an L-edge.
In step three we need an operation performing a partial concretization. This can be
formalized as follows.
Definition 3.3.1 (List Concretizer). A list concretizer is a function Clist : LHCΣ→ 2aLHCΣ
such that for H ∈LHCΣ we have
Clist(H)= {H′ ∈ aLHCΣ |H ≤H′ ∧ ∀H′′ ∈ aLHCΣ :H′′ ≤H′⇒H′′ =H′}
Clist does the minimal concretization necessary for obtaining admissibility.
3.3.1 The Abstract Transition System
Finally, we can define the abstract statement semantics of list-manipulating programs; it
is operating on compact configurations. One of the changes is that Clist[[· ]] now yields a set
of abstract configurations as a result. This is necessary since the partial concretization
is nondeterministic.
Definition 3.3.2 (Abstract Statement Semantics). The abstract statement semantics for
list-manipulating programs is the function Clist[[· ]] : aLHC♯Σ ×CMD → 2aLHC
♯
Σ , defined
as follows for θ ∈ PExprΣ, θ′ ∈ PExprnullΣ , β ∈ BExprΣ, x ∈ VarΣ, c1, c2 ∈ CMD, and H ∈
aLHC
♯
Σ:
Clist[[θ := θ′,H ]]=

; if C [[θ := θ′,H ]]=⊥
Alist(Clist(C [[θ := θ′,H ]])) otherwise
Clist[[new(θ),H ]]=

; if C [[new(θ),H ]]=⊥
Alist(C [[new(θ),H ]]) otherwise
Clist[[if β goto n,H ]]=
; ifB[[β,H ]]=⊥{H} otherwise
Clist[[goto n,H ]]= {H}
Clist[[c1; c2,H ]]=Clist[[c1,Clist[[c2,H ]] ]]
The changes with respect to Definition 2.2.7 on page 25 are easy to see: the results have
been changed to sets and in the case of the pointer assignments, concretization and re-
abstraction became necessary (see also Figure 3.4 on the facing page). Also the abstract
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1 if x= null goto 9;
2 if x= x.n goto 8;
3 y := x.n;
4 y := y.n;
5 x.n := y;
6 y := null;
7 goto 9;
8 x := null;
Figure 3.5: Delete from a cyclic singly-linked list
transition system is defined similar to the concrete case (Definition 2.3.2 on page 26). We
only have to take into account that Clist[[· ]] may yield a set of configurations.
Definition 3.3.3 (Abstract Operational Semantics). Let H0 ⊆ aLHC♯Σ be a given set of
compact initial heaps. The abstract operational semantics of P = c1; . . . ; cr ∈ PPROG(Σ)
is then given as the abstract transition system Tlist(P,H0) = (Q,Q0,R,L) ∈ TS(L) with
L= aLHC♯Σ where Q = ({1, . . ., r+1}×aLHC
♯
Σ), and Q0, L, and qerr are defined as in Def-
inition 2.3.2 on page 26. The transition relation R is defined as follows for 1 ≤ i ≤ r,
θ ∈PExprΣ, θ′ ∈PExprnullΣ , and β ∈BExprΣ:
ci ∈ {θ := θ′, new(θ′)} H′ ∈C [[ci,H ]] 6= ; i ≤ r
(i,H) R (i+1,H′)
(1′)
ci ∈ {θ := θ′, new(θ′)} C [[ci,H ]]=;
(i,H) R qerr
(5′)
The rules omitted are the same as the concrete ones in Definition 2.3.2.
Example 3.3.4. Figure 3.5 shows a version of the Delete-program from Figure 2.1 on
page 21, modified for singly-linked lists. It deletes the vertex following the one that
is referenced by x. Its abstract operational semantics Tlist(P, {H}) for M = 2 with an
abstract initial heap H is depicted in Figure 3.6 on the next page. The numbers in the
upper left corner represent the program counter. From the abstract transition system we
can draw the following conclusions for the behavior of Delete on any cyclic list with at
least four elements3:
• The program terminates since there are no loops in the graph.
3The abstract initial configuration obviously represents any concrete list with at least four elements.
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Figure 3.6: Abstract semantics of Delete (Fig. 3.5 on the facing page) forM = 2
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• The result is again a cyclic list referenced by x. This property is called shape safety.
• There are no errors resulting from dereferencing null-pointers.
• If the input contains ≥ 4 elements, the result contains ≥ 3 elements. This can be
concluded from the two final/terminal configurations: the one to the left contains
the same graph as the initial configuration and represents ≥ 4 elements. The right-
hand one is fully concrete and contains three elements.
The aforementioned observations are interesting when our aim is to verify the program.
More details on verification techniques can be found in Chapter 5.
3.3.2 Soundness of the Abstract Semantics
In order to verify the soundness of our abstract semantics with respect to the concept
of Abstract Interpretation introduced in Section 3.1, we first show that our abstraction
forms an Abstract Interpretation framework.
Lemma 3.3.5. Let P = c1; . . . ; cr ∈ lPROGΣ, H0 ⊆ HCΣ, H ′0 = Alist(H0) ⊆ aLHCΣ, and
T(P,H0) = (Q,Q0,R,L) and Tlist(P,H ′0) = (Q♯,Q
♯
0
,R♯,L♯) be the concrete and abstract se-
mantics of P, respectively. Then (Q,R, Q♯,R♯,Aext
list
,Aext
list
−1
) with Aext
list
: Q → Q♯ such that
Aext
list
(q)= (π1(q),Alist(π2(q))) forms an AI-framework.
Proof. We have to show that (2HCΣ ,⊆,2aLHC♯Σ ,⊆,α,α−1) where α : 2HCΣ → 2aLHC♯Σ with
α(S)= ⋃
q∈S
{(π1(q),H)∈Q♯ |H ≤π2(q)}=
⋃
q∈S
{Aextlist(q)} for all S ⊆Q
is a Galois connection. According to Definition 3.1.1 on page 31 we have to prove the
following four propositions.
(i) ∀S1,S2 ⊆Q : S1 ⊆ S2⇒α(S1)⊆α(S2)
It follows directly from the definition of α:
α(S1) =⋃q∈S1{(π1(q),H)∈Q♯ |H ≤π2(q)} (Definition)
⊆⋃q∈S1∪S2 {(π1(q),H)∈Q♯ |H ≤π2(q)}
=α(S2) (S1∪S2 = S2)
(ii) ∀T1,T2 ⊆Q♯ :T1 ⊆T2⇒α−1(t1)⊆α−1(t2)
Case similar to (i):
α−1(T1) =⋃q♯∈T1{(π1(q♯),H)∈Q |π2(q♯)≤H} (Definition)
⊆⋃q♯∈T1∪T2{(π1(q♯),H) ∈Q |π2(q♯)≤H}
=α−1(T2) (T1∪T2 =T2)
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(iii) ∀S ⊆HCΣ : S ⊆α−1(α(S))
By definition of the (·)−1 operator S =α−1(α(S)).
(iv) ∀T ⊆ aLHC♯Σ : T ⊆α(α−1(T)): see case (iii)
Thus the claim is proved.
The following corollary states a correctness property of the abstractor.
Corollary 3.3.6. For all H ∈HCΣ and H′ ∈ aLHCΣ it holds
H ≥H′ ⇒ H ≥Alist(H′)
Proof. According to Definition 3.2.9 on page 37 it holds Alist(H
′)≤H′ and with the tran-
sitivity of ≤ (Lemma 3.2.6 on page 35) it follows Alist(H′)≤H.
Before being able to proof the soundness of the list abstraction framework we need
first to show that the concretizer is complete; i.e., given a concrete configuration H and a
configuration H♯ that is an abstraction of H, it follows that there is one concretization of
H♯ that is again an abstraction of H.
Lemma 3.3.7 (Completeness of the List Concretizer). For all H ∈ HCΣ and all H♯ ∈
LHCΣ:
H ≥H♯ ⇒ ∃H′ ∈Clist(H♯) :H ≥H′
Proof. Let H = (V ,E,att,ℓ) and H♯ = (V ♯,E♯,att♯,ℓ♯). Assume that H♯ ∈ LHCΣ \aLHCΣ
(otherwise Clist(H
♯)= {H♯} and the claim is trivially fulfilled). Then for all H′ = (V ′,E′,att′,
ℓ′) ∈Clist(H♯) it holds H′ 6=H♯ and the set
E¯♯ = {e ∈E♯ | ∃x ∈VarΣ : valH♯ (x)= srcH♯(e)} (edges violating admissibility)
is nonempty. According to Definition 3.2.5 on page 35 there is an h : H֌ H♯, and since
H is concrete, |h−1(e)| ≥M holds for all e ∈ E¯♯. For any e ∈ E¯♯ there are exactly two cases
(assuming hC :H
′֌H♯):
(∗) |h−1(e)| =M
(∗∗) |h−1(e)| >M
On the other edges hC is an isomorphism, i.e., |hC(E′ \h−1C (E¯♯))| = |E♯ \ E¯♯|. For e ∈ E let
Ce := h−1(h(e)) and C′e := h−1C (h(e)). We then define h′ :E→E′ as follows:
h′(e)=

C′e(1) if h(e) ∉ E¯♯
C′e(i) if h(e) ∈ E¯♯, |C′e| =M , and e=Ce(i)
C′e(1) if h(e) ∈ E¯♯, |C′e| = 2, ℓ′(C′e(2))= L, and e=Ce(1)
C′e(2) if h(e) ∈ E¯♯, |C′e| = 2, ℓ′(C′e(2))= L, and e=Ce(i) for an i ≥ 2
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Note that for a fixed H′ the second and the last two cases exclude each other (depending
on whether (∗) or (∗∗) applies). For e ∈ E′ let furthermore C¯e := h−1(hC(e)) and C¯′e :=
h−1
C
(hC(e)). The inverse of h
′ is then defined by
h′−1(e)=

C¯e if hC(e) ∉ E¯♯
{C¯e(i)} if hC(e) ∈ E¯♯, |C¯′e| =M , and e= C¯′e(i)
{C¯e(1)} if hC(e) ∈ E¯♯, |C¯′e| = 2, ℓ(C¯′e(2))= L, and e= C¯′e(1)
C¯e \{C¯e(1)} if hC(e) ∈ E¯♯, |C¯′e| = 2, ℓ(C¯′e(2))= L, and e= C¯′e(2)
Again the second and the last two cases cannot apply at the same time for a fixed H′.
In Figure 3.7 on page 48 the relationship between the configurations is visualized ex-
emplarily. The encircled areas mark the chains corresponding to Ce, C
′
e, C¯e′, and C¯
′
e′.
It remains to show that h′ is an abstraction morphism h′ :H֌H′:
(i) ∀e ∈E′ : h′−1(e) ∈Chains(H)
This is clear since all singleton sets are chains, and C¯e is also a chain since h is an
abstraction morphism (Definition 3.2.5 case (i)).
(ii) ∀e, e′ ∈E : tgtH(e)= srcH(e′) ⇒ tgtH′(h′(e))= srcH′(h′(e′))∨h′(e)= h′(e′)
We have to consider the following subcases:
• h(e) ∉ E¯♯ and h(e′) ∉ E¯♯
If h(e)= h(e′), then also h′(e)= h′(e′). In the other case tgtH♯(h(e))= srcH♯ (h(e′))
and likewise
−−−−−−−→
h−1C (h(e))=
−→
C′e = tgtH′(h′(e))= srcH′(h′(e′))=
←−
C′e′ =
←−−−−−−−
h−1C (h(e
′)) (†)
because of case (iii) of Definition 3.2.5.
• h(e) ∈ E¯♯ and h(e′) ∉ E¯♯
This implies that h(e) 6= h(e′) but tgtH♯ (h(e))= srcH♯ (h(e′)). But then again (†)
holds.
• h(e)= h(e′) ∈ E¯♯ and |C′e| =M
e =Ce(i) and e′ =Ce(i+1), and thus h′(e)=C′e(i) and h′(e′)=C′e(i+1) by defi-
nition of h′. We obtain tgtH′(h′(e))= srcH′(h′(e′)).
• h(e)= h(e′) ∈ E¯♯, |C′e| = 2, ℓ′(C′e(2))= L
If e=Ce(1), then e′ =Ce(2) and thus h′(e)=C′e(1) and h′(e′)=C′e(2) from which
follows the claim. In the case that e = Ce(i) for i ≥ 2 we have h′(e) = h′(e′) =
C′e(2).
• h(e),h(e′) ∈ E¯♯, h(e) 6= h(e′)
Then Ce∩Ce′ =; (since otherwise h(e)= h(e′) due to Definition 3.2.7 on page
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37), e = Ce(|Ce|), and e′ = Ce′(1). It follows, according to the definition of h′,
that h′(e)=C′e(|C′e|) and h′(e′)=C′e′(1). Since Definition 3.2.5 case (iii) applies
to hC, it follows the claim.
(iii) ∀e, e′ ∈E′ : tgtH′(e)= srcH′(e′) ⇒
−−−−−→
h′−1(e)=
←−−−−−
h′−1(e′)
• hC(e)∉ E¯♯ and hC(e′) ∉ E¯♯
Then hC(e) 6= hC(e′) since hC is isomorphic on E′ \ h−1C (E¯♯), and according to
Definition 3.2.5 case (ii) tgtH(hC(e)) = srcH(hC(e′)). It follows that
−→¯
Ce =
←−
C¯e′
(case (iii) of Definition 3.2.5 applied to h) and thus also the claim.
• hC(e)∈ E¯♯ and hC(e′) ∉ E¯♯
This implies hC(e) 6= hC(e′) and e = C¯′e(|C¯′e|) and e′ = C¯′e′(1) since otherwise
tgtH′(e) 6= srcH′(e′). We obtain
h′−1(e)=
{C¯e(|C¯e|)} if |C
′
e| =M
C¯e \{C¯e(1)} if |C¯′e| = 2, ℓ(C¯′e(2))= L
(††)
and h′−1(e′)= {C¯e′(1)}. From tgtH(hC(e))= srcH(hC(e′)) which holds due to Defi-
nition 3.2.5 case (ii), we can infer that also
−→¯
Ce =
←−
C¯e′ (Definition 3.2.5 case (iii)),
and because of (††) the claim holds.
• hC(e)= hC(e′) ∈ E¯♯ and |C¯′e| =M
In this case e = C¯′e(i) and e′ = C¯′e(i+1), and thus h′−1(e)= {C¯e(i)} and h′−1(e)=
{C¯e(i+1)}. The claim follows directly.
• hC(e)= hC(e′) ∈ E¯♯, |C¯′e| = 2, ℓ(C¯′e(2))= L
Then e = C¯′e(1), e = C¯′e(2) and h′−1(e) = {C¯e(1)} and h′−1(e) = C¯e \ C¯e(1). It is
clear that
−−−−−→
{C¯e(1)}=
←−−−−−−−−
C¯e \ C¯e(1) holds.
• hC(e),hC(e′) ∈ E¯♯, hC(e) 6= hC(e′)
By definition tgtH(hC(e)) = srcH(hC(e′)), e = C¯′e(|C¯′e|), and e = C¯′e′(1). It holds−→¯
Ce =
←−
C¯e′ because of Definition 3.2.5 case (iii). Since C¯e(|C¯e|) ∈ h′−1(e) and
C¯e′(1)∈ h′−1(e′), the claim holds in any case.
(iv) ∀e ∈E : ℓ(e)= L ⇒ ℓ′(h′(e))= L
This condition is trivially fulfilled since there is no e ∈E with ℓ(e)= L.
(v) ∀e, e′ ∈E : e 6= e′∧h′(e)= h′(e′)⇒ ℓ♯(h(e))= L
This condition is also fulfilled, since according to the definition of h′, h′(e) = h′(e′)
can only be true for e, e′ ∈ E with e 6= e′ if h(e) ∈ E¯♯, |C′e| = 2, ℓ′(C′e(2)) = L, and e =
Ce(1).
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Figure 3.7: Relationship between H, H♯ and H′ for the proof of Lemma 3.3.7 on page 45
(vi) ∀e ∈E′ : ℓ′(e)= L ⇒ (∃e′ ∈ h′−1(e) : ℓ(e′)= L) ∨ |h′−1(e)| ≥M
The case h′−1(e) : ℓ(e′) = L can never occur since H is concrete. Consider the sub-
cases from the definition of h′−1:
• hC(e) ∉ E¯♯
Since h′−1(e)= C¯e, the claim is fulfilled as it holds by definition for h.
• hC(e) ∈ E¯♯, |C¯′e| =M and e= C¯′e(i)
In this case ℓ′(e) 6= L, and thus the claim is trivially true.
• hC(e) ∈ E¯♯, |C¯′e| = 2, ℓ(C¯′e(2))= L and e= C¯′e(1)
See the case above (applies only when (∗∗) is true).
• hC(e) ∈ E¯♯, |C¯′e| = 2, ℓ(C¯′e(2))= L and e= C¯
If (∗∗) is true, then the claim is fulfilled since |h′−1(e)| = |C¯e|−1 ≥M . Other-
wise, when (∗) is fulfilled, this case does not apply.
To prove the soundness of the abstract semantics we have to show that all abstract
computations have corresponding concrete ones. This then boils down to showing the
correspondence visualized in Figure 3.1 on page 33 for α=Aext
list
and γ=Aext
list
−1
.
Theorem 3.3.8 (Soundness). Let P = c1; . . . ; cr ∈ lPROGΣ, H0 ⊆HCΣ, H ′0 = Alist(H0) ⊆
aLHCΣ, and T(P,H0)= (Q,Q0,R,L) and Tlist(P,H ′0)= (Q♯,Q
♯
0
,R♯,L♯) be the concrete and
abstract semantics of P, respectively. Then the Abstract Interpretation framework (Q,R,
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Q♯,R♯,Aext
list
,Aext
list
−1
) is sound; that is, for all q♯ ∈Q♯ it holds
R(Aextlist
−1
(q♯))⊆Aextlist
−1
(R♯(q♯))
Proof. Assume that q♯ = (i,H♯) ∈Q♯ and q= (i,H)∈Q. Then we distinguish the following
cases depending on the instruction ci:
(i) ci = if β goto j: According to the Definitions 2.3.2 on page 26 and 3.3.3 on page 42:
R(q)=

{( j,H)} if B[[β,H ]]= 1
{(i+1,H)} if B[[β,H ]]= 0
{qerr} if B[[β,H ]]=⊥
R♯(q♯)=

{( j,H♯)} if B[[β,H♯ ]]= 1
{(i+1,H♯)} if B[[β,H♯ ]]= 0
{qerr} if B[[β,H
♯ ]]=⊥
Since B[[β,H′ ]]=B[[β,H♯ ]] for all H′ ≥H♯, it follows4:
R(Aextlist
−1
(q♯))
=R({(i,H′) ∈Q |H♯ ≤H′})
=

{( j,H′) ∈Q |H♯ ≤H′} if B[[β,H♯ ]]= 1
{(i+1,H′) ∈Q |H♯ ≤H′} if B[[β,H♯ ]]= 0
{qerr} if B[[β,H
♯ ]]=⊥
=

Aext
list
−1
({( j,H♯)}) if B[[β,H♯ ]]= 1
Aext
list
−1
({(i+1,H♯)}) if B[[β,H♯ ]]= 0
{qerr} if B[[β,H
♯ ]]=⊥
=Aextlist
−1
(R♯((q♯))
(ii) ci = goto j: The proof is analogous to case (i).
(iii) ci = (θ := θ′): The Definitions 2.3.2 and 3.3.3 yield:
R(q)=
{qerr} if C [[ci,H ]]=⊥{(i+1,C [[ci,H ]])} otherwise
4B[[· ]] is always evaluated on concrete heap parts (no arbitrary dereferencing depths).
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R♯(q♯)=
{qerr} if Clist[[ci,H ]]=;{(i+1,H′) |H′ ∈Alist(Clist(C [[ci,H♯ ]]))} otherwise
It holds C [[ci,H
′ ]]=⊥ ⇔ Clist[[ci,H♯ ]]=; for all H′ ∈HCΣ with H′ ≥H♯. We then
obtain:
R(Aextlist
−1
(q♯))
=R({(i,H′) ∈Q |H♯ ≤H′})
=
{qerr} if C [[ci,H
♯ ]]=⊥
{(i+1,C [[ci,H′ ]])∈Q |H♯ ≤H′} otherwise
=
{qerr} if Clist[[ci,H
♯ ]]=;
{(i+1,C [[ci,H′ ]])∈Q |H♯ ≤H′} otherwise
=
{qerr} if Clist[[ci,H
♯ ]]=;
{(i+1,H′) ∈Q |C [[ci,H♯ ]]≤H′} otherwise
(Lemma 3.3.7)
⊆
{qerr} if Clist[[ci,H
♯ ]]=;
{(i+1,H′′) ∈Q | ∃H′ ∈Clist(C [[ci,H♯ ]]) :H′ ≤H′′} otherwise
(Corollary 3.3.6)
=
{qerr} if Clist[[ci,H
♯ ]]=;
{(i+1,H′′) ∈Q | ∃H′ ∈Alist(Clist(C [[ci,H♯ ]])) :H′ ≤H′′} otherwise
=
{qerr} if Clist[[ci,H
♯ ]]=;
Aext
list
−1
({(i+1,H′) ∈Q |H′ ∈Alist(Clist(C [[ci,H♯ ]]))}) otherwise
=Aextlist
−1
(R♯(q♯))
(iv) ci =new(θ): According to the Definitions 2.3.2 and 3.3.3:
R(q)=
{qerr} if C [[ci,H ]]=⊥{(i+1,C [[ci,H ]]} otherwise
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R♯(q♯)=
{qerr} if Clist[[ci,H ]]=;{(i+1,Alist(C [[ci,H♯ ]]))} otherwise
We obtain:
R(Aextlist
−1
(q♯))
=R({(i,H′) ∈Q |H♯ ≤H′})
=
{qerr} if C [[ci,H
♯ ]]=⊥
{(i+1,C [[ci,H′ ]])∈Q |H♯ ≤H′} otherwise
=
{qerr} if Clist[[ci,H
♯ ]]=;
{(i+1,H′) ∈Q |C [[ci,H♯ ]]≤H′} otherwise
(Corollary 3.3.6)
=
{qerr} if Clist[[ci,H
♯ ]]=;
{(i+1,H′) ∈Q |Alist(C [[ci,H♯ ]])≤H′} otherwise
=
{qerr} if Clist[[ci,H
♯ ]]=;
Aext
list
−1
({(i+1,Alist(C [[ci,H♯ ]]))}) otherwise
=Aextlist
−1
(R♯(q♯))
The soundness proof concludes this chapter about our list abstraction framework. In
the next chapter we will introduce a generalization towards more complex data struc-
tures. However, this does not make the list abstraction obsolete, because it has some
useful properties of which the most important is the finiteness of the abstract semantics
which is ensured for every program. Also the easy refinement via the precision parameter
M can be helpful. The list abstraction idea presented here will turn out to be a special
case of the graph grammar abstraction as we will see in Section 4.4.

4 Heap Abstraction by Hyperedge
Replacement Grammars
In this chapter we will introduce an abstraction framework for dynamic pointer pro-
grams that is parametrizable for many different data structures and applications. As
every state of the heap can be considered as a graph, it is quite natural to model the dy-
namic behavior of pointer programs by means of graph transformations. This analogy is
the basis of verification methods which analyze the behavior of graph transformation sys-
tems [BCK04, BK02, KR06]. In particular, there is a strand of research in which pointer
manipulations are represented by graph transformation rules [BPR04a, BPR04b, DP06,
RD06, Ren04].
However, almost all of these approaches suffer from the necessity to develop an ab-
stract transformation for each operation modifying a data structure, in dependence of
the abstraction method that is employed to ensure the finiteness of the state space. Un-
fortunately such abstract versions of the concrete pointer operations are generally hard
to find.
As with the list abstraction in Chapter 3, we automatically derive abstract versions of
pointer-manipulating operations. Our approach is to model states of the heap as hyper-
graphs, and to represent both abstraction and concretization mappings by hypergraph
transformations. More concretely we employ hyperedge replacement grammars [DKH97]
to specify data structures and their abstractions. The key idea is to use the replacement
operations which are induced by the grammar rules in two directions. By a backward
application of some rule, a subgraph of the heap can be condensed into a single non-
terminal edge, thus obtaining an abstraction of the heap. By applying rules in forward
direction, certain parts of the heap which have been abstracted before can be concretized
again. These concretization steps will avoid the necessity for explicitly defining the effect
of pointer-manipulating operations on abstracted parts of the heap, analogously to our
list abstraction method.
In the next section we will introduce the concepts of hypergraphs and hyperedge re-
placement grammars, then, in Section 4.2 we present our heap abstraction technique
followed by the abstract operational semantics (Section 4.3). The applicability of our
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framework for different dynamic data types is shown in Section 4.4 where we consider
several list and tree structures. Important formal aspects – soundness and finiteness
– are treated in Sections 4.5 and 4.6. Practical results show that the abstractions in-
troduced in Section 4.4 fulfill our finiteness criterion. Finally, we sketch some extended
abstraction techniques that improve abstraction power and reduce the size of the abstract
state space (Section 4.7), and give some ideas and rules on how to practically construct
abstraction grammars for a given data structure (Section 4.8).
4.1 Hypergraphs and Hyperedge Replacement
Grammars
Hyperedge replacement grammars operate on hypergraphs, which allow hyperedges con-
necting an arbitrary number of vertices. Let Σ be a finite ranked alphabet where rk :
Σ→N assigns to each symbol a ∈ Σ its rank rk(a). We partition Σ into a set of nonter-
minals NΣ ⊆ Σ and a set of terminals TΣ = Σ\NΣ using capital letters for nonterminals
and lower case letters for terminal symbols. We assume that both the rk function and the
partitioning are implicitly given with Σ.
Definition 4.1.1 (Hypergraph). A (labeled) hypergraph over ranked alphabet Σ is a
tuple H = (V ,E,att,ℓ,ext) where V ⊂ V is a finite set of vertices and E ⊂ E a finite set
of edges, att : E→ V⋆ maps each edge to a sequence of attached vertices, ℓ : E→ Σ is an
edge-labeling function, and ext ∈V⋆ a sequence of pairwise distinct external vertices (we
usually omit this component if it is the empty word ε).
We require for all e ∈ E that |att(e)| = rk(ℓ(e)). The set of all hypergraphs over Σ is
denoted by HGraphΣ. Moreover, we use the notations E(v) := {e ∈ E | v ∈ [att(e)]} for the
edges attached to a vertex v and |H| := |V |+|E| for the size of hypergraph H. A hypergraph
H is called substantial if VH 6= [extH] or |EH | > 1.
Thus edges, which are separate objects in the graph, are mapped to (ordered) sequences
of attached vertices. The arcs connecting a hyperedge with the attached vertices are
called tentacles. As before, we will not distinguish between isomorphic copies of a hy-
pergraph. Two hypergraphs H1 and H2 are isomorphic, if they are identical modulo
renaming of vertices and edges.
Definition 4.1.2 (Isomorphism). Two hypergraphs Hi = (Vi,E i,atti,ℓi,exti) ∈HGraphΣ,
i ∈ {1,2} are isomorphic if there exists a pair of bijective mappings ι= (ιV , ιE) with ιV :V1→
V2 and ιE :E1→E2 such that
• ιV ◦att1 = att2 ◦ ιE
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nonterminal edge
with marked tentacles
hyperedge with
only one tentacle
terminal edge
of rank 2
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Xn Y
Figure 4.1: Graphical notation for hypergraphs
• ℓ1 = ℓ2 ◦ ιE
• ιV (ext1)= ext2
ι is called an isomorphism.
Graphically we represent hypergraphs as depicted in Figure 4.1. For terminal edges
of rank two we will use an arrow pointing from the vertex connected to the first tentacle
to the one connected to the second tentacle (these will later represent our pointers). For
hyperedges with rank greater than two (in the case of heap configurations these will
always be nonterminals) and nonterminals with rank two we will number the tentacles
to denote their order.
To facilitate notation later on we introduce the notion of a handlewhich is a hypergraph
consisting of only one hyperedge attached to its external vertices.
Definition 4.1.3 (Handle). Given X ∈ Σ with rk(X ) = n, an X -handle is the hypergraph
X • = ({v1, . . . ,vn}, {e}, {(e,v1 . . .vn)}, {(e,X )},v1 . . .vn) ∈HGraphΣ.
4.1.1 Hyperedge Replacement Grammars
Hyperedge replacement grammars (HRGs) are the graph grammar equivalent to a context-
free string grammars. They are context-free and possess other desirable properties such
as confluence and associativity. A HRG is a set of rules that specify for a nonterminal
symbol a replacement hypergraph.
Definition 4.1.4. A hyperedge replacement grammar over Σ is a set G of (production)
rules, each of the form X →R with X ∈NΣ and R ∈HGraphΣ where |extR | = rk(X ).
We denote the set of hyperedge replacement grammars over Σ byHRGΣ and assume that
there are no isomorphic production rules, i.e., rules with identical left-hand and isomor-
phic right-hand sides. With GX ⊆G we denote the set of X -rules of G (all rules in G with
X as left-hand side).
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Each HRG rule specifies for some nonterminal X a replacement hypergraph R that will
replace (the hyperedge labeled by) X when the rule X →R is applied. When a hyperedge
e labeled by a nonterminal is replaced, the external vertices of the replacement graph
are merged with the attached vertices of e. This process is visualized exemplarily in
Figure 4.2 on the next page. A hyperedge replacement represents a local change in the
graph structure.
Definition 4.1.5 (Hyperedge Replacement). LetG ∈HRGΣ, H ∈HGraphΣ, p= X →R ∈G
and e ∈ EH such that ℓ(e) = X . Let EH−e := EH \ {e}. We assume w.l.o.g. that VH ∩VR =
EH ∩ER = ; (otherwise the components in R are renamed). The substitution of e by R,
K =H[e/R] ∈HGraphΣ, is for rk(ℓ(e))= k defined by
VK =VH ∪ (VR \ [extR])
EK =EH−e∪ER
attK =mod ◦ ((attH ↾EH−e)∪attR)
with mod = idVK [extR(1) 7→ attH(e)(1), . . ., extR(k) 7→ attH(e)(k)]
ℓK = (ℓH ↾EH−e)∪ℓR
extK = extH
We write H
e/R=⇒K for the above replacement. H e,G=⇒K denotes that there is a rule X →R ∈
G such that H
e/R=⇒ K . H G=⇒ K is used if there is an e ∈ EH and H
e,G=⇒ K . The reflexive-
transitive closure and the inverse of
G=⇒ are denoted by G=⇒⋆ and G=⇒−1, respectively. A
sequence of
G=⇒ steps is called derivation.
To formally express the hyperedge replacement, we add the vertices of the replacement
hypergraph R (except its external nodes) to the set of vertices in H. We remove the
edge e from H and add the edges of R. The attachment function attK is constructed by
first restricting attH to the set of edges without e, extending the result with attR (we
assumed that the edges in H and R are disjoint), and then applying the mod-function
that maps each external vertex of R to the corresponding vertex previously attached to e
and otherwise is the identity function.
The (graph) language of a hyperedge replacement grammar G ∈HRGΣ consists of all
terminal graphs (that is, graphs that have only edges with terminal labels) derivable
from a given starting graph.
Definition 4.1.6 (Graph Language). For H ∈ HGraphΣ the (graph) language of G with
respect to H is L(G,H)= {K ∈HGraphTΣ |H
G=⇒⋆ K }.
Figure 4.3 on the facing page depicts a HRG generating fully branched1 binary trees
1This means that every vertex has either two successors or none.
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Figure 4.2: Substitution of the hyperedge e by the replacement hypergraph R
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Figure 4.3: HRG for (fully branched) binary trees
with at least three vertices. The only nonterminal is T (of rank one). The letters l and
r (of rank two) are respectively used to model the left- and right-pointers. The vertices
shaded in gray are the external vertices.
As mentioned before, hyperedge replacement is confluent and associative which for-
mally means that for H,R1,R2 ∈ HGraphΣ and e i ∈ EH with |extRi | = rk(ℓH(e i)) for i ∈
{1,2}, and e3 ∈ER1 with |extR2 | = rk(ℓR1(e3)):
H[e1/R1][e2/R2] = H[e2/R2][e1/R1] (confluence)
H[e1/R1][e3/R2] = H[e1/R1[e3/R2]] (associativity)
The proofs of these properties can be found in [DKH97].
With regard to the applications it is important to not have nonterminals in the gram-
mar from which no terminal graph is derivable (∀X ∈NΣ :L(G,X •) 6= ;). Such grammars
are called productive. As with context-free string grammars, any HRG can be trans-
formed into an equivalent productive grammar if its language is non-empty.
We are interested in (heap) graph abstractions for analysis and verification which need
to be effectively computable. Abstraction is achieved here by the application of rules in
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backward direction to obtain a smaller graph. To ensure termination of this procedure
we have to require that the employed grammar is growing. Essentially, this means that
the right-hand side of rules is larger than the left-hand side.
Definition 4.1.7 (Growing HRG). G ∈HRGΣ is growing if for all X → R ∈G the hyper-
graph R is substantial.
To require that a HRG is growing, is no restriction with respect to its expressivity since
every HRG can be transformed into a growing HRG that generates the same graph lan-
guage [DKH97]. In the worst case this transformation can lead to an exponential blow-
up2 when eliminating ε-rules, i.e., rules whose right-hand sides consist only of external
vertices. One easily sees that the HRG in Figure 4.3 is already growing.
4.2 Heap Abstraction with HRGs
For using HRGs as an abstraction mechanism for pointer-manipulating programs we
have to represent heaps as hypergraphs. This is done by introducing two types of ter-
minal edges: edges labeled with program variables (which we include in the terminal
alphabet) are of rank one, edges of rank two – labeled with record selectors – are repre-
senting pointers in the heap. Formally, we let TΣ =VarΣ⊎SelΣ where rk(VarΣ)= {1} and
rk(SelΣ)= {2}. Finally, there are nonterminal edges of arbitrary rank that are used in the
abstraction and that stand for (a set of) entire subgraphs.
Definition 4.2.1 (Hypergraph Configuration). A (hypergraph) heap configuration over
a ranked alphabet Σ is a hypergraph H ∈HGraphΣ such that for all variables x ∈ VarΣ
there is at most one x-edge in the graph, i.e. |ℓ−1
H
(x)| ≤ 1. Moreover, extH = ε and VarΣ
and SelΣ satisfy the constraints mentioned above. We denote the set of all such heap con-
figurations by HHCΣ ⊂HGraphΣ. A hypergraph heap configuration H is called concrete
if H ∈HGraphTΣ . The functions srcH , tgtH and valH are defined as in Definition 2.2.1 on
page 21.
Hypergraph heap configurations are obviously a generalization of concrete heap config-
urations and of abstract list configurations as defined in the Definitions 2.2.1 on page 21
and 3.2.1 on page 33. We will exploit this property later on by applying concrete pointer
operations on hypergraphs. Hence we obtain the following relationship between the dif-
ferent types of heap configurations (assuming Γ= {n}∪VarΣ, Γ⊆Σ):
HCTΣ =HHCTΣ ⊂HHCΣ
2The k-ary trees in Section 4.4.3 are an example where the exponential blow-up becomes apparent.
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HCΓ =LHCΓ ⊂LHCΓ∪{L} ⊂HHCΣ
Describing paths in hypergraphs is not as straightforward as for ordinary directed
graphs since for nonterminal hyperedges and terminal hyperedges of rank greater than
two there is no sense of direction. Here we decided to stick to the convention that any
direction may be possible in these cases (for nonterminals it actually depends on the
grammar rules that describe the replacements for the hyperedge) and thus a path may
enter and leave such a hyperedge at any tentacle.
Definition 4.2.2 (Hypergraph Path). Let H = (V ,E,att,ℓ,ext) ∈HGraphΣ. A path in H
is an alternating sequence v1e1v2e2 . . . ek−1vk with vi ∈V , e j ∈E such that either k= 0, or
for 1≤ i ≤ k−1:
(ℓ(e i)= a ∈ TΣ ∧ rk(a)= 2 ∧ att(e i)= vivi+1)
∨ ((ℓ(e i) ∈NΣ∨rk(ℓ(e i))> 2)∧ vi,vi+1 ∈ [att(e i)])
We write v1;H vk to denote that there is a path in H as above.
For heap configurations rk(ℓ(e)) > 2 always implies ℓ(e) ∈ NΣ which allows to simplify
the definition. Based on the above notion of paths we can now define a garbage collection
mapping operating on heap configurations. It is a generalization of Definition 2.2.3 on
page 23 with respect to hypergraph configurations.
Definition 4.2.3 (Garbage Collector). The hypergraph garbage collector is the mapping
GC :HHCΣ→HHCΣ where GC(H)=H′ for H = (V ,E,att,ℓ) ∈HHCΣ and H′ = (V ′,E′,att′,
ℓ′) ∈HHCΣ such that
V ′ = {v ∈V | ∃x ∈VarΣ : valH(x);H v}
E′ = {e ∈E | [att(e)]⊆V ′}
att′ = src ↾V ′
ℓ′ = ℓ ↾V ′
In the following we will again implicitly assume that hypergraph heap configurations
are invariant with respect to GC.
4.2.1 Abstraction and Concretization
As in the singly-linked setting, when modeling the semantics of assignments, it is conve-
nient to assume that all edges which are connected to vertices referenced by variables, are
labeled by terminal symbols. As before, this avoids the necessity for defining the effect
of pointer-manipulating operations on abstracted parts of the heap. If there is an edge
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e violating this property, it is called a violation point. For all those edges we record the
indices of the attached vertices that are referenced by program variables. Configurations
without violation points are called admissible.
Definition 4.2.4 (Admissibility). LetH = (V ,E,att,ℓ) ∈HHCΣ. The set of violation points,
VP(H)⊆E×N, is given by:
(e, i)∈VP(H) ⇔ ℓ(e) ∈NΣ∧ (∃x ∈VarΣ : valH(x)= att(e)(i))
The set of admissible heap configurations is aHHCΣ = {H ∈HHCΣ |VP(H)=;}.
In Figure 4.4 an inadmissible configuration is depicted where the variable z is too
close to the nonterminal P. The set of violation points is thus {(e,2)} if e is the P-labeled
hyperedge.
Based on the concepts presented so far we can now formalize the notion of an abstrac-
tion function AG , called HRG abstractor. According to the principle that abstraction is
performed by backward application of rules, AG returns some irreducible, admissible suc-
cessor of the current heap configuration with respect to the inverse derivation relation
G=⇒−1.
Definition 4.2.5 (HRGAbstractor). LetG ∈HRGΣ. AHRG abstractor overG is a function
AG : aHHCΣ→ aHHCΣ such that
AG(H) ∈ {K ∈ aHHCΣ |K G=⇒
⋆
H s.t. ∄J ∈ aHHCΣ with J G=⇒K }.
Heap abstraction mappings are only uniquely defined if
G=⇒−1 is confluent which, to-
gether with its well-foundedness that is implied since the HRG is growing, yields unique
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normal forms. Unfortunately,
G=⇒−1 is not confluent in general. Also note that Defini-
tion 4.2.5 immediately implies the correctness of our abstraction in the sense that every
concrete heap configuration can be re-generated from its abstraction. This leads to the
following two corollaries.
Corollary 4.2.6 (Regeneration of Concrete Configurations). Under the above assump-
tions, H ∈L(G,AG(H)) for every H ∈ aHHCTΣ =HCTΣ .
Corollary 4.2.7. Let G ∈HRGΣ and H = (V ,E,att,ℓ) ∈HHCΣ be a hypergraph configura-
tion. Then
AG
−1(H)∩HCΣ =AG−1(H)∩HHCTΣ =L(G,H)
Proof. According to Definition 4.2.5 on the facing page,
AG(H) ∈ {K ∈ aHHCΣ |K G=⇒
⋆
H s.t. ∄J ∈ aHHCΣ with J G=⇒K }.
From this, it follows that
AG
−1(H)= {K ∈HCΣ |H G=⇒
⋆
K }
and thus
AG
−1(H)∩HCΣ = {K ∈HGraphTΣ |H
G=⇒⋆ K }=L(G,H)
Similar to the list case (see Section 3.2) we obtain an over-approximation of the occur-
ring concrete configurations. Clearly the HRG abstractor only abstracts heap parts that
are consistent with the given HRG (e.g., that are binary trees). This, however, does not
mean that our framework is unable to handle inconsistencies, i.e., parts in the heap that
violate the data structure definitions. For our tree example this could for example mean
a back-edge from a leaf to the root. These parts remain concrete while other heap parts
are abstracted (if possible).
Let us consider the example grammar depicted in Figure 4.3 on page 57 again. Given
a binary tree, we are able to abstract it fully (that is, to the nonterminal symbol T) using
the given grammar. However, we are not yet able to abstract paths in a tree. This is
important if for instance a variable points to a leaf or there is a back-edge from a leaf
which would leave the path (of potentially unbounded length) fully expanded and thus
may lead to an infinite state space. To tackle this problem we introduce the additional
rules to our graph grammar depicted in Figure 4.5.a on the next page.
The new nonterminal P of rank two represents tree paths of arbitrary length. In Fig-
ure 4.5.b an example heap is shown where some parts are already abstract (the T-labeled
hyperedges). We can now apply rule p9 backwards (the redex is highlighted in the graph)
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Figure 4.5: Path Abstraction for (fully branched) binary trees
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Figure 4.6: P-rules for concretization “from below”
and obtain the graph in the middle. To this graph we can apply rule p5 backwards. To the
thus resulting graph we could again apply rule p5 but the resulting configuration would
be inadmissible (as a P-edge would be adjacent to the vertex referenced by x). Hence
this abstraction terminates. One could alternatively have started the abstraction with a
different redex which would – in this case – have the same result, though.
Similarly to the list abstraction case in the previous chapter, assignments may lead to
an inadmissible heap configuration since variables can navigate through the heap. To
restore admissibility we must again employ partial concretization; this time by applying
HRG rules in forward direction (hyperedge replacement). The derivation stops as soon as
the resulting configuration is admissible, in order to minimize the degree of concretiza-
tion.
This partial concretization, however, raises additional requirements for the production
rules. To see this, let us again consider the binary tree example with the path abstraction
rules in Figure 4.5.a. Now consider the inadmissible graph depicted in Figure 4.4 on
page 60 that could arise from an assignment z := y.r. Here applying any of the rules
p5, p6, p7, p8 would still yield an inadmissible configuration. This could be continued
infinitely often and thus poses a problem.
To circumvent this, we considered the use of apex hyperedge replacement grammars
(AHRG) [Eng92, EHL94] which are a generalization of Double Greibach Normal Form of
context-free string grammars. A HRG G is an AHRG if no external vertex in any of the
rules ofG is adjacent to nonterminal edges. Hence, for an AHRG, a single rule application
for each violation point suffices to establish admissibility since external nodes are only
adjacent to terminal edges. Although for a given HRG that generates a graph language of
bounded degree, i.e., there is a bound k ∈N on the number of adjacent hyperedges for all
nodes (which is usually the case in data structures), an AHRG is effectively computable,
it unfortunately may become very large: in [EHL94] it is shown that the equivalent apex
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grammar for an example grammar consisting of only three rules generating binary trees
with linked frontier has 135 rules. We decided to introduce a more general concept that
uses redundant rules instead.
For our binary tree grammar (Figures 4.3 and 4.5) these additional rules (not modifying
the language of the HRG) are shown in Figure 4.6 on the previous page. The idea is
now to use rules p13, p14, p15, and p16 instead of rules p5, p6, p7, and p8 when we need
to concretize “bottom-up”; that is, when the second attachment vertex of a P-edge is
referenced by a variable. If this is the case for the first attachment vertex, we use the
latter rules (if both cases apply, we use the rules from both sets in succession).
Formally we introduce a new class of HRGs – heap abstraction grammars – that cap-
tures this concept.
Definition 4.2.8 (Heap Abstraction Grammar). Let G ∈HRGΣ be growing and produc-
tive. Then G is a heap abstraction grammar if
(i) ℓR (ER)∩VarΣ =; for all X →R ∈G and,
(ii) for every X ∈N with rk(X )= k there exist GX1 , . . . ,GXk ⊆G such that
• L(GX
i
,X •)=L(G,X •) for all 1≤ i ≤ k, and
• there is a bound b ∈N such that for all X →R ∈GX
i
there are only derivations
of the form
R
GX
i=⇒H1
GX
i=⇒ . . . G
X
i=⇒Hl =:H
for an l ≤ b and ℓH(EH(extH(i)))⊆TΣ.
The first condition disallows variables (from which we do not abstract) as edge labels.
The second condition enforces a kind of symmetry for rules that have nonterminal edges
connected to external vertices. The idea is to use only rules from GX
i
when concretiz-
ing a nonterminal edge from the ith attached vertex (i.e., this vertex is referenced by a
variable). Since we have subgrammars for all i, we can concretize from any attachment
vertex while avoiding “loops”. Note that the GX
i
are usually not disjoint and that it does
not generally hold GX
i
⊆GX .
For our tree example this would mean that GP
1
= {p5, . . . , p12} and GP2 = {p9, . . . , p16}.
Note that the rules p9, . . . , p12 are included in both subsets of G
P . It is easy to see that
L(GP
1
,P•)=L(GP
2
,P•)=L(G,P•). This condition is necessary to ensure the completeness
of concretization (Lemma 4.5.2 on page 82).
In general it is undecidable if a given HRG is a heap abstraction grammar since the
language equality problem is undecidable3. Thus, we either must check manually if a
3HRGs are strictly more powerful than context-free string grammars [DKH97], and already for these
grammars the language equality problem is undecidable [HMU06].
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HRG fulfills this criterion, or use a stronger notion such as the apex property which,
however, is neither a solution under practical aspects as mentioned before. Fortunately,
for our example grammars the required equivalence is evident.
The next corollary follows implicitly from Definition 4.2.8 on the preceding page: it is
not allowed that on the right-hand side of a rule inGX
i
the nonterminal X occurs adjacent
to an external node. This prevents “concretization loops”.
Corollary 4.2.9. Let G ∈HRGΣ be a heap abstraction grammar. Then for all p= X →R ∈
GX
i
it holds:
X ∉ ℓR(ER(extR(i)))
Proof. Assume that ∃e ∈ ER with ℓ(e) = X and extR(i) = attR(e)( j). Then R e/R=⇒ H with
X ∈ ℓH(EH(extH(i))). This can be continued ad infinitum and is thus a contradiction to
Definition 4.2.8 (ii).
Using this concept, we can now define a mapping that removes violation points by
means of partial concretization.
Definition 4.2.10 (HRG concretizer). Let G ∈HRGΣ be a heap abstraction grammar. The
HRG concretizer , CG : HHCΣ→ 2aHHCΣ , is then defined as follows:
CG(H)=
CG({K ∈HHCΣ |H
e,GX
i=⇒K }) if ∃(e, i) ∈VP(H)∧ℓH(e)= X
{H} if H ∈ aHHCΣ
Note that the order of rule applications is not important since HRGs are confluent (see
page 57), and that in contrast to the HRG abstractor (Definition 4.2.5 on page 60), the
heap concretizer is uniquely defined as it yields all (first) reachable admissible configura-
tions. The cardinality of the resulting set of admissible heap configurations depends on
the number of rules in the grammar (more precisely on the cardinality of the appropriate
GX
i
).
4.3 Abstract Semantics
Now that we specified all necessary operations, we can define the abstract semantics
resulting from the application of our HRG abstraction. The steps required are essentially
the same as in Section 3.3, with the difference that concretization is now achieved by
hyperedge replacement and re-abstraction by reverse application of HRG rules.
Example 4.3.1. In Figure 4.7 on page 67, the different stages of the “abstract execution”
of the assignment y := x.r are exemplarily visualized. The concretization step requires
the application of rules p1, . . . , p4, yielding four nondeterministic alternatives (one for
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every applicable rule). To each of those we apply our HRG abstractor for re-abstraction
with rule p15. Alternatively rule p4 could be used but it would yield larger configurations.
Thanks to the partial concretization assuring the admissibility of configurations, the
semantics of pointer and Boolean expressions are still the same as in the concrete case
(Definitions 2.2.5 and 2.2.6 on page 24). Also the assignments still operate on concrete
heap parts which allows us to reuse the concrete semantics from Definition 2.2.7. Please
note that we assumed the configurations to be garbage-free and thus we do not explic-
itly apply the GC-mapping (it would have to be applied after the assignment and before
the concretizer). Hence, there are only minor changes with respect to the singly-linked
setting (Definition 3.3.2 on page 41).
Definition 4.3.2 (Abstract Statement Semantics). Let G ∈HRGΣ be a heap abstraction
grammar. Then the abstract statement semantics is a function CG[[· ]] : aHHCΣ×CMD→
2aHHCΣ , defined as follows for θ ∈ PExprΣ, θ′ ∈ PExprnullΣ , β ∈ BExprΣ, x ∈ VarΣ, s ∈ SelΣ,
c1, c2 ∈CMD, and H ∈ aHHCΣ:
CG[[θ := θ′,H ]]=

; if C [[θ := θ′,H ]]=⊥
AG(CG(C [[θ := θ′,H ]])) otherwise
CG[[new(θ),H ]]=

; if C [[new(θ),H ]]=⊥
AG(C [[new(θ),H ]]) otherwise
CG[[if β goto n,H ]]=
; ifB[[β,H ]]=⊥{H} otherwise
CG[[goto n,H ]]= {H}
CG[[c1; c2,H ]]=CG[[c1,CG[[c2,H ]] ]]
Based on the abstract statement semantics we can construct the abstract operational
semantics which is represented by a transition system labeled with abstract heap con-
figurations. The definition only shows small changes with respect to Definition 3.3.3 on
page 42.
Definition 4.3.3 (Abstract Operational Semantics). Let G ∈HRGΣ be a heap abstraction
grammar and H0 ⊆ aHHCΣ a given set of initial hypergraph heap configurations. The
abstract operational semantics of P = c1; . . . ; cr ∈ PPROG(Σ) is then given by the abstract
transition system TG(P,H0)= (Q,Q0,R,L)∈TS(aHHCΣ) where
Q = ({1, . . ., r+1}×aHHCΣ) with error state qerr = (r+1,Herr) and Herr = (;,;,;,;)
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Figure 4.7: Abstract assignment y := x.l
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Q0 = {1}×H0
L(q)=π2(q)
The transition relation R is defined as follows for 1 ≤ i ≤ r, θ ∈ PExprΣ, θ′ ∈ PExprnullΣ ,
and β ∈BExprΣ:
ci ∈ {θ := θ′, new(θ′)} (i,H)∈Q H′ ∈CG[[ci,H ]] 6= ; i ≤ r
(i,H) R (i+1,H′)
(1′′)
ci ∈ {θ := θ′, new(θ′)} (i,G)∈Q CG[[ci,H ]]=;
(i,H) R qerr
(5′′)
Again, the omitted rules are the same as the concrete ones in Definition 2.3.2 on page 26.
4.4 Case Studies for Different Data Structures
In the first part of this chapter we used a HRG for binary trees as example. In this
section, we will focus on other data structures and programs to give a small overview
over the possibilities that our “abstraction modeling language” offers.
4.4.1 The List Case
In Chapter 3, we presented an abstraction technique for list-like pointer structures with
a single selector. In this chapter we introduced an approach that allows to abstractly
analyze more general data structures. To show that this framework is strictly more
expressive, we will consider a grammar for singly-linked lists which shows that the HRG
abstraction framework can be instantiated to essentially represent the list abstraction
approach from Chapter 3.
Figure 4.8 on the facing page shows a grammar for singly-linked lists. Consisting of
only three rules it is a heap abstraction grammar as defined in Definition 4.2.8 on page 64
with GL
1
= {p1, p3} and GL2 = {p2, p3}. Rule p3 is parametrized; the number of vertices
depends on the abstraction parameterM from Chapter 3. This ensures that abstraction
can only be applied if the chains have a length of at leastM .
We see that the parametrization leads to a variable size of the right-hand side of rule
p3. This method could be applied to other grammars as well: increasing the size of
the terminal rules of the grammar, i.e., those rules that only contain terminal graphs
as right-hand sides, one obtains a more precise abstraction because the terminal rules
which are necessary to introduce an abstract hyperedge in the graph are applicable later
(on larger terminal subgraphs). This however may also increase the number of rules.
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Figure 4.8: Abstraction grammar for singly-linked lists
In our grammar for binary trees for example, we would obtain four rules replacing the
terminal rule p4 in Figure 4.3 on page 57 when augmenting its depth by one.
Concerning the equivalence of the list abstraction approach from Chapter 3 and the
HRG abstraction with our list abstraction grammar, it has to be remarked that there
are still two minor issues: the first one is that the definitions of admissibility of the two
methods do not coincide. In the singly-linked setting (Definition 3.2.2 on page 34) it is
only required that a vertex that is referenced by a program variable does not possess
any abstract out-edges. For incoming edges there is no such restriction. This is also not
necessary as the L-edges can only be traversed in one direction. The HRG abstraction,
however, does not allow incoming L-edges to vertices referenced by variables (see Defini-
tion 4.2.4 on page 60). This requirement is generally necessary as the replacement of a
nonterminal edge may yield outgoing pointers at the attached vertices. By analyzing the
abstraction grammar with respect to this issue one can define a relaxed version of admis-
sibility that depends on the given grammar. With this approach – which is addressed in
Section 4.7.2 – this problem can thus be eliminated.
The second issue is the fact that when employing the HRG abstraction there can be
situations where two L-edges are adjacent within an uninterrupted list segment (this
can happen for instance if a pointer between two abstracted segments is removed). In
the singly-linked case, this never occurs as we always compute compact configurations.
The issue can be resolved by introducing special abstraction-only grammar rules that
merge the nonterminals together (as depicted in Figure 4.21.c on page 94). For more
details on this method please refer to Section 4.7.1.
A formal proof of the equivalence of the two abstraction techniques would show that
the relation ≤ of the list abstraction (cf. Definition 3.2.5 on page 35) can be simulated by
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G=⇒⋆: let H and H′ be two (abstract) heap configurations. Then it holds
H ≤H′ ⇒ H G=⇒⋆ H′.
Taking the aforementioned problems into consideration, we can then infer by consulting
the respective definitions of the abstract semantics that the two abstraction ideas are
equivalent.
4.4.2 Doubly Linked Lists
The HRG for singly-linked lists from the previous section can be easily extended to
doubly-linked lists. Figure 4.9 depicts such a grammar where for simplicity we do not
consider any precision parameter. The only nonterminal in this grammar is the symbol
D, and the letters n and p are respectively used to model the next- and previous-pointers.
We will now again consider the program deleting an element from a cyclic doubly linked
list (cf. Figure 2.1 on page 21) in the abstract setting.
Example 4.4.1. Figure 4.10 on the facing page shows the semantics of the Delete-program
from Figure 2.1 on page 21 based on the HRG for doubly-linked lists. We start with a con-
figuration with three nodes and one D-hyperedge that represents arbitrarily large cycles
with at least four nodes. The if-statements in the Delete-program have no effect in this
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case. After the first assignment y := x.n, we obtain the configuration depicted in subfig-
ure A. Here the variable y is too close to the D-edge and thus the configuration is not
admissible. We have to concretize it using the rules p1 and p3 (from G
D
1
= {p1, p3}), ob-
taining two resulting configurations where one only contains terminal edges (application
of p3) representing the case that the initial list contained exactly four vertices. The other
configuration stands for the situation where the initial cycle contained five or more ver-
tices. Rule p2 is not applicable here since it would not produce a terminal edge on the
left-hand side.
The next assignment x := x.p makes a further concretization necessary since the vari-
able x is now too close to the D-hyperedge. Rules p2 and p3 (from G
D
2 = {p2, p3}) are
applied to the left-hand graph from subfigure B, and we obtain two results, one of which
is concrete. The third graph is resulting from the right-hand graph in subfigure B.
The two assignments x.n := y and y.p := x exchange the next- and previous-pointers in
the subgraph between x and y; the result is shown in subfigure D. The following garbage
collection (the lower vertex has become unreachable) and the null-assignment to y yield
the states visualized in subfigure E. A re-abstraction applying rules p1 to the left-hand
and p3 to the middle graph, leads to the same configuration: the left-hand heap in sub-
figure F, which is again the initial graph. The concrete heap on the right-hand side is
resulting from deleting one node in the (minimal) cyclic list with four elements. It is the
same as in subfigure E because no grammar rule is applicable.
Hence we just proved that Delete is shape safe; that is, it preserves the structure
of arbitrarily large cyclic doubly-linked lists (with at least four nodes). In addition we
showed pointer safety, the absence of null-dereferences.
4.4.3 k-ary Trees
Throughout this chapter we already used an abstraction grammar for (fully branched)
binary trees as running example. It is not very difficult to extend the binary tree gram-
mar to (fully branched) k-ary trees. We can basically apply the same concepts but get
more rules for k> 2. As record selectors we will use the terminal symbols n1, . . . ,nk. The
nonterminals remain the same: T for the tree and P for the paths. In Figure 4.11 the
grammar for k-ary trees is depicted. We had to abbreviate the graphical notation which
is indicated by the dashed lines.
One easily sees that the number of rules grows exponentially with k. Gk has exactly
2k+3k ·2k−1 = (2+3k)2k−1
rules. This is due to the optional T-edges which may or may not be connected at the
bottom vertices.
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Figure 4.11: Grammar Gk for (fully branched) k-ary trees
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The reader might wonder if we could avoid this blow-up by allowing graphs containing
only external vertices as right-hand sides, corresponding to the ε-rules in context-free
string grammars. The number of rules in the specification would be significantly lower.
However, it would lead to problems during the abstraction procedure since the empty
redex applies everywhere. An automatic generation of a growing grammar would solve
this problem, but not eliminate the exponential blow-up as it would recreate the rules as
above.
4.4.4 Binary Trees with Linked Frontier
A more specialized data structure that is a derivative of binary trees are the binary trees
with linked frontier. This means that all leaves in the tree are inter-connected similar to
a linked list. This feature is useful in database-like applications as it allows a sequential
search, starting from a leaf element that has been found by traversing the search tree.
In [Eng92] a HRG for those trees has been already introduced; however, it does not fulfill
the criteria for heap abstraction grammars.
In the following, we will assume that the linked frontier is built using a selector v in
addition to the selectors l and r for the links between the inner vertices. v-pointers occur
at the leaf level but nowhere else in the tree.
Let us first consider a simple grammar G˜ consisting only of the rules p1, p2, p3, and p4
that are depicted in Figure 4.12 on page 76. These rules for the nonterminal T of rank
three suffice to allow the generation of arbitrarily large (fully branched) binary trees with
linked frontier (with at least three nodes). Because the tree is extended at the bottom,
it is necessary to provide a means to insert the leaf frontier later on. To this end we use
the external vertices 2 and 3 which refer to the left and right context of the leaf frontier,
respectively. All rules respect this issue and allow an extension of the frontier between
these two external vertices. Rule p1 is the terminal case while the rules p2 and p3 allow
recursion at one side of the subtree only. Finally, p4 represents the case that the leaf
level is not reached yet on both sides.
One might think that G˜ may already be used for abstraction purposes. But there are
two major obstacles:
(i) The HRG G˜ is no heap abstraction grammar; concretization from the second or
third tentacle of a T-edge is incomplete or allows infinite loops. This problem did
not occur with the HRG for binary trees in Figure 4.3 on page 57 because it em-
ployed a unary T which was never directly adjacent to an external vertex. Here the
situation is more complicated: introducing redundant rules is quite difficult with-
out additional nonterminals. We cannot simply connect terminal edges to a vertex
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attached to a second or third T-tentacle. This would violate the data structure
definition since v-edges would occur inside of the tree and not just at the leaf level.
(ii) G˜ does not allow any path abstraction, that is, it is impossible to retain a concrete
area beneath already abstract parts. This problem was solved quite easily for ordi-
nary binary trees (Figures 4.5 on page 62 and 4.6 on page 63). For trees with linked
leaf frontier this turns out to be more involved as we will see. Towards this end,
we will make use of two path abstraction nonterminals P1 and P2. They are also
necessary to solve the aforementioned problem.
The full grammarG for binary trees with linked frontier is depicted in the Figures 4.12,
4.14, and 4.17 on pages 76–80. Let us explain this concept starting with the additional
T-rules p5 to p8 in Figure 4.12. These rules address the first of the above issues and
extend T to allow concretization from the leaves (second and third external vertex). This
will for instance always be necessary if one follows the v-pointers towards a T-abstracted
area. Note that applying either p5 and p6, or p7 and p8 yields in the first case a P1-
edge, or a P2-edge in the second case and thus makes path rules necessary. A solution
without introducing P1 or P2 is not feasible, because “lifting” T to the top of the graph is
impossible since T comprises the leaf frontier.
The idea of the path abstraction is illustrated in Figure 4.13 on the next page and
the corresponding rules can be found in Figure 4.14. Here we must distinguish two
cases since the connections between leaves are directed: P1 abstracts paths with left-
pointers. As illustrated in Figure 4.13 the second external vertex represents the end of
the abstracted path, while the third and fourth external vertices are the leftmost and
the rightmost vertices in the subtree to the right, respectively. The third external vertex
needs to be connected to the rightmost leaf vertex of the subtree starting at the second
external vertex. The rules p11 and p12 are necessary to fulfill Definition 4.2.8 on page 64
of heap abstraction grammars. The P2 rules are essentially mirroring the P1 rules and
the external vertices change their role accordingly.
One issue that remains is that the nonterminals P1 and P2 may occur in alternation as
depicted in Figure 4.15 on page 78 (the image represents a subgraph in a given tree; the
dashed lines indicate pointers coming from / pointing to areas not depicted). For instance,
this occurs if one traverses an abstract tree from the root always alternating between the
l- and r-selectors. As a result the boundedness of abstract heaps is not guaranteed.
The resolve this problem we introduce a nonterminal K of rank 6 (for the idea see
Figure 4.16 on page 79 and for the rules consult Figure 4.17 on page 80) which essentially
combines P1- and P2-edges (rules p21 and p22), and allows to “merge” K -edges with P1-
and P2-edges. K represents a path that follows left- as well as right-pointers. Here the
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second and third external vertex are the leftmost and rightmost vertices on the subtree
to the left, and the fifth and sixth external vertex represent the leftmost and rightmost
vertices on the right-hand subtree, respectively, while the fourth external vertex marks
the end of the abstracted path.
Table 4.1 on page 81 shows the GX
i
according to Definition 4.2.8 on page 64 for the new
grammar. While in previous examples one derivation step sufficed to remove a violation
point, here this is not the case anymore. G
P1
4
and G
P2
2
contain T-rules, and in GK
i
also
P1-, P2- and sometimes T-rules are included to allow concretization.
The GT
i
can be determined easily; GT
i
contains always those rules that do not have a
nonterminal attached to the ith external vertex. For P1 and P2 there are cases where a T
is adjacent to an external vertex but the rule is necessary for concretization (in p10 and
p14 the fourth external vertex and in p16 and p20 the second external vertex is affected).
In these cases we determine which tentacle of the T hyperedge leads to the external node
and add the corresponding T-rules for further concretization (here already two deriva-
tion steps are required). The GK
i
always include P1 and P2 rules since the K -rules do
not contain any terminal symbols. Sometimes T-rules are also comprised (when the
corresponding G
P j
i
already contain T-rules). Thanks to the fact that the concretization
process always replaces nonterminal hyperedges that are violation points in the order
K −→ P j −→ T, there are no cycles possible and thus infinite derivations cannot occur in
this process, and Definition 4.2.8 on page 64 is fulfilled.
4.5 Soundness of the HRG Abstraction Technique
In this section we will focus on the soundness of the HRG abstraction framework – again
concerning the concept of Abstract Interpretation (see Section 3.1). Showing that the
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X ∈NΣ i ∈ {1, ..,rk(X )} GXi
T 1 {p1, p2, p3, p4}
2 {p1, p3, p5, p6}
3 {p1, p2, p7, p8}
P1 1 {p9, p10, p13, p14}
2 {p9, p10, p11, p12}
3 {p9, p10, p11, p12}
4 {p9, p10, p13, p14}∪GT3
P2 1 {p15, p16, p19, p20}
2 {p15, p16, p19, p20}∪GT2
3 {p15, p16, p17, p18}
4 {p15, p16, p17, p18}
K 1 {p21, p22, p27, p28}∪GP11 ∪GP21
2 {p21, p22, p25, p28}∪GP12 ∪GP22
3 {p21, p22, p24, p25}∪GP13 ∪GP23
4 {p21, p22, p23, p24}∪GP12 ∪GP24
5 {p21, p22, p23, p26}∪GP13 ∪GP23
6 {p21, p22, p26, p27}∪GP14 ∪GP24
Table 4.1: GX
i
for binary trees with linked frontier
(extended) abstraction function and its inverse mapping form an Abstract Interpretation
framework is not different with respect to Lemma 3.3.5 on page 44 which stated the same
property for the list abstraction framework.
Lemma 4.5.1. Let P = c1; . . . ; cr ∈ PPROG(Σ), G ∈ HRGΣ be a heap abstraction gram-
mar, H0 ⊆ HCΣ, H ′0 = AG(H0) ⊆ aHHCΣ. Moreover, let T(P,H0) = (Q,Q0,R,L) and
TG(P,H
′
0
)= (Q♯,Q♯
0
,R♯,L♯) be the concrete and abstract semantics of P, respectively. Then
(Q,R, Q♯,R♯,Aext
G
,Aext
G
−1
) with Aext
G
:Q →Q♯ such that Aext
G
(q) = (π1(q),AG(π2(q))) forms
an AI-framework.
Proof. The proof is analogous to the one of Lemma 3.3.5.
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For the soundness of the HRG abstraction framework the completeness of the HRG con-
cretizer is a necessary precondition. Due to the nice properties of the derivation relation
of HRGs, the proof turns out to be much easier than the equivalent in the singly-linked
setting (Lemma 3.3.7 on page 45).
Lemma 4.5.2 (Completeness of the HRG concretizer). Let G ∈HRGΣ be a heap abstrac-
tion grammar. Then for all H ∈HCΣ and H♯ ∈HHCΣ:
H♯
G=⇒⋆ H ⇒ ∃H′ ∈CG(H♯) :H′ G=⇒
⋆
H
Proof. If the proposition
L(G,H♯)= ⋃
H′∈CG (H♯)
L(G,H′) (∗)
holds, then we have according to Definition 4.2.10 on page 65, H♯
G=⇒⋆ CG(H♯) and it
follows that H ∈L(G,H′) for at least one H′ ∈CG(H♯).
(∗) is fulfilled since Definition 4.2.8 on page 64 requires for heap abstraction gram-
mars that L(GX
i
,X •)= L(G,X •). The language is retained with every derivation step as
always all necessary alternatives, obtained by applying rules from the appropriate GX
i
,
are “explored”.
Finally we are able to validate the soundness of the HRG abstraction framework.
Theorem 4.5.3 (Soundness). Let P, G, H0, H
′
0
T(P,H0), and TG(P,H
′
0
) be given as in
Lemma 4.5.1 on the previous page. Then the AI-framework (Q,R, Q♯,R♯,Aext
G
,Aext
G
−1
) is
sound; that is, for all q♯ ∈Q♯
R(AextG
−1
(q♯))⊆AextG
−1
(R♯(q♯))
Proof. The proof is similar to the one of Theorem 3.3.8 on page 48. The essential differ-
ence is that relation ≤ defined between homomorphic list configurations is now substi-
tuted by the derivation relation
G=⇒⋆.
Assume that q♯ = (i,H♯) ∈ Q♯ and q = (i,H) ∈ Q. Then we distinguish the following
cases (we will again exploit admissibility and apply concrete transformations to abstract
hypergraphs):
(i) ci = if β goto j: According to the Definitions 2.3.2 on page 26 and 4.3.3 on page 66
we have:
R(q)=

{( j,H)} ifB[[β,H ]]= 1
{(i+1,H)} ifB[[β,H ]]= 0
{qerr} ifB[[β,H ]]=⊥
4.5. Soundness of the HRG Abstraction Technique 83
R♯(q♯)=

{( j,H♯)} if B[[β,H♯ ]]= 1
{(i+1,H♯)} if B[[β,H♯ ]]= 0
{qerr} if B[[β,H
♯ ]]=⊥
Since B[[β,H′ ]]=B[[β,H♯ ]] for all H′ ∈HCΣ with H♯ G=⇒
⋆
H′, it follows4:
R(AextG
−1
(q♯))
=R({(i,H′) ∈Q |H♯ G=⇒⋆ H′})
=

{( j,H′) ∈Q |H♯ G=⇒⋆ H′} if B[[β,H♯ ]]= 1
{(i+1,H′) ∈Q |H♯ G=⇒⋆ H′} if B[[β,H♯ ]]= 0
{qerr} if B[[β,H
♯ ]]=⊥
=

Aext
G
−1
({( j,H♯)}) if B[[β,H♯ ]]= 1
Aext
G
−1
({(i+1,H♯)}) if B[[β,H♯ ]]= 0
{qerr} if B[[β,G
♯ ]]=⊥
=AextG
−1
(R♯((q♯))
(ii) ci = goto j: The proof is analogous to case (i).
(iii) ci = (θ := θ′): The Definitions 2.3.2 and 4.3.3 entail:
R(q)=
{qerr} if C [[ci,H ]]=⊥{(i+1,C [[ci,H ]])} otherwise
R♯(q♯)=
{qerr} if CG[[ci,H ]]=;{(i+1,H′) |H′ ∈AG(CG(C [[ci,H♯ ]]))} otherwise
It holds C [[ci,H
′ ]]=⊥ ⇔ CG[[ci,H♯ ]]=; for all H′ ∈HCΣ with H♯ G=⇒
⋆
H′. We then
get:
R(AextG
−1
(q♯))
=R({(i,H′) ∈Q |H♯ G=⇒⋆ H′})
4As in the list caseB[[· ]] is always evaluated on concrete heap parts.
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=
{qerr} if C [[ci,H
♯ ]]=⊥
{(i+1,C [[ci,H′ ]])∈Q |H♯ G=⇒
⋆
H′} otherwise
=
{qerr} if CG[[ci,H
♯ ]]=;
{(i+1,C [[ci,H′ ]])∈Q |H♯ G=⇒
⋆
H′} otherwise
=
{qerr} if CG[[ci,H
♯ ]]=;
{(i+1,H′) ∈Q |C [[ci,H♯ ]] G=⇒
⋆
H′} otherwise
(Lemma 4.5.2)
⊆
{qerr} if CG[[ci,H
♯ ]]=;
{(i+1,H′′) ∈Q | ∃H′ ∈CG(C [[ci,H♯ ]]) :H′
G=⇒⋆ H′′} otherwise
(Corollary 4.2.6)
=
{qerr} if CG[[ci,H
♯ ]]=;
{(i+1,H′′) ∈Q | ∃H′ ∈AG(CG(C [[ci,H♯ ]])) :H′ G=⇒
⋆
H′′} otherwise
=
{qerr} if CG[[ci,H
♯ ]]=;
Aext
G
−1
({(i+1,H′)∈Q |H′ ∈AG(CG(C [[ci,H♯ ]]))}) otherwise
=AextG
−1
(R♯(q♯))
(iv) ci =new(θ): Applying the Definitions 2.3.2 and 4.3.3 yields:
R(q)=
{qerr} if C [[ci,H ]]=⊥{(i+1,C [[ci,H ]]} otherwise
R♯(q♯)=
{qerr} if CG[[ci,H ]]=;{(i+1,AG(C [[ci,H♯ ]]))} otherwise
We obtain:
R(AextG
−1
(q♯))
=R({(i,H′) ∈Q |H♯ G=⇒⋆ H′})
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=
{qerr} if C [[ci,H
♯ ]]=⊥
{(i+1,C [[ci,H′ ]])∈Q |H♯ G=⇒
⋆
H′} otherwise
=
{qerr} if CG[[ci,H
♯ ]]=;
{(i+1,H′) ∈Q |C [[ci,H♯ ]] G=⇒
⋆
H′} otherwise
(Corollary 4.2.6)
=
{qerr} if CG[[ci,H
♯ ]]=;
{(i+1,H′) ∈Q |AG(C [[ci,H♯ ]]) G=⇒
⋆
H′} otherwise
=
{qerr} if CG[[ci,H
♯ ]]=;
Aext
G
−1
({(i+1,AG(C [[ci,H♯ ]]))}) otherwise
=AextG
−1
(R♯(q♯))
4.6 Suitability of Abstraction Grammars
Finiteness is not required for the soundness of our abstraction technique, but without
resulting finite abstract systems it would be useless for verification purposes. As the
finiteness of abstract transition systems using HRG abstraction strongly depends on the
program, we cannot guarantee finiteness generally for any program as in the singly-
linked setting. Even if the abstract transition system of a given program is finite, it
may not be so for another. In fact, we will always be able to construct programs that
result in infinite abstract transition systems. However, we have developed a test that
gives us an indication if an abstraction grammar is suitable for a given data structure.
This suitability is a necessary precondition for a finite abstract semantics for non-trivial
programs with read-only access (data structure traversal). In fact, for read-only access
with a single variable (next to arbitrarily many variables that are not updated by the
program) it is also sufficient for finiteness of the abstract semantics.
Many algorithms – such as the Deutsch-Schorr-Waite algorithm [SW67] which is con-
sidered as practical example in Section 5.6 – create intermediate configurations that
violate the data structure definition (e.g., when applied on trees, non-tree configurations
occur) but still allow the abstraction mechanism to condense the heap parts that are in
between. Suitability gives us a clue if those local inconsistencies can be handled by the
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abstraction. Then again, if there are unboundedly many local inconsistencies a finite
abstract semantics cannot be achieved. For instance, given an abstraction grammar for
binary trees, one could insert interconnections at every vertex and thus totally destroy
the tree structure and prevent any abstraction.
To check whether a given heap abstraction grammar is suitable, we start with a set of
abstract initial configurations representing all concrete instances of the particular data
structure, and then traverse the heap graph nondeterministically with a single variable –
thereby enforcing a concrete region at the variable position – until no new configurations
arise anymore.
Example 4.6.1. In Figure 4.18 on the next doublepage, the suitability test is illustrated
in a simplified manner. The initial states are right-hand sides of the four grammar rules
for T in Figure 4.3 on page 57 with added root-variable and the special variable x, high-
lighted in boldface. x will be used to traverse the tree structure. The upper configuration
containing only one vertex has been added since this case is not covered by the rules in
Figure 4.3.
In the figure we followed only l-pointers and always selected solely one of the possible
successors arising due to concretization. For the other successors and the r-pointers
the same steps would be necessary. Thanks to the abstraction, after a certain number of
assignments of the form x := x.l the process becomes stationary; that is, all configurations
arising after the assignment have already been seen, and the computation reaches a fixed
point.
Due to the symmetry of binary trees one might suspect that the number of configura-
tions obtained in this manner is finite when computing the full set, following all l- and
r-pointers and considering all succeeding configurations. Indeed, in Section 4.6.1 we will
see that our tool, in which our abstraction framework has been partially implemented,
computes 183 configurations and thus proves the desired property. But before getting to
the practical results we will formalize our notion of suitability.
Definition 4.6.2 (Generator Set). Let G ∈ HRGΣ be a heap abstraction grammar for a
given data structure D ⊆HCΣ given by the set of all its concrete instances such that for all
H ∈D:
GC(H)=H and ∀e ∈E : ℓ(e) ∈VarΣ ⇒ GC(H− e) 6=H− e
where H− e= (V ,E\{e},att ↾E\{e},ℓ ↾E\{e}) for H = (V ,E,att,ℓ) ∈HCΣ.
A set of (abstract) heap configurationsH ⊆ aHHCΣ is said to be a generator set for D if⋃
H∈H
L(G,H)=D.
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Figure 4.18: Simplified illustration of the suitability test for binary trees (part one – part
two on the next page)
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For our example of the fully branched binary trees the initial configurations in Fig-
ure 4.18 without the variable x form a generator set. Please note that the conditions on
the variable edges enforce that there are only variables pointing to the entry points of the
configurations (the removal of any of the variables leads to a garbage collection). Next,
we will define the set of marked (abstract) heap configurations, each of them containing
exactly one x-marked vertex, that can be computed inductively.
Definition 4.6.3 (Set of Marked Heaps). Let G ∈HRGΣ be a heap abstraction grammar,
let H ⊆ aHHCΣ be a generator set for a data structure D, and let x be a variable not
occurring in any configuration in D ⊆HCΣ. The set of initial configurations is given by
H0 =
⋃
H∈H
{CG[[x := v,H ]] | ∃v ∈VarΣ : valH(v) 6= null}
to create a set of configurations where for every H ∈H each entry point of the heap is
pointed to by x. For a given H i ⊆ aHHCΣ, i ∈ N we compute the set of successors as
follows:
H i+1 =H i∪
⋃
H∈H i
{CG[[x := x.s,H ]] | s ∈ {ℓH(e) | e ∈EH and srcH(e)= valH(x)}}
The set MARKEDHEAPSx(G,H ) = ⋃∞i=0H i is then called the set of (x-)marked heaps of
H with respect to G.
It holdsH i ⊆H i+1 for all i ∈N.
Definition 4.6.4 (Suitability). An abstraction grammar G is suitable for a given data
structure if the set of marked heaps is finite.
In this case that G is suitable, there is a k ∈N such thatHk =H l for all l ≥ k. Hence,
to check for suitability we have to compute theH i until we reach a fixed point. The set of
marked heaps will prove useful also in the verification part of this thesis in Section 5.5.
4.6.1 Practical Results
The suitability of the example grammars we presented so far in this chapter has been
checked automatically by our tool. The results are depicted in Table 4.2 on the following
page. The entries for lists stand for both singly- and doubly-linked lists for which we
obtained the same results. All the examined HRGs turned out to be suitable with regard
to the respective data structure. The cardinality of the set of marked heaps strongly
depends on the complexity of the data structure and the number of rules required in
a suitable heap abstraction grammar. Additional rules, however, can also increase the
effectivity of the abstraction and therefore reduce the number of configurations as the
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data structure |G| |H0| |MARKEDHEAPSx(G,H )|
linear lists (M = 2) 3 4 20
cyclic lists (M = 2) 3 5 21
lasso-type lists (M = 2) 3 7 81
binary trees 16 5 183
ternary trees 44 9 2709
bin. trees with linked frontier (original gr.)a 28 5 2231
bin. trees with linked frontier (extended gr.)b 35 5 1514
aOnly the original 28 rules from the Figures 4.12, 4.14 and 4.17 were used.
bAdditionally 7 abstraction-only rules were employed.
Table 4.2: Results of the test for finiteness for some example grammars
last entry shows where we applied the concept of abstraction-only rules. More details on
that topic can be found in Section 4.7.1.
For singly-linked lists the finiteness criterion is not required since here the instanti-
ation of the HRG abstraction framework corresponds to the specialized list abstraction
presented in Chapter 3 where we proved the boundedness of list configurations (The-
orem 3.2.10 on page 38). Already for doubly-linked lists this is not the case anymore
because two selectors allow the creation of arbitrarily complex graphs that prevent any
abstraction. For the experiments we analyzed three different list-structures (forM = 2):
(i) linear (singly- or doubly-linked) lists (linear sequence of vertices without cycles)
(ii) cyclic (singly- or doubly-linked) lists (the list forms a single cycle)
(iii) linear (singly- or doubly-linked) lists of lasso-type (non-empty linear sequence of
vertices followed by a cycle)
For the second case and singly-linked lists, all 21 x-marked configurations are depicted
in Figure 4.19 on the facing page. For doubly-linked lists we get essentially the same
configurations, with the only difference being the two links instead of just one. There
are also some concrete configurations where abstraction is impossible since the variables
otherwise would be adjacent to nonterminal edges (e.g. fourth row, third graph).
For binary and ternary trees the grammar Gk presented in the Figure 4.11 on page 73,
instantiated by k ∈ {2,3}, has been used directly as input for our tool. The grammar for
binary trees with linked frontier as shown in the Figures 4.12 on page 76, 4.14 on page 77,
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Figure 4.19: Set of marked heaps for cyclic singly linked lists (M = 2)
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Figure 4.20: Exemplary x-marked configuration (binary trees with linked frontier)
and 4.17 on page 80 has been used for the result in the sixth table row while the result
in the bottom row was obtained employing the additional abstraction-only rules depicted
in Figure 4.7.1 on the next page, reducing the size of the abstractions and therefore also
the state space.
Figure 4.20 depicts one of the abstract configurations obtained when computing the
set of x-marked heaps. This is one example where the abstraction for alternating paths
using the nonterminal K is in effect. A further progress of x along the leaf frontier will
require the concretization of the T-hyperedge on the right-hand side using GT
2
.
Note that the values recorded in Table 4.2 on page 90 also depend on the abstraction
strategy as has been pointed out in Section 4.2.1. To obtain these numbers, we always
computed the smallest irreducible configuration, and for the tree data structures we only
abstracted redexes in which the external vertices of a rule are mapped to disjoint vertices.
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4.7 Extended Abstraction Techniques
Let us briefly point out some ways to further improve the HRG abstraction technique.
First, in Section 4.7.1 we will examine abstraction-only grammars which are HRGs whose
rules are only used during the abstraction process but not for concretization. They can
improve the abstraction power if chosen properly. Section 4.7.2 deals with the oppo-
site idea: removing rules to reduce the number of cases in the concretization process.
This is done by introducing a relaxed version of admissibility which entails that some
rules become superfluous. Finally, in Section 4.7.3 we will show how one could enforce
boundedness of heap configurations and thus finiteness of abstract transition systems by
condensing subgraphs to a single vertex.
4.7.1 Abstraction-Only Grammars
Sometimes assignments can yield configurations for which the rules of an abstraction
grammar do not allow any further abstraction. One such example is the situation where
two abstract list segments – represented by an L-hyperedge each – are connected with
each other. With the rules from the abstraction grammar for singly linked lists in Fig-
ure 4.8 on page 69 these two hyperedges cannot be merged. Applying the additional rule
in Figure 4.21.a on the facing page backwards resolves this problem. We call a grammar
containing solely this rule an abstraction-only grammar as it is used only for abstraction
and not for concretization (using this rule for concretization would not give any advan-
tage but only increase the complexity). We usually denote an abstraction only-grammar
with G♯.
Let us consider the other examples in Figure 4.21. For doubly-linked lists we have the
same situation while for (fully branched) k-ary trees we propose three additional rules for
G♯ (subfigure c)): the first one summarizes two connected paths while the second and the
third abstract a path terminated by a leaf or a T-hyperedge to a T-hyperedge. Applying
these additional rules (backwards) to the configurations at the bottom in Figure 4.7 on
page 67 (pages 67f.) would result in only three distinct configurations. With the rules we
introduced so far in Figure 4.11 on page 73 these effects could not be achieved.
In subfigure d) rules for an abstraction-only grammar for binary trees with linked
frontier are depicted. As with the other data structures the rules are useful to collapse
structures of interconnected nonterminals that otherwise would remain in the graph.
The first three rules treat the occurrence of connected P1- ,P2- and K -hyperedges. The
last three rules transform paths with connected tree component to a T-hyperedge. They
are similar to the T-rules of subfigure c) for k-ary trees.
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Figure 4.21: Abstraction-only rules for some data structures
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Definition 4.7.1 (Abstraction-Only Grammar). Let G ∈ HRGΣ be a heap abstraction
grammar. A grammar G♯ ∈ HRGΣ is an abstraction-only grammar with respect to G if
for all X ∈NΣ
L(G∪G♯,X •)= L(G,X •)
The extended HRG abstractor permitting the application of G♯-rules is the function
AG∪G♯ (see also Definition 4.2.5 on page 60).
Formally, we require for abstraction-only grammars that they do not increase the
power of the abstraction grammar as this would breach the correctness of the approach:
when using arbitrary abstraction-only rules, the abstraction could not be undone by con-
cretization.
Applying the abstraction-only rules when computing the set of marked heaps for trees
with linked frontier yields only 1514 states – significantly less than without them (before:
2231, see Table 4.2 on page 90). For the other data structures there are no changes since
the situations that the additional rules try to resolve do not occur when the data structure
is traversed with only one variable.
We can conclude that abstraction-only grammars are a useful addition in practical
applications since they have the advantage of a better abstraction but no disadvantages
(except for the extra development effort).
4.7.2 Relaxing Admissibility
Another improvement, when trying to achieve smaller transition systems, is relaxing the
admissibility of heap configurations as it has been given in Definition 4.2.4 on page 60.
Examining our examples and the concretization process more closely we have come to
the following observation: sometimes variables are adjacent to nonterminal hyperedges
that, when replaced in a hyperedge replacement, never yield “inbound pointers”; that is,
the vertex referenced by the variable is only the target of terminal pointers but never the
source.
The second external vertex of the L-rules in the abstraction grammar for singly-linked
lists in Figure 4.8 on page 69 is such a case. In none of the three rules it is the source of a
pointer. In our grammar for binary trees (and also for general k-ary trees) the same holds
for the second external vertex of the P-rules. In these cases it is obviously not necessary
to concretize, since a L or P can never be “entered” from the second tentacle.
For binary trees, removing the additional concretization rules depicted in Figure 4.6 on
page 63 is the logical conclusion, leading to a smaller grammar and less concretization
and thus supposedly smaller transition systems. Unfortunately in this train of thoughts
there is a flaw as we will see later. First we formally introduce the notion of critical
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tentacles which are all those tentacles of a nonterminal hyperedge that are connected to
nodes which might be the source of an inbound pointer in some derivation.
Definition 4.7.2 (Critical Tentacles). Let G ∈ HRGΣ. The set of critical tentacles of a
nonterminal X ∈NΣ with respect to G, CT(X ,G)⊆ {1, . . .,rk(X )} is defined as follows:
i ∈CT(X ,G)⇔ ∃X →R ∈GX :
∃e ∈ER : (ℓR (e) ∈TΣ∧attR(e)(1)= extR(i))
∨ (ℓR(e)=Y ∈NΣ∧attR(e)( j)= extR(i)∧ j ∈CT(Y ,G))
The critical tentacles are defined recursively. Starting from the terminal rules X → R
with R ∈HGraphTΣ they can be successively computed and are transferred to nontermi-
nals Y with Y →S if X is connected to an external node in S. The following lemma states
that the critical tentacles are a sufficient criterion to ensure that in all derivations there
will never be an inbound pointer from vertices attached to uncritical tentacles.
Lemma 4.7.3. Let G ∈HRGΣ and X ∈NΣ. Then it holds:
i ∉CT(X ,G) ⇒ ∀H ∈L(G,X •) : ∄e ∈EH : ℓ(e) ∈ TΣ∧extH(i)= attH(e)(1)
Proof. Assume that for H ∈L(G,X •) there is an e ∈ EH such that ℓ(e) ∈ TΣ and extH(i)=
attH(e)(1). Then every derivation sequence X
• G=⇒⋆ H is of one of the following forms:
• Single replacement step: X • G=⇒H
There is a rule X → H ∈ G with H ∈ HGraphTΣ . But then according to Defini-
tion 4.7.2, i ∈CT(X ,G).
• Derivation sequence: X • G=⇒⋆ K G=⇒K ′ G=⇒⋆ H
Let K ′ be the first hypergraph where the edge e with ℓK ′ (e)= t ∈ TΣ is attached to
the ith external vertex. Then in K a nonterminal Y is attached to the ith external
vertex. Let e′ ∈EK be this edge with
ℓK (e
′)=Y ∈NΣ and attK (e′)( j)= extK (i) for a j ∈ {1, . . .,rk(Y )} (∗)
Then there is a rule Y →R and there is an edge e′′ ∈ ER in R with ℓR (e′′)= t ∈ TΣ,
attR(e
′′)(1) = extR( j), and K e
′/R=⇒ K ′. This again implies j ∈ CT(Y ,G) and together
with (∗) it follows i ∈CT(X ,G).
Example 4.7.4. Examining the grammar for binary trees with linked frontier as it is
shown in the Figures 4.12, 4.14, and 4.17 on pages 76–80, we can infer the following sets
of critical tentacles:
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nonterminal X CT(X ,G)
T {1,2}
P1 {1,3}
P2 {1,2}
K {1,2,3,5}
The results for K are obtained as follows: Since 1 ∈CT(P1,G) with rule p21 (or rule p27)
also 1 ∈ CT(K ,G) (analogously for P2 and the rules p22 or p28). From 3 ∈ CT(P1,G) and
the rules p21 and p25 it follows that 3,5 ∈CT(K ,G), and from 2 ∈CT(P2,G) and rule p21
we can deduce that also 2 ∈ CT(K ,G). There are other possibilities that yield the same
results. We can infer that the rules p7, p8, p13, p14, p17, and p18 are not necessary for
concretization. From the K -rules we cannot omit any.
This leads us to new definitions of admissibility (cf. Definition 4.2.4 on page 60) and
heap abstraction grammars (cf. Definition 4.2.8 on page 64).
Definition 4.7.5 (Weak Admissibility). The set of weakly admissible heap configurations
is
waHHCΣ = {H ∈HHCΣ | {(e, i)∈VP(H) | i ∈CT(ℓ(e),G)}=;}
Definition 4.7.6 (Reduced Heap Abstraction Grammar). Let G ∈HRGΣ be growing and
productive. Then G is a reduced heap abstraction grammar if
(i) ℓR (ER)∩VarΣ =; for all X →R ∈G, and
(ii) for every X ∈N and every i ∈CT(X ,G)=: I there exists a GX
i
⊆GX such that
• L(GX
i
,X •)=L(G,X •) for all i ∈ I, and
• there is a bound b ∈N such that for all X →R ∈GX
i
there are only derivations
of the form
R
GX
i=⇒H1
GX
i=⇒ . . . G
X
i=⇒Hl =:H
for an l ≤ b and ℓH(EH(extH(i)))⊆TΣ.
We already noted that omitting the rules that are not required for a reduced heap ab-
straction grammar might be problematic. Let us consider again the binary tree example
– assuming that the rules p13, p14, p15, and p16 (as shown in Figure 4.6 on page 63) have
been removed – to clarify this issue. Figure 4.22 on the next page shows a tree configu-
ration with two abstracted paths. The potential redexes are highlighted. It is easy to see
that redex 2 can be abstracted by applying the tree-rule p5 while redex 1 can only be ab-
stracted using rule p13 which we removed from the grammar. Thus removing grammar
rules is often of no help if one wants to obtain small abstractions.
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But there is one solution utilizing the concepts introduced in Section 4.7.1: we define
a grammar G♯ containing exactly those rules that are not required for concretization (in
our tree example these are the rules in Figure 4.6) which is then used as abstraction-only
grammar. Thus, we avoid a loss of abstraction power while still reducing the amount of
nondeterminism by preventing unnecessary concretizations.
4.7.3 Heap Compactor
In Section 4.6 we introduced a criterion for the finiteness of abstract transition systems
that, nonetheless, can only give an indication but does not guarantee finiteness for any
given pointer program. In this section we will sketch a method to enforce a bound on
the size of heap configurations, and thus always ensure finiteness of an abstract transi-
tion system. The use of the so-called heap compactor, however, may cause an inherent
loss of precision. The heap compactor works by collapsing subgraphs to form a spe-
cial sink vertex. In contrast to the similar concept of summary nodes in the literature
[CWZ90, DKR06, SRW98], here a single sink vertex per configuration suffices. If the
input configuration already contains a sink vertex, the compactor merely merges graph
components with it. In the following we will illustrate the idea of the heap compactor and
formulate the requirements but not give a full formal specification and a corresponding
semantics; the details, such as a heuristics for minimizing the introduced nondetermin-
ism is left for future work.
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Figure 4.23: Heap compactor (example)
Definition 4.7.7. A heap compactor is a function κ : aHHCΣ×N→ aHHCΣ. For H,K ∈
aHHCΣ and k ∈N, κ(H,k)=H if |VH | ≤ k and otherwise κ(H,k)=K such that:
• |VK | = k
• sink ∈VK ⊂ (VH ∪ {sink})
• EK = {e ∈EH | [attH(e)]\{sink} 6= ; ∨ ℓ(e) ∈VarΣ}
• attK (e)(i)=
attH(i) if v ∈VKsink otherwise
• ℓK = ℓH ↾EK
The heap compactor is to be executed as last step of an abstract assignment and only
modifies a configuration if the abstractor does not condense it enough. Its purpose is to
guarantee that all heap configurations have at most k vertices. If the constant k is large
enough, small inconsistencies as they occur often temporarily when manipulating data
structures, do not result in a loss of precision.
In Figure 4.23 the compactor is visualized by an example. The vertices shaded in gray
are merged to form the sink vertex visualized in black. For the actual implementation
of the heap compactor a heuristics that merges connected vertices (otherwise potential
dependencies between independent parts of the graph are created), and those that are
distant from the program variables, seems promising. The latter will reduce the proba-
bility that the sink vertex plays a role in the program semantics.
The introduction of the special sink vertex requires changes in the abstract semantics;
it can be considered as an additional abstraction step which is orthogonal to the HRG
abstraction. It is not possible anymore to reuse the concrete semantics in the abstract
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case because a partial concretization function for configurations with sink vertex is im-
practical (what kind of graph structures shall we materialize?). As the sink-vertex may
be close to program variables, it becomes necessary to extend the definitions of pointer
and Boolean expressions to multivalued domains (several possible results) which results
in more nondeterministic cases when executing assignments.
As our focus lies with structure-preserving abstractions, we will not go further into
detail here. The heap compactor should be considered as a kind of “emergency measure”
when other methods to obtain finite transition systems such as extending the abstraction
grammar(s) prove ineffective.
4.8 Practical Aspects of the Construction of
Abstraction Grammars
We saw already many examples of heap abstraction grammars and one might wonder
how these were developed. Therefore, we will now give some rules and ideas on how
to construct abstraction grammars for a given data structure or program. Momentarily
this needs to be done manually. In the long run, however, the aim can only be to either
automatically derive HRGs from a data structure definition as it occurs in many pro-
gramming languages, or to learn HRGs from the set of actually occurring hypergraphs
during the (abstract) execution of the program. For the latter, the work in [JK91] could
show a possible way as it describes a nondeterministic approach to computing a HRG
overapproximating a given set of hypergraphs.
4.8.1 Development Process
There are no mandatory rules for manually constructing heap abstraction grammars
suitable for a given data structure or a given program, but we can certainly give some
guidelines that we used, for example when constructing the grammar for binary trees
with linked frontier. For simple data structures one probably can develop a suitable
grammar in a single step. Figure 4.24 on the next page schematically visualizes the
development process we advocate for the more elaborate cases. The steps printed in
gray color are optional. The process is similar to debugging a program. http://www.se-
rwth.de/research/
Let us assume we are given a program we want to verify (this implies that we have to
compute the abstract semantics) or a given data structure for which we wish to create a
suitable heap abstraction grammar.
(i) The first step is to construct a HRG that generates the desired data structure start-
4.8. Practical Aspects of the Construction of Abstraction Grammars 101
Program / Data Structure
Check for problems +
develop abstraction idea
Construct HRG generating DS
Add new rules to HRG
(+ abstraction-only rules)
Optimization phase
Add abstraction-only rules
HRG suitable for DS
/ usable to verify program
/ suitability check
Test HRG with program
heap abstraction grammar
Transform HRG to
Construction complete
failure
success
Figure 4.24: Developement process for abstraction grammars
ing with a reasonable minimum size5. This step is usually relatively easy. For
binary trees these are the rules depicted in Figure 4.3 on page 57 and for binary
trees with linked frontier the first four rules in Figure 4.12 on page 76.
(ii) As a second step we need to transform the HRG into a heap abstraction grammar
as it is defined in Definition 4.2.8 on page 64. This can be very simple (as for bi-
nary trees where the rules in Figure 4.3 already fulfill this requirement) but also
quite involved as it turned out for trees with linked frontier where we were forced
to introduce additional nonterminal symbols (for more details please refer to Sec-
tion 4.4.4).
(iii) Next, we execute our suitability test (Section 4.6) or try computing the abstract
semantics of our program. If this test succeeds, that is, if it terminates prior to a
given timeout, we know that our grammar is suitable for our task and we can make
5This requirement is necessary because otherwise one would be able to abstract any subgraph and lose
too much precision.
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some final optimizations (for example by adding abstraction-only rules).
(iv) If the test fails, we try to find out why it failed. This can be done by analyzing
the heap configurations arising during the suitability check or computation of the
abstract semantics. Large insufficiently abstracted parts of the heap often show a
regular pattern that we can exploit for creating additional abstraction rules. In the
case of binary trees with the reduced grammar containing only T-rules we would
see that the paths leading to the marking variable are getting huge and conclude
that we need an abstraction for paths (if one does not recognize this problem be-
forehand). For binary trees with linked frontier a similar situation occurred after
we defined the P1 and P2 abstractions but were still missing the nonterminal K .
Alternating sequences of connected P1- and P2-hyperedges as shown in Figure 4.15
on page 78 motivated us to create the rules for K that solve exactly this problem.
(v) After adding these new rules, we need again to ensure that the HRG is a heap
abstraction grammar before we can execute a second suitability test. Depending on
its result we either are finished or repeat the last step.
4.8.2 Decidability and Expressivity Issues
Let us discuss another issue that we did not address yet. It corresponds to the first step
of the above scheme for constructing abstraction grammars:
How can we know whether a heap abstraction grammar is really generating
all concrete instances of a given data structure?
The answer to this question is that we cannot. The reason is the undecidability of the
language inclusion problem6 for hyperedge replacement grammars. This follows from the
fact that HRGs are strictly more powerful than context-free string grammars [DKH97],
and already for these grammars the language equality and language inclusion problems
are undecidable [HMU06].
Since in practice one often considers recursive data structures of which many can be
nicely represented by hyperedge replacement grammars (HRGs are themselves recursive
structures), constructing a grammar that actually generates a superset of all instances
of a data structure should not be too difficult. What turns out to be more involved is
to actually find a suitable heap abstraction grammar. This issue we addressed in the
previous section.
6Due to our over-approximating approach, for correctness it suffices to generate a superset of the actually
necessary terminal graphs.
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If we just want to verify a program for a given concrete input and not for an infinite
set of possible inputs, it is not required that the data structure is fully represented by the
HRG since according to Corollary 4.2.6 on page 61 any concrete heap configuration can
be re-generated from its abstract representation. Thus in this case, the grammar can be
any HRG that produces a finite abstract state space but does not cause a heavy loss of
precision.
Because of the context-freeness of HRGs, their expressive power is limited. This pre-
vents us from defining grammars that generate balanced trees, grids, or general directed
acyclic graphs (DAGs). For red-black trees for example, it is possible to express local
correctness in the sense that a black node can be followed by red or black nodes, and a
red node only by black nodes. The global property that every path from the root to a leaf
contains the same number of black nodes, cannot be expressed anymore (or only with
infinitely many nonterminal symbols). With DAGs we have the problem that we need
the possibility to rejoin distant branches. This would require a nonterminal symbol with
unbounded rank, and hence cannot be handled in this manner.
It remains to see whether more expressive graph grammar frameworks can be ef-
fectively applied in our setting to enable the modeling of these last named structures.
However, this could jeopardize other important aspects such as the completeness of con-
cretization.

Part II
Verification Methods

5 Logics and Model Checking
In the first part of this theses we introduced two approaches that generate an abstract
semantics for pointer programs that over-approximates the behavior of the concrete one,
that is, whose runs cover all concrete ones. In our setting this approach is correct but
generally incomplete: although we can infer from the satisfaction of a property in the
abstract state space its validity in the concrete case, the inverse becomes impossible.
The verification techniques introduced here will focus on the HRG abstraction method
as the list abstraction we presented in Chapter 3 is a special case of it (see also Sec-
tion 4.4.1 where an instantiation of the HRG framework for singly-linked lists with pre-
cision parameterM is given).
This chapter is organized as follows. In Section 5.1 we will first consider the prob-
lems of pointer safety and shape safety which are essential when dealing with pointer
programs. Shape safety means that the shape of the data structures – for instance “tree-
ness” – is retained when running a certain pointer program. We could also call this
property data structure invariance.
Next, in Section 5.2 we will consider linear temporal logic (LTL) [Pnu77] and its veri-
fication. In particular, we will introduce a method for three-valued LTL model checking
which checks LTL formulae over partial transition systems where states may have an
uncertain labeling. The same structures are considered in [BG99, BG00, GP09] but the
problem to be solved is different: we do not ask if there exists a completion of a par-
tial system for which the formula is fulfilled; we want to know if the formula is fulfilled
for all of its completions. In [GLLS05] a similar problem is examined for the µ-calculus
which is strictly more powerful than LTL. We chose, however, to use a simpler technique
specialized on LTL.
As LTL is employed at transition system level and speaks about runs of the program,
we additionally need expressions for specifying pointer properties for single heap config-
urations. In Section 5.3 we therefore introduce pointer comparisons that allow arbitrary
deep dereferencing. Integrating these expressions with LTL, we finally obtain temporal
pointer logic (TPL) that allows reasoning about pointer programs.
In Section 5.4 we will then solve the model checking problem for TPL and finally prove
the soundness of our approach.
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5.1 Verifying Pointer and Shape Safety
In this section we will see how static properties, that is, properties that do not evolve over
time, of a program can be verified. Among the most common errors are pointer errors,
arising from dereferencing null pointers. With our framework these can be recognized
easily. In the abstract (and also in the concrete) semantics of pointer programs (Defini-
tion 4.3.3 on page 66) dereferencing a null pointer leads to a special error state qerr from
which no “escape” is possible, hence pointer safety can be easily checked.
To make properties such as the “error property” err available for temporal logic for-
mulae as they will be introduced in the next two sections, we employ a set of flags F with
err ∈F. Every state q of a transition system can then be equipped with a flag assignment
F(q) :F→B that indicates the active flags at that state. A flag is set, if the corresponding
event (here the dereferencing of a null pointer) occurs and is usually deactivated again
thereafter.
Next to pointer safety, shape safety (or structural invariance) is a very important prop-
erty, stating that an input that is conformant to a given data structure is followed by
an output that has the same property; for instance, an insert operation for a tree should
yield again a tree. Note that this does not mean that the heap remains unchanged. In
Example 4.4.1 on page 70 we already showed shape safety for the Delete-operation on
cyclic doubly linked lists.
Let G ∈ HRGΣ be a heap abstraction grammar and let H ⊆ aHHCΣ be a generator
set for a given data structure D ⊆ HCΣ (i.e., ⋃H∈H L(G,H) = D) and let P = c1; ...; cr ∈
PPROG(Σ). Verification of shape safety with respect to D can be done in the following
way:
(i) Compute the abstract operational semantics TG(P,H )= (Q,Q0,R,L) (starting with
Q0 = {1}×H as initial states).
(ii) Let Q f = {q ∈Q |π1(q)= r+1} be the set of states for which the program has termi-
nated. ThenH f =π2(Q f ) is the set of final configurations.
(iii) If it holds that ⋃
H∈H f
L(G,H)⊆D,
we know that P is shape safe for any input from D.
If (iii) does not hold, we cannot infer that P is not shape safe since TG(P,H ) is an
over-approximation of T(P).
Example 5.1.1. Let us consider a practical example, the Deutsch-Schorr-Waite (DSW)
traversal algorithm, which performs a stackless traversal of a binary tree by means of
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destructive pointer manipulation [SW67]. Here we will only consider the aspect of shape
safety, for related work and other interesting properties verified, please refer to Sec-
tion 5.6.
The DSW algorithm has originally been developed to permit garbage collection without
using stacks. It is applied to list structures with sharing and cycles. To ensure termina-
tion, visited nodes are marked with different flags. Here we use a variant of the original
algorithm as proposed by Lindstrom [Lin73] which operates on acyclic structures, elimi-
nating the need of marking nodes by rotating pointers, instead of just inverting them as
proposed for the original algorithm. Our version of the DSW traversal algorithm, instan-
tiated for binary trees, is depicted in Figure 5.1 on the next page. It is essentially the
same as the one given in [LRS06], with the difference that it can directly be used by our
implementation without any modification or instrumentation.
Figure 5.2 illustrates how the DSW algorithm works on a binary tree. Subfigure a)
depicts an intermediate configuration where the vertex v that is located somewhere in
the middle of the tree is visited for the first time. Due to pointer rotation there is a path
leading upwards from prev to the tree root, making all parts above v reachable from
prev, and thus, prev can be considered as a new root of a partially inverted tree.
The subsequent graphs depict the states after execution of the rotation just before the
execution of code line 8. In b) the first pointer rotation took place, letting the left-pointer
point to the current target of the right-pointer and then updating the right-pointer to the
value of prev. After that, we move forward to the root of the left subtree S of v, execute
the first rotation here as well, and obtain the graph in subfigure c). From now on, let s
and u denote the root vertices of S andU , respectively.
Next, the algorithm descends into the left part of S (subfigure d)). Eventually the
whole left subtree rooted by s is traversed, the pointers of s are rotated a second time
(subfigure e)), and we descend into the right subtree of S. Upon completion of the traver-
sal cur points again to s and the pointers have been rotated a third time (there no pointer
anymore from s to v, subfigure f)). We move upwards, visit the vertex v, and rotate the
pointers of v a second time (subfigure g)). Then the subtreeU is treated in the same way
as S, leading to pointer rotations at vertex u (graphs h) to k)).
Finally, upon return, v is visited a third and last time and the l- and r-pointers of v are
rotated restoring the original configuration depicted in subfigure a).
For our practical test we applied the DSW algorithm to an abstract binary tree us-
ing the single initial heap depicted in Figure 5.3.a on page 112, representing all fully
branched binary trees where each leaf has at minimum a depth of two. Figure 5.3.b
shows the final heap – the single configuration that does not have any outgoing transi-
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1 if root= null goto 15;
2 new(sen);
3 prev := sen;
4 cur := root;
5 next := cur.l;
// rotate pointers
6 cur.l := cur.r;
7 cur.r := prev;
// move forward
8 prev := cur;
9 cur := next;
// traversal complete ?
10 if (cur= sen) goto 15;
11 if (cur 6= null) goto 5;
// swap prev and cur
12 cur := prev;
13 prev := null;
14 goto 5;
Figure 5.1: The DSW Algorithm
tions1 in TG(P,H ) – we obtained after invoking our tool, using our well-known grammar
for binary trees. One easily sees that the abstract tree attached to the root-variable is
exactly the same as the tree in the initial state. The single vertex to the right is the
special sentinel vertex introduced to detect the termination of the algorithm. We thus
can conclude that the DSW algorithm is shape safe with respect to fully branched binary
trees (where each leaf has at minimum a depth of two). As we stated before, this does not
mean that the result is exactly the same tree2.
The intermediate abstract state in Figure 5.3.c depicts the situation as in Figure 5.2.g.
It shows nicely the path represented by the abstract P-labeled hyperedge leading up
from cur to the original tree root. The violations of the tree-property caused by the DSW
algorithm during its traversal are handled smoothly by our HRG abstraction framework.
1Note that all final configurations have no outgoing transitions since the program counter is then at
position r+1 if the program has r instructions. Without considering the program counter, back-edges
are possible due to overapproximation.
2For the full correctness property please refer to the Sections 5.5 and 5.6.
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a) first visit of vertex v
d) descent into left subtree of S
i) descent into left subtree of U
then descent into right subtree of S
then descent into right subtree of U
b) pointer rotation around v c) first visit of and pointer rota-
tion around root vertex of S
e) second visit of and pointer rota-
tion around root vertex of S,
f) third visit of and pointer rota-
tion around root vertex of S
g) second visit of and pointer rota-
tion around vertex v
h) first visit of and pointer rota-
tion around root vertex ofU
j) second visit of and pointer rota-
tion around root vertex of U ,
k) third visit of and pointer rota-
tion around root vertex ofU
l) third visit of and pointer rota-
tion around vertex v
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Figure 5.2: Illustration of a tree-traversal by the DSW algorithm
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Figure 5.3: Abstract heap configurations during the analysis of the DSW algorithm
5.2 Expressing Temporal Properties
Before introducing a logic for heap properties we will first look into properties of computa-
tion paths. For this purpose we employ LTL. Later on in Section 5.3 we will embed logical
pointer operations into LTL. Assume AP to be a set of atomic predicates with F⊆AP. For
verification purposes, states of a transition system can be equipped with flags. A very
important flag will be term which is set when the program has terminated.
Definition 5.2.1 (Linear Temporal Logic). The set of LTL formulae over a finite set of
atomic predicates AP is inductively defined as follows:
LTL(AP) ::= TRUE |AP | ¬LTL(AP) |LTL(AP)∧LTL(AP)
|X LTL(AP) |LTL(AP)U LTL(AP)
In addition to the above operators we will use the following abbreviations for ϕ,ψ ∈
LTL(AP):
FALSE =¬TRUE
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ϕ∨ψ=¬(¬ϕ∧¬ψ)
ϕ→ψ=¬ϕ∨ψ
Fϕ= TRUE U ϕ
Gϕ=¬F¬ϕ
Usually the semantics of LTL is defined on infinite traces of atomic predicate valu-
ations3. Since we want to use LTL to formulate the desirable properties of transition
systems arising from pointer programs, we have to permit finite traces as well (if we do
not want to modify our transition systems). To this end we extend the set of atomic pred-
icates AP with the special flag term that is not part of the labeling of transition systems.
LTL is then interpreted on finite traces by implicitly extending them with an infinite
suffix with enabled term flag.
Definition 5.2.2 (LTL Semantics). The semantics of an LTL formula over a set of atomic
predicates AP is defined on sequences of predicate valuations from (BAP)ω (recall: BAP =
{ f | f : AP → B}), called traces, and formalized by the satisfaction relation |=LTL(AP)⊆
(BAP)∞×LTL(AP) given as follows for p ∈AP, t ∈ (BAP)ω, ϕ,ψ∈LTL(AP):
t |=LTL(AP) TRUE
t |=LTL(AP) p ⇔ t(1)(p)= 1
t |=LTL(AP) ¬ϕ ⇔ t 6|=LTL(AP) ϕ
t |=LTL(AP) ϕ∧ψ ⇔ t |=LTL(AP) ϕ and t |=LTL(AP) ψ
t |=LTL(AP) X ϕ ⇔ t[2] |=LTL(AP) ϕ
t |=LTL(AP) ϕ U ψ ⇔ ∃k≥ 1 : t[k] |=LTL(AP)ψ and ∀ j < k : t[ j] |=LTL(AP) ϕ
We extend |=LTL(AP) to finite traces: let t ∈ (BAP)⋆ with t(i)(term) = 0 for all 1 ≤ i ≤ |t|.
Then we define
t |=LTL(AP) ϕ⇔ t · (t(|t|)[term 7→ 1])ω |=LTL(AP) ϕ
5.2.1 Specifying Properties of Transition Systems
Before lifting the satisfaction relation to transition systems we have to introduce a notion
of paths in transition systems.
Definition 5.2.3 (Paths in Transition Systems). Let T = (Q,Q0,R,L)∈TS(L) be a labeled
transition system. ρ ∈Q∞ is a path in T starting at q, written ρ ∈ PATHS(q,T), if ρ(1)= q
and it holds (ρ(i),ρ(i+1))∈R either for all i ≥ 1 if ρ ∈Qω, or 1≤ i ≤ |ρ| if ρ ∈Q⋆. Moreover,
we set PATHS(T) :=⋃q0∈Q0 PATHS(q0,T).
3We use valuations instead of the possibly more intuitive sets because they allow for a straightforward
extension to the three-valued case in Section 5.2.2.
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Now we can define the semantics of LTL on transition systems.
Definition 5.2.4. Let T = (Q,Q0,R,L)∈TS(BAP) be a transition system labeled by atomic
predicate valuations. T fulfills a formula ϕ ∈LTL(AP) (T |=LTL(AP) ϕ) if
∀ρ ∈ PATHS(T) : L(ρ) |=LTL(AP) ϕ
When employing LTL for formulating correctness properties of abstract transition sys-
tems we want to be able to transfer the verification result to the concrete case. The
following result allows us that.
Corollary 5.2.5 (Correctness of Over-Approximation). Let Ti = (Q i,Q i0,R i,L i) ∈TS(2AP),
i ∈ {1,2} be labeled transition systems with L1(PATHS(T1)) ⊇ L2(PATHS(T2)); that is, T1
over-approximates T2, and let ϕ ∈LTL(AP). Then it holds:
T1 |=LTL(AP) ϕ ⇒ T2 |=LTL(AP) ϕ
Proof. Let Ti = (Q i,Q i0,R i,L i). If T1 |=LTL(AP) ϕ, then all paths in PATHS(T1) fulfill the
formula ϕ. Because of the assumption L2(PATHS(T2)) ⊆ L1(PATHS(T1)), it is clear that
the paths in PATHS(T2) must also satisfy ϕ.
Note that the above result does not hold for Computation Tree Logic (CTL) [CE81]
which allows quantification over transition system paths. A similar result for CTL re-
quires a stronger precondition as shown in [DGG97]: let T1 = (Q1,Q10,R1,L1) be an ab-
stract and T2 = (Q2,Q20,R2,L2) a concrete transition system, let γ : Q1 → 2Q2 be a con-
cretization function and q ∈Q1. Then
∀q′ ∈ γ(q) : L1(q)= L2(q′) (∗)
must hold to retain the satisfaction of CTL formulae. Unfortunately, due to the nature
of our abstractions, our framework does not fulfill the proposition (∗). It is for example
possible to construct a program that traverses a list of exactly k vertices for a sufficiently
large k (k has to be larger than our precision constant M for list abstraction). Once it
reaches the end of the list, it terminates. In the abstract case the information about the
length of the list is lost, and thus there is a path in which we reach a null pointer and
thus an error occurs. This error does not occur in the concrete case and hence (∗) is not
fulfilled. For LTL verification this poses no problem since there is an implicit universal
quantification over all paths (see Definition 5.2.4).
5.2.2 Three-Valued LTL Model Checking
In Section 5.3 we will introduce a heap logic containing pointer comparisons for which,
when evaluated on abstract states, we cannot always clearly say if a formula is fulfilled
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or not. To this end we introduce a third truth value 1
2
that represents either 0 or 1, and
define a partial trace, that is, a trace that contains 1
2
-entries, to be equivalent to a set
of complete traces. From now on let B˜ = B∪ {1
2
} = {0, 1
2
,1} be the three-valued Boolean
domain.
Definition 5.2.6 (Partial Trace). A partial trace over a set of atomic predicates AP is a
sequence τ ∈ (B˜AP)∞ of partial predicate valuations. A trace t ∈ (BAP)∞ is a completion of
τ (τºt) iff for all i ∈N and p ∈AP:
τ(i)(p)= t(i)(p) ⇔ τ(i)(p) ∈B
For τ(i)(p) = 1
2
there are no constraints, hence t(i)(p) = 1 or t(i)(p) = 0. The set of all
completions of τ is then given by
COMPLETIONS(τ)= {t ∈ (BAP)∞ | τºt}
Based on the definition above we can define the satisfaction of LTL formulae on partial
traces. As already mentioned at the beginning of this chapter, we only consider an LTL
formula as fulfilled if all completions of a partial trace satisfy the formula.
Definition 5.2.7 (Three-Valued LTL Semantics). Let ϕ ∈ LTL(AP) and τ ∈ (B˜AP)∞ be a
partial trace. Then
τ |=3LTL(AP) ϕ ⇔ ∀t ∈COMPLETIONS(τ) : t |=LTL(AP) ϕ
We will now lift this concept to the level of transition systems. A partial transition
system is a transition system with partial traces where predicates can be true, false,
or have an unknown value for a given state. A predicate valuation ϑ : AP→ B˜ where
predicates may have the unknown value 1
2
is called partial.
Definition 5.2.8 (Partial Transition System). A partial transition system is a transition
system T ∈TS(L) with L= B˜AP (labeled by partial predicate valuations).
T fulfills a formula ϕ ∈LTL(AP) (T |=3
LTL(AP)
ϕ) if
∀ρ ∈ PATHS(T) : L(ρ) |=3LTL(AP) ϕ.
Given a partial transition system, we can construct a corresponding complete one
whose traces are exactly the completions of the traces of the partial system.
Definition 5.2.9. Let ϑ : AP→ B˜ be a partial predicate evaluation. Then v : AP→B is a
completion of ϑ (ϑºv), if
v(p)=ϑ(p) ⇔ ϑ(p) ∈B
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Figure 5.4: Partial transition system and its completion
Given a partial transition system T = (Q,Q0,R,L)∈TS(B˜AP) its completion T ′ = (Q′,Q′0,
R′,L′) ∈TS(BAP) (TºT ′) is defined as follows:
Q′ = {qv | q ∈Q, L(q)ºv}
Q′0 = {qv | q ∈Q0, L(q)ºv}
R′ = {(pv,qw) | (p,q)∈R, L(p)ºv, L(q)ºw}
L′ = {(qv,v) | q ∈Q, L(q)ºv}
Example 5.2.10. Figure 5.4 shows an example transition systemwith two predicates and
its completion. The predicate valuations are placed inside the rectangles representing
the states. In the completed system we created copies for every possible valuation of the
predicates with previously unknown value. If one predicate is unknown, this leads to two
states, if both are unknown we already get four copies. The transition connections are
transferred accordingly.
One easily sees that in the worst case (the predicate valuations of all states are 1
2
)
the completion of partial transition systems is exponential in the number of predicates.
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Usually this phenomenon should only occur rarely when using deep dereferencing. The
following lemma states that the completion of a transition system, as given in Defini-
tion 5.2.9 on page 115, contains exactly the completions of the traces of the original tran-
sition system.
Lemma 5.2.11 (Trace Equivalence). Let T = (Q,Q0,R,L) ∈ TS(B˜AP) be a partial transi-
tion system and T ′ = (Q′,Q′0,R′,L′) ∈TS(BAP) its completion. Then
COMPLETIONS(L(PATHS(T)))= L′(PATHS(T ′)).
Proof. Assume the states inQ′ to be equipped with subscripts according to Definition 5.2.9.
Then we can deduce:
t ∈COMPLETIONS(L(PATHS(T)))
⇔ ∃ρ ∈ PATHS(T)∧ t ∈COMPLETIONS(L(ρ))
⇔ ∃ρ ∈ PATHS(T)∧L(ρ)ºt
⇔ ∃ρ′ = qt(1)qt(2)qt(3) · · · ∈ PATHS(T ′)∧L′(ρ′)= t (cf. construction in Def. 5.2.9)
⇔ t ∈ L′(PATHS(T ′))
From that lemma we can infer the following corollary.
Corollary 5.2.12. Let T ∈ TS(B˜AP) be a partial transition system, TºT ′ and let ϕ ∈
LTL(AP). Then
T |=3LTL(AP) ϕ ⇔ T ′ |=LTL(AP) ϕ
Thus, for three-valued model checking as it has been introduced above, one LTL model
checking run on the completed transition system suffices. As already mentioned before,
this approach has to be distinguished clearly from others dealing with three-valuedmodel
checking that pursue a different strategy [BG99, BG00, GP09].
5.3 Temporal Pointer Logic
After discussing LTL for expressing properties at transition system level, we will now
go more into detail: we will enrich LTL with pointer comparisons – whose components
are called dereferencing expressions to distinguish them from the pointer expressions in
Definition 2.1.1 on page 20 – to express properties of single memory configurations.
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5.3.1 Dereferencing of Arbitrary Depth
Dereferencing expressions allow – in contrast to the pointer expressions in Definition 2.1.1
– for arbitrary deep dereferencing.
Definition 5.3.1. The set of dereferencing expressions over an alphabet Σ inductively
defined as follows:
DEREFΣ ::= null |VarΣ |DEREFΣ . SelΣ
Note that we do not permit expressions dereferencing null such as null.s. From dereferenc-
ing expressions we construct pointer comparisons:
DCΣ = {ξ= ζ | ξ,ζ ∈DEREFΣ}
The evaluation of dereferencing expressions on abstract states may lead to uncertainty,
making two different semantics for pointer comparisons necessary. In different concrete
instances, represented by an abstract configuration, the evaluation results may vary.
Definition 5.3.2. The concrete semantics of dereferencing expressions is a partial function
D[[· ]] : DEREFΣ×HCΣ*V∪ {null} defined as follows for x ∈ VarΣ, ξ ∈ DEREFΣ, s ∈ SelΣ,
and H = (V ,E,att,ℓ) ∈HCΣ:
D[[x,H ]]=P [[x,H ]]
D[[ξ.s,H ]]=

v if ∃e ∈E : ℓ(e)= s∧att(e)=D[[ξ,H ]] ·v
null if ∄e ∈E : ℓ(e)= s∧att(e)(1)=D[[ξ,H ]]
⊥ otherwise
The concrete satisfaction semantics for pointer comparisons is given by the function
CSAT[[· ]] : DCΣ×HCΣ→B, defined as follows for H = (V ,E,att,ℓ) ∈HCΣ, ξ,ζ ∈DEREFΣ:
CSAT[[ξ= ζ,H ]]= 1⇔ D[[ξ,H ]]=D[[ζ,H ]] 6= ⊥
Formally, defining the abstract semantics of pointer comparisons is quite straightfor-
ward, and based on the (generally infinite) graph language of the abstraction grammar
with respect to the abstract state. The practical aspect, however, will turn out quite
elaborate (see Section 5.4.1).
Definition 5.3.3. Let G ∈HRGΣ be a heap abstraction grammar. The abstract semantics
for pointer comparisons is a function ASAT[[· ]] : DCΣ×HHCΣ→ B˜, defined as follows for
γ ∈DCΣ and H ∈HHCΣ:
ASAT[[γ,H ]]=

1 if ∀H′ ∈L(G,H) : CSAT[[γ,H′ ]]= 1
0 if ∀H′ ∈L(G,H) : CSAT[[γ,H′ ]]= 0
1
2
otherwise
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With respect to Definition 5.3.2 on the facing page we introduced a third truth value
1
2
which represents the situation that some concrete configurations – represented by a
given abstract hypergraph configuration – satisfy the pointer comparison expression and
some do not. Note that this uncertainty occurs only in some cases. There is a subset for
which the result is always either 1 or 0.
Corollary 5.3.4. Let DC′Σ = {θ = θ′ | θ,θ ∈ PExprnullΣ } where PExprnullΣ is given as in Def-
inition 2.1.1 on page 20; that is, there is no arbitrarily deep dereferencing. Then for all
γ ∈DC′Σ and all H ∈HHCΣ:
ASAT[[ξ,H ]]∈B.
Proof. Limiting the dereferencing depth entails that all pointer expressions can be evalu-
ated on concrete heap parts. Thus for all elements of L(G,H) we get the same results.
5.3.2 Enriching LTL with Pointer Comparisons
Up to now we considered temporal logic formulae expressing properties of computation
paths, and pointer comparisons evaluated on single heap states separately. To our aim,
the verification of pointer programs, we combine both to be able to cope with systems
characterized by the alteration of heap states. We obtain a modified version of Defini-
tion 5.2.1 on page 112.
Definition 5.3.5 (Temporal Pointer Logic). The set of temporal pointer logic (TPL) for-
mulae over Σ and a set of flags F with term ∈F is defined as follows:
TPL(Σ,F) ::= TRUE |F |DCΣ | ¬TPL(Σ,F) |TPL(Σ,F)∧TPL(Σ,F)
|X TPL(Σ,F) |TPL(Σ,F)U TPL(Σ,F)
For TPL we replaced the atomic predicates from LTL with their subset F and the
pointer comparison expressions. TPL combines both, the semantics of LTL, and pointer
comparisons.
Definition 5.3.6 (Concrete TPL Semantics). The semantics of a TPL formula over Σ and
F is defined on traces of heap configurations over Σ and traces of flag assignments, and for-
malized by the satisfaction relation |=TPL(Σ,F)⊆HCΣ∞×(BF)∞×TPL(Σ,F), given as follows
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for t ∈HCΣω, u ∈ (BF)ω, f ∈F, and γ ∈DCΣ:
t,u |=TPL(Σ,F) TRUE
t,u |=TPL(Σ,F) f ⇔ u(1)( f )= 1
t,u |=TPL(Σ,F) γ ⇔ CSAT[[γ, t(1) ]]= 1
t,u |=TPL(Σ,F) ¬ϕ ⇔ t,u 6|=TPL(Σ,F) ϕ
t,u |=TPL(Σ,F) ϕ∧ψ ⇔ t,u |=TPL(Σ,F) ϕ and t,u |=TPL(Σ,F) ψ
t,u |=TPL(Σ,F) X ϕ ⇔ t[2],u[2] |=TPL(Σ,F) ϕ
t,u |=TPL(Σ,F) ϕ U ψ ⇔ ∃k≥ 1 : t[k],u[k] |=TPL(Σ,F) ψ
and ∀ j < k : t[ j],u[k] |=TPL(Σ,F) ϕ
For t ∈ (BAP)⋆ and u ∈ (BF)⋆ with |t| = |u| = k and u(i)(term) = 0 for all 1 ≤ i ≤ k we
define
t,u |=TPL(Σ,F) ϕ⇔ t · t(k)ω,u · (u(k)[term 7→ 1])ω |=TPL(Σ,F) ϕ
The essential differences to Definition 5.2.2 on page 113 are the additional flag trace,
and the rules for flags and pointer comparison expressions.
In the previous chapters we introduced labeled transition systems as semantic model
for the behavior of pointer programs. For verifying TPL formulae on transition systems
we need an additional component: a function specifying for each state a flag assignment.
It could also be interpreted as a second state labeling function. As already mentioned
before, this will enable us to check properties arising at transition system level or errors
like dereferencing null-pointers.
Definition 5.3.7 (Flagged Transition System). Let F be a set of flags. A flagged transition
system is a structure T = (Q,Q0,R,L,F), consisting of a transition system (Q,Q0, R,L) ∈
TS(L) and mapping of flag assignments F :Q→BF. The set of flagged transition systems
over L and F is denoted by TS(L,F).
Now we can define the concrete semantics of TPL on flagged transition systems, in
which for every path ρ ∈Q∞ there is a corresponding trace of heap configurations L(ρ)
and of flag assignments F(ρ). This leads to the following straightforward definition.
Definition 5.3.8. Let T = (Q,Q0,R,L,F) ∈ TS(HCΣ,F) be a flagged transition system la-
beled by (concrete) heap configurations. Then T fulfills a formula ϕ ∈TPL(Σ,F) (T |=TPL(Σ,F)
ϕ) if for all ρ ∈ PATHS(q,T)
L(ρ),F(ρ) |=TPL(Σ,F) ϕ.
We can lift this definition to the abstract setting by requiring that a given TPL formula
fulfills all concrete traces that are corresponding to the abstract ones. In our case with the
HRG abstraction, this means that we need to consider all terminal graphs in the graph
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language of the abstraction grammar with respect to the given abstract configuration.
This induces a set of concrete traces that all must satisfy the TPL formula.
Definition 5.3.9 (Abstract TPL Semantics). Let G ∈HRGΣ be a heap abstraction gram-
mar and let tA ∈ aHHCΣ∞ and u ∈ (BF)∞ be traces over abstract hypergraph configu-
rations and flag assignments, respectively. tA represents a set of corresponding concrete
traces LTRACES(tA)⊆HCΣ∞ defined as follows:
t ∈ LTRACES(tA) ⇔ t(i)∈L(G, tA(i)) for all 1≤ i ≤ |tA|
For ϕ ∈TPL(Σ,F) we define
tA |=TPL(Σ,F) ϕ ⇔ ∀t ∈ LTRACES(tA) : t |=TPL(Σ,F) ϕ
Let T = (Q,Q0,R,L,F)∈ TS(aHHCΣ,F) be a flagged abstract transition system. Then T
fulfills a formula ϕ ∈TPL(Σ,F) (T |=TPL(Σ,F) ϕ) if
∀ρ ∈ PATHS(T) : L(ρ),F(ρ) |=TPL(Σ,F) ϕ
5.4 Model Checking
Although we already defined the semantics of logical formulae on the concrete and ab-
stract models, these definitions do not automatically yield a practically feasible approach
for actually verifying a given system with respect to a formula.
5.4.1 Pointer Comparisons on Abstract States
An involving task when (abstractly) model checking temporal pointer logic, is to evaluate
pointer comparisons without actually enumerating the generally infinitely many hyper-
graphs in the graph language of the abstraction grammar with respect to a given abstract
configuration. This problem does not arise when we consider the restriction DC′Σ (Defini-
tion 5.3.4 on page 119). In this case we can simply apply the concrete semantics CSAT[[· ]]
to an expression γ and the given abstract state, since the heap parts that are relevant for
the evaluation of γ are already concrete in admissible configurations.
For pointer comparisons we can provide an effective evaluation method that implicitly
utilizes partial concretization (application of grammar rules). Let us demonstrate the
idea by an example.
Example 5.4.1. In Figure 5.5 on the next three pages the technique for the evaluation
of pointer comparisons is exemplarily visualized for x.r.l.r = y.l.r and a given abstract
graph based on our binary tree abstraction from Section 4.1.1. Our approach works as
follows:
122 Chapter 5. Logics and Model Checking
T T
x
y
T T
x
y
t1
l r
T
l r
t 1
:=
x
t 1
:=
t 1
.r
t1 := t1.l
T T
x
y
t1
l r
T
l r
t1 := t1.r
T T
x
y
t1
l r
T
l r
Initial situation:
Does ASAT[[x.r.l.r = y.l.r,H ]]= 1 hold?
l r
T
l r
Figure 5.5: Example: evaluating the expression x.r.l.r = y.l.r on an abstract heap (part
one – part two and three on the next pages)
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Example: evaluating the expression x.r.l.r = y.l.r on an abstract heap (part two – part
one on the previous page, part three on the next page)
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Example: evaluating the expression x.r.l.r = y.l.r on an abstract heap (part three – part
one and two on the previous pages)
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• Starting from the program variables that occur in the two expressions, two auxil-
iary variables t1 and t2 (that w.l.o.g. do not occur in the hypergraph) are used to
“walk” along the path given by the dereferencing expressions. This is done by exe-
cuting the assignments depicted in the figure on a copy of the original hypergraph
with concretization applied beforehand. There is no re-abstraction phase since this
could lead to additional imprecision. A path leading to the final t1-position could
otherwise be re-abstracted and when the second expression is evaluated, this might
lead to additional uncertainty since the re-abstracted heap parts might need to be
concretized again.
• After executing the sequence of assignments we can effectively compare t1 and t2
by simply applying the concrete semantics.
• As we already mentioned before, it can happen that we get different results for
different hypergraphs arising by concretization, and thus cannot always obtain a
clear answer to whether an expression is true (we will then get 1
2
as a result). This
is due to the loss of precision in consequence of the abstraction.
• When the process is completed, the temporary configurations computed during the
evaluation can be discarded.
For our example the result is unique, and thus we know that the expression is true in all
concrete graphs that are represented by the given abstract hypergraph.
Formalizing this concept, we have first to formulate the set of partial concretizations
with respect to a dereferencing expression that is obtained by a sequence of assignments
as described above.
Definition 5.4.2 (Partial Concretizations). Let G ∈HRGΣ, H = (V ,E,att,ℓ) ∈HHCΣ, and
ξ = x.a1.a2. · · · .ak ∈ DEREFΣ. Then we define the set PARCON(H,ξ) ⊆ HHCΣ of partial
ξ-concretizations of H by:
PARCON(H,null, t)= {H}
PARCON(H,ξ, t)=
C
′
G
[[t := x,H ]] if k≤ 1
C ′
G
[[t := x; t := t.a1; t := t.a2; . . . ; t := t.ak,H ]] if k> 1
where
C ′G[[s,H ]]=

C [[s,CG(H) ]] if H 6=Herr
∧∀H′ ∈CG(H) :C [[s,H′ ]] 6= ⊥
{Herr} if H =Herr
C [[s,CG(H) ]]∪ {Herr} otherwise
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The essential difference ofC ′
G
[[s,H ]] with respect to the assignment semanticsCG[[s,H ]]
of Definition 4.3.2 on page 66 is the precedent call of the concretizer, and that the abstrac-
tor is not applied after the concrete execution of the command s. Omitting the concretiza-
tion after concretely executing an assignment might lead to an inadmissible configura-
tion; this is no problem here, though. In fact, with this procedure we avoid the additional
nondeterminism that might be introduced by that step. Of course, the assignments are
always executed on admissible configurations (ensured by calling CG beforehand). We
can new define a method for evaluating pointer comparisons.
Definition 5.4.3 (Abstract DC Evaluator). Let G ∈HRGΣ, H = (V ,E,att,ℓ) ∈HHCΣ, and
let t1, t2 ∈VarΣ \ℓ−1(E) be variables not occurring in H. Then we define the abstract DC
evaluator DCEVAL : DCΣ×HHCΣ→ B˜ as follows for ξ,ζ ∈DEREFΣ:
DCEVAL(ξ= ζ,H)=

1 if ∀H′ ∈ PARCON(PARCON(H,ξ, t1),ζ, t2) :
H′ 6=Herr ∧ CSAT[[t1 = t2,H ]]= 1
0 if ∀H′ ∈ PARCON(PARCON(H,ξ, t1),ζ, t2) :
H′ =Herr ∨ CSAT[[t1 = t2,H ]]= 0
1
2
otherwise
For the correctness of this approach please refer to Theorem 5.4.5 on the facing page.
5.4.2 Model Checking Temporal Pointer Logic
Although we have a definition for the abstract semantics of TPL, we are not able to verify
such formulae on abstract transition systems directly, since already for one abstract trace
we generally have infinitely many corresponding concrete traces. To solve this problem,
we will establish a newmodel checking procedure TPLMC operating internally with three
truth values and using DCEVAL as “subroutine”.
Algorithm 5.4.4 (Abstract TPL Model Checker). Let ϕ ∈ TPL(Σ,F) and let w.l.o.g. Ξ ⊆
DCΣ be the set of pointer comparisons occurring in ϕ. Assume T = (Q,Q0,R,L,F) ∈
TS(aHHCΣ,F) to be a flagged abstract transition system labeled by abstract heap con-
figurations. Then we set AP = Ξ∪F and construct a new partial transition system T ′ =
(Q,Q0,R,L
′) ∈ TS(B˜AP). L′ assigns each state a valuation of the expressions from Ξ and
mirrors the flag assignment:
L′(q)(γ)=DCEVAL(γ,L(q)) for γ ∈Ξ
L′(q)( f )= F(q)( f ) for f ∈F
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Moreover, we interpret ϕ as LTL(Ξ∪F) formula, that is, we use Ξ∪F as atomic predicates.
Then, using 3-valued LTL model checking that we introduced in Section 5.2.2, we can
verify if ϕ holds for the completion of T ′ and thus for all completions of traces in T ′:
TPLMC : TS(aHHCΣ,F)×TPL(Σ,F)→B
TPLMC(T,ϕ)= 1 ⇔ T ′ |=3LTL(Ξ∪F) ϕ
5.4.3 Soundness of the Verification Technique
After the introduction of the abstract model checking method for TPL we will now prove
its correctness with respect to the formal semantics. First, we will show that the com-
putational evaluation of pointer comparisons as introduced in Definition 5.4.3 on the
preceding page yields the same results as the formal definition of the abstract semantics
of TPL (Definition 5.3.3 on page 118).
Theorem 5.4.5 (Correctness of DCEVAL). Let G ∈HRGΣ, H = (V ,E,att,ℓ) ∈HHCΣ, and
γ ∈DCΣ. Then
DCEVAL(γ,H)=ASAT[[γ,H ]]
Proof. Assume γ= (ξ= ζ) for ξ,ζ ∈DEREFΣ. We have to distinguish the following cases:
• ξ= null= ζ. This case is trivially fulfilled.
• ξ= x.a1. · · · .ak and ζ= y.b1. · · · .bl . Let
H = PARCON(PARCON(H,ξ, t1),ζ, t2)
be the set of partial concretizations of H with respect to ξ and ζ, and
cγ = (t1 := x; t1 := t1.a1; . . . ; t1 := t1.ak; t2 := y; t2 := t2.b1; . . . ; t2 := t2.bl)
Obviously in the concrete case it holds for all H′ ∈HCΣ:
CSAT[[t1= t2,C ′[[cγ,H′ ]] ]]= 1⇔H′ 6=Herr ∧ CSAT[[ξ= ζ,H′ ]]= 1 (∗)
We can then infer:
⋃
H′∈H
L(G,H′)=C ′[[cγ,L(G,H) ]] (∗∗)
with
C ′[[s,H ]]=
C [[s,H ]] if C [[s,H ]] 6= ⊥Herr if H =Herr ∨ C [[s,H ]]=⊥
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C ′[[s; s′,H ]]=C ′[[s′,C ′[[s,H ]] ]]
We obtain:
ASAT[[ξ,H ]]= 1
⇔∀H′ ∈L(G,H) : CSAT[[γ,H′ ]]= 1
(∗)⇔∀H′ ∈L(G,H) :H′ 6=Herr ∧ CSAT[[t1= t2,C ′[[cγ,H′ ]] ]]= 1
⇔∀H′ ∈C ′[[cγ,L(G,H) ]] :H′ 6=Herr ∧ CSAT[[t1= t2,H′ ]]= 1
(∗∗)⇔∀H′′ ∈ ⋃
H′∈H
L(G,H′) :H′′ 6=Herr ∧ CSAT[[t1 = t2,H′′ ]]= 1
⇔DCEVAL(γ,H)= 1
And for the second case:
ASAT[[ξ,H ]]= 0
⇔∀H′ ∈L(G,H) : CSAT[[γ,H′ ]]= 0
(∗)⇔∀H′ ∈L(G,H) :H′ =Herr ∨ CSAT[[t1= t2,C ′[[cγ,H′ ]] ]]= 0
⇔∀H′ ∈C ′[[cγ,L(G,H) ]] :H′ =Herr ∨ CSAT[[t1= t2,H′ ]]= 0
(∗∗)⇔∀H′′ ∈ ⋃
H′∈H
L(G,H′) :H′′ =Herr ∨ CSAT[[t1 = t2,H′′ ]]= 0
⇔DCEVAL(ξ,H)= 0
The equality for ASAT[[γ,H ]]= 1
2
(“otherwise-case”) follows from the equality in the
above two cases.
• W.l.o.g. ζ= null, ξ= x.a1. · · · .ak. This case works analogously to the one above, with
the difference that
cγ = (t1 := x; t1 := t1.a1; . . . ; t1 := t1.ak)
since PARCON(PARCON(H,ξ, t1),ζ, t2)= PARCON(H,ξ, t1) holds according to Defini-
tion 5.4.2 on page 125.
Next, we show that the model checking procedure for TPL as introduced in Algo-
rithm 5.4.4 on page 126 is equivalent to the formal abstract semantics of TPL (Defini-
tion 5.3.9 on page 121).
Theorem 5.4.6 (Correctness of TPLMC). Let ϕ ∈TPL(Σ,F) and T ∈TS(aHHCΣ,F). Then
T |=TPL(Σ,F) ϕ ⇔ TPLMC(T,ϕ)= 1.
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Proof. Let T = (Q,Q0,R,L,F), T ′ = (Q,Q0,R,L′) and Ξ be given as in Algorithm 5.4.4 on
page 126. Then it follows:
T |=TPL(Σ,F) ϕ
(Def. 5.3.9) ⇔ ∀ρ ∈ PATHS(T) :∀t ∈ LTRACES(L(ρ)) : t,F(ρ) |=TPL(Σ,F) ϕ
and
TPLMC(T,ϕ)= 1
(Alg. 5.4.4) ⇔ T ′ |=3LTL(Ξ∪F) ϕ
(Def. 5.2.8) ⇔ ∀ρ′ ∈ PATHS(T ′) :L′(ρ′) |=3
LTL(Ξ∪F) ϕ
(Def. 5.2.7) ⇔ ∀ρ′ ∈ PATHS(T ′) :∀t′ ∈COMPLETIONS(L′(ρ′)) : t′ |=LTL(Ξ∪F) ϕ
Obviously PATHS(T) = PATHS(T ′) since only the labeling differs from T to T ′. Thus it
remains to show for a given ρ ∈ PATHS(T)= PATHS(T ′):
∀t ∈ LTRACES(L(ρ)) : t,F(ρ) |=TPL(Σ,F) ϕ ⇔ ∀t′ ∈COMPLETIONS(L′(ρ)) : t′ |=LTL(Ξ∪F) ϕ
We need to show that for all flags f ∈F and pointer comparisons γ ∈Ξ occurring in ϕ, the
valuations in both the TPL and the LTL interpretation coincide. Then, since the rest of
the operators of LTL and TPL are the same, we can conclude that the above equivalence
holds.
From Theorem 5.4.5 on page 127 it follows that ASAT[[γ,L(q) ]] = L′(q)(γ) holds for
any q = ρ(i). Thus, for every trace t ∈ LTRACES(L(ρ)) there is a corresponding t′ ∈
COMPLETIONS(L′(ρ)) with CSAT[[t(i),γ ]] = t′(i)(γ) and vice versa. For all f ∈ F by the
definition of L′ (Algorithm 5.4.4) it obviously holds F(ρ(i))( f )= L′(ρ(i))( f ).
5.5 Universal and Existential Quantification
In the last sections we presented temporal pointer logic and a corresponding abstract
model checking method. Unfortunately there are still many interesting properties that
cannot be expressed in TPL, such as
“every object in the tree is visited at least once”, or
“when the algorithm terminates the output tree is the same as the input tree”
which would be especially interesting with respect to the DSW traversal algorithm in-
troduced in Example 5.1.1 on page 108. These properties require to keep track of the
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identities of objects between states. In the abstract scenario this cannot be achieved eas-
ily, as vertices might disappear due to abstraction, or be materialized from nonterminal
hyperedges during concretization.
In this section we will add expressive power to TPL by allowing universal and exis-
tential quantification, but not admitting nesting with temporal operators – similarly to
prenex normal form of first order logic. In contrast to first order logic, this is a restric-
tion in expressiveness permitting quantification only over the heap objects in the initial
configurations, but allowing to make statements about their future. This leads to the
following definition.
Definition 5.5.1 (Quantified Temporal Pointer Logic). The set of quantified temporal
pointer logic (QTPL) formulae over an alphabet Σ, a set of flags F, and a set of logical
variables X is given as
QTPL(Σ,F,X)= {Q1X1Q2X2 . . .QkXk :ϕ | k ∈N, Q i ∈ {∀,∃}, X i ∈X for 1≤ i ≤ k
and ϕ ∈TPL(Σ∪ {X1, . . . ,Xk},F)}
Additionally we define a fragment of QTPL that permits universal quantification only:
∀TPL(Σ,F,X)= {∀X1 . . .∀Xk :ϕ | X i ∈X for 1≤ i ≤ k, ϕ ∈TPL(Σ∪ {X1, . . . ,Xk},F)}
The definitions do not allow free logical variables in the TPL subformulae. In order
to define the (concrete) semantics of QTPL for traces of heap configurations, we modify
the trace by adding logical variables as program variables pointing to the vertices chosen
during quantification. This allows us to reuse the satisfaction relation of TPL (Defini-
tion 5.3.6 on page 119).
Definition 5.5.2 (Concrete QTPL Semantics). The semantics of a QTPL formula over
Σ, F and X is defined as TPL on traces consisting of heap configurations over Σ and
traces of flag assignments, and is formalized by the satisfaction relation |=QTPL(Σ,F,X)⊆
HCΣ
∞× (BF)∞×QTPL(Σ,F,X) given as follows for t ∈HCΣ∪X∞, u ∈ (BF)∞, |t| = |u|, ψ ∈
QTPL(Σ,F,X), and ϕ ∈TPL(Σ∪X,F):
t,u |=QTPL(Σ,F,X) ∀X :ψ ⇔ ∀v ∈Vt(1) : t[v/X ],u |=QTPL(Σ,F,X) ψ
t,u |=QTPL(Σ,F,X) ∃X :ψ ⇔ ∃v ∈Vt(1) : t[v/X ],u |=QTPL(Σ,F,X) ψ
t,u |=QTPL(Σ,F,X) ϕ ⇔ t,u |=TPL(Σ∪X,F) ψ
where
t[v/X ]= t(1)[v/X ] t(2)[v/X ] t(3)[v/X ] . . .
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and for t(i)= (V ,E,att,ℓ) ∈HCΣ∪X:
t(i)[v/X ]=
(V ,E⊎ {eX },att[eX 7→ v],ℓ[eX 7→ X ]) if v ∈Vt(i) if v ∉V
Let T = (Q,Q0,R,L,F) ∈ TS(HCΣ,F) be a flagged transition system. Then T fulfills a
formula ϕ ∈QTPL(Σ,F,X) (T |=QTPL(Σ,F,X) ϕ) if
∀ρ ∈ PATHS(T) : L(ρ),F(ρ) |=QTPL(Σ,F,X) ϕ.
If a vertex to which a logical variable has been bound initially is deleted by the garbage
collector, the logical variable is automatically set to null (by not inserting a corresponding
hyperedge in the affected configurations).
Example 5.5.3. Let us again consider the DSW traversal algorithm initially introduced
in Example 5.1.1 on page 108. We are now able to state the properties of completeness,
i.e., that every vertex is visited at least once, and termination of the DSW algorithm by
the following ∀TPL formulae:
Completeness: ∀X :¬(cur 6= X U term)
This formula states that it cannot happen that the variable cur, pointing to the
current vertex during tree traversal, is never pointing to X until a final state is
reached. This means that it has to point at least once to X .
Termination: ∀X :FG(cur 6= X )
Here we state that the vertex referenced by X is visited only finitely often (from
some point onwards it is not referenced by cur anymore).
Correctness: Specifying correctness of the DSW algorithm, that is, that the input tree
is exactly the same as the output tree, is a bit more elaborate.
∀X ∀X l ∀Xr : X .l = X l ∧ X .r = Xr→
((X = root→G(X = root))
∧ G(term→ (X .l = X l ∧ X .r = Xr)))
expresses that every concrete heap cell is at the same position in the tree after
program termination. The second line represents the induction basis.
We define the abstract semantics of QTPL similarly to the one of TPL (Definition 5.3.9
on page 121).
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Definition 5.5.4 (Abstract QTPL Semantics). LetG ∈HRGΣ be a heap abstraction gram-
mar and let tA ∈ aHHCΣ∪X∞ and u ∈ (BF)∞. Then for ψ∈TPL(Σ,F) we define
tA,u |=QTPL(Σ,F,X) ψ ⇔ ∀t ∈ LTRACES(tA) : t,u |=QTPL(Σ,F,X) ψ
Let T = (Q,Q0,R,L,F)∈ TS(aHHCΣ,F) be a flagged abstract transition system. Then T
fulfills a formula ϕ ∈QTPL(Σ,F,X) (T |=QTPL(Σ,F,X) ϕ) if
∀ρ ∈ PATHS(T) : L(ρ),F(ρ) |=QTPL(Σ,F,X) ϕ.
5.5.1 Model Checking ∀TPL
Before presenting a model checking method for full QTPL, we will consider the fragment
∀TPL that is considerably easier to handle. To this end, we utilize the set of marked
heaps introduced in Definition 4.6.3 on page 89, but we change the set of initial states.
Instead of a generator set we use the input heap(s) of the program we wish to verify here.
Theorem 5.5.5 (Model Checking of ∀TPL). Let P ∈ PPROG(Σ) be the program to verify.
Let H0 ⊆ aHHCΣ be a set of (abstract) initial heaps, G ∈ HRGΣ be a heap abstraction
grammar, and ψ=∀X1 . . .∀Xk :ϕ ∈∀TPL(Σ,F,X). Then
TG(P,H0) |=QTPL(Σ,F,X) ψ ⇔ TG(P,MARKEDHEAPSX1X2...Xk (G,H0)) |=TPL(Σ∪X,F) ϕ
where
MARKEDHEAPSWX (G,H )=MARKEDHEAPSX (G,MARKEDHEAPSW (G,H ))
for W ∈ X⋆, X ∈ X, and H ⊆ aHHCΣ (note that GC only considers VarΣ and not X as
program variables, and thus vertices and X-markings referencing them are deleted if they
are not reachable from VarΣ).
We omit the proof of the theorem here and ask the reader to refer to the more general
Theorem 5.5.10 on page 135.
Intuitively, this result means that it suffices to abstractly compute the set of X1 . . .Xk-
marked heap configurations for the set of initial states, and then computing the state
space for the program P based on these marked configurations that abstractly represent
any concrete configuration with any possible X1 . . .Xk-marking.
5.5.2 Model Checking QTPL
Model checking full QTPL can be done in a similar fashion as ∀TPL but is more intricate
– concerning both, the formal and complexity aspect – because it requires to construct a
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hierarchical system of marked configurations which – in the case that it is finite at all – is
exponential in size with respect to the number of quantifiers and the number of grammar
rules. In the worst case, for each of those elements the construction of an abstract tran-
sition system and a corresponding model checking run is required, making the approach
difficult to handle for formulae with many quantifiers and/or complex pointer programs.
The construction of the system of marked configurations is conducted inductively by
starting with the quantifier at the upper-most level and proceeding with the next lower
one. In each of those steps we construct a hierarchy of sets of heap configurations that
are based on the previously computed ones.
Definition 5.5.6 (Hierarchy of Marked Configurations). Let G ∈ HRGΣ be a heap ab-
straction grammar,Hε = {H1, . . . ,Hnε}⊆ aHHCΣ a set of abstract heap configurations with
nε ∈N, and ψ = Q1X1Q2X2 . . .QkXk : ϕ be an QTPL formula. Then for w ∈N⋆, |w| ≤ k
and i,nv ∈N we compute the following sets of heapsHw ⊆MARKEDHEAPSX1...X|w|(G,Hε):
Hwi =MARKEDHEAPSX(|w|+1)(G,Hwi) with 1≤ i ≤ nw
where we assume that
Hwi = {Hwi1,Hwi2, . . . ,Hwinwi }
In Figure 5.6 on the following page the computation of the Hw is depicted for the
first three steps which would suffice if there were three quantified variables. At every
level, we exemplarily selected configurations and showed how the computation goes on.
The structure is a hierarchical tree; from a given Hw we can infer all predecessors that
were involved when computingHw. This is necessary since the quantors depend on one
another, and thus we cannot flatten the structure to obtain a situation as for ∀TPL in
Section 5.5.1.
Note that the computation may not terminate; already one step might lead to an in-
finite set. A suitable abstraction grammar is a necessary requirement for a finite com-
putation. For more details on suitability of heap abstraction grammars please refer to
Section 4.6.
Before formalizing the model checking procedure for QTPL and proving its correctness,
we need some auxiliary propositions. The first corollary states that if a QTPL formula
is fulfilled by the abstract semantics of a pointer program with abstract input heap H, it
also fulfills all concrete transition systems starting with the heaps in the graph language
of the grammar with respect to H, and vice versa.
Corollary 5.5.7. Let G ∈ HRGΣ be a heap abstraction grammar, P ∈ PPROG(Σ), H ∈
aHHCΣ, and ψ∈QTPL(Σ,F,X). Then
TG(P,H) |=QTPL(Σ,F,X) ψ ⇔∀K ∈L(G,H) : T(P,K ) |=QTPL(Σ,F,X) ψ
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MarkingsConstruction scheme
Hε= {H1, . . . ,Hi, . . . ,Hnε}
H i = {Hi1, . . . ,Hi j, . . . ,Hini}
no marking
X1Hnε = {Hnε1, . . . ,Hnεnnε}H1= {H11, . . . ,H1n1}
H i j = {Hi j1, . . . ,Hi jl, . . . ,Hi jni j}
H i jl = {Hi jl1, . . . ,Hi jlm, . . . ,Hi jlni jl} X1,X2,X3
X1,X2
Figure 5.6: Constructing the hierarchy of theHw
Proof. Assume that T = (Q,Q0,R,L,F)=TG(P,H) and that TK = (QK ,Q0K ,RK ,LK ,FK )=
T(P,K ). The correctness result of Theorem 4.5.3 on page 82 lets us conclude that
LTRACES(PATHS(L(T)))= ⋃
K∈L(G,H)
LK (PATHS(TK ))
from which we can infer with Definition 5.5.2 on page 130 (abstract semantics of QTPL)
that the claim holds.
The next proposition formally establishes a connection between the set of X -marked
heaps as defined in Definition 4.6.3 on page 89 and the marking variables introduced in
Definition 5.5.2 on page 130.
Corollary 5.5.8. Let G ∈HRGΣ be a heap abstraction grammar, H ∈ aHHCΣ and X ∈X.
Then
L(G,MARKEDHEAPSX (G,H))=
⋃
K∈L(G,H)
{K [v/X ] | v ∈VK }
Proof. Assume H′ ∈MARKEDHEAPSX (G,H). Then there is a unique vertex v ∈VH′ such
that valH′(X )= v. But then, in all configurations in L(G,H′) the vertex v is still marked
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by X . Setting all possible markings for every K ∈L(G,H), as it is done on the right-hand
side of the above equation, leads obviously also to configurations that are isomorphic to
the ones from L(G,H′).
Reasoning the other way round we can infer that all concrete marked configurations
are a subset of L(G,MARKEDHEAPSX (G,H)) since Definition 4.6.3 on page 89 ensures
that all (abstract) marking positions are reached.
Closely related to Definition 5.5.2 is the following corollary. It allows the elimination
of quantors at transition system level.
Corollary 5.5.9. Let H ∈HCΣ, P ∈ PPROG(Σ), X ∈ X, Q ∈ {∀,∃}, and ψ ∈QTPL(Σ,F,X).
Then
Qv ∈VH :T(P,H[v/X ]) |=QTPL(Σ,F,X) ψ ⇔ T(P,H) |=QTPL(Σ,F,X)QX :ψ
Proof. From Definition 5.5.2 on page 130 we know that for all traces t ∈ HCΣ∪Xω and
u ∈ (BF)ω:
Qv ∈Vt(1) : t[v/X ],u |=QTPL(Σ,F,X) ψ ⇔ t,u |=QTPL(Σ,F,X)QX :ψ (∗)
It holds L(PATHS(T(P,H[v/X ])))= L(PATHS(T(P,H)))[v/X ] because X is never used in P
and thus the marking does not affect the program semantics. From this and (∗) the claim
follows.
Finally, the result of the following theorem allows us to effectively develop a model
checking method for QTPL.
Theorem 5.5.10 (Model Checking of QTPL). Let G,Hε, ψ ∈QTPL(Σ,F,X),Hw, and the
Hv be given as in Definition 5.5.6 on page 133. Then we have for Q j ∈ {∀,∃}, 1≤ j ≤ k:
TG(P,Hε) |=QTPL(Σ,F,X) ψ⇔ ∀i0 ∈ {1, . . .,nε},
Q1 i1 ∈ {1, . . .,n i0},
Q2 i2 ∈ {1, . . .,n i0 i1},
...
Qk ik ∈ {1, . . . ,n i0...ik−1} :
TG(P,Hi0...ik) |=TPL(Σ∪X,F) ϕ
Proof. In the following we make use of superscript indices to distinguish from the sub-
scripts from Definition 5.5.6 on page 133.
TG(P,Hε) |=QTPL(Σ,F,X)Q1X1Q2X2 . . .QkXk :ϕ
⇔ ∀H0 ∈Hε
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TG(P,H
0) |=QTPL(Σ,F,X) Q1X1Q2X2 . . .QkXk :ϕ
(∗) ⇔ ∀H0 ∈Hε :
Q1H
1 ∈MARKEDHEAPSX1(G,H0) :
TG(P,H
1) |=QTPL(Σ,F,X) Q2X2 . . .QkXk :ϕ
(∗) ⇔ ∀H0 ∈Hε :
Q1H
1 ∈MARKEDHEAPSX1(G,H0)
...
QkH
k ∈MARKEDHEAPSXk (G,Hk−1) :
TG(P,H
k) |=QTPL(Σ,F,X) ϕ
(Def. 5.5.2) ⇔ ∀i0 ∈ {1, . . .,nε} :
Q1H
1 ∈MARKEDHEAPSX1(G,Hi0)
...
QkH
k ∈MARKEDHEAPSXk (G,Hk−1) :
TG(P,H
k) |=TPL(Σ∪X,F) ϕ
(Def. 5.5.6) ⇔ ∀i0 ∈ {1, . . .,nε} :
Q1 i1 ∈ {1, . . .,n i0} :
Q2H
2 ∈MARKEDHEAPSX2(G,Hi0 i1)
...
QkH
k ∈MARKEDHEAPSXk (G,Hk−1) :
TG(P,H
k) |=TPL(Σ∪X,F) ϕ
(Def. 5.5.6) ⇔ ∀i0 ∈ {1, . . .,nε} :
Q1 i1 ∈ {1, . . .,n i0}
...
Qk ik ∈ {1, . . . ,n i0...ik−1} :
TG(P,Hi0...ik) |=TPL(Σ∪X,F) ϕ
For the steps that are marked with (∗) we show a generalized statement for ψ =QXψ′,
ψ′ ∈QTPL(Σ,F,X), and H ∈ aHHCΣ:
TG(P,H) |=QTPL(Σ,F,X) ψ ⇔ QH′ ∈MARKEDHEAPSX (G,H) : TG(P,H′) |=QTPL(Σ,F,X) ψ′
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With the Corollaries 5.5.7, 5.5.8, and 5.5.9 on pages 133–135 we obtain:
QH′ ∈MARKEDHEAPSX (G,H) : TG(P,H′) |=QTPL(Σ,F,X) ψ′
(Cor. 5.5.7) ⇔ QH′ ∈MARKEDHEAPSX (G,H) :∀H′′ ∈L(G,H′) :
T(P,H′′) |=QTPL(Σ,F,X) ψ′
(Cor. 5.5.8) ⇔ ∀H′ ∈L(G,H) :Qv ∈VH′ : T(P,H′[v/X ]) |=QTPL(Σ,F,X) ψ′
(Cor. 5.5.9) ⇔ ∀H′ ∈L(G,H) :T(P,H′) |=QTPL(Σ,F,X) ψ
(Def. 5.5.4) ⇔ TG(P,H) |=QTPL(Σ,F,X) ψ
Theorem 5.5.10 induces a model checking method for QTPL. One could use a recursive
depth-first search to minimize the exploration space:
(i) Starting with H1 ∈Hε, one descends untilH1 . . .1︸ ︷︷ ︸
k−1
.
(ii) Assume that we have just computedH i0...ik−1 . If Qk =∀, and for all H ∈H i0...ik−1 it
holds TG(P,H) |=TPL(Σ∪X,F) ϕ, or if Qk = ∃, and there is one H ∈H i0...ik−1 such that
TG(P,H) |=TPL(Σ∪X,F) ϕ we return “true”. Otherwise we return “false”.
(iii) For the level j < k we have to distinguish again if Q j = ∀ or Q j = ∃. In the first
case, the recursive call of the model checking algorithm must yield “true” for all
H ∈H i0...i j−1 , and in the latter case we must get “true” for at least one of those
H. Obviously we can stop the search at level j if one of the recursive calls returns
“false” in the ∀-case or “true” in the ∃-case, and return the respective truth value
immediately.
(iv) If we finally obtain for all H ∈Hε the truth value “true”, we know that TG(P,Hε)
|=QTPL(Σ,F,X) ψ holds. If we once get a “false”, this is not the case.
For specific formulae this approach can be simplified to reduce the complexity while
preserving correctness. This is especially the case if the quantified variables are depen-
dent on each other as for example in the correctness formula for the Deutsch-Schorr-
Waite traversal algorithm as it has been stated in Example 5.5.3 on page 131.
5.6 Experimental Results
In this chapter we presented various verification techniques for pointer programs start-
ing from the “simple” checking of pointer and shape safety to the complex model checking
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of QTPL formulae. We still did not investigate how these methods perform in practice.
For these practical tests we used again the Deutsch-Schorr-Waite traversal algorithm on
binary trees as shown in Example 5.1.1 on page 108 (for the listing see Figure 5.1 on
page 110).
As input for the verification process served the generator set for (fully branched) binary
trees as it is depicted in Figure 4.18 on page 87 in the left-most box (without the marking
variable x). If the property we wish to verify is true for all elements from the generator
set, we know that it must be true also for all its concrete representations; i.e., in this case
for all fully branched binary trees.
In addition to pointer and shape safety we verified completeness, termination, and
correctness of the DSW algorithm which were expressed by the QTPL formulae in Ex-
ample 5.5.3 on page 131. When verifying a property, our tool first generates the abstract
state space (transition system) with the required markings, and then in separate model
checking runs on this state space LTL formulae can be checked. Pointer comparisons
which become atomic predicates in LTL are evaluated during state-space generation.
Table 5.1 on the facing page shows the results we obtained. The benchmarks were
conducted on a 2,33 GHz Intel Xeon machine (64 Bit Linux). The table is divided into two
parts: the upper part treats the state space generation and the lower the times needed
for the model checker to verify the given property. “On-the-fly” means here that there
is no separate model checking run necessary; the properties are automatically verified
during state space generation.
The columns specify the markings used. For pointer and shape safety no marking is
necessary; verifying completeness and termination requires a marking since it involves
quantification. Finally, the triple marking is needed for correctness since the formula
comprises three nested quantifiers. Here we only generated those cases where the mark-
ing variables X l and Xr are direct successors of X since in all other cases the formula is
trivially fulfilled. The number of initial states is the number of states we obtained with
the marking process before the actual state space generation. In all cases there was only
a single model checking run necessary, since we used only universal quantification. One
sees that the state space grows immensely when the number of markings increases.
Nevertheless, the performance seems promising when compared with the state-of-the-
art shape analysis tool TVLA by Loginov, Reps, and Sagiv [LRS06] whose results are
depicted in the right-most column. According to the authors, TVLA ran almost 9 hours
on a 3 GHz machine for obtaining the same verification results, even though it already
had been optimized specifically for the DSW algorithm. Our tool, which is still in an
early development stage, however, has just been fed with the grammar for binary trees
and applies no optimizations whatsoever yet.
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no marking 1 marking 3 markings TVLA
Initial States 5 185 962
Number of States 20,678 6,220,798 35,983,627 > 80,000
Number of Transitions 23,359 7,078,257 40,909,648
State Space Gen. (h:min:sec) <0:01 10:14 1:18:03
Memory Consumption 41 MB 788 MB 3,900 MB 150 MB
Pointer Safety on-the-fly - -
Shape Safety on-the-fly - -
Completeness (min:sec) - 0:16 -
Termination (min:sec) - 0:39 -
Correctness (min:sec) - - 4:05
Total Time (State Space Gen. + all Properties)a 1:28:35 <9:00:00b
aThis result was obtained by conducting model checking runs for completeness, termination, and correct-
ness on the transition system with three markings. The times obtained were summed up and added to
the time needed to generate the transition system.
bAn exact time was not provided by the authors.
Table 5.1: Experimental results for the DSW algorithm and comparison with the TVLA
tool [LRS06]
Also the authors of [BHRV06] have verified pointer safety, and probably4 some shape
invariants for the DSW algorithm, using abstract regular model checking within 57s (on
a 3,2 GHz Xeon Machine).
4It is not clear whether this was done for the DSW algorithm; the authors only say that it has been done
for some case studies.

6 Dynamic Threading in Pointer
Programs
So far, we focused on sequential pointer programs. But pointer programming becomes
even more vulnerable in a concurrent setting where threads can be dynamically created,
and where dynamic data structures are shared between several threads.
In this chapter we present a formal model of concurrent programs operating on pointer
structures. To this end, we introduce an extension of our pointer programming language
from Section 2.1 that offers primitives for dynamic thread creation and (guarded) atomic
regions that allow to implement concurrency control constructs such as test-and-set prim-
itives, semaphores, and monitors.
Next to ours there are two other approaches in the area supporting unbounded thread-
ing. [Yah01] addresses unbounded threading in Java programs but seems to be limited
to list-like structures. Recently also shape analysis has been extended to allow for un-
bounded thread creation [BLAM+08].
The operational semantics of the concurrent pointer programming language is defined
in a modular way. The control-flow semantics is given by a (finite) Petri net whose places
correspond to the control locations of the program. It is orthogonal to the heap semantics
that describes the effect of the execution of single instructions on the heap.
The combination of both yields a labeled transition system (modeled by a Petri net)
which is generally infinite due to the unbounded creation of both, control threads, and
heap cells. To address the latter problem, we use our heap abstractions from the Chap-
ters 3 and 4 to obtain a data abstract semantics. For a finite abstract heap semantics,
known results allow us to conclude that the data abstract model-checking problem is de-
cidable even if the underlying transition system is still infinite due to the unboundedness
of the Petri net. However, its intractability forces us to apply a second abstraction step,
in which we also derive a finite-state representation of the control flow, which altogether
yields a finite transition system. As a result, standard verification methods can be em-
ployed.
This chapter is organized as follows. First, we will introduce some basic Petri net no-
tation in Section 6.1. Then, in Section 6.2 we will present an extended version of our
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programming language enriched with concurrency constructs and formalize its seman-
tics. Section 6.3 focuses on the data-abstract semantics and sketches the proof for the
decidability of the corresponding model-checking problem. Finally, we will establish our
control-flow abstraction and demonstrate some experimental results (Section 6.4).
6.1 Petri Nets
Petri nets, invented in 1939 by Carl Adam Petri, are high-level representations of (infi-
nite) transition systems. A Petri net is a directed bipartite graph, consisting of places,
transitions, and directed arcs that link places and transitions together. Places can hold
an arbitrary number of tokens.
Definition 6.1.1 (Petri Net). A (transition-labeled) Petri net is a tuple N = (S,T,W ,
lab,m0) where S is a set of places, T a set of transitions,W ⊆ S×T∪T×S a set of directed
arcs connecting places and transitions, lab : T→ L is a transition labeling function, and
m0 : P→N the initial marking. The set of all L-labeled Petri nets we denote by PN(L)
A state ofN is a marking m : S→N. The set of all markings is denoted byMARK(N )=
N
S. With •t = {s ∈ S | (s, t) ∈W} and t• = {s ∈ S | (t, s) ∈W} we denote the sets of input and
output places of a transition t ∈ T, respectively. Analogously, for a place s ∈ S we define
•s= {t ∈T | (t, s)∈W} and s• = {t ∈T | (s, t)∈W}.
The transitions in a Petri net are characterized by the token game. Letm,m′ ∈MARK(N )
and t ∈T. Then t ⊆MARK(N )×T×MARK(N ) is given by:
mtm′ ⇔ ∀s ∈ •t :m(s)> 0 ∧ ∀s ∈ S :
m′(s)=

m(s)−1 if s ∈ •t\ t•
m(s)+1 if s ∈ t•\ •t
m(s) otherwise
We write mm′ if there exists a t ∈T such that mtm′.
Based on the token game we define runs – alternating sequences of markings and
transitions – of a Petri net.
Definition 6.1.2 (Run). LetN = (S,T,W , lab,m0) ∈PN(L) be a Petri net. A run ofN is a
(possibly infinite) alternating sequence of transitions and markings
ρ =m0t0m1t1m2t2m3 · · · ∈ (T×MARK(N ))∞
such that miti mi+1 for i ∈N. The set of all those runs is denoted by Runs(N ).
We write T(ρ)= t0t1t2 . . . to denote the transition-only part of ρ.
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We call a Petri net k-safe if at no time any place holds more than k tokens and bounded
if there exists a k for which it is k-safe. Clearly only bounded Petri nets can be repre-
sented by finite transition systems.
6.2 Concurrent Pointer Programs and their Semantics
To extend our programming language with operations for thread creation, we distin-
guish between thread types and instances. The types are specified by names that are each
associated with a sub-program describing their behavior. An instance is a running thread
of a given type. For every thread type there can be unboundedly many active instances.
Definition 6.2.1 (Concurrent Pointer Program). Let T be a finite set of thread names. A
concurrent pointer program P over Σ and T has the form
P =main(C0); t1(C1); . . . ; tl(Cl) t i ∈T , 0≤ i ≤ l
with C i = ci1; . . . ; cir i
and ci j ∈CMD′ for 0≤ i ≤ l, 1≤ j ≤ r i where CMD′ is the set of the commands CMD from
Definition 2.1.1 on page 20 and the following additional constructs:
atomic(β) atomic region with Boolean guard β∈BExprΣ
end atomic end of atomic region
spawn(t) spawn instance of thread t ∈T
exit thread termination
The set of all such pointer programs over Σ and T is denoted by CPPROG(Σ,T ). Note that
we do not allow nesting of atomic regions.
Figure 6.1 shows a concurrent pointer program that simulates a simple server/worker
scenario. The server creates new objects in an infinite loop and inserts them into a list.
For each object a new worker thread is spawned deleting one object from the list when it
is executed. Without imposing fairness constraints this may lead to an infinite number
of both objects and threads.
6.2.1 Control-Flow Semantics
In the context of concurrency and dynamic threading it does not suffice to only consider
the effects of certain statements on the heap; the control-flow model of the program is
crucial as well. A Petri net whose places represent the control locations of the program
seems to be well-suited for this task. The number of tokens in a place then stands for the
number of instances of the corresponding thread type residing at that location.
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main(
01 new(x);
02 spawn(server);
)
server(
11 spawn(worker);
12 atomic(TRUE);
13 y := x;
14 new(x);
15 x.n := y;
16 end atomic;
17 goto 11;
)
worker(
21 atomic(x 6= null);
22 x := x.n;
23 end atomic;
)
Figure 6.1: Concurrent server/worker-program
Definition 6.2.2 (Concrete Control Flow Semantics). The (concrete) control-flow seman-
tics of P =main(C0); t1(C1); . . . ; tl(Cl) ∈ CPPROG(Σ,T ) with C i = ci1; . . . ; cir i for 0≤ i ≤ l
is given by the Petri net N cf (P)= (S,T,W , lab,m0) ∈PN(CMD× {0,1,⊥}) with
S = {lock}∪
l⋃
i=0
r i⋃
j=1
{i j}
m0(s)=
1 if s ∈ {01, lock}0 otherwise
For 0≤ i ≤ l and 1≤ j ≤ r i, let locki j be the singleton set containing lock if ci j is not inside
an atomic region and the empty set otherwise. The transitions (T and W) are then given
as follows:
ci j lab(t)
•t t•
if b goto n (ci j,0) {i j}∪ locki j {i( j+1)}∪ locki j
(ci j,1) {i j}∪ locki j {in}∪ locki j
(ci j,⊥) {i j}∪ locki j ;
goto n (ci j,1) {i j}∪ locki j {in}∪ locki j
atomic(b) (ci j,1) {i j, lock} {i( j+1)}
(ci j,⊥) {i j, lock} ;
end atomic (ci j,1) {i j} {i( j+1), lock}
spawn(px) (ci j,1) {i j}∪ locki j {i( j+1), x1}∪ locki j
exit (ci j,1) {i j}∪ locki j lock
α :=α′,new(α) (ci j,1) {i j}∪ locki j {i( j+1)}∪ locki j
(ci j,⊥) {i j}∪ locki j ;
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i j
i, j+1
spawn(px),1
lock
i, j+1
i j
x1i, j+1
i j
if...goto n,0
in
if...goto n,1 if...goto n,⊥ θ := θ′,1 θ := θ′,⊥
Figure 6.2: Construction of the control-flow semantics
If one of the target places is not in S, we omit the corresponding outgoing arc (e.g. in case
of thread termination or a jump out of range).
Figure 6.2 shows the construction graphically for the three most interesting com-
mands. In addition to the associated command, transitions are labeled with either 0,
1, or ⊥. 1 stands for the successful execution of the associated command, while ⊥ stands
for its failure (e.g. caused by dereferencing a null-pointer). The label 0 is only used in
combination with conditional jumps. Here the 0 means that the Boolean expression eval-
uates to false. Later on we will use these transition labels as synchronization elements
when combining control-flow and heap semantics.
The special place lock ensures that at most one thread (a single token) can enter an
atomic region, and it is then executed exclusively. This is guaranteed by removing the
token from the place lock, and only returning it when exiting from the atomic region.
Interesting is also the semantics of spawn: besides the arcs regarding the place lock it
has two outgoing arcs; one leads to the next control location in the current thread and the
other leads to the first control location of the newly spawned thread. Thus the number of
tokens in play increases.
Note that deadlocks are possible when Boolean guards are not fulfilled. If an instruc-
tion fails, then also a deadlock occurs since the token is removed from the preceding
control location and not re-put into lock. Thus, no other command can be executed, lack-
ing the token from lock. If the failure occurs within an atomic region, the result is the
same: the token is removed, and hence can never exit the atomic region which results
again in an empty lock.
Example 6.2.3. The graph in Figure 6.3 on page 147 shows the Petri net modeling the
control-flow semantics of the server/worker-program from Figure 6.1 on page 144. The
round nodes represent the places and the rectangles the (labeled) transitions of the net.
If there is an incoming and outgoing arc to the same place, it is drawn as a single bidi-
rectional arrow. In the initial state (which is shown in the Figure) there are only tokens
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in the places 01 and lock.
6.2.2 Heap Semantics
Although it is our aim to combine heap and control-flow semantics eventually, it is still
profitable to model them separately: we could easily change one of the components – for
example by applying heap abstraction with HRGs – without affecting the other part. This
independence ensures that the concepts of modeling the control flow under the aspect of
unbounded threading is still valid for other types of heap abstractions, semantics, or even
programs. On the other hand, our heap abstraction can be combined with different kinds
of control-flow semantics. This will be exploited later on; in Section 6.4 we will present
an abstraction for the control-flow semantics as well.
With Definition 6.2.1 on page 143 we introduced additional commands to our program-
ming language for which we still have to define the effect on the heap.
Definition 6.2.4. We extend C [[· ]] to CMD′ as follows for β ∈BExprΣ:
C [[· ]] : HCΣ×CMD′*HCΣ
C [[atomic(β),H ]]=
⊥ ifB[[β,H ]]=⊥H otherwise
C [[H, c ]]=H ∀c ∈ {end atomic,spawn(t),exit | t ∈T }
To allow the modularity of the two semantics but still be able to combine them, we
need a “synchronization element”. To this end, we modify the original heap semantics as
it has been introduced in Definition 2.3.2 on page 26 (page 26):
• We have to remove the control-flow part that is contained in the old definition since
we defined the control-flow separately.
• Every transition needs to be labeled with the associated command, and a second
value that depends on the the command’s successful execution, or, for conditional
jumps, the evaluation result which is heap-dependent.
To obtain a more uniform notation we decided to model the heap semantics by a Petri
net, too. Later on this will allow for an easier combination of both semantics.
Definition 6.2.5 (Concrete Heap Semantics). Let P ∈ CPPROG(Σ,T ) andH ⊆HCΣ be a
set of initial heaps. Then we define the concrete heap semantics as the possibly infinite
1-safe Petri netN h(P,H )= (S,T,W , lab,m0) ∈PN(CMD′× {0,1,⊥}) with
S ⊆HCΣ such thatH ⊆ S
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11
atomic(TRUE),⊥
y := x.n,⊥
new(x),⊥
y.n := y,⊥
12
13
14
15
16
17
atomic(TRUE),1
y := x.n,1
new(x),1
y.n := y,1
end atomic,1
spawn(worker),1
goto 1,1
02
new(x),1 new(x),⊥
spawn(server),1
01•
end atomic,1
atomic(x 6= null),1 atomic(x 6= null),⊥
21
x := x.n,1 x := x.n,⊥
22
23
lock•
Figure 6.3: Control-flow semantics for the server/worker-example
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T = {(H,H′, c,1) |C [[c,H ]]=H′ 6= ⊥, c 6= if β goto n}
∪ {(H,Herr, c,⊥) |C [[c,H ]]=⊥}
∪ {(H,H,if β goto n, x) |β ∈BExprΣ, B[[β,H ]]= x 6= ⊥}
W = {(s, t)∈ S×T | s=π1(t)}∪ {(t, s)∈T×S | s=π2(t)}
lab(t)=π1(t)
m0 =H × {1}∪ (S\H )× {0}
The transitions are quadruples consisting of initial heap, resulting heap, transforming
command, and the flag determining the success of the command. The arcs of the Petri
net are set according to these tuples.
6.2.3 Combining Heap and Control-Flow Semantics
Finally, we are able to join the control-flow and the heap semantics to obtain a Petri
net that captures the whole semantics of the pointer program. For this purpose we will
use the transition labels to synchronize the two nets, and then replace the labels in the
combined net by heap configurations.
Definition 6.2.6 (Concrete Petri Net Semantics). Let P ∈ CPPROG(Σ,T ), H ⊆HCΣ be
a set of initial heap configurations, N cf (P) = (Scf ,Tcf ,Wcf , labcf ,mcf
0
), and N h(P,H ) =
(Sh,Th,Wh, labh,mh
0
). Construct the Petri net N (P,H ) = (S,T,W , lab,m0) = N cf (P)⊗
N h(P,H )∈PN(HCΣ) representing the concrete semantics of P as follows:
S = Sh∪Scf
T = {(tcf , th) ∈ Tcf ×Th | labcf (tcf )= labh(th)}
W = {(s, (tcf , th)) | (s, tcf ) ∈Wcf ∨ (s, th) ∈Wh}
∪ {((tcf , th), s) | (tcf , s)∈Wcf ∨ (th, s) ∈Wh}
lab(tcf , th) ∈ •th
m0(s)=
m
cf
0
(s) if s ∈ Scf
mh
0
(s) if s ∈ Sh
lab is uniquely defined because, according to the construction of N h(P,H ) (Defini-
tion 6.2.5 on page 146), for any th ∈ Th we have always that •th = {H}⊆HCΣ.
Figure 6.4 on the next page visualizes how the combination of the two Petri nets works.
In the cross-product one of the two transitions can only be taken, if in the control location
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θ := θ′,1
H
H′ Herr
Heap Transitions
θ := θ′,⊥θ := θ′,⊥
i, j+1
i j lock
θ := θ′,1
Control-Flow Transitions
lock
Cross-Product
i j H
θ := θ′,1
i, j+1 HerrH′
θ := θ′,⊥
Figure 6.4: Combining control-flow and heap semantics for an assignment
i j, in the heap configuration H, and in lock at least one token resides. Upon a command’s
successful execution, the succeeding control location and the transformed heap gain both
a token.
Since our aim is verification, we have to define how TPL-formulae1 are interpreted
on the Petri net representing the data-abstract semantics. From now on, we assume
that every transition in N (P,H ) is equipped with a second label, a flagging which is
interpreted in the same way as for flagged transition systems. Thus we get N (P,H )=
(S,T,W , lab,flag,m0) where the function flag : T→BF performs the task of assigning the
flaggings to the transitions.
Definition 6.2.7. Let H ⊆HCΣ, and let N (P,H )= (S,T,W , lab,flag,m0) be the seman-
tics of a concurrent pointer program P ∈ CPPROG(Σ,T ). A formula ϕ ∈TPL(Σ,F) is satis-
fied byN (P,H ) (N (P,H ) |=TPL(Σ,F) ϕ) if for all ρ ∈Runs(N (P,H )):
lab(T(ρ)),flag(T(ρ)) |=TPL(Σ,F) ϕ
6.3 Data-Abstract Semantics and Decidability
As one might suspect, the concrete semantics cannot be used as-is in verification tech-
niques because the heap semantics is generally infinite. In the Chapters 3 and 4 we
already introduced heap abstraction methods that enabled us to compute a finite se-
mantics. In this section we will apply these abstraction methods to the concrete heap
semantics, obtaining a finite Petri net which we call the data-abstract semantics. As in
Chapter 5, we will focus on the HRG abstraction technique here, but the approach works
analogously with the list abstraction framework.
The extension of CG[[· ]] to CMD′ is defined as the one for C [[· ]] (Definition 6.2.4 on
page 146), but operating with sets of abstract configurations.
1We will not treat QTPL here; the extension works analogously to the method in Section 5.5.
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Definition 6.3.1. Let G ∈ HRGΣ be a heap abstraction grammar. We extend CG[[· ]] to
CMD′ as follows for β ∈BExprΣ:
CG[[· ]] : aHHCΣ×CMD′→ 2aHHCΣ
CG[[atomic(β),H ]]=
; if B[[β,H ]]=⊥{H} otherwise
CG[[H, c ]]= {H} ∀c ∈ {end atomic,spawn(t),exit | t ∈T }
Also the abstract heap semantics is defined analogously to the concrete one (Defini-
tion 6.2.5 on page 146). Still we may have only one successor heap per transition but one
heap configuration can have arcs to several transitions.
Definition 6.3.2 (Abstract Heap Semantics). Let P ∈ CPPROG(Σ,T ), H ⊆ aHHCΣ be a
set of initial heaps, and let G ∈HRGΣ be a heap abstraction grammar. Then we define the
abstract heap semantics as the Petri netN h
G
(P,H )= (S,T,W , lab,m0) ∈PN(CMD′× {0,1,⊥})
with
S ⊆ aHHCΣ such thatH ⊆ S
T = {(H,H′, c,1) |H′ ∈CG[[c,H ]], c 6= if β goto n}
∪ {(H,Herr, c,⊥) |CG[[c,H ]]=;}
∪ {(H,H,if β goto n, x) |β∈BExprΣ, B[[β,H ]]= x 6= ⊥}
The components W , lab, and m0 remain unchanged with respect to Definition 6.2.5 and
are not listed a second time.
If the abstract heap semantics is finite – which is always true for the list abstraction –
also the combination of control-flow and heap semantics will yield a finite Petri net.
Definition 6.3.3 (Data-Abstract Semantics). Let P ∈ CPPROG(Σ,T ),G ∈HRGΣ be a heap
abstraction grammar, H ⊆ aHHCΣ a set of initial heap configurations, N cf (P) be the
control-flow, and N h
G
(P,H ) the abstract heap semantics of P. Then the data-abstract
semantics of P using HRG abstraction is the Petri netN da
G
(P,H )=N cf (P)⊗N h
G
(P,H )∈
PN(aHHCΣ) (where ⊗ is defined as in Definition 6.2.6 on page 148).
The extension of |=TPL(Σ,F) to the data-abstract setting we omit here; it is analogous
to the concrete case in Definition 6.2.7 on the previous page. Even if the data-abstract
semantics is finite, it is still an unbounded Petri net because arbitrarily many thread
instances can be at the same code location. As our aim is the verification of systems,
it would be interesting if we could still verify properties in this setting. The following
theorem gives us a clue.
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Theorem 6.3.4 (Model Checking on the Data-Abstract Semantics). If N da
G
(P,H ) is fi-
nite the data-abstract model checking problem is decidable; i.e., we can decide whether
N da
G
(P,H ) |=TPL(Σ,F) ϕ holds for P ∈ CPPROG(Σ,T ),H ⊆ aHHCΣ, and ϕ ∈TPL(Σ,F).
Proof. We will give a sketch of the proof. Let w.l.o.g. Ξ ⊆ DCΣ be the set of pointer
comparison expressions occurring in ϕ. From the data-abstract semantics N da
G
(P,H )=
(S,T,W , lab,flag,m0) we create – similarly to Algorithm 5.4.4 on page 126 – a new “par-
tial” Petri net N ′ = (S,T,W , lab′,flag,m0) ∈PN(B˜AP) with AP=Ξ∪F.
N ′ can be transformed analogously to transition systems (Definition 5.2.9 on page 115)
into a Petri net whose traces are the completions of the ones from N ′. Furthermore we
interpret ϕ as LTL-formula over AP=Ξ∪F.
The next step is to construct two automata A and B where A is a finite automaton
recognizing the finite words, and B a nondeterministic Büchi-automaton accepting the
infinite words satisfying ϕ. Then, according to [Esp94], the model checking problem is
decidable using a formula of the type defined in [Yen92] to formulate the Büchi accep-
tance condition forB, and a reduction to the reachability problem for Petri net markings
that is decidable in EXPSPACE [Lam92].
The result is certainly important, but due to the enormous complexity of the problem
more of theoretical interest. We have to apply further simplifications to obtain practically
feasible results. Note, that a logic allowing statements about Petri net markings, i.e., the
number of tokens, would yield an undecidable model checking problem [EN94].
6.4 Control-Flow Abstraction
The modularity concerning the semantics of concurrent pointer programs gives us the
possibility to exchange the control-flow semantics with an abstract version, while leaving
the heap semantics untouched. This step obviously reduces precision, but it is unavoid-
able for the method to be applicable in practice.
The idea is the following: instead of recording for each Petri net place the exact num-
ber of tokens, we only do this up to a certain resolution. A global constant K ≥ 1
parametrizes the resolution bound. What we obtain is an over-approximation of the con-
crete control-flow semantics N cf (P). The first step is the introduction of abstract mark-
ings that entail a nondeterministic, abstract version of the token game in Petri nets.
6.4.1 Abstract Markings
Abstract Petri net markings operate with the abstract co-domain K= {0, . . .,K ,⋆}. Here
⋆ represents all values greater thanK . K can be seen as the set of equivalence classes
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with respect to an equivalence relation ∼
K
⊆N×N where
m∼
K
n ⇔ m= n≤K ∨ m,n>K
For a Petri net N = (S,T,W , lab,m0) ∈PN(L), an abstract Petri net marking is a func-
tion m : S→K. With KMARK(N ) =KS we denote the set of abstract markings of N .
Boldface symbols for abstract markings are used to distinguish them from the concrete
ones. We can now redefine the token game on abstract markings.
Definition 6.4.1 (Abstract Token Game). Let N = (P,T,W , lab,m0) be a Petri net with
abstract initial marking, m,m′ ∈KMARK(N ), and t ∈ T. Then t ⊆KMARK(N )×T ×
KMARK(N ) is given by:
mtm′ ⇔ ∀s ∈ •t :m(s)> 0 ∧ ∀s ∈ S :
m
′(s)=

m(s)−1 if s ∈ •t\ t• and m(s) 6=⋆
K or ⋆ if s ∈ •t\ t• and m(s)=⋆
m(s)+1 if s ∈ t•\ •t and m(s) 6=K
⋆ if s ∈ t•\ •t and m(s)=K
m(s) otherwise
We will call a Petri net using the abstract transition relation  abstract Petri net and
denote the set of abstract Petri nets over L by aPN(L).
Note thatt can be nondeterministic for a given transition t. This can be observed in
the second case of the definition of m′, where ⋆ either represents a value greater than
K +1 or exactly K +1. In the first case we still have >K tokens (which are abstractly
represented by⋆) when subtracting one token, while in the latter we obtain the (concrete)
valueK .
Obviously, when interpreting a concrete Petri net as an abstract net by exchanging
the markings with abstract ones, and applying the abstract transition semantics, we get
an over-approximation of the original net in the sense that the runs of the abstract net
represent a superset of the runs of the concrete net. This could be formalized with the
concept of Abstract Interpretation; but since it is straightforward we omit this step here.
The abstract control-flow semantics N
cf
K (P) is the same Petri net as the concrete one
(Definition 6.2.2 on page 144), but using the abstract transition relation .
6.4.2 Model Checking and Experimental Results
When combining abstract control-flow and abstract heap semantics, we obtain a fully
abstract semantics of a program. The control flow abstraction ensures here that there is
a bound for the number of markings of the corresponding Petri net.
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Theorem 6.4.2. Let P ∈ CPPROG(Σ,T ) andH ⊆ aHHCΣ. If the abstract heap semantics
N h
G
(P,H ) is finite, the fully abstract semantics NK ,G(P,H ) :=N cfK (P)⊗N hG (P,H ) of P
can be equivalently represented by a finite transition system.
Proof. Let NK ,G(P,H ) = (S,T,W , lab,m0). Obviously the set KMARK(NK ,G(P,H )) of
abstract markings is finite since there at most |S|(K +2) possibilities to choose an abstract
marking2. We construct an equivalent finite transition systemU = (Q,Q0,R,ℓ) as follows:
Q =KMARK(NK ,G(P,H ))
Q0 = {m0}
R = {(m,m′) |mm′}
ℓ(m) ∈ {lab(t), mtm′}
According to Definition 6.2.6 on page 148, the outgoing transitions of a state are always
labeled with the same heap configurations and thus ℓ is uniquely defined.
Hence, for model checking concurrent pointer programs we can compute the fully ab-
stract semantics represented by a Petri net, then transform it into an equivalent labeled
transition system, and apply our model checking procedure (Algorithm 5.4.4 on page 126)
to it. For the transformation of the Petri net into the transition system of course only the
reachable markings are interesting. In Theorem 6.4.2 we used all markings for simplicity.
Let us recall again the server/worker-example program given in Figure 6.1 on page 144.
We used this program in conjunction with the list abstraction to conduct some exper-
iments for different values of the abstraction parameters K and M . The results are
depicted in Figure 6.5 on the next page, applying logarithmic scales on both axes. We
can observe that the state space grows roughly linearly when increasingM . This holds
true since the size of list configurations is linearly bounded byM (see Theorem 3.2.10 on
page 38).
2Actually there are less since the abstract heap semantics is 1-safe.
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Figure 6.5: Size of the state space for the server/worker example
7 Conclusions and Outlook
We have presented a framework for the analysis and verification of pointer-manipulating
programs operating on complex dynamic data structures. Starting with an intuitive ab-
straction for singly-linked structures that guarantees finiteness for all programs, we in-
troduced a more general abstraction mechanism, parametrized via a hyperedge replace-
ment graph grammar that models the data structure(s) used in the program. We showed
for both abstractions – which are based on the concept of Abstract Interpretation – how
the abstract states can be transformed, and how abstract state spaces can be generated
based on the concrete heap transformations that – thanks to an adequate normal form
and dedicated partial concretization steps – were easily lifted to the abstract setting.
We provided several examples of abstraction grammars for different data structures.
We believe, that due to the introduction of a graphical “abstraction modeling language”,
our approach is more natural than other methods found in the literature.
The HRG abstraction turned out to be robust with respect to inconsistencies concern-
ing the specified data structure. These inconsistencies are handled without loss of pre-
cision. Even the Deutsch-Schorr-Waite traversal algorithm that destructively alters the
tree structure did not pose any problem. To address the issue of finiteness in this context,
we developed the concept of suitability of a HRG with respect to a given data structure –
a necessary precondition for the finiteness of the abstract semantics of pointer programs.
For all our example grammars the suitability could be successfully verified.
In the second part of this thesis we presented an effective model checking method
for the LTL-based (quantified) temporal pointer logic which allows to express safety
as well as liveness properties concerning the heap. The corresponding model checking
problem could be reduced to LTL model checking enabling the application of existing,
highly-optimized LTL model checkers. We were able to show the practical applicability
by verifying pointer safety, shape safety, completeness, termination, and correctness of
the Deutsch-Schorr-Waite traversal algorithm for (fully branched) binary trees using our
prototype tool.
Finally, we extended our programming language with constructs that allow for un-
bounded thread creation and atomic regions. We separately described control-flow and
heap semantics as Petri nets and applied abstractions to both to obtain a bounded Petri
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net that can be equivalently represented by a finite transition system. But even the
data-abstract semantics; that is, the product Petri net obtained when only applying an
abstraction to the heap part, proved to yield a decidable, yet unfortunately due to its
complexity practically infeasible, model checking problem for a finite heap semantics.
Of course there is still much room for extensions and improvements. One of the most
useful additions would be a technique for automatically deriving heap abstraction gram-
mars from data structure definitions, or even learning grammars from the heaps actually
occurring during the analysis on-the-fly. Furthermore it would be interesting to investi-
gate whether more powerful graph grammar formalisms could be adopted to enable us
to handle structures that are not context-free, such as general directed acyclic graphs or
grids. A logic that allows nesting of temporal operators and quantifiers – if it is doable at
all in our setting – would drastically improve the power of our logic but probably also the
complexity of the formalization and the respective model checking procedure.
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