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Abstract
In this paper, we will study two classes of difference equations which are piecewise-linear and of similar
forms. We will show that all nontrivial solutions of one equation are eventually periodic with prime period
three. We will show this result for one case of the second equation.
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1. Introduction
In this paper we consider the following two classes of difference equations
xn+1 =
{
xn+xn−1
α
, if α | xn + xn−1,
−xn − xn−1, otherwise, n = 0,1, . . . , (1)
and
xn+1 =
{
xn−xn−1
α
, if α | xn − xn−1,
−xn − xn−1, otherwise, n = 0,1, . . . , (2)
where α is a positive integer parameter which is at least two and the initial conditions, x−1 and x0,
are arbitrary integers.
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in [2]). Let gcod(m,n) denote the greatest common odd divisor of m and n.
Theorem 1.1. Let {xn} be a solution of
xn+1 =
{
xn+xn−1
2 , if xn + xn−1 is even,−xn − xn−1, otherwise, n = 0,1, . . . .
Suppose gcod(x−1, x0) = 1 and x−1 = x0. Then {xn} is eventually the constant 1, the con-
stant −1, the 3-cycle (1,−1,0) or the 3-cycle (−1,1,0).
In [1], the following was conjectured (and restated in [2]).
Conjecture 1.1. Suppose gcod(x−1, x0) = 1. Then every solution of
xn+1 =
{
xn−xn−1
2 , if xn − xn−1 is even,−xn − xn−1, otherwise, n = 0,1, . . . , (3)
is eventually either the 3-cycle (1,2,−3), the 3-cycle (−1,−2,3), the 4-cycle (1,0,−1,1) or
the 4-cycle (−1,0,1,−1).
This conjecture is false since the solution with x−1 = 2 and x0 = 53 is eventually a 33-cycle.
Therefore, we make the following conjecture.
Conjecture 1.2. Every solution of Eq. (3) is eventually either a 3-cycle, a 4-cycle or a 33-cycle.
Furthermore, the solution is eventually a 3-cycle or a 33-cycle iff x0 − 2x−1 ≡ 0 (mod 7).
We will study the case where α is at least three. In [3], the following conjecture was stated.
Conjecture 1.3. For α  3, every nontrivial solution of Eqs. (1) and (2) is eventually periodic
with prime period 3.
We will show that all solutions of Eq. (1) and all solutions of Eq. (2) with α = 3 eventually
solve the linear difference equation
xn+1 = −xn − xn−1, n = 0,1, . . . . (4)
Theorem 1.2. Every nontrivial solution of Eq. (4) is periodic with prime period three.
Once we show that any nontrivial solution of Eq. (1) or Eq. (2) eventually solves Eq. (4), it
follows that every nontrivial solution of Eqs. (1) and (2) is eventually periodic with prime period
three and thus we will have confirmed the conjecture. For a study of other, similar, classes of
piecewise linear difference equations, see [3].
2. Preliminaries
The following lemmas will be useful in the sequel.
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(a) The only equilibrium of Eq. (1) or Eq. (2) is the trivial equilibrium, x¯ = 0.
(b) The only constant solution or eventually constant solution of Eq. (1) or Eq. (2) is the trivial
solution.
(c) The negative of a solution of Eq. (1) or Eq. (2) is also a solution.
(d) Every solution of Eq. (1) or Eq. (2) is integer-valued.
Definition 2.1. Let a be a positive integer greater than 1. A top semicycle of a solution {xn} of
Eq. (1) or Eq. (2) consists of a string of terms {xl, xl+1, . . . , xm}, all calculated using the top
branch, with l  1 and m∞ such that
either l = 1 or l > 1 and xl−1 = −xl−2 − xl−3
and
either m = ∞ or m < ∞ and xm+1 = −xm − xm−1.
Definition 2.2. Let a be a positive integer greater than 1. A bottom semicycle of a solution {xn} of
Eq. (1) or Eq. (2) consists of a string of terms {xl, xl+1, . . . , xm}, all calculated using the bottom
branch, with l  1 and m∞ such that
either l = 1 or l > 1 and xl−1 belongs to a top semicycle
and
either m = ∞ or m < ∞ and xm+1 belongs to a top semicycle.
We now restate a lemma from [3]. Its proof follows by simple semicycle analysis. It shows
that it is impossible for a nontrivial solution to either Eq. (1) or Eq. (2) to have a top semicycle
of infinite length. Its proof is by contradiction and follows from the fact that the equations
xn+1 = xn + xn−1
α
(5)
and
xn+1 = xn − xn−1
α
are both linear and (for α > 2) their characteristic roots are less than 1 in modulus. Hence every
solution to either of these two linear equations converges to x¯ = 0 and will at some point no
longer be integer-valued, which contradicts Lemma 2.1(d).
Lemma 2.2. Let {xn} be a solution of Eq. (1) or Eq. (2) such that x−1x0 = 0. For every integer
M  0, there exists an integer N M such that xN+1 = −xN − xN−1. In other words, no top
semicycle can have infinite length.
Lemma 2.3. In a top semicycle which follows a bottom semicycle, only the last term in a top
semicycle can be divisible by α.
Proof. Suppose that xN is a term in a top semicycle following a bottom semicycle and is divisible
by α for some positive integer N > 0. So we have xN ≡ 0 (mod α). We shall show that xN must
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in this semicycle. Since xN+1 belongs to a top semicycle, xN ≡ −xN−1 (mod α) for Eq. (1) and
xN ≡ xN−1 (mod α) for Eq. (2) and so xN−1 ≡ 0 (mod α). Since xN belongs to a top semicycle,
xN−1 ≡ ±xN−2 (mod α) and so xN−2 ≡ 0 (mod α). Since there is a bottom semicycle preceding
the top semicycle containing xN , there is a positive integer M such that xM is the first term in
this top semicycle. By induction, we see that xn ≡ 0 (mod α) for n = M − 2,M − 1,M, . . . ,N .
Since xM−1 belongs to a bottom semicycle, xM−1 = xM−2 − xM−3 and so xM−3 ≡ 0 (mod α).
But then xM−3 + xM−2 ≡ 0 (mod α) and xM−3 − xM−2 ≡ 0 (mod α). Therefore, xM−1 belongs
to a top semicycle, contradicting the fact that xM is the first term in this top semicycle. 
We will now show that a solution which has a bottom semicycle of length at least 3 actually
has infinite length and hence is periodic with period 3 starting with the first term of this bottom
semicycle.
Lemma 2.4. Let {xn} be a solution of Eq. (1) or Eq. (2). Suppose there exists an integer N > 0
such that xN , xN+1 and xN+2 all belong to a bottom semicycle. Then xn+3 = xn for all nN −2.
Proof. By hypothesis, we know the following:
xN = −xN−1 − xN−2,
xN+1 = −xN − xN−1 = xN−2,
xN+2 = −xN+1 − xN = xN−1.
The result now follows by induction. 
3. Equation (1)
In this section, we show that every solution of Eq. (1) is eventually periodic with period 3.
The following lemma may be proved by contradiction. Its proof will be omitted.
Lemma 3.1. Let {xn} be a solution of Eq. (1). For each integer N > 0, if α divides xN , then xN
belongs to a top semicycle.
The following lemma shows that with the exception of perhaps the first bottom semicycle,
every bottom semicycle contains at least 2 terms and is the reason why this approach does not
work for Eq. (2).
Lemma 3.2. Let {xn} be a nontrivial solution of Eq. (1). Let N be a positive integer such that xN
is the last term in a bottom semicycle which is not the first bottom semicycle. Then the following
are true:
(i) α divides xN−2.
(ii) xN−2 is the last term in a top semicycle.
(iii) xN−1 belongs to a bottom semicycle of length 2.
Proof. To prove (i), note that xN+1 = xN+xN−1α = −xN−2α .(ii) and (iii) follow from Lemma 2.3. 
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Theorem 3.1. Let α be an integer greater than 2. Let {xn} be a nontrivial solution of Eq. (1).
Then {xn} is eventually periodic of prime period 3.
Proof. The proof is by contradiction. Suppose there exists a solution {xn} of Eq. (1) which is
not eventually periodic of prime period 3. Then it follows by Lemmas 3.2 and 2.4 that with the
possible exception of the first bottom semicycle, every bottom semicycle has exactly 2 terms.
Lemma 3.2 then gives us that α divides the last term in every top semicycle. By Lemma 2.2,
there is no infinite length top semicycle. So this solution consists of a pattern of a top semicycle
followed by bottom semicycle of length 2, followed by another top semicycle and then a bottom
semicycle of length 2, etc. Let N be a positive integer such that xN+1 and xN+2 are the terms of
a bottom semicycle which is not the first bottom semicycle. By direct calculation, we have that
xN+2 = xN−1
and
xN+3 = −xN
α
.
This implies that the first term in a new top semicycle is the last term of the previous top semi-
cycle divided by −α and the preceding terms are equal. If every top semicycle consists of just
one term then the subsequence consisting of the consecutive top semicycle terms is a sequence
that decreases to zero in absolute value (and hence is no longer integer-valued implying a con-
tradiction). In fact, this argument holds if, after some index, there were no top semicycles of
length greater than one left. So now assume there exists a top semicycle with at least two terms
(and there are an infinite number of top semicycles to follow with at least two terms). Let xn0−1
and xn0 be these two terms. We claim that we can find a subsequence of terms of {xn} which
decreases to zero (and hence at some point is no longer integer-valued). We will prove this claim
by illustrating the basis of a recursive argument which constructs the subsequence. If the top
semicycle contains more than just these two terms, then add the remaining terms of this semicy-
cle. It is easy to see that the remaining terms of the top semicycle are less than the maximum of
the first two terms of the top semicycle and decreasing (in absolute value) since that is the fate
of terms in any solution of Eq. (5). The next top semicycle starts with a term which is less than
the last term of the previous top semicycle in absolute value (since it has been divided by −α).
If this new top semicycle has a second term, denote it xM and note that xM−3 is the last term of
the previous top semicycle. xM−2 equals the second to last term of the previous top semicycle
and xM−1 is less than xM−4 (since it is divided by −α) and so xM will be less than the value that
there would have been for xM−3 had it been part of the previous top semicycle. So it is as if the
new top semicycle continues where the previous top semicycle ended (only it is less in absolute
value) and the subsequence continues to decrease to zero since that is the fate of all solutions of
Eq. (5). If the top semicycle has just these two terms, then the next semicycle starts with xn0+3
and equals xn0 divided by −α. Add this term to the subsequence. Just as in the previous case, if
this new top semicycle has at least two terms, the second term is less than we would have had if
the previous top semicycle had a third term (which would have been less since that is the fate of
solutions of Eq. (5)). Otherwise, we go to a second new top semicycle and its first term, xn0+6
equals xn0 divided by α2 and xn0+5 = xn0+2 = xn0−1. Eventually, we must reach a top semicycle
of length two (since we already handled the case where there are no new top semicycles of length
greater than one). Again the second term of that semicycle will be calculated using terms less
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Eq. (5). In any of these cases, we have strings of terms that decrease towards zero. Therefore this
subsequence decreases to zero and at some point is no longer integer-valued. This contradicts
part (d) of Lemma 2.1. 
4. Equation (2)
The following result gives us necessary and sufficient conditions for a term to be calculated
using the top branch for Eq. (2).
Lemma 4.1. Let {xn} be a solution of Eq. (1) or of Eq. (2). Let N > 0 be a positive integer.
xN+1 = xN − xN−1
α
iff xN ≡ xN−1 (mod α).
We can now easily prove Conjecture 1.3 for Eq. (2) with α = 3.
Theorem 4.1. Let α = 3. Let {xn} be a nontrivial solution of Eq. (1). Then {xn} is eventually
periodic of prime period 3.
Proof. By Lemma 2.2, there exists an integer N > 0 such that xN+1 = −xN − xN−1. It follows
from Lemma 4.1 that xN is not congruent to xN−1 modulo 3. There are now six cases.
Case I: xN−1 ≡ 0 (mod 3) and xN ≡ 1 (mod 3). It follows that xN+1 ≡ 2 (mod 3) and
xN+2 ≡ 0 (mod 3).
Case II: xN−1 ≡ 0 (mod 3) and xN ≡ 2 (mod 3). It follows that xN+1 ≡ 1 (mod 3) and
xN+2 ≡ 0 (mod 3).
Case III: xN−1 ≡ 1 (mod 3) and xN ≡ 0 (mod 3). It follows that xN+1 ≡ 2 (mod 3) and
xN+2 ≡ 1 (mod 3).
Case IV: xN−1 ≡ 1 (mod 3) and xN ≡ 2 (mod 3). It follows that xN+1 ≡ 0 (mod 3) and
xN+2 ≡ 1 (mod 3).
Case V: xN−1 ≡ 2 (mod 3) and xN ≡ 0 (mod 3). It follows that xN+1 ≡ 1 (mod 3) and
xN+2 ≡ 2 (mod 3).
Case VI: xN−1 ≡ 2 (mod 3) and xN ≡ 1 (mod 3). It follows that xN+1 ≡ 0 (mod 3) and
xN+2 ≡ 2 (mod 3).
Therefore xN+1, xN+2 and xN+3 all belong to a bottom semicycle and hence the solution is
periodic with period 3 for nN + 1 by Lemma 2.4. 
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