In this study, we consider the scheduling problem for two-machine flowshops with jobs of the different release times. In many real situations, jobs can be arrived at different times due to progress of jobs in the preceding stage or the status of supply of raw materials. We set the objective function of this problem to minimize the total tardiness of jobs. This job arrival constraint tends to reduce the scheduling efficiency of the production system especially in the sense of total tardiness. We developed dominance properties, lower bound and heuristics for upper bound, and adopted them to a branch-and-bound algorithm to obtain the optimal schedule for the objective of minimizing total tardiness. To test the performance of the proposed algorithm and evaluate the efficiency of the dominance properties and the lower bound, we randomly generate the problem instances and test the problem instances with the proposed algorithms. The experiment results show that CPU times are reduced by our lower bound and dominance properties.
Introduction
In many scheduling problems, all the jobs are assumed to be arrived at the time of the scheduling decision. More likely, scheduling decision is often made only for the jobs on hand. This assumption is still meaningful if the number of jobs waiting for process is more than the production system can handle. By this assumption, solution space is greatly reduced, so that the scheduling results can be obtained within reasonable time. However, this assumption cannot be realistic in a real and complex production system especially if there are jobs with/without urgency. In many practical situations, the available times (release time) of jobs may be different for many practical reasons, such as different shipping or processing times for jobs from previous stations. For example, many plastic injection plants consist of two different stations: the injection station and the assembly station. In this factory, the production operation of plastic can be regarded as one job at each station. After the plastic injection process, many semi-finished parts of the injection machine must be moved to the assembly station using the cart. Generally, the assembly station consists of two processes, polishing and packaging. To schedule these jobs (lots of plastic semi-finished products) at the assembly station, you need to consider the time at which the semi-finished product arrives at the injection station. In this case, the arrival time of the plastic semi-finished product can be regarded as the release time of the assembly station. Similar types of production can be found in semiconductor manufacturing. Among production operations of semiconductor manufacturing, such as cleaning and wet etching operations, two or more production operations are placed in sequence, and waiting time between the operations should be managed tightly to avoid the contamination of wafers. With this tight constraint, the operations can be regarded as conventional flowshop. Furthermore, the each job's completion time in the preceding process and the arrival time to this workstation can be estimated exactly in advance, because semiconductor processes are highly automated, production information is centralized and shared with each workstation.
For real production systems, such as the example described above, it is necessary to study a scheduling problem with different job release times. In the presence of the urgency characteristic and different ready times of jobs, total tardiness measure can be one of the most important performance measures. Therefore, the scheduling problem studied in this paper can be categorized in F 2 |r i |ΣT i based on the notation by Graham et al. (1979) . F 2 |r i |ΣT i considered in this study can be proved as NP-hard in a strong sense. By simply setting all the ready times of jobs as r i =0, the special case Bang and Jeong, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.4 (2019) 
Variables
x [k] i =1 if job i is sequenced at the k-th position, 0 otherwise C[k]m completion time of the job [k] at machine m. Here, job [k] is the job sequenced at the k-th position (k=1, 2,…, n) [k] tardiness of the job sequenced at the k-th position
Equation (1) is the objective function representing minimizing the total tardiness of jobs. Equations (2) and (3) ensure that only one job can be placed in each position of a sequence. Equations (4)-(5) calculate the completion times of jobs at the first machine, and Eq. (6)-(7) calculate the completion times of the jobs at the second machine. Equations (8) define tardiness of the job of k-th position in the sequence.
Solution approach
To solve the problem, we developed dominance properties, a lower bound, and heuristics for upper bounds. With these properties, lower bounds, and heuristics, we developed a branch and bound (B&B) algorithm to obtain optimal job sequence.
Lower bound
We develop methods to compute lower bounds on total tardiness of jobs when a partial schedule is given. In this paper, we use two terms, schedule and sequence, synonymously since we only consider permutation schedules and a regular measure in this study. To calculate lower bounds, we use the following additional notation.
S complete sequence
 partial sequence constituting the front part of a complete sequence i partial sequence that can be obtained by adding job i (not include in ) to the tail of the sequence  ij a sequence that i is immediately followed by job j π a partial sequence Bang and Jeong, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.13, No.4 (2019) Cm() maximum completion time of jobs in partial sequence  T(S) total tardiness when jobs are scheduled in sequence S ri2 = ri+pi1 release time or available time of job i on machine 2 after processed on machine 1 p[k]2 processing time of the k-th job on machine 2 when unscheduled jobs are sorted in non-decreasing order of their processing times, i.e. the k-th shortest processing time of unscheduled jobs on machine 2.
Pki sum of the k shortest processing times of unscheduled jobs on machine i, i.e., To obtain the lower bound (LB), we develop two different lower bounds, LBA and LBB. LBA modified from the method suggested in Kim (1993a) which is developed for a two-machine flowshop problem. Also the low bound is based on the method suggested in Chu (1992) for a single machine. Proposition 1 is a base property for Kim's method. Let Ri be non-negative real numbers. (i=1, 2,…, n) Proposition 1. (Kim, 1993a ) If R1R2….Rn, then for any schedule S' in a two-machine flowshop,
where SEDD is an earliest due date sequence, in which jobs with earlier due dates are placed earlier.
The above proposition is stated for a general two-machine flowshop. We are noticed that this proposition is also available for unscheduled jobs in this study. If we regard Ri as the completion time of the i-th job in a certain sequence, S, consisted by unscheduled jobs, the inequalities R1R2… Ri…Rn are satisfied. So, we can derive the total tardiness of the schedule S is greater than or equal to . Here, SEDD is defined as the job sequence where the unscheduled jobs are sorted by EDD (earliest due date) rule. Hence, a lower bounds can be calculated on the completion times of unscheduled jobs which is not belong to partial sequence, a lower bound on total tardiness of jobs can be estimated associated with the partial sequence. By the following propositions, we can calculate the lower bound of a certain unscheduled job's completion time.
Proposition 2. The completion time of a job that is completed k-th among unscheduled jobs of any complete schedule resulting from  is no less than max{max{C1(),
Proof. Note that unscheduled jobs can be started on machine 2 no earlier than max{max(C2(), r[1]2), C1()+P11, r[k]1+P11}. Therefore, the job completed k-th among U cannot be completed earlier than max{max(C2(), r[1]2)+Pk2, C1()+P11+Pk2, r[k]1+P11+P12} on machine 2, since Pk2 is the sum of processing times on machine 2 of k operations with the shortest processing time of unscheduled jobs. Also, the job completed k-th among U can be started on machine 2 no earlier than max{C1(), r[1]1}+Pk1. Therefore, the job cannot be completed earlier than max{C1(), r[1]1}+Pk1+P12. This completes the proof. ■ From Propositions 1 and 2, a lower bound, LB, on total tardiness of jobs that are not included in a partial schedule, , can be computed as
where d[k](SEDD) denotes the due date of the job completed k-th in an EDD sequence of unscheduled jobs.
When the jobs are scheduled after , the tardiness of set of unscheduled job can be underestimated if we use only
LBA. Therefore, we use following proposition to get the lower bound of the total tardiness of the set.
Proposition 3. Given partial sequence , total tardiness of unscheduled jobs is no less than
Proof. Note that unscheduled job i cannot be completed earlier than C2(i). From this, we know tardiness of unscheduled job i is no less than max{C2(i)−di, 0}. Therefore, the total tardiness of unscheduled jobs cannot be less than
. This completes the proof.
From Proposition 3, we can get the lower bound of the total tardiness of already tardy jobs among unscheduled jobs and obtain LBB as.
By using LBA and LBB, we can obtain a lower bound (LB) as LB=max(LBA, LBB)
Dominance properties
The following proposition, i.e., Proposition 4 gives dominance conditions related to all unscheduled jobs.
Proposition 4. In a given partial schedule , if jobs i satisfies Cm(i)  r [1]m for m=1, 2, then job i precedes all jobs in U in optimal schedule.
Proof. Consider a complete schedule S (with given a partial schedule ) in which job i satisfies condition of Proposition 4 and is scheduled in not the first position after . If we reschedule the job i into the first position after  in schedule S, then rescheduling of job i does not increase completion times of other jobs in schedule S and only decrease the tardiness of job i, since job i satisfies given condition of Proposition 4. Let S' be this new rescheduled complete schedule. We know S' dominate S since T(S')  T(S). This completes the proof. ■
The following three propositions, i.e., Propositions 5, 6 and 7 give dominance conditions related to two adjacent jobs Proposition 5. In a given partial schedule , if jobs i and j satisfy (a) Cm(ij) ≤ Cm(ji) for m=1, 2, (b) C2(i) − C2(j) ≤ C2(ji) − C2(ij) and (c) C2(ij) ≤ dj then ji is dominated by ij.
Proof. We prove the proposition by confirming that T(ij) ≤ T(ji) and Cm(ij) ≤ Cm(ji) for m=1, 2.
We know
. From condition (c), we have max(C2(ij) -dj, 0) = max(C2(j) -dj, 0) = 0. Thus, we have T(ij) ≤ T(ji). From these and condition (a), we have T(ij) ≤ T(ji) and Cm(ij) ≤ Cm(ji) for m=1, 2. ■ Proposition 6. In a given partial schedule , if jobs i and j satisfy (a) Cm(ij) ≤ Cm(ji) for m=1, 2, (b) C2(ij) ≤ dj, then ji is dominated by ij.
Proof. Note that we already know Cm(ij) ≤ Cm(ji) for m=1, 2, from condition (a). We prove the proposition by confirming that T(ij) ≤ T(ji) and Cm(ij) ≤ Cm(ji) for m=1, 2. Tardiness of job i is not increased by the interchange of jobs i and j (from ji to ij) in ji. Also, we tardiness of job j is 0 in ji. Therefore, we have T(ij) ≤ T(ji), since tardiness of job I and j is not increased by the interchange of jobs i and j (from ji to ij) in ji. From this and condition (a), we have T(ij) ≤ T(ji) and Cm(ij) ≤ Cm(ji) for m=1, 2. ■ Proposition 7. In a given partial schedule , if jobs i and j satisfy (a)
Proof. We prove the proposition by confirming that T(S≡ij)≤T(S'≡ji), for any arbitrary partial sequence . If Cm(ij) ≤ Cm(ji) for m=1, 2., then we have T(S≡ij)≤T(S'≡ji) because T(ij) ≤ T(ji) and Cm(ij) ≤ Cm(ji) for m=1, 2. If Cm(ji) ≤ Cm(ij), then we also have T(S≡ij)≤T(S'≡ji) since the total tardiness of the unscheduled jobs is not increased by the interchange of jobs i and j (from ij to ji) in ij from condition (b). Therefore, we have T(S≡ij) ≤T(S'≡ji) . This completes the proof. ■ Proposition 8. In a given partial schedule , if jobs i and j satisfy (a) Cm(ij) ≤ Cm(ji) for m=1, 2 and (b)
where n is the number of unscheduled jobs of which the due dates and release dates are smaller than C2(ij), then ji is dominated by ij.
Proof. This proposition can be proven by confirming that T(S≡ij)≤T(S'≡ji), for any arbitrary partial sequence . In condition (b), T(ij)−T(ji) is the decrease in the total tardiness by the interchange of jobs i and j (from ij to ji) in ij. Also for a set of jobs that are tardy when jobs are scheduled after ij, n•min[C1(ji)−C1(ij), C2(ji)− C2(ij)] is a lower bound on the increase in the total tardiness of the set by the interchange. Also, we have Cm(ij) ≤ Cm(ji) for m=1, 2 from condition (a). Therefore, from condition (a) and (b), we have T(S) ≤ T(S'). ■
Heuristic algorithms
This section proposes several heuristic algorithms for the problem under consideration in this study. These heuristics can be used in the branch and bound (B&B) algorithm as upper bounds. We developed two types of heuristics in here: list scheduling algorithms and constructive algorithms.
Estimation of flow disturbance
In multiple machine scheduling problems, list scheduling algorithms are most frequently used in heuristic algorithms. In this algorithm, job selection decision is made when a machine becomes available. The highest priority job (available at that time) is selected for the next job to be processed on the machine. Kim (1993b) and Choi and Kim (2009) proposed several list scheduling algorithms for flowshop problems when consider only permutation schedules and these algorithms are modified by considering the available times of jobs. In list scheduling algorithms, at the time when the machine becomes available, we select an unscheduled job with the minimum value of the following priority measures. We select an unscheduled job with the minimum priority measures. Following are the priority measures considered in this study. 
Constructive algorithms
In these algorithms, a sequence is obtained in a constructive way. That is, a full sequence is obtained by insertion of an unscheduled job into the best position of the current partial sequence. The algorithm suggested Nawaz et al. (1983) , often called NEH algorithm, is the most popular constructive algorithm for m-machine permutation flowshop scheduling problems. In original NEH, unscheduled jobs are sorted in a sequence that does not increase the sum of the processing time on the machines. Then a final sequence (solution) is obtained by adding a unscheduled job in that order and inserting into the best position of partial sequence. In our proposed NEH, we uses several list scheduling algorithms proposed in previous section for initially sorting jobs. Based on these ideas, we present two different modified NEH algorithms. In the following, we describe the two modified NEH algorithms.
Procedure 1. (MNEH)
Step 1. Set r=1. Obtain an initial (seed) sequence by using the list scheduling algorithms. Let S 0 be this sequence and set S=. S represents the (partial) schedule constructed so far in the heuristic.
Step 2. Select the r-th job in S 0 .
Step 3. Insert the selected job into the possible place (position) of S and calculate total tardiness of the schedule, which is composed of the schedule of these |S|+1 jobs.
Step 4. Let S be a new partial sequence that results in the minimum total tardiness in step 3.
Step 5. Let r←r+1. If r≤n, go to step 2; otherwise, terminate (S is the final result of this heuristic algorithm).
Procedure 2. (MNEHR)
Steps 1-5. The same as steps 1-5 of MNEH.
Step 6. If the objective value of S 0 is equal to the objective value of the resulting full sequence, terminate. Otherwise, set S 0 as this new full sequence. Set k=n, S=, and go to step 7.
Step 7. Select the k-th job in S 0 .
Step 8. Insert the selected job into the possible place (position) of S and calculate total tardiness of the schedule, which is composed of the schedule of these |S|+1 jobs.
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Step 10. Let k←k−1. If k>0, go to step 7; otherwise, go to step 11
Step 11. If the objective value of S 0 is equal to the objective value of S the resulting full sequence, terminate. Otherwise, set S 0 as this S. Set k=n, let S=, and go back to step 2.
In MNEH, method to get seed sequence are different with original NEH algorithm. In MNEH, we use new list scheduling algorithms proposed in this study. In MNEHR, another procedure is added after the procedure of MNEH is applied first. After the procedure of MNEH, a job is selected and inserted into the best position one by one starting from the last job to the first job in the current sequence (obtained by using MNEH). In addition, if new sequence from the procedure is better than original sequence, then reset the new sequence as current solution. Then, this procedure is repeated until the solution can no longer be improved.
These heuristic algorithms are used in the B&B algorithm to get the initial feasible solution or upper bound. Among heuristic algorithms (list scheduling algorithms and constructive algorithms), the solution which has the smallest total tardiness is selected and used in the B&B algorithm.
Branch and Bound algorithm
The procedure of B&B algorithm in this study is similar to that of a typical B&B algorithm which is developed by Baker (1974) . B&B algorithm use a tree structure which consists of several nodes, and each node represents to a partial schedule. A node in the k-th level in the tree corresponds a partial schedule consists of k jobs and at root node at level 0, no jobs are scheduled, i.e., the partial schedule is empty. Before first branching from the root node, we obtain an initial feasible solution by using heuristic algorithms described in section 3.3. To get the initial feasible solution, we obtain several feasible solutions by using heuristic algorithm, and select the best solution among those. Then, we set the selected best solution value as the initial upper bound of our B&B algorithm. After setting of the initial upper bound, the branching procedure from the root node is started.
In branching procedure, we adopt the depth first rule, in which a node with most jobs is selected first for branching. For ties, the node which has the lowest lower bound is selected for branching. The lower bound in the node can be calculated with procedure described in section 3.1. From the selected node, the branching child node checks whether the child node is dominant using the dominant condition related to Propositions 4-8 described in section 3.2. If the child node is dominated by using dominance conditions, the child node is not considered from further branching (fathoming). If the child node is not fathomed, lower bound of the child node is computed. If lower bound of a child node is greater than the current upper bound, the child node is also deleted from further branching consideration. If B&B algorithm find a complete schedule with a solution value less than the current upper bound, than the upper bound is updated with the solution value of the complete schedule. If there is no more dangling node in the B&B tree, the B&B procedure is terminated. This means that the B&B algorithm exploit all non-dominated possible sequence. Therefore, the final best solution from B&B algorithm can be regarded as an optimal solution.
Computational experiments
We generated instances randomly for evaluating the performance of the proposed branch and bound (B&B) algorithm and heuristic algorithms. All the proposed algorithms were coded in Java programming language. Then, we performed all computational tests on a computer with a Pentium 4 quad-core processor running at 2.8 GHz clock speed.
In the instances, we use the discrete uniform distribution with range [1, 100] for processing times of jobs. The release time of the job was also generated from a discrete uniform distribution in the [0, X] range, where X is the lower bound for the maximum completion time of the job. Note that the X can be obtained by scheduling all jobs according to Johnson's rule. For generating due dates and release times of jobs, we used two parameters, T (called tardiness factor) and R (called due date range). We generate due dates from DU(X•(1 -T -R/2), X•(1 -T + R/2)) by using these two parameters.
First, we tested the performance of B&B algorithm suggested in this study. In this test, we used all lower bounds and dominance properties in B&B algorithm. For this test, we generated 10 instances for each of all combinations of five levels (5, 10, 15, 20, and 25) for the number of jobs, three levels (0.1, 0.3, and 0.5) for T, and three levels (0.3, 0.5, and 1.0) for R. Thus, the B&B algorithm is tested on 450 randomly generated instances. If CPU time of the B&B algorithm for each instance exceed 3600 seconds, than the B&B algorithm was terminated. Table 1 show the results of this test. This table shows the average CPU time of the instance and the number of instances that were not resolved within 3600 seconds. The B&B algorithm could not solve some of the instances with 25 jobs within the time limit. However, the B&B algorithm solved most instances within 3600 seconds. .80 11 † average CPU time in seconds (assuming that the CPU time for an instance that has not been solved to optimality within 3600 seconds is 3600 seconds) ‡ number of instances out of 10 instances (out of 450 instances for overall) that have not been solved in 3600 seconds # average CPU time in seconds / sum of the numbers of instances that have not been solved
We tested the effectiveness of the lower bounds which we developed for the B&B algorithm in this study. We performed the computational test to estimate the effectiveness of the lower bound we developed for the B & B algorithm in this study. In this test, we compared two different B&B algorithms denoted by BB+LB and BB-LB, the ones with the lower bound and without it. Both B&B algorithms used all dominance conditions. For this test, we use 270 randomly generated instances, 10 instances for each of all combinations of three levels (5, 10, and 15) for the number of jobs and the same levels for each of T and R as those used above. The results are shown in Table 2 . The average CPU time required for each problem is also listed in the Table 2 . From the results, we can insist that the lower bound was very effective in reducing CPU time of the B&B algorithm. In addition, the lower bound gave better performance in the instances with large T and large R. This may be because the lower bounds can fathom a larger number of nodes when T and R are larger.
Next, we tested the performance of the dominance conditions developed in this study. For the test, we compared two B&B algorithms, one B&B algorithm(BB+DC) in which all dominance conditions (Propositions 4-8) are adopted and another B&B algorithm (BB-DC) without any dominance condition. For each set, we generate 10 instances for each of all combinations of the same levels for T, R as those used in the above tests and three levels (10, 15, and 20) for the number of jobs. The results of this test are shown in Table 3 . From the results, we can find that CPU time can be reduced by using of the dominance conditions considerably. The dominance conditions were more effective in instances with larger T. This may be because most of the dominance conditions compare tardiness of partial sequence. Note that the dominance condition can be useless if no tardiness occurs from partial sequences when compare partial sequences together. Hence, the dominance conditions become more effective in instances with larger T. Finally, we compared the performance of heuristic algorithms. The performance of the heuristic algorithm is expressed as the average percentage deviation (APD) of the heuristic algorithm from the optimal solution. Table 4 shows the APD and the number of instances in which each algorithm found the best solutions among the heuristic algorithms.
From the results, we can know that constructive algorithms (MNEH and MNEHR) give much batter solutions than those from list scheduling algorithms. Also, MNEHR usually gave the best solutions among heuristic algorithms. The list scheduling algorithms based on release time, ERT and MERT gave better solutions than other list scheduling algorithms. For each instance, computation times for solving of all heuristic algorithms are less than 1 second. 0.01,240 † average percentage deviation from optimal solutions and the number of instances out of 10 instances (out of 450 instances for overall) for which the algorithm found the optimal solutions
Conclusion
We studied a two-machine flowshop scheduling problem with the objective of minimizing total tardiness in which release time of jobs are unequal. We developed dominance properties, a lower bound, and heuristics for upper bounds. Then we developed a branch and bound algorithm. By computational test, we showed the proposed lower bound was very effective in reducing CPU time of the B&B algorithm, and the dominance conditions reduce CPU time considerably. We also showed that the dominance conditions were more effective in instances with tighter job's due dates. Among the heuristics, constructive algorithms give better results than list scheduling algorithms.
This study can be extended in many directions. For example, the algorithms can be modified and adopted in the n machine scheduling problem in which jobs have different release times. Also, we could consider the more common case, alleviating the assumption that the order of jobs on both systems should be the same. These extended problems can be found in complex production systems consisting of multiple workstations, such as semiconductor manufacturing systems.
This study can be extended in several different directions. For instance, cases in which there are more than two machines can be considered. Also, we can consider the more general scheduling problem by relaxing the permutation sequence constraint, i.e. sequences of jobs on the two machines may not be the same. These extended problems can be found in some complex production system which consists of several workstations such as semiconductor and printed circuit board manufacturing systems.
