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Chapter 1
Introduction
1.1 Quantum Information Theory
Any Theory of Information relies on Physics. Indeed an information is
something which is encoded in the state of a physical system, while a com-
putation is a physical transformation which modifies the state of the system,
together with the information contained in it. The study of information and
computation must be kept in close contact with the study of the under-
lying physical processes. A ”classical” information is something that can
be encoded in a string of bits {bn}, a single bit bn being the fundamental
unit of information that can take the values 0 or 1 (i.e. it is a Boolean
variable). A classical computation is the application of a set of rules which
associate each string {bn} to another string {b′n}. The most common way
to implement such scheme, which is at the basis of modern computers, is
to encode a bit into the state of an electronic device, associating the value
1 if the voltage of the device surpasses an upper threshold, and the value 0
otherwise (actually in practical realizations an intermediate “dark“ region
is introduced, where the value of the bit is not defined). The computation is
then performed by acting on the voltages of the different parts of the system
and thus it is ultimately related to the electronic properties of the system
components. Obviously Quantum Mechanics is already present at this stage,
since it determines the microscopic dynamics which in turn is at the basis
of the macroscopic behavior of the electronic devices utilized. The Quan-
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tum theory of Semiconductors played a central role in the development of
modern processors. However in the presented scheme the information is still
encoded utilizing quantities that have a classical behavior, such as a macro-
scopic voltage. Classical information has developed very rapidly in the past
decades, following a trend called ”Moore’s Law”. Its statement is that ap-
proximately every two years the power of the typical commercial processor
is doubled, keeping its physical dimensions unaltered. This extraordinarily
fast improvement is going to have a sudden stop when the ability to build
integrated circuits on the atomic scale will be reached by technology. This
is one of the facts which open the field to the search of new information
processing techniques.
Following this philosophy one may ask himself if there is some advantage in
considering a Quantum Theory of Information [36, 31], in which the infor-
mation itself has a quantum behavior, being encoded in a coherent quantum
state of a microscopic system. The answer is positive, since the quantum
nature of the information carriers introduces a variety of new possibilities in
the field of information processing. Results that have no classical analogue
can be obtained, or in some cases the results obtained by classical informa-
tion theory can be improved. Astonishing examples in this sense come from
Shor’s Algorithm for the factorization of big integer numbers [39], which
is significantly faster than the classical case, and from the possibility of
achieving perfectly secure communication between distant parties through a
protocol called Quantum Key Distribution [18]. Several other classical pro-
tocols for the processing of information are shown to be improved (in terms
of number of elementary steps) by their quantum counterpart [39, 23, 31].
Having pointed out the importance of considering a fully quantum infor-
mation theory, we introduce its basics. The fundamental unit of quantum
information is called the Qubit, that is a two level quantum system. The
Hilbert space associated to a Qubit is two dimensional, thus it is spanned
by two orthonormal vectors that we will call |0〉 and |1〉, or ”logic states“, in
analogy with the notation used for the classical bit. The first improvement
with respect to classical information is that a Qubit can be in a state that
6
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is an arbitrary superposition of the two logic states:
|ψ〉 = α|0〉 + β|1〉; |α|2 + |β|2 = 1. (1.1)
However, despite this, the amount of information that can be retrieved in a
single Qubit is equal to one classical bit. Indeed any measurement we can
perform on it will be able to distinguish only orthogonal states. Therefore
for a two dimensional system any measurement will have only two possible
outcomes. It is in the processing of information (Quantum Computation)
that a difference occurs, thanks to this possibility of the system to explore
arbitrary superpositions of the basis states. The physical significance of per-
forming a quantum computation is the application of an unitary operator
to the system in which the information is stored. A ”Quantum Computer“
may be seen in its simplest form as a collection of Qubit systems, on which
arbitrary unitary operations (i.e. ”quantum gates“) can be performed. It
must be emphasized that the way in which a quantum computer is intended
to be used is the same in which we use a classical computer: we give some
classical input to it and we get an output that is still in the form of classical
information. In particular in the case of a quantum computer the classical
information first has to be converted into a proper quantum state (e.g. with
the straightforward encoding 0→ |0〉; 1→ |1〉), then it evolves following the
laws of Quantum Mechanics, resulting in an output quantum state that is
eventually converted back to a string of classical bits by proper measure-
ments. The development of quantum computers is still at early stages, and
a lot of effort is put into the search of systems that could serve for the pur-
pose.
Another fundamental topic in Classical Information Theory is the problem
of information transmission, or Communication. The importance of such a
problem is clear since the exchange of classical information between parties
is at the basis of our modern society. In this thesis we focus on the branch of
Quantum Information Theory that studies this aspect in a quantum context,
namely Quantum Communication. The focus is in this case the transport
of quantum states. In a classical information context we are used to send
and receive information in many ways, for example if we had to communi-
cate some data to a far away collaborator it may come easy to send him an
7
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e-mail containing the necessary information. Moreover classical information
is easily convertible in many formats (e.g. from a file on a computer to a
paper). In some way the counterpart of this versatility is that classical com-
munication cannot be perfectly secure. Similarly in a quantum information
context the need may arise to spatially transport a quantum state without
modifying it. The problem becomes more complex than the classical case,
since quantum systems are very susceptible to external noises. On the other
hand some new possibilities arise such as having perfectly secure commu-
nication and creating entanglement between distant systems. Among the
different possibilities that arise in the field of quantum communication we
are going to focus on systems that are capable of achieving the transmission
of a quantum state with minimal external control. In the next section the
problem is presented in detail.
1.2 The problem of Quantum State Transfer
As already anticipated an important task in quantum information processing
is the transfer of a quantum state from a location A to another location B,
a process also known as Quantum Communication. To better understand
what this means the general setting for the problem is presented in the
following picture.
A B
|ψ> ?
2) |ψ>?
1)
We suppose to have two distant quantum systems A and B, respectively con-
trolled by two parties usually called “Alice“ and ”Bob”. The states of the
two systems can be put into one-to-one correspondence and thus any state
8
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|ψ〉A of the system A is biunivocally associated to a state |ψ〉B of system B.
Then we can refer to both these states simply as |ψ〉, specifying its localiza-
tion when needed. The starting point of a state transfer protocol is given
by system A being in the state |ψ〉, while system B is in some other state.
The ultimate aim is to have the state |ψ〉 localized in system B, regardless
of the final state of system A. Note that in general Alice is not supposed to
know the state she is sending, and that we are not requesting a violation
of the No Cloning Theorem [45] since the state of system A at the end of
the transmission is left arbitrary. A quantum channel is physical system
that can be used to achieve quantum state transfer. The most well known
application of quantum communication is the already cited Quantum Key
Distribution, through which a secret random key can be established between
distant parties with its security guaranteed by quantum mechanics [18]. In
quantum key distribution a quantum state prepared by Alice needs to be
measured by Bob after travelling a long distance, and for this purpose pho-
tons are very well suited as they can easily travel long distances through
optical fibers.
Another application comes from the possibility of creating entanglement
between distant systems, as sketched in [6]. A further example in which
a quantum channel is needed comes from the field of Quantum Computa-
tion, and it is strictly connected to this thesis. When realized the quantum
computer holds the promise of speeding up the solution of certain problems
perceived as difficult by a classical computer [39, 23, 31]. It is likely that
the Qubits inside a single computer will be grouped in several processors
and registers, which have to be put in communication through quantum
channels. (for example the output state of a first processor may need to be
transmitted almost perfectly to another processor to be further elaborated).
Moreover one may want to connect several nearby quantum computers to
form a local quantum network. In this case the transfer is needed to happen
only over short distances (of the order of the inter-register spacing), but on
the other hand additional encoding and decoding procedures are needed to
map the state from the sending components (processors or registers) to the
channels and then back to the receiving components.
For short distance applications such as the latter example it is very useful
9
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to have alternatives to photons [27, 40], in particular one should look for
systems that can be easily interfaced with the sending and receiving com-
ponents.
In this thesis we focus on one such alternative. We will study the possi-
bility of transferring a Qubit state along a network of permanently coupled
Qubits that are at rest with respect to the communicating parties [6]. The
first idea in this direction is to consider a swapping channel [34]: suppose
to have a chain of Qubits, the first of which is in the “input” state we want
to transfer to the other end. Then starting from the first two Qubits we
perform a series of swaps that exchange the internal states of the two units,
until the input state has reached the other end of the chain. The state of all
other sites of the chain at the end of the process are of no use for the current
purpose, so one could consider a more general operation that for each step
takes a particular pair of Qubits and transfers the state on the left to the
right Qubit while doing anything else to the original state on the right. A
sketch of this is illustrated below.
1) ψ ? ? ?
2) ? ?
3) ? ?
4) ? ?
? ψ
? ψ
ψ?
In practice the realization of such a protocol requires too much local control
over the Qubits, including modulating their pairwise interaction in time and
space very precisely, and it is very susceptible to errors since each single step
of the transfer must be controlled from the outside. Thus imprecisions on
the controls tend to accumulate. Moreover if we had such control on all the
Qubits of the chain it would be silly to use it as a quantum channel, rather
it could be used as a quantum processor.
Thus we prefer to look for systems which can accomplish the state transfer
only through their free dynamical evolution together with a limited number
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of external operations on the sending and receiving Qubits. Note that this
different also from the usual approach to quantum communication, which
assumes the quantum information (i.e. the quantum states) to be stored
into mobile physical systems which are then transmitted from the sender of
the messages to their intended receiver (e.g. the photons in the first exam-
ple) [27, 40, 42, 16].
It is our interest to work on quantum channels which require minimal exter-
nal control, since they are the most likely candidates to become the quantum
analog of a classical ”data bus” (e.g. a cable). For example when we connect
two PC’s (or MAC’s!) with a cable we do not pretend to control every indi-
vidual part of it, rather the information flows through the cable in its natural
way and the computers choose the right encoding and decoding procedures
to optimize the transmission. The principal aim of this thesis is to look for
some theoretical models that give similar possibilities for the quantum case.
The thesis is organized as follows:
• In Chapter 2 we outline the possibility of studying a network of coupled
Qubits by mapping it into a corresponding network of interacting spin-
1/2systems. At this point we set the notation and investigate the
general properties of a spin network from the point of view of the
state transfer problem. The fidelity is introduced as the fundamental
figure of merit to investigate the quality of a quantum channel. We
introduce the most relevant interaction Hamiltonians that appear in
the study of such systems, which present particular symmetries that
simplify the problem. Moreover we present a review of the principal
transfer protocols that can be implemented with the spin networks:
the Basic Protocol and the Dual Rail Protocol. The spin network with
the linear chain topology is investigated, which is the first candidate
to become a “quantum wire” connecting two locations. Most of this
chapter has been inspired by [6] and [12].
• Chapter 3 is dedicated to the Spin Star and the Spin Tree [47] net-
works, which can be used to implement ”quantum switch” devices
for connecting more than two locations. The analyses performed are
11
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particularly oriented towards the possibility of perfect transfer in the
presented systems with a minimum amount of external operations.
• In Chapter 4 we present a Physical system which can be mapped into
a spin chain system and thus may be a good candidate to implement
a network of interacting Qubits. It is composed by an array of optical
cavities doped by two level systems (e.g. two relevant levels of an atom)
that resonate with the cavity mode giving rise to mixed excitations
called polaritons [15]. The cavities interact with each other due to
hopping photons, so the polaritonic excitations will travel and disperse
along the system. The model has been originally proposed in [8] by
Angelakis et Al., who gave an approximate solution in the so called
strong coupling regime, where the low energy side of the system is
mapped into a pair of identical non interacting spin chains. Starting
from their work we solved exactly the low energy dynamics of the
system for any range of the parameters involved, mapping the lower
energy states of the system into an interacting pair of spin chains.
• In Chapter 5 we study the state transfer properties of the system
presented in chapter 4. We start from the approximation given in
[8], which leads to a straightforward application of a the dual rail
protocol presented in chapter 2. Then we develop a formalism that
improves the above transfer protocol by taking into account the exact
low energy dynamics of the system. The protocol consists in multiple
extraction attempts at the receiving end that have a certain success
probability, associated to a fidelity (in case of success) that varies as
a function of the extraction times. Thus we get the tools to evaluate
the errors introduced by the simple dual rail implementation, getting
the result that at least for the first extraction attempt perfect transfer
is still possible for any range of the parameters involved in the model,
provided we choose an appropriate extraction time. For at least a
few subsequent extraction attempts we showed that the fidelity can
be kept close to one by a proper choice of the extraction times. We
also gave evidence that particular arrangements of the inter-cavity
hoppings exist which greatly enhance the success probability at the
12
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first attempt (thus eliminating the need of further extractions). We
also sketched an example in which perfect transfer at any attempt is
possible for a specific choice of the hoppings.
The original results obtained in this thesis are contained in Chapters 3,4,5.
13
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Chapter 2
Quantum state transfer with
Spin Networks
In the previous chapter we pointed out the importance of achieving quantum
state transfer with channels that are “at rest” with respect to the communi-
cating parties and require little external control. In particular we are going
to study the possibility to achieve quantum state transfer along a network
of interacting Qubits. Since the Qubits are two level systems they can be
mapped into spin-1/2 systems, thus the whole formalism usually introduced
to deal with spin systems can be adapted to our purposes. Therefore we will
refer to a network of interacting Qubits as a spin network, remembering that
the system under consideration is not really composed by magnetic spins.
Indeed it is not likely that the presented systems can be implemented with
real magnetic spins, for e.g. in case of an electron the Coulomb interac-
tion would cause the system to be highly unstable (for the electronic spins
to interact relevantly very short distances are needed). More realistically,
effective implementations of such Spin Networks can be obtained in the con-
text of Optical Lattices [24], Ion Traps [28], Penning Traps [14], Josephson
Arrays [30] and Polaritons in Optical Cavities (an example that will be ex-
plicitly discussed in chapters 4, 5). In this chapter we are going to outline
the basic formalism to deal with the state transfer problem in spin networks,
which in turn applies to the actual Qubit system under consideration.
15
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2.1 Spin networks
Since a single Qubit is isomorphic to a spin 1/2 system, we associate the
logic states to the corresponding spin states as follows
|0〉 =˙ | ↓〉; (2.1)
|1〉 =˙ | ↑〉. (2.2)
Starting from this point we can apply the formalism of spin system intro-
ducing the well known Pauli matrices as operators which act on the single
Qubit space:
σx =˙
(
0 1
1 0
)
; (2.3)
σy =˙
(
0 −i
i 0
)
; (2.4)
σz =˙
(
1 0
0 −1
)
. (2.5)
A spin network is a collection of N spin systems coupled with some pairwise
interaction [38, 3], that we consider to be fixed in time. Not all the couples
interact, depending on the system structure. Some simple notions of graph
theory can be introduced at this point, following the same logic as [12]. This
will be useful because any spin network can be described by a graph, and the
graph itself is very useful in determining the matrix elements of the system,
given a particular pairwise interaction. A graph G is described by its vertex
ensemble V(G), and its edges ensemble E(G), which specifies which pairs of
vertex are connected. The Adjacency matrix of the system is
Aij(G) =
{
1 if(i, j) ∈ E(G)
0 otherwise
. (2.6)
A simple example follows. We consider a graph with 4 vertices represented
by the following picture.
16
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2
1
3
4
In this particular case V(G) = {1; 2; 3; 4}, E(G) = {(1, 2); (1, 3); (1, 4); (2, 3)}
and the adjacency matrix is given by
Aij =


0 1 1 1
1 0 1 0
1 1 0 0
1 0 0 0

 . (2.7)
Given a particular graph the corresponding spin network is obtained in the
following way. Each vertex i ∈ V(G) is associated to a spin-1/2 system,
and two spins (i, j) interact with some given Hamiltonian if and only if
(i, j) ∈ E(G). In a spin network context the vertices may be addressed
as nodes. We will consider two particular Hamiltonians for the interaction
between the ith and jth spin [6], which yeld symmetries that greatly simplify
the treatment of the state transfer problem (as well as the study of the
whole dynamical properties of the system). Thus as already pointed out one
should search for physical systems that can be represented in terms of spins
interacting with one of these Hamiltonians. The first type of interaction is
the following, known as the Heisenberg Hamiltonian:
Hij =
Jij
2
→
σ i · →σ j . (2.8)
Here
→
σ j= (σ
x
j , σ
y
j , σ
z
j ) is the vector whose components are the three Pauli
matrices relative to the j-th system. This Hamiltonian is also known as the
isotropic exchange interaction. The second type of interaction is the XY
interaction, which has the following form
HXYij =
Jij
2
(
σxi σ
x
j + σ
y
i σ
y
j
)
. (2.9)
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This last one Hamiltonian has very nice properties when it comes to evaluate
its matrix elements, as we shall see later. It is of particular interest to
our purposes since as we shall see in chapter 4 we can find at least an
example of a physical system that can be mapped into a spin network with
XY interactions (thus it can be used as a network of interacting Qubits).
Looking at the whole system, the total interaction Hamiltonian of the spin
graph is given by
V =˙
∑
<i,j>
Hij. (2.10)
Where < i, j > is a short notation for (i, j) ∈ E(G). The interaction can
be chosen from one of the two types shown. Let’s now examine the sym-
metry properties anticipated for these interactions. It is easy to verify that
these Hamiltonians conserve the total z-component of the spin, defined as
Σztot =˙
∑
i σ
z
i , i.e.
[V,Σztot] = 0. (2.11)
Conserving Σztot means conserving the number of “flips”, that is the number
of Qubits in the state |1〉. Since we prefer to deal with this quantity we
define it to be
N =˙ Σztot +
N
2
. (2.12)
When possible we will choose a representation of our system such that ”all
|0〉” is the ground state. We will see that a fundamental role for our purposes
is played by the “single flip” subspace H1, so it is useful to set a particular
notation to deal with its states. With |0〉j and |1〉j we indicate the two levels
of the j-th Qubit in the network. The ground state of the system is
|0〉 =˙ |0〉1|0〉2...|0〉N . (2.13)
As already mentioned, the ”single flip” states are those in which only one
of the Qubits has been flipped to |1〉 while the others remain in |0〉. These
vectors span the subspace H1. Their explicit form is
|j〉 =˙ |0〉1...|1〉j ...|0〉N . (2.14)
These states may also be indicated as |1j〉, depending on the context.
Now let’s outline an interesting property of the XY Hamiltonian. If V is
18
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made by this type of interaction, the following property holds for its matrix
elements on the single flip subspace:
〈i|V |j〉 = JijAij(G), (2.15)
thus the only nonzero matrix elements of V are those of A(G). If Jij =
J for all (i, j) then the Hamiltonian in H1 is simply proportional to the
adjacency matrix of the spin network. This leads to a very useful graphical
interpretation of our systems. In some sense the interaction Hamiltonian
is the graph. Let’s prove the above equation. First, it is evident that if
(i, j) /∈ E(G) it follows 〈i|V |j〉 = 0, since V does not contain a product of
spin operators that exchange the two excitations. So we need to check only
the matrix elements corresponding to connected sites. Suppose now that
(i, j) ∈ E(G), then the only nonzero term in 〈i|V |j〉 is given by
Jij
2
〈i|
(
σxi σ
x
j + σ
y
i σ
y
j
)
|j〉 = Jij , (2.16)
and the proof is complete. In case of Heisenberg interactions we get a
similar result with the difference that nonzero diagonal terms arise due to
the presence of the products σzi σ
z
j .
It is important to note that we can include in the Hamiltonian a “local”
term in the form
Hloc =˙
∑
i
Biσ
z
i , (2.17)
without breaking the N -symmetry discussed. The complete Hamiltonian
of a network will thus be in the form Hloc + V , and in the subspace H1 it
will be represented by a matrix whose elements are proportional to those of
A(G), plus a matrix in diagonal form.1
From now on we will study in detail some dynamical aspects given by these
interactions and their possible applications to our problem. We will investi-
gate the possibility to use spin network systems to implement the quantum
counterpart of the most common classical communication devices, such as
wires (which achieve the transmission of classical bits between two locations)
and switches (which put in connection multiple parties).
1Actually we could just consider a more general interaction in the form Hij =
Jij
2
`
σxi σ
x
j + σ
y
i σ
y
j + γijσ
z
i σ
z
j
´
, which includes all the previous cases. γij are called
anisotropy parameters
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2.2 The Fidelity of a transfer protocol
We will present two main categories of transfer protocols that can be imple-
mented with spin network systems. The basic idea that inspires them is to
implant a Qubit state on a particular node of the network, then thanks to a
combination of free Hamiltonian evolution and a limited number of external
operations the state should be retrieved at a different node. In the ideal
case the state extracted at the end of the protocol from the receiving party,
usually called Bob, is exactly the same state implanted in the system by the
information sender Alice. However we may expect that in general the state
received will differ from the one sent, mainly because the dynamics of a net-
work of coupled spins will disperse localized excitations such as the initial
state implanted, and only under particular conditions a further localization
of the state in a different node will be possible. Therefore the need arises to
quantify the quality of a given spin network as a quantum communication
device.
For this purpose we introduce the concept of fidelity, a function which mea-
sures the quality of a quantum channel by telling us how close is the state
received by Bob to the state that Alice sent through it. The study of fidelity
will play a central role in all this thesis, since it gives an immediate and ob-
jective evaluation of the state transfer capabilities of a given system, when
used to implement a communication protocol. We now give a definition
of the fidelity which adapts to the most general quantum communication
context. Suppose Alice sends a Qubit state |ψin〉 at t = 0, then for t > 0
the state at Bob’s node will be in general a density matrix that we will call
ρout(t). Bob chooses and optimum time t0 and picks up the mixed state
ρout(t0). The fidelity of the protocol is then given by
F = 〈ψin|ρout(t0)|ψin〉. (2.18)
Note that it is a number between 0 and 1, and the formula reduces to
the more intuitive form |〈ψin|ψout〉|2 if ρout(t0) is a pure state in the form
|ψout〉. An higher fidelity means a better transfer, and the value F = 1 is
possible only if |ψout〉 = |ψin〉2, i.e. in the case of perfect transfer. Even
2up to a phase
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though channels with low transmission fidelity can still be used to establish
entanglement among Alice and Bob through proper distillation protocols
[36, 31], in the following we will focus on systems which allow “perfect” or
“near perfect” state transfer, i.e. F > 1 − ǫ with ǫ > 0 sufficiently small.
This is because “small” errors can be “efficiently” compensated by Quantum
Error Correction techniques [36, 31], furthermore it is known that a fidelity
of 2/3 can always be achieved by classical communication, that is when Alice
measures the state and communicates the results to Bob that reconstructs
the state from this data [36, 31].
2.3 The basic communication protocol
In this thesis we neglect decoherence and dissipation effects, assuming that
the system is able to remain in a coherent state for a time longer than that
needed to run the protocols presented.
In our search for suitable quantum channels we are going to study in detail
several types of spin networks. The basic hypotheses and facts that will
guide us in attacking the problem are the following.
• We have at disposal very fast swapping operations to implant a Qubit
state at the sending node of the network and to extract it from the
receiving end
• The interaction strength between the spins is constant in time, we
don’t have any control on it during the communication protocol. We
suppose all the hopping amplitudes to be real when not specified.
• The interaction between the spins is of the Heisenberg or XY type, so
the total number of excitations in the network is conserved
• Thanks to the facts that N is conserved and that the ground state
does not evolve3, we can restrict to the study of the propagation of
logic state |1〉 starting from the network in the ground state. The
dynamics of interest is therefore confined to the Hilbert subspace H1
3Indeed the ground state energy can be put to 0 by shifting H → H −E0.
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• We can set a ”static magnetic field” in the z direction on each site of
the network, i.e. we can fix the diagonal elements of the Hamiltonian
in the first excitation subspace. This means that given either type
of interaction the Hamiltonian can be reduced to Hloc + V , where
Vij ∝ Aij(G) and Hloc is a diagonal matrix that can be fixed at our
choice
• When needed we allow local operations such as Phase Shifts (i.e. the
application of eiσ
zϕ) and Bit Flips (i.e. the application of σx) on the
sending and receiving Qubits only4
Pointing out these facts simplifies greatly our study of the different net-
works, since we can immediately write down their Hamiltonian matrix from
a visual examination of their underlying topology. Let’s consider the sim-
plest communication protocol that can be implemented with a spin network
[6]. We suppose that Alice is in control of the Qubit s, or ”sender“, while
Bob controls Qubit r , or ”receiver”5. We include some pictures which give
an insight of the various communication steps in the simplified case a linear
network (i.e. a chain), however it must be emphasized that the protocol
applies to any realizable spin network. After presenting the protocol we
will provide a general formula for the fidelity of a generic spin network, in
terms of the matrix elements of its Hamiltonian (more precisely of its time
evolutor).
We start with all the spins of the network initialized in the same pure state,
say |0〉, while Alice is in possess of an arbitrary quantum state in the form
(1.1).
Alice Chain: ALL DOWN
α |0> + β |1> |0> |0>|0> |0>
4These last two options will be of great use in the next chapter, when dealing with
networks that serve as“Quantum Switches“.
5Of course we could always relabel the Qubits so that s = 1; r = N .
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To make this initialization easy the couplings must be chosen properly. For
example if Jij < 0 for all i, j the spin network is equivalent to a ferromagnetic
system, and in presence of an arbitrarily weak “magnetic field” −B (equal
for all sites) the ground state is given by all spins pointing in the direction
of the field. Then we choose this spin direction to be represented by the
state |0〉 (remember that we are not dealing with real magnetic spins, the
“field” terms −B may arise for a variety of reasons). To reach this ground
state it would be sufficient to cool down the system. At t = 0, after the
system has been cooled down to the “all |0〉” state, Alice rapidly6 places an
arbitrary quantum state at her node of the spin network, substituting it to
the |0〉 state she found in.
Alice
α|0...0>+β|10...0>|0>
swap
Chain(t=0)
Alice isn’t supposed to know anything about the state she’s sending, for
example it may be the output of some computation, on which she hasn’t
performed any measurement. For t > 0, due to the natural Hamiltonian
evolution of the system, the state both propagates and disperses along the
network, with the consequence that the spin at Bob’s end will vary with
time.
Bob
|0>ρ (t)out
Chain(t)
At this point Bob must choose an optimal time such that the state of the
Qubit under his control is the nearest possible to the state sent by Alice,
6with respect to the dynamical timescales of the spin network
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and at that moment he performs a quick extraction of the state from it,
concluding the communication protocol.
Chain Bob
|0> ρout(t)
swap
As anticipated the state received is not exactly equal to the one sent in
general, so to quantify how well the state has been transmitted by the spin
network we refer back to the concept of fidelity introduced in the previous
section.
We can identify the input state with a point (θ, ϕ) of the unit sphere,
using the Bloch Representation for the generic Qubit state described by
(1.1):
α = cos
θ
2
; β = e−iϕ sin
θ
2
. (2.19)
As (θ, ϕ) varies over the solid angle it is clear that we get all the possible
Qubit states up to a global phase, and we never get the same state twice.
At t = 0 Alice deposits her state on Qubit s, so the whole chain is in the
state
|Ψ(0)〉 = cos θ
2
|0〉+ e−iϕ sin θ
2
|s〉, (2.20)
where |0〉 and |s〉 are defined in Eqs.(2.13) and (2.14) As we already proved
the total number of flips along the chain is conserved, so we can write the
state of the system at any time as a vector of the subspace H0 ⊕ H17. In
particular the first term does not evolve, being the ground state, and the
second evolves only to states |j〉:
|Ψ(t)〉 = cos θ
2
|0〉+ e−iϕ sin θ
2
∑
j
Ujs(t)|j〉; (2.21)
Ujs(t) =˙ 〈j|e−iHt|s〉. (2.22)
7
H0 is simply the ground state.
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The second equation describes the matrix elements between single flip states
of the time evolution operator
U(t) =˙ e−iHt (2.23)
The state of the Qubit controlled by Bob can hence be expressed as the
reduced density matrix,
ρout(t) =˙ tr1,...,r−1,r+1,...,N {|Ψ(t)〉〈Ψ(t)|} , (2.24)
where the trace is performed over all the spins but the r-th. From Eq (2.21)
it then follows that
ρout =
(
1− sin2 θ
2
|Urs|2
)
|0〉〈0| +
(
eiϕ sin
θ
2
cos
θ
2
Urs|1〉〈0| + h.c.
)
+
+ sin2
θ
2
|Urs|2|1〉〈1|, (2.25)
where we used the fact that 〈j|j′〉 = δjj′ and 〈0|j〉 = 0. This may be also
written in a more clarifying form:
ρout = P (t)|ψout〉〈ψout|+ (1− P (t))|0〉〈0|; (2.26)
|ψout(t)〉 =˙ 1√
P (t)
(
cos
θ
2
|0〉+ e−iϕ sin θ
2
Urs(t)|1〉
)
; (2.27)
P (t) =˙ cos2
θ
2
+ sin2
θ
2
|Urs(t)|2. (2.28)
Here |ψout(t)〉 is a state that gets very near to |ψin〉 when the matrix element
Urs is near to 1. Note that |ψout(t)〉 and |0〉 are not orthogonal in general,
so there’s no way to separate them unless |ψout(t)〉 = |1〉. At this point
we calculate the expectation value of ρout on the state |ψin〉 to obtain the
fidelity:
F = P (t)|〈ψin|ψout(t)〉|2 + (1− P (t))|〈ψin|0〉|2 =
= cos2
θ
2
+
1− cos θ − sin2 θ
2
|Urs(t)|2 + 1
2
sin2 θℜe {Urs(t)} . (2.29)
Its average value over the Bloch Sphere is given by
< F > =˙
1
4π
∫
F (θ, φ)dΩ =
1
2
+
|Urs(t)|2
6
+
ℜe {Urs(t)}
3
. (2.30)
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It is evident that if there is a time t0 and a particular arrangement of the
fields Bi such that Urs(t0) = 1, then perfect transfer for all input states is
possible along the network. Actually we may loose a little this condition,
requesting that
Urs(t0) = e
iξ, (2.31)
and allowing a local phase shift at the receiving end to recover the state.
It is evident from the above treatment that the transfer properties of the
networks considered depend only on their capability of transmitting the
state |1〉, due to the fact that N is conserved. This means that if we want to
know if a system is capable of perfect state transfer with the basic protocol
we will need to check this property only for the state |1〉. At this point we
have the basic tools to investigate the state transfer capabilities of any given
quantum network (when used to implement the basic protocol). Apart for
some particular cases, it is in general very difficult or even impossible to
achieve perfect transfer with the basic protocol, so many other possibilities
have been studied. A very appealing alternative in this sense is given by the
Dual Rail Protocol, which will be introduced at the end of this chapter.
2.4 The linear chain with constant couplings
The introduction of the basic communication protocol together with the
expression (2.30) and the perfect transfer condition (2.31) give us a first
possibility to investigate the quality of a spin network as quantum channel.
In this chapter we restrict to the case in which the communication is per-
formed between two parties, i.e. there is only one sending and one receiving
node, while the study of communication between multiple parties will be
treated in the next chapter. In this context it seems natural to start with
the investigation of linear chains (i.e. one dimensional spin networks), which
we hope can be used as ”quantum wires”, i.e. wires that carry quantum in-
formation from the sending party to the receiver. We will see that even for
such a simple topology the achievement of perfect transfer is a difficult task
which requires a very precise manufacturing of the system at the moment
of its construction. The linear chain with constant couplings is the simplest
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J J J
Figure 2.1: A linear chain with constant couplings of length four.
realization of a spin network with N nodes, and it is the most obvious can-
didate to be used as a quantum wire. It is composed by N linearly arranged
spins, with nearest neighbor hoppings of constant intensity J . Figure 2.1
is an example of such a system. At this point we start our investigation to
see whether this system can be used as an high fidelity quantum channel
which requires low external control, starting from the diagonalization of the
system Hamiltonian in the subspace H1. We consider the case in which all
diagonal terms are equal so that we can put them to zero through a redefini-
tion of the ground state energy of the system. The multiplication constant
J is inessential to the aim of diagonalization, being equal for all edges. So
the study of the system dynamics can be reduced to its simplest form, that
is the diagonalization of the following N ×N matrix:

0 1
1 0
. . .
. . .
. . . 1
1 0

 . (2.32)
This class of matrices is known to be analytically diagonalizable for any
value of N . [12]
Let’s define |n〉; n = 1, ..., N to be the orthonormal basis in which our
Hamiltonian has the above form. Our standard notation for the eigensystem
of a spin network is the following
|ek〉 =˙
∑
n
ekn|n〉 ∆k such that H0|ek〉 =˙ ∆k|ek〉. (2.33)
The actual expressions for ekn and ∆k for the system under consideration
at fixed N are found to be
ekn =
√
2
N + 1
sin
(
πnk
N + 1
)
; (2.34)
∆k = 2cos
(
πk
N + 1
)
. (2.35)
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These results will be very useful also in the next chapter. The index k has
the role of the wavenumber of a stationary wave. In fact the system can
be related to a one dimensional box of length N + 1, with vanishing border
conditions, whose eigenfunctions are
ψk(x) =
√
2
N + 1
sin
(
πkx
N + 1
)
. (2.36)
Having diagonalized the Hamiltonian, the time evolutor is straightforward:
U(t) =
∑
k
|ek〉〈ek|e−i∆kt. (2.37)
The most likely choice for the sending and receiving Qubits is s = 1; r =
N , so the matrix element of interest is given by
UN1(t) =
∑
k
ekNek1e
−i∆kt. (2.38)
No conjugates appear in this expression since the coefficients ekn are real.
To see whether this matrix element can become an unitary complex number
we use a general property of symmetric systems. The system under analysis
is evidently symmetric with respect to its center, that is the Qubit in the
middle in the case N odd or the middle point of the central edge in the case
N even. If a symmetric system allows perfect state transfer between two of
its antipodes, then given four eigenvalues ∆a,∆b,∆c,∆d of the system, such
that ∆c 6= ∆d, the following property holds.
∆a −∆b
∆c −∆d ∈ Q. (2.39)
We will demonstrate this property in a moment, but for now let’s just apply
this result to the linear chain under examination. The cases N = 2, 3 can
be treated by straightforward calculations, yielding the possibility of perfect
state transfer respectively at times
t0 =
π
2J
N = 2; (2.40)
t0 =
π√
2J
N = 3. (2.41)
Then the symmetry of the system guarantees perfect state transfer for all
times (2l + 1)t0, with l integer. The cases N = 4, 5 can be worked out by
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hand as well and are found not to verify condition 2.39 for some choices of
a, b, c, d. For N ≥ 6 it can be shown by a general argument that Eq. (2.39)
is never verified [12].
In conclusion the linear chain with constant couplings and constant site
energies allows perfect transfer between its ends only for chain lengths N =
2, 3. Therefore a linear chain with constant couplings cannot be used as a
proper quantum wire for lengthsN > 3 (although in the case N=4 arbitrarily
high fidelity can be reached, as we will demonstrate in the treatmet of the
Spin Tree system). We shall see later that the possibility to build a linear
chain which achieves perfect transfer for arbitrary length exists (at least in
principle) if we allow the hoppings to be spatially varying (although always
constant in time!). First let’s prove the condition (2.39). The transfer is
supposed to happen between two symmetric sites that we label as 1, N .
They are symmetric in the sense that the system appears exactly the same
if looked from the two sites. An example is given by the opposite ends of
a linear chain of the type described before. To prove the above condition,
let’s suppose that there exists a time t0 such that
e−iHt0 |1〉 = eiξ |N〉, (2.42)
then the symmetry of the system implies also
e−2iHt0 |1〉 = ei2ξ |1〉. (2.43)
So the system must also be periodic with respect to site 1, up to a phase
ei2ξ. Let’s develop the last expression in terms of the eigensystem {∆k, |ek〉}.
Suppose that |1〉 =∑k ak|ek〉. Then the periodicity reads∑
k
e−i∆kt0ak|ek〉 = ei2ξ
∑
k
ak|ek〉. (2.44)
Since the eigenstates are orthonormal it follows that
∆kt0 + 2ξ = 2nkπ, (2.45)
for some integer number nk. If we eliminate ξ from two of those equations
corresponding to k1 and k2 we obtain
(∆k1 −∆k2) t0 = 2(nk1 − nk2)π, (2.46)
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J 1 J 2 J 3
Figure 2.2: A length-four symmetric chain. J1 = J3 must hold to satisfy the
symmetry condition.
then we do the same choosing k3 and k4 such that ∆k3 − ∆k4 6= 0 and
eliminate t0 from the two equations:
∆k1 −∆k2
∆k3 −∆k4
=
nk1 − nk2
nk3 − nk4
. (2.47)
This proves explicitly that a symmetric system capable of perfect state trans-
fer must have the differences of eigenvalues in rational ratios.
2.5 Linear chain with space varying couplings
In this section we investigate the possibility to obtain perfect transfer with
linear chains of arbitrary length and variable couplings. We keep the chain
symmetric so that perfect transfer is related to the condition (2.39). We also
keep the local energies constant so that the diagonal terms of the Hamilto-
nian can be put to zero. In case of a 4-Qubit linear chain the situation is
sketched in Fig 2.2 The general matrix representing a symmetric system of
length N with zero site energies is given by
V (N) =˙


0 J1
J1 0 J2
J2 0
. . .
. . .
. . . JN−1
JN−1 0


. (2.48)
With the constraint Jn = JN−n. Before getting into the details we shall
outline some interesting properties that are verified by the eigensystem of
this particular class of systems (i.e. linear chains with nearest neighbor
interactions).
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2.5.1 Eigensystem structure for linear chains
The following properties hold for a linear system with nearest neighbor in-
teractions8 (mirror symmetry is not required at this point):
E ∈ spectrum{V (N)} ⇒ (−E) ∈ spectrum{V (N)};
|E〉 =
∑
n
an|n〉 ⇒ | − E〉 = eiϕ
∑
n
(−1)nan|n〉, (2.49)
with ϕ an arbitrary phase. We can prove both properties in the following
way. Suppose |E〉 = ∑n an|n〉 is such that V (N)|E〉 = E|E〉. Then we
apply 〈n| on both sides, obtaining the following expression:
Ean = Jnan+1 + an−1Jn−1. (2.50)
By defining bn =˙ e
iϕ(−1)nan, and substituting it into (2.50) we obtain
−Ebn = Jnbn+1 + bn−1Jn−1, (2.51)
which means |−E〉 =˙ ∑n bn|n〉 is such that V (N)|−E〉 = −E|−E〉. Given
these facts we can organize the eigensystem of (2.48) as follows. We still
indicate the eigenvectors and eigenvalues as {|ek〉,∆k}, with k = 1, ..., N
and |ek〉 =˙
∑
n ekn|n〉. We choose eiϕ = −1 to be consistent with the
particular case Jn = 1 already discussed. Then we organize the labels k so
to emphasize the properties (2.49):
∆N−k+1 = −∆k;
eN−k+1,n = (−1)n+1ekn. (2.52)
It is easy to verify that also the eigensystem of the constant hoppings chain
is organized in the same way. Note that the properties (2.49) imply that for
N odd there is always an eigenstate with zero energy.
2.5.2 Perfect transfer implementation with jx-like couplings
At this point the values Jk should be chosen properly so to verify condition
(2.39). This may seem a very demanding problem if N is large, anyway
we can use a nice trick to find a particular solution for any chain length
8all diagonal terms are supposed to be zero in this treatment.
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using the N -dimensional representation of angular momentum [12]. We
know that a system with spin j is represented in a 2j+1-dimensional space,
spanned by the eigenvectors |m〉 of one of its spin components, say jz. So
we could associate our N-length chain to a spin j = N−12 , with the state
|1〉 corresponding to | − j〉 and |N〉 to |j〉. The correspondence between the
remaining states is given by m = n− N+12 . Thus the problem converts into
searching an Hamiltonian for the spin system that in a finite time rotates
the spin state with maximum spin down into that with maximum spin up,
that is a rotation of π around the x (or y) axis. The rotation generators in
the j-spin space are the three components of
→
j , so if we suppose that our
spin is subject to an Hamiltonian
Hj =˙ Jjx. (2.53)
The time evolutor is then given by
Uj(t) =˙ e
−iJjxt, (2.54)
thus it is a rotation around the x axis of an angle θ(t) = Jt. Choosing
t0 =
π
J will rotate the states |m〉 into | −m〉 up to a phase. So for the state
| − j〉 we will have
Uj(t0)| − j〉 = eiξ|j〉, (2.55)
that corresponds to perfect state transfer in our spin chain system. The
coefficients Jn will then follow from the matrix elements of jx. Let’s verify
that in terms of the states |n〉 from which we started the Hamiltonian Hj
has a matrix representation in the form (2.48). Let’s start by considering its
form for the states |m〉. We recall the definition of the raising and lowering
operators
j± =˙ jx ± jy. (2.56)
Their matrix elements are given by
j±|m〉 =
√
j(j + 1)−m(m± 1)|m± 1〉. (2.57)
It is evident that they connect only adjacent states, in the sense that their
eigenvalue m must differ by 1. jx, and therefore Hj, will do the same since
2jx = j
+ + j−. (2.58)
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This means that Hj is an Hamiltonian with nearest neighbor interactions
only. Its matrix elements are proportional to those of jx. The nonzero
matrix elements of the latter are
〈m|jx|m+ 1〉 = 〈m+ 1|jx|m〉 = 1
2
√
j(j + 1)−m(m+ 1). (2.59)
Evidently they have mirror symmetry in the sense that
〈m|jx|m+ 1〉 = 〈−m|jx| −m− 1〉. (2.60)
Representing Hj in terms of the initial states |n〉 one gets the values for the
couplings Jn
Jn = 〈n|Hj |n+ 1〉 = J
2
√
n(N − n). (2.61)
These coupling strengths are evidently mirror symmetric, and we shall refer
to them as the jx-like couplings. In the end we have proven that for each
length N of an one dimensional mirror-symmetric spin chain one can find a
set of coupling values Jn such that the system supports perfect state transfer
up to a known phase. To find those values we switched to a representation of
our system as a spin j = N−12 and treated the problem as a rotation in this
fictional spin space, then we went back to the original problem and found
the resulting coupling strengths. Now we evaluate explicitly the phase factor
that arises in the expression (2.55), following the logic of [20]. If we imagine
a spin j as formed by 2j particles with spin 1/2, then we can represent
| − j〉 = |0〉1...|0〉2j ; (2.62)
|j〉 = |1〉1...|1〉2j ; (2.63)
jx =
1
2
(
σx1 + ...+ σ
x
2j
)
. (2.64)
All the operators belonging to different particles commute, so
〈j|e−iJjxt| − j〉 = 〈1...1|e−iJ2 (σx1+...+σx2j)t|0...0〉 =
=
(
〈1|e−iJ2 σxt|0〉
)2j
. (2.65)
It is easily seen that eiθσ
x |0〉 = cos θ|0〉+ i sin θ|1〉, so in the end we have
〈j|Uj(t)| − j〉 =
(
−i sin Jt
2
)2j
.. (2.66)
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Our last consideration will go to the transfer times: fixing a scale J , the
transfer is going to happen in a time πJ whatever the value of N . Anyway it
is more likely that the interaction strength has an upper bound Jmax. For
any chain length the maximum interaction strength is at the center, and
it has approximately the value NJ4 . So imposing the upper bound yields
J ≃ 4JmaxN , which gives a transfer time linear in the chain length: t0 ≃ Nπ4Jmax .
At last we could give an example of a linear spin chain that at least in
principle can be used as a proper quantum wire. The only external controls
needed to achieve the transfer are a proper choice of the extraction time
together with a single Qubit quantum gate that corrects the phase of |1〉
which arises from (2.66).
2.6 The dual rail protocol
The fidelity achievable with the basic protocol resented in section 2.3 is
limited in general, even for the simple case of a linear chain of spins with
constant nearest neighbor interactions. So one may think that except for
some rare cases a spin network is not suitable for applications that require an
high fidelity (such as communication between different parts of a quantum
computer). However a very interesting possibility arises if we have two
identical non-interacting copies of a certain spin network. Here we show
how we can convert the limited fidelity of a single network to a limited
probability of success of a new transfer protocol involving two identical and
independent networks for the transfer of a single Qubit [13]. The situation is
sketched in the following example, where Alice and Bob control the opposite
ends of two identical linear chains.
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Alice Bob
1 2 N−1 N
Once we get a success the transfer will be perfect, so at least in principle we
can achieve perfect transfer with any spin network which provides a nonzero
fidelity with the basic protocol. This procedure can be generalized to pairs of
non-identical graphs [9] and even to interacting networks as we will see later
in this thesis, but there will be some limitations with respect to the identical
non-interacting case. The explanation of the protocol follows. Suppose that
we start with the usual input state of Eq (1.1). To be able to send a single
Qubit state using two chains Alice needs some encoding into a state of two
Qubits. The following is the dual rail encoding [13], that maps the Qubit
state into the subspace of the pair of Qubits with vanishing z-component of
the spin (i.e. vanishing eigenvalue of σz1 + σ
z
2):
|0〉 → |01〉; (2.67)
|1〉 → |10〉. (2.68)
At this point Alice possesses the information of a single Qubit ”spread” into
two, and places each one of them at site s of the respective network, so that
each network transports a fraction of the total information. Immediately
after this initialization, the two networks are in the state
|Ψ(0)〉 = α|0〉1|s〉2 + β|s〉1|0〉2. (2.69)
From now on we will omit the suffixes 1 and 2 understanding that the state
of the first network is that on the left. Time evolution brings the system
into the state
|Ψ(t)〉 =
∑
j
Ujs(t) (α|0j〉+ β|j0〉) , (2.70)
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where Ujs(t) are the matrix elements of Eq (2.22). The coherence between α
and β is evidently conserved, thanks to the fact that the two networks have
the same Hamiltonian. Bob has control on the r-th site of each network, and
his pair of Qubits is in general described by a density matrix varying with
time. To see what Bob is supposed to do to recover the state we rewrite the
state of the global system as follows:
|Ψ(t)〉 = Urs(t) (α|01〉 + β|10〉)r |00〉j 6=r + |00〉r |Φ〉, (2.71)
where |Φ〉 is a combination of states with flips localized in all sites but the r-
th. Now the density matrix in possess of Bob is composed by two orthogonal
states that can be distinguished. At t = t0 Bob performs a measurement
of the observable σzr,1σ
z
r,2, a “parity measurement” on its Qubits. From this
measurement he can obtain the outcome ±1. In case of a −1, which happens
with probability |Urs(t0)|2, the system is projected to a separable state in
which the two Qubits of Bob are exactly in the state α|01〉 + β|10〉, so the
transfer has been successful. In fact Bob can quickly pick up the state of
his two Qubits and apply the inverse of the encoding applied by Alice so to
obtain a single Qubit in the state |ψin〉. In case the outcome of the parity
measurement is +1, which happens with probability 1−|Urs(t0)|2, the Qubits
at Bob’s location decays to |00〉 and the information remains stored in the
rest of the network. At this point we may consider this second situation
as a failure and reset the chain to try again the communication protocol
from the beginning, provided we can afford another copy of the state to be
transmitted. Anyway if we wait enough time there is still the possibility to
extract the state from the two networks. In fact after a first failure at time
t0 the networks have been projected into
|Ψ′(t0)〉 =
∑
j 6=r
Ujs(t0) (α|0j〉+ β|j0〉) . (2.72)
Note that the state written in the above form is not normalized9. The
coherence has been preserved also in this case, so if we wait some time the
system will have nonzero projection over the state
9At the moment of evaluating the fidelity and transfer probability the appropriate
normalization factors must be included
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(α|01〉 + β|10〉)r |00〉j 6=r, and we may try again the parity measurement to
extract it. The probability of success will be a more complicated function
than before, but we have all the elements to calculate it in terms of the
Hamiltonian of the single network. The same procedure can be repeated
over and over again in case of repeated failures until we get a success, so
we can expect that after a great number of attempts the overall failure
probability approaches zero. In the particular case of a linear chain with
constant hoppings it has been shown that in order to reach a joint probability
of failure P the total time needed is approximated by [10]
t(P ) ≃ 0.33J−1N5/3| log P |. (2.73)
This concludes the review of the most common communication protocols
that can be implemented with spin networks. In the next chapter we will
continue to study the spin network topologies that we consider to be the most
relevant in the future perspective of quantum computation applications. Our
main interest will still be in the capability of the systems under investigation
to achieve perfect transfer with the basic communication protocol.
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Chapter 3
Quantum switches for
Quantum Networks
Up to this point we considered only one dimensional structures which were
intended to connect two distinct parties (e.g. two processors or registers).
Anyway we can imagine a quatum network to be more complicated than
that, with several quantum computers that need to mutually exchange in-
formation, as suggested in [47]. Of course one solution would be to connect
each pair of computers with a one-to-one quantum channel, but this may not
be so efficient. So one might want to have a more general kind of quantum
channel, namely a “quantum switch”, that connects all the computers of the
network. The quantum switch is schematized in Fig 3.1.
The idea of a quantum version of the classical switch is the principal reason
that lead us to consider a wider variety of interacting spin structures, rather
in(2)
in(1) out(1)
out(2)Quantum Switch
out(N )in(N )a b
Figure 3.1: A generic quantum switch
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than restricting to the one dimensional case of linear chains. A quantum
switch is simply a spin network with Na nodes that can be used as senders,
and Nb that can receive the information. Having chosen the pair of nodes
that have to be connected, we start by putting the information on the send-
ing node, then as usual we request that we only need to set static magnetic
fields, wait specific times and perform local operations on the receiving Qubit
to extract the state. We are going to discuss the propagation of quantum in-
formation over Spin Star and Bifurcation Spin Tree (BT) quantum networks.
These configurations are arguably the most significant network topologies in
quantum circuit design. The former are typically used as hubs to wire dif-
ferent computational devices Ref. [47]. BT networks instead are employed
to route toward external memory elements (i.e. database). In particular BT
quantum networks have been recently employed to design efficient quantum
Random Access Memory elements [22]. For the treatment of Spin Stars we
refer to [47], while in dealing with the Bifurcation Tree we will present an
original treatment for quantum state transfer on BT spin networks of order
two. As in Ref. [25, 21, 11] it is based on the local operations which must
be performed on the receiving nodes. Differently from [21, 11] however it
does not involve swapping operations between the receiving nodes and ex-
ternal memories and arbitrarily high fidelity can be obtained in just three
operational steps. Generalization of this techniques to higher orders BT is
currently under investigation: arguably this will involve more complex end
gates operations possibly on more than one of the rightmost nodes. We have
however provided a simple way to scale up the problem by concatenating
smaller BT networks through connecting gates which can be turned on and
off by simple local phase gate transformations.
3.1 Spin star
The spin star is a particular spin network which can be used to implement an
unitary fidelity quatum switch. It has been proposed by Man-Hong Yung in
[47]. Fig 3.2 gives an insight on the structure of the system. It is a network
composed by N +1 spins, of which N are nodes that can be both sender or
receiver. The spin labeled by 0 is a sort of common bus that makes possible
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1 0
2
3
N
Spin Star
Figure 3.2: the Spin Star quantum switch: a central node with N branches
the communication between the nodes. Any two nodes can be put in perfect
communication through a proper choice of the extracting time and of the
intensity of the static magnetic fields. Without loss of generality, we study
the possibility of perfect transfer between nodes 1 and 2, that is the problem
|11〉 U(t)→ |12〉. With the usual procedure, we write down the Hamiltonian in
the first excitation subspace, this time letting the diagonal elements to be
nonzero since the protocol requires a fine tuning of the local fields that we
shall call ωi.
〈1i|H|1j〉 =


ω0 J0 . . . J0
J0 ω1
...
. . .
J0 ωN

 . (3.1)
The above matrix has an upper arrow form, and in general it can be difficult
to diagonalize. Therefore we try to impose some constraints that simplify
the problem. Calling P12 =˙ |11〉〈12|+|12〉〈11| the permutator between nodes
1 and 2, we request that [H,P12] = 0. So we set a common local energy for
those two sites
ω1 = ω2 =˙ ω. (3.2)
Then we request also [H,Pij ] = 0 for i, j ≥ 3, setting a common local energy
also for the other sites
ω3 = ... = ωN = ω˜. (3.3)
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We let the central site to have its own site energy ω0. In this simplified
setting only one combination of the states |1j〉; j ≥ 3 is relevant, since the
singlet states
1√
2
(|1j〉 − |1j+1〉) , 3 ≤ j ≤ N − 1 (3.4)
become proper eigenvectors of H with eigenvalue ω˜. The remaining state
that interacts with the rest is
|1new3 〉 =˙
1√
M
(|13〉+ · · · + |1N〉); M = N − 2. (3.5)
Thus the state |11〉 evolves only in the subspace
S =˙ span{|10〉; |11〉; |12〉; |1new3 〉}. (3.6)
The resulting Hamiltonian in S has the form
H =


ω0 J0 J0
√
MJ0
J0 ω 0 0
J0 0 ω 0√
MJ0 0 0 ω˜

 . (3.7)
A sufficient condition for perfect transfer would be that for some time t0 we
had U(t0) = P12. The symmetry [H,P12] = 0 implies also [U(t),P12] = 0.
This guarantees that the two operators have common eigenvectors, so we
must impose that they have also the same eigenvalues. We note that
spectrum{P12} = {−1; 1; 1; 1}, (3.8)
and that by defining |v〉 =˙ 1√
2
(|11〉 − |12〉) we have P12|v〉 = −|v〉, so that
P12 = 1− 2|v〉〈v|. (3.9)
The first condition to be imposed is therefore
U(t0)|v〉 = −|v〉. (3.10)
Since H|v〉 = ω|v〉 the time must be fixed to the value t0 = πω . Then we have
to tune properly the values of ω0, ω and ω˜ to match the other eigenvalues:
⇒ spectrum
{
U
(π
ω
)}
=
{
−1; e−iE1 piω ; e−iE2 piω ; e−iE3 piω
}
(3.11)
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If we impose Ek = 0,±2nω, this would lead to U
(
π
ω
)
= P12 for any integer
n. So we have to solve the inverse eigenvalue problem
det(E −H) = E(E − ω)(E − 2nω)(E + 2nω), (3.12)
which leads to the following system of equations for the variables ω, ω0, ω˜,
thanks to the principle of equivalence between polynomials:

ω + ω0 + ω˜ = 0
ω0ω˜ + ωω˜ + ω0ω −NJ20 = −4n2ω2
J20 (Mω + 2ω˜) = ω0ωω˜
. (3.13)
One must assure that this system has real solutions, but for this discussion
we refer to [47]. It can be shown that to guarantee real solutions for the
above system the condition
4
√
3
9
(2n)3
(2n)2 − 1 > N (3.14)
must be verified.
3.2 The Bifurcation Spin Tree of second order
To conclude the chapter we will give an alternative to the spin star topology
in realizing a quantum switch. In particular we are going to focus on a spin
network that doesn’t need a fine tuning of each local field to accomplish the
task of high fidelity transfer, at the expense of having some limitations to
the system size (although we worked on some ideas that may overcome this
last issue). Our intention is to demonstrate the possibility of implementing
a quantum switch with a tree-shaped spin network. The bifurcation tree
topology is the one in which the Qubits can be arranged in columns, so that
each site has one link on the left and two on the right, except for the first
and last which have respectively no links on the right and left. Plus we add
a leftmost Qubit with a single link going to the right. The first order tree is
just a three-branches spin star, consequently the simplest nontrivial example
of a BT network is the second order one shown in Fig 3.3. In the inset an
auxiliary Qubit is represented which will be introduced later on. The nodes
of the network are in this case labeled by two indexes which address the
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(0,0)
(1,1)
(1,2)
(2,4)
(2,3)
(2,2)
(2,1)
(0,1)
Spin Tree
(0,0)
(aux)
(0,1)
Figure 3.3: The Spin Tree of second order
column number and position in the column. The single flip states will thus
be labeled as
|1(a,b)〉 =˙ |0...01(a,b)0...0〉. (3.15)
All the couplings are taken equal to a common value J0 and the local energies
will be indicated as ω(a,b). The aim is now to transfer the excitation |1〉 from
the leftmost node to one of the rightmost nodes (2, b). The problem we have
to study is therefore
|10,0〉 → |12,b〉, (3.16)
with the usual rules. Following the philosophy of the spin star problem
.[1, 47] one could try to solve this problem by fine tuning the parameters
J0 and ω(a,b) of H in such a way that the free Hamiltonian evolution of
the system will be able to transform |1(0,0)〉 into |1(2,b)〉 after some time
interval τ 1. This however is in general a quite complex calculation which
1Along this line, for instance, one could map the propagation over the network into a
simpler problem by setting a subset of the ωjs to a value Λ much greater then the remaining
constants of the systems. This will induce an effective decoupling of the selected nodes
from the remaining part of the network, simplifying the underline topology.
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entails to solve an inverse eigenvalue problem. Moreover, if any, the solutions
obtained using such strategy will be arguably highly asymmetrical in the
distribution of the local magnetic fields ω(a,b)’s. To avoid all this, here we
will pursue a different approach by limiting the freedom one has in choosing
the Hamiltonian parameters but, as in Refs. [25, 11, 21], allowing local
manipulation on the receiving node of the network (i.e. (2, b)). Note that
this is the first example in which we consider such a possibility. Under
these conditions we can show that a simple extension of the basic protocol
realizes the transformation (3.16) with arbitrary accuracy. We assume an
homogeneous network structure where all the ratios ω(a,b)/J0 are chosen to
be identical and equal to some fix value, and it is composed by the following
three-steps:
1. the system is allowed to evolve freely under the action of H for some
time τ ;
2. at this point on the receiving node (2, b) is performed a fast (ideally
instantaneous) local transformation PS(2,b);
3. the network is then let evolve for an extra time interval 2τ .
During the first step, due to the homogeneity of the Hamiltonian, the in-
formation flows along the left-right axis of the network while delocalizing
along the south-north axis. The value of τ is approximatively the time
interval an excitation takes to travel from the leftmost node (0, 0) to the
rightmost column formed by (2, 1), (2, 2), (2, 3) and (2, 4). The role of the
local transformation PS(2,b) of step two is to brake the south-north symme-
try by flipping the sign of a specific wave vector component. The system is
then let evolve freely for a time interval which twice the initial one: due to
the symmetry of the network couplings this is approximatively the time it
takes an excitation to leave the rightmost column, bounce back the leftmost
node, and return to the rightmost network column. Due to the symmetry
brake introduced at the second step, however, the signal will now not diffuse
over all the four sites (2.1), (2, 2), (2, 3) and (2, 4), but instead it will focus
on the intended receiving node (2, b). A detailed description of the protocol
will be presented later on.
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3.2.1 Diagonalization of the Hamiltonian
We simplify the structure of the Hamiltonian assuming all ω(a,b)’s to be
identical, i.e. ω(a,b) =˙ ω. We could set ω = 0, since the energy is defined
up to a constant, but we let it be nonzero so that we can eliminate the
complex phase of the excitation transferred at the end of the protocol. We
now choose the following basis for the single excitation sector, that divides
the Hamiltonian in invariant blocks:
B1


|v0〉 =˙ |1(0,0)〉
|v1〉 =˙ |1(0,1)〉
|v2〉 =˙ 1√2
(|1(1,1)〉+ |1(1,2)〉)
|v3〉 =˙ 12
(|1(2,1)〉+ |1(2,2)〉+ |1(2,3)〉+ |1(2,4)〉)
B2
{
|v4〉 =˙ 1√2
(|1(1,1)〉 − |1(1,2)〉)
|v5〉 =˙ 12
(|1(2,1)〉+ |1(2,2)〉 − |1(2,3)〉 − |1(2,4)〉)
B3
{
|v6〉 =˙ 12
(|1(2,1)〉 − |1(2,2)〉+ |1(2,3)〉 − |1(2,4)〉)
|v7〉 =˙ 12
(|1(2,1)〉 − |1(2,2)〉 − |1(2,3)〉+ |1(2,4)〉) . (3.17)
In this basis the matrix representing H is given by



ω J0
J0 ω J
J ω J
J ω


(
ω J
J ω
)
(
ω 0
0 ω
)


. (3.18)
with J =˙
√
2J0. This shows that the evolution of the network can be ef-
fectively described as three independent linear chains, the first composed
by 4 nodes, and the others by 2 elements each (actually the third chain is
simply a couple of isolated states). Of special interest for us is of course the
block B1 which is the only one to have an overlap with the input state. It
is clear that the case J0 = J would be much simpler to deal with (in this
case for instance one could adapt the linear chain analysis to simplify the
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calculation). Such option however is not possible if we assume the coupling
strengths of the network to be fixed a priori. Anyway we can use a trick to
obtain the same result without adjusting any coupling strength. Suppose in
fact to modify the system by adding an additional spin connected only to
site (0, 1) with the usual coupling of strength J0, as shown in the inset of
Fig. 3.3. With this choice the Hamiltonian (in case of XY interaction) is
replaced by
Hnew =˙ H +
J0
2
(σxauxσ
x
0,1 + σ
y
auxσ
y
0,1) +
ω
2
(σzaux + 1). (3.19)
Now that we enlarged the Hilbert space we have to deal with the 9 dimen-
sional space of single flips. However since the singlet state 1√
2
(|1(0,0)〉−|1aux〉)
is decoupled from the rest, if we encode the “logic” state |1〉 on the sending
end of the network as |vnew0 〉 =˙ 1√2(|1(0,0)〉+ |1aux〉) instead of using |1(0,0)〉,
not only we recover a dynamics costrained in an 8-dimensional space, but
we obtain also an effective coupling of strength J =
√
2J0 between |vnew0 〉
and |v1〉 (here |1aux〉 is the analogous of the states (3.16) with the spin up
localized on the auxiliary node). For our current purpose we can neglect
the singlet state shown above and refer to |vnew0 〉 simply as |v0〉. The four
dimensional block of our effective Hamiltonian thus becomes:
H(4) =˙


ω J
J ω J
J ω J
J ω

 , (3.20)
whose eigenvalues are
E1 =˙
2ω−(√5+1)J
2 , E2 =˙
2ω−(√5−1)J
2 ,
E3 =˙
2ω+(
√
5−1)J
2 , E4 =˙
2ω+(
√
5+1)J
2 , (3.21)
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with the corresponding eigenstates described by the following vectors
|e1〉 =˙ 1√
5 +
√
5
(
−1, 1
2
(
1 +
√
5
)
,−1
2
(
1 +
√
5
)
, 1
)
;
|e2〉 =˙ 1√
5−√5
(
1,
1
2
(
1−
√
5
)
,
1
2
(
1−
√
5
)
, 1
)
;
|e3〉 =˙ 1√
5−√5
(
−1, 1
2
(
1−
√
5
)
,−1
2
(
1−
√
5
)
, 1
)
;
|e4〉 =˙ 1√
5 +
√
5
(
1,
1
2
(
1 +
√
5
)
,
1
2
(
1 +
√
5
)
, 1
)
; (3.22)
(expressed in the basis |v0〉, |v1〉, |v2〉 and |v3〉).
An interesting additional feature lies in the addition of site aux. As we
said the singlet state 1√
2
(|1(0,0)〉 − |1aux〉) is decoupled from all others. If we
encode logic 1 as the above singlet we “entrap” our Qubit of information
at the first end of the network for as much time as we like. When we
want the transfer to start we simply apply a local Phase shift PSaux, that is
|1aux〉 → −|1aux〉, and the first step described above begins.
3.2.2 Transfer protocol
In this section we analyze in detail the performance of the transfer protocol
proposed. Without loss of generality we consider the case in which the
receiving node is (2, 1), i.e. b = 1. We recall that our aim is to obtain the
transition |v0〉 → |1(2,1)〉, and we notice that
|1(2,1)〉 = 12(|v3〉+ |v5〉+ |v6〉+ |v7〉) . (3.23)
The protocol: step 1. In the first stage of the protocol the system is
initialized into |v0〉 and freely evolves for some time τ . The goal here is to
find ω and τ such that this vector is mapped into |v3〉, which represents a
symmetric combination in which the input excitation is spread all over the
rightmost nodes of the network. As we already said ω is let to be nonzero so
that this mapping has no complex phase appearing in front of |v3〉. As al-
ready noticed, this process is formally equivalent to the information transfer
along a linear chain of 4 spins coupled by uniform first neighbors interaction.
From the discussion of section 2.4 we know that such transferring cannot
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be exact. Nevertheless the transfer fidelity can be made arbitrarily close
to one. Indeed considering the time evolutor U(τ) = exp[−iHτ ] and using
Eq. (3.21) we have
〈v3|U(τ)|v0〉 =
4∑
k=1
e−iEkτ 〈v3|ek〉〈ek|v1〉 (3.24)
=
√
5−5
20 (e
−iE1τ − e−iE4τ ) +
√
5+5
20 (e
−iE2τ − e−iE3τ ) .
This will be exactly one if one could find τ such that e−iE1τ = e−iE3τ = −1
and e−iE2τ = e−iE4τ = 1. Even though these conditions are impossible to
be satisfied exactly [1] an approximate solution is obtained by choosing
ω = 7+
√
5
2 J =
7+
√
5√
2
J0 (3.25)
and
τ = τn =˙
2n+ 1
J
π , (3.26)
with n integer. Under this assumption Eq. (3.24) yields
〈v3|U(τn)|v0〉 = 12(1 + e−iϕn) , (3.27)
where ϕn =˙
√
5(2n + 1)π. The exponential in Eq. (3.27) never takes the
value 1 but, since
√
5 is an irrational number, approaches it indefinitely.
Therefore for any ε > 0 we can choose n such that |〈v3|U(τn)|v0〉| > 1 − ε.
As a result the state of the system, with high accuracy, is now described by
the vector |v3〉.
The protocol: step 2. As a second step we act locally on the node (2, 1),
applying the phase shift unitary transformation PS21 which changes the sign
to the state |1(2,1)〉, i.e.
PS21|1(2,1)〉 = −|1(2,1)〉 , (3.28)
while preserving the remaining single excitation states. This can be done,
for instance, by acting with an intense magnetic field which acts locally
on (2, 1) for a time interval shorter than the characteristic times of the
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Hamiltonian H. When acting on |v3〉 the unitary PS21 yields the following
transformation,
PS21|v3〉 = 1
2
(|v3〉 − |v5〉 − |v6〉 − |v7〉) . (3.29)
This superposition contains the four states that compose the state |1(2,1)〉,
but the relative phases are wrong – see Eq. (3.23). Luckily third step fixes
this issue with free evolution only.
The protocol: step 3. Finally we just have to wait for a time 2τn and
the relative phases adjust themselves to give the state |1(2,1)〉. In fact by
explicit calculations it can be shown that
〈v3|U(2τn)|v3〉 = 12(1 + e−i2ϕn) ≃ 1;
〈vk|U(2τn)|vk〉 = −e−iϕn ≃ −1 , for k = 5, 6, 7.
(3.30)
Both expressions are justified by the fact that e−iϕn ≃ 1, and they imply that
after third step we have reached state |1(2,1)〉 with as good approximation
as we like.
3.2.3 Fidelity
The protocol operations can be summarized by the application of the unitary
operator
Vn =˙ U(2τn) PS(2,1) U(τn) . (3.31)
The transfer fidelity defined by Eq.(2.18) can hence be expressed as
F =˙ |〈1(2,1)|Vn|1(0,0)〉|2 =
∣∣∣1+e−iϕn8 ∣∣∣2
×
∣∣∣3e−iϕn + 1+e−2iϕn2 + (1 + e−iϕn)2∣∣∣2
= 14 cos
2(ϕn/2)[3 − cos2(ϕn/2)]2 . (3.32)
This expression approaches 1 if e−iϕn ≃ 1 giving us the desired result.
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Figure 3.4: Composing BT networks to scale up the system. Inset: connect-
ing element.
3.2.4 Some ideas to scale up the system
Unfortunately the protocol presented here doesn’t extend easily to higher-
order trees. For a first order BT (that is a spin star with a central spin
connected to three side spins) there exists already an exact solution [47].
The idea is to connect in some way the ends of a tree to the beginning of
another using only first and second order trees. The resulting structure isn’t
anymore a tree of the type described above, but it’s still a valid mean to
obtain a larger number of outputs. An example of two second order trees
connected to the ends of a first order tree to give an 8-outputs quantum
switch is sketched in Fig 3.4. We found a relatively simple way to make the
above connections, but at the expenses of considering some coupling strength
engineering and including antiferromagnetic interactions, which means that
the “all down” configuration is no more the ground state. A combination
of time evolution and a phase shift will do all the work. First of all each
receiving end of a tree must be accompanied by an auxiliary Qubit, as done
before for the sending end. In the first order tree this must be done for
all side spins, so that actually we get a six-branches spin star. As usual
the singlets 1√
2
(|1(a,b)〉− |1aux(a,b)〉) are isolated while triplets interact with the
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chain and evolve, with an effective coupling strength
√
2 times the original
one. In the case of a first order tree this is not a problem since we get
three effective couplings of the same strength. In the case of a second order
tree we have to modify the coupling strengths of the upper branches so
that matrix (3.18) (now with J0 = J) remains unchanged. In this way
once the excitation reaches one of the end-triplets of the tree it can be
trapped there with a Phase Shift on the auxiliary Qubit of that site, that
stores information in the relative singlet. If we transmit the state to the
singlet on the beginning of the next chain and then use the Phase Shift
as a trigger, the state begins to propagate on it. The structure shown
in the inset of Fig. 3.4 (that we will call “singlet link”) achieves perfect
transfer between two singlets, since it is equivalent to a chain of length 3 with
constant couplings and does not interfer with the evolution of a single flip
in any of the trees. The interactions are taken of strength J (ferromagnetic)
and −J (antiferromagnetic) respectively. Qubit 1 could be for example site
(2, 1) of a second-order tree, aux1 being its auxiliary Qubit, and Qubit 2 site
(0, 0) of another tree, with aux2 its auxiliary. We remember that we always
work in the subspace of single flips, as our Hamiltonian always conserves
Σtotz , in which we have
H
1√
2
(|11〉 − |1aux1 〉) = ω
1√
2
(|11〉 − |1aux1 〉) +
√
2J |10〉 ,
H
1√
2
(|11〉+ |1aux1 〉) = ω
1√
2
(|11〉+ |1aux1 〉) ,
H|10〉 = ω|10〉 .
Matrix elements of states 2 are straightforward. When this structure is
put into our network the second line above becomes more complicated, but
the evolution of singlets and triplets remains separated. This means that
once the information enters a tree it doesn’t come out of it until we make
a Phase Shift on the desired end (and at the right time!). At this point
the information goes to the singlet and propagates to the starting singlet
of another tree, thanks to the singlet link, then it is transferred to the
corresponding triplet with a Phase Shift and propagation begins on the next
tree. We shall repeat this procedure until information reaches the desired
end on the last array of trees. Of course we must control a priori the total
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error due to the presence of second order trees, so to fix a “single-tree time”
τ¯ which gives a satisfactory overall transfer fidelity.
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Chapter 4
The Polaritonic Qubit array
The analyses performed on the spin networks emphasized the need to find
physical systems that reproduce their behavior from the point of view of the
state transfer problem, since they are hardly realizable with proper magnetic
spins. In particular we look for a system that can be mapped into a spin
network with XY or Heisenberg interactions, so to have the possibility to in-
vestigate its transfer state properties by means of the previously introduced
formalism. In this chapter we make a step forward in this sense, presenting
a physical system that in some regimes behaves like a pair of non-interacting
spin networks with XY interaction. So it becomes possible (up to a certain
approximation) to implement the Dual Rail transfer protocol of section 2.6,
which guarantees perfect state transfer conditional to the positive outcome
of a measurement. In considering the exact treatment of the problem an
improved version of the dual rail protocol must be taken into account to
keep the transfer fidelity high. The state transfer performances of such a
system will be studied in detail in the next chapter. The system is composed
by an array of high-finesse optical cavities each doped with a two level sys-
tem referred to as atom for simplicity. A cavity mode is resonant with the
atomic energy spacing, so that an atom together with the photons in its
cavity combine to form quasi particles called polaritons [15]. Two classes of
polaritons are formed, called + and - respectively. A quantum state can be
encoded in the polaritonic excitations of a given cavity, which then prop-
agate and disperse along the cavity array due to the fact that there is a
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nonzero probability for a photon to hop between adjacent cavities. Many
geometries are possible, but we focus mainly on the particular case of a lin-
ear array of identical cavities with nearest neighbor inter-cavity hoppings,
thus giving an insight on a possible implementation of a quantum wire. The
dynamical properties relevant for the state transfer problem are studied in
detail by diagonalizing the Hamiltonian of the system in the first excitation
sector. In particular we give an analytical solution in case all the hoppings
are equal. Initially the system has been studied by neglecting the mixing of
the two polaritonic species due to the photon hopping [8]. The exact diag-
onalization the first excitation sector is an original result that we obtained
in this thesis. The generalization to other geometries than the linear array
is also considered.
4.1 The model
We consider here the system proposed in [8], made of N identical high-Q
microcavities, each doped with a two level system that we will call ”atom”
for simplicity. We take the two level system to be resonant to a cavity mode
of energy ω, the other cavity modes being irrelevant for our purposes. For the
light-matter interaction inside a single cavity we used the standard Jaynes-
Cummings model with coupling strength g [43]. The cavities are disposed
on a finite one dimensional lattice, in such a way that only nearest-neighbor
cavities interact. Anyway some results can be easily generalized to different
topologies. The interaction between adjacent cavities is due to the nonzero
overlap of their photonic eigenfunctions, that translates into a tight-binding
scheme in which there is a nonzero probability for a photon of energy ω to
hop from a cavity to one of its nearest neighbors. From now on we specialize
to the linear geometry with a constant interaction strength along the chain.
Later on we will give an insight upon other geometries. We consider the case
in which A ≪ g, where A is the photon hopping frequency. This is called
the strong coupling regime (with the meaning that the coupling between the
atom and the photon is large compared to the other energy scales of the
system).
In the following picture the system is schematically presented.
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resonant two level system
The Hamiltonian of the system can be divided in three parts as follows
H =˙ Hfree +HJC +Hhop; (4.1)
Hfree =˙ ω
N∑
n =˙ 1
(
a†nan + |e〉n〈e|n
)
; (4.2)
HJC =˙ g
N∑
n =˙ 1
(
a†n|g〉n〈e|n + an|e〉n〈g|n
)
; (4.3)
Hhop =˙ A
N−1∑
n =˙ 1
(
a†nan+1 + a
†
n+1an
)
. (4.4)
Let’s briefly explain the notation used above. The suffix n identifies a specific
cavity such that its nearest neighbors are identified by the label n ± 1. ω
is both the energy of a single photon and of the excited state in the two
level system, g is the atom-photon coupling frequency and A is the photon
hopping frequency. The an’s are the usual photonic operators such that
[an, a
†
n′ ] = δnn′ and [an, an′ ] = 0. |g〉n and |e〉n are the ground and excited
states of the two level system in the n-th cavity. For simplicity we considered
the constant hopping case. (The general case with variable hoppings is
obtained simply by substituting Hhop =
∑N−1
n=1 An,n+1
(
a†nan+1 + a
†
n+1an
)
,
as we shall see later).
The ground state of the system will be
|0〉 =˙
∏
n
|g, 0〉n.
A generic state localized at the n-th cavity, with ν photons and the atom in
the state x will be written as
|x, ν〉n.
When we use this notation the non-mentioned cavities are considered to be
in state |g, 0〉, so for example the state |g, ν〉n|e, ν ′〉n′ must be interpreted as
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|g, ν〉n|e, ν ′〉n′
∏
j 6=n,n′ |g, 0〉j Let’s define the total number of excitations as
N =˙
∑
n
(
a†nan + |e〉n〈e|n
)
=˙
∑
n
Nn = Hfree
ω
. (4.5)
We can easily see that N is conserved by computing the commutator [N ,H].
More naively we could simply note that each term of the Hamiltonian that
annihilates an excitation creates another one of different kind or localized
in a different cavity. For example if we apply the Hamiltonian to a localized
state with definite eigenvalue ν of the operator N , say |g, ν〉n, we get:
H|g, ν〉n = νω|g, ν〉n + g
√
ν|e, ν − 1〉+
+A
√
ν (|g, ν − 1〉n|g, 1〉n+1 + |g, ν − 1〉n|g, 1〉n−1) . (4.6)
It is easily seen that the right hand side is still an eigenvector of the operator
N with eigenvalue ν.
4.2 Polaritons in the strong coupling regime
As we mentioned earlier we consider a regime in which Ag ≪ 1. Roughly this
means that an atom and a photon inside the same cavity have enough time
to interact before the photon hops to another site. Inside a single cavity the
strong coupling between the atom and the light mode gives rise to a family
of mixed excitations called polaritons or dressed states [15]. They are a mix
of photonic and atomic excitations, represented by the eigenvalues of the
operator
HP =˙ Hfree +HJC.
To characterize them we start by considering the problem of a single cavity
with Hamiltonian
h =˙ ω
(
a†a+ |e〉〈e|
)
+ g
(
a†|g〉〈e| + h.c.
)
. (4.7)
Because N = a†a + |e〉〈e| is conserved, we diagonalize h in each {N = ν}
subspace, spanned by the vectors |g, ν〉 and |e, ν − 1〉. In this bidimensional
space the Hamiltonian is represented by a 2by2 matrix:
hν =˙
(
νω
√
νg
√
νg νω
)
. (4.8)
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The eigensystem is straightforward
|ν±〉 = 1√
2
(|g, ν〉 ± |e, ν − 1〉) ; εν± = νω ±
√
νg. (4.9)
The excitations can be of the species + or -, also called upper and lower
polaritons. These calculations can be extended to the case in which there is
a detuning between the photon energy and the atomic transition [37], as N
is still conserved, but we limit here to the resonating case.
Getting back to our multi-cavity system, we can decompose
HP =
∑
n
HP,n, (4.10)
with obvious meaning, so that each component HP,n acts on the n-th cavity
only and can be diagonalized with the above treatment, defining the states
|νn±〉n. It is important to note that these excitations are neither bosonic or
fermionic, and for them it is impossible to define creation and annihilation
operators that are independent of the state they are acting on.
Photon blockade We briefly sketch an effect that arises in such strongly
coupled systems, although we are not going to deal with it for our purposes.
In principle, a state withN = ν excitations is a superposition of states in the
form
∏
n |νn±〉n such that
∑
n νn = ν, but due to an effect known as photon
blockade [26] once a site is excited to |1±〉, no further excitation is possible
at that site. Intuitively, this is due to the fact that it costs too much energy
to add another excitation in an already filled site, so the system prefers to
deposit it to a nearby empty site. It is important to note that this doesn’t
prohibit to have a superposition of |1+〉 and |1−〉 inside the same cavity. In
this work we focus on the dynamics of the system at very low energies, that
is when the number of excitations is less or equal to one, since that is the
subspace in which our communication protocols can be implemented easily.
To be more precise we will study in detail the dynamics in the subspace
{N = 1} and its applications to the problem of Quantum State Transfer.
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4.3 A closer look at the first manifold
We now study in detail the dynamics in the subspace H1 = {N = 1}. This
subspace is obviously an Hilbert space on its own.
We start by writing the Hamiltonian in this subspace using the polariton
representation. To shorten notation we addres the Hamiltonian projected
in this subspace simply as H. Three terms can be distinguished.
H = HP +Hint +Hmix; (4.11)
HP = ε+
∑
n
|1+〉n〈1 + |n + ε−
∑
n
|1−〉n〈1− |n; (4.12)
Hint =
A
2
∑
n
(|1+〉n〈1 + |n+1 + h.c.) + A
2
∑
n
(|1−〉n〈1− |n+1 + h.c.) ;
(4.13)
Hmix =
A
2
∑
n
(|1+〉n〈1− |n+1 + h.c.) + A
2
∑
n
(|1−〉n〈1 + |n+1 + h.c.) .
(4.14)
Where |1±〉 = 1√
2
(|g, 1〉 ± |e, 0〉) ; ε± = ω ± g.
The first term describes the localized polaritons and it is the most relevant
one on very short timescales, given A ≪ g. This fact suggests that with
a very fast swapping operation (on the timescale g−1) we could put a well
defined Qubit state in a particular cavity we have control on, encoding it
as a superposition of the two polaritonic states. The second term describes
cavity-to-cavity hopping between polaritons of the same species, while the
third describes the “mixing” processes in which a polariton changes its class
while hopping between adjacent cavities.
One could note that the two terms HP + Hint describe two parallel non-
interacting XY chains, one made by the interacting |1+〉n polaritons and the
other by the |1−〉n’s. The two chains have different site energies but equal
nearest-neighbor hopping constants. We’ll examine their properties later
on. Altough being of the same order of Hint, the third term has a “smaller”
effect on the dynamics of the system. This can be seen by switching to the
interaction representation induced by the predominant term HP.
This means that each ket |1±〉n gets an oscillating phase ei(ω±g)t whatever
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its index n. Considering this fact we see that the only term that gets a time
dependence is the mixing Hamiltonian:
H˜mix = e
iHPtHmixe
−iHPt = H+−ei2gt +H−+e−i2gt
Where the operators H+− and H−+ are such that Hmix = H+− +H−+; of
which the first term transforms |1−〉 polaritons into |1+〉’s, while the second
does the opposite.
So in this representation the mixing term is found to be oscillating with a
frequency 2g. Roughly, if we are interested in the state-transfer properties of
this system, we will look at timescales of the order A−1, because that is the
timescale on which the photons can hop and transfer the local excitations
along the chain. Thus the mixing term is seen as being fast rotating, thanks
to the strong coupling regime, and so a first approximation would be to
neglect it, since it approximately averages to zero [8]. Note that this is a
rotating wave approximation scheme [43]
Having pointed out these facts it makes sense to study an approximate
problem taking Hmix ≃ 0. The problem in this case reduces to the study of
the dynamics of two parallel non-interacting chains, as shown in the next
section.
4.4 Approximate solution: two parallel chains
In this section we are going to study the properties of the operator H0 =
HP+Hint. We divide the Hilbert space in two subspaces,H+ and H−, with
obvious meanings. In this representation H0 appears in block-form, whose
blocks reside entirely in the + or - subspace, and are represented by the
following tridiagonal matrices
H
(±)
0 =


ε± A2
A
2
. . .
. . .
. . . ε±

 . (4.15)
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The graph that corresponds to this Hamiltonian is presented in the fol-
lowing picture:
ε+
ε
−
...1 2 3 4
Α/2
Α/2
|−> chain
|+> chain
The diagonal terms, thus the polaritonic local energies, can be either ε+
or ε−, but they are constant along a particular chain. The nonzero matrix
elements of H0 between different sites are equal to
A
2 . So for example we
have
H0|1+〉2 = ε+|1+〉2 + A
2
(|1+〉1 + |1+〉3) ;
H0|1−〉1 = ε−|1−〉1 + A
2
|1−〉2.
Note that the matrix elements are the same of an XY interaction of strength
A
2 . Let’s determine the eigensystem of H0. Each block can be diagonalized
separately, so all reduces to the study of a finite linear chain with constant
couplings and constant site energies. This problem has been studied accu-
rately in the previous chapter (see section 2.4), and we can use its formalism
and results with the replacement J → A2
We have all the elements to solve exactly the Hamiltonian H0. Let’s outline
the eigensystem for a linear chain with constant couplings A2 , recalling sec-
tion 2.4. We can refer to Eqs. (2.33), with the appropriate rescaling of the
eigenvalues:
∆k = A cos
(
πk
N + 1
)
. (4.16)
We can diagonalize separately the two blocks H
(±)
0 using the states:
|e+k 〉 =˙
∑
n
ekn|1+〉n; (4.17)
|e−k 〉 =˙
∑
n
ekn|1−〉n. (4.18)
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At this point we can finally write down the eigenvalues of H0:
H0|e±k 〉 = (ε± +∆k)|e±k 〉 =˙ E0±k |e±k 〉. (4.19)
The excitations of the system are in this case well separated into + and -
species localized in the two subspaces H+ and H−. This won’t happen when
we fully take into account the effect of Hmix on the system dynamics, as we
are going to do in the next section. Whether the presented approximation
gives a good description of the system depends on the smallness of the ratio
A/g, as it will become clearer soon.
4.5 Diagonalization of the full Hamiltonian
Starting from the approximate solution presented above, we tried at first to
figure out how to estimate the corrections given by a perturbative approach
to the term Hmix (see Appendix A), and eventually came up with a nice
exact solution for the eigensystem of the first excitation sector. Therefore
in this section we present an exact solution to the first manifold dynamics,
fully taking into account the effect of the mixing term. The full Hamiltonian
of the first manifold is H = H0 +Hmix, and the system described by it can
be viewed as two polariton chains coupled by a cross-like pattern. In other
words a polaritonic site interacts with its nearest neighbors of the same class
and also with the corresponding sites of the opposite class. No interaction
arises between the two different polaritons of the same site (being eigenstates
of the local Jaynes-Cummings Hamiltonians).
ε+
ε
−
...1 2 3 4
Α/2
|−> chain
|+> chain
Α/2
All hoppings are equal to A2 . One could think that to solve the exact case
we have to start from the beginning and consider all the matrix elements
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〈1µ|nH|1µ′〉n′ ; µ, µ′ = ±, but the resulting matrix may seem difficult to
diagonalize, although it shows some regularity. Luckily the fact that we
have already solved the approximate problem H0 comes to help for the
diagonalization of the complete one. In fact it is clear at sight that the
interaction term Hmix doesn’t break the symmetry of the system in the left-
right direction, since the system can still be divided in columns (each made
of two polaritons) such that each column interacts only with its nearest
neighbors. Therefore it seems likely that also in this case the Hamiltonian
can be solved in terms of ”standing waves”, in analogy with the case of
the single linear chain. In other words we expect that a “wave number” k
will be conserved, and as we shall see that is the case. We can define the
wavenumber operator as
Kˆ|e±k 〉 =˙ k|e±k 〉. (4.20)
In diagonalizing H0 we found that for each k = 1, ..., N there existed two
eigenstates |e+k 〉 and |e−k 〉, that could be seen as two standing waves of
wavenumber k and defined polaritonic class. With the introduction of Hmix
these states begin to interact, but no mixing appears between states with
different eigenvalues of Kˆ, as we can see by direct calculation:
Hmix|e+k 〉 =
∑
n
eknHmix|1+〉n = A
2
∑
n
ekn(|1−〉n−1 + |1−〉n+1) =
=
∑
n
eknHint|1−〉n = Hint|e−k 〉.
Similarly we get
Hmix|e−k 〉 = Hint|e+k 〉.
We already know that Hint|e±k 〉 = ∆k|e±k 〉, so in the end we get
Hmix|e±k 〉 = ∆k|e∓k 〉. (4.21)
This proves that the wavenumber doesn’t change by applying Hmix.
Since H0 obviously conserves Kˆ it follows that [H, Kˆ ] = 0 as expected.
The
{
Kˆ = k
}
subspaces are two dimensional and so the problem is a lot
simplified as in the k-representation the Hamiltonian is made of 2×2 blocks.
As a matter of fact we are considering a Fourier decomposition of the prob-
lem.
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In each k subspace the Hamiltonian takes the form
Hk =˙
(
ε+ +∆k ∆k
∆k ε− +∆k
)
. (4.22)
The eigensystem is straightforward, remembering that ε± = ω ± g:
E±k =˙ ω +∆k ± ρk; (4.23)
|E+k 〉 =˙
1
rk
∆k|e+k 〉+ (ρk − g)|e−k 〉√
2
(4.24)
|E−k 〉 =˙
1
rk
∆k|e−k 〉 − (ρk − g)|e+k 〉√
2
(4.25)
ρk =˙
√
g2 +∆2k (4.26)
rk =˙
√
ρ2k − ρkg (4.27)
The excitations are now a mix of the two polaritonic classes, but in the
case Ag ≪ 1 they can still be divided in two groups distinguished by a
prevalence of the + or - character. In fact in the strong coupling regime we
can approximate
ρk − g ≃ ∆
2
k
2g
(4.28)
using the first order expansion of the square root. Thus for example the -
component of the eigenvector |E+k 〉, namely 〈E+k |e−k 〉, is of first order in Ag
with respect to 〈E+k |e+k 〉.
So we conclude that the eigenstates |E+k 〉 are polaritonic standing waves
mostly localized in the + chain, while the states |E−k 〉 have a predominant
“- character” and are mostly localized in the - chain.
We can expand the above results in powers of Ag , and the first order yields
E±k ≃ ε± +∆k(1±
∆k
2g
) = E0,±k ±
∆2k
2g
(4.29)
|E+k 〉 = |e+k 〉+
∆k
2g
|e−k 〉 (4.30)
|E−k 〉 = |e−k 〉 −
∆k
2g
|e+k 〉 (4.31)
At this level of approximation is evident that the entity of the mixing is
given by the ratio Ag , moreover we recover the same eigenvalues calculated
with the effective Hamiltonian approach (see Appendix A), and that is good
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news because both treatments should give the same result at first order.
Whether to consider the exact problem, the effective Hamiltonian approach
or the approximate non interacting problem depends on the entity of the
strong coupling regime, and on the accuracy requested. In practical cases,
if the ratio Ag is very small, even the effective corrections could go below
the errors introduced by other mechanisms such as instrumental limits or
decoherence.
4.6 Generalization to different topologies
Up to now we have seen that a linear array of doped cavities with constant
inter cavity hoppings gives rise to a pair of (weakly) interacting linear chains
with constant couplings. So we ask ourselves if we can obtain two identical
weakly interacting copies of a spin network described by a graph G simply
associating a cavity to each node and an hopping frequency to each edge of
the graph. In the one dimensional case, the two chains had different site
energies that could not be modified site-by-site, so there was a detuning
2g between the two chains that couldn’t be eliminated. It is evident that
also for different topologies a modification of the local site energies can’t
be implemented. However one could be satisfied to obtain two copies of a
network with fixed site energies, the two copies being shifted by a a constant
energy 2g. The most general setting given N cavities at the same frequency
is that of a graph described by the edges < n,m > each one associated to
an hopping strength Amn (e.g. the hoppings may differ in consequence of
a non uniform spacing of the cavities). This may result for example from
an appropriate choice of the inter-cavity distances and of the cavity shapes
(the shape of the cavity determines the shape of the photon “tails“ which
are responsible for the hopping between cavities [46]). The resulting Hamil-
tonian is again given by (4.1), but the hopping term must be substituted
by
Hhop =
∑
<n,m>
Anm
(
a†nan+1 + a
†
n+1an
)
. (4.32)
The total number of excitations is still conserved, so again we can restrict to
subspace H1. Subsequently we diagonalize each cavity subsystem in terms
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of polaritons, and representing the Hamiltonian using these states we get
4.11 with the replacement
Hint =
1
2
∑
<n,m>
Anm (|1+〉n〈1 + |m + h.c.)+
+
1
2
∑
<n,m>
Anm (|1−〉n〈1− |m + h.c.) . (4.33)
The corresponding replacement for Hmix is straightforward. The strong cou-
pling regime requires in this case Anm ≪ g for any n,m. Thus all the results
of the preceding sections hold for a generic network, provided we substitute
the correct expressions of ekn and ∆k, so that ∆k is the eigenvalue of the sin-
gle spin network with Hamiltonian 12
∑
<n,m>Anm (|1n〉〈1m|+ h.c.), while
|ek〉 =
∑
n ekn|1n〉 is the corresponding eigenvector. For example we could
implement (at least in principle) a dual rail protocol on a couple of linear
chains with space varying couplings, engineered in such a way that there ex-
ists a time t0 which yields an high success probability for the state transfer.
The performance of such a system when used as a quantum channel will be
discussed quantitatively in the next chapter, initially following a treatment
that can be adapted to any realizable topology. Then we will specify to the
case of linear chains, for which interesting results can be found.
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Chapter 5
State transfer performances
of a Polaritonic Array
5.1 Introduction
In this chapter we focus on the state transfer capabilities of the first exci-
tation sector (i.e. {N = 1}) for the spin network model of doped cavities
in the strong coupling regime that we have analyzed in the previous sec-
tions. First we are going to treat the approximated problem, in which the
interaction of the two polariton species is neglected. In this case we assume
that the system can be used to implement the Dual Rail Protocol discussed
in section 2.6, with the only difference that a relative phase arises between
the two networks due to the different site energies of the two polaritonic
species. However this phase is known and can be corrected with a simple
phase shift gate. Then we are going to treat the exact case and this will
lead to a generalization of the dual rail protocol to the case of interacting
networks. In this case the reception of the signal doesn’t guarantee that
the state extracted is unitarily related to the input, thus a careful choice of
the extraction times must be performed in order to preserve the coherence
of the input state. Since the only subspace we will deal with is the first
excitation sector plus the ground state, we may refer to the projection of
the Hamiltonian in this subspace simply as the Hamiltonian of the system.
We will focus mainly on linear chains although we give a treatment that can
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be adapted to any realizable topology for a network of coupled cavities.
5.2 Dual Rail Protocol implementation for the ap-
proximate problem
First we are going to discuss the transfer capabilities of the polaritonic array
when the strong coupling regime allows to neglect the mixing term Hmix due
to its rapid oscillations (see section 4.4). Therefore the Hamiltonian of the
system is assumed to be the one used in [8]:
H0 = HP +Hint. (5.1)
This Hamiltonian represents two topologically identical chains (or networks),
that are non interacting and have a different zero point energy. One chain is
composed by |1+〉 polaritons, associated to a local energy ε+, while the other
is made of |1−〉 states, with local energy ε−. Note that Hint is composed
by two identical blocks localized in the two subspaces H+ and H−. Due
to the different polaritonic energies the two chains show a relative phase
ei(ε+−ε−)t = ei2gt in their time evolution. The implementation of the dual
rail is straightforward. Alice starts with the usual input state of Eq. (1.1),
and places it at the beginning of the chain with the following encoding
procedure (suppose she controls site 1):
|0〉 → |1+〉; (5.2)
|1〉 → |1−〉. (5.3)
Then the system is let to evolve freely. After a time t the state of the system
can be described as follows
|Ψ(t)〉 =
∑
n
U¯n1(t)e
−iε+t (α|1+〉n + ei2gtβ|1−〉n) ; (5.4)
U¯nm(t) =˙ 〈1 + |ne−iHintt|1+〉m = 〈1− |ne−iHintt|1−〉m. (5.5)
At time t0 Bob performs a measurement on his cavity (N) to see whether it
contains or not the excitation. For example he could send a laser beam into
the cavity which couples only to the ground state of the atom and excites it to
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another state decoupled from the polaritonic system. This state eventually
decays back to the ground and gives a fluorescence that is interpreted as no
information present in the cavity. The laser is chosen in such a way that the
first excitation sector is transparent to it, so no fluorescence is interpreted as
the presence of the desired state inside the cavity. From now on we will just
suppose that Bob is able to determine whether the excitation is present in its
cavity through a measurement that doesn’t affect the first excitation sector.
In case of a successful outcome at time t0, which happens with probability
|U¯N1(t0)|2, Bob extracts the state from his cavity. The output state would
be given by
|ψout〉 = α|0〉 + ei2gt0β|1〉. (5.6)
Note that the outcoming phase is independent of α and β and it is a known
quantity if we know the cavity specifics, so it can be eliminated by applying a
simple phase shift gate or by choosing an extraction time such that t0 =
mπ
g
with m integer. Note also that in this form the protocol is applicable to any
realizable network of doped cavities. It must be emphasized that the time
choice above doesn’t affect very much the extraction probability, since the
latter varies on timescales ∼ A−1 and the strong coupling regime requires
A
g ≪ 1. So the time spacing πg between two adjacent values of t0(m) is very
tight on the probability timescale. In case the interactions are space-varying
A must be intended as an average value over the Anm’s, and for the strong
couping regime to hold Anm ≪ g is required for all n,m.
Also in this case the state can be retrieved after a failure if we wait some time
(see section 2.6), so the complete protocol in its iterative form can be used. If
we choose all the extraction times to be multiples of π/g we don’t even need
to take into account the relative phase between the two chains. The quality
of the non-mixing approximation depends on the smallness of the ratio Ag but
also on the total time during which the system is used. Indeed we can expect
that after a certain amount of extracting attempts the coherence of the
input state could have been relevantly damaged by our measurements. This
would be caused by our neglection of the interaction between the two chains
in choosing the extraction times. To evaluate quantitatively the deviations
from the ideal non-interacting case we must switch to the treatment of the
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complete interacting problem.
5.3 The generalized dual rail protocol for interact-
ing chains
It is necessary at this point to adapt our state transfer protocol to the real
system under examination, thus taking into account the mixing between the
two polaritonic classes described by the Hamiltonian (4.5).1 A more general
version of the dual rail protocol is therefore needed to transfer the informa-
tion from the first cavity to the N -th with high fidelity. The steps of the
communication protocol remain essentially the same, but this time we need
to consider some decoding to recover the input state after the extraction,
plus it becomes fundamental to choose proper extraction times which do not
damage the internal coherence of the input state transferred. To start the
communication Alice initializes the system as in 5.2, then the system is let
evolve freely and its state at time t is described by
|Ψ(t)〉 =
∑
n
[Un1(t)|ψ0〉]n. (5.7)
Let’s clarify the notation used. U(t) =˙ e−iHt is the time evolutor of the
system, and Unm(t) is the 2 by 2 matrix whose four elements are given by
[Unm]00 =˙ 〈1 + |nU(t)|1+〉m;
[Unm]01 =˙ 〈1 + |nU(t)|1−〉m;
[Unm]10 =˙ 〈1− |nU(t)|1+〉m;
[Unm]11 =˙ 〈1− |nU(t)|1−〉m. (5.8)
The suffix n in equation (5.7) means that the state in square brackets is
localized in the n-th cavity, properly converted into polaritonic states with
the encoding (5.2), e.g. [α|0〉 + β|1〉]n = α|1+〉n + β|1−〉n. The non men-
tioned cavities are understood to be in the local ground state |g, 0〉. Note
that the terms in sum (5.7) are mutually orthogonal, being excitations of
1Actually the following treatment can be adapted to any case in which we want to
transmit a Qubit state through a pair of identical networks that are coupled by cross-like
patterns as in section 4.5.
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different cavities, so they can be distinguished by a proper measurement (at
least in principle). As already said, the complete dual rail protocol requires
Bob to perform a series of subsequent extraction attempts, ideally without
coming to a stop until the information is successfully captured. Let’s now
characterize the state of the system under examination in consequence of
these operations.
5.3.1 Extraction at the first attempt
Suppose now that Bob performs a first measurement of the type described
in section 5.2 at a time τ . In case of a positive outcome, Bob knows that the
excitation is localized in his cavity and extracts the following Qubit state:
|ψ(1)out(τ)〉 =
UN1(τ)|ψ0〉
‖UN1(τ)|ψ0〉‖ . (5.9)
This happens with probability P
(1)
N (τ), where
P (1)n (t) ≡ ‖Un1(t)|ψ0〉‖2. (5.10)
is the probability of having the excitation localized at the n-th cavity at
time t. We may simply refer to P
(1)
N (τ) as P
(1)(τ). At this point whether
it’s possible or not to recover the initial state |ψ0〉 depends on the properties
of the matrix UN1(τ), as we shall point out later. In case of a negative
outcome of Bob’s measurement, which happens with probability 1−P (1)(τ),
the cavity array is projected into
|Ψ(1)(τ)〉′ =
∑
n 6=N
[Un1(t)|ψ0〉]n, (5.11)
and this is taken as the initial state for the subsequent time evolution. The
above state is not normalized, its norm being
‖|Ψ(1)(τ)〉′‖ =
√
1− P (1)(τ). (5.12)
5.3.2 Subsequent extraction attempts
After a first failure at time τ1, Bob lets the system evolve for an additional
time interval τ2, then performs another measurement to check if the exci-
tation is localized in his cavity. In case of success, we can write the output
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Qubit state by letting the state (5.11) evolve under H for a time τ2, then
projecting it into the N -th cavity with the operator ΠN =˙ |1+〉N 〈1 + |N +
|1−〉N 〈1−|N and finally applying the inverse transformation of 5.2 to recover
a Qubit state:
|ψ(2)out(τ2, τ1)〉 =
u(2)(τ2, τ1)|ψ0〉
‖u(2)(τ2, τ1)|ψ0〉‖
. (5.13)
To shorten notation we defined the output operator for the second attempt
u(2)(τ2, τ1) =˙
∑
n 6=N
UNn(τ2)Un1(τ1). (5.14)
The success probability at the second attempt can be calculated remem-
bering (5.12) plus the fact that the evolution is unitary until the second
measurement:
P (2)(τ2, τ1) =
‖u(2)(τ2, τ1)|ψ0〉‖2
1− P (1)(τ1)
. (5.15)
In analogy with the first attempt, the failure of the second one projects
the system into a state with zero projection on the N -th cavity. It can be
written in the form
∑
n,n′ 6=N Un′n(τ2)Un1(τ1)|ψ0〉, which has norm√(
1− P (2)(τ2, τ1)
) (
1− P (1)(τ1)
)
.
Then Bob lets the system evolve for another interval τ3, so to recover a
nonzero projection over site N , and tries again to extract the state. This
treatment can be generalized to the generic l-th attempt, as we shall see.
Suppose Bob has performed l − 1 unsuccessful measurements at times t1 =
τ1, t2 = τ1 + τ2, ..., tl−1 = τ1 + ... + τl−1, then he waits an interval τl and
performs the usual measurement, this time with a successful outcome. He
extracts the state
|ψ(l)out(τ1, ..., τl)〉 =
u(l)(τ1, ..., τl)|ψ0〉
‖u(l)(τ1, ..., τl)|ψ0〉‖
, (5.16)
where u(l)(τ1, ..., τl) is the output operator for the generic l-th attempt
u(l)(τ1, ..., τl) =˙
∑
nl−16=N
...
∑
n1 6=N
UN,nl−1(τl)Unl−1,nl−2(τl−1)...Un1,1(τ1).
(5.17)
It can be noticed by direct inspection that u(l)(τ1, ..., τl) is a composition of
the time evolutor blocks Umn(τj), with the indexes N being “skipped” due
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to the fact that the unsuccessful measurements cancel the components with
projection on Bob’s cavity. A particular case is the one already treated of
success at the first measurement, which yields simply
u(1)(τ1) =˙ UN1(τ1). (5.18)
Following the same logic used to calculate (5.15), we can write the success
probability of the l-th extraction attempt as
P (l)(τ1, ..., τl) =
‖u(l)(τ1, ..., τl)|ψ0〉‖2∏l−1
j=1
(
1− P (j)(τ1, ..., τj)
) . (5.19)
Again, the possibility to recover the initial state |ψ0〉 with decoding opera-
tions depends on the properties of the output operator u(l)(τ1, ..., τl). It is
likely that for a generic choice of the times τ1, ..., τl the output operator u
l
can not be inverted with physical operations. Before getting into this topic
we provide an useful recursion relation for the output operators, which re-
quires only the knowledge of the blocks UN1(t) and UNN (t) to construct all
of them.
5.3.3 Recursion relation for the output operators
The following equation holds
u(l)(τ1, ..., τl) = u
(l−1)(τ1, ..., τl−1 + τl)− UNN (τl)u(l−1)(τ1, ..., τl−1). (5.20)
The two terms on the right side can be interpreted as follows. The first one
describes the free evolution of the excitation that would have taken place if
no measurement was done at tl−1, while the second describes the projection
on site N of the “hole” left in it by the measurement, which starts from this
cavity and both propagates and disperses along the chain. Let’s prove 5.20.
The l-th output operator is given by 5.17, that can be rewritten as
N∑
nl−1=1
∑
nl−2 6=N
...
∑
n1 6=N
UN,nl−1(τl)Unl−1,nl−2(τl−1)...Un1,1(τ1)+
− UNN (τl)
∑
nl−26=N
...
∑
n1 6=N
UN,nl−2(τl−1)...Un1,1(τ1). (5.21)
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The second term is equal to −UNN (τl)u(l−1)(τ1, ..., τl−1), by a straightfor-
ward application of definition 5.17, while for the first term the composition
rules of the time evolutor yield
∑
nl−1
UN,nl−1(τl)Unl−1,nl−2(τl−1) = UN,nl−2(τl + τl−1), (5.22)
which can be substituted in 5.21 to conclude the proof. Since u(1) = UN1, it
follows that it suffices to compute the 2 blocks UNN , UN1 to be able to write
any output operator u(l)(τ1, ..., τl). Another form for the recursion can be
written by iteration of 5.20, which gives
u(l)(τ1, ..., τl) = UN1(τl+...+τ1)−
l−1∑
s=1
UNN (τl+...+τl−s+1)u(l−s)(τ1, ..., τl−s).
(5.23)
5.4 Conditions for perfect input recovery
At this point we shall clarify which properties have to be satisfied by the
operator u(l)(τ1, ..., τl) for the input state |ψ0〉 to be recoverable, and what
is the fidelity that can be achieved when those properties are not satisfied.
In a nutshell, all the operations that we can perform on a physical sys-
tem (without measuring it) translate into unitary operators acting upon its
states. Therefore we will be able to recover exactly the initial state |ψ0〉
only if the matrix u(l)(τ1, ..., τl) is proportional to an unitary operator. This
will translate in a proper choice of the measuring times, when applicable.
If the unitariety condition is verified then P (l)(τ1, ..., τl) is independent on
the input state (i.e. a constant in (α, β)), and the corresponding unitary
operator is given by
v =˙
u(l)(τ1, ..., τl))√
P (l)(τ1, ..., τl)
. (5.24)
Thus the input state can be retrieved by applying physical transformations
that implement the operator v† to the output state. It must be empha-
sized that the output operators act on the single Qubit space , so they can
be written in the Pauli representation (indeed a Qubit is equivalent to a
spin-1/2 system, as pointed out in chapter 2). This representation is very
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helpful in evaluating the unitariety of bidimensional operators. The Pauli
basis is given by B =˙ {1, σx, σy, σz}, and it is an orthonormal basis for two
dimensional square matrices, as we shall see. To simplify the notation, let’s
refer to u(l)(τ1, ..., τl) simply as u. In the Pauli basis it can be written as
u = z01+ i
→
z · →σ ; (5.25)
z0 =˙ < 1, u >;
→
z =˙ − i <→σ, u > . (5.26)
The trace scalar product between two Qubit operators has been introduced.
< A,B > =˙
1
2
tr{A†B}. (5.27)
The phase i has been included to simplify the subsequent discussion. The
generic unitary operator on Qubit states can be written in the form
U(
→
a, φ) =˙ e
i
“
φ+
→
a ·→σ
”
= eiφ
[
cos a+ i
(
aˆ· →σ
)
sin a
]
, (5.28)
with
→
a, φ being real quantities. Note that for an unitary the component
along 1 has a relative phase i (up to a minus sing) with respect to all the
components along the σj’s. This means that the output operator (5.25) is
proportional to an unitary if and only if its four complex components z0,
→
z
have the same complex phase up to a minus sign (i.e. they must be parallel
or antiparallel in the complex plane). In other words one of the following
conditions must be verified for each j = x, y, z:
arg z0 = arg zj or arg z0 = arg zj + π. (5.29)
5.5 Non-perfect input recovery
In case (5.29) is not verified the input state |ψ0〉 cannot be recovered per-
fectly, and the extraction probability P (l)(τ1, ..., τl) becomes dependent on
the input state (i.e. each measurement throws away some information from
the system). This may be caused by a non-optimal choice of the extraction
times τ1, ..., τl, or simply by the fact that the Hamiltonian of the system
doesn’t allow (5.29) for any time choice. However we may still want to
know how close we can get to the input state, being satisfied if the error is
found to be sufficiently small for our purposes. First, we have to find the
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physical transformation that best approaches u−1 (apart from a multipli-
cation constant). To find it, we first write u using the well known Polar
Decomposition:
u = vQ; (5.30)
Q =˙
√
u†u; v =˙ uQ−1. (5.31)
where v is unitary and Q is a positive operator as it can be readily verified
(we assumed Q invertible for simplicity). When Q becomes a constant u be-
comes proportional to v, thus to an unitary operator. For a generic positive
operator Q, v is the unitary operator nearest to u up to a multiplication
constant. So the best we can do is to apply the transformation v† to the
output state u|ψ0〉, and after this decoding we will get the state
|ψout〉 =˙ Q|ψ0〉‖Q|ψ0〉‖ . (5.32)
All the story eventually reduces to the study of Q, in particular we need to
evaluate its operatorial distance from a constant operator, which will give
us a quantitative evaluation of the error introduced in the transfer. In the
following section we are going into the technical details which allow us to
quantify these ideas.
5.6 Analysis of the output operator
The output operators play a crucial role in our discussion, since they deter-
mine both the fidelity and efficiency of the transfer protocol. First we are
going to give a precise meaning to the distance between u and an unitary
operator, which in turn determines the fidelity that can be achieved with
a generic output operator u. Then we will estimate a lower bound for the
extraction probability at each extraction attempt, which will help us to eval-
uate the transfer efficiency. As anticipated, we introduce the trace scalar
product (5.27) between Qubit operators. A norm is therefore induced on
the operators space:
‖u‖ =˙ √< u, u >. (5.33)
Using the polar decomposition u = vQ, we find that
‖u‖ = ‖Q‖. (5.34)
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The normalized output operator is uˆ =˙ u‖u‖ . We define the deviation vector
to be
→
δ =˙ <
→
σ, uˆ†uˆ >=
<
→
σ, u†u >
‖u‖2 . (5.35)
Note that
→
δ is a real vector with |
→
δ | ≤ 1, which vanishes only if the
operator u is proportional to an unitary (i.e. if u†u = const). From the
knowledge of
→
δ and ‖u‖ the positive operator Q can be readily evaluated.
In fact from (5.35) it follows that
Q2 = u†u = ‖u‖2(1+ →δ · →σ ). (5.36)
Let’s now diagonalize the above operator. Thanks to the Bloch Sphere
representation (see 2.19) of Qubit states the task can be made simple. We
recall that given a point Ω =˙ (θ, ϕ) of the solid angle the corresponding
Qubit state is
|Ω〉 = cos θ
2
|0〉 + e−iϕ sin θ
2
|1〉. (5.37)
The above state together with | − Ω〉 =˙ |(π − θ, ϕ + π)〉 form an orthonor-
mal basis (this fact can be easily checked). Moreover their projectors are
respectively
ΠΩ =
1
2
(
1+ Ωˆ· →σ
)
; (5.38)
Π−Ω =
1
2
(
1− Ωˆ· →σ
)
, (5.39)
where Ωˆ =˙ (sin θ cosϕ, sin θ sinϕ, cos θ) is the unity vector corresponding
to the angular coordinates (θ, ϕ). The Bloch representation is of great use
in diagonalizing hermitian operators. Indeed an hermitian operator can be
written as a0+
→
a · →σ with a0,→a real, the matrix elements of →σ being
〈Ω| →σ |Ω〉 = Ωˆ;
〈−Ω| →σ |Ω〉 = θˆ + iϕˆ, (5.40)
where (θˆ, ϕˆ) are the two unity vectors that together with Ωˆ form the or-
thonormal right-handed tern in spherical coordinates. Thus to diagonalize
(5.36) it suffices to choose the orthogonal basis corresponding to Ωˆ = δˆ (the
off diagonal elements will vanish thanks to (5.40)). So we diagonalized Q2
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as follows:
Q2 = ‖u‖2
[
Πδˆ
(
1 + | →δ |
)
+Π−δˆ
(
1− | →δ |
)]
. (5.41)
Q is given by the square root of the above operator, which has a very simple
expression in the diagonal basis:
Q = ‖u‖
[
Πδˆ
√
1 + | →δ |+Π−δˆ
√
1− | →δ |
]
. (5.42)
Having determined an explicit expression for Q in terms of the output op-
erator u, we can at this point evaluate the fidelity that can be obtained by
application of the optimal decoding.
5.6.1 Fidelity evaluation
We suppose now that after several attempts Bob has successfully extracted
the state u|ψ0〉 from the system, and consequently applied the optimal de-
coding v given by the polar decomposition (5.30). Thus he possesses now a
Qubit in the state |ψout〉 = Q|ψ0〉‖Q|ψ0〉‖ . The fidelity with respect to the input
state is then given by
F = |〈ψout|ψ0〉|2 = |〈ψ0|Q|ψ0〉|
2
〈ψ0|Q2|ψ0〉 . (5.43)
and it is a quantity dependent on the input state |ψ0〉. Again we use the
Bloch representation to express |ψ0〉 in terms of a point Ωˆ of the unit sphere.
The calculations yield
F (Ω) =
1
2

1 + cos2 γ + 2| →δ | cos γ + (1− cos2 γ)
√
1− | →δ |2
1− | →δ | cos γ

 , (5.44)
where γ is the angle between δˆ and Ωˆ, i.e. cos γ =˙ δˆ · Ωˆ. The worst fidelity
(for fixed τ1, ..., τl) is obtained by minimizing with respect to this angle:
Fmin =
2
√
1− | →δ |2
1 +
√
1− | →δ |2
. (5.45)
Note that Fmin ≤ 1, and Fmin = 1 only if |
→
δ | = 0. We shall see that |
→
δ |
will be very small in our situation (due to the fact that the polariton chains
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are weakly interacting), so the above expression can be approximated with
its first order expansion in | →δ |2:
Fmin ≃ 1− |
→
δ |2
4
. (5.46)
5.6.2 Extraction probability
In the transfer protocol under examination the output fidelity (conditional
to successful extraction) is not the only important quantity. Indeed it would
be of no use to know that a set of times τ1, ..., τl provides an output state
with unitary fidelity but vanishing extraction probability! Thus the times
should be chosen properly such that at each extraction attempt the proba-
bility of success is enough to guarantee a reasonable efficiency, while keeping
the fidelity as high as possible. The general formula for the extraction prob-
ability at the l-th attempt, given an input state |Ω〉, is quite complicated,
so we may be satisfied to find a lower bound for it with the following pro-
cedure. To shorten notation we indicate the l-th output operator and its
polar components simply as
u(l) = v(l)Q(l), (5.47)
where the dependence on the extraction times is left understood. For each
l a deviation vector
→
δ (l) is also defined as in (5.35). Since the probability
is dependent on the input state we explicitly write P (l) = P (l)(Ω). The
recursion relation (5.19) can be rewritten as follows
P (l)(Ω) =
〈Ω| (Q(l))2 |Ω〉∏l−1
j=1(1− P (j)(Ω))
. (5.48)
To find the worst extraction probability over the Bloch sphere we should
minimize the right member with respect to Ω, but that may lead to very
laborious calculations, because for each l the function to be minimized will
be different (and complicated!). However a simpler lower bound for P (l)(Ω)
can be obtained substituting P (j)(Ω) on the right side of equation (5.48)
with the already minimized P
(j)
min (actually we will substitute it with its
lower bound), since P (j)(Ω) ≥ P (j)min implies(
1− P (j)(Ω)
)−1 ≥ (1− P (j)min)−1
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Moreover we express the expectation value of
(
Q(l)
)2
in terms of ‖u(l)‖,→δ (l)
and the angle γ between
→
δ (l) and Ωˆ. We can thus estimate
P (l)(Ω) ≥
‖u(l)‖2
(
1 + | →δ (l) | cos γ
)
∏l−1
j=1
(
1− P (j)min
) . (5.49)
The lower bound for the l-th probability is then given by
P
(l)
min ≥ P¯ (l) =˙
‖u(l)‖2
(
1− | →δ (l) |
)
∏l−1
j=1
(
1− ¯P (j)
) , (5.50)
where ¯P (j) are the lower bounds for the preceding attempts. Starting from
l = 1 we find
P
(1)
min = ‖u(1)‖2
(
1− | →δ (1) |
)
. (5.51)
Then the lower bounds P¯ (l) for any l follow by recursion. For example at
the second attempt we can estimate
P¯ (2) =
‖u(2)‖2
(
1− | →δ (2) |
)
1− ‖u(1)‖2
(
1− | →δ (1) |
) . (5.52)
The generic l-th case is quite complex since it involves several continuous
fractions (although finite). In some cases (e.g. when we know that | →δ |
is very small) we may be satisfied by a more naive approach, that consists
in taking P1 =< P1(Ω) >Ω as the averaged probability over Qubit states,
which is simply given by
P1 = ‖u(1)‖2. (5.53)
Then to estimate Pl we simply carry out the recursion taking the approx-
imate average values of the preceding P (j)’s, obtained by putting
→
δ (j)= 0
for each j.
5.6.3 Summary
At this point we have all the elements to study the transfer properties of
an interacting dual-rail system starting from its Hamiltonian. For each
extraction attempt l we evaluate the operator u(l) and in consequence the
two quantities P¯ (l) and F
(l)
min that we shall optimize thanks to a proper
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choice of the extraction times (whether to give priority to an high fidelity
or to an high extraction probability depends on the particular situation).
Note that these are functions of all the extraction times τ1, ..., τl, but only
τl can vary since the previous measurements already fixed the values of
τ1, ..., τl−1. Thus we start by fixing an optimal τ¯1 which gives a satisfactory
result for the pair (P¯ (1), F
(1)
min), then at the second step we optimize the two
quantities (P¯ (2)(τ¯1, τ2), F
(2)
min(τ¯1, τ2)) as functions of τ2 only, and so on for the
subsequent steps. We can expect that F
(l)
min must be kept close to 1 at each
extraction attempt, since a relevant deviation from unity of a particular F
(l¯)
min
means that the coherence of the input state has been permanently damaged
by the l¯-th measurement, and thus it cannot be recovered by subsequent
operations. In other words it is likely than an inequality of the following
type holds:
max
τl+1
(
F
(l+1)
min
)
. max
τl
(
F
(l)
min
)
. (5.54)
Suppose now that there is a limit L to the maximum number of extraction
attempts that can be performed, in this case the (joint) probability that we
don’t succeed in extracting the state at any attempt will be smaller than
the following upper bound:
Pfail(L) =˙
L∏
l=1
(
1− P¯ (l)
)
. (5.55)
Thus the ideal situation is that in which Pfail(L) ∼ 0 for a reasonably small
L, while F
(l)
min is kept close to unity at each step.
5.7 The time evolutor of a polaritonic network
Now we want to apply the above formalism to the physical system under
examination, i.e. the pair of polaritonic chains. The first step will be to
evaluate explicitly the time evolutor U(t) =˙ e−iHt. We describe the first
excitation sector as in section (4.6), keeping ekn and ∆k generic (so that for
now the treatment applies to a generic topology). The Kˆ operator can still
be defined as in (4.20), so that [H, Kˆ] = 0. Therefore in the Kˆ-representation
H is factorized in two dimensional blocks formally identical to (4.22). It is
then easy to calculate the time evolutor as we shall see. First, it is useful to
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expand each block in the Pauli basis as follows (we set ω = 0 since it only
yields a global phase e−iωt in the time evolution):
Hk = ∆k(1+ σ
x) + gσz . (5.56)
Also in this case the σj’s must be intended only as an orthonormal basis for
2 by 2 matrices, together with 1 (the scalar product considered is the trace
product). Thus in each bidimensional k-space the time evolutor is simply
Uˆk(t) = e
−i∆kte−i
→
ρk·→σ t; (5.57)
→
ρk =˙ (∆k, 0, g); | →ρk | = ρk. (5.58)
If we define the projector on each k-space as Πˆk =˙ |e(+)k 〉〈e(+)k |+ |e(−)k 〉〈e(−)k |
we can express the time evolutor in the form
U(t) =
∑
k
ΠˆkUˆk(t)Πˆk. (5.59)
To determine the two dimensional blocks Umn we need to go back to the
polariton representation. By defining Πn = |1+〉n〈1 + |n + |1−〉n〈1 − |n we
can write
Umn(t) = ΠmU(t)Πn. (5.60)
Note that we left understood the encoding and decoding operations cor-
responding to the association (5.2) between Qubit states and polaritonic
states. Substituting (5.58) into (5.60), and remembering that 〈1±n |e(±)k 〉 =
ekn yields
Umn(t) =
∑
k
ekme
∗
kne
−i∆kte−i
→
ρk·
→
σ t. (5.61)
Therefore we get the expansion in term of Pauli matrices for each two di-
mensional block of the time evolutor. Note that ekn is real if we assume
that in our initial representation H had only real coefficients (i.e. it was a
real and symmetric matrix). In the linear chain case we can always assume
that by multiplying the vectors |1±〉n by an appropriate constant phase. We
will assume ekn real in any case so that the conjugate can be removed. The
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expansion of the exponential in (5.61) yields
Umn(t) = 1
∑
k
ekmekne
−i∆kt cos ρkt+
− iσx
∑
k
ekmekn
∆k
ρk
e−i∆kt sin ρkt+
− iσz
∑
k
ekmekn
g
ρk
e−i∆kt sin ρkt. (5.62)
Until now the discussion applies to any realizable topology for a system of
coupled cavities, provided {ekn,∆k} are the quantities that diagonalize the
corresponding single spin network (as in chapters 2 and 3). At this point we
are going to specialize to the case of linear chains. We emphasize that for
the sake of state transfer fidelity an important role is played by the relative
phases of the three terms in (5.62), since they determine the phase relations
between the different Pauli components of the output operators (see the
unitariety condition (5.29)). For a generic topology of the network we can’t
say much about these phase relations. However in the particular case of a
linear array with nearest neighbor couplings the question is totally resolved,
since we can write
Umn(t) =˙ (−i)p(m+n)
[
λ(0)mn(t) + λ
(1)
mn(t)σ
x − iλ(3)mn(t)σz
]
, (5.63)
with the λ
(j)
mn(t)’s real at any time t, while p(j) is the parity of j:
p(j) =˙
{
0 if j even
1 if j odd
. (5.64)
This can be proven by using the eigensystem ordering given in (2.52) (see
section 2.5.1), which in turn gives the following additional properties:
ρN−k+1 = ρk;
eN−k+1,meN−k+1,n = (−1)m+nekmekn. (5.65)
So in each sum of (5.62) the k-th term can be associated with the N−k+1-
th, with the result that their phases e±i∆kt combine to form 2 cos∆kt or
−2i sin∆kt thanks to the relations (5.65). In case N odd for each sum of
(5.62) there will be a central term k¯ = N+12 which is different from zero only
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if m+ n is even (since N − k¯ + 1 = k¯ and thus ek¯mek¯n = (−1)m+nek¯mek¯n),
and yields no phase since it corresponds to ∆k = 0. Let’s outline an example
for m+ n even and N odd:
λ(0)mn(t) =˙ 2
N−1
2∑
k=1
ekmekn cos∆kt cos ρkt+ ek¯mek¯n cos gt;
λ(1)mn(t) =˙ − 2
N−1
2∑
k=1
ekmekn
∆k
ρk
sin∆kt sin ρkt;
λ(3)mn(t) =˙ 2
N−1
2∑
k=1
ekmekn
g
ρk
cos∆kt sin ρkt+ ek¯mek¯n sin gt. (5.66)
5.8 Output operators of a linear cavity array
We outline once again that the specialization to linear chains with nearest-
neighbor couplings allows the use of (5.63), moreover we take into account
the consequences of the strong coupling regime, assuming Amn/g ≪ 1 in
most of the cases we are going to treat. Note that this is equivalent to
∆k/g ≪ 1 since the ∆k’s depend solely on Hint and thus on the coefficients
Amn. Note also that this implies the coefficients λ
(1)
mn to be of first order with
respect to λ
(0)
mn, λ
(3)
mn. The generic output operator is given by (5.17), and
by inspection one might note that the terms λ
(1)
mn(t)σx are those responsible
for it being non unitary. In fact if we could set λ
(1)
mn = 0 the combination of
(5.17) with (5.63) would result in an output operator which is proportional
to an unitary for any l. We shall see that it is possible to verify this condition
up to first order in ∆k/g by proper time choices. On the contrary, it suffices
to check the first output operator u(1) to see that λ
(1)
N1(t) 6= 0 implies the non
unitariety of the transfer. If ∆k/g is very small we can evaluate the protocol
efficiency by approximating its transfer probability at each step with that of
the corresponding non-interacting dual rail described by Hint, as in section
(5.2). This allows us to estimate the transfer efficiency e.g. by refferring to
the results found in [10].
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5.8.1 First output operator
To shorten notation we write the Pauli expansion of u(1) in the following
way, leaving understood λ(j) = λ
(j)
N1:
u(1)(τ) = =˙ (−i)p(N+1)
[
λ(0)(τ) + λ(1)(τ)σx − iλ(3)(τ)σz
]
. (5.67)
From the above we calculate the deviation vector in terms of the λ(j)’s.
(time dependence is left understood):
→
δ (1)=
2λ(1)
(λ(0))2 + (λ(1))2 + (λ(3))2
(λ(0), λ(3), 0). (5.68)
We know that for
→
δ (1) 6= 0 perfect transfer is not possible, due to (5.29),
so it is clear for the first extraction attempt that the output operator will
not be unitary unless λ(1) = 0, as anticipated. For the first attempt we can
expect that there exists always a sequence of times which guarantee perfect
transfer conditional to successful extraction. Indeed it suffices to choose an
extraction time such that λ(1)(τ) = 0. It seems also likely that the function
λ(1) has infinite zeroes, being a finite sum of functions that oscillate at
different frequencies. Plus we can estimate that the time spacing between
two zeroes of λ(1) is of the order π/g, so they are densely distributed on
the timescale A−1. We can convince ourselves about it with the following
argument. If we were to neglect Hmix, we would find λ
(1) = 0 for all times.
The first-order approximation in Hmix yields sin ρkt ≃ sin gt, so this term
can be extracted from the sum in (5.62), being constant in k. Therefore
λ(1)(t) ≃ (−1)
N
(−i)p(N+1) sin gt
∑
k
ekNek1
∆k
g
e−i∆kt. (5.69)
Thus at this order λ(1) is a function with an infinite sequence of zeroes, given
by tq = q
π
g , with q integer. As the ratio ∆k/g increases we expect that the
actual zeroes τq start to displace a little from their original positions tq, but
their number remains infinite and their spacing remains of the order g−1.
This fact seems to be confirmed by several examples that we investigated
numerically. As already mentioned, we can expect that the transfer proba-
bility varies on a timescale A−1 ≫ g−1, so it is always possible to choose an
extraction time τ that is a zero of λ(1) while being very close to a probability
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maximum. We note also that for the particular cases in which the ∆k’s are
proportional to integer numbers mk (e.g. the chain with jx-like couplings in
section 2.5.2) and N is even (so thatλ(1) =
∑
k ak(t) sin∆kt), an infinite set
of zeroes for λ(1) is given by tq such that ∆ktq = mkqπ, with q integer. In
the jx-like case these are also the times such that the transfer probability is
unitary in the independent chain approximation, so up to an error ∼ A/g
the transfer probability is very close to 1, and the subsequent extraction
attempts may not be needed (we shall return to this example in more detail
soon). To conclude note that if the first attempt is performed at a time τ1
such that λ(1) = 0 then the extraction probability is independent on α and
β, thus no information is lost even if we fail the extraction [9]. Thus all the
information will remain in the chain, but it’s not clear if it’s still possible
to extract it perfectly (the problem is that this time the starting state is no
more localized in the first cavity), and this possibility may depend on the
particular structure of the system considered. Note that the first extraction
attempt can provide unitary fidelity also when the strong coupling regime
does not hold, since no approximation is assumed in writing the eigensystem
(4.23)-(4.27). (This fact can be useful because the speed at which the infor-
mation is transmitted along the chain increases if the hoppings are larger).
For any value of the ratio A/g it suffices to try the extraction at times which
are zeroes of λ(1) to fully recover the state in case of success. The extraction
probabilities of such time choices will depend on the particular system under
consideration.
5.8.2 Subsequent output operators
For the extraction attempts other than the first the situation gets more
complicated, and for a generic arrangement of the coupled cavity system we
can’t easily determine whether there exists a set of times which guarantees
unitary fidelity at each attempt (conditional to successful extraction). How-
ever we are sure that it suffices to choose a single “wrong” extraction time
τl¯ to destroy the coherence of the input state and therefore to limit perma-
nently the fidelity of all the following attempts. The case of the first output
operator was easier to treat since the only condition needed to have unitary
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transfer was the vanishing of a single real function λ(1), which was likely
to happen given its oscillatory behavior. Let’s try to carry out a similar
procedure for the second attempt. The output operator can be calculated
from the recursion relation (5.20) together with (5.63):
u(2)(τ2, τ1) = (−i)N+1 [ν0(τ2, τ1) + ν1(τ2, τ1)σx + ν2(τ2, τ1)σy − iν3(τ2, τ1)] ,
with the νj’s real. It is clear from the evidenced phases that unitariety is
reached if and only if the following pair of functions vanish at the same time
(see Eq. (5.29)):
ν1(τ2, τ1) = λ
(1)
N1(τ2 + τ1)− λ(1)NN (τ2)λ(0)N1(τ1);
ν2(τ2, τ1) = λ
(1)
NN (τ2)λ
(3)
N1(τ1). (5.70)
It can be verified that this is equivalent to the vanishing of the three com-
ponents of the deviation vector
→
δ (2). The two functions must vanish si-
multaneously as functions of τ2 only, since τ1 has been fixed by the first
attempt. Fixing τ1 = τ¯1 the whole question can be reconduced to the search
of common zeroes for the functions
f1(τ2) =˙ λ
(1)
NN (τ2);
f2(τ2) =˙ λ
(1)
N1(τ2 + τ¯1). (5.71)
Similar issues arise in dealing with the following attempts. The third at-
tempt can be worked out similarly from (5.20) and (5.63), and it turns out
that conditional perfect transfer could be achieved if, having already fixed
(τ1, τ2) with the previous measurements, the following functions of τ3 have
common zeroes:
λ
(1)
N1(τ3 + τ2 + τ1); λ
(1)
NN (τ3 + τ2); λ
(1)
NN (τ3). (5.72)
For the l-th attempt we can carry out similar calculations using the recursion
formula (5.23). Supposing that we fixed (τ1, ..., τl−1) such that u(1), ..., u(l−1)
are proportional to unitary operators, a sufficient condition to have an l-
th output operator which provides unitary transfer is that the following k
functions of τl must vanish at the same time:
λ
(1)
N1(τl + τl−1 + ...+ τ1) = f2(τl + τl−1 + ...+ τ1);
λ
(1)
NN (τl + ...+ τh) = f1(τl + ...+ τh); h ≥ 2. (5.73)
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If any of the λ(1)’s is different from zero (5.23) tells us that the transfer
won’t be unitary, since terms proportional to σx and σy appear with the
same phase of the term proportional to 1, which violates the unitariety
condition (5.29). Moreover these terms will give rise to similar ones also in
the subsequent attempts, eliminating definitively the possibility of perfect
transfer. It seems difficult to prove whether these common zeroes can be
found for a generic array of coupled cavities. In practical cases the question
of perfect transfer should be investigated for each particular system that one
wants to build. Therefore we abandoned the task of finding an analytical
treatment suitable for for any choice of the hoppings An,n+1, restricting to
a few examples that we found of particular interest.
5.9 Examples
To conclude this thesis we shall give an insight on the examples treated.
First we worked out two cases in which perfect transfer can be demon-
strated thanks to a proper tuning of the hopping strengths An,n+1. In the
first example such hoppings are chosen such that the success probability of
the first extraction attempt is increased up to the point that no more iter-
ations are needed, in the second example the hopping values will guarantee
the existence of perfect transfer times at each attempt. Then we inves-
tigated numerically the case of constant hoppings in the strong coupling
regime, showing that a proper choice of the extraction times can keep the
fidelity very close to 1 for the first few attempts. Finally we came out with
an approximate choice for the extraction times which improves the fidelity
achievable with the non-mixing approximation of section 5.2. These exam-
ples are encouraging in considering the proposed system as a valid mean to
implement a communication scheme of dual rail type.
5.9.1 jx-like couplings
The first example that we consider is a chain of doped cavities with jx-like
hoppings, that is An,n+1 ∝
√
n(N − n). These hopping values are known
to provide perfect transfer for single spin chains at times multiples of π
(see section 2.5.2), and this translates in unitary extraction probability for
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20 40 60 80 100
g
0.005
0.010
0.015
0.020
1-P1HΠL
jx-like couplings, N=4
Figure 5.1: Probability of an extraction failure at a time πA for a chain of
length four with jx-like hoppings. A success probability higher than 99% is
obtained for g & 16A, so even when the strong coupling regime doesn’t hold
properly. Note that this transfer time provides conditional unitary fidelity
for any value of g
the corresponding non-interacting dual rail. Moreover as we anticipated in
section 5.8.1 the same time choices provide unitary fidelity for the first ex-
traction attempt in the case of coupled cavities (if N is even). In the strong
coupling regime we expect that the corresponding extraction probabilities
will remain close to one, thus it may suffice to consider only a single extrac-
tion attempt if the system is built such that A/g is small enough. In this
case A is defined by
An,n+1 = A
√
n(N − n). (5.74)
In Fig. 5.9.1 the transfer probability for an extraction time π/A is plotted
as a function of g/A, for a system of length N = 4. An high extraction
probability at the first attempt can be obtained also when the ratio A/g is
not so small.
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5.9.2 Perfect transfer outside the strong coupling regime
At least one example can be found in which conditional perfect transfer can
be demonstrated at each attempt, but at the expense of violating completely
the strong coupling regime. Suppose in fact to engineer the couplings such
that
∆k = g
√
k2 − 1 for k = 1, ..., [N/2], (5.75)
then the other eigenvalues are fixed, as seen in section 2.5.1. It is possible to
keep the chain mirror symmetric, indeed (5.75) gives [N/2] conditions which
can be satisfied by arranging the [N/2] independent hopping strengths of a
symmetric chain. Note that An,n+1 is of the same order as g or larger. In this
case we obtain ρk = gk and thus it suffices to choose t = qπ/g to annihilate
all the terms (sin ρkt), and consequently all the λ
(1)
mn’s of Eq (5.63). Therefore
this time choice results in unitariety at each extraction attempt. Note that
to use such a system as a quantum channel we need very fast swapping
operations to insert and extract the state from a particular site of the chain,
since A ≥ g means that the localized excitation disperses very quickly. Note
that the hopping strengths that give rise to the above eigenvalues are in
general very difficult to find, involving the solution of an inverse eigenvalue
problem. In the case N = 4 a solution can be found by hand calculations.
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20 40 60 80 100
gt
0.2
0.4
0.6
0.8
P1
Extraction probability for unitary transfer times
Figure 5.2: Extraction probabilities for the first attempt corresponding to
the unitary extraction times tq = qπ/g for an array of cavities with strong
hoppings. The engineered hoppings which guarantee unitariety at each step
for a chain of length four are given by A12 = A34 = 2
3/431/4g;A23 = (2
√
2−√
3)g. Time is measured in units of 1g . The first peak is reached for t = 9
π
g ,
corresponding to P1 ∼ 0.946.
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5.9.3 Constant couplings
For the constant coupling case we couldn’t find any analytical treatment
which gave insight on the possibility of perfect transfer for attempts other
than the first. Therefore we tried to understand the behavior of the system
relying on a numerical approach [49]. The system considered in our numer-
ical studies is a chain of length N = 10 with constant inter-cavity hoppings
An,n+1 = A. The strong coupling regime is initially assumed in the ratio
A/g = 1%. Time is measured in units of A−1. The first three figures show
the behavior of the most relevant quantities concerning the first extraction
attempt, for which unitary transfer is possible (Fig. 5.9.3). To have an in-
sight on subsequent extraction attempts we compared the results obtained
with two approaches. In the first case we computed the extraction times by a
numerical maximization of the transfer probability2 (Fig. 5.6) In the second
case we also optimized the extraction times by searching for the minimum of
the error 1−F (l)min(t) in the vicinity of the proability maximum found above.
As we can see in Fig. 5.7 the error in the latter case gets smaller by several
orders, which is an encouraging feature. At this point we tried to loosen
a little the condition A/g ≪ 1, exploring the range g ∈ [10A, 100A]. We
examined in detail the first extraction attempt, and we saw that the first
probability peak doesn’t vary much, both in intensity and position (Fig.
5.9). Moreover it was always possible to choose an extraction time which
provided unitary fidelity being close to the probability maximum. At last
we analyzed the behavior of the mean fidelity in the vicinity of the peak,
supposing that our time resolution was not enough to catch accurately a
zero of λ1. Note that a very high mean fidelity can be obtained also if the
strong coupling regime is a little loosen, the mean error going below 10−6
for g & 16A (Fig. 5.10). This comes from the fact that the absolute value
of λ1 seems to decrease dramatically in the vicinity of the maxima of P1.
2We limited the time interval at each attempt to 15A, enough to contain several prob-
ability peaks
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5 10 15 20
At
0.2
0.4
0.6
0.8
P1 g=100A, N=10
Figure 5.3: Transfer probability for the first extraction attempt for a chain of
length 10 with constant couplings. The strong coupling regime holds in the
ratio A = 1%g. The local maximum corresponds to tP ∼ 12.2387A−1;P ∼
0.8037
12.1 12.15 12.2 12.25 12.3
At
Λ1HtL, g=100A,
Figure 5.4: Behavior of λ1 for t near the first probability maximum (arbi-
trary units). Several zeroes are evident., the nearest being τ1 ∼ 12.2387A−1,
such that τ1 − tP ∼ 10−11A−1, however we found better numerical results
for the subsequent attempts by choosing the zero τ1 ∼ 12.2157A−1. Note
that the spacing between the zeroes of λ1 is of the order π/g as expected
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12.15 12.2 12.25 12.3
At
1·10-8
2·10-8
3·10-8
4·10-8
5·10-8
1-F1HtL, g=100A,
Figure 5.5: Error function for the first attempt defined as 1 − F1(t), its
zeroes correspond to those of λ1
1.5 2.0 2.5 3.0 3.5 4.0
L
5.´10-6
0.00001
0.000015
1-FL
non optimized times, N=10, g=100A
Figure 5.6: Transfer error up to the fourth attempt, the time choices are de-
termined only by the maximization of the extraction probability in a limited
interval [0, 15A−1]
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1.5 2.0 2.5 3.0 3.5 4.0
L
2.´10-8
4.´10-8
6.´10-8
8.´10-8
1.´10-7
1.2´10-7
1.4´10-7
1-FL
optimized times, N=10, g=100A
Figure 5.7: Transfer error for optimized times. The error can be kept very
close to zero for the first three attempts, e.g. 1 − F is of the order 10−11
at the third attempt. The analysis of attempts other than the first four has
proven to be numerically unstable.
1 2 3 4
L
0.05
0.10
0.15
0.20
PfailHLL
non optimized times, N=10, g=100A
Figure 5.8: Joint failure probability up to the fourth attempt, for extraction
times maximizing the fidelity. The efficiency seems very close to the non
interacting dual rail case.
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
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0.792
0.794
0.796
0.798
0.8
0.802
0.804
max P1 max P1for unitary times as a function of g
Figure 5.9: Probability maximum for unitary extraction times, for a chain
of length 10 in a time interval [0, 20A−1], plotted as a function of g. The
irregularities are probably due to computational issues rather than to proper
oscillations of the considered function. The probability variation is smaller
than 1% in the range explored.
20 40 60 80 100
g

A
5·10-7
1·10-6
1.5·10-6
2·10-6
2.5·10-6
3·10-6
1-F1 mean error in the vicinity of max P1
Figure 5.10: Mean fidelity error in a small time interval around the maximum
of P1, as a function of g.
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5.9.4 Approximate time choice in the strong coupling regime
We already pointed out the difficulties that arise in dealing with a generic
chain of doped cavities, even in the simplest case of constant hoppings. How-
ever we shall see that in the strong coupling regime an easy explicit solution
can be found for the time choices that provides nearly unitary fidelity (up
to a certain level of approximation). We note that the generic λ
(1)
mn(t) can
be expanded at first order as we did for (5.69)
λ(1)mn(t) ≃
(−1)N
(−i)p(N+1) sin gt
∑
k
ekmekn
∆k
g
e−i∆kt (5.76)
Then by choosing the extraction times in the form (ql is an integer as usual)
τl = ql
π
g
(5.77)
all the two dimensional blocks of U take the form
Umn(τl) ≃ (−i)p(m+n)
[
λ(0)mn(τl)− iλ(3)mn(τl)σz
]
Which yields unitariety at each extraction attempt, as already discussed at
the beginning of this section:
u(l) ≃ (−i)p(N+1)
(
a(l) + ib(l)σz
)
(5.78)
where a(l), b(l) are real, and so (5.29) is verified. We remark once again
that these ideal extraction times appear to be densely distributed on the
timescale A−1, so they can be chosen such that at each attempt the extrac-
tion probability will be very close to a maximum. As we already said we
can use the transfer probabilities given by the non interacting dual rail Hint
to have an evaluation of the protocol efficiency, with an error of the order
A/g. In the end if we consider a reasonable number of extraction attempts
(small enough to contain the propagation of the errors given by our approx-
imations) happening at times ql
π
g , we can suppose with an error ∼ A/g that
we have the same efficiency as the corresponding non-interacting dual rail
protocol, and we can say that the fidelity will stay close to 1 up to an error
∼ (A/g)2.
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Conclusions The example we treated numerically showed that at least
for the first few extraction attempts the error can be kept very close to
zero if the extraction times are chosen properly (i.e. such to minimize the
error 1 − F at each attempt). Moreover the transfer efficiency (i.e. the
extraction probability that corresponds to the optimized times) doesn’t seem
to be affected significantly with respect to the non interacting case, if A/g
is chosen sufficiently small. On the other hand we are sure that it suffices to
choose a single non optimal extraction time to damage the coherence of the
system to the point that it becomes impossible to have high fidelity transfer
in the following attempts. Encouraging possibilities come from the fact that
at least for some particular choices of the hoppings An,n+1 perfect transfer
with high efficiency can be demonstrated.
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Appendix A
Effective corrections to the
independent Polaritonic
chain picture
A.1 Effective Hamiltonian for composite systems
Before going into the specific problem we present a general treatment for
composite systems.
Given a system with Hamiltonian H, its Green function, G(E) is defined by
G(E) =
1
E −H (A.1)
To be more precise G(E) is an operator-valued function, that becomes non-
bounded when E is an eigenvalue of H. It is of great use in solid state
physics, since it immediately gives the density of states of a system:
D(E) = − 1
π
ℑ
(
lim
ǫ→0+
tr{G(E + iǫ)}
)
=
∑
k
δ(E − Ek) (A.2)
This function has δ-poles in correspondence with the eigenvalues of the sys-
tem, with a factor corresponding to their multiplicity.
For the projected density of states on a subspace S we have
DS(E) = − 1
π
ℑ
(
lim
ǫ→0+
trS{G(E + iǫ)}
)
=
∑
k
∑
s∈S
|〈Ek|s〉|2δ(E−Ek) (A.3)
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Given an energy interval (E1, E2), the density of states tells us how many
states of the system have energies that lie on that interval:
n(E1, E2) =
∫ E2
E1
D(E)dE
In a similar way DS(E) counts the number of orthogonal states in the sub-
space S that have the expectation value of the energy in the range (E1, E2):
nS(E1, E2) =
∫ E2
E1
DS(E)dE
Suppose our Hamiltonian is in the form
H = H0 + V (A.4)
The following is a mere restatement of the above expression
E −H0 = E −H + V
We now multiply both sides by G0(E) =˙
1
E−H0 on the left and by G(E) on
the right, getting
G(E) = G0(E) +G0(E)V G(E) (A.5)
Let’s now consider our Hilbert space as composed by two parts A,B.
With obvious meanings, we write the Hamiltonian in the following way
H =
(
HAA HAB
HBA HBB
)
(A.6)
The same can be done for the green function
G =
(
GAA GAB
GBA GBB
)
(A.7)
We use the previous result substituting
H0 =
(
HAA 0
0 HBB
)
V =
(
0 HAB
HBA 0
)
(A.8)
We focus on a single subsystem, say A, and carry out the block-by-block
calculation with the aim of getting an explicit expression for GAA, the oper-
ator that gives the local energetic properties of the subsystem. The explicit
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matrix products give
GAA = G0,AA +G0,AAHABGBA (A.9)
GBA = G0,BBHBAGAA (A.10)
Finally the elimination of GBA yields
GAA(E) =
1
E −HAA −HAB 1E−HBBHBA
(A.11)
This means that for the calculation of the projected density of states of
subspace A it suffices to consider an energy-dependent effective Hamiltonian
given by
HeffA =˙ HAA +HAB
1
E −HBBHBA (A.12)
which acts inside the subspaceA. Of course we need to consider the subspace
B when calculating its matrix elements, but once this is done the resulting
operator is local. Up to now all we did was exact, and this may seem strange
considering the fact that we started from a nonlocal Hamiltonian. The point
is that HeffA (E) doesn’t give an Hamiltonian dynamics for the subsystem
A, since for a general H this subspace will not have definite energies, the
eigenvectors of H being spread over the whole space A⊕B. The dynamics
described by HeffA (E) is in some sense dissipative, at least until we consider
some particular cases and approximations.
For example if we consider the systems A,B to be weakly coupled we can
imagine that they have well defined local energies (the eigenvalues of H0)
slightly perturbed by the interaction. So for example if we look at system
A we start by considering E(0) = EA (one of the eigenvalues of HAA, with
eigenstate |EA〉). To determine the first correction to this eigenvalue we
evaluate HeffA (E
(0)) and consider the first order correction in perturbation
theory:
E ≃ E(0) + E(1); E(1) = 〈EA|
(
HeffA (E
(0))−HAA
)
|EA〉 (A.13)
Another convenient case occurs whenever the eigenvalues of HAA are very
small with respect to those of HBB . In this case the energy at the denomi-
nator of A.12 becomes neglectable and HeffA (E) ≃ HeffA (0) becomes a proper
energy independent Hamiltonian for the subsystem A. Other examples are
possible, one of which we will see in detail applied to our original problem.
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A.2 Effective correction
We return now to our original aim of evaluating the effects of the interaction
between the two polariton chains. Referring to the formalism described in
Chapter 4 we take H0 = HP+Hint as defined before, and of course the place
of V is taken by the ”off-diagonal” operator Hmix.
We note that taking into account the partition H = H+ ⊕ H− the mixing
operator takes the form
Hmix =
(
0 H+−
H−+ 0
)
(A.14)
Let’s look for example at the subspace H+. The effective Hamiltonian is
given by
H
(+)
eff = H
(+)
0 +H+−
1
E −H(−)0
H−+ ≡ H(+) + V (+) (A.15)
We can carry out the following expansion
1
E −H(−) =
∑
k
|e(−)k 〉〈e(−)k |
E − E0,−k
(A.16)
Where E can be chosen between the eigenvalues E0,+k . The energy difference
appears at the denominator, so we take the zeroth order in Ag (this means
that we throw away the ∆k’s that would appear at the denominator):
1
E − E0,−k
≃ 1
ε+ − ε− =
1
2g
(A.17)
Thus the effective interaction term becomes very simple:
V (+) ≃ 1
2g
H+−H−+ =
1
2g
Π+(Hint)
2Π+ (A.18)
here Π+ =˙
∑
n |1+〉n〈1 + |n is the projection on H+. The proof of the last
equality follows.
H+−H−+ =
(
A
2
)2∑
n
∑
n′
(|1+〉n〈1− |n+1 + |1+〉n+1〈1− |n)∗
∗ (|1−〉n′〈1 + |n′+1 + |1−〉n′+1〈1 + |n′) =
=
(
A
2
)2∑
n
(|1+〉n〈1 + |n+2 + |1+〉n+2〈1 + |n + gn|1+〉n〈1 + |n)
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where
gn =
{
1 if n = 1;N
2 if n = 2; ...;N − 1
And this last one is the expression for H2int projected on H+. So V (+) has
the effect of a correction to the local energies, equal for all sites but the first
and last, plus a second-neighbor interaction of intensity 12g
(
A
2
)2
Moreover, the correction is already diagonal for the basis |e+k 〉, as Hint itself
is diagonal on that basis. This means that inside the subspace H+ no more
correction is possible for the eigenvectors. The only way to correct them is
to allow the mixing between the two species.
The new energies are:
Eeff,+k = ε+ +∆k +
∆2k
2g
(A.19)
Proceeding in the same way for the subspace H− we obtain
H
(−)
eff = H
(−)
0 −
1
2g
Π−(Hint)2Π− (A.20)
The effective eigenvalues follow, while the eigenvectors don’t change.
E
eff,(−)
k = ε− +∆k −
∆2k
2g
; |Eeff,(−)k 〉 = |e(−)k 〉 (A.21)
Intuitively, this effective interaction has introduced in the the possibility
of processes with “two jumps“ of the single excitation, with the constraint
that at the end of the second jump the excitation belongs to its initial class.
Anyway virtual states in which the polariton changes its class while hopping
are introduced, and contribute the local properties of the two chains. A
sketch of the new processes introduced follows, from the point of view of
the upper chain. The continuous circles represent the sites that can interact
(also virtually) with the starting one.
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Process 1
Process 2
Process 3
Process 4
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