This paper studies the design of quadrature mirror lter (QMF) banks via frequency domain optimizations. A direct approach is adopted that gives the necessary and su cient condition for perfect reconstruction (PR). While analysis lter banks are designed to achieve frequency domain speci cations required for subband coding, synthesis lter banks are designed to minimize the reconstruction error in frequency domain. The criterion used to measure the reconstruction error is H 1 or Chebyshev norm (sup-norm). State-space solutions are derived for the H 1 optimization, and numerical algorithms are developed to obtain the optimal synthesis lter bank. Moreover the asymptotic PR property is established for optimal H 1 solution of the synthesis lter bank.
Introduction
A popular approach to design QMF banks is the use of polyphase decomposition, described in 11], where both analysis and synthesis lter banks are designed in terms of their polyphase components. This is referred to as indirect approach. We adopt a direct approach to the design of QMF banks without using polyphase decomposition. Although it has several disadvantages as pointed out in 11], the necessary and su cient condition for PR can be easily derived and used for the design of QMF lter banks. Moreover these disadvantages are insigni cant if the analysis lter bank and synthesis lter bank are designed separately. Indeed in practice, analysis lter banks are often designed to satisfy frequency domain speci cations required for subband coding. Additional requirement for PR may not be suitable in some applications. It is the goal of synthesis lter banks to satisfy the PR condition. If PR is not possible, then the synthesis lter bank should be designed such that it minimizes certain measure for the reconstruction error that is referred to as model matching 7, 1] .
We consider only two-channel QMF bank as shown in Figure 1 . The analysis lter bank consists of H 0 (z) and H 1 (z), and synthesis lter bank consists of F 0 (z) and F 1 (z) that are restricted to be This research is supported in part by AFOSR, ARO, and LEQSF.
causal and stable transfer functions of linear time-invariant lters. The signal x(n) is split into two frequency subbands by two analysis lters H 0 (z) and H 1 (z) according to the energy distribution of the signal x(n) in frequency domain. Each subband signal x i (n), i = 1; 2, is down-sampled by a factor of two, then coded and transmitted. In the receiver end, each subband signal is up-sampled by a factor of two. After passing through two synthesis lters F 0 (z) and F 1 (z) respectively, the two subband signals,x 1 (n) andx 2 (n), are combined to form the reconstructed signalx(n). Hence the QMF bank in Figure 1 is actually a multirate system. This system is important in subband coding of speech and digital audio application, and has been studied extensively; see, for example, 1, 4, 5, 6, 8, 11] and their corresponding references.
Ideallyx(n) is a delayed version of x(n) that is de ned as PR. However in practice PR may not be possible that would be the case when analysis lter bank is designed independent of the synthesis lter bank. We consider the design issue for the synthesis lter bank such that certain measure of the error signal e(n) =x(n) ? x(n ? d) is minimized for some d 0. This measure is taken as the energy of the error signal in worst-case over all energy bounded signal x(n). The optimal solution will be derived and numerical algorithms for computing the optimal synthesis lter banks will be developed. Compared with the results in 1] where suboptimal H 1 solutions are used for polyphase components of the QMF bank, our design algorithm is more e cient numerically and it produces the optimal synthesis lter bank with simpler solutions and lower order. Furthermore our direct approach removes the aliasing error completely while the indirect approach in 1] does not. The organization of the paper is as follows: In section 2, the design problem is formulated that is equivalent to H 1 optimization. The optimal solution is derived for the design problem and the synthesis algorithm is developed. In section 3, numerical implementation of the synthesis algorithms will be discussed by using state-space computation. In particular inner-outer factorization and optimal Hankel approximation will be presented. In section 4, two design examples, one FIR case and the other IIR case, are used to illustrate the proposed design algorithm. The IIR example is compared with its counterpart in 1]. Finally our paper is concluded with Section 5.
Design of Synthesis Filter Banks with H 1 Optimizations
In existing literatures, analysis and synthesis lter banks are often designed simultaneously. A new development is the work of 7, 1] where analysis and synthesis lter banks are designed separately.
The underlying philosophy is that the analysis lter bank be designed to satisfy the speci cation in frequency domain required for subband coding, while the synthesis lter bank be designed to satisfy the PR condition. If PR is not possible, then the synthesis lter bank should be designed to minimize the model matching error. We are motivated by the work in 7, 1] but adopt a direct approach to the design of QMF bank that establishes stronger results than those in 7, 1].
Formulation of the Design Approach
Consider the two-channel QMF bank in Figure 1 where all the lters are restricted to be both causal and stable. The input/output relation in Z-transform is given bŷ
The term involving X(?z) is called aliasing error.
De nition 2.1 A two-channel QMF bank shown in Figure 1 is said to have perfect reconstruction (PR) property if it is free from aliasing, amplitude distortion and phase distortion, i.e.,
for some c 6 = 0 and d 0.
The next theorem follows easily from the de nition, and thus the proof is skipped. 
For the QMF bank in Figure 1 , we will call 
is causal, stable, and achieves perfect reconstruction with c = 1=2 and d = 0. However, if det H AC (z) has unstable zeros, then the ideal synthesis matrix F id (z) as in (6) is either noncausal or unstable.
Because noncausal and unstable lters can not be used for real time implementation, PR is not possible for the two-channel QMF bank. In this case we seek a synthesis matrix F(z) that minimizes the covariance or the energy of the error signal e(n) shown in Figure 2 . For the ideal synthesis lter as in (6), we consider the synthesis matrix of the form
where G(z) is both causal and stable to be designed. De ne E(z) = Z(e(n)), the Z-transform of the error signal e(n) as in Figure 2 . Then substitution of F(z) into equation (1) gives 
is minimized that is termed as H 1 optimization. Such optimization is well known in the control community, and has the appealing property that it minimizes the worst-case error energy over all energy bounded input x(n). The synthesis lter bank can then be obtained according to (7) . The symbol H 1 denotes the collection of all causal stable transfer functions T(z) such that kTk 1 is bounded. We will derive the optimal solution of G(z), and thus of synthesis matrix F(z) in (7).
Optimal H 1 Solution for the Synthesis Filter Bank
Consider the transfer function T E (z) as in (8) and (9) where det H AC (z) has exactly k zeros outside of the unit circle, counting multiplicity. Then there exists a factorization det H AC (z) = P(z)Q(z); Q(z) = z ?0 + q 1 z + + q k z k q 0 z k + q 1 z k?1 + + q k z ; q 0;
where all the zeros of Q(z) are outside of the unit circle and both P(z) and 1=P (z) are causal and stable. Such a factorization is called inner-outer factorization with Q(z) inner and P(z) outer. It is noted that Q(z)Q(z ?1 ) 1 by the allpass property, and thus kT E k 1 = 1 2 kGPQ ? 2T id k 1 = 1 2 kGP ? 2T id Q k 1 ; (11) where Q = Q (z) = Q(z ?1 ), and T id (z) = cz ?d is the ideal transfer function for PR.
In what follows next, we de ne projection operators a and c , and Hankel norm that will be used to obtain our main result. For an arbitrary transfer function R(z) that is absolutely squareintegrable, there exists a power series representation
The projection operators a and c are de ned by
r(n)z ?n ; (12) where R c (z) and R a (z) are the causal and anticausal parts of R(z) respectively. For any transfer function T(z) that has continuous frequency response, its Hankel norm is de ned by 2]:
Theorem 2.3 Let det H AC (z) = P(z)Q(z) be inner-outer factorization as in (10) where Q(z) includes all the unstable zeros of det H AC (z). Then the H 1 optimal solution is given by
Proof: By (11),
where T id (z) = cz ?d , andG(z) = G(z)P(z). Since both P(z) and 1=P (z) are causal and stable, G(z)
is causal and stable if and only ifG(z) is. Thus minimization of kT E k 1 is equivalent to minimization of kT E k 1 = kG?2T id Q k 1 subject to the condition thatG(z) is causal and stable. By the de nition of c and a in (12),
where 
(n)z n ; The assumption that det H AC (z) avoids zeros on the unit circle is mild as explained in 1]. We will not elaborate further here.
Proposed Design Algorithm for the Synthesis Filter Bank
The results in the previous two subsections give a design algorithm for synthesis lter banks based on H 1 optimizations. We again assume that T id (z) = cz ?d where c > 0 and d is to be determined in the design process. The rst algorithm is based on H 2 optimization. Design Algorithm (H 1 Optimization):
Step 1: For the given analysis lters H 0 (z) and H 1 (z) and design speci cation 1 , compute det H AC (z) = H 0 (z)H 1 (?z) ? H 1 (z)H 0 (?z).
Step 2: Compute inner-outer factorization det H AC (z) = P(z)Q(z) where Q(z) is allpass function of the form in (10) that contains all unstable zeros of det H AC (z).
Step 3: Compute the optimal H 1 performance index: 2k a T id Q ] k H .
Step 4: If 2k a T id Q ] k H > 1 , then increase d and go to Step 3; Otherwise go to Step 5.
Step 5: Compute G(z) according to (14) and set synthesis lter bank according to (7) .
Although the algorithm seems straightforward, its numerical implementation with good numerical property and e ciency is not that simple. In the next section we will study the computational issue involved in each step of the proposed design algorithm in detail.
3 State-space Computation H 1 optimization is developed in the control community using state-space computation tool. We will discuss numerical implementation for each step of the proposed design algorithm with state-space realizations as well. It should be clear that the proposed algorithm can be implemented without statespace computation. But state-space method does improve numerical property of the computation if realizations are suitably chosen.
State-space Realizations
We begin with state-space realization for the analysis matrix H(z) as in ( 
Inner-outer Factorization
Since The problem with the procedure from 12] is that the inner, or allpass factor Q(z) has the same order as det H AC (z), instead of k. In the rest of the subsection, we will seek a minimal realization of Q(z). We summarize the derivation for inner-outer factorization as follows:
Algorithm for Inner-Outer Factorization:
Step 1: Obtain (A; B; C; D), a realization of T(z) according to (17) and (18).
Step 2: Find a unitary matrix U such that A = UAU has the form in (21).
Step 3: Compute the solution Z for the Lyapunov equation in (23).
Step 4: Compute K u as in (25) and obtain M(z) and Q(z) as in (26).
Step 5: Compute X as in (24) and set K = ?(I + B XB) ?1 B XA.
Obtain the outer factor P(z) = 1=N(z) where N(z) has the form in (20).
Computation of Hankel Norm
In this subsection we consider computation of the Hankel norm of a 2T id Q ], and its optimal Hankel norm approximation. Since M(z) and Q(z) are allpass, Algorithm for Optimal Hankel Approximation:
Step 1 
Step 3 
where U is a unitary matrix satisfying B 1 = ?C 1 U and ? = 2 ? 2 I.
Step 5: Transform the continuous realization (Â;B;Ĉ;D) back to a discrete realization using the bilinear transform:
A This example is the same as Example 3 of 1] where H 0 (z) is the bilinear transformation of a fth-order analog elliptic lter (without prewarping) with cuto frequency 1 rad/s. Thus H 0 (z) is a fth-order lowpass lter with cuto frequency =2. Taking H 1 (z) = H 0 (?z) implies that H 1 (z) is a fth-order highpass lter. The left plot of Figure 4 shows the magnitude Bode plots of H 0 (z) and H 1 (z). With the same 2% speci cation for the reconstruction error over all frequency range, the time delay d = 47 is required when using H 1 optimization algorithm proposed in this paper. Both orders of F 0 (z) and F 1 (z) are 68, compared to the order of 101 in 1]. Again, balanced model reduction is carried out to G(z) that reduces the orders of the synthesis lters to 55 without notable distortion for the reconstruction error, and to 51 without violating the 2% speci cation for the reconstruction error. The magnitude Bode plots of the reduced synthesis ltersF 0 (z) andF 1 (z) are shown in the right plot of Figure 4 . 
Conclusion
This paper proposes a direct approach to the design of QMF bank using H 1 optimization techniques. E cient algorithms are derived using state-space tools that can be implemented with MATLAB. The advantage of the design method proposed in this paper lies in three aspects. First, one can design the analysis lters with regard to coding of the input signal, then design the synthesis lters for good reconstruction. Second, one can design QMF lter banks without using polyphase decomposition, leading to more e cient design algorithms, and numerically more reliable results. Third, the design method in this paper, as well as that in 1] uses many well known results from control eld that greatly reduces the di culty for the design of QMF lter banks. Therefore, the design approach in this paper provides an alternative to the popular indirect design methods. As a nal comment, it is noted that results developed for the two-channel QMF banks in this paper can be generalized to multi-channel QMF banks that is currently under study by the authors.
