Sentiment Analysis has recently been considered as the most active research field in the natural language processing (NLP) domain. Deep Learning is a subset of the large family of Machine Learning and becoming a growing trend due to its automatic learning capability with impressive consequences across different NLP tasks. Hence, a fusion-based Machine Learning framework has been attempted by merging the Traditional Machine Learning method with Deep Learning techniques to tackle the challenge of sentiment prediction for a massive amount of unstructured review dataset. The proposed architecture aims to utilize the Convolutional Neural Network (CNN) with a backpropagation algorithm to extract embedded feature vectors from the top hidden layer. Thereafter, these vectors augmented to an optimized feature set generated from binary particle swarm optimization (BPSO) method. Finally, a traditional SVM classifier is trained with these extended features set to determine the optimal hyper-plane for separating two classes of review datasets. The evaluation of this research work has been carried out on two benchmark movie review datasets IMDB, SST2. Experimental results with comparative studies based on performance accuracy and Fscore value are reported to highlight the benefits of the developed frameworks.
Introduction
An opinion is a viewpoint or judgment about a specific thing and it acts as a prime influence on the decision-making process of an individual. The belief and choice of people are always dependent on how others see and evaluate the world. Therefore, the opinion holds high values in many aspects of life. Sentiment Analysis (SA), also known as Opinion Mining (OP) is a relatively young and multidisciplinary research field [1] [2] that has been placed at the heart of Natural Language Processing (NLP). Researches on sentiment analysis are growing to a great extent and attracting wide ranges of attention from academics and industries as well. Understanding emotions, analyzing situations and sentiments linked with it, is human's natural ability. But how to empower the machines to do the same thing remains as a very crucial and important question to be explored and answered. Sentiment analysis offers a huge scope ineffective analysis of the attitude, behavior, likes, and dislikes of an individual's towards entities such as products, services, events and topics, and their features. This field is widely appreciated by researchers due to its dynamic range of applications in numerous fields. There are several areas such as marketing; politics; news analytics, etc are benefited by the result of Sentiment Analysis.
The maximum number of research works related to Sentiment Classification has been approached through either Lexicon-based methods or Machine Learning methods. The former category doesn't require any prior training dataset it performs the task of identifying a list of words, phrases that consist of semantic value. It mainly concentrates on patterns of unseen data. The second category or Machine Learning method involves training of models on specific documents by employing the supervised and unsupervised method. ML classification model comparatively performs well on the dataset for which they have been designed, but to achieve a maximum level of performance, a huge volume of training data is required.
The performances of maximum Machine Learning algorithms [3] are determined by estimating how accurately the features are recognized and pulled out. Feature engineering is the task of placing domain knowledge to transform raw data into a feature vector. This process is complicated and time-consuming. In the case of Traditional Machine Learning, this feature engineering process becomes complicated and expensive in terms of time and expertise [4] . Moreover, handcrafted features are basically domain-specific and need to be altered for being applied to a different domain. Therefore, Deep Learning [5] strategy has been utilized in this paper to address the aforesaid issue. The basic fundamental of deep learning technique is to automatically learn a complex feature representation from big data, rather than accepting manually crafted features. A deep learning approach demands a huge volume of data with very little engineering by hand to achieve impressive classification accuracy in comparison with traditional Machine Learning approaches.
The deep-learning approach, especially CNN have been achieved a lot of success in the domain of image processing [6] . The topology provided by the image dataset is specifically constructed with the lattice of pixels and Deep Learning is suitable on that framework. On the other hand, very few researches in the text review domain have portrayed CNN architecture as the most relevant feature extractor. The previous work [7] [8] [9] mainly exploits traditional CNN as a sentiment classifier for polarity detection. In this research, we have implemented two different approaches to sentiment analysis. Firstly, the employment of CNN as a feature extractor is encouraging to the visualization of features within a large dataset, since the CNN architecture is quite expert in learning the hidden semantics from a large corpus of review sets. Next, it switches softmax to a more strong and reliable classifier SVM [10] , which is simple but convenient for classification tasks by considering negative loglikelihood as the loss function. Our contribution mainly pointed on the following:
•
To explore the feasibility of a convolutional neural network as a feature extractor for text classification of review dataset while most of the researchers utilized the feature learning capability of CNN for image classification.
• To improve the performance of deep learning techniques, we integrated the deep features with optimized BPSO features based on traditional surface approaches. The method binary PSO possesses immense abilities to explore a large search space and rarely falls into local optima thus making it a nice choice for feature selection.
We implemented a hybrid model of CNN with traditional classifiers SVM, which learns CNN features including word embedded and optimized feature set from binary PSO. The effectiveness of our proposed models, i.e. CNN-SVM is evaluated on the datasets of movie domain.
Traditional CNN architecture is a combination of one input layer, convolution layer as a feature extractor next the dimension of features are reduced by max pooling layer and the at last, a fully connected layer which can be utilized as a classifier of this network. However, we proposed SVM [11] [12] as a more powerful and secure classifier than softmax to perform the sentiment classification task. In this research, we exhibit a trivial but stable improvement in resulting accuracy by replacing a softmax layer with a nonlinear SVM classifier. The proposed approach to incorporate an additional optimized features vector with CNN features is more vigorous than applying CNN features or optimized feature set alone.
The rest of the paper is constructed as the following: Section 2 consists of the existing literature that can connect to our approach. Section 3 explains the methodology in detail regarding the implementation of the proposed classification algorithm. Section 4 presents the detailing of text representation 'Word Embedding' technique. Then Section 5 describes the training procedure of the Convolutional Neural Network (CNN) and Classification Model respectively. The particulars about experimental results are expounded in Section 6. And finally, Section 7 concludes with a discussion of the proposed method with ideas on future steps.
Literature Survey
After the tremendous success in the field of computer vision, image classification, pattern recognition, deep neural models also gradually changed the scenario of the research field based on the review dataset. Sentiment Analysis of review data on multiple domains aims to understand the sentiment of documents automatically using a Deep Learning framework. Kim, 2014 [13] presented a method to catch the non-linear structure of data for sentence classification using the CNN classifier. The proposed architecture was consists of the layers including pre-trained word embedding, convolutional with n filters, max-pooling, and a fully connected softmax layer. The author describes a simple modification to the architecture with "multi-channel" of word embeddings, which enables us to use both task-specific vectors as well as a pre-trained vector. In this case, the word vectors in only one channel are fine-tuned at once by backpropagation training while the other is kept static. The experimental outcomes reported the potentiality of the method on the multi-domain dataset (movie reviews and product reviews). This existing work suggested pre-trained vectors can be used as "universal" feature extractors in other NLP related tasks. They have tested their model with various standard datasets on different domains of the movie (MR, SST-1, SST-2), product (Customer review) and question-answering (TREC, MPQA).
Shared Task on review dataset from the product (laptop) and Hotel (restaurant) domain. They achieved the highest F-score of 81.96% for the laptop and 72.42% on the restaurant dataset.
The researchers [18] applied the fast processing strategy to reduce the feature by completely removing the redundancy based on a hybrid binary PSO algorithm with rough set theory. These methods are evaluated on three standard datasets such as colon cancer, lymphoma and leukemia data with correct classification score is reported as 91.33, 93.75 and 93.05% respectively. The authors [19] have suggested a novel architecture by employing a Convolutional Neural Network for identifying contextual information. The outcomes of this investigation have defeated the traditional SVM and Naive Bayes models with an accuracy of 83.1%, 63.9% and 67.8% consecutively.
Yang et al. [20] compared the performance of three Machine Learning models, namely: Convolutional Neural Networks (CNN), Support Vector Machine (SVM) and Random Forrest (RF) by utilizing pre-trained word embedding for feature representation in the clinical domain. They applied rule-based NLP algorithms to automatically generate weak labels and create large training datasets. The outcome indicates that CNN outperformed all other classifiers.
According to the investigation by Poria et al. [21] , the CNN model has been employed to extract sentiment, emotion and personality features for sarcasm detection. They have proposed a CNN-SVM hybrid scheme, where they fed the extracted features from the fully connected layer of CNN to the classifier SVM for the endmost classification result. The authors also performed Multimodal Emotion Recognition [22] based on CNN architecture. The researchers [23] proposed a comparative study between feature selection based approach and deep learning method based approach to perform document-level sentiment classification. The investigation is conducted based on combined feature sets including word embedding features and selected BOW features. The author evaluates their approach with one traditional classifier SVM and three different deep learning models such as s CNN, LSTM [24] and long-term RCNN on four different datasets. The result indicates a deep learning model that performed best in three out of four datasets. They also reported that Deep Learning models are more suitable with fine-tuned word embedded features.
Methodology
The main focus of this chapter is to investigate the performance of the Deep Learning method with a feature set generated from Deep Neural Network. Thus, the properties of CNN and SVM complement each other in such a way that their advantages are combined. A general overview of the proposed framework is summarized into several steps with a. Data Collection: We used two publicly available datasets that provide user reviews and rating information. The two datasets used for Classifications are as follows:
• The first dataset is an Amazon Product review database, which contains millions of product reviews and metadata from Amazon.
•
The second dataset is a movie review dataset Stanford Sentiment Treebank SST2 and IMDB to evaluate the performance of proposed model and compareing the results with existing baseline model.
b. The review dataset is then esteemed for the process of feature selection and extraction. We train CNN by using SGD with a backpropagation algorithm to extract high-level feature vectors from different layers.
c. We have carried out further experiments with a set of merged features. We employed the BPSO feature selection method to generate the most relevant optimized features vector.
d. Training of SVM classifier with the output of the top hidden layer of CNN along with optimized binary PSO features. In our approach, CNN not performed both feature extraction and classification within a single network structure. We have applied the SVM classifier to perform sentiment prediction or classification based on training with the above mentioned combined feature set.
Algorithm 1. Algorithm for the proposed approach
Input: Two Movie datasets IMDB and SST-2: Training, validity, Testing; Consider stopping criteria: 0 Output: Classification result with Prediction and achieved F-score based on two polarities i.e., positive and negative with achieved accuracy. 
Word Embedding Model
Two most prosperous text representation models based on the word embedding techniques are Continuous bag of words (CBOW) and the Skip-gram model. In this research, we have applied the CBOW word2vec model [25] to learn vector representations. The CBOW model aims to predict the current word concerning the average of the context word vectors. But in the case of the Skip-gram model, the prediction of the surrounding words in a sentence is based on the given current word. The optimal word embedding with the highest probability of prediction accuracy for a given window size is proposed by these two word2vec models. In comparison with the skipgram model, the CBOW model is several times faster, which has allowed training models on large corpus quickly with better accuracy [26] for the more repeated terms. On the other hand, the skip-gram model works well with a small amount of training data.
As mentioned earlier, the CBOW model is used to predict the current word with respect to the average of the context word vectors. Each word or term of text is mapped to a corresponding vector that is placed as a column in a matrix. The input layer of the proposed model is embeddings of neighboring words and further these words are concatenated at a hidden layer to be used as features for determining the target word in a given sentence. We have developed our own word embedding model by applying the word2vec algorithm with a CBOW model (Fig: 2 ) on a large dataset composed of movie reviews [27] , i.e. IMDb and SST2. We investigate the effect of using word embedding with CNN models. For individual term or word in a sentence of input, we acquired a vector representation of a particular dimension that have fixed to 200. (Output word matrix) Mj ϵ RN*V: The weight matrix from the hidden layer to the output layer, we use Mjw to represent the column (output vector) for word w.
At initially, we need to generate word vectors as the representation of input context words ((w(c -x),….,w(c-1), w(c + 1),…..,w(c + x)) of size x. Next, CBOW model attempts to predict w(c) as the center or target word. One hot vector for each word is needed to embed input context words. We have one hot word vector C (=2x) and now the size of input layer becomes [C*V]. Thereafter, we multiply them with input matrix Mi for getting embedded words of dimension N [V*N]. Now we can estimate the hidden layer output by multiplying hidden layer input with matrix Mj and the size of score vector we obtain is [N*V]. The new score vector is denoted as 's'. Finally, this new score vector 's' is extracted from the fully connected layer.
Ensemble of Features (CNN features + BPSO features)
This work aims to apply a straightforward method to combine deep features as well as an optimized feature set at the classification level. Hence, the composition of two feature sets carried out more knowledge which helped in achieving better performance than an individual can obtain.
CNN Features
Proper feature selection is an essential task to enhance the result of the sentiment classification process. The performance of the classifier mostly depends on the feature set, if features selection performs well then the simplest classifier may also give a good F-score through training.
The proposed Convolutional Neural Network architecture has been exploited as a feature extractor to extract more meaningful, generalizable and abstract features. CNN performs reasonably well in capturing the relevant lexical and syntactic features on its own. We briefly describe the set of features that we use for building different models as follows.
• Word Embeddings: The embedded features have captured through the CBOW model at word embedding layer on CNN. The resulting representation of CNN architecture is then used to feed the classification model. According to the word embedding dictionary, each word has been encoded as a 200-dimensional vector. The words that were not found in the word embedding dictionary some random vectors have been used in that space.
BPSO Features
We obtained another optimal subset of features by applying BPSO [28] a meta-heuristic algorithm. The binary PSO is the extended version of the stochastic optimization technique Particle Swarm Optimization (PSO). The primitive PSO technique [29] is chiefly prototyped for solving the global optimization problems by finding a good set of solutions in continuous space. PSO established with a crowd or a swarm of random particles, where each particle is associated with a velocity. Every time the particles have a tendency to search for best global optima by updating the velocity of each particle based on their positions moves towards the best search space. Every particle keeps a record of two best positions i.e., one best (pBest) position is that the particle ever traversed and another is the global best position (gBest) i.e., the position encountered by any particle so far in the whole population. Hence, a particle's velocity and position were updated as follows:
ViNew ← w*ViCurrent +c1*Rand*(PBest -XiCurrent ) + c2*Rand*(GBest -XiCurrent )
XiNew ← XiCurrent + ViNew (2) Where, ViCurrent and XiCurrent are indicating the current velocity and position of particle i respectively. Rand returns the randomly generated numbers. W represents the 'inertia weight' and c1, c2 are the learning parameters.
The traditional PSO is designed to solve the real-number optimization problem. Therefore, Kennedy and Eberhart have proposed BPSO by extending the original PSO to tackle the binary numbers or discrete problems. In the case of BPSO, the velocity becomes a probability to determine whether the particle's position component is in state 1 or state 0. The normalized function which we used here is a sigmoid function S to transform all the values of velocity in real number to a binary range.
The aforementioned equation (2) that we used to compute the velocity of particles and the positions of a particle can be updated as follows:
Where, the 'Rand' numbers for BPSO belongs to {1, 0}, if the 'Rand' is less than S (VI) of velocity, then Xi is set to be 1, otherwise, it's set to be 0.
Training of CNN as Feature Extractor

Architecture of CNN
Convolutional Neural Network is the extension of the traditional MLP network, which is more relevant with a combination of convolutional filter layer; pooling layers and classification layer etc. CNN is composed of multiple layers with several shared parameters [30] . Each layer performs a specific task of alternating its input into useful representation. In this proposed architecture ( Fig. 3) , CNN computed word embedding and sentence feature extraction concurrently. We consider the sentence "The cast in the movie is also fantastic," as an example to explain how the architecture works to extract the features from review sentences.
•
The first layer is called the embedding layer, every word in the sentence is encoded as a word vector, which has already been defined in the previous section. Suppose, we represent a vocabulary size by |V| with word dimension N and then the embedding matrix can be defined as WE ∈ RV×N. According to our example 'The cast in movie fantastic', the correlating indexes, such as 1st, 6th, 10th, 13th, and 15th are selected for sentence representation. • The convolutional layer consists of multiple learnable filters utilized to extract local features from input layers and builds a feature map. The idea behind convolution is to take the dot product of a vector of specific weights. Convolution operation involves a filter of Wi ∈ R4×d employed with window size x=4 as follows:
Where, wj indicates the d -dimension of a word and n represents the size of the sentence. Wi(i=1,2….,k) defines the weight of the convolution mask and k denotes the number of filters. g(*) is considered as the non-linear activation function.
To produce the feature map as an output of each convolution hidden layer, a non-linear function 'ReLU' has been used for this purpose. This function is applied with each possible window of words in the sentence {w1:x,, w2:x+4,…,wn-x+1:n} to generate a feature map. Therefore, we obtain k feature maps of n values at this convolutional layer. The convolution operation over the sentence pursues abstract representations of the phrases equipped with implicit semantic information. At each successive layer, this information spans due to an increasing number of words and the entire sentence. CNN combines the words using several hidden layers to extract the global features for the whole text.
• Next, we employed a max pooling over the feature map to capture the most important feature with the highest value and the maximum value for each particular filter that can be considered as
This layer passes the most significant features with max value to the next layer by applying a maximum pooling operation. Thus POOL layer helps in reducing the feature size as well as trainable parameters (down sampling) within the model.
After conventional and pooling layers, we must add one fully-connected hidden layer with a set of neurons. These neurons have a full connection with all neurons in the proceeding layer. These hidden layers determine a specific output by summarizing the weight of previous layer features.
Stochastic Gradient Descent Optimization
The Stochastic Gradient Descent (SGD) algorithm [31] is the most basic optimization method. It minimizes a differentiable objective function by iteratively updating the parameters based on its gradient until an absolute maximum is obtained.
In this segment, SGD algorithm has been used for optimizing parameters (updating weights) of the CNN. The error E is can be minimized with respect to the weight w and the weights wt are updated via the gradient g= for every randomly selected sample from the training dataset and the mathematical representation of the update process is as follows:
Where wt-1 represents the parameters before the updating, J(w t−1 , , ) determines an objective function (loss function) for one sample xi with label yi. The letter ƞ indicates the learning rate. The values of hyper-parameter ƞ should be provided by the user, and it must be select carefully within 0 to .001. By executing several SGD functions this ƞ value will be redefined. If the learning rate is too small, then gradient descent may take a very long time to converge and if the rate is too high, then the optimizer can overshoot the minimum, in other words, the minima can be missed through-out the iterations. According to previous studies, training is more reliable with a low learning rate.
Training of Classification Models
In this study, we present a fusion model CNN-SVM to perform Sentiment Classification. The supremacy of this approach is to utilize the merits of two classifiers to the fullest by merging the possibilities of the Convolutional Neural Network (CNN) with superior classifiers Support Vector Machine (SVM).
CNN-SVM
In this chapter, it has been propounded to present CNN as a trainable feature extractor instead of a sentiment classifier. By having filters with a confined size, CNNs implement so called local receptive fields. Contrarily, in simple dense layer architecture, all data points would be treated on the same footing and the spatial information would be lost. Creating a network that can take into account the spatial structure of the input data was the main reason behind the invention of CNNs. The implemented feature extraction produces a long vector that is fed into a supervised Machine Learning classifier SVM rather than Softmax classifier. Softmax is a function, a generalization of the binary form of Logistic function and that makes a big difference with the SVM classifier. Another major gap between Softmax and SVM exists in their objectives that are parameterized by all of the weight matrices.
SVM is effortless in addition to being one of the most efficient classifiers that mainly focus on binary classification (fully separation between two classes), while Softmax assigns the decimal probabilities to each class. Softmax layer is used for tuning the parameters by minimizing cross-entropy or maximizing the log-likelihood, whereas SVM tries to catch the best accessible surface to make a separation between positive and negative training samples based on empirical risk (training set and test set error) minimization principle.
Experimentation
This section exhibits the results of the experiments that have worked out to evaluate the performance of the proposed hybrid models. The experimental outcomes have reported that the hybrid model makes the best achievements on both feature extraction and polarity detection performance in comparison with some previous literature.
Experimental Datasets
In the previous chapter, we have already provided a detailed description of the dataset, which is utilized to judge the efficiency of the proposed model. These datasets belong to the movie domain, namely IMDb and SSTb. The review data of the movie domain considered as an ideal large scale dataset to train the Neural Network model.
•
Indian Movie review Database (IMDb):
The IMDb dataset was first introduced by Mass et al. [32] as a benchmark movie domain database to perform Sentiment Analysis. It is a document-level Text Classification dataset http://www.cs.cornell.edu/people/pabo/ consisting of 50,000 binary (positive and negative) labeled movie reviews, which are equally separated into training and testing sets. The class distribution with each subset of data is balanced. In the case of validation, 10% labeled training has been utilized. The key feature of this review dataset is that each review is composed of several sentences.
•
Stanford Sentiment Treebank (SSTb):
The SSTb corpus was utilized for the first time by Pang et al. [33] for Sentiment Analysis research. The extension of this SSTb as a benchmark dataset was used by Sochar et al [34] . It composed of 11,855 samples from the movie review site Rotten Tomatoes, where each review holds a single sentence https://nlp.stanford.edu/sentiment/ . The database SSTb was separated into three different sets, specifically sentences 8544, 2210, 1101 are utilized for training, testing and validating respectively. An individual sentence is explained by the following 5 sentiment scales: negative -0, somewhat negative -1, neutral -2, somewhat positive -3 and positive -4. The extended version SST-2 dataset considered only binary labeled reviews (positive and negative).
Experimental Setup
We implemented our proposed model based on Python module, which is a generic toolkit consisting of a large number of the most efficient and useful tools for high-performance Deep Learning analysis. We applied keras 2.0.4 with tensorflow backend for the training and classification of CNN. Keras, running on top of Tensorflow, is a high-level open source Neural Networks API compiled through Python. In our research, this Deep Learning library wrapped with tensorflow well suited to the training and testing of CNN since the main focus of keras is to allow fast prototyping and experiment. Keras has the potential to execute on both CPUs and GPUs without any restrictions. We installed keras in windows 7 using pip after the installation of tensorflow open source library.
Traditional Machine Learning classifiers SVM has evaluated in this work. After the implementation of CNN, we have a large feature space from movie review datasets, which are incorporated in python package. Especially, we have used scikit-learn module with NumPy 1.8.1, SciPy 0.14.0 python library to intensify and enlarge the core python potentiality. For SVM models, in our experiment, we considered grid search method with 10-fold cross validation to optimize the parameters Cost (C) and gamma (γ) of RBF kernel function. As mentioned, based on 10-fold cross validation results, the grid-search successfully found the optimal pair of both parameters from various pairs of (C, γ) value.
In this work, we first trained the CNN classifier for a limited number of epochs such as from 0 to 50. The result shows that CNN generally extracts better features at increasing epochs. The performance of CNN is booming according to epoch. CNN with 0 epoch indicates that CNN has not been trained yet. During the training phase of CNN, the optimization function normally computes the gradient value, which is the partial derivative of the loss function in respect of weight. The weight value must be revised in the opposite direction of the gradient.
Result Analysis and Discussion
Parameter (filter size and hidden units) Optimizing for training CNN
The selection of the optimal number of units in the hidden layer is very important because it impacts the performance of the proposed models.
The selection of the optimal number of hidden units mainly depends on the type of Neural Network model, the complications of the learning task, and up to a certain extent the number of training and testing samples. But, there are no exact rules to take a deceision about the number of hidden layers and the quantity of neurons in each layer should be present.
Therefore, we have to try different combinations. We have finely tuned the parameters Filter and Hidden unit (the product of these two represent the size of the feature vector as an outcome of the pooling layer) through this experiment. The number of hidden neurons in each layer is gradually increased until performance saturates due to over-fitting. In this experiment each hidden layer, we consider a different number of hidden units (i.e., n=100/150/200/250/300). In this experiment, a large gap between training and validation accuracy occurred after 40 epochs and that may indicate the presence of overfitting. The highest accuracy on validation data was found to be 89.1%, corresponding to a training accuracy of 95.4%.
Performance of Traditional classifiers with CNN features
The resulting values obtained by the confusion matrix with other evaluation parameters, including precision, recall, and F-measure values after classification using SVM classifiers are shown in Table 2 and Table 3 for IMDb and SST2 dataset respectively. 
Classifier IMDB (Movie domain) Precision Recall F-
Performance of different Base models
We compare our proposed model with the following baseline methods.
•
SVMBASE:
A traditional SVM based model that can absorb all kinds of features.
• : This is a fundamental CNN based model. Word embedded features have been utilized for training and evaluating the proposed framework. The experiments which we have organized produce the individual performance regarding Sentiment Analysis of each base classifier on two different domain datasets and all the results of the proposed approach are exhibited in Fig 5. The outcomes of the proposed model − with IMDB dataset beat the performance of six baseline methods. The model CNN-SVM with the combined feature vectors achieves accuracy of 92.03% and 90.25% for the datasets IMDB and SST-2 respectively. In case of movie domain, the results impressively outperformed the baseline method SVM and CNN by +8.74% and +5.62% respectively. The result indicates positive in favor of CNN feature set. However, when we use the combined features set, CNN alone can't beat the proposed model with reduced accuracy -2.56% for IMDB and -4.28% for SST-2 dataset. 
Generalization of the model
Generalization is the potential of a Machine Learning trained model to correctly predict data samples that were not exploited for training. A worthwhile performance of the generalization method has been considered as a key target of any learning algorithm. To test the generalizability of the models, we have trained our framework on a complete IMDb dataset and tested on the SST2 dataset ( Fig. 6) . Then we train SVM binary classifiers with the extracted features based on training and testing splits to demonstrate the generalizability of the model with respect to the movie genre. If a classifier trained on one of the genres performs poorly on the others, then there might be a reason to believe that sentiment can have genre-specific qualities. This generalization better indicates the differences across two datasets by showing how well a model trained on one dataset can predict the positivity or negativity in reviews from other datasets. However, our results exhibit that, at least for movie genres, there are slight differences in performance on the different review datasets.
Comparison with base and state-of-the-art methods
This section compares ( Table 4 ) between the accuracy of the proposed approach with other existing approaches considering the datasets from the movie review domain. There are two main key aspects of our proposed architecture which make these models very potential to outperform state-of-the-art approaches. First, we applied Convolutional Neural Network architecture which consists of linear and nonlinear filters that can fit the data in a better way than a linear model. Second, the concatenation of CNN word embedded features along with negation features can beat the performance of a state-of-the-art method that uses either word embedded features or handcrafted features.
It is generally difficult to directly compare with the related studies, because the processing techniques, selection methods and classifiers applied are different for most of the cases in different domains. Therefore, we select all those studies related to the same domain and other domains also for comparison. In particular, those state-of-the-art methods have selected for evaluation must be considered Deep Neural Networks with traditional ML classifiers for their experiments. The trained CNN model as a feature extractor performed very well on a variety of classification tasks. In [13] , the researchers have reported that simple CNN with static vectors and minimum tuning of hyper-parameters achieved good performance on multiple datasets. They added learning task-specific vectors improved the results with a high accuracy of 89.6. For movie review datasets we carried out 5 fold crossvalidation and we got the best F-score value 93.53 with this IMDb dataset. As shown in Table 4 , the methods by Liu et al. [36] performed with the highest accuracy 91.2 for IMDb dataset. On the contrary, our proposed models produce a quite impressive performance on this dataset by achieving the highest accuracy of 92.03%.
Reference
The performance of the proposed approach has been compared in Table 5 with previous research works that are used the same method on a different domain. The author [12] proposed Our work is philosophically similar to the work presented in [38] . They employed a pre-trained CNN classifier on the image dataset as a feature extractor and the extracted features are incorporated as training input to SVM and RF classifier. In contrast to other existing literature, they considered lower layer features instead of using features from a fully connected layer alone. This classifier has been chosen due to its superior performance over a single decision tree with the ability to rank the attributes according to their predictive importance.
Conclusion
This paper aims to explore the effectiveness of our proposed hybrid deep learning framework to perform movie and product reviews based on sentiment classification. We first utilized Convolutional neural network CNN to learn word embedded feature vector and after that combined this CNN features with an external optimized feature vector. This work exploits the effectiveness of the ensemble of traditional sentiment classifiers and the combination of sentiment-embedded feature vector along with handcrafted optimized features. In order to generate an external feature set, we applied a feature selection wrapper method, BPSO. Finally, the combined feature set fed to SVM classifier and our proposed models detects the polarity of sentiments for various datasets from two different domains such as movie and product reviews. Furthermore, we defined various deep learning baseline models to evaluate our proposed models. For evaluation purposes, we considered two movie domain datasets. The outcomes of our proposed model provide competing accuracy and F-score in comparison with the baseline model as well as a state-of-the-art model. According to our knowledge, very limited approaches exist in the domain of sentiment analysis, considered to combine the traditional and deep learning methods into a similar frame. Therefore, our proposed novel ensemble learning methodology of aggregating the feature learning capability of CNN and the merits of traditional classifiers is an important contribution to the area of empirical natural language processing. The combined approach of CNN with SVM outperforms the base classifiers, while some limitations were also found in applying of CNN classifier as follows.
• To reduce over-fitting caused by the small amount of data, the architecture of CNN needs a huge dataset for training purposes. However, sometimes it is very difficult to find large labeled datasets on the internet.
