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We present the results of our final analysis of the full data set of gp1 (Q2), the spin structure function of the
proton, collected using CLAS at Jefferson Laboratory in 2000–2001. Polarized electrons with energies of 1.6,
2.5, 4.2, and 5.7 GeV were scattered from proton targets (15NH3 dynamically polarized along the beam direction)
and detected with CLAS. From the measured double spin asymmetries, we extracted virtual photon asymmetries
A
p
1 and A
p
2 and spin structure functions g
p
1 and g
p
2 over a wide kinematic range (0.05 GeV2 < Q2 < 5 GeV2 and
1.08 GeV < W < 3 GeV) and calculated moments of gp1 . We compare our final results with various theoretical
models and expectations, as well as with parametrizations of the world data. Our data, with their precision and
dense kinematic coverage, are able to constrain fits of polarized parton distributions, test pQCD predictions for
quark polarizations at large x, offer a better understanding of quark-hadron duality, and provide more precise
values of higher twist matrix elements in the framework of the operator product expansion.
DOI: 10.1103/PhysRevC.96.065208
I. INTRODUCTION
Understanding the structure of the lightest stable baryon,
the proton, in terms of its fundamental constituents, quarks
and gluons, is a long-standing goal at the intersection of
particle and nuclear physics. In particular, the decomposition
of the total spin of the nucleon, J = 12 , into contributions
from quark and gluon helicities and orbital angular momentum
still remains an open challenge 30 years after the discovery
of the “spin puzzle” by the European Muon Collaboration
[1]. Although deep-inelastic electron and muon scattering
(DIS), semi-inclusive DIS (SIDIS), proton-proton collisions,
deeply virtual Compton scattering (DVCS), and deeply virtual
meson production (DVMP) have all been used to understand
nucleon spin, inclusive polarized lepton scattering remains
the benchmark for the study of longitudinal nucleon spins.
The inelastic scattering cross section can be described in the
Born approximation (1-photon exchange) by four structure
functions (F p1 ,F p2 ,gp1 , and gp2 ), all of which depend only
on Q2, the 4-momentum transfer squared, and ν, the virtual
photon energy. Two of these, gp1 and g
p
2 , carry fundamental
information about the spin-dependent structure of the nucleon.
The status of the world data for gp1 and g
p
2 and their theoretical
interpretation are reviewed in Refs. [2,3].
The new experimental data from Jefferson Laboratory
(JLab) reported in this paper expand significantly the kinematic
*Present address: Idaho State University, Pocatello, Idaho 83209,
USA.
†Present address: University of Glasgow, Glasgow G12 8QQ,
United Kingdom.
‡Present address: INFN, Sezione di Genova, 16146 Genova, Italy.
range over which gp1 for the proton is known to high precision.
In particular, data were collected down to the rather small
Q2 ≈ 0.05 GeV2, over a wide range of final-state masses, W ,
that include the resonance region (1 GeV < W < 2 GeV)
and part of the DIS region (2 GeV < W < 3 GeV with
Q2 > 1 GeV2). The DIS data can serve as a low-Q2 anchor
for the extraction (see Ref. [4]) of polarized parton distribution
functions (PDFs) within the framework of the next-to-leading-
order (NLO) evolution equations [5–7], and they can be used
to pin down higher twist contributions within the framework
of the operator product expansion (OPE) [8–10]. They also
can test various predictions for the asymptotic behavior of
the asymmetry Ap1 (x) as the momentum fraction x → 1.
The data in the resonance region reveal new information
on resonance transition amplitudes (and their interference
with the nonresonant background), and they can be used to
characterize the transition from hadronic to partonic degrees
of freedom as Q2 increases (parton-hadron duality). Finally,
various sum rules that constrain moments of gp1 at both high
and low Q2 can be tested.
All data presented in this paper, referred to as the EG1b
experimental run, were collected with the CEBAF Large Ac-
ceptance Spectrometer (CLAS) [11] in Jefferson Laboratory’s
Hall B during the time period 2000–2001. Previously, a smaller
data set in similar but more restrictive kinematics was obtained
with CLAS in 1998; those proton and deuteron results were
published in Refs. [12,13], respectively. The present data set
was taken with beam energies of 1.6, 2.5, 4.2, and 5.7 GeV on
polarized hydrogen (15NH3) and deuteron (15ND3) targets. The
results on the deuteron are presented in Ref. [14]. Preliminary
proton results from the highest and lowest beam energies were
published previously [15–17]. The present paper includes,
for the first time, the full data set collected with CLAS in
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2000–2001 on the proton and summarizes all details of the
experiment and the final analysis.
The first data on spin structure functions at lowW , including
the resonance region, and at moderate Q2, were measured at
SLAC and published in 1980 [18], followed by more precise
data published by the E143 Collaboration in 1996 [19]. A
comparable data set to the one presented here, covering a wide
kinematic range, was collected for the neutron, using polarized
3He as an effective neutron target and the spectrometers in
Jefferson Laboratory’s Hall A [20,21]. A more restricted data
set on the proton and deuteron at an average Q2 of 1.3 GeV2,
covering the resonance region with both transversely and
longitudinally polarized targets, was acquired in Jefferson
Lab’s Hall C [22]. Precise gp1 and gd1 data from the CLAS
EG1-dvcs experiment were published recently [23]. These
results provided measurements of these structure functions
at Q2 > 1 GeV2, giving results at higher x than accessible
in EG1b; results from EG1b in this publication complement
these results by improving the precision of gp1 at lower Q2 in
and near the resonance region.
In the following, we introduce the necessary formalism and
theoretical background (Sec. II), describe the experimental
setup (Sec. III), discuss the analysis procedures (Sec. IV),
present the results for all measured and derived quantities,
as well as models and comparison to theory (Sec. V), and
summarize our conclusions (Sec. VI).
II. THEORETICAL BACKGROUND
A. Formalism
Cross sections for inclusive high-energy electron scattering
off a nucleon target with 4-momentumpμ and massM depend,
in general, on the beam energyE, the scattered electron energy
E′, and the scattering angle θ (all defined in the laboratory
frame with the proton initially at rest),1 or, equivalently, on the
three relativistically invariant variables
Q2 = −q2 = 4EE′ sin2 θ
2
, (1)
ν = p · q
M
= E − E′, (2)
and
y = p · q
p · k =
ν
E
, (3)
in which qμ = kμ − k′μ is the four-momentum carried by the
virtual photon, which (in the Born approximation) is equal
to the difference between initial (k) and final (k′) electron
four-momenta.
The first two variables can be combined with the initial
four-momentum of the target nucleon to calculate the invariant
mass of the final state,
W =
√
(p + q)2 =
√
M2 + 2Mν −Q2, (4)
1For beam and target polarization along the beam axis, the azimuth
φ can be ignored since no observable can depend on it.
and the Bjorken scaling variable,
x = Q
2
2p · q =
Q2
2Mν
, (5)
which is interpreted as the momentum fraction of the struck
parton in the infinite momentum frame.
The following combinations of these variables are also
useful:
γ = 2Mx√
Q2
=
√
Q2
ν
, (6)
τ = ν
2
Q2
= 1
γ 2
, (7)
and the virtual photon polarization ratio,
ǫ = 2(1− y)−
1
2γ
2y2
(1− y)2 + 1+ 12γ 2y2
=
(
1+ 2[1+ τ ] tan2 θ
2
)−1
. (8)
B. Cross sections and asymmetries
In the Born approximation, the cross section for inclusive
electron scattering with beam and target spin parallel (↑⇑) or
antiparallel (↑⇓) to the beam direction can be expressed in
terms of the four structure functions F p1 , F
p
2 , g
p
1 , and g
p
2 , all
of which depend on ν and Q2:
dσ ↑⇓/↑⇑
d	dE′
= σM
[
F
p
2
ν
+ 2 tan2 θ
2
F
p
1
M
± 2 tan2 θ
2
×
(
E + E′ cos θ
Mν
g
p
1 −
Q2
Mν2
g
p
2
)]
, (9)
where the Mott cross section
σM = 4α
2E′2
Q4
cos2
θ
2
, (10)
where α is the electromagnetic fine structure constant. We can
now define the double spin asymmetry A|| as
A||(ν,Q2) = dσ
↑⇓ − dσ ↑⇑
dσ ↑⇓ + dσ ↑⇑ . (11)
Introducing the ratio Rp of the absorption cross sections
for longitudinal over transverse virtual photons (γ ∗),
Rp = σL(γ
∗)
σT (γ ∗)
= F
p
2
2xF p1
(1+ γ 2)− 1 (12)
(where L and T represent longitudinal and transverse polar-
ization, respectively), we can define two additional quantities,
η = ǫ
√
Q2
E − E′ǫ (13)
and the “depolarization factor”
D = 1− E
′ǫ/E
1+ ǫRp , (14)
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which allow us to express A|| in terms of the structure
functions:
A||
D
= (1+ ηγ ) g
p
1
F
p
1
+ γ (η − γ ) g
p
2
F
p
1
. (15)
Alternatively, the double spin asymmetry A|| can also be
interpreted in terms of the virtual photon asymmetries
A
p
1 (γ ∗) ≡
σ
1
2
T (γ ∗)− σ
3
2
T (γ ∗)
σ
1
2
T (γ ∗)+ σ
3
2
T (γ ∗)
= g
p
1 − γ 2gp2
F
p
1
(16)
and
A
p
2 (γ ∗) ≡
σLT
σT
= 2σLT (γ
∗)
σ
1
2
T (γ ∗)+ σ
3
2
T (γ ∗)
= γ g
p
1 + gp2
F
p
1
. (17)
Here, σ
1
2
T (γ ∗) and σ
3
2
T (γ ∗) represent the transversely polarized
photon cross sections for production of spin- 12 and spin-
3
2 final
hadronic states, respectively, and σLT (γ ∗) is the interference
cross section between longitudinal and transverse virtual
photons. Note that both unpolarized structure functions F p1
and F p2 [as implicitly contained in D; see Eqs. (12) and (14)]
are contained in the definition of these asymmetries. Here, Ap1
is the asymmetry for transverse (virtual) photon absorption
on a nucleon with total final-state spin projection 12 or 32
along the incoming photon direction, andAp2 is an interference
asymmetry between longitudinally and transversely polarized
virtual photon absorption. The relationship to the measured
quantity A|| is
A||(ν,Q2) = D
[
A
p
1 (ν,Q2)+ ηAp2 (ν,Q2)
]
. (18)
A|| is the primary observable determined directly from the data
described in this paper. The structure functions gp1 ,g
p
2 and the
virtual photon asymmetries Ap1 ,A
p
2 are extracted from these
asymmetries. In particular, given a model or data for F p1 , Rp
and Ap2 , A
p
1 can be extracted directly using Eq. (18), and gp1
can be extracted using
g
p
1 =
τ
1+ τ
[
A||
D
+ (γ − η)Ap2
]
F
p
1 . (19)
A simultaneous extraction of both asymmetries Ap1 and A
p
2
from measurements of A|| alone is possible by exploiting the
dependence of the factors D and η in Eqs. (15) and (18) on the
beam energy for the same kinematic point (ν,Q2). This is the
super-Rosenbluth separation of Sec. V B.
C. Virtual photon absorption asymmetries
Data on the virtual photon absorption asymmetries Ap1 and
A
p
2 are of great interest in both the nucleon resonance and DIS
regions.
For inelastic scattering leading to specific final (resonance)
states, Ap1 can be interpreted in terms of the helicity structure
of the transition from the nucleon ground state to the final state
resonance. If the final state has total spin S = 12 , the absorption
cross section σ
3
2
T (γ ∗) leading to final spin projection Sz = 32
along the virtual photon direction obviously cannot contribute,
requiring Ap1 = 1 [see Eq. (16)]. Vice versa, excitations of
spin S = 32 resonances like the (1232) receive a strong
contribution from σ
3
2
T (γ ∗) and therefore can have a negative
A
p
1 . Both A
p
1 and A
p
2 are directly related to the helicity
transition amplitudes, A 3
2
(ν,Q2) (transverse photons leading
to final-state helicity 32 ),A 12 (ν,Q
2) (transverse photons leading
to final-state helicity 12 ), and S∗12 (ν,Q
2) (longitudinal photons):
A
p
1 =
∣∣A 1
2
∣∣2 − ∣∣A 3
2
∣∣2
∣∣A 1
2
∣∣2 + ∣∣A 3
2
∣∣2 and (20)
A
p
2 =
√
2
√
Q2
q∗
S∗1
2
A 1
2∣∣A 1
2
∣∣2 + ∣∣A 3
2
∣∣2 . (21)
Here, q∗ is the (virtual) photon three-momentum in the rest
frame of the resonance. As an example, the (1232) is excited
by a (nearly pure) M1 transition at low Q2, with A 3
2
≈√
3A 1
2
and therefore Ap1 ≈ −0.5. In general, the measured
asymmetries Ap1 and A
p
2 at a given value of W provide
information on the relative strengths of overlapping resonance
transition amplitudes and the nonresonant background. By
looking at the Q2 dependence of the asymmetry for a specific
S = 32 resonance (e.g., the D13), one can study the transition
fromA 3
2
dominance at smallQ2 (including real photons) to the
A 1
2
dominance expected from quark models and perturbative
quantum chromodynamics (pQCD) at large Q2.
In the DIS region, Ap1 (x) can yield information on the
polarization of the valence quarks at large x. In a simple
SU(6)-symmetric quark model, with three constituent quarks
at rest, the polarization of valence up and down quarks yields
A
p
1 (x) = 5/9. Most realistic models predict that Ap1 (x) → 1
as x → 1, implying that a valence quark, which carries nearly
all of the nucleon momentum in the infinite momentum frame,
will be polarized along the proton’s spin direction. However,
the approach to the limit x = 1 is quite different for different
models. In particular, relativistic constituent quark models
[24] predict a much slower rise toward Ap1 = 1 than pQCD
calculations [25,26] that incorporate helicity conservation.
Modifications of the pQCD picture to include orbital angular
momentum [27] show an intermediate rise toward x = 1.
Precise measurements of Ap1 at large x in the DIS region are
therefore of high importance.
The asymmetry Ap2 is not very well known in the DIS
region, and it has no simple interpretation. However, it is
constrained by the Soffer inequality [28,29]
∣∣Ap2 ∣∣ 
√
Rp
(
1+ Ap1
)/
2. (22)
Data on Ap1 have been extracted by collaborations at
CERN, SLAC, and DESY [1,19,30–41] (mostly in the DIS
region), as well as by collaborations at Jefferson Laboratory
[15,17,21,42]. Data on Ap2 from the same labs and MIT Bates
are more limited in the Q2 range covered [22,37,41,43–49].
D. The spin structure function g p1 (x,Q2)
In a simple quark-parton model, the structure function
g
p
1 (x) is independent of Q2 and can be interpreted in terms of
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the difference q(x) = q ↑ (x)− q ↓ (x) of parton densities
for quarks with helicity aligned versus antialigned with
the overall longitudinal nucleon spin, as a function of the
momentum fraction x carried by the struck quark. In particular,
for the proton
g
p
1 (x) =
1
2
∑
j
e2j [qj (x)+q¯j (x)], (23)
where the sum goes over all relevant quark flavors (up,
down, strange, etc.) for quark densities qj , and ej are the
corresponding electric charges (2/3,−1/3, −1/3, . . .).
Within QCD, this picture is modified in two important
ways:
(1) The coupling of the virtual photon to the quarks
is modified by QCD radiative effects (e.g., gluon
emission).
(2) The parton densities qj (x,Q2) and q¯j (x,Q2), and
hence gp1 (x,Q2), become (logarithmically) dependent
on the resolution Q2 of the probe, as described by the
DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-Parisi)
evolution equations [5–7]. At NLO and higher, these
equations couple quark and gluon PDFs at lower Q2 to
those at higher Q2 via the so-called splitting functions.
Therefore, measuring the Q2 dependence of gp1 with
high precision over a wide range in Q2 can yield
additional information on the spin structure of the
nucleon, including the contribution of the gluon helicity
distribution G(x).
Accurate data are therefore needed at both the highest
accessibleQ2 (presently from the COMPASS Collaboration at
CERN) and the lowestQ2 that is still consistent with the pQCD
description of DIS (the data taken at Jefferson Laboratory). In
the region of lower Q2, additional scaling violations occur
due to higher twist contributions and target mass corrections,
leading to correction terms proportional to powers of 1/Q.
These corrections can be extracted from our data since they
cover seamlessly the transition from Q2 ≪ 1 GeV2 to the
scaling region Q2 > 1 GeV2. An additional complication
arises because at moderate to high x, lowQ2 corresponds to the
region of the nucleon resonances (W < 2 GeV). In this case,
one would expect the quark-parton description of gp1 to break
down, and hadronic degrees of freedom (resonance peaks and
troughs) to dominate the behavior of gp1 (x), analogous to the
asymmetry Ap1 discussed above.
1. Bloom-Gilman duality
Bloom and Gilman observed [50] that the unpolarized struc-
ture function F p2 (x,Q2) in the resonance region resembles, on
average, the same structure function at much higher Q2, in
the DIS region, where the quark-parton picture applies. This
agreement, which improves if one plots the data against the
Nachtmann variable [51]
ξ = Q
2
M(ν +
√
Q2 + ν2)
= |q| − ν
M
(24)
(where |q| is the magnitude of the virtual photon 3-
momentum), is one example of “quark-hadron duality,” where
both quark-parton and hadronic interpretations of the same
data are possible. De Rujula et al. [52,53] interpreted this
duality as a consequence of relatively small higher twist
contributions to the structure functions. Duality has been
observed both for the integral of structure functions over
the whole resonance region, W < 2 GeV (“global duality”),
as well as for averages over individual resonances (“local
duality”) [54].
Initial duality data on polarized structure functions from
SLAC [37] and HERMES [55,56] have been followed by
much more detailed examinations of duality in this case
by experiments at Jefferson Laboratory [12,22,57], including
results from a partial analysis of the present data set [16].
Reference [54] summarizes the conditions under which duality
has been found to hold at least approximately. The complete
data set discussed in this paper increases substantially the
kinematic range over which high-precision data exist in
the resonance region and beyond, and can be compared to
extrapolations from the DIS region. A full analysis accounting
for QCD scaling violations and target mass effects [58] can
make this comparison more rigorous and quantitative.
E. The spin structure function g p2 (x,Q2)
The second spin-dependent structure function in inclusive
DIS, gp2 (x,Q2), does not have an intuitive interpretation in the
quark-hadron picture. The sum of gp1 + gp2 = gT is propor-
tional to Ap2 [Eq. (17)] and has a leading-twist contribution
according to the Wandzura-Wilczek relation [59],
g¯T (x,Q2) =
∫ 1
x
g¯1(y,Q2)
y
dy, (25)
and a very small contribution from transverse quark polariza-
tion (which is suppressed by the small quark masses). Here, the
notation g¯ denotes contributions from leading twist only. The
higher twist contributions to gT (and hence gp2 ) can be sizable,
and they are not suppressed by powers of 1/Q, which makes
gT or g
p
2 a good experimental quantity with which to study
quark-gluon correlations. In particular, the third moment,
d2 = 3
∫ 1
0
x2[gT (x)− g¯T (x)]dx, (26)
is directly proportional to a twist-3 matrix element that is
connected to the so-called “color polarizabilities” χE and
χB (see Sec. II G) and has recently been linked to the
average transverse force on quarks ejected from a transversely
polarized nucleon [60]. Finally, the Burkhardt-Cottingham
sum rule [61] predicts that the integral∫ 1+ǫ
0
g
p
2 (x,Q2)dx = 0 (27)
at all Q2, in which the upper integration limit 1+ ǫ indicates
the inclusion of the elastic peak at x = 1.
The EG1b data on A|| are not very sensitive to gp2 or gT ,
leading to relatively large statistical uncertainties on their
extraction. For this reason, in this paper we only present
limited results on gp2 and no direct evaluations of the integrals,
Eqs. (26) and (27). However, we use theoretical constraints
[Eqs. (22) and (27)] and existing experimental data on gp2
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or A
p
2 to model A
p
2 (x,Q2). We use this model to extract Ap1
and gp1 from our data.
F. Elastic scattering
The virtual photon asymmetriesAp1 andA
p
2 are also defined
for elastic scattering from a nucleonN ,N (e,e′)N , and Eq. (18)
applies in this case as well. Following our discussion in
Sec. II C, Ap1 = 1 for elastic scattering, since the final state
spin is 12 and hence σ
3
2
T (γ ∗) = 0. The elastic asymmetry Ap2 is
given by
A
p
2 (Q2) =
√
Rp = G
p
E(Q2)√
τG
p
M (Q2)
, (28)
where GpE and G
p
M are the electric and magnetic Sachs
form factors of the nucleon. This relationship can be used to
determine the ratioGpE/G
p
M from double-polarized scattering;
in our case, we use this ratio, which is well determined by JLab
experiments [62,63], to extract the product of beam and target
polarization, PbPt :
Ameas|| = PbPtAtheo|| . (29)
Here, Ameas|| is the measured elastic double-spin asymmetry
after all corrections for background contamination have been
applied.
One can also extend the definition of gp1 (x) and gp2 (x) to
include elastic scattering at x = 1 by adding the terms
g
pel
1 (x,Q2) =
1
2
G
p
EG
p
M + τGp
2
M
1+ τ δ(x − 1) and
g
pel
2 (x,Q2) =
τ
2
G
p
EG
p
M −Gp
2
M
1+ τ δ(x − 1), (30)
which yield finite contributions to the moments (integrals over
x) that include the elastic contribution.
G. Moments
Moments of structure functions weighted by powers of x
are useful quantities for investigating the QCD structure of
the nucleon. On the one hand, they can be connected, via sum
rules, to local operators of quark currents or forward Compton
scattering amplitudes. On the other hand, they are currently
the only relevant quantities that can be calculated directly in
lattice QCD or in effective field theories like chiral perturbation
theory (χPT).
The matrix element d2, introduced in Eq. (26), is one
example of a moment (the third moment of a combination
of gp1 and g
p
2 ). In the following, we focus on moments of gp1
since our data are most sensitive to this structure function. The
most important moment is
Ŵ
p
1 (Q2) ≡
∫ 1
0
g
p
1 (x,Q2)dx. (31)
In the limit of very high Q2, this moment for the neutron (n)
and the proton (p) is proportional to a combination of matrix
elements of axial quark currents,
Ŵ
p,n
1 (Q2 →∞) = ± 112a3 + 136a8 + 19a0, (32)
in which a3 = gA = 1.267± 0.004 (where gA is the axial
vector coupling constant) and a8 = F +D ≈ 0.58± 0.03
(where F and D are SU(3) coupling constants) [64] are the
isovector and flavor-octet axial charges of the nucleon, which
have been determined from nucleon and hyperon β decay, and
a0 is the flavor-singlet axial charge, which measures the total
contribution of quark helicities to the (longitudinal) nucleon
spin,
Squarksz = 12 = 12a0. (33)
Combining Eq. (32) for the proton and the neutron yields the
famous Bjorken sum rule [65,66]:
Ŵ
p
1 − Ŵn1 = 16a3 = 0.211. (34)
At high but finite Q2, these moments receive pQCD
corrections due to gluon radiative effects. At leading twist,
this yields
μ
p
2 (Q2) ≡ Ŵp[LT ]1 (Q2)
= Cns(Q2)
( 1
12a3 + 136a8
)+ Cs(Q2) 19a0(Q2) (35)
and
μ
p−n
2 (Q2) ≡ Ŵp[LT ]1 (Q2)− Ŵn[LT ]1 (Q2) = Cns(Q2) 16a3. (36)
Here, Cns and Cs are flavor nonsinglet and singlet Wilson
coefficients [67] that can be expanded in powers of the strong
coupling constant αS and hence depend mildly on Q2, while
the Q2 dependence of the matrix element a0 reflects the MS
renormalization scheme that is used here, in which a0 = ,
the contribution of the quarks to the nucleon spin.
At the even lower Q2 of the present data, additional
corrections due to higher twist matrix elements proportional
to powers of 1/Q become important. These matrix elements
are discussed in the next section.
In addition to the leading first moment, odd-numbered
higher moments of gp1 can be defined as
∫ 1
0 x
n−1gp1 (x)dx, n =
3,5,7, . . . . These moments are dominated by high x (valence
quarks) and are thus particularly well determined by Jefferson
Laboratory data. They can also be related to hadronic matrix
elements of local operators or (in principle) evaluated using
lattice QCD. In the following, we will make explicit use of the
third moment, a2(Q2) =
∫ 1
0 x
2g
p
1 (x,Q2)dx.
1. Higher twist and OPE
Higher twist matrix elements reveal information about
quark-gluon and quark-quark interactions, which are important
for understanding quark confinement. A study of higher twist
matrix elements can be carried out in the OPE formalism,
which describes the evolution of structure functions and their
moments in the pQCD domain.
In OPE, the first moment of gp1 (x,Q2) can be written as2
Ŵ
p
1 (Q2) =
∑
τ=2,4...
μτ (Q2)
Qτ−2
, (37)
2In this case, the elastic contribution Eq. (30) to the moment must
be included; i.e., the integral must go over the range [0 . . . 1+ ǫ].
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in which μτ (Q2) are sums of twist elements up to twist τ .
The twist is defined as the mass dimension minus the spin
of an operator. Twist elements greater than 2 can be related
to quark-quark and quark-gluon correlations. Hence, they are
important quantities for the study of quark confinement. The
leading twist contribution is given by the twist-2 coefficientμ2
defined in Eq. (35). The next-to-leading-order twist coefficient
is
μ4(Q2) = M
2
9
[a2(Q2)+ 4d2(Q2)+ 4f2(Q2)], (38)
in which a2 (d2) is a twist-2 (3) target mass correction that
can be related to higher moments of gp1 (gp1 and gp2 ). The
matrix element f2 (twist 4) [8] can be extracted from the Q2
dependence ofŴp1 . The matrix elements d2 and f2 are related to
the color polarizabilities, which are the responses of the color
magnetic and electric fields to the spin of the proton [68,69],
χE = 23 (2d2 + f2) and χM = 13 (4d2 − f2). (39)
Theoretical values for f2 and the color polarizabilities have
been calculated using quark models [70], QCD sum rules [71],
and lattice QCD [72].
2. Moments at low Q2
The first moment of gp1 is particularly interesting since
there is not only a sum rule for its high-Q2 limit [Eq. (32)], but
its approach to Q2 → 0 is governed by the Gerasimov-Drell-
Hearn (GDH) sum rule [73,74]. For real photons (Q2 = 0) and
nucleon targets, the GDH sum rule reads∫ ∞
0
dν
ν
[
σ
3
2
T (ν)− σ
1
2
T (ν)
] = −2π2α
M2
κ2, (40)
in which κ is the anomalous magnetic moment of the nucleon.
This sum rule was based on a low-energy theorem for the
forward spin-flip Compton amplitude f2(ν) as ν → 0 which is
connected to the left-hand side of Eq. (40) through a dispersion
relation. The photon absorption cross sections σ
3
2 ,
1
2
T enter into
A
p
1 , A
p
2 , g
p
1 , and g
p
2 [Eq. (16)], and consequently the GDH
sum rule constrains the slope of the first moment3 of gp1 as
Q2 → 0:
dŴ
p
1 (Q2)
dQ2
= − κ
2
8M2
. (41)
After generalizing the spin-dependent Compton amplitude to
virtual photons, S1(ν,Q2), one can extend the GDH sum rule
to nonzero Q2 using a similar dispersion relation [75],
M3
4
S1(0,Q2) = 2M
2
Q2
Ŵ
p
1 (Q2), (42)
with (M3/4)S1(0,Q2) = −κ2/4 as Q2 → 0. S1(0,Q2) can
be expanded in a power series in Q2 around Q2 = 0. The
coefficients of this expansion have been calculated up to NLO
3In the present context, all moments exclude the elastic contribution
since it does not contribute to real photon absorption. Hence,
Ŵ
p
1 (Q2) → 0 as Q2 → 0.
in χPT [75], yielding predictions for both the first and second
derivative of Ŵp1 near the photon point. Since χPT can be
considered as the low-energy effective field theory of QCD,
Ŵ
p
1 can extend our understanding of the strong interaction to
lower Q2 values inaccessible to pQCD.
Extending the analysis of low-energy Compton amplitudes
to higher powers in ν, one can get additional sum rules [76]. In
particular, one can generalize the forward spin polarizability,
γ
p
0 , to include virtual photons:
γ
p
0 (Q2) =
16αM2
Q6
∫ 1
0
x2
[
g
p
1 (x,Q2)− γ 2gp2 (x,Q2)
]
dx.
(43)
This too can be calculated using χPT [17,77].
III. THE EXPERIMENT
The experiment was carried out at the Thomas Jefferson
National Accelerator Facility (Jefferson Laboratory or JLab
for short), using a longitudinally polarized electron beam
with energies from 1.6 to 5.7 GeV, a longitudinally polarized
solid ammonia target (NH3 or ND3), and the CEBAF Large
Acceptance Spectrometer (CLAS). In this section, we present
a brief overview of the experimental setup and methods of data
collection.
A. The CEBAF polarized electron beam
The continuous-wave electron beam accelerator facility
(CEBAF) at Jefferson Laboratory produced electron beams
with energies ranging from 0.8 to 5.7 GeV, polarizations up to
85%, and currents up to 300 μA. Detailed descriptions of the
accelerator are given in Refs. [78–81].
Polarized electrons are produced by band-gap photoemis-
sion from a strained GaAs cathode. The circularly polar-
ized photons for this process [82] are supplied by master
oscillator power amplifiers (MOPAs) or titanium:sapphire
lasers configured in an ultra-high-vacuum system [79]. The
circular polarization of the laser light can be reversed elec-
tronically by signals sent to a Pockels cell. A half-wave
plate (HWP) can be inserted into the laser beam to change
the polarization phase by 180◦. The HWP was inserted and
removed periodically throughout the experiment, to ensure
that no polarity-dependent bias from the laser is present in the
measured asymmetry.
The-100 keV electrons emerging from the GaAs entered the
injector line [79,83], where their energies were boosted prior
to injection into the main accelerator, which consists of two
superconducting linacs connected by recirculation arcs. Each
linac segment contains a series of superconducting niobium
radio frequency (RF) cavities, driven by 5-kW klystrons [78].
A harmonic RF separator system splits the interleaved beam
bunches and delivers them to the appropriate experimental hall
(A, B, or C) [78]. The electron current in Hall B ranged from
0.3 to 10 nA, selected according to the beam energy, the target
type, and the spectrometer torus polarity.
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B. Beam monitoring and beam polarimetry
The Hall B beam line incorporated several instruments to
measure the intensity, position, and profile of the beam. A
Faraday cup at the end of the beam line measured the absolute
electron flux. A Møller polarimeter was inserted periodically
into the beam to measure its polarization.
Three beam position monitors (BPMs) were located 36.0,
24.6, and 8.2 m upstream from the CLAS center. They
measured the beam intensity and its position in the transverse
xy plane. Each BPM was composed of three RF cavities. The
BPM position measurements were cross-calibrated using the
“harp” beam profile scanners—thin wires that were moved
transverse to the beam direction—which also determined beam
width and halo. One-second averages of the BPM outputs were
used in a feedback loop to keep the beam centered on the
target [11].
The beam electrons were collected by the Faraday cup (FC)
located 29.0 m downstream from the CLAS center. The FC was
used to integrate the beam current. The FC was a lead cylinder
with diameter of 15 cm and thickness of 75 radiation lengths
(r.l.) placed coaxially to the beam line. Its weight was 4000 kg.
The charge collection in the FC [11] was coupled to the
CLAS data acquisition system using a current-to-pulse rate
converter. Both the total (ungated) and detector live-time-gated
counts were recorded. The FC readout was also tagged
by a helicity signal to normalize the current for different
helicity states. The beam position monitors were periodically
calibrated with the Faraday cup.
The Møller polarimeter, located at the entrance of Hall
B, was used to measure the beam polarization. Møller
polarimetry requires a target of highly magnetizable material
in the beamline. Therefore, dedicated Møller data runs of
approximately 30 min each were taken periodically throughout
the experiment. The polarimeter consisted of a target chamber
with a 25-μm-thick Permendur (49% Fe, 49% Co, 2% Va) foil
oriented at ±20◦ with respect to the beam line, longitudinally
polarized to 7.5% by a 120 G Helmholtz magnet [84]. Two
quadrupoles separated the scattered electrons from the beam.
Elastic electron-electron scattering coincidences were used to
determine the beam polarization, from the well-known double
spin asymmetry [85]. The Møller measurements typically had
a statistical uncertainty of 1% and a systematic uncertainty
of ∼2–3% [11]. The average beam polarization was about
70%. Since we determined the product of beam and target
polarization directly from our data, the Møller polarimeter
served primarily to ensure that the beam remained highly
polarized during the beam exposures, as well as to check the
consistency of the polarization during the data analysis.
C. The polarized target [86]
Cylindrical targets filled with solid ammonia beads im-
mersed in liquid 4He were located at the center of CLAS,
coaxial with the beam line. The protons in the ammonia
beads were polarized using the method of dynamic nuclear
polarization (DNP), described in Refs. [87–89]. The required
magnetic field was provided by a superconducting axial 5 T
magnet (Helmholtz coils) whose field was uniform over the
target, varying less than a factor of 10−4 over a cylindrical
FIG. 1. An internal view of the target chamber, viewed from
upstream, showing the orange transparent Kapton cylindrical LHe
minicup into which the target stick was inserted. Note the metal
“horn,” the source of microwave emission, on the left side.
volume of 20 mm in length and diameter [86]. The target
material was immersed in liquid helium (LHe) cooled to
∼1–1.5 K using a ∼0.8-W 4He evaporation refrigerator. The
target system was contained in a cryostat designed to fit
inside the central field-free region of CLAS, accessible for
the insertion of the target material, and allowing detection of
particles scattered into a 48◦ forward cone over the majority
of the CLAS acceptance.
The cryostat contained four cylindrical target cells with
axes parallel to the beam line, made of 2-mm-thick poly-
chlorotrifluoroethylene (PCTFE), 15 mm in diameter and
10 mm in length, with 0.02-cm aluminum entrance windows
and 0.03-cm Kapton exit windows. Tiny holes in the exit
windows of the cells allow LHe to enter and cool the ammonia
beads contained in two of the cells. A third cell contained a
2.2-mm-thick (1.1% r.l.) disk of amorphous carbon, and the
fourth was left empty. The carbon and empty cells were used
for estimating nuclear backgrounds and for systematic checks.
These target cells were mounted on a vertical target stick that
could be removed from the cryostat for filling the ammonia
cells and moved up and down to center the desired cell on
the beam line. The targets were immersed in LHe inside a
vertically oriented cylindrical container called the “minicup.”
The minicup and the target chamber are shown in Fig. 1. Thin
windows in the cryostat allowed scattered particles to emerge
in the forward and side directions.
The DNP method of proton (or deuteron) polarization uses
a hydrogenated (or deuterated) compound (e.g., 15NH3) in
which a dilute assembly of paramagnetic centers was produced
by preirradiation with a low-energy electron beam. During
the experiment, the target material was exposed constantly
to microwave radiation of approximately 140 GHz to drive
the hyperfine transition that polarizes the proton spins. The
microwave radiation was supplied by an extended interaction
oscillator (EIO) that generated about 1 W of microwave
power with a bandwidth of about 10 MHz. The microwaves
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were transmitted to whichever target cell was in the electron
beam through a system of waveguides connected to a gold-
plated rectangular “horn” (visible in Fig. 1). The microwave
frequency could be adjusted over a bandwidth of 2 GHz
to match the precise frequency required by the DNP. The
negative and positive nuclear spin states were separated by
∼400 MHz, so that either polarization state could be achieved
by selecting the appropriate microwave frequency. Throughout
the experiment, the sign of the nuclear polarization was
periodically reversed to minimize the effects of false spin
asymmetries.
During the experiment, the target polarization was moni-
tored with an NMR system, which includes a coil wrapped
around the outside of the target cell in a resonant RLC (tank)
circuit. The circuit was driven by an RF generator tuned to the
proton Larmor frequency (212.6 MHz). Depending on the sign
of the target polarization, the coil either absorbed or emitted
energy with a corresponding gain or loss in the resonant circuit.
The induced voltage in the RLC circuit was measured and
translated into the corresponding polarization of the sample.
To avoid depolarization from local heating, the beam was
rastered over the face of the target in a spiral pattern, using
two pairs of perpendicular electromagnets upstream from
the target. Radiation damage to the target material from the
electron beam was repaired by a periodic annealing process in
which the target material was heated to 80–90 K. Annealing
was done approximately once a week. After several annealing
cycles, the maximum polarization tended to decrease, requir-
ing the loading of fresh target material several times during the
experiment. NH3 material was replaced when the polarization
reached a level of approximately 10% less than previous
anneals. Target material was typically replaced after receiving
a cumulative level of charge equivalent to that delivered by
2–3 weeks of 5-nA beam time.
The polarized target was operated for seven months during
the EG1b experiment. The typical proton polarization main-
tained during the run was ∼70–75%, with a maximum value
of 96% without beam on target, and always remaining above
50% during production running (more details on the target and
its operation can be found in Ref. [86]).
D. The CLAS spectrometer
The CEBAF Large Acceptance Spectrometer (CLAS),
described in detail in Ref. [11], was based on a six-coil toroidal
superconducting magnet. Figure 2 shows a cutaway view of
the detector along the beam line. Charged particles are tracked
through each of the six magnetic field regions (hereby labeled
“sectors”) between its coils, with three layers of multiwire drift
chambers (DC), numbered 1 to 3 consecutively from the target
outward. [90].
Beyond the magnetic field region, charged particles were
detected in a combination of gas Cherenkov counters, scintilla-
tion counters, and total absorption electromagnetic calorime-
ters. There was one set of scintillation counters (SC) [91] for
each of the six sectors. These were used for triggering and
for time-of-flight (TOF) measurements, with a typical time
resolution of 0.2–0.3 ns. In the forward region of the detector,
the SC was preceded by gas-filled Cherenkov counters (CC)
FIG. 2. The CLAS spectrometer. Different colors represent dif-
ferent components of the detector (from the central target outward):
three layers of drift chambers (DCs) (blue) and the torus magnet
(yellow), Cerenkov counters (CCs) (magenta), TOF counters (SCs)
(red), and electromagnetic calorimeters (ECs) (green). The electron
beam travels through the central axis from upper left to lower right.
[92] designed to distinguish electrons and pions. Finally, each
sector included a total absorption sampling electromagnetic
calorimeter (EC) [93] made of alternating layers of lead and
plastic scintillator with a combined thickness of 15 r.l. The EC
was used to measure the energy of the scattered electrons and
to detect neutral particles.
Torus currents of 1500 A (at low beam energies) or 2250 A
(at high beam energies) were employed in this experiment.
For positive (negative) current, forward-going negative par-
ticles were bent inward (outward) with respect to the beam
line. The two conditions were referred to as “inbending”
and “outbending,” respectively. Inbending allowed for larger
acceptance of electrons at large scattering angles (high θ )
and higher luminosity, whereas outbending allowed for larger
acceptance at small scattering angles (low θ ). The reversibility
of the magnet current also allowed systematic studies of
charge-symmetric backgrounds.
E. Trigger and data acquisition
All analog signals from CLAS were digitized by FASTBUS
and VME modules in 24 crates. The data acquisition could be
triggered by a variety of combinations of detector signals.
Our event trigger required signals exceeding minimum thresh-
olds in both the EC and CC [94]. All photomultiplier-tube
(PMT) time-to-digital-converter (TDC) and analog-to-digital-
converter (ADC) signals (i.e., SC, EC, and CC signals)
generated within 90 ns of the trigger were recorded, along
with drift-chamber TDC signals [11]. The trigger supervisor
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FIG. 3. Kinematic coverage in Q2 vs x for each of the 4 electron
beam-energy groups in the EG1b experiment. The solid and dotted
lines denote the W = 1.08 and 2.00 GeV thresholds, respectively.
(TS) generated busy gates and necessary resets, and directed
all the signals to the data acquisition system (DAC). The DAC
accepted event rates of 2 kHz and data rates of 25 MB/s [11].
The simple event builder (SEB), used for offline reconstruc-
tion of an event, used geometric parameters and calibration
constants to convert the TDC and ADC data into kinematic and
particle identification data. The SEB cycled through particles
in the event to search for a single trigger electron—a negatively
charged particle that produced a shower in the EC. If more than
one candidate was found, the one with the highest momentum
was selected. This particle was traced along its geometric path
back to its intersection in the target to determine the path
length, which, with the assumption that its velocity v = c,
determined the event start time. From this start time, the TOF
of other particles could then be determined from the SC TDC
values. The TDC values from the EC were used when SC
values were not available for a given particle.
IV. DATA ANALYSIS
A. Data and calibrations
The EG1b data were collected over a 7-month period from
2000 to 2001. More than 1.5× 109 triggers from the NH3
target were collected in 11 specific combinations (1.606+,
1.606−, 1.723−, 2.286+, 2.561−, 4.238+, 4.238−, 5.616+,
5.723+, 5.723−, and 5.743−) of beam energy (in GeV) and
main torus polarity (+,−), hereby referred to as “sets.” Sets
with similar beam energies comprise four groups with nominal
average energies of 1.6, 2.5, 4.2, and 5.7 GeV. The kinematic
coverage for each of these four energy groups is shown in
Fig. 3.
Calibration of all detectors was completed offline according
to standard CLAS procedures. These procedures use a subset
of “sample” runs for each beam energy and torus polarity
to determine calibration constants for all ADC and TDC
channels. During analysis, these data were checked using
these constants, and additional calibrations were performed
whenever necessary.
The calibration of the TOF system (needed for accurate
time-based tracking) resulted in an overall timing resolution
of <0.5 ns [91]. Minimization of the distance-of-closest-
approach (DOCA) residuals in the DC led to typical values
of 500 μm for the largest cell sizes (in region 3) [90]. The EC
provided a secondary timing measurement for forward-going
particles, and played a role for the trigger and for particle
identification [93]. The mean timing difference between the
TOF and calorimeter signals was minimized, yielding an
overall EC timing resolution of <0.5 ns.
After calibration, all raw data were converted into particle
track information and stored (along with other essential run
and event data) on data-summary tapes (DSTs).
B. Quality assessment
Quality checks were done to minimize potential bias
introduced by malfunctioning detector components, changes
in the target, and false asymmetries. DST data that did not
meet the minimal requirements outlined in this section were
eliminated from the analysis.
The electron count rate in each sector (normalized by
the Faraday cup charge) was monitored throughout every
run. DST files with count rates outside a prescribed range
(±5% and ±8% for beam energies <3 GeV and >3 GeV,
respectively) were removed from the analysis in order to
eliminate temporary problems, such as drift chamber trips,
encountered during the experiment.
In order to minimize false asymmetries, the beam charge
asymmetry (Q↑ −Q↓)/(Q↑ +Q↓) for ungated cumulative
charges Q↑(Q↓) for positive (negative) helicities was mon-
itored. A cut of ±0.005 on this asymmetry ensured that the
false physics asymmetry due to this effect was much smaller
than 10−4.
Electron helicities were picked pseudorandomly at 30 Hz,
always in opposite helicity pairs to minimize nonphysical
asymmetries. A synchronization clock bit with double the
frequency identified missing bits due to detector dead time or
other uncertainties, allowing ordering of the pairs (see Fig. 4).
All unpaired helicity states were removed from the analysis.
Plots of beam raster patterns were used to monitor target
density and beam quality (see Fig. 5). Data obtained when
raster patterns exhibited elevated count rates in regions where
the beam was grazing the target cup were also excluded entirely
from analysis.4
C. Event selection
As a starting point for the selection of events, particles
with momentum p  0.20Ebeam that fired both the CC and
4In one unique case where empty-target runs meeting our selection
criteria runs were not available, only data corresponding to anomalous
raster regions were removed. A systematic normalization uncertainty
of 2% on event counts from these runs, obtained from comparison to
unaffected runs, is incorporated into our analysis.
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FIG. 4. Helicity signal logic. The clock signal (top) provided
a rising edge every 30 ns. The helicity bit train (middle) was a
pseudorandom stream of opposite bit pairs. The logic analyzed each
helicity bit into four categories (bottom): 1, negative first bit followed
by its complement; 4, positive second bit preceded by its complement;
2, positive first bit followed by its complement; and 3, negative second
bit preceded by its complement. Buckets without a complementary
partner were removed from the analysis.
EC triggers were treated as electron candidates. Additional
criteria, discussed below, were then applied to minimize
background from other particles, primarily π−.
1. Cherenkov counter cuts
The CCs use perfluorobutane (C4F10) gas, and have a
threshold of ∼9 MeV/c for electrons and ∼2.8 GeV/c
for pions. Between these two momenta, the CC efficiently
separated pions from electrons. A minimum of 2.0 detected
photoelectrons (p.e.) in the CC PMTs was required for electron
candidates with p < 3.0 GeV/c. For particles with higher
momentum, a minimum cut of 0.5 p.e. was used only to
eliminate contributions from internal PMT noise.
Geometric and time matching requirements between CC
signals and measured tracks were used to reduce background.
These cuts on the correlation of the CC signal with the trigger-
ing particle track removed the majority of the contamination
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FIG. 5. Raster pattern for a sample run, demonstrating some
temporary settling of the target material. (The “crosshair” pattern
is a nonphysical relic of the coordinate reconstruction.)
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FIG. 6. Cherenkov signal distributions before (red, solid line) and
after (black, dotted line) requiring track matching.
dominating the lower part of the CC signal spectrum. The
effect of these cuts is shown in Fig. 6. Pion contamination at
low signal heights was reduced substantially with little loss of
good events.
The determination of dilution factors (see Sec. IV E 1)
required a precise comparison of count rates for different
targets. Therefore, detector acceptance and efficiency for runs
on different targets had to remain constant. Inefficiencies
in the CC were the main source of uncertainty in electron
detection efficiency for CLAS. Therefore, tight fiducial cuts
were developed to select the region where the CC was highly
efficient. These cuts were used only for the dilution factor
analysis.
The CC efficiency is defined by the integral of an assumed
Poisson distribution yielding the percentage of electron tracks
generating signals above the 2.0 p.e. threshold. It varied as a
function of kinematics due to the CC mirror geometry. The
mean value of the signal distribution was determined as a
function of electron momentum p and angles θ and φ using
ep elastic events from several CLAS runs at beam energies of
1.5–1.6 GeV. The deduced efficiency map has a plateau of high
efficiency in the center of each sector, which rapidly drops off
to zero at the sector edges. For the fiducial cut, we developed a
function of p, θ , and φ to define a boundary enclosing events
with more than 80% CC efficiency in each 0.5 GeV momentum
interval (see Fig. 7). Fiducial cuts were specific to each CLAS
torus setting. Additional center-strip cuts in each sector were
required to remove regions with inefficient detector elements.
2. Electromagnetic calorimeter cuts
Further suppression of pion backgrounds was provided
by the EC, in which minimum ionizing particles (hadrons)
deposited far less energy than showering electrons. A base cut
was developed by observing the energy ECtot deposited in the
entire EC and the energy ECin deposited only in the first 5
of 13 layers (see Fig. 8). A loose cut of ECin < 0.22 GeV
(including the sampling fraction [93]) was used as a first step
in separating pions from electrons in the calorimeter.
The EC cuts were further refined by taking into account
the relationship between the momentum of the particle and the
energy deposited in the calorimeter. Since electrons deposited
practically all of their energy in the calorimeter, a lower bound
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FIG. 7. Sample fiducial cuts for (a) inbending and (b) outbending
electrons, shown in φ vs θ for one CLAS sector.
on ECtot/p further reduced contributions from pions. For p >
3 GeV, where the CC spectrum fails to differentiate pions and
electrons, a strict cut of ECtot/p > 0.89 was applied, while a
looser cut of ECtot/p > 0.74 is used at p < 3 GeV. Figure 9
shows these cuts for events plotted in ECtot/p versus the CC
photoelectron signal.
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FIG. 8. The total energy ECtot deposited in the EC vs the energy
ECin deposited in the inner (front) layer of the EC only for electron
candidates. The plot shows a clear separation of electrons from light
hadrons (bottom left corner). A cut on ECin (shown by the vertical
line) removes most of the hadron background.
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FIG. 9. Scatter plot of ECtot/p vs CC signal, at p < 3 GeV/c,
after fiducial cuts. Only events to the right and above the straight lines
are kept as inclusive electrons.
3. Remaining π− contamination
The remaining pion contamination was determined as a
function of θ (5◦ bins) and p (0.3 GeV bins) as follows in
each p, θ bin: A modified, extrapolated Poisson distribution
fit to our CC p.e. spectrum was subtracted from the pion
“peak” seen at low p.e. values (see Fig. 6) to get a low p.e.
contamination estimate. Then, we analyzed only runs without
the CC trigger in use, inverting all the electron selection cuts
on the EC, resulting in a test sample composed nominally
of pions. This sample was then normalized to the low p.e.
contamination estimate at p.e. < 2.0. The normalized nominal
pion data provided an estimate of theπ− contamination present
at p.e. > 2.0, where the inclusive electrons lie. Dividing by the
total number of inclusive electrons yielded the contamination
fraction Rp(θ,p).
Plots of the pion contamination fractions as a function of p
and θ are shown in Fig. 10. These were seldom more than 1%
of the total electron count. An exponential function
R(θ,p) = ea+bθ+cp+dθp (44)
was then fit to these points. Pion contamination corrections
could be made by adding
Araw = R(θ,p)(Araw − Aπ )1− R(θ,p) (45)
to the raw asymmetry Araw. Since the effect is very small,
and the inclusive pion asymmetry Aπ is not well known, we
applied no correction and instead treat Araw with Aπ = 0 as
the systematic uncertainty.
4. Background subtraction of pair-symmetric electrons
Dalitz decay of neutral pions [95] and Bethe-Heitler
processes [96] can produce e+e− pairs at or near the vertex,
contaminating the inclusive e− spectrum. To determine this
contamination, we assumed that the event reconstruction and
detector acceptances for e+ production were identical to
those for their paired e− when the main torus current was
reversed, and that the overall cross section is small enough that
small differences in beam energy (e.g. 2.286 vs 2.561 GeV)
minimally affected the production rate.
Each data set was correlated with another having a similar
beam energy but opposite torus polarity. Events with leading
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FIG. 10. Pion contamination fraction (a) before and (b) after
track-matching cuts for the 5.7-GeV beam energies, as a function
of polar angle and momentum. The increase beyond p = 2.8 GeV/c
indicates the threshold beyond which pions start to produce a signal
in the CC.
positron triggers were analyzed identically to those with
electron triggers. The overall double-spin asymmetry for e+
triggers was small (see Fig. 11). The e+/e− contamination
ratios Rp, which were largest at low momenta (Fig. 12),
were fit with the parameterization of Eq. (44). Then, Eq. (45)
(with Aπ → Ae+ ) was used to determine a multiplicative
background correction factorCback ≡ (Araw +Araw)/Araw to
convert the raw asymmetry to the background-free physics
asymmetry. Here we assumed that Ae+ = 0, consistent with
the average from our measurements (see Fig. 11).
To estimate the systematic uncertainty from this back-
ground, two changes were made to Cback in the reanalysis. Rp
was changed by half the difference between two equivalent
determinations: one using outbending electrons and inbending
positrons, and the other using the opposite torus polarities for
either particle. Also, Ae+ was set to a nonzero value equal
to 3 times the statistical uncertainty of the averaged positron
asymmetry.
5. Elastic ep → e′ p event selection
Both the momentum corrections (Sec. IV D 2) and the
determination of beam polarization × target polarization
(Sec. IV E 2) required identified elastic ep scattering events.
For this purpose, we selected two-particle events containing
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FIG. 11. Average positron asymmetries for the 5.7-GeV data set
as a function of (a) momentum and (b) scattering angle θ .
an electron and one track of a positively charged particle.
Electron PID cuts were relaxed to require only a minimum of
0.5 CC p.e. The E/p EC cut thresholds were lowered to 0.56
for p < 3 GeV/c and 0.74 for p > 3 GeV/c. These relaxed
cuts increased the statistics while the exclusivity cuts discussed
below removed all pion background.
A beam-energy-dependent cut on |Mp −W | (where Mp
is the proton mass), which ranged from 30 MeV at 1.6 GeV
to 50 MeV at 5.7 GeV, suppressed inelastic contributions.
Further kinematic constraints were applied on deviations of
the missing momentum p, the proton polar angle θ , and
the difference between the azimuthal proton and electron
angles φ, from those expected for elastic ep kinematics
(see Fig. 13). Final cuts of p < 0.15 GeV, θ < 1.5◦ and
φ < 2.0◦ identify elastic ep events, with typically less than
5% nuclear background (see Fig. 22).
D. Event corrections
The reconstructed track parameters of each event were
corrected for various distortions to extract the correct kine-
matic variables at the vertex. These kinematic corrections are
explained in the following two subsections.
1. Phenomenological kinematics corrections
Kinematic corrections were implemented to account for the
effects of energy loss from ionization, multiple scattering, and
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FIG. 12. Ratios of e+/e− as a function of electron momentum p,
at various θ angles, for the (a) 2.561− and (b) 5.727+ data sets.
geometrical corrections to the reconstruction algorithm (for
target rastering and stray magnetic fields).
Rastering varies the xy position of the beam over the target
in a spiral pattern with a radius of ∼0.5 cm (see Fig. 5). The
instantaneous beam position can be reliably extracted from the
raster magnet current. The reconstructed z-vertex position (the
z axis is along the beam line) and the “kick” inφ were corrected
for this measured displacement of the interaction point from
the nominal beam center [97], prior to the application of a
nominal (−58 < vz < −52 cm) vertex cut (see Fig. 14).
Collisional energy loss of both incident and scattered
electrons within the target was accounted for by assuming a
2.8-MeV/(g/cm2) energy loss rate dE/dx for electrons [98].
The calculation, incorporating the target mass thickness, vertex
position, and polar scattering angle θ , yielded typical energy
losses of∼2 MeV before and after the event vertex. The energy
loss of scattered hadrons was similarly estimated using the
Bethe-Bloch formula [99].
Determination of the effects of multiple scattering on
kinematic reconstruction was more complex, and was studied
with the GEANT CLAS simulation package GSIM [100].
For multiparticle events, an average vertex position was
determined by calculating a weighted average of individual
reconstructed particle vertices. Comparing each particle vertex
with this average gives a best estimate for the effect of
multiple scattering on that particle on its way to the first drift
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FIG. 13. Kinematic cuts on (a) the difference between measured
and expected momentum, (b) polar angle, and (c) azimuthal angle
of elastic ep events. Each of the distributions has the other two cuts
applied.
chamber region. The GSIM model was then used to generate an
adjustment dθ (θ,1/p) [101] to the measured scattering angle.
The GSIM package was also used to provide a leading-order
correction due to magnetic field effects not incorporated into
the main event reconstruction software. Particularly important
is the extension of the target solenoid field into the inner layer
 (cm)zv
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FIG. 14. Vertex z positions for electrons after corrections for the
raster. Secondary peaks correspond to target windows. A vertex cut
of (−58 < vz <−52 cm) was applied as shown to select events from
the target.
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DC. This study resulted in corrections applied to the polar
angle dθ (θ,1/p) and the azimuthal angle dφ(θ,1/p) [101].
2. Empirical momentum corrections
Imperfect knowledge of the field map of the CLAS magnet,
misalignment of the drift chamber wires or the drift chambers
themselves relative to their nominal positions, effects of
wire sag, and other possible distortions in the drift chamber
wire positions used in the tracking code lead to deviations
in the reconstructed kinematics of the scattered particles.
An empirical method was developed [102] to correct the
measured momenta of the particles, using parameters that
were determined by exploiting the four-momentum (pμ)
conservation for both elastic ep and two-pion production
ep→ epπ+π− events.
The overall correction function depends on the momentum
p, the polar angle θ , and the azimuthal angle φ. It includes
16 parameters for each sector, totaling 96 parameters, and
7 additional parameters to improve the fit in the case of
negative torus magnet polarities. Corrections in the momentum
and polar angle were calculated relative to the region 1
drift chamber. The azimuthal angle, having a larger intrinsic
uncertainty, was kept fixed since it was shown to be correct
within this uncertainty for elastic events.
The parameters were optimized by minimization of
χ2 =
∑
i
∑
μ
p2μ
σ 2pμ
+
∑
e
(Wc −Mp)2
(0.020 GeV)2 , (46)
over i total events and e elastic events. Here, pμ are the
components of the missing four-momentum and σpμ are the
expected resolutions of each component, σpx = σpy = 0.014
GeV and σpz = σE = 0.020 GeV, Mp is proton mass, and Wc
is the missing mass of the inclusive elastic event.
After looping over all events, an additional term∑
par par2/σ 2par, with estimated intrinsic uncertainties σpar for
each parameter par , was added to the total χ2 for each
parameter. This limited parameters to reasonable ranges,
avoiding “runaway” solutions anywhere in the parameter
space.
In order to avoid preferential weighting due to detector
acceptances, elastic ep events were divided into 1◦ θ bins and
given a relative weighting proportional to their distribution in
θ . Inclusion of epπ+π− events ensured that the corrections
maintained validity over the full space of θ and p. MINUIT-
based minimization of χ2 [103] was iterated until stable values
were reached, and the width of the missing momenta and
energy distributions was reduced as shown in Fig. 15.
The relative absence of exclusive scattering events at θ 
12◦ necessitated an additional forward-scattering correction
using inclusive elastic scattering data. Therefore, an additional
adjustment p(θ,φ) containing three more fit parameters was
applied in a similar manner, except that only the difference
W −Mp was minimized, leading to even better resolution in
the elastic peak.
Application of the kinematic corrections resulted in final ep
accuracy of ∼1.0 MeV/c for spatial momentum coordinates,
with distribution widths σpx ≈ σpy ≈ 17 MeV/c and σpz ≈
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FIG. 15. Missing energy and momentum distributions from elas-
tic events in the 4.238-GeV inbending data set before (dashed red
line) and after (black solid line) momentum corrections.
30 MeV/c. Overall momentum and angle corrections were
generally a few tenths of a percent in electron momentum p
and less than one milliradian in polar angle θ . The overall
effect of all kinematic corrections can be seen in Figs. 16–18.
Systematic uncertainties due to the kinematic inaccuracies
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scattered electrons (a) before and (b) after the kinematic corrections
for the 1.723-data set. After corrections, 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of pz,
√
p2x + p2y , and Ebeam were determined by using
the smoothly parameterized models of the asymmetries and
structure functions as a proxy for the actual data, shifting
each bin center by an amount equal to its uncertainty and
subtracting the difference. “Bin smearing” uncertainties due
to the distribution widths were estimated by determining the
uncertainty inW corresponding to the momentum uncertainty,
smearing each bin in the modeled A|| by a corresponding
W (GeV)
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FIG. 18. Missing mass W before (red, open circles) and after
(blue, solid dots) the kinematic corrections for the 4.238+ data set.
The corrections decrease the distribution width and center the mean
on the 0.938-GeV proton mass, which is indicated by the vertical
black dashed line.
Gaussian distribution, and subtracting the difference from the
unsmeared model.
3. Charge normalization correction
The calculation of the dilution factor (nominally 318 )
required a comparison of the normalized counts from the am-
monia, carbon, and empty (LHe) targets. Multiple scattering in
the target, as well as changes in beam focusing, could affect the
measurement of beam charge determined by the Faraday cup,
which was 29 m downstream from the target. The contribution
of multiple scattering in the target on beam divergence can
be estimated with a Molliere distribution [98]. At the lowest
energies, the size of the beam at the FC exceeded its 5.0 cm
aperture.
The (ungated) BPMs were used to establish a relative
correction to the FC signal for different targets. The BPM to FC
ratio at 5.7 GeV (with multiple scattering suppressed) provided
the overall normalization. For beam energies E < 3 GeV,
this ratio provided a correction factor with an approximate
accuracy of 0.001.
The difference in the FC correction factors for the ammonia
target and the empty target was especially large because of the
significant difference in their radiation lengths. The relative
factor was ∼1.14 at 1.6 GeV and ∼1.05 at 2.4 GeV. These
corrections were needed for dilution factor extractions from
data (see below) but played no role in the extracted physics
asymmetries.
E. Asymmetries and corrections
The raw asymmetry
Araw = n
+ − n−
n+ + n− (47)
was determined, where n+(n−) is the live-time gated, FC-
normalized, inclusive electron count rate for (anti)aligned
beam and target polarizations. Except for a few small correc-
tions, A|| is derived from Araw by dividing out the dilution
factor FDF (which accounts for unpolarized backgrounds),
the electron beam polarization Pb, and the proton target
polarization Pt , such that
A|| ≈ 1
FDFPbPt
n+ − n−
n+ + n− . (48)
Smaller contributions due to radiative corrections and other
possible backgrounds were also taken into account. The mod-
eled radiative contribution to the polarized and unpolarized
cross sections was characterized by an additive term ARC
and a “radiative dilution factor” fRC. Contributions due to
misidentified inclusive electrons (Cback) and polarized 15N
(P ∗15N) were also taken into account, yielding
A|| = Cback
FDFPb(Pt + P ∗15N)fRC
Araw + ARC (49)
as the final experimental measurement. Cback has already been
described; the remaining terms will be discussed in sequence.
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1. Dilution factor
FDF ≡ np/nA is defined as the ratio of scattering rates for
the proton (np) and the whole ammonia target (nA). It varies
as a function of Q2 and W , and was calculated directly from
the radiated cross sections. In terms of densities (ρ), material
thicknesses (ℓ), and cross sections (σ ),
np ∝ 318ρAℓAσp, (50)
nA ∝ ρAlℓAlσAl + ρKℓKσK + ρAℓA
( 3
18σp + 1518σN
)
+ ρHe(L− ℓA)σHe, (51)
with the subscripts A, p, Al, K , N , and He denoting ammonia
(15NH3), proton, aluminum foil, kapton foil, nitrogen (15N),
and helium (4He), respectively. The acceptance-dependent
proportionality constant is identical in both of the above
relations. Inclusive scattering data from the empty (LHe)
and 12C targets were analyzed to determine the total target
cell length (L) and effective NH3 thickness (ℓA). Scattering
rates from the carbon (nC) and empty (nMT) targets were
expressed as
nc ∝ ρAlℓAlσAl + ρKℓKσK + ρCℓCσC + ρHe(L− ℓC)σHe
(52)
and
nMT ∝ ρAlℓAlσAl + ρKℓKσK + ρHeLσHe, (53)
with again the same proportionality constant assumed.
The inelastic scattering model employed Fermi-smeared
cross sections calculated for each nucleus [104], which
included (unpolarized) radiative corrections and corrections
for the nuclear EMC effect. Free proton cross sections were
calculated from a fit to world data for F p1 and F
p
2 [105].
For cross sections on heavier nuclei, a Fermi convolution
of the smearing of free nucleon Born cross sections was fit
to inclusive scattering data, including EG1b data from 12C,
solid 15N, and empty (LHe) targets [106]. The nuclear EMC
effect was parameterized using SLAC data [107]. Radiative
corrections used the treatment of Mo and Tsai [108]; ex-
ternal Bremsstrahlung probabilities incorporated all material
thicknesses in CLAS from the target vertex through the inner
layer DC. Radiated cross sections (relative to that of 12C)
were calculated for each target material for radiation length
fractions 0.01X0 and 0.02X0, and were linearly interpolated
to correspond to the fraction ρℓ/X0 for each material in the
appropriate target.
To apply the model, FC charge-normalized inclusive elec-
tron counts were first binned in Q2 and W for all runs in
each of the 11 data sets (see Fig. 19). From these sums, the
ratiosnMT/nC andnA/nC were formed. The rationMT/nC then
determines L through solution of Eqs. (52) and (53). With L
determined, the ratio nA/nC determines ℓA through solution
of Eqs. (51) and (52). L and ℓA were statistically averaged in
the inelastic region (W > 1.10 GeV) over all Q2 values, with
1.75 < L < 2.05 cm and 0.55 < ℓA < 0.65 cm over the 11
data sets. Upper bounds in W used in calculating the average
were Q2 dependent. To evaluate the effect of the choice of
the cutoff on the measurement of L(ℓA), the W -averaging
range was increased (decreased) by approximately 33% in a
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FIG. 19. Inclusive W spectra normalized to the integrated Fara-
day cup charge for each target (ammonia, red circles; carbon, blue
squares; and empty (MT), green triangles) in a selected Q2 bin, at (a)
the lower two beam energies and (b) the higher two beam energies.
reanalysis (to account for small variations in our measurement
at high-W ) and the resulting difference in FDF was used to
estimate the systematic uncertainties due to these parameters.
Dilution factors FDF ≡ np/nA were then calculated for
each data set. This model was checked against an older
data-driven method [12,15,17] that used the three target count
rates, only one (unradiated) model for the ratio of neutron-
proton cross sections, and the assumption that σC = 3σHe
(see Fig. 20). Values of L and ℓA varied by less than 2%
between the two methods. Division of Araw by FDF removes
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FIG. 20. Dilution factors (a) FDF vsW and (b) FDF vs.Q2, for the
5.7-GeV beam energy. The solid blue line shows the modeled dilution
factor used in the analysis, and the dotted black line (most visible in
plot (a) at low W ) is a two-dimensional polynomial fit (in Q2 and
W ) to the red points from the data-driven method. The difference
between the solid blue and black dotted lines is an estimate of the
model systematic uncertainty. Over much of the kinematics, FDF is
close to the naive ratio 3/18 of polarized to unpolarized nucleons in
the target.
the contributions of the 15N, LHe, and target foil materials,
leaving only the contribution from scattering by the polarized
protons (see Fig. 21).
The densities and thicknesses of all target materials were
varied within their known tolerances to determine systematic
uncertainties. Only the variations of ρCℓC and ρHe had any
significant (>0.1%) effect on FDF. Uncertainties due to the
cross-section model were estimated by comparing FDF to a
third-degree polynomial fit to the data-based dilution factors
determined using the alternate method.
2. Beam and target polarizations (Pb Pt )
Because NMR measurements are dominated by the material
near the edge of the target cell [86] (which was not exposed to
the beam and therefore had higher polarization than the bulk
of the target), the polarization product PbPt was determined
experimentally using the double-spin asymmetry of elastic
ep events, taking advantage of the low background levels for
these exclusive events. The asymmetryA|| for elastic scattering
corresponds to the case when Ap1 = 1, Ap2 =
√
Rp, and Rp =
G
p2
E /(τGp
2
M ), as given in Eqs. (14) and (18). The proton’s
electric and magnetic form factors GpE(Q2) and GpM (Q2) (see
Sec. II F) were calculated using parametrizations of world
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FIG. 21. Background subtraction (using dilution factors) for
inclusive inelastic W spectra for a selected Q2 bin at (a) 2.5-GeV and
(b) 5.7-GeV beam energies. The blue circles are the inclusive counts
for ammonia. The green squares show the subtracted background,
as determined by the dilution factors, and the black triangles are the
difference, which represents the free proton counts in the ammonia
target.
data [109]. The polarization product PbPt was determined by
dividing the measured elastic ep asymmetry by the calculated
elastic A||(W = Mp,Q2).
Background contamination in elastic ep events was deter-
mined by scaling the scattering spectra of the carbon target
to match that of the ammonia target away from the vicinity
of the free proton peak. Scattering events were selected from
12C using all elastic ep cuts except the φ cut, and were
normalized to the ep φ spectrum in the region 2◦ < |φ| <
6◦ (Fig. 22). Nuclear background contributed less than 5%
of the events; systematic effects due to miscalculating this
background were tested by shifting the normalization region
by 2◦ and reevaluating.
The derived PbPt values were checked for consistency
across Q2 for each beam energy, torus current, and target
polarization direction. As a comparison check, a less accurate
method using inclusively scattered electrons in the elastic peak
was also employed to measure PbPt . This method required
the subtraction of much larger backgrounds and did not
incorporate radiative corrections. Within its larger uncertainty,
this second method agreed with the first.
The calculated elastic asymmetry is plotted against the
PbPt -normalized measured elastic asymmetry for each of
the 11 data sets in Fig. 23 to demonstrate the precision of
the elastic ep data. Older parametrizations of GE and GM
[110] were substituted to evaluate the systematic uncertainty
due to the A||(W = Mp,Q2) model. The W cut on allowed
elastic ep events was also widened by 10 MeV on each side
to test for systematic effects due to ep event selection. The
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FIG. 22. Histogram of the azimuthal angular difference φp − φe
for elastic scattering events from the NH3 target (blue circles) overlaid
with the scaled distribution from the carbon target (red triangles) for
two different data sets.
systematic uncertainty due to the statistical uncertainty on
PbPt was determined by adding one standard deviation to
PbPt for one of the data sets, and repeating the full analysis;
this was repeated independently for each set.
3. Polarized nitrogen correction
EST (equal spin temperature) theory predicts the relative
polarization ratios between two spin-interacting atoms in a
homogeneous medium as the ratio of their magnetic moments
(P15N/P1H ≈ μ15N/μ1H ≈ −0.09) at small polarizations, with
higher order terms increasing the magnitude of this ratio at
larger polarizations [89]. An empirical fit for 15N polarization
as a function of proton polarization,
P15N = −
(
0.136Pp − 0.183P 2p + 0.335P 3p
)
, (54)
derived in the SLAC E143 experiment for 15NH3 [37], was
applied to determine the nitrogen polarization.
The 3:1 1H/15N ratio and the relative alignment of the
proton and 15N polarizations in the nuclear shell model [111]
require factors of 13 and − 13 , respectively, on this polarization,
such that P ∗15N = − 19P15N in Eq. (49). Systematic uncertainties
were estimated by replacing the fit of Eq. (54) with the leading-
order EST estimate (P15N = 0.09Pp) and reanalyzing.
Elastic ep events were also affected by the nuclear polar-
ization, though the effect was less, due to the smearing of the
15N quasielastic peak. We estimated P15Nelastic ≈ 12P15N, and
set P15Nelastic = 0 to determine the uncertainty of this effect.
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FIG. 23. Comparison of the elastic asymmetry A||(W = Mp,Q2)
(solid lines) to the measured elastic asymmetries for all data sets,
normalized by PbPt . (a) Inbending and (b) outbending sets are shown
separately. Each line represents a specific beam energy, increasing
in energy with descending order from the upper left. Each color
and marker style (red circles, cyan squares, light green triangles,
magenta inverted triangles, blue open circles, orange crosses, gray
open triangles, dark green diamonds) represent a different beam
energy (1.606, 1.723, 2.286, 2.561, 4.238, 5.615, 5.725, and 5.743
GeV, respectively).
4. Radiative corrections
Radiative corrections to the measured asymmetries A||
were computed using the program RCSLACPOL, which was
developed at SLAC for the spin structure function experiment
E143 [107]. Polarization-dependent internal and external
corrections were calculated according to the prescriptions in
Refs. [112] and [108], respectively.
The polarized and unpolarized radiated cross sections can
be expressed as
σr = σB(1+δv)+σel +σqe +σin (55)
and
σr = σB(1+ δv)+ σel + σqe + σin (56)
respectively, in which σB is the Born cross section; δv is the
combined electron vertex, vacuum polarization, and internal
bremsstrahlung contributions; and σel , σqe, and σin are the
nuclear elastic, quasielastic, and inelastic radiative tails
(the quasielastic tail is, of course, absent for a proton target).
The radiated asymmetry is given by
Ar = σr
σr
. (57)
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For a given bin, one can write the Born asymmetry as
AB = Ar
fRC
+ ARC (58)
in which fRC = 1− σel/σr is a radiative dilution factor
(accounting for the “dilution” of the denominator of the
asymmetry due to the radiative elastic tail) and ARC is an
additive correction accounting for all other radiative effects.
We calculated these two terms using parametrizations of the
world data for elastic form factors GE and GM , structure
functions F p2 and Rp, and virtual photon asymmetries A
p
1
and Ap2 (see Sec. V C).
External corrections, dependent on the polar angle of
scattering, were calculated using a realistic model of all the
materials in the beam path within the vertex cuts for good
electrons.
RCSLACPOL is equipped to integrate over target raster
position and scattering point within the target. However,
studies have shown little difference from the case of fixing
the scattering at the target center, which was assumed here.
The peaking approximation, which speeds the calculation and
has a negligible effect on the final result, was also exploited.
Both the internal and external corrections were combined
and used to extract the Born asymmetries from the data.
Radiative effects tend to be large near threshold (below
W = 1.2 GeV) and at large W where the radiative tails begin
to dominate.
Systematic uncertainties on these corrections were es-
timated by running RCSLACPOL for a range of reasonable
variations of the models forF p2 ,Rp,A
p
1 , andA
p
2 (see Sec. V C)
and for different target and LHe thicknesses ℓA and L. The
changes due to each variation were added in quadrature and
the square root of this quantity is taken as the systematic
uncertainty on radiative effects.
5. Systematic uncertainties
Estimation of systematic uncertainties on each of the
observables discussed in the following section was done by
varying a particular input parameter, model, or analysis method
(as described in the preceding subsections), repeating the
analysis, and recording the difference in output for each of
the final asymmetries, structure functions, and their moments.
Final systematic uncertainties attributable to each altered
quantity were then added in quadrature to estimate the total
uncertainty.
Sources of systematic uncertainties have been extensively
discussed in the preceding text. These sources include
kinematic accuracy, bin smearing, target model (radiative
corrections), nuclear dilution model, elastic asymmetry mea-
surement, PbPt statistics, and background contamination.
The magnitudes of the effects of the various systematic
uncertainties on the ratio gp1 /F
p
1 for the four beam energies
are listed in Table I. Note that for each quantity of interest
(Ap1 ,gp1 ,Ŵp1 ) the systematic uncertainty was calculated by the
same method (instead of propagating it from other quantities),
therefore ensuring that all correlations in these uncertainties
were properly taken into account.
TABLE I. Systematic uncertainties.
Systematic uncertainty Max. Relative Magnitude (gp1 /F p1 )
1.6 GeV 2.5 GeV 4.2 GeV 5.7 GeV
Kinematic smearing 2.0% 1.5% 1.0% 0.5%
Target material tolerances 2.5% 2.5% 2.5% 2.5%
L,ℓA target lengths 1.5% 1.5% 1.5% 1.5%
FDF cross-section model 4.5% 2.0% 2.0% 2.0%
PbPt elastic ep cuts 1.5% 1.5% 1.5% 1.5%
PbPt statistics 0.8% 1.1% 1.7% 2.2%
π− contamination 0.1% 0.8% 0.8% 1.5%
e+e− contamination 1.0% 1.0% 1.0% 1.0%
15N polarization 0.5% 0.5% 0.5% 0.5%
Models for F p2 ,Rp,A
p
1 ,A
p
2 2.0% 2.0% 2.0% 2.0%
Totals 6.4% 4.9% 5.0% 5.2%
The results shown in the next section incorporate these
systematic uncertainties.
V. RESULTS AND COMPARISON TO THEORY
A. Extraction of A‖
The raw double-spin asymmetry [Eq. (47)] was evaluated
for each group of data with a given beam energy, torus polarity,
direction of the target polarization, and status of the HWP (in-
out). For each group, the raw data were combined in (W,Q2)
bins with bin widthW = 10 MeV. TheQ2 bins were defined
logarithmically, with 13 bins in each decade of Q2. These bin
sizes were chosen to provide a compromise between statistical
significance and expected structure in the asymmetries.
The data in the various groups were combined as follows.
First, raw asymmetries with the same beam energy, target
spin direction, and torus polarity, but opposite half-wave-plate
(HWP) orientation, were combined, bin by bin, weighting
the data in each bin according to their statistical uncertainty.
Next, the data sets with opposite target polarizations were
combined using the product σ 2A(PbPt )2rel as the weighting factor
to optimize the statistical precision of the result. Here, σA is
the statistical uncertainty of the raw asymmetry and (PbPt )rel
is a quantity proportional to the product of beam and target
polarization for a given data set. To get the highest possible
statistical precision for this quantity, we calculated it by using
not only elastic (exclusive) scattering data (cf. Sec. IV E 2),
but by taking the ratio of the measured raw asymmetry to that
predicted by our model (see Sec. V C) for all kinematic bins
(including elastic scattering) and averaging over the entire data
set. The resulting value for (PbPt )rel deviates from the “true”
product of polarizations by a constant unknown scale factor
which is the same for the two data sets with opposite target
polarization and therefore plays no role for the purpose of
deriving a relative weight for these two sets.
All corrections except radiative corrections were then
applied to the combined sets. Next, the asymmetries from sets
with opposite torus polarity (but identical beam energy) were
averaged (again weighted by statistical uncertainty). Finally,
radiative corrections, described in Sec. IV E 4, were applied,
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FIG. 24. Values of A‖ (including radiative corrections) shown at
beam energies of (a) 1.6, (b) 2.3, (c) 4.2, and (d) 5.7 GeV. The curves
correspond to our model with (blue solid line) and without (red dotted
line) radiative corrections, as discussed in the text.
resulting in measurements of A‖ for each beam energy (see
Fig. 24).
B. Extraction of polarized asymmetries and structure functions
The asymmetries A1(Q2,W ) and A2(Q2,W ) are linearly
related to A‖(Q2,W ) by Eq. (18). The kinematical
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FIG. 25. Values of A‖/D vs W for each beam energy, including
systematic uncertainties. The green inverted triangles, blue triangles,
red squares, and black circles correspond to data from approximate
beam energies of 1.6, 2.5, 4.2, and 5.7 GeV, respectively.
depolarization factor D in this equation is given in Eq. (14).
The structure function Rp was calculated from a fit to the
world data (see next section). For each final set discussed in
the previous section, the values of A‖/D = Ap1 + ηAp2 were
calculated for each bin. For sets with beam energies differing
by less than 15%, these values for A‖/D were combined (with
statistical weighting) and the corresponding beam energies
averaged (see Fig. 25). These results have a low theoretical
bias from modeled asymmetries and structure functions (like
A1 andF1) compared to other extracted quantities. They can be
found (along with the other results presented here) in the CLAS
database [113] and in the Supplemental Material [114] for this
paper.
Over a large kinematic region, asymmetries in the same
(Q2,W ) bins were measured at multiple beam energies.
Consequently, for these bins, Ap1 and A
p
2 can be obtained from
a Rosenbluth-type of separation, as follows. For fixed values
of Q2 and W , A‖/D is a linear function of the parameter η
which depends on the beam energy. A linear fit in η determines
both Ap1 and A
p
2 . An example of this is shown in Fig. 26.
One disadvantage of the method is its large sensitivity to
uncertainties in the dilution factor and in PbPt values for
different beam energies.
For W < 2 GeV, the model-independent results for Ap2 are
shown in Fig. 27, and compared to our model for Ap2 , as well
as to data from RSS [22] (limited to Q2 = 1.3 GeV2) and
MIT Bates [44]. For these plots, bins have been combined to
increase the statistical resolution. Although our results for Ap2
lack the precision of the RSS [48] experiment, they extend
over a wider range of Q2.
For W > 2 GeV, we rarely have more than two beam
energies contributing to any given kinematic point, and usually
only the highest two beam energies. This yields a rather poor
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FIG. 26. Representative linear fit of A‖/D vs η for one W , Q2
bin (at W = 1.51 GeV and Q2 = 0.5 GeV2). The three points were
taken at three different beam energies (color and style coded as in
Fig. 25). The y intercept gives Ap1 and the slope gives Ap2 .
lever arm in η and makes any check of the linear fit (as well as
its uncertainty) impossible. For this reason, we do not quote
any results for Ap2 in the DIS region.
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together with RSS data (blue open circles) [22] and E155x data [41]
(diamonds). The red curve is our model for theQ2 bin median (which
differs significantly from the averageQ2 value for the other data sets).
1. The spin structure function g p2
A model-independent value of gp2 can be obtained if one
expresses A‖ directly as a linear combination of gp1 and g
p
2 ,
again with energy-dependent coefficients and a model for the
unpolarized structure function F p1 [see Eq. (15)]. For (Q2,W )
bins measured at more than one energy, gp1 and g
p
2 can then
be determined with a straight-line fit, along with a straight-
forward calculation of the statistical uncertainty. As already
discussed, this is not the best way to determine gp1 , but it
does provide model-independent values for gp2 . The results
for the product xgp2 averaged over four different Q2 ranges
are displayed as a function of x in Fig. 28. Although the
precision is not particularly good, these data could provide
some constraints on models of gp2 .
C. Models
In order to extract high-precision observables of interest
from our data on A||, we need to use models for the
unmeasured structure functions F p1 and F
p
2 (or, equivalently,
F
p
1 and Rp), as well as for the asymmetry Ap2 , which is only
poorly determined by our own data (see above). Using these
models, we can extract Ap1 and g
p
1 from the measured A||,
as explained in Sec. II B. In addition, we also need a model
for Ap1 , covering a wide kinematic range, in order to evaluate
radiative corrections stemming from both the measured and the
unmeasured kinematic regions and to evaluate the unmeasured
contributions to the moments of the structure function gp1 .
For the unpolarized structure functions F p1 and Rp, we
used a recent parameterization of the world data by Bosted
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and Christy [105]. This parameterization fits both DIS and
resonance data with an average precision of 2–3%. In
particular, it includes the extensive data set on separated
structure functions collected at Jefferson Laboratory’s Hall
C [115], which is very well matched kinematically to our own
asymmetry data. Furthermore, the fit has been modified to
connect smoothly with data for real photon absorption, thereby
yielding a fairly reliable model for the (so far unmeasured)
region of very small Q2. Systematic uncertainties due to these
models were calculated by varying either F p1 or Rp by the
average uncertainty of the fit (2–3%) and recalculating all
quantities of interest.
For the asymmetries, we developed our own phenomeno-
logical fit to the world data, including all DIS results from
SLAC, HERA, and CERN and all results from Jefferson
Laboratory data (see Ref. [2] for a complete list) as well as data
in the resonance region from MIT Bates [44]. In particular,
we used an earlier version of this fit [13] for a preliminary
extraction of Ap1 from our own data, and then iterated the fit
including these data.
The fit proceeded in the following steps:
(1) The asymmetry Ap1 (x,Q2) in the DIS region, W >
2 GeV, was fit using an analytic function of Q2 and
the variable ξ ′ = ξ (1+ 0.272 GeV2/Q2), where the
Nachtmann variable ξ given in Eq. (24) was modified
to allow a smooth connection to a finite value at the
real photon point, Q2 = 0. The seven parameters of
this function were optimized by fitting this function
to all world data at W > 2 GeV and the fit function,
including real photon data from ELSA and MAMI (see,
e.g., the summary by Helbing [116]). Each experiment
was given an adjustable normalization factor as an
additional parameter which was allowed to vary within
the stated uncertainty due to global scale factors like
the product PbPt . Some comparisons of the fit with
world data (including the ones reported here) are shown
in Figs. 29 and 30. The full error matrix from the fit
was used to calculate the uncertainty of our model
A
p
1 at any particular kinematic point. All values of
A
p
1 used in radiative corrections or moments were
moved by this uncertainty (one standard deviation)
to determine the systematic uncertainty from this
model.
(2) The asymmetry Ap2 (x,Q2) in the DIS region was
modeled by using the Wandzura-Wilczek form of the
structure function gT [Eq. (25)] and observing that
A
p
2 = γgT /F p1 [Eq. (17)]. This description was found
by SLAC experiments E143 and E155 to hold rather
well; as a systematic variation, we also included a
simple functional form for an additional “twist-3” term
introduced by E155 [41].
(3) In the resonance region, we modeled both asymmetries
by combining the DIS fits (extrapolated toW < 2 GeV)
with additional terms emulating resonant behavior.
For the latter, we used the MAID parameterization
of the cross sections σT T = σ
1
2
T (γ ∗)− σ
3
2
T (γ ∗), σT =
σ
1
2
T (γ ∗)+ σ
3
2
T (γ ∗), and σLT (γ ∗) for single pion and η
production [117,118]. We fit all data in the resonance
region using Q2- and W -dependent weighting factors
for these two terms, which guaranteed a smooth
connection to the DIS fits atW = 2 GeV and forQ2 →
10 GeV2 (assuming negligible effects from resonances
at higher Q2). We included our model-independent
results for Ap2 described in the previous section, as
well as the more precise data from RSS and MIT-Bates
[44]. Ultimately, we combined this fit with an earlier
version [13] for the best possible description of all
data, and used the difference with the earlier version
as a systematic uncertainty. A total of 28 parameters
for Ap1 and 9 parameters for A
p
2 were fit using χ2
minimization. The data for Ap2 are sparse and therefore
fewer parameters were sufficient. We used the Soffer
inequality [Eq. (22)] as an additional constraint. The
resulting uncertainty on Ap2 was small enough for our
purpose of extracting Ap1 and g
p
1 as discussed below.
The final implementation of our fit is in the form of
a fine-grained lookup table that can be interpolated
in both W and Q2. The reason for this is that we
did not have access to a version of the MAID code
that would allow us to calculate the necessary input
to our model in real time; instead, we used a grid of
values. Comparisons of our fit with our own data for
A
p
2 and A
p
1 are shown in Fig. 27 and in Figs. 29 and
30, respectively.
D. Model-dependent extraction of Ap1
Because of the relatively small contribution of Ap2 to A‖,
even our only moderately constrained model estimation of Ap2
permits a rather accurate extraction ofAp1 over a large range of
Q2 and W . Ap1 was determined directly from Eq. (18), using
our models for Rp and Ap2 as input.
A
p
1 was extracted for each (Q2,W ) bin, separately for each
data set obtained with the four average beam energies (1.6, 2.5,
4.2, and 5.7 GeV). The statistically averaged values of η in each
bin were used to prevent weighting uncertainties. Final results
for Ap1 measured at each beam energy were then statistically
averaged. For each combination, we checked first that the
values of Ap1 from different beam energies were statistically
compatible (which turned out to be true in all cases). The final
results are shown in Figs. 29 and 30.
Inclusive electron scattering atW < 2 GeV and low to mod-
erate Q2 is characterized by a strong W dependence arising
from the excitation of nucleon resonances (see Ref. [119] for
a review). One typically observes three cross-section peaks,
traditionally labeled as the first, second, and third resonance
regions. As discussed in Sec. II C, the total spin of an excited
resonance is reflected in its contribution to Ap1 . The first
resonance region is dominated by excitation of the(1232)P33
resonance, with total spin S = 32 and W = 1.232 GeV. As
discussed in Sec. II C, Ap1 ≈ − 12 in this region from the
resonance contribution alone. This is borne out by our data for
the lowestQ2, while at higherQ2 nonresonant background and
tails from higher lying resonances begin to dominate, making
A
p
1 less negative. The second resonance region arises from
excitation of a group of closely spaced resonances, in particular
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FIG. 29. Asymmetries Ap1 vs W for bins in Q2. The solid black points are our data with statistical error bars. Open squares represent EG1a
data [12], and the purple triangles are Bates data [44], visible on the left side of three of the four highest Q2 plots shown. The red line shows
our model of Ap1 for comparison. The green bands show the systematic uncertainties.
N (1535)S11 and N (1520)D13. Between the first and second
regions, the excitation of the Roper resonance N (1440)P11 is
not prominent in electro-excitation at lowQ2 where the leading
amplitude crosses zero, but it contributes significantly above
Q2 = 2 GeV2 over a region three times as broad in W as the
(1232)P33, creating a shoulder inAp1 aroundW = 1.44 GeV,
which is visible in our data. This and other spin- 12 resonances,
which have no spin- 32 projection, lead to Ap1 = 1 for the res-
onance contribution only. In the second region, the dominant
N (1535)S11 resonance drivesAp1 toward unity. The other major
resonance in this region, N (1520)D13, has Ap1 = −1 for real
photons (Q2 = 0) but it rapidly tends toward Ap1 = +1 for
Q2 > 3 GeV2, characteristic of pQCD expectations. Indeed,
our data exhibit a rapid rise from Ap1 ≈ 0 at low Q2 to large
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FIG. 30. Same as Fig. 29 but for the higher Q2 bins. Additionally, here, blue hollow circles are RSS data [22] and open triangles are E143
data [37].
positive values at higherQ2 in this region. The third resonance
peak lies at W = 1.63 GeV and contains, among others, the
N (1680)F15 resonance. Additional enhancements in the real
photon cross section arise from excitation of a number of
resonances with 1.7 < W < 1.9 GeV, some of which are
spin- 32 or higher and therefore tend to have negative A
p
1 . These
features are visible as well in our data at low Q2. Another
prominent feature is the nearly uniform increase of Ap1 with
increasing Q2.
As discussed in Sec. II C, predictions of the high x DIS
behavior of Ap1 are strongly model dependent, although most
realistic models predict some sort of smooth approach to the
value Ap1 = 1 at x = 1, which would be consistent with A1
for elastic scattering. To compare our results for Ap1 to the
world’s DIS data, we restricted the kinematical region to
W > 2 GeV to avoid complications from the resonance region,
which clearly shows departures from DIS behavior. With this
restriction onW , the upper limit of x = 0.6 for our data is fixed
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FIG. 31. Ap1 vs x for DIS events,W > 2 GeV, compared to world
data. Curves and models are discussed in the text. The difference
between EG1b data and higher energy data is discussed in the main
text. The hatched region at the bottom represents the systematic
uncertainty on the EG1b data.
by the maximum JLab electron energy. The results obtained
with this restriction are compared to world DIS data for Ap1
in Fig. 31. This plot also displays several predictions and fits
of the x dependence of Ap1 : a “statistical” model for quark
distribution functions by Soffer et al. [120], an NLO fit to
the world data without constraint at x = 1 by Leader et al.
[121], a range of predictions from a relativistic quark model
with hyperfine interactions due to one-gluon exchange [24],
and two different models based on pQCD expectations, one
without (BBS [25]) and one with (BBS+OAM [27]) quark
orbital angular momentum.
Several features are obvious. Our data tend to lie lower
than the EG1-dvcs data, not because of large discrepancies (as
can be seen in Fig. 33), but due to the significantly different
kinematics between these two data sets, which affects the Q2
range over which we average, and the impact of various models
(in particular, Ap2 ). Our model fit confirms that indeed even in
the DIS region, Ap1 (x,Q2) is not completely Q2 independent
(scaling), but rather increases as Q2 increases. Taking this
effect into account, our data are in good agreement with
the world data set. At moderately high x, our data show an
unambiguous increase, as expected, beyond the naive SU(6)
quark model prediction of Ap1 = 5/9.
E. The spin structure function g p1
Analogous to the case for Ap1 , the most precise results
for gp1 can be extracted from our measurement of A|| using
models for all unmeasured structure functions, including Ap2
[see Eq. (19)]. Over most of our kinematics |γ − η| ≪ |η|,
which ensures that the uncertainty in ourAp2 model is even less
important in the extraction of gp1 /F
p
1 than for the extraction of
A
p
1 . Consequently, the uncertainties on g
p
1 /F
p
1 are primarily
statistical.
Our complete data set for the quantity xgp1 (x,Q2) is shown
in Fig. 32, together with a sample of world data. One can see
a clear transition from the resonance-dominated behavior at
low Q2 with the prominent negative peak in the  resonance
region toward the smooth behavior at high Q2, where most of
the data lie in the DIS region. At intermediate Q2, one can
discern an x dependence that still has some prominent peaks
and dips, but approaches, on average, the smooth DIS curve at
the highestQ2. This is a qualitative indication of quark-hadron
duality, which is discussed below (see Sec. V H).
Plots of gp1 /F
p
1 as a function of Q2 for various x bins are
shown in Fig. 33. For comparison, these plots also show data
from the SLAC E143 and E155 experiments. The solid line on
each plot shows the result of our model at the median value
of each bin. The systematic uncertainty is shown as the green
region near the bottom of each plot. Again, a dramatic Q2
dependence at lowQ2 (where the low-W region dominates for
fixed x) makes way to the smooth approach toward the DIS
limit at higher Q2. The remaining Q2 dependence at the upper
end of each plot hints at scaling violations of gp1 /F
p
1 due to
pQCD evolution.
The quantity gp1 was derived for all values of A||/D over
the entire kinematic range using Eq. (19), with model values
used for Ap2 and F
p
1 . The complete coverage of g
p
1 over the
EG1b kinematic range is displayed in Fig. 34.
F. Moments of g p1
As discussed in Sec. II G, moments of gp1 and g
p
2 with
powers of x play an important role in the theory of nucleon
structure in the form of sum rules and for the determination of
matrix elements within the OPE. Thenth moment of a structure
function S is defined by
∫ 1
0 x
n−1S(x,Q2) dx. Experimental
data do not cover the complete range in x for each Q2 bin
(see Fig. 34), but the moments can be approximated using a
combination of our data along with a model for low x and high
x. Thus, the calculation can be expressed as
∫ 1
xhigh
xn−1S(x,Q2)model dx +
∫ xhigh
xlow
xn−1S(x,Q2)data dx
+
∫ xlow
0.001
xn−1S(x,Q2)model dx. (59)
At very low values of x, uncertainties in the model become
so large that we have chosen to truncate the lower limit at
x = 0.001. Ignoring the interval [0,0.001] is expected to have
little effect, especially for n > 1.
G. Moments of g p1
The nth x-weighted moment of gp1 was determined from
our data as follows. For each Q2 bin, the data were binned in
W with W = 10 MeV, so that
Idata(Q2) =
∑
W
xn−1avg S(Q2,W )|xa − xb|, (60)
where xavg is the average value of x for the events contributing
to each bin, and xa and xb are the lower and upper limits
of the W bin. The statistical uncertainty for each bin was
added in quadrature to obtain the statistical uncertainty on
the integral. Bins with a statistical uncertainty for A‖ greater
than 0.6 were excluded. In kinematic regions where data were
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FIG. 32. Spin structure function xgp1 vs Bjorken x, for various bins in Q2. Our data (black points) are plotted along with the world data at
similar Q2: from HERMES (red crosses) [35], E155 (diamonds) [40], E143 (hollow triangles) [37], RSS (blue circles) [22], and EG1a (hollow
squares) [12]. The green band indicates total systematic uncertainties; the red solid line is our model for the median of each Q2 bin, and the
blue dashed line is the DIS model at Q2 = 10 GeV2, included for reference.
absent or insufficient by this criterion, the model was used.
The integral ran from the inelastic threshold (W = 1.07 GeV)
up to the value of W corresponding to x = 0.001 for each Q2
bin. The model was also integrated over the full x range for
comparison to the data (see Fig. 35).
In our plots of the calculated moments, the experimental
contributions are shown as open circles and the combination
of model and data is shown as solid black circles. Systematic
uncertainties were calculated using the methods described
earlier and are shown in shaded bands.
The moment calculations presented here (with the excep-
tion of Fig. 37) do not include the contribution from elastic
scattering at x = 1, which is the same for all n [see Eq. (30)].
1. The first moment Ŵ p1
The moments of gp1 , designated asŴ
p
n , have been calculated
from our data up to n = 5. The first moment Ŵp1 is of special
interest. At Q2 = 0, the GDH sum rule constrains the slope of
Ŵ
p
1 (Q2) to be −0.456 GeV−2 [Eq. (41)]. At large Q2, Ŵp1
is related to squared charge-weighted axial charges of all
quark species present in the nucleon (see Sec. II G). From
existing DIS data and theoretical expectations, it is well known
that in this limit Ŵp1 is positive and approaches a value of
about 0.14–0.15, with a Q2 dependence given by pQCD.
Consequently, at some value of Q2, Ŵp1 must pass through
zero. The plots of our results for Ŵp1 shown in Fig. 35 are
consistent with these expectations, exhibiting a sign change at
Q2 ≈ 0.24 GeV2.
Various models and parametrizations have been proposed
to interpolate between the two extreme Q2 limits. At high Q2,
pQCD corrections up to third order in αS have been calculated
and are shown in Fig. 35, as is the “GDH slope” at Q2 = 0.
The next higher order terms in an expansion in Q2 around
the origin can be calculated within the framework of χPT
[125,126]. Finally, we show two phenomenological curves
using the methodology of Burkert, Ioffe, and Li [122,123,127]
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FIG. 33. Plots of gp1 /F
p
1 vs Q
2 for different x ranges of the
combined EG1b data. The (red) line represents our model. The
blue triangles correspond to the EG1-dvcs data [23], while magenta
squares represent E143 data [37]. The downward-pointing black
arrows indicate the upper limit of the resonance region at = W =
2 GeV, while the red horizontal arrows indicate the results for gp1 /F
p
1
of a recent analysis of world data for our bin centers and Q2 = 5
GeV2.
and by Soffer, Pasechnik et al. [124,128,129], which reproduce
the data, at least qualitatively, quite well.
2. Higher moments
The third and fifth moments of gp1 are shown in Fig. 36.
These moments are characterized by small statistical uncer-
tainties, along with very little model dependence for Q2 <
3 GeV2. They are useful in the calculation of hydrogen
hyperfine splittings [130,131].
3. Higher twist analysis
We detail here the analysis performed to extract the twist-4
contribution f p2 to g
p
1 and to determine the contribution of the
quarks to the nucleon spin . A summary of the formalism
describing the higher twist matrix elements in the OPE has
been presented in Sec. II G.
The data set analyzed comprised all the energies used for the
EG1b analysis and the doubly polarized data from other JLab
experiments (EG1a [12] and EG1-dvcs [23]) as well as the
data from the SLAC, CERN, and DESY facilities, including
x
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FIG. 34. The full gp1 data set from this experiment. For clarity,
the nth x distribution at fixed Q2 is shifted upward by 1+ n.
the recent COMPASS results [46]. The low-x extrapolation
of world data was redone using our model (see Sec. V C) to
obtain a consistent set of data. The model was used down
to x = 0.001. The uncertainty was estimated by varying the
model parameters and taking the quadratic sum of the resulting
differences. Beyond x = 0.001 a Regge form [132] was used
for which an uncertainty of 100% was assumed. The elastic
contribution to the moments was estimated using the proton
form factor parametrization of Arrington et al. [63]. The
uncertainty was taken as the linear difference with another fit
from Gayou et al. [133]. In the fitting procedure used to extract
the higher twist coefficients, all the uncertainties (experimental
statistics and systematics, elastic and low-x extrapolation) are
added in quadrature to obtain a total uncertainty. There are
point-to-point correlations between the total uncertainties on
different data points within individual experiments. They are
also present between data points from different experiments
(for example, the EG1-dvcs data are supplemented with a
high-x extrapolation from a model significantly dependent on
the EG1b data). To account for these correlations in the fit
procedure, we use the unbiased estimate procedure, i.e., the
total uncertainties are uniformly scaled so that the χ2 per
degree of freedom (dof) of the fit is forced to 1. It turns out
that the global factor scaling the total uncertainties is close to
1 (see the last column of Table III).
First, we fit the world data (re-estimated using our model)
for Q2  5 GeV2 and assuming no higher twist contribution
above Q2 = 5GeV2. This yields  = 0.169± 0.084. Next,
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FIG. 35. Ŵp1 vs Q2 for EG1b data and selected world data. The
right panel shows an expanded scale at small Q2. The open circles
represent our data, integrated over the measured region. The filled
blue circles are the full integral from x = 0.001 → 1, excluding the
elastic region. The curves show phenomenological parametrizations
by Burkert and Ioffe [122,123] (magenta) and Pasechnik et al. [124]
(cyan). The limiting cases of large Q2 (“DIS limit”) and Q2 → 0
(“GDH slope”) are also shown, as well as two bands showing χPT
calculations (Lensky et al. [125] and Meissner et al. [126]). The green
band at the bottom represents the total systematic uncertainty.
we account for higher twists. The target mass correction
a2(Q2o) =
∫ 1
0 dx[x2gLT1 (x,Q20)], in which gLT1 (x,Q20) contains
only the twist-2 contribution to g1, was estimated with
the parton distribution parametrization of Bluemlein and
Boettcher [134]. Q20 is a reference scale taken to be 5 GeV2.
The twist-3 contribution d2(Q20) was obtained from the SLAC
E155x experiment [41]. A Q2 dependence of the form
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FIG. 36. Ŵp3 and Ŵ
p
5 vs Q
2 for EG1b data. Solid (blue) circles
are the total integral, whereas the open (blue) circles are the integral
over measured data. The curve (red) is our model. The gold and gray
bands at the bottom represent the systematic uncertainties on the data
and the data + model contributions, respectively.
TABLE II. The nine parameters used in the fits,
together with their starting values. Free parameters
started at zero, whereas the fixed parameters
(given with uncertainties) were varied from their
central values to estimate uncertainties in the free
parameters.
Parameter Starting value
f2 0.
μ6 0.
μ8 0.
ga 1.267± 0.035
a8 0.579± 0.025
 0.154± 0.2
a2(Q20) 0.0281± 0.0028
d2(Q20) 0.0041± 0.0011
QCD 0.340± 0.008
A(Q2) = A(Q20)[αs(Q20)/αs(Q2)]b was assumed for a2(Q2)
and d2(Q2) with the anomalous dimensions b = −0.2 and
b = −1, respectively. A value ofQCD = 0.340± 0.008 [135]
was used for computing αs(Q2). The variations of the six
quantities gA, a2, d2, A8, , and QCD during the χ2
minimization were bounded within their respective error bars;
see Table II for the values used and their bounds. Those,
together with the (unbounded) fit parameters f2, μ6, and μ8,
made a total of nine fit parameters (three unbounded and six
bounded).
The world data together with the OPE leading-twist evolu-
tion (LT) of Ŵp1 (Q2) and the elastic contribution to Ŵp1 (Q2) are
shown in Fig. 37. The solid black line is the result of fit 1 (see
Table III).
To check the convergence of the OPE series, the lowest
Q2 value, Q2min, was varied, as well as the order of the OPE
series (truncated to twist 6 or twist 8). The results are given in
Table III.
For a given higher twist truncation order, the fit results are
consistent with each other (see Table III), indicating that the
Q2min choice has an acceptably small influence. On the other
hand, the results are not consistent for fits with different higher
twist truncation orders. This is to be expected since generally
μ8 > μ6. This is seen too in the higher twist analysis of the
nonsinglet part of Ŵ1, the Bjorken sum [131].
The f2 results show the same trend as the results from
the neutron [136] and Bjorken sum analysis [131]: The f2
coefficient tends to display a sign opposite to the sign of
the next significant higher twist coefficient. This may explain
why the approach toward hadron-parton duality [54] at fairly
moderate Q2 holds for g1 at the scale at which the higher twist
coefficients are extracted (see Sec. V H).
The quark spin sum obtained at lower Q2, accounting
for higher twists, is  = 0.289± 0.014, obtained from an
average of our results. This is larger than, but compatible
with, the leading-twist determination  = 0.169± 0.084.
It also agrees with the determinations obtained from global
fits of PDFs, which are typically around  = 0.24 (see,
e.g., Ref. [3] for a review). The discrepancy between the 
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TABLE III. Results of the fits for various minimal Q2 values (column 2) and truncations of the twist series. Data at Q2 lower than Q2min
were not included in the fit. In column 3, μmax indicates the order at which the twist series is truncated (μ8 or μ6). Column 4 gives the pure twist
4 coefficient; columns 5 and 6 give the 1/Q4 and 1/Q6 power correction coefficients, respectively. Column 7 gives the quark spin contribution
to the nucleon spin, . Column 8 lists QCD, and column 9 gives the global factor used to scale the total uncertainties in order to force
χ 2/ndf = 1.
Fit Q2min (GeV2) μmax f2 μ6/M4 μ8/M6  QCD (GeV) gf
0 5.00 2 0.169± 0.084 0.340 (kept fixed) 1.40
1 0.61 8 −0.087± 0.074 0.067± 0.055 0.003± 0.026 0.283± 0.051 0.347± 0.015 1.08
2 0.61 6 −0.102± 0.025 0.072± 0.009 0.335± 0.026 0.339± 0.013 1.06
3 0.81 8 −0.027± 0.017 0.000± 0.007 0.046± 0.012 0.256± 0.030 0.336± 0.005 1.11
4 0.81 6 −0.108± 0.038 0.076± 0.016 0.286± 0.035 0.332± 0.011 1.09
5 1.00 8 −0.018± 0.018 −0.009± 0.013 0.050± 0.021 0.261± 0.035 0.332± 0.009 1.22
6 1.00 6 −0.076± 0.066 0.060± 0.031 0.274± 0.060 0.336± 0.004 1.21
extracted from the proton and neutron analyses [137,138] (with
(n) = 0.35± 0.08) is resolved by the new data.
Our results on f2 can be compared to nonperturbative model
predictions: f2 = −0.037± 0.006 [68], μ4/M2 = −0.040±
0.023 (QCD sum rules [71]), f2 = −0.10± 0.05 (MIT bag
model [69]), and f2 = −0.046 (instanton model [139]). As
for the extracted f2, all the predictions are negative. The MIT
bag model and QCD sum rules agree best with the typical
fit result of f2 ≃ −0.1, although the other predictions are not
ruled out.
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FIG. 37. World data on Ŵp1 (Q2). The band (LT) is the pQCD
leading-twist evolution. The error bars represent statistical (inner
bars) and total (outer bars) uncertainties after applying the unbiased
estimate procedure. The solid black line is a fit of the data starting
at Q2min = 0.6 GeV2. The band labeled “elastic” shows the elastic
contribution to Ŵp1 (Q2) with its uncertainty.
From the result of fit 6, we extract the proton color
polarizabilities which are the responses of the color magnetic
and electric fields to the spin of the proton [68,69]. We
obtain χpE = −0.045± 0.044 and χpB = 0.031± 0.022 [see
Eq. (39)]. As is the case for the neutron [136] and p-n
[131,140], the extracted electric and magnetic polarizabilities
are of opposite sign.
4. Spin polarizability γ p0
In the real photon limit Q2 → 0, the ep scattering cross
section can be expressed in terms of Compton amplitudes,
with coefficients αE , βM , and γ p0 , called polarizabilities. The
quantity γ p0 , the forward spin polarizability, is given by
γ
p
0 =
1
4π
∫ ∞
νth
σ 3
2
− σ 1
2
ν
dν. (61)
Converting the integration variable from ν to x yields Eq. (43),
which can be recast as
γ
p
0 =
16M2α
Q6
∫ xth
0
x2
[
g
p
1 (x,Q2)− γ 2gp2 (x,Q2)
]
dx
= 16M
2α
Q6
∫ xth
0
x2A
p
1 (x,Q2)F p1 (x,Q2) dx, (62)
in which xth, the pion production threshold, excludes the
elastic contribution. The polarizability in units of fm−4 is
plotted in Fig. 38 (blue open circles, measured data; blue dots,
extrapolated data), along with the real photon γ p0 (Q2 = 0)
obtained from the MAMI GDH experiment [141–143]:
γ
p
0 = [−1.01± 0.08± 0.10]× 10−4 fm−4. (63)
Within experimental uncertainties, our measurements at low
Q2 are consistent with the MAMI measurement.
H. Bloom-Gilman duality
As discussed in Sec. II D 1, our data provide a substantial
test of Bloom-Gilman duality in polarized electron scattering.
Comparisons of theory and experiment have shown that
unpolarized structure functions exhibit both a “global duality”
(integration over the entire resonance region at W < 2 GeV)
and a “local duality” in each of the three main resonance
regions. For polarized scattering at low Q2, the importance of
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FIG. 38. The forward spin polarizability γ p0 vs Q2. Open and
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data only and the data plus model, respectively (slightly offset
horizontally for clarity). Our model is shown as a solid red line.
Our results are compared to χPT calculations (as in Fig. 35), the
MAID parametrization for single-pion production, and real photon
data at Q2 = 0 from MAMI [141–143].
the hadronic picture is clearly shown by the observed values of
g
p
1 in the resonance region, where the interplay of σ 12 and σ 32
is obvious. The  region, where gp1 < 0, is an extreme case,
since for DIS in the scaling region gp1 > 0 for all x. It may
still be possible, however, for global duality to apply in the
resonance region at relatively low Q2.
Hence, we looked for evidence of local and global duality
for 0.5 < Q2 < 5 GeV2 by applying duality tests to determine
at what values of (Q2,W ) the DIS behavior represents the
average polarization response in the resonance region. A first
study of duality for spin structure functions using the CLAS
data for both polarized proton and deuteron targets was carried
out and reported in an earlier publication [16].
For comparison with our data above Q2 = 1 GeV2, QCD
fits to DIS polarized structure function data above the res-
onance region were evolved toward lower Q2 by an NLO
calculation. This evolution is expected to give reasonable
results down toQ2 ≈ 1 GeV2. The NLO evolution was chosen
to give the best estimate of the Q2 dependence of gp1 . Target
mass effects were taken into account using the prescription
of Blümlein and Tkabladze [58] as before. Recent fits to the
unpolarized structure functions F1 for the proton and deuteron
were used to extract g1 for both the proton and the deuteron
from our data for E = 1.6 and 5.7 GeV.
To test both local and global duality, the data for gp1 were
averaged over x in four Q2-dependent intervals corresponding
to four regions in W < 2 GeV, with boundaries at 1.08, 1.38,
1.58, 1.82, and 2.00 GeV (corresponding to the three prominent
“resonance bumps” and the region of high-mass resonances
observed in our data). Global duality was tested by a single
average over x in this entire range in W .
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FIG. 39. The Q2 dependence of Q2gp1 (x,Q2) averaged over a
region in x corresponding to 1.08 < W < 2 GeV (solid circles) for
the proton, with the green band showing systematic uncertainties.
The open circles represent the data after adding the contribution from
ep elastic scattering. The shaded cyan band represents the range of
the averages calculated from extrapolated NLO DIS fits.
The results for the global duality test are shown in Fig. 39. In
this plot, we also show the effect of including elastic scattering,
following a suggestion of Close and Isgur [144] that including
elastic scattering may improve the agreement between the data
and the DIS extrapolation. The averaged resonance data agree
quite well with the extrapolated DIS data above Q2 ≈ 2 GeV2
(without the elastic contribution), suggesting a possible onset
of global duality. For Q2 < 2 GeV2, however, the data lie
significantly above the DIS extrapolation without the elastic
contribution and significantly below the DIS extrapolation with
the elastic contribution.
Figure 40 shows the results of the local duality tests for
the proton, averaged over x, for four W regions, plotted as a
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FIG. 40. Averages of Q2gp1 (x,Q2) vs Q2 over limited spans in x
corresponding to prominent “resonance regions” as indicated by the
ranges in W . Symbols are the same as in Fig. 39.
065208-31
R. G. FERSCH et al. PHYSICAL REVIEW C 96, 065208 (2017)
function ofQ2. At lowQ2, the data in the first resonance region
lie substantially above (below) the NLO curves without (with)
the elastic contribution, and the deviation behaves like a power
law. Above Q2 = 3 GeV2, the data begin to converge with the
NLO curves. The data in the second region lie well above the
NLO curve. The data in the third resonance region appear in
good agreement with the DIS extrapolation. The data in the
fourth resonance region lie slightly below the NLO curve. The
various local regions seem to compensate each other to yield
global duality. However, the approach toward duality is much
slower for g1p than in the unpolarized case.
VI. CONCLUSIONS
We have presented the final analysis of the most extensive
and precise data set on the spin structure functions Ap1 and g
p
1
of the proton collected at Jefferson Laboratory so far. The data
cover nearly two orders of magnitude in squared momentum
transfer, 0.05  Q2  5 GeV2, which encompasses the tran-
sition from the region where hadronic degrees of freedom and
effective theories likeχPT near the photon point are relevant to
the regime where pQCD is applicable. At lower W < 2 GeV,
our data give more detailed insight in the inclusive response of
the proton in the resonance region and how, on average, this
connects with the DIS limit (quark-hadron duality). Duality
applies both to individual resonances [except the (1232)],
and to the resonance region as a whole (1 GeV< W < 2 GeV)
above Q2 ≈ 2 GeV2. At higher W , 2 GeV < W < 3 GeV, and
Q2 > 1 GeV2, our data can constrain NLO fits (including
higher twist corrections) of spin structure functions. This
improves the knowledge of polarized PDFs and sheds new
light on the valence quark structure of the nucleon at large x.
Our data also allow a very precise determination of
moments of gp1 , which can be used to test the GDH sum rule
limit, compare to χPT calculations, and extract higher twist
contributions and nucleon polarizabilities. We find that some
χPT are commensurate with our results for γ p0 at low Q2 and
that the model by Lensky et al. [125] agrees with the values
obtained for the polarizability γ p0 at and near the photon point.
Our OPE analysis extracted the twist-4 contribution f p2 to
the first moment of the spin structure function gp1 . It is found
to be negative and the sign of the significant twist coefficients
(μ2,μ4,μ6, orμ8) appears to alternate. This sign alternation is
important to understand quark-hadron duality or early scaling
seen at relatively low Q2. The color polarizabilities extracted
from the higher twist analysis are small. The quark spin
contribution to the nucleon spin has been extracted in the
same process and found to be  = 0.289± 0.014. The
discrepancy previously seen between the  extracted from
the proton or neutron analyses is resolved by the new data.
Additional data from this experiment on the deuteron with
similar precision have already been published [14]. Further
information will come from the analysis of the completed
EG4 experiment with CLAS, which extends the kinematic
coverage of the present data set to even lower Q2 for a
more rigorous test of χPT. At the highest values of Q2,
spin structure function data from the EG1-dvcs experiment
[23] have improved our knowledge of Ap1 at large x and
further reduced the uncertainty with which gp1 is known in the
DIS region. Finally, additional information on the structure
functions gp2 and A
p
2 is forthcoming from “SANE” in Hall C
[49] and “g2p” in Hall A [145]. Extending EG1b to 11 GeV
has been approved and will run in the coming years using
CLAS12 at Jefferson Laboratory.
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