Abstract-We are concerned with obtaining novel concentration inequalities for the missing mass, i.e. the total probability mass of the outcomes not observed in the sample. We not only derive -for the first time -distribution-free Bernstein-like deviation bounds with sublinear exponents in deviation size for missing mass, but also improve the results of McAllester and Ortiz (2003) 
I. INTRODUCTION
Missing mass is the total probability associated to the outcomes that have not been seen in the sample which is one of the important quantities in machine learning and statistics. It connects density estimates obtained from a given sample to the population for discrete distributions: the less the missing mass, the more useful the information that can be extracted from the dataset. Roughly speaking, the more the missing mass is the less we can discover about the true unknown underlying distribution which would imply the less we can statistically generalize to the whole population. In other words, missing mass measures how representative a given dataset is assuming that it has been sampled according to the true distribution.
Often, one is interested in understanding the behaviour of the missing mass as a random variable. One of the important approaches in such studies involves bounding the fluctuations of the random variable around an important quantity namely its mean. Concentration inequalities are powerful tools for performing analysis of this type. Let X be any non-negative real-valued random variable with finite mean. The goal is to establish for any ǫ > 0, probability bounds of the form
where η l (ǫ) and η u (ǫ) are some non-deccreasing functions of ǫ and where it is desirable to find the largest such functions for variable X and for the 'target' interval of ǫ. These bounds are commonly called lower and upper deviations bounds respectively. In most practical scenarios, we are in a non-asymptotic setting where we have access to a sample X 1 , ..., X n and we would like to derive concentration inequalities that explicitly describe dependence on sample size n. Namely, we would like to obtain bounds of the form
where η l (ǫ, n) and η u (ǫ, n) are both non-decreasing functions of ǫ and n. Many of such bounds are distribution-free i.e. they hold irrespective of the underlying distribution.
McAllester and Schapire (2000) established concentration results for the missing mass for the first time. A followup work by McAllester and Ortiz (2003) pointed out inadequacy of standard inequalities, developed a thermodynamical viewpoint for addressing this issue and sharpened the existing bounds. Berend and Kontorovich (2013) further improved the bounds via arguments similar to Kearns-Saul inequality (Kearns and Saul (1998) ) and logarithmic Sobolev inequality (Boucheron et al. (2013) ). These previous works, however, not only involve overly specific approaches to concentration and handling heterogeneity issue but also do not yeild sharp bounds for small deviations which is the most interesting case in learning theory.
In this paper, we shall derive distribution-free concentration inequalities for missing mass in a novel way. The fundamental objective of our approach is to introduce a notion of heterogeneity control which allows us to regulate the magnitude of bins in histogram of the discrete distribution being analyzed. This mechanism will in turn enable us to control the behaviour of central quantities such as the mean or variance of the random variable in question. These are the main quantities that appear in standard concentration inequalities such as Bernstein and Hoeffding just to name a few. As a result, instead of discovering a new method for bounding fluctuations of each random variable of interest, we will be able to directly apply standard inequalities to obtain probabilistic bounds on many discrete random variables including missing mass.
The rest of the paper is structured as follows. Section II contains the background information and introduces the notations. Section III outlines motivations and the main contributions. In Section IV, we introduce negative dependence, information monotonicity and develop some tools whereas Section V presents the proofs of our upper and lower deviation bounds based on these tools. Section VI concludes the paper by comparing our bounds with existing results for small deviations.
II. PRELIMINARIES
In this section, we will provide definitions, notations and and other background material. Consider P : I → [0, 1] to be a fixed but unknown discrete distribution on some finite or countable non-empty set I with |I| = N . Let {w i : i ∈ I} be the probability (or frequency) of drawing the i-th outcome. Moreover, suppose that we observe an i.i.d sample {X j } n j=1 from this distribution with n being the sample size. Now, missing mass is defined as the total probability mass corresponding to the outcomes that are not present in our sample. Namely, missing mass is a random variable that can be expressed as:
where we define each {Y i : i ∈ I} to be a Bernoulli variable that takes on 0 if the i-th outcome exists in the sample and 1 otherwise. Namely, we have
We assume that for all i ∈ I, w i > 0 and i∈I w i = 1. Denote P (Y i = 1) = q i and P (Y i = 0) = 1 − q i and let us suppose that Y i s are independent: as we shall see later in this section, such an assumption will not impose a burden on our proof structure and flow. Hence, we will have that
n ≤ e −nwi where q i ∈ (0, 1). Namely, defining f :
. This provides a basis for our 'thresholding' technique that we will employ in our derivation. Choosing the representation (3) for missing mass, one has
where we have introduced the weighted variance notation σ 2 and where each quantity is attached to a set over which it is defined. Note that VAR [Y i ] is the individual variance corresponding to Y i which is defined as
One can define the above quantities not just over the set I but on some (proper) subset of it that may depend on or be characterized by some variable(s) of interest. For instance, in our proofs the variable a may be responsible for choosing I a ⊆ I over which the above quantities will be evaluated. For lower deviation and upper deviation, we find it useful to refer to the associated set by L and U respectively. Likewise, we will use subscripts l and u to refer to objects that belong to or characterize lower deviation and upper deviation respectively. Also, we use the notation Y ij = Y i , ..., Y j to refer to sequence of variables whose index starts at i-th variable and ends at j-th variable. Finally, other notation or definitions may be introduced within the body of the proof when necessarily.
We will encounter Lambert W -function -also known as product logarithm function -in our derivations which describes the inverse relation of f (x) = xe x and which cannot be expressed in terms of elementary functions. This function is double-valued when x ∈ R. However, it becomes invertible in restricted domain. The lower branch of it is denoted by W −1 (.) which is the only branch that will be useful to us. Reader is advised to refer to Corless et al. (1996) for a detailed explanation.
Throughout the paper, we shall use the convension that capital letters refer to random variables whereas lower case letters correspond to realizations thereof.
We will be applying Bernstein's inequality in our derivations. Suitable representations of this result are provided below without the proof.
Theorem. [Bernstein]
Let Z 1 , ..., Z N be independent zeromean random variables such that |Z i | ≤ α almost surely for all i. Then, using Bernstein's inequality (Bernstein (1924) ) one obtains for all ǫ > 0:
where
Now if we consider the sample averageZ = n −1 n i=1 Z i , and letσ 2 be the average sample variance of the Z i , i.e.σ 2 := n
. Using (9) with n · ǫ in the role of ǫ, we get
If Z i s are, moreover, not just independent but also identically distributed, thenσ 2 is equal to σ 2 i.e. the variance of Z. The latter presentation makes explicit: (1) the exponential decay with n; (2) the fact that forσ 2 ≤ ǫ we get a tail probability with exponent of order nǫ rather than nǫ 2 Lugosi (2003); Boucheron et al. (2013) which yields stronger bounds for small ǫ.
III. MOTIVATION AND MAIN RESULTS
In this section, we motivate this work by pointing out heterogeneity challenge and how we approach it. Our derivation also improves the functional form of the exponent in the bounds which is of independent significance. In the final part of this section, we summarize our main results.
A. The Challenge and the Remedy
McAllester and Ortiz (2003) point out that for highly heterogeneous sums of the form (3), the standard form of Bernstein's inequality (9) does not lead to concentration results of form (10): at least for the upper deviation of the missing mass, (9) does not imply any non-trivial bounds of the form (2). The reason is basically the fact that the w i can vary wildly: some can be of order O(1/n), other may be constants independent of n. For similar reasons, other standard inequalities such as Bennett's, Angluin-Valiant's and Hoeffding's cannot be used to get bounds on the missing mass of the form (2) either (McAllester and Ortiz (2003) ). Having pointed out the deficiency of these standard inequalities, McAllester and Ortiz (2003) succeed in giving bounds of the form (2) on the missing mass, for a function η(ǫ) ∝ ǫ 2 , both with a direct argument and using the Kearns-Saul inequality (Kearns and Saul (1998) ). Recently, the constants appearing in the bounds were refined by Berend and Kontorovich (2013) . The bounds proven by McAllester and Ortiz (2003) and Berend and Kontorovich (2013) are qualitatively similar to Hoeffding bounds for i.i.d. random variables: they do not improve the functional form from nǫ 2 to nǫ for small variances. This leaves open the question whether it is also possible to derive bounds which are more similar to the Bernstein bound for i.i.d. random variables (10) which does exploit variance. In this paper, we show that the answer is a qualified yes: we give bounds that depend on weighted variance σ 2 defined in (7) rather than average sample varianceσ 2 as in (10) which is tight exactly in the important case whenσ 2 is small, and in which the denominator in (10) is characterized and controlled by a factor depending on ǫ; in the special case of the missing mass, this factor turns out to be logarithmic in ǫ and a free parameter γ as it will become clear later.
Finally, we derive -using Bernstein's inequality -novel bounds on missing mass that take into account explicit variance information and demonstrate their superiority for small deviations.
The key intuition of our approach is that we construct a random variable that is 'less concentrated' than our variable of interest but which itself exhibits high concentration for our target deviation size.
B. Main Results

Consider the following functions
Let Y denote the missing mass, n the sample size and ǫ the deviation size.
Theorem 1. For any 0 < ǫ < 1 and any n ≥ ⌈γ ǫ ⌉ − 1, we obtain the following upper deviation bound
Theorem 2. For any 0 < ǫ < 1 and any n ≥ ⌈γ ǫ ⌉ − 1, we obtain the following lower deviation bound
Corollary 1. For any 0 < ǫ < 1 and any n ≥ ⌈γ ǫ ⌉ − 1, using union bound we obtain the following deviation bound
The proof of the above theorems is provided in Section V. However, let us develop some tools in Section IV which will be used later in our proofs.
IV. NEGATIVE DEPENDENCE AND INFORMATION
MONOTONICITY Probabilistic analysis of most random variables and specifically the derivation of the majority of probabilistic bounds rely on independence assumption between variables which offers considerable simplification and convenience. Many random variables including the missing mass, however, consist of random components that are not independent.
Fortunately, even in cases where independence does not hold, one can still use many standard tools and methods provided variables are dependent in some specific ways. The following notions of dependence are among the common ways that prove useful in these settings: negative association and negative regression.
A. Negative Dependence and Exponential Moment Method
Our proof involves variables with a certain type of dependence i.e. negative association. One can deduce concentration of sums of negatively associated random variables from the concentration of their independent copies thanks to the exponential moment method as we shall elaborate later. This useful property allows us to treat such variables as independent in the context of probability inequalities.
In the sequel, we introduce negative association and regression and supply tools that will be essential in our proofs. Negative Association: Any real-valued random variables X 1 and X 2 are negatively associated if
More generally, a set of random variables X 1 , ..., X m are negatively associated if for any disjoint subsets A and B of the index set {1, ..., m}, we have
Stochastic Domination: Assume that X and Y are realvalued random variables. Then, X is said to stochastically dominate Y if for all a in the range of X and Y we have
We use the notation X Y to reflect (18) in short. Stochastic Monotonicity: A random variable Y is stochastically non-decreasing in random variable X if
Similarly, Y is stochastically non-increasing in X if
The notations (Y |X = x 1 ) (Y |X = x 2 ) and (Y |X = x 1 ) (Y |X = x 2 ) represent the above definitions using the notion of stochastic domination. Also, we will use shorthands Y ↑ X and Y ↓ X to refer to the relations described by (19) and (20) respectively.
Negative Regression: Random variables X and Y have negative regression dependence relation if X ↓ Y . Dubhashi and Ranjan (1998) as well as Joag-Dev and Proschan (1983) summarize numerous useful properties of negative association and negative regression. Specifically, the former provides a proposition that indicates that Hoeffding-Chernoff bounds apply to sums of negatively associated random variables. Further, McAllester and Ortiz (2003) generalize these observations to essentially any concentration result derived based on the exponential moment method by drawing a connection between deviation probability of a discrete random variable and Chernoff's entropy of a related distribution.
We provide a self-standing account and prove some of the important results below. Also, we shall develop some tools that will be essential in our proofs.
Lemma 1. [Binary Stochastic Monotonicity]
Let Y be a binary random variable (Bernoulli) and let X take on values in a totally ordered set X . Then, one has
Proof: Taking any x, we have
The above argument implies that the random variables Y and 1 X>x are negatively associated and since the expression 
Here, (24) holds since each Y i only depends on X i (independence) and (25) follows because X i and X j are negatively associated and we have E[
Lemma 3. [Chernoff]
For any real-valued random variable X with finite mean E[X], we have the following for any tail ǫ > 0 where the entropy S(X, ǫ) is defined as:
The lemma follows from the observation that for λ ≥ 0 we have the following
This approach is known as exponential moment method (Chernoff (1952) ) because of the inequality in (30).
Lemma 4. [Negative Association] Deviation probability of sum of a set of negatively associated random variables cannot decrease if independence assumption is imposed. Proof: Let X 1 , ..., X m be any set of negatively associated variables. Let X ′ 1 , ..., X ′ m be independent shadow variables, i.e., independent variables such that
For any set of negatively associated variables one has S(X, ǫ) ≥ S(X ′ , ǫ) since:
The lemma is due to McAllester and Ortiz (2003) and follows from the definition of entropy S given by (28). This lemma is very useful in the context of probabilistic bounds: it imples that one can treat negatively associated variables as if they were independent (McAllester and Ortiz (2003); Dubhashi and Ranjan (1998) ).
Lemma 5. [Balls and Bins]
Let S be any sample of n items drawn i.i.d from a fixed distribution on integers 1, ..., N (bins). Let C i be the number of times integer i occurs in the sample. The variables C 1 , ..., C N are negatively associated. Proof: Let f and g be non-decreasing and non-increasing functions respectively. We have
Further, assume that X is a real-valued random variable and Y is an independent shadow variable corresponding to X. Exploiting (32), we obtain
which implies that f and g are negatively associated. Inequality (33) is an instance of Chebychev's fundamental association inequality. Now, suppose without loss of generality that N = 2. Let n denote sample size, take X ∈ [0, n] and consider the following functions
where n = C 1 + C 2 is the total counts. Since f and g are non-decreasing and non-increasing functions of X, choosing X = f (C 1 ) = C 1 we have that
which concludes the proof for N = 2. Now, if we introduce f (C i ) = C i and g(C i ) = n − j =i C j where n = N j=1 C j , for N > 2 the same argument implies that C i and C j are negatively associated for all j ≤ N, j = i. That is to say, any increase in C i will cause a decrease in some or all of C j variables with j = i and vice versa. It is easy to verify that the same holds for any disjoint subsets of the set {C 1 , ..., C N }.
Lemma 6. [Monotonicity]
For any negatively associated random variables X 1 , ..., X m and any non-decreasing functions f 1 , ..., f m , we have that f 1 (X 1 ), ..., f m (X m ) are negatively associated. The same holds if the functions f 1 , ..., f m were non-increasing.
Remark: The proof is in the same spirit as that of association inequality (33) and motivated by composition rules for monotonic functions that one can repeatedly apply to (32).
Lemma 7. [Union]
The union of independent sets of negatively associated random variables yields a set of negatively associated random variables.
Suppose that X and Y are independent vectors each of which comprising a negatively associated set. Then, the concatenated vector [X, Y ] is negatively associated.
Proof:
be some arbitrary partitions of X and Y respectively and assume that f and g are non-decreasing functions. Then, one has
The first inequality is due to independence of
which results in negative association being preserved under conditioning and the second inequality follows because [Y 1 , Y 2 ] are negatively associated (Joag-Dev and Proschan (1983) ). The same holds if f and g were non-increasing functions.
Lemma 8. [Splitting]
Splitting an arbitrary bin of any fixed discrete distribution yields a set of negatively associated random bins. Let w = (w 1 , ..., w m ) be a discrete distribution and assume without loss of generality that w i is an arbitrary bin of w split into k bins W i1 , ..., W ik such that w i = k j=1 W ij . Then, the random variables W i1 , ..., W ik (random bins) are negatively associated. Clearly, the same argument holds for any i ∈ {1, ..., m} as well as any other subset of this set.
Remark: The proof is similar to Lemma 5 and based on the observation that each split bin W ij ∝ C ij is a random variable and they sum to a constant value almost surely.
Lemma 9. [Absorption]
Absorbing any subset of bins of a discrete distribution yields negatively associated bins.
Proof: Let p = (p 1 , ..., p N ) be a discrete distribution and let {C 1 , ..., C N } be the set of count variables. Assume without loss of generality that {C .., N − 1 and where p N is discarded. The rest of the proof concerns negative association of the variables in the induced set which is identical to Lemma 5 applied to the absorbed set. Namely, if a set of variables are negatively associated, adding a constant to each will preserve their negative association.
B. Negative Dependence and the Missing Mass
In the case of missing mass given by (3), the variables W i = Ci n are negatively associated owing to Lemma 5 and linearity of expectation. Furthermore, each Y i is negatively associated with W i and ∀i : Y i ↓ W i . Also, Y 1 , ..., Y N are negatively associated because they correspond to a set of independent binary variables with negative regression dependence (Lemma 2). As a result, concentration variables
This holds as a consequence of the fact that association inequalities are shift invariant and for each individual term
n is non-increasing for any w i ∈ ( 1 n+1 , 1). Similarly, downward deviation concentration variables −Z 1 , ..., −Z N are negatively associated.
C. Information Monotonicity and Partitioning Lemma 10. [Information Monotonicity]
Let p = (p 1 , ..., p t ) be a discrete probability distribution on X = (x 1 , .., x t ) so that P (X = x i ) = p i . Let us partition X into m ≤ t non-empty disjoint groups G 1 , ..., G m , namely
This is called coarse binning since it generates a new distribution with groups G i whose dimentionality is less than that of the original distribution. Note that once the distribution is tranformed, considering any outcome x i from the original distribution we will only have access to its group membership information; for instance, we can observe that it belongs to G j but we will not be able to recover p i . Let us denote the induced distribution over the partition
Now, consider the f -divergence D f (p G ||q G ) between induced probability distributions p G and q G . Information monotonicity implies that information is lost as we partition elements of p and q into groups to produce p G and q G respectively. Namely, for any f -divergence one has
which is due to Csiszár (1977 Csiszár ( , 2008 . This inequality is tight if and only if for any outcome x i and partition G j , we have p(x i |G j ) = q(x i |G j ).
Lemma 11. [Partitioning]
Partitioning bins of any discrete distribution increases deviation probability of the associated discrete random variable. Formally, assume that X and X λ are discrete random variables defined on the set X endowed with probability distributions p and p λ respectively. Further, suppose that Y and Y λ are discrete variables on a partition set Y endowed with p G and p G λ that are obtained from p and p λ by partitioning using some partition G. Then, we have
Proof: Let λ(ǫ) be the optimal λ in (28). Then, we have
where we have introduced the λ-induced distribution
The inequality step in (41) follows from (39) and the observation that D KL is an instance of f -divergence where
V. PROOF OF THE MAIN RESULTS The central idea of the proof is to control the magnitude of bins of the distribution by applying operations that preserve negative association. This mechanism will help defeat heterogeneity issue resulting in failure of standard probability inequalities described by McAllester and Ortiz (2003) .
A. Proof of Theorem 1: Upper Deviation Bound
We consider the threshold τ = θ n and reduce the problem to one in which all bins that are larger than τ are eliminated, where θ ∈ R will depend on the target deviation size ǫ.
The reduction is performed by splitting the bins that are larger than τ and then absorbing the bins that are smaller than τ . This is followed by choosing a threshold that yields the sharpest bound for the choice of ǫ. Interestingly, it turns out that the optimal threshold will too be a function of ǫ.
Let I τ ⊆ I denote the subset of bins that are at most as large as τ , I θ the subset of bins whose magnitude is between τ and τ ′ , I τ ′ the subset of bins larger than τ ′ and I ′ θ and I ′ τ ′ the set of bins that we obtain after splitting members of I θ and I τ ′ respectively. Now, for each i ∈ I \ I τ = {I θ ∪ I τ ′ } and for some k ∈ N that depends on i (but we suppress that notation below), we will have that k · τ ≤ w i < (k + 1) · τ . For all such i, we define the auxiliary Bernoulli random variables Y ij with j ∈ J i := {1, . . . , k} and their associated bins w ij . For j ∈ {1, . . . , k − 1}, w ij = τ and w ik = w i − (k − 1) · τ . In this way, all bins that are larger than τ are split up into k bins, each of which is in-between 0 and τ ; more precisely, the first k − 1 are exactly τ and the last one may be smaller. Therefore, we consider the split random variable
as follows: we take the largest element j ∈ U ′ with w j = τ , update w l = w l + wj |U ′ |−1 for all l ∈ U ′ ; l = j and discard w j . If any element becomes larger than τ , we split it such that it is projected back to the interval (0, τ ] similar to what we did before. Clearly, repeating this procedure gives U ′′ . Now, by choosing θ such that f (θ) = e −θ = ǫ γ and θ = f −1 ( ǫ γ ) = ln( γ ǫ ) for any 0 < ǫ < 1 and eǫ < γ < e n ǫ as generic domain for γ, we derive the upper deviation bound for missing mass as follows
Clearly, we will have that τ * = θ * n where θ * = ln( γǫ ǫ ). Here, inequality (44) follows because splitting cannot decrease deviation probability of missing mass.
Formally, assume without loss of generality that I \ I τ has only one element corresponding to Y 1 , J 1 = {1, 2} and k 1 = 1 i.e. w 1 is split into two parts. Then, deviation probability of Y can be thought of as the total probability mass associated to independent Bernoulli variables Y 1 , ..., Y N whose weighted sum is bounded below by some tail t > 0. Therefore, we have
Likewise, one can express the upper deviation probability of Y ′ as follows
where R(Y ij ) = q ij if Y ij = 1 and R(Y ij ) = 1−q ij otherwise. Therefore, combining (53) and (54) we have
To complete the proof for (44), we require the expression for the difference between deviation probabilities in (55) to be non-negative for all t > 0 which holds if q 1 ≤ q 11 · q 12 .
For the missing mass, this condition holds. Without loss of generality, assume that w i is split into two terms; namely, we have w i = w ij +w ij ′ with probability one. Then, we can check the condition as follows
One can verify using induction that (56) holds also for cases where the split operation produces more than two terms. Now, choosing tail size t = ǫ + EY implies (44). Inequality (46) follows because choosing the representation
Thus, the gap between expectations will be negligible. Namely, we can write
The expression in (48), which builds on Lemma 11, states that absorption does not decrease deviation probability.
Inequality (49) is Bernstein's inequality applied to random
′′ is our concentration variable and where we have set α u = τ .
Let V U ′′ be the variance proxy term V in Bernstein's inequality as defined in (9) attached to U ′′ . We have
In order to see why (52) holds, consider c(γ, ǫ) =
) and let us examine the derivatives as follows
∂c(γ, ǫ) ∂γ
Solving for the first derivative using (60), we obtain
Further, solving the second derivative given by (61) implies that the function c(γ, ǫ) is concave with respect to γ for any γ > 2. Recall, moreover, that there are interrelated restrictions on γ, ǫ and n in derivation of (51) and (52) which are collectively expressed as max{e · ǫ, 1, 2, γ(1)} < γ < e n , n ≥ ⌈γ ǫ ⌉ − 1.
B. Proof of Theorem 2: Lower Deviation Bound
The proof for lower deviation bound proceeds in the same spirit as section V-A. The idea is again to reduce the problem to one in which all bins that are larger than the threshold τ are eliminated.
Thus, we split large bins and then absorb small bins to enable us shrink the variance while controlling the magnitude of terms (and consequently the key constants α and V ) before applying Bernstein's inequality.
By choosing θ such that f (θ) = e −θ = ǫ γ so that θ = f −1 ( ǫ γ ) = ln( γ ǫ ), for any 0 < ǫ < 1 with eǫ < γ < e n ǫ being generic domain for γ we obtain a lower deviation bound for missing mass as follows 
where c(ǫ) and τ * are as before and domain restrictions are determined similar to (63). The first inequality is proved in the same way as (44). Now, we set E[Y 
Inequality (67) follows because the gap will remain small. Namely, we have 
Inequality (70) is Bernstein's inequality applied to random variable Z l = i∈L Z i where we have defined Z i = w i (µ − w i Y i ) − E[w i (µ − w i Y i )] with µ being the upper bound on the value of the w i Y i terms. Further, we choose α l = τ . Observe that Z l = −Z u and µ = α l . The derivation of upperbound on V L is identical to that of V U .
VI. CONCLUSION
We introduced a new method for establishing deviation bounds and applied it to the missing mass using Bernstein's inequality. Moreover, our bounds sharpen the best known results for small deviations as the sample size increases. We select Berend and Kontorovich (2013) for our comparisons since those are state-of-the-art. Our lower deviation bound and upper deviation bound improve the best bounds for any 0 < ǫ < 0.026 and any 0 < ǫ < 0.059 respectively. Plugging in the definitions, we can see that the following holds for the compensation gap
where we have dropped the subscript of gap g. Note that the gap is negligible for small ǫ compared to large values of ǫ for both (52) and (73). This observation supports the fact that we obtain sharper bounds for small deviations.
