In this paper, we present a sharp interface method for the large-eddy simulation of breaking waves generated by immersed bodies. Our method is based on the level set formulation for two-phase incompressible flows, in which the interface between two immiscible fluids, e.g., air and water, is represented by the zero level set. The density jump and pressure jump due to surface tension are treated in a sharp interface manner using a boundary condition capturing method (ghost fluid method). The immersed bodies are treated using a sharp interface direct forcing immersed boundary method. A Lagrangian dynamic Smagorinsky subgrid-scale model is adopted for the large-eddy simulations of turbulent two-phase flows. The numerical method is validated using several examples, such as 2D solitary wave propagation, 2D dam-break problem, and 3D rising bubble. And the large-eddy simulations of breaking waves generated by a submerged hydrofoil and a surface-mounted bump are described in detail.
I. Introduction
W ave breaking is an important subject of studies in geophysics and ocean, coastal and marine engineering. Two very common breaking waves are spilling and plunging breakers. The former usually presents a foam separation region riding on the forward face of the wave; while the latter features the overturning of the front face of the wave, large splash near the wave base, and significant air entrainment and bubble formation. Although considerable progress in theoretical, experimental, and numerical aspects has been made during the past decades, several substantial characteristics of breakers in nature have not been investigated in detail. Among them are air entrainment, instabilities and vortex structures, and turbulence especially for 3D flows and complex geometries, which present more challenges to further computational studies, due to demanding modeling and numerical methods and humongous computer power requirement.
In numerical simulations, to take air entrainment into account, single-phase models that only consider the free surface water flows are no longer applicable and two-phase models that solve both air and water flows have to be adopted. Furthermore, to understand the instantaneous role of turbulence in the wave breaking process, three-dimensional models have to be used as the vortex stretching in the third dimension is missing and the turbulence becomes unrealistic in two-dimensional models. Recent years, the Reynoldsaveraged Navier-Stokes (RANS) equations based calculations of free-surface turbulent flows have become common practice in naval hydrodynamics and ocean/coastal engineering fields. 5, 37 However, RANS models are usually too dissipative for the simulations of highly unsteady breaking waves. On the other hand, in the large-eddy simulation (LES) of turbulence, only the subgrid scales are modeled and the large, energycarrying scales are resolved. Thus, LES provides much more detailed information of turbulence than RANS, although with much higher computational cost due to the spatial and temporal resolution requirement.
As the computer power increases, the large-eddy simulations of many complicated turbulent flows become affordable and some results on LES of breaking waves have been reported in the literature recently. Although the calculations using LES methodologies in 2D computational space can provide some information beyond steady RANS models, as mentioned above, the instantaneous turbulence structures are unrealistic in a twodimensional framework. In some three-dimensional large-eddy simulations of breaking waves, 10, 36, 11 single phase models were used and the air entrainment effects were ignored. In Ref. 26 , a two-phase model was
II. Mathematical Model
The level set formulation for the incompressible flows of two immiscible fluids separated by an interface given in Ref. 7 is used here. In this approach, one set of equations for both fluids are solved with the density and viscosity jumps across the interface linked by a Heaviside function.
II.A. Navier-Stokes Equations
The incompressible viscous flows of two immiscible fluids, e.g., air and water, are governed by the NavierStokes equations:
where t is the time, u is the velocity vector, p is the pressure, I is the unit tensor, ρ is the density, g represents the gravity force, and T is the viscous stress tensor defined as
with µ the dynamic viscosity, S the strain rate tensor and T the transpose operator. Since the fluid properties are discontinuous across the interface, which is a function of time and space, density and viscosity are also functions of time and space and only known with given interface position. Their definitions will be deferred to Sec. II.D after the introduction of interface representation using level set.
II.B. Interface Jump Conditions
The velocity across the interface Γ is continuous, as the fluids are viscous and no phase change is considered here:
[u] = 0,
and the jump condition for stress is
where [ · ] indicates the jump at the interface, i.e., f
G for a variable f with superscript I denotes interface, n is the unit vector normal to the interface, σ is the coefficient of surface tension, and κ is the local curvature of the interface.
II.C. Interface Representation
Define the interface Γ as the zero level set of a signed distance function, φ, or the level set function, the position of the interface can be tracked by solving the level set evolution equation
To keep φ as a signed distance function in the course of evolution, we iterate the reinitialization equation for the level set function:
where τ is the pseudo time and S(φ o ) is the numerically smeared-out sign function
with φ o the initial values of φ and h a small amount, usually the grid cell size, to smear out the sign function.
Since the level set function is a signed distance function, the interface normal and mean curvature can be readily calculated by applying standard finite difference to the level set function:
and
respectively.
II.D. Fluid Properties
With the level set function defined, the fluid properties, such as density and viscosity, are given by the following equations:
where the subscripts G and L represent gas and liquid phase, respectively, and the Heaviside function is defined as
In this paper, the viscosity is smoothed over a transition region across the interface as
using the smoothed Heaviside function
Notice with a continuous viscosity and velocity field, the stress jump conditions Eq. (5) reduce to
II.E. Subgrid-scale Model
In the LES approach, the Navier-Stokes equations are spatially filtered such that the large, energy carrying eddies are resolved and the small scale, dissipative eddies are modeled by a sub-grid scale stress model. After applied the filter operation to Eq. (1,2), we have
wheref denotes the filter operation on a variable f ,τ = uu −ūū is the subgrid-scale (SGS) stress tensor, whose deviatoric part is parametrized by following the Smagorinsky procedure as:
And the turbulent eddy viscosity is defined as
The model parameter C in the eddy viscosity definition has to be given to close the equations. In this paper the Lagrangian dynamic SGS model 29 is chosen as it can handle complex geometries without the requirement of homogeneous direction(s). Therefore, Eq. (16) can be rewritten as the following form
with the trace of subgrid-scale stress tensor 1 3 trace(τ ) incorporated intop. Also, we cannot have an effective total viscosity by µ+ρν t since ρ is discontinuous across the interface in the present sharp interface treatment.
III. Numerical Method

III.A. Navier-Stokes Solver
The finite difference method is used to discretize the Navier-Stokes equations on a non-uniform staggered Cartesian grid, in which the velocity components u, v, and w are defined at centers of cell faces in the x, y, and z directions, respectively, and all other variables, i.e., p, φ, ρ, µ, and ν t are defined at cell centers. A semi-implicit time-advancement scheme is adopted to integrate the momentum equations with the secondorder Crank-Nicolson scheme for the diagonal viscous terms and the second-order Adams-Bashforth scheme for the convective terms and other viscous terms. A four-step fractional-step method 9 is employed for velocity-pressure coupling, in which a pressure Poisson equation is solved to enforce the continuity equation:
• First Corrector:
• Pressure Poisson Equation:
• Second Corrector:
where superscript n denotes time step, subscript i = 1, 2, 3 represents i-coordinate, A and C denote terms treated by the Adams-Bashforth and Crank-Nicolson schemes,û and u * are the first and second intermediate velocities, respectively. Grad i (p) is a pressure gradient term defined at the center of cell face (collocated with velocity components) with the jump conditions incorporated in (for similar definition, see Ref. 34 ). For example, in the x direction, we have
where H is the Heaviside function, the superscript I denotes interface. The cell face density is defined as
with (27) Note that the surface tension as a singular force doesn't appear in the momentum equations explicitly since it enters the system through the pressure jump condition. Also, Eq. (23) is rearranged to move the pressure jump condition into the right hand side.
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The above four-step time advancement scheme doesn't require special treatment of boundary conditions for the intermediate velocity to obtain an overall second order splitting. The pressure correction methods are not applicable here because the density and pressure are treatment in a sharp interface manner and the following equality cannot be applied directly
with ψ for the pressure correction or increment. In Eq. (21) the convective terms are discretized using a third-order QUICK scheme 23 and higher-order WENO schemes 18 are available. All other terms are discretized with the standard second-order central difference scheme. And Eq. (21) is approximated with the approximate factorization method 4 and the resulting tridiagonal linear equations are solved with the parallel tridiagonal system solver given in Ref. 28 . The parallelization is done via a domain decomposition technique using the MPI library. The pressure Poisson equation is solved using a multigrid-preconditioned Krylov subspace solver from the PETSc library.
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In general, this is the most expensive part of the whole algorithm.
III.B. Level Set Solver
The level set equation and the reinitialization equation are solved using the third-order TVD Runge-Kutta scheme 32 for time advancement and the fifth-order Hamilton-Jacobi Weighted-ENO (HJ-WENO) scheme 17 for spatial discretization. The additional solve of these equations does not pose a significant overhead as they are solved in a narrow band about several grid-cell wide as detailed in Ref. 30 .
III.C. Immersed Boundary Treatment
The embedded boundary formulation in Ref. 38 is adopted here to treat the immersed boundaries/bodies in a non-uniform Cartesian grid. In this approach, the grid generation for complex geometries is trivial as the requirement that the grid points coincide with the boundary, which is imperative for body-fitted methods, is relaxed; while the solution near the immersed boundary is reconstructed using momentum forcing in a sharp-interface manner. The detailed procedure is given in Ref. 1, 38 and summarized here. The first step is to establish the grid-interface relation with a given immersed boundary description, such as parametrized curve/surface or triangulation. In this step all Cartesian grid nodes are split into the three categories shown in Fig. 1 : (1): fluid-points, which are points in the fluid phase; (2) forcing points, which are grid points in the fluid phase with one or more neighboring points in the solid phase; (3) solid-points, which are points in the solid phase. The Navier-Stokes solver described in the previous section is applied on all points of the Eulerian grid as if the fluid/solid interface is not present. The effect of immersed boundary on the flow is introduced through the discrete forcing function, f i . It is computed only at the forcing points by substitutingû n i with u f in Eq. (21) and solving for f i : where RHS n i denotes the right-hand-side of Eq. (21) . In the special case where the interface and the forcing point coincide, u f is simply the local velocity on the rigid body, and therefore the boundary condition one wishes to enforce. In the general case, however, the points on the Eulerian grid and the interface almost never coincide and u f has to be computed using some interpolation strategy. An example is shown in Fig. 1 , where the velocity at the forcing point is computed by means of linear interpolation that involves the projection of the forcing point on the interface (point 1 in Fig 1) and two points in the fluid phase (points 2 and 3 in Fig 1) . For the semi-implicit time advancement scheme used here, a provisional step is applied with all terms by the Crank-Nicolson scheme treated using the forward Euler scheme. Then the forcing function in Eq. (29) can be evaluated straightforward. 
III.D. Time Step Restriction
The time step ∆t is restricted by the CFL condition, gravity, and surface tension. Follow Ref. 19 and choose a CFL restriction of 0.5, we have ∆t ≤ 0.5
with the convective time step restriction
the time step restriction due to gravity
and the time step restriction due to surface tension
IV. Results
IV.A. Validation Cases
In this section, the basic solver for unsteady incompressible two-phase flows is validated against several widely-used test cases: the propagation of a solitary wave and its run-up on a vertical wall, a 2D dam-break problem, and a 3D rising spherical cap bubble in a quiescent liquid. in hydrostatic balance for a reflected solitary wave at its peak height A 0 at the left vertical wall: As a result of gravity g a wave will be generated and can be considered as a solitary wave when the effects of the left wall become very small. This solitary wave propagates to the right side and hits the right wall. The amplitude of the solitary wave when it passes the middle of the channel is chosen as the reference A c . The height it climbs to is called run-up A run−up . In all cases of different A 0 considered, the density and viscosity ratio are ρ air /ρ water = 1.2 × 10 −3 and µ air /µ water = 1.8 × 10 −2 , respectively. The Reynolds number is Re = ρ water c wave H/µ water = 5 × 10 4 with c wave the theoretical solitary wave speed c wave = √ gH = 1. A grid of size 200 × 100, uniform in both the x and y directions, is used for all the computations. The resolution in the y direction is much higher than that in the x direction as the flow has a large gradient in the vertical direction. The half thickness of the interface ε in Eq. (14) for smearing out the viscosity is set to 1.5∆y. A constant time step ∆t = 0.02H/c wave is used for all cases. A no-slip wall boundary condition is applied to the left, right, and bottom boundaries and a slip wall boundary condition is applied at the top boundary. For level set function a linear extrapolation is used to set the boundary condition. The effects of left wall is considered to be negligible after 6H/c wave time unit and then the normalized time is set to T = 0. Fig. 3 shows the solitary wave profiles at different times from T = 0 including its run-up on the right wall for case A 0 = 0.4H. Dam-break problem has been extensively studied by many authors. Here, the experimental study of the falling and spreading of a square water column of length H = 2.25 inch on a right horizontal plate by Ref. 27 is used for validation purpose. Fig. 5 shows the computational setup and grid. The domain size is 5H × 1.25H, which is the same as the one used in Ref. 21 . The water column is initially blocked at rest on the left side of the enclosed box. At t = 0 the blocking is released and the water column starts to fall and spread out. The falling rate and spreading speed are measured by the remaining water column height h and the position of the surge front f . We use a uniform grid 100 × 25 and the time in the computation is normalized by H/g. A no-slip wall boundary condition is applied to the all boundaries.
The comparison of numerical results and experimental data is shown in Fig. 6 . Fig. 6 (a) and (b) give the surge front position and remaining water column height at different times, respectively. Both of them show good agreement between the experimental data and the present calculation.
IV.A.3. A 3D Rising Spherical Cap bubble in a Quiescent Liquid
(a) t = 0.03s (b) t = 0.06s (c) t = 0.09s The spherical cap bubbles rising in a quiescent liquid were studied experimentally in Ref. 14. One of the cases we consider here has the following parameters: ρ L = 0.8755 g cm −3 , ρ G = 0.001 g cm −3 , µ L = 1.18 P, µ G = 0.01 P, and the surface tension coefficient σ = 32.2 dyn cm −1 . The volume of the bubble is 0.94 cm −3 and the corresponding effective radius is 0.608 cm.
The computational domain for this case is 4cm × 4cm × 8cm and grid size is 40×40×80. Slip-wall boundary condition is applied to all boundaries. The dynamic pressure (p−ρg z z) profiles across the x−z center plane of the bubble, with its shape evolution on the right top corner, for several instances are shown in Fig. 7 . The sharp jump of pressure due to gravity and surface tension is evident. The steady rising speed from our computation is 21.0 cm s −1 , which is very close to that in the experiment 21.5 cm s −1 , although we use a very coarse grid here.
IV.B. Spilling Breaking Waves Generated by a Submerged Hydrofoil
IV.B.1. 2D Non-breaking Waves
Here we first show a two-dimensional simulation of the non-breaking wave by a submerged NACA0012 hydrofoil. The computational setup is shown in Fig. 9 . The Reynolds number based on the uniform inflow velocity U and the hydrofoil chord length L is Re = ρU L/µ = 1.624 × 10 5 , which is the same as that in the experiment. The comparison of wave profiles from the experiment and the present simulation is given in Fig. 10 . A fairly good agreement is observed. An instantaneous snapshot of the vortices shed from the hydrofoil is presented in Fig. 11 and the corresponding close-up around the hydrofoil is given in Fig. 12 . At this depth of submergence, the free-surface profile is pretty steady. The shear layer from the separated boundary layer on the top of the hydrofoil becomes unstable very soon; a series of shed vortices roll over the foil surface until reaching the trailing edge and then interact with the detached boundary layer on the bottom of the foil. The vortex shedding pattern behind the hydrofoil is very similar to the Re = 3 × 10 4 case by Chen and Chwang. 8 However, a feature missed in their results is the surface vorticity distribution as they solved only the liquid phase. 
IV.B.2. 3D Spilling Breakers
For the 3D case, we choose the one with a depth of submergence d s = 0.783 in Duncan's experiment. 12 The Reynolds number and the Froude number are the same as those of the 2D case above. The same domain and grid in the x − z plane are used. For the current study, a very limited domain size of half chord length in the spanwise direction and 32 uniform grid points are chosen, which gives a grid of 14.7 million points. Instantaneous snapshots of the velocity vectors in one x − z plane at three different instances are given in Fig. 13 . In the figures, only the vectors in the water phase are plotted. Both Fig. 13(a) and (c) show a rolling eddy riding on the forward face of the wave, which is very similar to what described in Ref. 12 . At this depth of submergence, the spilling breakers are no longer steady or quasi-steady and they are intermitted by small plunging breakers, as shown in Fig. 13(b) . The air entrainment process is captured, although the air/water mixture cannot be resolved with the current grid. Fig. 14 shows the instantaneous free surface profiles at two different times. The spilling and small plunging breakers are intermittent. They also interweave in the spanwise direction, which is indicated by the direction and magnitude of the streamwise vorticity used to color the free surface.
The vortical structures defined by the Q criterion 15 above and beneath the free surface and around the foil are displayed in Fig. 15 . The neat organized vortices rolling over the foil surface shown in the 2D simulation no longer exist. For this case, numerous small structures are generated at the foil surface and transported downstream. In the water phase, many large, organized vortical structures are produced at the breaking points and then dissipated in the turbulent wake under the free surface. Interestingly, more vortical structures are generated in the air phase and they interacted with the free surface as they move downstream.
IV.C. Plunging Breaking Waves behind a Surface-mounted Bump
IV.C.1. 2D Impulsive Plunging Breaking Waves
The second case is the impulsive plunging breaking waves behind a surface-mounted bump. The computational domain, as shown in Fig. 16 , is 2L × 24L with 2L the bump length. A 2D simulation has been performed at Re = 1, 000 and F r = 0.317 based on the bulk inflow velocity and half bump length. The grid is 512 × 1024. Fig. 17 gives the instantaneous breaking wave profiles and vorticity contours at several instances. In the Figure, 
IV.C.2. 3D Impulsive Plunging Breaking Waves
The LES of the impulsive plunging breaking waves behind the bump is run at a higher Reynolds number Re = 2 × 10 5 and coarser grid 256 × 512 in the x − z plane. The spanwise size is 0.4L and 32 uniform grid points are used. When the plunging jet hits the water surface, violent splashes give rise to strong water-air interaction. The instantaneous free surface profiles and vortical structured are presented in Fig. 18 and Fig. 19 , respectively.
V. Conclusions
In this paper, a sharp interface method has been developed for the large-eddy simulation of breaking waves generated by immersed bodies. The mathematical model is discussed and the numerical method has been validated using several test cases: 2D solitary wave propagation, 2D dam-break problem, and 3D rising bubble. Also, 2D results with immersed bodies, the non-breaking waves generated by a submerged hydrofoil, and impulsive plunging breaking waves behind a surface-mounted bump have been presented and good agreement with the experimental results has been obtained. Then the 3D LES of spilling breaking waves generated by the hydrofoil and plunging breaking wave behind the bump have been carried out and discussed.
The results shown in this paper demonstrate the great promise of current embedded-boundary/level-set approach in the detailed simulations of breaking waves. Nevertheless, the velocity in the normal direction of the immersed boundary is assumed to be a linear distribution in the embedded boundary method used here. For LES on coarse grids we need develop techniques to consider the non-linear distribution of velocity in the turbulent boundary layer. Also, a mixture model in the breaking region is necessary to fully take the water-air interaction into account. To further validate our code and as a necessary step towards the LES of ship flows, the steady/quasi-steady spilling breakers generated by a NACA0012 hydrofoil and the plunging breakers by a surface-mounted bump will be investigated. In Ghosh's experiment, 13 a periodic plunging breaking wave case with a very low Froude number has been investigated and plentiful interesting phenomena have been discovered. Basically, as the inflow velocity increases, the flow behind the bump goes through several different stages: smooth, two-dimensional non-breaking waves; non-smooth, threedimensional non-breaking waves with spanwise instability; three-dimensional spilling breaking waves; and finally periodic three-dimensional plunging breaking waves. We will perform the simulation of this periodic plunging breaking wave case and compare with the 3D stereo PIV experimental results as our future work.
