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In this paper, a non-autonomous logistic type impulsive equation with infinite delay is
investigated. For the general non-autonomous case, some sufficient conditions which
guarantee the permanence of solutions are obtained. Our results extend a known result
of Seifert.
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1. Introduction
In [1], Seifert proposed the following single species logistic system with infinite delay of the form
x′(t) = x(t)

a(t)− b(t)
∫ ∞
0
K(s)x(t − s)ds

, t ≥ 0, (1.1)
where x(t) is the density of the species. Seifert considered system (1.1) together with the following initial condition
x(t) = φ(t), t ≤ 0; φ(t) is continuous and bounded on (−∞, 0] to [0,+∞) with φ(0) > 0. K : [0,+∞) → [0,+∞) is
piecewise continuous and satisfies∫ ∞
0
K(s)ds = 1, σ =
∫ ∞
0
sK(s)ds <∞. (1.2)
a(t) and b(t) are almost periodic on R and satisfy
0 < a0 ≤ a(t) ≤ a1, 0 < b0 ≤ b(t) ≤ b1, t ∈ R. (1.3)
Almost at the same time, many authors investigated the almost periodic solution of system (1.1), (see, [2–4]) and they
obtained some other sufficient conditions which guarantee the existence and uniqueness of the almost periodic solution of
system (1.1). These results improved upon the main results of Seifert. For more works on single species model, one could
refer to [5–9] and the references therein.
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On the other hand, biological speciesmay undergo discrete changes of relatively short duration at a fixed time.Moreover,
continuous changes in environment parameters such as temperature or rainfall can also create discontinuous outbreaks in
pest population. Systems with short-term perturbations are often naturally described by impulsive differential equations.
The theory of impulsive differential equations is now being recognized to be not only richer than the corresponding theory
of differential equations without impulses, but also representing a more natural framework for mathematical modeling of
many realworld phenomena [10,11]. Thus thewide applications naturallymotivate a deeper theoretical study of the subject.
However, as far as we know, no attempt has yet beenmade to investigate the logistic type impulsive systemwith infinite
delay. In this paper, we propose the following logistic type model:x′(t) = x(t)

a(t)− b(t)
∫ ∞
0
K(s)x(t − s)ds

, t > 0, t ≠ tk,
x(t+k ) = (1+ gk)x(tk), k = 1, 2, . . .
(1.4)
where x(t) is the density of the species x at time t . 0 = t0 < tk < tk+1, k = 1, 2, . . . , limk→∞ tk = ∞. x(t+k ) is the right
limit of x(t) at t = tk, gk (k = 1, 2, . . .) are constants. PC([0,∞), R) denotes the set of all functions x : [0, ,∞)→ R such
that x is continuous for tk < t < tk+1, x(t+k ) = limt→t+k x(t), x(t
−
k ) = limt→t−k x(t) exist and x(tk) = x(t
−
k ) for k = 1, 2, . . . .
We consider system (1.4) together with the following initial condition
x(θ) = φ(θ) ≥ 0, θ ∈ (−∞, 0]; φ(0) > 0; sup
θ∈(−∞,0]
φ(θ) < +∞. (1.5)
where φ(θ) ∈ C((−∞, 0], [0,+∞)). A function x(t) is said to be a solution of (1.4) satisfying the initial value condition
(1.5) if x(t) satisfies (1.5) for t ≤ 0 and x′ ∈ PC([0,∞), R) satisfy (1.4) for t ≥ 0. Similar to the analysis of Lemma 1 of [1],
one could easily see that the solution of (1.4) with initial condition (1.5) is well defined for all t ≥ 0 and satisfy x(t) > 0 for
t ≥ 0. We call these solutions the positive solutions of system (1.4).
Obviously, system (1.4) is nonlinear and impulsive perturbation makes the analysis difficult. By developing the idea of
[2,9,1,12,13], we investigate the dynamics of system (1.4), that is, permanence and global attractivity of the positive solution
of system (1.4). As we shall see, the results of this paper generalize the main results of [2,1,13–15].
Throughout this paper, we assume that system (1.4) satisfies:
(H1) K : [0,+∞)→ [0,+∞) is piecewise continuous and satisfies∫ ∞
0
K(s)ds = 1, σ =
∫ ∞
0
sK(s)ds < +∞.
(H2) a(t) and b(t) are continuous functions on R and satisfy
0 < a0 ≤ a(t) ≤ a1, 0 < b0 ≤ b(t) ≤ b1, t ∈ R.
(H3) −1 < infk≥1 gk ≤ gk ≤ 0 (k = 1, 2, . . .) and infk≥1(gk − gk−1) > 0 and there exists a constant ρ > 0 such that
lim
t→∞ e
(a0−ρ)t
∏
0<tk<t
(1+ gk) = +∞.
2. Preliminary lemmas
Lemma 1. Let x(t) be any positive solution of (1.4) with initial condition (1.5), then
lim sup
t→+∞
x(t) ≤ M0, (2.1)
where
M0 = a1

b0
∫ ∞
0
K(s)e−a1sds
−1
.
Proof. In what follows we assume that t ≥ s ≥ 0. It is obvious that
x′(t) < a(t)x(t) ≤ a1x(t).
For t − s ≥ 0, it follows that
x(t) < x(t − s)
∏
t−s<tk<t
(1+ gk)e
 t
t−s a(v)dv ≤ x(t − s)
∏
t−s<tk<t
(1+ gk)ea1s.
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Using this and condition (H2), we get from (1.4) that
x′(t) ≤ x(t)

a1 − b0
∫ ∞
0
K(s)x(t)
∏
t−s<tk<t
(1+ gk)−1e−a1sds

= x(t)

a1 − b0x(t)
∫ ∞
0
K(s)
∏
t−s<tk<t
(1+ gk)−1e−a1sds

≤ x(t)

a1 − b0x(t)
∫ ∞
0
K(s)e−a1sds

= x(t)(a1 − B0x(t)), (2.2)
where B0 = b0
∞
0 K(s)e
−a1sds > 0.
Let y(t) = (x(t))−1 and it follows from (2.2) thaty
′(t) > −a1y(t)+ B0, t > 0, t ≠ tk,
y(t+k ) =
1
1+ gk y(tk) ≥ y(tk), k = 1, 2, . . .
and therefore
y(t) ≥ y(0)e−a1t +
∫ t
0
B0e−a1(t−s)ds = y(0)e−a1t + B0(1− e
−a1t)
a1
. (2.3)
From (2.3), by using the relationship of y(t) and x(t), one could easily obtain
lim sup
t→+∞
x(t) ≤ a1
B0
= M0.
This ends the proof of Lemma 1. 
Lemma 2. Let x(t) be any positive solution of (1.4) with initial condition (1.5). Then there exists a constant α such that
lim sup
t→+∞
x(t) ≥ α. (2.4)
Proof. Suppose the proposition is not true, for any sufficient small constant ε : 0 < 2b1ε < ρ, there exists a solution x0(t)
of (1.4) such that
lim sup
t→+∞
x0(t) < ε. (2.5)
Hence, there exists T1 > 0 such that
0 < x0(t) < ε, for t ≥ T1. (2.6)
Also, from
∞
0 K(s)ds = 1 it follows that there exists a T2 > T1 such that∫ ∞
T2
K(s)ds <
ε
M1
, (2.7)
whereM1 = supt∈R x0(t). Now, from (2.6) and (2.7), for t ≥ T1 + T2, one has∫ ∞
0
K(s)x0(t − s)ds =
∫ t−T1
0
K(s)x0(t − s)ds+
∫ +∞
t−T1
K(s)x0(t − s)ds
≤ ε
∫ t−T1
0
K(s)ds+M1
∫ +∞
t−T1
K(s)ds
< ε +M1 εM1 = 2ε.
And so
x′0(t) ≥ x0(t)(a0 − 2b1ε), t ≥ T1 + T2, t ≠ tk,
x0(t+k ) = (1+ gk)x0(tk), k = 1, 2, . . . .
Therefore,
x0(t) ≥ x0(T1 + T2)
∏
T1+T2<tk<t
(1+ gk)e(a0−2b1ε)(t−T1−T2), t ≥ T1 + T2.
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Taking t →∞, we obtain
x0(t)→+∞.
This contradicts the conclusion of Lemma 1, hence (2.4) holds. This ends the proof of Lemma 2. 
Lemma 3. There exists a positive constant γ > 0 such that for any solution x(t) of system (1.4) with initial condition (1.5),
lim inf
t→+∞ x(t) ≥ γ . (2.8)
Proof. Assume that the proposition is not true. Then there exist a set of initial values {φm(t)}, m = 1, 2, . . . such that
lim inf
t→+∞ xm(t) ≤
α
2m3
, m = 1, 2, . . . . (2.9)
Since lim supt→+∞ xm(t) ≥ α, there exist 0 < rm < sm < pm such that
xm(rm) ∈
[
α(1+ gl)
2m
,
α
2m
]
,
xm(sm) ∈
[
α(1+ gl)
2m2
,
α
2m2
]
,
xm(pm) ∈
[
α(1+ gl)
2m3
,
α
2m3
]
and 
α
2C1m3
(1+ gl) ≤ xm(t) ≤ C1α2m , rm ≤ t ≤ pm,
α
2C1m2
(1+ gl) ≤ xm(t) ≤ C1α2m , rm ≤ t ≤ sm,
where C1 > 1 is a sufficiently large constant and gl = inf{gk : k ≥ 1}. Let Mm = supt∈R xm(t), there exist T˜ and integer M
such that T˜ < rM ,
xm(t) ≤ M0 + 1, t ≥ T˜
and ∫ +∞
rm−T˜
K(s)ds ≤ min

1
Mm
,
ε
3Mmb1

, m ≥ M. (2.10)
Indeed, we have∫ ∞
0
K(s)xm(t − s)ds ≤
∫ t−T˜
0
K(s)xm(t − s)ds+
∫ +∞
t−T˜
K(s)xm(t − s)ds
≤ (M0 + 1)
∫ t−T˜
0
K(s)ds+Mm
∫ +∞
t−T˜
K(s)ds
≤ M0 + 1+Mm 1Mm = M0 + 2.
So, for t ∈ [T˜ ,+∞] andm > M , we have
x′m(t) ≥ xm(t)(a0 − b1(M0 + 2)), t ≠ tk,
xm(t+k ) = (1+ gk)xm(tk), k = 1, 2, . . . .
Therefore, whenm > M ,
xm(sm) ≥ xm(rm)
∏
rm<tk<sm
(1+ gk)eB(sm−rm)
≥ xm(rm)
∏
rm<tk<sm
(1+ gk)ea0(sm−rm)−(M0+2)(sm−rm)
where B = a0 − b1(M0 + 2).
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From the condition (H3), we have that there exists C > 0 such for any integerm that∏
rm<tk<sm
(1+ gk)ea0(sm−rm) ≥ C .
If not, there exists a sequence {mn} such that
ea0(smn−rmn )
∏
rmn<tk<smn
(1+ gk)→ 0, as n →+∞. (2.11)
From (H3), there exists t˜ such that
e(a0−ρ)t˜
∏
0<tk<t˜
(1+ gk) > 1.
If there exists the subsequence {mln} of {mn} such that
lim
l→∞(smln − rmln) > t˜ (or+∞).
Then for sufficiently large l,∏
r
mln
<tk<smln
(1+ gk)ea0(smln−rmln ) > ea0 t˜
∏
r
mln
<tk<t˜+rmln
(1+ gk) > 1,
which is a contradiction.
If the above case does not hold, then
lim
n→∞ sup(smn − rmn) ≤ t˜.
For sufficiently larger n, we have
ea0(smn−rmn )
∏
rmn<tk<smn
(1+ gk) > e0

1+ inf
k≥1 gk
 t˜
inf
k≥1(gk−gk−1) > 0,
which is a contradiction with (2.11).
So that, we have
sm − rm ≥ 1M0 + 2 ln[mC(1+ gl)], m > M.
Similarly, we have
pm − sm ≥ 1M0 + 2 ln[mC(1+ gl)], m > M.
From
∞
0 K(s)ds = 1, for any 0 < ε < ρ, there is a T > 0 such that∫ ∞
T
K(s)ds ≤ ε
3(M0 + 1)b1 . (2.12)
Now we choose sufficiently largem > M + 3αC1b12ε such that rm + T < sm. When t ∈ [rm + T , pm], we have∫ ∞
0
K(s)xm(t − s)ds =
∫ t−rm
0
K(s)xm(t − s)ds+
∫ t−T
t−rm
K(s)xm(t − s)ds+
∫ +∞
t−T
K(s)xm(t − s)ds
≤ C1α
2m
∫ t−rm
0
K(s)ds+ (M0 + 1)
∫ t−T
t−rm
K(s)ds+Mm
∫ +∞
t−T
K(s)ds
≤ C1α
2m
+ (M0 + 1)
∫ +∞
T
K(s)ds+Mm
∫ +∞
rm−T
K(s)ds
≤ C1α
2m
+ (M0 + 1) ε3(M0 + 1)b1 +Mm
ε
3Mmb1
≤ C1α
2m
+ 2ε
3b1
≤ ε
b1
.
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Therefore, we have
x′m(t) ≥ xm(t)(a0 − ε), rm + T ≤ t ≤ pm,
xm(t+k ) = (1+ gk)xm(tk), k = 1, 2, . . . ,
and
xm(pm) ≥ xm(T + rm)
∏
T+rm<tk<pm
(1+ gk)e(a0−ε)(pm−T−rm),
that is,
α
2m3
≥ α
2m2
(1+ gl)
∏
T+rm<tk<pm
(1+ gk)e(a0−ε)(pm−T−rm).
Therefore
1
m(1+ gl) ≥
∏
T+rm<tk<pm
(1+ gk)e(a0−ε)(pm−T−rm).
Form →∞, we obtain a contradiction. The contradiction shows that (2.8) holds and the proof of Lemma 3 is finished. 
3. Main result
We first introduce the definition of permanence. A species x is said to be permanent if there exist two constants
µ > 0, ν > 0 such that
µ ≤ lim inf
t→∞ x(t) ≤ lim supt→∞ x(t) ≤ ν.
A system is said to be permanent if all its species are permanent.
As a direct consequence of Lemmas 1 and 3, we have the following theorem.
Theorem 1. Assume that (H1)–(H3) hold, then system (1.4) with initial condition (1.5) is permanent.
Next we discuss the global attractivity of the positive solution of system (1.4). In the following we say a positive solution
of system (1.4) is globally asymptotically stable if it attracts all other positive solutions of the system.
Theorem 2. Assume (H1)–(H3) hold. Assume further that
b0 > M0b21σ ,
∫ ∞
0
s2K(s)ds < +∞. (3.1)
Then for any two positive solutions x1(t) and x2(t) of system (1.4), one has
lim
t→+∞ |x1(t)− x2(t)| = 0.
Proof. From condition b0 > M0b21σ , it follows that there exists a sufficiently small positive constant ε such that
b0 > (M0 + ε)b21σ , (3.2)
or
γ˜ = b0 − (M0 + ε)b21σ > 0.
Let x1(t) and x2(t) be any two positive solutions of system (1.4). Then from Lemmas 1 and 3, for the chosen ε, there exist
sufficiently large T1 andm1 > ε such that
m1 − ε ≤ x1(t), x2(t) ≤ M0 + ε, for t ≥ T1 > 0. (3.3)
We let
z(t) = ln x1(t), y(t) = ln x2(t), (3.4)
and
V1(t) =

z(t)− y(t)−
∫ +∞
0
∫ t
t−s
K(s)b(v + s)(ez(v) − ey(v))dvds
2
, t ≥ 0. (3.5)
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Clearly, V1(t) is continuous in [0,+∞). Calculating the upper right derivative of V1(t) along the solution of system (1.4), we
have for t ≠ tk,
D+V1(t) = −2

z(t)− y(t)−
∫ +∞
0
∫ t
t−s
K(s)b(v + s)(ez(v) − ey(v))dvds

(ez(t) − ey(t))
∫ +∞
0
K(s)b(t + s)ds
= −V11(t)+ V12(t),
where
V11(t) = 2(z(t)− y(t))(ez(t) − ey(t))
∫ +∞
0
K(s)b(t + s)ds
≥ 2b0(z(t)− y(t))(ez(t) − ey(t)),
V12(t) = 2(ez(t) − ey(t))
∫ +∞
0
∫ t
t−s
K(s)b(v + s)(ez(v) − ey(v))dvds
∫ +∞
0
K(s)b(t + s)ds.
Notice that
V12(t) ≤ 2b21|ez(v) − ey(v)|
∫ +∞
0
∫ t
t−s
K(s)dvds

· |ez(t) − ey(t)|
∫ +∞
0
K(s)ds
= b21
∫ +∞
0
∫ t
t−s
K(s) · 2 · |ez(v) − ey(v)| · |ez(t) − ey(t)|dvds
≤ b21
∫ +∞
0
∫ t
t−s
K(s)(ez(v) − ey(v))2dvds+ b21
∫ +∞
0
∫ t
t−s
K(s)(ez(t) − ey(t))2dvds
= b21
∫ +∞
0
∫ t
t−s
K(s)(ez(v) − ey(v))2dvds+ b21σ(ez(t) − ey(t))2.
And so for t ≠ tk,
D+V1(t) ≤ −2b0(z(t)− y(t))(ez(v) − ey(v))+ b21
∫ +∞
0
∫ t
t−s
K(s)(ez(v) − ey(v))2dvds+ b21σ(ez(t) − ey(t))2.
Define
V2(t) = b21
∫ +∞
0
∫ t
t−s
∫ t
v
K(s)(ez(u) − ey(u))2dudvds,
then V2(t) is continuous in [0,+∞). Calculating the upper right derivative of V2(t) along the solution of system (1.4), we
have for t ≠ tk,
D+V2(t) = b21
∫ +∞
0
∫ t
t−s
K(s)(ez(t) − ey(t))2dvds− b21
∫ +∞
0
∫ t
t−s
K(s)(ez(v) − ey(v))2dvds
= b21σ(ez(t) − ey(t))2 − b21
∫ +∞
0
∫ t
t−s
K(s)(ez(v) − ey(v))2dvds.
Finally, let us define
V (t) = V1(t)+ V2(t).
It then follows from the above analysis
D+V (t) ≤ −2b0(z(t)− y(t))(ez(t) − ey(t))+ 2b21σ(ez(t) − ey(t))2 (3.6)
for t ≠ tk. Notice that
(ez(t) − ey(t))2 = e(θ(t)z(t)+(1−θ(t))y(t))(ez(t) − ey(t))(z(t)− y(t)),
where 0 < θ(t) < 1 (t ∈ [0,+∞)). And so, by using (3.3), it follows that
(ez(t) − ey(t))2 ≤ (M0 + ε)(ez(t) − ey(t))(z(t)− y(t)), for t ≥ T1. (3.7)
Inequality (3.7), together with inequality (3.6), imply that for t ≥ T1 and t ≠ tk,
D+V (t) ≤ −2b0(z(t)− y(t))(ez(t) − ey(t))+ 2b21σ(ez(t) − ey(t))2
≤ −2(b0 − b21σ(M0 + ε))(z(t)− y(t))(ez(t) − ey(t))
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= −2γ˜ |z(t)− y(t)||ez(t) − ey(t)|
≤ −2γ˜ |z(t)− y(t)|2eξ(t)
≤ −2γ˜ m¯|z(t)− y(t)|2 (3.8)
where eξ(t) is between x1(t) and x2(t) and m¯ < eξ(t) < M for sufficiently large t, m¯ > 0 is a constant.
Integrating both sides of (3.8) on the interval [T , t], we have
V (t) ≤ V (T )− 2γ˜ m¯
∫ t
T
|z(t)− y(t)|2dt,
for any sufficiently large T > 0, thus
2γ˜ m¯
∫ t
T
|z(t)− y(t)|2dt < V (T ) <∞.
Since ∫ ∞
T
|z(t)− y(t)|2dt <∞,
so that
lim
t→+∞ |z(t)− y(t)| = 0,
which implies that
lim
t→+∞ |x1(t)− x2(t)| = 0.
This completes the proof. 
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