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Abstract
A standard one-stage detector is comprised of two tasks: clas-
sification and regression. Anchors of different shapes are in-
troduced for each location in the feature map to mitigate
the challenge of regression for multi-scale objects. How-
ever, the performance of classification can degrade due to the
highly class-imbalanced problem in anchors. Recently, many
anchor-free algorithms have been proposed to classify loca-
tions directly. The anchor-free strategy benefits the classifi-
cation task but can lead to sup-optimum for the regression
task due to the lack of prior bounding boxes. In this work, we
propose a semi-anchored framework. Concretely, we identify
positive locations in classification, and associate multiple an-
chors to the positive locations in regression. With ResNet-
101 as the backbone, the proposed semi-anchored detector
achieves 43.6% mAP on COCO data set, which demonstrates
the state-of-art performance among one-stage detectors.
Introduction
With the development of deep learning, object detection
becomes more applicable for real-world applications using
deep neural networks. Many modern detectors work in either
one-stage or two-stage manners. In a two-stage detection
pipeline, a region proposal method is adopted to eliminate
most of background bounding boxes. After that, the remain-
ing candidates will be refined in the second stage (He et al.
2017; Ren et al. 2015). Recently, one-stage object detectors
have attracted much attention due to its efficiency (Lin et al.
2017b; Liu et al. 2016; Redmon and Farhadi 2017). Dif-
ferent from two-stage detectors, one-stage detectors identify
objects from all candidates directly without region proposal.
The compact architecture makes one-stage detectors appro-
priate for mobile devices with limited computing resources.
Object detection can be comprised of two tasks, that is,
classification and regression. Classification is to obtain the
candidate locations or bounding boxes for foreground ob-
jects while regression is to refine the corresponding bound-
ing boxes. Many existing detectors apply anchors as candi-
date bounding boxes (Lin et al. 2017b; Redmon and Farhadi
2017; Ren et al. 2015). Anchor is introduced in a two-stage
detector, i.e., faster R-CNN (Ren et al. 2015), to handle mul-
tiple scales of objects. For each location in a feature map,
multiple prior bounding boxes with different scales and as-
pect ratios are associated with it, which are defined as an-
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Figure 1: An illustration of the proposed semi-anchored de-
tector. It eliminates most of negative locations that contain
little foreground anchors with an anchor-free strategy (i.e.,
location classification). An anchor classifier is further ap-
plied to predict labels of anchors at each positive location.
(The ground-truth bounding box is highlighted in green. The
red and blue bounding boxes are positive and negative ones,
respectively)
chors. This strategy helps to approach ground-truth bound-
ing boxes for different objects by varying the scales of an-
chors in regression. It achieves tremendous success for ob-
ject detection but makes the issue of class-imbalance in clas-
sification more challenging.
Class-imbalance problem is prevalent in object detection
since the number of background candidates can be signifi-
cantly larger than that of foreground ones. When adopting
anchors, the ratio of imbalance becomes more challenging.
It is because that each location has multiple anchors due to
different combinations of scales and aspect ratios. Conse-
quently, more background bounding boxes can be produced
even for the positive locations. This issue is often handled
by a cascade pipeline in two-stage detectors, where the re-
gion proposal phase in the first stage only selects a small
amount of anchors as candidates for the second stage. In
contrast, one-stage detectors have to deal with all anchors
simultaneously. Various strategies have been developed to
mitigate this challenge for one-stage detectors. For exam-
ple, SSD (Liu et al. 2016) samples hard background bound-
ing boxes for training, which is similar to region proposal
methods. RetinaNet (Lin et al. 2017b) proposes focal loss
to reduce the influence from the massive number of back-
ground anchors.
Unlike the conventional pipeline with anchors, certain al-
gorithms consider to detect objects without anchors, which
can be categorized as anchor-free algorithms (Tian et al.
2019). These algorithms classify locations in the feature map
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directly and then obtain the bounding boxes centered at the
foreground pixels by regression. Without anchors in clas-
sification, the performance of identifying positive locations
can be improved since the number of candidates from fore-
ground and background is more balanced. However, the re-
gression task becomes challenging since it has to predict the
shapes of bounding boxes solely from center pixels rather
than a set of pre-defined anchors. The degraded performance
on regression can reduce the gain from the classification for
object detection.
In this paper, we propose a semi-anchored detector for
one-stage object detection. Specifically, we classify loca-
tions in the feature map without anchors for the classification
task. We can improve the ratio of positive/negative candi-
dates from 1 : 1400 with anchors to 1 : 200 with locations in
classification. For regression, we associate multiple anchors
for each location and learn the bounding boxes from anchors
for foreground locations. One of the main challenges is to
compute the foreground/background probabilities for an-
chors centered at foreground locations, since anchors were
not used in classification. Those anchors can share the prob-
abilities of the corresponding locations, but the performance
can be sub-optimal due to the different shapes of anchors.
Therefore, we attach an anchor classification head to iden-
tify foreground anchors for each location. Fig. 1 illustrates
the procedure of the proposed semi-anchored detector.
Apparently, the proposed detector handles a balanced
classification problem without anchors and obtains an en-
hanced performance of regression with anchors. Besides,
we define the positive anchors according to the intersection
over union (IoU) after regression. Compared with the con-
ventional algorithms, which label anchors with IoU before
regression, the proposed strategy is more consistent with the
target. Moreover, the efficiency can be improved due to the
simplified classification head. The extensive experiment on
COCO data set (Lin et al. 2014) verifies the effectiveness
and efficiency of the proposed framework. Our algorithm
can surpass FCOS (Tian et al. 2019), which is a state-of-
the-art anchor-free detector, and achieve mAP 43.6% with
ResNet-101 as the backbone. Furthermore, the inference
time of the proposed method is less than RetinaNet even
when we assign more anchors for each location.
Related Work
Two-stage Detectors. Many conventional object detectors
have two stages. In the first stage, a small set of candidate
bounding boxes that probably contain objects are proposed.
Then, those candidates can be refined in the second stage.
Explicitly, two-stage detectors work in a cascade manner.
Since the first stage filters most of background candidates,
the final problem in the second stage is well balanced and
can be addressed well. With the development of deep neural
networks, two-stage detectors demonstrate a superior perfor-
mance on benchmark data sets as follows.
For example, R-CNN (Girshick et al. 2014) applies Se-
lective Search (Uijlings et al. 2013) to generate candidate
proposals and classifies candidates with features from the
convolutional neural networks (CNNs) in the second stage.
Fast R-CNN (Girshick 2015) improves the efficiency of fea-
ture extraction from CNNs. Faster R-CNN (Ren et al. 2015)
introduces CNNs for the first stage and proposes the region
proposals network (RPN) to obtain the candidates, which
further reduces the computational cost. Moreover, many
variants of R-CNN have been proposed (Cai and Vascon-
celos 2018; Dai et al. 2016; Gkioxari, Malik, and Johnson
2019; He et al. 2017; Lin et al. 2017a; Lu et al. 2018; Pang
et al. 2019). However, those detectors consists of two stages
for inference, which is inefficient for applications with lim-
ited resources.
One-stage Detectors. To simplify the architecture of two-
stage detectors for real-world applications, researchers try to
detect objects with a single stage (Lin et al. 2017b; Liu et al.
2016; Redmon and Farhadi 2017; Tian et al. 2019; Wang
et al. 2019; Yang et al. 2018; Zhang et al. 2019; Zhu, He, and
Savvides 2019; Qian et al. 2020). Since anchors are preva-
lent in two-stage detectors, many one-stage detectors also
work on anchors (Lin et al. 2017b; Liu et al. 2016; Redmon
and Farhadi 2017). To mitigate the imbalance problem in
anchors, SSD (Liu et al. 2016) applies hard example mining
to select anchors for training. Furthermore, RetinaNet (Lin
et al. 2017b) proposes focal loss to reduce the influence from
the massive background anchors. Besides, some works con-
sider to optimize the shape of anchors. YOLOv2 (Redmon
and Farhadi 2017) adopts clustering to make sure that the
initial shape of anchors can approximate the ground-truth
bounding boxes well. MetaAnchor (Yang et al. 2018) and
Guided Anchoring (Wang et al. 2019) learn the shape of an-
chors within the training pipeline. All of these methods keep
anchors for classification.
Recently, the anchor-free detector is proposed to eliminate
anchors in one-stage detectors (Tian et al. 2019; Zhang et al.
2020). Without the additional negative examples introduced
by anchors, the classification task can be solved more effec-
tively. However, for regression, the algorithm has to predict
the bounding boxes from the corresponding centers. Com-
pared with regression with anchors, the task becomes more
challenging and the performance of the detector can be sub-
optimal. In this work, we propose a semi-anchored detector
to overcome the class-imbalance problem in classification
and take the benefit from anchors for regression. Finally, the
issue that labels of anchors are computed with IoU before
regression has attracted attentions in some works(Cao et al.
2019; Vu et al. 2019; Kong et al. 2019). We propose a simple
strategy to mitigate the inconsistency by generating labels of
anchors in positive locations with IoU after regression.
Semi-Anchored Detector
Since anchors can result in the severe imbalance problem to
the classification task, we propose to do anchor-free classifi-
cation at first. Then, considering the significant performance
improvement that anchors giving to regression, we propose
to include anchors in regression. However, there will lead to
a big gap between the classification and the regression task.
Concretely, the anchor-free classification (i.e., location
classification) task predicts the probability per location,
while the regression task improves the bounding boxes
based on anchors. Therefore, there is a lack of the proba-
bilities of classes for anchors. If anchors from the same lo-
cation share the same probability, it becomes hard to distin-
guish the best bounding box among them according to the
pipeline of non-maximum suppression (NMS). Therefore,
we propose a semi-anchored detector that uses a new loca-
tion labeling strategy as described in Fig. 2 and one more
head to identify positive anchors for each location as elab-
orated in Fig. 4 to bridge the gap. Note that we optimize a
standard IoU loss (Yu et al. 2016) for the regression head as
suggested in (Tian et al. 2019), and we will focus on elabo-
rating the classification task in this section.
Location Classification
In the classification task, we identify foreground locations
from the feature map without anchors. A location refers to
a pixel in the feature map. Let {xi, yi} denote the set of
locations, where xi is the feature and yi indicates the label of
the i-th location. For a problem with C foreground objects,
we let yi ∈ {0, . . . , C}where yi = 0 indicates a background
location. Note that xi can be extracted from the feature map
directly and the only problem is to assign appropriate labels
for locations.
The most straightforward way to label each location is
using ground truth bounding boxes, that is, each location
within a ground truth bounding boxes can be labeled by the
corresponding foreground label. However, each location can
be associated with multiple foreground objects. A heuris-
tic method that labels an overlapped location with the label
from a smaller object (Tian et al. 2019) may not be con-
sistent with a regression task using anchors. Therefore, we
propose to define the label for each location with anchors in
the proposed semi-anchored detector.
For each location, we associate K anchors with different
scales and aspect ratios as in the anchor-based methods. Fol-
lowing the conventional algorithms, the label of anchors can
be obtained by computing IoU with the ground-truth bound-
ing boxes. Let the one-hot vector yi,k ∈ {0, 1}C+1 denote
the label of the k-th anchor in the i-th location. With the la-
bels of anchors for a location, we can obtain the confidence
score for the location as
si =
∑
k
yi,k/K
Considering the significant large number of backgrounds in
anchors, we re-scale the score with a constant 0 ≤ γ ≤ 1 to
the backgrounds (i.e., c = 0 where sci is the c-th element in
si) as
sˆci =
{
γsci c = 0
(1− γ)sci o.w. (1)
which is equivalent to threshold moving to address a class-
imbalance problem.
Given the confidence score, the label of the i-th location
can be defined as
yi = argmax
c
{sˆci}
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Figure 2: An illustration of labeling strategy for locations. It
first collects labels from associated anchors. Then, the label
distribution for each location is computed accordingly. Fi-
nally, the most confident label will be assigned to the loca-
tion. (The ground-truth bounding box, positive and negative
bounding box are highlighted in green, red and blue, respec-
tively. The dots indicate locations in the feature map. The
red ones are labeled as foreground while the blue ones are
for background.)
which highly depends on γ. When γ is sufficiently small, a
location with any positive anchor can be labeled as positive,
which is proved in the following proposition.
Proposition 1. According to Eqn. 1, when γ < 1/K, the
label of the i-th location yi will be positive if any positive
anchor is associated with the i-th location.
Proof. First, we normalize the score sˆi to indicate the label
distribution for each location as s˜ci = sˆ
c
i/
∑
c sˆ
c
i , which can
be used to demonstrate the confidence of a selected label.
Then, assuming the j-th foreground label has nj anchors as-
sociated with the i-th location and
∑C
j=1 nj ≥ 1, we have
Pr{yi = c} = s˜ci >
nc∑C
j=1 nj +
K−∑Cj=1 nj
K−1
≥ nc
1 +
∑C
j=1 nj
where the first inequality is from the assumption that γ <
1/K and the second inequality is due to
∑C
j=1 nj ≥ 1.
With the similar analysis, we have the background proba-
bility as
Pr{yi = 0} = s˜0i <
n0
n0 + (K − 1)
∑C
j=1 nj
=
1
1 +
∑C
j=1 nj
K−1
K−∑Cj=1 nj
≤ 1
1 +
∑C
j=1 nj
Therefore, if there exists any foreground anchor that ∃j ∈
{1, . . . , C}, nj ≥ 1 associating with the i-th location, the
location will be labeled as positive with a confidence larger
than maxc{ nc1+∑Cj=1 nj }.
It should be noted that anchors are only used to obtain
labels for locations in the classification task. The proposed
labeling strategy is illustrated in Fig. 2. It can be observed
that many non-essential locations within the ground-truth
bounding boxes are labeled as background with the pro-
posed pipeline. To further demonstrate our labeling strategy,
we show some examples of positive locations in Fig. 3. We
Figure 3: Illustration of positive locations from different im-
ages in COCO data sets. The green bounding box denotes
the ground-truth bounding box. The red dots illustrate the
positive locations. Note that the locations are asymmetric
due to the different strides of features.
can observe that the locations with positive labels are con-
centrated at the centers of the ground-truth bounding boxes.
With the labeled locations, we can train the classifier with
the popular focal loss as in other works (Lin et al. 2017b;
Tian et al. 2019)
Łcls =
1∑
i Iyi>0
∑
i
FL(pi, yi)
where I(·) is the indicator function and pi = Pr{yi|xi} is
the prediction. The classification loss is accumulated over
all locations. Apparently, we can get rid of the serious im-
balance problem in the classification task. Then, we can do
regression. However, when using anchors after regression,
we still lack the probability information of useful anchors.
Therefore, we propose to include one more head to identify
positive anchors for each location as described in the next
subsection.
Anchor Classification
Now given the location classifier and anchor regressor, dur-
ing the inference, the location classifier may tell that the
probability Pr{yi = c|xi} of the i-th location for object
c and the regressor provides K bounding boxes from an-
chors {zi,k}k=1,...,K , where zi,k denotes features for k-th
anchor at the i-th location. Here comes the main gap, that
is, which of the K anchors should be the output. There-
fore, we aim to estimate the probability for each anchor as
Pr{yi,k = c|xi, zi,k} while only the probabilities for the
corresponding locations Pr{yi = c|xi} is available.
Considering that the label of anchors should be consistent
with its location, we compute the conditional probability as
Pr{yi,k = c|xi, zi,k}
= Pr{yi = c|xi}Pr{yi,k = yi|zi,k, yi = c}
The formulation implies a binary classification prob-
lem that identifies the anchors with the same label as the
locations. Therefore, we can collect the training set as
{zi,k, yˆi,k}, where
yˆi,k =
{
1 yi,k = yi
0 yi,k 6= yi
In the conventional anchor-based methods, the labels of
anchors {yi,k} are computed according to the prior shapes
of anchors. After regression, the refined shapes can be dif-
ferent from the initial ones, which actually leads to a big dis-
parity. Our proposal can remove this disparity by computing
the IoU for the improved anchors after regression. With the
appropriate labels, we can learn the anchor classifier by op-
timizing a focal loss.
It should be noted that the labels of anchor classifica-
tion are binary while the IoU is a continuous number, which
means the optimal probability for different anchors can vary.
Inspired by the knowledge distillation (Hinton, Vinyals, and
Dean 2015), we consider to incorporate soft labels to train
the anchor classifier.
Let µi,k denote the IoU of anchor zi,k. First, we normalize
the IoU scores for each location as
µˆi,k = (µi,k/max
k
{µi,k})σ (2)
where the optimal anchor at each location will have the score
1 and the rest will reduce their scores based on the parameter
0 < σ < 1. Then, we adopt the score as the soft label and
introduce a smoothed focal loss
Łs(pi,k, µˆi,k, yˆi,k) (3)
=
{ −α(|µˆi,k − pi,k|)βµˆi,k log(pi,k) yˆi,k = 1
−(1− α)pβi,k log(1− pi,k) o.w.
where pi,k = Pr{yˆi,k = 1|zi,k} is the prediction of the
anchor classifier. Compared with the standard focal loss, we
have µˆi,k as a smoothed label for the positive anchor instead
of 1, which can capture the distribution of different anchors
better and improve the performance slightly as illustrated in
Table 5.
The suggested configuration for (α, β) in (Lin et al.
2017b), i.e., (α, β) = (0.25, 2), is adopted for anchor clas-
sification while (α, β) = (0.25, 1) is applied for the stan-
dard focal loss in location classification. With the proposed
smoothed focal loss, the anchor classifier is learned by min-
imizing the loss over all foreground locations as
Łac =
1
N+anchor
∑
i
Iyi>0
∑
k
Łs(pi,k, µˆi,k, yˆi,k)
where N+anchor indicates the total number of positive an-
chors.
In summary, the objective of the semi-anchored detector
is to minimize
Ł = Łcls + λregŁreg + λacŁac
where we fix λreg = 2 and λac = 1 in this work. The ar-
chitecture of the proposed semi-anchored detector is illus-
trated in Fig. 4. We adopt the backbone of RetinaNet (Lin
et al. 2017b) and change only the head branches for classi-
fication and regression. Note that the anchor classification
head shares features with the regression head due to the
high correlation between them. Besides, the computational
efficiency can be slightly improved without an additional
branch for anchor classification.
H x W x 256 H x W x 256
x4
x4
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Figure 4: An illustration of the architecture of the proposed
framework. The backbone of RetinaNet is applied. We add
an anchor classification head to identify foreground anchors
at positive locations.
Experiments
To evaluate the proposed method, we compare the semi-
anchored detector to benchmark algorithms on MS-COCO
2017 (Lin et al. 2014). COCO training set has 118k images
for training, 5k images for validation. The test set consists
of 40k images. For ablation study, all models are trained for
90k iterations with an initial learning rate of 0.01 and a mini-
batch of 16 images on 8 GPUs. The learning rate is decayed
by a factor of 10 at 60k and 80k iterations, respectively. Hor-
izontal image flipping is the only applied data augmentation
unless otherwise specified. Weight decay and momentum in
SGD optimizer are set to 0.0001 and 0.9, respectively. The
parameters in backbone network are initialized from that
trained on ImageNet (Russakovsky et al. 2015). We report
the mAP on validation set for ablation study and that on
test-dev set for performance comparison. For a fair compar-
ison, our method is implemented within a public codebase1,
which is adopted by many existing methods.
Ablation Study
In this subsection, we conduct experiments to study the
behavior of the proposed detector. Following the common
practice, we adopt ResNet-50 (He et al. 2016) with a Fea-
ture Pyramid Network (FPN) (Lin et al. 2017a) as the back-
bone for ablation study. Furthermore, we adopt the configu-
ration in FCOS (Tian et al. 2019), where Group Normaliza-
tion(GN) (Wu and He 2018) is applied in the newly added
convolutional layers except for the last prediction layers and
P6 and P7 are produced by P5 rather than C5. Those im-
provements can increase mAP by 0.8% as illustrated in (Lin
et al. 2017a). All other settings remain unchanged as in the
standard RetinaNet. A single image scale of 800 is used for
training and test in this subsection.
Number of Anchors First, We evaluate the influence from
the number of anchors. We vary the number of scales from 1
to 5 and that of aspect ratios in {1, 3, 5}. Table 1 summarizes
the results with different number of anchors.
We can observe that our method with a single anchor al-
ready achieves the similar performance as RetinaNet, where
we adopt the performance of RetinaNet reported in (Tian
et al. 2019). It demonstrates that reducing the number of
negative examples in the classification task by classifying
1https://github.com/facebookresearch/maskrcnn-benchmark
Table 1: Comparison of different number of anchors. The
last column indicates the inference time (ms). #s and #a de-
note the number of scales and aspects, respectively.
#s #a AP AP50 AP75 APS APM APL Time
RetinaNet 35.9 56.0 38.2 20.0 39.8 47.4
1 1 35.8 55.0 38.1 21.2 38.3 48.2 95
2 1 37.4 55.8 40.4 21.0 41.2 49.8 96
3 3 39.0 57.2 42.4 22.7 43.1 52.3 97
4 3 38.8 56.8 42.0 22.3 42.8 51.5 98
4 5 39.4 57.4 42.3 22.2 43.4 52.5 97
5 5 39.6 57.4 43.1 22.3 43.8 53.0 98
locations directly can significantly boost the performance of
one-stage detectors. It is also consistent with the observation
in RetinaNet that class-imbalance issue degrades the perfor-
mance of one-stage detection algorithms.
Second, the performance of semi-anchored algorithm im-
proves with the increasing number of anchors. It shows that a
single anchor cannot handle the objects with multiple scales
well and multiple anchors can depict the bounding boxes
better.
To further verify the effectiveness of the anchor classifi-
cation head, we compare the proposed method to the vari-
ant without an anchor classifier. Since there is no predicted
probability for a single anchor given its location, we ran-
domly pick an anchor from each positive location and then
assign the probability of the corresponding location to the
anchor. For the baseline without AC head, we repeat the ex-
periments for 10 times and report the best result. The com-
parison is shown in Table 2. Evidently, the anchor classi-
fication head, as an essential component in the proposed
semi-anchored detector, can dramatically boost the perfor-
mance by identifying positive anchors from negative ones.
Even when there are only two anchors at each location, our
method can outperform the one with random sampling by
a large margin of about 6.8%. It confirms our claim that an
anchor classification head helps to refine the anchors at each
location.
Table 2: Comparison of the proposed algorithm with or with-
out anchor classification (AC) head.
#s #a w/AC AP AP50 AP75
2 1 30.6 49.5 31.8
2 1 X 37.4 55.8 40.4
Finally, we note that the efficiency affected by multiple
anchors is tiny. It is because we only optimize anchors in the
regression and anchor classification heads. By eliminating
most of background locations with location classification,
the number of remained locations are limited. Note that even
with 25 anchors, the proposed algorithm is faster than Reti-
naNet with 9 anchors, which consumes more than 98ms per
image for inference. Our inference time is also comparable
to FCOS (Tian et al. 2019), which is an anchor free method
and costs 98ms for inferring each image. We will adopt 25
anchors in the following experiments.
Location Classification Different strategies can be used
to generate labels for locations. We compare three different
methods and the comparison is shown in Table 3. We first
try the labeling strategy in FCOS (Tian et al. 2019), which
is denoted as “FCOS”. The drawback of this strategy is that
it assigns all inside locations to be positive, which can in-
clude the background locations. Therefore, we can shrink
the ground-truth box to reduce the valid projection area and
the improved strategy is referred as “FCOS-Shrink”. The
mAP increases 0.2% over the original one in FCOS. More
importantly, the proposed labeling method for the semi-
anchored detector can further improve mAP from 38.0% to
39.6%. It demonstrates the effectiveness of the proposed lo-
cation labeling strategy using anchors.
Table 3: Comparison of labeling strategies for locations.
labeling strategy AP AP50 AP75 APS APM APL
FCOS 37.8 55.0 40.7 21.7 42.0 49.9
FCOS-Shrink 38.0 55.8 41.0 21.9 41.9 49.9
Ours 39.6 57.4 43.1 22.3 43.8 53.0
Then, we study the threshold moving strategy in Eqn. 1.
Table 4 shows the results when increasing γ in Eqn. 1 from
1/26 to 0.2. When γ = 1/26, it is less than 1/25, which
means that a location with any foreground objects will be
labeled as foreground. By increasing γ, a location should
contains more foreground anchors to have a positive label.
We observe that with a small γ, the performance of semi-
anchored detector is significantly better than that with a large
γ. It demonstrates that all locations with foreground anchors
should be kept for the regression and anchor classification.
This observation also helps to simplify our labeling strategy
for locations. Given the confidence score of the i-th location
si, the label can be obtained as
yi =
{
0 s0i = 1
argmaxc∈{1,··· ,C}{sci} o.w. (4)
which gets rid of the parameter γ. This strategy will be
adopted in the rest of experiments.
Table 4: Comparison of varying γ for labeling locations.
γ AP AP50 AP75 APS APM APL
1/26 39.6 57.4 43.1 22.3 43.8 53.0
0.05 39.1 56.9 42.6 22.1 43.6 52.9
0.1 38.8 56.6 42.2 22.3 43.0 52.3
0.2 35.6 52.6 38.3 18.6 40.2 47.9
Anchor Classification Here, we demonstrate the effec-
tiveness of the proposed smoothed focal loss in Eqn. 3 for
anchor classification. The comparison is summarized in Ta-
ble 5. Compared with the standard focal loss, the only ad-
ditional parameter for the smoothed focal loss is σ for nor-
malizing the labels of anchors. By varying the σ in Eqn. 2,
the smoothed focal loss can improve the performance from
39.2% to 39.6%. Considering that most of detectors adopt
one-hot labels for optimization, this experiment provides the
evidence that the soft label can be more appropriate. It is
also consistent with the process of label generation, where
the value of IoU is not binary.
Table 5: Comparison of focal loss (FL) and the smoothed
focal loss (SFL) as in Eqn. 3.
loss σ AP AP50 AP75 APS APM APL
FL 39.2 57.5 42.5 22.7 43.4 51.7
SFL 0.1 39.2 57.5 42.4 22.6 43.3 52.8
SFL 0.3 39.3 57.5 42.5 22.3 43.3 52.9
SFL 0.5 39.5 57.5 42.7 22.7 43.7 53.0
SFL 0.7 39.5 57.5 42.8 22.4 43.7 53.3
SFL 0.9 39.6 57.4 43.1 22.3 43.8 53.0
Inference Strategy Finally, we evaluate different strate-
gies in dealing with the outputs from anchor classification.
Even with the anchor classifier, we may have multiple ap-
propriate anchors at each location. The duplicated anchors
can be eliminated by NMS operator as in the conventional
pipeline. Considering that the anchor classifier is learned
with the label from IoU after regression, we can keep a sin-
gle anchor with the largest confidence for each location. It
not only reduces the input size for NMS but also explores
the supervised information from anchor regression more suf-
ficiently. Table 6 compares two strategies. “Pos” denotes
the conventional strategy that keeps all positive anchors for
NMS, where τ is a threshold for the predicted probability.
“Top-k” only adopts the top k anchors with largest confi-
dences for each location. Surprisingly, we find that Top-1
can be better than Pos by 0.1% on AP and 0.4% on AP50. It
is because keeping top 1 anchor can reduce the noise in the
input anchors for the NMS operator. This strategy is applied
for the comparison to the stage-of-the-art detectors.
Table 6: Comparison of strategies for inference.
strategy τ AP AP50 AP75 APS APM APL
Top-1 39.6 57.4 43.1 22.3 43.8 53.0
Top-2 39.5 57.2 43.2 22.3 43.8 53.0
Top-5 39.5 57.1 43.3 22.4 43.9 53.0
Pos 0.1 39.5 56.8 43.3 22.3 43.9 53.0
Pos 0.2 39.5 57.0 43.3 22.4 43.9 53.0
Pos 0.5 38.8 55.9 42.7 21.2 43.4 52.7
Comparison with State-of-the-Art
In this subsection, we compare the proposed semi-anchored
detector to the state-of-art detectors. All results in this sub-
section are evaluated on test-dev set, where the public label
is unavailable. Besides random horizontal flipping, we in-
clude scale jitter over scales {640, 672, 704, 736, 768, 800}
as the additional augmentation to train a semi-anchored de-
tector sufficiently. The number of epochs is increased to be
2× longer than that in Section . Other settings remain the
same. Table 7 summarizes the results of different methods.
First, we observe that the performance of our method is sig-
nificantly better than one-stage detectors with all anchors for
Table 7: Comparison with state-of-the-art methods on COCO test-dev set.
Methods Backbone AP AP50 AP75 APS APM APL
two-stage detectors
Faster R-CNN+++ (He et al. 2016) ResNet-101-C4 34.9 55.7 37.4 15.6 38.7 50.9
Faster R-CNN w FPN (Lin et al. 2017a) ResNet-101-FPN 36.2 59.1 39.0 18.2 39.0 48.2
Deformable R-FCN (Dai et al. 2017) Aligned-Inception-ResNet 37.5 58.0 40.8 19.4 40.1 52.5
Mask R-CNN (He et al. 2017) Resnet-101-FPN 38.2 60.3 41.7 20.1 41.1 50.2
Cascade R-CNN (Cai and Vasconcelos 2018) Resnet-101-FPN 42.8 62.1 46.3 23.7 45.5 55.2
one-stage detectors
YOLOv2 (Redmon and Farhadi 2017) DarkNet-19 21.6 44.0 19.2 5.0 22.4 35.5
SSD513 (Liu et al. 2016) ResNet-101-SSD 31.2 50.4 33.3 10.2 34.5 49.8
DSSD513 (Fu et al. 2017) ResNet-101-DSSD 33.2 53.3 35.2 13.0 35.4 51.1
GA-RetinaNet (Wang et al. 2019) ResNet-50-FPN 37.1 56.9 40.0 20.1 40.1 48.0
RetinaNet (Lin et al. 2017b) ResNet-101-FPN 39.1 59.1 42.3 21.8 42.7 50.2
RetinaNet (Lin et al. 2017b) ResNeXt-32x8d-101-FPN 40.8 61.1 44.1 24.1 44.2 51.2
CornerNet (Law and Deng 2018) Hourglass-104 40.5 56.5 43.1 19.4 42.7 53.9
CenterNet (Duan et al. 2019) Hourglass-104 44.9 62.4 48.1 25.6 47.4 57.4
FSAF (Zhu, He, and Savvides 2019) ResNet-101-FPN 40.9 61.5 44.0 24.0 44.2 51.3
FSAF (Zhu, He, and Savvides 2019) ResNeXt-64x4d-101-FPN 42.9 63.8 46.3 27.0 47.9 52.7
FCOS (Tian et al. 2019) ResNet-101-FPN 41.0 60.7 44.1 24.0 44.1 51.0
FCOS (Tian et al. 2019) ResNeXt-64x4d-101-FPN 43.2 62.8 46.6 26.5 46.2 53.3
FreeAnchor (Zhang et al. 2019) ResNeXt-64x4d-101-FPN 44.8 64.3 48.4 27.6 47.5 56.0
Ours ResNet-101-FPN 43.6 62.1 47.5 25.7 47.1 55.3
Ours ResNeXt-32x8d-101-FPN 45.0 63.9 49.0 27.7 48.7 55.8
Ours ResNeXt-64x4d-101-FPN 45.4 64.3 49.4 27.8 49.0 56.7
classifications. Compared to RetinaNet, mAP is increased
from 39.1% to 43.6%, which gains more than 4%. It is be-
cause the classification problem in location classification is
much balanced than that in the original anchor classifica-
tion. Second, the performance of the semi-anchored detec-
tor also surpasses anchor-free algorithms, e.g., FCOS and
FSAF, by a large margin. It implies that the strategy of as-
signing multiple anchors for each location is important for
accurate regression. The promising performance on COCO
data set illustrates that the proposed semi-anchored detec-
tor can benefit from both the anchor-free classification and
the anchor-based regression. Moreover, our method outper-
forms two-stage detectors and is comparable to the multi-
stage detector: Cascade R-CNN. It confirms the effective-
ness of the proposed algorithm. Finally, we note that with
a better backbone as ResNeXt64x4d-101-FPN (Xie et al.
2017), the performance can be further improved and achieve
45.4% mAP, which demonstrates a state-of-the-art perfor-
mance for one-stage detectors.
Table 8: Comparison of our semi-anchored (SA) strategy on
SSD
Methods w/SA AP AP50 AP75 APS APM APL
SSD300 25.5 45.0 25.9 8.4 26.9 41.4
SSD300 X 27.5 43.1 29.0 11.2 31.2 43.4
SSD512 30.1 51.3 31.3 12.9 34.2 43.6
SSD512 X 32.0 48.8 34.3 15.9 37.9 46.5
Semi-Anchored SSD
Besides RetinaNet, the proposed algorithm is easy to incor-
porate with existing detectors. To illustrate that, we embed
semi-anchored strategy into SSD (Liu et al. 2016). We adopt
VGG16 (Simonyan and Zisserman 2015) as the backbone
and train the model with 120 epochs. The results are shown
in Table 8. With the proposed algorithm, the mAP is in-
creased by 2.0% at the scale of 300×300 and by 1.9% at the
scale of 500 × 500. The consistently improvement demon-
strates that the proposed algorithm can work with other de-
tection frameworks as well as RetinaNet and thus is flexible
for real-world applications.
Conclusion
In this work, we develop a semi-anchored detector for one-
stage object detection. Specifically, we propose to classify
locations directly without anchors, which can mitigate the
class-imbalance issue, but to keep anchors for regression,
where anchor is essential for helping predict different shapes
of bounding boxes. To bridge the gap between classifica-
tion and regression task, we propose a new location labeling
strategy using anchors and add a novel anchor classification
head to refine the classification results on anchors at positive
locations. The empirical study on COCO verifies that the
proposed method can boost the performance of one-stage
detector dramatically. This work provides some evidences
for the effect of anchors in object detection. Further explor-
ing the architecture of detectors with/without anchors can be
our future work.
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