We present four generalized small cancellation conditions for nite presentations and solve the word-and conjugacy problem in each case. Our conditions W and W contain the non-metric small cancellation cases C(6), C(4)T(4), C(3)T(6) (see 7]) but are considerably more general. W also contains as a special case the small cancellation condition W (6) of Juhasz 6]. If a nite presentation satis es W or W then it has a quadratic isoperimetric inequality and therefore solvable word problem. For the class W this was rst observed by Gersten in 3] which also contains an idea of the proof. Our main result here is the proof of the conjugacy problem for the classes W and W which uses the geometry of non-positively curved piecewise Euclidean complexes developed by Bridson in 1].
1 The Conditions W and W Let P = < x 1 ; : : :; x n j R 1 ; : : :; R m > be a nite presentation of the group G. We always assume that each relator R i is cyclically reduced and no relator is the trivial word or a cyclic permutation of another relator or of the inverse of another relator. (By "relator" we always mean a de ning relator of the presentation.) Let F be the free group on the generators. K P denotes the standard 2-complex modeled on P. The Whitehead graph W P of K P is the boundary of a regular neighborhood of the only vertex of K P . For each generator x i of P it has two vertices +x i and ?x i which correspond to the beginning and the end of the oriented loop labeled x i in K P . The edges of W P are the corners of the 2-cells of the 2-complex. The star graph S P is the same as the Whitehead graph if no relator of P is a proper power. If P contains relators that are proper powers, the stargraph is obtained from the Whitehead graph by identifying edges of W P that correspond under the periodicity of a relator R i . More precisely, if the relators R i of P are of the form s k i i with s i not a proper power, then the star graph S P is the Whitehead graph of the presentation < x 1 ; : : :; x n j s 1 ; : : :; s m > (s i is called the root of the relator R i ). Let : W P ! S P be the natural map from the Whitehead graph to the stargraph. We use the star graph in dealing with algebraic questions about presentations, such as the word problem and the conjugacy problem, because, algebraically, a rotation of a periodic relator by any multiple of its period is irrelevant. (For topological questions, e.g. when dealing with asphericity of 2-complexes, such rotations are quite signi cant and therefore the Whitehead graph is used instead.) A combinatorial map is a cellular map that maps each open cell homeomorphically onto an open cell. A cell complex is said to be combinatorial if its attaching maps are combinatorial.
Clearly, a 2-complex K P modeled on a presentation P is combinatorial. A diagram over P is a combinatorial map f: M ! K P , where M = S 2 ? i 2 i is a combinatorial cell decomposition of a 2-sphere minus disjoint open 2-cells. If = 0, M is a sphere and we speak of a spherical diagram. If = 1, we call M a disk diagram over P which is the same as a van Kampen diagram. If = 2 we speak of an annular diagram over P. For > 0 let M denote the boudary of M, where we think of the boundary as a collection of boundary paths, namely the boundary paths of the 2-cells i that are deleted from S 2 to obtain M. The length of the boundary l( M) is the number of edges in the boundary paths, counting with multiplicity edges that are traversed twice in opposite direction. An oriented edge e in M is labeled by the name x i of its image f(e) in K P ( 2 f?1; +1g), and hence every edge path in M is labeled by a word w in F. A word w in F is trivial in G if and only if there is a disk diagram over P reading w along its boundary. Two words u and v in F represent conjugate elements in G if and only if there is an annular diagram over P such that its boundary paths, oriented parallely, read for suitable choices of start points the words u and v. (A parallel orientation is an orientation of the two boundary paths such that they are freely homotopic in M) Both facts are well known. Since the proof of the relation between conjugate words and annular diagrams is not quite as standard it will be sketched in section 4. we speak of a symmetric pair of self identi cations. Let c be the number of components of symmetric identi cations and c 0 the number of components of symmetric pairs of self identi cations (identi cations of connected segments are counted as one). Then the elementary reduction will have the e ect of "squeezing o " c+c 0 components from the diagram, i.e. the result are c+c 0 +1 diagrams, joined by successively taking one-point-unions. In case M is a disk diagram, one of these c+c 0 +1 components will contain the boundary of M (which as a path labeled by a word w in F remains unchanged), the others will be spherical. (4) where N is the number of words in the alphabet fx 1 i g of length less than or equal to 31 r (juj + jvj).
Remark: The technical hypothesis in theorems 3 and 4 turns out to be not restrictive.
Let P be a presentation of type W and suppose a generator, say x k , occurs only once in the set of roots of the relators, i.e. x k does not occur in R j for j 6 = l and R l = (x k w) r and x k does not occur in R j . Then, by a basis transformation, we see that G = G 0 ZZ r (ZZ r is trivial if r = 1), where G 0 has the presentation P 0 =< x i (i = 1; : : :; m; i 6 = k) j R j (j = 1; : : :; m; j 6 = l) >, which, as a subpresentation of P, is also of type W. But then the solvability of the word and conjugacy problems for G follows from that for G 0 . There is a similar restriction implicit in the de nition of W where we use the condition C(3) "positively" (i.e. every relator must be a product of at least 3 pieces). In classical small cancellation theory it is de ned negatively (no relator is a product of less than 3 pieces) including the possibility that it may not be a product of pieces at all, which happens exactly when a generator occurs only once in the set of roots of the relators. This is the only case where W is not more general than the classical non-metric small cancellation conditions. The above discussion shows that this exception is irrelevant.
In 4] it is shown that presentations of type W satisfy the cycletest and are therefore "combinatorially aspherical". This is also true by a quite similar proof for presentations of type W .
The following examples show that, in many cases, it may be quite easy to test if a presentation is of type W or W .
Example 1 Let P n = < x; y; z j z n = y; yx = xy > for n 2. We will show that P n satis es W but not W. The group de ned by P is the same as the group de ned by P 2 of the last example. This shows that W and W are attributes of the speci c presentation and not of the group, which was to be expected. It gives as an upper estimate the area of a euclidean disk of the given boundary length. The idea of using the Theorem of Reshetnyak for proving a quadratic isoperimetric inequality for presentations of type W is due to Gersten 3] . respectively. Note that the local curvature at an interior vertex or in a 2-cell is zero exactly when the sum of angles is as in the euclidean case.
Lemma 6 (Curvature{Lemma) If g is an arbitrary weight function for a combinatorial cell decomposition of a surface M, then
Proof: The proof is straightforward. Let V; E; F be the number of vertices, edges, faces, respectively, of M, and let V ; _ V , and _ E denote the number of interior vertices, boundary vertices, and boundary edges (i.e. edges in M), respectively. Note that, since M is a surface, M consists of disjoint circles, hence _ E = _ V .
By adding (7) and (8) and using P v2M g(v) = P D2M g(D) = sum of the weights of all corners, we obtain the desired curvature formula:
Proof of 
or simply:
where the left hand side of (11) 3 Non-Positively Curved PE 2-complexes Bridson studies in 1] the geometry of metric cell complexes under certain mild restrictions, which are certainly satis ed if the complexes are nite. His "Main Theorem" establishes the equivalence of certain local and global characterizations of non-positive curvature for simply connected metric cell complexes. In this section we will list the basic de nitions and the results of 1] that we need in the proof of theorems 2 and 4. We will quote them as they apply to the special case of nite PE 2-complexes, which is a much narrower context than Bridson uses.
In a metric space X, a geodesic segment or, brief, a geodesic is a continuous path that can be parametrized such that : 0; l] ! X is an isometry from the interval 0; l] to its image in X with the induced metric. X is called a geodesic metric space if each pair of points x; y 2 X can be joined by a geodesic (in particular, such a space must be connected). Sometimes geodesic metric spaces are called path-metric spaces, since the distance between any two points can be realized as the length of a shortest path between them. A geodesic metric space X is said to be convex if, for any pair of geodesics ; in X, that are parametrized proportional to arc length on the interval 0; 1], and for any t 2 0; 1], the following inequality (1); (1)):
In the following we assume K is a nite connected PE 2-complex. A PL path in K is a nite concatenation of straight line segments x i ; x i+1 ] where each line segment x i ; x i+1 ] is contained in a 2-cell or a 1-cell of K. The length l( ) is the sum of the lengths of the line segments. The distance between two points x; y 2 K is de ned to be d(x; y) := inffl( ) : a PL path from x to yg. Bridson shows that the in mum in the above de nition is, in curvature. For a diagram M provided with a PE structure, the link condition is equivalent to the sum of angles around every inner vertex of M to be 2 . It also coincides with the de nition of non-positive curvature for PE 2-disks which we gave in section 2, above. Therefore, we will use the term "non-positively curved" for a PE 2-complex satisfying the link condition of Bridson.
The following two results from Bridsons article will be used in the proof of theorems 2 and 4. The rst is part of the Theorem from section 2. of 1], the second is Lemma 2.3 (from the same section):
1. For a connected and simply connected PE 2-complex K the following statements are equivalent:
(I) K is non-positively curved, i.e. K satis es the link condition, (II) K has unique geodesics, i.e. for every pair of points x; y 2 K there is only one geodesic PL path connecting x to y, (III) K is convex (as a geodesic metric space).
2. If the PE 2-complex K has unique geodesics then they vary continuously with their endpoints. More precisely, let x i ! x and y i ! y and let i ; be the geodesics from x i to y i , x to y, respectively, then k ? i k = supfd( i (t); (t)) : t 2 0; 1]g ! 0:
(Here "!" denotes convergence of a sequence of points in K or of a sequence of real numbers)
Gen. Small Cancellation Theory 
Proof of Theorem 2:
Let M be a vertex reduced annular diagram over P whose boundary paths, oriented parallely, read the words u; v. If the two boundary paths meet in at least one vertex, then some cyclic permutations of u and v will be equal in G, i.e. subwords of u, v (or their inverses) respectively. This implies u = a ?1 bvb ?1 a in G with ja ?1 bj 2 max juj; jvj, and hence the conclusion of Theorem 2 holds. Therefore, we may restrict ourselves in the proof of Theorem 2 to the case when the boundary paths of M are disjoint (as subsets of M). In this case M consists of an actual annulus that has, in general, "trees of disks" attached to its boundaries (as sketched in gure 6).
Let M 0 be the annulus obtained from M by cutting o the trees of disks. To obtain a word w that conjugates v to u we proceed as follows. Choose a shortest edge path w 0 in M 0 whose endpoints lie on opposite boundary components, then connect the endpoints of w 0 along the boundary paths of M to the start points of u and v. This yields a conjugating word w = xw 0 y where x and y are subwords of u and v (or their inverses), respectively, i.e. jwj 2 maxfjuj; jvjg + jw 0 j. It remains to show that, upon modifying the diagram M 0 , if necessary, without changing its boundary, we can achieve jw 0 j N where N is the number of reduced words in F of length 3 p maxfjuj; jvjg. This follows directly from the subsequent Proposition applied to the diagram M 0 , taking into account that the lengths of the boundary paths of M 0 are less than or equal to the lengths of the corresponding boundary paths of M. Proof: We provide the diagram M with a PE-structure as in the proof of Theorem 1. I.e. every 2-cell D of M of degree n is represented by a regular Euclidean n-gon with edges of length 1. If D has identi cations on its boundary, we choose a stellar subdivision of the regular Euclidean n-gon so that the identi cations of the boundary of D do not contradict the Euclidean metric of the 2-cells of the subdivision. By the hypothesis that P is of type W , the resulting PE-2-complex will be non-positively curved. By abuse of notation we call it also M, i.e. when we speak of the metric and the geodesics of M we mean the metric and the geodesics of the PE-2-complex, which is actually de ned on a subdivision of M. At the same time we will still think in terms of the original cell structure of M, and when we speak of vertices, edges, or 2-cells of M we refer to the original (unsubdivided) cell structure. This does not create any serious problems. For example, geodesics intersect the original 2-cells in straight lines; more precisely, if one considers as a characteristic map for a 2-cell D of M a map whose domain is a regular Euclidean n-gon, then, for any geodesic of M, the components of ?1 ( \ D) are straight lines. This simply follows from the fact that, except at points that are vertices of the original cell structure, the PE-2-complex is locally isometric to the Euclidean plane or the Euclidean half plane.
In the following we will use j j m to denote the metric length of a path, i.e. the length of a PL-path or edge path in the metric of the PE 2-complex. j j w will denote the word length of an edge path, i.e. the length of the word which is the label of the edge path. For the boundary paths of M the metric length coincides with the word length. It is clear that, in general, the word length of an edge path is less or equal than p times its metric length, where p is the maximal word length of a piece for the presentation P. Now let w be a geodesic path in M whose endpoints are vertices on the two boundary components of M, such that w realizes the shortest distance between the sets of vertices of the two boundary components. Let Q be the startpoint and R the endpoint of w and let u; v be the closed boundary paths starting at Q; R respectively. (The boundary words read along these paths will also be called u and v.) We For the following notation please compare gure 7. Let Q 1 and Q 2 , R 1 and R 2 , w 1 and w 2 be the pairs of vertices or paths in the boundary of M that originate from Q, R, w, respectively, by the splitting of M along w, and let u, v be the paths in the boundary of M that are created by cutting the closed boundary paths u, v of M at Q, R respectively. We will also consider the (unique) geodesics u g from Q 1 to Q 2 and v g from R 1 to R 2 in M. Together with w 1 and w 2 they form a geodesic rectangle in M. If we parameterize each of the geodesics w 1 and w 2 proportional to arc length on the interval 0; 1], we obtain by the convexity of M d( w 1 (t); w 2 (t)) maxfd( w 1 (0); w 2 (0)); d( w 1 (1); w 2 (1))g = maxfj u g j m ; j v g j m g maxfjuj; jvjg = l;
where d denotes the distance in the geodesic metric space M. For every t 2 0; 1] let g t be the unique geodesic in M from w 1 (t) to w 2 (t) ( g 0 = u g , g 1 = v g ), and let M 1 be the subspace of M bounded by the geodesic rectangle that is formed by u g ; v g ; w 1 ; w 2 . Since in a simply connected PE-complex of non-positive curvature, geodesic segments vary continuously with their endpoints (see 1]), it follows that the one-parameter family of geodesics g t covers all of M 1 , i.e. the map g: I I ! M 1 de ned by g(t; s) = g t (s) is surjective. Considering the annular diagram M again, let g t be the family of closed PL-paths in M that start and end at w(t) and are obtained from g t by identifying the endpoints. It is easy to see that each path g t is shortest among the paths in M that start and end at w(t) and are freely homotopic to u (or v). Now we replace the PL geodesic path w by a shortest edge path in M from Q to R, where "edge path" refers to the original cell structure of M. The label on w reads a word in F that conjugates v to u in G. Note that w may intersect u or v in more than just the endpoints Q or R respectively and w may not be homotopic relative its endpoints to w. By the following Lemma 8 we obtain that jwj m 2j wj m .
Lemma 8 A locally geodesic PL-path in M that starts and ends at points A and B in M (1) (the 1-skeleton of M) , respectively, is homotopic relative its endpoints to a PL-path in M (1) with the properties: then is an edge path except for the rst or last segment.
We will call an edge path approximation of .
Proof: The proof of Lemma 8 is elementary. Simply replace each straight line segment of that intersects the interior of a 2-cell D of M by the shorter of the two paths on the boundary of D that connect the same endpoints. Elementary geometry shows that the shorter path on the boundary of a regular Euclidean n-gon has at most two times the length of the secant through the interior of the polygon. After reducing any backtracking in the resulting path by a homotopy in the 1-skeleton we obtain a path that satis es the conditions of Lemma 8. r Lemma 9 Let w be the edge path constructed in the proof of Proposition 7 and let V 0 = Q; V 1 ; V 2 ; :::; V k = R be the sequence of vertices (including the interior vertices of valence 2) that are met by the path w. Then, for i = 1; :::; k, a shortest closed edge path w i in M, such that w i starts and ends at V i and is homotopic to u (or v), will have metric length jw i j m 3 l and, hence, word length jw i j w 3 p l.
Proof: Recall that M 1 is the part of M bounded by the geodesic rectangle with sides u g ; v g ; w 1 ; w 2 . W.l.o.g. we can assume that u g and v g do not intersect; if they do, then it is easy to see that the edge path w, de ned above, satis es jwj m 2 maxfjuj; jvjg and hence the conclusion of Proposition 7. Let M 1 be the part of M that corresponds to M 1 The proof of Theorem 10 is very similar to the proof of Theorem 9. It is given as proof of Theorem 5.4 in 5] and originally due to Pride 8] . Note that the inequalities in the conclusion of Theorems 10 and 11 apply to arbitrary diagrams M, not just disk diagrams. Theorem 12 Assume G is a group that has a nite presentation of type V or of type V and, in the latter case, assume that each generator occurs at least twice in the set of roots of the relators. Then G satis es a linear isoperimetric inequality and hence is word-hyperbolic.
Proof: We consider rst a presentation P of type V . From the de nition of V it follows easily that P satis es the hypothesis of Theorem 10: Let M be a vertex reduced disk diagram over P. De follows, in the same manner as above, from the combinatorial characterization of "type V " by nitely many cases. We conclude that a presentation P of type V satis es the linear isoperimetric inequality from the conclusion of Theorem 11 with N = 0 and = 1=903. r Remarks:
1. The proof above applies with minor modi cations also to diagrams with more than one boundary path, yielding a linear estimate for the number of 2-cells in terms of the length of the boundary. 2. We wish to emphasize that Theorem 10 and 11 can be used to prove that more general classes of presentations de ne hyperbolic groups. The proofs concerning the small cancellation classes W and W, which use metric 2-complexes of non-positive curvature as the main tool, depend strongly on the 2-cells in a diagram or in the dual of a diagram being realized as regular polygons. In the negatively curved case the proofs are easier, using just Euler characteristic counts, and do not depend on regular distributions of angles in 2-cells or around vertices. Hence there are other classes of presentations allowing "non regular" weight functions on diagrams to which the proofs 
