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Chapter 1
General introduction
Most people do not regard such every-day activities as walking, picking up a cup of 
coffee or catching a ball as demanding tasks. Also, one is not surprised to have clear 
vision during walking and running nor about the fact that we avoid obstacles in a dark 
room to find the switch. We should realize, however, that this apparent simplicity and 
automatic nature is extremely deceiving. All these activities require highly coordinated 
interactions between different body parts, involving complex neural computations in 
the central nervous system. For example, if during running the same images would be 
recorded by a head-mounted camera and played back while we are stationary, the 
percept would be entirely different and of extremely poor quality. This thesis presents 
research that is related to the seemingly trivial activities, described above. More 
specifically, it focuses on the neural control principles underlying eye, head and arm 
movements, and on how sensory information (visual, vestibular, proprioceptive) is 
integrated to control and coordinate such movements for action and perception.
In order to address these questions, advanced tools to measure and describe such 
multi-dimensional movements are essential as well as an understanding of the inherent 
complex control properties for three-dimensional (3-D) movement. This introduction 
starts with an outline of the basic anatomy and physiology of the oculomotor and the 
head-neck system, to provide some background with regard to the issues that have 
been investigated in this thesis. Subsequently, basic concepts about multi-dimensional 
movement control like rotation vectors, non-commutativity, kinematic redundancy and 
the classical laws of Donders and Listing will be explained to provide a theoretical 
framework for the studies described in Chapters 2-4. The final section of the 
introduction, relevant for Chapters 5-7, is devoted to eye-head coordination. Here, we 
specify the kinematic requirements for reflexive eye movements elicited by head 
movements in order to keep images stable on the retina despite head movements.
1
1.1 The oculomotor and head-neck system
The ocular motor plant consists of the eyeball, the surrounding connecting tissue 
and six extraocular muscles that rotate the eye. The extraocular muscles are arranged 
in three antagonistic pairs, with paired muscles rotating the eye in opposite direction 
about approximately colinear axes. This muscular apparatus allows the eye three 
degrees of freedom. The medial/lateral rectus pair exclusively produces horizontal eye 
movements, whereas the combination of the superior/inferior rectus and 
superior/inferior oblique produces vertical and torsional eye movements (see Figure 
1.1). The motoneurons innervating the eye muscles are located in cranial nerve nuclei 
III, IV, and VI in the brainstem.
Intemst^cerotid artery
F ig u r e  1.1 The origins and insertion of the three pairs of human ocular muscles in the left 
eye
The oculomotor subsystems may be divided into two classes with quite different 
ecological functions. The first group comprises stabilization reflexes that prevent 
motion of the retinal image (“retinal slip”) as a result of self-motion. The vestibular 
and the optokinetic system belong to this group. Primates with foveal vision also have 
the ability to voluntarily shift the line of sight. The systems underlying this function, 
are the saccadic, smooth pursuit and the vergence system, which fall in the second 
group.
Clear vision of an object requires that its image be held fairly steadily on the foveal 
region of the retina, where photoreceptor density is greatest. Visual acuity declines 
steeply from the fovea to the retinal periphery; for example, at 2° from the center of 
the fovea, visual acuity has already declined by about 50% (Leigh and Zee 2000). For 
best vision, the image of the object of regard should be within 0.5° of the center of the
2
F ig u r e  1.2 Organization of the right vestibular apparatus. The vestibular system consists 
of the utricle and the saccule, and the three semicircular canals which are in mutually 
ortogonal planes (from Hardy, 1934).
fovea and the retinal slip of the image should be less than 2°/s (Leigh and Zee 2000). 
Since the eyes (and retinas) are attached to the head, the disturbances that are most 
likely to affect vision are head movements. If there were no stabilizing eye 
movements, images of the visual world would slip on the retina with every such head 
movement. This would cause vision to become blurred and our ability to recognize and 
localize objects to be impaired whenever we moved through the environment. 
Therefore, stabilization of gaze appears crucial in order to reduce retinal image slip 
and to guarantee optimal vision. The vestibular system produces such compensatory 
eye movements for head movements, by the so-called vestibulo-ocular reflex (VOR). 
The reflex is mediated by the vestibular organs: the semicircular canals and the otolith 
organs, both located in the inner ear (see Figure 1.2). Whereas the canals respond to 
angular head acceleration, the otoliths provide an afferent signal by virtue of their 
sensitivity to linear acceleration. There are three semicircular canals on each side of 
the head arranged approximately orthogonally relative to each other. Each canal is an 
endolymph fluid-filled ring blocked by a gelatinous cupula, which deflects due to 
inertial forces on the fluid during angular head rotations. In turn, cupula deformation 
bends the cilia of the hair cells embedded in the cupula and this alters the discharge 
rates of the primary vestibular afferents. Due to its mechanical properties, the cupula- 
endolymph system acts as a mathematically leaky integrator on the exposed angular
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acceleration. As a result, the primary afferent fibers from the canals code angular 
velocity, at least over the frequency range from 0.1 to 10 Hz. Accordingly, the six 
semicircular canals -  functionally working in three push-pull pairs -  respond to 
angular head motion in three dimensions.
The two otolith organs -  the linear motion sensors -  are located in the utriculus and 
the sacculus. The receptor cells of the otolith organs have projecting cilia embedded in 
a jellylike mass, the otolith, containing heavy calcareous granules called otoconia. 
During movements of the head, this mass moves relative to the macula, stimulating the 
receptor cells by bending the cilia. Each of the maculae represents virtually all 
sensitivity directions in its responsive plane, enabling the combined otolith organs to 
signal linear head motion in all three dimensions. The otoliths respond equally well to 
two kinds of linear acceleration, those produced by head tilt relative to gravity and 
those generated by head translation. Two hypotheses have been put forward to resolve 
this ambiguity problem. The “multisensory integration” hypothesis combines 
information from the canals and the otoliths to differentiate between head tilt and 
translation (Angelaki et al. 1999; Merfeld et al. 1999). The “frequency parsing” 
hypothesis interprets low-frequency otolith input as tilt, whereas high-frequency 
accelerations are seen as translations (Paige and Seidman 1999; Telford 1997).
Head movement usually involves movements across several cervical and thoracic 
vertebrae. Head movements are controlled by more than 20 pairs of muscles, arranged 
in layered groupings, that link the skull, spinal column and shoulder girdle in a variety 
of configurations (Kapandji 1974; Richmond and Vidal 1998). The actions of these 
muscles are constrained by the physical properties of the vertebral column, whose 
articulations differ in their ranges and directions of mobility. The human cervical 
vertebral column has seven vertebrae, see Figure 1.3 A The total range of vertical head 
movements by these seven vertebrae is 130°. The superior cervical spine is composed 
of the first and second cervical vertebrae (the atlas and the axis, respectively), whose 
vertical range is about 20-30°. The lower five vertebrae, called the inferior cervical 
spine, permit 100-110° of vertical head rotation. The range of horizontal head rotation 
is about 80-90° on either side, involving all segmental components of the cervical 
spine (see Figure 1.3B). Figure 1.3 C shows that the range of torsional head movements 
is about 45°. Thus, the different range of mobilities at various cervical joints is 
important for moving the head in almost any direction in 3-D space. Note, that due to 
motions in the cervical spine, a change in head posture typically involves a change 
in head orientation in combination with a translation of the center of mass. This fact 
complicates the complete recording of head movements.
4
F ig u r e  1.3 Range of movements of the cervial vertebral column. A: The total range for 
vertical movements is 130° (WC), composed by 20-30° in the upper two vertebrae (the 
atlas and the axis, SO) and 100-110° vertical freedom in the lower five vertebrae 
(inferior cervical spine). B : The horizontal rotation range varies from 80-90° on either 
side, involving all segmental components of the cervical spine. C: The range of torsional 
head movements is about 45°. (Adapted from Kapandji, 1974).
The complexity of the neuromuscular system controlling the head has prevented a 
good insight into the rotation axes for normal head movements. C h a p t e r  2 describes a 
technique to determine the rotation axes for head movements in various directions. 
The results demonstrate that for purely horizontal movements the location of the 
rotation axis remains fixed at a point midway between the two ear canals. For vertical 
head movements, however, the rotation axis does not stay fixed but shifts downwards 
with respect to the body for larger movement amplitudes.
5
Such head motion analysis is crucial when dealing with the complex problem, 
described in section 1.4, of how the VOR adjusts the rotations of the two eyes to 
compensate for natural head movements. CHAPTERS 5 and 6 present data about this 
topic for head rotations and head translations, demonstrating that with vision, the VOR 
does a good job in the normal range of voluntary head movements.
1.2 Kinematics of rigid body motion
Generally, six parameters are required to describe the kinematics of a rigid body in 
space: three of these describe the location of an arbitrary point in the body, whereas 
the other three represent rotations of the body through this point. Furthermore, a 
specific coordinate system has to be chosen, which is fixed relative to some reference 
frame. To describe movements of the eye, head and shoulder one may use a coordinate 
system, fixed to either the head, body or earth. As to the rotary component, various 
representations can be used like rotation matrices, rotation vectors, Euler angles or 
quaternions (Haslwanter 1995; Van Opstal 1993; Tweed 1997c). All these different 
representations have different advantages in specifying the rotation, and no one can be 
regarded as the most useful. For instance, the rotation matrix is a favorable tool to put 
a vector through a rotation, but using a redundant set of 9 numbers to represent 3-D 
rotations is obviously its major drawback. When using Euler angles, the rotation is 
decomposed into a triplet of rotations about specific axes. Due to the non­
commutativity property of rotations in 3-D, demonstrated in Figure 1.4, a particular 
coordinate system should be chosen in which the consecutive order of the specific 
rotations is settled. For example, in a Fick coordinate system, the orientation of an 
object relative to the chosen reference orientation is characterized first by a horizontal
F ig u r e  1.4 Combinations of 
sequential rotations are not 
commutative. The head, 
starting from the same 
position, undergoes the same 
rotations in earth-fixed coordi­
nates in different sequential 
order. Note that the final head 
orientation differs.
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rotation about a fixed vertical axis, followed by a rotation along a horizontal axis, and 
finally a rotation about the torsional axis, which is the line of sight in case of the eye. 
Conversely, switching the order of the horizontal and vertical rotations yields a 
Helmholtz coordinate system, which has been applied in studies of binocular 
coordination and stereovision (e.g. Erkelens and van Ee 1998)
Throughout this thesis, rotation vectors are used as a mathematical formalism to 
describe the rotational position of body parts in 3-D space. By using rotation vectors 
no hierarchical sequence of multiple rotations is involved. The rotation vector (which 
is closely related to the quaternion, see Tweed 1997c) represents any instantaneous 
position as the result of a virtual rotation from a fixed reference position to the current 
position. in the space-fixed right-handed Cartesian coordinate system, the rotation 
vector is defined by
r  = tan (9/2) • n (1.1)
where n represents the direction of the rotation axis and tan (9/2) denotes the amount 
of rotation by an angle 9 about that axis (Haustein 1989). The positive (a-, y-, z-) 
directions represent rotations to the left, down and clockwise, respectively. using 
rotation vectors, movements of the system can be regarded as a sequence of 
instantaneous positions, all expressed as virtual rotations relative to a common 
reference position. A nice property of rotation vectors is the fact that movements due 
to fixed axis rotations appear as a sequence of rotation vectors along a straight-line. 
Furthermore, the net result of two subsequent rotations r1 and r2 can be simply 
represented by the following rotation vector
_ _ r2 + r  + r2 x  r  ^  ^
r2 ° r  = 2 ■ 1 1 (1.2)
1 -  r2 • r
where r  is the first rotation, r2 is the second rotation, o denotes r2 after r , and x 
indicates the vector cross-product. From this equation it becomes understandable why 
the result of r2 o r1 and r  0 r2 is not identical (see Figure 1.4). The inverse of a rotation 
vector can be easily determined by r _1 = - r .
While rotation vectors describing positions of objects depend on the choice of the 
reference orientation, the angular velocity w does not involve a reference orientation. 
The angular velocity depends not only on the time derivative dr/d t of the object 
orientation, but also on its current orientation r .
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The angular velocity w , given by (Hepp 1990),
_ _ d r /d t+ r x  dr/d t _
w = 2 • ' ^  (13)1 -  r 2
describes the actual movement of the object, with w / |w| representing the unit vector 
in the direction of the instantaneous axis of object rotation and with |w| the angular 
velocity of this rotation.
Since the rotation centers of the eye in the head and the shoulder in the body are 
almost fixed, their movements hardly involve any translational motion. Thus, eye or 
shoulder positions can be completely described as the result of pure rotations about 
axes with fixed centric locations. in contrast, head movements often have both a 
rotation and translation component due to the involvement of several cervical 
vertrebrae (see section 1.1). For technical reasons, this translational motion has been 
neglected in most previous studies, so that half the degrees of freedom of the head has 
been ignored. CHAPTER 2 examines the implications of head translation for motor 
control by providing new methods and concepts required for a full, six-dimensional 
motion analysis of head motion.
1.3 Kinematic redundancy: Donders’ law and Listing’s law
Section 1.1 explained that the anatomy and the musculature allow both the eye and 
head to be rotated in any direction in 3-D space. In other words, they have three 
rotational degrees of freedom. Likewise, the human arm has multiple degrees of 
freedom. However, some tasks do not require the use of all available degrees of 
freedom.
Consider, for example, the eye while looking at a small target. The position of the 
target determines the gaze direction, which is completely specified by 2 degrees of 
freedom. So, the eye, which has three rotational degrees of freedom, is kinematically 
redundant as to the control of this 2-D gaze direction. Since the amount of torsion 
about the line of sight is not constrained by the task, there is an infinite number of 
possibilities to fixate the target. Analogously, for pointing with an extended arm only 
two of the three degrees of freedom in the shoulder are determined by the pointing 
direction. This raises a computational problem for the motor system: the reduction in 
the degrees of freedom from neural commands through muscle activation to movement 
kinematics.
One solution to this so-called kinematic redundancy problem is expressed by 
Donders’ law. For the erect and stationary head, with the eyes looking at infinity,
8
Donders’ law states that eye torsion is uniquely determined by the gaze direction 
(Donders 1848). Donders’ law reflects a reduction of the number of degrees of 
freedom, which means that the eyes only adopt rotational positions that can be 
represented as points in a 2-D subspace of the possible set of all 3-D eye positions. 
Recently, several papers have reported that Donders’ law does not only apply to eye 
movements, but also to head movements (Ceylan et al. 2000; Glenn and Vilis 1992; 
Misslisch et al. 1994; Radau et al. 1994; Theeuwen et al. 1993) and straight-arm 
pointing movements (Hore et al. 1992; Miller et al. 1992; Theeuwen et al. 1993; 
Straumann et al. 1991).
For the eye, Listing’s law further refines Donders’ law by stating that it can only 
adopt those positions that are represented by rotation vectors in a plane, called 
Listing’s plane. Recordings in humans and monkeys have revealed that the scatter of 
the rotation vectors describing eye positions relative to this plane is small (~ 1°). Most 
studies have suggested that Listing’s law for the eye is a reflection of a neural control 
strategy (Tweed and Vilis 1990; Tweed et al. 1994; Tweed et al. 1998; Van Opstal et 
al. 1997). Other studies however, challenged these neural constraint ideas by arguing 
that biomechanical properties of the oculomotor plant may be crucial in shaping 
Listing’s law (Miller and Demer 1997; Schnabolk and Raphan 1994; Straumann et al. 
1995). Similar controversies apply to head movements.
In contrast to the eye, rotation vectors describing head orientations during normal 
gaze shifts fit in a twisted saddle-shaped surface with non-zero torsional components 
at the oblique facing directions. This form of Donders’ law resembles Fick-gimbal 
behavior (Ceylan et al. 2000), meaning that orientations of the head behave 
qualitatively like those of a Fick gimbal, which has a horizontal axis nested within a 
space-fixed vertical axis (see section 1.2). Figure 1.5 illustrates the difference between 
head orientations for rotation vectors in a flat surface (Listing’s law, Figure 1.5A,B) 
and a twisted surface (Figure 1.5 C,D). Corresponding positions in Figure 1.5A and C 
correspond to identical gaze directions of the head, but with different orientations. In 
A, the head adopts only those orientations that can be obtained by rotations of the head 
from the reference position (shown in the center) about an axis in a flat plane, Listing’s 
plane (here: the plane of the page). A side view of this plane is depicted in Figure 
1.5B The head orientations corresponding to Fick behavior, are shown in Figure
1.5 C,D. Note that while the head adopts identical orientations for purely horizontal 
and purely vertical gaze directions in A and C, the head orientations in oblique 
directions differ by a torsional component.
It is still controversial why the head obeys Donders’ law with rotation vectors 
shaping a Fick-like pattern. One explanation to be considered is that anatomical 
demands, i.e. the motion of the cervical vertebrae, direct the head to move in a Fick
9
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F ig u r e  1.5 Demonstration of the difference between head orientations characterized by 
rotation vectors in a flat plane (A,B) or in a twisted plane (C,D). A,B: When the head obeys 
Listing’s law, it only shows those orientations that can be obtained by rotating the head 
from the reference position (shown in the centre) about an axis in a flat plane. Here the 
rotation axes are confined within the plane of the paper. The arrows denote the directions 
of the rotations according to the right-hand rule. C,D: The rotation axes describing head 
orientations are confined to a twisted surface (Fick behavior). As a result, head orientations 
in oblique directions differ from those in A by having an additional torsional component. 
Note that the rotation axes describing oblique head positions are pointing out of the plane 
of the paper.
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pattern. In contrast, Ceylan et al. (2000) recently suggested that the Fick-like shape of 
Donders’ law refects a neural strategy in order to optimize motor performance for the 
head acting as a platform for the eyes. Discriminating between these two hypotheses, 
anatomical demands versus neural strategy, has not been easy.
CHAPTER 3 addresses the question to what extent Donders’ law is implemented by 
the brain or whether mechanical interactions in the head-neck system are crucial by 
investigating head movements in a group of patients with spasmodic torticollis. 
Spasmodic torticollis is a focal dystonia characterized by abnormal head movements 
and postures. The head is pulled away from its normal erect position due to co­
contraction and exaggerated EMG activity of inappropriate muscles. This argues for a 
neural origin of the disease rather than a primary disorder in the biomechanical 
properties of the head-neck plant. So far, the aetiology of torticollis remains unknown, 
although all the available evidence points to a disorder at the level of the basal ganglia 
that are involved in the control of most coordinated movements (Berardelli et al. 
1998). The results show that these patients still obey Donders’ law. To understand our 
results, we specified a conceptual scheme, in which Donders’ law is implemented 
downstream the dysfunctional neural areas causing the torticollis disease.
Finally, Donders’ law can be interpreted as a coordination principle for eye and 
head, since the control strategy of the head is dependent on what the eye is doing 
(Ceylan et al. 2000). This provides a nice analogy for arm movements. Just as the head 
acts as a platform for eye movements, the upper arm acts as a platform for the forearm 
during normal arm movements. The forearm is sometimes stretched to act as a pointer 
(like the eye) and sometimes bent to become a weight-bearing pillar. CHAPTER 4 
investigates how such task-dependencies related to coordination with the forearm 
could affect the manifestation of Donders’ law for the upper arm.
1.4 Eye-head coordination
An important issue in the realm of eye-head coordination is how retinal images can 
be held stable during movements of the head. As outlined in section 1.1, the vestibulo- 
ocular reflex (VOR) produces eye movements that compensate for head movements to 
maintain image stability. In this section we will explain the kinematic requirements on 
the VOR to operate ideally during horizontal head rotations.
When the rotation axes of the head and eye coincide, the ideal VOR gain for 
fixating a space-fixed target equals one, i.e. negative eye velocity equals head velocity. 
In the normal situation that the eyes are located eccentrically from the head rotation 
axis, the compensatory eye movements have to account for the rotation of the head as
11
well as for the corresponding eye translations relative to the target. For a far target, 
eye-translation effects are negligible, and the ideal VOR gain would be one. The 
kinematic requirements become more complex in near vision. For a nearby target at 
eccentricity g , and distance D , Viirre et al. (1986) have derived analytically how the 
two eyes should be directed in order to maintain binocular fixation of a nearby target 
when the head rotates horizontally (see Figure 1.6^). By requiring that the target 
remains stationary on the retina, the relation between right eye angle (O r ) and head 
angle ( j )  is given by:
trajectory of the eyes as a result of the head rotation. For the left eye the relation is as 
follows:
As indicated by these formulas, the magnitude of the compensatory eye movement 
depends on the distance of the eye to the rotation axis ( R ), target distance ( D ), and 
target eccentricity ( g ). The slopes of these relationships, dO R /dj and d O i /d j , 
specify the required magnitude of the instantaneous VOR gain (i.e. angular eye
shown in Figure 1.6B, left and right eye must behave differently, depending on head 
orientation. This indicates that during horizontal head rotations a properly working 
VOR must have different gains in each eye. In other words, ideal image stabilization 
during head movement in near vision requires vergence movements. Furthermore, as 
shown in Figure 1.6 C the VOR gain should increase when target distance decreases, 
due to the fact that the eyes translate with respect to the target. In good approximation, 
the slope of the relationship between gain and inverse target distance is a measure for 
the amount of translation compensation. For targets at optical infinity the gain must be 
1, to compensate for head rotation. In the particular case that rotation center, eye, and 
target are in one line, the ideal relationship between VOR gain and inverse target 
distance would be linear. In a similar way, kinematic relationships between eye 
responses and vertical head rotations or eye responses during linear head translations 
can be derived.
where I  is the interpupilar distance and R  is the radius of the circular translation
(1.5)
velocity divided by angular head velocity) for the right and left eye, respectively. As
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head , j  [o] 1/D [m 1]
F ig u r e  1.6 A: The relationship between the angles of the eyes (right eye, Or, left eye, 6l ) 
and head angle ( j )  for a finite radius of rotation (R) and target distance (D). The 
interocular distance is I and the target eccentricity is given by g . B: The ideal vestibulo- 
ocular (VOR) gain ( dO/ d j  ) for a fixed radius of rotation (R=8cm), a central target 
(g  =0°), interocular distance I=6.5cm, and variable target distances (D), plotted as function 
of head angle. Thick lines represent the left eye and the thin line the right eye. C: The VOR 
gain plotted as function of target distance for the same conditions as in A.
CHAPTERS 5 and 6 report studies on human gaze stabilization in near vision during 
active movements where correct integration of the information about both the 
rotational and translational part of the movements is crucial in the on-line control of 
gaze. The question is addressed of how the vestibular-ocular reflex adjusts the
13
rotations of the two eyes to compensate for self-generated rotary and translatory head 
motion and for the location of the visual target.
A more complex task involving the processing of visual, canal and otolith and other 
sensory information for motor control was investigated in CHAPTER 7. Here, we report 
results from a pointing experiment involving active self-displacement of the subject. 
This combination of a path-integration paradigm and a pointing paradigm aims to 
elucidate whether the position of a remembered target is accurately updated after one 
single step. In order to achieve that, multiple coordinate transformations are required 
to integrate the spatial information available in the coordinates of the sensory organs 
such as retina, semicircular canals, otoliths, muscle spindles, joint receptors. Possible 
other frames of reference are used for intermediate steps in this chain of processing. 
The results demonstrate that incorporation of the step-displacement in the new target 
position relative to the subject is underestimated in a Cartesian frame of reference.
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Chapter 2
Off-centric rotation axes in natural head 
movements: implications for vestibular 
reafference and kinematic redundancy
2.1 Introduction
This chapter concentrates on the problem of how the complex movements of the 
head can be recorded and described in a manner that does justice to both the motor 
aspects and their vestibular consequences. To illustrate that this is not a trivial 
problem, let us first consider the now commonly used method to describe eye positions 
relative to the head by means of rotation vectors (Haustein 1989). With this tool, any 
instantaneous three-dimensional (3-D) eye position is described as the result of a 
virtual rotation from a fixed reference position to the current position. The orientation 
of the rotation vector specifies the direction of the eye rotation axis, whereas its length 
denotes the amount of rotation about that axis. Because the eye is enclosed in the orbit, 
it is reasonable to assume that these rotation vectors describe eye rotations through the 
center of the globe. Thus because the center of rotation of the eye is almost fixed in the 
head, eye positions can be described in good approximation as the result of pure 
rotations about axes whose orientations may vary, but the locations of which are fixed.
Adapted from: Medendorp W.P., Melis Van Gisbergen Gielen C.C.A.M.
J. Neurophysiol. 79: 2025-2039, 1998.
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For head movements, which are less constrained, the situation is clearly different, 
because there is no immediately obvious location of the head rotation axis. These 
movements are described relative to the trunk (or relative to some other coordinate 
system in space) and it is quite obvious that the center of the head generally not only 
rotates but also translates relative to this coordinate system.
To describe rigid body motion many different parsings are possible. For example, 
the center-of-mass method, which would be quite suitable for describing vestibular 
consequences of head movement, describes head motion as a rotation about the head’s 
center of mass and a translation of this center of mass. Another description, which we 
present in this chapter, can be found in the biomechanical literature in which it is fairly 
usual to describe complex movements in 3-D in terms of helical axes (Panjabi et al. 
1981; Spoor and Veldpaus 1980; Woltring et al. 1985). This helical axis method seems 
ideally suited to describe the motor aspects of the head-neck system while still 
allowing the inclusion of the vestibular consequences.
Using the concept of helical axes, any head position can be uniquely described with 
respect to a certain reference position by a rotation about and a translation along a 
single unique axis at a specific spatial location. The strength of this description is that 
it parses the head motion by locating a rotation axis such that the translational 
component is as small as possible. This is suitable for our purpose because head 
motion ultimately is produced by rotating, not translating, joints; i.e. the translational 
component of skeletal motion is very small. For this reason, the helical axis 
description may give the best clue as to which joints are moving.
To illustrate what can be gained by using this approach, Figure 2.1 shows an 
example of two different head movements. In each case, the current position can be 
reached from the reference position by a virtual rotation about an axis, located 
somewhere in the neck region. Although the orientation of the head is the same in A 
and B, the position of the head relative to the trunk differs by a translation due to the 
different locations of the rotation axes. The rotation vector description, which only 
gives the orientation of the head, is inadequate to characterize these differences in head 
position. The helical axis approach, however, extends the classical rotation vector 
description by yielding both the direction of the rotation axis, which is identical to the 
direction of the rotation vector (see METHODS), and the uniquely defined spatial 
location of this rotation axis.
Although the helical axis description has been used in many biomechanical studies, 
to the best of our knowledge it has never been applied in studies focusing on neural 
strategies concerning problems related to the kinematic redundancy of the head-neck 
system. In the present study we introduce the helical axes approach in this field of 
research in an attempt to get a more complete description of head posture. In the next
16
section, we will first make clear why it is of interest to know the location of the 
rotation axis in addition to the orientation and the amplitude of the head rotation.
F ig u r e  2.1 Distinguishing head posture and head orientation. Orientation of the head in A 
and B is the same but, because of the different locations of the rotation axes (here pointing 
out of the paper) the head postures differ by a translation.
2.1.1 Biological relevance of the location of the head rotation axis
The vestibulo-ocular reflex (VOR) contributes to stabilization of images on the 
retina during movements of the head. Recent work has shown that the VOR is 
influenced by the viewing distance, the target eccentricity, and the axis about which 
the head is rotated (Crane et al. 1997; Snyder and King 1992; Viirre and Demer 1996). 
The VOR has to take into account both the translation and the rotation of the head in 
order to stabilize a near target on the retina. Buizza et al. (1981) proposed that the 
VOR is mediated by a combination of semicircular canal input and otolith input. In 
their model, the canals compensate for head rotation by rotating the eyes opposite to 
the head at the same angular velocity. The compensation for the translational 
component of head movement, driving the eyes with a signal that is opposite to this 
translation and that is scaled by viewing distance, originates from the otoliths. 
Whereas Buizza et al. used the approximation that the eyes are at the center of the 
head, Viirre et al. (1986) took account of the fact that the eyes and vestibular organs 
are at different locations. They found the magnitude of the VOR gain in monkeys to be
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> 1.0 in near vision; this was explained by the fact that a rotation of the head will lead 
to a translation of the eyes such that good stabilization of retinal image requires a 
compensation for both the rotation and the translation. Snyder and King (1992) made 
further study of the compensatory behavior of the VOR for combined angular and 
linear motion. They rotated monkeys about earth-vertical axes in the midsagittal plane 
at several distances behind and in front of the eyes. The initial VOR response due to 
these passive body rotations had an inappropriate default gain. Within 100 ms, 
however, the VOR response became nearly perfect by adjusting eye velocity in three 
separate stages: initially only showing a compensation for viewing distance, 
sequentially also for otolith translation and finally by including the translation of the 
eye relative to the target. Recently, Viirre and Demer (1996) investigated the VOR 
gain in humans during eccentric passive rotation in pitch and found the VOR gain to 
increase for proximate as compared to distant targets. Based on these and other 
findings, Crane et al. (1997) proposed a model in which linear acceleration, as sensed 
by the otoliths, is scaled by target distance and is added to angular acceleration, as 
detected by the semicircular canals, to control the compensatory eye movement.
2.1.2 Approach
These findings suggest that it would be of interest to have knowledge about both the 
orientation of the head and the location of the rotation axis in space during natural 
head movements. The magnetic dual search coil technique, originally designed to 
record 3-D eye movements (Ferman et al. 1987), is excellent as a tool to detect the 
orientation of an object in three dimensions, but its insensitivity to coil translations 
makes it unsuitable to determine the location of the rotation axis. To circumvent this 
problem in getting an on-line representation of the exact movement of the head in 3-D 
space, we have used an infrared tracking system. The subject wears a helmet with 
several infrared emitting diodes (iREDs); this provides the opportunity to calculate the 
helical axis parameters (see following text). This full description of head movement in 
3-D was used to investigate to what extent the location of the rotation axis of the head 
will vary in head-free, but chest-fixed, subjects. The helical axis method used in this 
study describes the head-neck movement by specifying the location of a single rotation 
axis that minimizes the residual translation term. This approach seems particularly 
suited for this system, the joints of which generate rotations rather than translations 
and where the location of a single rotation axis is not self-evident.
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2.2 Methods
This section outlines the experimental protocol and the mathematical basis 
underlying our description of head position.
2.2.1 Subjects and stimuli
Seven human subjects, aged between 22 and 53, participated in the experiments. Six 
of them were naive as to the purpose of the experiment. in order to minimize the 
movements of the chest, a harness was used to strap the subjects tightly to a chair, 
which supported the back up to the shoulder blades. The targets, at 40° eccentricity, 
consisted of reflecting mirrors (size 10x10 cm) directed towards the subject that were 
mounted on a vertical fronto-parallel screen placed at a distance of 55 cm before the 
subject. Subjects were instructed to orient their heads towards the target until they 
could see their faces in the mirror. The circular stimulus array contained a total of 12 
numbered targets, arranged like the hours on the face of a clock, at equal angular 
spacings (j )  of 30° along the circumference. The 12 o'clock target was defined to be at 
j  = 0°. The center of the circle, which was marked as a black spot, was straight ahead 
at eye level. Before the experiment the subject was familiarized with the positions of 
the targets on the screen. At the start of each trial, he was asked to fixate at the center 
of the screen. Thereafter, the subject was instructed, on a verbally commanded random 
target number, to shift gaze with natural speed from the center to the particular target, 
to fixate carefully and then to move back to the center again. Trials in which the 
subject initially shifted his gaze in the wrong direction were excluded from the 
measurement. Every experiment consisted of five sequences of all 12 targets in 
random order. Each sequence lasted for ~ 1 min. About 1 min of rest was provided 
between the sequences. During each sequence, data were collected continuously using 
a sample frequency of 100 Hz.
2.2.2 Measurement and calibration of head position
We used an OPTOTRAK 3020 digitizing and motion analysis system (Northern 
Digital) to record head position in 3-D. It operates by tracking IREDs, attached to a 
moving object through a pre-calibrated space by means of three lens systems mounted 
in a fixed frame. To determine the position of the head we constructed a helmet, 
carrying a flat disk on top of which eight IREDs were mounted equidistantly in a 
circular array (radius 5.6 cm). The total weight of the helmet, which was firmly fixed 
to the head, was less than 0.25 kg. The OPTOTRAK frame was mounted on the ceiling
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above and behind the sitting subject at a distance of ~ 3 m. The OPTOTRAK system was 
tilted 30° downward relative to the ceiling such that the IREDs were visible in a large 
range of movement. In this configuration the system provided on-line information 
about the 3-D position of the IREDs with an accuracy better than 0.2 mm. To determine 
the position of four well-defined head landmarks relative to the IREDs on the helmet, a 
calibration was performed before the actual experiment began. During this calibration 
the subject faced the OPTOTRAK frame, while wearing the helmet together with four 
additional IREDs, one on each ear near the auditory canal and one on each closed 
eyelid. The 3-D positions of all 12 IREDs, which uniquely defined the position of the 
head with respect to the helmet, were recorded for 1 s. From then on, great care was 
taken to ensure that the helmet remained stable on the head during the entire 
experiment.
We used this calibration to transform the spatial locations of the IREDs on the 
helmet to a new body-fixed coordinate system, the origin of which coincided with the 
center of the interaural axis when the subject was looking straight ahead to the center 
of the circle at the beginning of the experiment. With the head in this reference 
position, the anteriorly-pointing x-axis of the right-handed coordinate system was in 
alignment with the axis perpendicular to the screen, the leftward-pointing /-axis was 
aligned with the interaural axis, and the z-axis pointed upward. Knowledge about the 
absolute spatial locations of the IREDs on the helmet in this coordinate system provided 
sufficient information to determine the helical axis parameters of instantaneous head 
posture.
2.2.3 Description of head positions
In general, the head not only changes its orientation, but also shifts its center of 
gravity with respect to the trunk during a free gaze movement. Accordingly, six 
independent parameters are required to describe the head position in space, i.e. three 
for the orientation of the head and three for the translation of its mass center. Many 
earlier 3-D studies (Glenn and Villis 1992; Radau et al. 1994; Theeuwen et al. 1993) 
have focussed on the orientation of the head, which could be described by 3-D rotation 
vectors. In none of these studies was the translation of the head taken into account. In 
the present study we will describe complete head postures with a description in which 
the orientation and translation of the head are considered, by using the helical axes 
description. In the concept of helical axes a transition of a body segment from a certain 
reference position to a new position can be described as a rotation about a certain 
unique axis and a translation along that axis. Hence, the translation orthogonal to this 
axis is minimized, which makes sense because, as was pointed out in INTRODUCTION,
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head motion is produced by rotating not translating joints. Further this description 
remains very close to the classical rotation vector description since the direction of the 
rotation axis is identical to the direction of the rotation vector and the rotation angle is 
simply related to the amplitude of the rotation vector, see Equation (2.3).
Figure 2.2 depicts, in vectorial terms, the transition of the head from one position to 
another position to illustrate how the helical axis parameters can be derived. Figure 2.2 
shows that the initial position ( xA) and final position ( Xb ) of a landmark on an object 
are related by,
Xb -  s = R(0) ■ (Xa -  s ) + t ■ ns (2.1)
where R(0) is the rotation matrix with 0 the angle of rotation about the helical axis. 
The direction of the helical axis is defined by unit vector ns, the translation along the
F ig u r e  2.2 Determination of the helical axis parameters. Movement of a landmark from 
position Xa to Xb in the coordinate system xyz can be described by a rotation 0 along an 
axis corresponding to unit vector ns, and a translation t along that axis. The location of the 
helical axis is defined by vector s (S-point), which gives the shortest distance of the axis 
from the origin.
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helical axis is given by scalar t . The sense of rotation and the direction of ns conform 
to the right-hand rule. The vector s is the vector from the origin of the coordinate 
system, as defined above, perpendicular to the helical axis. Define v by then,
xb = R(d)- xa + V (2 .2 )
The rotation matrix R(6) and the translation vector V (which is the translation of 
the mean marker distribution) can be determined by a least-squares algorithm as 
described by Veldpaus et al. (1988). When R(6) and V are known, the helical axis 
parameters ns, s , 9 and t can be calculated (see for example, Spoor and Veldpaus 
1980; Panjabi et al. 1981; Woltring et al. 1985). The orientation of the helical axis is 
directly related to the classical rotation vector r (Haustein 1989) by
r  = tan(9/2) • ns (2.3)
The helical axis parameters ns and 0 in Equation (2.1) are identical to those in 
Equation (2.3). The direction of the rotation vector denotes the orientation of the 
helical axis. Its length (tan 0 /2 ) can be taken as a measure for the amount of rotation 
along that axis. The rotation vector r  corresponding to the rotation matrix R(0) can 
be determined from the elements of the rotation matrix (Haslwanter 1995) by
1
r  =
1 + (R11 + R22 + R33)
^ R32 — R23
R13 — R31 
R21 — R12
(2.4)
By projecting the translation vector v onto an axis parallel to the helical axis,
ns • v (2.5)
we obtain the displacement t along this axis, where it has to be noted that a positive 
sign of t implies that the translation is in the direction of the unit vector ns. Winters et 
al. (1993) have reported that the translation along the helical axis for biomechanical 
systems like the head is rather small (within 0.5 cm). However, since it may have some 
vestibular consequences, it was calculated in the present study.
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To document the location of the rotation axis, we computed the smallest vector s 
from the origin to the helical axis, i.e. the vector from the origin perpendicular to the 
helical axis, which follows from n s ■ s = 0 (Spoor and Veldpaus 1980),
sin 0 ^
s = -  -2 n s x  (ns x v) +----------------- n s x v (2.6)
2(1 -  cos0)
Note that s is dependent upon both the orientation of the helical axis and the 
translation of the head, as given by the mean marker distribution v . Furthermore, in 
case 0 = 0 there is no rotation at all. In this case of a pure translation, the helical axis 
is not defined, which means that ns, s  and t are not unique. This explains that ns is 
extremely sensitive to disturbances if 0 is small. In such cases the helical axis 
parameters can not be determined accurately. In practice, the helical axis could be 
determined reliably only for head movements > 6°. From the above analysis it may 
seem that eight parameters are necessary to describe the helical axis. However, only 
six of them are independent, namely: two angles to specify the orientation unit vector 
ns, rotation 0 about the axis, translation t along the axis, and two coordinates of an 
intersecting point on the axis defined by s (axis location, for short). So, in summary, 
all head positions in our study will be described with respect to a certain reference 
position by the helical axis parameters. The orientation of the rotation axis can be 
described by the classical rotation vector r , which implies ns and 0 . The location of 
the rotation axis in space is represented by s , the translation along this axis is given by 
t .
In RESULTS we will describe separately the orientation of the rotation axis, then its 
location and finally the translation along this axis. The changes in head position with 
respect to the reference position during a natural movement can be depicted by a 
sequence of rotation axes and their spatial locations.
2.2.4 Data analysis and representation
Using the calibration and methods described above, head positions were calculated 
from raw IRED position data and were characterized in terms of helical axis 
parameters. The beginning and the end of each head movement were determined from 
the on- and offset of the rotational component change. Because the location of the 
rotation axis could not be determined accurately for positions close to the reference 
position, only head deviations > 6° were analyzed.
As reported before (Glenn and Vilis 1992; Radau et al. 1994; Theeuwen et al. 1993) 
the rotation vectors describing the orientation of the head tend to fit in a second-order
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twisted surface. To check this, we fitted several surfaces to the rotational components 
(r*, ry, rz) of the data:
rx = ax + a 2 ry + as rz + £4 ry2 + a 5 ryrz + a6 rZ + e (2.7)
by minimizing the residual error e . If the parameters a4 to a6 are zero the surface is 
planar, as would be the case if Listing's law holds perfectly. Adding a 5 (twist score) as 
an extra parameter allows the surface to twist, whereas a4 and a6 yield a parabolic 
curvature in the ry - and rz -direction, respectively. To check whether the addition of 
extra parameters a4 to a6 is warranted, we applied a statistical analysis based on the 
bootstrap method (Efron and Tibshirani 1991). This procedure implies that several 
times (in our case 200 times) a subset of rotation vectors (N data samples generated by 
drawing them randomly, with replacement, from the original dataset of N points) is 
fitted by Equation (2.7). In this way, each realization of a new data set yields different 
parameter estimates, because the data set is different each time. Thereafter, the mean 
value and standard deviation of each parameter can be computed. We state that a 
parameter significantly contributes to the fit when its mean value is different from zero 
by > 2 SD (95% acceptance level or confidence level). The thickness of the fitted 
surface (in degrees) is given by the standard deviation of the distances of all samples 
in the r*-direction to the fitted surface.
2.3 Results
We now shall describe the head positions adopted in the course of gaze shifts in 
different directions by using the helical axis approach as described in METHODS. The 
helical axis describes how a given head position can be obtained uniquely from a 
certain reference position by a single rotation and translation along an axis in body 
coordinates. To recapitulate briefly, the orientation of the helical axis can be related to 
the classical rotation vector by Equation (2.3), while the location of this axis will be 
described by a 3-D vector according to Equation (2.6). The translation along the 
helical axis is defined by Equation (2.5). We will describe the three parts of the helical 
axis separately, starting with the orientation, which is most familiar. Subsequently, the 
spatial locations of these axes will be presented and their relation with target direction 
j  and the axis orientation will be clarified. Finally, we will characterize the translation 
term along the helical axis and its dependence on the orientation of this axis. For the 
sake of clarity, the figures throughout this section consistently present the results of
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subject JG. However, intersubject differences will be illustrated and discussed in 
detail. The data of all subjects are summarized in Tables 2.1-3.
2.3.1 Orientation of the rotation axis
Characteristic head movements towards each of the 12 eccentric targets and back to 
center are depicted by rotation vectors in Figure 2.3. For each movement, the sequence 
of rotation vector endpoints for intermediate positions is shown in body-fixed 
coordinates. The frontal view in Figure 2.3 A  showing the horizontal (rz) and 
vertical (ry) components, demonstrates that centrifugal and centripetal movements had 
slightly different curved trajectories. Furthermore, the trajectories of rotation vectors 
for movements towards opposite targets are in opposite directions. The side and top 
views (Figures 2.3B,C) show that the torsional components of these head movements 
are limited. In comparison with earlier studies, Figure 2.3 shows nothing uncommon 
nor any new features and just serves to illustrate that, in this respect, our description 
yields results similar to those of the magnetic dual search coil technique.
To test the validity of Listing’s law for the head, we first fitted a planar surface to 
all rotation vector data from each subject. The thicknesses of these planes varied 
between 0.91 and 2.25°. However, according to Radau et al. (1994), a first-order fit is 
not necessarily the best representation of the data. By adding only the twist score a5 as 
an extra parameter the thicknesses decreased strongly in all subjects. A statistical
A
FRONTAL VIEW
ry
B
y
SIDE VIEW
rx
C
TOP VIEW
ry
F ig u r e  2.3 Head orientation in terms of classical rotation vectors. Frontal, side and top 
view of the classical rotation vectors describing 1 to-and-fro movement in each of the 12 
separate directions (numbered like the hours on the face of a clock). In the frontal view, 
the parts of the movement away from and back to the center follow slightly curved 
trajectories. Note that movements towards opposite targets have opposite directions. 
Axes are calibrated in rotation vector units (which implies that 0.25 on each scale 
corresponds to ~ 30°; see Haustein 1989). Subject: JG.
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analysis (see METHODS) showed that the data can be best described by a second-order 
curved surface. The additional improvement in the goodness of fit, resulting from also 
adding aA and a6 (thickness 0.74 - 1.63°), was significant for all subjects. On average 
the thickness was found to be 1.1 ± 0.27° (mean ± SD), indicating rather small 
deviations from Donders’ law. The optimal parameters of this second-order twisted 
surface fit and the corresponding thicknesses of the best-fit surfaces are listed in Table 
2.1.
We also considered the orientation of this second-order twisted surface in body 
coordinates. Since the coefficients of the quadratic terms r /  and rz in Equation (2.7) 
are small, fitting a flat plane to the rotation vectors yields about the same values for the 
coefficients a2 and a3 for the flat plane and for the curved surface. The vector 
orthogonal to this flat plane is called the primary direction. For all subjects we found 
the primary direction to be close to the straight-ahead position, which corresponds to 
the positive x-axis direction. Deviations remained within 2° from the mid-sagittal 
plane and ranged < 6° from the horizontal plane.
The direction of the head rotation axes can be obtained by normalizing the rotation
T a b l e  2.1 Second-order twisted surface fitted to the rotation vector data by 
Equation (2.7).
Subjects ai a2 a3 a4 a5 a6 s[°]
JG 0.0035 -0.010 -0.011 0.007 -0.639 -0.007 1.10
(0.0002) (0.001) (0.001) (0.006) (0.009) (0.006)
WM 0.0016 0.026 -0.002 0.051 -0.797 -0.117 0.91
(0.0002) (0.001) (0.001) (0.007) (0.009) (0.003)
SA -0.0031 -0.026 0.033 0.167 -0.900 -0.059 1.10
(0.0002) (0.002) (0.002) (0.011) (0.022) (0.008)
BB 0.0011 0.032 0.044 0.115 -1.133 -0.029 1.16
(0.0002) (0.002) (0.001) (0.009) (0.013) (0.004)
AB -0.0000 -0.028 0.075 -0.042 -0.597 0.005 1.10
(0.0001) (0.002) (0.002) (0.008) (0.013) (0.005)
TD 0.0044 -0.019 -0.105 0.094 -0.783 0.087 1.63
(0.0002) (0.002) (0.002) (0.008) (0.016) (0.006)
GM 0.0018 -0.006 -0.072 0.109 -0.276 -0.059 0.74
(0.0002) (0.001) (0.001) (0.006) (0.008) (0.003)
The parameters are expressed in body-fixed coordinates. Below each value 
its confidence interval (2 times the standard deviation) is given in 
parentheses. The orientation of the plane is determined by the coefficients 
a2 and as (see text). The fact that these coefficients are small indicates that 
the surfaces are nearly aligned with the y -z  plane of our coordinate system.
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vectors, as mentioned in Equation (2.3). Each rotation vector is split into a normalized 
three-component vector, indicating the rotation axis direction ns, and a scalar 0 , 
denoting the amount of rotation about that axis. The relation between rotation vector 
components and axis direction is illustrated in Figure 2.4, which shows the same 
movement towards the 4-o’clock target as in Figure 2.3. Figure 2.4A depicts the three 
rotation vector components of the to-and-fro movement. At movement onset the length 
of the vector (Figure 2.4B) is almost zero. After initiation of the movement, the 
rotation vector components grow steadily, indicating an increase in movement 
amplitude. When the head is stable in the new eccentric position, the components 
remain constant and during the backward movement they decrease again. Finally, 
Figure 2.4 C depicts the normalized direction of the rotation axis. As explained in 
METHODS, the latter is only well-defined for movement amplitudes > 6° (dashed 
lines). Note that only if the three components of the normalized axis direction remain 
constant in the course of the movement, the associated rotation vectors will remain 
parallel.
F ig u r e  2.4 Head movement 
towards the 4-o’clock target.
A: three rotation vector 
components during the 
movement towards the 4- 
o’clock target shown earlier in 
Figure 2.3. B: amount of 
rotation is given by the 
amplitude of rotation during 
the movement in degrees. C : 
normalized rotation vector 
components, indicated by H,
V and T, which correspond to 
the direction of the rotation 
axis. H, V and T are the 
components along the 
horizontal, vertical and 
torsional axes, respectively 
(For example, H denotes a 
rotation about the horizontal 
axis, thus causing a vertical 
movement). Because our 
description cannot usefully be 
applied to very small rotations 
(see M e th o d s ) ,  only the parts 
of the movement beyond 6°
(dotted lines) were analyzed.
Subject: JG.
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2.3.2 Location of the rotation axes
As a measure for the spatial location of the rotation axes we have used vector s , 
computed with Equation (2.6), which denotes the point on the rotation axis closest to 
the origin (S-point for short). in our study we only analyzed the S-points of rotation 
axes belonging to outward (centrifugal) movements. The parts of the movements back 
to center were not considered. Taking, for example, a rightward movement towards the 
3-o’clock target, one would predict the orientation of the rotation axis to be mainly 
vertical along the negative vertical axis of our right-handed coordinate system, while 
its location would be expected to be closer to the origin.
Figure 2.5A shows that the orientation of the rotation axis is indeed vertical. The 
direction of the rotation axis during the movement is depicted in Figure 2.5B  which 
clearly shows that the direction of this axis is in the negative vertical direction and 
remains almost constant throughout the movement. In Figure 2.5 C the three 
components of axis location S are given as a function of the movement amplitude. As 
expected, the S-point lies near the origin. The fact that its position remains more or 
less constant indicates that the rotation axis remains almost fixed in space as the 
movement progresses. Plotting the axis of rotation and its spatial location in body 
coordinates, as shown in Figure 2.5A, provides a more direct demonstration of the 
stability of the rotation axis during this type of natural movements.
The results for the movement towards a 6-o’clock target (Figure 2.5D) show a 
different pattern. As one would predict, the rotation axes for this downward movement 
are mainly horizontal and point in the positive horizontal direction (see Figure 2.5E). 
A new feature of this movement is that the location of S is not constant. The location 
of the axis moves gradually downward along the z-axis as the movement progresses 
(see Figure 2.5F) while the direction of the rotation axis remains more or less constant 
in a large part of the movement.
Figure 2.5 G depicts the movement towards a 12-o’clock target. The rotation axes 
for this upward movement are pointing in the negative horizontal direction (see Figure 
2.5H). Not too surprisingly, comparison of Figures 5E  and 5H  shows that the rotation 
axes for movements towards 6-o’clock and 12-o’clock targets are parallel but in 
opposite direction. This was a general phenomenon: in all subjects we found the axes 
for movements towards opposite targets to be almost parallel and pointing in opposite 
directions. This finding is in line with the data shown in Figure 2.3. Furthermore, 
Figure 2 .5 / shows that the axes for the 12-o’clock movement are not fixed in space 
either but move downward along the z-axis, as was observed for 6-o’clock movements. 
Finally, it should be noted that the axes for the 12-o’clock movements are located 
more posteriorly than those for the 6-o’clock movement (compare the x-component in 
Figures 5F  and 5/).
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F ig u r e  2.5 Horizontal and 
vertical head movements 
expressed by a rotation 
axis and its location in 
space. Left, movement 
from the center toward the 
3-o'clock target. A: 
rotation axes during this 
movement were directed 
along the vertical axis, 
indicating a horizontal 
movement. Rotation axis 
remains almost the same 
throughout the movement.
B: rotation axis points in 
the negative vertical 
direction. Normalized 
rotation vector compo­
nents remain almost 
constant throughout the 
movement, indicating a 
parallel-axes rotation. C: 
three components of the 
location of the rotation 
axis remain almost 
constant and close to the 
origin, the center of the 
interaural axis. D: middle 
column shows results in 
the same format for a 
movement towards the 6- 
o'clock target. E : rotation 
axes are directed along 
the positive horizontal 
axis and remain almost
parallel. F: location of the axis is not not fixed but shifts along the z-axis during this 
movement, indicating that the axis of rotation slowly moves downward with respect to the 
body. G: right column shows the results for a purely vertical movement towards the 12- 
o’clock target. H: compared to the 6 o’clock movement, the directions of the rotation axes 
are in opposite direction. /: rotation axes for 12-o’clock are much more posteriorly located 
with respect to the 6-o’clock movement. ant. = anterior; post. = posterior; H = horizontal 
(ry-axis) ; V = vertical (rz-axis) ; T = torsional (rx-axis). Subject: JG.
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To check day-to-day reproducibility, we repeated the entire experiment in four 
subjects (JG, BB, MM and SA). As a representative example, Figure 2.6 depicts the 
direction and lo cation of the rotation axes oor thre e movements towards the 6-o’dock 
target for sub^ j ect BB  on two different days . The line s are the results of" linear 
regression. The error bars denote the standard deviations of the data points of the trials
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to the fitted line in three stages of the movement. The error bars are larger for small 
movement amplitudes, denoting more scatter of data points around the fitted line in 
that range. In general, however, the errors are modest indicating a quite reproducible 
behavior of the subject within one experiment. With respect to the reproducibility 
among experiments, Figure 2.6 shows that the direction of the rotation axes, pointing 
in the positive horizontal direction, is almost the same on the 2 days. Some minor 
differences can be observed between the vertical and torsional component of the axis 
direction. Concerning the location of the rotation axes, on both days they move 
steadily downward along the z-axis, from about 40 to 70 mm below the origin, as the 
movement progresses. A small difference is seen in the trajectory of the A-component; 
on day 1 the axis of rotation initially is located more anteriorly, whereas on day 2 the 
A-component of the S-point remains quite stable throughout the movement. Also in the 
other three subjects, the results of the experiment on day 2 were similar and showed 
the same tendencies as in the first experiment.
DAY 1 DAY 2
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F ig u r e  2.6 Reproducibility of the direction and location of the rotation axis. Left and right. 
best-fit lines to three 6-o’clock movements measured on 2 different days (subject BB). 
Error bars (given in just one direction) denote the standard deviations of the data points to 
the fitted line in that particular part of the movement. Generally, the error bars are quite 
small indicating stereotyped behavior within one experiment. Between the 2 experimental 
sessions there is a large similarity. A small difference can be seen for the A-component in 
the 2 experimental sessions. On day 2, the infrared emitting diodes ( i r e d s )  were not visible 
by the o p t o t r a k  camera for amplitudes > 25°.
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2.3.3 Intersubject differences in the solution of the kinematic redundancy 
problem
The kinematic redundancy of the head-neck system has its basis in the number of 
neck joints as well as in the large number of muscles acting across these joints. An 
interesting problem is how the movement control system deals with this redundancy 
problem. Our results show that the emerging picture depends strongly on which aspect 
of head movement is considered. When the analysis considers only the orientation of 
the head to characterize head posture (see earlier text) the data confirm that Donders’ 
law holds in good approximation (Table 2.1). This result reflects a reduction in the 
number of rotational degrees of freedom: the rotation vectors that describe the 
orientation of the head relative to the reference position are contained within a two-
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F ig u r e  2 .7  L o c a t io n  o f  r o ta t io n  
a x e s  in  z - d i r e c t io n  f o r  a  f l e x io n  
( l e f t )  a n d  e x te n s io n  ( r ig h t ) 
m o v e m e n t .  In  a ll 4  s u b je c ts  th e  
d i r e c t io n  o f  th e  r o ta t io n  a x is  
p o in te d  in  th e  h o r iz o n ta l  d i r e c t io n  
( n o t  s h o w n  h e re ) .  L o c a t io n s  o f  
th e i r  r o ta t io n  a x e s  d i f f e r  
m a r k e d ly ,  d e m o n s t r a t in g  c le a r  
in te r s u b je c t  d i f f e r e n c e s .  T h e  d o ts  
r e p r e s e n t  th e  d a ta  p o in ts  o f  th e  
m o v e m e n ts  in v o lv e d .  T h e  s o l id  
l in e s  a re  th e  r e s u l t s  o f  l in e a r  
r e g r e s s io n .  In  s u b je c ts  B B  a n d  
G M , t h e  ir ed s  in  f l e x io n  
m o v e m e n ts  o f  la r g e  a m p l i tu d e  (>  
2 5 ° )  w e r e  n o t  v i s ib le  to  th e  
o p t o t r a k  c a m e ra .
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dimensional surface. Furthermore we showed that the orientation of this surface is 
more or less the same among subjects.
It should be realized, however, that this characterization of head postures is severely 
limited since it says nothing about the location of the head rotation axis. Because the 
neck consists of multiple joints there are many possible locations of the head rotation 
axis that all can yield in the same head orientation but will produce a different 
translation of its mass center and therefore a different head posture (see Figure 2.1). As 
shown in Figure 2.7, when this is taken into account there is a strong suggestion of 
different strategies in resolving the kinematic redundancy among subjects. The figure 
illustrates the trajectories of the z-component of the S-point for purely vertical 
movements towards the 6- and 12-o’clock target from four subjects in three sequences. 
There is a general trend for the rotation axes in flexion to be located at a lower level 
than the rotation axes in extension movements. Although these differences are minor 
in subjects JG and BB, they are very clear in subjects TD and GM. Note that there are 
also intersubject differences in the location of the rotation axis belonging to the same 
movements. For example, the rotation axis for flexion in subject GM is at a much 
lower location than that of subject JG.
Figure 2.7 further shows a general trend for the rotation axis to move downward as 
flexion or extension increases (except for extension in subject BB). To check whether 
the dependence of the z-component with movement amplitude was significant, we 
fitted a straight line to this
type of data in all subjects. 
The slopes of these lines are 
presented in Table 2.2. For 
the flexion movement we 
found negative slopes 
(range -2.3 to -0.8 mm/°) in 
five subjects; this appeared 
to be significantly different 
from zero in a two-tailed t- 
test (p<0.05), confirming 
that there is a downward 
trend in the location of the 
rotation axis with movement 
amplitude. By contrast, we 
found a rather small, but 
statistically significant, 
positive slope (+0.5 mm/°)
Ta b l e  2 .2 . Dependence of the z-component of rotation 
axis location on movement amplitude for flexion and 
extension movements presented in Figure 2.7.
s u b je c t
F L E X I O N  
s lo p e  r
[m m /d e g ]
E X T E N S I O N  
s lo p e  r
[ m m /d e g ]
JG - 1 .7  ( 0 .2 ) - 0 .9 2 -0 .3  (0 .2 ) -0 .3 6
WM -2 .3  ( 0 .4 ) - 0 .7 7 0 .6  ( 0 .3 ) 0 .3 6
SA - 0 .4  ( 0 .6 ) -0 .1 3 - 1 .9  (0 .1 ) -0 .9 6
BB - 1 .6  ( 0 .2 ) - 0 .9 4 0 .2  ( 0 .1 ) 0 .4 2
AB 0 .5  (0 .2 ) 0 .4 3 - 1 .9  (0 .2 ) -0 .9 1
TD - 1 .6  ( 0 .2 ) - 0 .9 2 - 1 .0  (0 .2 ) -0 .8 5
GM -0 .8  ( 0 .2 ) - 0 .5 4 -1 .8  (0 .1 ) -0 .9 4
B e h in d  e a c h  v a lu e  i t s  c o n f id e n c e  in te r v a l  ( 2 x S D )  is  
g iv e n  in parentheses. T h e  c o r r e la t io n  c o e f f ic ie n t  r  is  a  
m e a s u r e  o f  h o w  w e l l  th e  z - c o m p o n e n t  o f  a x is  lo c a t io n  
a n d  m o v e m e n t  a m p l i tu d e  c o r r e la te .
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in subject AB; the slope in subject SA (-0.4 mm/°) was not significant. For the 
extension movement we obtained similar results: five subjects had significant negative 
slopes ranging from -1.9 to -0.3 mm/°. The two remaining subjects (WMand BB) had 
statistically significant positive slopes (0.6 and 0.2 mm/°, respectively).
In summary, the data on flexion and extension of the head presented so far have 
shown that, dependent on the amplitude of the movement, the axis locations ranged 
between +20 and -100 mm from the interaural line. The data also demonstrate clear 
intersubject differences. In the next section we discuss the location of the rotation axes 
for other movement directions in more detail.
2.3.4 Relation between axis location and movement direction
Figure 2.8 shows the locations of point S in body space for subject JG, by plotting 
all location vectors for positions at 25° eccentricity in the outward movement in three 
different views. Five movements were made to each target and the coordinates of the 
S-point for each target direction are indicated by the number of the target. Trials in 
which the subject initially chose the wrong target direction were excluded from the 
analysis, so that some target numbers appear less than five times in the figure. As the 
panels show, each S-point component shows a systematic dependence on target 
direction. Close inspection of the S-component behavior suggested that its coordinates 
periodically were related to target direction. Specifically, the frontal view panel
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F ig u r e  2.8 Pooled S-points for positions at 25° eccentricity derived from 5 centrifugal 
movements to each of the 12 targets, shown in frontal, side and top view. Cluster is almost 
symmetrical with respect to the midsagittal plane. Range of S-point locations is somewhat 
smaller in the ^-direction (anterior-posterior) than in the y  and z direction (fronto-parallel 
plane). Some S-points are missing since in those trials the subject initially chose the wrong 
target direction. Subject: JG.
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suggests that both for movements to the targets at the upper part of the clock (upper 
targets) and for movements to targets at the lower part of the clock (lower targets), the 
S-points occupy a roughly circular path in the fronto-parallel body plane. Furthermore, 
for the upper targets requiring extension movements, the S-points lie more posteriorly 
whereas for the lower targets, requiring flexion movements, the S-points are situated 
more anteriorly (see side view and top view panels of Figure 2.8). Not every subject 
showed such a systematic behavior in the Sx-component as clearly as subject JG. In 
all subjects, we found that the possible axis locations in x-direction remained within 2 
cm from the origin.
For all subjects, we found a strong relation between target direction on the one hand 
and Sy- and Sz-components on the other hand. To further explore the possibility that 
the S-points scattered around circular trajectories, we separately fitted these S- 
components for the upper targets as well as for the lower targets at 25° eccentricity to 
periodic functions of the following general form:
where j  is the direction of the target (see METHODS) and bi, b2 and ¿3 are constants. 
Because the optimal bi value could be different in the two fits, we allowed for the 
possibility that S-point trajectories could be elliptical rather than circular.
The fit results in Table 2.3 confirm that both the y- and z-component of axis 
location have a strong relation with target direction in all subjects. As shown in Table
2.3, we found large intersubject differences in the values of the fitted constants bi and 
b3 . The absolute values for bi, representing the size of the circle, are generally smaller 
for extension movements (range 3.5 to 27.1 mm) than for flexion movements (range 
13.7 to 56.9 mm). The values for b  were found to be close to zero and therefore were 
not presented in Table 2.3. The results listed in Table 2.3 and shown in Figure 2.8 may 
be summarized as follows: as the head completes all centrifugal movements to all 
clock-face targets ( j:  0 - 360), the S-trajectory traces two circular paths in the 
frontoparallel plane. One S-circle (up circle) is the result of movements towards the 
upper targets and the second S-circle (down circle) corresponds to the lower target 
movements.
Figure 2.9, showing the y- and z-components of the S-point for four subjects, 
illustrates that the two fits indeed yield two circles in the frontal y -z  plane, but also 
highlights, as mentioned above, that there are intersubject differences. In subjects JG 
and BB the up and down S-circles have more or less equal diameters indicating rather
Sy = b  • sin(2 • j  + b2 ) + b3 (2.8)
Sz = b  • cos(2• j  + fc) + b3 (2.9)
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T a b l e  2.3 S-circle fit.
subject movement Sy - component Sz - component
b1 b3 R2 b1 b3 R2
JG Flexion 14.1 (1.9) -2.0 (1.3) 0.66 -13.7 (1.6) -13.7 (1.2) 0.72
Extension 17.3 (1.9) 0.5 (1.3) 0.74 -16.2 (2.0) -18.1 (1.4) 0.70
WM Flexion 30.5 (3.8) -0.9 (2.6) 0.69 -29.5 (3.2) -26.4 (2.4) 0.76
Extension -3.5 (3.4) -0.4 (2.4) 0.04 -4.1 (2.5) -1.4 (1.8) 0.09
SA Flexion 33.4 (4.9) -0.6 (3.8) 0.67 -34.8 (2.4) -25.9 (1.8) 0.90
Extension -9.4 (3.3) 1.5 (2.2) 0.21 3.7 (2.0) 7.5 (1.3) 0.10
BB Flexion 27.9 (2.2) -2.2 (1.8) 0.88 -34.4 (2.3) -30.3 (1.6) 0.92
Extension 21.3 (2.4) -2.6 (1.6) 0.75 -27.1 (1.8) -22.7 (1.3) 0.90
AB Flexion 56.9 (3.6) -1.7 (2.4) 0.88 -43.9 (2.5) -42.6 (1.9) 0.91
Extension -6.3 (4.0) -1.6 (2.7) 0.07 -6.5 (1.6) -3.4 (1.2) 0.34
TD Flexion 28.1 (2.3) -2.1 (1.5) 0.85 -26.4 (1.6) -28.3 (1.2) 0.92
Extension 8.6 (2.3) 2.1 (1.6) 0.35 -12.7 (1.7) -12.4 (1.3) 0.68
GM Flexion 33.9 (2.3) 1.2 (1.6) 0.88 -29.1 (1.8) -27.7 (1.4) 0.89
Extension 5.8 (2.3) 2.1 (1.6) 0.16 -11.0 (1.0) -9.0 (0.8) 0.78
Parameters b1 and b3 in [mm]; b2 was found to be very close to zero and is therefore not 
listed in the table.
symmetrical patterns for flexion and extension movements. For other subjects (GM 
and TD) we found circles with clearly different diameters, indicating more 
asymmetrical patterns. In such cases, we invariably found larger circles for flexion 
movements. As long as the S-circles had reasonably large diameters with respect to the 
scatter in the data, we found large goodness-of-fit values, i.e. R > 0.7 (see Table 2.3). 
However, for S-circles with a small diameter, which always belong to extension 
movements, the goodness-of-fit was much less, even though, as shown in Figure 2.9, 
the tendency of a circular pattern still could be observed in such cases.
We also checked whether there was a significant correlation between axis location 
and movement amplitude for all target directions. For movements with flexion or 
extension components the data presented earlier in Figures 2.5-7 suggest that the 
locations of the axes are not fixed but tend to move downwards with increasing 
movement amplitude. In Figure 2.10 we present the trajectories of the S-point for
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F ig u r e  2 .9  S - p o in t  lo c a t io n s  ta k e n  f ro m  5 c e n tr i f u g a l  m o v e m e n ts  to  e a c h  o f  t h e  12 
ta r g e ts  a t  2 5 °  e c c e n t r ic i ty  in  th e  f r o n ta l  p la n e  in  f o u r  s u b je c ts .  C i r c u la r  b o ld  l in e s  d e n o te  
b e s t - f i t  r e s u l t s  o b ta in e d  w i th  E q u a t io n s  2 .8  a n d  2 .9  ( s e e  R e s u l t s ). O n e  S -c i r c le  is  th e  
r e s u l t  o f  m o v e m e n ts  to w a r d s  th e  u p p e r  ta r g e ts ,  th e  o th e r  o f  m o v e m e n ts  to w a r d s  th e  lo w e r  
ta rg e ts .  N u m b e r s  d e n o te  t a r g e t  p o s i t io n s  o n  th e  c lo c k - f a c e  s t im u lu s  a r ra y . F o r  s o m e  
ta r g e ts  le s s  th a n  5 S -p o in ts  a r e  p r e s e n te d  in  th e  f ig u re  e i th e r  b e c a u s e  t h e  ir e d s  w e r e  n o t  
v i s ib le  in  th a t  p a r t  o f  th e  m o v e m e n t  o r  b e c a u s e  a  t r ia l  w a s  e x c lu d e d  f ro m  th e  a n a ly s is .
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subject GM for movements requiring flexion at 10, 15, 20, 25 and 30° movement 
amplitude. The spatial location of the rotation axis for 3- and 9-o’clock movements 
(pure horizontal movements) remains almost constant. For the other targets, which 
require flexion components, there is a clear trend for the distance of the S-point to the 
origin to increase with movement amplitude. We found similar results in the other 
subjects presented in Figure 2.9.
2.3.5 Translation along the helical axis
If the head movements recorded in this study result mainly from rotations about 
joints (see INTRODUCTION) one would expect the translation component, found with 
the helical axis description, to be quite limited. The maximum values of the translation 
along the rotation axis found in our subjects were indeed rather small and ranged from
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1.5 to 5 mm (average 3.1 mm). For purely vertical movements (6- and 12-o’clock) the 
translation term was found to be near zero whereas the largest values of the translation 
term were found for purely horizontal movements (3- and 9-o’clock).
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F ig u r e  2.10 Frontal view 
of S-point locations taken 
from movements with a 
flexion component for 
various movement
amplitudes (10, 15, 20, 25 
and 30°). For the 6- 
o’clock target one S-point 
is missing (for 30° 
amplitude). For purely 
horizontal movements (3- 
and 9-o’clock) the 
location of the S-point 
remains more or less 
constant. For movements 
with a vertical compo­
nent, however, there is a 
shift of the S-point in a 
direction away from the 
origin for larger 
movement amplitudes. 
Subject: GM.
2.4 Discussion
2.4.1 Accounting for translation in the description of head posture
In general, head movements in free gaze shifts not only involve changes in the 
orientation, but also translations of the center of gravity of the head with respect to the 
trunk. This combination of rotation and translation is the result of changing the 
alignments of the cervical vertebrae that link the skull to the trunk. Graf et al. (1992) 
have studied the biomechanics of the head-neck system and the range of motion of 
each segment of the neck in a number of vertebrates. They concluded that the main 
component of horizontal head movements, which occur mainly by rotation in the
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atlanto-axial joint, is supplemented by small rotations of the other cervical vertebrae 
relative to each other. They also found that vertical movements are concentrated 
around the atlanto-occipital articulation and the cervico-thoracic junction. Because of 
these motions in the cervical spine a change in head posture typically involves a 
change in head orientation in combination with a translation of the center of mass. Up 
untill now, most studies concerning head movements made use of the coil technique 
and hence could determine only the orientation of the head. In our study we have 
extended the rotation vector description by applying the helical axes approach. Using 
this concept, any head position can be described with respect to a certain reference 
position as if it were due to a rotation and a translation along a single unique axis. The 
advantage of this approach is that it yields the classical rotation vector as well as the 
location in space of the rotation axis.
The reader should be aware of the fact that we have used this tool to describe head 
positions adopted in the course of movement, not with the aim of studying head 
velocity. All the positions adopted by the head during head movements are expressed 
with respect to a common reference position. Therefore, the data in Figures 2.5-10 
describe the location of the rotation axes used to rotate and translate the head from the 
reference position to the sequence of head positions that make up the movement 
trajectory of the head. The trajectory of the head during the movement in Cartesian 
space can be reconstructed easily when rotation and translation along the helical axes 
are known. We shall first concentrate on the rotation vector part of our study. In this 
respect, our descriptive approach resembles that of earlier studies on head movements 
based on the coil technique and, therefore, would be expected to yield similar results.
2.4.2 Rotation vector part
If head orientations in space obeyed Listing’s law, as do eye orientations in the 
head, these rotation vectors should all be confined to a flat plane (see METHODS). The 
fact that a second-order curved surface gives a significantly better fit of our data than a 
flat plane indicates that the head does not follow Listing's law exactly. The torsional 
variations about the best-fit second-order surfaces (thickness) ranged between 0.74 and 
1.63 degrees, indicating that in a strict sense the head does even not obey Donders’ 
law, which requires that head orientation for a given direction is always the same. 
However, judged from rotation vector data, the deviations from Donders’ law are 
rather small since the thickness of the fitted surface was on average only 1.1 ± 0.27°.
The twist scores of the second-order curved surface varied between -0.28 and -1.13, 
on average -0.73 ± 0.27. As has been noted before (Glenn and Vilis 1992; Radau et al. 
1994; Theeuwen et al. 1993), the fact that they are all negative indicates that the
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orientations of the head behave qualitatively like those of a Fick gimbal, which has a 
horizontal axis nested within a space-fixed vertical axis. Glenn and Vilis (1992) found 
an average twist score of -0.68 ± 0.21 and a thickness of 2.56 ± 0.53° in body-fixed 
subjects, whereas Theeuwen et al. (1993) reported a twist score of -0.68 ± 0.13 and a 
thickness of 2.7 ± 0.4°. Radau et al. (1994) studied the behavior of the head relative to 
the chest when the body was free to move and found an average twist score of about - 
0.95 and a thickness of 2.28 ± 0.89°.
We conclude that, as far as the rotational components of head movement are 
concerned, the results obtained with our recording technique and description format 
are in line with the data reported in the literature.
2.4.3 Location of the head rotation axes
Despite the important features revealed by the earlier descriptions of head 
movement in terms of classical rotation vectors (e.g. Radau et al. 1994; Tweed et al. 
1995; Viirre et al. 1986), the rotation vector approach can not yield a complete picture, 
because it passes over the fact that the head also translates relative to the body. The 
helical axes description presented in this chapter can include the translational 
components of head movement by its ability to determine the best-fitting spatial 
location of the rotation axis and yet is connected closely to the powerful tool of the 
classical rotation vectors.
The fact that the classical rotation vectors follow curved trajectories during gaze 
shifts of the head, see Figure 2.3, indicates that the axes of rotation do not remain 
perfectly parallel throughout the movement. However, taking into account that we are 
dealing with a complex head-neck anatomy, which contains more than 30 muscles, the 
deviations are quite small. Based on this type of evidence, then, one might argue in 
line with previous studies (Tweed et al. 1995) that the rotational components of a free- 
head movement can be approximated reasonably by a single axis rotation.
In the approach of the helical axes description, this rotation vector result means that 
the head rotation axes remain almost parallel. Therefore, the shift of the S-point, as we 
have observed in our data, is due to a translation of the rotation axis and not merely the 
result of a change in orientation of the rotation axis. From Figures 2.5 and 2.10 it can 
be concluded that in purely horizontal movements (3- and 9-o’clock) both the 
orientation and location of the rotation axis remain fixed throughout the movement. 
For movements with a vertical component however, the location of the rotation axis 
shifts away from the origin for larger movement amplitudes.
Although we are aware that, given the abstract nature of our description, linking the 
results of our study to the anatomy of the head-neck system is not straightforward,
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some remarkable observations nevertheless beg for cautious interpretation along these 
lines. For example, it seems reasonable to suggest that the downward shift of the 
rotation axis with movement amplitude for movements with a vertical component must 
be related to the steadily increasing recruitment of lower vertebrae. Figures 2.5-7, 
showing the trajectories of the S-point for pure vertical flexion and extension 
movements, illustrate that there are intersubject differences in the trajectory of the z- 
component of the axis location. For some subjects the axes are located much more 
downward than for others. Also the downward shift of the z-component of the axis 
location (slope) for larger movement amplitudes differed significantly among subjects 
(see Table 2.2). These differences indicate that subjects use different strategies to 
resolve the kinematic redundancy problem. Subjects with rotation axes near the origin 
use the higher vertebrae to make head movements whereas subjects with rotation axes 
that are situated much more downward presumably also recruit lower vertebrae. If this 
interpretation is correct, the results of Table 2.2 and Figure 2.7 suggest that some 
subjects complete the total movement with the vertebrae already recruited in the initial 
stage of the movement (small slopes), whereas others (e.g. JG, GM and TD) bring 
successively more vertebrae into action (larger slopes) as the movement progresses.
A consistent finding emerging from our extended description is that the location of 
the head rotation axes covaried systematically with their orientation. These axes were 
arranged on two circles in the fronto-parallel plane, one for movements with a flexion 
component and another for movements with an extension component. In some 
subjects, see Figure 2.9 top row, these circles were more or less of equal size 
suggesting that the same cervical joints are used to achieve a flexion or extension head 
position of the same eccentricity. However, in most subjects we found a smaller circle 
corresponding to extension movements and a much larger circle for flexion 
movements. Accordingly, in these subjects the axes for flexion movements are located 
much lower than the axes for movements with extension components. This pattern 
implies that lower cervical joints will be mobilized more for head flexion than for head 
extension movements. The results of the analysis performed by Winters et al. (1993) 
are compatible with this conclusion.
Figures 2.9 and 2.10 provide a concise pictorial summary of our main new finding 
by demonstrating that the rotation axes for head movements in various directions 
occupy different spatial locations scattered around a circle and that the axes are 
increasingly shifted as movement amplitude increases. The fact that we found circles 
of different size among subjects illustrates that different subjects use different 
strategies in resolving the kinematic redundancy problem. It should be noted that the 
classical rotation vector results in our study, like previous studies, yield a much more 
homogeneous picture with little, if any, indication of individual movement strategies.
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Clearly, our data strongly argue against regarding the validity of Donders’ law, on the 
basis of such data, as the expression of a generally valid solution for the kinematic 
redundancy problem.
2.4.4 Modulation of the VOR by eccentric head rotation
In all subjects we found that the translation along the rotation axis (which must not 
be confused with the translation of the center of gravity of the head, see METHODS) 
was small, never exceeding 5 mm. Hardly any translation was found for vertical 
movements and the maximum translation of ~ 5 mm occurred during horizontal 
movements. Winters et al. (1993) mentioned translation terms of the same size, also 
occurring during horizontal movements and explained this as being generated between 
the vertebrae in the C1-C2 complex. The fact that the translations were rather small 
further justifies the use of the helical axes description, as an appropriate tool for 
describing movements about joints that produce rotations rather than translations.
Several studies (Buizza et al. 1981; Crane et al. 1997; Snyder and King 1992; Viirre 
and Demer 1996; Viirre et al. 1986), with passive rotation have shown that the gain of 
the VOR can be modulated by the location of the head rotation axis. In this context, we 
will now discuss the possible functional consequences of the location of the rotation 
axis and its shift with movement amplitude in natural head movements on the 
modulation of the VOR. The movements of the head are detected by the vestibular 
organs. The semicircular canals detect angular rotations of the head, whereas the 
otoliths mainly measure linear acceleration, including the direction of gravity. Our 
description provides a general estimate of the location of the rotation axis of the head, 
which may be used by the VOR to improve its performance. Figures 2.8-10 show that 
the range of possible axis locations is clearly delineated. Most S-locations fit in a 'box' 
of 4 x 10 x 10 cm in the x-, y- and z-directions, respectively. The extra anterior­
posterior difference in the location of the rotation axis during vertical flexion or 
vertical extension movements is too small to have much influence on the VOR in 
fixating a near target. However, the situation is different for the up-down left-right 
plane where we found considerably more freedom of axis location in both the lateral 
and up-down direction. The shift of the rotation axis for movements with a vertical 
component results in an additional translation of the head, which, owing to linear 
accelerations of the head, will excite the otoliths.
To estimate how the downward shift of the rotation axis during vertical head 
movements affects the desired compensatory eye movement in fixating a near target, 
we did some simulations (see Figure 2.11). In the example to be discussed, the eye is 
located 8 cm in front (x-axis) and 3 cm above (z-axis) the origin which is the center of
41
FLEXION EXTENSION
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x [cm] x [cm]
target distance [cm] target distance [cm]
F ig u r e  2.11 Simulation of VOR modulation required by eccentric head rotation assuming 
the eye was located 8 cm in front (x-axis) and 3 cm (z-axis) above the origin (the center of 
the interaural axis). Angular velocity vector is directed along the y-axis and has a bell­
shaped amplitude profile. Rotation angle is the integral of the angular velocity vector. In 
case of a fixed-axis rotation the center of rotation remains fixed in space. For a moving- 
axis rotation the center of rotation c '' moves linearly with rotation angle along the z-axis 
with a slope of -1.5 mm/°. Derivative of eye position is the cross product of angular 
velocity and the vectorial difference between eye position and center of rotation. Top: 
trajectories of the eye due to both a fixed axis rotation and a rotation with shifting rotation 
center for an extension as well as a flexion movement. Middle: required VOR gain is given 
as a function of target distance for both a fixed axis and a moving axis rotation. Bottom: 
contribution of the translation of the rotation axis to the required VOR gain. e = initial eye 
position ; e' = end position eye in case of a fixed axis rotation; e'' = end position eye for 
moving axis; T = target; c' = fixed center of rotation; c'' = moving center of rotation
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the interaural axis. The angular velocity vector of head rotation is directed along the y- 
axis and has a bell-shaped amplitude profile. The center of rotation moves linearly 
with the rotation angle downward along the negative z-axis with a slope of -1.5 
mm/deg (see Table 2.2) starting at 2 cm below the origin. The derivative of eye 
position is the cross product of angular velocity and the vectorial difference between 
eye position and center of rotation. In Figure 2.11 the results of this study are shown. 
Figure 2.11, left, shows the eye trajectory in space is given in case of a flexion 
movement of the head of 30°. Position e is the starting position of the eye. Position e' 
gives the end position of the eye due to a fixed-axis rotation around c. Position e '' is 
reached by the eye when the center of rotation moves linearly with the rotation angle 
from c to c ''. On the basis of geometrical relationships one can derive the 
compensatory eye movement necessary for fixating a near target T. We define the total 
required VOR gain by the ratio of compensatory eye rotation and head rotation. This 
VOR gain is given in Figure 2.11, middle, as a function of target distance. The figure 
shows that only for near targets (within 50 cm) the downward shift of the rotation axis 
has some effect on the required VOR gain. In this case of a flexion movement the 
required VOR gain has to be larger than for the case of a fixed axis rotation. In the 
lower left-hand panel the part of the VOR gain due to the translation of the rotation 
axis is given as function of the total required VOR gain. From this simulation it 
follows that a maximum of 10% of the ideal VOR gain is due to the downward 
translation of the rotation axis. In the right-hand panel the required VOR gain is given 
for an extension movement of the head. The downward translation of the rotation axis 
has a decreasing effect on the required VOR gain in comparison to a fixed axis 
rotation (see middle panel).
The lower right-hand panel shows that a maximum of 15% of the VOR-gain is due 
to the translation of the rotation axis in this particular example. In summary, the 
contribution of translation of the rotation axis on the required VOR gain in fixating a 
nearby target is limited, but not negligible.
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Chapter 3
Donders’ law in torticollis
3.1 Introduction
Natural head postures are the result of movements of the head relative to the upper 
vertebrae and of movements of the neck vertebrae. This biomechanical system has 
three rotational degrees of freedom, which is obvious from the fact that subjects can 
voluntarily rotate the head about any axis in three-dimensional (3-D) space. A 
particularly suitable method for describing orientations of systems with three rotational 
degrees of freedom, like the head, is by means of rotation vectors (Haustein 1989). 
During natural gaze shifts, the actual repertoire of head orientations appears to be 
constrained to rotation vectors in a two-dimensional (2-D) surface (see Chapter 2; 
Glenn and Vilis 1992; Radau et al. 1994). This result reflects a reduction of the 
number of degrees of freedom, known as Donders’ law. Up untill now, it is not clear 
where in the neural pathways involved in head movement control Donders’ law is 
implemented. In a recent model, Tweed (1997a) proposed that Donders’ law for the 
head is implemented neurally downstream of the superior colliculus. In the present 
chapter we explore what may be learned about these neural mechanisms by studying 
the control of head positions in a group of patients with spasmodic torticollis. 
Spasmodic torticollis is a focal dystonia characterized by abnormal movements and 
postures of the head and the neck. The origin of this pathology is thought to reflect a 
disorder of the basal ganglia (Berardelli et al. 1998). The aim of this study is to
Adapted from: Medendorp W.P., Van Gisbergen J.A.M., Horstink Gielen
C.C.A.M. J. Neurophysiol. 82: 2833-2838, 1999.
45
investigate whether patients with spasmodic torticollis demonstrate a Donders’-type 
strategy and, if so, whether the corresponding 2-D surface with head rotation vectors is 
the same as in normals.
3.2 Methods
3.2.1 Subjects
In this study we have tested 5 normal subjects (age: 46-58 yr.) and 5 patients with 
idiopathic spasmodic torticollis (age: 54-75 yr., no medication). All patients had a 
moderate to severe head deviation, as indicated by their resting position in Figure 3.1.
3.2.2 Experimental approach
Subjects were tested while seated and were restrained to minimize movements of 
the trunk. In the MOVEMENT paradigm, they were asked to make gaze shifts towards 
12 equi-eccentric (40°) targets (verbally indicated) in different directions arranged 
along a circular array in the frontal plane, like the hours on the face of a clock, starting 
from the center of the circle. As shown in Figure 3.1, head movements typically did 
not reach 40° degrees eccentricity, especially not in the patient group. Each eccentric 
target was tested three times and each trial lasted for ~ 4 s. In the FIXATION paradigm 
the subject was asked to move from the resting position to one of the twelve eccentric 
targets and to maintain peripheral fixation for about 10 seconds. During the 
experiment, head position in 3-D was recorded using an OPTOTRAK 3020 system. The 
subject wore a helmet-mounted array of 8 infrared-light-emitting diodes (IREDs), 
which could be tracked by the OPTOTRAK system. The coordinates of the iREDs were 
transformed to a right-handed body-fixed coordinate system whose x-y plane was 
aligned with the subject’s transversal plane (x-axis pointing forward, y-axis leftward, 
z-axis upward). The position of the helmet on the head was calibrated with respect to 
the ear canals and the eyes (see Chapter 2, for further details). We also measured the 
resting position of the head, instructing the patient to accept his abnormal head 
posture. All data were collected using a sample frequency of 100 Hz.
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3.2.3 Description of head positions using a virtual reference position
All head positions were determined with respect to a virtual reference position that 
was based on the mean position of anatomical landmarks (i.e., ear canals and eyes) of 
normal subjects keeping their head erect and their eyes horizontally looking at infinity. 
For this head position, Jampel and Shi 1992 found that the mean angle between the 
visual line and the cantomeathal line (i.e., the line from the center of the interaural axis 
to the cyclopean eye) is 15°. Due to their disease, most patients were physically 
incapable to adopt a normal upright head position. Therefore, for each subject, we 
computed from the calibration data the head orientation for which the cantomeathal 
vector is at an angle of 15° with the straight-ahead direction (the x-axis) and for which 
the interaural axis is aligned with the y-axis of the body-fixed coordinate system. In 
this way, by using a common reference position for normals and patients, we ensured 
that head position data could be compared directly. Calibration errors in the virtual 
reference position were < 3°.
Any instantaneous head position was then described as the result of a virtual 
rotation from the fixed virtual reference position to the current position. The 
corresponding rotation vector is given by r  = tan(9/2) • n , where n represents the 
direction of the rotation axis and tan(9/2) is the amount of rotation by an angle 9 
about that axis (Haustein 1989).
3.2.4 Data analysis
Onset and offset of center-to-target and target-to-center movements were 
determined on the basis of an angular velocity criterion (< 5°/s). To check how well a 
curved surface can describe the data, we fitted a second-order function, given by 
rx = a + bry + crz + drj + eryrz + frZ to the rotation vectors in which rx, ry, and rz 
represent the torsional, vertical, and horizontal components. The scatter of the data 
relative to the fitted surface (thickness) is defined by the standard deviation of the 
distances of all samples in the rx-direction to the fitted surface (in degrees).
To characterize its orientation, we approximated the surface as a flat plane, thus 
ignoring the second-order terms. Note that this plane, given by rx = a + bry + crz, may 
be shifted relative the origin of the coordinate system (i.e., a ^ 0) since all measured 
head orientations may have a torsional displacement relative to the virtual reference 
position. From the flat plane fit, we obtained the rotation vector P , which rotates the 
anatomically defined reference position into the primary position, using P  = (a, c,-b)T 
(for derivation, see Haustein 1989). Conceptually, characterizing each subject by his 
primary head position provides direct insight in the adopted head orientation in any 
other gaze direction since each position can be conceived as the result of rotating the
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head from the primary position by an axis perpendicular to the primary direction. 
Equivalently, differences among subjects concerning the plane of rotation vectors are 
fully reflected in different primary head positions. This is only an approximation in the 
sense that the notion of a primary position is only strictly valid for a flat plane.
3.3 Results
The three middle columns in Figure 3.1 show the head movements from the center 
toward each of the 12 eccentric targets for one typical control subject (CONT3) and for 
the 5 patients, whose resting position is shown on the left. The frontal view column 
shows the horizontal and vertical components of the rotation vectors in body 
coordinates. For the patients, the frontal view panels demonstrate that the movement 
trajectories generally show a more jerky and irregular pattern. The top view column 
and the side view column show the torsional components as a function of the vertical 
and horizontal component, respectively. Both the control subjects and the patients 
keep their torsional components restricted to a rather small range for all movement 
directions. Furthermore, the torsional components of patients 1-4 are shifted with 
respect to the origin (see top view and side view columns).
We fitted a second-order surface to the head rotation vectors, to check how well a 
curved surface could describe the data from each subject. The parameters of the fitted 
surface are presented in Table 3.1. In the controls, the thickness of these surfaces 
varied between 0.8 and 1.8°, and was on average 1.2 ± 0.4° (mean ± SD) indicating 
small torsion deviations from the fitted surface. For the patients, the thickness ranged 
from 1.4 to 4.5° (see a-value in 4th column), which remains small, given movements 
of ~ 30°. In three patients (2, 3, and 5), the difference with the controls was significant 
(t-test; p<0.05). Regarding the shape of the surface of the control subjects, the only 
significant second-order term was the twist score, represented by parameter e , which 
was on average -0.84 ± 0.23.
On average, the coefficients b and c were not significantly different from zero 
(p<0.05) indicating that the average surface of the controls is aligned with the y-z 
plane of the coordinate system, as reported before (see Chapter 2). For the patients, we 
found more intersubject variability in the curvature of the surfaces, as shown in Table 
3.1. For a better understanding of these fit parameters, we have depicted the head 
orientations that correspond to the curved-surface fit in Figure 3.2.
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F ig u r e  3.1 Head rotation vectors from a representative control subject (top row) and all 
patients. Frontal, top, and side views contain 1 to-and-fro movement in each direction. 
Target directions 3, 6, 9, and 12 o’clock are indicated in the top frontal view panel. Axes 
are calibrated in degrees. In the left-hand column the resting position of the head is shown 
as calculated from the anatomical landmarks (see M e t h o d s ). The primary head positions, 
depicted in the right-hand column, show clear deviations from the erect head position in 
most patients. The thickness values of the fitted surface (a in °), denoted in the side view 
panels, demonstrate that both controls and patients keep the torsional components limited.
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Ta b l e  3.1 Results of a second-order surface fit to the movement data for each 
subject.
Subject a b c
Movement
d e f
Fixation
a  (°) a  (°)
C1 0.025 -0.078 -0.018 0.367 -0.853 0.027 0.8 0.7
(0.001) (0.002) (0.001) (0.016) (0.012) (0.004)
C2 -0.021 0.003 0.162 0.103 -0.928 -0.141 1.2 1.3
(0.001) (0.002) (0.001) (0.012) (0.009) (0.004)
C3 0.023 0.015 -0.115 -0.013 -1.053 -0.183 1.8 1.9
(0.001) (0.002) (0.001) (0.009) (0.010) (0.006)
C4 0.022 -0.051 0.009 0.004 -0.898 -0.121 0.8 0.9
(0.001) (0.001) (0.001) (0.006) (0.007) (0.004)
C5 -0.034 0.013 -0.012 0.019 -0.442 0.033 1.2 0.9
(0.001) (0.002) (0.001) (0.007) (0.007) (0.004)
mean 0.003 -0.020 0.005 0.096 -0.835 -0.077 1.2 1.1
(0.028) (0.042) (0.100) (0.158) (0.232) (0.100)
P1 -0.085 -0.152 -0.167 0.655 -0.643 0.717 1.4 1.1
(0.001) (0.002) (0.001) (0.012) (0.009) (0.004)
P2 -0.169 -0.064 -0.194 -0.090 -0.987 0.106 3.2 2.7
(0.001) (0.006) (0.005) (0.022) (0.029) (0.014)
P3 0.088 -0.220 0.377 -0.376 -0.547 -1.532 4.5 5.0
(0.002) (0.014) (0.011) (0.030) (0.033) (0.023)
P4 0.061 -0.316 -0.224 -0.333 -1.596 -0.310 1.6 1.7
(0.001) (0.003) (0.002) (0.010) (0.012) (0.006)
P5 -0.015 -0.056 -0.193 0.011 -1.172 0.071 4.4 5.1
(0.001) (0.007) (0.005) (0.019) (0.022) (0.010)
Values are means ± SD. Rotation vector data of both control subjects (C) and 
patients (P) were fitted using the equation rx = a + bry + crz + drj + eryrz + fr  ^. The 
parameters are expressed in body-coordinates. The SD of the distance of the 
rotation vectors in the rx-direction to the fitted surface is given by a (in °). Note 
that on average the largest second-order term for the controls is the twist score e =- 
0.835. The fact that the coefficients b and c , characterizing the orientation of the 
plane, are near zero for the control subjects indicates that the plane is nearly aligned 
with the y-z plane of our coordinate system. This is not the case for the patient 
group. Further, the coefficients d , e, and f , describing the curvature of the 
surface, show more intersubject variability for patients than for the control subjects. 
The right-hand column shows the thickness of the second-order fit to the fixation 
data of each subject, indicating no differences in comparison with the fit to the 
movement data (parameter a in adjacent column).
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We fitted a flat plane to the rotation vector data to determine the rotation vector P  (see 
M e t h o d s ) that rotates the reference position into the primary position for each 
subject. The corresponding primary head positions are depicted in the right-hand 
column of Figure 3.1. For normal subjects, the primary position is close to the normal 
erect position. Deviations from the normal erect position remained within 3° in the 
torsional direction, within 2° from the mid-sagittal plane and ranged up to 6° from the 
horizontal plane. On average, the rotation vector P  of the controls is not significantly 
different from a zero rotation vector (t-test, p>0.3) which means that the average 
surface is virtually aligned with the y-z plane of the coordinate system. The primary 
head position for each patient (except for PAT5) shows clear deviations from the 
normal erect position. Deviations range up to 17° in torsional direction (for PAT2), up 
to 26° from the mid-sagittal plane (for PAT3) and up to 20° from the horizontal plane 
(for PAT2).
MEAN CONTROLS PAT 1 PAT 2
F ig u r e  3.2 Nine head orientations representing the best curved-surface fit. The head 
postures in vertical or horizontal directions are shown for -30, 0, or 30°. The figure shows 
vividly that there are differences between each patient (except patient 5) and the mean head 
orientations of the controls. Note, that since the fit was determined using the data in the 
restricted movement range of the patients (see Figure 3.1), some of the depicted head 
orientations were not really adopted by the patients but are interpolated on the basis of the 
fit parameters.
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When at least one of the coefficients characterizing the rotation vector P  of a patient 
deviates by more than two standard deviations from the mean rotation vector P  of the 
control subjects, we regard the corresponding primary position as significantly 
different. Upon this basis, the primary head positions of patients 1-4 are abnormal.
Finally, we tested whether a second-order surface can describe the head orientations 
as accurately during fixations (using the fixation paradigm) as during the movements. 
As shown in Figure 3.3, all patients (except PAT4) show a rather poor fixation 
behavior. The numbers in the figure specify the size of each ellipse in torsional 
direction. There are considerable differences in how strictly Donders’ law is obeyed, 
but when a Donders surface was computed from the total set of fixation data of each 
patient, its thickness was comparable to that derived from the movement data (see 2 
most right-hand columns in Table 3.1). Statistically, both the control group and the 
patient group revealed no differences for the orientation and SDs of the fits to the 
movement data and to the data during the fixation period (controls: ANOVA 
F(1,4)=0.06; p>0.05, and patients: F(1,4)=0.19; p>0.05).
Closer inspection of Figure 3.3 suggests that the torsional thickness of the fixation 
clusters in some patients is not uniform but depends on target direction. To explore 
whether there is a general tendency that larger clusters in the horizontal-vertical plane 
are thicker in torsional direction, the data of each patient were analyzed in more detail. 
We found a significant relation between the size of the ellipse and the torsional 
thickness for one patient only (patient 3: r=0.63, p<0.05, n=12). The data from normal 
subjects were similar to those of control subject 4 in Figure 3.3 in showing very small 
scatter values in both horizontal and vertical direction and in torsion, without any clear 
hint of target dependence. As Table 3.1 shows, the fixation data of the normal subjects 
yielded a Donders surface which was just as thin as that computed from the movement 
data.
3.4 Discussion
The present study has yielded two striking findings. On the one hand, violations of 
Donders’ law were surprisingly modest (a  range: 1.4 to 4.5°), even in patients with the 
most severe torticollis symptoms. On the other hand, the fact that most patients had 
abnormal primary positions (see Fig. 3.1), reflecting abnormally oriented or shifted fit 
surfaces (Fig. 3.2), indicates that they handle the reduction in rotational degrees of 
freedom differently. These deviations support the hypothesis that the reduction is at 
least partly due to neurally imposed constraints, in agreement with suggestions in a 
recent study of Crawford et al. (1999). Moreover, the fact that we found virtually no
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F ig u r e  3 .3  F ix a t io n  p e r f o r m a n c e  o f  o n e  c o n t ro l  s u b je c t  ( C O N T 4 )  a n d  a ll p a t ie n ts .  E a c h  
p a n e l  s h o w s  h e a d  f ix a t io n s  to  e a c h  e c c e n t r ic  t a r g e t  b y  p lo t t in g  th e  h o r iz o n ta l  a n d  v e r t ic a l  
c o m p o n e n ts  in  d e g r e e s  f o r  a  s in g le  1 0 -s  r e c o rd in g .  F o r  c la r i ty ,  e a c h  p a n e l  a l s o  s h o w s  th e  
r e s t in g  p o s i t io n  o f  th e  h e a d . F u r th e r ,  e l l ip s e s  h a v e  b e e n  f i t te d  to  th e  d a ta  to  c h a r a c te r iz e  
th e  v a r ia t io n s  in  h e a d  p o s i t io n  w h i le  f ix a t in g  e a c h  ta rg e t .  N e x t  to  th e  e l l ip s e s ,  th e i r  s iz e  in  
to r s io n a l  d i r e c t io n  is  g iv e n  in  d e g r e e s .  C o n t ro l  s u b je c t  4, s h o w n  h e re ,  is  r e p r e s e n ta t iv e  f o r  
a ll c o n tro ls .  P a t i e n t  4  s h o w s  a  r e a s o n a b ly  g o o d  f ix a t io n  c o n t ro l ,  s im i la r  to  n o r m a l  
s u b je c ts ,  b u t  th e  o th e r  p a t ie n t s  r a n g e  f ro m  m in o r  d i f f i c u l t ie s  (P A T 2 )  to  a  v e r y  p o o r  
f ix a t io n  c o n t ro l  ( P A T  1 ,3  a n d  5). W i th  r e g a r d  to  th e  m o v e m e n t  r a n g e  in  d i f f e r e n t  
d i r e c t io n s ,  th e  c e n te r  o f  th e  e l l ip s e  a r r a y  is  s h i f te d  in  th e  d i r e c t io n  o f  th e  r e s t in g  p o s i t io n  
so  th a t  m o v e m e n t  e x c u r s io n s  to  t a r g e ts  o p p o s i t e  to  th e  r e s t in g  p o s i t io n  a r e  r e la t iv e ly  
sm a ll .  T h e r e  is  n o  c l e a r - c u t  r e la t io n  b e tw e e n  th e  p r e f e r r e d  h e a d  o r ie n ta t io n  in  r e s t  a n d  th e  
d i r e c t io n  w i th  th e  l a r g e s t  s c a t t e r  d u r in g  f ix a t io n .
differences in the control of degrees of freedom in postural tasks and movement tasks 
suggests that the same neural mechanism is involved in head position control in both 
tasks.
If we are to understand these findings, in principle, it is necessary to have a specific 
model of where Donders’ law is implemented as part of a larger scheme that identifies 
the dysfunctional neural areas and specifies how they cause the torticollis. Probably 
because the present study has been the first of its kind, such a complete scheme is not 
available. The relevant models that have been proposed to deal with these issues are 
limited to just one aspect (either to Donders’ law or to torticollis neuropathology). To
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make a first step, we will now explore how these separate models can be merged, in 
order to see how a unified scheme can make sense of our results (Figure 3.4).
There is general agreement that the superior colliculus (SC) is heavily involved in 
visually-guided gaze shifts (Freedman and Sparks 1997; Guitton 1992) and that its 
signals, coding gaze error, are two-dimensional (2-D) in nature (Hepp et al. 1993; Van 
Opstal et al. 1991). For a correct gaze shift, this 2-D gaze error signal must be 
converted into appropriate 3-D head and eye rotations. A recent model of eye-head 
saccades by Tweed (1997a) suggests that the 2-D gaze error signal passes through a
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—  F ig u r e  3.4 Conceptual scheme for head position control in torticollis patients. In order 
to foveate a new point of interest (T), a redirection of gaze is required. This desired gaze 
displacement (AG) is coded by the SC as a two-dimensional (2-D) gaze error signal. The 2­
D gaze signal passes through a Donders operator to yield a three-dimensional (3-D) head 
position signal that obeys Donders’ law (unless voluntarily overridden). The 2-D gaze 
signal and 3-D head position signal pass through a Listing operator to yield the correct 3-D 
eye position signal, obeying Listing’s law. Both signals then travel through a pulse-step 
generator (PSG), in which they are converted to position and velocity signals to drive the 
head and eye motoneuron pool (MN). B: predictions of the model for option ® which 
proposes that the BG affect the gaze control system at a peripheral level downstream of the 
Donders operator by causing a bias signal on the motoneurons. The model proposes that 
the Donders box, by itself, encodes a normal Donders surface (see left-hand panel) and that 
all abnormalities in the actual surface of the patients (right-hand column) reflect effects of 
the BG signal (middle column). When the BG signal is constant, as shown by the BG 
vector in the upper panel, the Donders surface would only be affected by its torsional 
component. This will then lead to a shift of the plane with rotation vectors, but not to a 
violation of Donders’ law. In case the BG bias signal is not constant, but varies in 3-D (see 
the shaded area around the BG vector), the Donders surface will become thicker (right- 
hand panel). For a BG signal with a target-dependent torsional component (see bottom 
panel, which shows a BG signal that differs from the default value for a 3 and a 9 o’clock 
target), the model predicts both a shift and a tilt of the rotation vector surface. On the basis 
of option © in the scheme, where abnormal BG signals affect the system at a level 
upstream of the Donders operator, no abnormalities in Donders surface would be expected.
Donders operator to specify the correct 3-D head position signal. For the eye, the 2-D 
gaze error signal and the 3-D head position signal pass through a Listing operator to 
yield a 3-D eye position signal that fits Listing's law for eye in head. In other words, 
both operators are located downstream from the SC. Unfortunately, Tweed’s scheme 
assigns no role to the basal ganglia (BG), which are thought to play a key role in 
torticollis.
The combined conceptual scheme in Figure 3.4 immediately raises an interesting 
problem. If the BG are responsible for the abnormal head resting posture seen in the 
patients, the question arises how and where their aberrant signals are affecting the gaze 
control system. Clinical studies suggest that the dystonia results from a functional 
disturbance of the basal ganglia. This would lead to an abnormal regulation of 
brainstem and spinal cord inhibitory interneural mechanisms (see Berardelli et al. 1998 
for review), resulting in a constant activation of some neck muscles. In line with this, 
we propose in the scheme (see option ®) that a disturbed BG signal affects the gaze 
control system at a peripheral level downstream of the Donders operator by causing a 
bias signal on the motoneurons. This bias signal causes an additional head position 
signal to the motoneurons, responsible for the abnormal resting position of torticollis 
patients. The signal from the pulse-step generator (PSG) consists of a velocity and a
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position component. In the scheme, we hypothesize that the bias signal and PSG signal 
converge at the motoneuron level. Figure 3.4B shows the predictions of the model for 
several expressions of the BG signal. One effect of the BG vector is to induce an 
abnormal resting position of the head, reflecting its direction and amplitude. To 
overcome this bias in targeting movements, compensatory commands through the SC 
have to be generated. The simulations were made to illustrate qualitatively that the 
same bias signal may be responsible for certain imperfections in the implementation of 
Donders’ law. For simplicity, the assumption was made that the Donders operator 
encodes a flat Donders surface (see left-hand panels). We first consider the simple case 
that the BG signal is constant, as shown by the BG vector in the top-middle panel. The 
Donders surface will only be affected if the BG vector has a torsional component. 
Such a torsional BG component will cause a shift of the plane containing the rotation 
vectors, but not a violation of Donders’ law. The torsional shift in the primary head 
position of some patients (see Figure 3.1) can be understood in this fashion. The data 
from several patients indicate that the dystonia may fluctuate in time (Figure 3.3). 
When the BG signal varies in 3-D, as indicated by the gray patch surrounding the BG 
vector, the Donders surface will become thicker (as observed in patients 3 and 5). 
Finally, in the more complex case that the BG signal has a target-dependent torsional 
component (see bottom row), the model yields both a shift and a tilt of the rotation 
vector surface, but again no violation of Donders’ law as such. Of course, if the BG 
signal has a less regular dependence on target position, an abnormally curved Donders 
surface may be created. By making assumptions about target-dependent variations of 
the BG signal (reflected by the size and the shape of the gray patch) one might be able 
to account for the differences in 3-D fixation behavior at different target locations (see 
Figure 3.3) but we feel that this would stretch the scheme too far.
The second possibility in Figure 3.4 (option ©), that the BG signal may affect 
movements by the connection to the SC, studied by Hikosaka and Wurtz (1983), does 
not provide a simple explanation of the posture problems in the patients since the SC 
codes displacements, not postures. If this pathway were nevertheless involved, its 
signal would not spoil the maintenance of Donders’ law, which is implemented more 
downstream.
A recent study of 3-D eye movement control in strabismus has provided an 
interesting analogy (Melis et al. 1997). These authors found that a strabismus patient, 
where a similar peripheral bias problem may be assumed to occur, nevertheless had 
clear Listing planes, but with different orientations in the two eyes.
A limitation of the present study is that it has been restricted to head movements. 
Since eye and head have to cooperate closely in eye-head saccades (Tweed et al. 
1995), it would be very interesting to investigate, in future work, how this cooperation
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works out in 3-D. Will the eye compensate for abnormalities in the orientation and the 
curvature in Donders surface? If these abnormalities reflect abnormal BG signals 
operating at a peripheral level (option © in Fig. 3) as we have suggested, the model 
implies that the Listing box in the model will not be informed about the resulting 
deficiencies so that the final 3-D gaze direction will be affected as well. We conclude 
that further quantitative studies of the gaze control system in these patients are 
promising for a better understanding of the neuropathology and as a test for models of 
gaze control.
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Chapter 4
Kinematic strategies for upper arm -  forearm 
coordination in three dimensions
4.1 Introduction
The purpose of this study was to clarify the rules that govern the choice between 
various 3-D arm configurations for different motor tasks. The human arm is provided 
with multiple degrees of freedom, so that a given position of the hand in space can 
result from many different joint configurations (e.g., Buchanan et al. 1997). For 
example, one of these joints -  the shoulder -  is free to rotate about any axis in three­
dimensional (3-D) space, which allows a specific pointing direction of the upper arm 
to be obtained in different possible orientations. This poses a degrees o f freedom 
problem: considered to be one of the most basic, yet hardest to unravel computational 
challenges encountered in the area of neural control (Bernstein 1967; Turvey 1990).
In this respect the shoulder is similar to the eye, a structure with three degrees of 
freedom -  one more than necessary to specify its 2-D gaze direction. It is well 
established that 3-D orientation of the eye is uniquely determined by gaze direction (at 
least when the head is stationary and the eye is looking far away), effectively reducing 
the number of controlled degrees of freedom from three to two (Donders 1848). This 
general principle is now known as Donders ’ law. Listing’s law further specifies this
Adapted from Medendorp W.P., Crawford J.D., Henriques D.Y.P., Van Gisbergen J.A.M., 
Gielen C.C.A.M. J  Neurophysiol. 84: 2302-2316, 2000.
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constraint as follows: rotation vectors, which describe eye positions as a rotation 
relative to some reference position, are confined to a flat range called Listing’s plane 
(Ferman et al. 1987; Tweed and Vilis 1990). Considering the fact that both the eye and 
shoulder have three rotational degrees of freedom, it is perhaps not surprising that 
Donders’ law also applies to straight-arm pointing movements (Hore et al. 1992; 
Miller et al. 1992; Straumann et al. 1991; Theeuwen et al. 1993). In particular, during 
straight-arm pointing the upper arm obeys a rule very similar to Listing’s law, leading 
some to suggest that the arm control system might possess a Donders’ operator that 
takes in desired pointing direction and outputs a command for desired 3-D arm 
orientation (Crawford and Vilis 1995).
In contrast to these observations suggesting a consistent and reproducible reduction 
of the number of degrees of freedom, other authors have reported violations of 
Donders’ law for the arm (Desmurget et al. 1998; Gielen et al. 1997; Soechting et al. 
1995). For example, Soechting et al. (1995) reported that the orientation of the upper 
arm for a given fingertip position in space depends on the starting position of the 
targeting arm movement. These results would seem to suggest that Donders’ law has a 
much more limited application for understanding the neural control of arm movement, 
particularly for bent-arm configurations. Thus, at this time the importance of Donders’ 
law for limb motor control seems tenuous, or at best, controversial.
One possible clue for resolving this controversy comes from recent experiments that 
show how 3-D head orientation may depend on the contribution of the eye versus head 
position to a particular gaze direction (Ceylan et al. 2000; Crawford et al. 1999). 
During normal gaze shifts, where the head acts as a platform for the eye, head 
orientations conform to a form of Donders’ law called the Fick strategy (Glenn and 
Vilis 1992; Radau et al. 1994; Theeuwen et al. 1993; see Chapter 2). This entails that 
the orientations of the head behave qualitatively like those of a Fick gimbal, which has 
a horizontal axis nested within a space-fixed vertical axis. As a result, the rotation 
vectors representing 3-D head orientations define a twisted saddle-shaped surface, 
with non-zero torsional components at the oblique facing directions. However, when 
the head was forced to act like a gaze-pointer (imposed by pin-hole goggles or a head- 
mounted laser) its twisted surface flattened out to become more Listing-like (Ceylan et 
al. 2000; Crawford et al. 1999). Moreover, when head movements were dissociated 
from gaze shifts, Donders’ law for the head broke down in favor of a minimum­
rotation strategy. Thus, if one pooled the data from all of these conditions, it would 
appear as though Donders’ law were not obeyed at all, whereas considered 
individually, different kinematic strategies (of which some obeyed Donders’ law) were 
used to optimize various motor task constraints.
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These results further imply that Donders’ law reflects a control principle for eye and 
head coordination, since the control strategy of the head is dependent on what the eye 
is doing. In an attempt to derive general principles from their results, Ceylan et al. 
(2000) suggested that Listing’s law is the optimal strategy for a system primarily 
concerned with pointing, whereas the Fick strategy was thought to be ideal for a 
weight-bearing inverted pendulum (to minimize torques resulting from gravity).
Just as the head acts as a platform for eye movements, the upper arm acts as a 
platform for the forearm during normal arm movements. The forearm is sometimes a 
pointer (like the eye) and sometimes an inverted pendulum with the potential for being 
used as a weight-bearing pillar, so it could make sense to incorporate elements of 
different Donders strategies into a control system that accounts for upper arm-forearm 
coordination. In other words, the choice of strategy for control of upper arm torsion 
would have to account for the way that it is coordinated with the forearm.
Thus, whereas earlier reports suggested that a simple Donders’ law is used in arm 
control (Hore et al. 1992), more recent studies (Nishikawa et al. 1999; Soechting et al. 
1995) show that final arm postures are the result of a complex combination of 
kinematic and dynamic factors. The present study pursues these ideas further, 
wondering whether there could be a more general kinematic law that governs the range 
of arm positions in natural movement tasks, perhaps choosing different Donders 
strategies to optimize different task conditions. In particular, the present study 
investigates whether task-dependencies related to coordination with the forearm could 
affect the manifestation of Donders’ law for the upper arm. But before proceeding to 
M e t h o d s , let us first consider the intimate kinematic linkage between upper arm 
orientation and forearm posture, and how this might be influenced by different 
Donders strategies of the upper arm.
4.1.1 Arm kinematics and theory
Upper arm torsion -  or rotation of the upper arm around its long axis -  is often 
equated with the arm’s redundant degree of freedom (Hore et al. 1992). However, this 
is only true when the arm is fully extended. In contrast, whenever the elbow is bent, 
upper arm torsion determines forearm orientation -  and thus hand position (Soechting 
et al. 1995). Take for example the arm postures simulated in Figure 4.1. This figure is 
set up to illustrate two of the main tasks used in the current study. But more 
importantly, it shows two different ways in which upper arm torsion could be used to 
determine forearm posture in a kinematically redundant task, and how these different 
strategies would be expressed in rotation vector space. The leftward and middle 
columns of Figure 4.1 show simulated “stick-figures” of the upper arm and forearm, as
61
viewed from the front of the “subject”, whereas the rightward column shows the 
surface of best fit to the corresponding orientation vectors of the upper arm. In each 
case, the task is to point the upper arm toward one of nine targets, with the elbow
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F ig u r e  4.1 Illustration of how using a Donders strategy in the upper arm -Listing (A-C) vs. 
Fick (D-F)- would affect forearm posture in 2 of the arm configurations used in this study 
(V90 and H90). A: Vertically bent-arm postures (V90) resulting from upper arm rotation 
vectors in a flat plane (Listing strategy, twist score 0). The upper arm only shows those 
orientations that can be obtained by rotating the upper arm from the reference position 
(shown in the center of A,B,D,E) about an axis in a flat plane. Pointing directions are 
labeled using the direction of the target (see M e t h o d s ), i.e. the 9 combinations of pointing 
upward (U), middle (M), downward (D), leftward (L), center (C), and rightward (R). B: 
Horizontally bent-arm postures (H90) obeying Listings’ law. Same conventions as in A. 
Note a clear violation of Donders’ law between B and A. However, within A and B, the 
vertical components versus the torsional components of the upper arm orientations fall 
within a flat range: Listing’s plane (C). D: Vertically bent-arm postures resulting from 
upper arm rotation vectors in a twisted plane (Fick strategy, twist score -1). Corresponding 
positions with A refer to identical pointing directions of the upper arm, but with different 
upper arm orientations. Here, the upper arm orientations in oblique directions differ from 
those in A by having an additional torsional component, resulting in different forearm 
configurations. E: Horizontally bent-arm postures conform the Fick strategy. F: Within D 
and E, the upper arm orientations fall within a twisted surface: arm postures in oblique 
directions have non-zero torsion components. (C)CW=(counter)clockwise torsion.
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angle set at 90°. Let us first consider the difference between the left and center 
columns. If we just look at the central arm position of each of the left-hand panels 
(Figure 4.1A,D), where the upper arm points at a target straight out of the page, one 
can see that the upper arm is bent upward by 90°. We called this the V90 task. In 
contrast, for the same target direction and elbow angle (Figure 4.1B,E; center 
simulations), the H90 task aligned the forearm horizontally and pointing to the right 
(subject’s left). Thus the upper arm has been rotating torsionally by 90° between the 
V90 and H90 tasks (left and middle columns^.
This is reminiscent of some of the arm movements described by Soechting et al. 
(1995); and there is no question that Donders’ law must be violated to move the arm 
thus, i.e., between these two configurations.
What is at issue here, is that once the baseline torsion is selected, i.e., within the 
V90 or H90 task, how it might further depend on the 2-D pointing direction of the 
upper arm? In other words, how would upper arm torsion be selected for the other 
pointing directions shown within each panel (Figure 4.1A,B,D,E), and how would this 
further affect the posture of the forearm? Let us first suppose that the upper arm 
follows a Listing’s law strategy (Figure 4.1, top row). If the arm orientations shown in 
panels A and B are each allowed their own reference position -  that is they are each 
described relative to the central arm position of that panel -  then the orientation 
vectors for the upper arm would have to align in a plane, as shown in Figure 1C. (But 
note that if one common reference position were used, these two panels would give 
two different planes with a large torsional shift between them). In contrast, if in these 
two tasks the upper arm followed a Fick strategy (Figure 4.1, bottom row), then its 
orientation vectors would form a twisted surface (Figure 4.1F), i.e., in Cartesian 
coordinates, its torsion would depend on pointing direction.
The important thing to note here -  relating this back to the stick figures in the two 
leftward columns -  is that these different strategies produce different arm 
configurations as a function of upper arm pointing direction. In particular, they would 
produce different forearm tilts at the oblique arm positions -  in the corners of each 
panel. For example, note that in the upward-oblique V90 positions the forearm tilts 
more inward -  as projected onto the page -  with the Fick strategy compared to the 
Listing strategy. More precisely, it can be easily shown that with the Fick stragey, the 
plane containing the upper arm and forearm remains fixed with respect to the horizon 
for every pointing target, whereas the Listing strategy causes this plane to tilt at the 
oblique positions. Therefore, the choice of 3-D control strategy for the upper arm -  
Donders’ or otherwise -  will have real consequences for hand-arm posture, and one 
should bear in mind that whenever the elbow is bent the representations of upper arm 
torsion shown in RESULTS also correspond precisely to tilts in the forearm plane.
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4.2 Methods
4.2.1 Subjects
Experiments were performed on 19 human subjects, who were tested in nine 
different task conditions, as described below. The main experiments (Figures 4.2-4.7, 
RESULTS) were performed with naive subjects. In some additional control experiments 
(see Figure 4.8, RESULTS), three subjects, who were familiar with the general purpose 
of the experiments (but not at that time with the hypotheses or results), also 
participated. Their basic results were not different from those of the other subjects. All 
subjects signed informed consent to participate in the experiment. All subjects but one 
were right-handed, and all were free of any sensory, perceptual, or motor disorders. 
All pointing movements were made using the right arm.
4.2.2 Experimental setup
Three-dimensional upper arm orientations were measured using custom-built 3-D 
magnetic search coils, as described elsewhere (Glenn and Vilis 1992; Henriques et al. 
1998; Tweed et al. 1990). In 12 subjects, we also monitored the orientation of the 
forearm. In addition, the orientation of the right eye was measured in six subjects using 
Skalar search coils. Subjects sat and were tested with the torso rotated 45° leftward 
with respect to a frontally-placed stimulus array (see section on ‘Stimuli’ and Hore et 
al. 1992), so that the central pointing target was near the center of the arm’s 
mechanical range. The limb and eye movements were measured using 3 mutually 
orthogonal magnetic fields (frequencies 90, 124, 250 kHz) generated by field coils 2 m 
across. After demodulation, the 3 voltages from each coil were sampled at 100 Hz. 
Calibration and accuracy were as described previously (Henriques et al. 1998; Klier 
and Crawford 1998).
4.2.3 Stimuli
Experiments were either done in normal lighting conditions or with the background 
in complete darkness. The targets, either 1 cm diameter white dots (for experiments in 
the light) or green-light-emitting diodes (LEDs; 0.17°; 2.0 cd/m ; for dark 
experiments), were mounted on a vertical screen oriented in parallel to the horizontal- 
vertical magnetic fields at a distance of 1.1 m before the subject’s eyes. The target 
array contained a total of 9 targets arranged in a square grid. The four cardinal targets
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were at 40° right, left, above and below; the four oblique targets were 48° from the 
center of the right shoulder. Subjects either pointed toward these targets with the arm 
fully extended in the normal way (Henriques et al. 1998), or with the use of a laser 
pointer with the elbow at various configurations described in the next section. The 
laser pointer was attached to the distal part of the upper arm, about 5 cm from the 
elbow joint above the tendon from the triceps muscle, and secured in parallel to the 
upper arm. The central target was placed so that the upper arm was parallel to the 
frontal magnetic field (orthogonal to the target screen) upon pointing at it.
Before the experiment began, the subject was familiarized with the positions of the 
targets on the screen. At the start of each task, the subject pointed the upper arm 
toward and visually fixated the center target for 3 s, to define a reference position for 
the arm and right eye, respectively. Thereafter, the subject was required to point 
toward each of the stimuli in the 9-target array at 2.5-s intervals. In the light, the 
stimulus order was determined by verbal commands to the subject, e.g. up-left, down­
right, middle-center (see Ceylan et al. 2000 and Figure 4.1), whereas in the dark 
subjects pointed toward the LEDs as they came on (each for 2.5 s with no gap interval 
in between). In either case, the nine stimuli were repetitively ‘presented’ in a random 
sequence of nine so that subjects pointed toward each target the same number of times 
from various initial positions. Experiments-in-dark were used to control for potentially 
distracting visual feedback from the forearm, but the results revealed no significant 
differences for pointing with or without background lighting (see RESULTS). Sessions 
were divided into 50-s blocks, each block including two pointing movements to each 
of the nine targets. Each task consisted of 3 blocks, unless otherwise stated. A brief 
rest was provided between blocks.
4.2.4 Experimental protocols
The main hypothesis tested in this study is that the control strategy of the upper arm 
is dependent on the orientation of the forearm relative to the upper arm. To this end, 
we introduced several task conditions in which we varied the orientation of the 
forearm relative to the upper arm. The arm-mounted laser paradigm was used to ensure 
that the upper arm used the same 2-D pointing direction for each target across tasks, 
without determining the third degree of freedom. Our basic hypothesis was that, with 
straight arm pointing, the upper arm would use a more Listing-like Donders strategy, 
whereas with the elbow bent and held with the arm in a vertical plane, the upper arm 
would use the Fick strategy to minimize extraneous torsional torques on the arm 
resulting from gravity. To test this hypothesis, we used the following tasks.
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During the control task, C, subjects made pointing movements (without laser) to the 
nine targets with the fully extended arm. During the control laser task, CL, the subject 
again adopted an outstretched arm, but now pointed the laser to the target array. In 
some subjects there was a slight dissociation of about a few degrees of the pointing 
direction of the laser and the natural pointing direction of the straight arm. However, 
by comparing both control tasks we were able to show that the laser pointer did not 
affect the control strategy of the upper arm (see RESULTS).
During the vertically bent-arm laser tasks, subjects were instructed to first stretch 
their arm straight out, bring their thumb up, and subsequently rotate their forearm 
vertically in the direction of the shoulder by three different angles: 45°, 90°, and 135°, 
while pointing with the upper arm laser toward the central target. In this way, the 
initial arm configuration was set with the upper and forearm contained in vertical 
plane, without providing the subject with any explicit verbal instructions about 3-D 
arm orientation that might influence their subsequent behavior. We will refer to these 
task conditions as: the V45 task, the V90 task (as in Figure 4.1, left-hand column), and 
the V135 task, respectively. Subsequently, subjects were instructed to point the laser to 
each LED in the dark and to maintain their initial elbow angle, but no further specific 
instructions were given regarding the orientation of the forearm in space.
We also performed some additional control experiments. First, we tested whether 
the configuration, in which the forearm was bent, either horizontally or vertically (as 
above), has implications for the pointing strategy. We examined this by the 
horizontally bent-arm laser task, the H90 task. During this task, the subjects were 
instructed to first stretch their arm, point with their thumb to the left, and subsequently 
rotate their forearm horizontally towards their body over an angle of 90°, meanwhile 
pointing with the upper arm to the central target (see Figure 4.1, middle column). 
Thereafter, subjects pointed the laser to the various targets while preserving the elbow 
joint angle at 90°.
The next control was designed to see how well subjects would follow a Fick rule 
when explicitly instructed to maintain the forearm vertically at all times. During this 
task, the subject initially took the same elbow configuration as during the V90 task, 
but now was explicitly told to keep the forearm vertical with respect to gravity for all 
pointing directions (as demonstrated by the experimenter). In order to see his forearm 
in this task, the subject pointed in dim background lightning to the target array. By 
definition, this task did not involve a stable elbow angle, but since on average the 
elbow varied about 90°, depending on target elevation, we called it the V90v task.
Considering our hypothesis that the upper arm might use a Fick strategy to reduce 
torsional gravitational torques on the forearm, we also wondered whether loading the 
hand (and thereby increasing these potential torques) would further alter this strategy.
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Therefore, in the V90w task, the subject carried a hand-held 1 kg weight (which was 
strapped across the hand with the weight nestled in the palm) starting in a 90° 
vertically rotated forearm position while pointing the laser towards the nine targets. 
This also acted as a control for inertial effects.
The final control experiment was inspired by the fact that head movements only 
obey Donders’ law when they are part of a gaze shift (Ceylan et al. 2000). By using 
the gaze-fixation task, GF135, we tested whether there is a similar gaze dependency 
for arm movements. During the GF135 task, subjects were instructed to keep their 
head still and their eyes on the center target while pointing the laser to targets in the 
periphery using the same elbow configuration as in the V135 task (this angle was used 
because the subjects found it to be the least fatiguing). Subjects reported that gaze­
fixation tasks were easy to perform. By measuring movements of the right eye we 
checked whether subjects indeed fixated the center target throughout the task. Except 
for the gaze fixation task, all experiments took place under head-free conditions. As a 
variation on this concept and to test the hypotheses of Straumann et al. (1991) 
concerning 3-D eye-arm coordination (discussed later), we also tested four subjects in 
the C and V135 task with the head fixed (with the use of a bite bar) as opposed to 
moving freely (as in the other experiments).
4.2.5 Data analysis
From the 3-D coil signals we computed rotation vectors which represent any 
instantaneous arm or eye position as the result of a virtual rotation from a fixed 
reference position to the current position. In the space-fixed right-handed coordinate 
system, the rotation vector is defined by
r  = tan(9/2) • n (4.1)
where n represents the direction of the rotation axis and tan (9/2) denotes the amount 
of rotation by an angle 9 about that axis (Haustein 1989). The x-component of the 
rotation vector describes the torsional orientation (clockwise/counterclockwise) of the 
arm or eye. The y- and z-components specify the vertical (up/down) and horizontal 
(right/left) orientation, respectively (see Figure 4.1). For example, a rotation vector 
pointing in the positive z-direction represents a position obtained by rotating the arm 
leftward from the reference position.
The rotation vector describing the orientation of the forearm with respect to the 
upper arm, rFU , was computed from the rotation vectors characterizing the orientation 
of both the upper arm and forearm in space, rUS and rFS , respectively, using
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rFU = rFS o rus-1 (see Chapter 1). In this way, we were able to check the ability of 
subjects maintaining a constant elbow angle, according to the instruction, when 
pointing for the different bent-arm configurations. Note that our experimental 
protocols and hypotheses were not dependent on a high degree of precision in 
maintaining the elbow angle, but we wished to check that subjects did not show any 
systematic drift in this angle. In all subjects we found some trial-to-trial variation for 
all elbow angles, with largest variation for the V45 task (about 10° SD). The standard 
deviations of the elbow angle for the C, CL, V45, V90, V135, and H90 task were 3.3°, 
4.3°, 10.1°, 7.2°, 3.1°, and 7.4°, respectively (averaged across subjects), which we 
deemed sufficiently small for the purpose of the present experiments.
The important analysis in this study concerned the 3-D orientation of the upper arm. 
Note that we did not analyze the trajectories of the ongoing movements, but rather the 
range of orientations used during ‘fixations’, as in the previous study by Ceylan et al. 
(2000). Therefore, onset and offset of each arm movement between targets were 
determined on the basis of an angular velocity criterion (velocity threshold 5°/s, see 
Chapter 3). All onset/offset markings were visually checked and corrected, if 
necessary. The 3-D pattern of upper arm orientations at the offset positions were then 
computed by fitting a second-order surface to the rotation vector data (Hore et al. 
1992; Miller et al. 1992; Straumann et al. 1991; Theeuwen et al. 1993), as follows
rx = a + bry + crz + dry + eryrz + frz (4.2)
in which rx, ry, and rz represent the torsional, vertical, and horizontal components of 
the rotation vectors relative to the reference position, as defined above. Parameter e 
(denoted as the twist score) allows the surface to twist, whereas parameters d and f 
yield a parabolic curvature in the ry - and rz-direction, respectively.
If parameters d , e , and f  are zero, the surface is planar, which means that 
Listing’s law holds perfectly. A negative twist score (parameter e) indicates that 
orientations of the arm are similar to those produced by a Fick gimbal system, which 
has a horizontal rotation axis nested within a vertical rotation axis. A perfect Fick 
gimbal has a twist score of -1. In contrast, for a system that behaves like a perfect 
Helmholtz gimbal system, for which the order of nesting in the rotation axes is 
reversed compared to the Fick-system, the twist score would be +1 (Theeuwen et al. 
1993). But in practice, each of these parameters can fall anywhere in the continuum 
from Fick, to Listing, to Helmholtz, and beyond (Ceylan et al. 2000).
The scatter of the data relative to the fitted surface (commonly denoted as the 
thickness of the surface) is defined by the standard deviation of the distances of all 
samples in the rx -direction to the fitted surface (in degrees). The smaller the thickness,
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the closer the rotation vectors stay to their surface, and therefore the better Donders’ 
law is obeyed. Unless otherwise specified, an ANOVA was used to determine whether 
differences in the results between various task conditions were statistically significant 
(p<0.05).
4.3 Results
4.3.1 Task dependent manifestations of 3-D constraints
In order to test the hypothesis that the control strategy of the upper arm can be 
manipulated by changes in arm kinematics, six subjects performed the following 
pointing tasks: C (control), CL (straight arm laser), and the three vertically bent-arm 
laser tasks V45, V90, and V135 (see M e t h o d s ). The question to be addressed is 
whether these various kinematics of the arm affect the way in which the control system 
of the upper arm deals with its three rotational degrees of freedom. To this end, we 
analyzed the upper arm data by using rotation vectors, which represent any 
instantaneous arm position as the result of a virtual rotation from the reference position 
to the current position. We will start by describing the results within a general 
framework, before presenting each of the various findings in more detail.
Figure 4.2 presents the data of subject HH for each of the tasks. The panels in the 
left-column of Figure 4.2 show the horizontal and vertical components of the rotation 
vectors for the upper arm in magnetic field coordinates. During the laser tasks (CL, 
V45, V90, and V135), the 2-D arm trajectories were generally more curved than those 
in the control task (C), but the end points where the arm is pointing at the targets -  the 
subject of this study -  remained about the same. These end points are shown as 
squares (□) in the “side view” and the “top view” panels (center and right column), 
which show their torsional components as a function of their horizontal and vertical 
components, respectively. These plots show that, for all tasks, the subject keeps the 
torsional components limited to a restricted range for all movement directions.
To quantify and visualize the shape of the 2-D surface defined by these arm 
orientations, we fitted Equation (4.2) to the data for the movement end points (□). In 
Figure 4.2, the side view and top view of the fitted 2-D surfaces (represented as 
vertical-horizontal grids) are superimposed on the data. At first glance, these surfaces 
seem to fit the data. We will provide more detailed quantitative analysis to check the 
actual adherence of the data to these surfaces in subsequent sections (see Figures 4.4
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F ig u r e  4.2 3-D arm 
trajectories during
movement with a fully 
extended arm (C and CL) or 
a vertically bent-arm 
configuration (V45, V90, 
and V135) from subject 
HH C = control task. CL = 
control laser task. V45 = 
45 vertically bent-arm 
task. V90 = 90 vertically 
bent-arm task. V135 = 135 
vertically bent-arm task. 
The small icons in the side 
view panels provide a side 
view of the initial arm 
configuration. Frontal, top, 
and side views show a 
projection of the rotation 
vectors of all movements 
performed for each task. 
Axes are calibrated in 
degrees. 2-D surfaces were 
fitted to the movement end 
points (speed < 5 /s, see 
squares) and superimposed 
on the data in the side view 
and top view panels. Note 
that the 2-D surfaces of the 
data in bent-arm conditions 
(V45, V90, and V135) are 
more twisted compared to 
those in the extended arm 
conditions (C and CL).
and 4.5, and Table 4.1). But for the time being, we will focus on the shape of these 
surfaces.
These surface-plots immediately revealed several noteworthy differences between 
the straight-arm pointing tasks (C and CL) and the bent-arm laser tasks. For pointing 
with the fully extended arm (C and CL), the surface of rotation vectors was relatively 
flat (i.e., Listing-like, see Figure 4.1C), meaning that upper arm “torsion” remains 
approximately the same, independent of the target/pointing direction. However, in the 
bent-arm laser tasks (V45, V90, V135), the surfaces of best fit were more twisted (as
0
0
0
0
0
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in Figure 4.1 F), meaning that now arm torsion depended on pointing direction. 
Specifically, for upward-leftward and downward-rightward pointing directions, the 
upper arm now took on a clockwise torsion (in space-fixed coordinates), whereas the 
opposite corners took on a counterclockwise torsion. In other words, the direction of 
this twist was consistent with the twist observed with the Fick strategy (Hore et al. 
1992; see Chapter 1).
The observation that the fitted surface becomes more twisted during vertically bent- 
arm laser pointing was a general finding in all six subjects tested with this 
experimental protocol. In Figure 4.3 we have depicted the side views of the fitted 
surfaces for each subject during the course of the experiment. As can be seen, the 
surface was fairly flat across most subjects during the control tasks (C and CL). 
However, all subjects showed a consistent magnitude and direction of twist during the 
bent-arm laser tasks (V45, V90, and V135), always in the Fick-like pattern. Moreover, 
there appeared to be a tendency for the surfaces to become progressively more twisted 
for larger elbow angles.
To substantiate this observation, we averaged the quantitative results of all subjects, 
and summarized them in Figure 4.4. Graphic depictions of the average surface fits (i.e. 
based on fit parameters averaged across subjects) are shown in panel A, whereas B 
plots the average (± SE) twist score for each task. The difference between CL and C 
was not statistically significant (F(1,5)=3.1, p=0.14), indicating that laser pointing 
does not affect the control strategy of the upper arm. However, there was a systematic 
relationship between the upper-arm twist score and elbow angle (see Figure 4.4B).
Although the average twist scores for all tasks were intermediate between the ideal 
Listing value (0) and the ideal Fick value (-1), the degree of elbow flexion changed the 
value of the score along this continuum. On average the 2-D surface of the upper arm 
was rather flat (small twist score) for both the standard control task (C) and the laser 
control task (CL), whereas it became progressively more twisted (more negative twist 
score) in the Fick direction for pointing with larger elbow angles (V-tasks). A pair­
wise comparison among the different laser tasks revealed the following statistical 
analyses: CL-V45 significant (F(1,5)=11.3, p=0.02); V45-V90, significant 
(F(1,5)=7.12 p=0.04); V90-V135 significant (F(1,5)=7.60, p=0.04). Moreover, an 
ANOVA revealed significant interactions between elbow angle and twist score 
(F(4,20)=31.0; p<<0.001), suggesting that the elbow configuration is an important 
constraint on the control strategy of the upper arm across the vertical-arm laser tasks.
Figure 4.4 C shows the average (± SE) torsional thicknesses (SD) of the orientation 
ranges relative to their fitted surfaces, which quantifies the goodness of fit of our 
surfaces. In all tasks the average (across subjects) thickness of the fitted planes was 
close to 4 , and the differences in thickness for different task conditions were not
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significant (F(4,20)=0.47, p=0.76). This suggests that, despite the changes in the shape 
of the fitted surfaces for different elbow angles, adherence of the arm orientations to 
the fitted planes was equally as good in each of our vertical-arm laser tasks as the 
controls.
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F ig u r e  4.4 Mean results from all six subjects by characterizing the arm rotation vectors 
during fixation of the nine targets for each of the task-constrained pointing paradigms. A: 
Side view of the mean surfaces for each paradigm. The surfaces become more twisted for 
larger elbow angles. B: Twist scores of the fitted surfaces. C: Torsional thickness values of 
the arm orientations relative to the fitted 2-D surface. In both B and C, each bar represents 
the average value across all six subjects with error bars representing mean standard error 
for each paradigm. C = control task. CL = control laser task. V45 = 45° vertically bent- 
arm task. V90 = 90° vertically bent-arm task. V135 = 135° vertically bent-arm task. On 
top, the small icons provide a side view of the initial arm configuration.
4.3.2 Dependence of arm orientation on previous movement history
So far, the results indicate that a 2-D surface can describe the upper arm 
orientations adopted during each task reasonably well. The torsional thickness of the 
fitted surfaces was about 4°, which is small considering the large torsional range of 
shoulder movements. However, this is still large compared to the thickness of Listing’s 
plane of the eye (~ 1°) (Straumann et al. 1991; Tweed and Vilis 1990), and 
comparable to other ranges that were said to not obey Donders’ law (Ceylan et al.
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2000; Soechting et al. 1995). So where do we draw the line between a system that 
obeys Donders’ law and one that does not?
One possible way is to rely not on torsional thickness per se, but rather on another 
part of the original definition of Donders’ law -  that eye orientation is independent of 
the previous saccade path (Donders, 1848). This is not always true for certain 
movements of the eyes (Crawford and Vilis 1991), head (Ceylan et al. 2000) and arm 
(Soechting et al. 1995). But if it held true here, we could claim that these movements 
still obeyed a form of Donders’ law, just not as precisely as the oculomotor system.
To test this, we calculated for each final position the torsional distance to the fitted 
surface when starting in one of the eight other positions. When this distance does not 
significantly deviate from zero, there is no dependence on starting position. Figure 4.5, 
showing the results for both the control task and the V90 task, indicates that the 
torsional distance to the surface is not significantly different from zero with only a few
co
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F ig u r e  4 .5  A b s e n c e  o f  s ta r t in g  p o s i t io n  d e p e n d e n c e .  T h e  e f f e c t  o f  s ta r t in g  p o s i t io n  o n  th e  
f in a l  o r ie n ta t io n  o f  th e  u p p e r  a r m  w h e n  p o in t in g  to  e a c h  o f  t h e  n in e  ta r g e ts  b y  s h o w in g  th e  
to r s io n a l  d i s t a n c e  ( m e a n  ±  S D )  to  th e  f i t te d  s u r fa c e .  R e s u l ts ,  p o o le d  f ro m  s ix  s u b je c ts ,  a re  
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d a ta  p o in ts  a v a i la b le .  F i l le d  c i r c le s  ( • ) ,  in d ic a t in g  a  s ig n i f ic a n t  d e v ia t io n  f ro m  z e r o  ( t - te s t ,  
p < 0 .0 5 ) ,  a n d  h e n c e  im p ly in g  a n  e f f e c t  o f  s ta r t in g  p o s i t io n  d e p e n d e n c e ,  a r e  v e r y  ra re . 
T a r g e t  d i r e c t io n s  a s  in d ic a te d  b y  F ig u r e  4 .1 .
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minor exceptions (t-test, p>0.05 for o, and p<0.05 for • ) .  This indicates that there are 
no systematic trends, producing starting position dependencies in the scatter of the 
surfaces. Similar results were found for the CL, V45, and the V135 task, suggesting 
that -by the definition outlined above- Donders’ law was obeyed within each of the 
tasks, albeit with a considerable amount of random scatter.
4.3.4 Does Donders’ law hold globally?
Up till now our analysis revealed that Donders’ law for the upper arm holds in good 
approximation for any particular elbow configuration. The question to be faced now is 
whether it is also obeyed across different tasks. Soechting et al. (1995) emphasized 
that Donders’ law for the arm does not hold for movements under more general testing 
conditions. Is there a discrepancy with their results and the results of the present 
experiment?
To explore this issue we recomputed the arm orientations for each elbow 
configuration by taking one common reference position, which is the particular 
position when the subject is pointing to the center target in the control task (C). (Note 
that the previous section focussed on the shape of the best-fit surface with a separate 
reference position in each task, so that torsional shifts between tasks would not be 
evident). The results for subject HH are shown in Figure 4.6^, where each panel 
illustrates the torsional range of upper arm orientations across all tasks (gray patch) 
together with the specific set of arm rotation vectors for the indicated task (black 
subspace). As the figure demonstrates, each specific elbow configuration introduced a 
mean torsional shift (in addition to the twist effect described above), and this shift was 
different for different elbow angles.
Accordingly, the corresponding arm orientations cover a sub-range of the overall 
range of rotation vectors. The torsional thickness for each particular task condition, 
ranging from 2.1° and 5.4° in this subject, was much smaller than the thickness of a 2­
D surface fitted to all movement end points, which was 12.5°. Across all subjects 
tested, the average scatter of the total set of rotation vectors was 11.9 ± 3.4° (mean ± 
SD) ranging from 6.5° to 16.1°. This suggests that upper arm orientations do not obey 
Donders’ law globally.
As shown by Figure 4.65, each sub-range of rotation vectors can be characterized 
by a different surface, with a different torsional offset within the overall range. For 
further clarification, the lower panel of Figure 4.6B shows the mean shape and shift 
(relative to the common reference point) of the surfaces of all subjects. This shows that 
the 2-D surfaces for each different elbow angle can be characterized by a specific twist 
and torsional offset.
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F ig u r e  4.6 All arm rotation vectors for various task-constrained pointing paradigms 
relative to one common reference position. The reference position was taken when the 
subject pointed to the center target in the beginning of the control task (C). A: Each panel 
illustrates the range of arm orientations across all tasks (gray patch) together with the 
specific set of arm rotation vectors for the indicated task (black subspace). Subject: HH. B: 
The fitted 2-D surface is shifted in torsional direction for larger elbow angles for subject 
HH (upper panel). The average 2-D surfaces across all subjects are depicted in the lower 
panel. C = control task. CL = control laser task. V45 = 45° vertically bent-arm task. V90 = 
90° vertically bent-arm task. V135 = 135° vertically bent-arm task. On top, the small icons 
provide a side view of the initial arm configuration
4.3.5 W hy a Fick strategy during vertically bent-arm pointing?
So far, in all our bent-arm experiments, subjects adopted a certain initial elbow 
configuration by bending their arm in vertical direction, which led to the adoptation of 
a Fick-like strategy. This strategy ensures that vertical movements will occur via the 
shortest path, which would, as argued by Hore et al. (1992), constitute the most 
energy-efficient strategy for the work against gravity. However, since such work 
would decrease as the elbow flexed (moving the center of mass toward the body and
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thus reducing torque on the shoulder joint), this argument does not account for the 
monotonic increase of the Fick-like twist that we observed with increasing elbow 
flexion. Another consequence of Fick behavior is that a particular orientation of the 
forearm will remain constant with respect to both the horizon and the line of the 
pointing arm, like an earth-fixed telescope (Hore et al. 1992).
Based on this argument, for vertically bent-arm pointing where the forearm is an 
inverted pendulum, it might be advantageous to use a Fick like strategy because it 
minimizes torques in torsional direction due to gravity. Note that Nishikawa et al. 
(1999) showed that the plane of the arm did not remain invariant with respect to 
gravity during a reaching task. However, with the static elbow angles used in the 
current study, our subjects could have been tapping into a postural control strategy 
where minimization of torsional torques with respect to gravity might be expected to 
be more important. If so, then (1) one might expect an even stronger Fick strategy 
when carrying a load during vertically bent-arm pointing, whereas (2) by contrast, one 
might expect the advantages of Listing’s law to prevail for horizontal bent-arm 
pointing, where joint torques due to gravity are unavoidable, and thus there is less 
incentive to optimize movement kinematics according to the Fick strategy.
We tested these hypotheses on the basis of the following task conditions: control 
task (C), 90° horizontally bent-arm laser pointing (H90), the standard 90° vertically 
bent-arm laser pointing (V90), and 90° vertically bent-arm laser pointing by carrying a 
hand-held 1kg weight (V90w). For comparison, in a fifth task (V90v) we explicitly 
instructed subjects to maintain their forearm vertical with respect to gravity during 
pointing, to see if this would produce an even more extreme Fick-like constraint. The 
mean results of all subjects are given in Figure 4.7. Figure 4.7A illustrates the average 
shape of the fitted surface for the various task conditions in the same format as Figure
4.4. The corresponding twist scores and thickness values of the fitted surfaces 
(averaged over all subjects) are given in Figure 4.7 B and 4.7C, respectively.
As hypothesized, the plane remained flat during horizontally bent-arm pointing 
(H90). The twist score, at a value of -0.12, was even less negative, although not 
significantly different from the control task (F(1,16)=0.6, p=0.90). Thus, the arm 
configurations observed in the H90 task resembled the Listing configurations shown in 
Figure 4.1 B, rather than the Fick configurations shown in Figure 4.1 E.
In contrast, for vertically bent-arm pointing tasks (V90, V90v, and V90w), the twist 
score became more negative, reaching a value of about -0.46 (average) as it did in the 
previous experiments. In comparison with the control task (C) the increase in twist 
score was highly significant (F(3,32)=8.6, p<0.001). However, the load task (V90w) 
did not have any further effect on the shape of the surface, and neither did the V90v 
task. An ANOVA indeed revealed no significant differences between the twist scores
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for all three V90 task conditions (F(2,21)=0.31, p=0.52). So, both the specific 
instruction task (V90v) and the loading task (V90w) failed to change the shape of the 
surface compared to natural bent-arm pointing (V90). To summarize, all of the vertical 
bent-arm tasks produced a more twisted surface than the H90 and straight-arm 
controls, and each by the same amount, tending to show the more Fick-like 
configurations illustrated in Figure 4.1D rather than the Listing configurations shown 
in Figure 4.1 A.
Finally, in all tasks except the V90v task, the thickness of the fitted planes was 
about 4°, as can be seen in Figure 4.7 C. The differences in thickness values across the 
C, H90, V90, and V90w task conditions were not significant (F(3,32)=0.86, p=0.94). 
However, statistical analysis suggested that Donders’ law was much better obeyed in
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F ig u r e  4 .7  M e a n  r e s u l t s  o f  s ix  s u b je c ts  p e r f o r m in g  v a r io u s  ta s k - c o n s t r a in e d  p o in t in g  
p a r a d ig m s .  A: S id e  v ie w  o f  th e  a v e r a g e  2 - D  s u r fa c e s  d u r in g  th e  e x p e r im e n t .  N o te  th a t  e a c h  
t a s k  h a s  i t s  o w n  r e f e r e n c e  p o s i t io n ,  a s  in  F ig u r e s  4 .2 -4 .4 .  B: A v e r a g e  tw i s t  s c o re s  o f  th e  
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T h e  H 9 0  ic o n  p r o v id e s  a  to p  v ie w  o f  th e  in i t ia l  H 9 0  a rm  c o n f ig u r a t io n .  T h e  o th e r  ic o n s  
p r o v id e  a  s id e  v ie w  o f  th e  in i t ia l  a rm  c o n f ig u r a t io n .
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the V90v task compared to the normal V90 task (F(1,16)=9.3, p=0.02). Thus, 
although, the shape of the best-fit surface remained fairly constant in this task, the 
accuracy of how Donders’ law was obeyed could be manipulated by instruction and 
voluntary intent.
4.3.6 Gaze dependency of arm orientations
Ceylan et al. (2000) showed that head movements violated Donders’ law when they 
were dissociated from gaze shifts. We wanted to test whether there is a similar gaze 
dependency for arm movements, which are also strongly linked to gaze during 
pointing tasks (e.g., Henriques et al. 1998). To check this idea, we applied the gaze 
fixation task (GF135), in which subjects were instructed to make bent-arm pointing 
movements (elbow 135°) to targets while keeping their gaze fixed on the center target. 
Six subjects were tested doing the following five tasks in the light: C, V135, GF135, 
CL, C (in this order).
In general the fixation task caused no trouble for the subjects. The standard 
deviations (averaged across subjects) of horizontal and vertical direction of the eye in 
space (gaze) for the entire duration of the task were only 1.6° and 1.4°, respectively, 
indicating that during this task arm movements were effectively dissociated from gaze 
shifts. However, an examination of the 2-D upper arm trajectories in this task showed 
that subjects were still able to point toward the targets with reasonable accuracy.
The effect of gaze fixation on the 3-D orientations of the upper arm is summarized 
in Figure 4.8A,B, which shows the twist score (Figure 4.8A) and the thickness scores 
(Figure 4.8B) for the various tasks. Although the gaze fixation task tends to slightly 
increase the scatter of the fitted 2-D surfaces relative to control V135 data (see Figure 
4.8B), the differences for the thickness between the various task conditions were not 
statistically significant (F(4,20)=2.74, p=0.06). So, in the case of the arm, the accuracy 
of how well Donders’ law is obeyed did not depend on gaze direction. Neither was the 
shape of the best-fit surface affected by the gaze fixation task (see Figure 4.8A). 
Statistical analysis revealed no significant differences (F(1,5)=0.04, p=0.85) between 
the twist scores in the gaze-free bent-arm task (V135) and the gaze-fixed bent-arm 
condition (GF135). Thus, the implementation of Donders’ law for the upper arm 
appears to be independent of gaze direction.
A related question is whether Donders’ law of the arm is influenced by Donders’ 
law of the eye. Straumann et al. (1991) suggested that the function of Donders’ laws of 
the eye, head, and arm is to create a synergy between these segments for coordinated 
action in any part of their workspace. If such a linkage exists, then one might expect 
that a change in eye orientation might affect the way that the arm is oriented. It is well
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known that the eye-in-space obeys Listing’s law when the head is fixed, whereas it 
obeys the Fick strategy when the head is free to move (Glenn and Vilis 1992; Radau et 
al. 1994; Tweed et al. 1990). Therefore, we repeated the C and V135 task with both 
the head-fixed and head-free conditions in four subjects for comparison. The results 
are shown in Figure 4.8 C,D. As shown in Figure 4.8 C, this variable had no effect on 
the data: the upper arm best-fit surface continued to be consistently flat with the arm 
straight and consistently twisted with the arm bent vertically, independent of gaze 
kinematics.
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F ig u r e  4.8 A,B: Gaze-dependency of 3-D upper arm movements. A: Average twist scores 
with standard error and B: mean thickness scores with standard error of the fitted 2-D 
surfaces. No significant differences were found for both the thickness and the shape of the
2-D planes between the gaze-free (V135) and the gaze-fixed task (GF135). C,D: Effect of
3-D gaze kinematics on 3-D upper arm orientations. Four subjects were tested in a straight- 
arm or vertical-arm-laser pointing paradigm in both head-fixed and head-free conditions. 
Each task consisted of 2 50s-pointing blocks. The first three bars represent the head-fixed 
condition of the experiment, while the two bars on the right show the results in the head- 
free condition. C: With regard to the twist score, the differences between the head-fixed 
and head-free condition are not significant, nor for the control task (F(1,3)=1.47, p=0.31), 
neither for the bent-arm laser task (F(1,3)= 3.45, p=0.16). D: The differences in thickness 
for different task conditions, varying between 2.7° and 3.6°, were not significant 
(F(4,12)=1.42, p=0.29). C = control task. CL = control laser task. V135 = 135° vertically 
bent-arm task (gaze-free). GF135 = gaze-fixed 135° vertically bent-arm task. The small 
icons indicate the initial arm configuration.
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4.3.7 Coefficients of the fitted surfaces
Up to this point, we have quantified the range of arm orientations on the basis of the 
twist score (parameter e in Equation 4.2) of the fitted surface and the torsional shift 
(parameter a ) compared to a common reference position (Figure 4.6), thereby 
ignoring the values of the other coefficients characterizing the fits. Potentially, these 
other parameters could be important in developing a kinematic rule for arm control. To 
obtain insight in these parameters, Table 4.1 lists all six parameters for each of the 
various task conditions (C, CL, V45, V90, V90v, V90w, V135, GF135, and H90) 
averaged across the number of subjects (n) who performed the task in head-free 
conditions (except GF135). By using an ANOVA, we determined whether there are 
differences in the parameter values across tasks. The significance level, p, is given in 
the bottom row of Table 4.1. The average torsional thickness is given by a, which 
ranged between 2.6° and 4.8°, and is not significantly different among tasks (p=0.08).
Note that each task had its own reference position in this analysis. Therefore, 
parameter a , which quantifies the torsional deviation relative to the reference position, 
was rather small and never significantly different from zero (t-test, p<0.05). 
Coefficients b and c characterize the orientation of the plane. The value of parameter 
b , which specifies the linear relationship between torsion and the vertical arm 
orientation, ranged from -0.01 to 0.24, and was only significantly different from zero 
for positive values (t-test, p<0.05). This reflects the arm’s tendency to roll clockwise 
when pointing downward and counterclockwise when pointing upward. The c scores, 
quantifying the relationship between torsion and the horizontal arm orientation, 
differed only significantly from zero in the V90v task. Although an ANOVA revealed 
that parameters b and c are significantly different among tasks (see p-value in bottom 
row of Table 4.1), each specific value remains close to zero, which indicates that the 
plane is nearly aligned with the j - z  plane of our coordinate system.
Parameters d , e , and f  describe the curvature of the surface. Parameter d 
specifies the curvature along the torsional axis with the vertical arm orientation, and is 
in some tasks significantly different from zero (t-test, p<0.05). A negative score means 
that the arm rolls counterclockwise when pointing upward or downward. An ANOVA 
showed no significant differences of the d score among tasks (p=0.38), indicating that 
parameter d remains constant for all task conditions. Similar results were found for 
parameter f , which ranged from -0.12 to 0.08. This coefficient, which describes the 
curvature along the torsional axis with horizontal arm orientation, was not significantly 
different from zero for any of the tasks (t-test, p<0.05). Also here, an ANOVA 
revealed that this coefficient remains fairly constant among the various task conditions 
(p=0.59).
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To conclude, as can be seen in Table 4.1, parameter e , describing the twist of the 
surface, was always negative and significantly different from zero in all tasks but one 
(H90) (t-test, p<0.05). From the second-order terms, it turned out that only the twist 
score varied highly significantly among tasks (p<<0.0001). This suggests that most of 
the change in curvature in the fitted surfaces is captured by just one parameter ( e), 
expressing the twist of the surface along a continuum, from Listing to Fick.
Ta b l e  4.1 Mean coefficients of the fitted 2-D surfaces for the various task 
conditions: C, CL, V45, V90, V90v, V90w, V135, GF135, and H90.
Task a b c d e f s  (°) n
C 0.00 0.10* -0.04 -0.19* -0.20* -0.01 3.4 12
(0.04) (0.06) (0.07) (0.12) (0.19) (0.15) (0.6)
CL 0.03 0.14* -0.05 -0.30* -0.19* -0.05 3.8 18
(0.07) (0.10) (0.12) (0.22) (0.17) (0.20) (11)
V45 0.01 0.05 -0.03 -0.27* -0.41* -0.10 3.5 6
(0.01) (0.06) (0.04) (0.19) (0.12) (0.10) (11)
V90 -0.01 0.06* 0.00 -0.27* -0.46* -0.12 3.6 12
(0.03) (0.06) (0.05) (0.20) (0.13) (0.12) (0.6)
V90v 0.01 0.07* -0.08* -0.27* -0.49* -0.04 2.6 6
(0.04) (0.05) (0.02) (0.14) (0.10) (0.15) (0.7)
V90w -0.01 0.05 0.00 -0.24 -0.44* -0.11 3.8 6
(0.04) (0.08) (0.04) (0.31) (0.11) (0.16) (12)
V135 0.01 -0.01 0.02 -0.16* -0.57* 0.01 4.3 12
(0.05) (0.10) (0.07) (0.22) (0.11) (0.14) (12)
GF135 0.07 -0.01 0.14 -0.17 -0.53* 0.08 4.8 6
(0.09) (0.12) (0.14) (0.43) (0.11) (0.22) (18)
H90 0.03 0.24* 0.02 -0.20 -0.12 -0.03 4.0 6
(0.03) (0.09) (0.05) (0.16) (0.22) (0.13) (0.7)
p 0.12 <0.0001 <0.001 0.38 <<0.0001 0.59 0.08
Values are means ± SD. Rotation vector data of the upper arm were fitted using the 
equation rx = a + bry + crz + drj + eryrz + frZ . The SD of the distance of the rotation 
vectors in the rx-direction to the fitted surface is given by a (in degrees). The 
number of subjects who participated in each task is given by n. An ANOVA 
(F(8,75)) tested whether there are differences in the values of the coefficients among 
tasks, as given by the p-value in the lower row. Values indicated by a * significantly 
deviate from zero (t-test, p<0.05). The fact that the coefficients b and c, 
characterizing the orientation of the plane, are near zero indicates that the plane is 
nearly aligned with the y-z plane of our coordinate system. Further, from the 
coefficients d , e, and f , describing the curvature of the surface, only the twist 
score (parameter e ) varied significantly among tasks (p<<0.0001).
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4.4 Discussion
This study has concentrated on the question of whether the control strategy of the 
upper arm is dependent on its peripheral linkage to the forearm. When our data is 
pooled across experiments and different elbow configurations, the results show (see 
Fig. 4.6) that the upper arm violates Donders’ law (or at least does not obey a single 
Donders’ law) corroborating the findings of Soechting et al. (1995). But strikingly, 
when one considers upper arm orientation when pointing with a specific forearm 
posture, Donders’ law is consistently obeyed (see Figure 4.5). Moreover, it turned out 
that the manifestation of this Donders strategy is different for different forearm 
postures. In cases where the forearm is fully extended or when it is horizontally bent, a 
Listing-type of strategy is used (see Figures 4.1B,C and 4.7), whereas in cases where 
the forearm acts as an inverted pendulum, the upper arm uses a Fick-like strategy to 
position the forearm (see Figures 4.1D,F and 4.2-4.4). These results suggest that the 
various forms of Donders’ law observed in arm movements may provide glimpses into 
a more general set of kinematic rules. Since the control strategy of the upper arm was 
dependent on the forearm orientation, these kinematic rules can be interpreted as a 
coordination strategy. Furthermore, we were able to show that Donders’ law for the 
upper arm does not coordinate with Donders’ law of the eye and that its 
implementation is independent on gaze direction (Figure 4.8).
4.4.1 Purpose of Donders’ law for the arm
The kinematic redundancy of the arm has its basis in the number of joints as well as 
in the large number of muscles acting across these joints. Because of the multiple 
degrees of freedom, the position of the hand in space can be reached by many joint 
configurations. Therefore, one of the major problems in motor control is how the 
upper arm control system deals with this redundancy problem when controlling the 
forearm (Buchanan et al. 1997; Turvey 1990). Donders’ law is one possible solution to 
the kinematic redundancy problem, reflecting a coordination strategy for specific 
upper arm -  forearm interactions.
However, in cases where the kinematic redundancy is reduced, one could expect a 
break-down of Donders’ law. For example, for the eye it has been shown that it 
violates Listing’s law during the vestibulo-ocular reflex (Crawford and Vilis 1991). 
Also for the arm, it is clear that one can voluntarily rotate the arm about any axis in 3­
D space, resulting in violations of Donders’ law.
The present study examined several kinematically redundant pointing behaviors of 
the upper arm, and found that for a limited set of conditions (e.g. any fixed elbow
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angle) Donders’ law held at least as well as for straight-arm pointing, but took on 
different forms. Could this be a mechanical effect? Since we have not measured EMG 
characteristics and other factors related to muscle forces and biomechanics, it cannot 
be ruled out that these have had an effect (Kamper and Rymer 1999). On the other 
hand, since we can freely rotate our arms torsionally, the arm is obviously not 
mechanically constrained to Donders’ law. Two mechanical parameters were altered in 
our paradigms: the baseline level of torsional twist in the shoulder socket (potentially 
affecting muscle pulling directions) and the geometry of the arm’s inertia. However, 
any torsional lag on the upper arm arising from forearm inertia would be expected to 
produce a 1-D curvature in the fitted surface -  in opposite directions for the H90 and 
V90 tasks -  rather than the flat or twisted surfaces (respectively) that were actually 
found. Moreover, the progressive increase in the twist score observed in the V45-V90- 
V135 series (where shoulder torsion did not change) is incompatible with either 
mechanical explanation. This suggests that it is the neural system that is choosing 
different forms of Donders’ law. Clearly, the neural system cannot ignore muscle force 
and dynamic aspects of joint torques (Nishikawa et al. 1999). To the contrary it must 
account in an exquisite fashion for these factors in order to optimize some variable.
Contrary to the observation of Straumann et al. (1991) and compatible with the 
conclusion of Theeuwen et al. (1993), the 2-D surfaces for the arm that we obtained do 
not coordinate with Listing’s plane of the eye. The fitted surfaces of the upper arm 
were flat when pointing with the arm straight and twisted with the arm bent vertically, 
irrespective of 3-D eye orientation. This indicates that Donders’ law does not serve as 
a synergistic control principle for eye and arm.
Nor was elbow angle alone the sole determinant of the 2-D surface for the upper 
arm, since different forms of Donders’ law were observed for the same 90° elbow 
angle, depending on forearm orientation. Instead, the important factor appears to be 
the interaction between elbow angle and torsional arm posture. In particular Donders’ 
law of the upper arm appears to be influenced by forearm posture against gravity. Note 
that when the arm is fully extended, upper arm torsion has little or no effect on the 
work done to maintain forearm posture against gravity. In this under-constrained 
condition the upper arm thus used the best strategy to preserve Donders’ law and still 
take the shortest route between any of two arm positions: Listing’s law (Ceylan et al 
2000). However, when the elbow is bent, upper arm torsion determines the orientation 
of the forearm with respect to gravity (Figure 4.1), possibly providing a new constraint 
on arm posture. Thus, in the case where the forearm was aligned vertically like an 
inverted pendulum, the upper arm adopted a Fick-like strategy. From a purely 
phenomenological viewpoint -  without getting into cause and effect -  this clearly 
reduced torques on the forearm due to gravity.
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To understand this point, note that gravity will produce no torsional torques on an 
inverted pendulum that is held to be perfectly vertical -  as in the Fick constraint 
(Figure 4.1D), but will exert growing torques for increasing off-Fick tilts, like those 
seen in the Listing strategy (Figure 4.1 A). These torques may seem negligible 
compared to the overall work-load of the arm, but over time, and particularly when 
bearing a heavy load, they become energy costly and even mechanically dangerous. 
Now, it is another matter to speculate that the system is actually designed to account 
for these factors, but one way to test this idea would be to perform our experiment 
with the subjects’ bodies tilted on their sides, to see whether the kinematic strategies 
for the V90 and H90 conditions reverse.
In critique of these ideas, the question arises why subjects did not implement a more 
pronounced Fick strategy (more negative twist score) when pointing with the 1 kg 
weight (V90w-task), where the potential gravitational torques are even larger. 
Furthermore, why did the Fick-like twist not decrease from the V90 condition to V135 
task, where gravity would have less effect? One has to bear in mind that the 
advantages of Listing’s law do not go away for the bent arm -  this just brings in 
potential disadvantages. One possibility is that in our (somewhat unnatural) tasks there 
was an internal competition between the factors that weigh the system toward the 
Listing vs. Fick strategies, with elbow angle tending to tip the scales toward the latter. 
However, once again this is all just speculation -  the important point, addressed in the 
next section, is that an upper-arm control strategy resembling Donders’ law was 
obeyed in these tasks, and that this strategy was systematically modified as a function 
of arm configuration.
4.4.2 How general is Donders’ law as a control principle for the upper arm?
In the case of the eye, where Donders’ law has long been studied, we have seen a 
progression of accepting Donders’ law, rejecting it, and then revising it into more 
complex forms. For example, Donders assumed that his law applied to all eye 
movements. Then it was thought that Listing’s law for the eye does not hold for near 
vision. Later work, however, has shown that the Listing plane of each eye rotates as 
vergence increases (Minken and Van Gisbergen 1996; Mok et al. 1992). Now we 
know that a higher form of Donders’ law called L2, which incorporates both eye 
“joints”, captures the behavior more completely (Tweed 1997b). Could the same 
general principle also apply to arm movements?
If so, then one might explain an apparent discrepancy between results in the 
literature: some authors found that Donders’ law is obeyed during straight-arm 
pointing movements (Hore et al. 1992; Miller et al. 1992 Straumann et al. 1991;
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Theeuwen et al. 1993) whereas others found violations of Donders’ law under less 
restricted conditions (Desmurget et al. 1998; Gielen et al. 1997; Soechting et al. 1995). 
Even when we consider only our limited set of tasks, it is clear that Donders’ law does 
not hold up in general. However, for each specific task, one finds a certain range of 
arm orientations emerging, dependent on the limited conditions that were set, like 
elbow angle and forearm orientation.
Taking these ideas one step further, if one considers an even wider set of 
orientations than those in the current study, including all upper arm and forearm 
orientations, elbow angle, effects of dynamic and static forces, and their cross­
correlations, they may all be optimized according to certain learned or pre­
programmed rules. These context-dependent rules could form a lawful set of equations 
within a kinematic hyperspace, where they could optimize for both kinematic and 
dynamic factors (Kelso et al. 1991; Soechting et al. 1995; Turvey 1990).
Viewed this way, if one looks at all possible kinematically redundant hand paths (at 
least where paths are not constrained), there are arrangements -  such as those explored 
in the current study -  for which Donders’ law can be preserved, at least for the 
movement end-points (Crawford et al. 1999). But there are also situations that are not 
kinematically redundant (like turning a door-knob) or where dynamic factors override 
kinematics, requiring a violation of Donders’ law. For example, Soechting et al. (1995) 
demonstrated situations where large torsional rotations in the upper arm provide a 
clear advantage in minimizing kinetic energy. Thus, our various Donders surfaces 
could be viewed as various slices cut along iso-Donders surfaces through the 
kinematic hyperspace, whereas the task employed by Soechting et al. (1995) might be 
viewed as cutting tangentially (or orthogonally) to these slices.
As shown in our study, the fitted 2-D surfaces resemble a kinematic strategy for the 
upper arm related to how the forearm is held. Thus, the idea of a kinematic hyperspace 
must be incorporated into the idea of coordination (although the latter also includes 
temporal dynamics which were not addressed here; Buchanan et al. 1997; Turvey 
1990). In this respect our results provide a good analogy with the head-movement 
study of Ceylan et al. (2000), where similar task-dependencies govern the 
manifestation of Donders’ law for the head when controlling the eye.
4.4.3 Relation to other models of the control system
In the past many different types of models have been proposed to describe the 
kinematics of human arm movements. Usually, the validity of these models was tested 
by comparison of predicted and measured postures of the arm or movements
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trajectories of the hand. However, hardly any studies have discussed these various 
models in the context of degrees of freedom of movement control.
Equilibrium-point hypotheses. One of the best-known models for movement control 
is the so-called equilibrium-point hypothesis (Feldman et al. 1998; Polit and Bizzi 
1978). In the context of Donders’ law, the final equilibrium point for antagonistic 
muscle forces need incorporate not only the pointing direction of the arm but also its 
orientation. The question is, does the brain determine this final orientation by 
explicitly computing the corresponding muscular equilibrium points? Since it is 
undeniably true that the mechanical plant must have some equilibrium point at any one 
time - that will not equal current position during motion - it is difficult to argue against 
this theory on the basis of behavior alone, but as a control strategy it poses certain 
problems (Gottlieb 1998). For example, in the oculomotor system it is clear that 
movements are not generated by equilibrium-point commands, but rather by velocity 
commands that are sent directly to the plant and to a neural integrator that computes a 
tonic 3-D eye orientation signal (Crawford et al. 1991; Robinson 1975). In a sense, the 
latter provides an equilibrium point command to the ocular motoneurons, but this only 
specifies current eye position and is computed in somewhat passive fashion in 
response to movement commands. Likewise, we suggest that Donders’ law of the arm 
is implemented through similar kinematic commands (see section ‘ Non-holonomics 
and velocity control’).
Trajectory minimization. As explained by Ceylan et al. (2000), Listing’s law is 
optimal for pointing in the sense that it guarantees the shortest route between any of 
two arm positions under the constraint of Donders’ law. But it does not provide the 
absolute shortest path between joint positions, for to do so consistently for all paths 
and positions predicts systematic violations of Donders’ law (Ceylan et al. 2000; 
Crawford et al. 1999; Tweed and Vilis 1990). Therefore, the finding that arm torsion 
does not depend on starting position (see Fig. 4.5) is incompatible with ‘minimum­
rotation’ principles, or at least a strict interpretation of them that would hold across all 
situations (Soechting et al. 1995; Uno et al. 1989; Rosenbaum et al. 1999). The Fick 
strategy does provide the shortest path rotation for vertical movements, but only at the 
cost of lengthening the path for most horizontal movements (Hore et al. 1992).
Trajectory minimization against gravity. Again, in the present study a tendency to 
minimize rotation of the upper arm was only observed for a subset of movements 
(vertical) at a subset of elbow configurations (bent-vertical). Does this mean that the 
Fick strategy was primarily being used to minimize angular arm displacements for 
work against gravity, as suggested by Hore et al. (1992)? Unlikely, since these 
displacements became less optimal (i.e., less Fick and more Listing) as the elbow 
extended -  increasing the work load against gravity, leading us back to the postural
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arguments that we began with. Moreover, it would appear that the Fick-like behavior 
first reported by Hore et al. (1992) may pertain more closely to the hand (which is 
what they measured), and so relate to factors other than those that we are considering.
Non-holonomics and velocity control. Based on our discussion so far, one is left 
with the idea that arm movements for pointing to (distant) targets are planned in 
unconstrained, kinematically redundant coordinates that must then be converted into 
the appropriate points in a kinematic hyperspace. The various theories of trajectory 
minimization -  in their strictest sense -  are not compatible with our data, but can be 
incorporated together with various Donders’ strategies into the rules for a kinematic 
hyperspace, as discussed above. So how then would the brain implement these rules? 
One possibility is that the brain could have a little box for each little sub-rule, by 
learning and maintaining internal models to determine the motor commands required 
to perform specific tasks (Kawato and Wolpert 1998; Kawato 1999). But there may be 
a more parsimonious alternative.
We propose that there is just one control system, adjustable by different parametric 
inputs (e.g. proprioceptive signals, efference copies, muscle-spindle signals). In basic 
principle, such a system could resemble the relatively simple model used by Ceylan et 
al. (2000) for head movement control. These authors proposed a velocity-constraint 
box which could implement the control mode (Fick, Listing, or whatever) at the level 
of velocity commands rather than position commands. One advantage of using such 
commands is that they can be used downstream to derive postural commands -  as in 
the oculomotor system -  but more importantly, they offer a more flexible solution to 
the control problems observed in limb coordination.
Note that many of the rules in the kinematic hyperspace of the arm are probably 
non-holonomic (Wongchaisuwat et al. 1984), i.e., they cannot be controlled with the 
use of rules describing desired orientation -  as in the equilibrium-point hypothesis 
among others -  but can be controlled using velocity rules (Ceylan et al. 2000). In 
particular, the correct velocity can always be computed on the basis of current arm 
orientations and desired extrinsic pointing direction. In this respect, a flexible velocity- 
based control system has the flexibility to choose a Donders-type strategy, or to violate 
Donders’ law so as to minimize kinetic energy (Nishikawa et al. 1999; Soechting et al.
1995), depending on the context (Kelso et al. 1991). Thus, the suggestion of 
Nishikawa et al. (1999), that the arm is under control of velocity constraints, is in good 
agreement with the idea of non-holonomic modeling, and such a control system is 
probably the best way to implement the rules that determine the allowable positions in 
the arm’s kinematic hyperspace.
88
Although it remains speculative as to where these kinematic rules are encoded in 
the brain, a likely place to look is for the point where signals are converted from 
simple “extrinsic” kinematic representations into multi-dimensional joint space. 
Parietal areas appear primarily involved in the representations of stimulus locations, 
body posture and movement, but also in the early representation of potential motor 
action (see Kalaska et al. 1995 for review). For example, there is currently evidence 
for gaze-dependent, retinocentrically organized signals for arm movement in the 
parietal reach region and in premotor cortex (Batista et al. 1999; Mushiake et al. 
1997), but these signals probably code for the 2-D direction of potential pointing and 
reaching targets in eye coordinates (Henriques et al. 1998; Snyder et al. 2000). Our 
finding that 3-D arm kinematics were independent of gaze signals suggests that 
orientation is controlled downstream from these gaze-centered cortical structures, as 
one would expect based on sound control principles. A more likely candidate for the 
further elaboration of these signals into multidimensional joint space might then be 
primary motor cortex (M1), whose majority of cell responses are more gaze­
independent (Mushiake et al. 1997). The fact that arm kinematics can clearly be 
affected by voluntary control also supports the idea that M1 is involved in the 
implementation of kinematic rules.
In order for M1 to participate in the non-holonomic velocity control described in the 
previous section, it would have to possess or need access to signals encoding for 
desired target direction (i.e., from the premotor structures named above) and current 
limb orientation (perhaps from somatosensory cortex), as well as coding vectorial 
movement commands. A number of studies indicated that the primary motor cortex 
encodes the direction and speed of arm movements (Georgopolous et al. 1982; Moran 
and Schwartz 1999). In contrast, other studies found that the discharge properties of 
M1 depend on the arm posture for the same spatial hand paths (Scott and Kalaska 
1997; Sergio and Kalaska 1997). Recently however, Kakei et al. (1999) found that 
both muscle forces and spatial aspects are represented in the primary motor cortex, 
suggesting the significance of both intrinsic and extrinsic variables for movement 
planning. Thus, although the details remain controversial, these studies collectively 
suggest that M1 has the signals necessary to implement the non-holonomic model that 
we have proposed.
Finally, it is also possible that during reflexive responses, sub-cortical structures 
form kinematic rules in response to lower-dimensional commands from higher centers. 
In some cases the cortex may simply be setting the “task mode” part of the Donders 
law operator downstream, in the poorly understood brainstem and spinal cord circuits 
for motor control. For example, the superior colliculus sends out the 2-D gaze
4.4.4 Possible physiological orrelates
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command for eye and head movements (Freedman and Sparks 1997) whose Donders’ 
laws are then implemented downstream (Crawford et al. 1999), but it has also been 
implicated in control of the shoulder joint for orienting arm movements (Stuphorn et 
al. 1999). It is thus likely that these more primitive orienting systems also access 
separate Donders’ boxes (for the eye, head, and arm), whose “mode” parameters are 
set by higher structures to fit the task (Ceylan et al. 2000; see also Chapter 3).
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Chapter 5
Context compensation in the vestibulo-ocular 
reflex during active head rotations
5.1 Introduction
The vestibulo-ocular reflex (VOR) stabilizes retinal images against rotational and 
translational movements of the head in space. The main contribution to gaze 
stabilization by the VOR comes from the vestibular organs. The semicircular canals 
convey information about the angular acceleration of the head, while the otoliths sense 
its linear acceleration. Because of interposed filters and time delays, it is 
understandable that the gain and phase delay of the VOR may be different (and below 
optimal) at various frequencies of head movements. In the light, the availability of 
visual feedback allows additional input from the smooth pursuit and the optokinetic 
system. However, these systems have low-pass characteristics and considerable time 
delays, which make them effective only at low frequencies (< 1 Hz) or for periodic 
(e.g. sinusoidal) movements where predictive mechanisms can compensate for delays 
in optokinetic and VOR pathways.
It has long been thought that the system accounting for the compensatory eye 
movements during head rotations is little more than a simple reflex. However, studies 
in the last few decades have made abundantly clear that the system needs considerable 
sophistication to meet the objective of keeping the image still on the retina whenever
Adapted from Medendorp W.P., Van Gisbergen J.A.M., Van Pelt S., Gielen C.C.A.M. 
J. Neurophysiol. in press
91
the head moves (for a review, see Collewijn 1989). While a default unity gain (i.e 
compensatory angular eye velocity divided by angular head velocity) is appropriate for 
a far target, ideal binocular fixation in near vision requires context-dependent gain 
adjustments dictated by viewing distance, target eccentricity, and the location of each 
eye relative to the head rotation axis. That these factors are actually taken into account, 
at least partially, has been established by a number of studies, mostly on passively 
rotated subjects (Blakemore and Donaghy 1980; Viirre et al. 1986; Paige et al. 1998; 
Crane et al. 1997). Studies of VOR responses to sudden passive head rotations have 
strongly suggested that the system has a default gain setting which is subject to several 
context-dependent corrections. As these corrections become more sophisticated, they 
involve longer and longer delays (range 20 to 100 ms; see Collewijn and Smeets 2000; 
Crane and Demer 1998; Crane et al. 1997; Snyder and King 1992; Viirre and Demer
1996). These results suggest that several parallel pathways are involved in the 
adjustment of VOR gain.
In head movements during near vision, eye translations due to an off-centric head 
rotation axis have to be taken into account and it is generally assumed that this 
information can be derived from otolith input. Accordingly, models of the VOR 
invariably contain a canal-driven path and an otolith-driven path to implement the 
various context-dependent gain adjustments. Opinions differ on the mode of 
cooperation of the two branches: both multiplicative interactions (Snyder and King 
1992) and simple additive models (Crane and Demer 1999; Telford et al. 1996, 1998) 
have been suggested.
The experimental data, which have been collected to validate these models, almost 
invariably concern gaze stabilization in near vision under passive head movements. As 
a consequence, there is a lack of data about the performance of humans in active 
movement situations. The working hypothesis in this study is that the situation may be 
rather different when head movements are generated actively by the subject, rather 
than imposed by the experimenter. Therefore, the aim of the study is to examine to 
what extent compensatory eye movements can benefit from additional signals 
available in the context of voluntary head movements. During self-generated 
movements, additional information sources about the movement (e.g. efference copies) 
have a potential to supplement the vestibular information, thereby optimizing 
stabilization.
The very few studies that have investigated human gaze stabilization on near targets 
during self-generated head rotations have yielded conflicting conclusions (see below). 
Active head movements always induce both a rotation and a translation of the eyes due 
to an off-centric location of the head rotation axis relative to the eyes (see Chapter 2). 
Consequently, to correctly stabilize gaze in near vision during natural head
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movements, both the rotational and translational component of the head movement 
must be taken into account. Crane and Demer (1997) found no gain dependence on 
target distance in darkness for targets at distances of 100, 150 and 500cm during both 
active sinusoidal pitch and yaw head movements. Hine and Thorn (1987) and Hine 
(1991), using EOG recordings, observed a gain increase with target proximity, both in 
darkness and in the light. Thus, there is little consensus that the VOR during active 
movements is superior to that in passive conditions. Actually, Crane and Demer (1997, 
1999) have emphasized that the VOR during active head movements is even inferior to 
its performance during passive head rotations.
An adequate study on the human VOR in near vision during self-generated head 
movements at various frequencies, requiring technically-demanding recordings of eye- 
head kinematics, has not yet been done. The present study has tried to fill this gap by 
investigating binocular gaze stabilization of human subjects making voluntary 
horizontal and vertical head rotations in yaw and pitch at various frequencies in a 
darkened room. Subjects were instructed to maintain gaze on a small target straight­
ahead at several distances, which disappeared after a fixed time interval. We examined 
the effects of target distance and movement frequency on the gain of the VOR in order 
to test the hypothesis that gaze stability is better for active movements in comparison 
with results of similar studies for passive rotations.
5.2 Methods
5.2.1 Subjects
Seven male subjects, aged between 20 and 55, gave informed consent to participate 
in the experiments. Six subjects were tested while making horizontal head rotations 
and five subjects took part in the vertical head rotation experiment. In each 
experiment, four subjects were naive as to its purpose. All subjects were free of any 
known sensory, perceptual, or motor disorders.
5.2.2 Experimental procedure
When describing eye and head movements, the present study makes a strict 
distinction between the terms ‘orientation’ and ‘location’. The term ‘orientation’ 
denotes angular rotations (in degrees) of the eye or head relative to a reference angle,
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whereas ‘location’ refers to a location (in centimeters) in a 3-D Cartesian coordinate 
system.
OPTOTRAK measurements. Head location and orientation as well as the locations of 
the ears and eyes in space were recorded using an OPTOTRAK 3020 digitizing and 
motion analysis system (Northern Digital). This device operates by tracking infra-red 
emitting diodes (IREDs), attached to the moving object, through a pre-calibrated space 
by means of three lens systems mounted on a fixed frame. To determine head location 
and head orientation, we constructed a helmet with four IREDs mounted on top and two 
IREDs mounted at the backside. The total weight of the helmet, which was firmly fixed 
to the head throughout the entire experiment, was less than 0.25 kg. Since the 
OPTOTRAK system looked down from behind the subject, at a distance of 
approximately 3 m, the IREDs were visible within a work space of about 1.5 m . The 
locations of the eyes and ears were calibrated with respect to the IREDs on the helmet 
as follows. Before the actual experiment began, the subject faced the OPTOTRAK 
camera while wearing the helmet with four additional temporary IREDs, one near the 
auditory meatus and one on each closed eyelid. The 3-D locations of these IREDs, 
which uniquely defined the location of the ears and eyes relative to the helmet, were 
recorded together with the others for one second. From then on, the temporary IREDs 
were removed, taking great care to ensure that the helmet remained stable on the head 
during the entire experiment. The recording system provided on-line information about 
the 3-D location of the IREDs with an accuracy better than 0.2 mm. During the 
experiment, data were collected using a sampling frequency of 100 Hz and stored on 
hard disk for off-line analysis.
The coordinates of the IREDs were transformed to a right-handed body-fixed 
coordinate system whose x-y  plane was aligned with the subject’s horizontal plane 
(see Chapter 2). The positive x-axis pointed forward and the positive y-axis was 
directed to the left (i.e. along the shoulder line), seen from the subject. The z-axis was 
orthogonal to this plane and pointed upward according to the conventions of a right­
handed orthogonal coordinate system. The origin of the coordinate frame coincided 
with the center of the inter-aural axis when the subject was looking straight ahead. 
From the helmet data the locations of the ears and eyes in space could be computed for 
each instantaneous head posture by using the previously collected eye and ear 
calibration data (see above). The center of rotation of the eyes, which defines their real 
location, was assumed to be 1.3 cm behind the cornea. The orientation and location of 
the head were determined with respect to the head-reference posture adopted when the 
subject was fixating straight-ahead by calculating the transformation between the IRED 
locations at the reference position and the IRED locations at the current head position 
using a least-squares algorithm (Veldpaus et al. 1988). Although three IREDs would
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have been sufficient to determine the orientation of the head, additional visible IREDs 
improved the accuracy of the algorithm. This consideration provided an additional 
reason for mounting more than three IREDs to the helmet, rather than just for visibility 
purposes only. With these precautions, head orientations could be determined with an 
accuracy better than 0.2°.
Coil measurements. Binocular horizontal and vertical eye-in-space orientations (i.e. 
gaze) were measured using the scleral search coil technique (Collewijn et al. 1975) in 
a large magnetic field system (Remmel Labs). The system consisted of a cubic frame 
of welded aluminum with a side length of 3.3 m, which produced three orthogonal 
magnetic fields at frequencies of 48, 60 and 80 kHz. The center of the cube was near 
eye level for subjects standing in the middle of the bottom of the cube. By using a 
large field system, we ensured that the eye coils only moved within a nearly 
homogeneous region of the magnetic fields (30 x 30 x 30 cm). In this way, the 
orientation of each eye could be measured accurately, unperturbed by eye-coil 
translations. After demodulation, the signals from the eye coils were amplified and 
low-pass filtered (150 Hz) and then sampled at 500 Hz per channel. Data were stored 
on hard disk for off-line analysis.
To calibrate the eye-coils, subjects adopted a straight-ahead head posture and 
fixated a series of randomly presented red light-emitting diodes (LEDs, n=37), attached 
to a screen in front of the subject. The LEDs were arranged in three concentric circles at 
different eccentricities (10, 20 and 30°) with respect to the middle of the subject’s 
eyes. By combining the locations of the stimulus and the reconstructed locations of 
both eyes (using the helmet calibration data), we were able to compute the direction of 
the LEDs with respect to the subject’s eyes. In this way, both eye-coil signals could be 
matched to the corresponding vertical and horizontal LED locations. This procedure 
yielded eye orientation in space (gaze). In this setup, calibration errors were typically 
< 0.5° on average; resolution was < 0.04°.
Two PC’s in a master-slave arrangement controlled the experiment. The master PC 
was equipped with hardware for data acquisition of the search-coil measurements and 
visual stimulus control. The slave PC contained the hardware and software from the 
OPTOTRAK system and collected the IRED data, synchronized with the eye-coil 
sampling.
5.2.3 Experimental paradigm
All experiments were performed in a completely dark room. Subjects were standing 
and were instructed to generate either horizontal or vertical sinusoidal head rotations, 
in separate sessions, with an amplitude of about 10°. A metronome guided subjects in
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order to obtain head rotations at four different frequencies (0.25, 0.5, 1.0 and 1.5 Hz). 
Additionally, two subjects performed 3 Hz vertical head rotations. Before the actual 
measurement started, the subject practised several trials to become familiar with the 
movement task. To ensure the correct movement frequency and amplitude, the subject 
received feedback about his head movement during this practice period. No feedback 
was given during the data collection.
During the head rotations, subjects were instructed to maintain gaze on an earth- 
fixed target. The target was at eye level in front of the cyclopean eye when the head 
was in the straight-ahead position. It consisted of a horizontal/vertical array of four 
small LEDs. The subject was informed that, after a fixed time interval during the data 
collection for each condition, the target would disappear and that he had to continue to 
fixate the remembered target for the same time period. This time interval was 9 s for 
0.25 Hz the movement frequency and 7 s for the other frequencies. Thus a 0.25 Hz 
trial lasted 18 s in total, the other trials took 14 s. Halfway the remembered target 
period, either the two horizontal, or the two vertical LEDs of the target were relit for 20 
ms. At the end of each trial, the subject had to report the observed orientation of the 
two LEDs, which he was only able to do correctly when he had properly fixated the 
remembered target. In this way, we encouraged subjects to keep fixating the 
remembered target. The target was presented at four different viewing distances of 
approximately 1.5 m, 1 m, 0.5 m and 0.2 m. Since the subject inevitably moved in 
space during a trial, the actual target distance varied by a few centimeters. During each 
trial, the movement of the head and the responses of both eyes were continuously 
measured, together with the location of the target. Some rest was provided between 
two trials. The complete experiment consisted of 16 different conditions (4 frequencies 
x 4 target distances). Each condition was tested more than once in most subjects. The 
total experiment lasted for about 40 min. Three subjects were tested on two different 
days to check day-to-day reproducibility.
5.2.4 Data analysis
Data analysis was performed using programs written in MATLAB software (The 
Mathworks Inc.). After low-pass filtering at 25 Hz, the OPTOTRAK data, obtained at 
100 Hz sampling rate, were interpolated linearly to match the 500 Hz sampling rate of 
the search coil system. Calibrated eye-in-space orientation signals were low-pass 
filtered at 75 Hz (FIR filter, Matlab). Eye-in-head orientation was calculated by 
subtracting head orientation from eye-in-space orientation. Strictly speaking, since 
rotations do not commute in three dimensions, this subtraction is only allowed for one­
dimensional conditions, which were carefully observed in this study (errors < 2°).
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Saccade detection was performed on the eye-in-space orientation signals on the 
basis of separate velocity and acceleration/deceleration criteria for saccade onset and 
offset, respectively. All detection markings were visually checked by the 
experimenter, and could be interactively changed, if deemed necessary.
The signals required for perfect gaze stabilization were determined using the 
instantaneous locations of both eyes with respect to the target (using OPTOTRAK data), 
from which the ideal eye-in-space orientations could be calculated. Likewise, the ideal 
eye-in-head orientation signals were also computed from the OPTOTRAK data.
In the present study, we describe binocular gaze stabilization in a coordinate system 
that distinguishes eye movements in direction (version) from eye movements in depth 
(vergence). Version angle (conjugate part) was computed from left (L) and right (R) 
eye-in-head orientation data as (L+R)/2; vergence angle was calculated as (L-R). The 
vergence signal, the angle between the gaze directions of the two eyes intersecting at 
the target, provided a measure of the fixation distance of the subject. Vergence was 
expressed in m-1, or meter-angles (MAs), the reciprocal of fixation distance (Telford et 
al. 1997). For example, 4 MA would be required for fixating a target at 25 cm. Ideal 
version and vergence angles were computed based on the OPTOTRAK data, which 
provided information about the location of the head, the eyes and the target.
For the binocular analysis, eye and head orientation signals were digitally 
differentiated using a two-point differentiation technique to obtain velocity signals. 
Using the velocity signals, we performed the same analysis as described in Paige et al. 
(1998). Individual cycles in the response traces were identified on the basis of the 
zero-crossings in the angular head velocity signal. We excluded cycles starting in the 
first second of the trial and those ending in the last second of the trial. Also cycles 
which started within 250 ms after target switch-off were discarded from further 
analysis. In the remaining cycles, saccadic epochs were identified in the eye velocity 
data, before the data were subjected to harmonic analysis. A least-squares sinusoidal 
fit to the fundamental frequency, performed on each cycle excluding the saccades, 
served as the basis to obtain the response parameters gain and phase. Response gain 
was defined as the ratio of peak conjugate eye velocity (°/s) and peak angular head 
velocity (°/s). Response phase was taken as the phase of conjugate eye velocity 
relative to the phase of the head velocity. These response parameters of the recorded 
signals were compared to the ideal response parameters, to obtain a measure for the 
performance in each subject. Furthermore, we investigated the effect of fixation 
distance by relating the vergence angle (in MA) to the response parameters for each 
cycle.
Finally, to calculate the amount of retinal slip during each trial, we subtracted the 
actual gaze velocity signals from the required gaze velocity signal. The resulting signal
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was low-pass filtered at 10Hz (FIR filter, Matlab) before taking the root-mean-square 
(RMS) velocity of image slip (Crane and Demer 1997).
5.2.5 Kinematic specification of ideal VOR responses
For the exceptional case that the rotation axes of the head and eye coincide, the 
ideal VOR gain for fixating a space-fixed target equals one, i.e. negative eye velocity 
equals head velocity. When the eyes are located eccentrically from the head rotation 
axis, the compensatory eye movements have to account for the rotation of the head as 
well as for the corresponding eye translations relative to the target. Of course, when 
the target is far away, eye-translation effects are negligible, and the ideal VOR gain 
would be one. When the target comes closer, it can be shown that the magnitude of the 
required compensatory eye movement has a nonlinear relation with the distance of the 
eye to the rotation axis (ocular eccentricity), as well as with target distance and target 
eccentricity (Hine and Thorn 1987; Viirre et al 1986; see Chapter 1, section 1.4).
For small head rotations and for a target at straight-ahead, the required VOR gain 
can be approximated by G = 1 + r/ D , with r  the distance of the eye to the rotation axis 
and D the distance of the target to be fixated (Paige et al. 1998; Telford et al. 1998). 
Because in the present study the deviations from linearity remained small (< 2% for 
target distance beyond 20 cm), we analyzed our data by fitting a straight-line to 
characterize both the ideal and measured gain-vergence relationships, shown in Figure 
5.4. In this linear relationship, the slope defines the additional compensation needed 
for the eye to incorporate the context aspect, whereas the intercept denotes the 
compensation for head rotation (Telford et al. 1998).
5.3 Results
We will first describe the quality of gaze stabilization during voluntary horizontal 
head rotations. To introduce the topic, we first examine the monocular signals by 
comparing the actual responses of each eye to the signals required for perfect 
stabilization. Subsequently, we express the data in terms of a binocular coordinate 
system, using version and vergence, to quantify the subject’s responses.
5.3.1 Qualitative observations
Monocular signals. Figure 5.1 presents the results of a subject making roughly 
sinusoidal horizontal head rotations of about 1 Hz while fixating a near target at about
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20 cm. The data were collected during the 6 s fixation period of a visual target, 
followed by another 6 s when the subject was attempting to look at the remembered 
target location, i.e. after the target was switched off. The upper panel depicts the 
orientation of the head as a function of time. The second panel shows the measured 
orientations of the two eyes relative to the head during the movement (bold traces) 
superimposed on the signals required for perfect gaze stabilization (thin traces) which 
were computed on the basis of the OPTOTRAK data, as explained in METHODS. During 
the visual target period, the measured and required eye orientation signals match so 
closely that they are hardly distinguishable. Performance becomes clearly worse 
during the remembered target period as indicated by the intrusion of small saccades or 
quick phases, which are most prominent in the eye angular velocity traces (see fourth 
panel). The bold traces in the third panel illustrate the recorded gaze signals of each 
eye (eye in space) together with the optimal gaze signals (thin traces). The fact that 
optimal performance necessitates gaze changes as a function of time, although the 
target is fixed in space, is due to eye translations with respect to the near target. The 
eye translations result from the fact that the head rotation axis is well behind the eyes 
during natural head rotations (see Chapter 2). In the visual target period the measured 
gaze signals almost perfectly match the optimal gaze signals by compensating for eye 
translation. Although performance becomes less ideal after target offset, the gaze 
excursions still continue to realize a considerable percentage of what is required to 
maintain fixation of each eye on the near target. The fact that the VOR gain is larger 
than 1 is illustrated in the fourth panel, which shows that the amplitude of the angular 
velocity of the eyes exceeds that of the head. The bottom panel shows the linear 
velocities of the two eyes along the (horizontal, body-fixed) y-axis direction together 
with the linear velocity of the interaural center (i.e. the location midway between the 
two ears). The linear velocity of the eyes exceeds the velocity of the interaural center, 
simply as a consequence of the larger distance of the eyes relative to the head rotation 
axis. Linear velocities of eyes and interaural center are in phase due to the fact that the 
rotation axis is located behind the interaural center (about 0.5-1 cm).
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— F ig u r e  5.1 Gaze stabilization during active sinusoidal horizontal head movements (1 
Hz) while fixating a target at approximately 20cm. The first 6 s show data for the visual 
target condition; the last six 6 s present data after target offset. The upper panel shows the 
head orientation (in °) during the movement. The second panel shows the measured eye 
orientation signal of the two eyes (bold) superimposed on the ideal eye orientation signals 
(thin, based upon o p t o t r a k  measurements). When the target is visible, measured and 
required eye orientation signals match almost perfectly. During the remembered target 
period, performance becomes less ideal and several saccades can be identified. The third 
panel shows the measured gaze (eye in space) excursions of the right (R) and left (L) eye 
together with the corresponding ideal signals. Although performance becomes worse after 
target offset, considerable modulations in gaze can still be observed. In the three upper 
panels, positive orientations indicate leftward rotations. In panels 2 and 3, the zero 
baselines correspond to looking straight-ahead of the eye within the head and of the eye in 
space, respectively. The fourth panel shows that the negative velocity of each eye exceeds 
head velocity, thereby partially compensating for translation of the eyes due to the head 
movement. The bottom panel, showing that the linear velocities of the eyes and interaural 
center are in phase, indicates that the rotation axis must have been located behind the 
interaural center. Subject: SP.
At first glance, the fourth panel suggests that the angular velocities of the two eyes are 
virtually the same. However, upon closer inspection subtle but consistent differences 
become apparent, as can be seen in Figure 5.2. The upper panels illustrate that ideally 
the angular velocity signals of both eyes must be slightly different, which of course is 
valid for both the visual target and the remembered target condition. This difference is 
required due to the different locations of the two eyes relative to the target. Closer 
scrutiny of the actual data shows similar differences between the left and right eye 
traces. This effect becomes more clearly visible when the angular velocity of the left 
eye is plotted against that of the right eye. Small figure-eight patterns can be discerned 
in the data for both the visual target and the remembered target condition, mimicking 
the patterns (gray lines) required for optimal gaze stabilization (see Fig. 5.2 lower 
panels). In this respect, the human data is in correspondence with the passive monkey 
data reported by Viirre et al. (1986).
Binocular signals. To view the data from a different perspective, we expressed the 
eye orientation data in a binocular coordinate system by making a distinction between 
the conjugate part (version) and the disconjugate part (vergence) in the movements of 
the two eyes (see METHODS). Figure 5.3 shows the data of Figure 5.1 in this 
coordinate system. The upper panel shows the actual version component of the eyes, 
which is superimposed on the ideal conjugate response, computed from the OPTOTRAK 
data. There is an almost perfect match between measured and ideal version signals in 
the visual target condition but performance deteriorates after target offset. The second 
panel illustrates the disconjugate or vergence state of the two eyes. Measured vergence
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F ig u r e  5.2 Upper panels: due to geometry requirements, the two eyes have to move 
differently to keep them fixed on the target (left visual target; right remembered target). 
Same data as in Figure 5.1. The measured eye signals follow the required pattern (see 
middle panels), both in the visual and remembered target condition. Bottom panels: when 
plotting measured left-eye velocity versus measured right-eye velocity small figure-eight 
loops appear, which follow the patterns (gray lines) required for optimal performance.
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F ig u r e  5.3. Binocular signals. Same data as Figure 5.1 presented in binocular coordinates. 
The upper panel shows actual version (conjugate part) superimposed on required version, 
computed using the o p t o t r a k  data. The modulations in the measured vergence signal 
(disconjugate part) nicely match the required modulation (second panel). The third panel 
shows that the conjugate movement of the eyes in space (i.e. conjugate gaze) is in close 
correspondence to the required signal when the target is visible, but deteriorates after target 
offset. The lower two panels show the velocity signals of version and vergence 
superimposed on the required velocity signals. The fact that vergence velocity follows 
required vergence velocity indicates that both eyes move differently.
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shows modulations that correspond nicely to required vergence in the visual target 
condition. This panel shows a less ideal behavior and a clear vergence drift after target 
offset. Note also that there is a striking double-frequency modulation of the vergence 
component, compared with the corresponding 1 Hz version modulation. Due to the 
rotation of the head about a posterior axis the eyes trace a circular path in space, 
causing a variation in target distance during both the leftward and the rightward 
movements of head rotation, which necessitates a double-frequency modulation of the 
vergence component. The third panel shows modulation of conjugate gaze direction, 
which is roughly in line with the optimal gaze during vision of the target, but decays 
considerably in the remembered target condition. The fourth panel shows that 
measured version velocity exceeds angular head velocity both for a visible target and 
after target offset. The bottom panel shows that vergence velocity follows more or less 
the required velocity, albeit with a small time delay, again indicating that left and right 
eye move differently.
5.3.2 Quantitative analysis of VOR performance
To characterize the stabilization performance of the version component 
quantitatively, we parsed the data by stimulus condition, movement frequency, and 
vergence angle, and calculated gain (peak version velocity divided by peak head 
velocity) and phase (phase difference between version velocity and head velocity). We 
first examined the gain and phase of version as a function of fixation distance. To 
obtain the latter, vergence was expressed in MA (see METHODS and Telford et al.
1997). Figure 5.4 shows gain and phase as a function of vergence for all movement 
frequencies tested in subject SP. Open circles (o) represent visual target data whereas 
filled circles ( • )  correspond to data after target offset. For all movement frequencies, 
the gain data scatter along a straight line with a positive slope, implying a larger gain 
for more nearby targets as required for perfect gaze stabilization. in the visual target 
condition ( ) the gain of the measured version eye movements is in close 
correspondence to the ideal gain (dashed line; reconstructed from OPTOTRAK data). 
Stabilization performance for the remembered target condition ( ) shows obvious 
context compensation (slope is positive), but the amount of compensation is clearly 
less. Also, the scatter of the data for the remembered target condition is larger 
compared to that in the visual target condition. The bottom panels show the phase of 
version eye velocity with respect to head velocity, demonstrating that version eye 
velocity lags head velocity only by a small amount in both target conditions (~ 2°), 
which remains more or less constant across all movement frequencies and vergence 
angles.
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F ig u r e  5.4. Gain (upper panels) and phase (bottom panels) during voluntary horizontal 
head rotations at various frequencies, plotted as a function of vergence angle for both 
visual (o) and remembered ( • )  target fixations. Subject: SP. The gain data scatter along a 
straight fit line with a positive slope, indicating a larger gain for nearer targets. The ideal 
required gain-vergence relationship is given by the dashed line. Note that these lines were 
not obtained on an assumption or a direct measurement of the distances of the eyes relative 
to the rotation axis. Using the o p t o t r a k  system, it was possible to determine the locations 
of subject’s eyes in space with respect to the location of the target. Accordingly the ideal 
eye-in-space orientation was computed and, in combination with head orientation, the ideal 
VOR gain for that particular fixation distance could be determined. For visual targets, the 
gains closely match the ideal gain. Although performance becomes worse after target 
offset, there is still a clear amount of context compensation (slope of the fitted line 
positive). With regard to the phase behavior, the data demonstrate that version eye velocity 
lags head velocity by only a limited amount for all movement frequencies.
Regression analysis. We performed a linear regression analysis to quantify the gain- 
vergence relationship (see METHODS and Paige et al. 1998). Since this analysis was 
done on a cycle-to-cycle basis, the number of data points in the regression is 
dependent on the movement frequency with higher frequencies yielding more data 
points during the same recording time. As a consequence, the smaller data set for the 
0.25 Hz movement frequency renders the computation of the gain-vergence 
relationship for this frequency less reliable. The solid lines in Figure 5.4 (upper panels) 
represent the gain-vergence regressions for this subject. The slope of the fitted line 
defines the gain change as a function of vergence and characterizes the VOR 
compensation for the fact that the eye translates with respect to the target. The 
intercept determines the gain at zero vergence. The dashed lines (partly hidden) show 
ideal performance. For all frequencies, the slope of the fitted line is steeper for fixation
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of visual targets than after target offset, indicating better compensation for eye 
translation in the visual target condition than in the remembered target condition. 
Since subjects had slightly different distances of their eyes relative to the head rotation 
axis (due to a different head geometry), the slope corresponding to optimal 
performance revealed small variations among subjects. To normalize the amount of 
translation compensation, we computed the ratio of measured slope and ideal slope 
(based on the OPTOTRAK data) for both target conditions. This ratio shall be termed 
context compensation gain (context gain for short) to express how actual performance 
compares with ideal performance. Accordingly, perfect performance corresponds to a 
context gain of 1.0. In the data of Figure 5.4, the context gain for visual targets varies 
between 1.1 and 1.0 across frequencies. The context gain for remembered targets was 
well below unity, ranging from 0.4 to 0.6.
The intercept of the gain-vergence relationship corresponds to the gain for a target 
at infinity. It represents the gain for rotation compensation only, and will be called 
default gain. This default gain is closely related to the traditionally measured VOR 
gain, and should be equal to one in the ideal case on the basis of geometric 
considerations (see METHODS). As shown by the intercept of the regression lines at 
vergence zero in Fig. 5.4, the default gain in subject SP is indeed close to one, ranging 
between 0.98 and 1.00 without a clear hint of dependence on either target condition 
(visual vs. remembered target) or movement frequency.
We also examined the relationship between VOR phase and vergence by 
performing a regression analysis. Note that ideally, the phase angle should be zero. For 
subject SP, as shown in Figure 5.4 (lower panels), the mean phase delay was about 2° 
across all frequencies, and the correlation between phase and vergence in the visual 
target condition was only significant for 1.0 and 1.5 Hz movement frequencies (1.0 
Hz: r=-0.38, p<0.05, n=122 and 1.5 Hz: r=-0.40, p<0.05, n=178). In the remembered 
target condition, we found a small but significant correlation for the 1.5 Hz movement 
frequency (r=-0.21, p<0.05, n=158). Unlike the gain, the phase was not significantly 
related to vergence (except in one subject) and will therefore be expressed by the 
average across vergence for each frequency and stimulus condition (target on/off).
5.3.3 Comparison of subject performance
Figure 5.5 shows the context gain (with standard deviation) for all subjects and all 
movement frequencies. The white bars indicate performance in the visual target 
condition, the black bars represent the performance after target offset. The first six 
column pairs show the data from individual subjects whereas the population mean is 
given in the seventh column. In the visual target condition, the figure shows quite
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F ig u r e  5.5. Context gains of all six subjects for horizontal head rotations. White bars: 
visual target condition, black bars: remembered target condition. The average context gain 
across all subjects is given in the seventh column. Error bars depict standard deviation. 
Ideal context gain (dashed line) equals 1.0.
some variability among subjects for the lower frequencies, which is probably related to 
the small number of data points available for the regression analysis for lower 
frequencies (see above). This is also reflected in the larger standard deviation in the 
data for 0.25 Hz. On average, however, the context gain is near one for all frequencies 
tested, indicating near-ideal gaze stabilization on visual targets in this frequency range. 
It ranges from 0.98 ± 0.22 (mean ± SD) at 0.25 Hz to 0.91 ± 0.12 at 1.5 Hz, with an 
overall mean value of 0.95 ± 0.03. An ANOVA did not reveal a significant 
relationship between context gain and movement frequency (F(3,15)=0.59, p=0.63). 
For the remembered target condition, the mean context gain (across all frequencies) is 
0.57 ± 0.04. This value is far from ideal, but still indicates the existence of a clear 
amount of context compensation. As in the visual target condition, there is no
1
0
1
0
0
1
0
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significant relation between context gain and movement frequency for the remembered 
target condition (ANOVA F(3,15)=0.22, p=0.88). The differences between the data in 
the visual target and remembered target condition appeared to be highly significant 
(ANOVA F(1,23)=46.1, p<<0.001).
Figure 5.6 summarizes all three response parameters. The upper panel shows the 
mean context gain and the middle panel plots the default gain as function of movement 
frequency for both visual and remembered target conditions. In the case of ideal 
performance, we would expect a default gain of one (see METHODS). The measured 
default gains appear to be close to one in all cases, indicating that the VOR had close 
to ideal default settings for targets at infinity, both for a visual and remembered target. 
The default gain had a mean value of 0.98 ± 0.01 in the visual target condition and 
0.97 ± 0.01 in the remembered target condition when averaged across subjects and 
movement frequencies. The difference between the visual and remembered target 
condition was not significant (ANOVA F(1,23)=1.87, p=0.19). Furthermore, an
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ANOVA revealed no significant relationship between default gain and movement 
frequency in either target condition (visual targets: F(3,5)=0.39, p=0.76; remembered 
targets: F(3,15)=0.77, p=0.52).
In the lower panel of Figure 5.6 we show the phase values (± SD), averaged across 
all subjects, of version velocity relative to head velocity for all movement frequencies. 
In virtually all subjects, we found a phase lag of version eye velocity relative to head 
velocity but the phase lag was small in all conditions, with a maximum value of 4° in 
subject AB. We did not find a significant relation between phase and movement 
frequency, neither in the visual target condition (F(3,15)=2.34, p=0.11) nor in the 
remembered target condition (F(3,15)=0.99, p=0.42). The differences between the 
phase in the visual and remembered target condition are not significant (ANOVA 
F(1,23)=1.61, p=0.22).
5.3.4 Retinal slip
Up to this point, we analyzed the subject’s stabilization performance using eye-in- 
head and head velocity signals. As shown in Figure 5.6, we found small phase 
differences between negative eye angular velocity and head angular velocity in both 
context conditions. These phase differences may not be negligible since the phase 
differences shown in Figures 5.1 and 5.3 (panels 3) between measured gaze and 
optimal gaze seem consistent and significant. In principle, such a phase difference 
between measured gaze and ideal gaze could induce considerable retinal slip (even 
with optimal gains). This could affect visual perception of the target since visual acuity 
is compromised already by just a limited amount of retinal slip (> 2-4 °/s, see Barnes 
and Smith 1981). To explore this possibility, we computed the amount of retinal slip 
on the basis of the required and measured gaze velocity signals (see METHODS). Figure 
5.7 presents retinal slip velocity (RMS value over the range 0-10 Hz) as a function of 
vergence for each movement frequency pooling data from all subjects. The data reveal 
a positive correlation between retinal slip velocity and vergence for both the visual 
target and remembered target condition. The correlation varied between 0.6 and 0.71 
for visual targets and ranged from 0.36 to 0.63 after target offset, and was highly 
significant in all conditions (p<0.01), yet significantly smaller than 1. In the presence 
of visual feedback retinal slip appeared to be smaller than approximately 4 °/s. 
Without visual feedback, virtual retinal slip velocity is larger, reaching values that 
would clearly blur vision.
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F ig u r e  5.7 Retinal slip velocity (RMS value) of the version component as a function of 
vergence angle for various movement frequencies. Note that vergence signals were left out 
of consideration. Pooled data from all subjects. Left, visual target condition, right. 
remembered target condition. For visual targets, retinal slip velocity remains below 4 °/s 
(dotted line), whereas for remembered target it reaches values which would clearly blur 
vision. Fitted lines reveal a significant positive correlation between retinal slip velocity and 
vergence angle.
5.3.5 VOR performance during vertical head rotations
We also tested five subjects making vertical head rotations. We applied the same 
analytic approach as above by using the binocular signals and quantifying the gaze 
stabilization performance on the basis of the context gain, the default gain, and the 
mean phase as a function of movement frequency. In short, the context gain quantifies 
how well the subject compensates for translation of the eyes relative to the target and
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the default gain represents the gain at zero vergence, thus compensating for the 
rotational aspect of the movement. Additionally, two subjects performed vertical head 
rotations at a movement frequency of 3 Hz. The mean results are given in Figure 5.8.
The upper panel depicts the context gain as a function of movement frequency. In 
the visual target condition, the context gain is not significantly different from one for 
movements < 1.5 Hz (t-test, p<0.05) indicating a near ideal stabilization performance. 
In the two subjects who performed 3 Hz movements, the results indicate a clear 
decrease in context gain to a value near 0.75. The context gains in the remembered 
target condition are significantly lower than those in the visual target condition 
(ANOVA F(1,4)=21.7, p<0.01). In the dark, for frequencies < 1 Hz the context gain 
scatters around a value of about 0.8 and decreases to about 0.5 for the 3 Hz movement 
frequency. So, just as for horizontal head rotations, there is context compensation for 
vertical head rotations both with and without visual feedback of the target. In the 
visual target condition, the differences in context compensation between vertical and 
horizontal head rotations are not significant (ANOVA F(1,41)=1.47, p=0.47).
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Strikingly, context compensation in the dark is significantly better for vertical than for 
horizontal head rotations (ANOVA F(1,41)=14.3 p<0.001).
The default gain remains close to one, as shown in middle panel of Figure 5.8. In 
both target conditions (visual and remembered), the default gain (averaged across 
subjects) is not significantly different from one, for any of the frequencies tested (t- 
test, p>0.05). Across frequencies however, an ANOVA revealed significant 
differences between the default gains in the visual and remembered target condition 
(ANOVA F(1,4)=7.8, p<0.05). Furthermore, with respect to the results of the 
horizontal head rotation experiment, the differences in default gain for horizontal and 
vertical head movements appeared to be significant for the visual target condition 
(F(1,41)=8.2, p=0.01), but not for the remembered target condition (F(1,41)=2.1, 
p=0.32).
Finally, the lower panel shows the phase of version eye velocity relative to head 
velocity, indicating a phase lag in the range between 1° to 4° in all conditions tested. 
In general, the differences in phase between visual and remembered target conditions 
are not significant (ANOVA F(1,4)=0.96, p=0.38). In comparison to the results of the 
horizontal head rotation experiments, there are no systematic differences in phase 
either during visual target fixation (F(1,41)=3.8, p=0.12), or in the remembered target 
condition (F(1,41)=4.1, p=0.10).
Day-to-day reproducibility. To check day-to-day reproducibility, we repeated the 
entire vertical head rotation experiment in two subjects (PM and AB). Although some 
small intrasubject differences in context gain and phase could be observed, the data of 
the experiment on day 2 were generally similar in both subjects and showed the same 
tendencies as in the first experiment.
5.4 Discussion
5.4.1 Recapitulation of main results
In this study we investigated human gaze stabilization in near vision during self­
generated head rotations in pitch and yaw in order to characterize the quality of 
context compensation in the active VOR. Our approach was to accurately measure 
both the binocular gaze signals and the head angular velocity to determine the gain and 
phase of the VOR, using a binocular coordinate system. Since we also measured the 
translation of the eyes relative to the target, the requirements for ideal VOR 
performance could be established. In this fashion, we were able to quantify the effects
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of target distance and the availability of visual feedback on the gain and phase of the 
VOR for various movement frequencies.
The results demonstrate that, for frequencies up to 1.5 Hz, the VOR for both pitch 
and yaw movements behaves nearly perfectly in the presence of visual feedback. In its 
absence, VOR behavior is clearly less perfect, indicating the loss of a visual 
component. However, a significant influence of target proximity could be clearly 
established, even in the absence of visual feedback.
As expected on theoretical grounds, the gain of the VOR appears to be linearly 
related to target distance, as derived from vergence angle. A linear regression on the 
gain-vergence relationship yielded a positive slope, indicating that VOR gain 
increased with target proximity. Relating this slope to the slope required for ideal 
stabilization provided a measure for the amount of context compensation (context 
gain) in the VOR. The intercept obtained from the regression yielded the VOR 
response at zero vergence (default gain) and specified the gain of the VOR for fixation 
on targets at infinity.
The context gain was near one under visual feedback, and significantly smaller in 
darkness. In darkness, context gains were higher for vertical (near 0.8) than for 
horizontal head rotations (about 0.6). For both movement situations and target 
conditions the default gain was close to one, indicating that the active VOR has almost 
ideal default settings for targets at infinity, even in the absence of visual feedback. In 
the next sections we relate our results to previous active and passive studies, review 
possible mechanisms for context compensation in the active VOR, and discuss how 
our analysis may provide a framework to explore current hypotheses concerning 
monocular/binocular VOR control.
5.4.2 Relation to previous studies on voluntary head movements
The first question to be faced is how our findings relate to the results of previous 
active studies. As we noted in INTRODUCTION, the existing literature is divided about 
the question of whether the human active VOR shows context compensation. The gain 
increase observed by Hine and Thorn (1987) for both visual and remembered near­
target viewing during natural horizontal head rotations is consistent with the present 
findings in the sense that both studies found context compensation. However, their 
measurements, based on monocular EOG recordings, without documenting the 
complete kinematics of the eye and head motion, did not allow them to relate the 
actual gain to ideal VOR gain. In other words, the precise value of context gain in their 
study remains unknown. In the present study we collected all relevant eye-head
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kinematics data, which allowed us to specify the requirements of the VOR on a 
moment-to-moment basis for each eye separately.
Crane and Demer (1997), measuring the gain of the VOR during both active 
sinusoidal pitch and yaw movements for targets at distances of 500, 150, and 100 cm., 
did not find a relationship between VOR gain and fixation distance in darkness. At 
first glance, this may seem to contradict the results from our study but closer 
inspection of the data resolves this discrepancy. With the smallest target distance of 1 
m used in the study by Crane and Demer, compensation effects are just too small to 
reveal a systematic relationship. This is illustrated in Figure 5.4, where data from 
targets beyond 1 m (vergence values < 1 MA), considered in isolation, would not 
support the claim of an overall systematic gain-vergence relationship due to scatter of 
the data. We conclude that the results of the present study, establishing context- 
compensation in the active VOR, clarify the confusing picture emerging from the 
previous active VOR studies.
5.4.3 Relation to passive studies
Another obvious question that needs to be addressed is whether the VOR is better 
for active head movements than for passive head movements and, if so, in which 
respect. We are aware that comparing our results with those of corresponding passive 
studies should be done with caution, because the answer obtained may well depend on 
the nontrivial question of how the proper control experiment should be designed. In 
fact, the perfect passive VOR control experiment for our study may even be hardly 
feasible. For example, passive studies involving whole-body rotations avoid 
proprioceptive inputs from neck muscles and motor efference copies to the VOR, 
which might be available during active head rotations. Unfortunately, most passive 
studies in which the head was rotated on the trunk, either manually (Thurtell et al. 
1999) or by a helmet motor (Tabak and Collewijn 1994; Tabak et al. 1997), did not 
focus on near vision aspects in the VOR. The recent head-on-trunk rotation study by 
Collewijn and Smeets (2000) is a rare exception. A further point concerns the location 
of the passive rotation axis, which is unlikely to match the natural location of the head 
rotation axis unless special precautions are taken (e.g. Paige et al. 1998). Chapter 2 
shows that for horizontal head rotations (yaw) the location of the head rotation axis 
remains fixed at a point about 1 cm behind the center of the interaural axis. For 
vertical head movements the situation is even more complex since the head rotation 
axis, located below the interaural center, does not stay fixed, but moves up and down 
along the neck by an amount dependent on movement amplitude.
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VOR studies in far vision. Despite these reservations, to properly relate our results 
to the results of passive studies, we should compare all three measures; context gain, 
default gain, and phase. Studies on the gain and phase of the VOR in far vision, where 
context compensation is not needed, can be related to our default gain and phase 
results. The general picture emerging from these studies is that for both horizontal 
(Tabak and Collewijn 1994) and vertical (Demer 1992; Demer et al. 1993) head 
rotations the passive default VOR gain is close to one in vision, closely resembling the 
active default gains. In contrast, the passive default VOR gain is usually below unity in 
darkness, while the active default gain remains close to compensatory. The fact that 
the active default gain was close to one in all conditions tested in this study indicates 
that it is not dependent on visual mechanisms.
With regard to the phase behavior, most passive studies reported rather small phase 
lags (at least for the movement frequencies in our study) for both directions of head 
movement, which do not deviate from the results of the present study. In other words, 
the phase results of our active study are not better than those in passive studies. For a 
more extensive discussion with regard to the interpretation of the phase delays, see 
section ‘Binocular control of the VOR‘ below.
Horizontal VOR studies in near vision. Natural head rotations always involve eye 
translations, which require the ideal VOR gain to vary with the location of the axis of 
rotation and viewing distance. Recalling our findings of a clear amount of context 
compensation, default gains near one, and small phase delays both in vision and in 
darkness, we continue our comparison by concentrating on the VOR in near vision 
starting with horizontal movements. Several passive studies have shown that target 
distance significantly influences the gain of the VOR during eccentric head rotations 
(Crane et al. 1997; Snyder and King 1992; Viirre et al. 1986). These results are 
qualitatively in correspondence with the present results. Although a thorough 
quantitative comparison is difficult, we made an effort to roughly estimate the values 
of the context and default gain during eccentric head rotations (i.e. rotation axis 20 cm 
behind the eyes which is about 12 cm behind the otoliths) using the VOR data of 
Crane et al. (1997). In that study, both gains are near one for vision, whereas in the 
dark the gains clearly decreased to values of 0.14 for context gain and 0.97 for the 
default gain (estimated at 1.2 Hz movement frequency). Paige et al. (1998) took 
precautions to rotate their subjects passively about the natural yaw rotation axis, taken 
to be a few mm behind the otoliths. They reported that VOR performance was nearly 
perfect with visual feedback, consistent with the present results. In the dark, however, 
these authors found no evidence for context compensation in the passive VOR (context 
gain was actually negative) for low frequencies. In darkness, we found a clear amount 
of context compensation, possibly suggesting that during self-generated head rotations
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in yaw additional nonvestibular signals may come into play in human gaze 
stabilization.
Vertical VOR studies in near vision. So far, passive studies on the VOR in near 
vision allowing a direct comparison with our natural pitch rotations are not available. 
Even the study performed by Viirre and Demer (1996) does not resemble natural pitch 
movements, since they measured the VOR gain for near targets during passive vertical 
rotations around rotation axes along the anterior-posterior axis, whereas during natural 
pitch rotations these axes are located in a vertical plane in the neck region (see Chapter 
2). In the light, their context and default gains were about 0.7 and 0.9, respectively, 
which tend to be lower than the values found in our study. In the dark, the two studies 
differ more strikingly. Even though Viirre and Demer (1996) reported a slight 
dependence of the VOR gain on target distance, overall performance was poor with 
overall gains even remaining well below 1.0. By estimation, their context gain was 
near 0.2 and the default gain about 0.73 (at 1.2 Hz movement frequency). By contrast, 
we found near-unity default gains and evident context compensation, even higher than 
the amount of compensation for horizontal head rotations, which clearly indicates that 
the active VOR performs better for vertical head movements than the passive VOR.
In conclusion, both the active and passive VOR behave similarly in the presence of 
visual feedback. In the dark, the active VOR clearly performs better both with regard 
to the default gain and the context gain. In the next section we will address possible 
mechanisms which allow the active VOR to achieve its superior performance.
5.4.4 Mechanisms for context compensation in the VOR
An important aspect in comparing performance of the active and passive VOR 
concerns context compensation. We now briefly discuss three different mechanisms 
for VOR context compensation during active head rotations.
Visual contribution. Our experiments with a remembered target have revealed a 
sizeable amount of context compensation. Yet, the finding that context compensation 
is better for visual targets than for remembered targets, implies the involvement of 
visual contributions during near visual target fixations (Barnes 1993; Barnes et al. 
1978; Koenig et al. 1986; Tomlinson et al. 1980). A limitation of visual tracking 
systems like the optokinetic system and the smooth pursuit system is that their gain is 
not perfect and that they are slow. A non-unity smooth pursuit gain (Barnes 1993) 
might explain the small retinal image slip, observed in this study, especially in near 
vision where retinal target velocity increases (Figure 5.7). Considering that smooth- 
pursuit cannot be maintained for more than 1 s in darkness, other mechanisms must
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have been responsible for maintaining a fair amount of context compensation in the 
remembered target experiments.
Canal-otolith interaction. Earlier studies have already extensively discussed how 
purely vestibular mechanisms can increase the gain of the VOR for near targets. 
During natural head rotations eye translations occur simultaneously with otolith 
translations (see bottom panel in Figure 5.1), since the rotation axis is located 
eccentrically from both the eyes and the otoliths. Several studies have suggested that 
otolith input is scaled with inverse target distance to account for the observed VOR 
responses in near target viewing (Crane and Demer 1999; Crane et al. 1997; Paige et 
al. 1998; Telford et al. 1997; Viirre and Demer 1996; Viirre et al. 1986). Telford et al. 
(1996, 1998) investigated the VOR responses in monkeys during angular, linear and 
combined stimulation, and concluded that the canal-otolith contributions add linearly 
(see also Crane and Demer 1999). The various passive studies suggest that VOR 
context compensation is only a very modest fraction of what would be needed in ideal 
circumstances. This suggests that the canal-otolith contribution is limited.
Efference copy signals. The fact that active VOR performance in the dark is much 
better than in passive studies suggests that nonvestibular signals may help the VOR to 
increase its performance (Barr et al. 1976). Nonvestibular signals such as efference 
copy signals may explain why the context gain and the default gain are higher for 
active than for passive head movements. Several studies interpreted the role of 
efference copy signals during active eye-head coordination as predictive signals, 
which might be maintained also in darkness. These studies showed that predictability 
(or efference copy) improves the compensatory eye movements in healthy normals 
(Schwarz and Tomlinson 1979), in patients with vestibular pathology (Dichgans et al. 
1973), and in monkeys (Dichgans et al. 1974). Finally, the effect of proprioceptive 
input from the neck on gaze stabilization in humans is rather weak and may not be 
helpful for vestibularly controlled eye movements (Dichgans et al. 1973; Mergner et 
al. 1998).
Summary diagram. To conclude our comparison of VOR performance in both 
active and passive movement conditions, we have added a graphical sketch in order to 
highlight possible mechanisms underlying the active/passive differences in vision and 
in darkness (see Figure 5.9). In general, both passive and active studies show the same 
results for the VOR in vision (see upper panels of Fig. 5.9). That is, both the default 
and context gains have values near one, graphically depicted as lines with equal 
positive (ideal) slopes and intercepts at 1.0. In darkness, differences between the active 
and the passive VOR become apparent. The active default gain retains its high value 
(near one), whereas the passive default gain is now generally found to be somewhat 
lower (see lower panels). In the scheme, this difference is attributed to a modest
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contribution of efference copy signals in the active VOR (left-lower panel). The main 
portion of the default gain, however, is due to a contribution from the canals. As the 
schemes emphasize, there are also active-passive differences in context compensation. 
The active context gains in darkness are about three times larger (near 0.6) than 
corresponding passive context gains (near 0.2). The different slopes for the active and 
passive VOR portray this difference in context compensation performance. The 
passive context gains in the dark may reflect canal-otolith interaction contribution 
(indicated by ‘otoliths’ in the diagram). The increase in active context gain in the dark
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is credited again to a contribution of efference copy signals. The remaining difference 
between VOR performance in the dark and in the light, we suggest, is due to visual 
tracking systems (indicated by ‘visual’). The scheme implies that this visual 
contribution is clearly larger during the passive VOR in near vision where the putative 
efference copy contribution is lacking.
5.4.5 Binocular control of the VOR
Our presentation of the experimental data has relied mainly on a description in 
terms of a binocular coordinate system yielding version and vergence signals. This 
descriptive approach by itself says nothing about the problem of how the VOR in each 
eye may be controlled by the brain. Before we can address this issue, it is important to 
establish which version and vergence signals should be expected if the VOR were 
ideal. We first consider the version component upon which we have focused our 
quantitative analysis, so far. This analysis, following the approach used by others 
before (Paige et al. 1998), has quantified the gain of context compensation in the 
active VOR but is not very revealing about the latency of the near-vision adjustments. 
The reason is that the latency of the version signal in conditions with context 
compensation presumably reflects the latency of two underlying signals: the default 
VOR component with a very short latency (Collewijn and Smeets 2000), and a signal 
with a longer latency which incorporates the context compensation. As the amplitude 
of the former is generally much larger than that of the latter, the time delay of the 
context-gain component is hard to determine. To get a better picture, it is necessary to 
look at the dynamic behavior of the context gain component in isolation.
To illustrate how this component could be separated, suppose we had only a single 
eye. When looking at a target at optical infinity, its velocity would have to compensate 
for head velocity with unity gain for the eye to remain perfectly stabilized in space. In 
that case, gaze velocity is zero. For a near target, the eye should also compensate for 
its translation relative to the target, due to its eccentric location relative to the head 
rotation axis. As a consequence, eye velocity now has to exceed head velocity by an 
amount depending on target distance. This increment in eye velocity causes a change 
of gaze, hence the term gaze velocity, i.e.: eye-in-head velocity = -head velocity - gaze 
velocity.
The picture emerging from Figures 5.4, 5.6 and 5.8 is that the VOR has a default 
setting, with a value close to one, which compensates for head velocity in the far-target 
condition. Near targets require an additional boost in gain which manifests itself as 
conjugate gaze velocity (see Figure 5.3). In other words, the gaze velocity signal is a
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direct expression of the context compensation component and it is the time lag in this 
signal that can give us a measure of compensation latency (see below).
Earlier passive VOR studies have suggested that context compensation involves 
delays that are quite considerable compared to the latency of the default VOR, which 
is about 8 ms (Collewijn and Smeets 2000). The implementation of context-dependent 
corrections comes in after longer delays (range 20 to 100 ms; Collewijn and Smeets 
2000; Crane and Demer 1998; Crane et al. 1997; Snyder and King 1992; Viirre and 
Demer 1996). In the context of the present study, it is interesting to check whether 
these delays may be shorter in our actively moving subjects.
Latency aspects o f context compensation in the active VOR. We analyzed the time 
delay of the conjugate gaze signal, both in the presence and absence of a visual target 
by computing the time shift to obtain optimal correlation with the ideally required 
response (i.e. the peak in the cross-covariance function). Only trials yielding 
significant correlations (p<0.05) were considered in the analysis. For visual targets, the 
conjugate gaze delay was 22 ± 21 ms (mean ± SD). For remembered targets this value 
remains more or less the same yielding 28 ± 35 ms. Our value of 28 ms is in the same 
range as found by previous passive studies (Collewijn and Smeets 2000; Crane and 
Demer 1998; Crane et al. 1997; Snyder and King 1992; Viirre and Demer 1996).
The fact that we actually have two eyes at different locations, implies that a single 
signal cannot meet the geometrical requirement for each eye separately: this requires 
independent VOR modulations in the two eyes that vary on a moment-to-moment 
basis. These different VOR modulations were indeed observed in the present study. 
They are expressed in the double-frequency modulations of the vergence signal 
(Figure 5.3) and in the loops shown in Figure 5.2, superimposed on the generally much 
larger common modulations in the version signal. Thus, this study has clearly 
demonstrated the existence of both the common and the disjunctive part of context 
compensation. We checked the time delay of the vergence component using the same 
correlation analysis approach. For visual targets, the average vergence delay was 11 ± 
33 ms. This rather short vergence delay indicates that this compensation effect cannot 
have been visually mediated. Also the fact that the vergence modulation persisted at 
least partially in the dark, with an average delay of 8 ± 26 ms argues against a visual 
contribution. The conjugate gaze delays that we found were somewhat larger than 
those of vergence, both in vision and in darkness.
Monocular or binocular VOR control: modeling aspects. So far, the terms version 
and vergence in the present paper have been used in a merely descriptive sense, 
carefully avoiding any connotation with underlying neural control mechanisms. If we 
are to understand how the system actually works, there comes a point where this 
correspondence question can no longer be postponed. This issue has become the focus
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of recent debate where quite different competing hypotheses are at stake. The classical 
position assumes that the control of binocular eye movements relies on separate 
control systems directly yielding the version and vergence signals emerging from our 
descriptive approach. If this classical scheme is correct, our data imply that context 
compensation in the VOR requires two different mechanisms: a conjugate subsystem 
responsible for the conjugate gaze signal and a disconjugate system responsible for our 
vergence compensation component. Since they are seen as neurally distinct, these two 
subsystems may conceivably have different characteristics, for example in the time 
domain. In theory, it would even be possible to find evidence for correction at the 
conjugate level and none for a vergence component. Anyway, our results, showing that 
both types of compensation exist, rule out this possibility. An alternative scheme, first 
proposed by Viirre et al. (1986) for the VOR and by others on more general grounds 
(Snyder and King 1992; Zhou and King 1998) posits that the movements of each eye 
are generated by separate controllers. If so, logic implies that context compensation in 
such a scheme should also operate for each eye separately in which case our 
distinction between a version and a vergence component of context compensation 
would be a descriptive artifact. In other words, if this reasoning applies, both the 
version and the vergence components of context compensation should show the same 
behavior, both in context gain and in time delay. We checked this by investigating the 
relationship between the gain and delay of vergence (with respect to the required 
vergence signal) versus the gain and delay of the conjugate gaze signal (with respect to 
the required conjugate gaze). We never found a positive correlation indicating that 
both the delays and the gains of vergence and conjugate gaze show independent 
fluctuations. In this sense, this limited analysis suggests that our descriptive distinction 
between a conjugate and a disconjugate component of context compensation may have 
a parallel in the real system. The differences between the vergence delay and the 
conjugate gaze delay can be interpreted in the same fashion. Clearly, more work is 
necessary to establish conclusive evidence concerning monocular/binocular VOR 
control. We suggest that our analytic approach, allowing the crucial signals to be 
isolated, provides a tool to undertake a more detailed study on this issue.
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Chapter 6
Human gaze stabilization during active head 
translations
6.1 Introduction
The vestibulo-ocular reflex (VOR) generates compensatory eye movements that 
serve to stabilize retinal images during movements of the head in space. The literature 
discerns two classes of VORs: the VOR activated during head rotation (rotational 
VOR) and the VOR mediated by head translation (translational VOR, or tVOR for 
short). The rotational VOR has been studied extensively in Chapter 5; the translational 
VOR is the focus of this chapter.
The two types of VOR are mediated the two types of specialized vestibular 
receptors. The semicircular canals respond to the angular acceleration of the head and 
the otolith organs detect linear acceleration of the head, caused by translational 
movements and the pull of gravity.
A complication for the control of the translational VOR is that the otoliths -  the 
linear acceleration sensors -  produce ambiguous information in the sense that they 
respond equally well to both gravity and translational accelerations. Clearly, it would 
be pointless to activate the translational VOR as a result of gravitational forces. So, it 
is essential for the CNS to distinguish head translation from head tilt relative to gravity 
even though the otoliths cannot make this distinction. In the light, the visual system
Adapted from Medendorp W.P., Van Gisbergen J.A.M., Gielen C.C.A.M. 
J. Neurophysiol. submitted
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can help to distinguish between gravitational and translation components due to its 
ability to detect translations out of optic flow information caused by egomotion, at 
least for low frequency movements. In the absence of visual input, it is well known 
that the disambiguation process takes place at a central level in the nervous system. 
The ‘frequency parsing’ model proposes that the distinction is made by filtering the 
otolith signal in different ways in two pathways (Telford et al. 1997; Paige and 
Seidman 1999). According to this hypothesis the brain interprets low-frequency otolith 
input as tilt, whereas high-frequency accelerations are interpreted as due to 
translations. The alternative model, the so-called ‘canal-otolith interaction’ hypothesis, 
combines information from the canals and the otoliths to differentiate between head tilt 
and translation (Angelaki et al. 1999; Merfeld et al. 1999). In short, this hypothesis 
assumes that canal signals are used to estimate the amount of head rotation and the 
estimated direction of gravity. The difference between the output of the otoliths and 
the estimated gravitational component is attributed to head translation. Although there 
is controversy on how otolith disambiguation works, it is generally agreed that the 
translational VOR in the dark is otolith-driven and that its response has high-pass 
characteristics (Angelaki 1998; Baloh et al 1988; Bronstein and Gresty 1988; Bush and 
Miles 1996; Israel and Berthoz 1989; Paige et al. 1998; Telford et al. 1997).
A second point of interest in studies of the translational VOR concerns its complex 
kinematic requirements due to the fact that its compensatory eye movements ideally 
should depend not only on head translation but also on the spatial location of the 
object to be fixated relative to each eye (Angelaki 1998; Paige et al. 1998; Paige and 
Tomko 1991a,b; Schwarz and Miles 1989; Telford et al. 1997). In other words, the 
requirements on the translational VOR are completely determined by the geometrical 
relationship between eyes and target. When the head moves orthogonally to the line of 
sight, simple geometry requires that the ideal tVOR response (expressed in °/cm) is 
inversely proportional to target distance. Accordingly, no compensatory eye 
movements are required when fixating targets at infinity to maintain a stable retinal 
image.
Up till now, all studies focusing on the translational VOR used passive stimulus 
conditions and these studies have shown a far from optimal performance, especially 
for low frequency movements (which corresponds to the high-pass characteristics, 
described above). As far as we know, there are no data about the performance of 
humans during self-generated translational movements. In active movement conditions 
performance might be better since additional sources of information about the 
movement e.g. proprioception, predictive mechanisms, or efference copies, or any 
other source of nonvestibular information, are potentially available to generate the 
appropriate eye movement responses. To fill this gap, this chapter investigates the
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ability of human subjects to maintain binocular fixation on near targets during self­
generated lateral head translations in order to examine whether additional signals 
present during active movement conditions allow the system to optimize retinal image 
stabilization.
6.2 Methods
6.2.1 Subjects
Six human subjects, aged between 20 and 29, gave informed consent to participate 
in the experiments. One subject (PM) was familiar with the purpose of the experiment, 
but his results were not different from those of the other subjects. All subjects were 
free of any known sensory, perceptual, or motor disorders. Details about the setup and 
methods used to measure and analyze eye and head kinematics as well as the general 
paradigm have been described extensively in Chapter 5. Here we provide only a brief 
summary and specify the response parameters that were used to analyze the data.
6.2.2 Experimental procedure
Location and orientation of the head as well as the locations of the ears and eyes in 
space were recorded using an OPTOTRAK 3020 digitizing and motion analysis system 
(Northern Digital). This device tracks infra-red emitting diodes (IREDs), attached to a 
moving object within a pre-calibrated space of ~ 1.5 m . To determine the location of 
the head the subject was wearing a helmet (< 0.25 kg) with four iREDs at the top and 
two IREDs at the backside. Prior to the experiment, the locations of the eyes and ears 
were calibrated with respect to the IREDs on the helmet. During the experiment, data 
were collected using a sample frequency of 100 Hz and stored on hard disk for off-line 
analysis. The coordinates of the IREDs were transformed to the right-handed body- 
fixed coordinate system, as specified in Chapter 5. From the helmet data the positions 
of the ears and eyes in space were computed for each instantaneous head posture on 
the basis of the calibration data. The orientation and location of the head were 
determined with respect to the stationary head-reference posture adopted when the 
subject was fixating straight-ahead (Veldpaus et al. 1988). Head orientations and 
locations could be determined with an accuracy < 0.2° and < 0.2 mm, respectively. 
Binocular horizontal and vertical eye-in-space orientations (i.e. gaze) were measured 
using the search coil technique in a large magnetic field system (3.3 x 3.3 x 3.3m) with
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alternating orthogonal magnetic fields at frequencies of 48, 60 and 80 kHz. After 
demodulation, the signals from the eye coils were amplified and low-pass filtered (150 
Hz) and sampled at 500 Hz per channel. Data were stored on hard disk for off-line 
analysis. The resolution of this recording technique was < 0.04° in all directions.
6.2.3 Experimental paradigm
Subjects were instructed to make sinusoidal horizontal head translations (amplitude 
~ 5 cm) while standing in a completely darkened room. Head translations were made 
along the horizontal shoulder y-axis of the coordinate system. During these movements 
the subject’s feet did not move, since subjects made translational head movements by 
movements in the hip and trunk. The movements were carried out at four different 
frequencies (0.25, 0.5, 1.0 and 1.5 Hz) indicated by a metronome. Before the actual 
measurements, subjects practised some trials to become familiar with the task for each 
movement frequency. No feedback was given during the actual experiment.
During the head translations, subjects were instructed to maintain gaze on an earth- 
fixed visual target (a horizontal/vertical array of four small LEDs, size 0.5 cm), which 
was at eye level in front of the subject’s cyclopean eye when the head was in the 
reference position. In the first half of each trial the target remained visible to the 
subject. Thereafter, the target was extinguished and the subject was instructed to keep 
gaze on the remembered target. In separate runs, the target was presented at four 
different viewing distances of approximately 1.5 m, 1 m, 0.5 m and 0.2 m. A brief rest 
was provided between trials. The complete experiment consisted of 16 different 
conditions (4 frequencies x 4 target distances) and lasted for about 30 min.
6.2.4 Kinematic specification for ideal VOR responses
The requirements on the translational VOR are completely determined by the 
geometrical relationship between eyes and target. When the target is far away, no 
compensatory eye movements are required to maintain a stable retinal image. When 
the target comes closer, it can be shown that the magnitude of the required 
compensatory eye movement has a nonlinear relation with target distance and target 
eccentricity (Schwarz and Miles 1989; Telford et al. 1997). In case the head moves 
orthogonally to the line of sight, simple geometry requires that the eye’s sensitivity 
(i.e. the ratio of compensatory angular eye-in-head velocity ( -  Eh) and translational 
head velocity ( H t )) is given by
S eh = — Eh / H t = 1/ D  (6.1)
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with D the distance of the target relative to the eye and the minus sign indicating that 
the movement is compensatory. Of course, when the two eyes are directed to a single 
target, the head cannot move orthogonally to the line of sight of both eyes 
simultaneously. This implies that both eyes need to move slightly differently, which 
will be explored in more detail in RESULTS (Figure 6.3).
Although we instructed our subjects to generate purely linear head translations, their 
movements typically also had a small rotational component (see Figure 6.1). This fact 
complicates the qualifying factors for the VOR. As we have seen in Chapter 5, for 
head rotations and for a target at straight-ahead, the required rotational VOR gain is 
described by G = 1 + r /D , with r  the distance of the eye to the rotation axis and D the 
distance of the target to be fixated (Paige et al. 1998; Telford et al. 1998). In other 
words, the compensatory angular eye-in-head velocity for perfect fixation is given by
— Eh = (1 + r/D) • Hr , with Hr the angular head velocity. Taking this rotational VOR 
component into account for head movements with a translation and a rotation 
component, by combining the two relationships, results in
— Eh = Hr + r/D  • Hr +1/ D • H t . With gaze velocity ( G) defined as the sum of 
angular eye-in-head velocity ( Eh ) and angular head velocity ( Hr ) we obtain
— G = — Eh — Hr = Et / D with Et = r  • Hr + H t the total translational velocity of the 
eyes in space. If the eye’s sensitivity is based on its gaze velocity, we then obtain
Sg = — G/Et = 1/ D (6.2)
indicating that the relationship between gaze velocity and translational eye velocity is 
inversely proportional to target distance.
6.2.5 Data analysis
Data analysis was performed using MATLAB software (The Mathworks Inc.). After 
low-pass filtering at 25 Hz, the OPTOTRAK data were interpolated linearly to match the 
500 Hz sampling rate of the search coil system. Calibrated eye-in-space orientation 
signals were low-pass filtered at 75 Hz (FIR filter, Matlab). Eye-in-head orientation 
was calculated by subtracting head orientation from eye-in-space orientation. Saccade 
detection was performed as in Chapter 5.
The signals required for perfect gaze stabilization were determined using the 
instantaneous locations of both eyes with respect to the target (using OPTOTRAK data), 
from which the ideal eye-in-space orientation, and in combination with head 
orientation, the ideal eye-in-head orientation signals could be calculated.
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To describe the eye movements, we used a binocular coordinate system that 
distinguishes eye movements in direction (version) from eye movements in depth 
(vergence). Version angle (conjugate part) was computed from left (L) and right (R) 
eye-in-head orientation data as (L+R)/2; vergence angle was calculated as (L-R). The 
vergence signal, the angle between the gaze directions of the two eyes intersecting at 
the target, was used to determine the fixation distance of the subject. Ideal version and 
vergence angles were computed based on the OPTOTRAK data, which provided 
information about the location of the head, the eyes and the target. While drawing a 
clear distinction between version and vergence, we do not wish to imply that they are 
totally independent subsystems.
For the binocular analysis, eye and head orientation signals were digitally 
differentiated using a two-point differentiation technique to obtain velocity signals. In 
a similar way, eye and head translational velocity signals were determined from their 
location signals. Using the velocity signals, we performed the same analysis as 
described in Paige et al. (1998). Individual cycles in the response traces were 
identified on the basis of zero-crossings in the translational eye velocity. We excluded 
cycles starting in the first second of the trial and those ending in the last second of the 
trial. Also cycles which started within 250 ms after target switch-off were discarded 
from further analysis. In the remaining cycles, saccadic epochs were identified in the 
eye/gaze angular velocity data, before the data were subjected to harmonic analysis. A 
least-squares sinusoidal fit to the fundamental frequency, performed on each cycle 
excluding the saccades, served as the basis to obtain the response parameters 
sensitivity and phase.
The resulting response parameters were computed in two different ways, either 
using the eye-in-head velocity signals (Eq. 6.1) or using the eye-in-space (gaze) 
velocity signals (Eq. 6.2). Sensitivity (in °/cm) was defined as peak conjugate eye (or 
gaze) velocity (°/s) divided by peak translational eye velocity (cm/s), and phase was 
taken as the phase of the conjugate eye (or gaze) velocity relative to the phase of the 
translational eye velocity. The response parameters of the measured signals were 
compared with the ideal response parameters (using OPTOTRAK data), to obtain a 
measure for the performance of each subject. We investigated the effect of the fixation 
distance on the response parameters for each cycle, by relating them to vergence angle 
expressed in MA (Telford et al. 1997).
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6.3 Results
Task execution. Figure 6.1 shows a 12-s record from a subject trying to make 
sinusoidal horizontal head translations of about 1 Hz with peak-to-peak amplitude of ~ 
8 cm. The upper panel depicts the translational movement of the two eyes as a function 
of time. Both eye signals differ by about 6.5 cm, which equals the interpupilar 
distance. Although we instructed the subject to make purely translational head 
movements, the second panel, showing the orientation of the head, indicates that the 
movements also contained small head rotations (< 2°). Since head rotations induce eye 
translations equal to r  • H r , head rotations with an amplitude of 2° at a frequency of 1 
Hz would induce translational eye velocities < 2 cm/s (peak), which is small relative to 
the translational eye velocity due to head translations (~ 20 cm/s peak velocity). This 
can also be appreciated from the third panel, which illustrates that the translational 
velocities of the two eyes along the (horizontal) y-axis direction are almost 
indistinguishable from the translational velocity of the interaural center (i.e. the 
location midway between the two ears). If head rotations were substantial, eyes and 
interaural center would have different translational velocities due to their different 
distances to the head’s rotation axis. Finally, the bottom panel depicts the angular 
velocity of the head, which reaches maximum amplitudes of about 25 °/s. The 
involvement of head rotations was predominantly observed during the high-frequency 
movements (1.0 and 1.5 Hz) that we have been testing. In the section ‘Quantitative 
analysis of VOR performance’ we describe how to deal with the effect of head 
rotations. Similar task kinematics (i.e. translation and rotational motion) were found in 
all subjects.
Monocular signals. Figure 6.2 illustrates the eye movements for the head 
movements characterized in Figure 6.1 while the subject was fixating a near target at 
about 20 cm. The first 6-s present the data for a visual target, followed by another 6-s 
when the subject was trying to fixate the remembered target location, i.e. after the 
target was switched off. The upper panel shows the measured orientations of the two 
eyes relative to the head (eye-in-head) during the movement (bold traces) 
superimposed on the signals required for perfect gaze stabilization (thin traces) which 
were computed on the basis of the OPTOTRAK data. During the visual target period, the 
measured and required eye orientation signals match nicely. Performance deteriorates 
clearly during the remembered target period as indicated by the presence of small 
saccades or quick phases and a generally smaller amplitude of the smooth eye
6.3.1 Qualitative observations
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F ig u r e  6.1 Head kinematics of subject AB instructed to generate sinusoidal head 
translations of 1 Hz. The upper panel shows the translation of the eyes in time having a 
peak-to-peak amplitude of ~ 8 cm. The curves of the two eyes are separated by ~ 6.5 cm, 
which equals the interpupilar distance. The second panel shows that the motion involved 
also small head rotations. Positive orientations indicate leftward rotations. The third panel 
depicts both the translational eye velocity and the translational velocity of the interaural 
center. Both velocities are very similar indicating that the effect of the head rotations on 
the translation of the eyes is small. Finally, the bottom panel shows that angular head 
velocity has maximum amplitude of ~ 15 °/s.
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F ig u r e  6 .2  E y e  re s p o n s e s  fo r  th e  h e a d  m o tio n  in  F ig u re  6.1 w h ile  th e  su b je c t (A B) w a s  
f ix a tin g  a  ta rg e t  a t ~  2 0  cm . T h e  f ir s t  6 s  sh o w  d a ta  fo r  th e  v isu a l ta rg e t  c o n d itio n ; th e  la s t  
6 s  p re s e n t d a ta  a f te r  ta rg e t  o ffse t. T h e  u p p e r  p a n e l  sh o w s  th e  m e a s u re d  e y e - in -h e a d  
o r ie n ta tio n  s ig n a ls  o f  th e  r ig h t (R ) a n d  le f t  (L ) e y e  (b o ld )  su p e r im p o se d  o n  th e  id e a l ey e  
o r ie n ta tio n  s ig n a ls  (th in , b a s e d  u p o n  OPTOTRAK d a ta ). D u r in g  th e  re m e m b e re d  ta rg e t  
p e r io d , p e r fo rm a n c e  d e te r io ra te s  a n d  sev e ra l s a c c a d e s  ca n  b e  id e n tif ie d . T h e  g a z e  (e y e  in  
sp a c e ) e x c u rs io n s  re v e a l a  s tro n g  s im ila r ity  w ith  th e  c o rre s p o n d in g  e y e - in -h e a d  o r ie n ta tio n  
s ig n a ls  ( s e c o n d  p a n e l). T h e  th ir d  a n d  b o tto m  p a n e l , sh o w in g  th e  c o m p e n s a to ry  v e lo c ity  
s ig n a ls  o f  e a c h  e y e  (e y e - in -h e a d  a n d  g aze , re sp e c tiv e ly ) , d e m o n s tra te  th a t  th e  d if fe re n c e s  
b e tw e e n  le f t  a n d  r ig h t  ey e  a n g u la r  v e lo c ity  a re  m in o r. T h e se  p a n e ls  a lso  sh o w  m o re  
c le a r ly  th e  p re s e n c e  o f  sm a ll s a c c a d e s  o r  q u ic k  p h a se s  a f te r  ta rg e t  o ffse t.
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movements. Nevertheless, the eye excursions realize a substantial amount of what is 
necessary to keep gaze fixed on the remembered target location. The second panel 
illustrates the measured gaze signals of each eye (eye in space, in bold) together with 
the optimal gaze signals (thin traces). In the case of perfectly linear motion, eye-in- 
space signals are equal to eye-in-head signals. Since the motion also entailed small 
head rotations (see Figure 6.1) eye-in-head and eye-in-space signals are not identical. 
However, the strong similarity between eye-in-head and eye-in-space signals suggests 
that the effect of the head rotations is small. The two bottom panels show the angular 
eye velocity and gaze velocity, respectively, again demonstrating the same 
resemblance. These panels also show more clearly the appearance of small saccades or 
quick phases after target offset. While left and right eye tend to have similar velocity 
profiles, close inspection reveals subtle differences, which most likely occur because 
of their different locations with respect to the target.
Binocular signals. For further analysis, we converted the data into a binocular 
coordinate system by making a distinction between the conjugate component (version) 
and the disconjugate component (vergence) in the movements of the two eyes (see 
METHODS). Figure 6.3 shows the data of Figure 6.2 in this coordinate system. The 
upper panel shows the actual version component of the eyes, which is superimposed 
on the ideal conjugate response, computed from the OPTOTRAK data. There is a good 
match between measured and ideal version signals in the visual target condition but 
performance decays considerably after target offset. The second panel shows measured 
version velocity both for a visible target and after target offset. The degree of 
compensation for the head movement is clearly different in the two conditions. The 
third panel illustrates the vergence state of the two eyes. Measured vergence shows 
double-frequency modulations that nicely correspond to required vergence in the 
visual target condition. During the sinusoidal movement of the eyes, target distance 
varies during both the leftward and the rightward parts of the head movement, which 
necessitates a double-frequency modulation of the vergence component, and thus a 
non-zero vergence velocity (see bottom panel). After target offset, this panel shows a 
less ideal behavior and a clear vergence drift. The bottom panel shows that vergence 
velocity nicely follows the required velocity when the target is visible, indicating that 
left and right eye move differently. Furthermore, vergence velocity declines after 
target offset although its modulations do not completely fade away.
6.3.2 Quantitative analysis of VOR performance
We will now focus on the compensatory eye movements in response to the head 
movements that, in addition to the translation, also have small rotation components, as
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F ig u r e  6.3 B in o c u la r  s ig n a ls . S a m e  d a ta  as  F ig u re  6 .2  p re s e n te d  in  b in o c u la r  c o o rd in a te s . 
T h e  u p p e r  p a n e l  sh o w s  ac tu a l v e rs io n  (c o n ju g a te  p a r t)  su p e r im p o se d  o n  re q u ire d  v e rs io n , 
c o m p u te d  f ro m  th e  o p t o t r a k  data . T h e  c o n ju g a te  m o v e m e n t o f  th e  e y e s  w ith in  th e  h e a d  
is  in  c lo se  c o rre sp o n d e n c e  to  th e  re q u ire d  s ig n a l w h e n  th e  ta rg e t  is  v is ib le , b u t  d e te r io ra te s  
a f te r  ta rg e t  o ffse t. T h e  s e c o n d  p a n e l  sh o w s  v e rs io n  v e lo c ity  s ig n a ls  su p e r im p o se d  o n  th e  
re q u ire d  v e lo c ity . T h e  m o d u la tio n s  in  th e  m e a s u re d  v e rg e n c e  s ig n a l (d is c o n ju g a te  p a r t)  
m a tc h  th e  re q u ire d  m o d u la tio n  fo r  a  v isu a l ta rg e t  q u ite  w e ll ( th ir d  p a n e l ). T h e  fa c t  th a t  
v e rg e n c e  v e lo c ity  fo llo w s  re q u ire d  v e rg e n c e  v e lo c ity  ( fo u r th  p a n e l) ,  a t le a s t  w h e n  th e  
ta rg e t  is  v is ib le , in d ic a te s  th a t  b o th  e y e s  m o v e  d iffe re n tly .
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shown in Figure 6.1. We now consider two extreme possibilities. When head rotations 
are not compensated, conjugate eye-in-head velocity will be related to translational eye 
velocity by the inverse of the target distance (see Eq. 6.1 in METHODS). The other 
extreme is that the system completely accounts for the effect of head rotations, which 
seems a reasonable assumption considering the results of Chapter 5 which showed that 
the active VOR almost ideally compensates for head rotations, even in the absence of 
visual feedback. This assumption implies that the relationship between conjugate gaze 
velocity and translational eye velocity would be expected to be inversely proportional 
to target distance (see Eq. 6.2). Therefore, to evaluate which model provides the best 
description, we computed the response parameters, sensitivity and phase, using either 
the eye-in-head velocity signal or the gaze velocity signal and related them to the 
translational eye velocity. Recall that sensitivity is defined as peak eye-in-head or peak 
gaze velocity divided by peak translational eye velocity and that phase is defined as 
the phase difference between eye-in-head or gaze velocity and translational eye 
velocity (see METHODS).
The left panels of Figure 6.4, supposing no rotation compensation, plot sensitivity 
and phase based on eye-in-head velocity as a function of fixation distance for 1.5 Hz 
motion for subject AB. To obtain the fixation distance we expressed the vergence angle 
in MA (see METHODS and Telford et al. 1997). Open circles (o) represent visual target 
data whereas filled circles ( • )  correspond to data after target offset. The right panels 
of Figure 6.4 depict the same data using the gaze velocity signals (head rotations fully 
compensated).
The upper panels of Figure 6.4 show that both analyses reveal an increase in 
sensitivity for more nearby targets as required for perfect gaze stabilization. The 
amount of compensation for the remembered target condition is clearly less than 
optimal, but also in the visual target condition the data remains well below the dashed 
lines representing the ideal sensitivity (constructed using the ideal eye-in-head and the 
ideal gaze velocity signals). Interestingly, there appears to be more scatter when using 
eye-in-head velocities to compute the sensitivity compared to using the gaze velocity 
signals. This becomes evident from the linear regressions quantifying the sensitivity- 
vergence relationship, which are given by the solid lines in Figure 6.4 (upper panels). 
The goodness-of-fit of these lines, indicated in the upper panels, is significantly higher 
for gaze velocity based sensitivities than for eye-in-head velocity based sensitivities 
(p<<0.001 for both target conditions). Also with regard to phase, the scatter is 
significantly reduced using gaze velocities (t-test; p<<0.001, for both target 
conditions). Across the entire population of subjects, we found a significantly higher 
correlation for gaze based sensitivities than for eye-in-head based sensitivities (paired 
t-test; p<0.05 for visual targets, p<0.001 for remembered targets). Similarly, the
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F ig u r e  6 .4  S e n s iv ity  a n d  p h a s e  c o m p u te d  e ith e r  u s in g  th e  e y e - in -h e a d  v e lo c ity  s ig n a ls  
( le f t  p a n e ls ) o r  u s in g  th e  g a z e  v e lo c ity  s ig n a ls  ( r ig h t  p a n e ls ), p lo tte d  as a  fu n c tio n  o f  
v e rg e n c e  (in  M A ) fo r  b o th  v isu a l (o )  a n d  re m e m b e re d  ( • )  ta rg e t  f ix a tio n s . S u b jec t: A B . 
T h e  se n s it iv ity  d a ta  sc a tte r  a lo n g  a  s tra ig h t f i t  l in e  w ith  a  p o s itiv e  s lo p e , in d ic a tin g  a  la rg e r  
se n s it iv ity  fo r  n e a re r  ta rg e ts . In  b o th  ta rg e t  c o n d itio n s  th e  s e n s itiv ity  re m a in s  w e ll b e lo w  
th e  d a s h e d  l in e s  re p re s e n tin g  th e  id e a l se n s itiv ity . N o te  th a t  th e s e  l in e s  w e re  o b ta in e d  
u s in g  th e  o p t o t r a k  sy s te m , w h ic h  m a d e  i t  w a s  p o s s ib le  to  d e te rm in e  th e  lo c a tio n s  o f  
s u b je c t’s e y e s  in  sp a c e  w ith  re s p e c t  to  th e  lo c a tio n  o f  th e  ta rg e t. A c c o rd in g ly  th e  id e a l ey e - 
in -sp a c e  o r ie n ta tio n  w a s  c o m p u te d  an d , in  c o m b in a tio n  w ith  h e a d  o r ie n ta tio n , th e  id ea l 
e y e - in -h e a d  o r ie n ta tio n . F ro m  th e s e  s ig n a ls  th e  id e a l s e n s itiv ity  v a lu e s  fo r  th a t  p a r tic u la r  
f ix a tio n  d is ta n c e  c o u ld  b e  d e te rm in e d . P e r fo rm a n c e  b e c o m e s  w o rs e  a f te r  ta rg e t  o ffse t. 
T h e re  is  m o re  sc a tte r  w h e n  u s in g  e y e - in -h e a d  v e lo c itie s  to  c o m p u te  th e  se n s itiv ity  
c o m p a re d  to  u s in g  th e  g a z e  v e lo c ity  s ig n a ls . T h e  g o o d n e s s -o f - f i ts  (R  ), w h ic h  a re  h ig h e r  
in  th e  la t te r  ca se , d e m o n s tra te  th is . M o re o v e r , th e  s c a tte r  in  p h a s e  (b o tto m  p a n e ls )  is  
sm a lle r  u s in g  g a z e  v e lo c ity  c o m p a re d  to  u s in g  e y e - in -h e a d  v e lo c ity  s ig n a ls .
scatter in phase was significantly smaller using gaze velocity signals (p<<0.001 for 
both target conditions). This clearly indicates that the system accounts considerably for 
the rotational component of head motion, and that deviations from ideal performance 
can be assigned to translational VOR. For the remainder of this chapter, we therefore 
pursue the analysis using gaze velocity to obtain the response parameters.
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F ig u r e  6.5 Sensitivity (upper panels) and phase (bottom panels) during voluntary 
horizontal head translations at various frequencies, plotted as a function of vergence for 
both visual (o) and remembered ( • )  target fixations. Subject: AB. For both target 
conditions the slope of the sensitivity-vergence regression lines decreases for higher 
frequencies (upper panels). Gaze velocity lags translational eye velocity by only a limited 
amount, which increases for all movement frequencies.
Figure 6.5 shows sensitivity and phase for gaze velocity as a function of vergence 
for all movement frequencies tested in subject AB. The solid lines in the upper panels 
represent the sensitivity-vergence regressions. Since our response analysis was done 
on a cycle-to-cycle basis, the number of data points in the regression is dependent on 
the movement frequency, with higher frequencies yielding more data points during the 
same recording time. As a consequence, the smaller data set for the 0.25 Hz movement 
frequency renders the computation of the sensitivity-vergence relationship for this 
frequency less reliable. The slope of the fitted line represents the change in sensitivity 
as a function of vergence and characterizes the VOR compensation for the linear eye 
translation with respect to the target. For all frequencies, the slope of the fitted line is 
significantly steeper for fixation of visual targets than after target offset (paired t-test; 
p<0.02), indicating better geometry correction in the visual target condition than in the 
remembered target condition. Furthermore, for both target conditions sensitivity 
decreases significantly for higher frequencies (ANOVA: visual targets F(3,93)=529, 
p<<0.001; remembered targets F(3,92)=337, p<<0.001). Also, the scatter of the data 
along the fitted line is larger for the remembered target condition compared to the 
visual target condition (paired t-test; p<0.02).
The intercept of the sensitivity-vergence relationship corresponds to tVOR 
sensitivity for a target at infinity. As such, it represents a geometry-independent
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default sensitivity, and should be equal to zero in the ideal case on the basis of 
geometric considerations (see METHODS). As shown by the regression lines in Fig. 6.5, 
the intercept is close to zero for visual targets, except for the 1.5 Hz movement 
frequency. For the 1.5 Hz movement frequency, the intercept for subject AB is 0.16 ± 
0.02 °/cm (mean ± SD), which is significantly different from zero (t-test; p<0.001). In 
his remembered target condition we found a statistically significant positive intercept 
value of 0.27 ± 0.03 °/cm for frequencies > 0.5 Hz.
The bottom panels show the phase of gaze velocity with respect to translational eye 
velocity, demonstrating that gaze velocity lags translational eye velocity only by a 
small amount in both target conditions (range 2° to 20°). Note that ideally, the phase 
angle should be zero. We also examined the relationship between VOR phase and 
vergence by performing a regression analysis. The correlation between phase and 
vergence was only significant for the 1.0 Hz visual target condition (r=0.57, p<0.05, 
n=28) and the 0.5 Hz remembered target condition (r=0.61, p<0.05, n=12). Generally, 
in none of the subjects a significant relationship between phase and vergence across all 
movement frequencies could be detected. This has led us to simply characterize 
response phase by its average across vergence and across subjects. For subject AB, the 
differences in phase between the visual and remembered target condition are not 
significant (paired t-test; p=0.30). For both target conditions, phase lag increases 
significantly for higher frequencies in this subject (ANOVA visual targets: 
F(3,93)=11.1, p<0.001; remembered targets F(3,92)=7.9, p<0.001).
6.3.3 Comparison of subject performance
To express how actual performance compares with ideal performance, we computed 
the ratio of measured slope and ideal slope for both target conditions. This ratio, to be 
denoted as distance compensation, tells us how well the translational VOR brings the 
fixation distance into account. Accordingly, perfect performance corresponds to a 
degree of distance compensation of 1.0. The intercept of the sensitivity-vergence 
relationship corresponds to the sensitivity for a target at infinity, and will be called 
default sensitivity. Note that it should be zero in the ideal case on the basis of 
geometric considerations (see METHODS).
Figure 6.6 shows the degree of distance compensation (with standard deviation) for 
all subjects and all movement frequencies. The white bars indicate performance in the 
visual target condition, the black bars represent the performance after target offset. The 
first six column pairs show the data for individual subjects whereas the population 
mean is given in the seventh column. Generally, in all subjects distance compensation 
is better for visual than for remembered targets. Furthermore, distance compensation
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tends to deteriorate with increasing movement frequencies in each target condition. Its 
value is near one for the 0.25 and 0.5 Hz movement frequency, indicating near-ideal 
gaze stabilization on visual targets in this frequency range. It ranges from 1.00 ± 0.06 
at 0.25 Hz to 0.84 ± 0.06 at 1.5 Hz, with an overall mean value of 0.93 ± 0.07. An 
ANOVA revealed a significant effect of movement frequency on the degree of 
distance compensation (F(3,15)=22.4, p<0.001) for the visual target condition. For the 
remembered target condition, the mean distance compensation (across all frequencies) 
is 0.69 ± 0.13. This value is far from ideal, but still demonstrates the existence of a 
clear amount of compensation for the translation of the eyes relative to the target. As 
in the visual target condition, there is a significant effect of movement frequency with 
regard to distance compensation for the remembered target condition (ANOVA 
F(3,15)=8.2, p<0.01). The differences between the data in the visual target and
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F ig u r e  6.7 Gaze stabili­
zation performance for 
voluntary horizontal head 
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pensation, default sensitivi­
ty, and phase (averaged 
across 6 subjects) plotted 
as function of movement 
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and remembered target 
conditions. Error bars 
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ation between subjects. 
Ideal performance would 
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sation 1.0, a default sensi­
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lines).
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remembered target condition appeared to be highly significant (ANOVA 
F(1,23)=38.5, p<<0.001).
Figure 6.7 summarizes all three response parameters averaged across all subjects. 
The upper panel shows the degree of distance compensation and the middle panel plots 
the default sensitivity (and its standard deviation) as a function of movement 
frequency for both visual and remembered target conditions. Across subjects, the 
default sensitivity ranges from 0.02 to 0.10 °/cm in the visual target condition, and 
varies between 0.04 and 0.16 °/cm for the remembered target condition. Across 
frequencies, this difference between the visual and remembered target condition 
appeared to be significant in an ANOVA (F(1,23)=8.3, p<0.01). Furthermore, an 
ANOVA revealed also a significant relationship between default sensitivity and 
movement frequency in both target conditions (visual targets: F(3,5)=9.0, p<0.01; 
remembered targets: F(3,15)=3.8, p=0.03).
The bottom panel depicts the average phase (the average across vergence and across 
subjects) for each frequency and stimulus condition (visual/remembered target). We 
found a significant increase in phase lag for higher movement frequencies, both in the 
visual target condition (F(3,15)=18.0, p<0.001) and in the remembered target
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condition (F(3,15)=5.1, p=0.01). The differences between the phase in the visual and 
remembered target condition were significant up till 1.0 Hz movement frequency (t- 
test; p<0.05). For the highest movement frequency, phase differences in the two target 
conditions were not significant (F(1,5)=0.27, p=0.62).
6.4 Discussion
6.4.1 Recapitulation of main results
In this study we investigated human gaze stabilization in near vision during self­
generated head translations in order to characterize the performance of the active 
translational VOR. Examination of head movement kinematics (see Figure 6.1) 
revealed that subjects also made small head rotations during self-generated 
translational body movements. However, systematic analysis indicated that the 
rotational VOR compensates for these small head rotations (Figure 6.4). On this basis, 
we felt legitimated to determine the sensitivity and phase of the translational VOR 
using the gaze velocity signals. These response parameters were computed in a 
binocular coordinate system and were used to quantify the effects of target distance 
and the availability of visual feedback on the sensitivity and phase of the translational 
VOR for various movement frequencies. First we will summarize the main results of 
this study. In the next section we will discuss these results in the context of previous 
studies and of theoretical concepts on eye-head coordination.
The results demonstrate that, for frequencies up to 1.5 Hz, the translational VOR 
behaves better with visual feedback than in its absence, indicating the loss of a visual 
component. As expected on the basis of geometric considerations, the sensitivity of the 
tVOR appears to be linearly related to the inverse of fixation distance. A linear 
regression on the sensitivity-vergence relationship yielded a positive slope, indicating 
that tVOR sensitivity increased with target proximity. Relating this slope to the slope 
required for ideal stabilization provided a measure for the degree of distance 
compensation in the translational VOR. The results show that distance compensation 
decreased for increasing movement frequencies in each target condition. Averaged 
across the frequencies tested, the degree of distance compensation was 0.93 for visual 
targets and 0.69 for remembered targets.
The intercept obtained from the regression yielded the tVOR response at zero 
vergence and specified the default sensitivity of the tVOR. The default sensitivity was
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different in the two target conditions (see Figure 6.7), and significantly dependent on 
movement frequency.
Finally, we found a small phase lag of gaze velocity relative to translational eye 
velocity, which increased on average from 2° to 7° in the frequency range 0.25-1.5 Hz. 
In the next sections we compare our results with previous work and discuss the wider 
implications of the results of this study.
6.4.2 Relation to previous studies
As far as we are aware, there have been no other studies that have investigated 
human gaze stabilization on near targets during self-generated head translations. The 
study of Crane and Demer (1997) on gaze stabilization during natural activities that 
involve head translations (like walking and running) did not focus on characteristics of 
the translational VOR. Therefore, we will compare our results with those of 
corresponding passive studies. To do so properly, we have to compare all three 
measures; distance compensation, default sensitivity, and phase.
Telford et al. (1997) and Paige et al. (1998) measured tVOR responses in squirrel 
monkeys and humans by applying passive linear motion in a range between 0.5 and 
4.0 Hz and performed the same analysis as the present study. They found that humans 
and monkeys show the same overall characteristics. With visual feedback their results 
are qualitatively and quantitatively in correspondence with the present results for all 
three measures. This indicates that both the active and passive translational VOR 
behave similarly in the presence of visual feedback. In the dark, however, the active 
and passive translational VOR differ strikingly with regard to the degree of distance 
compensation, as well as its frequency dependence and its phase behavior.
During passive motion in the dark the degree of distance compensation is clearly 
worse at all frequencies where comparison it possible. A further striking difference 
with active results is that passive distance compensation (as shown by Paige et al.
1998) improves with increasing frequency from ~ 0.25 at 0.5 Hz to ~ 0.40 at 4 Hz. 
During active translations, distance compensation in the tVOR is better, but declines 
from 0.87 to 0.57 in the frequency range tested (0.25-1.5 Hz). These differences 
suggest that during self-generated head translations additional nonvestibular signals 
(efference copies) come into play to improve distance compensation in the tVOR, 
especially at low frequencies.
With regard to phase further differences emerged. Paige et al. (1998) observed a 
phase lead of ~ 15°, whereas we found a phase lag < 7° for frequencies < 1.5 Hz. This 
difference raises further questions about the involvement of the vestibular system in 
the active translational VOR (see section ‘Modeling implications’).
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In contrast, the results obtained for the default sensitivity had similar values (~ 0.15 
°/cm) in the active and passive translational VOR in the frequency range < 1.5 Hz (see 
also Angelaki 1998). Note that ideal geometry does not require the presence of a tVOR 
response for targets at infinity, which also has been reported by many other studies 
(Busetinni et al. 1994; Paige et al. 1998; Paige and Tomko 1991b; Telford et al. 1997). 
Paige and Tomko (1991b) argue that a positive intercept might serve a useful purpose, 
because it confers enhanced image stabilization at a broader range of vergence angles 
than if it were zero. The intercept adds a fixed value to the response sensitivity (here 
the tVOR gain) at the cost of a small retinal slip for distant targets but to approach 
better performance for nearer targets. Taking as an example the data of subject AB in 
Figure 6.4, at 1.5 Hz the regression line of the tVOR in the dark intersects the line of 
ideal performance at ~ 0.6 MA, which corresponds to an optimal viewing distance of ~ 
1.6 m. Averaged across subjects, we found the optimal viewing distance of ~ 0.8 m for 
visual targets and ~ 1.8 m for remembered targets in the frequency range 0.5 to 1.5 Hz. 
This indicates that with vision the tVOR seems optimized for target at 80 cm, which is 
within the subject’s haptic space (Telford et al. 1997).
It is often assumed that translational VORs are also induced during off-centric head 
rotations to support the rotational VOR gain during near-target viewing (Angelaki 
1998; Crane and Demer 1999; Crane et al. 1997; Paige et al. 1998; Paige and Tomko 
1991a; Telford et al. 1997; Viirre and Demer 1996; Viirre et al. 1986). Also active 
head movements often induce both a rotation and a translation of the eyes due to an 
off-centric location of the head rotation axis relative to the eyes (see Chapter 2). In 
Chapter 5 we have shown that during such movements the rotational VOR in the dark 
accounts for about 60-80% for the translation of the eyes with respect to the target, 
dependent on movement frequency. This amount of compensation and its frequency 
dependence is in close correspondence with the results of the present study, which 
makes it likely that we have been provided with glimpses of the translational VOR in 
both studies.
In conclusion, both the active and passive translational VOR behave similarly in the 
presence of visual feedback. In the dark, the active tVOR clearly performs better with 
regard to distance compensation. Yet, in contrast to the passive tVOR, distance 
compensation decreases with increasing frequency in the active tVOR. Furthermore, 
the active tVOR shows a phase lag, while most passive studies reported phase leads (at 
least for the movement frequencies tested in our study). Finally, active and passive 
tVOR do not deviate with regard to the default sensitivity.
142
Recently, two different models have been proposed to account for the reflexive eye 
responses during passive translational movements. It is generally agreed that these eye 
responses must be otolith-mediated but the two models invoke different mechanisms 
to resolve the otolith ambiguity (see INTRODUCTION). The frequency-parsing model 
(Paige and Seidman 1999; Telford et al. 1997) interprets low-frequency otolith input 
as tilt, whereas high-frequency accelerations are regarded as translations. Models 
based on canal-otolith interaction (Angelaki et al. 1999; Merfeld et al. 1999) 
implement different mechanisms to explain the frequency dependence of the tVOR. 
The important point, from the viewpoint of this study, is that all models agree that the 
translation-related VOR is otolith-driven and has high-pass filter characteristics. These 
high-pass dynamics correspond to the observation that the passive tVOR in the dark 
demonstrates an increase in sensitivity with increasing frequency and, in addition, 
shows a phase lead of eye velocity relative to head velocity for low frequencies 
(Angelaki 1998; Baloh et al 1988; Bronstein and Gresty 1988; Bush and Miles 1996; 
Israel and Berthoz 1989; Paige et al. 1998; Telford et al. 1997).
Clearly, any attempt to explain the active tVOR responses from the present study as 
exclusively otolith driven, would force one to conclude that otolith disambiguation in 
this condition would have to work on a very different basis. If this hypothesis is 
rejected as far-fetched and implausible, how can one explain why tVOR performance 
in the actively moving subject was so much better? We suggest that, in this case, the 
brain has a much better estimate of head translation due to the availability of efference 
copies from the self-generated movement. Because the movement was not imposed but 
generated by the brain it is possible, in principle, to have a more veridical 
representation of head translation than from otolith signals alone.
If this hypothesis is accepted, we must assume that the additional nonvestibular 
signal was helpful primarily at the low frequencies. If this nonvestibular contribution 
to the self-translation signal has the characteristics of a low-pass filter, our data can be 
understood qualitatively. Despite the intervention of the nonvestibular signal, the 
active tVOR in the dark still accounts only for about 69% of the translation of the eyes 
relative to the target. We must conclude that the gain of the nonvestibular signal is < 
1.0.
In this connection, it is interesting to note that there is a striking parallel with the 
outcome of perceptual studies, which raises the question whether the putative 
nonvestibular signals may also play a role in the perception of egotranslation in 
actively moving subjects. In Chapter 7 we report that subjects when pointing to a 
remembered target in darkness after a self-made step, estimate their step by ~ 70% of 
the actual step displacement. This value is in the same range found for the active tVOR
6.4.3 Modeling implications
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in the dark, perhaps suggesting that the same information source is addressed in 
egomotion perception and gaze stabilization. Several other studies in humans have also 
shown that subjects underestimate their walking distance when walking to a previously 
seen target in the dark (Amorim et al. 1997; Glasauer et al. 1994; Philbeck and Loomis 
1997). Glasauer et al. (1994) argued that the vestibular system does not play a major 
role in active displacements, and indicated that nonvestibular signals are apparently 
more important. It seems plausible that such a nonvestibular signal also dictates the 
active translational VOR.
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Chapter 7
Pointing to remembered visual targets after 
active one-step self-displacements within 
reaching space
7.1 Introduction
In many sensori-motor tasks, such as pointing to a visual target, various frames of 
reference are involved. Initially, visual information is encoded in a retinal coordinate 
system, when it enters the brain. For the process of translating the visual information 
about target position and arm position into appropriate motor commands, several 
hypotheses have been put forward proposing that end point position of reaching is 
specified in shoulder-centered coordinates (Flanders et al. 1992; Soechting and 
Flanders 1989a,b), hand-centered coordinates (Flanders et al. 1992; Gordon et al. 
1994), or viewer-centered (McIntyre et al. 1997) frames of reference. In most of these 
studies subjects did not move themselves relative to the targets but only made arm 
movements to point to the targets. However, in many normal conditions, subjects 
frequently move relative to targets in the environment before reaching or pointing to a 
target. In such a case, the internal representation of target position has to be updated 
for movements of the body in order to preserve a correct representation of target 
position relative to the subject. This chapter investigates the coordinate system used
Adapted from: Medendorp W.P., Van Asselt S., Gielen C.C.A.M. Exp. Brain Res. 125: 50-60, 
1999.
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and the extent to which the internal representation of position of remembered visual 
targets is updated for self-initiated movements, by asking subjects to point to 
remembered targets without and after active movements (a step in one out of three 
orthogonal directions) of the subject.
Several studies have shown that pointing to visual targets without movements of the 
subject is complex by itself. For example, it is well known that subjects make 
consistent errors when asked to point to visual targets in space (Soechting and 
Flanders 1989a). Both undershoot (Darling and Miller 1993; Gentillucci and Negrotti 
1996; McIntyre et al. 1997; Soechting and Flanders 1989a) and overshoot (Berkinblit 
et al. 1995; Foley 1975; McIntyre et al. 1997) of reaching movements have been 
reported in the literature. These errors are different in conditions when the visual target 
is visible throughout the movement and in conditions when subjects are asked to point 
to a remembered target position, i.e. when the target disappears before pointing to the 
target. These errors in pointing have been attributed to ‘errors in sensori-motor 
processes’ (Soechting and Flanders 1989a,b) and were found to depend critically on 
visual feedback (Berkenblit et al. 1995), proprioceptive information (Hocherman 
1993; Soechting and Flanders 1989a,b), eye orientation (Enright 1995), and delay 
between target offset and pointing (McIntyre et al. 1997).
In all these studies it was found that the pointing errors were elliptically distributed 
where the orientation of the ellips depends on the directon of the target. This was 
interpreted as evidence for independent parallel planning of movement for distance 
and direction in static pointing movements (Berkenblit et al. 1995; Bock and Arnold 
1992; Gordon et al. 1994; Soechting and Flanders 1989a,b). Moreover, as mentioned 
above, several studies have indicated that endpoint of reaching may be specified in 
shoulder-centered, hand-centered or viewer-centered frames of reference. This means 
that a spherical coordinate system with an origin chosen at the shoulder, the hand, or 
the eyes may be more appropriate to study static pointing movements than an 
orthogonal Cartesian coordinate system. Based upon the results of Soechting and 
Flanders (1989a,b), in the present study the errors during static pointing movements 
will be investigated in a shoulder-centered spherical frame of reference.
In this study, we were primarily interested in the problem of how target position 
relative to the body can be updated for self-induced egomotion. Therefore, we have 
studied reaching movements of subjects with and without a step, in as much as 
possible the same stimulus conditions. For this purpose, we instructed subjects to 
make reaching movements to a remembered visual target. A small visual target was 
presented in a completely darkened room for a period of 1 second and subjects were 
instructed to bring the tip of the index finger to the remembered target position about 2 
seconds after offset of the visual stimulus. In the intervening period, subjects did or did
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not make a step. In this way, the delay between target offset and reaching was the 
same in both conditions. The latter is important since a recent study (McIntyre et al.
1997) showed that errors in pointing may depend on the time period between target 
offset and pointing movement.
Two main sources of errors can be distinguished in the finger position after pointing 
without a step, namely errors due to perception or memorization of target position and 
errors due to the pointing movement itself. In the step condition additional errors may 
be introduced. For example, errors related to the internal representation of the step and 
errors due to the computation of a new target position by incorporation of the step. The 
latter are equivalent to the computation of the new position of the subject relative to 
the target.
The problem of how subjects perceive egomotion is not new. Several studies in 
humans (Amorim et al. 1997; Bloomberg 1991; Israël et al. 1993; Israël et al. 1997; 
Klatzky et al. 1990; Loomis et al. 1992; Loomis et al. 1993; Mittelstaedt and Glasauer 
1991) have shown that subjects can estimate the traveled distance from self-generated 
information, i.e., without external sensory cues. For example, when subjects were 
walking with closed eyes to previously viewed targets in a well-lit environment their 
performance was quite accurate (Loomis et al. 1992, Rieser 1989). However, under 
dark viewing conditions it was recently found by Philbeck and Loomis (1997) that 
subjects when walking to targets in a range from 79-500 cm tend to overshoot the 
distance to near targets (they walked too far), whereas they undershoot the distance to 
far targets. Also Glasauer et al. (1994) found that subject underestimated their 
displacement during active self-motion. However, when subjects were displaced 
passively (for example, subjects seated in a car) without any feedback or training, the 
target distance is undershot, indicating that subjects tend to overestimate their own 
displacement (Israël et al. 1993; Israël et al. 1997). Israël et al. (1997) showed that the 
performance of subjects in a car did not depend on whether subjects were displaced 
passively or actively by control of a joystick which could control velocity and 
direction of the car. The subjects in these studies on path integration and navigation 
could not use proprioceptive information from muscles and tactile receptors, which is 
directly related to egomotion. However, this information is available when subjects 
make voluntary steps. In order to allow the use of proprioceptive information, we 
asked subjects to make a step within reaching space and tested the accuracy of 
pointing without a step and after a step.
Untill now, it has been unclear in which coordinate system target positions are 
updated for active displacements of the subject. In the present analysis, we explored a 
descriptive model in which polar coordinates are used to describe the pointing 
movement using either Cartesian or polar coordinates for the incorporation of the step
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in the pointing movement. We tested in which case the performance of the model 
(Cartesian or polar coordinates) was better by a goodness-of-fit analysis. Based upon 
this analysis we conclude that the incorporation of the step-displacement in the new 
target position relative to the subject, is done in a Cartesian frame of reference. 
Moreover, the results demonstrated that the step-displacement tends to be 
underestimated by the subject.
7.2 Methods
7.2.1 Subjects
Seven healthy adult volunteers (two women and five men, aged 21-45 years) 
participated in the experiment. Three of the subjects (PM, SA and SG) were familiar 
with the purpose of the experiment. The results of these subjects were not different 
from those of the other subjects. All subjects gave informed consent to participate in 
the experiment. All subjects were right-handed, and were free of any known sensory, 
perceptual or motor disorders. All pointing movements were made using the right 
(preferred) arm.
7.2.2 Experimental setup
Subjects stood erect in a completely darkened room and were tested with two 
different sets of target configurations. The targets of the first set (target set A) had 
fixed positions relative to the subject. Targets of the second set (target set B) appeared 
at various locations relative to the subject. In target set A four red-light emitting diodes 
(LED, type HLMP 3762, 10 millicandela (mcd)) served as targets and were attached to a 
flat T-shaped mould. All “legs” of the T had equal length such that the three targets at 
the end of the legs were located at a distance of 35 cm from the central target. For each 
trial the mould was placed at a fixed position relative to the subject’s shoulder in a 
transversal plane at the subject’s shoulder height. Targets 1, 2 and 3 were on a straight 
line at a distance of 30 cm in front of the subject. The leftmost target (target 1) was in 
front of the subject’s eyes. Targets 2 and 3 were at 35 and 70 cm, respectively, to the 
right of target 1 (see target positions in Fig. 7.2). Target 4 was located at a distance of 
35 cm from target 2, which is at a distance of 65 cm from the subject. After one of the 
four LEDs had been lit for one second, the experimenter withdrew the T-shaped mould 
such that the subject could not touch the targets when pointing to the remembered
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target position. Subjects were tested in two conditions as described below. Five out of 
the seven subjects were tested using target set A. All seven subjects were tested with 
target set B.
The targets of target set B were presented at various, quasi-random positions by the 
experimenter. The experimenter tried to restrict the targets to positions in a transversal 
plane at the subject’s shoulder height. Deviations from the transversal plane remained 
within 10° below or above the shoulder. The distance of the targets varied between 20 
and 70 cm relative to the subject’s shoulder. The directions of the targets ranged from 
60° medially to 60° laterally to the subject’s sagittal plane. As before, the target was a 
LED (HLMP 3762, 10 mcd) fixed at a little stick held by the experimenter. The 
experimenter switched on the LED for one second and then withdrew the target. All 
subjects participated in this version of the experiment (i.e. using target set B) and were 
tested in two conditions, a STATIC condition and a STEP condition (see below).
During the experiment, infrared-light emitting diodes (IREDs) were attached to the 
subject’s limb segments: shoulder (acromion) and elbow (lateral epicondyle) as well as 
on the nail of the right index finger and on the target LED. Furthermore, the subject 
wore a helmet with three additional IREDs to measure head position. All IRED positions 
were measured in three dimensions using an OPTOTRAK 3020 system (Northern 
Digital), which operates by tracking active IREDs in a pre-calibrated space by means of 
three lens systems. It provides the three-dimensional (3-D) positions of the IREDs with 
an accuracy of about 0.1 mm in a range of about 2.3 m . The coordinates of the IREDs 
were transformed to a right-handed coordinate system with the x-y  plane aligned with 
the subject’s transversal plane, and the z-axis orthogonal to this plane according to the 
conventions of a right-handed coordinate system. The positive x-axis was chosen to 
the right and the positive y-axis was pointing forward relative to the subject.
The positions of the IREDs were measured for a period of one second, both during 
the presentation of the target and when the subject had brought the fingertip to the 
remembered target position. To provide visual feedback about the subject’s finger 
position, another visible LED (the same type as the target LED) was placed on the 
fingertip. This LED was visible throughout the experiment. Since we were interested in 
the effect of the movement of the subject on pointing accuracy, which took place in the 
horizontal (x-y) plane, we only focussed our attention on the pointing accuracy in that 
plane. For that reason, the data will be treated as being two-dimensional (2-D) and will 
be analyzed in both polar and Cartesian coordinate systems according to the model 
described below. For reasons mentioned in the Introduction, we studied static pointing 
movements (i.e. without a step of the subject) in a spherical coordinate system using 
polar coordinates relative to the subject.
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Subjects made pointing movements in two conditions: a STATIC condition and a 
STEP condition. Each trial started with the presentation of the target for 1 s, which 
then disappeared both visually and physically. This prevented the subject from 
touching the target, which would have provided feedback information about the 
location of the target.
STATIC CONDITION:
In this condition the subject was standing at a fixed position in the experimental 
room. After the target disappeared, the subject had to wait for 2 s before being allowed 
to bring the tip of the index finger to the remembered target location. No restrictions 
were imposed on head or eye movements. Measurement of head position revealed that 
during the experiment all subjects rotated their head in the direction of the target 
within the 1-s presentation of the visual target.
STEP CONDITION:
In this condition the subject was standing at a fixed starting position in the 
experimental room. After the target disappeared the subject made a step in one out of 
three directions. The direction of the movement, which actually was a step of less than 
1 m, was verbally instructed by the experimenter, and could be sideward (left or right 
along the x-axis), or forward (/-direction). The step directions were equally distributed 
over the three directions. The subject was instructed not to turn the body during the 
self-displacement. Using target set A only steps in the rightward direction were made 
by the subject. The size of the step was left free to the subject, as long as he was able 
to point to the remembered target position in the new position. After each trial, the 
room lights went on such that the subject could return to the starting position, which 
was marked on the ground and which was the same position as the position in the 
static condition. This light also prevented the subject from losing his orientation for 
left, right and forward. In addition, the room light prevented adaptation to the dark 
room by the subject. Also in this condition there was no constraint on head or eye 
movements.
For reasons mentioned in INTRODUCTION, the time delay between target offset and 
pointing movement (2s) was the same in both the STATIC condition and the STEP 
condition. In the STEP condition the subject could make the step-movement in this 2-s 
time period, which enabled us to exclude any effect of time differences between the 
presentation of the target and the pointing moment in both conditions.
7.2.3 Paradigm
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Static pointing data were analyzed in a spherical coordinate system with the origin 
at the shoulder. To characterize the shape of the distribution of the end points of the tip 
of the index finger for fixed targets (target set A) in the STATIC condition we used a 
principal components analysis (Gordon et al. 1994; McIntyre et al. 1997; Sokal and 
Rohlf 1981). In this procedure two axes are determined: the principal axis 
corresponding to the direction with the largest variability and an axis orthogonal to this 
axis in the horizontal plane of target positions. The directions of these axes correspond 
to the eigenvectors of the covariance matrix of the end points of the tip of the index 
finger relative to the targets. The eigenvalues are equivalent to the variances along the 
corresponding eigenvectors of the matrix. The eigenvector with the largest eigenvalue 
(the direction with the largest variance) defines the principal axis of the distribution. 
The other axis is orthogonal to this principal axis. With the two axes an ellipse can be 
constructed which contains 95% of the end points.
In the case of target set B (i.e. various target locations) the static pointing results 
were analyzed by minimizing the residual error vector e in the equation
R = AT + C+e (7.1)
where R and T represent the finger position and target location, respectively, in polar 
coordinates (r, j )  relative to an origin at the shoulder. A is a matrix, C is a constant 
vector and e is random noise with mean value zero. For an ideal subject, who made 
no errors (neither due to the pointing movement nor due to perception or storage of the 
target location), matrix A should be the indentity matrix, the vector C should be zero 
and the noise e should be zero too.
To analyze the pointing results obtained with target set B in the STEP condition, we 
used a descriptive model (Model 1), which is schematically illustrated in Figure 7.1A. 
In this model we chose the origin at the right shoulder [S] of the subject. Vector T 
gives the location of the target [T] relative to the shoulder when it is briefly presented 
to the subject. The step displacement of the subject is given by vector S . If the subject 
has a correct percept of target location T, as represented by T , but does not account 
for the step S at all, the fingertip position at the end of the pointing movement will be 
incorrect as indicated by N . However, if the subject pointed to the new target position 
after the step without any errors, he would have updated the internal representation of 
the remembered target position according to the relation S = T -  R . We, therefore, 
define the internal representation of the step displacement Sint of the subject by the 
relationship
7.2.4 Data analysis
Sint = T  -  R  (7.2)
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such that when Sint = S the subject has correctly updated the target position for his 
step displacement.
In this descriptive model (Equation 7.2) it is assumed that all pointing errors are due 
to the step. This is a simplification, since subjects also make errors in static pointing 
movements. These errors can be due to either an erroneous percept or storage of the 
target location or due to errors in the motor planning of the pointing movement. When
F ig u r e  7.1 I l lu s tra tio n  o f  th e  
d e sc r ip tiv e  m o d e ls  te s te d  in  th is  
s tu d y . T h e  v e c to r  T re p re s e n ts  th e  
p o s it io n  o f  th e  ta rg e t  [T ] re la tiv e  to  
th e  s u b je c t’s s h o u ld e r  [S] b e fo re  
h e  m a d e  a  s tep . T h e  v e c to r  S 
re p re se n ts  th e  n e w  s h o u ld e r  
p o s it io n  [N ] a f te r  th e  s tep  re la tiv e  
to  th e  s h o u ld e r  p o s itio n  [S] b e fo re  
th e  s tep  m o v e m e n t. T h e  th re e  
m o d e ls  g iv e  d if fe re n t d e sc r ip tio n s  
fo r  th e  c o m p u ta tio n  o f  th e  in te rn a l 
s tep  d isp la c e m e n t. A :  W h e n  th e  
su b je c t c o rre c tly  p e rc e iv e s  ta rg e t  
lo c a tio n  [T ], b u t  d o e s  n o t  a c c o u n t 
fo r  th e  s tep  d is p la c e m e n t a t a ll, 
M o d e l 1  p re d ic ts  th a t  f in g e rtip  
p o s it io n  a f te r  th e  p o in tin g  
m o v e m e n t N w ill e n d  u p  in  [T ’]. 
W h e n  th e  su b je c t p e rfo rm s  
p e rfe c tly , th e  in te rn a l
re p re s e n ta tio n  o f  p e rc e iv e d  s te p ­
d is p la c e m e n t as g iv e n  b y  th e  
re la tio n sh ip  Smt = T -  R is  e q u a l to  
th e  ac tu a l s te p -d is p la c e m e n t S . B: 
M o d e l  2  a c c o u n ts  fo r  an  e r ro n e o u s  
p e rc e p t o r  s to ra g e  o f  ta rg e t 
p o s it io n  as  so u rc e  o f  th e  e rro rs  in  
th e  s ta tic  p o in tin g  ta sk . C: M o d e l  3  
a c c o u n ts  fo r  e rro rs  in  m o to r  
p la n n in g  o f  th e  p o in tin g  m o v e m e n t 
as  b e in g  th e  so u rc e  o f  th e  e rro rs  in  
th e  s ta tic  p o in tin g  c o n d itio n .
A
Model 1: S int = T -  R
Model 2: SM = T '-R
Model 3: S int -  T - R '
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we assume that the errors in the STATIC condition are due to an erroneous percept or 
storage of the target position, the incorrectly memorized target position will induce 
errors in the pointing movement in the STEP condition. Accordingly, we can correct 
Equation (7.2) by
Sint = T -R  (7.3)
in which T' = AT + C represents the perceived or memorized target vector by the 
subject, according to Equation (7.1). Figure 7.1B gives an illustration of Equation 
(7.3), which will be referred to as descriptive Model 2. In Model 2 it is assumed that 
the values of matrix A and vector C , as determined for each subject separately in the 
STATIC condition, also hold for the STEP condition.
When we assume that the errors in the STATIC condition are due to errors in the 
motor planning of the pointing movement, this will affect errors in the STEP condition 
in a different way. For this case, we have to correct Equation (7.2) by
Smt = T -  R  (7.4)
in which R  = A_1 (R -  C) represents the pointing vector as corrected by Equation (7.1) 
with values for A and C obtained in the STATIC condition for each subject separately. 
This descriptive model, designated as Model 3, is illustrated in Figure 7.1 C.
The relationship between Sint and S in models 1 to 3 can be fitted in both 
Cartesian and polar coordinates by minimizing the residual error vector e in a 
regression analysis by the equation
S int = BS + D +e (7.5)
in which S is the vector representing the actual step-displacement made by the 
subject, B a matrix which relates the actual step S to Sint, D a constant vector and e 
random noise with mean value zero. For an ideal subject, who made no errors in 
incorporation of his egomotion displacement, B should be the indentity matrix, the 
vector D should be zero and the noise e should be zero too. When subjects make 
errors, matrix B, as well as vector D tell us how the internal representation of the step 
is related to self-induced displacements. The coordinate system, which fits the data 
best using Equation (7.5) is assumed to be the reference frame in which target 
representations are updated with respect to the body for self-displacements.
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7.3 Results
We shall now describe the results of the pointing experiments in the two conditions 
(i.e. for pointing to a target without and after a step) as described in METHODS. As 
outlined in METHODS, subjects were given two different sets of target positions. The 
first (target set A) with four fixed target positions was used to investigate the 
distribution of the pointing errors in the two conditions. The other set (target set B) 
with multiple target positions was used to test the descriptive models, defined by 
Equations (7.2-4) in both Cartesian and polar coordinates.
7.3.1 Static condition
Figure 7.2 presents data of a typical subject pointing to fixed target positions 
relative to the shoulder (target set A). Some small deviations of the mean end point 
relative to the target position can be observed for all targets. In all trials the subject 
undershot the distance of target 4. Also there is a small error in the pointing direction 
to targets 2 and 3. Furthermore, Figure 7.2 shows that the ellipses, which indicate the 
area which contains 95% of the distribution of end positions of the index fingertip for 
each target, are more or less of equal size. The long axes of the ellipses are 
approximately oriented towards the subject indicating that the variability in pointing
F ig u r e  7.2 End 
points of pointing 
movements for one 
subject to four 
remembered targets 
in the STATIC 
condition (target set 
A). The subject
TARGET 4
made 12 to 15 
movements to each 
of the four targets. 
End points of the 
pointing movements 
are elliptically 
distributed. Thick 
dots represent target 
positions.
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F ig u r e  7.3 Results of pointing movements for all subjects in polar coordinates. Measured 
position of the fingertip is plotted against the position of the target. Each data point 
represents the result of one trial. A: left shows an undershoot of pointing amplitude which 
is larger for targets far away from the subject. B: right shows the direction of pointing. 
Data points scatter around the line y=x indicating that the direction of the target is well 
judged by the subject. The goodness-of-fit R2 is a measure of how well the data can be 
fitted by Equation (7.1).
distance is larger than the variability in pointing direction. The mean variable error 
across all subjects was 4.1 ± 2.5 cm (mean ± SD). In comparison with earlier studies 
(e.g. Gentilucci and Negrotti 1996; McIntyre et al. 1997) Figure 7.2 shows no new 
features and just serves to illustrate the scatter of the pointing data.
To further investigate the effect of target position on pointing accuracy, Figure 7.3 
shows the data of all subjects pooled in polar coordinates for the STATIC condition for 
various target positions (target set B). Figure 7.3A shows the target distance versus the 
distance of the fingertip at the end of the pointing movement, relative to an origin 
chosen at the shoulder. In agreement with the data shown in Figure 7.2, Figure 7.3 
shows that targets at larger distances are undershot by the subject (sometimes more 
than 10 cm). This is obvious from the fact that the pointing data are in general located 
along a line with a slope smaller than one. Figure 7.3B demonstrates that the directions 
of the targets are judged accurately. The data fall along a line that deviates only 
slightly from a line with slope one passing through the origin. Fitting Equation (7.1) to 
the pooled data in polar coordinates reveals for the diagonal terms of matrix A, 
Arr=0.77 ± 0.02 and Aw=0.97 ± 0.01. The off-diagonal terms, which tell us something 
about the interaction between radial and azimuthal components of the pointing vector 
R  and target vector T , were small (Arj=0.03 ± 0.01cm/° and Ajr=0.01 ± 0.01 °/cm). 
The components of vector C (Cr=8.2 ± 1.1cm and C9=-3.7 ± 0.8°) reveal a bias
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component in both the radial and azimuthal direction which is significantly different 
from zero. These fit results indicate that the amplitude of the pointing movement by 
the subject depends on the target distance: an undershoot for large distances and hardly 
any undershoot and sometimes even an overshoot for small target distances.
The fit results of all subjects are listed in Table 7.1. The goodness of fit R2 varied 
between 0.87 and 0.99 for the radial component and was near 0.99 for the azimuthal 
component for various subjects indicating that, in general, Equation (7.1) could 
account for more than 87% of the pointing errors. Since the off-diagonal terms, which 
describe the interaction between radial and azimuthal components of the pointing 
vector R and target vector T , were small (mean values: Arj=-0.02 ± 0.02 cm/° and 
Ajr=0.05 ± 0.06 °/cm) and not significantly different from zero (t-test, p>0.05), these 
off-diagonal terms are not listed in the table and only the diagonal compo-nents of
matrix A are presented. As shown in Table 7.1, both the Arr and Aw components
2 2deviate significantly from one (c -test for Arr: c (6)=392; p<0.01 and for Aw : 
%2(6)=49; p<0.01). The components of vector C indicate a bias component and range 
from 3.6 to 12.6 cm in the radial direction and from -8.6 to -0.4° in the azimuthal 
direction. For the whole population of subjects these values were significantly 
different from zero in a c2-test (for Cr: c2(6)=4183; p<0.01 and for C j c2(6)=136; 
p<0.01).
Ta b l e  7.1 Fit results of the parameters in Equation (7.1) for 
the STATIC condition.
Subject Arr Ajj Cr (cm) Cj (°)
SA 0.73 (0.02) 0.98 (0.01) 7.2 (18) -4.7 (15)
MS 0.74 (0.04) 0.97 (0.01) 12.6' (2.3) -7.1 (2.3)
MZ 0.91 (0.03) 0.99 (0.01) 4.1 (17) -0.8 (14)
PM 0.81 (0.04) 0.95 (0.01) 8.9 (2.3) -0.4 (2.2)
PS 0.69 (0.05) 0.98 (0.01) 11.3 (2.6) -6.1 (18)
BB 0.80 (0.04) 0.99 (0.01) 6.4 (18) -3.4 (16)
SG 0.78 (0.03) 0.96 (0.01) 3.6 (18) -8.6 (13)
POOLED 0.77 (0.02) 0.97 (0.01) 8.2 (1.1) -3.7 (0.8)
Only the diagonal coefficients of matrix A are shown, since the 
values of the off-diagonal components were small and not 
significantly different from zero. Behind each value its 
standard deviation is given in parentheses. The goodness-of- 
fits R were higher than 0.87 indicating that the data can be 
well described by the model.
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Figure 7.4 shows the end positions of the pointing movements without a step and 
after a step for the same subject as in Figure 7.2. When a step was made, the direction 
of the step was in the rightward direction. The pointing results for the static condition 
are given by the tiny dots surrounded by the ellipses and are identical to the results 
shown in Figure 7.2. The open circles represent the end points of the pointing 
movements for each target position after the subject has made a step. The open squares 
at the lower right give the shoulder positions of the subject after each sideward step. 
The data clearly show that the end points are consistently biased to the right of the 
targets, i.e. biased in the same direction as the step. Moreover, the scatter in the 
pointing data in the STEP condition is much larger than in the STATIC condition, 
indicating that the step contributes to a large extent to the pointing errors.
7.3.2 Step condition
§
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F ig u r e  7 .4  E n d  p o in ts  o f  p o in tin g  m o v e m e n ts  w ith o u t a  s tep  ( s m a ll  th in  d o ts  n e a r  the  
e llip se s )  a n d  a f te r  a  s tep  (o p e n  c irc le s )  to  ta rg e ts  re p re s e n te d  b y  a  th ic k  dot. T h e  d a ta  a re  
f ro m  th e  sa m e  su b je c t as in  F ig u re  7 .2 . T h e  su b je c t m a d e  55 s tep s  to  th e  rig h t. T h e  
s h o u ld e r  p o s it io n s  a f te r  th e  s tep  a re  re p re s e n te d  b y  th e  o p e n  s q u a r e s  a t th e  lo w e r  r ig h t, 
in d ic a tin g  th e  e x te n t  o f  v a r ia b ili ty  in  s tep  s ize . T h e  p o in tin g  re s u lts  in  th e  S T E P  c o n d itio n  
(o p e n  c ir c le s ) a re  sh if te d  in  a  r ig h tw a rd  d ire c tio n  re la tiv e  to  th e  ta rg e t, w h ic h  is  in  th e  sam e  
d ire c tio n  as th e  m o v e m e n t.
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In order to test whether the bias in pointing accuracy after a step is related to the 
direction and size of the step, pointing accuracy to targets at different positions (target 
set B) was tested for steps of different amplitude in different directions. Some typical 
results are shown in Figure 7.5, which shows the target position T , step movement S , 
and pointing movement R  after the step for several trials. The upper panel illustrates 
three trials in which the subject made a step to the right. In all three trials the subject 
consistently pointed with a deviation to the right relative to the target. The middle 
panel shows three trials in which the subject made a step to the left. For this step 
direction there is a tendency for the subject to point with a deviation to the left of the 
target. The bottom panel shows data for step movements in the forward direction. In 
this case the end position of the pointing movement falls short of the target position. 
These data suggest that subjects do not correctly compute new target positions after 
self-induced egomotion, or correspondingly seem to underestimate their step size. To 
test in which reference frame the internal representation of the step is computed we
O
R R step right
R
O
step left
R
O
R
O
R
T step forwards
O
— = 10 cm
F ig u r e  7.5 Selection of pointing movements to illustrate the main findings for the STEP 
condition ( T : the vector representing the target position relative to the shoulder, S : the 
vector which gives the movement of the subject and R : the vector denoting the fingertip 
position with respect to the shoulder). Top, middle, and bottom illustrate three pointing 
movements after a step in the right, left and forward direction, respectively. The step gives 
rise to a bias in pointing in the direction of the step.
S
S
S
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applied our descriptive models (see Equations (7.2) to (7.4) ) to the data and tested 
whether the data could be best described in Cartesian or polar coordinates. Table 7.2 
presents the mean values of all subjects for the diagonal components of matrix B and 
the components of vector D for both Cartesian and polar coordinates for the three 
models as outlined in METHODS. As in Table 7.1, the off-diagonal terms of matrix B 
are not listed in the table. In Cartesian coordinates, the off-diagonal terms were not 
significantly different from zero in all subjects (i.e no significant cross-talk between 
the x- and y-component). However, using the polar coordinates we found a small but 
significant coupling between the r-component and j-component (range -0.62 to 0.66 
mm/°) in all subjects. The model performance is expressed by R values, which are 
the goodness-of-fit values obtained by fitting Equation (7.2), (7.3) and (7.4) to the
data. As shown in the table the overall performance of all three models in better in
2 2 Cartesian (R ~ 0.85) than in polar coordinates (R ~ 0.70). This is also illustrated by
the large standard deviation of the components of bias vector D in polar coordinates.
The bias in the r-component varied between -30 and 30 cm and the j-component
ranged between -23 and +7° among subjects. For Cartesian coordinates, the
components of vector D as well as the diagonal terms of matrix B have much smaller
standard deviations. The bias varied between +5 and -5 cm and is on average zero.
The small range around zero for the bias components in the Cartesian coordinate
system implies that the update of the target representations is completely described by
matrix B. This makes sense since we expect that subjects do not perceive self-
Ta b l e  7 .2  Fit results and model performance expressed by R2 values
Cartesian Bxx Byy R2x R2y Dx (cm) Dy(cm)
Model 1 0.85 (0.10) 0.65 (0.11) 0.99 (0.01) 0.83 (0.16) 0.3 (2.8) 3.6 (2.7)
Model 2 0.90 (0.10) 0.75 (0.12) 0.99 (0.01) 0.87 (0.15) 0.3 (2.7) -0.9 (1.3)
Model 3 0.88 (0.11) 0.70 (0.13) 0.99 (0.01) 0.83 (0.16) 0.4 (3.2) -1.2 (1.6)
Polar Brr B j j R2r R2j Dr (cm) Dj(°)
Model 1 0.95 (0.28) 0.96 (0.04) 0.72 (0.18) 0.99 (0.01) -6.5 (17.5) -4.5 (6.9)
Model 2 0.90 (0.25) 1.02 (0.02) 0.72 (0.23) 0.99 (0.01) -1.2 (14.9) -6.9 (8.3)
Model 3 0.89 (0.31) 1.02 (0.02) 0.68 (0.26) 0.99 (0.01) -2.2 (18.9) -7.6 (9.6)
2
Behind each value its standard deviation is given in parentheses. The R2 values are shown 
separately for each component, i.e. (x,y) for Cartesian coordinates and (r, j )  for polar 
coordinates. The overall performance of all three models in higher in Cartesian than in 
polar coordinates. Model 2 performs slightly better compared to the other models in 
Cartesian coordinates.
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displacements for S = 0, which implies a bias equal to zero.
In summary, in order to preserve the representation of target positions relative to the 
subject our data suggest a Cartesian reference frame in which internal representations 
of target positions are updated for movements of the body. Another criterion upon 
which the most preferable coordinate system might be chosen is that in which the 
amount of cross-coupling between the two components (represented by the off­
diagonal terms of matrix B) is minimal. Also this criterion suggests a Cartesian frame 
of reference. From now on, we therefore continue our data analysis using a Cartesian 
model description to incorporate the step movements.
Since Model 2 gives a slightly better fit than the other two models, we have shown 
inter-individual differences among subjects in Table 7.3 using this model. Only the 
diagonal terms of the matrix were presented since the off-diagonal terms were small 
and not significantly different from zero. The mean values for the diagonal 
components of matrix B were 0.90 ± 0.10 and 0.75 ± 0.12 for Bxx and Byy, respectively 
(see Table 7.2). Although these coefficients were not significantly different from the 
value one for each single subject (e.g. subjects PM and PS update target positions 
almost perfectly for steps in the x-direction), the data for the whole population
2
revealed a statistically significant deviation from one (for Bxx: c (6)=1166; p<0.01 and 
for Byy: c (6)=425; p<0.01). Furthermore, an ANOVA revealed significant differences 
between Bxx and Byy (ANOVA F(1,6)=12.4, p<0.05) indicating that the direction of the 
step did have an effect on the update of target position relative to the subject. With 
regard to vector D the data for the whole population revealed a rather small (less than 
4 cm) but statistically significant deviation from zero (for Dx: c (6)=79; p<0.01 and for 
Dy: C (6)=41; p<0.01). The differences between Dx and Dy were not significant
Ta b l e  7 .3  Fit results of descriptive Model 2.
Subject Bxx Byy Dx (cm) Dy (cm)
SA 0.93 (0.02) 0.69 (0.04) -3.9 (1.0) -0.6 (0.9)
MS 0.77 (0.01) 0.54 (0.15) 1.5 (0.5) -0.2 (0.4)
MZ 0.77 (0.01) 0.68 (0.03) -2.2 (0.9) -1.4 (0.6)
PM 0.99 (0.01) 0.68 (0.06) -0.6 (0.7) 1.1 (0.6)
PS 1.01 (0.02) 0.88 (0.03) 1.6 (0.9) -2.7 (0.7)
BB 0.92 (0.01) 0.82 (0.03) 1.8 (0.5) -2.1 (0.6)
SG 0.90 (0.01) 0.85 (0.02) 4.0 (0.7) -0.6 (0.6)
Only the diagonal coefficients of matrix B are shown, since the values 
of the off-diagonal components were small and not significantly 
different from zero. Behind each value its standard deviation is given 
in parentheses.
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(ANOVA F(1,6)=1.1, p>0.05). In summary, our data suggest that internal 
representations of step-displacement depend almost entirely on the amplitude and 
direction of the actual body-displacement of the subject.
7.4 Discussion
In the present study we have investigated for the first time the ability of human 
subjects to account for self-initiated movements (steps) within reaching space when 
pointing to remembered target positions. We found that the step causes the pointing 
errors to increase in amplitude and to become biased in the same direction as the step 
(Figure 7.4). Under the assumption that there is a linear relationship between the 
internal representation of the step-displacement to the actual displacement of the 
subject, our descriptive models gave the best fits for a Cartesian frame of reference. 
Thus in order to preserve the target representation relative to the body our data suggest 
that subjects compute the new target position in a Cartesian rather than a spherical 
reference frame. This is supported by the finding that the amount of cross-coupling 
between the two components is minimal for Cartesian coordinates. Furthermore, we 
found that our Model 2 (which accounts for an erroneous percept of storage of 
remembered target position; see METHODS) gave a slightly better fit to the data than 
the other two models. This suggests that subjects account for the perceived or stored 
target position before the step, not the actual target position, after their step 
performance. The contribution to the pointing error by the step-displacement denotes 
how well the step is incorporated in the pointing movement. Therefore, an undershoot 
was interpreted as an underestimation of the step amplitude. The underestimation of 
the step size could be 54% of the real step size. However, we also found two subjects 
(PM and PS) who incorporated their step-displacement in the x-direction almost 
perfectly (see Table 7.3). This illustrates that the amount of underestimation varies 
among subjects. We never found that subjects overestimated their step size. In this 
respect the errors related to the step differ from errors in pointing for the static 
condition: step size is always underestimated, whereas in the static condition the 
pointing movement will reveal a smaller undershoot (and sometimes an overshoot!) 
for targets nearby. To further discuss the findings in the present study we will 
distinguish between the static pointing results (STATIC condition) and the pointing 
results after the step movement (STEP condition).
In general the results of the experiments in the static condition were in good 
agreement with findings reported in previous studies (Berkenblit et al. 1995; 
Gentilucci and Negrotti 1996; Gordon et al. 1994; McIntyre et al. 1997; Soechting and
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Flanders 1989a). The spatial distributions of the movement end points were elliptical 
in shape with a tendency of the major axis to be oriented towards the subject (Figure 
7.2). Based on these observations, we chose a spherical coordinate system with an 
origin at the shoulder (Flanders et al. 1992; Soechting and Flanders 1989a,b) to 
analyze the static pointing data to various target positions. When analyzed in such a 
coordinate system we found that pointing movements showed an undershoot for 
targets faraway. This undershoot could be more than 10 cm. For nearby targets 
pointing movements were more accurate and for targets near the body pointing 
movements could even show a small overshoot. The finding of an overshoot for 
nearby targets and an undershoot for targets farther away might explain an apparent 
discrepancy between previous results in the literature: some authors reported an 
overshoot (e.g. Berkenblit et al. 1995), whereas others found an undershoot of target 
distance (e.g. Soechting and Flanders 1989a). This apparent discrepancy might well be 
explained by different target distances relative to the body in the various studies. With 
regard to pointing direction, we found that the direction of pointing was accurate for 
the static condition. These results support previous results (Bock and Arnold 1992; 
Gordon et al. 1993; Soechting and Flanders 1989a,b) that distance and direction may 
be controlled independently.
There have been many suggestions as to the origin of the pointing errors. We cannot 
provide a full explanation for the pointing errors in our data. In the literature two 
hypotheses have been proposed which may be relevant. The first hypothesis is based 
on a nonlinear distortion of perceptual space. If perceptual space were to be distorted 
nonlinearly, as hypothesized by Wolpert et al. (1994), then the subject would have a 
wrong percept of target position in space. However, if the subject moves his finger to 
this incorrectly perceived target position in space, the finger may still end up in the 
actual target position. The nonlinear distortion hypothesis predicts that pointing errors 
after the step vary in a complicated way as a function of direction and amplitude of the 
step. Since our models (Equations 7.2-7.5 in Cartesian coordinates) are basically 
linear, the good fit of the models in explaining the relation between internal 
representation of the step and actual step displacement argues against a role of 
nonlinear distortion of perceptual space in the spatial updating of remembered target 
positions.
The other hypothesis proposes that errors in motor planning prevent the subject 
from pointing accurately to the remembered target position (Soechting and Flanders 
1989a,b). This may well explain the pointing errors obtained in the STATIC condition 
in the present study. This hypothesis also predicts that pointing error depends on target 
position relative to the body. Gentilucci and Negrotti (1996) suggested that the two 
processes of perception and visuo-motor transformation share common mechanisms
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for distance reproduction. If that were true, more specific experiments would be 
necessary to locate the precise location of the origin of the various error components in 
the chain of sensori-motor transformations.
The descriptive Models 2 and 3 that we used to explain our data, assume that the 
errors related to pointing in the static condition persist in the STEP condition. In 
addition to errors in the update of step-displacements Model 2 only incorporates errors 
due to an erroneous percept or storage of target position, whereas Model 3 only 
incorporates errors in the pointing movement. We would like to emphasize that both 
corrections represent some extreme cases, since each correction (Model 2 or Model 3) 
attributes errors to a single factor (errors in target or in pointing movement). 
Presumably, a combination of both factors may be more realistic.
The diagonal components of matrix B, which represent the contribution of body 
displacement to the perceived step-displacement, are all smaller than one for nearly all 
subjects. Two subjects (PM and PS) incorporate their step in the x-direction (not in the 
/-direction) in a nearly perfect way. The other subjects revealed an undershoot in the 
update of the remembered target position for their own displacements. For those 
subjects we found statistically significant differences in pointing error for steps in the 
x- and /-direction. We invariably found that the underestimation of the step was larger 
in the /-direction (forward) than in the x-direction (left/right direction).
The fact that the components of vector D are small (less than 4 cm) and on average 
near zero indicates that the perceived step-displacement of the subject is almost 
entirely specified by the components of matrix B. This is in agreement with the fact 
that the subjects do not perceive a self-displacement without step-displacements (i.e. 
for S = 0).
As far as we know there are no studies which have investigated the effect of one- 
step self-displacements within reaching space on pointing movements to remembered 
visual targets. However, there are some reports on the percept of egomotion during 
walking and navigation to a target. We will first discuss the relevance of these papers 
for our results. Subsequently we will speculate about possible explanations and 
implications of our results.
Israël et al. (1993) did a study in which subjects were displaced passively on a sled 
that was linearly accelerated. Subjects had to push a button to indicate when they 
thought the sled had traveled a particular distance. Their results showed that subjects 
pushed the button too soon, suggesting that they overestimated the traveled distance 
for relatively small distances (about 0.8 m). The explanation for the apparent 
overestimation of displacement provided by Israël et al. is based on the abrupt onset of 
acceleration which induces a transient in otolith output. Glasauer et al. (1994) did an 
experiment in which they asked subjects to walk blindfolded to a previously seen
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target on the ground. These subjects walked too far, corresponding to an 
underestimation of their displacement during active self-motion. According to 
Glasauer et al. (1994) the vestibular system does not play a major role in active 
displacements, where proprioception is apparently more important. This finding 
corresponds with our observations and contributes to the notion that the abrupt 
acceleration in the experiment by Israël et al. may be responsible for the apparently 
discrepant overestimation of self-motion. An underestimation of distance walked was 
also found by Amorim et al. (1997). Also recently, Philbeck and Loomis (1997) found 
that subjects underestimated their walking distance under dark viewing conditions. 
Taken together, these studies indicate that subjects underestimate self-motion both 
during active walking and navigation, as well as in pointing.
With regard to possible implications of our findings we would like to discuss two 
other observations. Rossetti et al. (1995) argued that a weighted fusion of visual and 
proprioceptive information about hand position is used in pointing movements with 
the hand. One could speculate that when visual information is not available (as was the 
case in our study and in those of Glasauer et al. (1994) and Philbeck and Loomis 
(1997)) the absence of visual information in the weighted fusion may give rise to a 
decreased amplitude of perceived target distance. In another study investigating 
navigation of subjects towards a target in a complex environment Amorim et al. (1997) 
made a distinction between two so-called processing modes used to update target 
location and orientation. When the subject had to keep track with the target position 
relative to his own position all the time during navigation (the object-centered mode) 
the errors were much smaller than in the mode in which the subject focused on the 
path he walked during the trajectory towards the target (trajectory-centered mode). The 
authors concluded that the type of cognitive task might affect the accuracy of updating 
the orientation and location of a target. Based on this result, one could argue that most 
of the subjects in our experiment used the trajectory-centered mode.
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Summary
This thesis describes six behavioral studies on the control of eye, head and arm 
movements all dealing with problems related to kinematic redundancy and integration 
of sensory information. To measure these movements, an experimental set-up was 
developed in which optical measurement techniques were combined with the magnetic 
search coil technique. Chapter 2 provides the new methods and concepts required for a 
full, six-dimensional motion analysis of head movement. This is of importance for a 
proper picture of the vestibular consequences of active head movements and has 
relevance for the problem of how the brain deals with the inherent kinematic 
redundancy of the multi-joint head-neck system. Expanding on the latter topic, 
Chapter 3 investigates the kinematic redundancy problem for head movements in 
torticollis patients, whereas Chapter 4 studies this problem for arm movements. 
Chapter 5 and 6 focus on vestibular consequences of active head motion. These 
chapters deal with the geometrical problem of how the vestibular-ocular reflex (VOR) 
adjusts the rotations of the two eyes to compensate for head motion. Finally, Chapter 7 
investigates the role of vision, canals, otoliths, and proprioception for the percept of 
egomotion. The next few sections summarize the results and conclusions of all 
experiments.
Chapter 2: Off-centric rotation axes in head movements
Until now, most studies concerning active head movements in three dimensions 
have utilized the classical rotation vector description. Although this description yields 
both the orientation of the head rotation axis and the amount of rotation, it is 
incomplete since it cannot specify the location of this rotation axis in space. In this 
chapter, we have extended the rotation vector description by applying the helical axes 
approach, which yields both the classical rotation vector as well as the location of the 
rotation axis in space.
Seven subjects were instructed to shift gaze naturally to targets in 12 different 
directions at an eccentricity of 40°. The results demonstrate that the axes for these 
head movements occupy consistently different spatial locations. For purely horizontal
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movements the location of the rotation axis remains fixed at a point midway between 
the two ear canals. For vertical head movements, however, the rotation axis does not 
stay fixed in space but shifts downwards with respect to the body for larger movement 
amplitudes. There were consistent intersubject differences in the location of the 
rotation axis, its downward shift with movement amplitude and movement direction 
(flexion/extension).
Since multiple vertebrae are involved in head movements, there are theoretically 
many possibilities to execute a certain head movement. The differences among 
subjects indicate different strategies in resolving this kinematic redundancy problem, a 
fact which was not apparent from the classical rotation vector part of our description, 
which yielded a rather uniform picture.
A simple model suggests that the downward shift of the location of the rotation axis 
requires a modulation in VOR gain of up to 10% to maintain fixation of a near target 
during vertical head movement. The involvement of the otolith system in this process 
remains to be determined.
Chapter 3: 3-D head movements in torticollis
This chapter investigates head movements of patients with spasmodic torticollis 
towards targets in various directions. These patients, whose severe dystonia was 
reflected in an abnormal resting head position, appeared to retain a Donders’-type 
strategy (a behavioral restriction of 3-D rotation vectors to a 2-D “surface”) for the 
control of the rotational degrees of freedom of the head. As in normals, rotation 
vectors, representing head orientation, were confined to a curved surface, which 
specifies how head torsion depends on gaze direction. The orientation of the surface in 
body-coordinates, which was very stereotyped in normals, was different for patients. 
The same Donders surface was found for head movements and for stationary head 
postures, indicating that the same neural mechanism governs its implementation in 
both tasks. To interpret our results, we propose a conceptual scheme incorporating the 
basal ganglia, which are thought to be involved in the etiology of torticollis, and an 
implementation stage for Donders’ law.
Chapter 4: Upper arm postures for 3-D pointing
This study addressed the question of how the 3-D control strategy for the upper arm 
depends on what the forearm is doing. Subjects were instructed to point a laser -  
attached in line with the upper arm -  toward various visual targets, such that 2-D 
pointing directions of the upper arm were held constant across different tasks. For each
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such task subjects maintained one of several static upper arm -  forearm configurations, 
i.e., each with a set elbow angle and forearm orientation. The results confirmed that 
Donders’ law does not hold across all pointing tasks, i.e., for a given pointing target, 
upper arm torsion varied widely. However, for any one static elbow configuration, 
torsional variance was considerably reduced and was independent of previous arm 
position, resulting in a thin, Donders-like surface of orientation vectors. More 
importantly, the shape of this surface (which describes upper arm torsion as a function 
of its 2-D pointing direction) depended on both elbow angle and forearm orientation. 
For pointing with the arm fully extended or with the elbow flexed in the horizontal 
plane, a Listing's law-like strategy was observed, minimizing shoulder rotations to- 
and-from center at the cost of position-dependent tilts in the forearm.
In contrast, when the arm was bent in the vertical plane, the surface of best fit 
showed a Fick-like twist that increased continuously as a function of static elbow 
flexion, thereby reducing position-dependent tilts of the forearm with respect to 
gravity. In each case, the torsional variance from these surfaces remained constant, 
suggesting that Donders’ law was obeyed equally well for each task condition. Further 
experiments established that these kinematic rules were independent of gaze direction 
and eye orientation, suggesting that Donders’ law of the arm does not coordinate with 
Listing’s law for the eye. These results revive the idea that Donders' law is an 
important governing principle for the control of arm movements, but also suggest that 
its various forms may only be limited manifestations of a more general set of context- 
dependent kinematic rules. We propose that these rules are implemented by neural 
velocity commands arising as a function of initial arm orientation and desired pointing 
direction, calculated such that the torsional orientation of the upper arm is implicitly 
coordinated with desired forearm posture.
Chapter 5: Human gaze stabilization during active head rotations
The vestibulo-ocular reflex (VOR) needs to modulate its gain depending on target 
distance in order to prevent retinal slip during head movements. This chapter 
investigates gain modulation (context compensation) for binocular gaze stabilization in 
human subjects during voluntary yaw and pitch head rotations. Movements of each 
eye were recorded, both when attempting to maintain gaze on a small visual target at 
straight-ahead in a darkened room and after its disappearance (remembered target). In 
the analysis, we relied on a binocular coordinate system yielding a version and a 
vergence component. We examined how frequency and target distance, approached 
here by using vergence angle, affected the gain and phase of the version component of 
the VOR and compared the results to the requirements for ideal performance. Linear
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regression analysis on the version gain-vergence relationship yielded a slope 
representing the influence of target proximity and an intercept corresponding to the 
response at zero vergence (‘default gain’). The slope of the fitted relationship, divided 
by the geometrically-required slope, provided a measure for the quality of version 
context compensation (‘context gain’).
In both yaw and pitch experiments, we found default version gains close to one 
even for the remembered target condition, indicating that the active VOR for far 
targets is already close to ideal without visual support. In near target experiments, the 
presence of visual feedback yielded near unity context gains, indicating close to 
optimal performance (retinal slip < 4 °/s). For remembered targets, the context gain 
deteriorated but was still superior to performance in corresponding passive studies 
reported in the literature. In general, context compensation in the remembered target 
paradigm was better for vertical than for horizontal head rotations. The phase delay of 
version eye velocity relative to head velocity was small (~ 2°) for both horizontal and 
vertical head movements. Analysis of the vergence data from the near target 
experiments showed that context compensation took into account that the two eyes 
require slightly different VORs.
In the discussion, comparison of the present default VOR gains and context gains 
with data from earlier passive studies has led us to propose a limited role for efference 
copies during self-generated movements. We also discuss how our analysis can 
provide a framework for evaluating two different hypotheses for the generation of 
binocular VOR eye movements.
Chapter 6: Distance compensation in the translational vestibulo-ocular reflex
The translational vestibulo-ocular reflex (tVOR) stabilizes retinal images against 
translational movements of the head in space. Geometric considerations dictate that the 
tVOR needs to modulate its response sensitivity (in °/cm) by the inverse of target 
distance. This study measured the performance of the tVOR for visual and 
remembered targets at various distances in human subjects (n=6) during self-generated 
head translations at frequencies of 0.25, 0.5, 1.0 and 1.5 Hz.
In the analysis, we used a binocular coordinate system yielding a version and a 
vergence component. We examined how frequency and target distance, estimated from 
the vergence angle, affected the sensitivity and phase of the version component of the 
translational VOR and compared the results to the requirements for ideal performance. 
Linear regression analysis of the version-sensitivity/vergence relationship yielded a 
slope representing the influence of target distance. The ratio of this slope and the slope 
required for ideal stabilization provided a measure for the degree of ‘distance
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compensation’ in the tVOR. The results show that distance compensation, which is 
better for a visual target than in darkness, behaves according to low-pass 
characteristics in each target condition. It declined from 1.00 to 0.84 for visual targets 
and from 0.87 tot 0.57 for remembered targets in the frequency range tested. The 
intercept obtained from the regression yielded the tVOR response at zero vergence and 
specified the ‘default sensitivity’ of the tVOR. Default sensitivity increased with 
frequency from 0.02 to 0.10 °/cm for visual targets and from 0.04 to 0.16 °/cm in 
darkness. The phase delays of version angular eye velocity relative to translational eye 
velocity increased on average from 2° to 7° in the frequency range 0.25-1.5 Hz.
In comparison with earlier passive studies, the active tVOR in the dark performs 
much better at all frequencies where comparison was possible. Moreover, while earlier 
passive studies agree that the translation-related VOR is otolith-driven and has high­
pass filter characteristics, the active tVOR clearly manifests low-pass dynamics. We 
conclude that an additional nonvestibular signal with low-pass characteristics 
contributed to the tVOR during self-generated head translations.
Chapter 7: Pointing after step movements
The final chapter studies pointing movements to remembered visual targets in a 
completely darkened room with and without self-made step-movements in order to 
investigate in which coordinate system and to what extent target representations 
relative to the body are updated for self-induced egomotion. A small red-light emitting 
diode on the fingertip provided visual feedback about fingertip position at all times. 
We asked subjects to make pointing movements that started 2 seconds after 
disappearance of a visual target. In this interval of 2 seconds the subject did or did not 
make a step. The pointing errors without a step showed that subjects undershot 
faraway targets in a systematic way, whereas they sometimes overshot nearby targets. 
We found that the step causes larger pointing errors both in amplitude and direction 
with a bias in the direction of the step. We explored three different versions of a 
descriptive model in which polar coordinates were used to describe the pointing 
movement, and in which either Cartesian or polar coordinates were used to update 
target position relative to the shoulder for the step. The results suggest that 
incorporation of the step-displacement in the new target position relative to the subject 
is done in a Cartesian frame of reference. Moreover, the amplitude of the step­
displacement tends to be underestimated by subjects.
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Samenvatting
De meeste mensen beschouwen alledaagse handelingen zoals lopen, het pakken van 
een kopje koffie of het vangen van een bal als vanzelfsprekend. Ook verbaast niemand 
zich over het feit dat tijdens wandelen of hardlopen de visuele waarneming van de 
omgeving niet verstoord is. En is het vermijden van obstakels in een donkere kamer 
om de lichtschakelaar te vinden niet heel normaal? Toch is de vanzelfsprekendheid 
van al deze kennelijk moeiteloze activiteiten en automatismen bedrieglijk. Ze bestaan 
namelijk uit nauwkeurig gecoordineerde interacties tussen signalen van diverse 
sensorische en motorische systemen en vereisen complexe neurale berekeningen in het 
centrale zenuwstelsel (CZS).
Dit proefschrift beschrijft experimenteel onderzoek dat alles te maken heeft met 
bovenstaande ogenschijnlijk eenvoudige activiteiten. Meer in het bijzonder richt het 
zich op neurale sturingprincipes van oog-, hoofd- en armbewegingen en op de vraag 
hoe sensorische informatie (visueel, vestibulair, proprioceptief) wordt geïntegreerd om 
dergelijke bewegingen te regelen en te coordineren. Om oog-, hoofd- en 
armbewegingen te meten werd een experimentele opstelling gebruikt waarin een 
optische meettechniek gecombineerd werd met de magnetische oogspoelmethode.
De inleiding van het proefschrift begint met een samenvatting van de anatomie en 
de fysiologie van het oculomotorsysteem en het hoofd-neksysteem, gevolgd door een 
paragraaf over de 3-D rotatiekinematica van oog-, hoofd- en armbewegingen. Het 
begrip kinematische redundantie wordt verklaard: het feit dat oog, hoofd en arm meer 
vrijheidsgraden beschikbaar hebben dan strikt genomen noodzakelijk is voor bepaalde 
taken. Vervolgens worden oplossingen van het zogenaamde kinematische redundantie 
probleem voor 3-D rotaties beschouwd. De klassieke wetten van Listing en Donders 
specificeren een gedragsmatige restrictie van het aantal rotatievrijheidsgraden. De 
laatste paragraaf van de inleiding bespreekt oog-hoofdcoordinatie gericht op visuele 
stabiliteit. Het definieert de kinematische eisen die aan oogbewegingen worden gesteld 
om beelden op het netvlies tijdens hoofdbewegingen te stabiliseren.
In hoofdstuk 2 wordt een nieuwe methode geïntroduceerd voor een volledige zes- 
dimensionale analyse van hoofdbewegingen. Een dergelijke bewegingsanalyse is van 
belang voor een duidelijk inzicht in de vestibulaire consequenties van actieve
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hoofbewegingen en is tevens relevant voor het antwoord op de vraag hoe het brein 
omgaat met de inherente kinematische redundantie van het hoofd-nek systeem. 
Hoofdstuk 3 volgt met een onderzoek aangaande kinematisch redundatie in patienten 
met torticollis (een ernstige scheefstand van het hoofd). Hoofstuk 4 onderzoekt het 
kinematische redundantieprobleem voor armbewegingen. Hoofdstuk 5 en 6 richten 
zich op de vestibulaire gevolgen van actieve hoofdbewegingen. Deze hoofdstukken 
behandelen het geometrische probleem hoe de vestibulaire-oculaire reflex (VOR) de 
ogen roteert om beelden stabiel te houden op het netvlies tijdens hoofdbewegingen. 
Tenslotte richt hoofdstuk 7 zich op de rol van sensorische informatie voor de perceptie 
van zelfbeweging. De resultaten en conclusies van alle experimenten worden 
hieronder samengevat.
Hoofdstuk 2: Eccentrische rotatieassen tijdens hoofdbewegingen
Tot nu toe hebben de meeste studies op het gebied van hoofdsturing zich gericht op 
de rotatiecomponent van de hoofdbeweging. De rotatie van het hoofd werd veelal 
beschreven met de zogenaamde rotatievector, een 3-D vector die de richting van de 
rotatie en de grootte van de rotatiehoek specificeert ten opzichte van een zekere 
referentiestand. Een dergelijke beschrijving is echter niet volledig omdat 
hoofbewegingen meestal bestaan uit zowel een rotatie als een translatie. De translatie 
van het hoofd is veelal het gevolg van een eccentrische locatie van de rotatieas van het 
hoofd. De rotatievector beschrijft alleen de richting van de rotatieas, niet zijn locatie. 
In dit hoofdstuk wordt een beschrijving met helische assen gebruikt om de ligging van 
de rotatieas te bepalen.
Zeven proefpersonen maakten hoofdbewegingen met een amplitude van 40° in 12 
verschillende richtingen. De resultaten toonden aan dat rotatieassen voor dergelijke 
bewegingen verschillende locaties hebben. Voor pure horizontale bewegingen bevond 
de rotatieas zich op een vast punt in het midden tussen de twee gehoorkanalen. Voor 
verticale bewegingen lag de rotatieas in de nek en schoof omlaag, afhankelijk van de 
grootte van de hoofdbeweging.
Er waren consistente verschillen tussen proefpersonen met betrekking tot de ligging 
van de rotatieas en zijn verschuiving als gevolg van variatie in de bewegingsamplitude 
en de bewegingsrichting. Omdat er zeven halswervels zijn, zijn er theoretisch gezien 
oneindig veel mogelijkheden om een hoofdbeweging te maken. De verschillen tussen 
de proefpersonen duiden op verschillende strategieën om dit kinematische 
redundantieprobleem op te lossen.
Eenvoudige modelsimulaties toonden aan dat de verplaatsing van de rotatieas 
gedurende verticale hoofdbewegingen een verandering van 10% in de
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versterkingsfactor (gain) van de VOR vereist om dichtbij staande doelen te blijven 
fixeren. De rol van de otolieten in dit proces moet nog uitgezocht worden.
Hoofdstuk 3: 3-D hoofdbewegingen van torticollis patienten
Dit hoofdstuk onderzoekt de hoofdbewegingen van patienten met torticollis 
spasmodicus. Torticollis spasmodicus is een ziektebeeld dat gekenmerkt wordt door 
een scheefstand van het hoofd, veroorzaakt door spierspasme, dat wil zeggen een 
krachtige, onwillekeurige contractie van de hoofd-nekmusculatuur. Om voldoende 
vergelijkingsmateriaal te verkrijgen zijn controlemetingen gedaan bij normale 
proefpersonen. Overeenkomstig de resultaten van normale proefpersonen bleken de 
hoofdorientaties van deze patienten te voldoen aan de wet van Donders -  een 
gedragsmatige restrictie van de 3-D rotatievectoren van het hoofd in een 2-D gekromd 
oppervlak. Voor de patienten was de stand van deze ‘Donders’ oppervlakken 
afwijkend. Er waren geen verschillen in de Donders vlakken tussen hoofdbewegingen 
en hoofdfixaties hetgeen er op wijst dat hetzelfde neurale mechanisme een rol speelt in 
beide taken. De resultaten worden bediscussieerd aan de hand van een conceptueel 
schema. Dit schema bestaat uit de basale ganglia -  betrokken geacht bij de ethiologie 
van torticollis -  en een meer perifeer systeem verantwoordelijk voor de implementatie 
van de wet van Donders.
Hoofdstuk 4: De orientatie van de bovenarm wordt bepaald door de onderarm
Deze studie richt zich op de vraag of de 3-D sturingsstrategie van de bovenarm 
afhangt van interactie met de onderarm. We instrueerden proefpersonen om een 
laserbundel, opgelijnd met de wijsrichting van de bovenarm, te richten op 
verschillende visuele doelen, zodat de wijsrichtingen van de bovenarm constant 
werden gehouden voor verschillende bewegingstaken. Iedere taak bestond uit een 
verschillende stand van de onderarm ten opzichte van de bovenarm zoals bepaald door 
de ellebooghoek en de orientatie van de onderarm (horizontaal/verticaal).
De resultaten van het onderzoek zijn in overeenstemming met de resultaten uit 
eerdere studies die rapporteerden dat de wet van Donders voor de bovenarm 
geschonden wordt gedurende alle wijstaken. Met andere woorden, er was een grote 
variatie in torsie van de bovenarm voor de verschillende wijstaken. Voor iedere 
afzonderlijke wijstaak was de variatie in torsie echter klein en onafhankelijk van 
eerdere ingenomen orientaties van de bovenarm. Kortom, de wet van Donders bleek 
wel geldig voor iedere afzonderlijke configuratie van de bovenarm en onderarm. Een 
opmerkelijk resultaat was dat de vorm van het Donders oppervlak -  die torsie van de
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bovenarm beschrijft als een functie van zijn wijsrichting -  afhankelijk was van zowel 
de ellebooghoek als de orientatie van de onderarm. Een wijstaak waarbij de arm 
volledig gestrekt was of de onderarm gebogen in een horizontaal vlak resulteerde in 
een vlak oppervlak (Listing wet). Wanneer de onderarm daarentegen gebogen werd in 
het verticale vlak kromde het Donders oppervlak met een kromming die een functie 
was van de ellebooghoek. Voor elke afzonderlijke wijstaak was de variatie in 
torsierichting rond het Donders oppervlak constant zodat iedere wijstaak zijn eigen 
Donders oppervlak heeft. Verdere experimenten toonden aan dat dit kinematisch 
gedrag onafhankelijk was van de kijkrichting en de 3-D orientatie van het oog. Dit 
wijst erop dat wet van Donders voor de bovenarm geen samenspel vertoont met de wet 
van Listing voor het oog. De resultaten duiden op het belang van de wet van Donders 
voor de sturing van armbewegingen, maar impliceren tevens dat de vorm (mate van 
kromming) waarmee de wet zich manifesteert het resultaat is van een algemene set van 
context-afhankelijke kinematische regels. We postuleren dat deze wetmatigheden 
geïmplementeerd worden door neurale snelheidscommando’s die bepaald worden door 
de initiële orientatie van de arm en de gewenste wijsrichting. Deze commando’s 
worden zodanig berekend dat de torsionele orientatie van de bovenarm impliciet 
gecoordineerd wordt met de gewenste orientatie van de onderarm.
Hoofdstuk 5: Stabilisatie van kijkrichting tijdens actieve hoofdrotaties
De VOR dient zijn gain aan te passen aan de afstand van het doel om zodoende 
retinal slip te voorkomen tijdens bewegingen van het hoofd. Dit hoofdstuk beschrijft 
hoe de gain afhangt van de doelafstand (context compensatie) voor binoculaire 
bliksstabilisatie tijdens actieve horizontale en verticale hoofdrotaties. De 
oogbewegingen van beide ogen werden gemeten terwijl de proefpersoon in het donker 
zijn blik stabiliseerde op een klein visueel doel gevolgd door een herinnerd doel (het 
doel werd gedoofd). Voor de analyse maakten we gebruik van een binoculair 
coordinatensysteem dat conjugate oogbewegingen (versie oogbewegingen) 
onderscheidt van oogbewegingen in diepte (vergentie oogbewegingen). De vraag was 
hoe de bewegingsfrequentie en de doelafstand (berekend uit de vergentiehoek) de gain 
en de fase van de VOR beïnvloeden. We hebben de resultaten vergeleken met ideaal 
gedrag. Op basis van een lineare regressieanalyse kwantificeerden we de relatie tussen 
de gain van de VOR en de inverse doelafstand. De helling van de regressielijn 
representeert de invloed van doelafstand en het intercept specificeert de gain voor 
doelen op oneindige afstand (standaard gain). De helling van de lijn werd gedeeld door 
de geometrisch-ideale helling om zodoende een maat voor de kwaliteit van context 
compensatie te verkrijgen (context gain).
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Tijdens zowel horizontale als verticale hoofdrotaties lagen de waarden van de 
standaard gains rond 1 voor visuele en herinnerde doelen hetgeen er op duidt dat de 
VOR perfect is voor doelen op oneindige afstand, zelfs zonder gebruik van visuele 
informatie. De context gain was nagenoeg ideaal (dat is rond 1) tijdens visuele 
terugkoppeling. Tijdens het fixeren van herinnerde doelen was de context gain lager 
maar nog steeds hoger dan in passieve VOR studies. In het algemeen was de context 
gain groter tijdens verticale dan tijdens horizontale rotaties. Verder liep de oogsnelheid 
iets achter (~ 2° fase) op de hoofdsnelheid tijdens zowel horizontale als tijdens vertical 
hoofrotaties, onafhankelijk van bewegingsfrequentie. Het feit dat de VOR 
verschillende gains oplegt aan beide ogen werd aangetoond aan de hand van de 
vergentieresultaten.
In de discussie van dit hoofdstuk worden de actieve VOR resultaten vergeleken met 
de resultaten uit eerdere passieve VOR studies. Het blijkt dat de VOR duidelijk beter 
is tijdens actieve dan tijdens passieve hoofdbewegingen. We postuleren derhalve dat 
efference-copy signalen bijdragen aan de VOR gedurende zelfgemaakte hoofdrotaties. 
We laten ook zien hoe onze analyse een mogelijkheid biedt om twee verschillende 
hypothesen aangaande de binoculaire VOR te evalueren.
Hoofstuk 6: Afstandscompensatie in de translatie vestibulo-oculaire reflex
De translatie VOR (tVOR) stabiliseert beelden op het netvlies tijdens translaties van 
het hoofd. Op geometrische gronden kan worden aangetoond dat de ideale responsie 
van de tVOR omgekeerd gerelateerd is aan de doelafstand. Deze studie kwantificeert 
de responsie van de tVOR voor visuele en herinnerde doelen gedurende zelfgemaakte 
hoofdtranslaties met frequenties van 0.25, 0.5, 1.0 en 1.5 Hz. Evenals in hoofdstuk 5 
werd voor de analyse gebruik gemaakt van een binoculair coordinatensysteen en het 
effect van frequentie en doelafstand op de prestaties van de tVOR werd onderzocht. 
Deze prestaties worden gekarakteriseerd door zijn gevoeligheid (de ratio van de 
rotatiesnelheid van het oog en de translatiesnelheid van het hoofd, in °/cm) en zijn fase 
(het verschil van de fase van de rotatiesnelheid van het oog en de fase van de 
translatiesnelheid van het hoofd). Op basis van een lineaire regressieanalyse bepaalden 
we de relatie tussen de gevoeligheid van de tVOR en de inverse doelafstand. De 
helling van de regressielijn beschrijft de invloed van doelafstand. De helling van de 
lijn werd gedeeld door de geometrisch-ideale helling hetgeen een maat leverde voor 
de mate van afstandscompensatie in de tVOR.
De resultaten laten zien dat de doelafstand beter in rekening gebracht wordt bij 
visuele doelen dan bij fixaties op herinnerde doelen. Ook is afstandcompensatie beter 
voor lage dan voor hoge frequenties (laagdoorlaat karakteristiek) -  deze daalde van
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1.00 naar 0.84 bij visuele doelen en van 0.87 naar 0.57 bij herinnerde doelen. Het 
intercept van de regressielijn specificeert de gevoeligheid voor doelen op oneindige 
afstand (standaard gevoeligheid) en is in het ideale geval 0. Dit afstand-onafhankelijk 
deel van de reflex verliep volgens een hoogdoorlaatfilter met waarden van 0.02 tot 
0.10 °/cm bij visuele doelen en 0.04 tot 0.16 °/cm in het donker. Met betrekking tot de 
fase liep de rotatiesnelheid van het oog gemiddeld achter op de translatiesnelheid van 
het hoofd: 2° tot 7° in het geteste frequentiebereik.
Voor alle geteste frequenties blijkt de actieve tVOR beter te presteren dan de 
passieve tVOR. Passieve tVOR studies zijn het erover eens dat de tVOR gedreven 
wordt door de otolieten en de karakteristieken heeft van een hoogdoorlaatfilter. De 
actieve tVOR resultaten tonen daarentegen de karakterisitieken van een 
laagdoorlaatsysteem. Dit alles rechtvaardigt de conclusie dat additionele niet- 
vestibulaire signalen de prestatie van de tVOR tijdens actieve hoofdtranslaties 
verbeteren.
Hoofdstuk 7: Wijzen na zelfgemaakte stappen
Het laatste hoofdstuk van dit proefschrift bestudeert wijsbewegingen naar 
herinnerde doelposities na zelfgemaakte stappen. De onderzoeksvraag was hoe goed 
doelposities na de stap worden herberekend en welk coordinatensysteem hierbij 
gebruikt wordt. Controlemetingen bestonden uit wijzen zonder stap. Een kleine visuele 
puntbron op de vingertop leverde de proefpersoon informatie omtrent de positie van de 
vingertop tijdens de metingen. De proefpersoon diende te wijzen 2 seconden nadat een 
visueel doel gedoofd werd. In dit tijdsinterval maakte hij wel of geen stap. De 
wijsfouten zonder stap laten zien dat de proefpersoon te ver wijst voor dichtbij gelegen 
doelen en te dichtbij voor vergelegen doelen. De stap veroorzaakte grotere wijsfouten 
zowel in diepte als in richting. Met behulp van drie verschillende versies van een 
relatief eenvoudig model is geprobeerd de wijsfouten te verklaren. In dit model 
werden altijd polaire coordinaten gebruikt om de wijsbewegingen te beschrijven en 
carthesische of polaire coordinaten voor de herberekening van de herinnerde 
doelposities ten opzichte van de schouder van de proefpersoon na de stap. De 
resultaten tonen aan dat de verrekening van de stap met betrekking tot de nieuwe 
doelpositie wordt gedaan in een carthesisch coordinatensysteem. Ook blijkt dat 
proefpersonen de grootte van de stap onderschatten.
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