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Abstract 
Yamada, M., Hadamard matrices of generalized quaternion type, Discrete Mathematics 87 
(1991) 187-196. 
Let G be a semi-direct product of a cyclic group of an odd order by a generalized quaternion 
group Q,. We consider the ring % obtained from the group ring ZG by identifying the elements 
f 1 in the center of Q, with f 1 of the rational integer ring Z. If the right regular representation 
of matrix of an element in 8 is an Hadamard matrix, we call this an Hadamard matrix of 
generalized quatemion type. 
An Hadamard matrix generated by the Paley type 1 matrix is Seidel-equivalent o an 
Hadamard matrix of generalized quaternion type, bound by some conditions. When the order 
of generalized quatemion group is minimum, i.e. when Q, is the quaternion group, then an 
Hadamard matrix of generalized quatemion type is exactly an Hadamard matrix of type Q. See 
Ito [2]. Moreover if the four component matrices of an Hadamard matrix of type Q are 
symmetric, then this becomes an Hadamard matrix of Williamson type. 
The purpose of this paper is to prove the existence of some infinite series of Hadamard 
matrices of generalized quaternion type. The theory of the relative Gauss sum is very 
important for the construction of our infinite series. 
In the last section, we give examples of Hadamard matrices of generalized quaternion type of 
order 24 in detail. 
1. Definitions 
A generalized quaternion group QS of order 2”+2 is a group generated by the 
two elements p, j such that 
P 
r+l _ 
- 1, j2 = P”, jpj-’ = p-1. 
Let G be a semi-direct product of a cyclic group of an odd order n by the 
generalized quatemion group Q, of order 2S+2. That is, G is generated by p, g 
and j with the relations 
pY = -1, j2 = -1, jpj-’ = p-l, P5P -I- - 5, j<j-’ = g-1, f” = 1. 
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We consider the ring 5% obtained from the group ring EG by identifying the 
elements fl in the center of Q, with fl of the rational integer ring B. Put 
X= {pkl;‘:O~k6T - 1, Ocl~n - l} and choose the basis JZ= XU SYj of 3. 
An element E in 92 takes the following form 
2N-1 n-l 2N-1 n-l 
5 = 2 2 ak,,(‘pk + 2 c bk,,c’pkj = cu+ pj, N = T-l, 0) 
k=O I=0 k=O I=0 
where 
2N-1 n-l 2N-1 n-l 
a= 2 c (Yk.lhk and fi = z 2 bk,,h”. 
k=O I=0 k=O I=0 
We define the conjugate 5 = (Y - /3j of f = (Y + /3j based on the automorphism 
t:~-+& 5;+1;-‘of G. F urt h ermore we define the norm X(E) = &$, so that 
X(E) = cu& + /3/7?, 
JVEV) = ~V!%vo) for E9 rl E 9. 
For an arbitrary element g E ‘32, we construct the right regular representation 
matrix R(E), defined by 
(pkC’E) = R(S)(pkC’). 
More precisely, for an element 5 of 93 with the form (1) the right regular 
representation matrix R(c) is given by 
where A* and B* are the transpose of A and B, and Ak = c;Ii ak,[T’ and 
Bk = C;lZt bkr,T1 are the circulant matrices of order n where T denotes the basic 
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circulant matrix of order n 
T= 
/OlO o\ 
0 0 1 0 
1 
1 
1 
\l 0 0 0 0 01 
Since R(E) = R(E)*, we have 
It(g) = R(E)R(@ = R(g) = ( dd* :, 93B* O 
d&P + cB.%R* 
). 
Definition. If an element in 3 which is given by the equation (1) above satisfies 
(i) all the coefficients ak.,, bl;,[ are from (1, -l}, and 
(ii) X(E) = 2’+ln = 4nN, 
then the right regular representation matrix R(g) becomes an Hadamard matrix 
of order 2S+‘n = 4nN, which is called an Hadamard matrix of generalized 
quaternion type. 
Similarly if the following conditions are satisfied: 
(iii) ak,k = 0, and all other coefficients ak,[, bk,[ are from (1, -l}, and 
(iv) A’(E) = 2Sf1n - 1 = 4nN - 1, 
then R(E) is a C-matrix of order 2Sf1n = 4nN, which we call a C-matrix of 
generalized quaternion type. 
For the definition of C-matrices see [5]. 
We abbreviate generalized quaternion type as GQ type for convenience sake. 
Let us express the conditions (i), (ii) in terms of the component matrices Ak 
and Bk: 
ZN-1 ZN-1 
z AkA: + c BkB: =4nNI, 
k=O k=O 
I-1 ZN-l-1 
c (A&N-t+k + B/&v--t+-k) - 2 (A;&+, + Bat&+,) = 0 
k=O k=O 
for lstc2N-1. 
In particular in case N = 1, the conditions will become 
A& +AIAT + BoBa + BIB: = 4nI, 
A,,A; -AlA; + BoBf - BIB,* = 0. 
It is plain that in this case R(E) gives an Hadamard matrix of type Q of Ito [2]. 
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Moreover suppose that A,,, AI, B0 and B1 are symmetric, then the second 
condition is trivial and the first condition is exactly the Williamson equation. If 
the Williamson equation is valid, then there exists an Hadamard matrix of the 
Williamson type. 
2. The Paley type 1 matrix 
Next we prove that the Paley type 1 matrix can be changed into the form of a 
C-matrix of GQ type. The Paley type 1 matrix is defined as follows (see [7]). 
Definition. Let q be a prime power, q = 3 (mod 4), F = GF(q) the finite field of q 
elements, K = GF(q’) a quadratic extension over F, and K* and F* the 
multiplicative groups of K and F respectively. Furthermore let rl be a generator 
of K*, y = @+ljn, and let NKIF and SK,F denote the relative norm and relative 
trace from K to F respectively. Denote by ?+!J the quadratic character of F. Then 
the matrix 
P = (~(NK,~~)~(~K,FY-‘~~-‘))~,~~~*,~* 
is called the Puley type 1 matrix. 
We recall here the definition of Seidel-equivalence of matrices. 
Definition. If a square matrix A can be obtained from a square matrix B by a 
sequence of two kinds of operations: 
(i) multiplying the row and the corresponding column by -1 simultaneously, 
(ii) interchanging two rows and the corresponding two columns 
simultaneously, 
then A will be said to be Seidel-equivalent to B. 
Theorem 1. The Paley type 1 matrix is Seidel-equivalent to a C-matrix of GQ type 
with some additional properties : 
(i) & is skewsymmetric, 
(ii) B2N_-m_-1 = -Bz for m = 0, . . . , N - 1 where q + 1 = 2’+‘n, s 3 1, n odd, 
N = 2s-‘. 
Proof. Let X = { n4Nk+2nk’:  = 0, . . . , n - 1, k’ = 0, . . . ,2N - 1). Then we can 
take X U Xf’ as a complete system of representatives of K*/F*. When we put 
wk = dSK,FY-l~k)~ 
the matrix P can be written in the following form by using wk: 
(W4N(-k+l)+2n(k’+l’)) (W4N(-k+l)+2n(k’+[‘)+n) 
W4N(-k+l)+2n(k’+l’)-n) > (-W4N(-k+l)+*n(k’+,‘)) ;:f;:,j.;);::y;;_l’ 
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We see that 
w-k = wk if k is odd, 
w_~ = -wk if k is even, 
(2) 
(3) Wk+4nN = -wk. 
Furthermore if we write 
A,=(w (- 4N k+l)+2mn k,I=O,...,n-1, 1 
&J = (W4N(-k+,)+(2m+l)n)k,I=0,...,n-1, 
cm = (W4N(-k+~)+(2m-l)n)k,I=0.....n-l~ 
then these are circulant matrices of order it, and it follows from (2) that 
A m+ZN z -A,, Am_,,, = A;, A_, = -A;, Bm+2N = -A,,,, BzN_,,, = -C;. 
Thus the matrix P take the form: 
P= 
( 
La 93 
-l&Q* > gp ) 
where & = (A,),=o ,___, 2N_1, and 8 = (B,),=o ,_,,, zN_1. Notice that Am+2N = -A,, 
B m+ZN = -B,, i.e. &, !B are negacyclic. And since AN_,,, = AL, it is obvious 
that I is skewsymmetric. 
On the other hand, from (2), (3) we have 
B~N-~-I = @4N(-k+[)+(2(2N-m-l)+& = (W4N(-k+l)+4nN-(2m+l)n 1 
= (-W4N(-k+[)-(2m+l)n) = (-W-4N(-k+[)+(Zm+l)n) = -B;, 
which completes the proof of Theorem 1. 0 
3. Inhite series of Hadamard matrices of generalized quaternion type 
In this section, we construct some infinite series of Hadamard matrices of GQ 
type. 
Let q be a power of a prime p, F = GF(q) denote a finite field of q elements, 
K = GF(q’) an extension of F of degree C, t 2 2. Let rl be a generator of K* and 
let SK and S, denote the absolute trace in K and F. Furthermore let SKIF and NKIF 
be the relative trace and relative norm from K to F respectively. 
Detinition. Let x be a character of F and I;, = etiilp, then the Gauss sum t&) is 
defined by 
r&X) = zFx(46;fl. 
If x is a nonprincipal character of K, then the ratio 
6 = r&) 
x r&) 
of two Gauss sums is called the relative Gauss sum associated with x. 
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The following theorem on the relative Gauss sum is very important and it is a 
key point of this paper. 
Theorem 2. Suppose that x is a character of K inducing in F a nonprincipal 
character. Then the relative Gauss sum associated with x can be written in the 
following form 
and we have the norm relation 
exe, = q’-l. 
Proof. See [8]. 0 
Using Theorem 2 for the case t = 2, we give infinite series of Hadamard 
matrices of GQ type. 
Theorem 3. Let q + 1 = 2% s 2 2, n odd, p a primitive Y+‘th root of unity and CO 
an arbitrary nth root of unity. Put x = xP+lx,, where xzS+(n) = p, xn(q) = w, so 
that x induces a quadratic character w in F. 
Then for the relative Gauss sum 13, we have 
8, = (Y + /3p”, a, B E Z[p2, 01, 
and the right regular representation matrix of 
y=cufi+pj 
gives an Hadamard matrix of GQ type of order 2”n where i is a primitive fourth 
root of unity. 
Proof. By Theorem 2, we have 
ox = $ X(V)~(SKIFV) = 2 V(SKIFV)P~W~~ 
m=O m=O 
Dividing in two partial sums according as m even or m odd, we get 
where 
(q--1)/2 (q--1)/2 
(Y= C ~(SK,F~2m)p2m~2m and p = C ~(SKIF#“‘+“)P~~~~. 
m=O m=O 
Similarly, we get 
so that & = CV, f3p” = -/3p”. We obtain finally 
-- 
e& = ((u + ppn)(rt + ppn) = acu + pp=pp” + c~ppn + p5p” 
= ncii + /3p + a(-/3p”) + a$p” = f_Y& + p/3 = q. 
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Since coefficients of y on the basis 9 are from { 1, -l} , and N(a f i + /3j) = 
q + 1, the right regular representation matrix of y is an Hadamard matrix of GQ 
type of order 2%. 0 
In the special case s = 2 we obtain an infinite series of Hadamard matrices of 
GQ type of order 4n. More generally, if there exists an element X = a + fip” of 
Z[p, w], satisfying 
(i) all coefficients on the basis L? are from { 1, -l} , and 
(ii) X(X) = 2% 
then by putting 
y = a + Pjgi, 
we get an Hadamard matrix of GQ type of order 2%. The problem to find X with 
been studied by many the above properties in the cyclotomic field Q(p, w) has 
number theorists, but it seems very difficult in general. 
Corollary to Theorem 3. Let cu, /3 be as in Theorem 3. 
representation matrix of 
y = ((u-i + /3p”j)(l -j) = (1 -j)(6), + ij) 
Then the right regular 
is an Hadamard matrix of GQ type of order 2S+‘n. In particular, ifs = 1, then we 
get an Hadamard matrix of Turyn’s type [4]. 
Proof. It is obvious that the coefficients of y on the basis L5’ are from (1, -l} and 
N(y) = 2’+‘n. For s = 1, we have q + 1 = 2n, n odd, and 
n-1 
0, = 2 V&Frlm)im~m = mzo (W~dm)im + WKIFvm+n)im+n)~m. 
m=O 
Since n is odd, we have 
n-1 
0, = q.42) + C (V(SK,Fv4m)i” + inV(SKIF7j4m+n))Wm. 
m=l 
Write a, = VJI(S~,~~~~) + in~(SK,F~4m+n) for m 2 1, then it is easy to verify that 
a-, = a, for m = 1, . . . , (n - 1)/2. 
In fact 
This leads to an Hadamard matrix of Turyn’s type (more precisely see [S]). 0 
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Theorem 4. Let q + 1 = 2n, n odd and p a primitive octic root of unity. Let n and 
o be as in Theorem 3. Put x = xsx,,, x8(n) = p. So that x induces a biquadratic 
character in F. 
The right regular representation matrix of 
y = (0, + p’j)(l + i)(l +j), t = 1, 3, 5, 7, 
gives an Hadamard matrix of GQ type of order 8n. We may change the order of 
factors 0, + p’j, 1 + i and 1 + j arbitrarily. 
Proof. We have 
and 
Put 
n-1 
y = (0, + pj)(l + i)(l + j) = f+(l + i) - p + p3 + (f$(l + i) + p - p’)j. 
We proceed similarly in the cases where the order of three factors is changed and 
in the cases where t = 3, 5, or 7. 
Now the coefficient of mm with m = 0 in $,(l + i) is ~(S,,,l)(l + i) = fl f p2, 
and the coefficients of y on the basis {p“&, pkm’j; 0 6 k < 3, 0 6 1s n - l} are 
all from (1, -l}, and y satisfies 
N(y) = x(e, + pj)X(l + i)X(l + j) = (q + 1) - 2.2 = 4(q + 1). Cl 
On the other hand, if there exists an Hadamard matrix of GQ type of order 
2”n, we can double its order. 
Theorem 5. Assume that the right regular representation matrix of g = (Y + f?j in % 
t% an Hadamard matrix of GQ type of order 2%. Let p be a primitive 2”+‘th root of 
unity. Then 
y=((Y+/3j)(l+py) for t=1,3,5,. . . ,2”-1, 
generates an Hadamard matrix of GQ type of order 2’+‘n. We can exchange the 
order of two factors a + f3j and 1 + py. 
Proof. Consider 
Y = (a + Bi)(l + Pi) = a - BP + (B + op)j. 
We proceed similarly in the cases where t = 3, 5, . . . , 2’ - 1 and in the case 
where y = (1 + ~?)(a: + f3j). 
Now since 5 generates an Hadamard matrix of GQ type, we have that the 
coefficients of LY - f3p or /3 + cyp on the basis {pkar’: 0 6 k s 2’ - 1, 0 c I s n - 1) 
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are from { 1, - 1)) and y satisfies 
X(y)=X(a+~j)X(l+pj)=2%~2=2”+‘n. 0 
Hence starting from an Hadamard matrix of GQ type of order 4n or 8n 
constructed in Theorems 3 and 4, we can have an infinite series, on 2”, of 
Hadamard matrices of GQ type. 
4. Hadamard matrices of generalized quatemion type of order 24 
We have calculated all the Hadamard matrices of GQ type of order 24 based 
on the following equivalence relation. If an element 5 in .% can be mapped to an 
element n in % by successive application of the following operations: 
(i) 5+ 59 o E Aut G, and 
(ii) c* e& (Y E G, 
then the Hadamard matrix generated by E is said to be equivalent to the 
Hadamard matrix generated by r]. 
Neglecting the possibility of transposes we have a total of eight classes. We 
were able to give the construction for seven of the classes but the remaining one 
class has proved elusive. Two classes, 2.3, 3.1, are generated by Theorems 4 and 
3 respectively, and all other Hadamard matrices of order 24 except class 3.2 are 
constructed from Hadamard matrices of order 12 by using the following theorem. 
Theorem 6. Let p be a primitive octic root of unity, c,, an arbitrary nth root of 
unity and a3 : p+ p3, o5 : p+ p5 = -p, a, : p* p’ = -p3 automorphkms of 
Q(P). For 
let 
(Y = a0 + alp + a2p2 + a3p3, ai E B[ i&l, 
f(u) = Eoaz + &a3 - &a0 - ii3a1, 
then we have 
g(m) = iioal + i&a2 + &a3 - ci3ao 
(YE = aoao + aI& + a& + a3ii3 + f (cu)p’ + g(a)p +g(a)p. 
Suppose that one of the following conditions k satisfied: 
(i) f(a) = 0, i.e. a, + a2i + alj + a3ij generates an Hadamard matrix of GQ 
type of order 4n, 
(ii) f(a)=0 andg(Cy)=g(cx), and 
(iii) g(cu) = 0. 
In each case we have an Hadamard matrix of GQ type of order 8n generated by 
(i) cy + @j, a + ?Pj, 
(ii) (Y + @j, a + P3j, 
(iii) (Y + @j, (Y + @j, Ly + &Fj, & + LPj, respectively. 
Notation. By (ao, (or, a29 @3Mo9 PI, B2, 83) we denote eigenvalues of the 
component matrices Ao, Al, A2, A3, Bo, B1, B2, B3 respectively. We denote a 
cubic root of unity by o. 
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Table 1. Classes of Hadamard matrices of GQ type of order 24 and their method of construction 
1. When the eigenvalues are (3,1,1,1)(3, -l,l, -1) for w = 1, then for wf 1 they are: 
Class 1.1 (0, -2, -2, -2)(O, 2, -2,2) By applying us, obtained from 
an Hadamard matrix of the 
Williamson type of order 12. 
Class 1.2 (0, -2, -20, -2)(O, 2, -20,2) By applying us, obtained from 
an Hadamard matrix of GQ type 
of order 12 constructed 
by Theorem 3. 
Class 1.3 (0, -2, -2w, -2)(O, 2, -202,2) By applying &, obtained from 
an Hadamard matrix of GQ type 
of order 12 constructed 
by Theorem 3. 
2. When the eigenvalues are (3,1,1, -1)(3, -1, 1,1) for w = 1, then for w # 1 they are: 
Class 2.1 (0, -2, -2,2)(0,2, -2, -2) By applying a,, obtained from 
an Hadamard matrix of the 
Williamson type of order 12. 
Class 2.2 (0, -2, -20,2)(0,2, -2w, -2) By applying a,, obtained from 
an Hadamard matrix of GQ type 
of order 12 constructed 
by Theorem 3. 
Class 2.3 (0, -2, -26JZ,20)(0, 2w, -2w*, -2) Obtained by Theorem 4 
for the case 4 = 5. 
3. When the eigenvalues are (3,3, -1, l)(l, 1, -1,1) for o = 1, then for w # 1 they are: 
Class 3.1 (0, 0,2c0, -2)(-2w*, -2,2, -2w) Obtained by Theorem 3 
for the case = 23. 4 
Class 3.2 (O,O, 2, -2)(-20, -2o*, 2, -2) The method of construction 
is not known to the author. 
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