Let K be an algebraically closed field of characteristic zero. For a fixed positive integer n, let G denote one of the following classical groups defined over K: the symplectic group Sp 2n (K), the even orthogonal group O 2n (K), and the odd orthogonal group O 2n+1 (K). Throughout the paper, we set
By U m (K) denote the upper unitriangular group consisting of all uppertriangular matrices with unit elements on the diagonal. Let B m (K) be the Borel group consisting of all upper triangular matrices with nonzero elements on the diagonal. Denote N = G ∩ U m (K) and B = G ∩ B m (K).
Let P ⊃ B be a parabolic subgroup of the group G. Denote by p, b, n the Lie subalgebras in the Lie algebra g = Lie G that correspond to the Lie subgroups P , B, and N. We represent p = r ⊕ m as the direct sum of the nilradical m and the block diagonal subalgebra r with size of blocks (r 1 , . . . , r s ). Consider the adjoint action of the group P in the nilradical m:
Ad g x = gxg −1 , x ∈ m, g ∈ P.
The subalgebra m is invariant relative to the adjoint action of the group P . We extend this action to the regular representation in the algebra K[m] and in the field K(m):
Ad g f (x) = f (g −1 xg), f (x) ∈ K(m), g ∈ P.
Since the subalgebra m is invariant relative to the adjoint action of the group P , if follows that m is invariant relative to the action of the Lie subgroup N. The question concerning the structure of the algebra of invariants
N is open and seems to be a considerable challenge (see [6] ). We construct a system of invariants {M ξ , ξ ∈ S, L ϕ , ϕ ∈ Φ} (see Notation 11 and (1)) in the present paper. We show that this system of invariants is algebraically independent over K. We also get an estimate of the transcendence degree of the invariant field:
We show in paper [5] that the estimate for the case of type A n is sharp. This question is open for the other types.
Let T be the maximal torus of G consisting of all diagonal matrices and ∆ = ∆(G, T ) be the root system defined by T (see [2] ). By definition, ∆ is a subset of the Abelian group X(T ) = Hom(T, K) consisting of homomorphisms from T to K. Let 1 i n. Denote by ε i an element of the group X(T ) such that ε i (t) = t i for all t ∈ T . Here we denote by t i ∈ K the (i, i)th entry of the matrix t ∈ T . Then ∆ = ∆ + ∪ ∆ − and
The roots in ∆ + are said to be positive (and the roots in ∆ − are said to be negative). The system of positive roots ∆ + r of the reductive subalgebra r is a subsystem in ∆ + . We consider the mirror order ≺ on the set {0, ±1, . . . , ±n}, which is defined as
We index the rows (from left to right) and columns (from top to bottom) of any m × m matrix according to this order. For any γ ∈ ∆ + , we set
We define a relation in ∆ + for which
If γ ′ ≻ γ or γ ′ ≺ γ, then the roots γ and γ ′ are said to be comparable. Denote by M the set of roots γ ∈ ∆ + such that the corresponding subalgebras g γ are in m. We identify the algebra K[m] with the polynomial algebra in the variables x i,j , i ≺ j, whenever (−j, −i) = E(γ) and γ ∈ M. Definition 1. A subset S in M is called a base if the elements in S are not pairwise comparable and for any γ ∈ M \ S there exist ξ ∈ S such that γ ≻ ξ. Definition 2. Let A be a subset in S. We say that γ is a minimal element in A if there is no ξ ∈ A such that γ ≻ ξ.
Note that M has a unique base S, which can be constructed in the following way. We form a set S 1 of minimal elements in M. By definition, S 1 ⊂ S. Then we form a set M 1 , which is obtained from M by deleting S 1 and all elements {γ ∈ M : ∃ ξ ∈ S 1 , γ ≻ ξ}.
The subset of minimal elements S 2 in M 1 is also contained in S, and so on. Continuing this process, we get the base S as a union of the sets S 1 , S 2 , . . .
1. Suppose that γ = ε i + ε j , i < j, is such that E(ξ) equals one of the following values:
Proof. We prove the first item of the lemma. The other items are proved similarly.
Let γ = ε i + ε j ∈ M\S, i < j. By Definition 1, there exists a root ξ ∈ S such that γ − ξ ∈ ∆ + . We write all suitable roots ξ.
Thus we have proved the lemma. ✷ Corollary. Let G = Sp 2n (K), and let a number i > 0 be such that there exists a root γ ∈ M, where E(γ) = (j, −i) for some j. Then there exists a root ξ ∈ S such that E(ξ) = (k, −i) for some k.
Proof. Suppose that there is no root ξ ∈ S such that E(γ) = (j, −i). Consider a root 2ε i ∈ M. By Lemma 4, there exists ξ ∈ S such that E(ξ) = (k, −i) for some k, which contradicts the assumption. ✷ Definition 4. An ordered collection of positive roots
, and so on.
Let (r 1 , . . . , r p−1 , r p , r p−1 , . . . , r 1 ) be the sizes of the blocks in the reductive subalgebra r. We denote Let k be the greatest number such that the root γ = ε k + ε k+1 lies in the root system M. Denote
Definition 5. Assume that one of two roots ξ, ξ ′ ∈ S does not lie to the right of the central block in r. We say that two roots ξ, ξ ′ form an admissible pair q = (ξ, ξ ′ ) if there exists a root α q in the set ∆ + r such that the collection of roots {ξ, α q , ξ ′ } is a chain. Suppose that two roots ξ, ξ ′ ∈ S are to the right of the central block in r and
is called an admissible pair if there exists a root α q ∈ Γ r such that E(α q ) = (−a, a ′ ). Note that the root α q can be found from q uniquely.
We form the set Q = Q(p) that consists of admissible pairs of roots in S. Let roots ξ and ξ ′ form an admissible pair. Assume that the roots
, and a a ′ . For every admissible pair q = (ξ, ξ ′ ) we construct a positive root ϕ q = α q + ξ ′ . Consider the subset Φ = {ϕ q : q ∈ Q}.
Definition 6. The set S ∪ Φ is called an expanded base.
Example 7. In the Lie algebra g = o 16 (K), let the reductive subalgebra r have the following sizes of diagonal blocks: (3, 1, 2, 4, 2, 1, 3). Now we write all roots in the expanded base:
We write the set of admissible pairs and the corresponding roots of the system Φ.
From the given parabolic subalgebra, we construct a square diagram and mark in the diagram each root of the expanded base. Suppose that the positive root γ corresponds to the pair of integers E(γ) = (j, −i), i > 0. Thus we mark the root γ in (j, −i) entry of the diagram. We label a root of the set S by the symbol ⊗ and a root of Φ by the symbol ×. The other entries in the diagram are empty.
Let the sizes of diagonal blocks of the reductive subalgebra be as in Example 7. Then we have the following diagram:
Example 9. Let G = Sp 16 (K). Let the sizes of diagonal blocks of the reductive subalgebra be as in Example 8. Then we get the following diagram. 
We construct the formal matrix X as follows. Let γ ∈ M. Let E(γ) = (−j, −i), where i > 0. Then the variable x i,j occupies the position (i, j). The position (−j, −i) is occupied by the variable x i,j , where G = Sp 2n (K) and j < 0, or by the variable −x i,j in the other cases. If E(γ) = (i, −i), i > 0, then the variable x i,−i stands in the position (i, −i).
Assume that γ ∈ M and E(γ) = (a, −b), a ∈ Z, b > 0. Denote by S γ the set of ξ in S such that E(ξ) = (i, j), i ≻ a, and j ≺ −b.
. . , b is be numbers in the set {b 1 , b 2 , . . . , b k } that are greater than the number a. 
Denote by M γ the minor M J ′ I ′ of the matrix X, where
Example 12. Let the group G and the parabolic subalgebra be as in Example 10. Let the root γ be the root ε 6 + ε 7 ; then S γ = {ε 8 }. We have E(ε 6 + ε 7 ) = (7, −6), E(ε 8 ) = (0, −8). Since 8 ≻ 7, we have I = {7, 8, 0}, J = {0, −8, −6}, whence we get
Note that the statement a i = b j is valid for any numbers i = j such that 1 i, j k. Indeed, we have a i > 0, consequently, if a i = b j , then ξ i = ε b i + ε a i and ξ j = ε b j + ε a j if a j > 0, and ξ j = ε b j − ε −a j if a j < 0. Hence ξ i and ξ j of the base S are the comparable roots:
We have a contradiction with the definition of a base. Thus the sets of rows I and columns J of the minor M γ do not contain equal elements. Therefore M γ and M γ are the square minors.
Suppose that a set A contains some numbers of the set {1, 2, . . . , n, 0, −n, . . . , −2, −1}.
Denote min A = {k ∈ A : k a for any a ∈ A}, max A = {k ∈ A : k a for any a ∈ A}.
The following lemma is needed in the sequel.
Lemma 13. Let ξ ∈ S, and rows I and columns J form the minor M ξ . Let E(ξ) = (a, −b), b > 0.
1. Assume that the number i ∈ I such that min I ≺ i ≺ max I; then i = a.
2.
For any number j such that min J ≺ j ≺ max J, we have j ∈ J.
Proof.
1. We prove the first statement of the lemma. Let i ∈ I, then, by the definition of the minor M ξ , we conclude that there is no root γ ∈ S such that E(γ) = (j, −i) and i a. Assume that i ≺ a.
Consider roots γ j ∈ ∆ + such that E(γ j ) = (j, −i). Denote by A the set of the numbers j such that the roots γ j lie in M. As was said above, for any number j ∈ A we have γ j ∈ S. By the definition of a base, we deduce that there exists a root ξ j ∈ S such that γ j − ξ j ∈ ∆ + for the given root γ j . Thus any root α ∈ M such that E(α) = (j, −k), where j ∈ A and −k ≻ −i, is comparable with the root ξ j of the base S, i.e., any such root α does not lie in S. Further, since min I = b ≺ i, we have −i ≺ −b. Since for any number j ∈ J we have j ≺ max J = −a, it follows that a ≺ min A. By the assumption i ≺ a, we have i ≺ min A. For any root α ∈ M such that E(α) = (min A, −i) we have min A ≺ i. We obtain a contradiction, and thus i = a.
2. Now we prove the second statement. Let j be a number such that
Clearly, γ ∈ S. Otherwise the root γ is comparable with the root ξ ∈ S.
We obtain a contradiction with the definition of a base.
Let γ = ε b −ε j . From Lemma 3 it follows that there exists a root ξ ′ ∈ S such that E(ξ ′ ) = (−j, −i) for some −i ≺ −b. Since j ≺ max J = −a, we have −j ≻ a and −i ≺ −b. From the last inequalities it follows that ξ ′ ∈ S ξ . Hence, j ∈ J.
Similarly, if γ = ε b + ε −j , then from Lemma 3 it follows that there exists a root ξ ′ ∈ S such that either E(ξ ′ ) = (−j, −i) for some −i ≺ −b or E(ξ ′ ) = (i, j) for some i ≻ −j. In the first case, we obtain ξ ′ ∈ S ξ and j ∈ J. In the second case, we have i ≻ −j ≻ a and j ≺ −a ≺ −b. Consequently, ξ ′ ∈ S ξ . Since −j ≻ a, by the definition of the minor M ξ , we have j ∈ J. ✷ Suppose a root ϕ ∈ Φ corresponds to an admissible pair q = (ξ, ξ ′ ) ∈ Q. We construct a polynomial
(1)
Theorem 15 shows that the polynomials L ϕ are N-invariants.
Example 14. We continue the calculations of Example 7-8. We construct some polynomials, using the roots of the expanded base.
, L ε 6 +ε 7 = −x 6,7 x 6,−7 − x 6,8 x 6,−8 ,
x 5,7 x 5,−8 x 6,7 x 6,−8 − x 6,7 x 5,7 x 5,−7 x 6,7 x 6,−7 .
L ε 5 +ε 8 = 2 x 5,7 x 5,−8 x 6,7 x 6,−8
By E i,j denote the standard elementary square matrix having unit in the (i, j)th entry and zeros in all other positions. To every root α ∈ ∆ + corresponds a one-parameter subgroup g α (t) of square m×m matrices, where t ∈ K:
(2) Now we prove the main statement of the paper.
Theorem 15. For any parabolic subalgebra, the system of polynomials
N and is algebraically independent over K.
Proof. It is well known that for any fixed ordering of positive roots, any element g ∈ N can be written in the form
where t α ∈ K such that α ∈ ∆ + are uniquely determined. Therefore it is sufficient to prove that for any ξ ∈ S and ϕ ∈ Φ the polynomials M ξ and L ϕ are invariants of the adjoint action of the one-parameter subgroups g α (t) for any α ∈ ∆ + , t ∈ K. Note that the adjoint action by the element E +tE i,j ∈ U m (K), i < j, reduces to the composition of two transformations: the row j multiplied by −t is added to the row i; the column i multiplied by t is added to the column j.
Let us show that the minor M ξ , ξ ∈ S, is an invariant of the adjoint action of g α (t). Let E(ξ) = (a, −b), b > 0. Assume that the rows I and the columns J form the minor M ξ . We shell give two comments, the second one is a result of Lemma 13:
1. The elements (i, j), where min I i max I and 1 j ≺ min J, and (l, k), where max I ≺ l n и min J k max J, of the matrix X equal zero.
Suppose min
If for any number i such that min I ≺ i ≺ max I we have i ∈ I, then the above remarks imply that the minor M ξ is an invariant. Suppose i ∈ I and min I ≺ i ≺ max I; then, by Lemma 13, we have i = a. By the corollary of Lemma 3, we have G = O m (K). Let I = {a 1 , . . . , a k }. We prove that the minor M ξ is an invariant. It is sufficient to show that M ξ is an invariant of the adjoint action of g α (t), where the root α ∈ ∆ + is E(α) = (−a, −a t ) for some t. Then Let us show that L ϕ is an invariant for any ϕ ∈ Φ. Let q = (ξ, ξ ′ ) be an admissible pair and {ξ, α q , ξ ′ } be a chain. Suppose that E(ξ) = (a, −b) and
1. Consider a case where a ′ −R. We have a = a ′ ; otherwise the roots ξ and ξ ′ in S are comparable. Since a
Assume that we have the adjoint action of the subgroup g α (t) on the polynomial L ϕ , where
′ ; then j > 0 and α = ε i − ε j . Let the root α q be the sum of two roots
The following forms can be obtained by direct calculation.
Using (2), we have
Applying (3) to (1), we obtain
i.e., L ϕ is an invariant.
2. Now suppose a ′ ≺ −R. Obviously, since E(α q ) = (−a, a ′ ), we have a ′ < 0. Therefore ξ ′ = ε b ′ − ε −a ′ . Now we write all variations of the roots ξ and α q :
Consider the adjoint action of g α (t). We prove that the polynomial L ϕ is an invariant if α = ε i − ε j and α = ε i . The other cases α = ε i + ε j and α = 2ε i are proved similarly.
First suppose a > 0. We write the root α q as the sum of three roots, where α is one of these roots and the other roots are in Γ r .
where γ 1 = ε j − ε a and γ 2 = ε −a ′ − ε i . We have
Let a < 0. As before, the root α q is the sum of three roots:
where γ 1 = ε −a + ε j and γ 2 = ε −a ′ − ε i . Similarly, the relations (4) are verified by direct calculations. If a = 0, then α q = ε −a ′ is the sum of roots γ 1 = ε j , α and γ 2 = ε −a ′ − ε i . As above, we get (4).
Every case yields relations (3). Then
Ad gα(t) L ϕ − L ϕ = 0.
(b) Now suppose that α = ε i ; then, by (2), we have g α (t) = E + t E i,0 − E 0,−i − t Since the system of π(M ξ ) and π(L ϕ ) is algebraically independent, where ξ ∈ S and ϕ ∈ Φ, then the system of M ξ and L ϕ is algebraically independent. ✷ From Theorem 15 we obtain the following consequence.
Theorem 16. The dimension of N-orbit in m is no greater than the number dim m − |S| − |Φ|.
