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While the mode of growth and growth cessation along Pierre Godement1 and Carol Mason2
1Laboratoire de Neurobiologiethe A-P axis of the tectum is now clearer, several ques-
tions remain. First, Hansen et al. show that ephrin-A5 des Reseaux Sensorimoteurs
CNRS UMR 7060can also promote the growth of retinal fibers, but how
both ephrin-A2 and ephrin-A5 cooperate to guide retinal Universite Paris 5
UFR Biomedicalefibers is not known. Second, while ephrin-A5 increases
continuously from A to P in the mouse SC, ephrin-A2 Paris
Franceincreases up to a point roughly midway in the posterior
half of the SC and then decreases dramatically. Hansen 2 Department of Pathology
Center for Neurobiology and Behavioret al. find that fibers from those retinal regions that
project to the area where ephrin-A2 is highest also grow Columbia University
College of Physicians and Surgeonsbest on ephrin-A2. Why this is so and what function this
might play in vivo is a mystery but it does suggest that 630 West 168th Street
New York, New York 10032a mirror-reversal occurs in sensitivities of nasal fibers
to the growth-promoting effects of ephrin-A2. These
Selected Readingdata suggest that the retina along the N-T axis is not
merely organized along simple N-T graded properties,
Birgbauer, E., Oster, S.F., Severin, C.G., and Sretavan, D.W. (2001).
but that different subregions may exist. In this context, Dev. Suppl. 128, 3041–3048.
it is worth mentioning that during embryogenesis, the Brown, A., Yates, P.A., Burrola, P., Ortuno, D., Vaidya, A., Jessell,
retina exhibits at the very least a three-tiered organiza- T.M., Pfaff, S.L., O’Leary, D.D.M., and Lemke, G. (2000). Cell 102,
tion along its D-V axis, shown by expression of several 77–88.
transcription factors and morphogens (Peters, 2002). Drescher, U., Kremoser, C., Handwerker, C., Loschinger, J., Noda,
M., and Bonhoeffer, F. (1995). Cell 82, 359–370.Furthermore, in mammals it is well known that along the
N-T axis abrupt transitions occur. In the ventrotemporal Hansen, M.J., Dallal, G.E., and Flanagan, J.G. (2004). Neuron 42,
this issue, 717–730.quadrant in the mouse, a guidance receptor, EphB1
Hattori, M., Osterfield, M., and Flanagan, J.G. (2000). Science 289,(Williams et al., 2003), as well as a transcription factor,
1360–1365.Zic2 (Herrera et al., 2003), designate the uncrossed pro-
Herrera, E., Brown, L.Y., Aruga, J., Rachel, R.A., Dolen, G., Miko-jection from ventrotemporal retina, yet the demarcation
shiba, K., Brown, S., and Mason, C.A. (2003). Cell 114, 545–557.of this division is diagonal to the D-V, N-T axes dis-
Holmberg, J., Clarke, D.L., and Frisen, J. (2000). Nature 408,cussed so far. Thus, the concept of a single gradient of
203–206.Eph A receptors in nasal-temporal retina, that mediates
Llirbat, B., and Godement, P. (1999). Eur. J. Neurosci. 11, 2103–2113.responses to a single gradient of ephrin-As in the tec-
Peters, M.A. (2002). Curr. Opin. Neurobiol. 12, 43–48.tum, may be rather simplistic.
Rosoff, W.J., Urbach, J.S., Esrick, M.A., McAllister, R.G., Richards,Validation of the model by Hansen et al. in the in vivo
L.J., and Goodhill, G.J. (2004). Nat. Neurosci. 7, 678–682.context will require identification of when and if ephrin-
Walter, J., Kern-Veits, B., Huf, J., Stolze, B., and Bonhoeffer, F.As can lead to growth-promoting or repulsive re-
(1987). Development 101, 685–696.sponses: along the pathway, during elongation, fascicu-
Weinl, C., Drescher, U., Lang, S., Bonhoeffer, F., and Loschinger,lation and reordering of fiber bundles and interactions
J. (2003). Development 130, 1635–1643.
at decision regions, especially midline crossings; in tar-
Williams, S.E., Mann, F., Erskine, L., Sakurai, T., Wei, S., Rossi, D.J.,
gets, branching, collateral fiber formation and stabiliza- Gale, N.W., Holt, C.E., Mason, C.A., and Henkemeyer, M. (2003).
tion, retraction of retinal fibers. A recent model em- Neuron 39, 919–935.
braces a role for ephrins in detection of topographic Yates, P.A., Holub, A.D., McLaughlin, T., Sejnowski, T.J., and
cues in targets as well as these other events once an O’Leary, D.D. (2004). J. Neurobiol. 59, 95–113.
axonal growth cone starts to arborize (Yates et al., 2004).
It has also been suggested that the functions of Eph
receptors in the forward and reverse signaling mode
can vary along the retinal axon trajectory (Birgbauer et
al., 2001). A number of Eph receptors and ligands of
both A and the B type are expressed by retinal ganglion BK Channels: The Spring
cells and by tectal/SC cells, some coding for the D-V between Sensor and Gate
axis, others for the N-T axis, and still others for cells
with an uncrossed projection—how they cooperate to
make up the two-dimensional mapping of the retinotec-
tal connections still amounts to a Rubik’s cube. By con- K channels contain two main functional domains, an
centrating on the function of one ephrin, the study by ion-selective pore and a sensor that determines
Hansen et al. may have assembled at least one side of whether the cytoplasmic pore gate is open or closed.
In this issue of Neuron, Niu et al. provide compellingthe cube and beautifully demonstrates how subtlety in
evidence that the link between sensor and gate is asignals elicited by the ephrin family of molecules could
remarkably simple mechanical spring.achieve some of the feats required during axon tar-
geting. It is very likely that this model will fuel future
studies on how essential features of the wiring of nerve The excitability of neurons is critically dependent on K
cells are achieved—a true balancing act of approach- channels, which set the resting potential, control action
potential duration, and modulate spike frequency. Kavoidance.
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channels are tetrameric membrane proteins that contain diameter and pulling the inner helices apart to open the
two main functional domains, the K-selective pore and pore. They were able to imagine this conformational
a sensor that controls whether the pore is open or change by comparing the Ca2-bound structure of the
closed. A variety of sensor domains exist, conferring on MthK RCK domains with the unliganded structure of
different types of K channels the ability to respond to RCK domains from a homologous E. coli channel (Jiang
changes in voltage or the binding of intracellular ligands et al., 2001). They further proposed on the basis of se-
such as Ca2, cyclic nucleotides, or G protein subunits. quence comparison and mutagenesis that an octameric
In response to the appropriate stimulus, the sensor un- RCK gating ring exists in eukaryotic BK channels, which
dergoes conformational changes that move a gate, are activated by intracellular Ca2 (like MthK) and by
thereby opening or closing the pore. Focusing on BK voltage (Magleby, 2003).
channels, which are dually activated by voltage and by New results obtained by Niu et al. now reveal how
intracellular Ca2, Magleby and colleagues have now the C-terminal gating ring in BK channels controls the
provided an elegantly simple picture of how a cyto- position of the pore gate. In BK channels, gating of the
plasmic sensor domain applies force to the gate (Niu et pore is under the control of two independent sensors,
al., 2004). an S4-containing voltage sensor and a C-terminal Ca2
Structural studies, primarily from the MacKinnon labo-
binding domain (Magleby, 2003). These sensors con-
ratory, reveal that the architecture of the ion selective
verge at the level of the cytoplasmic gate. Niu et al.pore is conserved in different kinds of K channels
manipulated the length of the linker between the cyto-(Doyle et al., 1998; Jiang et al., 2002a, 2003; Kuo et al.,
plasmic end of the inner helix and the first putative RCK2003). The pore is located at the center of four subunits.
domain in the C terminus, removing as many as 3 orEach subunit contributes two transmembrane segments
adding as many as 12 residues to the wild-type se-(the inner and outer helices) and a reentrant loop that
quence. Using single channel recording, they then deter-forms the narrowest part of the pore and confers selec-
mined the probability of opening as a function of linkertivity for K over other cations. In the closed channel
length in the absence of Ca2. The result was just asstructure, the cytoplasmic ends of the inner helices form
predicted for a simple mechanical coupling: shorter link-a tight bundle, occluding the pore (Doyle et al., 1998).
ers increased open probability, whereas longer linkersFunctional studies confirm that the cytoplasmic end of
decreased open probability. In the absence of Ca2,the inner helix forms a major activation gate in K chan-
longer linkers shifted the voltage dependence of activa-nels (Webster et al., 2004). During pore opening, the
tion in the depolarized direction whereas shorter linkersinner helix bends at a flexible site (Jiang et al., 2002b;
Webster et al., 2004). did the opposite. Importantly, there was no change in
In contrast to the conserved architecture of the pore, the slope of the probability of opening versus voltage
the structures of the sensor domains vary widely (Schu- curve, indicating that changes in linker length did not
macher et al., 2001; Jiang et al., 2001, 2002a, 2003; alter coupling between the voltage sensor and the gate.
Nishida and MacKinnon, 2002; Kuo et al., 2003; Zagotta This made it feasible to compare the force exerted on
et al., 2003). Voltage-gated K channels contain an addi- the gate by linkers of different length by determining
tional four transmembrane segments located N-terminal the voltage required to activate half the channels. The
to the pore region. The fourth transmembrane segment key result: there is a linear relationship between force
(S4) has a number of positively charged residues that (inferred from the half maximal voltage) and linker length.
interact electrostatically with the transmembrane poten- Thus, the linker (or the combination of linker plus gating
tial and undergo voltage-dependent conformational ring) follows Hooke’s law, acting to a first approximation
changes that initiate pore opening. Ligand-gated K
as a simple elastic spring in the absence of Ca2. Fur-
channels contain cytoplasmic sensor domains, most of-
thermore, the results indicate that this spring must pullten located in the C-terminal region that follows the
on the gate (rather than push) to open the channel.inner helix. These domains convert the energy of ligand
Additional force on the gate is generated upon Ca2binding into mechanical work that opens the pore. High-
binding.resolution structures of sensor domains, alone or in
In summary, the cytoplasmic ligand binding domaincombination with the pore, are beginning to appear
in BK channels is coupled to the activation gate by a(Schumacher et al., 2001; Jiang et al., 2001, 2002a, 2003;
passive Hookean spring that pulls to open the pore.Nishida and MacKinnon, 2002; Kuo et al., 2003; Zagotta
With structures for other cytoplasmic sensor domainset al., 2003). For the most part, however, the detailed
becoming available, it will be interesting to investigateconformational changes of the sensors and how these
the generality of this simple mechanism (Schumacherare coupled to gate movement remain mysterious.
A model for ligand gating has been proposed by the et al., 2001; Nishida and MacKinnon, 2002; Kuo et al.,
MacKinnon laboratory on the basis of the X-ray structure 2003; Zagotta et al., 2003).
of a bacterial K channel, MthK, from M. thermoautotro-
phicum (Jiang et al., 2002a, 2002b). This channel can
be gated open by cytoplasmic Ca2. The structure of
Diane M. PapazianMthK, obtained in the presence of Ca2, reveals an open
Department of Physiology andpore and a large cytoplasmic structure formed by eight
Molecular Biology InstituteRCK (regulator of K conductance) domains. Jiang et
David Geffen School of Medicineal. proposed that the RCK domains function as a gating
University of California, Los Angelesring. Specifically, they suggested that Ca2 binding
changes the shape of the gating ring, increasing its Los Angeles, California 90095
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Selected Reading response time associated with making the classification
is reduced. Such a repetition-related reduction in re-
Doyle, D.A., Morais Cabral, J., Pfuetzner, R.A., Kuo, A., Gulbis, J.M., sponse times reflects a priming effect. For younger
Cohen, S.L., Chait, B.T., and MacKinnon, R. (1998). Science 280,
adults, this effect has been related to a reduction of69–77.
activity in left prefrontal regions that typically are en-Jiang, Y., Pico, A., Cadene, M., Chait, B.T., and MacKinnon, R.
gaged during semantic classification (Henson, 2003).(2001). Neuron 29, 593–601.
Some previous studies have found that the semanticJiang, Y., Lee, A., Chen, J., Cadene, M., Chait, B.T., and MacKinnon,
priming effect is of a similar magnitude for younger,R. (2002a). Nature 417, 515–522.
older, and demented individuals (Gabrieli et al., 1999).Jiang, Y., Lee, A., Chen, J., Cadene, M., Chait, B.T., and MacKinnon,
In this issue of Neuron, a study by Lustig and BucknerR. (2002b). Nature 417, 523–526.
(2004) is presented in which event-related fMRI wasJiang, Y., Lee, A., Chen, J., Ruta, V., Cadene, M., Chait, B.T., and
used to determine whether healthy older adults and Alz-MacKinnon, R. (2003). Nature 423, 33–41.
heimer-demented patients showed similar repetition-Kuo, A., Gulbis, J.M., Antcliff, J.F., Rahman, T., Lowe, E.D., Zimmer,
related changes in brain activity as younger adults.J., Cuthbertson, J., Ashcroft, F.M., Ezaki, T., and Doyle, D.A. (2003).
Science 300, 1922–1926. Lustig and Buckner registered brain activity in 91 par-
ticipants while they performed a living/nonliving classifi-Magleby, K.L. (2003). J. Gen. Physiol. 121, 81–96.
cation task on new and repeated words (Figure 1). OfNishida, M., and MacKinnon, R. (2002). Cell 111, 957–965.
main interest was whether regional repetition effects,Niu, X., Qian, X., and Magleby, K.L. (2004). Neuron 42, this issue,
reflecting priming, would be seen, and whether these745–756.
differed between groups. In the analyses, a special focusSchumacher, M.A., Rivard, A.F., Ba¨chinger, H.P., and Adelman, J.P.
(2001). Nature 410, 1120–1124. was on left prefrontal regions that previously have
shown repetition effects, but additional regions of inter-Webster, S.M., del Camino, D., Dekker, J.P., and Yellen, G. (2004).
Nature 428, 864–868. est as well as a whole-brain voxelwise analysis were
also considered. Repetition effects were observed inZagotta, W.N., Olivier, N.B., Black, K.D., Young, E.C., Olson, R., and
Gouaux, E. (2003). Nature 425, 200–205. left inferior prefrontal cortex (Figure 1) and in a more
posterior/superior left frontal region. Importantly, in
these and other regions, the magnitude of the repetition
effect did not differ among groups and it correlated with
response time benefits.
The finding of similar repetition effects across groupsIntact Frontal Memory Effect
is noteworthy for several reasons. It is striking that intactin Older Age and Dementia
activity changes were observed in the prefrontal cortex.
Similar to other findings (Cabeza, 2002), the Lustig and
Buckner data indicated that overall activity in frontal
regions was greater for older than for younger adults.Older adults and demented patients show preserved
This might reflect a relative greater difficulty in initiallyfunctioning on certain tests of implicit memory. In this
recruiting frontal regions by the old—but once recruited,issue of Neuron, Lustig and Buckner demonstrate that
the repetition-related effects seem to parallel those inboth groups show comparable repetition-based ef-
younger adults. A possibility is that the reduction in brainfects on response time and prefrontal activity relative
activity reflects reduced need for strategic controlledto younger adults.
processing. As noted by Lustig and Buckner, a potential
implication of their findings is that it might be possible
There is abundant evidence that explicit memory func- to design training programs that improve frontally medi-
tions are impaired in healthy aging and in patients with ated controlled processes. This might appear to contra-
dementia of the Alzheimer type (Gabrieli, 1998). This has dict the results and conclusions of a previous study of
been related to pathological changes in the hippocam- cognitive training in older age in which participants were
pal region of the brain. In addition, changes in the pre- trained to use a mnemonic to learn new lists of words,
frontal cortex seem critical. Quantitative analyses of and age deficits in benefiting from the mnemonic were
regional volumetry studies have indicated that the pre- related to age-related underrecruitment of frontal re-
frontal cortex is more vulnerable to the effects of aging gions (Nyberg et al., 2003b). However, the repetition-
than the rest of the brain (Raz et al., 1997), and postmor- related priming effect in Lustig and Buckner reflected
tem studies have documented damage to frontal associ- benefits when the exact same process was repeated on
ation cortex in late-stage Alzheimer patients (Brun and the exact same items. Under such conditions, thus, it
Englund, 1981). seems possible to change and facilitate frontally medi-
In contrast to what has been found in studies of ex- ated controlled processing by cognitive training. This is
plicit memory, several examinations point to intact or consistent with the notion that training is most likely to
near-intact performance of both elderly and Alzheimer generalize to untrained tasks when the training and tar-
patients on various tests of implicit memory (Gabrieli, get tasks tap similar underlying processes (Park and
1998). One form of implicit memory is semantic (concep- Ingles, 2001).
tual) priming. This type of memory can be tested by Procedural details might also explain another striking
having participants perform a long series of semantic aspect of the Lustig and Buckner results. Several previ-
classifications on single words, such as deciding ous priming studies have used a word-stem completion
whether they refer to living or nonliving things (Figure paradigm. In this paradigm, participants might be ex-
posed to a series of words during a learning/encoding1). When words are repeated (“cloud” in the figure), the
