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A 2-cell embedding of a graph on a nonorientable closed surface is
called regular if its automorphism group acts regularly on its ﬂags.
This paper gives a classiﬁcation of nonorientable regular maps with
the automorphism groups PSL(3, p) for a prime p. Equivalently, we
determine the representatives of orbits of Aut(PSL(3, p)) acting on
the set of involutory generating triples (t, r, ) of PSL(3, p) such
that t = t.
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1. Introduction
A map is a cellular decomposition of a closed surface. A common way to describe maps is to
consider them as cellular embeddings of graphs into closed surfaces. By an automorphism of a map
we mean an automorphism of the underlying graph which extends to a self-homeomorphism of the
surface, preserving incidence of vertices and edges and faces (open 2-cells) of the map. These auto-
morphisms form a subgroup Aut(M) Aut(G) of the automorphism group of the underlying graph G .
It is well known that Aut(M) acts semi-regularly on its ﬂags, which are topological triangles whose
corners are a vertex of the graph, the midpoint of an incident edge, and the midpoint of a face inci-
dent with the vertex and the edge. In particular, if the action is regular, then we call the map as well
as the corresponding embedding of the underlying graph regular. Except for degenerate cases fully
described in [20], ﬂags in regular maps may be identiﬁed with mutually incident vertex-edge-face
triples. Moreover, all the regular maps are naturally divided into two classes: orientable maps and
nonorientable maps.
The classiﬁcation problem of regular maps has been pursued from three different directions: clas-
siﬁcation by underlying graphs, by surface genera and by automorphism groups. For the ﬁrst two
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can be formulated as follows:
Given a group G, classify all the regular maps with the automorphism groups isomorphic to G.
Let us ﬁrst mention some known results about the orientable regular maps with given automor-
phism groups. For the group PSL(2,q), the question was in principle answered by Macbeath [21], who
described all triples x, y, z with xyz = 1 generating PSL(2,q) (in fact SL(2,q)) in terms of their or-
ders. His results were rather general, and similar results, with more detail, were given by others, see
[1,8,12–14,19,22,24]. In all these cases, the motivation is to study ﬁnite group G , such as PSL(2,q), as
quotients of triangle groups, often in order to realize these groups as automorphism groups of com-
pact Riemann surfaces. Depending on the orders of the generators of the triangle group, such quotient
realizes G as the automorphism group of a regular map or hypermap on the Riemann surface. Not
so much is known about other classes of groups, except in the case of the (2,3,7) triangle group,
where many cases of ﬁnite (usually simple) groups have been recently shown to be quotients or non-
quotients, Hurwitz groups or non-Hurwitz groups, including symmetric and alternating groups [5,25],
Suzuki groups [18], Ree groups [17,22], and various sporadic simple groups (we are not able to list all
of them and see [6] for a survey).
There seems to be very little on the nonorientable case, where one would need to consider ex-
tended triangle groups. In [23], Singerman extended a result in [21] and showed that PSL(2,q) is a
homomorphic image of the extended modular group for all q except for q = 7, 11 and 3n , where n = 2
or n is odd and he gave some applications to group actions on surfaces. Some special cases were also
given in [9–11].
Our long-term goal is to determine the regular maps with the automorphism groups PSL(3, p)
for p a prime. The present paper only deals with the nonorientable maps with the given groups.
Unlike some of the sources mentioned above, we do not base our analysis on triangle groups and
automorphism groups of Riemann surfaces, and determine the maps from the structure of PSL(3, p)
directly. In particular, we shall determine the representatives of orbits of Aut(PSL(3, p)) acting on the
set of involutory generator triples (t¯, r¯, ¯) of PSL(3, p) such that PSL(3, p) = 〈t¯, r¯, ¯〉 and t¯¯ = ¯t¯ .
In Section 2, we give a brief description for the fundamental theory of regular maps and then state
our main result, Theorem 2.2. Some preliminary results in group theory will be given in Section 3.
Finally, the main theorem will be proved in Section 4. For the terminology of group theory, see [7,16];
and for the terminology of topological graph theory, see [3,4,15].
2. Regular maps
In the following deﬁnition, we give a combinatorial way to describe topological maps.
Deﬁnition 2.1. For a given ﬁnite set F and three ﬁxed-point free involutory permutations t, r,  on F ,
a quadruple M = M(F ; t, r, ) is called a combinatorial map if they satisfy two conditions: (1) t = t;
(2) the group 〈t, r, 〉 acts transitively on F .
For a given combinatorial map M = M(F ; t, r, ), F is called the ﬂag set, t, r,  are called longitu-
dinal, rotary, and transverse involutions, respectively. The group 〈t, r, 〉 is called the monodromy group
of M, denoted by Mon(M). We deﬁne vertices, edges and face-boundaries of M to be orbits of the
subgroups 〈t, r〉, 〈t, 〉 and 〈r, 〉, respectively. The incidence in M can be represented by nontrivial
intersection. Note that the underlying graphs of these maps are allowed to have multiple edges.
The map M in Deﬁnition 2.1 is unoriented. Clearly, the even-word subgroup 〈tr, r〉 of Mon(M)
has the index at most 2. If the index is 2, then one may give an orientation for M and so M is said
to be orientable. Otherwise, M is said to be nonorientable.
Given two maps M1 = M(F1; t1, r1, 1) and M2 = M2(F2; t2, r2, 2), a bijection φ from F1 to F2
is called a map isomorphism if
φt1 = t2φ, φr1 = r2φ, φ1 = 2φ.
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form a group Aut(M) which is called the automorphism group of the map M. By the deﬁnition of
map isomorphism, we have Aut(M) = CSF (Mon(M)), the centralizer of Mon(M) in S F . Therefore,
Aut(M) acts semi-regularly on F , in contrast with the transitivity of Mon(M) on F . If the action is
regular, we call the map M regular. As a consequence of some well-known results in permutation
group theory (see [16, I. Theorem 6.5]), in a regular map M the two associated permutation groups
Aut(M) and Mon(M) can be viewed as the left and right regular representations of an abstract group
G ∼= Aut(M) ∼= Mon(M) mutually centralizing each other in S F .
Now, given a group G , suppose that M = M(F ; t, r, ) is a regular map whose automorphism
group is isomorphic to G . Then Mon(M) ∼= Aut(M) ∼= G and we may set F = G and Aut(G) = R(G)
and Mon(M) = L(G), where no confusion we identify the elements in R(G) and L(G) with the ele-
ments in G so that M = M(G; t, r, ). A consequence of the deﬁnition of map isomorphism is that
two maps M(G; t1, r1, 1) ∼= M(G; t2, r2, 2) if and only if there exists an automorphism σ of G such
that tσ1 = t2, rσ1 = r2 and σ1 = 2.
Now we are ready to state the main theorem of this paper, which will be proved in Section 4.
Theorem 2.2. Let p be a prime and let M be a nonorientable regular map with the automorphism group
isomorphic to PSL(3, p). Then M is isomorphic to one of the maps M(α,β) = M(PSL(3, p); t¯, r¯, ¯(α,β)),
where t¯, r¯, ¯(α,β) are the images of
t =
⎛
⎝−1 0 00 −1 0
0 0 1
⎞
⎠ , r =
⎛
⎝−1 −
1
2 1
0 −1 0
0 −1 1
⎞
⎠ , (α,β) =
⎛
⎝ α β 0β−1(1− α2) −α 0
0 0 −1
⎞
⎠
under the projection from SL(3, p) to PSL(3, p) respectively, and p  5, α,β ∈ F ∗p and α = ±1. Moreover,
M(α1, β1) ∼= M(α2, β2) if and only if (α1, β1) = (α2, β2). In particular, there are exactly p2 − 4p + 3 such
maps, each of which has the simple underlying graph of valency p.
3. Preliminaries
3.1. Subgroups of PSL(3, p) and GL(2, p)
From now on, let p be a prime and F p the ﬁnite ﬁeld of p elements whose multiplicative group
is F ∗p = 〈θ〉. A semi-direct product of two subgroups N and H will be denoted by N : H , where N is
normal. A diagonal matrix with diagonal entries α1,α2, . . . ,αn will be denoted by [α1,α2, . . . ,αn];
and an anti-diagonal matrix with anti-diagonal entries β1, β2, . . . , βn reading from bottom left to top
right will be denoted by ]β1, β2, . . . , βn[. For a permutation group G on Ω and Δ ⊂ Ω , we use GΔ
and G(Δ) to denote the setwise and pointwise stabilizer respectively.
Set G = SL(3, p) and G = PSL(3, p), where p is a prime. Let Z = Z(G) ∼= Zs, where s =
gcd(3, p − 1). For any g ∈ G , we use g¯ to denote its corresponding element in G under the pro-
jection. It is well known that G has only one conjugacy class of involutions. Set e¯ = [1,−1,−1]. Then
the centralizer
CG(e¯) =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
|B|−1 0 0
0
B
0
⎞
⎟⎟⎠
∣∣∣ B ∈ GL(2, p)
⎫⎪⎪⎬
⎪⎪⎭
.
Clearly, every such element can be identiﬁed with B in GL(2, p) so that CG (e¯)
∼= GL(2, p)/Zs for s = 1
or 3. Let A = Aut(G). Then A = {I(g) | g ∈ GL(3, p)} : 〈σ 〉, where I(g)(x¯) = g−1xg for any x ∈ GL(3, p),
and σ(x¯) = (x−1)T , where T denotes the transpose of a matrix. Therefore, A ∼= PGL(3, p) : Z2 and
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for any g ∈ SL(3, p), we identify g Z(SL(3, p)) with g Z(GL(3, p)) and just use the notation g¯ to denote
them. For any subset H in G , the pointwise stabilizer A(H) and the setwise stabilizer AH are therefore
denoted by CA(H) and NA(H), respectively. In this paper, we frequently use geometrical terminology.
This means that we consider the action of GL(3, p) on the three-dimensional column space V (3, p)
on F p and the action of PGL(3, p) on the projective space P V (2, p). Then by a point and a line we
mean a 1-dimensional and 2-dimensional subspace of V , respectively.
The present work will heavily depend on the structure of GL(2, p) and G = PSL(3, p). The following
two propositions are modiﬁed from [2,7].
Proposition 3.1. (See [2, Theorems 3.4, 3.5].) For an odd prime p, let H be amaximal subgroup of G = GL(2, p).
Then up to conjugacy, H is isomorphic to one of the following subgroups:
(1) D : 〈b〉, where D is the subgroup of diagonal matrices and b = ]1,1[;
(2) 〈a〉 : 〈b〉, where b = [1,−1] and 〈a〉 is the Singer subgroup of G, deﬁned by a = ( γ δθ
δ γ
) ∈ G, where F ∗p =
〈θ〉, F p2 = F p(t) for t2 = θ, and F ∗p2 = 〈γ + δt〉;
(3) 〈a〉 : D, where a = ( 1 1
0 1
)
;
(4) H/〈z〉 is isomorphic to A4 × Z p−1
2
for p ≡ 5 (mod 8); S4 × Z p−1
2
for p ≡ 1,3,7 (mod 8); or A5 × Z p−1
2
for p ≡ ±1 (mod 10), where z = [−1,−1], Z p−1
2
= Z(G)/〈z〉;
(5) H/〈z〉 = A4 : 〈s〉, 〈s2〉 Z(G)/〈z〉, if p ≡ 1 (mod 4).
Proposition 3.2. (See [2, Theorems 1.1, 7.1].) For an odd prime p, let G = SL(3, p) and G = PSL(3, p). Let H
be a subgroup of G.
(I) If H has no nontrivial normal elementary abelian subgroup, then H is conjugate in GL(3, p)/Z(SL(3, p))
to one of the following groups:
(1) PSL(2,7), with p3 ≡ 1 (mod 7);
(2) A6 , with p ≡ 1, 19(mod 30);
(3) PSL(2,5), with p ≡ ±1 (mod 10);
(4) PSL(2, p) or PGL(2, p) for p  5.
(II) If H has a nontrivial normal elementary abelian subgroup, then H is conjugate to a subgroup of one of the
following subgroups:
(1) Zp2+p+1 : Z3;
(2) the subgroup F consisting of all matrices with only one nonzero entry in each row and column (note
that F contains the subgroup D of all diagonal matrices as a normal subgroup such that F/D ∼= S3);
(3) the point stabilizer of the point 〈(1,0,0)T 〉 or the line stabilizer of the line 〈(0, α,β)T | α,β ∈ F p〉,
with the form
⎛
⎜⎜⎝
|A|−1 α β
γ
A
δ
⎞
⎟⎟⎠,
where either γ = δ = 0 or α = β = 0;
(4) the group M such that M contains a normal subgroup N ∼= Z23 and M/N is isomorphic to SL(3,2) if
p ≡ 1 (mod 9) or to Q 8 if p ≡ 4,7 (mod 9).
The following lemma (parts of which might be known) determines the conjugacy classes of dihe-
dral subgroups of GL(2, p). For the completeness and to introduce notation, we give a detailed proof.
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the following subgroups:
(1) 〈a〉 : 〈b〉, where a = [θ p−1k , θ− p−1k ] and b = ]1,1[, where k | (p − 1);
(2) 〈a〉 : 〈b〉, where a = ( ε ρθ
ρ ε
)
and b = [1,−1], where F ∗p = 〈θ〉, F p2 = F p(t) where t2 = θ and ε + ρt is a
given generator of the subgroup of order k of F ∗
p2
, where k | (p + 1);
(3) 〈a〉 : 〈b〉, where a = ( α α0 α
)
and b = [1,−1], where α = 1 or −1, and k = p or 2p.
Proof. Set G = GL(2, p). Then we ﬁrst treat the cases for k = 2 and 4.
(1) Suppose that k = 2. It is well known that SL(2, p) has only one involution z = [−1,−1]. Clearly,
each subgroup D4 of G must contain z. The involutions in G \ SL(2, p) are of the form
( α β
γ −α
)
, where
α2 + βγ = 1. Since these elements have the determinant −1 and characteristic polynomial λ2 − 1,
they are conjugate to y = [−1,1]. Therefore, G has one conjugacy class of subgroups D4, with a
representative 〈y, z〉. Each family subgroup in (1), (2) and (3) of the lemma contains D4.
(2) Suppose that k = 4. Let D8 ∼= H  G . Then z ∈ H and H must be generated by two involutions
in G \ SL(2, p), say x and y. Up to conjugacy, we may set y = [−1,1]. In the last paragraph, we may
assume that x = ( α β
γ −α
)
where α2 + βγ = 1. Then 〈x, y〉 ∼= D8 if and only if |xy| = 4. Solving this
equation, we obtain α = 0, which forces γ = β−1 and x = x(β) := ]β−1, β[ for β ∈ F ∗p . Set a = |1, β|.
Then we have ya = y and x(β)a = x(1), where x(1) = ]1,1[. Therefore, each subgroup H ∼= D8 of
G is conjugate to 〈x(1), y〉. If p ≡ 1 (mod 4), then the family (1) of the lemma contains D8; and if
p ≡ −1 (mod 4), then the family (2) of the lemma contains D8. Brieﬂy, G contains only one conjugacy
class of the subgroups D8 for any odd prime p.
In what follows we assume that k = 2,4. Let H ∼= D2k be a subgroup of G . We shall discuss the
cases in Lemma 3.1 one-by-one.
(3) Suppose that H is contained in the group N = D : 〈b〉, where D is the diagonal subgroup
and b = ‖1,1‖, as shown in Lemma 3.1(1). Since k = 2, H cannot be contained in D . One can check
that all the involutions N \ D are conjugate in N , with the elements of the form a(α) = ]α,α−1[ for
any α ∈ F ∗p . Up to conjugacy, we may assume H = 〈b,a(θ
p−1
k )〉: with a being deﬁned as ba(θ p−1k ) =
|θ p−1k , θ− p−1k |.
(4) Suppose that H is contained in the Singer subgroup S := 〈a〉 : 〈b〉, where a and b are deﬁned
in Lemma 3.1(2). For the better understanding and later use, we prefer to give a detailed description
for Singer subgroup.
Let F ∗p = 〈θ〉 and F p2 = F p(t) where t2 = θ, and let F ∗p2 = 〈γ + δt〉. By identifying α + βt with
(α,β), we may view F p2 as a 2-dimensional column space V . For each element x = α + βt in F ∗p2 ,
deﬁne X(u) = xu, where u ∈ F p2 . Then X is a linear transformation on F p2 = V . Its matrix relative to
the base {1, t} is ( α βθ
α β
) ∈ G. Since |γ +δt| = p2−1, we know that the corresponding matrix s = ( γ θδ
δ γ
)
is of order p2 − 1. The group 〈s〉 is known as the Singer subgroup S of G. Moreover, sb = ( γ −θδ−δ γ ),
where b = [1,−1]. Since the matrix sb corresponds to γ − δt and γ − δt = (γ + δt)p , it follows that
sb = sp .
Now, up to conjugacy, we may let b ∈ H . Suppose that 〈si〉 ∈ H . Then from (si)b = s−i we obtain
si(p+1) = 1. Therefore, (p − 1) | i. Thus, H ∼= D2k for k | (p + 1) and we arrive at the form shown in
Lemma 3.3(2).
(5) Suppose that H is contained in the group T := 〈a〉 : 〈D〉, where a and D are deﬁned in
Lemma 3.1(3). Then 〈a〉  H . Since H ∼= D2k , it follows that H/〈a〉 ∼= Z2 or D4. The ﬁrst case im-
plies that k = p and the second case implies k = 2p, which corresponds to α = 1 and α = −1 in
Lemma 3.3(3), respectively.
(6) Suppose that H is contained in the groups (4) and (5) in Lemma 3.1(3). Then it is easy to see
k = 3,5,6,8 or 10 (we already assume k = 2,4). However, these groups D2k are covered by cases (1)
and (2) of our lemma. 
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The case when 〈t, r〉 = D4 is trivial because the underlying graph of the map becomes a cycle. In
order to exclude this case we introduce the following concept.
Deﬁnition 3.4. A group L is said to be generated by an admissible triple (t, r, ) if L = 〈t, r, 〉, where
t, r,  have order two, rt = tr and  ∈ CL(t) \ 〈t, r〉.
Lemma 3.5. Let a group L be generated by an admissible triple (t, r, ). If L is nonabelian simple, then the
map M(L; t, r, ) is nonorientable and its underlying graph is simple.
Proof. Since the subgroup 〈rt, r〉 has index at most 2, it is normal in L. Since L is assumed to be
nonabelian simple, it follows that 〈rt, r〉 = L and so the map M(L; t, r, ) is nonorientable.
Take the ﬂag 1 ∈ L and consider two vertices 〈t, r〉1 and 〈t, r〉 jointed by the edge 〈t, 〉. Set
H = 〈t, r〉. Then the stabilizers of two vertices are H and H respectively. We claim that H ∩ H = 〈t〉
which means that there is only one edge incident to these two vertices and so the graph has no
multiple edges. Set K = H ∩ H . Since  ∈ CL(t) \ 〈t, r〉, we have t ∈ K . Suppose that K = 〈t〉. Then
K1 = K ∩ 〈rt〉 = 1 and K1  H . Moreover, from K   (H ∩ H) = H ∩ H = K , we know that K  L.
The simplicity of L implies that L = K ∼= D2k , a contradiction. 
Lemma 3.6. A dihedral group D2k can be generated by an admissible triple if and only if k = 2(mod 4).
Proof. Suppose that
L = 〈a,b ∣∣ ak = b2 = 1,ab = a−1〉
is a dihedral group of order 2k, which can be generated by an admissible triple (r, t, ). Set H =
〈r, t〉 < L, where r = aib, t = a jb and rt = ai− j . If k is odd, then CL(a jb) = 〈a jb〉  H and we cannot
have a desired involution . So we assume that k is even. Then CL(a jb) = 〈a jb,a k2 〉 and so we may
take  = 1 = a k2 or  = 2 = a k2+ jb. Since 〈H, 1〉 = 〈H, 2〉, we only consider  = 1 ∈ Z(L). If i − j is
even, then  ∈ H , a contradiction. So i − j is odd. Now, 〈H, 〉 = H × 〈〉. Clearly, k = 2(i − j). 
Lemma 3.7. A subgroup L  G = GL(2, p) is generated by an admissible triple if and only if L is conjugate to
one of the groups D2k in Lemma 3.3 for k ≡ 2 (mod 4). In particular, GL(2, p) cannot be generated by any
admissible triple.
Proof. Let L = 〈t, r, 〉 for H = 〈t, r〉 ∼= D2k for k  3 and  ∈ CL(t) \ H . Then H is conjugate to one of
the subgroups D2k1 in Lemma 3.3. For any t = z = [−1,−1], we know that the involutions  in CG(t)
are {t, z, zt}. Therefore, |〈H, 〉 : H| 2. If k1 is even, then z ∈ H which forces H = L, a contradiction.
So k1 is odd. Considering |L : H| = 2 again, we get that L ∼= D2k is one of subgroups in Lemma 3.3,
where k = 2(i − j). 
Lemma 3.8. Neither PSL(2,7) nor A6 can be generated by an admissible triple.
Proof. Case 1: L = PSL(2,7)
As before, set H = 〈t, r〉 ∼= D2k. From the structure of PSL(2,7), we have that either k = 3 or k = 4.
Let us consider the Heawood graph X with bipartition U ∪ W . We deﬁne a bipartite graph X ′ with
bipartition U ∪ W such that for any u ∈ U and w ∈ W , we have that (u,w) ∈ E(X ′) if and only if
(u,w) /∈ E(X). It is easy to see that the vertex stabilizers of X and X ′ are isomorphic to S4. Since X
and X ′ have valencies 3 and 4, respectively, their arc stabilizers are D8 and D6, respectively, which
implies each vertex stabilizer is contained in at least (exactly) two subgroups isomorphic to S4. Since
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H has this property.
Suppose that H ∼= D8 is contained in two subgroups K1 and K2 which are isomorphic to S4.
Then CL(t) ∼= D8, and moreover, either CL(t)  K1 or CL(t) ∩ K1 ∼= D4. The second case implies that
CL(t) ∩ K2 ∼= D4. Then in both cases, for any involution  ∈ GL(t) \ H , we have 〈H, 〉 K1 or K2. In
particular, 〈H, 〉 < L and therefore L cannot be generated by any admissible triple.
Suppose that H ∼= D6 is contained two subgroups K1 and K2 which are isomorphic to S4. Then
CL(t) ∼= D8, and moreover, CL(t)∩ Ki ∼= D8 for i = 1,2. Thus, for any involution  ∈ GL(t) \ H , we have
〈H, 〉 K1 or K2, as desired.
Case 2: L = A6.
As before, set H = 〈t, r〉 ∼= D2k. In this case, we have that k = 3, k = 4 or k = 5. Also L has only
one conjugacy class of subgroups isomorphic to Z2, D8 and D10, respectively.
Suppose that H ∼= D6. Since L has two conjugacy classes of subgroups Z3, which are conjugate
in Aut(A6), we may let u = (123) ∈ H . Then up to conjugacy, we may assume H = 〈(123), (12)(45)〉.
Then H is contained in at least one of subgroups N1 ∼= S4 and N2 ∼= A5, respectively. Moreover, we
have CL(t) ∩ Ni ∼= D4 for i = 1,2. Noting that CL(t) ∼= D8 and N1 ∩ N2 = H, we obtain 〈H, 〉  N1
or N2, for any involution  ∈ CL(t) \ H , as desired.
Suppose that H ∼= D8. Set s = (12)(34). Then up to conjugacy, we let H = CL(s) and set
M1 =
{
1, (12)(34), (13)(24), (14)(23)
}
 H,
M2 =
{
1, (12)(34), (12)(56), (34)(56)
}
 H .
Then M1 and M2 are conjugate in Aut(L) but not in L. Now H  NL(M1) ∩ NL(M2), where
NL(Mi) ∼= S4. Therefore, for any involution  ∈ CL(t) \ H , we have 〈H, 〉  NL(M1) or NL(M2), as
desired.
Suppose that H ∼= D10. Since L has two conjugacy classes of subgroups A5, which are conjugate in
Aut(A6), we let S1 and S2 be two subgroups which are isomorphic to A5 but are not conjugate in L.
We consider the conjugacy action of S1 on the set Δ = {S g2 | g ∈ L}, where |Δ| = 6. Since S1 has no
ﬁxed point in Δ and since A5 has no subgroup index less than 5, we know that S1 is transitive on Δ
and so the point stabilizers are D10. Therefore, each D10 is contained in at least two subgroups A5.
Let H  Si for i = 1,2. Since CSi (t) ∼= D4, every involution  ∈ CL(t) \ {t} is contained in S1 or S2,
which implies 〈H, 〉 S1 or S2, as desired. 
Lemma 3.9. For the group F in Lemma 3.2(II)(2), one of the following holds:
(1) if L  F can be generated by an admissible triple, then, either L ∼= S4 or L ∼= D2k for k | (p − 1) and
k ≡ 2 (mod 4);
(2) each dihedral subgroup of F ﬁxes some point in PG(2, p).
Proof. As in Lemma 3.2(II)(2), let F  G be the subgroup of all matrices with only one nonzero
entry in each row and in each column, and let D  G be the subgroup of all diagonal matrices. Then
F/D ∼= S3.
Now F has two conjugacy classes of involutions; one consists of three involutions in D with a
representative d¯1 = [1,−1,−1], the other one consists of the involutions in F \ D of the form
a1(δ) =
⎛
⎝−1 0 00 0 δ
0 δ−1 0
⎞
⎠ , a2(δ) =
⎛
⎝ 0 0 δ0 −1 0
δ−1 0 0
⎞
⎠ , a3(δ) =
⎛
⎝ 0 δ 0−δ−1 0 0
0 0 −1
⎞
⎠ ,
where δ = 0. Moreover, we set D1 = 〈d¯1,−d¯1〉 D.
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the conjugacy, we have the following two cases.
(i) First we set t = d1. Since t¯r¯ = r¯t¯ , we have r¯ = a2(δ) or a3(δ). In this case, 〈t¯, r¯〉 ∼= D8 and t¯ L = D1.
Now, ¯ has to be α1(ε) for ε = 0. Then L/D1 ∼= LD/D = 〈r¯, ¯〉D/D ∼= S3 and L ∼= S4.
(ii) Now let t = a1(1). If r¯ ∈ D1, then H = 〈t¯, r¯〉 ∼= D8. In this case, ¯ must be in H , a contradiction.
Hence r¯ ∈ F \ D1.
If r = α1(δ), then one may check that rt = [1, δ, δ−1], where |δ| = k 3 in F ∗p . Now, if k is odd, then
¯ 〈t¯, r¯〉, a contradiction. Therefore, k is even and L = H ×〈¯〉 ∼= D2k for k | (p−1) and k ≡ 2 (mod 4).
If r = α2(δ) or α3(δ), then |r¯t¯| = 3 and H ∼= S3, which in turn forces that L ∼= S4.
(2) Again let H = 〈t¯, r¯〉 be a dihedral subgroup of F . If r¯D = t¯ D , then it is clear that H ﬁxes some
points in PG(2, p). Now we assume that r¯D = t¯ D . Without loss of generality, we assume that r = a1(1)
and t = a2(δ). Then one may check that H = 〈r¯, t¯〉 ﬁxes the point 〈(δ,1,−1)T 〉, as desired. 
4. Proof of Theorem 2.2
To prove Theorem 2.2, we set G = PSL(3, p), B = PGL(3, p) and A = Aut(G) = B : 〈σ 〉, where σ is
the inverse transpose automorphism of G . Our task is to ﬁnd all admissible triples of G = PSL(3, p)
and determine the representatives of the orbits of A on the set of such triples, taking into account
Lemma 3.5.
Let H = 〈t¯, r¯〉 ∼= D2k be a subgroup of G for k  3. Following Lemma 3.8, PSL(3,2) ∼= PSL(2,7)
cannot be generated by an admissible triple and hence we assume p  3 from now. Set L = 〈H, ¯〉,
where ¯ ∈ CG (t¯) \ H and |¯| = 2. Then we have either L = G or L is conjugate in GL(3, p)/Z to a
subgroup of one of subgroups from Proposition 3.2. In particular, up to conjugacy in GL(3, p), H is
one of subgroups listed in Proposition 3.2(II). We shall divide our discussion into two subcases: (1)
p | k in Section 4.1, in which case we obtain the maps in Theorem 2.2; and (2) p  k in Section 4.2, in
which case we show that no regular maps exist.
4.1. The case of p | k
Suppose that H ∼= D2k for p | k. Let P1 be the subgroup of order p of H . Then H  NG(P1).
Therefore, we ﬁrst determine the conjugacy classes of subgroups of order p in G .
Lemma 4.1. Let G, B and A be as above, and let P  G with elements of the form
a(α,β,γ ) =
⎛
⎝ 1 α β0 1 γ
0 0 1
⎞
⎠ .
Then
(1) P is a Sylow p-subgroup of G with exponent p. Every nontrivial element a¯(α,β,γ ) for αγ = 0 is conjugate
to a¯(0,1,0) in G, and every element a¯(α,β,γ ) for αγ = 0 is conjugate to a¯(1,0,1) in B;
(2) NG(〈a¯(0,1,0)〉) = P : D, where D consists of the diagonal matrices in G.
(3) NA(〈a¯(1, 12 ,1)〉) = (〈a¯(1, 12 ,1), a¯(0,1,0)〉 : 〈[θ,1, θ−1]〉) : 〈b¯σ 〉 ∼= (Z
2
p : Zp−1) : Z2 and CA(a¯(1, 12 ,1)) =
〈a¯
(1, 12 ,1)
, a¯(0,1,0)〉 : 〈b¯σ 〉, where
b =
⎛
⎝−
1
2 0 1
0 −1 0
1 0 0
⎞
⎠ .
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a(α,β,γ ) , one can check that
ai(α,β,γ ) = a(iα, iβ+ i(i−1)2 αγ , iγ ).
In particular, ap(α,β,γ ) = 1 and so P has the exponent p. In order to determine the conjugacy class of
the elements of order p, we consider the equation
⎛
⎝ 1 α β0 1 γ
0 0 1
⎞
⎠
⎛
⎝ α11 α12 α13α21 α22 α23
α31 α32 α33
⎞
⎠=
⎛
⎝ α11 α12 α13α21 α22 α23
α31 α32 α33
⎞
⎠
⎛
⎝ 1 α1 β10 1 γ1
0 0 1
⎞
⎠.
Suppose that αγ = 0. Without loss of generality, we set γ = 0. Set α1 = γ1 = 0 and β1 = 1. If
α = 0, then β = 0 and the above equation holds by taking α11 = α22 = 1, α33 = β−1 and αi j = 0
for i = j. Therefore, a(0,β,0) is conjugate to a(0,1,0) . If α = 0, then one can take α11 = α32 = α33 = 1,
α12 = α13 = α21 = α22 = 0, α22 = −α−1β and α23 = (1 − β)α−1. Therefore, α(α,β,0) is conjugate to
α(0,1,0) too.
Suppose that αγ = 0. Set α1 = γ1 = 1 and β1 = 0. Then the above equation holds by taking
α13 = α21 = α23 = α31 = α32 = 0, α11 = 1, α12 = α−1γ −1β , α22 = α−1 and α33 = α−1γ −1. There-
fore, a(α,β,γ ) is conjugate to a(1,0,1).
(2) and (3) can be proved by a routine checking and we omit the details. 
By Lemma 4.1(2), a¯(1,0,1) is conjugate to a¯(1, 12 ,1)
in PGL(3, p). Therefore, in what follows we deal
with two cases: H contains a subgroup of order p, which is conjugate to other 〈a¯(0,1,0)〉 or 〈a¯(1, 12 ,1)〉.
4.1.1. The subcase of a¯(0,1,0) ∈ H
Set u = a(0,1,0) and up to conjugacy we may let u¯ ∈ H . Then H  NG(〈u¯〉). By Lemma 4.1(2),
NG(〈u¯〉) = P : D . First we determine the possible involutions in H . Let t¯ be an involution in H . Then
u¯t¯ = u¯−1. By the structure of NG(〈u¯〉) in Lemma 4.1(2), we know that t¯ has the form: d¯a¯(α,β,γ ) or
(−d¯)a¯(α,β,γ ) , where d = [−1,−1,1]. For simplicity, we just consider the former. Now
t¯ = d¯a¯(α,β,γ ) =
⎛
⎝−1 0 2αγ − 2β0 −1 −2γ
0 0 1
⎞
⎠ .
Since the elements ¯ ∈ CG (t¯), we set  = (aij)3×3 and consider the equation
⎛
⎝−1 0 2αγ − 2β0 −1 −2γ
0 0 1
⎞
⎠
⎛
⎝ α11 α12 α13α21 α22 α23
α31 α32 α33
⎞
⎠=
⎛
⎝ α11 α12 α13α21 α22 α23
α31 α32 α33
⎞
⎠
⎛
⎝−1 0 2αγ − 2β0 −1 −2γ
0 0 1
⎞
⎠.
One can easily get that α31 = α32 = 0. Therefore, ¯ ﬁxes the line 〈(α,β,0)T | α,β ∈ F p〉. Since H ﬁxes
this line too, we have 〈H, ¯〉 < G . In other words, we cannot obtain any admissible triple in this case.
4.1.2. The subcase of a
(1, 12 ,1)
∈ H
Set u = a
(1, 12 ,1)
. Then by Lemma 4.1(3), we know that NB(〈u¯〉) = 〈u¯, a¯(0,1,0)〉 : 〈|θ,1, θ−1|〉 ∼=
Z2p : Zp−1. Therefore, N := NG(〈u¯〉) = NB(〈u¯〉). If H1 is a dihedral subgroup containing u¯, then H1  N .
Since N has only one conjugacy class of involutions, it has only one conjugacy class of dihedral sub-
groups containing 〈u¯〉, and then we may set H1 = 〈u¯, v¯〉, for v = [−1,1,−1].
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where t = [−1,−1,1]. To do this, set
s =
⎛
⎝−1 0 00 0 1
0 1 0
⎞
⎠ .
Then v¯ s¯ = t¯ . Set u¯s¯ = w¯ and r¯i = w¯i t¯ so that H := Hs¯1 = 〈w¯, t¯〉. Then by computation, we ﬁnd that
w = s−1us =
⎛
⎝ 1
1
2 1
0 1 0
0 1 1
⎞
⎠ , ri =
⎛
⎝−1 −
1
2 i
2 i
0 −1 0
0 −i 1
⎞
⎠ .
Lemma 4.2. Set Δ′ = {(r¯i, r¯ j) | 〈r¯i, r¯ j〉 = H}. Then NA(H) is transitive on Δ′ , with a representative (t¯, r¯1).
Proof. Since H1 has only one conjugacy class of involutions, and 〈[θ,1, θ−1]〉 ﬁxes v¯ and is transitive
on the other (p − 1) involutions u¯i v¯ , we know that NB(H1) is transitive on the set of involution–
generator pairs {u¯i v¯, u¯ j v¯ | 〈u¯i v¯, u¯ j v¯〉 = H1} with a representative (v¯, u¯ v¯). Since H = Hs¯1, we obtain
the result for H . 
By now, up to conjugacy we have chosen the desired involutions t¯ and r¯ = r¯1. Next we need
to determine the involutions ¯ ∈ CG(t¯) \ H so that 〈H, ¯〉 = G . Let Δ be the set of the involutions
¯ ∈ CG(t¯) \ {t¯}. Then elements ¯ of Δ are of the form
(α,β,γ ) =
⎛
⎝ α β 0γ −α 0
0 0 −1
⎞
⎠ ,
where α2 + βγ = 1.
Lemma 4.3. Let H and ¯ be given as above. If L := 〈H, ¯〉 G. Then one of the following holds:
(1) L ﬁxes some points or lines;
(2) L is contained in a subgroup isomorphic to PGL(2, p) for p  3.
Proof. Suppose that L := 〈H, ¯〉 G . Then we have to check the cases in Lemma 3.2 one-by-one.
Noting that p | k, we know that L cannot be the groups in Lemma 3.2(I)(1), (2) and (3), and L
cannot be contained in the groups in Lemma 3.2(II)(1) and (4).
Assume that L ∼= PSL(2, p) or PGL(2, p). Then this case belongs to (2) of the present lemma for
p  5.
Assume that L is contained in the subgroups in Lemma 3.2(II)(2). Then by Lemma 3.9, we have
either L ∼= S4 ∼= PGL(2,3) or L ∼= D2k′ for k′ | (p − 1) and k′ ≡ 2 (mod 4). The former is contained in
(2) of the present lemma for p = 3 and the latter is not applicable as p | k.
Assume that L is contained in the subgroups in Lemma 3.2(II)(3). Then this case is included in (1)
of the present lemma. 
Lemma 4.4. Suppose that L is contained in a point or line stabilizer of G. Then the elements (α,β,γ ) satisfy
βγ = 0, or, equivalently, α = ±1.
Proof. Suppose that p := 〈(α1,α2,α3)T 〉 is a ﬁxed point of L. Then t¯(p) = p and
〈
(−α1,−α2,α3)
〉= 〈(α1,α2,α3)〉,
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〈(
−α1 − 1
2
α2 + α3,−α2,−α2 + α3
)〉
= 〈(α1,α2,α3)〉,
which implies that either α2 = 0 and α3 = 2α2 or α2 = 2α3. Combining the above two equations, we
get α2 = a3 = 0. Therefore, 〈(1,0,0)T 〉 is the unique ﬁxed point of H . Moreover, ¯ ﬁxes 〈(1,0,0)T 〉 if
and only if γ = 0.
Since H = Hs¯1, H1 has a unique ﬁxed point. Now we show that H1 has a unique ﬁxed
line. Let b and σ be as in Lemma 4.1(3). Since H1 has a unique ﬁxed point, Hb¯1 also has
a unique ﬁxed point. Then Hb¯σ1 = (Hb¯)σ has a unique ﬁxed line. However, by Lemma 4.1(3),
Hb¯σ1  〈u¯, a¯(0,1,0)〉 : 〈[θ,1, θ−1]〉 ∼= Z2p : Zp−1. Since both H1 and Hb¯σ1 are contained in same group
〈u¯, a¯(0,1,0)〉 : 〈[θ,1, θ−1]〉, they are conjugate in B , which implies that H1 has a unique ﬁxed line too.
Therefore, H has a unique ﬁxed line, that is l = 〈(0,α2,α3) | α2,α3 ∈ F p〉. Moreover, ¯ ﬁxes l if and
only if β = 0.
Form the above arguments, it follows that L ﬁxes a point or a line if and only if βγ = 0. 
Lemma 4.5. Suppose that L is contained in a subgroup isomorphic to PGL(2, p). Then the elements (α,β,γ )
satisfy α = 0.
Proof. Suppose that H is contained in a subgroup M ∼= PGL(2, p) in G. For any n¯ ∈ NB(H), we have
that H = Hn¯  Mn¯ . Suppose that H is contained in another subgroup M1 ∼= PGL(2, p) in G . Since all
the subgroups isomorphic to PGL(2, p) are conjugate in B , we have M1 = Mg¯ for some g ∈ GL(3, p).
Hence H g¯
−1  M . Since PGL(2, p) has only one conjugacy class of subgroups of D2p , there exists
an m ∈ M such that H g¯−1 = Hm¯ , that is, m¯g¯ ∈ NB(H). Set m¯g¯ = n¯ ∈ NB(H). Then g¯ = m¯−1n¯, which
implies M1 = Mm¯−1n¯ = Mn¯ .
From the above arguments, we see that in order to ﬁnd all the subgroups isomorphic to PGL(2, p)
containing H , we may ﬁrst choose one, say M and then consider the action of NB(H) on M .
By Lemma 4.1, we know that NB(H1)  NB(〈u¯〉) = 〈u¯, a¯(0,1,0)〉 : 〈[θ,1, θ−1]〉, which implies that
NB(H1) = 〈u¯, [θ,1, θ−1]〉 ∼= Zp : Zp−1. Correspondingly, NB(H) ∼= Zp : Zp−1, which in turn implies that
NB(H) M . Therefore, H can be contained only in one subgroup PGL(2, p), that is M .
In [2, Lemma 6.3], an isomorphic embedding φ from PGL(2, p) to PSL(3, p) is given in the follow-
ing way:
φ
((
α β
γ δ
))
= λ−1
⎛
⎝ α
2 2αβ 2β2
αγ αδ + βγ 2βδ
γ 2/2 γ δ δ2
⎞
⎠,
where λ = αδ − βγ . Denote the image of this embedding by M2. One may check that H1  M2.
Set M = Ms¯2 so that H  M . Then the elements g¯ if M are of the form:
g¯(α,β,ρ, δ) = λ−1
⎛
⎝ α
2 2β2 2αβ
1
2γ
2 δ2 γ δ
αγ 2βδ αδ + βγ
⎞
⎠,
where λ = αδ − βγ . By inserting α = δ = 1, β = 12 , γ = 0, and α = −1, δ = 1, β = γ = 0 respectively,
one may recover the elements t¯ and w¯ .
Now, L  M if and only if ¯ has the above form. Consider the equation:
¯(α,β,γ ) = g¯(α1,β1,γ1,δ1),
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⎛
⎝ α β 0γ −α 0
0 0 −1
⎞
⎠= λ−1
⎛
⎜⎝
α21 2β
2
1 2α1β1
1
2γ
2
1 δ
2
1 γ1δ1
α1γ1 2β1δ1 α1δ1 + β1γ1
⎞
⎟⎠,
where α2 + βγ = 1. Clearly, we obtain α1 = δ1 = 0 and β1γ1 = 0, equivalently, α = 0 and βγ = 1, as
desired. 
Now we are ready to state the main result of this subsection.
Lemma4.6. Let M be a nonorientable regularmapwith the automorphism group G = PSL(3, p) for a prime p,
and with the underlying graph of valency k where p | k. Then M is isomorphic to one of the maps M(G; r¯, t¯, ¯)
from Theorem 2.2.
Proof. Let M = M(G; r¯, t¯, ¯) be a map satisfying the given condition. As we know, r and t may be
chosen to have the form as in Theorem 2.2.
From Lemma 4.4, ¯ is not contained in any point or line stabilizer of G if and only if α = ±1,
equivalently, βγ = 0; and by Lemma 4.5, L is not contained in any subgroup isomorphic to PGL(2, p)
if and only if α = 0. It follows from Remark 4.3 that L = G if and only if  is such element with
αβγ = 0.
From Lemma 4.1(3), we know that C := CA(u¯) = 〈a¯(1, 12 ,1), a¯(0,1,0)〉 : 〈b¯σ 〉. By a computation, we
ﬁnd that Cv¯ = 1, which implies CA(H1) = 1 and so CA(H) = 1, equivalently, A(t¯,r¯) = 1. There-
fore, for the chosen t¯, r¯, we have that different ¯(α,β,γ ) give nonisomorphic maps, recalling that
γ = β−1(1 − α2). Thus the number of maps is equal to (p − 3)(p − 1) = p2 − 4p + 3. In particu-
lar, p  5. 
4.2. The case of k  p
Suppose that k  p. Then we will show that no maps exist in this case.
In this subsection, we set d(μ,ν) = [1,μ,ν], where μ,ν ∈ F ∗p , and
a =
⎛
⎝−1 0 00 0 1
0 1 0
⎞
⎠ , e(ε,ρ) =
⎛
⎝ 1 0 00 ε ρθ
0 ρ ε
⎞
⎠ .
First we determine the conjugacy class of the subgroup D2k of G .
Lemma 4.7. Suppose
H = 〈u¯, v¯ | u¯k = v¯2 = 1, u¯ v¯ = u¯−1〉
is a dihedral subgroup of order 2k in G for k 3 and p  k. Then up to conjugacy in PGL(3, p), we have
(1) k | (p − 1), u = d(ε,ε−1) , v = a, where ε is a given element of order k in F ∗p ;
(2) k | (p + 1), u = e(ε,ρ), v = d(−1,1) , where ε + ρt is a given generator of the subgroup of order k of F ∗p2 .
Proof. Suppose that p  k. Then H is contained in the subgroups in Lemma 3.2(II) and we shall con-
sider each case one-by-one.
The subgroups in Lemma 3.2(II)(1) do not contain any dihedral group.
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or line, which is isomorphic to Z2p : GL(2, p)/Zs for s = (3, p − 1). Since p  k, H is isomorphic to
subgroup D2k of GL(2, p)/Zs . Then the conclusion of this lemma just follows from Lemma 3.3(1)
and (2), noting (s, p + 1) = 1.
Suppose that H is contained in a subgroup in Lemma 3.2(II)(2). Then by Lemma 3.9(2) H ﬁxes
some point which brings us to the last case.
Suppose that M is a group in Lemma 3.2(II)(4), where 3 | (p − 1). If p ≡ 1 (mod 9), then
M/Z23
∼= SL(2,3). If D18 ∼= H  M , then D18 Z23/Z23 ∼= D6, contrary to the fact that SL(2,3) has a unique
involution. Therefore, H ∼= D6. If p ≡ 4,7 (mod 9), then M/Z23 ∼= Q 8 and in this case, H ∼= D6 too.
However, G has only one conjugacy class of cyclic subgroups of order 3 when 3 | (p−1) and one may
assume that H contains the unique diagonal subgroup of order 3 of G , leading back to the case (1) of
this lemma. 
By Lemma 4.7, we deal with the cases k | (p − 1) and k | (p + 1) separately.
4.2.1. The subcase of k | (p − 1)
Suppose that k | (p − 1), where k  3. By Lemma 4.7, G has only one conjugacy class of the
subgroups isomorphic to D2k . Hence, we may set H to be the subgroup in Lemma 4.7(1), that is, H =
〈u¯, v¯〉, where u = d(ε,ε−1) and v = a. Moreover, we set K = 〈d¯(θ,θ−1)〉 : 〈v¯〉 ∼= D2(p−1) so that H  K .
Since Hd¯(1,εi ) = H and v¯d¯(1,εi ) = u¯i v¯ , we may choose t¯ = v¯ so that H = 〈t¯, r¯〉 for some involution r¯
in H . Let Δ be the set of the involutions ¯ ∈ CG(t¯) \ {t¯}. By computation, the elements ¯ of Δ are of
the form
(α,β,γ ) =
⎛
⎜⎝
α 14β − 14β
2γ − 12 (α + 1) − 12 (α − 1)
−2γ − 12 (α − 1) − 12 (α + 1)
⎞
⎟⎠,
where α2 + βγ = 1. Set
Δ1 = {¯(α,β,γ ) ∈ Δ | α = ±1, βγ = 0}, Δ2 = Δ \ Δ1.
Then |Δ1| = 4(p − 1) and |Δ2| = p3 − 3p + 2.
We need to prove that 〈H, 〉 < G for any  ∈ Δ, to show nonexistence of the required map. Since
H  K , it suﬃces to show that L := 〈K , 〉 < G for any such ¯, which we do in the following two
lemmas.
Lemma 4.8. Let L be as above. Then L is contained in a point or line stabilizer of G if and only ¯ ∈ Δ1 .
Proof. Suppose that p := 〈(α1,α2,α3)T 〉 be a ﬁxed point of K . By d¯(θ,θ−1)(p) = p, we get p =
〈(1,0,0)T 〉, which is also ﬁxed by t¯ as well. Moreover, ¯(α,β,γ ) ﬁxes this point if and only if γ = 0.
Thus 〈(1,0,0)T 〉 is a unique ﬁxed point for K .
Since Kσ = K , K must have a unique ﬁxed line, that is l := 〈(0,α2,α3)T | α2,α3 ∈ F p〉. Moreover,
¯(α,β,γ ) ﬁxes this line if and only if β = 0.
In short, L is contained in a point or line stabilizer of G if and only ¯ ∈ Δ1. 
Lemma 4.9. L ∼= PGL(2, p) if and only if ¯(α,β,γ ) ∈ Δ2 .
Proof. Observing that any point or line stabilizer is isomorphic to S := Z2p : (GL(2, p)/Zs) for s =
(3, p − 1), one may assume L  S .
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any Sylow 2-subgroup of PGL(2, p) is isomorphic to a dihedral subgroup, no subgroup M ∼= PGL(2, p)
can ﬁx any point or line. Therefore, if L is contained in a subgroup M ∼= PGL(2, p), then ¯ ∈ Δ2.
Since G contains a subgroup isomorphic to PGL(2, p) and PGL(2, p) contains a maximal subgroup
which is isomorphic to D2(p−1) , we know that K is contained in a subgroup, say M ∼= PGL(2, p).
Moreover, one may see that NA(K ) = (D : 〈v¯〉) : 〈σ 〉. Since M ∼= PGL(2, p) has two conjugacy classes
of involutions, K contains involutions in both classes, with representatives t¯ = v¯ and t¯d¯(1,θ) = d¯(θ,θ−1) v¯.
Now we consider the p − 1 subgroups Mi = Md¯(1,θ i ) for i = 0,1, . . . , p − 2. Then K = K d¯(1,θ i ) 
Md¯(1,θ i ) . Since D2(p−1) is a maximal subgroup of PGL(2, p), it follows that Md¯(1,θ i ) ∩ Md¯(1,θ j ) = K for
any i = j. Now CMi (t¯) ∼= D2(p+1) or D2(p−1) . Since Mi+1 = M
d¯(1,θ)
i , t¯
d¯(1,θ) and t¯ belong to different
classes. Hence, if CMi (t¯)
∼= D2(p±1) , then CMi+1 (t¯) ∼= D2(p∓1) .
Thus, the total number of the elements of Δ2 contained in such p − 1 subgroups Mi is
p − 1
2
(p − 3) + p − 1
2
(p − 1) = p2 − 3p + 2 = |Δ2|.
Therefore, each element in Δ2 belongs to some Mi . 
4.2.2. The subcase of k | (p + 1)
Suppose that k | (p + 1). Set F ∗
p2
= 〈γ + δt〉 and φ + π t := (γ + δt)p−1 and set v = d(−1,1) and
e¯(φ,π) as in Lemma 4.7(2). Then we have K = 〈e¯(φ,π)〉 : 〈v¯〉 ∼= D2(p+1) . By Lemma 4.7(2), G has only
one conjugacy class of subgroups isomorphic to D2k for k | (p + 1). Hence, we may set H to be the
subgroup of K , that is H = 〈u¯, v¯〉 for u = e(ε,ρ), where ε + ρt is a given generator of the subgroup of
order k of F ∗
p2
.
Recalling the property of Singer subgroup, we have that v¯ e¯
i
(γ ,δ) = e¯(p−1)i(γ ,δ) v¯ = e¯i(φ,π) v¯ . Thus, we may
choose t¯ = v¯ so that H = 〈t¯, r¯〉 for some involution r¯ in H .
Let Δ be the set of the involutions ¯ ∈ CG(t¯) \ {t¯}. The elements ¯ of Δ are of the form
(α,β,γ ) =
⎛
⎝ α β 0γ −α 0
0 0 −1
⎞
⎠,
where α2 + βγ = 1. Set
Δ1 = {¯(α,β,γ ) ∈ Δ | α = ±1, βγ = 0}, Δ2 = Δ \ Δ1.
Then |Δ1| = 4(p − 1) and |Δ2| = p3 − 3p + 2.
Similar to Section 4.2.1, we show that for any  ∈ Δ, L := 〈K , 〉 < G . For the convenience, we set
e¯p−1(γ ,δ) = e¯(φ,π)  K . Then the proof will be completely similar to Section 4.4.2, up to minor modiﬁca-
tions.
Lemma 4.10. Let ¯ be as above. Then L is contained in a point or line stabilizer of G if and only ¯ ∈ Δ1 .
Proof. Suppose that p := 〈(α1,α2,α3)T 〉 is a ﬁxed point of K . By e¯(ε,ρ)(p) = p, we obtain p =
〈(1,0,0)T 〉, which is also ﬁxed by t¯ as well. Moreover, ¯(α,β,γ )T ﬁxes this point if and only if γ = 0.
Thus 〈(1,0,0)〉 is a unique ﬁxed point for K .
Since G has only one conjugacy class of subgroups isomorphic to K , we have Kσ = K g¯ for some
g¯ ∈ G . Therefore, K has also only one ﬁxed line, that is l := 〈(0,α2,α3)T | α2,α3 ∈ F p〉. Moreover,
¯(α,β,γ ) ﬁxes this line if and only if β = 0.
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Lemma 4.11. L ∼= PGL(2, p) if and only if ¯(α,β,γ ) ∈ Δ2 .
Proof. It has been shown that in Lemma 4.9 no subgroup M ∼= PGL(2, p) is contained in any point
and line stabilizer.
Since G contains a subgroup isomorphic to PGL(2, p) and PGL(2, p) contains a maximal subgroup
which is isomorphic to D2(p+1) , we know that K is contained in a subgroup, say M ∼= PGL(2, p). One
may see that NA(K ) = (〈e¯(γ ,δ)〉〈v¯〉) : 〈σ1〉 for some σ1 ∈ A \ B . Now K contains involutions in both
classes, with representatives t¯ = v¯ and v¯ e¯(γ ,δ) = e¯(φ,π) v¯.
Now we consider the p−1 subgroups Mi = Me¯
i
(γ ,δ) for i = 0,1, . . . , p−2. Then K = K e¯i(γ ,δ)  Me¯i(γ ,δ) .
Since D2(p+1) is a maximal subgroup of PGL(2, p), we know that Me¯
i
(γ ,δ) ∩ Me¯ j(γ ,δ) = K for any i =
j ∈ {0,1, . . . , p − 2}. Now CMi (t¯) ∼= D2(p+1) or D2(p−1) . Since Mi+1 = M
e¯(γ ,δ)
i , t¯
e¯(α,β) and t¯ belong to
different classes. Therefore, if CMi (t¯)
∼= D2(p±1) , then CMi+1 (t¯) ∼= D2(p∓1) .
Thus, the total number of the elements of Δ2 contained in such p − 1 subgroups Mi is
p − 1
2
(p − 3) + p − 1
2
(p − 1) = p2 − 3p + 2 = |Δ2|.
Therefore, each element in Δ2 belongs to some Mi . 
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