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Abstract
Error-correcting codes with both binary and ternary coordinates are considered. The maximum
cardinality of such a code with n2 binary coordinates, n3 ternary coordinates, and minimum
distance d is denoted by N (n2; n3; d). A computer-aided method based on backtrack search and
isomorph rejection is here used to settle many values of N (n2; n3; 3); several new upper bounds
on this function are also obtained. For small parameters, a complete classication of optimal
codes is carried out. It is shown that the maximum cardinality of a ternary one-error-correcting
code of length 6 is 38 and that this code is unique. c© 2000 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Mixed binary=ternary error-correcting codes have recently been extensively studied
by Brouwer et al. [1]. The authors of that paper consider the function N (n2; n3; d),
the maximum cardinality of a code with minimum distance d in a Hamming space
with n2 binary coordinates and n3 ternary coordinates. For n2 + n3613, they tabulate
values of N (n2; n3; d) and upper and lower bounds where the exact value is not known.
The lower bounds are constructive: these are proved by constructing a corresponding
code. The upper bounds, on the other hand, are analytic. Following [1], we here use
the notation (n2; n3; d)M for a code with n2 binary coordinates, n3 ternary coordinates,
minimum distance at least d, and cardinality M .
In another recent paper, Ostergard et al. [5] study small binary error-correcting codes,
and with a computer-aided approach based on backtrack search and isomorph rejection
they manage to prove that N (10; 0; 3)=N (11; 0; 4)=72 and N (11; 0; 3)=N (12; 0; 4)=
144. All codes attaining these bounds are further classied. For example, there are
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562 inequivalent codes attaining N (10; 0; 3)=72 and 7398 inequivalent codes attaining
N (11; 0; 3) = 144.
Looking at the method used in [5], which comparatively easily solves an old open
problem in combinatorial coding theory, it is natural to try to use an analogous approach
to determine values of (and upper bounds on) N (n2; n3; d) with n3> 0. As we shall see
in this paper, this generalization indeed leads to many new results. Having determined
an exact value, we can also go one step further and classify all inequivalent codes with
these parameters; such codes are called optimal.
Code equivalence is discussed in Section 2, and the complete method of constructing
error-correcting codes by backtrack search and isomorph rejection is considered in
Section 3. The results are presented and discussed in Section 4. The new upper bounds
on N (n2; n3; 3); n2 + n3613, are tabulated; compared with [1], this table contains 17
(out of which 15 are obtained in this paper) new exact values of this function and
18 new upper bounds. Optimal codes for small values are listed in the appendix and
provided electronically.
2. Code equivalence
In classifying codes, we will only be interested in inequivalent codes. Two binary=
ternary (this denition can be generalized to any codes, mixed or not) nonlinear codes
are equivalent if one code can be transformed into the other by a permutation of the
coordinates and permutations of the values in each coordinate. This means that the
values of the coordinates are of no signicance; we here use f0; 1g for the binary
coordinate values and f0; 1; 2g for the ternary coordinate values.
To determine whether two codes are equivalent or not, we transform this problem into
a graph isomorphism problem. We can then use the graph isomorphism program nauty
written by McKay [2]. By feeding a graph into nauty, we get the canonical labelling
of the graph and more interesting information such as generators of the automorphism
group, the size of the automorphism group, etc. For us, the important feature will
be the canonical labelling, since having computed this for graphs of codes, a direct
comparison of canonical labellings will answer the question whether the corresponding
codes are equivalent or not.
The transformation from a code to a graph is as follows (this is given for the
general case of any mixed codes, not necessarily binary=ternary). One vertex is created
for each codeword. Furthermore, for each coordinate and every possible value of that
coordinate, a vertex is created. Edges are now inserted to make the subgraph induced
by the vertices of a given coordinate a complete graph. The codeword vertices are
connected to the coordinate vertices in the following way: for a given codeword and
a given coordinate, there is an edge between the codeword vertex and the coordinate
vertex with the corresponding value. Finally, since mappings from codeword vertices
to coordinate vertices (and vice versa) are not allowed, the graph is colored with one
color for the codeword vertices and another color for the coordinate vertices. (Using
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Fig. 1. Code equivalence graph of the (1; 1; 2)2 code f00; 11g.
this transformation, a mapping of a coordinate onto another coordinate with distinct
cardinality | which is not allowed | is clearly not possible.)
In Fig. 1 we show the graph for the (1; 1; 2)2 code f00; 11g. The size of its full
automorphism group is 2.
3. Classifying binary=ternary codes
We will here give a self-contained treatment of the method that has been used to
classify codes by backtrack search and isomorph rejection. For more details, we refer
the interested reader to [5], where the approach is discussed for purely binary codes.
Our approach is based on the following observation. In an (n2; n3; d)M code with
n2>1, delete one binary coordinate and partition the codewords into two subcodes,
C0 and C1, depending on the value of the deleted coordinate. Then both C0 and C1
have minimum distance at least d and one of them has at least M=2 codewords. This
observation can be utilized to get a method for constructing all (n2; n3; d)M codes.
Namely (w.l.o.g., we can assume that jC0j>M=2), we consider all (n2 − 1; n3; d)M 0
codes with M=26M 06N (n2 − 1; n3; d) and try to lengthen these by nding M −M 0
new words that do not violate the minimum distance criterion and have a 1 in the new
coordinate.
Given C0, we use backtrack search to nd the words of C1. The words in the
search space are ranked according to their position when they are put in lexicographic
order. Ecient pruning methods must now be used to minimize the search time. The
following approach turned out to perform very well: Starting from N = 1 word and
going up to N =M −M 0 words, maximize the smallest rank among N words in C1
that fulll the minimum distance criterion. By doing this recursively, increasing the
value of N by one in each round, the results for the earlier values of N can be used to
prune the search. When the maximum rank is found for N =M −M 0 words we have
a solution at the same time, and continue the search until all possible solutions have
been found.
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By also minimizing the maximum rank among N words for N6(M −M 0)=2, further
improvement on the performance can be obtained, cf. [5].
The codes found must be compared with each other to delete equivalent copies. This
is done by computing the canonical labelling for any code found as described in the
previous section. This is then compared with the list of canonical labellings of the
codes found earlier and added to the list if it is new. Such comparisons can be done
very fast using a hash table.
For binary=ternary codes, and analogously for other mixed codes, the approach of
adding one binary coordinate at a time is not the only possible way of proceeding. Of
course, for codes with only ternary coordinates this is even impossible. Other possi-
bilities are, for example, that of adding a ternary coordinate and that of transforming
a binary coordinate into a ternary coordinate. The drawback of the former case, when
(n2; n3−1; d)M 0 codes with M=36M 06N (n2; n3−1; d) are lengthened to get (n2; n3; d)M
codes is that since only about one-third of the codewords are xed in the beginning,
the search is slow. In the latter case, on the other hand, about two-thirds of the words
are xed, so the search is fast. The drawback is then that there is often such a mul-
titude of seed codes that nding these seed codes alone is an infeasible task. Further
variants are possible, such as adding two binary coordinates at once.
In some cases, the aforementioned procedure can be sped up. For example, in nonex-
istence proofs, a generalization of [5, Theorem 1] can be used.
For the code parameters considered, the number of inequivalent codes is here in all
cases smaller than 50 000. This means that all these sets of codes can be constructed
and stored in the computer memory. However, even if we were to consider parameters
for which the number of codes is too large to be able to save all codes | this number
clearly depends on the memory size of the computer | the technique of isomorph-free
exhaustive generation described in [4] can be utilized for the generation of codes. This
technique was not used here.
4. The results
The results of the computer search are presented in Table 1. In the classication we
start from small codes, which can often even be constructed by hand, and proceed by
adding one binary coordinate at a time following the approach described in the previous
section. The only exception to this procedure are codes with only ternary coordinates,
which in this study are constructed by adding one ternary coordinate at a time.
In Table 1 the number of codes is given. Nonexistence of codes is indicated by a 0
in this column. Such entries are included in the table only if the result is new. The main
intention of this paper is to prove exact values of and upper bounds on N (n2; n3; d). In
this process, we automatically get a classication of short codes. For longer codes, we
carry out this classication only if it can be carried out with a reasonable eort. It is
interesting to note that in all cases where the exact value is settled, this value equals
the previous best known lower bound. This indicates that the methods that have been
used to construct error-correcting codes are very eective.
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Table 1
Number of inequivalent (n2; n3; 3)M codes
n2 n3 M # n2 n3 M # n2 n3 M #
2 1 1 1 6 2 38 11 1 4 12 1
2 1 2 1 6 2 39 0 2 4 19 25 703
3 1 2 3 7 2 73 0 2 4 20 668
3 1 3 1 0 3 2 1 2 4 21 23
4 1 4 6 0 3 3 1 2 4 22 2
4 1 5 1 1 3 4 3 3 4 37 21 003
4 1 6 1 1 3 5 1 3 4 38 1658
5 1 7 47 1 3 6 1 3 4 39 147
5 1 8 18 2 3 7 66 3 4 40 22
6 1 13 15 714 2 3 8 14 3 4 41 2
6 1 14 2223 2 3 9 3 3 4 42 1
6 1 15 272 3 3 14 2045 3 4 43 0
6 1 16 46 3 3 15 126 4 4 73 0
7 1 26 33 097 3 3 16 26 0 5 13 1533
7 1 27 0 3 3 17 4 0 5 14 78
8 1 51 0 3 3 18 2 0 5 15 10
1 2 2 1 4 3 27 4109 0 5 16 3
2 2 3 2 4 3 28 51 0 5 17 1
2 2 4 1 4 3 29 0 0 5 18 1
3 2 5 14 5 3 54 6 1 5 28 41 964
3 2 6 8 5 3 55 0 1 5 29 4343
4 2 10 401 6 3 108 4 1 5 30 474
4 2 11 21 0 4 5 5 1 5 31 53
4 2 12 3 0 4 6 4 1 5 32 8
5 2 19 40 955 0 4 7 1 1 5 33 2
5 2 20 1338 0 4 8 1 2 5 55 0
5 2 21 43 0 4 9 1 0 6 38 1
5 2 22 3 1 4 10 74 0 6 39 0
6 2 37 3062 1 4 11 2 1 6 75 0
The result that the ternary one-error correcting code of length 6 and cardinality 38
obtained in [1] is optimal and unique is probably the most interesting outcome of this
study. Note that the previously best known upper bound was N (0; 6; 3)648 obtained
using linear programming [1].
The classied optimal codes are with three exceptions listed in the appendix. Some
of these are old results (see [1]) but we list them all for the sake of completeness.
The number of (7; 1; 3)26 codes is obviously too large for this (there are 33 097 such
codes). The 46 (6; 1; 3)16 codes and the 51 (4; 3; 3)28 codes have also been left out
to save space. These codes, however, and also all other codes enumerated in Table 1
can be obtained electronically from http://www.tcs.hut.fi/ ~pat/23.html. For a
classication of binary codes, see [5].
About one year of CPU time was used by the programs running on 233 MHz
personal computers with Linux operating system. Some of the more time-consuming
runs were distributed over 10{15 computers in a local network using the program
autoson [3]. This made it possible to complete the runs within two months. The limits
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Table 2
Bounds on N (n2; n3; 3) for n368; n2 + n3613
n2 n n3 0 1 2 3 4 5 6 7 8
0 1 1 1 3 9 18 38a 99{111a 243{333a
1 1 1 2 6 12 33 71{74a 198{222a 486{666a
2 1 2 4 9 22 52{54a 134{148a 396{444a 972{1284
3 2 3 6 18 42a 98{108a 264{296a 684{888a 1944{2464
4 2 6 12 28a 72a 186{216a 486{592a 1332{1749 3888{4767
5 4 8 22 54a 144a 342{432a 948{1184a 2592{3259 7776{9128
6 8 16 38a 108a 288a 648{863 1896{2332 5184{6362
7 16 26a 72a 192{216a 576a 1296{1612 3792{4443
8 20 50a 144a 384{417 1152 2544{3110
9 40 96{100a 288a 768{806 1728{2131
10 72b 192{200a 512{556 1152{1536
11 144b 384 832{1049
12 256 768
13 512
aThe bounds of this study improving on [1].
bThe bounds of [6] improving on [1].
of this research can certainly be pushed further by using more and more computer time.
The following open cases are the next to be attacked: N (9; 1; 3)?=96; N (2; 5; 3)?=52;
and N (1; 6; 3)? = 71 (for the last two of these, it may even be possible that larger
codes could exist, with 54 and 72 codewords, respectively). Even N (0; 7; 3)? = 99 is
soon within reach.
In Table 2 an updated table of N (n2; n3; 3) for n368, n2 + n3613 is presented (we
have no improvements here for n3> 8). (For improvements see the Table 2 footnotes.)
The new bounds that do not occur in Table 1 are obtained using the basic inequalities
(for n2; n3>0)
N (n2 + 1; n3; 3)62N (n2; n3; 3);
N (n2; n3 + 1; 3)63N (n2; n3; 3);
N (n2; n3 + 1; 3)6 32N (n2 + 1; n3; 3):
There are 33 bounds improved in this study; in 15 of these cases the upper bound
reached the lower bound to give the exact value.
Appendix
We here give a complete list of the optimal codes classied in this paper, except
for the (6; 1; 3)16, (7; 1; 3)26, and (4; 3; 3)28 codes (see the main text). Codes with only
one word have also been excluded from this list. The codewords are compressed with
the binary part in hexadecimal form and the ternary part in base 9. The binary and
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ternary parts are separately right-justied (so the length of the compressed words is
dn2=4e+ dn3=2e).
N (2; 1; 3) = 2: f00; 31g.
N (3; 1; 3) = 3: f00; 52; 61g.
N (4; 1; 3) = 6: f00; 52; 61; 91;A2;F0g.
N (5; 1; 3) = 8: f000; 062; 0F1; 132; 150; 191; 1A0; 1C2g,
f000; 062; 0F1; 131; 150; 192; 1A0; 1C1g, f000; 062; 0F0; 132; 150; 191; 1A0; 1C2g,
f000; 062; 0F0; 132; 151; 190; 1A1; 1C2g, f000; 062; 0F0; 131; 150; 192; 1A0; 1C1g,
f000; 072; 0D1; 0E0; 150; 161; 1B0; 1C2g, f000; 072; 0D1; 0E0; 150; 161; 1B1; 1C2g,
f000; 072; 0D1; 0E0; 131; 141; 190; 1A2g, f000; 072; 0D1; 0E0; 122; 150; 181; 1B0g,
f000; 072; 0D1; 0E0; 121; 150; 182; 1B0g, f000; 072; 0D1; 0E0; 112; 121; 1B0; 1C2g,
f000; 072; 0D1; 0E0; 112; 161; 181; 1B0g, f000; 072; 0B1; 0C1; 122; 150; 192; 1E0g,
f000; 072; 0B1; 0C1; 122; 151; 192; 1E0g, f000; 072; 0B1; 0C1; 121; 151; 190; 1E0g,
f000; 072; 0B1; 0C1; 121; 151; 190; 1E2g, f000; 072; 0B1; 0C1; 121; 151; 192; 1E0g,
f000; 072; 0B0; 0C2; 122; 150; 192; 1E0g.
N (2; 2; 3) = 4: f00; 14; 27; 32g.
N (3; 2; 3) = 6: f00; 14; 38; 56; 63; 71g, f00; 14; 38; 56; 65; 71g,
f00; 14; 38; 48; 61; 73g, f00; 14; 38; 48; 64; 70g, f00; 14; 38; 47; 52; 73g,
f00; 14; 38; 47; 62; 73g, f00; 14; 38; 47; 63; 71g, f00; 14; 36; 47; 63; 71g.
N (4; 2; 3) = 12: f00; 14; 38; 56; 65; 71; 88;A1;B3;C4;D2;E6g,
f00; 14; 38; 56; 65; 71; 88;A4;B0;C1;D5;E6g,
f00; 14; 38; 48; 64; 70; 87; 92;B3;C3;E2;F7g.
f00; 14; 38; 56; 65; 71; 88;A4;B0;C1;D5;E6g;
f00; 14; 38; 48; 64; 70; 87; 92;B3;C3;E2;F7g.
N (5; 2; 3) = 22: f000; 014; 038; 067; 073; 088; 0A4; 0B0; 0C3; 0D2; 107; 112; 123; 145;
156; 171; 193; 1A2; 1B7; 1C1; 1E6; 1F5g; f000; 014; 038; 067; 073; 088; 0A4; 0B0; 0C3;
0D7; 107; 112; 123; 145; 156; 171; 193; 1A2; 1B7; 1C1; 1E6; 1F5g; f000; 014; 038; 067; 073;
088; 0A4; 0B0; 0C3; 0D7; 0E2; 107; 112; 123; 145; 156; 171; 193; 1B7; 1C1; 1E6; 1F5g.
N (6; 2; 3) = 38: f000; 014; 038; 067; 070; 0A1; 0B3; 0C6; 0D2; 0E5; 112; 143; 162; 174;
185; 197; 1A6; 1C1; 1F8; 223; 231; 242; 256; 275; 295; 2A8; 2C4; 2E0; 2F7; 307; 313; 351
366; 380; 3A4; 3B2; 3C8; 3F3g;
f000; 014; 038; 067; 070; 0A1; 0B3; 0C6; 0D2; 0E5; 112; 143; 162; 174; 185; 197; 1A6; 1C1;
1F8; 207; 223; 231; 242; 256; 275; 295; 2A8; 2C4; 2E0; 2F7; 313; 351; 366; 380; 3A4; 3B2;
3C8; 3F3g;
f000; 014; 038; 067; 070; 0A1; 0B3; 0C6; 0D2; 0E5; 112; 143; 162; 174; 185; 197; 1A6; 1C1;
1F8; 207; 223; 242; 256; 275; 291; 2A8; 2C4; 2E0; 2F7; 313; 337; 351; 366; 380; 3A4; 3B2;
3C8; 3F3g;
f000; 014; 038; 067; 070; 0A1; 0B3; 0C6; 0D2; 0E5; 112; 143; 162; 174; 185; 197; 1A6; 1C1;
1F8; 207; 223; 242; 256; 275; 295; 2A8; 2C4; 2E0; 2F7; 313; 337; 351; 366; 380; 3A4; 3B2;
3C8; 3F3g;
f000; 014; 038; 067; 070; 0A1; 0B3; 0C6; 0D2; 0E5; 107; 112; 143; 162; 174; 185; 1A6; 1C1;
1F8; 223; 231; 242; 256; 275; 295; 2A8; 2C4; 2E0; 2F7; 313; 351; 366; 380; 397; 3A4; 3B2;
3C8; 3F3g;
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f000; 014; 038; 067; 070; 092; 0A4; 0C3; 0D7; 0E2; 107; 133; 158; 185; 196; 1B1; 1C1; 1E6;
1F5; 205; 216; 231; 241; 263; 287; 2B3; 2D5; 312; 326; 353; 362; 377; 380; 394; 3B8; 3C8;
3E4; 3F0g;
f000; 014; 038; 067; 073; 092; 0A4; 0C5; 0D6; 0F1; 107; 130; 158; 162; 183; 1B7; 1C1; 1E6;
1F5; 216; 231; 252; 265; 287; 2A2; 2B3; 2C0; 2D4; 2F8; 302; 326; 335; 343; 377; 391; 3C8;
3E4; 3F0g;
f000; 014; 038; 067; 073; 092; 0A4; 0C5; 0D6; 0F1; 107; 130; 158; 162; 183; 1B7; 1C1; 1E6;
1F5; 216; 231; 252; 265; 287; 2A2; 2B3; 2C0; 2D4; 2F8; 302; 326; 335; 353; 377; 391; 3C8;
3E4; 3F0g;
f000; 014; 038; 067; 073; 092; 0A4; 0C5; 0D6; 0F1; 107; 130; 158; 162; 193; 1B7; 1C1; 1E6;
1F5; 216; 231; 252; 265; 287; 2A2; 2B3; 2C0; 2D4; 2F8; 302; 326; 335; 353; 377; 391; 3C8;
3E4; 3F0g;
f000; 014; 038; 067; 070; 092; 0A1; 0B3; 0C6; 0E5; 107; 123; 131; 142; 175; 196; 1A8; 1C4;
1E0; 1F7; 222; 252; 274; 285; 297; 2A6; 2C1; 2F8; 315; 336; 343; 357; 361; 380; 3A4; 3B2;
3C8; 3F3g;
f000; 014; 038; 067; 070; 092; 0A4; 0C3; 0D7; 0E2; 107; 122; 133; 158; 185; 196; 1B1; 1C1;
1E6; 1F5; 205; 216; 231; 241; 263; 287; 2B3; 2D5; 312; 326; 353; 377; 380; 394; 3B8; 3C8;
3E4; 3F0g.
N (0; 3; 3) = 3: f00; 14; 28g:
N (1; 3; 3) = 6: f000; 014; 028; 107; 112; 123g:
N (2; 3; 3) = 9: f000; 014; 028; 123; 207; 212; 305; 316; 321g;
f000; 014; 028; 123; 205; 216; 221; 307; 312g; f000; 014; 028; 107; 112; 123; 305; 316; 321g.
N (3; 3; 3)=18: f000; 014; 028; 123; 207; 212; 305; 316; 321; 405; 416; 421; 507; 512; 623;
700; 714; 728g;
f000; 014; 028; 107; 112; 123; 305; 316; 321; 405; 416; 421; 607; 612; 623; 700; 714; 728g.
N (5; 3; 3)=54: f0000; 0014; 0118; 0121; 0227; 0306; 0325; 0408; 0423; 0504; 0510; 0615;
0702; 0717; 0816; 0902; 0A08; 0A11; 0A23; 0B04; 0C12; 0C27; 0D06; 0D25; 0E00; 0F13;
0F21; 1007; 1012; 1105; 1126; 1220; 1301; 1313; 1416; 1522; 1603; 1611; 1628; 1724; 1803;
1828; 1910; 1924; 1A15; 1B17; 1B22; 1C14; 1C20; 1D01; 1D18; 1E07; 1F05; 1F26g;
f0000; 0014; 0118; 0121; 0227; 0306; 0325; 0408; 0423; 0504; 0510; 0615; 0702; 0717; 0816;
0902; 0A08; 0A11; 0A23; 0B04; 0C12; 0C27; 0D06; 0D25; 0E00; 0F13; 0F21; 1005; 1026;
1107; 1201; 1218; 1314; 1320; 1417; 1422; 1515; 1610; 1624; 1703; 1728; 1824; 1903; 1911;
1928; 1A22; 1B16; 1C01; 1C13; 1D20; 1E05; 1E26; 1F07; 1F12g;
f0000; 0014; 0118; 0121; 0227; 0306; 0325; 0407; 0412; 0505; 0526; 0620; 0701; 0713; 0816;
0902; 0A08; 0A11; 0A23; 0B04; 0C03; 0C28; 0D10; 0D24; 0E15; 0F17; 0F22; 1008; 1023;
1104; 1201; 1215; 1317; 1320; 1416; 1421; 1500; 1603; 1628; 1712; 1724; 1827; 1906; 1911;
1925; 1A22; 1B13; 1C02; 1C14; 1D18; 1E07; 1E10; 1F05; 1F26g;
f0000; 0014; 0118; 0121; 0227; 0306; 0325; 0407; 0412; 0505; 0526; 0620; 0701; 0713; 0805;
0826; 0907; 0910; 0A18; 0B02; 0B14; 0C13; 0D22; 0E06; 0E11; 0E25; 0F27; 1008; 1023;
1104; 1201; 1215; 1317; 1320; 1416; 1421; 1500; 1603; 1628; 1712; 1724; 1817; 1822; 1915;
1A10; 1A24; 1B03; 1B28; 1C04; 1D08; 1D11; 1D23; 1E02; 1F16g;
f0000; 0014; 0118; 0121; 0226; 0302; 0313; 0412; 0427; 0506; 0525; 0608; 0704; 0720; 0808;
0926; 0A03; 0A17; 0A22; 0B24; 0C04; 0C20; 0D02; 0D13; 0E15; 0F11; 0F28; 1007; 1023;
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1110; 1218; 1221; 1306; 1325; 1405; 1416; 1501; 1600; 1614; 1712; 1727; 1815; 1903; 1917;
1922; 1A10; 1B01; 1C11; 1C28; 1D24; 1E07; 1E23; 1F05; 1F16g;
f0000; 0014; 0118; 0121; 0207; 0305; 0326; 0412; 0427; 0506; 0525; 0620; 0701; 0713; 0816;
0902; 0A03; 0A11; 0A28; 0B24; 0C08; 0C23; 0D04; 0D10; 0E15; 0F17; 0F22; 1008; 1023;
1104; 1110; 1215; 1317; 1322; 1416; 1502; 1603; 1611; 1628; 1724; 1812; 1827; 1906; 1925;
1A20; 1B01; 1B13; 1C00; 1C14; 1D18; 1D21; 1E07; 1F05; 1F26g.
N (6; 3; 3) = 108: f0000; 0014; 0118; 0121; 0227; 0306; 0325; 0408; 0423; 0504; 0510;
0615; 0702; 0717; 0816; 0902; 0A08; 0A11; 0A23; 0B04; 0C12; 0C27; 0D06; 0D25; 0E00;
0F13; 0F21; 1007; 1012; 1105; 1126; 1220; 1301; 1313; 1416; 1522; 1603; 1611; 1628; 1724;
1803; 1828; 1910; 1924; 1A15; 1B17; 1B22; 1C14; 1C20; 1D01; 1D18; 1E07; 1F05; 1F26;
2005; 2026; 2107; 2201; 2218; 2314; 2320; 2417; 2422; 2515; 2610; 2624; 2703; 2728; 2824;
2903; 2911; 2928; 2A22; 2B16; 2C01; 2C13; 2D20; 2E05; 2E26; 2F07; 2F12; 3013; 3021;
3100; 3206; 3225; 3312; 3327; 3404; 3508; 3511; 3523; 3602; 3716; 3802; 3817; 3915; 3A04;
3A10; 3B08; 3B23; 3C06; 3C25; 3D27; 3E18; 3E21; 3F00; 3F14g;
f0000; 0014; 0118; 0121; 0227; 0306; 0325; 0407; 0412; 0505; 0526; 0620; 0701; 0713; 0816;
0902; 0A08; 0A11; 0A23; 0B04; 0C03; 0C28; 0D10; 0D24; 0E15; 0F17; 0F22; 1008; 1023;
1104; 1201; 1215; 1317; 1320; 1416; 1421; 1500; 1603; 1628; 1712; 1724; 1827; 1906; 1911;
1925; 1A22; 1B13; 1C02; 1C14; 1D18; 1E07; 1E10; 1F05; 1F26; 2005; 2026; 2107; 2110;
2218; 2302; 2314; 2413; 2522; 2606; 2611; 2625; 2727; 2812; 2824; 2903; 2928; 2A00; 2B16;
2B21; 2C17; 2C20; 2D01; 2D15; 2E04; 2F08; 2F23; 3017; 3022; 3115; 3210; 3224; 3303;
3328; 3404; 3508; 3511; 3523; 3602; 3716; 3801; 3813; 3920; 3A05; 3A26; 3B07; 3B12;
3C06; 3C25; 3D27; 3E18; 3E21; 3F00; 3F14g;
f0000; 0014; 0118; 0121; 0226; 0302; 0313; 0412; 0427; 0506; 0525; 0608; 0704; 0720; 0808;
0926; 0A03; 0A17; 0A22; 0B24; 0C04; 0C20; 0D02; 0D13; 0E15; 0F11; 0F28; 1007; 1023;
1110; 1218; 1221; 1306; 1325; 1405; 1416; 1501; 1600; 1614; 1712; 1727; 1815; 1903; 1917;
1922; 1A10; 1B01; 1C11; 1C28; 1D24; 1E07; 1E23; 1F05; 1F16; 2005; 2016; 2107; 2123;
2224; 2311; 2328; 2401; 2510; 2603; 2617; 2622; 2715; 2812; 2827; 2900; 2914; 2A01; 2B05;
2B16; 2C06; 2C25; 2D18; 2D21; 2E10; 2F07; 2F23; 3011; 3028; 3115; 3202; 3213; 3304;
3320; 3424; 3503; 3517; 3522; 3626; 3708; 3804; 3820; 3908; 3A06; 3A25; 3B12; 3B27;
3C02; 3C13; 3D26; 3E18; 3E21; 3F00; 3F14g;
f0000; 0014; 0118; 0121; 0207; 0305; 0326; 0412; 0427; 0506; 0525; 0620; 0701; 0713; 0816;
0902; 0A03; 0A11; 0A28; 0B24; 0C08; 0C23; 0D04; 0D10; 0E15; 0F17; 0F22; 1008; 1023;
1104; 1110; 1215; 1317; 1322; 1416; 1502; 1603; 1611; 1628; 1724; 1812; 1827; 1906; 1925;
1A20; 1B01; 1B13; 1C00; 1C14; 1D18; 1D21; 1E07; 1F05; 1F26; 2005; 2026; 2107; 2218;
2221; 2300; 2314; 2401; 2413; 2520; 2606; 2625; 2712; 2727; 2824; 2903; 2911; 2928; 2A02;
2B16; 2C17; 2C22; 2D15; 2E04; 2E10; 2F08; 2F23; 3017; 3022; 3115; 3204; 3210; 3308;
3323; 3424; 3503; 3511; 3528; 3602; 3716; 3801; 3813; 3920; 3A06; 3A25; 3B12; 3B27;
3C05; 3C26; 3D07; 3E18; 3E21; 3F00; 3F14g.
N (0; 4; 3) = 9: f00; 14; 28; 37; 42; 53; 65; 76; 81g.
N (1; 4; 3) = 12: f000; 014; 048; 051; 065; 086; 112; 127; 136; 155; 161; 173g.
N (2; 4; 3)=22: f000; 014; 048; 051; 086; 112; 136; 155; 161; 173; 216; 222; 237; 253; 265;
271; 303; 327; 332; 344; 378; 380g;
262 P.R.J. Ostergard /Discrete Mathematics 223 (2000) 253{262
f000; 014; 048; 051; 086; 116; 122; 137; 153; 165; 171; 212; 227; 236; 255; 261; 273; 303;
332; 344; 378; 380g.
N (3; 4; 3)=42: f000; 014; 048; 051; 065; 086; 112; 127; 136; 155; 161; 173; 216; 232; 284;
308; 323; 334; 340; 377; 382; 408; 423; 434; 440; 477; 482; 516; 532; 584; 612; 627; 636; 655;
661; 673; 700; 714; 748; 751; 765; 786g.
N (0; 5; 3)=18: f000; 014; 048; 051; 065; 086; 112; 127; 136; 155; 161; 173; 208; 223; 234;
240; 277; 282g.
N (1; 5; 3)=33: f0000; 0014; 0048; 0051; 0086; 0112; 0136; 0155; 0161; 0173; 0208; 0223;
0234; 0277; 0282; 1016; 1022; 1037; 1053; 1065; 1071; 1103; 1127; 1132; 1144; 1178; 1180;
1201; 1215; 1240; 1258; 1266; 1284g;
f0000; 0014; 0048; 0051; 0086; 0112; 0136; 0155; 0161; 0173; 0208; 0223; 0234; 0240; 0277;
0282; 1016; 1022; 1037; 1053; 1065; 1071; 1103; 1127; 1132; 1144; 1178; 1180; 1201; 1215;
1258; 1266; 1284g.
N (0; 6; 3)=38: f000; 014; 048; 051; 086; 136; 155; 164; 170; 208; 243; 277; 282; 316; 322;
334; 368; 371; 401; 442; 457; 483; 503; 550; 575; 607; 640; 685; 705; 726; 744; 778; 781; 812;
824; 831; 858; 866g.
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