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Abstract
Genome-wide transcriptomics data captures the molecular state of microorganisms – the expression
patterns of genes in response to some condition or stimuli. With advancements in high-throughput
sequencing technologies, there are thousands of microbial transcription profiles publicly available.
Consequently, this data has been collected and integrated to form transcriptomic compendia, which are
collections of diverse gene expression experiments. These compendia were found to be a valuable
resource for studying systems level biology and hypothesis generation. We describe the construction,
benefits and challenges in creating microbial transcriptomic compendia in Chapter 1. One challenge for
compendia, which integrates across many different experiments, is batch effects, which are technical
sources of variability that can disrupt the detection of underlying biological signals of interest. In Chapter
2, we use a generative neural network to simulate gene expression compendia with varying amounts of
technical variability and assess the ability to detect the underlying biological structure in the data after
noise was added and then after batch correction was applied. We define a set of principles for how batch
correction should be used in the context of these large-scale compendia. In Chapter 3 and 4 we introduce
computational approaches to use compendia to improve the analysis of individual experiments and
analysis of genomic patterns respectively. In Chapter 3, we develop a portable framework to distinguish
between common and context specific transcriptional signals using a compendium to autogenerate a null
set of expression changes. This approach allows researchers to put gene expression changes from their
individual experiment of interest into the context of existing compendia of experiments. In Chapter 4 we
develop an approach to examine the effect of different Pseudomonas aeruginosa genomes, using two
dominant strain types, on transcriptional profiles in order to understand how traits manifest. This
genome-wide approach reveals a more complete picture of how different genomes affect expression,
which mediates different traits present. Overall, these compendia provide a valuable resource that
computational tools can leverage to extract patterns and inform research directions.
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ABSTRACT
BIG DATA FOR MICROORGANISMS: COMPUTATIONAL APPROACHES LEVERAGING
LARGE-SCALE MICROBIAL TRANSCRIPTOMIC COMPENDIA
Alexandra J. Lee
Casey S. Greene

Genome-wide transcriptomics data captures the molecular state of microorganisms – the
expression patterns of genes in response to some condition or stimuli. With
advancements in high-throughput sequencing technologies, there are thousands of
microbial transcription profiles publicly available. Consequently, this data has been
collected and integrated to form transcriptomic compendia, which are collections of
diverse gene expression experiments. These compendia were found to be a valuable
resource for studying systems level biology and hypothesis generation. We describe the
construction, benefits and challenges in creating microbial transcriptomic compendia in
Chapter 1. One challenge for compendia, which integrates across many different
experiments, is batch effects, which are technical sources of variability that can disrupt
the detection of underlying biological signals of interest. In Chapter 2, we use a
generative neural network to simulate gene expression compendia with varying amounts
of technical variability and assess the ability to detect the underlying biological structure
in the data after noise was added and then after batch correction was applied. We define
a set of principles for how batch correction should be used in the context of these largescale compendia. In Chapter 3 and 4 we introduce computational approaches to use
compendia to improve the analysis of individual experiments and analysis of genomic
patterns respectively. In Chapter 3, we develop a portable framework to distinguish
between common and context specific transcriptional signals using a compendium to
vi

autogenerate a null set of expression changes. This approach allows researchers to put
gene expression changes from their individual experiment of interest into the context of
existing compendia of experiments. In Chapter 4 we develop an approach to examine
the effect of different Pseudomonas aeruginosa genomes, using two dominant strain
types, on transcriptional profiles in order to understand how traits manifest. This
genome-wide approach reveals a more complete picture of how different genomes affect
expression, which mediates different traits present. Overall, these compendia provide a
valuable resource that computational tools can leverage to extract patterns and inform
research directions.
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CHAPTER 1
Using genome-wide expression compendia to study microorganisms

This chapter was submitted for publication to Computational and Structural Biology
Journal (CSBJ) as: Lee AJ, Reiter T, Doing G, Oh J, Hogan DA, Greene CS. Using
genome-wide expression compendia to study microorganisms. Preprint:
https://arxiv.org/abs/2203.13946

Conceptualization: CSG, AJL, TR; Funding acquisition: DAH, CSG; Investigation: AJL,
TR; Supervision: CSG; Project administration: AJL; Writing-original draft: AJL, TR, CSG;
Writing-review & editing: AJL, TR, GD, JO, DAH, CSG.

Contributions:
In this review manuscript, I was the first author. I organized and wrote the full manuscript
and created all associated tables. One co-author, Taylor Reiter, contributed original text
about inspirations from non-microbial organisms and using pangenome references
(sections 1.4.4 and 1.5.2). All other co-authors helped to revise the manuscript and
contributed as described above.
1.1 Abstract
A gene expression compendium is a heterogeneous collection of gene expression
experiments assembled from data collected for diverse purposes. The widely varied
experimental conditions and genetic backgrounds across samples creates a tremendous
opportunity for gaining a systems level understanding of the transcriptional responses
that influence phenotypes. Variety in experimental design is particularly important for
1

studying microbes, where the transcriptional responses integrate many signals and
demonstrate plasticity across strains including response to what nutrients are available
and what microbes are present. Advances in high-throughput measurement technology
have made it feasible to construct compendia for many microbes. In this review, we
discuss how these compendia are constructed and analyzed to reveal transcriptional
patterns.
1.2 Introduction
Genome-wide transcriptional profiling measures the expression of all genes
within a given sample.1,2 This profile captures a snapshot of an organism’s cellular state
– what genes are active and how much they change in response to an environmental
condition3 or stimulus4. Consequently, transcriptional patterns can reveal the biological
processes and possible mechanisms that contribute to traits including virulence5–7,
antibiotic resistance8–10, metabolic versatility11,12 and adaption13. These traits are of
interest because they pertain to anthropocentric processes like microbial infection and
bioreactor design,14,15 inform our understanding of biological mechanisms in multicellular
eukaryotes,16 and underlie ecological cycles of biotransformations.17 Therefore,
transcriptomic studies are commonly used to examine trait-associated genes and their
regulation.
Early experiments revealed the importance of transcriptional regulation in
microbes. For example, experiments in the model organisms Escherichia coli (E. coli)
and Saccharomyces cerevisiae revealed that common gene expression responses were
elicited by different environmental stressors.18,19 Studies in Pseudomonas aeruginosa
(P. aeruginosa), an opportunistic gram-negative pathogen, found transcription factors
including the global regulator LasR control the expression of a number of extracellular
2

factors that contribute to virulence6,20,21 including proteases5,22. Overall, by studying the
global transcriptome response, we can start to understand the mechanisms of traits of
interest.
Microbial transcription in response to microbial interactions and environmental
cues is complex. Genome organization affects transcription through diverse
mechanisms, including factors like 3-dimensional organization23, gene proximity24, and
promoter location25. Transcriptional regulators interact with internal and external cues to
achieve transcription programs that reflects their environment. For example, in microbial
quorum sensing (QS), a cell-cell communication process that allows microbes to
respond to population density through signal molecules, microbes produce and respond
to signals that facilitate adaptation to varying conditions.26,27 QS regulators can also
impact environmental responses by regulating other transcription factors such as the
oxygen-sensitive Anr in P. aeruginosa28. Anr activity is higher in QS-defective strains
that lack function of the LasR QS regulator. Thus, lasR mutants (LasR-), which are
frequently isolated from CF patients, are more fit in microoxic conditions than their
LasR+ counterparts.29
In addition to environmental cues, microbes tend to grow in polymicrobial
communities where they sense and transcriptionally respond to other microbes. Both
competitive and cooperative behaviors30,31 influence phenotypes32,33, eliciting
interactions like the production of public goods, (cross-feeding)34, resource consumption,
interference competition35, or coordinate production of phenotypes (increased virulence
and antibiotic resistance36). For example, in co-infection of S. aureus and P. aeruginosa,
P. aeruginosa exoproducts can select for S. aureus small colony variants that are
aminoglycosides resistant.36 Finally, these microbe-microbe interactions are also
3

dependent on environmental factors. Doing et al. found that P. aeruginosa produced
antifungal phenazines against Candida albicans (C. albicans), but that this antagonistic
interaction depends on phosphate availability and C. albicans fermentation.37,38 Even two
different genotypes can influence each other as in citrate cross-feeding found by Mould
et al.39
Given the context-specific nature of transcription, leveraging data across many
experiments allows researchers to study how microbes regulate transcription of different
genes and pathways across different conditions – to gain a more systems level
understanding of the transcriptome. Gene expression compendia, which are integrated
collections of experiments, are one solution for examining transcriptional patterns across
contexts. In this review, we describe how these compendia are constructed and the
challenges faced as well as highlight analyses using compendia to reveal patterns of
interest.
1.3 Construction of microbial expression compendia
For the purposes of this review, we defined an expression compendium to be a
heterogeneous collection of more than 50 gene expression experiments assembled from
data collected for diverse purposes. Notable existing microbial compendia can be found
in Table 1. The construction of each of these compendia began with the collection of
relevant gene expression experiments from public repositories like ArrayExpress40,
Gene Expression Omnibus (GEO)41, Sequence Read Archive (SRA)42 and others43,44.
Experiments of interest were then downloaded from these public repositories. In the
case of the compendia represented in Table 1, all experiments (i.e. samples deposited
together) within a given compendia were measured on the same platform to avoid bias
and maintain a uniform reference. Additional filtering of samples were optionally
4

performed to ensure that removal of spurious random correlation between genes.45 Next,
the samples were normalized to allow for cross sample comparison. Filtering,
consistency in platform and normalization ensure that the compendium data is uniformly
processed, facilitating downstream cross-sample comparisons.
There are different normalization techniques available depending on the
technology. As an example, the P. aeruginosa RNA-seq compendium started with
expression profiles downloaded from SRA and then median-ratio (MR) normalized.45,46
The authors evaluated well-known RNA-seq normalizations, transcripts per million
(TPM) and trimmed mean of means (TMM)47, which corrected for spurious correlations;
however correlations between random pairs of genes were still elevated compared to
using MR normalization, which was their preferred strategy. These RNA-seq
normalization methods address systematic variation, including differences in library size
(i.e. sequencing depth)48 and gene length49, allowing for between sample and gene
comparisons. Similarly, there also exist systematic variation in measurements using
array technology though the sources are different and include differences in preparation
protocol (i.e., total quantity of starting RNA, dye labeling) or differences in processing
(i.e., different scanners or runs). One of the well-established normalization methods for
the Affymetrix GeneChip system, which most of the compendia in Table 1 used, is
RMA50 which is a quantile method. In comparison to other single label normalization
methods, Bolstad et al.51 reported that RMA successfully reduced bias at reasonable
compute speed compared to other global normalization methods. A similar review of
two-color array technology, performed by Yang et al.52, showed that different global or
location-based normalization methods should be performed depending on the set of
control spots. In a couple cases, where the compendium integrated across different
platforms, such as two different array technologies or combining array and RNA-seq,
5

studies used quantile normalization.53–55 Regardless of the technology used, expression
levels between samples can vary due to technical reasons, mentioned above, and so it’s
important to use normalization methods to adjust for these differences in order to
compare between two gene expression profiles for applications such as gene function
prediction, transcription regulatory network (TRN) inference and feature extraction.
Most of the existing compendia in Table 1 did not apply batch correction. In one
case, where the compendium combined array and RNA-seq data, ComBat54 was
applied. While normalization is necessary in the context of compendia and facilitates
cross-sample comparisons, batch correction is an optional step, and its application
depends on the experiments included in the compendia. See section ‘Challenges
integrating across experiments’ for a discussion of batch correction.
As more transcriptome data are generated, repositories like refine.bio55,
COLOMBOS56,57 PILGRM58, and M3D 59 are being developed to provide easily
downloadable compendia where the data has been uniformly processed for different
bacterial species. In general, the abundance of data has facilitated the generation of
compendia to study transcriptional patterns across experiments.

Table 1.1: Examples of existing microbial compendia.
Compendium Organism

P. aeruginosa
compendium60

Description

No.
No.
No.
experiments Samples genes

Compendium
containing P.
aeruginosa
array data
downloaded
from
ArrayExpress
archived in
2014. It
includes a
P.
mixture of
aeruginosa different strain 109

6

950

5,549

Platform

Affymetrix
platform GPL84

types, media,
experimental
stimuli.

P. aeruginosa
RNA-seq
compendium45

Compendium
containing P.
aeruginosa
RNA-seq data
downloaded
from GEO and
SRA in 2021.
It includes a
mixture of
different strain
types, media,
P.
experimental
aeruginosa stimuli
> 100

E. coli

Compendium
containing E.
coli array data
downloaded
from GEO,
ASAP
database,
ArrayExpress.
It includes
different
strains, media
and tests
different
environmental
and genetic
perturbations. 127

EcoMAC53

2,198

4,189

2,262

4,166

E. coli

Compendium 144
containing E.
coli gene array
data from
EcoMAC plus
RNA-seq data
downloaded
from GEO. It
includes
different
strains, media
and tests
different
environmental
and genetic
perturbations.

870

E. coli

Compendium 74
containing E.
coli gene array
data

EcoGEC54

Unnamed61

2,333

5,563
(PAO1)
5,887
(PA14) RNA-seq

7

Affymetrix E.
Coli Genome 2.0
Array GPL 3154;
Affymetrix Ecoli
Antisense Array
GPL 199

Affymetrix E.
Coli Genome 2.0
Array;
Affymetrix Ecoli
Antisense Array;
RNA-seq
NA
Affymetrix; P33;
spotted
cDNA/DNA;

downloaded
from GEO,
ArrayExpress
and Stanford
Microarray
Database. It
includes a
mixture of
different
experimental
conditions

spotted
oligonucleotides

Compendium
containing S.
cerevisiae
array data was
a combination
of perturbation
experiments
downloaded
from PUMAdb
and
experiments
generated by
a genetic
screen
comparing
mutant or
compoundtreated culture
vs wild-type or
mock-treated
culture.
Growth
conditions for
the screen
were
consistent
across
experiment.
>151

Unnamed62,63

S.
cerevisiae

Refine.bio55

Database
containing
processed
compendia for
multiple
prokaryotes
including P.
aerguinosa, E.
Coli and S.
cerevisiae.
The data for
Many
these
prokaryotes compendia
~40 to >500

8

1,909 >2000

~300 to
~13,000 ~5000

two-color cDNA
microarray
hybridization
assay

microarray;
RNA-seq

were
downloaded
from SRA,
GEO and
ArrayExpress.
*Note in SRA, samples are referred to as “Experiment” and a group of samples forming an
experiment are referred to as a “Study”.

1.4 Why use compendia: Benefits and applications of using compendia
1.4.1 Systems-level models
The construction of compendia, which contain hundreds to thousands of
samples, has opened the door to the development of computational approaches,
especially machine learning methods that have been successful at prediction tasks64 and
pattern extraction65 in computer science, to discover transcriptional patterns in microbes.
Compendia can contribute to helping us gain a systems-level understanding of
microbial biology. One major goal for systems biology is to model how information is
encoded, specifically to reverse engineer the hierarchy of the transcriptomic regulatory
network (TRN).66–72 Knowing the organization of a regulatory network allows us to
control or optimize parts of the system, a necessary step for many biotechnological
advances.73–76 This task requires a large amount of heterogeneous data, which
compendia provide, to identify shared patterns looking across a variety of
interventions.77
Dimensionality reduction methods can also be deployed to extract key patterns in
data and reveal the transcriptional relationships between sets of genes.78 Applying
dimensionality reduction models to compendia allows users to study changes in gene
sets and reveal more subtle and possibly undiscovered signals that could be masked by
strong signals (i.e. a large fraction of genes representing the same pathway).79,80 For
example, a denoising autoencoder trained on a P. aeruginosa compendium, ADAGE,
9

captured regulation patterns and biological processes.60 Tan et al. showed that cooperonic genes were weighted highly in the same latent variables and, similarly, KEGG
gene sets were enriched in some latent variables. They also showed that function
prediction using the ADAGE weight matrix was more accurate compared to using a
randomly permuted gene weight matrix. Furthermore, the latent representation of the
gene expression data detected existing subtle expression differences60 and also
revealed a new aspect of low phosphate response that depends on the media81. These
latent variables were also shown to detect pathway-pathway relationships - i.e. pathways
that co-occur in the same latent variable.82 A similar dimensionality reduction analysis
was performed applying a sparse autoencoder to a yeast compendium, where Chen et
al. found latent variables represented pathways and other layers of biological
abstractions.83 In other studies, applying independent component analysis (ICA) to a
compendium of transcriptome data revealed transcription modules.68,72 Specifically,
Rajput et al. identified differentially active modules that varied based on the conditions,
which defined coordinated activity of modules that were involved in functions that
influence P. aeruginosa pathogenesis.72 These unsupervised approaches summarize
patterns in the expression compendia that can abstract different layers of a biological
system that are useful for understanding the interaction between different molecular
processes as well as generating new hypothesis. Webtools were developed to facilitate
the exploration of the summarized data, like ADAGE,84 as well as to search through the
experiments available in compendia such as the ones found in COLOMBOS57,85,86,
PILGRM58 and others87 in order to direct future research.
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1.4.2 Methodologies to leverage compendia
With the breadth of transcriptional patterns captured by compendia, recent
approaches have been developed that demonstrate how compendia can be used to put
new experiments in the context of existing ones as well as to leverage the aggregation of
patterns available to study genomic patterns. Lee et al. developed a general framework
for distinguishing between common and experiment-specific differentially expressed
genes, called SOPHIE (Specific cOntext Pattern Highlighting In Expression data).88 This
approach compares gene expression changes in their target experiment with changes in
a background set of experiments thereby allowing researchers to interpret and prioritize
patterns in differentially expressed genes. The authors demonstrated that SOPHIE
successfully prioritized genes with small differences in expression that were directly due
to the perturbation being studied and not due to condition-specific secondary effects. In
general, reanalysis and mining of the experiments within these compendia can be
facilitated by tools like SOPHIE88 or algorithms like GAUGE89, which automate sample
group detection for downstream statistical analyses. Additionally, the heterogeneity of
conditions present in these compendia can be used to broadly examine the
transcriptional relationship between gene sets; microbial genes can be grouped into core
genes – those shared by almost all organisms in a group – or accessory genes – those
that are unique to a strain or shared between a subset of organisms in a group.45 Lee et

al. designed an approach to examine the correlative relationship between these gene
set across strains. This study revealed more nuanced transcriptional patterns that
improve our understanding of the diverse outcome of strains, some of which are
clinically or biotechnologically relevant.90 Overall, approaches like SOPHIE can find
patterns that generalize across compendia.
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1.4.3 Condition-specific responses
Transcriptional profiling is a snapshot of an organism’s state, which is a complex
representation of the cellular state and functions. Understanding the information that is
captured in these profiles is important, especially for microbes that sense and respond to
their environment. For example, Kim et al. inferred E. coli cellular and environmental
state, like growth phase or aerobic conditions, from a gene expression compendium and
identified pathways that are associated with the genes that are most predictive of these
cellular states.54 In other examples, studies also used gene expression to annotate the
functional roles of genes.91,92 Overall, by using these compendia to make predictions we
can learn what genes are involved in different environmental conditions or processes,
which can improve our understanding of microbial condition-specific responses.
Importantly, the identification of conditional regulons requires the study of a
response of interest across multiple conditions. The diversity of condition-specific
responses has been elucidated in targeted studies that have examined expression
profiles in response to multiple stimuli such as various stressors.93 However, the
comprehensive mapping of condition-specific responses is often beyond the scope of an
individual experiment. The re-analysis and meta-analysis of publicly available data
revealed subsets due to the natural differences in how separate groups studied related
phenomena in a way that informed each other. For example, through compendium-wide
analysis of the low phosphate response, Tan et al. identified a condition-specific element
of the low phosphate signaling cascade.81 This result would not have stood out from any
individual experiment but was clear when the larger compendium was analyzed.

12

1.4.4 Inspiration from non-microbial expression compendia
Non-microbial gene expression compendia have also been generated and used
for a variety of purposes, many of which may inspire future endeavors for microbial
compendia.94–100 A human-based gene, ortholog, or k-mer based tool could facilitate
rapid searches of the microbial compendia to identify samples from different experiments
with similar expression profiles. Transfer learning has also successfully transferred
knowledge contained in publicly available data sets and databases to rare disease
samples.96,99 Such methods could be applied to better unravel pathway-level patterns for
rare microbial species. Lastly, human compendia have been leveraged to identify
alternative splicing97, lessons which may be applied to the discovery of polycistronic
transcripts directly from RNA-seq reads. Further research is needed to explore how
lessons learned from human transcriptome compendia can best apply to microbial
transcriptomics.
These studies demonstrate that the versatile data that is available in compendia
provides a valuable resource to gain a systems level understanding of transcriptional
signaling as well as to make predictions. Additionally a low dimensional representation of
compendia capture transcriptional patterns that can reveal coordinated activity of gene
sets and pathways as well as allows researchers to generate new hypotheses37,81.
Finally new methods are being developed to further leverage the benefits of compendia
to improve different types of analyses.
1.5 Challenges integrating across experiments
While compendia are rich community resources that can be leveraged to gain
new insights into transcription, two major challenges make integration across
experiments a difficult endeavor: batch effects and strain variation. Batch effects
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introduced by technical sources (lab that produced the data, sequencing depth) or
biological sources (experimental conditions) can either obscure or highlight biological
signals, while strain variation can lead to reduced detection of transcription due to
incomplete read mapping.
1.5.1 Batch effects
In general, batch effects can disrupt detection of biological signal.101–104
Consequently, it might be expected that compendia, which can integrate many different
types of experiments together, require batch correction. However, a recent study by Lee
et al.105 examined the effect of technical sources of variability in a compendium setting.
They simulated gene expression compendia with varying amounts of technical variability
and assessed the ability to detect the original underlying structure in the data after noise
was added and then after batch correction was applied. In general, they found that for
compendium with a few sources of technical variation batch correction can be effective,
however with many more sources of technical variation batch correction isn’t necessary
and can even start to remove some of the desired biological signal. If correction is
applied to a compendium where the experiment-specific noise is largely independent,
more of the biological information is removed since biological signals are consistent
while noise is experiment specific.
In the case where a compendium contains a few sources of technical variability,
like different platforms54, the dominant signal is the variability between platforms and
applying batch correction methods should recover the underlying biological signal. In
contrast, in the case where a compendium contains many sources of variability, like
many different types of experiments each contributing independent sources of noise,
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then the aggregation of each experiment-specific source of variability washes out from
the underlying biological signal that is consistent across experiments. In this scenario,
applying batch correction methods will remove more of the biological signal.
For the cases where batch correction is effective, commonly established
methods like Limma106 and ComBat107 allow scientists to set sources of variability as
covariates.54 Limma removes technical noise by first fitting a linear model, using lmFit,
which describes the relationship between the input gene expression and the
experimental design labels such as batch assignments and covariates. The resulting
model is a coefficient matrix that contains weights for the contribution of the noise
component contained in the total observed gene expression matrix. This estimated
contribution can be subtracted out from the input expression data. Similarly, Combat
also assumes that the input gene expression signal contains an additive batch effect
component that can be removed by estimating the batch effect using empirical bayes
and subtracting this out.
1.5.2 Strain variation
Microbial strain variation further hinders integration across experiments. Strain
variation refers to genomic variation that occurs at the sub-species level and can take
the form of single nucleotide variants (SNVs) and other small variants, distinct
complements of accessory genes, and genomic rearrangements108. While strain
variation is a critical component of understanding a species’ ultimate phenotypic
variation, each form of variation causes distinct challenges for integrating expression
across strain types. For example, SNVs decrease the average nucleotide identity
between the reference sequence used for read quantification and the sample, which can
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decrease mapping rates non-uniformly across samples.109 Similarly, the reference
sequence may not contain the same set of genes as is present in the sample. This is
because most microbial species have a large number of accessory genes, genes which
are not universal within that species but are important for endowing unique phenotypic
versatility to that strain. Taken together, these accessory genes, which can comprise a
significant fraction of the genome (e.g., ~20% for staphylococci110–112), comprise a
pangenome, defined as the supersets of genes found in the genome of any one species
member, including core conserved genes and these accessory genes.110 When the
reference sequence does not contain the same genes as are present in a sample, this
can lead to decreased mapping rates and unobserved gene expression.113 Lasty,
genomic rearrangements or insertions may disrupt operon organization for polycistronic
transcripts, which may cause difficulties for counting spanning reads that are present in
a sample but not represented in a reference.114 However, integrating strain variation is
important not only to understand within-species phenotypic diversity, but also because
accessory genes can modify function of the core genome.115
Even given these challenges, different approaches have been developed to take
advantage of publicly available microbial expression data sets in the face of strain
variation. For example, P. aeruginosa has five major lineages detected upon genome
analyses of over a thousand strains 116 with two major clades that many strains belong to
including the widely studied strains PAO1 and PA14117. Strains PAO1 and PA14 contain
different sets of accessory genes. One common solution is to only consider core genes
since they are shared across strain type.118–122 In order to include accessory genes,
separate compendia can be generated so that major strain types (PAO1 and PA14) are
separated but there are PAO1-specific genes within the PAO1 compendium.45
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Most compendia are comprised of a single strain of microorganism (Table 1).
This can be achieved by relying on the metadata associated with experiments available
in the data repository or using information provided in publications to collect experiments
from a single strain. However metadata are notoriously incompletely recorded123 and
difficult to harmonize across studies124, which may lead to inappropriate inclusion or
exclusion of samples in a compendia. Notably, less than half of the publicly available
microbial RNA-seq data has been submitted to the Gene Expression Omnibus or Array
Express or Expression Atlas. These three platforms provide detailed and standardized
meta-data that can be accessed programmatically and easily used in high throughput
computational analyses.125 An alternative approach is to verify the strain annotation
using taxonomy assignments provided in the SRA Run Browser analysis tab, or to
perform assignment using with a tool like sourmash gather, which selects the minimum
set of reference genomes in a database necessary to cover the reads in a sample.126
Alternatively, a pangenome could be used as a reference so that core genes are
collapsed across strain types while accessory genes are included in the analysis.113
Using these pangenomes as a reference balances computational cost and fidelity to
sample genomes, and can take advantage of databases designed to address similar
problems for metagenomic sample processing.127 This approach was pioneered for the
analysis of Staphylococcus aureus (S. aureus) strains directly from metatranscriptomes,
as no reference genome was available with which to perform read quantification. This
approach may be successful for building species-wide compendia but needs further
research. Indeed, one substantial draw back would be the negation of spanning reads,
as pangenomes are typically built from genes and not operons. The increasing use of
metatranscriptomics to contextualize a species’ function presents computational
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challenges but also opportunities to identify unique transcriptional signatures in their
native and highly complex environment, such as Haemophilus influenzae during viral
infection, or S. aureus’ host defense response in the nares.128,129
Overall, despite some challenges to constructing compendia, there are existing
solutions that make compendia analysis possible and the benefits of the biological
discoveries we can glean make it worth it.
1.6 Discussion
With advancements in high throughput sequencing technology more
transcriptome data has become available, presenting opportunities for integration of
diverse experiments into compendia. Recent successes of computational methods,
especially unsupervised machine learning approaches, have demonstrated that
biologically meaningful patterns can be extracted from microbial compendia. Given these
recent advances, as well as tools developed in the analysis of human expression
compendia, we anticipate development in the computational tool space will continue to
drive biological discovery from microbial compendia.
While computational approaches for using heterogeneous compendia have been
around for approximately 15 years80, there remains work to be done to evaluate the
computational methods that are most suitable for capturing the transcriptional patterns in
compendia. Given the success to date of unsupervised learning methods68–72,83,84,88,130,
and the work that has been done in this space in human expression compendia131,132, we
anticipate that future development and evaluation of these methods will prove useful in
the analysis of microbial expression compendia. A comprehensive analysis using human
compendia showed that different models and model architectures captured different
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pathways, revealing that the use of multiple analysis methods led to more complete
biological representations.131 Similarly, there has been some assessment of microbial
compendia examining pathway representation using denoising autoencoders81 and
expression changes captured using variational autoencoders105. However, an equivalent
comprehensive evaluation as undertaken in human compendia is needed to assess the
information captured in microbial compendia – what types of signals are captured when
the model architecture, regularization, penalty functions, connectivity between layers is
varied? This information will determine what model, or range of models, are appropriate
for downstream analyses. As new feature extraction models continue to be developed to
improve the information captured by and the interpretability of these models, such as
through the incorporation of prior information133, such assessment becomes important to
help guide researchers on the computational strategy they use.
Microbial gene expression compendia provide have proven to be a fruitful
resource for studying systems-level changes and have been leveraged to infer TRNs66,
make predictions about phenotypes54, and reveal coordinated gene sets60,72,81,83.
Furthermore, compendia have been shown to improve the analysis of individual
experiments88 and to reveal specific genomic patterns90. The advancements in
computational tools and webtools, which have made the information in some existing
compendia easily accessible, is opening the door to new avenues of research, situating
the study of transcription in a global context.
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Contributions:
In the paper Lee et al. 2020, I was the first author. Specifically, I developed a python
package to simulate a compendium of genome-wide gene expression data. I then used
this tool to measure the effect of varying amounts of technical noise in our ability to
detect the underlying biological patterns in a compendium setting. I wrote the full
manuscript and created all figures. The other co-authors contributed as specified above.
2.1. Abstract
2.1.1 Motivation:
In the last two decades, scientists working in different labs have assayed gene
expression from millions of samples. These experiments can be combined into
compendia and analyzed collectively to extract novel biological patterns. Technical
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variability, sometimes referred to as batch effects, may result from combining samples
collected and processed at different times and in different settings. Such variability may
distort our ability to interpret and extract true underlying biological patterns. As more
integrative analysis methods are developed and available data collections are increased
in size, it is crucial to determine how technical variability affect our ability to detect
desired patterns when many experiments are combined
2.1.2 Objective:
We sought to determine the extent to which an underlying signal was masked by
technical variability by simulating compendia comprised of data aggregated across
multiple experiments.
2.1.3 Method:
We developed a generative multi-layer neural network to simulate compendia of gene
expression experiments from large-scale microbial and human datasets. We compared
simulated compendia before and after introducing varying numbers of sources of
undesired variability.
2.1.4 Results:
We found that the signal from a baseline compendium was obscured when the number
of added sources of variability was small. Perhaps as expected, applying statistical
correction methods rescued the underlying signal in these cases. However, as the
number of sources of variability increased we observed that detecting the original signal
became increasingly easier even without correction. In fact, applying statistical
correction methods reduced our power to detect the underlying signal.
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2.1.5 Conclusion:
When combining a modest number of experiments, it is best to correct for experimentspecific noise. However, when many experiments are combined, statistical correction
reduces our ability to extract underlying patterns.
2.2 Introduction
Over the last two decades, unprecedented amounts of transcriptome-wide gene
expression profiling data have been generated. Most of these datasets are shared in
public platforms for the research community.134 Researchers are now combining
samples across different experiments to form compendia, and analyzing these
compendia is revealing new biology.135–139 It is well-understood that technical sources of
variability pervade large-scale data analysis such as transcriptome-wide expression
profiling studies.140–143 Numerous methods have been designed to correct for various
types of effects.140,144–146 Despite the prevalence of technical sources of variability,
researchers have successfully extracted biological patterns from multi-experiment
compendia without applying correction methods.135–138,147 To determine the basis of
these seemingly contradictory results, we examined the extent to which underlying
statistical structure can be extracted from compendium-style datasets in the presence of
sources of undesired variability.
A number of methods have been developed to simulate transcriptome-wide
expression experiments.148–151 However, these existing approaches require defining a
statistical model that describes the process by which researchers design and carry out
experiments, which is often very challenging to obtain. Instead, we developed an
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approach to simulate compendia by sampling from the low-dimensional representation
produced by multi-layer generative neural networks trained on gene expression data
from an existing compendium. This allowed us to simulate gene expression experiments
that mimic real experimental configurations. We combined these experiments to create
compendia.
Using this simulation approach, we studied how adding varying amounts of
experiment-specific noise affects our ability to detect underlying patterns in the gene
expression compendia. This topic is becoming pressing as more large-scale expression
compendia are becoming available. We found that prior reports of pervasive technical
noise and analyses that succeed without correcting for it are, in fact, consistent. In
settings with relatively few experiment-specific sources of undesired variation, the added
noise substantially alters the structure of the data. In these settings, statistical correction
produces a data representation that better captures the original variability in the data. On
the other hand, when the number of experiment-specific sources of undesired variability
is large, attempting to correct for these sources does more harm than good.
2.3 Results
We characterized publicly available data compendia using refine.bio152, a metarepository that integrates data from multiple different repositories. We found that, on
average, experiments contained hundreds to thousands of samples in most widely
studied organisms (Table 2.1). These samples were derived from hundreds to
thousands of experiments, and the most common experimental designs had relatively
few samples (medians from 5-12). We compared compendia from refine.bio to two
readily available compendia, recount2 and one for P. aeruginosa, that have been used
for compendium-wide analyses.135,136,139 The compendia that have been successfully
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used in prior work135,136,139 have similar median numbers of samples per experiment
(recount2 = 4, P. aeruginosa = 6) to the current publicly available data.
Table 2.1: Statistics for the 10 largest transcriptomic compendia in refine.bio
No. experiments

Median no. samples

Total no. samples

Homo sapiens

15,440

12

571,862

Mus musculus

13,224

10

296,829

Arabidopsis thaliana

1,627

9

24,855

Rattus norvegicus

1,368

12

38,530

Drosophila melanogaster

853

9

17,836

Saccharomyces

627

12

12,972

Danio rerio

546

9.5

28,518

Caenorhabditis elegans

375

10

7,953

Sus scrofa

280

12

6,063

Zea mays

274

5

3,458

cerevisiae

2.3.1 Constructing a generative model for gene expression samples
We developed an approach to simulate new gene expression compendia using
generative multi-layer neural networks. Specifically, we trained a variational autoencoder
(VAE)153, which was comprised of an encoder and decoder neural network. The encoder
neural network compressed the input data through two layers into a low-dimensional
representation and the decoder neural network expanded the dimensionality back to the
original input size. The VAE learned a low-dimensional representation that can
reconstruct the original input data. Simultaneously, the VAE optimized the lowest
dimensional representation to follow a normal distribution (Figure 2.1A). This normal
distribution constraint, which distinguishes VAE’s from other types of autoencoders,
allowed us to generate variations of the input data by sampling from a continuous latent
space.153
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We trained VAEs for each compendium: recount2 (896 samples with 58,037
genes) and P. aeruginosa (989 samples with 5,549 genes). We evaluated the training
and validation set losses at each epoch, which stabilized after roughly 100 epochs
(Figure 2.1B). We observed a similar stabilization after 40 epochs for recount2. We
simulated new genome-wide gene expression data by sampling from the latent space of
the VAE using a normal distribution (Figure 2.1C). We used UMAP154 to visualize the
structure of the original and simulated data and found that the simulated data generally
fell near original data for both compendia (Figure 2.1D).

Figure 2.1: Simulating gene expression data using VAE.
A) Architecture of the VAE, where the input data gets compressed into intermediate
layer of 2500 features and then into a hidden layer of 30 latent features. Each latent
feature follows a normal distribution with mean µ and variance σ. The input dimensions
of the P. aeruginosa dataset are shown here as an example (989 samples, 5549 genes).
The same architecture is used to train the recount2 dataset except the input has 896
samples and 58,037 genes. B) Validation loss plotted per epoch during training using the
P. aeruginosa compendium. C) Workflow to simulate gene expression samples from a
compendium model, where new samples are generated by sampling from the latent
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space distribution. D) UMAP projection of P. aeruginosa gene expression data from the
real dataset (pink) and the simulated compendium using the workflow in C (grey).
2.3.2 Simulating gene expression compendia with synthetic samples
We designed a simulation study to assess the extent to which artifactual noise
associated with individual partitions of a large compendium affects the structure of the
overall compendium. Our simulation is akin to asking: if different labs performing
transcriptome-wide experiments randomly sampled from the available set of possible
conditions, to what extent would experiment-specific biases dominate the signal of the
data. First, we simulated new compendia. Then we randomly divided the samples within
these compendia into partitions and added noise to each partition. Finally, we compared
the simulated compendia with added noise to the unpartitioned one (Figure 2.2A). Each
partition represented groups of samples with shared experiment-specific noise. We
evaluated the similarity before and after applying an algorithm designed to correct for
technical noise in each partition – given that the added noise was linear, we used
limma155 to correct. Singular Vector Canonical Correlation Analysis (SVCCA)156 was
used to assess similarity. The SVCCA analysis measured the correlation between the
distribution of gene expression in the compendia without noise compared to the
distribution in the compendia with multiple sources of technical variance.
We performed a study with this design using the VAE trained from the P.
aeruginosa compendium. We simulated a P. aeruginosa compendium with 6,000
samples for [1, 2, 5, 10, 20, 50, 100, 500, 1000, 2000, 3000, 6000] partitions. We found
that adding technical variance to partitions always reduced the similarity between the
simulated data without partitions and the partitioned simulated data. However, the nature
of the change in similarity differed substantially between the partitioned compendia
before and after the correction step (Figure 2.2B). With the correction step (dark blue
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line) similarity dropped throughout the range of the study, eventually reaching the same
level as the permuted data (dashed grey line). Without the correction step (light blue
line), similarity dropped immediately to the random level and then recovered throughout
the rest of the tested range. We visualized the simulated data on the top 2 principle
components from the original data (Figure 2.2C, grey points). The corrected (Figure
2.2C, dark blue) and uncorrected (Figure 2.2C, light blue) data at various numbers of
partitions revealed that the correction step removes both wanted and unwanted
variability, eventually removing all variability in the data. Without correction, the data
were initially dramatically transformed. However, as the number of partitions grows very
large the effect on the structure of the data was diminished.
To determine whether or not this correction removing signal was a more general
property of such compendia, we repeated the same simulation study using a VAE
trained on a recount2 compendium. recount2 is a compendium comprised of human
RNA-seq samples, so it is generated using a different technology and consists of assays
of a very different organism. We simulated a compendium with 500 samples for [1, 2, 5,
10, 20, 50, 100, 250, 500] partitions. The results with recount2 mirrored our findings with
the P. aeruginosa compendium. The correction step initially retained more similarity, but
performance crossed over and by 500 partitions the uncorrected data were more similar
to the unpartitioned simulated compendium (Figure 2.2D). Visualizing the top principle
components, again, revealed that correction restored the structure of the original data
with few partitions, but with many partitions the structure was better retained without
correction (Figure 2.2E). Additionally, the same trends were observed when we varied
the magnitude of the noise added or used a different noise correction method, such as
COMBAT145. In general, there exists some minimum number of experiment-specific
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sources of noise that determines the effectiveness of applying noise correction to these
multi-experiment compendia.
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Figure 2.2: Results of simulating compendia.
A) workflow describing how experiment-specific noise was added to the simulated
compendia and how the noisy simulated compendia were evaluated for similarity
compared to the unpartitioned simulated compendia. B, D) SVCCA curve measuring the
similarity between a compendia without noise versus a compendium with noise (light
blue), compendium with noise corrected for (dark blue). As a negative control, we used
the similarity between the gene expression pattern of the simulated data with a single
partition compared with the simulated data that has been permuted to destroy any
meaningful structure in the data. C, E) Subsampled gene expression data (500 samples
per compendia) projected onto the first two principal components showing the overlap in
structure between the compendia without noise (gray) versus the compendia with noise
(light blue), compendia with noise corrected for (dark blue).
2.3.3 A generative model for gene expression experiments
We randomly selected samples from the range of all possible samples in the
compendium. This next simulation added another level of complexity to the model, by
simulating experiments as opposed to samples to make the simulated compendia more
representative of true expression data. This simulation generated synthetic experiments
for which the gene expression patterns were consistent with those from the types of
experiments that are used within the field. The technique that we developed uses the
same underlying approach of sampling from a VAE. However, in this case we randomly
selected a template experiment (E-GEOD-51409, which compared P. aeruginosa at
22˚C and 37˚C) and a vector that would move that template experiment to a new
location in the gene expression space (Figure 2.3A). The simulation preserved the
relationship between samples within the template experiment while also shifting the
activity of the samples in the latent space (Figure 2.3B). Intuitively, this process
maintained the relationship between samples but changed the underlying perturbation;
this simulation maintained the same experimental design but is akin to studying a distinct
biological process. We used this process to generate compendia of new gene
expression experiments. We then examined the retention of the original differential
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expression signature by comparing the set of differentially expressed genes (DEGs)
found in the simulated experiments (Figure 2.3D). Applying only the VAE compression to
the original experiment (E-GEOD-51409), generated an experiment that had the same
sample grouping as the original. However, only a subset of the DEGs found in the VAE
compressed experiment were also found in the original experiment. The VAE
compression step added some noise to the expression signal in the original experiment,
as expected, since the data was being compressed into a low dimensional space.
Overall, the correlation between the genes, based on their log2 fold-change values, in
the original and VAE compressed experiment was high, R2 = 0.822 (Figure 2.3C). Next,
we exampled how the original samples in an experiment and a simulated experiment,
applying VAE compression and latent space translation of the E-GEOD-51409
experiment, had consistent clustering of samples (Figure 2.3D original and experimentlevel simulated experiment).157 However the sets of genes that were differentially
expressed were different between the two experiments. This demonstrated that the
perturbation intensity and experimental design were relatively consistent in gene
expression space, even though the nature of the perturbation differed. The correlation
between genes in the original and the experiment-level experiment was lower, R2 =
0.230, since it represented a unique experiment. The residual similarity was likely due to
commonly differentially expressed genes that have been observed previously158,159.
Finally, as a control, we demonstrated that the original experiment structure was not well
preserved using the random sampling approach (Figure 2.3D, sample-level simulated
experiment). The correlation between genes in the original and sample-level experiment
was non-existent, R2 = -0.055, since we did not account for experiment structure in the
sample-level simulation.
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In general, the numbers of differentially expressed genes found in the
experiment-preserving simulated experiments (78 DEGs in VAE compressed, 14 DEGs
in experiment-level) were lower compared to the original experiment (505 DEGs). This
was because the simulated experiments had a lower variance compared to the original
experiment. This reduced variance was due to the normality assumption made by the
VAE, which compressed the latent space data representation.153 However, the clustering
of samples was conserved between the simulated and original experiments and this was
also observed in the additional template experiments with more complex experimental
setups. Given the fact that we preserved the association between samples and
experiments in this new experiment-level simulation, we expected that simulated
experiments would preserve the correlation in expression of genes that are in the same
pathway. In our previous example, the simulated experiment generated using the
original E-GEOD-51409 as a template (i.e. experiment-level, Figure 2.3A) identified 14
DEGs (Figure 2.3D). In contrast, the simulated experiment generated by random
sampling (i.e. sample-level, Figure 2.1C) did not identify any DEGs; the median log2
fold-change was 0.08. Furthermore, simulating 100 new experiments using E-GEOD51409 as a template, identified a median of 2,588 DEGs compared to simulated
experiments generated by random sampling which identified a median of 0 DEGs
(Figure 2.3E). Additionally, the median number of enriched KEGG pathways was 1 using
the template shifting approach compared to 0 using the random sampling approach
(Figure 2.3F). Overall, it appeared that this new simulation approach generated a
compendium of more realistic experiments with underlying biology. (examples of the
significantly enriched pathways in Table 2.2). The top over-represented pathway was the
ribosome pathway, which is likely a commonly altered pathway found in many
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experiments regardless of experiment type, similar to the findings from human array
experiments in Crow et. al.158,159 The remaining pathways found in the original
experiment were related to metabolism, which is consistent with the finding from the
original publication.157 The simulated experiment was particularly enriched in sulfur
metabolism and ABC transporters, which is consistent with an experiment that found
upregulation of transport systems in response to sulfate limitations.160 Overall, in
accordance with real gene expression experiments, the new simulated experiments
contain related groups of enriched pathways that reflect the specific hypotheses being
tested. These results demonstrate the use of a VAE as a hypothesis generating tool. We
can now simulate new experiments in order to study the response of P. aeruginosa in
response to untested conditions.

Table 2. 2: Enriched pathways found in the original E-GEOD-51409 experiment and the
pseudo-experiment generated using the experiment-level simulation
Original

Adjusted

Experiment level simulation

p-value

Adjusted
p-value

Pae03010: Ribosome

2.966E-11

Pae03010: Ribosome

7.96E-07

Pae00500: Starch and sucrose

1.512E-03

Pae02010: ABC transporters

4.009E-

metabolism
Pae01200: Carbon metabolism

03
4.466E-03

Pae00920: Sulfur metabolism

1.576E02

Pae00640: Propanoate metabolism

1.954E-03
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Figure 2.3: Simulating gene expression compendia by experiment.
A) Workflow to simulate gene expression per experiment. B) UMAP projection of P.
aeruginosa gene expression data highlighting a single experiment, E-GEOD-51409,
(red) in the original dataset (left) and the simulated dataset (right), which was
subsampled to 1000 samples. C) Differential expression analysis of experiment EGEOD-51409 (left), random simulated samples (middle), simulated samples using the
same experiment as a template (right). D) Number of differentially expressed genes
identified across 100 simulated experiments generated using experiment-level
simulation and sample-level simulation. E) Number of enriched pathways identified
across 100 simulated experiments generated using experiment-level simulation and
sample-level simulation.
2.3.4 Simulating gene expression compendia with synthetic experiments
We used our method to simulate new experiments that followed existing patterns
to examine the patterns from generic partitions (Figure 2.4A). We simulated 600
experiments using the P. aeruginosa compendium. We divided these experiments into
[1, 2, 3, 5, 10, 20, 30, 50, 70, 100, 200, 300, 400, 500, 600] partitions. These partitions
represented groupings of experiments with shared noise, such as experiments from the
same lab or experiments with the same experimental design. Each partition contained
technical sources of variance within and between experiments. Results with simulated
experiments were similar to those from arbitrarily partitioned samples. We observed a
monotonic loss of similarity after the correction step as the number of partitions
increased (Figure 2.4B). Visualizing the top principal components revealed that
statistical correction initially better recapitulated the overall structure of the data but that
similarity decreased with many partitions (Figure 2.4C, dark blue). Without statistical
correction there was a larger initial drop in similarity but a later recovery (Figure 2.4B)
and visualizing the top principal components recapitulated this finding (Figure 2.4C, light
blue). We performed analogous experiments using the recount2 VAE and 50 simulated
experiments with [1, 2, 5, 10, 20, 30, 50] partitions. We observed consistent results with
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this dataset using both SVCCA similarity (Figure 2.4D) and visual inspection of the top
principal components (Figure 2.4E).
One caveat in the design of the previous analysis, is that the effect of the number
of partitions was confounded by the number of experiments per partition. For example,
more partitions equated to each partition having a smaller effect size since each partition
had fewer experiments. To study the contribution of individual experiments in our signal
detection, we performed an analysis where we held the number of experiments per
partition fixed and varied the number of total experiments within a compendia. With few
experiments in a compendia, the main signal was the difference between experiments
so adding noise to each experiment drove signal detection down. Additionally, applying
noise correction removed the main experiment-specific signal, as it was designed to do.
With more experiments in a compendia, we gained a more global gene expression
representation, where the main signal was no longer focused on the difference between
experiments. Thus, adding noise to each experiment did not affect our signal detection
and our similarity remained constant. However, applying noise correction will
consistently remove more of our signal of interest. The results of this analysis exemplify
how existing experiments can be combined and used without need for correction.
In summary, as the number of partitions or experiments increase the experimentspecific technical sources contribute less to the overall signal and the underlying
patterns dominate the overall signal. When many partitions or experiments are present,
even ideal statistical approaches to correct for noise over-corrects and removes the
underlying signal.
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Figure 2.4: Results of simulating compendia comprised of gene expression experiments.
A) workflow describing how experiment-specific noise was added to the simulated
compendia and how the noisy simulated compendia were evaluated for similarity
compared to the unpartitioned simulated compendia. B, D) SVCCA curve measuring the
similarity between a compendia without noise versus a compendium with noise (light
blue), compendium with noise corrected for (dark blue). As a negative control, we used
the similarity between the gene expression pattern of the simulated data with a single
partition compared with the simulated data permuted to destroy any meaningful structure
in the data. C, E) Subsampled gene expression data (500 samples per compendia)
projected onto the first two principal components showing the overlap in structure
between the compendia without noise (gray) versus the compendia with noise (light
blue), compendia with noise corrected for (dark blue).
2.4 Discussion
Our findings reveal that compendia-wide analyses do not always require
correction for experiment-specific technical variance and that correcting for such
variance may remove signal. This simulation study provides an explanation for the
observation that past studies135–139 have successfully extracted biological signatures
from gene expression compendia despite the presence of uncorrected experimentspecific sources of technical variability. In general, there exists compendia that contain
some small number of experiment-specific sources where traditional correction methods
can be effective at recovering the biological structure of interest. However, there also
exist large-scale gene expression compendia where these methods may be harmful
instead of helpful. The number of experiment-specific sources that determine whether to
apply correction will vary depending on the size of the compendia and the magnitude
and structure of the signals. Using the associated repository
(https://github.com/greenelab/simulate-expression-compendia) users can customize the
scripts to run the simulation experiments on their own expression data in order to
examine the effect of a linear noise model with linear noise correction on their dataset.
Though our analysis uses simplifying assumptions that preclude us from defining a
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specific threshold for noise correction, these simulations define a set of general
properties that will guide compendia analyses moving forward. This study suggests that
new large-scale datasets can be created by distributing different experiments across
many different labs and centers as opposed to being consolidated within a single lab.
We introduce a new method to simulate genome-wide gene expression
experiments, using existing gene expression data as starting material, which goes
beyond simulating individual samples. This allows us to examine the extent to which our
findings hold with realistic experimental designs. The ability to simulate gene expression
experiments with a realistic structure has many potential legitimate uses: pre-training for
machine learning models, providing synthetic test data for software, and other such
applications. Additionally, this simulation technique can be used to explore hypothetical
experiments that have not been previously performed and generate hypotheses.
However, such approaches could also be used by nefarious actors to generate synthetic
data for publications. Forensic tools that detect synthetic genome-wide data may be
needed to combat potential fraudulent uses.
Our study has several limitations. We assume a certain noise model that differs
between experiments. However, the sources of real noise are multifaceted and any such
assumption will necessarily be an oversimplification, though such assumptions are not
uncommon.143,145,161 By selecting a specific noise model and using an ideal noiseremoval step, we provide a best case scenario for artifact removal. While any simulation
study will necessarily make simplifying assumptions, this work is the first to use deep
generative models as part of a simulation study to probe the long-standing assumption
that correcting for technical variability is necessary for analyses that span multiple
experiments. Our findings reveal that in settings with hundreds or thousands of
experiments, correcting for experiment-specific effects can harm performance and that it
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can be best to forgo statistical correction. Adjusting the choices of normalization, noise
magnitude, and noise patterns will result in different selections of the precise cross-over
point where it becomes beneficial to perform correction. With this design, we do not
expect to estimate exactly where this precise cross-over point is. Such an estimation
would require a compendium where investigators systematically performed the same
combination of different experiments in multiple labs at different times. We were unable
to identify such a compendium on the scale of thousands of samples from tens to
hundreds of labs. Thus, though our analysis necessarily includes simplifying
assumptions that limit our ability to precisely define the thresholds for correction for
arbitrary datasets and noise sources, it remains suitable for examining the overriding
principles that govern compendium-wide analyses.
Our study has broad implications for efforts to standardize scientific processes.
Centralization of large-scale data generation has the potential to reduce experimentspecific technical noise, though it comes at a cost of flexibility. Our results suggest that a
highly distributed process where experiments are carried out in many different locations,
with their own specific sources of technical noise, can also lead to valuable data
collections.
2.5 Methods
2.5.1 Pseudomonas aeruginosa gene expression compendium
We downloaded a compendium of P. aeruginosa data that was previously used
for compendium-wide analyses.135 Previous studies identified biologically-relevant
processes such as oxygen deprivation135 and phosphate starvation136 by applying
denoising autoencoders. We obtained the processed and normalized gene expression
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matrices from the ADAGE GitHub repository
(https://github.com/greenelab/adage/tree/master/Data_collection_processing). The P.
aeruginosa dataset was previously processed by Tan et. al. During processing, raw
microarray data were downloaded as .cel files, rma was used to convert probe intensity
values from the .cel files to log2 base gene expression measurements, and these gene
expression values were then normalized to 0-1 range per genes.
This compendium includes measurements from 107 experiments that contain
989 samples for 5,549 genes.135 It contains experiments that accrued between the
release of the GeneChip P. aeruginosa genome array and the time of data freeze in
2014. Approximately 70% of the samples were from cultures of strain PAO1 and
derivatives, 13% were in strain PA14 background, 0.6% were from PAK strains and the
remaining were largely clinical isolates. Of the strains, 73% were wild-type (WT)
genotypes and the rest were mutants that had undergone genetic modification.
Approximately 60% of the samples were grown in lysogeny broth (LB) medium while the
rest were grown in Pseudomonas Isolation Agar (PIA), glucose, pyruvate or amino acidbased media.136 Roughly 80% were grown planktonically, 15% were grown in biofilms
and the remaining samples were in vivo or not annotated. Overall, this P. aeruginosa
compendium covered a wide range of gene expression patterns including:
characterization of clinical isolates from cystic fibrosis infections, differences between
mutant versus WT, response to antibiotic treatment, microbial interactions, adaptation
from water to GI tract infection. Despite having 989 samples, this compendium
represents the heterogeneity of P. aeruginosa gene expression.
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2.5.2 recount2 gene expression compendium
We downloaded human RNA-seq data from recount2.162 The dataset includes
over 70,000 samples collected from Sequencing Read Archive (SRA). It is comprised of
more than 50,000 samples from different types of experiments, roughly 10,000 samples
from Genotype-Tissue Expression project (GTEx v6) covering 44 types of normal tissue,
and more than 10,000 samples from The Cancer Genome Atlas (TCGA) measuring 33
cancer types.163–165 The recount2 authors uniformly processed and quantified these
data. We downloaded data using the recount library in Bioconductor (version 1.14.0).162
The entire recount2 dataset is 8TB. Based on the P. aeruginosa compendium we
expected that a subset of the compendium would be sufficient for this simulation, so we
selected a random subset of 50 NCBI studies, which resulted in 896 samples with
58,037 genes for our simulation. Each project (imported from NCBI bioproject) is akin to
an experiment in the P. aeruginosa compendium, and we used the term experiment to
describe different projects in order to maintain consistency in this paper. The
downloaded recount2 dataset was in the form of raw read counts, which was normalized
to produce RPKMs used in our analysis. The normalized gene expression data was
then scaled to a 0-1 range per gene.
2.5.3 Strategy to construct VAE: structure and hyperparameters
We designed an approach to simulate gene expression compendia with a multilayer variational autoencoder (VAE). We built this model in Keras (version 2.1.6) with a
TensorFlow backend (version 1.10.0), modifying the previously published Tybalt
method.166–168 Our architecture used each input gene as a feature. These genes were
compressed to 2,500 intermediate features using a rectified linear unit (ReLU) activation
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function to combine weighted nodes from the previous layer. These features were
encoded into 30 latent space features, also using a ReLU activation function, which were
optimized via the addition of a Kullbach-Leibler (KL) divergence term into the loss
function (binary cross entropy) to follow a standard normal distribution. These features
were then reconstructed back to the input feature dimensions using decoding layers that
mirror the structure of the encoder network. We trained the VAE using 90% of the input
dataset, leaving 10% as a validation set. We determined training hyperparameters by
manually adjusting parameters and selecting the parameters that optimized the
validation loss based on visual inspection. These were a learning rate of 0.001, a batch
size of 100, warmups set to 0.01, 100 epochs for the P. aeruginosa compendium and 20
epochs for the recount2 compendium. A similar assessment was performed to determine
the neural network architecture. We manually inspected the validation loss using multiple
different 2-layer designs (300-10, 2500-10, 2500-20, 2500-30, 2500-100, 2500-300) and
found a 2,500 layer to a 30 hidden layer VAE to be most optimal.
2.5.4 Sample-based simulation
We used the VAE trained from each compendium to generate new compendia by
randomly sampling from the latent space. We generated a simulated compendium
containing 6,000 P. aeruginosa samples or 500 recount2 samples. For our first
simulation, we sampled randomly - ignoring the relationship between samples within a
specific experiment. We simulated experiment-specific sources of undesired variability
within compendia by dividing the data into partitions and adding noise to each partition.
We divided the P. aeruginosa simulated compendium into [1, 2, 5, 10, 20, 50,
100, 500, 1000, 2000, 3000, 6000] partitions and divided the recount2 simulated
compendium into [1, 2, 5, 10, 20, 50, 100, 250, 500] partitions. Each partition of data
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represented a group of samples from the same experiment or lab. We randomly added
linear noise to each partition by generating a vector of length equal to the number of
genes (5,549 P. aeruginosa genes and 58,037 human genes) where each value in the
vector was drawn from a normal distribution with a mean of 0 and a variance of 0.2. With
the 0-1 scaling, a value of 0.2 produces a relatively large difference in gene expression
space. Though linear noise is an over-simplification of the types of noise that affect gene
expression data, it allowed us to design an approach to optimally remove noise.
2.5.5 Experiment-based simulation
For the experiment-level simulation, we developed an approach that could
simulate realistic experimental structure. There was no consistent set of annotated
experimental designs, so we developed a simulation method that did not depend on a
priori knowledge of experimental design. For each synthetic experiment, we randomly
sampled a “template experiment” from the set of P. aeruginosa or recount2 experiments.
We then simulated new data that matched the template experiment by selecting a
random location from the low dimensional representation of the simulated compendia
(i.e. selecting a location according to the low dimensional distribution) and calculating
the vector that connected this random location and the encoded template experiment.
We then linearly shifted the template experiment in the low-dimensional latent space by
adding this vector to each sample in the experiment. This process preserved the
relationship between samples within the experiment but shifted the samples to a new
location in the latent space. Repeating this process for each experiment allowed us to
generate new simulated compendia comprised of realistic experimental designs.
We divided the P. aeruginosa simulated compendium into [1, 2, 3, 5, 10, 20, 30,
50, 70, 100, 200, 300, 400, 500, 600] partitions and divided the recount2 simulated
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compendium into [1, 2, 5, 10, 20, 30, 50] partitions, where experiments are divided
equally amongst the partitions. For each partition we added simulated noise as
described in the previous section. Experiments within the same partition had the same
noise added. Each partition represented a group of experiments generated from the
same lab or with the same experimental design.
2.5.6 Experiment-effect analysis
For this analysis we wanted to examine the effect of individual experiments in our
ability to detect underlying gene expression structure. First, we used the experimentbased simulation approached to simulate P. aeruginosa compendia with [2, 3, 5, 10, 20,
30, 50, 70, 100, 200, 300, 400, 500, 600] experiments. Next, we divided the simulated
compendium into the same number of partitions so that there was one experiment per
partition. For each partition we added simulated noise as described in the previous
section. Finally we used SVCCA to compare the noisy compendia with X number
experiments with the unpartitioned compendia with X number of experiments. We also
used SVCCA to compare the noise-corrected compendia with X experiments with the
unpartitioned compendia with X experiments.
2.5.7 Removing technical variability from noisy compendia
Our model of undesired variability was a linear signature applied separately to
each partition of the data, which we considered akin to experiments or groups of
experiments in a compendium of gene expression data. We used the removeBatchEffect
function in the R library, limma (version 3.44.0), to correct for the technical variation that
was artificially added to the simulated compendia.155 Limma removes the technical
noise by first fitting a linear model to describe the relationship between the input gene
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expression data and the experiment labels. The input expression data contains both a
biological signal and technical noise component. By fitting a linear model, limma will
extract the noise contribution and then subtract this from the total input expression data.
This method presents a best-case scenario for removing the undesired variability in the
simulated compendia because the model matches the noise pattern we used in the
simulation.
2.5.8 Measuring the similarity of matched compendia
We used Singular Vector Canonical Correlation Analysis (SVCCA)156 to estimate
similarities between different compendia. SVCCA is a method designed to compare two
data representations156. Given two multivariate datasets, X1 and X2, the goal of SVCCA
is to find the basis vectors, w and s, to maximize the correlation between wTX1 and sTX2.
In other words, SVCCA attempts to find the space, defined by a set of basis vectors,
such that the projection of the data onto that space is most correlated. Two datasets are
considered similar if their linearly invariant correlation is high (i.e., if X1 is a shift or
rotation of X2 then X1 and X2 are considered similar).
We compared the statistical structure of the gene expression, projected onto the
first 10 principle components, in the baseline simulated compendia (those with only one
experiment or partition, X1) versus those with multiple experiments or partitions (X2). Our
SVCCA analysis was designed to measure the extent to which the gene expression
structure of the compendia without noise was similar to the gene expression structure of
the compendia with multiple sources of technical variance added as well as those where
correction has been applied. Here we use 10 principle components for computational
simplicity. Selecting a different value would affect the crossover point but not the general
trends that we describe
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2.5.9 A case study of differential expression in a template experiment
We compared the E-GEOD-51409 experiment169 with two different simulated
representations to provide a case study for experiment-based simulation. E-GEOD51409 included P. aeruginosa in two different growth conditions. For one simulation, we
generated random samples and randomly assigned them to conditions, which we termed
the sample-simulated experiment. For the second we used the latent space
transformation process described above, which we termed the experiment-simulated
experiment. We used the eBayes module in the limma library to calculate differential
gene expression values for each gene between the two different growth conditions in the
real and simulated data. We built heatmaps for the 14 most differentially expressed
genes, where differentially expressed genes where those with FDR adjusted cutoff
(using Benjamini-Hochberg correction) < 0.05 and log2 fold-change >1, which are
thresholds frequently used in practice. We selected 14 genes because there were 505,
14 and 0 differentially expressed genes found in the original experiment, experimentsimulated experiment and sample-simulated experiment, respectively. Since there were
0 differentially expressed genes found in the sample-simulated experiment, we displayed
the top 14 genes sorted by adjusted p-value to provide a visual summary of the
simulation process.
2.5.10 Comparing sample-level and experiment-level simulated datasets
We simulated 100 experiments using the template E-GEOD-51409
experiment169. We sought to compare the sample-level and experiment-level simulation
processes. We set a threshold for differentially expressed genes at a Bonferronicorrected p-value cutoff of 0.05/5549. We used the enrichKEGG module in the
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clusterProfiler library to conduct an over-representation analysis170. We used the Fisher’s
exact test to calculate a p-value for over-representation of pathways in the set of
differentially expressed genes. We considered pathways to be over-represented if the qvalue was less than 0.02.
2.5.11 Implementation and Software Availability
All scripts to reproduce this analysis are available the GitHub repository
(https://github.com/greenelab/simulate-expression-compendia) under an open source
license. The repository contains 98% python jupyter notebooks, 2% python and 0.1% R
scripts. The repository’s structure is separated by input dataset. Pseudomonas/ and
Human/ directories each contain the input data in the data/input/ directory. Scripts for the
sample level simulation can be found in Pseudomonas
/Pseudomonas_sample_lvl_sim.ipynb for the P. aeruginosa compendium and
Human/Human_sample_lvl_sim.ipynb for the recount2 compendium. Scripts for the
experiment level simulation can be found in
Pseudomonas/Pseudomonas_experiment_lvl_sim.ipynb and
Human/Human_experiment_lvl_sim.ipynb respectively. The virtual environment was
managed using conda (version 4.6.12), and the required libraries and packages are
defined in the environment.yml file. Additionally, scripts to simulate gene expression
compendia using the sample-level and experiment-level approaches are available as a
separate module, called ponyo, and can be installed from PyPi
(https://github.com/greenelab/ponyo). We describe in the Readme file how users can
analyze different compendia or use different noise patterns. All simulations were run on
a CPU.
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CHAPTER 3
Generative neural networks separate common and specific transcriptional
responses
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3.1 Abstract
Genome-wide transcriptome profiling identifies genes that are prone to differential
expression across contexts (“common DEGs”), as well as genes with changes specific to
the experimental manipulation. Distinguishing common DEGs from those that are
specifically changed in a context of interest allows more efficient prediction of which
genes are specific to a given biological process under scrutiny. Currently, commonly
differentially expressed genes or pathways can only be identified through the laborious
manual curation of highly controlled experiments, an inordinately time-consuming and
impractical endeavor. Here we pioneer an approach for identifying common patterns
using generative neural networks. This approach produces a background set of
transcriptomic experiments from which a null distribution of gene and pathway changes
can be generated. By comparing the set of differentially expressed genes found in a
target experiment against the generated background set, common results can be easily
separated from specific ones. This “Specific cOntext Pattern Highlighting In

Expression data” (SOPHIE) approach is broadly applicable to new platforms or any
species with a large collection of gene expression data. We apply SOPHIE to diverse
datasets including those from human, human cancer, and the bacteria pathogen
Pseudomonas aeruginosa. SOPHIE identifies common DEGs in concordance with
previously described, manually and systematically determined common DEGs. Further,
molecular validation indicates that SOPHIE detects highly specific, but low magnitude,
biologically relevant, transcriptional changes. SOPHIE’s measure of specificity can
complement log fold change values generated from traditional differential expression
analyses. For example, by filtering the set of differentially expressed genes, one can
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identify those genes that are specifically relevant to the experimental condition of
interest. Consequently, these results can inform future research directions.
3.2 Introduction
Genome-wide transcriptomics analysis allows investigators to examine how
global gene expression changes under the tested experimental stimulus or across
different states, individuals or genotypes. When interpreting the results of these
analyses, attention tends to focus on controlling false discoveries171–174 – i.e. differential
gene expression patterns that arise due to noise or variation during measurement. In
addition to false discoveries, however, certain genes tend to be commonly differentially
expressed across a diverse panel of environmental stresses.175 The response of this
collection of genes was termed the environmental stress response (ESR). Despite the
ESR being described more than two decades ago175, compared to false discoveries, less
attention has been paid to controlling for these commonly differentially expressed genes
(common DEGs). These findings include differential expression changes that are
observed across experiments regardless of the experimental manipulation. Both genebased159,175 and pathway-based158 analyses can return common results.
While these common findings are not false discoveries, they provide little
contextual information or insight into the biological process being queried as they are
observed in many unrelated experiments. Not knowing which discoveries are common
versus specific can lead to misinterpretations or lack of specificity in interpreting results,
so it is important to account for these different types of findings in addition to correcting
for false discoveries.
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Controlling for common findings is inordinately time-consuming and therefore
limits the use of protocols that would identify them. Current methods rely on manual
curation of a background set of experiments to select experiments with consistent
experimental design and platform, as well as to use metadata to group samples for
downstream statistical analysis. Re-curation is required to derive an appropriate
background distribution in a new context, such as when switching to a new
measurement platform, applying a different experimental design or analytical approach,
incorporating new data, or examining a different organism. These background
experiments are analyzed to identify genes and pathways that are common based on
the frequency at which they are differentially expressed in the background
experiments.1,2 Even when data are readily available, curating and analyzing hundreds of
experiments requires a significant time investment to define a compendium of
experiments to use as a background.
We introduce an general approach, termed Specific cOntext Pattern Highlighting
In Expression data (SOPHIE), that distinguishes between common versus specific
transcriptional signals in a selected template experiment using a generative neural
network176 to simulate a set of background transcriptome experiments. Using a
generative neural network allows SOPHIE to automate the analysis of common DEGs.
This approach requires enough gene expression data to generate synthetic
measurements; however, the data do not need to be curated by experimental design,
which removes a usually time-consuming step. Such data are readily available through
NCBI Gene Expression Omnibus (GEO)177, Short Read Archive (SRA)178, European
Nucleotide Archive (ENA)179, and other repositories. Many datasets are already
processed for reuse through projects such as recount2162 or ARCHS4180. Because
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SOPHIE relies on generating synthetic data that match a user-selected template
experiment, it can be applied to arbitrary downstream analytical workflows, which could
be differential expression (DE) analysis, pathway analysis, or other methods, to provide
a background distribution of common findings. Furthermore, by using a single template
experiment, we only need to define sample groupings for this one experiment as
opposed to manually annotating groups for hundreds of experiments. Overall, without
the need for manual curation to define a compendium and group samples, SOPHIE can
expand lists of genes for follow-up by identifying genes that are context-specific but have
subtle signals and are thus understudied in that context. SOPHIE can also filter lists of
genes for functional validation by limiting a list of genes to those that are both
differentially expressed and highly specific. Overall, SOPHIE’s specificity score can be a
complementary indicator of activity compared to the traditional log fold change measure
and can help drive future analyses.
We use SOPHIE to identify common DEGs in a human microarray dataset, and
the results are consistent with the prior manually curated report using the same human
microarray dataset. Next, we find consistent common DEGs using a different human
microarray dataset, a cancer cell line dataset, demonstrating that common DEGs are
shared across contexts. Furthermore, we also find consistent common DEGs using
human RNA-seq data, demonstrating that common differentially expressed genes are
shared across platforms too. SOPHIE is also generalizable across organisms as shown
by application to the opportunistic bacterial pathogen and model organism,
Pseudomonas aeruginosa (P. aeruginosa). The metabolic choices of P. aeruginosa can
impact its pathogenicity and using SOPHIE to analyze alternative carbon utilization in P.
aeruginosa181 reveals gene expression changes that are specific to different regulatory
53

levels in the hierarchy of the carbon catabolite repression cascade. This analysis reveals
context-specific regulation of arginine metabolism, whose genes would be undetected in
a traditional differential expression analysis due to their low magnitude. Based on our
SOPHIE results, we hypothesize that these arginine related gene expression changes
are specific to some but not all gene perturbations in the carbon catabolite repression
pathway that controls alternative carbon utilization. Experimental data support the
prediction that arginine catabolism is specifically perturbed by some, but not all
mutations of genes, in the pathway. This demonstrates that SOPHIE can successfully
identify candidate genes that are specifically relevant to the context of interest, and
difficult to uncover through previously developed analysis tools.
3.3 Results
3.3.1 SOPHIE distinguishes common and specific transcriptional patterns
The main steps for SOPHIE are illustrated in Figure 3.1A. The first step is to
generate a background set of transcriptome experiments, for which we applied ponyo176.
Ponyo uses a generative neural network, in this proof-of-concept a variational
autoencoder (VAE), to generate new samples that match a selected template
experiment’s design (in our case the experiment is comprised of a control and one
experimental group) by encoding and shifting samples in the latent space while
preserving their relative positioning. Intuitively, this latent space translation is akin to
simulating an experiment with the same experimental design but studying a different
biological process or a different set of conditions. SOPHIE uses ponyo to simulate
realistic-looking transcriptome experiments that serve as a background set for
distinguishing common versus specific transcriptional signals.
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For the next step, SOPHIE applies a differential expression analysis tool, like
DESeq or Limma, to get association statistics. Then those differential expression
statistics are used to rank genes by their propensity to be differentially expressed, which
we then use to interpret the changes observed in a template experiment. This allows
investigators to distinguish common DEGs from context specific ones in their results. We
generate a z-score per gene to capture the relationship between a gene’s magnitude of
change in the template experiment compared to the background distribution. In general,
if a gene’s magnitude of change is larger than the mean change in the background
distribution, then this gene is considered specific. However, the specificity threshold will
depend on the experiment of interest and what additional contextual constraints being
considered.
3.3.2 Simulation-based approach identifies common DEGs that recapitulate curationderived ones
Identifying common differential expression has been challenging because it
requires extensive manual curation. We sought to compare the common DEGs identified
by SOPHIE with those identified in a prior report. The prior study curated 2,456 human
microarray datasets from the GPL570 (Affymetrix Human Genome U133 Plus 2.0 Array)
platform to identify common DEGs.159 This study provided a list of genes ranked based
on how frequently they were identified as differentially expressed across approximately
600 experiments, which we refer to as the Crow et al. results. We compared SOPHIEpredicted common DEGs using a VAE trained on the Crow et al. dataset with the results
reported in Crow et al. We calculated the percentile of genes by their median log2 fold
change across the 25 simulated experiments. Comparing the gene percentiles from
Crow et al. to our SOPHIE results revealed substantial concordance (Figure 3.1B;
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Spearman correlation coefficient at 0.591). There was also a significant (p-value<1e-16)
over-representation of SOPHIE identified common DEGs within the common changes
that Crow et al. identified. SOPHIE recapitulated the primary results of the curationbased approach for Crow et al. While Crow et al. relied on having a manually curated
dataset, SOPHIE identified these genes in a more scalable and automated way,
leveraging existing gene expression data to simulate a background set of experiments to
use as a reference.
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Figure 3.1: SOPHIE is an approach to distinguish between common and specific DEGs
using a generative neural network.
A) SOPHIE workflow is designed to distinguish between common and specific
transcriptional signals. SOPHIE starts by applying ponyo to simulate gene expression
experiments. Next, SOPHIE applies differential expression tools like DESeq2 for RNAseq data or Limma for array data to get association statistics for each simulated
experiment. Finally, SOPHIE returns a distribution of how changed each gene is across
the collection of background simulated experiments so that users can compare gene
expression changes from their template experiment of interest. B) Spearman correlation
between gene percentiles using our SOPHIE approach trained on Crow et al. (array)
using GSE10281 as a template (x-axis) versus percentiles using manually curated
experiments from the same Crow et al. (y-axis) had correlation coefficient of 0.59.
3.3.3 SOPHIE finds common DEGs are consistent across contexts and platforms
We next examined whether or not common differentially expressed genes were
consistent across training datasets and platforms. We applied SOPHIE using a different
collection of microarray data that accompanied another prior report of commonly
differentially expressed pathways.158 This second dataset we refer to as the Powers et
al. results, which included 442 differential expression analyses (from 2,812 human
microarray datasets) testing the response of small-molecule treatments in cancer cell
lines. For this analysis, we selected an arbitrary template experiment (GSE11352
examined estradiol exposure in breast cancer cells182) to generate simulated
experiments. We calculated differential expression statistics for each experiment and
then calculated the percentile of genes by their median log2 fold change across the
simulated experiments. We found concordance between SOPHIE-identified common
DEGs using a VAE trained on Powers et al. and the results published in Crow et al.
using Spearman correlation (Figure 3.2A). The concordance was particularly high for the
genes in the highest and lowest percentiles, the most and least commonly differentially
expressed genes respectively. Furthermore, there was a significant (p-value=1e-49)
over-representation of SOPHIE identified common DEGs within the common changes
57

that Crow et al. identified. While the two datasets used the same array platform to
generate data, the datasets have different compositions – Crow et al. is a heterogenous
mixture of different types of experiments while Power et al. is specifically cancer cell
lines treated with small molecules. The consistency we observe in the common DEGs
despite the differences in context demonstrates that many common DEGs are
differentially expressed regardless of the context.
In general, transcriptome analysis approaches can be difficult to translate
between different platforms (RNA-seq, microarray) and datasets. To demonstrate
whether common DEGs were consistent across platforms, we applied SOPHIE using
human RNA-seq data from recount2162. We selected an arbitrary template experiment
from recount2 (SRP012656 examined non-small cell lung adenocarcinoma tumors183),
simulated experiments and calculated differentially expressed genes using DESeq2. For
this template experiment, primary non-small cell lung adenocarcinoma tumors were
compared to adjacent normal tissues for 6 never-smoker Korean female patients. We
again examined concordance compared to the common DEGs reported in Crow et al
(Figure 3.2B). Despite the Crow et al. data being measured on microarrays while
recount2 used an RNA-seq platform, we still found a significant (p-value= 2e-15) overrepresentation of SOPHIE-identified common DEGs shared with the Crow et al. analysis.
We also noticed a set of genes in the bottom right corner of Figure 3.2B with a
high percentile score that were common DEGs in RNA-seq but not in Crow et al. We did
not observe a corresponding set in the upper left corner, suggesting that RNA-seq
captured the microarray-based common DEGs, but prior microarray-based reports
lacked certain RNA-seq specific ones. This subset of genes was commonly differentially
expressed in RNA-seq and not in array data, suggesting that platform differences
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underlie this effect. Some preliminary experiments showed that common DEGs identified
specifically in the RNA-seq data tended to have a lower expression compared to those
common DEGs identified using both the array and RNA-seq platform. The VAE, used by
ponyo in the simulation step, appeared to artificially boost the expression of these RNAseq-identified common DEGs so that they were found to be differentially expressed.
Unlike the array data, the RNA-seq data has a larger variance and so the effects of the
VAE are more pronounced, affecting genes in the outliers of the compendium
distribution, which includes these RNA-seq identified commonly differentially expressed
genes. In general, there was a consistent set of common DEGs found using two
datasets that have similar contexts – they both contain a mixture of different types of
experiments – but used different platforms. This consistency indicates that there are
some common DEGs that are differentially expressed across different platforms.
Overall, using SOPHIE we found that there exists some common DEGs that are
consistent across contexts and platforms – there is a set of frequently differentially
expressed genes, regardless of context or platform.
3.3.4 SOPHIE generalizes to other organisms
Finally, when we extended SOPHIE to a different organism, P. aeruginosa, we
observed concordance (R2 = 0.449) between SOPHIE-generated percentiles compared
to those generated using a manually curated dataset, GAPE (Figure 3.2C).184 GAPE
contained a collection of 73 array experiments from the GPL84 platform. GAPE
performed automatic group assignments of those experiments that were then manually
verified by human curators. We then calculated the percentile for how frequently genes
were differentially expressed across the 73 experiments. For this analysis, we selected
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the template experiment E-GEOD-33245, which examined different targets of the carbon
catabolite control system181, to generate simulated experiments. We calculated
differential expression statistics for each experiment and then calculated the percentile
of genes by their median log2 fold change across the simulated experiments. We found a
significant over-representation (p=1e-139) of SOPHIE identified common DEGs within
the GAPE set of common DEGs. Again, without any curation, SOPHIE recapitulated the
common findings reported in the GAPE dataset, which was generated using a manually
curated approach. With our previous analysis using human data, the consistency found
in these results demonstrate the generalizability of SOPHIE to other organisms like
bacteria – with our SOPHIE approach we could easily switch out the human training
dataset with a bacterial one.
3.3.5 SOPHIE common findings are robust
Having shown that SOPHIE can recapitulate the commonly differentially
expressed gene percentiles identified by two manually curated datasets (Crow et al. or
GAPE) using a variety of input datasets, we next examined the robustness of these
common patterns using a human compendium. We compared SOPHIE percentiles from
different simulations using the same template experiment and found a very strong
correlation (R2 = 0.907), especially for high and low percentile genes (Figure 3.2D). The
genes in the middle percentiles are more sensitive to changes so the signal is less clear,
but this is not unexpected with rank-based analysis in gene expression, where small
changes near the middle of the distribution can produce large differences in rank. This
noise is more pronounced when we compare the percentiles generated using two
different template experiments (Figure 3.2E). Overall, we observe consistent common

60

DEG percentiles across different template experiments (R2=0.572). SOPHIE common
findings are robust to different runs and template experiments selected.

Figure 3.2: SOPHIE finds some common DEGs that are consistent across different
platforms and contexts.
A) Spearman correlation between gene percentiles using SOPHIE trained on Powers et
al. (array) using GSE11352 as a template (x-axis) versus percentiles using manually
curated experiments from Crow et al. (y-axis, same array platform but different context)
with significant over-representation of SOPHIE common DEGs in Crow et al. common
DEGs (p-value=1e-49). B) Spearman correlation between gene percentiles using
SOPHIE trained on recount2 (RNA-seq) using SRP012656 as a template (x-axis) versus
percentile using manually curated experiments from Crow et al. (y-axis, array) with
significant over-representation of SOPHIE common DEGs in Crow et al. common DEGs
(p-value=2e-15). SOPHIE can also easily extend to find common DEGs in different
organisms. C) Spearman correlation between gene percentile using SOPHIE trained on
the P. aeruginosa compendium (array) using E-GEOD-33245 as a template (x-axis)
versus percentile using manually curated experiments from GAPE. (y-axis) with
significant over-representation of SOPHIE common DEGs in GAPE common DEGs (pvalue=1e-139). SOPHIE findings are robust. D) Spearman correlation (R2 = 0.907)
between gene percentiles generated by SOPHIE using two runs of the same experiment
(SRP012656) and E) Spearman correlation (R2=0.572) between gene percentiles
generated by SOPHIE using two different template experiments (SRP012656 and
SRP061689).
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3.3.6 Commonly differentially expressed pathways identified by SOPHIE recapitulate
curation-derived ones
In addition to common DEGs, we also examined common differentially expressed
pathways. While there is some variation between the ranking of common DEGs,
grouping genes into pathways may find more robust common signals. For this analysis
we used a set of common differentially expressed pathways reported by Powers et al.
We calculated the percentile per pathway by how frequently enriched they were across
the 442 experiments. Then, similar to the previous analyses, we applied SOPHIE, using
the same Powers et al. data. We simulated 25 new experiments from the same template
experiment used previously (GSE11352) and calculated differential expression statistics
for each experiment. For this analysis, since we are focused on pathways, we then used
GSEA185 to identify pathways enriched in differentially expressed genes. We compared
the percentile of pathways determined using data simulated from SOPHIE with those we
calculated based on the reported by Powers et al. and found strong concordance (R2=
0.65, Figure 3.3A). SOPHIE recapitulated the commonly enriched pathways reported in
Powers et al, which used a manual curation approach.
SOPHIE can also be applied using other pathway analysis methods. We easily
extended SOPHIE to use multiple different enrichment methods (Figure 3.3B) and
examined the common findings. We selected 4 enrichment methods (GSEA, GSVA,
CAMERA, ORA) from Geistlinger et al.186 We selected methods if 1) they could be
applied to both RNA-seq and array data and 2) they covered a wide range of statistical
performance measures including runtime, the number of gene sets found to be
statistically significant and the type of method – self-contained versus competitive.
Overall, the percentile of common pathways enriched varied between enrichment
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methods, likely due to the different assumptions and modeling procedures (Figure 3.3C).
Therefore, scientists will need to use a method-specific common correction approach.
Similar to our analysis of common DEGs, compared to Powers et al., SOPHIE can
automatically identify commonly changed pathways. Additionally, SOPHIE can be easily
customized to use different enrichment methods depending on the analysis.

Figure 3.3: SOPHIE identifies the same commonly changed pathways previously found
using manual curation.
A) Correlation between pathway percentiles using our simulated method trained on
Powers et al. compendium (x-axis) versus percentiles obtained from Powers et al. (yaxis). B) Workflow describing how the SOPHIE pipeline can be easily extended to plug
in different enrichment methods. C) Correlation of pathway percentiles between different
enrichment methods (GSEA, GSVA, CAMERA, ORA) using RNA-seq data.
3.3.7 Common DEGs may correspond to hyperresponsive pathways
We next examined how the genes that are commonly differentially expressed are
related to previously reported transcriptional patterns to gain insight into the role of these
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common DEGs. We identified common DEGs using recount2, which is a heterogeneous
compendium of human gene expression data containing a range of different types of
experiments and tissue types. The recount2 data was decomposed into latent variables
(LV), representing gene expression modules, some of which were aligned with known
curated pathways, in prior work.139 In these latent variables, genes had some weighted
contribution, and we found that the median number of genes with non-zero weight was
2,824. We divided genes into a set of common DEGs, which were genes that were in the
60th percentile and above in our recount2 analysis (Figure 3.2B), and all other genes.
We found that the common DEGs had non-zero weight to roughly the same number of
latent variables as non-common DEGs (other genes) (Figure 3.4A, p-value = 0.239
comparing the median between gene groups). However, common DEGs were found
among the highest weights (the 98th percentile and above for each latent variable) for
fewer latent variables than other genes (Figure 3.4B, p-value=6e-119 comparing the
median number of highly contributing genes between common DEGs with other genes).
Taken together, these results suggest that common DEGs contribute to as many latent
variables as other genes (i.e. have a non-zero weight), but common DEGs occur less
frequently among the highest weight genes. Overall, the wide coverage across latent
variables but lack of high weight contributions suggests that common DEGs across
human experiments mainly contribute to a few pathways.
Given the small number of latent variables that common DEGs are high weight
in, one possibility for why these genes were commonly changed might be related to
membership in a few hyper-responsive pathways. Since these latent variables tend to be
associated with particular biological processes, we tested if there were any latent
variables, and thereby processes, that contained a large fraction of common DEGs. If
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there exist latent variables that were primarily composed of common DEGs, this might
lend insight into the role of commonly differentially expressed genes. For this analysis,
we ranked latent variables by the proportion of commonly shifted genes at the 98th
percentile and above. Overall, many of these latent variables were associated with
immune responses, signaling, and metabolism. One example latent variable, that
contained a high proportion of common DEGs compared to other genes (proportion of
common DEGs > 0.5), was LV61 (Figure 3.4C). This latent variable included pathways
related to immune response (Neutrophils), signaling (DMAP ERY2), and wound healing
(megakaryocyte platelet production).
We performed a similar analysis to examine common patterns in P. aeruginosa
data. Again, we leveraged an existing model. Tan et al. previously created a low
dimensional representation of the P. aeruginosa compendium using a denoising
autoencoder, called eADAGE, where some of the latent variables were found to be
associated with KEGG pathways and other biological sources of variation.135,136,187 Using
this existing eADAGE model, we created a gene-gene similarity network where the
correlation within the eADAGE representation was used to connect genes. After
performing a community detection analysis, we discovered that common DEGs, those
genes with high concordance between SOPHIE and GAPE, tended to cluster in fewer
communities compared to other genes (Figure 3.4D). Furthermore, common DEGs had
a slightly higher median degree in the eADAGE similarity network compared to other
genes (Figure 3.4E). These observations were consistent with an analysis that found a
set of virulence-related transcriptional regulators that target multiple pathways.188
Together, these data suggest that, like the patterns we observed in the human dataset,
there are relatively few communities that common DEGs changed genes contribute
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strongly to. These few communities containing common DEGs were highly connected to
other communities, again suggesting that certain pathways may be particularly
responsive to perturbations.

Figure 3.4: Common DEGs may contribute to a few hyperresponsive pathways.
A) Number of human PLIER latent variables (LVs) common DEGs and other genes are
present in (t-test p-value=0.239). B) Number of human PLIER latent variables common
DEGs and other genes have a high weight score in (t-test p-value=6.31e-119). C)
Distribution of top-weighted human genes in example LV61, which was found to contain
a high proportion of high weight common DEGs. D) The number of communities with at
least one commonly changed P. aeruginosa gene (purple) compared to the distribution
of the number of communities with at least one non-commonly changed gene across
1000 samplings (grey) with the total number of communities marked by the black dashed
line. E) Distribution of the degree of commonly changed P. aeruginosa genes (purple)
compared to other genes (grey).
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3.3.8 SOPHIE-identified common DEGs involved in, but not specific to, the carbon
catabolite repression system in P. aeruginosa
In general, differential expression analyses often aim to understand the genetic
causes and downstream consequences of gene expression. However, using traditional
p-values and log fold change criteria, such datasets often contain hundreds of genes,
many of which are secondary to changes in the phenotype of interest. Using SOPHIE,
we distinguish between common DEGs versus those that are specific to the context of
the experiment. As a test case, we examined the common and specific genes generated
using the template experiment E-GEOD-33245 which investigated the metabolic
decision-making process known as carbon catabolite repression, that is important for P.
aeruginosa pathogenicity189 (Figure 3.5A).
To separate common and context specific DEGs, we used the z-score that
compares the log2 fold change of a gene in a template experiment to the mean log2 fold
change of that same gene across the background set of experiments. A low z-score
indicated that there was no significant difference in how changed the gene was between
the template versus background set and therefore these genes were predicted to be
common DEGs.
Genes that had a low z-score, indicating a high likelihood of it being part of a
common response, were differentially expressed in many experiments across the P.
aeruginosa datasets: genes considered commonly differentially expressed by SOPHIE
and GAPE accounted for a substantial fraction of differentially expressed genes in ∆cbrB
and ∆crc comparisons respectively (Figure 3.5B). Both comparisons included the wellstudied genes pqsA, pqsE, nosZ, and ccoP2 as commonly differentially expressed. One
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differentially expressed gene in the ∆crc comparison with wildtype was arcB, an ornithine
carbamoyltransferase involved in the arginine deiminase pathway that produces
ornithine from arginine under low oxygen conditions. Based on SOPHIE analysis, this
gene had a z-score of 1.09 to suggest it is a commonly differentially expressed gene.
This assignment as a common DEG aligns well with the published GAPE analysis that
found arcB to be differentially expressed in 40 out of the 73 annotated P. aeruginosa
studies.
3.3.9 SOPHIE identified arginine catabolism genes as specific to components in the
carbon catabolite repression system
In addition to the identification of common DEGs, an orthogonal use of SOPHIE
can be applied when analyzing experimental conditions that uncover unrecognized but
specific genes of interest. In separating common and specific DEGs, SOPHIE can
highlight those that show modest, but specific changes that would be missed by
traditional DE analysis. This use is applicable to the carbon catabolite repression dataset
(E-GEOD-33245) which included investigations into multiple genetic components of the
same molecular pathway that collectively controls metabolic decision making. Ultimately,
this pathway determines the order of metabolite consumption. This decision process
depends on a complex molecular mechanism involving both transcriptional and
translational regulation that results in both direct and indirect effects on the
transcriptome respectively. A previous analysis by Sonnleitner et al.181 suggested that
the production of catabolic enzymes and transporters is controlled by the translational
co-repressor Crc (Figure 3.5A). In the presence of non-repressive carbon sources, the
CbrA kinase promotes activity of the CbrB transcriptional regulator, which directly
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modulates levels of the small RNA crcZ among other transcripts. In turn, crcZ
sequesters the Crc protein190 thereby enabling translation to occur.
We focused on the comparisons between WT and isogenic ∆cbrB and ∆crc
mutants from E-GEOD-33245 and sought to identify transcriptional changes specific to
one or the other regulator. In the absence of the transcription factor CbrB or the
translational co-repressor Crc, 156 and 149 genes were differentially expressed
(|log2FC| > 1, FDR-adj p-value < 0.05), respectively, relative to wild type. To select
context-specific DEGs, we again used the z-score that compared the log2 fold change of
a gene in a template experiment compared to the mean log2 fold change of that same
gene across the background set of experiments, this time selecting for large z-scores. If
a z-score was large, then the gene is more differentially expressed in the template
experiment compared to the background set of experiments and therefore predicted to
be specific to the template experiment. In our case, we selected genes that had a large
z-score and that were specific in one condition versus the other, so our z-scores were
not necessarily the largest overall. Depending on the use case, scientists will need to
determine which z-scores are large enough given the contextual constraints to consider.
SOPHIE revealed genes involved in aerobic arginine metabolism (argA) and
arginine transport (aotJQMP) changed by less than 2-fold in both samples. However,
although CbrB and Crc are part of the same metabolic regulatory pathway, the specificity
(high ranked z-score) was high in ∆cbrB but not ∆crc. Broadly, genes regulated by the
arginine responsive regulator ArgR were more specific to deletion of cbrB than crc
(Figure 3.5C).191 We constructed P. aeruginosa strain PA14 mutants ∆cbrB and ∆crc and
found that only ∆cbrB was defective for growth on arginine likely the result of defective
transport or catabolism (Figure 3.5D). This result supports the model that arginine
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metabolism is specifically regulated by CbrB, consistent with published data by other
studies192,193, and highlights the utility of SOPHIE to drive the prioritization of genes for
follow-up analysis of candidate differentially expressed genes. This method is
particularly powerful for those genes that do not change very much but do so more than
in the background simulated experiments (i.e. specific genes). It is appreciated that
small expression changes can have biological significance, but we often choose not to
pursue these genes because it is more difficult to study and follow low expression
changes. However, SOPHIE provides strong confidence scores that highlight biologically
important, but less studied genes for further analysis. By leveraging publicly available
data, SOPHIE identified candidate specific genes. Independently, we experimentally
validated that these genes played a specific role in the context of the template
experiment. SOPHIE can therefore successfully predict biologically relevant gene targets
that further our mechanistic understanding and drive future analyses.
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Figure 3.5: SOPHIE can identify genes with specific expression shifts in experiments.
A) Model of CbrAB system. Volcano plot with log2 fold change versus adjusted p-values
for B) WT vs cbrB mutant and WT vs crc mutant. The darker hue indicates a higher z70

score and therefore higher specificity for the context being tested. C) Plot with log2 fold
change in cbrB mutant context on the x-axis and difference in z-score in cbrB and crc
mutant contexts on the y-axis. So changes that are specific to cbrB have positive yvalues and changes specific to crc have negative y-values. D) Growth curves for P.
aeruginosa in 10 mM arginine using WT (black), cbrB mutant (filled red), cbrB mutant
with an empty expression vector (empty red), cbrB mutant with extrachromosomal
complementation (pink), and crc mutant (yellow). Note: cbrB and crc were removed
when plotting panels B and C.

3.4 Discussion
We introduce an approach, SOPHIE, named after one of the main characters
from Hayao Miyazaki’s animated film Howl’s moving castle. Sophie’s outward
appearance as an old woman, despite being a young woman that has been cursed,
demonstrates that initial observations can be misleading. This is the idea behind out
approach, which allows users to identify specific gene expression signatures that can be
masked by common background patterns.
SOPHIE automatically identified commonly differentially expressed genes and
pathways using public gene expression compendia. SOPHIE returned consistent genes
and pathways, by percentile, compared to previous results using both human158,159,162
and bacterial135 datasets. SOPHIE also found that many common DEGs were consistent
across contexts and platforms. Furthermore, experimental validation confirmed a group
of genes that SOPHIE predicted to show context-specific differential expression. In
contrast to using a manually curated dataset, SOPHIE can be easily extended to
generate a background distribution of experiments for any organism with public data
available. These background experiments define a set of genes and pathways that are
commonly changed across many different experimental conditions. These background
sets of changes, provide context to individual experiments, highlighting specific gene
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expression changes and thus giving insight into mechanisms relevant to specific
contexts including disease conditions.
Compared to prior work using manually curated datasets, which required
laborious manual grouping158,159,184, SOPHIE demonstrates consistent results but using
an automated process. In short, SOPHIE identifies the same common patterns but in a
fast and scalable way. However, there was a subset of genes that were specifically
differentially expressed using SOPHIE but not found using the manually curated
background. In one case, SOPHIE is using RNA-seq while the manually curated data is
based on hybridization technology (microarray). Some initial experiments showed that
this inconsistency is likely due to platform differences and how the VAE handled these
two different data types. Overall, SOPHIE results are consistent with previous findings
regardless of platform, but we also identified differences that might indicate there exists
a hierarchy of common changes depending on the platform.
Building on the discovery of these common signals, we also examined the
potential role of these commonly differentially expressed genes. These common DEGs
appear to contribute to a small number of hyperresponsive pathways (Figure 3.4). This
supports the observation that genes found to be differentially expressed across different
contexts may not be informative about the experimental manipulation of interest.
Therefore, considering specificity can be complementary to using log fold change activity
to study biological processes.
SOPHIE is a general approach relying on generative neural networks. Depending
on the data type, there likely exists some optimal neural network architecture that
preserves the underlying structure in the data. In our case, we examine SOPHIE with a
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VAE. VAEs can inappropriately reduce the variance in the data due to the normality
assumption153, potentially affecting the number of DEGs. However, while this limitation is
known, Lee et al.176 demonstrated that VAEs can still produce realistic experiments in
this context. Based on this limitation, we used SOPHIE with percentile ranks, aligning
with prior work from Crow et al.159, instead of raw values to identify common DEGs.
While using a VAE was successful at allowing us to identify common DEGs in our
SOPHIE framework, other generative neural networks may be superior and future work
is needed to optimize and assess different types of generative neural networks to
determine what model is most appropriate for a given dataset, data type, or
measurement platform.
One limitation is that our template experiments are comprised of two conditions,
but there are many different types of experiments (e.g. time course). To determine if
common DEGs vary based on experiment design, we would need to curate more
experiments testing different experimental designs and determine how to group samples
to perform a differential expression analysis or develop a new metric to define how many
genes change. Another limitation to our study is that ponyo uses a random linear shift to
simulate experiments. While this linear shift is using a location drawn from the known
distribution of gene expression data, this shift currently doesn’t allow us to vary or shift
along certain axes, such as tissue type or drug. If ponyo could be extended to simulate
background experiments along a specific axis, like tissue type or drug. To ask if there
are different sets of common DEGs that come up as we vary along specific axes, we
would need to have a deeper understanding of the structure of the latent space and what
is being captured. These questions can help lead to an improved understanding of
common signals and the type of correction that might be needed.
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SOPHIE is a powerful approach that can be used to drive how we study
mechanisms underlying different cellular states and diseases. With SOPHIE, we can
identify common DEGs that might be useful for diagnostic194 and detection195 purposes.
We can also identify specific signals that point to possible treatment options196. In
general, studies trying to uncover these genetic mechanisms tend to focus on prominent
biological signals – those genes that are strongly differentially expressed. However, with
SOPHIE we can start to glean information about those genes that are subtle but
specifically relevant to the biology in question. Overall, SOPHIE is a practice that can
complement existing traditional analyses to separate specific versus common
differentially expressed genes and pathways. These context-specific genes and
pathways include both subtle changes that are largely unexplored and prominent
changes that might point to areas of treatment and biomarker development. In general,
SOPHIE can easily be applied across a range of different datasets to help drive
discovery and further understanding of mechanisms.
The best way to use SOPHIE in practice will depend on the scientific question
and the ease with which leads can be validated. The software associated with this paper
is available on github (https://github.com/greenelab/generic-expression-patterns) and
users can modify the notebooks for their own analysis following the instructions in the
README file.
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3.5 Methods
3.5.1 Gene expression datasets
We used four complementary gene expression compendia in this work. Three
were sets of assays of human samples, two via microarray and the other via RNA-seq
profiling. The fourth was a collection from the microbe Pseudomonas aeruginosa.
The first human compendium that we used contains gene expression data from Crow et
al.159 We downloaded the dataset from Gemma on (March 20, 2021). Gemma contains
public gene expression data primarily from GEO. Samples were selected using GEO
accession number. These samples were measured on the GPL570 (Affymetrix Human
Genome U133 Plus 2.0 Array) platform, testing at least one condition and reporting at
least one differentially expressed gene. Samples were processed using the rma library
to convert probe intensity values from the .cel files to log2 base gene expression
measurements, and these gene expression values were then log10 transformed to
account for the large spread of the data and then normalized to 0-1 range per gene. We
also had to remove a subset of genes and samples that contained NaNs, where the data
was not available. This resulted in an expression matrix that contains 7,130 genes and
32,082 samples.
The first human compendium that we used contains gene expression data from
Powers et al.158 We downloaded the dataset from synapse on (October 7, 2020). This
dataset contains samples from the GEO measured on Affymetrix Human Genome U133
Plus 2.0 Array. Samples were selected based on the following criteria: having at least 2
replicates per condition and containing a vehicle control. The dataset included 442
experiments testing the response of small-molecule treatments in cancer cell lines.
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Samples were processed using the rma library to convert probe intensity values from the
.cel files to log2 base gene expression measurements, and these gene expression
values were then normalized to 0-1 range per gene. This resulted in an expression
matrix that contains 6,763 genes and 2,410 samples.
The second human compendium that we used includes human RNA-seq data
from recount2.162 We downloaded all SRA data in recount2 as
RangedSummarizedExperiment (RSE) objects for each project id using the recount
library in Bioconductor (version 1.12.0). Raw reads were mapped to genes using RailRNA197, which includes exon-exon splice junctions. Each RSE contained counts
summarized at the gene level using the Gencode v25 (GRCh38.p7, CHR) annotation
provided by Gencode.198 These RSE objects include coverage counts as opposed to
read counts, so we applied the scale_counts function to scale by sample
coverage (average number of reads mapped per nucleotide). The compendium
contained 49,651 samples with measurements for 58,129 genes. Our goal was to
compare percentiles with ones provided by Crow et al.1, which required us to map the
ensembl gene ids in recount2 to HGNC symbols. We used the intersection of genes
between the recount2 and Crow et al. sets. This resulted in a gene expression matrix of
49,651 samples and 17,755 genes. We then normalized gene expression values to a 0-1
range per gene. This recount2 compendium contained a heterogeneous set of gene
expression experiments – 31 tissue types (i.e. blood, lung), 57 cell types (i.e. stem,
HeLa), multiple experimental designs (i.e. case-control, time-series).
The last compendium contained P. aeruginosa gene expression data that was
collected and processed as described in Lee et al.176 The dataset was originally
downloaded from the ADAGE135 GitHub repository
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(https://github.com/greenelab/adage/tree/master/Data_collection_processing). Raw
microarray data (measured on the release of the GeneChip P. aeruginosa genome array
and the time of data freeze in 2014) were downloaded as .cel files. Then rma was used
to convert probe intensity values from the .cel files to log2 base gene expression
measurements. These gene expression values were then normalized to 0-1 range per
gene. The resulting matrix contained 989 samples and 5,549 genes that represent a
wide range of gene expression patterns including characterization of clinical isolates
from cystic fibrosis infections, differences between mutant versus WT, response to
antibiotic treatment, microbial interactions, and the adaptation from water to GI tract
infection.
3.5.2 SOPHIE: Specific cOntext Pattern Highlighting In Expression
Simulate gene expression experiments using ponyo: Our simulation applied the
experiment-level simulation approach from Lee et al.176 The configuration of the VAE we
used was the same as in this previous publication – 2,500 features in the hidden layer
and 30 latent space features. Each layer used a rectified linear unit (ReLU) activation
function to combine weights from the previous layer. We performed a 75:25 split of the
data for training and validation. The hyperparameters were manually adjusted based on
a visual inspection of the validation loss outputs. Our optimal hyperparameter settings
were: learning rate of 0.001, a batch size of 10, warmups set to 0.01. We trained 3 VAE
models using Crow et al. (10 epochs), recount2 (40 epochs), Powers et al. (40 epochs),
and the P. aeruginosa (100 epochs) compendia.
We selected a template experiment from our compendium (SRP012656 from
recount2, GSE10281 from Crow et al., GSE11352 from Powers et al., and E-GEOD77

33245 from P. aeruginosa). For the most part, the selected template experiments are
assumed to come from a similar distribution as our background compendium. We
simulated a new experiment by linearly shifting the selected template experiment to a
new location in the latent space. This new location was randomly sampled from the
distribution of the low dimensional representation of the trained gene expression
compendium. The vector that connects the template experiment and the new location
was added to the template experiment to create a new simulated experiment. This
process was repeated 25 times to create 25 simulated experiments based on the single
template experiment. In general, we found that downstream statistical results were
robust to different numbers of simulated experiments so we used 25 experiments to
compromise on the runtime of the downstream analyses.
Differential expression analysis: For the recount2 compendium we used the DESeq
module in the DESeq2 library199 to calculate differential expression values for each gene
comparing the two different conditions in the selected template experiment
(SRP012656). The template experiment contained primary non-small cell lung
adenocarcinoma tumors and adjacent normal tissues of 6 never-smoker Korean female
patients. The differential expression analysis compared tumor vs normal. Following a
similar procedure for the array-based datasets (the Crow et al. compendium, the Powers
et al. compendium and P. aeruginosa compendium) we used the eBayes module in the
limma library169 to calculate differential gene expression values for each gene. The
output statistics include log2 fold change between the two conditions tested and p-values
adjusted by Benjamini-Hochberg’s method to control for false discovery rate (FDR). The
template experiment we used for the Crow et al. compendium is GSE10281, which
examined the expression profiles of breast cancer cells treated with Letrozole. The
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template experiment we used for the Powers et al. compendium is GSE11352, which
examined the transcriptional response of MCF7 breast cancer cells to estradiol
treatment. So the differential expression analysis compared samples untreated versus
treated. The template experiment we used to the P. aeruginosa compendium is EGEOD-33245, contained multiple comparisons examining the CbrAB system. The two
we focused on for our analysis compared WT vs cbrB and crc mutants in LB media.
For the P. aeruginosa experiment, differentially expressed genes were those with FDR
adjusted cutoff (using Benjamini-Hochberg correction) < 0.05 and log2 absolute value
fold-change >1, which are thresholds frequently used in practice.
Calculate specificity of each gene (z-score): Using the association statistics from the
differential expression analysis, we calculated a score to indicate if a gene was
specifically differentially expressed in the template experiment. We calculated a z-score
for each gene using the following formula:
𝑧 − 𝑠𝑐𝑜𝑟𝑒 𝑜𝑓 𝑔𝑒𝑛𝑒 𝐴 =
𝑙𝑜𝑔2 𝐹𝐶 𝑔𝑒𝑛𝑒 𝐴 𝑖𝑛 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡− 𝑚𝑒𝑎𝑛(𝑙𝑜𝑔2 𝐹𝐶 𝑔𝑒𝑛𝑒 𝐴 𝑖𝑛 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑠)
𝑣𝑎𝑟(𝑙𝑜𝑔2 𝐹𝐶 𝑔𝑒𝑛𝑒 𝐴 𝑖𝑛 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑠)

Higher z-scores indicate a gene is specifically differentially expressed in the template
experiment in reference to the null set of experiments (i.e. 25 simulated experiments).
This z-score is meant to guide scientists to select genes of interest. These genes could
be the most specific gene (i.e. the genes with the highest z-scores) or it may be specific
genes but those that follow other additional constraints and so the z-scores aren’t
necessarily the highest.
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3.5.3 Enrichment analysis (EA)
The goal of EA is to detect coordinated changes in prespecified sets of related
genes (i.e. those genes in the same pathway or share the same GO term).
Our primary method was GSEA, for which we used the fgsea module from the fgsea
library.185,200 The method first ranks all genes based on the DE association statistics. In
this case, we used the log2 fold change. An enrichment score (ES) is defined as the
maximum distance from the middle of the ranked list. Thus, the enrichment score
indicates whether the genes contained in a gene set are clustered towards the beginning
or the end of the ranked list (indicating a correlation with the change in expression). The
statistical significance of the ES is estimated by a phenotypic-based permutation test to
produce a null distribution for the ES (i.e. scores based on permuted phenotype). Each
pathway was output with statistics including a Benjamini-Hochberg adjusted p-value.
The pathways used in this analysis were the Hallmark pathways for the Powers et al.
compendium
Other methods we used included: Gene Set Variation Analysis (GSVA)201,
Correlation Adjusted Mean Rank gene set test (CAMERA)202, and Over-Representation
Analysis (ORA). GSVA is a self-contained gene set test that estimates the variation of
gene set enrichment over the samples independent of any class label. We used the gsva
function from the gsva library. CAMERA is a competitive gene set test that performs the
same rank-based test procedure as GSEA but also estimates the correlation between
genes instead of treating genes independently. For CAMERA, we used the camera
function that is part of the limma library.155 Last, ORA is a method that uses the
hypergeometric test to determine if there a significant over-representation of a pathway
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in the selected set of DEGs. Here we used the clusterProfiler170 library but there are
multiple options for this analysis.
3.5.4 Comparison of gene percentiles
We wanted to compare the percentile of human genes identified using
SOPHIE (trained on Crow et al., Powers et al. and recount2 datasets) with the
percentile found from Crow et al., which identified a set of genes as common DEGs
based on how frequently they were found to be DE across 635 manually curated
experiments. In their paper, they ranked genes as 0 if they were not commonly DE
and 1 if there were commonly DE. Our genes were ranked from 1 to 17,754 based
on their median absolute log2 fold change value across the 25 simulated
experiments. We linearly scaled the gene ranks to be a percentile from 0 to 100.
Finally, we applied Spearman correlation to compare the percentile for each gene
(Figure 3.1B, 3.2A, 3.2B).
We performed this same correlation analysis comparing SOPHIE trained on
the P. aeruginosa compendium with percentiles generated from the GAPE project
from the Stanton lab (https://github.com/DartmouthStantonLab/GAPE).184 The
GAPE dataset contained ANOVA statistics generated for 73 P. aeruginosa
microarray experiments using the Affymetrix platform GPL84. We downloaded the
differential expression statistics for 73 array experiments from the associated
repository
(https://github.com/DartmouthStantonLab/GAPE/blob/main/Pa_GPL84_refine_ANO
VA_List_unzip.rds). For each experiment, we identified differentially expressed
genes using log2 fold change > 1 and FDR < 0.05. We then calculated the
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percentile per gene based on the proportion that they were found to be differentially
expressed. We compared these GAPE percentiles against those found by SOPHIE
(Figure 3.2C).
We also compared percentiles of genes amongst two SOPHIE-generated
results. This included comparing percentiles generated from two SOPHIE runs
using the same template experiment (Figure 3.2D) and SOPHIE generated for two
different template experiments (Figure 3.2E).
3.5.5 Comparison of pathway percentiles
We wanted to compare the percentile of pathways identified using SOPHIE
(trained on Powers et al., Crow et al., and recount2 datasets) with the percentile based
on the Powers et al. data. There was no pathway ranking provided in the publication, so
we defined a reference ranking by calculating the fraction of the 442 experiments that a
given pathway was found to be significant (FDR corrected p-value using BenjaminiHochberg method <0.05) and used these rank pathways and then converted the ranking
to a percentile as described above. We used
the Hallmarks_qvalues_GSEAPreranked.csv file
from https://www.synapse.org/#!Synapse:syn11806255. The file contains the q-values
for the test: given the enrichment score (ES) of the experiment is significant compared to
the null distribution of enrichment scores, where the null set is generated from permuted
gene sets. Our percentile is based on the median Benjamini-Hochberg adjusted p-value
across the simulated experiments. We compared our percentile versus the reference
percentile using the Spearman correlation. We only show the comparison of SOPHIE
trained on Powers et al., but not Crow et al., or recount2.
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3.5.6 Latent variable analysis
The goal of this analysis was to examine why genes were found to be commonly
differentially expressed – we sought to answer the question: are common DEGs found in
more Pathway-Level Information ExtractoR (PLIER) latent variables (LV)139 compared to
specific genes? The PLIER model performed a matrix factorization of the same recount2
gene expression data to get two matrices: loadings (Z) and latent matrix (B). The
loadings (Z) were constrained to aligned with curated pathways and gene sets specified
by prior knowledge to ensure that some but not all latent variables capture known
biology. For this analysis, we focused on the Z matrix, which is a weight matrix that has
dimensions 6,750 genes by 987 LV. For this analysis, common DEGs were above the
60th percentile (approximately the top 40% of genes were selected based on the
distribution seen in Figure 3.4B) using the SOPHIE trained on recount2. We calculated
the coverage of common DEGs versus other genes across these PLIER latent variables.
For each gene we calculated two values: 1) how many LVs the gene was present in (i.e.
has a nonzero weight value according to the Z matrix), 2) how many LVs the gene was
high weight in, using the 98th quantile for the LV distribution as the threshold.
3.5.7 Network analysis
In order to examine associations between common differentially expressed
genes and pathways or functional modules in P. aeruginosa, we constructed a network
of gene-gene interactions. Nodes in this network represent P. aeruginosa genes, and
edges represent correlations between the eADAGE weight vectors of the two genes they
connect. We constructed the network using the ADAGEpath R package, described in
more detail in the associated manuscript.135 To form the final network, we removed all
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edges (correlations) with a value between -0.5 and 0.5, and took the absolute value of
the remaining edges (so negative edge weights became positive).
There are many existing methods to partition a network into well-connected, nonoverlapping subnetworks, often referred to as communities. Using our gene similarity
network, we sought to answer the question: Do common DEGs tend to occupy fewer
network communities than a similar set of random genes, or do they tend to spread out
across comparatively many communities? We chose two representative methods to
divide the network into communities: (1) the Louvain method203, as implemented in the
python-igraph package204, and (2) the "planted partition" model205 (data not shown), as
implemented in the graph-tool Python package45. In order to make a meaningful
comparison between common and non-common DEGs, we sampled an equal number of
both gene categories. This meant that the non-common DEGs were approximately
degree-matched with the common DEGs (i.e., for each commonly changed gene we
sampled a specific differentially expressed gene with approximately the same network
degree). We performed this sampling procedure 1000 times. We then counted the
number of communities containing at least one commonly changed gene and compared
this count to the distribution across the 1000 samples of the number of communities
containing at least one sampled non-commonly changed gene.
In addition, we used the same eADAGE gene similarity network to compute
several metrics describing individual network nodes, which we then compared between
common and non-common DEGs. For both sets of genes, we calculated: (1) node
degree, (2) edge weight, (3) betweenness centrality206 (4) PageRank centrality207. For
each of these metrics, we used the implementations in the graph-tool Python package.
In contrast to the other metrics, betweenness centrality treats edge weights as "costs"
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(lower = better, as opposed to correlation or similarity measures where higher = better),
so for the betweenness centrality calculation we transformed all edge weights by setting
edge cost = 1 - correlation.
3.5.8 Strain Construction
Plasmids for making in-frame deletions of cbrB and crc were made using a
Saccharomyces cerevisiae recombination technique previously described.208 The
arabinose-inducible cbrB expression vector was made using Gibson cloning.209 All
plasmids were sequenced at the Molecular Biology Core at the Geisel School of
Medicine at Dartmouth and maintained in E. coli. In frame-deletions constructs were
introduced into P. aeruginosa by conjugation via S17/lambda pir E. coli. Merodiploids
were selected by drug resistance and double recombinants were obtained using sucrose
counter-selection and genotype screening by PCR. The cbrB and empty expression
vectors were introduced into P. aeruginosa by electroporation and selected by drug
resistance.
3.5.9 P. aeruginosa experiment
Bacteria were maintained on LB (lysogeny broth) with 1.5% agar. For strains
harboring expression plasmids, 300 ug/mL Carbenicillin or 60 ug/mL Gentamycin was
added. Yeast strains for cloning were maintained on YPD (yeast peptone dextrose) with
2% agar. Planktonic cultures (5 mL) were grown on roller drums at 37° from single
colonies for 16 h in LB (under antibiotic selection for the appropriate strains). The 16 h
LB cultures were normalized to OD600 nm = 1 in 2 mL, and a 250 µL aliquot of the
normalized culture was used to inoculate three 5 mL cultures of M63 medium containing
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10 mM arginine as a sole carbon source under inducing conditions (0.2% arabinose) for
a starting OD600 nm = 0.05. Inoculated cultures were grown at 37° C on the roller drum
and cellular density (OD600 nm) was monitored using a Spec20 every hour for 8 hours.
Each data point is representative of the average of the 3 replicates per day for 3
independent days.
3.5.10 Software
All scripts used in these analyses are available in the GitHub repository
(https://github.com/greenelab/generic-expression-patterns) under an open-source
license to facilitate reproducibility of these findings (BSD 3-Clause). We will archive this
repository upon manuscript acceptance to Zenodo or a similar repository, and add the
citation and persistent identifier here. The repository’s structure is described in the
Readme file. The notebooks that perform the validation experiment for common DEGs
and pathways can be found in “human_general_array_analysis” (SOPHIE trained on
Crow et al.), “human_general_analysis” (SOPHIE trained on recount2),
“human_cancer_analysis” (SOPHIE trained on Powers et al.), and
“pseudomonas_analysis” (SOPHIE trained on the P. aeruginosa compendium)
directories. The notebooks that explore why genes are commonly differentially
expressed can be found in “LV_analysis” directory. The notebooks for the network
analysis can be found in the “network_analysis” directory. All supporting functions to run
these notebooks can be found in “generic_expression_patterns_modules” directory. The
virtual environment was managed using conda (version 4.6.12), and the required
libraries and packages are defined in the environment.yml file. Additionally, scripts to
simulate gene expression experiments using the latent space shifting approach are
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available as a separate module, called ponyo, and can be installed from PyPi
(https://github.com/greenelab/ponyo). The Readme file describes how users can re-run
the analyses associated with this manuscript or analyze their own data using this
method. An example of how to apply SOPHIE to a new dataset can be found in
“new_experiment” directory. All simulations were run on a CPU.
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CHAPTER 4
Compendium-wide analysis of P. aeruginosa core and accessory genes reveal
more nuanced transcriptional patterns
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Contributions:
In this paper, I was the first author. Specifically, I implemented and evaluated the
genome-wide correlation approach to examine core and accessory transcriptional
relationships across Pseudomonas aeruginosa strain types. The other co-authors
contributed as specified above.
4.1 Abstract
Strains of Pseudomonas aeruginosa, an opportunistic pathogen that causes difficult to
treat infections, have significant genomic heterogeneity including the presence of diverse
accessory genes that are only present in some strains or clades. Both core genes, which
are conserved across strains, and accessory genes have been associated with traits
such as biofilm formation and virulence. Much of what we know about core and
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accessory gene content comes from genome analyses. Here, we use a newly
assembled transcriptome compendium to analyze the transcriptional patterns of core
and accessory gene expression in PAO1 and PA14 strains across thousands of samples
from hundreds of distinct experiments. We found that a subset of core genes were
stable, having consistent correlated expression patterns across samples regardless of
strain background, with a focus on strains PAO1 and PA14. These stable core genes
had fewer co-expressed neighbors that were accessory genes.
4.2 Significance
Pseudomonas aeruginosa is a ubiquitous pathogen. There is a lot of diversity amongst
P. aeruginosa strains, some which are clinically relevant. Understanding how these
different strain-level traits manifest is important for identifying targets that regulate
different traits of interest. With the availability of a PAO1-mapped and PA14-mapped
RNA-seq compendium, which contain hundreds of strains, it is now possible to examine
the effect of different strains on expression, which can mediate different traits. In this
study we developed an approach to compare expression profiles across different P.
aeruginosa gene groups – core and accessory genes. This approach revealed a subset
of core genes with different transcriptional patterns across strains, which could
contribute to trait differences.
4.3 Introduction
Pseudomonas aeruginosa is a gram-negative bacterium that is able to thrive in a
variety of different abiotic environments including soil and water, and live in association
with plants and animals.210 P. aeruginosa is also an opportunistic human pathogen that
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is frequently implicated in hospital-acquired infections211,212 and is a particular concern
for immunosuppressed and vulnerable individuals213,214.
Amongst the P. aeruginosa strains, there is much phenotypic diversity. Clinical
and environmental strains exhibit varying capacity for biofilm formation215,216, levels of
antibiotic susceptibility217,218, metabolic profiles219 and differences in virulence factor
production220. Some strains can also perform environmental biotransformations, which
are chemical modifications.221,222 This Strain-level phenotypic diversity is reflected in its
genetic diversity; the P. aeruginosa genome contains both conserved core genes and
strain-specific accessory genes.116,223 A phylogenetic analysis across 1,311 strains,
using only core genes, divided P. aeruginosa strains into five major lineages116. Within
these five lineages there were two predominant lineages that most strains belonged to –
PAO1 and PA14.117 Compared to strain PAO1, strain PA14 was found to be more
virulent in a number of model systems.224,225 Comparative genomic studies found that
this difference in virulence has been attributed to the presence or expression of
accessory genes121,224,226–228 and core genes225,227,229. There were also distinct surfacesensing circuits that contributed to differences in cell surface attachment in different
strain backgrounds.230–232 These data highlight how the same factors can be deployed in
different ways.
Strain-level differences between PAO1 and PA14 lineages have predominantly
been studied based on genetic composition.121,224–227,229–232 However, how genetic
differences translate into differences in the transcriptome and ultimately phenotypes is
not well understood. The many transcription factors (TFs) and other transcriptional
regulatory elements found in P. aeruginosa control the expression of many gene
products that mediate various different traits72,233 such as virulence234–236 and these can
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vary across strains. For example, a study by Sana et al. found a set of core genes that
were differentially expressed in PAO1 compared to PA14.237 Many of these genes were
involved in quorum sensing, which is a cell-cell signaling communication system that
regulates many virulence factors.238 For another example, within the type III secretion
system (T3SS), which is a virulence determinant that allows P. aeruginosa to deliver
toxic effector proteins to host cells. Strains PAO1 and PA14 both secrete effectors ExoT
and ExoY, but they also differ in that PAO1 secretes ExoS and PA14 secretes ExoU.239
The production of these accessory virulence factors was found to be regulated by strainspecific response regulators240 and shared regulators, like ExsA241. The secretion of
ExoU was found to increase lethality in mice more than ExoS.242 Overall, ExoS and
ExoU effect different host pathways.243
In general, transcriptional regulatory networks are known to be versatile across
P. aeruginosa strains240; this versatility was observed across strains within a single
species in other microbes as well244–246. These network differences between strains were
due, in part, to the accessory genome – there were some strain-specific TFs, target
genes (i.e. exoS and exoU) and TF-target gene interactions.240,244,245 Overall, the above
examples demonstrated that both core and accessory regulation affect strain-level traits,
like virulence. While the existence of the core and accessory genome has been known,
how different genomic backgrounds affect transcriptional profiles remains to be explored.
Extending the findings from Trouillon et al., who found that there existed some
conserved and some different regulatory interactions between PAO1 and PA14, we can
examine the downstream transcriptional patterns across PAO1 and PA14, accounting for
the different gene groups.

91

In this paper we examined the transcriptional patterns within and between P.
aeruginosa core and accessory genes using compendia of expression data from the two
most profiled strain types, PAO1 and PA14 (Doing et al., co-submitted manuscript45).
While most studies focused on only a single condition when studying core and
accessory transcription118–122, we demonstrated that transcriptional patterns for core and
accessory gene can be elucidated by comparing expression across many experiments
performed by different labs which complements studies that examine individual
experiments alone.37,54,60,81,83 Leveraging newly formed P. aeruginosa RNA-seq
compendia created by Doing et al., co-submitted manuscript,45 in which 2,333 RNA-seq
samples were aligned to both PAO1 and PA14 cDNA reference genomes, we found that
amongst core genes, there exists a subset that exhibit stable transcriptional patterns
across strain type, while others differ substantially. The most stable core genes are less
often co-expressed with accessory genes compared to the least stable core genes. By
enabling a more nuanced understanding of transcriptional behavior across P.
aeruginosa strains, the RNA-Seq compendium helps to further elucidate differences in
how genes in P. aeruginosa are regulated and contribute to phenotypic diversification.
4.4 Results
4.4.1 PAO1 and PA14 compendia contain diverse collection of experiments
We generated transcriptomics compendia using 2,333 recently downloaded,
filtered and normalized public P. aeruginosa RNA-seq samples assembled by Doing et
al., co-submitted manuscript.45 All samples in the dataset were separately aligned to
both a PAO1 cDNA reference and a PA14 cDNA reference genome, regardless of strain
annotation. For accessory genes that were specific to either PAO1 or PA14, provided by
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the BACTOME website247, we calculated the median expression for each sample (Figure
4.1A). The PAO1 specific-gene set values were calculated using the PAO1-mapped
RNA-seq compendium and the PA14 specific gene set values were calculated using the
PA14-mapped RNA-seq compendium. When all samples were plotted based on median
expression of PAO1- and PA14- specific genes, it was clear that most samples had high
expression of only one strain-specific set. Strain annotations in SRA entries were
present for approximately 70% of samples, and these annotations strongly supported the
use of accessory gene expression as a predictor of strain identity (Figure 4.1A). A
threshold was applied to the median expression of each set of strain-specific accessory
genes. This threshold was determined based on the distribution of accessory gene
expression in samples annotated as either PAO1 or PA14 (insets in Figure 4.1B and C,
respectively) to identify whether other samples were obtained from strains that are either
PAO1-like, PA14-like, or distinct from both (e.g., clinical isolates). Using these cutoffs, a
strain PAO1 sample compendium, with 890 samples (Figure 4.1B), and a strain PA14
sample compendium, with 505 samples (Figure 4.1C), were created.
Both the PAO1 and PA14 sample compendia represent diverse transcriptional
phenotypes. Both compendia contained experiments using different media, with LB
(51% of strain PAO1 experiments and 39% of strain PA14 experiments) as the
predominant medium in both (Figure 4.1D). Many experiments relied on genetic
manipulations that targeted genes related to multiple different functions and pathways
(Figure 4.1E) but, interestingly, the KEGG pathway annotations for manipulated genes
showed that the three largest categories for both the PAO1 and PA14 compendia were
biofilm, quorum sensing and two component systems, suggesting commonalities among
the functions of genes that researchers have interrogated in each strain.
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Despite the genomic differences between PAO1 and PA14 strains, the
differences in the transcriptome within each strain across many the contexts (e.g. growth
conditions, genetic manipulations or other mutations) is much greater than the
differences between strains (Figure 4.1F). The centroid difference between PAO1
transcriptomes and PA14 transcriptomes mapped to the PAO1 reference is 25 (30 using
the PA14 reference, data not shown), which is smaller compared to the spread of the
samples within each strain-specific compendium (6259 for PAO1 and 5126 for PA14
transcriptomes using the PAO1 reference for read mapping; 6125 for PAO1 and 6051 for
PA14 transcriptomes using the PA14 reference for read mapping). This diversity among
samples for each strain indicated the value of using these types of gene expression
compendia to identify similarities and differences in transcriptional patterns between
PA14 and PAO1 across the many contexts that have been studied.
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Figure 4.1: Creation and composition of PAO1 and PA14 compendia.
A) Median accessory gene expression of all samples mapped to PAO1 and PA14
reference strains, as described in Doing et al., co-submitted manuscript B) Median
accessory gene expression of samples in the PA14 compendium with the inset plot
showing the distribution of accessory expression in PA14 SRA-annotated samples
versus non-PA14 SRA-annotated samples. C) Median accessory gene expression of
samples in the PAO1 compendium with the inset plot showing the distribution of
accessory expression in PAO1 SRA-annotated samples versus non-PAO1 SRAannotated samples. D) Media or groups of media used by experiments across the two
compendia, E) The KEGG pathway(s) associated with genes perturbed (i.e., genes
‘knocked-out’ / 'knocked-down’ or over-expressed) in experiments, compared across the
two compendia. There are some experiments that did not perturb any gene and there
are also some genes that did not have a KEGG annotation – these are not displayed. F)
PCA of PAO1 and PA14 compendia aligned to PAO1 reference (the same structure is
seen using the PA14 reference, data not shown).
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4.4.2 Certain core genes and pathways are transcriptionally stable across strain types
We first examined the transcriptional relationship between core genes. Since
core genes are shared by both strain types, we asked: do core genes have similar
correlation profiles between the two strain types? Because the PAO1 sample
compendium and the PA14 sample compendium are comprised of different sets of
experiments, we couldn’t directly correlate gene expression profiles so instead we
assessed a second-order correlation to determine transcriptional stability across strains.
Here we defined transcriptional stability as the similarity of transcriptional neighbors
between homologous core genes in the two compendia - i.e. two homologous core
genes are similar if they are most closely correlated with the same set of genes. To do
so, we first linked PAO1 and PA14 homologs for all 5,349 core genes. For each core
gene, we examined the correlation of their correlations to all other core genes across all
samples in each of the strain-specific compendia. If two homologous core genes had a
high second order correlation (also called transcriptional stability), we considered those
core genes to be highly stable (Figure 4.2B). After performing this pairwise comparison
across all core genes, we defined a subset of genes that were most stable and another
subset that were least stable by taking the top and bottom 5% of genes based on their
transcriptional stability (Figure 4.2B).

The most stable core genes were significantly enriched in association with
pathways that represented essential functions: translation, RNA metabolism, DNA repair
and recombination, central carbon metabolism (sdhABCD, sucABCD, lpd)248, amino acid
metabolism, peptidylglycan biosynthesis. These pathways were consistent with the
functions of core essential genes identified by Poulsen et al (40% of most stable core
genes were also found to be essential).249 In addition to these essential pathways, stable
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core genes also included genes within the type VI secretion system (T6SS)250 and

genes in the Hcp Secretion Island-I (H1-T6SS). We confirmed that TVI genes were
expressed in a significant fraction of conditions, demonstrating that these correlations
likely represent true transcriptional stability between strains. However we were surprised
to find T6SS genes amongst the most stable genes, given their diversity between
strains. When we analyzed these genes more carefully, we found that there were
numerous identical homologs within each genome which poses a problem for read
mapping. Thus, these genes and other genes with identical paralogs were removed from
further discussion (see Doing et al., co-submitted manuscript).
The KEGG pathways significantly most enriched in least stable core genes were
genes involved in the biosynthesis of paerucuramin (encoded by the pvc genes) which
was interesting in light of the result that expression of the pvc gene regulator led to
different product ratios in strain PA14 and strain PAO1.251 In addition, genes related to
degradation of aromatic compounds including tyrosine and benzoate were also enriched
in those genes less stable across strains. Given the existence of least stable core genes,
which are inconsistent in their co-expressed genes between strains PAO1 and PA14
(Figure 2B), this might suggest that this subset of core genes contributes to the
difference in transcriptional regulation observed across lineages. For example,
differences in virulence factor production was noted for PAO1 and PA14252 and this may
be due to differences in the levels of aromatic amino acid catabolites that can influence
the production of QS molecules and phenazines.253,254
Given that these least stable genes have inconsistent co-expressed neighbors
across strain type, we hypothesized that one reason might be that these least stable
genes are in different genomic neighborhoods and therefore are regulated differently
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between PAO1 versus PA14. To compare the neighborhood of homologous genes, we
compared the percent overlap of neighboring core genes in PAO1 versus PA14. When
we compared the neighborhood between homologous genes, this did not appear to
explain differences in stability for most core genes, (Figure 4.2C, 4.2D). However,
differences in genomic context could be a contributing factor for a subset of the least
stable genes; genes located in different neighborhoods across strains include PA0982,
PA2520 (czcA), PA3867, PA2226 (qsrO), and PA3507.45 Overall, this analysis suggests
that a change in genome location was not the primary driver for instability in these least
stable genes. Additionally, since co-operonic genes are co-transcribed, we might expect
their "neighbors" (genes with whom they are most highly correlated) to be from the same
operon, assuming their homologous genes are also organized into the same operon.
Since transcriptional stability is determined based on neighbor congruency across
strains, we checked that there wasn't a bias such that stability could just be predicted
based on whether a gene belonged to an operon and indeed even genes that are not in
operons can still be stable and there isn't a strong correlation between stability and
operon size.
As a validation, we recalculated the most and least stable genes using the P.
aeruginosa microarray compendium described in Tan et al60. We found consistency
between the transcriptional stability scores (R2=0.5) and a significant (p-value=3.8e-48)
over-representation of “most stable” core genes found using the array compendium
within the most stable core genes found using the RNA-seq compendium. Again, the pvc
genes were among the least stable. It was also interesting to note that the gene-gene
correlation scores within the microarray compendium were lower than for genes in the
RNA-seq compendium.
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Figure 4.2: Relationships between core genes.
A) Workflow describing how the most and least stable core genes were identified by
comparing the correlation profile of homologous gene pairs. B) Distribution of correlation
scores representing how stable core genes are across strains with most stable core
genes highlighted in dark purple and least stable core genes in light purple. C) Workflow
to test if least stable genes are located in different regions of the genome across strains.
Given a target least stable or most stable core gene, we compare the overlap of
neighbors in PAO1 versus the neighbors in PA14. If the overlap (% neighboring core
genes matched) is high, meaning that many of the neighbors are the same in PAO1 and
PA14, then this would indicate that the gene is located in the same neighborhood in both
strains. D) Consistency of location of homologous genes in PAO1 versus PA14 strains in
least stable core genes (light purple), most stable core genes (dark purple) and a
random set of core genes (grey).
4.4.3 Core genes that are less stable are more often co-expressed with accessory genes
It is suggested that accessory genes can be co-opted into existing core gene
sets as well as influence their expression, which can lead to niche adaptations.13,255,256
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Therefore, we hypothesized that accessory genes might alter the transcriptional stability
of core gene expression, and help to explain the difference between the most and least
stable core genes. We tested this hypothesis by determining whether global
transcriptional stability was associated with co-expression with accessory genes. For
each core gene in the most and least stable sets, we identified the 10 most coexpressed genes in each strain. We then calculated the proportion of these coexpressed genes that were accessory genes compared to the proportion of accessory
genes in the genome (Figure 4.3A). We found that most stable core genes tended to
exhibit less co-expression with accessory genes – most stable core genes have fewer
transcriptional neighbors that are accessory genes (Figure 4.3B).
4.4.4 Comparison of exoU and exoS co-regulated genes
We also examined transcriptional stability in the context of the type III secretion
system (T3SS), which is a virulence mechanism that allows P. aeruginosa to inject toxic
effector proteins into the cytoplasm of eukaryotic cells. We selected the T3SS because,
while there are four effector proteins secreted by this system (ExoU, ExoS, ExoY and
ExoT), where the gene encoding ExoU and ExoS are strain-specific (i.e. the presence of
exoU and exoS tends to be mutually exclusive in PAO1 and PA14 strains), and they
have differential effects on the host.242,257 We found 34 core genes that were highly coexpressed with both exoU and exoS. Some of these were related to the T3SS secretion
machinery (popNBD, pcrGDVH, pscCN) as well as genes encoding the effector protein
exoT (Figure 4.3C). In addition to core genes that were highly co-expressed with both
exoU and exoS, we found some core genes that were highly expressed with only exoU
or only exoS: 22 core genes were highly co-expressed with exoU, while 35 core genes
were highly co-expressed with exoS. Core genes more highly co-expressed with exoS
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were related to metabolic pathways, including acoRB which is involved in acetoin
catabolism, and adh, an alcohol dehydrogenase, and spcS, which encodes an ExoS
chaperone. In contrast, genes that were more highly co-expressed with exoU included
oprD258, which encodes an outermembrane porin implicated in carbapenem resistance, a
trait associated with ExoU positive strains.259 Another gene more co-expressed with
exoU is rhlR, which encodes a regulator involved in quorum sensing in response to a
signal generated by the co-expressed synthase RhlI, and pheC, which encodes a
periplasmic cyclohexadienyl dehydratase involved in phenylalanine biosynthesis.
Interestingly, pheC is adjacent to the rhlR-rhlI genes. Despite ExoS and ExoU being
secreted by the same secretion pathway, we identified distinct groups of core genes that
might suggest different environments in the two clades are found –acetoin, a major
product of the Enterobacteriaciae, may be present when the T3SS is activated for many
ExoS-containing strains. These different functional modes are consistent with the genes
having different pathogenic effects on the host cell function.243 Overall, most stable core
genes tend to be less co-expressed with accessory genes, suggesting that the
interrelationship between core and accessory gene expression depends on strain type.
Therefore, including both the core and accessory genes will be important for revealing
possible new regulatory relationships in different strain types.
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Figure 4.3: Relationships between core and accessory genes.
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A) Workflow describing how genes co-expressed with most and least stable core genes
were identified. Given a most stable core gene, the topmost co-expressed genes were
identified and the proportion of co-expressed genes that are accessory compared to the
expected proportion of accessory genes in the genome was calculated. B) The
proportion of accessory genes that the most stable (dark purple) and least stable (light
purple) core genes were co-expressed with. C) Scatterplot depicting the correlation
between core genes and two T3SS accessory genes, exoS versus exoU.
4.4.5 Clustering by co-expression patterns identified accessory-accessory modules
We used a graph-based clustering approach, called Affinity propagation260, to
cluster accessory genes into modules based on their correlation profiles. In the PAO1
compendium, the 202 accessory genes were clustered into 28 modules, with a median
size of 5 genes. Similarly, the 530 PA14 accessory genes were clustered into 70
modules, with a median size of 7 genes. Based on a manual inspection, we found that
accessory modules tended to correlate with known operons as expected; the predicted
operon for each gene is listed and manual inspection highlights that this method
correctly identified the co-regulation of co-operonic genes. This finding was expected as
we confirmed that co-operonic genes were highly correlated in expression with each
other in these compendia (Doing et al., co-submitted manuscript) and in most cases
operon structure is conserved across strains. Indeed, while some accessory modules
contained co-operonic genes (e.g. module 13 (wbp genes involved in O-antigen
biosynthesis) and module 23 (psl genes involved in extracellular matrix production)),
most modules contain genes from more than one operon. There were multiple modules
that contained an uncharacterized or partially characterized transcriptional regulators
with non-co-operonic genes which will provide the basis for future mechanistic
exploration such as modules 10, 19 (which contains vqsM), 22, and 24 in strain PAO1
and modules 6, 24 and 28 in strain PA14. We also observed that some accessory
modules had a similar function in PAO1 and PA14, such as those related to fimbrial
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biosynthesis and LPS biosynthesis. It is worth noting that module 45 for strain PA14
which was enriched in genes that may be problematically mapped due to the presence
of high identity paralogs (see Doing et al., co-submitted manuscript) and caution should
be used in considering this module as it may reflect a technical feature of the data rather
than a biological one.
We have provided these accessory gene modules as a resource for scientists to
explore and guide future research. For example, there are many missing gene
annotations, particularly for accessory genes.261 Given that the most recent CAFA
(Critical Assessment of Functional Annotation) study found that co-expression data was
highly predictive of function, these modules could point to possible candidate functions
that can be experimentally verified.91 In general, these accessory modules provide a
summary of the landscape for what accessory genes have been researched and what
remains to be explored. The expression statistics provided could also be used to help
scientists to filter the set of genes to focus on. Another possible application of these
tables is to facilitate operon discovery. In general, there exist very few microbes with
experimentally verified operons and these experiments are expensive and timeconsuming to perform at a genome-wide scale. Thus computational operon prediction
methods are important.262 While more validation is necessary, the results of our coexpression clustering approach found many modules that captured co-operonic genes
which might suggest a possible contribution to existing prediction methods.
4.5 Discussion
Through our analysis of core and accessory gene expression, we discovered that
there is diverse transcriptional behavior within the different gene groups between strains
of Pseudomonas aeruginosa. Despite core genes being shared across strains, core
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genes differ in their transcriptional patterns with some being highly stable and others
less so. The most stable core genes are less co-expressed with other accessory genes.
One possibility is that accessory genes might change the transcriptional regulation of
these core genes which is why most stable genes are less co-expressed with accessory
genes.115 For example, it is known that an insertion sequence, which is a type of
accessory gene, can influence the expression of an existing gene via the existing
promoter or by the formation of a hybrid promoter.13,255,256 Additionally, a study found that
accessory genes could modify the function of core genes between two strains of
Streptococcus pneumoniae.115 Overall, by using the compendia of expression data, we
were able to distinguish types of core genes by their global transcriptional patterns that
will help inform future studies of regulatory mechanisms to better understand P.
aeruginosa strain diversity.
In this analysis we focused on examining core and accessory genes within P.
aeruginosa, however, this analysis can be extended to other gene groups or organisms
beyond P. aeruginosa. For example, bacteriophage genes, which are viral genes that
are integrated into the bacterial genome, are another type of gene contained within the
P. aeruginosa genome. Similar to the other gene groups, changes in phage expression
have been shown to affect phenotypes. For example, upregulation of phage genes was
found to promote biofilm development.8 Investigating phage gene expression within the
transcriptional landscape would require generating a suitable reference genome that
includes all phage genes, which doesn’t currently exist and may be challenging to
generate given the rapid rate of phage sequence evolution.263 This work could also be
extended to other two-strain type models in different microbes to help understand the
phenotypic heterogeneity. Comparisons between the two lineages of Staphylococcus
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aureus in Australia with different resistance phenotypes264 and the two Plasmodium
vivax lineages with different geographical origins265 may be well suited to this model.
Other examples include comparing two groups of strains based on phenotypes:
comparing rare versus common Escherichia coli strain types266,267, comparing
Staphylococcus aureus resistant versus sensitive strains268, comparing Acinetobacter
baumannii outbreak in different hospital wards269, or comparing symbiotic and
nonsymbiotic species270.
One limitation is that our analysis is limited to examining two strain types at a
time. However, there exist additional clades that we might want to consider. For
example, in P. aeruginosa, there exist many clinical strains in addition to PAO1 and
PA14. To apply our approach to include clinical strains, we would need to generate a
clinical reference genome to get a more accurate expression of clinical accessory genes.
We also need to determine the core and accessory annotations in order to account for
an additional strain type. Finally, we need to determine a new metric to assess stability
since we will have more than two variables for our correlation calculation.
By leveraging expression compendia with hundreds to thousands of samples,
this study reveals the complex relationship among and between core and accessory
genes that should be considered when designing future regulatory analyses to further
study P. aeruginosa diversity.
4.6 Methods
4.6.1 PAO1 and PA14 expression compendia
For these analyses we used the PAO1-mapped and PA14-mapped RNA-seq
compendia described in Doing et al., co-submitted manuscript45 Doing et al. provided a
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filtered and median-ratio (MR) normalized compendia containing 2,333 samples mapped
to 5,563 genes using cDNA sequences from the PAO1 reference genome
(PRJNA331)271–273 and 5,891 genes using cDNA sequences from the PA14 reference
genome (PRJNA386)227. The filtering steps included removal of sparse samples (i.e.
samples having a high number of genes with zero counts) since having many
undetected genes indicated some technical issue. They also discarded samples based
on too high or low median expression of housekeeping genes, which are genes that we
expect to be consistently expressed at relatively high levels across samples. Medianratio (MR) normalization was then performed to enable comparisons across samples.
The expression data can be found in the following repository: https://osf.io/vz42h/.
Although SRA provides annotations for strain type, we used the expression
activity of the accessory genes (i.e. genes that are specific to PAO1 or specific to PA14)
to bin samples into PAO1 and PA14 compendia. There were several advantages to
using the expression activity instead of the metadata provided by SRA. First, this
approach allowed us to create a pipeline that can easily extend to new datasets where
metadata isn’t available. Despite the metadata being available in this case, the strain
names require curation. Next, we were able to leverage more data as opposed to losing
~10 - 22% of the samples which have an unknown strain annotation. Last, by using the
expression activity we can obtain a cleaner separation where we avoid samples with
high levels of both PAO1 and PA14 accessory expression. A sample is considered
PAO1 if the median gene expression of PA14 accessory genes is less than 25 MR
normalized estimated counts and PAO1 accessory genes is greater than 25 MR
normalized estimated counts. Similarly, a sample is considered PA14 if the median gene
expression of PA14 accessory genes is greater than 25 MR normalized estimated
counts and PAO1 accessory genes is less than 25 MR normalized estimated counts. A
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threshold of 25 is used based on the distribution of accessory genes in SRA-annotated
PAO1 samples compared with the distribution of SRA-annotated non-PAO1 samples.
We defined the threshold to be one that separated between these two distributions. After
applying these thresholds, we obtained a PAO1 sample compendium containing 890
samples and 5,563 genes. Similarly, the PA14 sample compendium contained 505
samples and 5,892 genes. These two compendia contained experiments that used a
variety of different media and interrogated different genes. This associated metadata
was curated using the same process as described in Doing et al., co-submitted
manuscript, where the GEOquery R package was used to collect the metadata
associated with the studies contained in the compendia.
4.6.2 Core and accessory annotations
By definition, core genes are those genes that are present in all strains. While
accessory genes are those that are present in at least one strain. Here, we used the
annotations of core genes obtained from the BACTOME website247, where core genes
are those that had at least 90% sequence homology between the two strain types and
accessory genes are those remaining genes that are either PAO1 or PA14 specific.
There are 5,361 core genes and 202 PAO1 and 530 PA14 accessory genes
respectively.
4.6.3 Distribution of PAO1 and PA14 sample compendia using principal components
analysis (PCA)
Samples from the PAO1 sample compendium (890 samples) and PA14 sample
compendium (505 samples) were selected (1,395 samples) from the original filtered and
normalized RNA-seq compendium (2,333 samples) that was mapped to both the PAO1
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and PA14 reference. Our selected resulted in two datasets with 1,395 samples aligned
to the PAO1 and PA14 references. We used the sklearn library to compress the selected
PAO1 and PA14 datasets into the first 2 principal components. We then calculated the
centroid of the PAO1 and PA14 sample compendia by taking the average of the first 200
principal components since 90% of the variance was explained by 200 components.
Then we measured the pairwise Euclidean distance between the two centroids to get the
difference in mean between two strain distributions. To calculate the spread of the PAO1
and PA14 sample compendia we summed the variance for the first 200 principal
components.
4.6.4 Correlation matrix
When we generated a Pearson correlation matrix using the MR normalized
counts, we found that many gene pairs had a high correlation because many genes are
related to the same pathway and therefore have a similar expression profile. This is
consistent with Myers et al.79, who found that there can be an over-representation of
genes associated with the same pathway (i.e. a large fraction of gene pairs represent
ribosomal relationships). This very prominent signal makes it difficult to detect other
signals. To remove this very dominant global signal in the data, we first log10transformed the expression data and then applied the signal balancing technique called
SPELL80. The SPELL algorithm calculated the SVD of the expression matrix to get the
factorized set of matrices. We then applied the Pearson correlation on the SPELL
processed matrix, which is the factorized gene coefficient matrix U. This coefficient
matrix represents how genes contribute to independent latent variables that capture the
signal in the data where the variance of the variables is 1. The correlation of the SPELL
matrix relates genes based on the gene coefficient matrix. In other words, the correlation
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of the SPELL matrix relates genes on their contribution to singular vectors (SV) which
capture linear relationships between genes. A high correlation means that a pair of
genes contributes similarly to a singular vector, which are the axes pointing in the
direction of the spread of the data and capture how genes are related to each other. The
advantage of using SPELL is that the gene contributions are more balanced so that
redundant signals (i.e., many genes from the same pathway or genes that vary together)
are represented by a few singular vectors as opposed to many samples. More balanced
also means that more subtle signals can be amplified (i.e., genes related by a smaller
pathway are also captured by a similar number of SVs as larger pathways). However,
the one caveat is that SPELL can amplify noise - i.e., an SV that corresponds to some
technical source of variability now has a similar weight to other real signals.
4.6.5 Transcriptional stability of core genes
For this analysis we started with a PAO1 core gene, say PA0001. First, we
selected the correlation scores for all genes related to PA0001. Next, we selected the
homologous PA14 gene, PA14_00010, and likewise pulled the correlation scores for
how genes were related to PA14_00010. Then, we calculated the Pearson correlation
between the two correlation profiles to obtain a transcriptional stability score. We repeat
this analysis for all core genes. We removed 5 PAO1 core genes and 10 PA14 core
genes that had ambiguous mapping across strains (i.e., they mapped to multiple gene
ids). High scores (genes in the top 5%) indicated that the transcriptional relationships of
the core genes were consistent or most stable. Whereas low scores (genes in the
bottom 5%) indicated the core genes were least stable. This analysis was performed
using both the RNA-seq compendium (this study) and the array compendium described
in Tan et al.60 The processing steps described above were applied to both compendia.
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4.6.6 Core gene stability versus location consistency
For each most stable core gene, we selected the neighboring core genes (10
genes upstream from the most stable core gene and 10 genes downstream) in PAO1
and PA14. We then calculated the overlap between the 20 neighboring core genes in
PAO1 and PA14 and asked: how many of the 20 neighboring core genes in PAO1 are
homologous to the neighboring genes in PA14? If there was a large overlap between the
neighboring genes across strains, that would indicate that the most stable core gene
was located in the same genomic region in PAO1 and PA14. We repeated this
calculation for all most stable core genes. We also performed this calculation starting
with the least stable core genes.
4.6.7 KEGG enrichment analysis
The goal of an enrichment analysis is to detect coordinated changes in
prespecified sets of related genes (i.e., those genes in the same pathway or share the
same GO term). Here we used the one-sided Fisher’s exact test. This test asked if there
a significant over-representation of KEGG pathways in the most and least stable core
gene sets. Specifically, this method tested if the proportion of KEGG annotations within
the most stable core gene set was more than expected compared to the proportion of
KEGG genes in the total dataset. The pathways used in this analysis were downloaded
from the KEGG website (http://www.genome.ad.jp/kegg/) using the python Bio.KEGG
library. These pathways can be found in the associated repository:
https://github.com/greenelab/core-accessoryinteractome/blob/master/3_core_core_analysis/pao1_kegg_annot.tsv and
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https://github.com/greenelab/core-accessoryinteractome/blob/master/3_core_core_analysis/pa14_kegg_annot.tsv
4.6.8 Relationships between core and accessory genes
Here we examined which genes the most and least stable core genes are related
to. For this analysis, we start with the most stable core genes and ask: is the highest
correlated gene core or accessory? For a given stable core gene, we got a list of genes
sorted by their correlation score, making sure to remove any genes that were cooperonic with the start gene. The operon data was provided by Geoff Winsor and
includes computationally predicted annotations from DOOR274 as well as curated
annotations from PseudoCAP272,273. We repeated this selection and filtering for all most
stable core genes so that for all most stable core genes we have a list of the top 10 most
co-expressed genes. Then we can calculate the proportion of the most co-expressed
genes that are accessory. This proportion is normalized by the proportion of accessory
genes within the whole genome. The resulting score is near 1.0 if the proportion of
accessory gene relationships is no different compared to the baseline proportion of
accessory genes in the genome. If the resulting score is higher or lower than 1.0 then
the proportion of accessory gene relationships are more or less than expected compared
to baseline. We repeated this calculation for the second most co-expressed genes, the
third most co-expressed genes, and so forth so that we have a fold change over random
value for each top 10 co-expressed ranking. We also performed this same calculation for
the eleventh most co-expressed genes and beyond to act as a baseline. This analysis is
repeated starting with least stable core genes as well.

112

4.6.9 Accessory-accessory module detection
To get accessory-accessory modules we started with the gene expression of only
accessory genes, which included 202 PAO1-specific genes for the PAO1 sample
compendium and 530 PA14-specific genes for the PA14 sample compendium. To define
a set of modules we first applied Pearson correlation on the SPELL-processed
expression matrices (see description above) to get correlation scores for how similar
each pair of genes are based on their transcriptional profiles. Then we applied clustering
on the correlation matrices. The clustering method used is called affinity propogation260.
Affinity propagation is a graph-based clustering algorithm similar to k Means, but without
the need to specify the number of clusters a priori. Affinity propagation finds “exemplars”
which are members of the input (or genes in our case) that are representative of
clusters. These exemplars are equivalent to “centroids” in k-means. Exemplars are
determined by an exchange of messages, which consists of “responsibility” and
“availability”. Responsibility quantifies how well suited a gene X is to be an exemplar
based on how similar other genes are to X and how available X is. Availability measures
how likely a gene is to choose X as its exemplar. Availability is calculated as the
responsibility of X with itself and the responsibility of X towards all other genes. The
clustering returned 28 modules for PAO1 and 70 modules for PA14. We validated that
those accessory modules tended to correlate with known operons based on a manual
inspection. While we did not perform a thorough evaluation to determine that this
clustering approach is the best, we found that the modules appear to be biologically
relevant and can serve as a steppingstone for future research.
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4.6.10 Software
All scripts used in these analyses are available in the GitHub repository
(https://github.com/greenelab/core-accessory-interactome) under an open-source
license to facilitate reproducibility of these findings (BSD 3-Clause). The repository’s
structure is described in the Readme file. The virtual environment was managed using
conda (version 4.9.2), and the required libraries and packages are defined in the
environment.yml file.
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CHAPTER 5
CONCLUSIONS
A genome-wide transcriptome compendium, which is a collection of gene
expression experiments, can be used to study transcriptional patterns. Existing studies
demonstrate that the versatility of the data contained in a compendium can be used as a
resource for gaining a systems level understanding of transcriptional signaling77.
Additionally, the low dimensional latent space representation of a compendium can
capture transcriptional relationships between gene sets that help to reveal coordinated
activity or help generate hypotheses60,81,83. As more transcriptomic data is generated,
more compendia are being constructed. Consequently, the methodology for how to use
compendia to leverage the versatility and patterns they capture is important.
One methodological concern with using compendia, which integrates multiple
experiments, is: how do we batch correct in this setting where we are combing many
experiments? Batch effects are the systemic sources of variance present in individual
experiments. These sources of variance, which include noise generated by different
experimental designs or different labs running the experiment, can confound the
biological patterns that we are interested in detecting. Despite the presence of hundreds
of technical sources of variability in compendia, previous compendia analyses have
successfully extracted relevant biological patterns.60,72,81,83 In the first aim of my
dissertation (Chapter 2), we used a generative neural network to simulate expression
compendia with varying amounts of technical variability.105 We showed that the
underlying biological signal that is present in the original dataset is preserved in the
noisy compendium with many independent sources of variation and that applying batch
correction removes some of the underlying signal of interest. Chapter 2 establishes a set
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of principles to guide how data is processed for these compendia analyses, specifically
when batch correction should be applied in this compendium setting. With this principle,
compendium, containing many independent sources of noise, can be used without batch
correction and so methods to leverage the versatility and transcriptional patterns
captured can be developed. In the second aim of my dissertation (Chapter 3), we
introduced an approach, called SOPHIE88, that put the transcriptional patterns from
individual experiments in the context of a compendium of existing experiments.
Specifically, our approach compared differential expression changes in a target
experiment compared to a background compendium of experiments in order to
distinguish between common and specifically changed genes. This general framework
improves how researchers interpret the differential expression results and helps to direct
follow-up experiments. In addition to improving the analysis of individual experiments,
compendia can also improve our analysis of genomics patterns. Analyzing genomic
patterns is challenging since it requires a large amount of heterogeneous data to identify
shared patterns across a variety of genomic backgrounds and contexts. By definition,
compendia provide a valuable resource to study these genomic patterns. In the third aim
of my dissertation (Chapter 4), we developed an approach to study the transcriptional
patterns of different gene groups across strains using a newly constructed P. aeruginosa
RNA-seq compendium, which contains a collection of uniformly processed samples that
were optimally normalized to allow for comparisons across samples. We found that
transcriptional behaviors within gene groups were more nuanced. This finding improves
our understanding of how different genomic backgrounds translate to differences in the
transcriptome that ultimately leads to diverse phenotypes. Overall, these chapters
introduce approaches that demonstrate the utility of using compendia to find more subtle
and novel patterns, which can direct new avenues of research.
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Currently, our work has focused on microbial transcriptomics and generative
models since it served as an excellent proving ground to develop methodologies for
compendia. Now, having done a lot of work to integrate bulk transcriptomics data in
microbes, we can extend this to new data types and computational models. Looking
toward the future, one avenue we can explore is developing multi-omics approaches
based on our work. First, we can generate a compendium of a new data type, such as
single-cell transcriptomics. We will need to perform similar benchmarking as described
by Doing et al.45 to assess the mapping, quantification and normalization used to create
this single-cell RNA-seq compendium. With this newly formed single cell compendium,
we can combine the information we gained from applying our approaches, like SOPHIE,
to bulk gene expression data. Applying SOPHIE to bulk gene expression data will return
a list of genes that are specifically dependent on the tested context. In this case, let’s
say that we tested the effect of drug X. Next, we can apply SOPHIE to our new singlecell gene expression compendium, which will return a list of genes specific to one cell
type over the other – i.e. cell type A versus cell type B. If we compare the two lists,
perhaps we can find a subset of genes that specifically responded to drug X in cell type
A. We can further build off of this finding using recent work which demonstrated that
latent space arithmetic, which is an approach simulating new samples using vector
arithmetic to manipulate encoded samples, can be used to predict biological
effects.275,276 Perhaps we can use this approach to predict the effect of cell type and the
effect of some perturbation using a shared latent space. This novel multi-omics
approach could inform the design cell-type specific targets, which remains a key
challenge in developing treatments that reduce off target effects. A similar approach
could be applied to identify cell-type specific biomarkers for some disease. Overall, there
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are large biomedical strides that we can make by exploiting the principles and
approaches we developed in this dissertation.
In order to extend our approaches to answer these future questions, one major
challenge is how to adjust the generative neural network model to account for different
data types? The current model used by SOPHIE is a variational autoencoder (VAE),
which can inappropriately reduce the variance in the data due to the normality
assumption, potentially affecting the number of differentially expressed genes found and,
in general, what biological signals are captured. Despite this well-known property of
VAEs, our validation analysis (Chapter 2) demonstrated that VAEs are still able to
generate realistic looking experiments. However, the optimal method to simulate the
experiments is something that remains to be explored. In order to extend the model to
use different data types, we will need to adjust the loss function to account for the
different distribution of the data – for example using a negative binomial loss function
instead of cross entropy to account for the discrete counts and sparsity in single-cell or
microbiome data. Additionally, parameter tuning is necessary to assess what types of
biological signals are captured using different neural network architectures, layer
connectivity, and regularization. Other types of generative neural networks may also be
superior and future work is needed to optimize and assess them to determine what
model is most appropriate for a given dataset, data type, or measurement platform.
Once we are able to extend our model to different data types, we can apply SOPHIE in
the way we described above.
In conclusion, genome-wide gene expression compendia leverage the wealth of
public transcriptomic data available. In the previous chapters, we described principles
and approaches that allow researchers to use compendia to extract patterns and inform
research direction. These computational compendia methods propose a possible
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paradigm shift in how we study transcriptional patterns – instead of examining
transcriptional profiles from an individual experiment in isolation, we can study patterns
across experiments which can help to reveal novel relationships that further our
understanding of systems-level biology. Moving forward, we can extend these
approaches to new data types and models to answer other impactful questions.
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