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1. Introduction
One of the more general systems of Volterra integro-differential equations (VIDEs) is
of the form
d
dt
[
x(t)
]=G(t,x(t))+
t∫
0
κ
(
t, s,x(s)
)
ds, (1)
where x ∈ Rn, G : [0,∞)×Rn → Rn and κ : [0,∞)× [0,∞)×Rn → Rn. Studies made
on the qualitative behaviour of the solutions of (1) have yielded a wealth of information
on the stability of the zero solution. Interesting results have been proposed for simple
subclasses of (1). Indeed, many mathematicians, applying techniques in operator the-
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simplest subclass, namely the linear system of VIDEs, in which G(t,x(t)) = Ax(t) and
κ(t, s,x(s))= B(t, s)x(t), for some constant matrix A and some kernel B(t, s), an n× n
matrix continuous for 0  s  t <∞. Among the stability results proposed for the lin-
ear system VIDEs in the 1980s, those of Burton are worthy to mention. His work [1,2]
laid the foundation for a systematic treatment of the basic structure and stability prop-
erties of VIDEs, mainly, via the direct method of Lyapunov. A more recent stability
result for the linear system of VIDEs is by Elaydi [3], who proposed a type of Lya-
punov functional that is also applicable to delay equations. For the linear scalar VIDE,
Zhang [4] proposed recently a stability result from which certain well-known results
could be derived. Zhang’s generalized stability criterion was based on a novel approach
by Knyazhishche and Shcheglov [5] to construct a Lyapunov functional for delay equa-
tions.
Other seasoned investigators have attempted to retain a degree of generality of G and κ ,
for example, by bounding them with terms that involve the norm of x, or linking G and κ
in some way. Such equally interesting results, with good examples, can be found in Elaydi
and Sivasundaram [6], Hara et al. [7], and more recently, Crisci et al. [8].
In this paper, we consider another subclass of (1). It is of the form
d
dt
[
x(t)
]=A(t)f(x(t))+
t∫
0
B(t, s)g
(
x(s)
)
ds, (2)
in which A(t) is an n× n matrix function continuous on [0,∞), B(t, s) is an n× n matrix
continuous for 0  s  t < ∞, and f and g are n × 1 vector functions continuous on
(−∞,∞). Our aim is to retain the generality of f and g via their Jacobian matrices, and
then obtain a stability criterion via a Lyapunov functional. The combined Jacobian matrix–
Lyapunov technique approach has been found to be particularly effective if one is interested
in a generalized approach (see, for example, Elaydi and Sivasundaram [6] or Crisci et
al. [8]).
We start with the scalar form of (2) and consider two results that retain a degree of
generality of f and g. The first result is that of Burton [9], who proposed a Lyapunov
functional, which, as we shall see in this paper, can be extended to provide a new stability
criterion. The method of extension is based on a technique by Miyagi et al. [10,11], who
constructed generalized Lyapunov functions for power systems. The new stability criterion,
which may be considered if Burton’s criterion is not easily applicable, forms our second
result. We then consider the vector equation (2). Via the Jacobian matrix and Lyapunov
functional approaches, we propose a new stability criterion for system (2), which is, in
general, nonlinear. As for the applicability of this criterion, it is shown that from it, Elaydi’s
result [3] for the linear system of VIDEs can be easily derived. Sample systems can also
be easily designed to meet the stability criterion. Moreover, from the criterion, we obtain
another stability result for the scalar case, and showed, via a numerical example, that this
result is easily applied in some cases where Burton’s result or its extension is difficult to
use.
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If φ : [0, t0] → Rn is a continuous initial function, then x(t; t0, φ) will denote the so-
lution of (2) on [t0,∞). Frequently, it is sufficient to write x(t). If f(0)= g(0)= 0, then
x(t)≡ 0 is a solution of (2) called the zero solution.
The norm on the initial function φ(t)= (φ1(t), . . . , φn(t)) is given by
‖φ‖ = sup
{∣∣φ(t)∣∣= n∑
i=1
∣∣φi(t)∣∣: 0 t  t0
}
.
The definition of stability of the zero solution is given in Burton [1] and is restated below.
Definition 2.1. The zero solution of (2) is stable if for each  > 0 and each t0  0, there
exists δ such that∣∣φ(t)∣∣ δ on [0, t0] and t  t0
imply |x(t; t0, φ)|< .
We next define the statement “a Lyapunov functional for system (2).” Let V (t,ψ(·)) be
defined for t  0 and ψ ∈C([0, t];Rn) and let V be locally Lipschitz in ψ . For each t  0
and every ψ ∈ C([0, t];Rn), we define the derivative V along a solution of (2) by
V ′(2)(t,ψ(·))= lim sup
∆t→0+
V (t +∆t,x(·; t,ψ))− V (t,ψ(·))
∆t
,
where x(ξ; t,ψ) is the unique solution of (2) with initial conditions t and ψ . Then the fol-
lowing result by Driver [12] (see also [1, pp. 227–236]) gives a definition of the Lyapunov
functional.
Theorem 2.1 [12]. If V (t,ψ(·)) is defined for t  0 and ψ ∈C([0, t];Rn) with
(a) V (t,0)≡ 0,
(b) V continuous in t and Lipschitz in ψ ,
(c) V (t,ψ(·))  W(|ψ(t)|), where W : [0,∞)→ [0,∞) is a continuous function with
W(0)= 0, W(r) > 0 if r > 0, and W strictly increasing ( positive definiteness), and
(d) V ′
(2)(t,ψ(·)) 0,
then the zero solution of (2) is stable, and
V
(
t,ψ(·))= V (t,ψ(s): 0 s  t)
is called a Lyapunov functional for system (2).
Finally, we assumed that the functions in (2) are well behaved, that continuous initial
functions generate solutions, and that solutions which remain bounded can be continued.
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Consider the scalar equation
x ′(t)=A(t)f (x(t))+
t∫
0
B(t, s)g
(
x(s)
)
ds. (3)
We suppose that
A(t) is continuous for 0 t <∞, (4)
B(t, s) is continuous for 0 s  t <∞, (5)
t∫
0
∣∣B(u, s)∣∣ du is defined and continuous for 0 s  t <∞, (6)
f (x) and g(x) are continuous on (−∞,∞), (7)
xf (x) > 0,∀x = 0, and f (0)= g(0)= 0. (8)
For comparison sake, we first state Burton’s theorem regarding the stability of the zero
solution of (3).
Theorem 3.1 [9]. Let (4)–(8) hold and suppose there are constants m> 0 and M > 0 such
that g2(x)m2f 2(x) if |x|M . Define
β(t, k)=A(t)+ k
∞∫
t
∣∣B(u, t)∣∣ du+ 1
2
t∫
0
∣∣B(t, s)∣∣ ds.
If there exists k > 0 with m2 < 2k and β(t, k) 0 for t  0, then the zero solution of (3) is
stable.
We next state an extension of Theorem 3.1, which Burton proved via the Lyapunov
functional
V1
(
t, x(·))=
x∫
0
f (s) ds + k
t∫
0
∞∫
t
∣∣B(u, s)∣∣duf 2(x(s))ds, (9)
and motivated by the work of Miyagi et al. in the construction of generalized Lyapunov
functions for power systems [10] and single-machine systems [11], we propose a new
Lyapunov functional. As a simple example will show, the new stability criterion may be
used in situations where Theorem 3.1, though relatively easier to use, cannot be applied.
Theorem 3.2. Let (4)–(8) hold, with A(t) < 0, and suppose there are constants
m> 0 and M > 0 such that g2(x)m2f 2(x) if |x|M, (10)
α > 4 and N > 0 such that 4x2  (α − 4)f 2(x) if |x|N, (11)
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J  1 such that − 1
4A(t)
t∫
0
∣∣B(t, s)∣∣ds < 1
J
for every t  0. (12)
Suppose further there is some constant k > 0 such that
(1+ α)m2
J
< k (13)
and
A(t)+ k
∞∫
t
∣∣B(u, t)∣∣du 0 (14)
for t  0. Then the zero solution of (3) is stable.
Proof. Consider, as a tentative Lyapunov functional for (3),
V2
(
t, x(·))= 1
2
x2 +√α
x∫
0
√
uf (u) du+ 1
2
α
x∫
0
f (u) du
+ k
t∫
0
∞∫
t
∣∣B(u, s)∣∣ duf 2(x(s))ds.
We have, along a trajectory of (3),
V ′2(3)
(
t, x(·))= xx ′ +√α√xf (x)x ′ + 1
2
αf (x)x ′
+ d
dt
[
k
t∫
0
∞∫
t
∣∣B(u, s)∣∣duf 2(x(s))ds
]
.
Recalling that A(t) < 0 for all t  0 and noting that the Schwarz inequality yields( t∫
0
B(t, s)g
(
x(s)
)
ds
)2

t∫
0
∣∣B(t, s)∣∣ ds
t∫
0
∣∣B(t, s)∣∣g2(x(s))ds,
we have,
xx ′ =A(t)xf (x)+ x
t∫
0
B(t, s)g
(
x(s)
)
ds
=A(t)xf (x)−
(√−A(t) x − 1
2
√−A(t)
t∫
B(t, s)g
(
x(s)
)
ds
)2
0
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4A(t)
( t∫
0
B(t, s)g
(
x(s)
)
ds
)2
A(t)xf (x)− 1
4
(α − 4)A(t)f 2(x)
− 1
4A(t)
t∫
0
∣∣B(t, s)∣∣ ds
t∫
0
∣∣B(t, s)∣∣g2(x(s))ds
A(t)xf (x)− 1
4
(α − 4)A(t)f 2(x)+ m
2
J
t∫
0
∣∣B(t, s)∣∣f 2(x(s))ds
=A(t)xf (x)− 1
4
αA(t)f 2(x)+A(t)f 2(x)+ m
2
J
t∫
0
∣∣B(t, s)∣∣f 2(x(s))ds
and
√
α
√
xf (x)x ′ = −
( √
α
2
√−A(t) x
′ −√−A(t)√xf (x))2 −A(t)xf (x)− α
4A(t)
(x ′)2
−A(t)xf (x)− 1
4
αA(t)f 2(x)− 1
2
αf (x)
t∫
0
B(t, s)g
(
x(s)
)
ds
− α
4A(t)
( t∫
0
B(t, s)g
(
x(s)
)
ds
)2
−A(t)xf (x)− 1
4
αA(t)f 2(x)− 1
2
αf (x)
t∫
0
B(t, s)g
(
x(s)
)
ds
+ m
2α
J
t∫
0
∣∣B(t, s)∣∣f 2(x(s))ds.
The third and fourth terms of V ′2(3)(t, x(·)) yield
1
2
αf (x)x ′ = 1
2
αA(t)f 2(x)+ 1
2
αf (x)
t∫
0
B(t, s)g
(
x(s)
)
ds
and
d
dt
[
k
t∫ ∞∫ ∣∣B(u, s)∣∣duf 2(x(s))ds
]0 t
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∞∫
t
∣∣B(u, t)∣∣ duf 2(x)− k
t∫
0
∣∣B(t, s)∣∣f 2(x(s))ds,
respectively.
Thus,
V ′2(3)
(
t, x(·))
[
A(t)+ k
∞∫
t
∣∣B(u, t)∣∣ du
]
f 2(x)
−
[
k − m
2(1+ α)
J
] t∫
0
∣∣B(t, s)∣∣f 2(x(s))ds,
which will be nonpositive if Eqs. (13) and (14) are satisfied.
Finally, to prove the positive definiteness of V2, we see that if we define
r(u)=
{(√
u+ 12
√
α
√
f (u)
)2
, u 0,
−(√−u− 12√α√−f (u) )2, u < 0,
then we can rewrite V2 as
V2
(
t, x(·))=
x∫
0
r(u) du+ 1
4
α
x∫
0
f (u) du+ k
t∫
0
∞∫
t
∣∣B(u, s)∣∣duf 2(x(s))ds,
which is clearly positive definite given that ur(u) > 0 for u = 0. Hence, V2 satisfies
Driver’s Theorem 2.1. Therefore it is a Lyapunov functional for (3) and it guarantees the
stability of the zero solution of (3). This completes the proof. ✷
Thus, we have proposed an alternate stability criterion for the scalar equation (3), and
the criterion may be considered for cases where Burton’s Theorem 3.1, though more sim-
pler, cannot be applied.
Example 3.1. For the equation
x ′ = −x +
t∫
0
1
(1+ t − s)2
[
x2(s)+ 1
2
x(s)
]
ds,
both Theorems 3.1 and 3.2 establish the stability of the zero solution. To see this, Theo-
rem 3.1 yields M =m− 1/2 so that |x|m− 1/2. Also, we have β(t, k) <−1+ k+ 1/2
 0 so that 0 < k  1/2. From m2 < 2k we have, if we choose k = 1/2, the inequality
0 < m < 1. Thus, we may choose 1/2 < m < 1 to satisfy all conditions of Theorem 3.1.
Theorem 3.2 yields, from (10), M =m− 1/2. From (11), α  8 and N =∞. From (12),
4 > J . From (13), 0 < 9m2/4 < k if we pick α = 8. From (14), 0 < k  1. Choose k = 1.
Then 0 <m< 2/3. Thus, we may choose 1/2 <m< 2/3 to satisfy all conditions of The-
orem 3.2.
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x ′ = −x +
t∫
0
e−(t−s)/2
[
x2(s)+ 1
4
x(s)
]
ds
is stable. That is, Theorem 3.2 yields, from (10), M = m − 1/4. From (11), α  8 and
N = ∞. From (12), 2 > J . From (13), 0 < 9m2/2 < k if we pick α = 8. From (14),
0 < k  1/2. Choose k = 1/2. Then 0 <m< 1/3. Thus, we may choose 1/4 <m< 1/3
to satisfy all conditions of the theorem.
Theorem 3.1 is not applicable.
4. Vector case
Let us now look at (2). A recent stability result was proposed by Elaydi [3] for the linear
system.
Theorem 4.1 [3]. Let f(x)= g(x)= x in system (2). Define
βi(t)= aii(t)+
n∑
j=1
j =i
∣∣aij (t)∣∣+
∞∫
t
n∑
j=1
∣∣bij (u, t)∣∣du
and
Kij (t)=
t∫
0
∞∫
t
∣∣bij (u, s)∣∣duds.
If Kij is finite for each i, j = 1, . . . , n and t > 0, and βi(t) 0 for i = 1, . . . , n and t  0,
then the zero solution of (2) is stable.
To prove Theorem 4.1, Elaydi used the Lyapunov functional
V3
(
t,x(·))= n∑
i=1
∣∣xi(t)∣∣+ n∑
i=1
n∑
j=1
∞∫
0
∞∫
t
∣∣bij (u, s)∣∣du ∣∣xj (s)∣∣ds.
We will essentially follow Elaydi’s method to obtain a stability criterion for system (2), but
without assuming that f(x)= g(x)= x. Accordingly, let f,g ∈ C1[Rn,Rn]. Then we may
define
D(x)= [dij (x)]n×n with dij (x)=
1∫
0
∂fi
∂xj
(ux) du (15)
and
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1∫
0
∂gi
∂xj
(ux) du, (16)
which are defined at all x ∈Rn. Hence, assuming f(0)= g(0)= 0, system (2) can be written
as
x′(t)=A(t)D(x(t))x(t)+
t∫
0
B(t, s)E
(
x(s)
)
x(s) ds, (17)
the ith component of which is
x ′i (t)= aii(t)
[
dii(x)xi +
n∑
j=1
j =i
dij (x)xj
]
+
n∑
j=1
j =i
aij (t)
[
dji(x)xi +
n∑
k=1
k =i
djk(x)xk
]
+
n∑
k=1
t∫
0
[
bii(t, s)eik
(
x(s)
)+ n∑
j=1
j =i
bij (t, s)ejk
(
x(s)
)]
xk(s) ds, (18)
noting that in the above equation dij (x)xj and eij (x)xj , for i, j = 1, . . . , n, are continu-
ously differentiable with respect to x ∈ Rn simply for the reason that D(x)x = f(x) and
E(x)x= g(x) with f,g ∈C1[Rn,Rn].
Theorem 4.2. Let f,g ∈ C1[Rn,Rn] with f(0)= g(0)= 0. Define
βi(t,x)= aii(t)dii(x)+
n∑
j=1
j =i
aij (t)dji(x)
+
n∑
j=1
j =i
[∣∣ajj (t)dji (x)∣∣+ ∣∣aji(t)dii (x)∣∣+ n∑
k=1
k =i
k =j
∣∣akj (t)dji (x)∣∣
]
+
n∑
k=1
∞∫
t
[∣∣bkk(u, t)eki(x)∣∣+ n∑
j=1
j =i
∣∣bkj (u, t)eji(x)∣∣
]
du (19)
and
Kij (t)=
t∫
0
∞∫
t
∣∣bij (u, s)∣∣duds. (20)
Assume that Kij (t) is finite for each i, j = 1, . . . , n and each t > 0. If βi(t,x)  0 for
i = 1, . . . , n, t  0, and x ∈Rn, then the zero solution of system (2) is stable.
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V4
(
t,x(·))= n∑
i=1
∣∣xi(t)∣∣+ n∑
i=1
n∑
j=1
t∫
0
∞∫
t
∣∣bij (u, s)∣∣du ∣∣gj (x(s))∣∣ds
=
n∑
i=1
∣∣xi(t)∣∣+ n∑
i=1
n∑
k=1
n∑
j=1
t∫
0
∞∫
t
∣∣bij (u, s)∣∣du ∣∣ejk(x(s))∣∣∣∣xk(s)∣∣ds
=
n∑
i=1
∣∣xi(t)∣∣+ n∑
i=1
n∑
k=1
t∫
0
∞∫
t
[∣∣bii(u, s)eik(x(s))∣∣
+
n∑
j=1
j =i
∣∣bij (u, s)ejk(x(s))∣∣
]
du
∣∣xk(s)∣∣ds.
Using component (18) and noting that
n∑
i=1
n∑
j=1
j =i
∣∣aii(t)dij (x(t))∣∣∣∣xj (t)∣∣= n∑
i=1
n∑
j=1
j =i
∣∣ajj (t)dji(x(t))∣∣∣∣xi(t)∣∣
and
n∑
i=1
n∑
j=1
j =i
n∑
k=1
k =i
∣∣aij (t)djk(x(t))∣∣∣∣xk(t)∣∣
=
n∑
i=1
n∑
j=1
j =i
∣∣aji(t)dii(x(t))∣∣∣∣xi(t)∣∣+ n∑
i=1
n∑
j=1
j =i
n∑
k=1
k =i
k =j
∣∣akj (t)dji(x(t))∣∣∣∣xi(t)∣∣,
we have,
n∑
i=1
d
dt
[∣∣xi(t)∣∣](2) =
n∑
i=1
sgnxi(t)x ′i (t)
=
n∑
i=1
sgnxi(t)
{
aii(t)
[
dii
(
x(t)
)
xi(t)+
n∑
j=1
j =i
dij
(
x(t)
)
xj (t)
]
+
n∑
j=1
j =i
aij (t)
[
dji
(
x(t)
)
xi(t)+
n∑
k=1
k =i
djk
(
x(t)
)
xk(t)
]
+
n∑
k=1
t∫
0
[
bii(t, s)eik
(
x(s)
)+ n∑
j=1
bij (t, s)ejk
(
x(s)
)]
xk(s) ds
}
j =i
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n∑
i=1
[
aii(t)dii
(
x(t)
)+ n∑
j=1
j =i
aij dji
(
x(t)
)]∣∣xi(t)∣∣
+
n∑
i=1
n∑
j=1
j =i
[∣∣aii(t)dij (x(t))∣∣∣∣xj (t)∣∣+ n∑
k=1
k =i
∣∣aij (t)djk(x(t))∣∣∣∣xk(t)∣∣
]
+
n∑
i=1
n∑
k=1
t∫
0
[∣∣bii(t, s)eik(x(s))∣∣+ n∑
j=1
j =i
∣∣bij (t, s)ejk(x(s))∣∣
]∣∣xk(s)∣∣ds
=
n∑
i=1
{
aii(t)dii
(
x(t)
)+ n∑
j=1
j =i
aij (t)dji
(
x(t)
)
+
n∑
j=1
j =i
[∣∣ajj (t)dji(x(t))∣∣+ ∣∣aji(t)dii(x(t))∣∣+ n∑
k=1
k =i
k =j
∣∣akj (t)dji(x(t))∣∣
]}∣∣xi(t)∣∣
+
n∑
i=1
n∑
k=1
t∫
0
[∣∣bii(t, s)eik(x(s))∣∣+ n∑
j=1
j =i
∣∣bij (t, s)ejk(x(s))∣∣
]∣∣xk(s)∣∣ds, (21)
and
n∑
i=1
n∑
k=1
d
dt
[ t∫
0
∞∫
t
(∣∣bii(u, s)eik(x(s))∣∣+ n∑
j=1
j =i
∣∣bij (u, s)ejk(x(s))∣∣
)
du
∣∣xk(s)∣∣ds
]
=
n∑
i=1
n∑
k=1
{ ∞∫
t
[∣∣bii (u, t)eik(x(t))∣∣+ n∑
j=1
j =i
∣∣bij (u, t)ejk(x(t))∣∣
]
du
∣∣xk(t)∣∣
−
t∫
0
[∣∣bii(t, s)eik(x(s))∣∣+ n∑
j=1
j =i
∣∣bij (t, s)ejk(x(s))∣∣
]∣∣xk(s)∣∣ds
}
=
n∑
i=1
n∑
k=1
{ ∞∫
t
[∣∣bkk(u, t)eki(x(t))∣∣+ n∑
j=1
j =i
∣∣bkj (u, t)eji(x(t))∣∣
]
du
∣∣xi(t)∣∣
−
t∫
0
[∣∣bii(t, s)eik(x(s))∣∣+ n∑
j=1
∣∣bij (t, s)ejk(x(s))∣∣
]∣∣xk(s)∣∣ds
}
.j =i
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V ′4(2) 
n∑
i=1
{
aii(t)dii
(
x(t)
)+ n∑
j=1
j =i
aij (t)dji
(
x(t)
)
+
n∑
j=1
j =i
[∣∣ajj (t)dji(x(t))∣∣+ ∣∣aji(t)dii(x(t))∣∣+ n∑
k=1
k =i
k =j
∣∣akj (t)dji(x(t))∣∣
]
+
n∑
k=1
∞∫
t
[∣∣bkk(u, t)eki(x(t))∣∣+ n∑
j=1
j =i
∣∣bkj (u, t)eji(x(t))∣∣
]
du
}∣∣xi(t)∣∣

n∑
i=1
βi
(
t,x(t)
)∣∣xi(t)∣∣ 0.
We will now complete the proof by showing that the stability definition (Definition 2.1) is
fulfilled when V ′4(2)  0. Accordingly, let t0  0 be given. Using V4, we have
V4
(
t0, φ(·)
)= n∑
i=1
∣∣φi(t0)∣∣
+
n∑
i=1
n∑
k=1
t0∫
0
∞∫
t0
[∣∣bii(u, s)eik(φ(s))∣∣
+
n∑
j=1
j =i
∣∣bij (u, s)ejk(φ(s))∣∣
]
du
∣∣φk(s)∣∣ds
=
n∑
i=1
∣∣φi(t0)∣∣+ n∑
i=1
n∑
k=1
n∑
j=1
t0∫
0
∞∫
t0
∣∣bij (u, s)∣∣du ∣∣ejk(φ(s))∣∣∣∣(φk(s))∣∣ds
 ‖φ‖ + ‖φ‖
n∑
i=1
n∑
k=1
n∑
j=1
t0∫
0
∞∫
t0
∣∣bij (u, s)∣∣du ∣∣ejk(φ(s))∣∣ds.
Because of the finiteness of (20) at t = t0, we can let
Fij (t0; s)=
∞∫
t0
∣∣bij (u, s)∣∣du, i, j = 1, . . . , n.
Then,
V4
(
t0, φ(·)
)
 ‖φ‖ + ‖φ‖
n∑
i=1
n∑
k=1
n∑
j=1
t0∫
Fij (t0; s)
∣∣ejk(φ(s))∣∣ds.
0
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Mij = sup
{∣∣∣∣ ∂gi∂xj (x)
∣∣∣∣: |x| 1
}
.
We note that Mij is finite since g ∈ C1[Rn,Rn]. Hence, by the definition of eij (x), we see
that ∣∣eij (φ(s))∣∣Mij
for all s ∈ [0, t0] and φ(·) ∈C([0, t0];Rn) with ‖φ‖ 1. If ‖φ‖ δ < 1, then we have
t0∫
0
Fij (t0; s)
∣∣ejk(φ(s))∣∣ds Mjk
t0∫
0
Fij (t0; s) ds =MjkKij (t0)
for every i, j, k = 1, . . . , n. Hence,
V4
(
t0, φ(·)
)

[
1+
n∑
i=1
n∑
j=1
n∑
k=1
MjkKij (t0)
]
‖φ‖ def= γ (t0)‖φ‖,
and because V ′4(2)  0, if ‖φ‖< δ (that is, if |φ(t)|< δ on [0, t0]), then we have∣∣x(t, t0, φ)∣∣ V4(t,x(·)) V4(t0, φ(·)) γ (t0)‖φ‖.
Then the choice
δ = δ(, t0)= 
γ (t0)
fulfils the definition of stability. This completes the proof. ✷
4.1. Stability of the linear system of VIDEs
Here, we re-establish Elaydi’s Theorem 4.1. First, we state a corollary to Theorem 4.2.
The corollary essentially gives a stability criterion for a subclass of (2).
Corollary 4.1. In system (2), let
fi(x)= pi1x1 + pi2x2 + · · · + pinxn (22)
and
gi(x)= qi1x1 + qi2x2 + · · · + qinxn, (23)
where pij and qij , for i, j = 1, . . . , n, are constants. Define
βi(t)=
{
aii(t)pii +
n∑
j=1
j =i
aij (t)pji
+
n∑
j=1
j =i
[∣∣ajj (t)pji ∣∣+ ∣∣aji(t)pii ∣∣+ n∑
k=1
k =i
∣∣akj (t)pji ∣∣
]k =j
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n∑
k=1
∞∫
t
[∣∣bkk(u, t)qki∣∣+ n∑
j=1
j =i
∣∣bkj (u, t)qji ∣∣
]
du
}
(24)
and
Kij (t)=
t∫
0
∞∫
t
∣∣bij (u, s)∣∣duds.
Assume that Kij (t) finite for each i, j = 1, . . . , n and each t > 0. If βi(t)  0 for i =
1, . . . , n and t  0, then the zero solution of system (2) is stable.
Proof. If the components of f and g are (22) and (23), respectively, so that f,g ∈
C1[Rn,Rn] and f(0) = g(0) = 0, then (15) and (16) yield D(x) = [pij ]n×n and E(x) =
[qij ]n×n. Hence, (19) in Theorem 4.2 yields (24). This completes the proof. ✷
Remark 4.1. If f(x)= g(x)= x, then Corollary 4.1 yields Elaydi’s Theorem 4.1, given that
pii = qii = 1 for i = 1, . . . , n and pij = qij = 0 for i = j = 1, . . . , n.
4.2. A new stability criterion for the scalar VIDE
Putting n= 1 in Theorem 4.2 yields a new stability criterion for the scalar case (3),
x ′(t)=A(t)f (x(t))+
t∫
0
B(t, s)g
(
x(s)
)
ds,
rewritten as
x ′(t)=A(t)D(x(t))x(t)+
t∫
0
B(t, s)E
(
x(s)
)
x(s) ds,
on the assumption that f,g ∈C1[R,R] and f (0)= g(0)= 0, and by letting
D(x)=
{
f (x)/x, x = 0,
f ′(0), x = 0, and E(x)=
{
g(x)/x, x = 0,
g′(0), x = 0.
Now, if n= 1, then, from (19),
β1(t, x1)= a11(t)d11(x1)+
∣∣e11(x1)∣∣
∞∫
t
∣∣B(u, t)∣∣ du,
and from (20),
K11(t)=
t∫
0
∞∫
t
∣∣b11(u, s)∣∣duds.
Putting x1 = x , a11(t) = A(t), d11(x1) = D(x), b11(t, s) = B(t, s), e11(x1) = E(x),
β1(t, x1)= β(t, x), and K11(t)=K(t), we have the following result.
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β(t, x)=A(t)D(x)+ ∣∣E(x)∣∣
∞∫
t
∣∣B(u, t)∣∣ du
and
K(t)=
t∫
0
∞∫
t
∣∣B(u, s)∣∣ duds.
Assume K(t) is finite for each t > 0. If β(t, x)  0 for t  0 and x ∈ R, then the zero
solution of (3) is stable.
Example 4.1. For the equation
x ′ = −et
(
x + sin x
2
)
+ k
t∫
0
e−(t−s)
[
1− cosx(s)]ds, k > 0, (25)
Corollary 4.2 is easier than either Theorem 3.1 or Theorem 3.2 to apply. Thus, we have,
for all t  0 and x = 0,
β(t, x)=−et
(
1+ 1
2
sinx
x
)
+ k
∣∣∣∣1− cosxx
∣∣∣∣
−et + 1
2
et
∣∣∣∣ sinxx
∣∣∣∣+ k
∣∣∣∣1− cosxx
∣∣∣∣−et + 12et + k −12 + k,
so that β(t, x) 0 if 0 < k  1/2. If x = 0, we see that β(t,0)−3et/2 < 0. Finally, we
note that K(t) = −e−t + 1, which is clearly finite for all t > 0. Hence, Corollary 4.2 is
satisfied and the zero solution of (25) is stable.
4.3. Stability of a two-dimensional system of VIDEs
Example 4.2. The system[
x ′2(t)
x ′3(t)
]
=
[
a11(t) a12(t)
a21(t) a22(t)
][
f1(x1(t), x2(t))
f2(x1(t), x2(t))
]
+
t∫
0
[
b11(t, s) b12(t, s)
b21(t, s) b22(t, s)
][
g1(x1(s), x2(s))
g2(x1(s), x2(s))
]
ds
is stable if f,g ∈ C1[R2,R2] with f(0)= g(0)= 0, if for all t  0 and for all x ∈ R2, we
have, from (19),
β1(t,x)= a11(t)d11(x)+ a12(t)d21(x)+
∣∣a21(t)d11(x)∣∣+ ∣∣a22(t)d21(x)∣∣
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∞∫
t
[∣∣b11(u, t)e11(x)∣∣+ ∣∣b12(u, t)e21(x)∣∣+ 2∣∣b22(u, t)e21(x)∣∣]du 0,
(26)
β2(t,x)= a22(t)d22(x)+ a21(t)d12(x)+
∣∣a11(t)d12(x)∣∣+ ∣∣a12(t)d22(x)∣∣
+
∞∫
t
[
2
∣∣b11(u, t)e12(x)∣∣+ ∣∣b21(u, t)e12(x)∣∣+ ∣∣b22(u, t)e22(x)∣∣]du 0,
(27)
and if for each i, j = 1,2 and t > 0,
Kij (t)=
t∫
0
∞∫
t
∣∣bij (u, s)∣∣duds
is finite.
The following simple, but illustrative, case is one such stable system:[
x ′1(t)
x ′2(t)
]
=
[ 10
t+1 −20
−20 10
t+1
][
x2(t)− 120 tanh(5x1(t))
x1(t)+ 120 tanh(5x2(t))
]
+
t∫
0
[ 1
(1+t−s)2 0
0 14[(t−s)2+1]
][
x1(s)+ x2(s)
x1(s)+ x2(s)
]
ds (28)
or, in the form of (17),[
x ′1(t)
x ′2(t)
]
=
[ 10
t+1 −20
−20 10
t+1
][− 120τ (x1(t)) 1
1 120τ (x2(t))
][
x1(t)
x2(t)
]
+
t∫
0
[ 1
(1+t−s)2 0
0 14[(t−s)2+1]
][
1 1
1 1
][
x1(s)
x2(s)
]
ds,
where, for i = 1,2, we define
τ (xi)=
{ tanh(5xi)
xi
, xi = 0,
5, xi = 0,
noting that 0 < τ(xi)  5 for all xi ∈ R, i = 1,2. Now, for t  0 and xi = 0, Eqs. (26)
and (27) produce β1 and β2, where
β1(t,x)=
(
10
t + 1
)(
− 1
20
τ (x1)
)
+ (−20)1+
∣∣∣∣(−20)
(
− 1
20
τ (x1)
)∣∣∣∣+
∣∣∣∣
(
10
t + 1
)
1
∣∣∣∣
+
∞∫
t
(
1
(1+ u− t)2
)
1 du+ 2
∞∫
t
(
1
4[(u− t)2 + 1]
)
1 du
=− τ (x1) − 20+ τ (x1)+ 10 + 1+ 2π2(t + 1) t + 1 8
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=−10+ τ (x1)+ 1+ π4 <−5+ 1+
π
4
= π − 16
4
< 0
and
β2(t,x)=
(
10
t + 1
)(
1
20
τ (x2)
)
+ (−20)1+
∣∣∣∣
(
10
t + 1
)
1
∣∣∣∣+
∣∣∣∣(−20)
(
1
20
τ (x2)
)∣∣∣∣
+ 2
∞∫
t
(
1
(1+ u− t)2
)
1 du+
∞∫
t
(
1
4[(u− t)2 + 1]
)
1 du
= τ (x2)
2(t + 1) − 20+
10
t + 1 + τ (x2)+ 2+
π
8
<
τ(x2)
2
− 20+ 10+ τ (x2)+ 2+ π8 =−10+
3τ (x2)
2
+ 2+ π
8
−10+ 15
2
+ 2+ π
8
=−5
2
+ 2+ π
8
= π − 4
8
< 0.
If x1 = x2 = 0, then
β1(t,0) <−20+ 5+ 10+ 1+ π4 =
π − 16
4
< 0
and
β2(t,0) <−10+ 152 + 2+
π
8
= π − 4
8
< 0.
Hence, we have shown that βi(t,x) < 0 for i = 1,2, t  0, and x ∈R2. Finally, we see that
K11(t)= ln(1+ t), K12(t)=K21(t)= 0, and K22(t)= (πt/2− t tan−1 t+ ln(1+ t2)/2)/4
so that Kij (t), i, j = 1,2, are finite for each t > 0. The zero solution of the sample system
(28) is therefore stable.
Acknowledgments
The authors are grateful to the referees whose valuable suggestions have led to an improvement in the qual-
ity and presentation of this paper. S.-i. Nakagiri is supported by Grant-in-Aid for Scientific Research (C)(2)
13640213.
References
[1] T.A. Burton, Volterra Integral and Differential Equations, Academic Press, New York, 1983.
[2] T.A. Burton, Stability and Periodic Solutions of Ordinary and Functional Differential Equations, Academic
Press, New York, 1985.
[3] S. Elaydi, Stability of integrodifferential systems of nonconvolution type, Math. Inequal. Appl. 1 (1998)
423–430.
[4] B. Zhang, Construction of Liapunov functionals for linear Volterra integrodifferential equations and stability
of delay systems, Electron. J. Qual. Theory Differ. Equ. 30 (2000) 1–17.
J. Vanualailai, S.-i. Nakagiri / J. Math. Anal. Appl. 281 (2003) 602–619 619[5] L.B. Knyazhishche, V.A. Shcheglov, On the sign definiteness of Liapunov functionals and stability of a
linear delay equation, Electron. J. Qual. Theory Differ. Equ. 8 (1998) 1–13.
[6] S. Elaydi, S. Sivasundaram, A unified approach to stability in integrodifferential equations via Lyapunov
functions, J. Math. Anal. Appl. 144 (1989) 503–531.
[7] T. Hara, T. Yoneyama, R. Miyazaki, Some refinements of Razumikhin’s method and their applications,
Funkcial. Ekvac. 35 (1992) 279–305.
[8] M.R. Crisci, V.B. Kolmanovskii, E. Russo, A. Vecchio, Stability of continuous and discrete Volterra integro-
differential equations by Liapunov approach, J. Integral Equations Appl. 7 (1995) 393–411.
[9] T.A. Burton, Construction of Liapunov functionals for Volterra equations, J. Math. Anal. Appl. 85 (1982)
90–105.
[10] H. Miyagi, K. Yamashita, Construction of non-Luré-type Lyapunov function for multimachine power sys-
tems, IEE Proc. 134 (1988) 805–812.
[11] H. Miyagi, T. Ohshiro, K. Yamashita, Generalized Lyapunov function for Liénard-type non-linear systems,
Internat. J. Control 48 (1987) 95–100.
[12] R.D. Driver, Existence and stability of solutions of a delay–differential system, Arch. Rat. Mech. Anal. 10
(1962) 401–426.
