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 1 INTRODUCTION  
1.1 Background 
The advances in communication systems, computer systems and other 
electronics have enabled a rapid development of wireless sensor and actuator 
networks during the latest decade. An increasing amount of computation and 
processing power can be built into small space with a decreased amount of 
energy required for these operations.  
Originally the highest interest to develop wireless sensor networks (WSN) came 
from the military side, but once the technology became more mature, also other 
paths of development started to exist (Pister 2001). In terms of business potential 
and technology impact, one of the most interesting areas is wireless automation. 
Small, low-cost wireless devices can provide access to such places, which cannot 
be connected by cables. These places can be either moving or rotating parts of the 
machines, or locations in harsh conditions, where cabling is not an option. In 
power systems, the wireless devices can be utilized to reduce a risk of sparks in 
explosive atmospheres and to eliminate latent currents induced to the wired 
connections by the electromagnetic field. Compared to the completely cabled 
network, the use of low-cost wireless devices allows us to collect more complete 
and redundant data, which can be utilized in advanced control and monitoring 
systems. (Shen 2004), (Flammini 2007), (Flammini 2009), (Paavola & Leiviskä 
2010) 
What it comes to system architecture itself, WSNs enable us to perform 
computation in the network in a distributed or locally centralized manner. This 
changes the traditional way of designing automation systems. Many operations 
can be performed locally without swapping information back and forth between 
the actuators and the centralized network control. Operations can also be event 
based so that instead of transmitting continuously measurements which are 
made by using a constant sample rate, the system can make decisions based on 
the measured data, and transmit it only when needed. The sample rate can also 
be increased or decreased based on the measured data so that more information 
is collected when it is needed, but lower sample rate is applied when the 
measurements indicate that the targeted system performance is achieved. 
This dissertation work focuses on the design and use of open source platforms in 
wireless automation under IEEE 802.15.4 standard. IEEE 802.15.4 is the most 
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commonly applied standard in the context of wireless sensor and actuator 
networks. It uses three license-free industrial, science and medical (ISM) bands: 
2400–2483.5 MHz (worldwide), 902–928 MHz (North America) and 868.0–
868.6 MHz (Europe). Most commonly used is the first one, since it is applicable 
worldwide. (IEEE802.15.4, 2018) 
1.2 Objectives and Research Method 
IEEE 802.15.4 standard is targeted to low-cost and low-speed communication 
within a relatively short range. Communication devices have typically limited 
energy resources, which limits their performance in terms of measurement 
frequency, computation and transmission. Low-power communication in 2.4 
GHz band does not penetrate different materials that well either. On the other 
hand, the standard enables the use of low-cost devices so that single unit 
limitations can be compensated by the redundancy provided be the number of 
communication devices, and the communication range can be extended by using 
so-called multi-hop communication over several radio links from the starting 
point to the end point. (IEEE802.15.4, 2018) 
This kind of architecture presents challenges for the automation system design. 
Compared to the computer systems plugged to the electric grid and 
communicating over cabled transmission medium, the computation and data 
transmission capacity in WSNs is much lower. The communication reliability is 
also weaker, because some data packets can get lost in wireless communication 
and some of them can get corrupted during measurement or transmission, and 
carry then erroneous or misleading data. Typically the communication in WSN 
can also suffer from time variant delays. These shortages can be compensated by 
applying distributed computation, energy-efficient algorithms and data fusion 
and data compression methods. Typically the WSN is not alone, but forms a part 
of the communication and computation system in automation architecture. As a 
consequence, interfacing between different types of networks is also important to 
get the system operate reliably. (Eriksson 2008), (Björkbom 2010), (Koivo & 
Elmusrati 2010)   
Wireless sensor network consists of wireless sensor platforms called sensor 
nodes or sometimes sensor motes. One sensor node contains at least a 
microcontroller or a microprocessor, a radio, some memory, a power source and 
one or several sensors. Different types of devices, which are equipped with a 
microprocessor and a radio, can also operate as actuators in wireless sensor 
network. Then the entity of sensor nodes and actuators can be called wireless 
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sensor and actuator network. There exists a huge amount of industrial sensors, 
which can be used in wireless sensor nodes. During the early years of the WSN 
development, many sensor nodes and communication protocols were tailored 
based on the specific need of a certain application. The problem with these 
designs was that once the applied technology in the network or in the application 
system expires, the whole WSN application expires and must be re-designed. 
Moreover, automation applications rely on standardization, and these sorts of 
case specific network designs did not support standardization work for wireless 
automation that well. Everything advised us towards a need of a generic solution: 
how to develop such a software and hardware platform, that once we know the 
measurement needs of the particular application, we can select suitable industrial 
sensors and plug them to the platforms so that the WSN is ready to operate with 
as minimal software and hardware modifications as possible? A further question 
is how to interface the WSN with the rest of the automation system in a robust 
and reliable manner. 
A further challenge that follows from the targeted generic solution is the system 
design. Developed WSN must automatically initialize itself for use, adapt to 
changes in the network architecture and control its operation. The existence of 
WSN must be also taken into account in the automation system design. A crucial 
question is how the control design must be done, when there exist limitations in 
the data transmission and computation capacity, time-variant communication 
delays, missing and erroneous measurements in the data, time synchronization 
errors etc.? On the other hand, also the amount of data can be much bigger than 
before, and the data redundancy can be utilized.  
Selected research method is empirical. First an overview of the existing research 
field and the existing standards is presented. Then the industrial requirements 
are mapped by expert interviews, and platform approach is selected for the 
generic sensor platform design. In the results part, the selected publications first 
present some algorithms for WSN initialization and control, and also a brief 
discussion about security is presented. Then the developed sensor platform, the 
UWSA Node, is presented and its performance is evaluated trough a set of 
applications. After going over the results, a discussion based on them is 
presented, some conclusions made about the current state of the art and some 
directions pointed about the expected development in the nearby future.    
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1.3 Contributions 
1.3.1 Network Initialization and Control 
Related to WSN initialization and control, contributions related to localization, 
clustering and time synchronization are presented in this work. 
Publication 1 and Publication 2 discuss about localization by using distance 
estimation, which is based on radio signal fading indicated by the Received Signal 
Strength Indicator (RSSI). Publication 1 presents a method to use singular value 
decomposition (SVD) for distance matrix reconstruction in the case of noisy and 
incomplete data. Relative sensor node locations can then be computed by 
applying multi-dimensional scaling (MDS) to the reconstructed distance matrix. 
Publication 2 presents a method to improve RSSI-based distance estimation by 
using the standard deviation of the RSSI and the packet loss rate as reliability 
measures to weight the distance estimates. 
Publication 3 presents a distributed clustering algorithm that partitions WSN 
into a set of isotropic non-overlapping clusters and selects one cluster head for 
each cluster. The number of clusters depends on the network topology. 
Publication 4 presents a recursive clock skew estimation method for WSN in the 
case the time synchronization is done by using reference broadcasts. 
1.3.2 Security 
Publication 5 presents a discussion about privacy issues in data networks. Based 
on this discussion, a unified privacy preserving model is presented. Then a set of 
recommendations for the network architecture is given based on the privacy 
preserving model. 
1.3.3 Platform 
There are two contributions related to the sensor platform. Publication 6 
presents a way how the platform approach should be applied to the planning and 
design of wireless sensor networks for wireless automation. The main target is to 
bring the technical genericity and performance of the application platform up to 
such a level that it enables a fast production of different kinds of applications. 
This can be further utilized to make rapidly different kinds of products from the 
applications through productization. A method called combined platform 
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development is suggested to utilize the requirements of the different applications 
to find the highest possible genericity level for the application platform. 
Based on the analyzed requirements for wireless sensor and actuator networks 
for wireless automation under IEEE 802.15.4 standard, a wireless sensor 
platform, the UWASA Node, is made. First description of its software and 
hardware architecture is presented in Publication 7. Platform design follows the 
principles presented in this dissertation and its performance is evaluated through 
different applications. 
1.3.4 Applications 
Publication 8 presents a WSN for greenhouse monitoring. The size of the modern 
greenhouses can be several hectares, and in the Nordic climate they require 
heating and artificial lighting for remarkable part of the growing season. Extra 
carbon dioxide (CO2) is also used in the greenhouses to improve the growth. As a 
consequence, there is a need to monitor the different layers of the microclimate 
inside the greenhouse for accurate climate control. For this purpose, a WSN to 
measure temperature, humidity, light intensity and CO2 content was developed. 
The network consisted of Sensinode Microseries sensor nodes (Sensinode 2007) 
equipped with the pre-mentioned sensors. An experimental setup to evaluate the 
network performance was done at Martens Research Association’s greenhouse in 
Närpiö, Finland. 
Indoor situational awareness focuses on building interior monitoring. In police, 
rescue and military operations it is important to know where the people are 
inside the building, how many are there and what are they doing. In the pre-
surveillance related to police and military operations, it is also important to 
perform the monitoring in an unnoticeable way as part of the preparation before 
sending your own troops to the building. Publication 9 wraps up the main results 
of two indoor situational awareness projects and presents the developed 
integrated system, that was used to compute and share the real-time common 
operational picture (COP). The UWASA Node was used as part of the system, 
especially in device-free people detection and tracking.  
Publication 10 presents a text and language independent speaker identification 
method, which is based on cepstral analysis. Speech features are characterized by 
the cepstral coefficients and their first and second order derivatives. Then the 
feature matrix, which is computed from the measured acoustic (speech) signal, 
and the feature matrices, which are computed from the known voice samples in 
the database, are compared to each other and the speaker identification is done 
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based on their similarity. Since the wireless sensor nodes have just limited 
resources, method suitability for WSN is evaluated by using noisy low quality 
signals and by varying the sampling frequency, the length of the sample, the 
number of bins used in the discrete Fourier transform (DFT) and the number of 
cepstral coefficients used in the computation.  
In Publication 11, blind signal separation (BSS) is applied to the acoustic data 
collected by WSN to estimate the number of persons who are talking. 
Independent component analysis (ICA) is used for the blind signal separation 
and the voice samples are collected by using Mica2 sensor nodes (Mica2, 2003). 
Publication 12 presents a joint use of WSN and frequency converters. In the 
described application, the UWASA Node is interfaced to communicate with 
frequency converter so that one can transmit data between the sensor nodes and 
actuators and the frequency converter over the WSN. Developed system 
performance is then evaluated in the experimental setup at the industrial 
partner’s test site. There a machine equipped with six frequency converters is 
operating, and data is collected from the frequency converters during the 
operation. In addition to data collecting capability, communication reliability is 
tested and evaluated.  
Publication 13 presents a solar energy harvesting prototype and its evaluation for 
the UWASA Node. First the energy harvesting prototype design is described and 
then its performance with the UWASA Node is evaluated through experiments. 
In the experimental analysis, particular attention is paid for the performance 
level the node can reach with the energy harvested by the presented solution. 
1.4 Structure of the Thesis 
The rest of this dissertation is organized as follows: Chapter 2 presents a general 
introductory discussion about WSNs and wireless automation. Existing wireless 
automation standards for WSN, WirelessHART and ISA 100.11a are discussed 
and compared to each other in Chapter 3. Then Chapter 4 presents the evolution 
of the existing open source systems. The results of the attached publications are 
summarized in Chapter 5. Discussion about published results and about the 
current state of the art is presented in Chapter 6. Some directions for the future 
development are also pointed out in the same chapter. Finally, Chapter 7 
concludes the dissertation.   
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2 WIRELESS SENSOR NETWORKS AND WIRELESS 
AUTOMATION  
2.1 The Concept of Wireless Sensor Networks 
Wireless sensor systems have developed rapidly since the beginning of 2000’s. 
The early ideas were focusing mainly on wireless ad hoc networks for monitoring 
and communication in military systems. These networks could be deployed 
rapidly by using miniaturized wireless devices called sensor nodes. In many early 
scenarios, the size of the wireless devices was supposed to be so small that they 
could be deployed like dust and operate in an unnoticeable manner. (Pister 2001) 
Wireless sensor nodes are platforms, which are equipped at least with a 
microcontroller or processor, memory, a radio, one or several sensors and power 
source.  There are two conflicting main interests in the sensor node development: 
The node size, price and power consumption should be minimized, but at the 
same time the node must be as efficient as possible in terms of sample rate, data 
transmission capability and computation power. WSN can operate without fixed 
base stations or fixed number of nodes, and the nodes can enter or leave the 
network. The nodes can communicate with each other either directly or by using 
multi-hop path, which consists of several radio links between the nodes. To 
enable this performance, the networking protocols must operate in a distributed 
manner. This operation can be either fully distributed or locally centralized, if the 
network contains some nodes which act as cluster heads and have more 
resources. Distributed networking enables distributed computation so that 
remarkable amount of data can be processed in the network and only the 
requested information will be submitted through the gateway from the WSN to 
the upper levels of the communication system. (Dargie & Poellabauer 2010), 
(Sohraby 2007), (Tynan 2005) 
Once the WSN technology has developed from its early levels, it has also 
diverged. Some developers have set their main focus on the minimization of node 
size and energy consumption. These nodes are often used for such applications, 
where the main purpose of the WSN is to collect measurements which are then 
analyzed in a centralized manner outside the wireless network. Some developers 
emphasize also the idea of distributed network operation, which requires 
distributed algorithms and more efficient nodes. As a consequence, node size and 
energy consumption are compromises between the minimization and 
performance requirements. This is typical for sensor nodes, which are developed 
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for wireless automation. However, since the microprocessors, power sources and 
other electronic components are still developing rapidly, it is probable to achieve 
a higher performance with a smaller device size and lower energy consumption in 
the nearby future. 
2.2 Sensor Networking under IEEE 802.15.4 Standard 
 2.2.1 Physical Layer Specifications 
IEEE 802.15.4 is a standard for low-power and low data rate communication 
within short distance. The standard enables the networking of very low-cost 
devices without any underlying infrastructure. Originally it was targeted for 
wireless personal area networks (WPAN), but it is also used in industrial 
automation to cover similar areas as local area networks. In the standard 
development, a kind of basic IEEE 802.15.4 network was assumed to have a 
communication range of 10 meters and a data transfer rate of 250 kbit/s. 
Communication range can be extended by increasing the transmission power, 
which leads to higher energy consumption. Respectively, power consumption can 
be reduced by applying lower transmission power, which decreases the 
communication range. (IEEE802.15.4, 2018) 
In terms of Open Systems Interconnection (OSI) model, the standard defines 
only physical layer and medium access control (MAC) layer, which is the lower 
part of the data link layer in the OSI model. In the physical layer, IEEE 802.15.4 
devices can use three frequency bands: 868.0-868.6 MHz (center frequency 868 
MHz) in ITU Region 1, 902-928 MHz (915 MHz) in ITU Region 2 and 2400-
2483.5 MHz (2.45 GHz) worldwide. Respectively, the number of available 
channels in each band is 1 for 868 MHz, 13 for 915 MHz and 16 for 2.45 GHz. 
Two of these bands, 915 MHz and 2.45 GHz, are located on license-free 
industrial, scientific and medical (ISM) bands. Since the 2.45 GHz band is one of 
the ISM bands and available worldwide, it is most commonly used in WSNs that 
operate under IEEE 802.15.4 standard. (IEEE802.15.4, 2018) 
Originally the IEEE 802.15.4 standard specified two physical layers; one to 
support 20 kbit/s transmission speed for 868 MHz band and 40 kbit/s 
transmission speed for 915 MHz band, and another one to support 250 kbit/s 
transmission speed for 2.45 GHz band. These specifications are based on direct 
sequence spread spectrum (DSSS) modulation technique. Later the maximum 
data rates of the two lower bands were improved to reach 250 kbit/s as well. Four 
alternative physical layers are defined so that three of them use the combination 
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of DSSS and binary phase shift keying (BPSK) or DSSS and quadrature phase 
shift keying (QPSK). The latter one is used in the 2.45 GHz band. There is also 
one physical layer defined for 868 and 915 MHz bands so that it uses a 
combination of binary keying and amplitude shift keying. (IEEE802.15.4, 2018) 
In addition to these three bands and their specifications by IEEE 802.15.4 
standard, there are further variations defined by standardization groups IEEE 
802.15.4a – IEEE 802.14.4e. However, those are out of the focus of this 
dissertation work, which focuses on sensor networking under IEEE 802.15.4 
protocol.  
2.2.2 Network and Data Transmission 
IEEE 802.15.4 standard defines two types of network nodes: full-function device 
(FFD) and reduced function device (RFD). FFD can communicate with every 
other device in the network. It can also relay messages between other devices and 
operate as a network coordinator. In addition to coordinating the entire network, 
the FFD can also act as a cluster head and coordinate the network cluster, if such 
architecture is applied. RFD can only communicate with FFD, and it cannot act 
as any kind of coordinator. The RFDs are typically simple devices with scarce 
resources, and they are used only for simple tasks. FFDs can be different types of 
sensor platforms and actuators, which operate in the network. 
Every network must have a PAN coordinator, which works as a coordinator of the 
whole network. As a consequence, every network must have at least one FFD. 
Every device in the network has its own 64-bit identifier. In some cases shorter 
16-bit identifiers can be used in a restricted environment. Two network types are 
defined: a star network and a peer-to-peer network. (IEEE802.15.4, 2018) 
In a star network, there is a central device which has a direct radio link with the 
rest of the devices. The central device must be a FFD, since it operates also as a 
network coordinator. The rest of the devices can be RFDs or FFDs. This network 
architecture fits best for relatively simple networks, which are used to collect 
data, which is then processed in a centralized manner. 
In peer-to-peer network, the network topology can form arbitrary patterns, which 
are only limited by the node locations and communication range between the 
nodes. A multi-hop paths consisting of several radio links between the nodes can 
be applied to transmit messages between such nodes, which are not connected to 
each other by a direct radio link. There can be both FFDs and RFDs in the 
network. It can be further structured so that the FFDs form the trunk and the 
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RFDs the leaves of the network. This enables us to create local structures, such as 
clusters with the cluster member nodes and cluster head node, to the network. 
Clustered networks with a local coordinator (cluster head) in each cluster are 
called mesh networks. Peer-to-peer architecture forms the basis for ad hoc 
networks, which are capable to perform self-organization and self-management 
operations. Computation and other operations can be performed in a fully 
distributed manner in each node, in a locally centralized manner in clusters and 
cluster heads, or in a fully centralized manner in a network coordinator node 
after collecting the data from the network.  
There are four fundamental frame types defined for data transmission: data, 
acknowledgement, beacon and MAC command frames. In addition, a superframe 
structure, which consists of sixteen equal length slots, can be applied. It is 
typically used with such applications, which require synchronization and short 
response times. Data transfers between nodes can be coordinated by beacon 
messages and by the carrier sense multiple access with collision avoidance 
(CSMA/CA). Point-to-point networks can use either unslotted CSMA/CA or other 
synchronization mechanisms. If beacon messages are not used, the CSMA/CA 
with random backoff can be applied. Acknowledge messages to ensure the 
reception of the transmitted packet can be applied in data critical applications, 
but their use is optional. (IEEE802.15.4, 2018) 
2.3 Sensor Networks as an Enabler of New Type of 
Automation Applications 
2.3.1 Benefits Provided by Wireless Network 
So far the size of the wireless sensor nodes in IEEE 802.15.4 networks varies 
typically from some square centimeters to the size of average cellphones. This 
size range makes it possible to use standard electronic components in the nodes. 
It is also small enough to make it possible to attach the nodes to many kinds of 
mobile systems or system parts. They can be added to many existing systems 
without a need to modify the system itself. The sensor nodes can be used for 
space or areal monitoring in such spaces, where cabled connections cannot be 
used to cover it. They can also be mounted to such places, where the harsh 
conditions, such as dust, dirt, temperature, vibrations etc., make it difficult or 
impossible to use cabled sensors. 
Compared to the cabled systems, the WSN provides also savings, flexibility and 
more data. Even the obvious fact that one gets rid of the cables in a wireless 
deployment means remarkable savings, because the cabling costs can cause the 
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major part of the total costs of the automation system. The unit price of the 
sensor nodes is typically less than the price of the cabled sensor system in 
respective use.  
WSN automatically configures itself if new nodes are entering or existing nodes 
leaving the network. This gives a lot of flexibility compared to the cabled 
automation system, because new devices can be added and removed from the 
network on fly without any manual installation or configuration work. For 
example, mobile machines can join and leave the network as needed and sensor-
equipped cargo units can be followed in real time once they move in different 
parts of the logistic chain. Cheaper unit costs and flexibility in the WSN 
architecture and its installation makes it possible to collect more measurements 
than before from the observed system. This can be further utilized, as discussed 
in the following subsections. (Dargie & Poellabauer 2010), (Frotzscher 2014), 
(Sakthidharan & Punitha 2014), (Sohraby 2007)   
2.3.2 The Utilization of Data and Distributed Architecture 
Compared to the older systems, WSN architecture enables to install more 
measurement points and collect more measurement data. This data redundancy 
can be utilized in many ways. It provides  a more complete model about the 
phenomenon which is observed by the measurements, and makes it possible to 
improve the accuracy and robustness of the control algorithms. It is also easier to 
apply advanced control methods, such as adaptive, predictive and self-tuning 
control, once there is more diverse data available. Moreover, the distributed 
architecture of WSN enables distributed data processing, which makes it possible 
to apply local control loops in the network without swapping the measurements 
and the control command data back and forth between the centralized network 
control and the location where the measurements are made and the control is 
applied. This makes it possible to shift from hierarchical control to the 
distributed or locally centralized control. 
The distributed network architecture also provides remote access to the different 
parts of the system, and this access can be utilized in monitoring and control. 
Several system parts and individual devices can be remotely accessed, if needed. 
Measurement data can also be remotely collected from several sites for further 
use. This can be beneficial, for example, in remote service and in condition 
monitoring.  
Possible wear, breach and other system malfunctioning can be detected from the 
collected data. Service operations and immediate need for serviceman 
intervention can be based on the detected problems. As a consequence, the 
service can be scheduled based on the actual need of the monitored system 
instead of using just usage hour based service schedule. This would be more 
efficient and economical for both the system user and the service provider. The 
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automatic condition monitoring will improve the productivity and extend the 
system lifetime, since the problems can be detected and fixed at their early levels 
before they become bigger and more difficult to fix. Remote access provide also 
other types of benefits, since a vendor can monitor his products from one 
location, make software updates to several machines in several locations from 
one place etc.  The data collected by WSN can also be utilized to make more 
precise error models for system fault diagnostics. (Dargie & Poellabauer 2010), 
(Frotzscher 2014), (Sakthidharan & Punitha 2017), (Sohraby 2007) 
2.4 The Challenge to Fill the Automation Requirements 
2.4.1 Performance 
Many automation applications have strict requirements rising from the nature of 
the system and from the applied standards. These requirements can be related to 
the speed, response time, robustness and reliability. WSN must fill these 
requirements to be feasible for automation. 
A sampling rate producing data fast enough, so that the control can follow the 
process and react to the changes, is required. Required sampling rate depends a 
lot on the system. In process automation it can easily be in the magnitude of 
several kHz, but in some simple monitoring and control applications few times in 
an hour can be enough. In addition to being limited by the sensor node processor 
speed, the sampling rate is also limited by many hardware issues, such as the 
sensor saturation time, the time that it takes to write the measured data to the 
sensor node memory, bus speed in the printed circuit board (PCB) etc.  
In addition to sampling rate, the WSN data processing capacity is also limited by 
the computation speed and transmission speed. Some data can be processed 
locally in the node so that it is not necessary to transmit everything which is 
measured, but a certain amount of data must be transmitted to the upper levels 
of the network.  IEEE 802.15.4 standard relies on the transmission speed of 250 
kbit/s (IEEE802.15.4, 2018). In some cases it is enough to satisfy the application 
requirements but in some cases it can become a bottleneck.  (Frotzscher 2014), 
(Sakthidharan & Punitha 2017) 
2.4.2 Reliability 
Since the sensor nodes are cheap and easy to deploy, a lot of data can be collected 
by the WSN. However, compared to the cabled system, there are also more 
challenges related to the data. Some data packets can get lost or corrupted during 
the processing and transmission. The content of the data packet can also get 
corrupted in the measurement because of sensor malfunctioning. Wireless 
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communication does not preserve the order, which implies that the packets are 
not necessarily received in the same order as they are transmitted. To 
summarize, the received data can be incomplete, misleading and disordered in 
terms of time. 
If a sensor node gives index to each packet it transmits, the correct order of the 
received packets can be restored and also the locations of the missing data 
packets in the data flow can be found. If the sampling rate of the node is known 
and constant, the time series of the received measurement data can also be 
reconstructed correctly. However, this is the case with one node only. Since there 
are several nodes in the network, the indexing of the measurement data is not 
enough to reconstruct the time series of the received data correctly. Time stamps 
are required instead. To be able to place the data measured by different nodes to 
the same time series, each node and actuator in the network must have same 
time, which requires time synchronization in the network. Several time 
synchronization protocols are developed to set and keep up the time 
synchronization in WSN during its operation. 
There exist different types of handshake protocols to ensure that every 
transmitted packet is arrived. In general, the way how they work is that every 
transmission is agreed and then every transmitted packet acknowledged. If the 
acknowledgement is not received in a pre-defined time, the receiver sends a 
retransmission request to the transmitting node. There are two main problems in 
the handshake protocols: the increase of time-variant delays and the 
communication load in the network. That makes them unfeasible for many 
automation applications. 
In automation and real-time applications, different data fusion methods are a 
good way to improve the received data. For example, filters can be used to 
estimate the missing data and to detect the erroneous measurements and to 
replace them with the estimates of the correct values. Simultaneously they will 
also reduce the effect of noise, which always exists in the measurements. Since 
the data fusion can be executed in a centralized manner in the network 
coordinator or in the cluster head, it does not require any additional messaging 
between the nodes. (Frotzscher 2014), (Sakthidharan & Punitha 2017) 
2.4.3 Power Supply 
In the case of automation systems, the WSN energy-efficiency and low energy 
operation requirements must be relaxed that much that the system performance 
requirements can be filled. The minimization of the energy consumption is still 
important, but it must be done by taking into account the boundary conditions 
that follow from the requirements of the automation system. 
The power supply of the sensor nodes is a challenge. If they are powered by 
batteries, the battery lifetime must be as long as the service period of the rest of 
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the system. It is not realistic to think that the batteries would be manually 
changed more often. The battery should not remarkably increase the overall size, 
unit prize and weight of the sensor node, which sets further challenges for the 
battery use. Alternatively the energy can be harvested from the environment. 
Many methods to harvest from different sources, such as light, vibrations, 
temperature difference, electromagnetic field, air or liquid flow etc., are 
developed and a combination of them, or a combination of harvesting methods 
and battery, can also be applied. Even though the energy harvesting solves the 
sensor node power supply issue in some cases, it has also many limitations. In 
most of the cases, the energy collected by harvesting is not enough for very high 
performance in node operation. The combination of different harvesting methods 
makes the hardware design more complex and also increases the unit price of the 
node. If a combination of energy harvesting and battery is applied, one must still 
change the battery according to some service schedule. (Chen 2014) 
Technical development of batteries, energy harvesting components and some 
other electronic components like supercapacitors, which can be utilized in energy 
harvesting, is also rapid. This will improve the energy harvesting opportunities in 
the future. However, the power supply of the wireless sensor nodes still remains a 
critical issue that limits the applicability of WSNs in wireless automation. 
2.5 Business Potential   
WSN technology is currently in a transition process from emerging technology to 
a well defined part of the automation systems. During the first decade of 2000’s, 
a remarkable part of WSN related research activities were used to solve the basic 
low level issues, such as data transmission protocols, energy efficiency and 
localization. These issues are still indeed important, but currently there exists 
feasible solutions for them. The system development is proceeding so that the 
relation and interfacing between WSN and the other parts of the automation 
system is also considered. There exist solutions like 6LoWPAN (IPv6 over Low 
power Wireless Personal Area Networks), which enable IPv6 (Internet Protocol 
version 6) packets to be sent over IEEE 802.15.4 networks (6LoWPAN 2018). 
Wireless sensor nodes and actuators have also that much computation and 
memory resources, that the required data structure conversions to communicate 
between the WSN and the devices into which the sensor nodes are connected, can 
be made locally in the nodes. A sensor node can also act as a gateway between 
WSN and other type of network. Similar interfacing and compatibility issues have 
also been considered in cabled communication systems. This has led to 
convergence, which is currently discussed under the concepts of Digitalization, 
Industrial Internet, Internet of Things (IoT), Cyber-Physical Systems (CPS) and 
Big Data. (Alippi 2014), (Khaitan & McCalley 2015), (Sakthidharan & Punitha 
2017)  
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By definition, Internet of Things is a network of physical objects or "things" 
embedded with electronics, software, sensors, and network connectivity, which 
enables these objects to collect and exchange data. IoT allows the objects to be 
controlled and sensed remotely in the existing network infrastructure, which 
enables closer integration between the physical world and computer systems. 
These networks can be cabled, wireless or a combination of them (Acharjya & 
Geetha 2017). If the degree of distribution is very high or the role of sensors and 
actuators is dominating, the system is usually classified to more general class, 
which is called the Cyber-Physical System (CPS). By definition, in CPS a system 
of collaborating computational elements is controlling the physical entities. The 
main difference between traditional embedded systems and CPS is that instead of 
standalone devices, the CPS is typically designed as a network of interacting 
elements with physical input and output (Khaitan & McCalley 2015). 
Digitalization and Industrial Internet are more general terms, which are often 
used in strategic and marketing purposes when talking about the applications of 
IoT and CPS. Industrial Internet has also been popularized by Industrial Internet 
Consortium (IIC) (Industrial 2018). 
The expectations about the technological and commercial impact of IoT and CPS 
are very high. According to Cisco IBSG, the number of connected devices 
exceeded the world population somewhere between 2008 and 2009. Moreover, 
the number of devices connected to the Internet was estimated to be around 25 
billion on 2015 and predicted to double around 50 billion until 2020 (Evans 
2011). In the USA, the National Science Foundation (NSF) has defined CPS to be 
one of the key areas of research.   
Wireless automation and WSNs are important sub-areas of IoT and CPS. As a 
consequence, the increase of the amount of their industrial applications will 
follow the increase of IoT and CPS. According to ON World prediction, the global 
WSN shipset shipments will increase from 100 million on 2011 around 500 
million on 2015 and at least one billion until 2017. This prediction covers all 
radio technologies applied to WSNs, but they estimate that during the predicted 
period, IEEE 802.15.4 with ZigBee will make the largest market share though the 
WiFi and Bluetooth low power variants will grow faster. (Hatler 2018)  
As a summary, the business potential and the commercial expectations are 
currently very high in the area of wireless automation. However, to be able to 
successfully commercialize the wireless automation systems under IEEE 
802.15.4 standard, offering the technical novelties is not enough. Customer 
interests and customer satisfaction must also be considered. Two crucial 
questions are how to show the additional value the wireless automation provides 
and how to guarantee the reliability of the new kind of technology. To be able to 
answer properly, one must connect the customer needs and technical 
opportunities. It can be done by pointing out shortages in the existing 
automation systems as well as completely new kind of automation solutions, 
which can be provided by wireless automation. These solutions must be 
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compatible with the rest of the automation system, and the interfacing must be 
provided as a part of the wireless solution. 
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3. EXISTING WIRELESS AUTOMATION STANDARDS 
WIRELESS HART AND ISA 100.11A 
3.1 WirelessHART 
Highway Addressable Remote Transducer Protocol (HART) is one of the most 
common industrial automation protocols designed especially for process 
automation. It has been in the markets since 1980s, and it supports both digital 
and analog communication in 4-20 mA wiring. WirelessHART is a HART 
compatible wireless sensor networking technology, which is developed by HART 
Communication Foundation and governed by the FieldComm Group, which also 
governs HART. It uses IEEE 802.15.4 standard with Direct Sequence Spread 
Spectrum (DSSS) radio in 2.4 GHz ISM band. WirelessHART was introduced to 
the markets in September 2009, and approved by International Electrotechnical 
Comission as IEC 62591 standard in October 2010. (Fieldcomm 2018) 
There are eight different device types defined in WirelessHART: router, field 
device, adapter, handheld device, access point, gateway, network manager and 
security manager. Each device is required to have a capability to act as a router, 
which can route packets in a mesh type of wireless network. Field devices are 
equipped with one or several sensors or with actuating capabilities (such as 
valves etc.), and they perform different sensing and actuating tasks in the 
network. Adapters provide a connection between cabled network that operates 
under wired HART and wireless mesh network that operates under 
WirelessHART. The handheld devices can be used to access the WirelessHART 
network directly, for example, in configuration or diagnostic purposes. Access 
Point connects the wireless network to the gateway between wireless network 
and the cabled automation network. There can be one or several Access Points in 
single network architecture. Gateway acts as a bridge between the wireless 
network and the host applications that are located in the cabled automation 
network. Network Manager and Security Manager can either be located on the 
gateway or be separate from it. Gateway and Network Manager can also be 
redundant, if preferred. (Nixon 2012), (Fieldcomm 2018) 
There are strict key requirements to ensure system reliability and compatibility in 
WirelessHART. Every device must be compatible with every other WirelessHART 
device, and support routing. Time synchronization is always required, and 
communication is divided into 10 ms time slots. Communication security 
functions must always be in use; it is not possible to implement WirelessHART 
18     Acta Wasaensia 
without using them. This property is made intentionally to make the 
WirelessHART eligible for industrial automation, because the communication 
security is a mandatory feature in the automation system. (Lennvall 2008), 
(Nixon 2012), (Fieldcomm 2018) 
The WirelessHART Network Manager computes and keeps up the overall routing 
information in the mesh network. It is based on the graphs formed by devices 
and wireless links between them, and made redundant whenever possible. 
Routing information computation is continuously repeated to adapt to the 
changes in the network topology. The Network Manager computes a 
communication schedule for each device based on the available channels, routing 
information, time synchronization and the particular communicati0n needs of 
that device. The communication schedule is then transmitted from the Network 
Manager to each device in the form of transmit and receive slots in which that 
particular device can transmit and receive data. (Nixon 2012), (Fieldcomm 2018) 
WirelessHART can be scaled up by using several Gateways that connect the 
automation network to HART-over-IP backbone. Then one or several Access 
Points can be used to connect between WirelessHART and HART-over-IP. This is 
well suitable for distributed control systems, since the architecture enables them 
to connect through multiple Gateways. If multiple Access Points are used, the 
centralized WirelessHART Network Manager will manage the network resources. 
It can avoid the use of same channels in the overlapping WirelessHART networks 
to avoid interference, and re-use the channels in non-overlapping networks to 
maximize the use of the network resources in terms of number of devices and 
system throughput. Since there can be multiple HART-over-IP backbone Access 
Points, the throughput to backbone can be remarkably higher than a throughput 
of a single WirelessHART network, and the backbone can connect multiple 
WirelessHART networks that are located to different parts of the factory. (Nixon 
2012), (Fieldcomm 2018) 
Compared to seven layers OSI-model, there are five layers in WirelessHART 
protocol stack: physical, data link, network, transport, and application layer. In 
addition to these layers, there is the centralized Network Manager, which is 
responsible for routing, scheduling and overall network resource management. 
(Nixon 2012), (Fieldcomm 2018) 
WirelessHART uses 2.4 GHz IEEE 802.15.4 DSSS physical layer. It supports 
channels 11-26 in 2400-2483.5 MHz band with a 5 MHz gap between adjacent 
channels. Supported data rate is up to 250 kbits/s. (Nixon 2012), (Fieldcomm 
2018) 
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WirelessHART data link layer is based on IEEE 802.15.4.-2006 MAC and fully 
compatible with it. It is extended further by adapting fixed 10 ms timeslots with 
synchronized frequency hopping and time division multiple access (TDMA) to 
enable collision free reliable communication. Timeslots are managed by a 
superframe, which presents a sequence of consecutive time slots. The total length 
of the slots in a superframe forms a period, and each superframe repeats itself 
according to its period. Every WirelessHART device supports multiple 
superframes with a different number of timeslots. This enables a mixing of fast, 
slow, cyclic and acyclic network traffic. Communication reliability is improved 
further by enabling channel blacklisting. Channels which are observed to suffer 
from continuous interference or other transmission disturbances can be put on 
the blacklist, and the Network Manager can completely disable the use of those 
channels. Time synchronization messages are added to the transmission 
acknowledgement packets to continuously repeat the time synchronization to 
keep it up, as required by TDMA. (Nixon 2012), (Fieldcomm 2018) 
WirelessHART Network Layer is responsible of routing and security. Security 
Manager operates there, and the layer takes care of data end-to-end integrity and 
privacy in the wireless network. Route tables for packet routing along graphs are 
kept up in a Network Layer as well as time tables to allocate communication 
bandwidth for specific services. (Nixon 2012), (Fieldcomm 2018) 
WirelessHART Transport Layer provides a reliable, connectionless 
communication to the Application Layer. Received packets are acknowledged by 
the end device so that in the case of a lost packet, the source device can 
retransmit it. (Nixon 2012), (Fieldcomm 2018) 
The Application Layer in WirelessHART is HART. This makes WirelessHART 
compatible with HART applications and enables the wireless extension of the 
existing HART-based industrial automation systems. (Nixon 2012), (Fieldcomm 
2018) 
3.2 ISA100.11a 
  International Society of Automation (ISA) has developed the standard 
ISA100.11a under the title “Wireless Systems for Industrial Automation: Process 
Control and Related Applications”. It was approved by ISA100 standards 
committee as ISA100.11a on 2009, and by IEC as IEC 62734 on 2014. 
Certification and testing is sustained by the ISA100 Wireless Compliance 
Institute (ISA100 2018). 
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The ISA100.11a targets to provide an easy compatibility with the Internet and IP 
based networking, and simultaneously also flexibility and a variety of different 
architectural options. Like WirelessHART, it also uses IEEE 802.15.4 standard 
with DSSS radio in 2.4 GHz ISM band. ISA100.11a defines a protocol stack, 
system management and security options. Eight different roles for the devices are 
defined, and each device can have one or several roles. Defined roles are I/O 
device (input-output), router, provisioning device, Backbone Router, Gateway, 
System Manager, Security Manager and System Time Source. Every device does 
not need to support routing or provisioning. As a consequence, some devices are 
capable for only star topology networking and only devices equipped with the 
provisioning capability, can support other devices to join or leave the network. 
(ISA100 2018), (Nixon 2012) 
Compared to the OSI seven layer model, ISA100.11a protocol stack has five 
layers: physical layer, data link layer, network layer, transport layer and 
application layer. In addition to these five layers, a centralized System Manager is 
defined by a detailed description and a set of services. The physical layer is based 
on 2.4 GHz IEEE 802.15.4 DSS. Data link layer uses its own MAC protocol, which 
is a modified, non-compliant version of IEEE 802.15.4-2006 MAC. The data link 
layer includes the usual OSI model functionalities such as establishment of the 
packet structure, framing and error detection. In ISA100.11a, the data link layer 
is extended to include also the following functions (Nixon 2012):   
x link local addressing  
x message forwarding  
x physical layer management  
x adaptive channel hopping  
x clock synchronization  
x detection and recovery of message loss and message addressing  
x timing and integrity checks   
In ISA100.11a, the length of the time slot is configurable. Three channel hopping 
sequences and five hopping patterns are defined. When a device joints to the 
network, the System Manager will configure the time slot and hopping patterns 
according to network configurations. The data link layer applies graph routing, 
where each device can be associated with several graphs. The one which is used 
in a certain type of communication depends on the type of that communication. 
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This routing scheme enables a simultaneous communication of different types of 
data in the network because different packet types may be routed via different 
paths based on the graphs they are associated. (Nixon 2012) 
The routing graphs are calculated by the System Manager. It uses the input from 
the network configuration and the information the network devices provide 
about the radio frequency (RF) environment. Different traffic types, amount of 
data, requirements for frequency, real-time requirements (allowed latency), the 
performance of different channels and the energy resources of each device are all 
taken into account in the routing graph computation. The System Manager 
assigns contract IDs for the graphs it computes and notifies the network devices 
about the routing graphs and the respective contract IDs. Then the devices can 
use the contract IDs in their messages to notify the nodes on the route about the 
routing graph that must be applied for that packet. These contract IDs are carried 
within the data link layer header. (Nixon 2012) 
In the network layer, the ISA100.11a devices can be connected directly to the 
Internet. ISA100.11a network edge backbone routers that support 6LoWPAN will 
fragment and reassemble the IPv6 packets so that they can be transmitted over 
the IEEE 802.15.4 based ISA100.11a network. In the ISA100.11a network, the 
packet routing will happen by using the DLL headers. Even though the IPv6 
packet fragmentation and reassembly is supported on the network level, there is 
a bottleneck in the data transmission capacity: ISA100.11a does not define how 
multiple backbone routers could coordinate the reassembly of the fragmented 
packets. As a consequence, a fragmented data flow from one source must be all 
routed through the same backbone router, to be able to reassemble it properly. 
This limits the IPv6 data transmission capacity from a single source to the 
capacity of one backbone router. (Nixon 2012) 
In the transport layer, ISA100.11a supports connectionless service based on User 
Datagram Protocol (UDP) with an enhanced message integrity check and end-to-
end security. (Nixon 2012) 
The only application, which is defined in ISA100.11a application layer, is System 
Manager. Otherwise only a set of services for user applications is specified. 
(Nixon 2012)  
3.3 Comparison 
WirelessHART (IEC 65291) and ISA100.11a (IEC 62734) both use IEEE 802.15.4 
communication standard in 2.4 GHz ISM band. WirelessHART uses IEEE 
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802.15.4-2006 MAC as it is. ISA100.11a uses a modified version of it. Both 
technologies are feasible for wireless automation and there are several 
manufacturers that offer products for them. They both support wireless, low-
power mesh communication in wireless sensor and actuator networks. 
ISA100.11a can support HART, but WirelessHART which is especially designed 
for that purpose, is more efficient and straightforward for that purpose. (Lennvall 
2008), (Nixon 2012) 
WirelessHART is designed to be a wireless extension of HART protocol and fully 
compatible with it. It can be connected via access points to HART over IP 
backbone and by using that backbone to the other parts of the automation 
system. All WirelessHART devices must be compatible with each other and 
capable for routing to be able to operate as a node in a mesh type of network. 
FieldComm Group (former HART Communication Foundation) coordinates the 
development and performs the interoperability testing between WirelessHART 
devices. Security functions must always be in use, and the application layer of 
WirelessHART is HART. (Lennvall 2008), (Nixon 2012) 
ISA100.11a is designed to support a wide range of applications including the 
industrial automation. Since it is not directly connected to any communication 
protocol in cabled automation systems, it leaves many options to be defined for 
the user. As a consequence, starting to use ISA100.11a is not as straightforward 
for the user as staring to use WirelessHART. On the other hand, since ISA100.11a 
is not tied to one existing protocol, there are many options how to build the 
network depending on the particular needs. The application layer only defines a 
set of services for user applications and the System Manager. Security functions 
are available, but the use of them is not mandatory. Different network devices 
can have one or several different roles, and all of them do not need to support 
routing. (Lennvall 2008), (Nixon 2012) 
WirelessHART devices produced by different manufacturers are guaranteed to be 
compatible with each other (requirement in performance testing), they all 
support mesh networking and the communication security functions must be in 
use. Also the compatibility with HART field devices exists. In ISA100.11a, these 
properties are all available, but they must be taken into account and configured 
in the network design. This makes WirelessHART straightforward to use in the 
wireless extensions and updates of HART-based automation systems. On the 
other hand, ISA100.11a offers an in-build way for IP based networking and direct 
connections to the Internet or IP based intranet, since the network layer supports 
IPv6 addressing by using 6LoWPAN. The only shortage is that only one backbone 
router can be used for the communication of one particular data flow, because 
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the backbone routers do not coordinate the packet fragmentation and reassembly 
with each other. (Lennvall 2008), (Nixon 2012) 
ISA100.a enables also a wider variation of network architectures, since there can 
be devices that support routing and devices that are only capable for star 
topology networking. All devices do not need to support other nodes joining or 
leaving to the network either. The drawback is that more application specific 
tailoring is required. (Lennvall 2008), (Nixon 2012) 
WirelessHART works well in certain type of automation applications and 
provides a straightforward way to include wireless communication in the existing 
HART applications. This is a benefit but also a shortage, since the standard 
strictly limits the architectural options that can be used in WirelessHART 
networks. ISA100.11a enables more architectural options and leaves more space 
to include application specific features, but also requires more case specific 
configuration. Both standards are mainly targeted for such automation 
architectures, where data is first collected over the wireless network to the 
backbone network and then over the backbone to the automation controller, 
where the control computation is executed. Then the control commands are sent 
over the backbone and the wireless network to the devices. Development of 
generic solutions, which include distributed or locally centralized computation in 
the network and seamless interfacing to other parts of the automation system 
leaves space for open platform development. However, the support of these 
standards would be a benefit for the open platform as well. (Lennvall 2008), 
(Low 2013), (Nixon 2012) 
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4. EVOLUTION OF THE EXISTING OPEN SOURCE SYSTEMS 
4.1 General Trends 
Originally the main target in open source development was in tiny, dust kind of 
sensors with very low power consumption and low cost (Pister 2001). This target 
implied also low data sample and transmission rate and short communication 
range. Once several different types of WSN application areas were considered, 
the research and development targets became more diverge. Micro and nanosize 
platforms are still one area of interest, but the development trend that became 
particularly important for wireless automation was to allow a bit bigger platform 
size and power consumption to be able to achieve higher performance. This 
performance covers data sampling, data transmission and computation capacity 
and speed, since they are all critical to fill the automation system requirements.  
Since the beginning of 2000’s, the size (external measures) of the wireless 
platforms targeted for wireless automation has been varying roughly between the 
size of the USB flash drive and the size of a smartphone. Increased CPU 
processing power, main memory size, dynamic multiple operational modes, 
secure and reliable communication, energy efficiency and reduced overall costs 
have been among the targeted key features in the sensor node development all 
the time. Some of these target features, such as increased processing power and 
energy efficiency, are conflicting with each other. As a consequence, 
compromises and tradeoffs between the conflicting targets are also required in 
the development. At the same time the technology development has effected the 
platform development. Microprocessors and microcontrollers have become more 
efficient. The memory capacity has been increasing and its price reducing at the 
same time. This has made it possible to add more program and data memory in 
the sensor nodes. Big commercial producers are also bringing an increasing 
amount of system-on-chip solutions to the markets.  
The general development of electronics has produced new components and 
improved the existing ones such as supercapacitors, solar cells, other energy 
harvesting components, GPS chips etc. Many of them are more efficient but also 
cheaper, smaller and less energy consuming than before. This has an impact on 
the sensor node development. 
Some of the biggest steps are taken in the software development. In WSNs, small 
devices with scarce memory, computation and communication resources require 
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their own type of software solutions. The operating system must be light-weight 
in terms of memory and energy consumption, and it must enable distributed 
operation. It must support IEEE 802.15.4 standard and the most important 
standards like WirelessHART and ISA100.11a. Many important solutions related 
to the optimization of energy consumption and the communication and 
operation reliability, are done in the software. For example, there has been a 
huge amount of work in energy-efficient MAC protocol development during the 
latest 17 years. Different operational modes, like time synchronized, non-
synchronized and event based modes are also all defined by the software. 
Hardware independency, backward compatibility and separation between the OS 
and the applications are some of the general targets in the software development. 
Recently, after the breakthrough of IoT and Industrial Internet, increasing effort 
in the WSN software development have also been paid to the compatibility and 
interfacing between the WSN and other parts of the automation system.   
4.2 Examples 
One of the most well-known examples from the early years of the WSNs is the 
family of Mica sensor nodes (called motes in marketing) by the University of 
California at Berkeley, Crossbow and MEMSIC. The family consists of Mica (Hill 
& Culler 2002), Mica 2 (Mica2 2003), Mica2dot (Mica2dot 2003) and Micaz 
(Micaz 2004) sensor nodes. These nodes were introduced on 2002-2004. All of 
them are equipped with Atmel AT mega 128L processor and use ISM bands.  
Three first mentioned have four frequency band options; 868/916 MHz, 433 
MHz and 315 MHz, Micaz uses 2.4 GHz band (precisely from 2.4 to 2.48 GHz). 
The data rate of Mica2 and Mica2Dot is stated to be 38.4 Kbaud. Micaz has IEEE 
802.15.4 compatible radio transceiver and it supports a data rate of 250 kbps.  
All Mica nodes use TinyOS, which is an open source operating system for 
embedded systems such as WSNs. It is developed originally by the alliance of 
University of California at Berkeley, Intel Research and Crossbow Technology. 
TinyOS is written by nesC, which is such a variation of C programming language, 
which is targeted for the limited memory resources of the sensor nodes. TinyOS 
programs consist of software components and tasks, which are connected to each 
other by using interfaces. The operating system developer community provides 
interfaces, components and tasks for common abstractions such as 
communication, routing, sensing with different types of sensors and data 
processing. The memory allocation in TinyOS is static and there is no clear 
differentiation between the operating system and the application. Once the code 
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for particular application is compiled, it produces a single executable entity 
(TinyOS 2018), (Dargie & Poellabauer 2010). 
XYZ node was introduced by Embedded Networks and Applications Laboratory 
at Yale University on 2005. It is equipped with OKI ML67Q500x ARM THUMB 
microprocessor and Chipcon CC2420 radio, which supports IEEE 802.15.4 
communication in 2.4 GHz ISM band. System clock rate can be controlled 
between 1.8 and 57.6 MHz. This enables different operational modes depending 
on the computation and communication needs. Low clock frequency modes can 
be used to save energy. Higher clock rate modes with 32 kB of RAM, 4 kB of boot 
ROM and 256 kB of flash provide resources for more intensive computation. The 
memory can be further extended with 2 Mbits external RAM (Lymberopoulos & 
Savvides 2005). 
XYZ node uses SOS operating system, which is developed at University of 
California, Los Angeles. Like TinyOS, it is also targeted to memory limited 
embedded devices like sensor nodes. It consists of modules, messages and kernel. 
Memory allocation and the reprogramming of the modules are dynamic (Han 
2005). Like TinyOS, also SOS does not have a clear distinction between the 
operating system and the application (Dargie & Poellabauer 2010). 
Sensinode Microseries sensor platform uses Chipcon’s CC2420 radio and 
supports both TinyOS and FreeRTOS operating systems. The radio operates in 
2.4 GHz band, and its maximum data rate is 250 kbps within 100 m transmission 
range. However, the existence of obstacles can easily reduce the maximum 
communication range. Node microcontroller MSP430 operates at 8 MHz and has 
10 kB of RAM and 256 kB of flash memory. CC2420 transceiver has its own 4 
Mbit serial data flash memory  (Sensinode 2007). 
Sensinode Nanostack operates on top of FreeRTOS operating system. It was one 
of the first protocol stacks to enable IP-based networking in WSN, since it 
included 6LoWPAN with IPv6 and UDP implementations (Ahonen 2008).  
FreeRTOS operating system is designed for embedded devices, and it follows the 
principles to be simple and light weight in terms of small memory footprint, low 
overhead and fast execution. It is one of the most common operating systems for 
microcontrollers and small microprocessors. FreeRTOS is written mostly in C 
with a couple of assembly functions included. The kernel consists of only three C 
files. There is a host program called a thread tick method that enables the run of 
multiple threads. It switches tasks based on priority and utilizes round-robin 
scheduling scheme. There is also a tick-less operation mode for low-power 
applications (FreeRTOS 2018).   
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FreeRTOS is shared under MIT License, which is one of the free software 
licenses. The latest release is published in December 2017 (FreeRTOS 2018). 
Contiki operating system (Contiki 2018) is originally created by Adam Dunkels 
from Swedish Institute of Computer Science and then further developed by a 
strong alliance that consists of industrial and university partners. Contiki was 
first time released on 2003, and the latest release came out in August 2015. It is 
targeted for power and memory constrained wireless embedded devices having 
its special focus on IP based networking and IoT (Dunkels 2004), (Contiki 2018). 
There are three networking stacks available in Contiki; the uIPv6 stack, which 
supports IPv6 networking (Durvy 2008), the uIP TCP/IP stack, which supports 
IPv4 networking (Dunkels 2003) and the Rime stack. Last one is a light weight 
communication stack for low-power wireless networks, for which the overhead of 
IP based networking is too high (Dunkels 2007). 
Since Contiki is targeted for low power embedded systems, special attention has 
been paid for the energy efficiency and small power consumption. There are 
several mechanisms to reduce the power consumption of the system which is run 
by Contiki, and a low power radio protocol called ContikiMAC (Dunkels 2011), 
(Contiki 2018). 
Currently there are many sensor platforms available by the commercial 
producers. Remarkable technical achievements during the latest years include 
the system on chip solutions, improvements in energy efficiency, increasingly 
utilized energy harvesting solutions and increased memory capacity. Power 
sources are also developing and becoming more long-lasting. Applied radio 
technologies are diversifying as mentioned in chapters 6-7. A typical sensor node 
has its use voltage around 1.8-3.6 V, sleep mode power consumption in the 
magnitude of microamperes, active mode in the magnitude of milliamperes and 
price varying from a couple of US dollars up to 125 USD. CPU clock frequency is 
usually within a range of 8-32 MHz, though there are some up to 500 MHz. Real-
time clock is around 32 kHZ.  Memory capacity in sensor platforms has been 
remarkably increasing from kilobytes to gigabytes, and new innovative memory 
solutions, such as ferroelectric random access memory (FRAM), have been 
adopted (Nodes 2018), (Srinivasa 2013). 
A powerful option for the sensor platform is offered by the single-board 
computers, like the Rasberry Pi (Rasberry 2018) and Beagle Boards (Beagleboard 
2018). These boards can run the usual PC operating systems and they have 
similar computation resources, which makes them much more powerful than 
low-resource sensor nodes. On the other hand, their power consumption is 
higher compared to sensor nodes and separate modules for the WSN transceiver 
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and sensors are required. One architectural option is to use the single-board 
computers as cluster heads or gateways in WSN, and otherwise more resource-
limited nodes. 
A low-power but efficient hardware extension for sensor nodes can be offered by 
a field-programmable gate array (FPGA). There have been some experiments 
about a joint use of sensor node and FPGA and the area is under intensive 
research. Many signal processing applications such as filtering and Fourier 
analysis can be performed much more efficiently with FPGA instead of just using 
the node microcontroller and memory. This can enable more advanced data 
processing in the network in future (Das 2011), (Goh 2012), (Piedra 2012),(Liao 
2013), (Kumar 2013), (Engel 2014).  
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5. RESULTS 
5.1 Network Initialization and Control 
Related to network initialization and control, publications 1 and 2 are focusing on 
localization, Publication 3 on clustering and Publication 4 on time 
synchronization in WSN. 
5.1.1 Localization 
If the sensor nodes are equipped with localization capability such as GPS or if 
they are manually placed in static locations, there is no localization problem. 
However, there are many cases where these assumptions do not hold. Satellite 
positioning is not available inside buildings, and it might be too expensive to 
include the satellite positioning capability in every sensor node outside. Placing 
the nodes and writing down their positions manually is doable with relatively 
small node deployments, but this method is either inefficient or completely 
infeasible with deployments consisting of large number of sensor nodes.  
In network-based localization, sensor node locations are computed based on the 
measured distances between them. Nodes can be equipped with distance 
measurement devices such as ultrasonic transmitter-receiver pairs (Savvides 
2003), or distances between them can be estimated by using radio signal fading 
and routing information. In addition to distances, it is also possible to measure 
angles between them (Niculescu & Nath 2004), though it is more uncommon. 
Multidimensional Scaling (MDS) is a localization method, which uses the 
distance information and returns the relative coordinates of the nodes (Shang 
2003), (Shang & Ruml 2004), (Xi & Zha 2004). The term relative coordinates is 
used here for the coordinates in two or three dimensions (2D or 3D), which are 
correct up to rotation reflection and translation. If there are three nodes in 2D or 
four nodes in 3D available in the preferred reference coordinate system, the final 
translation from relative to reference coordinates can be made. 
Sensor node location computation by using MDS is based on distance matrix 
singular value decomposition (SVD). Assume ܦ  is a matrix of measured or 
estimated distances between sensor nodes so that each element ݀௜௝  in ܦ  is a 
distance between nodes ݅ and ݆. For simplicity we can assume that ݀௜௝ = ௝݀௜ for 
the same pair of nodes. In practice it means that the average of two 
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measurements or the more reliable one of them is used. For a sensor network 
that consists of ݊  nodes, ܦ  becomes ݊ × ݊  matrix with symmetric lower and 
upper triangles and zeros in the diagonal (node distance to itself). ܦ is converted 
to centered square distance matrix ܦ௖ by conversion 
(5.1) ܦ௖ = െଵଶ ቀܫ௡ െ
ଵ
௡ ܧ௡ቁܦଶ ቀܫ௡ െ
ଵ
௡ ܧ௡ቁ, 
where ܫ௡ is ݊ × ݊ identity matrix and ܧ௡ is ݊ × ݊ matrix that consists entirely of 
ones. When centered in this way, ܦ௖ becomes a symmetric ݊ × ݊ square matrix so 
that 
(5.2) ܦ௖ = ܦ௖் . 
By definition, the singular value decomposition (SVD) of ܦ௖ is  
(5.3) ܦ௖ = ܷܩ்ܸ, 
where ܩ is a diagonal matrix having the singular values of ܦ௖ in its diagonal in 
decreasing order. These singular values are the nonnegative square roots of the 
eigenvalues of ܦ௖ܦ௖் . Since ܦ௖ is a square symmetric matrix, it follows that the 
SVD in (5.3) becomes 
(5.4) ܦ௖ = ܷܩ்ܸ = ܷܩ்ܷ. 
In (5.4), the left singular vectors of ܦ௖ are carried by the columns of ܷ and the 
right singular vectors by the columns of ்ܷ. Since ܩ presents the singular values 
of ܦ௖ in decreasing order, it presents them in their order of importance related to 
the original data of ܦ. As a consequence, the first three columns of matrix ܺ  in 
(5.5) ܺ = ܷܩభమ 
are the relative coordinates of the sensor nodes in 3D. Respectively, first two 
columns of ܺ provide the coordinates in 2D.  More formally, relative coordinates 
in 2D can be solved by using the best rank 2 approximation of ܦ௖ : 
(5.6) ܦ௖ଶ = ଶܷܩଶ ଶ்ܷ , 
where ଶܷ is an ݊ × 2 matrix of the top left singular values of ܷ. Then the relative 
node coordinates in 2D are given by 
(5.7) ܺଶ = ଶܷܩଶ
భ
మ. 
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Since the sensor node coordinates are computed from the distance matrix when 
MDS is applied, the accuracy of the result depends on the accuracy of the 
distance measurements. In practice the distance measurements are always noisy. 
If the distance is computed based on the radio signal fading, which is indicated 
by the measured RSSI, the nature of the radio channel introduces some 
uncertainty to the distance estimate. Possible failures in sensor node operation 
and communication can also act as a source of error in the distance estimation. 
Moreover, since every node is usually not directly connected to every other node 
in the network, some pairwise distances cannot be directly measured. Those 
distances which exceed the node communication range must be approximated. 
One common and straightforward solution is the utilization of routing 
information. Once the communication path between two nodes which are not 
directly connected is known, the pairwise distance is estimated by computing the 
Euclidean length of the path. By doing so the distance estimate becomes always 
bigger or equal than the real distance. The use of Euclidean paths provides quite 
good results with random uniform node deployments, but if there are more 
complicated network shapes or obstacles that cannot be penetrated by the 
communication, the localization error caused by the distance estimation error 
with the Euclidean paths becomes remarkable. 
Publication 1 presents distance matrix reconstruction for sensor node localization 
in the case of noisy and incomplete distance measurements. It also shows that 
when the method is applied, the resulting distance matrix reconstruction error is 
bounded and decreasing inversely proportional to ξ݊, where ݊ is the number of 
nodes in the region of deployment. 
In square distance matrix ܦ௦, each element is a square of the distance between 
nodes ݅ and ݆. In other words 
(5.8) ݀௦೔ೕ = ݀௜௝ଶ , ݅, ݆ א [1 …݊]  
It is shown in Publication 1 that in ݀ dimensions 
(5.9) ݎܽ݊݇(ܦ௦) ൑ ݀ + 2. 
It follows from (5.9) that in 2D, the rank of the square distance matrix ܦ௦ is at 
most 4. Thus, even though ܦ௦ has ݊ଶentries, it has only 4 linearly independent 
columns. As a consequence, carefully chosen 8݊ entries are enough for square 
distance matrix reconstruction. In practice it is not possible to make such an 
ideal chose of the right entries for reconstruction, but in Publication 1 the 
reconstruction is done by sampling the entries of ܦ௦. In sampling, probabilities 
݌௜௝ for respective distances ݀௜௝ are defined such that noisy distances 
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(5.10) ܦ෩௦೔ೕ = ቊ
݀௜௝ଶ + ߝ௜௝ ݓ݅ݐ݄ ݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ ݌௜௝
ݑ݊݇݊݋ݓ݊ ݓ݅ݐ݄ ݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ 1െ ݌௜௝. 
In (5.10) ߝ௜௝  are independent zero-mean random variables with bounded 
variance. In the idealized case one can assume that ݌௜௝ = 1 if ݀௜௝ ൑ ܴ and ݌௜௝ = 0 
if ݀௜௝ > ܴ, where ܴ is the sensor node communication radius. In a realistic case, it 
follows from the random nature of the radio path and from other possible 
sources of error, that there is always some uncertainty in ܴ  and it varies in 
different moments and directions. In Publication 1, two assumptions are made to 
satisfy this: 1) all ݌௜௝ ’s are known and 2) ݌௜௝ ൒ ݌ఌ > 0 for all ݅, ݆ א [1 …݊], where ݌ఌ 
is some small positive constant. 
In Publication 1, an estimator matrix ܵ to estimate the square distance matrix ܦ௦ 
is constructed with following entries: 
(5.11) ௜ܵ௝ = ቐ
ௗ೔ೕమ ାఌ೔ೕାఊ೔ೕ൫ଵି௣೔ೕ൯
௣೔ೕ ݂݅ ݀௜௝  ݓܽݏ ݉݁ܽݏݑݎ݁݀
ߛ௜௝ ݋ݐ݄݁ݎݓ݅ݏ݁ ൫1 െ ݌௜௝൯.
 
In (5.11), ߛ௜௝ are representing the best estimates for the distances between nodes ݅ 
and ݆. Based on (5.9), the rank of ܵ in 2D is at most 4. The localization algorithm 
SVD-Reconstruct presented in Publication 1 proceeds as follows: 
1) Given noisy measurements ܦ෩ as presented in (5.10) and estimates ߛ௜௝ 
for those pairwise distances which are not measured, construct ܵ as 
presented in (5.11). 
2) Construct ܵସ, a best rank 4 approximation of ܵ by using the SVD of ܵ. 
3) Compute the relative coordinates of the sensor nodes in 2D by using 
S4 instead of ܦଶ as an input matrix in (5.1)-(5.7). 
It holds for all entries of ܵ, that the expectation value 
(5.12) ܧൣ ௜ܵ௝൧ = ݀௜௝ଶ  ׊ ݅, ݆ א [1 …݊] , 
because it was assumed that ܧൣߝ௜௝൧ = 0 for all ݅, ݆ א [1 …݊]. Since ݌௜௝ are bounded 
(probabilities), the variances of the entries of ܵ are also bounded. Based on these 
properties and the bounds presented in (Achlioptas & McSherry 2001) it is 
proven in Publication 1 that 
(5.13) ԡܦଶ െ ܵସԡி ൑ ܱ ቀ݊݀௠௔௫ସ + ݊
య
మ݀௠௔௫ଷ ቁ. 
It follows from (5.13) that the average square error per entry in ܵସ is 
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(5.14) ܱ ቀௗ೘ೌೣర௡ +
ௗ೘ೌೣయ
ξ௡ ቁ. 
Assuming that ݀௠௔௫ is independent on ݊, (5.13)-(5.14) verifies the Publication 1 
result that when SVD-Reconstruct algorithm is used, the node distance 
reconstruction error decreases inversely proportional to ξ݊ , where ݊  is the 
number of nodes in the network. 
In MDS, the idealized model ݌௜௝ = 1 if ݀௜௝ ൑ ܴ  and ݌௜௝ = 0 if ݀௜௝ > ܴ  is usually 
assumed for the distance measurements (Shang 2003), (Shang & Ruml 2004), 
(Xi & Zha 2004). Under that assumption, (5.11) gets a form 
(5.15) ௜ܵ௝ = ቊ݀௜௝
ଶ + ߝ௜௝ ݂݅ ݀௜௝ ൑ ܴ
ߛ௜௝ ݂݅ ݀௜௝ > ܴ. 
In (5.15), the square of the shortest Euclidean path between nodes ݅  and ݆  is 
usually used as ߛ௜௝ . The form (5.11) presented in Publication 1 includes (5.15) but 
is more general. In (5.15), any knowledge about the distance measurement 
probabilities, radio environment and sensor node properties can be utilized to 
define the distance measurement probabilities ݌௜௝ and the estimates ߛ௜௝ for those 
distances that cannot be directly measured. 
Figure 1 presents Publication 1 simulation results in the case of random uniform 
and random corridor type of node deployments. The WSN deployment area was 
1 × 1 and the node communication radius was set to ܴ = 0.165. The number of 
nodes was varied between 100 and 500. Since the deployment area and 
communication radius were kept constant, this variation of the number of nodes 
made the node connectivity (direct connections to other nodes) vary between 5 
and 42. The left plots in Figure 1 are noiseless. In the right plots, the distance 
measurements were corrupted with noise. Applied noise had zero mean and 
uniform distribution which is 63% of the actual measurement.  
In the simulations illustrated in Figure 1, a probability that node ݅ can measure 
its distance to node ݆ was selected so that 
(5.16) ݌௜௝ = ൜ 1 ݂݅ ܴ ൑ 0.165భ
భబబ ݂݅ ܴ > 0.165. 
Selection (5.16) fills the assumption that there is a small, nonzero probability also 
for nodes located further than ܴ from each other to measure (or estimate) their 
mutual distance. Three options were used to approximate those distances that 
cannot be measured: ߛ௜௝ = 0, ߛ௜௝ = ܴଶ and ߛ௜௝ = (ݏ݄݋ݎݐ݁ݏݐ ݃ݎܽ݌݄ ݌ܽݐ݄)௜௝ଶ . In this 
expression, shortest graph path is the same as shortest Euclidean path between 
the nodes ݅  and ݆ . Executed simulations are presented in Figure 1. In each 
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simulation scenario, the number of nodes was varied from 100 to 500 and 10 
simulations were run for each size. Plots in Figure 1 present the average square 
distance reconstruction error in each case. In addition to four different choices of 
ߛ௜௝, also theroretical error (5.13)-(5.14) is plotted. 
Figure 1. Simulation results for SVD-Reconstruct performance in Publication 
1. Up left: random uniform deployment without noise, up right: 
random uniform deployment with uniformly distributed random 
noise which is 63% of the actual measurement. Down left: corridor 
type of deployment (see Figure 2) without noise. Down right: 
corridor type of deployment with similar noise as uniform case. 
 
Simulations verify the result (5.13)-(5.14), which indicate that the distance 
reconstruction error is inversely proportional to ξ݊, where ݊ is the number of 
nodes in WSN. The results also indicate that the SVD-Reconstruct algorithm is 
noise tolerant. It was expected, because it was proven in the Publication 1 that ߪௌ, 
the variance of the entries of ܵ, is bounded by 
Acta Wasaensia     35 
(5.17) ߪௌଶ ൑ max௜,௝
ଶ
௣೔ೕ ൫(݀௜௝
ଶ െ ߛ௜௝)ଶ + ߪఌଶ൯. 
In (5.17), the bound is dominated by the first term on the left side, and the effect 
of the noise variance ߪఌ is smaller. The bound (5.17) also indicates that the closer 
to ݀௜௝ଶ  the ߛ௜௝is the better the reconstruction. 
 
Figure 2. The corridor type of node deployment used in simulations in 
Publication 1. 
 
On the second set of simulations in Publication 1, the performance of SVD-
Reconstruct was evaluated and compared with MDS-MAP (Shang 2003) in such 
cases, when nodes have certain probability to fail to detect each other and 
measure their pairwise distance even if the distance is less than ܴ. Two types of 
sensor nodes were considered: type 1 fails to detect a neighboring node within its 
communication rage with probability ݌ଵ and type 2 fails with probability ݌ଶ. WSN 
deployment area was scaled to 1 × 1. Probability that sensor nodes detect each 
other if their distance is more than ܴ was kept in 0.01. For the missing pairwise 
distances, estimates  ߛ௜௝ = 0 and ߛ௜௝ = ܴଶ were used for SVD-Reconstruct and the 
squares of the shortest Euclidean paths for MDS-MAP. In first two experiments, 
node communication radius was set to ܴ = 0.1. In the first case the probabilities 
to fail were ݌ଵ = మయ and ݌ଶ = యర and in the second case ݌ଵ = భమ and ݌ଶ = యర. Results are 
presented in Figure 3.  
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Figure 3. Comparison between SVD-Reconstruct and MDS-MAP in 
Publication 1. Probabilities  ݌ଵ = మయ and ݌ଶ = యర are used in the left plot 
for sensor types 1 and 2 to fail to detect neighboring node within 
their communication radius. On the right plot, probabilities  ݌ଵ = భమ 
and ݌ଶ = యర are used respectively. Node communication radius was 
ܴ = 0.1 for all nodes. 
 
In third experiment, probabilities were kept at ݌ଵ = భమ and ݌ଶ = యర, and the ܴ was 
increased from 0.1 to 0.165. Simulation result is presented in Figure 4. 
 
Figure 4. Comparison between SVD-Reconstruction and MDS-MAP in 
Publication 1. Probabilities  ݌ଵ = భమ and ݌ଶ = యర are used, but 
compared to Figure 3, here ܴ is increased from 0.1 to 0.165. 
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The second set of simulations illustrated in figures 11-12 shows that the SVD-
Reconstruct performs better than MDS-MAP with sparse sensor node 
deployments, but when the node deployment density increases, MDS-MAP 
performs better in the case of random uniform deployment. 
One of the most common methods to compute the distance between two nodes 
which have direct radio link between them is based on the measured radio signal 
power fading. Once the power of the transmitted signal and the power of the 
received signal are known, one can first compute the power loss and then the 
distance based on the power loss. However, the properties of the radio channel 
such as path loss, shadowing and multipath fading, make the radio signal fading 
more complicated, since in addition to distance, it also depends on many other 
parameters and can vary over time (Bertoni 1999). Publication 2 presents a 
simple method to improve the power loss based distance estimation. The log-
distance path loss model is  
(5.17) ௟ܲ௢௦௦ = ்ܲ௫ െ ோܲ௫ = ଴ܲ + 10݊௣݈݋݃ ቀ ௗௗబቁ+ ܺఙ, 
where ்ܲ௫ is the transmitted signal strength, ோܲ௫ is the received signal strength,  
݀଴ is a reference distance, ଴ܲ is the received power at the reference distance and ݀ 
is the distance between transmitter and receiver. ܺఙ  is a zero-mean Gaussian 
random variable with a standard deviation ߪ, and it represents the flat fading. In 
Chipcon specification used for the power loss in Publication 2 (Aamodt 2008), it 
is assumed that the reference distance is one meter and the effect of flat fading is 
negligible. Thus, the power loss in distance ݀ becomes 
(5.18) ௟ܲ௢௦௦ = െ10݊௣݈݋݃ଵ଴(݀) + ܣ. 
Compared to (5.17), in (5.18) the sign of the path loss exponent ݊௣ is changed and 
a loss constant ܣ is used instead of ଴ܲ. The initial assumption for ܣ is ܣ = ଴ܲ. 
Once the applied transmission power is known and the power of the received 
signal can be measured, ௟ܲ௢௦௦ can be computed as their difference ௟ܲ௢௦௦ = ்ܲ௫ െ
ோܲ௫. Then the distance can be solved from (5.18): 
(5.19) ݀ = 10൬
ು೗೚ೞೞషಲ
షభబ೙೛ ൰. 
However, (5.19) is a simplified model which holds well only in 
electromagnetically isolated vacuum. It does not provide good results in realistic 
radio environments in the area of IEEE 802.15.4, because of the effects of path 
loss, shadowing and multipath fading.  
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In Publication 2, the distance estimates (5.19) are improved by using a bounded 
optimization, which optimizes the parameter values to compute the distance 
estimates based on received signal strength measurements. The standard 
deviation of the measurements and the number of lost packets in each set of 
measurements are used as criteria to ignore the most unreliable measurements in 
the optimization computation. 
The experiments in Publication 2 are made by using Sensinode Nanoseries, 
which was equipped with Radiocraft RC2301AT radio module and IEEE 802.15.4 
supporting Texas Instruments CC2431 system on chip RF transceiver (Sensinode 
2008). The longest distance was first limited to 30 m and later to 28 m, since it 
was observed that the communication with RC2301AT in-built ceramic antennas 
became highly unreliable on longer distances. Measurements started in 1 m 
distance, and the distance between transmitting and receiving nodes was 
increased in one meter steps from 1 up to 28 meters.  In every distance, as many 
packets was transmitted as was required to receive 50 packets. A handshake 
protocol between two nodes was applied so that the receiving node was able to 
write down the measured power of each received packet and the total number of 
packets that was transmitted to get 50 packets through. Transmission power was 
kept constant. Based on these measurements, one was able to compute the 
average power loss, power loss standard deviation, and the number of lost 
packets in each distance from 1 to 28 meters in one meter steps. 
For every distance ݅ , (݅ א [1, … 28])  the distance estimates ݀ప෡ were counted by 
using the equation (5.19). Then the sum of the absolute values of the difference 
between actual distances and estimated distances was used as a cost function: 
(5.20) ஼݂ி = σ ห݀௜ െ ݀ప෡ หଶ଼௜ୀଵ  . 
The standard deviation of the received signal strength ߪ௉ೃೣ௜  and the number of 
lost packets ௟ܰ௢௦௧௜   were counted from a set of 50 measurements in each 
measurement point. They indicated the communication reliability on that 
particular distance. Since the bigger values indicated weaker reliability in 
communication, they indicated also a weaker reliability of that particular 
distance estimate. Based on this observation, the applied optimization routine 
computed optimal threshold values ߪ௉ೃೣכ  and ௟ܰ௢௦௧כ . If they were exceeded in some 
measurement point, that point was ignored in the optimization computation. 
Two other optimized parameters were path loss exponent ݊௣ and loss constant ܣ. 
MATLAB optimization routine fminsearch (Matlab 2018) was used to solve the 
optimal values ߪ௉ೃೣכ , ௟ܰ௢௦௧כ , ݊௣כ  and ܣכ. 
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Another set of experimental data, which was not used in the optimization 
computation, was then used to analyze the effect of the optimization. Left plot in 
Figure 5 presents the true and estimated distances when (5.19) was directly 
applied. Each dot is the average computed from 50 measurements and the 
respective standard deviation is presented by the error bars. It is easy to observe 
that for distances longer than 10 meters, the estimates became weak. Right plot 
in Figure 5 presents the real and estimated distances when the estimates were 
computed by using the optimized parameter values for ߪோ௫, ௟ܰ௢௦௦, ݊௣ and ܣ. Red 
circle around the dot indicate such measurement points, which were included to 
the computation. Points without red circle were excluded, because either ߪோ௫ or 
௟ܰ௢௦௦, or both of them, exceeded the values of ߪோ௫כ  and ௟ܰ௢௦௦כ  in these points. 
 
Figure 5. Distance estimation with and without optimization in Publication 2. 
Real and estimated distances, which are computed without 
optimized parameter values (left) and the same results which are 
computed by using the optimized parameter values (right). Red 
circle around the dot indicate that the particular point is used in the 
optimization computation. 
 
Results indicate that the optimization method presented in Publication 2 clearly 
improves the distance estimates, which are based in radio signal power fading 
between transmitter and receiver. It was also relevant to use the standard 
deviation of the received signal strength and the number of lost packets in a 
certain measurement points as criteria to evaluate the reliability of the distance 
estimate on each particular distance. 
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6.1.2 Clustering 
In large WSNs that consist of big number of sensor nodes and actuators, it is 
beneficial to organize the network into clusters. Clustered architecture helps the 
network management in general, and the spatial grouping of nodes can be 
utilized in data aggregation, data compression and transmission power control. 
Since the correlation of the measured data is higher between sensors located in 
close proximity to each other, the data compression rate can be higher between 
the nodes that are located into the same cluster. In data aggregation, the WSN 
communication load and sensor node resource consumption can be balanced by 
collecting data from only part of the nodes from each cluster in time. Clustering 
information can be used in WSN power control based on the fact that it usually 
requires less power to reach the nodes in the same cluster compared to the 
communication power which is needed to reach the nodes which are located to 
other clusters in the same network. 
Publication 3 presents a distributed algorithm that partitions the WSN into a set 
of locally isotropic non-overlapping clusters. The algorithm can trace down 
locally isotropic subsets of nodes in globally non-isotropic node deployment, and 
cluster the network with respect to local density attributes. The size and number 
of the clusters depend on the node deployment, and they are not set in advance. 
There is no need to know the node locations either, but it is assumed that each 
node can measure distances to its one hop neighbors and exchange information 
about its two hop neighborhood. The only parameters which must be given in 
advance are the minimum number of nodes per cluster ܰ௠௜௡  and density 
reachability parameter ܦ௥.  
There are k-means clustering (McQueen 1967) methods that are applied to WSN 
clustering (Ghiasi 2002), (Kanugo 2002), (Klein 2002). Also such distributed 
WSN clustering algorithms are proposed, where clusterhead selection is based on 
node connectivity (Basagni 1999), (Amis 2000), randomness (Bandyobadhyay & 
Coyle 2003) and received signal strength (Younis & Fahmy 2004). What makes a 
difference between them and the TASC clustering algorithm presented in 
Publication 3, is the way how TASC clusters a non-uniform node deployment 
with respect to WSN topology so that it targets to minimize the density variation 
in  each cluster.  
It is assumed in Publication 3 that each node can compute the distance to its one-
hop neighbors and then share this information so that every node becomes aware 
of connections and distances in its 2-hop neighborhood. Based on this 
information, every node computes the shortest Euclidean paths between every 
pair of nodes in its 2-hop neighborhood by using Floyd-Warshall algorithm 
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(Floyd 1962), (Warshall 1962). Information about distances and shortest paths 
are then used to compute weight for every node. It follows from the principle of 
optimality (Bertsekas 2000), that the shortest Euclidean path between two nodes 
includes all shortest paths between all pairs of nodes that are located in that path. 
It is proven in Publication 3 that if the node weight is incremented by one every 
time a shortest path between two nodes passes it, the node that tends to be the 
midmost related to all shortest communication paths, gets the biggest weight. If 
some of the paths have even number of nodes, there can be several nodes with 
equal biggest weights in the middle. The weight computation is further improved 
by taking the computed Euclidean distances into account as follows: Assume 
nodes ܽ, ܾ and ܿ are all located in a shortest Euclidean path between nodes ݅ and 
݆. Once a node ܾ is located between nodes ܽ and ܿ in a path between nodes ݅ and 
݆, its weight is incremented by ݓା, which is 
(5.21) ݓା = ௟ೌ್ା௟್೎௟೔ೕ . 
In (5.21), ݈௔௕ is the distance between nodes ܽ and ܾ, ݈௕௖ distance between nodes ܾ 
and ܿ, and ݈௜௝ the length of the whole Euclidean path from node ݅ to node ݆. In 
other words, the weight of node ܾ  is incremented as much as the Euclidean 
length of the edges connected directly into it contributes to the length of the 
whole path between nodes ݅ and ݆. Once the node weights are computed in this 
way, the midmost nodes are better indicated by the weights also in such a case 
where there is variation in the Euclidean distances between one hop neighbors. 
In addition to weights, each node applies the density reachability criteria to 
further limit its 2-hop neighborhood into such subset of its 2-hop neighbors, 
where node density variations are similar or higher. This mechanism pulls the 
areas of high node densities towards the center of the cluster, as illustrated in 
Figure 6. 
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Figure 6. The effect of density reachability as illustrated in Publication 3: node 
݅ figures out such a subset of its 2-hop neighborhood, where density 
in terms of distances is similar or higher. 
 
Density reachability is originally applied to cluster spatial data in the presence of 
obstacles (Ester 1996), (Zaane & Lee 2002). In Publication 3, each node defines 
its density range by using the density reachability parameter ܦ௥ such that for 
each node ݅, the density range ݎ௜ is the radius of the smallest node ݅ centered disk, 
that covers ܦ௥ െ 1 other nodes in the vicinity of node ݅. The density reachability is 
then defined so that node ݆ is density reachable from node ݅, if it is located in 
node ݅ 2-hop neighborhood and there exists an Euclidean path from ݅ to ݆, where 
the length of every hop ݈  satisfies the constraint ݈ ൑ ݎ௜ . By definition, ܦ௥  is a 
constant number of nodes given a priori. When the value of ܦ௥ is increased, more 
nodes and bigger density variations are included in the density reachable subset. 
The upper bound for the density reachable subset is the whole 2-hop 
neighborhood of node ݅. The effect of density reachability pulls the cluster heads 
towards most dense groups in the cluster, but the selection among density 
reachable nodes is still based on weights. An example of the density reachable 
subset selection is presented in Figure 7. 
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Figure 7. An example of the selection of density reachable subset of node 2-
hop neighborhood in Publication 3. 
 
The Topology Adaptive Spatial Clustering (TASC) algorithm presented in 
Publication 3 assumes that each node knows the shortest Euclidean paths 
between nodes in its two-hop neighborhood, required minimum cluster size in 
terms of number of nodes, and density reachability parameter ܦ௥ . Then the 
algorithm proceeds as follows: 
1) Each node computes its own weight based on the shortest Euclidean 
paths in its 2-hop neighborhood. 
2) Each node broadcasts its weight to its 2-hop neighborhood and 
receives the weights of its 2-hop neighbors. 
3) Each node nominates the node having biggest weight in the density 
reachable subset of its 2-hop neighbors and broadcasts the nominee 
to its 2-hop neighborhood. 
4) Each node receives all nominees in its 2-hop neighborhood and elects 
the closest nominee to its leader. 
5) Each node that ends up to the cluster where the total number of 
nodes is smaller than pre-specified minimum cluster size joins to the 
closest cluster, where the number of nodes exceeds the required 
minimum cluster size. 
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To be able to compute its weight, each node must send two messages to its two-
hop neighborhood and receive two messages from each of its two hop neighbors. 
Cluster evaluation metrics in Publication 3 are based on Delaunay triangulation. 
It triangulates a finite set of points in a plane such that the standard deviations of 
the triangle angles are minimized by using 60 degrees as a mean. Thus, Delaunay 
triangulation gives an optimal planar subdivision in terms of spatial uniformity 
(De Loera 2010).  Cluster area is defined as a sum of cluster Delaunay triangle 
areas. It is equal to the area of the polygon, which is defined by the outermost 
Delaunay triangle edges. Cluster density (݊݋݀݁ݏ/݉ଶ) is defined as a number of 
nodes in the cluster divided by the cluster area. Since the node density variation 
is indicated by the variation of Delaunay triangle edge lengths, relative node 
density variation is defined as Delaunay triangle edge length standard deviation 
in a cluster divided by average Delaunay triangle edge length in that same cluster. 
Cluster shape is characterized by a distance ratio, which is defined as minimum 
distance from polygon center point to the node in a polygon vertex divided by 
maximum distance from the polygon center point to the node in a polygon vertex. 
Three examples of cluster Delaunay triangulation and the use of the evaluation 
metrics are presented in Figure 8. 
 
 
Figure 8. Three examples of cluster evaluation in Publication 3. Relative 
standard deviation of Delaunay triangle edge lengths is a) 0.559, b) 
0.385 and c) 0.248. Cluster distance ratio is a) 0.462, b) 0.912 and 
c) 0.912. Since the node locations in a convex hull of clusters b) and 
c) are exactly the same, the value of the cluster distance ratio is also 
same in both of the clusters, but the smaller value of the relative 
standard deviation of Delaunay triangle edge lengths indicate that 
compared to b), nodes are more evenly spaced in cluster c). 
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TASC clustering algorithm properties are evaluated in Publication 3 by running a 
set of simulations, where 100 different node deployments in the area of 1000 x 
1000 were considered. Node communication range was varied in steps of 50 from 
200 to 400. Respective average node connectivity (number of neighbors per 
node) was 10.31, 15.35, 21.09, 27.32 and 33.80. Node distance measurement 
range was assumed to be equal with the communication range. Density 
reachability parameter was set to ܦ௥ = 4, that was also the required minimum 
cluster size.  
Figure 9 presents the relative node density variation in clusters and its 
comparison to the relative node density variation in the respective network 
scenarios. The average relative node density variation computed from 6697 
clusters was 0.5211 (52.11 %), which was clearly less than the average relative 
node density variation computed from the network scenarios that was 0.688 
(68.8%). When studying the individual network scenarios, the relative node 
density variation in clusters was clearly less than the relative node density 
variation in the whole network in each case. These simulation results verified the 
main result that TASC can cluster a non-uniform WSN according to network 
topology into locally uniform clusters.  
 
Figure 9. Relative node density variation in clusters and its comparison to the 
relative node density variation in each respective network scenario 
in Publication 3.  Clusters are plotted with solid and the network 
scenarios with dashed line. Compared to the network scenarios, the 
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relative node density variation is smaller in the clusters computed 
by TASC in each case. 
 
Figure 10 shows that the clustering outcome remained consistent when the node 
communication range was increased in the steps of 50 from 200 to 400 and the 
average number of neighbors per node was increasing respectively. The outcome 
consistency was sustained by the density reachability: since the density 
reachability parameter remained constant in ܦ௥ = 4 , the density reachable 




Figure 10. Average number of clusters (upper solid line) and average number 
of nodes per cluster (lower dashed line) when the node 
communication radius was increased in Publication 3 simulations. 
Standard deviation is indicated by the errorbars. 
 
TASC clusters the WSN so that node density variations in each cluster are smaller 
than the density variations in the whole network. As a consequence, the cluster 
size can be smaller in dense deployment areas but become bigger in sparse 
deployment areas. This assumption is also verified by Publication 3 simulation 
results, as illustrated in Figure 11. 
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Figure 11. Since TASC clusters the network with respect to local density 
variations, the cluster size can be smaller in dense deployment areas 
but become bigger in sparse deployment areas. This is also indicated 
by Publication 3 simulation results. 
 
In practice, the distance measurements (or estimates) are always noisy. TASC 
algorithm noise tolerance was evaluated in the simulations by corrupting the 
distance measurements by additive noise. Applied noise was white, Gaussian 
distributed and its standard deviation was entered as a percentage of the actual 
distance. Simulation results indicated that TASC was able to keep consistent 
clusters up to such a level, where noise standard deviation was 30% of the actual 
measured distance. When the noise level was increased further from 30%, the 
clustering result was weakening fast and at 50% noise level TASC failed to 
produce separate clusters in 10% of the simulated network scenarios. The effect 
of the measurement noise on the cluster size and cluster uniformity is presented 
in Figure 12. 
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Figure 12. Noise effect to TASC clustering outcome in Publication 3. Upper plot 
presents the average number of nodes per cluster and lower average 
relative node density variation in the clusters. As indicated by the 
results, TASC tolerates noise well up to level where additive white 
Gaussian noise standard deviation is 30% of the actual measured 
distance. 
 
The overall cluster distance ratio computed from 6697 clusters in Publication 3 
simulation outcome was 0.4966 and the respective standard deviation 0.1619. 
These values are enough to show that TASC does not end up to flat node chain 
type of clusters. 
6.1.3 Time Synchronization 
Most of the WSN applications require common synchronized time. It is required 
for the synchronous execution of the different tasks in a distributed system, and 
for the correct chronological ordering of the measured information. Time 
synchronization is also a basic requirement in many communication and control 
protocols which are developed for WSNs. In practice, the synchronized time 
system is always synchronous up to certain accuracy. Every sensor node and 
actuator in the network is equipped with a microprocessor or microcontroller, 
and has a clock, which is a counter driven by a crystal oscillator. The time report 
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of such a clock differs from the ground truth time because of the error that 
consists of time offset, clock skew (frequency offset), frequency drift and 
wideband noise (Allan 1987), (Serpedin & Chaudhari 2009). 
A network wide time synchronization requires the estimation of time offset and 
clock skew, and a messaging protocol to exchange the time reports between the 
sensor nodes (Sundararaman 2005), (Serpedin & Chaudhari 2009). The 
messaging protocols can be further divided to broadcast (Elson 2002), (Maróti 
2004) and handshake based (Mills 2006), (Ganeriwal 2003), (Noh 2007). In 
theory, it would be possible to keep the time synchronization between different 
clocks in the required accuracy limits by changing the time reports frequently 
enough and compensating the time error based on that information. In real 
applications it would be very inefficient and energy consuming. As indicated by 
Pottie and Kaiser, the energy which is required to transmit one kilobit over 100 m 
is equivalent to the energy required to execute 3 million instructions (Pottie & 
Kaiser 2000).  As a consequence, broadcast based time synchronization with 
computationally more complex algorithms suits better for WSNs.  
Publication 4 presents a recursive clock skew estimation for WSNs using 
reference broadcasts. Developed algorithm takes into account the correlation 
between the time measurements and the communication uncertainty, which in 
WSN is mainly caused by lost packets and time varying transmission delays (Wu 
2011). Developed model and algorithm is first analytically compared with the 
existing ones and then evaluated through experiments.  
In the oscillator model used in Publication 4, the oscillator is modelled as 
nonlinear autonomous system ݔሶ(ݐ) = ݂(ݔ(ݐ)), which has a non-trivial solution 
ݔ௦(ݐ) = ݔ௦(ݐ + ܶ), where ܶ is the period. Consider perturbation  
(5.22) ݔሶ(ݐ) = ݂൫ݔ(ݐ)൯+ ܾ(ݐ). 
It has a solution 
(5.23) ݔ௣(ݐ) = ݔ௦൫ݐ + ߙ(ݐ)൯, 
where ߙ(ݐ) is defined as phase deviation. If (5.22) is a linear combination of 
uncorrelated white noise sources, ߙ(ݐ) is Gaussian so that  
(5.24) ߙ(ݐ)~ܰ(ߤ,ߪଶ(ݐ)). 
The mean of (5.24) is constant but the variance grows linearly in time (Demir 
2000): 
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(5.25) ߪଶ(ݐ) = ܿݐ. 
In (5.25), ܿ is the empirical oscillator constant. The phase deviation at different 
time moments is correlated, but jointly Gaussian. Its covariance is (Demir 2000) 
(5.26) ܧ{ߙ(ݐ)ߙ(ݐ + ߬)} = ߤଶ + ܿ ή ݉݅݊{ݐ, ݐ + ߬}. 
In (Allan 1987), the oscillator output is presented using the equation of 
sinusoidial voltage 
(5.27) ܸ(ݐ) = ଴ܸݏ݅݊ ቀ2ߨ ଴݂൫ݐ + ߮଴ + ߜ௙ݐ + భమܦ௙ݐଶ + ߳(ݐ)൯ቁ, 
where ଴݂ = భ೅బ is the nominal clock frequency, ߮଴ is the time offset, ߜ௙  is the clock 
skew, ܦ௙ is the frequency drift and ߳(ݐ) represents random deviations. The time 
error part ߮(ݐ) = ߮଴ + ߜ௙(ݐ) + భమܦ௙ݐଶ consists of short-term and long-term error 
factors. For short-term analysis such as time synchronization, it can be assumed 
that the frequency drift, which represents the long-term effects, such as crystal 
ageing, is ܦ௙ = 0. (Allan 1987) 
In Publication 4, the phase deviation and the time error are related to each other 
by using (5.27) as a solution for (5.22). The solution has a period of  
(5.28) ܶ = బ்ଵାఋ೑, 
where ܶ is the period of the oscillator, which has a nominal period of ଴ܶ. Since 
ߙ(ݐ) is Gaussian, also  
(5.29) ߳(ݐ) = ൫1 + ߜ௙൯ߙ(ݐ) െ ߮଴ 
is Gaussian so that 
(5.29) ߳(ݐ)~ܰቀ(1 + ߜ௙)ߤ െ ߮଴, ൫1 + ߜ௙൯ଶߪଶ(ݐ)ቁ. 
A counter driven by the crystal oscillator is incremented once in a period. It can 
be assumed that in the beginning, the counter is set to zero. In ݆th transition, the 
time error is  
(5.30) ௝݁ = ݐ െ ݆ܶ. 
The timing error has a zero mean and its variance is increasing as indicated by 
(5.25): 
(5.31) ௝݁~ܰ(0, ݆ܿܶ). 
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The covariance of the time error between different transitions becomes 
(5.32) ܧ൛݁௜ ௝݁ൟ = ܿܶ݉݅݊(݅, ݆), ݅ ് ݆. 
These properties indicate that ௝݁ is a Wiener process (Durrett 2000). 
Assume oscillators 1 and 2, with nominal periods ଴ܶଵ and ଴ܶଶ. These oscillators are 
both initialized to zero at ݐ = 0. Oscillator 1 acts as a reference clock counter and 
counts exactly ݉ low to high transitions of its oscillator output for each time 
record. If the transition counts at the first sampling instant are ݉  and ݇ 
respectively, the relation between count values according to (5.30) is 
(5.33) ݁௠ଵ +݉ܶଵ = ݁௞ଶ + ݇ܶଶ 
If (5.33) is solved with respect to ݉ and by utilizing the result (5.28), it becomes 
(5.34) ݉ = ቀଵାఋ೑
భቁ்మ
బ்భ
݇ + ଵ்భ ൫݁௞ଶ െ ݁௠ଵ ൯ =
ቀଵାఋ೑భቁ்మ
బ்భ
݇ + ݁௠,௞, 
where ݁௠,௞ is the total error ݁௠,௞ = ଵ்భ ൫݁௞ଶ െ ݁௠ଵ ൯. 
Since ݁ଵ  and ݁ଶ  are independent Gaussian variables, the distribution of total 




where ܿ௜ is an empirical oscillator constant for oscillator ݅. In Publication 4, the 
periods of the oscillators are related to each other by defining a scalar parameter 
ܽ, which is called the clock skew ratio: 
(5.36) ܽ ؜ ்మ
బ்భ
൫1 + ߜ௙ଵ൯ . 
Let ഥ݉  be a vector of N reports of oscillator 1 and ത݇ be the vector consisting of the 
corresponding count values of oscillator 2. In Publication 4, the relation between 
progressive time records ഥ݉  and ത݇  is defined as reference-triggered progressive 
time relation model (RPT): 
(5.37) ഥ݉ = [݉, 2݉, … ,ܰ݉]௧௥ 
 ത݇ = [݇ଵ,݇ଶ, … ,݇ே]௧௥ 
 ݉ = ܽത݇ + ҧ݁. 
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In (5.37), ҧ݁ is the time error vector with components ݁௜ = ݁௜௠,௞೔, which are jointly 
Gaussian ҧ݁~ܰ(0ത , ܵ). It can be written so that 
(5.38) ܵ = ܧ{݁݁௧௥} = ௖௠்భ ܷܷ௧௥, 
where ܿ is an experimental oscillator constant, and ܷ is a lower triangular matrix 





In Publication 4, the unknown clock is estimated by using the (RPT) model 
(5.37). According to the model, the –log likelihood function of ܽ becomes 
(5.40) ܮ(ܽ) = ܭ + ଵଶ (ܽ ത݇ െ ഥ݉)௧௥ܵିଵ(ܽത݇ െ ഥ݉), 
where K is a constant which is independent of ܽ . The optimum ܽ  which 
minimizes the –log likelihood function (5.40) is 




It can be seen from (5.41) that the ML estimate for the clock skew ratio is a 
function of the recorded successive time reports of the clock counters instead of 
the progressive output of them. With backward difference counters, the counter 
vectors become 
(5.42) ෠݇ = ൣ݇ଵ, ෠݇ଶ, … , ෠݇ே൧௧௥ = ܷିଵ ത݇ 
 ෝ݉ = ݉[1, 1, … ,1]௧௥ = ݉1ത = ܷିଵ ഥ݉ , 
where ෠݇௝ = ௝݇ െ ௝݇ିଵ . The model (5.37) can be presented equivalently by the 
reference-triggered increment time model (RIT): 
(5.43) ෝ݉ = ܽ ෠݇ + Ƹ݁, 
where Ƹ݁  is the noise vector consisting of elements Ƹ݁௝ = ௝݁ െ ௝݁ିଵ , which are 
independent identically distributed random variables: 
(5.44) Ƹ݁௝~ܰቀ0, ௖௠்భ ቁ. 
In Publication 4, the associated ML estimate for clock skew ratio by using the RIT 
model (5.43), abbreviated as MLE-RIT, is presented as 
(5.45) ොܽ௠௟(ܰ) = ௞෠
೟ೝ௠ෝ
௞෠ ೟ೝ௞෠ . 
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In RPT and RIT models it was assumed that each increment of the oscillator 1 
reference counter 1 will perfectly trigger a simultaneous event to record the count 
of oscillator 2.  In practice it is better to assume an external recording trigger, 
which triggers a simultaneous time recording in two counters. It is also assumed 
that the external trigger is phase-locked to the low-to-high transitions of 
oscillator 1. The backward difference vector of this model oscillator 1 output 
records become 
(5.46) ෝ݉ = [݉ଵ, ෝ݉ଶ, … , ෝ݉ே]௧௥. 
The ratio of count increments between successive recording instants can be 
written as 
(5.47) ෠݄௝ = ௞
෠ೕ
௠ෝೕ. 
With these assumptions and model (5.43), an external-triggered increment time 
relation model (EIT) is defined in Publication 4: 
(5.48) 1ത = ܽ ෠݄ + Ƹ݁௠. 
In (5.48), Ƹ݁௠ is Gaussian, but its components are not identically distributed: 




௠ෝమ , … ,
ଵഥ
௠ෝಿቁቇ. 
The -log  likelihood function of ܽ according to EIT (5.48) is 




Similarly as in (5.40)-(5.41), the optimum ܽ that minimizes (5.49) is  







In Publication 4, (5.50) is defined as minimum least square estimate for external-
triggered increment time (MLE-EIT). Result (5.50) is further manipulated so that 
(5.51) 1ത௧௥ ෠݇ = ොܽ(ܰ)൫ ෠݇௧௥ ෠݄൯ = ොܽ(ܰ)൫ ෠݇௧௥ ෠݄ + ෠݇ேାଵ ෠݄ேାଵ െ ෠݇ேାଵ ෠݄ேାଵ൯. 
Substituting (5.51) to the estimate of ܰ + 1  measurements leads to recursive 
estimator: 
(5.52) ොܽ(ܰ + 1) = ଵഥ೟ೝ௞෠ା௞෠ಿశభ௞෠ ೟ೝ௛෡ା௞෠ಿశభ௛෡ಿశభ =
௔ො(ே)൫௞෠ ೟ೝ௛෡ା௞෠ಿశభ௛෡ಿశభି௞෠ಿశభ௛෡ಿశభ൯ା௞෠ಿశభ
௞෠ ೟ೝ௛෡ା௞෠ಿశభ௛෡ಿశభ  
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 ොܽ(ܰ + 1) = ොܽ(ܰ) + ௞෠ಿశభ௞෠ ೟ೝ௛෡ା௞෠ಿశభ௛෡ಿశభ ൫1ത െ ෠݄ேାଵ ොܽ(ܰ)൯.  
Result (5.52) is one of the main results in Publication 4: recursive clock skew 
estimator for MLE-EIT.  
Presented estimator (MLE-EIT) is analytically compared with three other types 
of clock skew estimators; MLE-RIT, constant estimate for RIT (CE-RIT) and least 
square estimate for RPT (LSE-RPT). This comparison was done by analyzing the 
average and the variance of the clock skew estimation error. The bias of the 
estimate is given by the average deviation of the actual parameter (Sorenson 
1980). For unbiased estimators, the estimator efficiency is defined as the ratio of 
the Cramér-Rao lower bound (Cramér 1946), (Rao 1945) to the estimation error 
variance. If the variance is equal to the lower bound, the estimator is efficient 
(Sorenson 1980). Third criteria that was set for the estimator was consistency. If 
the estimate converges to the actual parameter, the estimator is consistent. 
The quality analysis in Publication 4 shows that MLE-EIT and MLE-RIT both are 
unbiased, efficient and consistent. CE-RIT is biased and LSE-RPT is not efficient. 
Since MLE-EIT is closer to realistic time synchronization model for WSN, it is the 
best among the ones considered in the analysis.     
In Publication 4, the result (5.50)-(5.52) is first derived without taking into 
account the deterministic time-varying transmission delay, which is caused by 
the wireless communication. Then the delay is included to the model by 
considering two independent clocks. The time reports of these at arbitrary time 
instant are  
(5.53) ܥଵ(ݐ) = ൫1ത + ߜ௙ଵ൯(ݐ + ߙଵ(ݐ)) + ߮଴ଵ 
 ܥଶ(ݐ) = ൫1ത + ߜ௙ଶ൯(ݐ + ߙଶ(ݐ)) + ߮଴ଶ. 
In (5.53) ߜ௙ଵ  and ߜ௙ଶ  are the clock skews, ߮଴ଵ  and ߮଴ଶ  time offsets, and ߙଵ(ݐ) and 
ߙଶ(ݐ) the phase deviations of clocks ܥଵ  and ܥଶ  respectively. If ݐ  is the ground 
truth time, the time reports of the clocks are related to each other such that 
(5.54) ܥଵ(ݐ) = ଵഥାఋ೑
భ
ଵഥାఋ೑మ
ܥଶ(ݐ) + ൫1ത + ߜ௙ଵ൯ߙଵ,ଶ(ݐ) + ߮଴ଵ,ଶ , 
where 
(5.55) ߙଵ,ଶ(ݐ) = ߙଵ(ݐ)െ ߙଶ(ݐ) 
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If the clocks are driven by oscillators with nominal periods ଴ܶଵ and ଴ܶଶ respectively 
(5.54) can be written as 
(5.56) ܥଵ(ݐ) = ܽ బ்భ
బ்మ
ܥଶ(ݐ) + బ்భ்భ ߙଵ,ଶ(ݐ) + ߮଴
ଵ,ଶ. 
In Publication 4 delay model, ݔ௝ is assumed to be a deterministic delay and ߝ௝ 
additive white Gaussian jitter. Since the phase deviation has uncorrelated disjoint 
increments, it implies that ߙො(߬) = ߙଵ,ଶ(ݐ + ߬)െ ߙଵ,ଶ(ݐ)  is uncorrelated with 
ߙଵ,ଶ(ݐ)  (Demir 2000). As a consequence, since the communication jitter is 
additive white Gaussian noise, ܥ௝௜  does not correlate with ܥመ௝ାଵ௜ , and the 
incremental time model can be defined as 






ଵ,ଶ െ ߝƸ௝ െ ݔො௝. 
If the deterministic communication delay is assumed to be constant between the 
successive broadcasts, the backward difference ݔො௝ = 0. Then the incremental time 
relation model can be simplified as 




where ߚመ௝ has a normal distribution and 
(5.59) ߚመ௝ = ଵ஼መೕభ ቀ
బ்భ
்భ ߙො௝
ଵ,ଶ െ ߝƸ௝ቁ. 
If all reference time broadcasts would be received without delays, the reference-
triggered increment time model would be the best to use. In practice the time-
varying deterministic transmission delays in wireless communication will change 
the spacing between received reference time reports. Then the external triggered 
time relation model models better the reference broadcasts based time 
synchronization in WSN. Similarly as in (5.48)-(5.52), the N sample MLE for this 
model is 




σ ஼መೕమቀ஼መೕమ ஼መೕభൗ ቁೕಿసభ
. 
Model (5.60) can be updated recursively such that 
(5.61) ොܽ(ܰ + 1) = ොܽ(ܰ) + బ்మ
బ்భ




The local time of any node can be translated to the reference time at any arbitrary 
time moment by utilizing the estimated clock skew ratio. For example, at an 
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arbitrary moment of time ݐ ൒ ݐேିଵ, the time report of node ܥଶ can be translated 
into reference time ݐ௥௘௙ by 
(5.62) ݐ௥௘௙ = ܥேିଵଵ + ොܽ(ܰ െ 1) ଴ܶଵ ෠݇௖. 
In (5.62), ෠݇௖ is the current time moment ݐ count by node ܥଶ counter, that was 
initialized at time moment ݐ = ݐேିଵ . Even though the time offset and the 
deterministic communication delay are not distinguishable, the total time offset 
can be estimated by using equation 
(5.63) ܥ௝ଵ െ ܥ௝ିଵଵ െ ොܽ(݆ െ 1) ଴ܶଵ ෠݇௝ = ߮଴ଵ,ଶ + ݔ௝ + ߝ௝. 
Since the time offset estimate focuses on narrow time window, the phase 
deviation increment can be ignored. Then the time offset becomes ݋ = ߮଴ଵ,ଶ + ݔ௝.  
In Publication 4, the random communication delay is assumed to be 
independent, identically distributed Gaussian sequence and the time offset 
estimate is 
(5.64) ݋ො(ܰ) = ଵேିଵσ ൫ܥ௝ଵ െ ܥ௝ିଵଵ െ ොܽ(݆ െ 1) ଴ܶଵ ෠݇௝൯ே௝ୀଶ . 
Two more features that are added to clock skew estimation model in Publication 
4 to reduce estimator numerical sensitivity and to improve its consistency. 
Because the clock skew ratio is usually very close to ଴ܶଵ ଴ܶଶΤ , the finite word 
processor numerical error sensitivity for the estimator (5.52) is high. Less 
sensitive estimator is presented as a modification of (5.52) such that 
(5.65) ෠ܾ(ܰ + 1) = ෠ܾ(ܰ) + ௞෠ಿశభ௞෠ ೅௛෡ା௞෠ಿశభ௛෡ಿశభ ൫ݎேାଵ െ ෠݄ேାଵ ෠ܾ(ܰ)൯, 
where 
(5.66) ෠ܾ(ܰ) = ଵഥ
బ்మ
( ොܽ(ܰ) െ 1ത) 
 ݎே = ଵഥబ்మ ൫1ത െ ෠݄ே൯ . 
The deterministic transmission delays in wireless communication are time-
varying (Maroti 2004). Because of the communication uncertainty, the packets 
can be received in different order than they are transmitted, and some packets 
might get lost. In broadcast based time synchronization this may cause a 
situation, where the received transmission carries a reference time, which is 
behind the local clock time. If this time difference is big enough, it may lead to 
incorrect update of the clock skew estimate, and an inconsistent estimator 
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behavior. To prevent the clock skew estimator for doing this, the received 
reference time data is checked for consistency by using criteria 
(5.67) ቚܥመ௝ଵ െ ܽ బ்
భ
బ்మ
ܥመ௝ଶቚ ൑ ܭ௠௔௫. 
Received reference time data is used if the inequality (5.67) holds, but discarded 
if it does not hold. ܭ௠௔௫  is an empirical parameter which depends on the 
reference time broadcast period and sensor platform specific parameters. It must 
be adjusted according to time synchronization accuracy requirements and 
software implementation. 
In Publication 4, the developed clock skew estimator for WSN time 
synchronization is evaluated by experimental implementation to Sensinode 
Nanoseries platform (Sensinode 2008), (FreeRTOS 2018). The local clock in the 
nodes was implemented as a 16-bit counter, that was configured to increment in 
every 4 ߤݏ , which was the period of one tick in the experiments. The 
communication stack was timestamping incoming and outgoing beacon frames 
in the same way, as described in (Maróti 2004). Further details of the 
experimental setup used for the experiments of Publication 4, are presented in 
(Mahmood & Jäntti 2009). 
In the experiment setup, the counter tick of 4 ߤݏ was used in both nodes. Node 1 
was sending a synchronization message to Node 2 once in second. The time error 
in synchronization was the time difference between the reference time in Node 1 
and the local time in Node 2. It was corrected by using the estimated clock skew. 
Thus, the time error with the broadcast index ݆ was 
(5.68) ݐ௝௘௥௥ = ܥ௝ଵ െ ොܽܥ௝ଶ, 
where ොܽ was the clock skew estimate associated with the ݆th broadcast. It was 
found in the experiments that without clock skew compensation ( ොܽ ؠ 1) the time 
synchronization error was growing 2,4 ߤݏ/ݏ. Three types of clock skew estimation 
methods were compared; MLE-EIT, LSE-RPT and LS regression estimation with 
a table length of 8. Synchronization time errors with these tree methods are 
presented in Figure 13.  
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Figure 13. Publication 4 comparison of the time synchronization error, when 
the clock skew is estimated by using MLE-EIT (Recursive ML), LSE-
RPT (Linear Regression) and LS regression (Recursive LS) methods. 
Estimation error is presented in ticks where one tick equals 4 ߤݏ. 
 
The results in Figure 13 show the best performance of the developed MLE-EIT 
recursive clock skew estimator. The lower performance of the LS linear 
regression is mainly caused by high response time and estimation error variance.   
The time error variation with different values of ܭ௠௔௫  (5.67) is presented in 
Figure 14. The clock skew ratio was estimated using recursive MLE-EIT and the 
error is presented in ticks in the same way as in Figure 13. 
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Figure 14. Time synchronization error in different values of ܭ௠௔௫ in 
Publication 4 experiments. Value ܭ௠௔௫ = λ equals the case when 
ܭ௠௔௫ is not applied at all. 
 
Figure 14 indicates the importance of the careful adjustment of ܭ௠௔௫. The higher 
the value, the greater the time synchronization error. The error increased 
remarkably faster, if the data consistency criteria (5.67) was not applied at all, 
which equals the case ܭ௠௔௫ = λ in Figure 14. 
The numerical sensitivity of recursive MLE-EIT was evaluated by implementing 
the algorithm for 64-bit double precision and 32-bit single (float) precision. For 
32-bit single precision it was also implemented as a numerically more stable 
modification (5.65)-(5.66). Results are presented in Figure 15. The time 
synchronization error increases remarkably, when the accuracy was changed 
from 64-bit double to 32-bit single precision, but the error with 32-bit single 
precision was staying closer to 64-bit precision, when the numerically more 
stable estimator modification was applied. 
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Figure 15. Experiment of numerical sensitivity of recursive MLE-EIT clock 
skew ratio estimator in Publication 4. The estimator is implemented 
for 64-bit double and 32-bit single (float) accuracy. 32-bit 
implementation was also done with numerically more stable 
modification of recursive MLE-EIT (5.65)-(5.66) labelled as updated 
float in the plot. 
 
In the last experiment of Publication 4 the time synchronization error with 
different synchronization message broadcast periods was evaluated. When the 
broadcast period was varying between 60-300 ݏ, average synchronization error 
varied between 0.176-0.961 ticks (one tick equal to 4 ߤݏ ) and its standard 
deviation respectively between 0.961-3.954.  
5.2 Security 
Security must be taken into account in the early levels of the WSN system design 
far before the implementation. It is the way to ensure that the critical security 
factors are included to the system architecture. Then the overall security level is 
sufficient and the security functions can later be updated without a need to 
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partially or completely rebuild the whole system. As discussed in Chapter 4, it is 
mandatory to include the security functions to the system architecture in 
WirelessHART. In ISA100.11a it is optional. 
Publication 5 presents a disassembly of privacy into its main components and 
points out security shortages in the current network deployments. The main 
outcome of that publication is a unified privacy preserving model. General 
architecture is presented in Figure 16. This model can be utilized to identify the 
main security factors that must be considered, and a set of practical 
implementation recommendations based on them.  
 
Figure 16. A general architecture of the unified information privacy preserving 
model presented in Publication 5. 
 
5.3 Platform 
Wireless sensor platform requirements and its planning and design process are 
discussed in Publication 6 and referred in report (Virrankoski 2012). After that, 
design of a wireless sensor platform based on the discussed requirements is 
presented in Publication 7. 
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5.3.1 Platform Planning and Design Process 
Typically automation system consists of operatively independent units called 
modules. Hardware, software and mechanical architecture must all be taken into 
account in the modular structure.  Production structures are based on modular 
(or platform) architecture in which the modules can also be called platforms. In 
modular production architecture one can freely combine different types of 
platforms. This property can be exploited in several production sectors where the 
physical compatibility is the only requirement. 
The situation is much more challenging in intelligent embedded systems, such as 
wireless sensor networks. The associated challenges can also be seen as an 
opportunity, if one can systematically foresee the current and close future 
requirements and direct the product development accordingly. Several 
requirements must be fulfilled to make the modules compatible with certain 
generation products and to enable transition from current to next generation. 
These requirements can be fulfilled by applying platform structuring and 
platform-based planning. 
In the context of technology, the term platform was earlier used for physical 
construction elements such as bridges, skeletons, metal plates etc. In 1990s 
platform became common term in electronics. In the beginning it was used to 
characterize software architectures and later other application areas of 
electronics. Software architecture platform is illustrated in Figure 17 (Jakobsson 
1993). 
 
Figure 17. Software architecture platform (Jakobsson 1993). 
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There exists several platform definitions and characterizations (Meyer & Lehnerd 
1997), (McGarth 1995), (Sanchez 1996). A product platform can be defined to be 
a common part in certain product group, family or generation. Different kinds of 
modifications as well as practices to improve process and information 
management can be built on top of the product platform. It can also be seen as a 
level up to which the platform is already brought to enable the production of 
customer-specific products as fast and efficiently as possible, as it is illustrated in 
Figure 18. Developing a platform up to product platform level is more expensive 
and time consuming than customization. Once the product platform exists, 
customization processes can be done fast, efficiently and parallel to different 
customers based on their particular needs (Saaranen & Keskinen 1998). 
From company and company network point of view, a platform concept has a 
rich applicability. Some of the main advantages are as follows: 
x Platform concept enables product management and provides tools for 
product lifetime support. 
x By applying the platform concept, one can take advantage of both mass 
production and customization benefits. In other words the platform 
concept enables mass customization. 
x In addition to products, the platform concept can also be applied to 
processes, services and to the whole business concepts. 
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Figure 18. Product platform and customization processes. Developing a 
platform up to a product platform level is more expensive and time 
consuming than customization. Once the product platform exists, 
customization processes can be done fast, efficiently and parallel to 
different customers based on their particular needs (Saaranen & 
Keskinen 1998). 
  
In the context of WSNs, Hill et al. (Hill 2004) presented a classification to four 
different platform classes. Even though their hierarchical classification provides 
one way to divide heterogeneous WSN to different classes, it does not meet the 
requirements of wireless automation. Less attention is paid to the data 
processing in a sensor network during data aggregation and too much is relied on 
TinyOS operating system (TinyOS 2018). TinyOS does not offer such a generic 
level that it would enable fast and easy modifications depending on the particular 
application needs. It is also suffering about weak documentation and 
uncoordinated application development. It does not offer compatibility with 
other embedded systems typically used as part of the automation system. The 
role of the IP-based networking is also underestimated. IP based networking with 
IPv4 or IPv6 is playing an important role when wireless and cabled parts of 
automation systems are integrated together. In wireless sensor and actuator 
networks, this support can be offered, for example, by 6LoWPAN compliant 
protocol stack (6 LoWPAN 2018).   
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Publication 6 presents a combination of product, application and technology 
platform development in the context of wireless automation. A technology 
platform consists of the available hardware components, communication 
standards (here in particular IEEE 802.15.4), radio technology, power sources, 
control algorithms and software. An application platform is made by utilizing the 
available technology platform and by developing its properties further and 
combining them in a novel way. Then applications can be made by utilizing the 
properties of the application platform and making the software and hardware 
configuration, which is needed in each particular application. Once the 
application platform is complete, a product platform will be designed. In that 
process the entire design of the application platform will be evaluated in terms of 
commercial and production aspects, such as component costs and quality, IPR 
rights, contractors etc. Some software or hardware components may be replaced 
by similar ones, which are better in terms of these criteria. Application platform 
and product platform development can happen in parallel, and in the best case 
the application platform can serve as a product platform without any major 
changes. A combined platform development process is presented in Figure 19. 
 
Figure 19. A combined platform development process as presented in 
Publication 6. 
 
The target of the development is such an application platform (and then product 
platform), which allows a fast production of applications (and then products) as 
illustrated in Figure 18. In the case of a platform development for wireless 
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automation under IEEE 802.15.4 standard, the main objective is to develop a 
generic wireless sensor network architecture, which scales up for different 
numbers of sensor nodes, enables advanced networking and data processing and 
is easy to equip with different types of existing commercial sensors depending on 
the particular application needs. Advanced networking properties such as multi-
hop support, automatic network configuration, re-configuration, time 
synchronization and advanced data processing should be available in the 
application platform so that they do not need to be tailored separately for 
different applications. In Publication 6 it was pointed out that the design of the 
generic wireless sensor network architecture requires research and development 
in the following main tracks: 
1) Technology platform development 
x Integration and definition of generic, compatible hardware 
components (nodes, sensors, radios) 
x Software and driver libraries for the hardware (including protocol 
stacks) 
x Configuration tool to integrate the application design 
2) Protocol development 
x A flexible communication and networking protocol stack for the 
generic sensor network platform 
x Implementing the useful and energy-efficient parts of the time 
synchronized mesh protocol used, for example, in WirelessHART 
x Better support for asynchronous sampling, data compression, data 
fusion and control algorithms as required in the technical 
requirements of the application platforms 
3) System validation and testing 
x Development of five applications (Virrankoski 2012) 
x Interaction between application platform and technology platform 
development 
4) Evaluation of the commercialization capabilities 
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x Marketing opportunities of the developed technology platform and 
application platforms 
x Technical requirements set by the commercialization process 
Collecting information about the requirements of several different types of 
applications provide data for the application platform and application 
development. Comparing the collected requirements of different applications 
with each other, one can find a subset of such requirements, which are common 
to most, ideally all, applications. That subset defines the level up to which the 
common application and product platform can be developed (see Figure 18). All 
the development after that point will be application specific. Once the technology 
development produces updates for the technology platform, this process needs to 
be repeated to produce a new update of the application and product platforms. 
Publication 6 is related to GENSEN (Generic Sensor Network Architecture for 
Wireless Automation) research project, which is documented in (Virrankoski 
2012). The sensor network and sensor platform design process was the starting 
point of the project, and some further aspects are also discussed in the report. 
The co-design of software and hardware components is a mandatory approach in 
the case of embedded systems such as WSNs. Every organization can have their 
unique features in the design process, but in general the processes follow the 
pattern presented in Figure 20 (Virrankoski 2012). 
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Figure 20. General pattern of an embedded system design process (Virrankoski 
2012). 
  
More specific model describing the design process of WSNs is presented in 
Figure 21. It can be applied to both case specific design projects and also to a 
platform project as a part of industrial product development process (Virrankoski 
2012). 
 
Figure 21. The design process of WSN application platform (Virrankoski 2012). 
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Common target features of industrial WSNs completed with the particular 
application needs in the targeted customer area provide a starting point for the 
WSN development process. In the industrial automation, typical critical 
requirements are security and communication reliability, system ability to fill the 
real-time requirements, system performance in terms of sampling rate and data 
transmission capability, sensor node power supply and the length of the reliable 
communication range. In addition to pre-mentioned requirements, a feature 
which is increasingly interesting is the amount of intelligence that can be added 
to the network. Since the amount of the measurement data is continuously 
increasing, it would be reasonable to pre-process and compress the data in the 
network so that only that part of information, which is needed for monitoring 
and control, is transmitted to the upper levels. Local intelligence in the wireless 
actuators and sensor nodes makes it possible to create local control loops and 
local network responses. These functionalities enable a higher degree of 
distribution in automation systems as before. New features can be applied only if 
the basic performance and reliability requirements are still fulfilled. (Virrankoski 
2012) 
As part of the GENSEN project, a set of interviews for the market and 
commercialization analysis was made in Spring and Summer 2011. Altogether 18 
experts from 12 different companies, universities and universities of applied 
sciences were interviewed. Figure 22, which presents the way how the business 
potential consists of different sub-entities, was shown to each interviewed person 
as a part of the preparation material to direct the discussion to the main issues 
(Virrankoski 2012). 
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Figure 22. The sub-entities of WSN business potential. This figure was used as 
a starting point in the interviews on 2011 (Virrankoski 2012). 
 
As indicated in the uppermost block of Figure 22, the results of the analysis and 
synthesis will provide the answers to the strategic questions regarding how much 
can be achieved and managed and what is the total business potential. Left and 
right blocks indicate how the total potential can be utilized. Left block stands for 
the product selection and system design of the producing and marketing 
company. The process is divided into several phases starting from application 
description to system planning and design and finally ending up in the 
commercialization. Right block stands for the recognition of the utilization 
potential. In big shipments, the services and support is today a remarkable part 
of the business.  Its share of the annual exchange can be around 30-40% or even 
more (Virrankoski 2012). 
In each interview, the current state of the art, the factors with remarkable impact 
and views about the future were all discussed. Common view was that the general 
development phase was in the area of rapid growth in the hype curve. That area 
includes also some extra enthusiasm with some unrealistic expectations. 
According to a well-known presentation by Geoffrey Moore et al. (Moore 1998), 
the area of wireless automation is currently experiencing a rapid growth, which 
also includes some turbulence. In such a phase some old companies are typically 
dying and some new ones are born. The ones which can keep their business 
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running in the competition will produce such a growth of the sales which will 
lead to breakthroughs of the new technology. One common view indicated by 
several interviews was that in terms of technological maturity, the RFID 
technology is several years ahead of WSN technology. Their hybrid solutions 
were expected to exist in the nearby future (Virrankoski 2012). 
In the interviews, it was also expected that the standardization will play the most 
remarkable role in the development of the whole WSN technology sector. ISA and 
IEEE standards were considered equally strong in challenging real-time 
industrial applications. The selection between them, and possibly some other 
options, was expected to be defined by each particular application environment 
with its customer requirements. Some traditional solutions were also expected to 
be replaced by wireless field buses. It was assumed that most probably different 
coalitions and licensing strategies will solve the competition between de facto 
standards (Virrankoski 2012). 
Additional factors mentioned in the interviews were the availability of the key 
components, algorithm research and development work, and in some cases also 
the easiness of the network components production and installation process. It 
was notified that different business opportunities were not clear yet, but the 
increase of subcontracting based product development and services was 
expected. More companies focusing on system integration was also expected to 
exist in the nearby future (Virrankoski 2012). 
Crucial requirements for a WSN specification model in the area of wireless 
automation pointed out in the interviews (Virrankoski 2012) are the following 
ones: 
x Application area and operation environment 
x Network mobility type: static (non-mobile) or mobile 
x System performance requirements: sample rate, data transmission 
capability, real-time performance capability, data transmission reliability 
x Sensor node power supply and power consumption 
x What are the other functions and characteristics that need to be 
considered? 
x Management of product portfolio: reusability, scalability and 
configurability 
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x Life cycle management, maintenance and expendability 
x Overall system safety and reliability 
x How to interface WSN with other parts of the automation system? 
x Installation 
x Is there existing design tools or need to develop new ones? 
x What are the requirements rising from the production and distribution 
logistics? 
x How to make a product complete for marketing? 
The interviewed assumed that certain application areas of WSNs could be a 
potential niche-area for some companies in Finland. So far the recognition and 
utilization of such relatively narrow market slots have created some success 
stories. However, during the time of the interviews the wider views of the future 
of wireless automation were still shadowed by technological shortsightedness 
(Virrankoski 2012). 
5.3.2 Developed Sensor Platform 
Based on the generic sensor platform idea presented in Publication 6 and the 
information about industry interests collected as a part of the GENSEN project 
(Virrankoski 2012), a generic sensor platform, the UWASA Node, was designed 
and presented first time in Publication 7. 
Both at software and hardware level, the UWASA Node has a generic 
architecture, which responds to the design targets presented in Publication 6 and 
illustrated in Figure 18. Modular and stackable architecture enables the node to 
operate in many different roles from low power consumption message relaying 
node to an actuator, which is equipped with several sensors, large memory and 
high computation capacity. Node hardware architecture with different 
configuration options is presented in Figure 23. 
Acta Wasaensia     73 
 
Figure 23. The UWASA Node hardware architecture and its configuration 
options presented in Publication 7. 
 
The basic part of the node consists of the Main Module and Power Module. The 
Main Module has node’s main controller, RF controller and wireless transceiver 
(radio). The Power Module has power sources and power regulation features. It is 
responsible to provide power related interfaces to all modules of the node. As 
many slave modules as needed can be added. There are three slave module types: 
Active Slave Module, Passive Slave Module and Extension Slave Module. Active 
Slave Module is equipped with its own microcontroller, Passive Slave Module is 
not. Both of them can carry one or several sensors. Extension Slave Module 
operates as an extension of the Main Module. It can be equipped, for example, 
with extension memory or additional radio. The application dependent hardware 
development can be done by using suitable slave boards. A picture of the UWASA 
Node is presented in Figure 24. 
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Figure 24. The UWASA Node. 
 
There are four comprehensive properties that are considered in the UWASA 
Node design to make it suitable for wireless automation applications: 1) power 
control, 2) time synchronization, 3) complicated software demand and 4) 
application development. For power control purposes, the main controller can be 
turned off in the low-power mode, and the RF controller used for the mandatory 
operations. Moreover, the Power Module provides control interfaces and the 
unified software architecture enables the power state control of each processor in 
the Main Module and Slave Modules. The time synchronization must be 
managed both between different components in the node and between different 
nodes in the network. Time between all processors in the node can be 
synchronized by using a heart-beat signal, which is provided either by the main 
controller or by the RF controller. Synchronization between different nodes in 
the network is done by using the network time synchronization protocol, as 
discussed in Publication 4. The complicated software demand rises from the 
issue that multiple different processors require different software to be 
developed. The problem is solved by using a hardware abstraction middleware, 
which provides a level where most of the application software development can 
be done over the provided application interfaces. Finally, to enable a flexible and 
hardware-less software development environment, a development board was 
designed for the UWASA Node.   
The design of the UWASA Node enables to power up the node by using a 
rechargeable battery or an external power source. The external power source can 
be either power harvested from the environment or connection to external power 
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supply such as electric grid. The Power Module is equipped with a dynamic 
power path management, which can efficiently utilize simultaneously two 
suppliers. There are 10 independent voltage regulators, from which two have 
fixed outputs to supply the Main Module and eight have adjustable voltage levels 
for the support of the Slave Modules. The Power Module contains also a battery 
fuel gauge. It is accessible by the main controller and can be used to monitor the 
battery level and the power demand of different applications. 
The Main Module is responsible of wireless communication, network level time 
synchronization, performing data processing and decision making, managing in-
node data exchange and in-node power mode. The main features of the UWASA 
Node Main Module, as summarized in Publication 7, are the following ones: 
1. Main controller and RF controller are both programmable 
microcontrollers; RF controller has 8051 based, 8-bit processor that runs 
at either 16 MHz or 32 MHz, whereas main controller has ARM7TDMI-S 
32-bit processor that can run at up to 72 MHz. 
2. RF Controller has integrated IEEE802.15.4 MAC and integrated 
positioning engine. Main controller has integrated Ethernet MAC and 
USB2.0 Full Speed device as well as many standard serial interfaces. 
3. RF controller can switch off the power of the main controller, when 
excessive process power is not needed. The main controller can control 
enable states and voltage level of power sources through the interfaces 
provided by the power module. 
4. Individual peripherals of main controller and RF front end of RF 
controller can be disabled. 
5. Operating frequencies of both RF controller and main controller can be 
adjusted. 
6. Intra-node time synchronization is solved by the means of heart-beat 
signaling provided by either RF controller or main controller. Network 
level time synchronization is ensured by the RF controller. 
The main features of the UWASA Node Power Module, as summarized in 
Publication 7, are the following ones: 
1. The UWASA Node supports LiIon-LiPo battery connection. The Power 
Module is designed to operate with the safety limits of LiIon-LiPo 
batteries. 
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2. The Power Module contains integrated LiIon-LiPo battery charger, which 
allows online charging of the battery, when the other power source is 
connected to power supply. 
3. Two independent supply options are provided through Power Module; the 
whole node supports dynamic power path management when the node is 
supplied via battery and other source (e.g. solar panel, vibration based 
power generator, USB connection, etc.). 
4. Instantaneous (power drain)/charge status of the battery can be 
monitored. 
5. The voltage level of the main power line of the node can be monitored. 
6. 10 independent power regulators are provided on the Power Module. 8 of 
them with adjustable output voltage levels; where 4 of them are switching 
regulators and other 4 being linear regulators. Those regulators should be 
used to supply slave modules, to allow main controller to turn on/off the 
whole slave module hardware to minimize quiescent currents. 
5.4 Applications 
5.4.1 Greenhouse Monitoring 
In the past, there was just one cabled box equipped with sensors in the middle of 
a greenhouse to measure the environmental parameters. Greenhouse heating, 
lighting and ventilation systems were also so simple, that it was enough to set 
them manually or by using a simple control system. In modern greenhouses the 
automation system requirements are different. The size of the greenhouse is 
typically so big that there can be remarkable variations in the greenhouse 
climate. Heating, lighting, ventilation and other greenhouse condition control 
systems are also built in such a way that advanced control operations and a 
separate adjustment of different parts of the greenhouse are possible. However, 
to be able to do it in proper way, more data is also needed. 
Light, temperature, humidity and carbon dioxide (CO2) are all important for the 
plants, and different plant species have different needs. In the northern countries 
the daylight period is so short during half of the year and temperature so low, 
that heating and artificial lighting are needed in the greenhouses. Since the CO2 
is important for the plants in the photosynthesis process, the growing conditions 
can be further improved by using some extra CO2. The need of extra CO2 enables 
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us to use CO2, which is collected from some industrial process and tie it to the 
biomass in the greenhouse instead of just emitting it to the atmosphere 
(Timmerman & Kamp 2003).   
Publication 8 presents a design and experimental deployment of WSN for 
greenhouse monitoring. Applied sensor platform is Sensinode Microseries 
(Sensinode 2007), which communication protocol supports 6LoWPAN 
(6LoWPAN 2018). Software and hardware implementation is made for three 
different sensors: temperature & humidity, luminosity and CO2 level. The 
hardware implementation required two different sensor boards to be attached to 
the WSN platform, because the CO2 sensor had higher use voltage and higher 
saturation time than the other sensors. Sensor platform and a sensor board 
equipped with temperature & humidity sensor and luminosity sensor are 
presented in Figure 25. 
 
Figure 25. Sensinode Micro.2420 U 100 platform (left) and a sensor board 
equipped with SHT75 relative temperature and humidity sensor and 
TAOS TSL262R luminosity sensor. 
 
Experimental deployment was done in Marten’s Greenhouse Research 
Foundation’s tomato greenhouse in Western Finland. The size of the greenhouse 
was 18 x 80 meters and the height of the tomato foliage was around four meters. 
The WSN deployment consisted of five nodes, four of them acting as a measuring 
nodes and the fifth one as a gateway to the PC. In the preliminary experiments it 
was observed that the tomatoes and the tomato foliage was attenuating the radio 
signal so that the reliable communication range in the greenhouse was only one 
third of the observed reliable range in the open space. As a consequence, the 
maximum distance between the nodes was limited to 15 meters. Communication 
architecture was a simple star topology to make the transmission scheduling easy 
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and to avoid collisions. The gateway node was acting as a coordinator and polled 
periodically the measuring nodes, which were only able to transmit when polled. 
Periodical sleep and wake periods were applied so that each node turned on its 
radio for 15 seconds and then turned off its radio and went back to sleep mode for 
255 seconds (4 min 15 s). Figure 26 presents two of the nodes deployed to the 
tomato foliage and protected from the humidity. 
 
Figure 26. Sensor nodes (inside red squares) deployed to the Martens tomato 
greenhouse during the three hours experiment described in 
Publication 8. 
 
During the experiment, each node measured temperature, humidity and 
luminosity once in four minutes continuously on three hours. During that time 
the coordinator node sent 200 transmission requests and each measuring node 
responded 50 times. Observed packet loss was 5%, which was tolerable level in 
this particular application. The fact that CO2 sensor had high power 
consumption and long saturation time made it tricky to use it simultaneously 
with the other sensors. As a consequence, a separate set of experiments was made 
with it. Experimental results indicated that the WSN is a feasible solution for 
greenhouse monitoring. Existing microclimate layers and other condition 
differences within the greenhouse can be followed by using a WSN that covers 
the different parts of it. Measured data can be utilized in the greenhouse 
condition control to adjust the growth conditions as close to optimal as possible. 
Temperature readings during the three hour experiment are presented in Figure 
27. 
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Figure 27. Temperature readings of four sensor nodes in Martens tomato 
greenhouse during the three hours experiment described in 
Publication 8. 
 
5.4.2 Situational Awareness 
Situational awareness has been one of the key interest areas in WSN 
development as long as the technology has existed. A lot of data from different 
types of environments can be extracted by various types of sensors. Since the 
sensor nodes have small size and they are relatively cheap, huge amounts of them 
can be rapidly deployed to cover the area of interest. Some of the sensors can also 
be carried by the people operating in the area or by the vehicles or autonomously 
moving systems, such as robots and drones. Measured sensor data can be 
combined with other sources of information to compute and visualize a model of 
the complete situation in the observed area. This model must be updated 
continuously based on new observations to make it a real-time situation model.  
Publications 9-11 focus on situation awareness in urban and indoor environment. 
Building interior is a challenging environment since it is divided to rooms and 
corridors. Walls block the line of sight and may either attenuate or completely 
block the radio signal. Satellite positioning is not available inside the building 
despite coincidental signal near the windows. There are many cases, where the 
situation awareness about the building interior is a critical factor for a successful 
mission. These missions can be rescue operations in the case of fire or 
earthquake, or reconnaissance and combat operations performed by police or 
military forces. In each of these cases it is crucial to know how many people are in 
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the building and where they are. Also mapping of the building interior and any 
further information about the activities of the people in the building are 
important to know.  
Wireless sensor systems enable a reconnaissance of the situation in the building 
before own forces are sent there. Reconnaissance information can be utilized to 
plan a successful operation and to save human lives. As a part of the 
reconnaissance, some persons in the building can also be identified based on the 
sensor data. 
Publication 9 presents an indoor situation modeling system, which consists of 
several subsystems and produces a real-time situation model from the building 
interior based on the sensor data and other sources of information. The overall 
system architecture is presented in Figure 28. 
 
Figure 28. The overall system architecture of the indoor situation modeling 
system presented in Publication 9 and (Virrankoski 2013).  
 
There are three sensor-equipped subsystems that measure data in the developed 
situation awareness system: wearable sensor system, deployable wireless sensor 
network and mobile robot. Measured data is transmitted to the COP server, 
where the indoor situation model, called the common operational picture (COP), 
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is computed by combining the measured data and other sources of information. 
Then the COP server sends the COP to the operating forces and other relevant 
parts of the command chain.  
The wearable sensor system is carried by own forces who enter the building. It 
tracks their locations in the building and passes the location information to the 
COP server. In the server the location information is combined with the available 
maps and building interior templates. That information is then utilized in the 
troop command. The system also helps to navigate inside the building and warns 
automatically, if a group member is left behind the others in a dangerous or 
otherwise unplanned way. The wearable sensor system consists of VTT Node, 
inertial navigation unit and GPS chip, which is used if the satellite positioning 
signal is available. It uses Nanotron 2.4 GHz, IEEE 802.15.4a radio for radio 
based ranging and distance measurements between the group members. Data 
transmission and other communication with the COP server is done by using 
RC232, 868 MHz RC1180HP radio (Korkalainen 2012).   
Deployable WSN consisted of UWASA Nodes, which are described in detail in 
Publication 7 (see 5.3.2). In the developed system, these nodes are used for 
device-free localization (DFL). This method is based on the fact that the human 
presence in the network area causes radio signal fading. RSS-based DFL is based 
on radio tomographic imaging, in which the changes in the propagation field of 
the monitored area are estimated, and then an image of this field is computed 
based on these changes (Patwari & Agrawal 2008), (Wilson & Patwari 2010). 
There are two major advantages in DFL. First, the sensor node does not need any 
additional sensors for this monitoring since it is based on RSS. Second, the 
monitored person does not need to carry any device with him, and it is easy to do 
the monitoring in an unnoticeable way. A network monitoring and management 
framework developed for DFL in the context of the developed indoor situation 
modeling system, is presented in detail in (Yigitler 2013). An example of DFL is 
shown in Figure 29.  
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Figure 29. An example of the DFL developed for the situation awareness 
system discussed in Publication 9: Two persons in the WSN area 
(left) and the respective radio tomographic image (right). 
 
A teleoperated mobile robot controlled from the command post, is used for 
simultaneous mapping and tracking. The robot is equipped with a laser range 
finder and a dead reckoning system for the mapping. There is also a camera with 
a pan-tilt unit to provide the robot view to the robot operator. The weight of the 
robot is about 100 kg and its battery capacity 100 Ah (Matusiak 2008). In the 
indoor situation modeling system presented in Publication 9, the robot was also 
equipped with a sensor node that acts as a gateway for other subsystems, a sensor 
node deployment device to carry and deploy sensor nodes on its route and a 
communication unit to communicate with the COP server and the command post 
teleoperator. The simultaneous mapping and tracking performed by the mobile 
robot differs from the complete simultaneous localization and mapping (SLAM) 
approach because the loop closing mechanism is not employed (Dissanayake 
2001), (Durrant-Whyte & Bailey 2006), (Bailey & Durrant-Whyte 2006), 
(Myrsky 2011), (Saarinen 2012). 
In addition to producing a map and a video stream from an unknown building 
interior, the mobile robot can deploy static nodes on its route and location stamp 
them, when they are deployed. Moreover, the robot can continuously estimate its 
distance to the sensor nodes, which communicate directly with it by utilizing the 
measured RSSI. Since the robot knows its location in its own coordinate system, 
it can act as a mobile beacon for the deployed and wearable sensor nodes so that 
they can be localized in the same coordinate system. The whole system can then 
be transformed from the robot coordinates to some other preferred reference 
coordinate system, such as external map coordinates, once at least four points 
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(three in 2D) are known in both coordinate systems. The mobile robot and its 
simultaneous mapping and tracking result example are presented in Figure 30. 
 
Figure 30. A mobile robot described in Publication 9 (left) and an example of 
its simultaneous mapping and tracking result (right). 
 
The medium access of different subsystems must be either synchronized or non-
overlapping communication bands must be used to avoid interference and packet 
collisions between different transmissions. In the developed situation awareness 
system described in Publication 9 and (Virrankoski 2013), the synchronization is 
used within subsystems. The selection of non-overlapping bands is used in the 
system integration. Deployable WSN uses IEEE 802.15.4 communication in 2.4 
GHz band. System internal communication is synchronized to be able to perform 
DFL. Wearable sensor system uses IEEE 802.15.4a communication in 2.4 GHz 
band for ranging and IEEE 802.15.4 communication in 868 MHz band for data 
communication. The mobile robot uses multi-interface routers between it and the 
operator at COP server. These routers support a wide range of communication 
protocols including 3G HSPA, CDMA 450/2000, WiMAX, Wi-Fi, LTE, Flash-
OFDM and Trans-European Trunked Radio (TETRA). They also support virtual 
private networking (VPN) to enable secure connection. In case of the developed 
situation awareness system, the robot was using WLAN (IEEE 802.11) in 2.4 GHz 
band and alternatively 3G for data communication between it and the COP 
server. A sensor node was connected with the robot to act as a gateway between 
deployed and wearable sensor systems and the robot.  
COP server receives data from different subsystems. It computes a common 
operational picture by using that information and other relevant sources of 
information, such as digital maps of the environment. COP server is also 
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responsible about sharing the common operational picture with own troops 
operating in the building and with other echelons of the operation command. The 
developed indoor situation modeling system consists of distributed objects, and 
the interactions between them are enabled by using object-oriented middleware 
Internet Communication Engine (ICE) (Henning 2004). In the system described 
in Publication 9, the ICE is augmented by several services, such as publisher-
subscriber topic based event distribution system IceStorm. The structure of the 
COP server is presented in Figure 31. 
    
Figure 31. COP server architecture. Figure from Publication 9 and (Virrankoski 
2013). 
 
Common operational picture is shared with own troops operating in the building 
by using IEEE 802.11a WLAN communication, which uses 5 GHz frequency 
band. Troops are using Samsung Galaxy phones as portable computers to 
communicate with the COP server. COP is presented on the phone screens as 
illustrated in Figure 32. 
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Figure 32. Common operational picture is computed by the COP server and 
shared with the own troops by using IEEE 802.11a 5GHz WLAN. 
Information provided by the sensor systems is combined with map 
and observations are shown by different colors and symbols. 
Portable device (left) view is zoomed on the right. 
 
Once the targeted performance was first achieved in laboratory experiments, the 
integrated indoor situational awareness system was tested in a field environment. 
This environment is used for the urban warfare training by Finnish Army at 
Santahamina military training facility, and the test was carried out in November 
2012. Applied test case was a hostage situation, where enemy forces and their 
hostages were inside an unknown building. In the test scenario, a platoon of 
soldiers was divided so that part of them served as own forces entering the 
building and part of them as enemy forces (targets) and their hostages. All the 
subsystems presented in Figure 28 were in use. During the scenario, a WLAN 
network of 300 × 600  meters covering the building and its surrounding 
environment was established by using four portable access points. The mobile 
robot advanced first to the building, performed simultaneous mapping and 
tracking, deployed sensor nodes within its route and used two different 3G 
connections to ensure the connection during the operation. In the COP model the 
mapped rooms were colored red if some enemy or hostile elements were found, 
and green once they were cleared out of danger. The locations of individual 
soldiers and other localized objects were also shown in the COP. Twenty UWASA 
Nodes were used for device-free localization. Three wearable sensor systems were 
used to localize own forces who advanced to the building. Own forces received 
the COP to their portable devices (see Figure 32) and they were able to expand 
the WLAN, when needed. The real-time COP was utilized and the own forces 
were able to figure out the location of the hostages and enemy forces and took 
over the building. 
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In addition to DFL, the deployable WSN can be equipped with other sensors to 
perform other measurement tasks for situational awareness. In the context of 
indoor situation modeling projects, also cameras and acoustic sensing were 
considered. A camera implementation for the UWASA Node with CMUcam3 
(Cmu 2018) can produce low-resolution images that can be processed in the 
node, transmitted over the sensor network and then utilized in the computation 
of the situation model (Cuhac 2011), (Virrankoski 2013).  Speaker identification 
is discussed in Publication 10 and the estimation of the number of persons by 
using the acoustic signal in Publication 11. 
Every speaker can be identified based on the individual features of his speech. 
These features are text and language independent, and depend only on the 
personal features of his voice and the way how he speaks. Characterized speaker 
features can be matched against the features of the recorded voice samples to see, 
if the observed person is the same as the recorded one. Public authorities, such as 
police and military, can match the voice samples against their databases to see if 
someone of the persons they have already classified and saved in their records is 
present in the observed target. WSNs equipped with acoustic sensors are well 
suited to collect these voice samples in an unnoticeable way during the target 
reconnaissance. However, because of the scarce resources of the sensor nodes, 
the system performance in terms of sampling frequency, sample length, 
computation load, data transmission capacity etc. cannot be at the same level as 
it is in cabled high-capacity acoustic systems. 
Publication 10 presents a text and language independent speaker identification, 
which uses short-time low quality signals. The method is based on mel-cepstral 
analysis (Bimbot 2004), (Furui 1981) and its performance in the case of short-
time low quality signals is investigated to figure out its feasibility for WSN 
implementation. In the presented speaker identification method, a speech signal 
of ܰ samples is first collected to vector 
(5.69) ݔҧ = [ݔ(1) ڮ ݔ(ܰ)]. 
Then the speech signal is filtered to enhance high frequencies which are reduced 
in human speech production. Filtered signal ݔҧ௣ is computed elementwise  
(5.70) ݔ௣(݅) = ݔ(݅) െ ߙݔ(݅ െ 1), ݅ = 2, …ܰ. 
In (5.70), ߙ is a pre-defined parameter, which usually belongs to range [0.95, 
0.98] (Bimbot 2004). Filtered signal is then Hamming windowed with a 
Hamming window 
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(5.71) ܮ௪ = ݐ௪ ௦݂, 
where ݐ௪  is the time length of the window and ௦݂  the sampling frequency. In 
Publication 10, applied Hamming window length was ݐ௪ = 0.030 ݏ and the shift 
between two windows was set to 2/3 of the window length. Then a discrete 
Fourier transform (DFT) is applied to each window of the signal. Transformed 
results are collected to matrix ܶ , where each column represents one Fourier 
transformed window and has ௕ܰ௜௡௦ elements, where ௕ܰ௜௡௦ is the number of bins 
used in DFT. Since the DFT provides a symmetric spectrum, it is enough to use 
the first half of each column of the matrix ܶ, and collect them to matrix ܨ, which 
has the first ௕ܰ௜௡௦ 2Τ  rows of ܶ. A power spectrum, that indicates how big portion 
of the signal power is carried by its different frequencies, is calculated from ܨ by 
squaring the norm of each element: 
(5.72) ௪ܲ = [|ܨ(݅, ݆)|ଶ];  ݅ = 1, … ,ே್೔೙ೞଶ ;  ݆ = 1, … , ௪ܰ. 
The power spectrum matrix is multiplied by filterbank matrix ܤ௙ to enhance the 
frequencies which are located in the area of human speech such that 
(5.73)  ௦ܲ = ௪ܲܤ௙.  
In (5.73), ܤ௙  is a filterbank of triangular filters whose central frequencies are 
located at regular intervals in mel-scale. The use of mel-frequency filterbank 
reduces the random variation in the area of high frequencies by increasing the 
bandwidth of the mel-filters (Stevens 1937). Then ௦ܲ is converted to decibels ௗܲ஻, 
and the mel-frequency cepstral coefficients (MFCC) are computed by applying 
the discrete cosine transform (DCT) such that the elements of the mel-cepstral 
matrix ܥ௣ are 
(5.74) ܥ௣(݇, ݈) = ܽ(݇)σ ቄ ௗܲ஻(݅, ݈) cos ቀగ(ଶ௜ିଵ)(௞ିଵ)ே್೔೙ೞ ቁቅ
ே್೔೙ೞ ଶΤ௜ୀଵ , 




ۓටே್೔೙ೞଶ ,݇ = 1




The main advantage of DCT is that it converts statistically dependent spectral 
coefficients to statistically independent cepstral coefficients (Bogert 1963), 
(Oppenheim & Schafer 1968), (Oppenheim & Schafer 1989). In (5.74)-(5.75) ௖ܰ௘௣ 
is the number of cepstral coefficients considered in the transform. It is upper 
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limited by ௕ܰ௜௡௦ 2Τ , the number of elements in each column of ௗܲ஻. It depends on 
the number of bins ( ௕ܰ௜௡௦) used in the DFT. 
A centered mel-cepstral matrix ܥ is computed by removing the first row of ܥ௣, 
which carries the first coefficients of each window, and by centering the 
remaining columns by subtracting the mean of each column from it. The first row 
of ܥ௣ is ignored because it represents only the overall average energy contained in 
the spectrum. ܥ  is then smoothened by multiplying its each column by a 
smoothening vector ܯഥ, which is computed such that for ݅ = 1, … , ௖ܰ௘௣ െ 1: 
(5.76) ܯ(݅) = 1 + ே೎೐೛ିଵଶ sin൬
గ௜
ே೎೐೛ିଵ൰. 
This smoothening de-emphasizes the lowest and highest order coefficients of ܥ 
(Juan 1987) and the smoothened mel-cepstral matrix becomes ܥ௦ = ܯഥܥ. In ܥ௦, 
each column carries the mel-cepstral coefficients of one window. Some of the 
windows are related to the speech portions of the signal, and some of them are 
related to the background noise or silence. In Publication 10, a criterion which is 
based on the averages is used to select the speech related columns. First, an 
average vector ܥҧே = [ܥே(1)ڮܥே( ௪ܰ)], where each element ܥே(݅) is the average of 
the respective column in ܥ௦, is normalized to range [0, 1]. Then, the matrix ܥ௦௣, 
containing those columns of ܥ௦, which stand for the speech portions of the signal, 
is constructed by using the selection criterion 
(5.77) ܥ௦௣ = [ܥ௦(݆)|ܥே(݆) ൒ ߤ{ܥҧே}], ݆ = 1, … , ௪ܰ. 
In (5.77), ܥ௦(݆) refers to the ݆:th column of ܥ௦, and ߤ{ܥҧே} is the overall average of 
ܥҧே . The final mel-cepstral coefficients are computed by taking the row-wise 
average of ܥ௦௣: 
(5.78) ܥ௖௘௣ = ቎
ߤ൛ܥ௦௣(1,1)ڮܥ௦௣(1,݊)ൟ
ڭ
ߤ൛ܥ௦௣( ௖ܰ௘௣ െ 1,1)ڮܥ௦௣( ௖ܰ௘௣ െ 1,݊)ൟ
቏, 
where ݊ is the number of mel-cepstral vectors selected in (5.77), ݊ ൑ ௪ܰ . The 
information is extended to capture the dynamics of the speech by computing the 
first and second order temporal derivatives of ܥ௦ . The first order temporal 
derivatives are computed according to  




In (5.79), 1 + ߠ ൑ ݆ + ݇ ൑ ௪ܰ െ ߠ  and 1 ൑ ݅ ൑ ௖ܰ௘௣ െ 1 . The second order 
derivative οοܥ௦  is computed by computing the first order derivative of οܥ௦ 
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according to (5.79) (Bimbot 2004), (Rabiner & Juang 1993). Finally, the first and 
second order derivatives of the mel-cepstral coefficients are computed by 
selecting the columns from οܥ௦ and οοܥ௦ in the same way as in (5.77) and by 
computing the row-wise averages in the same way as in (5.78). Then the results 
are collected into feature matrix (called feature vector in Publication 10) ܨ௦: 
(5.80) ܨ௦ = ൣܥ௖௘௣் οܥ௖௘௣் οοܥ௖௘௣் ൧். 
Feature matrix ܨ௦ has 3 × ൫ ௖ܰ௘௣ െ 1൯ elements and it characterizes the speaker.  
As a part of the simulations in Publication 10, a voice sample database was 
collected. The database included 15 languages and 60 individuals, 15 women and 
45 men. To guarantee the text and language independency, at least two samples 
and more than one language, if possible, was recorded from each person. Finally 
there were 190 voice samples with a length varying between 8-10 seconds in the 
database. The recording was done in a normal office environment with a 
commercially available wired microphone. Because of that setup, also the usual 
background noise was included to the recorded voice samples. Collected database 
was divided into two parts; the first 140 samples were used to study the 
algorithm accuracy to identify the correct speaker, and the remaining 50 samples 
were used to study the algorithm accuracy to indicate if the observed speaker is 
not found among the recorded voice samples. Euclidean distance between the 
feature matrix of the recorded sample and the feature matrices of the samples in 
the database was used as a similarity measure. 
In the first experiment, the length of the recorded voice sample was set to 8 ݏ and 
the sampling frequency to 8 ݇ܪݖ. Then the ௕ܰ௜௡௦ used in the DFT was varied from 
128 to 2048 and the ௖ܰ௘௣ considered in the computation from 10 to 1024 ( ௖ܰ௘௣ ൑
௕ܰ௜௡௦ 2Τ ). The results are presented in Figure 33. Maximum 78% accuracy in the 
speaker identification was achieved with ௕ܰ௜௡௦ = 512 and ௖ܰ௘௣ = 100. It was also 
observed in the simulations that the ௖ܰ௘௣  has much bigger impact to the 
algorithm performance than ௕ܰ௜௡௦ . As indicated by the plot in Figure 33, the 
identification accuracy was best with ௕ܰ௜௡௦ = 100. For smaller values of ௕ܰ௜௡௦, the 
result was rapidly weakening. For bigger values, it was slightly weakening 
because of the signal overlearning.  
In the second set of simulations the number of bins in DFT and the number of 
cepstral coefficients were kept in the best found configuration ௕ܰ௜௡௦ = 512 , 
௖ܰ௘௣ = 100. The length of the sample (ܮ) was varied from 2 ݏ  to 8 ݏ  and the 
sampling frequency ( ௦݂) from 200 ܪݖ to 8 ݇ܪݖ. These ranges were considered 
similar as the ones that can be applied when measuring acoustic signals with 
wireless sensor nodes. The combined effect of ௦݂ and ܮ is shown in Figure 34. 
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With 8 ݏ long samples and ௦݂  between 7 and 8 ݇ܪݖ, the identification accuracy 
was between 70 and 80%. Then it weakened moderately when ௦݂ was reduced 
from 8 ݇ܪݖ  to 2 ݇ܪݖ  but collapsed rapidly once it was reduced further from 
2 ݇ܪݖ.  
 
 
Figure 33. The effect of ௕ܰ௜௡௦ and ௖ܰ௘௣ for the speaker identification accuracy in 
Publication 10 simulations, when the length of the sample was kept 
in 8 ݏ and sampling frequency in 8 ݇ܪݖ. 
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Figure 34. The combined effect of ௦݂ and ܮ on the speaker identification 
accuracy, as observed in Publication 10 simulations. ௕ܰ௜௡௦ = 512 and 
௖ܰ௘௣ = 100. 
 
Third set of simulations in Publication 10 was focusing on the accuracy to 
indicate if the person whose voice is measured is not represented by the voice 
samples in the database. A light-weight criterion 
(5.81) ௧ܶ௛ = ߤ௜ௗ +݉ߪ௜ௗ  
was applied. In (5.81), ߤ௜ௗ is the average and ߪ௜ௗ the standard deviation of the 
distances between the feature matrices of the measured signal and the database 
samples in the case of correct identification in a first and second set of 
simulations.  Parameter ݉ is pre-defined to fit the value of the threshold ௧ܶ௛. If 
the minimum distance between the feature matrix of the measured voice signal 
and the feature matrices of the database voice samples was bigger than ௧ܶ௛, a 
conclusion that the observed person was not represented by the database voice 
samples, was made. Based on the simulations, the most correct classification with 
criterion (5.81) was reached when parameter ݉ was within a range ݉ א [0.5; 1]. 
Then the maximum accuracy to detect non-presence correctly was 65-70%.  
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The setup in Publication 10 focuses on such situation, where one person speaks 
in time and the speaker identification is done based on that measured particular 
signal. In practice the situation may often be such that several people are talking 
simultaneously. In the case of reconnaissance operation, the number of persons 
present is not necessarily known but must be figured out. Publication 11 presents 
a way to apply independent component analysis (ICA) for that purpose.  
In principle, ICA is widely applied in signal processing (Back & Weigend 1997), 
(Hyvärinen 1999), (Kiviluoto & Oja 1998), (Ristaniemi & Joutsensalo 1999), 
(Vigario 1997), (Vigario 1998).  It targets to find a linear representation of non-
Gaussian data so that the components are statistically independent. If we assume 
that there exists ݊ sources transmitting simultaneously and ݄ observing sensors 
so that ݊ ൑ ݄, each observation of the sensor ݅ can be written as 
(5.82) ݔ௜ = ܽଵଵݏଵ + ܽଵଶݏଶ +ڮ+ ܽଵ௡ݏ௡, 
where source signals are noted by ݏ௜ . If we further assume that there exist ݇ 
observations over a discrete time, all observations can be presented as 
(5.83) ݔ = ܯݏ, 
where ݔ is ݄ × ݇ observation matrix, ܯ is the mixing matrix and ݏ is ݄ × ݇ matrix 
of measured signals. In ICA model (5.83), the statistically independent source 
signals ݏ௜ are latent variables that cannot be directly measured. Once the mixing 
matrix ܯ is estimated, the independent source signals can be solved from (5.83): 
(5.84) ݏ = ܯିଵݔ. 
Even though the source signals are assumed independent, it does not matter if 
they have an overlapping spectrum. ICA works also in blind signal separation 
(BSS) scenario, where we need to find the original individual signals from the 
mixed signal without prior knowledge about the number of signal sources.  In the 
standard ICA, the measured data is preprocessed before the signal separation 
computation. In the preprocessing the observation matrix ܺ is whitened so that 
the new observation matrix ෨ܺ has uncorrelated components and their variances 
are equal to unity. Centered measurement vectors ݔ෤௜  are whitened by using a 
transform 
(5.85) ݒ௜ =ܹݔ෤௜, 
where ܹ  is the whitening matrix. Once the covariance matrix (ܥ௫ ) of the 
measured acoustic data is known, the whitening matrix can be solved by applying 
principal component analysis (PCA) such that 
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(5.86) ܹ = ܦ௘ିଵ ଶΤ ܧ். 
In (5.86), ܦ௘ is a diagonal matrix having the eigenvalues of ܥ௫ in its diagonal in a 
decreasing order, and ܧ is a matrix of associated principal eigenvectors. In the 
case of ݄ sensor nodes and ݇ measurements by each of them, the observation 
matrix becomes 





The centered observation matrix ෨ܺ(݇) is computed from (5.87) by subtracting the 
mean of each measurement vector (each row) from it. Then the covariance matrix 
becomes 






 = ଵ௞ ቎
ݔ෤ଵଵଶ +ڮ+ ݔ෤ଵ௞ଶ ڮ ݔ෤ଵଵݔ෤௛ଵ +ڮ+ ݔ෤ଵ௞ݔ෤௛௞
ڭ ڰ ڭ
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If the number or source signals ݍ ൑ ݄ and signal to noise ratio in the measured 
mixed signals is large enough, there exists a clear difference or magnitude in the 
ܥ௫ eigenvalues so that first ݍ eigenvalues correspond to the source signals and the 
remaining ݄ െ ݍ eigenvalues correspond to the noise (Ham 2000). In the case of 
mixed speech signals, ݍ gives an estimate for the number of (speaking) persons 
who are present in the monitored space. 
In the first experiment in Publication 11, four mixed signals were recorded in 
noisy environment by using a cabled microphone with 8 ݇ܪݖ sampling frequency 
and 8 bits per sample. Once ܥ௫ was computed as presented in (5.87)-(5.88), its 
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There is a clearly recognizable difference of magnitude between fourth and fifth 
eigenvalue in (5.89), which indicates that the number of speakers in the original 
mixed acoustic signal was 4. The behavior of the covariance matrix eigenvalues 
during the whole 5.5 ݏ sampling period is presented in Figure 35. When the 8 ݇ܪݖ 
sampling rate was applied, the difference of magnitude between 4th and 5th 
eigenvalue of ܥ௫ became visible during the first second of the sampling. 
 
Figure 35. The behavior of the eigenvalues of observation matrix covariance 
matrix (ܥ௫) in the first experiment in Publication 11. The difference 
of magnitude between ߣସ and ߣହ indicates the existence of four 
sources (speakers). The difference of magnitude becomes detectable 
during the first second. Sampling rate in this experiment was 8 ݇ܪݖ 
and 8 bits per sample was applied. 
 
Second experiment in Publication 11 was done by using three Mica2 sensor nodes 
(Mica2 2003) equipped with low-power microphones. Applied sampling rate was 
3 ݇ܪݖ . Same analysis as in (5.87)-(5.88) was computed and the resulting 
eigenvalues of the covariance matrix ܥ௫ were 





The difference between second and third eigenvalue is still the biggest suggesting 
two speakers, but there was no similar clear difference of magnitude as in (5.89). 
The result was expectable since the applied sample rate was less than half of the 
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one used in the first experiment. Another factor that was weakening the result 
was the accuracy of the time synchronization. Since the same mixed signal is 
measured simultaneously by several sensor nodes, the correctness of the BSS 
outcome highly depends on the accurate time synchronization between the 
nodes. In further experiments in Publication 11, the time synchronization error 
between the sensor nodes was increased from 0 to 15 milliseconds. The 
covariance matrix eigenvalues did not produce any useful result for BSS after the 
error exceeded 3 ݉ݏ.  
The results of Publication 11 indicated that it is possible to estimate the number 
of persons from the mixed simultaneous speech signal by using ICA based BSS 
with short-time low-quality samples. With 8 ݇ܪݖ  sampling frequency the 
difference of magnitude in the observation matrix covariance matrix eigenvalues 
was easily recognizable, but with 3 ݇ܪݖ sampling frequency the result was highly 
dependent on the time synchronization accuracy between the sensor nodes.  
5.4.3 WSN with Frequency Converters 
In general, frequency converter is used to modify the frequency of the alternating 
current (AC). Based on this property, frequency converters are used in electricity 
distribution systems and in the control of electric motors, because the motor 
speed depends on the AC frequency. The control of the motors driving the system 
or process is an essential part of its automation. If the automation system collects 
part of the measurements it utilizes by using WSN, it would be beneficial to have 
a direct communication link between the frequency converters and WSN. 
Otherwise, the WSN data must be transmitted first to separate gateway, and then 
from the separate gateway to the frequency converter by using another cabled 
network. This will introduce additional communication delay and make the 
communication system architecture more complex. Even though there is often a 
cabled connection to the frequency converter having its own IP address, this is 
not always the case. In some cases the frequency converter location can be 
mobile, difficultly accessible or harsh (dust, dirt, vibrations, temperature, 
chemicals etc.) in such a way that cables can be easily damaged or cabling is not 
possible at all. In these cases the wireless connection between the frequency 
converter and the rest of the automation system will also enable wireless control 
of the frequency converter and wireless collection of the frequency converter 
data. The frequency converter data can be utilized to extract information of the 
current state of the electric motor and system or process, which is run by the 
frequency converter. 
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Publication 12 presents software and hardware integration between frequency 
converter and WSN. Used frequency converter is produced by Vacon, which is 
nowadays a registered trademark of Danfoss Group (Vacon 2018). Applied sensor 
platform is the UWASA Node, which is presented in Publication 7. Three 
different types of communication links are required: communication between the 
UWASA Node and Vacon frequency converter, communication between UWASA 
Nodes and communication between gateway node and data logging PC.  
     
Figure 36. The type of the Vacon frequency converter which was used in the 
implementation in Publication 12. 
 
The type of the Vacon frequency converter which was used in the implementation 
is presented in Figure 36. Removable control panel is connected to the frequency 
converter via RS-232 serial port. The same port is used to connect the UWASA 
Node with the frequency converter. The converter has its own Vacon Human 
Machine Interface (VHMI) protocol for interfacing, and it is implemented to the 
connected UWASA Node. Wireless communication between UWASA Nodes uses 
IEEE 802.15.4 based MAC protocol. Conversion software, which interfaces 
between VHMI and wireless communication, is implemented to those UWASA 
Nodes, which are connected to the frequency converters. The software converts 
VHMI packets arriving from the frequency converter to MAC format so that the 
data can be sent over the wireless channel. Respectively, it converts the MAC 
packets that arrive over the wireless channel to VHMI format so that the data can 
be sent from the node to the frequency converter. At the other end, the gateway 
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node is connected to the data logging PC via USB port. Conversion software, 
which converts between MAC and USB packets, is implemented to the gateway 
node. 
In the experiments of Publication 12, a sophisticated mobile machine that was 
operated by several electric motors was monitored. Data was collected over WSN 
from six frequency converters, which were controlling the electric motors that 
run the machine during the operation. Ten parameters were collected from each 
frequency converter in a sampling interval of 200 ݉ݏ, which equals five times per 
second from each frequency converter.  System setup is presented in Figure 37. A 
gateway node and the data logging PC were staying in one location, but the 
frequency converters with the connected nodes were moving with the machine so 
that the distance between them and the gateway node varied between 3 and 30 
meters.  
Application software for the communication was designed so that the WSN 
formed a star topology where each node communicated directly with the gateway 
node. Communication followed the master-slave principle such that the nodes 
which were connected to frequency converters were allowed to transmit data only 
when polled by the gateway node. A network control program was run in the data 
logging PC and it sent the commands and requests to other nodes through the 
gateway node. It was observed during the experiments that it took 50െ 90 ݉ݏ to 
read the data from the frequency converter to the connected sensor node. Based 
on that observation, a 100 ݉ݏ  timer was set between reading and data 
transmission requests to give node enough time to read the data and convert it 
from VHMI format to wireless transmission format. The reading and 
transmission requests were done in sequence to avoid collisions between data 
packets transmitted by different nodes.  
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Figure 37. A setup of the experiment presented in Publication 12. Ten 
parameters were wirelessly collected from six frequency converters 
in a sampling interval of 200 ݉ݏ. Frequency converters were moving 
with the machine and distance between them and the gateway node 
varied between 3 and 30 meters during the operation.  
 
In the first set of experiments the system was able to collect data from the 
frequency converters as expected, but the observed packet loss varied between 9-
11% of the transmitted packets having an average of 9.92%. Such a level is not 
acceptable in terms of communication reliability. To improve it, a resend request 
mechanism, which is presented in Figure 38, was implemented. In the 
communication application the gateway node first sends read command to all six 
nodes and then after 100 ݉ݏ starts to send transmission requests to all nodes one 
by one. After sending transmission request to one node, the gateway node waits 
50 ݉ݏ if it can receive a response semaphore indicating that the response from 
the node is received. If the response is not received in that timeframe, the 
gateway node will resend the transmission request to that node and wait 40 ݉ݏ 
more. If the response was still not received, the packet was counted as lost and 
the gateway node was moving to request the next node.  
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Figure 38. A software flowchart of the resend mechanism implemented in 
Publication 12. 
 
Once the experiment was repeated with the implemented resend request 
mechanism, the packet loss was between 0.5 – 2% of the transmitted packets 
having an overall average of 1.22%. This was a remarkable improvement 
compared to the earlier 9.92%. Measured packet loss without resend request 
mechanism is presented in Figure 39 and with resend request mechanism in 
Figure 40. This improvement was achieved by adding just one resend request, as 
indicated by the flowchart in Figure 38. More resend requests can be added if 
even higher communication reliability is still needed. However, a bigger number 
of resend requests will also introduce longer communication delays. 
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Figure 39. Packet loss rate as percentage of transmitted packets over 30 
experiments in Publication 12 without resent request mechanism. 
Packet loss rate varied between 9-11% and the overall average packet 
loss indicated by red line in the plot was 9.92% of the transmitted 
packets. 
 
In the experiments the system was able to collect data from six frequency 
converters that controlled the electric motors of the mobile machine in industrial 
environment. Ten parameters were collected once in 200 ݉ݏ from each of the 
frequency converters. Achieved data transmission rate at the gateway node was 
16.8 ܾ݇݅ݐݏ/ݏ and the average percentage of lost packets with the resend request 
mechanism 1.22%. The distance between the gateway node and the nodes which 
were connected to the frequency converters varied between 3 and 30 meters 
during the operation. Even though the main focus in the experiments was to 
collect data from the frequency converters, the implementation enables 
bidirectional communication so that in addition to data transmission requests, 
also other type of commands can be sent to the frequency converter over the 
WSN by using the implemented application. In addition to star topology 
architecture, a preliminary implementation with some experiments was also 
done for a multi-hop setup. 
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Figure 40. Packet loss rate as percentage of transmitted packets once the 
resend request was implemented and the experiments repeated with 
it in Publication 12. The packet loss rate varied between 0.5 and 2% 
and the overall average packet loss was 1.22%. 
 
5.4.4 Energy Harvesting 
Wireless sensor systems enable us to increase the number of measurement points 
and to get access to such parts of the system, which are not accessible by cabled 
systems, such as moving and rotating machine parts etc. Wireless connection can 
also be useful in harsh conditions, where temperature, dirt, dust, vibrations etc. 
can easily damage the cables. However, the power supply of the sensor nodes is a 
challenge. Continuous power supply is needed during the operation to keep up 
the system and to guarantee the system robustness and reliability. There are 
many applications where cabled power supply is not an option. The sensor node 
batteries can be manually charged and changed in experimental setups, but in the 
industrial environments it is not the case. To be feasible to use, the service period 
of the WSN should be the same as the service period of the whole automation 
system. Since the sensor nodes require relatively low operation power, there are 
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many applications where the required power can be harvested from the 
surrounding environment. Light (solar) and wind energy, continuous mechanical 
movement like rotation or vibration, and temperature and pressure differences 
are examples about such sources of energy, which can be utilized in energy 
harvesting for WSN.  
Publication 13 presents a description of the developed solar energy harvesting 
and energy management solution for the UWASA Node and its performance 
evaluation through experiments.  Developed solution is based on the AmbiMax 
system (Park & Chou 2006). Its architecture is presented in Figure 41. AmbiMax 
is a modular energy harvester, which can simultaneously utilize one or several 
energy sources. A reservoir capacitor array consisting of separate supercapacitor 
for each energy harvester is adopted. These supercapacitors are then used to 
power a common voltage rail, which is used to feed power for the wireless sensor 
node. The power is fed either directly for the components of the operating node, 
or for the node battery charger. Since the available harvested energy and node 
power consumption both continuously vary over time, the battery is necessary to 
balance and guarantee the power supply. If less energy is harvested than needed 
by the node, the missing part is extracted from the battery. If more is harvested 
than needed, the remaining part will be charged to the battery. 
 
Figure 41. The architecture of the AmbiMax platform (Park & Chou 2006), 
which is used as a reference design in Publication 13. 
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In the design presented in Publication 13, similar but slightly more efficient 
components as the ones in AmbiMax are used. Moreover, a low-power 
undervoltage lock-out circuit and a real-time clock controlled latch switch are 
added to disconnect the voltage rail from the sensor node. This disconnecting 
takes place if the rail voltage drops below a pre-defined threshold or if the sensor 
node signals the voltage rail to shut down for a length of a sleeping period. The 
UWASA Node Power Module (see Publication 7) is designed for one-cell lithium 
ion batteries with a nominal voltage of 3.7 ܸ and it accepts voltages between 1.8െ
4.2 ܸ. In the implementation presented in Publication 13, light is used as an 
energy source. A solar cell with a size of 92 × 61 ݉݉ and a nominal power of 
0.45 ܹ is used with the LTC3105 energy harvesting integrated circuit. The low 
start-up voltage of LTC3105 allows it to harvest energy also during the low 
illuminance periods, when the photovoltaic cell output voltage is low. The energy 
harvester is designed to support 4.2 ܸ, which is a maximum voltage for one-cell 
lithium-ion battery. Developed prototype is presented in Figure 42. 
  
Figure 42. Publication 13 energy harvester prototype developed by Thomas 
Höglund. 
 
Developed energy harvester was located on the roof with a line of sight to the sky 
and used continuously there during six days. The experiment was done in 
Finland during winter time, when the daylight time was short and the 
temperature some degrees below the freezing point. Connected data logger was 
used to measure time, illuminance, and the voltages of the battery, solar cell, 
supercapacitor and MPCC pin of the LTC3105. Observed battery and solar cell 
voltage, and illuminance are presented in Figure 43. 
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Figure 43. The performance of the developed energy harvester in Publication 
13. Upper plot presents luminance (green curve) and battery voltage 
(blue curve) and lower plot solar cell voltage during six days 
experiment.  
 
On average, the energy harvester was active 9.0 ݄  and harvested at 35.6 ܹ݉ 
efficiency per day. In terms of energy, on average 1.16 ݇ܬ was harvested per day 
and 2.14 ܬ per minute when the harvester was active. The total energy harvested 
during six days was 6.9 ݇ܬ, which is equal to 51% of the 1000 ݉ܣ݄ and 3.7 ܸ LiPo 
battery capacity. It was observed in the experiments that the startup and the 
initialization of few sensors and wireless communication in the UWASA Node 
consumed between 0.7 and 1.5 ܬ. Measuring 3-axis accelerometer in 10 bits in 
500 ܪݖ  sample rate for two seconds consumed 1.82 ܬ . Thus, for the UWASA 
Node, reading several sensors with such sample rate and transmitting thousands 
of bytes would consume 3െ 10 ܬ  for measurements and 50െ 100 ܬ  for 
transmission. If the transmitted amount of data is kept relatively low and 
carefully scheduled sleep and wake periods are used to achieve energy savings, 
the UWASA Node can operate at an interval of 3-4 minutes using the presented 
energy harvesting solution. 
One solar cell was used in the experiments in publication 13, but the energy 
harvester is designed so that more solar cells or other types of energy harvesting 
sources can be added and used simultaneously, if more energy is needed. 
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6. DISCUSSION 
This doctoral dissertation focuses on open source platform development under 
IEEE 802.15.4 standard. Presented work in this area consists of three main 
entities: algorithms related to network initialization and control, platform 
planning and design process, and applications to evaluate the performance of the 
developed algorithms and developed platform.  
6.1 Published Results 
6.1.1 Algorithms 
Presented algorithms are related to localization (Publication 1, Publication 2), 
clustering (Publication 3) and time synchronization (Publication 4). Distance 
matrix reconstruction method presented in Publication 1. It improves the 
performance of MDS, which is based on distance matrix SVD, because it presents 
a way how the distance matrix reconstruction should be done, if all pairwise 
distances are not known. This is typically the case in WSN. It is also relevant to 
use the shortest Euclidean paths to estimate those missing distances that cannot 
be directly measured. The shortest paths are usually known as part of the routing 
information in a multi-hop network. Even though the shortest radio path 
indicated by the routing information is not always the same as the shortest 
Euclidean path, because of the variations in the radio environment. The way how 
the shortest path is used in the presented distance matrix reconstruction makes it 
feasible, though not always the best estimate for the missing pairwise distances.  
MDS will produce the relative coordinates of the sensor nodes as an outcome. In 
this context the term relative means that the computed coordinates can be 
rotated, reflected or translated compared to the preferred reference coordinate 
system. As a consequence, four reference points in 3D or three reference points 
in 2D are needed in both coordinate systems to be able to make the final 
transform to the reference coordinates. Error in each pairwise distance estimate 
in the distance matrix effects the whole localization outcome. The final transform 
from the localization outcome relative coordinates to the preferred reference 
coordinates will also affect the error. The analytical presentation of the error 
behavior and the effects of the error in these operations is a topic for further 
research. 
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RSSI-based distance estimation does not require separate hardware for the 
distance computation. The additional communication load caused by the RSSI-
based distance estimation is also smaller what it would be in the case if additional 
distance estimation hardware or location-aware beacon nodes would be used. 
The method can be applied with any radio technology, but because the radio 
channel effects appear differently on different frequencies, the expected accuracy 
of the RSSI-based distance estimation is also different for different 
communication technologies.  
Publication 2 presents one example about the way how the statistical properties 
of the measured signal can be utilized to improve the RSSI-based distance 
estimation. The path loss exponent and the loss constant of the propagation 
model are fitted by using the received signal strength standard deviation and 
number of lost packets in each distance as an optimization criteria. Distance 
estimation results are improved, but the use of this method requires 
measurements in the network environment in advance, to collect the data for 
optimization. Moreover, the results are environment specific and in every 
particular environment the measurements and the respective parameter 
optimization should be repeated regularly, because the radio environment 
changes all the time. This makes the method feasible for such environments 
where planning and measurements can be done in advance before deploying the 
network. It is less suitable for such cases where the nodes must be rapidly 
deployed and the network must start to operate immediately. 
TASC clustering algorithm presented in Publication 3 has the novelties of truly 
distributed computation and the ability to cluster the network according to the 
existing network topology. It is enough for each node to be aware of its two-hop 
neighborhood, and most of the clustering related computation is also executed 
there. Selection of clusterheads as well as the number of clusters in the clustering 
outcome depends on the network topology, and neither of them is defined in 
advance. The algorithm is suitable for such applications, where the nodes are 
deployed randomly and the network must automatically initialize itself. It is 
especially suitable to organize deployments which have a challenging topology, 
such as the one illustrated in Figure 2. Required node capability to measure 
distances from its neighbors limits the algorithm use. On the other hand, the fact 
that the algorithm tolerates remarkable amount of noise in the distance 
measurements, as indicated in the simulations in Publication 3, suggest that also 
RSSI-based distance estimation can be applied instead of ultrasonic or other 
more accurate measurements. Another limitation for the TASC clustering 
algorithm use is the amount of messaging it requires, which causes certain level 
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of overhearing. Message scheduling is also required in the communication 
application to avoid message collisions during the clustering. 
Utilization of the node weights, which are computed based on the shortest paths 
in Publication 3, can be researched further. The fact that they carry information 
about the network topology suggests that in addition to clustering, there can be 
also other ways to utilize them in WSN spatial organization and data processing 
and routing. 
Reference broadcast based WSN time synchronization, which uses the recursive 
clock skew estimation presented in Publication 4, has two main novelties. First, 
the use of ML-based clock skew estimator (MLE-EIT) suits well for correlated 
time measurements because it does not produce as big estimation error variance 
as LSE-methods, which are often used. Second, time-varying transmission 
delays, which can have a remarkable effect in WSN communication, are taken 
into account in the computation. Numerically a more stable variation of the 
estimator is also presented to reduce its numerical sensitivity. In addition to 
Publication 4 simulations which indicate a better performance of the developed 
time synchronization method compared to the LSE-RPT and LS linear 
regression, developed time synchronization is also used in the implementation of 
device-free localization to the UWASA Node, which is discussed in the context of 
situational awareness in Publication 9. 
6.1.2 Security 
Security at all levels of communication, data processing and sharing must be 
taken into account all the way, from the beginning of the wireless automation 
system design. In many cases the security functions cannot be implemented to 
the system afterwards or if they can, the implementation does not allow them to 
operate in full efficiency. In such a case it might be cheaper and less risky to re-
build the whole automation system in the case of security problems instead of 
trying to implement partial security to the existing one. The lack of proper 
security has also been one of the main concerns in wireless automation. For this 
reason it is included in both existing standards, WirelessHART and ISA 100.11a. 
In the former, the security is forced so that the system cannot be implemented 
without using also the security functions. In the latter, the use of them is 
optional. 
Security is out of the main focus of this dissertation, but its importance is 
emphasized in the content, and it is also considered in general level in 
Publication 5. 
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6.1.3 Platform Planning and Design 
Publication 6 presents a platform-based planning and design process for wireless 
automation. The process uses a novel combination of product, application and 
technology platform. It targets to reach as high level of platform genericity as 
possible to be able to make rapidly different products by utilizing that platform, 
as illustrated in Figure 18. Actually that principle applies to both application 
platform and product platform. Once the targeted genericity is reached with the 
application platform so that it is possible to make rapidly different applications 
by utilizing it, the platform design must be revised from commercialization and 
productization point of view. The generic product platform is then reached by 
making the modifications they may require.  
In addition to platform-based planning and design process presented in 
Publication 6, the expectations and requirements of WSNs were mapped by 
interviewing industrial and academic experts in the context of GENSEN project 
(Virrankoski 2012). These interviews were made in year 2011. When comparing 
the outcomes in that year to the situation on 2018-2019, the following 
observations can be made. During the time of the interviews there was a common 
view that the development of wireless automation was in the area of rapid growth 
of the hype curve, which typically includes also some extra enthusiasm with some 
unrealistic expectations. It was also expected that the standardization will play 
one key role in the development of the wireless automation sector. These 
assumptions have been proceeding in the expected way. WirelessHART and ISA 
100.11a standards have remarkably increased industrial investments for wireless 
automation. The area is also diversifying to other communication technologies, 
as discussed in subchapter 6.2. As it was assumed in the interviews (Virrankoski 
2012), subcontracting based product development and services have created new 
business, and there are more companies focusing on system integration. 
On the other hand, the hybrid solutions of RFID and WSN technologies have not 
become so common and advanced, what was expected in year 2011, and the 
development of wireless field buses is still on its way. The convergence and 
interoperability of different networking technologies and IP-based networking 
seems to have a bigger role what was expected during the time of the interviews. 
Many important factors pointed out in the interviews, such as device 
performance in terms of data sampling; transmission and computation capacity; 
power consumption and power supply; communication reliability; easiness to 
configure, assemble and maintain; extendibility and interfacing to the other parts 
of the automation system, are still important issues to consider in wireless 
automation design. 
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Wireless sensor platform the UWASA Node, which is presented in Publication 7, 
was developed by following the platform approach presented in Publication 6 and 
the discussed industrial expectations (Virrankoski 2012). The performance of the 
developed platform was then evaluated trough several applications in several 
research projects (Publications 8-13). One updated version of the platform and 
two tailored versions for industrial use were made later on. Targeted higher level 
of genericity was achieved, but with a cost of increased software complexity. 
Since there is a wide variety of architectures the platform can support, the 
software configuration for each of them requires more work than it would require 
for a couple of pre-specified architectural options. On the other hand, the 
UWASA Node as presented in Publication 7, is a research platform, where one of 
the targeted properties is the possibility to make as many different software and 
hardware configurations as possible by using the same platform. In the versions 
that are made for industrial use, the platform is typically simplified by keeping 
the features that are needed and removing the other ones.  
6.1.4 Applications 
Publication 8 results indicate that WSN is a well suited solution for greenhouse 
monitoring. Horticulture offers one promising area to develop so-called green 
technologies to reduce CO2 emissions. Additional CO2 can be used there to 
increase its content inside the greenhouse. By doing so, a remarkable part of the 
used CO2 can be tied to the biomass. From the wireless automation point of view, 
the control of this process requires CO2 sensors, which are feasible to use in 
wireless sensor nodes. There are some which are currently suitable for that 
purpose as the one used in Publication 8, but compared to many other types of 
sensors, their price and power consumption are still relatively high. In addition 
to monitor the greenhouse, WSN can also be used to control the greenhouse 
conditions in a distributed manner based on the control spesificati0ns and the 
measured data. This requires distributed computation in the network and 
interfacing between the WSN and the actuators that control the greenhouse 
conditions, such as heating, ventilation, irrigation, CO2 adding and lighting 
systems. 
Indoor situational awareness system presented in Publication 9 was able to 
produce indoor situation model by fusing the measured data and other sources of 
information. It was shared in real-time with the friendly forces operating in the 
building and with the upper echelons of the command chain. It is also beneficial 
that the presented system sub-entities can operate independently, if some of 
them are disabled or otherwise not in use. The communication security and its 
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tolerance to electronic warfare require further development. The COP server 
should be distributed to several locations to reduce the system vulnerability. 
More advanced algorithms can also be added to the data processing. Indoor 
navigation system accuracy can be improved and the matching between digital 
building interior maps and the measurements of the wearable sensors, including 
camera, can be included to the indoor navigation. In addition to localizing and 
tracking persons by using the device-free localization, the location and tracking 
data can be used to recognize person’s activities to extract further information 
about the situation in the building. In Publication 9, the device-free localization 
was performed using a WSN that was deployed inside the building. With suitable 
frequencies the monitoring can be done through the walls, which enables a new 
type of through-wall sensing. Especially, if the sensor nodes would be mounted to 
drones that can be sent to surround the building or a certain part of it. Obviously 
the accuracy of the through-wall sensing will also depend on the thickness and 
the material of the walls. In addition to the recognition of persons, the radio 
tomography can also be used to monitor, for example, the way how somebody is 
breathing. This information can be utilized in advanced data processing to 
recognize the activities of the monitored persons and, for example, to 
differentiate between hijackers and hostages in the case of the hostage situation. 
DFL can be utilized in many types of applications, since it enables the counting 
and monitoring of persons in a privacy preserving way by using just radio signal 
without cameras. These applications can be related e.g. elder people care in 
assisted living, childcare, people monitoring for elevator control, monitoring of 
employees presence in risky and restricted access areas in industrial environment 
etc.  
In Publication 10, speaker identification is performed such that acoustic samples 
are collected by using the wireless sensor nodes. Then the samples are 
transmitted to PC, where the feature matrix is computed and compared against 
the feature matrices of the acoustic samples, which are stored in the database. 
Instead of transmitting the complete measured acoustic samples from the 
network to the PC, the cepstral coefficients and their first and second order 
derivatives could be computed in the node. It would remarkably reduce the 
communication load, because then only feature matrix would be transmitted 
from the network to the centralized computer. Moreover, it would also improve 
the system security, because if an unfriendly third party captures the wireless 
transmission, it would benefit less from the feature matrix compared to the 
complete acoustic sample.  
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Data required for the speaker identification can be reduced further based on the 
fact that human speech exists in a certain frequency band. Only the respective 
frequencies can be selected from DFT for further processing by using some 
suitable technique such as Goerzel algorithm. On one hand the amount of data 
needed for speaker identification can be reduced, but on the other hand the 
reduction of the data may also weaken the matching accuracy. Figuring out this 
relationship and finding the best tradeoff would be a topic for further research. 
In addition to speaker identification, the technique presented in Publication 10 
can be used to identify also other kind of recognizable voices. It could be utilized, 
for example, in condition monitoring to recognize electric transformer 
malfunctioning based on the type of its humming or valve malfunctioning based 
on the voice of its spindle.  
The results of Publication 11 indicate that it is possible to estimate the number of 
persons by applying the BSS to mixed speech signal in the case of low-quality 
samples, which are collected by using WSN. A remarkable limitation in the 
presented method is that it requires at least as many separate measurements (as 
many sensor nodes) as there are speakers. The use of the under constrained case, 
where there are less measurements than source signals, would be an interesting 
area for further research. The result of the second experiment in Publication 11 is 
much weaker than the result of the first one, since the difference of magnitude in 
the eigenvalues is hardly recognizable there. It is mainly explained by the time 
synchronization error between the measuring sensor nodes. Once the error 
increases, it remarkably weakens the result as indicated by the further 
experiments in Publication 11. 
Another field for further research based on Publication 11 results would be the 
use of BSS to improve the speaker identification result. In Publication 10, the 
speaker identification was performed by using noisy and low-quality signals as 
they are. Instead of doing so, the signals could be first separated from the 
background noise or simultaneous mixed signals by using the BSS and then the 
speaker identification could be performed by using the separated signals. 
Presumably this procedure would improve the speaker identification accuracy. 
A joint use of frequency converters and WSN, which is presented in Publication 
12, can be utilized in many wireless automation applications. Electricity 
distribution, processes or machines driven by the frequency converters can be 
controlled by using the WSN measurement data. This enables local and 
distributed control in the network so that the control algorithm can be executed 
locally in the sensor nodes and actuators instead of swapping all the data 
between the centralized control computation and the networked devices. 
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Ability to collect wirelessly data from the frequency converters provides new 
technical opportunities especially in such applications, where the frequency 
converters cannot be cabled, because of the mobility or harsh environment. The 
data collected from the frequency converters can be used for the system control 
and condition monitoring. The latter area is in particular interesting, because the 
analysis of the frequency converter data can provide information about the 
machine or process what it drives.  
Publication 13 presents an energy harvesting solution for the UWASA Node. 
Developed and implemented solution uses a solar cell, but it is designed so that 
other power harvesters can be added to the same architecture. By doing so, the 
power can be extracted simultaneously from different harvesting sources and 
also from the battery, if needed. If the temporal power consumption is less than 
the harvested energy at that time moment, the battery is charged. The application 
indicates that there exist feasible solutions for the energy harvesting. The ability 
to use simultaneously several energy sources is also a benefit in the developed 
architecture. Rechargeable battery balances the variations that usually exist in 
the harvested power. It also helps to avoid the wasting of the harvested energy, 
because the amount harvested over the immediate consumption can be saved by 
charging the battery.  
If the energy harvesting from the operation environment is preferred as an 
energy source for the WSN, it must be taken into account in the network and 
energy harvesting solution planning. The WSN performance requirements and 
their power need must be balanced with the energy resources which are possible 
to harvest with the existing or targeted energy harvesting solution in that 
particular environment. The energy consumption varies remarkably in different 
applications even if the same sensor platform is used. From the energy 
consumption point of view, there can be simple measure-and-transmit type of 
WSN applications on the one end, and applications that require high frequency 
sampling, intensive computation and high data transmission capacity on the 
other end.  
6.2 Today and in the Future 
6.2.1 State of the Art 
The results and discussion presented in this dissertation covers a time span for 
more than ten years. During that time, the WSN technology has been maturing 
from emerging to partially standardized, as discussed in Chapter 3. The efficiency 
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of sensor platforms have remarkably increased as discussed in Chapter 4, and 
many issues related to communication and power supply have been continuously 
improved. This has created high expectations in the markets and encouraged 
industry to invest more in wireless automation. Instead of handling the wireless 
automation as an additional component or extension, it has become a natural 
part of the automation system options and specifications, and can be shipped and 
serviced as a part of the system. There are concepts such as IoT, Industrial 
Internet, Industry 4.0 and system of systems, where WSNs and wireless 
automation have an important role as well as they have in the whole ongoing 
digitalization hype. This has also created new type of business, as it was assumed 
to happen in the expert interviews on 2011 (Virrankoski 2012). 
6.2.2 IP-Based Integration 
System control and management requires integrated communication between 
different subsystems from which the system consists of. Since the Internet 
communication is IP-based and it offers a supreme coverage jointly with cellular 
networks, the IP-based communication seems to be the technology that 
integrates the different communication networks also in wireless automation. 
The local WSN does not necessarily need to be IP-based itself, but it must be 
interfaced to IP-based networks and support IP-based communication.  
This integration enables a wider distribution of system services. For example the 
data storage, data analytics, user interface and even the computation of control 
algorithms that utilize the WSN measurement data, can all be services which are 
offered as a cloud service for the local wireless automation system over the 
Internet. This requires a careful planning of the communication security and 
reliability to create fast, robust and secure communication pipes and virtual 
networks for wireless automation inside the public Internet and cellular 
networks.  
6.2.3 Diversification of WSN Technologies 
At the same time when the communication is integrating as IP-based on the 
higher level, the underlying WSN technology is diversifying. The early view about 
smart dust is branched into several development paths.   
In remote metering and remote monitoring applications, it is enough to measure 
rarely (like once in an hour) and simply transmit the measured data further 
without any processing on the node or network level. In these applications the 
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sensor platform architecture can be very simple, since there is just one or a 
couple of sensors in the node, and data processing on the node level is not 
performed. Long-range and low-power communication technologies such as 
Narrowband IoT (NB-IoT), Sigfox and LoRa are favored. Since the main purpose 
of the network is to collect data in a wireless manner, a star topology, where each 
node communicates directly with the gateway and the network nodes do not 
communicate directly with each other, is preferred. In these applications the 
power consumption is often very low, which enables several years operation 
times with a single battery. In some cases it is also easy to harvest the required 
energy from the environment.  
In some wireless automation applications the final target is to fully integrate the 
WSN properties so that instead of using separate sensor nodes, the sensors, 
microprocessors and radios are directly integrated into the devices which operate 
in the system. In these applications the system requirements must be well 
defined and the applied technology well established so that the possible WSN 
technology updates do not require major updates to the devices. In addition to 
short range communication technologies, the integrated solution can enable 
communication over cellular network. The handy part in these applications is 
that there is no need for a separate WSN installation, service and integration with 
the rest of the system. On the other hand, a remarkable part of the redundancy 
and flexibility, which is usually provided by WSN, cannot be utilized.  
There are also such WSN applications, where the network consists of wireless 
sensor nodes and actuators. They can communicate with each other either 
directly or over multi-hop path. Wireless communication is interfaced with the 
other parts of the communication system, and it supports IP-based networking. 
In these applications each node can be equipped with one or several sensors, and 
part of the data processing and control algorithms can be executed in the network 
in a distributed or locally centralized manner. This application type covers also 
the ones discussed in this dissertation. As discussed in Chapter 4, there are 
currently several sensor nodes commercially available with most of the software 
required for their basic use. The computation and communication capacity of the 
nodes is also increasing. Since the embedded computers are becoming smaller, 
cheaper and more efficient, the differentiation between them and sensor nodes is 
blurring. There are embedded computers like the different versions of Rasberry 
Pi and some others, which can act as sensor platforms and are close to them in 
terms of size and power consumption, but usually they are more efficient and 
more expensive. 
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The application area of “smart dust”, which uses micro- or nanoscale devices with 
very low energy consumption, also exists. In terms of commercial potential it still 
belongs more to the category of emerging technologies than commercially 
available ones, but the technology development in this area is fast. Some other 
interesting technologies, which may reshape the area of WSNs in the next few 
years, are the joint use of sensor systems and drones, passive communication 
technologies, fifth generation cellular mobile communications (5G) and wireless 
communication between devices using light (Li-Fi). 
6.2.4 Role of IEEE 802.15.4 and Open Source Platforms 
As discussed in the previous subchapter, WSN technologies are diversifying and 
there are also other available options than IEEE 802.15.4. There are weaknesses 
in IEEE 802.15.4 based WSNs, such as limited data transmission capacity, weak 
penetration through the obstacles once the transmission power is kept on the 
frame defined for the license-fee ISM band, and problems with the co-existence 
with WLAN (IEEE 802.11) networks. In practice, the WLAN may easily jam IEEE 
802.15.4 communication in 2.4 GHz ISM band, if the network coexistence is not 
taken into account in the planning of the channel use. Issues related to 
communication reliability in terms of packet loss rate and time variant 
transmission delays are also easier to handle in some other frequency bands.  
There are also benefits in IEEE 802.15.4, which will keep it among the important 
communication protocols in wireless automation and IoT in the nearby future. 
Having a global license-free ISM band of 2400–2483.5 MHz and local license-fee 
ISM bands of 868.0–868.6 MHz in Europe and 902–928 MHz in North America 
is a big advantage. So is the fact that IEEE 802.15.4 is supported by two 
standards for wireless automation; WirelessHART and ISA 100.11a. It also forms 
the basis of ZigBee, MiWi, 6LoWPAN, Thread and Snap specifications. This 
makes IEEE 802.15.4 a strong communication standard in the area of low-power 
wireless short range networks, and it includes also the support for IP-based 
networking. 
There are several sensor platforms supporting IEEE 802.15.4 available by 
commercial producers. In addition to hardware, they include software for 
communication and network management, drivers for the sensors etc. Usually 
there is also product support available by the producer and developer websites 
supported by the producer and by the user community. This narrows down the 
role of the open source platforms, but does not dissolve it. The development of 
node level computation in WSNs for distributed and locally centralized 
operations and data processing are still on its early levels. Commercial software is 
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usually closed and connected to certain type of platform, which makes it 
unsuitable for the research and development work, but open source allows the 
developer to modify everything and test different things with the platform.  
In addition to distributed and locally centralized operations, also many 
management and control issues related to WSNs are still under intensive 
research. These include e.g. energy efficiency, time synchronization, handling 
and compensation of time variant communication delays, improving the 
communication reliability by applying retransmission requests or estimation of 
lost data packets, and detecting and correcting outliers from the measured data. 
Open source platform enables the development and testing of different 
techniques.  
In terms of Publication 6 and Figure 18, the open source platform can be seen as 
an application platform to enable rapid testing and development of different 
applications. Once the targeted application is made, the existing commercial 
platforms suitability for the application commercialization will be evaluated as a 
part of the productization process. If suitable solution cannot be based on them, 
new commercial product can be designed by utilizing the open source platform 
that was used in the application development. 
Wireless sensor platform hardware expires technically much faster than software 
or algorithms behind the software. This must be taken into account in the open 
source platform design. There must be software compatibility between different 
versions of hardware so that the software of the older version of platform 
hardware operates also with newer version of hardware. As a consequence, there 
should be a certain level of independency between open source platform software 
and hardware, but some general guidelines about the modular hardware 
architecture must be kept between the different platform versions, and use them 
as a guideline also in the software design. 
The design of new hardware versions is relatively time consuming and the 
production of small hardware series is relatively expensive. Thus, it would be 
beneficial to have compatibility between open source software platform and 
commercial hardware platform so that the open source WSN developer 
community would not need to take care of the hardware development. In 
addition to commercial hardware compatibility, it is also beneficial to have 
simulators which enable to simulate the open source sensor network as software 
before actual implementation.     
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7. CONCLUSIONS 
This doctoral dissertation focuses on open source platform development in 
wireless automation under IEEE 802.15.4 standard. Research method is 
empirical. First, the state of the art is discussed by giving an overview about 
WSNs, wireless automation and standardization related to the use of IEEE 
802.15.4 based WSNs for wireless automation. Since this work covers a time span 
for more than ten years, also the development of wireless sensor platforms 
during that time is included to the introductory part.  
In the WSN applications for wireless automation, the network must 
automatically initialize itself for use, adapt for changes and heal from 
malfunctioning situations. First part of the results, Publications 1-4, are related 
to localization, clustering and time synchronization, which all belong to the WSN 
initialization and control. Security is not in the focus of this dissertation, but it is 
a necessary part of feasible wireless automation solution and must be taken into 
account since the early levels of the system design. Because of that, it is discussed 
in the context of unified privacy preserving model, which is presented in 
Publication 5. 
A platform based approach, which targets to design a generic open source sensor 
platform, was selected as a design method and presented in Publication 6. The 
design targets were further focused by interviewing the experts from the 
academia and industry (Virrankoski 2012). Generic and modular sensor 
platform, the UWASA Node presented in Publication 7, was developed as an 
outcome of this process. 
The UWASA Node is then used in most of the applications presented in 
Publications 8-13, though also Sensinode Microseries is used in the greenhouse 
monitoring presented in Publication 8, and Mica 2 in the BSS presented in 
Publication 11.  
Based on the implementation results, a wireless sensor and actuator network that 
was based on the UWASA Nodes was a feasible solution for many types of 
wireless automation applications. It was also possible to interface it with the 
other parts of the system. Based on these results it can be concluded that the 
targeted level of genericity was achieved. However, it was also observed that the 
achieved level of genericity increased the software complexity. Since many 
different options are possible by using the same platform, each new configuration 
requires also more work with the software what it would require in the case of a 
118     Acta Wasaensia 
sensor platform, which would be targeted to a more narrow application sector 
with more limited number of configuration options.  
The development of commercial sensor platforms, which support IEEE 802.15.4 
sensor networking, has narrowed down the role of open source sensor platforms, 
but they are not disappearing. Commercial software is usually closed and 
connected to certain platform, which makes it unsuitable for research and 
development work. Even though there exists many commercial WSN solutions 
and the market expectations in this area are high, there is still a lot of work to do 
before the visions about IoT are reached, especially in the context of distributed 
and locally centralized operations in the network. In terms of control 
engineering, one of the main research issues is to figure out how the well-known 
control techniques must be applied in wireless automation where WSN is part of 
the automation system. For example, the distributed and limited WSN 
computation and communication resources, time-variant communication delays, 
the existence of missing and misleading data, sensor platform energy supply, and 
time synchronization will set some new conditions, which must be taken into 
account in the control design. Open source platforms offer an important tool in 
this research and development work. 
The hardware expires much faster than software and algorithms behind the 
software. This must be taken into account in the open source wireless sensor 
platform development. Older software versions must have compatibility with the 
new hardware so that every hardware update does not automatically require 
software update. Tools for software based network simulation and configuration 
can also be used as a part of the open source platform development, but in 
addition to simulations, also implementations are needed to figure out and test 
the WSN operation. Open source software compatibility with commercial 
hardware platforms would be beneficial in research and development. 
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Abstract—This paper focuses on the principled study of
distance reconstruction for distance-based node localiza-
tion. We address an important issue in node localization by
showing that a highly incomplete set of inter-node distance
measurements obtained in ad-hoc node deployments car-
ries sufﬁcient information for the accurate reconstruction
of the missing distances, even in the presence of noise and
sensor node failures. We provide an efﬁcient and provably
accurate algorithm for this reconstruction, and we show
that the resulting error is bounded, decreasing at a rate
that is inversely proportional to
√
n, the square root of the
number of nodes in the region of deployment. Although
this result is applicable to many localization schemes, in
this paper we illustrate its use in conjunction with the
popular MultiDimensional Scaling algorithm. Our analysis
reveals valuable insights and key factors to consider during
the sensor network setup phase, to improve the quality of
the position estimates.
I. INTRODUCTION
In the past few years the sensor network commu-
nity has reached a consensus that knowledge of node
locations is unquestionably one of the most desirable
attributes of ad-hoc sensor networks. Knowledge of
location can support many networking and maintenance
services, and more importantly map the sensed data to
physical space. Since the manual recording of node po-
sitions is a difﬁcult task even for modest sized networks,
the community has invested signiﬁcant effort in creating
algorithms that can derive locations based on inter-node
measurements.
The simplest and most common embodiment of such
algorithms considers the estimation of a coordinate sys-
tem from a set of pairwise distance measurements among
sensor nodes. However, it is well known, that in realistic
deployments obstacles and large node separations render
the collection of all n2 distances infeasible. Many of the
existing algorithms try to resolve this issue by providing
heuristic approximations to the missing distances. The
success of such techniques has invariably been measured
experimentally. There is an alarming lack of simple
algorithms with bounded running time complexity –
either centralized or decentralized – that are able to
provably localize the sensor nodes up to bounded error.
The work in this paper takes a forward step in this
direction, by providing a simple and provable algorithm
for the accurate reconstruction of the missing pairwise
distance measurements. The main contribution of this
paper is to show that highly incomplete distance matrices
such as the ones obtained in ad-hoc deployments, contain
sufﬁcient information to allow the accurate reconstruc-
tion of the missing distances, even in the presence of
noise. To this end, we describe a provable reconstruction
algorithm with bounded error and illustrate its use in
conjunction with the popular Multidimensional Scaling
(MDS) algorithm [12], [13], [8]. However, we empha-
size that this presentation focuses on matrix distance
reconstruction. We acknowledge the fact that to obtain
more accurate locations an additional iterative reﬁnement
phase similar to the ones described in [13] and [14]
is necessary. This presentation does not delve into the
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details of iterative reﬁnement.
Section III gives an intuitive overview of the main
results, followed by a detailed description in Sections
IV and V and our evaluation results in Section VII.
II. RELATED WORK
Node localization has been a subject of intense study
in the recent literature. The various approaches may
be classiﬁed based on whether they are assisted or ad-
hoc, centralized or distributed, or based on the type of
technologies they employ. Some approaches are based
on radio received signal strength [15], [13], [10], others
employ more accurate distance measurement technolo-
gies [11], and others assume a combination of angle and
distance measurements [4], [10].
Our work is closely related to studies that use ap-
proximations to distance measurements. These include
the MDS based approaches described in [12], [13], [8].
Novel distance reconstruction techniques via SemiDef-
inite Programming formulations (SDP) have been re-
cently proposed in [3], [9], [14]. Our work addresses the
same problem. However, to the best of our knowledge,
no explicit connection between the accuracy of the
reconstruction and the number of sensor nodes in the
network has been provided in existing work.
There has been signiﬁcant recent theoretical work in
general matrix reconstruction problems, a special case
of which is the Euclidean distance matrix reconstruction
problem. In particular, Achlioptas and McSherry in [1],
[2] proved that given randomly sampled elements of a
matrix, it is possible to accurately approximate the spec-
tral characteristics – singular values and singular vectors
– of a matrix. Drineas et. al. in [5], [6] proved that it is
also possible to approximate the spectral characteristics
of a matrix by sampling a small constant number of rows
and/or columns of a matrix. We refer the reader to the
references for further details.
III. DISTANCE MATRIX RECONSTRUCTION
A. Problem Statement
In a sensor network localization problem, n sensor
nodes are placed in the two (or three)1 dimensional
Euclidean space. Every sensor measures its distance
(up to noise) to a subset of the other sensors. Given
this (incomplete) distance information, the task is to
recover the positions of the individual sensor nodes.
More formally, let xi ∈ R2 denote the position of node
1In the interest of space, we only focus on the 2D case. The 3D
case is a straight forward extension.
i, i ∈ 1 . . . n. Let dij denote the Euclidean distance
between nodes i and j for i, j ∈ 1 . . . n, i.e.,
d2ij = ‖xi − xj‖2 = xTi xi + xTj xj − 2xTi xj .
Let X denote the n×2 position matrix whose ith row is
xTi , and let D denote the n×n distance matrix given by
Dij = d2ij . We assume that the sensors are distributed on
a bounded domain, so dij ∈ [0, dmax]. Estimates d˜2ij =
d2ij +ij are measured for some pairs of nodes, where ij
models the measurement noise. We assume that the noise
is zero mean and has bounded variance. However, we do
not assume that it is Gaussian. The goal of localization
is to recover estimates x˜i ∈ R2 that are “close”, up to
rotation/reﬂection and translation, to the xi for all i ∈
1 . . . n.
Existing algorithms for localization (e.g., the MDS-
MAP algorithm of [12], [13]) start by using the incom-
plete and noisy distance information contained in the
d˜ij to ﬁrst reconstruct all the distances dij . The goal of
this paper is to give provably accurate algorithms for
reconstructing the entire distance matrix, given a small
number of noisy pairwise distances d˜2ij . In particular,














In words, the squared error per entry drops inversely
proportional to the square root of the number of nodes in
the sensor network. Thus, we lay a theoretical foundation
upon which existing algorithms, such as MDS-MAP,
may operate.
Notation. Let 1n be the n-dimensional vector of ones,





ij and ‖A‖2 = max‖y‖=1 ‖Ay‖.
B. MDSLOCALIZE Using Exact Distances
To motivate the need for accurate reconstruction of
the distance matrix, we can ask whether it is possible to
recover the original positions xi (up to rotation/reﬂection
and translation), given all n2 pairwise Euclidean dis-
tances, without any measurement noise. A SemiDeﬁnite
Programing approach used in [3] shows that the answer
to this question is afﬁrmative. It has been folklore knowl-
edge that under the same assumptions, MultiDimensional
Scaling (MDS) approaches do the same. We summarize
the MDS algorithm below, and give a proof of Theorem




1) Centering. Compute τ (D) = −12LDL,
where L = In − (1/n)1n1Tn .
2) SVD. Compute τ2(D), the best rank 2 ap-
proximation to τ (D) using its Singular Value
Decomposition, τ2(D) = U2Σ22U
T
2 .
3) Return X˜ = U2Σ2.
At the second step of MDSLOCALIZE, U2 is an n×2
matrix of the top two left singular vectors of τ (D), and
Σ2 is a 2× 2 diagonal matrix. At the third step, the ith
row of X˜ is the estimate x˜Ti .
Theorem 1: MDSLOCALIZE, when applied to the
complete, exact distance matrix D returns estimates of
the positions x˜i that are equal (up to rotation/reﬂection
and translation) to the true positions xi for all i.
The above theorem immediately suggests an approach
when some of the pairwise distances are missing: replace
the missing entries by estimates and run MDS on this
estimate of D. Indeed, this approach has been suggested
and experimentally evaluated in [12], where a missing
distance between nodes i and j is approximated by
its shortest path distance in the sensor network con-
nectivity graph. The hope has always been that if the
estimate of D is accurate enough, then the result of the
MDSLOCALIZE procedure will mimic the statement of
theorem 1. We will show here that the ﬁrst step can be
accomplished, namely that D can be reconstructed from
partial information with provable accuracy. The analysis
of running MDSLOCALIZE on this provably accurate
reconstruction will be discussed in upcoming work.
C. Inferring Missing Distances
A crucial question naturally arises. Can one accurately
approximate the missing distances, given a small subset
of pairwise distances?
Lemma 1: The rank of D is at most 4.
Proof: Notice that
D = 1nzT + z1Tn − 2XXT , (1)
where z is an n × 1 vector whose ith element is equal
to ‖xi‖2 = xTi xi. To conclude, observe that D is the
sum of three matrices of ranks 1, 1, and at most 2. More
generally, in d dimensions, the rank of the third matrix
is at most d, giving rank(D) ≤ d + 2.

This simple lemma lies at the heart of our work. The
fact that D is of rank at most 4 explains, both rigorously
and intuitively, the correctness of our algorithm and the
quality of our bounds. Intuitively, it states that D has
a lot of structure. Roughly speaking, even though D
has n2 entries, there exist only 4 linearly independent
columns (or rows) in D or, equivalently, there exist only
8n degrees of freedom in D. Thus, a carefully chosen
8n entries in D should sufﬁce to reconstruct D exactly.
D. Sampling D
As discussed, only 8n entries in D should sufﬁce for
reconstruction, and hence localization. As a motivating
example, consider an idealized setting, in which we
could choose which entries of D to measure. Suppose we
pick 4 linearly independent rows of D, say (without loss
of generality) the ﬁrst 4 rows. This amounts to the un-
realistic assumption that we are given all distances from
the ﬁrst 4 sensor nodes to all other nodes. Assume also
that we are given at least 4 entries from every other row
of D, i.e., every sensor is able to compute its distance
to at least 4 other sensors (a realistic assumption). The
4 entries in row j (j > 4) may be used to determine
the linear combination of the ﬁrst 4 rows that would
give the jth row, and hence determine the entire jth
row. We know that this process is feasible, since D has
rank at most 4. Thus, the 4 given entries in each row
sufﬁce to reconstruct the entire row. Assuming that the
measurements are noiseless, the reconstruction of D is
perfect.
The assumption that the ﬁrst 4 rows are given is clearly
out of reach, since this would imply the existence of 4
extremely powerful sensor nodes, which can compute
their distance to any other sensor node. In a realistic
setting, we do not get to choose the entries of D that are
measured. Instead, we can postulate a reasonable model
under which the entries of D are “sampled”, and ask
whether these “sampled” entries are sufﬁcient to recover
the structure of D, even in the presence of noise. The
above discussion highlights two points. (i) D has a lot
of structure, and a carefully chosen small sample of its
entries will result in accurate reconstruction. Therefore,
(ii) the relevant question is what realistic assumptions
on the sampling of D give accurate reconstruction?
We describe a general, realistic model to answer the
above question. Introduce an n × n sampling matrix P
whose (i, j)-th entry pij ∈ [0, 1] denotes the probability
that node i successfully measured its exact distance to
node j, i.e., d2ij is measured with probability pij , and
is unknown with probability 1− pij . The measurements
are corrupted, thus we measure d˜2ij = d
2
ij + ij with
3
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probability pij . Recall that ij are independent zero
mean, bounded variance random variables.
Our model includes the commonly assumed disk
model which sets pij ≈ 1 if dij ≤ R, and pij ≈
0 otherwise. Here R denotes the sensor radius. Our
model implicitly allows for operation in obstructed en-
vironments and varying signal propagation models, by
allowing more general values for pij .
E. Assumptions
We need to make some assumptions on the pij in order
to prove that localization is, in principle, feasible. Notice
that some assumptions on the pij are clearly necessary
in order to give any provable guarantees for localization.
For example, if all but O(1) of the pij are equal to zero,
localization is impossible. We state our assumptions and
defer a detailed discussion of their plausibility to Section
VI, after the presentation of our reconstruction algorithm.
Assumption 1: All the pij’s are known.
Even though this assumption sounds quite strong, we will
argue that it is essentially implicit in existing literature.
More importantly, it is actually feasible to get realistic,
accurate estimates of the pij in practical settings.
Assumption 2: pij ≥ p > 0, for all i, j = 1 . . . n, for
some small positive constant p.
In words, we assume that even far away sensors have
a very small, non-zero probability of detecting their
distance. This assumption might be true as sensor tech-
nology improves, or if the sensors are spread over small,
bounded regions.
IV. SVD-RECONSTRUCT
We describe the reconstruction algorithm, which we
will analyze in Section V. The algorithm is tantalizingly
simple, and is motivated by recent important results
regarding the reconstruction of low-rank matrices [1],
[2].
SVD-RECONSTRUCT takes as input a fraction of the
entries of D that are available, i.e., entries of D that
correspond to pairs of nodes that were able to measure
their pairwise distances – recall that D˜ij = d˜2ij = d
2
ij+ij
is measured with (known) probability pij . Thus, the input
to SVD-RECONSTRUCT is the matrix D˜ given by
D˜ij =
{
d2ij + ij with probability pij ,
? with probability 1− pij .
The ? denotes that the entry is unknown. The ﬁrst step





if dij was detected (pij),
γij otherwise (1− pij).
S is well deﬁned since the pij are known and non-
zero. The γij are values representing our “best guess”
for the distance between nodes i and j, given that the
two nodes were not able to detect their distance. These
values naturally model side information that is available
in practice. Our algorithm works for any choice for the
γij , e.g., all γij might be set to zero. However, better
choices for the γij can improve the accuracy of the
reconstruction. We will quantify this in equation (4),
and in Section VII we will demonstrate the experimental
performance of the SVD-RECONSTRUCT algorithm for
various choices for the γij .
The next step is to construct S4, the best rank 4
approximation to S (recall that D has rank at most 4).
Algorithm SVD-RECONSTRUCT
1) Given D˜, construct S.
2) Construct S4, the best rank 4 approximation
to S, using the Singular Value Decomposition
of S.
3) Run MDSLOCALIZE on S4 to obtain x˜i,
i = 1 . . . n, which approximate the xi up to
rotation/reﬂection and translation.
The entries of S satisfy two important properties.
Their expectation E [Sij ] is equal to d2ij for all i and
j (recall that the expectation of ij is equal to zero),
and their variance is bounded since the pij are bounded
away from zero; see Section V for details. These two
properties will allow us to use the bounds of [1], [2] to
prove that S4, the best rank 4 approximation to S, is
“close” to D. More speciﬁcally, we shall obtain bounds
for ‖D− S4‖2F .
V. ANALYSIS OF SVD-RECONSTRUCT
The main goal of this paper is to lay a formal
foundation for localization by giving provably accurate
algorithms for reconstructing D from highly incom-
plete distance information. We now show that SVD-
RECONSTRUCT is one such algorithm. Instrumental to
this goal will be the fact that D has low rank (lemma
1).
The following lemma is crucial to the analysis. Its
essential content is that S is an unbiased estimator for
D.
Lemma 2: For all i, j,
E [Sij −Dij ] = 0.
We give the proof in the Appendix. The lemma holds
because of our careful choice of the scaling factors
4
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for the entries of S. We now show that S4 is close to
D, which implies that SVD-RECONSTRUCT accurately
recovers D.
Lemma 3 (Theorem 1, [2]): Let S4 be constructed as
described in SVD-RECONSTRUCT. Then,





‖D− S4‖2 ≤ 2 ‖(D− S)4‖2 .
The above lemma is essentially Theorem 1 of [2], using
the fact that ‖D−D4‖F = ‖D−D4‖2 = 0. We now
present a bound for ‖(D− S)4‖F . To prove this bound
we ﬁrst need to bound ‖(D− S)4‖2 = ‖D− S‖2.
Towards that end we use Theorem 5 of [2].
Lemma 4 (Theorem 5, [2]): Let σ2S denote an upper
bound for the variance of the entries of S, or equivalently,
Var [Sij ] ≤ σ2S for all i, j = 1 . . . n. Then, with
probability at least 1− 1/(2n), for sufﬁciently large n,
‖D− S‖2 ≤ 4σS
√
2n, (2)
‖(D− S)4‖F ≤ 12σS
√
2n. (3)
Combining lemmas 3 and 4 we can easily derive a bound
on the quality of S4 as an approximation to D.
Lemma 5: S4 is a “good” approximation to D, since
with probability at least 1− 1/(2n),







‖D− S4‖2 ≤ 8σS
√
2n.
See the Appendix for a proof of the above lemma. We
now bound the σS term in lemmas 4 and 5. We will use
the fact that ij is zero mean and its variance is bounded
by σ2 . Indeed (for details see Appendix)
Var [Sij ] ≤ 2
pij
(
(d2ij − γij)2 + σ2
)
.
Notice that the quality of the bound improves if γij is







(d2ij − γij)2 + σ2
)
. (4)
The following theorem summarizes our results regarding
the accuracy of the reconstruction process, and argues
that the average reconstruction error per entry decreases
inversely proportional to the square root of the number
of nodes in the sensor network.
Theorem 2: Let S4 be constructed as described in the
SVD-RECONSTRUCT algorithm. Then, with probability
at least 1− 1/(2n),







where σ2S is bounded as in equation (4). Let dmax denote
the maxi,j dij over all i, j ∈ 1 . . . n. Since ‖D‖F ≤
ndmax, assuming that p is any small constant,
‖D− S4‖2F ≤ O(nd4max + n3/2d3max).






Assuming that dmax is independent of n, the error




We brieﬂy discuss the impact of the assumptions
of Section III-E in light of the SVD-RECONSTRUCT
algorithm. Consider Assumption 1. Traditionally [12],




d2ij + ij if dij was detected,
γij otherwise,
where γij is the shortest path distance between i and j
on the sensor network connectivity graph. In the context
of constructing S, this corresponds to setting pij ≈ 1
if the distance is measured, and pij ≈ 0 otherwise.
Thus, the traditional setting implicitly assumes that the
pij are known, i.e., pij is closely approximated by a step
function of dij .
Our setting is more general, since it admits the pos-
sibility that the probability for a sensor to detect its
distance to another sensor may smoothly decay. In such a
situation, one needs to be more careful in selecting Sij .
Speciﬁcally, the pij need to be incorporated into Sij .
Note that this automatically happens in the traditional
setting because of the assumed form for the pij . The
drawback of this more general, and more realistic setting
is that one needs to know the pij . In practice, this is a
reasonable requirement, since prior to deploying the sen-
sors, one can gather a great deal of technical information
on the sensors. For example, through rigorous repeated
experimentation, one can obtain near exact estimates
on how a signal transmitted by a sensor degrades as
a function of distance. This sufﬁces to derive simple
formulas for the probability pij based on various random
models of the background noise. It turns out that such
(unbiased, bounded variance) estimates of the pij sufﬁce.
A detailed discussion of relaxing the requirement that the
exact pij are known is deferred to a full version of this
paper.
We now turn our attention to Assumption 2, which
states that even far away sensors have some arbitrarily
5
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small, though non-zero probability of detecting their
distance. As sensor technology improves such an as-
sumption becomes only a mild restriction. In general,
pij is a continuous, non-linear, decreasing function of
the distance dij between the two nodes i and j. Simple
models for the detection probabilities can be derived
for RF sensors [16], based on the fact that the received
power decreases inversely proportional to the square of
the distance from the source. Since sensors are deployed
in a bounded region, the detection probability among a
pair of sensors might become very small, however, it
remains bounded away from zero.
One may, however, encounter settings where two sen-
sors have essentially zero probability of detecting their
distance. For example, if the sensors are so far apart
that the signal to noise ratio is too small, then there
is no chance that the sensors will detect their distance.
Our results do not strictly apply to this setting in the
global sense, however they do apply in the local sense.
Speciﬁcally, in any “local” region, it is certainly the case
that p is bounded away from zero. Our results imply
that in this local region, which corresponds to a sub-
matrix of the full distance matrix, the distances can be
reconstructed accurately. Thus for this particular local
region, the positions of the sensors can be recovered in
their own local coordinate system. The global localiza-
tion problem then becomes equivalent to a problem of
meshing together several provably accurate local “maps”
into a single global map, where each local map can be
in its own coordinate system.
VII. EVALUATION













Fig. 1: Example corridor shaped scenario
We evaluate the trends of the reconstruction algorithm
on two main types of deployment, uniform and corridor
based. We assume that each node detects nodes that are
within a radius of R = 0.165 with probability one; if two
nodes are at distance more than 0.165 the probability that
they detect each other is p = 1/100. Thus we satisfy
Assumption 2, while at the same time the connectivity
of the sensor network remains essentially the same.


















Fig. 2: Uniform Deployment w/o noise


















Fig. 3: Uniform Deployment with noise
In the uniform scenarios nodes are randomly scattered
in a 1× 1 square ﬁeld following a uniform distribution.
In the corridor shaped scenarios, nodes are scattered on a
1× 1 square using the same uniform distribution. Corri-
dors are formed by creating two rectangular gaps inside
the square ﬁeld as shown in Fig 1. For each scenario,
we evaluate the reconstruction trend for network sizes
ranging from 100 to 500 nodes with 10 scenarios for each
size. The average connectivity ranges from (roughly) 5
to (roughly) 42. We subsequently plot the average for
each size. We evaluate the quality of our reconstruction
6
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for γij = 0, γij = R2 and γij = shortest path2. The
reconstruction trends are shown in Figs 2, 3, 4, and 5.
Figures 2 and 4 show the trend when measurements
are noise free. Figures 3 and 5 display the same results
when distance measurements are corrupted by a noise
drawn from a zero mean uniform distribution that is 63%
of the actual measurement. Clearly, the plots verify the
main result of our work: the accuracy of the localization
drops inversely proportional to the square root of the
number of nodes in the sensor network. The similarity
between the theoretical error bound curve and the curves
for the cases γij = 0 and γij = R2 is indeed striking.
As predicted by equation (7), noise does not signiﬁcantly
affect the distance matrix reconstruction error, since the
variance of the noise (σ2 ) is dominated by the ﬁrst term
of equation (7).





















Fig. 4: Corridor Deployment w/o noise





















Fig. 5: Corridor Deployment with noise
Finally, we evaluate the SVD-reconstruct algorithm on
the following deployment scenario. Consider a situation
where two different types of sensors S1 and S2 are
deployed in adversarial environments, where even though
two sensors are within range of each other they might
still fail to detect and measure their pairwise distance.
Let sensors of type S1 fail with probability p1 and sen-
sors of type S2 fail with probability p2. These probabil-
ities may be inferred from past deployment experience.
We assume that the radius of either type of sensors is
R. We scatter sensor nodes of both types uniformly at
random over a 1× 1 square ﬁeld.




















Fig. 6: Comparison with MDS-MAP (p1 = 23 , p2 =
3
4 , R = 0.1)




















Fig. 7: Comparison with MDS-MAP (p1 = 12 , p2 =
3
4 , R = 0.1)
Now consider the 4 possibilities that arise in this set-
ting. If two sensor nodes of type S1 are within distance
7
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Fig. 8: Comparison with MDS-MAP (p1 = 12 , p2 =
3
4 , R = 0.165)
R from each other, they will detect their distance with
probability (1 − p1)2; if two sensor nodes of type S2
are within distance R from each other, they will detect
their distance with probability (1 − p2)2; if one sensor
node of type S1 and one sensor node of type S2 are
within distance R from each other, they will detect their
distance with probability (1− p1)(1− p2); if two sensor
nodes of any type are farther than R they will detect
their distance with a small, ﬁxed probability 1/100 (we
do not account for individual failure probabilities in
this case). Figures 6 and 7 show that for R = 0.1
and two different choices for the failure probabilities p1
and p2 the SVD-Reconstruct outperforms the MDS-MAP
algorithm of [12]. This effect is particularly pronounced
in sparse deployments, and is due to the careful rescaling
of the known distances by the apriori known failure
probabilities. However, as R increases (Figure 8), the
comparative advantage of SVD-Reconstruct decreases;
in particular, for dense deployments the MDS-MAP
algorithm of [12] seems to marginally outperform SVD-
Reconstruct.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper we described a ﬁrst step towards provable
algorithms for sensor network localization, by demon-
strating that – under some assumptions – reconstruction
of Euclidean distance matrices from partial informa-
tion is, in principle, feasible. Clearly, many important
questions remain open. Our current work focuses on
three directions. (i) We seek to relax the assumptions
of Section III-E. (ii) We investigate the error bounds
of applying the MDSLOCALIZE algorithm on the re-
constructed distance matrix S4. (iii) We investigate fully
distributed, gossip-based protocols for MDSLOCALIZE
and SVD-RECONSTRUCT, with provable running time
and message size guarantees. (iii) We intend to evaluate
these algorithms on a real testbed at ENALAB at Yale
University.
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APPENDIX
Proof of Theorem 1: After the ﬁrst step of the
algorithm, τ (D) is an n × n matrix whose
(i, j)-th entry is equal to the inner product(
xi − (1/n)1TnX
)T (xj − (1/n)1TnX). In words,
the (i, j)-th entry of τ (D) is equal to the inner product
of the coordinate vectors corresponding to the i-th
and the j-th sensors, translated in a coordinate system
whose origin is the point (1/n)
∑n
i=1 xi. Notice that
D = 1nzT + z1Tn − 2XXT , (5)
where z is an n× 1 vector whose i-th element is equal
to ‖xi‖2. Then,
τ (D) = −1
2







Notice that τ (D) is a symmetric positive semideﬁnite
matrix of rank at most 2 and its Singular Value Decom-
position (computed at the second step of the algorithm)
has the same left and right singular vectors. Thus,





for some 2 × 2 orthonormal matrix W . Clearly,
(1/n)1TnX = (1/n)
∑n
i=1 xi is the translation and W is
the rotation/reﬂection. Thus, up to rotation/reﬂection and
translation, we have recovered the original coordinates
X.
Proof of Lemma 2:
E [Sij ] = Pr [ij = ]
·
(
d2ij + − γij
pij
pij + (1− pij)γij |ij = 
)
= d2ij = Dij .
Proof of Lemma 4: The ﬁrst part of the lemma is an






≤ 4σ21 ((D− S)4)
= 4 ‖(D− S)4‖22
= 4 ‖D− S‖22
≤ 128σ2Sn,
and the lemma follows by taking square roots of the two
sides.
Bounding the variance of the entries of Sij (σ2S):
Var [Sij ] =
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(d2ij − γij)2 + σ2
)
.
Notice that the quality of the bound improves if γij is
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Wireless sensor networks (WSNs) have been receiving a lot of attention recently due to a wide 
range of potential applications such as environment monitoring, warehouse inventory, object 
tracking etc. In many cases it is necessary to obtain accurate location information of the nodes.  
Many techniques based on e.g. Multilateration [1], [2], Multidimensional Scaling [3], [4] have 
been developed over the years to achieve localization in WSNs. Most of these techniques rely on 
basic node to node distance, angle or number of hops [5], [6] to achieve full scale localization. 
This information can be absolute or relative. There are many different parameters that have been 
used as indicator of distance between nodes e.g. RSSI [6], [7], [8], [9], Time Difference of 
Arrival (TDoA) [10], Angle of Arrival etc. Normally the nodes used in a wireless sensor network 
have very little resources. Therefore techniques that utilize small resources without the need for 
extra hardware, need to be developed. RSSI based localization present one such solution, as the 
recent advancements in radio hardware make it possible to achieve reliable signal strength 
indication [11]. 
 
In this paper an RSSI based distance estimation technique for 802.15.4 network, based on 
CC2420 radio core, is discussed. In this approach we use standard deviation (SD) of the RSSI 
value and the packet loss information as a part of model parameters estimation process. The SD 
and packet loss limits are optimized along with the curve parameters to achieve minimum 
distance error. The distance estimator uses these optimized limits as a measure of accuracy of the 
remote node’s estimated distance. 
 
The rest of the paper is organized as follows. In section 2 we describe the experimental setup that 
has been used. Section 3 gives an overview of the system that we have developed for the 
optimization of parameters. The results are discussed in section 4. We summarize and conclude 




The NanoRouter N601 from Sensinode was used as gateway node and programmed as FFD for 
the experiments. Sensinode devices include the radio module RC2301AT from Radiocraft. The 
module contains CC2431 system on chip (SoC) RF transceiver solution from Texas Instruments 
(TI). The operation of gateway node is controlled by a pc application using the built-in USB 
interface (FTDI232B). The NanoSensor N711 was programmed as a RFD. This device has 
battery pack support for two AA size batteries making it a suitable choice as the RFD. The RFD 
was displaced by one meter intervals up to 30 meter and RSSI values were collected for 50 
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measurements at each distance. The experimental data consists of three sets of measurements for 




Log Distance Path Loss Model is a basic way of estimating path loss as a function of distance 
between the nodes. The model is normally expressed as following equation. 

ܮሺ݀ܤሻ ൌ ୭ ൅ ͳͲ݊݈݋݃ଵ଴ ൬
݀
݀௢൰ ൅ ܺఙ 
 
Where n is the path loss exponent, d is the distance between transmitter and receiver, ܺఙ is a 
Gaussian random variable with standard deviation ı and ୭ is the received power at reference 
distance݀௢. 
 
Chipcon specifies the following formula [12] to compute RSSI.  
 
 ൌ െͳͲ݊݈݋݃ଵ଴ሺ݀ሻ ൅  
 
Where n is propagation exponent, d is the distance from the sender and A is the received signal 
strength at one meter of distance. 
 
To find the model parameters, the collected RSSI data (1—30 meter, 50 RSSI measurements at 
each distance) was loaded to an optimizer application developed with MATLAB. The parameter 
optimizer can be divided into two main parts. The first part is the error calculation function, 
which takes into account the provided starting point values of the model parameters (SD limit, 
packet loss limit, path loss exponent and the constant) and calculates the mean square error 
(MSE) between the original distances and the estimated distances. The second part implements 
the bounded minimization operation [13] on the error function and tries to minimize the average 
distance error by optimizing the model parameters. The optimizer returns new set of model 




We implemented the new optimized model parameters to estimate the distance of a remote node. 
The blind node collects 50 RSSI measurements from the remote node and tries to map the 
collected data to a certain distance using the optimized model. Fig. 1 represents the estimated 
distances between a fixed blind node and a remote node for the range of 1—28 meter.  
 
In Fig. 1(a) it is noticeable that nodes at 14—28 meter are estimated to be at approximate 
distance of 16—20 meter. The blue line represents the true distances. The points which are far 
from the line are the false ones. But the blind node cannot distinguish between the false ones and 
the true ones without knowing the original distances.  
 
In Figure 2(b) we notice that using optimized SD and packet loss limits blind node can 
effectively eliminate most of the false distance estimates.  
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We proposed a very simple method of eliminating faulty distance estimates by filtering the 
measured RSSI through optimized SD and packet loss limits. We conducted experiments with 
CC2431 radio nodes to collect enough RSSI measurements for model parameter estimation. We 
devised an optimizer to find optimized model parameters and limits. Then we used the 
experimental data to verify the optimized model and found that our method does help reducing 
the average distance error by effectively identifying and eliminating those estimates which 
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7$6& 7RSRORJ\ $GDSWLYH 6SDWLDO &OXVWHULQJ IRU
6HQVRU 1HWZRUNV
5HLQR 9LUUDQNRVNL DQG $QGUHDV 6DYYLGHV
(PEHGGHG 1HWZRUNV DQG $SSOLFDWLRQV /DE (1$/$%
<DOH 8QLYHUVLW\  3URVSHFW 6WUHHW  1HZ +DYHQ &7 
7HO  )D[ 
UHLQRYLUUDQNRVNL#KXWIL DQGUHDVVDYYLGHV#\DOHHGX
$EVWUDFW²7KH DELOLW\ WR H[WUDFW WRSRORJLFDO UHJXODULW\
RXW RI ODUJH UDQGRPO\ GHSOR\HG VHQVRU QHWZRUNV KROGV
WKH SURPLVH WR PD[LPDOO\ OHYHUDJH FRUUHODWLRQ IRU GDWD
DJJUHJDWLRQ DQG DOVR WR DVVLVW ZLWK VHQVRU ORFDOL]DWLRQ
DQG KLHUDUFK\ FUHDWLRQ 7KLV SDSHU IRFXVHV RQ H[WUDFWLQJ
VXFK UHJXODU VWUXFWXUHV IURP SK\VLFDO WRSRORJ\ WKURXJK
WKH GHYHORSPHQW RI D GLVWULEXWHG FOXVWHULQJ VFKHPH 7KH
7RSRORJ\ $GDSWLYH 6SDWLDO &OXVWHULQJ 7$6& DOJRULWKP
SUHVHQWHG KHUH LV D GLVWULEXWHG DOJRULWKP WKDW SDUWLWLRQV
WKH QHWZRUN LQWR D VHW RI ORFDOO\ LVRWURSLF QRQRYHUODSSLQJ
FOXVWHUV ZLWKRXW SULRU NQRZOHGJH RI WKH QXPEHU RI FOXVWHUV
FOXVWHU VL]H DQG QRGH FRRUGLQDWHV 7KLV LV DFKLHYHG E\ GH
ULYLQJ D VHW RI ZHLJKWV WKDW HQFRGH GLVWDQFH PHDVXUHPHQWV
FRQQHFWLYLW\ DQG GHQVLW\ LQIRUPDWLRQ ZLWKLQ WKH ORFDOLW\
RI HDFK QRGH 7KH GHULYHG ZHLJKWV IRUP WKH WHUUDLQ IRU
KROGLQJ D FRRUGLQDWHG OHDGHU HOHFWLRQ LQ ZKLFK HDFK QRGH
VHOHFWV WKH QRGH FORVHU WR WKH FHQWHU RI PDVV RI LWV QHLJK
ERUKRRG WR EHFRPH LWV OHDGHU 7KH FOXVWHULQJ DOJRULWKP
DOVR HPSOR\V D G\QDPLF GHQVLW\ UHDFKDELOLW\ FULWHULRQ WKDW
JURXSV QRGHV DFFRUGLQJ WR WKHLU QHLJKERUKRRG¶V GHQVLW\
SURSHUWLHV 2XU VLPXODWLRQ UHVXOWV VKRZ WKDW WKH SURSRVHG
DOJRULWKP FDQ WUDFH ORFDOO\ LVRWURSLF VWUXFWXUHV LQ QRQ
LVRWURSLF QHWZRUN DQG FOXVWHU WKH QHWZRUN ZLWK UHVSHFW
WR ORFDO GHQVLW\ DWWULEXWHV :H DOVR IRXQG RXW WKDW 7$6&
H[KLELWV FRQVLVWHQW EHKDYLRU LQ WKH SUHVHQFH RI PRGHUDWH
PHDVXUHPHQW QRLVH OHYHOV
, ,1752'8&7,21
7KH DQWLFLSDWLRQ RI ODUJHVFDOH VHQVRU QHWZRUNV DQG
H[SHULHQFH IURP SUHOLPLQDU\ GHSOR\PHQWV KDV GHPRQ
VWUDWHG WKH QHHG IRU PHDQLQJIXO GHFRPSRVLWLRQ RI ODUJH
GLVWULEXWHG VHQVRU QHWZRUNV LQWR D VHW RI VPDOOHU VXE
QHWZRUNV 6XFK GHFRPSRVLWLRQ VKRXOG EH FRQGXFWHG LQ
D PDQQHU WKDW IDFLOLWDWHV VHQVRU QRGH FRRUGLQDWLRQ DQG
HQKDQFHV WKH IHDVLELOLW\ RI QHWZRUN PDQDJHPHQW DQG
LQQHWZRUN SURFHVVLQJ DQG DJJUHJDWLRQ RI VHQVRU GDWD
,Q WKLV SDSHU ZH H[SORUH WKLV LVVXH RI QHWZRUN GH
FRPSRVLWLRQ WKURXJK WKH GHYHORSPHQW RI D VSHFLDOL]HG
9LVLWLQJ $VVLVWDQW 5HVHDUFKHU IURP WKH &RQWURO (QJLQHHULQJ /DE
RUDWRU\ +HOVLQNL 8QLYHUVLW\ RI 7HFKQRORJ\ )LQODQG
GLVWULEXWHG FOXVWHULQJ VFKHPH 7KH VFKHPH ZH LQYHVWLJDWH
LV GHVLJQHG WR H[WUDFW UHJXODULW\ IURP LUUHJXODU QHWZRUN
WRSRORJLHV E\ DOORZLQJ WKH QRGHV WR RUJDQL]H WKHP
VHOYHV LQWR JURXSV RI ORFDOO\ LVRWURSLF RU UHJXODU QRQ
RYHUODSSLQJ FOXVWHUV ZLWKRXW UHTXLULQJ WKH NQRZOHGJH RI
QRGH ORFDWLRQV *LYHQ WKH FORVH FRXSOLQJ RI VHQVRUV WR WKH
SK\VLFDO ZRUOG ZH DGYRFDWH WKDW VXFK D FODVVLILFDWLRQ RI
VHQVRU QRGHV DFFRUGLQJ WR WKHLU VSDWLDO DWWULEXWHV ZRXOG
EH EHQHILFLDO IURP PXOWLSOH DVSHFWV
%HVLGHV WKH LQWXLWLYH EHQHILW RI LPSURYLQJ WKH HDVH
RI QHWZRUN PDQDJHPHQW WKH VSDWLDO JURXSLQJ RI QRGHV
ZLWK UHVSHFW WR UHJLRQV RI FORVH SUR[LPLW\ DQG VLPLODU
GHSOR\PHQW GHQVLW\ SURPRWHV HIILFLHQW GDWD DJJUHJDWLRQ
DQG HIILFLHQW FRPSUHVVLRQ RI VHQVRU GDWD 6SDWLDO FOXVWHU
LQJ ZRXOG DOVR DVVLVW WUDQVPLVVLRQ SRZHU FRQWURO VLQFH
LQWUDFOXVWHU FRPPXQLFDWLRQ UHTXLUHV OHVV WUDQVPLVVLRQ
SRZHU LQ GHQVH FOXVWHUV 0RUHRYHU DV SRLQWHG RXW E\
>@ VSDWLDO LUUHJXODULW\ LQ VHQVRU VDPSOLQJ FDQ H[DFHUEDWH
WKH ORDG DQG FRVW LPEDODQFH EHWZHHQ GLIIHUHQW SDUWV RI
WKH QHWZRUN 7KLV LV PDLQO\ EHFDXVH PDQ\ RI WKH H[LVWLQJ
GLVWULEXWHG VLJQDO SURFHVVLQJ DQG FRPSUHVVLRQ DOJRULWKPV
DVVXPH VSDWLDOO\ UHJXODU GDWD VDPSOHV VHH )LJXUH 
7KLV DOVR HQWDLOV WKDW WKH VSDWLDO JURXSLQJ RI QRGHV FDQ
KHOS UHGXFH WKH SURSDJDWLRQ RI UHGXQGDQW GDWD LQVLGH
WKH QHWZRUN 7KLV DUJXPHQW LV IXUWKHU UHLQIRUFHG E\ WKH
UHFHQW UHVXOWV SUHVHQWHG LQ >@
'HVSLWH WKH IDFW WKDW FOXVWHULQJ KDV EHHQ SUHYLRXVO\
VWXGLHG ERWK WKHRUHWLFDOO\ DQG LQ WKH FRQWH[W RI DGKRF
QHWZRUNV >@±>@ LWV FRQVLGHUDWLRQ LQ WKH FRQWH[W RI
VHQVRU QHWZRUNV JLYHV ULVH WR D QHZ SUREOHP VHWXS ZKHUH
VHQVRU PHDVXUHPHQWV DUH XVHG DV DFWXDO LQSXWV WR WKH
SUREOHP
7KH SURSRVHG GLVWULEXWHG DOJRULWKP GRHV QRW UHTXLUH
QRGH ORFDWLRQV EXW LW DVVXPHV WKDW QRGHV DUH DZDUH RI
WKHLU 2KRS QHLJKERUKRRG ,W DOVR DVVXPHV WKDW QRGHV DUH
DEOH WR PHDVXUH GLVWDQFHV WR WKHLU RQH KRS QHLJKERUV :H
FRQVLGHU ERWK DVVXPSWLRQV UHDVRQDEOH 7KH IRUPHU LV D
VWDQGDUG DVVXPSWLRQ IRU PDQ\ QHLJKERUKRRG GLVFRYHU\
DOJRULWKPV ZKHUHDV WKH ODWWHU LV EHFRPLQJ D FRPPRQ
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IHDWXUH RI PDQ\ VHQVRU QHWZRUN DSSOLFDWLRQV WKRXJK QRW
DOO RI WKHP $FFXUDWH LQWHUQRGH GLVWDQFH PHDVXUHPHQWV
LQ WKH VHQVRU QHWZRUN GRPDLQ KDYH EHHQ GHPRQVWUDWHG
XVLQJ XOWUDVRXQG LQ WKH V\VWHP GHVFULEHG LQ >@ WKH
0,7 &ULFNHWV >@ DQG LQ WKH 0HGXVD 0. QRGH >@
,Q WKH UDGLR GRPDLQ XOWUDZLGHEDQG UDQJLQJ V\VWHPV
VXFK DV WKH RQH RIIHUHG E\ 8ELVHQVH >@ KDYH DOUHDG\
GHPRQVWUDWHG DFFXUDWH GLVWDQFH PHDVXUHPHQWV ZLWK VPDOO
VHQVRU IRUP IDFWRUV WKDW ZLOO EH VXLWDEOH IRU VHQVRU
QHWZRUNV 0RUHRYHU FDPHUD EDVHG VFKHPHV VXFK DV WKH
RQH ZH GHYHORSHG LQ >@ FDQ DFFXUDWHO\ PHDVXUH LQWHU
QRGH GLVWDQFHV ZLWKRXW UHTXLULQJ VSHFLDOL]HG PHDVXUH
PHQW KDUGZDUH RQ HDFK QRGH )LQDOO\ ZH QRWH WKDW WKH
VSDWLDO FOXVWHULQJ RI WKH QHWZRUN EHIRUH QRGH ORFDOL]DWLRQ
LV DFWXDOO\ DQ DGYDQWDJH IRU DGKRF ORFDOL]DWLRQ $GKRF
ORFDOL]DWLRQ VFKHPHV VXFK DV >@ >@±>@ PD\ EHQHILW
IURP WKH SURSHUWLHV RI RXU DOJRULWKP WR HOLPLQDWH FRP
SXWDWLRQ UHGXQGDQFLHV DQG JHRPHWULF HUURU SURSDJDWLRQ
7KH FRQWULEXWLRQ RI WKLV SDSHU LV WKH GHYHORSPHQW
DQG FKDUDFWHUL]DWLRQ RI D 7RSRORJ\ $GDSWLYH 6SDWLDO
&OXVWHULQJ 6FKHPH 7$6& WKDW RSHUDWHV RQ FRPELQDWLRQ
RI QRGH ZHLJKWV DQG D G\QDPLF GHQVLW\ UHDFKDELOLW\
FULWHULRQ DGRSWHG IURP SUHYLRXV ZRUN LQ WKH GDWDEDVH
FRPPXQLW\ >@ >@ 7KH SDSHU LV RUJDQL]HG DV IROORZV
,Q WKH QH[W VHFWLRQ ZH KLJKOLJKW WKH UHODWHG ZRUN 6HFWLRQ
,,, GHVFULEHV WKH FOXVWHULQJ SUREOHP UHTXLUHPHQWV 6HF
WLRQ ,9 SURYLGHV WKH GHWDLOV RI RXU ZHLJKW VFKHPH DQG
GHQVLW\ UHDFKDELOLW\ FULWHULRQ DQG GHVFULEHV WKH FOXVWHULQJ
DOJRULWKP $OJRULWKP HYDOXDWLRQ WKURXJK VLPXODWLRQV LV
SUHVHQWHG LQ 6HFWLRQ 9 6HFWLRQ 9, GLVFXVVHV VRPH DGGL
WLRQDO DWWULEXWHV DQG 6HFWLRQ 9,, VWDWHV RXU FRQFOXVLRQV
DQG SODQV IRU IXWXUH ZRUN
,, 5(/$7(' :25.
$ PDWKHPDWLFDO IUDPHZRUN WKDW KDV VLPLODULWLHV ZLWK
WKH QHWZRUN FOXVWHULQJ SUREOHP LV NPHDQV FOXVWHULQJ
>@ 6RPH LQWHUHVWLQJ NPHDQV FOXVWHULQJ PRGLILFDWLRQV
ZHUH UHFHQWO\ DSSOLHG WR DG KRF FOXVWHULQJ LQ >@ >@
>@ :KDW PDNHV WKH VHWWLQJ ZH LQYHVWLJDWH GLIIHUHQW
IURP RWKHUV LV WKH IDFW WKH DPRXQW RI SULRU NQRZOHGJH
LV VPDOOHU WKDQ LW LV LQ W\SLFDO NPHDQV DSSOLFDWLRQV
1RGHV DUH RQO\ DEOH WR PHDVXUH GLVWDQFHV WR WKHLU RQH
KRS QHLJKERUV SRVLWLRQV DUH XQNQRZQ DQG WKH QHWZRUN
DUFKLWHFWXUH GRHV QRW RIIHU WKH FHQWUDOL]HG NQRZOHGJH
QHHGHG IRU EDVLF NPHDQV DOJRULWKP DSSOLFDWLRQV
%DVDJQL LQ >@ SUHVHQWHG D 'LVWULEXWHG &OXVWHULQJ
$OJRULWKP '&$ DQG D 'LVWULEXWHG 0RELOLW\$GDSWLYH
&OXVWHULQJ '0$& DOJRULWKP '&$ LV VXLWDEOH IRU
FOXVWHULQJ RI TXDVLVWDWLF DG KRF QHWZRUNV DQG '0$&
DGDSWV WR FKDQJHV LQ QHWZRUN WRSRORJ\ FDXVHG E\ QRGH
PRELOLW\ 6HOHFWLRQ RI FOXVWHUKHDGV LV EDVHG RQ ZHLJKWV
7KH ZHLJKWV DUH UHDO QXPEHUV WKDW FKDUDFWHUL]H HDFK
QRGH IHDVLELOLW\ WR EHFRPH D FOXVWHUKHDG 7KH\ DUH EDVHG
RQ QRGH FRQQHFWLYLW\ QXPEHU RI RQH KRS QHLJKERUV
RU RQ QRGH PRELOLW\ VXFK WKDW ZHLJKWV DUH LQYHUVHO\
SURSRUWLRQDO WR QRGH YHORFLW\
,Q 0D[0LQ '&OXVWHU )RUPDWLRQ LQWURGXFHG E\ $PLV
HW DO >@ FOXVWHUKHDGV DUH VHOHFWHG VXFK WKDW WKH\ IRUP D
GKRS GRPLQDWLQJ VHW %\ GHILQLWLRQ LI DQ DG KRF QHWZRUN
LV PRGHOHG DV D JUDSK G = (V,E) D VHW & RI YHUWLFHV LV D
GKRS GRPLQDWLQJ VHW RI G LI HYHU\ QRGH LQ V LV DW PRVW
d d > 1 KRSV DZD\ IURP D YHUWH[ LQ C  &OXVWHUKHDG
HOHFWLRQ LV EDVHG RQ QRGH LG LQ IRXU ORJLFDO VWDJHV 6LQFH
G LV DQ LQSXW YDOXH WR WKH KHXULVWLF LW HQDEOHV FRQWURO RYHU
WKH GHQVLW\ RI FOXVWHUKHDGV LQ WKH QHWZRUN $XWKRUV DOVR
SURYH WKDW WKH PLQLPXP dKRSV GRPLQDWLQJ VHW SUREOHP
LV 13FRPSOHWH
&KHQ DQG /LHVWPDQ >@ SUHVHQW D ]RQDO DOJRULWKP WR
ILQG ZHDNO\ FRQQHFWHG GRPLQDWLQJ VHWV 7KH DOJRULWKP
FRQVLVWV RI WKUHH SKDVHV )LUVW DQ LQSXW JUDSK UHSUHVHQW
LQJ WKH DG KRF QHWZRUN LV SDUWLWLRQHG LQWR UHJLRQV RI
DSSUR[LPDWHO\ VL]H [ 7KHQ WKH GLVWULEXWHG DOJRULWKP IRU
ZHDNO\ FRQQHFWHG VHWV LV UXQ LQ HDFK UHJLRQ DQG ILQDOO\
VRPH DGGLWLRQDO UHJLRQ ERUGHU YHUWH[HV DUH DGGHG
$Q (QHUJ\ (IILFLHQW +LHUDUFKLFDO &OXVWHULQJ $OJR
ULWKP IRU :LUHOHVV 6HQVRU 1HWZRUNV E\ %DQG\RSDGK\D\
DQG &R\OH >@ WDUJHWV WR RUJDQL]H WKH VHQVRUV LQ FOXVWHUV
VXFK WKDW FRPPXQLFDWLRQ HQHUJ\ FRQVXPSWLRQ LV PLQL
PL]HG ,Q VLQJOHOHYHO FOXVWHULQJ HDFK VHQVRU KDV VDPH
SUREDELOLW\ p WR EHFRPH D FOXVWHUKHDG $IWHU HOHFWLRQ
HDFK VHQVRU WKDW EHFRPHV D FOXVWHUKHDG DGYHUWLVHV LWVHOI
DV D FOXVWHUKHDG WR DOO VHQVRUV ZLWKLQ LWV UDGLRUDQJH
$GYHUWLVHPHQW LV IRUZDUGHG WR DOO VHQVRUV WKDW DUH QR
PRUH WKDQ k KRSV DZD\ IURP WKH FOXVWHUKHDG (DFK VHQVRU
MRLQV WR WKH FOXVWHU RI FORVHVW FOXVWHUKHDG 2SWLPDO YDOXHV
RI p DQG k ZLWK UHVSHFW WR FRPPXQLFDWLRQ HQHUJ\
DUH FRPSXWHG XQGHU WKH DVVXPSWLRQ WKDW VHQVRUV DUH
GLVWULEXWHG DV SHU D KRPRJHQRXV VSDWLDO 3RLVVRQ SURFHVV
<RXQLV DQG )DKP\ >@ XVH K\EULG RI QRGH UHVLGXDO
HQHUJ\ DQG RWKHU SDUDPHWHU VXFK DV QRGH SUR[LPLW\ WR
LWV QHLJKERUV RU QRGH FRQQHFWLYLW\ 7KH FOXVWHULQJ JRDOV
DUH QHWZRUN OLIHWLPH PD[LPL]DWLRQ VFDODELOLW\ DQG ORDG
EDODQFLQJ ,W LV DVVXPHG WKDW HDFK QRGH KDV D IL[HG
QXPEHU RI WUDQVPLVVLRQ SRZHU OHYHOV 7UDQVLPLVVLRQ
SRZHU FRQWURO LV IXUWKHU DSSOLHG WR GHILQH FOXVWHU UDGLXV
E\ WKH WUDQVPLVVLRQ SRZHU OHYHO XVHG IRU LQWUDFOXVWHU
DQQRXQFHPHQWV
7DUJHWLQJ WR WKH FOXVWHUV WKDW DUH IRUPHG ZLWK UHVSHFW WR
H[LVWLQJ QHWZRUN WRSRORJ\ LV WKH LVVXH WKDW PDNHV 7$6&
GLIIHUHQW WKDQ DQ\ H[LVWLQJ VHQVRU QHWZRUN FOXVWHULQJ
DOJRULWKP ,I FOXVWHUKHDG VHOHFWLRQ LV EDVHG RQ QRGH LG RU
QRGH FRQQHFWLYLW\ >@ >@ RU UDQGRPQHVV >@ LW GRHV QRW
JXDUDQWHH WKDW FOXVWHUKHDG ORFDWLRQ LV UHDVRQDEOH LQ WHUPV
RI VSDWLDO DWWULEXWHV ,I RQH RSHUDWHV ZLWK UHFHLYHG VLJQDO
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)LJ  'LIIHUHQFH EHWZHHQ XQLIRUP QHWZRUN FOXVWHULQJ DQG 7$6& FOXVWHULQJ 'HQVLW\ YDULDWLRQV GR QRW H[LVW LQ ILJXUH D EHFDXVH XQGHUO\LQJ
QRGH GHSOR\PHQW LV XQLIRUP ,Q WKDW FDVH HTXDO FOXVWHU VL]H LQ WHUPV RI QXPEHU RI QRGHV SHU FOXVWHU DQG LQ WHUPV RI FOXVWHU DUHD JXDUDQWHHV
EDODQFHG FOXVWHUV ,Q ILJXUH E QRQXQLIRUP QRGH GHSOR\PHQW LV FOXVWHUHG ZLWK UHVSHFW WR H[LVWLQJ WRSRORJ\ VXFK WKDW FOXVWHULQJ WDUJHWV WR
PLQLPL]H GHQVLW\ YDULDWLRQV LQ HDFK FOXVWHU ,Q QRQXQLIRUP FDVH RQH FDQQRW GLFWDWH WKH QXPEHU RI QRGHV SHU FOXVWHU RU FOXVWHU DUHD LQ
DGYDQFH EHFDXVH ERWK RI WKHP GHSHQG RQ WKH GHQVLW\ YDULDWLRQV WKDW H[LVW LQ WKH QHWZRUN
VWUHQJWK >@ WKH FRUUHVSRQGHQFH EHWZHHQ JHRJUDSKLF
GLVWDQFHV DQG UHFHLYHG VLJQDO VWUHQJWK LV RIWHQ ZHDN LQ
UHDO DSSOLFDWLRQV
,Q WKH FRQWH[W RI FOXVWHULQJ OHVV DWWHQWLRQ LV SDLG IRU
WKH SUREOHP KRZ WR FOXVWHU QHWZRUN VXFK WKDW FOXVWHULQJ
LPSURYHV GDWD FRPSUHVVLRQ :H DQWLFLSDWH WKDW WKH 7$6&
XQLIRUP FOXVWHULQJ DSSURDFK ZLOO HQDEOH  GLIIHUHQW
GDWD FRPSUHVVLRQ UDWHV LQ HDFK FOXVWHU DQG  LPSURYHG
RYHUDOO FRPSUHVVLRQ UDWH LQ WKH ZKROH QHWZRUN LI VXLWDEOH
GDWD FRPSUHVVLRQ WHFKQLTXH DV WKH RQH SUHVHQWHG LQ
>@ LV DSSOLHG )XUWKHUPRUH RQH LV DEOH WR DFKLHYH
VDYLQJV LQ GDWD DJJUHJDWLRQ DQG FRPPXQLFDWLRQ FRVWV
LI DV PXFK UHGXQGDQF\ DV SRVVLEOH FDQ EH HOLPLQDWHG
LQ ORZHVW SRVVLEOH KLHUDUFK\ OHYHO LQ WKH QHWZRUN DQG
FOXVWHULQJ ZLWK UHVSHFW WR VSDWLDO DWWULEXWHV HQDEOHV ORZHU
WUDQVPLVVLRQ SRZHU LQ LQWUDFOXVWHU FRPPXQLFDWLRQ
,,, &/867(5,1* 2%-(&7,9(6
2XU FOXVWHULQJ DSSURDFK LV PRWLYDWHG E\ WKH UHTXLUH
PHQWV RI WKH VHQVRU QHWZRUN GRPDLQ 0RUH VSHFLILFDOO\
D FOXVWHULQJ DOJRULWKP VKRXOG SDUWLWLRQ WKH QHWZRUN VR
WKDW WKH QRGHV LQVLGH HDFK FOXVWHU KDYH KLJK FRUUHODWLRQ
LQ VHQVRU PHDVXUHPHQWV DQG DUH HYHQO\ VSDFHG LQ RUGHU
WR PD[LPL]H JDLQV DQG UHGXFH HUURUV GXH WR LOO JHRPHWULF
SRVLWLRQLQJ DV LQ WKH FDVH RI QRGH ORFDOL]DWLRQ ,Q QRQ
XQLIRUP QHWZRUN QRGH GHQVLW\ YDULDWLRQV DUH JOREDOO\
ELJ EXW WKHUH H[LVW VXEJURXSV RI QRGHV VXFK WKDW GHQVLW\
YDULDWLRQV DUH ORFDOO\ VPDOO :H DVVXPH WKDW  HDFK QRGH
FDQ PHDVXUH GLVWDQFHV WR LWV RQH KRS QHLJKERUV DQG 
HDFK QRGH KDV NQRZOHGJH RI LWV KRS QHLJKERUKRRG :H
VHW IROORZLQJ PDLQ JRDO WR RXU FOXVWHULQJ DOJRULWKP
7KH PDLQ REMHFWLYH RI 7$6& LV WR FOXVWHU QRQXQLIRUP
VHQVRU QHWZRUNV VXFK WKDW UHODWLYH QRGH GHQVLW\ YDULD
WLRQ LQ LQGLYLGXDO FOXVWHUV LV VPDOOHU WKDQ UHODWLYH QRGH
GHQVLW\ YDULDWLRQ LQ WKH ZKROH QHWZRUN
7KH W\SH RI QRQXQLIRUP QHWZRUN FOXVWHULQJ WKDW ZH
DUH WDUJHWLQJ LV LOOXVWUDWHG LQ )LJXUH E DQG DQ H[DPSOH
RI FOXVWHULQJ RXWFRPH LV VKRZQ LQ )LJXUH  'HQVLW\
YDULDWLRQV DUH HVWLPDWHG E\ GLYLGLQJ QHWZRUN DUHD LQWR
D VHW RI QRQRYHUODSSLQJ WULDQJOHV VXFK WKDW HDFK QRGH
ORFDWHV DW OHDVW LQ RQH WULDQJOH YHUWH[ OLNH LOOXVWUDWHG LQ
)LJXUH E ,Q VXFK WULDQJXODWLRQ GHQVLW\ YDULDWLRQV DUH
LQGLFDWHG E\ WKH WULDQJOH HGJH OHQJWK VWDQGDUG GHYLDWLRQ
5HODWLYH GHQVLW\ YDULDWLRQ WKDW LV FRPSXWHG E\ GLYLGLQJ
WKH HGJH OHQJWK VWDQGDUG GHYLDWLRQ E\ WKH DYHUDJH HGJH
OHQJWK GHVFULEHV GHQVLW\ YDULDWLRQV VXFK WKDW WKH YDOXH
LV LQGHSHQGHQW RQ DFWXDO GLVWDQFHV
)LJXUH  VKRZV WKDW LQ FRQWUDVW WR XQLIRUP GHSOR\
PHQWV LQ PRUH UDQGRP GHSOR\PHQWV RQH FDQQRW GLFWDWH
D IL[HG QXPEHU RI FOXVWHUV RU XVH D JULG FRQVWUXFWLRQ
VLQFH WKDW ZRXOG GLPLQLVK WKH H[SORLWDWLRQ RI FRUUHODWLRQ
SURSHUWLHV ,QVWHDG 7$6& UHTXLUHV RQO\ WKH PLQLPXP
QXPEHU RI QRGHV LQ D FOXVWHU LQ RUGHU WR DYRLG WKH
FUHDWLRQ RI VLQJOH QRGH FOXVWHUV
,9 /($'(5 (/(&7,21 $1' &/867(5 )250$7,21
$ $OJRULWKP
,Q DOJRULWKP H[HFXWLRQ HDFK QRGH FRQVLGHUV LWV 2KRS
QHLJKERUKRRG 2WKHU SUHVSHFLILHG SDUDPHWHUV DUH WKH UH
TXLUHG PLQLPXP FOXVWHU VL]H DQG WKH GHQVLW\ UHDFKDELOLW\
SDUDPHWHU Dr WKDW LV H[SODLQHG LQ GHWDLO LQ VXEVHFWLRQ
& /HDGHU HOHFWLRQ DQG FOXVWHU IRUPDWLRQ WDNHV SODFH LQ
ILYH SKDVHV
 (DFK QRGH FRPSXWHV LWV RZQ ZHLJKW EDVHG RQ
VKRUWHVW (XFOLGHDQ SDWKV LQ LWV 2KRS HQYLURQPHQW
 (DFK QRGH EURDGFDVWV LWV RZQ ZHLJKW WR LWV 2KRS
QHLJKERUKRRG DQG UHFHLYHV WKH ZHLJKWV RI LWV 2
KRS QHLJKERUV
 (DFK QRGH QRPLQDWHV WKH QRGH KDYLQJ ELJJHVW
ZHLJKW LQ WKH GHQVLW\UHDKDEOH VXEVHW RI LWV 2KRS
QHLJKERUV DQG EURDGFDVWV LWV QRPLQHH WR LWV 2KRS
QHLJKERUKRRG
 (DFK QRGH UHFHLYHV DOO QRPLQHHV LQ LWV 2KRS
QHLJKERUKRRG DQG HOHFWV WKH FORVHVW QRPLQHH WR
LWV OHDGHU
 (DFK QRGH WKDW HQGV XS LQ D FOXVWHU ZKHUH WKH
WRWDO QXPEHU RI QRGHV LV VPDOOHU WKDQ SUHVSHFLILHG
PLQLPXP FOXVWHU VL]H MRLQV WR FORVHVW FOXVWHU ZKHUH
WKH QXPEHU RI QRGHV H[FHHGV WKH UHTXLUHG PLQLPXP
FOXVWHU VL]H
7R EH DEOH WR FRPSXWH LWV OHDGHU HDFK QRGH PXVW VHQG
WZR PHVVDJHV WR LWV KRS QHLJKERUKRRG DQG UHFHLYH 
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)LJ  $Q H[DPSOH RI WKH FOXVWHULQJ RXWFRPH ZKHQ HDFK QRGH FRQVLGHUV LWV KRS QHLJKERUKRRG )LJXUH D VKRZV QRGH FRQILJXUDWLRQ DQG
QHWZRUN FRQQHFWLRQV UHVXOWLQJ WR FOXVWHUV VKRZQ LQ ILJXUH E 'HODXQD\ WULDQJXODWLRQ RI HDFK FOXVWHU LV DOVR VKRZQ LQ ILJXUH E &OXVWHU OHDGHUV
DUH PDUNHG E\ EODFN VTXDUH
PHVVDJHV IURP HDFK RI LWV WZR KRS QHLJKERUV
% :HLJKW &RPSXWDWLRQ 'LVFRYHULQJ /RFDO 1HWZRUN
6WUXFWXUH
7KH FRPSXWDWLRQ RI QRGH ZHLJKWV WULHV WR DFKLHYH
WKH UHYHUVH HIIHFW RI JUHHG\ IRUZDUGLQJ LQ JHRJUDSKLF
URXWLQJ >@ >@ ,Q JUHHG\ IRUZDUGLQJ D QRGH IRXQG
RQ WKH SDWK WR D SDFNHW GHVWLQDWLRQ IRUZDUGV WKH SDFNHW
WR LWV QHLJKERULQJ QRGH ZLWK ORFDWLRQ FORVHVW WR WKH
ORFDWLRQ RI WKH GHVWLQDWLRQ ,QVWHDG RI WU\LQJ WR IRUZDUG
WUDIILF WR WKH QHLJKERULQJ QRGH WKDW LV FORVHVW WR WKH
GHVWLQDWLRQ 7$6& DOOSDLUVVKRUWHVW SDWK URXWLQJ LV EDVHG
RQ GLVWDQFH PHDVXUHPHQWV WR H[WUDFW LQIRUPDWLRQ DERXW
WKH QHWZRUN WRSRORJ\ 0RUH VSHFLILFDOO\ QRGH ZHLJKW LV
D PHDVXUHPHQW RI WZR NH\ TXDQWLWLHV  WKH IUHTXHQF\
D QRGH LV IRXQG RQ WKH VKRUWHVW SDWK EHWZHHQ SDLUV RI
QRGHV DQG  WKH GLVWDQFH FRQWULEXWLRQ RI WKH HGJHV RI
WKDW QRGH ZLWK UHVSHFW WR WKH WRWDO OHQJWK RI WKH SDWK
&RQVLGHU WKH QHWZRUN LQ )LJXUH D ,I ZH GHILQH WKH
ZHLJKWV WR EH WKH QXPEHU RI WLPHV D QRGH LV IRXQG RQ
WKH VKRUWHVW SDWK WKHQ ZH FDQ FRPSXWH D ZHLJKW IRU HDFK
QRGH 1RGHA IRU LQVWDQFH FDQ EH IRXQG RQ WKH SDWKVAB
AC  AD DQG AE KHQFH LW ZLOO KDYH D ZHLJKW RI 4 1RGH
C LV IRXQG RQ HLJKW GLIIHUHQW SDWKV KHQFH LW UHFHLYHV D
ZHLJKW RI 8 7R FRQVWUXFW D SURRI RI WKLV EHKDYLRU ZH
XVH WKH SULQFLSOH RI RSWLPDOLW\ >@
,I 6 LV WKH VKRUWHVW (XFOLGHDQ SDWK EHWZHHQ WZR QRGHV
LW LQFOXGHV DOO VKRUWHVW SDWKV EHWZHHQ DOO SDLUV RI QRGHV
WKDW DUH ORFDWHG LQ SDWK 6
'HILQLWLRQ  (DFK QRGH LQ WKH VHQVRU QHWZRUN JHWV
ZHLJKW  HDFK WLPH WKH VKRUWHVW (XFOLGHDQ SDWK EHWZHHQ
DQ\ SDLU RI QRGHV LQ WKH QHWZRUN FURVVHV WKDW QRGH
,QSXWV 2KRS QHLJKERUKRRG LQWHUQRGH





,I DOO weights UHFHLYHG




,I DOO QRPLQDWLRQV KDYH EHHQ UHFHLYHG
6HOHFW WKH FORVHVW nominee DV leader
%URDGFDVW7R1HLJKERUKRRGleaderID nodeID
(QG,I
,I WKLV QRGH LV leader




,I FOXVWHU VL]H LV UHFHLYHG
,I clustersize < PLQLPXP FOXVWHU VL]H
VHOHFW WKH FORVHVW QHLJKERU IRU ZKLFK
clustersize ≥ PLQLPXP FOXVWHU VL]H




)LJ  &OXVWHULQJ $OJRULWKP (DFK QRGH FRPSXWHV LWV RZQ ZHLJKW
LQ LWV RZQ 2KRS QHLJKERUKRRG DQG WKXV IXQFWLRQ &RPSXWH:HLJKW
LV FDOOHG RQFH LQ HDFK QRGH Dr LV D SDUDPHWHU IRU GHQVLW\ UDQJH
FRPSXWDWLRQ H[SODLQHG LQ GHWDLO LQ VXEVHFWLRQ & ,Q WKH SVHXGRFRGH
clustersize PHDQV FOXVWHU VL]H LQ WHUPV RI QXPEHU RI QRGHV
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RU HQGV DW LW 3DWKV DUH DVVXPHG XQGLUHFWHG LQ ZHLJKW
FRPSXWDWLRQ
7KHRUHP  /HW 6 EH WKH VKRUWHVW (XFOLGHDQ SDWK
EHWZHHQ WZR QRGHV DQG OHW 2n + 1 EH WKH WRWDO QXPEHU
RI QRGHV LQ SDWK 6 :KHQ FRPSXWLQJ DOO VKRUWHVW SDWKV
EHWZHHQ HDFK SDLU RI QRGHV LQ SDWK 6 DQG DVVLJQLQJ
ZHLJKWV WR HDFK QRGH LQ 6 DV SUHVHQWHG LQ 'HILQLWLRQ
 WKH QRGH WKDW LV IURP HTXDO KRS GLVWDQFH IURP ERWK
HQGSRLQWV RI SDWK 6 JHWV WKH ELJJHVW ZHLJKW
3URRI 2EVHUYH SDWK S KDYLQJ WRWDO QXPEHU RI 2n+
1 QRGHV DQG OHW c EH WKH QRGH ORFDWHG IURP HTXDO KRS
GLVWDQFHV IURP ERWK HQGV RI WKH SDWK S 6LQFH WKH WRWDO
QXPEHU RI QRGHV LQ SDWK S LV 2n + 1 WKHUH DUH n QRGHV
RQ ERWK VLGHV RI QRGH c %DVHG RQ EDVLF URXWLQJ WKHRU\ S
LQFOXGHV VKRUWHVW SDWKV EHWZHHQ DOO SDLUV RI QRGHV ORFDWHG
LQ S 7KXV WKH ZHLJKW RI QRGH c LV HTXDO WR WKH WRWDO
QXPEHU RI VKRUWHVW SDWKV FURVVLQJ QRGH c DQG HQGLQJ DW
QRGH c
Wc = n · n + 2n = n2 + 2n 
3LFN WKHQ D QRGH g IURP WKH SDWK S VR WKDW WKHUH DUH
k < n QRGHV IURP WKH RWKHU VLGH RI WKDW QRGH ,Q WKDW
FDVH WKHUH DUH n + (n − k) QRGHV RQ WKH RSSRVLWH VLGH
7KH ZHLJKW RI QRGH J LV
Wg k(n + (n− k)) + k + n + (n− k)
 2nk + 2n− k2 
:KHQ FRPSDULQJ WKH ZHLJKWV  DQG  ZH JHW
Wg < Wc ⇔ 2nk + 2n− k2 < n2 + 2n ⇔
n2 − 2nk + k2 > 0 ⇔ (n− k)2 > 0 
7KDW KROGV DOZD\V ZKHQ 0 < k < n
&RUROODU\  ,I WKHUH DUH Q QRGHV LQ WKH SDWK 6
GLVFXVVHG LQ 7KHRUHP  WZR QRGHV LQ WKH PLGGOH JHW
ERWK HTXDO ELJJHVW ZHLJKW YDOXHV
3URRI 7KH UHVXOW IROORZV IURP HTXDWLRQV 
ZKHQ WRWDO QXPEHU RI 2n QRGHV DUH XVHG
7KHRUHP  :KHQ ZHLJKWV LQ QHWZRUN JUDSK DUH FRP
SXWHG DV SUHVHQWHG LQ 'HILQLWLRQ  WKH QRGH RU QRGHV
FORVHVW WR WKH QHWZRUN FHQWHU DFKLHYH WKH ELJJHVW ZHLJKWV
3URRI 7KH SURRI LV D JHQHUDOL]DWLRQ RI WKH GLVFXV
VLRQ SUHVHQWHG LQ HTXDWLRQV  2EVHUYH M VKRUWHVW
SDWKV WKDW DUH FURVVLQJ HDFK RWKHU LQ RQH QRGH DQG PDUN
N = 2M  ,Q WKH V\PPHWULF FDVH WKH QXPEHU RI QRGHV LQ
HDFK SDWK LV 2n+1 DQG DOO SDWKV DUH FURVVLQJ HDFK RWKHU
LQ WKH PLGPRVW QRGH c :KHQ DOO VKRUWHVW SDWKV EHWZHHQ
SDLUV RI QRGHV ORFDWHG LQ SDWKV M DUH WDNHQ LQWR DFFRXQW
LQ ZHLJKW FRPSXWDWLRQ WKH ZHLJKW RI WKH QRGH c LV

















)LJ  :HLJKWV H[DPSOH
Wc n · (N − 1) · n + n · (N − 2) · n + ...
n · n + N · n = n2∑N−1i=1 i + Nn

2EVHUYH QH[W DQ DV\PPHWULF FDVH ZKHUH RQH RI WKH
SDWKV KDV n + k + 1 QRGHV ZKHUH 1 ≤ k < n ZKHQ
WKH UHVW RI SDWKV KDYH VWLOO 2n + 1 QRGHV DQG SDWKV DUH
FURVVLQJ HDFK RWKHU LQ QRGH g VR WKDW LQ SDWKMj WKHUH DUH
n QRGHV RQ WKH RQH VLGH DQG k QRGHV RQ WKH RSSRVLWH VLGH
RI QRGH g )RU RWKHU SDWKV Mi,i=j  g LV VWLOO WKH PLGPRVW
QRGH ,Q WKDW FDVH WKH ZHLJKW RI QRGH g LV
Wg n · (N − 2) · n + kn + n · (N − 3) · n + kn + ...
+n · n + kn + kn + (N − 1)n + k
 n2∑N−2i=1 i + (N − 1)kn + (N − 1)n + k 
:KHQ FRPSDULQJ ZHLJKWV Wc DQG Wg ZH JHW








(N − 1)kn + k < (N − 1)n2 + n 
ZKLFK LV WUXH XQGHU DVVXPSWLRQ 1 ≤ k < n
7KLV LV HQRXJK WR VKRZ WKDW LQ QRQXQLIRUP GHSOR\
PHQW WKH QRGH WKDW WHQGV WR EH WKH PLGPRVW UHODWHG WR
DOO VKRUWHVW FRPPXQLFDWLRQ SDWKV LQ WHUPV RI KRSV JHWV
WKH ELJJHVW ZHLJKW 7KH UHVXOW RI &RUROODU\  JHQHUDOL]HV
WKLV UHVXOW VR WKDW LI VRPH RI WKH SDWKV KDYH HYHQ QXPEHU
RI QRGHV WKHUH FDQ EH VHYHUDO QRGHV ZLWK HTXDO ELJJHVW
ZHLJKWV LQ WKH PLGGOH
 ,QFOXGLQJ 'LVWDQFHV LQ :HLJKW &RPSXWDWLRQ $O
WKRXJK WKLV PHWKRG RI FRPSXWLQJ ZHLJKWV ZRXOG GHFLGH
WKH FHQWUDO QRGH LW GRHV QRW JLYH HQRXJK LQIRUPDWLRQ
LQ WKH FDVHV ZKHUH WKH SDWKV DUH DV\PPHWULF VXFK DV












)LJ  7KH HIIHFW RI GHQVLW\ UHDFKDELOLW\ 1RGH i ILJXUHV RXW WKH
VXEVHW RI LWV 2KRS QHLJKERUKRRG ZKHUH GHQVLW\ LQ WHUPV RI GLVWDQFHV
LV VLPLODU RU KLJKHU
E 7R KDQGOH WKLV SUREOHP ZH DXJPHQW WKH ZHLJKW
FRPSXWDWLRQ WR LQFRUSRUDWH GLVWDQFH LQIRUPDWLRQ ,QVWHDG
RI LQFUHPHQWLQJ WKH ZHLJKW E\ RQH HDFK WLPH D QRGH LV
XVHG LQ D SDWK ZH LQFUHPHQW WKH ZHLJKW DV D IXQFWLRQ RI
WKH GLVWDQFH D QRGH FRQWULEXWHV WR WKH SDWK ,I D QRGH k LV
IRXQG RQ WKH SDWK IURP QRGH i WR QRGH j LQ EHWZHHQ QRGHV
a DQG b WKHQ WKH ZHLJKW LQFUHPHQW RI QRGH k LV JLYHQ
E\ HTXDWLRQ  ZKHUH la,k DQG lk,b DUH WKH OHQJWKV RI WKH
HGJHV EHWZHHQ QRGHV a DQG b DQG QRGH k UHVSHFWLYHO\






$Q H[DPSOH RI WKLV ZHLJKW FRPSXWDWLRQ LV VKRZQ LQ
)LJXUH E
& 'HQVLW\ 5HDFKDELOLW\ *URXSLQJ 6LPLODU 'HQVLWLHV
:KLOH WKH LQIRUPDWLRQ IURP QRGH ZHLJKWV FDQ EH
XVHG WR LGHQWLI\ ORFDO FHQWHUV ZH ZRXOG VWLOO OLNH WR
FRQVWUXFW FOXVWHUV E\ JURXSLQJ QRGHV LQ UHJLRQV ZLWK VLP
LODU GHQVLW\ DWWULEXWHV 7R DFKLHYH WKLV JRDO LQ DGGLWLRQ
WR FRQVLGHULQJ ZHLJKWV ZH QHHG WR FRQVLGHU DGGLWLRQDO
PHDQV RI SXOOLQJ DUHDV ZLWK KLJK QRGH GHQVLWLHV WRZDUGV
WKH FHQWHU RI D FOXVWHU 7R EH DEOH WR GR VR XVLQJ
RQO\ GLVWDQFH PHDVXUHPHQWV HDFK QRGH PXVW ILQG WKH
VXEJURXS RI LWV 2KRS HQYLURQPHQW ZKHUH QRGH GHQVLW\
LQ WHUPV RI GLVWDQFHV LV VLPLODU RU KLJKHU WR WKH QRGH
XQGHU FRQVLGHUDWLRQ 7KH SUREOHP LV LOOXVWUDWHG LQ )LJXUH
 (DFK QRGH VHHNV DURXQG LW VXFK VXEJURXS RI QRGHV
ZKHUH GHQVLW\ YDULDWLRQV DUH VPDOOHU WKDQ GHQVLW\ YDULD
WLRQV LQ LWV ZKROH 2KRS HQYLURQPHQW $ PRGLILHG YHUVLRQ
RI GHQVLW\ UHDFKDELOLW\ WKDW LV WUDGLWLRQDOO\ DSSOLHG LQ
GDWD FOXVWHULQJ WR FOXVWHU VSDWLDO GDWD LQ WKH SUHVHQFH RI
REVWDFOHV >@ >@ LV DSSOLHG
7KH GHILQLWLRQ RI GHQVLW\ UHDFKDELOLW\ LV EDVHG RQ
GLVWDQFH PHWULF FDOOHG GHQVLW\ UDQJH WKDW GHILQHV WKH
XSSHU ERXQG RI GHQVLW\ YDULDWLRQV LQ WHUPV RI GLVWDQFHV
VXFK WKDW GHQVLW\ LV FRQVLGHUHG KLJKHU RU HTXDO 2QH
FDQ GHILQH WKH UHVROXWLRQ LQ ZKLFK DFFXUDF\ GHQVLW\
UHDFKDELOLW\ GLIIHUHQWLDWHV EHWZHHQ PRUH DQG OHVV GHQVH
E\ PRGLI\LQJ GHQVLW\ UDQJH 7R PDNH 7$6& DGDSW WR
ORFDO GHQVLW\ YDULDWLRQV ZH SURSRVH IROORZLQJ G\QDPLF
GHQVLW\ UDQJH GHILQLWLRQ
'HILQLWLRQ  7KH GHQVLW\ UDQJH ri RI QRGH i ZLWK
UHVSHFW WR WKH JLYHQ GHQVLW\ UHDFKDELOLW\ SDUDPHWHU Dr LV
WKH VPDOOHVW GLVN FHQWHUHG DW i WKDW FRYHUV Dr − 1 RWKHU
QRGHV LQ WKH YLFLQLW\ RI i
,Q WKH GHILQLWLRQ Dr LV D FRQVWDQW QXPEHU RI QRGHV
JLYHQ D SULRUL :KHQ D ELJJHU QXPEHU LV JLYHQ GHQVLW\
UDQJH EHFRPHV ORQJHU ,I GHQVLW\ UDQJHV DUH ORQJHU HDFK
QRGH KDV D ELJJHU XSSHU ERXQG WR WKH GLVWDQFH YDULDWLRQV
WKDW LW DFFHSWV WR LWV GHQVLW\ UHDFKDEOH VHW 7KXV ZKHQ
YDOXH Dr LQFUHDVHV WZR FKDQJHV DUH KDSSHQLQJ LQ WKH
VHW RI GHQVLW\ UHDFKDEOH QRGHV  WKH VHW LQFOXGHV PRUH
QRGHV DQG  WKH VHW LQFOXGHV ELJJHU GHQVLW\ YDULDWLRQV
7KH XSSHU ERXQG LV WKH ZKROH 2KRS QHLJKERUKRRG RI
QRGH i DQG WKH HIIHFW RI GHQVLW\ UHDFKDELOLW\ GLPLQLVKHV
DV GHQVLW\ UDQJH DSSURDFKHV WKH 2KRS UDGLXV %DVHG RQ
WKH G\QDPLF GHILQLWLRQ RI WKH GHQVLW\ UDQJH ZH GHILQH D
QRGH WR EH GHQVLW\ UHDFKDEOH DV IROORZV
'HILQLWLRQ  $ QRGH j LV GHQVLW\ UHDFKDEOH IURP i LI
WKHUH LV D SDWK IURP i WR j ZKHUH WKH OHQJWK RI HYHU\ KRS
l VDWLVILHV WKH FRQVWUDLQW l ≤ ri
)LJXUH  VKRZV DQ H[DPSOH RI GHQVLW\ UHDFKDEOH VHW
GHILQLWLRQ 1RGH i FRQVLGHUV LWV KRS QHLJKERUKRRG DQG
Dr = 4 1RGHV j k DQG WKH EODFN QRGHV DUH GHQVLW\
UHDFKDEOH IURP QRGH i VLQFH WKHUH H[LVWV (XFOLGHDQ SDWK
IURP QRGH i WR WKHVH QRGHV VXFK WKDW WKH OHQJWK RI HDFK
KRS LQ WKH SDWK LV VPDOOHU RU HTXDO WKDQ ri 1RWH WKDW IRU
WKH SXUSRVHV RI RXU FOXVWHULQJ DOJRULWKP GHQVLW\ UHDFK
DELOLW\ FDQ RQO\ H[SDQG ZLWKLQ WKH 2KRS QHLJKERUKRRG
RI HDFK QRGH
%\ DSSO\LQJ GHQVLW\ UHDFKDELOLW\ HDFK QRGH IXUWKHU
OLPLWV WKH QXPEHU RI QRGHV WKDW LW FDQ SRWHQWLDOO\ QRP
LQDWH E\ FRQVLGHULQJ RQO\ GHQVLW\ UHDFKDEOH QRGHV DV
QRPLQDWLRQ FDQGLGDWHV VHH )LJXUH  7KLV HIIHFW SXOOV
FOXVWHU OHDGHUV WRZDUGV PRVW GHQVH JURXSV LQ WKH FOXVWHU
EXW QRPLQDWLRQ DPRQJ GHQVLW\ UHDFKDEOH FDQGLGDWHV LV
VWLOO EDVHG RQ ZHLJKWV
9 (9$/8$7,21 2) &/867(5 3523(57,(6
7R FKDUDFWHUL]H WKH SURSHUWLHV RI WKH FOXVWHULQJ DOJR
ULWKP ZH UXQ D VHW RI VLPXODWLRQV RQ D VXLWH RI  UDQ
GRP VFHQDULRV ,Q HDFK VFHQDULR  QRGHV DUH GHSOR\HG
RQ D VTXDUH GHSOR\PHQW ILHOG RI VL]H  E\ 
7KH VLPXODWLRQ DOVR DVVXPHV WKDW WKH GLVWDQFH PHDVXUH
PHQW UDQJH RI WKH QRGH LV HTXDO WR WKH FRPPXQLFDWLRQ



















)LJ  ([DPSOH RI GHQVLW\ UHDFKDEOH QRGHV VHOHFWLRQ 1RGH i VHOHFW
LWV GHQVLW\ UHDFKDEOH QRGHV LQ LWV KRS QHLJKERUKRRG ZKHQ Dr = 4
%ODFN QRGHV LQGLFDWH WKH VXEVHW RI QRGH i KRS QHLJKERUV WKDW LV
GHQVLW\ UHDFKDEOH IURP QRGH i
UDQJH ,Q SUDFWLFH ZH H[SHFW WKDW WKH FRPPXQLFDWLRQ
UDQJH LV JUHDWHU WKDQ WKH PHDVXUHPHQW UDQJH VR WKLV
DVVXPSWLRQ GRHV QRW YLRODWH WKH IXQGDPHQWDO SURSHUWLHV
RI RXU FOXVWHULQJ DOJRULWKP (DFK VFHQDULR LV XVHG ILYH
WLPHV RYHU GLIIHUHQW FRQQHFWLYLW\ OHYHOV (DFK WLPH WKH
FRQQHFWLYLW\ LV YDULHG E\ YDU\LQJ PD[LPXP PHDVXUHPHQW
UDQJH IURP  WR  LQ VWHSV RI  5HVSHFWLYH DYHUDJH
QRGH FRQQHFWLYLW\ LQ HDFK FDVH LV   
 DQG  :H QRWH WKDW HYHQ WKRXJK WKH DYHUDJH
FRQQHFWLYLW\ LV UHODWLYHO\ KLJK GHQVLW\ YDULDWLRQV LQ RXU
VLPXODWLRQ VFHQDULRV DUH VR KLJK WKDW LI PD[LPXP FRP
PXQLFDWLRQ UDQJH LQ RXU VLPXODWLRQV HTXDO WR PD[LPXP
PHDVXUHPHQW UDQJH LV OHVV WKDQ  DOO QRGHV DUH QRW
FRQQHFWHG WR WKH QHWZRUN )RU PRVW FDVHV WKH UHTXLUHG
PLQLPXP QXPEHU RI QRGHV SHU FOXVWHU LV VHW WR  7R
NHHS FRPPXQLFDWLRQ FRVW DQG FRPSXWDWLRQDO FRPSOH[LW\
ORZ HDFK QRGH FRQVLGHUV LWV KRS HQYLURQPHQW 2XU
VLPXODWLRQV DUH LPSOHPHQWHG ZLWK DQ LQKRXVH YHUVLRQ
RI 1HVO6LP >@ ZKLFK LV LPSOHPHQWHG LQ 3$56(&
7KH PDLQ UROH RI WKH 1HVO6LP HQYLURQPHQW LQ RXU ZRUN
LV WKH HQIRUFLQJ RI D GLVWULEXWHG LPSOHPHQWDWLRQ RI RXU
FOXVWHULQJ DOJRULWKP 7KH FRPSXWDWLRQ RI VKRUWHVW SDWKV
LV GRQH XVLQJ WKH )OR\G:DUVKDOO DOJRULWKP UXQQLQJ DW
HDFK QRGH
 &OXVWHU (YDOXDWLRQ 0HWULFV $V PHQWLRQHG LQ VHF
WLRQ ,,, QRGH GHQVLW\ YDULDWLRQ LV JLYHQ E\ WULDQJOH HGJH
OHQJWK VWDQGDUG GHYLDWLRQ LI FOXVWHU DUHD LV GLYLGHG LQWR
D VHW RI QRQRYHUODSSLQJ WULDQJOHV VXFK WKDW QRGHV ORFDWH
LQ WULDQJOH YHUWLFHV ,Q DGGLWLRQ WR QRGH GHQVLW\ YDULDWLRQ
DQG QXPEHU RI QRGHV SHU FOXVWHU ZH DUH FRPSXWLQJ
GHQVLW\ SHU FOXVWHU LQ WHUPV RI QRGHVm2 7R EH DEOH
WR FRPSXWH GHQVLW\ SHU FOXVWHU ZH PXVW GHILQH FOXVWHU
DUHD :H GR VR XVLQJ 'HODXQD\ WULDQJXODWLRQ
'HODXQD\ WULDQJXODWLRQ LV D VWDQGDUG WULDQJXODWLRQ
PHWKRG WKDW ZH IRXQG ZHOO VXLWDEOH IRU FOXVWHU WULDQ
JXODWLRQ %\ GHILQLWLRQ D 'HODXQD\ WULDQJXODWLRQ RI D
ILQLWH VHW RI SRLQWV LQ WKH SODQH LV D WULDQJXODWLRQ WKDW
PLQLPL]HV WKH VWDQGDUG GHYLDWLRQV RI WKH DQJOHV RI WKH
WULDQJOHV XVLQJ  GHJUHHV DV WKH PHDQ 7KXV 'HODXQD\
WULDQJXODWLRQ JLYHV DQ RSWLPDO SODQDU VXEGLYLVLRQ LQ
WHUPV RI VSDWLDO XQLIRUPLW\ 7KH 'HODXQD\ WULDQJXODWLRQ
LV UHODWHG WR 9RURQRL WHVVHOODWLRQ VXFK WKDW WKH FLUFOH
FLUFXPVFULEHG DERXW D 'HODXQD\ WULDQJOH KDV LWV FHQWHU
DW WKH YHUWH[ RI D 9RURQRL SRO\JRQ
:H WLH WKH GHILQLWLRQV RI FOXVWHU DUHD FOXVWHU GHQVLW\
DQG QRGH GHQVLW\ YDULDWLRQ LQWR 'HODXQD\ WULDQJXODWLRQ
'HILQLWLRQ  &OXVWHU DUHD LV D VXP RI FOXVWHU 'HODX
QD\ WULDQJOH DUHDV 7KH VXP RI 'HODXQD\ WULDQJOH DUHDV
LV HTXDO WR WKH DUHD RI WKH SRO\JRQ WKDW LV GHILQHG E\
RXWHUPRVW 'HODXQD\ WULDQJOH HGJHV
'HILQLWLRQ  &OXVWHU GHQVLW\ QRGHVm2 LV WKH QXP
EHU RI QRGHV LQ WKH FOXVWHU GLYLGHG E\ FOXVWHU DUHD
1RGH GHQVLW\ YDULDWLRQ LV FKDUDFWHUL]HG E\ UHODWLYH VWDQ
GDUG GHYLDWLRQ RI 'HODXQD\ WULDQJOH HGJHV
'HILQLWLRQ  5HODWLYH QRGH GHQVLW\ YDULDWLRQ LV 'H
ODXQD\ WULDQJOH HGJH OHQJWK VWDQGDUG GHYLDWLRQ LQ D
FOXVWHU GLYLGHG E\ DYHUDJH 'HODXQD\ WULDQJOH HGJH OHQJWK
LQ WKDW VDPH FOXVWHU
,W IROORZV IURP WKH GHILQLWLRQ WKDW D VPDOOHU UHODWLYH QRGH
GHQVLW\ YDULDWLRQ LQGLFDWHV KLJKHU GHJUHH RI XQLIRUPLW\
&OXVWHU VKDSH FDQ EH FKDUDFWHUL]HG E\ FRPSXWLQJ WKH
GLVWDQFH UDWLR WKDW LV PLQLPXP GLVWDQFH IURP SRO\JRQ
FHQWHU SRLQW WR QRGH LQ SRO\JRQ YHUWH[ SHU PD[LPXP
GLVWDQFH IURP SRO\JRQ FHQWHU SRLQW WR QRGH LQ SRO\JRQ
YHUWH[ &RPSDUHG WR WKH D[LDO UDWLR LQ HOOLSVH ILWWLQJ
GLVWDQFH UDWLR JLYHV ZRUVW FDVH UDWLR 7KUHH H[DPSOHV RI
FOXVWHU 'HODXQD\ WULDQJXODWLRQ DUH LOOXVWUDWHG LQ )LJXUH 
 ([DPLQLQJ &OXVWHU 8QLIRUPLW\ 7KH ILUVW H[SHUL
PHQW ZDV WR HYDOXDWH WKH QRGH GHQVLW\ YDULDWLRQ LQ FOXV
WHUV ZKHQ GLVWDQFH PHDVXUHPHQWV DUH DVVXPHG QRLVHOHVV
7KH GHQVLW\ UHDFKDELOLW\ SDUDPHWHU Dr DQG WKH UHTXLUHG
PLQLPXP FOXVWHU VL]HV DUH ERWK VHW WR  )LJXUH  VKRZV
WKDW 7$6& RXWFRPH UHPDLQV FRQVLVWHQW ZKHQ WKH QHWZRUN
FRQQHFWLYLW\ WKH DYHUDJH QXPEHU RI QHLJKERUVQRGH
YDULHV EHWZHHQ  DQG  7KLV FRQVLVWHQF\ LV H[SHFWHG
EHFDXVH FRQQHFWLYLW\ LV YDULHG E\ YDU\LQJ PD[LPXP
PHDVXUHPHQW UDQJH EXW QRGHV DUH QRW PRYLQJ 7KH
DYHUDJH RI 'HODXQD\ WULDQJOH HGJHV VWDQGDUG GHYLDWLRQ
SHU FOXVWHU SHUFHQWDJH RI WKH DYHUDJH 'HODXQD\ WULDQJOH
HGJH OHQJWK SHU FOXVWHU FRPSXWHG IURP  FOXVWHUV
RXWFRPH LV   DQG WKH UHVSHFWLYH VWDQ
GDUG GHYLDWLRQ LV  &RPSDULVRQ EHWZHHQ XQGHUO\LQJ
QHWZRUN QRGH GHQVLW\ YDULDWLRQ DQG WKH QRGH GHQVLW\
YDULDWLRQ LQ LWV FOXVWHUV LV LOOXVWUDWHG LQ )LJXUH  )RU HDFK
QRGH FRQILJXUDWLRQ 6FHQDULR  WKH VWDQGDUG GHYLDWLRQ
RI WKH 'HODXQD\ WULDQJOH HGJHV RI WKH ZKROH QHWZRUN DQG
WKH DYHUDJH RI WKDW SDUWLFXODU QHWZRUN FOXVWHUV 'HODXQD\
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)LJ  7KUHH H[DPSOHV RI FOXVWHU 'HODXQD\ WULDQJXODWLRQ 5HODWLYH VWDQGDUG GHYLDWLRQ RI 'HODXQD\ WULDQJOH HGJH OHQJWKV LV D  E
 DQG F  &OXVWHU GLVWDQFH UDWLR LV D  E  DQG F  6LQFH QRGH ORFDWLRQV LQ WKH FRQYH[ KXOO DUH H[DFWO\ WKH VDPH LQ
FOXVWHUV E DQG F WKH YDOXHV RI FOXVWHU DUHD GLVWDQFH UDWLR DUH VDPH LQ ERWK FOXVWHUV EXW GLIIHUHQFH LQ UHODWLYH WULDQJOH HGJH OHQJWK VWDQGDUG
GHYLDWLRQ LQGLFDWHV WKDW QRGHV DUH PRUH HYHQO\ VSDFHG LQ FOXVWHU F




























)LJ  $YHUDJH QXPEHU RI FOXVWHUV XSSHU VROLG OLQH DQG DYHUDJH
QXPEHU RI QRGHV SHU FOXVWHU ORZHU GDVKHG OLQH 6WDQGDUG GHYLDWLRQ
LV VKRZQ E\ HUURUEDUV
WULDQJOH HGJHV VWDQGDUG GHYLDWLRQ LV VKRZQ 7KH UHVXOW
VKRZV REYLRXV LPSURYHPHQW LQ WKH GHJUHH RI XQLIRUPLW\
WKXV YHULI\LQJ WKDW 7$6& LV DEOH WR FOXVWHU JOREDOO\ QRQ
XQLIRUP QHWZRUN LQWR VPDOOHU XQLIRUP QRGH FRQILJXUD
WLRQV WKDW H[LVW LQ WKH QHWZRUN 6LQFH D QRQXQLIRUP
QHWZRUN LQFOXGHV ODUJH GHQVLW\ YDULDWLRQV DQG 7$6&
JURXSV QHDUE\ QRGHV WRJHWKHU WKH FOXVWHU VL]H LQ WHUPV RI
QXPEHU RI QRGHV DQG LQ WHUPV RI FOXVWHU DUHD LV LQYHUVHO\
SURSRUWLRQDO WR FOXVWHU GHQVLW\ OLNH LOOXVWUDWHG LQ )LJXUH
E 2XU VLPXODWLRQ YHULILHV WKH H[LVWHQFH RI WKDW WUHQG
DQG LW LV VKRZQ LQ )LJXUH  7KH RYHUDOO DYHUDJH FOXVWHU
GLVWDQFH UDWLR FRPSXWHG IURP  FOXVWHUV LV  DQG
UHVSHFWLYH VWDQGDUG GHYLDWLRQ LV  7KRVH YDOXHV DUH
HQRXJK WR VKRZ WKDW ZH DUH QRW HQGLQJ XS ZLWK IODW QRGH
FKDLQ W\SH RI FOXVWHUV
 &OXVWHU 6L]HV DQG 'HQVLW\ 5HDFKDELOLW\ ,QWXLWLYHO\
RQH ZRXOG H[SHFW WKH DYHUDJH FOXVWHU VL]H LQFUHDVH ZLWK
LQFUHDVLQJ PHDVXUHPHQW UDQJH VLQFH WKH DUHD RI WKH 2






























)LJ  &RPSDULVRQ EHWZHHQ UHODWLYH QRGH GHQVLW\ YDULDWLRQ LQ WKH
QHWZRUN DQG WKH DYHUDJH RI WKH UHODWLYH QRGH GHQVLW\ YDULDWLRQ LQ
QHWZRUN FOXVWHUV 'HODXQD\ WULDQJOH HGJH OHQJWK VWDQGDUG GHYLDWLRQ LV
UHSUHVHQWHG DV D SHUFHQWDJH RI WKH DYHUDJH HGJH OHQJWK SHU FOXVWHU
KRS QHLJKERUKRRG LQFUHDVHV ,QVWHDG WKH DYHUDJH FOXVWHU
VL]H UHPDLQV FRQVWDQW EHWZHHQ  DQG  QRGHV LQ HDFK
RI WKH WHVWHG FDVHV DV LOOXVWUDWHG LQ )LJXUH  7KLV LV
HQIRUFHG E\ WKH GHQVLW\ UHDFKDELOLW\ )RU HDFK QRGH i
WKH VXEJURXS RI QRGH i 2KRS QHLJKERUV VHH )LJXUH 
GHSHQGV RQ QRGH GHQVLW\ UDQJH (DFK QRGH FRPSXWHV
LWV GHQVLW\ UDQJH EDVHG RQ FRQVWDQW SDUDPHWHU Dr WKDW
LV JLYHQ D SULRUL ,I WKH YDOXH RI Dr LV NHSW FRQVWDQW
FKDQJHV LQ PD[LPXP PHDVXUHPHQW UDQJH GR QRW FKDQJH
WKH GHQVLW\ UHDFKDEOH VXEVHWV VHH LOOXVWUDWLRQ LQ )LJXUH
 EHFDXVH WKH XQGHUO\LQJ QRGH FRQILJXUDWLRQ UHPDLQV
WKH VDPH :LWK QR FRQWURO RQ WKH HYHQWXDO FOXVWHU GHQVLW\
SURSHUWLHV WKH FOXVWHU VL]HV LQFUHDVH ZLWK PHDVXUHPHQW
UDQJH
$V WKH GHQVLW\ UDQJH EHJLQV WR DSSURDFK WKH PD[LPXP
PHDVXUHPHQW UDQJH RI WKH QRGH WKH HIIHFW RI GHQVLW\
UHDFKDELOLW\ GHFD\V WR WKH SRLQW ZKHUH LW FDQQRW GLIIHU
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)LJ  7$6& FOXVWHU QRGHV VXFK WKDW GHQVLW\ YDULDWLRQV LQ HDFK
FOXVWHU DUH VPDOOHU WKDQ GHQVLW\ YDULDWLRQV LQ WKH ZKROH QHWZRUN $V D
FRQVHTXHQFH FOXVWHU VL]H LV VPDOOHU LQ GHQVH DUHDV EXW EHFRPHV ELJJHU
LQ VSUDVH DUHDV FRPSDUH WR )LJXUH E (DFK GRW LQ WKH ILJXUH VKRZV
WKH QXPEHU RI QRGHV SHU FOXVWHU DQG UHVSHFWLYH GHQVLW\ SHU FOXVWHU
7KH RYHUDOO VKDSH YHULILHV LQYHUVH SURSRUWLRQDOLW\ EHWZHHQ DUHD SHU
FOXVWHU DQG GHQVLW\ SHU FOXVWHU
HQWLDWH DPRQJ GHQVLW\ YDULDWLRQV LQ WKH YLFLQLW\ RI WKH
QRGH 7KH VL]H RI WKH KRS HQYLURQPHQW KRZ PDQ\ KRSV
ZKHUH HDFK QRGH H[HFXWHV WKH DOJRULWKP FRQWUROV WKH
XSSHU ERXQG RI WKH FOXVWHU VL]H :LWKLQ WKH FKRVHQ KRS
HQYLURQPHQW WKDW LV 2 KRSV LQ RXU VLPXODWLRQV GHQVLW\
UHDFKDELOLW\ IXUWKHU OLPLWV WKH FOXVWHU VL]H VLQFH HDFK QRGH
GHQVLW\ UDQJH LV WKH XSSHU ERXQG RI GLVWDQFH YDULDWLRQV
WKDW QRGH DFFHSWV LQWR LWV GHQVLW\ UHDFKDEOH VHW 7KXV
ELJJHU YDOXH RI Dr LQFUHDVHV QRGH GHQVLW\ UDQJHV :KHQ
WKH QRGH GHQVLW\ UDQJH DSSURDFKHV WKH PD[LPXP PHD
VXUHPHQW UDQJH WKH VHW RI GHQVLW\ UHDFKDEOH QRGHV DS
SURDFKHV WKH HQWLUH 2KRS QHLJKERUKRRG RI WKH QRGH $V D
FRQVHTXHQFH FOXVWHU VL]H LQFUHDVHV DQG WKH UHVROXWLRQ LQ
ZKLFK DFFXUDF\ 7$6& FOXVWHU WKH QHWZRUN ZLWK UHVSHFW
WR ORFDO XQLIRUPLW\ EHFRPHV ZHDNHU
$ &OXVWHULQJ LQ WKH 3UHVHQFH RI 0HDVXUHPHQW 1RLVH
7KH PHDVXUHPHQW QRLVH LV PRGHOHG DV DGGLWLYH QRLVH
IROORZLQJ D ZKLWH *DXVVLDQ GLVWULEXWLRQ WKDW WKH VWDQGDUG
GHYLDWLRQ RI ZKLFK LV HQWHUHG DV D SHUFHQWDJH RI WKH
PHDVXUHG GLVWDQFH 7KH HIIHFWV RI PHDVXUHPHQW QRLVH RQ
FOXVWHU VL]H DQG FOXVWHU XQLIRUPLW\ DUH VKRZQ LQ )LJXUH
 :H DUH DEOH WR REWDLQ FRQVLVWHQW FOXVWHU VL]HV ZLWK
XS WR VXFK QRLVH OHYHO ZKHUH DGGLWLYH QRLVH VWDQGDUG
GHYLDWLRQ LV  RI PHDVXUHG GLVWDQFH $ GUDPDWLF
FKDQJH LQ WKH FOXVWHU VL]H FRQVLVWHQF\ RFFXUV ZKHQ WKH
QRLVH VWDQGDUG GHYLDWLRQ LV LQFUHDVHG XS WR  RI
PHDVXUHG GLVWDQFH 7KHQ FOXVWHU VL]H YDULDWLRQ LQ WHUPV
RI QXPEHU RI QRGHV SHU FOXVWHU EHFRPHV KXJH LQGLFDWLQJ
WKDW DOJRULWKP LV QRW DEOH WR ILQG GHQVLW\ YDULDWLRQV ZLWK





















































)LJ  0HDVXUHPHQW QRLVH HIIHFW WR FOXVWHU VL]H DQG FOXVWHU
XQLIRUPLW\ 8SSHU ILJXUH VKRZV FOXVWHU VL]H DQG FOXVWHU VL]H VWDQGDUG
GHYLDWLRQ ORZHU ILJXUH DYHUDJH 'HODXQD\ WULDQJOH HGJH VWDQGDUG
GHYLDWLRQ SHUFHQWDJH RI DYHUDJH 'HODXQD\ WULDQJOH HGJH OHQJWK LQ
HDFK FOXVWHU DQG DYHUDJH RI 'HODXQD\ WULDQJOH VWDQGDUG GHYLDWLRQV
RYHU DOO QHWZRUN VFHQDULRV FRPSDUH WR )LJXUH 
UHDVRQDEOH DFFXUDF\ 7KH FKDQJH LV VKRZQ E\ HUURUEDUV
WKDW LQGLFDWH FOXVWHU VL]H VWDQGDUG GHYLDWLRQ LQ )LJXUH 
'HQVLW\ YDULDWLRQ LQ FOXVWHUV VWD\V EHORZ ZKROH QHWZRUN
DYHUDJH FRPSDUH WR )LJXUH  EXW )LJXUH  VKRZV
WKDW WKH UHODWLYH GHQVLW\ YDULDWLRQ LQ FOXVWHUV DSSURDFKHV
QHWZRUN DYHUDJH VXFK WKDW UHODWLYH GHQVLW\ YDULDWLRQ LQ
FOXVWHUV LV QRW UHPDUNDEO\ VPDOOHU WKDQ LW LV LQ WKH ZKROH
QHWZRUN LI QRLVH VWDQGDUG GHYLDWLRQ H[FHHGV  RI
PHDVXUHG GLVWDQFH :KHQ WKH QRLVH VWDQGDUG GHYLDWLRQ
ZDV LQFUHDVHG XS WR  RI PHDVXUHG GLVWDQFH 7$6&
IDLOHG WR SURGXFH VHSDUDWH FOXVWHUV LQ  RI VLPXODWHG
QHWZRUN VFHQDULRV
9, ',6&866,21
'HVSLWH WKH HQFRXUDJLQJ UHVXOWV RQ WKH EHKDYLRU RI
7$6& ZH DFNQRZOHGJH WKDW WKHUH DUH PXOWLSOH LVVXHV WR
FRQVLGHU LQ UHDOLVWLF GHSOR\PHQWV )LUVW WKH SDUDPHWHUV RI
7$6& VKRXOG EH DGDSWHG WR ILW WKH SDUWLFXODU DSSOLFDWLRQ
QHHGV 7KH RSWLRQ RI D QRGH UXQQLQJ PXOWLSOH LQVWDQFHV
RI 7$6& ZLWK GLIIHUHQW SDUDPHWHUV LV ZRUWK RI H[SORULQJ
6HFRQG WKH WLPLQJ SDUDPHWHUV RI WKH DOJRULWKP VKRXOG EH
PRUH ULJRURXVO\ GHILQHG WR FRPSO\ ZLWK DQ DFWXDO GHSOR\
PHQW )RU VRPH V\VWHPV ZKHUH LQFUHPHQWDO GHSOR\PHQW
PDNHV VHQVH WKH OHDGHU HOHFWLRQ PHFKDQLVPV QHHG WR EH
DGDSWHG WR VXSSRUW WKH DGGLWLRQ DQG VXEWUDFWLRQ RI QRGHV
IURP WKH QHWZRUN %DVHG RQ RXU H[SHULHQFH IURP WKH
VLPXODWLRQ EHKDYLRU DQG RXU HIIRUWV WR EXLOG D VFDODEOH
VHQVRU QHWZRUN WHVWEHG ZH EHOLHYH WKDW WKHVH FKDQJHV
DUH SRVVLEOH ,Q DGGLWLRQ WR WKH IHDWXUHV GHVFULEHG KHUH
ZHLJKW FRPSXWDWLRQ LQ 7$6& FDQ UHYHDO LPSRUWDQW SURS
HUWLHV RI D QHWZRUN WRSRORJ\ WKDW VKRXOG EH IXUWKHU LQYHV
WLJDWHG (YHQ WKRXJK ZH PDGH WKH DVVXPSWLRQ WKDW HDFK
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QRGH FRQVLGHUV LWV 2KRS QHLJKERUKRRG LW LV SRVVLEOH WR
JHQHUDOL]H WKH DOJRULWKP VXFK WKDW HDFK QRGH FRQVLGHUV LWV
nKRS QHLJKERUKRRG IRU DQ\ FKRLFH RI n +RZHYHU WKH
JHQHUDOL]DWLRQ WR nKRS HQYLURQPHQW UHTXLUHV SRVVLEOH
FKDQJHV WR GHQVLW\ UHDFKDELOLW\ FULWHULD DQG LI WKH VL]H
RI WKH KRS HQYLURQPHQW LQFUHDVHV DOVR FRPSXWDWLRQ DQG
FRPPXQLFDWLRQ FRVWV LQ HDFK QRGH ZLOO LQFUHDVH
9,, &21&/86,216 $1' )8785( :25.
2XU HYDOXDWLRQ KDV VKRZQ WKDW E\ XVLQJ WKH QRYHO
FRPELQDWLRQ RI ZHLJKWV DQG GHQVLW\ UHDFKDELOLW\ 7$6&
DFKLHYHV WKH GHVLUHG EHKDYLRU ,W FDQ GHFRPSRVH ODUJH
QRQXQLIRUP QHWZRUNV LQWR VPDOOHU ORFDOO\ XQLIRUP FOXV
WHUV 6LPXODWLRQV ZLWK QRLVH LQGLFDWH WKDW 7$6& WROHUDWHV
QRLV\ GLVWDQFH PHDVXUHPHQWV XS WR OHYHO ZKHUH WKH
VWDQGDUG GHYLDWLRQ RI *DXVVLDQ QRLVH LV  RI PHD
VXUHG GLVWDQFH ,Q DGGLWLRQ WR WKH SUHYLRXVO\ PHQWLRQHG
DSSOLFDWLRQV WKH GLVWULEXWLRQ RI ZHLJKWV LQVLGH D QHWZRUN
FDQ DOVR EH XVHG DV DQ LQGLFDWRU IRU VSDWLDO UHJXODULW\
LQ D VSHFLILF GHSOR\PHQW 2QH SRVVLEOH UHVHDUFK DYHQXH
ZRXOG EH WR GHYHORS DQG DOJRULWKP IRU PDNLQJ ORFDOL]HG
GHFLVLRQV RQ KRZ QRGHV VKRXOG UHSRVLWLRQ WKHPVHOYHV
WR LPSURYH VDPSOLQJ XQLIRUPLW\ $QRWKHU SRVVLELOLW\ LV
WR UHSHDW WKH ZHLJKWEDVHG HOHFWLRQ SURFHVV WR FRQVWUXFW
KLHUDUFKLHV 7KH LQLWLDO UHVXOWV DUH HQFRXUDJLQJ DQG VXJ
JHVW WKH PRUH ULJRURXV HYDOXDWLRQ RI 7$6& QHHGV LQ
PRUH UHDOLVWLF GHSOR\PHQW VHWWLQJV $V SDUW RI RXU IXWXUH
ZRUN ZH SODQ WR WHVW 7$6& LQ WKH FRQWH[W RI RXU '
WHVWEHG 7KH WZR LPPHGLDWH XVHV RI 7$6& LQ RXU QRGH
WHVWEHG LV WR DVVLVW ZLWK DGKRF QRGH ORFDOL]DWLRQ DQG
LQ UDGLR IUHTXHQF\ DOORFDWLRQ WKURXJK WKH PHDQLQJIXO
VSDWLDO GHFRPSRVLWLRQ RI D GHQVH =LJEHH QHWZRUN
$&.12:/('*0(17
7KLV ZRUN ZDV SDUWLDOO\ IXQGHG E\ WKH 1DWLRQDO 6FL
HQFH )RXQGDWLRQ DZDUG  DQG E\ VFKRODUVKLSV
IURP 1RNLD )RXQGDWLRQ DQG (PLO $DOWRQHQ )RXQGDWLRQ
5()(5(1&(6
>@ ' *DQHVDQ 6 5DWQDVDP\ + :DQJ DQG ' (VWULQ &RSLQJ
ZLWK LUUHJXODU VSDWLRWHPSRUDO VDPSOLQJ LQ VHQVRU QHWZRUNV LQ
3URFHHGLQJV RI 6HFRQG :RUNVKRS RQ +RW 7RSLFV LQ 1HWZRUNV
+RW1HWV,, 1RYHPHEHU 
>@ 6 3DWWHP % .ULVKQDPDFKDUL DQG 5 *RYLQGDQ 7KH ,PSDFW RI
6SDWLDO &RUUHODWLRQ RQ 5RXWLQJ ZLWK &RPSUHVVLRQ LQ :LUHOHVV
6HQVRU 1HWZRUNV 3URFHHGLQJV RI WKH 7KLUG ,QWHUQDWLRQDO 6\PSR
VLXP RQ ,QIRUPDWLRQ 3URFHVVLQJ LQ 6HQVRU 1HWZRUNV ,361¶
$SULO     %HUNHOH\ &DOLIRUQLD 86$
>@ 6 %DVDJQL 'LVWULEXWHG &OXVWHULQJ IRU $G +RF 1HWZRUNV ,QWHU
QDWLRQDO 6\PSRVLXP RI 3DUDOOHO $UFKLWHFWXUHV $OJRULWKPV DQG
1HWZRUNV ,63$1¶ )UHPDQWOH $XVWUDOLD -XQH  
>@ $ ' $PLV 5 3UDNDVK 7 + 3 9XRQJ ' 7 +X\QK 0D[0LQ
'&OXVWHU )RUPDWLRQ LQ :LUHOHVV $G +RF 1HWZRUNV 3URFHHGLQJV
RI ,((( ,1)2&20 
>@ 6 %DQG\RSDGK\D\ ( - &R\OH $Q (QHUJ\ (IILFLHQW +LHUDUFKLFDO
&OXVWHULQJ $OJRULWKP IRU :LUHOHVV 6HQVRU 1HWZRUNV 3URFHHGLQJV
RI ,((( ,1)2&20 
>@ 2 <RXQLV 6 )DKP\ 'LVWULEXWHG &OXVWHULQJ LQ $GKRF 6HQVRU
1HWZRUNV $ +\EULG (QHUJ\(IILFLHQW $SSURDFK 3URFHHGLQJV RI
,((( ,1)2&20 
>@ 0F4XHHQ - % 6RPH 0HWKRGV IRU &ODVVLILFDWLRQ DQG $QDO\VLV
RI 0XOWLYDULDWH 2EVHUYDWLRQV 3URFHHGLQJV RI WKH )LIWK 6\PSR
VLXP RQ 0DWK 6WDWLVWLFV DQG 3UREDELOLW\ SS  
>@ .DQXJR 7 0RXQW ' 0 1HWDQ\DKX 1 6 3LDWNR & ' 6LO
YHUPDQ 5 :X $ < $ /RFDO 6HDUFK $SSUR[LPDWLRQ $OJRULWKP
IRU N0HDQV &OXVWHULQJ 3URF RI WKH WK $QQXDO $&0 6\PS
RQ &RPSXWDWLRQDO *HRPHWU\  
>@ *KLDVL 6 6ULYDVWDYD $ <DQJ ; 6DUUDI]DGHK 0 2SWLPDO
(QHUJ\ $ZDUH &OXVWHULQJ LQ 6HQVRU 1HWZRUNV 6HQVRUV  

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Abstract: Reference broadcast-based time synchronisation protocols are appreciated by the wireless sensor network community
for their low-power demands. The underlying time relation characteristics of the broadcast-based time synchronisation schemes
are prone to the effects resulting from the time record correlations. The recursive equivalents of the existing time synchronisation
methods have large clock skew estimation error variance since these methods ignore the effect of correlation. In this study, the
authors propose a novel recursive clock synchronisation algorithm based on a time relation model that reﬂects the effect of
correlation. The authors utilise the maximum likelihood estimator to reach an asymptotically consistent and efﬁcient clock
skew estimator. The authors theoretically evaluate the performance of the developed estimator and compare it with the
existing ones. Of the methods studied, the proposed estimator achieved the smallest estimation error variance. Experimental
validation suggests an accuracy of less than one tick at synchronisation instants for a 6 h experiment.
1 Introduction
A common notion of time in a distributed system such as a
wireless sensor network (WSN) is crucial for applications
requiring either synchronous execution or chronologically
ordered information. For example, applications involving
distributed localisation, tracking, security and structural
health monitoring have such requirements. Moreover, some
medium access methods such as time division multiple
access and energy management methods requiring radio
duty cycling can only be used with time synchronised
networks.
Each individual sensor in the network has a source of time,
a clock, which is essentially a counter driven by a low-cost
uncompensated crystal oscillator [1]. The time report of
such a clock is different than the actual time because of the
‘time offset, clock skew (frequency offset), frequency drift
and wideband noise’, known as the ‘time error model’ [2].
Time offset is the difference between the time report and
the actual time at a reference instant. The clock skew,
frequency drift and wideband noise are mainly due to the
non-ideal output of the driving oscillator. Clock skew
represents short-term frequency deviations, and frequency
drift represents long-term frequency deviations owing to
ageing, temperature or supply variations. The wideband
noise is analogous to Brownian motion, which is modelled
as a Wiener process [3]. This process has statistically
independent and bounded variance non-overlapping
increments, such that two distinct samples of this process
are correlated and the variance of the samples grows
unbounded over time. For short-term analysis, the time
error is usually modelled without frequency drift [2]. The
time error of a clock, (C2), which is due to time offset and
clock skew, is shown in Fig. 1a.
The relationship between an unknown clock and a
reference clock is also modelled by the time offset, clock
skew and wideband noise (the frequency drift is neglected)
of each clock, known as the ‘time relation model’ [4]. The
unknown clock can be identiﬁed by estimating the time
offset and clock skew using the time reports sampled at the
same time instants, as depicted in Fig. 1a. The
compensation for the time offset allows instantaneous
synchronisation by masking the effect of other parameters,
whereas the synchronous operation is maintained by
identifying and correcting the clock skew [5]. Therefore the
time synchronisation problem involves determining and
compensating for the clock skew after measuring the time
difference at a ﬁxed reference instant.
The exchange of time reports over a wireless medium
introduces additional uncertainty in the received time
information owing to communication delay [4], as
illustrated in Fig. 1b. The non-deterministic portion of the
communication delay is usually considered additive to
wideband noise, whereas the deterministic portion
contributes to the time offset in the time relation model. In
other words, the time relation model has a joint noise
process composed of communication delay and joint
wideband noise of the clocks. Assuming that the time jitter
owing to wireless communication is dominant, the only
noise source in the model is communication delay [1]. This
assumption can be validated by comparing the second-order
statistics of bounded variance processes. In case the
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variance of the wideband noise process increases in time, the
upper bound of the variance must be much less than the
variance of the communication delay. Since the time reports
have ﬁnite variance disjoint increments, the reference
instant of the time reports deﬁnes the noise process of the
time relation model. Consequently, the communication
delay can be assumed to be the dominant noise source if
the reference instant can be altered; otherwise, both noise
sources must be taken into account.
In general, the network-wide time synchronisation is
achieved by a combination of [1, 6]
1. A clock synchronisation algorithm: These algorithms
usually estimate the time offset and clock skew based on
the local and received time reports [4].
2. A messaging protocol to exchange the time reports among
the sensors: These protocols can be classiﬁed as ‘handshake’-
[7–9] and ‘broadcast’ [5, 10]-based protocols, where,
chronologically, the latter preceded the former.
The handshake-based protocols implicitly or explicitly use
the time relation model of the network time protocol [7]. A
node in the network initiates the handshake by requesting
the time report of the reference clock, and then waiting for
the response, as depicted in Fig. 1c. The unknown clock is
identiﬁed by using the time increments with respect to the
handshake initiation instant. Since the duration of one
handshake is small, the communication delay can be
assumed to be the dominant noise source. On the other
hand, broadcast-based protocols operate based on periodic
time report broadcasts of the reference clock, as shown in
Fig. 1d. The time report broadcasts are referenced to an
absolute instant, which may or may not be altered by the
synchronisation algorithm. Therefore the time relation
model for the broadcast-based messaging schemes in
general has two noise sources.
Regardless of the underlying messaging scheme, the time
difference between the clocks can be kept within required
limits by frequently exchanging the time reports and by
compensating for the time offset. The number of
transmissions, however, is restrained by the energy
constraints of the WSN applications. Pottie and Kaiser [11]
demonstrated that the energy required to transmit 1 kb over
100 m is equivalent to the energy required to execute
3 million instructions. This observation has led to the
design of broadcast-based protocols along with
computationally more complex clock synchronisation
algorithms to decrease the number of required transmissions
[5, 10, 12, 13]. However, the scarce computational and
storage capabilities of sensors limit the practically
applicable class of algorithms.
The batch least square estimator (LSE) is usually utilised
for clock skew estimation using reference broadcasts [5,
10]. This method requires storing a table of received and
local time reports in the memory to ﬁt a line in least-square
sense, which demands a signiﬁcant amount of memory and
computational resources. It is well known that this estimator
is not efﬁcient for a correlated measurement set [14], that
is, the estimation error variance is higher than the lower
bound. Yet, for a predetermined table size, the estimation
error variance can be kept within limits. On the other hand,
the memory and computational requirements are relaxed for
the recursive LSE, but it performs poorly when utilised
directly for clock skew estimation owing to correlations in
the time records. Therefore the effect of time record
correlations on the clock skew estimate should be overcome
to reach a realisable recursive estimation algorithm.
Consequently, the development of such a clock
Fig. 1 Time relation model for different synchronisation scenarios
a Relation between the time reports of C1 and C2
b Effect of wireless communication delay, d, on the relation between the time reports of C1 and C2
c Time relation of the handshake-based time synchronisation schemes
d Time relation of the reference broadcast-based time synchronisation schemes
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synchronisation algorithm for a time relation model of
reference broadcast schemes motivates this study.
The time relation model for broadcast-based schemes has
two noise sources: the joint wideband noise and the
communication delay. The effect of wideband noise on the
time relation model can only be observed by considering
the output of the oscillators. A practical oscillator output has
a frequency spectrum spread around localised tones rather
than only at discrete frequencies owing to random
perturbations in electronic devices. For synchronisation
purpose, it is sufﬁcient to model the oscillator output for
uncorrelated perturbation sources, which is already shown to
exhibit Wiener process behaviour [3]. The oscillator output
essentially deﬁnes the time error and the time relation
models. Consequently, we develop the time relation model
based on the oscillator model proposed by Demir et al. [3],
before considering the effects of wireless communication.
In this paper, we propose a novel recursive clock
synchronisation algorithm for reference clock broadcasts.
The algorithm is based on a time relation model that
captures the characteristics of the oscillator output and
communication delay. For this purpose, we ﬁrst
demonstrate the relationship between the oscillator output
model in the study by Demir et al. [3] and time error model
in the study by Allan [2] for the basic time measurement
system. Second, we introduce a reference-triggered time
relation model, which requires perfectly synchronised
recording of the time reports at predetermined intervals of
the reference clock. Third, we introduce an external-
triggered time relation model for recording the time reports
via an external trigger, which is a generalised version of the
reference-triggered model. We show that the time relation
model of the reference broadcasts, including the wireless
communication delay, is equivalent to the external-triggered
time relation model. Finally, we overcome the shortcomings
of the least squares (LS)-based clock skew estimator by
proposing a novel maximum likelihood (ML) based
estimator, which is known to be asymptotically consistent
and efﬁcient [14]. The ML estimate is used to reach a
practically realisable recursive clock skew estimation
algorithm based on the external-triggered time relation model.
The rest of the paper is organised as follows. The
frequently used symbols throughout the paper are tabulated
in Table 1. In Section 2, we provide an overview of the
related work. In Section 3, we review the oscillator and
time error models and introduce the basic time
measurement system. In Section 4, we introduce the time
relation models and develop the recursive skew estimator.
In Section 5, we compare the performance of the recursive
estimator for the externally triggered, incremental time
relation model with various skew estimators. In Section 6,
the equivalence of external-triggered time relation model
and the time relation model for reference clock broadcasts
is shown. In Section 7, some practical issues and their
solutions are addressed. In Section 8, the developed theory
is evaluated experimentally.
2 Related work
In this section, we review the related time synchronisation
algorithms. The details of messaging protocols are not
within the scope of this paper. The interested reader is
referred to works [1, 4, 6] in the reference list and the
references therein for a complete overview of the time
synchronisation methods for WSN.
The reference broadcast-based time synchronisation
protocols for WSN are mostly derived from the studies by
Elson et al. [5] and Maroti et al. [10], which are
incorporated with an LS linear regression-based clock
synchronisation algorithm. It is experimentally demonstrated
that the length of the regression table must be determined by
considering the spacing between the entries in the table and
the desired level of synchronisation accuracy [13, 15]. In this
paper, we show that the entries in the regression table are
statistically correlated since the received and local time
reports reference an absolute instant. Furthermore, applying
the LS linear regression to a set of correlated time values
yields a large estimation error variance. Also, we show that
the skew estimation error variance is a linear function of the
spacing between measurement instants.
A recent study uses two oscillators for time synchronisation
[16]: a low-frequency and stable oscillator accompanied by a
Table 1 Major notations
t Actual time




a clock skew ratio
aˆ clock skew ratio estimate. aˆ(N) is the clock skew estimate usingN time reports. a˜(N) denotes the clock skew ratio estimation error
at Nth estimate
Ci the ith clock. C1 is the reference clock; C2 is the unknown clock
Oi the oscillator driving Ci
Zi the counter realising Ci
df
i skew of clock Ci
eij the time error at jth transition of the oscillator driving Ci
c the oscillator variance constant. c1 is the variance constant of C1, c2 is the variance constant of C2
T i the period of the oscillator driving Ci . T i0 denotes the nominal period of the oscillator, T i = T i0/(1+ dfi )
m the value ofZ1 at arbitrary time t.mj is the value ofZ1 associated with the jth sampling instant. mˆj is the backward difference ofZ1
values at successive sampling instants, mˆj =mj −mj−1 and mˆ1 = m1
k the value of Z2 at arbitrary time t. kj is the value of Z2 associated with the jth sampling instant. kˆj is backward difference of Z2
values at successive sampling instants, kˆj = kj − kj−1 and kˆ1 = k1
Ci the time report of Ci at arbitrary time t. C1 is the time report of the reference clock, C1; C2 is the time report of the clock C2. Cij is the
time report of Ci at t ¼ tj. Cˆ ij is the backward difference of the time reports, where Cˆ ij = Cij − Cij−1 and Cˆ i1 = Ci1
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high-frequency oscillator. The low-frequency oscillator
generates stable and low-power ticks for a low-granularity
clock, while the high-frequency oscillator ﬁlls these ticks
with high granularity phase information. The achieved
synchronisation accuracy is much higher and the power
requirement is much lower when compared with the results
from the study by Maroti et al. [10]. In this paper, we show
that this improvement is due to the implementation detail of
resetting the high resolution counter for each low-frequency
tick, which practically corresponds to the reference-
triggered time relation model operating on time report
increments.
As stated above, the time error originates from the non-
ideal behaviour of the oscillators. This observation has
prompted Freris et al. [17] to study a stochastic time
relation model while including the observed time report
correlations in the clock skew model. The proposed model
is used for developing a pair-wise synchronisation
algorithm for a handshake-based messaging scheme. The
proposed model in the study by Freris et al. [17] is similar
to the model we reach by adapting the oscillator model by
Demir et al. [3].
The fundamental limits on synchronising network clocks
was recently studied by Freris et al. [18]. They
demonstrated theoretically that the clock skew can be
determined arbitrarily well for a handshake-based time
report exchange scheme, as earlier demonstrated
experimentally in a study by Veitch et al. [19]. In this
study, we avoid handshake-based time report exchanges
owing to energy constraints.
In this study, we assume that stochastic wireless
communication delay is an additive white Gaussian noise
(AWGN) process. However, it is possible to model this
delay component via exponential distribution [20, 21]. The
developed recursive algorithm can be adapted for
exponential delays by making straightforward modiﬁcations.
In a study by Sari et al. [20], a simultaneous estimation of
time offset and skew using the broadcast messages is
proposed. However, the developed estimator is a batch-joint
ML estimator and Gibbs sampler, and the underlying
measurement model does not consider the correlations in
the time reports.
3 Basic clock model
3.1 Oscillator model
An oscillator can be modelled as a non-linear autonomous
system x˙(t) = f (x(t)), which has a non-trivial solution
xs(t) ¼ xs(t+ T ) with period T. This non-linear system is
perturbed by a small amount to analyse the dynamics. We
are interested in perturbations in the form
x˙(t) = f (x(t))+ b(t) (1)
The solution to this inhomogeneous differential equation is
shown by Demir et al. [3]
xp(t) = xs(t + a(t)) (2)
where a(t) is deﬁned as ‘phase deviation’. If the perturbation
is a linear combination of uncorrelated white noise sources,
a(t) is a Gaussian process [3], a(t) N (m, s2(t)).
It is possible to show that the mean of the phase deviation is
constant, whereas the variance grows linearly in time [3]
s2(t) = ct (3)
where c is the empirical oscillator constant.
It has also already been shown that the phase deviation at
different time instants is correlated, but jointly Gaussian [3].
The covariance of the phase deviation process is
E{a(t)a(t + t)} = m2 + cmin{t, t + t} (4)
3.2 Time error model
Any oscillator output can be represented by a sinusoidal
voltage [2]
V (t) = V0 sin 2pf0 t + f0 + df t + 12Dt2 + e(t)
( )( )
(5)
where f0 ¼ 1/T0 is the nominal clock frequency, f0 is the
time offset, df is the clock skew, D is the frequency drift
and e(t) represents random deviations. The ‘time error’,
w(t) ¼ f0+ dft+ (1/2)Dt2+ e(t), is composed of short-
term (f0, df, e) and long-term (D) errors. For short-term
analysis, it is better to model the time error without
frequency drift, D ¼ 0 [2].
The phase deviation and the time error can be related to
each other by using (5) as a solution for (1). In this case,
the solution has a period T ¼ T0/(1+ df), and e(t) ¼
(1+ df)a(t)2 f0 is a Gaussian process since a(t) is Gaussian
e(t) N ((1+ df )m− f0, (1+ df )2s2(t))
Note that the distribution of the time error is characterised by
the distribution of a(t), and the oscillator period uniquely
deﬁnes the clock skew. This observation implies that in
case the frequency drift is ignored, the time relation model
can be deﬁned in terms of the oscillator model rather than
the time error model.
3.3 Time measurement system
A clock is usually composed of a counter driven by a crystal
oscillator. The edge-triggered inﬁnite counter increments
every low-to-high transition of the oscillator output, that is,
the counter increments once in a period. We assume that at
t ¼ 0, the counter is reset to zero. For this measurement
system, the time error at the jth transition is
ej = t − jT (6)
where T is the period of the oscillator, and t is the actual time at
jth transition. The timing error, ej, is assumed to have a mean of
zero and an increasing variance in accordance with (3)
ej N (0, cjT )
The covariance of the time error between different transitions,
i= j, is
E{eiej} = cT min(i, j) (7)
Thus, the time error ej is a Wiener process because of phase
deviation.
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4 Clock synchronisation
In this section, we introduce the time relation models for
clock synchronisation. Based on the time measurement
system, we ﬁrst consider the reference-triggered time
relation model and introduce a scalar parameter, ‘clock
skew ratio’, to describe the clock synchronisation problem.
We develop the ML estimate of the clock skew ratio for the
reference-triggered time relation model. Furthermore, we
introduce an external-triggered time relation model, and ﬁnd
the associated clock skew ratio estimate. Finally, we
develop the recursive equivalent of the clock skew ratio
estimate for the external-triggered time relation model.
4.1 Reference-triggered time relation model
Suppose that we have two independent oscillators,
O1 and O2, with nominal periods of T 10 and T20 ,
respectively. Also, suppose that oscillators O1 and O2 are
driving counters Z1 and Z2, respectively, which are both
initialised to zero at t ¼ 0. For this measurement model, the
reference clock counter, Z1, is allowed to count exactly m
low-to-high transitions of its oscillator output for each time
record.
Assuming that at the ﬁrst sampling instant, the transition
counts of Z1 and Z2 are m and k, respectively, the relation
between the count values is
e1m + mT 1 = e2k + kT2
If the aim is to ﬁnd T 2 with respect to T10 , it is possible to




k + em,k (8)












where the variance is deﬁned with respect to the count value
of Z1. The periods of the oscillators can be related to each




(1+ d1f ) (10)
Let m be a vector of N reports of Z1, and let k be the
corresponding vector composed of the count values of Z2.
Furthermore, let us assume kj is recorded at the instant
of the jth sample of Z1. We deﬁne the relation between
progressive time records in m and k as reference-triggered
progressive time (RPT) relation model
m = m, 2m, . . . , Nm[ ]tr
k = k1, k2, . . . , kN
[ ]tr
m = ak + e
(11)
where e is the time error vector with the components
ei = eim,ki , and the superscript ‘tr’ represents matrix
transpose. The components of the time error vector are
jointly Gaussian e N (0, S), and
S = E{eetr} = cm
T 1
UU tr
where U is a lower triangular matrix with all the non-zero
entries being unity
U =
1 0 · · · 0











Owing to the special nature of S, we observe the following
properties:
† Determinant of S: |S| ¼ (cm/T21)





2 −1 0 0 · · · 0 0
−1 2 −1 0 · · · 0 0
0 −1 2 −1 · · · 0 0





0 0 · · · −1 2 −1 0
0 0 · · · 0 −1 2 −1





4.2 Clock skew estimation
An unknown clock can be identiﬁed by estimating the
clock skew ratio using the RPT deﬁned in (11). The –log
likelihood function of a for RPT is
L(a) = K + 1
2
(ak −m)trS−1(ak −m) (12)
where K is a constant term independent of a. The ML
estimate, the optimum a minimising –log likelihood
function, is obtained after straightforward manipulations as
aˆml(N ) =
mSN−1i=1 (ki+1 − ki)
k21 + SN−1i=1 (ki+1 − ki)2
(13)
which implies that the ML estimate for the clock skew ratio is
a function of the recorded successive time reports of the
counters instead of the progressive output of the counters.
Therefore the backward difference vectors of the counter
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outputs provide notational simplicity
kˆ = k1, kˆ2, . . . , kˆN
[ ]tr= U−1k
mˆ = m 1, 1, . . . , 1[ ]tr= m1 = U−1m
Measurement model (11) is equivalently represented by the
reference-triggered incremental time (RIT) relation model.
mˆ = akˆ + eˆ (14)
where the noise sequence, eˆ, is composed of independent and
identically distributed random variables




In other words, the joint density of the measurement noise
sequence is eˆN (0, (cm/T1)IN ) where IN is the N × N
‘identity’ matrix. We abbreviate the associated ML estimate






It should be noted that since the noise vector eˆ is composed of
independent, identically distributed Gaussian components,
the MLE is equivalent to the LSE and minimum variance
estimate for a when using the RIT. However, for
consistency we refer to this estimate as MLE-RIT.
4.3 External-triggered time relation model
Thus far, we have assumed that every m increment of the
reference counter, Z1, perfectly triggers an instantaneous
event for recording the counts of Z2 to keep the analysis
tractable. However, in practice it is more convenient to
relax the assumption to a simultaneous recording of two
counters, where an external recording trigger is phase-
locked to the low-to-high transitions of the oscillator
driving Z1 to prevent additional time jitter on the records.
In addition, successive recording events are generated such
that the reference counter has incremented at least once, that
is, mˆj ≥ 1. Therefore the backward difference vector of theZ1 output records for this measurement system is
mˆ = m1, mˆ2, . . . , mˆN
[ ]tr
For notational simplicity, let us denote the ratio of count




Then, model (14) turns out to be the external-triggered
incremental time (EIT) relation model
1 = ahˆ+ eˆm (16)











, · · · , 1
mˆN
( )( )
The –log likelihood function of a for EIT in (16) is







Then, the ML estimate for the clock skew ratio is the optimum











We call this estimate the MLE for EIT relation model
(MLE-EIT).
4.4 Recursive skew estimator
In order to obtain a recursive estimator, we rewrite (18) as
1trkˆ = aˆ(N )(kˆtrhˆ)
= aˆ(N )(kˆtrhˆ+ kˆN+1hˆN+1 − kˆN+1hˆN+1) (19)
The estimate of a for N+ 1 measurements is




Substituting (19) and (20) yields the recursive estimator as
aˆ(N + 1) = aˆ(N )+ kˆN+1
kˆtrhˆ+ kˆN+1hˆN+1
(1− hˆN+1aˆ(N )) (21)
5 Comparison of skew estimators
In this section, we compare MLE-EIT with MLE-RIT, a
constant estimate for RIT (CE-RIT), and the LSE for RPT
(LSE-RPT). It should be noted that the reference-triggered
time relation model represents a special case of the
external-triggered time relation model. Thus, the clock skew
estimates for the reference-triggered model are expected to
be better. We are not developing an LSE for an external-
triggered progressive time relation model, since it is
difﬁcult to analyse and we expect that it will not perform as
well as the LSE-RPT.
It is customary to say that one estimator is better than
another by comparing estimate-wise and asymptotic values
of the ﬁrst two moments of the estimation error a˜ = aˆ− a
[14]. The ﬁrst moment is a measure of the mean deviation
from the actual parameter, that is, the ‘bias’ of the estimate.
The variance of the estimation error is a measure of how far
the estimate can be from the actual parameter. For unbiased
estimators, the ratio of the lower bound to the estimation
error variance is deﬁned as the ‘efﬁciency’. If the variance
is equal to the lower bound, the estimator is ‘efﬁcient’. The
asymptotic behaviour of the estimation error variance is a
measure of convergence; the estimate must converge to the
actual parameter at least in the mean-square sense. If the
estimate converges to the actual parameter, the estimator is
‘consistent’. Consequently, one estimator compares better
with another one if it is unbiased, efﬁcient and consistent
whereas the other one is not.
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Table 2 summarises the statistical quality measures of these
estimators. When considering the practical applicability of the
estimators and the underlying time relation models, as well as
their characteristics given in Table 2, it is possible to state that
MLE-EIT is better than the others.
5.1 Estimation quality analysis for MLE-EIT
The estimation error for MLE-EIT can be obtained by
substituting (16) and (18)




Since eˆm in (16) is zero mean, MLE-EIT is unbiased. The
variance of the estimation error is










In order to analyse the asymptotic behaviour of the estimation
error, it is more convenient to replace mˆj with the largest
possible count increment between the count records, M. In
such cases, the estimation error variance always satisﬁes











The estimation error variance becomes identically zero if
mˆj = 0 for all j. This case can only occur if the reference
counter does not increment throughout the synchronisation
process. In practice, the reference clock is restricted to
increment at least once for each count record. If the entries
for kˆ are all zeros, the estimation error variance is inﬁnite.
This condition can only occur in case Z2 is not
incremented between successive records, which makes the
clock skew ratio unobservable. If SNj=1kˆ
2
j ≥ 1, it is possible
to generalise the upper bound of the estimation error variance







Since MLE-EIT is unbiased, the lower bound of the
estimation error variance is given by the Crame´r–Rao
inequality, which states that the achievable lower bound is
the inverse of ‘Fisher information’, J [14]. Using the
likelihood function in (17), the Fisher information can be
calculated as











= E−1{a˜2(N )} (26)
Thus, the current estimator is efﬁcient.
If the sum SNi=1kˆ
2
i increases monotonically, the time record




i = 1, the
estimate converges to true skew in mean square. This
follows from the fact that the estimation error variance
asymptotically approaches zero as the number of time
records increases. Consequently, the estimator is consistent
[14].
It should be noted that the estimation error variance is
linear with M. As the allowed maximum increment of the
reference counter increases, the estimation error variance
increases. Thus, the estimation error variance can be limited
to a suitable value by adjusting the maximum allowable
duration between the count records.
5.2 Estimation quality analysis for MLE-RIT









The mean of the estimation error is zero, whereas the variance
Table 2 Estimation error characteristics of different estimators
Property/estimator MLE-EIT MLE-RIT CE-RIT LSE-RPT
time relation model 1 = ahˆ + eˆm mˆ = akˆ + eˆ mˆ = akˆ + eˆ m = ak + e

















































unbiased yes yes no yes
efﬁcient yes yes yes no
consistent yes yes yes yes
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The estimation error variance decreases as the number of time




i = 1. Thus, the
estimate converges to the true parameter in mean square,
that is, the estimator is consistent. Moreover, it is easy to
show that the estimation error variance satisﬁes Crame´r–
Rao lower bound with equality, that is, the estimator is
efﬁcient.
5.3 Constant estimate for RIT
The constant estimator keeps the estimate at a predetermined
constant value regardless of the measurement, aˆ(N ) = a0.
The estimation error for CE-RIT is








The mean of the CE-RIT estimation error is








The CE-RIT is asymptotically unbiased if a0 is selected in
accordance with the nominal periods of the oscillators,






The estimation error variance is equivalent to the estimation
error variance of MLE-RIT, thus CE-RIT is consistent and
efﬁcient








The constant estimator can be used if it is possible to reset the
counter Z2 for each m increment of Z1. If there is an
additional time jitter in the records, the bias in the estimates
will be large. Consequently, such an estimator can only be
used for the systems under nearly ideal conditions. For
example, it can be used to synchronise two software clocks
in the same microprocessor that are driven by two
independent oscillators.
5.4 LSE for RPT
The LSE for RPT in (11) is the optimum a, which minimises
F(a) = (1/2)|ak −m|2. Thus, based on the RPT (LSE-RPT),
























The estimation error variance converges to zero as the number
of time records increases, since the sum in the denominator
diverges faster than the one in the nominator. Thus, LSE-
RPT is consistent.
Fisher information of LSE-RPT can be found using the
likelihood function in (12)














Then, the Crame´r–Rao lower bound is
ktr(S−1kktrS− kktr)k ≥ 0
For non-zero k, the equality holds only if kktr commutes with
S, which is only possible for k = kˆ. Since the last equality
contradicts the deﬁnition for the vectors, LSE-RPT is not
efﬁcient for ﬁnite N.
The recursive equivalent of LSE-RPT can be easily derived
as
aˆls(N + 1) = aˆls(N )
+ kN+1
ktrk + k2N+1
(mN+1 − aˆls(N )kN+1) (37)
6 Time synchronisation using reference
broadcasts
In the previous analysis, we addressed the time
synchronisation problem without time jitter resulting from
communication delay. In order to analyse the effects of
wireless communication, we consider the basic scenario
where the time reports of C1 are broadcasted every D
seconds, while the time reports of C2 are recorded after
receiving the broadcasts. We assume that the wireless
transmission introduces a deterministic delay, x(t), and an
additive white Gaussian jitter, h, on the received time reports.
6.1 Reference broadcast time relation model
The time reports of two independent clocks, C1 and C2, at an
arbitrary instant, t, are
C1(t) = (1+ d1f )(t + a1(t))+ f10
C2(t) = (1+ d2f )(t + a2(t))+ f20
where f10 and f
2
0 are the time offsets and a
1(t) and a2(t) are
the phase deviations of the clocks C1 and C2, respectively. The
time reports of these clocks are related to each other via the
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actual time t




C2(t)+ (1+ d1f )a1,2(t)+ f1,20 (38)
where
a1,2(t) = a1(t)− a2(t)




Note that a1,2(t) N (0, (s1(t))2 + (s2(t))2), where (s1(t))2
and (s2(t))2 are the variances of phase deviations. If both of
the clocks are measuring the time using counters driven by
oscillators with nominal periods T 10 and T
2
0 , the clock
relation in (38) can be represented by the following









6.1.1 Progressive time relation model: Let C1j denote
the time report of clock C1 included in the jth broadcast.
Suppose that tj is the actual time when the jth broadcast is
received and that the time report of C2 is recorded as C2j .
The received reference time is related to the recorded time









+ (f1,20 − xj) (40)
where for the AWGN delay model, hj N (mh, s2h). Without
sacriﬁcing generality we assume that the mean of the
stochastic delay is included in the deterministic part, mh ¼ 0.
The relation between the received reference time and the
recorded local time in (38) is compliant with
the progressive time model in (8) with the exception of the
offset term, (f1,20 − xj). If we assume that the offset term is
compensated by some other means, the concepts derived in
Section 4 apply to time synchronisation when using the
reference broadcasts. However, we take another approach to
derive an incremental time relation model.
6.1.2 Incremental time relation model: The phase
deviation has uncorrelated disjoint increments, which
implies that aˆ(t) = a1,2(t + t)− a1,2(t) is also uncorrelated
with a1,2(t) [3]. Thus, since the communication jitter is
AWGN, Cij is uncorrelated with Cˆ
i
j+1. Then, it is possible to







aˆ1,2j − hˆj − xˆj (41)
where ‘hatted’ variables represent backward difference.
Furthermore, if we assume that the deterministic
communication delay is constant between successive
broadcasts, xˆj = 0, the incremental network time
measurement model can be simpliﬁed as follows







where bˆj = (1/Cˆ1j )((T 10 /T 1)aˆ1,2j − hˆj) has a normal
distribution.
6.2 Reference broadcast clock skew estimation
6.2.1 Skew estimation for progressive time relation
model: The progressive time relation model in (40) can be
simpliﬁed by assuming that the communication delay is







The commonly used time relation model [1, 4] for broadcast-




C2(tj)− hj + f0(tj) (43)
where the total time offset is denoted by (f1,20 − xj) = f0(tj).
In case the time offset is compensated by some other means
at t ¼ 0, (43) is equivalent to (11). Thus, the N sample LSE of
the clock skew ratio when using the progressive time relation









This estimate is equivalent to the clock skew ratio estimate of
LS linear regression with table length N and has large
estimation error variance for ﬁnite N. This follows from the
fact that the variance of the samples of (T 10 /T
1)a1,2(tj)
monotonically increases with tj. Thus, we cannot assume
that the communication jitter dominates a1,2(tj) for all tj.
6.2.2 Recursive skew estimation for incremental
time relation model: The network time measurement
model in (42) is an incremental time model. In case the
reference broadcasts are strictly periodic, and all the
broadcasts are received properly, this model is equivalent to
the reference-triggered incremental time model. In practice,
however, the C2 record is usually triggered by receiving a
broadcast, which is independent of both clocks. The reference
broadcasts encounter varying deterministic delays, which
changes the spacing between successive receptions. Thus, the
external trigger time relation model describes network time
synchronisation in a better way when using the reference
broadcasts, and the clock skew ratio can be estimated using
MLE-EIT in (18) or its recursive equivalent in (21).
The N sample MLE of this model is given by









j=1Cˆ2j (Cˆ2j /Cˆ1j )
(44)
which can be updated recursively by



















6.2.3 Synchronised time: For most of the WSN
applications, it is crucial to have a network-wide coherent
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notion of time. At an arbitrary time instant, t ≥ tN21, the time
report of C2 can be translated into reference time by
G2(t) = C1N−1 + aˆ(N − 1)T 10 kˆc (46)
where kˆc is the current reported count of Z2, initialised at
t ¼ tN21.
6.2.4 Time offset estimation: The time offset and the
deterministic communication delay are not distinguishable
for the time model in (40). However, the total time offset
can be estimated using
C1j − C1j−1 − aˆ(j − 1)T10 kˆj = f1,20 + xj + hj (47)
where the phase deviation increment is ignored since we are
interested in a narrow time window. If the random
communication delay is an independent, identically
distributed, zero mean Gaussian sequence, the offset
estimate, o = f1,20 + xj, is




(C1j − C1j−1 − aˆ(j − 1)T10 kˆj) (48)
It should be noted that two measurements (broadcasts) are
enough to estimate the total clock offset provided that the
clock skew ratio estimate has already converged.
7 Practical issues
7.1 Numerical sensitivity
The clock skew ratio is expected to be very close to T10 /T
2
0
since the drift is usually a slowly varying process. Hence,
for a ﬁnite word length processor, the numerical error
sensitivity of the estimator in (21) is high. We use (21) to
develop a numerically more stable estimator





(rN+1 − hˆN+1bˆ(N )) (49)
where
bˆ(N ) = 1
T02




(1− hˆN ) (51)
The estimate for bˆ(N ) is less sensitive to numerical errors,
since T20 is usually within the range of microseconds
making bˆ(N ) around a million times greater than aˆ(N ).
7.2 Time data consistency
The deterministic communication delay is time varying owing
to sources indicated by Maroti et al. [10]. The local time of
the receiver node may jump ahead of the received reference
time more than the model can tolerate, which results in an
incorrect update of the clock skew ratio estimate. Thus, the
received time data needs to be checked for consistency.
We deﬁne an empirical parameter to check the consistency






∣∣∣∣∣ ≤ Kmax (52)
If this inequality fails, the received time data is discarded.
Since our development does not assume periodic reception
of the reference broadcasts, the skew ratio is updated
whenever a valid reference broadcast is received. Kmax
depends on the beacon period and platform dependent
parameters, such as the indication type for the received
data; at which layer of the communication stack the
timestamp is appended to the transmitted data. Thus, it
should be adjusted according to the application accuracy
requirements and communication software implementation.
8 Experimental evaluation
8.1 Test platform
The developed theory is veriﬁed using a wireless sensor
platform. The platform is built on CC2431 by Texas
Instruments and driven by a 32 MHz crystal oscillator. It is
programmed to run FreeRTOS real-time kernel [22] and
NanoStack communication stack [23]. Local clock is
implemented as a 16-bit counter, which is conﬁgured to
increment with a nominal period of 4 ms. The
communication stack is modiﬁed to timestamp incoming
and outgoing beacon frames as described by Maroti et al.
[10]. The details of the measurement setup are described in
a study by Mahmood and Ja¨ntti [13].
A measurement scenario with two nodes, Node A and
Node B, is set up based on the described platform. Node A
sends a synchronisation beacon with the current local time
(counter value) every D ¼ 1 s. Node B compensates for the
time offset of its clock by using the reference time
transmitted by Node A for the ﬁrst ﬁve beacons by
calculating the mean difference. Later, the clocks of the
nodes are left undisciplined, that is, the counters of Node A
and Node B remain free running.
8.2 Experimental results
In this section, the time is represented in terms of counter
ticks (1 tick ¼ 4 ms for our platform) in order to make the
results independent of the resolution of the counters. We
evaluate the performance of a skew estimation algorithm
with the difference between the received reference time
record of node A and the skew-compensated time record of
node B, which is referred by ‘Time Error’ in this section.
Hence, all the results are in terms of variation of time error
with broadcast index, j.
Time error = C1j − aˆC2j
where aˆ is the clock skew estimate of any skew estimation
algorithm associated with the jth broadcast. In our
experiment, the time error without skew compensation,
aˆ = 1, grows by 2.4 ms/s [13].
Fig. 2 shows the variation of time error with the clock
skew ratio estimated with different algorithms. The skew
estimates for the recursive MLE-EIT in (21), the recursive
LSE-RPT in (37), and the LS linear regression with a table
length of 8 are used to correct the local time for each
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broadcast. The LS linear regression method is implemented in
the same way as Maroti et al. [10] did in their study.
The results clearly show the superior performance of the
developed algorithm. Considering the fact that the
regression table length is low and the estimation update
period is the same as the broadcast period, the lower
performance of the linear regression estimate is mainly due
to a high response time and estimation error variance. The
lower performance of the recursive LSE compared with the
developed estimator reveals a need to reformulate the
synchronisation problem.
Fig. 3 shows the time error variation with different Kmax
values in (52). Note that Kmax is also expressed in ticks for
this experimental setup. The clocks are synchronised by
compensating for the skew using the recursive MLE-EIT.
The more relaxed the constraint when increasing the Kmax,
higher the time error. Thus, a careful adjustment of Kmax is
an important aspect of synchronisation accuracy.
Fig. 2 Comparison of the time error variation with different skew estimation algorithms
Fig. 3 Time error variation for the skew estimate of recursive MLE-EIT with Kmax in (52)
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The numerical sensitivity of the recursive MLE-EIT is
demonstrated in Fig. 4. The recursive MLE-EIT is
implemented for 64-bit double precision and 32-bit single
precision. The numerically stable equivalent estimator
presented in (49) is implemented only for 32-bit single
precision. The time error drastically increases as the
implementation precision is changed from double precision
to single precision owing to numerical sensitivity. However,
the numerically stable equivalent has a time error close to
the error for double precision implementation. Thus, the
numerically stable estimator is more suitable for low-
precision, embedded microprocessor implementations.
The proposed algorithm has a superior performance, while
the requirements are in the order of regression method with
the table length 1. However, the developed estimator is
sensitive to time data inconsistency and numerical
precision, for which the regression-based method is stable.
The immunity of the LS regression-based method increases
Fig. 4 Time error variation for the skew estimate of recursive MLE-EIT with different numerical resolutions (Kmax ¼ 10 ticks)
Fig. 5 Time error distribution between successive reference broadcasts for different synchronisation periods (Kmax ¼ 10 ticks)
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as its table length increases, at the cost of greater memory and
computational requirements, a larger estimation error variance
and a longer response time. The proposed numerically stable,
equivalent recursive estimator relaxes the numerical
sensitivity as shown in Fig. 4.
The time error distribution between successive beacons for
different synchronisation periods is shown in Fig. 5. For this
experiment, the time error is calculated at every 1 s for the
skew estimate of the latest broadcast. The time error of
the time record i after the jth broadcast is given by the
following equation
Time error(j + i) = C1j+i − aˆ(j)C2j+i
where the time record index i is initialised to 0 after receiving
a new broadcast, and aˆ(j) is the skew estimate associated with
the jth broadcast.
The quantitative statistical parameters of the time error
distributions in Fig. 5 are given in Table 3, where D is the
period in seconds, m is the mean, s is the standard
deviation and the last column is the probability of having a
time error larger than 3s. These quantitative values can be
used to determine the synchronisation period for the
required level of accuracy.
9 Conclusions
In this paper, we studied a novel recursive clock skew
estimation algorithm for reference broadcast-based time
synchronisation; to the best of the authors’ knowledge, this
is the ﬁrst study to make such an attempt. The realistic
oscillator output model implies that the progressive time
records of the clocks are correlated, which must be reﬂected
by the time relation model. We demonstrated that if the
time report correlation is not taken into account, the
recursive clock skew estimate will have a large estimation
error variance, resulting in poor synchronisation accuracy.
We proposed two time relation models to investigate and
mitigate the effects of time record correlation on the clock
skew estimate. The time relation models are used for
developing the recursive clock skew estimator. The
numerical sensitivity and time data consistency issues of
broadcast-based time synchronisation are addressed for the
developed algorithm. We also demonstrated that the
proposed solutions for these practical issues can be used
when implementing the recursive clock skew estimator.
Broadcast-based synchronisation protocols such as
reference-broadcast synchronisation (RBS) and ﬂooding
time synchronisation protocol (FTSP) can utilise the
developed recursive skew estimator without needing to
update the underlying messaging scheme. Such a
modiﬁcation would provide higher synchronisation
accuracy, relaxed memory and computational requirements,
and a better response time. Furthermore, the energy spent
by the synchronisation algorithm can be substantially
decreased by utilising two oscillators. A uniﬁed approach to
synchronising clocks with two oscillators needs to be
expanded upon in a separate study.
10 References
1 Serpedin, E., Chaudhari, Q.M.: ‘Synchronization in wireless sensor
networks: parameter estimation, performance benchmarks and
protocols’ (Cambridge University Press, 2009)
2 Allan, D.: ‘Time and frequency (time-domain) characterization,
estimation, and prediction of precision clocks and oscillators’, IEEE
Trans. Ultrason. Ferroelectr. Freq. Control, 1987, 34, (6), pp. 647–654
3 Demir, A., Mehrotra, A., Roychowdhury, J.: ‘Phase noise in oscillators:
a unifying theory and numerical methods for characterization’, IEEE
Trans. Circuits Syst. I, Fundam. Theory Appl., 2000, 47, (5), pp. 655–674
4 Wu, Y.-C., Chaudhari, Q., Serpedin, E.: ‘Clock synchronization of
wireless sensor networks’, IEEE Signal Process. Mag., 2011, 28, (1),
pp. 124–138
5 Elson, J., Girod, L., Estrin, D.: ‘Fine-grained network time
synchronization using reference broadcasts’, ACM SIGOPS Oper. Syst.
Rev., 2002, 36, (SI), pp. 147–163
6 Sundararaman, B., Buy, U., Kshemkalyani, A.D.: ‘Clock
synchronization for wireless sensor networks: a survey’, Ad Hoc
Netw., 2005, 3, (3), pp. 281–323
7 Mills, D.L.: ‘Computer network time synchronization: the network time
protocol’ (CRC Press, 2006)
8 Ganeriwal, S., Kumar, R., Srivastava, M.: ‘Timing-sync protocol for
sensor networks’. Proc. First Int. Conf. on Embedded Networked
Sensor Systems. ACM, 2003, pp. 138–149
9 Noh, K., Chaudhari, Q., Serpedin, E., Suter, B.: ‘Novel clock phase
offset and skew estimation using two-way timing message exchanges
for wireless sensor networks’, IEEE Trans. Commun., 2007, 55, (4),
pp. 766–777
10 Maro´ti, M., Kusy, B., Simon, G., Le´deczi, A.: ‘The ﬂooding time
synchronization protocol’. Proc. Second Int. Conf. on Embedded
Networked Sensor Systems, 2004, ser. SenSys’04, pp. 39–49
11 Pottie, G., Kaiser, W.: ‘Wireless integrated network sensors’, Commun.
ACM, 2000, 43, (5), pp. 51–58
12 Noh, K., Serpedin, E., Qaraqe, K.: ‘A new approach for time
synchronization in wireless sensor networks: pairwise broadcast
synchronization’, IEEE Trans. Wirel. Commun., 2008, 7, (9),
pp. 3318–3322
13 Mahmood, A., Jantti, R.: ‘Time synchronization accuracy in real-time
wireless sensor networks’. IEEE Ninth Malaysia Int. Conf. on
Communications (MICC), 2009, 15–17 December, pp. 652–657
14 Sorenson, H.W.: ‘Parameter estimation: principles and problems’ (M.
Dekker, 1980)
15 Aoun, M., Schoofs, A., van der Stok, P.: ‘Efﬁcient time synchronization
for wireless sensor networks in an industrial setting’. Proc. Sixth ACM
Conf. on Embedded Network Sensor Systems, 2008, pp. 419–420
16 Schmid, T., Dutta, P., Srivastava, M.B.: ‘High-resolution, low-power
time synchronization an oxymoron no more’. Ninth ACM/IEEE Int.
Conf. on Information Processing in Sensor Networks, 2010
17 Freris, N., Borkar, V., Kumar, P.: ‘A model-based approach to clock
synchronization’. IEEE Proc. 48th IEEE Conf. on Decision and
Control, 2009 held jointly with the 2009 28th Chinese Control Conf.
CDC/CCC 2009, 2009, pp. 5744–5749
18 Freris, N., Graham, S., Kumar, P.: ‘Fundamental limits on synchronizing
clocks over networks’, IEEE Trans. Autom. Control, 2011, 56, (6),
pp. 1352–1364
19 Veitch, D., Babu, S., Pa`sztor, A.: ‘Robust synchronization of software
clocks across the internet’. Proc. Fourth ACM SIGCOMM Conf. on
Internet Measurement, 2004, pp. 219–232
20 Sari, I., Serpedin, E., Noh, K., Chaudhari, Q., Suter, B.: ‘On the joint
synchronization of clock offset and skew in RBS-protocol’, IEEE
Trans. Commun., 2008, 56, (5), pp. 700–703
21 Chaudhari, Q., Serpedin, E., Qaraqe, K.: ‘Some improved and
generalized estimation schemes for clock synchronization of listening
nodes in wireless sensor networks’, IEEE Trans. Commun., 2010, 58,
(1), pp. 63–67
22 FreeRTOS, http://www.freertos.org/, FreeRTOS
23 Nanostack, http://www.sensinode.com, Sensinode
Table 3 Statistical parameters of the results shown in Fig. 5
D m s Pr{|mi − aˆk i | . 3s}
60 0.176 0.961 1.12%
120 0.408 1.100 1.708%
300 1.640 3.954 1.960%
350 IET Wirel. Sens. Syst., 2012, Vol. 2, Iss. 4, pp. 338–350
















$EVWUDFW ± ,QFRPSOHWH VHFXULW\ VROXWLRQV DUH FDXVLQJ D
UHPDUNDEOH VKRUWDJH WKDW SUHYHQWV WKH LQGXVWULDO ,QWHUQHW DQG
GLIIHUHQW NLQGV RI GDWD VHUYLFH DSSOLFDWLRQV WR EHFRPH PRUH
FRPPRQ3ULYDF\LVDYLWDODVVHWWRLQGLYLGXDOVZLWKLWRQO\WKH\
FDQSRVVHVV FRQWURO RYHU WKHLUQDWLYH LQIRUPDWLRQDQGGDWD7KH
FXUUHQWGHSHQGHQFHRQWKH,QWHUQHWGDWDQHWZRUNVDQGFHOOXODU
FRPPXQLFDWLRQ FUHDWHG WKH QHHG IRU D UREXVW VHFXULW\ DQG
SULYDF\VWDQGDUGL]DWLRQWKDWFDQNHHSV\VWHPVVDIHZHOOVHFXUHG
DQG DGRSW WKH XVHUV ULJKW WR WKH SULYDF\ ,Q WKLV SDSHU ZH
GLVDVVHPEOHWKHSUREOHPWRLWVPDLQFRPSRQHQWVE\SURYLGLQJWKH
GLIIHUHQWSDUDPHWHUVUHTXLUHG IRUSULYDF\SUHVHUYDWLRQ:HDOVR
SRLQW RXW WKH PDLQ VKRUWDJHV LQ WKH FXUUHQW GHSOR\PHQWV DQG
SURYLGH FODULILFDWLRQ IRU WKH GLIIHUHQW WHUPV WKDW FDQ SUHFLVHO\
GHVFULEHWKHSULYDF\LVVXHV$VDPDLQRXWFRPHRIWKLVZRUNZH
LQWURGXFHDXQLILHGPRGHO IRU LQIRUPDWLRQSULYDF\SUHVHUYDWLRQ
$GGLWLRQDOO\ ZH SURYLGH D VHW RI WHFKQLFDO UHFRPPHQGDWLRQV
UHJDUGLQJWKHZD\KRZWKHPRGHOVKRXOGEHLPSOHPHQWHG







RU VPDUWSKRQHV DQG WKHFRPELQHGXVHRI ORFDODUHDQHWZRUNV
DQGWKH,QWHUQHWKDVHQDEOHGWKHFRQFHSWRILQGXVWULDO,QWHUQHW
$GYDQFHGFRPPXQLFDWLRQSOD\VDQLPSRUWDQWUROHDOVRLQPDQ\
RWKHU WHFKQRORJ\ FRQFHSWV VXFK DV 6PDUW *ULG LQ HOHFWULFLW\
GLVWULEXWLRQDQGSURGXFWLRQ2QFH WKHFRPPXQLFDWLRQV\VWHPV
KDYH EHFRPHPRUH GLYHUVH DQG FRPSOLFDWHG WKH DPRXQW DQG
W\SHVRIVHFXULW\ULVNVKDYHDOVRLQFUHDVHG
6DIHW\VHFXULW\DQGSULYDF\PHDVXUHVDUHDQHHGWRSURWHFW
XVHUV DQG WKHLU DVVHWV 7HOHFRPPXQLFDWLRQV DQG GDWD
WHFKQRORJLHVFDQSOD\DGRXEOHUROHKHUHDVWKH\FDQSURYLGHD
PHDQVWRSURWHFWXVHUVRULQFRQWUDVWFDXVHKDUPE\UHYHDOLQJ
XVHUV¶ LQIRUPDWLRQ HLWKHU XQLQWHQWLRQDOO\ RUPDOLFLRXVO\ DOVR
ZLWKRUZLWKRXWXVHUV¶DZDUHQHVVDQGSHUPLVVLRQ
7KH FXUUHQW DUFKLWHFWXUH RI ,QWHUQHW DQG LQWHUQHWZRUNV
DOORZVGDWDWRWUDYHUVHWKURXJKPDQ\QHWZRUNVLQWKHZD\WRLWV
GHVWLQDWLRQ 7KHVH QHWZRUNV FDQ EH GLIIHUHQW LQ WHUPV RI
WUXVWZRUWKLQHVVDQGDFFHSWDEOHVHFXULW\PHDVXUHV7KHH[LVWLQJ
DUFKLWHFWXUH SURYLGHV PDQ\ EHQHILWV LQ FRQQHFWLYLW\ DQG
UHDFKDELOLW\ EXW FDXVHV DOVR PDQ\ WKUHDWV LQ GDWD SURWHFWLRQ
DQG GDWD FRQWURO $V D FRQVHTXHQFH DGYDQFHG PHDVXUHV IRU
SULYDF\ DUH QHHGHG WR SURWHFW HQG XVHUV¶ GDWD8QIRUWXQDWHO\
WKH QHZ SULYDF\ VFRSH IDFHVPDQ\ FRQIOLFWV DQG XQFODULWLHV
GXH WR UHJXODWLRQV DV ZHOO DV WHFKQLFDO OLPLWDWLRQV 7KDW LV
EHFDXVH GLIIHUHQW SDUWLHV SDUWLFLSDWLQJ LQ WKH FRPPXQLFDWLRQ
SURFHVV KDYH GLIIHUHQW LQWHUHVWV GHPDQGV SURFHGXUHV DQG
VWDQGDUGV ,I WKH HQGXVHUV DUH SULYDWH FXVWRPHUV WKH\ DUH




,Q WKLV SDSHU ZH GLVDVVHPEOH WKH SUREOHP WR LWV PDLQ
FRPSRQHQWVE\SURYLGLQJWKHGLIIHUHQWSDUDPHWHUVUHTXLUHGIRU
SULYDF\SUHVHUYDWLRQ:HDOVRSRLQWRXW WKHPDLQVKRUWDJHV LQ
WKH FXUUHQW GHSOR\PHQWV DQG SURYLGH FODULILFDWLRQ IRU WKH





7KH UHVW RI WKLV SDSHU LV RUJDQL]HG DV IROORZV 6DIHW\ LV
GLVFXVVHG LQ 6HFWLRQ ,, DQG WKH GLIIHUHQW DUHDV RI VHFXULW\ LQ
6HFWLRQ ,,, 6HFWLRQ ,9 SUHVHQWV WKH VHFXULW\ DUFKLWHFWXUH DQG
SULYDF\LVGLVFXVVHGLQ6HFWLRQ9:HSUHVHQWWKHQHZXQLILHG




IUHHGRP RI KDUP VSHFLILFDOO\ WKH XQLQWHQWLRQDO RQH 6\VWHPV
FDQ EH YXOQHUDEOH GXH WR PDQ\ UHDVRQV 7KH XQLQWHQWLRQDOLW\
SOD\VDUROHZLWK LQFLGHQWVVXFKDVILUHDFFLGHQWV ORVVRIYLWDO
DVVHWV DQG GRFXPHQWV RXWDJH LQFLGHQWV DQG RWKHUV 6DIHW\ LV
WKHSUDFWLFHWRWDNHWKHULJKWDFWLRQVWRDYRLGVXFKVLWXDWLRQV
6DIHW\DVLWVHOIFDQEHGLYLGHGLQWRSK\VLFDODQGGDWDVDIHW\
3K\VLFDO VDIHW\ FRQFHUQV DVVHWV LQ WKHLU SK\VLFDO IRUP IRU
H[DPSOHPDFKLQHU\EXLOGLQJV ILOHV DQGGDWD VWRUDJHV6DIHW\
FRQVLGHUDWLRQV VKRXOG EH WDNHQ LQ FRQVLGHUDWLRQ LQ WKH HDUO\
OHYHOVRI WKH WR WKH V\VWHPGHVLJQEHIRUH WKH LPSOHPHQWDWLRQ
7KH SXUSRVHRI V\VWHPXVDJH DQG WKH ULJKW DFWLRQV DQGSODQV
PXVWEHIROORZHGWRNHHSWKHVHV\VWHPVLQWKHLURULJLQDOIRUP
)RU H[DPSOH FRROLQJ V\VWHPV DQG ILUH VXSSUHVVLRQ PXVW EH
LQVWDOOHGSULRUVHUYHUVLQVWDOODWLRQDFFHVVSRLQWVPXVWEHORFNHG
ZLWK WKH ULJKW HQFORVXUHV HWF 'DWD VDIHW\ FRQFHUQV WKRVH
DFWLRQV WKDW VKRXOG EH WDNHQ WR NHHS XVHUV¶ GDWD VDIH ZKLFK
PHDQV WKDW WKH GDWD PXVW UHPDLQ PDLQWDLQDEOH DFKLHYDEOH
DYDLODEOHDQGLQWDFW'DWDVDIHW\SURWHFWVDJDLQVWGDWDORVVDQG
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GDWD OHDNDJH ,W FDQ EH DFKLHYHG E\ LPSOHPHQWLQJ'DWD /RVV
3UHYHQWLRQ '/3 WHFKQRORJLHV WKDW LQFOXGH RSHUDWLRQV OLNH
FRQWURORYHUGDWDHQFU\SWLRQVXSHUYLVLRQDQGILOWHULQJ>@
7R WKLVH[WHQWZHFDQVXPPDUL]HVDIHW\DV WKH FRUHRI WKH
SURWHFWLRQ SURFHVV DQG LW LV D PDWWHU RI WKH GHVLJQ SKDVH
3URSHUGHVLJQDQGLPSOHPHQWDWLRQFDQEULQJWKHV\VWHPWRWKH
GHVLUHG VDIHW\ OHYHO +RZHYHU DV D SDUW RI WKH VROXWLRQV IRU
VDIHW\VHFXULW\DQGSULYDF\PXVWDOVREHFRQVLGHUHG
,,, 6(&85,7<
6HFXULW\ LV WKH IUHHGRP IURP GDQJHU RU WKUHDW >@ 7KLV
GHILQLWLRQ LVDEURDGRQHDQG WREHVSHFLILFVHFXULW\GHSHQGV
VROHO\RQWKHV\VWHPXSRQGHVFULSWLRQ6HFXULW\LVGLYLGHGLQWR
VHYHUDO FDWHJRULHV LQFOXGLQJ SHUVRQDO RSHUDWLRQV
FRPPXQLFDWLRQV QHWZRUN DQG LQIRUPDWLRQ VHFXULW\ >@+HUH
ZH FRQFHUQ LQIRUPDWLRQ VHFXULW\ E\ WKH PHDQLQJ RI VHFXULW\
$FFRUGLQJ WR 6WUDXE HW DO ³,QIRUPDWLRQ VHFXULW\ SURWHFWV WKH





XQDXWKRUL]HGXVHRUDGLVUXSWLRQGXH WRD KXPDQDJHQF\RU D
QDWXUDO WKUHDW´>@7KHFODVVLFDOVHFXULW\PRGHO&,$PRGHO
FRPSULVHG RI FRQILGHQWLDOLW\ LQWHJULW\ DQG DYDLODELOLW\
PHDVXUHV>@7KHODWHU3DUNDULDQ+H[DGPRGHOLQFOXGHGXWLOLW\
SRVVHVVLRQ DQG DXWKHQWLFDWLRQ >@ ,Q WKH FXUUHQW DSSOLFDWLRQV
DQG VHUYLFHV DOVR QRQUHSXGLDWLRQ LV D YLWDO SDUDPHWHU WR
FRQVLGHUGXHWRHFRPPHUFHDQGHEDQNLQJRSHUDWLRQV>@
$ 8WLOLW\
8WLOLW\ UHIHUV WR WKH XVHIXOQHVV DQG ZRUWKLQHVV RI WKH
H[FKDQJHG GDWD >@ 8WLOLW\ GHSHQGV RQ WKH GHSOR\HG
DSSOLFDWLRQVDQG WKHGDWD IRUPDWVDSSOLFDWLRQVXWLOL]H)RU WKLV
UHDVRQ XWLOLW\ LV QRW D FRQFHUQ IRU RSHUDWRUV EHFDXVH LW LV DQ
DEVWUDFWFRQFHSWDQGDSURSHUW\RIDSSOLFDWLRQV8WLOLW\FDQEH
VHHQ DV D ODFN RI VWDQGDUGL]DWLRQEHWZHHQ SHHUV ,W FDQ DIIHFW
WKHEDQGZLGWKDQGFRVWVLIQRWZHOODGGUHVVHG
% $YDLODELOLW\
$YDLODELOLW\ LV WKH UHDGLQHVVDQG UHOLDELOLW\ RI UHVRXUFHV WR
EHDFFHVVLEOHXSRQUHTXHVW>@'LIIHUHQWUHVRXUFHVKDYHWREH
DYDLODEOH DQG DFFHVVLEOH WR HVWDEOLVK D VHVVLRQ HJ ,'V




RI XQH[SHFWHG IDLOXUHV E\ FRQVLGHULQJ OLQN UHGXQGDQF\ DQG
DJJUHJDWLRQ DQG UHGXQGDQW VWDQGE\ LQIUDVWUXFWXUH VROXWLRQV





,QIRUPDWLRQ LQWHJULW\ UHIHUV WR IUHHGRP WUXVWZRUWKLQHVV DQG
GHSHQGDELOLW\ RI LQIRUPDWLRQ >@ ,Q RWKHU ZRUGV LW LV WKH
FRQVLVWHQF\ DQG WKH DVVXUDQFH RI GDWD DJDLQVW DQ\ VRUW RI
PRGLILFDWLRQ RU DOWHUQDWLRQ >@ ,Q LQWHJULW\ SURWHFWLRQ WKH
DSSOLHG PHFKDQLVPV PDLQO\ GHSHQG RQ WKH DXWKHQWLFDWLRQ
SURFHGXUHV YDU\LQJ IURP VLPSOH FKHFNVXPV WR VRSKLVWLFDWHG
FU\SWRJUDSKLF DOJRULWKPV DV KDVKLQJ PHWKRGV )RU UREXVW
VHFXULW\LQWHJULW\LVLPSHUDWLYHWRERWKGDWDDQGFRQWUROIUDPHV
6HSDUDWLRQ EHWZHHQ DXWKHQWLFDWLRQ DQG LQWHJULW\ PHFKDQLVPV




'DWD SRVVHVVLRQ RU FRQWURO SURWHFWLRQ FRQFHUQV SURWHFWLQJ
DQG FRQWUROOLQJ GDWD LQ WKH FRPPXQLFDWLRQ GHYLFHV >@
5HJDUGOHVV RI WKH FRPPXQLFDWLRQ VHVVLRQ GHYLFHV W\SLFDOO\
VWRUHYDOXDEOHGDWD2QFHDGHYLFHLVORVWVLJQLILFDQWDPRXQWRI
XVHU¶V GDWD FDQ EH FRPSURPLVHG 3RVVHVVLRQ VKDOO EH
FRPSOHWHO\ LQGHSHQGHQW RI WKH QHWZRUN DQG LWV VHFXULW\







WR XVHU¶V GDWD ,W LV UHODWHG WR XVHUV¶ SULYDF\ ZKLFK ZLOO EH
GLVFXVVHGODWHU$FFRUGLQJWR,(((VWDQGDUGVFRQILGHQWLDOLW\LV
WKH SURSHUW\ RI LQIRUPDWLRQ WKDW LV QRW PDGH DYDLODEOH RU
GLVFORVHG WR XQDXWKRUL]HG LQGLYLGXDOV HQWLWLHV RU SURFHVVHV
>@ &RQILGHQWLDOLW\ LV SURWHFWHG E\ PHDQV RI FU\SWRJUDSK\
DQG LW LV PRVWO\ GHSOR\HG LQ WKH DFFHVV OD\HU VLQFH WKH FRUH
QHWZRUNLVDVVXPHGWREHWUXVWZRUWK\>@7KHPDLQGLIILFXOW\
WKH FRQILGHQWLDOLW\ PHFKDQLVPV IDFH LV WKH LVVXH RI
FRPSDWLELOLW\ ZLWK WKH ROGHU V\VWHPV 7KLV SUHYHQWV K\EULG
QHWZRUNV DQGGHYLFHV IURP WDNLQJ DGYDQWDJHRI WKH DGYDQFHG
VHFXULW\ PHFKDQLVPV WKXV OHDYLQJ D KROH IRU DWWDFNHUV WR
H[SORLWV\VWHPZHDNQHVVHV
) $XWKHQWLFDWLRQ
$XWKHQWLFDWLRQ DXWKRUL]DWLRQ DQG DFFRXQWLQJ $$$
FRQFHSWVSURYLGHPHDQV WR LGHQWLI\XVHUVDQG WRDSSURYHWKHLU
SHUPLVVLEOH DFWLYLWLHV $XWKHQWLFDWLRQ YDOLGDWHV WKH XVHU¶V
LGHQWLW\DXWKRUL]DWLRQH[DPLQHV WKHXVHU¶VSULYLOHJHVVHUYLFHV
DQGUHVRXUFHSHUPLVVLRQVDQGDFFRXQWLQJNHHSVWUDFNLQJRIWKH
XVHU¶V DFWLYLW\ IRU IXUWKHU FRQVLGHUDWLRQV DQG VHFXULW\
FRXQWHUPHDVXUHV >@ >@ 7KH DXWKHQWLFDWLRQ LV SHUIRUPHG
DORQJZLWKWKHLQWHJULW\DQGWKHFLSKHULQJSURFHGXUHVEHFDXVH
LQWHJULW\ SURYLGHV D PHDQV WR HQVXUH WKH FRQVLVWHQF\ RI WKH
DXWKHQWLFDWLRQ SURFHGXUH 7KH LQWHJULW\ PXVW EH SURWHFWHG
ZKLOH FLSKHULQJ SURWHFWV WKH H[FKDQJH RI WKH DXWKHQWLFDWLRQ
GDWD >@ 8QIRUWXQDWHO\ PRVW DXWKHQWLFDWLRQ PHFKDQLVPV
H[FKDQJHXQSURWHFWHGPHVVDJHVILUVWGXULQJ WKHDXWKHQWLFDWLRQ
DQG NH\ PDQDJHPHQW $.0 SKDVH 7KHVH PHVVDJHV FDQ
LQFOXGH XVHUQDPHV VHFXULW\ DVVRFLDWLRQ SDUDPHWHUV DQG RWKHU
SDUDPHWHUVZKLFKFDQFUHDWHDJDWHIRULQWUXGHUVWRDFFHVVWKH





1RQUHSXGLDWLRQ LV D FUXFLDO FRQFHSW IRU EXVLQHVVHV DQG
OHJDOL]DWLRQ $FFRUGLQJ WR ,62 VWDQGDUG UHSXGLDWLRQ LV WKH
GHQLDO E\ RQH RI WKH HQWLWLHV LQYROYHG LQ D FRPPXQLFDWLRQ RI
KDYLQJ SDUWLFLSDWHG LQ DOO RU SDUW RI WKH FRPPXQLFDWLRQ >@
1RQUHSXGLDWLRQLVUHTXLUHGWRSUHYHQWDQHQWLW\IURPGHQ\LQJD
FRPPXQLFDWLRQ DFWLYLW\ WR SUHYHQW DEDQGRQLQJ UHVSRQVLELOLW\
DQG DFFRXQWDELOLW\ RI RZQ DFWLRQV E\ PHDQV RI YHULILFDWLRQ
7KLVFDQEHSHUIRUPHGE\GLJLWDOVLJQDWXUHVZLWK3.,V\VWHPV
+([LVWLQJ6KRUWDJHV
6WLOO WKH PDLQ VKRUWDJHV LQ WKH FXUUHQW FRPPXQLFDWLRQ
V\VWHPV DUH WKH ODFN RI VWDQGDUGL]DWLRQV RI WKH SUHGHILQHG
SDUDPHWHUV FRPSDWLELOLW\ ZLWK ZHDNHU OHJDF\ V\VWHPV $.0
H[FKDQJHVRIYLWDOGDWD LQFOHDUDQG WKH IDFW WKDW WKH VHFXULW\
VWUXFWXUHLVRIWHQLQGHSHQGHQWRIHQGXVHUVDQGWKHLUGHPDQGV
,9 6(&587,<'20$,16
)RU LPSOHPHQWDWLRQ WKH *33 KDV GLYLGHG WKH VHFXULW\
DUFKLWHFWXUH LQWR VHFXULW\GRPDLQV>@:HKDYHDGRSWHG WKLV
DUFKLWHFWXUH DQG DOVR LQWURGXFHG WZR H[WUD GRPDLQV GHYLFH
GRPDLQ VHFXULW\ DQG GDWD GRPDLQ VHFXULW\ 7KLV DUFKLWHFWXUH
FDQZRUNDVDVHFXULW\EDVLVRYHUDOO,3EDVHGQHWZRUNV
1HWZRUN $FFHVV 6HFXULW\ )HDWXUHV EHWZHHQ WKH XVHU¶V
GHYLFH DQG WKH ILUVW QRGH WR WKH QHWZRUN 7KLV LV D UHOD\ WR
KDQGOHVHFXULW\IXQFWLRQVHJDXWKHQWLFDWLRQ
1HWZRUN GRPDLQ VHFXULW\ )HDWXUHV EHWZHHQ WKH
GLIIHUHQW QHWZRUN QRGHV HJ  WXQQHOLQJ DQG VHFXUH URXWLQJ
SURWRFROVE\PHDQVRIFU\SWRJUDSK\
8VHUGRPDLQVHFXULW\$PHDQV WRYDOLGDWH WKHXVHU WR
WKHGHYLFHXSRQXVDJH
'HYLFH 'RPDLQ 6HFXULW\ 7KLV H[WHQGV WKH 8VHU
GRPDLQ VHFXULW\ WR LQFOXGH IDFLOLWLHV IRU UHPRWH DFFHVV
WUDFNLQJ DQG ORFDWLQJ HUDVLQJ DFFRXQWV DQG SHUPLVVLRQV
IXQFWLRQDOLW\FRQWURODQGDOO RWKHUSROLFLHVFRQFHUQLJGHYLFHV
WKHPVHOYHV
$SSOLFDWLRQ GRPDLQ VHFXULW\ 6HFXUH GDWD H[FKDQJH
EHWZHHQDSSOLFDWLRQV
'DWD'RPDLQ6HFXULW\7KLV LV WKH VHWRISROLFLHV WKDW
HQVXUHGDWDSURWHFWLRQZLWKLQWKHGHYLFHHJXVLQJ$QWL9LUXV
DQG$QWL0DOZDUHSDWFKLQJDQGXSGDWHV
9LVLELOLW\ DQG FRQILJXUDELOLW\ ,QIRUPDWLRQ DERXW WKH
DSSOLHG VHFXULW\ OHYHO HQFU\SLWRQ QHWZRUN FDSDELOLWLHV DQG
VHUYLFHV ,W DOORZV WKH XVHU WR SDUWLFLSDWH WR WKH VHFXULW\




VWDQGDUGVDUHDSSOLHG VRPH LQIRUPDWLRQFDQVWLOOEH OHDNHG WR
RXWVLGHUV )RU H[DPSOH WLPH ORFDWLRQ VHVVLRQ DFWLYLW\ DQG
PDQ\LQGLFDWRUVWRWKHFRPPXQLFDWLQJSDUWLHVDVZHOO7KLVFDQ
HQDEOH WKH RXWVLGHUV WR H[WUDFW YDOXDEOH LQIRUPDWLRQ XVLQJ D
PHWKRG NQRZQ DV FRQQHFW WKH GRWV ,Q D ZRUVH VFHQDULR
LQWHUFHSWLRQ FDQ EH GRQH LQWHUQDOO\ LH E\ D WUXVWHG VHUYLFH
7KLV ODWHU H[DFW FDVH XUJHV WKH QHHG WR DQVZHU WKH IROORZLQJ





5HVHDUFK LQWHUHVWV UHODWHG WR SULYDF\ KDYH EHHQ JURZLQJ
UDSLGO\ VLQFH WKHEHJLQQLQJ RI FRPSXWHUL]DWLRQ0DLQ UHDVRQV
EHKLQGWKLVGHYHORSPHQWDUHWKHQHZGHPDQGVDQGFRQFHUQVLQ
SULYDF\ FDXVHG E\ WKH GLJLWDOL]DWLRQ DQG WKH PRUDO LVVXHV
UHJDUGLQJ WHFKQRORJ\ DQG VFLHQFHV 3ULYDF\ SURWHFWV XVHUV¶
SULYDWH GDWD IURP EHLQJ GLVFORVHG RU FRQQHFWHG WR GUDZ D




FRQWURO WKHRU\ DQG UHVWULFWHG DFFHVV WKHRU\ >@ 7KH SULYDF\
FRQWURO WKHRU\ SURSRVHV WKDW SULYDF\ FDQ EH SUHVHUYHG LI D
SHUVRQKDVFRQWURORYHUKLV LQIRUPDWLRQDQG WKHZD\KRZLW LV
VSUHDG2Q WKH FRQWUDU\ WKH UHVWULFWHG DFFHVV WKHRU\ UHOLHV RQ
WKDWWKHSULYDF\FDQEHSUHVHUYHGE\UHVWULFWLQJZKDWRWKHUVFDQ
DFFHVVEDVHGRQVHFUHF\DQRQ\PLW\DQGVROLWXGH%RWKWKHRULHV
ZHUH FRQWUDGLFWHG E\ WKH SULYDF\ FRQWUROUHVWULFWHG DFFHVV
WKHRU\ >@ ,W VWDWHG WKDW FRQWUROOLQJ LQIRUPDWLRQ LQ WKH
F\EHUVSDFH LV XQIHDVLEOH +RZHYHU DFFRUGLQJ WR SULYDF\
FRQWUROUHVWULFWHGDFFHVVWKHRU\LWLVDPXVWWKDWWKHULJKWHQWLW\
DWWKHULJKWWLPHFDQDFFHVVWKHLQIRUPDWLRQ7KLVFRPELQHVWKH
DGYDQWDJHV RI ERWK SUHYLRXV WKHRULHV E\ VWDWLQJ WKDW DQ HQWLW\
FDQ FRQWURO LQIRUPDWLRQ DQG UHVWULFW RWKHUV IURP DFFHVVLQJ LW
ZKLOHLWLVVWLOODFFHVVLEOHE\WKHULJKWHQWLWLHVZKHQHYHUQHHGHG
XQGHU WKH ULJKW FRQGLWLRQV 0RUHRYHU VXFK D FRQFHSW RI
SULYDF\SROLFLHVZDV LQWURGXFHGZKHUH WKH\ DUH IOH[LEOH WREH
VHW DFFRUGLQJ WR WKH VLWXDWLRQ 7KH DERYH PHQWLRQHG WKHRULHV
VXPPDUL]H WKH SULYDF\ GHILQLWLRQ DV SULYDF\ LV D ULJKW IRU




7R SUHVHUYH SULYDF\ ILYH HOHPHQWV QHHG WR EH SURWHFWHG
GDWD DQG WUDIILF LGHQWLWLHV ORFDWLRQV DQG PRELOLW\ WLPH DQG
H[LVWHQFH>@
7UDIILF DQG H[FKDQJHG GDWD EHWZHHQ HQWLWLHV VKRXOG EH
SURWHFWHG DJDLQVW RWKHUV 7KLV FDQ EH DFKLHYHG E\ XVLQJ WKH
FU\SWRJUDSKLF IXQFWLRQVRI WKH VHFXULW\SURFHGXUHV ,GHQWLW\ LV
KRZ D SHUVRQ GHILQHV RQHVHOI WR WKH ZRUOG GHVFULELQJ KLV
LQGLYLGXDOLW\ VRUW DQG UHODWLRQ DPRQJ RWKHUV $Q LGHQWLW\ LV
XVHG WR UHODWH D XVHU WR KLV RZQ DFWLYLWLHV LQWHUHVWV DQG
SULYLOHJHV7KHUHIRUHXVHUV¶LGHQWLWLHVPXVWEHSURWHFWHG7KLV
FDQ EH SUDFWLFDOO\ XQIHDVLEOH VLQFH LGHQWLWLHV DUH XVHG IRU
VHVVLRQ HVWDEOLVKPHQW +RZHYHU WKH XVH RI WHPSRUDO
LQGHSHQGHQW LGHQWLWLHV DQG D OHYHO RI UDQGRPL]DWLRQ FDQ EH D
IHDVLEOH VROXWLRQ IRU WKDW 7KLV JHQHUDOO\ LV WKH FRQFHSW RI
DQRQ\PLW\
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5HODWHG WR SULYDF\ ORFDWLRQ DQG PRELOLW\ LV D FUXFLDO
FRQFHUQ 0DQ\ V\VWHPV VHUYLFHV DQG DSSOLFDWLRQV NHHS
WUDFNLQJUHFRUGVDERXWXVHUVWREHXVHGWRSURYLGHVHUYLFHVRQ
GHPDQG+RZHYHU WKHUH LVQRHQRXJK WUDQVSDUHQF\DERXW WKLV
SURFHVVDQGGDWDXVDJH/RFDWLRQUHFRUGVFDQEHXVHGWRGUDZD
JHQHUDO SLFWXUH DERXW D SHUVRQ¶V EHKDYLRU DQG GLVFORVXUH RI
VXFK LQIRUPDWLRQ LV D VHULRXV WKUHDW /RFDWLRQ%DVHG6HUYLFHV
/%6 DQG RWKHU DSSOLFDWLRQV FDQ XVH WKLV GDWDPDOLFLRXVO\ LI
WKH\DUHQRWZHOOWUXVWHG/RFDWLRQSULYDF\FDQEHDFKLHYHGE\
LPSOHPHQWLQJ EOXUULQJ DQG REIXVFDWLRQ WHFKQLTXHV RU E\
DSSO\LQJ . DQRQ\PLW\ VHUYHUV DQG PL[ ]RQHV 7KHVH
WHFKQLTXHVZLOOSDUWO\KLGHWKHH[DFWORFDWLRQVRIWKHXVHUV
7LPH FDQ EH XVHG ZLWK WKH RWKHU HOHPHQWV WR SUHFLVHO\
LGHQWLI\ XVHUV¶ DFWLYLWLHV &RQVHTXHQWO\ WLPH SULYDF\ LV
UHTXLUHG WRSURWHFW DJDLQVWGLVFORVXUHRIDFWLYLW\ WLPHV7LPHV
RIWUDQVDFWLRQVFDQEHKLGGHQE\UDQGRPO\VHQGLQJMXQNGDWDDW
UDQGRP LQVWDQFHV WR FDXVH D VRUW RI LOOXVLRQ DERXW WKH H[DFW
WLPHVRIHYHQWVWKRXJKLWZLOOLQFUHDVHWKHDPRXQWRIWUDIILF
7KH ODVW IDFWRU WRFRQVLGHU LV WKHH[LVWHQFHSULYDF\ZKLFK
SURWHFWVHQWLWLHVE\KLGLQJWKHPIURPVXUYHLOODQFH7KLVWDVNLV
QRWHDV\GXHWRWKHQDWXUHRIFRPPXQLFDWLRQDQGLWVOLPLWDWLRQV
$ VWULFW FRQWURO RI QRGHYLVLELOLW\ DQG WKHXVHRI SVHXGRQ\PV
FDQVWLOOSURYLGHDQDGHTXDWHOHYHORIH[LVWHQFHSULYDF\
& 3ULYDF\5HODWLRQV
3ULYDF\ DV D VHW RI UHODWLRQV FRPSULVHV DQRQ\PLW\
XQOLQNDELOLW\ XQREVHUYDELOLW\ DQG XQGHWHFWDELOLW\ >@ 7KHVH
UHODWLRQVPDLQWDLQSULYDF\E\KLGLQJXVHUV¶LGHQWLWLHVDVZHOODV
DQ\ LQGLFDWLRQ UHODWLRQRUFRQQHFWLRQDERXW WKHLUDFWLYLWLHV WR
SURWHFWWKHPIURPLQIRUPDWLRQOHDNDJH
%ULHIO\ SVHXGRQ\PLW\ LV WKH XVH RI WUDFHDEOH DQRQ\PRXV
LGHQWLWLHVUDWKHUWKDQWKHUHDORQHV$QRQ\PLW\LVWKHDELOLW\WR




ZKDW LVQHHGHGIRULGHQWLILFDWLRQ8QOLQNDELOLW\ LV WKH LQDELOLW\
WRGHWHFWD OLQNRU UHODWLRQEHWZHHQ WZR LGHQWLWLHV RU EHWZHHQ
WZR DFWLYLWLHV 8QGHWHFWDELOLW\ LV WKH LQDELOLW\ WR GHWHFW WKH
H[LVWHQFHRI DQ LGHQWLW\RU LWV SDUWLFLSDWLRQ WRFHUWDLQ DFWLYLW\
)LQDOO\XQREVHUYDELOLW\LVWKHLQDELOLW\WRREVHUYHDXVHUDQGLWV
DFWLYLWLHV 7KLV UDWKHU LPSOLHV XQGHWHFWDELOLW\ DQG DQRQ\PLW\
$QRQ\PLW\ LWVHOIFRPSULVHV VHQGHUDQG UHFHLYHUDQRQ\PLW\ WR
SURWHFW WKH FRPPXQLFDWLQJ SHHUV DV ZHOO DV UHODWLRQVKLS











LPSOHPHQWPHFKDQLVPLV WRSURYLGHDQRQ\PLW\ LQDGGLWLRQ WR
VSUHDG GXPP\ PHDQLQJOHVV WUDIILF WR HQDEOH XQGHWHFWDELOLW\
6WLOOGHSOR\LQJWKHVHHOHPHQWVFROOHFWLYHO\LVPRUHFRQFHSWXDO
WKDQ DSSOLFDEOH DQG LQ DQ\ ZD\ DEVROXWH SULYDF\ FDQ EH
DFKLHYHG LQ UHDOLW\ RQO\ XS WR FHUWDLQ OHYHOV >@ ,I SULYDF\
OHYHOVVSDQRQDVFDOHIURPWRDVSUHVHQWHGLQ7DEOHWKHQ
OHYHO  LQGLFDWLQJ EH\RQG VXVSLFLRQ ZRXOG EH WKH EHVW
DFKLHYDEOH GHSOR\PHQW LQ UHDOLW\ ,Q FRQWUDVW H[SRVHG RU





ULJKWV DQG UHVSRQVLELOLWLHV DUH LQFOXGHG >@ 7KH ILUVW DQG
VHFRQG SDUWLHV DUH LQGLYLGXDOV RU HQWLWLHV HVWDEOLVKLQJ WKH
FRPPXQLFDWLRQ VHVVLRQ7KH\ DUHXVHUVZKRXVH WKHSURYLGHG
VHUYLFHV DQG W\SLFDOO\ WKH\ GR QRW KROG FRQWURO RQ DQ\ RI WKH
FRPPXQLFDWLRQIDFWRUV7KHWKLUGSDUW\LVWKHRQHPDQDJLQJWKH
FRPPXQLFDWLRQ HQYLURQPHQW 7KLV SDUW\ FDQ EH WKH RSHUDWRU
QHWZRUN D PRQLWRULQJ RUJDQL]DWLRQ RU WKH JRYHUQPHQWDO
DXWKRULWLHVDQGSROLF\RIILFLDOV7KHIRXUWKSDUW\FRQVLVWVRIDOO
RWKHU HQWLWLHVZKLFK GR QRW SDUWLFLSDWH LQ WKH FRPPXQLFDWLRQ
VHVVLRQDQGGRQRWJHWDQ\LQIRUPDWLRQDERXWLWE\GHIDXOW7KLV
FDQLQFOXGHWKHSXEOLFRULQDZRUVWFDVHDPDOLFLRXVDWWDFNHU
3DUWLHV KDYH GLIIHUHQW ULJKWV DQG UHVSRQVLELOLWLHV ZKLFK LV
WKHPDLQUHDVRQEHKLQGWKHFRQIOLFWRILQWHUHVWV7KHILUVWSDUW\
KDV WKH ULJKW WR SULYDF\ WR KROG FRQWURO RYHU WKHLU RZQ
LQIRUPDWLRQDQGWRUHVWULFWRWKHUVDFFHVV7KLVSDUW\KDVWRWDNH
LQWR DFFRXQW WKH VSUHDGLQJ RI WKHLU RZQ LQIRUPDWLRQ DQG WKH
UHVSRQVLELOLW\DVVRFLDWHGZLWK LW7KHILUVWSDUW\DOVRKROGV WKH
ULJKW WR DFTXLUH WKH OHYHO RI SULYDF\ WKDW VXLWV IRU WKHP





VDPH ULJKWVDV WKH\DUH VKDULQJDFRPPXQLFDWLRQ UHODWLRQ%\
GHIDXOWWKHILUVWSDUW\WUXVWVWKHVHFRQGSDUW\ZKLFKJLYHVWKH
VHFRQGSDUW\UHVSRQVLELOLW\DJDLQVWVSUHDGLQJLQIRUPDWLRQ
7KH WKLUG SDUW\ WKH RQH PDQDJLQJ WKH FRPPXQLFDWLRQ
HQYLURQPHQW KDV DQ LPSRUWDQW UROH LQ SULYDF\ VLQFH LW KDV
DFFHVV WR WKH UHVRXUFHV RI WKH FRPPXQLFDWLRQ IDFLOLW\ 7KLUG
SDUW\ KDV WKH UHVSRQVLELOLW\ WR SURWHFW WKH FRPPXQLFDWLRQ
EHWZHHQ FRPPXQLFDWLQJ SDUWLHV DOVR WR SURWHFW RWKHU SDUWLHV¶
GDWDLQFOXGLQJWKHVWRUHGSHUVRQDOLQIRUPDWLRQ6LPLODUO\WKLUG
SDUW\ KROGV D ULJKW WR SURWHFW WKH VRFLHW\ IURP DQ\ VRUW RI
GDQJHU WKDW RWKHU SDUWLHV PLJKW FDXVH 7KH IRXUWK SDUW\ RQ
FRQWUDVW WRWKHSUHYLRXVRQHVKDV WKH OHDVW UHVSRQVLELOLWLHVDQG
ULJKWVDVWKH\KDYHWKHULJKWWRDFFHVVWKHDXWKRUL]HGGDWDRQO\







&XOWXUDO FRQIOLFWV 7KH FXOWXUH DQG LWV XQGHUVWDQGLQJ
DQGDFFHSWDQFHIRUSULYDF\YDOXHVIRULQGLYLGXDOVDQGVRFLHW\
2UJDQL]DWLRQDO FRQIOLFWV 'LIIHUHQW SODFHV KDYH
GLIIHUHQWSHUVSHFWLYHVUHJDUGLQJSULYDF\
 ,QGLYLGXDOFRQIOLFWV1RFRPPRQYLHZDERXWSULYDF\





(IILFLHQF\ DQG TXDOLW\ FRQIOLFWV 'DWD FROOHFWLRQ DQG
H[WUDFWLRQIRUHYDOXDWLRQSURFHVVHVFRQIOLFWVZLWKSULYDF\





 ([SDQVLRQFRQIOLFWV7KHVWDQGDUGV VKRXOGEH IRUFHG
DFURVVDOOQHWZRUNVZKLFKPLJKWDIIHFWH[SDQVLRQSODQV
,Q DGGLWLRQ WR WKHVH FRQIOLFWV LW LV QHFHVVDU\ WR FRQVLGHU
FULPHILJKWLQJDQGSULYDF\FRQIOLFWV3ULYDF\DVDOOULJKWVFDQ
DOVREHPLVXVHG7KDW LVEHFDXVHRI WKHSURWHFWLRQ LWSURYLGHV
DJDLQVW LQIRUPDWLRQ FROOHFWLRQ ZKLFK LQ WXUQ FDQ HQFRXUDJH
LOOHJDO DFWLRQV DQG EHKDYLRU 7KLV ODWHU LQFUHDVHV WKH FULPLQDO
DFWLYLWLHVDQGFHUWDLQO\FDXVHVKDUPWRWKHVRFLHW\>@,W LVD




XS IRUPXODWLQJ WKH 8QLILHG 3ULYDF\ 3UHVHUYLQJ 0RGHO 7KH
VHPDQWLFDUFKLWHFWXUHRIWKHPRGHOLVVKRZQLQ)LJXUH,QWKH
SURSRVHGPRGHOZH FRXOG FRPELQH WKH HVVHQWLDO FRPSRQHQWV
WKDW DUH UHTXLUHG WR SUHVHUYH SULYDF\ LQ WKH FRPPXQLFDWLRQ
V\VWHPV7KH JLYHQPRGHO FRPSULVHVERWK WKH WKHRUHWLFDO DQG
WKH SUDFWLFDO SHUVSHFWLYHV 7KH WKHRUHWLFDO SHUVSHFWLYH GHILQHV
WKH PDLQ HOHPHQWV WKDW VKRXOG EH FRQVLGHUHG WR SUHVHUYH
SULYDF\ DQG WKH SUDFWLFDO SHUVSHFWLYH SURYLGHV






 7KHPDLQ HOHPHQWV WKDW VKRXOG EH FRQVLGHUHG WR SUHVHUYH
SULYDF\DUHWKHIROORZLQJRQHV
7KH WUDQVSDUHQF\ RI WKH SROLFLHV &OHDU SROLFLHV ZLWK
ZHOOGHILQHG SURFHGXUHV IXQFWLRQV DQG DFWLRQV DUH UHTXLUHG
3ROLFLHVKDYHWRFODULI\WKHGLVFORVXUHVLWXDWLRQVSXUSRVHVDQG
UHVSRQVLELOLWLHV XSRQ GLVFORVXUH $OVR WKH FKDQJHV RI WKH
DSSOLHG SROLFLHV VKRXOG EH DFNQRZOHGJHG DQG DJUHHG XSRQ
DSSOLFDLWRQ
$FFRXQWDELOLW\ 5HVSRQVLELOLW\ IRU RZQ DFWLRQV DQG
EHKDYLRU
 6DIHW\PHDVXUHV 2SHUDWRUV¶ UHVSRQVLELOLW\ WRPDLQWDLQ
VDIHW\ZKLFKLQFOXGHVSK\VLFDODQGGDWDVDIHW\SUDFWLFHV
 6WDQGDUGL]DWLRQ 6HFXULW\ PHDVXUHV DQG VWDQGDUGV





XVHUV V\VWHPV DQG GDWD DOVR DSSO\LQJ WKH PDLQ VHFXULW\
PHDVXUHV GLVFXVVHG SUHYLRXVO\ ZLOO HQVXUH VHFXUH
FRPPXQLFDWLRQ $XWKRULWLHV DQG JRYHUQPHQWV RQ WKH RWKHU
KDQGDOVRKROGDUHVSRQVLELOLW\DJDLQVWWKHKDUPWKDWPLJKWEH
FDXVHG WR XVHUV RU E\ XVHUV WKXV WR WDNH WKH OHJDO
FRQVLGHUDWLRQV
&RQILJXUDELOLW\$ELOLW\ WR KROG FRQWURO RYHU RZQGDWD
DQG VHFXULW\ IXQFWLRQV VKRXOG EH UHYLVHG )OH[LELOLW\ WR




RQO\ FRQWUROOHG E\ DXWKRULWLHV XQGHU WKH OHJDO IRUP 7KLV
VSHFHILFDOO\ UHVWULFWV SULYDF\ VR WKDW VRFLHW\ FDQ SURYLGH LWV
SURWHFWLRQ
 $SSOLFDWLRQ 6HFXULW\ PHDVXUHV 5HVWULFWLQJ
DSSOLFDWLRQVIURPJDWKHULQJVWRULQJRUH[FKDQJLQJGDWDDERXW
XVHUV ZLWKRXW GHFODUDWLRQ DQG XVDJH WUDQVSDUHQF\ $OVR
DQRQ\PLW\VKRXOGEHDSSOLHGXSRQFROOHFWLQJGDWD
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$FFHVVQHWZRUNDQG$.0PHFKDQLVPVDUHWKHZHDNHVW
RQHV RI WKH VHFXULW\ SKDVH WKXV WKH\ QHHG IXUWKHU
FRQVLGHUDWLRQ
'LJLWDO 6LJQDWXUHV DUH UHTXLUHG WR SURYLGH GDWD RULJLQ
DXWKHQWLFDWLRQDQGQRQUHSXGLDWLRQJXDUDQWHHV
3., LPSOHPHQWDWLRQ WR SURWHFW FRQILGHQWLDOWLW\ DQG WR
SURYLGHODZIXOLQWHUFHSWLRQRQO\IRUOHJDODXWKRULWHV
0XOWLKRPLQJ VROXWLRQ LV DQ DFFHSWDEOH WR SURYLGH IRU
DQRQ\PLW\DQGFRPPXQLFDWLRQUHOLDELOLW\
 ,3YXSJUDGHLVUHTXLUHGVLQFH LWDIIRUGVWKHPHDQVIRU
PXOWLKRPLQJ DQG DOVR VHFXULW\ VHUYLFHV WKDW GR QRW H[LVW LQ
,3Y
+RVW,GHQWLW\3URWRFRO+,3LPSOHPHQWDWLRQWRSURYLGH
DQRQ\PLW\ PXOWLKRPLQJ DQG DOVR LQWHUFHSWLRQ IRU OHJDO
DXWKRURWLHV
 ,36HF7/666/DQGRURWKHUVHFXULW\SURWRFROVVKRXOG
EH LPSOHPHQWHG WR SURYLGH PHDQV IRU WXQQHOLQJ DQG
DSSOLFDWLRQVHFXULW\
 2WKHU VHFXULW\ SURWRFROV VKRXOG EH FRQVLGHUHG DV
6HFXUH5HDO7LPH7UDQVSRUW3URWRFRO 65736573&RQWURO





,Q WKLV SDSHU ZH JDYH D GLVFXVVLRQ DERXW WKH LVVXH RI
SULYDF\LWVUHODWHGPHDVXUHVDQGWKHGLIILFXOWLHVWKDWDUHIDFHG
ZKHQ WU\LQJ WR DFKLHYHSULYDF\ LQ WKH FXUUHQW FRPPXQLFDWLRQ
V\VWHPV%DVHGRQWKHGLVFXVVLRQZHSURYLGHDJHQHUDOSULYDF\
SUHVHUYLQJPRGHO DQG D VHWRI WHFKQLFDO UHFRPPHQGDWLRQV IRU
LWVLPSOHPHQWDWLRQ7KHVHUHVXOWVFDQEHXWLOL]HGZKHQWKLQNLQJ
WKH SULYDF\ VROXWLRQV IRU WKH UDSLGO\ JURZLQJ QXPEHU RI
DSSOLFDWLRQVIRULQGXVWULDOLQWHUQHWDQGSULYDWHFXVWRPHUV³,WLV
DQHFHVVLW\WRSURWHFWLQGLYLGXDOVDQGVRFLHWDOULJKWWRSULYDF\





>@ :DQJ ;LQJNXL 3HQJ ;LQJXDQJ 5HVHDUFK RQ GDWD OHDN SURWHFWLRQ
WHFKQRORJ\ EDVHG RQ 730 LQ 0HFKDWURQLF 6FLHQFHV (OHFWULF




>@ :KLWPDQ 0LFKDHO ( 	 +HUEHUW - 0DWWRUG  3ULQFLSOHV RI
LQIRUPDWLRQVHFXULW\%RVWRQ&HQJDJH/HDUQLQJ
>@ 6WUDXE 'HWPDU : 6H\PRXU ( *RRGPDQ 	 5LFKDUG %DVNHUYLOOH
 ,QIRUPDWLRQ VHFXULW\ SROLF\ SURFHVVHV DQG SUDFWLFHV 1HZ
<RUN0(6KDUSH






,QWHUFRQQHFWLRQ ± %DVLF 5HIHUHQFH 0RGHO ± 3DUW  6HFXULW\
$UFKLWHFWXUH,62*HQHYD6ZLW]HUODQG
>@ $QGUHVV -DVRQ  7KH EDVLFV RI LQIRUPDWLRQ VHFXULW\
XQGHUVWDQGLQJ WKH IXQGDPHQWDOV RI ,QIR6HF LQ WKHRU\ DQG SUDFWLFH
0DVVDFKXVHWWV(OVHYLHU
>@ 6WDPS 0DUN  ,QIRUPDWLRQ 6HFXULW\ 3ULQFLSOHV $QG 3UDFWLFH
+RERNHQ1HZ-HUVH\-RKQ:LOH\	6RQV
>@ *HLVOHU (OLH]HU 3DXO 3UDEKDNHU 	 0DGKDYDQ 1D\DU 
,QIRUPDWLRQLQWHJULW\DQHPHUJLQJILHOGDQGWKHVWDWHRINQRZOHGJH,Q
0DQDJHPHQW RI (QJLQHHULQJ DQG 7HFKQRORJ\  3,&0(7

7HFKQRORJ\ 0DQDJHPHQW IRU 5HVKDSLQJ WKH :RUOG 3RUWODQG
,QWHUQDWLRQDO&RQIHUHQFHRQ,(((
>@ /HL :X 	 6RQJ ;LDR 7LQJ  ,QIRUPDWLRQ LQWHJULW\ DQG LWV
SURWHFWLRQ LQ QHWZRUNV ,Q  WK $VLD3DFLILF &RQIHUHQFH RQ
(QYLURQPHQWDO(OHFWURPDJQHWLFV
>@ $WHQLHVH *LXVHSSH 5REHUWR 'L 3LHWUR /XLJL 9 0DQFLQL 	 *HQH




VWDQGDUG IRU LQWHURSHUDEOH /$10$1 VHFXULW\ 6,/6 VSHFLILFDWLRQ
,(((VWDQGDUG,(((6WDQGDUG3UHVV
>@ +RUQ *QWKHU .ODXV 0XHOOHUDQG 	 %DUW 9LQFN  7RZDUGV D
8076VHFXULW\DUFKLWHFWXUH,7*)$&+%(5,&+7
>@ &RQYHU\ 6HDQ  1HWZRUN $XWKHQWLFDWLRQ $XWKRUL]DWLRQ DQG
$FFRXQWLQJ3DUW2QH7KH,QWHUQHW3URWRFRO-RXUQDO>RQOLQH@>FLWHG
 2FW @ $YDLODEOH IURP ,QWHUQHW 85/
KWWSZZZFLVFRFRPZHEDERXWDFDFDUFKLYHGBLVVXHVLSMB
BDDDSDUWKWPO!
>@ 7DQHQEDXP $QGUHZ 6 	 0DDUWHQ 9DQ 6WHHQ  'LVWULEXWHG
V\VWHPVSULQFLSOHVDQGSDUDGLJPV(G1HZ-HUVH\3UHQWLFH+DOO
>@ ,62  ,62,(&  ,QIRUPDWLRQ 7HFKQRORJ\ 6HFXULW\
7HFKQLTXHV1RQ UHSXGLDWLRQ3DUW  *HQHUDO $YDLODEOH IURP :RUOG
:LGH :HE 85/ KWWSVZZZLVRRUJRESXLLVRVWGLVRLHF
HGYHQ!
>@ *33 6HFXULW\ $UFKLWHFWXUH *33 76 YHUVLRQ  5HOHDVH 
$YDLODEOH IURP :RUOG :LGH :HE 85/
KWWSZZZHWVLRUJGHOLYHUHWVLBWVBB
WVBYSSGI!
>@ +RUQLDN 9LUJLQLD  3ULYDF\ 2I &RPPXQLFDWLRQ(WKLFV $QG
7HFKQRORJ\ 0DVWHU 7KHVLV 0lODUGDOHQ 8QLYHUVLW\  $YDLODEOH




>@ 0RRU -DPHV +  7RZDUGV D 7KHRU\ RI 3ULYDF\ ,
 LQ WKH
,QIRUPDWLRQ$JH&RPSXWHUVDQG6RFLHW\
>@ &DQGROLQ &DWKDULQD  6HFXULQJ PLOLWDU\ GHFLVLRQ PDNLQJ LQ D




SURSRVDO IRU WHUPLQRORJ\ $YDLODEOH IURP :RUOG :LGH :HE 85/
KWWSGXGLQIWXGUHVGHQGHOLWHUDWXU$QRQB7HUPLQRORJ\BYSGI!
>@ &KDR *DR  6WXG\ RQ 3ULYDF\ 3URWHFWLRQ DQG $QRQ\PRXV
&RPPXQLFDWLRQ LQ 3HHUWR3HHU 1HWZRUNV ,Q 0XOWLPHGLD ,QIRUPDWLRQ










GENSEN: A Novel Combination of Product, Application and 




University of Vaasa, Department of Computer Science,  
Telecommunication Engineering Group 
P.O. Box 700, FI-65101 Vaasa, Finland 




University of Vaasa, Department of Production,  
P.O. Box 700, FI-65101 Vaasa, Finland 
Tel. +358-6-324-8482, Fax. +358-6-324-8467 
simo.keskinen@uwasa.fi 
 
Keywords: multi use platform, wireless automation, wireless sensor networks 
Abstract
 
During the last decade, several wireless sensor platforms capable to use commercial sensors 
have been developed for wireless monitoring and automation. However, the field of wireless 
automation applications is still immature, and there are no complete generic solutions widely 
available. Many applied wireless solutions have been developed just for cable replacement in 
simple star topology setups. They measure and transmit data without any processing or any 
system adaptivity. These kind of “dummy” wireless sensor networks usually run into troubles 
with limited transmission capacity and limited energy resources if they are applied to wireless 
automation, where the application might also pose such requirements for the sensor networking 
platform that time-consuming application-specific tailoring and configurations would be needed. 
Many of the developed network architectures have been small with just a couple of nodes 
manually placed in a single-hop star topology. They are unfeasible for big automation systems, 
because they neither scale up with the number of nodes nor adapt to the changes in the network 
topology. Compatibility with the rest of the automation system is also forgotten such that many of 
the wireless automation application prototypes have became stand alone systems instead of 
integrating to the rest of the automation system. Usually the most expensive and time-
consuming phase in the product development is the process to develop a platform up to such a 
level that allows a fast production of different applications on top of the platform. In this paper we 
describe a product-making process in the context of research and development project Generic 
Sensor Systems for Wireless Automation (GENSEN). In this project a combination of product, 
application and technology platform development is applied to create an application platform that 
enables a fast production of different kinds of wireless automation applications. Our solution will 
fill the existing gaps between the current wireless sensor networking platforms and the various 
needs of different applications of wireless automation. The developed platform enables 
automatic network configuration and data processing in the network. It supports complex, multi-
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Introduction
 
Wireless sensor systems enabled by wireless communication provide new opportunities for 
industrial automation. Since wireless sensor systems are remarkably cheaper than the cabled 
ones, a bigger number of measurement points can be applied. This allows us to collect more 
precise and more redundant data from the system, which enables advanced control system 
development. Moreover, wireless connection provides us access to such places that are difficult 
or impossible to cable, such as rotating machine parts, several measurement points in one 
motor, high-voltage locations in an electric power transmission system and  locations in the 
middle of greenhouse flora. 
 
There are several challenges to be solved to make the wireless sensor systems fill the 
automation requirements. The data transmission rate must be high enough to fill the real time 
operation requirement. The energy supply to the wireless sensor nodes must be organized in 
such a way that it does not require continuous human intervention. Since the data transmitted 
over the wireless channel is typically incomplete and can also include misleading information, 
automatic fault diagnostics must be applied to be able to eliminate measurement outliers and to 
complete missing information. In time-critical applications one must also be able to handle the 
time-varying transmission delays (Eriksson 2008).   
 
If we have such an application that includes tens or even hundreds of measurement points, like 
a sensor node deployment in a modern greenhouse (Ahonen 2008), automatic network 
initialization is required. Automatic self-healing from the possible network malfunctioning 
situations is also needed to make the system reliable. Tens or hundreds of measurement points 
can produce a huge amount of data. Since energy consumption and data transmission rate are 
both remarkable bottlenecks in the practical feasibility of sensor networks, and since each 
sensor node is equipped with microprocessor and some memory, some data processing should 
be performed locally. Instead of using the network just to collect the data, one should compress 
the data in the network such that only useful part of the information will be transmitted all the 
way from the local area network to the centralized network control. It is also possible to perform 
event-based networking such that the nodes are in the low-power operating mode most of the 
time and switch on their radios just if they have something important to transmit. In addition to 
single sensor data compression, one must also perform data fusion in such systems, which use 
information measured by several different types of sensors. This kind of data fusion is typically 
performed either in a centralized knowledge after collecting all the data from the network or in a 
locally centralized manner in network cluster heads if a hierarchical network architecture is 
applied.   
 
Typically a wireless sensor network, which operates under IEEE 802.15.4 communication 
protocol, forms just a part of the communication architecture applied in automation system. 
Some other parts can be based on IEEE 802.11 wireless communication, or they can be cabled. 
Thus, one design challenge is to make the wireless sensor network compatible with the rest of 
the system. It is, for example, known that IEEE 802.11-based WLAN network can be an efficient 
jammer to IEEE 802.15.4-based network. Thus, in the research point of view, we must pay 
attention to interference minimization and radio resource management. Even without an 
existence of other wireless communication network, these issues become important in harsh 
environments such as electric grid substations or spaces that include a lot of metal.  
 
There are a huge amount of industrial sensors as well as several sensor networking platforms 
consisting of wireless sensor nodes (sometimes called sensor motes) commercially available 
(Crossbow 2009, Polastre 2005, Lymberopoulos 2005, Imote2 2009, Sensinode 2009). However, 
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one is still missing such a generic wireless sensor network concept, which enables a rapid 
production of different kinds of automation applications. Quite often the applications need to be 
built from the scratch and tailoring the nodes, protocols and other software takes a lot of time 
and effort. We are targeting to fill this lack in GENSEN-project, and produce a generic sensor 
network concept for wireless automation. We will apply such sensor platforms produced by 
Telos (Polastre 2005) and Sensinode (Sensinode 2009), which support Contiki operating system 
(Contiki 2009). We will also consider Sensinode Microseries and Nanoseries platforms up to 
such versions of Nanoseries, which still offer an open source code. To guarantee the 
compatibility with the other parts of the automation system, our solution supports IP-based 
networking with IPv4 and IPv6. This is accomplished by using a 6LoWPAN compliant protocol 
stack (either NanoStack or Contiki ȝIPv6) (6LoWPAN 2009). In some applications we may also 
develop our own hardware which is fully compatible with the pre-mentioned ones. A sensor 
development is out of the focus of this project because we are applying commercially available 
sensors. 
 
The core part of the technology platform development is the creation of novel algorithms for 
networking and data processing and their implementation to the protocol stack. Related to the 
product platform, special attention will be paid to system reliability and overall system usability 
including user interfaces. Also product covering to create different system parts an appearance 
suitable for marketing will be considered. Application platform is developed through five different 
applications: trolley crane automation, wind turbine generator monitoring and control, 
cattlehouse automation, greenhouse automation and distributed energy production system 
monitoring and control. In the case of each application, customer needs, application specific 
technical requirements, application environment and system integration to other subsystems will 
be evaluated by using various technical and customer satisfaction criteria. Quality Function 
Deployment (QFD) can be used as a one tool in this process.  
 
After going over the basics of the platform development and related work, we describe the way 
how product development is done by using a combination of product, technology and application 
platforms in the context of GENSEN-project. The project is funded by Finnish Agency for 
Technology and Innovation (Tekes) and by the participating companies. Participating research 
units come from the University of Vaasa, Helsinki University of Technology and Seinäjoki 
University of Applied Sciences.  Finally we give a discussion about the benefits achieved 






Typically automation system consists of operatively independent units called modules. Hardware, 
software and mechanical architecture must all be taken into account in the modular structure. 
Also production structures are based on modular (or platform) architecture in which the modules 
can also be called platforms. In modular production architecture one can freely combine different 
types of platforms. This property can be exploited in several production sectors where the 
physical compatibility is the only requirement. 
 
The situation is much more challenging in intelligent embedded systems, such as wireless 
sensor networks. The associated challenges can also be seen as an opportunity, if one can 
systematically foresee the current and close future requirements and direct his product 
development accordingly. Several requirements must be filled to make the modules compatible 
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with certain generation products and to enable transmission from current to next generation. 
These requirements can be fulfilled by applying platform structuring and platform-based planning. 
 
Previously a term platform was used in the context of technology to call physical construction 
elements such as bridges, skeletons, metal plates etc. On 1990s the term became common also 
in electronics. At the beginning it was used to characterize software architectures and later also 



















Figure 1: Software architecture platform (Jakobson 1993) 
 
 
There exists several platform definitions and characterizations (Maier & Lehnerd 1997, McGarth 
1995, Sanchez & Machoney 1996). A product platform can be defined to be the common part in 
certain product group, family or generation. Different kinds of modifications as well as practices 
to improve process and information management can be built on top of the product platform. It 
can also be seen as a state up to which the process is already brought to enable the production 
of customer-specific applications as fast and efficiently as possible, like it is illustrated in Figure 2. 
Developing a product up to platform level is more expensive and time consuming than 
customization. Once the product platform exists, customization processes can be done fast, 
efficiently and parallel for different customers.  
 
In company and company networks point of view platform concept has a rich applicability. Some 
of the main advantages are as follows: 
 
x Platform concept enables product management and provides tools for product lifetime 
support. 
 
x By applying the platform concept, one can take advantage of both mass production and 
customization benefits. In other words the platform concept enables mass customization. 
 
x In addition to products, the platform concept can also be applied to processes, services 
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Figure 2: Product platform and customization processes (Saaranen 1998) 
 
 
It the context of wireless sensor networks, Hill et al. (Hill 2004) presented a classification to four 
different platform classes. Even though the hierarchical classification they presented provides 
one way to divide heterogeneous sensor network to different classes, it does not meet the 
requirements of wireless automation. Less attention is paid to the data processing in sensor 
network during data aggregation and too much is counted for TinyOS operating system (TinyOS 
2009). TinyOS does not offer such a generic level that it would enable fast and easy 
modifications depending on the particular application needs. It is also suffering about weak 
documentation and uncoordinated application development. Moreover, it does not offer 
compatibility with other embedded systems typically used as a part of the automation system. 
The role of IP-based networking is also underestimated. IP based networking with IPv4 or IPv6 
is playing an important role when wireless and cabled parts of the automation system are 
integrated together. In wireless sensor and actuator networks this support can be offered, for 
example, by 6LoWPAN compliant protocol stack (6 LoWPAN 2009). 
 
Wireless Automation Standards 
 
Recently, the Hart Communication Foundation (HCF) released the WirelessHART 
(WirelessHART 2009) standard for wireless automation and some field devices and sensor 
equipment supporting the specification are already available on the market. The core protocol of 
WirelessHART is the TSMP (time-synchronized mesh protocol) [Reference], which defines the 
communication slots in time and frequency for the nodes in the network. The main features of 
WirelessHART include: time-synchronized communication, self-organization and self-healing, 
frequency hopping (and channel blacklisting), security (encryption, authentication, integrity), and 
full mesh networking (path redundancy). WirelessHART is the first standard on wireless 
communication in industrial automation. Another standard, the ISA100.11a is also coming up 
during the year 2009 (Isa 2009). It has similar features as WirelessHART, but it is targeted to 
systems with faster cycle times. The WirelessHART standard currently specifies a minimum 
communication cycle time of 1 s, and the equipment on the market can support 4 s 
t1     t2    t3     t4   t5
Platform level for product family 
Product level in application development 
t1: development time for platform 
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communication rate. It is obvious that the standard as such is not useful in all applications, 
because of the long duty cycles. Typically in the control systems we consider the duty cycles can 
be up to 100 times faster. Nevertheless, TSMP has several appealing properties and techniques 
that would be useful if implemented as light-weight versions on the wireless sensor networking 
platforms mentioned above. 
 
 
Combined Platform Development in GENSEN 
 
In GENSEN project we combine the requirements set by three different platform development 
points of view. It is important to notice that these platform requirements effect each other and the 
best generic solution can be achieved by evaluating the platforms against each other since the 
early stages of the development process. 
Applications
In GENSEN we build five different types of applications: wireless part of the trolley crane control 
system, monitoring and control of wind turbine generators, monitoring and control of distributed 
energy production system, greenhouse automation and cattlehouse automation. The application 
development will be done with the companies who participate to the GENSEN project and 
operate in the pre-mentioned areas. It is obvious that the system requirements of each of these 
applications differ from each other, but the common part of the requirements can be found by 
comparing them to each other. By doing so we can find the level up to which the common 
technology platform can be developed. This level can be increased by following the maximal 
requirements, but it must be done in such a way that it does not cause useless additional costs 
or useless burden in the applications with lower requirements. The definitions of the application 
requirements offer a lots of detailed information for the application platform development, such 
as network performance requirements in terms of lifetime, reliability and data throughput; sensor 
node size, cost and  performance requirements; the requirements of the physical environment; 
the requirements of the compatibility with the rest of the automation system etc. 
Application Platform 
We are developing such application platform, which allows a fast production of applications as 
illustrated in Figure 2. In practice it means that the main objective is to develop a generic 
wireless sensor network architecture, which scales up for different numbers of sensor nodes, 
enables advanced networking and data processing and is easy to equip with different types of 
existing commercial sensors depending on the particular application needs. Advanced 
networking properties such as multi-hop support, automatic network configuration, re-
configuration and advanced data processing are available in the application platform such that 
they do not need to be tailored separately for different applications. The purpose of this 
architecture is to enable flexible configuration of sensor networks to be applied in various 
applications with dramatically less tailoring compared to the state of the art solutions. The core 
of the concept is a flexible protocol stack developed especially for the needs of time-critical 
applications, such as wireless automation. The design of the generic wireless sensor network 
architecture requires research and development in the following main tracks: 
 
1) Technology platform development 
x Integration and definition of generic, compatible hardware components (nodes, 
sensors, radios) 
x Software and driver libraries for the hardware (including protocol stacks) 
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x Configuration tool to integrate the application design 
 
2) Protocol development 
x A flexible communication and networking protocol stack for the generic sensor 
network platform 
x Implementing the useful and energy-efficient parts of the time-synchronized mesh 
protocol used for example in WirelessHART 
x Better support for asynchronous sampling, data compression, data fusion and 
control algorithms as required in the technical requirements of the application 
platforms 
 
3) System validation and testing 
x Development of five applications 
x Interaction between application platform and technology platform development 
 
4) Evaluation of the commercialization capabilities 
x Marketing opportunities of the developed technology platform and application 
platforms 
x Technical requirements set by the commercialization process 
 
 
The important requirements we set for the applied sensor platforms are open software and IP-
based networking with IPv4 and IPv6 protocol support. We apply Sensinode Microseries and 
such versions of Sensinode Nanoseries which still provide open software (Sensinode 2009). In 
addition to further development of Sensinode Nanoseries we will also consider such platforms, 
which support Contiki operating system (Contiki 2009).  Contiki is an open source, highly 
portable, multi-tasking operating system for memory-efficient networked embedded systems and 
wireless sensor networks A typical Contiki configuration can have 2 kilobytes of RAM and 40 
kilobytes of ROM memory. Contiki provides IP communication, both for IPv4 and IPv6 protocols. 
Contiki is developed by a group of developers from industry and academia lead by Adam 
Dunkels from the Swedish Institute of Computer Science (SICS). The Contiki team consists of 
sixteen developers from SICS, SAP AG, Cisco, Atmel, NewAE and TU Münich. Currently Telos 
is offering support for Contiki operating system, and Sensinode is going to announce its own 
Contiki support during the year 2009.   
 
The work which will be done in the context of sensor platforms consists of the software 
implementation of the developed algorithms and the software and hardware integration. We will 
use commercially available sensors in our application platform. The types of the applied sensors 
depend on the particular application needs. We may also develop our own hardware solutions 
compatible with the pre-mentioned sensor platforms to make them more useful in variety of 
applications. The main reasons for the need of adding certain hardware components is that 
many of the sensor network hardware platforms have only single microcontroller that handles 
both the sampling, data processing and communication protocol related tasks. The system is 
energy efficient, but the architecture imposes constraints on the utilized applications and 
protocols. For instance, the node cannot sample data and transmit at the same time. More 
flexible platform could be achieved by using two microcontrollers where one is dedicated to 
sampling and data processing and the other is dedicated to running the communication 
protocols. In addition, the solution based on two microcontrollers could be made very flexible in 
terms or utilized radio system. An API could be defined for the application to access the 
communication module. Same application system (sensors and processing) could be utilized 
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with various radios depending on the communication needs (required radio range, level of 
interference etc.). We simplify the classification presented by Hill et al. (Hill 2004) to respond 
better to the needs of wireless automation by proposing a sensor network architecture consisting 
of two kinds of nodes: 1) energy efficient small capacity nodes that could be utilized as simple 
sensors or relays, and 2) high capacity flexible nodes that could serve as soft sensors, cluster 
heads or gateways.   
 
To manage the configurations of the sensor network hardware, software, protocols and 
algorithms in a particular application, we will develop a configuration tool, which will contain all 
the sensor drivers, communication protocols and application layer algorithms as well as 
configuration options of the nodes in libraries. With the tool, the appropriate hardware/software 
configuration is defined easily with the specifications of the communication duty cycles and 
mechanisms. The configuration tool will be integrated to the PiccSIM simulator (Kohtamäki 
2009), which is a complete co-simulation and co-design environment for wireless networked 
control systems and wireless automation. 
 
We are targeting to offer an application platform for such automation systems that may include 
tens or hundreds of measurement points. The flexibility the wireless communication provides 
must be preserved such that one can easily add, remove or re-locate sensor nodes in the 
network based on demand on the fly. Thus, after the initial deployment the network must 
automatically configure itself. The network configuration includes routing, localization, time-
synchronization and the assigning of frequencies and network addresses. Clustering can also be 
included to the configuring operations, if hierarchical network architecture is applied (Virrankoski 
2005). Once the initial configuration is completed, the network must maintain that information 
and also adapt to the possible changes in the network. During the network operation, some 
nodes may start to malfunction, some may run out of power, some may be removed and some 
new nodes may be added. There may also exist network level malfunctioning. Hence, network 
monitoring and diagnostics, together with self-healing mechanisms are important to ensure 
reliable operation and to identify the sources of malfunctioning. The network solution we develop 
applies IEEE 802.15.4 communication protocol. The system must support the co-existence of 
IEEE 802.15.4 and IEEE 802.11 because of the widely spread wireless local area networks, 
which apply the latter protocol. 
 
The beacon mode of the IEEE 802.15.4 MAC supports network synchronization and slotted 
CSMA with guaranteed time slots which enable some devices to do contention free 
transmissions. In real-time applications, synchronized collision free transmissions are needed to 
minimize transmission delays and jitter. However, the design objective of the beacon mode has 
been power saving by introducing inactive periods for sleeping. The beacon mode of IEEE 
802.15.4 has been found to be very complex and have low throughput, see e.g. (Ko 2006). 
Hence, we believe that there is a need for MAC protocol that is designed especially for real-time 
applications. 
 
The TSMP protocol has been designed with the above restrictions in mind. The key properties of 
the protocol are: 1) time synchronized communication, 2) frequency hopping, 3) automatic node 
joining and network formation, 4) fully redundant mesh routing, 5) secure message transfer, 
hence fulfilling all the requirements posed above. The downsides of the protocol are the need for 
the coordinator node that continuously assigns the time and frequency slots and takes care of 
node joining etc. Besides the duty cycles achieved, for example, with WirelessHART are too 
slow for our usage. We will adjust the protocols applied in our application platform such that it 
better suits the applications we consider and such that the achievable duty cycle will be 
enhanced. We will define and propose a “TSMP-Lite Protocol” and implement it to the 
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application platform and the configuration tool with simultaneous support for 6LoWPAN (IP-
based networking in WSNs). 
 
Applied network topologies can include sub-networks consisting of very simple, small-size, short 
range, low-cost and non-standard sensor nodes. These kinds of sub-networks are connected to 
the rest of the system via bridges with the interface including the standard platforms. 
 
So far many wireless automation applications are still focusing on data collection. In these cases 
the whole wireless communication acts as a cable replacement; all data is collected to the 
centralized sink, control decisions are made there and then control commands are sent back to 
the actuators. There are many reasons why this is not an efficient way to operate. First, sensor 
nodes have scarce resources that should not be wasted to the continuous transmission of such 
a data, which is not necessarily relevant. Second, the useless redundancy of the data is already 
a burden in many systems. Even though the sink has remarkably higher computation and 
memory resources compared to any of the nodes in the network, useless amounts of 
redundancy can still cause longer delays and a remarkable waste of resources in the system. 
Third, bigger amounts of data will increase the risk of packet losses and other data transmission 
errors in the network. These errors will then increase the network latency and they may even 
lead to serious network malfunctioning.   
 
We apply spatial correlations and blind compression methods to eliminate the useless 
redundancy from the data as near the measurement points as possible. We will pay attention to 
both node level and cluster level data compression. If there is more than one level of hierarchies 
in the network, the hierarchical structure can also be exploited to create different abstraction 
levels of the data.  
 
We will also test position assisted data compression: By using the location information, every 
physical position or area generates only one data flow independent on the actual number of 
sensor nodes in the area. Once this method is applied, the network can be addressed by 
positions instead of individual node addressing. 
 
One way to reduce the amount of transmitted data is adaptive and asynchronous sampling. 
Instead of sampling in a constant frequency, each node can adapt its own sampling rate based 
on the measured data. In the condition monitoring, for example, there is no need for high sample 
rate or data transmission, if everything works as expected. If the measured data starts to 
indicate exceptional behavior, the node should automatically report about the change and also 
increase its sample rate to be able to figure out more precisely what is actually happening. The 
amount of node and network resources sacrificed to trace down the malfunctioning must depend 
on the seriousness of the observed phenomenon.   
 
Usually more than one type of sensor data is required in advanced control systems. The sensor 
nodes we are applying enable simultaneous use of several types of sensors. Thus, we need 
data fusion algorithms to combine the multi-sensor data to be able to perform the correct control 
operations. Data fusion can be done in a partially distributed (or locally centralized) manner in 
the network cluster heads, or it can be done in a fully centralized manner in the network sink.  
 
We consider data fusion methods typically applied in control engineering, such as Kalman Filter, 
particle filters, fuzzy computation and Hidden Markov Models. If these methods are applied in a 
centralized manner, one challenge is the real-time requirement. The data fusion computation 
should not cause so long delays to the network operation, that it would seriously violate the 
system real-time requirement. In locally centralized computation one challenge is to find such 








light-weight implementation of pre-mentioned methods that it can be executed with a limited 
memory and computation resources. 
Product Platform 
 
Usually the slowest and most expensive part in a product development is the period during 
which the application platform will be developed up to such a level, which allows a fast 
production of different types of applications. Once the platform is completed, the application 
development is much faster and cheaper. Developed application platform can be used with a 
wide spectrum of automation and monitoring applications such that in each particular case only 
minor modifications are needed to produce the particular application.  
 
Final step is the development of product platform. Developed application platform itself as well 
as each of the five validation applications we produce during the project can be commercialized. 
Some key requirements of the product platform, such as market opportunities, costs, system 
usability, standardization and possibilities to offer technical support for the application must be 
taken into account in the application platform development. On the other hand, mandatory 
requirements rising from the technology platform as well as practical issues observed during the 
application platform development will guide the development of the product platform.  
 
 
Conclusions and Future Work 
 
In this paper we made a survey to the field of wireless automation and presented a way to 
combine technology platform, application platform and product platform development such that it 
can be done in parallel. Moreover, the platform development processes interact with each other 





































As a part of the GENSEN-project on 2009-2010, we will evaluate the validity of the presented 
combined platform development. We will also clarify the interactions between technology 
platform, application platform and product platform development. Some marketing research in 
the discussed application field will be performed to be able to specify the steps to the developed 
application platform commercialization. 
 
References 
Ahonen, T., Virrankoski, R. and Elmusrati, M. (2008), Greenhouse Monitoring with Wireless 
Sensor Network, in the proceedings of 2008 IEEE/ASME International Conference on 
Mechatronic and Embedded Systems and Applications, October 12-15, 2008, Beijing, China. 
 
Contiki website (2009), http://www.sics.se/contiki/  
 
Crossbow website (2009), http://www.xbow.com 
 
Eriksson, L, Elmusrati, M., Pohjola, M. (ed.) (2008), Introduction to wireless automation - 
Collected papers of the spring 2007 postgraduate seminar, Helsinki University of Technology, 
Department of Automation and Systems Technology. 
 
Hill, J., Horton, M., Kling, R. and Krishnamurthy, L. (2004), The Platforms Enabling Wireless 
Sensor Networks, Communications of the ACM, June 2004/Vol. 47, No. 6. 
 
Imote2 datasheet (2009), 
http://www.xbow.com/Products/Product_pdf_files/Wireless_pdf/Imote2_Datasheet.pdf (2009) 
 
Isa (2009) website, http://www.isa.org 
 
Jakobson, I. (1993), Is Object Technology Software’s Industrial Platform?, IEEE Software, Vol. 
15, 24-30. 
 
Ko, L., Liu, Y. and Fang, H. (2006), “Design and Implementation of IEEE 802.15.4 Beacon-
enabled Network Devices,” In Proc. IEEE PERCOMW’06. 
 
Kohtamäki, T., Pohjola, M.,  Brand, J. and Eriksson, L. M. (2009), PiccSIM Toolchain – Design, 
Simulation and Automatic Implementation of Wireless Networked Control Systems. IEEE 
International Conference on Networking, Sensing and Control, Okayama City, Japan, March 26-
29, 2009. 
 
Lymberopoulos, D. and  Savvides, A. (2005), XYZ: A Motion-Enabled, Power Aware Sensor 
Node Platform for Distributed Sensor Network Applications, to appear in the proceedings of 
Information Processing in Sensor Networks (IPSN), SPOTS track, April 2005 
 
McGrath, M. E. (1995), Product Strategy for High-Technology Companies, New York, Irwin 
Professional Publishing. 
 
Meyer, M.H. and Lehnerd, A.P. (1997) The Power of Product Platforms: Building Value and Cost 
Leadership, New York, NY: Free Press. 
 
 Acta Wasaensia 181 
Polastre, J., Szewczyk, R. and Culler, D. (2005),  Telos: Enabling Ultra-Low Power Wireless 
Research, The Fourth International Conference on Information Processing in Sensor Networks: 
Special track on Platform Tools and Design Methods for Network Embedded Sensors  IPSN 
2005: 364-369, April 25-27, 2005 
 
Saaranen, J. and Keskinen, S. (1998), Product and Process Platform – a New Concept for 
Management, 7th International Conference on Productivity & Quality Research (ICPQR’98), 
Miami, USA. 
 
Sanchez, R. (1996), "Strategic product creation: Managing new interactions of technology, 
markets and organizations", European Management Journal, Vol. 14 pp.121 - 138. 
 
Sensinode website (2009), http://www.sensinode.com 
 
TinyOS website (2009), http://www.tinyos.net (2009) 
 
Virrankoski, R., Savvides, A. (2005), TASC: Topology Adaptive Spatial Clustering for Sensor 
Networks, Yale University, ENALAB, in the proceedings of the 2nd IEEE International 
Conference on Mobile Ad Hoc and Sensor Systems (MASS'05), November 7-10, 2005, 
Washington DC, USA. 
 
WirelessHART; HART Communication Foundation website (2009), http://www.hartcomm.org 
 



























Mr. Simo Keskinen (Senior Researcher, Licentiate of Economics) is 
currently working as Senior Researcher in the Department of Production at 
University of Vaasa. His research focuses on development of infrastructure 
networks, technology management, production and product development. 
He has been working in industrial R&D tasks in Salora Oy (later a part of 
Nokia) and in teaching tasks in the polytechnics of Oulu and Vaasa. 
 
Mr. Reino Virrankoski (Lecturer of Telecommunications, M.Sc.) received 
his M.Sc. in Mathematics from the University of Helsinki on 2000 and he is 
a Ph.D.-student in Control Engineering at Helsinki University of Technology. 
On 2000-2007 he was working as a Graduate Researcher at Helsinki 
University of Technology. During that time he also worked as a Visiting 
Assistant Researcher at Yale University on 2004-2005. Currently he holds a 
faculty position as a Lecturer of Telecommunications at the University of 
Vaasa. Mr. Virrankoski’s main research interests are communication and 
control in telecommunication systems and in wireless sensor networks, 
wireless automation, localization and controlled mobility and wireless 




Abstract—Diversity of wireless automation application 
demands causes a tendency to develop different platforms for 
different applications, which yields long and uneven development 
periods even for similar applications. Consequently, there is an 
emerging need for generic architecture for wireless automation 
both in software and hardware level. In this work, we are 
introducing a modular and stackable wireless sensor platform, 
the UWASA Node. The UWASA Node is designed to provide 
reasonable level of processing power and memory for moderate 
level algorithms, and necessary means for controlling and 
monitoring power consumption. It is designed to support 
applications that require very low-power single processor 
wireless sensor, up to applications that have processing demands 
which can be met by multiple processors stacked one top of 
another. 
Index Terms—Wireless Sensor Networks, Wireless 
Automation, Wireless Sensor Network Platform 
I. INTRODUCTION 
IRELESS automation can be described as performing 
automation tasks over the environment, which is 
covered by sensors that exchange information over wireless 
links, possibly forming multi-link paths. These kinds of 
applications, traditionally, operate on wired networks due to 
stringent time and reliability constraints imposed by the 
control, data fusion, monitoring etc. requirements. Recent 
advances in wireless communication protocols, 
miniaturization in micro-electronic circuits and decentralized 
algorithms have enabled option for true replacement of wired 
networks with wireless networks at the cost of solving 
reliability, delay, limited resource, and security problems 
associated with the wireless communication  [1].  
Wireless Sensor and Actuator Networks (WSANs) provide 
means to intelligently acquire and change the state of the 
physical world. These networks are composed of low cost, low 
power, short distance and multifunctional sensor nodes [2]. 
Employment of WSANs for automation provides cost 
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effective replacements of cables, easier and faster deployment 
compared to wired systems, while providing reconfiguration 
and expansion abilities, as well as providing extension to 
applications which are impossible for cabled systems [3]. The 
cost effective replacement allows application of large number 
of measurement points, allowing development of self-
organized, inherent colloborative processing, self-healing 
systems. 
In general, wireless automation applications are divided into 
two categories, real-time and event driven. Although this 
distinction allows classifying some requirements of each 
application category, there are some properties that should be 
fulfilled in common. For example, applications falling in 
either category put stringent constraints on the timing (or 
latency) and reliability of the network [4].  
Utilization of WSANs for wireless automation applications 
is limited due to problems associated with either wireless 
communication, or resource limited nature of the network 
nodes. The WSAN nodes are usually designed as low-power 
wireless communication enabled devices that can operate for 
very long time span with a limited energy battery. This 
requirement put constraints on the node hardware, composed 
of a low process power, low memory processor and a short 
communication range, low bandwidth wireless transceiver. 
However, the wireless automation applications usually require 
time synchronized operation, which demands higher process 
power to meet measurement update rate of the application. 
Some automation algorithms require buffering and processing 
of chronological data chunk, which requires higher memory. 
On the other hand, wireless communication causes reliability, 
un-deterministic delays and security problems, which are parts 
of the communication protocol development.  
The diversity of wireless automation application demands 
causes a tendency to develop different platforms for different 
applications, which yields long and uneven development 
periods [5]. This is true for hardware, software, and algorithm 
development stages. However, the development period can 
substantially be reduced by considering carefully engineered 
solutions for each level of development.    
Although, in general, hardware development is necessarily 
Stackable Wireless Sensor and Actuator 
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application dependent, requiring re-design for different 
applications, it is possible to define common requirements for 
broad class of wireless automation applications. A wireless 
sensor platform that is intended for wireless automation 
should have enough resources for efficient data fusion, 
compression, aggregation, and to run control algorithms, while 
providing low-power operation options. It is also possible to 
develop a node hardware that provides basic wireless 
communication, moderate level of process power and 
memory, power management options, and extendable 
peripheral options. In this case, the application dependent 
hardware development would be left as relatively simple task 
of attaching simple slave boards. Such hardware architecture 
would be used as a backbone for most automation 
applications, while providing fast and easy way of adopting 
itself for different application requirements. 
In this work, we are introducing a modular and stackable 
wireless sensor platform, the UWASA Node, developed 
within the context of GENSEN project, [5], which aims to be a 
generic hardware platform up to a level that it allows fast 
adaptation for development of different wireless automation 
applications. The proposed hardware architecture is designed 
to adopt itself for different levels of application hardware 
demands by providing means of stacking relatively simple 
slave boards. Although the idea is simple, providing modular 
structure causes some problems that should be solved in 
hardware level. 
 The remaining part of this presentation contains two 
sections. In section II, necessary details of hardware model 
and basic considerations are given. The section III is reserved 
for detailed explanations of hardware modules. 
II. THE UWASA NODE HARDWARE MODEL  
There is an emerging need for generic sensor architecture for 
wireless automation, since the existing solutions fail to fulfill 
the requirements of broad class of applications, causing slow 
and uneven application development periods. Within the 
context of GENSEN project, the UWASA Node, a Modular 
and Stackable WSN node is designed, which has hardware 
architecture shown in Figure 1. 
 
As shown in Figure 2, an intended application must have at 
least Power Module and Main Module. In addition to those, a 
node may contain some Slave Modules to adopt itself to 
application needs, or to act as a backbone router or translation 
gateway in the network. Regardless of types and number of 
slave modules, all modules are interconnected with circuits 
provided by Hardware Stack Connector.  
 
A. Main Design Issues 
The UWASA Node is designed to support applications that 
require very low-power single processor wireless sensor, up to 
applications that have processing demands that can be met by 
multiple processors stacked one top of another.  Such a broad 
application support is achieved by intrinsic support for 
multiple processing units in single hardware stack, while 
providing a feature to turn off the power of a built-in 
processor. Although this provides necessary means for 
extendable and generic solution, it arises some problems that 
need to be addressed.  
The first problem is related to power supervisory need inside 
the node hardware. In order to manage the power consumption 
of the node, there is a need to develop hardware components 
that allow power state management. This need is solved by the 
control interfaces provided by the Power Module, and a 
unified software architecture that allows power state control of 
each processor of main module and slave modules.   
The second problem is related to time management inside 
the node stack. For a single processor hardware module, there 
is a single time measurement mechanism, which allows 
network time synchronization through relatively simple 
algorithms. The UWASA Node architecture provides means to 
manage in-node timing either by main controller or by RF 
controller, or both. All processors in the node stack are 
obliged to be connected to heart-beat signal provided by either 
RF controller or main controller, which allows proper time 
stamping and periodic operations.    
The third problem is complicated software demand of the 
node, because multiple different processors require different 
software to be developed. This problem is solved by 
middleware like software, which provides hardware 
abstraction up to a level that most of the application software 
development is over the provided APIs. 
The fourth problem is related to application software 
development. The hardware should support fast application 
software development by providing necessary support for 
debug interfaces. Within the context of hardware development 
a Development Board has also been designed. The 
development board contains sufficient number of peripheral 



















Figure 2: Stack options of the UWASA Nodes 
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processors.   
B. Supply Options and Power Management Interfaces 
The nodes can be deployed in environments that can provide 
multiple power sources. The UWASA Node supports two 
independent supplies, one of them being a rechargeable 
battery; the other one being any source meeting the 
requirements (preferably an infinite energy source). The 
UWASA Node is equipped with dynamic power path 
management hardware, which efficiently utilizes two supplies. 
If the infinite energy source can supply more power than the 
instantaneous demand of the node, the battery starts to be 
recharged. 
The power module is equipped with 10 independent 
regulators. Two of these regulators have fixed voltage outputs 
to supply the main module.  Other eight regulators have 
adjustable output voltage levels, and they can be disabled by 
logic controls. This feature allows proper power control of the 
slave modules.  
The power module contains battery fuel gauge, which can be 
accessed by the main controller. This feature allows battery 
energy monitoring, and generation of accurate low power 
alerts. Moreover, this gauge can be used for quantification of 
power demand of application tasks, which is crucial for 
determination of energy demand of a specific application.  
C. Time Synchronization and Management 
For proper data acquisition and algorithm operation, node 
has to guarantee synchronized operation between its 
processing units. Moreover, the whole node should support 
network level time synchronized operation. The in-node time 
management is performed by a heart-beat signal provided by 
the Main Module. This signal is used for time stamping of 
each data chunk that will be exchanged inside the node. Being 
simple, yet, this architecture provides glueless time 
management. The network level time synchronization is 
handled by the Main Module. The output of the network level 
time synchronization algorithm is used for compensation of 
skew of the time measurement sub-systems inside the node, 
and also it is used for updating the heart-beat signal source 
period. 
III. HARDWARE DESIGN DETAILS    
A. Main Module 
The Main Module is the master module, and contains two 
processing units to allow transparent wireless communication 
while providing necessary means for stackable hardware 
architecture. The basic hardware blocks of the Main Module 
are shown in Figure 3. 
 
The Main Module is responsible for wireless 
communication, managing in-node data exchange, performing 
data processing and decision making, while supervising power 
interfaces and managing in-node power mode. The main 
components of the main module are shown in Figure 4. 
 
The main features of the main module can be summarized as 
follows. 
1. RF Controller and Main Controller are both 
programmable microcontrollers; RF Controller has 8051 
based, 8-bit processor that runs at either 16 MHz or 32 
MHz, whereas Main Controller has ARM7TDMI-S 32-bit 
processor that can run at up to 72 MHz.  
2. RF Controller has integrated IEEE802.15.4 MAC, 
integrated positioning engine; whereas Main Controller 
has integrated Ethernet MAC, and USB2.0 Full Speed 
device, as well as many standard serial interfaces.  
3. RF Controller can switch off the power of Main 
Controller, when excessive process power is not needed; 
whereas, the Main Controller can control enable states 
and voltage level of power sources through the interfaces 
provided by the Power Module.  
4. Individual peripherals of Main Controller and RF front 
end of RF controller can be disabled. 
5. Operating frequencies of both RF Controller and Main 
Controller can be adjusted. 
6. Time synchronization is solved by the means of heart-beat 
signaling provided by either RF Controller or Main 
Controller. Network level time synchronization is ensured 
by the RF Controller.   
Main Module





Figure 3: The basic hardware blocks of the Main Module 
Stack Connector 1 – 80 circuits















Figure 4: The components of the Main Module 
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B. Power Module 
Power Module is responsible for providing power related 
interfaces to all node modules. The basic hardware blocks of 
the Power Module are shown in Figure 5. 
  
This module contains power source path management, 
battery monitor, battery charger, voltage regulators, and power 
control logic block. Those components are shown in Figure 6.  
 
The main features of the Power module can be summarized 
as follows, 
1. The node supports LiIon – LiPo battery connection. The 
power module is designed to operate within the safety limits 
of LiIon – LiPo batteries. 
2. The power module contains integrated LiIon – LiPo battery 
charger, which allows on-line charging the battery when the 
other source is connected to a supply.  
3. Two independent supply options are provided through 
Power Module; the whole node supports dynamic power 
path management when the node is supplied via battery and 
other source (e.g. solar panel, vibration based power 
generator, USB connection, etc.).   
4. Instantaneous (power drain)/charge status of the battery can 
be monitored. 
5. The voltage level on the main power line of the node can be 
monitored. 
6. 10 independent power regulators are provided on the Power 
Module. 8 of them with adjustable output voltage levels; 
where 4 of them are switching regulators, and other 4 being 
linear regulators. Those regulators should be used to supply 
slave modules, to allow main controller to turn on/off whole 
slave module hardware, to minimize quiescent currents 
C. Slave Modules 
Three types of Slave Modules are defined depending on the 
purpose,  
1. Active Slave Module: This type of Slave Module has its own 
processing unit. Consequently, data processing – driver 
related issues are handled on the slave module itself.  
2. Passive Slave Module: This type of Slave Module does not 
contain its own processing unit, but has driver related 
hardware of Sensor/Actuator, which is connected to one of 
the interface of the Main Module on the Hardware Stack 
Connector. 
3. Extension Slave Module: This type of Slave Module is an 
extension to Main Module. For example, SRAM connected 
to EMIF interface of the Main Module is this type of Slave 
Module.  
The Slave Modules are intended to be the hardware 
implementations of the applications. The basic hardware 
blocks of three types of slave modules are shown in Figure 7. 
 
D. Development Board  
In order to simplify development stage, and provide 
hardware-less development option, a Development Board is 
designed. This board aims to provide essential development 
interfaces for both RF Controller and Main Controller. The 
content of this board is shown in Figure 8. 
Power Module
Power  sources and regulation
Dynamic Power Path Management
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Figure 8: The functional blocks of the Development Board 
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PHDVXUHPHQWV DQG WR FRPPXQLFDWH EHWZHHQ WKH FHQWUDOL]HG
FRQWURODQGWKHDFWXDWRUVORFDWHGWRWKHGLIIHUHQWSDUWVRIWKH
JUHHQKRXVH ,QDGYDQFHG:61VROXWLRQV VRPHSDUWVRI WKH
FRQWURO V\VWHP LWVHOI FDQ DOVR EH LPSOHPHQWHG LQ D
GLVWULEXWHG PDQQHU WR WKH QHWZRUN VXFK WKDW ORFDO FRQWURO
ORRSV FDQ EH IRUPHG &RPSDUHG WR WKH FDEOHG V\VWHPV WKH
LQVWDOODWLRQRI:61LV IDVWFKHDSDQGHDV\0RUHRYHU LW LV
HDV\WRUHORFDWHWKHPHDVXUHPHQWSRLQWVZKHQQHHGHGE\MXVW
PRYLQJVHQVRUQRGHV IURPRQH ORFDWLRQ WRDQRWKHUZLWKLQ D
FRPPXQLFDWLRQ UDQJH RI WKH FRRUGLQDWRU GHYLFH ,I WKH








,Q WKLV ZRUN ZH WRRN WKH YHU\ ILUVW VWHSV WRZDUGV WKH
ZLUHOHVV JUHHQKRXVH DXWRPDWLRQ V\VWHP E\ EXLOGLQJ D
ZLUHOHVVPHDVXULQJV\VWHPIRUWKDWSXUSRVHDQGE\WHVWLQJLWV
IHDVLELOLW\ DQG UHOLDELOLW\ZLWK D VLPSOH H[SHULPHQWDO VHWXS
:H LQWHJUDWHG WKUHH FRPPHUFLDO VHQVRUV WR 6HQVLQRGH¶V
VHQVRU SODWIRUP >@%\XVLQJ WKHVH VHQVRUVZH DUH DEOH WR
PHDVXUH IRXU SDUDPHWHUV ZKLFK DUH FUXFLDO LQ JUHHQKRXVH
FOLPDWH DGMXVWPHQW WHPSHUDWXUH UHODWLYH KXPLGLW\ OLJKW
LUUDGLDQFHDQGDLUFDUERQGLR[LGHFRQWHQW7KHSODWIRUPXVHV





7KH5LQQRYDQGR JURXS >@ LV GRLQJ UHVHDUFKZRUN LQ D
WRPDWR JUHHQKRXVH LQ WKH 6RXWK RI ,WDO\ 7KH\ DUH XVLQJ
6HQVLFDVWGHYLFHVIRUWKHDLUWHPSHUDWXUHUHODWLYLW\KXPLGLW\
DQG VRLO WHPSHUDWXUH PHDVXUHPHQWV ZLWK ZLUHOHVV VHQVRU
QHWZRUN 7KH\ KDYH DOVR GHYHORSHG D :HEEDVHG SODQW
PRQLWRULQJ DSSOLFDWLRQ *UHHQKRXVH JURZHU FDQ UHDG WKH
PHDVXUHPHQWVRYHUWKH,QWHUQHWDQGDQDODUPZLOOEHVHQWWR
KLV PRELOH SKRQH E\ 606 RU *356 LI VRPH PHDVXUHPHQW
YDULDEOH FKDQJHV UDSLGO\ 7KH5LQQRYDQGR JURXS KDV D WHVW








IRU HQYLURQPHQWDO PRQLWRULQJ LQVLGH WKH JUHHQKRXVH 7KH\
DUH XVLQJ D VWDU WRSRORJ\ QHWZRUN RI &URVVERZ 0,&$]
PRWHV 7KH PRWHV PHDVXUH WHPSHUDWXUH KXPLGLW\ DQG VRLO
PRLVWXUH DQG VHQG WKHLUPHDVXUHPHQWV WR WKH VLQN QRGH LQ
ILYHPLQXWHVLQWHUYDOV6LQNQRGHLVDFRPELQDWLRQRI0,&$]





SURFHVVLQJ 0RWH SURJUDPPLQJ DQG GDWD UHFHLYLQJ LV
SRVVLEOH WKURXJK WKH 56 VHULDO LQWHUIDFH SURYLGHG E\
0,% ERDUG 7KH 5HFHLYHG 6LJQDO 6WUHQJWK ,QGLFDWRU
566,YDOXHVRYHUWKHGLVWDQFHEHWZHHQQRGHVZLWKGLIIHUHQW
DQWHQQD KHLJKWV DQG SRODUL]DWLRQ DQJOHV ZHUH FRPSDUHG WR
HDFKRWKHU%DVHGRQWKHUHVXOWV LWZDVSRVVLEOHWRFRQFOXGH
WKDW WKH ORQJHVW FRPPXQLFDWLRQ UDQJH ZDV DFKLHYHG ZKHQ
QRGHV KDG VDPH RULHQWDWLRQ DQG PD[LPDO DQWHQQD KHLJKW
7KH WHPSHUDWXUH GLIIHUHQFH LQ H[SHULPHQWDO PHDVXUHPHQW
EHWZHHQWZRQRGHVZKHUHRQHQRGHZDVSODFHGLQWKHFHQWHU




7KH SURGXFWLYLW\ RI WKH JUHHQKRXVH GHSHQGV RQ PDQ\
GLIIHUHQW IDFWRUV 0DQ\ UHVHDUFK SURMHFWV DUH IRFXVLQJ WR
WKHVHIDFWRUVDQGWKHLULQWHUGHSHQGHQFLHV*URZHUFDQVHWWKH
UHIHUHQFHYDOXHVWRFHUWDLQHQYLURQPHQWDOYDULDEOHVDQGWKHQ
WKH JUHHQKRXVH DXWRPDWLRQ V\VWHP WDUJHWV WR NHHS WKH
YDULDEOHV LQ WKHVH YDOXHV 7KH RSWLPDO OHYHOV RI ZDWHU DQG
IHUWLOL]HUFDQDOVREHGHILQHG>@
&DUERQ GLR[LGH &2 LV D QDWXUDO JDV ZKLFK LV
GDQJHURXV IRU KXPDQV LQKLJK FRQFHQWUDWLRQV EXW D OLIHOLQH
IRUWUHHVDQGSODQWV7KHDLUFRQVLVWVRIQLWURJHQR[\JHQDQG
FDUERQ GLR[LGH ,Q WKH SKRWRV\QWKHVLV SURFHVV WKH SODQWV
FRQYHUW &2 ZDWHU DQG OLJKW LQWR JOXFRVH DQG R[\JHQ
DFFRUGLQJWR

     + 2 &2 & + 2 2OLJKW   

7KXV&2 LV DQ LPSRUWDQW JUHHQKRXVH FOLPDWH YDULDEOH
ZKLFKHQKDQFHVWKHJURZWKRIWKHSODQWV6XQVKLQHDQGOLJKWV
LQFUHDVHWKHDPRXQWRIFDUERQGLR[LGH'XULQJWKHVXPPHU
WKH JUHHQKRXVH JHWV WKH &2 LW QHHGV IURP WKH QDWXUDO DLU
ZKHQYHQWLODWLRQDQGURRIZLQGRZVDUHRSHQ>@,QQRUWKHUQ
FRXQWULHV WKLV RSSRUWXQLW\ GRHV QRW H[LVW GXULQJ WKHZLQWHU
*URZHU FDQ XVH SXUH H[WUD &2 RU KH FDQ SURGXFH PRUH
FDUERQ GLR[LGH E\ &2 EXUQHU 6RPH JUHHQKRXVH KHDWLQJ
V\VWHPVUHFLUFXODWHWKHLU&2HPLVVLRQVLQWRWKHJUHHQKRXVH
PDNLQJGRXEOHDGYDQWDJHV IRU WKHSURGXFHU >@7KHXVHRI
H[WHUQDO &2 RIIHUV DOVR D ZD\ WR WLH WKH FDUERQ GLR[LGH
FROOHFWHGIURPVRPHLQGXVWULDOSURFHVVWRWKHELRPDVVJURZQ
LQWKHJUHHQKRXVHLQVWHDGRIHPLWWLQJLWWRWKHDWPRVSKHUH
7KHRSWLPDO JUHHQKRXVH DLU WHPSHUDWXUHGHSHQGVRQ WKH
LQWHQGHG OHYHO RI WKH SKRWRV\QWKHWLF DFWLYLW\ (DFK SODQW
VSHFLHV KDV LWV RZQ RSWLPDO YDOXHV RI DLU WHPSHUDWXUH DQG
DFWLYH UDGLDWLRQ RI OLJKW ZKLFK HQDEOH WKH PD[LPXP
SKRWRV\QWKHWLF DFWLYLW\ VHH )LJXUH   6RLO WHPSHUDWXUH




SURYLGH WKH EHVW FRQGXFWLYLW\ WR DFWLYHPRYHPHQW RI ZDWHU
DQGQXWULHQWV WKURXJK WKHSODQW+XPLGLW\FRQWURO LVDOVRDQ
LPSRUWDQW WRRO WR SUHYHQW WKH VSUHDG RI SODQW GLVHDVHV LQ
JUHHQKRXVHV 1RUPDOO\ WKH UDQJH RI KHDOWK\ UHODWLYH
KXPLGLW\ IRU WKH SODQWV LV IURP  WR  +LJK DLU
PRLVWXUHUHGXFHVWKHUHTXLUHGSODQWZDWHULQJIUHTXHQF\7KH




D JUHHQKRXVH &ROG DLU KDV D ORZHU PRLVWXUHKROGLQJ
FDSDFLW\ WKDQZDUPHU DLU DQG WKHUHIRUH WKHGHFUHDVHRI WKH
UHODWLYHKXPLGLW\ LV D VLJQRI LQFUHDVHGDLU WHPSHUDWXUH >@
7UDQVSLUDWLRQUDWHWHOOVKRZPDQ\JUDPVSODQW¶VOHDIVXUIDFH
FDOOHGVWRPDWDUHOHDVHVZDWHUYDSRXUSHUPLQXWH
7KH JUHHQKRXVH SURWHFWV WKH SODQWV IURP WKH H[WUHPH
ZHDWKHU FRQGLWLRQV +RZHYHU LI WKH SHULRG RI GD\OLJKW
SUHYHQWVWKHSKRWRV\QWKHWLFDFWLYLW\WKHSODQWVGRQRWJURZ
+RUWLFXOWXUDO OLJKWLQJ DOORZV WKH JURZHU WR H[WHQG WKH
JURZLQJVHDVRQ,WHQDEOHVD\HDUURXQGSURGXFLQJRISODQWV
RUPDNHV LWSRVVLEOH IRU WKHJURZHU WR VWDUW VRZLQJ LQHDUO\
VSULQJ DQG FRQWLQXH VHDVRQ WLOO WKH ILUVW IURVW 3ODQWV QHHG
DERXWKRXUVOLJKWWRLPSURYHJURZWK:KHQWKHSODQWV
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DUH SURGXFLQJ IORZHUV RU IUXLWV WKH VXSSOHPHQWDO QHHG RI
OLJKW SHU GD\ LQFUHDVHV XS WR  KRXUV )LJXUH  VKRZV WKH













*UHHQKRXVHPRQLWRULQJ DQG FRQWURO FDQ EH GLYLGHG LQWR




DUH ILUVW FRQYHUWHG IURP DQDORJ WR GLJLWDO DQG WKHQ
WUDQVPLWWHGWRWKHFRPSXWHU%HFDXVHRIWKHKLJKPRLVWXUHLQ
WKH JUHHQKRXVH WKH FRPSXWHU LV QRUPDOO\ ORFDWHG RXWVLGH
6LJQDO SURYLGHG E\ WKH VHQVRUV LV QRUPDOO\ ZHDN:LWKRXW
VLJQDODPSOLILHUFDEOHGVHQVRUXQLWVFDQQRWWUDQVPLWWKHGDWD




LI WKH GLVWDQFH EHWZHHQ WKH PHDVXULQJ QRGHV DQG WKH
FRPSXWHUH[FHHGV WKH OHQJWKRID VLQJOH UDGLR OLQN%HVLGHV
GDWD FROOHFWLQJ DQG FRQWURO FDOFXODWLRQ WKH FRPSXWHU DOVR
SUHVHQWV WKH FOLPDWH YDULDEOH YDOXHV DQG VWDWLVWLFV RQ WKH
VFUHHQ IRU WKH XVHU 7KH FRPSXWHU UXQV WKH JUHHQKRXVH
FOLPDWHFRQWURODOJRULWKPDQGWKHQHZYDOXHVIRUWKHFRQWURO
VLJQDOVDUHFRPSXWHGW\SLFDOO\LQHYHU\VHFRQGV
&RQWURO RXWSXW VLJQDOV IURP WKH FRPSXWHU KDYH ORZ
YROWDJH  YROWV (DFK RXWSXW LV FRQQHFWHG WR HOHFWURQLF
UHOD\ZKLFKVZLWFKHVWKHHTXLSPHQWXQGHULWVFRQWURORQRU
RII WKURXJK WKH VHFRQG UHOD\ZKLFKJLYHV WR WKHGHYLFH WKH
LQSXW YROWDJH LW QHHGV 7KH FRQWURO V\VWHP LV LOOXVWUDWHG LQ
)LJXUH&RPSXWHUFRPSXWHVWKHLQWHUPHGLDWHWLPHIURPWKH
RXWSXW VLJQDO DQG WKHQ GHWHUPLQHV KRZ ORQJ HDFK UHOD\ LV
WXUQHGRQ>@
$PRGHUQJUHHQKRXVHFDQFRQVLVWRIVHYHUDOSDUWVZKLFK







:H PDGH RXU H[SHULPHQWV LQ 0DUWHQV *UHHQKRXVH
5HVHDUFK&HQWHU¶VJUHHQKRXVHLQWKH1lUSL|WRZQLQ:HVWHUQ
)LQODQG>@7KHVL]HRIWKHJUHHQKRXVHZDV[PHWHUV
DQG LQ LWV WUDGLWLRQDO FRQWURO V\VWHP LW KDV RQO\ RQH FDEOHG
PHDVXUHPHQWXQLWLQWKHPLGGOH
*UHHQKRXVH¶VPRLVWFOLPDWHDQGGHQVHIORUDDUHVLPLODUWR
WKH VXUURXQGLQJV RI D MXQJOH 7KLV NLQG RI HQYLURQPHQW LV
FKDOOHQJLQJERWKIRUWKHVHQVRUQRGHHOHFWURQLFVDQGIRUWKH
VKRUWUDQJH ,(((  ZLUHOHVV QHWZRUN ZKLFK







7KH ZLUHOHVV VHQVRU QRGH ZH XVHG ZDV 6HQVLQRGH¶V
0LFUR8 VHH)LJXUH >@ ,W RSHUDWHG DV D EDVLF
PHDVXULQJQRGHZLWKD&&5)WUDQVFHLYHUDQG
D 063 0LFURFRQWUROOHU 7KH JDWHZD\ QRGH ZDV D
FRPELQDWLRQ RI 8 QRGH DQG 86% VHULDO DGDSWHU ERDUG
0LFUR86% 8 >@ 6HQVRUV ZHUH VROGHUHG WR D ERDUG
HTXLSSHGZLWK WKH QHHGHG FRPSRQHQWV UHVLVWRUV FDSDFLWRUV
DQGRSHUDWLRQDPSOLILHU7KHQWKHVHQVRUERDUGVHH)LJXUH
RQ WKH OHIWZDVSOXJJHG LQ WR WKH8QRGH WKURXJK LWV
,2 SLQV 7KH QRGH DQG WZR 9$$EDWWHULHV DFWLQJ DV D
SRZHUVRXUFHZHUHVKHOWHUHGE\DSODVWLFER[PP
WRSUHYHQWWKHPIURPWKHKXPLGLW\6HQVRUERDUGZDVSODFHG
RQ WKH WRS RI WKH ER[ DQG VHQVLWLYH HOHFWULFDO FRPSRQHQWV
ZHUHSURWHFWHGIURPWKHPRLVWXUHE\DSODVWLFFRDWLQJVSUD\
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6HQVLQRGH¶V GHYLFHV DUH EDVHG RQ /R:3$1 SURWRFRO
ZKLFKHQDEOHVWUDQVPLVVLRQRIFRPSUHVVHG,QWHUQHW3URWRFRO
YHUVLRQ ,3YSDFNHWV RYHU ,(((QHWZRUNV >@
6HQVLQRGH¶V 1DQRVWDFN SURWRFRO SURYLGHV WKH XVH RI






)DVW UHVSRQVH WLPH ORZ SRZHU FRQVXPSWLRQ DQG
WROHUDQFH DJDLQVW PRLVWXUH FOLPDWH PDGH 6+7 UHODWLYH
KXPLGLW\DQG WHPSHUDWXUH VHQVRU >@DSHUIHFW VROXWLRQ IRU
WKH JUHHQKRXVH HQYLURQPHQW 7HPSHUDWXUH DFFXUDF\ RI WKH
VHQVRU LV &DQG WKHDFFXUDF\RI WKH UHODWLYHKXPLGLW\
XQGHU   &RPPXQLFDWLRQ EHWZHHQ 6+7 VHQVRU DQG
QRGH LV VLPLODU WR ,,& LQWHUIDFH GHYHORSHG E\3KLOLSV'DWD
DQG FORFN OLQH DUH WKH VDPH LQ ERWK FDVHV EXW 6+7 KDV
RQO\ RQH SXOOXS UHVLVWRU EHWZHHQ GDWD DQG SRZHU VXSSO\
OLQH
/XPLQRVLW\ ZDV PHDVXUHG E\ 7$26 76/5 >@
ZKLFK FRQYHUWV OLJKW LQWHQVLW\ WR YROWDJH 8QVWDEOH RXWSXW
VLJQDOLVKDQGOHGE\ORZSDVVILOWHUWRJHWFRUUHFWOXPLQRVLW\
YDOXHV
:H PRXQWHG LUUDGLDQFH WHPSHUDWXUH DQG KXPLGLW\
VHQVRUV LQWR IRXU QRGHV EXW &DUERQ GLR[LGH VHQVRU ZDV
WULFN\ EHFDXVH LW VHWV VSHFLDO UHTXLUHPHQWV IRU WKH LQSXW
YROWDJH DQG WKH UHVSRQVH WLPH )LJDUR¶V 7*6 >@
FDUERQ GLR[LGH VHQVRU VHH )LJXUH  RQ WKH ULJKW ZDV WKH
DOWHUQDWLYHZKLFKZDVWKHPRVWFRPSDWLEOHZLWKORZYROWDJH
VHQVRU QRGH &2 PHDVXULQJ WDNHV ORQJHU WLPH WKDQ RWKHU
PHDVXUHPHQWVDQG&2VHQVRUYROWDJHVXSSO\PXVWEHZLWKLQ
9 IURP WKH  9ROWV 7KH FDUERQ GLR[LGH YDOXH FDQ EH
UHDGIURPWKHRXWSXWYROWDJH2SHUDWLRQDPSOLILHUUDLVHVWKH
YROWDJHOHYHORIRWKHUZLVHZHDNVLJQDO IURPWKHVHQVRU:H
HQG XS WR OHIW WKH 7*6 WR EH LPSOHPHQWHG LQ LWV RZQ









:H DSSOLHG D VLPSOH VWDU WRSRORJ\ ZKHUH IRXU QRGHV
ZLWKWHPSHUDWXUHOXPLQRVLW\DQGKXPLGLW\VHQVRUVPHDVXUHG
FOLPDWH YDULDEOHV DQG FRPPXQLFDWHG GLUHFWO\ ZLWK WKH
JDWHZD\QRGH7KHJDWHZD\QRGHDFWHGDVDFRRUGLQDWRUDQG
UHFHLYHG WKH PHDVXUHG GDWD IURP WKH VHQVRU QRGHV ,W ZDV
ORFDWHGLQWKHJUHHQKRXVHHQWUDQFHKDOOEHFDXVHWKHKXPLGLW\
WKHUH ZDV  ORZHU WKDQ LQVLGH WKH JUHHQKRXVH $




KRZ WKH VHQVRU QRGHV ZHUH GHSOR\HG WR WKH JUHHQKRXVH
EORFN  7KH LGHD RI WKH YHUWLFDO GHSOR\PHQW ZDV WR JHW D















KHLJKWDQG WKHGLVWDQFH WR WKHHGJHRIGHQVH WRPDWR IROLDJH
ZDV  FP1RGH  KDG FPGLVWDQFH WR WKH VLGHZDOO
DQGLWZDVSODFHGDWWKHKHLJKWRIFP7KDWORFDWLRQZDV
D VKDGRZ\ VSRW ZKHUH WKH QHDUHVW ODPS ZDV EURNHQ 7KH
OHQJWKEHWZHHQ WKH ILUVW SODQWV DQG WKHGHYLFHZDV FP
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1RGH  PHDVXUHG WKH FURZQ OD\HU LQ  FP KHLJKW MXVW
DERYH WKH 1RGH  1RGH  ZDV LQ WKH PLGGOH RI WKH




3HULRGLFDO VOHHS DQG ZDNH PRGHV ZHUH DSSOLHG ,Q LWV
WXUQ HDFK QRGH ZRNH XS DQG WXUQHG RQ LWV UDGLR IRU 
VHFRQGVDQGZHQWWKHQEDFNWRVOHHSDQGWXUQHGRIILWVUDGLR
IRUVHFRQGVPLQV$WDWLPHRQO\RQHRIWKHIRXU
QRGHV HTXLSSHGZLWK WHPSHUDWXUH OXPLQRVLW\ DQG KXPLGLW\
VHQVRUVZDVUHDGLQJGDWD IURPWKHVHQVRUVDQGZDLWLQJGDWD
UHTXHVW IURP WKH FRRUGLQDWRU 7KH FRRUGLQDWRU WRRN FDUH RI
GDWD UHTXHVWLQJ DQG WKH RWKHU QRGHV ZHUH RQO\ DEOH WR
DQVZHU WR WKH UHTXHVW 7KXV WKH FRRUGLQDWRU DFWHG DV D
PDVWHU GHYLFH ZKLFK SROOHG GDWD IURP WKH VHQVRU QRGHV LQ
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ABSTRACT Many operations, be they military, police, rescue, or other ﬁeld operations, require localization
services and online situation awareness to make them effective. Questions such as how many people
are inside a building and their locations are essential. In this paper, an online localization and situation
awareness system is presented, called Mobile Urban Situation Awareness System (MUSAS), for gathering
and maintaining localization information, to form a common operational picture. The MUSAS provides
multiple localization services, as well as visualization of other sensor data, in a common frame of reference.
The information and common operational picture of the system is conveyed to all parties involved in the
operation, the ﬁeld team, and people in the command post. In this paper, a general system architecture for
enabling localization based situation awareness is designed and the MUSAS system solution is presented.
The developed subsystem components and forming of the common operational picture are summarized, and
the future potential of the system for various scenarios is discussed. In the demonstration, the MUSAS is
deployed to an unknown building, in an ad hoc fashion, to provide situation awareness in an urban indoor
military operation.
INDEX TERMS Localization, mapping, networks, situation awareness.
I. INTRODUCTION
Urban situation awareness and especially localization infor-
mation is important in many applications. Operations, such
as search-and-rescue, military operations, urban combat,
hostage situations, emergency situations, indoor ﬁre, or earth-
quake damaged buildings, rely on localization information, as
the map of the environment and location of targets in a pos-
sible unknown area is needed. Combining information from
several subsystems is a key aspect in these perilous appli-
cations. Knowing where things are and combining several
sources of information, enables context aware data gathering,
analysis and decisions, and aid in situation awareness.
In this paper, a novel solution is presented, called Mobile
Urban Situation Awareness System (MUSAS), which is an
integrated system that provides localization services of sev-
eral types to enable situation awareness with focus on an
urban environment. The target use of the proposed MUSAS
is an operation in an urban environment where locations
of own ﬁeld team members, persons and objects are of
key importance. The operation environment is typically
partly unknown, which require mapping and localization of
objects.
A general use case scenario for the MUSAS is an oper-
ation in an urban environment as shown in Fig. 1. A ﬁeld
team performs some task based on the instructions from the
mission leader and upper echelon. A common operational
picture (COP) [1] of the situation is formed, by the COP
server and the MUSAS operator managing the system, using
data from several subsystems deployed in the ﬁeld. The COP
is relayed to all the parties involved: the ﬁeld team, mis-
sion leader, and upper echelon, to assist them in performing
their tasks. Field team members have a hand-held device for
interfacing with the COP. The COP contains information of
locations of objects and targets of the task, typically humans,
overlaid on a map of the environment, to assist in situation
awareness.
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FIGURE 1. General use case example for the MUSAS and entities involved.
A. OBJECTIVES AND CONTRIBUTIONS
A key contribution of the MUSAS is providing a system for
online localization based situation awareness using multiple
localization andmappingmethods. Compared to other similar
systems, the MUSAS does not assume or rely on anything
of the target environment. The MUSAS builds up its own
infrastructure using Wireless Sensor Network (WSN) and
Wireless Local Area Network (WLAN) technologies. It maps
the unknown area and updates the knowledge as entities are
localized. Location information of moving targets is tracked
and updated to the COP model and all users. The system
can operate both outdoors and indoors and has through wall
observation capabilities.
The contributions of this work include describing the gen-
eral design of an online system for producing and integrat-
ing information for a common operational picture, based on
mapping an unknown environment and appending several
localization information sources. A survey of existing solu-
tions and relevant technologies are done. The subsystems are
presented, including their technical details and relevant lit-
erature. An implementation is presented and the experiences
from a test demonstration are discussed. Other issues related
to situation awareness, such as data associating and cluster-
ing, object recognition and feature extraction, target identiﬁ-
cation and tracking, and prediction, are not considered.
In this section, the objectives of the MUSAS, related situ-
ation awareness solutions, and the contributions of this paper
are described. In Section II, a general system description
of a localization based situation awareness system is done,
and feasible localization solutions suitable for the use case
scenario are identiﬁed. The proposed MUSAS architecture
and an overview of the implementation are presented in
the following sections. In Section III, the robot system is
described, including mapping an unknown area using simul-
taneous localization and mapping (SLAM) by the robot.
In Section IV, the localization subsystems are described in
more detail with the information they produce for making
the COP. Wireless sensor node localization is treated in
Section IV-A. Object localization has also been implemented,
both for cooperating objects or persons, in Section IV-B, and
for non-cooperating persons. For the non-cooperating case,
radio tomography can be used, as presented in Section IV-C.
In Section V the experiences from a test deployment and the
use of the MUSAS in urban combat situations is described.
Finally a short conclusion is given with some notes on the use
of such systems in other scenarios. A technical report of the
systemwithmore detailed information on the implementation
can be found in [2].
B. COMMON OPERATIONAL PICTURE
According to [3], situation awareness consists of several lev-
els. The ﬁrst level is perception or sensing. In the second
level, comprehension is built from the observed data, as
meaning is assigned to each piece of information and the
relations between the components are inferred. In the third
level, the situation implications are projected or predicted into
the future. In this work only the ﬁrst two levels are considered,
where data is gathered by several entities and fused to some
comprehensible picture of the situation. The task of the user
is then to decide actions or predict the future based on the
produced situation picture.
A common operational picture displays all gathered and
combined data from several sources in a single presentation
to the user [4]. The information is merged into a common
frame of reference and visualized on a screen from where
it is easy to comprehend the current situation. The main
task of COP systems is thus to bring together data from
different subsystems and present that into an overview for
enabling situation awareness of a variety of users and different
teams [1].
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The early studies of COPs were carried out in the
1980’s [4]. A major milestone is the development of a large
group display to enable situation awareness in military com-
mand posts [3]. COPs have been successfully utilized in
situations such as large scale natural disasters [5] and terrorist
acts, where COPs have had a large impact on reducing human
casualties.
A COP is often associated with geographical data, for
instance in a combination with a Geographic Information
System (GIS), as typical applications are tied to a possible
large geographical area. Available maps, blue prints and ﬂoor
plans can serve as a backdrop to pin the location based
information to real-world coordinates and tie them to the
environment.
C. SITUATION AWARENESS
Most of the situation awareness literature concerns military
cases. The Joint Vision document from 2001 [6], highlights
the importance of information superiority throughout the
battleﬁeld. Situation awareness of individual soldiers is an
important issue, and different armies around the world are
developing their future soldier concepts. The target is to create
a soldier, who is not only a warrior, but also an active informa-
tion creator and consumer. The report [7], summarizes some
different programs. For example, the Future Soldier program
is an international endeavor, led by the USA, to create a
soldier of the 2030 [8]. An example of a networked system
of systems is the Future Combat Systems (FCS) which links
18 different systems into an operating entity [9].
The Common Operating Picture Software/Systems
(COPSS) for emergency management is presented in [10].
This system supports a four dimensional COP and focuses
on Shared Situation Awareness (SSA) and supports multiple
information sources. Research on a Small Unit Operations
Situations Awareness System (SUO SASS) is presented in
[11], which has similar aspects as the MUSAS, in terms of ad
hoc networks and location services focusing on soldiers. The
use of commercial-off-the-shelf (COTS) products in tactical
environments is studied in [12]. Especially, an implemen-
tation in Android environment, similar to the MUSAS, is
studied in [13].
D. SENSOR NETWORKS FOR EMERGENCY SITUATIONS
There are numerous wireless sensor network solutions envi-
sioned for disaster and emergency situations where an infras-
tructure for data exchange is not readily available. In such
scenarios, a WSN can be deployed in ad hoc fashion and pro-
vide the means for information exchange and other sensing
purposes.
In disaster scenarios, scalable and heterogeneous net-
work solutions for situation management are required.
DistressNet [14] provides such a solution and it offers:
ad hoc wireless architectures for communication, data
exchange to improve situation awareness, and collabora-
tive acoustic sensing for human detection. The system
has also multiple solutions for localizing the nodes with
the purpose of topology-aware routing and congestion
control.
The VigilNet [15] system targets military surveillance,
exploiting sensor networks to track targets in areas of interest.
The authors consider the setup and operation requirements of
the network. In addition, the importance of node localization
is considered and Global Positioning System (GPS) is used to
fulﬁll the task. VigilNet targets long term operation and thus
energy constraints have an essential role in the system design.
On the contrary, the system presented in this paper is deployed
for short time intervals and therefore, energy consumption of
the nodes does not have to be considered in the system design.
Diamond and Ceruti [16] discuss a military COP model
and system architecture for modern warfare. The use of
commercial and COTS wireless devices, the diverse sens-
ing possibilities of the devices, and data fusion of different
information are seen as effective ways to improve situational
awareness for military purposes. Such augments in situational
awareness enable new combat paradigms for modern warfare.
In contrast to the hypothetical investigation of [16], an actual
implementation is presented in this paper.
E. MAPPING AND SEARCH-AND-RESCUE ROBOTICS
Reconnaissance and mapping of an unfamiliar area using
a mobile robot, discussed in more detail in Section III, is
indispensable, if it is unsafe for humans to enter. Mapping
is needed to be able to navigate, operate, and localize the
sensed information. The mapping of damaged buildings in
an earthquake situation using both ground and aerial robots is
presented by [17], where themapping results of several robots
are combined to produce a three dimensional map. Similar
robots could be integrated in the MUSAS, with the addition
of other subsystems, delivering various other information
sources, such as localization of people and objects.
An EC project, Building Presence through Localization
in Hybrid Telematic Systems (Pelote) [18], [19], studied the
control of a human-robot team in a ﬁre ﬁghting scenario.
The proposed solution consisted of a ﬁre-ﬁghter localization
system [20], teleoperated robots [21] and an information
fusion scheme to synthesize a common model from acquired
data. One of the key contributions of the project was that it
was experimentally shown that position information is crit-
ical in maintaining common situation awareness among the
distributed team.
Similar to the MUSAS, Pelote emphasizes the importance
of location based information. However, the MUSAS differs
from Pelote in that it does not assume a priori information
about the target environment. Furthermore, the MUSAS is
built upon wireless sensor networks, which extend the range
of applicable use case scenarios and enable new positioning
possibilities, such as non-cooperative device free localization
(DFL).
II. SYSTEM ARCHITECTURE
The target of the MUSAS is to provide a common operational
picture for the command post, to the ﬁeld team and share it
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with the upper echelon. This is accomplished by combining
information from several different subsystems into a single
view. In this section, the general system design and compo-
nents of the implemented MUSAS is presented. This section
is concluded by a description on how the COP information
is distributed and presented to the user to aid in situation
awareness.
A. GENERAL SYSTEM OVERVIEW
A common operational picture is the visual representation of
the up-to-date state of the operation. In this case, focusing
on localization information of each entity. The COP includes,
but is not limited to, the positions of targets and ﬁeld team
members, and the status of individual assets with respect to a
common frame of reference, i.e. a map of the area.
To achieve a COP, information from several online local-
ization systems, backdrop information, such as geographi-
cal data and operative information, must be integrated and
distributed to all users, as summarized in Fig. 2. The COP
server forms the COP model based on inputs provided by all
subsystems, and it shares the resultant model with the upper
echelon and with the ﬁeld team using the operative sharing
subsystem. The backdrop information subsystem provides
basic information related to the operation and the environ-
ment. Based on the localization systems, online situation and
localization information are formed, and updated the COP
model to the current state of the situation. The operative
sharing subsystem allows transferring and displaying the
generated COP model to the ﬁeld team, and conveying status
updates from the ﬁeld team to the COP server. Similarly,
the upper echelon subsystem provides means for conveying
the COP model to the command post, and delivers executive
commands to the COP server.
B. INFORMATION SHARING AND INTEGRATION
The COP model must support integration of data gathered
from multiple sources. In the MUSAS, various types of
information are provided by different subsystems such as
mapping information from the robot, and position based
content from the team member and target localization sub-
systems as shown in Fig. 2. Transferring information from
FIGURE 2. General localization based common operational system
overview.
the individual subsystems to the COP server and sharing
the up-to-date COP model with the upper echelon and users
requires a sophisticated networking paradigm. The network-
ing demands can be conveniently fulﬁlled by abstracting the
network away and utilizing a distributed object system archi-
tecture. This solution abstracts the underlying technologies
to independent functional entities and the integration of the
subsystems is done by using a common data sharing frame-
work.
Interactions among distributed object systems is gener-
ally enabled by utilizing object-oriented middleware, such
as Common Object Request Broker Architecture (CORBA),
Remote Method Invocation (RMI) [22] and Internet Com-
munication Engine (ICE) [23]. Middleware, such as CORBA
and ICE simplify the development of a distributed system. In
addition, they allow independent development efforts of the
subsystems, as they support multitudes of operating systems
and programming languages.
Considering the diverse requirements of the MUSAS sub-
systems and the time constraints of data integration and
sharing, ICE emerges as the best alternative. This partic-
ular middleware architecture is augmented by several ser-
vices, including a publisher-subscriber topic based event dis-
tribution system called IceStorm. Using the IceStorm ser-
vice, information exchange among the subsystems can be
implemented as asynchronous event invocations in topic sub-
scribers. The COP server and subsystems are thus interfaced
by abstracted topics deﬁned in and managed by IceStorm.
A fundamental need for a system supporting spatial situ-
ation awareness is a subsystem for binding the information
from various sources to real world locations. Part of the
integration process is associating and combining the position
information from the individual localization subsystems to
geographic information. Geographic layers, such as maps and
blueprints, provide a global coordinate system for the various
subsystems. Thus, the location information of the subsystems
is inserted into the COP model and delivered to the users in
conjunction with the geographic information.
Geographic Information System is one of the well-studied
comprehensive solutions, which offers a closed infrastructure
and a variety of functions for this purpose. GIS provides
means to present the information in layers to aid visual
cognition. Further, GIS offers a framework for integrating
positioning information generated by the other localization
subsystems. By using this framework, the COP server is
able to increase the abstraction level of individual objects.
The information of individual subsystems is not anymore an
object with x- and y-coordinates that are bound to its local
coordinate system. Rather, it has a location based on real
world coordinates and a certain type, symbol and additional
information provided by the COP model.
C. SYSTEM TECHNOLOGIES AND OPERATION
The selected technologies for each subsystem in the MUSAS
are depicted in Fig. 3, with brief motivation of the selections
in this subsection. Further details are given in Section IV.
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FIGURE 3. The MUSAS system implementation and the utilized
technologies.
A common operational picture requires an accurate and up-
to-date map of the operating environment, with a common
notion of reference and direction. Since, in most of the con-
sidered scenarios, this knowledge is not available a priori, a
mobile robot, which can generate the map while localizing
itself is the most suitable solution among the alternatives, as
demonstrated in Pelote [19]. Thus, in the MUSAS, a mobile
robot, which is capable of simultaneous localization andmap-
ping, is utilized to generate the map of the environment.
Wireless Sensor Networks can be successfully used to
measure spatially distributed data, as a large number of nodes
can be distributed in the area of interest. Therefore, an ad
hoc WSN is a suitable solution employed in the MUSAS,
where relying on existing infrastructure is not possible, due
to several reasons, such as damaged and potentially unreliable
existing systems.
The target and team localization subsystems aim at esti-
mating the location of assets in the monitored environment.
Despite the fact that both systems can be implemented based
on visual or radar sensors, the limitations imposed by the
cluttered environment and the cost, leverage radio based
localization systems. Therefore, the proposed system is built
on top of low-cost wireless networks.
An IEEE 802.15.4 network is employed for local-
izing non-cooperative targets using radio tomographic
imaging [24], [25]. The IEEE 802.15.4 nodes are localized
using the mobile robot to enable ad hoc deployment. The
robot is connected by a versatile multi-radio gateway to sup-
port remote operation. For localizing team members, wear-
able sensors based on IEEE 802.15.4a, time of ﬂight, and
inertial sensors are used. To share the COP information to the
users, an ad hoc IEEE 802.11a network is used. Gateways
for each network are connected together with a wired local
area Ethernet network and the ICEStorm publish-subscribe
service is used to pass information to the COP server and the
other subsystems.
The proposed solution is composed of different wireless
communication technologies, some of which may operate on
the same frequency band. Therefore, to not interfere with
one another, the medium access of these technologies must
either be synchronized, or they must be operated in non-
overlapping frequencies. In the proposed system, the latter is
mostly employed. Subsystem with overlapping frequencies,
communicates in turns.
Many of the localization subsystems utilize location infor-
mation from the other subsystems as depicted in Fig. 4. As
an example, radio tomographic imaging requires that the
location of the nodes are known. However, in most of the
considered use-case scenarios, the node locations are not
known a priori. One solution to this problem is to use the
robot as a mobile beacon to locate other nodes of the network
as described in Section IV-A. Another solution is to equip the
robot with a node deployment system and distribute the nodes
in desired positions as the robot explores the environment. It
is to be noted that these two solutions are not complementary
and can be used side by side. In the MUSAS, both options are
utilized.
FIGURE 4. Localization systems information flow.
D. COMMON OPERATIONAL PICTURE SERVER
The main task of the COP server is to produce the COP
model, which includes all information that is signiﬁcant for
supporting situation awareness. The COP server encapsulates
multiple functions, such as hosting relevant backdrop infor-
mation, geographical information system, as well as publish-
ing the formed COP. These entities are presented in Fig. 5,
which is a detail view of the COP server block in Fig. 2.
The COP server hosts also multiple services needed by the
system, such as information sharing and operative sharing
services. A command and control application is running as
a front end application for the COP server, which provides a
user interface for the command post operator.
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FIGURE 5. COP server framework.
E. PRESENTATION
The COP is presented to the mission leader and upper echelon
on a large group display, whereas the ﬁeld team members are
shown a scaled down version in a hand-held device. In either
case, a user can zoom in and inspect detailed information
associated with a region or object of interest.
The COP presented to the mission leader and the MUSAS
operator is shown in Fig. 6. In the depicted scenario, the
robot is heading forward in a corridor of an unknown build-
ing, simultaneously updating a SLAM generated map. The
MUSAS operator identiﬁes the blueprint of the environment
and marks it appropriately. The color of the rooms can
be changed according to the situation. Additionally, rooms,
objects and events can be marked with appropriate NATO
APP6B symbols and other polygon shapes, all referencing to
local coordinates or real world coordinates (MGRS,WGS84).
It is also possible to display the map partially transparent on
top of a satellite map, to match it with the surroundings. This
mode reveals shapes of the terrain and different targets such
as monuments hidden in a forest, improving the situational
perception.
The mobile application for the ﬁeld team members, shown
in Fig. 7, is created on anAndroid platform.Android is chosen
because it allows easy deployment on new devices using the
same operating system, and makes it possible to use a wide
range of COTS products. The application is designed to be
as simple as possible for a ﬁeld team member to perceive
the current operational picture. The hand-held application
contains only a selected set of features which are presented in
Table 1. Common use cases are moving the map, zooming the
map, and adding a new object. Every feature is available by
using only one hand, including opening the carrying pouch,
where it is attached on the torso of the ﬁeld team member.
F. OPERATIVE SHARING
Sharing the COP information to hand-helds of the ﬁeld team
members is accomplished by using a mobile IEEE 802.11a
(WLAN) based ad hoc capable, battery powered, access point
network. The network, depicted in Fig. 8(a) and Fig. 3,
enables ﬂexible deployment and independence from external
infrastructure. No special conﬁguration is needed for the
network and it acts as a normal WLAN network for the hand-
held devices. The access point, pictured in Fig. 8(b), can
automatically connect and join to the existing network access
points in the ﬁeld. When deploying the system, it can be
placed anywhere, because it is battery driven. Furthermore,
FIGURE 6. Command and control server application user interface.
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FIGURE 7. Hand-held device graphical user interface for assisting in situation awareness of field team members.
to expand the coverage, existing access points can be moved
or new access points can be added.
III. ONLINE INFORMATION ACQUISITION USING A
MOBILE ROBOT
To operate in an unknown environment, reconnaissance
to collect data and map the area is necessary. The map
information, discovered objects, and other information are
localized to the local map coordinates and further to global
coordinates. For mapping and reconnaissance purposes, the
MUSAS uses a mobile robot with SLAM capabilities. In this
section, a short description of the mobile robot system is
presented. The system components required for control, and
how the location information provided by the robot is used in
the system, is described.
A. OVERVIEW
A mobile robot features many beneﬁts in the use cases of the
MUSAS.Most importantly, it can be deployed to gather infor-
mation about an unknown situation without risking human
lives and the robot is in a central role in creating a common
frame of reference for the system.
The remote-controlled robot, shown in Fig. 9, is used as an
exploring scout. The robot builds a metric map of the envi-
ronment while localizing itself against the map. The robot is a
tracked platform, weighting approximately 100kg and carries
along 100Ah of energy as well as sensors and sufﬁcient com-
putation power. Further details about the robotic system can
be found in [26]. In theMUSAS, a laser range ﬁnder and dead
reckoning for creating the map are used. A camera with a pan-
tilt-unit is provided for the teleoperator. In addition, the robot
is equipped with a communication subsystem, which enables
communication with the robot practically in all environments,
without the need for an existing infrastructure.
To build up the localization and sensing infrastructure,
treated in Section IV, the teleoperator can deploy wireless
sensors into strategic places in the environment, using a
wireless sensor node distribution subsystem integrated to the
robot. The node deployment is controlled over ICEStorm.
Whenever a node is deployed, the information, including
the known location of the deployed node, is published to
ICEStormwith a timestamp. Further, the robot communicates
with the rest of the wireless network, and localizes nodes with
unknown positions, deployed by other means, as explained in
Section IV-A.
B. COMMUNICATION AND CONTROL
The robot is controlled by teleoperating from the command
post. The laser range ﬁnder data, the image from the camera,
the calculated position and the constructed map of the area
is sent to the teleoperation station display shown in Fig. 10.
The calculated position of the robot and the constructed map
is distributed from the teleoperation station to the COP server
by using ICE, as shown in Fig. 3.
As a communication link between the robot and the
teleoperation station, two multi-interface routers are used.
The routers are especially designed for critical applications
where broadband and reliable connectivity and largest
possible coverage is needed. They have multiple dif-
ferent kinds of radio terminals, such as 3G HSPA,
CDMA450/2000, WiMAX, Wi-Fi, LTE, Flash-OFDM,
TETRA (Trans-European Trunked Radio, a radio speciﬁ-
cally designed for use by government agencies and emer-
gency services) or satellite, which can be used depend-
ing on the situation. The router monitors continuously all
installed Wide Area Network (WAN) radios and switches
to another radio if one fails or the quality of service is
below a user speciﬁed threshold. In addition, the routers
support virtual private networking, which enables secure
and seamless connection, independent of the used radio
technology.
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TABLE 1. Hand-held device functions.
FIGURE 8. Operative Sharing (a) connecting the COP server and the field team member hand-helds using an ad hoc WLAN. (b) WLAN access point with
batteries.
As a communication architecture, GIMnet [27], [28],
which is a service-based communication middleware for dis-
tributed robotic applications, is used. From an application
point-of-view, GIMnet provides a virtual private network
where all participating nodes may communicate point-to-
point using simple name designators for addressing. Using the
multi-interface routers and the communication architecture,
the system provides the possibility to seamlessly control the
robot from virtually any remote location. The setup is mostly
the same as in [29].
C. SIMULTANEOUS MAPPING AND TRACKING
Simultaneous localization and mapping, is a well-studied
ﬁeld, and there are several approaches for solving it
[30]–[32]. Here, the requirements are to map an arbitrary
environment in real time, without changing the frame-of-
reference during mapping. Because of these requirements,
the problem is approached using a grid-based mapping and
tracking (or Maximum Likelihood SLAM) method. The
approach incrementally builds an occupancy grid through
two steps: 1) Tracking, which maximizes the observation
likelihood given the map, and 2) mapping, which fuses
the observation with the map into the pose provided by
the tracking step. This approach does not employ a loop-
closing mechanism, and therefore is referred to as mapping
FIGURE 9. The mobile robot unit used for exploring, mapping and node
localization in the MUSAS.
and tracking, in order to distinguish it from a full SLAM
solution.
The mapping step is a trivial occupancy update step using
known pose and laser scanner data with a line model [33].
The tracking step uses a globally optimal search algorithm
introduced in [34] for ﬁnding the best pose in the map. The
search algorithm branches the pose space, with an objective
to minimize the point distance to occupied map cells. The
solution is bound by using an efﬁcient approximation of the
upper and lower bounds of the objective. The algorithm has
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FIGURE 10. Teleoperation view for mobile robot.
been shown to provide robust, sub-resolution pose estimates
even with very large search spaces [34] and being able to map
accurately even in the presence of large loops [29]. In this use-
case, the map is incrementally built, and thus the search space
is relatively small. The robot mapping and tracking inside the
target area is shown in Fig. 11(a).
Fig. 11(b) provides an example map from the test scenario.
The map is built in real-time by the robot and shows an
exploration through eight rooms. The map is published to
the other subsystems using ICEStorm as an image every
10 seconds. The map is then used in the command post
and overlaid with the a priori map and global geographical
information in the COP server. The map is also provided
to the robot operator in order to help in keeping spatially
oriented while driving the robot, as shown in Fig. 10. The
pose of the robot is published to ICEStorm continuously, for
the other subsystems, speciﬁcally the robot operator and the
node localization system.
IV. SYSTEMS FOR LOCALIZATION
Localization of wireless nodes in Wireless Sensor Networks
has been researched extensively, because in spatially dis-
tributed systems, sensor data is only meaningful if the loca-
tion of its origin is known. In theMUSAS, not only node loca-
tions are needed, but also locations of ﬁeld team members,
targets and other objects and events, as well as their posi-
tion in relation to a map. The following subsections brieﬂy
present the localization subsystems of the developedMUSAS
and explain their technical details and how they produce
the required localization information. The interactions of the
localization subsystems are described in Section II-C.
A. NODE CALIBRATION AND LOCALIZATION
Due to the ad hoc nature of emergency and rescue situations,
the localization systems used in the MUSAS cannot depend
on pre-installed infrastructure in the target site. Thus the
WSNs used have to be deployed ad hoc. In the most general
case, nodes will be placed in random or unknown positions.
Once the network has been deployed, the task is then to
FIGURE 11. (a) The robot in the test environment. (b) An example map
from the test scenario.
estimate the position of the nodes, such that the informa-
tion measured through their sensors can be associated to the
known locations.
There are many existing localization methods for
WSN [35]. In this work, a maximum likelihood (ML) algo-
rithm based on radial received signal strength (RSS)-distance
models is used. Using RSS as a primary source of information
for localization has advantages and drawbacks. First, the
circuitry to measure RSS is low-cost and most of the radio
chips on the market provide an RSS indicator. On the other
hand, RSS can be signiﬁcantly affected by obstacles, and
as a consequence, localization using RSS is known to be
considerably inaccurate in cluttered environments. However,
this sensitivity can be exploited to detect and track objects
or persons by monitoring changes in the RSS as is done in
Section IV-C. Thus, the same source of information can be
used to both locate nodes and track people.
In contrast to RSS-distance model based methods, time
based methods using radio signals, such as ultra wide band
radios, are less sensitive to the presence of obstacles and
gives more accurate position estimates [36]. However, they
require expensive circuitry to measure time. Additionally,
ranging using time based methods requires dedicated time
slots, which can be a limiting factor for tracking [37].
In order to effectively localize the nodes deployed in
unknown positions, the MUSAS uses the robot as a mobile
beacon. While the robot is exploring the environment, it
is communicating with the nodes of the WSN. The robot
position is known at all times, and therefore every RSS
measurement can be associated to a unique beacon position.
Each of the measurements can then be thought of as coming
from a ﬁxed beacon placed at the position of the robot at
the measurement instant [38]. The advantage of a moving
beacon with respect to a limited number of ﬁxed beacons,
is that the amount of measurements can be much larger and
richer, which allow the localization algorithms to produce
more accurate position estimates.
The performance of the localization algorithm depends
strongly on the ability of the model to make good predic-
tions of the RSS. In cluttered environments, the RSS can
vary signiﬁcantly, and thus the RSS is modeled as a random
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variable. Perhaps the most used RSS-distance model is the
log-normalmodel, which describes the RSS as a normally dis-
tributed variable with a mean, decaying proportionally to the
logarithm of the distance and with a variance characterizing
the variability of the observed RSS [39]. The decaying factor
and the standard deviation are well known to depend strongly
on the particular environment, and need thus to be estimated.
However, the local inhomogeneity of the environment and the
hardware differences among the nodes inﬂuence signiﬁcantly
the model parameters, which in turn have a strong negative
effect on the localization accuracy [40]. Thus, instead of using
one model for all the nodes, each node has its own model
whose parameters are tuned speciﬁcally for that node and the
environment.
Because the MUSAS is designed for ad hoc situations, it is
not possible to assume the availability of models calibrated a
priori or to calibrate the models before the operation. There-
fore, algorithms that calibrate the model simultaneously as
the node locations are being estimated are needed.
The problem of simultaneous node localization and model
parameter estimation can be posed using ML or least-squares
(LS) principles, leading in general to a nonlinear optimization
problem. The problem can then be solved using any stan-
dard nonlinear optimization techniques, such as grid based or
Newton-Raphson based. When using the log-normal model,
the dependency on the model parameters is linear. Recogniz-
ing that the ultimate goal is position estimation, the model
parameters can be seen as nuisance parameters, which can be
eliminated using the principle of separable least squares [41].
Thus, the search space is reduced to the coordinates of the
nodes.
Another conceptually simple approach for simultaneous
localization and model calibration is a recursion consisting of
2 steps: starting from an initial guess on themodel parameters,
ﬁrst estimate the positions of the nodes. Then, using the
estimated positions, re-estimate the model parameters, and
start the cycle again. This idea has been proposed in [42] using
ﬁxed beacons. In [38] the same principle is exploited using a
robot as amobile beacon to locate the nodes of aWSN in three
different environments. With the system used in the MUSAS,
a mode localization accuracy of 47 cmwas achieved in a large
uncluttered space and approximately 1 meter accuracy in a
semi-open lobby and a typical ofﬁce environment [38].
B. TEAM LOCALIZATION SYSTEM
During operation, it is beneﬁcial to know where own team
members are located at any given time. This information
can be used in operative planning and execution to increase
effectiveness and direct the operation where necessary. For
the MUSAS, a team localization system exploiting wearable
sensors is developed to produce location information of own
team members. In addition, the developed system also pro-
vides information about the physical state of the person who
is wearing the sensor.
Localization of people has been studied extensively,
and various different technologies have been proposed
[43]–[47]. Commercially ready solutions for outdoor local-
ization already exist such as GPS and GLONASS. On the
contrary, indoor localization is more challenging since line-
of-sight to GPS satellites is not available and readily available
solutions fulﬁlling the MUSAS requirements do not exist.
In most use-case scenarios of the MUSAS, the team oper-
ates both indoors and outdoors. Therefore, the proposed sys-
tem is designed to have a set of complementary position-
ing technologies that enable localization in versatile urban
environments.
The developed system is based on wearable wireless sensor
nodes, which are installed on the clothing and equipment
of the team members. Outdoors, the location estimates are
provided by GPS. Indoors, the localization is carried out
by exploiting either inertial navigation, radio based solu-
tions or both simultaneously. Physical conditionmonitoring is
FIGURE 12. (a) The architecture of the team localization system. (b) Wearable sensor node installation on a soldier.
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FIGURE 13. (a) Radio and (b) Inertial navigation in deployment environment.
implemented by an inertial based activity recognition algo-
rithm that is able to classify some common activities during
operation such as: walking, standing, ascending or descend-
ing stairs. The algorithm provides the general intensity level
of the current activity.
The team localization system, shown in Fig. 12(a), uses
inertial navigation and radio based ranging for localization
in indoor environments. Ranging is optional and utilized
only if radio positioning base stations are deployed in the
environment. Each wearable sensor node has an embed-
ded microcontroller based computing unit for running the
localization algorithms, radios for data transmission and
ranging, and an IMU (Inertial Measurement Unit) with a
3D gyroscope, magnetometer and acceleration sensors for
inertial navigation. The wearable sensors are installed on
the back of the person as shown in Fig. 12(b), the anten-
nas and IMU on the shoulders, and the acceleration sen-
sors are placed on the right and left boots. Nanotron 2.4
GHz, IEEE 802.15.4a short range radios are used for radio
based ranging and relative distance measurement between
team members. Wireless communication with the MUSAS
is performed using the RC232, 868 MHz RC1180HP long
range radios. The wearable sensors are described in more
detail in [48].
Inertial navigation of the system is based on estimating
the step length using acceleration data gathered from the
boots. This information is combined with heading informa-
tion provided by the gyroscope and magnetometer. Radio
based localization relies on time-of-ﬂight (TOF) based dis-
tance measurements to ﬁxed base stations, with known
locations.
Both localization methods have been implemented sep-
arately in the proposed system. The accuracy of the
radio-based localization system depends on the used position-
ing algorithm and the operating environment. Highest accu-
racy is achieved in unobstructed environments and in line-
of-sight conditions. The accuracy decreases in cluttered envi-
ronments where multipath propagation is common. Inertial
navigation is bound to drift during operation and needs regu-
lar position and heading corrections. Radio based positioning
does not drift, and in future developments, the inertial naviga-
tion drift will be compensated by data fusion algorithms tak-
ing beneﬁt of GPS or radio based positioning estimates, when
available.
Fig. 13 shows some test results gathered during the deploy-
ment. Using radio positioning, a test walking trip is done
near the walls inside a room approximately 90m2. The radio
positioning base stations are installed at the corners of the
room. The radio based system is capable of localizing a
person with an accuracy of 2 m. In the inertial navigation test,
a back and forth route was done in a corridor. In the activity
recognition test, a stair case was walked, ﬁrst downstairs and
returning back to the start position, as indicated in Fig. 14.
The activity recognition algorithm classiﬁes different types
of activities. The current type of activity is indicated in color
in the end user interface.
C. DEVICE FREE LOCALIZATION
The MUSAS requires localizing targets in the operation area,
rendering a need for utilizing a non-cooperative positioning
technology that can operate in various ambient conditions.
Device-free localization (DFL) is an emerging technology
based on RSS measurements of a dense wireless network.
DFL fulﬁlls the target localization requirements of the
MUSAS, since it is independent of ambient conditions such
as lighting, temperature, humidity, etc., it can operate in
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FIGURE 14. Activity recognition test results (green=level walk,
blue=descending the stairs, red=ascending the stairs).
obstructed environments, and it can be used in through-wall
scenarios. Most notably, this technology does not require that
the targets to be localized carry any device.
DFL is based on the fact that wireless communication is
affected by people [49], [50], which can be observed in RSS
measurements of low-cost wireless devices [51]. Generally,
a change in RSS is observed when the link line of two
communicating nodes is blocked. Further, the presence of a
person causes correlated changes in nearby links, enabling a
collaborative localization effort. Since the radio is used for
extracting localization information, these systems are referred
to as radio frequency (RF) sensor networks [52].
One approach to RSS-based DFL is to estimate the changes
in the propagation ﬁeld of the monitored area, and then
form an image of this ﬁeld, a process referred to as radio
tomographic imaging (RTI) [24], [25]. The formed image
can then be used to infer the locations of people within
the deployed wireless network as shown in Fig. 15(a). Use
cases of the MUSAS, set strict demands on the used wireless
sensor network and the RSS-based DFL system operation. In
the following, these demands are addressed and the applied
solutions introduced.
A network monitoring and management framework is
essential to manage a WSN as argued by Tolle et. al. [53].
In addition, numerous works have shown that the communi-
cation conditions vary signiﬁcantly over time [54], making
network management mandatory to ensure functionality in
the long-run. Network management serves two purposes in
RSS-based DFL: ﬁrst, the network can be conﬁgured easily,
reducing the deployment time; second, it offers the possibility
to adapt to changing communication conditions, for instance,
the network can change the frequency channel of operation
if needed. For these reasons, a network monitoring and man-
agement framework is designed and utilized for the purpose
of the MUSAS [55].
Similarly, as in the case of the node localization system,
the locations of the sensors and RSS-based DFL could be
calculated simultaneously as proposed in [56]. However,
the MUSAS, take advantage of the robot and the proposed
solutions in Section IV-A for obtaining the node locations,
and then performs DFL using the known positions of the
nodes.
Most RSS-based DFL algorithms require that the RSS
statistics are known when the link line is not obstructed by a
person. In the current case, there is no possibility for empty-
area calibration, thus the system must learn the RSS statistics
while running and adapt to the changing environment. Several
possibilities exist: ﬁrst, methods that do not require calibra-
tion could be applied [57]; second, online algorithms capable
of learning the RSS-statistics when the link is not affected by
a person could be used [58], [59]; or third, methods for online
calibration could be applied [60], [61]. Themethods proposed
in [61] are used in the MUSAS.
In an urban environment, it is not always possible to deploy
sensors inside the same space where the targets are located.
Therefore, through-wall localization capability is desired,
which is enabled by the RF-based approach. Previous DFL
attempts in through-wall scenarios have used variance-based
RTI (VRTI) [57], [62]. However, VRTI is not able to localize
a stationary target, since it is based on a windowed variance
of the RSS. Kernel distance-based RTI (KRTI) has been
demonstrated to localize both stationary and moving targets,
even through walls of a building [63]. In the MUSAS, the
algorithms presented in [64] are exploited, where a multi-
scale spatial model and a novel measurement model are
utilized. The results demonstrate high accuracy localization
(0.3 m) in a through-wall environment as shown in Fig. 15(b).
It is often required to localize and track multiple targets.
In [65]–[67], particle ﬁlters are used to track multiple targets
simultaneously. However, these works assume that the num-
ber of targets is known a priori and that the target trajectories
do not intersect. These systems struggle also in estimating
the locations in real-time, because of the complexity of par-
ticle ﬁlters. The above drawbacks are addressed in [68], in
which machine vision algorithms are adapted for the purpose
of imaging-based DFL, and exploited in the MUSAS. The
algorithms are able to estimate the number of people correctly
97% of the time. Furthermore, experiments demonstrate that
the system is capable of tracking up to four targets with
intersecting trajectories with an average error of 0.55 m or
lower in a cluttered indoor ofﬁce.
V. TEST DEPLOYMENT IN AN URBAN HOSTAGE
SITUATION
The implemented MUSAS system was tested, demonstrated
and evaluated in an urban military training facility at San-
tahamina, Finland, in November 2012 as described in this
section. The experiment was conducted in a testing yard,
consisting of a plywoodmaze for training troops in urban area
warfare. A platoon of soldiers, specialized in urban area war-
fare, served as a ﬁeld team and as hostile forces, targets. The
evaluation case was a hostage situation, where hostile forces
and hostages resided in an unknown indoor environment.
In this event, the system formed a COP using a mobile
robot, the device-free localization system, and the wearable
sensor nodes. The network was built and localized automat-
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FIGURE 15. (a) The estimated RF propagation field image. The estimated distribution coincides with the true location of the person (white cross).
(b) The position estimates obtained with RSS-based DFL in a through-wall scenario.
ically as the troops advanced inside the building. During
the test a WLAN infrastructure network of approximately
300 × 600 meters was achieved, including the interior of
the building, by using only four access points. The soldiers
were able to carry the hand-held devices and expand the
WLAN network when needed. The robot used two different
3G connections for the remote operator, to ensure connection
during the operation. 20 IEEE 802.15.4 sensor nodes where
used for DFL. The robot deployed 5 nodes inside the building
during the demonstration. Three team localization beacon
nodes were used to localize the ﬁeld team.
The indoor environment map was built online as the robot
mapped the building. TheMUSAS produced real-time results
and delivered information to the ﬁeld team, including the
map, the locations of individual solders and other localized
objects and relevant information. In the COP model, rooms
were colored red if hostile elements were in a room. After
the space was cleared out of danger, the color was changed to
green.
Attaching the mobile devices to the soldier’s equipment
and using it during action were evaluated. Two options were
studied: attachment to the left hand (for a right-handed user)
and to the upper left torso, using a speciﬁc pouch. The
ﬁrst impression was that the hand attachment was better,
but the torso attachment proved more reliable. The device is
vulnerable when used in the hand, consuming more of the
user’s attention and also possibly preventing other activities
during battle. The torso attachment is slightly more difﬁcult
to reach, but, on the other hand, the device is well pro-
tected and unobtrusive. After some training, the soldiers got
used to carrying and using the device attached to the torso.
Later, the mobile device will probably be developed to ﬁt
to this attachment more effectively. The soldiers also used
glows, specially designed for tactical use with touch screen
capability.
During the tests it was recognized that it is inconvenient
for the soldier to operate the hand-held device displaying the
COP when in action. For this reason, the device was only
used for supporting situation awareness, not for active use,
such asmarking discovered objects to the COPmodel. During
the tests, a short movie was shot [69], which explains the
operational concept of the MUSAS. The users gave good
feedback about the usability of the mobile devices and also
on the speed of the system. In further test the system can be
used to evaluate the use of a common operational picture for
situation awareness in critical tasks and operations.
VI. CONCLUSIONS
The presented framework provides a novel and scalable solu-
tion for creating, hosting and delivering a common oper-
ational picture in a multisensory environment focused on
localization and position based information in an urban envi-
ronment. The proposed system is demonstrated by the imple-
mented MUSAS and tested in a realistic urban environment
in a military hostage situation.
Compared to other similar systems, theMUSAS focuses on
multiple localization services and localized information pre-
sentation. The system can be deployed in search-and-rescue
and earthquake disaster situations tomap the environment and
localize people. It has also applications in police hostage sit-
uation, indoor ﬁre-ﬁghting scenarios and military operations.
The next step in research is to use a distributed server
architecture [70] and distributed computation, to increase
modularity and robustness of the overall system. TheMUSAS
has the architectural solutions which enable distribution of
vital services throughout the network and subsystems. Future
plans for development include also the implementation of a
3D environment model for localization, as well as improved
views for the Android devices.
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Abstract²Several speaker identification applications that 
exploit voice signals recorded by using wireless networks of 
small, low-power acoustic sensors are becoming feasible. 
However, the acoustic signals provided by these devices 
have typically lower signal-to-noise ratio compared to 
wired microphone systems. In this paper, we present a text 
and language independent speaker identification algorithm 
based on a cepstral speech parameterization method. We 
analyze the robustness of the algorithm when the quality of 
the recorded voice signals is decreased. We also investigate 
how the number of cepstral coefficients considered in the 
extracted feature vector, and the resolution of the Discrete 
Fourier Transform affect the algorithm performance. To 
make the application as close to real-time as possible, we 




It is nowadays possible to supply several personal items such 
as mobile phones, laptops, magnetic keys, electronic wallets, 
or guns, with voice sensing capability by using miniaturized 
acoustic sensors. By exploiting the uniqueness of the human 
voice, the access to such personal items can be limited only 
to their owners. Furthermore, in high-security applications, 
speaker identification can be part of the person biometric 
detection. 
If we target to create a model of the ongoing situation inside 
an unknown building, a wireless network of nodes equipped 
with acoustic sensors can provide useful information, e.g. in 
military, police, and rescue operations. The acoustic signals 
provided by the network can be exploited in many ways, 
including speaker identification. The voice signals collected 
by small and unnoticeable acoustic sensors can be matched 
against already existing databases to detect the presence of 
those potentially dangerous individuals who have already 
been classified by the authorities. The speaker identification 
algorithm must also be able to point out if the person whose 
voice has just been recorded is not already present in the 
database. This would allow the authorities expanding the 
number of records included in their database for possible 
future critical situations. 
The above mentioned indoor situation modeling system must 
be rapidly deployable to an unknown building interior, and 
must also operate in real-time. This forces us to minimize 
the delays caused by communications and computation. To 
fulfill these strict real-time requirements, we ignore methods 
that are computation intensive or require a priori information 
about the features of the environment. Instead, we propose a 
light-weight algorithm based on Mel-Frequency Cepstral 
Coefficients (MFCCs). 
However, in wireless sensor networks (WSN), the applicable 
sampling frequency as well as the length of the sampling 
period is strictly limited by the scarce resources, in terms of 
computational power and memory size, respectively, of the 
sensor nodes. In this case, a speaker identification algorithm 
has to operate with noisy and short-time signals. Therefore, 
an important question concerns the minimum requirements 
for the quality of the recorded signals to perform the speaker 
identification task with a significant accuracy. 
In this paper, we present a computationally light-weight 
speaker identification algorithm. Next, we analyze how its 
performance is affected by the quality of the recorded voice 
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signals, in terms of applied sampling frequency and length of 
the sampling period. The algorithm is based on a frequency-
plane analysis by using MFCCs. We also investigate how the 
number of considered mel-cepstral coefficients, and the 
number of bins used in the Discrete Fourier Transform 
(DFT) affect the algorithm performance. The number of 
available MFCCs is upper limited by the number of bins 
used in the DFT. Finally, we introduce a light-weight ±yet 
effective± threshold-based method to determine if the voice 
under investigations does not refer to a person present in the 
database. We study how the applied value of the threshold 
affects the overall algorithm performance. 
The paper is organized as follows. In the next section, we 
discuss the related work. Section 3 describes the proposed 
speaker identification algorithm, while simulation setup and 
results are presented in section 4. Conclusions and directions 
for future work are given in section 5. 
 
2. RELATED WORK 
Different types of features, such as fingerprints, face traits, 
iris, and voice, have been used in biometric identification 
systems. Speaker identification algorithms are composed of 
two parts: the first extracts one or more feature vectors from 
the voice signal, while the second computes some similarity 
measure between the feature vector extracted from the signal 
under investigations and the ones stored in the database. The 
decision about the identification is based on the computed 
similarity [1] [2] [3]. 
An optimal characterizing feature must have maximal inter-
speaker (signals of different individuals) and minimal intra-
speaker (signals of the same person) variation. Also, it must 
be robust against voice disguise and mimicry, and against 
distortion and noise in the signal. The variability of the 
channel and of the environment is one of the most important 
factors affecting the accuracy of speaker identification 
algorithms. Several techniques, such as feature warping [4] 
and feature mapping [5], have been proposed to contrast it. 
MFCCs have been extensively used in speech recognition, 
speaker identification and music-related applications. Seddik 
et al. [6] fed a neural network classifier with the MFCCs 
extracted from the speaker phonemes. A method to reduce 
the training time of the neural network is presented in [7]. In 
[8], MFCCs are used for the identification of singers: the 
singing introduces much larger variability compared to the 
normal speech, and it also includes much higher frequency 
components. MFCCs are also used by Eronen and Klapuri 
[9] in a musical instrument recognition application. In [10], 
Eronen analyzes and compares the effectiveness of several 
types of features to recognize different musical instruments. 
The best results are obtained with two sets of MFCCs. 
Gaussian mixtures models (GMMs) [11] have been the state-
of-the-art text independent speaker identification algorithm 
for many years. Support Vector Machines (SVMs) have also 
been used in speaker identification applications [12]. 
We introduce a light-weight speaker identification algorithm 
and evaluate how the quality of the recorded signals affects 
its accuracy. The feature vector characterizing the speaker is 
composed by the MFCCs and by their first and second order 
temporal derivatives. We analyze the effect of the number of 
considered cepstral coefficients and of the resolution of the 
DFT. Our results define the minimum requirements for the 
wireless acoustic sensors to collect voice signals that enable 
a successful identification. 
 
3. CEPSTRAL PARAMETERIZATION PROCESS 
The applied speaker parameterization method is based on 
cepstral analysis as described in [1] [3]. In (7), we propose a 
light-weight method to separate the MFCCs vectors related 
to speech portions of the signal from the ones corresponding 
to silence or background noise. 
A speech signal of N samples is first collected to vector x =
[x(1),..., x(N)]. The high frequencies of the spectrum, which 
are reduced by the human speech production process, are 
enhanced by applying a filter to each element x(i) of x:
     1 , 2, , .px i x i x i i N    K (1) 
 
The enhanced speech signal vector is called xp. The pre-
defined parameter  usually belongs to range [0.95, 0.98] 
[3]. The signal is then windowed with a Hamming window 
of Lw = tw fs points, where tw is the time length of the window 
(30 msec), and fs is the sampling frequency of the signal. 
The shift between two consecutive windows is set to 2/3 of 
the window length. 
The DFT is applied to each window of the signal. The 
results are then collected to matrix T. Each column of T
contains Nbins elements, where Nbins is the number of bins 
applied in the DFT. Since this transform provides a 
symmetric spectrum, only the first half of each column of T
is preserved. We get a matrix F, which contains only the first 
Nbins/2 rows of T.
The power spectrum, which represents the portion of the 
signal power included within given frequency bins, is 
computed by squaring the norm of each element in F:




Ni j i j N      wP K K  (2) 
 
The frequencies located in the range of human speech are 
further on enhanced by multiplying the power spectrum 
matrix Pw by a filterbank matrix Bf. Thus, we get a 
smoothened power spectrum matrix Ps = Pw Bf.
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Bf represents a filterbank of triangular filters whose central 
frequencies are located at regular intervals in the so-called 
mel-scale. The conversion from the mel-scale to the normal 
frequency one is done according to [13]: 
 
2595700 10 1 .
Fmelscale
Hzf
    
(3) 
 
The mel-scale filterbank reduces the random variation in the 
high-frequency region of the spectrum by progressively 
increasing the bandwidth of the mel-filters. 
After having transformed Ps into decibels (Pdb), the MFCCs 
are computed by applying the Discrete Cosine Transform 
(DCT) to each column vector in Pdb. The main advantage of 
this transform is that it converts statistically dependent 
spectral coefficients into statistically independent cepstral 
coefficients [14] [15] [16]. The elements of the mel-cepstral 
matrix Cp are calculated as: 
 
         2 db
1
2 1 1








     
pC (4) 
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(5) 
 
In (4), Ncep is the number of cepstral coefficients that are 
considered. The number of elements of each column of Pdb, 
Nbins/2, represents the upper limit for the number of available 
MFCCs (Ncep  Nbins/2). 
The first cepstral coefficient of each window is ignored 
since it represents only the overall average energy contained 
in the spectrum. The rest of the coefficients are centered by 
subtracting the mean of the respective mel-cepstral vector. 
We get the centered mel-cepstral matrix C. The lowest and 
highest order coefficients are de-emphasized by multiplying 
each column of C by a smoothening vector M. By doing so, 
we get a smoothened mel-cepstral matrix Cs. The elements 
of M are computed according to: 
 






      
(6) 
 
where i = 1« Ncep  1 [17]. 
We compute a normalized average vector of Cs, such that 
each value CN(i) in the vector CN = [CN(1) « &N(Nw)] is the 
mean of the respective column in Cs, normalized to range 
[0,1]. We are able to separate the windowed mel-cepstral 
vectors related to speech portions of the signal in Cs from 
the ones corresponding to silence or background noise by 
using the overall mean of CN as a criterion. Thus, the matrix 
Csp, containing only the useful mel-cepstral vectors, is: 
 
     | 1,..., ,s N wC j C j j NP     sp NC C  (7) 
 
where j denotes the jth mel-cepstral vector of matrix Cs and 
μ(CN) is the overall average of CN.
The final mel-cepstral coefficients Ccep are computed by 
taking the row-wise average of Csp:
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where n (with n  Nw) is the number of mel-cepstral vectors 
selected from Cs into Csp according to (7). 
The information carried by Ccep is extended to capture the 
dynamics of the speech by including the temporal first and 
second order derivatives of the smoothened mel-cepstral 
matrix Cs. The elements included in the first order temporal 
derivative matrix Cs are computed as: 
 
















where 1 +   j + k  Nw   and 1  i  Ncep  1. As in (9), 
the second order temporal derivative Cs is obtained by 
computing the first order temporal derivative of Cs [3] 
[18]. Ccep and Ccep are computed from the matrices Cs
and Cs by following the same procedure as in (7)-(8). 
Finally, the MFCCs and their first- and second order 
temporal derivatives are collected into the feature vector Fs:
.T T Ts     cep cep cepF C C C  (10) 
 
Fs has 3·(Ncep  1) elements and characterizes the speaker. 
 




The simulations are performed in Matlab. Our self-collected 
database includes 15 languages and 60 individuals (45 men, 
15 women), for a total of 190 signals, with length varying 
between 8 and 10 seconds. Each signal was recorded with a 
commercially available wired microphone (Labtec desk mic 
534). To guarantee the text and language independency of 
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the algorithm, each person was recorded for a minimum of 
two times while speaking freely, and possibly using different 
languages. The signals were recorded in different indoor 
environments (e.g. office rooms, corridors, halls): this fact 
introduces variability in the recorded level of background 
noise and in the space reverberation, conditions known as 
channel variability. 
The whole database was divided into two parts: the first (15 
languages, 45 individuals, 36 men, 9 women, 140 samples) 
was used to study the accuracy of the algorithm in assigning 
the correct identity to the sample under investigations. The 
second part of the database (10 languages, 15 individuals, 10 
men, 5 women, 50 samples) was exploited to analyze the 
performance of the algorithm in determining if the signal 
under investigations did not refer to a person included in the 
database. In simulations, each signal was matched against all 
the other signals of the database. Given the presence of 2-4 
signals related to the same person, we were able to estimate 
the accuracy of the algorithm. 
As similarity measure between the extracted feature vectors 
(10) of the voice signals, we chose the Euclidean distance. 
In our simulations, this similarity measure differentiated the 
feature vectors better than others, such as the Manhattan and 
Chebyshev distance, or the Pearson correlation coefficient. 
 
4.2. The Effect of Nbins and Ncep 
In the first group of simulations, realized with the first part 
of our database, we set the length of the sampling period to 8 
seconds and the sampling frequency to 8 kHz: these values 
represent the best available quality of the recorded voice 
signals. Next, we varied the number of bins (Nbins) used in 
the DFT from 128 to 2048, and the number of cepstral 
coefficients (Ncep) considered in the computation from 10 to 
1024 (with Ncep  Nbins/2). The 78% maximum accuracy in 
the identification was reached with Nbins = 512 and Ncep =
100. 
We observed that the accuracy of the algorithm is marginally 
affected by the value of Nbins, while Ncep plays a big role. As 
shown in Figure 1, for any value of Nbins, the best accuracy is 
obtained when Ncep = 100. The performance rapidly 
decreases when Ncep is further on reduced. In fact, the lower 
order MFCCs are heavily affected by the random spectral 
variations and slowly varying additive noise distortion. On 
the contrary, when Ncep is increased, the performance of the 
algorithm first slightly decreases, and then levels off. This is 
explained by the fact that the higher order MFCCs carry less 
informative content than the lower order ones, and they tend 
to overlearn the spectral features of the voice signal. 
Figure 1 ± The effect of Ncep on the algorithm accuracy 
(L = 8 seconds, fs = 8 kHz). 
 
4.3. The Effect of L and fs
In the second group of simulations, we kept constant Nbins =
512 and Ncep = 100 (best configuration), and we varied the 
length of the sampling period (L) from 8 to 2 seconds, and 
the sampling frequency (fs) from 8 kHz to 200 Hz. In this 
way we were able to test the robustness of the algorithm with 
short-time low quality signals, such as the ones typically 
recorded by wireless sensor nodes. 
Figure 2 shows the results of this second set of simulations. 
The accuracy of the identification weakens linearly when fs
is reduced from 8 kHz to 2 kHz (for L = 8 seconds and fs = 2
kHz, we still get 62.5%). When fs is further on reduced, the 
accuracy of the identification rapidly collapses. 
 
Figure 2 ± The effect of fs on the algorithm accuracy 
(Nbins = 512, Ncep = 100). 
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Finally, the algorithm performance weakens linearly when L
is shortened from 8 to 2 seconds. With L = 6 seconds and fs
= 8 kHz, the accuracy is still 70%. The combined effect of 
the two parameters, fs and L, is shown in Figure 3. 
 
Figure 3 ± The combined effect of fs and L on the algorithm 
accuracy (Nbins = 512, Ncep = 100). 
 
4.4. The Detection of Signals Related to Individuals not 
Included in the Database 
 
We used the second part of the database to evaluate the 
capability of our speaker identification algorithm to detect 
those voice signals related to individuals not yet included in 
the database. 
The light-weight method we propose is based on a threshold 
value (Thr), calculated from the mean (Pcor) and the standard 
deviation (cor) of the distances of the correct identifications 
registered in the first two sets of simulations, adjusted with a 
pre-defined parameter (m): 
 
hr cor corT mP   	 (11) 
 
If the minimum distance found between the feature vector 
extracted from the signal under investigations and the ones 
extracted from the signals included in the first group of the 
database (known identities) is larger than the threshold, then 
the voice signal is classified as referring to a new person not 
yet included in the database. 
In the end, we evaluated the accuracy of the algorithm both 
in correctly classifying the signals related to individuals 
already included in the database (PDB), and in detecting 
those signals corresponding to individuals not yet included 
in the database (PNotDB). The results are shown in Figure 4. 
Figure 4 ± The effect of m on the algorithm accuracy 
 
The parameter m defines the value of the threshold. When 
Thr is considerably smaller than Pcor (negative values of m), 
the algorithm misclassifies as related to individuals not yet 
included in the database most of the voice signals (high 
PNotDB, low PDB). On the contrary, when Thr is considerably 
larger than Pcor (positive values of m), the algorithm is not 
able to recognize those signals corresponding to individuals 
not yet included in the database (low PNotDB, high PDB). The 
maximum overall accuracy (PALG = [65%,70%]) is reached 
when m ranges in the interval [0.5,1]. 
 
5. CONCLUSIONS AND FUTURE WORK 
 
The proposed speaker identification algorithm is based on 
speech parameterization by using cepstral analysis. In the 
feature vector extraction process, we introduced in (7) a 
light-weight method to separate the portions of the signal 
related to speech from the ones corresponding to silence or 
background noise. 
The algorithm was first tested to evaluate its accuracy in 
correctly classifying the voice signals included in a database 
of known identities. We discovered that with signals having 
a maximum length of 8 seconds and sampling frequency of 8 
kHz, the best accuracy (78%) is obtained with Nbins = 512 
and Ncep = 100. The use of more MFCCs in the computation 
rather weakens than improves the accuracy. This result does 
not improve consistently when the applied resolution of the 
DFT is increased. 
With Nbins = 512 and Ncep = 100 (optimal configuration), the 
accuracy of the identification stays above 60% with signals 8 
seconds long and with sampling frequency ranging from 1.5 
to 8 kHz. With fs between 7 and 8 kHz, the accuracy is in the 
range between 70 and 80%. 
Then, we introduced in (11) a light-weight threshold-based 
method to determine if the voice under investigations does 
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not refer to any person present in the database. We analyzed 
how the applied value of the threshold affects the overall 
algorithm accuracy, which remains in the range between 65 
and 70%. 
In future work, we will study how the algorithm accuracy 
can be improved by modifying the feature vector extraction 
process. In case of mixed signals (two or more individuals 
talking simultaneously), we will first separate the different 
components (individuals) by using a Blind Signal Separation 
technique based on Independent Component Analysis. Then, 
we will process the separated signals with the identification 
algorithm- 
Finally, we will collect voice signals with wireless acoustic 
sensors, both in the single-speaker and multi-speaker case, 
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JDOSHUWL#HOHWSROLPLLW
$EVWUDFW²)LJXULQJ RXW WKH QXPEHU RI SHUVRQV DQG WKHLU
ORFDWLRQV LQ DQ XQNQRZQ LQGRRU HQYLURQPHQW LV RQH RI
WKH ILUVW WDVNV WKDW PXVW EH GRQH LQ PLOLWDU\ UHVFXH RU
LQWHOOLJHQFH RSHUDWLRQV ,I WKHUH LV QR IXQFWLRQLQJ VHFXULW\
V\VWHP LQ WKH EXLOGLQJ RQH PXVW XVH D PRQLWRULQJ V\VWHP
ZKLFK LV UDSLGO\ GHSOR\DEOH EXW VLPXOWDQHRXVO\ DV LQYLVLEOH
DV SRVVLEOH :LUHOHVV VHQVRU QHWZRUN LV DQ DWWUDFWLYH
FDQGLGDWH WR ILOO VXFK UHTXLUHPHQWV 0DQ\ VHQVRU W\SHV DUH
VXLWDEOH IRU LQGRRU VLWXDWLRQ PRGHOLQJ EXW WKHUH DUH DOVR
VHYHUDO WHFKQLFDO FKDOOHQJHV ULVLQJ IURP WKH OLPLWHG HQHUJ\
DQG FRPPXQLFDWLRQ UHVRXUFHV RI WKH VHQVRU QRGHV 7KLV
SDSHU IRFXVHV RQ HVWLPDWLQJ WKH QXPEHU RI SHUVRQV LQ DQ
XQNQRZQ LQGRRU HQYLURQPHQW E\ XVLQJ ORZSRZHU DFRXVWLF
VHQVRUV 7KH QXPEHU RI SHUVRQV LV HVWLPDWHG E\ DSSO\LQJ
EOLQG VLJQDO VHSDUDWLRQ WR WKH DFRXVWLF VLJQDO FROOHFWHG E\
WKH VHQVRU QRGHV
, ,1752'8&7,21
'XULQJ WKH ODWHVW \HDUV ULVLQJ DWWHQWLRQ KDV EHHQ SDLG
WR VXFK V\VWHPV WKDW DUH FDSDEOH WR PRQLWRU VLWXDWLRQ
DW LQGRRUV LQ PLOLWDU\ UHVFXH LQWHOOLJHQFH RU SROLFH
RSHUDWLRQV >@ &RPSDUHG WR WKH EDWWOHILHOG EXLOGLQJ
LQWHULRU LV PRUH FRPSOLFDWHG EHFDXVH PDQ\ PRQLWRULQJ
V\VWHPV W\SLFDOO\ XVHG LQ WKH EDWWOHILHOG HQYLURQPHQW DUH
QRW IHDVLEOH LQGRRUV )XUWKHUPRUH LQVWHDG RI ORRNLQJ
WR WKH JURXSLQJ RI IRUFHV RU RWKHU PDFURVFDOH DFWLRQV
KDSSHQLQJ RXWGRRUV RQH PXVW ILJXUH RXW WKH ORFDWLRQV
DQG WKH DFWLRQV RI LQGLYLGXDO SHUVRQV 7KDW VHWV KLJK
DFFXUDF\ UHTXLUHPHQWV WR WKH LQGRRU VLWXDWLRQ PRGHOLQJ
)LJXULQJ RXW ZKDW LV KDSSHQLQJ LQ WKH EXLOGLQJ LV QRW
DQ LVVXH LI WKH EXLOGLQJ LV HTXLSSHG ZLWK D VROLG VHFXULW\
V\VWHP +RZHYHU ZH FDQ QRW DVVXPH WKDW VXFK D V\VWHP
DOZD\V H[LVWV (YHQ LQ WKH FDVH LI WKH EXLOGLQJ KDV D
VHFXULW\ V\VWHP LW FDQ EH GLVDEOHG E\ HQHP\ IRUFHV LQ
WKH PLOLWDU\ VLWXDWLRQ RU E\ ILUH RU E\ HDUWKTXDNH LQ WKH
FDWDVWURSKH VLWXDWLRQ 7KXV D PRQLWRULQJ V\VWHP ZKLFK
FRQVLVWV RI VXFK FRPSRQHQWV WKDW DUH UDSLGO\ GHSOR\DEOH
DQG DWWUDFW DV OLWWOH DWWHQWLRQ DV SRVVLEOH LV QHHGHG 6XFK
UHTXLUHPHQWV PDNH ZLUHOHVV VHQVRU QHWZRUNV DQ DWWUDFWLYH
FKRLFH +RZHYHU SUREOHPV ULVLQJ IURP WKH GLVWULEXWHG
QDWXUH RI ZLUHOHVV VHQVRU QHWZRUNV DQG SUREOHPV ULVLQJ
IURP WKH OLPLWHG HQHUJ\ UHVRXUFHV RI WKH VHQVRU QRGHV
PXVW EH VROYHG WR PDNH WKHP IHDVLEOH IRU LQGRRU VLWXDWLRQ
PRGHOLQJ
,Q WKLV SDSHU ZH SUHVHQW DQ DSSOLFDWLRQ WKDW HVWLPDWHV
D QXPEHU RI SHRSOH E\ XVLQJ WKH DFRXVWLF VLJQDO FRO
OHFWHG E\ WKH ZLUHOHVV VHQVRU QRGHV HTXLSSHG ZLWK D
PLFURSKRQH &ROOHFWHG VLJQDO LV D PL[WXUH RI VHYHUDO
YRLFHV WDONLQJ VLPXOWDQHRXVO\ $ ZKLWHQLQJ SKDVH RI WKH
,QGHSHQGHQW &RPSRQHQW $QDO\VLV LV DSSOLHG WR ILJXUH RXW
WKH QXPEHU RI YRLFHV LQ WKH PL[HG VLJQDO ,Q DGGLWLRQ WR
HVWLPDWLQJ WKH QXPEHU RI VSHDNHUV WKH UHVXOW FDQ EH IXU
WKHU DSSOLHG WR UHFRQVWUXFW WKH LQGHSHQGHQW FRPSRQHQWV
ZKLFK DUH WKH YRLFHV RI WKH LQGLYLGXDO SHUVRQV IURP WKH
PL[HG VLJQDO
2Q WKH KDUGZDUH VLGH WKH DSSOLFDWLRQ UHTXLUHV D VDP
SOH UDWH WKDW LV KLJK HQRXJK WR SURGXFH DFRXVWLF VDPSOHV
ZLWK IHDVLEOH TXDOLW\ $FFXUDWH WLPH V\QFKURQL]DWLRQ EH
WZHHQ WKH QRGHV LV DOVR UHTXLUHG WR EH DEOH WR FRUUHFWO\
IXVH WRJHWKHU WKH GDWD WUDQVPLWWHG E\ GLIIHUHQW QRGHV
EHIRUH DSSO\LQJ WKH ZKLWHQLQJ
7KH SDSHU LV RUJDQL]HG DV IROORZV ,Q WKH QH[W VHFWLRQ
ZH KLJKOLJKW WKH UHODWHG ZRUN 6HFWLRQ ,,, GHVFULEHV WKH
ZD\ KRZ WKH QXPEHU RI VRXUFH VLJQDOV LV FRPSXWHG
6HFWLRQ ,9 SURYLGHV WKH GHWDLOV RI WKH V\VWHP DSSOLHG LQ
WKH H[SHULPHQWV 3URSRVHG FRPSXWDWLRQ PHWKRG LV HYDO
XDWHG WKURXJK VLPXODWLRQV DQG H[SHULPHQWV LQ 6HFWLRQ 9
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ZKHUH xi LV WKH REVHUYDWLRQ RI WKH i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x = As, 
ZKHUH x LV WKH YHFWRU RI REVHUYDWLRQV A LV WKH PL[LQJ
PDWUL[ DQG s LV WKH YHFWRU RI WUDQVPLWWHG VLJQDOV ,I ZH
KDYH D VHW RI REVHUYDWLRQV RYHU WKH GLVFUHWH WLPH t =
1, . . . , k HTXDWLRQ  FDQ KDYH WKH VDPH IRUP EXW VR WKDW
x DQG s DUH h× k PDWULFHV WKDW LQFOXGH DOO REVHUYDWLRQV
7KH VWDWLVWLFDO PRGHO  LV FDOOHG ,QGHSHQGHQW &RP
SRQHQW $QDO\VLV RU ,&$PRGHO 7KH LQGHSHQGHQW FRP
SRQHQWV si DUH ODWHQW YDULDEOHV WKDW FDQQRW EH GLUHFWO\
REVHUYHG $IWHU HVWLPDWLQJ WKH PL[LQJ PDWUL[ A WKH
LQGHSHQGHQW FRPSRQHQWV FDQ VLPSO\ EH UHFRQVWUXFWHG E\
VROYLQJ s IURP 
s = A−1x. 
7KH VWDUWLQJ SRLQW RI WKH ,&$ LV WKH DVVXPSWLRQ
WKDW WKH VRXUFH VLJQDOV si(t) DQG sj(t) DUH VWDWLVWLFDOO\
LQGHSHQGHQW DW HDFK WLPH PRPHQW t +RZHYHU LW GRHV QRW
PDWWHU LI WKH VLJQDOV KDYH RYHUODSSLQJ VSHFWUD ,W LV DOVR
DVVXPHG WKDW A LV D VTXDUH PDWUL[ EXW WKDW DVVXPSWLRQ
LV PDGH IRU VLPSOLFLW\ DQG LW FDQ VRPHWLPHV EH UHOD[HG
>@ >@
,Q WKH %OLQG 6LJQDO 6HSDUDWLRQ %66 VFHQDULR ZH
ZDQW WR ILQG RXW WKH RULJLQDO VLJQDO FRPSRQHQWV EXW ZH
FDQ RQO\ REVHUYH WKH PL[WXUHV DQG ZH KDYH D YHU\ OLWWOH LI
DQ\ SULRU NQRZOHGJH DERXW WKH QXPEHU RI VRXUFH VLJQDOV
DQG DERXW WKH VWUXFWXUH RI WKH PL[LQJ PDWUL[ ,&$ KDV
EHFRPH RQH RI WKH PRVW SRSXODU PHWKRGV WR VROYH WKH
%66 SUREOHP
7KHUH H[LVWV D ZLGH UDQJH RI DSSOLFDWLRQV RI ,&$ VXFK
DV ELRVLJQDO SURFHVVLQJ >@ >@ ILQGLQJ KLGGHQ IDFWRUV
IURP ILQDQFLDO GDWD >@ >@ UHGXFLQJ WKH QRLVH LQ WKH
QDWXUDO LPDJHV >@ DQG VLJQDO SURFHVVLQJ LQ WHOHFRPPX
QLFDWLRQV >@ 7KH DUHD RI WHOHFRPPXQLFDWLRQV LV UHODWHG
WR RXU SUHVHQWDWLRQ EXW LQVWHDG RI FHOOXODU QHWZRUN ZH
DUH RSHUDWLQJ LQ WKH FRQWH[W RI PRUH UHVRXUFHOLPLWHG
ZLUHOHVV VHQVRU QHWZRUN
% 6HQVRU 1HWZRUN $SSOLFDWLRQV
,Q WKH FRQWH[W RI ZLUHOHVV VHQVRU QHWZRUNV DFRXVWLF
VHQVLQJ LV XVHG LQ D ZLGH UDQJH RI DSSOLFDWLRQV IURP
PRQLWRULQJ DQG GHWHFWLRQ WR ORFDOL]DWLRQ ,Q PDQ\ DSSOL
FDWLRQV WKH GXW\ RI WKH VHQVRU QRGHV LV MXVW WR GHWHFW
WKH H[LVWHQFH RI WKH DFRXVWLF SXOVH ZLWKRXW DQDO\]LQJ WKH
GHWDLOV RI WKH GHWHFWHG VLJQDO 0RUH DGYDQFHG DFRXVWLF
VHQVLQJ LV DSSOLHG LQ WKH HQYLURQPHQWDO PRQLWRULQJ DQG
LQ WKH FRQWH[W UHFRJQLWLRQ
2QH RI WKH UHVHDUFK SURMHFWV LQ WKH &HQWHU IRU (PEHG
GHG 1HWZRUNHG 6HQVLQJ DW 8&/$ >@ LV WKH GHYHORSLQJ
DQ DELOLW\ WR UHFRJQL]H DQG ORFDOL]H LQGLYLGXDO VSHFLHV
IURP WKHLU YRFDOL]DWLRQ 7KH GHVLJQ DQDO\VLV DQG WHVWLQJ
RI DFRXVWLF DUUD\V IRU ORFDOL]LQJ ELUG YRFDOL]DWLRQV RI
GLIIHUHQW VSHFLHV LV GLVFXVVHG LQ WKH UHFHQWO\ UHSRUWHG
UHVXOWV >@ .ZDQ HW DO KDV DSSOLHG +LGGHQ 0DUNRY
0RGHOV +00 DQG *DXVVLDQ 0L[WXUH 0RGHOV *00
WR WKH DFRXVWLF VLJQDO WR PRQLWRU DQG FODVVLI\ ELUGV QHDU
WKH DLUSRUW DQG LQ VRPH FULWLFDO ORFDWLRQV LQ WKH DLUVSDFH
WR UHGXFH WKH ULVN RI ELUGVWULNHV WR WKH DLUSODQHV >@ ,Q
>@ D K\EULG VHQVRU QHWZRUN IRU &DQH7RDG PRQLWRULQJ
LV SUHVHQWHG &DQH7RDGV DUH GHWHFWHG EDVHG RQ WKHLU
YRFDOL]DWLRQ
,Q WKHLU UHFHQW DUWLFOH (URQHQ HW DO >@ LQYHVWLJDWH WKH
IHDVLELOLW\ RI DQ DXGLREDVHG FRQWH[W UHFRJQLWLRQ V\VWHP
7KH\ SURSRVH D V\VWHP IUDPHZRUN LQ ZKLFK  GLIIHUHQW
W\SHV RI XUEDQ HQYLURQPHQWV DUH GHILQHG EDVHG RQ WKHLU
DFRXVWLF SURSHUWLHV 7KHQ WKH GHILQHG HQYLURQPHQWV DUH
IXUWKHU FODVVLILHG WR VL[ GLIIHUHQW KLJKHU OHYHO FODVVHV
7KH DOJRULWKP LV DEOH WR GHWHFW WKH VXUURXQGLQJ HQYL
URQPHQW DQG WKH VKLIW IURP RQH W\SH RI HQYLURQPHQW WR
DQRWKHU (QYLURQPHQW GHWHFWLRQ LV PDGH E\ XVLQJ WKH
VHQVHG DFRXVWLF VLJQDOV DQG +00V ZKLFK DUH WUDLQHG
E\ XVLQJ WKH DFRXVWLF GDWD FROOHFWHG IURP HDFK W\SH RI
HQYLURQPHQW D SULRUL ,&$ LV DOVR DSSOLHG WR H[WUDFW D
VHW RI VWDWLVWLFDOO\ LQGHSHQGHQW YHFWRUV IURP WKH WUDLQLQJ
GDWD 7KH DXWKRUV DUJXH WKDW VXFK DQ DOJRULWKP ZLOO
HQDEOH SRUWDEOH GHYLFHV WR DGDSW DXWRPDWLFDOO\ WR WKH
FKDQJLQJ VXUURXQGLQJV
7KH ZD\ KRZ RXU ZRUN GLIIHUV IURP WKH SUHYLRXV
RQHV UHSRUWHG LQ WKH FRQWH[W RI VHQVRU QHWZRUNV LV WKDW
LQVWHDG RI GHWHFWLQJ RQO\ WKH H[LVWHQFH RI WKH DFRXVWLF
VLJQDO RU ILJXULQJ RXW RQO\ WKH KLJKHU OHYHO IHDWXUHV RI D
PL[HG VLJQDO ZH DUH WUDFLQJ GRZQ WKH LQGLYLGXDO VRXUFHV
LH WKH LQGHSHQGHQW FRPSRQHQWV RI WKH REVHUYHG PL[HG
VLJQDO 7KLV SUHVHQWDWLRQ GLVFXVVHV MXVW DERXW HVWLPDWLQJ
WKH QXPEHU RI SHUVRQV E\ XVLQJ WKH PL[HG DFRXVWLF
VLJQDO EXW WKH UHFRQVWUXFWLRQ RI WKH LQGLYLGXDO YRLFHV
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ZLOO EH WKH ILQDO WDUJHW DQG WKH QDWXUDO FRQWLQXDWLRQ RI
WKLV ZRUN
,,, &20387,1* 7+( 180%(5 2) 6285&( 6,*1$/6
7KH SURFHHGLQJ RI VWDQGDUG ,&$ FDQ EH GLYLGHG WR WKH
SUHSURFHVVLQJ SKDVH DQG WKH VHSDUDWLRQ SKDVH 'XULQJ
WKH SUHSURFHVVLQJ WKH PHDVXUHG GDWD LV ILUVW FHQWHUHG E\
VXEWUDFWLQJ LWV PHDQ IURP LW 7KHQ D OLQHDU WUDQVIRUPDWLRQ
LV DSSOLHG WR WKH REVHUYDWLRQ PDWUL[ X VR WKDW ZH REWDLQ
D QHZ REVHUYDWLRQ PDWUL[ X˜ ZKLFK LV ZKLWH ,Q RWKHU
ZRUGV WKH FRPSRQHQWV RI X˜ DUH XQFRUUHODWHG DQG WKHLU
YDULDQFHV DUH HTXDO WR XQLW\ 0HDVXUHPHQW YHFWRUV x˜ i FDQ
EH ZKLWHQHG E\ DSSO\LQJ D WUDQVIRUPDWLRQ
vi = V x˜i. 
,Q  WKH PDWUL[ V LV FDOOHG WKH ZKLWHQLQJ PDWUL[
2QH RI WKH PRVW VWUDLJKWIRUZDUG ZD\V WR FRPSXWH WKH
ZKLWHQLQJ PDWUL[ LV E\ DSSO\LQJ WKH 3ULQFLSDO &RPSRQHQW
$QDO\VLV 2QFH ZH NQRZ Cx WKH FRYDULDQFH PDWUL[ RI
WKH PHDVXUHG GDWD WKH ZKLWHQLQJ PDWUL[ LV JLYHQ E\
V = Λ−1/2ET , 
ZKHUH V LV k [ h PDWUL[ DQG Λ LV D GLDJRQDO PDWUL[
KDYLQJ WKH HLJHQYDOXHV RI WKH FRYDULDQFH PDWUL[ Cx
LQ LWV GLDJRQDO LQ D GHFUHDVLQJ RUGHU VXFK WKDW Λ =
diag[λ1Cx . . . λkCx ] $VVRFLDWHG SULQFLSDO HLJHQYHFWRUV
cpi DUH FROOHFWHG WR PDWUL[ E = [cp1 . . . cpk ]
$VVXPH WKDW ZH KDYH h PHDVXUHG PL[HG VLJQDOV DQG





x11 x12 . . . x1k
     
xh1 xh2 . . . xhk
⎤
⎥⎦ . 
%\ VXEWUDFWLQJ WKH PHDQ RI HDFK PHDVXUHPHQW YHFWRU
IURP LW ZH JHW D VHW RI PHDVXUHPHQW YHFWRUV x˜i(k) =
(xi(k) − xi(k)) DQG D UHVSHFWLYH PHDVXUHPHQW PDWUL[
X˜(k) = [x˜1(k) . . . x˜h(k)]T  %\ GHILQLWLRQ WKH FRYDULDQFH
PDWUL[ RI X˜(k) LV
Cov{X˜(k)} = E{X˜(k)X˜(k)T } =
Cx = [cij ] =
[





ZKHUH i, j = 1, . . . , h 6LQFH WKH PHDQ RI HDFK REVHU
YDWLRQ YHFWRU x˜i LV VHW WR ]HUR WKH YDOXHV LQ  EHFRPH







k (x˜i1x˜j1 + . . . + x˜ikx˜jk).




E{x˜1(k)x˜1(k)T } . . . E{x˜1(k)x˜h(k)T }
    








x˜211 + . . . + x˜
2
1k . . . x˜11x˜h1 + . . . + x˜1kx˜hk
    









,I WKH QXPEHU RI VRXUFH VLJQDOV LV q DQG q ≤ h WKH
q ODUJHVW HLJHQYDOXHV RI WKH FRYDULDQFH PDWUL[  DUH
VRPH FRPELQDWLRQ RI WKH VRXUFH VLJQDO SRZHUV DGGHG WR
WKH QRLVH SRZHU DQG WKH UHPDLQLQJ h − q HLJHQYDOXHV
FRUUHVSRQG WR RQO\ QRLVH ,I WKH VLJQDOWRQRLVH UDWLR
LV ODUJH HQRXJK WKHUH LV D UHPDUNDEOH GLIIHUHQFH RI
PDJQLWXGH EHWZHHQ WKH HLJHQYDOXHV ZKLFK DUH UHSUHVHQW
LQJ WKH VRXUFH VLJQDOV DQG WKH HLJHQYDOXHV ZKLFK DUH
UHSUHVHQWLQJ RQO\ QRLVH >@ 7KXV LQ WKH ZKLWHQLQJ VWHS
 RQH FDQ HVWLPDWH WKH QXPEHU RI VRXUFH VLJQDOV q EDVHG
RQ WKH GLIIHUHQFH RI PDJQLWXGH LQ WKH HLJHQYDOXHV 7KLV
LQIRUPDWLRQ FDQ EH XVHG WR FRPSUHVV WKH GDWD VXFK WKDW
ZH RQO\ FKRRVH WKH q ODUJHVW HLJHQYDOXHV WR EH XVHG LQ
 DQG VHW WKH UHPDLQLQJ h − q HLJHQYDOXHV WKDW DUH
UHSUHVHQWLQJ RQO\ QRLVH WR ]HUR ,Q WKH FDVH RI PL[HG
VSHHFK VLJQDOV WKH HVWLPDWHG YDOXH RI q JLYHV XV WKH
HVWLPDWH RI WKH QXPEHU RI SHUVRQV LQ WKH PRQLWRUHG
VSDFH
,9 $33/,(' 6<67(0 $5&+,7(&785(
$ +DUGZDUH
7KH H[SHULPHQWV DUH SHUIRUPHG E\ XVLQJ 0LFD PRWHV
HTXLSSHG ZLWK D &URVVERZ 076&$ VHQVRU ERDUGV
>@ 7KH PRWH ZLWK WKH VHQVRU ERDUG LV LOOXVWUDWHG LQ WKH
)LJXUH  076&$ LQFOXGHV D ORZ SRZHU PLFURSKRQH
16 /0& >@ WKDW FDQ EH XVHG IRU JHQHUDO DFRXVWLF
UHFRUGLQJ
% 2SHUDWLRQ
7KH 7LQ\26 FRPSRQHQWV IRU 0LFD FDQ QRUPDOO\
VDPSOH DW D IUHTXHQF\ XS WR  +] %\ LQWURGXFLQJ WKH
+LJK)UHTXHQF\6DPSOLQJ FRPSRQHQW >@ WKH VDPSOLQJ
IUHTXHQF\ FDQ UHDFK WKH  N+] DIWHU WXUQLQJ RII
WKH ZLUHOHVV UDGLR RI WKH 0LFD ZKLOH VDPSOLQJ (DFK
QRGH VWDUWV WKH DFRXVWLF VDPSOLQJ LQ UHVSRQVH WR DQ
H[WHUQDO PHVVDJH EURDGFDVWHG E\ WKH EDVH VWDWLRQ 7KH
PHVVDJH VSHFLILHV WKH QXPEHU k DQG WKH LQWHUYDO m
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)LJ  0LFD ZLWK 076&$ 6HQVRU %RDUG
LQ PLFURVHFRQGV RI WKH VDPSOHV %\ GRLQJ WKLV ZH
WDUJHW WR DFKLHYH WKH EHVW SRVVLEOH DFFXUDF\ LQ WLPH
V\QFKURQL]DWLRQ EHWZHHQ WKH QRGHV 'XULQJ WKH VDPSOLQJ
WKH VDPSOHV DUH ORJJHG RYHU WKH ((3520 PHPRU\ RI
WKH 0LFD $IWHU WKH VDPSOLQJ SKDVH WKH GDWD LV FROOHFWHG
ZLUHOHVVO\ VXFK WKDW WKH EDVH VWDWLRQ VWDUWV GRZQORDGLQJ
GDWD IURP WKH DGGUHVVHG QRGH E\ WUDQVPLWWLQJ DQRWKHU
PHVVDJH 7R DYRLG WKH ORVW RI SDFNDJHV GXULQJ WKH GRZQ
ORDGLQJ RI WKH GDWD ZH HQDEOHG WKH DFNQRZOHGJHPHQW
$&. FRQWURO V\VWHP
9 6,08/$7,216 $1' (;3(5,0(176
$ &RPSXWLQJ WKH 1XPEHU RI 6RXUFH 6LJQDOV
,Q WKH ILUVW H[SHULPHQW ZH XVHG IRXU UHFRUGLQJV RI VL
PXOWDQHRXVO\ SOD\HG GLIIHUHQW DFRXVWLF VRXUFHV UHFRUGHG
DW D IUHTXHQF\ RI 8 N+] ZLWK  ELWV SHU VDPSOH 7KHUH
ZHUH WZR VSHHFK VLJQDOV D URFNEDQG SOD\LQJ PXVLF
DQG D SROLFH FDU VLUHQ 7KHQ ZH FUHDWHG IRXU DGGLWLRQDO
DFRXVWLF VLJQDOV E\ PL[LQJ WKH SUHYLRXV RQHV DQG QRLVH
DQG HQVXUHG WKH VWDWLVWLFDO LQGHSHQGHQFH E\ FRPSXWLQJ
WKDW WKH PHDVXUHPHQW PDWUL[ KDG D IXOO UDQN rank(X) =
8 1H[W ZH SURFHVVHG WKH PHDVXUHPHQW GDWD DQG FRP
SXWHG WKH FRYDULDQFH PDWUL[ Cx DFFRUGLQJ WR  7KH















,Q  ZH FDQ FOHDUO\ VHH WKH H[SHFWHG GLIIHUHQFH RI
PDJQLWXGH EHWZHHQ IRXUWK DQG ILIWK HLJHQYDOXH LQGLFDWLQJ
WKDW WKHUH H[LWV IRXU GLIIHUHQW DFRXVWLF VRXUFH VLJQDOV











































)LJ  7KH EHKDYLRU RI WKH FRYDULDQFH PDWUL[ HLJHQYDOXHV ZKHQ WKHUH
ZHUH IRXU VRXUFH VLJQDOV DQG HLJKW REVHUYHG PL[HG VLJQDOV 6DPSOLQJ
IUHTXHQF\ ZDV NHSW RQ  N+] DQG WKH WRWDO OHQJWK RI WKH VDPSOLQJ
SHULRG LV  VHFRQGV
LQ WKH REVHUYHG PL[WXUHV )LJXUHV  DQG  VKRZ WKH
EHKDYLRU RI WKH FRYDQULDQFH PDWUL[ HLJHQYDOXHV GXULQJ
WKH VDPSOLQJ SHULRG KDYLQJ D VDPSOLQJ IUHTXHQF\ RI 
N+] DQG D WRWDO OHQJWK RI  VHFRQGV )LJXUH  LQGLFDWHV
WKDW ZKHQ VXFK D UHODWLYHO\ KLJK VDPSOLQJ IUHTXHQF\ LV
DSSOLHG WKH GLIIHUHQFH RI PDJQLWXGH LQ WKH HLJHQYDOXHV
VKRZV XS GXULQJ WKH ILUVW VHFRQG RI WKH VDPSOLQJ
,Q RXU VHFRQG H[SHULPHQW ZH ZHUH XVLQJ WKUHH 0LFD
PRWHV VDPSOLQJ LQ  N+] IUHTXHQF\ DQG WZR KXPDQ
YRLFHV WDONLQJ VLPXOWDQHRXVO\ 7KH PL[HG VLJQDOV ZHUH
UHFRUGHG DQG EXIIHUHG E\ WKH PRWHV DQG DIWHU VDPSOLQJ
WUDQVPLWWHG ZLUHOHVVO\ WR WKH EDVH VWDWLRQ 7KH UHVXOWLQJ









7KH PDJQLWXGH RI GLIIHUHQFH EHWZHHQ WKH VHFRQG
 DQG WKLUG  HLJHQYDOXH LV VWLOO GH
WHFWDEOH HYHQ WKRXJK LW LV QRW VR ELJ ZKDW LW ZDV LQ
WKH ILUVW H[SHULPHQW 7KDW UHVXOW ZDV H[SHFWDEOH VLQFH
LQ WKH VHFRQG H[SHULPHQW RQO\  N+] VDPSOLQJ UDWH DQG
076&$ 6HQVRU %RDUGV ZHUH XVHG FRPSDUHG WR WKH 
N+] VDPSOH UDWH DQG JRRG TXDOLW\ PLFURSKRQHV XVHG LQ
WKH ILUVW H[SHULPHQW +RZHYHU WKH UHVXOW VKRZV WKDW LW LV
SRVVLEOH WR DFKLHYH D VLJQDO TXDOLW\ WKDW LV JRRG HQRXJK
WR ILJXUH RXW WKH QXPEHU RI VRXUFH VLJQDOV DQG WR FRQWLQXH
ZLWK WKH VLJQDO VHSDUDWLRQ E\ XVLQJ UHVRXUFHFRQVWUDLQHG
ZLUHOHVV VHQVRU QRGHV
% 7KH (IIHFW RI 7LPH 6\QFKURQL]DWLRQ
:H LQYHVWLJDWHG DOVR WKH HIIHFW RI WKH WLPH V\QFKUR
QL]DWLRQ DFFXUDF\ E\ XVLQJ WKH WKUHH VLJQDOV UHFRUGHG
LQ WKH VHFRQG H[SHULPHQW 7KH WLPH V\QFKURQL]DWLRQ
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)LJ  7KH EHKDYLRU RI WKH FRYDULDQFH PDWUL[ HLJHQYDOXHV GXULQJ
WKH ILUVW WZR VHFRQGV RI WKH VDPSOLQJ SHULRG 7KH VHWXS LV WKH VDPH
WKDQ WKH RQH LOOXVWUDWHG LQ )LJXUH 


















)LJ  7LPH V\QFKURQL]DWLRQ HUURU HIIHFW WR WKH FRYDULDQFH PDWUL[
HLJHQYDOXHV 7KUHH 0LFD  PRWHV DUH DSSOLHG WR FROOHFW WKH DFRXVWLF
GDWD E\ XVLQJ  N+] VDPSOLQJ IUHTXHQF\ 0D[LPXP WLPH V\QFKUR
QL]DWLRQ HUURU EHWZHHQ WKH VDPSOLQJ PRWHV LV LQFUHDVHG IURP  WR 
PLOOLVHFRQGV
HUURU EHWZHHQ WKH VLJQDOV ZDV LQFUHDVHG IURP ]HUR WR
 PLOOLVHFRQGV 7KH EHKDYLRU RI WKH FRYDULDQFH PDWUL[
HLJHQYDOXHV LV LOOXVWUDWHG LQ )LJXUH  7KHUH LV QR GH
WHFWDEOH GLIIHUHQFH RI PDJQLWXGH LQ WKH FRYDULDQFH PDWUL[
HLJHQYDOXHV DIWHU WKH WLPH V\QFKURQL]DWLRQ HUURU LQFUHDVHV
WR WKUHH PLOOLVHFRQGV
& 3HULRGLF 1RLVH &DXVHG E\ WKH ((3520 :ULWLQJ
%\ DQDO\]LQJ WKH UHFRUGLQJV ZH ZHUH DEOH WR GHWHFW
WKH SUHVHQFH RI D SHULRGLF QRLVH FRPSRQHQW LOOXVWUDWHG LQ
)LJXUH  :H LGHQWLILHG WKDW WKH FRPSRQHQW LV FDXVHG E\
ZULWLQJ WKH DOUHDG\ FROOHFWHG VDPSOHV WR WKH ((3520
PHPRU\ RI WKH 0LFD 6LQFH WKH ZULWLQJ WR ((3520
KDSSHQV SHULRGLFDOO\ LW WHPSRUDULO\ UHTXLUHV PRUH SRZHU
UHVRXUFHV DQG WKDW SHULRGLF ZULWLQJ FDXVHV WKH SHULRGLF
QRLVH FRPSRQHQW WR WKH PLFURSKRQH
:H DOVR VWURQJO\ EHOLHYH WKDW WKH SHULRGLF QRLVH FRP
SRQHQW LOOXVWUDWHG LQ WKH XSSHU SDUW RI )LJXUH  DW SDJH
 RQ >@ LV FDXVHG E\ WKH VDPH UHDVRQ VLQFH WKH



























)LJ  $ SHULRGLF QRLVH FRPSRQHQW FDXVHG E\ WKH ((3520 ZULWLQJ
DXWKRUV KDYH EHHQ XVLQJ WKH VDPH KDUGZDUH DQG WKH QRLVH
FRPSRQHQW ORRNV WKH VDPH WKDQ WKH RQH LOOXVWUDWHG LQ
)LJXUH 
9, &21&/86,216 $1' )8785( :25.
,Q WKLV SDSHU ZH KDYH GHPRQVWUDWHG WKH IHDVLELOLW\ RI
,&$ WR WKH SURFHVVLQJ RI DFRXVWLF VLJQDOV LQ WKH FRQWH[W
RI ZLUHOHVV VHQVRU QHWZRUNV 2QH SRVVLEOH DSSOLFDWLRQ WR
HVWLPDWH WKH QXPEHU RI SHUVRQV E\ XVLQJ WKH ZKLWHQLQJ
SKDVH RI ,&$ LV GHPRQVWUDWHG E\ XVLQJ VLPXODWLRQV DQG
D VLPSOH H[SHULPHQWDO VHWXS WKDW DOORZV XV WR OLVWHQ RYHU
D VKRUW SHULRG RI WLPH WUDQVPLW WKH DFRXVWLF VLJQDOV WR
WKH EDVH VWDWLRQ DQG WKHQ SHUIRUP WKH RIIOLQH DQDO\VLV
:H IRXQG RXW WKDW RQH FDQ H[WUDFW XVHIXO UHVXOWV E\
XVLQJ D  N+] VDPSOLQJ IUHTXHQF\ WKDW FDQ EH XVHG ZLWK
WKH ZLUHOHVV VHQVRU QRGHV +RZHYHU RQFH WKH VDPSOLQJ
IUHTXHQF\ LV ORZHUHG IURP WKH YDOXHV W\SLFDOO\ XVHG
ZLWK WKH ZLUHG DFRXVWLF V\VWHPV WKH V\VWHP EHFRPHV
PRUH GHSHQGHQW DERXW WKH DFFXUDWH WLPH V\QFKURQL]DWLRQ
%DVHG RQ RXU H[SHULPHQWV WKH UHVXOWV FROOHFWHG E\ XVLQJ
 N+] VDPSOH UDWH EHFRPH XVHOHVV LI WKH HUURU LQ WLPH
V\QFKURQL]DWLRQ H[FHHGV WKUHH PLOOLVHFRQGV
:H DUH ZRUNLQJ RQ DGGLQJ WKH 7LPLQJV\QF 3URWRFRO
IRU 6HQVRU 1HWZRUNV 7361 >@ WR RXU DSSOLFDWLRQ
%\ DSSO\LQJ WKH 7361 WKH QRGHV ILUVW V\QFKURQL]H WKHLU
FORFNV WR WKH RQH RI WKH EDVH VWDWLRQ 2QFH WKH V\QFKUR
QL]DWLRQ SKDVH LV FRPSOHWHG WKH QRGHV VWDUW VDPSOLQJ
VLPXOWDQHRXVO\ DQG XVH WKHLU FORFNV WR WLPH VWDPS WKH
VDPSOHV
7R EH DEOH WR OLVWHQ RYHU ORQJHU SHULRGV RI WLPH ZH
VXJJHVW VXFK D FOXVWHUHG QHWZRUN DUFKLWHFWXUH ZKHUH WKH
QRGHV LQ GLIIHUHQW FOXVWHUV DOWHUQDWH SHULRGLFDOO\ EHWZHHQ
WKUHH PRGHV  VDPSOLQJ  WUDQVPLWWLQJ WKH VDPSOHV
IURP WKH QRGH EXIIHU WR WKH EDVH VWDWLRQ DQG  UHSHDWLQJ
WKH WLPH V\QFKURQL]DWLRQ 7KDW VRUW RI VHWXS DOORZV XV WR
NHHS RQ OLVWHQLQJ DV ORQJ DV WKHUH DUH VXIILFLHQW DPRXQW
RI HQHUJ\ UHVRXUFHV OHIW LQ WKH VHQVRU QRGHV 'HYHORSLQJ
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DQG GHPRQVWUDWLQJ VXFK D V\VWHP ZLOO EH D FRQWLQXDWLRQ
RI WKLV ZRUN 0RUHRYHU VLQFH WKH UHVRXUFHV RI 0LFD DUH
SUHWW\ OLPLWHG XVLQJ D PRUH UHVRXUFHULFK QRGH VXFK DV
7HORV >@ ZRXOG HQDEOH PRUH UREXVW SHUIRUPDQFH
,Q WKH DOJRULWKPLF VLGH WKHUH DUH WZR LQWHUHVWLQJ SDWKV
IRU WKH IXUWKHU UHVHDUFK )LUVW RQH LV WKH UHFRQVWUXFWLRQ
RI WKH LQGLYLGXDO VRXUFH VLJQDOV E\ XVLQJ ,&$ 5LJKW
QRZ ZH DUH MXVW SUHVHQWLQJ D ZD\ WR HVWLPDWH WKH QXP
EHU RI VRXUFHV EXW UHFRQVWUXFWLQJ WKH LQGLYLGXDO VRXUFH
VLJQDOV ZRXOG HQDEOH XV WR PDWFK WKH VSHHFK VDPSOHV
DJDLQVW WKH VDPSOHV VWRUHG LQ WKH SROLFH DQG LQWHOOLJHQFH
GDWDEDVHV %\ GRLQJ VR RQH FDQ GHILQH LI VRPH SHUVRQ
ZKRV VSHHFK VDPSOH LV DOUHDG\ VWRUHG LQ WKH GDWDEDVH
LV SUHVHQW DPRQJ WKH VSHDNLQJ SHUVRQV 7KH VHFRQG DUHD
IRU WKH IXUWKHU UHVHDUFK LV WKH XQGHUFRQVWUDLQHG FDVH 7KH
DVVXPSWLRQ WKDW ZH PXVW KDYH DW OHDVW DV PDQ\ REVHUYHG
PL[HG VLJQDOV DV ZH KDYH VRXUFHV LV RQH RI WKH EDVLF
DVVXPSWLRQV LQ WKH VLJQDO VHSDUDWLRQ SHUIRUPHG E\ XVLQJ
,&$ +RZHYHU WKH PHWKRGV WR VHSDUDWH WKH VLJQDOV LQ WKH
XQGHUFRQVWUDLQHG FDVH LH LQ VXFK D FDVH LQ ZKLFK WKHUH
DUH PRUH VRXUFH VLJQDOV WKDQ REVHUYHG PL[HG VLJQDOV
DUH XQGHU DFWLYH UHVHDUFK )LQGLQJ VXFK D PHWKRG WKDW
KDQGOHV WKH XQGHUFRQVWUDLQHG FDVH DQG WKDW LV IHDVLEOH WR
WKH VHQVRU QHWZRUNV ZRXOG FRQVLGHUDEO\ UHOD[ WKH RYHUDOO
V\VWHP UHTXLUHPHQWV
5()(5(1&(6
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3URMHFWV $JHQF\ 6XEPLWWHG WR WKH 6XEFRPPLWWHH 2Q (PHUJLQJ
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Abstract²)UHTXHQF\ FRQYHUWHUV DUH XVHG WR FRQWURO HOHFWULF
PRWRUV LQ PDQ\ NLQGV RI LQGXVWULDO DSSOLFDWLRQV 6LQFH WKH\
FRQWURO WKH HOHFWULFPRWRUV WKDW UXQ WKHPDFKLQHV RU SURFHVVHV
WKH\PXVWEHVWURQJO\LQWHJUDWHGZLWKWKHUHVWRIWKHDXWRPDWLRQ
V\VWHP,IWKHZLUHOHVVVHQVRUDQGDFWXDWRUQHWZRUNVDUHXVHGDVD
SDUW RI WKH VDPH DXWRPDWLRQ V\VWHP LW ZRXOG EH EHQHILFLDO WR
KDYH D GLUHFW FRQQHFWLRQ EHWZHHQ ZLUHOHVV VHQVRU QHWZRUN DQG
IUHTXHQF\ FRQYHUWHU LQVWHDGRI URXWLQJ WKH LQIRUPDWLRQ WKURXJK
VHYHUDO LQWHUIDFHV 7R HQDEOH WKLV ZH EXLOW D VRIWZDUH DQG
KDUGZDUH LQWHJUDWLRQEHWZHHQ IUHTXHQF\FRQYHUWHUDQGZLUHOHVV
VHQVRU QHWZRUN 'HYHORSHG V\VWHP ZDV WHVWHG E\ SHUIRUPLQJ
VHYHUDOH[SHULPHQWVLQUHDOLQGXVWULDOHQYLURQPHQWWKDWFRQVLVWHG
RI VRSKLVWLFDWHG PRELOH PDFKLQHV ,Q WKH H[SHULPHQWV VHYHUDO
IUHTXHQF\ FRQYHUWHUV DQG VHQVRU QRGHV ZHUH XVHG LQ WKH VDPH
QHWZRUN 6\VWHP SHUIRUPDQFH DQG UHOLDELOLW\ ZDV HYDOXDWHG
EDVHGRQWKHH[SHULPHQWUHVXOWVDQGVRPHGLUHFWLRQVSRLQWHGIRU
WKHIXWXUHZRUN
Keywords—wireless automation; frequency converter; AC 
drive; wireless sensor network; industrial internet 
I.  INTRODUCTION 
Many industrial machines and processes are run by one or 
several electric motors. The control of the motors is an 
important part of the control of the entire system. Nowadays 
most of the electric motors are controlled by frequency 
converters, and they have replaced the gearboxes also in many 
older systems. Since every electric motor is connected to the 
electric grid, the power supply for the frequency converter is 
not an issue. With communication the situation is different. 
There is often a cabled connection to the frequency converter 
and it can have its own IP address. However, this is not always 
the case, especially if the frequency converter is located to 
moving or difficultly accessible location or in a harsh 
environment, where the communication cables can easily be 
damaged. It can also be the case that the measurement 
information, which is utilized in the control of the frequency 
converter, is collected by using a wireless sensor network 
(WSN). If the information collected by WSN must be 
transmitted to separate gateway and then from the gateway to 
the frequency converter by using another cabled network, it 
will cause additional delays and make the communication 
system architecture more complex.   
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The technology to collect data from the frequency 
converters of the mobile systems during the operation can 
provide also additional benefits. The data can be utilized to 
extract information about the condition of the electric motor 
and the machine which is run by the electric motor. This sort of 
condition monitoring enables us to detect problems that require 
fixing service when they are still in an emerging level. This 
supports the common target to move from the hourly based 
service towards more specified service schedule, which is 
based on the individual needs of each machine. This would be 
especially beneficial in the case of older machines, which does 
not have that much sensors or any other embedded electronics, 
but may still have frequency converter controlled electric 
motors, whose monitoring data can provide us information 
about the condition of the machine itself. 
In this paper we present frequency converter integration to 
WSN. We apply Vacon frequency converters [1] and wireless 
sensor platform the UWASA Node [2]. First a communication 
between the frequency converter and the UWASA Node is 
enabled. Then a data logging protocol to collect data from 
several frequency converters over WSN in real time is 
designed and implemented. The implementation is then 
evaluated through several experiments in real industrial 
environment [3]. Finally the star topology system is extended 
also for multi-hop WSN deployments [4].  
The rest of this paper is organized as follows. Applied 
hardware architecture is explained in Section II and 
communication software architecture in Section III. 
Experiments and their results are presented in Section IV. Final 
conclusions and discussion about the future work are given in 
Section V. 
 
II. HARDWARE ARCHITECTURE 
A. Frequency Converter 
We used frequency converters produced by Vacon Inc., 
which is an AC drive manufacturer headquartered in Vaasa, 
Finland [1]. The frequency converter, that was used to control 
the electric motors are illustrated in Figure 1.  
A removable control panel is connected to the frequency 
converter through RS-232 serial port. We used the same 
connection to connect the UWASA Node with the frequency 
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converter [3]. Several parameters, which indicate the state of 
the electric motor, can be read from the frequency converter 
through this connection, and commands to the frequency 
converter can also be sent by using the same connection.  
 
B. The UWASA Node 
The UWASA Node is a modular and stackable wireless 
sensor platform, which is developed for wireless automation 
applications. The modular architecture presented in Figures 2 
and 3 makes the node applicable for a wide range of 
automation applications [2], [5]. 
 
The user can select the required sensors based on the 
particular application needs, and then add them to UWASA 
Node with minimum software and hardware changes. The 
basic part of the node consists of main module and power 
module. Then one can use one or several slave modules based 
on the particular application needs. The slave modules can be 
used to add one or several sensors, additional memory, slave 
processors, additional radios etc. In the third revision of the 
UWASA Node, the slave module system is developed further 
so that there is a generic slave module with several types of 
connectors, that can be used instead of simple slave modules 
[2], [5]. The hardware model is illustrated in Figure 3.   
 
C. Gateway and Datalogger 
Embedded Linux computer the Raspberry Pi was used as a 
data logging PC. One UWASA Node was connected into it by 
USB cable, and it was acting as a gateway between PC and 
WSN.  
III. SOFTWARE ARCHITECTURE 
A. Communication Links 
There are three types of communication links in the 
developed architecture: communication between the frequency 
converter and UWASA Node through RS-232 serial port, 
wireless communication between UWASA Nodes and 
communication between the UWASA Node, which is acting as 
a gateway, and the data logging PC [3].  
Vacon Inc. has developed its own Vacon Human Machine 
Interface (VHMI) protocol for the interfacing of their 
frequency converters. This protocol is implemented to the 
UWASA Node, which is connected to the frequency converter 
trough RS-232 serial port. Conversion software was also 
implemented to convert the VHMI packets used in the 
communication between the frequency converter and the node 
to the packet form, which is used in the wireless 
communication between the UWASA Nodes in the WSN. 
Frequency converter data can be read by index or by ID of the 
selected parameter. Respective packet structures are presented 
in Tables 1-3 [3]. 
 
Figure 1. Vacon frequency converter. Same RS-232 serial port that 
connects the LCD panel is used to connect a wireless sensor node to the 
frequency converter. 
 
Figure 2. The UWASA Node. Modular hardware and software 
architecture makes the node feasible for a wide range of automation 
applications. 
Figure 3. The hardware model of the UWASA Node. 
#




UWASA Nodes are equipped with ZigBee radios and the 
communication in the WSN applies the IEEE 802.15.4 
communication protocol in 2.4 GHz ISM band. After receiving 
the data response (Table 3) from the frequency converter, the 
UWASA Node, converts it to the packet form which is used in 
wireless communication. The general structure of the packet is 
presented in Table 4. 
 
Communication between the data logging PC and the 
gateway node is done by using the USB connection. Data, 
which is wirelessly transmitted by the sensor nodes and 
collected by the gateway node, is sent to PC over this 
connection. Commands and requests, which are sent by the 
network control program executed by the PC, or which are 
manually sent by using the GUI in PC, are transmitted from the 
data logging PC to the gateway node by using this connection 
[3]. The general structure of the packet used in the connection 
between gateway node and data logging PC is presented in 
Table 5. 
 
B. Communication Protocol 
We applied star topology, where the nodes which are 
connected to frequency converters can communicate directly 
with the gateway node, which is connected to data logging PC. 
All sensor nodes are UWASA Nodes and they use FreeRTOS 
[6] as their operating system. 
The software implementations of the communication 
protocol are different in the gateway node and the rest of the 
nodes. The gateway node communicates directly with every 
other node, and also with the data logging PC. The packet 
structures in the wireless communication and in the USB 
communication between the gateway and the data logging PC 
are different. As a consequence, the gateway must convert the 
data packets from one form to another [3].  
 
 
The software architecture of the gateway node is illustrated 
in Figure 4. Gateway node sends commands to other sensor 
nodes to read the frequency converter data and to transmit it to 
the gateway. It was discovered that usually it takes 50-90 ms to 
read the data from the frequency converter to the connected 
node. Thus, 100 ms timer was set between read and response 
request commands to provide enough time for the node to read 
the data and re-package it for the wireless transmission. To 
avoid data packet collisions, the response requests are sent to 
sensor nodes in sequence [3].    
The software architecture of the sensor nodes that are 
connected to the frequency converters is illustrated in Figure 5. 
There are four types of commands that can be received from 
the gateway node: node check, configuration, read and 
response request. The operations that follow the respective 
commands are presented in the flowchart in Figure 5. The node 
will re-package the data it receives from the frequency 
Table 1. Data request packet from the UWASA Node to the frequency 
converter. Data is read by the index. 
 
Table 2. Data request packet from the UWASA Node to the frequency 
converter. Data is read by the ID. 
 
Table 3. Data response packet from the frequency converter to the 
UWASA Node.  
 
Table 4. General structure of the packet used in wireless communication.
 
Table 4. General structure of the packet used in communication between 
the gateway node and the data logging PC. 
 
Figure 4. The software flowchart of the gateway node. 
224 Acta Wasaensia
converter for wireless transmission, but it will not send it until 
it receives the response request command from the gateway 
node. This mechanism keeps the sequence so that collisions in 
wireless communication can be avoided [3]. 
 
IV.   EXPERIMENTS 
A. Setup 
Experiments were done in real industrial environment.  
Data was collected over WSN from six frequency converters, 
which were controlling the electric motors of the mobile 
machine.  Ten parameters were collected from each frequency 
converter in a sampling interval of 200 ms, which equals five 
times per second from each frequency converter. The location 
of the gateway node and the data logging PC was fixed, but the 
wireless sensor nodes and frequency converters were moving 
with the operating machine so that their distance to the gateway 
varied between 3 and 30 meters [3].   
B. System Performance and Communication Reliability 
The experiments indicated that the system was able to 
collect data from six frequency converters once in 200 ms, as 
targeted. Achieved total throughput of the system at the 
gateway node was 16.8 kbits/s. However, a packet loss was 
observed in the first experiments and then further analyzed. 
The packet loss was tested by performing a set of 30 
individual tests each of them having 10 packet loss 
measurements. Results are presented in Figure 6. Each point 
indicates the average packet loss percentage in 10 
measurements, and the red line indicates the overall average 
packet loss over 30 sets of measurements. As shown in the 
figure, the packet loss varied between 9 and 11 percentage, and 
the average packet loss was 9.92%. Such a level was 
significant and a problem for the communication reliability.  
 
A resend request mechanism was developed and 
implemented to overcome the packet loss. First, the gateway 
node broadcasts the read command to all nodes and then after 
100 ms, it starts to send response request commands to all six 
nodes one by one. After sending packet response request to one 
node, the gateway checks if it can take the response semaphore 
in 50 ms. If that happens, it indicates that the response from the 
node is received and the gateway node will send the response 
request to the next node. The software flowchart of the resend 
function is illustrated in Figure 7. 
 
If the response semaphore is not taken in 50 ms, it indicates 
that the response is not received and the gateway will re-send 
the response request for that node. After resubmission, the 
gateway waits now 40 ms, and if the response is still not 
received, the packet is counted as lost and the gateway moves 
to the next node [3].  
 
Figure 5. The software flowchart of the sensor nodes that are connected to 
the frequency converters. 
Figure 6. Packet loss before the implementation of the retransmission 
protocol. Overall average packet loss was 9.92%. 
 
Figure 7. The software flowchart of the resend function. 
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When the packet loss experiment was repeated after the 
implementation of the resend request mechanism, it was 
observed that the packet loss rate was reduced so that it was 
between 0.5 and 2 percentage in the experiments and the 
overall average packet loss was 1.22% [3]. Results are 
presented in Figure 8. If higher communication reliability is 
still needed, it can be achieved by increasing the number of 
resend requests. If the receiving of every packet is critical, a 
handshake mechanism, that requires retransmission as many 
times as needed to receive the data, can be implemented. 
However, several retransmission requests will slow down the 
system so that collecting data from six frequency converters 
once in 200 ms may not be possible after that. 
 
V. CONCLUSIONS AND FUTURE WORK 
In this paper, we presented a frequency converter 
integration to wireless sensor network. We used Vacon 
frequency converters and UWASA Node sensor nodes. 
Communication between the frequency converter and UWASA 
Node was done through RS-232 serial port by using VHMI 
protocol developed by Vacon. The UWASA Node uses 
FreeRTOS operating system. It is equipped with ZigBee radio, 
and the communication in WSN uses IEEE 802.15.4 protocol 
in 2.4 GHz ISM band.  
Implemented system was tested in operating machine in 
real industrial environment. It was possible to collect 
information from six frequency converters once in 200 ms, 
every time ten parameters from each of them. Achieved system 
throughput in the gateway was 16.8 kbits/s. Packet loss rate 
was originally 9.92%, but after the implementation of the 
retransmission protocol, it was reduced to 1.22%. It can be 
reduced further by using the option of several retransmissions 
or by a handshake protocol, but both of them can also slow 
down the system performance. 
The system is extendable. Since the data is collected over 
WSN, it is also possible to collect other types of sensor 
measurements and add other types of actuators to the same 
network. All communication is bidirectional. In addition to 
collecting data from the frequency converters, it is also 
possible to send commands to them over the WSN. This makes 
it possible to control the electric motors (via frequency 
converters) directly based on the measurements of the sensor 
network 
In the star topology setup it was possible to communicate 
within the range of 30 meters in the experiments. Based on our 
experience about the UWASA Node, the communication range 
can be bigger, but to ensure longer distance communication in 
challenging environments, multi-hop communication should be 
applied. We have implemented multi-hop communication and 
respective routing and communication protocols for the 
UWASA Node with frequency converters [4]. Some basic 
testing for that system performance is already done, but more 
testing and experiments are needed to be able to better 
characterize its performance.  
In the star topology setup the node power supply was not an 
issue, because the sensor nodes that were connected with the 
frequency converters got their power supply from them, and 
the gateway node from the data logging PC. If more sensor 
nodes and multi-hop deployments are applied, the nodes must 
be either battery powered or harvest their energy from their 
environment. In both cases the limitations caused by the power 
resources must be considered in the system design. 
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Figure 8. Packet loss after the implementation of the retransmission 
protocol. Overall average packet loss was reduced from 9.92% to 1.22%. 
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Abstract: This paper presents a solar energy harvester and energy management prototype developed for the UWASA 
Node wireless sensor platform. The prototype was designed using a modular approach, requiring only minor 
hardware modifications in order to allow harvesting from different energy sources. The primary sensor 
network application for which the design was developed is wind turbine monitoring. The energy harvesting 
prototype and the performance level it enables for the sensor networking are evaluated through experiments, 
and methods of optimizing energy harvesting and energy management are discussed. 
1 INTRODUCTION 
Wireless sensor networks enable a range of 
completely new kinds of monitoring and control 
applications as a part of the Internet of Things 
concept. Even though wireless sensor nodes have 
been developed rapidly during the last decade, their 
power supply still constitutes a significant 
bottleneck for their applicability. Having to service a 
wireless sensor node and change its battery can be 
prohibitively expensive or difficult due to the 
location and means of installation of the sensor 
node. This greatly limits the number of feasible 
applications in which wireless sensor nodes would 
otherwise be perfectly suited for monitoring and 
control. Different types of energy harvesting systems 
have been developed to overcome this problem. A 
common challenge related to them is that the energy 
resources they are able to harvest usually enable a 
remarkably lower sensor node performance level 
compared with powering from a battery without 
energy harvesting. This level might not be enough to 
fill the requirements of the particular monitoring or 
control application.  
In this paper we present a solar energy harvesting 
solution for the UWASA Node wireless sensor 
platform (Yigitler, 2010). The solution was 
developed as a part of our wireless automation 
research activities, and it is primarily targeted for 
wireless sensor network (WSN) applications for 
wind turbine monitoring (Höglund, 2014a, 2014b). It 
would be beneficial to collect information about 
different kinds of forces and vibrations that affect 
the wind turbine structures. The dimensions of the 
wind turbines used for industrial-scale electricity 
generation are so large that energy harvesting 
capability is a necessity to make the wireless sensor 
nodes feasible for monitoring and control 
installations. In addition to solar energy, energy 
harvesting from vibrations was also considered, and 
with small modifications, the developed energy 
harvester could be adapted to harvest vibrational 
energy. 
The rest of this paper is organized as follows: 
The UWASA Node wireless sensor platform is 
introduced in Section 2. Methods of energy 
harvesting are discussed briefly in Section 3 and 
general requirements of the energy harvester in 
Section 4. The developed energy harvester prototype 
is described in Section 5 and the applied solar cell in 
Section 6. Maximum power point tracking is 
discussed in Section 7. The implemented energy 
management and storage is explained in Section 8, 
and the system performance is evaluated trough 
experiments presented in Section 9. Finally, Section 
10 concludes the paper.  
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2 THE UWASA NODE 
The UWASA Node, shown in Figure 1, is an open 
source wireless sensor node developed by Aalto 
University and the University of Vaasa (Yigitler, 
2010). It is a modular and stackable platform, the 
software and hardware design of which allow it to be 
used for different types of applications with minimal 
changes to the main architecture. The possibility to 
stack different slave boards onto the main board 
allows the creation of custom solutions for any 
application. In its simplest form, called the basic 
stack, only the main module and the power module 
are used. These are sufficient to comprise a wireless 
sensor node that consists of processors, a wireless 
communication interface, peripheral interfaces, and 
power management and distribution (Çuhac, 2012; 
Virrankoski, 2012).  
 
Figure 1: The UWASA Node with power module. 
2.1 The Main Module 
The main module of the UWASA Node contains 
two processors: one main controller and one radio 
frequency controller. The radio frequency controller 
can handle all computation and communication in 
simple applications, and then the main controller 
need not be used. For more demanding applications, 
the main controller is preferable. The main 
controller is an LPC2378 ARM7TDMI-S-based 
high-performance 32-bit RISC microcontroller from 
NXP Semiconductors.  
2.2 Operating System and Software 
The modularity of the UWASA Node is realized by 
both the hardware and the software architectures. 
The FreeRTOS (Free Real Time Operating System) 
was chosen for the UWASA Node in order to enable 
real-time operation and preemptive multitasking. 
The UWASA Node can thus handle many 
communication, measurement and control tasks 
simultaneously. 
Middleware has been written for the UWASA 
Node to provide device drivers and hardware 
abstractions that are used to establish a uniform 
programming interface for both the main controller 
and the radio frequency controller. The same API 
functions can thus be used for programming both 
controllers. Automated daemons run in the 
background, taking care of tasks related to power 
management, time synchronization and system 
diagnostics (Çuhac, 2012). 
2.3 Auxiliary Hardware 
The UWASA Node can be connected to a number of 
slave modules by using the hardware stack 
connectors with a total of 160 pins per module. 
These connectors provide all necessary inter-
modular connections for signals and power supplies. 
The slave modules can be any peripherals such as 
sensors, actuators and drivers.  
2.4 Power Source and Energy 
Management 
The energy management of the UWASA Node is 
handled by the power module, which is a separate 
module that can be stacked onto the main module. 
The power module features dynamic power path 
management and is capable of choosing the most 
suitable power source and charging a battery if one 
is connected and sufficient power is supplied. There 
is a battery monitoring chip that accurately measures 
current, voltage and temperature. This can be used 
for calculating the energy state of the battery and for 
measuring the power consumption of different 
applications (Çuhac 2012). 
The battery input of the power module is 
designed for one-cell lithium ion batteries with a 
nominal voltage of 3.7 V. It accepts voltages 
between 1.8–4.2 V. A charger input features an 
undervoltage lock-out (UVLO) that cuts the power 
when the charger voltage is below 3.3 V. During 
undervoltage lock-out a very small, but nontrivial 
current (tens of milliamperes were measured) is 
drawn from the charger input. Similarly, a very 
small but nontrivial current flows into the battery 
input when the battery voltage is below 1.8 V and 
the charger is in short circuit mode. To eliminate this 
loss, an external, very low-power UVLO circuit is 
proposed for energy harvesting applications.  
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3 METHODS OF ENERGY 
HARVESTING 
For outdoor WSN applications, such as wind turbine 
monitoring, solar energy harvesting is the most 
suitable energy harvesting method because of the 
good availability of sunlight and the proven 
technology of solar cells. Energy harvesters using 
sunlight as their energy source can provide power on 
the order of 10 mW/cm2 under ideal circumstances 
(Höglund, 2014a).  
The most efficient method of energy harvesting 
is always case-specific because of the large 
differences in the availability of energy over time 
from different sources and locations, and because of 
the highly varying power consumption of wireless 
sensor nodes (Höglund, 2014a). There are three 
methods of energy harvesting that were deemed 
feasible for supplying the UWASA Node with 
power in wind turbine monitoring applications: solar 
energy harvesting using photovoltaic (PV) cells, 
vibration energy harvesting using a piezoelectric 
cantilever, and wind energy harvesting using a 
microscale wind turbine with an electromagnetic 
generator. These three methods could also be used in 
parallel in a hybrid energy harvester.  
3.1 Solar Energy Harvesting 
Using a PV cell as the energy source would be a safe 
choice, because it is a well-established technology. 
Solar cells are readily available in all sizes and in 
many different configurations with conversion 
efficiencies around 15% (Gilbert and Balouchi, 
2008). A suitable number of photovoltaic fingers 
should be connected in series in the cell to yield an 
optimum nominal output voltage and more fingers 
can be connected in parallel to cover the rest of the 
available area. The generic 92 u 61 mm, 0.45 W 
solar cell sold by SparkFun Electronics (Niwot, 
Colorado) is a suitable choice, because its open 
circuit voltage is approx. 5 V and its size roughly 
matches that of the UWASA Node. If more energy 
is required, it is possible to connect more than one 
such cell in parallel to the energy harvester, while 
still keeping the maximum power point (MPP) 
voltage and energy harvesting circuit the same.  
PV cells are made for outdoor use and are not 
damaged by rain or large temperature changes. 
Energy can reliably be harvested from them 
whenever the ambient illuminance is sufficiently 
high. A suitable harvesting schedule can be 
estimated by analyzing weather data to determine 
how much energy can be generated on average at a 
given time of day and time of year. A large fraction 
of the available energy is lost when the PV-cell is 
not oriented directly against the sun, but this is 
typically unavoidable. If possible, the PV-cell 
should be oriented in the direction of average 
maximum sunlight. The reflectiveness of the 
surroundings highly influences the received energy 
and a heavy cloud cover reduces the available 
energy by approximately an order of magnitude 
(Gilbert and Balouchi, 2008). In the worst case, the 
PV-cell will experience sufficiently bright 
conditions for so short a time that it cannot harvest 
enough energy for the load to operate. Seasonal and 
weather conditions may make it impossible to 
harvest a sufficient amount of energy for a long time 
and therefore it is important to store enough energy 
in the sensor nodes for them to be able to operate 
during such times.  
3.2 A Hybrid Energy Harvester 
Several different energy sources can be harvested 
simultaneously by using a modular energy harvester. 
Harvesting both solar and wind or vibrational energy 
would reduce the downtime of the harvester and 
produce power more evenly. The largest drawback 
of using several sources is the increased requirement 
for space. Park and Chou (2006) developed a 
modular energy harvesting system called AmbiMax. 
They propose to use a reservoir capacitor array, i.e. a 
separate supercapacitor for each energy harvester. 
These supercapacitors need to be able to reach the 
same voltage in order to power the common voltage 
rail. If the voltage over one of the capacitors is 
higher than that of the others, only that one will 
supply the voltage rail. If more than one capacitor is 
used like this, diodes may be necessary to prevent 
backflow from the voltage rail to the capacitors. 
Diodes should be avoided when possible, because 
they cause a small voltage drop and power loss. An 
energy harvester that outputs less power than the 
other harvesters needs to have a smaller 
supercapacitor so that it can reach the target voltage 
quickly enough to be efficient (reaching its 
maximum power point). The voltage rail can be used 
to power the wireless sensor node and/or a battery 
charger.  
4 ENERGY OPTIMIZATION 
When using an energy harvester to power a wireless 
sensor node, there are many aspects that must be 
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considered when seeking optimal performance to 
harvest as much energy as possible and to store and 
use the harvested energy as efficiently as possible. If 
one part of the system is wasteful, it is not very 
helpful to get another part of the system to operate 
efficiently. Some of the parts of the system that must 
be considered when seeking optimal overall system 
performance are: harvesting location and schedule, 
size of the electronics, energy conversion, voltage 
conversion for storage, electrical switching, energy 
storage, voltage conversion for consumption, energy 
consumption of the load circuit, sensor node 
program execution, wireless communication 
scheme, and transmission power. 
There are complex tradeoffs to be considered 
when selecting components for the energy 
management and storage connected to an energy 
harvester. When the values of the voltage and 
current of an energy source result in a maximum 
power output, the circuit is said to be operating at 
the maximum power point (MPP). The MPP voltage 
varies with ambient conditions. This voltage may 
not be optimal for the energy harvesting circuit and 
voltage regulator that drain the source and supply 
the voltage rail or storage device with a suitable 
voltage. Thus, significant power may be lost if the 
source and the harvesting circuit are not well 
matched. 
The energy harvesting circuit is also optimally 
efficient at a certain output voltage. For example, 
step-up DC/DC converters are the most efficient 
when their output voltage is only slightly below the 
input voltage. When such a converter is charging a 
battery or a supercapacitor, its output voltage will 
gradually increase as the load is charged, and the 
conversion may be efficient only for a short time. 
For this reason, supercapacitors are commonly used 
as buffers to allow the output voltage to rapidly 
climb to a suitable voltage when harvesting, and 
then battery charging begins when the optimum 
voltage is exceeded, thus keeping the output at this 
voltage until the battery is charged to a higher 
voltage, after which the efficiency again decreases 
as the voltage closes in on the setpoint. 
Voltage regulators supplying the sensor node 
cause an additional power loss that depends on the 
regulator type and its input and output voltages. It 
can be very difficult to optimize the overall system 
performance when so many components must be 
considered. As a rule of thumb, in electronics 
design, the optimum voltages of all components 
should be as close to each other as possible. 
A truly optimized energy harvesting system 
should take into account the limitations of the 
energy storage circuit and the draining schedule of 
the storage over time. The wireless sensor node 
needs to work intermittently and go into sleep mode 
at certain times in order to conserve energy for 
future measurements, data logging, and 
transmissions. The schedule could also be changed 
by the sensor node based on measurements of the 
environment. For example, the system has to take 
into account that no power is harvested from a 
photovoltaic harvester at night. Schedules of 
harvesting and consumption can be simulated using 
computer models before they are tested in hardware 
in order to make the best use of the harvested 
energy. 
5 THE ENERGY HARVESTING 
PROTOTYPE 
After measuring the typical power consumption of 
the UWASA Node and investigating what forms of 
energy harvesting would be suitable, the energy 
harvester prototype shown in Figure 2 was designed 
and built. The design was made with modularity and 
expandability in mind. The harvester was designed 
to work with a small solar cell, but other sources can 
be added in parallel if some modifications are made 
(Höglund, 2014b). 
 
Figure 2: Developed energy harvester prototype. 
The chosen implementation is based on the 
AmbiMax system described by Park and Chou 
(2006). It is an entirely analog energy harvesting 
system that was relatively efficient when it was 
made in 2006, but the power consumption of 
common, low-power digital controllers has since 
dropped significantly, making them a viable 
alternative. The maximum power point tracking was 
not implemented in the same way in this project as 
in the AmbiMax. The LTC3105 energy harvesting 
IC was chosen to perform the harvesting. Since 2013 
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when this choice was made, some even more 
efficient energy harvesting ICs have become 
available (Höglund, 2014b). The energy 
management was designed with components similar 
to those of the AmbiMax, but slightly more efficient 
(Höglund, 2014b).  
The architecture of the AmbiMax platform is 
shown in Figure 3, reproduced from Park and Chou 
(2006). It consists of a comparator with hysteresis 
that performs MPPT with the aid of a sensor and 
controls a boost regulator. The regulator charges a 
supercapacitor that is connected to the voltage rail. 
All of these components can be grouped as a 
subsystem and used in parallel if more than one 
energy source is used. The supercapacitors are 
connected to the voltage rail via optional protection 
circuitry, and the voltage rail powers the sensor 
node. If the voltage of the voltage rail increases 
above a certain threshold, the battery is charged 
from the voltage rail via a current limiter. 
Conversely, if the voltage of the voltage rail drops to 
below a certain threshold, the battery feeds the 
voltage rail as long as its voltage is above another 
fixed threshold. This, in short, is how the AmbiMax 
and the developed energy harvester work. 
Additionally, a low-power undervoltage lock-out 
circuit and a real-time clock-controlled latch switch 
were designed to cut off the voltage rail from the 
sensor node when it drops below a threshold or 
when the node signals it to shut down for a length of 
time; these were not part of the AmbiMax.  
 
Figure 3: The architecture of the AmbiMax Platform (Park 
and Chou, 2006). 
The LTC3105 energy harvesting IC by Linear 
Technology (Milpitas, California) was chosen from 
many alternatives to be the energy harvester used in 
the prototype of this work. It is listed as a 400 mA 
step-up DC/DC converter with MPP control and 250 
mV start-up voltage. It is capable of supplying up to 
5.25 V. The prototype is designed to supply 4.2 V, 
which is the maximum voltage of a one-cell lithium-
ion battery. The very low start-up voltage of the 
LTC3105 allows it to harvest from a photovoltaic 
cell that outputs a low voltage due to low ambient 
illuminance. The low input voltage compatibility can 
also be useful for other types of energy harvesting 
sources such as thermoelectric, electromagnetic, or 
magnetostrictive sources, which output a low 
voltage. 
6 THE SOLAR CELL 
A 92 mm u 61 mm solar cell, with a nominal power 
of 0.45 W, was chosen for the energy harvester 
prototype, because its open circuit voltage is 
approximately 5 V, which is suitable for the 
LTC3105 and the battery, and its size is 
approximately that of the UWASA Node’s. If more 
energy is needed, it is possible to connect more than 
one such solar cell in parallel with the other cells to 
the energy harvester, while still keeping the MPP 
voltage and energy harvesting circuit the same. 
Protection diodes could be used to allow operation 
with solar cells of higher voltages, but the LTC3105 
operates most efficiently at input voltages slightly 
lower than its output voltage, and therefore the MPP 
voltage of the solar cell should be lower than the 
desired output voltage.  
In order to measure the MPP of the solar cell, it 
was connected to a potentiometer used as a variable 
load. It was then placed under a constant illuminance 
of 2.8 klx and its output current and voltage were 
measured while varying the load. The output power 
was calculated, and the result is plotted in Figure 4. 
The MPP occurs at approximately 3.6 V and 6.3 
mW. The MPP varies slightly with the illuminance, 
but after a few attempts at maximum power point 
tracking, it was decided that a fixed MPP voltage is 
sufficient for this application. 
 
Figure 4: Power vs. voltage for the 0.45 W solar cell at 2.8 
klx. 
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7 MAXIMUM POWER POINT 
TRACKING 
Maximum power point tracking (MPPT) aims to 
adapt the energy harvesting load to the ambient 
conditions so that the input voltage of the energy 
harvester is always equal to the MPP voltage as it 
varies, in effect performing impedance matching.  
In the case of the LTC3105, the MPPT is 
integrated on the chip and there is a pin named 
MPPC. The LTC3105 keeps the source voltage the 
same as the voltage on the MPPC pin, which 
constantly outputs 10 μA. If MPPT is not necessary, 
this pin can be connected via a fixed resistor RMPPC 
to ground in order to set the MPP to a fixed voltage 
(UMPPT) according to (1). In the prototype, DN
resistor was used to achieve a UMPPT of 3.6 V.  
 
UMPPT=10 μA* RMPPC (1) 
 
The datasheet of LTC3105 proposes to use a 
diode thermally coupled to the solar cell for MPPT, 
but this is unlikely to work well over the large 
temperature range of this application; it would also 
be difficult to achieve thermal coupling. 
MPPT could also be performed digitally by a 
low-power microcontroller, digital signal processor, 
or field-programmable gate array. It is easier to 
calculate the MPP digitally and take several factors 
into account, such as illuminance and temperature, 
but unless such a digital control system is carefully 
designed, not much power can be saved.  
8 ENERGY MANAGEMENT AND 
STORAGE 
The energy management part of the circuit takes 
care of routing the power in an optimal way between 
the energy harvester and sensor node components 
for maximum performance and optimal schedule of 
operation. The energy management of the energy 
harvester prototype consists of supercapacitors, a Li-
ion polymer battery, nanopower voltage 
comparators, a logical AND gate, two MOSFETs 
and a few current limiters.  
The LiPo battery is charged by two 
supercapacitors connected in series when the 
supercapacitors reach a voltage threshold. The 
charge current is limited by a current limiter that 
also works as a switch. Charge current flows 
intermittently due to a configured hysteresis, until 
4.2 V is reached. The voltage thresholds at which 
power is transferred in the prototype between the 
supercapacitors, the battery, and the UWASA Node 
are governed by LTC1540 nanopower voltage 
comparators by Linear Technology (Milpitas, 
California). These comparators feature an ultralow 
quiescent current of nominally 0.3 μA, a voltage 
reference, and a hysteresis, both adjustable by 
resistor voltage dividers. 
One comparator is used for activating the current 
flow from the voltage rail (supercapacitor) to the 
battery when the rail voltage is more than 3.7 V. 
Another comparator is used in the undervoltage 
lock-out (described in Section 8.3), and a pair of 
comparators with an AND gate is used for activating 
the current flow from the battery to the voltage rail. 
All comparators were configured for a hysteresis of 
approximately 100 mV.  
The comparator that activates battery charging 
and the AND gate that activates battery draining are 
connected to the enable pins of two separate current 
limiters that, when enabled, permit a limited current 
flow through them in one direction. These current 
limiters were implemented using TPS2030D power 
distribution switches by Texas Instruments (Dallas, 
Texas). They allow 300 mA to pass through them 
when activated. 
8.1 Supercapacitors 
Supercapacitors can act as a buffer and be used to 
store the first energy delivered by the energy 
harvester until there is enough energy to begin 
charging the battery or supplying the sensor node. 
The voltage of the supercapacitor can rise quickly to 
a voltage where the step-up (or step-down) converter 
operates the most efficiently because of its much 
lower capacity compared with a battery. Connecting 
the harvester directly to the battery would cause its 
voltage to rise very slowly and energy would be 
harvested less efficiently because of the step-up 
inefficiency at lower voltages. Supercapacitors can 
also smooth out the wide dynamic range of energy 
harvesters and the node load, especially if more than 
one harvester subsystem is connected in parallel. 
Another advantage of using supercapacitors is that 
they can be used to preferentially supply the sensor 
node before the battery is needed. This keeps the 
battery voltage more even, which slows down 
battery aging.  
According to Mars (2009), (2) gives an 
approximation for the necessary capacitance C of the 
supercapacitor assuming there is a constant load 
current IL and that the supercapacitor needs to be 
able to supply IL for time t. When current is drawn 
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from a supercapacitor, there is an instantaneous 
voltage drop due to its equivalent series resistance 
RESR. The load voltage is allowed to decrease from 
Umax to Umin. Equation (2) shows that an 
approximately 12 F supercapacitor is necessary to 
supply 250 mA for 60 seconds with the voltage 
limits of the developed prototype. In the actual case, 
the current would vary significantly over time, but 
this equation provides a useful indication of how 








4.2 V-2.9 V-250*10-3 A*200-3  =12 F 
(2) 
8.2 Switch Controlled by Real-Time 
Clock 
A real-time clock (RTC) was added to the prototype 
so that the sensor node can cut off its own power 
supply in order to avoid consuming any energy on 
the node side while it is in sleep mode. The RTC has 
an alarm output that can be set to trigger at the point 
in time when the node should be powered on. The 
RTC consumes only a few microamperes of current. 
The alarm output is connected to a latch IC that 
turns on or off the current flow through two 
MOSFETs that supply the node with power. The 
sensor node can request the RTC to activate the latch 
at a specific time in the future, turning the power 
supply on at that time, and then use the reset line of 
the latch to shut itself down. An SHT11 temperature 
and humidity sensor was also included on the PCB 
on the same I2C bus as the RTC because temperature 
and humidity measurements are needed in wind 
turbine monitoring. 
8.3 Undervoltage Lock-Out Circuit 
An undervoltage lock-out (UVLO) circuit was 
designed to cut off the power from the sensor node 
when the voltage rail is below 2.9 V. There is a 20 
0 IHHGEDFN UHVLVWRU that creates an extra high 
hysteresis of 350 mV to allow enough energy for the 
sensor node to wake up and measure the voltage 
without allowing the turn-on current surge and any 
startup tasks to drain the voltage rail below the 
UVLO threshold again. The switching is done using 
a 2N7002 small signal N-channel MOSFET and an 
IRLML6401 P-channel power MOSFET.  
9 THE PERFORMANCE OF THE 
PROTOTYPE 
The lowest level of illuminance at which the 
LTC3105 was able to harvest was a few hundred 
lux, depending on the voltage of the supercapacitor. 
The energy harvester prototype was tested in a long-
term test that lasted six continuous days. The solar 
cell was located on a roof where it was not 
shadowed by any object at any time of the day. 
There was no load connected to the prototype. A 
 
Figure 5: Energy harvester performance over six days. 
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data logger was connected and used for measuring 
time, illuminance, and the voltages of the 
supercapacitor, battery, solar cell, and MPPC pin of 
the LTC3105. During the test, the temperature was a 
few degrees C below the freezing point. Figure 5 
shows how the prototype performed. On average, the 
energy harvester was active for 9.0 hours per day 
(the sunny hours) and harvested at 35.6 mW. On 
average, 1.16 kJ was harvested per day, or 2.14 J per 
minute active. In 6 days, the total energy harvested 
was 6.9 kJ, which corresponds to 51% of the 
capacity of the 1,000 mAh, 3.7 V LiPo battery. Once 
the battery was fully charged, the voltage rail 
reached the set point of the energy harvesting circuit 
and the solar cell was automatically disconnected, 
causing a voltage of more than 5 V over the solar 
cell.  
For most applications, one solar cell of the type 
tested should be sufficient and the 1,000 mAh 
battery capacity is useful to have to ensure the 
sensor node can operate during days of low 
illuminance. The solar cell, battery and energy 
harvester of the prototype were well-dimensioned.  
Regarding the energy consumption of the 
UWASA Node, experiments showed that the startup 
and initialization of wireless communication and a 
few sensors consumes between 0.7 and 1.5 J. 
Measuring three voltages 10,000 times using the 
internal ADC consumes approx. 400 mJ (no 
peripherals turned off). Transmitting 100 bytes of 
data consumes ~850 mJ. Measuring 3-axis, 10-bit 
acceleration at a sample rate of 500 Hz for 2 s 
consumes 1.82 J. A typical program reading several 
sensors at a high rate will consume approx. 3-10 J 
for measurements and 50-100 J for transmission of 
thousands of bytes. If few bytes are transmitted, the 
node will consume less than 5 J and can thus operate 
intermittently at an interval of 3-4 minutes on 
harvested power. 
10  CONCLUSIONS 
The goal of this work was to build and test a small 
energy harvester and power management prototype 
optimized for the UWASA Node for outdoor use in 
cold weather, primarily for wind turbine monitoring 
applications. The developed energy harvester was 
tested using only a solar cell, but the prototype was 
designed so that more energy harvesting sources can 
easily be added. Every part of the energy harvester 
and power management was chosen to operate at 
voltages optimal for the UWASA Node with power 
module. The energy measurements presented in 
Section 9 can be useful for energy harvester 
developers. The presented prototype is an 
improvement on the AmbiMax system described by 
Park and Chou (2006). By integrating the RTC 
switch on the energy harvesting PCB, the power 
consumption of any connected sensor node can be 
eliminated when inactive.  
Powering the UWASA Node by energy 
harvesting is a useful idea, as it makes the node self-
sufficient and allows it to operate in places where 
servicing would be prohibitively expensive or 
impossible. By using energy harvesters, wireless 
sensor nodes can potentially operate independently 
for several years, if the rest of the software and 
hardware platform is sufficiently robust.  
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