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Povzetek
Naslov: Odkrivanje povezanih racˇunov v veliki mnozˇici podatkov
Zˇivimo v obdobju, v katerem pri uporabi svetovnega spleta pusˇcˇamo sled
s svojimi podatki. Podjetja, ki taksˇne podatke shranjujejo in analizirajo, se
zaradi velike kolicˇine soocˇajo z izzivi cˇasovne in prostorske kompleksnosti.
Enega taksˇnih izzivov smo poskusˇali resˇiti v nasˇem magistrskem delu, kjer
smo v velikih mnozˇicah podatkov iskali pare najbolj podobnih racˇunov. V
magistrskem delu smo analizirali cˇasovno ucˇinkovitost in racˇunsko uspesˇnost
metod za iskanje parov primerov z veliko mero podobnosti. Eksperimente
smo izvedli na dveh podatkovnih mnozˇicah. V delu predstavimo nacˇin trans-
formacije podatkov in njihovo predstavitev v redki matriki. To smo v nada-
ljevanju uporabili v eksperimentih, kjer smo poiskali pare racˇunov z najvecˇjo
kosinusno podobnostjo z eksaktno metodo vseh parov, metodo LSH in bi-
sekcijskim razvrsˇcˇanjem z voditelji. Pri tem je bil nasˇ cilj oceniti, katera od
omenjenih metod v praksi da najboljˇse rezultate. Ugotovili smo, da je metoda
vseh parov za prakticˇno uporabo zaradi cˇasovne neucˇinkovitesti neprimerna,
uspesˇnost aproksimacijskih metod pa je odvisna od izbire parametrov. Izka-
zalo se je, da je metoda LSH povezave nad 80% podobnosti nasˇla v krajˇsem
cˇasu, z vidika cˇasovne ucˇinkovitosti pa je za nizˇje meje mere podobnosti bolj
primerno bisekcijsko razvrsˇcˇanje z voditelji.
Kljucˇne besede




Title: Detection of linked accounts in a large data set
We live in an era where we leave traces of our personal data using the
world wide web. Companies that store and analyze such data are facing
the challenges of computational and spatial complexity due to their large
quantity. In our master’s thesis, we tried to solve one of these challenges by
identifying linked accounts in large data sets. We analyzed time complexity
and computational efficiency of methods used for searching pairs of highly
similar accounts. The experiments were carried out on two data sets. In this
paper, we presented data transformation and their presentation in a sparse
matrix. Next, we searched for pairs of accounts with the cosine similarity
above the threshold with the exact All Pairs method, the Locality-Sensitive
Hashing, and Bisecting K-Means. Our goal was to evaluate which of these
methods yield the best performance with acceptable processing time. To
conclude, we found that the All Pairs method is inadequate for practical use
due to its time inefficiency. Performance of approximation methods depends
on the choice of parameters. It turned out that the LSH method finds pairs
with similarity over 80% in the shortest time, but in case of time complexity
Bisecting K-Means is more efficient for the lower limits of the similarity.
Keywords




Umetna inteligenca je eno najbolj hitro rastocˇih podrocˇij racˇunalniˇstva. Cˇe-
prav se ne zavedamo, jo vsak dan uporabljamo med brskanjem po spletu,
pri spletnem nakupovanju, uporabi pametnih omrezˇij in avtomatskih preva-
jalnikov. V praksi se velikokrat pojavijo problemi, kjer primeri, iz katerih
se ucˇimo, nimajo oznacˇenega razreda. Taksˇni primeri spadajo v skupino ne-
nadzorovanega ucˇenja, kjer poskusˇamo poiskati skupine na podlagi v naprej
dolocˇene razdalje. Ta nacˇin se uporablja tudi pri iskanju podvojenih racˇunov
pri racˇunalniˇskih igrah, povezanih uporabnikih na socialnih omrezˇjih ali med
stavniˇskimi racˇuni.
V magistrskem delu bomo uporabili metode za iskanje povezanih racˇunov
v veliki mnozˇici neoznacˇenih podatkov, ki predstavljajo aktivnosti uporabni-
kov. Pri odkrivanju skupin oz. pri primerjavi racˇunov med seboj, je kljucˇna
smiselna dolocˇitev predstavitve uporabnikov v vektorskem prostoru in mere
podobnosti oz. razdalje med racˇuni. Ker lahko njihovo sˇtevilo v cˇasu velikih
mnozˇic podatkov presezˇe tudi nekaj sto tisocˇ primerov, vseh racˇunov zaradi
racˇunske in prostorske zahtevnosti ni mogocˇe primerjati med seboj. Cˇe bi za
izracˇun mere podobnosti med dvema paroma potrebovali eno milisekundo, bi
za sto tisocˇ primerov racˇunalnik potreboval skoraj sˇtiri mesece. Poleg velike
cˇasovne zahtevnosti pa bi potrebovali tudi 74 GB spomina.
V nalogi se osredotocˇimo na dva primera velike mnozˇice podatkov. Prvi
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predstavlja veliko mnozˇico stavniˇskih podatkov, drugi pa ocene uporabnikov
za izdelke v spletni trgovini Amazon [1, 2]. Uporabljeni stavniˇski podatki
predstavljajo stave uporabnikov za obdobje dveh tednov, v katerih bi radi
odkrili racˇune, za katere bi lahko trdili, da jih upravljajo iste osebe. Pove-
zane racˇune bi lahko stavnice obravnavale kot eno entiteto. Stavci se namrecˇ
z vecˇ sˇtevilom uporabniˇskih racˇunov izognejo omejitvam pri stavljenju. Pri
iskanju povezanih racˇunov se omejimo na tiste primere, kjer racˇuni stavijo
socˇasno, na isto tekmo in rezultat. Velikokrat gre za racˇunalniˇske agente,
ki iz vecˇjih racˇunov avtomatsko stavijo na isti rezultat. Drugi nabor podat-
kov, ki ga uporabimo v magistrskem delu, pa predstavlja ocene uporabnikov
med 1 in 5, ki so jih uporabniki spletne trgovine Amazon dodelili izdelkom
iz kategorije tehnicˇnih izdelkov med leti 1996 in 2014. Nabor podatkov ni
neposredno povezan z iskanje povezanih racˇunov, vendar bi lahko enake me-
tode za zmanjˇsevanje racˇunske zahtevnosti izracˇuna mere podobnosti med
primeri uporabili v priporocˇilnih sistemih, kjer oceno uporabnika za zˇeljen
izdelek napovemo na podlagi ocen izdelka podobnih uporabnikov.
Nasˇa resˇitev, ki jo predstavimo v magistrskem delu, predstavlja zacˇetek
postopka iskanja podobnih racˇunov oziroma postopek zmanjˇsevanja komple-
ksnosti problema. Ker je to pogost problem v obdobju velikih mnozˇic po-
datkov, je nasˇa resˇitev lahko uporabna tudi na drugih podrocˇjih, kjer lahko
uporabnika predstavimo z atributnim opisom. Za resˇitev razlicˇnih problemov
v praksi lahko uporabimo iskanje vseh parov v veliki mnozˇici primerov, kjer
je mera med dvema primeroma nad v naprej dolocˇeno mero:
• Priporocˇilni sistemi, ki uporabijo preferencˇno znanje, in priporocˇila da-
jejo na podlagi podatkov najbolj podobnih uporabnikov. Taksˇne pri-
porocˇilne sisteme imenujemo skupinsko filtriranje (angl. collaborative
filtering) [3, 4];
• Izboljˇsanje poizvedb pri spletnem iskanju: iskalniki nam vecˇkrat pri-
porocˇajo alternative za nasˇe poizvedbe. Ker je smiselno, da nam iskal-
nik ponudi primeren predlog, nam lahko predlaga vse pare poizvedb,
ki imajo mero podobnosti nad dolocˇeno mejo [5];
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• Odkrivanje napada s kolizijami (angl. coalition detection), kjer odkri-
jemo entitete, ki namerno klikajo na oglase svojih konkurentov, da jim
porabijo dnevne limite za oglasˇavanje in preprecˇijo drugim uporabni-
kom ogled oglasa. Algoritmi, ki resˇujejo taksˇne napade, poiˇscˇejo pare
z veliko mero podobnosti [6];
• Zaznavanje in odstranjevanje podvojenih dokumentov (angl. Near du-
plicate document detection and elimination) [7].
1.1 Sorodna dela
Pri podrobnejˇsemu pregledu del, ki se nanasˇajo na nasˇo temo, smo ugotovili,
da na podrocˇju zaznavanja povezanih racˇunov obstajajo naslednja kljucˇna
dela, ki z nadzorovanim ucˇenjem zaznavajo lazˇne potencialno sˇkodljive racˇune:
1. Uncovering social network sybils in the wild [8]:
• V delu opiˇsejo postopek odkrivanja podvojenih racˇunov z name-
nom preprecˇevanja Sybil napadov [9], kjer napadalec iz razlicˇnih
racˇunov prilagaja stanje omrezˇja, da ga je mozˇno izkoriˇscˇati. Ena
oseba z ustvarjanjem vecˇ entitet zavaja ostale uporabnike omrezˇja
v kitajskem socialnem omrezˇju Renren Online Social Network
(OSN).
• Iz zgodovinskih podatkov vzorcˇijo 1.000 obicˇajnih in 1.000 sˇkodljivih
racˇunov, ki so izvedli Sybil napad. Uporabijo nadzorovano ucˇenje
in z metodo podpornih vektorjev oziroma metodo SVM (angl. Su-
pport Vector Machine) [10] dosezˇejo mero CA (angl. Classification
Accuracy) oz. klasifikacijsko uspesˇnost 99 %.
• Za znacˇilke uporabijo podatke IP naslovov, vsebino uporabniˇskega
racˇuna (kljucˇne besede in internetne naslove, ki se nanasˇajo na
strani iz njihove cˇrne liste), podatke o aktivnosti uporabnikov (ve-
liko sˇtevilo direktnih sporocˇil drugim uporabnikom, pregledovanje
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profilov ostalih uporabnikov in veliko posˇiljanje prosˇenj za prija-
teljstvo v kratkem cˇasu je aktivnost sˇkodljivih racˇunov) in pritozˇbe
drugih racˇunov.
2. Automatic detection of multiple account deception in social media [11]
• Delo opiˇse zaznavanje podvojenih racˇunov za preprecˇevanje napa-
dov iz velikega sˇtevila uporabniˇskih racˇunov iste osebe.
• Opisujejo zanimive znacˇilke, ki so jih uporabili za opis posame-
znega racˇuna.
• Uporabijo nadzorovano ucˇenje 10.000 zˇe oznacˇenih racˇunov iz an-
glesˇke Wikipedije (EnWiki).
Na tem podrocˇju je nekaj primerov literature, ki opisuje zaznavanje lazˇnih
racˇunov ali racˇunov, ki so narejeni z namenom uporabe v napadih. Pri pre-
gledu pa nismo opazili taksˇnih, ki bi opisovali zaznavanja podobnih racˇunov
na podlagi primerjanja aktivnosti uporabnikov. Med pregledom literature
smo nasˇli razlicˇna podrocˇja, kjer je potrebno iskati podobne primere v veliki
mnozˇici podatkov. Te smo opisali v uvodnem poglavju 1. Zato smo se v
nadaljevanju osredotocˇili na nenadzorovane metode strojnega ucˇenja, ki bi
zmanjˇsale prostor primerjav med uporabniˇskimi racˇuni. Ena taksˇnih metod
je Locality-Sensitive Hashing [12], ki nam omogocˇa, da hitro najdemo po-
dobne primere v velikih mnozˇicah podatkov. Tehnicˇen opis metode najdemo
v [13]. Za iskanje povezanih racˇunov se lahko uporabi tudi metode, ki se
tipicˇno uporabljajo za iskanje podobnih dokumentov. V delu [14] opiˇsejo,
kako so naredili grucˇenje velikega sˇtevila dokumentov z uporabo bisekcijske
metode razvrsˇcˇanja z voditelji (angl.bisecting k-means).
Zgoraj omenjeni metodi uvrsˇcˇamo v skupino aproksimacijskih metod, saj
obstajajo pari, ki jih metodi ne najdeta. Obstajajo pa tudi ne aproksima-
cijske metode, ki znajo izracˇunati vse pare, ki imajo podobnost nad neko v
naprej dolocˇeno mero. Eden taksˇnih pristopov je metoda vseh parov, ki je
opisana v cˇlanku [15]. Metodo v magistrskem delu opiˇsemo in jo uporabimo
za primerjavo z obema aproksimacijskima metodama.
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1.2 Vsebina magistrske naloge
Magistrska naloga vsebuje uvod, opis metod, eksperimente, diskusijo in za-
kljucˇek. V uvodnem poglavju predstavimo tematiko naloge in pregled so-
rodnih del na podrocˇju zaznavanja povezanih racˇunov. V drugem poglavju
opiˇsemo podatke, s katerimi bomo testirali resˇitev, metode strojnega ucˇenja,
ki smo jih uporabili, in mere ter pristope uspesˇnosti, s katerimi smo vredno-
tili rezultate. V poglavju Eksperimenti opiˇsemo oba nabora podatkov, izbiro
parametrov aproksimacijskih metod, rezultate cˇasov izvajanj in primerjavo
sˇtevila najdenih povezav med metodami. V poglavju Diskusija opiˇsemo do-
bljene rezultate, predstavimo odzive strokovnjakov in jih primerjamo s soro-
dnimi deli. V zakljucˇku predstavimo glavna opazˇanja, novosti in predloge za
nadaljnje delo.
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Poglavje 2
Metode
Nasˇi podatki vsebujejo nekaj sto tisocˇ primerov uporabnikov. Prevelika
racˇunska zahtevnost onemogocˇa primerjavo vseh uporabnikov med seboj (za-
radi polinomske racˇunske zahtevnosti), zato smo v magistrskem delu upo-
rabili dve aproksimacijski metodi (Locality-Sensitive Hashing in bisekcijsko
metodo razvrsˇcˇanja z voditelji), ki zmanjˇsujeta prostor primerjav. Uporabili
smo tudi eksaktno metodo vseh parov in vse metode primerjali med seboj.
Da smo podatke lahko uporabili, jih je bilo potrebno predstaviti v taksˇni
obliki, da sta jih metodi lahko razumeli.
2.1 Testni podatki
2.1.1 Stavniˇski podatki
Prvi nabor podatkov predstavljajo stave uporabnikov v dvotedenskem obdo-
bju. Vsaka stava je predstavljena z atributi:
• identifikacijska sˇtevilka uporabnika,
• vsota stave (v eurih),
• identifikacijska sˇtevilka tekme,
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• trg, na katerega je bila stava polozˇena (npr. tocˇen razultat, napoved
zmagovalca - domacˇi ali gosti, napoved sˇtevila golov, itd.),
• cˇas in datum,
• dodatni podatki (angl. metadata) (IP naslovi, mesto polozˇitve stave,
itd.).
Strokovnjaki na tem podrocˇju so povedali, da se oznacˇevanje povezanih
racˇunov izvaja na podlagi podobnosti stav - na isto tekmo in trg stavijo
podobno vsoto. Pri tem se ne moremo zanasˇati na dodatne podatke, ker so
nezanesljivi in pri nekaterih uporabnikih niso dolocˇeni.
Tako smo vsakega uporabnika predstavili z vektorjem, kjer vrednosti
predstavljajo vsoto stav na posamezno kombinacijo tekme in trga:
u =
(tekma1, trg1) . . . (tekmai, trgj) . . . (tekman, trgm)( )
v1,1 . . . vi,j . . . vn,m
Analogija nasˇe predstavitve je predstavitev besedil z vrecˇo besed. Da
si jo bomo lazˇje predstavljali, predstavimo konkreten primer: tekmai lahko
predstavlja nogometno tekmo med Barcelono in Real Madridom, trgj pa
tocˇen rezultat 5-0 (ali stava, da bo zmagala domacˇa ekipa). Vrednost atributa
(vi,j) pa predstavlja vsoto vseh stav uporabnika na to kombinacijo tekme in
trga.
2.1.2 Podatki ocen iz spletne trgovine Amazon
Ocene izdelkov iz spletne trgovine so predstavljene z atributi:
• identifikacijska sˇtevilka uporabnika,
• identifikacijska sˇtevilka izdelka,
• ocena, ki jo je uporabnik dal,
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• cˇas in datum.
Tudi drugi nabor podatkov smo predstavili v enaki obliki. Pri tem je
stolpec namesto kombinacije tekme in trga predstavljal izdelek, vrednost pa
oceno uporabnika, ki ga dolocˇa vrstica. Vsak uporabnik je torej predstavljen
z redkim vektorjem:
u =
izdelek1 . . . izdeleki . . . izdelekn( )
v1 . . . vi . . . vn
2.2 Transformacija podatkov
Prvi nabor podatkov je specificˇen, zato smo se pred zacˇetkom implementacije
metod pogovorili sˇe s strokovnjaki za stavniˇstvo. Ti so nam povedali, katere
informacije so pomembne pri razlikovanju racˇunov. Ugotovili smo, da je
za vecˇjo informativnost podatkov potrebna predhodna transformacija, ki v
primeru nabora drugih podatkov ni smiselna.
2.2.1 Odstranjevanje pogostih znacˇilk
Izkazˇe se, da so nekatere tekme tako pogoste, da jih stavi velik delezˇ upo-
rabnikov. Gre predvsem za tekme najvecˇjih nogometnih lig (npr. anglesˇka
Premier Liga, sˇpanska La Liga, itd.). Ker nas podobnost na taksˇnih tekmah
zaradi zelo podobnih stav uporabnikov ne zanima, smo pred iskanjem poveza-
nih racˇunov taksˇne kombinacije tekem in trgov odstranili iz nasˇih podatkov.
Taksˇen postopek se uporablja tudi pri iskanju podobnih dokumentov, kjer
iz vrecˇe besed odstranijo najbolj pogoste besede, ki se pojavljajo v vsakem
stavku (angl. stop words) [16]. Ta postopek smo naredili zato, da smo iz
podatkov odstranili informacije, ki jih v nasˇem primeru ne potrebujemo.
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2.3 Ocenjevanje podobnosti uporabnikov
Po predstavitvi uporabnikov v vektorski predstavitvi smo zˇeleli odkrili upo-
rabnike, ki stavijo na podobne tekme in trge oz. podobno ocenjujejo izdelke.
V prvem primeru lahko uporabnik stavi na dveh racˇunih razlicˇne zneske.
Zato nam ni tako pomembno, da imata dva uporabniˇska racˇuna enake vre-
dnosti v vektorski predstavitvi, pacˇ pa da sta porazdelitvi teh vrednosti med
obema racˇunoma podobni. Cˇe predpostavimo, da so kombinacije tekem in
trgov nekorelirane med seboj (kar ne drzˇi v celoti), lahko taksˇno podobnost
opiˇse kot med dvema vektorjema. Mera, ki uposˇteva kot, pa je kosinusna
podobnost. Podobno lahko razmiˇsljamo za ocene, ki jih uporabniki dodelijo
izdelkom. Tudi tukaj nam ni pomembna velikost ocen, saj obstajajo upo-
rabniki, ki v splosˇen dajejo zelo visoke ocene in pa tudi taki, ki niso nikoli
zadovoljni. Tako je tudi v drugem primeru pomemben le kot med predstavi-






in ima v splosˇnem vrednosti na intervalu [−1, 1]. Vendar pa v nasˇem pri-
meru, ker imamo same pozitivne vrednosti (vsote stav na kombinacije trga
in tekme ter ocene izdelkov so lahko le nenegativne), pa so vrednosti ko-
sinusne podobnosti lahko le pozitivne in se nahajajo na intervalu [0, 1]. V
priporocˇilnih sistemih se velikokrat namesto kosinusne podobnosti uporabi
prilagojeno kosinusno podobnost, kjer vrednosti v matriki normiramo s pov-
precˇno vrednostjo uporabnika. Kljub temu smo v nasˇih eksperimentih upo-
rabljali obicˇajno kosinusno podobnost tudi v drugem naboru podatkov. Ko-
sinusna podobnost se uporablja na razlicˇnih podrocˇjih in daje zelo kvalitetne
rezultate v razlicˇnih domenah [5, 17, 18].
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2.4 Zmanjˇsevanje sˇtevila primerjav
Veliko sˇtevilo uporabnikov zaradi velike racˇunske zahtevnosti onemogocˇa pri-
merjavo vseh racˇunov med seboj. Zato smo v magistrskem delu preizkusili
dve metodi, ki podatke razvrstita v skupine, ki so si podobne na podlagi
mere podobnosti, ki jo uporabimo za tvorjenje teh skupin. V razdelku
2.4.1 opiˇsemo metodo bisekcijskega razvrsˇcˇanja z voditelji, v 2.4.2 metodo
Locality-Sensitive Hashing, v razdelku 2.4.3 pa metodo vseh parov. Slednja
za razliko od prvih dveh metod ni aproksimacijska in za zmanjˇsanje sˇtevila
primerjav uporablja eksaktne postopke.
2.4.1 Bisekcijsko razvrsˇcˇanje z voditelji
Bisekcijsko razvrsˇcˇanje z voditelji, ki je opisano v psevdokodi 1, za svojo
osnovo uporabi metodo razvrsˇcˇanja z voditelji (angl. K-means clustering)
tako, da v vsakem koraku razdeli mnozˇico primerov na dve skupini. Metoda
v iteraciji po v naprej dolocˇenem pogoju izbere eno izmed skupin (lahko
najvecˇjo ali pa tisto, ki ima najvecˇjo povprecˇno razdaljo do centra skupine)
in jo razdeli na dve manjˇsi skupini. To naredi tako, da najprej dolocˇi dva
voditelja in vsaki tocˇki priredi najblizˇjega. Nato dolocˇi lego novih voditeljev
kot centroidni tocˇki iz obeh grucˇ. To sta tocˇki, ki sta najblizˇji geometrij-
skemu povprecˇju vseh tocˇk znotraj posamezne skupine. Postopek prirejanja
najblizˇjega voditelja (prirejanja skupine/grucˇe) in njihovega posodabljanja
ponavljamo, dokler se lega voditeljev spreminja. Ker lahko lega voditeljev
oscilira, je potrebno omejiti tudi najvecˇje sˇtevilo iteracij, ki jih dovolimo med
izvajanjem.
Iskanje voditeljev je optimizacijska metoda in se lahko ulovi v lokalnem
minimumu. Posledicˇno ne zagotavlja optimalne resˇitve. Zato je kljucˇnega
pomena izbira pravega zacˇetnega nabora voditeljev. Obstajajo razlicˇne stan-
dardne tehnike:
• Nakljucˇen izbor: je najhitrejˇsi nacˇin, vendar velikokrat pripelje do
neoptimalne resˇitve. Postopek nakljucˇnega izbora lahko vecˇkrat pono-
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9: membersOfCentroids← findNearestCentroid(group, centroids)
10: centroidsNew ← recalculateCentroids(membersOfCentroids, num = 2)
11: i← i + 1
12: until centroids 6= centroidsNew and i < I
13: numberOfClusters← numberOfClusters + 1
14: until numberOfClusters < k
vimo in izberemo najboljˇse razbitje oz. taksˇno, ki ima vsoto razdalj do
centra najmanjˇso.
• Izbor najbolj razprsˇenih tocˇk: za prvega voditelja najprej iz-
beremo tocˇko, ki je najbolj oddaljena od drugih. Za drugega vodite-
lja izberemo tocˇko, ki je najbolj oddaljena od prvega voditelja. Cˇe
iˇscˇemo k voditeljev, za naslednjega voditelja izberemo tocˇko, ki je naj-
bolj oddaljena od zˇe izbranih voditeljev in nadaljujemo postopek. Ta
je racˇunsko zahtevnejˇsi, vendar ga lahko izvedemo nad vzorcem tocˇk in
tako zmanjˇsamo zahtevnost.
• Iskanje voditeljev s hierarhicˇnim razvrsˇcˇanjem: poiˇscˇemo k
skupin s hierarhicˇnim razvrsˇcˇanjem in njihova geometrijska povprecˇja
vzamemo kot zacˇetne voditelje. Postopek je racˇunsko zelo zahteven,
zato ga izvedemo nad manjˇsim vzorcem.
Racˇunske zahtevnosti posameznega koraka razvrsˇcˇanja z voditelji je nav-
zgor omejena z O(2 ∗maxiter ∗ n), kjer maxiter predstavlja najvecˇje sˇtevilo
korakov, ki jih dovolimo med optimizacijo, in n sˇtevilo primerov, ki jih
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razvrsˇcˇamo. Pri iskanju k razredov z bisekcijskim razvrsˇcˇanjem z vodite-
lji pa je cˇasovna zahtevnost navzgor omejena z O((k − 1) ∗maxiter ∗ n).
V praksi za zacˇeten izbor voditeljev velikokrat izberemo nakljucˇen iz-
bor, saj je enostaven in hitro izracˇunljiv (reda O(1)). Ker se zavedamo nje-
gove neoptimalnosti, sam postopek izbire voditeljev in razvrsˇcˇanja ponovimo
vecˇkrat. Za koncˇno resˇitev izberemo tisto razbitje v skupine, ki ima v naprej
izbrano mero najvecˇjo. Najvecˇkrat se uporablja mera vsota kvadratov napak
primerov do centroidov (angl. SSE - sum of squared errors). Cˇe v vsakem ko-
raku bisekcijskega razvrsˇcˇanja izvedemo razvrsˇcˇanje z voditelji l-krat, potem
je cˇasovna zahtevnost navzgor omejena z O((k − 1) ∗ l ∗maxiter ∗ n).
Osnovna razlicˇica razvrsˇcˇanja z voditelji za mero podobnosti med pri-
meri uporablja evklidsko razdaljo, vendar pa nasˇ primer zahteva, da razdalje
med primeri merimo na podlagi kosinusne podobnosti (oz. razdalje). Zato
smo v eksperimentalnem delu pri bisekcijskem razvrsˇcˇanju uporabili sfericˇno
razvrsˇcˇanje z voditelji, kjer je razdalja med primeri in centroidami dolocˇena
na podlagi kosinusa vmesnega kota.
2.4.2 Locality-Sensitive Hashing
Druga uporabljena metoda za iskanje najblizˇnjih sosedov (primeri, ki imajo
majhne razdalje med seboj) v visoko dimenzionalnem prostoru se imenuje
Locality-Sensitive Hashing (v nadaljevanju metoda LSH). Ta preslika primer
iz zacˇetne predstavitve Ci v zgosˇcˇeno predstavitev ali podpis primera h(Ci) na
nacˇin, da za dva primera Ci in Cj, izbrano mero podobnosti d(Ci, Cj) in robno
mejo podobnosti s velja, da je za podobna primera (d(Ci, Cj) > s) njuna
zgosˇcˇena predstavitev z veliko verjetnostjo (najmanj p1) enaka (h(Ci) =
h(Cj)). Podobno velja za dva nepodobna primera (d(Ci, Cj) < 1 − s), ki
imata z veliko verjetnostjo (najmanj p2) razlicˇna podpisa (h(Ci) 6= h(Cj)).
Mnozˇici taksˇnih funkcij, ki imajo zgoraj opisano lastnost, pravimo druzˇina
LSH F . Kadar je p2 < p1 pravimo, da je taksˇna druzˇina funkcij F (s, 1− s,
p1, p2) - obcˇutljiva.
Izbira funkcije preslikave zacˇetne v zgosˇcˇeno predstavitev je odvisna od
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mere podobnosti, na podlagi katere bi radi poiskali podobne primere. Za
nekaj osnovnih mer podobnosti obstajajo taksˇne funkcije, ki imajo zgoraj
opisane lastnosti, in jih za posamezno mero podobnosti povzamemo po lite-
raturi [19] [20]:
• Jaccardova podobnost: primerna funkcija za preslikavo je Min-
Hash [21], ki je definirana na podlagi permutacije zacˇetne predstavitve
pi. Vrednost v preslikanem prostoru hpi(Ci) pa predstavlja sˇtevilko prve
vrstice, ki ima vrednost ena v binarni (0/1) predstavitvi permutiranega
primera Ci. Primer metode LSH z Jaccardovo podobnostjo prikazuje
slika 2.1.
1 0 0 1 1
0 1 0 1 0
1 0 1 0 0
0 1 0 1 0
1 0 1 0 1




2 3 5 4
6 4 1 6
3 1 6 1
5 6 4 2
1 2 3 3
4 5 2 5
Permutacije !
1 5 1 2 1
1 4 1 3 2
2 1 2 1 2




Slika 2.1: Primer metode LSH, ki preslika pet dokumentov predstavljenih
z vrecˇo besed s sˇtirimi razlicˇnimi permutacijami.
• Kosinusna podobnost: metoda nakljucˇnih projekcij, opisana v cˇlanku
Mosesa Charikarja [22] pod imenom SimHash, je ustvarjena, da apro-
ksimira kosinusno podobnost med dvema vektorjema. Preslikovalne
funkcije definirajo nakljucˇne hiperravnine, ki imajo dimenzijo enako
primerom iz zacˇetnega prostora. Vrednosti preslikovalne funkcije h(Ci)
pa zavzema vrednosti 1 in -1 glede na to, na kateri strani hiperravnine se
primer Ci nahaja. Vrednost preslikovalne funkcije lahko poenostavimo
na predznak skalarnega produkta nakljucˇne hiperravnine in primera.
• Evklidska podobnost: primere preslikamo na podlagi projekcij na
premice, ki jih razdelimo na dele dolocˇene dolzˇine. Vrednost funkcije za
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primer Ci predstavja identifikacijska sˇtevilka dela, v katerega se primer
preslika. Premice so dolocˇene nakljucˇno.
• Obstajajo tudi pripadajocˇe preslikovalne funkcije za druge mere podob-
nosti oz. razdalje (npr. za Hammingovo razdaljo metoda vzorcˇenja)
in pa odprtokodne implementacije specializirane metode LSH za ne-
katera podrocˇja. Ena taksˇnih sta Nilsimsa Hash, razlicˇica metode
LSH, osnovana za detektiranje nezˇeljene posˇte (podobni posˇti imata
podobno vrednost preslikovalne funkcije), in TLSH, ki je osnovan za
potrebe varnosti in aplikacij za digitalno forenziko.
Naivni algoritem bi poiskal podobne primere na podlagi podpisov prime-
rov tako, da bi za vsak par izracˇunal mero podobnosti. Vendar pa je prime-
rov za izvedbo, zaradi kvadratne cˇasovne zahtevnosti, hitro prevecˇ. Metoda
LSH ima boljˇso resˇitev. Cˇe ima zgosˇcˇena predstavitev dimenzijo m, to po-
meni, da smo uporabili m razlicˇnih zgosˇcˇevalnih funkcij iz mnozˇice F (hk,
1 < k < m). Mnozˇico taksˇnih elementov g, ki vsebujejo m funkcij iz F , ime-
nujemo mnozˇica G. Torej je vsak primer iz zacˇetnega prostora predstavljen
s stolpcem z m vrednostmi v podpisni matriki S. Kot prikazuje slika 2.2
metoda LSH preslika vrednosti r vrstic oziroma bloka v skupine. To naredi
b - krat, kjer je b = m
r
. Blok predstavlja r zaporednih vrstic in se za dva
primera preslika v isto skupino, cˇe imata za vseh r vrstic enake vrednosti.
Primer, kjer imamo v podpisni matriki dva bloka z dvema vrsticama, pri-
kazuje slika 2.1. Pravimo, da metoda LSH uporablja logicˇni operator IN ,
saj je za dva primera g(Ci) = g(Cj) le kadar za vsak k (1 < k < m) velja,
da hk(Ci) = hk(Cj). Ker predpostavljamo, da so vse funkcije iz F izbrane
neodvisno za vse g ∈ G, je G (s, 1− s, pm1 , pm2 ) - obcˇutljiva druzˇina. Metoda
LSH uporablja tudi logicˇni operator ALI. Cˇe vsaj za en k (1 < k < m) velja
hk(Ci) = hk(Cj), tedaj je mnozˇica G (s, 1− s, 1− (1− p1)m, 1− (1− p2)m)
- obcˇutljiva druzˇina. Metoda uporabi operator IN znotraj blokov, operator
ALI pa med posameznimi bloki.
Preslikavi dveh primerov, ki se vsaj enkrat ujameta v isto skupino, sta
kandidata, da sta blizˇnja soseda oz. imata veliko mero podobnosti. Ker
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sta le kandidata, je potrebno njuno mero podobnosti v zacˇetnem prostoru
sˇe izracˇunati. V praksi metoda LSH poiˇscˇe podobne primere, za katere v
nadaljevanju izracˇunamo pravo mero podobnosti in se izognemo racˇunanju
vseh parov.
Slika 2.2: Preslikava r vrstic oziroma bloka v skupine pri metodi LSH.
Razlozˇimo sˇe matematicˇno ozadje. Predpostavimo, da imamo dva pri-
mera Ci in Cj, ki imata mero podobnosti s. Imamo taksˇno zgosˇcˇevalno funk-
cijo, za katero velja, da je verjetnost s enaka verjetnosti, da se oba primera
preslikata v isto vrednost (hk(Ci) = hk(Cj)). Verjetnost, da so vrednosti v
vseh r vrsticah bloka enake, je torej sr. Sledi, da je verjetnost, da se ena
vrstica v bloku pri obeh primerih razlikuje, enaka 1− sr. Ker pa je taksˇnih
blokov b, je verjetnost, da se primera ne ujameta v nobenem bloku, enaka
(1 − sr)b. To je verjetnost, da primera ne najdemo za kandidata, cˇe imata
podobnost enako meji s. Taksˇni napacˇni negativni primeri so na sliki 2.3
oznacˇeni z oranzˇno barvo (oziroma z oznako NN - napacˇno negativni pri-
meri). Podobno lahko opazimo napacˇne pozitivne primere (NP - napacˇno
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pozitivni primeri).
Slika 2.3: Zˇelena in dejanska krivulja z oznacˇenimi napacˇno negativnimi in
napacˇno pozitivnimi primeri.
Za dva podobna primera zˇelimo, da se ujemata v vsaj enem bloku. Cˇe
je njuna podobnost s, potem je verjetnost, da se ujameta v vsaj enem bloku
(oz. verjetnost, da ju metoda prepozna kot kandidata), enaka 1− (1− sr)b.
To je tudi enacˇba funkcije, ki dolocˇa S-krivuljo, s katero enostavno pokazˇemo
odvisnost parametrov metode.
Opazimo, da sta sˇtevilo vrstic r in sˇtevilo blokov b zelo pomembna pa-
rametra metode LSH, saj vplivata na to ali bosta dva primera preslikana v
vsaj eno skupno skupino. Da si lazˇje izberemo parametre glede na zˇelene
verjetnosti, da se primera z dolocˇeno mero podobnosti ujameta v vsaj enem
bloku, si pomagamo z izrisi S-krivulj za razlicˇne parametre. Primer taksˇnega
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izrisa prikazuje slika 2.4.
Slika 2.4: S-krivulja, ki prikazuje verjetnosti, da imata enakega vsaj enega
od b blokov.
Za nasˇ primer iskanja povezanih racˇunov smo v magistrskem delu primer-
jali uporabnike na podlagi kosinusne podobnosti. Iz tega razloga smo upora-
bili metodo LSH, ki za preslikovalne funkcije uporablja nakljucˇne hiperrav-
nine (oz. metodo SimHash). Ker je v praksi definiranje nakljucˇnega vektorja
v visokodimenzionalnem prostoru zahtevna operacija (predvsem prostorsko),
smo izvedli bolj ucˇinkovit postopek. Izbrali smo le tiste vektorje, ki vsebujejo
komponente z vrednostmi +1 in −1. Ker predpostavimo, da so podatki v
prostoru razprsˇeni nakljucˇno, potem taksˇni vektorji (z ±1 vrednostmi) ena-
komerno pokrivajo celoten prostor in niso na noben nacˇin pristranski.
Metoda LSH ima linearno racˇunsko zahtevnost O(n) odvisno od sˇtevila
primerov. To je velik napredek od zacˇetnih O(n2), ki jih imamo, cˇe ne upo-
rabimo nobene metode. Izracˇun kandidatov je tudi hitrejˇsi kot pri metodi
bisekcijskega razvrsˇcˇanja z voditelji, ki smo ga opisali v poglavju 2.4.1. Kljub
temu pa je potrebno izracˇunati mero podobnosti za kandidate, ki jih najde
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metoda. Njihovo sˇtevilo je odvisno od parametrov b in r. Celotno racˇunsko
zahtevnost metode in izracˇun mere podobnosti za kandidate je zato tezˇko
izracˇunati.
2.4.3 Metoda vseh parov
Metoda vseh parov izracˇuna mero podobnosti (sim(x, y)) za vse pare prime-
rov (x, y), katerih podobnost presega mejo (sim(x, y) > t). Metoda podpira
izracˇun glavnih mer podobnosti, vendar pa smo se zaradi narave nasˇih po-
datkov osredotocˇili na kosinusno podobnost.
V praksi se velikokrat izkazˇe, da so vhodni podatki redki oz. je vecˇina
vrednosti enaka 0. Metoda vseh parov izkoristi to lastnost. Da bomo lazˇje
razumeli njen postopek, najprej definirajmo nekaj pojmov:
• Za mnozˇico redkih vektorjev V definirajmo mnozˇico m indeksnih se-
znamov I1, I2, . . . , Im, za vsako dimenzijo vektorjev enega. Vsak Ii
vsebuje vse pare (x,w), kjer je vektor x iz mnozˇice V in je njegova
vrednost i-te dimenzije (w = x[i]) nenicˇelna.
• Za dan vektor x njegovo najvecˇjo vrednost x[i] preko vseh dimenzij i
oznacˇimo z maxweight(x).
• Podobno za dano dimenzijo i opredelimo najvecˇjo vrednost x[i] preko
vseh vektorjev x iz mnozˇice V kot maxweighti(V ).
Metodo predstavijo v cˇlanku [15] in je nadgradnja metod [23, 24], saj
gradi indeksne sezname med samim izvajanje algoritma (kot je predlagano v
[23]) in v indeksne sezname ne doda vseh primerov, ki imajo nenicˇelne vre-
dnosti dimenzije. To naredi tako, da mejo podobnosti uporabi pri vstavljanju
primerov v indeksne sezname. Pravilnost algoritma, ki ga dokazˇejo v [15],
pa si zagotovijo s sortiranjem dimenzij in s pametnim izbiranjem primerov iz
mnozˇice V . S tem mocˇno zmanjˇsa sˇtevilo kandidatov za izracˇun podobnosti.
Algoritem je opisan v psevdokodi 2 in je povzet po originalnemu cˇlanku [15].
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Algorithm 2 Psevdokoda metode vseh parov.
1: V ′ ← sortDimensions(V , key=lambda i: sum([x[i]! = 0 for x in V ]), DESC)
2: V ′′ ← sortElements(V ′, key=lambda x: maxweight(x), DESC)
3: O ← set(∅)
4: I1, I2, ..., Im ← ∅
5: for each x ∈ V ′′ do
6: O ← O ∪ find matches(x, I1, ..., Im , threshold)
7: b← 0
8: for each i where x[i] > 0 do
9: b← b + x[i] ·min(maxweight(x),maxweighti(V ))
10: if b > threshold then





Pred zacˇetkom izvajanja glavne zanke je potrebno urediti dimenzije (v
padajocˇem vrstnem redu) glede na sˇtevilo nenicˇelnih elementov in urediti
elemente glede na vrednost maxweight(x), da si zagotovimo pravilnost algo-
ritma. V for zanki, ki se zacˇne v vrstici 5, se sprehodimo cˇez urejen seznam
primerov in na podlagi indeksnih seznamov in mejne vrednosti (angl. thre-
shold) izracˇunamo mero podobnosti s pomocˇjo funkcije find matches, ki je
predstavljena v psevdokodi 3. V notranji for zanki sledi dodajanje elementov
v indeksne sezname, ki jo zaradi urejenosti elementov in dimenzij izvedemo le,
cˇe vsota (preko vseh i) produktov manjˇse izmed vrednosti maxweight(x) in
maxweighti(V ) in vrednosti x[i] presezˇe mejno vrednost. Dokaz pravilnosti
postopka je predstavljen v originalnem cˇlanku [15].
Z indeksiranjem podmnozˇice elementov metoda zmanjˇsa sˇtevilo izracˇunov
mere podobnosti, ki se izvedejo v funkciji find matches 3. Funkcija in-
deksiran del vektorskega produkta izracˇuna v for zanki med 9. in 13. vrstico.
Preostali neindeksirani del vektorskega produkta pa izracˇuna v 18. vrstici
psevdokode 3. Funkcija izkoristi mejo za izracˇun mere podobnosti na tri
nacˇine:
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• S spremenljivko remscore zagotovimo, da se mera podobnosti izracˇuna
samo za primere, ki lahko presezˇejo v naprej dolocˇeno zgornjo mejo (v
vrsticah 3, 10 in 14).
• Neindeksiran preostanek produkta (dot(x, y′)) izracˇuna le, cˇe vsota po-
tencialne maksimalne vrednosti le tega in indeksiranega dela produkta
A[y] presega mejo izracˇuna (vrstica 17).
• Zadnja optimizacija izkoriˇscˇa dejstvo za poljuben vektor x, da vsak
vektor y, katerega produkt z vektorjem x presega mejo mere podobno-
sti, tudi zadosˇcˇa pogoju |y| ≥ threshold
maxweight(x)
(uporabljeno v vrsticah 6 do
8).
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Algorithm 3 Funkcija find matches(x, I1, ..., Im, threshold):
1: A← dict(∅)
2: O ← set(∅)
3: remscore←∑i x[i] ·maxweighti(V )
4: minsize← thresholdmaxweight(x)
5: for each i where x[i] > 0 do
6: while y < minsize do
7: Ii ← front remove((y, w), Ii)
8: end while
9: for each y, y[i] ∈ Ii do
10: if A[y] 6= 0 or remscore ≥ threshold then
11: A[y]← A[y] + x[i] · y[i]
12: end if
13: end for
14: remscore← remscore− x[i] ·maxweighti(V )
15: end for
16: for each y where A[y] > 0 do
17: if A[y]+ min(y′, x) · maxweight(x) · ·maxweight(y′) ≥ threshold then
18: s← A[y] + dot(x, y′)
19: if s ≥ threshold then






Pri tehnikah strojnega ucˇenja je zelo pomembna predpriprava podatkov, ki
jih je potrebno predstaviti v taksˇni obliki, da so razumljivi uporabljenim me-
todam. Poleg tega je to prvi korak pri modeliranju in ima velik vpliv na
koncˇni rezultat. Za izbiro primerne predstavitve je potrebno dobro poznava-
nje podrocˇja, saj se je potrebno zavedati, kateri podatki in v kaksˇni obliki so
potrebni za resˇitev posameznega problema. V praksi se je dobro posvetovati
s strokovnjaki tega podrocˇja, ki nam pomagajo pri razumevanju tematike in
pri definiranju ciljev.
V tem poglavju zacˇnemo z opisom vrednotenja nasˇih eksperimentov in
uporabljenih transformacij podatkov in nadaljujemo z izbiro parametrov
aproksimacijskih metod in njihovi uporabi na podatkih. Sledi vrednotenje in
diskusija o rezultatih in cˇasih izvajanja.
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3.1 Vrednotenje
V poglavju Eksperimenti bomo obe aproksimacijski metodi primerjali z me-
todo vseh parov. Njune rezultate smo preverjali s tocˇnimi rezultati, ki smo jih
dobili na podlagi metode vseh parov. Za obe aproksimacijski metodi bomo
pogledali, koliksˇen delezˇ primerov, ki ga bomo izracˇunali na podlagi meje
in metode vseh parov, sta nasˇli obe metodi. To bomo naredili za razlicˇne
mejne vrednosti in rezultate prikazali z vizualizacijo uspesˇnosti po odstotkih
kosinusne podobnosti. Ker je izracˇun mere podobnosti z metodo vseh parov
potreboval prevecˇ cˇasa, smo rezultate pridobili na podlagi manjˇsega vzorca
podatkov. Primerjali pa smo tudi rezultata obeh aproksimacijskih metod
med seboj nad celotnima mnozˇicama podatkov.
Primerjali smo cˇase izracˇunov, ki jih bodo potrebovale metode. Za razlicˇne
vrednosti mere podobnosti (s 95% intervalom zaupanja za metodo LSH)
bomo merili cˇase izvajanja za obe aproksimacijski metodi. Meritev za posa-
mezno metodo bomo izvedli vecˇkrat, da zanemarimo ucˇinek drugih procesov,




V magistrskem delu smo uporabili podatkovno mnozˇico nekaj manj kot 14
milijonov stav 227.268 uporabnikov. V podatkih se pojavi 1.431.119 razlicˇnih
kombinacij tekem in trgov. Gostota redke matrike, v katero smo prebrali
podatke, je bila le 0, 00431%. Vzeli smo le uporabnike, ki so imeli najman tri
stave. Pri enem uporabniku smo opazili 3.649 stav, v povprecˇju pa je sˇtevilo
stav znasˇalo 60, 92. Porazdelitev po sˇtevilu stav prikazuje spodnja slika 3.1.
Pri primerjavi stav uporabnikov smo odstranili kombinacije tekem in tr-
gov, ki se na stavah pojavljajo zelo pogosto, saj bi radi razlocˇevali upo-
rabniˇske racˇune na podlagi manj pogostih tekem. Na koncu smo se odlocˇili,
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Slika 3.1: Porazdelitev uporabnikov po sˇtevilu stav.
da bomo v koncˇni nabor podatkov vzeli vse tekme in trge, ki se skupaj po-
javijo manj kot tisocˇkrat. Kot prikazujeta spodnja tabela 3.1, ki predstavlja
vrednosti po percentilih, in slika 3.2, se vecˇina kombinacij tekme in trga po-
javi le nekajkrat. Tako smo s filtriranjem z mejo 1000 pojavitev odstranili
2.742 znacˇilk, kar v delezˇu znasˇa 0.2% celote.
Tabela 3.1: Percentili sˇtevila pojavitev kombinacij tekme in trga.
Percentil [%] 0 40 50 60 70 80 90 95 97,5 100
Sˇtevilo pojavitev 1 1 2 2 3 5 11 24 54 29.065
V povprecˇju na posamezno kombinacijo tekme in trga stavi 9, 24 uporab-
nikov, vendar je iz tabele 3.1 razvidno, da je porazdelitev sˇtevila stav med
stavci precej neuravnotezˇeno. Tako je skoraj 50% taksˇnih znacˇilk - kombina-
cij tekem in trgov, ki se pojavljajo le pri enem uporabniku. Kljub temu pa
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Slika 3.2: Filtriranje na podlagi pogostosti stav.
taksˇnih znacˇilk nismo zˇeleli izlocˇiti iz nabora podatkov, saj so taksˇne stave
zelo pomembne pri razlikovanju uporabnikov.
3.2.2 Podatki ocen iz spletne trgovine Amazon
Drugi nabor podatkov, ki vkljucˇuje ocene tehnicˇnih izdelkov uporabnikov
spletne trgovine Amazon, vsebuje 2.281.128 ocen 254.064 uporabnikov. Sku-
pno so uporabniki ocenili 284.800 izdelkov in, kot je razvidno iz slike 3.3,
nabor podatkov vsebuje le uporabnike, ki so ocenili vsaj 5 izdelkov. Med
uporabniki je en, ki je dodelil 520 ocen, povprecˇen uporabnik pa je oce-
nil 8, 97 izdelkov. Gostota matrike, ki smo jo uporabili v eksperimentih, je
manjˇsa kot v prvem eksperimentu in znasˇa 0, 00315%.
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Slika 3.3: Porazdelitev uporabnikov po sˇtevilu ocen.
3.3 Izbira parametrov aproksimacijskih me-
tod
Obe aproksimacijski metodi vsebujeta parametre, ki vplivajo na koncˇni rezul-
tat. Pri metodi LSH smo pri izbiri parametrov uposˇtevali teoreticˇne izracˇune,
ki smo jih opisali v poglavju 2.4.2. Za vsako mejo, nad katero smo zˇeleli
izracˇunati mero podobnosti, smo dolocˇili parametra sˇtevila blokov b in sˇtevilo
vrstic r. Pri dolocˇanju vrednosti smo zˇeleli, da se primeri z mero podobnosti
ravno na meji z metodo LSH preslikajo v vsaj eno skupno skupino s stopnjo
zaupanja 95%. Zˇeleli smo, da je za vsako mejo mere podobnosti s vrednost
delezˇa pravilno pozitivno napovedanih primerov 1 − (1 − sr)b > 0, 95. Ker
je taksˇnih parametrov vecˇ, smo vzeli taksˇne vrednosti r in b, da je vrednost
1 − (1 − sr)b najblizˇja vrednosti 0, 95. Tabela 3.2 prikazuje parametre za
razlicˇne meje podobnosti, ki smo jih uporabila v eksperimentih.
Tudi druga metoda bisekcijsko razvrsˇcˇanje z voditelji ima vecˇ parametrov,
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Tabela 3.2: Percentili sˇtevila pojavitev kombinacij tekme in trga.
Meja mere podobnosti s Sˇtevilo blokov b sˇtevilo vrstic r 1− (1− sr)b
0.95 4 12 0.955
0.90 7 10 0.950
0.85 14 10 0.954
0.80 21 9 0.952
0.75 21 7 0.951
0.70 24 6 0.950
ki vplivajo na koncˇni rezultat. Za tocˇnost metode je najpomembnejˇse, da se
ustavimo, ko je najvecˇja izmed skupin dovolj majhna, da je izracˇun mogocˇ
tudi na osebnem racˇunalniku. Zato smo kot parameter metode nastavili,
da se metoda ustavi, ko je najvecˇja skupina manjˇsa od 5.000 primerov. To
je namrecˇ primerna velikost za izracˇun mere podobnosti med vsemi pari
primerov tudi z metodo vseh parov. Poleg omenjenega parametra pa so
pomembni sˇe trije parametri bisekcijskega razvrsˇcˇanja z voditelji:
• Toleranca - cˇe sprememba pri koraku bisekcijskega razvrsˇcˇanja ne
presezˇe parametra, smo z resˇitvijo zadovoljni.
• Sˇtevilo zacˇetnih izborov voditeljev - parameter je natancˇneje opi-
san v poglavju 2.4.1.
• Maksimalno sˇtevilo iteracij, ki jih ima postopek prirejanja naj-
blizˇjega voditelja. V praksi parameter ni tako pomemben, saj posto-
pek hitro konvergira in se ustavi, ker so spremembe hitro manjˇse od
vrednosti tolerance.
Med testiranjem razlicˇnih parametrov bisekcijskega razvrsˇcˇanja z voditelji
smo ugotovili, da omenjeni parametri niso kljucˇnega pomena za uspesˇnost
metode. Ker pa se je pokazala odvisnost parametrov od cˇasa izvajanja,
smo v eksperimentih uporabili vrednosti parametrov, ki so dajali primerljive
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rezultate vecˇjim vrednostim parametrov, vendar pa je bila metoda z njimi
cˇasovno ucˇinkovitejˇsa.
Slika 3.4: Delezˇ ocen, ki jih najde metoda z bolj specificˇnimi vrednostmi
parametrov v primerjavi z bolj splosˇnimi.
Omenjeno obnasˇanje metode potrdi slika 3.4, ki prikazuje, kaksˇen delezˇ
povezav najde metoda pri dveh razlicˇnih naborih parametrov. V prvem smo
imeli toleranco 1e − 5, 15 izborov zacˇetnih voditeljev in najvecˇ 30 korakov
v iteraciji. S tem naborom pricˇakujemo, da bomo dobili boljˇse rezultate
kot s toleranco 1e − 3, 5 izborov zacˇetnih voditeljev in najvecˇ 15 korakov v
iteraciji. Izkazˇe se, da v nekaterih odstotkih to ne drzˇi in z bolj splosˇnimi
parametri najdemo celo vecˇ povezav. V splosˇnem pa vseeno dobimo malo
boljˇse rezultate, vendar pa izboljˇsanje v nobenem od obmocˇij ni vecˇje kot 2%.
Vendar pa metoda v prvem primeru porabi sˇtirikrat vecˇ cˇasa. Za izracˇun
prve potrebujemo 10.335 ± 42, pri drugi pa 2.272 ± 17 sekund. Analiza je
bila narejena na podlagi petih poskusov vsake izmed metod.
Zaradi vecˇje cˇasovne ucˇinkovitosti in le malo slabsˇih rezultatov, smo v
koncˇnem naboru parametrov izbrali drug nabor parametrov s toleranco 1e−3,
5 izborov zacˇetnih voditeljev in najvecˇ 15 korakov v iteraciji.
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3.4 Eksperimenti
Podatkovni mnozˇici smo uporabili za izracˇun mere podobnosti med najbolj
podobnimi primeri (oz. uporabniki). Na ta nacˇin lahko iz podatkov izlusˇcˇimo
med seboj najbolj podobne uporabnike in oblikujemo skupine povezanih upo-
rabniˇskih racˇunov. To je za velike mnozˇice podatkov cˇasovno zelo zahtevno,
v praksi pa si velikokrat zˇelimo cˇim hitrejˇsega izracˇuna, saj to omogocˇa hiter
odziv na operacije, ki jih izvajajo uporabniki. Zato v razdelku 3.4.1 predsta-
vimo primerjavo cˇasov izvajanja metod. Ker je poleg cˇasovne ucˇinkovitosti
zelo pomembna tudi uspesˇnost metod, v razdelku 3.4.2 predstavimo rezul-
tate metod na vzorcu stavniˇskih podatkov in v razdelku 3.4.3 primerjamo
obe aproksimacijski metodi pri obeh podatkovnih mnozˇicah.
3.4.1 Primerjava cˇasov izvajanja metod
Primerjavo cˇasov izvajanja smo izvedli tako, da smo vsako metodo izvedli
petkrat. S tem smo zmanjˇsali vpliv drugih procesov, ki se hkrati izvajajo
na racˇunalniku. Primerjavo oz. celotni eksperimentalni del smo naredili na
osebnem racˇunalniku z i7 2, 7 GHz procesorjem in 16 GB spomina. Rezultat
analize cˇasov je vizualizacija, kjer je predstavljen povprecˇen cˇas izvajanja
s 95% intervalom zaupanja. Pri tem smo metodo LSH izvedli z razlicˇnimi
vrednostmi parametrov, ki so predstavljeni v poglavju 3.3. Za metodo LSH
smo pridobili cˇase izvajanja za vse meje mere podobnosti med 70% in 95% s
korakom 5%. Izkazˇe se, da je metoda vseh parov neucˇinkovita za oba nabora
podatkov, saj je cˇas izvajanja na celotni mnozˇici podatkov presegel 20 ur.
Pri primerjavi cˇasov je zato ne uposˇtevamo.
Stavniˇski nabor podatkov
Analiza cˇasov izvajanja poskusov s stavniˇskimi podatki je pokazala, da je
metoda LSH s parametri, kjer metoda najde vecˇino (vecˇ kot 95%) primerov
z mero podobnosti nad 80%, ucˇinkovitejˇsa od bisekcijskega razvrsˇcˇanja z
voditelji. Ta se je v povprecˇju izvajala skoraj 38 minut, kar je manj, kot
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je za izracˇun porabila metoda LSH, kadar smo zˇeleli izracˇunati kosinusno
podobnost parov primerov z mero podobnosti nad 70% oz. 75%. Opisane
rezultate prikazuje slika 3.5.
Slika 3.5: Primerjava cˇasov izvajanja metode LSH in bisekcijskega
razvrsˇcˇanja z voditeljem pri stavniˇskih podatkih s 95% intervalom zaupa-
nja.
Podatki o ocenah uporabnikov Amazon-a
Podobne rezultate kot pri prvi podatkovni mnozˇici smo dobili tudi pri testi-
ranju metod s podatki ocen uporabnikov spletne trgovine Amazon. Izkazˇe se,
da je zaradi manjˇsega sˇtevila znacˇilk cˇas izvajanja metod z drugo podatkovno
mnozˇico krajˇsi. Metodi sta podobno ucˇinkoviti zˇe pri 80% meri podobnosti,
pri nizˇji meji za metodo LSH pa je bisekcijsko razvrsˇcˇanje z voditelji precej
ucˇinkovitejˇsa metoda. Njen cˇas izvajanja v povprecˇju znasˇa 12, 2 ± 0, 2 mi-
nute, medtem ko metoda LSH pri parametrih, kjer metoda najde vsaj 95%
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vseh povezav nad mero podobnostjo 75%, v povprecˇju potrebuje 52, 3± 0, 7
minut.
Slika 3.6: Primerjava cˇasov izvajanja metode LSH in bisekcijskega
razvrsˇcˇanja z voditeljem pri podatkih ocen uporabnikov Amazon-a s 95%
intervalom zaupanja.
3.4.2 Primerjava rezultatov z vzorcem podatkov pri
stavniˇskih podatkih
Metoda vseh parov je cˇasovno neucˇinkovita, zato je bilo izvajanje metode s
celotno mnozˇico podatkov cˇasovno prezahtevno in smo jo po 20 urah ustavili.
Odlocˇili smo se, da bomo metodo, ki predstavlja vse pare primerov nad v na-
prej dolocˇeno mero podobnosti, izvedli le na vzorcu podatkov in rezultate
primerjali z ostalima metodama. Dolocˇili smo 80% mejo mere podobnosti
za metodo vseh parov in metodo LSH. Vse metode smo izvedli z nakljucˇnim
vzorcem 54.240 uporabnikov (znacˇilke nismo vzorcˇili), kar predstavlja 25%
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vseh uporabnikov. Rezultate smo predstavili v dveh vizualizacijah, ki pred-
stavljata delezˇ najdenih parov pri metodi LSH (slika 3.7a) in pri bisekcijskem
razvrsˇcˇanjem z voditelji (na sliki 3.7b) glede na metodo vseh parov, ki pred-
stavlja referencˇno mnozˇico vseh parov primerov.
(a) Metoda LSH
(b) Bisekcijsko razvrsˇcˇanje z voditelji
Slika 3.7: Rezultati primerjave metode LSH (slika 3.7a) in bisekcijskega
razvrsˇcˇanja z voditelji (slika 3.7b) z metodo vseh parov na vzorcu podatkov.
Metoda bisekcijskega razvrsˇcˇanja najde 96, 85% vseh parov primerov, ki
34 POGLAVJE 3. EKSPERIMENTI
imajo mero podobnosti nad 80%. Vecˇji delezˇ taksˇnih primerov pa odkrije
metoda LSH, ki je uspesˇna v 98, 61%.
3.4.3 Primerjava metode LSH in bisekcijskega razvrsˇcˇanja
z voditelji
Zaradi neucˇinkovitosti metode vseh parov smo v nadaljevanju primerjali le
rezultate metode LSH z bisekcijskim razvrsˇcˇanjem z voditeljem, da smo lahko
metodi izvedli na celotnima podatkovnima mnozˇicama.
Rezultati metod s stavniˇskimi podatki so pokazali, da pri vseh vrednostih
parametrov z metodo LSH vedno dobimo boljˇse rezultate kot pri bisekcijskem
razvrsˇcˇanjem z voditelji. Rezultati primerjave obeh metod na stavniˇskem na-
boru podatkov so prikazani na sliki 3.8. Izkazˇe se, da pri vseh mejah mere
podobnosti metoda LSH uspesˇno najde vecˇji delezˇ parov primerov kot bisek-
cijska metoda z voditelji. Pri meji mere podobnosti 70% najde bisekcijsko
razvrsˇcˇanje z voditelji le 89, 19% parov primerov, ki jih odkrijemo pri metodi
LSH. Opazimo, da uspesˇnost bisekcijskega razvrsˇcˇanja z voditelji v primerjavi
z metodo LSH skoraj linearno narasˇcˇa, saj je za 70% kosinusno podobnost
uspesˇna v 82, 7%, pri 99% mero podobnosti pa je uspesˇna v 99, 5%.
Pri tem opazimo, da metoda LSH najde 8.467 povezav, ki jih bisekcij-
sko razvrsˇcˇanje z voditelji ne najde. Obratno pa je taksˇnih povezav 221.
Porazdelitev nenajdenih napovedi za posamezno metodo prikazuje slika 3.9.
Za povecˇanje tocˇnosti iskanja podobnih uporabnikov bi lahko uporabili tudi
kombinacijo obeh metod, saj obstajajo primeri, ki jih najde le ena od metod.
Rezultati, ki smo jih dobili z drugim naborom podatkov, so prikazani
na sliki 3.10. Podobno kot pri rezultatih stavniˇskih podatkov tudi v tem
primeru metoda LSH pri vseh mejah mere podobnosti najde vecˇje sˇtevilo
parov primerov kot bisekcijsko razvrsˇcˇanje z voditelji. Rezultati pri obeh
naborih podatkov so pokazali, da metoda LSH najde vecˇji delezˇ povezav
med primeri, vendar pa pri visokih vrednostih mere podobnosti razlika ni
tako velika.
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Slika 3.8: Rezultati primerjave metode LSH in bisekcijskega razvrsˇcˇanja z
voditelji na celotni mnozˇici stavniˇskih podatkov.
36 POGLAVJE 3. EKSPERIMENTI
Slika 3.9: Prikaz porazdelitve sˇtevila povezav po verjetnosti, ki jih najde
samo metoda LSH (zgoraj) in tiste, ki jih najde le bisekcijsko razvrsˇcˇanje z
voditelji (spodaj).
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Slika 3.10: Rezultati primerjave metode LSH in bisekcijskega razvrsˇcˇanja z
voditelji na celotni mnozˇici ocen uporabnikov Amazon-a.
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Poglavje 4
Diskusija
V magistrskem delu smo izvedli primerjavo razlicˇnih metod za izracˇun mere
podobnosti med pari primerov. Primerjali smo cˇasovno ucˇinkovitost in sˇtevilo
parov primerov, ki jih metode najdejo. Hiter in natancˇen izracˇun je kljucˇnega
pomena pri resˇevanju problemov, ki smo jih opisali v uvodnem poglavju 1.
4.1 Cˇasovna ucˇinkovitost metod
V magistrskem delu smo implementirali matodo vseh parov, metodo LSH
in bisekcijsko razvrsˇcˇanje z voditelji. Vse tri metode smo implementirali z
uporabo vektorskih funkcij, ki jih ponujata knjizˇnici Numpy [25] in Scipy
[26], saj so metode optimizirane za delo z matrikami in omagocˇajo paralelne
izracˇune. Pri bisekcijskem razvrsˇcˇanju z voditelji smo za postopek bisekcij-
skega razvrsˇcˇanja na vsakem koraku delitve namesto implementacije svoje
resˇitve uporabili v programskem jeziku C implementirano knjizˇnico Spheri-
calKMean [27]. Zˇe implementirane metode so optimizirane in bi jim s svojimi
resˇitvami tezˇko konkurirali pri cˇasovni ucˇinkovitosti. Pri pregledu zˇe imple-
mentiranih metod nismo opazili, da bi obstajala knjizˇnica, ki implementira
metodo LSH, bisekcijsko razvrsˇcˇanje z voditelji ali metodo vseh parov v ce-
loti, lahko pa smo v nasˇi implementaciji uporabili omenjene knjizˇnice.
Pri implementaciji nam je najvecˇ tezˇav povzrocˇala metoda vseh parov.
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Cˇeprav smo v nekaterih zacˇetnih izracˇunih lahko uporabili prej omenjene
knjizˇnice (sortiranje elementov, mnozˇenje dveh vektorjev), pa je osnovna
ideja zasnovana tako, da je ni mogocˇe implementirati v vektorski obliki. Kot
je razvidno iz psevdokode 2 in 3, osnovo predstavljajo for zanke, kjer so
izracˇuni v vsakem koraku odvisni od izracˇunov v prejˇsnjih korakih. Ker je
izvajanje taksˇnih for zank v programskem jeziku Python neucˇinkovito, je
nasˇa implementacija cˇasovno neustrezna in neprimerna za uporabo pri veli-
kih mnozˇicah podatkov. Vendar pa bi s spreminjanjem programskega jezika
lahko izboljˇsali implementacijo le za linearen faktor. Zato smo primerjavo
vseh treh metod naredili na vzorcu podatkov. Ucˇinkovitost omenjene metode
smo med samo implementacijo poskusˇali izboljˇsati s spreminjanjem podat-
kovnih struktur elementov implementacije, vendar se ucˇinkovitost ni bistveno
spremenila.
Analiza cˇasov izvajanja je pokazala, da je nasˇa implementacija metode
vseh parov za probleme, kjer si zˇelimo cˇim hitrejˇsega izracˇuna, neprimerna.
Domnevamo, da bi lahko implementacijo pospesˇili, sˇe posebej v primeru, cˇe bi
uporabili kaksˇen drug programski jezik ali cˇe bi uspeli metodo implementirati
paralelno. V literaturi nismo nasˇli opisa o omenjeni implementaciji in skle-
pamo, da je ni mocˇ tako implementirati. Tudi v primeru, da bi nam uspelo
izboljˇsati cˇas izvajanja za nekajkratnik, bi bila metoda sˇe vedno pocˇasnejˇsa
od obeh aproksimacijskih metod. Kot prikazujejo rezultati (v poglavju 3.4.3),
je metoda LSH ucˇinkovitejˇsa pri tistih parametrih, ki omogocˇajo izracˇun pri-
merov z veliko mero podobnosti (> 90%). V primeru nastavitve parametov,
ki metodi LSH omogocˇijo najdbo vecˇine primerov z mero podobnosti manj
kot 80%, pa je cˇasovno ucˇinkovitejˇse uporabiti bisekcijsko razvrsˇcˇanje z vo-
ditelji.
Primerjava cˇasov izvajanja je bil dolgotrajen proces. Enostavneje bi bilo
primerjati le cˇasovne zahtevnosti algoritmov. Cˇeprav smo cˇasovno zahtev-
nost metode LSH in bisekcijskega razvrsˇcˇanja z voditelji zˇe opisali (v poglavju
2.4.2 in 2.4.1), to velja le za izracˇun kandidatnih skupin, katerih mero podob-
nosti je potrebno sˇe izracˇunati. Sˇtevilo in velikost taksˇnih skupin pa zaradi
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lastnosti obeh matod ni enostavno dolocˇiti, saj so odvisne od mnozˇice po-
datkov. Lahko bi dolocˇili le najslabsˇo cˇasovno zahtevnost, ki pa ne odrazˇa
stanja, ki ga lahko pricˇakujemo v praksi. Podobno je tudi z metodo vseh pa-
rov, saj izkoriˇscˇa svoje lastnosti (opisane v poglavju 2.4.3), s katerimi zmanjˇsa
prostor primerjav. Tako tudi v cˇlanku [15] ne navajajo cˇasovne zahtevnosti
metode.
4.2 Uspesˇnost implementiranih metod
Metoda vseh parov, kjub svoji neucˇinkovitosti, predstavlja referencˇno me-
todo. Kot zˇe samo ime pove, najde vse pare primerov, ki imajo mero po-
dobnosti nad dolocˇeno mejo. Ta meja predstavlja vhodni parameter. Ker
pa si zˇelimo hitrejˇsega izracˇuna mere podobnosti med primeri, nas zanima
predvsem primerjava rezultatov obeh aproksimacijskih metod. Metodi ne
najdeta mere podobnosti med vsemi pari primerov nad dolocˇeno mejo, zato
je pomembno, koliksˇen delezˇ vseh primerov (tudi pod mejo) najdeta. Za-
radi cˇasovne kompleksnosti metode vseh parov smo to primerjavo naredili na
podlagi vzorca podatkov. Rezultati so pokazali, da metoda LSH najde vecˇji
delezˇ povezav kot bisekcijsko razvrsˇcˇanje z voditelji. Razlika pri uspesˇnosti
obeh metod je precej manjˇsa za zelo podobne primere, kjer tudi bisekcijsko
razvrsˇcˇanje z voditelji najde vecˇino (99% povezav z mero podobnosti nad
95%) tovrstnih povezav.
Podobno kot na vzorcu podatkov smo obe aproksimacijski metodi primer-
jali tudi nad celotnima mnozˇicama podatkov. Tudi v tem primeru se izkazˇe,
da so rezultati metode LSH pri obeh naborih podatkov boljˇsi, saj uspe najti
vecˇ povezav. Bisekcijsko razvrsˇcˇanje z voditelji najde 91.67% povezav na
prvem in 93.95% na drugem naboru podatkov glede na metodo LSH (s para-
metri nastavljenimi tako, da najde vsaj 95% povezav nad mero podobnosti
70%). Rezultati analize na celotni mnozˇici podatkov so prav tako pokazali
razlike v uspesˇnosti metod pri manjˇsih vrednostih mere podobnosti (okoli
70%), medtem ko je pri vecˇjih razlika v uspesˇnosti manjˇsa. 98% vseh prime-
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rov z mero podobnosti nad 95%, ki jih najde metoda LSH, jih uspesˇno poiˇscˇe
tudi bisekcijsko razvrsˇcˇanje z voditelji.
Razultati kazˇejo, da je bisekcijska metoda v primerjavi z metodo LSH
nasˇla vecˇji delezˇ primerov na vzorcu podatkov kot na celotni mnozˇici podat-
kov. Vzrok vidimo v tem, da so ustavitveni pogoji bisekcijskega razvrsˇcˇanja
z voditelji povezani z velikostjo najvecˇje skupine, ki smo jo nastavili na 5.000
primerov. To je najvecˇje sˇtevilo primerov, ki nam omogocˇa izracˇun kosinu-
sne podobnosti za vse pare primerov z matricˇnim mnozˇenjem na osebnem
racˇunalniku.
Pri odkrivanju racˇunov se poleg mere podobnosti med primeri v koncˇni
rezultat pogosto vkljucˇi tudi druge znacˇilnosti uporabniˇskih racˇunov. Pri
stavniˇskih podatkih so poleg podobnosti v samih stavah pomembne tudi
druge znacˇilnosti uporabnikov, kot je sˇtevilo stav v dolocˇenem obdobju, iz
katerih geografskih obmocˇij so stave prihajale, itd. Cˇeprav to presega temo
nasˇe magistrske naloge, pa je potrebno mozˇne razsˇiritve uposˇtevati pri ra-
zumevanju rezultatov. Dva primera (oz. uporabniˇska racˇuna) imata lahko
veliko (nad 70%) mero podobnosti, ker imata pri eni znacˇilki zelo veliko vre-
dnost. Pri ostalih znacˇilkah z manjˇso vrednostjo pa se ne ujemata. Sˇe vedno
torej obstaja mozˇnost, da imata dva primera veliko kosinusno podobnost,
vendar pa vse ostale znacˇilke kazˇejo, da racˇuna nista povezana in ju strokov-
njak ne bi opredelil kot povezana. Nasprotno pa lahko dva primera dosegata
75% mero podobnosti, sta si podobna tudi po drugih znacˇilnostih in bi ju
zˇeleli vseeno oznacˇiti kot povezana.
Kosinusna podobnost med predstavitvijo racˇunov, ki opisuje porazdelitev
stav po posameznih kombinacijah trgov in tekem, ne predstavlja celotne slike.
Mero podobnosti ne zˇelimo omejiti z visoko mejo (npr. 95%), zato je pri
obeh metodah pomembno, koliko primerov najdeta v celoti in ne samo nad
dolocˇeno mejo. Poleg rezultatov, ki so predstavljeni v poglavju 3.4.3, smo
preverili tudi, kaksˇna je celotna porazdelitev primerov, ki jih metodi najdeta.
Kot prikazuje slika 4.1, je tudi pri najnizˇjih vrednostih mere podobnosti bolj
uspesˇna metoda LSH, ki ima mero podobnosti nastavljeno tako, da najde
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vecˇino primerov nad 70%. Slika 4.1 prikazuje sˇtevilo primerov, ki jih metodi
najdeta po odstotkih kosinusne podobnosti od 30% naprej. Mejo 30% smo
postavili zaradi vecˇje preglednosti porazdelitve, saj ima vecˇina primerov nizˇjo
kosinusno podobnost (do 30%).
Slika 4.1: Sˇtevilo najdenih povezav z metodo LSH in bisekcijskim
razvrsˇcˇanjem z voditelji (oznacˇena z BKM).
Metoda LSH se izkazˇe za bolj natancˇno metodo. Za visoko mejo po-
dobnosti najde vecˇji delezˇ povezav v mnozˇici podatkov, z mejo 70% pa je
uspesˇnejˇsa tudi pri nizˇjih vrednostih kosinusne podobnosti. Vendar pa kot
prikazuje slika 4.1 bisekcijsko razvrsˇcˇanje z voditelji najde vecˇ povezav z
manjˇso mero podobnosti (pod 55%) kot metoda LSH z mejo 80% ali 90%.
Ker je cˇas izvajanja metode krajˇsi v primerjavi z metodo LSH z mejo 70%, bi
jo izbrali za uporabo v aplikacijah, kjer zˇelimo cˇim hitreje najti povezave in
se pri tem ne zˇelimo omejiti le na tiste primere z najvecˇjo mero podobnosti.
Smiselno bi bilo tudi razmisliti o uporabi kombinacije obeh metod. Tako bi
lahko uporabili bisekcijsko razvsˇcˇanje z voditelji, da bi cˇasovno ucˇinkovito
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nasˇli najvecˇje mozˇno sˇtevilo povezav, v kombinaciji z metodo LSH z mejo
90%, ki bi poskrbela, da bi nasˇli tudi vecˇino povezav nad mero podobnosti
90%. S tem bi dobili cˇasovno ucˇinkovitejˇso metodo, kot je metoda LSH (za
mejo 70%), ki bi odkrila podobno sˇtevilo povezav z visoko mero podobnosti
(nad 90%).
Izbira metode in parametrov metod je torej odvisna od problema, ki ga
resˇujemo. V nekaterih resˇitvah nam zadostuje, da najdemo le povezave z
veliko mero podobnosti. V taksˇnih primerih je najboljˇsa resˇitev uporaba
metode LSH. Primer taksˇnega problema je iskanje povezanih racˇunov, kjer
nam zadostuje zˇe mera podobnosti med primeri, kar ni dovolj v nasˇem pr-
vem naboru podatkov. Vcˇasih pa si zˇelimo najti tudi povezave, ki imajo
manjˇso mero podobnosti. V tem primeru moramo izbirati med hitrostjo in
natancˇnostjo izracˇuna.
4.3 Uporaba rezultatov
Rezultate, ki smo jih dobili z uporabo metod, smo zˇeleli preveriti tudi s
strokovnjaki. Poiskali smo povezave med stavniˇskimi uporabniki, ki imajo
najvecˇjo mero podobnosti. To smo naredili z uporabo metode LSH, kjer smo
parametre nastavili tako, da smo nasˇli vecˇino povezav z mero podobnosti nad
80% (parameter sˇtevila blokov b = 21, sˇtevilo vrstic r = 9 kot smo opisali v
poglavju 3.3).
Uporabili smo vse povezave, ki so imele kosinusno podobnost nad 80%
in sta primera imela vsaj tri stave (mejo smo dolocˇili po pogovoru s stro-
kovnjaki) na isto kombinacijo tekme in trga. Z omejitvijo smo se poskusˇali
izogniti velikemu sˇtevilu napacˇno oznacˇenih primerov. Skupine povezanih
primerov smo nasˇli tako, da smo zacˇeli pri povezavi z najvecˇjo mero po-
dobnosti in oba primera dali v eno skupino. Nadaljevali smo z ostalimi
povezavami, od najvecˇje proti najmanjˇsi. Cˇe je eden izmed racˇunov zˇe bil v
kateri od do tedaj najdenih skupin, smo drug racˇun dodali obstojecˇi skupini.
Drugacˇe smo ustvarili novo skupino. Tako smo nasˇli 179 skupin in jih poslali
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v pregled strokovnjakom iz stavniˇskega podrocˇja. Pri tem je vecˇ kot 90%
taksˇnih skupin, ki imajo med dva in pet primerov. Najvecˇja skupina je vse-
bovala devet primerov. Izracˇunali smo povprecˇno mero podobnosti povezav
znotraj skupine. Rezultat porazdelitve sˇtevila napacˇno in pravilno oznacˇenih
povezanih racˇunov glede na povprecˇno mero podobnosti znotraj skupine smo
prikazali na sliki 4.2.
Slika 4.2: Porazdelitev pravilno in napacˇno oznacˇenih primerov glede na
komentarje strokovnjakov iz podrocˇja sˇportnih stav.
Pravilno smo za povezane racˇune oznacˇili 135 skupin, pri 44 pa je bila
napoved napacˇna. Pri tem se je potrebno zavedati, da ne vemo dejanskega
sˇtevila povezanih racˇunov, saj gre za nenadzorovano ucˇenje. Na sliki 4.2 lahko
opazimo tudi skupine primerov, ki imajo visoko povprecˇno mero podobnosti,
pa jih strokovnjaki ne bi oznacˇili kot povezane. Ti so imeli pri pregledu nasˇih
predlaganih skupin na voljo vecˇ informacij o stavah in so si lahko pomagali
s celotno zgodovino stav posameznih uporabniˇskih izracˇunov. Zato so kot
vzrok napacˇnih napovedi navedli, da so nekateri predlogi posledica nakljucˇne
podobnosti v dolocˇenem cˇasu, da je porazdelitev cˇasov stav pri enakih stavah
med racˇuni v skupini popolnoma razlicˇna ali pa da je premalo sˇtevilo skupnih
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stav, da bi lahko z gotovostjo zatrdili, da so primeri povezani.
Komentarji strokovnjakov nam pomagajo razumeti podrocˇje in omeji-
tve nasˇe resˇitve. Uspesˇnost predlagane resˇitve bi lahko izboljˇsali tudi s
povecˇanjem ucˇne mnozˇice. Pridobitev velikega sˇtevila komentarjev bi poleg
nenadzorovanega ucˇenja omogocˇala tudi uporabo nadzorovanega ucˇenja. S
tem bi lahko napovedali ali je predlagana povezanost dveh racˇunov pravilna.
4.4 Primerjava rezultatov s sorodnimi deli
Pri pregledu sorodnih del smo opazili le eno raziskavo [15], ki primerja razlicˇne
aproksimacijske metode z metodo vseh parov. V cˇlanku navajajo, da je
metoda vseh parov med 1, 3 in 10-krat cˇasovno ucˇinkovitejˇsa od metode LSH.
Pri natancˇnem pregledu ekperimentov in rezultatov omenjene raziskave
smo ugotovili, da v analizi uporabijo le podatkovne mnozˇice, kjer so pri-
meri predstavljeni kot binarni vektorji. V delu [15] predstavijo postopek,
kako izracˇunati mero podobnosti med primeri predstavljenimi z binarnimi
vrednostmi. Taksˇni primeri omogocˇajo uporabo dodatnih izboljˇsav, ki v pri-
meru predstavitve primerov z realnimi sˇtevili v izracˇunu mere podobnosti
niso mozˇne. Primerjavo je zato nemogocˇe izvesti.
Na podlagi nasˇih implementacij bi tako lahko zakljucˇili, da je metoda vseh
parov za izracˇun kosinusne podobnosti med primeri, predstavljenimi z real-
nimi sˇtevili, precej pocˇasnejˇsa. Tako ni primerna za uporabo, kjer si zˇelimo
cˇim hitrejˇsega izracˇuna. Pri tem pa se je potrebno zavedati, da sta obe apro-
ksimacijski metodi implementirani tako, da se izracˇuni izvajajo paralelno.
Pri metodi vseh parov pa razen zacˇetnih urejanj tega nismo uspeli izkoristiti.
Tudi pri pregledu literature nismo uspeli najti taksˇne implementacije.
Poglavje 5
Sklep
V magistrskem delu smo implementirali in analizirali metode za iskanje mere
podobnosti med pari primerov. Osredotocˇili smo se na dva nabora podatkov
in tiste povezave, ki imajo mero podobnosti nad dolocˇeno mejo. V analizi
smo uporabili dve splosˇno uporabljeni metodi, aproksimacijsko metodo LSH
in eksaktno metodo vseh parov. V primerjavo smo vkljucˇili tudi bisekcij-
sko razvrsˇcˇanje z voditelji, za katerega pri pregledu literature nismo zasledili
uporabe za iskanje kandidatov z veliko mero podobnosti. Vsaka od omenje-
nih metod ima prednosti in slabosti, ki jih moramo uposˇtevati pri izbiri, prav
tako je na izbiro vpliva narava problema, ki ga poskusˇamo resˇiti. V prakticˇni
uporabi smo se odlocˇili za metodo LSH, saj najde vecˇino (vecˇ kot 95%) pove-
zav z mero podobnosti v sprejemljivem cˇasu. Z rezultati smo bili zadovoljni,
vendar pa odzivi strokovnjakov kazˇejo, da bi jih z uporabo dodatnih znacˇilk
lahko izboljˇsali.
V magistrskem delu smo naredili pregled podrocˇja in se podrobneje spo-
znali z metodami za iskanje parov primerov z visoko mero podobnosti. Naucˇili
smo se uporabe ucˇinkovitih knjizˇnic v programskem jeziku Python in jih upo-
rabili pri implementaciji metod. Kjub temu nismo uspeli ucˇinkovito imple-
mentirati metode vseh parov, da bi jo lahko uporabili nad celotno mnozˇico
podatkov. Ucˇinkovitost metode bi lahko izboljˇsali, cˇe bi jih implementirali
v programskem jeziku, kjer je izvajanje for zank ucˇinkovitejˇse [28] ali pa bi
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jo uspeli implementirati z vektorskimi operacijami. Pri pregledu podrocˇja
nismo nasˇli resˇitve, s katero bi lahko primerjali nasˇo implementacijo.
V magistrskem delu smo uspeli analizirati prednosti in slabosti uporabe
razlicˇnih metod za iskanje mere podobnosti med primeri nad dolocˇeno mejo.
Kljub temu pa ostajajo zgoraj opisana vprasˇanja, ki odpirajo mozˇnosti za
nadaljnje delo.
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Dodatek A
Implementirane metode
A.1 Metoda vseh parov
Implementacija metode vseh parov v programskem jeziku Python z uporabo
knjizˇnice Scipy in Numpy:




data_out = row_out = col_out = []
remscore = np.sum([x_value * max_weight_per_dim[k] for k,
x_value in zip(x.col, x.data)])
minsize = threshold / max_weight_customer[i]
s = 0
for k, x_value in zip(x.col, x.data):
while len(indexes_dict[k]) > 0 and
customer_len[indexes_dict[k][0][0]] < minsize:
del indexes_dict[k][0]
for (j, y_value) in indexes_dict[k]:
if j in customer_id_to_weight or remscore >= threshold:
if j not in customer_id_to_weight:
customer_id_to_weight[j] = 0
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customer_id_to_weight[j] += x_value * y_value
remscore -= x_value * max_weight_per_dim[k]
for j in customer_id_to_weight:
if customer_id_to_weight[j] + min(customer_len[i],
customer_len[j]) * max_weight_customer[i] *
max_weight_customer[j] >= threshold:
similarity_score = x.dot(sm[j, :].T)[0, 0]




return data_out, row_out, col_out, indexes_dict, s
def all_pairs(df, threshold, matrix_name=None):
start_time = time.time()
if df is None:
with open(matrix_name, ’rb’) as f:
df = pk.load(f)
# store normalized sparse matrix in sm variable
sm = normalize(df["data"], norm=’l2’, axis=1)
# Reorder the dimensions 1...m such that dimensions with the
most non-zero entries in sm appear first.
sort_indx_dim = [i for _, i in sorted(zip(np.array((sm >
0).sum(axis=0)).flatten(), range(sm.shape[1])),
reverse=True)]
sm = sm[:, sort_indx_dim].copy()
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# Denote the max. of x[i] over all x \in sm as maxweight_i(sm)
max_weight_per_dim =
np.array(sm.max(axis=0).todense()).flatten()
# Denote the max. of x[i] for i = 1...m as maxweight(x)
max_weight_customer =
np.array(sm.max(axis=1).todense()).flatten()
# Sort sm in decreasing order of maxweight(x).
sort_indx_customer = [i for _, i in
sorted(zip(max_weight_customer, range(sm.shape[0])),
reverse=True)]
sm = sm[sort_indx_customer, :].tocoo().copy()
sm_scr = sm.tocsr()
dim_non_ziro = np.array((sm > 0).sum(axis=0)).flatten()
max_weight_customer = max_weight_customer[sort_indx_customer]
customer_len = np.array((sm > 0).sum(axis=1)).flatten()
# define indexes dict, result table
indexes_dict = {i: [] for i in range(sm.shape[1])}
results = []
# tables which store similarities in sparse matrix
data = row = col = []
n = j = 0
for i in range(sm.shape[0]):
mask = np.array(range(customer_len[i])) + j
x = sm_scr[i, :].tocoo()
# calculate the similarities
data_out, row_out, col_out, indexes_dict, s =
find_matches(i, x, sm_scr, indexes_dict, threshold,







b = max_value = 0
for kk in range(x.data.shape[0]):
value = x.data[len(x.data) - kk - 1]
k = x.col[len(x.data) - kk - 1]
b += min(max_weight_customer[i], max_weight_per_dim[k])
* value
if b >= threshold:
indexes_dict[k].append((i, value))
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A.2 Metoda LSH
Implementacija metode LSH v programskem jeziku Python z uporabo knjizˇnice




nbands = int(number_of_hash_functions / nrows)
random_hyperplanes = np.random.choice([-1, 1],
size=(df["data"].shape[1],
number_of_hash_functions)).astype(dtype=np.int8)
user_hash_values = sm.dot(random_hyperplanes) > 0.0
candidate_groups = []
for i in range(nbands):
candidate_dict = {}
for user_index, bandx in enumerate(user_hash_values[:, i *
nrows: ((i + 1) * nrows)]):
bandx = str(bandx)




for band in candidate_dict:
if len(candidate_dict[band]) > 1:
candidate_groups.append(candidate_dict[band])
return candidate_groups
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A.3 Bisekcijsko razvrsˇcˇanje z voditelji
Implementacija razreda, ki predstavlja izracˇun bisekcijskega razvrsˇcˇanja z
voditelji. Metoda perform clustering vrne skupine primerov, za katere
izracˇunamo mero podobnosti. Razred je implementiran v programskem je-
ziku Python in z uporabo knjizˇnic KMeans, SphericalKMeans in Numpy:
from sklearn.cluster import KMeans
from spherecluster import SphericalKMeans
class Bisect_Kmeans:
def __init__(self, dataset, num_clusters, tol, num_trials,



















self.clusters = {0: (self.dataset, np.inf)}
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if not mask:





while self.cluster_cnt < self.num_clusters:
if self.cluster_cnt > 1:
max_gnum = max([(k, self.mask[k].shape[0]) for k in
self.mask], key=lambda k: k[1])[1]
if max_gnum < self.num_per_group:
break
if self.max_ssd:
max_index = max([(k, self.clusters[k]) for k in
self.clusters], key=lambda k: k[1])[0]
else:
max_index = max([(k, self.mask[k].shape[0]) for









m1 = new_mask[np.array(clusters) == 1]
m2 = new_mask[np.array(clusters) == 0]
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if self.max_ssd and m1.shape[0] > m2.shape[0]:






ssd2 = np.sum(1 - (self.dataset[m2,
:].dot(kmeans.cluster_centers_.T[:, 0]) /
(np.array([user_len]) * np.ones((1, 1)).T)))
self.clusters[max_index] = kmeans.inertia_ - 2 * ssd2
self.clusters[self.cluster_cnt] = 2 * ssd2
elif self.max_ssd:






ssd1 = np.sum(1 - (self.dataset[m1,
:].dot(kmeans.cluster_centers_.T[:, 1]) /
(np.array([user_len]) * np.ones((1, 1)).T)))
self.clusters[max_index] = 2 * ssd1
self.clusters[self.cluster_cnt] = kmeans.inertia_ -
2 * ssd1
self.mask[max_index] = m1
self.mask[self.cluster_cnt] = m2
self.cluster_cnt += 1
return self.mask
