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Chapter 1 INTRODUCTION 
"What is not measurable, make measurable" Galileo Galilei (1564 - 1642). 
Since this famous statement, it has been a major goal in science to quantify 
observations as a way to understand and control the underlying causes. In this regard, 
software engineering involves the scientific use of quantitative and qualitative data to 
understand and improve software and thus produce software with predictable cost and 
schedule. In a world of constantly changing requirements the major focus of software 
engineering in the last decade involves issues relating to upgrading, migrating, and 
evolving existing systems [26]. 
Another focus of software engineering is the object-oriented programming.  This 
approach is becoming mainstream. It claims a faster development rate and higher quality 
than the procedural paradigm [20].  
The observation that software systems undergo continuing changes was first 
introduced in the 1970s by Belady and Lehman [22]. They termed this dynamic behavior 
evolution, and since then most investigators have used that term to refer to the long and 
broad view of change in software systems. More precisely, we can say that software 
evolution is the sequence of changes to a system over its lifetime. It is the foundation for 
both new software development and legacy maintenance [4][12].  
Thus, change, as seen by Belady and Lehman [22], is an essential characteristic of 
software systems and it is due to variety of reasons [13].  Among these are: 1) the 




pressures of change; 2) the software is infinitely malleable; 3) The software may risk 
losing market share to competitors if they do not evolve; 4) people usually try to use the 
useful software in new environments  at the edge of or beyond the original domain; 5) 
successful software survives beyond the normal life of the machine for which it is first 
written, and so it must be conformed to its new generations.  
However, changes are perceived as important risk elements, for they require effort 
and they increase development and maintenance time and costs [4]. Additionally, change-
proneness of the software may indicate specific underlying quality issues [24].  
Some parts of the software may be more prone to changes than others and, as 
implied by Pareto's law, 80% of problems, such as changes, defects, rework, and so on, 
are rooted to only 20% of the classes in a software system. This phenomenon has been 
empirically validated by Porter and Selby [11], and Kuro and Liu [4] on both commercial 
and open-source systems respectively. Therefore, identifying and characterizing which 
classes are change-prone can be very useful and helpful in guiding the maintenance team 
and distributing the resources more efficiently. Consequently, this will enable the project 
manager and his team to focus their effort and attention on the change-prone classes 
during the evolution process [1][24][4]. This is where software metrics come in. 
1.1 TECHNICAL BACKGROUND 
Software metrics quantitatively provide useful information that can help in many 
ways: assessing software product and process, providing feedback to engineers, and 




 Kelvin and DeMarco summarize the essence of measurements by stating: "If you 
can not measure it, you can not improve it." —Lord Kelvin (1824 - 1907); “You cannot 
control what you cannot measure.”— Tom DeMarco 1982. 
Software measurements have existed since the first compiler counted the number of 
lines in a program listing [27]. Several quality aspects are characterized by using metrics. 
Thus, software metrics are the computer science instrument for applying the advices of 
Galileo, DeMarco and Kelvin advices.  
Fenton [37] broadly classified software metrics into three main categories: product, 
process, and resource metrics. Product metrics are those that describe characteristics of 
the development life cycle processes outputs. They are measures of the software at any 
stage of its development, from requirements to installed system. Examples of such 
metrics are size, coupling, and cohesion metrics. 
Process metrics measure attributes related to the software development life cycle 
processes. The most relevant processes attributes are time, effort and cost.  
Resource metrics are those describing the available resources’ characteristics. 
Examples of such metrics are number of developers and development environment level. 
Software metrics can also be classified into static and dynamic metrics. Static 
metrics are those collected from the static artifacts of software, such as specification 
documents, design and code. Examples of such metrics include Lines of Code (LOC), 




Dynamic metrics are those collected during the run time of the software from its 
executable form. Extent of class usage, Dynamic Coupling, and Dynamic Lack of 
Cohesion are example of this type of metrics. 
In this work our main focus will be on the static evolution-based (process) metrics. 
In this context we define evolution-based metrics as those that can be computed using 
data taken from the change history of the software. Age of the class, frequency of 
changes, etc, are examples of such metrics. Some of these metrics are adapted from 
different problem domains and some others are new. Detailed definition, description, and 
how these metrics are derived will be given in Section 3.1. 
Another suite of metrics investigated in this study, as static product metrics, is the 
C&K metrics [17]. C&K metrics is a well defined suite of OO metrics in literature. They 
have been theoretically validated. Also they have been empirically investigated and found 
to be associated with different quality aspects. Additionally, they measure different 
structural properties of the system like size, coupling, cohesion, and inheritance. 
Definition and detailed description about this suite of metrics will be given in Section 3.3. 
Evolution-based metrics, based on the change history, are more useful than product 
metrics [5][6][7][8]. Both product and evolution-based metrics found to be associated 
with different software quality aspects, such as maintainability [20], reliability [5][6][7], 




1.2 PROBLEM STATEMENT 
It is well known that change is the one true constant in the software development. 
It is an essential characteristic of development, as artifacts such as source code and 
design documents are produced in an inherently incremental manner via continuous 
changes [53]. Lehman [54] observed that systems must be able to evolve or they risk an 
early death. Systems must respond to evolving requirements, platforms, and other 
environmental pressures [57].   
However, as the systems evolve over time, new functionality and features are 
added, systems get larger [4], and complexity may increase [55]. Thus, it is necessary to 
keep track of and manage changes [56][58]. Changes are also perceived as an important 
risk elements [59], for they require effort and they increase development and 
maintenance time and costs [4][52]. Focusing on all product parts equally is difficult [4] 
and wasting of resources.  Some parts may be more prone to changes than others and, as 
implied by 80-20 law, great majority of changes are usually rooted to small portion of the 
software system.  Resources and effort should be assigned accordingly. 
Therefore, it is imperative to devise methodologies to effectively identify change-
prone classes and estimate the change size. The process and methodology supporting 
software changes are a decisive factor between the sustained high-quality evolution and 
the premature retirement of a system [58]. Software-change prediction is one of the 
essential activities with regards to supporting software changes [58]. 
Different studies in literature have tried to predict software changes using 
software metrics as predictors. However, the main focus of these studies was the product 




the change history of the system. This lack in the use of the evolution–based metrics as 
predictors for both the change-proneness and the change size might limit the prediction 
accuracy, and thus more comprehensive models are required.  
1.3 RESEARCH OBJECTIVE AND QUESTIONS 
The objective of this research is to derive and validate, theoretically and empirically, 
a set of evolution-based metrics as potential indicators of the change-proneness and the 
change size of a class of object-oriented system when moving from the current release to 
the next release. Empirically, a repertoire of statistical models are to be built using some 
of the existing product and evolution-based metrics, as well as the proposed evolution-
based metrics to identify change-proneness and estimate the change size of classes when 
moving from the current release to the next release classes of an object-oriented system. 
This study mainly sought answers to the following questions: 
1- Are the evolution-based metrics related to both the change-proneness and the 
change size of an OO class?  
2- Do the evolution-based metrics measure different dimension(s) from the one(s) 
measured by C&K metrics? 
3- Compared to the C&K metrics, how accurate are the evolution-based metrics in 
identifying the change-prone classes and the estimating the change size to these 
classes?  
4- Having a combined prediction model based on both the evolution-based and the 
C&K metrics, how accurate is this model, compared to a model built only from 





You can't control what you can't measure. -- Tom DeMarco, Controlling Software 
Projects.  
The ability of software systems to evolve gracefully is a key in application areas and 
it is becoming a concern for many stakeholders. Number of studies have concluded that 
the largest percentage of development effort is spent on rework and maintenance [4][19]. 
This makes the software maintenance a major cost factor and growing concern [23]. 
According to the software quality standard ISO 9126, maintainability, which is one 
of the six main quality characteristics in the quality model, has four components: 
analyzability, testability, stability and changeability. As defined in this standard, 
changeability, the interest of this research, characterizes the amount of effort to change a 
system. 
As organizations become more dependent on software and the pace of both business 
and IT change increases, the effective management of software evolution becomes more 
critical to an organization's success. Furthermore, there are organizations which do not 
develop the software they operate, but purchase it. This makes them less interested in 
other maintainability characteristics like analyzability, testability, and stability, but in the 
software’s ability to sustain an on-going flow of changes, that is, in its changeability [23]. 
Additionally, information system managers need to be able to predict and plan the 




best criterion for the value of a metric is the degree to which it helps us make a decision” 
[Boehm 1996]. 
Therefore, because of the important role of change in the evolution of systems, a 
better understanding of them is an important software engineering issue. However, 
having large and complex systems, it is difficult to equally focus on all product parts. 
Therefore, identifying and characterizing which classes are change-prone can be very 
useful and helpful in guiding system evolution [1][24][4]. Providing the project managers 
with guidelines can help them to target their resources more efficiently to the most 
problematic parts and thus make these processes less expensive to be managed.  
Prediction models based only on the structural properties of the system, measured by 
static product metrics like C&K, may not be satisfactory. When a system is evolving, the 
assumption that all the modules have had a similar development history is not valid [7].  
Thus, it seems logical that understanding system and its evolution through its history 
is the key to identifying its future behavior. By knowing where most changes are made 
over time, we can identify and characterize key change-prone classes. This is where 
evolution-based metrics come in. 
The code history of the system holds useful information about its evolution, growth, 
decay, and refactoring, that can be used to get an overall picture of the evolution of the 
system [1]. That is, the change history contains more useful information than we could 
have obtained from product metrics of a snapshot of the code [10]. Additionally, 
analyzing a single snapshot of a system’s classes enables only limited understanding 




understanding the system’s design rationale and identifying the key change-prone classes 
[1][14].  
1.5 RESEARCH CONTRIBUTIONS 
The contribution of this research is as follows.  
• Surveying the literature for identifying the existing product and evolution-based 
metrics for changeability prediction. 
• Proposing and empirically validating a suite of evolution-based metrics (some are 
new and some are adapted) for improving object-oriented software changeability 
prediction, in terms of whether a class is change-prone or not and the change size 
of this class. 
• Theoretically validating the set of the evolution-based metrics against set of 
properties.  
• Building and evaluating release-by-release basis logistic regression models for 
classifying classes into change-prone and non-change-prone classes from one 
release to the next. 
• Building and evaluating release-by-release basis multivariate regression models 
for predicting the change size of object-oriented classes from one release to the 
next. 
• Comparing the performance of product and evolution-based metrics as predictors 
for change-proneness of the classes of object-oriented software systems. 
• Comparing the performance of product and evolution-based metrics as predictors 




1.6 THESIS ORGANIZATION 
The rest of this thesis is organized as follows. Chapter 2 summarizes the literature. 
Chapter 3 presents the suites of metrics investigated in this research. Section 3.1 
describes the evolution-based software metrics, their derivation and definition with 
examples. In Section 3.2, the evolution-based metrics are theoretically validated. Detailed 
description about the other suite of metrics, namely, C&K is presented in Section 3.3. 
The empirical study framework is detailed in Chapter 4. This is followed by statistical 
results and analysis in Chapter 5.  Conclusions drawn from thesis findings and future 




Chapter 2 LITERATURE REVIEW 
Different product and evolution-based metrics have been proposed in literature to 
predict future changes of the object-oriented software classes. In this chapter, we 
summarize the previous work that investigate the relationship between software 
changeability and both the static product and the evolution-based (or historical) metrics. 
2.1 PRODUCT METRICS AND SOFTWARE CHANGEABILITY  
Li and Herny [20] empirically validated C&K metrics [17] as well as other proposed 
ones as predictors of the maintenance effort. They showed that the C&K metrics as well 
as some other ones are good predictors of the maintenance effort. 
Chaumun et al. [23] observed a high correlation between change impacts and 
coupling metrics, across different industrial systems and across various types of changes. 
They define the change impact as the set of classes that require correction as a result of 
that change. Thirteen atomic changes, at class, method, and variable level, have been 
identified. However, the results do not support the hypothesis that the depth of the 
inheritance tree influences the change impact. 
Alshayeb and Wei  [50] investigated the effectiveness of a set of OO product metrics 
in predicting design efforts and source lines of code added, changed, and deleted in the 
short-cycled agile process and in the long-cycled framework process. They found that 




short-cycled agile process, but not effective in predicting the same aspects in the long-
cycled framework process. 
Kabaili et al. [51] investigated whether cohesion metrics could also be used as 
changeability indicators, and concluded that this is not the case, at least not for the 
common cohesion metrics LCC (loose class cohesion) and LCOM (lack of cohesion in 
methods. Thirteen atomic changes, at class, method, and variable level, have been 
identified. 
Bieman et al. [16] analyzed 39 versions of an evolving industrial OO software 
system to see whether the architectural design context of a class can predict future 
changes to a class. They used set of static product metrics as well as class participation in 
the design pattern (binary variable). Their key observations were:  (1) larger classes were 
changed more frequently; (2) classes that participate in design patterns are among the 
most change-prone classes in the system; and (3) classes that are reused the most through 
inheritance tend to be more change-prone. 
Arisholm [25] investigated the relationship between the dynamic coupling of a class 
and the total number of changes to the class. Twelve coupling metrics (grouped into four 
categories) as well as the class size have been used as candidate predictors for the change 
size of the class. The statistical regression analysis showed that the object-level export 
association and the class size are the most indicators of the amount of the change size of 
the class.  
Koru and Tian [3] used a large set of size, coupling, cohesion, and inheritance 




modules were the same as modules with the highest measurement values. Their key 
observations were: (1) the top modules in change-count rankings and the modules with 
the highest measurement values were different; (2) high-change modules had fairly high 
places in measurement rankings, but not the highest places. 
Koru and Liu [4] introduced tree-based model to identify and characterize the 
change-prone classes. They validated Pareto's law (which implies that 80% of the 
changes are centered at 20% of the classes) for the open source systems. Their other 
research goal was how to identify and characterize change-prone classes. They collected 
set of static product metrics and change data at class level over two long-lived open-
source projects. Their key observations are: (1) there is strong evidence supporting the 
applicability of Pareto’s Law in open-source software systems; (2) Size metrics and the 
static product metrics related to size (e.g. number of methods) were more associated to 
change count compared to some other static product metrics. 
2.2 EVOLUTION-BASED METRICS AND CHANGEABILITY  
Girba et al. [1] present an approach, named Yesterday Weather (YW), for predicting 
change-prone classes. Their approach is based on summarizing the changes in the 
evolution of object-oriented software system by defining historical measurements. Their 
basic idea is that classes which changed the most in the recent past will also suffer 
important changes in the near future. This idea is based on a retrospective empirical 
observation. To measure changes in the history of a class they measure the differences in 
their number of methods in different versions. That is, the change is defined only in terms 




the Evolution of Number of Methods and from this metrics two other metrics have been 
derived. These metrics are: (1) the Latest Evolution of Number of Methods, and (2) the 
Earliest Evolution of Number of Methods. These two metrics are necessary to compute 
the YW value of a software system. All these metrics count the change size (in terms of 
number of methods added or removed) to each class over different releases. However, 
they differ in the importance and the weight they give to the changes. They show that 
YW can summarize the changes in the history of the system.  
With the help of change history and C&K metrics, Tsantalis et al. [19] tried to 
quantify the change probability of each class in future releases to estimate the change-
proneness of an object-oriented design by assessing the probability that each class will 
change in a future generation. Their work identifies classes that have a high probability of 
change and at the same time can affect a large number of classes.  
In [28], [29] Ducasse and Girba proposed Hismo, a more general meta-model for 
history measurements in which history is modeled as an explicit entity. The core of 
Hismo is based on three entities: history, version and snapshot. The authors argued that 
Hismo have in its center the notion of history, and they need such a meta-model to reason 
about evolution of software systems. They modeled history as a sequence of versions 
which implies a linear version alignment.  
Lazna and Ducasse in [30] present a visual technique called evolution matrix that 
combines software visualization and software metrics. It allows for a quick understanding 
of the evolution of classes within software systems. In Lanza’s Evolution Matrix each 




dimensions of the cell are given by evolution-based measurements computed on 
subsequent versions. 
Xing and Stroulia [14] detected several types of changes between two versions. They 
represented each version of the system in an XMI format and then applied UML Diff to 
detect fine-grained changes such as the addition/removal, moving and renaming of 
classes, methods and fields. They took the type of changes into account and they 
distinguished between intentional co-evolution and ‘maintenance smells’ (e.g., shotgun 
surgery and parallel inheritance). 
2.3 EVOLUTION-BASED METRICS AND OTHER QUALITY 
ATTRIBUTES. 
Lehmann et al. [52] explored the implication of the evolution metrics on software 
maintenance. They used the number of modules to describe the size of a version and 
defined evolutionary measurement which take into account the differences between 
consecutive versions. 
Khoshgoftaar et al. [7] present set of process metrics to predict software reliability. 
These metrics are based on the process history. Their hypothesis is that the likelihood of 
discovering additional faults during integration and test can be usefully modeled as a 
function of the module history prior to integration. Their objective was to predict at the 
beginning of integration whether each module would be considered fault-prone or not 
fault-prone at the end of that iteration. They showed that a case study of a large 




hypothesis. That is, metrics derived from configuration management data and problem 
reporting data may be adequate for software quality modeling, without resorting to 
software product measurement tools and expertise. 
Graves et al. [10] have studied the history of change of 80 modules of a legacy 
systems and developed several statistical models for predicting future faults. Their most 
successful model (called a weighted time damp model) predicted fault potential using a 
sum of contributions from all the changes to the module in its past. Their best generalized 
linear model used numbers of changes to the module in the past together with a metric of 
the module’s age. They found that the number of changes was a successful predictor of 
faults. 
Nagappan and Ball [5] used code churn, which measures the change size made to a 
component over a period of time, for early prediction of system defect density. Using 
statistical regression models on measures from the Windows Server 2003 project, they 
found out that relative code churn metrics can be used as efficient predictors of system 
defect density while absolute code churn metrics are not. 
In another more recent study, Nagappan et al. [6] employed an integrated suite of 
software product and historical in-process metrics collected from Windows XP to build 
statistical model for predicting post-release failure and failure-proneness.   
2.4 LITERATURE SUMMARY AND COMPARISONS 
To sum up, Table 2.1 summarizes and compares different studies in the literature. As 




metrics as changeability indicators. This makes prediction models that are only based on 
the product metrics unsatisfactory. For example, other things being equal, when a system 
is evolving one would expect older modules to be less change-prone than new modules, 
even though they may have the same product characteristics. 
Moreover, even in those studies that have used the evolution-based metrics, the 
researchers used them in a limited way. In other words, they looked at the change history 
of the system from certain dimension, for example in [1], they used only the evolution in 
number of methods as evolutionary metric. Similarly, in [19] they used, as an evolution-
based metric, only one metric called the change history.  
Additionally, all the prediction and classification models in the previous studies do 
not perform predictions through out the evolution of the software, that is, the prediction is 
not performed in a release-by-release basis. Unlike the previous ones, the uniqueness of 
the classification and the prediction models built in this study is that they do evolutionary 
prediction, that is, they do release-by-release prediction. Predictions of changeability 
through the evolution of the system enable one to manage changes, target resources more 
effectively and efficiently, and identify problematic parts of the software earlier in 
development life cycle, where the system is of manageable size, especially in the context 
of an evolutionary life cycle. 
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Table 2.1:  Literature summary and comparisons











Li (1993) [20]  9 9  Amount of lines changed as a proxy measure for maintenance effort  
Bieman (2001)[16]  9 9  
Number of  changes of a class  ( number of 
times the class is modified ) over period of 
time 
 
Chaumun (2001) [23]   9  Number of impacted classes as a result of change  
Arisholm (2001) [25]  9 9  Number of lines changed   
Alshayeb and Wei 
(2003) [50]  9 9  
Source lines of code (added, changed, 
and deleted)  
Girba  (2004) [1]  9  9 Number of methods added or deleted  
Tsantalis (2005) [19] 9  9 9 Change-proneness  
Koru (2005) [3]  9 9  Change count (number of times)  
Koru (2007) [4] 9  9  Change count (number of times)  
[Our] 9 9 9 9 Change-proneness & change size 9 
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Chapter 3 METRICS FRAMEWORK 
This chapter discusses the software metrics investigated in this study, namely, 
evolution-based metrics and C&K metrics. Section 3.1 describes the evolution-based 
software metrics, their derivation and definition with examples. In Section 3.2, the 
evolution-based metrics are theoretically validated. Detailed description about the other 
suite of metrics, namely, C&K is presented in Section 3.3. 
3.1 EVOLUTION-BASED METRICS FRAMEWORK 
The change history of a system holds useful information about the evolution of the 
system. Software evolution-based metrics are the means that help us to understand the 
overall picture of the system evolution throughout its history.  
A comparative analysis of a sequence of releases should be more valuable in 
understanding the system’s design rationale and identifying the key change-prone classes 
than the analysis of a single release of a system’s classes. Our proposed metrics have 
been derived using the Goal-Question-Metrics paradigm. 
3.1.1 A GOAL-QUESTION-METRICS APPROACH 
“You can not tell if you are going in the right direction until you know where you 
want to go” [37]. That is, for the measurement to be useful and effective it must be 
focused on specific goals and models. This means that measurement must be defined in 
top-down fashion [36]. 
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The Goal Question Metrics approach [34][35][36] (GQM) approach is based on the 
assumption that to measure in a purposeful way it is a must, first, to specify the desired 
goals, then these goals must be traced to the data (metrics) that are intended to define 
these goals operationally. And finally, provide a framework for interpreting the data with 
respect to the stated goals.  The measurement model in the GQM consists of three levels: 
1. Conceptual level (Goal): a list of major goals is defined for an object, for variety 
of reasons, with respect to various models of quality, from various points of view, 
relative to a particular environment. The objects of measurements can be: products (e.g. 
software deliverables), processes (e.g. testing), and resources (e.g. personnel). 
2. Operational level (Questions):  a set of questions is derived from each goal. These 
questions must be answered to determine if the goals are being met. 
3. Quantitative level (Metrics): a set of metrics is associated with every question in 
order to answer it in a quantitative way. 
3.1.2 EVOLUTION-BASED METRICS GQM MODEL 
Since our objectives in this study is to predict the change-proneness and the change 
size using a set of evolution-based metrics in addition to the C&K metrics, we build the 
GQM model for the evolution-based metrics derivation as presented in Figures 3.1 & 3.2. 
As shown in the figures, sixteen of evolution-based metrics have been derived. 
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To derive a set of evolution-based metrics in order to improve change-
proneness prediction of classes in the context of OO software evolution. 
Goal: 
Q1: Does the change history of a class affect 
its future change-proneness? 
Q1.1: Is the newly 
created class as 
change-prone as the 
old classes? 
Q1.2: Does the 
occurrence of 
changes to a class 
in the past affect its 
future change-
proneness?  
Q1.3: Do the 
changes introduced 
to a class in the 





Q1.2.1 Q1.2.2 Q1.2.3 Q1.3.1 
Q1.4: Do the 
changes 
introduced to a 
class in the far past 
have the same 
importance as the 
one introduced in 





















Figure 3.1: Deriving evolution-based metrics from goal and questions for change-proneness prediction. 
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Q1.2.1 
Is the newly 
changed class as 
change-prone as the 
one changed some 
time ago? 
Q1.2.2 
Is the class that 
changed many times 
in the past going to 
act as the same as the 
one which has never 
changed or has only 
changed very few 
times? 
Q1.2.3 
Is the class that 
changed certain 
number of time, but 
in the far past, as 
change-prone as the 
one having the same 
frequency of 
changes, but in the 
recent past? 
Q1.3.1 
Is the class that 
exposed to high 
amount of changes in 
the past as change-
prone as the one 
which has only 
exposed to slight 
change? 
Q1.3.2 
Is the class with 
most of its lines have 
been changed in the 
past as change-prone 
as the one for which 
only small percent of 












































Figure 3.1 (Continued) 
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To derive a set of evolution-based metrics in order to improve change-
size prediction of classes in the context of OO software evolution. 
Goal: 
Q1: Does the change history of a class affect 
its future change size? 
Q1.1: Is the newly 
created class as 
exposed to the 
same change size 
as the old classes?
Q1.2: Does the 
occurrence of 
changes to a class 
in the past affect its 
future change size? 
Q1.3: Do the 
changes 
introduced to a 
class in the past 
affect its future 
change size?  
M1: 
BOC 
Q1.2.1 Q1.2.2 Q1.2.3 Q1.3.1 
Q1.4: Do the 
changes 
introduced to a 
class in the far past 
have the same 
importance as the 
one introduced in 

























Is the newly 
changed class 
exposed to the same 
change size like the 
one changed some 
time ago? 
Q1.2.2: 
Is the class that 
changed many times 
in the past going to 
act as the same as the 
one which has never 
changed or has only 
changed very few 
times? 
Q1.2.3: 
Is the class that 
changed certain 
number of time, but 
in the far past, as 
exposed to the same 
change size as the 
one having the same 
frequency of 
changes, but in the 
recent past? 
Q1.3.1: 
Is the class that 
exposed to high 
amount of changes in 
the past going to 
change by the same 
size as the one which 
has only exposed to 
slight change? 
Q1.3.2: 
Is the class with 
most of its lines have 
been changed in the 
past exposed to the 
same change size as 
the one for which 
only small percent of 










































Figure 3.2 (Continued) 
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3.1.3 DEFINITIONS OF THE EVOLUTION-BASED METRICS 
Evolution-based metrics are suite of metrics computed using data taken from the change 
history of the software. In this section we define, with an example, each one of these metrics. 
To allow better understanding of each metric we demonstrate the system evolution visually 
as follows. Having n releases we number them from 1 to n. The classes are sorted 
alphabetically irrespective of their birth (first occurrence). Figure 3.3 depicts the occurrence 
of the classes in the system, their order, and their changes over the different releases. Each 
box represents a class. The boxes in the same raw represent the same class at different 
releases. Shaded boxes indicate that the class has been exposed to changes from the previous 
release (r-1) to the current release (r). For example, class C5 has been exposed to change at 
releases 3, 6, 7, and 8. By saying the class Ck has been exposed to change at release r we 
mean that the class Ck of release r is different from its old version at release r-1 by adding, 
deleting or changing the content of at least one non-comment line of code. Numbers inside 
the shaded boxes indicate the change size (added lines + deleted lines + 2×changed lines) 
introduced to the class since the previous release. Changed lines are counted twice, because 
change to the content of the line is counted as a deletion and addition [10] [20].  
The vertical dashed line in Figure 3.3 indicates, as an example, that we are collecting the 
metrics at release r=10, to predict the change-proneness and the change size in classes from 




  1  2  3  4  5  6  7  8  9  10   11  12 … n 
                            
C1                   …  
                            
C2                 3    6 … 12
                            
C3    4  5  4 22 53 1 123 22 28   18 106 … 1 
                            
C4      6    35              
                            
C5      13    20 15 12       …  
                            
C6                 11 14   
                            
C7      12  13 17   18          
…                            
C211         22 17 16   100     …  
r   n 
  Figure 3.3: System’s classes representation 
  The following metrics will be collected for each class over the different consecutive 
releases, when applicable. However, for the purpose of demonstration we assume that we are 
at release r=10. Therefore, in the following we define our metrics based on this view and 
assumption. The same procedure is applied at each release starting from r= 2 till r=n-1. 
M1: Birth of the class (BOC) 
BOC of a class C is the first time the class first appears. That is the release number of the 
release at which the class was born or created. It ranges from 1 to r, mathematically stated as 
1 ≤ BOC(C) ≤ r.  
For example, BOC(C1)=2 while BOC(C2)=8. 
M2: Change size (TACH) 
TACH of a class C is the sum of added lines, deleted lines, and twice changed lines between 
release r-1 and release r. 
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TACH(C)= NAL(C)+ NDL(C)+ 2NCL(C)       (3.1) 
Where: 
NAL of a class is the number of non-comment lines of code that have been added from 
release r-1 to release r of a class C. 
NDL of a class is the number of non-comment lines of code that have been deleted from 
release r-1 to release r. 
NCL of a class is the number of non-comment lines of code whose contents have been 
changed from release r-1 to release r.  
For example, TACH(C3) =28, which is the number of added lines + the number of 
deleted lines + 2 × the number of changed lines of a class C3, between release r-1 (i.e. 9) and 
release r ( i.e. 10). 
Another example, TACH(C5)=0, which means there is no change to the class between 
release r-1 and r. 
M3: First time changes introduced to the class (FCH) 
FCH of a class C is the first time the changes (in terms of added, deleted, or changed lines) 
introduced to the class. It is the release number at which changes have been first introduced 
to the class. 
 BOC(C) < FCH(C) ≤ r, r is the release at which we are taking our metrics.  
For example, FCH (C2) =10, FCH (C1) =0 (meaning that the class has not been changed 
since its birth till the release r), and FCH (C4) =3. 
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M4: Last time change introduced to the class (LCH)  
LCH of a class is the last time the class has been exposed to changes. It is the release number 
the class exposed to change for the last time when moving to that release.  
FCH(C) ≤ LCH(C) ≤r.  
For example, LCH (C5) = 8. 
M5: Change occurred (CHO)  
CHO of a class C is a binary metric having the value 1 if the class has been exposed to 










CCHO    (3.2) 









For example, CHO(C2) = 1 and CHO(C1) = 0. 
M6: Frequency of change (FRCH) 
 FRCH of a class C is the number of times (in term of releases) the class changes, i.e. the 
number of releases the class changes when moving to that releases. 
0≤FRCH(C) ≤r-BOC(C).  
For example, FRCH (C1) =0, meaning that the class has never changed; and FRCH (C4) =2, 
meaning that the class has changed twice, i.e. between two different consecutive releases. 
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M7: Change density (CHD) 
 CHD of a class C is the change size (TACH(C)) normalized by the size of the class. 
Mathematically, CHD(C) = TACH(C) / LOC(C). This metric has been adapted from [5] 
where it is defined as Churned LOC / Total LOC. Churned code defined as added + changed, 
at the binary level, between two versions.  
M8: Weighted changes (WCH) 
This is accumulative measure. The basic idea behind this metric is that the recent 
information is more enlightening than the old one. In this metric we favor the recent changes 
over the changes further in the past by applying a weighting function 2i−r [1] (see equation 
3.3). By doing so, we decrease, but we do not ignore, the importance of a change to a class as 
the release i, in which change occurs, is more distant from the latest considered release (r). 
The idea of this metric is adapted from [1], where it is defined as the latest evolution of 
number of methods (LENOM), which the aggregated differences in number of methods 
between each two consecutive releases i-1 and i, from version j through version r. In [1], it is 





=≤<≤= −+=∑  
Where ENOMi (C) is defined as being the difference in number of methods of the class 
C between version i-1 and i. 
In this research we adapted this metric and defined it as weighted changes, which is the 
aggregated weighted amount of changes in line of code (added + deleted + twice changed) 
between each two consecutive releases i-1 and i, from release j through release r, giving 
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more weight for the latest change by applying weighting function 2i−r which decreases the 
importance of a change as the release i in which it occurs is more distant from the latest 
considered version (r). Mathematically, at each release r, 2 ≤ r ≤ n-1, we calculate WCH1..r 
for a class C as follows. 
)3.3(1,2)()(
1... ∑ += − ≤<≤= r ji riirj nrjCTACHCWCH . 











M9: Weighted change density (WCD) 
This metric is similar to WCH metric, but here we apply the weight for the change density 
(CHD), instead of the change size (TACH). 
M10: Weighted frequency of changes (WFR) 
This metric is accumulative measure and it is similar to WCH. That is, we favor the latest 
occurrence of change over the old one by multiplying the occurrence of change, which is 















×−=  =1×0 + 2×1 + 3×0 + 4×0 + 5×1 + 6×1 + 










×−= = 1×0 + 2×0 + 3×0 + 4×1 + 5×1 + 6×1 + 
7×0 + 8×0 + 9×1= 24. 
Although, C5 and C211 have the same frequency of changes, FRCH (C5) = 
FRCH(C211) = 4, the occurrence of changes in the two classes is not the same. This 
difference is captured by WFR, which assigns the two classes two different values. 
M11: Aggregated change size normalized by frequency of change (ATAF) 
This is accumulative normalized measure. It is obtained from cumulating all the change 
size of the class in the past and then this accumulated amount is normalized by the frequency 






















    
For example ATAF(C7) = (12 + 13 +17 + 18) / 4 = 15. 
M12: Last change amount (LCA) 
 LCA of a class C is defined as the last change size (added + deleted + 2×changed) of the 
class when moving from release i-1 to release i.  This metric is the same as TACH if LCH(C) 
= r or LCH(C) = 0. That is, if the last change of the class is between r-1 and r or if the class 
has never been changed, then this metric is exactly as the same as TACH. However, if LCH 
















r   
For example, LCA(C5) = 12. This value is not the same as TACH(C5), because TACH(C5) 
= 0.  However, LCA(C3) = TACH(C3) = 28. Also LCA(C1) = TACH (C1) = 0. 
M13: Last change density (LCD) 
This metric is defined as the last change amount (LCA) normalized by the size of the class.  
Thus, LCD metric can mathematically be defined in terms of the change density (CHD) in a 













r    
M14: Change since the birth (CSB) 
CSB of a class C is the change size (added + deleted + 2×changed) between base-line class 
and the current release class. That is, it is computed by comparing the base-line class to the 
current release class.  
M15: Change since the birth normalized by size (CSBS)  
CSBS of a class C is the CSB(C) normalized by the size of the base line class. 
M16: Aggregated change density normalized by frequency of changes (ACDF) 
This is accumulative normalized metric. It is obtained from cumulating all the density of 
changes introduced to the class in the past and then this accumulated amount is normalized 
























          
3.1.3.1 ADAPTED EVOLUTION-BASED METRICS 
As mentioned earlier, some of these metrics are adapted from different problem domain 
and some others, to our knowledge, are new. Table 3.1 lists the adapted metrics and how they 
are adapted. New proposed metrics are listed in Section 3.1.3.2. 
Table 3.1 Adapted metrics 
Definition Usage Metric Ref. 
Others Our Others Our 
M2: 
TACH [20] 
Number of line 
changed per class, 
over past three years. 
A change is counted 
as added + deleted+ 
twice changed 
Number of line 
changed per class 
when moving from 
release i-1 to release 
i.  
A change is counted 
as added + deleted+ 
twice changed 
Dependent variable 




Number of line 
changed per class, 
over past three years. 
A change is counted 
as added + deleted+ 
twice changed 
Number of line 
changed per class 
when moving from 
release i-1 to release 
i. Where i is the 
release the class 
change for the last 
time when moving to 
that release. 
A change is counted 
as added + deleted+ 
twice changed 
Dependent variable 





Number of line 
changed per class, 
over past three years. 
A change is counted 
as added + deleted+ 
twice changed 
Number of line 
changed per class 
between the release 
at which the class 
first introduced to the 
system and the 
current release.  
A change is counted 
Dependent variable 















variable having 1 if a 
module changed in 
the prior build; 0 
otherwise. 
Binary variable 
having 1 if a class 
changed when 
moving from release 
i-1 to release i; 0 
otherwise. 
Independent variable 




Latest Evolution of 
Number of Methods 
(LENOM): That is, 
the aggregated 
differences in 
number of methods 
from version j 
through version r.  
With LENOMj..r the 
recent changes are 
favoured over 
changes further in the 
past by applying a 
weighting function 
2i−r which decreases 
the importance of a 
change as the version 
i in which it occurs is 
more distant from the 
latest considered 
version (r).  
Weighted changes: 
the aggregated 
weighted changes in 
line of code (added 
+deleted+ twice 
changed) from 
release j through 
release r, giving 
more weight for the 
latest change by 
applying weighting 
function 2i−r which 
decreases the 
importance of a 
change as the release 
i in which it occurs is 
more distant from the 
latest considered 
version (r). 
To identify the 
classes that changed 




Number of churned 
(added + changed) 
lines normalized by 
total LOC at the 
binary level, between 
two different 
versions. 
Number of changed 
(added + deleted+ 
twice changed) lines 
normalized by total 
LOC at the class 
level, when moving 
from release i-1 to 
release i.  
Independent variable 
to predict the post-






Number of churned 
(added + changed) 
lines normalized by 
total LOC at the 
binary level, between 
two different 
versions 
Number of changed 
(added + deleted+ 
twice changed) lines 
normalized by total 
LOC at the class 
level, when moving 
from release i-1 to 
release i. Where i is 
the release the class 
Independent variable 
to predict the post-





change for the last 




Number of churned 
(added + changed) 
lines normalized by 
total LOC at the 
binary level, between 
two different 
versions. 
Number of changed 
(added + deleted+ 
twice changed) lines 
normalized by total 
LOC at the class 
level, between the 
release at which the 
class first introduced 
to the system and the 
current release.  
Independent variable 
to predict the post-




3.1.3.2 NEW EVOLUTION-BASED METRICS 
The following metrics are new. 
M1: BOC: Birth of the class. 
M3: FCH: First time change introduced to the class.  
M4: LCH: Last time change introduced to the class. 
M6: FRCH: Frequency of change. 
M9: WCD: Weighted change density. 
M10: WFR: Weighted frequency of changes. 
M11: ATAF: Aggregated change size normalized by frequency of change. 
M16: ACDF: Aggregated change density normalized by frequency of change.    
3.2 THEORETICAL VALIDATION OF THE EVOLUTION-BASED 
METRICS 
Validation is critical to the success of software measurement [38]. For the metrics to be 
theoretically valid, they should satisfy certain mathematical properties. Number of 
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researchers addressed the issue of theoretically validating software metrics, for example, 
Kitchenham et al. [38], Briand et al. [39], and Weyuker [60] proposed properties against 
which metrics are to be validated. Metrics proposed in this research have been validated 
using the properties proposed by Kitchenham [38]. The reason for adhering to Kitchenham’s 
properties is that they are widely used in the literature [61][62][63][33] and more applicable 
to the metrics proposed in this research than the other proposed properties. The properties 
proposed by Briand et al. [39] and Weyuker [60] deal with concepts related to size, 
complexity, coupling, and cohesion.  
3.2.1  THEORETICAL PROPERTIES OF A VALID METRIC 
There are number of theoretical properties that need to be satisfied by a valid metric 
[Kitchenham 95]. These properties are as follows. 
Property 1 (distinguishing entities):  for an attribute to be measurable it must allow different 
entities to be distinguished from one another.   
Property 2 (obeying representation condition): a valid measure must obey the 
representation condition. In other words, it must preserve our intuitive notions about the 
attribute and the way in which it distinguishes different entities. 
Property 3 (contribution equivalency): each unit of an attribute contributing to a valid 
measure is equivalent. 
Property 4 (Nonuniqueness): different entities can have the same attribute value (within the 
limit of measurement error). 
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3.2.2 THEORETICAL VALIDATION  
All the sixteen proposed evolution-based metrics have been validated against the four 
properties mentioned in the previous Section. In the following we show how they satisfy 
these properties. 
M1: BOC Metric 
Property 1: Let Cl and Cm be different classes (l≠m) first introduced to the system at 
releases i and j respectively, where i≠j. This first occurrence of these two classes at different 
releases is captured by BOC metric which gives different values for these two different 
classes. Mathematically this can be stated as follows.  
BOC ( Cl) = i and BOC (Cm) = j 
Since i≠j, BOC ( Cl) ≠BOC (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m) first introduced to the system at 
releases i and j respectively, where i < j. Thus, BOC(Cl) < BOC (Cm) which is consistent 
with our intuition. 
Therefore, Property 2 is satisfied. 
 Property 3: Let Cl be a class first introduced to the system at releases i. If the class 
appears again at release i+x it will be x releases older than those classes first appearing at 
release i+x. That is, each unit (release) contributes in an equivalent way to BOC. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) first introduced to the system at the 
same release (say i). Since these two different classes appear in the same release they are 
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given the same BOC value. Mathematically this is stated as follows.  BOC (Cl) = BOC (Cm) 
= i. 
Therefore, property 4 is satisfied. 
M2: TACH Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let sl and sm (where sl ≠ sm) be the 
change size of Cl and Cm respectively. This variation in the change size of each one of these 
classes is distinguished by the TACH metric, which gives different values for each one of 
them. Mathematically this can be stated as follows.  
TACH ( Cl) = sl and TACH (Cm) = sm 
Since sl≠sm, TACH ( Cl) ≠ TACH (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m), and let sl and sm (where sl < sm) be 
the change size of Cl and Cm respectively. Thus, TACH (Cl) < TACH (Cm) which is 
consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with change size (when moving from release i-1 to release 
i) equals to s. Changing x more lines to Cl will increase s by x lines. That is, each unit (added 
or deleted line ⎯ changed considered as added and deleted) contributes in an equivalent way 
to TACH. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) that have been exposed to the same 
change size (say s). Then, since TACH measure the change size of the class, the two classes 
will have the same TACH, i.e. TACH (Cl) = TACH (Cm) = s. 
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Therefore, property 4 is satisfied. 
M3: FCH Metric 
Property 1: Let Cl and Cm be different classes (l≠m) in the system. Let the two classes 
(Cl and Cm) start changing, for the first time, when moving to releases i and j, respectively, 
i≠j. This first occurrence of changes to these two classes at different releases is captured by 
FCH metric which gives different values for these two different classes. Mathematically this 
can be stated as follows.  
FCH ( Cl) = i and FCH (Cm) = j 
Since i≠j, FCH ( Cl) ≠FCH (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m) in the system starting changing, for 
the first time, when moving to releases i and j respectively, where i < j. Thus, FCH(Cl) < 
FCH (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class starting changing, for the first time, when moving to 
release i. If the class appears again at release i+x, the first change to the class will be x 
releases older than those classes first changing when moving to release i+x. That is, each unit 
(release) contributes in an equivalent way to FCH. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) starting changing, for the first time 
when moving to release i. Since these two different classes start changing when moving to 
the same release ( i  ), they are given the same FCH value. Mathematically this is stated as 
follows.   
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FCH (Cl) = FCH (Cm) =i. 
Therefore, property 4 is satisfied. 
M4: LCH Metric 
Property 1: Let Cl and Cm be different classes (l≠m) in the system, and let the last time 
these classes exposed to change to be when moving to release i and release j respectively, 
where i ≠ j. This last occurrence of changes to these two classes at different releases is 
captured by LCH metric which gives different values for these two different classes. 
Mathematically this can be stated as follows.  
LCH ( Cl) = i and LCH (Cm) = j 
Since i≠j, LCH (Cl) ≠LCH (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m) in the system, and let the last time 
these classes exposed to change to be when moving to release i and release j respectively, 
where i < j. Thus, LCH(Cl) < LCH (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
 Property 3: Let Cl be a class, in the system, changed for the last time at releases i. If 
the class appears again at release i+x, the last change to the class will be x releases older than 
those classes changes at release i+x. That is, each unit (release) contributes in an equivalent 
way to LCH. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) in the system, and let the last time 
these classes exposed to change to be when moving to release i. Since the last time these two 
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different classes exposed to change is when moving to the same release ( i ) they are given 
the same LCH value. Mathematically this is stated as follows.  LCH (Cl) = LCH (Cm) =i. 
Therefore, property 4 is satisfied. 
M5: CHO Metric 
Property 1: Let Cl and Cm be different classes (l≠m) in release i such that the class Cl 
has been exposed to change between release i and i-1 while the class Cm has not. These 
different situations of these different classes can be distinguished by the CHO metric, which 
gives different values for each one of them. Mathematically this can be stated as follows.  
CHO ( Cl) = 1 while CHO (Cm) = 0 
So, CHO (Cl) ≠ CHO (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m) in release i such that the class Cl 
has been exposed to change between release i and i-1 while the class Cm has not. Thus, these 
two classes will be assigned two different values, i.e., CHO (Cl) = 1 and CHO (Cm) = 0 
which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: is not applicable for this metric. Because CHO is a binary variable. 
Property 4: Let Cl and Cm be different classes (l≠m) in release i such that both classes 
have been exposed to change between release i-1 and i. Then, since CHO measure whether 
the changes occurred to the class or not, these two classes will be assigned the same value, 
i.e., CHO (Cl) = CHO (Cm) =1.    
Therefore, property 4 is satisfied. 
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M6: FRCH Metric 
Property 1: Let Cl and Cm be different classes (l≠m), and let tl and tm (where, tl ≠ tm) be 
the number of times (in terms of releases) each class has been exposed to change, 
respectively. This variation in number of times each of these two classes has been exposed to 
change is distinguished by the FRCH metric, which gives different values for the different 
entities. Mathematically this can be stated as follows.  
FRCH ( Cl) = tl and FRCH (Cm) = tm 
Since tl ≠ tm,  FRCH ( Cl) ≠ FRCH (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m) and let tl and tm (where, tl < tm) be 
the number of times each class has been exposed to change, respectively. Thus, FRCH ( Cl) < 
FRCH (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class, in the system, with t denote the number of times (in terms 
of releases) the class has been exposed to change, till release r. If the class changes for x 
more time when moving from release r through release r+y then the frequency of changes of 
the class will increase by x. That is, each unit (release) contributes in an equivalent way to 
FRCH. 
Therefore, property 3 is satisfied. 
Property 4 Let Cl and Cm be different classes (l≠m) that have been exposed to changes 
the same number of time (say t). Then, since FRCH measure the number of times each class 
has been exposed to changes, the two classes will have the same FRCH,  i.e. FRCH (Cl) = 
FRCH (Cm) = t. 
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Therefore, property 4 is satisfied. 
M7: CHD Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let dl and dm (where, dl ≠ dm) be 
the change density of Cl and Cm respectively. This variation in the change density of each one 
of these two classes is distinguished by the CHD metric, which gives different values for 
each one of them. Mathematically this can be stated as follows.  
CHD ( Cl) = dl and CHD (Cm) = dm 
Since dl≠dm, CHD ( Cl) ≠ CHD (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m) and let dl and dm (where dl < dm) be 
the change density of Cl and Cm respectively. Thus, CHD (Cl) < CHD (Cm) which is 
consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with change density (when moving from release i-1 to 
release i) equals to d. If the percentage of change size to the size of the class increases by x 
%, the change density of the class will increase by x %. That is, each unit (percentage) 
contributes in an equivalent way to CHD. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) having the same change density 
(say d,). Then, since CHD measures the change density of the class, the two classes will have 
the same CHD, i.e. CHD (Cl) = CHD (Cm) = d 
Therefore, property 4 is satisfied. 
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M8: WCH Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let s be the change size 
introduced to class Cl at release i, and to class Cl at release j, where i ≠ j. Although, the 
change sizes to these two classes are the same (which is s), the occurrence of change size for 
each one of these classes at different release is distinguished by the WCH metric, which 
gives different values for each one of them. This is because of the weighting factor. 
Mathematically this can be stated as follows.  
ri
l sCWCH
−×= 2)(  and rjm sCWCH −×= 2)(  where i ≠ j, i<r and j<r 
Since i≠j, WCH (Cl) ≠ WCH (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m). Let s be the change size 
introduced to class Cl at release i, and to class Cm at release j, where i < j<≤ r. Thus,  
ri
l sCWCH
−×= 2)(  and rjm sCWCH −×= 2)(  
Since i < j, WCH ( Cl) < WCH (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class in the system appearing from release i through release r. 
Each change in the line of code between release j-1 and j (where i < j ≤ r) will increase the 
WCH by 2j-r line. That is, each unit (added or deleted line ⎯ changed considered as added 
and deleted) between j and j-1 contributes in an equivalent way to WCH. However, because 
of the nature of the metric the contribution of the unit becomes different as j take different 
value, giving more weight to the recent change. 
Therefore, property 3 is satisfied within the same j, but not across different j. 
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Property 4: Let Cl and Cm be different classes (l≠m) that have been exposed to the same 
change size (say s) at the same release (say i). Then, since WCH measure the change size of 
the class weighted by 2i-r, where, i ≤ r,   the two classes will have the same WCH, i.e. WCH 
(Cl) = WCH (Cm) = 2i-r ×s 
Therefore, property 4 is satisfied. 
M9: WCD Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let d be the change density to 
class Cl at release i, and to class Cm at release j, where i ≠ j. Although, the change densities to 
these two classes are the same (which is d), the occurrence of change density for each one of 
these classes at different release is distinguished by the WCD metric, which gives different 
values for each one of them. This is because of the weighting factor. Mathematically this can 
be stated as follows.  
ri
l dCWCD
−×= 2)(  and rjm dCWCD −×= 2)(  where i ≠ j, i<r and j<r 
Since i≠j, WCD (Cl) ≠ WCD (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m). Let d be the change density 
introduced to class Cl at release i, and to class Cm at release j, where i < j<≤ r. Thus,  
ri
l dCWCD
−×= 2)(  and rjm dCWCD −×= 2)(  
Since i < j, WCD ( Cl) < WCD (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class in the system appearing from release i through release r. 
Each increase in the percentage changed lines to the size of the class between release j-1 and 
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j (where i < j ≤ r) will increase the WCD by 2j-r line. That is, each unit (percentage of 
changed lines between j and j-1) contributes in an equivalent way to WCD. However, 
because of the nature of the metric, the contribution of the unit becomes different as j take 
different value, giving more weight for recent change. 
Therefore, property 3 is satisfied within the same j, but not across different j. 
Property 4: Let Cl and Cm be different classes (l≠m) with the same change density (say 
d) at the same release (say i). Then, since WCD measure the change density of the class 
weighted by 2i-r, where, i ≤ r,   the two classes will have the same WCD, i.e. WCD (Cl) = 
WCD (Cm) = d × 2i-r 
Therefore, property 4 is satisfied. 
M10: WFR Metric 
Property 1: let Cl and Cm be different classes (l≠m), changed at release i and j, where i 
≠ j. Although these two classes have been changed only once, the occurrence of the change 
for each one of these classes at different release is distinguished by the WFR metric, which 
gives different values for each one of them. This is because of the weighting factor. 
Mathematically this can be stated as follows.  
iCWFR l =)(  and jCWFR m =)(  
Since i≠j, WFR (Cl) ≠ WFR (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m), changed at release i and j, where i 
< j. Thus,  
iCWFR l =)(  and jCWFR m =)(  
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Since i<j, WFR ( Cl) < WFR (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl a class in the system. Since the metric is meant to differentiate 
between the old change and the new change (by giving more weight for the recent change), 
the change occurrence (class changed or not) to the class in the far past (i.e. in the older 
releases) is not the same as in the recent past (i.e. in the newer releases). 
 Therefore, property 3 is not satisfied. 
Property 4 Let Cl and Cm be different classes (l≠m) that have been exposed to change at 
the same release (say i). Then, since WFR measure the frequency of change of the class 
weighted by release number, the two classes will have the same WFR, i.e. WFR (Cl) = WFR 
(Cm) = i. 
Therefore, property 4 is satisfied. 
M11: ATAF Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let sl and sm (where sl ≠ sm) be the 
aggregated change size normalized by the frequency of change for classes Cl and Cm 
respectively. This variation in the normalized aggregated change size of each one of these 
classes is distinguished by the ATAF metric, which gives different values for each one of 
them. Mathematically this can be stated as follows.  
ATAF ( Cl) = sl and ATAF (Cm) = sm 
Since sl≠sm, ATAF (Cl) ≠ ATAF (Cm).  
Therefore, property 1 is satisfied. 
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Property 2: Let Cl and Cm be different classes (l≠m) and let sl and sm (where sl <sm) be 
the aggregated change size normalized by frequency of change for classes Cl and Cm 
respectively. Thus, ATAF ( Cl) < ATAF (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with ATAF equals to s. If more x lines per release (at 
which the class changed) have been changed, the ATAF will increase by x as well. That is 
each unit (line changed per release at which the class changed) contributes in an equivalent 
way to ATAF. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) having the same aggregated 
change size (say s) and have been exposed to change the same number of times (say t). Then, 
since ATAF measure the aggregated change size normalized by frequency of change, the two 
classes will have the same ATAF, i.e. ATAF (Cl) = ATAF (Cm) = s/t 
Therefore, property 4 is satisfied. 
M12: LCA Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let sl and sm (where sl≠sm) be the 
change size to Cl and Cm at the last time they have been changed, respectively. This variation 
in the last change size to each one of these classes is distinguished by the LCA metric, which 
gives different values for each one of them. Mathematically this can be stated as follows.  
LCA ( Cl) = sl and LCA (Cm) = sm 
Since sl≠sm,  LCA ( Cl) ≠ LCA (Cm).  
Therefore, property 1 is satisfied. 
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Property 2: Let Cl and Cm be different classes (l≠m) and Let sl and sm (where sl<sm) be 
the change size to Cl and Cm at the last time they have been changed, respectively. Thus, 
LCA ( Cl) < LCA (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with change size (when changing at last time) equals to s. 
Changing x more lines to Cl will increase s by x lines of code. That is, each unit (added or 
deleted line ⎯ changed considered as added and deleted) contributes in an equivalent way to 
LCA. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) that have been exposed to the same 
change size (say s) at the last time they have been changed. Then, since LCA measure the 
change size at the last time the class has been changed, the two classes will have the same 
LCA, i.e. LCA (Cl) = LCA (Cm) = s 
Therefore, property 4 is satisfied. 
M13: LCD Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let dl and dm (where dl≠dm) be the 
change density to Cl and Cm at the last time they have been changed, respectively. This 
variation in the last change density to each one of these classes is distinguished by the LCD 
metric, which gives different values for each one of them. Mathematically this can be stated 
as follows.  
LCD ( Cl) = dl and LCD (Cm) = dm 
Since dl≠dm, LCD ( Cl) ≠ LCD (Cm).  
Therefore, property 1 is satisfied. 
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Property 2: Let Cl and Cm be different classes (l≠m) and let dl and dm (where dl < dm) be 
the change density to Cl and Cm at the last time they have been changed, respectively. Thus, 
LCD ( Cl) < LCD (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with change density (when changing at last time) equals to 
d. If the percentage of change size to the size of the class increases by x %, the change 
density of the class will increase by x %. That is, each unit (percentage of lines changed) 
contributes in an equivalent way to LCD. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) that having the same change 
density (say d) at the last time they have been changed. Then, since LCD measure the change 
density at the last time the class has been changed, the two classes will have the same LCD, 
i.e. LCD (Cl) = LCD (Cm) = d 
Therefore, property 4 is satisfied. 
M14: CSB Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let sl and sm (where sl≠sm) be the 
change size (obtained by comparing the release at which the class first introduced to the 
system with the current release) of Cl and C,m respectively. This variation in the change size 
of each one of these classes is distinguished by the CSB metric, which gives different values 
for each one of them. Mathematically this can be stated as follows.  
CSB ( Cl) = sl and CSB (Cm) = sm 
Since sl≠sm, CSB ( Cl) ≠ CSB (Cm).  
Therefore, property 1 is satisfied. 
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Property 2: Let Cl and Cm be different classes (l≠m). Let sl and sm (where sl < sm) be the 
change size (obtained by comparing the release at which the class first introduced to the 
system with the current release) of Cl and Cm respectively. Thus, CSB ( Cl) > CSB (Cm), 
which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with change size (obtained by comparing the release at 
which the class first introduced to the system with the current release) equals to s. Changing 
x more lines of Cl will increase s by x lines of code. That is, each unit (added or deleted line 
⎯ changed considered as added and deleted) contributes in an equivalent way to CSB. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) that have been exposed to the same 
change size (say s), when comparing the release at which the class first introduced to the 
system with the current release. Then, since CSB measure the change size of the class 
(obtained by comparing the release at which the class first introduced to the system with the 
current release), the two classes will have the same CSB, i.e. CSB (Cl) = CSB (Cm) = s 
Therefore, property 4 is satisfied 
M15: CSBS Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let dl and dm (where dl≠dm) be the 
change density (obtained by comparing the release at which the class first introduced to the 
system with the current release) of Cl and Cm respectively. This variation in the change 
density of each one of these two classes is distinguished by the CSBS metric, which gives 
different values for each one of them. Mathematically this can be stated as follows.  
CSBS ( Cl) = dl and CSBS (Cm) = dm 
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Since dl≠dm,  CSBS ( Cl) ≠ CSBS (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m)  and let dl and dm (where dl < dm) 
be the change density (obtained by comparing the release at which the class first introduced 
to the system with the current release) of Cl and Cm respectively. Thus, CSBS ( Cl) > CSBS 
(Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with change density (obtained by comparing the release at 
which the class first introduced to the system with the current release) equals to d. If the 
percentage of change size to the size of the class increases by x %, the change density of the 
class will increase by x %. Thus, each unit (percentage) contributes in an equivalent way to 
CSBS. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) having the same change density 
(say d), when comparing the release at which the class first introduced to the system with the 
current release. Then, since CSBS measures the change density of the class (by comparing 
the release at which the class first introduced to the system with the current release), the two 
classes will have the same CSBS, i.e. CSBS (Cl) = CSBS (Cm) = d 
Therefore, property 4 is satisfied. 
M16: ACDF Metric 
Property 1: Let Cl and Cm be different classes (l≠m). Let dl and dm (where dl ≠dm) be the 
aggregated change density normalized by the frequency of change for classes Cl and Cm 
respectively. This variation in the normalized aggregated change density of each one of these 
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classes is distinguished by the ACDF metric, which gives different values for each one of 
them. Mathematically this can be stated as follows.  
ACDF ( Cl) = dl and ACDF (Cm) = dm 
Since dl ≠ dm, ACDF (Cl) ≠ ACDF (Cm).  
Therefore, property 1 is satisfied. 
Property 2: Let Cl and Cm be different classes (l≠m) and let dl and dm (where dl < dm) be 
the aggregated change density normalized by frequency of change for classes Cl and Cm 
respectively. Thus, ACDF ( Cl) < ACDF (Cm) which is consistent with our intuition. 
Therefore, Property 2 is satisfied. 
Property 3: Let Cl be a class with ACDF equals to d. If the percentage of change size to 
the size of the class increases by x % per release (at which class changed), the ACDF 
increases by x % as well. That is each unit (percentage of changed lines per release at which 
the class changed) contributes in an equivalent way to ACDF. 
Therefore, property 3 is satisfied. 
Property 4: Let Cl and Cm be different classes (l≠m) having the same aggregated 
change density (say d) and have been exposed to change the same number of times (say t). 
Then, since ACDF measure the aggregated change density normalized by frequency of 
change, the two classes will have the same ACDF, i.e. ACDF (Cl) = ACDF (Cm) = d. 
Therefore, property 4 is satisfied. 
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3.3 C&K METRICS DEFINATIONS 
This section provides a detailed description for the C&K metrics, a well defined suite of 
product metrics in literature for measuring the structural properties of the classes in OO 
systems. 
Structural properties of class, as measured by static product metrics, have been 
associated with change-proneness and the change size by previous studies, as discussed in 
Section 2.1. Therefore, in this research we use C&K metrics [17] in two-folds. First, they are 
used as a benchmark to compare our proposed suite of evolution-based metrics with. Second, 
in order to have more comprehensive prediction model that considers both the structural 
properties as well as the change history of the system, they are used as a subset predictors of 
this model along with a subset of the evolution-based metrics. Following are the C&K 
metrics:  
Weighted methods per class (WMC): This measures the static complexity of an 
individual class. With the assumption that all methods of a class are equally complex, then 
WMC is the number of local methods. 
⎯ Depth of inheritance tree of a class (DIT): It measures the position of the class in 
the inheritance hierarchy. It is defined as the length of the longest path from the node 
to the root of inheritance tree.  
⎯ Number of children (NOC): It measures the number of classes that inherit directly 
from a class.  
  
55
⎯ Coupling between objects (CBO): This counts the number of other classes that are 
coupled to the a class either as a client or a supplier. A class is coupled to another if it 
uses the member functions and/or instance variables of the other class. 
⎯ Response for a class (RFC): This measures the cardinality of the response set of the 
class. The response set of the class is a set of methods that can potentially be executed 
in response to a message received by an object of that class.  
RFC = number of local methods + number of methods called by local methods. 
⎯ Lack of cohesion in methods (LCOM): is a measure of not connected method pairs 
in a class.   
LCOM = 100% - the average cohesion for class data members. Where, a method is 




Chapter 4 EMPIRICAL STUDY DESIGN   
There are several metrics proposed in the literature for capturing different software 
quality aspects, such as maintainability, reliability, fault-proneness, flexibility, and 
changeability. But how do we know which metrics are useful in capturing important quality 
aspects?  
Empirical validation of metrics is essential to ensure their practical use. To obtain 
empirical evidence and to answer the research questions, provided in Section 1.3, we 
collected and analyzed two sets of metrics: evolution-based metrics; and C&K metrics. The 
values of these metrics are collected from two open source software systems, VSSPLUGIN 
[15] and PeerSim [32]. In this chapter we describe our procedure to empirically validate 
these two suites of metrics as changes predictors. Figure 4.1 summarizes our procedure, 
which will be detailed in the rest of this chapter. 
This chapter is organized as follows. We start by providing a detailed description about 
data collection in Section 4.1. This is followed by the research hypotheses in Section 4.2. 












































4.1 EMPIRICAL DATA COLLECTION 
We collected the two metrics suites, C&K and evolution-based metrics from two open 
source software systems, VSSPLUGIN and PeerSim. Both systems are long-lived, of 
reasonable size, of multiple releases, and from different application domains. Working on 
long-lived systems prevents results from being biased by the potential data fluctuations 
experienced during short period of time [4]. Investigating reasonable-size systems provides 
us with a large number of data points, a desirable situation for statistical analysis [41]. 
Selecting the two systems from different domains makes our findings more generalizable.   
Other common characteristics of these systems are that they are both object-oriented 
systems written in Java, and they are relatively mature [15]. The first one, VSSPLUGIN, has 
13 releases whereas the second one, PeerSim, consists of 9 releases. Tables 4.1 and 4.2 show 

















from the previous 
release to this 
release (%) 
Percentage of 
changed lines from 
the previous 
release to this 
release (%) 
0.8 R1 15-07-2002 36   
0.9 R2 19-07-2002 47 67 30 
0.9.1 R3 30-07-2002 47 4 1 
0.9.2 R4 08-08-2002 56 57 83 
1.0 R5 22-09-2002 68 77 62 
1.2 R6 15-01-2003 95 78 74 
1.2.1 R7 18-01-2003 104 20 5 
1.3.0 R8 08-02-2003 118 51 27 
1.4.0 R9 14-03-2003 140 52 25 
1.4.1 R10 17-04-2003 141 7 3 
1.5.0 R11 21-07-2003 152 33 15 
1.6.1 R12 20-06-2005 170 68 48 
1.6.2 R13 09-09-2007 170 15 1 
Max 170 78 83 
Min 36 4 1 
Average 103.38 44 31 














from the previous 




from the previous 
release to this 
release (%) 
0.0 R1 09-01-2004 60   
0.1 R2 14-10-2004 69 35 19 
0.2 R3 03-11-2004 69 41 29 
0.3 R4 05-01-2005 94 39 30 
0.4 R5 14-06-2005 102 48 34 
1.0 R6 11-11-2005 113 91 158 
1.0.1 R7 22-04-2006 113 7 3 
1.0.2 R8 04-04-2007 121 17 40 
1.0.3 R9 24-12-2007 136 5 2 
Max 136 91 158 
Min 60 5 2 
Average  97.44 35 39 
 
As shown in the Tables 4.1 and 4.2 above, both systems have different number of 
releases, classes, and percentage of changed classes. We treated each Java class in these 
  
60
systems as a single data point (or observation, in statistics jargon) in the analysis. The terms 
instance, data point, and observation are used interchangeably in this research. 
4.1.1 DATA USED IN THE PREDICTION OF CHANGE-PRONENESS 
To investigate the usefulness of the evolution-based metrics in predicting the change-
proneness of the classes of a system in release-by-release manner, the classes of each release 
represent the data points (observations). Since the evolution-based metrics are extracted from 
the change history of the system, we do not have evolution-based metrics for the first release, 
because there is no change history.  Thus, we started the analysis from release 2. In other 
words, the first release to predict the change-proneness of its classes is release 2. For each 
release r, the evolution-based metrics of each class C are extracted from change history till 
release r whereas the C&K metrics are extracted from release r, r<n. Because we do not have 
a validation data for the last release (n), the last release to predict the change-proneness of its 
classes is release n-1. 
4.1.2 DATA USED IN THE PREDICTION OF THE CHANGE SIZE 
Regarding investigating the usefulness of the evolution-based metrics in predicting the 
change size of the class from one release to the next release, we do some preprocessing as 
follows. According to the descriptive statistics of the two case studies, only less than 50 
percent of classes have been exposed to change. This means that more than 50% of the 
values of the dependent variable, the actual change size, are zeros. Additionally, as our 
second concern is the change size of the class from one release to the next release rather than 
predicting whether the class is going to change or not, we can assume that we already 
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identified the changed classes (as a classification task) and the task in hand is to estimate the 
change size. Thus, we removed all classes whose dependent variable is zero and we are left 
only with the classes that have non-zero values for the dependent variable. The number of 
classes included in the analysis for predicting the change size for both case studies are shown 
in Table 4.3.  
Table 4.3: Number of classes included in the analysis for each release in case study 1 and case study 2 
Release Case study 1 
(VSSPLUGIN) 
Case study 2 
(Peersim) 
R2 2* 28 
R3 27 27 
R4 43 45 
R5 52 93 
R6 19 8 
R7 53 19 






* This release was excluded from the analysis because it has only 2 observations. 
4.1.3 DATA COLLECTION TOOLS 
To obtain the C&K metrics we used a reverse engineering tool called Understand 2.0 
(Copyright © 1996-2008 Scientific Toolworks, Inc.), the analyst edition [49]. The tool, as a 
source code analyzer, helps programmers understand their software projects. The Understand 
tool analyzes Java software to create a repository of the relations and structures contained 
within it. The repository is then used to learn about the source code.  
 The tool receives the classes of certain release of the open source software as an input 
and produces many software product metrics. However, we configured the tool to only 
measure C&K metrics as well as class size in terms of source lines of code (LOC). 
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For the evolution-based metrics, we used software tool called ExamDiff Pro [9]. It is a 
powerful, yet intuitive and easy to use, visual file and directory comparison tool for Windows 
98/Me/NT/2000/XP/2003/Vista. It offers a much more efficient and user-friendly way to 
compare files and folders. 
ExamDiff Pro features a double-pane view that allows for side-by-side comparisons, 
with customizable color-coding indicating whether each line is added, deleted, or changed. It 
compares files and directories with equal ease, and boasts one of the fastest comparison 
algorithms of any tool today. 
The tool can identify and count change between two files (i.e. two classes) at line level, 
word level, and character level. We configured the tool as follows. We set the level for 
difference identification to lines. We also set the tool to ignore comments, all white space in 
lines, changes in the amount of white space in lines, trailing white space in lines, blank lines, 
and leading white space in lines. 
After obtaining the metrics, using the previously mentioned tools, we plug them into 
MS-Excel 2003 for further processing. Each class represents an observation and each of 
C&K and evolution-based metrics represents an independent variable.  
4.1.4 DEPENDENT AND INDEPENDENT VARIABLES 
As mentioned earlier, the main goal of this study is to empirically investigate and 
validate the usefulness of the evolution-based metrics, along with C&K metrics, in 
identifying the change-prone classes and predicting the change size of these classes from one 
release to the next.  
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Thus, as dependent variable for the change-proneness we define a dichotomous 
variable called actual change-proneness (ACP). The actual dichotomous value representing 
“change” or “no change”, obtained from comparing the current release with the next release, 
has been used for this dependent variable. The change-proneness is defined as the probability 
of the class being exposed to change from one release to the next. To determine whether the 
evolution-based metrics are useful predictors of the event of “change” or “no-change”, we 
chose a standard classification technique, called logistic regression, which is based on 
predicting event probabilities. In our context, an event is the change of the class between two 
consecutive releases.  
 This probability is described as a function of the structural properties of the classes 
(namely C&K metrics), the history of the class (namely evolution-based metrics), or a 
combination of the two. These metrics, C&K and the evolution-based metrics, represent the 
independent variables. We consider a total of 6 C&K metrics and 16 evolution-based 
metrics. A rigorous definition for each one of these metrics is given in Chapter 3. 
Regarding size of change we define the change size as the dependent variable which is 
measured as the number of lines (added + deleted + twice changed) changed per class from 
one release to the next release. As mentioned in Chapter 3, a line change could be addition, 
deletion, or change to the line contents. Like in [10] and [20] a change of the content of the 
line is counted as a deletion and addition. To determine whether the evolution-based metrics 
are useful predictors of the change size, we chose a standared technique, called linear 
regression. This change size is described as a function of the structural properties of the 
classes (namely C&K metrics), the history of the class (namely evolution-based metrics), and 
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a combination of the two. These metrics, C&K and the evolution-based metrics, represent the 
independent variables. 
4.2 RESEARCH HYPOTHESES 
Our hypotheses for this research are as follows: 
 
z H1: The evolution-based metrics measure different dimensions than do C&K metrics.  
z H2: Evolution-based metrics can be used for identifying change-prone classes from 
release Ri to the next release (Ri+1). 
z H3: Evolution-based metrics are more accurate in predicting the class change-
proneness than are the C&K metrics. 
z H4: Prediction models based on both C&K and evolution-based metrics provide 
better prediction accuracy, in identifying the class change-proneness, than those based 
on the C&K metrics.  
z H5: Prediction models based on  both C&K and  evolution-based metrics provide 
better prediction accuracy, in identifying the change-prone classes, than those based 
on the evolution-based metrics  
z H6: Evolution-based metrics can be used to estimate the change size of OO classes 
from release Ri to the next release (Ri+1). 
z H7: Evolution-based metrics are more accurate in estimating the class change size 
than are the C&K metrics. 
z H8: Prediction models based on both C&K and evolution-based metrics provide 
better prediction accuracy, in estimating the class change size, than those based-on 
the C&K metrics.  
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z H9: Prediction models based on both C&K and evolution-based metrics provide 
better prediction accuracy, in estimating the class change size, than those based on the 
evolution-based metrics.  
4.3 EMPIRICAL DATA ANALYSIS METHODOLOGY 
Our methodology for analyzing the data obtained for each metric consists of the 
following stages: (1) Principal Component Analysis, (2) correlation analysis, (3) attribute 
selection (4) building regression models, (5) and validating the regression models. 
4.3.1 DATA ANALYSIS TOOLS 
We selected the Statistical Package for the Social Sciences (SPSS) version 11.5 for 
Microsoft Windows to perform: the Principal Component Analysis, the correlation analysis, 
and obtaining the goodness indicators (such as R2) of the explanatory regression models. This 
statistical software program has been cited as one of the rigorous software packages used in 
literature. 
For the attribute selection and building and validating the regression models, we used 
Weka [31], an open source machine-learning tool. After collecting all class-level metrics and 
plugging them into a spreadsheet, they are feeded to WEKA as comma-separated values. 
WEKA’s GUI makes it easy to build the regression models and evaluate prediction 
performance for the models. 
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4.3.2 PRINCIPAL COMPONENT ANALYSIS 
If a group of variables in a data set are strongly correlated, these variables are likely to 
measure the same underlying dimension. Principal component analysis (PCA) is a standard 
technique to derive a small number of linear combinations (principal components) of a set of 
variables that retain as much of the information in the original variables as possible. The sum 
of the squares of the coefficients of the standardized variables in one linear combination is 
equal to one. 
Principal-Component Method (or PC method) is used to maximize the sum of squared 
loadings of each factor extracted in turn. The PC method aims at constructing new variable 
(Pi), called Principal Component (PC) out of a given set of variables Xj' s( j = 1,2,...., k). 
PCs are calculated as follows. The first PC is the linear combination of all standardized 
variables which explain a maximum amount of variance in the data set. The second and 
subsequent PCs are linear combinations of all standardized variables, where each new PC is 
orthogonal to all previously calculated PCs and captures a maximum variance under these 
conditions. Usually, only a subset of all variables have large coefficients, also called the 
loading of the variable, and therefore contribute significantly to the variance of each PC. The 
variables with high loadings help identify the dimension the PC is capturing but this usually 
requires some degree of interpretation. 
In order to identify these variables, and interpret the PCs, we consider the rotated 
components. As the dimensions are independent, orthogonal rotation is used. There are 
various strategies to perform such rotation. We used the varimax rotation, which is the most 
frequently used strategy in literature [40].  
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In the prediction models, we do not use the PCs as independent variables. The reasons 
are as follows. First, our goal of using PCA is to interpret the results from regression analyses 
in the light of the results from PCA, for example, analyzing from which PCs come the 
metrics that are found significant. In other words, this shows which dimensions are the main 
drivers of change-proneness and change size and may help explain why this is the case. 
Moreover, PCA allow us to know whether the metrics from the two different suites are 
measuring different dimensions of the OO class changeability or whether they are measuring 
the same thing. Thus, this will help to evaluate hypothesis H1. 
Second, principal components are always specific to the particular data set on which 
they have been computed, and may not be representative of other data sets. Thus, a model 
built using principal components is likely not to be applicable across different systems.  
4.3.3 BIVARIATE CORRELATION ANALYSIS 
In order to determine which metrics can be used individually as change predictors, we 
performed a bivariate Spearman correlation between each individual metric of the two 
metrics suites and the change-proneness of the class. Also, we performed a bivariate 
Spearman correlation between each individual metric of the two metrics suites and the 
change-size of the class. Spearman’s rank correlation coefficient is the most commonly used 
robust correlation coefficient [37]. It is calculated as follows. The x and y values are placed in 
ascending order and ranked separately by assigning 1 to the smallest value, 2 to the next 
smallest, and so on, if two or more raw values are equal, each is given the average of the 
related rank values. Then, the values of the variables (i.e. the observations) are sorted 
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according to the rank of the first variable. After that, correlation coefficient is calculated from 









r is       (4.1) 
Where di is the difference between the ranking values corresponding to certain observation 
(x, y) in the raw data. For more information about the spearman correlation, see [41]. P-value 
is used to judge the significance of the correlation. 
4.3.4 ATTRIBUTE SELECTION 
Variable selection is a preliminary step used in multivariate data analysis. When there is 
a large number of independent variables there is a possibility that many of these variables 
contain redundant or noisy information. Additionally, there can be a high correlation between 
independent variables which can adversely affect the regression results as it can lead to 
unstable coefficients (large standard error and low t-values) meanwhile it does not add new 
information. In these cases, a variable or feature selection procedure is required to remove 
the collinearity among variables and in order not to fall into the over-fitting problem. Over-
fitting is a phenomenon in which a predictive model learns the idiosyncrasy of the data; then, 
the noise is modeled as well, and the model loses its generalization ability. Over-fitting 
typically occurs when too many predictors are used to model relatively small data sets [47]. 
Thus, it is useful to be able to reduce the model to contain only the variables which provide 
important information about the response variable.  These variables are then used as the basis 
for further modeling steps explained below. 
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In our research we used Weka for attribute selection with the default setting as follows. 
The program uses the CfsSubsetEval evaluator as a default attribute evaluator. This evaluator 
considers the predictive value of each attribute individually, along with the degree of 
redundancy among them.  The locallyPredictive property of the evaluator (set by default to 
true) allows adding the attributes with the highest correlation with the dependent variable as 
long as there is no already an attribute in the subset that has a higher correlation with the 
attribute in question [44]. 
Regarding the research method for selecting the attributes, the default setting is the 
BestFirst search method. It searches the space of attribute subsets by greedy hill climbing 
augmented with a backtracking facility. Best first may start with the empty set of attributes 
and search forward, or start with the full set of attributes and search backward, or start at any 
point and search in both directions (by considering all possible single attribute additions and 
deletions at a given point). 
4.3.5 BUILDING MULTIVARIATE PREDICTION MODELS 
Since our research problem is of two types, classification and regression, we built two 
types of release-by-release regression models, multivariate logistic regression models and 
multivariate linear regression models. These models are built to predict the change-proneness 
and the change size of the classes, respectively. 
4.3.5.1 MULTIVARIATE LOGISTIC REGRESSION MODELS 
When the dependent variable is dichotomous, the logistic regression is the appropriate 
choice for better understanding of the relationship between the independent variables 
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(continuous and/or categorical) and the dichotomous dependent variable [41][42][43]. 
Thus, we use a multivariate logistic regression analysis to build release-by-release 
classification models for the change-proneness of the classes of the two systems under 
investigation. This analysis is conducted to determine how well we can predict the change-
proneness of classes when using only C&K metrics, using only the evolution-based metrics, 
and using a combination of both suites. Since using too many independent variables can 
increase the estimated standard error, which, in turn, makes the model data set dependent and 
less generalizable, an attribute selection strategy is performed to reduce the number of 
independent variables and remove the collinearity in each model. 
The multivariate logistic regression is based on the following equation: 
)(ˆˆ xy π=       (4.3) 













),...,,,(πˆ  (4.4) 
Where yˆ is the predicted dependent variable, y is the actual dependent variable, πˆ  is the 
probability that class will change in the next release, X1…Xn are the independent variables, 
b0, . . . ,bn the parameters to be estimated, and ε is the error in the prediction. 
Unlike other regression techniques (e.g., linear regression), in logistic regression the 
dependent variable is not measured directly. To illustrate this concept, we demonstrate a 
simple example. We could have a prediction model for the change-proneness of classes as a 
function of just one variable, e.g., the birth of the class (BOC). A result such as 
6.0)4( ==BOCπ  could be interpreted as “there is a 60% probability that a class with 
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BOC=4 will change as we move from the current release to the next release.” If the 
probability is 0.5 or more, the class will be classified as change-prone. Otherwise, the class 
will be classified as non-change-prone. Thus, in this case the class will be classified as 
change-prone. 
4.3.5.2 MULTIVARIATE LINEAR REGRESSION MODELS 
Multivariate linear regression (MLR) is the most commonly used technique for modeling 
the relationship between two or more independent variables and a dependent variable by 
fitting a linear equation to observed data. The main advantages of this technique are its 
simplicity and that it is supported by many popular statistical packages. The general form of 
a MLR model can be given by: 
ikkiiii xbxbxbxbby +++++= ...ˆ 3322110   (4.5) 
iikkiiii exbxbxbxbby ++++++= ...3322110   (4.6) 
where xi1 , . . . , xik are the independent variables, bi is estimated regression coefficient, iyˆ is 
the dependent variable to be predicted, yi is the actual value of the dependent variable, and ei 
is the error in the prediction of the ith case. 
Multivariate linear regression analysis is used to build release-by-release prediction 
models for the change size of the classes of the two systems under investigation. This 
analysis is conducted to determine how well we can predict the change size of classes when 
using only C&K metrics, using only the evolution-based metrics, and using a combination of 
both suites. Since using too many independent variables can increase the estimated standard 
error, which, in turn, makes the model data set dependent and less generalizable, an attribute 
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selection strategy is performed to reduce the number of independent variables and remove 
the collinearity in each model. 
4.3.5.3 MEASURING THE GOODNESS OF REGRESSION MODELS 
R-squared (R2), a.k.a coefficient of determination, is probably the most popular measure 









R ..Re2 1−==     (4.7) 
Where SSReg. is the sum of squares due to regression, SSerr is the residual sum of squares, 
and SSTotal is the total sum of squares. 
 However, this measure of goodness, is only appropriate for the linear regression model, 
but not for the logistic regression model. This yield a natural appeal for a measure that can be 
computed for a fitted model, is similar to R2, takes values between 0 and 1, becomes larger as 
the model “fits better”, and provides a simple and clear interpretation [48]. Thus, researchers 
introduced what is called pseudo-R2. There are several pseudo R2s. In this research 
Nagelkerke R2 is used. It is analogous to ordinary R2 in the sense that it is on a similar scale, 
ranging from 0 to 1 (though some pseudo R2 never achieve 0 or 1) with higher values 




















=    (4.8) 
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Where M0 is the model without predictors, MB is the model with predictors, and L is the 
estimated likelihood. 
Other additional measures of the goodness of fit are the Chi-square and -2Log likelihood 
(-2LL). 
Chi-square tests: The Chi-square tests if the model with the predictors is significantly 
different from the model with only the intercept. The Chi-square test may be interpreted as a 
test of the capability of all predictors in the model jointly to predict the dependent (change-
proneness) variable. A finding of significance corresponds to the conclusion that there is 
adequate fit of the data to the model, meaning that at least one of the predictors is 
significantly related to the dependent variable.  Thus, a significant Chi-square is desired and 
the higher the Chi-square the better the model. 
-2Log likelihood (-2LL): The -2LL for a model indicates the extent to which the model fails 
to perfectly predict the values of the dependent variable, i.e. it is a badness-of-fit indicator 
with large numbers mean poor fit of the model to the data.  -2LL is analogous to the Error 
Sums of Squares, SSE, in OLS regression. 
4.3.6 VALIDATING REGRESSION MODELS  
The explanatory model might fit the data very well (i.e. produce very small error). 
However, this might happen by pure chance. To lessen this potential threat, cross-validation 
is performed. 
Cross-validation is a way of obtaining a realistic estimate of the predictive power of a 
model when it is applied to data sets other than those from which the model was derived. In 
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general, a data set is divided into two subsets: a training set and a test set. The training set is 
used to fit the model, and the test set is used to validate the model. This is called split-sample 
validation. Since data sets used in change size prediction are of limited size in some releases, 
split-sample validation is difficult. As an alternative, v-fold cross-validation is a way of 
obtaining nearly unbiased estimators of prediction error. For a data set with n observations, a 
v-fold cross-validation divides the data set into v approximately equal partitions, and each in 
turn is used for testing while the remainder is used for training. If we put v = n we get what is 
called leave-one-out cross validation, the one we use in this study. Each instance in turn is 
left out, and the learning method is trained on all the remaining instances. It is judged by its 
correctness on the remaining instance—one or zero for success or failure, respectively. The 
results of all n judgments, one for each member of the dataset, are averaged, and that average 
represents the final error estimate.  
We chose this variant of v-fold cross-validation for three reasons. First, as pointed out by 
Myrtveit et al. [46], cross-validation is a widely used variant of v-fold cross-validation. 
Second, the greatest possible amount of data is used for training in each case, which 
presumably increases the chance of getting as accurate an estimate as can possibly be 
obtained [41][44]. Third, the procedure is deterministic: no random sampling is involved 
[44].  
4.3.7 PREDICTION ACCURECY MEASURES 
It is important to know, compared to other competitive models, how accurate any 
prediction model is. This can be done using some accuracy measures. Various measures of 
accuracy have been used in literature. In this research we used the appropriate ones. For the 
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logistic regression models we used the correct classification rate.  However, to evaluate the 
prediction accuracy of the linear regression models we used mean absolute error (MAE), 
relative absolute error (RAE), and mean magnitude of relative error (MMRE). These 
measures are used in this study. All these measures are based on what is called residual (that 
is, the difference between the predicted and the observed value).  
Suppose the testing set consist of n observations. Given an observation i, the 










































ˆ1     (4.11) 
Where, iy is the actual value of the i
th case, iyˆ is the predicted value of the i
th case, y  is 
the average of the actual values of all the test cases, and n is the number of cases. 
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Chapter 5 EMPIRICAL RESULTS AND ANALYSIS 
This chapter presents the empirical results and analysis of the metrics investigated in this 
study as potential indicators for both the change-proneness and the change size of the object-
oriented classes. In Section 5.1, general analysis is presented. Validating the metrics as 
change-proneness and change size predictors are presented in Sections 5.2 and 5.3, 
respectively. Finally, results are summarized in Section 5.4.  
5.1 GENERAL ANALYSIS 
This section presents general analysis about the metrics investigated in this research. 
5.1.1 DESCRIPTIVE STATISTICS 
In this section we discuss the descriptive statistics for the metrics investigated in this 
study (both C&K and the evolution-based metrics) for the two case studies (VSSPLUGIN and 
PeerSim). As shown in Tables 5.1 & 5.2, in both open source software systems the 0s of the 
median of TACH and CHO metrics indicate that more than 50% of classes in both systems 
do not change when moving from one release to the next. This is also obvious in Tables 4.1 
& 4.2 in Section 4.1 where the averages of the percentage of changed classes are 44% and 
35% for the first and the second system respectively. Both of these averages are less than 
50%.  
The median of the BOC metric for the first system (VSSPLUGIN) indicates that more 
than 50% of classes participating in the analysis are those classes that appeared in the first 
five releases (R1,R2,…,R5) of the system. However, in the second system (PeerSim) more 
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than 50% of classes participating in the analysis are those that appeared in the first release 
(R1).  
Regarding the frequency of changes, it is obvious from the median of the FRCH metric 
in both systems that more than 50% of the classes, participating in the analysis, have been 
exposed to change only once. Also, the medians of the FCH indicate that more than 50% of 
classes, participating in the analysis, are those classes that start changing when moving to the 
second release. 
From the descriptive statistics of C&K metrics it can be inferred that, system 2 is more 
cohesive and less coupled than system 1, this can be inferred from mean and median values 
of the coupling and cohesion metrics. However the classes of system 1 are of larger size than 
those of system 2, this can be inferred from the descriptive statistics of WMC. 
The mean and the maximum values of DIT in both case studies indicate that there is 
little reuse through inheritance. 
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MAX 12 12 10 12 1060 12.8 64 990 496 12.7 990 12.7 2919 13.9 8.44 1 100 4 32 24 82 82 
MIN 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Mean 4.77 3.06 1.52 4.41 34.1 0.38 8.34 21.5 26.8 0.23 29.8 0.42 85.5 1.15 0.41 0.35 40.2 1.79 3.38 0.61 15.1 8.16
MED. 5 2 1 4 1.5 0.04 4 0 3 0 2 0.05 5 0.11 0.08 0 50 2 3 0 9 5 
SD 3.1 3.54 2.04 4.44 91.8 0.86 11.7 72.1 49.8 0.72 76.3 1.17 249 2.12 0.85 0.48 36.9 0.74 3.71 2.49 15.3 10.2
 
































































































MAX 8 8 7 8 2114 11.8 28 1934 547 11.1 1934 11.1 1277 16 9.22 1 100 3 15 20 36 36
MIN 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Mean 2.46 2.26 1.2 3.05 34.3 0.64 4.11 20.8 26.9 0.37 38.2 0.83 55.9 1.29 0.65 0.32 33.2 1.24 2.8 0.71 6.08 5.15
MED. 1 2 1 3 2 0.08 3 0 2 0 2 0.08 2 0.15 0.11 0 28 1 2 0 4 3 





5.1.2 PRINCIPAL COMPONENT ANALYSIS 
This section presents the results from principal component analysis for the two case 
studies, using both the data used for classification (Tables 5.3 & 5.5) and the data used for 
regression (Tables 5.4 & 5.6) ⎯ see Sections 4.1.1 & 4.1.2 for more information about this 
data.  
As shown in Tables 5.3 through 5.6 below, the evolution-based metrics measure between 
4 to 5 dimensions whereas the C&K metrics measure between 2 to 3 dimensions.  
5.1.2.1 DIMENSIONS CAPTURED BY THE EVOLUTION-BASED METRICS 
According to the PCA results, the dimensions captured by the evolution-based can be 
classified into change size, change density, change occurrence, and class occurrence. These 
dimensions match up with the derivation of these metrics using GQM paradigm (Section 
3.1). However, small overlapping among these dimensions is expected. In other words, the 
metric might be expected to fall into certain dimension, but for some data it falls into other 
dimension. This is because the nature of the values of the metrics. This overlapping in the 
results of PCA is almost negligible in both case studies used in this research.  
⎯ Change size Dimension: This dimension involves the metrics related to change size. The 
metrics classified under this dimension are: WCH, TACH, ATAF, LCA, and CSB. As shown 
in Tables 5.3, 5.4, 5.5, 5.6, and 5.7, this combination of metrics is always represented by the 
same PC (either PC1 or PC2). There is one exceptional situation for the CSB in which the 
metric fall under other different PC (see summary Table 5.7). Representing the metrics of 
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this dimension by either PC1 or PC2 indicates their importance in summarizing the data, as 
most amount of variance in the data set is explained by the first components. 
⎯ Change Density Dimension: This dimension involves the metrics related to change 
density. The metrics classified under this dimension are: WCD, CHD, LCD, CSBS, and 
ACDF. However, the CHD for the case study 2 appears in the combination of the change size 
metrics when using the regression data, and in other unclassified dimension when using the 
classification data. As shown in Tables 5.3, 5.4, 5.5, 5.6, and 5.7, these five metrics are 
usually summarized by the same PC (either PC2 or PC3). Again, representing the metrics of 
this dimension by either PC2 or PC3 indicates their importance in summarizing the data. 
⎯ Change Occurrence Dimension: This dimension involves the metrics related to change 
occurrence, such as, the frequency of changes introduced to the class, the first time the class 
starts changing, and so on. The metrics classified under this dimension are: FCH, FRCH, 
LCH, WFR, and CHO. As shown in Tables 5.3, 5.4, 5.5, 5.6, and 5.7, these combinations of 
metrics is usually represented by the same PC (either PC1, PC2 or PC3). However, the 
FRCH for the classification data in both case studies appears in combination with the BOC 
(class occurrence dimension, represented by PC5). There is one other exceptional situation 
for each of the FCH and CHO in which the metrics fall under other different PC (see 
summary Table 5.7). Again, representing the metrics of this dimension by either PC1, PC2, 
or PC3 indicates their importance in summarizing the data. 
⎯ Class Occurrence Dimension: This dimension involves the metrics related to the age of 
the class. Only one metric is classified under this dimension, this metric is BOC. As shown in 
Tables 5.3, 5.4, 5.5, 5.6, and 5.7, this metric is always represented by PC5. Representing the 
metric of this dimension by PC5 reduce its importance in summarizing the data. 
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To sum up, the results of PCA showed the following. First, the evolution-based 
metrics measure different dimension than do the C&K metrics. Therefore, this provides an 
evidence to accept hypothesis H1.  
Second, the evolution-based measure between 4 to 5 dimensions whereas the C&K 
measure between 2 to 3 dimensions. Third, the occurrence of most of the evolution-based 
metrics in the first three components shows their importance, as most percentage of variance 
is explained by these components. 
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Table 5.4: PCA for evolution-based and C&K metrics 
(case study 1, regression data)  
 PC1 PC2 PC3 PC4 PC5 PC6 
% of variance 17.08 16.65 16.18 15.77 7.974 5.42 
BOC -0.130 -0.242 -0.208 -0.075 -0.745 -0.091
FCH 0.005 0.578 0.213 -0.011 -0.696 0.040
FRCH 0.102 0.799 0.065 0.237 0.481 -0.057
LCH 0.060 0.936 0.178 0.108 -0.191 -0.012
WCH 0.856 0.137 0.131 0.402 0.120 0.039
WCD 0.374 0.203 0.785 -0.025 0.083 -0.050
WFR 0.036 0.875 0.019 0.215 0.258 -0.075
TACH 0.933 0.066 0.188 0.142 0.032 0.017
ATAF 0.680 0.244 0.244 0.524 0.079 0.066
CHD 0.456 0.132 0.696 -0.145 -0.108 -0.007
LCA 0.866 0.057 0.257 0.208 0.022 0.026
LCD 0.133 0.009 0.891 0.000 -0.004 -0.006
CSB 0.465 0.315 -0.014 0.665 0.236 -0.023
CSBS 0.049 0.394 0.605 0.343 0.384 -0.088
ACDF 0.016 0.094 0.945 0.098 0.060 -0.011
CHO 0.307 0.669 0.188 0.033 -0.073 0.040
LCOM 0.031 0.021 0.014 0.683 -0.254 0.184
DIT -0.023 0.174 0.072 -0.210 0.010 -0.726
CBO 0.310 0.289 -0.056 0.738 0.124 -0.070
NOC 0.033 0.092 0.006 -0.035 0.039 0.745
RFC 0.085 0.025 0.192 0.737 0.213 -0.033
WMC 0.352 0.102 -0.141 0.811 0.014 0.180
Bolded numbers are represented by the PC in the same column. 
Table 5.3: PCA for evolution-based and C&K metrics 
(case study 1, classification data) 
 PC1 PC2 PC3 PC4 PC5 PC6 
% of variance 18.96 17.05 15.34 13.47 8.522 5.489
BOC -0.098 -0.169 -0.009 -0.011 -0.805 0.073 
FCH 0.015 0.221 0.815 0.036 -0.333 -0.007
FRCH 0.191 0.077 0.615 0.295 0.640 0.062 
LCH 0.099 0.185 0.933 0.169 0.099 0.027 
WCH 0.902 0.138 0.127 0.302 0.116 -0.016
WCD 0.310 0.833 0.197 -0.031 0.090 0.028 
WFR 0.167 0.033 0.743 0.284 0.467 0.053 
TACH 0.936 0.171 0.107 0.105 0.018 0.014 
ATAF 0.725 0.247 0.244 0.435 0.134 -0.068
CHD 0.376 0.721 0.163 -0.148 -0.065 0.013 
LCA 0.873 0.247 0.103 0.185 0.029 -0.001
LCD 0.056 0.902 0.023 0.055 0.035 0.004 
CSB 0.621 -0.004 0.183 0.542 0.281 -0.014
CSBS 0.119 0.658 0.268 0.325 0.424 0.057 
ACDF 0.016 0.928 0.145 0.117 0.110 -0.010
CHO 0.320 0.174 0.688 0.053 0.136 0.007 
LCOM 0.130 -0.010 0.293 0.626 -0.233 -0.180
DIT -0.067 0.110 0.118 0.036 -0.055 0.779 
CBO 0.368 -0.011 0.189 0.714 0.203 0.119 
NOC -0.032 0.066 0.057 0.045 -0.014 -0.689
RFC 0.106 0.282 -0.015 0.722 0.210 0.162 
WMC 0.445 -0.114 0.093 0.756 -0.016 -0.173
Bolded numbers are represented by the PC in the same column. 
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Table 5.5: PCA for evolution-based and C&K 
 (case study 2, classification data)  
 PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8
% of 
variance 18.62 18.12 13.37 10.71 7.289 6.602 6.594 6.212
BOC -0.006 -0.053 -0.032 -0.139 -0.827 -0.151 0.138 0.132
FCH -0.004 0.229 0.894 0.053 -0.188 0.179 -0.039 -0.045
FRCH 0.298 0.204 0.580 0.005 0.612 0.027 0.225 0.168
LCH 0.157 0.276 0.911 0.052 0.172 0.112 0.070 0.044
WCH 0.950 0.141 0.083 0.139 0.090 0.142 0.069 0.014
WCD 0.309 0.814 0.115 -0.036 0.129 0.400 0.033 0.078
WFR 0.305 0.198 0.713 -0.002 0.464 -0.021 0.156 0.169
TACH 0.915 0.059 0.005 0.082 0.003 0.306 -0.019 -0.001
ATAF 0.720 0.488 0.243 0.222 -0.007 -0.053 0.170 -0.011
CHD 0.286 0.570 -0.017 -0.042 0.036 0.695 -0.026 0.049
LCA 0.902 0.269 0.122 0.092 0.018 0.015 0.040 0.021
LCD 0.216 0.901 0.191 -0.064 0.014 0.051 -0.006 0.060
CSB 0.652 0.299 0.220 0.288 0.273 -0.135 0.246 0.030
CSBS 0.183 0.796 0.247 0.042 0.309 -0.070 0.076 0.094
ACDF 0.111 0.931 0.199 0.013 -0.086 0.029 -0.005 -0.021
CHO 0.137 0.011 0.409 0.061 0.196 0.750 0.195 0.025
LCOM 0.090 0.163 0.016 0.655 0.005 0.078 0.546 -0.059
DIT 0.036 0.136 0.044 -0.133 -0.056 -0.064 -0.161 0.854
CBO 0.145 -0.010 0.106 -0.148 -0.060 0.084 0.883 0.058
NOC 0.021 0.022 -0.047 -0.245 0.006 -0.129 -0.270 -0.706
RFC 0.176 -0.053 0.034 0.888 0.041 -0.023 -0.167 0.163
WMC 0.204 -0.063 0.045 0.914 0.121 0.013 -0.060 -0.061
Bolded numbers are represented by the PC in the same column. 
Table 5.6: PCA for evolution-based and C&K  
(case study 2, regression data) 
 PC1 PC2 PC3 PC4 PC5 PC6 
% of variance 19.21 18.87 17.17 13.1 6.436 5.636
BOC -0.463 -0.105 -0.155 -0.081 0.501 0.147 
FCH 0.811 -0.048 0.140 0.020 0.100 0.118 
FRCH 0.835 0.279 0.215 0.119 0.031 -0.041
LCH 0.929 0.138 0.225 0.101 0.070 0.057 
WCH 0.236 0.865 0.191 0.321 0.105 -0.071
WCD 0.269 0.438 0.815 -0.056 -0.042 0.121 
WFR 0.828 0.236 0.191 0.150 0.073 -0.027
TACH 0.132 0.917 0.059 0.102 0.007 0.072 
ATAF 0.251 0.671 0.376 0.421 0.171 -0.133
CHD 0.233 0.627 0.313 -0.279 -0.136 0.315 
LCA 0.103 0.760 0.360 0.245 0.121 -0.044
LCD 0.078 0.197 0.919 0.006 -0.010 0.070 
CSB 0.276 0.679 0.206 0.476 0.101 -0.147
CSBS 0.285 0.196 0.824 0.185 -0.041 -0.046
ACDF 0.118 0.089 0.957 0.053 -0.006 -0.005
CHO 0.748 0.254 -0.054 -0.067 -0.032 0.212 
LCOM 0.137 0.130 0.187 0.634 0.453 -0.039
DIT 0.085 0.028 0.019 -0.041 -0.119 0.775 
CBO 0.238 0.244 -0.052 -0.144 0.801 -0.045
NOC -0.096 0.066 -0.062 -0.172 -0.386 -0.603
RFC 0.037 0.209 -0.002 0.912 -0.157 0.117 
WMC 0.063 0.218 0.009 0.918 -0.145 0.000 
Bolded numbers are represented by the PC in the same column. 
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Table 5.7 PCA summary 
-Unshaded PC means that the metric fell unexpectedly in that dimension. 
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BOC             PC5 PC5 PC5 PC5           
FCH         PC3  PC3 PC1  PC5             
FRCH          PC2  PC1 PC5  PC5            
LCH         PC3 PC2 PC3 PC1               
WCH PC1 PC1 PC1 PC2                       
WCD     PC2 PC3 PC2 PC3                   
WFR         PC3 PC2 PC3 PC1               
TACH PC1 PC1 PC1 PC2                       
ATAF PC1 PC1 PC1 PC2                       
CHD    PC2 PC2 PC3           PC6          
LCA PC1 PC1 PC1 PC2                       
LCD     PC2 PC3 PC2 PC3                   
CSB PC1  PC1 PC2                   4CP    
CSBS     PC2 PC3 PC2 PC3                   
ACDF     PC2 PC3 PC2 PC3                   
CHO         PC3 PC2  PC1     PC6          
LCOM                      PC4 PC4 PC4 PC4  
DIT                  PC6 PC6 PC8 PC6      
CBO                PC5      PC4 PC4   PC7
NOC                  PC6 PC6 PC8 PC6      
RFC                      PC4 PC4 PC4 PC4  
WMC                      PC4 PC4 PC4 PC4  
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5.2 METRICS EVALUATION WITH RESPECT TO CHANGE-
PRONENESS  
This section presents the empirical results and analysis of the metrics investigated in this 
study as potential indicators for the change-proneness of the object-oriented classes. 
5.2.1 BIVARIATE CORRELATION ANALYSIS 
To explore the relationship between each metric of the two suites and the change-
proneness, a Spearman correlation coefficient is calculated between each metric and the 
boolean variable capturing whether or not a class was changed from one release to the next. 
For each case study, the correlation has been obtained from the data of all releases and for all 
of their classes (except the first and the last releases’ classes), more precisely, from 1138 data 
points of the first case study and 681 data points of the second case study. The results are 
presented in Table 5.8.  The metrics are ranked according to their correlation with the 
dichotomous dependent variable, that is, the actual change-proneness (ACP). Number in bold 
means that the correlation coefficient is significant at 0.01 level whereas underlined bolded 
number shows the significance of the correlation at 0.05 level. The C&K metrics are shown 
in bold. As shown in the table, except for the CBO, in both case studies, 5 evolution-based 
metrics are ranked before the C&K metrics. An interesting thing to note is that these 5 
evolution-based metrics come from different dimensions, as we have demonstrated in 
principle component analysis in the previous Section.  
Additionally, for the case study 1, although two of the C&K metrics do not show 
significant correlation, all the evolution-based metrics show significant correlation with the 
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change-proneness. However, this is not the case in case study 2 where 8 evolution-based 
metrics and 2 of C&K metrics (but, surprisingly, not the same ones in case study 1!) do not 
show significant correlation with change-proneness of the class.  Therefore, we can partially 
accept hypothesis H2. 
Table 5.8: Spearman correlation with change-proneness  
 Case study 1 (VSSPLUGIN) Case study 2 (PeerSim) 
Metric Correlation coefficient p-vlaue Metric 
Correlation 
coefficient p-vlaue 
CBO 0.264 0.000001 CBO 0.283 0.000001 
WCH 0.252 0.000001 CHO 0.180 0.000001 
ATAF 0.249 0.000001 BOC -0.171 0.00001 
CSB 0.246 0.000001 LCH -0.164 0.00002 
FRCH 0.242 0.000001 TACH 0.149 0.00009 
LCA 0.230 0.000001 CHD 0.135 0.00040 
LCOM 0.229 0.000001 LCOM 0.133 0.00050 
WCD 0.211 0.000001 NOC -0.130 0.00067 
CSBS 0.195 0.000001 FCH -0.109 0.00433 
CHO 0.191 0.000001 DIT -0.103 0.00724 
TACH 0.188 0.000001 LCD -0.092 0.01685 
WFR 0.188 0.000001 ACDF -0.081 0.03526 
ACDF 0.186 0.000001 WFR -0.071 0.06509 
CHD 0.176 0.000001 WMC 0.056 0.14605 
LCD 0.173 0.000001 LCA -0.046 0.23043 
BOC -0.171 0.000001 CSBS -0.045 0.24503 
WMC 0.159 0.000001 FRCH 0.037 0.33445 
LCH 0.133 0.000007 RFC -0.033 0.38863 
FCH 0.095 0.001362 WCD -0.028 0.46565 
RFC 0.075 0.011729 ATAF -0.024 0.52494 
DIT 0.046 0.118660 WCH 0.009 0.81159 
NOC -0.041 0.171958 CSB -0.002 0.95610 
5.2.2 ATTRIBUTE SELECTION 
Results of correlation and PCA show that many of the metrics capture similar 
dimensions in the data set, thus reflecting the fact that many of them contain redundant or 
noisy information. Therefore, to build accurate models to predict which classes are change-
prone, we performed attribute selection process as described in section 4.3.4. The results of 
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the attribute selection against the change-proneness, as dependent variable for case study 1 
and case study 2,   are shown in Tables 5.9 & 5.10 respectively. 
As shown in these tables, some metrics are selected more than one time as change-
proneness predictors through different releases, some of them are selected only once, and 
some others have never been selected in both case studies. The evolution-based metrics that 
have never been selected, at any release, as predictors for the change-proneness of the class 
in both case studies, are ATAF, CSBS, ACDF, and CHO. The reason could be the high 
correlation of these metrics with some other metrics in both case studies (see Tables B.1 and 
B.3 in appendix B). Another reason could be that, in the two case studies investigated in this 
research, these metrics might not be useful indicators of the change-proneness of the class. 
Thus, they are removed from the logistic regression models, presented in Tables A.7 through 
A.12. However, we can not generalize that these metrics are not useful predictors for the 
change-proneness of the class in other case studies.  
Regarding the C&K metrics, the only metric that has never been selected as predictor for 
the change-proneness of the class in both case studies is NOC. Also this metrics is removed 
from the logistic regression models. 
Additionally, some evolution-based metrics have been selected as change-proneness 
predictors in one case study but not in the other. In some releases the selected evolution-
based metrics come from different dimensions whereas in some other releases they come 
from the same dimension. Results showed that metrics related to the age of the class, the 
change occurrence, and the change size are the most contributors to the class change-
proneness. Change density dimension metrics poorly contribute to the class change-
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proneness.  Finally, in case study 2, majority of the metrics have never been selected. Again, 
the reason is their correlation with other metrics. 
The limited occurrence of WMC in case study 1 and its absence in case study 2 suggests 
that the class size, in terms of number of methods, has no association with whether the class 
will change or not when moving from the current release to the next release. 
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Table 5.9: Selected attributes for change-proneness (case study 1) 
 
Table 5.10: Selected attributes for change-proneness (case study 2) 






























































































































































































R2                 3  3    3                3  3    
R3    3 3 3                    3 3 3           3      
R4    3               3       3               3    
R5                 3  3                3    3  3    
R6                   3    3                  3    
R7             3    3  3                3    3  3    
R8 3                      3                3      
 
 






























































































































































































R2 3                      3                3      
R3 3 3 3              3  3     3               3  3    
R4 3   3        3      3 3  3  3   3 3             3 3  3  
R5 3 3                 3  3  3 3                 3  3  
R6     3   3     3    3  3        3   3     3    3  3    
R7   3          3    3 3 3   3   3          3    3 3 3    
R8    3    3         3         3    3         3      
R9       3          3    3     3   3          3    3  
R10   3  3        3    3     3     3        3    3  3   3
R11  3 3    3 3   3        3  3 3  3 3    3 3  3 3        3  3 3
R12   3       3        3       3       3        3   3  
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5.2.3 LOGISTIC REGRESSION MODELING 
This section presents the logistic regression modeling. We first assessed the fitness of 
models (Section 5.2.3.1). Then we validate the prediction ability of the models in predicting 
change-prone classes (Section 5.2.3.2). 
5.2.3.1 MODELS FITNESS 
To examine the explanatory power of the proposed metrics against C&K metrics as 
change-proneness predictors, logistic regression models are built at each release to predict 
the change-proneness of the classes from that release to the next release. 
The models are built in three different ways: 
• Using subset of both the evolution-based and C&K metrics as candidate predictors. 
• Using only subset of the evolution-based metrics as candidate predictors. 
Using only subset of the C&K metrics as candidate predictors. 
Each subset for each release was selected using the attribute selection process. Chi-
square, -2Log likelihood, and Nagelkerke R2 are used as measures of goodness of fit and the 
results are shown in Table 5.11 for the case study 1 and Table 5.12 for the case study 2. 
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Table 5.11: Multivariate Logistic Regression Analysis for case study 1 (goodness of fit) 
Chi-square - 2Log likelihood Nagelkerke R squared 
 Both Evo. C&K Both Evo. C&K Both Evo. C&K 
R2 1.209 1.209 6.18 15.33 15.33 10.36 0.086 0.086 0.415 
R3 22.44 19.83 9.003 41.67 44.28 55.11 0.51 0.462 0.234 
R4 40.92 30.8 7.949 19.77 29.89 52.74 0.784 0.639 0.2 
R5 13.42 8.737 6.841 60.78 65.46 67.36 0.27 0.182 0.144 
R6 23.67 16.89 22.78 71.41 78.19 72.3 0.349 0.258 0.337 
R7 66.1 29.63 58.97 78.04 114.5 85.17 0.627 0.331 0.577 
R8 10.25 6.649 9.231 153.2 156.8 154.2 0.111 0.073 0.1 
R9 17.85 13.13 11.21 54.2 58.92 60.84 0.298 0.223 0.191 
R10 51.98 43.3 35.91 126.1 134.8 142.2 0.43 0.369 0.314 
R11 53.56 35.48 39.02 137.5 155.6 152.1 0.415 0.291 0.316 
R12 35.86 14.44 30.17 109.6 131 115.3 0.331 0.142 0.283 
Avg. 30.66 20.01 21.57 78.87 89.53 87.97 0.383 0.278 0.283 
Table 5.12: Multivariate Logistic Regression Analysis for case study 2 (goodness of fit) 
Chi-square - 2Log likelihood Nagelkerke R squared 
 Both Evo. C&K Both Evo. C&K Both Evo. C&K 
R2 30.31 0.424 30.31 62.88 92.77 62.88 0.48 0.008 0.48 
R3 22.79 22.79 2.129 69.57 69.57 90.24 0.381 0.381 0.041 
R4 11.71 11.71 19.54 118.4 118.4 110.6 0.156 0.156 0.25 
R5 13.07 10.78 13.07 47.82 50.1 47.82 0.267 0.223 0.267 
R6 9.664 1.434 9.664 48.12 56.35 48.12 0.205 0.031 0.205 
R7 13.14 7.366 10.97 89.22 95 91.39 0.184 0.106 0.155 
R8 1.412 1.412 0.362 46.33 46.33 47.38 0.036 0.036 0.009 
Ave. 14.59 7.989 12.29 68.91 75.51 71.21 0.244 0.135 0.201 
Keys: Bolded numbers indicate the best obtained value among the three. 
Both means the model is built over a subset of both the evolution-based and C&K metrics 
Evo. means the model is built over a subset of the evolution-based metrics only. 
C&K means the model is built over a subset of the C&K metrics only. 
Results in Tables 5.11 & 5.12 can be explained as follows.  
Chi-square tests: In case study 1 (Table 5.11), except for R2,  the values of Chi-square of the 
logistic regression models, built over subsets of a combination of both the evolution-based 
and C&K metrics, are greater than the Chi-square values of the models built over subsets of 
the C&K metrics. However, in case study 2 (Table 5.12) , except for R4, the values of Chi-
square of the logistic regression models, built over subsets of a combination of both the 
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evolution-based and C&K metrics, are either greater than or equal to the Chi-square values of 
the models built over subsets of the C&K metrics. 
In case study 1, except for R2 and R8, the models built over subsets of a combination of 
both the evolution-based and C&K metrics are statistically significant at 0.01 level. 
However, for R8 the model built using subset of a combination of both the evolution-based 
and C&K metrics is statistically significant at 0.05 level. Therefore, since the models built 
using these subsets, have higher Chi-square values than the ones built using only subsets of 
C&K metrics, we can conclude that the model built using a combination of both the 
evolution-based and C&K metrics is adequately better in fitting the data and more capable in 
predicting the change-proneness of the class than is the model built only from C&K metrics.  
Nagelkerke R squared: Nagelkerke R-squared is an other descriptive measure of goodness-
of-fit [45]. This measure is a variation of the R2 concept defined for the OLS regression 
model. Like in linear regression, Nagelkerke R2 tells us what % of the variability in the 
dependent variable can be explained by the predictors in the model. 
The results in Table 5.11, case study 1, show that for all releases, except for R2, the 
models built over subsets of a combination of both suites have higher Nagelkerke R-squared 
values than the ones built from only subset of C&K metrics.  In case study 2, Tables 5.12, the 
results show that for all releases, except for R4, the models built over subsets of a 
combination of both suites have either higher or equal Nagelkerke R-squared values 
compared to the ones built from only subset of C&K metrics.   
This can be explained as follows. In case study 1 the amount of variation in the 
dependent variable, explained by the inclusion of the evolution-based metrics to the model, 
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increased by average of 10% over the model built over only C&K metrics. In case study 2, 
this variation only increased by 4.3%. 
-2Log likelihood (-2LL): The -2LL for a model indicates the extent to which the model fails 
to perfectly predict the values of the dependent variable.  -2LL is analogous to the Error 
Sums of Squares, SSE, in OLS regression. Results in Tables 5.11 & 5.12 for -2LL show also 
that models built over subset of both have better fit of data than the ones built over subset of 
only C&K metrics. 
To sum up, we can say that the model fit measures indicate that the inclusion of the 
evolution-based metrics significantly enhanced the goodness of fit of the logistic regression 
models for predicting the change-proneness of classes. 
5.2.3.2 VALIDATING MODELS  
To obtain a realistic evaluation of the predictive power of the evolution-based metrics 
compared to the C&K metrics, a release-by-release leave-one-out cross-validation (see 
Section 4.3.6) was performed in three different ways: 
• Using subset of both the evolution-based and C&K metrics as candidate covariates. 
• Using only subset of the evolution-based metrics as candidate covariates. 
• Using only subset of the C&K metrics as candidate covariates. 
The correct classification rate was used as an accuracy measure. The results are 
summarized in Tables 5.13b and 5.14b for case study 1 and case study 2 respectively. As 
shown in these tables: 
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•  The results of the cross-validation are consistent with those obtained from the training 
data as far as the average of correct classification rate is concerned. That is, the models 
built over subsets of both suites, in average, achieved the highest correct classification 
rate among the three types of models in both case studies.   
• If we count the number of times where each model achieves the best correct 
classification rate in testing data, we get the following. In case study 1 all three types of 
models are equivalent (5 times each). In case study 2, the models built over subset of 
only the evolution-based metrics achieved the best correct classification rate 6 times; 
the models built over subsets of both evolution-based and C&K metrics achieved the 
best correct classification rate 5 times; and the models built over subsets of only C&K 
metrics achieve the best correct classification rate 4 times.  
 
Table 5.13a: Correct classification rate, case 
study 1 (training data) 
 Correct classification rate 
 Both Evo C&K 
n 
R2 95.7 95.74 95.74 47 
R3 82.98 80.85 55.32 47 
R4 92.86 89.29 76.79 56 
R5 72.06 76.47 76.47 68 
R6 85.26 86.32 83.16 95 
R7 81.73 71.15 76.92 104
R8 61.86 59.32 62.71 118
R9 92.86 92.86 92.86 140
R10 82.27 79.43 76.6 141
R11 77.63 71.05 76.32 152
R12 87.65 85.88 83.53 170
Avg. 82.99 80.76 77.86  
Table 5.13b: Prediction accuracy for logistic 
regression, case study 2 (LOO cross-validation) 
 Correct classification rate 
 Both Evo C&K 
n 
R2 95.745 95.74 95.74 47 
R3 76.596 80.85 53.19 47 
R4 91.071 87.5 73.21 56 
R5 70.588 76.47 76.47 68 
R6 78.947 84.21 83.16 95 
R7 78.846 69.23 75.96 104 
R8 59.322 59.32 62.71 118 
R9 92.143 92.86 92.86 140 
R10 80.142 78.72 76.6 141 
R11 75 70.39 75.66 152 
R12 87.647 84.71 83.53 170 
Avg. 80.55 80 77.19  
Keys: Bolded numbers indicate the best obtained value among the three. 
Both means the model is built over a subset of both the evolutionary and C&K metrics 
Evo. means the model is built over a subset of the evolutionary metrics only. 




To sum up, the statistical results validated that: 
• Comparing the performance of the regression models based on both suites against those 
based on either the C&K or the evolution-based metrics, in predicting the change-
proneness of OO classes, the results show the following. The inclusion of the proposed 
metrics to the prediction models of OO class change-proneness do offer improved 
prediction accuracy compared to the models that only consider either C&K metrics or 
evolution-based metrics . This provides an evidence to accept hypotheses H4, and H5. 
•  Comparing the performance of the regression models based on the evolution-based 
metrics against those based on the C&K metrics in predicting the change-proneness of 
OO class, the results show the following. In term of the number of times, where each 
model achieves the best correct classification rate, the evolution-based metrics provide 
either similar (case study 1) or better (case study 2) results than C&K metrics. In terms 
Table 5.14a: Correct classification rate, case 
study 2 (training data) 
 
 Correct classification rate 
 Both Evo C&K 
n 
R2 81.16 59.42 81.16 69 
R3 78.26 78.26 65.22 69 
R4 68.09 68.09 68.09 94 
R5 91.18 91.18 91.18 102
R6 92.04 92.92 92.04 113
R7 84.96 84.96 83.19 113
R8 95.04 95.04 95.04 121
Avg. 84.39 81.41 82.27  
Table 5.14b: Prediction accuracy for 
logistic regression, case study 2 (LOO 
cross-validation) 
 Correct classification rate 
 Both Evo C&K 
n 
R2 79.71 52.17 79.71 69 
R3 76.812 76.81 59.42 69 
R4 67.021 68.09 68.09 94 
R5 91.177 91.18 91.18 102 
R6 92.035 92.92 92.04 113 
R7 84.956 84.96 83.19 113 
R8 95.041 95.04 95.04 121 
Avg. 83.822 80.17 81.24  
Keys: Bolded numbers indicate the best obtained value among the three. 
Both means the model is built over a subset of both the evolutionary and C&K metrics 
Evo. means the model is built over a subset of the evolutionary metrics only. 
C&K means the model is built over a subset of the C&K metrics only. 
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of the average, the evolution-based metrics provide better result than C&K metrics in 
case study 1, but this is reversed in case study 2. Thus, there is no clear evidence to 
accept hypothesis H3. 
5.3 METRICS EVALUATION WITH RESPECT TO CHANGE SIZE 
This section presents the empirical results and analysis of the metrics investigated in this 
study as potential indicators for the change size of the object-oriented classes. 
5.3.1 BIVARIATE CORRELATION ANALYSIS 
To explore the relationship between each metric of the two suites and the change size, a 
Spearman correlation coefficient is calculated between each metric and the actual change size 
of the class from the current release the next release. For each case study, the correlation has 
been obtained from the data of the all releases included in the analysis and for all of their 
classes, more precisely, from 448 data points of the first case study and 227 data points of the 
second case study. The results are presented in Tables 5.15.  The metrics are ranked 
according to their correlation with the actual change size of the class from the current release 
(r) to the next release (r+1). Numbers in bold mean that the correlation coefficient is 
significant at 0.01 level whereas underlined bolded number shows the significance of the 
correlation at 0.05 level. The C&K metrics are shown in bold. As shown in the table, in case 
study 1 the evolution-based metrics, like the C&K metrics, have high, medium and low 
ranks. In case study 2, fourteen evolution-based metrics (out of 16) are ranked before the 
C&K metrics, except the LCOM metric which is ranked the second. Only one of the 
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evolution-based metrics (namely, BOC) does not show a significant correlation with the 
change size.  
Additionally, for the case study 1, all the evolution-based metrics, except 4 metrics, 
show significant correlation with the change size. However, in case study 2 all the evolution-
based metrics, except BOC metrics, show significant correlation with the change size 
introduced to the class between the current and the next release. Therefore, the evolution-
based metrics are significantly correlated with the change size (Except one metric in case 
study 1, and 4 metrics in case study two). This provides an evidence to partially accept 
hypothesis H6. 
Table 5.15: Spearman correlation with the change size 
 Case study 1 (VSSPLUGIN) Case study 2 (PeerSim) 
Metric Correlation coefficient p-value Metric Correlation coefficient p-value 
LCOM 0.289 0.00000 CSB 0.321 0.000001 
WMC 0.277 0.00000 LCOM 0.314 0.000001 
WCH 0.217 0.00000 WCH 0.300 0.000004 
CBO 0.210 0.00001 ATAF 0.291 0.000009 
ATAF 0.203 0.00002 LCH 0.284 0.000015 
CSB 0.195 0.00004 WFR 0.283 0.000016 
TACH 0.174 0.00023 FRCH 0.281 0.000018 
LCA 0.169 0.00036 CSBS 0.269 0.000041 
WCD 0.141 0.003 LCA 0.269 0.000043 
CHO 0.136 0.00417 WCD 0.246 0.000186 
BOC -0.131 0.006 FCH 0.238 0.000302 
RFC 0.128 0.00702 ACDF 0.233 0.000420 
DIT -0.128 0.00726 TACH 0.222 0.000768 
CHD 0.123 0.00955 LCD 0.208 0.001703 
FRCH 0.123 0.010 CHO 0.204 0.002036 
CSBS 0.105 0.027 RFC 0.201 0.002395 
ACDF 0.094 0.04731 WMC 0.190 0.004199 
LCD 0.067 0.16231 NOC -0.175 0.008204 
WFR 0.061 0.19958 CHD 0.175 0.008396 
FCH 0.045 0.342 CBO 0.167 0.012184 
NOC -0.040 0.40682 DIT 0.057 0.396086 




5.3.2 ATTRIBUTE SELECTION 
Results of correlation and PCA show that many of the metrics capture similar 
dimensions in the data set, thus reflecting the fact that many of them contain redundant or 
noisy information. Therefore, to build accurate models containing only the variables that 
provide important information about the dependent variable, an attribute selection process is 
performed as described in Section 4.3.4. The results of attribute selection against the change 
size, as dependent variable, for case study 1 and case study 2 are shown in Tables 5.16 & 
5.17 respectively.  
As shown in these tables, some metrics are selected more than one time as change size 
predictors throughout different releases and some of them are selected only once.  
Moreover, some evolution-based metrics have been selected as change size predictors in 
one case study but not in the other.  Also, we can see that the selected evolution-based 
metrics, throughout different releases, usually come from different dimensions. To see which 
dimensions are the main driver of the change size, results show that most of the contributing 
metrics are derived from three dimensions, change size, change density, and change 
occurrence. This is consistent with the results of PCA. Finally, the high presence of the 
WMC (especially in case study 1) suggest that the size of the class, in terms of number of 
methods, has an effect on the size of change introduced to the class from release to the next 
release. 
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Table 5.16: Selected metrics against change size (case study 1) 
Table 5.17: Selected metrics against change size (case study 2) 


































































































































































































R2  3 3 3 3  3         3  3   3 3  3 3 3 3  3         3  3 3   3
R3 3     3      3   3   3    3 3           3      3    3
R4 3 3         3   3 3 3  3  3   3 3         3   3 3 3    3  3
R5   3          3    3  3     3 3 3   3      3   3 3 3 3    
R6  3             3    3     3           3     3 3    
R7            3    3     3             3 3       3 3  
R8          3     3   3 3             3     3  3 3 3    


































































































































































































R3                3      3  3              3      3
R4   3         3          3  3  3   3     3 3  3 3   3   3
R5             3    3   3 3 3  3           3      3 3 3 3
R6  3           3     3 3   3  3           3      3   3
R7  3          3    3   3   3  3      3    3    3   3   3
R8  3  3   3       3   3 3  3    3  3   3  3        3 3  3  3
R9        3                      3            3  3
R10  3         3 3 3  3 3 3 3  3    3         3 3 3  3 3  3  3  3
R11     3       3 3    3   3  3     3       3 3       3  3
R12          3  3    3    3 3           3  3    3    3 3  
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5.3.3 LINEAR REGRESSION MODELING 
This section presents the linear regression modeling. We first assessed the fitness of 
models (Section 5.3.3.1). Then we validate the prediction ability of the models in predicting 
change size of classes (Section 5.3.3.2). 
5.3.3.1 MODELS FITNESS  
To examine the explanatory power of the proposed metrics against C&K metrics, release-
by-release linear regression models are built to predict the change size of the classes from the 
current release to the next release. The models are built in three different ways: 
• Using subset of both the evolution-based and C&K metrics as candidate predictors. 
• Using only subset of the evolution-based metrics as candidate predictors. 
• Using only subset of the C&K metrics as candidate predictors. 
R2 was used as a measure of goodness of fit for each model. It tells us what percentage of 
the variability in the dependent variable can be explained by the predictors in the model. The 
values of R2 for each regression model are shown in Table 5.18 (also Figure 5.1) for case 
study 1, and Table 5.19 (also Figure 5.2) for case study 2. 
Results for case study 1 show that if we count the number of times where each model 
achieved the highest R-squared, we get the following. The models built over subsets of both 
evolution-based and C&K metrics achieved the highest R2 in 7 times out of 10. However, the 
models built over either subset of the evolution-based metrics or the C&K metrics achieved 
the highest R2 in only 2 times.  
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In case study 2, the models built over subsets of both evolution-based and C&K metrics 
achieved the highest R2 in 6 times out of 7. However, the models built over only subset of the 
evolution-based metrics achieved the highest R2 only once and the models built over only 
subset of the C&K metrics achieved the highest R2 in zero times. 
Additionally, in average, the models built over subsets of both evolution-based and C&K 
metrics achieved the highest R2 in both case studies. In case study 1, in average, 54% of the 
variation in the change size explained by the regression models built over subset of both 
suites. This is about 8% higher than the variation explained by the models built over only 
C&K metrics.  
In case study 2, in average, 63% of the variation in the change size explained by the 
regression models built over subset of both suites. This about 23% higher than the variation 
explained by the models built over only C&K metrics.  
Comparing the R2 of the models built over subsets of the evolution-based metrics to those 
built over subsets of C&K metrics, we see that in both case studies the models built from the 
evolution-based metrics outperform the ones built from only C&K metrics, in terms of 
number of times. However, in terms of the average, the evolution-based models outperform 
C&K models in case study 2 with an increase of 15%, but in case study 1 the C&K models 






Table 5.18: Multivariate Linear Regression Analysis for case study 1. 
R-squared 
 
both Evo. C&K 
R3 0.54 0.415 0.2673 
R4 0.51 0.189 0.501 
R5 0.81 0.6801 0.7525 
R6 0.81 0.7845 0.7524 
R7 0.4459 0.45 0.4228 
R8 0.163 0.1485 0.17 
R9 0.63 0.63 0.238 
R10 0.33 0.27 0.1906 
R11 0.49 0.482 0.3742 
R12 0.7019 0.2027 1 
Avg. 0.5437 0.4259 0.466 
Keys: Bolded numbers indicate the best obtained value among the three. 
Both means the model is built over a subset of both the evolutionary and C&K metrics 
Evo. means the model is built over a subset of the evolutionary metrics only. 
C&K means the model is built over a subset of the C&K metrics only. 















Figure 5.1: Multivariate Linear Regression Analysis for case study 1
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Figure 5.2: Multivariate Linear Regression Analysis for case study 2
 
Table 5.19: Multivariate Linear Regression Analysis for case study 2. 
R-squared 
 
Both Evo. C&K 
R2 0.322 0.246 0.211 
R3 0.495 0.325 0.297 
R4 0.791 0.781 0.181 
R5 0.563 0.322 0.398 
R6 0.447 0.452 0.248 
R7 0.78 0.744 0.721 
R8 1 0.996 0.756 
Avg. 0.628 0.552 0.402 
Keys: Bolded numbers indicate the best obtained value among the three. 
Both means the model is built over a subset of both the evolutionary and C&K metrics 
Evo. means the model is built over a subset of the evolutionary metrics only. 
C&K means the model is built over a subset of the metrics only. 
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5.3.3.2 VALIDATING LINEAR MODELS 
To obtain a realistic evaluation of the predictive power of the evolution-based metrics 
compared to the C&K metrics, a release-by-release leave-one-out cross-validation (see 
Section 4.3.6) was performed in three different ways: 
• Using subset of both the evolution-based and C&K metrics as candidate predictors. 
• Using only subset of the evolution-based metrics as candidate predictors. 
• Using only subset of the C&K metrics as candidate predictors. 
The mean absolute error (MAE), the relative absolute error (RAE), and the mean 
magnitude of relative error (MMRE) were used as accuracy measures. The results are 
summarized in Tables 5.20 and 5.21 for case study 1 and case study 2 respectively. To 
compare the accuracy of the three different types of the models, the average and the number 
of times, where each type of the models achieved the smallest error value, were considered as 
comparison factors among the models for each one of the accuracy measures.  
⎯ Case study 1 (MMRE): In case study 1, the models built over subsets of both 
evolution-based and C&K metrics have better MMREs than those built over either 
C&K or evolution-based metrics, in terms of the average and the number of times. 
More precisely, the models built over subset of both achieved the smallest MMREs in 
5 times out of 10 and also achieved the smallest average among the three types of 
models.  The models built over subset of the evolution-based metrics achieved the 
smallest MMREs in 4 times out of 10 whereas the models built over subset of the 
C&K metrics achieved the smallest MMREs in only 2 times out of 10. 
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⎯ Case study 1 (MAE, RAE): results of MAE and RAE are similar to those of MMRE. 
In terms of the average, the models built over subsets of both have better MAE and 
RAE than those built over either C&K or evolution-based metrics. However, in terms 
of number of times, the models built over subsets of both suites are equivalent to 
those built over the evolution-based metrics, and these two types of models are better 
than the models built over subset of C&K metrics. 
⎯ Case study 2 (MMRE, MAE, and RAE): In case study 2, the models built over 
subsets of the evolution-based metrics have better MMRE, MAE, and  RAE  than 
those built over either both or C&K metrics, in terms of the average and the number 
of times . More precisely, the models built over subset of the evolution-based metrics 
achieved the smallest values (for each of the three measures) in 4 times out of 7 and 
also achieved the smallest average among the three types of models. However, the 
models built over subset of both suites of metrics achieved the smallest error values 
(for each of the three measures) in 2 times out of 7, and the models built over subset 
of the C&K metrics achieved the smallest error values only once.  
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Table 5.20: Prediction accuracy for linear regression, case study 1 (LOO cross-validation) 
  Type R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 Avg.
Both 114.93 60.388 62.477 18.59 41.616 42.619 27.675 37.56 65.853 2.8825 44.235
C&K 96.247 65.856 74.305 15.466 38.095 40.559 47.648 35.336 68.249 3.4622 45.202MAE 
Evo. 127.15 87.54 65.522 14.706 43.698 38.618 27.675 37.959 64.796 3.9131 47.598
Both 113.34 78.67 65.718 72.148 81.371 107.73 66.172 97.578 94.086 72.23 86.276
C&K 94.912 85.794 78.16 60.025 74.486 102.52 113.93 91.802 97.508 86.756 89.627RAE 
Evo. 125.39 114.04 68.921 57.075 85.442 97.613 66.172 98.615 92.575 98.053 91.263
Both 3.7684 7.3206 1.5202 2.5429 3.075 4.1425 2.8554 5.7346 5.6603 0.9384 3.7261
C&K 4.2239 8.7685 2.1332 2.8946 2.8429 3.9352 5.088 5.8303 5.73 1.1713 4.186MMRE 




Evo. 27 43 52 19 53 61 10 46 103 26  
 
Table 5.21: Prediction accuracy for linear regression, case study 2 (LOO cross-validation) 
 Type R2 R3 R4 R5 R6 R7 R8 Avg. 
both 58.234 47.637 36.202 52.247 30.77 327.6 4.2245 79.559
ck 57.327 34.413 42.829 58.34 27.613 280.04 31.945 76.073MAE 
evo 44.841 45.028 35.078 65.228 16.31 205.71 7.2595 59.922
both 102.72 111.28 94.231 74.305 160.74 161.46 18.314 103.29
ck 101.12 80.393 111.48 82.971 144.24 138.02 138.49 113.82RAE 
evo 79.098 105.19 91.307 92.766 85.203 101.39 31.472 83.775
both 17.434 3.9397 4.6698 1.6295 3.3905 18.125 0.666 7.1221
ck 18.292 3.3544 8.6686 2.5031 3.2876 21.952 5.4703 9.0754MMRE 
evo 10.065 3.5158 3.2198 3.8926 1.0661 7.1025 0.6689 4.2186
Total Number of 





















Figure 5.3: Mean Absolute Error (case study1) 

















Figure 5.4: Mean Absolute Error (case study2) 
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Figure 5.5: Relative Absolute Error (case study1) 
 











































Figure 5.7: MMRE (case study1) 
 

















Figure 5.8: MMRE (case study2) 
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To summarize the linear regression results, we can conclude the following.  
• Comparing the performance of the regression models based on both suites against the 
regression models based on only the C&K metrics in predicting the change size of OO 
class, the results show the following. The inclusion of the proposed metrics to the 
prediction models of OO class change-size do offer improved prediction accuracy 
compared to the models that only consider C&K metrics in both case studies. This 
provides an evidence to accept hypothesis H8. 
• Comparing the performance of the regression models based on both suites against the 
regression models based on only the evolution-based metrics in predicting the change 
size of OO class, the results show the following. In case study 1 the models built over 
subset of both provide better prediction accuracy than the one built using only subset of 
the evolutionary metrics. However, this is not the case in case study 2, as the evolution-
based metrics perform better. Thus, there is no clear evidence to accept hypothesis H9. 
• Comparing the performance of the regression models based on C&K metrics against 
the regression models based on the evolution-based metrics in predicting the change 
size of OO class, the results show the following. In term of the number of times, where 
each model achieves the smallest error, the evolution-based metrics provide better 
results than C&K metrics in both case studies. In terms of the average, the evolution-
based metrics provide better result than C&K metrics in case study 2, but this is 
reversed in case study 1. Thus, there is no clear evidence to accept hypothesis H7. 
 
Thus, to sum up, Tables 5.22 & 5.23 summarize the regression analysis results for both 
logistic and linear regression.  
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Table 5.22 : LOO Cross-validation results summary (in average) 
Case study 1 Case study 2 Problem 
type 
 





  Correct classification rate 



































Table 5.23: LOO Cross-validation results summary (number of times of achieving the best value) 
















# times of achieving the best Correct 
classification rate 5 5 5 5 6 4 
# times of achieving the smallest MAE 4 4 3 2 4 1 
# times of achieving the smallest RAE 4 4 3 2 4 1 
Change-
size 
prediction # times of achieving the smallest 
MMRE 5 4 2 2 4 1 
 Figure 5.9: Change-proneness results summary 
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  Figure 5.10: Change size results summary 
 
5.4 RESULTS SUMMARY 
In summary, the statistical results for the PCA, the correlation analysis, the multivariate 
logistic regression analysis, and the linear regression analysis indicate the following.  
• The principal component analysis showed that the evolution-based metrics, derived 
from the change history of the software, measure different dimensions than C&K. Thus, 
hypothesis H1 is accepted. 
• The correlation analysis showed that the evolution-based metrics can be used as 
candidate indicators for identifying change-prone classes and predicting the change size 
introduced to these classes from one release to the next. Thus, hypotheses H2 and H6 




























































































• The evolution-based metrics showed competitive results compared to C&K metrics for 
both class change-proneness and the change size prediction in both case studies. Thus, 
there is no clear evidence to accept hypotheses H3 and H7. 
• The regression models built using a combined subset of both metrics (the evolution-
based and C&K) as predictors for the change-proneness and change size do offer 
improved prediction accuracy compared to the models that only consider C&K metrics 
in both case studies. Thus, hypotheses H4 and H8 are accepted. 
• The regression models built using a combined subset of both metrics (the evolution-
based and C&K) as predictors for the change-proneness offer improved prediction 
accuracy compared to the models that only consider the evolution-based metrics in both 
case studies. Thus, hypothesis H5 is accepted. However in the case of the change size 
prediction, the regression models built using subset  of both suites offer improved 
prediction accuracy, compared to the models that only consider evolution-based 
metrics, only in case study 1, but not in case study 2. Thus, there is no clear evidence to 
accept hypothesis H9.  
• Metrics related to the age of the class, the change occurrence, and the change size are 
the most contributors to the class change-proneness. Density-based metrics poorly 
contribute to the class change-proneness (see Tables 5.9 and 5.10).  
• Regarding the change size, most of the contributing metrics are derived from three 
dimensions, change size, change density, and change occurrence.  
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5.5 THREATS TO VALIDITY 
Our findings in this research have a number of limitations that are not unique to our study 
but are common with most of the empirical studies in the literature. 
Although the two case studies from which we collected our data are of reasonable size, in 
terms of the number of releases and the number of classes, and from different application 
domain, we can not confirm the generalization of our results. Further validations are needed 
with different systems to confirm our findings and draw stronger conclusions. 
In this research only two aspect of changeability are considered, change-proneness 
(whether the class will change or not) and change size (in terms of deleted, added, and 
changed lines of code). However, other aspects of changeability like change density, severity 
of changes, and the change type (in terms of adaptive, corrective, corrective, or preventive) 
are not taken into account. 
Moreover, our findings are based on the correlation and regression analysis performed on 
the dataset collected from two case studies. Association between the proposed metrics and 
both the change-proneness and the change size is confirmed, but causality of the association 
cannot be claimed. Thus, general claims, such as, if the class has been exposed to change 
many times, its likelihood to change in the future will be increased/decreased, could not be 
generalized.   
Additionally, in this research we compared the usefulness of the proposed metrics against 
the C&K metrics, as product metrics measuring different structural properties of the systems. 
Although this suite of OO metrics is well defined in the literature, and they have been 
theoretically and empirically validated to be associated with different quality aspects, they 
are not a comprehensive representative for measuring the structural properties of the system. 
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Chapter 6 CONCLUSION AND FUTURE WORK 
In this thesis we derived and validated (theoretically and empirically) a set of evolution-
based metrics as potential indicators for the change-proneness and the change size of the 
object-oriented classes when moving from one release to the next. The metrics have been 
derived using the GQM approach. A release-by-release classification and regression models 
were built in three different ways: 
• Using subset of both the evolution-based and C&K metrics as candidate predictors for 
change-proneness and change size. 
• Using only subset of the evolution-based metrics as candidate predictors for change-
proneness and change size. 
• Using only subset of the C&K metrics as candidate predictors for change-proneness 
and change size. 
The major findings derived from the statistical analysis in this research can be 
summarized as follows.  
• The evolution-based metrics, derived from the change history of the software, measure 
different dimensions than C&K metrics do.  
• The correlation analysis showed that most evolution-based metrics can be used as 
candidate indicators for identifying change-prone classes and estimating the change 
size introduced to these classes from one release to the next.  
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• The inclusion of the proposed evolution-based metrics to the prediction models do offer 
improved prediction accuracy for OO class change-proneness and change size 
compared to the models that only consider C&K metrics.  
• The evolution-based metrics showed competitive results compared to C&K metrics for 
both class change-proneness and the change size prediction in both case studies. 
6.1 RESEARCH CONTRIBUTIONS 
The contribution of this research is as follows.  
• Surveying the literature for identifying the existing product and evolution-based 
metrics for changeability prediction. 
• Suite of evolution-based metrics was derived (using GQM approach) and validated 
(theoretically and empirically) as potential predictors for the change-proneness and 
the change size of the classes of object-oriented systems. 
• At each release three types of logistic regression models (i.e. based on subset of C&K 
metrics, subset evolutionary metrics, and subset of both) were built for classifying the 
next release classes into change-prone or non-change-prone classes. 
• Release-by-release multivariate regression models (i.e. based on subset of C&K 
metrics, subset evolutionary metrics, and subset of both) were built for predicting the 
change size of object-oriented classes when moving from one release to the next. 
• We compared the performance of product and evolution-based metrics as predictors 
for change-proneness of the classes of the object-oriented software system. 
• We compared the performance of product and evolution-based metrics as predictors 
for the change size the next release classes of the object-oriented software system. 
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6.2 FUTURE WORK 
Directions for future work related to the contribution of this thesis are outlined in the 
following. 
⎯ Studying the usefulness of the metrics using non-parametric techniques: In this thesis 
we investigated the usefulness of the evolution-based metrics using the statistical 
parametric techniques like regression. Another investigation can be performed using 
non-parametric techniques like neural networks. 
⎯ Validating the metrics using other OO software systems: We believe that the 
characteristics of the system might be a factor to judge which one of both the evolution-
based and the product metrics surpasses the other in identifying and characterizing the 
change-prone classes and predicting the change size in the subsequent release.  
⎯ Using PCA components: Although PCA were used in this study to show that the 
evolution-based metrics measure different dimension, one can use the PCs as predictors 
for the change-proneness and the change size, using either parametric or non-
parametric techniques. 
⎯ Validating the usefulness of the proposed metrics for predicting other quality aspects: 
In this thesis we investigated the usefulness of the evolution-based metrics as change-
proneness and change-size indicators. Further investigation can be performed to 
examine the usefulness of these metrics for other quality aspects, e.g., fault-proneness 
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Appendex A REGRESSION MODELS 
The tables, Table A.1 through Table A.12, present the multivariate logistic and linear 
regression models built for predicting the change-proneness and the change size, 
respectively, for the two systems (case study 1 and case study 2), at each release, using three 
different subsets; subset of both C&K and evolution-based metrics, subset of only evolution 
based metrics, and subset of only C&K metrics. 
The tables can be read as follows. The regression coefficient Bi,j of each metric at 
each release appears inside corresponding cell in the table of coefficients. The coefficient Bi,j 
for the metric in column j at certain release i is located by the intersection of the column j 
with the row i.  
For example, referring to Table A.1 the coefficient B3,1 is located at the intersection of 
column 1 (BOC) with row 3 (R3), which is 0. The coefficient B6,2 is located at the 
intersection of column 2 (FCH) with row 6 (R6), which is -2.29. 
Each row in the table represents a release. The first row (corresponding to R1) in the 
table of coefficients is indexed by 1; the second row (corresponding to R2) is indexed by 2; 
and so on. Each column in the table represents a metric, and indexed from j=1 for BOC 
metric till j=23 for the intercept.  


















A.1 LINEAR REGRESSION MODELS 
Tables A.1 through A.3 represent the multivariate linear regression models for predicting the 
change size for case study 1. 
Tables A.4 through 1.6 represent the multivariate linear regression models for predicting the 
change size for case study 2. 
Tables A.7 through A.9 represent the multivariate logistic regression models for predicting 
the change-proneness for case study 1. 
Tables A.10 through A.12 represent the multivariate logistic regression models for predicting 
the change-proneness for case study 2. 
A.2 INTERPRETING THE REGRESSION COEFFICIENTS IN THE MULTIVARIATE 
REGRESSION MODELS 
In linear regression models (Table A.1 through Table A.6), coefficient Bi,j, the regression 
slope coefficient, measures the average change in the value of the dependent variable (change 
size) for each unit change in the independent variable j. the value of the regression coefficient 
can be positive, zero, or negative, depending on the relation ship between the independent 
variable and the dependent variable. For example, referring to Table A.1,   the regression 
coefficients of the regression model M10 at release R10 can be explained as follows. 










The positive coefficient of 2.59 for the FCH metric means that for 1-unit (release) 
increase in FCH, we can expect, on average, 2.59 unit (line) increase in the change size, 
holding all other variables constant. In other words, as the change first occur to the class one 
release later, we can expect an increases in the change size by 2,59 lines, in average, holding 
all other variables constant.  
The positive coefficient of 0.13 for the LCA metric means that for 1-additional line 
changed, at the last time the class has been exposed to change, we can expect an increase in 
the change size by 0.13 lines, in averages, holding all other variables constant. 
The negative coefficient of -12.69 for the LCD metric means that for one percentage 
point increase in the change density, at the last time the class change, we can expect a 
reduction in the change size by 12.69 lines, in averages, holding all other variables constant. 
The positive coefficient of 0.033 for the CSB metric means that for 1-additional line 
changed, when comparing the class at its birth with the class in the current release, we can 
expect, we can expect an increases in the change size by 0.033 lines, in averages, holding all 
other variables constant. 
The positive coefficient of 14.06 for the binary CHO metric means that as CHO change 
from 0 (not changed) to 1 (changed), we can expect an increases in the change size by 14.06 
lines, in average, holding all other variables constant. 
The other coefficients for the multivariate regression analysis (Tables A.1 through A.6) 
can be explained in a similar way. 
A.3 INTERPRETING THE REGRESSION COEFFICIENTS IN THE MULTIVARIATE 




In logistic regression models (Tables A.7 through A.12), we are predicting the likelihood 
that the dependent variable is equal to 1 rather than the scores of dependent variable. Thus, 
the interpretation of the regression coefficients Bi,j’s is not as easy and straightforward as in 
linear regression models. Instead, the regression coefficients Bi,j’s are used to calculate what 
is called the Odds Ratios (OR=eB) for each independent variable that contributes to the 
model. The OR value describes the type of relationship between the dependent variable (the 
change-proneness in our context) and each one of the independent variables (our set of 
metrics). The positive relationship (Bi,j>0 or OR > 1) means that the likelihood the dependent 
variable will have a value of 1 (that is, class will change when moving to the next release) 
will increase as values of the independent variable increase. The negative relationship (Bi,j<0 
or OR < 1) means that the likelihood the dependent variable will have a value of 1 will 
decrease as the independent variable increase. The even relationship (Bi,j=0 or OR = 1) 
means that the changes in the independent variable has no effect on the dependent variable.   
The odds ratio (OR) represents the ratio between the probability that the event will occur 
to the probability that the event will not occur. More specifically, the odds ratio represents 
the ratio between the probability that the class will change to the probability that the class 
will not change for a given value of the independent variable (metric at column j). 
To clarify this, let us present an example from Table A.7, let us take the logistic 
regression model M10 at release 10 (R10). 

















A positive coefficient of 0.10 for FCH implies an odds ratio of approximately 1.11 (e0.10), 
which means that the ratio between the probability the class will change and the probability 
the class will not change (when moving to the next release) becomes 1.11 higher for each 
unit (release) increase in FCH. In other words, the probability the class will change to the 
probability the class will not change (when moving to the next release) becomes 1.11 higher 
as the change first occur in the class one release later, holding all other variables constant. 
A negative coefficient of 0.31 for FRCH implies an odds ratio of approximately 0.73 (e-
0.31), which means that the ratio between the probability the class will change and the 
probability the class will not change (when moving to the next release) becomes 0.27 (i.e. 1 - 
0.73) lower for each unit increase in FRCH. In other words, the probability the class will 
change to the probability the class will not change (when moving to the next release) 
becomes 0.27 each time the class exposed to change when moving from one release to the 

















































































































 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
R1                        
R2                        
R3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 380.56 0 0 0 0 0 7.30 9.8 
R4 0 0 13.19 0 0 0 0 0 0 0 0 -11.06 0 0 0 0 0 0 0 0 0 7.76 1.87 
R5 0 0 0 0 0 0 0 0 0 0 0 0 0.47 0 0 0 0.211 0 0 7.35 1.47 3.91 -11.16 
R6 0 -2.29 0 0 0 0 0 0 0 0 0 0 0.051 0 0 0 0 -6.456 0.98 0 0 0.26 14.203 
R7 0 3.84 0 0 0 0 0 0 0 0 0 -14.02 0 0 0 6.05 0 0 1.94 0 0 3.48 -7.04 
R8 0 4.67 0 -3.97 0 0 1.5 0 0 0 0 0 0 2.231 0 0 0.36 -6.86 0 0.84 0 0 29.4 
R9 0 0 0 0 0 0 0 0.69 0 0 0 0 0 0 0 0 0 0 0  0 0 3.44 
R10 0 2.59 0 0 0 0 0 0 0 0 0.13 -12.69 0.033 0 -15.24 14.06 -0.14 -13.6 0 -3.18 0 0 62.01 
R11 0 0 0 0 0.57 0 0 0 0 0 0 -6.28 0.15 0 0 0 0.06 0 0 -2.27 0 1.43 19.80 
R12 0 0 0 0 0 0 0 0 0 0.78 0 0.78 0 0 0 1.57 0 0 0 1.01 -0.14 0 4.34 





































































































 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
R1                  
R2                  
R3 0 33.036 0 0 0 0 0 0 0 0 0   0 0 413.32 18.584
R4 0 46.86 0 65.187 0 0 -75.361 0 0 0 0 -42.850 0.312 0 5.743 192.676 46.266
R5 0 -3.607 0 0 0 0 0 0 0 0 0 0 0.78 0 0 0 45.195
R6 0 -2.033 0 0 0 0 0 0 0 0 0 0 0.071 0 0 0 7.9207
R7 0 6.027 0 0 0 0 0 1.769 0 0 0 -17.1 0 0 0 8.336 24.422
R8 0 8.346 0 -7.255 0 0 2.21 0 0.234 0 0 0 0 0 0 0 26.601
R9 0 0 0 0 0 0 0 0.684 0 0 0 0 0 0 0 0 3.436
R10 0 2.701 0 0 0 0 0 0 0 0 0.121 -12.211 0.033 0 -16.99 12.557 27.312
R11 0 0 0 0 0.623 0 0 0 0 0 0 -8.165 0.193 0 0 0 29.795
R12 0 0 0 0 0 0 0 0 0 0.979 0 0.979 0 0 0 1.212 3.75 






















































 1 2 3 4 5 6 7 
R1       
R2       
R3 0 0 0 0 0 9.636 17.585 
R4 0 0 3.616 0 0 7.105 2.283 
R5 0 0 10.933 9.374 1.63 6.384 -27.943 
R6 0 0 2.821 0 0 0.959 -12.103 
R7 0 0 1.973 0 0 3.681 -2.651 
R8 0.3607 -7.1346 0 0.1677 0 0.807 34.159 
R9 0 0 0 -1.800 0 0.941 14.904 
R10 0 -13.075 0 -3.924 0 0.867 55.821 
R11 0 0 0 -3.444 0 6.474 4.470 
R12 0 0 0 1.062 -0.149 0 6.989 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
R1                        
R2 0 3.042 6.084 3.042 1.039 0 6.084 0 0 0 0 0 0 0 0 6.084 0 7.707 0 0 -17.3 22.20 -21.2 
R3 -9.395 0 0 0 0 -33.43 0 0 0 0 0 33.28 0 0 26.85 0 0 -11.49 0 0 0 4.396 31.95 
R4 -4.99 13.76 0 0 0 0 0 0 0 0 0.590 0 0 6.38 32.16 -76.5 0 4.994 0 -9.89 0 0 24 
R5 0 0 -7.37 0 0 0 0 0 0 0 0 0 0.368 0 0 0 0.55 0 16.58 0 0 0 6.42 
R6 0 5.45 0 0 0 0 0 0 0 0 0 0 0 0 1.28 0 0 0 -2.18 0 0 0 18.8 
R7 0 0 0 0 0 0 0 0 0 0 0 -27.7 0 0 0 501.9 0 0 0 0 39.08 0 -200 
R8 0 0 0 0 0 0 0 0 0 87.57 0 0 0 0 1.06 0 0 -1.66 -0.41 0 0 0 6.73 


































































































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
R1                  
R2 0 3.235 6.471 3.236 1.142 0 6.471 0 0 0 0 0 0 0 0 6.471 8.824 
R3 -15.37 0 0 0 0 0 0 0 0 0 0 48.503 0 0 0 0 43.02 
R4 -4.25 15.308 0 0 0 0 0 0 0 0 0.592 0 0 7.222 29.87 -75.37 23.1 
R5 0 -2.035 48.326 4.309 0 0 -19.137 0 0 0 0 0 0.3595 0 0 32.461 54.72 
R6 0 6.759 0 0 0 0 0 0 0 0 0 0 -0.014 0 0 0 7.609 
R7 0 0 0 0 0 0 0 0 0 0 0 -140.13 1.105 0 0 0 15.46 
R8 0 0 0 0 0 0 0 0 0 89.65 0 0 0 0 0.900 0 2.440 





















































1 2 3 4 5 6 7 
R1       
R2 0 -3.454 9.871 0 0 6.3145 -39.729 
R3 0 -16.929 0 0 0 6.118 26.768 
R4 0 0 0 -14.946 0 5.911 6.944 
R5 1.131 13.116 15.711 0 0 0 -18.393 
R6 0 3.178 -3.387 0 0 0 36.771 
R7 0 0 0 -228.19 54.199 0 -244.27 
R8 0.831 -5.664 -6.067 0 0 0 22.885 





























































































 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
R1                   
R2 15.9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -13.1
R3 1.22 -0.55 -0.85 0 0 0 0 0 0 0 0 0 -0.002 0 -0.24 0 0 -0.28
R4 -2.61 0 0 -1.79 0 0 0 0 0 0 -17.3 0 0 -0.77 0.76 -0.18 0 8.02 
R5 -0.2 -0.50 0 0 0 0 0 0 0 0 0 0 0 0 -0.25 -0.02 0 0.97 
R6 0 0 0 0 -0.01 0 0 -0.0001 0 0 0 0.004 -0.015 0 -0.29 0 0 3.31 
R7 0 0 -0.20 0 0 0 0 0 0 0 0 -0.01 -0.04 0.32 -0.39 0 0.03 2.17 
R8 0 0 0 -0.05 0 0 0 -0.001 0 0 0 0 -0.01 0 0 0 0 0.65 
R9 0 0 0 0 0 0 -0.1 0 0 0 0 0 -0.03 0 0 0.01 0 5.5 
R10 0 0 -0.33 0 -0.003 0 0 0 0 0 0 -0.005 0.001 0 0 0 -0.12 2.6 
R11 0 0.10 -0.31 0 0 0 0.03 -0.06 0 -0.02 0 0 0 0 -0.41 0.03 -0.1 0.82 
R12 0 0 -0.19 0 0 0 0 0 -0.5 0 0 0 0 -1.57 0 0 0 5.89 
























































































1 2 3 4 5 6 7 8 9 10 11 12 13 
R1              
R2 15.865 0 0 0 0 0 0 0 0 0 0 0 -13.06 
R3 0 -1.48 0 0  0 0 0 0 0 0 0 1.045 
R4 -1.31 0 0 -0.9 -0.29 0 0 0 0 0 0 0 2.837 
R5 -0.1 -0.61 0 0  0 0 0 0 0 0 0 -0.12 
R6 0 0 0 0 -0.02 0 0 0.002 0 0 0 0.005 2.028 
R7 0 0 -0.14 0 0 0 0 0 0 0 0 -0.02 0.719 
R8 0 0 0 -0.1 0 0 0 -0.003 0 0 0 0 0.423 
R9 0 0 0 -0.06 0 0 -0.1 0 0 0 0 0 4.412 
R10 0 0 0 0 -0.003 0 0 0 0 0 0 -0.01 1.658 
R11 0 0.135 0.178 0 0 0 -0.08 -0.21 2.892 -0.02 0 0 -0.28 
R12 0 0 -0.17 0 0 0 0 0 -0.69 0 0 0 2.511 




























































 1 2 3 4 5 6 
R1      
R2 -0.173 0 0 0 0 16.77 
R3 -0.01 0 -0.39 0 0 0.964 
R4 0 -0.43 -0.25 -0.03 0 0.523 
R5 0 0 -0.22 -0.03 0 -0.2 
R6 -0.02 0 -0.37 0 0 3.43 
R7 -0.035 0.312 -0.58 0 0 2.146 
R8 -0.02 0 0 0 0 0.547 
R9 -0.04 0 0 -0.02 0 5.022 
R10 0.004 0 -0.25 0 -0.12 2.465 
R11 0 0 -0.45 0.008 -0.1 0.969 
R12 0 -1.52 0 0.043 0 4.409 






































































































 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
R1                   
R2 0 0 0 0 0 0 0 0 0 0 0 0 -0.01 0 0.67 0 0 -1.8 
R3 0 0 0 -0.66 0.01 -2.94 0 0 0 0 0 0 0 0 0 0 0 1.71 
R4 0 0 0 0.29 0 0 0 0 0 0 0 0 0 0 0.3 0 0 -1.37
R5 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0.59 0 0 0.92 
R6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.35 0 0 -4.01
R7 0 0 0 0 0 0 0 0 0 0 0 -0.002 -0.007 0 -0.20 0 0 2.78 
R8 0.24 0 0 0 0 0 0 0 0 0 0 0 0 0  0 0 2.28 






















































































 1 2 3 4 5 6 7 8 9 10 11 12 13 
R1              
R2 0.45 0 0 0 0 0 0 0 0 0 0 0 -0.9 
R3 0 0 0 -0.66 0.01 -2.94 0 0 0 0 0 0 1.71 
R4 0 0 0 0.41 0 0 0 0 0 0 0 0 -0.68 
R5 0 0 0 0 0 0 0 0 0 0 0 0.29 1.57 
R6 -0.23 0 0 0 0 0 0 0 0 0 0 0 -1.96 
R7 0 0 0 0 0 0 0 0 0 0 0 -0.004 2.02 
R8 0.235 0 0 0 0 0 0 0 0 0 0 0 2.28 
























































 1 2 3 4 5 6 
R1      
R2 -0.01 0 0.668 0 0 -1.84 
R3 -0.01 0 0 0 0 0.88 
R4 0 0 0.356 0 0 -1.11 
R5 0.026 0 0.586 0 0 0.916 
R6 0 0 0.348 0 0 -4.01 
R7 -0.01 0 -0.22 0 0 2.852 
R8 -0.01 0 0 0 0 3.268 
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Table B.1: Spearman correlation coefficients (shaded) and the p-value (unshaded) of C&K and evolution-based metrics, change-proneness (case study 1) 
 BOC FCH FRCH LCH WCH WCD WFR TACH ATAF CHD LCA LCD CSB CSBS ACDF CHO LCOM DIT CBO NOC RFC WMC ACP
BOC 1.00 -0.08 -0.50 -0.19 -0.42 -0.42 -0.36 -0.26 -0.42 -0.25 -0.39 -0.37 -0.44 -0.46 -0.41 -0.26 -0.02 0.07 -0.20 0.04 -0.16 0.09 -0.17 
P-value . 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.401 0.014 0.000 0.154 0.000 0.004 0.000
FCH  1.00 0.72 0.91 0.75 0.77 0.80 0.54 0.76 0.55 0.78 0.81 0.74 0.74 0.79 0.56 0.28 0.06 0.26 -0.01 0.21 0.23 0.09 
P-value   0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.029 0.000 0.762 0.000 0.000 0.001
FRCH   1.00 0.87 0.90 0.88 0.97 0.65 0.90 0.63 0.86 0.81 0.94 0.91 0.85 0.65 0.33 0.05 0.51 -0.05 0.28 0.21 0.24 
P-value    0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.095 0.000 0.093 0.000 0.000 0.000
LCH    1.00 0.82 0.82 0.95 0.63 0.83 0.62 0.80 0.80 0.85 0.84 0.82 0.65 0.31 0.09 0.40 0.01 0.25 0.25 0.13 
P-value     0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.765 0.000 0.000 0.000
WCH     1.00 0.96 0.88 0.78 0.97 0.75 0.95 0.88 0.96 0.91 0.90 0.73 0.41 0.02 0.52 -0.03 0.31 0.31 0.25 
P-value      0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.432 0.000 0.365 0.000 0.000 0.000
WCD      1.00 0.85 0.75 0.93 0.76 0.93 0.94 0.92 0.94 0.95 0.71 0.28 0.08 0.44 -0.02 0.27 0.18 0.21 
P-value       0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.000 0.524 0.000 0.000 0.000
WFR       1.00 0.64 0.88 0.62 0.84 0.80 0.92 0.90 0.84 0.65 0.33 0.07 0.48 -0.02 0.28 0.24 0.19 
P-value        0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.025 0.000 0.441 0.000 0.000 0.000
TACH        1.00 0.69 0.99 0.68 0.61 0.69 0.63 0.61 0.97 0.33 0.03 0.43 -0.02 0.22 0.26 0.19 
P-value         0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.379 0.000 0.408 0.000 0.000 0.000
ATAF         1.00 0.66 0.96 0.89 0.97 0.93 0.93 0.65 0.42 0.02 0.50 -0.01 0.34 0.33 0.25 
P-value          0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.501 0.000 0.715 0.000 0.000 0.000
CHD          1.00 0.66 0.63 0.66 0.63 0.62 0.97 0.27 0.05 0.38 -0.02 0.19 0.19 0.18 
P-value           0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.089 0.000 0.516 0.000 0.000 0.000
LCA           1.00 0.95 0.93 0.89 0.91 0.61 0.37 0.03 0.46 -0.03 0.30 0.28 0.23 
P-value            0.000 0.000 0.000 0.000 0.000 0.000 0.284 0.000 0.297 0.000 0.000 0.000
LCD            1.00 0.86 0.89 0.94 0.56 0.22 0.09 0.34 -0.02 0.23 0.14 0.17 
P-value             0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.542 0.000 0.000 0.000
CSB             1.00 0.95 0.90 0.65 0.40 0.02 0.52 -0.01 0.32 0.30 0.25 
P-value              0.000 0.000 0.000 0.000 0.515 0.000 0.742 0.000 0.000 0.000
CSBS              1.00 0.96 0.61 0.27 0.08 0.44 0.00 0.30 0.16 0.20 
P-value               0.000 0.000 0.000 0.007 0.000 0.990 0.000 0.000 0.000
ACDF               1.00 0.59 0.24 0.09 0.37 -0.02 0.29 0.15 0.19 
P-value                0.000 0.000 0.002 0.000 0.547 0.000 0.000 0.000
CHO                1.00 0.30 0.03 0.39 -0.03 0.20 0.22 0.19 
P-value                 0.000 0.252 0.000 0.389 0.000 0.000 0.000
LCOM                 1.00 -0.19 0.44 0.01 0.42 0.75 0.23 
P-value                  0.000 0.000 0.632 0.000 0.000 0.000
DIT                  1.00 0.19 -0.21 0.16 -0.21 0.05 
P-value                   0.000 0.000 0.000 0.000 0.119
CBO                   1.00 -0.14 0.47 0.35 0.26 
P-value                    0.000 0.000 0.000 0.000
NOC                    1.00 -0.10 0.02 -0.04 
P-value                     0.001 0.506 0.172
RFC                     1.00 0.53 0.07 
P-value                      0.000 0.012
WMC                      1.00 0.16 
P-value                       0.000
ACP: Actual Change Proneness 
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Table B.2: Spearman correlation coefficients (shaded) and the P-value (unshaded) of C&K and evolution-based metrics, change size (case study 1) 
 BOC FCH FRCH LCH WCH WCD WFR TACH ATAF CHD LCA LCD CSB CSBS ACDF CHO LCOM DIT CBO NOC RFC WMC ACS 
BOC 1.000 0.001 -0.596 -0.157 -0.492 -0.518 -0.373 -0.317 -0.463 -0.302 -0.443 -0.429 -0.501 -0.554 -0.479 -0.295 -0.031 0.064 -0.226 0.075 -0.137 0.129 -0.131
P-value  0.976 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.509 0.183 0.000 0.114 0.004 0.007 0.006
FCH  1.000 0.508 0.819 0.577 0.569 0.662 0.451 0.608 0.467 0.627 0.646 0.564 0.535 0.609 0.518 0.157 0.011 0.216 -0.052 0.116 0.137 0.045
P-value   0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.817 0.000 0.275 0.015 0.004 0.342
FRCH   1.000 0.795 0.810 0.774 0.946 0.582 0.791 0.544 0.722 0.658 0.887 0.873 0.737 0.589 0.181 0.065 0.545 -0.010 0.208 0.074 0.123
P-value    0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.174 0.000 0.830 0.000 0.122 0.010
LCH    1.000 0.672 0.650 0.934 0.543 0.690 0.534 0.652 0.633 0.746 0.725 0.655 0.590 0.147 0.122 0.412 0.018 0.151 0.117 0.016
P-value    . 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.010 0.000 0.703 0.001 0.014 0.744
WCH     1.000 0.923 0.756 0.742 0.948 0.688 0.903 0.790 0.931 0.862 0.838 0.653 0.345 -0.043 0.549 -0.021 0.281 0.253 0.217
P-value      0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.363 0.000 0.666 0.000 0.000 0.000
WCD      1.000 0.710 0.745 0.872 0.754 0.873 0.881 0.847 0.896 0.923 0.673 0.141 0.066 0.424 -0.021 0.175 0.032 0.141
P-value       0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.168 0.000 0.666 0.000 0.497 0.003
WFR       1.000 0.552 0.760 0.517 0.688 0.628 0.852 0.823 0.696 0.579 0.188 0.085 0.513 0.008 0.195 0.122 0.061
P-value        0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.074 0.000 0.860 0.000 0.010 0.200
TACH        1.000 0.627 0.976 0.624 0.563 0.641 0.606 0.572 0.938 0.224 0.022 0.383 -0.035 0.208 0.168 0.174
P-value         0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.640 0.000 0.461 0.000 0.000 0.000
ATAF         1.000 0.568 0.911 0.799 0.955 0.893 0.891 0.541 0.339 -0.052 0.555 0.003 0.319 0.280 0.203
P-value          0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.277 0.000 0.945 0.000 0.000 0.000
CHD          1.000 0.588 0.599 0.579 0.589 0.587 0.938 0.119 0.065 0.307 -0.035 0.138 0.056 0.123
P-value           0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.175 0.000 0.458 0.004 0.239 0.010
LCA           1.000 0.930 0.868 0.825 0.851 0.480 0.266 -0.002 0.467 -0.012 0.230 0.191 0.169
P-value            0.000 0.000 0.000 0.000 0.000 0.000 0.969 0.000 0.802 0.000 0.000 0.000
LCD            1.000 0.750 0.808 0.891 0.456 0.052 0.081 0.311 -0.009 0.095 -0.037 0.067
P-value             0.000 0.000 0.000 0.000 0.276 0.091 0.000 0.855 0.045 0.443 0.162
CSB             1.000 0.920 0.833 0.571 0.325 -0.014 0.600 0.010 0.290 0.253 0.195
P-value              0.000 0.000 0.000 0.000 0.765 0.000 0.837 0.000 0.000 0.000
CSBS              1.000 0.929 0.557 0.134 0.095 0.501 -0.007 0.235 0.047 0.105
P-value               0.000 0.000 0.005 0.047 0.000 0.884 0.000 0.326 0.027
ACDF               1.000 0.518 0.087 0.069 0.382 -0.017 0.183 0.004 0.094
P-value                0.000 0.068 0.148 0.000 0.729 0.000 0.938 0.047
CHO                1.000 0.157 0.033 0.325 -0.054 0.173 0.103 0.136
P-value                 0.001 0.489 0.000 0.255 0.000 0.030 0.004
LCOM                 1.000 -0.282 0.437 0.006 0.527 0.781 0.289
P-value                  0.000 0.000 0.896 0.000 0.000 0.000
DIT                  1.000 0.060 -0.142 -0.028 -0.377 -0.128
P-value                   0.205 0.003 0.557 0.000 0.007
CBO                   1.000 -0.075 0.391 0.337 0.210
P-value                    0.117 0.000 0.000 0.000
NOC                    1.000 -0.033 0.053 -0.040
P-value                     0.483 0.264 0.407
RFC                     1.000 0.600 0.128
P-value                      0.000 0.007
WMC                      1.000 0.277
P-value                       0.000
ACS: Actual Change Size
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Table B.3 Spearman correlation coefficients (shaded) and the P-value (unshaded) of C&K and evolution-based metrics, change-proneness (case study 2) 
 BOC FCH FRCH LCH WCH WCD WFR TACH ATAF CHD LCA LCD CSB CSBS ACDF CHO LCOM DIT CBO NOC RFC WMC ACP
BOC 1.00 -0.09 -0.39 -0.18 -0.29 -0.29 -0.29 -0.22 -0.26 -0.22 -0.26 -0.25 -0.30 -0.30 -0.25 -0.22 -0.06 0.13 0.13 -0.08 -0.16 -0.23 -0.17
P-value   0.022 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.147 0.001 0.001 0.042 0.000 0.000 0.000
FCH   1.00 0.69 0.90 0.75 0.77 0.78 0.45 0.79 0.45 0.78 0.80 0.75 0.76 0.81 0.46 0.14 0.05 0.11 -0.04 0.08 0.09 -0.11
P-value     0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.155 0.003 0.248 0.030 0.023 0.004
FRCH     1.00 0.87 0.90 0.89 0.97 0.56 0.86 0.55 0.87 0.84 0.91 0.90 0.84 0.55 0.23 0.10 0.30 -0.10 0.15 0.11 0.04
P-value       0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.010 0.000 0.004 0.334
LCH       1.00 0.87 0.86 0.95 0.48 0.88 0.47 0.87 0.87 0.88 0.88 0.87 0.46 0.19 0.10 0.17 -0.06 0.15 0.12 -0.16
P-value         0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.098 0.000 0.003 0.000
WCH         1.00 0.97 0.90 0.66 0.98 0.64 0.97 0.92 0.98 0.94 0.92 0.60 0.30 0.12 0.30 -0.16 0.19 0.15 0.01
P-value           0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.812
WCD           1.00 0.89 0.63 0.95 0.64 0.95 0.96 0.95 0.97 0.97 0.58 0.22 0.14 0.26 -0.09 0.09 0.04 -0.03
P-value             0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.020 0.019 0.250 0.466
WFR             1.00 0.52 0.88 0.51 0.88 0.86 0.91 0.91 0.86 0.50 0.20 0.14 0.26 -0.09 0.15 0.10 -0.07
P-value               0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.017 0.000 0.009 0.065
TACH               1.00 0.55 0.99 0.54 0.49 0.56 0.51 0.50 0.98 0.21 0.03 0.27 -0.11 0.10 0.11 0.15
P-value                 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.466 0.000 0.003 0.011 0.003 0.000
ATAF                 1.00 0.54 0.98 0.93 0.98 0.94 0.95 0.50 0.30 0.11 0.26 -0.15 0.20 0.17 -0.02
P-value                   0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.000 0.000 0.000 0.000 0.525
CHD                   1.00 0.53 0.50 0.54 0.52 0.51 0.98 0.18 0.03 0.26 -0.09 0.06 0.08 0.14
P-value                     0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.364 0.000 0.014 0.109 0.047 0.000
LCA                     1.00 0.96 0.96 0.94 0.94 0.48 0.28 0.13 0.26 -0.15 0.18 0.14 -0.05
P-value                       0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.230
LCD                       1.00 0.92 0.95 0.98 0.44 0.18 0.14 0.20 -0.07 0.07 0.02 -0.09
P-value                         0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.075 0.051 0.587 0.017
CSB                         1.00 0.96 0.93 0.51 0.30 0.12 0.29 -0.14 0.20 0.16 0.00
P-value                           0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.956
CSBS                           1.00 0.97 0.47 0.21 0.14 0.24 -0.08 0.10 0.05 -0.04
P-value                             0.000 0.000 0.000 0.000 0.000 0.030 0.010 0.159 0.245
ACDF                             1.00 0.45 0.19 0.13 0.20 -0.06 0.08 0.03 -0.08
P-value                               0.000 0.000 0.001 0.000 0.120 0.042 0.412 0.035
CHO                               1.00 0.18 0.01 0.27 -0.10 0.07 0.10 0.18
P-value                                 0.000 0.885 0.000 0.010 0.086 0.011 0.000
LCOM                                 1.00 -0.12 0.29 -0.21 0.50 0.57 0.13
P-value                                   0.002 0.000 0.000 0.000 0.000 0.000
DIT                                   1.00 0.04 -0.30 0.14 -0.17 -0.10
P-value                                     0.298 0.000 0.000 0.000 0.007
CBO                                     1.00 -0.26 -0.16 -0.14 0.28
P-value                                       0.000 0.000 0.000 0.000
NOC                                       1.00 -0.20 -0.15 -0.13
P-value                                         0.000 0.000 0.001
RFC                                         1.00 0.88 -0.03
P-value                                           0.000 0.389
WMC                                           1.00 0.06
P-value                                             0.146
 ACP: Actual Change Proneness 
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Table B.4 Spearman correlation coefficients (shaded) and the P-value (unshaded) of C&K and evolution-based metrics, change size (case study 2) 
 BOC FCH FRCH LCH WCH WCD WFR TACH ATAF CHD LCA LCD CSB CSBS ACDF CHO LCOM DIT CBO NOC RFC WMC ACS 
BOC 1.00 -0.29 -0.49 -0.36 -0.47 -0.49 -0.42 -0.35 -0.47 -0.36 -0.46 -0.47 -0.45 -0.47 -0.48 -0.33 -0.06 0.03 0.09 -0.05 -0.16 -0.18 -0.01 
P-value  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.375 0.705 0.168 0.471 0.015 0.008 0.832
FCH  1.00 0.72 0.88 0.74 0.73 0.81 0.58 0.74 0.58 0.76 0.77 0.71 0.71 0.74 0.63 0.17 0.14 0.20 -0.09 0.11 0.09 0.24 
P-value   0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.009 0.041 0.003 0.186 0.102 0.196 0.000
FRCH   1.00 0.91 0.91 0.91 0.97 0.68 0.89 0.67 0.86 0.85 0.92 0.91 0.88 0.68 0.25 0.12 0.30 -0.04 0.14 0.12 0.28 
P-value    0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.066 0.000 0.517 0.030 0.073 0.000
LCH    1.00 0.88 0.86 0.97 0.66 0.86 0.65 0.85 0.83 0.87 0.86 0.84 0.67 0.24 0.15 0.25 -0.05 0.18 0.14 0.28 
P-value     0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.029 0.000 0.453 0.007 0.030 0.000
WCH     1.00 0.97 0.90 0.76 0.99 0.73 0.97 0.92 0.98 0.94 0.95 0.69 0.34 0.11 0.29 -0.05 0.25 0.21 0.30 
P-value      0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.110 0.000 0.428 0.000 0.001 0.000
WCD      1.00 0.89 0.74 0.95 0.75 0.94 0.96 0.95 0.97 0.98 0.69 0.27 0.14 0.25 -0.05 0.15 0.11 0.25 
P-value       0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.038 0.000 0.442 0.029 0.088 0.000
WFR       1.00 0.67 0.87 0.66 0.86 0.84 0.90 0.90 0.86 0.67 0.24 0.16 0.28 -0.05 0.16 0.12 0.28 
P-value        0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.019 0.000 0.464 0.017 0.066 0.000
TACH        1.00 0.71 0.98 0.71 0.67 0.70 0.66 0.68 0.95 0.19 0.14 0.28 -0.08 0.14 0.10 0.22 
P-value         0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.042 0.000 0.251 0.033 0.141 0.001
ATAF         1.00 0.68 0.97 0.92 0.98 0.94 0.96 0.65 0.35 0.08 0.27 -0.06 0.26 0.24 0.29 
P-value          0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.206 0.000 0.410 0.000 0.000 0.000
CHD          1.00 0.69 0.69 0.66 0.66 0.69 0.95 0.12 0.15 0.25 -0.08 0.08 0.03 0.17 
P-value           0.000 0.000 0.000 0.000 0.000 0.000 0.063 0.020 0.000 0.246 0.260 0.626 0.008
LCA           1.00 0.97 0.94 0.92 0.94 0.61 0.32 0.11 0.25 -0.06 0.24 0.20 0.27 
P-value            0.000 0.000 0.000 0.000 0.000 0.000 0.086 0.000 0.343 0.000 0.002 0.000
LCD            1.00 0.90 0.93 0.96 0.60 0.24 0.14 0.20 -0.05 0.14 0.11 0.21 
P-value             0.000 0.000 0.000 0.000 0.000 0.036 0.003 0.492 0.034 0.103 0.002
CSB             1.00 0.97 0.94 0.63 0.34 0.10 0.28 -0.06 0.24 0.22 0.32 
P-value              0.000 0.000 0.000 0.000 0.146 0.000 0.407 0.000 0.001 0.000
CSBS              1.00 0.97 0.61 0.26 0.12 0.23 -0.06 0.14 0.12 0.27 
P-value               0.000 0.000 0.000 0.069 0.001 0.407 0.031 0.070 0.000
ACDF               1.00 0.63 0.25 0.11 0.22 -0.05 0.14 0.12 0.23 
P-value                0.000 0.000 0.094 0.001 0.471 0.031 0.078 0.000
CHO                1.00 0.13 0.12 0.26 -0.07 0.08 0.05 0.20 
P-value                 0.046 0.082 0.000 0.263 0.235 0.435 0.002
LCOM                 1.00 -0.10 0.32 -0.09 0.60 0.62 0.31 
P-value                  0.139 0.000 0.201 0.000 0.000 0.000
DIT                  1.00 -0.05 -0.08 0.14 -0.06 0.06 
P-value                   0.457 0.209 0.033 0.345 0.396
CBO                   1.00 -0.15 -0.14 -0.15 0.17 
P-value                    0.028 0.030 0.023 0.012
NOC                    1.00 -0.01 -0.02 -0.18 
P-value                     0.848 0.719 0.008
RFC                     1.00 0.94 0.20 
P-value                      0.000 0.002
WMC                      1.00 0.19 
P-value                       0.004
 ACS: Actual Change Size 
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