Catégories singulières et dualité de Koszul by Bouhada, Mohammed
CATÉGORIES SINGULIÈRES ET DUALITÉ DE KOSZUL
par
MOHAMMED BOUHADA
Thèse présentée au Département de mathématiques
en vue de l’obtention du grade de Philosophæ Doctor (Ph. D.)
FACULTÉ DES SCIENCES
UNIVERSITÉ DE SHERBROOKE
Sherbrooke, Québec, Canada, novembre 2019
.
iii
Le 19 novembre 2019
le jury a accepté la thèse de Monsieur Mohammed Bouhada dans sa version finale
Membres du jury
Professeur Shiping Liu
Directeur de recherche
Département de mathématiques
Professeur Thomas Brüstle
Président rapporteur
Département de mathématiques
Professeur Kiyoshi Igusa
Membre externe
Brandeis university
Professeur Ibrahim Assem
Membre interne
Département de mathématiques
iv
SOMMAIRE
Les questions traitées dans ce travail tirent leur origine des articles [6, 7, 10] sur le revêtement galoi-
sien des catégories dérivées et la dualité de Koszul.
Dans la première partie, Bouhada-Huang-Liu [12] ont développé une théorie d’homologie des complexes
doubles, ce qui leur a permis de généraliser le fameux théorème de Beilinson-Ginzburg-Soergel pour
un couple infini de sous-catégories triangulées des catégories dérivées non bornées. Rappelons que des
généralisations de ce théorème pour certaines algèbres différentielles ont été prouvés par Floystad [22]
et pour des catégories positivement graduées par Mazorchuk-Ovsienko-Stroppel [44].
Dans la deuxième partie, en s’appuyant sur le théorème de Bautista-Liu, l’auteur [13] a prouvé une
équivalence triangulée qui l’a aidé à bien comprendre le structure de la catégorie singulière bornée des
algèbres monomiales quadratiques.
Mots-clefs : catégorie triangulée, catégories singulières, catégories dérivées, revêtement galoisien, mo-
dule sur une catégorie, dualité de Koszul, complexe de Koszul, algèbre de Koszul, complexe total d’un
complexe double.
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INTRODUCTION
L’histoire de la théorie de Koszul remonte à la manière dont Cartan et Eilenberg calculent les groupes
de cohomologie des algèbres de Lie en utilisant la résolution de Koszul ; voir [16, Chapitre 8, Section 7].
Plus tard, diverses résolutions de Koszul ont été utilisées pour calculer l’homologie et la cohomologie
des algèbres de Hopf, des algèbres de Lie restreintes de caractéristique 2 et l’algèbre de Steenrod ; voir
[14, 43]. En traitant des algèbres graduées issues de la topologie algébrique, Priddy a formalisé la théorie
de Koszul des algèbres de Koszul et des complexes de Koszul et a découvert une dualité parmi les al-
gèbres d’homologie de certaines algèbres de Koszul ; voir [47]. Cette belle théorie a des applications dans
des nombreuses branches des mathématiques telles que, la topologie algébrique ; voir [29, 48], géométrie
algébrique ; voir [9, 10], groupes quantiques ; voir [38], algèbre commutative ; voir [21], et la théorie des
représentations des algèbres de Lie ; voir [10, 51] et des algèbres associatives ; voir [26, 27, 39, 40].
Beilinson, Ginzburg et Soegel ont décrit la dualité de Koszul en termes des catégories dérivées graduées
de deux algèbres de Koszul duales ; voir [10], et pour des considérations similaires, voir [9, 22, 32, 42].
Plus précisément,
Théorème [10]. Soit A une algèbre de Koszul finie à gauche. Alors il existe une équivalence de catégo-
ries triangulées D↓(GmodA) ∼= D↑(GmodA!).
Dans [44], Mazorchuk, Ovsienko et Stroppel ont généralisé la théorie de Koszul à des catégories positi-
vement graduées ; voir aussi [41]. En particulier, ils ont obtenu une dualité de Koszul entre un couple,
identique à celui décrit dans [10],voir [44, Théorème 30]
Rappelons que ce résultat a été déjà généralisé par Bautista et Liu pour les catégories dérivées bornées
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[7] dans le cas où A = kQ/(kQ+)2 dont Q est graduable, ( voir la définition 1.2.1, page 7). Donc, la
question qui se pose maintenant, est-ce que ce dernier résultat rest vrai pour n’importe quelle catégorie
localement bornée kQ/R où Q est un carquois graduable localement fini et R un ideal quadratique ?
La réponse est dans le théorème suivant :
Théorème [12]. Soit Λ = kQ/R une algèbre de Koszul, où Q est un carquois graduable localement
fini. Soient p, q ∈ R avec p ≥ 1 et q ≥ 0, alors le foncteur dérivé de Koszul FD : D ↓p,q(ModΛ
!) →
D ↑q+1,p−1(ModΛ) est une équivalence triangulée avec quasi-inverseG
D : D ↑q+1,p−1(ModΛ)→ D ↓p,q(ModΛ
!).
Remarque : Lorsque p = 1 et q = 0 on obtient exactement les catégories D↓(GmodA) et D↑(GmodA!).
Maintenant sous certaines conditions [10] ont obtenu une version de la dualité de Koszul pour les caté-
gories dérivées bornées. Plus présicement :
Théorème [10]. Soit A une algèbre de Koszul. Supposons que A est un bimodule de type fini sur A0, et
que Ai = 0 pour i >> 0. Supposons de plus que A! est noethérien à gauche. Alors la dualité de Koszul
induit une équivalence de catégories triangulées Db(GmodA) ∼= Db(GmodA!).
Notre version est la suivante :
Théorème [12]. Soit Λ = kQ/R une algèbre de Koszul, où Q est un carquois graduable localement
fini. Si Λ localement bornée à droite (ou à gauche) et Λ! est localement bornée à gauche (ou à droite,
respectivement) , Alors, Db(ModbΛ!) ∼= Db(ModbΛ) et Db(modbΛ!) ∼= Db(modbΛ).
Corollaire [12]. Soit Λ = kQ/R une algèbre de Koszul, oùQ est un carquois graduable localement fini. Si
Q n’a pas de chemin infini à droite ou n’a pas de chemin infini à gauche, alors Db(ModbΛ!) ∼= Db(ModbΛ)
et Db(modbΛ!) ∼= Db(modbΛ).
Les techniques de revêtements galoisiens ont été introduites en théorie des représentations des algèbres
et développés par P. Gabriel, K. Bongartz, C. Riedtmann, E. Green, J. A. de la Peña, R. Martinez-Villa
et al., et ont été un outil important pour étudier la catégorie des modules d’une algèbre. Cette théorie
réduit les problèmes de la catégorie des modules d’une algèbre Λ à ceux d’une catégorie C avec une
action d’un groupe G telle que Λ soit équivalente à la catégorie orbitale C /G, qui est plus facile à traiter
et mieux comprise. Un des résultats les plus importants de cette théorie a été prouvé par Gabriel [25] qui
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affirme que si C est une catégorie localement bornée avec une action libre d’un groupe G sur indC , alors
C est localement de représentation-finie si et seulement si C /G est aussi localement de représentation-
finie. Asashiba a transmis ce point de vue aux problèmes des équivalences dérivées des algèbres [1, 2].
D’autre part, Bautista et Liu [6, 7], ont étudié le revêtement galoisien sur les catégories linéaires géné-
rales. Plus précisément, ils ont étudié, quand un revêtement galoisien de catégories linéaires localement
bornées induit un revêtement galoisien de catégories dérivées bornées de modules de dimension finie
et infinie. Comme application de ce résultat, pour une catégorie C élémentaire localement bornée de
radical carré nul, ils ont donné une description complète des objets indécomposables et de la théorie de
Auslander-Reiten de ses catégories dérivées bornées.
Notre objectif dans la deuxième partie de cette thèse est de continuer sur la même voie, et d’étudier
les catégories singulières de plusieurs algèbres, notamment, les algèbres de radical carré nul, les algèbres
aimables et plus généralement, les algèbres monomiales quadratiques. Pour aboutir à ces résultats, on
utilisera les techniques de revêtement galoisien introduites par Bongartz-Gabriel [11], et généralisées
récemment par Bautista-Liu [6, 7] et indépendemment par Asashiba [1, 2], Asashiba-Hafezi-Vahed [3]
aux catégories dérivées et singulières. Rappelons que lorsque Q est un carquois fini, Xiao-Wu Chen [17],
(voir aussi les travaux de Smith [53]) ont obtenu une description de Dbsg(mod
bkQ/(kQ+)2) à travers une
équivalence de catégories triangulées. Notre approche est complètement différente de cette dernière et est
plus générale, c-à-d, elle fonctionne pour les algèbres de dimension finie ou infinie. On verra que par un
simple calcul sur le carquois de C on peut trouver une liste complète des objets de Dbsg(mod
bkQ/(kQ+)2)
à isomorphisme près. De plus, on obtiendra des nouvelles descriptions de Dbsg(A) des algèbres aimables
de dimension finie (comparer avec [30]) et plus généralement des algèbres monomiales quadratiques de
dimension finie (comparer avec [18]).
Plus précisément, on a le théorème suivant qui nous donne des descriptions complètes et explicites.
Théorème [13]. Considérons l’algèbre kQ/(kQ+)2, et soient G et H deux groupes engendrés par les
automorphismes ρ[−rQ] et ρ−1[rQ], respectivement. Alors le revêtement graduable minimal Q̃op → Q
induit les équivalences suivantes :
i. Dbsg(mod
bkQ/(kQ+)2) ∼= Db(rep−,b(Q̃op)[Σ−1])/G.
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ii. D+,bsg (injkQ/(kQ+)2) ∼= Db(rep+,b(Q̃op)[Σ−1])/H.
Maintenant considérons une algèbre Λ de dimension finie. Grâce à notre théorème et au théorème de
Chen [18] , on a obtenu des nouvelles descriptions :
Théorème [13]. Soit Λ une algèbre monomiale quadratique de dimension finie. Alors,
i. Dbsg(mod
bΛ) ∼=
∏n
i=1D
b(rep−,b(Q̃opi )[Σ
−1])/Gi.
ii. D+,bsg (injΛ) ∼=
∏n
i=1D
b(rep+,b(Q̃opi )[Σ
−1])/Hi.
En particulier, si Λ est une algèbre de Gorenstein, alors,
i. Dbsg(mod
bΛ) ∼=
∏n
i=1D
b(rep−,b((A∞∞)op[Σ−1])/Gi.
ii. D+,bsg (injΛ) ∼=
∏n
i=1D
b(rep+,b((A∞∞)op[Σ−1])/Hi.
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CHAPITRE 1
Préliminaires
L’objectif de cette section est de rappeler quelques notions de base et de rassembler certains résultats
préliminaires. Nous allons également introduire des nouvelles classes d’algèbres en théorie des représen-
tations qui méritent d’être étudiées à l’avenir. La terminologie et les notations introduites dans cette
section seront utilisées pour le reste de la thèse, [6, 7, 8, 12, 13].
1.1 Algèbre linéaire
Ici, on rappelera quelques notions de base d’algèbre linéaire qui nous serviront pour définir le dual
d’une algèbre quadratique et un foncteur entre la catégorie des modules sur une algèbre quadratique et
la catégorie des complexes sur son dual quadratique.
Soit k un corps commutatif. Tous les produits tensoriels sont sur k. Soit Mod k la catégorie des espaces
vectoriels, et mod k la catégorie des espaces vectoriels de dimension finie. On va presque toujours utiliser
le foncteur contravariant exact D = Homk(−, k) : Mod k → Mod k. Le k-espace vectoriel engendré par
l’ensemble S est noté k S.
Lemme 1.1.1. Si U, V ∈ mod k et M,N ∈ Mod k, alors on a un k-isomorphisme
ϕ : Homk(U, V )⊗Homk(M,N)→ Homk(U ⊗M,V ⊗N) : f ⊗ g 7→ ϕ(f ⊗ g)
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tel que ϕ(f ⊗ g)(u⊗m) = f(u)⊗ g(m) pour tout u ∈ U et m ∈M.
Remarque. Dans la suite, on va identifier l’application ϕ(f ⊗ g) définie dans le lemme 1.1.1 avec f ⊗ g.
Corollaire 1.1.2. Soient U, V des k-espaces vectoriels.
i. Soit U ∈ modk, alors on obtient un k-isomorphisme naturel
θ : Homk(U, k)⊗ V → Homk(U, V ) : f ⊗ v 7→ θ(f ⊗ v)
tel que θ(f ⊗ v)(u) = f(u)v, pour tout u ∈ U et v ∈ V .
ii. Si U, V ∈ modk, alors on obtient un k-isomorphisme
ϕ : DU ⊗DV → D(V ⊗ U) : f ⊗ g 7→ ϕ(f ⊗ g),
où ϕ(f ⊗ g)(v ⊗ u) = g(v)f(u), pour tout u ∈ U et v ∈ V .
Lemme 1.1.3. Soient f : U →M et g : N → V deux morphismes dans modk. On obtient un diagramme
commutatif avec des isomorphismes verticaux
U ⊗DV
θU,V

f⊗Dg // M ⊗DN
θM,N

D(V ⊗DU)
D(g⊗Df) // D(N ⊗DM).
Démonstration. Composons l’isomorphisme U⊗DV → D2U⊗DV , induit de l’isomorphisme U → D2U ,
avec l’isomorphisme D2U ⊗DV → D(V ⊗DU) ; voir (1.1.2), on obtient un isomorphisme θU,V tel que
θU,V (u⊗ ζ)(v ⊗ ξ) = ζ(v)ξ(u), pour tout u ∈ U , v ∈ V , ζ ∈ DV et ξ ∈ DU .
Soit U ∈ Mod k. Étant donné un sous-espace V de U , On va noter par V ⊥, l’annulateur de V .
Lemme 1.1.4. Soit U ∈ mod k, et considérons des sous-espaces vectoriels V,W de U .
i. On a (V +W )⊥ = V ⊥ ∩W⊥ et (V ∩W )⊥ = V ⊥ +W⊥.
ii. Si {u1, . . . , un} et {v1, . . . , vn} sont des bases de U avec les bases duales {u?1, . . . , u?n} et {v?1 , . . . , v?n}
respectivement, alors
∑n
i=1ui ⊗ u?i =
∑n
i=1vi ⊗ v?i dans U ⊗DU.
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Démonstration. (1) est évidente.
(2) En vertu du corollaire 1.1.2, on obtient un isomorphisme θ : U ⊗Homk(U, k)→ Endk(U) : u⊗ f →
θ(u⊗ f). Étant donné une base {u1, . . . , un} de U , il est facile de voir que θ (
∑n
i=1ui ⊗ u?i ) = 1U .
1.2 Carquois
Soit Q = (Q0, Q1) un carquois localement fini, où Q0 est l’ensemble des points et Q1 est l’ensemble
des flèches. Étant donné une flèche α : x → y, on écrit x = s(α) et y = e(α). Étant donné x ∈ Q0, on
a un chemin trivial εx de longueur 0 avec s(εx) = e(εx) = x. Un chemin de longueur n > 0 est une
suite ρ = αn · · ·α1, with αi ∈ Q1, tel que s(αi+1) = e(αi), pour i = 1, . . . , n− 1 ; et dans ce cas, on écrit
s(ρ) = s(α1) and t(ρ) = t(αn), et on l’appelle αn la flèche terminale de ρ.
Soient x, y ∈ Q0 and n ≥ 0. On écrit Q(x, y) pour l’ensemble des chemins de x à y, et Qn pour
l’ensemble des chemins de Q de longueur n. Soit Q≤n(x, y) le sous-ensemble de Q(x, y) des chemins
de longueur ≤ n, et posons Qn(x, y) = Qn ∩ Q(x, y). De plus, Qn(x,−) = ∪z∈Q0Qn(x, z), Qn(−, x) =
∪z∈Q0Qn(z, x) and Q≤n(x,−) = ∪z∈Q0 Q≤n(x, z).
Si x ∈ Q0, alors on note x− l’ensemble des flèches de but x et x+ l’ensemble des flèches de source x.
Alors Q est dit localement fini si les deux ensembles x− et x+ sont finis. Un carquois Q est dit fortement
localement fini, si il est localement fini et pour tous x, y ∈ Q0, Q(x, y) est fini ; voir [8].
Le carquois opposé de Q est le carquois Qo défini par (Qo)0 = Q0 et (Qo)1 = {αo : y → x | α :
x → y ∈ Q1}. Un chemin non trivial ρ = αn · · ·α1 dans Q(x, y), où αi ∈ Q1, correspond à un chemin
ρo = αo1 · · ·αon dans Qo(y, x). De plus, le chemin trivial dans Q au point x sera identifié avec celui dans
Qo au point x.
Carquois graduable
Pour une marche w dans un carquois Q, on définit son degré ∂(w) de la façon suivante : Si w est un
chemin trivial, une flèche, ou l’inverse d’une flèche, alors ∂(w) = 0, 1, ou −1, respectivement, et cette
définition peut être étendue à toute marche par ∂(uv) = ∂(u)+∂(v). En particulier, le degré d’un chemin
7
est égal à sa longueur.
Définition 1.2.1. Un carquois Q est dit graduable si ses marches fermée ont toutes des degrés nuls.
Remarque. Un carquois graduable ne contient pas de cycle orienté.
(2) Si Q est graduable alors, pour tous points a, b, les marches de a à b ont le même degré noté d(a, b).
Example 1.2.2. (1) A∞∞ est graduable.
(2) Le carquois suivant est clairement non graduable.
• • •
•
__

•oo
??
•
__

•oo
??
•
__

· · ·oo
• •
__
•
__
Supposons que Q est un carquois graduable. Soit a ∈ Q0, on peut trouver une graduation à Q comme
suit. Pour tout i ∈ Z, notons Q(a,i) l’ensemble des points x tels que d(a, x) = i. De cette façons, toute
flèche dans Q est de la forme x → y avec x ∈ Q(a,i) et y ∈ Q(a,i+1) pour un i. De plus, si b ∈ Q0, alors
Q(b,i) = Q(a,i+d(a,b)) pour tout i ∈ Z.
Soit Q un carquois localement fini, on définit un nouveau carquois QZ comme suit : les points sont les
paires (a, i) avec a ∈ Q0 et i ∈ Z, et les flèches sont (α, i) : (a, i) → (b, i + 1), où i ∈ Z et α : a → b est
une flèche dans Q. Comme prouvé ci-dessus, QZ est graduable.
1.3 Algèbres des chemins
Soit Q = (Q0, Q1) un carquois localement fini. On note kQ l’algèbre des chemins de Q sur k. Soit
R un idéal dans kQ. Soient x, y ∈ Q0, on pose R(x, y) = R ∩ kQ(x, y) et Rn(x, y) = R ∩ kQn(x, y)
pour tout n ≥ 0. Un élément ρ ∈ R(x, y) est dit une relation dans R de x à y. Une telle relation ρ est
dite quadratique si ρ ∈ kQ2(x, y); homogène si ρ ∈ kQn(x, y) pour un n ≥ 2; monomiale si ρ ∈ Q(x, y) ;
et primitive ou minimale si ρ =
∑s
i=1 λiρi, avec λi ∈ k et ρi ∈ Q(x, y), tel que
∑
i∈Σ λiρi 6∈ R pour
tout Σ ⊂ {1, . . . , s}. On va dire que R est quadratique (homogène, monomiale, respectivement) si il
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est engendré par un ensemble de relations quadratiques ( homogènes, monomiales, respectivement). Un
ensemble de générateurs minimaux de R est un ensemble Ω de relations primitives dans R tel que R est
engendré par Ω mais pas par un sous-ensemble propre de Ω , et dans ce cas, on pose Ω(x, y) = Ω∩kQ(x, y)
et Ω(x,−) = ∪z∈Q0 Ω(x, z).
Lemme 1.3.1. Soit R un idéal homogène dans kQ avec un ensemble de générateurs minimaux Ω . Les
classes des ρ modulo (kQ+)R+R(kQ+), avec ρ ∈ Ω , sont k-linéairement indépendantes.
Démonstration. Soient ρ1, . . . , ρr ∈ Ω(x, y), avec x, y ∈ Q0, tels que λ1ρ1 + · · · + λrρr appartient à
(kQ+)R + R(kQ+), où certains λ1, . . . , λr ∈ k sont non nulles, on peut supposer que toutes les λj
non nulles valent -1. On a ρ1 = ρ2 + · · · + ρr, donc on peut écrire ρ1 =
∑s
i=1γiρ1δi +
∑t
j=1ξjσjζj , où
σ1, . . . , σq ∈ Ω\{ρ1}, et γi, δi, ξj , ζj ∈ kQ sont homogènes tel que γi ou δi est de degré positif pour tout
1 ≤ i ≤ s. Puisque ρ1 et σj sont homogènes, ρ1 =
∑
j∈Θ ξjσjζj , où Θ est l’ensemble des indices j tels
que ξjσjζj et ρ1 sont de même degré, contradiction.
Dans la suite, l’idéal R est dit faiblement admissible si R ⊆ (kQ+)2, où kQ+ est l’idéal dans kQ
engendré par les flèches. Un idéal faiblement admissible R est dit localement admissible si, pour tout
(x, y) ∈ Q0 ×Q0, il existe nxy > 0 tel que kQn(x, y) ⊆ R pour tout n ≥ nxy ; à droite (respectivement,
à gauche) admissible si, pour tout x ∈ Q0, il existe nx > 0 tel que kQn(x,−) ⊆ R (respectivement
kQn(−, x) ⊆ R) pour tout n ≥ nx ; et admissible si il est admissible à droite et à gauche ; comparer avec
[11, (2.1)].
L’algèbre opposée de kQ est l’algèbre des chemins kQo. Soit γ =
∑s
i=1 λiρi ∈ kQ, où λi ∈ k et ρi sont des
chemins, on va noter γo =
∑s
i=1 λiρ
o
i . Cela donne un anti-isomorphisme d’algèbres kQ→ kQo : γ 7→ γo.
1.4 Algèbres des carquois lié
Soir Λ = kQ/R, où Q est localement fini et R un idéal faiblement admissible dans kQ. Une paire
(Q,R) est dit un carquois lié. Soit γ ∈ kQ, On note γ̄ = γ + R ∈ Λ. Notons ex = ε̄x, on obtient
un ensemble complet {ex | x ∈ Q0} d’idempotents primitifs orthogonaux de Λ. On va dire que Λ is
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localement de dimension finie si eyΛex est de dimension fini pour tout x, y ∈ Q0 ; fortement localement
de dimension finie si R est localement admissible ; à droite (respectivement, à gauche) localement bornée si
R es admissible à droite (respectivement, admissible à gauche) ; et localement bornée si R est admissible ;
comparer avec [11, (2.1)]. Il est évident que Λ est fortement localement de dimension finie si elle est
localement bornée à gauche et à droite.
Nous noterons J l’idéal dans Λ engendré par ᾱ avec α ∈ Q1. On va dire que J est localement nilpotent
si, pour tout (x, y) ∈ Q0 ×Q0, il existe nxy tel que eyJnxyex = 0.
Proposition 1.4.1. Soit Λ = kQ/R, où Q un carquois localement fini et R un idéal faiblement admissible
dans kQ.
(1) Comme k-espace vectoriel, Λ = Λ0 ⊕ Λ1 ⊕ J2, où Λ0 admet une k-base {ex | x ∈ Q0} et Λ1 admet
une k-base {ᾱ | α ∈ Q1}.
(2) L’idéal R est localement admissible si et seulement si J est localement nilpotent; et dans ce cas, J
contient seulement des éléments nilpotents.
(3) Si R est homogène, alors Λ is localement de dimension finie si et seulement si Λ est fortement
localement de dimension finie.
Démonstration. (1) est vraie car J ⊆ (kQ+)2. La première partie de (2) est évidente. Soit u ∈ J , on peut
écrire u =
∑s
i=1 ui, où ui ∈ eyiJexi avec xi, yi ∈ Q0. Si J est localement nilpotent, alors il existe n pour
lequel eyiJnexi = 0 pour tout 1 ≤ i, j ≤ s, et par conséquent, un = 0. Cela établit (2). Supposons que R
est homogène mais non localement admissible tel que Λ est localement de dimension finie. Alors, Q(x, y)
pour un x, y ∈ Q0 admet des chemins arbitraires qui ne sont pas dans R. Puisque eyΛex est de dimension
finie, λ1δ1 + · · ·+λnδn ∈ R(x, y), où λ1, . . . , λn ∈ k sont non nuls et δ1, . . . , δn ∈ Q(x, y)\R homogène de
longueurs différentes. Puisque R is homogène, λ1δ1 + · · ·+ λnδn = ρ1 + · · ·+ ρs, où ρ1, . . . , ρs ∈ R(x, y)
sont homogènes de longueurs différentes. Alors, chaque δi est une somme d’un unique ρj , disons ρi. Cela
entraîne que
∑n
i=1(ρi − λiδi) + (
∑
j>n ρj) = 0, et λiδi = ρi for i = 1, . . . , n, une contradiction.
Exemple 1.4.2. (1) Si Q est un carquois fortement localement fini, alors kQ est fortement localement
de dimension finie.
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(2) Si Λ = kQ/R, où Q est une boucle α et R est engendré par α2 = α3, alors Λ est localement de
dimension finie, mais pas fortement localement fini.
L’algèbre opposée de Λ est Λo = kQo/Ro, où Ro = {ρo | ρ ∈ R}. Notons γ̄ o = γo +Ro si γ ∈ kQ, on
obtient un anti-isomorphisme Λ → Λo : γ̄ → γ̄ o. Pour simplifier les choses, εa + Ro sera noté ea pour
tout a ∈ Q0.
Soit Q un carquois fini. L’algèbre kQ/I est dite monomiale quadratique, si l’idéal admissible I est
engendré par des chemins de longueur deux.
Une classe importante d’algèbres monomiales quadratiques est la classe d’algèbres aimables, introduite
par Assem et Skowronski [5]. Plus précisément, l’algèbre kQ/I est dite aimable, si les propriétés suivantes
sont vérifiées :
i. Pour chaque sommet x ∈ Q0, il y a au plus deux flèches de source x, et au plus deux flèches de
but x.
ii. I est un idéal engendré par des chemins de longueur deux.
iii. Pour chaque flèche β ∈ Q1, il existe au plus une flèche α ∈ Q1 telle que αβ ∈ I et au plus une
flèche γ ∈ Q1 telle que βγ ∈ I.
iv. Pour chaque flèche β ∈ Q1, il existe une flèche α ∈ Q1 telle que αβ /∈ I et au plus une flèche γ ∈ Q1
telle que βγ /∈ I.
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CHAPITRE 2
Représentations et modules
L’objectif de cette section est d’étudier les modules sur une algèbre définie par un carquois loca-
lement fini avec des relations. La plupart des résultats sont des généralisations de certains résultats
classiques des modules sur des catégories localement bornées, voir [11, 28] ou pour des représentations
d’un carquois fortement localement fini ; voir [8]. Nous étudierons d’abord les J-couvertures projectives
dans un cas plus général, puis nous examinerons les enveloppes injectives dans le cas localement de
dimension finie et nous discuterons enfin les n-résolutions projectives dans le cas gradué. En particulier,
nous montrerons qu’une algèbre graduée est quadratique si et seulement si chaque module simple admet
une 2-résolution projective linéaire. Ceci généralise un résultat bien connu selon lequel une algèbre de
Koszul est quadratique ; voir [10].
2.1 Représentations de carquois
Soit k un corps et Q un carquois fortement localement fini. Une représentation M de Q sur k, ou
simplement une k-représentation, est la donnée d’une famille de k-espaces vectoriels M(x) avec x ∈ Q0,
et une famille d’applications k-linéaires M(α) : M(x) → M(y) avec α : x → y dans Q1. Rappelons
qu’un morphisme f : M → N de k-représentations de Q est la donnée d’une famille d’applications
k-linéaires f(x) : M(x) → N(x) avec x ∈ Q0 telles aue f(y)M(α) = N(α)f(x), pour toute flèche
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α : x → y. Soit M une k-représentation de Q. Le socle de M , socM , est la sous-représentation de
M tel que (socM)(x), pour tout x ∈ Q0, est l’intersection de tous les noyaux des applications linéaires
M(α) avec α ∈ x+ ; le radical de M , radM , est la sous-représentation de M tel que (radM)(x), pour
tout x ∈ Q0, est la somme des images des applications linaires M(β) avec β ∈ x−. Le support d’une
représentation M , suppM , est le sous-carquois plein de Q engendré par les points x tels que M(x) 6= 0.
On va dire que M est de support fini si suppM est fini. Finalement, M est dit localement de dimension
finie si M(x) est de dimension finie pour tout x ∈ Q0 ; et de dimension finie si
∑
x∈Q0 dimM(x) est
finie. On note Rep(Q) la catégorie abélienne de toutes les k-représentations de Q, qui est héréditaire,
c-à-d, le foncteur Ext2(−,−) est nul. De plus, rep(Q) et repb(Q) sont les sous-catégories pleines de
Rep(Q) engendrées par les représentations localement de dimension finie, et par les représentation de
dimension finie, respectivement. Les représentations suivantes joueront un rôle essentiel dans cette thèse.
Soit a ∈ Q0. La représentation simple Sa en a est définie par Sa(a) = k εa et Sa(x) = 0 pour tout point
x 6= a. Notons Pa la k-représentation projective telle que Pa(x), pour tout x ∈ Q0, est le k-espace vectoriel
engendré par Q(a, x) ; et Pa(α) : Pa(x) → Pa(y), pour α : x → y ∈ Q1, est l’application k-linéaire qui
envoie le chemin ρ à αρ. Finalement, Ia est la k-représentation injective telle que Ia(x), pour x ∈ Q0, est
le k-espace vectoriel engendré par Q(x, a) ; et Ia(α) : Ia(x)→ Ia(y), for α : x→ y ∈ Q1, est l’application
k-linéaire qui envoie ρα à ρ et nulle sur les chemins qui ne se factorise pas à travers α. Puisque Q est
fortement localement fini, les représentations Pa, Ia sont localement de dimension finies. De plus, Pa et
Ia sont indécomposables. Notons inj (Q) et proj (Q) les sous-catégories additives pleines engendrées par
les représentations Ia, et par Pa, respectivement.
Définition 2.1.1. Soit M un objet dans rep(Q). On dit que M est de coprésentation finie si il admet
une co-resolution injective
0 // M // I0 // I1 // 0
I0, I1 ∈ inj(Q). Dualement, M est dit présentation finie si il admet une résolution projective
0 // P1 // P0 // M // 0
avec P1,P0 ∈ proj(Q).
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Notons rep+,b(Q) et rep−,b(Q) les sous-catégories pleines de rep(Q) engendrés par les représentations
de coprésentation finie et de présentation finie, respectivement.
Proposition 2.1.2. Les catégories rep+,b(Q) et rep−,b(Q) sont abéliennes, héréditaires, et de Krull-
Schmidt dans rep(Q).
2.2 Catégorie des modules
Tout au long de cette section, on va considérer l’algèbre Λ = kQ/R, où Q est un carquois localement
fini et R est un idéal faiblement admissible dans kQ. SoitM un Λ-module à gauche. Le moduleM est dit
unitaire si M =
∑
x∈Q0 exM et un élément u ∈ M est dit normalisé si u ∈ exM pour un x ∈ Q0. Nous
noterons par ModΛ la catégorie des Λ-modules à gauche unitaires, et ModbΛ et modbΛ les sous-catégories
pleines de ModΛ des modules de support fini et des modules de dimension finie, respectivement.
D’autre part, comme ci-dessus, une représentation M d’un carquois lié (Q,R) est une famille d’espaces
vectoriels M(x) avec x ∈ Q0 et une famille d’applications linéaires M(α) : M(x) → M(y) avec α :
x → y ∈ Q1, telles que M(ρ) = 0 pour toute relation ρ ∈ R(x, y) avec x, y ∈ Q0. Ici, M(γ) =∑
i λiM(αi,mi) ◦ · · · ◦M(αi,1) pour chaque γ =
∑
i λiαi,mi · · ·αi,1 ∈ kQ(x, y) avec λi ∈ k et αij ∈ Q1.
En particulier, on va écrireM(γ̄) = M(γ), où γ̄ = γ+R ∈ Λ. Nous noterons Rep(Q,R) la sous-catégorie
pleine de Rep(Q) des représentations de (Q,R). Il est bien connu que nous pouvons considérer un module
M ∈ ModΛ comme une représentation M ∈ Rep(Q,R) de telle sorte que M(x) = exM pour x ∈ Q0, et
M(α) : M(x) → M(y) avec α ∈ Q1(x, y) est donnée par la multiplication à gauche par ᾱ. Et on peut
considérer un morphisme f : M → N dans ModΛ comme un morphisme (f(x))x∈Q0 : M → N dans
Rep(Q,R), où f(x) : M(x) → N(x) est obtenue par restriction à partir de f . Étant donné un a ∈ Q0,
on obtient le module projectif Pa = Λea dans ModΛ et le module simple Sa = Λea/Jea. Considéré
comme une représentation, Pa(x) = exΛea pour x ∈ Q0, et Pa(α) : Pa(x)→ Pa(y) avec α ∈ Q1(x, y) est
multiplication à gauche par ᾱ. Nous noterons Proj Λ la sous-catégorie pleine de ModΛ engendrée par les
modules isomorphes à Px ⊗ V avec x ∈ Q0 et V ∈ Mod k, et proj Λ celle engendrée par les modules qui
sont isomorphes à Px avec x ∈ Q0.
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Lemme 2.2.1. Soit Λ = kQ/R une algèbre fortement localement de dimension finie.
(1) Si a ∈ Q0, alors JPa est le plus grand sous-module propre de Pa.
(2) Si P ∈ ProjΛ, alors JP est le radical de Jacobson P .
Démonstration. Soit M un sous-module de Pa qui n’est pas contenu dans JPa, pour un a ∈ Q0. Alors,
ea − u ∈M pour un u ∈ JPa. En vertu du lemme 1.4.1(2), un = 0 pour un n ≥ 2. Puisque uea = u, on
a (ea + eau+ · · ·+ eaun−1)(ea − u) = ea ∈M . Donc, M = Pa. (2) vient de (1).
Remarque. En vertu du lemme 2.2.1(1), Pa est indécomposable dans le cas où Λ est fortement loca-
lement de dimension finie. Par contre, cela n’est pas vrai même si Λ est localement de dimension finie,
Par exemple, si Λ est donnée par une boucle α avec une relation α2 = α3.
On va étudier les morphismes entre les modules dans ProjΛ. Soit γ ∈ kQ(x, y) dans x, y ∈ Q0, la multi-
plication à gauche γ̄ donne une application linéaire Pa(γ̄ ) : Pa(y)→ Pa(x) pour chaque a ∈ Q0, tandis
que la multiplication à droite par γ̄ donne un morphisme Λ-linéaire P [γ̄ ] : Py → Px.
Lemme 2.2.2. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal faiblement admissible.
Considérons M ∈ ModΛ et V ∈ Mod k. Soient a, b ∈ Q0, on obtient
(1) un isomorphisme k-linéaire Pa,b : ebΛea → HomΛ(Pb, Pa) : u 7→ P [u];
(2) un isomorphisme k-linéaire Ma : HomΛ(Pa,M)→ eaM : f 7→ f(ea);
(3) un isomorphisme k-linéaire ψM : HomΛ(Pa⊗V,M)→ Homk(V, eaM) : f 7→ g, avec g(v) = f(ea⊗v) ;
(4) une application k-linéaire Ma,b : ebΛea → Homk(eaM, ebM) : u 7→ M(u), où M(u) est la multipli-
cation à gauche par u.
Dans le cas où Λ est localement de dimension finie, le lemme suivant décrit tous les morphismes dans
ProjΛ ; comparer avec [6, (7.6)].
Lemme 2.2.3. Soit Λ = kQ/R une algèbre localement de dimension finie. Soient a, b ∈ Q0 et V,W ∈
Mod k, tout morphisme Λ-linéaire f : Pa ⊗ V → Pb ⊗W est uniquement écrit comme f =
∑
P [u]⊗ fu,
où u est dans eaΛeb, et fu ∈ Homk(V,W ).
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Démonstration. Soit f : Pa ⊗ V → Pb ⊗W un morphisme Λ-linéaire. Alors, f(ea ⊗ V ) ⊂ eaΛeb ⊗W .
Soit {u1, . . . , un} une base finie de eaΛeb. Si v ∈ V , alors f(ea ⊗ v) =
∑n
i=1 ui ⊗ wi, pour des vecteurs
uniques w1, . . . , wn ∈W . Cela donne une application k-linéaire fi : V →W : v 7→ wi, pour i = 1, . . . , n.
Maintenant si p ∈ Pa, alors f(p⊗ v) = pf(ea ⊗ v) =
∑n
i=1 pui ⊗wi, On voit que f =
∑n
i=1P [ui]⊗ fi, et
cette expression est unique.
Soit M ∈ ModΛ, un épimorphisme d : P →M avec P ∈ ProjΛ est dit une J-couverture projective de
M si Ker(d) ⊆ JP . Par exemple, pour a ∈ Q0, la projection canonique da : Pa → Sa est une J-couverture
projective de Sa. En général, nous posons T (M) = M/JM , dit J-coiffe de M . Un ensemble générateur
{u1, . . . , us} de M est dit une base J-coiffe si {u1 + JM, . . . , us + JM} est un base de T (M), et une
telle base J-coiffe est normalisée si u1, . . . , us sont normalisés. Le résultat suivant est bien connu ; voir
[36, (1.1)].
Lemme 2.2.4. Soit Λ = kQ/R, où Q est localement fini et R un idéal faiblement admissible. Un
module M ∈ ModΛ admet une base J-coiffe {u1, . . . , us} avec ui ∈ eaiM si et seulement si il admet une
J-couverture projective d : Pa1 ⊕ · · · ⊕ Pas →M avec d(eai) = ui, où a1, . . . , as ∈ Q0.
Étant donné un module M ∈ ModΛ, Nous appellerons une suite exacte
P−n
d−n // P−n+1 // · · · // P−1 d
−1
// P 0
d0 // M // 0
une n-résolution projective J-minimale de M sur proj Λ si Pi ∈ projΛ et d−i est une co-restriction à
une J-couverture projective de Im(d−i), pour i = 0, . . . , n. Le corollaire suivant est bien connu dans le
cas où Q est fini ; comparer avec [26, (2.5)].
Corollaire 2.2.5. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal faiblement
admissible dans kQ. Soit a ∈ Q0 avec Q1(a,−) = {αi : a → bi | i = 1, . . . , r}. Alors Sa admet une
1-resolution projective J-minimale
Pb1 ⊕ · · · ⊕ Pbr
(P [ᾱ1],··· ,P [ᾱr]) // Pa
da // Sa // 0.
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Démonstration. En effet, Ker(da) = JPa, admet une base J-coiffe {ᾱ1, · · · , ᾱr}. Considérant l’inclusion
j : JPa → Pa. En vertu du lemme 2.2.4, on obtient une J-couverture d : Pb1 ⊕ · · · ⊕ Pbr → JPa tel
que(P [ᾱ1], · · · , P [ᾱr]) = j ◦ d.
Nous définirons un foncteur exactD : ModΛ→ ModΛo, afin de définir des modules injectifs. Il est plus
pratique d’identifier les modules unitaires à des représentations. Soit un moduleM ∈ ModΛ, on définit un
module DM ∈ ModΛo par (DM)(x) = Homk(M(x), k) pour x ∈ Q0, et (DM)(αo) = Homk(M(α), k)
pour α ∈ Q1. Soit un morphisme f : M → N , on définit un morphisme Df : DN → DM par
(Df)(x) = Homk(f(x), k) : (DN)(x)→ (DM)(x) pour x ∈ Q0.
Soient a ∈ Q0, P oa = Λ
oea ∈ ModΛo et Ia = DP oa ∈ ModΛ. Plus explicitement, Ia(x) = Homk(exΛ
oea, k)
pour tout x ∈ Q0 ; et si u ∈ eyΛex et f ∈ Ia(x), alors uf ∈ Ia(y) tel que (uf)(vo) = f(uovo), pour
tout v ∈ eaΛey. En général, Ia n’est ni indécomposable ni injectif dans ModΛ. Par abus de notation,
nous noterons par InjΛ la sous-catégorie additive pleine de ModΛ engendrée par les modules isomorphes
à Ix ⊗ V , où x ∈ Q0 et V ∈ Mod k, et par injΛ celle engendrée par les modules isomorphes à Ix avec
x ∈ Q0. Si Λ est localement de dimesion finie, la proprosition suivante nous dit que Ia ⊗ V est en effet
injectif dans ModΛ pour tout espace vectoriel V ; comparer avec [8, (1.3)].
Proposition 2.2.6. Soit Λ = kQ/R une algèbre localement de dimension finie. ConsidéronsM ∈ ModΛ
et V ∈ Modk. Soit a ∈ Q0, on obtient un isomorphisme k-linéaire
φ
M
: HomΛ(M, Ia ⊗ V )→ Homk(eaM,V ).
Démonstration. Fixons a ∈ Q0. Pour chaque x ∈ Q0, puisque exΛoea est de dimension finie, on déduit
du corollaire 1.1.2 un isomorphisme k-linéaire
σx : Ia(x)⊗ V = Homk(exΛoea, k)⊗ V → Homk(exΛoea, V )
tel que σx(h ⊗ v)(uo) = h(uo)v, pour h ∈ Ia(x), v ∈ V et u ∈ eaΛex. De plus, on a une application
k-linéaire ψa : Homk(eaΛoea, V )→ V : g 7→ g(ea). Observant que chaque morphisme Λ-linéaire f : M →
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Ia ⊗ V consiste en une famille d’applications k-linéaire fx : exM → Ia(x) ⊗ V avec x ∈ Q0, on obtient
une application k-linéaires
φ
M
: HomΛ(M, Ia ⊗ V )→ Homk(eaM,V ) : f → ψa ◦ σa ◦ fa.
Supposons que φ
M
(f) = 0. Nous prétendons que f = 0. Soit x ∈ Q0. pour tout m ∈ exM , on
écrit fx(m) =
∑s
i=1 hi ⊗ vi, où hi ∈ Homk(exΛ
oea, k) et vi ∈ V . Nous pouvons supposer que les vi
sont k-linéairement indépendants. Soit u ∈ eaΛex, on obtient um ∈ eaM . Puisque f est Λ-linéaire,
fa(um) = ufx(m) =
∑s
i=1(uhi)⊗ vi. Donc,
0 = φ
M
(f)(um) =
∑s
i=1σa(uhi ⊗ vi)(ea) =
∑s
i=1(uhi)(ea)vi =
∑s
i=1hi(u
o)vi.
Puisque les vi sont supposés être k-linéairement indépendants, hi(uo) = 0, et donc, hi = 0, for i =
1, . . . , s. Par conséquent, fx(m) = 0.
Inversement, considérons l’application k-linéaire ga : eaM → V . Soit x ∈ Q0 et m ∈ exM . On obtient
une application k-linéaire gx(m) : exΛoea → V : uo → ga(um), et donc, une application k-linéaire
fx : exM → Ia(x) ⊗ V : m 7→ σ−1x (gx(m)). Nous prétendons que cela donne un morphisme Λ-linéaire
f = (fx)x∈Q0 : M → Ia ⊗ V . En effet, soit w ∈ eyΛex and m ∈ exM , on obtient σy(fy(wm))(uo) =
gy(wm)(u
o) = ga((uw)m). D’autre part, nous pouvons écrire gx(m) =
∑s
i=1 σx(hi ⊗ vi), pour un hi ∈
Ia(x) et vi ∈ V . Maintenant, wfx(m) = wσ−1x (gx(m)) =
∑s
i=1(whi)⊗ vi. Pour tout u ∈ eaΛey, on voit
que
σy(wfx(m))(u
o) =
∑s
i=1 hi(w
ouo)vi =
∑s
i=1 σx(hi ⊗ vi)((uw)o) = ga((uw)m).
Donc, σy(wfx(m)) = σy(fy(wm)), et par conséquent, fy(wm)) = wfx(m). Ceci établit notre deuxième
affirmation. Évidemment, φ
M
(f) = ga.
Nous allons maintenant décrire les morphismes dans InjΛ. Soit u ∈ ebΛea avec a, b ∈ Q0, on obtient
un morphisme Λo-linéaire P [uo] : P oa → P ob . Appliquons le foncteur exact D : Mod Λ
o → Mod Λ, on
obtient un foncteur Λ-linéaire I[u] = DP [uo] : Ib → Ia tel que I[u](f)(vo) = f(vouo), pour tout f ∈ Ia(x)
et v ∈ eaΛex avec x ∈ Q0.
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Lemme 2.2.7. Soit Λ = kQ/R une algèbre localement de dimension finie. Soient a, b ∈ Q0 et V,W ∈
Mod k, tout morphisme Λ-linéaire f : Ia ⊗ V → Ib ⊗W est uniquement écrit comme f =
∑
I[u] ⊗ fu,
où u est un élement de la base de eaΛeb et fu ∈ Homk(V,W ).
Démonstration. Fixons a, b ∈ Q0. Puisque eaΛeb est de dimension finie, on obtient un isomorphisme
k-linéaire θa,b : eaΛeb → Homk(Homk(ebΛoea, k), k) : u 7→ θa,b(u), où θa,b(u) envoie f ∈ Ia(u) to f(uo).
Soit V,W ∈ Mod k, on a un isomorphisme k-linéaire θa,b ⊗ 1 et un diagramme,
eaΛeb ⊗Homk(V,W )
θa,b⊗1 // Homk(Ia(b), k)⊗Homk(V,W )
ϕ

HomΛ(Ia ⊗ V, Ib ⊗W )
φ // Homk(Ia(b)⊗ V,W ),
où ϕ est tel que défini dans le lemme 1.1.1, et φ comme défini dans la Proposition 2.2.6. Nous prétendons
que, pour u ∈ eaΛeb et h ∈ Homk(V,W ), que φ(I[u]⊗ h) = (ϕ ◦ (θa,b ⊗ 1))(u⊗ h). En effet, φ(I[u]⊗ h)
est le composé des morphismes dans la suite (il suffit de remplacer les espaces vectoriels M et Ia ⊗ V
dans la proposition 2.2.6, par les espaces vectoriels Ia ⊗ V et Ib ⊗W , respectivement)
Ia(b)⊗ V
I[u]⊗h // Ib(b)⊗W
σb // Homk(ebΛ
oeb,W )
ψb // W,
où σb et ψb sont tels que définis dans la preuve de la proposition 2.2.6. Maintenant, Soit g ∈ Ia(b)
et v ∈ V , on obtient (ϕ(θa,b(u)⊗ h)) (g ⊗ v) = θa,b(u)(g)h(v) = g(uo)h(v) et φ(I[u] ⊗ h)(g ⊗ v) =
σb(I[u](g) ⊗ h(v))(eb) = I[u](g)(eb)h(v) = g(uo)h(v). Ceci établit ce qu’on veut. Par conséquent, on
obtient un isomorphisme k-linéaire
φ−1 ◦ ϕ ◦ (θa,b ⊗ 1) : eaΛeb ⊗Homk(V,W )→ HomΛ(Ia ⊗ V, Ib ⊗W ) : u⊗ h→ I[u]⊗ h.
Soit un module M ∈ ModΛ, nous écrirons S(M) = {m ∈M | Jm = 0}, dit le J-socle de M .
Lemme 2.2.8. Soit Λ = kQ/R, où Q un carquois localement fini et R un idéal faiblement admissible.
Si a ∈ Q0, alors
(1) S(Ia) admet comme base {e?a}, où e?a ∈ Ia(a) avec e?a (ea) = 1 et e?a (eaJoea) = 0;
19
(2) S(Ia/S(Ia)) admet comme base {α? + S(Ia) | α : x → a ∈ Q1(−, a)}, où α? ∈ Ia(x) tel que
α?(ᾱo) = 1, et α?(γ̄o) = 0 pour tout γ ∈ Q(x, a) avec γ 6= α.
Démonstration. Fixons un a ∈ Q0. Évidemment, e?a ∈ S(Ia). Si f ∈ Ia(x) pour un x ∈ Q0, qui n’est ni
zéro ni un multiple de e?a, alors f(uo) 6= 0 pour un u ∈ eaJex, c-à-d, (u · f)(e?a) 6= 0. Donc, f /∈ S(Ia).
D’où, S(Ia) = ke?a.
Soit α ∈ Q1(x, a). l’existence de α? vient du Lemme 1.4.1(1). C’est évident que ᾱ ·α? = e?a. Considé-
rons β ∈ Q1(x, y) avec β 6= α. Pour δ ∈ Q(y, a), puisque δβ 6= α, on obtient (β̄ ·α?)(δ̄o) = α?(β̄oδ̄o) = 0.
Donc, α?+S(Ia) ∈ S(Ia/S(Ia)). Soit α1, . . . , αr ∈ Q1(x, a) tel que
∑r
i=1 λiα
?
i ∈ S(Ia), où λ1, . . . , λr ∈ k
sont non nuls. Puisque (
∑r
i=1 λiα
?
i )(α1) = λ1, par (1),
∑r
i=1 λiα
?
i = λe
?
a, où λ ∈ k est non nul. Alors,
x = a et e?a(α1) = λ−1λ1 6= 0, une contradiction. Donc les classes α? + S(Ia), avec α ∈ Q1(−, a), sont
k-linéairement indépendantes dans S(Ia/S(Ia)).
Considérons g + S(Ia) ∈ S(Ia/S(Ia)), où g ∈ Ia(x) pour un x ∈ Q0. Soit ρ ∈ Q(x, a) de longueur au
moins deux. Posons ρ = δα, où α : x → y est une flèche et δ : y → a un chemin non trivial. Puisque
ᾱg ∈ S(Ia) et δ : y → a est non trivial, on obtient g(ρ̄o) = (ᾱg)(δ̄o) = 0. Donc g(ex(Jo)2ea) = 0. En
vertu du lemme 1.4.1(1), g =
∑
γ∈Q≤1(x,a) g(γ̄
o)γ?, et donc, g + S(Ia) =
∑
α∈Q1(x,a) g(ᾱ
o)(α? + S(Ia)).
Corollaire 2.2.9. Soit Λ = kQ/R fortement localement de dimension finie. Si a ∈ Q0, alors S(Ia) et
S(Ia/S(Ia)) sont des socles essentiels de Ia et Ia/S(Ia), respectivement.
Démonstration. Par la proposition 1.4.1(2), J est le radical de Jacobson de Λ. Donc, le J-socle d’un
module est le socle. Soit h ∈ Ia(x)\S(Ia), pour un x ∈ Q0. Alors, h(exJoea) 6= 0. Puisque Jo est
localement nilpotent, il existe un entier positif maximal s tel que h(ex(Jo)sea) 6= 0. Alors, h(ζ̄ o) = λ 6= 0,
pour un ζ ∈ Qs(x, a). Premièrement, ζ̄h ∈ Ia(a) avec (ζ̄h)(ea) = h(ζ̄o) = λ. Par la maximalité de s, on
voit que (ζ̄h)(eaJoea) = 0, et donc, ζ̄h = λe?a. Par conséquent, S(Ia) est essentiel dans Ia.
Ensuite, posons ζ = βξ, où β ∈ Q1(b, a) et ξ ∈ Qs−1(x, b) pour un b ∈ Q0. Alors, ξ̄f ∈ Ia(b) avec
(ξ̄h)(β̄o) = h(ζ̄ o) 6= 0. En particulier, ξ̄(h + S(Ia)) 6= 0. Par la maximalité de s, (ξ̄h)(eb(Jo)2ea) = 0.
D’après le lemme 1.4.1(1), on voit que ξ̄(h + S(Ia)) = ξ̄h + S(Ia) =
∑
α∈Q1(b,a)(ξ̄h)(ᾱ
o) · (α? + S(Ia)).
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Cela montre que S(Ia/S(Ia)) est essentiel dans Ia/S(Ia).
Un ensemble {u1, . . . , us} d’éléments normalisés d’un module M ∈ Mod Λ est dit une base-socle
essentielle de M si {u1, . . . , us} est une base de S(M), tandis que S(M) est essentiel dans M . Le lemme
suivant est bien connu si Λ est une algèbre de dimension finie.
Lemme 2.2.10. Soit Λ = kQ/R une algèbre fortement localement de dimension finie. Un module
M ∈ ModΛ admet une base-socle essentielle {u1, . . . , us} avec ui ∈ eaiM si et seulement si M admet
une enveloppe injective j : M → Ia1 ⊕ · · · ⊕ Ias with j(ui) = e?ai , où a1, . . . , as ∈ Q0.
Corollaire 2.2.11. Soit Λ = kQ/R une algèbre fortement localement de dimension finie. Si a ∈ Q0
avec Q1(−, a) = {βi : bi → a | i = 1, . . . , s}, alors
0 // Sa
ja // Ia
(I[β̄1],...,I[β̄s])
t
// Ib1 ⊕ · · · ⊕ Ibs ,
est une co-présentation minimale injective de Sa, où ja envoie ea + Jea à e?a.
Démonstration. Soit a ∈ Q0 avec Q1(−, a) = {βi : bi → a | i = 1, . . . , s}. En vertu du corollaire 2.2.9
et le lemme 2.2.10, ja est l’enveloppe injective de Sa avec Im(ja) = S(Ia). En vertu du lemme 2.2.8 et
le corollaire 2.2.9, Ia admet une base-socle essentielle {β?1 + S(Ia), . . . , β?s + S(Ia)}. En vertu du lemme
2.2.10, on obtient une enveloppe injective j : Ia/S(Ia)→ Ib1 ⊕ · · · ⊕ Ibs , qui envoie β?i + S(Ia) à e?bi , for
i = 1, . . . , s. Il est facile de voir que I[β̄i](β?i ) = e?bi . Par conséquent,
(
I[β̄1], . . . , I[β̄s]
)t est la composition
de la projection canonique Ia → Ia/S(Ia) et l’enveloppe injective j.
Lemme 2.2.12. Soit Λ = kQ/R une algèbre fortement localement de dimension finie. Supposons que
M ∈ ModΛ admet un socle essentiel avec un support fini. Si N est un sous-module de M , alors M/N
admet un socle essentiel.
Démonstration. Par la proposition 1.4.1(2), J est le radical de Jacobson de Λ. Supposons que S(M)
est supporté par a1, . . . , ar ∈ Q0. Soit N un sous-module de M qui contient S(M). Considérons un
élément non nul w + N ∈ M/N , où w ∈ eb1M + · · · + ebsM , pour un b1, . . . , bs ∈ Q0. Puisque J
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est localement nilpotent, il existe un t > 0 tel que eajJ tebi = 0 pour tout 1 ≤ i ≤ s et 1 ≤ j ≤ r.
Supposons que v(w + N) 6= 0 pour un v ∈ J t. Puisque S(M) est essentiel dans M , il existe un u ∈ Λ
tel que 0 6= (uv)w ∈ S(M). En particulier, ebj (uv)eai 6= 0 pour un 1 ≤ i ≤ r et 1 ≤ j ≤ s, ce qui est
absurbe. Donc, J t(w+N) = 0. Par conséquent, il existe un entier maximal n avec 0 ≤ n < t pour lequel
Jn(w +N) 6= 0. c-à-d, 0 6= Jn(w +N) ⊆ S(M/N).
Dans le reste de cette section, nous supposerons que Λ = kQ/R, où R est un idéal homogène dans
kQ. Alors, Λ est positivement graduée avec Λ = ⊕i≥0Λi, dite la graduation J-radicale , où Λi est un
sous-espace vectoriel de Λ engendré par γ̄ avec γ ∈ Qi. On dit que Λ est quadratique si R est un idéal
quadratique. Soit M = ⊕i∈ZMi et N = ⊕i∈ZNi deux modules gradués dans Mod Λ. On dit que M
est engendré en degré n si M = ΛMn. Soit a ∈ Q0, on voit que Pa et Sa sont des modules gradués
engendrés en degré 0, mais Ia n’est pas nécessairement gradué. Un morphisme Λ-linéaire f : M → N
est dit homogène de degré n si f(Mi) ⊆ Ni+n pour tout i ∈ Z ; et dans ce cas, on écrit f = (fi)i∈Z, où
fi : Mi → Ni+n est obtenu par une restriction de f . Remarquons que f est gradué si il est homogene de
degré 0.
Lemme 2.2.13. Soit Λ = kQ/R une algèbre graduée. Si L,M,N ∈ Mod Λ sont gradués, alors la suite
L
f // M
g // N des morphismes homogènes de degré n est exacte si et seulement si Li−n
fi−n // Mi
gi+n // Ni+n
est exacte, pour tout i ∈ Z.
Lemme 2.2.14. Soit Λ = kQ/R, où Q est localement fini et R un idéal homogène. Soit M ∈ ModΛ
gradué est de type fini avec une J-couverture projective homogène f : P → M et f ′ : P ′ → M . Alors
f ′ = f ◦ g, pour un isomorphisme gradué g.
Le resultat suivant décrit la 2-résolution J-minimal projective d’un module simple dans le cas gradué ;
comparer avec [28, (2.4)].
Lemme 2.2.15. Soit Λ = kQ/R, où Q est localement fini et R un idéal homogène avec un ensemble
générateur minimal Ω . Soit a ∈ Q0 avec Q1(a,−) = {αi : a → bi | i = 1, . . . , r} et Ω(a,−) =
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{ρ1, . . . , ρs}. Si ρj =
∑r
j=1 γijαi avec γij ∈ kQ(bi, cj), alors Sa admet une 2-résolution J-minimal
projective
Pc1 ⊕ · · · ⊕ Pcs
(P [γ̄ij ])r×s // Pb1 ⊕ · · · ⊕ Pbr
(P [ᾱ1],··· ,P [ᾱr])// Pa
da // Sa // 0.
Démonstration. Soit ρj =
∑r
j=1 γijαi, où γij ∈ kQ(bi, cj). Posons d1 = (P [ᾱ1], · · · , P [ᾱr]) et d2 =
(P [γ̄ij ])r×s. En vertu du corollaire 2.2.5, il suffit de prouver que d2 est la co-restriction d’une J-couverture
projective de Ker(d1). Puisque uj = (γ̄1j , . . . , γ̄rj) ∈ Ker(d1), en vertu du lemme 2.2.4, cela revient à
montrer que {u1, . . . , us} est une base J-coiffe de Ker(d1).
Soit v = (δ̄1, . . . , δ̄r) ∈ Ker(d1), où δi ∈ kQ(bi,−). Nous pouvons supposer que δi ∈ kQ(bi, c), pour un
c ∈ Q0. Puisque d1(v) = 0, on obtient
∑r
i=1 δiαi ∈ R(a, c), et donc,
∑r
i=1δiαi =
∑s
j=1ωjρj+
∑r
i=1ηiαi =∑r
i=1(
∑s
j=1ωjγij + ηi)αi, où ωj ∈ kQ(cj , c) and ηi ∈ R(bi, c). Cela donne δi =
∑s
j=1ωjγij + ηi, et donc,
δ̄i =
∑s
j=1ω̄j γ̄ ij , for i = 1, . . . , r. Par conséquent, v =
∑s
j=1ω̄juj .
Supposons maintenant que
∑s
j=1 λjuj ∈ JKer(d1), où λj ∈ k. Comme montré ci-dessus,
∑s
j=1 λjuj =∑s
j=1 ν̄juj , avec νj ∈ kQ+. Donc,
∑s
j=1 λjγij =
∑s
j=1(νjγij + ηij), où ηij ∈ R(bi, cj), for i = 1, . . . , r.
Calculant
∑r
i=1
∑s
j=1 λjγijαi, on obtient
∑s
j=1 λjρj =
∑s
j=1 νj(ρj + ζj), où ζj ∈ R(a, cj). En vertu du
lemme 1.3.1, λj = 0, for i = 1, . . . , s.
Soit M un module gradué dans ModΛ. Une n-résolution J-minimale projective de M sur proj Λ est
dite une n-résolution linéaire projective si les morphismes entre les modules projectifs sont homogènes
de degré zéro. Le théorème suivant étend un résultat bien connu qui dit qu’une algèbre de Koszul est
quadratique ; voir [10, (2.3.3)].
Théorème 2.2.16. Soit Λ = kQ/R, où Q est localement fini et R un idéal homogène. Alors, Λ est
quadratique si et seulement si tout Λ-module simple admet une 2-résolution linéaire projective sur projΛ.
Démonstration. Soit Ω un ensemble générateur minimal de R. Fixons a ∈ Q0. Puisque Ω(a,−) contient
un nombre fini de relations quadratiques, la nécessité découle immédiatement du lemme 2.2.15. Suppo-
sons que Sa admet une 2-résolution linéaire projective sur proj Λ. Prenons Q1(a,−) = {αi : a→ bi | i =
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1, . . . , r}, on déduit des lemmes 2.2.7, 2.2.14 et 2.2.15 un diagramme commutatif avec lignes exacts
P2 P1 Pa Sa 0
Pc1 ⊕ · · · ⊕ Pcs Pb1 ⊕ · · · ⊕ Pbr Pa Sa 0
d2 d1
f1
d0
f0
(P [γ̄ij ])r×s P [ᾱ1],··· ,P [ᾱr] da
où la ligne supérieure est une 2-resolution linéaire projective, f0, f1 sont des isomorphismes gradués, et
γij ∈ kQ(bi, cj). Puisque f1◦d2 est homogène de degré 1, γij ∈ kQ1(bi, cj) et ηj =
∑r
i=1 γijαi ∈ R2(a, cj),
for j = 1, . . . , s. En vertu du lemme 2.2.4, {uj = (γ̄1j , . . . , γ̄rj) | j = 1, . . . , s} est une base J-coiffe de
Ker(P [ᾱ1], · · · , P [ᾱr]).
Soit ρ ∈ Ω(a, c) une relation de degré n > 2. Posons ρ =
∑r
i=1 γiαi, pour un γi ∈ kQn−1(bi, c).
Puisque (γ̄1, . . . , γ̄r) ∈ Ker(P [ᾱ1], · · · , P [ᾱr]), on voit que (γ̄1, . . . , γ̄r) =
∑s
j=1 δ̄j uj , pour un δj ∈
kQn−2(cj , c). Alors, γi = σi +
∑s
j=1 δjγij , où σi ∈ R(bi, c), for i = 1, . . . , r. Cela donne ρ =
∑r
i=1 σiαi +∑s
j=1 δjηj . Puisque n > 2, on voit que ρ ∈ R(kQ+) + (kQ+)R, cela contredit le lemme 1.3.1.
Soit M un module gradué dans Mod Λ. Considérons une suite exacte
· · · // P−n d
−n
// P−n+1 // · · · // P−1 d
−1
// P 0
d0 // M // 0,
où d−n est une co-restriction d’une J-couverture projective de Im(d−n) pour tout n ≥ 0. Si tous les d−n
avec n > 0 sont homogènes de degré 1, alors le complexe
· · · // P−n d
−n
// P−n+1 // · · · // P−1 d
−1
// P 0 // 0 // · · ·
est dit une résolution linéaire projective de M sur proj Λ.
Définition 2.2.17. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal homogène dans
kQ. On dit que Λ est de Koszul si tout Λ-module simple admet une résolution linéaire projective sur
projΛ.
Remarque. En vertu du théorème 2.2.16, une algèbre de Koszul est quadratique ; comparer avec [10,
(2.3.3)].
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CHAPITRE 3
Localisation
L’idée de la localisation vient de l’algèbre commutative. En effet, soit A un anneau commutatif et
S un sous-ensemble de A. Supposons que S contient l’élément neutre et est stable par multiplication.
Alors il existe un anneau commutatif S−1A qui vérifie les propriétés suivantes :
i. Il existe un morphisme d’anneau f : A→ S−1A tel que, pour tout s ∈ S, f(s) est inversible dans
S−1A.
ii. Pour tout morphisme d’anneaux commutatifs g : A→ B tel que g(s) est inversible pour tout s ∈ S,
il existe un unique morphisme d’anneaux h : S−1A→ B tel que hf = g.
Notre objectif est de faire la même chose pour les catégories, c-à-d, étant donné une catégorie D et une
classe de morphismes W de D , on veut construire une catégorie D [W −1] et un foncteur P : D → D [W −1]
tels que P (f) est un isomorphisme pour tout f ∈ W et qui vérifie la propriété universelle [24].
3.1 Localisation des catégories
Définition 3.1.1. Soit D une catégorie et W une classe de morphismes de D . W est dite une classe
localisante si les propriétés suivante sont vérifiées :
i. L’identité de tout objet de D et la composée de deux morphismes de W sont dans W .
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ii. Pour tous morphismes g ∈ D et t ∈ Σ, il existe des morphismes f ∈ D et s ∈ Σ tel que le
diagramme suivant
Y Z
′
Y
′
Z
′′
g
t s
f
commute.
iii. Pour tous morphismes f ∈ D et s ∈ Σ, il existe des morphismes g ∈ D et t ∈ Σ tel que le
diagramme suivant
Y Z
′
Y
′
Z
′′
g
t s
f
Commute.
iv. Pour tous morphismes f, g : X → Y et t ∈ W tels que f ◦ t = g ◦ t il existe un morphisme s ∈ W
tel que s ◦ f = s ◦ g et pour tous morphismes f, g : X → Y , et s ∈ W ′ tels que s ◦ f = s ◦ g il existe
un morphisme t ∈ W ′ tel que f ◦ t = g ◦ t
Considérons un digramme de la forme
X1
s1
~~
f1
  
X Y
où s1 ∈ Σ et f1 un morphisme quelconque dans D. Pour simplifier les notations, on va noter un tel
diagramme (f1 : X1 → Y, s1 : X1 → X).
On dit que deux paires de morphismes (f1 : X1 → Y, s1 : X1 → X) et (f2 : X2 → Y, s2 : X2 → X)
sont équivalentes si il existe une paire de morphismes (f3 : X3 → Y, s3 : X3 → X) et des morphismes
u : X3 → X1, v : X3 → X2 tels que le diagramme ci-dessous commute.
X1
s1
~~
f1
  
X X3
s3oo
u
OO
v

f3 // Y
X2
s2
``
f2
>>
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Définition 3.1.2. Soient D une catégorie et W une classe localisante de morphismes de D . Alors on
définit la catégorie D [W −1] comme suit :
i. On pose Ob(D [W −1]) = Ob(D)
ii. les morphismes X → Y dans D [W −1] sont des classes d’équivalences des paires (f : X ′ → Y, s :
X ′ → X) avec s ∈ W . On va noter une telle paire fs−1 : X → Y
Remarque. La composition de deux morphismes est définie de la manière suivante :
Soit (f : X ′ → Y, s : X ′ → X) et (g : Y ′ → Z, t : Y ′ → Y ) deux morphismes. Leur composition est la
classe d’équivalence de la paire de morphismes (g ◦ h : X ′′ → Z, s ◦ u : X ′′ → X) avec h un mophisme
et u ∈ S. L’existence des deux morphismes h et s vient du diagramme commutatif suivant :
X ′′
u

h // Y ′
t

X ′
f // Y
Les deux résultats suivants ont été prouvés par Verdier, voir [54] ou [4] .
Théorème 3.1.3. Soit D une catégorie et W une classe localisante de morphismes de D . Alors il existe
une catégorie D [W −1] et un foncteur P : D → D [W −1] tels que :
i. Pour tout s ∈W, P (s) est un isomorphisme dans D [W −1].
ii. Si F : D → A est un foncteur tel que F (s) est inversible pour tout s ∈ W alors il existe un unique
foncteur G : D [W −1]→ A tel que G ◦ P = F .
Remarque :
Le foncteur P : D → D [W −1] est l’identité sur les objets et il envoie (f : X → Y ) à (f : X → Y, idX :
X → X).
Lemme 3.1.4. Soient f, g : X → Y deux morphismes dans D.
Les propriétés suivantes sont équivalentes :
i. P (f) = P (g).
ii. Il existe un morphisme h : Z → X avec h ∈ W tel que fh = gh.
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3.2 Localisation de catégories abéliennes
Notre objectif dans cette section est de trouver un ensemble de morphismes W d’une catégorie
abélienne D telle que la catégorie D [W −1] soit aussi abélienne. Ce problème a été résolu par Pierre
Gabriel dans sa thèse de doctorat, voir [23, 24].
Définition 3.2.1. Soit B une sous-catégorie d’une catégorie abélienne D .
B est dite une sous-catégorie épaisse si pour toute suite exacte courte
0→ A→ B → C → 0
A,C ∈ B si et seulement si B ∈ B.
Proposition 3.2.2. Soit B une sous-catégorie épaisse d’une catégorie abélienne D .
Alors, B est une sous-catégorie abélienne.
Théorème 3.2.3. Soit B une sous-catégorie épaisse d’une catégorie abélienne D . Posons W = {s ∈
D | Ker(s),Coker(s) ∈ Ob(B)} .
Alors, la catégorie D [W −1] est abélienne et le foncteur P : D → D [W −1] vérifie :
i. P (B) = 0.
ii. si il existe un foncteur de catégories abéliennes F : D → C tel que F (B) = 0, alors il existe un
unique foncteur G : D [W −1]→ C qui vérifie G ◦ P = F .
Proposition 3.2.4. Sous les même hypothèses que le théorème précèdent, soit f un morphisme dans D .
Alors,
i. P (f) est un monomorphisme ssi Ker(f) ∈ B,
ii. P (f) est un epimorphisme ssi Coker(f) ∈ B.
iii. P (f) est un isomorphisme ssi Ker(f), Coker(f) ∈ B.
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3.3 Catégories triangulées
Dans cette section on va rappeler la notion de catégorie triangulée introduite par Grothendieck et
Verdier [54]. Cette classe de catégories joue un rôle important dans la théorie des représentations, la
géométrie algébrique, la topologie algébrique et la physique mathématique.
Un foncteur de décalage [1] d’une catégorie T est un automorphisme, c-à-d, [1] ◦ [−1] = [−1] ◦ [1] = idT,
où [−1] est l’automorphisme inverse de [1].
Définition 3.3.1. Soit T une catégorie additive munie d’un foncteur de décalage [1]. Un triangle dans
D est un sextuplet (X,Y, Z, f, g, h) avec X,Y, Z ∈ Ob(D) et f : X → Y , g : Y → Z et h : Z → X[1] des
morphismes. Un morphisme de triangles (X,Y, Z, f, g, h) → (X ′, Y ′, Z ′, f ′, g′, h′) est la donnée de trois
morphismes a : X → X ′, b : Y → Y ′ et c : Z → Z ′ tels que le diagramme ci-dessous commute.
X Y Z X[1]
X ′ Y ′ Z ′ X ′[1]
f
a
g
b
h
c a[1]
f
′
g
′
h
′
Définition 3.3.2. Une catégorie additive T est dite triangulée si elle est munie d’une collection de
triangles appelés triangles distingués qui doivent vérifier les propriétés ci-dessous :
i. Tout triangle isomorphe à un triangle distingué est distingué.
ii. Le triangle (X,X, 0, id, 0, 0) est distingué.
iii. Pour tout morphisme f : X → Y il existe un triangle distingué (X,Y, Z, f, g, h).
iv. Le triangle (X,Y, Z, f, g, h) est distingué si et seulement si le triangle (Y, Z,X[1], g, h,−f [1]) est
distingué.
v. Étant donné un diagramme de cette forme
X Y Z X[1]
X ′ Y ′ Z ′ X ′[1]
f
a
g
b
h
c a[1]
f
′
g
′
h
′
où les lignes sont des triangles distingués et qui vérifie b ◦ f = f ′ ◦ a, alors il existe un morphisme
c : Z → Z ′ tel que (a, b, c) est un morphisme de triangles.
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vi. Soit X,Y, Z ∈ T et des morphismes f : X → Y , g : Y → Z et des triangles distingués
(X,Y,Q1, f, p1, d1), (X,Z,Q2, g ◦ f, p2, d2) et (Y, Z,Q3, g, p3, d3) alors il existe deux morphismes
a : Q1 → Q2 et b : Q2 → Q3 tels que :
(a) (Q1, Q2, Q3, a, b, p1[1] ◦ d3) est un triangle distingué.
(b) (idX , g, a) est un morphisme de triangles (X,Y,Q1, f, p1, d1)→ (X,Z,Q2, g ◦ f, p2, d2).
(c) (f, idZ , b) est un morphisme de triangle (X,Z,Q2, g ◦ f, p2, d2)→ (Y, Z,Q3, g, p3, d3).
Définition 3.3.3. Soient T et T
′
deux catégories triangulées. Un foncteur exact ou triangulé F : T → T′
est un foncteur avec des isomorphismes fonctoriels ξX : F (X[1])→ F (X)[1] et qui préserve les triangles
distingués, c-à-d, si (X,Y, Z, f, g, h) est un triangle distingué de T, alors (F (X), F (Y ), F (Z), F (f), F (g), ξX◦
F (h)) est un triangle distingué de T
′
.
Définition 3.3.4. Soit D une sous-catégorie additive avec un foncteur de décalage d’une catégorie
triangulée T. On dit que D est une sous-catégorie triangulée de T, si :
i. D est triangulée.
ii. Le foncteur d’inclusion est triangulé.
3.4 Localisation des catégories triangulées
Définition 3.4.1. Soit T une catégorie triangulée. Un classe localisante de morphismes W est dite
compatible avec la structure triangulée si :
i. Pour tout s ∈ W , on a s[n] ∈ W pour tout n ∈ Z.
ii. Étant donné un diagramme commutatif tel que ses lignes sont des triangles distingués et s, s
′ ∈ W ,
X Y Z X[1]
X ′ Y ′ Z ′ X ′[1]
f
s
g
s
′
h
s
′′
s[1]
f
′
g
′
h
′
Alors il existe un morphisme s′′ : Z → Z ′ de W tel que (s, s′, s′′) est un morphisme de triangles.
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Définition 3.4.2. Soit T une catégorie triangulée et W une classe localisante de morphismes qui est
compatible avec la structure triangulée. Alors il existe une catégorie triangulée T[W −1] et un foncteur
triangulé P : T → T[W −1] qui vérifie les deux propriétés suivantes :
i. P (s) est un isomorphisme pour tout s ∈ W .
ii. Si T
′
est un catégorie triangulée et F : T → T′ un foncteur triangulé, alors il existe un unique
foncteur triangulé G : T[W −1]→ T′ tel que G ◦ P = F .
Définition 3.4.3. Soit T une catégorie triangulée et T
′
une sous-catégorie triangulée.
On dit que T
′
est épaisse si X ⊕ Y est isomorphe à un objet de T′ , alors X et Y sont isomorphes à des
objets de T
′
.
Théorème 3.4.4. Soit T une catégorie triangulée et T
′
une sous-catégorie triangulée et épaisse de T.
Alors il existe une catégories triangulée T/T
′
et un foncteur triangulé P : T → T/T′ tel que P (T′) = 0,
qui sont universels pour cette propriété, c-à-d, si F : T → T est un foncteur triangulé tel que F (T′) = 0,
alors il existe un unique foncteur triangulé G : T/T
′ → T tel que G ◦ P = F .
Remarque. Dans la preuve de ce théorème la catégorie T/T
′
est exactement la catégorie T[W −1] avec
W l’ensemble des morphismes f ∈ T tel que il existe un triangle distingué (X,Y, Z, f, g, h) de T avec Z
est isomorphe à un objet de T′.
3.5 Catégories dérivées
Soit A une catégorie abélienne. Un cocomplexe X• est . . . → Xn−1 dn−1−−−→ Xn d
n
−→ Xn+1 → . . . avec
dndn−1 = 0. Un morphisme de cocomplexes f : X• → Y •, est la donnée d’une famille de morphismes
f i : Xi → Y i telle que le diagramme suivant commute
Xi
di
//
fi

Xi+1
fi+1

Y i
di // Y i+1
Notons C(A) la catégorie des cocomplexes. La catégorie d’homotopie K(A) de A est la catégorie qui
a les mêmes objets de C(A), et dont les morphismes sont les classes d’homotopie des morphismes de
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cocomplexes. Plus précisément, on dit que deux morphismes f• et g• dans C(A)(X•, Y •) sont homotopes
si il existe une famille de morphismes dans A, sn : Xn → Y n−1, avec n ∈ Z telle que fn − gn =
sn+1dn + dn−1sn pour tout n ∈ Z. Alors on pose K(A)(X•, Y •) = C(A)(X•, Y •)/R.
Définition 3.5.1. Soit A une catégorie abélienne.
i. Un complexe X• est dit borné à gauche si Xn = 0 pour tout n 0.
ii. Un complexe X• est dit borné à droite si Xn = 0 pour tout n 0.
iii. Un complexe X• est dit borné si Xn = 0 pour tout |n|  0.
On va noter K−(A), K+(A) et Kb(A) les sous-catégories de K(A) des complexes d’objets de A
bornés à droite, bornés à gauche et bornés, respectivement, voir [20] pour plus de détails.
Théorème 3.5.2. Soit A une catégorie abélienne. Alors les catégories K−(A), K+(A) Kb(A) et K(A)
sont triangulées.
La cohomologie d’un complexe X• est la suite (Hn(X•))n∈Z, avec Hn(X•) = Kerdn/Imdn−1 le
n-ème groupe de cohomologie de X•. Le complexe X• est dit acyclique si Hi(X•) = 0 pour i ∈ Z.
Notons par Ac(A) la sous-catégorie triangulée et épaisse des complexes acycliques de K(A).
Définition 3.5.3. Soit A une catégorie abélienne. Alors les catégories dérivées de A sont par définition :
D∗(A) := K∗(A)/Ac∗(A) avec ∗ ∈ {−,+, b, ∅}.
Définition 3.5.4. Soit A une catégorie abélienne. On dit que A a suffisamment d’objets projectifs, si
pour tout objet X ∈ A, il existe un objet P ∈ projA et un épimorphisme P → X.
On dit que A a suffisamment d’objets injectifs, si pour tout objet Y ∈ A, il existe un objet I ∈ injA et
un monomorphisme Y → I.
La cohomologie d’un complexe X• est dite bornée ou X• est dit à cohomologie bornée, si Hn(X•) =
Kerdn/Imdn−1 = 0 sauf pour un nombre fini de n ∈ Z.
Théorème 3.5.5. Supposons que A est une catégorie abélienne avec suffisamment d’objets projectifs et
d’objets injectifs. Alors Db(A) est équivalente à K−,b(projA) et à K+,b(injA). où K−,b(projA) est la
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catégorie d’homotopie des complexes bornés à droite avec cohomologie bornée et K+,b(injA) la catégorie
d’homotopie des complexes bornés à gauche avec cohomologie bornée.
Supposons que A est une catégorie abélienne et héréditaire. Alors il est bien connu que tout com-
plexe dans Db(A) est isomorphe à la somme directe finie de ses groupes de cohomologie, c-à-d, X ∼=
⊕iHi(X)[−i], voir [35]. Soient A une catégorie abélienne et B une sous-catégorie abélienne et épaisse de
A. On va définir une nouvelle sous-catégorie pleine épaisse trianguléeDbB(A) deD
b(A) par Ob(DbB(A)) =
{X ∈ Ob(Db(A)) | Hn(X) est un objet de B pour tout n}. On va utiliser cette catégorie dans la preuve
du théorème 7.2.1. Maintenant, on est prêt à introduire le joueur principal de cette partie.
3.6 Catégories singulières
La catégorie singulière a été introduite par Buchweitz [15] pour étudier les singularités de certaines va-
riétés algébriques et les modules de Cohen-Macaulay maximaux. Indépendamment, Orlov [46] a découvert
des liens entre cette catégorie et la physique théorique et il a prouvé un résultat très intéressant en géomé-
trie algébrique. Ces dernières années beaucoup d’efforts ont été déployés pour étudier la catégorie singu-
lière bornée de certaines algèbres des carquois liés, voir par exemple [3, 13, 15, 17, 18, 46, 50, 52, 53, 56].
Définition 3.6.1. Soit A une catégorie abélienne avec suffisamment d’objets projectifs et d’objets
injectifs. Alors les catégories singulières de A sont par définition les quotients de Verdier
Dbsg(A) := D
−,b
sg (projA) := K
−,b(projA)/Kb(projA) et D+,bsg (injA) := K
+,b(injA)/Kb(injA)
.
Le théorème suivant nous montre qu’il suffit d’étudier la catégorie singulière bornée d’une algèbre de
radical carré nul pour comprendre la catégorie singulière bornée d’une algèbre monomiale quadratique
[13, 18].
Théorème 3.6.2. [18] Soit A une algèbre monomiale quadratique. Alors il existe une algèbre B dont le
radical carré est nul, telle que Dbsg(mod
bB) ∼= Dbsg(mod
bA).
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CHAPITRE 4
Complexes doubles et extensions des
foncteurs
Dans ce qui suit, tous les foncteurs entre les catégories linéaires sont additifs, et les morphismes
sont composés de droite à gauche. Une catégorie abélienne est dite concrète si ses objets admettent des
structures de groupes abéliens et les compositions des morphismes sont compatibles avec les structures
de groupes abéliens.
L’objectif de cette section est de fournir les outils nécessaires qui nous serviront dans le Chapitre 5. On
commencera avec une sorte de théorie homotopique des complexes doubles sur une catégorie abélienne
concrète. En particulier, on généralisera le lemme d’assemblage acyclique ; voir, par exemple, [55]. Cela
garantira l’acyclicité du complexe total d’un complexe double de grande dimension. Deuxièmement, nous
formaliserons une méthode d’extension d’un foncteur d’une catégorie additive à la catégorie des com-
plexes d’une autre catégorie additive à sa catégorie des complexes. Cette méthode a été déjà utilisée
dans diverses circonstances spéciales ; voir, par exemple, [7, 10, 33, 49].
Soit A une catégorie abélienne concrète avec des sommes directes dénombrables. On note C(A), K(A) et
D(A) la catégorie des complexes, la catégorie homotopique et la catégorie dérivée de A, respectivement.
On regardera A comme une sous-catégorie pleine de C(A), en identifiant un objet X au complexe X[0]
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concentré en degré zéro. Étant donné un complexe (X., d.X) dans C(A), on notera X.[1] son décalage et
Hn(X.) son n-ème groupe de cohomologie. On dira que X. est acyclique si Hn(X.) = 0 pour tout n ∈ Z.
De plus, le complexe de torsion t(X.) de X. est un complexe dont sa n-composante est Xn et sa n-ème
différentielle est −dnX ; voir [7, Section 4]. Évidemment, t(X.) ∼= X.. Finalement, le cône d’un morphisme
f. : X.→ Y. dans C(A) sera noté Cf..
Nous allons maintenant étudier les doubles complexes. D’abords, définissons c’est quoi un complexe
double. Soit A une catégorie abélienne. Un complexe double dans A est la donnée d’un triplet (
(Mp,q, vp,q, hp,q)p,q∈Z, où chaque Mp,q est un objet dans A et hp,q : Mp,q → Mp+1,q et vp,q : Mp,q →
Mp,q+1 sont des morphismes dans A tels que
(1) hp+1,q ◦ hp,q = 0,
(2) vp,q+1 ◦ vp,q = 0,
(3) hp,q+1 ◦ vp,q = vp+1,q ◦ hp,q,
pour tous p, q ∈ Z.
Soit (M.., v..
M
, h..
M
) un complexe double sur A. Soient i, j ∈ Z, la i-ème colonne de M.. est le complexe
(M i,., vi,.
M
), et la j-ème ligne est le complexe (M.,j , h.,j
M
). On définit le décalage horizontal deM.. comme
étant le complexe double (X.., v..
X
, h..
X
) tel que Xi,j = M i+1,j , et vi,j
X
= −vi+1,j
M
et hi,j
X
= −hi+1,j
M
. Dans
la suite, nous écrirons M..[1] pour le décalage horizontal de M... un morphisme f.. : M.. → N.. de
complexes doubles sur A se compose des morphismes f i,j : M i,j → N i,j , avec i, j ∈ Z, in A tels que le
diagramme
N i,j+1
M i,j+1
fi,j+1
88
N i,j
hi,j
N //
vi,j
N
OO
N i+1,j
M i,j
vi,j
M
OO
fi,j 88
hi,j
M // M i+1,j
fi+1,j
88
commute, pour tous i, j ∈ Z ; ou d’une manière équivalente, f i,. : M i,.→ N i,. et f.,j : M.,j → N.,j sont
des morphismes de complexes, pour tous i, j ∈ Z. Nous dirons que f.. est homotope horizontalement à
zéro si il existe ui,j : M i,j → N i−1,j tel que ui+1,jhi,j
M
+ hi−1,j
N
ui,j = f i,j et vi−1,j
N
ui,j + ui,j+1vi,j
M
= 0,
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pour tous i, j ∈ Z. Les complexes doubles sur A forment une catégorie abélienne DC(A).
Rappelons que le complexe total T(M..) de M.. est un complexe sur A défini T(M..)n = ⊕i∈ZM i,n−i et
dnT(M..) = (dnT(M..)(j, i))(j,i)∈Z×Z : ⊕i∈ZM i,n−i → ⊕j∈ZM j,n+1−j ,
où dnT(M..)(j, i) : M i,n−i →M j,n+1−j est donné par
dnT(M..)(j, i) =

vi,n−i
M
, j = i;
hi,n−i
M
, j = i+ 1;
0, j 6= i, i+ 1.
Proposition 4.0.1. Soit A une catégorie abélienne concrète avec des sommes directes dénombrables. Il
existe un foncteur T : DC(A)→ C(A) tel que,
(1) Si M..∈ DC(A), alors T(M..[1]) = T(M..)[1];
(2) Si f.. : M..→ N.. est homotope horizontalement à zéro, alors T(f..) est homotope à zéro.
Démonstration. Soit f.. : M..→ N.. un morphisme dans DC(A). Pour un entier n, on pose
T(f..)n = (T (f..)n(j, i))(j,i)∈Z×Z : ⊕i∈ZM i,n−i → ⊕j∈ZN j,n−j ,
où T(f..)n(i, i) = f i,n−i et T(f..)n(j, i) = 0 dans le cas où j 6= i, ou d’une manière équivalente, T(f..)n =
⊕i∈Z f i,n−i. Il est facile de voir que T(f..)n+1 ◦ dnT(M..) = dnT(N..) ◦ T(f..)n. Cela donne un morphisme
T(f..) = (T(f..)n)n∈Z : T(M..) → T(N..) dans C(A). c-à-d, T est en effet un foncteur. Maintenant (1)
est clair.
Supposons que f.. est homotope horizontalement à zéro. Soit ui,j : M i,j → N i−1,j tel que f i,j =
ui+1,j ◦hi,j
M
+hi−1,j
N
◦ui,j et vi−1,j
N
ui,j+ui,j+1vi,j
M
= 0, pour tous i, j ∈ Z. Fixons hn = (hn(j, i))(j,i)∈Z×Z :
⊕i∈ZM i,n−i → ⊕j∈ZN j,n−j , où hn(i − 1, i) = ui,n−i : M i,n−i → N i−1,n−i et hn(j, i) = 0 dans le cas
j 6= i− 1. Soient n, i, j ∈ Z, on obtient∑
p∈Z h
n+1(j, p) ◦ dnT(M..)(p, i) = hn+1(j, j + 1) ◦ dnT(M..)(j + 1, i)
=

ui+1,n−i ◦ hi,n−i
M
, j = i;
ui,n+1−i ◦ vi,n−i
M
, j = i− 1;
0, j 6= i, i− 1,
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et ∑
q∈Z d
n−1
T(N..)(j, q) ◦ hn(q, i) = dn−1T(N..)(j, i− 1) ◦ hn(i− 1, i)
=

hi−1,n−i
N
◦ ui,n−i, j = i;
vi−1,n−i
N
◦ ui,n−i, j = i− 1;
0, j 6= i, i− 1,
On en déduit que T(f..)n = hn+1 ◦ dnT(M..) + dn−1T(N..) ◦ hn. c-à-d, T(f..) est homotope à zéro.
Nous étudierons quand le complexe total d’un complexe double est acyclique. Soit M.. un complexe
sur A. Pour n ∈ Z, la n-diagonale deM.. est l’ensemble des objetsM i,n−i avec i ∈ Z. Nous dirons queM..
is n-diagonalement borné (respectivement, borné supérieurement, borné inférieurement) si M i,n−i = 0
pour tout entier i, sauf au plus un nombre fini (pour presque tout entier i positif, pour presque tout
entier i négatif, respectivement). De plus, M.. est appelé diagonalement borné (borné supérieurement,
borné inférieurement, respectivement) si il est n-diagonalement borné (borné supérieurement, borné
inférieurement, respectivement) pour tout n ∈ Z.
Lemme 4.0.2. Soit A une catégorie abélienne concrète avec des sommes directes dénombrables, et soit
M..∈ DC(A). Si n ∈ Z, alors Hn(T(M..)) = 0 dans le cas où
(1) M.. est n-diagonalement borné inférieurement avec Hn−j(M.,j) = 0 pour tout j ∈ Z; ou
(2) M.. is n-diagonalement borné supérieurement avec Hn−i(M i,.) = 0 pour tout i ∈ Z.
Démonstration. Il suffit de prouver (1). Soit un entier n. En particulier, il existe un entier t < 0 tel que
M i,n−i = 0 pour tout i < t. Soit v.. la différentielle verticale, et h.. la différentielle horizontale, de M...
Notons (X., d.) pour le complexe total M... Considérons un élément c = (ci,n−i)i∈Z ∈ Ker(dn). Alors,
vi,n−i(ci,n−i) + h
i−1,n−i+1(ci−1,n−i+1) = 0, pour tout i ∈ Z. Puisque c admet au plus un nombre fini de
termes non nuls , on peut supposer que ci,n−i = 0 pour tout i > 0. Alors, h0,n(c0,n) = −v1,n−1(c1,n−1) =
0. Puisque H0(M.,n) = 0, il existe un x−1,n ∈M−1,n tel que c0,n = h−1,n(x−1,n). Cela donne
h−1,n+1(c−1,n+1 − v−1,n(x−1,n)) = h−1,n+1(c−1,n+1) + v0,n(c0,n) = 0.
Puisque H−1(M.,n+1) = 0, on voit que c−1,n+1 − v−1,n(x−1,n) = h−2,n+1(x−2,n+1), avec x−2,n+1 ∈
M−2,n+1. En continuant ce processus, nous trouvons x−i,n−1+i ∈M i,n−1−i tel que ci,n−i = vi,n−1−i(xi,n−1−i)+
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hi−1,n−i(xi−1,n−i), pour i = −1, . . . , t. PuisqueM t−1,n−t = 0, on voit que ht,n−1−t(xt,n−1−t) = 0. Posons
x = (xi,n−1−i)i∈Z, où xi,n−1−i = 0 for i ≥ 0 ou i < t, on obtient c = dn−1(x). D’où le résultat.
Comme conséquence immédiate du Lemme 4.0.2, on obtient une généralisation du lemme d’assem-
blement acyclique. [55, (2.7.1)].
Corollaire 4.0.3. Soit A une catégorie abélienne concrète avec des sommes directes dénombrables. Si
M.. ∈ DC(A), alors T(M..) est acyclique dans le cas M.. est diagonalement borné inférieurement avec
des lignes acycliques ou diagonalement borné supérieurement avec des colonnes acycliques.
Étant donné un morphisme de complexes doubles f.. : M..→ N.., nous définirons un cône horizontal
Hf.. et un cône vertical Vf... En effet, Hf.. est le complexe double (H.., v.., h..) défini par Hi,j = M i+1,j⊕
N i,j et
vi,j =
(
−vi+1,j
M
0
0 vi,j
N
)
, hi,j =
( −hi+1,j
M
0
f i+1,j hi,j
N
)
,
qui peut être visualisé comme suit :
...
...
· · · // M i+1,j+1 ⊕N i,j+1
OO −hi+1,j+1M 0
f i+1,j+1 hi,j+1
N

// M i+2,j+1 ⊕N i+1,j+1
OO
// · · ·
· · · // M i+1,j ⊕N i,j
−hi+1,jM 0
f i+1,j hi,j
N

//
−vi+1,jM 0
0 vi,j
N

OO
M i+2,j ⊕N i+1,j
−vi+2,jM 0
0 vi+1,j
N

OO
// · · ·
...
OO
...
OO
De manière similaire, on peut définir le cône vertical Vf.. of f... L’observation suivante sera utile.
Lemme 4.0.4. Soit A une catégorie abélienne avec des sommes directes dénombrales, et soit f.. : M..→
N.. un morphisme dans DC(A).
(1) Si f i,. : M i,.→ N i,. est un quasi-isomorphisme pour un i ∈ Z, alors la i-ème colonne de Vf.. est
acyclique.
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(2) Si f.,j : M.,j → N.,j est un quasi-isomorphisme pour un j ∈ Z, alors la j-ème ligne de Hf.. est
acyclique.
Démonstration. D’après la définition, on voit que la i-ème colonne de Vf.. est le cône Cfi,. de f i,. :
M i,.→ N i,., tandis que la j-ème ligne de Hf.. est le cône Cf.,j de f.,j : M.,j → N.,j .
Les résultats suivants indiquent que T : DC(A) → C(A) envoie des cônes verticaux et des cônes
horizontaux sur des cônes.
Lemme 4.0.5. Soi A une catégorie abélienne avec des sommes directes dénombrables. Si f.. : M..→ N..
in DC(A), alors T(Hf..) = CT(f..) = T(Vf..).
Soit f.. : M..→ N.. un morphisme dans DC(A). Soit n ∈ Z, on obtient T(Hf..)n = ⊕i∈Z(M i+1,n−i⊕
N i,n−i) et dnT(Hf..) = (dnT(Hf..)(j, i))(j,i)∈Z×Z, où dnT(Hf..)(j, i) : M i+1,n−i ⊕ N i,n−i → M j+1,n+1−j ⊕
N j,n+1−j est défini par
dnT(Hf..)(j, i) =

(
−vi+1,n−i
M
0
0 vi,n−i
N
)
, j = i;
(
−hi+1,n−i
M
0
f i+1,n−i hi,n−i
N
)
, j = i+ 1;
0, j 6= i, i+ 1.
D’autre part, T(f..) : T(M..)→ T(N..) est un morphisme dans C(A), dont le cône CT(f..) est défini par
CnT(f..) = T(M..)n+1 ⊕ T(N..)n = ⊕i∈Z(M i+1,n−i ⊕N i,n−i) = T(Hf..)n,
et
dnCT(f..) =
(
−dn+1T(M..) 0
T(f..)n+1 dnT(N..)
)
= (dn
CT(f..)(j, i))(j,i)∈Z×Z,
où dn
CT(f..)(j, i) : M
i+1,n−i ⊕N i,n−i →M j+1,n+1−j ⊕N j,n+1−j est défini par
(
−dn+1(M..)(j, i) 0
T(f..)n+1(j, i) dnT(N..)(j, i)
)
=

(
−vi+1,n−i
M
0
0 vi,n−i
N
)
, j = i;(
−hi+1,n−i
M
0
f i+1,n−i hi,n−i
N
)
, j = i+ 1;
0, j 6= i, i+ 1.
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Ainsi, dn
CT(f..)(j, i) = d
n
T(Hf..)(j, i), for i, j ∈ Z. Ceci établit la première partie du lemme et la deuxième
partie peut être montrée de la même manière.
Soient A,B deux catégories abéliennes concrètes avec les sommes directes dénombrables. Considérons
un foncteur F : A → C(B) : M → F(M).; f 7→ F(f).. Nous l’étendrons aux complexes sur A. Soit
M. ∈ C(A), appliquons F à chacune de ses composantes on obtient un complexe double F(M.). sur B
comme suit :
...
...
· · · // F(M i)j+1
OO
F(diM )
j+1
// F(M i+1)j+1
OO
// · · ·
· · · // F(M i)j
F(diM )
j
//
(−1)idj
F(Mi)
OO
F(M i+1)j
(−1)i+1dj
F(Mi+1)
OO
// · · ·
...
OO
...
OO
La i-ème colonne de F(M.). est ti(F(M i).), le i-ème complexe de torsion de F(M i).. Soit un morphisme
f. : M.→ N. in C(A), le diagramme
F(N i)j+1
F(M i)j+1
F(fi)j+1 77
F(N i)j
F(diN )
j
//
(−1)idj
F(Ni)
OO
F(N i+1)j ,
F(M i)j .
(−1)idj
F(Mi)
OO
F(fi)j 77
F(diM )
j
// F(M i+1)j
F(fi+1)
j
77
est commutatif, pour tout i, j ∈ Z. Donc, F(f i)j avec i, j ∈ Z induit un morphisme F(f.). : F(M.).→
F(N.). in DC(B).
Proposition 4.0.6. Soient A,B des catégories abéliennes concrètes avec des sommes directes dénom`
brables. un foncteur F : A→ C(B) induit un foncteur
FDC : C(A)→ DC(B) : M. 7→ F(M.).; f. 7→ F(f.)..
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(1) Si M. est un objet dans C(A), alors FDC(M.[1]) = FDC(M.)[1].
(2) Si f. est un morphisme dans C(A), alors FDC(Cf.) = HFDC(f.) et FDC(f.) est horizontalement
homotope à zéro chaque fois que f. est homotope à zéro.
Démonstration. Soit F : A→ C(B) Un foncteur. (1) est évident. Soit f. : M.→ N. un morphisme dans
C(A). Notons (C., d.
C
) son cône. Pour tout n ∈ Z, on obtient F(Cn). = F(Mn+1).⊕ F(Nn). avec
d.F(Cn) =
(
d.F(Mn+1) 0
0 d.(Nn)
)
; F(dn
C
). =
(
−F(dn+1
M
). 0
F(fn+1). F(dn
N
).
)
.
Écrivons (H.., v..
H
, h..
H
) pour le cône horizontal de FDC(f.) : FDC(M.) → FDC(N.), où FDC(M.) =
F (M.).. Soient i, j ∈ Z, par définition, on obtient
Hi,j = F(M i+1)j ⊕ F(N i)j = F(Ci)j = FDC(C.)i,j
avec
hi,j
H
=
(
−F(dMi+1)j 0
F(f i+1)j F(dNi)
j
)
= F(diC)
j = hi,j
FDC (C.)
and
vi,j
H
=
(−1)idjF(Mi+1) 0
0 (−1)idjF(Ni)
 = (−1)idjF(Ci) = vi,jFDC (C.) .
c-à-d, C. = H.. Supposons que f. est homotope à zéro. Soit ui : M i → N i−1 un morphisme tel que
f i = ui+1 ◦di
M
+di−1
N
◦ui, pour tout i ∈ Z. En particulier, F(f i)j = F(ui+1)j ◦F(di
M
)j +F(di−1
N
)j ◦F(ui)j ,
pour out j ∈ Z. De plus, puisque F(ui). : F(M i)→ F(N i−1). est un morphisme de complexe, on obtient
(−1)iF(ui)j+1 ◦ djF(Mi) + (−1)
idjF(Ni−1) ◦ F(u
i)j = 0,
pour tout j ∈ Z. Considérons F (ui)j : F(M i)j → F(N i−1)j avec i, j ∈ Z, on voit que FDC(f.) est
horizontalement homotope à zéro.
Le résultat suivant découle immédiatement des propositions 4.0.1 et 4.0.6, qui est une version générale
du Lemme 3.7 indiquée dans [7].
Proposition 4.0.7. Soient A,B deux catégories abéliennes concrètes avec des sommes directes dénom`
brables. Un foncteur F : A→ C(B) s’étend à un foncteur FC = T ◦ FDC : C(A)→ C(B).
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(1) Si M est un objet dans A, alors FC(M) = F(M)..
(2) Si M. est un complexe dans C(A), alors FC(M.[1]) = FC(M.)[1].
(3) Si f. est un morphisme dans C(A), alors FC(Cf.) = CFC(f.) et FC(f.) is homotope à zéro chaque
fois que f. est homotope à zéro.
Lemme 4.0.8. Soient A,B,C des catégories abéliennes concrètes avec des sommes directes dénom`
brables. Si F : A→ C(B) et G : B→ C(C) sont des foncteurs, alors (GC ◦ F)C = GC ◦ FC .
Démonstration. Soient F : A→ C(B) et G : B→ C(C) deux fonteurs. Fixons un complexe M. ∈ C(A).
Étant donné un entier n, on obtient (GC ◦ F)C(M.)n = ⊕i∈Z GC(F(M i).)n−i
anddn(GC◦F)C(M.) = (dn(GC◦F)C(M.)(j, i))(j,i)∈Z2 , où
dn(GC◦F)C(M.)(j, i) : GC(F(M i).)n−i → GC(F(M j).)n+1−j
est donnée par
dn(GC◦F)C(M.)(j, i) =

(−1)idn−i
GC(F(Mi).), j = i;
GC(F(diM )
.)n−i, j = i+ 1
0, j 6= i, i+ 1.
De plus, par définition, on obtient le diagramme
GC(F(M i).)n−i GC(F(M i+1).)n−i
⊕p∈ZG(F(M i)p)n−i−p ⊕q∈ZG(F(M i+1)q)n−i−q,
GC(F(diM )
.)n−i
(GC(F(diM )
.)n−i(q,p))
(q,p)∈Z2
où
GC(F(diM )
.)n−i(q, p) =
{
G(F(diM )
p)n−i−p, q = p;
0, q 6= p,
et un diagramme
GC(F(M i).)n−i GC(F(M i).)n+1−i
⊕p∈ZG(F(M i)p)n−i−p ⊕q∈ZG(F(M i+1)q)n−i−q,
dn−i
GC(F(Mi).)
(dn−i
GC(F(Mi).)(q,p))(q,p)∈Z2
où
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dn−i
GC(F(Mi).)(q, p) =

(−1)pdn−i−pG(F(Mi)p), q = p;
G(dpF(Mi))
n−i−p, q = p+ 1;
0, q 6= p, p+ 1.
De plus, (GC ◦ F)C(M.) est le complexe décrit par le diagramme
(GC ◦ F)C(M.)n (GC ◦ F)C(M.)n+1
⊕(i,p)∈Z2G(F(M i)p)n−i−p ⊕(j,q)∈Z2 G(F(M j)q)n+1−j−q,
dn
(GC◦F)C(M.)
(dn
(GC◦F)C(M.)(j,q;i,p))(j,q;i,p)∈Z4
où
dn(GC◦F)C(M.)(j, q; i, p) =

(−1)i+pdn−i−pG(F(Mi)p), j = i; q = p;
(−1)iG(dpF(Mi))
n−i−p, j = i; q = p+ 1;
G(F(diM )
p)n−i−p j = i+ 1, q = p;
0, sinon.
Étant donné n, on obtientGC(FC(M.))n = ⊕s∈ZG(FC(M.)s)n−s et dnGC(FC(M.)) = (dnGC(FC(M.))(t, s))(t,s)∈Z2 ,
où
dnGC(FC(M.))(t, s) : G(FC(M.)s)n−s → G(FC(M.)t)n+1−t
est donnée par
dnGC(FC(M.))(t, s) =

(−1)sdn−s
G(FC(M.)s), t = s;
G(dsFC(M.))n−s, t = s+ 1;
0, t 6= s, s+ 1.
En outre, par définition, on obtient un diagramme
G(FC(M.)s)n−s G(FC(M.)s)n−s+1
⊕i∈Z G(F(M i)s−i)n−s ⊕j∈ZG(F(M j)s−j)n−s+1,
dn−s
G(FC (M.)s)
(dn−s
G(FC (M.)s)(j,i))(j,i)∈Z×Z
où
dn−s
G(FC(M.)s)(j, i) =
{
dn−sG(F(Mi)s−i), j = i;
0, j 6= i
et un diagramme
G(FC(M.)s)n−s G(FC(M.)s+1)n−s
⊕i∈Z G(F(M i)s−i)n−s ⊕j∈ZG(F(M j)s+1−j)n−s,
G(ds
FC (M.))n−s
(G(ds
FC (M.))n−s(j,i))(j,i)∈Z×Z
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où
G(dsFC(M.))n−s(j, i) =

(−1)iG(ds−iF(Mi))
n−s, j = i;
G(F(diM )
s−i)n−s, j = i+ 1;
0, j 6= i, i+ 1.
Donc, GC(FC(M.)) est un complexe décrit par le diagramme
GC(FC(M.))n GC(FC(M.))n+1
⊕(i,s)∈Z2 G(F(M i)s−i)n−s ⊕(j,t)∈Z2 G(F(M j)t−j)n+1−t
dn
GC(FC(M.))
(dn
GC(FC(M.))(j,t;i,s))(j,t;i,s)∈Z4
où
dnGC(FC(M.))(j, t; i, s) =

(−1)sdn−sG(F(Mi)s−i), t = s, j = i;
(−1)iG(ds−iF(Mi))
n−s, t = s+ 1, j = i;
G(F(diM )
s−i)n−s, t = s+ 1, j = i+ 1;
0, otherwise.
Posons p = s− i and q = t− j, on voit que GC(FC(M.)) est aussi décrit par
GC(FC(M.))n GC(FC(M.))n+1
⊕(i,p)∈Z2G(F(M i)p)n−i−p ⊕(j,q)∈Z2 G(F(M j)q)n+1−j−q
dn
GC(FC(M.))
(dn(j,q;i,p))(j,q;i,p)∈Z4
où
dn(j, q; i, p) = dnGC(FC(M.))(j, q + j; i, p+ i)
=

(−1)p+idn−i−pG(F(Mi)p), q = p, j = i;
(−1)iG(ds−iF(Mi))
n−i−p, q = p+ 1, j = i;
G(F(diM )
p)n−i−p, q = p, j = i+ 1;
0, sinon.
Donc, on conclut que (GC ◦ F)C(M.) = (GC ◦ FC)(M.), pour tout M. ∈ C(A). De même, on prouve
que (GC ◦ F)C(f.) = (GC ◦ FC)(f.), pour tout morphisme f. : M.→ N. in C(A).
Pour conclure cette section, nous étudierons comment étendre les morphismes fonctoriels.
Lemme 4.0.9. Soient F,G : A → C(B) deux foncteurs, où A,B des catégories abéliennes avec des
sommes directes dénombrables. Un morphisme fonctoriel η : F → G induit des morphismes fonctoriels
ηDC : FDC → GDC and ηC : FC → GC .
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Démonstration. Soit η = (η.
M
)M∈A : F → G un morphisme fonctoriel. Soit un complexe M. ∈ C(A).
Soient i, j ∈ Z, puisque η.
M
: F(M)→ G(M) est naturel dans M , on obtient un diagramme commutatif
G(M i)j+1
F(M i)j+1
ηj+1
Mi 66
G(M i)j
G(diM )
j
//
(−1)idj
G(Mi)
OO
G(M i+1)j .
F(M i)j
(−1)idj
F(Mi)
OO
ηj
Mi 66
F(diM )
j
// F(M i+1)j
ηj
Mi+1
66
Notons ηi,j
M. = ηjMi , on obtient un morphisme η..M. : FDC(M.) → GDC(M.) in DC(B), et un morphisme
η.
M. = T(η..M.) : FC(M.) → GC(M.) in C(B). Considérons un morphisme f. : M.→ N. in C(A). Soient
i, j ∈ Z, on obtient un diagramme commutatif
F(M i)j
ηj
Mi //
F(fi)j

G(M i)j
G(fi)j

F(N i)j
ηj
Ni // G(N i)j .
Donc,GDC(f.)◦η..
M. = η..N.◦FDC(f.). Appliquons T : DC(B)→ C(B) on a queGC(f.)◦η.M. = η.N.◦FC(f.).
Donc on obtient un morphisme fonctoriel ηDC = (η..
M.)M.∈C(A) : FDC → GDC et un morphisme fonctoriel
ηC = (η.
M.)M.∈C(A) : FC → GC .
En général, l’extension d’un quasi-isomorphisme fonctoriel n’est pas nécessairement un quasi-isomorphisme
fonctoriel. Le lemme suivant donne quelques conditions suffisantes pour que ce soit le cas.
Lemme 4.0.10. Soient F,G : A → C(B) deux foncteurs, où A,B sont des catégories abéliennes avec
des sommes directes dénombrables . Soit η : F→ G un morphisme fonctoriel qui induit des morphismes
fonctoriels ηDC : FDC → GDC et ηC : FC → GC. Supposons que F(M.). et G(M.). sont diagonalement
bornés supérieurements pour un M. ∈ C(A). Si η.
Mi
est un quasi-isomorphisme pour tout i ∈ Z, alors
ηC
M. est un quasi-isomorphisme.
Démonstration. Notons η = (η.
M
)M∈A, où η.M : F(M). → G(M). est un morphisme dans C(B). Par
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définition, ηDC = (η..
M.)M.∈C(A), où η..M. : F(M.). → G(M.). est défini tel que ηi,jM. = ηjMi : F(M i)j →
G(M i)j . De plus, ηC = (η.
M.)M.∈C(A), où η.M. = T(η..M.) : T(F(M.).)→ T(G(M.).).
Puisque F(M.). et G(M.). sont diagonalement bornés supérieurements, le cone vertical Vη..M. de η..M. est
diagonalement borné supérieurement. Supposons que η.
Mi
: F(M i).→ G(M i). est un quasi-isomorphisme,
pour tout i ∈ Z. Alors ηi,. : ti(F(M i).→ ti(G(M i).), c-à-d le morphisme de la i-ème colonne de F(M.). à la
i-ème colonne de G(M.)., est un quasi-isomorphisme, pour tout i ∈ Z. Par le lemme 4.0.4(1), les colonnes
de Vη..M. sont exactes, et par le corollaire 4.0.3, T(Vη..M.) est acyclique. Puisque Cη.M. = CT(η..M.) = T(Vη..M.) ;
voir (4.0.5), on voit que Cη.M. est acyclique. Donc, ηCM. = η.M. est un quasi-isomorphisme.
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CHAPITRE 5
Dualité de Koszul
5.1 Théorème de Beilinson-Ginzburg-Soegel
Dans cette section, nous expliquerons rapidement la théorie que Beilinson, Ginzburg et Soegel, ont
utilisé pour que le lecteur soit plus à l’aise, et pour comprendre la différence entre nos résultats [12] et
leurs résultats [10].
La notion d’algèbre de Koszul a été introduite par S. Priddy [48].
Définition 5.1.1. Soit A une algèbre positivement graduée.
On dit que A est une algèbre de Koszul, si les propriétés suivantes sont vérifiées :
i. A0 est semisimple.
ii. A0 admet une résolution graduée linéaire, c-à-d une résolution de la forme :
... → P 1 → P 0 → A0 → 0 tels que P i = A(P i)i ( le projectif P i est engendré en degré i).
Définition 5.1.2. Soit A une algèbre positivement graduée. On dit que A est quadratique si :
i. A0 est semisimple
ii. A est engendré par A1 sur A0 tel que les relations de A sont en degré 2.
Théorème 5.1.3. Une algèbre de Koszul est quadratique.
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Soit A une algèbre quadratique.
Le complexe de Koszul noté K• est défini par ses composantes Ki = A⊗A0 K̃(i) où K̃((i)) = ∩jA
⊗j
1 ⊗
(R)⊗A⊗i−j−21 ⊂ A
⊗i
1 et R l’ensemble des relations de degré 2 de A. Les différentielles sont les restrictions
des différentielles A⊗i+11 → A
⊗i
1 , données par a0 ⊗ ...⊗ ai → a0a1 ⊗ a2 ⊗ ...⊗ ai.
Théorème 5.1.4. Soit A une algèbre quadratique. Alors A est de Koszul si et seulement si le complexe
de Koszul est une résolution de A0.
Supposons maintenant que A est localement de type finie à gauche (localement de type finie à droite,
respectivement), c-à-d, les Ai sont des A0-modules à gauche de type fini ( ou des A0-modules à droite de
type fini, respectivement). Dans ce cas on peut définir le dual quadratique de A comme étant l’algèbre
A! = TA0(A
∗
1)/(R
⊥), où R⊥ = {f ∈ A∗2/f(R) = 0}.
Définition 5.1.5. Soit A = ⊕j≥0Aj une algèbre positivement graduée.
Notons C(GmodA) la catégorie d’homotopie des complexes des modules gradués sur A. Notons C↓(GmodA)
la sous-catégorie de C(GmodA) des complexes M vérifient une condition :
M ij = 0 si i << 0 ou i+j >> 0 et C↑(GmodA) la sous-catégorie des complexes tels queM ij = 0 si i >> 0
ou i+ j << 0. Alors D↓(GmodA) et D↑(GmodA) sont les localisations par les quasi-isomorphismes de
C↓(GmodA) et C↑(GmodA), respectivement.
Le théorème principal dans [10] est le suivant :
Théorème 5.1.6. Soit A une algèbre de Koszul finie à gauche. Alors il existe une équivalence de
catégories triangulées D↓(GmodA) ∼= D↑(GmodA!).
Sous certaines conditions, on peut obtenir une équivalence au niveau des catégories dérivées bornées.
Théorème 5.1.7. Soit A une algèbre de Koszul. Supposons que A est un bimodule de type fini sur A0,
et que Ai = 0 pour i >> 0. Supposons de plus que A! est noethérien à gauche. Alors la dualité de Koszul
induit une équivalence de catégories triangulées Db(GmodA) ∼= Db(GmodA!).
Une belle application de ce dernier théorème en théorie des représentations des algèbres de dimension
finie est la suivante :
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Théorème 5.1.8. Soit A une algèbre graduée de dimension finie et de dimension globale finie. Alors
on a une équivalence de catégories triangulées Db(GmodA) ∼= Db(GmodA!).
Voir notre version de ce dernier théorème [12].
Plusieurs généralisations ont été effectués de la dualité de Koszul, notamment les travaux de G.Floystad
[22] sur des algèbres graduées différentielles et de Mazorchuk-Ovsienko-Stroppel [44] sur des catégories
positivement graduées.
Maintenant une question naturelle se pose. Est-il possible de prouver la dualité de Koszul pour les
catégories des modules non-graduées ?
Dans ce qui suit, Bouhada-Huang-Liu ont prouvé la dualité de Koszul pour les catégories des modules
sur des catégories localement bornées de Koszul, dont le carquois est graduable et localement fini.
5.2 Algèbre de Koszul et complexe de Koszul
L’objectif de cette section est de présenter un compte-rendu combinatoire de la théorie de Koszul
pour les algèbres quadratiques définies par un carquois localement fini et pour tous les modules ( pas
seulement ceux qui sont gradués). Bien que nos principaux résultats soient similaires à ceux de [10],
nous adopterons une approche élémentaire avec un point de vue local et fournirons des arguments plus
détaillés. En effet, en localisant le complexe de Koszul indiqué dans [10], on obtient un complexe local de
Koszul associé à chaque module simple S, qui contient toujours une 2-résolution projective de S, et c’est
une résolution projective si et seulement si S admet une résolution projective linéaire. En utilisant une
interprétation alternative d’un complexe local de Koszul, nous montrerons qu’une algèbre quadratique
est de Koszul si et seulement si son dual quadratique est de Koszul. Dans le cas localement de dimension
finie, nous montrerons qu’une algèbre quadratique est de Koszul si et seulement si chaque module simple
a une co-résolution linéaire injective, ou d’une manière équivalente, l’algèbre opposée est de Koszul.
Tout au long de cette section, nous notons Λ = kQ/R, où Q est un carquois localement fini et R un est
idéal quadratique dans kQ. Nous commençons avec une notation. Soit a, x ∈ Q0 et n ≥ 0. Rappelons
que Rn(a, x) = R(a, x) ∩ kQn(a, x). Pour n = 0, 1, on pose R(n)(a, x) = kQn(a, x). Pour n ≥ 2, soit
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R(n)(a, x) les sous-espaces vectoriels de Rn(a, x) des éléments γ qui, pour tout 0 ≤ j ≤ n−2, peuvent être
écris comme γ =
∑
i ζiρiδi, pour un ζi ∈ kQn−2−j(ci, x); ρi ∈ R2(bi, ci); δi ∈ kQj(a, bi), où bi, ci ∈ Q0.
En particulier, R(2)(a, x) = R2(a, x). En outre, posons R(n)(a,−) = ⊕x∈Q0 R(n)(a, x). Étant donné une
flèche α in Q, il existe une unique application k-linéaire ∂α : kQ → kQ telle que, pour chaque chemin
ρ, que ∂α(ρ) = δ si ρ = αδ ; et ∂α(ρ) = 0 si α n’est pas une flèche terminale de ρ. En particulier, ∂α
s’annule sur tous les chemins triviaux dans Q, tandis que ∂α(α) = εs(α).
Lemme 5.2.1. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal quadratique. Soit
a, x, y ∈ Q0 and n > 0, on obtient un morphisme Λ-linéaire
∂−na (y, x) =
∑
α∈Q1(y,x)P [ᾱ]⊗ ∂α : Px ⊗R
(n)(a, x)→ Py ⊗R(n−1)(a, y)
tel que ∂−na (y, x)(u ⊗ ζδ) = uζ̄ ⊗ δ, pour tout u ∈ Px et ζδ ∈ R(n)(a, x) avec ζ ∈ kQ1(y, x) et δ ∈
kQn−1(a, y).
Démonstration. Fixons a, x, y ∈ Q0 and n > 0. D’abord, pour chaque α ∈ Q1(y, x), ∂α envoie R(n)(a, x)
à R(n−1)(a, y). Puisque ∂α envoie kQn(a, x) au kQn−1(a, y), on peut supposer que n ≥ 3. Soit γ ∈
R(n)(a, x) et 0 ≤ j ≤ (n− 1)− 2. Par définition, γ =
∑r
i=1αiζiρiδi, où αi ∈ Q1, ζi ∈ kQn−3−j , ρi ∈ R2,
et δi ∈ kQj .On peut supposer qu’il existe des 1 ≤ s ≤ r tels que αi = α si et seulement si 1 ≤ i ≤ s. Alors,
∂α(γ) =
∑s
i=1 ζiρiδi, où ζi ∈ kQn−3−j ; ρi ∈ R2; δi ∈ kQj . Par définition, ∂α(γ) ∈ R(n−1)(a, y). Ceci
établit notre énoncé. Par conséquent, on obtient un morphisme ∂−na (y, x) comme indiqué dans le lemme.
Soit u ∈ Px et ζδ ∈ R(n)(a, x) avec ζ ∈ kQ1(y, x) et δ ∈ kQn−1(a, y). écrivons ζ =
∑
β∈Q1(y,x) λββ avec
λβ ∈ k. On a alors
∂−na (x, y)(u⊗ ζδ) =
∑
α,β∈Q1(y,x)P [ᾱ](u)⊗ λβ∂α(βδ) = uζ̄ ⊗ δ.
Étant donné a ∈ Q0, en vertu du le lemme 5.2.1, on peut définir une suite K.a comme suit :
· · · // K−na
∂−na // K−n+1a // · · · // K−1a
∂−1a // K0a // 0 // · · · ,
où K−na = ⊕x∈Q0Px ⊗R(n)(a, x) pour n ≥ 0 et ∂−na = (∂−na (y, x))(y,x)∈Q0×Q0 , pour n > 0. En vertu du
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lemme 5.2.1, ∂−na est homogene de degré 1. Puisque K0a = Pa⊗kεa, nous avons un morphisme Λ-linéaire
∂0a : K
0
a → Sa : ea ⊗ εa 7→ ea + JPa.
Lemme 5.2.2. Soit Λ = kQ/R, où Q un carquois localement fini et R un idéal quadratique. Soit a ∈ Q0,
la suite K.a est un complexe sur projΛ avec
K−2a
∂−2a // K−1a
∂−1a // K0a
∂0a // Sa // 0
une 2-résolution linéaire projective de Sa sur projΛ.
Démonstration. Fixons a ∈ Q0. Observons que R(n)(a, x) est de dimension finie et s’annule pour presque
tous les x ∈ Q0. Donc, K−na ∈ projΛ pour tout n ≥ 0. Soit αi : a → bi, i = 1, . . . , r, soit une flèche
dans Q1(a,−), on voit que K−1a = ⊗ri=1Pbi ⊗ kαi. Soit Ω un ensemble générateur minimal pour R, et
soit ρj ∈ Ω(a, cj) avec cj ∈ Q0, j = 1, . . . , s, des relations dans Ω(a,−). Alors, K−2a = ⊕sj=1Pcj ⊗ kρj .
Écrivons ρj =
∑r
j=1 γijαi pour un γij ∈ kQ1(bi, cj), en vertu du Lemme 5.2.1, on obtient un diagramme
commutatif.
Pc1 ⊕ · · · ⊕ Pcs Pb1 ⊕ · · · ⊕ Pbr Pa Sa 0
K−2a K
−1
a Pa Sa 0
(P [γ̄ij ])r×s
f2
(P [ᾱ1],··· ,P [ᾱr])
f1
d0
f0
∂−2a ∂
−1
a ∂
0
a
où fa, f1, f2 sont des isomorphismes gradués définis de telle sorte que fa(ea) = ea⊗εa; f1(ebi) = ebi⊗αi,
i = 1, . . . , r; et f2(ecj ) = ecj ⊗ ρj , j = 1, . . . , s. En vertu du lemme 2.2.15, nous concluons que la ligne
inférieure est une 2-resolution liéaire projective de Sa. Soit maintenant n > 2. Considérons v ∈ Px et
γ ∈ R(n)(a, x), où x ∈ Q0. Pour montrer que (∂1−na ◦∂−na )(v⊗γ) = 0, on va supposer que γ = ρδ, pour un
ρ ∈ R2(z, x) et δ ∈ kQn−2(a, z) avec z ∈ Q0. Écrivons ρ =
∑s
i=1 λiβiαi, pour un λi ∈ k, αi ∈ Q1(z, yi)
et βi ∈ Q1(yi, x) avec yi ∈ Q0. En vertu du lemme 5.2.1, on obtient
(∂1−na ◦ ∂−na )(v ⊗ γ) =
∑s
i=1(∂
1−n
a ◦ ∂−na ) (v ⊗ λiβiαiδ) = v
(∑s
i=1λiβ̄iᾱi
)
⊗ δ = 0.
Dans la suite K.a sera appelé le complexe local de Koszul de Λ en a. Le résultat suivant est une
version locale d’un résultat bien connu indiqué dans [10].
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Théorème 5.2.3. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal quadratique dans
kQ. Si a ∈ Q0, alors Sa admet une résolution linéaire projective si et seulement si K.a est une résolution
projective de Sa, c-à-d, K.a est exact.
Démonstration. La suffisance est évidente. Supposons que Sa admet une résolution linéaire projective
projΛ. En vertu des lemmes 2.2.14 et 5.2.2, il existe un diagramme commutatif
· · · // P−p−1 d
−p−1
// P−p
d−p //
f−p

P 1−p //
f1−p

· · · // P−1 d
−1
//
f−1

P 0 //
f0

0
· · · // K−p−1a //
∂−p−1a // K−pa
∂−pa // K1−pa // · · · // K−1a
∂−1a // K0a // 0,
où p ≥ 2, la ligne supérieure est une résolution de Sa, et f−p, · · · , f0 sont des isomorphismes gradués.
En particulier, ∂ia se restreint à une J-couverture de Ker(∂i−1a ), pour i = 1, . . . , p. Nous prétendons que
∂−p−1a se restreint à une J-couverture de Ker(∂−pa ). Nous pouvons supposer que K−pa est non nul. Alors,
K1−pa = ⊕mi=1Pxi ⊗ kζi, où ζi ∈ R(p−1)(a, xi), i = 1, . . . ,m, forme une base de R(p−1)(a,−). De plus,
K−pa = ⊕nj=1Pyj ⊗ kρj , où ρj ∈ R(p)(a, yj), j = 1, . . . , n, forme une base de R(p)(a,−). Observons que
f−p ◦ d−p−1 est une J-couverture projective de Ker(∂−pa ), qui est homogène de degré 1. En vertu du
lemme 2.2.4, Ker(∂−pa ) admet une base normalisée J-top T p, constituée d’éléments homogènes de degré
1.
Considérons u = (u1, . . . , un) ∈ T p∩ ezK−pa , où z ∈ Q0 et uj ∈ Pyj ⊗kρj . Alors uj = γ̄ j⊗ρj , où γj ∈
kQ1(yj , z); j = 1, . . . , n. Par définition de R(p)(a, yj), on peut écrire ρj =
∑m
i=1δij ζi, où δij ∈ kQ1(xi, yj).
Puisque ∂pa(u) = 0, en vertu du lemme 5.2.1,
∑m
i=1(
∑n
j=1γ̄j δ̄ij) ⊗ ζi =
∑n
j=1
∑m
i=1∂
p
a(γ̄j ⊗ δijζi) = 0.
Puisque les ζisont linéairements indépendants,
∑n
j=1γ̄j δ̄ij = 0, c-à-d, ηi =
∑n
j=1γjδij ∈ R(xi, z), et
par conséquent, ηi ∈ R2(xi, z), pour i = 1, . . . ,m. Posons ω =
∑n
j=1γjρj . Alors ω =
∑m
i=1 ηiζi, où
ηi ∈ R2(xi, z) et ζi ∈ kQp−1(a, xi). Soit 0 ≤ s < p−1, puisque ρj ∈ R(p)(a, yj), on voit que ω =
∑
ηlρlδl,
où ηl ∈ kQp−2−s(−, yj), ρl ∈ R2, δl ∈ kQs(a,−). Cela montre que ω ∈ R(p+1)(a, z). En particulier,
ez ⊗ ω ∈ Kp+1a .
Soit fi la composition de ∂−p−1(yi, z) : Pz⊗R(p+1)(a, z)→ Pyi⊗R(p)(a, yi) et la projection canonique
pi : Pyi ⊗R(p)(a, yi)→ Pyi ⊗kρi, pour i = 1, . . . , n. Puisque γj ∈ kQ1(yj , z), étant donné n’importe quel
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1 ≤ i ≤ n, on déduit du lemme 5.2.1 que
fi(ez ⊗ ω)=pi(
∑n
j=1∂
p+1
a (yi, z)(ez ⊗ γjρj))=pi(
∑
yj=yi
γ̄j ⊗ ρj)=γ̄i ⊗ ρi.
Donc, ∂−p−1a (ez ⊗ ω) = (f1(ez ⊗ ω), . . . , fn(ez ⊗ ω)) = (u1, . . . , un) = u. Ceci établit notre énoncé.
En vertu du lemme 2.2.14, on obtient un isomorphisme gradué f−p−1 : P−p−1 → K−p−1a tel que
f−p ◦ d−p−1 = ∂−p−1a ◦ f−p−1. Par récurrence, K.a résolution linéaire projective de Sa.
Ensuite, nous définirons le dual quadratique de Λ. Étant donnés x, y ∈ Q0 et n ≥ 0, puisque Qn(x, y)
est fini, D(kQn(x, y)) admet une base {ξ∗ | ξ ∈ Qn(x, y)}, c-à-d la base duale de Qn(x, y). Si γ =
∑
λiξi,
avec λi ∈ k et ξi ∈ Qn(x, y), nous écrirons γ∗ =
∑
λiξ
∗
i ∈ D(kQn(x, y)).
Lemme 5.2.4. Soit ζ ∈ kQs(x, y) et γ ∈ Qt(y, z), où x, y ∈ Q0 et s, t ≥ 0.
(1) Si δ ∈ kQs et ξ ∈ kQt, alors (γζ)∗(ξδ) = γ∗(ξ)ζ∗(δ).
(2) Si γ ∈ Q1(y, z), alors (γζ)∗(η) = ζ∗(∂α(η)) pour η∈ kQs+1(x, z).
Démonstration. (1) est évidente. Soit Q1(−, z) = {αi : yi → z | i = 1, . . . , r}, où α1 = γ ∈ Q1(y, z). Si
η ∈ kQs+1(x, z), alors η =
∑r
i=1 αiδi, où δi ∈ kQs(x, yi) et ∂γ(η) = δ1. Donc, (γζ)∗(η) =
∑r
i=1γ
∗(αi)ζ
∗(δi) =
ζ∗(δ1) = ζ
∗(∂γ(η)).
Considérons maintenant kQo, où Qo est le carquois opposé de Q. Soient x, y ∈ Q0 et n ≥ 0, on a un
isomorphisme k-linéaire ψnx,y : kQon(y, x)→ D(kQn(x, y)) : γo 7→ γ∗. Prenons n = 2, on note R!2(y, x) le
sous-espace de kQo2(y, x) des éléments ρo, avec ρ ∈ kQ2(x, y), tel que ρ∗ ∈ R2(x, y)⊥, c-à-d, ρ∗ s’annule
sur R2(x, y). Le dual quadratique de Λ est défini par Λ! = kQo/R!, où R! est l’idéal dans kQo engendré
par tous les R!2(y, x) avec x, y ∈ Q0 ; comparer avec [39, page 69] et [10, (2.8.1)].
Proposition 5.2.5. Soit Λ = kQ/R, où Q est un carquois localement fini, et R un idéal quadratique.
Alors Λ! et Λo sont quadratiques avec (Λ!)! = Λ et (Λo)! = (Λ!)o.
53
Démonstration. Fixons x, y ∈ Q0. Considérons ψ2,oy,x : kQ2(x, y) → D(kQo2(y, x)) : γ 7→ (γo)∗, où
(γo)∗(ρo) = ρ∗(γ) = γ∗(ρ), pour tout ρ ∈ kQ2(x, y). Maintenant, γ ∈ (R!)!2(x, y) si et seulement si,
(γo)∗(ρo) = 0, c-à-d ρ∗(γ) = 0 pour tout ρo ∈ R!(y, x) si et seulement si, γ ∈ R2(x, y). De plus,
γ ∈ (Ro)!2(x, y) si et seulement si (γo)∗(ρo) = 0, c-à-d γ∗(ρ) = 0 pour tout ρ ∈ Ro2(y, x) si et seulement
si, γo ∈ R!(y, x) si et seulement si, γ ∈ (R!)o(x, y). D’où, (R!)! = R and (Ro)! = (R!)o.
Par définition, on obtient R!2(y, x) ∼= R2(x, y)⊥ = R(2)(x, y)⊥, for x, y ∈ Q0. Le résultat suivant
décrit R!n(y, x) = R!(y, x) ∩ kQon(y, x) pour tout n ≥ 0.
Lemme 5.2.6. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal quadratique. Soit
n ≥ 0,on a un isomorphisme k-linéaire ψnx,y : R!n(y, x)→ R(n)(x, y)⊥ : γo 7→ γ∗.
Démonstration. Il suffit de considérer le cas où n ≥ 3. Fixons x, y ∈ Q0. on a un isomorphisme k-
linéaire ψnx,y : kQon(y, x) → D(kQn(x, y)) : γo 7→ γ∗. Par définition, R!n(y, x) =
∑n−2
j=0R
!
n,j(y, x) et
R(n)(x, y) = ∩n−2j=0 R(n,j)(x, y), où
R!n,j(y, x) =
∑
a,b∈Q0kQ
o
j (a, x) ·R!2(b, a) · kQon−j−2(y, b)
et R(n,j)(x, y) =
∑
a,b∈Q0 kQn−j−2(b, y) ·R2(a, b) · kQj(x, a).
Premièrement, nous prétendons que ψnx,y(R!n(y, x)) ⊆ R(n)(x, y)⊥. En effet, considérons σo ∈ R!n(y, x),
où σ ∈ kQn(x, y). Nous pouvons supposer que σo = γoηoδo, où δ ∈ kQn−2−j(b, y), et η ∈ kQ2(a, b) tel
que ηo ∈ R!2(b, a), et γ ∈ kQj(x, a), pour un j avec 0 ≤ j ≤ n − 2. Étant donné un w ∈ R(n)(x, y), on
peut écrire w =
∑
i δi · ρi · γi, pour un γi ∈ kQ(x, ai), et ρi ∈ R2(ai, bi), et δi ∈ kQ(bi, y). En vertu du
lemme 5.2.4(1), σ∗(w) =
∑
iδ
∗(δi) η
∗(ρi) γ
∗(γi) = 0. Ceci établit notre énoncé.
D’autre par, le lemme 1.1.4(1), entraîneR(n)(x, y)⊥ =
∑n−2
j=0 R
(n,j)(x, y)⊥, oùR(n,j)(x, y)⊥ = ∩ a,b∈Q0 (kQn−j−2(b, y)·
R2(a, b) · kQj(x, a))⊥. Soit f ∈ R(n)(x, y)⊥ non nul. on peut supposer f ∈ R(n,j)(x, y)⊥, pour un
0 ≤ j ≤ n − 2. Alors, f = ω∗, avec ω ∈ kQn(x, y). Supposons en outre que ω = δζγ, où γ ∈ kQj(x, a),
ζ ∈ kQ2(a, b), et δ ∈ kQn−j−2(b, y), pour un a, b ∈ Q0. Puisque f 6= 0, il existe γ0 ∈ kQj(x, a) et
δ0 ∈ kQn−j−2(b, y) tel que γ∗(γ0) = δ∗(δ0) = 1.
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Considérons une base {ρ1, . . . , ρr; ρr+1, . . . , ρs} de kQ2(a, b), où {ρ1, . . . , ρr} est une base de R2(a, b).
Alors, kQ2(a, b) admet une base {η1, . . . , ηr; ηr+1, . . . , ηs} tel que {η∗1 , . . . , η∗r ; η∗r+1, . . . , η∗s} est la base
duale de {ρ1, . . . , ρr; ρr+1, . . . , ρs}. Alors, {ηor+1, . . . , ηos} est une base de R!2(b, a). Maintenant, on peut
écrire ζ =
∑s
i=1 λiηi, avec λi ∈ k. Alors, f =
∑s
i=1λi(δηiγ)
∗. Puisque f ∈ (kQn−j−2(b, y) ·R2(a, b) · kQj(x, a))⊥ ,
en vertu du lemme 5.2.4(1), 0 = f(δ0ρjγ0) =
∑s
i=1λiδ
∗(δ0)η
∗
i(ρj)γ
∗(γ0) = λj , j = 1, . . . , r. Donc,
f =
∑
i>rλi(δηiγ)
∗ = ψnx,y
(∑
i>rλiγ
oηoi δ
o
)
.
Nous allons fixer des notations pour le dual quadratique Λ!. Pour γ ∈ kQ, on a γ! = γo + R! ∈ Λ!.
Soient x, a ∈ Q0. on écrit encore ex = εx + R! et posons P !x = Λ
!ex. En particulier, eaΛ!nex = {γ! | γ ∈
kQn(a, x)} pour tout n ≥ 0. Soit α ∈ Q1(y, x) et n > 0, le morphisme Λ!-linéaire P [α!] : P !y → P !x se
restreint à l’application k-linéaire eaΛ!n−1ey → eaΛ
!
nex. Pour la simplicité des notations, est à nouveau
notés P [α!]. Maintenant, on définit une suite L.a de morphismes dans projΛ comme suit :
· · · // L−na
d−n // L1−na // · · · // L−1a
d−1 // L0a // 0 // · · · ,
où L−na = ⊕x∈Q0Px ⊗ D(eaΛ
!
nex) pour n ≥ 0, and d−n = (d−n(y, x))(y,x)∈Q0×Q0 avec d−n(y, x) =∑
α∈Q1(y,x)P [ᾱ]⊗DP [α
!] : Px ⊗D(eaΛ!nex)→ Py ⊗D(eaΛ
!
n−1ey) pour tout n > 0.
Lemme 5.2.7. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal quadratique. Si
a ∈ Q0, alors L.a est isomorphe à un complexe de Koszul de Λ en a.
Démonstration. Soient a, x ∈ Q0 et n ∈ Z, on obtient D(kQn(a, x)) = {γ∗ | γ ∈ kQn(a, x)} et eaΛ!nex =
{γ! | γ ∈ kQn(x, a)} ∼= kQon(x, a)/R!n(x, a). Il découle du lemme 5.2.6 que γ∗ ∈ R(n)(a, x)⊥ si et seulment
si γo ∈ R!n(x, a). Cela donne une forme bilinéaire
<−,−>: R(n)(a, x)× eaΛ!nex → k : (δ, γ!) 7→ γ∗(δ),
qui par définition est non dégénérée à droite. Si δ ∈ R(n)(a, x) est non nul, alors γ∗(δ) 6= 0 pour un
γ ∈ kQn(a, x), c-à-d, <δ, γ!> 6= 0. Donc, <−,−> est non dégénérée. Puisque R(n)(a, x) et eaΛ!nex sont
de dimension finie, on obtient un isomorphisme k-linéaire φnx : R(n)(a, x) → D(eaΛ
!
nex) : δ →<δ,−> .
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nous prétendons que, pour x, y ∈ Q0 et n > 0, le diagramme suivant commute :
R(n)(a, x)
∑
α∈Q1(y,x) ∂α //
φnx

R(n−1)(a, y)
φn−1y

D(eaΛ
!
nex)
∑
α∈Q1(y,x)
DP [α!]
// D(eaΛ
!
n−1ey).
En effet,soit δ ∈ R(n)(a, x) et ζ ∈ kQn−1(a, y), en vertu du lemme 5.2.4(2), on a
(
∑
α∈Q1(y,x)DP [α
!])(φnx(δ))(ζ
!) =
∑
α∈Q1(y,x) φ
n
x(δ)(ζ
!α!)
=
∑
α∈Q1(y,x)(αζ)
∗(δ)
=
∑
α∈Q1(y,x) ζ
∗(∂α(δ))
= φn−1x (
∑
α∈Q1(x,y)∂α(δ))(ζ
!).
Notre résultat est établi. Par conséquent, on obtient un diagramme commutatif
⊕x∈Q0Px ⊗R(n)(a, x)
∂−na //
⊕1Px⊗φ
n
x

⊕y∈Q0Py ⊗R(n−1)(a, y)
⊕1Py⊗φ
n−1
y

⊕x∈Q0Px ⊗D(eaΛ
!
nex)
d−n // ⊕y∈Q0Py ⊗D(eaΛ
!
n−1ey)
avec des isomorphismes verticaux, pour tout n > 0.
Le résultat suivant est une généralisation de la proposition 2.9.1 de [10], où Λ est une algèbre loca-
lement engendrée ; voir aussi [44, Theorem 30].
Théorème 5.2.8. Soit Λ = kQ/R, où Q est un carquois localement fini et R un idéal quadratique. Alors
Λ est de Koszul si et seulement si Λ! est de Koszul.
Démonstration. Puisque (Λ!)! = Λ, il suffit de prouver que. Λ est de Koszul. Fixons a ∈ Q0. En vertu
de la proposition 5.2.5, ea(Λ!)!nex = eaΛnex, pour tout x ∈ Q0 et n ≥ 0. Par la proposition 5.2.7, le
complexe local de Koszul de Λ! de a est isomorphe à
L. : · · · // L−n d−n // L1−n // · · · // L−1 d−1 // L0 // 0 // · · ·
où L−n = ⊕x∈Q0P !x ⊗ D(eaΛnex) pour n ≥ 0, et d−n = (d−n(y, x))(y,x)∈Q0×Q0 avec d−n(y, x) =∑
α∈Q1(x,y)P [α
!] ⊗ DP [ᾱ] : P !x ⊗ D(eaΛnex) → P !y ⊗ D(eaΛn−1ey) pour n > 0. En vertu du théorème
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5.2.3, il suffit de prouver que L. est exact en chaque degré négatif n. En effet, le morphisme Λ!-linéaire
d−n : L−n → L1−n consiste en une famille d’applications k-linéaire d−n(b) : L−n(b) → L1−n(b), with
b ∈ Q0. Puisque L. est un complexe linéaire, en vertu du lemme 2.2.13, cela revient à établir l’exactitude
de la suite
(∗) ⊕x∈Q0ebΛ
!
s−1ex ⊗D(eaΛn+1ex)
d−n−1(b) // ⊕y∈Q0ebΛ
!
sey ⊗D(eaΛney)
d−n(b) // ⊕z∈Q0ebΛ
!
s+1ez ⊗D(eaΛn−1ez),
pour tout b ∈ Q0 et s ∈ Z. Si s < 0, alors ebΛ!sey = 0, et donc, (∗) est exact.Dans le cas s = 0, la suite
(∗) devient
0 // ebΛ
!
0eb ⊗D(eaΛneb)
d−nb // ⊕z∈Q0ebΛ
!
1ez ⊗D(eaΛn−1ez),
où d−nb = (d
−n
b (z, b))z∈Q0 avec d
−n
b (z, b) =
∑
α∈Q1(b,z) P [α
!] ⊗ DP [ᾱ]. Considérons une forme linéaire
non nulle f ∈ D(eaΛneb). Alors f(uβ̄) 6= 0, pour un β ∈ Q1(b, z) et u ∈ eaΛn−1ez avec z ∈ Q0. c-à-d,
(DP [β̄])(f)(u) 6= 0, et par conséquent, (DP [β̄])(f) 6= 0. Maintenant, d−nb (z, b)(eb⊗f) =
∑
α∈Q1(b,z) α
!⊗
(DP [ᾱ])(f), qui est non nul puisque les α! avec α ∈ Q1(b, z) sont k-linéairement indépendants. Cela
montre que d−n(b) est un monomorphisme. c-à-d, (∗) est exact.
Finalement, considérons le cas s > 0. Puisque Λ est de Koszul, en vertu du théorème 5.2.3 et la
proposition 5.2.7, L.b est exact en tous les degrés s. En vertu du lemme 2.2.13, on obtient une suite
exacte
⊕z∈Q0eaΛn−1ez ⊗D(ebΛ
!
s+1ez)
d−s−1b,a // ⊕y∈Q0eaΛney ⊗D(ebΛ
!
sey)
d−sb,a // ⊕x∈Q0eaΛn+1ex ⊗D(ebΛ
!
s−1ex),
où d−sb,a = (d
−s
b,a(x, y))(x,y)∈Q0×Q0 avec d
−s
b,a(x, y) =
∑
α∈Q1(x,y)P [ᾱ]⊗DP [α
!]. Appliquons la dualité D à
la dernière suite, par le lemme 1.1.3, on obtient une suite exacte isomorphe à la suite (∗).
Remarque. Si Λ est de Koszul, on appelera Λ! le dual de Koszul de Λ.
Lemme 5.2.9. Soit Λ = kQ/R une algèbre de Koszul localement de dimension finie. Soient a, b ∈ Q0
et n ≥ 0, alors Extn
Λ
(Sb, Sa) = ebΛ
!
nea.
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Démonstration. Fixons a, b ∈ Q0. en vertu de la proposition 1.4.1(3), Λ est fortement localement de
dimension finie, et en vertu du théorème 5.2.3 et le lemme 5.2.7, L.b est une résolution minimale projective
de Sb. Soit n ≥ 0, il est bien connu que ExtnΛ (Sb, Sa) ∼= HomΛ(L
−n
b , Sa) ; voir, par exemple, [37, (III.6.4)].
Puisque ebΛ!nea est de dimension finie, en vertu de la proposition 2.2.2(3), on voit que
Extn
Λ
(Sb, Sa) ∼= HomΛ(Pa ⊗D(ebΛ
!
nea), Sa)
∼= Homk(D(ebΛ!nea), k) ∼= ebΛ
!
nea.
Pour étudier l’algèbre opposée d’une algèbre de Koszul, nous introduirons des notations pour (Λ!)o =
kQ/(R!)o. Soit γ ∈ kQ, on peut écrire γ̂ = γ + (R!)o. Soit x ∈ Q0, on peut écrire ex = εx + (R!)o pour
la simplicité des notations. Nous associerons à chaque a ∈ Q0 une suite T.a de morphismes dans injΛ
comme suit :
· · · // 0 // T 0a
d0 // T 1a // · · · // Tna
dn // Tn+1a // · · ·
avec Tna = ⊕x∈Q0Ix⊗exΛ
!
nea et dn = (dn(y, x))(y,x)∈Q0×Q0 pour tout n ≥ 0, où dn(y, x) =
∑
α∈Q1(y,x) I[ᾱ]⊗
P !a(α
o) : Ix ⊗ exΛ!nea → Iy ⊗ eyΛ
!
n+1ea.
Lemme 5.2.10. Soit Λ = kQ/R une algèbre quadratique localement de dimension finie. Si a ∈ Q0,
alors T.a est isomorphe au dual d’un complexe de Koszul de Λo en a.
Démonstration. Fixons a ∈ Q0. En vertu du lemme 5.2.5, ea(Λo)!nex = ea(Λ
!)onex, pour x ∈ Q0 et n ≥ 0.
En vertu du lemme 5.2.7, le complexe local de Koszul de Λo en a est isomorphe à
L. : · · · // L−n d−n // L1−n // · · · // L−1 d−1 // L0 // 0,
avec L−n = ⊕x∈Q0P ox⊗D(ea(Λ
!)onex) et d−n = (d−n(x, y))(x,y)∈Q0×Q0 , où d
−n(x, y) =
∑
α∈Q1(y,x) P [ᾱ
o]⊗
DP [α̂] : P oy ⊗D(ea(Λ
!)on+1ey)→ P ox ⊗D(ea(Λ
!)onex).
Puisque ea(Λ!)onex est de dimension finie, on a un isomorphisme canonique k-linéaire θx,n : D2(ea(Λ
!)onex)→
ea(Λ
!)onex. Composons cela avec l’isomorphisme k-linéaire ea(Λ
!)onex → exΛ
!
nea, envoyant γ̂ à γ! pour
γ ∈ kQn(x, a), on obtient un isomorphisme k-linéaire ψx,n : D2(ea(Λ!)onex) → exΛ
!
nea tel que, pour
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chaque α ∈ Q1(y, x), que
Ix ⊗D2(ea(Λ!)onex)
1⊗ψx,n

I[ᾱ]⊗DP [α̂] // Iy ⊗D2(ea(Λ!)on+1ey)
1⊗ψy,n+1

Ix ⊗ exΛ!nea
I[ᾱ]⊗P !a(α
o) // Iy ⊗ eyΛ!n+1ea
commute. Puisque les L−n sont des sommes directes finies, à par le diagramme de commutatif ci-dessus,
nous voyons que D(L.) ∼= T.a.
Dans le cas où Λ est localement de dimension finie, on obtient la généralisation suivante de la
proposition 2.2.1 dans [10].
Avant de prouver le théorème 5.2.12, on aura besoin d’un lemme, voir la preuve de [37, (III.6.4)]. Ici, on
donnera une preuve élémentaire.
Lemme 5.2.11. Soit A une algèbre quelconque et soient M , N deux A-modules. Considérons une
co-résolution injective de M ,
0→M → I0 → I2...→ In → In+1...
Alors il existe un isomorphisme de groupe abélien Extn+1
Λ
(N,M) ∼= HomΛ(N,Cn+1 = Imdn)/Im(HomΛ(N, pn));
où pn : In → Imdn.
Démonstration. Explicitement, on définit un morphisme de groupes abéliens
φ : Hom
Λ
(N,Cn+1)/Im(Hom
Λ
(N, pn))→ Extn+1
Λ
(N,M)
qui envoie h̄ au ḡ, où g = inh et in : Imdn → In+1.
Si ḡ = 0, alors, g ∈ Im(HomA(N, dn)). Donc il existe un morphisme β : N → In tel que g = dnβ =
inpnβ. Le fait que in est mono, entraine que g = pnβ, par conséquent, φ est un monomorphisme.
Maintenant si ḡ ∈ Extn+1
Λ
(N,M), alors dn+1g = 0. Donc pour tout x ∈ N , il existe y ∈ In tel que
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g(x) = dn(y). Cela montre que g est un morphisme de N → Imdn, donc on a φ(g) = ing = g. D’où le
résultat.
Théorème 5.2.12. Soit Λ = kQ/R une algèbre quadratique localement de dimension finie. Les asser`
tions suivantes sont équivalentes.
(1) L’algèbre Λ est de Koszul.
(2) L’algèbre opposée Λo est de Koszul.
(3) Pour chaque a ∈ Q0, le module simple Sa admet une co-résolution injective T.a.
Démonstration. En vertu de la proposition 1.4.1(3), Λ est fortement localement de dimension finie, et
en vertu de la proposition 2.2.6, T.a est un complexe de Λ-modules injectifs. Supposons que T.a est une
co-résolution injective de Sa pour chaque a ∈ Q0. En vertu du lemme 5.2.10, chaque complexe local de
Koszul de Λo est exact en tous les degrés non nuls, et en vertu du théorème 5.2.3, Λo est de Koszul.
Supposons maintenant que Λ est une algèbre de Koszul. Fixons a ∈ Q0. Rappelons que le complexe
(T.a, d.) est tel que T ia = ⊕x∈Q0Ix ⊗ exΛ!iea et di = (di(y, x))(y,x)∈Q0×Q0 pour i ≥ 0, où di(y, x) =∑
α∈Q1(y,x) I[ᾱ]⊗P
!
a(α
o) : Ix⊗exΛ!iea → Iy⊗eyΛ
!
i+1ea. En particulier, T 0a = Ia⊗kea et T 1a = ⊕sj=1Ibj ⊗
kβ!j , où {β1, . . . , βs} = Q1(a,−). Considérons le morphisme Λ-linéaire d−1 : Sa → T 0 : ea+Jea 7→ e?a⊗ea.
D’après le corollaire 2.2.11, on peut supposer qu’il existe une suite exacte
0 // Sa
d−1 // T 0a
d0 // T 1a // · · · // Tn−1a
dn−1 // Tna
pn // Cn+1 // 0,
où n ≥ 1, tel que S(T ia) ⊆ Im(di−1), pour i = 0, 1, . . . , n. En vertu du corollaire 2.2.9 et le lemme 2.2.12,
Cn+1 admet un socle essentiel. Soit y ∈ Q0, d’après le lemme précèdent, on voit que Extn+1Λ (Sy, Sa) ∼=
HomΛ(Sy, C
n+1)/Im(HomΛ(Sy, p
n)). Posons Cn = Im(dn−1), on a une suite exacte courte
0 // Cn
jn // Tna
pn // Cn+1 // 0,
où jn est une enveloppe injective. Appliquons Hom
Λ
(Sy,−) donne une suite exacte
Hom
Λ
(Sy, C
n)
jn∗ // Hom
Λ
(Sy, T
n
a )
pn∗ // Hom
Λ
(Sy, C
n+1) // Extn+1
Λ
(Sy, Sa) // 0.
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Puisque Sy est simple, jn∗ est surjective. Donc, HomΛ(Sy, Cn+1) ∼= Ext
n+1
Λ
(Sy, Sa). D’après le lemme
5.2.9, dimkHomΛ(Sy, Cn+1) = dimk eyΛ
!
n+1ea, et par conséquent, S(Cn+1) ∼= ⊕y∈Q0Sy ⊗ eyΛ
!
n+1ea, qui
est de dimension finie. D’après le lemme 2.2.10, on obtient une enveloppe injective jn+1 : Cn+1 →
⊕y∈Q0Iy ⊗ eyΛ
!
n+1ea = T
n+1
a . Maintenant, nous prétendons que la suite
0 // Sa
d // T 0a
d0 // · · · d
n−2
// Tn−1a
dn−1 // Tna
dn // Tn+1a
est exacte avec S(Tn+1a ) ⊆ Im(dn), ou de manière équivalente, Ker(dn) = Im(dn−1). En effet, posons
g = jn+1pn : T
n
a → Tn+1a . Puisque dndn−1 = 0, il n’est pas difficile de voir que dn = hg pour un
morphisme Λ-linéaire h : Tn+1a → Tn+1a . Écrivons
g = (g(z, x))(z,x)∈Q0×Q0 : ⊕x∈Q0 Ix ⊗ exΛ
!
nea → ⊕z∈Q0 Iz ⊗ ezΛ
!
n+1ea,
où g(z, x) : Ix ⊗ exΛ!nea → Iz ⊗ ezΛ
!
n+1ea is Λ-linéaire, et
h = (h(y, z))(y,z)∈Q0×Q0 : ⊕z∈Q0 Iz ⊗ ezΛ
!
n+1ea → ⊕y∈Q0 Iy ⊗ eyΛ
!
n+1ea,
où h(y, z) : Iz ⊗ ezΛ!n+1ea → Iy ⊗ eyΛ
!
n+1ea est Λ-linéaire.
Soient x, y, z ∈ Q0, considérons une base {ᾱ | α ∈ Q1(z, x)} ∪ Uz,x of exJez, où Uz,x est formée
d’éléments homogènes de degré > 1, et la base Vy,z de ezJey est formée d’éléments homogènes. Puisque
g s’annule sur S(Ta), en vertu du lemme 2.2.7, g(z, x) =
∑
α∈Q1(z,x) I[ᾱ] ⊗ gα +
∑
u∈Uz,x I[u] ⊗ gu,
où gα, gu sont des applications k-linéaires. De plus, h(y, y) = 1Iy ⊗ hey +
∑
v∈Vy,y I[v] ⊗ hv, où hey , hv
sont des applications k-linéaires, et h(y, z) =
∑
v∈Vy,z I[v] ⊗ hv dans le cas où z 6= y. Soit (y, x) ∈
Q0 ⊗ Q0, en vertu de l’unicité dans le lemme 2.2.7, dn(y, x) =
∑
α∈Q1(y,x) I[ᾱ] ⊗ (hey ◦ gα). Donc,
(hey ◦ gα) = P (α!), pour tout α ∈ Q1(y, x). Par conséquent, nous pouvons supposer que h(y, z) = 0
pour z 6= y, et h(y, y) = 1Iy ⊗ hey . Fixons un y ∈ Q0. Soit w ∈ eyΛ
!
n+1ea, on peut supposer que
w = ξ! pour un chemin ξ ∈ Qn+1(y, a). Écrivons ξ = ζα, où α ∈ Q1(y, x) and ζ ∈ Qn(x, a) pour un
x ∈ Q0, on voit que w = α!ζ ! = P (α!)(ζ !) = hey (gα(ξ!)). Donc, hey est surjective, et puisque eyΛ
!
n+1ea
est de dimension finie, hey est bijective. Donc, h est un isomorphisme Λ-linéaire, et par conséquent,
Ker(dn) = Ker(g) = Im(dn−1). Donc on obtient de qu’on veut. Par récurrence, T.a est une co-résolution
minimale injective de Sa.
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5.3 Dualité de Koszul
L’objectif de cette section est d’appliquer les résultats obtenus dans le chapitre 5 pour établir la
dualité de Koszul reliant les catégories dérivées non graduées de deux algèbres duales de Koszul données
par un carquois gradable localement fini. Plus précisément, nous construirons une équivalence triangu-
lée entre une famille continue de paires de sous-catégories triangulées. Dans ce contexte, notre résultat
généralise la dualité de Koszul classique dans [10, (1.2.6)], voir aussi [44, Theorem 30]. Dans le cas où
l’algèbre de Koszul est localement bornée à gauche (ou à droite, respectivement) et que son dual de
Koszul est localement bornée à droite (ou à gauche, respectivement), notre dualité de Koszul se restreint
à une équivalence des catégories dérivées bornées des modules à support fini (respectivement des modules
de dimension finie).
Tout au long de cette section, on pose Λ = kQ/R, où Q est un carquois localement fini et R un idéal
quadratique dans kQ. On fixe une graduation Q0 = ∪n∈ZQn pour Q. Observons que Q(x, y) = Qs(x, y),
pour x ∈ Qn and y ∈ Qn+s, où n, s ∈ Z avec s ≥ 0 ; voir [6, (7.2)]. En particulier, Q est fortement
localement fini, et par conséquent, Λ est fortement localement de dimension finie.
Maintenant, nous allons montrer que les deux foncteurs dérivés de Koszul sont quasi-inverses dans le
cas où Λ est de Koszul (voir chapitre 5). Pour cela, étant donné un Λ-module simple S, nous noterons
P.S sa résolution projective minimale et I.S sa co-résolution injective minimale, qui peut explicitement
décrite ci-dessous ; comparer avec [10, (1.2.6)]. Il sera plus pratique pour nous d’identifier les modules
dans ModΛ aux représentations dans Rep(Q, I). Soit (M., d.) un complexe dans ModΛ. Pour chaque
x ∈ Q0, on considérera un complexe (M.(x), d.(x)) sur Modk, avec sa n-ème composante Mn(x) et sa
n-ème différentielle dn(x). On fait de même pour les doubles complexes sur ModΛ.
Notez que Qo admet une graduation (Qo)0 = ∪n∈Z (Qo)n, où (Qo)n = Q−n pour n ∈ Z. En particulier,
le dual quadratique Λ! = kQo/R! = {γ! | γ ∈ kQ}, où γ! = γo + R!, est aussi défini par un carquois
graduable. Soit a ∈ Q0, le Λ!-module simple associé au point a sera noté S!a, tandis que sa couverture et
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son enveloppe injective sont P !a and I !a, respectivement.
Nous commençons par définir deux foncteurs de Koszul ; comparer avec [10, page 489]. Soit un mo-
dule M ∈ ModΛ!, comme prouvé ci-dessous, nous obtiendrons un complexe F (M). ∈ C(ModΛ) si,
pour chaque n ∈ Z, on définit F (M)n = ⊕x∈(Qo)n Px ⊗ M(x) = ⊕x∈Q−n Px ⊗ M(x) et dnF (M) =
(dnF (M)(y, x))(y,x)∈Q−n−1×Q−n : F (M)
n → F (M)n+1, où
dnF (M)(y, x) =
∑
α∈Q1(y,x) P [ᾱ]⊗M(α
o) : Px ⊗M(x)→ Py ⊗M(y).
Étant donné un morphisme f : M → N in ModΛ!, on obtenira un morphisme de complexe F (f). :
F (M).→ F (N). si, pour chaque n ∈ Z, on pose
F (f)n = ⊕x∈Q−n 1Px ⊗ f(x) : ⊕x∈Q−n Px ⊗M(x)→ ⊕x∈Q−n Px ⊗N(x).
D’autre part, étant donné un module N ∈ ModΛ, on obtenira un complexe G(N). ∈ C(Mod Λ!) si,
pour chaque n ∈ Z, on pose G(N)n = ⊕x∈Qn I !x ⊗N(x) et
dnG(N) = (d
n
G(N)(y, x))(y,x)∈Qn+1×Qn ,
où dnG(N)(y, x) =
∑
α:x→y I[α
!]⊗N(α) : I !x⊗M(x)→ I !y⊗N(y). Étant donné un morphisme g : M → N
in ModΛ, on obtenira un morphisme G(g). : G(M).→ G(N). si on définit G(g)n = ⊕x∈Qn 1I!x ⊗ g(x) :
⊕x∈Qn I !x ⊗M(x)→ ⊕x∈Qn I !x ⊗N(x).
Proposition 5.3.1. Soit Λ = kQ/R, où Q est un carquois graduable localement fini et R un idéal
quadratique. La construction ci-dessus donne deux foncteurs exacts, pleins et fidèles.
(1) F : ModΛ! → C(ModΛ) : M → F (M).; f 7→ F (f).;
(2) G : ModΛ→ C(ModΛ!) : N → G(N).; g 7→ G(g)..
Démonstration. On prouvera seulement (1). Fixons un module M ∈ ModΛ!. Prémièrement,nous pré-
tendons que F (M). est un complexe. Soit n ∈ Z. Soit z ∈ Q−n−2 et x ∈ Q−n, écrivons Q(z, x) =
{α1β1, . . . , αsβs}, où αi, βi ∈ Q1. Par définition, on obtient
(dn+1F (M) ◦ d
n
F (M))(z, x) =
∑s
i=1P [ᾱiβ̄i]⊗M(β
!
iα
!
i) : Px ⊗M(x)→ Pz ⊗M(z).
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D’après le théorème de la base incomplète, la définition du dual de Koszul et l’isomorphisme kQo(x, z) ∼=
DkQ(z, x), on peut trouver deux bases {ρ1, . . . , ρr, ρr+1, . . . , ρs} et {η1, . . . , ηr, ηr+1, . . . , ηs} de kQ(z, x)
tel que {ρ1, . . . , ρr} est une base de R2(z, x) et {ηor+1, . . . , ηos} est une base de R!2(x, z), tandis que
{η∗1 , . . . , η∗r , η∗r+1, . . . , η∗s} est la base duale de {ρ1, . . . , ρr, ρr+1, . . . , ρs}. En vertu du lemme 1.1.4(2), on
obtient ∑s
i=1(αiβi)⊗ (αiβi)∗ =
∑s
i=1ρi ⊗ η∗i ∈ kQ(z, x)⊗D(kQ(z, x)).
Considérons l’isomorphisme k-linéaire D(kQ(z, x)) → kQo(x, z) et les projections kQ(z, x) → exΛez et
kQo(x, z) → ezΛ!ex, on a
∑s
i=1 ᾱiβ̄i ⊗ β!iα!i =
∑s
i=1 ρ̄i ⊗ η!i Appliquons l’application linéaire exΛez ⊗
ezΛ
!ex → HomΛ(Px, Pz)⊗Homk(M(x),M(z)), comme vu dans le lemme 2.2.2(1) et (4), alors on obtient∑s
i=1P [ᾱiβ̄i] ⊗M(β!iα!i) =
∑s
i=1P [ρ̄i] ⊗M(η!i), qui s’annule puisque ρi ∈ R(z, x) pour 1 ≤ i ≤ r et
ηoi ∈ R!(x, z) pour r < i ≤ s. Par conséquent, d
n+1
F (M) ◦ d
n
F (M) = 0. On obtient notre énoncé. Il est facile
de vérifier que F est un foncteur, et puisque le produit tensoriel est sur k, il est exact et fidèle.
Soit finalement f. : F (M). → F (N). un morphisme de complexe, où M,N ∈ ModΛ!. Écrivons
fn = (fn(y, x))(y,x)∈Q−n×Q−n : ⊕x∈Q−n Px ⊗M(x) → ⊕y∈Q−n Py ⊗ N(y), où fn(y, x) : Px ⊗M(x) →
Py⊗N(y) est Λ-linéaire. Puisque x, y ∈ Q−n, on voit que eyΛex 6= 0 si et seulement si y = x ; et dans ce
cas, eyΛex = kex. En vertu du lemme 2.2.3, fn(y, x) = 0 si y 6= x; et sinon, fn(y, x) = 1Px ⊗ g(x) pour
un g(x) ∈ Homk(M(x), N(x)), et par conséquent, on obtient
fn = ⊕x∈Q−n 1Px ⊗ g(x) : ⊕x∈Q−n Px ⊗M(x)→ ⊕x∈Q−n Px ⊗N(x).
Fixons (y, x) ∈ Q−n−1 × Q−n avec exΛey 6= 0. Puisque fn+1 ◦ dnF (M) = d
n
F (N) ◦ f
n, on voit que∑
α∈Q1(y,x) P [ᾱ]⊗ (g(y) ◦M(α)) =
∑
α∈Q1(y,x) P [ᾱ]⊗ (N(α) ◦ g(x)). Par l’unicité dans le lemme 2.2.3,
on obtient g(y) ◦M(α) = N(α) ◦ g(x), pour chaque α ∈ Q1(y, x). Donc l’application k-linéaire g(x),
x ∈ Q0, forme un morphisme Λ!-linéaire g : M → N tel que F (g) = f .
En vertu de la proposition 4.0.7, les foncteurs de Koszul F,G peuvent être étendus à deux foncteurs
de Koszul de complexes FC : C(ModΛ!)→ C(ModΛ) et GC : C(ModΛ)→ C(ModΛ!). Pourtant, ils ne
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peuvent pas s’étendre aux catégories dérivées. Nous considérerons des sous-catégories de catégories de
complexes. Pour cela, nous avons besoin de quelques notations et définitions.
Définition 5.3.2. Soit Λ = kQ/R, où Q est un carquois graduable localement fini et R un idéal qua`
dratique dans kQ. Soient p, q ∈ R avec p ≥ 1 et q ≥ 0, nous notons par
(1) C ↓p,q(ModΛ) la sous-catégorie pleine abélienne de C(ModΛ) des complexes M. avec M ij = 0 pour
i + pj >> 0 or i − qj << 0 ; en d’autres termes, M. est concentré dans le triangle inférieur formé
par deux lignes de pentes respectives − 1p et
1
q ;
(2) C ↑p,q(ModΛ) la sous-catégorie abélienne pleine de C(ModΛ) des complexes M. avec M ij = 0 pour
i + pj << 0 ou i− qj >> 0; en d’autres termes, M. est concentré dans le triangle supérieur formé
par deux lignes de pentes respectives − 1p et
1
q .
Soit M un module dans ModΛ. La graduation Q = ∪n∈ZQn induit une graduation M = ⊕n∈ZMn
avec Mn = ⊕x∈QnM(x). Un module M est dit borné supérieurement si Mn = 0 pour presque tout
n > 0, et borné inférieurement si Mn = 0 pour presque tout n < 0. Nous noterons Mod−Λ et Mod+Λ les
sous-catégories pleines de ModΛ engendrées par les modules borné supérieurement et par les modules
borné inférieurement, respectivement. En gardant cette graduation à l’esprit, nous pouvons visualiser
un complexe M. sur ModΛ comme un k-module bigradué M ij = ⊕x∈Qj M i(x), avec i, j ∈ Z.
Remarque. (1) Si on pose p = 1 et q = 0, on obtient les catégories C↓(ModΛ) et C↑(ModΛ) comme
définies dans [10, (2.12)].
(2) Il est facile de voir que ces catégories C ↓p,q(ModΛ) et C ↑p,q(ModΛ) sont des sous-catégories de
C(Mod−Λ) et C(Mod+Λ), respectivement.
Nous noterons K ↓p,q(ModΛ) le quotient de C ↓p,q(ModΛ) modulo les morphismes homotopes à zéro, et
D ↓p,q(ModΛ) la localisation de K ↓p,q(ModΛ) par la fammille des quasi-isomorphismes. De même, nous
aurons la catégorie d’homotopique K ↑p,q(ModΛ) et la catégorie dérivée D ↑p,q(ModΛ). Le résultat suivant
généralise la proposition 20 dans [44] sous l’hypothèse Q est graduable.
Théorème 5.3.3. Soit Λ = kQ/R, où Q est un carquois graduable localement fini et R un idéal qua`
dratique dans kQ. Si p, q ∈ R avec p ≥ 1 et q ≥ 0, alors le foncteur de Koszul F : ModΛ! → C(ModΛ)
65
induit un diagramme commutatif
C ↓p,q(ModΛ
!)
FC

// K ↓p,q(ModΛ
!)
FK

// D ↓p,q(ModΛ
!)
FD

C ↑q+1,p−1(ModΛ)
// K ↑q+1,p−1(ModΛ) // D
↑
q+1,p−1(ModΛ);
tandis que le foncteur de Koszul G : ModΛ→ C(ModΛ!) induit un diagramme commutatif
C ↑p,q(ModΛ) //
GC

K ↑p,q(ModΛ) //
GK

D ↑p,q(ModΛ)
GD

C ↓q+1,p−1(ModΛ
!) // K ↓q+1,p−1(ModΛ
!) // D ↓q+1,p−1(ModΛ
!),
où FD et GD sont des foncteurs triangulés, appelés, les foncteurs dérivés de Koszul.
Démonstration. Soient p, q ∈ R avec p ≥ 1 et q ≥ 0. Considérons M. ∈ C ↓p,q(ModΛ!). Il existe s, t ∈ Z
tel que M i(x) = 0, pour x ∈ (Qo)j avec i+pj > s ou i− qj < t. Notez que FC(M.) est le complexe total
de F (M.).. Fixons m,n ∈ Z. Soit y ∈ Qm, on obtient FC(M.)n(y) = ⊕i∈Z; x∈(Qo)n−i Px(y) ⊗M i(x) =
⊕i≤n+m; x∈Qi−n Px(y)⊗M i(x). Fixons un entier i ≤ n+m. Si n+ (q + 1)m < s,alors i− q(n− i) < s ;
et si n − (p − 1)m > t,alors i + p(n − i) > t. Dans tous les cas, M i(x) = 0 pour tout x ∈ (Qo)n−i, et
donc, FC(M.)n(y) = 0. C-à-d, FC(M.) ∈ C ↑p,q(ModΛ). Cela donne un foncteur FC : C ↓p,q(ModΛ!) →
C ↑q+1,p−1(ModΛ). En vertu de la proposition 4.0.7, F
C induit un foncteur triangulé FK : K ↓p,q(ModΛ
!)→
K ↑q+1,p−1(ModΛ) qui rend le premier carré commutatif. Supposons maintenant que M
. est acyclique.
Puisque F est exact, F (M.). admet des lignes exactes. De plus, F (M i)n−i = ⊕x∈(Qo)n−i Px ⊗M i(x),
avec i ∈ Z, forme la n-diagonale de F (M.).. En vertu de l’hypothèse sur M., on voit que M i(x) = 0
pour tout x ∈ (Qo)n−i avec i < (nq + t)(1 + q)−1. C-à-d, F (M.). est diagonalement borné-au-dessous.
En vertu du corollaire 4.0.3, FC(M.) est acyclique. Donc, FK envoie les quasi-isomorphismes sur les
quasi-isomorphismes, et alors, il induit un foncteur triangulé FD : D ↓p,q(ModΛ
!)→ D ↑q+1,p−1(ModΛ) qui
rend le carré à droite commutatif.
Considérons M. ∈ C ↑q+1,p−1(ModΛ). Par hypothèse, il existe s, t ∈ Z tel que M i(x) = 0, pour x ∈ Qj
avec i+pj < s ou i−qj > t. Remarquons que GC(M.) est le complexe total de G(M.).. Fixons m,n ∈ Z.
Soit y ∈ Q−m, on obtient GC(M.)n(y) = ⊕i∈Z; x∈Qn−i I !x(y) ⊗M i(x) = ⊕i≥n+m; x∈Qn−i I !x(y) ⊗M i(x).
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Fixons un entier i ≥ n + m. Si n + (q + 1)m > s,alors i − q(n − i) > s ; et si n − (p − 1)m < t,alors
i + p(n − i) < t. Dans tous les cas, M i(x) = 0 pour tout x ∈ Qn−i, et donc, GC(M.)n(y) = 0. C-à-d,
GC(M.) ∈ C ↑p,q(ModΛ). Cela donne un foncteur triangulé GC : C ↑p,q(ModΛ)→ C ↓q+1,p−1(ModΛ!).
Montrerons que pour un complexe acyclique N. ∈ C(ModΛ), le complexe GC(N.) est acyclique.
Il suffit de prouver que GC(N.)(y) est acyclique, pour chaque y ∈ Qs avec s ∈ Z. Puisque GC(N.)
est le complexe total de G(N.)., on voit que GC(N.)(y) est le complexe total de G(N.).(y). Puisque
G est exact, G(N.). a des lignes exactes, et ainsi G(N.).(y). Soit n ∈ Z, les modules G(N i)n−i(y) =
⊕x∈Qn−i I !x(y)⊗N i(x) avec i ∈ Z forment la n-diagonale de G(N.).(y). Si i < n− s et x ∈ Qn−i, alors
Q n’admet pas de chemin de x à y, et donc, I !x(y) = D(ey(Λ
!)oex) = 0. Donc, G(N i)n−i(y) = 0 pour
tout i < n− p. C-à-d, G(N.).(y) est diagonalement borné supérieurement. En vertu du corollaire 4.0.3,
GC(M.)(y) est acyclique.
Lemme 5.3.4. Soit Λ = kQ/R une algèbre de Koszul, où Q est localement fini avec une graduation
Q0 = ∪n∈ZQn. Si a ∈ Qs, alors F (I !a). ∼= P.Sa[s] et G(Pa). ∼= I.S!a[−s].
Démonstration. Fixons a ∈ Qs. En vertu du théorème 5.2.3 et le lemme 5.2.7, P.Sa est isomorphe à
L. : · · · // L−i d−i // L−i+1 // · · · // L−1 d−1 // L0 // 0 // · · · ,
où L−i = ⊕x∈Q0Px ⊗ D(eaΛ
!
iex) pour i ≥ 0, and d−i = (d−i(y, x))(y,x)∈Q0×Q0 avec d−i(y, x) =∑
α∈Q1(y,x)P [ᾱ] ⊗ DP [α
!] : Px ⊗ D(eaΛ!iex) → Py ⊗ D(eaΛ
!
i−1ey) pour i > 0. Fixons un entier n ≥ 0.
Puisque Q est graduable, eaΛ!nex = 0 dans ce cas x 6∈ Qn+s ; et sinon, eaΛ
!
nex = eaΛ
!ex. Donc,
L−n = ⊕x∈Qn+sPx ⊗D(eaΛ!ex). L’isomorphisme k-linéaire ex(Λ!)oea → eaΛ!ex induit un isomorphisme
k-linéaire θa,x : D(eaΛ!ex)→ D(ex(Λ!)oea) = I !a(x) tel que le diagramme
⊕x∈Qn+sPx ⊗D(eaΛ!ex)
⊕ (1⊗θa,x)

∑
α∈Q1(y,x) P [ᾱ]⊗DP [α
!]
// ⊕y∈Qn+s−1Py ⊗D(eaΛ!ey)
⊕ (1⊗θa,y)

⊕x∈Qn+sPx ⊗ I !a(x)
∑
α∈Q1(y,x) P [ᾱ]⊗I
!
a(α
o)
// ⊕y∈Qn+s−1Py ⊗ I !a(y)
est commutatif avec isomorphismes verticaux. Puisque F (I !a)−n−s = 0 pour n < 0, on conclut que
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L. ∼= ts(F (I !a)[−s]) ∼= F (I !a)[−s]. Ceci établit la première partie du lemme. Maitenant, observons que Λ!
est de Koszul avec (Λ!)! = Λ ; voir (5.2.8) et (5.2.5). En vertu du théorème 4.11(3), on voit que I.S!a est
isomorphe à
T. : 0 // T 0 d0 // T 1 // · · · // Tn dn // Tn+1 // · · ·
où Tn = ⊕x∈Q0 I !x⊗exΛnea et dn = (dn(y, x))(y,x)∈Q0×Q0 : Tn → Tn+1 avec dn(y, x) =
∑
α∈Q1(x,y) I[α
!]⊗
Pa(α) : I
!
x ⊗ exΛnea → I !y ⊗ eyΛn+1ea, for n ≥ 0. Fixons un entier n ≥ 0. Puisque Q est graduable,
exΛnea = 0 dans le cas x 6∈ Qn+s ; et sinon, exΛnea = exΛea. Donc, Tn = ⊕x∈Qn+s I !x ⊗ exΛea =
G(Pa)
n+s et dn = dn+sG(Pa), pour n ≥ 0. Puisque G(Pa)
n+s = 0 pour n < 0, on conclut que I.S!a ∼=
ts(G(Pa)
.[s]) ∼= G(Pa).[s].
Plus généralement, on obtient une résolution projective explicite pour chaque module.
Proposition 5.3.5. Soit Λ = kQ/R une algèbre de Koszul, avec Q gradable localement fini. Soit M ∈
ModΛ, on a un quasi-isomorphisme naturel η.
M
: (FC ◦G)(M).→M .
Démonstration. Soit M ∈ ModΛ. Par définition, (FC ◦G)(M). = FC(G(M).), qui est le complexe total
du double complexe F (G(M).).. Given i, n ∈ Z, on obtient G(M)i = ⊕x∈Qi I !x ⊗M(x) et
(FC◦G)(M)n = ⊕i∈Z;a∈Qi−nPa ⊗G(M)i(a) = ⊕i∈Z;a∈Qi−n;x∈QiPa ⊗ I !x(a)⊗M(x).
Supposons que n > 0. Soit (a, x) ∈ Qi−n ×Qi avec i ∈ Z, puisque Q admet pas de chemin de x à a,
on obtient I !x(a) = 0. Par conséquent, (FC◦G)(M)n = 0.
Supposons que n < 0. Nous prétendons que Hn((FC◦G)(M).) = 0, ou ce qui est équivalent, Hn((FC◦
G)(M).(y)) = 0, pour chaque y ∈ Qp avec p ∈ Z. Maintenant, (FC ◦G)(M).(y) est le complexe total
de F (G(M).).(y), dont la n-diagonale est formé des modules F (G(M)i)n−i(y) = ⊕a∈Qi−n;x∈QiPa(y) ⊗
I !x(a) ⊗M(x), i ∈ Z. Si i > n + p, alors Pa(y) = 0 pour tout a ∈ Qi−n. Donc, F (G(M)i)n−i(y) = 0.
C-à-d, F (G(M).).(y) est n-diagonalement borné supérieurement. Pour tout i ∈ Z, la i-ème colonne de
F (G(M).). est ti(F (G(M)i).) = ⊕x∈Qi ti(F (I !x).)⊗M(x), où F (I !x).∼= P.Sx [i] ; voir (5.3.4). Donc,
Hn−i(ti(F (G(M)i).)) ∼= ⊕x∈QiHn−i(P.Sx [i]) ⊗M(x) = ⊕x∈QiHn(P.Sx) ⊗M(x) = 0, et par conséquent,
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Hn−i(ti(F (G(M)i).)(y)) = 0. Puisque ti(F (G(M)i).)(y) est la i-colonne de F (G(M).).(y), En vertu du
lemme 4.0.2(2), on voit que Hn((FC◦G)(M).(y)) = 0.
Il reste à prouver que H0((FC◦G)(M).) est naturellement isomorphe à M . Pour ce faire, remarquons
que la 1-diagonale du double complexe F (G(M).). est nulle, nous illustrons ses (−1)-diagonale et 0-
diagonale comme suit :
⊕b∈Qi Pb ⊗ I !b(b)⊗M(b)
⊕(a,x)∈Qi+1×Qi Pa ⊗ I !x(a)⊗M(x)
vi,−i−1
OO
hi,−i−1 // ⊕c∈Qi+1Pc ⊗ I !c(c)⊗M(c),
où vi,−i−1 = (vi,−i−1(b, a, x))(b,a,x)∈Qi×Qi+1×Qi , avec vi,−i−1(b, a, x) = 0 dans le cas b 6= x, et sinon,
vi,−i−1(x, a, x) =
∑
α∈Q1(x,a)(−1)
iP [ᾱ]⊗I !x(αo)⊗1M(x); et hi,−i−1 = (hi,−i−1(c, a, x))(c,a,x)∈Qi+1×Qi+1×Qi ,
avec hi,−i−1(c, a, x) = 0 dans le cas c 6= a, et sinon, hi,−i−1(a, a, x) =
∑
α∈Q1(x,a)1Pa ⊗ I[α
!]a ⊗M(α).
Rappelons que (Λ!)o = kQ/(R!)o = {γ̂ | γ ∈ kQ}, où γ̂ = γ + (R!)o. Soit (x, y) ∈ Qi × Qi+1 avec
i ∈ Z, d’après le lemme 2.2.8, I !x(x) admet une base {ê?x} et I !x(y) admet une base {α̂? | α ∈ Q1(x, y)}.
On aura besoin d’un petit lemme.
Lemme. Soit d−1 la différentielle de degré −1 de (FC◦G)(M).. Considérons (x, a) ∈ Qi ×Qi+1 pour un
i ∈ Z. Si γ̄ ∈ Pa, β ∈ Q1(x, a) et u ∈M(x), alors d−1(γ̄ ⊗ β̂? ⊗ u) = (−1)i γ̄ β̄ ⊗ ê?x ⊗ u+ γ̄ ⊗ ê?a ⊗ β̄u.
Preuve. Soit α ∈ Q1(x, a), on voit que I !x(αo)(β̂?) = 0 if α 6= β, et sinon, I !x(αo)(β̂?) = ê?x. D’autre
part, I[α!]a(β̂?) = 0 si α 6= β, et sinon, I[α!]a(β̂∗) = ê?a. Cela donne
d−1(γ̄ ⊗ β̂? ⊗ u) = (−1)i
∑
α∈Q1(x,a)(P [ᾱ]⊗ I
!
x(α
o)⊗ 1M(x))(γ̄ ⊗ β̂? ⊗ u)
+
∑
α∈Q1(x,a) (1Pa ⊗ I[α
!]a ⊗M(α))(γ̄ ⊗ β̂? ⊗ u)
= (−1)i γ̄ β̄ ⊗ ê?x ⊗ u+ γ ⊗ ê?a ⊗ β̄u.
Maintenant, il est facile de voir qu’on a une application Λ-linéaire
η0
M
: (FC◦G)(M)0 →M :
∑
(i,x)∈Z×Qi γ̄x ⊗ ê
?
x ⊗ ux 7→
∑
(i,x)∈Z×Qi (−1)
i(i+1)
2 γ̄xux,
où γ̄x ∈ Px et ux ∈ M(x). Nous prétendons que η0M ◦ d
−1 = 0. En effet, considérons un élément
ω ∈ (FC◦G)(M)−1. Nous pouvons supposer que ω ∈ Pa ⊗ I !x(a) ⊗M(x), pour un (a, x) ∈ Qi+1 × Qi
avec i ∈ Z. Dans ce cas, on peut supposer en outre que ω = γ̄ ⊗ β̂? ⊗ u, où γ̄ ∈ Pa, β ∈ Q1(x, a), et
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u ∈M(x). D’après le sous-lemme, on obtient
(η0
M
◦d−1)(ω) = η0
M
(
(−1)i γ̄ β̄ ⊗ ê?x ⊗ u+ γ̄ ⊗ ê?a ⊗ β̄u
)
= (−1)
i(i+1)
2 +i(γ̄ β̄u) + (−1)
(i+1)(i+2)
2 (γ̄ β̄u)
= 0.
Soit ω ∈ Ker(η0
M
), nous définirons un entier nω comme suit. Si ω = 0, Posons nω = 0; et dans ce cas,
ω ∈ Im(d−1). Sinon, soit nω soit minimal tel que ω =
∑s
i=1 γ̄ i⊗ ê?xi⊗ui, où xi ∈ Q0 ; γi ∈ kQ≤nω (xi,−);
les ui sont linéairement indépendants dans M(xi). For 1 ≤ i ≤ s, écrivons γi = λiεxi + σi1αi1 + · · · +
σi,tiαi,ti , où λi ∈ k ; αij ∈ Q1(xi, aij); σij ∈ kQ≤nω−1(aij ,−). Posons |x| = i pour x ∈ Qi, on obtient∑s
i=1 (−1)
|xi|(|xi|+1)
2 γ̄ iui = 0. Alors,
∑s
i=1 λiui = 0, et donc, λi = 0, c-à-d, γi = σi1αi1 + · · ·+ σi,tiαi,ti ,
pour i = 1, . . . , s. Posons
σ =
∑s
i=1
∑ti
j=1 (−1)
|xi| σ̄i,j ⊗ α̂?ij ⊗ ui ∈ (FC◦G)(M)−1,
on déduit du sous-lemme que
d−1(σ) =
∑s
i=1
∑ti
j=1
(
σ̄ij ᾱij ⊗ ê?xi ⊗ ui + (−1)
|xi| σ̄ij ⊗ ê?aij ⊗ ᾱij ui
)
=
∑s
i=1
(
γ̄ i ⊗ ê?xi ⊗ ui +
∑ti
j=1(−1)|xi| σ̄ij ⊗ ê?aij ⊗ ᾱij ui
)
= ω + ω′,
où ω′ =
∑s
i=1
∑ti
j=1(−1)|xi| σ̄ij ⊗ ê?aij ⊗ ᾱij ui. Par définition, nω′ < nω, et
η0
M
(ω′) =
∑s
i=1
∑ti
j=1(−1)
|xi|+
|xi|(xi|+1)
2 σ̄ijᾱij ui = −
∑s
i=1(−1)
|xi|(xi|+1)
2 γ̄ i ui = 0.
Par récurrence, ω ∈ Im(d−1). Thus, Im(d−1) = Ker(η0
M
). Cela donne un quasi-isomorphisme naturel
η.
M
: (F ◦G)(M).→M.
Pour la co-résolution injective, notre résultat sera légèrement plus restrictif.
Proposition 5.3.6. Soit Λ = kQ/R une algèbre de Koszul, avec Q graduable localement fini. Soit
N ∈ Mod−Λ!, on a un quasi-isomorphisme naturel θ.
N
: N → (GC ◦ F )(N)..
Démonstration. Fixons N ∈ Mod−Λ!. Soit r tel que N(a) = 0 pour tout a ∈ (Qo)i = Q−i with i > r.
Par définition, (GC◦F )(N). est le complexe total du complexe double G(F (N).).. On divisera la preuve
en plusieurs assertions.
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Assertion 1. Soit i ∈ Z, la i-ème colonne du complexe double G(F (N).). est ti(G(F (N)i).) =
⊕a∈Q−i ti(G(Pa).)⊗N(a) ∼= ⊕a∈Q−i ti(I.S!a [i])⊗N(a).
En effet, F (N)i = ⊕a∈Q−i Pa ⊗ N(a), En vertu du lemme 5.3.4, on voit que G(Pa). ∼= I.S!a [i] pour
tout a ∈ Q−i.
Assertion 2. Soit n ∈ Z, on a (GC◦F )(N)n = 0 dans le cas n < 0; et Hn((GC◦F )(N).) = 0 dans
le cas n > 0.
En effet, étant donné n’importe quel n ∈ Z, on a (GC◦F )(N)n = ⊕i∈ZG(F (N)i)n−i, où
G(F (N)i)n−i = ⊕x∈Qn−iI !x ⊗ F (N)i(x) = ⊕x∈Qn−i;a∈Q−i I !x ⊗ Pa(x)⊗N(a).
Si n < 0, alors Pa(x) = 0 pour tout (x, a) ∈ Qn−i×Q−i with i ∈ Z, et par conséquent, (GC◦F )(N)n = 0.
Supposons que n > 0. Puisque N(a) = 0 pour chaque a ∈ Q−i avec i > r, on voit que G(F (N).). est
n-diagonalement borné supérieurement. De plus, dans l’assertion 1, le (n − i)-ème cohomologie de la
i-ème colonne de G(F (N).). est donnée par
Hn−i(ti(G(F (N)i).)) ∼= ⊕a∈Q−iHn−i(I.S!a [i])⊗N(a) = ⊕a∈Q−iH
n(I.S!a)⊗N(a) = 0.
En vertu du lemme 4.0.2(2), Hn((GC◦F )(N).) = 0.
Il reste à construire un isomorphisme naturel N → H0((GC◦F )(N).). Observons que les modules
G(F (N)i)−i = ⊕x∈Qn−i;a∈Q−i I !x ⊗ Pa(x) ⊗ N(a), avec i ∈ Z forme une 0-diagonale de G(F (N).).. De
plus, Λ! = kQo/R! = {γ! | γ ∈ kQ}, où γ! = γo + R!, tandis que (Λ!)o = kQ/(R!)o = {γ̂ | γ ∈ kQ}, où
γ̂ = γ + (R!)o. Soient a, y ∈ Q0, il existe une application linéaire
Na,y : N(y)→ Homk(ey(Λ!)oea, Pa(a)⊗N(a)) : u 7→ Na,y(u),
woù Na,y(u) envoie γ̂ à ea ⊗ γ!u, pour tout γ ∈ kQ(a, y). En vertu du corolaire 1.1.2, il existe un
k-isomorphisme
θa,y : Homk(ey(Λ
!)oea, k)⊗ Pa(a)⊗N(a)→ Homk(ey(Λ!)oea, Pa(a)⊗N(a)).
Cela donne une application linéaire fay = θ−1a,y ◦Na,y : N(y)→ I !a(y)⊗ Pa(a)⊗N(a).
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Assertion 3. Si {γ̂1, · · · , γ̂s} est une base ey(Λ!)oea avec une base duale {γ̂?1, · · · , γ̂?s}, où a, y ∈ Q0,
alors fay (u) =
∑s
i=1 γ̂
?
i ⊗ ea ⊗ γ!iu, pour tout u ∈ N(y).
En effet, chaque γ̂ ∈ ez(Λ!)oea s’écrit comme γ̂ =
∑s
j=1 λj γ̂ j , pour un λj ∈ k. Soit u ∈ N(z), par
définition de θa,y,on obtient
θa,y(
∑s
i=1 γ̂
?
i ⊗ ea ⊗ γ!iu)(γ̂) =
∑
1≤i,j≤s(λj γ̂
?
i (γ̂ j)) · (ea ⊗ γ!iu) = ea ⊗ γ!u = Na,y(u)(γ̂).
Donc, θa,z(
∑s
i=1 γ̂
?
i ⊗ ea ⊗ γ!iu) = Na,y(u), et donc, fay (u) =
∑s
i=1 γ̂
?
i ⊗ ea ⊗ γ!iu.
Assertion 4. Soit a ∈ Q0, il existe un morphisme Λ!-linear naturel fa = (fay )y∈Q0 : N → I !a ⊗
Pa(a)⊗N(a).
En effet, pour n’importe quel α : z → y in Q1, il est facile de vérifier la commutativité de
N(y)
Na,y //
N(αo)

Homk(P
!,o
a (y), Pa(a)⊗N(a))
Hom(P !,oa (α),Pa(a)⊗N(a))

I !a(y)⊗ Pa(a)⊗N(a)
θa,yoo
I!a(α
o)⊗1⊗1

N(z)
Na,z // Homk(P !,oa (z), Pa(a)⊗N(a)) I !a(z)⊗ Pa(a)⊗N(a).
θa,zoo
Donc, fa is Λ!-linéaire. Étant donné un morphisme Λ!-linéaire g : N →M , on a un diagramme
N(y)
Na,y //
gy

Homk(P
!,o
a (y), Pa(a)⊗N(a))
Hom(P !,oa (y),1⊗ga)

I !a(y)⊗ Pa(a)⊗N(a)
θa,yoo
1⊗1⊗ga

M(y)
Ma,y // Homk(P !,oa (y), Pa(a)⊗M(a)) I !a(y)⊗ Pa(a)⊗M(a),
θa,yoo
où le carré à gauche est commutatif, tandis que la commutativité du carré à droite vient du lemme
1.1.2(1).
Soit a ∈ Q−i, en vertu de l’assertion (3), on obtient un morphisme Λ!-linéaire ga = (gay)y∈Q0 : N →
I !a ⊗ Pa(a)⊗N(a), où gay = (−1)
(i−1)i
2 fay .
Assertion 5. Posons g = (ga)a∈Q0 , on obtient un monomorphisme naturel Λ
!-linéaire g : N →
(GC◦F )(N)0.
En effet, g est un monomorphisme Λ!-linéaire si et seulement si, pour chaque y ∈ Q0, le morphisme
linéaire gy = (gay) : N(y) → (GC ◦F )(N)0 = ⊕a∈Q0 I !a(y) ⊗ Pa(a) ⊗ N(a) est injectif. Supposons
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maintenant que gy(u) = 0, pour un u ∈ N(y). Alors gay(u) = 0, pour chaque a ∈ Q0. En particulier,
gyy(u) = 0, et donc, fyy (u) = 0. Puisque {ey} est une base ey(Λ)oey, d’après assertion 3, on voit que
e?y ⊗ ey ⊗ u = 0, et donc, u = 0.
Pour le reste de la preuve, remarquons que la (−1)-diagonale de G(F (M).). contient juste les objects
nul, nous illustrons ses 0-diagonale et 1-diagonale comme suit :
⊕b∈Q−i I !b ⊗ Pb(b)⊗N(b)
hi,−i // ⊕(a,x)∈Q−i−1×Q−i I !x ⊗ Pa(x)⊗N(a)
⊕c∈Q−i−1I !c ⊗ Pc(c)⊗N(c),
vi+1,−i−1
OO
où hi,−i = (hi,−i(a, x, b))(a,x,b)∈Q−i×Q−i−1×Q−i , avec hi,−i(a, x, b) = 0 pour b 6= x, et hi,−i(a, x, x) =∑
α∈Q1(a,x)1I!x⊗P [ᾱ]⊗N(α
o), et d’autre part, on a vi+1,−i−1 =(vi+1,−i−1(a,x,c))(a,x,c)∈Q−i×Q−i−1×Q−i−1
avec vi+1,−i−1(a,x,c)=0 pour c 6= a, et vi+1,−i−1(a, x, a) =
∑
α∈Q1(a,x)(−1)
i+1I[α!]⊗ Pa(α)⊗ 1N(a).
Assertion 6. Si d0 est la différentielle de 0-degré de (GC ◦ F )(N)., alors d0 ◦ g = 0.
En effet, cela revient à montrer, pour tout p ∈ Z, que le diagramme
⊕x∈Q−p I !x ⊗ Px(x)⊗N(x)
⊕hp,−p(a,x,x) // ⊕(a,x)∈Q−p−1×Q−p I !x ⊗ Pa(x)⊗N(a)
N
(ga)a∈Q−p−1 //
(gx)x∈Q−p
OO
⊕a∈Q−p−1I !a ⊗ Pa(a)⊗N(a),
⊕vp+1,−p−1(a,x,a)
OO
est anti-commutatif, ou de manière équivalente, nous avons un diagramme anti-commutatif
⊕x∈Q−p I !x(y)⊗ Px(x)⊗N(x)
⊕hp,−p(a,x,x)(y)// ⊕(a,x)∈Q−p−1×Q−p I !x(y)⊗ Pa(x)⊗N(a)
N(y)
(gay )a∈Q−p−1 //
(gxy )x∈Q−p
OO
⊕a∈Q−p−1I !a(y)⊗ Pa(a)⊗N(a),
⊕vp+1,−p−1(a,x,a)(y)
OO
pour tout y ∈ Q0. Fixons u ∈ N(y) pour un y ∈ Q0. Considérons α ∈ Q1(a, x) avec (a, x) ∈ Q−p−1×Q−p.
Choisissons une {δ̂1, . . . , δ̂s} de ey(Λ!)oex, on déduit de l’assertion 3 que (1⊗ P [ᾱ] ⊗ N(αo))
(
gxy (u)
)
=
(−1)
(p−1)p
2
∑s
i=1 δ̂
?
i ⊗ ᾱ⊗ α!δ!iu. D’autre part, pour chaque base {γ̂1, . . . , γ̂ t} de ey(Λ
!)oea, on obtient
(I[α!]⊗ Pa(α)⊗ 1)
(
gay(u)
)
= (−1)
p(p+1)
2
∑t
i=1 I[α
!](γ̂?i )⊗ ᾱ⊗ γ!iu.
Soit θ : I !x(y)⊗ Pa(x)⊗N(a)→ Homk(ey(Λ
!)oex, Pa(x)⊗N(a)) un isomorphisme k-linéaire comme
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prouver dans le corollaire 1.1.2. Étant donné un 1 ≤ j ≤ s, il est facile de voir
θ[(1⊗ P [ᾱ]⊗N(αo))
(
gxy (u)
)
](δ̂j) = (−1)
(p−1)p
2 (ᾱ⊗ α!δ!ju),
et θ[(I[α!]⊗ Pa(α)⊗ 1)
(
gay(u)
)
](δ̂j) = (−1)
p(p+1)
2
∑t
i=1 γ̂
?
i (δ̂jα̂)
(
ᾱ⊗ γ!iu
)
.
Fixons un 1 ≤ j ≤ s. Si δ̂j α̂ = 0, alors α!δ!j = 0, et donc,
θ[(I[α!]⊗ Pa(α)⊗ 1)
(
gay(u)
)
](δ̂j) = 0 = (−1)pθ[(1⊗ P [ᾱ]⊗N(αo))
(
gxy (u)
)
](δ̂j).
Si δ̂j α̂ 6= 0, alors on peut la compléter en une base {γ̂1, . . . , γ̂ t} avec γ̂1 = δ̂j α̂ de ey(Λ!)oea. Sous cette
hypothèse, on obtient
θ[(I[α!]⊗ Pa(α)⊗ 1)
(
gay(u)
)
](δ̂j) = (−1)
p(p+1)
2
∑t
i=1 γ̂
?
i (γ̂1)(ᾱ⊗ γ!iu)
= (−1)
p(p+1)
2 (ᾱ⊗ γ!1u)
= (−1)
p(p+1)
2 (ᾱ⊗ δ̂jα̂ u)
= (−1)pθ[(1⊗ P [ᾱ]⊗N(αo))
(
gxy (u)
)
](δ̂j).
Donc, θ[(I[α!] ⊗ Pa(α) ⊗ 1)
(
gay(u)
)
] = (−1)pθ[(1⊗ P [ᾱ] ⊗ N(αo))
(
gxy (u)
)
], et par conséquent, (I[α!] ⊗
Pa(α)⊗1)
(
gay(u)
)
= (−1)p(1⊗P [ᾱ]⊗N(αo))
(
gxy (u)
)
. Cela donne (hp,−p(a, x, x)(y)◦gxy )(u)+(vp+1,−p−1(a, x, a)(y)◦
gay)(u) = 0, et donc, hp,−p(a, x, x)(y)◦gxy+vp+1,−p−1(a, x, a)(y)◦gay = 0. Ceci implique l’anti-commutativité
requise
Soit ω = (ωi)i∈Z ∈ Ker(d0), avec ωi ∈ G(F (N)i)−i = ⊕a∈Q−i I !a ⊗ Pa(a) ⊗ N(a). Rappelons que
G(F (N)i)−i = 0, pour i > r. Nous définirons nω(≤ r) comme suit. Si ω = 0, alors nω = r ; et sinon,
nω est minimal pour lequel wnω 6= 0. Si nω = r,alors évidement ω ∈ Im(g). Supposons que nω < r.
Puisque ω ∈ Ker(d0), on a vnω,−nω (ωnω ) = −hnω−1,1−nω (ωnω−1) = 0. Par l’assertion 1, la nω-ème
colonne de G(F (N).). est, avec un twist, le décalage par nω de la co-résolution minimale injective de
⊕a∈Q−nω S!a⊗Pa(a)⊗N(a). Donc, wnω ∈ S(⊕a∈Q−nω I !a⊗Pa(a)⊗N(a)), et En vertu du Lemme 2.2.8,
ωnω =
∑
a∈Q−nω ê
?
a ⊗ ea ⊗ ua, où ua ∈ N(a).
En vertu de l’assertion 3, on obtient g(
∑
a∈Q−nω ua) =
∑
a∈Q−nω ê
?
a ⊗ ea ⊗ ua = ωnω , et assertion
6, ν = ω − g(
∑
a∈Q−nω ua) ∈ Ker(d0). Écrivons ν = (νi)i∈Z avec νi ∈ G(F (N)i)−i, on voit que
νnω = ωnω − g(
∑
a∈Q−nω ua) = 0, et ν
i = ωi = 0 pour tout i < nω. Par conséquent, nν < nω.
Supposons par récurrence que ν ∈ Im(g), on obtient ω ∈ Im(g). Cela montre que Ker(d0) = Im(g).
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Posons θ0N = g et θ
i
N = 0 pour tout i 6= 0, on obtient un quasi-isomorphisme θ.N : N → (GC ◦ F )(N).,
qui est naturel en N d’après l’assertion 4.
Le résultat suivant est l’un des principaux résultats de cette thèse. il généralise sous l’hyporthèse de
graduation le Théorème 2.12.1 in [10] et le Théorème 30 dans [44].
Théorème 5.3.7. Soit Λ = kQ/R une algèbre de Koszul, où Q est un carquois graduable localement
fini. Étant donnés p, q ∈ R avec p ≥ 1 et q ≥ 0, le foncteur dérivé de Koszul FD : D ↓p,q(ModΛ
!) →
D ↑q+1,p−1(ModΛ) est une équivalence triangulée avec un quasi-inverse G
D : D ↑q+1,p−1(ModΛ)→ D ↓p,q(ModΛ
!).
Démonstration. Soit p, q ∈ R avec p ≥ 1 et q ≥ 0. En vertu du théorème 5.3.3, on obtient un diagramme
commutatif
C ↓p,q(ModΛ
!)
FC 
P
Λ! // K ↓p,q(ModΛ
!)
FK
L
Λ! // D ↓p,q(ModΛ
!)
FD
C ↑q+1,p−1(ModΛ)
PΛ //
GC 
K ↑q+1,p−1(ModΛ)
LΛ //
GK
D ↑q+1,p−1(ModΛ)
GD
C ↓p,q(ModΛ
!)
P
Λ! // K ↓p,q(ModΛ
!)
L
Λ! // D ↓p,q(ModΛ
!).
Premièrement, on prouvera que GD ◦ FD ∼= 1D ↓p,q(ModΛ). Observons que C
↓
p,q(ModΛ
!) est une sous-
catégorie pleine de C(ModΛ!). Considérons GC ◦ F : ModΛ! → C(ModΛ!) et le foncteur canonique
κ : Mod−Λ! → C(ModΛ!). En vertu de la proprosition 5.3.6, on obtient un morphisme fonctoriel θ =
(θ.
N
)N∈Mod−Λ! : κ → GC ◦ F, où θ.N : κ(N). → (GC ◦ F )(N). est un quasi-isomorphisme. En vertu des
lemmes 4.0.8 et 4.0.9, θ induit un morphisme fonctoriel θC : κC → (GC◦ F )C = GC ◦ FC .
Soit N. ∈ C ↓p,q(ModΛ!), nous prétendons que θCN. : N.→ (GC ◦ F )C(N.) est un quasi-isomorphisme.
Puisque N i ∈ ModΛ!, par la proposition 5.3.6, θ.Ni : κ(N i).→ (GC◦F )(N i). est un quasi-isomorphisme,
pour chaque i ∈ Z. il est clair que le complexe double κ(N.). est diagonalement borné supérieurement.
Soit un entier n, la n-diagonale du complexe double (GC ◦ F )(N.). est formée des modules
(GC ◦ F )(N i)n−i = ⊕j∈Z;x∈Q−j;y∈Qn−i−j I !y ⊗ Px(y)⊗N i(x); i ∈ Z.
Si i > n, alors Px(y) = 0, pour tout x ∈ Q−j et y ∈ Qn−i−j avec j ∈ Z, et donc, (GC ◦F )(N i)n−i = 0.
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C-à-d, (GC ◦F )(N.). est diagonalement borné supérieurement. En vertu du lemme 4.0.10, θC
N. est en effet
un quasi-isomorphisme dans C ↓p,q(ModΛ
!). Par conséquent, θD
N. = LΛ!(PΛ!(θCN.)) : N.→ (GD ◦ FD)(N.)
est un isomorphisme naturel en D ↓p,q(ModΛ
!). Cela donne un isomorphisme fonctoriel θD : GD ◦FD →
1D ↓p,q(ModΛ!).
Maintenant, on prouvera que FD◦GD ∼= 1D ↑q+1,p−1(ModΛ). Pour cela, considérons l’injection canonique
κ : ModΛ → C(ModΛ) et FC ◦ G : ModΛ → C(ModΛ). En vertu du lemme 5.3.5, on obtient un
morphisme fonctoriel η = (η.
M
)M∈ModΛ : F
C ◦ G → κ, où η.
M
: (FC ◦ G)(M). → κ(M). est un quasi-
isomorphisme. En vertu des lemmes 4.0.8 et 4.0.9, η induit un morphisme fonctoriel ηC : (FC◦G)C → κC ,
c-à-d un morphisme fonctoriel ηC : FC ◦GC → 1C(ModΛ). Comme expliqué ci-dessus, il suffit de prouver
que, pour chaqueM. ∈ C ↑q+1,p−1(ModΛ), que ηCM. : (FC◦G)C(M.)→ κC(M.) est un quasi-isomorphisme,
ce qui est équivalent à dire que son cône est acyclique.
Par définition, ηC
M. = η.M. = T(η..M.), où η..M. : (FC ◦ G)(M.). → κ(M.). est défini par ηi,jM. = ηjMi :
(FC ◦ G)(M i)j → κ(M i)j . En vertu du lemme 4.0.5, Cη.
M. = T(Vη..M.). pour montrer que Cη.M. est
acyclique, il faut montrer que Cη.
M.(z) = T(Vη..M.(z)) est acyclique pour chaque z ∈ Q0, où Vη..M.(z) est
le cône vertical du morphisme de complexe double η..
M.(z) : (FC ◦ G)(M.).(z) → κ(M.).(z). Supposons
que z ∈ Qs avec s ∈ Z. Puisque le η.
Mi
: (FC ◦ G)(M i). → κ(M i). sont quasi-isomorphismes, en vertu
du lemme 4.0.4(1), Vη..
M. admet des colonnes acycliques, et de aussi Vη..M.(z). Soit n ∈ Z, la n-diagonale
du complexe double (FC ◦G)(M.).(z) est formée des modules
(FC ◦G)(M i)n−i(z) = ⊕j∈Z; x∈Qj ; y∈Qi+j−n Py(z)⊗ I !x(y)⊗M i(x)
= ⊕j≤n+s−i; x∈Qj ; y∈Qi+j−n Py(z)⊗ I !x(y)⊗M i(x),
avec i ∈ Z. Puisque M. ∈ C ↑q+1,p−1(ModΛ), il existe un t pour lequel M i(x) = 0 pour x ∈ Qj avec
i−(p−1)j > t. Soit x ∈ Qj avec j ≤ n+s−i. Si i > (p−1)(n+s)+tp , alors i−(p−1)j ≥ i−(p−1)(n+s−i) =
pi− (p− 1)(n+ s) > t, et donc, M i(x) = 0. Cela montre que (FC ◦G)(M.).(z) est diagonalement borné
supérieurement. Puisque κ(M.).(z) est évidement diagonale borné supérieurement, on peut voir que
Vη..
M.(z) est diagonalement borné supérieurement. Par le corollaire 4.0.3, T(Vη..M.(z)) est acyclique, c-à-d,
Cη.
M.(z) est acyclique.
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Théorème 5.3.8. Soit Λ = kQ/R une algèbre de Koszul, où Q est un carquois graduable localement
fini. Si Λ est localement bornée à droite (ou à gauche, resp.) et Λ! est localement bornée à gauche (ou à
droite, resp.), alors on obtient deux équivalences triangulées Db(ModbΛ!) ∼= Db(ModbΛ) et Db(modbΛ!) ∼=
Db(modbΛ).
Démonstration. Premièrement, supposons que Λ est localement bornée à droite et Λ! est localement
bornée à gauche. Alors, Px ∈ modbΛ et I !x ∈ mod
bΛ!, pour tout x ∈ Q0. Par conséquent,on obtient deux
foncteurs de Koszul F : ModbΛ! → Cb(ModbΛ) et F : modbΛ! → Cb(modbΛ), et deux foncteurs inverses
de Koszul G : ModbΛ → Cb(ModbΛ!) and G : modbΛ → Cb(modbΛ!). Donc le foncteur FD envoie un
complexe borné de modules sur un complexe borné de modules projectifs (car tous les modules ont des
supports finis), et d’après le théorème 5.3.7, on obtient une équivalence triangulée FD : Db(ModbΛ!)→
Db(ModbΛ) et FD : Db(modbΛ!)→ Db(modbΛ). Supposons que Λ est localement bornée à gauche et Λ!
est localement bornée à droite. Puisque Λ! est de Koszul avec (Λ!)! = Λ, on a une équivalence triangulée
Db(ModbΛ) ∼= Db(ModbΛ!) et Db(modbΛ) ∼= Db(modbΛ!).
Un chemin infini dans un carquois est dit infini à droite si il n’a pas de point d’arrivée et infini à
gauche si il n’a pas de point de départ.
Corollaire 5.3.9. Soit Λ = kQ/R une algèbre de Koszul, où Q est un carquois graduable localement fini.
Si Q n’a pas de chemin infini à droite ou n’a pas de chemin infini à gauche, alors on a les équivalences
triangulées Db(ModbΛ!) ∼= Db(ModbΛ) and Db(modbΛ!) ∼= Db(modbΛ).
Démonstration. Si Q n’a pas de chemin infini à droite, alors Qo n’a pas de chemin infini à gauche, et en
particulier, Λ est localement bornée à droite et Λ! est localement bornée à gauche. Si Q n’admet pas de
chemin infini à gauche, alors Λ localement bornée à gauche et Λ! est localement bornée à droite. D’où le
résultat.
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CHAPITRE 6
Revêtements galoisiens
Dans ce chapitre, nous présenterons le revêtement galoisien des carquois, des catégories linéaires, des
catégories dérivées et des catégories singulières. Cette notion a été introduite par Bongartz-Gabriel. Le
lecteur est inviter à consulter [1, 2, 6, 11] pour plus de détails sur les résultats de ce chapitre.
6.1 Revêtement galoisien des carquois
Une G-action d’un groupe G sur un carquois Q est un homomorphisme de G vers le groupe Aut(Q)
des automorphismes de Q.
Définition 6.1.1. Soit Q un carquois muni d’une G-action libre. Un morphisme de carquois φ : Q→ Q′
est dit un G−revêtement galoisien, si les conditions suivantes sont vérifiées :
i. L’application φ0 est surjective.
ii. Si g ∈ G, alors φ ◦ g = φ.
iii. Si x, y ∈ Q0 avec φ0(x) = φ0(y), alors y = gx, pour un g ∈ G.
iv. Si x ∈ G, alors φ1 induit deux bijections x+ → φ0(x)+ et x− → φ0(x)−.
78
6.2 Revêtement galoisien des catégories linéaires
Lorsqu’on dit que Λ est une catégorie linéaire, cela veut dire une Z-catégorie linéaire, c-à-d, ses
espaces de morphismes sont des Z-modules et la composition des morphismes est Z-bilinéaire.
Soit G un groupe et Λ une catégorie linéaire. Une G-action sur Λ est tout simplement un homomorphisme
de groupe ρ : G→ Aut(Λ), où Aut(Λ) est le groupe des automorphismes de Λ.
Le revêtement galoisien des algèbres a été introduit par Bongartz et Gabriel [11]. Récemment, Bautista
et Liu [6, 7] l’ont généralisé à des catégories linéaires générales, par exemple, les catégorie des complexes,
les catégorie d’homotopie et les catégories dérivées.
Définition 6.2.1. Soit Λ une catégorie linéaire munie d’une G-action. Une G-action est dite :
i. libre, si g.X ∼= X pour un objet indécomposable X ∈ Λ, alors g = e.
ii. localement bornée, si pour tous X,Y indécomposables, Λ(X, gY ) 6= 0 pour tous sauf un nombre fini
de g ∈ G.
(Λ(X, gY ) est l’ensemble de morphismes de X vers gY ).
iii. admissible, si elle est libre et localement bornée.
Le lemme suivant est dans [6].
Lemme 6.2.2. Soit C une catégorie avec une G-action localement bornée.
Si G est un groupe sans torsion, alors la G-action sur C est libre.
Soit F un foncteur entre deux catégories linéaires. On va identifier l’élément g ∈ G avec ρ(g) ∈ Aut(Λ).
Rappelons qu’un isomorphisme fonctoriel δg : F ◦ g → F est la donnée d’une famille d’isomorphismes
δg,X : (F ◦ g)(X)→ F (X), avec X ∈ Λ et qui est naturelle en X.
Définition 6.2.3. Soient Λ et Λ
′
deux catégories linéaires avec G un groupe qui agit sur Λ.
Un fonteur F : Λ → Λ
′
est dit G-stable, si ils existent des isomorphismes fonctoriels δg : F ◦ g → F ,
g ∈ G, tels que
δh,X ◦ δg, h·X = δgh,X .
79
pour tous g, h ∈ G et X ∈ Λ. Dans ce cas, on appelle δ = {δg | g ∈ G} un G-stabilisateur de F .
Remarque 6.2.4. i. Par définition, δ−1g,X = δg−1,g·X pour g ∈ G et X ∈ Λ. δe = 1F , où e est
l’élément neutre G.
ii. Si X = Y ⊕ Z, alors
δg,X =
(
δg,Y 0
0 δg,Z
)
.
iii. le G-stabilisateur δ de F est dit trivial si δg = 1F , pour tout g ∈ G. Dans ce cas, on dit que F est
G-invariant.
Définition 6.2.5. Soint Λ et Λ
′
deux catégories linéaires et G un groupe qui agit sur Λ.
Un foncteur F : Λ → Λ
′
est dit un G-pré-revêtement, si F admet un G-stabilisateur tel que, pour tous
X,Y ∈ Λ, les deux applications suivantes sont des isomorphismes :
FX,Y : ⊕g∈G Λ(X, g ·Y )→ Λ
′
(F (X), F (Y )) : (ug)g∈G 7→
∑
g∈G δg,Y ◦ F (ug).
FX,Y : ⊕g∈G Λ(g ·X,Y )→ Λ
′
(F (X), F (Y )) : (vg)g∈G 7→
∑
g∈G F (vg) ◦ δ
−1
g,X .
Lemme 6.2.6. Soient Λ et Λ
′
deux catégories linéaires et G un groupe qui agit sur Λ.
Soit F : Λ→ Λ
′
un G-pré-revêtement de catégories linéaires avec un G-stabilisateur δ.
i. Pour tous X,Y ∈ Λ, on a la décomposition suivante :
Λ
′
(F (X), F (Y )) = ⊕g∈G δg,Y ◦ F (Λ(X, g ·Y )) = ⊕g∈G F (Λ(g ·X,Y )) ◦ δ−1g,X .
ii. Le foncteur F est fidèle et plein, en particulier, il préserve les objets décomposables.
Définition 6.2.7. Soient Λ et Λ
′
deux catégories linéaires. Supposons que Λ est munie d’une action
admissible d’un groupe G. Un G-pré-revêtement F : Λ → Λ
′
est dit un G-revêtement galoisien si le
foncteur F est dense.
Définition 6.2.8. Soit C une catégorie additive munie d’une G-action libre. Alors la catégorie des
orbites de C, notée C/G a les mêmes objets de C et ses espaces des morphismes sont (C/G)(X,Y ) =
⊕g∈G(X, g.Y ), pour tous X,Y ∈ C. La composition de deux morphismes est définie comme suit : Soit
f : X → g.Y et f ′ : Y → h.Z, alors f ′f = (gf ′)f , voir [19] pour plus de détails.
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La question qui se pose maintenant : Étant donné un G-revêtement galoisien de carquois Q̃ → Q,
est-ce qu’ils existent G-revêtement galoisien Db(modbΛ̃) → Db(modbΛ) de catégories dérivées et un
G-revêtement galoisien Dbsg(mod
bΛ̃) → Dbsg(mod
bΛ) de catégories singulières bornées ? où Λ̃ = kQ̃/R̃
et Λ = kQ/R. Tous les résultats des catégories dérivées bornées sont prouvés par [6, 7] et ceux des
catégories singulières bornées par [3].
6.3 Revêtement galoisien des catégories dérivées
D’après [6] le groupe G agit sur Db(modbΛ̃), et puisque la G-action est stable sur Kb(projΛ̃) alors
cela induit une G-action sur Dbsg(mod
bΛ̃) tel que le diagramme suivant commute
Db(modbΛ̃) Dbsg(mod
bΛ̃)
Db(modbΛ̃) Dbsg(mod
bΛ̃)
PΛ̃
g g
PΛ
Théorème 6.3.1. Soit π : Λ̃→ Λ un G-revêtement galoisien entre deux catégories k-linéaires et
localement bornées et G un groupe qui agit librement sur Λ̃. Alors il existe
i. un G-pré-revêtement galoisien πDλ : D
b(modb̃Λ)→ Db(modbΛ).
ii. un G-pré-revêtement galoisien πSλ : D
b
sg(mod
b̃Λ)→ Dbsg(mod
bΛ).
Remarque 6.3.2. Il n’est pas difficile de remarquer que la seule propriété qui empêche les foncteurs
ci-dessus de ne pas être des G-revêtements galoisiens est la densité, c-à-d, le foncteur n’est pas dense en
général. Dans ce qui suit on résoudra ce problème pour les algèbres Λ avec rad(Λ)2 = 0.
6.4 Le cas des algèbres avec rad2 = 0
L’objectif de cette section est de montrer comment les techniques de revêtement galoisien peuvent
être appliquées pour étudier la catégorie dérivée bornée des modules sur une catégorie localement bornée
avec rad2 = 0.
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Définition 6.4.1. Soit Q un carquois connexe. La période de la graduation de Q, notée rQ est 0 si Q,
est graduable, et sinon, c’est le minimum des degrés positifs des marches fermées dans Q.
Le carquois QZ est défini par ses points (a, i), avec (a, i) ∈ Q0×Z et ses flèches (α, i) : (a, i)→ (b, i+1)
où i ∈ Z et α : a → b une flèche dans Q. Remarquons que QZ admet un automorphisme ρ, qu’on va
appeler translation, qui envoie (a, i) à (a, i + 1), et (α, i) à (α, i + 1), où a ∈ Q0, α ∈ Q1 et i ∈ Z. le
groupe engendré par ρ est appelé groupe de translation de QZ.
Pour le reste, on suppose que Q est un carquois connexe localement fini. Fixons une composante
connexe Q̃ de QZ avec un groupe de translation G =< ρrQ >. Alors Λ̃ = kQ̃/(kQ̃+)2 est une catégorie
localement bornée et connexe, avec rad2(Ã) = 0. La G-action libre sur Q̃ induit naturellement une
G-action libre sur Ã.
Lemme 6.4.2. Soit Q un carquois localement fini et connexe, et Q̃ une composante connexe de QZ avec
un groupe de translation G. Le G-revêtement galoisien π : Q̃ → Q induit un G-revêtement galoisien
π : Ã→ A de catégories localement bornées.
Lemme 6.4.3. Soit Λ = kQ/(kQ+)2 avec Q un carquois localement fini et connexe, et soit π : Λ̃→ Λ le
G-revêtement galoisien. Si P • ∈ RC−,b(projA), alors il existe L• ∈ RC−,b(projΛ̃) tel que P • ∼= πC(L•).
Théorème 6.4.4. Soit Λ = kQ/(kQ+)2 avec Q un carquois localement fini et connexe. Soit Λ̃ =
kQ̃/(kQ̃+)2 avec Q̃ une composante connexe de Q et G le groupe de translations de Q̃. Soit π : Λ̃ → Λ
le G-revêtement galoisien, alors il existe un G-revêtement galoisien πDλ : D
b(modb̃Λ)→ Db(modbΛ).
Récemment, Bautista et Liu ont construit un revêtement galoisien explicite pour Db(modbΛ), où Λ est
une algèbre de radical carré nul. Cela leurs a permis de trouver une classification complète des complexes
indécomposables et d’étudier leur théorie d’Auslander-Reiten.
Soit Q un carquois graduable localement fini. Une k-representation de Qop est dite localement de
support fini, si (Qop)n ∩ SuppM est fini. Comme Q est gradué, Qop est aussi gradué, avec Qop =
∪n∈Z(Qop)n où (Qop)n = Q−n. Le fait de travailler avec des carquois graduables est justifié par ce qui
suit. Soit M une représentation. On va lui associer un complexe de cochaine F (M)• sur ProjÃ comme
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suit. Pour tout n ∈ Z, on définit
F (M)n = ⊕x∈Q−n Px ⊗M(x) ∈ Proj Ã,
et dnF (M) : ⊕x∈Q−n Px ⊗M(x) → ⊕y∈Q−n−1 Py ⊗M(y) l’application Λ-linéaire donnée par la matrice
(dnF (M)(y, x))(y,x)∈Q−n−1×Q−n , où
dnF (M)(y, x) =
∑
α∈Q1(y,x)
P (α)⊗M(αo) : Px ⊗M(x)→ Py ⊗M(y).
Avec ça, on obtient un foncteur F : Db(Rep−,b(Q̃op)) → Db(ModΛ̃). C’est exactement le foncteur de
Koszul défini dans le chapitre 4. Le théorème suivant est dans [7]
Théorème 6.4.5. Soit Λ̃ = kQ̃/(kQ̃+)2 avec Q un carquois gradable localement fini. Le foncteur de
Koszul F : Db(Rep−,b(Qop))→ Db(ModbΛ̃) est une équivalence de catégories triangulées qui se restreint
à une équivalence de catégorie triangulée F : Db(rep−,b(Q̃op))→ Db(modbΛ̃).
Remarque 6.4.6. Lorsque Q est fini, l’équivalence du théorème précèdent est exactement la dualité de
Koszul des modules non gradué et sous la condition que Q est graduable.
La G-action sur Q̃ induit une G-action sur Q̃op tel que g ·αo = (g ·α)o, pour α ∈ Q̃1. En particulier,
ρ ·(Q̃op)n = (Q̃op)n−rQ , pour tout n ∈ Z. De plus, la G-action sur Q̃op induit une G-action sur Rep(Q̃op)
comme suit ; Fixons g ∈ G.
i. Pour un objet M ∈ Rep(Q̃op), on définit ρ ·M par (ρ ·M)(x) = M(ρ−1 · x), pour x ∈ Q̃0; et
(ρ ·M)(αo) = M(ρ−1 · αo), pour α ∈ Q̃1.
ii. Pour un morphisme f : M → N in Rep(Q̃op), on définit ρ·f : ρ·M → ρ·N par (ρ·f)(x) = f(ρ−1 ·x),
pour x ∈ Q̃0.
On aura besoin d’un autre groupe. Regardons ρ comme un automorphisme de Cb(Rep−,b(Q̃op)), on
obtient un automorphisme ϑ = ρ ◦ [−r
Q
] (rQ est la période de Q), appelé translation de décalage, de
Cb(Rep−,b(Q̃op)). Observons que ϑ est trivial si r
Q
= 0 et d’ordre infini sinon. Donc, ϑ engendre un groupe
sans torsion G d’automorphismes, appelé groupe de translation de décalage de Cb(Rep−,b(Q̃op)). Comme
toujours, laG-action sur Cb(Rep−,b(Q̃op)) induit uneG-action surKb(Rep−,b(Q̃op)) etDb(Rep−,b(Q̃op)).
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Maintenant si on combine le dernier théorème avec le théorème 6.3.1, c-à-d la composition πDλ ◦F nous
donne un G-revêtement galoisien et on obtient le résultat suivant [7] :
Théorème 6.4.7. Let Λ = kQ/(kQ+)2 avec Q un carquois localement fini et connexe, et soit π : Q̃→ Q
un G-revêtement galoisien de Q. Alors il existe un G-revêtement galoisien πDλ ◦ F : Db(rep−,b(Q̃op))→
Db(modbΛ) est un G-revêtement galoisien, où G est le groupe de translation de décalage de Cb(Rep−,b(Q̃op)).
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CHAPITRE 7
Catégories singulières des algèbres
monomiales quadratiques
Dans ce chapitre, on présentera d’autres résultats (une pré-publication soumise, [13]).
D’après ce que nous avons vu, il est naturel de penser à construire un revêtement galoisien pour les
catégories singulières. L’idée c’est que modbkQ/(kQ+)2 a suffisamment de modules projectifs et mo-
dules injectifs donc Dbsg(mod
bkQ/(kQ+)2) et D+,bsg (injkQ/(kQ+)2) peuvent être vues comme les quo-
tients de Verdier de la catégorie dérivée bornée de kQ/(kQ+)2 par les catégories Kb(projkQ/(kQ+)2) et
Kb(injkQ/(kQ+)2). Dans [52] l’auteur a trouvé un exemple où les deux catégories précédentes ne sont pas
équivalentes. Cela nous a motivé d’étudier aussi la catégorie D+,bsg (injkQ/(kQ+)2). Maintenant le fait que
le foncteur construit par Bautista et Liu est le foncteur de Koszul, va nous aider à l’étendre sur les catégo-
ries singulières. De plus, nous allons prouver que son noyau contient une belle sous-catégorie triangulée,
qui, avec la catégorie dérivée bornée des représentations co-présentés, nous donnera une catégorie dérivée
bornée de certaine catégorie abélienne semisimple. Avant d’annoncer notre théorème, on commencera
par des lemmes préparatoires. Notez qu’on prouvera juste les équivalences pour Dbsg(mod
bkQ/(kQ+)2),
les autres équivalences sont duales.
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7.1 Lemmes préparatoires
Pour prouver le théorème 7.1, on aura besoin de deux lemmes qui vont facilité la compréhension
de la preuve. On va supposer que les représentations de Qop ont des supports localement finis, c-à-d,
(Qop)n ∩ supp(M) est finie pour tout n ∈ Z.
Lemme 7.1.1. Soit Q un carquois localement fini, et M une représentation dans rep(Q). Les deux
propriétés suivantes sont équivalentes :
(1) Il existe une suite exacte courte 0→ N →M → L→ 0, où N ∈ repb(Q) et L ∈ inj(Q),
(2) M ∈ rep−,b(Q).
Son dual est :
(3) Il existe une suite exacte courte 0→ N →M → L→ 0, où L ∈ repb(Q) et N ∈ proj(Q),
(4) M ∈ rep+,b(Q)
Démonstration. Voir [7, 8] et [13] pour une autre démonstration qui marche aussi pour les représentations
d’un carquois graduable avec des relations monomiales quadratiques.
Lemme 7.1.2. Soit Q un carquois localement fini. Alors, les deux catégories rep−,b(Q)[Σ−1] et
rep+,b(Q)[Σ−1] sont abéliennes semi-simples, où Σ = {s ∈ rep−,b(Q), /Ker(s), Coker(s) ∈ repb(Q)}.
Démonstration. Observons que repb(Q) est une sous-catégorie abélienne, stable par les extensions, les
sous-objets et les quotients, donc rep−,b(Q)[Σ−1] est abélienne. Maintenant, on doit prouver que toute
suite exacte courte dans rep−,b(Q)[Σ−1] est scindée. Premièrement, en vertu du lemme précédent, pour
toute représentation M dans rep−,b(Q), il existe une suite exacte courte 0 → N → M → L → 0, où N
est une représentation de dimension finie et L est isomorphe à un objet dans inj(Q). Maintenant soit
0 → A f−→ B g−→ C → 0 une suite exacte courte rep−,b(Q)[Σ−1]. Comme mentionné ci-haut, on peut
identifier les objets A,B et C à des objets dans inj(Q). Considérons le diagramme suivant A α−→ Z β←− B
qui représente un morphisme f , où Kerβ,Cokerβ et Kerα sont dans repb(Q)(en effet,Kerα est dans
repb(Q) parce que le morphisme f est un monomorphisme dans rep−,b(Q)[Σ−1], voir proposition 3.2.4).
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Puisque rep−,b(Q) est héréditaire et A est injectif, l’image de α est aussi injective. Considérons la suite
exacte courte 0 → Imα i−→ Z p−→ Cokerα → 0 dans rep−,b(Q), qui est clairement scindée. Puisque le
morphisme A → Imα est inversible dans rep−,b(Q)[Σ−1], car Kerα est un objet dans repb(Q), notons
a sont inverse. Le fait que le morphisme α est la composition de Imα i−→ Z et la projection A → Imα,
c-à-d , f = β−1α = β−1ia−1, donne un diagramme commutative à lignes exacts :
0 // Imα
a

i // Z
β−1

p // cokerα
γ

// 0
0 // A
f
// B
g
// C // 0
Il est clair que les deux suites sont isomorphes dans rep−,b(Q)[Σ−1] (car les morphismes verticaux dans le
diagramme ci-haut sont des isomorphismes dans rep−,b(Q)[Σ−1]) et en vertu de l’exactitude du foncteur
de projection ( voir proposition 3.2.4), la suite exacte courte 0 → A f−→ B g−→ C → 0 est scindée dans
rep−,b(Q)[Σ−1], d’où le résultat.
Maintenant, on est prêt à prouver nos théorèmes.
7.2 Théorèmes
Le théorème suivant peut être vu comme la dualité de Koszul des catégories singulières.
Théorème 7.2.1. Supposons que Q est un carquois graduable localement fini. Alors il existe des équi`
valences triangulées :
(1) Dbsg(mod
bkQ/(kQ+)2)
F−→ Db(rep−,b(Qop)[Σ−1]).
(2) D+,bsg (injkQ/(kQ
+)2)
G−→ Db(rep+,b(Qop)[Σ−1]).
Démonstration. On prouvera seulement (1) car (2) est duale. Soit Dbrepb(Qop)(rep
−,b(Qop)) la catégorie
dérivée bornée de rep−,b(Qop) avec les groupes de cohomologies dans repb(Qop). Il est bien connu que
Dbrepb(Qop)(rep
−,b(Qop)) est une sous-catégorie épaisse de Db(rep−,b(Qop)), voir [45] et la définition au
début de la page 34. Soit i le foncteur canoniqueDb(repb(Qop))→ Dbrepb(Qop)(rep
−,b(Qop)) et j le foncteur
de Dbrepb(Qop)(rep
−,b(Qop)) à Db(repb(Qop)), qui envoie un complexe X• dans Dbrepb(Qop)(rep
−,b(Qop)) à
87
son complexe de cohomologie ⊕iHi(X•)[−i]. Maintenant puisque rep−,b(Qop)) est héréditaire, il n’est
pas difficile de voir que ces deux foncteurs sont quasi-inverse ( car dans la catégorie dérivée bornée tout
complexe est isomorphe à une somme directe finie de décalages des complexes concentrés en degré zéro
de ses groupes de cohomologie), donc le foncteur canonique Db(repb(Qop)) → Dbrepb(Qop)(rep
−,b(Qop))
est une équivalence et Db(repb(Qop))) est une sous-catégorie épaisse de la catégorie Db(rep−,b(Qop)).
D’autre puisque l’équivalence entre Db(rep−,b(Qop)) et Db(modbkQ/(kQ+)2) est donnée par le foncteur
de Koszul (complexes totaux), la composition de l’équivalenceDb(rep−,b(Qop)) H−→ Db(modbkQ/(kQ+)2)
[7] avec le foncteur de projection Db(modbkQ/(kQ+)2) P−→ Dbsg(mod
bkQ/(kQ+)2) envoie les objets de
Db(repb(Qop)) à l’objet zéro de Dbsg(mod
bΛ̃), donc il existe un foncteur F tel que PH = FP, c-à-d, le
diagramme suivant de catégories triangulées commute (voir la définition du quotient de Verdier).
Db(rep−,b(Qop)) Db(rep−,b(Qop))/Db(repb(Qop)))
Db(modbkQ/(kQ+)2) Dbsg(mod
bkQ/(kQ+)2)
P
H F
P
où P est le foncteur de projection.
Soit γ un morphisme dans Db(modbkQ/(kQ+)2), dont le cône est isomorphe à un objet Z• dans
Kb(projkQ/(kQ+)2). En vertu de ([7], proposition 2.1 (1)), Z• est isomorphe à un objet Z•
′
dans
RCb(projkQ/(kQ+)2), et ce dernier est isomorphe à une somme directe finie des images par le foncteur
de Koszul des représentations dans repb(Qop)) ([7], proposition 3.2). Soit f = P(α)P(β)−1 un morphisme
dans Dbsg(mod
bkQ/(kQ+)2) avec le cône de β, C(β) est isomorphe à un objet dans Kb(projkQ/(kQ+)2).
D’après ce que nous avons prouvé ci-dessus et d’après l’équivalence ([7], Théorème 3.9) on peut avoir
deux morphismes α
′
, β
′
tel que C(β
′
) ∈ Db(repb(Qop))). Maintenant posons f ′ = P(α′)P(β′)−1, alors
on a F(f
′
) = f . Soit g = P(ε)P(η)−1 un morphisme dans Db(rep−,b(Qop))/Db(repb(Qop))) et suppo-
sons que F(g) = F(P(ε)P(η)−1) = 0. Alors F(P(ε)) = F (ε) = P(H(ε)) = 0, où H est l’équivalence
entre Db(rep−,b(Qop)) et Db(modbkQ/(kQ+)2) ( voir le diagramme ci-dessus). D’après le lemme 3.1.4
il existe un morphisme θ dans Db(modbkQ/(kQ+)2) tel que H(ε)θ = 0 avec C(θ) isomorphe à un ob-
jet dans Kb(projkQ/(kQ+)2). Maintenant d’après l’équivalence H, on peut trouver un morphisme θ
′
dans Db(rep−,b(Qop)) avec C(θ
′
) ∈ Db(repb(Qop)) tel que H(θ′) = θ. Il suffit maintenant de voir que
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H(ε)θ = H(ε)H(θ
′
) = H(εθ
′
) = 0 entraîne que εθ
′
= 0. Donc le morphisme g = 0 ( car P(ε) = 0). Cela
montre la fidélité de F. La densité maintenant est claire et en vertu du théorème ([45], Théorème 3.2])
et le fait que Db(repb(Qop)) est équivalente à Dbrepb(Qop)(rep
−,b(Qop)), on peut identifier la catégorie
Db(rep−,b(Qop))/Db(repb(Qop))) avec la catégorie Db(rep−,b(Qop)[Σ−1]).
Pour le (2), il suffit de savoir que le foncteur de dualité D est contravariant, exact et il envoie une
représentation projective sur une representation injective du carquois opposé.
On a besoin de quelques notions préparatoires pour bien comprendre la preuve du lemme ci-dessous.
Prenons une composante connexe graduable Q̃ du carquois QZ [5, Lemme 7.2]. Le groupe de translation
G est le groupe engendré par la translation ρ, c-à-d, un automorphisme de Q̃ qui envoie (x, n) to
(x, n+ rQ). Évidemment, G est un groupe sans torsion. En vertu de [5, Théorème 7.5(2)], il existe un G-
revêtement galoisien π : Q̃→ Q tel que π(x, n) = x, appelé le G-revêtement graduable minimal de Q̃, ce
dernier induit un G-revêtement galoisien Db(modbkQ̃/(kQ̃+)2)→ Db(modbkQ/(kQ+)2). la G-action sur
Q̃ induit une G-action sur Db(modbkQ/(kQ̃+)2), et puisque elle est G-stable sur Kb(projkQ̃/(kQ̃+)2),
elle induit une G-action sur Dbsg(mod
bkQ̃/(kQ̃+)2). Remarquons que kQ̃/(kQ̃+)2 est localement bornée
puisque Q̃ est localement finie. Pour étudier la relation entre nos foncteurs et les deux actions , on a
besoin du foncteur de torsion définit dans [5, Lemme 4.3] et au début de cette thèse, plus précisément,
c’est un automorphisme t, qui envoie un complexe X• à un autre complexe t(X•), où t(X•)n = Xn et
sa différentielle dnt(X•) :t(X
•)n = Xn
−dnX•−−−−→ t(X•)n+1 = Xn+1, pour tout n ∈ Z. Observons que pour
chaque p ∈ Z, il existe un isomorphisme fonctoriel κp : tp → 1C(A) défini par κp,X• = ((−1Xn)pn)n∈Z :
tp(X•) → X•, pour tout complexe X•. L’avantage d’utiliser t vient du fait que l’équivalence (qu’on va
prouver) F : Db(rep−,b(Qop)[Σ−1]) → Dbsg(mod
b ˜kQ/( ˜kQ+)2) va vérifier , F(ϑkX•) = tkrQ(ρkF(X•)) (
car le foncteur PH est juste la composition Fπ et H vérifie la dernière égalité, voir [7] et le diagramme en
bas), pour tout k ∈ Z pour tout X• ∈ Db(rep−,b(Q̃op)[Σ−1]). Plus précisément il nous aidera à prouver
des isomorphismes de groupes pour qu’on puisse obtenir le revêtement galoisien désiré.
Remarquons que la G-action sur rep−,b(Q̃op) ( voir la page 82) est G-stable sur rep−,b(Q̃op)[Σ−1],
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donc cela donne une G-action sur rep−,b(Q̃op)[Σ−1], telle que le diagramme suivant commute :
rep−,b(Q̃op) rep−,b(Q̃op)[Σ−1]
rep−,b(Q̃op) rep−,b(Q̃op)[Σ−1]
SQ̃op
g g
SQ̃op
avec SQ̃op le foncteur de projection. Considèrons la G-action définie sur D
b(rep−,b(Q̃op)[Σ−1]), où G
est le groupe engendré par ρ[−rQ] ( voir le chapitre 6, page 82). Comme cette action est G-stable sur
Db(repb(Q̃op)[Σ−1]), elle induit une G-action sur Db(rep−,b(Q̃op)[Σ−1]) telle que le diagramme suivant
commute :
Cb(rep−,b(Q̃op ))
PQ̃op //
h

Kb(rep−,b(Q̃op ))
LQ̃op //
h

Db(rep−,b(Q̃op ))
h

P
′
Q̃op// Db(rep−,b(Q̃op)[Σ−1])
h

Cb(rep−,b(Q̃op ))
PQ̃op // Kb(rep−,b(Q̃op ))
LQ̃op // Db(rep−,b(Q̃op ))
P
′
Q̃op// Db(rep−,b(Q̃op)[Σ−1]),
avec g ∈ G. De la même façon on prouve que le groupe H engendré par ρ−1[rQ] agit sur la catégorie
Db(rep+,b(Q̃op)[Σ−1])
Lemme 7.2.2. Soit Q un carquois localement fini.
(1) La G-action sur Db(rep−,b(Q̃op)[Σ−1]) est localement bornée.
(2) La H-action sur Db(rep+,b(Q̃op)[Σ−1]) est localement bornée.
Démonstration. Si Q est graduable, alors le groupe est trivial, donc son action est localement bor-
née. Sinon, rQ > 0 et soient M,N ∈ rep−,b(Q̃op)[Σ−1]. Puisque ϑp = ρp[−prQ], on a l’égalité entre
les groupes de morphismes de la catégorie Db(rep−,b(Q̃op)[Σ−1]) HomDb(rep−,b(Q̃op)[Σ−1])(N,ϑ
p ·M) =
HomDb(rep−,b(Q̃op)[Σ−1])(N, ρ
p·M [−prQ]) = Ext
prQ̃
rep−,b(Q̃op)[Σ−1]
(N, ρpM). Puisque la catégorie rep−,b(Q̃op)[Σ−1]
est semi-simple, on a que Ext
prQ̃
rep−,b(Q̃op)[Σ−1]
(N, ρpM) 6= 0 si et seulement si p = 0. Maintenant puisque
chaque complexe est une somme directe finie de décalages des complexes concentrés en degré zéro, alors
la somme directe des groupes de morphismes ⊕k∈ZHomDb(rep−,b(Q̃op)[Σ−1])(X•, ϑp·Y •) est finie pour tous
X•, Y • ∈ Db(rep−,b(Q̃op)[Σ−1]). D’où le résultat.
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Théorème 7.2.3. Soit Q un carquois localement fini. Alors il existe,
(1) Un G-revêtement galoisien Dbsg(mod
bkQ̃/(kQ̃+)2)→ Dbsg(mod
bkQ/(kQ+)2).
(2) Un G-revêtement galoisien Db(rep−,b(Q̃op)[Σ−1])→ Dbsg(mod
bkQ/(kQ+)2).
(3) Un H-revêtement galoisien Db(rep+,b(Q̃op)[Σ−1])→ D+,bsg (injkQ/(kQ+)2).
Démonstration. (1). Pour simplifier les notations, on notera Λ = kQ/(kQ+)2) et Λ̃ = kQ̃/(kQ̃+)2.
D’après ([3], Théorème 3.4) le G-revêtement galoisien Db(modbΛ̃) π
D
−−→ Db(modbΛ) induit un G-pré-
revêtement galoisien Dbsg(mod
bΛ̃)
πS−−→ Dbsg(mod
bΛ). Plus précisément on a le diagramme commutatif
suivant :
Db(modbΛ̃) Dbsg(mod
bΛ̃)
Db(modbΛ) Dbsg(mod
bΛ)
PΛ̃
πD πS
PΛ
où PΛ et PΛ̃ sont les foncteurs de projections et π
D un G-revetement galoisien et πS un pré-revêtements
galoisien.
Il reste à vérifier que la G-action est localement bornée. En vertu du théorème 7.2.1, on a pour tous
complexes X•, Y • ∈ Db(rep−,b(Q̃op)[Σ−1]) un isomorphisme
FX,Y : ⊕k∈ZHomDb(rep−,b(Q̃op)[Σ−1])(X
•, ϑp ·Y •)→ ⊕k∈ZHomDbsg(modbΛ̃)(F(X
•),F(ϑp ·Y •)) (1)
qui envoie (fp)p∈Z à (F(fp))p∈Z, où fp ∈ HomDb(Rep−,b(Q̃op))(X•, ϑp·Y •). En vertu du lemme 4.4(2) dans
[7], on déduit que F(ϑp ·X•) = tpr(ρp ·F(X•)). Posons κ̃pr, ρp·F(X•) = πΛ̃ PΛ̃ (LΛ̃ (κpr, ρp·F(X•)), on obtient
un isomorphisme
⊕k∈ZHomDbsg(modbΛ̃)(F(X
•),F(ϑp ·Y •))→⊕p∈ZHomDbsg(modbΛ̃)(F(X
•), ρp · F(Y •)) (2)
, qui envoie F(fp))p∈Z à (κ̃pr, ρp·F(X•) ◦ F(fp))p∈Z.
En vertu du lemme 7.2.2, on sait que la G-action sur Db(rep−,b(Q̃op)[Σ−1]) est localement bornée,
et d’après les deux isomorphismes (1) et (2), la somme directe ⊕p∈ZHomDbsg(modbΛ̃)(X
•, ρp ·Y •) est finie
pour tous X•, Y • ∈ Dbsg(mod
bΛ̃). Par conséquent, la G−action sur Dbsg(mod
bΛ̃) est localement bornée.
De plus, le groupe est sans torsion, donc d’après le lemme 6.2.2, la G−action est libre. D’où πS est un
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G-revêtement galoisien de catégories singulières bornées.
(2) Il reste à prouver que la composition πSF est un G-revêtement galoisien. Considérons le diagramme
commutatif ci-dessous et soit ϑ ∈ G.
Db(rep−,b(Q̃op)) Db(modbΛ̃) Db(modbΛ)
Db(rep−,b(Q̃op)[Σ−1]) Dbsg(mod
bΛ̃) Dbsg(mod
bΛ)
∼=
P
′
Qop
πD
P˜Λ PΛ
F πS
on a que πSFϑ ∼= πSFϑ ∼= πSF, avec un G−stabilisateur π(δ) = (π(δϑ))ϑ∈G, où δ = (δϑ)ϑ∈G est un
G-stabilisateur du G-revêtement galoisien Db(rep−,b(Q̃op))→ Db(modbΛ). D’où le résultat.
Théorème 7.2.4. Le G-revêtement galoisien Q̃op → Q induit l’équivalence triangulée suivante :
Dbsg(mod
bkQ/(kQ+)2) ∼= Db(rep−,b(Q̃op)[Σ−1])/G
.
Démonstration. (i) D’après le théorème 7.2.3, on sait que Dbsg(mod
bΛ) ∼= Db(rep−,b(Q̃op)[Σ−1])/G
comme catégories additives. D’autre part, la catégorie Db(rep−,b(Q̃op)[Σ−1])/G admet un foncteur de
décalage. Remarquons que cette dernière équivalence commute avec le foncteur de décalage de la catégo-
rie Db(rep−,b(Q̃op)[Σ−1])/G et celui de Dbsg(mod
bΛ). Maintenant on doit définir une structure triangulée
sur Db(rep−,b(Q̃op)[Σ−1])/G. Pour ça, on peut prendre comme triangles distinguées, les triangles qui
sont dans Db(rep−,b(Q̃op)[Σ−1])/G et qui sont isomorphes aux images des triangles distingués dans
Dbsg(mod
bΛ) En vertu de l’équivalence ci-dessus. On peut facilement vérifier que cette famille de tri-
angles vérifie les axiomes des catégories triangulées. Pour convaincre le lecteur, on vérifiera (v) de la
définition 3.3.2. Considérons de diagramme suivant :
X Y Z X[1]
X ′ Y ′ Z ′ X ′[1]
f
a
g
b
h
a[1]
f
′
g
′
h
′
dans Db(rep−,b(Q̃op)[Σ−1])/G, où les lignes horizontales sont des triangles distingués.
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L’équivalence additive ci-haut, entraîne l’existence d’un diagramme dans Dbsg(mod
bΛ)
A B C A[1]
A′ B′ C ′ A′[1]
i
x
j
y
k
z i[1]
i
′
j
′
k
′
qui est isomorphe au premier diagramme.
Alors il existe un morphisme c, l’image du morphisme z tel que le diagramme suivant commute
X Y Z X[1]
X ′ Y ′ Z ′ X ′[1]
f
a
g
b
h
c a[1]
f
′
g
′
h
′
D’où le résultat.
Le corollaire suivant nous donne une méthode facile pour calculer les générateurs de Dbsg(mod
bΛ).
Corollaire 7.2.5. i. Tout complexe Dbsg(mod
bkQ/(kQ+)2) est une somme directe finie de décalages
des complexes concentrés en degré zéro de modules semi-simples.
ii. Tout complexe de la forme Sa dans Dbsg(mod
bΛ) est isomorphe à une somme directe finie ⊕Sai [1],
avec ai ∈ a+.
Démonstration. (1) Soit Z• ∈ Dbsg(mod
bΛ). le revêtement galoisien πSF garantit l’existence d’un objet
M• ∈ Db(rep−,b(Q̃op)[Σ−1]) tel que πSF(M•) ∼= Z•. Puisque la catégorie est héréditaire, M• est iso-
morphe à une somme directe finie ⊕r1Mi[si], où Mi ∈ rep−,b(Qop)[Σ−1], et si ∈ Z. En vertu du lemme
7.1.1, Mi ∼= ⊕m1 Iai , où ai ∈ Q̃0. D’après le diagramme ci-dessus et [6, Lemma 3.4], HP(M•) ∼= F(M•) ∼=
⊕m
′
1 (Saj [tj ]). Maintenant, puisque πS préserve les simples, on obtient πSF(M•) ∼= ⊕m
′
1 (SπS(aj)[tj ]).
(2) Soit Sa un complexe dans Dbsg(mod
bΛ) avec Sa un Λ-module simple. En vertu du G-revêtement
galoisien π : Q̃→ Q, il existe b ∈ Q̃0 tel que π(b) = a. Soit a+ = {αi /a
α−→ ai} qui est fini puisque Q est
localement fini. Alors b+ = {βi /b
β−→ bi} est aussi fini et (bo)− = b+ dans Q̃op. En vertu du lemme 7.1.1
et le lemme 7.1.2, le module injectif Ib est isomorphe à ⊕Ibi et d’après le revêtement galoisien prouvé
dans (1) l’image de Ib est exactement Sa[t] est isomorphe à ⊕Sai [t+ 1]
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