In this paper the dynamic location problem with opening, closure and reopening of facilities is formulated and an efficient primal-dual heuristic that computes both upper and lower limits to its optimal solution is described. The problem here studied considers the possibility of reconfiguring any location more than once over the planning horizon. This problem is NP-hard (the simple plant location problem is a special case of the problem studied). A primal-dual heuristic based on the work of Erlenkotter [A dual-based procedure for uncapacitated facility location. Operations Research 1978;26:992-1009] and Van Roy and Erlenkotter [A dual-based procedure for dynamic facility location. Management Science 1982;28:1091-105] was developed and tested over a set of randomly generated test problems. The results obtained are quite good, both in terms of the quality of lower and upper bounds calculated as in terms of the computational time spent by the heuristic. A branch-and-bound procedure that enables to optimize the problem is also described and tested over the same set of randomly generated problems.
Introduction
The simple plant location problem (SPLP) consists of choosing the locations where to install facilities, in such a way that all clients can be served by, at least, one operating facility, minimizing the total costs involved (both fixed costs of opening facilities and costs of assigning clients to open facilities). If there are no capacity constraints associated to the facilities, each client will be assigned to exactly one facility (the operating facility corresponding to the smallest assignment cost). The SPLP has been widely studied in the literature [1] [2] [3] [4] [5] [6] [7] [8] .
The dynamic location problem is a generalization of the SPLP that considers the location of facilities during a planning horizon. In each period of the planning horizon the assignment of each client to an operating facility has to be guaranteed.
According to Erlenkotter [9] , two main characteristics force the consideration of a dynamic location problem: the assignment costs change significantly during the planning horizon; there must be significant costs for relocating facilities. If the first characteristic is absent, the problem can be formulated as a SPLP, if the second characteristic is absent a set of disconnected SPLP can be considered (one for each period of the planning horizon).
Wesolowsky [10] was one of the first authors who studied the dynamic location problem. In his paper, the author generalizes the Weber problem, considering the existence of several time periods. Wesolowsky and Truscott [11] describe a discrete location problem considering a fixed number of open facilities in each time period. They describe a resolution method based on dynamic programming. Fong and Srinivasan [12, 13] study the problem of determining a schedule of capacity expansions of facilities over a planning horizon (determining the location, size and timing of construction of facilities). They present a heuristic procedure that tries to improve a feasible solution by exchanging capacities between pairs of regions. Van Roy and Erlenkotter [14] describe the dynamic simple plant location problem without capacity constraints, considering that a facility can be open in the beginning of a time period (remaining open until the end of the planning horizon). If there are open facilities at the beginning of the planning horizon, these existing facilities can be closed at the end of a time period, remaining closed until the end of the planning horizon. The authors describe a branch-and-bound algorithm that uses a dual ascent procedure and present computational results that show the efficiency of the method. Laporte and Dejax [15] study a dynamic location-routing problem and present two different solution approaches to tackle the problem. Jacobsen [16] describes several multiperiod capacitated location models and methods. Shulman [17] describes a dynamic location problem with capacity constraints. The author considers a limited number of possible facility maximum capacities, accepting that more than one facility can be located at the same site in different time periods (therefore increasing the existing capacity in one location). The author presents an algorithm based on the Lagrangean relaxation technique. Galvão and Santibãnez-Gonzalez [18] consider a generalization of the p-median problem to several time periods (clients should be assigned to a set of p k facilities in period k, minimizing installation and transportation costs). They describe a Lagrangean heuristic and show some computational results. Melachrinoudis et al. [19] describe a multiobjective, capacitated dynamic model for the location of landfills. Hinojosa et al. [20] deal with the problem of multiproduct dynamic location and develop a heuristic procedure based on a Lagrangean relaxation. Antunes and Peeters [21] present a dynamic location problem that considers the location of new facilities, or the closure, reduction or expansion of existing facilities (this work was based on a real case) and study the advantages and limitations of simulated annealing to solve this problem.
In most problems described in the literature that consider the possibility of opening and closing of facilities, no location can have its configuration changed more than once during the planning horizon. This means that if a facility is open at the beginning of a time period it will remain open until the end of the planning horizon, and if a facility is closed at the end of a time period, it will remain closed. The paper by Wesolowsky and Truscott [11] is an exception to this rule, but in this article the fixed costs of opening a facility are the same whether a facility was already operating in a given location or not.
Furthermore, the authors do not consider either the existence of operating costs during the time periods the facilities are operating, or the existence of fixed closing costs when a facility is closed. Chardaire et al. [22] and Canel et al. [23] consider the possibility of a facility being open, closed and reopen more than once. Nevertheless, the authors do not differentiate between open and reopen fixed costs (which, in most cases, are clearly different), and present a non-linear objective function.
The dynamic location problem formulated in this paper considers the possibility of opening, closing and reopening a facility more than once during the planning horizon. The differentiation between the opening and the reopening of a facility is convenient because it allows the differentiation of the corresponding fixed costs. There are several situations where these costs are clearly different (for instance, if the facilities have already been acquired or, in case of locating obnoxious facilities, if studies of environmental impact have already been done). The model proposed also considers the existence of operating and closing costs (that most of the times cannot be ignored). It is also possible to consider the existence of open facilities at the beginning of the planning horizon.
The model described is a generalization of the SPLP, so it is straightforward to conclude that it is a NPhard problem [4] . A primal-dual heuristic is developed that builds primal and dual admissible solutions, trying to force the complementary conditions to be satisfied. Whenever the heuristic is unable to find the optimal solution to the problem, it provides a primal admissible solution and a lower bound to the optimal solution value. Therefore, it is always possible to check the quality of the best primal solution calculated.
In the next section the problem is formulated. In Section 3, the dual problem is derived. In Section 4, the primal-dual heuristic is described. In Section 5 a branch-and-bound procedure based on the heuristic of Section 4 guaranteeing the calculation of the optimal solution is described. In Section 6, the results of the computational tests are presented. In Section 7, some conclusions are pointed out, and future work directions are outlined.
Problem formulation
Let us define the following notation: J {1, . . . , n} set of indexes corresponding to the clients' locations; I {1, . . . , m} set of indexes corresponding to facilities' possible locations; T number of time periods considered in the planning horizon; c t ij cost of assigning client j to facility i in period t; FA it fixed cost of opening a facility i at the beginning of period t, and closing the facility at the end of period (the facility will be in operation from the beginning of t to the end of ); FR it fixed cost of reopening a facility i at the beginning of period t, and closing it at the end of period (the facility will be in operation from the beginning of t to the end of );
and let us define the variables: Variables r it are only defined for period t greater than one. The fixed costs incurred by opening or reopening a facility i from period t to should consider the opening costs at period t, fixed operating costs from t to and also closure costs at period . The dynamic location problem that allows facilities to open, close and reopen more than once during the planning horizon will be formulated as DLPOCR:
DLPOCR:
s.t.:
Constraints (2) guarantee that, in every time period, each client is fully assigned to exactly one facility; constraints (3) assure that, in every time period, a client can only be assigned to facilities that are operational in that time period; constraints (4) guarantee that a facility can only be reopened at the beginning of period t if it has already been opened earlier and is not in operation at the beginning of period t; constraints (5) impose that a facility can only be opened once during the planning horizon; constraints (6) assure that, in every time period, only one facility can be opened in each location. Constraints (5) and (6) need to be considered explicitly only when there are negative fixed costs. If all fixed costs are greater than zero, then (5) and (6) could be replaced by
The formulation presented will also be valid if there are facilities operating before the beginning of the planning horizon. Consider the set I c ⊂ I such that for i ∈ I c , i is opened before the beginning of the planning horizon. The facilities belonging to I c can remain opened during the first time period or can be closed even before the beginning of time period 1. Consider: Variables a i1 are defined for i ∈ I c and variables a it are defined for i ∈ I c , t > 1. The fixed costs associated with variables a i1 , i ∈ I c , correspond to the operating costs during the periods the facility is in operation, plus the costs of closing the facility at the end of . The fixed costs associated with variables a it , i ∈ I c and t > 1, correspond to the costs incurred by closing the facility before the beginning of time period 1, plus the costs of reopening the facility at the beginning of time period t, plus operating costs during the periods the facility is opened, plus the costs of closing the facility. Reinterpreting variables a it , i ∈ I c , in this way makes it possible to use the formulated problem without having to increase the number of restrictions or variables.
Formulation of the dual problem

Dual formulation
Multiplying constraints (5) and (6) 
An equivalent condensed formulation is obtained by considering w t ij = max{0, v t j − c t ij }: CD-DLPOCR:
Complementary conditions
Let us define:
The following complementary conditions hold in presence of optimal primal and dual solutions to the problems DLPOCR and its dual problem D-DLPOCR (when there is no duality gap)
Primal-dual heuristic
The primal-dual heuristic that has been developed builds admissible primal solutions based on admissible dual solutions to problem D-DLPOCR, trying to force conditions (18)- (23) to be satisfied. If the heuristic can find a pair of primal and dual solutions that satisfy all the complementary conditions, then it has discovered the optimal solution. When this does not happen, the best dual solution known will give a lower bound to the optimum value of the primal objective function. The heuristic functioning scheme is the following: The heuristic will stop when the optimal primal solution is found, or when there are no improvements in primal or dual objective function values.
The order in which the several procedures are executed can be changed, giving rise to a number of very similar heuristics. The sequence presented was the one that gave the best results with the preliminary test problems solved.
Initialization of dual variables
Dual variables are initialized as follows:
0, otherwise
∀ i ∈ I, t = 1, . . . , T ; 3. i = max ⎧ ⎨ ⎩ 0, − min t t ⎛ ⎝ FA it − T = +1 u i ⎞ ⎠ ⎫ ⎬ ⎭ , ∀ i ∈ I, t = 1, . . . , T .
Dual ascent procedure for variables v t j
This procedure tries to increase all dual variables v t j , j ∈ J + , J + ⊂ J . If this procedure is executed in step 2 of the heuristic, then J + is the whole set J . Whenever this procedure is executed within other procedure, the set J + will be defined before dual ascent procedure is called. This procedure is a straightforward adaptation of the one described in [14] . The only difference is in the updating step of slacks SA i and SR i : each time the value of v t j is increased, slacks SA i and SR i , t , have to be updated (its value will be decreased by the same amount the dual variable was increased, if v t j is greater than or equal to c t ij ).
Primal procedure
The primal-dual heuristic intends to build primal admissible solutions to DLPOCR based on dual admissible solutions, trying to force conditions (18)- (23) to be satisfied. Consider the following set definitions:
The set I * corresponds to (i, , ), such that SA i and/or SR i are equal to zero. The set I * t corresponds to the facilities that can be opened during period t. A facility i belongs to set I + t if it is going to be opened during period t. Sets I * t and I + t are not necessarily equal, because the procedure will always try to open the minimum number of facilities, guaranteeing that all clients will be assigned to one operating facility in every time period. Sets I + A and I + R are built during the primal procedure and determine which facilities will be (re) opened, when and for how long.
The primal procedure begins by including in set I + t all facilities belonging to I * t that are considered essential during period t.
Definition 1. A facility i is considered essential during period t if there is at least one client j that has to be assigned to facility i during period t. This happens if and only if ∃j ∈
Non-essential facilities would only be operational during time period t if there are clients j that cannot be assigned to essential facilities. In this case, the procedure includes in set I + t the facility i belonging to I * t that corresponds to the smallest cost c t ij . Primal procedure t such that c t i j = min i∈I {c t ij }.
Test complementary conditions (19)-(21).
In the primal procedure, steps 4 and 5 require special attention. As a matter of fact, building sets I + A and I + R is much more complicated than building set I + as described in Dynaloc [14] taking into account the remarks of Saldanha da Gama and Captivo [24] . If, for a facility i ∈ I + t , S i = 0, t for more than one pair ( , ), the choice of which variable to include in set I variables that guarantee facility i will be opened at least during periods t such that i ∈ I + t , and that satisfy constraints (4)- (6) . Defining t 1 = min{ : i ∈ I + } and t 2 = max{ : i ∈ I + } procedure 1 tries to build a solution from period t 1 forward, and procedure 2 tries to build a solution from period t 2 backwards. In step 4 of the heuristic, both procedures are executed.
Procedure 1:
This step can be described formally as follows:
Step 4 of primal procedure:
If ∃t : i ∈ I + t , go to 3; else go to 8; 3. t 1 = min{ : i ∈ I + }; t 2 = max{ : i ∈ I + }; 
After the execution of step 4, a primal admissible solution is found, but conditions (19)-(23) can be violated. As can be seen from procedures 1 and 2, for each facility i there will be at most one violation of conditions (22) or (23) .
Step 5 of the primal procedure tries to decrease the number of violations of conditions (19)- (21) . These conditions imply that:
• If i = 0, then facility i has to be opened during one or more time periods.
• If t i = 0, then facility i has to be operating during period t.
• If u t i = 0, then, facility i has to be reopened at the beginning of period t, if it had already been opened and closed before t. (20) will also be satisfied.
These propositions follow directly from the definition of the complementary conditions (19) - (21), and are used in step 5 of the primal procedure.
Step 5 of the Primal Procedure
ENDIF ENDWHILE
Dual adjustment procedure for variables i
If it is possible for a variable i to decrease its value, the dual objective function value will automatically increase. The value of variable i can be decreased if SA i = 0, ∀1 . Increasing the value of the dual variable i , increases all slacks SA i . The change in these slacks allows the increase of some v t j that were blocked. However, variables i have a coefficient of minus one in the dual objective function. Therefore, they should only be increased if the enhancement of variables v t j is compensatory. It should be noted that it is worth trying to increase i only if SR i = 0 and SA i = 0. Otherwise, a change in the slack SA i would not be reflected in dual variables v t j .
Dual adjustment procedure for dual variables i
Consider I t * j = {i : ∃( , ) with t |(i, , ) ∈ I * and v t j c t ij }.
If i = 0 then go to 3. Else go to 7.
. Else go to 8. 5. J + ={(j, t) : I t * j ={i}, ∀t}. Execute the dual ascent procedure for dual variables v t j · J + = J . Execute the dual ascent procedure for dual variables v t j . Proof. Decreasing the value of dual variable i , keeping the dual solution admissible, constitutes an improvement in the dual objective function value (because variable i has a coefficient of minus one in the objective function).
Increasing the value of i , increases the value of some slacks. Consider that v t j is the change in the value of variable v t j after the execution of the dual ascent procedure in step 5. Let 1 i be the increase calculated in step 4, 2 i the decrease calculated in step 7 and i = 1 i − 2 i . Consider SA i as the slack resulting from the execution of the dual adjustment procedure. It should be noted that 1 i 2 i . To check that this inequality always holds, consider slack SA i that was equal to zero and that was increased by 1 i . During the execution of the dual ascent procedure (step 5) this slack can only decrease, therefore, 7 . This means that at least one slack will be equal to zero, so the increase in variable i will be compensated by the increase in the dual variables v t j :
As
In the worst case, the decrease in step 7 is equal to the increase in step 4, and the dual objective function does not change.
Dual-primal adjustment procedure for variables v t j
The dual-primal adjustment procedure for variables v t j detects violations of the complementary conditions (18) , and decreases the values of some variables v t j , allowing other variables v t j to increase. This procedure can reduce the number of violations of complementary conditions (18) and, at the same time, can improve the value of the dual objective function.
Consider the following sets: The set I t+ j indicates, for each client j, all operating facilities during period t such that v t j is greater than the assignment cost c t ij . A violation of the complementary condition (18) is detected by the existence of, at least, one pair (j, t) such that the number of elements in I t+ j is greater than one. Decreasing the value of a variable v t j such that the number of elements in I t+ j is greater than one, means that at least slacks S i , t , will be increased for two distinct facilities. This may promote the increase in the dual objective function. The set J t+ i represents all variables v t j whose value can be increased with the rise of slack S i , t . This procedure is based on the works of Erlenkotter [3] and Van Roy and Erlenkotter [14] taking into account the remarks of Saldanha da Gama and Captivo [24] . 
Dual ascent procedure for variables
t i = min{ t i , t i }. If t i = 0 then S i ← S i − t i , ∀ t and t i = t i − t i . 7. If q = #I × T then stop. Else q ← q + 1; (i, t) ← (i, t) q , go to 2.
Branch-and-bound procedure
A branch-and-bound procedure was developed that guarantees the calculation of the optimum solution to DLPOCR, whenever the primal-dual heuristic described cannot find it. In this procedure, variables are always fixed first to zero and then to one. The tree is searched using a depth search procedure. At every node of the tree, the primal-dual heuristic is executed. The variable to be fixed is chosen according to the complementary conditions that are being violated by the current pair of primal and dual solutions, and according to the following order: The order presented was the one that gave the best results in the preliminary test problems solved. Variables are fixed to one or to zero using procedures similar to the ones described in [3] . To fix one variable to zero, its fixed cost is changed to + ∝. This will not put at risk the admissibility of the dual solution. To fix the variable to one, its fixed cost is changed to zero. This will impose some changes in the dual solution that, in general, becomes inadmissible. If variable a i or r i is fixed to one, then all dual variables v t j such that v t j > c t ij , t , will have to be changed to v t j = c t ij (and consequently slacks will have to be increased). This causes deterioration in the value of the dual objective function value, that is compensated by summing up to this value the fixed cost of the variable that was fixed to one.
Using a heuristic, to calculate a primal solution at every node of the branch-and-bound tree, has a major disadvantage: the primal solution calculated might not be optimum, so the node can be fathomed only if one of the following conditions holds:
1. The problem is infeasible. 2. The dual objective function value equals the primal objective function value, meaning the optimal solution of the current node has been found. 3. The current dual objective function value is worse than the objective function value of the best primal solution found thus far.
Computational tests
Description of the computational experiments
The primal-dual heuristic and the branch-and-bound procedure were tested with a set of randomly generated problems. The following values for m, n and T were considered and, for each combination, five problems were generated (total of 360 problems): The test problems were generated according to the following procedure:
1. Random generation of (x, y) coordinates in the plane, according to a uniform distribution and considering a 500 × 500 square. These coordinates correspond to the location of the m + n nodes of the network. 2. Random creation of arcs between the network nodes, considering a probability of 75%. 3. Creation of arcs (not created in step 2) between nodes such that the Euclidean distance from one another is less than 50, with probability of 80%. 4. Generation of costs associated with arcs: for the first period, the costs are randomly generated according to a uniform distribution, in the interval [100,1100]. For t > 1, the cost associated to the arc in period t is equal to the cost in t − 1 plus a changing factor randomly generated corresponding to a variation between −10% and +10%. 5. For each time period, calculation of the shortest path between each client and each facility, using the Floyd-Warshall algorithm [25] . 6. For each facility i and period t, consider tend = t, . . . , T . For tend = t, random generation of fixed costs for variables a tend it and r tend it according to a uniform distribution in the interval [500,3500]. For tend > t, random generation of a factor between 0% and 10% that represents an increase in the fixed cost for tend − 1.
All test problems, as well as the source code and executable file for the generation algorithm, are available upon request from the authors. All experiments were carried out in a Pentium 4, 1.80 Ghz, running under Windows 2000 operating system, with a maximum of 2000 MB of virtual memory and 260 kb of Ram.
Both heuristic and branch-and-bound procedure were programmed using C-language and Borland-C++ compiler (version 5.0). The performance of these two algorithms was compared with the performance of Cplex, version 7.0.
The branch-and-bound procedure is terminated whenever the branch-and-bound tree reaches level 25,000, or when the execution time exceeds 175,000 s. Cplex terminates without calculating the optimal solution whenever more than 2,100,000,000 nodes of the branch-and-bound tree are explored, or when the number of simplex iterations in a node exceeds 2,100,000,000, or when there is not enough memory to read the problem.
After the execution of the primal-dual heuristic, a local search procedure was executed. Consider the following notation:
SOL S = set of solutions constituting the k-neighborhood of solution S. Z S = primal objective function value considering solution S.
Definition 2.
An admissible solution S to DLPOCR is said to be in the k-neighborhood of the admissible solution S if and only if S differs from S by the insertion or removal of at most k functioning continuous time periods to a facility i.
The local search procedure can be described as follows:
Local search procedure 
Computational results
The computational results obtained considering T equal to 5 will be omitted because the computational times spent by the primal-dual heuristics are less than 15 s, and the computational results obtained considering T equal to 20 and 50 are representative of the behavior of the heuristic when compared to Cplex and branch-and-bound. These results are, however, available from the authors upon request. Table 1 shows average results of the quality of the primal solutions obtained by the primal-dual heuristic, and after the execution of the local search procedure around the best solution found by the heuristic. For each set (n, m, T ), five problems were generated and solved by the heuristic. The table shows the worst, the best and the average value of the deviations of the best primal solution found from a known lower bound on the optimal value. This lower bound is equal to the optimum value for all problems Cplex or the branch-and-bound algorithm were able to solve. For all the others, this lower bound is given by the best dual solution found by the primal-dual heuristic. The values shown are calculated, in percentage, as (Z − Z LB )/Z LB , where Z is the objective function value of the best primal solution found and Z LB is the value of the lower bound. Table 2 shows, in percentage, the quality of the lower bound on the optimal objective function value calculated by the primal-dual heuristic. The quality of the lower bound is calculated as (Z * − Z LB )/Z * , where Z * represents the best objective function value known. Table 3 compares the execution times in seconds of the primal-dual heuristic with and without the execution of the local search procedure, and Table 4 shows the execution times of Cplex and of the branch-and-bound procedure.
The heuristic was able to find primal solutions for all of the test problems. Problems that neither Cplex nor the branch-and-bound procedure were able to solve are not considered in Tables 2 and 4 . The symbol '-' means that the corresponding procedure was not able to solve any of the 5 problems. For instances with (T , m, n) = (5, 100, 500) and (20, 100, 50), Cplex was not able to solve one of the five problems. For instances with (T , m, n) = (20, 50, 500), the branch-and-bound procedure was not capable of solving one of the five problems. In these cases, the values presented consider only four executiontimes. 
Conclusions
The analysis of the computational results allows drawing some conclusions:
1. The primal-dual heuristic is an efficient procedure to calculate admissible solutions to DLPOCR. The heuristic is able to calculate good-quality solutions in reasonable computational times even for very large instances of the problem. The average deviation from the best-known lower bound is 2.59%. 2. The execution of the local search procedure after the primal-dual heuristic is worthwhile, because the additional computational time needed can result in a significant improvement in the quality of the best primal solution found. The average deviation from the best-known lower bound is 0.86%. Table 3 Primal-dual heuristic computational times in seconds 3. The lower bounds calculated by the heuristic are, in general, very tight. The average deviation from the optimal solution is 0.43%, and the worst deviation is 4.62%. 4. Cplex is unable to solve large instances of the problem. 5. In 86% of the problems solved by Cplex, the optimal solution of DLPOCR linear relaxation was an integer solution. 6. The branch-and-bound algorithm is, in average, more efficient than Cplex. Nevertheless, it needs to build branch-and-bound trees with much more nodes than Cplex. The branch-and-bound procedure has more difficulties solving problems with large n values. This is due to the fact that larger n values lead to an increasing number of violations of complementary conditions (18) . The branch-and-bound algorithm is, in general, capable of solving larger instances of the problem than Cplex.
In what concerns the characteristics of the DLPOCR solutions calculated, they can be very different, even for problems of the same size. Nevertheless, it is possible to point out some observations:
1. It is in problems with a large number of periods (T 20) and few facility locations (m 10) that facilities tend to be opened, closed and reopened more often. As the number of possible facility locations increases, the number of facilities that are opened more than once decreases. 
Conclusions and future work directions
In this paper the DLPOCR was formulated and an efficient primal-dual heuristic was described. This problem, studied here for the first time as an integer linear problem, increases the flexibility of the dynamic simple location problems. The model introduces the possibility of opening and closing a facility more than once during the planning horizon. It also considers explicitly not only installation (differentiating opening and reopening costs) and operating costs but also costs incurred by the closure of a facility. The primal-dual heuristic developed is capable of solving even large instances of the problem, generating good-quality solutions, and calculates tight lower bounds for the optimal objective function value.
The quality of the results obtained encouraged the authors to study the DLPOCR with additional restrictions, namely capacity restrictions [26] . These capacity restrictions can be dealt with in two ways: considering them explicitly in the dual problem formulation, or relaxing them in a Lagrangean way. In the latter case, the problem obtained is the DLPOCR, and a subgradient optimization method can be used. Instead of solving DLPOCR optimally, the lower bounds calculated by the primal-dual heuristic can be used.
