Abstract: Combinatorial drugs have been widely applied in disease treatment, especially chemotherapy for cancer, due to its improved efficacy and reduced toxicity compared with individual drugs. The study of combinatorial drugs requires efficient experimental designs and proper follow-up statistical modelling techniques. Linear and non-linear models are often used in the response surface modelling for such experiments. We propose the use of Kriging models to better depict the response surfaces of combinatorial drugs and take into account the measurement error. We further study how proper experimental designs can reduce the required number of runs. We illustrate our method via a combinatorial drug experiment on lung cancer. We demonstrate that only 27 runs are needed to predict all 512 runs in the original experiment and achieve better precision than existing analysis.
Introduction
Combination chemotherapy with multiple drugs have been widely applied in cancer therapy.
Such combinatorial drugs have enhanced efficacy and reduced toxicity due to multiple targets and synergistic drug interactions (Devita et al. (1975) , Lilenbaum et al. (2005) and Ning et al. (2014) ). Preclinical experiments in vitro are usually conducted to characterize the pathological mechanisms and find the optimal drug combinations. In the analysis of these experiments, different response surface modeling techniques are used to quantify the doseeffect relationships. For economic reasons, the response surface model that requires less runs and has better predictive power at the same time are preferred.
For combinatorial drugs with only two components, Hill models based on ray designs (Chou (2006) ) are popular in the analysis, but they are not suitable for multiple drug combinations (Zhou and Xu (2014) ). Polynomial (linear) models accompanied by full factorial or fractional factorial designs are often used in analyzing multiple drug combinations (Jaynes et al. (2013) ), but their outputs are not bounded. In practice, many such experiments require bounded responses, e.g. survival rate. The Hill-based (non-linear) model (Ning et al. (2014) ) is a combination of Hill models and polynomial models, which overcome the shortcomings of both. But, it is not stable in many situations. Neural networks can also be applied (Al-Shyoukh et al. (2011) ), but it require many data and the interpretations are hard.
In this paper, we propose the use of Kriging model, and show its superiority compared with other modeling techniques in a combinatorial drug experiment on lung cancer. In this experiment conducted by Al-Shyoukh et al. (2011) , a 512-run, 8-level and 3-factor full factorial design was applied to both normal cells and lung cancer cells. Ning et al. (2014) where p ∈ N + , θ l is the range parameter which scales the correlation length, and Γ() is the gamma function. The sample paths of z(x) with Gaussian correlation have derivatives at all orders and are too smooth, which may cause numeric problems. Rasmussen and Williams (2006) and Martin and Simpson (2005) recommended the use of Matérn correlation with ϑ = 5/2 where
, and z(x) is twice differentiable. Figure 1 shows the Matérn correlations (ϑ = 5/2) with different range parameters θ. With smaller θ, the correlation decreases faster to zero as h increases. The parameters θ l (l = 1, . . . , d) and σ 2 in the correlation function can be estimated by maximizing a likelihood function (MLE) based on the observed data. With the estimated parameters, the best linear unbiased prediction on any point x is
where y is the response vector at n observed points x 1 , . . . , x n , µ = (
Φ is the variance-covariance matrix (φ(x i , x j )) 1 i,j n , ∆ is a diagonal matrix with diagonal elements τ 2 , and 1 is a column of n ones. From Equation 3, it's easy to show that this model does not interpolate all observed data due to the existence of measurement errors (τ 2 = 0). In the unreplicated experiment studied in Section 3, we assume a homogeneous variance τ 2 = 0.0001 for the noise term, since the measurement is roughly accurate to 2 decimal places. Choosing τ 2 within the range 0.001 to 0.00001 does not make significant difference in the model estimation. We adopt the R package "DiceKriging" ) to estimate the Kriging models in this paper.
Neural networks
Neural networks (McCulloch and Pitts (1943) ) are widely used in machine learning, pattern recognition, medical diagnosis and many other areas. An (artificial) neural network is based on a collection of connected units called neurons, which receive input and produce output via its network function. Neural network models are very flexible and it is generally hard to determine the best network structures in practice. For a detailed introduction to neural networks, see Livingstone (2008) . Figure 2 ) in analyzing the combinatorial drug experiment. In this model, for the j th hidden neuron (j = 1, 2, 3, 4), the network function is
Al-Shyoukh et al. (2011) fitted a multilayer perceptron (shown in
f (x) = 1 1 + e − w i,j x i,j ,
Model fitting and comparison
When comparing Kriging models, neural networks, polynomial models and Hill-based models, we consider four possible designs: the original 512-run 8-level full factorial design D full , a 80-run random sub-design RD 80 , a 27-run random sub-design RD 27 , and a 27-run, 3-level (coded levels 0, 4, 7 in Table 1 ) full factorial design D047. We use the actual dosages (standardized to 0-1 range) in all these design matrices. Given an n-run design, we fit a model using n observations and use the model to predict all 512 observations. Then we compute the mean square error (MSE) and correlations (r) based on the 512 predicted and actual responses.
Tables 2 and 3 compares 1000 × M SE(r) from different models and designs for normal and cancer cells, respectively. "Neural network" is a single-layer four-neuron neural network of which the result varies slightly each time running the R package "neuralnet". we select the best result among 100 repetitions. Results for designs RD 80 and RD 27 are average values from 100 random designs. When fitting Hill-based models with either RD 80 or RD 27 , numeric problems may occur, and we exclude them when calculating the average. Hill-based models in this experiment, the numbers of parameters to be estimated are 5, 21, 10 and 12, respectively. In Table 4 , we show the estimated parameters and their standard deviations (SDs) for Kriging models along with designs D full and D047. All θ are significantly different from 0, thus there is no identifiability issues. The SDs are computed from 1000 simulations. Using Kriging model, a small design can be sufficient in depicting the response surface.
From Tables 2 and 3 , we can see that when using Kriging models and 27-run design D047, the MSEs are as small as 3.10 * 10 −4 for normal cells and 1.05 * 10 −3 for cancer cells.
As a comparison, when using Hill-based models and 512-run design D full , the MSEs are 8.91 * 10 −4 and 1.42 * 10 −3 ; when using polynomial models and D full , the MSEs are 4.8 * 10 −4 and 2.98 * 10 −3 ; when using neural networks and 80-run design RD 80 , the MSEs are 1.28 * 10 −3 and 1.57 * 10 −3 , for normal and cancer cells, respectively. It's clear that Kriging models require the least number of runs and give the best predictions. The structured design D047 outperforms the random design RD 27 , and is good enough in prediction under Kriging models. In addition, design D047 is robust for all four types of models; while, designs RD 80
and RD 27 are unstable. When fitting Hill-based models with random 100 designs of RD 80
and RD 27 , numeric problems occurred 6 and 35 times, respectively.
Figures 3 and 4 show the scatter-plots of predicted versus observed responses for all four models with design D047. From the figures, we can see that Kriging models are the best in prediction for both normal and cancer cells. Polynomial models perform well for normal cells, but bad for cancer cells; neural networks perform bad for both cases and they require larger designs to achieve accuracy; Hill-based models perform OK, but worse than the Kriging models.
In order to study the drug interactions, we investigate and compare the contour plots using Kriging models with designs D full and D047. 
Discussions
In this paper, we compare four major types of response surface models and four types of designs in analyzing a combinatorial drug experiment by Al-Shyoukh et al. (2011) . We find that Kriging models need the least number of runs and give the best prediction. Design D047 is sufficient in this study, since the response measurement in this experiment is accurate to 2 decimal places and the root MSEs for Kriging models and D047 are 1.8% and 3.3% for normal and cancer cells, respectively. It is also shown to be robust under different models and good enough to analyze two-drug interactions. Note that if the coded levels (0,4,7)
rather than their corresponding actual dosages are used in the design matrix of D047, the prediction MSEs are 0.016 and 0.012 for normal and cancer cells, which are much worse than current results. The choice of small designs is not unique. Other 27-run full factorial designs D057, D067 and 25-run uniform projection design (U P D 25 ) can give similar or even better results.
Due to the complexity of underlying biological systems, a systematic quantification of effects for multiple drugs is challenging, and thus various models should be explored for such experiments. In such situations, space-filling fractional factorial designs are ideal due to their robustness Xiao (2015 Xiao ( , 2017 ; Xiao and Xu (2017, 2018) . Space-filling designs are also ideal for Kriging models, since any unobserved point is close to some design points and so the prediction error is small. An interesting topic for the future research is how space-filling designs perform under Kriging models in drug combination studies.
