Abstract As hospitals move towards providing in-house 24×7 services, there is an increasing need for information systems to be available around the clock. This study investigates one organization's need for a workflow continuity solution that provides around the clock availability for information systems that do not provide highly available services. The organization investigated is a large multifacility healthcare organization that consists of 20 hospitals and more than 30 imaging centers. A case analysis approach was used to investigate the organization's efforts. The results show an overall reduction in downtimes where radiologists could not continue their normal workflow on the integrated Picture Archiving and Communications System (PACS) solution by 94 % from 2008 to 2011. The impact of unplanned downtimes was reduced by 72 % while the impact of planned downtimes was reduced by 99.66 % over the same period. Additionally more than 98 h of radiologist impact due to a PACS upgrade in 2008 was entirely eliminated in 2011 utilizing the system created by the workflow continuity approach. Workflow continuity differs from high availability and business continuity in its design process and available services. Workflow continuity only ensures that critical workflows are available when the production system is unavailable due to scheduled or unscheduled downtimes. Workflow continuity works in conjunction with business continuity and highly available system designs. The results of this investigation revealed that this approach can add significant value to organizations because impact on users is minimized if not eliminated entirely.
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Background
Recently, the US government mandated the use of health information technology for healthcare providers [1] . The legislation outlines financial penalties for providers that choose not to adopt technologies as well as benefits for those that do adopt the technologies. As the adoption of health information technology increases, so will the need for information systems that allow critical organizational workflows to continue when those systems are unavailable due to either scheduled or unscheduled system downtimes.
This paper is a case analysis of one organization's solution to a need for a system that provides workflow continuity around the clock. Workflow continuity moves beyond business continuity because the focus is placed on the continuity of critical clinical workflows rather than creating a fully featured redundant system. A review of the organization's existing business continuity solutions for the Radiology Information System (RIS) and Picture Archiving and Communications System (PACS) was performed. The system requirements were reevaluated using the workflow continuity approach.
The organization studied consists of 20 hospitals and more than 30 imaging centers. The hospitals investigated are distributed across geographical area contained within a 125 mile radius. More than 2.2 million radiology procedures per year are performed across these hospitals. This case spans 4 years of work analyzing and improving the organization's business continuity solution. The business continuity solution was a key component in the design of the workflow continuity system. Throughout the process, nearly every aspect of information technology and workflow was evaluated for inefficiencies and workflow impact. Findings are presented along with a discussion of the results, practical implications for the organization, delimitations, and recommendations for further research.
The makeup of the organization's radiology Information System (IS) infrastructure consists of 12 independent PACS silos, one consolidated RIS and one consolidated PACS integrated voice recognition application. A teleradiology solution allows radiologists to view and read imaging studies for any location within the organization, regardless of the physical site of the radiologist. This subspecialist radiology coverage provides subspecialist services 24×7 seven days a week.
The centralization and availability of the subspecialist 24×7 service required an IS infrastructure that allowed the users to continue to provide patient care around the clock. Planned maintenance and unplanned downtimes inhibit the user's ability to perform their jobs and provide patient care efficiently and may affect their ability to provide care effectively. The Workflow Continuity approach identified a subset of the Information System features required to support the most critical user workflows.
Business Continuity
Business continuity plans typically revolve around identifying risks and creating redundant systems. A business continuity plan may identify risks and provide operational and information technology solutions to mitigate or eliminate those risks. One plan in particular identifies an eight step cycle used to protect the business needs of the organization including the following: (1) initiate the business continuity plan (BCP) project, (2) identify business threats, (3) conduct risk analysis, (4) establish business continuity plan, (5) design business continuity plan, (6) define business continuity process, (7) test business continuity plan, and (8) review business continuity plan [2] . Each step identifies substeps, objectives, and goals. The purpose of such a detailed procedure is to protect the business against all of the threats to the organization, or at least the ones that would have the most critical impact on the organization. Threats may be technological, operational, or anything else such as hackers' attacks, earthquakes, or other disasters. Once threats are identified and system requirements are scoped, the BCP is at the mercy of the information systems ability to meet those requirements. Cost and information systems flexibility become considerations when attempting to execute the business continuity plan.
The business continuity plans offered by the organization's vendors did not meet the changing 24×7 service needs of the organization. Offsite backups are available to rebuild the system in the event of a disaster but this solution requires a minimal turnaround of 96 h per server. The PACS infrastructure alone consists of over 300 servers. The technology and architecture of the PACS platform does not allow for a highly available solution to be created. High availability does not imply constant availability, and there may be times when the highly available system is unavailable. In addition, the PACS Failover system did not meet functionality needs of the users.
Methods
This case study is built upon data collected over a 4-year period. The investigators are also members of the information system team responsible for developing and implementing the solution. Informal interviews with the information system designers were performed, information system documentation was reviewed, and quantitative data in the form of system down times was collected. Descriptive statistics were used to analyze the data, findings presented, and a discussion concludes the investigation.
Results
This article evaluated the existing RIS and PACS failover strategies and compared the system downtimes utilizing those strategies versus the system downtimes after the implementation of the workflow continuity system. The failover strategies were designed around the limitations of the information systems when taking a business continuity plan approach. The design of these systems was reevaluated using the workflow continuity approach and results of the approach taken are presented.
RIS Failover Strategy
The organization's RIS failover strategy consisted of manual processes by which radiology technologists entered order information directly into the modalities whenever the production RIS was unavailable. The radiology technologists would then record the order information for the exams performed though a pen and paper process. Radiology technologists would then key the order information from the paper record into the production RIS whenever the system became available. This translates into approximately 251 duplicate order entries per hour of downtime [2.2 million exams/(24 h per day×365 days per year)]. This calculation does not account for the actual distribution of exams across hospitals and time of day, which can make the number of duplicate order entries per hour significantly higher. More procedures are performed during an hour of downtime at a core hospital than a community based hospital during and during peak hours than off-peak hours.
Radiologists or other physicians that required viewing access to the performed exams were only able to view exams that had orders prescheduled in the RIS prior to the downtime. The PACS system requires both DICOM images and health level 7 (HL7) messages for the user to view the exams within their normal workflows. Manual procedures were implemented for physicians to call the radiology reading rooms for STAT exams. The radiologist would then have to search through a list of exceptions in order to locate the appropriate exam for review. Relevant clinical information for exams that were not pre-ordered prior to the RIS downtime was verbally relayed over the phone.
PACS Failover Strategy
The organization's existing PACS failover strategy consisted of a single failover PACS for each of the hospitals with a limited set of prior images. Each failover PACS only contained images for the particular hospital the PACS serves. The effects of being on the PACS Failover system are felt by the entire enterprise because physicians typically cover patients by divisions that span hospital boundaries.
The independent PACS failover servers were not HL7 enabled or integrated with the production PACS. The absence of HL7 limited the trust in the information contained within the system because the pairing process between DICOM image and HL7 order did not exist. Fat-finger errors performed at the modality could not be easily caught by the users. This might result in incorrect patient demographics being associated with a series of images. Therefore, users were not allowed to perform final interpretations and dictate findings.
A business process was enacted where physicians would call the radiologists in the reading room for the most critical exams. The radiologists would then perform the interpretation on-demand and relay the findings over the phone to the physician requesting an interpretation. Once the systems became available, the radiologists would then interpret the exams in the production system and dictate the exams within the PACS integrated voice recognition system. The absence of HL7 also eliminated the effectiveness of fine-grained user filters. Academic zone hospitals that provide subspecialist coverage may have specialized work lists such as display only MR and CT neurology exams for the emergency department. Whereas the radiologists at the community zone hospitals cover all exams for the hospital regardless of modality or location. Some of the fields needed to create these filters including patient location and exam code reside in HL7 messages. Since there was no HL7 interface on the PACS failover system, many of these filters were unable to be provided requiring the radiologist to search though larger lists of patients to find the set of exams he or she was required to interpret. As a result, the users had to user more general filters which resulted in a longer list of exams to navigate.
The longer list of exams on PACS failover is only related to the most recent hospital exams. The PACS failover servers only contain 1.6 TB of image cache storage. The oldest and least accessed exams are purged from cache when space is needed. The largest hospital contains approximately 4 weeks of recent patient history on the image cache whereas the smallest hospital contains nearly 2 years. A complete breakdown of available PACS workflow continuity systems (WCS) storage and exam history is shown in Table 1 . The inability to access relevant prior images may limit the radiologists' ability to provide detailed subspecialist interpretations.
RIS/PACS Failover Impact on Workflow
The users' workflows were negatively impacted when users were required to use either the RIS or the PACS Failover systems. The primary workflow impact on the technologists resulted from duplicate entry in both the paper based and then electronic records. The primary workflow impact on the radiologists was their inability to provide final interpretations within the integrated voice recognition system. As a side effect, the radiologists were also distracted by the large number of phone calls requesting STAT interpretation. The fully integrated production system provides status indicators that identify STAT exams whereas the PACS Failover system does not.
Radiology Workflow Continuity
Workflow continuity is a term created by the organization to describe the information system architecture, flow of information, contingency procedures, and workflow that allows physicians to continue an uninterrupted workflow while the production information systems are unavailable due to both scheduled and unscheduled outages. Workflow continuity includes information system concepts such as highly available system design and disaster recovery but the design focus is different. Highly available information systems provide services on demand quickly [3] . Redundancy is a key component so that parts of the system can continue working as other parts are unavailable [3] . A system is considered to provide Workflow Continuity if the core set of features users require are available for use when the primary system is unavailable due to a scheduled or unscheduled downtime. Workflow continuity systems do not require redundant systems, but redundant system designs may provide workflow continuity.
RIS/PACS Workflow Continuity Design
A comparison of features available between the Production system, the former PACS Failover System, and the new WCS is shown in Table 2 . The core set of features from the radiologists' perspectives is the ability to view and dictate an exam. Other cursory features may not be available but are not missed by the radiologists' during these downtimes. The system diagram for the RIS/PACS Workflow Continuity System implemented is shown in Fig. 1 . The production RIS has HL7 orders and results interfaces with both the production and WCS PACS. In addition, the WCS RIS has orders and results interfaces with the production and WCS PACS. A DICOM interface forwards images from the production PACS to the WCS PACS so that the two systems are in sync. A special HL7 interface exists between the WCS RIS and production RIS. This interface allows the migration of orders placed on the WCS RIS to be registered into the production RIS.
The production and WCS PACS remain in sync with regards to orders and results. In order for the production RIS and WCS RIS to remain in sync, a series of manual procedures needs to occur when moving between the two systems. One-way transaction log shipping is set up from the production RIS to the WCS RIS. Other key identifiers such as accession number are set by the Database Administrator.
Other Aspects of Workflow Continuity
The focus of the workflow continuity approach should not only include information technology solutions, but also preventative maintenance and vendor relations. Regular preventative maintenance such as operating system patching, firmware upgrades, and hardware refresh are key components in minimizing the risk of impact on workflow. Sometimes business process redesign for the organization and its vendors is also needed.
Workflow continuity will be difficult to achieve if the organization does not understand its own workflows as well as how the information systems affect those workflows. The organization studied invested a significant amount of effort to understand the technical architecture of the vendor provided solutions. In addition, the organization educated the vendor on how the vendor product was used within the organization. This educational process is bidirectional where the vendor learns specific ways in which the organization differs from other customers as well as the organization learning ways in which they are similar to other customers.
Once a shared understanding of the way the vendor solution integrates into the workflow was met, the parties involved could reevaluate maintenance and upgrade processes. One of the hospital PACS systems consists of two application servers, two database servers, and over 60 storage modules where DICOM images reside. Prior to the workflow continuity approach, the entire system was unavailable until all 64 servers were upgraded. The organization was able to propose a new upgrade process because they understood the architecture as well as the impact on workflow. The organization's suggestion that the vendor implemented as a result of the workflow continuity approach drastically minimized the time the system was unavailable. Now priority is given to the application and database servers as well as the storage modules with the most recent images. Working from most recent to oldest allows the entire system to come online quicker because the only impact is that the oldest exams are unavailable for a period of time. The users accepted this limitation because many cases do not require prior images for comparison, at least for a preliminary interpretation.
PACS Workflow Continuity Impact
As previously stated, patient care was still required even though the RIS and PACS were operating on their failover systems. Exams that were interpreted and relayed to physicians over the phone were also dictated into the PACS integrated voice recognition system. This required the physician to interpret and dictate the exam twice. Total downtime (scheduled and unscheduled) experienced by each of the 12 different PACS implementations across the organization is outlined in Fig. 2 .
Moving from the existing failover model to a system based on the concept of workflow continuity resulted in significant reductions in downtime over the last 4 years. Downtime data prior to 2008 was unavailable for analysis. By focusing on proper planned maintenance, the organization was able to reduce their unplanned downtime by 72.06 %. Consequently, proper maintenance and the workflow continuity approach reduced the planned downtime by 99.66 % ( Table 3) .
The case study covers two major PACS upgrades. The first upgrade occurred in 2008 and the second upgrade occurred in 2011. Software on all application and database servers was upgraded. The amount of time spent on the PACS failover system in 2008 is equivalent to the amount of time radiology workflow was interrupted. The amount of time spent on the PACS WCS solution in 2011 is equivalent to a savings of radiologist interruption, or workflow continuity ( Table 4 ). The 2011 PACS upgrade utilizing the workflow continuity approach saved the organization in 98 h and 36 min in terms of interruptions to radiologist workflow.
Discussion
Continuity of workflow and core functionality are very valuable to radiologists [4] and the solution implemented at the organization has virtually eliminated radiology workflow interruptions during downtimes. The unconventional system development approach and operational workflow procedures implemented at the organization under the workflow continuity guidelines almost entirely eliminated the radiologist workflow interruptions due to planned or unplanned system downtimes. Workflow continuity does not exclude business continuity but builds on top of it. Advantages of business continuity solutions available offer a level of redundancy that can fully restore functionality when part of the system fails [5] . Many companies develop disaster contingency recovery plans that include alternative procedures and workflows [6, 7] which inevitably disrupt the normal flow of operations. Business continuity solutions require a system architecture that can support the functionality. Workflow continuity is not bound by this constraint because the focus is not on a fully redundant system, but a system that allows the critical workflows within the organization to continue. Critical workflows are those workflows that are essential to the delivery of patient care. In this instance, there were three critical workflows defined including the following: the ability for radiology orders to flow from the RIS to the PACS, the ability for radiologists to interpret exams and dictate the PACS without disruption to their normal workflow, and the ability for results to file in the RIS and PACS from the voice transcription service. In addition, an emphasis was put on the reduction of manual effort by radiology technologists and PACS administrators when resolving PACS exceptions. These exceptions occur when there is a discrepancy between DICOM images and HL7 order messages as a result of system unavailability or human error. Workflow continuity should not be thought of as a system design but a mindset for designing systems. Highly available systems that allow workflows to continue without significant interruption provide workflow continuity. Other workflow continuity system configurations might include two systems, A and B, that have bidirectional synchronization, one-way synchronization, or no synchronization at all (Fig. 3) . The key concept in workflow continuity is not the technical architecture of how the information systems provide continuity, but only that continuity of critical workflows exists.
Delimitations of Workflow Continuity
Workflow continuity should not be thought of as the only solution needed for an organization. Highly available systems, business continuity, and disaster recovery are all critical components to the organization's overall information system enterprise architecture. Workflow continuity systems are bound by the same architectural restrictions as the fully functional production systems.
In the case studied, the workflow continuity system does not address 1.6 TB image cache issues that existed with the PACS failover system. During the workflow continuity design sessions, it was determined that the prior history restrictions were acceptable to the users. Extended periods of downtime might change the users' perceptions of what level of acceptable history is required, and those situations are where disaster recovery fit in. A 96-h disaster recovery turnaround becomes more acceptable when the users are able to continue their normal workflows during that period of time.
Conclusion
The organization has implemented a comprehensive workflow continuity solution that significantly improved uptime and enabled the success of a centralized 24×7 subspecialty radiology coverage across multiple hospitals. While workflow continuity does not provide 100 % of the functionality available during normal operations, it delivers the most critical functionality which allows radiologists to continue working uninterrupted. The solution is relatively low cost, highly effective, and requires only limited changes in the architecture of existing systems. The organization is applying this methodology to other departments and information systems. 
