Markov regime switching models are a popular way to estimate business cycle chronologies (recessions /expansions) because they are reproducible and they often match judgmental chronologies. In particular, multivariate Markov switching models have been developed in recent years as a way to ensure that the inferred business cycle downturns display cross-sectional breadth, in addition to the depth and duration observed in the aggregate.
These models include Markov switching vector autoregressions [Clements and Krolzig (2003) ; Sims and Zha (2006) ], dynamic factor models with Markov switching [Chauvet (1998) ; Kim and Nelson (1998) ; Chauvet and Hamilton (2005) ] and other multivariate models, such as the uncorrelated panel Markov switching model of Asea and Blomberg (1998) .
One feature that multivariate Markov switching models have not had to date is a way to permit cross-sectional units to receive different weights when inferring a regime that is common to the entire cross section. Because the data in business-cycle-oriented Markov switching models are usually expressed in terms of growth rates (which are free of any unit of measurement) of real output or employment, a positive spike of two standard deviations of the growth rate in Finland has as much influence on the probability of a European recession as an identical spike in France. Moreover, unlike weighted regressions, one cannot simply scale the data in a regime-switching context to apply a set of cross-sectional weights to affect the regime probabilities. Artis et al. (2004) note that the regime probabilities in Markov switching models are invariant to re-scaling the data because the mean parameters and the covariance matrix adjust commensurately. Nevertheless, given that the economy of France is about ten times as large as that of Finland, we would like to be able to give France's data more weight in determining the state of the European business cycle. This article presents a straightforward method to implement a desired set of cross-sectional weights in multivariate Markov switching models. Because the weighted calculation of regime probabilities alters the inferred business cycle chronology for Europe, we can shed new 1 light on the chronology adopted by the CEPR business cycle dating committee. In particular, we can re-examine the question as to whether the Euro area experienced a recession during 2002-03.
This article also considers the possibility that the desired set of crosssectional weights might not be based solely on exogenous factors, such as size. Endogenous factors, such as how well a country's data is described by the Markov switching process, could also play a role when choosing countryspecific weights. As an extreme case, consider a country whose data do not help discriminate at all between the regimes. Just as it might be sensible to give more weight to the data from larger countries, it likewise might make sense to give more weight to countries whose data are better described by the Markov model. We also consider the possibility of combining such exogenous and endogenous factors when choosing country-specific weights for the calculation of regime probabilities.
We mention at the outset, however, that there is no "correct" set of weights and, therefore, no value-free approach to reject statistically one set of weights in favor of another (or in favor of the usual case of equal weights). In principle, within the context of the Bayesian estimation approach we use, one could compare models in terms of marginal likelihoods.
1 The likelihood function, however, gives equal weight to all counties, so the marginal-likelihood selection procedure would be somewhat contrary to the idea of wanting to weight countries unequally when inferring the regime changes. Instead, we suggest that it is incumbent on the modeler to argue that an adopted set of weights best helps the model capture the desired phenomenon. A useful analogy comes from the choice of a value-weighted versus an equal-weighted portfolio of individual stocks to measure the stock market. Market watchers do not attempt to use statistical tests to decide whether to follow a value-weighted or equal-weighted portfolio to answer a given question about the stock market. Instead, they suggest why one might be more useful or appropriate in a given context. For example, one could take a panel of rates of return on individual assets to infer when the stock market as a whole has entered a high-volatility regime. It might make sense to use the same weights that go into the construction of a value-weighted portfolio to infer-through weighted regime determination-when the stock market is in the high-volatility regime. In the same way, weighted regime determination of a business cycle chronology utilizes a chosen value-weighted portfolio of country-level data, whereas the usual equal-weighted model uses an equalweighted portfolio. For the same reasons that value-weighted portfolios are often preferred measures of the stock market, value-weighted portfolios of country-level data can provide useful inferences of the European business cycle.
With respect to our application to business cycle turning points, a standard definition of a recession is that it has breadth, depth and duration. One approach is to define the business cycle in terms of specified changes in a single aggregate series, such as GDP [Zellner, Hong and Min (1991) ].
Committees at the National Bureau of Economic Research (NBER) and the Centre for Economic Policy Research (CEPR) take an eclectic, judgmental approach, following many series to date recessions. In the past, the NBER committee calculated diffusion indices, for which the NBER tabulated turning points for many series and took the percentage of series in a downturn at a given moment. Today the CEPR business cycle committee can consult timely aggregate indices, such as the EURO-CoIN coincident indicator, in addition to the country-level data [Altissimo et al. (2001) ; Forni et al.
The next section of the paper presents a Markov switching vector autoregressive model and the weighting scheme. It discusses an additional innovation of this article: in our multivariate Markov switching model, the business cycle regime switching takes place in the mean growth rate, not the intercept. The third section presents estimation results for European country-level data and the difference that various weighting schemes make regarding turning points in the European business cycle. The final section concludes.
Markov switching VAR with weighted regime determination
The vector autoregressive model we use differs from previous business cycle Markov switching VARs from Clements and Krolzig (2003) and Artis et al. (2004) and dynamic factor models from Chauvet (1998) and Chauvet and Hamilton (2005) in that the mean is subject to regime switching, not just the intercept. The potential advantage of this approach is that switching in the intercept would have a greater tendency to appear spuriously if, for example, an autoregressive coefficient experienced a structural break. Moreover, this alternative source of apparent switching in the intercept likely would not reflect the business cycle. The cost of mean switching versus intercept switching is that exact conditional distributions are much more cumbersome to calculate. For this reason, we do not attempt to work with the exact conditional distributions for Bayesian estimation of the model; instead, we introduce two Metropolis-Hastings steps, as outlined below.
In the Markov switching VAR, the number of countries in the cross section is N , y are the growth rate data from all N countries and p is the number of lags.
. . . = . . .
where S1 t = 0 or 1 and
P r(S1 t = 1 | S1 t−1 = 1) = q 1
To allow for the possibility that the volatility of output growth has changed over time, we include a second Markov state variable so that the covariance matrix of the shocks, e, is also subject to Markov switching governed by a state variable that is independent of S1: Ω S2t , N × N , where
Estimation methods

MCMC Sampling Scheme
A key reason for Bayesian estimation of this Markov switching model is that the number of covariance matrix parameters is N (N − 1)/2 or 36 when N = 9 for both Ω 0 and Ω 1 . A numerical search algorithm for maximumlikelihood estimation of so many parameters would be very cumbersome.
The parameters were divided into five blocks for MCMC sampling via Gibbs: (i) Regime-dependent means, denoted µ S1 ; (ii) autoregressive coefficients, φ (iii) Regime-dependent covariance matrices Ω S2t that are functions of the cross-sectional weights; (iv) the time series of the unobserved binary Markov state variables S1 and S2, for mean and variance switching, respectively; (v) transition probability parameters for the first-order Markov processes.
Conditional and/or proposal densities for the parameters are as follows, where the distributions for the means, µ, are understood to be a proposal density.
I(S2 t = k)(µ S1t + e t )(µ S1t + e t ) ] −1 , k = 0, 1 (7)
I(S1 t = j) is an indicator function that equals one when S1 t = j,Ỹ t is a vector of lags (y t−k −µ S1 t−k ), k = 1, ..., p and i N is an N -dimensional vector of ones. The parameters B In the proposal density for the means, µ, the calculated residual, e t , takes values of the lagged values of (y t−k − µ S1 t−k ) as given at the previous iteration's draw. For this reason, it is not an exact conditional distribution because it ignores the fact that the value of µ will affect density of the data for the next p periods as well as the current period. Nevertheless, it is valid to treat eq. (6) as a proposal density and subject the draw from it to a Metropolis-Hastings step, using the target density of the data based on the 6 full model.
A similar Metropolis-Hastings step is needed when drawing the states S1 because the exact conditional distribution would require us to follow p + 1 values of the state variable in the filtering: P (S1 t , S1 t−1 , ..., S1 t−p | y t , y t−1 , ...). By taking the lagged values of S1 as given at their values from the previous iteration, we can draw a proposal value for S1 as if only the contemporaneous value of S1 mattered in the conditional density of the data in the filtered value P (S1 t | y t , y t−1 , ...). We draw proposal values from the states using this latter probability and the Bayesian algorithm from Chib (1996) . Again we subject this proposal draw to a Metropolis-Hastings step, using the target density based on the true model specification of equation (1).
Weighting the cross section when determining regime probabilities
One novel feature that we want to include in this panel Markov switching model is the ability to weight cross-sectional units: A shift in the employment growth rate of two standard deviations in California ought to have more influence on the regime probabilities than an equal-sized shift in Connecticut.
The weights are implemented by scaling the sample covariance matrix Ω with generated weight parameters, ω,
where the weights are normalized to equal 1.0 on average. In this way, crosssectional units with below-average weight have variances that are scaled up to reduce their influence in the likelihood function that is used to filter the regime probabilities. Because we have a relatively clear prior for the cross-sectional weights, it is easier to specify the generated covariance matrix in terms of the sample covariance matrix and generated weights than it is to derive a prior for the covariance matrix directly. Furthermore, we would like to apply the same weights to the covariance matrix in both the lowand high-volatility states, Ω 0 and Ω 1 . Thus, we would not wish to generate randomized values of Ω 0 and Ω 1 separately.
Another way to illuminate our weighting scheme is to express it equivalently in the regime probability filter as:
This equivalency holds because for the normal density
The idea is to use weights to bring to bear prior information about how we want the regimes to be determined. We also subject the draws of the regime states to a Metropolis-Hastings step.
For the weights, we us Beta updates such that the hyperparameters in the prior reflect country or state size: France vs. Finland or California vs. Connecticut. The posterior update is based on how well the region is captured by the Markov process; that is, how closely the regime probabilities based on that region adhere to either 0 or 1. Regions that discriminate well between the two regimes will receive greater weight in the update.
The particular form of the conditional distribution for the ω weight is weight n ∼ Beta(80(size share + regime discrim. share),
where the hyperparameter β is designed to give considerable weight to the size prior, s.t.
weight n ≈ 0.8size + 0.2discrim.
In this way, the weighting scheme has the ability to weight the cross section based on characteristics that are unrelated to the Markov switching model (Exogenous weights, denoted exg) and/or characteristics related to the Markov switching model (Endogenous weights, denoted end). A natural candidate for an exogenous weight would be the size of the cross-sectional region, such as population or employment. A natural candidate for an endogenous weight would be how well a region is captured by the Markov process; that is, how closely the regime probabilities for that region adhere to either 0 or 1. In particular, an endogenous weighting scheme is based on how well a region discriminates between the two regimes.
Note again that if all regions were identical with regard to their exogenous and endogenous weighting properties, then ω n would equal 1.0 for all regions n and the weighted update would be identical to the unweighted update equation
where S is either of the two state variables, S1 or S2. Note that our code allowed for the possibility of linear dependencies across the N countries, which could hinder straightforward calculation of the factorization of the likelihood in eq. (9), but this problem did not present itself in this set of data on either European GDP or U.S. State employment growth rates.
Estimation Results for Weighted Business Cycle Chronologies
We apply the Markov switching seemingly unrelated Markov Switching model to employment growth rates for the U.S. States since 1956. We also apply the Markov switching VAR with weighted regime determination to quarterly GDP growth data since 1977 for nine Euro-area countries. Quarterly GDP data from the OECD are availble for Austria, Italy, Denmark, Finland, France, Germany, Portugal, Spain and the Netherlands. Data for Belgium and Greece were only available at a later starting date. The data are in real terms, expressed in base year 2000 Euros, and are seasonally adjusted.
As discussed above, we chose to emphasize country size, largely because this type of heterogeneity appears to be of greater magnitude: the largest economy is easily more than 10 times the size of the smallest, but no country is ten times better at discriminating between the two regimes than the worst country. Table 1 corresponding charts for the European GDP growth rates. To convert the regime probabilities into a business cycle chronology, consider the following as a possible rule: to qualify as a recession, the regime probability S1 = 0 must reach at least 80 percent at some point and the starting and ending dates are determined by the dates when the probability of S1 = 0 initially rises above 50 percent and then below 50 percent on a sustained basis. This method of creating a chronology from the regime probabilities leads to a high degree of overlap on average between the Markov switching chronologies and the CEPR chronology.
In the early 1980s, the trough date based on the equal-weighted model would be 1981Q1. The weighted-regime model, in contrast, would imply a trough date of 1982Q3, which exactly matches the CEPR chronology. Both models differ from the CEPR peak date of 1980Q1 by placing the peak one quarter later.
In the 1992-93 CEPR-dated recession, the both regime-switching models again are one quarter later than the CEPR with respect to the peak date of 1992Q1. For the trough date, the weighted model is one quarterly early, relative to the CEPR date of 1993Q3, whereas the equal-weighted model matches the CEPR. 
Conclusions
This article introduces for the first time a cross-sectional weighting scheme for the determination of regime probabilities across countries in multivariate Markov switching models. Essentially what has been missing from these multivariate models has been a way to make the inferred regimes reflect the behavior of the 'value-weighted' cross-sectional portfolio. Until now large countries and small countries have been treated symmetrically in terms of determining the inferred regimes in multivariate Markov switching models of the business cycle.
We apply weighted regime determination to a Markov switching vector autoregression of GDP growth rates from nine European countries. The weighted and symmetric regime probabilities are compared and one point of disagreement is whether the economic slowdown in 2002-03 was severe enough to be classified as a recession. The weighted model suggests that it was, whereas the symmetric model indicates otherwise.
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