Abstract. K-means is one of the most fundamental techniques in clustering. It has been applied in many fields, such as image processing and Natural Language Processing. It has good performance in many cases, especially in dealing with large data sets. However, how to choose the initial cluster centers is a hard problem, different choice may cause the clustering results by K-means unstable even get the local optimum. To solve this problem, many methods have be proposed, while these methods only apply in some certain fields and perform disappointed when we use for text documents clustering. In this paper, we designed a novel density K-means algorithm and apply it in the text document clustering. The experimental results show that it performs better than most of the existing methods in Chinese corpus. Furthermore, compared with other algorithms, our algorithm can effectively decrease the iterations.
Introduction
Clustering is an indispensable tool in data mining [1] . It aims to automatically reveal the underlying structure of data and separate a collection of data points into several groups with predefined similarity measurement. Data points in the same groups are similar, and are dissimilar in different groups [2, 3] . With the development of the Internet, the text document information is so massive for people to access [4, 5] . As a result, research on how to effectively get knowledge from the large text document information is a hot field in the application of computer science. Based on the advantage of clustering algorithm and the need for dealing with massive text document information [6] , many clustering have been applied in this field and got some good results [7] . These algorithms try to divide the documents into several groups according to their similarities, thus documents relating to certain topic will hopefully be allocated into single cluster [8] . K-means [9] is one of the most wildly used algorithms among them. It has a low computational complexity and can effectively deal with massive data sets. However, due to selecting the initial center points randomly, the results of K-means is prone to get local optimization rather than global optimization [7] . Besides, the clustering results largely depend on the initial center points, which causes the results unstable, as selecting cluster center points randomly. In the literature, lots of methods have been developed to deal with the cluster initialization for K-means [10, 11] . In the early work, Pena and Lozan summarized four existing initialization methods for the K-Means algorithm, including Forgyrandom [12] , MacQueen [9] , random and Kaufman. In their research, it indicated that the random and the Kaufman initialization methods work better than the other compared methods. Based on these work, a Cluster Center Initialization Algorithm (CCIA) is introduced by Shehroz and Ahmad, to improve the performance of K-means [13] . The main idea of CCIA is that some of the patterns are very similar to each other and that is why they have the same cluster membership, which makes it independent on initial cluster centers. The experimental result shows that it has strong ability to handle the multi-scale data. After that, Lei [14] proposed a novel method that combining with the different clustering results and built a weighted connected graph. Using the connectivity of the weighted connected graph, this method aggregated some clusters and solved the problem of K-means to some extent. Compared with Lei's work, Jianpei Zhang and Yue Yang etc. introduced a new approach to select the cluster center initialization for K-means by optimally dividing the data set [15] . In their research, they firstly separated the data, and considered the distribution of the data to decide the initial cluster centers. However, this algorithm cannot solve the large iterations of K-means and leaded to high computational complexity. While the mentioned algorithms can solve the initial centers for K-means to some extent, in some certain fields. In addition, most of methods under the assumption that the data obeys mixed Gaussian distributions. However, most data sets are more complicated, especially the information of Text documents, and that will lead to the disappointed performance with these methods.
In this paper, we have two contributions to text document clustering. To solve the problem that caused by choosing initial clustering centers randomly and the large number of iteration, we proposed a new algorithm for center initialization for K-means. Then for text document clustering we put forward a novel clustering method based on density peaks. Experiment demonstrates that the new algorithm has strong ability in text document clustering.
The remainder of paper proceeds as follows. In section 2, we describe the detail of K-means algorithm. Section 3 introduces our method Cluster center initialization of K-means with density peak (CCIDP). In Section 4, we propose a system that used for Text Document clustering. In next section, experimental results demonstrate that our method performs better than other three methods.
In the final Section, we give a summary and discuss our future work.
The K-Means Algorithm
In this section, we describe the original K-means algorithm. Let = { , = 1, ⋯ , } be a data set with k clusters, = { , = 1, ⋯ , } be a set of k centers and = { | ℎ } be the set of samples that belong to the k-th cluster. The main idea is to classify the given set of data D into k disjoint clusters, and k is a parameter which needs us to impute before clustering. First, we select k centers for each cluster randomly. Then assign each point to the nearest center. After that calculate the average coordinates of all points in each cluster and regard it as the new cluster centroid. The algorithm updates the centers and assigns the point repeatedly until the centers do not change anymore.
K-means algorithm can be described as follows [16] : 
6. Repeat steps 2 and 3 till there is no movement in cluster centers.
The distance between two data points x( 1 , 2 , 3 , ⋯ , ) and y( 1 , 2 , 3 , ⋯ , ) is computed as follows:
(2) The results of K-means are not unique because of the different random initial cluster centers. To get better results, we need to run K -means plenty of times with different random initial centers. In next section, we propose our cluster center initialization algorithm based on finding the centers with density peaks.
Cluster Center Initialization of K-Means with Density Peak
In the cluster center initialization of K-means with density peak (CCIDP) discussed in this paper, we improve the accuracy and efficiency of K-means by modifying the initial centers. In our assumption, the initial cluster centers are recognized as high density and they are at a relatively large distance with each other. For each point in data set D, two parameters determine whether the point has potential to become the next cluster center: +1 : , local density and its distance d from points with higher density. The two parameters both based on the distance between points.
Definition 1: is the density of the point . In this paper, instead of defining the density of as the number of points that within a radius r around , we use a Gaussian kernel to determine the value of . , , which denote the distance between and , and r is a cut off distance.
is the minimal distance from point i to the point with higher local density.
If point i has the highest density, we take = max ( , ). It means that only the point is the local or global density maximum. Its is much higher than the distance from the nearest point with higher density.
Definition 3:
is the potential of the point to become the next cluster center. We combine the with . In our assumption, the cluster center point should have higher and .
We can combine the following Figure to express the main idea of the algorithm more vividly. Figure 1 shows 28 points distributed in two dimensions. Firstly, we compute for each point using formula (3). Then we compute the distance from other points with higher density and Take the minimum value as . We can plot as the function of of each point like figure 2. After that, we compute for each point to denote the potential of becoming the cluster center. In figure 2 , point 1 and point 10 are "outliers" with high and which means high value. So point 1 and point 10 are cluster centers. Finally, we can assign the remaining points to the cluster of the nearest neighbor with high density. Figure 3 shows the result of clustering. Using this CCIPD, we can find good initial center set and get better results with less iterations. Comparing to other algorithms requires the iterative optimization of the objective function. In our algorithm, clustering is done in one step.
Text Document Clustering Based on CCIPD The Vector Representation of Texts
In order to enable an effective clustering process, the text needs to be transformed as a vector. The 
Calculate the Distance between Two Text Documents
The cosine similarity is often used to calculate the similarity between two text documents, while in K-means, we need to calculate the distance between them. It requires a structure that is capable of converting text similarity into distance. The conversion method should satisfy the following two conditions:
1)
The greater the similarity of the two text documents, the smaller distance between them; on the contrary, the similarity is smaller, and the distance should be greater.
2) When the similarity between the two text documents is the greatest (the angle of cosine is 1), the distance between them should be 0; on the contrary, when the similarity between them is minimal (the angle of cosine is 0), the distance between them should be positive infinity.
In order to satisfy the above conditions, we use the angle of cosine to calculate the degree of similarity between two text documents [17, 18] . Then we transform the raw similarity to its log value to represent the distance between two texts. The logarithm value should be in the range (0, 1). Thus, for given two text vectors , :
Text Document Clustering Based on CCIPD
As the K-means randomly select initial centers will lead to local optimum and cannot get stable results, we use CCIPD after calculating the distance between the two text documents. The process of algorithm see Fig.4 .
Experiments and Discussion
In this paper, we compared our algorithm with K-means. In our experiments, the data set is chosen from http://www.sogou.com/labs/dl/c.html/, and we selected 5 topics in this data set, including car, information, sports, education, militaries. To compare the performance of different algorithms, we use F-value to evaluate their clustering results. Besides, precision, the rate of recall and the time of algorithm are other factors we considered during experiments. Table 2 summarizes the performance of four document clustering algorithms, when the TP is 0.5%. In this case, we can find that the running time of CCIPD and Jianpei's approach is very similar. Besides, both of them are lower than the other two ways. In view of precision of cluster results, CCIPD is still work well than other results, improving 0.56% compared with K-means. Considering the recall rate, CCIPD improve a lot compared with the original K-means, and also ahead of other two algorithms. In the F-value, CCIPD is higher and standing at 68.12%, while the K-means, Jianpei Zhang's approach and Lei's approach is 65.15%, 64.69%, and 67.38% respectively. From the Table III , similarly, the CCIPD has better performance. However, when the TP = 1%, the running time of CCIPD is little higher than Jianpei Zhang's approach [15] . AS only higher about 11 ms, we think that it is acceptable to improve other performance at the expense of little running time. We can see the result in figure5 and figure 6 more directly.
All the evidence gathered in the experiment demonstrate that CCIDP performs well compared with other methods, which indicates CCIPD is a powerful method for clustering text documents. 
Conclusion and Future Work
In this paper, we proposed a method that optimally select cluster centers based on finding density peak. Our idea is on the assumption that the cluster center is in high density and each of them keeps relative distance. Compared with other algorithms for solving center initialization problem for K-means, our method CCIPD has less strict conditions and get better performance when processing the text information. In order to demonstrate the applicability of our algorithm in solving the text document clustering, we conduct CCIPD and other three existing algorithms on Chinese document data sets. The experimental results indicate that CCIPD has less running time and higher precision than other algorithms. Furthermore, the F-value of CCIPD is higher than other algorithms. In the future, we will study on the pre-process of document cluster, especially in the similarity of two text documents.
