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Some Results on Carleman Approximation by Entire Functions in en 
PER E. MANNE 
1. Introduction. This investigation was motivated by a result of Carleman {2], which 
we state as follows. 
THEOREM. Let € : R ~ (0, oo) be continuous and let f E C(R). Then there is an entire 
function hE O(C) such that lh(x)- f(x)l < E(x) for all x E R. 
There are (at least) two essentially different proofs of this theorem, and both methods 
have been used to obtain generalizations of Carleman's result. 
In Carleman's article, the exhaustion of the complex plane by sets of the form 
and the uniform approximation on Ek of functions in C(Ek) n O(Dk) by polynomials were 
central ingrediences. The same idea was used in [1], (10], and most of our results in this 
paper are based on this idea. In Chapter 3 we try to imitate Carleman's construction for a 
totally real subset S C en which can be exhausted by polynomially convex compacts. We 
show that if the non-trivial part of the polynomially convex hull of BUS is bounded for 
all closed balls B = B(O, R), then Sallows Carleman approximation by entire functions. 
Determining whether a set is polynomially convex is in general a very difficult question. 
We have only been able to verify our condition for Carleman approximation in a few special 
cases. In Chapter 4 we show that if L C en is a totally real subspace and B = B(O, R) 
is a closed ball, then B U L is polynomially convex iff L is Lagrangian. As a consequence 
(of the "if" -part), totally real subspaces allow Carleman approximation. (This result has 
been proven by Scheinberg [11] with a different method.) We also give another example 
where we are able to explicitly verify the condition above. 
A different proof of Carieman's theorem is based on convolution with Gauss kernels. 
This method was used in [11]. In [5), [6], [7] we used this method to obtain Carleman 
approximation by functions holomorphic on a fixed neighborhood of a totally real setS. It 
is a rather trivial observation that if S satisfies a certain global Lipschitz condition, then 
the local solution in [6] is in fact a global solution. (This observation was made in [5].) We 
give the details in Chapter 4. 
This paper will be part of the author's doctoral thesis, written under the direction of 
Nils 0vrelid. I would like to thank Nils 0vrelid for his advice and support during this 
work. 
2. Preliminaries. Let K C en be a compact set. The polynomially convex hull k of K 
in en is the set 
k = {z E en: 1/(z)l ~sup Ill for all polynomials/}. 
K 
Obviously K c K. If k = K then K is called polynomially convex. If S c en is a closed 
subset and {Ki} is a sequence of compact sets such that Ki C Ki+t and UiKi = S, then 
we define the polynomially convex hullS of S to be the setS= UiKi. The definition of S 
is independent of the choice of { Ki}. 
Let V be a complex vector space. A real subspace L C V is called totally real if 
L niL= {0}. Note that Lis totally real iff any R-basis for Lis linearly independent over 
C. A submanifold M c C" of class C1 is called a totally real submanifold if TpM c en 
is a totally real subspace for all p E M. A dosed subset S C en is called a totally real 
subset if there is a real-valued non-negative function p of class C2 which is strictly pluri-
subharmonic on some neighborhood U of S, and such that S = {z E U : p(z) = 0}. It is 
shown in [4] that totally real submanifolds are totally real subsets. 
Let (V, (·, ·)) be a complex inner product space. A real subspace L C V is called 
Lagrangian if there is an R-basis { ui} for L which is orthonormal with respect to (-, ·); 
i.e. if (ui,Uj} = Oij for all i,j. Note that a Lagrangian subspace is automatically totally 
real, but not vice versa. The subspace Rn C C" is an example of a Lagrangian subspace. 
LEMMA 2.1. Let (V, (·, ·}) be an inner product space and let {ui}, {vi} be subsets of V 
indexed over the same set I. Assume that (ui, Uj) = (vi, Vj} for all i,j E I. Then there is 
a unitazy operator U : V -+ V such that U( ui) = Vi for all i E I. H { ui} span V then U is 
umque. 
PROOF: Let J C I be a subset such that {ui}ieJ is maximal linearly independent. Define 
U( ui) =Vi for all i E J and extend by linearity to the span of { ui}ieJ· Assume k ¢:. J, we 
must prove that U(u~:) = v,.. Then Vk -U(u~:) is orthogonal to the subspace L spanned by 
{vdieJ· So llvkll = llu.kll = IIU(uk)ll, and U(uk) is the orthogonal projection of Vk onto 
L. It follows that U(uk) = Vk. We now extend U in any manner to a unitary operator on 
V. Finally, the last assertion is obvious. 0 
3. The Carleman Construction. 
THEOREM 3.1. Let S C en be a totally real subset which can be exhausted by poly-
nomially convex compacts, and let B = B(O,r) = {z E en: lzl :5 r}. If(B U sr\ (BUS) 
is bounded for all r > 0, then S allows Carleman approximation by entire functions 
(i.e. given f E C(S) and a positive and continuous function f : S-+ R, then there exists 
hE O(C") such that lh(z)- f(z)l < t(z) for all z E S). 
The proof involves successive approximations on an increasing sequence of compacts. 
We first prove an approximation result in Proposition 3.4 that we need for the iterative 
step. This result has been proven by Hormander and Wermer [4] in the case when Sis a 
sufficiently smooth totally real submanifold. We substitute the L2-techniques in [4] with 
the methods of [6] to be able to consider the case when Sis only a totally real subset. 
PROPOSITION 3.2. LetS C C" be a totally real subset, and let Ko C en be a compact set. 
Assume that there exists a Stein compactum K 1 C K 0 US such that K 1 is a neighborhood 
of Ko in Ko US. Then any compact set K with Ko C K C Ko US is a Stein compactum. 
(In particular Ko is a Stein compactum.) 
NOTE: This is Theorem 3.1 of [4]. We give the proof here, since we will need a slight 
modification of it in the proof of the next proposition. 
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PROOF: We have S = p-1(0) for some p which is non-negative and strictly plurisubhar-
monic on some neighborhood U of S. Let nK be any neighborhood of K. Choose compact 
sets K', K" and open sets !'!', !'!" such that 
Ko cc K' cc n' cc K" cc n" cc nK 
and n" n Kt = n" n (Ko US). Let 
no= n', n2 = nK \ K", 
then no U n1 U fl2 = f!K and no n n2 = 0. 
Choose functions¢>, '1/J E C~(U n (f!K \ Ko)) such that¢>= 1 near K \ !'!', 1/J = 0 in !'22, 
and 1/J = 1 in {z E !'!' \ K': p(z) < 'IJ} for some small 1J > 0. Let c > 0 be so small that 
is strictly plurisubharmonic in supp ¢> U supp 1/J for all 0 ~ € ~ c and 0 ~ 8 ~ c. Let w1 
be a Stein neighborhood of K 1 such that p(z) < min{7J, c2 } when z E w1 n (n' \ K'), and 
define w£ as the set of points z E nK such that z E WI if z E no, P£,c(z) < 0 and z E WI if 
z E ni, and Pe,c(z) < 0 if z E n2. H € is chosen small enough, then K c We c nK, and WE 
is Stein since it is locally Stein. 0 
PROPOSITION 3.3. Under the same assumptions as in Proposition 3.2, let U be a neighbor-
hood of K and let V C U be a neighborhood of K 0 • Then there are Stein neighborhoods 
U' C U of K and V' C V of Ko such that V' C U' and O(U') is dense in O(V'), i.e. V' is 
Runge in U'. 
PROOF: Let K~ C ( K 0 U S) n V be a compact set such that K~ is a neighborhood of 
Ko in Ko US. We repeat the construction of Hormander and Wermer in the preceeding 
proof with Ki in place of K1. We can assume that w1 = { z : q( z) < 0} for some strictly 
plurisubharmonic function q such that q < -1 on K~, and by replacing q by (a smoothing 
of) max{ q, -1} we can assume that q = -1 on K~. Now 'Y is to be chosen so small that 
PE,c(z) < q(z) on nonnlnwb and € is to be chosen so small that €2 < 'Y/2 and q(z) < Pt,c(z) 
on nl n n2 n W}. Define r(z) by r(z) = q(z) for z E no, r(z) = max{pc,c(z),q(z)} for 
z E n1, and r(z) = Pt,c(z) for z E n2. Let f be a sufficiently good smoothing of r, and let 
U' = {f < 0}, V' = {f < -'Y/2}. Then V' is Runge in U' (see e.g. [9), p. 223). D 
PROPOSITION 3.4. Under the same assumptions as in Proposition 3.2, let f E C(K) be 
such that fiKo can be unifonnly approximated on K 0 by functions holomozphic near K 0. 
Then f can be unifonnly approximated on K by functions holomozpbic near K. 
PROOF: Clearly, it suffices to consider the case when f is holomorphic in some neigh-
borhood of K 0 . By Proposition 3.3, we can choose Stein neighborhoods D 1 of K and 
D2 C D1 of Ko such that O(DI) is dense in O(D2 ) (i.e. D 2 is Runge in D1 ), and such 
that f E O(D2). Let f > 0 be given, and choose g E O(D1) such that 19- flv 3 < E/2, 
where Ko C D3 CC D2. Let X be a cut-off function such that X = 1 on a neighborhood 
3 
of Ko and supp X C D3. Suppose that we can find a function h holomorphic on some 
neighborhood of K and such that 
ih- (I- x)(!- g)IK < E/2. 
Then l(h+g)- fiK <E. It thus suffices to consider the case where f = 0 on a neighborhood 
of Ko. 
Assume that f = 0 on a neighborhood V of Ko. By the proposition in Chapter 4 of [6], 
we can find a neighborhood U of K \ Ko in en\ Ko and functions ht E O(U) such that 
ht -+ f uniformly on compacts in K \ Ko and ht -=+ 0 uniformly on compacts on some 
neighborhood W C U of (K \ K0 ) n Vas t --+ 0. We now choose smaller neighborhoods 
U' of K \ K 0 and V' of K 0 such that 
K\Ko c U' c U, Ko c V' c V, U' n V' c W 
Let n c U' u V' be a Stein neighborhood of K' and let WI = n n U'' W2 = n n V'. Then 
ht --+ 0 uniformly on compacts in w1 n w2, and as in [6] we can solve a Cousin problem 
and find atE O(wl), f3t E O(w2) such that ht = a 1 - f3t on WI nw2, at--+ 0 uniformly on 
compacts in WI, and f3t --+ 0 uniformly on compacts in w2. Define ht by ht = ht - at on 
w1 and ht = -f3t on w2. Then ht E O(n) and ht--+ f uniformly on K as t--+ 0. D 
PROOF OF THEOREM 3.1: Clearly, we may assume that 0 E S. Let r 0 =so = 0. Choose 
r1 > 0 and let 
S} = sup{lzl: z E (B(O, rl) u sr\ S}. 
Choose to > s 1 • Inductively, suppose that n.,s~;, and t~;;_ 1 have been chosen, and that 
r~; s; s~; < tk-1· Choose Tk+l >max{ tk-1, k }. Let 
Sk+1 = sup{izl : z E (B(O, TJ;;+l) u sr \ S}, 
&..'ld choose tk > Sk+1· Let E~; be the connected component of (B(O, n:) u sr n B(O, t~;) 
which contains the origin, and let E2 = E~; n B(O, s~;). Then E~; is a neighborhood of EZ 
in EZ US, and both Ek and EZ are polynomially convex. In particular, they are Stein 
compacta. Since rk-+ oo we get that UEk =en. Let U~l) = E~; n {z E en: lzl < t~;_I} 
and u?) = E~; \ EZ. Then {U~1),Ui2)} is an open cover of E~;. Let (p~1 ),p12)) be a 
partition of unity subordinate to this cover. Let €];; = min { €( x) : x E Ek n S}. By the 
assumptions on S, there is ho E O(Cn) such that llho- fliEo < fo/4. Inductively, assume 
that ho, ... , hk-1 E O(Cn) have been constructed. Let !& E C(E~t) n O(EZ) be given by 
By Proposition 3.4, it follows that /k can be rmiformly approximated on Ek by functions 
in O(E~;). Hence, by the Oka-Weil theorem (see e.g. [9], p. 218), there is hk E O(Cn) such 
that lihk- f~tliE~o < €~r;/2k+2 . Let h = limhk, then hE O(Cn) and lh(x)- f(x)l < E(x) for 
all XES. 0 
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NOTE: H S C en is a totally real subma.nifold of class Ck which satisfies the conditions 
of Theorem 3.1, then it should be a rather straight-forward matter to obtain Carleman 
approximation of class Ck on S by entire functions, as described in [6]. We intend to 
include the details of this argument in a later version of this paper. It should also be 
possible to prove Carleman approximation of class Ck on totally real subsets of class Ck 
which satisfy the conditions of Theorem 3.1. See [7] for a description of the machinery 
needed in this case. 
4. Applications of the Carleman Construction. 
PROPOSITION 4.1. Let B = B(O, R) C en be a dosed balL Then BURn is polynomially 
convex (i.e. B U R n can be exhausted by polynomially convex compacts). 
PROOF: Let p = (p1 , ••• ,pn) ¢ BURn be given. Since B is a logarithmically convex 
Reinhardt domain, there exists a monomial f( z) = zo: = zf 1 ••• z~" such that 
if(p)j > sup{lf(z)l: z E B}. 
Note that f(Rn) = R. If f(p) E R, then choose i such that Pi¢ R. Replace O:j by Naj 
if j =f:. i, and replace O:i by N O:i + 1, where N is a sufficiently large integer. Then we get a 
m~nomial, still denoted by f(z), such that(*) is valid and f(p) ¢ R. 
Let now K C BURn be a compact set, then f(p) belongs to the unbounded component 
of C \ f(K). By Runge's approximation theorem there is a polynomial gin one variable 
such that 
lg(f(p))! > sup{lg(w)l: wE f(K)}, 
and the polynomial go f shows that p ¢ k. So K C BURn, and the proposition follows 
immediately. 0 
COROLLARY 4.2. H L c en is a Lagrangian subspace, then B u Lis polynomially convex. 
PROOF: By Lemma 2.1, there is a unitary operator U : en --+ en which sends B U L to 
BUR11 • 0 
The following version of Carlema..."l's theorem in several variables now follows iir.u.-.nediately 
from Theorem 3.1 and Proposition 4.1. It has also been proved by different methods in 
[11]. 
THEOREM 4.3. Let € : Rn --+ R be a positive continuous function and let f E C(Rn). 
Then there ish E O(Cn) such that !h(x)- f(x)l < f(x) for all x ERn. 
We turn next to the case of a totally real subspace L C en which is not Lagrangian. 
If A: en ......Yen is a e-linear map such that A(Rn) =Land A(B) ::J B, then B U L c 
A(B URn), and since BURn is polynomially convex it follows that (B U Lr C A( B) U L. 
Hence the set (B U Lr \ (B U L) is bounded, and by Theorem 3.1 L allows Carleman 
approximation. 
We include here an argument that shows that B U Lis not polynomially convex when 
L is not Lagrangian, since we believe this might have some independent interest. Let ( ·, ·) 
denote the standard sesqui-linear inner product on en. The standard basis for en will be 
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denoted by { e1, ... , en}. Let L C en be an R-subspace with dimR L = n. We will give a 
normal form for L. First, {-, ·} induces a real inner product (-, ·} L = ~h ·) on L. Let { u j} 
be an R-basis for L which is orthonormal with respect to (-, ·)L. Define the n X n-matrix 
A(u) by A(u) = ({uj,uk)). Then A(u) =I+ iC, where Cis real and skew-symmetric 
(i.e. Ct =-C). We claim that if {vj} is another {-,·)£-orthonormal R-basis for L, then 
A( v) = I+ iT-1 CT, where T is the (orthogonal) transition matrix from the basis /3' = {vi} 
to the basis f3 = { Uj} (i.e. T[u]p• = [u]p, where [u],a is the vector of coordinates of u with 
respect to /3). Let T = (tij), then Vi= 2:::~.: tikUk and 
k,l k,l 
It follows that A(v) = T-1 A(u)T = I+ T-1CT, and hence the claim is proved. By 
reducing C to normal form for skew-symmetric matrices (see [3], p. 218), it follows that 
we may assume that the basis { u j} is chosen such that 
where we by Schwarz' inequality get that 0 < P,j :::; 1 for all j. If L is totally real then we 
have strict inequalities 0 < P,j < 1 for all j. After a unitary change of coordinates on en 
(using Lemma 2.1) we may asswne that 
for j = 1, ... , r, where all Sj > 1, and u~.: = ie~.: for 2r < k :::; n. (We choose Sj > 1 such 
that P,j = 2sj/(1 + sj) for all j Sr.) Hence in the new coordinates 
-s1 ') (' z 
. ' ... ' z / s,. 
-Sr ') · .')Rn : ,z, ... ,z . 
2 / / 
This is the desired normal form for L. One can now use the construction in Theorem 2 
in [12] to obtain analytical annuli with boundaries in B n Rn and in L n {jzj > R}. In 
particular, if n = 2 and R = 1 then one can use the mapping 
A~---+-1-(l+i JW 1-i 1- i) ( ,\ ) 1+i 1/>. ' 
where 1 < j.Xj2 S :~~. It follows that BUL cannot be polynomially convex. Unfortunately, 
we have not been able to obtain a nice description of the hull ( BUL r, but as we have already 
mentioned in the paragraph following Theorem 4.3, we have certain exterior estimates on 
the hull. 
We summarize the results above in the following proposition. 
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PROPOSITION 4.4. Let L C Cl'i be a real subspace, and let B be a closed ball centered at 
the origin. Then B U L is polynomially convex iff L is Lagrangian. 
We now consider a particular totally real subma.nifold M C C 2 where we can use The-
orem 3.1 to prove that Mallows Carleman approximation. 
EXAMPLE 4.5: Let M = {(z,z+zz2 ): z E C} c C 2 • Since tz:(z+zz2 ) = 1+2lzl2 =/= Ofor 
all z, it follows that M is a totally real submanifold. If z0 E C and p = ( z0 , z0 + z0 z5) E M, 
then 
TpM = { (z, z~z + (1 + 2lzo r.!)z) : z E C}. 
Note that the function z ~---+ z + zz2 is injective on C. This is most easily seen in polar 
coordinates. Assume z = reY1, w = sei4; and z + zz2 = w + ww2 • Then 
from this it follows that r = s and f) = </> (mod 211"), and hence z = w. 
We claim that M can be exhausted by polynomially convex compacts. Let p =(a, b) E 
C 2 \ M. Let zo = a, w1 = b, and choose w0 , z1 E C such that (z0 , w 0 ) E M and (z1, w1) EM. Consider 
P(z,w) = (z- zo)(w- w0 ) + (z- zi)(w- wi). 
Then P(a,b) = 0. If (z,w) EM then a direct computation shows that ~(P(z,w)) > 0: 
~(P(z,w)) = ~(lz- zol 2 + lzl4 + lzol4 - zzoz~- zozz2 
+ lz- ztl2 + lzl4 + lztl4 - zz1zi- z1zz2 ) 
~ lz- zol 2 + lzl4 + lzol4 -lzllzol3 -lzollzl3 
+ lz- ztl 2 + lzl4 + lz1l4 -lzllzii3 -lziiizl3 
= iz- zol 2 + (lzl-lzol)2 (lzl2 + lzllzol + lzol 2 ) + lz- z1l 2 
+ (lzl- iz1l?(lzl2 + lzllz1l + lz1l 2 ) 
~ lz- zol 2 + lz- z1l2 > 0 
Hence P( a, b) belongs to the unbormded component of C \ P(M). By Runge's approxima-
tion theorem it now follows that M can be exhausted by polynomially convex compacts. 
Note that P(O,O) = lzol 2 (1 + lzol2 ) + lz1! 2 (l + lz1l 2 ) > 0. Assume that lzl, lwl < r 
and p = (a, b) is such that IP I is large, then at least one of ( zo, wo) and ( z1, w1) is large. 
Since all expressions are symmetric with respect to these two points, we may assume that 
lzol, lwol > R. In that case we can estimate: 
~(P(z,w)) = ~(2zw + lzol4 - zzoz~ + !zol2 - zzo- wzo 
+ !z1l4 - ZZtzi + lz1! 2 - ZZl - WZI) 
~ -2r2 + R3 (R- r) + R(R- 2r) + lzii3(Izii- r) + lzii(Izii- 2r) 
2 3 27 4 2 ~ - 2r + R ( R - r) + R( R - 2r) - 256 r - r > 0 
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if R is chosen large enough compared to r. It follows that if p i:, M, IPI is large, then p 
does not belong to the hull of B(O, r) U M. This is just what we need to apply Theorem 
3.1 and obtain Carleman approximation on M. 
We note that it is not too easy to obtain new examples of sets which allow Carleman 
approximation in this manner. The following observation, due to Nils 0vrelid, shows that 
manifolds on the form used in this example are not always polynomially convex. 
EXAMPLE 4.6: Let M = { (z,z</>(lzl2 )): z E c}, where¢>: R--+ cis smooth. Then M is 
totally real iff ft ( t¢>( t)) =I 0 for all t ~ 0. Let A( r, R) be the annulus { z E C : r ::; lz I ::; R}. 
Consider the embedding .,P : A(l, R) --+ C 2 given by z ~---+ (z, 1/ z). If ¢>(1) = 1 and 
¢>(R2 ) = 1/R2 then .,P maps 8A into M, and hence M cannot be polynomially convex. 
Since ¢> is allowed to take its values in C, the conditions on ¢> are easy to satisfy. 
5. Convolution Techniques. We now indicate how the other method mentioned in the 
introduction can be used to obtain Carleman approximation by entire functions. 
THEOREM 5.1. Let AI= {(x+i'I/J(x)): X ERn} c en, where.,P: Rn--+ Rn is of class C1 
and satisfies the Lipsd1itz condition 
all x,y E R, 
for some a < 1. Then Af allows Carleman approximation. 
PROOF: We first define ( : Rn --+ M to be the parametrization ((x) = x + i.,P(x). Let 
f E C(M) and f.: M-+ {O,oo) be given. We assume at first that f has compact support, 
and we consider the function 
where Ct = ( ty'7i) -n and t is positive. Clearly, h is an entire function. Let D C R n be an 
open ball such that ((D) contains supp(f). It is shown in [6] that h --+ f uniformly on 
((D) as t --+ 0. If z E A! \ ((D) and w E supp(f) then 
~(z- w)2 = (x- u) 2 - (.,P(x)- .,P(u)?;?: (1- a 2 )(x- u) 2 , 
which is bounded away from zero by a positive constant. A trivial estimation of the integral 
above now gives that h-+ 0 uniformly on M \((D) as t--+ 0. 
In fact, there is a very large set on which h --+ 0 as t --+ 0. Let 5 > 0 be such that if 
((u) E supp(f) and :r E R" \ D then (x- u)2 ~ 5. Define 
H' = { z : ~(z- w )2 ;:::: 5 for all wE supp(f)}. 
This is a closed, unbounded set which containes M\ ((D), and clearly h--+ 0 uniformly as 
t --+ 0. Note that if supp(f) is contained in the "box" 
{ z = x + iy : lx - xo I < R, IY - Yo I < r}, 
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then W will contain the set 
{z = x + iy: lx- xol ~ R + r + 6, !Y- Yo!~ lx- xol- (R + r + 6)}. 
We now drop the assumption that f has compact support. If f. happens to be constant, or 
even if t(z) approaches zero no faster than a constant multiple of e-x 2 as lxl = l~(z )I -t oo, 
then it is easy to construct the approximation h. Use a locally finite partition of unity to 
write f = E /&., where each /k has compact support. Define 
h1.(z) = Ct,. JM fg(w)e-(z-w) 2/t~dw1 A··· A dwn, 
where Ct" = (tky"1r)-n. Our assumptions on t now implies that if t~,; is chosen small enough, 
then not only will h~;: be a good approximation to f~;: on supp(f~.:), but we can also obtain 
the estimate 
lh~.:(z)l < t(z)/2k+l 
on all of M \ supp(f~.:). We now define h = I: hk. The sum will converge uniformly on 
compacts in en since any compact is contained in all but finitely many wk (where each 
W" is similarly defined as W above), and clearly jh(z)- f(z)i < t(z) for all z EM. 
If tis allowed to be any positive continuous function, then the construction of his slightly 
more complicated. Let { D k} be a locally finite cover of R n by open balls. When choosing 
hk we have to take into account that our previous choices h1, ... , h1.:-1 may have introduced 
errors on ((Dk) which may be small in absolute value, but nevertheless unacceptably large 
compared to tit:(D~:)· We do this by requiring hk to be a good approximation to f- L:J;:: hj 
on ((Dk)· Then we define h =I: hk. The details needed to make this argument into an 
acceptable proof are given in [6]. 0 
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