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Abstract—In this paper, we introduce a novel Markov Chain (MC)
representation aided Minimum Bit Error Rate (MBER) detection method
that is applicable to an M-QAM modulated SDM/SDMA uplink system.
Compared to the conventional MBER scheme, the proposed MC-MBER
scheme is capable of reducing the complexity imposed with the aid of
its efﬁcient detection candidate set generation assisted by the Markov
chain process. Our performance results demonstrate that the MC-MBER
Multi-User Detection (MUD) is capable of reducing the computational
complexity by a factor of eight in comparison to the conventional
MBER MUD in a rank-deﬁcient system transmitting four 4-QAM uplink
substreams with the aid of two receive antennas at the Base Station (BS),
while achieving a BER performance comparable to that of the MBER
MUD.
I. INTRODUCTION
In order to meet the increasing demand for bandwidth-efﬁcient
mobile communication services, Multiple-Input Multiple-Output
(MIMO) systems employing antenna arrays, such as Spatial Division
Multiplexing (SDM) and Space Division Multiple Access (SDMA),
have been extensively investigated [1], [2]. While SDMA aims for
maximizing the number of users supported, the goal of SDM is that
of maximizing the throughput of a single user. Because these two
MIMO arrangements constitute similar techniques, it is a natural
further development to combine the functions of SDM and SDMA.
Since the invention of turbo codes by Berrou et al. [3], iterative
linear detection based on the Minimum Mean Square Error (MMSE)
criterion and exploiting the ap r i o r iinformation gleaned from a
second decoder component has been investigated in diverse receivers,
such as for example multiuser detection (MUD) [4] and turbo
equalization [5]. Although the MMSE detection criterion has been
widely used for iterative MUDs, minimizing the MSE does not
necessarily guarantee the direct minimization of the system’s Bit
Error Ratio (BER).
By contrast, the family of Minimum BER (MBER) detectors [6]-
[11] was designed to directly minimize the BER, and hence it
was shown to outperform the MMSE solution in the context of
beamforming [6], Space-Time Equalization (STE) [7], CDMA [8],
SDMA [9] and Soft-Input Soft-Output (SISO) iterative detectors [10],
supporting either BPSK or QPSK modulation schemes [11]. It was
also demonstrated that the MBER receiver has the capability of
operating in rank-deﬁcient scenarios, where the number of transmit
antennas is higher than the number of receive antennas. However, the
high BER performance of the MBER scheme is achieved at the cost
of a high computational complexity, which may become particularly
challenging in rapidly fading propagation environments, requiring
prompt MBER detector weight updates or in iterative detection
scenarios, where soft information has to be exchanged between the
detector and the channel decoder.
Recent studies of Markov chain simulations have found reduced-
complexity applications in wireless communication systems [12]-
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Fig. 1. Iterative receiver structure of a SDM/SDMA uplink.
[15]. The non-linear Markov Chain Monte Carlo (MCMC) based
detector was designed for low-complexity near-optimum MUD [12].
The concept of the MCMC detector is based on the efﬁcient extraction
of the desired statistical inferences with the aid of Markov chains.
Against this background, the novel contribution of this paper is
that an MCMC aided MBER algorithm is proposed for the sake of
reducing the computational complexity of the conventional MBER
algorithm without degrading its performance. The BER performance
and the computational complexity of the proposed MC-MBER detec-
tor are analyzed in the context of the rank-deﬁcient 4-QAM and the
16-QAM SDM/SDMA uplink.
The remainder of this contribution is organized as follows. Section
II describes the system model of our uplink scheme. The MC-MBER
soft interference cancellation aided Multi-User Detection (MUD) is
presented in Section III. In Section IV we provide our simulation
results, followed by our conclusions in Section V.
II. SYSTEM OVERVIEW
A. System Description
Consider a SDM/SDMA uplink scenario, where each of the Nu
users has Ntx transmit antennas, while the Base Station (BS) is
equipped with an Nrx-element antenna array. At the ith user, the
source bits bi are ﬁrst channel encoded and then interleaved by
the user-speciﬁc interleaver Πi. Next, the interleaved bits are S/P
converted to Ntx substreams and then mapped to the M-QAM
symbols si =[ s
(1)
i ,···,s
(Ntx)
i ]
T. Finally, a total of NuNtx M-
QAM symbols are simultaneously transmitted via each transmit
antenna of each user. For simplicity, we assume perfectly synchronous
transmissions of all the users, which would require accurate adaptive
timing advance control.
The structure of the iterative detection assisted receiver is shown in
Fig. 1. Based on the turbo detection principle, the receiver employs
an iterative MUD in the SDM/SDMA uplink. The receiver consists of
two Soft-Input Soft-Output (SISO) stages, namely the SISO interfer-
ence cancellation aided MUD and Nu number of parallel single-user
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the received symbols r and outputs the extrinsic information L
e
1 in
the form of Log Likelihood Ratios (LLRs) with the aid of the ap r i o r i
LLRs L
pr
1 , which are fed back from the channel decoders to the
detector. The extrinsic LLRs L
e
1 are then input to the Convolutional
Channel (CC) decoders of Fig. 1 after deinterleaving. The extrinsic
LLRs L
e
2 of Fig. 1 are calculated at the channel decoders, output
and are interleaved again, before being passed back to the MUD
component as the ap r i o r iinformation.
B. Signal Model
Assuming a frequency-ﬂat channel environment, the received sig-
nals r ∈C
Nrx×1 are given by the complex-valued expression of
r = Hs+ n, (1)
where s =[ s
T
1 ···s
T
Nu]
T ∈C
NuNtx×1 are the M-QAM symbols
and n ∈C
Nrx×1 are the corresponding noise components having a
zero mean and a power of 2σ
2
n. Furthermore, H ∈C
Nrx×Ntx denotes
the channel matrix.
Considering the MBER and MC-MBER schemes, it is convenient
to represent the estimated signals by real-valued binary expressions.
Let us hence consider the transformation of the complex-valued M-
QAM signal model (1) to the equivalent real-valued binary signal
model.
Let us assume ﬁrst of all that the ith user’s and the lth antenna’s
M-QAM symbol s
(l)
i as well as the equivalent real-valued binary
symbols ˜ b
(l)
i ∈R
log2(M)×1 have the relationship of s
(l)
i = q˜ b
(l)
i ,
where
q =
  
1/
√
2 − j/
√
2
 
(M =4 )  
2/
√
10 1/
√
10 − 2j/
√
10 − j/
√
10
 
(M = 16).
Then, the equivalent real-valued binary signal model is given by [16]
y = H
 x + η (2)
where we have
y =[  (r)
T  (r)
T]
T ∈R
N×1, (3)
η =[  (n)
T  (n)
T]
T ∈R
N×1, (4)
x =[ ¯ b
T
1 ···¯ b
T
Nu]
T ∈R
M×1, (5)
H
  =[  (HQ)
T  (HQ)
T]
T ∈R
N×M, (6)
with M = NuNtx log2(M),N =2 Nrx, ¯ bi =[ ˜ b
(1)T
i ···˜ b
(Ntx)T
i ]
T
and Q = IM ⊗ q ∈C
M×M log2(M). Note that the equivalent real-
valued noise components η have the power of σ
 2
n = σ
2
n. Throughout
the rest of this paper, we employ this real-valued signal model.
III. MARKOV CHAIN MBER DETECTION
In this section we ﬁrst introduce the conventional MBER scheme,
which outputs soft information. Then, we propose our detection
algorithm and quantify the computational complexity of the detector.
A. Conventional MBER Detection
Let us deﬁne the Nb =2
M number of legitimate transmitted
sequences of x as x
(q) (q =1 ,···Nb), with M = NuNtx log2(M).
Then the error probability of the mth substream signal xm can be
expressed as [10]
Pe(wm)=
Nb  
q=1
P(x
(q)) · Q
⎡
⎣
sgn
 
 [x
(q)
m ]
 
· ˇ x
(q)
m
σ 
n
 
wH
mwm
⎤
⎦ (7)
with
ˇ x
(q)
m =  [w
H
m(H
 x
(q) − H
 ¯ x +¯ xmh
 
m)], (8)
where P(x
(q))=Π mP(xm = x
(q)
m ) is the ap r i o r iprobability of
transmitting x
(q),a n dQ[]is the Gaussian Q-function. Furthermore,
the soft estimates ¯ x =[ ¯ x1 ···¯ xM]
T are computed from the ap r i o r i
LLRs L
pr
1 =[ L
pr
1,x1 ···L
pr
1,xM]
T as
¯ xm = tanh(L
pr
1,xm/2). (9)
The MBER weights are derived by minimizing the BER function of
(7) as follows
wm,mber =a r gm i n
w
Pe(wm). (10)
In (7) the probability Pe(wm) is a nonlinear function of the weights
wi, therefore in general the optimization problem has to be solved
iteratively. Since the gradient of (7) is given by [10]
∇Pe(¯ wm)=
1
√
2πσ 
n
Nb  
q=1
P(x
(q))exp
 
−
(ˇ xm)
2
2σ 2
n
 
·sgn(x
(q)
m ) ·
 
¯ wmˇ x
(q)
m − (H
 x
(q) − H
 ¯ x +¯ xmh
 
m)
 
(11)
with ¯ wm = wm/
 
wH
mwm, the Simpliﬁed Conjugate Gradient
(SCG) algorithm [6] provides an efﬁcient solution for this optimiza-
tion problem. As described in [10], the real part of the symbols
estimated by the MBER detector is non-Gaussian. Thus, the exact
expression of the extrinsic information has to be employed, which is
given by
L
e
1,xm =l n
 
x
(q)
m =0 P(ˆ xm|x
(q))Πm  =mP(x
(q)
m )
 
x
(q)
m =1 P(ˆ xm|x(q))Πm  =mP(x
(q)
m )
, (12)
where we have:
P(ˆ xm|x
(q))=
1
√
2πσ 
n
exp
 
−
 
2  
¯ w
H
m(y − H
 x
(q))
 
2σ 2
n
 
(13)
P(x
(q)
m )=
 
1 + sgn(x
(q)
m )tanh(L
pr
1,xm/2)
 
/2. (14)
Clearly, the calculation of the MBER weight gradient in (11) im-
poses a high computational complexity, which increases exponentially
with the value of M. It may be readily shown that an unlikely signal
set of x
(q) resulting in a small value of P(x
(q)) does not substantially
contribute to the gradient expression of (11). Thus, we introduce the
Markov Chain (MC) representation method that efﬁciently extracts a
likely set of signals from the Nb =2
M legitimate sequences for the
sake of reducing the computational complexity associated with the
gradient calculation in (11) without degrading the BER performance
of the full-complexity MBER scheme.
B. Principle of Markov Chain MBER Detection
The MCMC algorithm [12]-[15] is based on two different tech-
niques, i.e. MC representation and Monte Carlo integration. While
the former is employed to ﬁnd the most likely detection candidates
according to the associated probability distributions, the latter is used
to approximate the integral of interest on the basis of the detection
candidates calculated by the Markov chain representation. In our MC-
MBER detector, only the MC representation is used to generate the
most likely N
 
b <N b number of signals x
(q ) (q
 =1,···,N
 
b), which
are our detection candidates in this paper. The detection candidates
are then input to the MBER detector.
Several algorithms have been designed for ﬁnding the most likely
decision candidate set with the aid of a MC process [14]. In this
contribution we employ the most popular so-called Gibbs-Sampler,
which assists us in sampling the detection candidates set, with the
aim of ﬁnding the most likely ones [15]. Fig. 2 portrays a ﬂowchart of
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Fig. 2. A ﬂowchart depicting the structure of Gibbs-Sampler used in the
SDM/SDMA system.
the Gibbs-Sampler algorithm employed in our SDM/SDMA system,
where the algorithmic steps are as follows:
1) Initialization: The initialization block of the Gibbs-Sampler
of Fig. 2 randomly generates binary signals x[i =0 ]=
[x1[0]···xM[0]]
T, which represent one of the Nb =2
M le-
gitimate signal sequences of (5) in our M-QAM SDM/SDMA
system.
2) Sample Generation: In the sample generation block of Fig. 2,
the signals x[i]=[ x1[i]···xM[i]]
T generated during the ith
loop are calculated based on the (i − 1)st signals x[i − 1],o n
the ap r i o r iLLRs L
pr
1 , on the received signals y a n do nt h e
estimated channels H
 . To be more speciﬁc, the mth element
xm[i] of the signals x[i] is sampled from the conditional
probability [15]
P(xm =+ 1 |x−m,y,L
pr
1 )=
1/
 
1+
P(xm=−1,x−m|L
pr
1 )p(y|xm=−1,x−m)
P(xm=+1,x−m|L
pr
1 )p(y|xm=+1,x−m)
 
(15)
with
p(y|xm = ±1,x−m)=
1
(
√
2πσ 
n)N exp
 
−
||y − H
 ˜ x||
2
2σ 2
 
, (16)
where we have x−m =[ x1[i],···,x m−1[i],x m+1[i −
1],···,x M[i − 1]]
T and ˜ x =
[x1[i],···,x m−1[i],x m,x m+1[i − 1],···,x M[i − 1]]
T.
When a real-valued random variable ζ, which is uniformly
distributed between 0 and 1, happens to be lower than the
probability P(xm =+ 1 |x−m,y,L
pr
1 ),t h emth element
xm[i] is set to +1, otherwise, to −1. This sample generation
block is activated for Ns iterations, thus a total of Ns signals
x[i]( i =1 ,···,N s) are generated.
3) Sample Collection: Finally, in the sample collection block, the
signals generated in the last NMC iterations are collected as the
most likely detection solutions identiﬁed by the Gibbs-Sampler.
Here, the ﬁrst Nburn = Ns−NMC iterations are selected as the
burn-in period indicating that these initial detection candidates
are typically discarded, which allows the solution to converge
at the most likely values from the randomly generated initial
solutions x[0].
It is clear that the NMC number of detection candidates generated
TABLE I
COMPUTATIONAL COMPLEXITY OF THE MMSE, MBER AND MC-MBER
DETECTORS
MUD Computational complexity
additions: 4MN2 +6 N2 − N
w multipl.: 4MN2 +2 MN +1 0 N2
MMSE inverse: O(N3)
addition: 2MN +6 N − 1
Le
1 multipl.: 2MN +6 N +2
additions: N∇(3NNb +4 MN − 2M
+7N − 2)
+(2MN +4 M +4 N − 2)Nb
w multipl.: N∇[(3N +4 ) Nb +4 MN
+13N +3 ]
MBER +(4MN +4 N)Nb
exp.: N∇Nb
additions: (3MN +2 N +1 ) Nb − 2
Le
1 multipl.: (4MN + M +2 N +5 ) Nb +1
exp.: Nb +1
additions: N∇(3NN 
b +4 MN − 2M
+7N − 2)
+(2MN +4 M +4 N − 2)N 
b
+NP(Nburn + NMC)
×M(8MN +6 N)+1
w multipl.: N∇[(3N +4 ) N 
b +4 MN
+13N +3 ]
MC- +(4MN +4 N)N 
b
MBER +NP(Nburn + NMC)
×M(8MN +8 N +4 )+1
exp.: N∇N 
b + NP(Nburn + NMC)M
additions: (3MN +2 N +1 ) Nb − 2
Le
1 multipl.: (4MN + M +2 N +5 ) Nb +1
exp.: Nb +1
by the Gibbs-Sampler of Fig. 2 are mutually correlated since all of
the signals are originated from the initial conditions x[0]. Therefore,
NP parallel Gibbs-Samplers may be invoked to avoid the problem
of having highly correlated successive Gibbs-Sampler solutions [14].
The employment of this method results in an increased number of
detection candidates NMCNP.
Having completed the generation of the Gibbs-Sampler’s detection
candidate set of NMCNP signals, only N
 
b <N b number of detection
candidates x
(q ) are retained from the Gibbs-Sampler solution set,
also ensuring that the identical detection candidates of the parallel
Gibbs-Samplers are removed. Then, these N
 
b <N b detection
candidates are used for calculating the gradient in (11) by replacing
Nb and x
(q) by N
 
b <N b and x
(q) 
, respectively. Typically, N
 
b
becomes signiﬁcantly lower than Nb =2
M, which is an explicit
beneﬁt of the rapid convergence of the Gibbs-Sampler detailed in
Fig. 2.
Broadly speaking, the computational complexity of the MC-MBER
detector, which is required for calculating the gradient of the BER
with respect to the weights in (11), can be reduced by a factor of
Nb/N
 
b in comparison to that of the full-complexity MBER scheme,
although the MC-MBER detector imposes the additional computation
of the Gibbs-Sampler based reduced set of N
 
b <N b signals.
The total computational complexity of the MMSE, the MBER,
and the MC-MBER detectors is listed in Table I, where N∇ is the
number of iterations activated by the simpliﬁed conjugate algorithm
used for ﬁnding the minimum of the BER versus MBER detector
weight surface. More explicitly, the number of real-valued additions,
multiplications and the exponential value calculations are listed in
Table. I.
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BASIC SYSTEM PARAMETERS
Number of users Nu 2
Number of Tx antennas Ntx 2
Number of Rx antennas Nrx 2
Modulation Scheme 4-QAM
Channel Frequency ﬂat
Rayleigh fading channel
Outer channel code RSC (2,1,5) with generator
polynomials (35, 23)8
Interleaver block length 200,000 bits
Number of Iterations I I =0t o7
RSC Channel decoder Approximate Log MAP
Weight optimization criterion MMSE, MBER
and MC-MBER
Burn-in period Nburn 5
Number of signals generated
in a single Gibbs-Sampler NMC 10
Number of parallel
Gibbs-Samplers NP 1, 5
Number of iterations in the
SCG algorithm N∇ 100
IV. PERFORMANCE ANALYSIS
In this Section, we present our performance results characterizing
the proposed MC-MBER aided system employing Nrx=2 receive
antennas at the BS and supporting Nu =2users having Ntx =2
transmit antennas, which results in the (N × M)=( 4 × 8)-element
equivalent channel matrix H
 . For comparison, the performance
of the MMSE and MBER detectors is also considered. The basic
system parameters are listed in Table II. Each user has a different
random interleaver having a length of 200,000 bits and employs
the same half-rate Recursive Systematic Convolutional (RSC) code
having a constraint length of 5 and the octally represented generator
polynomials of (35, 23). For each user, Ntx =2number of 4-QAM
modulated symbols are transmitted over frequency ﬂat Rayleigh
fading channels, where the total bandwidth efﬁciency is 4 bits/s
channel use, corresponding to 4 bits/s/Hz in case of zero Nyquist
access bandwidth.
A. BER performance
Fig. 3 demonstrates the achievable BER performance of the MC-
MBER based MUD having different number of iterations spanning
from I=0 to I=7. The parameters used for the Gibbs-Sampler were
set to Nburn=5, NP=1 and NMC=10, respectively. Furthermore, the
corresponding perfect cancellation based single-stream bound is also
plotted in Fig. 3. It can be seen that the BER performance is
substantially improved upon increasing the number of iterations I,
reaching the perfect cancellation based single-stream bound at SNR
= 3 dB in case of I =7 .
Fig. 4(a) shows the achievable BER performance of the MC-MBER
detector in conjunction with both NP =1a n dNP =5 ,a sw e l la s
that of the MMSE and MBER detectors. The other parameters of the
Gibbs-Sampler algorithm remained Nburn=5 and NMC=10. The MC-
MBER curves of both NP =1a n dNP = 5 exhibit good BER results,
which are close to that of the full-complexity MBER detector, while
MMSE detector exhibits 4 dB worse performance at the BER of 10
−5
in this challenging rank-deﬁcient scenario. It can be also concluded
that the MC-MBER detector’s performance in this simulation is
essentially unaffected by the number of parallel chains NP.T h i si s
owing to the fact that the MC-MBER is capable of directly reducing
the BER, as far as the N
 
b number of detection candidates includes
the transmitted signals to be detected. This is beneﬁcial in terms
SNR [dB]
02468 1 0
B
E
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Fig. 3. BER performance of the MC-MBER detector having different number
of iterations I in a 4-QAM SDM/SDMA scenario using Nu =2 , Ntx =2
and Nrx =2 . The MC-MBER detector was conﬁgured to use NP=1, i.e. a
single, Markov chain having a burn-in period of Nburn =5and NMC =1 0
signals generated in a single Gibbs-Sampler.
TABLE III
COMPUTATIONAL COMPLEXITY EXPRESSED AS THE SUM OF
REAL-VALUED ADDITIONS AND MULTIPLICATIONS AT SNR = 3 DB IN THE
4-QAM SDM/SDMA SYSTEM
MUD Complexity BER
Gibbs- SCG Total
Sampler
MC-MBER, NP=1 68,642 36,932 105,574 2.1×10−4
MC-MBER, NP=5 343,203 41,011 384,214 1.2×10−4
MBER — 813,924 813,924 1.0×10−4
of reducing the computational complexity imposed, since the total
number of parallel chains is reduced.
In addition to the 4-QAM system shown in Table II, we also
investigated in Fig. 4(b) the achievable BER performance of a 16-
QAM SDMA system employing Nrx=2 receive antennas at the BS
and supporting Nu =2users, each having Ntx =1transmit antenna.
Although this 16-QAM system is not a rank-deﬁcient one, both the
proposed MC-MBER detectors using NP =1a n dNP = 5 exhibit
a better performance than the MMSE detector, while reaching the
single-user bound at SNR = 6 dB.
B. Computational Complexity
Fig. 5 shows the number of detection candidates N
 
b used for
calculating the gradient of the MC-MBER weights in (11), where
the number N
 
b was averaged over all the iterations I at each SNR.
The number Nb =2
M =2
8 =2 5 6used for the full-complexity
MBER scheme is also plotted in Fig 5. For the MC-MBER scheme,
we had N
 
b <N b. More speciﬁcally, in case of NP = 1, the number
of detection candidates N
 
b tended to be unity upon increasing the
SNR. We also note that the 16-QAM system considered in Fig. 4(b)
achieves a set-size reduction, where N
 
b <N b similarly to the 4-
QAM system.
Table III shows the computational complexity required to calculate
the weights wm for the full-complexity MBER and for the MC-
MBER detectors at the SNR = 3 dB in our SDM/SDMA system.
The complexity was evaluated in terms of the number of real-
valued operations, expressed as the sum of real-valued multiplications
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Fig. 4. BER performance of the MMSE, MBER and MC-MBER detectors
using I = 7 iterations in (a) a 4-QAM SDM/SDMA scenario employing Nu =
2, Ntx =2and Nrx =2and in (b) a 16-QAM SDM/SDMA scenario
employing Nu =2 , Ntx =1and Nrx =2 . The MC-MBER detector
invoked NP=1 or NP=5 Markov chains having a burn-in period of Nburn =
5 and NMC =1 0signals generated in a single Gibbs-Sampler.
and real-valued additions, although one may argue that a h-bit
multiplication requires h shift-and-add operations and hence may be
deemed h-times more complex. Furthermore, since the MC-MBER
detector requires both the Gibbs-Sampler and the SCG algorithms,
both their complexity is characterized as well as the total complexity
in Table III. The total complexity of the MC-MBER detector using
NP=1 was found to be a factor of eight lower than that of the full-
complexity MBER scheme. Additionally, it is seen in both the MC-
MBER detectors using both NP=1 and NP=5 that the Gibbs-Sampler
constitutes the dominant factor in the total complexity in comparison
to the SCG algorithm.
According to Table I, it is also anticipated that the complexity ad-
vantage of the MC-MBER scheme over the MBER scheme increases
upon increasing M, since the number of detection candidates N
 
b
does not increase exponentially.
V. CONCLUSION
In this paper, we proposed a reduced-complexity Markov chain
representation aided MBER detector designed for the SDM/SDMA
uplink. Our simulation results revealed that the complexity of the
MC-MBER MUD is a factor of eight lower than that of the MBER
MUD in an 4-QAM modulated rank-deﬁcient system having Nrx=2
receive antennas and Nu=2 users, each employing Ntx=2 receive
antennas, while keeping the BER performance comparable to that of
the MBER MUD.
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