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This thesis presents work in research topics of audio detection. It first de-
scribes a system for large-scale multi-label acoustic event detection (AED)
in YouTube videos. It explores the potential of the state-of-the-art deep
learning classifiers for AED, describes both qualitative and quantitative re-
sults (Hit@1 is 47.9%) and presents the pre-trained embedding model as a
powerful feature extractor to be adapted to new domains with limited data
and improve the detection accuracy (Hit@1 is 58.1%). Second, the thesis
focuses on the speech acoustic events and the spoken keyword spotting task
for speech. It presents a phonetic keyword spotter as a lightweight alter-
native to full speech recognition (3x faster, with comparable detection rates
and that addresses automatic speech recognition problems). It also explores
cross-lingual keyword spotting to support low resource languages and finds
that the acoustic model is dominant in determining the cross-lingual key-
word search performance. Third, the thesis further presents the emotional
outburst detection for infant nonspeech acoustic events. It reports on the
efforts to manually code child utterances as being of type “laugh,” “cry,”
“fuss,” “babble,” and “hiccup” and to develop the algorithms capable of
performing the same task automatically.
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In the era of artificial intelligence, intelligent machines such as domestic
robots, auto driving cars, smart phones and so on are becoming increasingly
common in daily life. Sound, second only to light as a means by which
humans sense the world, is considered a significant medium for intelligent
machines to understand what is happening in the physical world. Effective
audio recognition of surrounding events is therefore crucial for machines to
better understand the environment and achieve real intelligence [1]. Smart
machines with audio event recognition have various applications, including
environment and context aware computing, security surveillance, health and
elderly care and so on. Recently, with the power of deep learning, and mas-
sive data availability, the detection of audio events is no longer limited to
certain categories and the detection rates have been ever improved. This
thesis describes the potential of the state-of-the-art deep learning classifiers
(DNN, CNN and VGG), typically used in image processing, to solve the
large-scale multi-label audio event detection problem. It also presents the
pre-trained embedding model as a powerful feature extractor to be adapted
to new domains with limited data.
Among the diverse surrounding sounds, speech is one of the most important
sounds for humans to deliver their messages, communicate with surround-
ings, and develop deeper emotional, cognitive and mental capacities. The
automatic recognition of spoken keywords or key phases within the speech
is therefore important for machines to capture the contents of the speech
and be able to understand the human requests. There are many scenarios in
which we would like to identify keywords or key phrases in the audio stream.
A particularly important example nowadays is for internet integrity use cases
where certain words can be indicative of bias, hate speech, political speech or
other content that should be flagged. These audio contents are largely found
in videos in many different languages on internet sites such as Youtube or
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Facebook. Automatic detection of these significant keywords in the audio by
machines will largely save the time and cost of hiring transcribers or annota-
tors to manually flag the contents. Especially for the low resource languages,
or languages that do not yet have a full and accurate speech recognition
system, a language-independent keyword spotter is in great demand. This
thesis therefore presents a phonetic keyword spotter as a lightweight alter-
native to full speech recognition and explores the language-independent or
cross-lingual keyword spotting to support low resource languages.
In recent years, with the significant improvements in speech recognition
accuracy, researchers started to focus on making machines understand the
human emotional states to further improve the natural interplay between
humans and machines. This thesis extends the methods used for general
audio event detection to infant emotion detection, and compares different
feature extraction methods (prosody, spectrogram) as well as different models
(LDA, CNN, HMM). It also reports on the efforts to manually code child
utterances and to develop the algorithms capable of performing the same
task automatically. This automatic emotion detection of infants can be used
to study the dyadic social processes by which infants learn to express and
regulate their own emotions.
This thesis therefore presents the results in the research field of audio
detection, specifically in audio event detection, spoken keyword detection
and infant emotion detection. The thesis is organized as follows. Chapter 2
presents the literature review on the research topics. Chapter 3 presents the
technical background. Chapter 4 presents the methods and results for large-
scale audio event detection. Chapter 5 presents the methods and results for
phonetic keyword detection. Chapter 6 presents the methods and results
for infant emotional outburst detection. Chapter 7 concludes the thesis and




2.1 Audio Event Detection
Audio event detection (AED) aims at processing the continuous acoustic sig-
nal and converting it into symbolic descriptions of the corresponding sound
events present in the auditory scene. A key issue for classifying audio streams
is to find a good feature to represent the temporally structured data. In the
literature, one popular strategy is to treat the acoustic scene as a single object
and represent it as a long-term distribution of some low level local spectral
features. For example, a strategy might use mel-frequency cepstral coeffi-
cients (MFCCs) features with a Gaussian mixture model (GMM) to classify
the acoustic classes. Another strategy uses higher level features that are
usually captured by a vocabulary or dictionary of “acoustic atoms.” These
atoms usually represent acoustic events within the scene which are not nec-
essarily known a priori and therefore are learned in an unsupervised manner
from the data. An example is the use of non-negative matrix factorization
(NMF) [2].
Recently, with the advent of large datasets, such as ImageNet, using the
idea of convolutional neural network (CNN), the image classification accu-
racy has been greatly improved. Researchers in acoustic event classification
started to learn from the image community to perform CNN to classify audio
datasets. Prior work has been reported on datasets such as TRECVid, Ac-
tivityNet, Sports1M, and TUT/DCASE acoustic scenes, which are relatively
small datasets [3]. This thesis explores a larger dataset called Audioset [4],
and develops a pipeline with state-of-the-art deep learning classifiers to per-
form effective large-scale multi-label audio event detection (AED). It also
presents a pre-trained embedding model with a large dataset as a powerful
feature extractor, which can be adapted to new domains with limited data.
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2.2 Spoken Keyword Detection
With the increasing amount of spoken data being stored and processed to-
day, the mechanisms for its indexing and retrieval are getting increasing
attention. Spoken term detection (STD) involves finding sequences of occur-
rences of specific spoken words in a speech utterance. It provides an efficient
means for content-based indexing of speech. However, achieving high detec-
tion performance, increasing the speed, detecting out-of-vocabulary (OOV)
words and performing STD on low resource languages are some of the major
research challenges [5].
2.2.1 Spoken keyword detection techniques
The main approaches for STD are ASR-based, acoustic-based and subword-
based recognizers.
The ASR-based approach transforms the entire speech signal into word-
level transcription, and uses an information retrieval technique to create an
index and search the query terms. For example, the Large Vocabulary Con-
tinuous Speech Recognition (LVCSR) system normally first performs the
search for the most probable sequence of words based on the Viterbi search
algorithm, using acoustic models, a large lexicon of words and a language
model. In the second stage, the keyword search mechanism utilizes estab-
lished text-based search methods to locate the keywords within the text. A
great amount of research work focuses on extending the information retrieval
techniques for text to spoken keywords and some of them are described in [6].
The ASR-based approach has high detection rate and low false alarms with
a good ASR system, but it requires a large vocabulary speech recognizer.
Because the word-level transcription generated by 1-best output of the ASR
system often contains errors, word lattices are normally used for indexing.
Word lattices improve the detection rate of in-vocabulary keywords a lot, but
have problems with handling OOV or rare words when used in a word-based
approach.
The acoustic keyword search, on the other hand, does not decode the
text first. It contains a parallel network of keyword and background filler
model [7]. The keyword is represented by concatenating constituent phoneme
models, which are trained using HMM/GMM or neural networks. Variants of
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likelihood ratio of the scores between keyword and background filler models
are used to decide whether a keyword hit is a true hit or false alarm. This
acoustic-based system normally only needs small vocabulary and is appropri-
ate for real-time keyword spotting. However, this approach lacks flexibility
when handling new keywords such that the entire process needs to be re-run
on audio each time a new keyword is introduced. This approach also requires
the speech to be well-modeled to avoid extensive false alarms.
The subword recognizer builds indices with different subword units such
as phone n-grams, syllables and so on. Similar to the word lattice described
in ASR-based systems, subword recognizer generates, for example, phonetic
lattices, which are useful in accommodating high error rates in the transcripts
and allowing OOV queries. The lattice is searched for the phone sequence
constituting the keyword. This method is flexible and avoids the issues with
OOV. It normally only requires small (phonetic) vocabulary and language
model. The limitation, however, is that it requires a good phonetic recognizer
for high accuracy.
2.2.2 Survey of recent KWS research
The recent KWS research focuses on three main areas: speech feature rep-
resentation, rescoring and verification, and acoustic language and pronunci-
ation modeling [8].
It has been shown in [9] and [10] that, in addition to MFCC and PLP
features, tonal features such as pitch and fundamental frequency variation
(FFV) can improve KWS performance. Bottleneck features (BNF) extracted
from a deep neural network trained with other resource-rich languages also
helps enhance the KWS performance [11], [12].
After detecting the putative keyword hits, there is an optional step of
keyword rescoring and verification. The commonly used tools are HMM [13],
logistic-regression [14], SVM [15], MLP [16] and DNN [17]. Some research
focuses on this step to improve the KWS detection rates, by making training
objectives of classifiers directly relate to KWS performance measure [18] or by
selecting more effective feature inputs [19]. A graph-based re-ranking method
is also proposed to rescore putative hits with scores of other acoustically close
hits [20].
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A great amount of research focuses on acoustic and language modeling to
optimize the KWS performance. For acoustic modeling, the main research
areas are discriminative training objectives [21], new acoustic models [22],
and training with data augmentation [23]. For language modeling, web texts
are used as additional resources for augmentation of the language model [24],
and discriminative modeling is also used to improve the language model [25].
For pronunciation modeling, KWS mainly focuses on the OOV handling.
Pronunciations of OOVs are unknown to the system since OOVs are not in
the lexicons. This problem is solved by grapheme-to-phoneme (G2P) tech-
niques [26]. For the ASR-based method of KWS, OOVs cannot be found
in the automatically transcribed documents. This problem is alleviated by
using keyword proxies [27]. Another common way to solve the OOV problem
is to build the KWS system in subword levels (e.g. phoneme) and search
keywords with the subword-level representations [28].
This thesis is inspired by the sub-word based keyword search method,
aiming to first build a phonetic keyword spotter as a lightweight alternative
to full speech recognition, and second explore cross-lingual keyword spotting
to support unserved languages.
2.3 Infant Emotion Detection
For a decade or two, emotion has been considered an important aspect of
modern technology. Emotion recognition is essential for improving the nat-
ural interplay between human and machine, but the complexity of emotion
makes the task difficult. In the literature, there are many systems proposed
to identify or classify the emotional states through speech. The key issues for
the systems are appropriate dataset preparation, suitable feature selection,
and proper classification algorithm design [29].
For feature extraction, various types of features to recognize human emo-
tions were proposed such as mel-frequency cepstral coefficients (MFCCs),
prosodic features, linear predictive cepstral coefficients (LPCCs) and per-
ceptual linear predictive coefficients (PLPs). Auditory-inspired long-term
spectro-temporal methods, such as a modulation filter bank and an auditory
filter bank for speech decomposition, were also frequently used. For model-
ing the emotional states, different classification methods were proposed, such
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as support vector machines (SVM), hidden Markov models (HMM), neural
networks, and Gaussian mixture model (GMM). The dataset usually consists
of adults. Reviews of some frequently used datasets are given in [30], [31].
This thesis, however, aims to automatically identify the emotional out-
bursts of infants. We are interested in studying the dyadic social processes
by which infants learn to express and regulate their own emotions. An infant
may cry, fuss, laugh, babble or hiccup spontaneously, but she may also pro-
duce signals of this kind as part of a dialog, in which she seeks to evoke con-
firmation or comfort from a nearby adult caregiver. It is possible that some
fraction of emotional outbursts are monologues (instinctive outbursts pro-
duced with no consideration of an intended audience), and some fraction are
intended to be part of a dialog, and it is possible that these fractions change
over developmental time scales. In order to study the dynamic changes in
intent, it is necessary to detect emotional outbursts in a very large corpus of
recorded infant speech. Such large corpora do exist, but are not labeled with
the level of detail we require. Previous work has focused on infant cry detec-
tion, or infant laugh detection, for applications like remote infant monitoring
or purposes of infant clinical psychology [32], [33]. There is no such corpus
or automatic detection algorithm for this task of detecting infant emotional
outbursts.
This thesis therefore reports on our novel infant-parent spoken interaction
corpus collected by the Language Environment Analysis (LENA) system, and
our efforts to manually code child utterances as being of type “laugh,” “cry,”
“fuss,” “babble,” and “hiccup” as well as to develop algorithms capable of




3.1 Linear Discriminant Analysis
Linear discriminant analysis (LDA) is a method used for classification prob-
lems. It makes some assumptions about the data. First, the data is Gaus-
sian, such that each variable is shaped like a bell curve when plotted. Second,
each attribute has the same variance, such that values of each variable vary
around the mean by the same amount on average. With these assumptions,
the LDA model estimates the mean and variance from the data for each
class. It then makes predictions by estimating the probability that a new set
of inputs belongs to each class. The class that gets the highest probability is
the predicted output class [34].
3.2 Convolutional Neural Network
Convolutional neural networks (CNNs, ConvNets) are a class of deep, feed-
forward (not recurrent) artificial neural networks that are frequently applied
to analyzing visual imagery. They have applications in image and video
recognition, recommender systems, image classification, medical image anal-
ysis, and natural language processing.
Convolutional networks were inspired by biological processes in that the
connectivity pattern between neurons resembles the organization of the an-
imal visual cortex. Individual cortical neurons respond to stimuli only in a
restricted region of the visual field known as the receptive field. The receptive
fields of different neurons partially overlap such that they cover the entire
visual field [35].
Convolutional networks address the problem of using neural networks for
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Figure 3.1: Sample architecture for CNN
classification of images which are high-dimensional vectors. It would take a
huge number of parameters to characterize the network.
A convolutional neural network consists of an input and an output layer, as
well as multiple hidden layers. The hidden layers of a CNN typically consist
of convolutional layers, ReLU layer (i.e. activation function), pooling layers,
fully connected layers and normalization layers.
Figure 3.1 shows a sample architecture for CNN. The convolution layer is
the process of 2D convolution on inputs. The input image normally has a
set of channels. The “dot products” between weights and inputs are “inte-
grated” across “channels”. Filter weights are shared across receptive fields.
The filter has the same number of layers as input volume channels, and out-
put volume has the same “depth” as the number of filters. The activation
layer is used to increase non-linearity of the network without affecting recep-
tive fields of convolutional layers. The activation function of Relu results in
faster training. Softmax is a special kind of activation function used at the
end of fully connected layers. It can be viewed as a normalizer to produce
a discrete probability distribution vector. Convolutional layers provide ac-
tivation maps. Pooling layer applies non-linear downsampling on activation
maps. Fully connected layers are just ones used in regular neural networks.
They can be viewed as the final learning phase, which maps extracted visual
features to desired outputs. During training, dropout is sometimes used to
regularize the data. It randomly ignores activations by probability p. It
will effectively prevent overfitting by reducing correlation between neurons.
Batch normalization makes networks robust to bad initialization of weights.
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Figure 3.2: Architecture for VGG-16
It reduces covariance shift by normalizing and scaling inputs [36].
3.3 VGG-16 Model
VGG net is one of the most popular CNN models and is very appealing be-
cause of its very uniform architecture. It improves on AlexNet by replacing
large kernel-sized filters with multiple 3X3 kernel-sized filters one after an-
other. With a given receptive field, multiple stacked smaller size kernels are
better than larger size kernels because multiple non-linear layers increase the
depth of the network, which enables it to learn more complex features and
at a lower cost. The architecture is shown Figure 3.2 [37].
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3.4 Hidden Markov Model
A hidden Markov model is a model for representing probability distributions
over sequences of observations. In this model, an observation Xt at time t is
produced by a stochastic process, but the state Zt of this process is hidden.
The hidden states have the Markov chain property where the probability of
each subsequent state depends only on the previous state [38].
To define hidden Markov model, the following probabilities have to be spec-
ified: matrix of transition probabilities, matrix of observation probabilities,
and a vector of initial probabilities. The transition probabilities are a matrix
A whose elements aij describe the probability of transitioning from state
Zt−1,i to Zt,j in one time step. This can be written as A = [aij] = P (Zt,j =
1|Zt−1,i = 1). The observation matrix is also called emission probabilities,
B, where its elements bjk describe the probability of making observation Xt,k
given state Zt,j. This can be written as bjk = P (Xt = k|Zt = j). The initial
probabilities, π, are a vector of probabilities, πi = P (Z1i = 1). An HMM is
therefore identified with (π,A,B).
In order to compute the most probable sequence of hidden states with its
corresponding probability of observation, the Viterbi algorithm is used. We
define the observation sequence as O, and all the possible state sequences as
i = (i0, i1, ...iT ). This dynamic programming technique proceeds as follows:
Let φ1(i) = πibi(O1) for 1 ≤ i ≤ N . Then the following recursion can be
performed for 2 ≤ t ≤ T and 1 ≤ j ≤ N : φt(j) = max[φt−1(i)aij]bj(Ot)
and ψ = i∗, where i∗ is a choice of an index i that maximizes φt(i). The
result is P = max[φT (i)] and the maximum likelihood state sequence can be
recovered from ψ as follows. Let ZT = i
∗ where i∗ maximizes P. Then for
T ≥ t ≥ 2, Zt−1 = ψt(Zt) [39].
3.5 Speech Recognition with WFST
The speech recognizer we used for decoding the video uses the method of
Weighted Finite State Transducers (WFST). WFST are states connected by
transitions. Specifically, we used the Kaldi Decoding-graph creation recipe
by Mohri et al. [40]. It is a fully expanded decoding graph (HCLG) that
represents the language-model, pronunciation dictionary (lexicon), context-
11
dependency, and HMM structure in our model. The output graph is a
weighted finite state transducer that has word IDs on the output, and pdf
IDs on the input.
In detail, G is an acceptor that encodes the grammar or language model
and can be built from n-gram language model. Its input and output are
both words. C is a context FST that represents the context-dependency.
Its output symbols are phones and its input symbols represent context-
dependent phones. L is the lexicon FST whose output symbols are words
and whose input symbols are phones. H FST contains the HMM definitions.
It maps multiple HMM states (a.k.a. transition IDs) to context-dependent
triphones [41], [42].
Composing L and G results in a transducer L ◦ G that maps a phone
sequence to a word sequence. H ◦ C ◦ L ◦ G results in a transducer that
maps from HMM states to a word sequence. Combining the transducers
gives an overall “decoding graph” for our ASR system. Some algorithms are
also used to effectively construct the WFST, for example, minimization and
determinization. Determinization ensures that each state has no more than
a single output transition for a given input label. Minimization transforms
a transducer to an equivalent transducer with the fewest possible states and
transitions. These algorithms have been stated clearly in Mohri et al. [40].
The WFST constructed will then be used to decode the results from acous-
tic models to generate a lattice of search collection. The lattice generation





This chapter explores the potential of the state-of-the-art deep learning clas-
sifiers (DNN, CNN and VGG) that are typically used in image processing to
solve the large-scale multi-label audio event detection problem. It presents
both the qualitative and quantitative results of AED and develops a pre-
trained embedding model as a powerful feature extractor to be adapted to
new domains with limited data and improve the detection rates.
4.1 Corpus
The corpus used for the large-scale multi-label AED is the AudioSet [4], which
is a collection of 2.1 million human-labeled 10-second sound clips drawn from
YouTube videos. We have divided it into a balanced training set (around
22K), a balanced evaluation set (around 20K) and an unbalanced training
set (around 2M). There is a total of 527 sound classes, such as human voice,
alarm, wind, musical instrument and so on. Each example is annotated by
at most 5 sound classes.
4.2 Methods
4.2.1 Baseline pipeline
We have developed a large-scale multi-label AED pipeline in the Tensorflow
framework, shown in Figure 4.1.
The audio event signal includes a balanced dataset (around 22K) for train-
ing and a balanced dataset (around 20K) for evaluation. We propose to use
the spectrogram as our set of features to detect the audio events in the Au-
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Figure 4.1: Large-scale multi-label AED pipeline
dioSet dataset. Each training example is a 10 second audio clip, which is
divided into 10 non-overlapped 960 ms frames. Short-time Fourier transform
is applied in 25 ms windows every 10 ms. The spectrogram is therefore in-
tegrated into 64 mel-spaced frequency bins. As a result, 96x64 spectrogram
patches are extracted as our features for each example.
In the modeling stage, we have tried a baseline DNN classifier and a shallow
CNN classifier. The baseline DNN model is a fully connected model with
ReLU activations, batch normalization and dropout. It has 2 layers with
1000 units per layer. The feature spectrogram in this case is flattened and
passed into the DNN model for training.
The shallow CNN model has 2D convolution layers with [64, 128, 256,
256] filters, kernel size [3 3] with stride 1 and SAME padding. It also has 2
fully connected layers with 1024 units per layer and ReLU activations. Batch
normalization and dropout is also applied.
During evaluation, each 960 ms frame from the 10 second audios in bal-
anced evaluation dataset is passed into trained classifiers. It will result in 10
output scores from classifiers, and those 10 output vectors are averaged for
each 10 second testing audio example.
4.2.2 Embedding pipeline
We have then explored the embedding pipeline with a state-of-the-art deep
learning classifier (VGG) to the AudioSet audio event detection. Figure 4.2
shows the embedding pipeline. In the training stage, we first use unbalanced
training dataset (around 1M) in order to train a more complex VGGish
model. This corresponds to the first row of Figure 4.2, which is same as
the baseline pipeline except the classifier changes to a VGGish model. The
VGGish model has 2D convolution layers with [64, 128, 256, 256, 512, 512]
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Figure 4.2: Large-scale multi-label embedding pipeline
filters and kernel size [3 3] with stride 1 and SAME padding. It is also max
pool with kernel size [2 2] stride 2 and SAME padding. It then follows with
2 fully connected layers with 4096 units per layer and one embedding layer
with 128 units.
After training the VGGish model on a large dataset, we obtain the model
parameters with output embedding layer of 128 units and use that to extract
embedding features on a limited dataset. It corresponds to the second row
in Figure 4.2. The limited raw audio is the balanced training set (around
22K) we used in baseline pipeline. We extracted the embedding features of
the limited raw audio, output from the embedding layer in trained VGGish
model, and then passed the embedding features to train a shallow DNN
model. The shallow DNN model is the same one used in baseline pipeline,
described in Section 4.2.1.
In the evaluation stage, each 960 ms frame from balanced testing dataset
(around 20K) is extracted into embedding features and passed through the
shallow DNN model. The classifier output scores are then averaged across
all segments for each 10 second testing audio example.
4.3 Evaluation Metrics
We have evaluated the AED results using three evaluation metrics: Hit@1,
PERR and mAP. Hit@1 measures if the top prediction label is one of the
true labels. PERR, which stands for precision at equal recall rate, measures
the percentage of top n prediction labels belonging to true labels, where n
is the number of true labels for that example. mAP, which stands for mean
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average precision, measures of the mean of the per class average precision.
4.4 Results
4.4.1 Computational complexity
Table 4.1 shows the computational complexity of three models involved: base-
line DNN classifier, shallow CNN classifier and VGGish classifier plus shallow
DNN classifier.
Table 4.1: Computational complexity of different models
DNN shallow CNN VGGish+shallow DNN
FLOPS 7,671,000 709,770,240 863,963,008
Number of parameters 7,673,527 27,716,367 72,209,167
The baseline DNN model and shallow CNN model are trained on balanced
training dataset (around 22K). The VGGish model is trained on unbalanced
dataset (around 1M), and the balanced dataset (around 22K) is passed into
the pre-trained VGGish model to get embedding features and then train the
shallow DNN model on embedding features.
4.4.2 Quantitative results
Figure 4.3 shows the accuracy results for audio event detection, in terms of
Hit@1, PERR and mAP (higher is better). The result demonstrates that the
CNN model has better accuracy than DNN model. It shows that the state-
of-the-art image network is capable of effective results on audio classification
when compared to simple fully-connected DNN model. A possible explana-
tion is that CNN uses filters to convolve the area in input data to smaller
areas, detecting important or specific parts in the area. By optimizing the
convolutional filter, CNN is learning what the informative and discriminative
spectra are with regard to the task. It is able to capture both the locally
temporal and frequency change information [44].
Comparing results between CNN model and embedding model, we see that
the accuracy is higher for the features extracted from the embedding model
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Figure 4.3: Audio event detection accuracies
Figure 4.4: Qualitative results of three videos, with true labels as “Sanding;
Rub,” “Music;Beatboxing” and “Cupboard open or close; Speech”
going through just a shallow DNN than for raw features going through a
CNN. The result shows that the pre-trained embedding model can potentially
extract more semantically meaningful features. It can act as a powerful
feature extractor that can be trained on a large dataset and later adapted to
a new domain with limited data to improve the model accuracy.
4.4.3 Qualitative results
To visualize how the embedding model results in higher accuracy than DNN
or CNN, we have shown some of the representative examples in Table 4.2 and
Figure 4.4. Figure 4.4 shows screenshots of three video examples. Table 4.2
shows the true labels and predicted labels for those three videos. It shows
that CNN has totally misclassified the first video, and misclassified one of the
third video labels as “bird”. However, the embedding model has classified
them all correctly. When listening to them, the first video does sound similar
to panting to human ears. Both the first and third videos are a bit noisy
as well. It seems that the embedding model is more robust to noisy sounds,
and able to better refine the classification categories.
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Table 4.2: Qualitative results of CNN model versus embedding model
Predicted Labels
True Labels CNN on DNN on
raw features embedding features
Sanding; Rub Pant; Music Sanding; Rub
Music; Beatboxing Speech; Music Music; Beatboxing
Cupboard open or close; Speech Speech; Bird Cupboard open
or close; Speech
Figure 4.5: Qualitative results of two videos, with true labels as “Laughter;
Speech; Baby laughter” and “Music; Opera”
Then we tried on clean videos with better defined labels. The results are
shown in Table 4.3 and Figure 4.5. The results show that for clean and
well defined labels, CNN is also able to achieve accurate prediction. The
predictions for both of the models are correct.
Table 4.3: Qualitative results of CNN model versus embedding model
Predicted Labels
True Labels CNN on raw features DNN on embedding features
Laughter; Speech; Laughter; Speech; Laughter; Speech;
Baby laughter Baby laughter Baby laughter
Music; Opera Music; Opera Music; Opera
By examining many prediction examples from embedding models, we in-
vestigate the causes of misclassification and find that there are three main
ones.
First is the quality of annotations. The true labels provided sometimes are
limited and ignore other possible labels. True predictions are thus evaluated
into wrong, which downgrades the accuracy of the results. When annotating,
because the dataset was initially for video or image classification, some of the
annotators focus on the image or video contents instead of the audio contents.
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For example, there is a video of a human who is typing on a computer
and then suddenly starts screaming. The true label does not contain the
screaming sound, while the prediction actually catches the screaming.
Second, similarity between sounds may affect the classification results. For
example, some of the wrong predictions include predicting “jet engine” to
“aircraft engine,” “shuffling cards” into “tearing” and “air conditioning” into
“mechanical fan”. These label predictions in fact are considered reasonable
by human judges, but they are considered as wrong according to evaluation
metrics.
Third, the labels provided are too specific, and some overlap. For example,
one video about children singing has true labels as “singing; speech; children
playing; outside” and the prediction goes as “outside; child speech; children
playing; speech”. Another video about mowing the lawn has the true labels
“lawn mower; vehicle; speech” but prediction has labels as “speech; vehicle;
car”. Those labels, such as children playing and child speech, lawn mower





Besides the general acoustic event detection, we are interested in the spe-
cific acoustic category of human speech. This chapter explores the detec-
tion of spoken keywords in human speech. It presents a phonetic keyword
spotter as a lightweight alternative to full speech recognition, and explores
language-independent or cross-lingual keyword spotting to support unserved
languages.
5.1 Corpus
The corpus used to build a phonetic keyword spotter and explore cross-
lingual keyword spotting is the Facebook transcribed video dataset, which
comprises 550 hours of development and test for English data, 250 hours of
development and test data for Spanish and 45 hours of development and test
data for Hindi. All these data are performed with text normalization.
Ten testing keywords are selected from the transcriptions of the develop-
ment and test videos. The rule of selection is that the keywords are expected
to appear in some of the videos but not every video, and each keyword is
expected to have few repetitions in the same video. Table 5.1 shows the 10
selected keywords in different languages, which will be used to evaluate the
performance of the phonetic keyword spotting system.
5.2 Methods
Figure 5.1 shows the approach of phonetic keyword spotting. The phonetic
keyword spotting system consists of two parts: a speech recognition mod-
ule that decodes the video data and generates corresponding lattices, and a
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keyword search module that makes an index for lattices and searches the key-
words from the generated index. In Figure 5.1, the top row corresponds to a
speech recognition module and the bottom row corresponds to the keyword
search module.
In the stage of speech recognition, audio in the video dataset is extracted
and chunked into frames. The context-dependent bi-directional LSTM acous-
tic model will decode each frame of audio into context-dependent phonemes
with acoustic scores. We collapsed them into monophones. Then, an HLG
FST decoding graph is constructed. In this case of phonetic keyword spotter,
the lexicon (L) has phones both as input symbols and output symbols. The
grammar (G) is an acceptor which is based on the n-gram phone language
models resulting from the development set transcriptions. Its input and out-
put are both phones. The C transducer, which is normally contained in the
decoding graph, is ignored as we already collapsed the context-dependent
phonemes into monophones. The H transducer contains HMM definitions
specifying that its output symbols represent context-dependent phones and
its input symbols are transition IDs, which encode the pdf ID and other
information. In our case, instead of context-dependent phones, it is mono-
phones [45].
The HLG FST decoding graph therefore acts as a phone recognizer to de-
code the video data’s acoustic scores generated from the acoustic model, into
phonetic lattices. Lattices are processed using the lattice indexing technique
described in [46]. The phonetic lattices of all video utterances are converted











Figure 5.1: Phonetic keyword spotting system
ture in which the start-time, end-time and lattice posterior probability of each
phone token are stored as a 3-dimensional cost.
In the stage of the keyword search, G2P will generate one or more pro-
nunciations of that word, and compose them into a simple keyword FST
graph. It then composes with the generalized factor transducer to obtain all
occurrences of the keywords in the search collection of videos, along with the
utterance ID, start-time and end-time, and lattice posterior probability of
each occurrence. Kaldi [47] is used to create the decoding graph and perform
the keyword search.
Besides the development of a phonetic keyword spotter, cross-lingual or
language-independent keyword spotting is also explored. Figure 5.2 shows
the approach of the cross-lingual keyword spotting system. The main dif-
ference between phonetic KWS and cross-lingual KWS systems is marked in
green in Figure 5.2. In this thesis, we use the well-developed English acoustic
model and English G2P model to perform KWS on other languages that do
not have such well-developed language systems, such as Hindi. The general
approach is that we use the English decoder to decode foreign language audio
data into English phonetic lattice. In the KWS stage, a step of transliteration
is added to transfer the foreign keywords into English keywords. Other steps
are the same as the phonetic KWS to search the phones of English keywords
in the English phonetic lattice and get the result of start-time, end-time and
lattice posterior probability of each keyword occurrence.
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Figure 5.2: Cross-lingual keyword spotting system
5.2.1 Evaluation metrics
We aim to use our phonetic keyword search system to automate the keyword
search process in videos, especially those low resource languages without well-
developed full ASR systems. Therefore, the main evaluation metrics used to
assess the performance of phonetic keyword spotting are the detection rate
and replay rate.
As mentioned above, the keyword system generates a list of putative hits
with start, end time and system detection scores. For a given KW, kw, and a
detection threshold, θ, entries in the list are matched to reference occurrences
using an objective function that accounts for both temporal overlap between
the reference and the hypothesis list occurrences, and the detection scores
assigned by the system. The detection rate is the same as the recall rate,
defined as the number of matched keywords in hypothesis out of all the
ground truth keywords in reference. The putative keyword is considered as
a match with a certain reference keyword only if the detection scores are
beyond the threshold, θ, and the center of the time window (from start time
to end time) between hypothesis keyword and reference keyword should be
smaller than some max distance (defined here as 0.5 s) [48]. Equation 5.1
shows the computation of detection rate, where NCorrect(kw, θ) is the number
of correctly hypothesized putative list entries with detection scores ≥ θ.
Pdetection(kw, θ) = NCorrect(kw, θ)/NRef (kw) (5.1)
The replay rate is the time corresponding to the keywords in hypothesis
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out of the total time of evaluation videos. The purpose of replay rate is to
measure how much time can be saved for the transcriber or annotator to flag
the video with keywords in it. Instead of listening through the whole video
to determine if a certain keyword is in it, the transcriber now only needs to
listen to those automatically detected time frames (from start time to end
time) from the phonetic keyword spotter. The computation of the replay
rate is shown in Equation 5.2.
Treplay(kw, θ) = TCorrect(kw, θ)/TAudio (5.2)
The comparison between replay rate and detection rate reveals a tradeoff
between the number of keywords being correctly detected and the amount
of time that the transcribers need to devote to listen to all the hypothesis
keywords.
5.3 Experiments and Results
5.3.1 Phonetic KWS
The first experiment tests the baseline performance of the phonetic keyword
spotting system. The baseline experiment is conducted on the same language
for both phonetic KWS and full ASR KWS, in order to compare and evaluate
our phonetic KWS system. The ASR system has the same acoustic model as
the phonetic KWS except the phonetic KWS collapses the output context-
dependent phones into monophones. The language models for both systems
are trained on the same development dataset except that the phonetic KWS
uses a lexicon of phones not words. The full ASR system will transcribe the
videos into text first and search the keywords based on the transcriptions.
Our phonetic KWS, on the other hand, will use the method described in
Section 5.2 that decodes the audio into phonetic lattice and searches the
keyword from the lattice. We have tested on three languages, which are
English, Spanish and Hindi.
In the evaluation stage, both phonetic KWS and full ASR system search
the 10 selected keywords (Table 5.1) in the testing dataset to generate a
list of hypothesis keywords, each with its utterance ID or video ID, start
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time and end time in that video. For phonetic KWS system, it will also
output confidence score for each of the detected hypothesis keywords. The
testing dataset has ground truth transcriptions, and we search the 10 selected
keywords in the transcriptions to generate a list of reference keywords, each
with its video ID, start time and end time. Then the detection rate and
replay rate are computed using the methods described in section 5.2.1.
Table 5.2 shows the baseline results for phonetic KWS and full ASR KWS
in three different languages.
Table 5.2: Phonetic KWS baseline results
English KWS Spanish KWS Hindi KWS
ASR Phonetic ASR Phonetic ASR Phonetic
Detection rate 83.16% 85.91% 73.82% 77.25% 82.55% 85.28%
Replay rate 0.04% 2.04% 0.12% 2.13% 0.69% 19.93%
The results of detection rate in Table 5.2 use the score threshold as zero,
therefore the hypothesis keywords are just all the keywords detected from
lattice. In other words, the detection rate in Table 5.2 is the best rate that
each language could achieve for the phonetic KWS. The tradeoff is that the
phonetic KWS does not eliminate any putative keywords at all, leading to a
great number of false positives and a higher replay rate than the full ASR
system. However, the table shows that our phonetic KWS system achieves
comparable keyword detection rates across three languages.
In order to visualize the tradeoff between detection rate and replay rate,
we have also evaluated the KWS performance by setting different confidence
score thresholds. Any detected keyword with confidence score below the
threshold is eliminated. Figure 5.3 shows the result of detection rate versus
replay rate at different keyword score thresholds using the English phonetic
KWS system. An interpretation of the figure is that, for example, instead of
listening to the whole dataset, the transcribers only need to replay 1% of the
total video time, but will get 80% detection rate of the keywords.
In addition, the real-time factor (RTF) is also measured for both phonetic
KWS and full ASR system. Table 5.3 shows the RTF results. It compares
the speed of the system for phonetic KWS and full ASR, and shows that our
system performs the keyword search task about three times faster than the
traditional ASR method.
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Figure 5.3: Plot of tradeoff between detection rate and replay rate at
different keyword score threshold using English phonetic KWS
Table 5.3: Selected keywords in different languages
RTF
Phonetic KWS Full ASR KWS
0.15 0.52
Therefore, our developed phonetic KWS system can act as a lightweight
alternative to a full ASR KWS system (0.15 vs. 0.52 RTF). It achieves
comparable keyword detection rates across three languages at the cost of
increased false detection. Another advantage of our phonetic KWS is that
it has no issue with out-of-vocabulary words nor any need for a well-trained
language model. The phonetic KWS can also be used to prefilter the data
for ASR to increase the precision and still save computation.
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5.3.2 Cross-lingual phonetic KWS
The second experiment aims to explore the performance of cross-lingual or
language-independent phonetic keyword spotting. The key idea of it is that
many phonemes are common across the languages, so we hope to use phonetic
models from existing systems to support new languages. In the experiment,
we use English dataset to train existing systems and use that system to
detect keywords in Spanish and Hindi. The detailed approach is mentioned in
Section 5.2 and Figure 5.2. For the ten selected foreign keywords in Spanish
and Hindi (Table 5.1), we will transliterate them into English words and
the English word will go through G2P to create a pronunciation in English
phonemes. For example, the Hindi word will transliterate into Matalab
and GP2 will decode that into M AX T L AX B. An English decoder
trained on English development set will be used to generate the English
phonetic lattices for foreign videos, and perform phonetic keyword search on
foreign keywords.
Figure 5.4 shows the plot of detection rate versus replay rate at differ-
ent confidence score thresholds for searching Spanish keywords. The orange
curve is the result using just the Spanish phonetic KWS, as described in
Section 5.3.1. The blue curve is the result using English phonetic KWS plus
transliteration of Spanish keyword into English.
By default, the acoustic scale is set to be 0.5 for the English decoder
which means the acoustic model has the same weight as the language model
in determining the decoded phonetic lattice. Table 5.4 shows that we vary
the weight between acoustic model and language by changing the acoustic
scale ratio to test the English phonetic KWS on Spanish keyword search.
The score threshold here is fixed at zero.




Detection rate 0.95% 7.72% 13.15%
Replay rate 5.4% 14.18% 15.89%
The Spanish is supposed to sound close to English, but the detection rate of
Spanish keywords is much lower by directly using the English KWS system.
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Figure 5.4: Phonetic KWS results on Spanish audio
The reason the cross-lingual KWS does not work well is that either the
English acoustic model or language model is poorly matched to Spanish
data. To investigate that, ideally we could fix the Spanish acoustic model
in the system and compare results by using English language model versus
Spanish language model. Then we could fix a Spanish language model and
compare results using English acoustic model versus Spanish acoustic model.
However, in reality, the Spanish and English phone sets are different, and we
do not have a universal IPA phone set.
Our workaround is to manually map Spanish phone set to English phone
set. Phone sets for Spanish and English are different in that Spanish has 29
phones while English has 46 phones. Spanish phones are mapped to English
phones manually by a trained linguist who spoke both of the languages.
Then everything is back to English phone set again for the whole cross-
lingual KWS system, but with different acoustic or language model trained
on Spanish data. We will be able to conduct the control experiment and
investigate which one, the acoustic model or language model, actually has
issues.
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Table 5.5 shows the results of the control experiment after manually map-
ping Spanish phone set to English phone set. By varying the acoustic model
and language model between Spanish and English, we evaluate the search of
Spanish keywords using English cross-lingual KWS system. In this experi-
ment, we assume the acoustic scale is 0.5, so the weights of the acoustic and
language models are equal.
Table 5.5: Cross-lingual KWS on Spanish keywords with English phone set
Acoustic model Language model Detection rate Replay rate
Spanish Spanish 85.19% 5.24%
English English 23.31% 12.82%
English Spanish 55.27% 44.91%
Spanish English 81.49% 4.36%
Comparing row 2 and row 4, or row 1 and row 3, in the table shows that
by changing the acoustic model from English to Spanish, the detection rate
is greatly improved, with a reduction in replay rate. However, changing the
language model from English to Spanish does not affect the detection rate
or replay rate much. For example, from row 2 to row 3, the detection rate
increases but the replay rate also increases, which means that the number of
true positives increases together with the false positives. When comparing
row 1 and row 4 in the table, with the Spanish acoustic model fixed, the
change of language model does not affect the detection and replay rates
much. Therefore, the table result concludes that the acoustic model is the
culprit of the bad performance in cross-lingual KWS. The language model,
on the other hand, is not that significant in determining the detection rate
or replay rate in the cross-lingual KWS.
We have also performed the same control experiment with the Hindi lan-
guage. Hindi has 63 phones and English has 46 phones. We have mapped
the Hindi phone set to English phone set. Table 5.6 shows the results for
cross-lingual phonetic KWS using English or Hindi acoustic model and lan-
guage, with all phones mapped to English phone set. The trend is similar
to that in Table 5.5, which confirms that the acoustic model is dominant
in determining the phonetic cross-lingual KWS performance and having a
mismatched phonetic LM does not hurt performance.
Comparing Tables 5.5 and 5.6 shows that Hindi language gets generally
lower detection rate and higher replay rate than Spanish. There are some
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Table 5.6: Cross-lingual KWS on Hindi keywords with English phone set
Acoustic model Language model Detection rate Replay rate
Hindi Hindi 69.46% 13.40%
English English 2.39% 4.16%
English Hindi 10.57% 23.98%
Hindi English 60.19% 5.71%
possible reasons. First, Spanish and English have more similarities than
Hindi and English. For example, both Spanish and English use the Roman
alphabet. Thirty to forty percent of all words in English have a related word
in Spanish. They have similar sound, appearance, and meaning [49]. Second,
the mapping between Spanish phones and English phones is more effective
than the mapping between Hindi phones and English phones, because the
Hindi phone set is much larger than that of English and some of the Hindi
phones are mapped to the same English phones, which reduces the accuracy.
On the other hand, the Spanish phone set is smaller than the English phone
set, so the mapping is one to one with just a subset of English phones.
Therefore, the highlight of exploring the cross-lingual KWS system is that
the acoustic model is dominant in determining the phonetic cross-lingual
KWS performance. Having a mismatched phonetic LM does not hurt the
performance. In addition, the current acoustic model has two potential prob-
lems. First, the English acoustic model is LSTM-based, which models the
dependency between English phones. The phoneme dependency may be dif-
ferent in different contexts and different languages. To apply the acoustic
model from one language to another new language, it is better to train an
independent monophone acoustic model. Second, the mapping of phonemes
from a new language onto English phonemes might be problematic because
some languages, such as Spanish, have fewer phonemes, while others, such





After exploring the general acoustic event detection and the specific spoken
keyword detection in acoustic events of speech, we hope to gather more infor-
mation from the acoustic events. This chapter presents the work on emotion
detection for infant nonspeech acoustic events. It reports our novel infant-
parent spoken interaction corpus collected by the Language Environment
Analysis (LENA) system, and our efforts to manually code child utterances
as being of type “laugh,” “cry,” “fuss,” “babble” and “hiccup,” as well as
to develop algorithms capable of performing the same task automatically.
The experiments and results presented in this section are adapted from the
author’s recently published paper [50].
6.1 Infant-parent Spoken Interaction Corpus
The participants in our corpus are drawn from a sample of 15 families (9
female children; 6 male children). The children in the families have average
age of 17.67 months (SD = 3.5 months; range = 13 to 24 months). All the
parents are native English speakers who speak only English in the home, and
the children do not have any known hearing loss or difficulties. Families are
recruited via distribution of study fliers to local child care centers. Protocols
for the participation of human subjects in this research were approved by the
University of Illinois Institutional Review Board.
We use the LENA system, which is a lightweight digital recorder that
is securely placed into specially-designed child clothing, to capture a wide
variety of parent-child interactions. The LENA system, developed on over
18,000 hours of naturalistic in-home recordings, has been validated for use
with children between 2 and 48 months of age. The sampling rate of the
LENA recordings is 16 kHz. Audio data from the digital recorder are pro-
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cessed in the lab by LENA software to automatically segment instances of
the focal child’s vocalizations, adult female speech, adult male speech, and
other child speech.
6.1.1 Annotation
Five labelers are asked to annotate each of five families’ 16-hour LENA
recordings. Each audio recording is automatically segmented by the LENA
system into instances of the focal child’s vocalizations. The labeler is asked
to annotate each child’s vocalization segments into one of the five categories:
cry, fuss, laugh, babble and hiccup.
We have defined the categories as follows: “Fuss” is defined as whining
or fussing that does not reach a full-blown cry. “Babble” is defined as non-
intelligible speech that includes consonant and/or vowel sounds (e.g. baba,
dada, oaahh). “Hiccup” is a catch-all category that included reflexive sounds
(e.g. hiccup, cough, yawn) or sounds that do not fall within one of the other
categories.
The labeler is also responsible for adjusting the LENA segmentation as
needed, by deleting the incorrect segments if the segment is not the target
child vocalizing, or by modifying the boundaries of the segment if the segment
is either too long and contains other speakers or noises, or so short that child
speech is cut off.
A limited number of segments from two of the recordings are chosen to be
annotated by two pairs of labelers. Each of the labelers in a pair annotates
the same segments independently, and the result is used for the annotation
reliability check. Table 6.1 shows the annotations by labeler pairs, in terms
of the count of the annotation classes.
Table 6.1: Cross tabulation between annotations by labeler pairs
babble cry fuss hiccup laugh total
babble 143 1 3 25 0 172
cry 0 92 21 0 0 113
fuss 20 38 115 69 2 244
hiccup 8 0 0 61 3 72
laugh 2 2 10 15 81 110
total 173 133 149 170 86 711
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Table 6.1 shows that labelers achieve much higher rates of agreement for
some of the categories, such as babble, than for others, such as fuss.
6.1.2 Balanced corpus
In total, there are 12,768 child vocalization segments in the five 16-hour
LENA recordings, including 803 cry, 681 laugh, 2356 fuss, 1326 hiccup and
7602 babble annotations. It leads to a highly unbalanced corpus. In order to
create a balanced training corpus with the same number of segments in each
emotional outburst class, while maximizing the total number of segments, we
keep the laugh class segments unchanged, which have the fewest examples
in the corpus. We then randomly select the same number of examples from
each of the other classes, to make up our balanced corpus, consisting of 3405
examples in total.
For the smaller set of segments, which have been annotated by two labels,
we have also balanced it by using the same technique, resulting in 97 segments
for each of the classes, and 485 segments in total.
As we observed in Table 6.1 that some of the categories sound more am-
biguous to human ears, we have explored the 5-way, 4-way and 3-way classi-
fiers, by eliminating or combining some of the categories. A 4-way classifier
is tested by eliminating the “hiccup” category, in order to focus only on the
sound categories that have implications for the child’s emotional expression
and regulation. A 3-way classifier combines the cry and fuss classes because
they are easily confused with each other and overlap conceptually. While
making these modifications, we keep the corpus balanced using the same
technique described above.
6.2 Methods
In order to perform automatic classification of infant emotions, we have ex-
plored a baseline model of LDA on prosodic and spectral features, as well as a
model of CNN, which is inspired from the acoustic event detection described
in Chapter 4.
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6.2.1 Linear discriminative analysis
6.2.1.1 Feature selection
To perform LDA, we define 64 prosodic and spectral features to represent
each child vocalization segment. The open-source audio feature extractor,
openSMILE, is used to extract the 64 spectral and prosodic features using
a 30 ms Hamming window with 10 ms overlap, with the emobase config-
urations. Table 6.2 shows the features we extracted, and their statistical
measurements or type of descriptors.
Table 6.2: Spectral and prosodic acoustic features extracted using
openSMILE
Feature Descriptors
previous vocalization class class number










probability of voicing probability
12 mel-frequency mean, max/min,
cepstral coefficients inter-quartile
(a range from 0 to 8kHz) difference
signal zero-crossing rate mean, max/min,
inter-quartile
difference
In order to maximize the power of features that are able to discriminate
between different emotional outbursts, we apply feature selection algorithms
to select the most discriminative features. The following algorithms are used:
sequential forward selection (SFS), sequential backward selection (SBS), se-
quential floating forward selection (SFFS) and sequential floating backward
selection (SFBS) [51], with LDA classifier measuring 5-fold accuracy upon
balanced dataset.
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The subset of 23 features obtained from SFBS algorithm result in the
highest 5-fold LDA accuracy on the balanced dataset. SFBS algorithm starts
from the full set of features, and sequentially removes the feature that least
reduces the value of the objective function. After each backward step of
removing the features, SFBS performs forward steps by adding features from
the set of features previously removed, as long as the objective function value
increases.
Therefore, we define the following 23 prosodic and spectral features: previ-
ous vocalization class, time duration of segment, max value of f0, mean value
of f0, slope of f0, zero-crossing rate of log f0, mean value of loudness, max
value of loudness, probability of voicing, 4th MFCC mean value, 7th MFCC
mean value, 11th MFCC mean value, 3rd MFCC min value, 7th MFCC min
value, 3rd MFCC max value, 7th MFCC max value, 1st MFCC inter-quartile
difference value, 6th MFCC inter-quartile difference value, 7th MFCC inter-
quartile difference value, 9th MFCC inter-quartile difference value, signal
zero-crossing rate mean value, signal zero-crossing rate min value and signal
zero-crossing rate max value.
Different feature selection algorithms produced completely different se-
lected feature sets, but often with similar resulting classification accuracies.
We speculate that the variability among selected feature sets may indicate
that different features carry redundant information. If a feature selection al-
gorithm selects one of the features in a redundant set, then it does not need
to select any of the others; in this way it would be possible for different fea-
ture selection algorithms to select non-overlapping feature sets, yet achieve
comparable accuracy.
6.2.1.2 Training and evaluation
We use 5-fold cross validation for the experiment. We randomly split the bal-
anced corpus, consisting of 3405 child vocalization segments, into 5 folds, and
consider each fold as test examples once and the remaining 4 folds as training
examples. An LDA classifier is applied to the 4-fold training examples each
time, to generate a linear decision boundary. The LDA model fits a Gaussian
density to each class, assuming that all classes share the same co-variance
matrix. The fitted model is then used to predict the 1-fold test examples.
For evaluation metrics, we measure the average accuracy and F-score values
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between the ground truth and predictions of vocalization segments across the
five 1-fold test examples.
6.2.2 Convolutional neural network
The effective results of using CNN on spectrogram for AED described in
Chapter 4 motivate us to use similar methods for categorizing the infant
acoustic emotional events.
6.2.2.1 Training
A child vocalization audio segment is divided into non-overlapping 500 ms
frames. Each frame inherits all the labels of its parent audio. The 500 ms
frames are decomposed with a short-time Fourier transform applying 25 ms
windows every 10 ms. The resulting spectrogram is integrated into 64 mel
spaced frequency bins, and the magnitude of each bin is log-transformed
after adding a small offset to avoid numerical issues. This gives log-mel
spectrogram patches of 50 x 64 bins that form the input to the convolutional
neural network. During training, we fetch mini-batches of 16 input examples
by randomly sampling from all patches.
6.2.2.2 Evaluation
We use the 5-fold cross validation to evaluate our detection task. We di-
vide the balanced corpus, consisting of 3405 examples, into 5-folds randomly
trained on 4-fold data, and tested on the remaining 1-fold data. For our
metrics, we calculate the averaged accuracy and F-score values across the
five 1-fold test data.
In the evaluation process, each 500 ms frame from each child vocalization
audio segment is passed into the model, and we average the classifier output
scores across the frames in an audio segment.
6.2.2.3 Architecture
Because our balanced dataset is relatively small, we apply a shallow convo-
lutional neural network to avoid the overfitting issue. The 50 x 64 filter bank
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frame is passed through a stack of convolutional layers, where we use filters
with a receptive field of 3 x 3, to capture local spatiotemporal patterns in
the filterbank features. The convolutional stride is fixed to 1; the spatial
padding is carried out by max-pooling after each convolutional layer, with
kernel size of 4x4 and stride of 4. A stack of convolutional layers is followed by
a fully-connected layer with 64 neurons; the final layer is the soft-max layer
connected to the class labels. All hidden layers use ReLU non-linearities.
6.2.3 Hidden Markov model
We believe that an infant is more likely to cry if her previous emotional state
is cry, but less likely to cry if her previous emotion is laugh. Therefore, we
propose to use HMM to capture this pattern of the vocalization sequences,
and combine it with the existing CNN model to further improve the classifi-
cation accuracy. An HMM has the ability to correct some of the predictions
made by the CNN model, by explicitly representing the higher probability of
consistent label sequences.
Because HMM works with sequential data in nature, we no longer use the
balanced corpus consisting of randomly sampled child vocalization segments
from LENA recordings. Instead, we split the five 16-hour LENA recordings
into four training data sequences and one testing sequence. This division is
repeated five times in a cross-validation sequence, so that each recording is
a test recording once.
The transition probability of the HMM is obtained from the four manually
labeled LENA recordings in the training fold, capturing the probability of
transitioning from one category to another. The initial state probability is
uniform.
The emission probability of each child vocalization observation given its
emotion state label is obtained from the CNN outputs. The CNN model
trained by 4-fold examples from the balanced corpus is applied to the 16-
hour LENA testing recording, to get the emission probability.
We use the Viterbi algorithm to generate the most likely sequence of hidden
emotional states, which is our classification prediction of the 16-hour testing
LENA recording.
For our metrics, we use accuracy and F-score to measure the agreement
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between predicted labels and true labels for each segment in the testing
LENA recordings, and average the results across the five LENA recordings.
6.3 Results
6.3.1 Linear discriminant analysis
Table 6.3 shows the averaged 5-fold cross validation F-score and accuracy
results by the LDA classifier on the balanced corpus. Table 6.4 shows the
averaged 5-fold cross validation F-score and accuracy results by LDA classifier
on the smaller balanced set of waveform segments for annotations on which
two labelers agreed.
Table 6.3: Classification accuracy and F-score achieved by LDA classifiers
on balanced LENA corpus
Accuracy F-score
5-way classifier 55.68% 55.23%
4-way classifier 61.90% 61.27%
3-way classifier 72.73% 72.73%
Table 6.4: Classification accuracy and F-score achieved by LDA classifiers
on smaller balanced set of waveform segments with annotations agreed on
by two labelers
Accuracy F-score
5-way classifier 69.33% 69.23%
4-way classifier 75.42% 73.51%
3-way classifier 73.89% 73.40%
The result shows that LDA achieves better accuracy on tokens that have
been coded by two human labelers than on tokens that have been coded
by only one labeler, suggesting that the acoustic and contextual features
being used by human labelers are not yet available to the LDA. The 5-way
LDA classifier achieves much higher accuracy on tokens that have been coded
by two human labelers (69.33%) than tokens that have been coded by one
labeler (55.68%), whereas the 3-way LDA classifier achieves similar accuracy
on tokens coded by two labelers (73.89%) versus one labeler (72.73%).
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Focusing on vocalizations that are clear to the human ear (i.e., on which
two labelers agree) helps to improve the accuracy of the 5-way classifier, but
not of the 3-way classifier. It may be that this difference between the 5-way
classifier and the 3-way classifier is the result of the much larger number of
tokens omitted (due to labeler disagreement) for 5-way versus 3-way classi-
fication. The 5-way classification task is more difficult for human labelers in
the sense that there are more tokens on which labelers disagreed.
6.3.2 Convolutional neural network and hidden Markov model
Table 6.5 shows the average 5-fold cross validation classification accuracy
and F-score values achieved by the 4-way and 5-way CNN classifier on the
balanced corpus. CNN on filterbank features result in worse classification
accuracy and F-score than simple LDA on prosodic and spectral features.
Table 6.5: Classification accuracy and F-score achieved by CNN classifiers
on the balanced LENA corpus
Accuracy F-score
5-way classifier 45.36% 43.95%
4-way classifier 51.59% 49.94%
In order to add the contextual information about the pattern of vocaliza-
tion sequences into the CNN model, we explore the CNN-HMM by taking
the CNN probability outputs as the emission probability for an HMM. Be-
cause we have five CNN models for 5-fold cross validation, we apply each of
them as the emission probability model for an HMM on the 16-hour testing
LENA recording, and average five accuracy and F-score values for each test-
ing sequence. The reported general accuracy and F-score for classifiers with
classifier cardinalities is measured as the average of five testing sequences.
Tables 6.6 and 6.7 show the classification accuracy and F-score values of the
CNN model only and CNN-HMM model on all LENA recordings.
We explore different stream weights λ as multipliers of the emission log
probability to weight the relative classification importance of the emission
probability and transition probability, as shown in Equation 6.1.
φt(j) = max[φt−1(i) + log aij] + λ ∗ log(bj(Ot)) (6.1)
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Table 6.6: Classification accuracy and F-score achieved by 4-way
CNN-HMM on LENA recordings
CNN CNN-HMM
λ 0 0.3 0.5 1 1.2
Accuracy 59.31 65.06 69.75 67.43 64.20 63.44
(%)
F-score 50.61 20.13 54.09 54.15 52.88 52.44
(%)
Table 6.7: Classification accuracy and F-score achieved by 5-way
CNN-HMM on LENA recordings
CNN CNN-HMM
λ 0 0.3 0.5 1 1.2
Accuracy 52.82 58.30 63.55 61.24 57.82 57.13
(%)
F-score 46.86 14.86 46.38 48.50 48.82 48.75
(%)
In Tables 6.6 and 6.7, the setting λ = 0 is the setting in which the CNN
is completely ignored; under this setting, the HMM simply generates the
sequence with the highest a priori probability, which is the sequence that
labels every segment as babble.
The results show that, for both the 4-way and 5-way classifiers, CNN-HMM
achieves higher accuracy than CNN and, indeed, approaches the accuracy
of LDA, but achieves considerably worse F-score than LDA, because they
over-weight the prior. However, discounting the transition probability by
adjusting the λ value does not solve the problem. CNN-HMM F-score values
are always worse than the LDA F-score values.
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CHAPTER 7
CONCLUSION AND FUTURE WORK
In this thesis, we have presented research on acoustic detection, specifically,
acoustic event detection, spoken keyword detection and infant emotion de-
tection. The thesis shows the potential of the state-of-the-art deep learn-
ing classifiers for large-scale multi-label AED, and presents the pre-trained
embedding model as a powerful feature extractor to improve the detection
accuracy. It describes the quantitative and qualitative results of AED and
shows the possible issues affecting the detection rates. In order to improve
the acoustic event detection performance, future work will include trying
more network architectures, such as Resnet, augmenting the data, clustering
the class labels and validating how machine annotations are correlated with
human subjective listening predictions.
For the phonetic spoken keyword spotting in speech event, our system
acts as a lightweight alternative to full speech recognition with comparable
detection rates and that addresses ASR problems. The cross-lingual system
does not perform as well, but we find that the acoustic model is dominant in
determining the cross-lingual KWS performance. We have also analyzed the
potential problems of the current acoustic model, and in order to improve the
cross-lingual KWS in the future, it is essential for us to unify the phoneme
sets (IPA) across the languages, train a context-independent acoustic model
and evaluate on more keywords.
Chapter 6 reports our infant-parent spoken interaction corpus with man-
ual coding for infant emotional outbursts. We developed the algorithms,
including LDA on prosodic and spectral features, as well as CNN-HMM on
filterbank features, to automatically code the infant emotional outbursts.
Human labelers achieve much higher rates of intercoder agreement for some
of these categories than for others. LDA achieves better accuracy on to-
kens that have been coded by two human labelers than on tokens that have
been coded by only one labeler, suggesting that the acoustic and contextual
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features being used by human labelers are not yet available to the LDA.
CNN-HMM achieves better accuracy than LDA, but worse F- score, because
it over-weights the prior. In the future, we need to come up with more re-
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