Abstract Murota (1995) introduced an M-convex function as a quantitative generalization of the set of integral vectors in an integral base polyhedron as well as an extension of valuated matroid over base polyhedron. Just as a base polyhedron can be transformed through a network, an M-convex function can be induced through a network. This paper gives a constructive proof for the induction of an M-convex function. The proof is based on the correctness of a simple algorithm, which nds an exchangeable element. We also analyze a behavior of induced functions when they take the value 01:
Introduction
In 1990, Dress{Wenzel introduced a valuated matroid as a quantitative generalization of a matroid [1, 2] . A valuated matroid is a pair of a matroid (E; B) and a function ! : B ! R which enjoys the following exchange property: (VM) Such a function ! is called a valuation of (E; B):
(B-EXC) 8x; y 2 B; 8u 2 E with x(u) > y(u); 9v 2 E with x(v) < y (v) such that x 0 u + v 2 B; y + u 0 v 2 B; where u 2 f0; 1g E is the characteristic vector of u 2 E. In contrast, an M-convex function f : Z E ! R [ f+1g satises, by denition, the following quantitative generalization of the simultaneous exchange property:
(M-EXC) 8x; y 2 B; 8u 2 E with x(u) > y(u); 9v 2 E with x(v) < y(v) such that f(x) + f (y) f(x 0 u + v ) + f(y + u 0 v ):
Here dom g denotes the set fx 2 Z E j g(x) < +1g for g : Z E ! R [ f61g: The property (M-EXC) implies (B-EXC) for dom f of such f: Note that a matroid valuation is nothing but an M-concave (the negative of M-convex) function f with dom f f0; 1g E :
The framework of M-convex function gives us a new understanding for the well-solvability of nonlinear discrete optimization problems, e.g., the convex cost ow problem, the nonlinear resource allocation problem (see [4, 5, 6, 7] ). An M-convex function enjoys nice properties such as the extendability to an ordinary convex function, the success of Fenchel-type duality and a (discrete) separation theorem, which convince us that the name \M-convex" is reasonable.
In the theory of (poly-)matroid, there have been considered several operations such as reduction, contraction, etc. (see [3] as a relevant reference). Above all, the induction by networks is one of the most powerful operations for matroids and base polyhedra and includes other operations as special cases. Recent works by Murota [5, 7] revealed that the network induction also applies to M-convex functions. We dene a function f : Z V 0 ! R [ f61g as follows:
inffcost(') j ' : feasible ow, (@') 0 = xg (9 feasible ow ' with (@') 0 = x); +1 (otherwise):
We have the following theorem, which is proved by Murota [5, Theorem 7.2] , [7, Theorem 4 .14] based on a characterization of M-convexity by minimizers and on an optimality condition for the generalized submodular ow problem [6] . The objective of this paper is to provide an alternative simpler proof of this theorem. Our proof is fairly straightforward and constructive, by establishing directly the condition The proof of this theorem is given in Section 3.
We also analyze a behavior of induced functions when they take the value 01: Compared with the case where f does not take 01; a behavior of f is not known yet when it takes 01. Exploiting Theorem 1.2 we show that such f takes 01 for any`interior' vector of dom f: 
Since the vertex set V 0 is nite, there is at least one vertex v appearing innitely in the sequence fv k g 1 k=1 : Thus, we have an inequality is a ow-base set. Assume to the contrary that v k 2 fv 1 ; 1 1 1 ; v k01 g and let i(< k) be the largest integer with v i = v k : Note that i k 0 2 and that v i ; v i+1 ; 1 1 1 ; v k01 are distinct. Since The above lemmas imply that the algorithm necessarily terminates in nite iterations and outputs the desired ow-base set, which concludes the proof of Theorem 1.2.
