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Abstract
This paper studies numerical integration (or cubature) over the unit sphere S2 ⊂ R3 for functions in
arbitrary Sobolev spaces Hs(S2), s > 1. We discuss sequences (Qm(n))n∈N of cubature rules, where (i) the
rule Qm(n) uses m(n) points and is assumed to integrate exactly all (spherical) polynomials of degree n
and (ii) the sequence (Qm(n)) satisﬁes a certain local regularity property. This local regularity property is
automatically satisﬁed if each Qm(n) has positive weights. It is shown that for functions in the unit ball
of the Sobolev space Hs(S2), s > 1, the worst-case cubature error has the order of convergence O(n−s ),
a result previously known only for the particular case s = 32 . The crucial step in the extension to general
s > 1 is a novel representation of
∑∞
=n+1( + 12 )−2s+1P(t), where P is the Legendre polynomial of
degree , in which the dominant term is a polynomial of degree n, which is therefore integrated exactly by
the rule Qm(n). The order of convergence O(n−s ) is optimal for sequences (Qm(n)) of cubature rules with
properties (i) and (ii) if Qm(n) uses m(n) = O(n2) points.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study numerical integration on the unit sphere S2 ⊂ R3,
S2 :=
{
(x, y, z) ∈ R3
∣∣∣ x2 + y2 + z2 = 1} .
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We are interested in sequences of m-point cubature rules (or numerical integration rules) of the
form
Qmf :=
m∑
j=1
wj f (xj ) (1)
for continuous functions f on the sphere S2, where the points xj , j = 1, . . . , m, and the weights
wj , j = 1, . . . , m, satisfy the condition
xj ∈ S2, wj ∈ R, j = 1, . . . , m. (2)
The cubature rule Qmf , given by (1), is an approximation of the integral
If :=
∫
S2
f (x) d(x)
of the continuous function f over the unit sphere S2. Here, d(x) is surface measure on S2, and∫
S2 d(x) = 4.
We also assume that the cubature rule Qm integrates exactly all (spherical) polynomials of
degree less than or equal to n, that is, m = m(n) and
Qmp = Ip, ∀p ∈ Pn, (3)
wherePn is the space of all spherical polynomials of degree at most n (that is,Pn is the restriction
to S2 of all polynomials on R3 of degree at most n).
For such a cubature rule, the worst-case (cubature) error in a Hilbert space H of continuous
functions on S2, with norm ‖ · ‖, is deﬁned by
E(Qm) := sup
f∈H, ‖f ‖1
|Qmf − If |.
The Hilbert spaces of interest in this paper are the Sobolev spaces Hs = Hs(S2) (or equivalent
spaces), where s > 1. Intuitively, the space Hs can be thought of as the space of all continuous
functions on S2 whose generalized (distributional) derivatives up to order s are square-integrable.
The spaces Hs with s > 1 are also reproducing kernel Hilbert spaces (see Section 2).
In this paper, we investigate the following question: Given a sequence of cubature rules
(Qm(n))n∈N, where Qm(n) is given by (1) and satisﬁes (2) and (3), how fast does the worst-case
error in Hs tend to zero as n goes to inﬁnity?
Assuming that the sequence of cubature rules also satisﬁes a certain local regularity property
(the property (R) in Section 4), we show that the worst-case error in Hs , s > 1, is of the optimal
order O(n−s) as n → ∞ (see Theorem 5).
This result is an extension of a result in [4], where we showed that the worst-case error in
H 3/2 of a sequence of cubature rules (Qm(n)), with the properties mentioned above, is of order
O(n−3/2). The key to the extension to general s > 1 is a novel representation of the tail of the
inﬁnite series
∑
(+ 12 )−2s+1P(t) (see Lemma 7). In [4], we proved an equivalent representation
by exploiting the classical Christoffel–Darboux formula. That proof in [4] does not extend in an
obvious way to general s > 1. For the general situation, we have used our previous knowledge to
conjecture an appropriate generalization of the representation of the tail of the series, which we
then verify in the proof of Lemma 7.
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That the orderO(n−s)of theworst-case error is optimal follows fromamatching lower boundon
the worst-case error: In [3], we showed that the worst-case cubature error of any m-point cubature
rule has a lower bound of the order O(m−s/2). For a sequence (Qm(n)) of cubature rules Qm(n)
with the properties discussed above and the additional property that Qm(n) uses m(n) = O(n2)
points, the order O(n−s) of the worst-case error becomes O(m−s/2) which coincides with the
lower bound, hence making both order optimal.
Examples of sequences of cubature rules that satisfy the assumptions under which our result is
valid were discussed in [4] (see also the literature quoted in [4], and the publications [1,6,8,13]),
and the examples will not be repeated here. We just mention that from a result of Reimer [10] all
sequences of cubature ruleswith positiveweights andwith the exactness property (3) automatically
have the local regularity property (R), and possess therefore the order of convergence O(n−s) for
functions in Hs .
2. Preliminaries
Let L2 = L2(S2) denote the space of square-integrable functions on S2, that is, the set of
measurable functions f on S2 for which
‖f ‖L2 :=
( ∫
S2
|f (x)|2 d(x)
)1/2
< ∞.
It is well known that L2 is a Hilbert space with the inner product
(f, g)L2 :=
∫
S2
f (x) g(x) d(x), f, g ∈ L2.
On the unit sphere S2 in R3, for  ∈ N0 let
{Yk | k = 1, . . . , 2 + 1} ⊂ P (4)
be a complete orthonormal set (with respect to (·, ·)L2 ) of (real) spherical harmonics of exact
degree . The addition theorem (see [2,7,9]),
2+1∑
k=1
Yk(x) Yk(y) = 2 + 14 P(x · y), x, y ∈ S
2, (5)
where x · y denotes the Euclidean inner product in R3, links the spherical harmonics of exact
degree  to the Legendre polynomial P of degree . The union of the sets (4) for all  ∈ N0 is a
complete orthonormal system in the Hilbert space L2. Thus, a function f ∈ L2 can be expanded,
in the L2-sense, into its Fourier (or Laplace) series (with respect to the spherical harmonics)
f (x) =
∞∑
=0
2+1∑
k=1
fˆk Yk(x),
where
fˆk :=
∫
S2
f (x) Yk(x) d(x).
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After these preparations, we can introduce the Sobolev spaces Hs = Hs(S2), where s0. The
Sobolev space Hs is the closure of the set of all spherical polynomials,
⋃∞
=0 P, with respect to
the norm
‖f ‖s :=
( ∞∑
=0
2+1∑
k=1
(
 + 12
)2s
fˆ 2k
)1/2
.
The space Hs is a Hilbert space, with inner product
(f, g)s :=
∞∑
=0
2+1∑
k=1
(
 + 12
)2s
fˆk gˆk, f, g ∈ Hs.
Obviously, H 0 = L2.
For s > 1, Hs is a reproducing kernel Hilbert space; that is to say there exists a kernel
Ks : S2 × S2 → R, with the following properties: (i) Ks(x, y) = Ks(y, x) for all x, y ∈ S2,
(ii) Ks(·, x) ∈ Hs for all ﬁxed x ∈ S2, and (iii) the reproducing property
(f,Ks(·, x))s = f (x) ∀f ∈ Hs, ∀x ∈ S2.
Note that this implies that point evaluation is a bounded linear functional on Hs , for s > 1. The
reproducing kernel Ks in Hs is given by
Ks(x, y) =
∞∑
=0
2+1∑
k=1
(
 + 12
)−2s
Yk(x) Yk(y)
= 1
2
∞∑
=0
(
 + 12
)−2s+1
P(x · y), x, y ∈ S2, (6)
where we have used the addition theorem (5) to get the second representation of Ks . It is easily
checked that Ks , deﬁned by (6), has the desired properties. The reproducing kernel Ks is contin-
uous on S2 × S2. Furthermore, Hs with s > 1 is embedded into the space C(S2) of continuous
functions on S2, that is, there exists a constant c > 0 such that
sup
x∈S2
|f (x)|c ‖f ‖s ∀f ∈ Hs.
(Throughout this paper c denotes a generic constant which may take different values in different
places. If we want to stress that a generic constant depends on s > 1 we will also write cs instead
of c, where again cs may take different values in different places. The constants c0, c1, c2, . . .
later in the paper are constants with ﬁxed values.)
For more background material about functions on the sphere S2 we refer the reader to [2,7,9].
3. The worst-case error in a reproducing kernel Hilbert space setting
Let H be a reproducing kernel Hilbert space of continuous functions on S2, with inner product
(·, ·), norm ‖ · ‖, and reproducing kernel K. We also assume that H can be embedded into C(S2),
that is, there exists a constant c such that supx∈S2 |f (x)|c ‖f ‖ for all functions f ∈ H . The
worst-case error in H of a cubature rule
Qmf :=
m∑
j=1
wj f (xj ),
122 K. Hesse, I.H. Sloan / Journal of Approximation Theory 141 (2006) 118–133
where x1, . . . , xm ∈ S2 and w1, . . . , wm ∈ R, is given by
E(Qm) := sup
f∈H, ‖f ‖1
|Qmf − If |.
Because point evaluation and the integral I are bounded linear functionals on the reproducing
kernel Hilbert space H, we obtain, as in [4],
E(Qm) = sup
f∈H, ‖f ‖1
∣∣∣∣∣∣
⎛
⎝f, m∑
j=1
wj K(·, xj ) −
∫
S2
K(·, y) d(y)
⎞
⎠
∣∣∣∣∣∣
=
∥∥∥∥∥∥
m∑
j=1
wj K(·, xj ) −
∫
S2
K(·, y) d(y)
∥∥∥∥∥∥
=
⎛
⎝ m∑
i=1
m∑
j=1
wi wj K(xi , xj ) − 2
m∑
i=1
wi
∫
S2
K(xi , y) d(y)
+
∫
S2
∫
S2
K(z, y) d(y) d(z)
)1/2
, (7)
where we have used the reproducing property of K.
4. Estimate of the worst-case error of cubature in Hs
Now, we discuss the (sequence of) worst-case errors Es(Qm(n)) of an inﬁnite sequence of
cubature rules (Qm(n)) for the particular Hilbert space Hs , s > 1, starting from the formula (7)
with K replaced by Ks . The expression can be simpliﬁed on recalling that Qm(n) satisﬁes (3), that
is, that Qm(n) integrates exactly polynomials in Pn, since for n we have with m = m(n)
m∑
i=1
m∑
j=1
wi wj P(xi · xj ) =
m∑
i=1
wi
∫
S2
P(xi · y) d(y)
=
{
0 if  ∈ {1, . . . , n},
(4)2 if  = 0, (8)
where we used
m∑
i=1
wi = 4 (9)
(because constant functions are integrated exactly). Observing also that∫
S2
Ks(z, y) d(y) = 22s , (10)
we obtain from (6) to (10) a simpliﬁed representation for the worst-case error,
Es(Qm(n)) =
⎛
⎝ m∑
i=1
m∑
j=1
wi wj K
(n+1)
s (xi , xj )
⎞
⎠
1/2
,
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where m = m(n), and
K(n+1)s (x, y) :=
1
2
∞∑
=n+1
(
 + 12
)−2s+1
P(x · y), x, y ∈ S2. (11)
For brevity, we will from now on always write m instead of m(n) for the number of points of the
cubature rule Qm(n) without further mentioning, unless m = m(n) occurs as the index of the rule
itself.
Beforewe can present themain result of this paper,Theorem5,we need somemore terminology.
Deﬁnition 1. For each point x ∈ S2, let S(x, r) denote the (closed) spherical cap with axis x and
angular radius r, that is,
S(x, r) :=
{
y ∈ S2
∣∣∣ cos−1(x · y)r} .
The surface area of S(x, r) is denoted by |S(x, r)|.
The following lemma and its corollary below were proved in [4], following ideas from [11].
Lemma 2. Let Qm be a cubature rule on S2, with points xj ∈ S2 and weights wj ∈ R,
j = 1, . . . , m. Assume that there exists an angular radius r0 ∈ (0, ] and a constant c > 0
such that for all x ∈ S2
m∑
j=1,
xj∈S(x,r0)
|wj |c |S(x, r0)|.
Then for all r ∈ [r0, ] and for all x ∈ S2
m∑
j=1,
xj∈S(x,r)
|wj |
(
1 + 3
2
4
)
c |S(x, r)|. (12)
In particular, for r = , (12) implies that
m∑
j=1
|wj |4
(
1 + 3
2
4
)
c. (13)
Corollary 3. Let the assumptions be the same as in Lemma 2, with r0 ∈ (0, 2 ]. Then for every
spherical cap S(x, r) of angular radius r0r 2
m∑
j=1,
xj∈S(x,r)
|wj |2
(
1 + 3
2
4
)
c (sin r)2. (14)
As in [4], we shall require our sequence of cubature rules to have a certain regularity property.
Deﬁnition 4 (Property (R)). A sequence of cubature rules (Qm(n)) is said to have the property (R),
or to be ‘quadrature regular’, if there exist positive constants c0 and c1 independent of n with
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c1 2 , such that for all n1 the points xj and the weights wj , j = 1, . . . , m, of Qm(n)
satisfy
m∑
j=1,
xj∈S(x, c1n )
|wj |c0
∣∣∣S(x, c1
n
)∣∣∣ ∀x ∈ S2.
We observe that for a sequence of cubature rules (Qm(n)) with the property (R), each Qm(n)
satisﬁes the assumptions of Lemma 2 with the angular radius r0 = c1n and the constant c = c0.
This is crucial for the proof of Theorem 5.
Theorem 5. Let (Qm(n)) be an inﬁnite sequence of cubature rules on S2,whereQm(n) is anm(n)-
point rule satisfying Qm(n)p = Ip for all p ∈ Pn. Assume further that the sequence (Qm(n)) has
the property (R). Then for each s > 1 there exists a positive constant cs such that
Es(Qm(n))cs n−s ∀n1. (15)
The positive constant cs depends only on s and the positive constants c0 and c1 from the
property (R).
In particular, any inﬁnite sequence of positiveweight cubature rules (Qm(n)), withQm(n)p = Ip
for all p ∈ Pn, satisﬁes the conditions of Theorem 5. This is due to the fact (shown by Reimer
in [10, Lemma 1]) that for any sequence (Qm(n)) of positive weight cubature rules Qm(n), where
Qm(n) satisﬁes Qm(n)p = Ip for all p ∈ Pn, the property (R) holds automatically with universal
constants c0 and c1. The constant cs in (15) is then independent of the particular sequence of
positive weight cubature rules. We formulate this result as a corollary.
Corollary 6. For each s > 1, there exists a positive constant cs (depending only on s) such that
for any positive weight m(n)-point cubature rule Qm(n), with Qm(n)p = Ip for all p ∈ Pn, the
worst-case cubature error in Hs satisﬁes
Es(Qm(n))cs n−s .
Theorem 5 was proved in [4] for the speciﬁc case of s = 32 . The proof of the general result
makes use of the two lemmas and the corollary below. The second lemma (Lemma 11) is rather
easy to verify and has been proved in [4]. The ﬁrst lemma (Lemma 7) is far from trivial; its proof
and that of the following corollary will be given in Section 5.
In the next two lemmas and the corollary P (,) denotes the Jacobi polynomial of indices
,  > −1 and of degree  (see [14, Chapters II, 2.4, and IV]). The Jacobi polynomials of (ﬁxed)
indices ,  > −1 satisfy the orthogonality relation
∫ 1
−1
P
(,)
 (t) P
(,)
m (t) (1 − t) (1 + t) dt = 0 ∀m,  ∈ N0 with  = m.
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The particular Jacobi polynomial P (1,0) has the following properties:
(1) |P (1,0) (t)|P (1,0) (1) =  + 1 for all t ∈ [−1, 1],
(2) P (1,0) (−1) = (−1),
(3) ∫ 1−1 P (1,0) (t) dt = 2+1 .
The ﬁrst lemma yields a different representation of the kernel K(n+1)s (deﬁned in (11)). This
representation is a key ingredient to the proof of Theorem 5.
Lemma 7. For s > 1 and n0, we have pointwise for all t, with −1 t < 1,
1
2
∞∑
=n+1
(
 + 12
)−2s+1
P(t)
= − 2
2s−2

(n + 1)
(2n + 1)2s P
(1,0)
n (t)
+ 2
2s−2

(
(n + 1)
(2n + 1)2s −
(n + 1)
(2n + 3)2s
)
Pn(t)
1 − t
+ 2
2s−2

1
1 − t
∞∑
=n+1
(
1
(2 + 1)2s−1 −
( + 1)
(2 + 3)2s −

(2 − 1)2s
)
P(t). (16)
Remark 8. For the proof in [4] of a lemma equivalent to Lemma 7 for the special case s = 32 we
exploited a closed-form expression for a closely related sum, namely
2

∞∑
=0
1
(2 − 1)(2 + 3) P(t) = −
√
2
2
(1 − t)1/2, (17)
together with the Christoffel–Darboux formula for the partial sum. Expressions analogous to (17)
are not known to us for general s > 1, and the proof of Lemma 7 in Section 5 is quite different
to that in [4].
Corollary 9. Let s > 1. There exists a positive constant cs such that for all n ∈ N0 and for any
two points x, y ∈ S2, where x · y = cos  with 0 <  < ,∣∣∣∣K(n+1)s (x, y) + 22s−2 (n + 1)(2n + 1)2s P (1,0)n (cos )
∣∣∣∣ cs n−2s−1/2 (sin )−5/2. (18)
Furthermore, for ﬁxed x, y
K(n+1)s (x, y) = n−2s+1/2 Dn() + O(n−2s−1/2), (19)
where
lim
n→∞ sup |Dn()| > 0.
Remark 10. The ﬁrst term on the right-hand side of (16) is a polynomial of degree n, and (18)
and (19) in Corollary 9 show that for ﬁxed t ∈ (−1, 1) it is of exactly the order O(n−2s+1/2).
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As we want to prove that E2s (Qm(n)) = O(n−2s), this term as it stands is not of good enough
order. However, its order is improved by the application of the double cubature sum in
E2s (Qm(n)) =
m∑
i=1
m∑
j=1
wi wj K
(n+1)
s (xi · xj ), (20)
because the Jacobi polynomialP (1,0)n (xi ·xj ), as a spherical polynomial of degree n in the variable
xj , is integrated exactly by Qm(n). As shown by the next lemma, this yields the desired order in
n for this term.
Lemma 11. Let n1, and assume that Qm is an m-point cubature rule, with points xj ∈ S2 and
weights wj ∈ R, j = 1, . . . , m, satisfying Qmp = Ip for all p ∈ Pn. Then
m∑
i=1
m∑
j=1
wi wj P
(1,0)
n (xi · xj ) =
162
n + 1 .
The proof of Lemma 11 was given in [4].
Proof of Theorem 5. The argumentation follows closely the proof of the corresponding theorem
for the special case s = 32 in [4].
In order to apply Lemma 11, we rewrite (20), using (11) and (16), as
E2s (Qm(n)) =
m∑
i=1
m∑
j=1
wi wj
(
− 2
2s−2

)
(n + 1)
(2n + 1)2s P
(1,0)
n (xi · xj )
+
m∑
i=1
m∑
j=1
wi wj kn(xi , xj ), (21)
where for x, y ∈ S2
kn(x, y) := K(n+1)s (x, y) +
22s−2

(n + 1)
(2n + 1)2s P
(1,0)
n (x · y). (22)
Application of Lemma 11 in (21) yields
E2s (Qm(n)) = −
22s+2
(2n + 1)2s +
m∑
i=1
m∑
j=1
wi wj kn(xi , xj ). (23)
The ﬁrst term is obviously of the desired order O(n−2s). We split the remainder as follows:
m∑
i=1
m∑
j=1
wi wj kn(xi , xj ) = A+ + A−, (24)
where
A± :=
m∑
i=1
wi
m∑
j=1,
xj∈H±i
wj kn(xi , xj ),
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and where for i = 1, . . . , m
H+i :=
{
x ∈ S2
∣∣∣ xi · x0} ,
H−i := S2 \ H+i .
In words, for each i ∈ {1, . . . , m} we divide the sphere S2 into an upper hemisphere H+i
with ‘north pole’ xi and a lower hemisphere H−i , and with the equator assigned to H
+
i . From
Corollary 9, we have for x · y = cos , with  ∈ (0, ),
|kn(x, y)|cs n−2s−1/2 (sin )−5/2, (25)
which has a singularity at  = 0 and . We therefore split each hemisphere H±i further, into a
small spherical cap S(± xi , c1n ) around the pole and a remainder. Thus, we obtain
A± = D± + R±, (26)
where
D± :=
m∑
i=1
wi
m∑
j=1,
xj∈S(±xi , c1n )∩H±i
wj kn(xi , xj ),
R± :=
m∑
i=1
wi
m∑
j=1,
xj∈H±i \S(±xi , c1n )
wj kn(xi , xj ).
Note that the constant c1 is the ﬁxed positive constant c1 from the property (R).
To deal with D±, we do not use the estimate (25), but estimate the supremum of (22) (see also
(11)) directly, to obtain
|kn(x, y)|  12
∞∑
=n+1
(
 + 12
)−2s+1 |P(x · y)|
+ 2
2s−2

(n + 1)
(2n + 1)2s |P
(1,0)
n (x · y)|, x, y ∈ S2.
Applying the estimates |P(t)|1 for all t ∈ [−1, 1] and |P (1,0) (t)|(+ 1) for all t ∈ [−1, 1],
we get
|kn(x, y)| 12
∞∑
=n+1
(
 + 12
)−2s+1 + 22s−2

(n + 1)2
(2n + 1)2s cs n
−2s+2.
This yields
|D±| 
m∑
i=1
|wi |
m∑
j=1,
xj∈S(±xi , c1n )
|wj | |kn(xi , xj )|
 cs n−2s+2
m∑
i=1
|wi |
m∑
j=1,
xj∈S(±xi , c1n )
|wj |.
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Due to the property (R), (13), and∣∣∣S (x, c1
n
)∣∣∣ = 2 (1 − cos c1
n
)
= 4
(
sin
c1
2n
)2
 c
2
1
n2
∀x ∈ S2,
we obtain
|D±|  cs n−2s+2
m∑
i=1
|wi | c0
∣∣∣S (±xi , c1
n
)∣∣∣
 csc0c21 n−2s
(
m∑
i=1
|wi |
)
 42csc0c21c2 n−2s ,
where c2 := (1 + 324 )c0, and c0 is the positive constant from the property (R). Thus
|D±|cs n−2s , (27)
with a positive constant cs that depends on s and on the constants c0 and c1 from the
property (R).
Finally, we estimate R± by using the estimate for kn given by (25), to obtain
|R±|cs n−2s−1/2
m∑
i=1
|wi |
m∑
j=1,
xj∈H±i \S(±xi , c1n )
|wj | (sin ±ij )−5/2, (28)
where ±ij := cos−1(±xi · xj ), ±ij ∈ (0, ). Note that, applying (25) to obtain (28), we have
made use of the fact that sin +ij = sin −ij . All the angles ±ij that occur in (28) are now in ( c1n , 2 ].
Analogously to Reimer [10], we deﬁne for i = 1, . . . , m
g±i () :=
m∑
j=1,
xj∈(H±i \S(±xi , c1n ))∩S(±xi ,)
|wj |,  ∈
[c1
n
,

2
]
.
Thus, g±i () sums up the absolute values of the weights wj whose points xj satisfy the condition
cos−1(±xi · xj ) ∈ ( c1n , ] (except for the case  = 2 and H−i , where the half open interval has to
be replaced by the open interval). The function g±i is a step function andmonotonically increasing,
and therefore of bounded variation on [ c1
n
, 2 ]. It vanishes at  = c1n . Furthermore, deﬁne
f () := (sin )−5/2,  ∈
[c1
n
,

2
]
.
The function f is continuous, monotonically decreasing and also of bounded variation. Therefore,
we can rewrite the inner sum in (28) as a Riemann–Stieltjes integral (see [5, Chapter X]),
m∑
j=1,
xj∈H±i \S(±xi , c1n )
|wj | (sin ±ij )−5/2
=
∫ /2
c1/n
f () dg±i ()
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= f
(
2
)
g±i
(
2
)
− f
(c1
n
)
g±i
(c1
n
)
−
∫ /2
c1/n
g±i () df ()
= g±i
(
2
)
+ 5
2
∫ /2
c1/n
g±i () (sin )
−7/2 cos  d, (29)
where we have used integration by parts.
The estimate (14) in Corollary 3 yields an estimate of g±i (),
|g±i ()|
m∑
j=1,
xj∈S(±xi ,)
|wj |2c2 (sin )2,  ∈
[
c1
n
, 2
]
. (30)
Thus, we obtain from (28), using (29), (30), and (13),
|R±|  cs n−2s−1/2
(
m∑
i=1
|wi |
)
2c2
(
1 + 5
2
∫ /2
c1/n
cos 
(sin )3/2
d
)
= 2csc2 n−2s−1/2
(
m∑
i=1
|wi |
)(
1 − 5
[
(sin )−1/2
]/2
c1/n
)
 2csc2 n−2s−1/2 (4c2)
(
−4 + 5
(
sin
c1
n
)−1/2)
.
Because sin  2 for  ∈ [0, 2 ] we get
|R±|cs n−2s , (31)
with a positive constant cs that depends on s and the positive constants c0 and c1 from the
property (R).
The combination of (23), (24), (26), (27), and (31) yields the desired estimate
E2s (Qm(n))cs n−2s ,
with a positive constant cs which depends on s > 1 and the positive constants c0 and c1 from the
regularity property (R). 
5. Proof of Lemma 7 and Corollary 9
Proof of Lemma 7. We prove that for all t ∈ [−1, 1] pointwise
1
2
∞∑
=n+1
(
 + 12
)−2s+1
(1 − t) P(t)
= − 2
2s−2

(n + 1)
(2n + 1)2s (1 − t) P
(1,0)
n (t)
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+ 2
2s−2

(
(n + 1)
(2n + 1)2s −
(n + 1)
(2n + 3)2s
)
Pn(t)
+ 2
2s−2

∞∑
=n+1
(
1
(2 + 1)2s−1 −
( + 1)
(2 + 3)2s −

(2 − 1)2s
)
P(t), (32)
after which (16) follows on division by (1 − t).
We observe that all the series in (32), both on the left-hand and on the right-hand side, are
absolutely and uniformly convergent on [−1, 1] because |P(t)|1 for all t ∈ [−1, 1] and
∞∑
=n+1
1
2s−1
< ∞ for all s > 1.
We will show that the equality in (32) holds uniformly on [−1, 1].
From the recurrence relation for Legendre polynomials (see [2, (3.2.23)] or [14, (4.5.1)]), we
have for all t ∈ [−1, 1] and 1
t P(t) = 
(2 + 1) P−1(t) +
( + 1)
(2 + 1) P+1(t),
thus we can write the left-hand side in (32) as
1
2
∞∑
=n+1
(
 + 12
)−2s+1
(1 − t) P(t)
= 1
2
∞∑
=n+1
(
 + 12
)−2s+1
P(t)
− 1
2
∞∑
=n+1

(2 + 1)( + 12 )2s−1
P−1(t)
− 1
2
∞∑
=n+1
( + 1)
(2 + 1)( + 12 )2s−1
P+1(t)
= 2
2s−2

( ∞∑
=n+1
(2 + 1)−2s+1 P(t) −
∞∑
=n
( + 1)
(2 + 3)2s P(t)
−
∞∑
=n+2

(2 − 1)2s P(t)
)
. (33)
All equalities in (33) are valid uniformly on [−1, 1]. Now, we combine the three series in the last
line of (33) and determine the coefﬁcients of P,  > n.
1
2
∞∑
=n+1
(
 + 12
)−2s+1
(1 − t) P(t)
= 2
2s−2

(
− (n + 1)
(2n + 3)2s Pn(t) +
(
1
(2n + 3)2s−1 −
(n + 2)
(2n + 5)2s
)
Pn+1(t)
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+
∞∑
=n+2
(
1
(2 + 1)2s−1 −
( + 1)
(2 + 3)2s −

(2 − 1)2s
)
P(t)
)
= 2
2s−2

(
− (n + 1)
(2n + 3)2s Pn(t) +
(n + 1)
(2n + 1)2s Pn+1(t)
+
∞∑
=n+1
(
1
(2 + 1)2s−1 −
( + 1)
(2 + 3)2s −

(2 − 1)2s
)
P(t)
)
. (34)
Again all equalities are valid uniformly on [−1, 1]. The desired result (32) now follows from (see
[14, (4.5.4)])
(1 − t) P (1,0)n (t) = Pn(t) − Pn+1(t), t ∈ [−1, 1],
which can also be easily veriﬁed with the help of Rodrigues’ formula (see [14, (4.3.1)]). This
concludes the proof. 
Proof of Corollary 9. Using (11) and Lemma 7 we obtain∣∣∣∣K(n+1)s (x, y) + 22s−2 (n + 1)(2n + 1)2s P (1,0)n (cos )
∣∣∣∣
 2
2s−2

( ∣∣∣∣ (n + 1)(2n + 1)2s − (n + 1)(2n + 3)2s
∣∣∣∣ |Pn(cos )||1 − cos |
+
∞∑
=n+1
∣∣∣∣ (2 + 1)(2 + 1)2s − ( + 1)(2 + 3)2s − (2 − 1)2s
∣∣∣∣ |P(cos )||1 − cos |
)
. (35)
First, we discuss the coefﬁcients. By the mean value theorem∣∣∣∣ (n + 1)(2n + 1)2s − (n + 1)(2n + 3)2s
∣∣∣∣  2 (n + 1) sup
t∈[2n+1,2n+3]
∣∣∣∣ −2st2s+1
∣∣∣∣
= 4s (n + 1)
(2n + 1)2s+1 . (36)
We estimate∣∣∣∣ (2 + 1)(2 + 1)2s − ( + 1)(2 + 3)2s − (2 − 1)2s
∣∣∣∣

∣∣∣∣ 1(2 + 1)2s − 1(2 + 3)2s
∣∣∣∣
+ 
∣∣∣∣ 2(2 + 1)2s − 1(2 + 3)2s − 1(2 − 1)2s
∣∣∣∣ , (37)
and use the mean value theorem to estimate both terms on the right-hand side. Thus
∣∣∣∣ 1(2 + 1)2s − 1(2 + 3)2s
∣∣∣∣ 2 sup
t∈[2+1,2+3]
∣∣∣∣ −2st2s+1
∣∣∣∣ = 4s(2 + 1)2s+1 , (38)
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and by the mean value theorem there exist numbers  ∈ (2−1, 2+1) and  ∈ (2+1, 2+3)
such that∣∣∣∣ 2(2 + 1)2s − 1(2 + 3)2s − 1(2 − 1)2s
∣∣∣∣ =
∣∣∣∣ (−4s)2s+1 −
(−4s)
2s+1
∣∣∣∣
 4s sup
t∈[,]
∣∣∣∣−(2s + 1)t2s+2
∣∣∣∣ (− )
 16s(2s + 1)
(2 − 1)2s+2 , (39)
where we have applied the mean value theorem again in the second step.
Using (36)–(39), and the estimates
(1 − cos )−1 = (sin )−2 (1 + cos )2 (sin )−2
and
|P(cos )| (sin )1/2 <
(
2

)1/2
−1/2,  ∈ [0, ],
(see [14, (7.3.8)]), we obtain from (35)∣∣∣∣K(n+1)s (x, y) + 22s−2 (n + 1)(2n + 1)2s P (1,0)n (cos )
∣∣∣∣
 2
2s+3/2s
3/2
(n + 1)
(2n + 1)2s+1 n1/2 (sin )
−5/2
+ 2
2s+3/2s
3/2
( ∞∑
=n+1
(
1
(2 + 1)2s+1 +
4(2s + 1) 
(2 − 1)2s+2
)
1
1/2
)
(sin )−5/2
cs n−2s−1/2(sin )−5/2,
where cs is independent of n, and depends only on s.
It follows that for ﬁxed x, y ∈ S2 with x = y and x = −y
K(n+1)s (x, y) = −
22s−2

(n + 1)
(2n + 1)2s P
(1,0)
n (cos ) + O(n−2s−1/2).
Darboux’s asymptotic formula (see [14, Theorem 8.21.8]) yields for a ﬁxed  ∈ (0, )
P (1,0)n (cos )
= −1/2 n−1/2
(
sin

2
)−3/2 (
cos

2
)−1/2
cos
(
(n + 1)− 3
4

)
+ O(n−3/2).
This implies (19) with
Dn() := − 143/2
(
sin

2
)−3/2 (
cos

2
)−1/2
cos
(
(n + 1)− 3
4

)
,
which completes the proof. 
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