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ABSTRACT
Xue Li. M.S. Egr Department of Electrical Engineering, Wright State University, 2008. A Novel
Accurate Approximation Method of Lognormal Sum Random Variables
Sums of lognormal random variables occur in many problems in wireless communications due
to large-scale signal shadowing from multiple transmitters. With the emerging of cognitive radio
technology, accurate analysis of interferences from multiple primary users and multiple secondary
users is required. Such interferences are well modeled by the lognormal sum distribution. The
lognormal sum distribution is known to have no close-form and is difficult to compute numerically.
Several approximations to the lognormal sum distribution have been proposed and employed in
literature. However, these approximation methods are not without their drawbacks. Some widely
used approximation methods are not accurate at the lower region, while some other approximation
methods require the CDF (cumulative distribution function) curve from the Monte Carlo Simulation
which is very computational demanding. In this master’s thesis, we propose a novel approximation
method, namely the Log Skew Normal (LSN) approximation, to accurately model the sum of M
lognormal distributed random variables. The LSN approximation has good accuracy in the entire
PDF (probability density function) region, especially in the lower PDF region. Furthermore, the
proposed LSN approximation does not require the CDF curve. The close-form PDF of the resulting
LSN random variable (RV) is presented and its parameters derived from those of the M individual
lognormal RVs by using the moment matching technique. Simulation results on the CDF of sum
of M lognormal random variables in different conditions are used as reference curves to compare
various approximation techniques. Simulation results confirm that the proposed LSN approximation
provides better accuracy over a wide CDF range with no computational complexity increase.
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1
Introduction
1.1 Cognitive Radio
With an ever increasing demand for higher data rates, coupled with an increase in new applications
and the number of users, spectrum crowding and congestion continue to increase. At first glance
by looking at the FCC’s fully allocated spectrum chart it seems like there is a spectrum scarcity.
Recent studies have suggested that spectrum congestion is mainly due to the inefficient use of the
spectrum rather than its scarcity. Two terminologies, namely Dynamic Spectrum Access (DSA)
and Cognitive Radio (CR), are used within the research community in the context of improving
spectrum efficiency by harnessing unused spectrum holes by primary users.
Cognitive radio is a paradigm for wireless communication in which either a network or a wireless
node changes its transmission or reception parameters to communicate efficiently avoiding inter-
ference with licensed or unlicensed users. This alteration of parameters is based on the active
monitoring of several factors in the external and internal radio environment, such as radio frequency
spectrum, user behavior and network state.
The concept of cognitive radio was first presented officially in an article by Joseph Mitola III and
Gerald Q. Maguire, Jr in 1999 [1]. It was a novel approach in wireless communications that Mitola
later described as:
The point in which wireless personal digital assistants (PDAs) and the related networks are
sufficiently computationally intelligent about radio resources and related computer-to-computer com-
munications to detect user communications needs as a function of use context, and to provide radio
resources and wireless services most appropriate to those needs.
It has been found by regulatory bodies in various countries (including the Federal Communica-
tions Commission in the United States, and Ofcom in the United Kingdom) that most of the radio
frequency spectrum was inefficiently utilized[2]. For example, cellular network bands are overloaded
1
1.2. MOTIVATION 2
in most parts of the world, but amateur radio and paging frequencies are not. Independent stud-
ies performed in some countries also confirmed this observation[3][4], and concluded that spectrum
utilization depends strongly on time and place. Moreover, fixed spectrum allocation prevents rarely
used frequencies (those assigned to specific services) from being used by unlicensed users, even when
their transmissions would not interfere with the assigned service at all. This was the reason for
allowing unlicensed users to utilize licensed bands whenever it would not cause any interference (by
avoiding them whenever legitimate user presence is sensed). This paradigm for wireless communi-
cation is known as cognitive radio. Cognitive radio has been considered as an ideal goal towards
which a software-defined radio platform should evolve: a fully reconfigurable wireless black-box that
automatically changes its communication variables in response to network and user demands.
In Cognitive Radio, the interferences from the primary users and from other secondary users are
well modeled by the lognormal distribution, since the microwave signal from those primary and sec-
ondary users experiences lognormal shadowing of the wireless communication environment. With
the existence of numerous secondary users (and primary users) in the same frequency band, the
accumulated interference will follow a lognormal sum distribution (the sum of multiple lognormal
random variables). Hence, to accurately perform coexistence analysis and predict the performance
of cognitive radio in a realistic environment, it is highly desired to generate lognormal sum random
variables with high accuracy and easy implementation. However, the lognormal sum random vari-
ables are known to have no close-form Cumulative distribution function (CDF), and approximation
methods have been proposed to approximate them.
1.2 Motivation
The approximation of lognormal sum random variables have been an long standing research topic in
the wireless communication community before the emerging of cognitive radio technology [5] - [10].
Two other examples besides cognitive radio are the analysis of co-channel interference in cellular
mobile systems and the computation of outage probabilities. It is difficult to estimate the entire
sum of lognormal distributions because no close-form expression can be found. The well-known
approach for obtaining the probability distribution of a sum of independent random variables uses
the characteristic function (CF). This approach is totally general because the probability density
function (PDF) of a sum of independent RV’s has a CF equal to the product of the CFs of the
summands [18]. However, the CF of a lognormal RV is not known. Moreover, numerical integration
is difficult due to the oscillatory integrand and the slow decay rate of the tail of the lognormal density
function [7], [19].
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Several approximation solutions to the probability distribution of a sum of independent lognormal
RV’s have been reported, including Wilkinson’s [5], Schwartz-Yeh’s [5], and Farley’s [5] methods,
Minimax Approximation[11] [12] , LS approximation by quadratic functions (LSQ) [13] [14], Type
IV Pearson Approximation [15] [16], Log Shifted Gamma Approximation (LSG) [17]. Different
approaches have their own strengths and weaknesses to describe the sum of lognormal distributions.
Depending on the applications, the approach of computation must be chosen wisely to get accurate
estimation of certain range of the distribution, especially for independent lognormal distributions.
It would be nice if we can have a method that works accurately for the entire distribution and under
various conditions.
1.3 Thesis Outline
The rest of the thesis is organized as follows.
Chapter 2 is a description of sum of lognormal random variables and the model of the lognor-
mal sum distribution, and an introduction to an important representation of the lognormal sum
distribution, namely the “Lognormal Probability Paper”.
Chapter 3 reviews existing approximation methods. We provide description, detail computations,
and performance comparison of these methods.
Chapter 4 explains the novel proposed approximation method, namely LSN. We provide the
close-form of the LSN approximation, derivation of the parameters calculation algorithm, and per-
formance comparisons with other approximations. Numerical results confirm the high accuracy and
performance of this novel approximation method.
Chapter 5 summaries the thesis and provides a few future research topics.
2
Sum of Lognormal Random
Variables
This chapter describes the sum of lognormal random variable’s and the model of the lognormal
sum distribution. We also provide an introduction to an important representation of lognormal and
lognormal sum distribution, namely the “Lognormal Probability Paper”. “Lognormal Probability
Paper” is a kind of scale paper like “Log-Scale”, which is used to show the CDF of one Lognormal
RV to be a straight line.
2.1 Lognormal Random Variables
In probability and statistics, the log-normal distribution is the single-tailed probability distribution
of any random variable whose logarithm is normally distributed. If X is a random variable with a
normal distribution, then Y = exp(X) has a log-normal distribution; likewise, if Y is log-normally
distributed, then ln(Y ) is normally distributed.
A random variable might be modeled as log-normal if it can be considered as the multiplicative
product of many small independent factors. For example, the long-term return rate on a stock
investment can be considered to be the product of the daily return rates. In wireless communication,
the attenuation caused by shadowing or slow fading from random objects is often assumed to be
log-normally distributed.
Given X, a Gaussian random variable with mean µX and variance σ2X , L = e
X is a lognormal
random variable (RV) with probability density function (PDF):
4
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fL(l; µX , σX) =



1
σX
√
2πl
exp{ −1
2σ2X
[ln(l)− µX ]2} l > 0
0 l ≤ 0
(2.1)
In communications, when X usually represents power variation measured in dB, XdB , L = eξX =
10XdB/10 with PDF
fL(l; µL, σL) =



1
ξσL
√
2πl
exp{ −1
2σ2L
[10 log(l)− µL]2} l > 0
0 l ≤ 0
(2.2)
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Figure 2.1: (a)PDF of Lognormal RV; (b) CDF of Lognormal RV
Fig. 2.1(a) and (b) show the PDF and CDF of one log-normal RV, respectively.
Assigning µ, σ2, µdB , and σ2dB to be mean and variance of Xand XdB , respectively. In wireless
communications, σ is often called the decibel spread which typically ranges between 6 and 12 dB.
The relationship between them are
ζ = ln(10)/10, µ = µdB ∗ ζ, σ2 = σ2dB ∗ ζ2 (2.3)
Sum of Lognormal RV’s corresponds to the sum of some independent lognormal random vari-
ables. Various types of approximations have been suggested to approximate the sum of lognormal
distributions. In [17], author mentioned that based on their variances, three types of lognormal dis-
tributions are identified: narrow (σ2 << 1), moderately broad (σ2 < 1), and very broad (σ2 >> 1).
It is shown that the sum of lognormal distributions can be approximated by Gaussian distribution
for narrow case and lognormal distribution for moderately broad case. For very broad case, due to
the asymptotic character of lognormal distribution, neither Gaussian nor lognormal approximation
is appropriate.
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2.2 Lognormal Sum Model
Consider the following model representing the RV as the sum of M lognormal RV’s, Lks,
Λ =
M∑
k=1
Lk =
M∑
k=1
eXk (2.4)
where X ′ks are Gaussian RVs,Λ is the sum of the M lognormal RV’s.
2.3 Lognormal Probability Paper
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Figure 2.2: CDF of Lognormal RV
Fig. 2.2 shows the CDFs of for Λ values of M = 1, 2, 6, 10, 15 with σxi = σ = 6dB, (indicated
by the symbols) plotted on “lognormal probability paper”. The plot for N = 1 in Fig. 2.2 is
a lognormal CDF and is a straight line. The curves for other values of were computed using a
numerical approach.
As a device to readily see how much an approximation deviates from a lognormal distribution, we
use “lognormal probability scales” for our graphs. Recall that a Gaussian cdf plots as a straight line
on probability paper [20]. Using “probability paper” but transforming the abscissa into log(abscissa)
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yields graph scales on which a lognormal CDF plots as a straight line. Deviations from “lognormal-
ity” then are easily seen and appreciated. An explanation of how to design lognormal probability
paper is given next.
On “lognormal probability paper”, the CDF F (x) of a distribution is transformed according to
g(x) = F−1N [F (x)] (2.5)
where F−1N (x) is the inverse function of the standard normal CDF FN (x) having zero mean and unit
variance.
FN (x) =
x∫
−∞
1√
2π
e−
x2
2 dx =
1
2
[1 + erf(
x√
2
)] (2.6)
We could see that if F (x) is the zero mean, unit variance normal CDF, then g(x) = x . Also,
if F(x) is a normal CDF with mean m and variance σ2, then F (x) = FN ((x −m)/σ), and in this
case, g(x) = (x − m)/σ. Similarly, if F (x) is a lognormal CDF with parameters m and σ, then
F (x) = FN ((ln(x)−m)/σ), and in this case
g(x) = F−1N [F (x)] =
ln(x)
σ
− m
σ
=
10 ∗ log10(x)
10
ln(10) ∗ σ
− m
σ
=
10 ∗ log10(x)
σdB
− mdB
σdB
(2.7)
in which g(x) is a linear function of ln(x). We plot the data pairs (10 ∗ log10(x), g(x)) on a two-
dimensional coordinate system and label the corresponding probability values on the vertical axis
using the one-to-one transformation F (x) = FN [g(x)]. So for the CDF curve on the “Lognormal
Probability Paper”, the x-axis is the x in dB scale, and the y-axis is the g(x) = F−1N [F (x)] scale but
using the one-to-one transformation F (x) = FN [g(x)]. The advantage of plotting the CDF on the
lognormal probability paper is that the CDF of a lognormal distribution turns out to be a straight
line. As a direct result, it is easy to observe how far away a lognormal approximation assumption
deviates from the true distribution.
3
Literature Review
This chapter reviews existing approximation methods in literature. Several approximate methods to
the probability distribution of a sum of independent lognormal RV’s have been reported, including
Wilkinson’s moment matching approach[5], Schwartz-Yeh’s recursive approach[5], and Farley’s strict
lower bound on the complementary method [5] , Minimax Approximation [11] [12] to the CDF when
plotted on lognormal probability paper (mentioned in 2.3) , LS approximation by quadratic functions
(LSQ) [13] [14], Type IV Pearson Approximation [15] [16], and Log Shifted Gamma Approximation
(LSG) [17]. Different approaches have their own strengths and weaknesses to describe the sum of
lognormal distributions.
3.1 Wilkinson ’s and Schwartz-Yeh ’s Method
In this section, we consider two approaches to estimate lognormal sum probabilities: Wilkinson [5],
Schwartz and Yeh [5]. These methods are based on the assumption that a sum of independent
lognormal RV’s can also be modeled as a lognormal RV.
As mentioned before, we have:
Λ =
M∑
k=1
Lk =
M∑
k=1
eXk = eZ (3.1)
where Z is a Gaussian RV, and these methods use the lognormal RV eZ to approximate the Log-
normal sum Λ.
3.1.1 Wilkinson ’s Method
In Wilkinson’s approach, the mean mz, and the standard deviation, σz, of Z in (3.1) are obtained
by matching the first two moments of L with the first two moments of
M∑
k=1
Lk.
8
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The CDF of Λ can be written as
Pr(Λ ≥ γ) = Pr(eZ ≥ γ) = FN ( ln(γ)−mz
σz
) (3.2)
where FN (x) is the CDF of a zero mean, unit variance Gaussian RV. In [5], it is stated that
Wilkinson’s approach is consistent with an accumulated body of evidence indicating that, for the
values of M that are of interest, the distribution of the sum of a finite number of log-normal random
variables is well-approximated, at least to first-order, by another lognormal distribution. But this
approach is valid only for a limited range of small values of the dB spread σx. In particular, it is
reported that the Wilkinson approach breaks down for σx > 4dB which includes the range of most
practical interest.
3.1.2 Schwartz-Yeh ’s Method
In [5], Schwartz and Yeh examined the problem of computing the distribution of a sum of independent
lognormal RV’s and their approach is also based on assuming the sum is a lognormal RV.
The first and second moments of the RV Z, however, are not obtained by invoking the same
assumption. Rather, exact expressions for the first two moments of the logarithm of the sum of two
lognormal RV’s were derived. By again assuming that the sum of two lognormal RV’s is a lognormal
RV, a recursive technique was developed for computing the first two moments of a sum M > 2
independent lognormal RVs.
In [6], it is proved that Wilkinson’s approach is preferred over Schwartz-Yeh ’s approach. Wilkin-
sons approach is easier to use than Schwartz and Yehs approach, especially for M > 2 cases, since
to use the latter method one has to recursively use relatively complex expressions to compute the
first two moments of
M∑
k=1
Lk, and for values of the CDF less than 10−1, Wilkinsons approach gives
more accurate results.
3.2 Farley ’s Method
This approximation was mentioned in [5] and attributed to Farley. However, neither a physical
intuitive basis nor a derivation of this result was given there. Reference [6] provides a basis for the
derivation of this method.
Let X1, ..., XM be M independent and identically distributed Gaussian RVs each with mean mx
and standard deviation σx. Consider the same model mentioned in Eq.(3.1),the Farley’s Approxi-
mation is that:
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Pr(Λ > r) = 1− [1−Q( ln(r)−mx
σx
)]M (3.3)
According to [5], this approach is valid for large variances, and this approximation is in fact a
strict lower bound on the CDF for any variance [6].
3.3 Minimax Approximation
3.3.1 Method Description
As mentioned in 2.3 , we plot the data pairs (10 ∗ log10(x), g(x)) on a two-dimensional coordinate
system and label the corresponding probability values on the vertical axis using the one-to-one
transformation F (x) = FN [g(x)]. In “Lognormal Probability Paper”, the CDF of one lognormal
RV is a straight line. Therefore, when considering a lognormal approximation to a lognormal sum
distribution on the “Lognormal Probability Paper”, we need to find a linear function (i.e., a straight
line) to best fit the CDF curve of the sum. The Minimax Approximation is the best in the sense
that it minimizes the maximum absolute distance between the approximate function and the true
function over a specified interval.
Consider Eq. (2.7), let t = 10 ∗ log10(x), and G(t) = g(10(t/10)),we have
G(t) = g(10(t/10)) =
t
σdB
− mdB
σdB
(3.4)
A linear function on the lognormal probability paper p(t) = c0+c1t is to be found with constraints
c0 and c1 , determined according to :
min
c0,c1
max
t∈[a,b]
|G(t)− p(t)| (3.5)
where F (ea) = 10−6, F (eb) = 1− 10−6.
3.3.2 Computing Parameters
From the CDF curves in Fig. 2.3, in [12], it is implied that the CDF of a lognormal sum distri-
bution is a concave function with G′′(t) < 0 on lognormal probability paper. Therefore, G′(t)is a
monotonically decreasing function. So , E′(t) = G′(t) − p′(t) = G′(t) − c1 is also a monotonically
decreasing function, which indicates that is a concave function. Considering that there exist at least
three distinct points a ≤ t1 < t0 < t2 ≤ b that have the maximum error with alternating signs,
the maximum error magnitude Emaxmust occur at the end points of the interval [a, b]. Hence, it is
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evident that t1 = a and t2 = b. The third point of the maximum error magnitude t0 is determined
by setting E′(t) = 0, giving
G′(t0) = c1 (3.6)
From Eq. (3.6), it shows that a line tangent to the lognormal CDF at the point is parallel to
the minimax approximation. Further, this line is also parallel to the line through the end points
(a, 10−6), and (b, 1 − 10−16). This property follows from the convexity of G(t) and the fact that
E(a) = E(b) = −Emax. Finally, it shows
c1 =
G(b)−G(a)
b− a (3.7)
And the constant c0 can be determined using the fact that the point (t0, [G(t0) + G(a) + c1(t0−
a)/2]) is on the minimax line.
c0 =
1
2
[G(a) + G(t0)]− c1 a + t02 (3.8)
wheret0 is given by Eq. (3.6).
Since we have obtained the parameters c0 and c1, it is easy to find the parameters of the lognormal
RV approximating the lognormal sum. From Eq. (2.7), it is shown that the CDF of the lognormal
RV on “Lognormal Probability Paper” is the linear related to 10 ∗ log10(x); and this curve is also
described as p(t) = c0 + c1t. Comparing two equations above, the slope and the intercept show that:
mdB = −c0
c1
(3.9)
σdB =
1
c1
(3.10)
3.3.3 Results
Fig. 3.1 - Fig. 3.3 show approximations to the sum of lognormal RV’s in different conditions, and
compare with the simulation results which are from the Monte Carlo Simulation. They show that
when M = 6, the straight line approximates the curve well, however when M = 30 or when the
lognormal RVs have difference dB spreads σ, the straight line does not approximate the curve well
any more.
Minimax Approximation uses one lognormal RV to approximate the sum of lognormal RV’s, and
this is using a straight line to approximate a curve on “Lognormal Probability Paper”. From Fig.
2.2, it is evident that when M increases, the CDF of lognormal sum becomes more curving, which
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Figure 3.1: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ = 6dB) for Minimax Approximation
means it is not accurate any more using a straight line to approximate a curve when M is large.
There are also some other facts making the approximation worse. In [11] and [12], it was found
that this assumption is good for sums of N = 2 i.i.d. summands, but is poor when the number of
summands increases or the difference among the dB spreads of the summands increases.
3.4 LS Approximation by Quadratic functions (LSQ)
The development of the minimax algorithm is based on the assumption from the observations that the
actual CDF of the sum of lognormal RV’s is a strictly concave function on the lognormal probability
paper. This assumption is hard, if not impossible, to prove because of the lack of more information
on the characteristics of the sum distribution, which is what we are trying to find. Moreover, it
is well known in approximation theory that the best approximation problem under the maximum
norm for continuous functions is not easy to deal with because of the lack of differentiability of the
resulting objective function. Therefore, in [13], authors derived a least squares (LS) approximation
on the lognormal probability paper.
3.4.1 LS Approximation
The LS approximation based on the L2 -norm
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Figure 3.2: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ = [6, 8, 9, 10, 11, 12]dB) for Minimax
Approximation
min
p∈Pn
||G− p||2 = min
p∈Pn
(
b∫
a
[G(r)− p(r)]2dr) 12 (3.11)
where Pn is the space of all polynomials of degree at most n, which is a smooth optimization problem.
More specifically, if we define a function r of n + 1 variables by
r(c0, c1, ...cn) =
b∫
a
[G(r)− p(r)]2dr
=
b∫
a
[G(r)− (c0 + c1r + c2r2 + ... + cnrn)]2dr
(3.12)
then r is a differentiable function of its variables, and the unique optimal solution p(r) to Eq.
(3.11) can be obtained by solving a system of (n + 1) equations in (n + 1) unknowns:
∂
∂ci
r(c0, c1, ..., cn) = 0, i = 0, 1, ..., n (3.13)
Here, comparing to the assumption in Minimax Approximation, no assumption about the con-
cavity of G is assumed for obtaining the LS solution.
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Figure 3.3: CDF of Sum of 30 lognormal i.i.d RV’s (µ = 0dB, σ = 6dB) for Minimax Approximation
3.4.2 LSQ Approximation
The Linear approximation scheme mentioned in 3.3.1 may not behave well when the number of
summands increases or the difference among the dB spreads of the summands increases. Therefore,
an LS approximation of G(t) by a linear function may not achieve the desired accuracy on some
required interval [a, b] of interest. Higher order approximations are thus in need in applications. The
LS Approximation by Quadratic functions is presented in [13] using the higher order to approximate
the CDF of lognormal sum.
Similar to Minimax Approximation 3.3.1, consider the LS problem
min
c0,c1,c2
r(c0, c1, c2) = min
c0,c1,c2
b∫
a
[G(r)− c0 − c1r − c2r2]2dr (3.14)
By Eq. (3.13), there are following three equations to solve c0, c1 and c2:



(b− a)c0 + b2−a22 c1 + b
3−a3
3 c2 =
b∫
a
G(r)dr
b2−a2
2 c0 +
b3−a3
3 c1 +
b4−a4
4 c2 =
b∫
a
G(r)rdr
b3−a3
3 c0 +
b4−a4
4 c1 +
b5−a5
5 c2 =
b∫
a
G(r)r2dr
(3.15)
Solving these equations, c0, c1 and c2 are:
3.4. LS APPROXIMATION BY QUADRATIC FUNCTIONS (LSQ) 15
c0 = 3(b−a)5 {3[(a + b)4 + 4a2b2]
b∫
a
G(r)dr
−12(a + b)(a2 + 3ab + b2)
b∫
a
G(r)rdr
+10(a2 + 4ab + b2)
b∫
a
G(r)r2dr}
(3.16)
c1 = 12(b−a)5 {−3(a + b)(a2 + 3ab + b2)
b∫
a
G(r)dr
+4[4(a + b)2 − ab]
b∫
a
G(r)rdr
−15(a + b)
b∫
a
G(r)r2dr}
(3.17)
c2 = 30(b−a)5 {(a2 + 4ab + b2)
b∫
a
G(r)dr
−6(a + b)
b∫
a
G(r)rdr
+6
b∫
a
G(r)r2dr}
(3.18)
3.4.3 CDF and PDF
After we get the three coefficients for the curve in “Lognormal Probability Paper”, we define the
curve to be the CDF of a RV named Γ, and then we need also get the PDF and CDF expressions of
this RV. As mentioned in Eq. (3.4) and (2.7) and the definition of “Lognormal Probability Paper”
in 2.3, it is easy to find the CDF and the PDF of the Γ.
The relationship is:
G(t) = p(t) = c0 + c1t + c2t2
t = 10 ∗ log10(x) = ln(x)ln(10)/10 = ln(x)ζ
G(t) = F−1N (F (t))
(3.19)
And then the CDF F (x) could be expressed as:
F (x) = FN (G(
ln(x)
ζ
)) = FN (c0 + c1
ln(x)
ζ
+ c2(
ln(x)
ζ
)2) (3.20)
Taking the first derivative to both sides above and manipulating yield the PDF of Γ as
f(x) = dF (x)dx = (c1 + 2c2
ln(x)
ζ )
1
ζxfN (c0 + c1
ln(x)
ζ + c2(
ln(x)
ζ )
2)
= (c1 + 2c2
ln(x)
ζ )
1√
2πζx
exp{− [c0+c1
ln(x)
ζ +c2(
ln(x)
ζ )
2]2
2 }
(3.21)
where fN (x) is the PDF of Gaussian RV having zero mean and unit variance. The coefficient ci can
be obtained either from numerical results in Eq. (3.16).
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Figure 3.4: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ = 6dB) for LSQ Approximation
In Fig. 3.4 - Fig. 3.5, they show approximations to the sum of lognormal RV’s in different
conditions, and compare with the simulation results which are from the Monte Carlo Simulation.
Comparing with the Minimax Approximation, LSQ Approximation has better accuracy than the
Minimax Approximation, especially when the CDF is curving.
Minimax Approximation and LSQ Approximation are all based on the simulation CDF G(t),
and then they use another curve to approximate the CDF. The LSQ method is better than Minimax
method, however, their parameters cannot be determined until the numerical or empirical PDF and
CDF of the lognormal sum distribution have been obtained, and hence the complexity to use this
approximation method is high, while we don’t want to do the Monte Carlo Simulation to get the
whole curve first then get an approximation to it in most time.
3.5 Type IV Pearson Approximation
As mentioned before, it is desirable to avoid the Monte Carlo Simulation to get the whole curve first
before obtaining the approximation. Hence, we need to find a distribution directly to approximate
the CDF of the lognormal sum. Because general close-form expressions for the PDF or CDF of
Λ are not available, Λ is usually approximated by a new lognormal RV [5],[11],[12], denoted as L.
However, as a lognormal RV, L only has two independent parameters, µL and σL, so generally the
lognormal approximation methods can only ensure that the mean and variance of L are close to
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Figure 3.5: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ = [6, 8, 9, 10, 11, 12]dB) for LSQ
Approximation
those of Λ . However, serious discrepancy exists between the skewness and kurtosis of Λ and those
of L [15]. Hence, it needs to consider the Skewness and Kurtosis when approximating. The Pearsons
family consists of seven types of fundamental distributions which are tabulated in Table (3.1) for
subsequent use, and it is nice if we could find one type to approximate the lognormal sum.
Table 3.1: Seven Types of Pearson Distributions
Model Type pdf Normal Name
I f(x) = 1B(p,q)x
p−1(1− xq−1) x ∈ [0, 1] Beta Distribution
II f(x) = 1aB(0.5,m+1) (1− x
2
a2 )
m, x ∈ [−a, a] N/A
III f(x) = k(1 + xa )
pe−px/a, x ∈ [−a,∞) Gamma Distribution
IV f(x) = ν(1 + (x−µ4)
2
µ23
)−µ1exp[−µ2tan−1(x−µ4µ3 )], N/A
x ∈ (−∞,∞)
V f(x) = γ
p−1
Γ(p−1)x
−pe−γ/x N/A
VI f(x) = 1B(b,q)
xp−1
(1+x)p+q , x ∈ [0,∞) Beta of The Second Kind
VII f(x) = 1aB(0.5,m−0.5) (1 +
x2
a2 )
−m, x ∈ [−a, a] Student’s t
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Figure 3.6: CDF of Sum of 30 lognormal i.i.d RV’s (µ = 0dB, σ = 6dB) for LSQ Approximation
3.5.1 Pearson Type Selection
The type I can be further divided into those of unimode (U), multimode (M), and J-shape (J). The
pdf of type IV has a somewhat long expression:
f(x) = ν(1 +
(x− µ4)2
µ23
)−µ1exp[−µ2tan−1(x− µ4
µ3
)], x ∈ (−∞,∞) (3.22)
Considering Eq. (2.4), let µ1 denote the mean of Λ, and let µ2, µ3 and µ4 denote its second,
third and fourth moments about the mean, respectively. The selection of a particular model type is
based on the moments ratios
β1 =
µ23
µ32
β2 =
µ4
µ22
k =
β1(β2 + 3)2
4(2β2 − 3β1 − 6)(4β2 − 3β1)
(3.23)
The decision criteria for different Pearsons distribution types are tabulated in Table (3.2). These
criteria have been widely used to select the distribution models for empirical data and for ap-
proximating the algebraic functions of random variables. The model-type selection starts from the
examination of k. From [15] and [16], Type IV Pearson Distribution is chosen to approximate the
Lognormal Sum. Once the model type is identified, the remaining issue is to determine the model
parameters.
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Table 3.2: Selection Criteria For The Model Type
Model Type Selection Criteria
I k < 0
II k = 0, β2 < 3
III 2β2 − 3β1 − 6 = 0
IV 0 < k < 1
V k = 1
VI k > 1
VII k = 0, β2 > 3
Normal k = 0, β2 = 3
3.5.2 Computing Parameters
Considering Eq. (2.4) , define ai = exp(ζµi) and bi = exp(ζ2σ2i ), where µi and σi are mean and
standard deviation in dB, then the mean of Λ is given by:
MΛ = E(Λ) =
M∑
i=1
E(Li) =
M∑
i=1
ai
√
bi (3.24)
the variance of Λ is given by:
VΛ = V ar(Λ) =
M∑
i=1
E[(Li − E(Li))2] =
M∑
i=1
a2i bi(bi − 1) (3.25)
the 3rd-order central moment of Λ is given by:
SΛ =
M∑
i=1
E[(Li − E(Li))3] =
M∑
i=1
a3i b
3/2
i (bi − 1)2(bi + 2) (3.26)
and the 4th-order central moment of Λ is given by:
TΛ =
M∑
i=1
E[(Li − E(Li))4]
+ 6
M−1∑
i=1
M∑
j=i+1
E[(Li − E(Li))2]E[(Lj − E(Lj))2]
=
M∑
i=1
a4i b
2
i (bi − 1)2(b4i + 2b3i + 3b2i − 3)
+ 6
M−1∑
i=1
M∑
j=i+1
a2i bi(bi − 1)a2jbj(bj − 1)
(3.27)
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Correspondingly, the skewness and kurtosis of Λ can be obtained respectively as follows:
SKΛ =
SΛ
V
3/2
Λ
(3.28)
KUΛ =
TΛ
V 2Λ
(3.29)
Since the mean, variance, skewness and kurtosis of Λ can be precisely evaluated from Eq. (3.24) -
(3.29), a probability distribution that can properly exploit all those statistical characteristics should
be able to approximate Λ with a much higher accuracy in a wide probability range.
Using Type IV Pearson RV to approximate the Lognormal Sum, we have
Λ ≈ Pe (3.30)
where Pe is a Type IV Pearson RV. Define MP , VP , SKP and KUP are respectively the mean,
variance, skewness and kurtosis of Pe. By forcing that MP = MΛ,VP = VΛ,SKP = SKΛ and
KUP = KUΛ, Λ can be approximated with the Type IV Pearson RV Pe which has the same
statistical characteristics as those of Λ.
From Eq. (3.22), there are 4 parameters needed to be decided. With the statistical characteristics
matching, it is easy to represent the 4 parameters by MP ,VP ,SKP and KUP . The PDF of the Type
IV Pearson RV Pe is given by Eq. (3.22), and the 4 parameters are:
µ1 = (r + 2)/2 (3.31)
µ2 =
−r(r − 2)SKP√
16(r − 1)− SK2P (r − 2)2
(3.32)
µ3 =
√
VP [r − 1− SK2P (r − 2)2/16] (3.33)
µ4 = MP − (r − 2)SKP
√
VP /4 (3.34)
ν = [µ3
π
2∫
−π2
cosr(x)exp(−µ2x)dx]−1 (3.35)
where r is determined by:
r =
6(KUP − SK2P − 1)
2KUP − 3SK2P − 6
(3.36)
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Figure 3.7: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ ∈ [4, 6]dB) for Pearson Approximation
3.5.3 Results
In Fig. 3.7 - Fig. 3.9, they show approximations to the sum of lognormal RV’s in different conditions,
and compare with the simulation results which are from the Monte Carlo Simulation. The approxi-
mations are accurate in a wide region. This approximation method has three major advantages over
the existing methods: first, it offers a close-form PDF solution to approximate the lognormal sum
distribution; second, the parameter evaluations of the PDF solution are simple and straightforward;
finally, a high accurate approximation can be achieved in a wide probability range.
However, this approximation has limitation k < 1 in Table (3.2) to use Type IV Pearson Distri-
bution. In [15], the analysis shows that for the lognormal sum distribution, the value of k is always
positive, and it increases with the value of σi, and decreases with the value of M. For example, if
M is 50, k < 1 when σi < 6.5dB; if M increases to 100, k < 1 when σi < 6.9dB. Therefore, if the
value of σi is large and the value of M is small, it could not use Type IV Pearson distribution to
approximate lognormal sum distributions.
3.6 Log Shifted Gamma Approximation (LSG)
Pearson Approximation Method uses one Type IV Pearson RV to approximate the Lognormal Sum,
however, this approximation has limitation so that it could not be used in some conditions. Hence,
it is needed to find another approximation in wider conditions. Log Shifted Gamma Approximation
uses LSG to approximate the lognormal sum and could be used in any conditions and also has good
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Figure 3.8: CDF of Sum of 30 lognormal i.i.d RV’s (µ = 0dB, σ ∈ [3.5, 5.5]dB) for Pearson Approx-
imation
accuracy in wide ranges.
3.6.1 Log Shifted Gamma Distribution
Similar to the relation between normal and lognormal distributions, [17] considers a distribution
called log shifted Gamma (LSG) to describe the shifted Gamma distribution in logarithmic domain,
a LSG RV G defined as
G = eζZ = 10Z/10 (3.37)
where Z is shifted Gamma distribution in dB with PDF
fz(z; α, β, δ) =



1
βαΓ(α) (z − δ)α−1 exp[− z−δβ ] z > δ
0 z ≤ δ
(3.38)
and the CDF
Fz(z; α, β, δ) =



1
Γ(α)γ(
z−δ
β , α) z > δ
0 z ≤ δ
(3.39)
This is a little different from the Gamma Distribution, and the ”shifted” means to introduce the
offset δ in the above equations. Then the PDF of the LSG RV G can be given by:
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Figure 3.9: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ ∈ [3, 5]dB) Pearson Approximation
fG(g;α, β, δ)



(10 log10 g−δ)α−1
Γ(α) exp[− 10 log10 g−δβ ] g > 10δ/10
0 g ≤ 10δ/10
(3.40)
There are three parameters α, β and δ in dB, and they could control the CDF to approximate
the CDF of the lognormal sum. The first parameter α controls the shape of the PDF. When α
increases, the PDF becomes more Gaussian-like, while a more Gamma-like PDF is obtained with
smaller α > 1. When α = 1, the RV corresponds to an exponential distribution. For α < 1 and
approaching to 0, the PDF approaches infinity, which is similar to chisquare distribution. The second
parameter β is for scaling z or g of the distribution. And the last parameter δ is the offset allowing
the flexibility to shift z or g for the best fitting of the resulting distribution.
LSG Approximation will use the introduced LSG distribution to approximate the sum of a
number of lognormal RV’s, and to derive the LSG parameters from the parameters of the individual
lognormal RV’s by matching the moments in both linear and logarithmic domains.
3.6.2 Computing Parameters
Considering the model in Eq. (2.4) again.
Λ =
M∑
k=1
Lk ≈ ez (3.41)
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3.6.2.1 Sum of Two Lognormal RV’s
If M=2, LSG method takes the approach of Schwartz and Yeh method to compute the exact moments
as follow. The Eq. (3.41) will be expressed as followed:
Λ2 = L1 + L2 = ex1 + ex2 ≈ ez2 (3.42)
To find the three parameters α, β and δ, three equations are needed to match the moments:
E[Λ2] ≈ E[ez2 ]
E[ln(Λ2)] ≈ E[z2]
V ar[ln(Λ2)] ≈ V ar[z2]
(3.43)
denoted as µΛ2 , µz2 and σ
2
z2 , respectively. From Eq. (3.38)-Eq. (3.40), we could find the expressions
with the three parameters:
µΛ2 = E[Λ2] = e
δ/(1− β)α
µz2 = E[z2] = δ + αβ
σ2z2 = V ar[z2] = αβ
2
(3.44)
The next step is to compute the µΛ2 , µz2 and σ
2
z2 in terms of the mean µxi and variance σ
2
xi
which are known.
µΛ2 = E[Λ2] = E[e
x1 ] + E[ex2 ] = exp(µx1 +
σ2x1
2
) + exp(µx2 +
σ2x2
2
) (3.45)
Using the procedure by Schwartz and Yeh to calculate µz2 and σ
2
z2 , we define a new RV Y
∆=
(x2 − x1):
µz2 = E[z2] = µx1 + G1(µY , σY )
σ2z2 = V ar[z2] = σ
2
x1 −G21(µY , σY )− 2σ2x1G3(µY , σY )/σ2Y + G2(µY , σY )
(3.46)
where G1, G2 and G3 are derived in [21] as:
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G1(µ, σ) = µΦ(µσ ) +
σ√
2π
e−
µ2
2σ2 +
∞∑
k=1
Ck[F (σ, µ, k) + F (σ,−µ, k)]
G2(µ, σ) = (µ2 + σ2)Φ(µσ ) + (µ + ln(4))
σ√
2π
e−
µ2
2σ2
+2
∞∑
k=1
Ck(µ− kσ2)F (σ, µ, k)
+
∞∑
k=2
Bk−1[F (σ, µ, k) + F (σ,−µ, k)]
G3(µ, σ) = σ2
∞∑
k=1
(−1)k[F (σ, µ, k) + F (σ,−µ, k + 1)]
(3.47)
where
F (µ, σ, k) = e−kµ+
k2σ2
2 Φ(µ−kσ
2
σ )
Φ(x) = 1√
2π
∫ x
−∞ e
− t22 dt
Ck =
(−1)k+1
k
Bk =
2(−1)k+1
k+1
k∑
j=1
1
j
(3.48)
Using Eq. (3.44),(3.45) and (3.46), we could solve the 3 equations to get the 3 parameters α, β
and δ. However, they are not polynomial equations. After obtaining both µz2 and σ
2
z2 , we use Eq.
(3.44) to express β and δ in terms of α.
β(α) = α−1
√
(ασ2z2)
δ(α) = −√(ασ2z2) + µz2
(3.49)
Then Eq. (3.44) could give one equation of α:
f(α) = δ(α)− α ln(1− β(α))− ln(µΛ2) (3.50)
In [17], it gives a bisection method to solve them numerically The solution for α can be nu-
merically found by using bisection method, narrowing down the interval of by halves, iteration by
iteration. A predefined error tolerance e is set as a stopping condition. For e = 10−3, and an initial
interval of [1, 10000], α can be obtained after around 20 iterations.
3.6.2.2 Sum of More Than Two Lognormal RV’s
For the condition of M > 2, we need proceed the (j−1)th iteration, j = 3, 4, ...,M . We do the same
procedure:
Λj = Λj−1 + Lj ≈ ezj−1 + exj ≈ ezj (3.51)
Like Eq. (3.43), there are three equations needed to compute three parameters αzj , βzj and δzj
of zj :
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µΛj = E[Λj ] = E[e
zj ] = eδzj /(1− βzj )αzj
µzj = E[ln(Λj)] = E[zj ] = δzj + αzj βzj
σ2zj = V ar[ln(Λj)] = V ar[zj ] = αzj β
2
zj
(3.52)
where µΛj can be computed easily as:
µΛj = E[Λj ] = E[Λj−1] + exp(µxj +
σ2xj
2
) (3.53)
However, zj−1 is not a Gaussian RV, so we could not find the PDF of the defined a new RV
W
∆= (zj−1 − xj) (3.54)
like we define Y to directly compute µzj and σ
2
zj . We can approximate W by another shifted-Gamma
RV by matching moments, which means W is a shifted-Gamma RV. From Eq. (3.54) and (3.38),
the pdf of W is given by:
fw(w) =
∞∫
−∞
fxj (z − w)fzj−1(z) ≈
(w − δw)αw−1
Γ(αw)βαww
exp(− (w − δw)
βw
) (3.55)
where αw, βw and δw are the three parameters for the shifted-Gamma RV W . The next step is to
use moments matching to compute αw, βw and δw like Eq. (3.43):
E[W ] ≈ E[zj−1 − xj ] = E[zj−1]− E[xj ]
V ar[W ] ≈ V ar[zj−1 − xj ] = V ar[zj−1]− E[xj ]
E[(W − E[W ])3] ≈ E[((zj−1 − xj)− E[zj−1 − xj ])3] = E[(zj−1 − E[zj−1])3]− E[(xj − E[xj ])3]
(3.56)
where



E[W ] = µw = δw + αwβw
E[zj−1]− E[xj ] = δzj−1 + αzj−1βzj−1 − µxj


V ar[W ] = αwβ2w
V ar[zj−1]− E[xj ] = σ2xj + αzj−1β2zj−1


E[(W − E[W ])3] = 2αwβ3w
E[(zj−1 − E[zj−1])3]− E[(xj − E[xj ])3] = 2αzj−1β3zj−1
(3.57)
From above equations, αw, βw and δw can be derived as the term of the parameters of zj−1 and
xj :
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αw =
(σ2xj + αzj−1βzj−1)
3
(αzj−1β3zj−1)
2
βw =
αzj−1β
3
zj−1
σ2xj + αzj−1β
2
zj−1
δw = δzj−1 + αzj−1βzj−1 − µxj −
(σ2xj + αzj−1β
2
zj−1)
2
αzj−1β
3
zj−1
(3.58)
where αzj−1 , βzj−1 and δzj−1 are known from the previous iteration. Since W is known, the mean
µzj and variance σzj can be obtained:
µzj = (E[zj ]) = E[ln(e
zj−1 + exj )] = δzj−1 + αzj−1βzj−1 + T1(αw, βw, δw) (3.59)
σ2zj = E[z
2
j ]− (E[zj ])2
= E[(zj−1 + ln(1 + e−W ))2]− (E[zj ])2
= E[(zj−1)2] + 2E[zj−1 ∗ ln(1 + e−W )] + E[(ln(1 + e−W ))2]− (E[zj ])2
= αzj−1β
2
zj−1 + (δzj−1 + αzj−1βzj−1)
2 + 2T3(αw, βw, δw)
+ T2(αw, βw, δw)− (E[zj ])2
(3.60)
where the T1, T2 and T3 are the intermediate term in the first moment in logarithmic domain, and
they are given by:
T1(αw, βw, δw)
= E[ln(1 + e−W )]
=
∞∑
k=1
Ck[H(αw, βw, δw, k) + H(αw, βw, δw,−k)]
−αwβwγ(−δw/βw,αw+1)Γ(αw+1) −
δwγ(−δw/βw,αw)
Γ(αw)
(3.61)
T2(αw, βw, δw)
= E[ln2(1 + e−W )]
=
∞∑
k=1
Bk[H(αw, βw, δw, k + 1) + H(αw, βw, δw,−(k + 1))]
−2
∞∑
k=1
Ck[αwβwH(αw + 1, βw, δw, k) + δwH(αw, βw, δw, k)]
+αw(αw + 1)β2w
γ(−δw/βw,αw+1)
Γ(αw+1)
+ δ2w
γ(−δw/βw,αw)
Γ(αw)
(3.62)
T3(αw, βw, δw) = αzj−1βzj−1T1(αw2, βw2, δw2) + δzj−1T1(αw, βw, δw) (3.63)
where αw2 ,βw2 and δw2 are obtained through matching moments as in Eq. (3.58) by replacing αzj−1
by αzj−1 + 1 . γ(z, α) and Γ(z, α) are the ”lower” and ”upper” incomplete Gamma functions. In
[17], H(α, β, δ, k) is defined as:
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H(α, β, δ, k) = ekδ
γ(− δβ +kδ,α)
Γ(α)(1−kβ)α
H(α, β, δ,−k) = e−kδ Γ(−
δ
β−kδ,α)
Γ(α)(1+kβ)α
(3.64)
From Eq. (3.53), (3.59) and (3.60) , µΛj , µzj , and σ
2
zj have been obtained. We could use Eq.
(3.56) to compute three parameters for the zj : αzj , βzj and δzj .
The PDF of the sum of M lognormal RV’s can be derived by repeating the above procedure for
(M-1) iterations.
3.6.3 Results
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Figure 3.10: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ = 6dB) for LSG Approximation
In Fig. 3.10 - Fig. 3.11, they show approximations to the sum of lognormal RV’s in different
conditions, and compare with the simulation results which are from the Monte Carlo Simulation.
Comparing with other approximations, LSG is much better than Minimax Approximation, but not
as good as LSQ approximation. However, Minimax and LSQ both need know the CDF curve from
the Monte Carlo Simulation then use a curve to approximation while we don’t want to do the Monte
Carlo Simulation to get the whole curve first then get an approximation to it in most time. And
LSG could be used to approximate in all the conditions with no limitation, while Type IV Pearson
Approximation has one limitation.
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Figure 3.11: CDF of Sum of 6 lognormal i.i.d RV’s (µ = 0dB, σ = [6, 8, 9, 10, 11, 12]dB) for LSG
Approximation
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Figure 3.12: CDF of Sum of 30 lognormal i.i.d RV’s (µ = 0dB, σ = 6dB) for LSG Approximation
4
Log Skew Normal Approximation
to Lognormal Sum Distributions
As mentioned in section 3, several approximations to the distribution have been proposed and em-
ployed in literature. Some widely used approximations (e.g., LSG) are not very accurate at the lower
region while we don’t have strong power in most time [17]. Some other approximations require the
entire CDF curve from the Monte Carlo Simulation, then use the curve to obtain approximation
[11]-[14]. Some other approximations have limitation preventing them from being used in all con-
ditions. In this chapter, we propose a novel accurate approximation method, namely the Log Skew
Normal (LSN) approximation, to model the sum of M lognormal distributed random variables. The
proposed LSN approximation has good accuracy in most of the entire region of CDF, especially in
the lower region. Furthermore, this approximation does not require the CDF curve, making it more
desirable to engineers and researchers.
4.1 Log Skew Normal Distribution
4.1.1 Skew Normal Distribution
Let fN (x) denote the standard normal distribution function:
fN (x) = N(0, 1) =
1√
2π
exp(−x
2
2
) (4.1)
with the CDF given by FN (x) in Eq. (2.6). Then the equivalent Skew-Normal distribution is:
f(x) = 2fN (x)FN (αx) (4.2)
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To add location and scale parameters to this (corresponding to mean and standard deviation for
the normal distribution), one makes the usual transform x ⇒ x−εω . This transform yields the general
Skew-Normal Distribution PDF:
fS(x) = 2fN (
x− ε
ω
)FN (α
x− ε
ω
)
=
2
ω
√
2π
exp(− (x− ε)
2
2ω2
)
α( x−εω )∫
−∞
1√
2π
exp(− t
2
2
)dt
(4.3)
4.1.2 Moments of Skew Normal Distribution
From the PDF of Skew Normal S, three moments of S could be obtain as follow.
Mean:
E[S] =
∞∫
−∞
fS(x)xdx
= ε + ω
√
2/πδ
(4.4)
Variance:
V ar[S] = E[S2]− (E[S])2
=
∞∫
−∞
fS(x)x2dx− (E[S])2
= ω2(1− 2δ
2
π
);
(4.5)
Skewness:
SK[S] =
4−π
2
2
π
√
2
π δ
3
(1− 2 δ2π )
3
2
; (4.6)
where
δ =
α√
1 + α2
(4.7)
For a sample of n values the sample, the skewness is
SK[X] =
1
n
n∑
i=1
(xi − x̄)3
( 1n
n∑
i=1
(xi − x̄)2)3/2
(4.8)
4.1.3 Log Skew Normal Distribution
Similarly to the relation between normal and lognormal distributions, we consider a distribution
called log skew normal (LSN) to describe the skew normal distribution in logarithmic domain, i.e.,
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a LSN RV LS defined as LS = eζS = 10S/10, where S is Skew Normal distributed. The CDF of LSN
RV LS could be computed as follow:
FLSN (m) = F (LS < m)
= F (eζS < m)
= F (S < ln(m)/ζ)
=
ln(m)/ζ∫
−∞
f(x)dx
=
ln(m)/ζ∫
−∞
2fN (x−εω )FN (α
x−ε
ω )dx
(4.9)
Taking the first derivative to both sides above and manipulating yield the pdf of LSN as
fLSN (m) =
1
ζm
2fN (
ln(m)/ζ − ε
ω
)FN (α
ln(m)/ζ − ε
ω
) (4.10)
LSN distribution has three parameters α, ω and ε , since we get the parameters, we could know
the PDF and CDF of the Log Skew Normal RV. We aim to use the introduced LSN distribution to
approximately describe the sum of a number of lognormal RVs and to derive the LSN parameters (
α,ω and ε) from the parameters (µ,σ) of the individual lognormal RVs by matching the moments in
logarithmic domains.
4.2 Log Skew Normal Approximation
Consider the model in Eq. (2.4) again,
Λ =
M∑
k=1
Lk =
M∑
k=1
eXk ≈ LS (4.11)
where Xks are Gaussian RVs, LS is a Log Skew Normal RV to approximate the Lognormal Sum.
LSN approximation using moments matching to compute the three parameters of the LS.
4.2.1 Moments Matching
Pearson Approximation [15] mentioned, Skewness is another factor which will affect the CDF of the
lognormal sum, besides the Mean and Variance. There are three parameters to present the LSN
RV , hence we will use Moments Matching (Mean, Variance and Skewness) to compute the three
parameters α,ω and ε:
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E[ln(Λ)] ≈ E[ln(LS)]
V ar[ln(Λ)] ≈ V ar[ln(LS)]
SK[ln(Λ)] ≈ SK[ln(LS)]
(4.12)
where LS is LSN RV, and from the definition of LSN it is obvious that ln(LS) is a SN RV.
4.2.2 Computing Parameters
From Eq. (4.4) - (4.6), the right side parts of the equations (4.12) are be given as:
E[ln(LS)] = ε + ω
√
2/πδ;
V ar[ln(LS)] = ω2(1− 2δ2π );
SK[ln(LS)] =
4−π
2
2
π
√
2
π δ
3
(1−2 δ2π )
3
2
;
(4.13)
The left side parts could easily be obtained from the Monte Carlo Simulation denoted as:



E[ln(Λ)] = a;
V ar[ln(Λ)] = b;
SK[ln(Λ)] = c;
(4.14)
Now we obtain three equations:
ε + ω
√
2/πδ = a;
ω2(1− 2δ2π ) = b;
4−π
2
2
π
√
2
π δ
3
(1−2 δ2π )
3
2
= c;
(4.15)
Solving these three equations, we have:
δ =
√
c3
( 4−π2
2
π
√
2
π )
2
3 + 2π c
2
3
ω =
√
b
1− 2π δ2
ε = a− ω
√
2
π δ
(4.16)
4.2.3 CDF and PDF of LSN
Since the three parameters α,ω and ε, the CDF and PDF are the same as defined in Eq. (4.9) and
(4.10). In the logarithm scale, the PDF is the same as defined in Eq. (4.3).
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4.3 Results
We examine the results of the proposed LSN and other approximation techniques in some represen-
tative cases. The cumulative distribution function (CDF) of the sum of M lognormal RV’s generated
by Monte Carlo simulation is used as reference.
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Figure 4.1: CDF of a sum of 6 i.i.d. lognormal RV’s with µ = 0 dB and σ = 6dB.
Fig. 4.1 and Fig. 4.2 show the results for the cases of 6 lognormal distributions with mean
of 0dB and standard deviation of 6dB and 12dB, respectively. Fig. 4.3 is the figure for sum of 6
lognormal RV’s having the same standard deviation of 12dB, but different means. The CDFs plotted
in “lognormal Probability scale” [4] in these figures have less curvature.
In Fig. 4.4, we consider the sum of 6 lognormal RV’s having the same mean of 0dB, but with
different standard deviations. The curvature of the reference (simulation) CDF is increased in this
case of lognormal RVs with different standard deviation values as compared to that in Fig. 4.1 ,
Fig. 4.3 and Fig. 4.2. The more severe the curvature, the worse the lognormal approximation is
due to its straight line limitation. We can see that the lognormal approximation methods can only
fit a part of the entire sum of distribution, but we could find that the LSN method is better than
the LSG in the region of CDF is less than 0.1.
In Fig. 4.5, this is the figure for sum of 30 lognormal RV’s having the same mean of 0dB and same
standard deviation of 4, 6, 8, 10, 12dB. We could see that the LSN curve matches the simulation
curve very well.
TABLE 4.1 lists the calculated LSN parameters for different cases of sum of lognormal RVs for
reference.
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Figure 4.2: CDF of a sum of 6 i.i.d. lognormal RV’s with µ = 0dB and σ = 12dB.
4.4 Comparison
From the observation of these approximation methods, each method has its advantage and disad-
vantage:
• Minimax Approximation: This approximation method is very easy to obtain. It uses a straight
line to approximate a curve on “Lognormal Probability Paper”. However,when M increases, the
CDF of lognormal sum becomes more curving, which means it is not accurate any more using
a straight line to approximate a curve when M is large or when the difference among the dB
spreads of the summands increases.
• LSQ Approximation: This approximation method make up the linearity limitation of Minimax
Approximation, using high order approximation to get better approximating performance. The
LSQ method is better than Minimax method, however, their parameters cannot be determined
until the numerical or empirical PDF and CDF of the lognormal sum distribution have been
obtained, and hence the complexity to use this approximation method is high, while we don’t
want to do the Monte Carlo Simulation to get the whole curve first then get an approximation
to it in most time.
• Type IV Pearson Approximation: This approximation method uses Type IV Pearson RV to
approximate the sum of lognormal RV’s. Using this method, it is easy to find the parameters for
the new Type IV Pearson RV then approximate the lognormal sum. However, this approximation
has limitation k < 1 in Table (3.2) to use Type IV Pearson Distribution, thus, this approximation
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Figure 4.3: CDF of a sum of 6 i.i.d. lognormal RV’s with µ =[-25 -15 -5 5 15 25]dB and σ = 12dB.
could not use to approximate under any conditions.
• LSG Approximation: This approximation method also uses another RV Log Shifted Gamma to
approximate the sum of lognormal RV’s, and could be used to approximate under any conditions.
However, at the lower region of x (when power is lower), this approximation do not fit the curve
very well and has more error with the approximation.
• LSN Approximation Method uses Log Skew Normal Approximation which has three parameters
to control the shape and position of the CDF curve, and could fit the curve very well especially
for the lower region of x.
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Figure 4.4: CDF of a sum of 6 i.i.d. lognormal RV’s with µ = 0dB and σ = [6 8 9 10 11 12]dB.
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Figure 4.5: CDF of a sum of 30 i.i.d. lognormal RV’s with µ =0dB and σ = 4,6,8,10,12dB.
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Table 4.1: List of LSN Parameters of Different Cases of Sum of Lognormal RV’s
Cases of Sum of Lognormal RVs α ω ε
6 RVs µ = 0dB, σ = 6dB (Fig. 4.1) 1.6480 0.9745 1.8191
6 RVs µ = 0dB, σ = 12dB (Fig. 4.2) 1.6796 2.1754 2.4114
6 RVs µ = [-25,-15,-5,5,15,25]dB,
σ = 12dB (Fig. 4.3) 1.3483 1.4895 5.0946
6 RVs µ = 0dB, σ = [6 8 9 10 11 12]dB
(Fig. 4.4) 2.8453 2.0076 1.7630
30 RVs µ = 0dB, σ = 6dB (Fig. 4.5) 1.9458 0.5193 3.9120
5
Conclusion
This thesis proposes a novel accurate approximation method to approximate the lognormal sum
distribution random variables. A thorough survey of existing approximation methods to approxi-
mate the Sum of Lognormal RV’s in literature is given and a performance comparison via numerical
simulation is also provided. From the performance comparison, the advantages and disadvantages
of these methods are analyzed. Next, the new approximation method, namely Log Skew Normal
Approximation (LSN) is described. This new approximation method extracts the advantages of
other methods and avoids their disadvantages, then builds an optimal approximation with high ac-
curacy in most region especially in the low region which is the most important region for wireless
communication applications. The close-form of the proposed LSN approximation method is given,
with parameter calculation algorithms via moment matching method. Numerical results over a wide
range of conditions confirm the benefits of the proposed low-complexity, high-accuracy approxima-
tion method.
With this novel approximation method, more accurate prediction of outage probabilities in cog-
nitive radio and dynamic spectrum access network can be obtained. Moreover, by using this approx-
imation method, more accurate and meaningful coexistence analysis of primary users and secondary
users in cognitive radio is feasible. This method can also be applied to traditional co-channel cell
interference analysis.
39
References
[1] Mitola, J., III and Maguire, G.Q., Jr. , “Cognitive radio: making software radios more per-
sonal” , IEEE Wireless Communications, Vol. 6, pp.13-18, Aug 1999.
[2] Staple, G. and Werbach, K., “The end of spectrum scarcity” , Spectrum, IEEE , Vol. 41, pp.
48-52, March 2004.
[3] Cabric, D., Mishra, S.M., Brodersen, R.W., “Implementation issues in spectrum sensing for
cognitive radios”, Bell System Tech. J., Vol. 61, pp.1441-1462, Sept. 1982.
[4] Weiss, T.A. Jondral, F.K. Karlsruhe Univ., Germany, “Spectrum pooling: an innovative strat-
egy for the enhancement of spectrum efficiency”, Communications Magazine, IEEE, Vol. 42, Issue
3,pp.S8- 14, Mar 2004.
[5] S. Schwartz and Y. S. Yeh, “On the Distribution Function and Moments of Power Sums with
Log-Normal Components”, Bell System Tech. J., Vol. 61, pp.1441-1462, Sept. 1982.
[6] Beaulieu, N.C., Abu-Dayya, A.A. and McLane, P.J., “Comparison of methods of computing
lognormal sum distributions and outages for digital wireless applications”, Communications,
1994. ICC ’94, SUPERCOMM/ICC ’94, Conference Record, vol.3, pp. 1270-1275, May 1994.
[7] Beaulieu, N. C., Abu-Dayya, A. A. and McLane, P. J., “Estimating the distribution of a
sum of independent lognormalrandom variables”,Communications, IEEE Transactions, Vol. 43,
pp.2869-2873, Dec 1995.
[8] Bradley Dept. of Electr. & Comput. Eng., Virginia Polytech. Inst. & State Univ., Blacksburg,
VA, “Statistics of the sum of lognormal variables in wireless communications”, IEEE Vehicular
Technology Conference Proceedings, Tokyo, 2000, Vol. 3, pp. 1823-1827, 2000.
[9] Janos, W. , “Tail of the distribution of sums of log-normal variates”, IEEE Transactions,
Information Theory, Vol. 16, Issue 3, pp. 299- 302, May 1970.
40
41
[10] Ben Slimane, S., “Bounds on the distribution of a sum of independent lognormal random
variables”, IEEE Transactions,Communications, Vol. 49, Issue 6, pp. 975-978, Jun 2001.
[11] N. C. Beaulieu, Q. Xie, “Minimax Approximation to Lognormal Sum Distributions”, IEEE
VTC Spring, Vol. 2, pp. 1061-1065, April 2003.
[12] Beaulieu, N.C. and Qiong Xie, “An optimal lognormal approximation to lognormal sum
distributions”, IEEE Transactions, Vehicular Technology, Vol. 53, Issue 2, pp. 479- 489, March
2004.
[13] Lian Zhao and Jiu Ding, “Least Squares Approximation to Lognormal Sum Distributions”,
IEEE Transactions on Vehicular Technology, Vol.56, pp. 991-997, March, 2007.
[14] Lian Zhao Jiu Ding , “Least Squares Quadratic (LSQ) Approximation to Lognormal Sum
Distributions”, IEEE Transactions on Vehicular Technology, Vol. 6, pp. 2828-2832, May 2006.
[15] Lian Zhao and Jiu Ding, “Lognormal Sum Approximation with Type IV Pearson Distribu-
tion”, Communications Letters, IEEE,Vol.11,NO. 10, pp. 791-792, OCTOBER, 2007.
[16] Zhang, Q.T. and Song, S.H. , “A Systematic Procedure for Accurately Approximating
Lognormal-Sum Distributions”, IEEE Transactions on Vehicular Technology,Vol.57, pp. 663-
666, Jan. 2008.
[17] C. L. Joshua Lam and Tho Le-Ngoc, “Log Shifted Gamma Approximation to Lognormal
Sum Distributions”, IEEE Trans. on Communications, Vol. 1, pp. 495-499, Augest, 2005.
[18] A. Papoulis, “Probability, Random Variables and Stochastic Processes”, New York:McGraw-
Hill, 1991.
Barakat, Richard, “Sums of independent lognormally distributed random variables”, Journal of
the Optical Society of America,vol. 66, Issue 3, pp.211,Mar. 1976.
[19] Jay L. Devore , “Probability and Statistics for Engineering and the Sciences”, 5th ed. Pacific
Grove, CA: Duxbury, 2000.
[20] Safak, A. Delft Univ. of Technol. , “Statistical analysis of the power sum of multiple
correlatedlog-normal components”, IEEE Transactions on Vehicular Technology, Vol. 42, issue
1, pp. 58-61, Feb 1993.
