The quadratic hull of a code and the geometric view on multiplication
  algorithms by Randriambololona, Hugues
ar
X
iv
:1
91
2.
06
62
7v
2 
 [c
s.I
T]
  1
9 D
ec
 20
19
Contemporary Mathematics
The quadratic hull of a code and
the geometric view on multiplication algorithms
Hugues Randriambololona
Abstract. We introduce the notion of quadratic hull of a linear code, and
give some of its properties. We then show that any symmetric bilinear multi-
plication algorithm for a finite-dimensional algebra over a field can be obtained
by evaluation-interpolation at simple points (i.e. of degree and multiplicity 1)
on a naturally associated space, namely the quadratic hull of the corresponding
code. This also provides a geometric answer to some questions such as: which
linear maps actually are multiplication algorithms, or which codes come from
supercodes (as asked in [24]). We illustrate this with examples, in particular
we describe the quadratic hull of all the optimal algorithms computed in [3]
for small algebras.
In our presentation we actually work with multiplication reductions. This
is a generalization of multiplication algorithms, that allows for instance evalu-
ation-interpolation at points of higher degree and/or with multiplicities, and
also includes the recently introduced notion of “reverse multiplication-friendly
embedding” from [5]. All our results hold in this more general context.
1. Introduction
1.1. — Early remarks of Goppa and Lachaud, made more precise by Pellikaan,
Shen, and van Wee in [19], show that any linear code is an evaluation code on an
algebraic curve. In some sense this work presents an analogue for multiplication
algorithms:1 any multiplication algorithm is an evaluation-interpolation algorithm
on some algebraic space.
1.2. — Recall that a multiplication algorithm of length n for an algebra A
over a field F, denoted
A Fn,
is a way to reduce the multiplication map in A to n multiplications in F, plus some
fixed linear operations. More precisely, it is a linear map ϕ : A → Fn, such that
there exists a linear map ω : Fn → A, such that for all a, a′ ∈ A we have
aa′ = ω(ϕ(a) ∗ ϕ(a′))
where ∗ denotes componentwise multiplication in Fn.
1more precisely, for symmetric bilinear multiplication algorithms, as will always be implicit.
c©0000 (copyright holder)
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Assume that X is an algebraic space (e.g. a curve, a surface, etc.) together
with a point Q ∈ X(A) with coordinates in A, and a collection P = (P1, . . . , Pn)
of rational points. In order to multiply a, a′ ∈ A, we can proceed by evaluation-
interpolation, as follows:
(i) Lift a, a′ to functions fa, fa′ on X such that fa(Q) = a, fa′(Q) = a
′, and
then evaluate these functions at P to get vectors ca = (fa(P1), . . . , fa(Pn)),
ca′ = (fa′(P1), . . . , fa′(Pn)).
(ii) Multiply ca and ca′ componentwise, i.e. compute y1 = fa(P1)fa′(P1), ...,
yn = fa(Pn)fa′(Pn).
(iii) By “Lagrange interpolation”, find a function h on X that takes these values
h(P1) = y1, ..., h(Pn) = yn, and then evaluate h at Q. Under proper
hypotheses, we will get h(Q) = aa′ as wished.
This actually provides a multiplication algorithm for A. Indeed, observe that steps
(i) and (iii) can be made in a purely linear way, and pre-computed, giving the maps
ϕ and ω respectively.
One of our results is that any multiplication algorithm is of this sort.
1.3. — The main similarity between [19] and this result is that they both are
a posteriori. They are of no help if one’s goal is to build better codes, or better mul-
tiplication algorithms. What they provide is only a better abstract understanding
of these objects.
However an important difference is that [19] aims specifically at curves. Thus,
a lot of work is done to keep some control on the genus of the curve and the degree
of the divisor, and to ensure that the code is the evaluation of the corresponding
complete linear system. On the other hand, in the present work we will be much
less demanding about our geometric data.
Early multiplication algorithms, such as those of Karatsuba or Toom-Cook, are
evaluation-interpolation algorithms on the projective line. Chudnovsky and Chud-
novsky [6] introduced evaluation-interpolation algorithms on curves. More general
and abstract versions, including evaluation-interpolation on higher dimensional va-
rieties, or on arbitrary schemes, can be found in [20, §2]. In section 3 below we will
construct a multiplication algorithm for F25 over F2, of optimal length n = 13, by
evaluation-interpolation on a del Pezzo surface.
In general we show that any multiplication algorithm ϕ can be realized as
an evaluation-interpolation algorithm on a naturally associated space, namely the
quadratic hull of the linear code image of ϕ, defined below.
A converse result characterizes whether a given code is the image of a multipli-
cation algorithm, again in terms of its quadratic hull. Informally, it says that any
quadratic identity satisfied in the code should also be satisfied in A.
1.4. — The quadratic hull (French: enveloppe quadratique) of a non-degenerate
linear code C ⊆ Fn can be seen either algebraically or geometrically.
Starting from the algebraic point of view, let G ∈ Fk×n be a generator matrix
for C, and let P1, . . . , Pn be the columns of G. Then set
I2(C) = {q ∈ F[x1, . . . , xk]2 : q(P1) = · · · = q(Pn) = 0},
the space of homogeneous quadratic forms that vanish at P1, . . . , Pn. More intrisi-
cally, it is also
I2(C) = ker(S
2C
∗−→ C〈2〉),
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where S2C is the second symmetric power of C, and C〈2〉 is the square of C, the
linear span of pairwise ∗-products of codewords of C. This I2(C) is a very natural
object that was introduced by several authors independently. It seems its first
appearance is in [14, sec. 3]. Later it can also be found in [21, §1.11].
Turning to geometry, the quadratic hull Z2(C) of C is then the zero locus of
I2(C) in projective space:
Z2(C) = Z(I2(C)) ⊆ Pk−1,
i.e. the intersection of all quadrics in Pk−1 that pass through P1, . . . , Pn.
These two points of view are equivalent, i.e. I2(C) and Z2(C) carry exactly the
same information, provided Z2(C) is considered with its scheme structure. Indeed,
giving a closed subscheme in Pk−1 is the same as giving its defining ideal.
1.5. — In general the quadratic hull of a code can be quite pathological, and
we have no a priori control on it.
It is thus interesting to have plenty of examples. In [3] (see also [8]) an algorithm
is given that allows to compute the exhaustive list of multiplication algorithms
of optimal length for algebras of small cardinality. In section 7 we describe the
quadratic hull of the corresponding codes.
Perhaps more important, we present several properties of the quadratic hull,
most of which are proved in section 8:
(i) We have dimC〈2〉 =
(
k+1
2
)− dim I2(C).
(ii) The rational points P of Z2(C) parameterize square-preserving extensions
of C, i.e. those [n + 1, k]-codes CP with generator matrix GP = ( G |P )
such that
dimC
〈2〉
P = dimC
〈2〉.
(iii) They also parameterize hyperplanes H ⊆ C such that
H · C  C〈2〉.
(iv) The rational points of the secant variety of Z2(C) parameterize a subset of
(and possibly all) the locus of hyperplanes H ⊆ C that satisfy
H〈2〉  C〈2〉.
(v) If C is the evaluation code of some L(D) at n distinct rational points on a
smooth projective curve X of genus g, with 2g + 1 < deg(D) < n/2, then
Z2(C) = X.
Properties (iii)(iv)(v) are especially meaningful in the analysis of McEliece-type
cryptosystems. We refer to [7][14][15][17][25] for a sample of related works.
In (iv), it seems to be a difficult question to characterize those codes for which
the secant variety exactly coincides with the locus of hyperplanes whose square
does not fill the square of C. This is not true for all codes, but it holds at least
for certain MDS codes and for certain evaluation codes on curves. Partial results
of this sort will be found in [22].
1.6. — Our formalism actually applies not only to multiplication algorithms,
which reduce multiplication inA to multiplication in Fn, but more generally to what
we call multiplication reductions, which reduce multiplication in A to multiplication
in another arbitrary algebra B.
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We thus present our results and proofs in this slightly more general setting.
This adds no difficulty, and is best expressed in the language of abstract algebraic
geometry. However, for ease of the reader, we also give alternative descriptions, in
coordinates.
The notion of multiplication reduction is implicit in certain generalizations
of the Chudnovsky-Chudnovsky method. For instance, in order to construct a
multiplication algorithm for A, one might use evaluation-interpolation on a curve
at points Pi of higher degree. This actually gives a multiplication reduction from A
to the algebra B, product of the residue fields of these Pi. The same can be said for
variants that use evaluation with multiplicities. Such multiplication reductions can
then be composed (or concatenated) in order to produce an actual multiplication
algorithm.
Multiplication algorithms are closely related to multiplicative linear secret shar-
ing schemes. In this context, a multiplication algorithm Fqk  F
n
q is also called
a “multiplication-friendly embedding”. In [5] the notion of “reverse multiplication-
friendly embedding” is introduced, which goes in the other direction. This is also
an instance of a multiplication reduction, hence is covered by our theory.
1.7. Acknowledgments — The core results in this work date from 2016, which
the author initially offered to present at AGCT-16. Unfortunately this was not
possible due to the too high number of proposed speakers. The author warmly
thanks the organizers of AGCT-17 for giving him a second opportunity.
In the meantime the author greatly benefited from discussions with R. Blache
and E. Hallouin on del Pezzo surfaces, while preparing [4]. This influenced the
presentation of the example developed in section 3.
The author also thanks P. Zimmermann and S. Covanov for giving details about
their results [3][8]. In particular P. Zimmermann provided the computer program
that allowed the author to get the list of explicit optimal formulae on which section 7
is based.
1.8. Conventions — In this work, by an algebra we will always mean an alge-
bra that is commutative, associative, with unity, nonzero, and of finite dimension
(as a vector space) over a field F.
Also we will say “multiplication algorithm (resp. reduction)” as short for “sym-
metric bilinear multiplication algorithm (resp. reduction)”. It would not be difficult
to devise asymmetric extensions of our results, but we will stick to the symmetric
setting for simplicity.
If B is an algebra and P : SpecB → X is a morphism of schemes, then for any
invertible sheaf L on X we set L|P = P∗L, the pullback of L by P . Observe that,
since B is finite, L|P ≃ B admits a trivialization.
2. Multiplication reductions
2.1. Definition. A (symmetric, bilinear) multiplication reduction
A B
from an algebra A to an algebra B over F, is a linear map
ϕ : A → B
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such that there exists an “adjoint” linear map ω : B → A that makes the following
diagram commute:
A×A mA−−−−→ A
ϕ×ϕ
y xω
B × B mB−−−−→ B
where mA and mB denote multiplication in A and B, respectively.
Equivalently, ϕ, ω should satisfy
a · a′ = ω(ϕ(a) · ϕ(a′))
for all a, a′ ∈ A. In words, multiplication of a and a′ in A “reduces” (up to some
fixed linear operations) to multiplication of ϕ(a) and ϕ(a′) in B.
2.2. Lemma. A multiplication reduction ϕ : A B is always injective.
Proof. Apply the formula above with a ∈ kerϕ and a′ = 1. 
2.3. — Here are three important instances of multiplication reductions:
• A multiplication algorithm of length n for an algebra A over F is a multi-
plication reduction
A Fn
where B = Fn is equipped with componentwise multiplication ∗.
Equivalently, if ϕ1, . . . , ϕn ∈ A∨ are the components of ϕ : A → Fn,
and ω1, . . . , ωn ∈ A are those of ω : Fn → A, one asks
aa′ = ϕ1(a)ϕ1(a
′)ω1 + · · ·+ ϕn(a)ϕn(a′)ωn
for all a, a′ ∈ A. In words, a multiplication in A reduces (up to some fixed
linear operations) to n multiplications in F.
This also amounts to a decomposition
TA = ω1 ⊗ ϕ⊗21 + · · ·+ ωn ⊗ ϕ⊗2n
of the multiplication tensor of A into n elementary (symmetric) tensors.
Multiplication algorithms are closely related to multiplicative (or “arith-
metic”) linear secret sharing schemes. In this context they are sometimes
called “multiplication-friendly embeddings”.
A large part of the literature on multiplication algorithms (surveyed in
[2]) is devoted to the case where A = Fqm [t]/(tl) is a monogeneous local
algebra over F = Fq a finite field. This includes the cases A = Fqk (finite
field extension) and A = Fq[t]/(tk) (truncated polynomials). However, the
case of a more general local algebra A over an arbitrary field F, for instance
A = F[[t1, . . . , tm]]/(tl1, . . . , tlm), is also of interest.
As for non-local algebras, the issue is related to Strassen’s direct sum
conjecture. Indeed, a (finite-dimensional) algebra decomposes as the prod-
uct of its localizations: A =∏iAi. The conjecture asserts that a multipli-
cation algorithm for A of minimal length should decompose as a product
(in the sense of 2.7 below) of multiplication algorithms for each Ai.
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• More general multiplication reductions often occur as an intermediate step
in the construction of multiplication algorithms. This includes gener-
alized Chudnovsky-Chudnovsky type constructions that use evaluation-
interpolation on curves at points of higher degree and/or with multiplicities.
For instance (the symmetric part of) [20, Th. 3.5] can be analyzed in two
steps: first, a multiplication reduction
A = Fqm [t]/(tl)  B =
∏
i
Fqdi [t]/(t
ui)
is constructed, and then it is composed (in the sense of 2.8 below) with the
product of multiplication algorithms Fqdi [t]/(t
ui)  F
µsymq (di,ui)
q , to get a
multiplication algorithm
A = Fqm [t]/(tl)  FNq
with N =
∑
i µ
sym
q (di, ui).
• Last, reverse multiplication-friendly embeddings (RMFE), recently intro-
duced in [5], also are multiplication reductions, namely of the form
A = Fkq  B = Fqn .
As such, the results presented in this work apply to them as well.
2.4. Definition. Let B be an algebra over F. By a B-code we mean a linear
subspace
C ⊆ B.
If C has dimension k over F, we also say C is a [B, k]-code.
In the particular case B = Fn, we say C is a [n, k]-code, compatibly with the
established literature.
2.5. — Let ϕ : A  B be a multiplication reduction, and consider its image
Cϕ = ϕ(A) ⊆ B. It is a [B, k]-code, where k = dimA.
If x ∈ B is of the form x = cc′, where c = ϕ(a), c′ = ϕ(a′) for a, a′ ∈ A, then
necessarily one should have ω(x) = aa′ in A. By linearity, this condition uniquely
determines the values of ω on the linear subspace
C〈2〉ϕ = 〈{cc′ : c, c′ ∈ Cϕ}〉 ⊆ B
spanned by pairwise products of codewords (under mB), called the square of Cϕ
(see [21] for the case B = Fn, mB = ∗).
By a slight abuse, the resulting uniquely determined map
ω : C〈2〉ϕ −→ A
will also be called the adjoint of ϕ.
Conversely, values of ω outside of C
〈2〉
ϕ do not matter in Definition 2.1.
This means we can take the commutativity of the diagram
A×A mA−−−−→ A
ϕ×ϕ
y xω
Cϕ × Cϕ mB−−−−→ C〈2〉ϕ
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as an alternative, equivalent definition for a multiplication reduction. Indeed, once
this holds, we can pick an arbitrary linear extension of ω from C
〈2〉
ϕ to the whole of
B, and the condition in Definition 2.1 will be satisfied.
2.6. — Let ϕ : A B be a multiplication reduction. Given invertible elements
u ∈ A× and v ∈ B×, define ϕ˜ : A → B by
ϕ˜(a) = vϕ(u−1a)
for all a ∈ A. Then ϕ˜ is a multiplication reduction A B. Indeed, if ϕ has adjoint
ω : C
〈2〉
ϕ → A, then ϕ˜ has adjoint ω˜ : C〈2〉ϕ˜ → A where ω˜(b) = u2ω(v−2b) for all
b ∈ C〈2〉ϕ˜ = v2C〈2〉ϕ ⊆ B.
Definition. We say two multiplication reductions ϕ, ϕ˜ : A B are diagonally
equivalent,2 and we write
ϕ ∼ ϕ˜,
if they can be related as above for some u ∈ A×, v ∈ B×.
This defines an equivalence relation on the set of multiplication reductions from
A to B.
2.7. — There is a notion of product for multiplication reductions: given ϕ1 :
A1  B1 and ϕ2 : A2  B2, we derive ϕ1 × ϕ2 : A1 × A2  B1 × B2, where each
product algebra is equipped with componentwise multiplication. If ϕ1 has adjoint
ω1 and ϕ2 has adjoint ω2, then ϕ1 × ϕ2 has adjoint ω1 × ω2.
This is compatible with diagonal equivalence: if ϕ1 ∼ ϕ˜1 and ϕ2 ∼ ϕ˜2, then
ϕ1 × ϕ2 ∼ ϕ˜1 × ϕ˜2.
2.8. — Likewise, multiplication reductions can be composed (or concatenated):
given ϕ : A B and ψ : B  C, we derive ψ ◦ ϕ : A  C. If ϕ has adjoint ω and
ψ has adjoint ̟, then ψ ◦ ϕ has adjoint ω ◦̟.
However, in general, composition is not compatible with diagonal equivalence,
i.e. it could happen that ϕ ∼ ϕ˜ and ψ ∼ ψ˜ but ψ ◦ ϕ 6∼ ψ˜ ◦ ϕ˜.
2.9. Proposition. Let X be a scheme over F, together with points Q ∈
X(A) and P ∈ X(B) with coordinates in A and B respectively, i.e. morphisms
Q : SpecA → X and P : SpecB → X.
Let L be an invertible sheaf on X, and V ⊆ Γ(X,L) a finite dimensional linear
system. Let also V 〈2〉 ⊆ Γ(X,L⊗2) be its square, i.e. the linear system spanned
by all pairwise products of elements of V . Consider the natural restriction (i.e.
pullback) maps from V to L|Q and from V 〈2〉 to L⊗2|P , and assume
(i) V −→ L|Q is surjective
(ii) V 〈2〉 −→ L⊗2|P is injective.
Then there is a multiplication reduction
ϕ : A B
given by the following construction:
• choose trivializations L|Q ≃ A and L|P ≃ B (recall A,B finite over F)
• choose a right-inverse σ : A → V of the surjective map V → L|Q ≃ A
2 one could devise another natural notion of equivalence, coarser, by further allowing com-
position on the right with automorphisms of A and on the left with automorphisms of B.
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• compose σ with the “evaluation-at-P” map V → L|P ≃ B, to get the linear
map ϕ : A → B.
Moreover, if we assume that V → L|Q is bijective, then the diagonal equivalence
class of ϕ so constructed is independent of the choices made.
(Observe that if we’re interested in multiplication algorithms, then B = Fn,
and we can see P as an ordered collection P = (P1, . . . , Pn) of n rational points
Pi ∈ X(F). This explains our notation. But on the other hand, if we’re interested
in RMFE A = Fkq  B = Fqn , then Q = (Q1, . . . , Qk) is a collection of k rational
points, while P is a point defined over an extension. Our formalism encompasses
both situations, and even more general ones, in a uniform way.)
Proof. Given f ∈ V , write f(Q) and f(P) for the images of f under the
evaluation maps V → L|Q ≃ A and V → L|P ≃ B, respectively.3
Likewise, given h ∈ V 〈2〉, write h(Q) and h(P) for the images of h under
V 〈2〉 → L⊗2|Q ≃ A and V → L⊗2|P ≃ B, where the trivializations L⊗2|Q ≃ A
and L⊗2|P ≃ B are deduced from the ones chosen previously by passing to the
square. This makes evaluation commute with multiplication: for f, f ′ ∈ V we have
(ff ′)(Q) = f(Q)f ′(Q) in A, and likewise (ff ′)(P) = f(P)f ′(P) in B.
Now we construct the adjoint linear map ω : B → A, and then we check that
ϕ, ω indeed satisfy the condition in Definition 2.1.
Since V 〈2〉 → L⊗2|P ≃ B is injective, we can choose a left-inverse ρ : B → V 〈2〉.
We then compose ρ with the evaluation-at-Q map V 〈2〉 → L⊗2|Q ≃ A to get a
linear map ω : B → A.
Let a, a′ ∈ A. By construction, σ(a), σ(a′) are elements fa, fa′ ∈ V with
fa(Q) = a, fa′(Q) = a
′, and then ϕ(a) = fa(P), ϕ(a′) = fa′(P) in B. Since evalu-
ation and multiplication commute, we get ϕ(a)ϕ(a′) = fa(P)fa′(P) = (fafa′)(P).
By construction, ρ((fafa′)(P)) is then an element h ∈ V 〈2〉 such that h(P) =
(fafa′)(P). By injectivity of V 〈2〉 → L⊗2|P , this forces h = fafa′ . And then, com-
muting evaluation and multiplication again, we get ω(ϕ(a)ϕ(a′)) = (fafa′)(Q) =
fa(Q)fa′(Q) = aa
′, as desired.
As for the last statement, observe that in the first step of the construction,
another choice of trivializations multiplies the evaluation-at-Q and -at-P maps by
some u ∈ A× and v ∈ B×, respectively. Moreover if V → L|Q is bijective, then in
the second step there is only one choice for the right inverse, which is actually the
inverse of the evaluation-at-Q map. All in all this replaces ϕ with an equivalent
map precisely as in 2.6. 
2.10. Definition. A multiplication reduction ϕ : A  B is geometric, or is
of evaluation-interpolation type, if it can be obtained through Construction 2.9.
Conversely, in this situation, we say that (X,Q,P ,L, V ) is a geometric realiza-
tion of the reduction ϕ.
This can be compared with the generalized Chudnovsky-Chudnovsky construc-
tions surveyed in [2], that use evaluation-interpolation on curves at points of higher
degree and/or with multiplicities. This fits in our formalism of multiplication re-
ductions. But if we insist on having a multiplication algorithm, so B = Fn, the
key point then is that we ask for evaluation-interpolation at P = (P1, . . . , Pn), a
3e.g. when B = Fn and P = (P1, . . . , Pn), we can write f(P) = (f(P1), . . . , f(Pn)) ∈ Fn.
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collection of rational points, without multiplicities. But on the other hand, we allow
X to be a higher dimensional variety, or even an arbitrary scheme.
2.11. Remark. Some arguments suggest that “good” geometric multiplication
reductions should actually be low dimensional.
For instance, suppose given an algebra A, of dimension k, and consider a geo-
metric multiplication algorithm ϕ : A Fn, of length n as small as possible. Then
condition (i) forces dimV ≥ k, and condition (ii) forces dimV 〈2〉 ≤ n. Thus, if X
is a variety (i.e. an integral scheme), and if we assume
n ≤ 3k − 4,
then the field analogue [1] of Freiman’s theorem applies and shows that the subfield
generated by V −1V ⊆ F(X) is the function field F(Y ) of a curve Y . With a little
extra work, one could then prove that ϕ can be realized over this curve Y .
Interestingly, if F is the finite field Fp for p ≥ 7 prime, and A = Fpk is its
degree k field extension for k large, then the best constructions [20, §6] allow to
get n ≈ 3
(
1 + 2
p−2
)
k, which is slightly above this 3k− 4 bound. So the argument
does not apply there.
2.12. — The notion of supercode introduced in [24] for multiplication algo-
rithms is easily extended in the context of multiplication reductions. We define a
supercode as a F-linear subspace
Ĉ ⊆ A× B
such that the first projection πA : Ĉ → A is surjective, and the second projection
πB : Ĉ
〈2〉 → B is injective, where as usual Ĉ〈2〉 is the F-linear span of pairwise
products of elements of Ĉ in the product algebra A× B.
If ϕ : A B is a multiplication reduction, then Ĉ = Im(idA×ϕ) ⊆ A× B is a
supercode.
2.13. — Conversely, if Ĉ ⊆ A × B is a supercode, then Ĉ gives rise to a
multiplication reduction. This can be seen in our geometric formalism.
Set X = Spec(A × B), and consider the points Q ∈ X(A) given by the first
projection A× B → A, and P ∈ X(B) given by the second projection A× B → B.
Also set L = OX , the structure sheaf, and consider then Ĉ as an incomplete
linear system Ĉ ⊆ Γ(X,OX) = A× B.
Proposition. With these notations, (X,Q,P ,OX , Ĉ) is the geometric real-
ization of a multiplication reduction A B.
Moreover, if Ĉ = Im(idA×ϕ) comes from a multiplication reduction ϕ : A B,
then actually (X,Q,P ,OX , Ĉ) is a geometric realization for ϕ.
Proof. Proposition 2.9 applies, since the surjectivity and injectivity conditions
in the definition of a supercode reflect conditions (i) and (ii).
Moreover, if Ĉ = Im(idA×ϕ), then we have bijectivity in (i), and lifting the first
projection from A back to Ĉ and projecting to B indeed gives ϕ, by construction.

It follows at once:
2.14. Corollary. Any multiplication reduction is geometric.
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Unfortunately, this result, based on the tautological, zero-dimensional space
Spec(A × B), is quite disappointing. One aim of this work will be to present
geometric realizations with a more interesting structure.
This will allow us to also address the following question: how can one tell if a
given linear map ϕ : A → B is a multiplication reduction? Or instead of specifying
the whole map ϕ, one can give only its image C. The question then reduces to the
following, from [24]: how can one tell if a given code C ⊆ B is the second projection
of a supercode Ĉ ⊆ A×B? To these questions we will provide a geometric answer,
albeit perhaps not an algorithmic criterion, as could be even more desirable.
3. An example in dimension 2
3.1. — Here we work over the base field F = F2. We will construct a geometric
multiplication algorithm
F25  F
13
2
by evaluation-interpolation on a surface.
It turns out this length n = 13 is best possible for a multiplication algorithm
for F25 over F2, i.e. it reaches the (symmetric) bilinear complexity
µsym2 (5) = 13.
Indeed, no such algorithm exists in length 12 or less, because otherwise, it would
imply the existence of a [12, 5, 5] binary linear code [6, Cor 5.1][24, Prop. 1.4], which
is known to be false [10][12].
3.2. — A smooth conicQ in P2 over F2 contains precisely three rational points
P1, P2, P3 and one pair of conjugate quadratic points Q,Q, no three of which lie on
a line.
Blowing-up P2 at these five points gives a (nonsingular) del Pezzo surface X
of degree 4 [13, Th. 24.4], with
|X(F2)| = 13.
More precisely, there are 3 rational points on each of the exceptional divisors
E1, E2, E3 above P1, P2, P3, and then 4 other rational points above the remain-
ing points P4, P5, P6, P7 in P
2(F2).
The canonical sheaf of X is
KX = (π∗O(−3))(E1 + E2 + E3 + F + F )
where π : X → P2 is the blow-up map, and F, F are the exceptional divisors over
Q,Q, respectively.
The anticanonical embedding is projectively normal [9, Th. 8.3.4] and realizes
X as an intersection of two quadrics in P4 [9, Th. 8.6.2], thus:
• dimΓ(X,K−1X ) = 5
• dimΓ(X,K−2X ) = 13.
Here π∗ gives an identification
Γ(X,K−1X ) = Γ(P2, IP1,P2,P3,Q,QO(3))
of the space of sections of the anticanonical sheaf with the linear system of cubic
forms on P2 vanishing at P1, P2, P3, Q,Q (which, indeed, has dimension 5, e.g. by
Cayley-Bacharach).
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Likewise we have an identification
Γ(X,K−2X ) = Γ(P2, I2P1,P2,P3,Q,QO(6))
where the right-hand side is the linear system of sextic forms on P2 vanishing at
P1, P2, P3, Q,Q with multiplicity at least 2.
3.3. Lemma. The natural restriction map, from Γ(X,K−2X ) to the product of
the fibers of K−2X at the 13 rational points of X, is injective.
Proof. Let s ∈ Γ(X,K−2X ) vanishing at the 13 rational points of X . We have
to show s = 0.
First, we use the vanishing of s at the 9 rational points in E1, E2, E3. Since
K−2X = (π∗O(6))(−2E1−2E2−2E3−2F−2F ), the restriction s|Ei defines a section
of
O(−2Ei)|Ei ≃ OP1(2).
The fact that this degree 2 section vanishes at the 3 rational points of Ei ≃ P1
then forces s|Ei = 0, so actually s is a section of
K−2X (−E1 − E2 − E3) = (π∗O(6))(−3E1 − 3E2 − 3E3 − 2F − 2F ).
This means f = π∗s ∈ Γ(P2,O(6)) vanishes with multiplicity at least 3 at P1, P2, P3
and 2 at Q,Q.
In turn, the vanishing of s at the remaining 4 rational points of X means that
f vanishes at their images P4, P5, P6, P7 in P
2.
Recollecting, we have established so far that f = π∗s ∈ Γ(P2,O(6)) is a sextic
form that vanishes:
• at P1, P2, P3 with multiplicity at least 3
• at Q,Q with multiplicity at least 2
• at P4, P5, P6, P7 with multiplicity at least 1.
We have to show f = 0.
On the conic Q = (P1P2P3QQ), the sextic f vanishes at 3P1 + 3P2 + 3P3 +
2Q + 2Q, a divisor of total degree 13. By Bézout, this forces f |Q = 0, i.e. f = qt
where q ∈ Γ(P2,O(2)) is an equation for Q, and t ∈ Γ(P2,O(4)) is a quartic that
has to vanish further:
• at P1, P2, P3 with multiplicity at least 2
• at Q,Q and P4, P5, P6, P7 with multiplicity at least 1.
Set L = (QQ). It is a rational line that does not meet P1, P2, P3 (and actually it
is the only such line). Relabelling, we may assume P4 = L∩(P1P2), P5 = L∩(P1P3),
P6 = L ∩ (P2P3).
Then, the quartic t vanishes at a divisor of degree 5 on each of the following
lines:
• at 2P1 + 2P2 + P4 on (P1P2)
• at 2P1 + 2P3 + P5 on (P1P3)
• at 2P2 + 2P3 + P6 on (P2P3)
• at Q+Q+ P4 + P5 + P6 on L.
This implies that, up to multiplication by a constant, t is the product of the equa-
tions of these four lines. However, t also vanishes at P7, while none of these lines
passes through P7. Thus the only possibility is t = 0, hence f = 0, s = 0. 
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3.4. — Now consider another smooth conic Q′, that passes through P1, P2 but
not through P3, Q,Q.
For instance, setting L = (QQ), P4 = L ∩ (P1P2), P5 = L ∩ (P1P3), and
letting Q′, Q′ be the conjugate quadratic points of the line (P3P4), we can take
Q′ = (P1P2P5Q′Q′).
Let then R1 ∈ Q′(F25) be a point of degree 5 on Q′, non-rational (there are 30
of them), and write R2, R3, R4, R5 for its conjugates.
Lemma. The natural restriction map Γ(X,K−1X )→ K−1X |R1 is surjective.
Proof. Since both sides have dimension 5, it suffices to prove that this re-
striction map is injective. So consider a section s ∈ Γ(X,K−1X ) that vanishes at R1.
We have to show s = 0.
Assume the contrary. Then f = π∗s ∈ Γ(P2,O(3)) defines a cubic C ⊆
P
2 that passes through P1, P2, P3, Q,Q, and also through R1 and its conjugates
R2, R3, R4, R5, because of Galois invariance. Then C ∩ Q′ contains the 7 points
P1, P2, R1, R2, R3, R4, R5, so by Bézout we have C = Q′ ∪ D for a certain line D.
Then D has to pass through P3, Q,Q, a contradiction since these three points do
not lie on a line. 
3.5. Proposition. With these notations, (X,R1, X(F2),K−1X ,Γ(X,K−1X )) is
the geometric realization of a multiplication algorithm F25  F
13
2 .
Proof. The surjectivity condition (i) in Proposition 2.9 is satisfied by 3.4, and
the injectivity condition (ii), by 3.3; actually, both evaluation maps in (i) and (ii)
turn out to be bijective here. 
3.6. — All this can be made explicit. Set F4 = F2[α]/(α
2 + α+ 1) and F25 =
F2[γ]/(γ
5 + γ2 + 1). Let x, y, z be linear coordinates on P2.
Take P1 = (1 : 0 : 0), P2 = (0 : 1 : 0), P3 = (0 : 0 : 1), L = {x + y + z = 0},
Q = (1 : α : α2), Q = (1 : α2 : α), Q = {xy + xz + yz = 0}.
Then P4 = (1 : 1 : 0), P5 = (1 : 0 : 1), (P3P4) = {x = y}, Q′ = (1 : 1 : α),
Q′ = (1 : 1 : α2), Q′ = {xy + xz + z2 = 0}, and we can take R1 = (γ2 : γ3 : 1).
As a basis for V = Γ(X,K−1X ) = Γ(P2, IP1,P2,P3,Q,QO(3)) we take:
v0 = x(xy + xz + yz)
v1 = y(xy + xz + yz)
v2 = xy(x + y + z) + x(xy + z
2)
v3 = (x+ z)(xy + xz + yz)
v4 = x(xy + z
2).
Indeed, these cubics are easily seen to vanish at P1, P2, P3, Q,Q, and were chosen
through linear algebra so as to evaluate at R1 as
vi(R1) = γ
i
for i = 0, . . . , 4.
Now we evaluate these vi at the 13 points in X(F2) to get ϕ. Evaluation at
P4, P5, P6, P7 is straightforward, but how to evaluate vi at the points that lie in an
exceptional divisor, say, at the three points in E1 above P1? These values are given
by the derivatives (∂yvi)(P1), (∂zvi)(P1), and ((∂y + ∂z)vi)(P1).
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Doing so, we find that ϕ : F25  F
13
2 is given by the matrix

1 1 0 0 0 0 0 0 0 1 1 0 1
0 0 0 1 1 0 0 0 0 1 0 1 1
1 1 0 1 0 1 0 1 1 0 1 1 1
1 1 0 0 0 0 1 1 0 1 0 1 0
1 0 1 0 0 0 1 0 1 1 1 0 0


relative to the basis 1, γ, γ2, γ3, γ4 of F25 (with row vector notation).
As observed in 2.5, the adjoint ω : F132 → F25 of ϕ is then uniquely determined,
by mere linear algebra (i.e. we need not follow the proof of Proposition 2.9). We
find it is given by (the transpose of) the matrix

1 0 0 0 1 1 0 1 1 1 0 1 1
1 1 0 1 0 0 1 0 1 0 1 0 1
0 1 0 0 0 0 0 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1 0 1 0 0
1 1 0 1 0 1 0 1 1 0 0 1 0


so ω1 = 1 + γ + γ
3 + γ4, ω2 = γ + γ
2 + γ4, ω3 = γ
3, etc.
3.7. Remark. The space of quadratic relations between v0, v1, v2, v3, v4 is
generated by
v20 + v0v2 + v1v4
and
v0(v0 + v1 + v3 + v4) + v3(v2 + v3 + v4).
Thus, now seeing v0, v1, v2, v3, v4 as indeterminates that define linear coordinates
in P4, we find that X ⊆ P4 is the surface cut out by these two quadrics.
3.8. Remark. The binary linear code Cϕ image of ϕ has parameters [13, 5, 5],
which is optimal. Its automorphism group has size 48; it acts transitively on the
first 12 coordinates, but fixes the last coordinate (which corresponds to evaluation
at P7 = (1 : 1 : 1)).
The square code C
〈2〉
ϕ is the whole of F132 .
4. The canonical point
4.1. — Following the Russian school of coding theory, any (non-degenerate)
linear code can be obtained by evaluation of linear functions on a system of ratio-
nal points in a projective space. Here we consider what happens when we apply
this point of view to multiplication algorithms, or more generally to multiplication
reductions.
If V is a finite dimensional F-vector space, recall that PV = ProjS·V is the
(“dual”) projective space that parameterizes invertible quotients of V . More pre-
cisely, for any algebra R, there is a natural bijection between the set PV (R) of
points of PV with coordinates in R, and the set of equivalence classes of surjective
maps
q : V ⊗F R։ L
with L a locally free R-module of rank 1.
In coordinates, the choice of a basis v1, . . . , vk of V identifies the symmetric
algebra S·V with the polynomial algebra F[x1, . . . , xk] (where vi ↔ xi), hence it
identifies PV with the standard projective space Pk−1. If moreover R is finite over
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F, then L is actually free. Choosing a trivialization L ≃ R, we see that the quotient
map q : V ⊗F R։ L ≃ R then corresponds to the point
(q(v1 ⊗ 1) : · · · : q(vk ⊗ 1))
in Pk−1(R).
4.2. — Let now A be an algebra, finite over F. We apply what precedes with
V = R = A and the multiplication map
mA : A⊗F A։ A.
Definition. The canonical point of A is the point
QA ∈ PA(A)
corresponding to mA.
In coordinates, if we choose a basis a1, . . . , ak of A, identifying PA with Pk−1
accordingly, then
QA = (a1 : · · · : ak) ∈ Pk−1(A).
4.3. — We say that a B-code C ⊆ B is non-degenerate if it generates the unit
ideal in B:
B · C = B.
(For instance, if C ⊆ Fn is a linear code in the usual sense, it means C has full
support.)
If C is non-degenerate, then the surjective map
mB : C ⊗ B ։ C · B = B
defines a point
PC ∈ PC(B),
which we call the projective system of C.
In coordinates, let c1, . . . , ck be a basis of C, and identify PC with P
k−1 ac-
cordingly. Then
PC = (c1 : · · · : ck) ∈ Pk−1(B).
Furthermore, write B = B1×· · · Bm as a product of local algebras, and for 1 ≤ j ≤ m
let πj : B → Bj be the j-th projection. This allows to define the generator matrix
of C (with respect to the given basis) as the k ×m matrix G whose (i, j)-th entry
is πj(ci) ∈ Bj. Then we can view PC as an ordered collection
PC = (P1, . . . , Pm)
where
Pj = (πj(c1) : · · · : πj(ck)) ∈ Pk−1(Bj)
is the point defined by the j-th column of G. (For instance, if B = Fn, then PC is
the projective system of rational points associated to C in the usual sense.)
Then we retrieve C as the image of the evaluation-at-PC map
Γ(Pk−1,O(1)) −→ B
which sends a linear function l ∈ Γ(Pk−1,O(1)) = F[x1, . . . , xk]1 to its value
l(c1, . . . , ck) ∈ B, or equivalently to (l(P1), . . . , l(Pm)) ∈ B1 × · · · Bm.
4.4. — We also say a linear map ϕ : A → B is non-degenerate if it is injective
and its image Cϕ = ϕ(A) ⊆ B is a non-degenerate B-code. For instance:
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• If ϕ : A  Fn is a multiplication algorithm, it means its components
ϕ1, . . . , ϕn ∈ A∨ are all nonzero. We can always assume this holds: oth-
erwise, just discard the bad coordinates to get a shorter, non-degenerate
algorithm.
• A reverse multiplication-friendly embedding ϕ : Fkq  Fqn is always non-
degenerate, since it is nonzero and its image lives in Fqn , a field.
• For a general multiplication reduction ϕ : A B, write B = B1× · · · ×Bm
as a product of local algebras, and let ϕj : A → Bj be the components of
ϕ. Then ϕ non-degenerate means for all j, the image ϕj(A) contains an
invertible element in B×j .
Since ϕ is injective, it identifies A with its image: A ≃ Cϕ, so it identifies the
corresponding projective spaces: PA ≃ PCϕ. We then let
Pϕ ∈ PA(B)
correspond to PCϕ ∈ PCϕ(B) under this identification.
Then we retrieve ϕ as the evaluation-at-Pϕ map
A = Γ(PA,O(1)) −→ B.
We also call Pϕ the projective system of ϕ.
In coordinates, let a1, . . . , ak be a basis of A, and identify PA with Pk−1
accordingly. Then
Pϕ = (ϕ(a1) : · · · : ϕ(ak)) ∈ Pk−1(B).
Furthermore, write B = B1×· · · Bm as a product of local algebras, and for 1 ≤ j ≤ m
let ϕj : A → Bj be the j-th component of ϕ. Then we can view Pϕ as an ordered
collection
Pϕ = (P1, . . . , Pm)
where
Pj = (ϕj(a1) : · · · : ϕj(ak)) ∈ Pk−1(Bj).
4.5. — Let ϕ : A  B be a non-degenerate multiplication reduction. Let
QA ∈ PA(A) be the canonical point of A, and let Pϕ ∈ PA(B) as introduced just
above. Also consider the complete linear system V = Γ(PA,O(1)) = A.
Then,
(PA, QA,Pϕ,O(1), V )
is “almost” a geometric realization for ϕ.
By this, we mean that ϕ indeed results from the construction given in Propo-
sition 2.9 applied to this geometric data. This is because evaluation of V = A at
QA is the identity map of A, and evaluation of V = A at Pϕ is ϕ.
However, to have a geometric realization proper, one should check conditions
(i) and (ii). Condition (i) is clearly satisfied, but turning to condition (ii), for the
complete linear system V = Γ(PA,O(1)) we have V 〈2〉 = Γ(PA,O(2)) = S2A,
which might fail to evaluate injectively at Pϕ.
More precisely, the defect of injectivity is measured by the kernel of the map
S2A S
2ϕ≃ S2Cϕ mB−→ C〈2〉ϕ ⊆ B,
which will be studied below.
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5. The quadratic hull
5.1. — In full generality, if f : Y → P is a morphism from a scheme to a
projective space over F, we define I2(f) as the degree 2 part of the homogeneous
ideal of the (schematic) image of f . Equivalently:
I2(f) = ker(Γ(P,O(2)) f
∗
−→ Γ(Y, f∗O(2))).
And then:
5.2. Definition. The quadratic hull of f is the closed subscheme
Z2(f) = Z(I2(f)) ⊆ P
defined by I2(C).
Equivalently, Z2(f) is the (schematic) intersection of the quadratic hypersur-
faces through which f factorizes.
It is the smallest closed subscheme of P that contains the (schematic) image of
f and is defined by quadratic equations.
5.3. — If C ⊆ B is a non-degenerate B-code, we set I2(C) = I2(PC) and define
the quadratic hull of C as
Z2(C) = Z2(PC) ⊆ PC,
where PC from 4.3 is seen as a morphism PC : SpecB → PC.
In this situation, 5.1 specializes to
I2(C) = ker(S
2C
mB−→ B)
= ker(S2C
mB−→ C〈2〉),
generalizing [14, sec. 3][21, §1.11]. And thus, the quadratic hull of C is the closed
subscheme
Z2(C) = Z(I2(C)) ⊆ PC
defined by this I2(C).
In coordinates, as in 4.3, let c1, . . . , ck be a basis of C, write B = B1×· · · Bm as
a product of local algebras, let G be the corresponding k×m generator matrix for
C, and for 1 ≤ j ≤ m let Pj ∈ Pk−1(Bj) be the point defined by the j-th column
of G. Then C〈2〉 is the image of the evaluation-at-PC map
Γ(Pk−1,O(2)) −→ B
which sends a homogeneous quadratic form q ∈ Γ(Pk−1,O(2)) = F[x1, . . . , xk]2 to
its value q(c1, . . . , ck) = (q(P1), . . . , q(Pm)), and I2(C) is the kernel of this evalua-
tion map:
I2(C) = {q ∈ F[x1, . . . , xk]2 : q(c1, . . . , ck) = 0}
= {q ∈ F[x1, . . . , xk]2 : q(P1) = 0, . . . , q(Pm) = 0}.
And then Z2(C) = Z2({P1, . . . , Pm}) is the intersection of all quadrics in Pk−1 that
contain P1, . . . , Pm. This intersection should be understood scheme-theoretically, so
in general Z2(C) need not be a nice smooth, irreducible, nor even reduced variety.
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5.4. Example. Let F be a field in which 2 admits two square roots (e.g.
F = F7, ±
√
2 = ±3). Let C ⊆ F7 be the linear code with generator matrix
G =


1 1 1 1 1 1 1
0 1 1 0 0 1 1
0 0 0 1 1 1 1
0 1 −1 1 −1 √2 −√2


and let P1, . . . , P7 ∈ P3(F) be the points defined by the columns of G.
If w, x, y, z are linear coordinates on P3, then by linear algebra we find
I2(C) = 〈x2 − xw, y2 − yw, x2 + y2 − z2〉.
Set-theoretically, there is no nonzero solution for w = 0, while for w = 1 the first two
relations force x, y ∈ {0, 1}. From this one easily derives that Z2(C) has dimension
0 and P1, . . . , P7 are its only points.
However, by Bézout, Z2(C) should have length 8. It follows that Z2(C) is not
reduced.
Closer inspection shows that, indeed, P1 has multiplicity 2 in Z2(C) along the
z-direction, while its other points P2, . . . , P7 are simple.
We might write this informally as Z2({P1, . . . , P7}) = {P1 + ~z, P2, . . . , P7}.
5.5. — The quadratic hull Z2(C) (or equivalently, its ideal I2(C)) contains a
lot of information about the square code C〈2〉. First, by construction, we have
dimC〈2〉 =
(
k + 1
2
)
− dim I2(C)
where k = dimC.
Further important properties will be given in section 8 at the end of this work.
These properties are not needed in the application to geometric realizations of
multiplication reductions, but they illustrate the significance of the quadratic hull.
6. Application to geometric realizations
6.1. — We finish the discussion started in 4.5. If ϕ : A → B is a non-
degenerate linear map with projective system Pϕ ∈ PA(B), we set I2(ϕ) = I2(Pϕ).
Recall that ϕ induces an identification A ≃ Cϕ, S·A ≃ S·Cϕ, hence PA ≃ PCϕ,
under which Pϕ corresponds to PCϕ . It follows
I2(ϕ) = (S
2ϕ)−1I2(Cϕ)
= ker(S2A S
2ϕ≃ S2Cϕ mB−→ Cϕ)
= ker(S2A S
2ϕ−→ S2B mB−→ B).
We then define the quadratic hull of ϕ as
Z2(ϕ) = Z2(Pϕ) = Z(I2(ϕ)) ⊆ PA,
which is the isomorphic image of Z2(Cϕ) ⊆ PCϕ under the identification above.
Theorem. Let ϕ : A → B be a non-degenerate linear map. Let QA ∈ PA(A)
be the canonical point of A, and let Pϕ ∈ PA(B) be the projective system of ϕ, and
Z2(ϕ) ⊆ PA its quadratic hull.
Then ϕ is a multiplication reduction A B if and only if Z2(ϕ) contains QA.
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Moreover, if this holds, then
(Z2(ϕ), QA,Pϕ,O(1)|Z2(ϕ), V )
is a geometric realization of ϕ, where the linear system V ⊆ Γ(Z2(ϕ),O(1)|Z2(ϕ))
is the isomorphic image of A = Γ(PA,O(1)) under the restriction-to-Z2(ϕ) map.
Proof. By elementary linear algebra, a necessary and sufficient condition for
the existence of an ω : B → A that completes the diagram
S2A mA−−−−→ A
S2ϕ
y
S2B mB−−−−→ B
is that ker(S2A S
2ϕ−→ S2B mB−→ B) = I2(ϕ) is contained in ker(S2A mA−→ A) = I2(QA).
This means precisely that QA lies in Z2(ϕ).
Now observe that the map A = Γ(PA,O(1)) evQA−→ A is the identity of A, and
factorizes through V as
A = Γ(PA,O(1)) resZ2(ϕ)−−−−−→ V ⊆ Γ(Z2(ϕ),O(1)|Z2(ϕ))
evQA−−−−→ A,
which shows that condition (i) in Proposition 2.9 is satisfied (moreover, with bijec-
tivity).
Likewise the map A = Γ(PA,O(1)) evPϕ−→ B is ϕ, and factorizes through V as
A = Γ(PA,O(1)) resZ2(ϕ)−−−−−→ V ⊆ Γ(Z2(ϕ),O(1)|Z2(ϕ))
evPϕ−−−−→ B,
which shows that if condition (ii) is satisfied, then (Z2(ϕ), QA,Pϕ,O(1)|Z2(ϕ), V )
is a geometric realization for ϕ.
In order to check (ii), we observe that the map S2A = Γ(PA,O(2)) evPϕ−→ B has
kernel I2(ϕ), and factorizes through V
〈2〉 as
S2A = Γ(PA,O(2)) resZ2(ϕ)−−−−−→ V 〈2〉 ⊆ Γ(Z2(ϕ),O(2)|Z2(ϕ))
evPϕ−−−−→ B.
But by definition I2(ϕ) is also the kernel of Γ(PA,O(2)) −→ V 〈2〉. Passing to the
quotient we find that V 〈2〉
evPϕ−→ B is injective, as desired. 
6.2. Remark. The first part of the Theorem (together with its proof) is easily
rephrased in elementary terms.
We are given a linear map ϕ : A → B, and we ask whether it is a multiplication
algorithm, i.e. whether it admits an adjoint ω : C
〈2〉
ϕ → A.
Choose a basis a1, . . . , ak of A, and let c1 = ϕ(a1), ..., ck = ϕ(ak) be the
corresponding basis of C.
Any y ∈ Cϕ is of the form y = q(c1, . . . , ck), for q ∈ F[x1, . . . , xk]2 a quadratic
form in k variables. Then necessarily one should have ω(y) = q(a1, . . . , ak). As in
2.5 this shows the unicity of ω, if it exists.
But now we’re interested in the existence. For this we observe that y ∈ Cϕ
can possibly be represented by several quadratic forms. Then ω(y) will be well
defined precisely when, for any such multiple representation y = q1(c1, . . . , ck) =
q2(c1, . . . , ck), the corresponding values q1(a1, . . . , ak) = q2(a1, . . . , ak) coincide.
Setting q = q1 − q2, this is equivalent to:
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Any quadratic form q ∈ F[x1, . . . , xk]2 vanishing at (c1, . . . , ck) also vanishes
at (a1, . . . , ak).
This exactly means that Z2(ϕ) contains QA.
6.3. Corollary. Let C be a [B, k]-code, where k = dimA. Then C is the
image of a supercode Ĉ ⊆ A × B under the second projection πB if and only if its
quadratic hull Z2(C) ⊆ PC contains a point Q ∈ Z2(C)(A) with coordinates in A
that does not lie in a rational hyperplane of PC.
Proof. Choose a basis c1, . . . , ck of C, and identify PC ≃ Pk−1 accordingly.
Assume there exists such a point Q = (a1 : · · · : ak) ∈ Z2(C)(A) ⊆ Pk−1(A) not
lying in a rational hyperplane. Then a1, . . . , ak are linearly independent, so they
form a basis of A. Identifying PA ≃ Pk−1 accordingly, we then have Q = QA. Now
if ϕ : A → C ⊆ B is the linear map that sends ai to ci, then ϕ satisfies the conditions
in the Theorem, so ϕ is a multiplication reduction. Then Ĉ = Im(idA×ϕ) is a
supercode, and C = Cϕ = πB(Ĉ) as wished.
The converse works similarly. 
6.4. Remark. The condition in the Corollary can be rephrased as the exis-
tence of a rational point on (a Zariski open set of) a certain scheme. Indeed, points
in Z2(C)(A) correspond to rational points of the Weil restriction of scalars of the
base change to A of Z2(C). And the points not lying in a rational hyperplane of
P
k−1 are those in the Zariski open defined by the non-vanishing of the determinant,
in this Weil restriction.
6.5. Remark. If F = Fq is a finite field, then there are only finitely many
rational hyperplanes in Pk−1, so their complement U is a Zariski open set. Then
the condtion in the Corollary also asks
(Z2(C) ∩ U)(A) 6= ∅.
7. Experimental results
7.1. — In this section we describe the quadratic hull of all the multiplication
algorithms of minimal length for some algebras of small cardinality over F2 and F3.
Let us first recall how these algorithms can be found exhaustively.
Let A be an algebra over a field F. Given a basis a1, . . . , ak of A, the product
of two elements x, y ∈ A can be expanded as
xy = B1(x, y)a1 + · · ·+Bk(x, y)ak,
which uniquely determines a family of k symmetric bilinear forms B1, . . . , Bk on
A. The following is well-known:
Lemma. A linear map ϕ = (ϕ1, . . . , ϕn) : A → Fn is a multiplication algo-
rithm if and only if
B1, . . . , Bk ∈ 〈ϕ⊗21 , . . . , ϕ⊗2n 〉.
Here 〈ϕ⊗21 , . . . , ϕ⊗2n 〉 is the linear span of ϕ⊗21 , . . . , ϕ⊗2n inside (A∨ ⊗ A∨)sym,
the space of symmetric tensors in A∨ ⊗A∨, identified with the space of symmetric
bilinear forms on A.
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Proof of the Lemma. Let TA ∈ A ⊗ (A∨ ⊗ A∨)sym be the multiplication
tensor. Then ϕ is a multiplication algorithm if and only if it has an adjoint ω, i.e.
if and only if one can write
TA = ω1 ⊗ ϕ⊗21 + · · ·+ ωn ⊗ ϕ⊗2n ∈ A⊗ 〈ϕ⊗21 , . . . , ϕ⊗2n 〉.
However, by definition of B1, . . . , Bk, we also have
TA = a1 ⊗B1 + · · ·+ ak ⊗Bk.
Writing ω1, . . . , ωn in the basis a1, . . . , ak identifies these two expressions and con-
cludes. 
Now in V = (A∨ ⊗A∨)sym set:
• T = 〈B1, . . . , Bk〉, or more intrinsically, T = {l ◦mA : l ∈ A∨}
• E = {l⊗2 : l ∈ A∨ \ {0}}, the set of elementary symmetric tensors.
By the Lemma, if ϕ = (ϕ1, . . . , ϕn) is a multiplication algorithm, then W =
〈ϕ⊗21 , . . . , ϕ⊗2n 〉 contains T ; moreover, if we assume that no shorter algorithm exists,
then ϕ⊗21 , . . . , ϕ
⊗2
n are linearly independent, and dimW = n. Conversely, if W ⊆ V
is a subspace of dimension n containing T and admitting a basis ϕ⊗21 , . . . , ϕ
⊗2
n made
of elements of E , then ϕ = (ϕ1, . . . , ϕn) is a multiplication algorithm of length n
for A.
Thus, finding all these algorithms reduces to the following:
7.2. Problem. Let V be a vector space over F, and k, n two integers. Given:
• T ⊆ V a “target” subspace of dimension dimT = k
• E ⊆ V a set of generating elements.
Find all subspaces W ⊆ V such that
(i) T ⊆W
(ii) W is generated by elements in E
(iii) dimW = n.
A key observation of Oseledets [18] is that these W are of the form W =
T ⊕ 〈e1, . . . , en−k〉 for some e1, . . . , en−k ∈ E . Thus they can be found by a search
among (n− k)-tuples of elements of E , instead of a naive search among n-tuples.
This was implemented systematically by Barbulescu, Detrey, Estibals and Zim-
mermann in [3], which allowed them, among other results, to find all the optimal
(symmetric) multiplication algorithms for F2k over F2 for k ≤ 6, for F3k over F3
for k ≤ 5, for F2[t]/(tk) over F2 for k ≤ 6, for F3[t]/(tk) over F3 for k ≤ 5, for
F2[t]/(t
k − 1) over F2 for k ≤ 7, and for F3[t]/(tk − 1) over F3 for k ≤ 6. They
wrote a computer program [26] that solves Problem 7.2 for arbitrary V, T, E over
F2 or F3.
Then in [8] Covanov gives further improvements, using specifically the geometry
and symmetries of spaces of bilinear forms.
7.3. — In the approach above, one space W might admit several bases in E ,
hence correspond to several multiplication algorithms. However, an interesting fact
is that all these algorithms will have the same quadratic hull, i.e. this quadratic
hull only depends on W .
Indeed, first recall that there is a natural duality between (A∨ ⊗ A∨)sym and
S2A = Γ(PA,O(2)).
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In coordinates, if S ∈ (A∨ ⊗A∨)sym is written as a symmetric matrix
S = (si,j)1≤i≤k
1≤j≤k
and if Q ∈ Γ(PA,O(2)) is written as a quadratic form
Q =
∑
1≤i≤j≤k
qi,jxixj ,
then this duality is given by
〈Q,S〉 =
∑
1≤i≤j≤k
qi,jsi,j .
More intrinsically, if S = l⊗2 for l ∈ A∨, we have
〈Q, l⊗2〉 = Q(l),
and then this is extended by linearity for general S ∈ (A∨ ⊗A∨)sym.
7.4. Proposition. Let ϕ = (ϕ1, . . . , ϕn) : A  Fn be a multiplication algo-
rithm, let W = 〈ϕ⊗21 , . . . , ϕ⊗2n 〉 be the linear span of ϕ⊗21 , . . . , ϕ⊗2n in (A∨⊗A∨)sym,
and let I2(ϕ) ⊆ S2A be the space of defining equations for the quadratic hull Z2(ϕ).
Then, under the duality above, we have
I2(ϕ) = W
⊥.
Proof. By definition, I2(ϕ) = {Q ∈ S2A : Q(ϕ1) = · · · = Q(ϕn) = 0}. 
7.5. Corollary. The elementary tensors in W are precisely the l⊗2 for
l ∈ Z2(ϕ) (up to a multiplicative constant).
As a consequence, we have #Z2(ϕ)(Fq) ≥ n, with equality if and only if W
admits only one basis made of elements of E, i.e. if and only if ϕ is the only
multiplication algorithm corresponding to W .
Proof. Indeed, l⊗2 ∈ W = I2(ϕ)⊥ if and only ifQ(l) = 0 for allQ ∈ I2(ϕ). 
7.6. Corollary. Set k = dimA, and let ϕ : A  Fn be a multiplication
algorithm of minimal length, i.e. with n equal to the (symmetric) bilinear complexity
µsym
F
(A). Then Z2(ϕ) has codimension at most
(
k+1
2
)− n in Pk−1, with equality if
and only if it is a complete intersection.
Proof. Minimality of n implies that ϕ⊗21 , . . . , ϕ
⊗2
n are linearly independent, so
dimW = n, so dim I2(ϕ) =
(
k+1
2
)− n. Thus Z2(ϕ) is defined by (k+12 )− n linearly
independent quadratic equations, and we conlude. 
There are many examples of algebras A for which one knows multiplication
algorithms ϕ of (possibly not minimal) length n much smaller than
(
k+1
2
)
— for
instance, n linear in k. This makes one expect Z2(ϕ) to be low dimensional.
7.7. — Zimmermann [26] kindly gave to the author a copy of the computer
program that solves Problem 7.2. The output of this program is the list of the
subspaces W , each given by a basis in row echelon form, thus in general not made
from elements of E . By Proposition 7.4, this suffices to find the quadratic hull
of the corresponding multiplication algorithms, with no need to compute these
multiplication algorithms explicitly.
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For q = 2, Ak = Fqk , one gets the minimal length n = µsymq (Ak), the number
of subspaces W , and the quadratic hull of the corresponding algorithms, given as
follows:
Table 1: quadratic hull of minimal multiplication algorithms for q = 2, Ak = Fqk
k n nb. of W Z2(ϕ) #Z2(ϕ)(Fq)
2 3 1 P1 3
3 6 1 P2 7
4 9 25 quadric ≃ P1 ×P1 9
5 13 2015
{
310 : smooth del Pezzo surface
1705 : singular del Pezzo surface 13
6 15 21 (connected) union of a pairof conjugate conics and five P1 15
For k ≤ 5, each of these quadratic hulls is a complete intersection. In partic-
ular for k = 5 (first case, smooth del Pezzo surface) one retrieves the example of
section 3.
For k = 6 we have codimZ2(ϕ) = 4 <
(
k+1
2
) − n = 6, so we do not get a
complete intersection. Each of the two conjugate conics intersects each of the P1 at
one point. Otherwise no other pair of components intersect. The canonical point
is in one of the two conics.
7.8. — For q = 3, Ak = Fqk , we find likewise:
Table 2: quadratic hull of minimal multiplication algorithms for q = 3, Ak = Fqk
k n nb. of W Z2(ϕ) #Z2(ϕ)(Fq)
2 3 1 P1 4
3 6 1 P2 13
4 9 234
{
84 : quadric ≃ S2
150 : quadric ≃ P1 ×P1
10
16
5 11 121 {11 rational points andone point of degree 5} 11
These are all complete intersections. In particular for k = 5, Z2(ϕ) is finite of
length 16, intersection of four quadrics; actually it is the trivial geometric represen-
tation from 2.13.
7.9. — For q = 2, Ak = Fq[t]/(tk), we get:
Table 3: quadratic hull of minimal multiplication algorithms for q = 2, Ak = Fq[t]/(t
k)
k n nb. of W Z2(ϕ) #Z2(ϕ)(Fq)
2 3 1 P1 3
3 5 2 P1 ∪P1 5
4 8 4 P2 ∪P1 9
5 11 112
{
96 : quadric ∪P1
16 : P2 ∪P2 ∪P1
11
13
6 14 384
{
256 : quadric ∪P2 ∪P1
128 : quadric ∪P1 ∪P1 ∪P1 15
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These are complete intersections for k = 2 or 3, but not for k = 4, 5, 6.
These are all connected.
For k = 3, k = 4, and the first case of k = 5, the two components intersect
precisely at a rational point, which is the support of the canonical point.
For the second case of k = 5, the two P2 intersect along a line, and then the
P
1 intersects them at a point on this line, which is the support of the canonical
point.
Likewise for the first case of k = 6, the quadric and the P2 intersect along a
line, and then the P1 intersects them at a point on this line, which is the support
of the canonical point.
Last, for the second case of k = 6, all components concur at one point, which
is the support of the canonical point.
7.10. — For q = 3, Ak = Fq[t]/(tk), we get:
Table 4: quadratic hull of minimal multiplication algorithms for q = 3, Ak = Fq[t]/(t
k)
k n nb. of W Z2(ϕ) #Z2(ϕ)(Fq)
2 3 1 P1 4
3 5 3 P1 ∪P1 7
4 8 252
{
243 : conic ∪P1 ∪P1
9 : P2 ∪P1
10
16
5 10 243 conic ∪P1 ∪P1 ∪P1 13
These are complete intersections for k = 2 or 3, but not for k = 4 or 5.
These are all connected. For k = 3, 4, 5, the components all concur at one
point, which is the support of the canonical point.
7.11. — Minimal algorithms were also computed for Ak = Fq[t]/(tk− 1), with
q = 2 and k ≤ 7, and with q = 3 and k ≤ 6. In general Fq[t]/(tk − 1) is not a
local algebra, so it decomposes as the product of its local factors. It turns out all
these examples follow Strassen’s (strong) direct sum conjecture: one finds that the
minimal algorithms for Ak are obtained by taking products of minimal algorithms
for the local factors. And then, the quadratic hull of the product algorithm is the
disjoint union of the quadratic hulls of the factors.
For instance, we have F2[t]/(t
7 − 1) ≃ F2 × F23 × F23 , and as predicted by
the conjecture, one finds 49 multiplication algorithms for F2[t]/(t
7 − 1) of minimal
length n = 13, all of which decomposing as a product of a minimal algorithm for F2
(1 choice, length 1), and a minimal algorithm for each copy of F23 (7 choices each,
length 6). All these 49 multiplication algorithms come from the same subspace W ,
hence have the same quadratic hull, which is a disjoint union of a point and two
copies of P2.
8. Further properties of the quadratic hull
8.1. — Given a [B, k]-code C ⊆ B, and a point P ∈ PC(F) representing a
nonzero linear form λP : C ։ F (up to a multiplicative constant), the extended
code CP ⊆ B × F is the [B × F, k]-code made of the words of the form
(c, λP (c))
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for c ∈ C. (In particular, if B = Fn and C is a [n, k]-code, then CP is the extended
[n+ 1, k]-code of C by λP in the usual sense.)
In coordinates, if G is a generator matrix for C, and if P ∈ Pk−1(F) is rep-
resented as a column vector in Fk, then CP is the code with generator matrix
GP = ( G |P ).
Proposition. With these notations, we have either dimC
〈2〉
P = dimC
〈2〉 or
dimC
〈2〉
P = dimC
〈2〉 + 1.
Moreover, the rational points of Z2(C) parameterize square-preserving exten-
sions CP of C, i.e. those such that
dimC
〈2〉
P = dimC
〈2〉.
Proof. Take P ∈ Pk−1(F), write C〈2〉 as the image of the evaluation map
Γ(Pk−1,O(2)) −→ B
q 7→ (q(P1), . . . , q(Pm))
whose kernel is I2(C) = I2({P1, . . . , Pm}), and write C〈2〉P as the image of the
evaluation map
Γ(Pk−1,O(2)) −→ B × F
q 7→ (q(P1), . . . , q(Pm), q(P ))
whose kernel is I2(CP ) = I2({P1, . . . , Pm, P}) = I2(C) ∩ I2(P ). However, I2(P ) is
a hyperplane in Γ(Pk−1,O(2), so
• either I2(C) 6⊆ I2(P ), and then I2(CP )  I2(C) has codimension 1, and
dimC
〈2〉
P = dimC
〈2〉 + 1
• or I2(C) ⊆ I2(P ), thus I2(CP ) = I2(C) and dimC〈2〉P = dimC〈2〉.
The latter means precisely that P lies in Z2(C). 
8.2. — Recall that points of Pk−1 ≃ PC also parameterize hyperplanes of C.
If P ∈ Pk−1(F), its orthogonal P⊥ is a hyperplane in Fk. The image of P⊥
under the generator matrix G is then the hyperplane H ⊆ C corresponding to P .
Equivalently, linear forms vanishing at P form a hyperplane Γ(Pk−1, IPO(1)) ⊆
Γ(Pk−1,O(1)). Then we have
H = evPC (Γ(P
k−1, IPO(1))).
Proposition. Rational points of Z2(C) parameterize hyperplanes H ⊆ C such
that
H · C  C〈2〉.
Proof. Evaluation at PC = (P1, . . . , Pm) identifies Γ(Pk−1,O(1)) with C, and
maps Γ(Pk−1,O(2)) onto C〈2〉, compatibly with multiplication.
Writing H = evPC (Γ(P
k−1, IPO(1))) we find
H · C = evPC (Γ(Pk−1, IPO(1))) · evPC (Γ(Pk−1,O(1)))
= evPC (Γ(P
k−1, IPO(1)) · Γ(Pk−1,O(1)))
= evPC (Γ(P
k−1, IPO(2)))
where
Γ(Pk−1, IPO(2)) = I2(P )
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is the hyperplane in Γ(Pk−1,O(2)) of quadratic forms vanishing at P .
We thus have a commutative diagram
0 −−−−→ I2({P1, . . . , Pm}) −−−−→ Γ(Pk−1,O(2))
evPC−−−−→ C〈2〉 −−−−→ 0x x x
0 −−−−→ I2({P1, . . . , Pm, P}) −−−−→ I2(P )
evPC−−−−→ H · C −−−−→ 0
with exact rows, and injective vertical maps. Since I2(P ) has codimension 1 in
Γ(Pk−1,O(2)), then
• either H · C = C〈2〉 and I2({P1, . . . , Pm, P})  I2({P1, . . . , Pm}) has codimen-
sion 1
• orH ·C  C〈2〉 has codimension 1 and I2({P1, . . . , Pm, P}) = I2({P1, . . . , Pm}).
The latter occurs precisely when P lies in Z2({P1, . . . , Pm}) = Z2(C). 
8.3. — Recall that set-theoretically, the secant variety Sec(Z) of a closed sub-
scheme Z in a projective space, is the union of all lines, possibly defined over an
extension field, whose intersection with Z has length at least 2. This intersection
could consist of non-rational points, or of points with multiplicities, so Sec(Z) really
depends on the scheme structure of Z.
Proposition. Rational points of the secant variety Sec(Z2(C)) parameterize
a subset of (and possibly all) the locus of hyperplanes H ⊆ C that satisfy
H〈2〉  C〈2〉.
Proof. Let P ∈ Sec(Z2(C))(F) parameterize a hyperplane H  C, and as-
sume by contradiction H〈2〉 = C〈2〉.
We have H = evPC (Γ(P
k−1, IPO(1))), so
H〈2〉 = evPC (Γ(P
k−1, I2PO(2)))
is the evaluation of the space of quadratic forms vanishing at P with multiplicity 2.
From the diagram
0 −−−−→ I2({P1, . . . , Pm}) −−−−→ Γ(Pk−1,O(2))
evPC−−−−→ C〈2〉 −−−−→ 0x ∥∥∥
Γ(Pk−1, I2PO(2))
evPC−−−−→ H〈2〉 −−−−→ 0
we deduce that
• Γ(Pk−1, I2PO(2)) maps onto Γ(Pk−1,O(2))/I2({P1, . . . , Pm})
• thus, Γ(Pk−1, I2PO(2)) + I2({P1, . . . , Pm}) = Γ(Pk−1,O(2))
• thus, I2({P1, . . . , Pm}) maps onto Γ(Pk−1,O(2))/Γ(Pk−1, I2PO(2))
(actually these three statements are equivalent).
After possibly extension of scalars, we restrict the last assertion to a line L pass-
ing through P and having intersection with Z2(C) of length at least 2. It gives that
I2({P1, . . . , Pm})|L maps onto Γ(L,O(2))/Γ(L, I2PO(2)), which has dimension 2.
However, since I2({P1, . . . , Pm}) is a space of defining equations for Z2(C),
its restriction I2({P1, . . . , Pm})|L lives in Γ(L, IZ2(C)∩LO(2)). But Z2(C) ∩ L has
length at least 2, so Γ(L, IZ2(C)∩LO(2)) has dimension at most 1, a contradiction.

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8.4. Proposition. Let X be a smooth projective curve of genus g, let D be a
divisor on X, and P ∈ X(B). Choose a trivialization O(D)|P ≃ B, and let
C = Im(L(D)
resP−→ O(D)|P ≃ B)
be the evaluation code of L(D) at P. Let n be the length of the schematic image
of P in X (e.g. if P : SpecB →֒ X is a closed immersion, then n = dim(B)), and
assume
2g + 1 < deg(D) < n/2.
Then
Z2(C) = X.
When B = Fn and P = (P1, . . . , Pn) is a collection of rational points, assumed
all distinct, this result can be found as [16, Th. 2] (see also [11, Prop. 3.1(1)]).
For a general B the proof is exactly the same. Since it’s short, we include it for
completeness:
Proof of the Proposition. Set k = dim(C) = dimL(D), and identify X
with its image under the embedding ι : X →֒ Pk−1 defined by L(D). Observe that
we then have PC = ι ◦ P .
By [23] and the hypothesis deg(D) > 2g+1, X ⊆ Pk−1 is defined by quadratic
equations, and it contains PC , thus
Z2(C) ⊆ X.
Conversely, let f ∈ I2(C) ⊆ Γ(Pk−1,O(2)). Then f |X lives in L(2D) and
vanishes at the image of P , a divisor of degree n > deg(2D). This forces f |X = 0,
so f ∈ I2(X). Thus I2(C) ⊆ I2(X), which means
Z2(C) ⊇ X.

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