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Abstract
Functional limit theorems for scaled occupation time fluctuations of a sequence of generalized
branching particle systems in Rd with anisotropic space motions and strongly degenerated
splitting abilities are studied in the cases of critical and intermediate dimensions. The results
show that the limit processes are time-independent measure-valued Wiener processes with
simple spatial structure.
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1. Introduction
Consider a kind of generalized branching particle systems in Rd. Particles start off at
time t = 0 from a Poisson random field with Lebesgue intensity measure λ and evolve
independently. They move in Rd according to a Le´vy process
~ξ = {~ξ(t), t ≥ 0} = {(ξ1(t), ξ2(t), · · · , ξd(t)), t ≥ 0}
with independent stable components as in [17], i.e. for every 0 < k ≤ d, ξk = {ξk(t), t ≥ 0}
being a symmetric αk-stable Le´vy process and ξ1, · · · , ξd independent of each other. In
addition, the particles split at a rate γ and the branching law at age t has the generating
function
g(s, t) =
(
1−
e−δt
2
)
+ e−δt
s2
2
, 0 ≤ s ≤ 1, t ≥ 0.
Intuitively, in this model, the particles’ movement in different direction is controlled by
different mechanism and their probability of splitting new particles declines with the rate
δ as their ages increase. It is easy to see that when δ = 0, this model is similar to a
classical (d, α, β)-branching particle system with β = 1 except that the moving mechanism
is the anisotropic stable Le´vy processes ~ξ rather than a symmetric α-stable Le´vy process.
Li and Xiao [14] called this model as a (d, ~α, δ, γ)-degenerate branching particle system,
where ~α := (α1, · · · , αd). Let α¯ :=
∑d
k=1 1/αk. When α¯ > 2, α¯ = 2 and α¯ ∈ (1, 2), the
corresponding dimension of the space is referred to as the large dimension, critical dimension
and intermediate dimension, respectively.
∗Research supported partly by NSFC grant (10901054).
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Motivated by the work on occupation time fluctuations of classical branching particle
systems and the work on construction of anisotropic random fields (see, for example, [1]), Li
and Xiao [14] explicitly studied the functional limits of occupation time fluctuations of the
models. Observe that a fixed (d, ~α, δ, γ)-branching particle system with δ > 0 will go to local
extinction as time elapses because of the sub-critical branching laws at positive ages. They
[14] borrowed the idea of nearly critical branching processes (see [12, 13, 18]) and considered
a sequence of (d, ~α, δn, γ)-models with δn → 0 as n → ∞. More precisely, let Nn(s) denote
the empirical measure of the (d, ~α, δn, γ)-degenerate branching particle system at time s, i.e.
Nn(s)(A) is the number of particles in the set A ⊂ R
d at time s. They studied the limit of
a sequence of scaled occupation time fluctuations,
Xn(t) =
1
Fn
∫ nt
0
(Nn(s)− fn(s)λ)ds, (1.1)
where Fn is a scaling constant and
fn(s) := f¯n(s)e
−δns :=
[
1 +
δn
γ − δn
(1 − e−(γ−δn)s)
]
e−δns, (1.2)
under the assumption nδn → θ ∈ [0,∞) which is referred to weak degeneration, and proved
that in the cases of critical and intermediate dimensions the limit processes have complicated
temporal structures and in the case of large dimensions, the limit processes own simple
temporal but anisotropic spatial structures.
The purpose of this paper is to continue the discussion of functional limits of (1.1) under
the assumption that nκδn → θ ∈ (0,∞) for some κ ∈ (0, 1), which is referred to strong
degeneration. We focus on the cases of critical and intermediate dimensions in this paper.
The main methods used in this situation is same as that in Li and Xiao [14], which was
formulated and developed by Bojdecki et al in their serial papers ([2]-[5]), except some
complexities and differences from the strong degeneration. We find that the limit processes
in any positive time interval are time-independent measure-valued Wiener processes, which
always have the form Cλξ, where ξ is a standard normal random variable, λ is the Lebesgue
measure in Rd and C is a non-random constant. By comparison with the corresponding
results in Li and Xiao [14], the current limit processes are simpler (please see Remark 2.1
in Section 2 for more details). To save the space of this paper, we leave the study on
the case of large dimensions elsewhere because the potential limit processes deserve further
investigations. In addition, we remark that there are few results under the assumption that
δn → 0 and n
κδn →∞ for any κ > 0.
There is much literature related to the field of fluctuations of branching particle systems.
Iscoe [11] studied the single time limit theorem of occupation time of the (d, α, β)- super-
process which in essence is the limit process of the classical (d, α, β)-branching system, and
got different limits depending on the relations between d, α, β. Hong [16] also considered
the superprocess case and proved the convergence of finite-dimensional distributions of real
processes without the tightness for a fixed test function. Recently Bojdecki et al in their
series of papers, such as [2]-[7], studied the functional limits of occupation time fluctuations
of a fixed classical (d, α, β)-branching system which is different from the setting in Li and
Xiao [14] and this paper. For more literature we refer to [8, 9, 15] and the references therein.
Without other statement, in this paper, we use K to denote an unspecified positive finite
constant which may not necessarily be the same in each occurrence. In addition, since this
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paper and [14] discuss the same branching systems in different assumptions, in order to
shorten the length of this paper, we will omit some common inferences and calculations and
refer to [14].
The remainder of this paper is organized as follows. Section 2 contains the main results
of this paper and some auxiliary results and formulas used in the proofs of the main results.
In Section 3 we prove the main results.
2. Main results
Consider a sequence of (d, ~α, δn, γ)-degenerate branching particle system. The particles’
spatial movement is described by ~ξn. We assume that {~ξn, n ≥ 1} is a sequence of identi-
cally distributed Rd-valued Le´vy processes with αk-stable components (1 ≤ k ≤ d). The
distribution of ~ξn is completely determined by its characteristic function
E
(
ei〈z,
~ξn(t)〉
)
= e−t
∑
d
k=1
|zk|
α
k
, z ∈ Rd. (2.1)
Obviously, for any n > 0, ~ξn is a time-homogeneous Markov process on R
d. Since ~ξn has
the same distribution for all n, we denote its semigroup by {Tt}t≥0, i.e.,
Tsf(x) := E(f(~ξn(t+ s))|~ξn(t) = x),
for all s, t ≥ 0, x ∈ Rd and bounded measurable functions f on Rd. In order to avoid
misunderstanding, in case of necessity we write Tsf(x) by Ts(f(·))(x).
In this paper, we always let Nn(t) be the empirical measure of the (d, ~α, δn, γ)-model for
every n ≥ 1. From Section 2 in Li and Xiao [14], we know that the scaled occupation time
fluctuations of (d, ~α, δn, γ)-models are defined as follows.
〈Xn(t), φ〉 =
1
Fn
∫ nt
0
〈Nn(s)− fn(s)λ, φ〉ds, (2.2)
for every φ ∈ S(Rd), the space of smooth rapidly decreasing functions, where Fn is a
suitable scaling parameter, fn(s) same as (1.2) and 〈µ, f〉 =
∫
fdµ for any measure µ and
any integrable function f on µ. Furthermore,
E(〈Nn(s), φ〉|N0 = ǫx) = fn(s)Tsφ(x), (2.3)
for all n ≥ 0, x ∈ Rd and φ ∈ S(Rd). Here ǫx denotes the unit measure concentrated at
x ∈ Rd.
Below, we assume that there is a constant θ ∈ (0,∞) such that nκδn → θ for some
k ∈ (0, 1) as n→∞. Let φ̂(z) (z ∈ Rd) be the Fourier transform of function φ ∈ L(Rd), i.e.,
φ̂(z) =
∫
Rd
ei〈x,z〉φ(x)dx, and S ′(Rd) the dual space of S(Rd). Recall that ~α := (α1, · · · , αd)
and α¯ :=
∑d
k=1 1/αk. The main results of this paper read as follows.
Theorem 2.1 When α¯ = 2, let F 2n = n
κ lnn. Then for any ε > 0, Xn ⇒ C1λζ in
C([ε, 1],S ′(Rd)) as n→∞, where ζ is a standard normal random variable and
C1 =
√
2γκ
θ(2π)d
∫
Rd
1
(1 +
∑d
k=1 |yk|
αk)3
dy.
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Theorem 2.2 When 1 < α¯ < 2, let F 2n = n
(3−α¯)κ. Then for any ε > 0, Xn ⇒ C2λζ in
C([ε, 1],S ′(Rd)) as n→∞, where ζ is a standard normal random variable and
C2 =
√√√√ γ
πd
d∏
k=1
Γ(1/αk)
αk
∫ ∞
0
e−θudu
∫ ∞
0
e−θvdv
∫ v∧u
0
eθsds
(u + v − 2s)α¯
.
Remark 2.1 (1) Compared with the corresponding results in the case of weak degeneration
(see [14, Theorem 2.1, Theorem 2.2 and Remark 2.1]), the limit processes are simpler in the
temporal structure.
(2)Though Li and Xiao [14] pointed out that their results under the case of α¯ = 2 can be
strengthened to the weak functional convergence in C([0, 1],S ′(Rd)) by a lengthy and tedious
method, due to the strong degeneration, in this paper, we can use a relatively simple way
to get the weak convergence in C([ε, 1],S ′(Rd)).
(3) Note that Xn(·) ∈ C([0, 1],S
′(Rd)) and Xn(0) = 0 and that X is a non-zero time-
independent measure-valued Wienner processes. Xn does not weakly converge to X in
C([0, 1],S ′(Rd)) because the limit of Xn in C([0, 1],S
′(Rd)) must be continuous and its
initial value has to be 0 a.s.
(4) For the case of large dimensions a similar result holds, i.e., if α¯ > 2 and F 2n = n
κ,
then, for any ε > 0, Xn ⇒ X in C([ε, 1],S
′(Rd)) as n → ∞, where X is a centered time-
independent Gaussian process valued in S ′(Rd), with covariance function
Cov(〈X(s), φ1〉, 〈X(t), φ2〉)
=
1
θ(2π)d
∫
Rd
[ 2∑d
k=1 |zk|
αk
+
γ
(
∑d
k=1 |zk|
αk)2
]
φ̂1(z)φ̂2(z)dz.
It is also interesting to study the properties of the limit processes. We will discuss these
problems elsewhere.
For the convenience of reference, at the end of this section, we collect some formulas and
results as follows.
Lemma 2.1 ([14, Remark 2.3]) Let z = (z1, · · · , zd). For any {αk > 0, k = 1, · · · , d}, if
0 < r < α¯, then
∫
[0,1]d
1∑
d
k=1
|zk|
rα
k
dz <∞, and if r > α¯, then
∫
Rd\[0,1]d
1∑
d
k=1
|zk|
rα
k
dz <∞.
Therefore, if τ(z) is bounded and
∫
Rd
τ(z)dz < ∞, then
∫
Rd
τ(z)∑
d
k=1
|zk|
rα
k
dz < ∞, for all
r ∈ (0, α¯).
Let φ1, φ2 and φ3 be functions from R
d to R, bounded and integrable. Then∫
Rd
φ1(x)φ2(x)dx=
1
(2π)d
∫
Rd
φ̂1(z)φ̂2(z)dz, (2.4)
(the Plancherel formula). Furthermore, if φ̂1 and φ̂2 are integrable, then∫
Rd
φ1(x)φ2(x)φ3(x)dx=
1
(2π)2d
∫
R2d
φ̂1(z)φ̂2(z1)φ̂3(z + z1)dzdz1, (2.5)
(the inverse Fourier transform), and that, by the Riemann-Lebesgue Lemma, φ̂1(z) is
bounded and goes to 0 as |z| → ∞.
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Since components of ~ξ are symmetric stable Le´vy processes and independent of each other,
for any t > 0 ∫
Rd
φ1(x)Ttφ2(x)dx=
∫
Rd
φ2(x)Ttφ1(x)dx, (2.6)
and
T̂tφ1(z) = φ̂1(z)e
−t
∑
d
k=1
|zk|
α
k
. (2.7)
3. The proofs of main results
First of all, we define a sequence of random variables X˜n in S
′(Rd+1) as follows:
For any n ≥ 0 and ψ ∈ S(Rd+1), let
〈X˜n, ψ〉 =
∫ 1
0
〈Xn(t), ψ(·, t)〉dt. (3.1)
In order to prove the main results, as what Bojdecki et al did in their serial papers ([2]-[5]),
we need show the following facts.
(i) 〈X˜n, ψ〉 converges in distribution to 〈X˜, ψ〉 for all ψ ∈ S(R
d+1) as n → ∞, where X˜n
and X˜ are defined as (3.1) and X is the corresponding limit process.
(ii) For any given ε > 0, {〈Xn, φ〉, n ≥ 1} is tight in C([ε, 1]) for all φ ∈ S(R
d), where the
theorem of Mitoma [16] is used.
As explained in Bojidecki et al [2], (i) will be proved if we show that
lim
n→∞
E(e−〈X˜n,ψ〉) = exp
{1
2
∫ 1
0
∫ 1
0
Cov(〈X(s), ψ(·, s)〉, 〈X(t), ψ(·, t)〉)dsdt
}
, (3.2)
for each non-negative ψ ∈ S(Rd+1).
Below, we state the proof of Theorem 2.1 in detail. Since the proof of Theorem 2.2 is
similar and easier, we omit it.
Proof of Theorem 2.1. To prove (3.2), we assume ψ(x, t) = φ(x)h(t), where φ ∈ S(Rd)
and h ∈ S(R) are arbitrary given nonnegative functions. For general ψ, the proof is the
same with slightly more complicated notation.
Now, we recall some formulas from Li and Xiao [14] as follows.
E(e−〈X˜n,ψ〉) = exp
{∫
Rd
dx
∫ n
0
fn(s)Tsψn(x, s)ds −
∫
Rd
[1−Hn,ψn(x, n, 0)]dx
}
= exp
{∫
Rd
[Jn,ψn(x, n, 0)− Vn,ψn(x, n, 0)]dx
}
= exp
{
I1(n, ψn) + I2(n, ψn) + I3(n, ψn)
}
, (3.3)
where
I1(n, ψn) =
γ
2
∫
Rd
dx
∫ n
0
e−δnsV 2n,ψn(x, n− s, s)ds, (3.4)
I2(n, ψn) =
∫
Rd
dx
∫ n
0
e−δnsψn(x, s)Vn,ψn(x, n− s, s)ds, (3.5)
I3(n, ψn) = δn
∫
Rd
dx
∫ n
0
e−δnsds
∫ n−s
0
e−γuχn,ψn(x, u, s)du. (3.6)
5
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Here
ψn(x, s) =
1
Fn
φ(x)h˜(
s
n
) and h˜(s) =
∫ 1
s
h(t)dt, (3.7)
Vn,ψn(x, t, r) = 1− Ex
(
exp
{
−
∫ t
0
〈
Nn(s), ψn(·, r + s)
〉
ds
})
, (3.8)
and
χn,ψn(x, u, s) = Ex
[(
1− e−
∫
u
0
ψn(~ξn(v),s+v)dv
)
ψn(~ξn(u), s+ u)
]
. (3.9)
In addition, for any x ∈ Rd and t, s ≥ 0, from Li and Xiao [14] we still have that
Vn,ψn(x, t, r) ≤
∫ t
0
fn(s)Tsψn(·, r + s)(x)ds =: Jn,ψn(x, t, r), (3.10)
and that
Jn,ψn(x, t, r) − Vn,ψn(x, t, r) = δn
∫ t
0
e−δnsTs
( ∫ t−s
0
e−γuχn(·, u, r + s)du
)
(x)ds
+
∫ t
0
e−δnsTs
{
ψn(·, r + s)Vn,ψn(·, t− s, r + s)
}
(x)ds
+
γ
2
∫ t
0
e−δnsTsV
2
n,ψn(x, t− s, r + s)ds. (3.11)
Below, we discuss the limits of I1(n, ψn), I2(n, ψn) and I3(n, ψn), respectively. We remind
that for all t > 0 and y = tHz, where H be the d× d diagonal matrix (1/αk)1≤k≤d,
dy = t2dz.
Step 1 We are going to get the limit of I1(n, ψn). From (3.4), we get that
I1(n, ψn) = I11(n, ψn) + I12(n, ψn), (3.12)
where
I11(n, ψn) =
γ
2
∫
Rd
dx
∫ n
0
e−δnsJ2n,ψn(x, n− s, s)ds, (3.13)
I12(n, ψn) =
γ
2
∫
Rd
dx
∫ n
0
e−δns(V 2n,ψn(x, n− s, s)− J
2
n,ψn(x, n− s, s))ds. (3.14)
We first consider the limit of I11(n, ψn). Substituting (1.2), (3.7) and (3.10) into (3.13),
we get that
I11(n, ψn) =
n3γ2
2F 2n
∫ 1
0
e−nδnsds
∫
Rd
[ ∫ 1−s
0
f¯n(nu)e
−nδnuh˜(s+ u)Tnuφ(x)du
]2
dx.
Furthermore applying (2.4),(2.6) and (2.7) to the above formula, and noting that f¯n(u)
converges uniformly to 1 as n→∞, we derive that
lim
n→∞
I11(n, ψn) = lim
n→∞
n3γ
2F 2n
∫ 1
0
e−nδnsds
∫
Rd
[ ∫ 1−s
0
e−nδnuh˜(s+ u)Tnuφ(x)du
]2
dx
= lim
n→∞
{
n3γ/2
(2π)dF 2n
∫ 1
0
e−nδnsds
∫
Rd
|φ̂(z)|2
×
[ ∫ 1
s
e−n(u−s)(δn+
∑
d
k=1
|zk|
α
k )h˜(u)du
]2
dz
}
. (3.15)
6
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Substituting h˜(u) =
∫ 1
u
h(t)dt and F 2n = n
κ lnn into (3.15), by changing the integral order
we obtain that
lim
n→∞
I11(n, ψn) = lim
n→∞
{ nγ/2
(2π)dF 2n
∫ 1
0
h(r)dr
∫ 1
0
h(t)dt
∫ t∧r
0
e−nδnsds
∫
Rd
|φ̂(z)|2
×
(1− e−n(r−s)(δn+
∑
d
k=1
|zk|
α
k ))(1 − e−n(t−s)(δn+
∑
d
k=1
|zk|
α
k ))
(δn +
∑d
k=1 |zk|
αk)2
dz
}
= lim
n→∞
γ
(2π)d
∫ 1
0
h(r)dr
∫ r
0
h(t)dt
∫ ∞
0
e−n
κδns
Wn,r,t,s(n
κδn)
lnn
ds, (3.16)
where for any x > 0, 0 ≤ t ≤ r ≤ 1 and s > 0,
Wn,r,t,s(x) =

∫
Rd
|φ̂(z)|2Φ(x, s, n1−κr, n1−κt, nκ
∑d
k=1 |zk|
αk)n2κdz, s < n1−κt;
0, s ≥ n1−κt,
and for any x > 0, s, u, v, y ∈ [0,∞)
Φ(x, s, u, v, y) =
(1 − e−(u−s)(x+y))(1 − e−(v−s)(x+y))
(x+ y)2
.
Let
W˜ (n) =
∫
Rd
|φ̂(z)|2
(1− e−n
∑
d
k=1
|zk|
α
k )2
(
∑d
k=1 |zk|
αk)2 lnn
dz. (3.17)
It is easy to see that
Wn,r,t,s(n
κδn)/ lnn ≤ W˜ (n)
for all (r, t, s) ∈ {0 ≤ t ≤ r ≤ 1; 0 ≤ s}, where we use the decreasing of (1 − e−r)/r on
r ∈ (0,+∞). Furthermore, applying L’Hoˆpital’s law, we obtain that
lim
n→∞
W˜ (n) = lim
n→∞
∫
Rd
2n|φ̂(z)|2
(1− e−n
∑
d
k=1
|zk|
α
k )e−n
∑
d
k=1
|zk|
α
k∑d
k=1 |zk|
αk
dz
= 2|φ̂(0)|2
∫
Rd
e−
∑
d
k=1
|zk|
α
k (1− e−
∑
d
k=1
|zk|
α
k )∑d
k=1 |zk|
αk
dz <∞, (3.18)
and hence {W˜ (n)} is bounded. Therefore, the dominated convergence theorem plus the
convergence of nκδn → θ yields that if
Wn,r,t,s(n
κδn)/ lnn→ 2κ
∫
Rd
|φ̂(0)|2
(1 +
∑d
k=1 |yk|
αk)3
dy, a.s. (3.19)
on (r, t, s) ∈ {0 ≤ t ≤ r ≤ 1, 0 ≤ s}, then
I11(n, ψn)→
2γκ
(2π)d
∫
Rd
|φ̂(0)|2
(1 +
∑d
k=1 |yk|
αk)3
dy
∫ 1
0
h(r)dr
∫ r
0
h(t)dt
∫ ∞
0
e−θsds
=
γκ
θ(2π)d
∫
Rd
dy
(1 +
∑d
k=1 |yk|
αk)3
( ∫
Rd
φ(x)dx
∫ 1
0
h(t)dt
)2
. (3.20)
Below, we prove (3.19). To this end, by the mean-value theorem and using the substitution
y = Θnz := (n
κ)Hz we have that
|Wn,r,t,s(x1)−Wn,r,t,s(x2)|
=
|x1 − x2|
∫
Rd
|φ̂(Θ−1n y)|
2Φ′x(ϑ, s, n
1−κr, n1−κt,
∑d
k=1 |yk|
αk)dy, s < n1−κt,
0, s ≥ n1−κt,
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for any x1, x2 > 0, where ϑ ∈ (x1, x2). Note that
Φ′x(ϑ, s, n
1−κr, n1−κt,
d∑
k=1
|yk|
αk)
=
(n1−κr − s)e−(n
1−κr−s)(ϑ+
∑
d
k=1
|yk|
α
k )(1 − e−(n
1−κt−s)(ϑ+
∑
d
k=1
|yk|
α
k ))
(ϑ+
∑d
k=1 |yk|
αk)2
+
(n1−κt− s)e−(n
1−κt−s)(ϑ+
∑
d
k=1
|yk|
α
k )(1− e−(n
1−κr−s)(ϑ+
∑
d
k=1
|yk|
α
k ))
(ϑ+
∑d
k=1 |yk|
αk)2
−
2(1− e−(n
1−κr−s)(ϑ+
∑
d
k=1
|yk|
α
k ))(1− e−(n
1−κt−s)(ϑ+
∑
d
k=1
|yk|
α
k ))
(ϑ+
∑d
k=1 |yk|
αk)3
.
We have that for any given 1 ≥ r ≥ t ≥ 0 and s ≥ 0, there exists N > 0 such that for all
n > N ,
|Wn,r,t,s(x1)−Wn,r,t,s(x2)| ≤ |x1 − x2|
∫
Rd
|φ̂(Θ−1n y)|
2Zn(ϑ, r, t, s, y)dy, (3.21)
where
Zn(ϑ, r, t, s, y) =
2
(ϑ+
∑d
k=1 |yk|
αk)3
+
(n1−κr − s)e−(n
1−κr−s)
∑
d
k=1
|yk|
α
k
ϑ2
+
(n1−κt− s)e−(n
1−κt−s)(
∑
d
k=1
|yk|
α
k )
ϑ2
.
Because for any given r, t, s and sufficiently large n,
∫
Rd
Zn(ϑ, r, t, s, y)dy equals
1
ϑ2
[ 1
n1−κr − s
+
1
n1−κt− s
] ∫
Rd
e−
∑
d
k=1
|yk|
α
k
dy +
∫
Rd
1
(ϑ+
∑d
k=1 |yk|
αk)3
dy,
which is bounded for sufficiently large n, from n1−κδn → θ ∈ (0,+∞) and (3.21), we obtain
that as n→∞,
|Wn,r,t,s(n
1−κδn)−Wn,r,t,s(θ)| → 0, (3.22)
for any given (r, t, s) ∈ {0 ≤ t ≤ r ≤ 1, 0 ≤ s}. Therefore
lim
n→∞
Wn,r,t,s(n
1−κδn)
lnn
= lim
n→∞
Wn,r,t,s(θ)
lnn
= lim
n→∞
n
∂Wn,r,t,s(θ)
∂n
, (3.23)
where we use L’Hoˆpital’s law at the second equality. Note that for any (r, t, s) ∈ {0 ≤ t ≤
r ≤ 1, 0 ≤ s} and sufficiently large n
n
∂Wn,r,t,s(θ)
∂n
= n
∫
Rd
|φ̂(z)|2
∂Φ(θ, s, n1−κr, n1−κt, nκ
∑d
k=1 |zk|
αk)n2κ
∂n
dz,
8
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which, by direct calculations, equals∫
Rd
{
|φ̂(z)|2
(
(1− κ)θn1−κr + (n1−κr − κs)nκ
d∑
k=1
|zk|
αk
)
×
e−(n
1−κr−s)(θ+nκ
∑
d
k=1
|zk|
α
k )(1− e−(n
1−κt−s)(θ+nκ
∑
d
k=1
|zk|
α
k ))
(θ + nκ
∑d
k=1 |zk|
αk)2
}
n2κdz
+
∫
Rd
{
|φ̂(z)|2
(
(1− κ)θn1−κt+ (n1−κt− κs)nκ
d∑
k=1
|zk|
αk
)
×
e−(n
1−κt−s)(θ+nκ
∑
d
k=1
|zk|
α
k )(1− e−(n
1−κr−s)(θ+nκ
∑
d
k=1
|zk|
α
k ))
(θ + nκ
∑d
k=1 |zk|
αk)2
}
n2κdz
+
∫
Rd
{
|φ̂(z)|2
2θκ(1− e−(n
1−κr−s)(θ+nκ
∑
d
k=1
|zk|
α
k ))
(θ + nκ
∑d
k=1 |zk|
αk)3
×(1− e−(n
1−κt−s)(θ+nκ
∑
d
k=1
|zk|
α
k ))
}
n2κdz.
Now substituting y = (nκ)Hz into the above formula and letting n → ∞, we get that for
any given r, t, s, as n→∞,
n
∂Wn,r,t,s(θ)
∂n
→ 2κ|φ̂(0)|2
∫
Rd
θ
(θ +
∑d
k=1 |yk|
αk)3
dy
= 2κ|φ̂(0)|2
∫
Rd
1
(1 +
∑d
k=1 |yk|
αk)3
dy,
which is the desired formula (3.19).
To study the limit of I12(n, ψn), we first observe that from (3.9)-(3.11),
J2n,ψn(x, n− s, s)− V
2
n,ψn(x, n− s, s)
≤ 2
[
δn
∫ n−s
0
e−δnuTu
( ∫ n−s−u
0
e−γvχn,ψn(·, v, s+ u)dv
)
(x)du
+
∫ n−s
0
e−δnuTu
(
ψn(·, s+ u)Jn,ψn(·, n− s− u, s+ u)
)
(x)du
+
γ
2
∫ n−s
0
e−δnuTuJ
2
n,ψn(x, n− s− u, s+ u)du
]
Jn,ψn(x, n− s, s)
=: 2Jn,ψn(x, n− s, s)
(
I¯121(n, ψn) + I¯122(n, ψn) + I¯123(n, ψn)
)
. (3.24)
Let
I121(n, ψn) := γ
∫
Rd
dx
∫ n
0
e−δnsJn,ψn(x, n− s, s)I¯121(n, ψn)ds, (3.25)
I122(n, ψn) := γ
∫
Rd
dx
∫ n
0
e−δnsJn,ψn(x, n− s, s)I¯122(n, ψn)ds, (3.26)
I123(n, ψn) := γ
∫
Rd
dx
∫ n
0
e−δnsJn,ψn(x, n− s, s)I¯123(n, ψn)ds. (3.27)
From Li and Xiao [14, (3.45), (3.47) and (3.48)] we derive that
I121(n, ψn)≤
2δn
γ(γ − δn)
I11(n, ψn), (3.28)
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and that
I122(n, ψn)≤
Kn
F 3n
∫ 1
0
e−nδnsds
∫
R2d
|φ̂(z)|(1− e−n
∑
d
k=1
|zk|
α
k )2(∑d
k=1 |zk|
αk
)2 |φ̂(z′)|dzdz′∑d
k=1 |z
′
k|
αk
; (3.29)
I123(n, ψn)≤
Kn
F 3n
∫ 1
0
e−nδnsds
∫
R2d
1− e−n
∑
d
k=1
|zk+z
′
k
|αk∑d
k=1 |zk + z
′
k|
αk
1− e−n
∑
d
k=1
|zk|
α
k∑d
k=1 |z
′
k|
αk
×
(1− e−n
∑
d
k=1
|zk|
α
k )2
(
∑d
k=1 |zk|
αk)2
|φ̂(z)||φ̂(z′)||φ̂(z + z′)|dzdz′. (3.30)
Firstly, since δn → 0, from (3.20) and (3.28) it follows that
I121(n, ψn)→ 0. (3.31)
Secondly, applying the fact F 2n = n
κ lnn to (3.29) we get that
I122(n, ψn) ≤
K
nκδnFn
∫
R2d
|φ̂(z)|(1− e−n
∑
d
k=1
|zk|
α
k )2
lnn
(∑d
k=1 |zk|
αk
)2 |φ̂(z′)|∑d
k=1 |z
′
k|
αk
dzdz′. (3.32)
Since nκδn → θ ∈ (0,∞), from (3.17), (3.18), (3.32)and Lemma 2.1 we derive that
I122(n, ψn)→ 0. (3.33)
At last, using the fact F 2n = n
κ lnn again, from (3.30) we get that for some constant
K > 0,
I123(n, ψn)≤
K
nκδnn
κ
2 (lnn)3/2
∫
R2d
1− e−n
∑
d
k=1
|zk+z
′
k
|αk∑d
k=1 |zk + z
′
k|
αk
1− e−n
∑
d
k=1
|zk|
α
k∑d
k=1 |z
′
k|
αk
×
(1− e−n
∑
d
k=1
|zk|
α
k )2
(
∑d
k=1 |zk|
αk)2
|φ̂(z)||φ̂(z′)||φ̂(z + z′)|dzdz′.
Furthermore, by using the inequality 1− e−x ≤ xκ/8 for x ≥ 0 we have that
I123(n, ψn)≤
K
nκδn(lnn)3/2
∫
R2d
|φ̂(z + z′)|
(
∑d
k=1 |zk + z
′
k|
αk)1−κ/8
|φ̂(z′)|
(
∑d
k=1 |z
′
k|
αk)1−κ/8
×
|φ̂(z)|
(
∑d
k=1 |zk|
αk)2−κ/4
dzdz′. (3.34)
Since α¯ = 2, from Lemma 2.1 we know∫
Rd
|φ̂(z)|2
(
∑d
k=1 |zk|
αk)2−κ/4
dz <∞,
and hence by Ho¨lder inequality,∫
Rd
|φ̂(z′)||φ̂(z + z′)|
(
∑d
k=1 |zk + z
′
k|
αk)1−κ/8(
∑d
k=1 |z
′
k|
αk)1−κ/8
dz′
is bounded for all z ∈ Rd. Therefore∫
R2d
|φ̂(z + z′)|
(
∑d
k=1 |zk + z
′
k|
αk)1−κ/8
|φ̂(z′)|
(
∑d
k=1 |z
′
k|
αk)1−κ/8
|φ̂(z)|
(
∑d
k=1 |zk|
αk)2−κ/4
dzdz′ <∞.
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Hence, (3.34) and the fact that nκδn → θ ∈ (0,∞) imply that as n→∞,
I123(n, ψn)→ 0. (3.35)
Consequently, from (3.24)-(3.31), (3.33), (3.35) and (3.14) we have that
I12(n, ψn)→ 0. (3.36)
Combining (3.20) and (3.36) with (3.12) we derive that as n→∞
I1(n, ψn)→
γκ
θ(2π)d
∫
Rd
dy
(1 +
∑d
k=1 |yk|
αk)3
(∫
Rd
φ(x)dx
∫ 1
0
h(t)dt
)2
. (3.37)
Step 2 We are going to get limits of I2(n, ψn) and I3(n, ψn). Let
I˜2(n, ψn) =
∫
Rd
dx
∫ n
0
e−δnsψn(x, s)Jn,ψn(x, n− s, s)ds
=
∫ n
0
e−δnsds
∫ n−s
0
fn(v)dv
∫
Rd
ψn(x, s)Tvψn(x, s+ v)dx. (3.38)
From (3.5) and (3.10), it follows that
I2(n, ψn) ≤ I˜2(n, ψn). (3.39)
Furthermore, by (1.2), (2.4), (2.7) and (3.7), there exists K > 0 such that
I2(n, ψn)≤
K
F 2n
∫ n
0
e−δnsds
∫ n−s
0
dv
∫
Rd
|φ̂(z)|2e−v
∑
d
k=1
|zk|
α
k
dz
=
K
F 2n
∫
Rd
|φ̂(z)|2dz
∫ 1
0
e−nδnsnds
∫ 1−s
0
e−nv
∑
d
k=1
|zk|
α
k
ndv
≤
nK
F 2n
∫
Rd
|φ̂(z)|2∑d
k=1 |zk|
αk
dz
∫ 1
0
e−nδnsds. (3.40)
Since α¯ = 2 and F 2n = n
κ lnn, (3.40) and Lemma 2.1 imply that
I2(n, ψn) ≤
K
lnn
∫
Rd
|φ̂(z)|2∑d
k=1 |zk|
αk
dz
∫ n1−κ
0
e−n
κδnsds→ 0. (3.41)
To get the limit of I3(n, ψn), we let
I˜3(n, ψn) := δn
∫ n
0
e−δnsds
∫ n−s
0
e−γudu
×
∫
Rd
Ex
(∫ u
0
ψn(~ξn(v), s+ v)dvψn(~ξn(u), s+ u)
)
dx. (3.42)
Then by (3.6), (3.9) and (3.42), we have that
I3(n, ψn) ≤ I˜3(n, ψn), (3.43)
and by (2.4), (2.7), (3.7) and (3.42), we have that
I˜3(n, ψn)≤
δn
F 2n(2π)
d
∫ n
0
e−δnsds
∫ n−s
0
e−γudu
∫ u
0
h˜(
s+ v
n
)h˜(
s+ u
n
)dv
×
∫
Rd
|φ̂(z)|2e−(u−v)
∑
d
k=1
|zk|
α
k
dz; (3.44)
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see also Li and Xiao [14, (3.68)]. Since h˜ is bounded and
∫
Rd
|φ̂(z)|2dz < ∞, (3.43) and
(3.44) yield that
0 ≤ I3(n, ψn) ≤ K
δn
F 2n
∫ n
0
e−δnsds
∫ n−s
0
e−γuudu ≤
K
γF 2n
,
for some constant K > 0. Therefore, Fn →∞ indicates that
I3(n, ψn)→ 0. (3.45)
To get the left hand side of (3.2), we substitute (3.37), (3.41) and (3.45) into (3.3) and
obtain that as n→∞,
E(e−〈X˜n,ψ〉)→ exp
{ γκ
θ(2π)d
∫
Rd
dy
(1 +
∑d
k=1 |yk|
αk)3
( ∫
Rd
φ(x)dx
∫ 1
0
h(t)dt
)2}
= exp
{1
2
∫ 1
0
∫ 1
0
Cov(〈X(s), ψ(·, s)〉, 〈X(t), ψ(·, t)〉)dsdt
}
, (3.46)
where X is the limit process in Theorem 2.1. Therefore (3.2) holds and (i) is proved.
Now we are in the place to prove the tightness of {〈Xn, φ〉, n ≥ 1} in C([ε, 1],R). Note that
by the same argument as those used in Bojdecki et al [5], we also have that Xn converges to
X in finite-dimensional distributions. This implies the tightness of {〈Xn(ε), φ〉}. According
to the proof of Proposition 3.3 in [4], the remainder is to prove that for all φ ∈ S(Rd),
ε ≤ t1 < t2 ≤ 1 and η > 0, there exist constants a ≥ 1, b > 0 and K > 0, which is
independent of t1, t2, such that for all n ≥ 1.∫ 1/η
0
(
1− Re
(
E
(
exp{−iω〈X˜n, φh〉}
)))
dω ≤
K
ηa
(t2 − t1)
1+b, (3.47)
where h ∈ S(R) is an approximation of 1{t2}(t) − 1{t1}(t) supported on [t1, t2] such that
h˜(t) satisfies
h˜ ∈ S(R), 0 ≤ h˜ ≤ 1[t1,t2]. (3.48)
Repeating the discussion on E(exp{−〈X˜n, ψ〉}) (see Li and Xiao [14, Section 3]) with ψ
replaced by iωφh, we can readily get that
E(exp{−iω〈X˜n, φh〉}) = exp
{
I1(n, iωψn) + I2(n, iωψn) + I3(n, iωψn)
}
,
and the inequality
|Vn,iωψn | ≤ Jn,ωψn = ωJn,ψn .
Consequently, from the expressions of I1, I2, I3 and I11,I˜2, I˜3 (see (3.4)-(3.6), (3.13), (3.38)
and (3.42), respectively), it is easy to check that the following inequalities hold.
|I1(n, iωψn)| ≤ I11(n, ωψn) = ω
2I11(n, ψn);
|I2(n, iωψn)| ≤ I˜2(n, ωψn) = ω
2I˜2(n, ψn);
|I3(n, iωψn)| ≤ I˜3(n, ωψn) = ω
2I˜3(n, ψn).
(3.49)
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(I) We first estimate the upper bound of I11(n, ψn). Substituting (3.7), (3.10) and (1.2)
into (3.13), we get that for some constant K > 0
I11(n, ψn)≤
K
F 2n
∫ n
0
e−δnsds
∫ n−s
0
e−δnuh˜(
s+ u
n
)du
×
∫ n−s
0
e−δnvh˜(
s+ v
n
)dv
∫
Rd
Tuφ(x)Tvφ(x)dx.
Furthermore, by using (2.4) and (2.7), we have that
I11(n, ψn)≤
2Kn3
F 2n
∫
Rd
|φ̂(z)|2dz
∫ 1
0
h˜(u)du
∫ u
0
h˜(v)e−nδn(u+v)dv
×
∫ v
0
enδnse−n(u+v−2s)
∑
d
k=1
|zk|
α
k
ds
which and the condition (3.48) imply that I11(n, ψn) is bounded from above by
2Kn3
F 2n
∫
Rd
|φ̂(z)|2dz
∫ t2
t1
du
∫ u
t1
e−n(u+v)(δn+
∑
d
k=1
|zk|
α
k )dv
×
∫ v
0
ens(2
∑
d
k=1
|zk|
α
k+δn)ds
which is further bounded from above by
2Kn2
F 2n
∫
Rd
|φ̂(z)|2
2
∑d
k=1 |zk|
αk + δn
dz
∫ t2
t1
e−nδnudu
∫ u
t1
e−n(u−v)
∑
d
k=1
|zk|
α
k
dv
≤
Kn
F 2n
∫
Rd
|φ̂(z)|2∑d
k=1 |zk|
αk
dz
∫ t2
t1
e−nδnu
1− e−n(u−t1)
∑
d
k=1
|zk|
α
k∑d
k=1 |zk|
αk
du. (3.50)
Since t2 ≥ t1 ≥ ε, using the inequality 1− e
−x ≤ xr for all x ≥ 0 and r ∈ (0, 1], from (3.50)
we get that
I11(n, ψn)≤
Kn1+r
F 2n
e−nδnε
∫
Rd
|φ̂(z)|2
(
∑d
k=1 |zk|
αk)2−r
dz
∫ t2
t1
(u− t1)
rdu,
for every r ∈ (0, 1). Lemma 2.1 implies
∫
Rd
|φ̂(z)|2
(
∑
d
k=1
|zk|
α
k )2−r
dz < ∞. In addition, nκδn →
θ ∈ (0,∞) with κ ∈ (0, 1) implies that for all n, Kn
1+r
F 2
n
e−nδnε are bounded. Consequently,
there exists a constant K independent of t1 and t2, such that
I11(n, ψn)≤K|t2 − t1|
1+r. (3.51)
(II) We then proceed to estimate I˜2(n, ψn). Since f¯n is bounded, applying (3.7), (3.10)
and (1.2) to (3.38) we obtain that for some constant K > 0,
I˜2(n, ψn) ≤
K
F 2n
∫ n
0
e−δnsh˜(
s
n
)ds
∫ n−s
0
e−δnuh˜(
s+ u
n
)du
∫
Rd
φ(x)Tuφ(x)dx.
Then by the same arguments as led to (3.50), we have that
I˜2(n, ψn)≤
Kn2
F 2n
∫ t2
t1
e−nδnsds
∫ t2
s
e−nδn(u−s)du
∫
Rd
|φ̂(z)|2e−n(u−s)
∑
d
k=1
|zk|
α
k
dz
≤
Kn
F 2n
∫
Rd
|φ̂(z)|2∑d
k=1 |zk|
αk
dz
∫ t2
t1
e−nδns(1− e−n(t2−s)
∑
d
k=1
|zk|
α
k
)ds. (3.52)
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Consequently, repeating the same arguments used to (3.51), we can readily get that for any
r ∈ (0, 1), there exists a constant K > 0 independent of t1 and t2 such that
I˜2(n, ψn)≤K|t2 − t1|
1+r. (3.53)
(III) At last, we consider I˜3(n, ψn). Since δn → 0, without loss of generality, we can
assume δn < γ. Using again (1.2), (3.7), (3.10), (2.4) and (2.7) to (3.44), from the condition
(3.48), we get that for any r ∈ (0, 1),
I˜3(n, ψn)≤
δn
F 2n
∫ n
0
e−δnsds
∫ n−s
0
e−γudu
∫ u
0
h˜(
s+ v
n
)h˜(
s+ u
n
)dv
∫
Rd
|φ̂(z)|2dz
=
n3δn
F 2n
∫
Rd
|φ̂(z)|2dz
∫ 1
0
e−nδnsds
∫ 1
s
e−nγ(u−s)h˜(u)du
∫ u
s
h˜(v)dv
=
n3δn
F 2n
∫
Rd
|φ̂(z)|2dz
∫ t2
t1
e−nγudu
∫ u
t1
dv
∫ v
0
ens(γ−δn)ds
≤
nδn
(γ − δn)2F 2n
∫
Rd
|φ̂(z)|2dz
∫ t2
t1
e−nδnt1(1 − e−nγ(u−t1))du
≤
γrn1+rδn
(γ − δn)2F 2n
e−nδnε
∫
Rd
|φ̂(z)|2dz|t2 − t1|
1+r. (3.54)
By the same reason as applied to (3.51), for every r ∈ (0, 1) there exists a constant K
independent of t1 and t2 such that
I˜3(n, ψn) ≤ K|t2 − t1|
1+r. (3.55)
Summing up, from (3.51),(3.53) and (3.55) we know that for any r ∈ (0, 1), there is a
constant K which is independent of t1, t2 such that
|I˜3(n, iωψn)|+ |I˜2(n, iωψn)|+ |I11(n, iωψn)| ≤ K(φ, r)ω
2|t2 − t1|
1+r. (3.56)
Note that ∣∣∣1− Re(E( exp{−iω〈X˜n, φh〉}))∣∣∣
≤ |I1(n, iωψn)|+ |I2(n, iωψn)|+ |I3(n, iωψn)|. (3.57)
Therefore, (3.49), (3.56) and (3.57) yield that∫ 1/η
0
(
1− Re
(
E(exp{−iω〈X˜n, φh〉})
))
dω ≤
K(φ, r)
3η3
|t2 − t1|
1+r,
which completes the proof of (3.47) and hence the proof of Theorem 2.1. 
Acknowledgments
Thanks due to the anonymous referees for careful reading of the paper and for their
suggestions which have helped to improve the quality of the paper.
References
[1] Bierme´, H., Meerschaert, M. M. and Scheffler, H. P. Operator scling stable random fields.
Stochastic. Process. Appl. 117 (2007), 312-332.
14
Fluctuation limits of strongly degenerate branching systems 15
[2] Bojdecki, T., Gorostiza, L, and Talarczyk, A. Limit theorem for occupation time fluctuations
of branching systems I: Long-range dependence. Stochastic Process. Appl., 116 (2006): 1-18.
[3] Bojdecki, T., Gorostiza, L, and Talarczyk, A. Limit theorem for occupation time fluctuations
of branching systems II: Critical and large dimensions. Stochastic Process. Appl., 116 (2006):
19-35.
[4] Bojdecki, T., Gorostiza, L, and Talarczyk, A. A long range dependence stable process and an
infinite variance branching system. Ann. Probab., 35 (2007): 500-527.
[5] Bojdecki, T., Gorostiza, L, and Talarczyk, A. Occupation time fluctuations of an infinite-
variance branching system in large dimension. Bernoulli, 13 (2007): 20-39.
[6] Bojdecki, T., Gorostiza, L, and Talarczyk, A. Self-similar stable processes arising from high-
density limits of occupation times of particle systems. Potential. Anal., 28 (2008): 71-103.
[7] Bojdecki, T., Gorostiza, L, and Talarczyk, A. Occupation time limits of inhomogeneous Poisson
systems of independent particles. Stochastic Process. Appl., 118 (2008): 28-52.
[8] Dawson, D. A. and Perkins, E. Measure-valued processes and renormalization of branching
particle systems. In R. Carmona and B. Rozovskii (eds), Stochastic Partial Differential Equa-
tions: Six Perspectives. Math. Surveys Monogr. 64. Providence, RI: American Mathematical
Society. (1999) 45–106.
[9] Dawson, D. A., Gorostiza, L. G. and Wakolbinger, A. Occupation time fluctuation in branching
systems. J. Theoret. probab., 14 (2001): 729-796.
[10] Hong, W. Functional central limit theorem for super a-stable processes, Sci. China Ser. A
Math. 47 (2004), 874C881.
[11] Iscoe, I. A weihted occupation time for a class of measure-valued branching processes. Probab.
Theory Related Fields 71 (1986), 85–116.
[12] Ispa´ny, M., Pap, G. and Zuijlen, M.V. Fluctuation limit of branching processes with immigra-
tion and estimation of the means, Adv. Appl. Prob., 37 (2005), 523-538.
[13] Li, Y. A fluctuation type limit theorem for Jirina processes with immigration, Acta Mathe-
matica Sinica (English Series), 25 (2009), 1379-1388.
[14] Li, Y. and Xiao, Y. Occupation time fluctuations of weakly degenerate branching systems.
(Submitted) Available at http://faculty.ecnu.edu.cn/liyuqiang
[15] Li, Z. Immigration processes associated with branching particle systems. Adv. Appl. Probab.
30 (1998), 657–675.
[16] Mitoma, I. Tightness of probability on C([0, 1];S ′) and D([0, 1];S ′). Ann. Probab. 11 (1983),
989-999.
[17] Pruitt, W. E. and Taylor, S. J. Sample path properties of processes with stable components.
Z. Wahrsch. Verw. Gebiete 12 (1969), 267–289.
[18] Sriram, T.N. Invalidity of bootstrap for critical branching processes with immigration, Ann.
Statist., 22 (1994), 1013-1023.
15
