Abstract-Spectral unmixing is an important technique in hyperspectral image exploitation. It comprises the extraction of a set of pure spectral signatures (called endmembers in hyperspectral jargon) and their corresponding fractional abundances in each pixel of the scene. Over the last few years, many approaches have been proposed to automatically extract endmembers, which is a critical step of the spectral unmixing chain. Recently, ant colony optimization (ACO) techniques have reformulated the endmember extraction issue as a combinatorial optimization problem. Due to the huge computation load involved, how to provide suitable candidate endmembers for ACO is particularly important, but this aspect has never been discussed before in the literature. In this paper, we illustrate the capacity of ACO techniques for integrating the results obtained by different endmember extraction algorithms. Our experimental results, conducted using several state-of-the-art endmember extraction approaches using both simulated and a real hyperspectral scene (cuprite), indicate that the proposed ACO-based strategy can provide endmembers which are robust against noise and outliers.
linear mixing model (LMM) and the nonlinear mixing model (NLMM) [1] [2] [3] . In LMM, it is assumed that multiple materials are spatially distributed as a checkerboard mixture in the instantaneous field of view (IFOV), and incident light interacts with only one material and the mixing occurs at the sensor. The mixing occurs in this case mainly because the hyperspectral sensor does not have enough spatial resolution to separate different pure spectral constituents (endmembers). On the contrary, nonlinear mixing occurs due to the fact that multiple materials in IFOV are distributed as an intimate mixture, and incident light encounter more than one material resulting in a mixed signature. In this case, the light is scattered by multiple materials before it is acquired by hyperspectral sensor. Due to mixture complexity, NLMMs generally are established for some specific objects. For example, Hapke and Shkuratov developed models which are consistently used for minerals [4] , [5] . PROSPECT and SAIL have been developed for vegetation analysis [6] , [7] . These models require prior knowledge of scene parameters, which are difficult to accurately obtain from a general processing perspective. Moreover, the nonlinear mixing process cannot be easily performed in mathematical fashion and requires additional information about the objects under analysis. Conversely, the LMM is simple to use in many real case studies. It has also been demonstrated that LMM is an acceptable and useful model in numerous different applications [1] [2] [3] .
Over the past 20 years, several linear spectral unmixing algorithms have been developed [2] . In LMM, it is assumed that multiple scattering between endmembers is negligible. Therefore, the spectrum of each pixel can be approximated as a linear mixture of the endmember spectra, weighted by the fractional area coverage of each endmember within the pixel. Let p be the number of endmembers in a hyperspectral imagery, and let B be the number of channels. For a given pixel, the LMM can be formulated as follows: As mentioned above, a i (i ∈ {1, . . . , p}) denotes the fractional area coverage of the ith endmember in the pixel. Two constraints are generally imposed in fractional abundance estimation according to (1) . These are the abundance nonnegativity constraint (ANC) and abundance sum-to-one constraint (ASC), which can be defined as ANC : a i ≥ 0, where i = 1, . . . , p
ASC :
When the endmember matrix M is given, the abundance matrix A can be calculated by a least squares method usinĝ Different least squares methods can be used based on which constraints are adopted. If all constraints are considered in abundance estimation, the corresponding algorithm is termed fully constrained least squares (FCLS).
The traditional hyperspectral unmixing processing chain contains three steps: dimensionality reduction, endmember extraction, and abundance estimation [1] . In LMM, the key task is to find an appropriate suite of endmembers [8] . Endmember extraction algorithms can be basically classified into two main categories: geometrical and statistical. Statistical methods mainly use parameter estimation techniques to extract endmembers, such as independent component analysis (ICA) [9] , and Bayesian approaches [10] . Geometrical methods are generally based on convex geometry concepts. Due to different hypotheses considered, the geometrical methods can also be categorized into two types: pure pixel-based and minimum volume-based [2] . The minimum volume-based algorithms aim to find the simplex of M with minimum volume that includes all the observations. Among these algorithms, we can mention the simplex identification via split augmented Lagrangian (SISAL) [11] , minimum volume simplex analysis (MVSA) [12] , minimum volume-constrained nonnegative matrix factorization (MVC-NMF) [13] , minimum volume enclosing simplex (MVES) [14] , or convex cone analysis (CCA) [15] , among others.
In turn, the pure pixel-based algorithms seek endmembers under the assumption that they exist as pure pixels in the scene. Among these algorithms, we can mention the pixel purity index (PPI) [16] , N-FINDR [17] , iterative error analysis (IEA) [18] , vertex component analysis (VCA) [19] , simplex growing algorithm (SGA) [20] , or sequential maximum angle convex cone (SMACC) [21] , among many others. Additionally, several algorithms have included spatial information in addition to spectral information for endmember extraction. Examples include the automatic morphological endmember extraction (AMEE) [22] and the spatial spectral endmember extraction (SSEE) [23] . The spatial-spectral preprocessing (SSPP) can select a subset of spatially homogeneous and spectrally pure pixels from the hyperspectral image, thus enhancing the subsequent endmember extraction process [24] . Besides, sparse regression approaches supported by spectral libraries have also been widely used for linear spectral unmixing [25] [26] [27] .
Despite the availability of many endmember extraction algorithms, in some studies, it has been pointed out that a single algorithm may not be able to provide the best answer due to several factors such as endmember variability [28] . From this viewpoint, ensemble solutions combining endmembers provided by different algorithms could provide a new way to approach the endmember extraction problem. For example, a classic and widely used algorithm such as PPI has been shown to be sensitive to noise. Similarly, N-FINDR and VCA are also easily affected by noise and outliers. To solve the aforementioned problems, in this paper, we explore the ability of intelligent methods with high optimal performance in order to combine the results provided by different endmember extraction algorithms. Specifically, we explore the feasibility of using ant colony optimization (ACO) [29] to overcome the aforementioned disadvantages. Experimental results indicate that the combination of endmember results produced by the ACO method is comparable or better than those found by individual algorithms such as N-FINDR and VCA. However, since the ACO is a random search algorithm, its computational speed is relatively slow. Consequently, candidate endmembers should be provided before ACO processing. It should be noted, however, that the computational performance of ACO has been largely improved using graphics processing units (GPUs) [30] . On the contrary, the design of an appropriate strategy to extract a suitable combination of endmembers using ACO has never been discussed.
In this paper, we design a multiple algorithm integration framework based on ACO in order to automatically extract endmembers from hyperspectral imagery. It consists of four parts: 1) estimation of the number of endmembers, 2) dimensionality reduction, 3) extraction of candidate endmembers, and 4) final endmember extraction. Commonly used methods, such as hyperspectral signal identification by minimum error (HySime) [31] and maximum noise fraction (MNF) [32] , are adopted in this processing chain for determining the number of endmembers and reducing data dimensionality, respectively. The extraction of candidate endmembers is performed in this study using three highly representative algorithms: PPI, N-FINDR, and VCA, and the final endmembers are selected by ACO from the candidate endmembers produced by the aforementioned algorithms. The main reason for constraining our analysis to three endmember extraction algorithms: PPI, N-FINDR, and VCA in this work is that these algorithms are among the most widely used for endmember extraction purposes. Most importantly, we have found that the combination of these algorithms using ACO makes the endmember extraction process robust against noise and outliers. This point will be illustrated in our experiments. Also, it should be noted that ACO is an effective parallel strategy which can be efficiently implemented using high performance computing (HPC) techniques, which are now widely used in spectral unmixing applications [33] [34] [35] . It also presents an opportunity for advances in multimodal unmixing [2] . Therefore, the computational complexity of the ACO-based strategy developed in this paper is quite reasonable as it can be efficiently implemented in several HPC architectures.
The remainder of the paper is organized as follows. Section II describes the newly proposed multiple algorithm integration strategy based on ACO. In Section III, a quantitative experimental comparison of the proposed method with other methods using synthetic hyperspectral data is presented. Section IV evaluates the proposed method using real hyperspectral data acquired by the airborne visible infra-red imaging spectrometer (AVIRIS) on the cuprite mining district. Finally, Section V concludes with some remarks and presents several directions for future research.
II. MULTIPLE ALGORITHM INTEGRATION BASED ON ACO

A. Endmember Extraction Based on ACO
The ACO algorithm [36] , [37] , targeted toward global optimization problems, is a representative swarm intelligence algorithm that utilizes artificial ants to imitate the way natural ants select routes. Ants in nature release a kind of chemical substance named pheromone on the routes when searching for a food source from their nest. The shorter the route is, the more pheromones are released. Each ant randomly selects a route according to the pheromone concentration of routes. That is to say, the routes with more pheromones are more attractive. Therefore, the routes with high pheromone concentration will be selected more and more; meanwhile, more pheromones are released on these routes. Pheromones indirectly play a role in exchanging "information" among ants in the search for food. Furthermore, pheromones on routes dissipate as time goes on. As a result, pheromones will gradually concentrate on the shortest route, which means that ants have found out the shortest route in a positive feedback way.
In our ACO algorithm for endmember extraction algorithm, extracting endmembers from hyperspectral data is regarded as an optimization problem [29] , [30] . A directed and weighted graph, denoted by G, is utilized to generate the solution space and the heuristic information. Each vertex in G corresponds to a pixel in the hyperspectral image. Artificial ants can release pheromones on the edges between vertexes. The weight of an edge in G between vertex v i and vertex v j , indicated by η ij , is referred to as "visibility" that represents some essential characteristics of the solution space.
The route constructed by an artificial ant (i.e., a feasible solution) contains m different vertexes in G, where m is the number of endmembers. Each edge in G is initialized with the same concentration of pheromones. Then, the artificial ants begin to search for food with the pheromones release on the route. When an ant arrives at the vertex v i after t − 1 times, the probability of moving from v i to vertex v j is defined as
where allowed t is the set of pixels that can be reached by the ant from v i (i.e., all pixels that have not been reached by the ant) at time t, and τ ij (t) indicates the concentration of pheromones in the edge <v i , v j >. Parameters α and β, respectively, denote the relative importance of pheromones and visibilities in the route selection. However, Ref. [30] demonstrated that unreasonable visibility can lead to a local optimal solution, and then it is better if β was set to be 0 in this case.
The selected routes will be evaluated according to the objective function, i.e., the root-mean-square error (RMSE), after all ants complete their searching task in a given iteration. Pheromones on edges are updated as
where ρ is the pheromones dissipation factor and Δτ ij (t) is the pheromones increment on the edge
If the minimum RMSE value in this iteration is f t and its corresponding path is route t , then Δτ ij (t) is
where Q is a constant that controls the value of pheromone adjustments Δτ ij (t), and F is a function of f t which can ensure that the better f t is, the more pheromones are released.
After the iteration at time t has been completed, the ants go to the next iteration for searching the optimal solution. The algorithm stops when the same optimal route is obtained in several consecutive iterations, which is considered as a convergence state, or the iterations number reaches a predetermined maximum number. For illustrative purposes, Fig. 1 shows a schematic overview of ACO-based endmember extraction in the proposed strategy.
B. Multiple Algorithm Integration: Strategy Design
The purpose of our multiple algorithm integration framework is to take adequate advantage of different algorithms, and effectively combine them together, which brings robustness against noise and outliers. A similar approach has been successfully used in target detection and image classification for hyperspectral imagery [39] , [40] . In this paper, we design a multiple algorithm integration strategy for endmember extraction purposes. Obviously, it is very important to design a practical strategy and select appropriate algorithms for it.
The integration strategy developed in this paper is developed under the assumption that pure pixels exist in hyperspectral images. Although there are many algorithms developed without this assumption, our main goal in this work is to illustrate the advantages of ACO in the task of integrating the results provided by other endmember extraction algorithms. For this reason, we have decided to constrain ourselves to the pure pixel case and use three highly representative algorithms in this category: PPI, N-FINDR, and VCA. Several studies have suggested that these algorithms are sensitive to the noise or outliers [8] , [29] , [41] . In turn, ACO has been shown to be insensitive to noise in the task of endmember extraction [29] . However, ACO itself is computationally complex. Based on these observations, our introspection in this work is that traditional endmember extraction algorithms and ACO exhibit complementary features. Therefore, our goal is to design a multiple algorithm integration strategy combining the advantages of these algorithms. The strategy should be robust, insensitive to noise and outliers, and computationally efficient. The performance of the proposed framework (based on these algorithms) will be comparably analyzed by experiments with synthetic and real hyperspectral data.
It is important to emphasize that, in order for the proposed strategy to work, the number of candidate endmembers should be higher than the number of final endmembers extracted by ACO. For the PPI, we can control this by setting a threshold t to get a specific number of endmembers. In order to address this issue with N-FINDR and VCA, we divide the input hyperspectral scene into a set of K subblocks on a line-by-line basis, as illustrated in Fig. 2 . The data partitioning strategy is the socalled spatial-domain partitioning as suggested in [42] , where every pixel vector (spectral signature) is assigned entirely to the . Reflectance spectra used in the synthetic image simulation. All of these spectra are selected from veg_1dry.sli spectral library in ENVI software, where r 1 is Spruce Cellulose, r 2 is Mormon Tea, r 3 is Bigberry Manzanita, r 4 is Sycamore, and r 5 is White Peppermint. same subblock for spatial and spectral data integration. Then, N-FINDR and VCA are applied to each subblock in order to extract endmembers, and the results from all subblocks are collected together to provide candidate endmembers for ACO. The number of candidate endmembers can be controlled by the number of subblocks. To make the multiple algorithm integration strategy uniform and standardized, image partitioning is thus considered as a prerequisite step for PPI, N-FINDR, and VCA. Similar partitioning strategies have been adopted in previous studies [23] , [43] . In addition, this strategy can be easily implemented in parallel [44] , [45] . Such subblock processing is also quite suitable when images cover large areas [2] . Note that this subblock processing is just an efficient way to find out suitable candidate endmembers for ACO instead of using all pixels as candidates. So, it contributes more to the efficiency and less to the accuracy, which would be discussed in more detail in Section III-C.
For illustrative purposes, a diagram depicting our proposed multiple algorithm integration strategy is given in Fig. 3 . As shown by the diagram, HySime is adopted in our strategy to estimate the number of endmembers p contained in the original hyperspectral image. It provides a requisite parameter for automatically processing the data. For instance, this avoids missing important endmembers by making sure that, p endmembers should be extracted from each subblock. To meet the dimensionality requirements of N-FINDR, MNF is also used as an important processing block in our strategy. In our procedure, HySime is always the first step. If PPI and VCA are chosen, the image partition will be the second step. Otherwise, MNF is implemented as the second step for N-FINDR before image partitioning, which is used in this context to subdivide the image cube into multiple blocks made up of entire pixel vectors. Then, candidate endmembers are extracted from each subblock using PPI, N-FINDR, and VCA. All of endmembers in each subset are collected together, and (K × p) candidate endmembers are obtained by means of this procedure. Finally, ACO is applied to extract the final set of endmembers.
III. EXPERIMENTS WITH SYNTHETIC DATA
A. Synthetic Data Simulation
A synthetic hyperspectral data set has been simulated using p = 5 endmembers with specific abundance maps. These endmembers, namely r 1 , r 2 , r 3 , r 4 , and r 5 , are selected from veg_1dry.sli spectral library in ENVI software. The spectra of these five endmembers are shown in Fig. 4 The minimum values of spectral angle for each specific SNR value are outlined in bold typeface.
is increased gradually from a specified point, ranging within [0, 1] as simulated in [8] . To test the sensibility of the proposed multiple algorithm integration strategy to different noise levels, white Gaussian noise is added to the synthetic scene. The considered signal-to-noise ratios (SNRs) are 20:1, 40:1, 60:1, 80:1, and 100:1. In order to study the impact of outliers on the considered endmember extraction algorithms, another image was simulated. It was generated by adding two outliers as shown in Fig. 6 into the previous simulated image with SNR = 100 : 1. More precisely, two outliers were located at spatial coordinates 4 , and r 5 , respectively. In this figure, we plot the location of the outliers in a two-dimensional scatter plot given by the two principal components of the data.
B. Results of Image Containing White Noise
In our synthetic image experiments, the number of endmembers was set to five. To keep the balance between the computational complexity and accuracy, the synthetic image is subdivided into 16 subblocks in our proposed multiple algorithm integration strategy. This means that the two input parameters of our proposed approach are defined as follows: p = 5 and K = 16. As a result, four MNF components were used for the N-FINDR calculation, and five endmembers were The minimum values of error for each specific SNR value are outlined in bold typeface.
extracted from each subblock. Finally, five endmembers were extracted from 80 candidate endmembers by ACO. Table I reports the endmember extraction results obtained after using different strategies. When only one endmember extraction algorithm is applied to the whole hyperspectral image, the column "candidate endmembers" in Table I is labeled as "-," and the column "endmember extraction" shows the name of that algorithm. If our multiple algorithm integration strategy is used, the column "candidate endmembers" shows the name of the algorithm used for extracting candidate endmembers from subblocks, and the column "endmember extraction" shows the name of the algorithm used for extracting the final endmembers. It should also be noted that, when the spectral angle score [i.e., the angle (in degrees) between two spectral vectors] [24] of any endmember is higher than 10 degrees, we consider the extraction as a failure, and the mean value of the spectral angle scores for that particular strategy is simply labeled as "-." These conventions will be the same for Tables II-V. Several simulated images with white noise (SNRs = 20 : 1, 40 : 1, 60 : 1, 80 : 1, 100 : 1) are generated according to the LMM. Considering in the same noise level, the performances of several endmember extraction strategies do not differ from each other significantly as reported in Table I , since the simulated images are ideal according to LMM and pure pixel assumption. Namely, the proposed ACO-based integration strategy provides similar results as compared with the conventional methods, such as N-FINDR, PPI, and VCA in the ideal images. Then, we turn to focus on which method, among N-FINDR, PPI, and VCA, is more appropriate for The minimum values for four typical minerals in the cuprite mining district are outlined in bold typeface.
the candidate endmember extraction in ACO-based integration strategy. Comparing the results of "N-FINDR + ACO," "PPI + ACO," and "VCA + ACO" in Table I , the "VCA + ACO" perform the best in most cases and show higher stability in different noise conditions, whereas the "N-FINDR + ACO" perform the worst (even worse than the single N-FINDR). This means that N-FINDR is not suitable for being applied in the subimages, when the number of subimage endmembers is set to be as many as the global image. Hence the VCA is suggested as a better choice to extract candidate endmember for ACO-based integration strategy. Table II reports the RMSEs achieved after reconstructing the synthetic scenes using the endmembers extracted by several multiple algorithm integration strategies. When the SNR is very low (such as 20:1), the provided endmembers cannot be used to reconstruct the original hyperspectral image with low RMSE. On the other hand, if the SNR is higher than 40:1, the results provided by the strategies based on ACO exhibit very low reconstruction errors. Overall, the results reported on Table II are in very good agreement with those previously reported in Table I using the spectral angle distance as an evaluation metric. For instance, Table II also reveals that N-FINDR is not suitable for the proposed multiple algorithm integration strategy. On the other hand, ACO provides very good results for the final endmember extraction, improving significantly the results obtained by PPI and VCA. The "VCA + ACO" strategy consistently provides the best results across almost all the considered hyperspectral scenes with different SNRs.
C. Results in Cases With Outliers
The hyperspectral images that need to be processed in practice are usually not as perfect as the ones that we have considered under a perfect LMM assumption. The influence of outliers for endmember extraction was also tested in an experiment with outliers. The corresponding results are shown in Table III and in Fig. 7 . Although the considered SNR is quite high (100:1), PPI, N-FINDR, and VCA algorithms all mistakenly consider at least one outlier as an endmember, which can be observed clearly in Fig. 7 . As a result, some of the average spectral angles of these three algorithms are quite large. Moreover, the results of "N-FINDR + N-FINDR," "PPI + PPI," and "VCA + VCA" almost follow a similar pattern to N-FINDR, PPI, and VCA, which means that the simple data partitioning seems not to make any contribution for the already established endmember extraction algorithms. The ACO cannot extract correct endmembers from the candidate endmembers provided by N-FINDR. This experiment confirms our introspection that N-FINDR is not appropriate for extracting candidate endmembers in our considered multiple algorithm integration strategy. However, the combinations "PPI + ACO" or "VCA + ACO" provide results which are largely improved. As mentioned above, N-FINDR, PPI, and VCA are extremely sensitive to outliers. It may be unfair to compare the proposed method with these three algorithms only, since the field of endmember extraction algorithms has developed rapidly in recent years. Consequently, it requires a comparison with the state-of-the-art endmember extraction algorithms, such as ICE [46] , MVC-NMF [13] , MVSA [12] , SISAL [11] , MVES [14] , RMVES [47] , and sparse unmixing method.
Importantly, recent developments in the literature [2] , [11] - [12] , [47] reveal that, among them, ICE, MVSA, SISAL, and RMVES are the ones providing high robustness to outliers or noise. To be precise, ICE can be robust in the sense of allowing data points to be outside of the simplex volume, since it uses a regularization parameter μ to control the tradeoff between RMSE and smaller simplexes. On the other hand, MVSA and SISAL implement a robust version of the minimum volume concept by allowing the positivity constraint to be violated. The RMVES, a robust version of MVES, can account for the noise effects in the observations by employing soft constraints on the fractional abundances, which control the volume of the resulting simplex. Overall, the MVSA, SISAL, and RMVES bring robustness to the extraction problem by allowing violations of the ANC.
In addition, note that the original versions of the above robust algorithms were used instead of the two-tiered versions in all our experiments. Because we have conducted the experiments related to the two-tiered robust algorithms previously, namely we made them find the final set of endmembers using the patchbased approach, just as the ACO-based strategy did. The results show that the performance of patch-based robust algorithms did not change a lot compared with the original versions in the synthetic data and cuprite data. Actually, the main improvement of our approach is the mechanism introduced by ACO, not the partitioning operation. The robust algorithms and established methods (N-FINDR, PPI, and VCA) did not benefit from the simple partitioning. So, for space considerations, all our experiments only report the results obtained with the original versions of the aforementioned robust algorithms.
In our simulation experiments, we did not conduct the comparison with sparse unmixing method due to the fact that the synthetic data are generated using the library spectra. It would be the same spectral library where the sparse unmixing selects endmembers from. In this case, sparse unmixing would certainly get a very good performance. However, using library endmembers, rarely acquired under the same conditions as the airborne data, is believed to be a potential drawback of sparse unmixing and to result in the risk of unmixing error. So, instead of comparing with sparse unmixing in the simulation experiments, we conducted the comparison in the cuprite data.
With these considerations in mind, the state-of-the-art methods, i.e., ICE, MVC-NMF, MVSA, SISAL, MVES, and RMVES, have been compared with the proposed strategies in the presence of outliers. As reported in Table III and shown in Fig. 8 , only ICE and RMVES can extract all the five endmembers, however, with higher RMSE, whereas the MVC-NMF, MVSA, SISAL, and MVES, coming with lower RMSE, did not extract all the endmembers successfully. The above-mentioned results reveal two kinds of performances, despite they all belong to the minimum volume-based algorithms [2] . It is mainly caused by the regularization parameters, which make a tradeoff between the RMSE and minimum simplex volume and need to be hand tuned. In our experiments, excluding ICE, the regularization parameters were set to default values suggested by the authors. It was pointed out that the solution of ICE can be sensitive to the choice of the regularization parameter [2] , so we adjusted it several times intending to get the best outcome. In fact, reaching a compromise between lower RMSE and minimum simplex volume is of critical importance for minimum volume-based algorithms. For instance, ICE allows data points (sometimes it may be outliers or noise points) to be outside of the simplex volume, which results in higher RMSE as well as smaller simplex volume. In this way, ICE brings robustness to endmember extraction problem. As reported in Table III , ICE performs best among these six algorithms in the simulation experiments. However, its extraction accuracy is still not as good as the proposed ACO-based methods. The influence of outliers can be illustrated more clearly in the scatter plots (Fig. 8) . Obviously, all these six algorithms are influenced by such kind of outliers more or less, and some of the estimated endmembers deviate from the true endmembers.
Therefore, it can be concluded that the proposed ACO-based method can well treat complex situations with or without outliers. The performance of ACO-based method is significantly better than other algorithms when they face a scenario with outliers, as indicated in the experiments conducted in this section. 
IV. EXPERIMENTS WITH REAL DATA
A. Real Data and Experimental Design
Our experimental results with real data are based on the cuprite scene acquired by AVIRIS [48] . The scene is illustrated in Fig. 9 . It has been commonly adopted for evaluating the performance of spectral unmixing algorithms. Several minerals of interest, such as alunite, calcite, kaolinite, and muscovite, can be found in this mining district [49] . The cuprite image used in this section comprises 400 × 350 pixels in size, and 50 spectral bands ranging from 1.99 to 2.48 µm.
In this experiment, the number of endmembers in the cuprite image is first estimated by HySime, which provided an estimation of p = 8 endmembers. The cuprite scene is subdivided into K = 10 subblocks, with eight endmembers extracted from each subblock.
In real hyperspectral images, the spatial relationships between pixels should not be ignored. In order to account for spatial information in our analysis, we conducted a preprocessing of the scene using SSPP method [24] . Since the input image is not regular after applying the SSPP, the strategy cannot use subdivided subblocks to provide candidate endmembers for ACO. As a result, in this case, we use random selection to generate subsets. This means that the subset generation is simply conducted by randomly selecting candidate pixels provided by SSPP.
B. Experimental Results and Analysis
Table IV reports the spectral angle scores between some selected United States Geological Survey (USGS) mineral spectra and their corresponding endmembers extracted by several multiple algorithm integration strategies. If the column "candidate endmembers" is labeled as "-" in the strategy with SSPP, this means that only the algorithm shown in the "endmember extraction" column is used to directly extract final endmembers from the candidate pixels provided by SSPP. Otherwise, we assume that the final endmembers are extracted by ACO after SSPP preprocessing and candidate endmember extraction.
At this point, it is important to emphasize that only four endmembers are reported in the tables in order to provide a comparable result between the different algorithms. The compared methods may extract different minerals since the cuprite contains abundant mineral materials. So, only four highly representative minerals (i.e., alunite, calcite, kaolinite, and muscovite, which can be extracted by all the compared methods) in the cuprite mining district are used in this work to substantiate endmember signature purity.
In the pure pixel-based methods, only the "PPI + ACO," "VCA + ACO," and "SSPP + VCA + ACO" have successfully extracted all the four considered endmembers as reported in Table IV . Other strategies failed may due to insufficient spectral information provided by the 50 available spectral bands. The successful strategies imply that the proposed ACO-based approach can improve endmember extraction in the considered real scene. Note that "N-FINDR + ACO" does not perform as effectively as other ACO-based methods. A similar observation also happened in the synthetic data experiments, and the reasons were analyzed before. On the other hand, the "SSPP + VCA + ACO" provides the best endmember extraction performance. However, other strategies do not benefit from the SSPP-based preprocessing. The spatial information may not always improve endmember extraction, so for our proposed ACO-based strategy we think that SSPP-based preprocessing may be considered as an optional, but not necessary step. Moreover, the performance of the proposed approach is also compared to six state-of-the-art minimum volume-based algorithms and sparse unmixing approach. Importantly, among them, ICE, MVSA, SISAL, and RMVES are reported in recent developments as being able to provide robustness to outliers or noise. In our experiments with cuprite data, only ICE and MVC-NMF can extract all the four considered endmembers, as reported in Table IV . However, the mean spectral angle scores of "VCA + ACO" and "SSPP + VCA + ACO" are better than that of ICE and MVC-NMF. Note that, due to the fact that sparse unmixing only selects endmembers from a spectral library, our comparison of spectral angle scores between USGS mineral spectra and their corresponding extracted endmembers does not include sparse unmixing.
The RMSEs after reconstructing the AVIRIS cuprite scene using the endmember extracted by different methods are also reported in Table V . The ACO-based methods obtained relatively lower RMSEs than other pure pixel-based methods since the objective function of ACO is focused on minimizing the RMSE. Note that the "SSPP + VCA + ACO" obtained the smallest RMSE as well as the smallest spectral angle scores in the pure pixel-based methods. This means that it is reasonable to use minimum RMSE as the objective function for ACO.
The error maps obtained after reconstructing the AVIRIS cuprite hyperspectral image scene using different multiple integration strategies are shown as Fig. 10 . The "N-FINDR + ACO" obtains the best error maps in all results obtained using N-FINDR in any part of the chain. On the other hand, the result obtained by "SSPP + PPI + ACO" is better than the one obtained "SSPP + PPI." The experiments with VCA show similar behavior, with "VCA + ACO" and "SSPP + VCA + ACO," respectively, providing the best results in each row of Fig. 10 . The results indicate that the proposed multiple algorithm integration strategy based on ACO is an effective method for endmember extraction.
The smaller RMSE can lead to better endmember extraction performance in the pure pixel-based methods, whereas it may fail in the minimum volume-based methods. The ICE, MVC-NMF, MVSA, SISAL, MVES, and RMVES obtain smaller RMSEs than the pure pixel-based methods as reported in Table V . In fact, these algorithms do not all extract the considered endmembers according to the spectral angle scores. On the other hand, the RMSE of sparse unmixing is much higher than that of "VCA + ACO" or "SSPP + VCA + ACO."
As we have mentioned before, the ACO strategy used for endmember extraction is time consuming so that the candidate endmembers extraction step is quite necessary. Here, we take strategies combining with VCA method as an example and report their processing times (in seconds) in Table VI . The computer utilized in the experiments is equipped with an Intel Xeon X5660 CPU, 12 GB RAM and an NVidia Quadro 5000 GPU. As shown by Table VI, the total processing times are increased but the ACO strategy is highly parallel and can be effectively implemented using HPC architectures.
C. Adjustable Parameter Discussion
To conclude our experimental assessment, we provide a discussion on the adjustable parameters of the proposed method. There are two parameters, the number of endmembers p and the number of subblocks K, required by the ACO-based algorithm. The value of p is suggested to be estimated by HySime algorithm, while the value of K needs to be hand-tuned. Different values of K may introduce a distinct effect on the performance in terms of the RMSE and computing time, as depicted in Fig. 11 . We emphasize that our implementation was carried out using MATLAB R2010 on a desktop PC equipped with an Intel Xeon X5660 CPU, 12 GB RAM, and an NVidia Quadro 5000 GPU. As shown in Fig. 11 , the method has a slightly lower RMSE when the number of subblocks is increased. More subblocks would result in sufficient candidate endmembers as well as higher computing time. As a result, in our experiments with the cuprite image, K is set to ten in order to reduce the computational complexity.
V. CONCLUSION AND DISCUSSION
In this paper, we have developed a new multiple integration strategy for endmember extraction based on ACO. Our experimental results, conducted using several classic endmember extraction algorithms, indicate that the proposed ACO-based strategy can provide a set of endmembers which are more useful for unmixing purposes than those obtained by the individual methods. Moreover, the experiment results clearly show that what makes sense to the improvement of our approach is the mechanism introduced by ACO, not the partitioning operation. Besides, when comparing our approach with state-of-the-art algorithms, we have found that the proposed ACO-based framework shows more robustness against noise and outliers. As a result, a main strength of the proposed approach is its capacity to automatically find the best possible combination out of a set of candidate endmembers generated using different methods, as well as its capacity to deal with noise and outliers. Our proposed strategy has been experimentally validated using both simulated scenes and a real hyperspectral scene collected by the AVIRIS over the cuprite mining district in Nevada. The results obtained indicate that the proposed multiple algorithm integration approach can provide optimal solutions with higher spectral purity, better fractional abundance estimation, and lower reconstruction errors than those provided using the considered classic strategies.
As with any new approach, there are some unresolved issues that may present challenges over time. For instance, an aspect to be addressed in future developments is the computational complexity of the proposed approach, which can be effectively tackled by taking advantage of the inherently parallel nature of the ACO strategy, which maps well in many different types of HPC architectures. Another important topic deserving future research is how to combine the results provided by different endmember extraction algorithms designed under different principles, e.g., algorithms with and without the pure pixel assumption, or algorithms with and without spatial constraints. This aspect represents an important future development that may help combine the results provided by the plethora of available techniques for endmember extraction. Although our experimental results are constrained to three popular algorithms: PPI, N-FINDR, and VCA (selected for the purpose of illustrating our concept), additional results should be explored in future developments by combining more diverse strategies for endmember extraction.
