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Diese Arbeit behandelt einen Ansatz zur Verikation verteilter Systeme. Zur
Beschreibung des Verhaltens solcher Systeme verwenden wir die sog. Semiw

orter,
die eine spezielle Form von pomsets darstellen, sowieMazurkiewiczspuren. Wir wei-
sen nach, da jedes nebenl

auge System (d. h. ein System, f

ur dessen Aktionen eine
Unabh

angigkeitsrelation angegeben werden kann) als verteiltes System aufgefat
werden kann.
Wir beschreiben eine endliche Repr

asentation des Verhaltens nebenl

auger und
verteilter Systeme, die auf dem Begri des Prozeautomaten beruht, und geben
Algorithmen zur Konstruktion derartiger Prozeautomaten an.
Schlielich denieren wir die verteilte, agentenbasierte temporale Logik DCTL.
Die Beschreibung eines Modelcheckers f

ur diese Logik, der auf Prozeautomaten
operiert, schliet die Arbeit ab.
Summary
This thesis addresses the verication of distributed systems. The description of
the behaviour of distributed systems is done by so-called semi words. Semi words
are a dedicated type of pomsets. Also,Mazurkiewicz traces are used as a behavioural
description. We will prove that every concurrent system (i. e. a system for that an
independence relation can be dened on system actions) can be considered as a
distributed system.
We describe a nite representation of the behaviour of concurrent and distri-
buted systems based on the notion of process automata. We dene algorithms for
the construction of process automata.
Finally, we describe the distributed, agent based temporal logic DCTL. A model
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augkeit und Verteiltheit werden mit der Verlagerung informationstech-
nischer Vorg

ange von lokalen auf globale Strukturen (LANs, WANs, mobile Netz-
werke und | nat

urlich | das WWW) bei der Spezikation und Validation von
informationstechnischen Systemen zu prim

aren Themen. Unter Systemvalidation
wollen wir hierbei jede Maname verstehen, die dazu beitr

agt, da ein informati-
onstechnisches System einer gegebenen Spezikation gen

ugt, z. B. Tests und ein von
allgemeinen Richtlinien gelenkter Entwicklungsproze, aber insbesondere auch Sy-
stemverikation, d. h. der Nachweis (im Sinne eines mathematischen Beweises) der
Korrektheit des Systems bzgl. seiner Spezikation. W

ahrend jedoch Programm-
spezikation und -verikation in der Vergangenheit unter der Voraussetzung ei-
nes deterministischen und sequentiellen Programmablaufs erfolgen konnten (siehe
[48] f

ur eine gute Zusammenfassung klassischer Techniken), sehen wir uns heu-
te mit der Notwendigkeit konfrontiert, Prozesse zu verstehen und zu beschreiben,
die inh

arent nichtdeterministisch sind und zudem teilweise unabh





Diese Arbeit behandelt die Verikation verteilter Systeme, also solcher Sys-





auft und die auf einer r

aumlich
verteilten Plattform realisiert sind. Beispiele f

ur solche Systeme sind Client-Server-
Architekturen, Kommunikationsprotokolle, verteilte Steuerungen industrieller Pro-





ur solche Systeme ber

ucksichtigen ihren verteilten Charakter bereits zumin-
dest auf der syntaktischen Ebene, indem Komponenten und Kausalstrukturen zwi-
schen Komponenten speziziert werden. Zum Beispiel sindmessage sequence charts
(MSCs) [49] ein im Entwurf von Telekommunikationssystemen weit verbreiteter
Formalismus, der explizit die Beschreibung derartiger Kausalbeziehungen erlaubt,
w

ahrend verschiedene Diagrammtypen der unied modelling language (UML) [11]





atze sind Milners calculus of concurrent systems (CCS) [57] oder Hoares





auge Systeme und ihre Halbordnungssemantik. Diese Arbeit
verwendet Transitionssysteme als allgemeines Systemmodell. Ein Transitionssys-
tem ist durch eine Menge von Systemzust

anden und eine Menge von Systemaktio-
nen gekennzeichnet, die auf Systemzust

anden operieren. Eine Aktion kann bei ei-







augkeit wird mit Hilfe einer Unabh

angigkeitsrelation
charakterisiert: Sind a und b unabh

angige Systemaktionen, die bei einem System-
zustand simultan konzessioniert sind, so nden diese nebenl

aug zueinander statt.
Ein Transitionssystem zusammen mit einer Unabh

angigkeitsrelation nennen wir
ein Spursystem. Einer Reihe von Beschreibungsformen f

ur verteilte Systeme l

at
sich kanonisch ein Spursystem zuordnen. Eine wesentliche Einschr

ankung dieser
Arbeit ist die Beschr

ankung auf endliche Transition- und Spursysteme.
Die klassische Semantik f

ur Transitionssysteme basiert auf dem Sprachbegri
der Automatentheorie: Ein Transitionssystem bezeichnet eine Menge von Sequen-




oglich ist; eine solche
sequentielle Semantik ber






keitsbeziehungen zwischen Systemaktionen. Deshalb nden zunehmend Ans

atze
Beachtung, die solche Beziehungen konzeptionell umsetzen. Ein sehr prominenter
Vertreter der Familie solcher true concurrency semantics sind die von Mazurkie-
wicz [50, 51] eingef

uhrten Spuren, die heute als Mazurkiewiczspuren bezeichnet
werden. Spuren sind Mengen von Sequenzen, die sich lediglich in der Reihenfolge
unabh

angiger Aktionen unterscheiden und deshalb als

aquivalent angesehen wer-
den. Die zugrundeliegende Idee ist, da unabh

angige Aktionen in beliebiger Rei-
henfolge stattnden k

onnen. Die Kausalstruktur des unterliegenden nebenl

augen
Systems ist in Mazurkiewiczsspuren also nur implizit repr






at explizit sichtbar machen, k

onnen wir die Menge der
m















das Stattnden von e
2
ist. Unter dieser Interpretation beobachten wir:


























, d. h. < ist transitiv.



















Man beachte, da sich die obige Argumentation auf Systemereignisse und nicht
auf Systemaktionen bezieht; unter einem Systemereignis verstehen wir das Statt-




origen Aktion herzustellen, betrachten wir in dieser Arbeit solche Halb-




[59] sind solche beschrifteten Halbordnungen. Die Ab-
straktion von konkreten Elementen zur Darstellung von Systemereignissen wird in
Halbw

ortern [35] (in [67] als partial ordered multisets (Pomsets) bezeichnet; dieser
Begri ist heute allgemein

ublich) vollzogen, indem Isomorphieklassen von beschrif-
teten Halbordnungen betrachtet werden.
2





augkeiten enthalten; die resultierenden

Aquivalenzklassen
beschrifteter Halbordnungen werden als Semiw

orter bezeichnet. Wir verwenden











orter, die konsistent zu der mit
einem Spursystem assoziierten Unabh






orter eine interessante und n

utzliche Beziehung zu den Mazur-
kiewiczspuren: Es ist m

oglich, solche konsistenten Semiw

orter bijektiv auf Mazur-













onnen als Semantik f

ur
Petri-Netze [58, 66, 73, 81], das in dieser Arbeit zur Notation von Beispielen und







achlich enthalten die meisten der aufgef

uhrten Referenzen





ur Petri-Netze existiert noch eine weitere Semantik, die nicht auf andere For-
malismen

ubertragen werden kann (zumindest nicht, ohne diese Formalismen in





aufe sind ihrerseits eingeschr

ankte Petri-Netze, sog. Kausalnetze.
Wir wollen in dieser Arbeit nichts zu der Frage beitragen, ob eine halbord-







oder nicht | eine (teilweise am

usante) Diskussion dieses Themas ndet sich in
[68]. Der Author ist der Ansicht, da im Gegensatz zu Sequenzen Halbordnungen




Eine Ereignisstruktur ist eine beschriftete Halbordnung zusammen mit einer Koniktrela-
tion auf Ereignissen. Benden sich zwei Ereignisse in Konikt zueinander, so k

onnen sie nicht
gemeinsam in derselben Verhaltensweise eines zugrundeliegenden Systems auftreten. Eine Ereig-
nisstruktur beschreiben also mehrere alternative Verhaltensweisen. Ereignisstrukturen, die genau
eine Systemverhaltensweise beschreiben, deren Koniktrelation also leer ist, werden als Prim-
Ereignisstrukturen bezeichnet.
2
Die Arbeit mit Prim-Ereignisstrukturen wird vielfach durch Isomorphiefragen erschwert:
Zwei isomorphe Prim-Ereignisstrukturen beschreiben, obwohl unterschiedlich, oenbar dasselbe
Systemverhalten. Aus diesem Grund verwenden wir in dieser Arbeit Halbw

orter, wobei wir groen






uberhinaus kann durch die implizite oder explizite Verwendung einer Halbord-






Verteilte Systeme. Petri-Netze stellen keinen Komponentenbegri und keine
Kompositionsoperation zur Verf

ugung. Zwar existieren verschiedene Arbeiten, die
M

oglichkeiten zur Denition solcher Strukturierungsmittel behandeln (s. etwa [7,
8, 45]), wir machen in dieser Arbeit jedoch (ausser in Beispielen) keinen Gebrauch
von einem Komponentenbegri, der in der Syntax des Beschreibungsformalismus
f

ur verteilte Systeme verankert ist; auch f







augkeit i. d. R. durch Verteilung realisiert. Sind also a
und b unabh

angige Systemaktionen, so bezeichnen diese atomare Teilprozesse, die












augkeit wieMulti-Tasking wollen wir abstrahieren). Allerdings sind
solche physikalischen Beispiele nur unzureichend als Erkl

arung dieses Begris: Un-
ter einer Komponente wollen wir allgemein eine Umgebung f

ur einen sequentiellen
Teilproze verstehen. Ist c etwa eine Aktion, die in Kausalit

atsbeziehung zu a steht,
so ist c in derselben Komponente des Gesamtsystems beheimatet wie a, bildet also









auft, zu dem b geh

ort.
Verschiedene, in derselben Komponente eines verteilten Systems beheimatete Ak-













uberlappen (d. h. eine Systemaktion
kann in mehr als einer Komponente ausf

uhrbar sein) und damit die Interaktion von
verschiedenen sequentiellen Prozessen erm

oglichen: Ist etwa c auch abh

angig von b,




durch die gemeinsame Aktion c synchronisiert .
Wir weisen in dieser Arbeit nach, da eine Verteilung von Aktionen eines Spur-
systems auf Systemkomponenten immer m

oglich ist, eine maximale Verteilung kann
aus der Struktur des Systems rekonstruiert werden kann. Die Existenz von System-
komponenten kann also auch ohne die explizite Verwendung eines Kompositions-
operators vorausgesetzt werden.
Systemeigenschaften. Man ist heute allgemein der Ansicht, da temporale
Logiken ad

aquate Formalismen zur Spezikation sog. reaktiver Systeme sind, also
solcher Systeme, die eine fortw

ahrende Interaktion mit ihrer Umgebung unter-
halten. Mithin sind verteilte System i. d.R. reaktive Systeme. Temporale Logiken
(zumindest soweit sie im Kontext reaktiver Systeme verwendet werden) sind Erwei-
terungen der klassischen Aussagenlogik um Temporaloperatoren, die Aussagen

uber
das Verhalten eines Systems im Laufe der Zeit erlauben; dabei ist unter
"
Zeit\ die
Abfolge von Systemereignissen zu verstehen. Man unterscheidet lineare und ver-








ogliche (maximale) Entwicklung eines Systems bestimmt. Diese Formel
gilt dann f





ogliche Verhaltensweise dieses Systems
gilt. Verzweigte Zeitmodelle erlauben die Unterscheidung, ob eine Formel ausge-
hend von einem bestimmten Systemzustand f






oglichen Verhaltensweisen eines Systems gelten soll. Linear time temporal logic
(LTL) und computation tree logic (CTL) sind die jeweiligen klassischen Vertreter
temporaler Logiken f

ur lineare und verzweigte Zeitmodelle. Die Standardreferenzen
zu klassischen (d. h. f

ur eine sequentielle Semantik denierten) temporalen Logiken
sind [28] und [82]. Zu halbordnungsbasierten temporalen Logiken sei der Leser auf
[65, 85] verwiesen.
Wir stellen in dieser Arbeit die temporale Logik DCTL vor. DCTL operiert

uber einem verzweigten Zeitmodell, wobei Aussagen m

oglich sind, die sich auf die
Komponentenverteilung und die Kausalstruktur eines verteilten Systems beziehen.
Die Semantik von DCTL ist durch die Logik TrPTL [85] inspiriert, die

uber einem
linearen Zeitmodell deniert ist (allerdings kann DCTL nicht als die branching time
version von TrPTL angesehen werden).
Die Verwendung von DCTL anstelle anderer halbordnungsbasierter Logiken ist
dadurch motiviert, da DCTL eine einfache,

uberschaubare Semantik (ohne ver-
steckte temporale Abh

angigkeiten, wie sie in TrPTL auftreten k

onnen; vgl. hierzu
Bemerkung IV.1.11) hat, die direkt

uber Semisprachen (d. h. Mengen von Semiord-
nungen) von Spursystemen deniert werden kann. Daraus resultiert unter anderem
ein einfacher Validierungsalgorithmus f

ur DCTL-Formeln, der auf Prozeautoma-






auger Systeme. Wenn ein Spursystem nur endlich viele
Zust

ande einnehmen kann, wird seine Analyse von einem theoretischen Standpunkt







ufbar ist. Allerdings k

onnen die zur Analyse
einer bestimmten Eigenschaftsklasse ben

otigten Algorithmen durchaus kompliziert
und schwer implementierbar sein, viel gravierender ist jedoch das Zustandsexplosi-
onsproblem. Ein Spursystem wird i. Allg. in einer spezischen Syntax beschrieben.
Unter dem Zustandsexplosionsproblem verstehen wir das Ph

anomen, da die Gr

oe
eines Spursystems exponentiell in der Gr

oe seiner Beschreibung sein kann. Bevor
wir den Ansatz dieser Arbeit zur (teilweisen) L

osung dieses Problems beschreiben,




uber Methoden zur Vermeidung bzw. zur
Kontrolle dieses exponentiellen Wachstums und

uber die Analysetechniken, die in
Verbindung mit solchen Methoden anwendbar sind. Eine ausf

uhrliche Diskussion
ndet sich in [91].
Bin

are Entscheidungsdiagramme (BDDs). Obwohl diese Arbeit einen halbord-
nungsbasierten Ansatz verfolgt, sollen BDDs wegen ihres auerordentlichen Er-
folgs an dieser Stelle genannt werden. BDDs [13, 14] (s. [63] f

ur eine Referenz
im Zusammenhang mit Petri-Netzen) sind
"















aug als solche Bitvektoren
repr

asentiert werden. Das klassiche Modelchecking-Verfahren f

ur CTL ist auf die-
ser Datenstruktur einfach formulierbar [15, 52]. Neuere Ans

atze befassen sich mit
Modelchecking f

ur LTL [18, 77, 96].
BDDs erlauben das Abspeichern extrem groer Zustandsmengen. Dem Autor





asentationen mit Hilfe von BDDs eÆzient zu repr

asentieren. Daraus ist die Faust-
formel abzuleiten: Wenn wir lediglich an zustandsbasierten Aussagen interessiert
sind (insbesondere solchen, die in CTL formulierbar sind), sollte ein BDD-basiertes





hungen jedoch erfordern oenbar eine der folgenden Alternativen.
Spurbasierte Verfahren. Die den Mazurkiewiczspuren zugrundeliegende Idee,
da unabh

angige Symbole in beliebiger Reihenfolge als Systemereignisse auf-
treten k









bestimmt, die die Sprache eines gegebenen Spursystems ausmachen. Beispie-
le sind Godefroids partial-order methods [33] sowie Valmaris sture Reduktion
[88, 89, 90, 92]. Dabei ist zu bemerken, da die sture Reduktion nicht nur auf





angigkeitsrelation (vgl. die Diskussion in Abschnitt I.3).
Wir ziehen dennoch den Begri
"





halbordnungsbasierte Verfahren\ vor. Spurba-
sierte Verfahren k







asentationen | Aualtungen. Die bisher diskutierten Verfah-
ren zielen darauf ab, die Zustandsmenge eines nebenl

augen Systems entweder










ande. Die in [29, 59] eingef

uhrten verzweigten Prozesse bzw. verzweigten
Abl

aufe beschreiben das verzweigte Systemverhalten sog. sicherer Petri-Netze als
(u.U.unendliches) Petri-Netz.
3
In [53] wird ein Verfahren beschrieben, das ein endliches Anfangsst

uck des
| wie sich zeigt | eindeutig bestimmten maximalen verzweigten Ablaufs eines







oglichen Ablauf dieses Petri-Netzes zu rekonstruieren. Dieses Anfangsst

uck










aufe sind das Gegenst

uck zu den abstrakteren Ereignisstrukturen; ein

Aqui-
valent zu der in Ereignisstrukturen explizit gegebene Koniktrelation kann aus der Graphstruktur
eines verzweigten Ablaufs rekonstruiert werden.
Einleitung 7
In [31] wird McMillans Verfahren aus [53] verallgemeinert: Der Algorithmus
zur Konstruktion der Aualtung ist bzgl. eines bestimmten Terminationskriteri-
ums formuliert; eine ung

unstige Wahl dieses Kriteriums kann dazu f

uhren, da
die Aualtung eines Petri-Netzes gr

oer als das durch dieses Petri-Netz bestimmte
Transitionssystem. Esparza, R

omer und Vogler pr

asentieren nicht nur ein optima-




Wir verwenden in dieser Arbeit eine teilweise Halbordnungsrepr

asentation des





asentation auch globale Systemzust

ande. Die Idee ist: An eini-
gen Punkten (Zust

anden) verzweigt sich das Verhalten eines nebenl

augen Systems
aufgrund einer nichtdeterministischen Auswahl, an anderen Punkten laufen alter-
native oder rekurrente Verhaltensweisen zusammen und k

onnen gemeinsam fort-














uber spurbasierten Verfahren besteht hierbei der Vorteil, da
Nebenl

augkeiten und Kausalstrukturen explizit repr

asentiert werden, was bei der
Formulierung eines Modelchecking-Verfahrens f

ur eine verteilte Logik n

utzlich ist.
Die folgenden Vorteile bestehen gegen

uber der Verwendung von Aualtungen:
Aualtungen stellen (da ganz auf globale Zust

ande verzichtet wird) eine sehr kom-
pakte Verhaltensrepr

asentation dar. Das f

uhrt aber auch dazu, da Informationen,









ater u.U. aufwendig aus der Aualtung extrahiert werden m

ussen. Die
Kreisstruktur eines Spursystems, die sich in der Kreisstruktur eines zugeh

origen
Prozeautomaten wiederndet, ist ein Beispiel. Weitere Beispiele sind Informatio-
nen

uber Systemverklemmungen und Lebendigkeit (vgl. [23]).
Ein weiterer Vorteil ist technischer Natur: Vereinigungspunkte sind nicht not-
wendigerweise lokal. Unter einer lokalen Systementwicklung (die etwa zu einem
Vereinigungspunkt f

uhrt) wollen wir hierbei eine zu einem einzigen sequentiellen
Proze geh

orende Entwicklung verstehen, wobei nebenl

auges Verhalten in ande-
ren Teilen des Gesamtsystems nicht betrachtet wird (wohl aber Fortschritte ande-
rer interagierender Prozesse, die zum Zustandekommen dieser Systementwicklung
notwendig sind). Das bedingt, da Vereinigungen alternativen oder rekurrenten
Systemverhaltens in Prozeautomaten fr

uher erfolgen kann als in Aualtungen, da
das oben angesprochene Terminationskriterium f

ur die Konstruktion einer Aual-
tung lokaler Natur ist (vgl. hierzu auch Bemerkung III.1.14).
Ein weiterer Vorteil ist, da Prozeautomaten f

ur allgemeine Spursysteme, Auf-
faltungen hingegen f

ur Petri-Netze deniert sind (obwohl allerdings Korollar II.2.8
nahelegt, da jede Syntax zur Beschreibung von Spursystemen zumindest soweit
als Petri-Netz aufgefat werden kann, um eine Aualtung daraus zu konstruieren).
4
Die Namensgebung erfolgte in Anlehnung an den Titel der Arbeit [78].
8 Einleitung
Allerdings erfordert die eÆziente Konstruktion von Prozeautomaten mit Hil-
fe der in dieser Arbeit vorgestellten Algorithmen eine aufwendige Voranalyse des
zugrundeliegenden Spursystems. Dar

uberhinaus erzeugen diese Algorithmen nicht
notwendigerweise in ihrer Gr

oe minimale Prozeautomaten. Unser Ansatz soll
deshalb als komplement

are Technik zu den spurbasierten Verfahren und der Auf-
faltung verstanden.

Ahnliche Arbeiten. Prozeautomaten wurden von Ulrich [86, 87] als be-
haviour machines zum Zweck der Testfallerzeugung eingef

uhrt. Ulrich beruft sich
dabei auf Ideen von Probst und Li [69, 70]. Ulrich pr

asentiert einen Konstruktions-
algorithmus, der als Eingabe die Aualtung eines Petri-Netzes erwartet. In dieser
Arbeit wird Ulrichs Ansatz wie folgt verbessert: Zun

achst wird der in [87] weit-
gehend informell beschriebene Begri der behaviour machine theoretisch fundiert.
Dies erlaubt es, nicht nur die Menge der durch einen Prozeautomaten akzeptierten
Semiw

orter genau zu bestimmen, sondern f






ur Prozeautomaten. Weiterhin kann auf der Basis der pr

asentierten Theorie
ein eÆzienterer Erzeugungsalgorithmus pr

asentiert werden, der direkt auf der syn-
taktischen Repr

asentation eines Spursystems operieren kann. Ein Modelchecking-
Verfahren, das ebenfalls in dieser Arbeit beschrieben wird, liegt auerhalb von
Ulrichs Themenstellung.
Ulrichs Algorithmus weist noch einige weitere Schw

achen auf, die unser Al-
gorithmus vermeidet. Zun

achst liefert Ulrichs Algorithmus f

ur Systeme, die eine
Verklemmungssituation aufweisen, inkorrekte Ergebnisse; Ulrich setzt deshalb auf
eine Voranalyse zum Ausschlu verklemmungsbehafteter Systeme. Weiterhin mu
die Aualtung, die Eingabe f

ur Ulrichs Algorithmus ist, unter Verwendung eines
bestimmten Terminations-Kriteriums erzeugt worden sein: Unter allen m

oglichen
Kriterien wird das ineÆzienteste ben

otigt.
Vernadat et. al. [93, 94] verfolgen einen zum Prozeautomaten

ahnlichen An-
satz, der als step covering graph bezeichnet wird. Diese Graphen sind | grob
gesprochen | Prozeautomaten, die nur solche Semiw

orter mit leerer Ordnungs-
relation enthalten. Der Erzeugungsalgorithmus f

ur step covering graphs

ahnelt dem
in dieser Arbeit vorgestellten Grundalgorithmus III.1 (vgl. Bemerkung III.2.5).
Hulgaard et. al. [42, 43, 44] schlielich verwenden eine ebenfalls als process au-
tomaton bezeichnete Struktur zur Verikation und Leistungsanalyse zeitbehafteter
nebenl

auger Systeme. Process automata und Prozeautomaten unterscheiden sich
lediglich dadurch, da die erstere Struktur Abl






augen Verhaltens anstelle von Semiordnungen verwendet
| wir

ubersetzen deshalb process automaton mit Ablaufautomat. In [42] wird ein
Erzeugungsalgorithmus pr

asentiert, der als Eingabe ein stur reduziertes Transiti-
onssystem zu einem sicheren Petri-Netz erwartet. Zwar bestehen gewisse Analogi-
en zwischen den in dieser Arbeit pr

asentierten Algorithmen zur Konstruktion von
Prozeautomaten und der sturen Reduktion, allerdings ist unklar, wie sich beide
Ans

atze in Beziehung setzen lassen.
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Eine weitere Arbeit, die einen

ahnlichen Ansatz wie diese Arbeit beschreibt, ist
[40]. Hier wird eine Modelchecking-Algorithmus f

ur eine temporale Fixpunktlogik
beschrieben, der auf der Aualtung eines sicheren Petri-Netzes beruht. Inwieweit





alt, mu durch Experimente bestimmt werden.





ahrend des Modelchecking-Prozesses) zu erlangen, dem in [40]
beschriebenen Verfahren einen gewissen Nachteil bringen wird.
Organisation der Arbeit. Die Arbeit ist in vier Kapitel unterteilt, jedes
dieser Kapitel umfat drei Abschnitte, die wiederum in eine variable Anzahl nicht
nummerierter Unterabschnitte unterteilt sind. Denitionen, Theoreme, Lemmata,
Beispiele usw. sind insgesamt fortlaufend in der Form K:i:j nummeriert; K ist
dabei die Nummer des jeweiligen Kapitels, i die Nummer des Abschnitts und j die
Nummer des Paragraphen, in dem das jeweilige Theorem, Lemma, die Denition
oder das Beispiel usw. zu nden ist.
Inhaltlich ist die Arbeit wie folgt organisiert:
Kapitel I: Grundlagen. Dieses Kapitel erkl

art die mathematischen Grundlagen
der Arbeit. Das hier pr

asentierte Material besteht gr

otenteils in einer Aufberei-
tung wohlbekannter Erkenntnisse

uber beschriftete Halbordungen, Spursysteme
und Mazurkiewiczspuren. Abschnitt I.1 enth

alt grundlegende Denitionen und
Schreibweisen. Mengentheoretische und pr

adikatenlogische Schreibweisen sowie der
Begri der Funktion sind als bekannt vorausgesetzt, jeder dar

uber hinausgehender
Begri wird jedoch eingef












axbegri und der Begri der Sequentialisierung werden
eingef

uhrt; wir weisen nach, da f

ur Semiordnungen sowohl die Pr

axbildung als
auch die Sequentialisierung eindeutig geschehen kann. Wir

ubernehmen einige der
in [78] denierten Operationen auf Halb- bzw. Semiw

ortern und denieren weitere,
in dieser Arbeit n

utzliche Operationen. Kanonische Darstellungen von Semiord-
nungen werden behandelt; dabei ist eine Darstellung kanonisch, wenn isomorphe
Semiordnungen gleich dargestellt werden. Eine solche kanonische Darstellung er-
laubt es uns, Durchschnitt und Vereinigung einer Menge von Semiordnungen als
meet bzw. join im Sinne der Verbandstheorie [10] zu denieren.
Abschnitt I.3 diskutiert Transitionsysteme und Spursysteme. Wir verwenden





ur Spursysteme, allerdings sei darauf hingewiesen, da es Spursys-
teme gibt, die nicht mit Hilfe eines Netzsystems beschreibbar sind; unsere

Uber-
legungen beziehen sich aber tats

achlich auf Spursysteme, Petri-Netze werden nur
in Beispielen und als Motivationshilfen verwendet. Wir ordnen Spursystemen zwei
Semantiken zu, n

amlich Mazurkiewiczspuren und Semiw

orter; die klassische se-
quentielle Semantik ergibt sich dann als ein Spezialfall der Semiwortsemantik.
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augkeiten in einem Spursystem beschreibt: Wir
bestimmen konstruktiv eine Klasse von Semiordnungen, in der die Begrie der







ubereinstimmen. Abschlieend weisen wir nach, da beide Seman-
tiken

aquivalent im Sinne der allgemeinen Algebra sind: Das Spurmonoid und das
Semiwortmonoid bzw. das kanonische Semiordnungsmonoid sind isomorph.
Kapitel II: Komponenten und verteilte Systeme. Wir befassen uns nun mit der




asentiert durch ein Spursystem)
als verteiltes System aufgefat werden kann. Zu diesem Zweck denieren wir in
Abschnitt II.1 sog. Positionszuweisungen an Spursysteme. Die Idee ist hierbei, da
sich Komponenten in verteilten Systemen wenigstens durch die Existenz von zu ih-
nen lokalen Systemzust

anden auszeichnen. Positionszuweisungen an Systemaktio-
nen beschreiben, welche Komponenten durch das Stattnden einer Systemaktion
beeinut werden. Positionszuweisungen an globale Systemzust

ande beschreiben,
in welchen lokalen Zust

anden sich die involvierten Komponenten benden. Dabei










alt das folgende Ergebnis: Jedes Spursystem kann in nichttri-
vialer Weise als verteiltes System aufgefat werden. Wir erziehlen dieses Ergebnis
durch eine Anwendung eines Theorems aus der Theorie der Regionen [62] (andere
Referenzen zu diesem Thema sind [3, 2, 6, 21, 27]). Zwar ist die Methode, mit der
eine solche Verteilung bestimmt werden kann, konstruktiv, erfordert jedoch die ex-
plizite Konstruktion des zugrundeliegenden Spursystems. Wir gehen deshalb nicht
davon aus, da die im folgenden verwendeten Positionszuweisungen die Kriterien
f

ur eine nichttriviale Positionszuweisung erf

ullen.
Abschnitt II.3 deniert auf der Grundlage der in den beiden vorhergehenden
Abschnitten angestellten

Uberlegungen den Begri des verteilten Systems. Wir






ur verteilte Systeme an: Platzinvari-
anten

uberdeckte kontaktfreie Netzsysteme, synchron und asynchron kommunizie-
rende Zustandsmaschinen.
Kapitel III: Prozeautomaten. Dieses Kapitel befat sich mit der Denition,
den grundlegenden Eigenschaften und der Erzeugung von Prozeautomaten. Ab-
schnitt III.1 deniert Prozeautomaten und diskutiert die Begrie der Verzwei-
gungs-, Vereinigungs- und Rekurrenzvollst






ur ein gegebenes Spursystem
vor. Dabei ist es nicht notwendig, dieses Spursystem explizit aufzubauen; der Al-
gorithmus operiert auf der Syntax, in der das Spursystem beschrieben wird. Wir
beweisen die totale Korrektheit dieses Grundalgorithmus.
Abschnitt III.3 diskutiert verschiedene M

oglichkeiten zur Verbesserung des
Grundalgorithmus: Die Entfernung redundanter Zust

ande, das Verschieben der
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Betrachtung konzessionierter Aktionen, und schlielich die Verwendung der Kom-





ur ein Spursystem voraussetzen d

urfen. In diesem Zusammenhang wird auch ein
Begri aus der Petri-Netz-Theorie verwendet, n

amlich der Falle.
Kapitel IV: Eine Logik f

ur verteilte Systeme. Wir untersuchen eine verteilte,
agentenbasierte Version der klassischen temporalen Logik CTL, die wir als distri-
buted computation tree logic (DCTL) bezeichnen. Abschnitt IV.1 beschreibt die
Syntax und die Semantik dieser Logik und diskutiert verschiedene M

oglichkeiten,
abgeleitete temporale (und aussagenlogische) Operatoren zu denieren. Weiterhin
wird das Verh

altnis von DCTL zu CTL bestimmt. Wir reden auch

uber eine einfa-
che Klasse globaler Eigenschaften, die in DCTL nicht oder nur schwer formulierbar
sind. Wir zeigen anhand einiger Beispiele auf, da globale Eigenschaften vielfach als
lokale Eigenschaften beschreibbar sind. Weiterhin wird demonstriert, wie durch ei-
ne Modikation eines verteilten Systems (d. h. durch Hinzuf

ugen eines Beobachters
einer globalen Eigenschaft) globale Eigenschaften formuliert werden k

onnen, falls
eine lokale Beschreibung dieser Eigenschaft nicht gelingt oder aber zu aufwendig
ist.
Um zu demonstrieren, wie Systemeigenschaften mit Hilfe von DCTL formuliert
werden k

onnen, behandelt Abschnitt IV.2 ein gr

oeres Anwendungsbeispiel. Es
werden Aspekte eines verteilten Datenbanksystems speziziert. Es zeigt sich, da
Eigenschaften eines solchen Systems elegant in DCTL formuliert werden k

onnen.
Wir zeigen ausserdem auf, da einige dieser Eigenschaften nicht in CTL formulier-
bar sind.





Frage vor, ob eine gegebene DCTL-Formel in einem gegebenen verteilten System
gilt oder nicht; solche Algorithmen werden als Modelchecker bezeichnet. Die be-





uber einem verzweigten Zeitmodell.
Ausblick. Ein Ausblick, in dem auch Details zu einer m

oglichen Implementie-
rung der in dieser Arbeit beschriebenen Algorithmen erl

autert werden, schliet die
Arbeit ab.
Abb. 1 stellt den Zusammenhang der Inhalte der Arbeit noch einmal graphisch
dar. Ausgehend vom Begri des Spursystems wird einerseits eine Halbordnungsse-
mantik deniert, andererseits der Begri des verteilten Systems eingef

uhrt; beide
Themen sind weitgehend unabh

angig voneinander. Die Halbordnungssemantik ist
Voraussetzung f

ur die Denition des Prozeautomaten und f

ur die erste Formulie-
rung eines Generierungsalgorithmus. Verteilte Systeme werden erst ben

otigt, wenn
Optimierungen des Grundalgorithmus diskutiert werden. Die Denition von DCTL
ist wiederum unabh

angig von der des Prozeautomaten, verwendet jedoch sowohl
die Halbordnungssemantik f

ur Spursysteme als auch den Begri des verteilten Sy-










Grundvariante (III.2) Optimierungen (III.3)
DCTL (IV.1, IV.2)
DCTL Modelchecker (IV.3)
Abbildung 1. Struktur der Arbeit
Technische Anmerkungen. Diese Arbeit wurde mit dem auerordentlichen
Satzsystem T
E





X [34] gesetzt; weiterhin wurden verschiedene weitere Makros

atze
verwendet, insbesondere die Makropackete der American Mathematical Society.
Graphiken der initialen Version dieser Arbeit wurden mit xfig [97] erstellt, wei-
terhin kam der Petri-Netz-Editor PED [64] zur Anwendung. Die Graphiken in
dieser






programmiert\. Sogar Knuths Fonterzeugungssystem METAFONT [46] wurde
benutzt. Eine prototypische Implementierung der Algorithmen, die in Kapitel III
beschrieben sind, wurde in der Programmiersprache ADA [4, 83] geschrieben; der





art die mathematischen Grundlagen dieser Arbeit.




In Abschnitt I.2 denieren wir die Begrie der Semiordnung und des
Semiworts als mathematische Strukturen zur Erkl

arung der Semantik
sog. Spursysteme, die als allgemeines Systemmodell Verwendung n-
den. Kanonische Semiordnungen werden eingef

uhrt, die zu den Begrif-
fen des Durchschnitts als gr

ote untere Schranke und der Vereinigung
als kleinste obere Schranke einer Menge von Semiw





Abschnitt I.3 beschreibt Spursysteme, denen wir zwei Semantiken














Mit Ausnahmen bezeichnen wir Strukturen mit kalligraphischen Grobuchsta-








ur eine Indexmenge I und Mengen A
i
(i 2 I) durch schr

aggestellte Grobuchstaben A, B , : : : im Fettdruck notiert wer-
den. F

ur spezielle Mengen oder Sprachen verwenden wir aufrechte fettgedruckte
Buchstaben oder Buchstabenfolgen. So ist etwa L(T) die Sprache eines Transitions-
systems T und TR() die Menge der Spuren

uber  (Abschnitt I.3). Schlielich
w

ahlen wir aufrechte Buchstaben und Buchstabenfolgen als Benennungen spezi-
eller Operationen (min, lin, tr). Kleine schr

aggestellte fettgedruckte Buchstaben
x ; y ; z stehen f

ur Halb- bzw. Semiw

orter (Abschnitt I.2).
Zur Reduktion des Schreibaufwands verwenden wir die folgende Konvention:
Wird eine Struktur S = hA;B; : : :i eingef






; : : : bezeichnet. Ist aber B
S















Mit N bezeichnen wir die Menge der nat

urlichen Zahlen (einschlielich 0), mit
Z die der ganzen Zahlen. Boolsche Werte sind B = ffalse; trueg. Ist n 2 N , so ist
[n] =
Def
fm 2 N : m < ng:
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P(A) steht f

ur die Potenzmemge von einer Menge A, d. h. die Menge aller Teil-
mengen von A. P
f
(A) bezeichnet die Menge aller endlichen Teilmengen von A.
Relationen und Abbildungen. F

ur Relationen R  A  B verwenden wir
h

aug die Inxschreibweise, d. h.
a R b,
Def
ha; bi 2 R:
Ist R  A B eine Relation und ist a 2 A, so bezeichnet
R(a) =
Def
fb 2 B : a R bg






auf Teilmengen C  A erweitert. R
 1
 B  A steht f










ur jede Menge A bezeichnet id
A
 A A die Identit







Ist R  A  A eine Relation, so bezeichnen wir mit

R ihr Komplement, d. h. die
Relation (A  A)   R. Dabei wird sich jeweils aus dem Zusammenhang ergeben,
welche Menge A gemeint ist.
Die Komposition R  S  A  C zweier Relation R  A  B und S  B  C
ist als
a (R  S) c,
Def
9b 2 B (a R b & b S c)
deniert.
Eine Menge B  A heit abgeschlossen bzgl. einer Relation R  A A, wenn
R(B)  B gilt.
Zuweilen machen wir Gebrauch von partiellen Funktionen f mit Argumentbe-
reich A und Wertebereich B und verwenden hierf

ur die Notation f : A + B,
w

ahrend totale Funktionen wie gewohnt als f : A! B notiert werden. Wir unter-
scheiden nicht zwischen Abbildungen f : A + B und ihren Graphen
fha; bi 2 A B : f(a) deniert und b = f(a)g:
Dies erlaubt es uns, mengentheoretische Operationen wie [ oder   auf Abbildun-
gen anzuwenden. Wir schreiben aber wie gewohnt b = f(a) anstelle von b 2 f(a).
Die Komposition zweier Abbildungen f : A + B und g : B + C wird wie gewohnt
als
(f Æ g)(b) =
Def
f(g(b))
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deniert; f

ur Funktionen gilt also f(f Æ g)(a)g = (g  f)(a). Wir bezeichnen die
Menge der partiellen Abbildungen von A nach B mit (A + B) und die der totalen
Abbildungen von A nach B mit (A! B). Die Restriktion f  C einer Abbildung
f : A + B auf eine Teilmenge C  A ist als
f  C =
Def
f \ (C B)
deniert.
Eine Relation R  A A ist
(a) reexiv , wenn id
A
 R gilt;
(b) irreexiv , wenn id
A
\ R = ? gilt;
(c) symmetrisch, wenn R
 1
 R gilt;
(d) antisymmetisch, wenn R
 1
\ R = ? gilt;
(e) transitiv, wenn R R  R gilt.
Sei R  A  A eine Relation

uber A. Mit R
+
bezeichnen wir die kleinste























Ist R  AA eine symmetrische Relation, so bezeichnen wir eine Menge C  A
als R-Clique in A oder als Clique bzgl. R in A, wenn f

ur alle a; b 2 C aus a =j b
bereits a R b folgt. Ist C eine R-Clique in A, f

ur die C  D ) C = D f

ur alle
weiteren R-Cliquen D in A gilt, so heit C maximale R-Clique in A.










uber A, so bezeichnen wir die

Aquivalenzklasse eines Elements





fb 2 A : a  bg;
wobei wir uns aber die Freiheit nehmen, den Index wegzulassen oder im jeweiligen
Fall durch ein einfacheres Symbol zu ersetzen. Ist S = hA; f; g; : : :i eine Struktur
mit der Tr

agermenge A und Operationen f : A ! A oder g : A  A ! A, so
heit eine   A  A Kongruenz





















erfolgt die Begrisbildung analog.
Spezielle algebraische Strukturen, die wir in Abschnitt I.3 in Verbindung mit
Kongruenzen betrachten werden, sind Monoide. Ein Monoid ist eine StrukturM =
hA; ; 1i mit einer Tr

agermenge A, einer Konstanten 1 2 A und einer Operation
 : A A! A, die die Gleichungen
(a) a  1 = 1  a = a,
(b) a  (b  c) = (a  b)  c
f

ur alle a; b; c 2 A erf

ullt.
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Ordnungen. Eine Quasiordnung

uber einer Menge A ist eine reexive und
transitive Relation 6  A  A. Wenn 6 (4, v) eine Quasiordnung

uber A be-
zeichnet, so steht < f









ur v   id
A
). a <j b bedeutet
:(a < b) (analog f

ur 6, , 4, @, v).
Ist 6  A A eine Quasiordnung











fa 2 A : 8b 2 A (a <j b)g
die Mengen der minimalen und maximalen Elemente von A bzgl. <.
Eine Halbordnung

uber A ist eine antisymmetische Quasiordnung

uber A. Eine
Halbordnung 6  AA wird lineare Ordnung oder totale Ordnung genannt, wenn
a = b _ a < b _ b < a f

ur alle a; b 2 A gilt.
Ist 6  A  A eine Halbordnung

uber A, so nennen wir ein Element a 2 A
obere Schranke (untere Schranke) einer Teilmenge B  A, wenn b 6 a (a 6 b)
f

ur alle b 2 B gilt. Wenn weiterhin a 6 c (c 6 a) f

ur jede weitere obere Schranke
(untere Schranke) c von B vorliegt, wird a als kleinste obere Schranke (gr

ote
untere Schranke) von B bezeichnet.
Sequenzen. Eine endliche nicht leere Menge A nennen wir auch ein Alphabet.
Ist A ein Alphabet, so bezeichnen wir mit A

die Menge aller endlichen Sequenzen









, so ist jj = n die
L

ange von , wobei wir jj =
Def




: : : a
n 1




ur i 2 [n] auf; damit ist  = ?.
1
Die Konkatenation    zweier Sequenzen ;  2 

ist eine Sequenz der L

ange
jj+ jj, die als
(  )(i) =
Def

(i); falls i < jj;
(i  jj); sonst
(i 2 [jj+ jj])




; ; i ist das Standardbeispiel f








Betrachten wir sequentielle Systeme, sind Folgen von Systemaktionen die m

ogli-
che Grundlage eines ad

aquaten Semantikbegris. Sind Aktionen wie in verteilten





scheint der Begri der Halbordnung (anstelle der totalen Ordnung, die dem Se-
quenzbegri zugrunde liegt) als mathematische Struktur einer Semantikdeniti-
on jedoch geeigneter. Die Elemente der Tr

agermenge einer Halbordnung werden
als Systemereignisse, die partielle Anordnung dieser Elemente als Kausalordnung
1
In Abschnitt I.2 werden wir die Denition von Sequenzen nocheinmal auf Strukturen ver-









uhrte Systemaktionen. Wir betrachten endliche Sys-










onnen. In solchen Systemen kann jedes
Ereignis nur endlich viele Wirkungen haben. Die Existenz eines Startzustands im-





< e existieren. Da wir jedoch im folgenden nur endliche







onnen wir auch den Standpunkt eines
externen Beobachters einnehmen, der Systemverhalten als Folgen von Systemer-




uhrung der Systemaktionen a und b
wird dann so wahrgenommen, da a in manchen Ausf

uhrungsfolgen vor b, in an-
deren hingegen nach b auftritt, je nachdem, welchen Standpunkt der Beobachter
gegen

uber dem System einnimmt.
Mit diesem Zugang, auf dem der Begri der Spur aufbaut, werden wir uns in
Abschnitt I.3 ausf





Denitionen und grundlegende Eigenschaften. Eine beschriftete Halb-
ordnung

uber einem Alphabet A ist eine Struktur x = hE;<; i, wobei E eine
endliche Menge von Ereignissen ist, <  E  E eine als Kausalordnung bezeich-
nete Halbordnung und  : E ! A eine Beschriftungsfunktion. Wir bezeichnen die
Klasse aller beschrifteten Halbordnungen

uber A mit LPO(A).
Sei x eine beschriftete Halbordnung

uber einem Alphabet A. Wir verwenden



































































































. Eine Menge D  E
x




























(e) Ist a 2 A, so nennen wir die beschriftete Halbordnung hfag;?; a 7! ai
einen Buchstaben. Wenn Verwechslungen ausgeschlossen sind, verwenden




(f) Die leere beschriftete Halbordnung ist  = h?;?;?i.
I.2.1. Beispiel. Abbildung I.1 zeigt zwei beschriftete Halbordnungen x und y. Wie

ublich verwenden wir Hassediagramme zur Darstellung von Halbordnungen: Ereignisse
werden als Kreise gezeichnet, anstelle der vollst

andigen Kausalordnung < wird lediglich
l durch Kanten dargestellt. Allerdings nehmen wir uns die Freiheit, zus

atzliche transitive





















Abbildung I.1. Beschriftete Halbordnungen.
Kanten zwischen geordneten Ereignissen hinzuzuf

ugen, wann immer dies zur Verdeutli-
chung eines bestimmten Sachverhalts n





, so wird das Ereignis e
2

uber einem Ereignis e
1
angeordnet. Ereignisse e werden mit Paaren he; (e)i beschriftet.
In unserem Beispiel ist also
















I.2.2. Bemerkung (Unendliche beschriftete Halbordnung). Sollen unendliche be-
schriftete Halbordnungen x (d. h. beschriftete Halbordnungen mit unendlicher Ereignis-




















schlossene endliche Mengen repr

asentiert: Eine solche Menge D bezeichnet den Zustand,
in dem sich ein System nach dem Stattnden aller Ereignisse in D bendet. Da zwischen
abgeschlossenen Mengen D einer Halbordnung und ihren unabh

angigen Mengen C eine
Bijektion D 7! max
6
x








ande auch mit unabh

angigen Mengen C einer beschrifteten Halbordnung assoziieren.
Da wir nur endliche Systeme betrachen wollen, mu jeder Zustand durch das Stattnden
einer endlichen Anzahl von Systemereignissen zustandekommen bzw. beschreibbar sein:
Wir fordern deshalb, da (2) jede unabh

angige Menge von x endlich ist.







angige Menge C von x
endlich ist. 
I.2.3. Bemerkung (Sequenzen). In Abschnitt I.1 wurde bereits festgestellt, da Se-
quenzen  2 A












ohnlichen Kleiner-Ordnung auf N auf die Menge [jj] ist. Wir unter-
scheiden deshalb nicht mehr zwischen Sequenzen  und beschrifteten Halbordnungen der
Form hE;<; i, wobei < die eine totale Ordnung

uber E ist.
Damit ist aber die Operation  nicht mehr deniert, die ja auf einer
"
Indexberech-
nung\ beruht. Wir geben sp

ater eine allgemeinere Denition dieser Operation f

ur be-
schriftete Halbordnungen an. 
Aus der Theorie der Halbordnungen k

onnen wir die Begrie des Homomor-
phismus und der Einbettung

ubernehmen. Eine beschriftete Halbordnung x ist
homomorph zu einer beschrifteten Halbordnung y, wenn es eine ordnungs- und be-
schriftungserhaltende Abbildung (d. h. einen Homomorphismus) der Ereignismenge
von x auf die Ereignismenge von y gibt. Insbesondere sind wir an bijektiven Ho-
momorphismen interessiert, die eine Verdichtung der Kausalordnung beschreiben:
Existiert ein solcher bijektiver Homomorphismus von x nach y, so enth

alt y jede
Kausalbeziehung, die auch x enth

alt, aber u.U. noch weitere.
Eine Einbettung von x in y ist ein injektiver Homomorphismus von x nach y,
der f

ur jedes Ereignis e von x die Vorgeschichte 6
 1
x
(e) von e inklusive aller in ihr
auftretenden Kausalbeziehungen auf einen Teil von y abbildet, ohne weitere Kau-
salbeziehungen in diesem Teil zu erlauben. Oenbar ist eine bijektive Einbettung
von x in y ein Isomorphismus auf beschrifteten Halbordnungen, d. h. eine ordnungs-
und beschriftungserhaltende Umbenennung der Ereignisse von x.
I.2.4. Definition (Homomorphismus und Einbettung). Seien x und y beschrif-
tete Halbordnungen

















































ur alle e 2 E
x
gilt. Eine bijektive Einbettung heit Isomorphismus auf beschrifteten
Halbordnungen. 
Da wir beschriftete Halbordnungen als Beschreibung von Verhalten nebenl

au-
ger Systeme verwenden wollen, ist es n

utzlich, von Teilverhalten in der Weise spre-
chen zu k






einer beschrifteten Halbordnung y ist. Da wir nicht voraussetzen wollen, da die
Ereignismenge von x eine Teilmenge der Ereignismenge von y ist, verwenden wir
hier den Begri der Einbettung.













































Unterscheiden sich zwei beschriftete Halbordnungen lediglich durch die Dichte
ihrer Kausalordnung, k















(a) x wird als Pr

ax von y bezeichnet, wenn es eine Einbettung von x in y
gibt. Wir schreiben dann x 6 y.
(b) x heit nebenl

auger als y, wenn es einen bijektiven Homomorphismus von
x nach y gibt. In diesem Fall schreiben wir x 4 y und nennen y sequentieller
als x
(c) x ist isomorph zu y, wenn es einen Isomorphismus von x nach y gibt. Wir
schreiben x  y. Oenbar gilt x  y gdw. x 4 y und y 4 x gdw. x 6 y
und y 6 x vorliegt.
























h : 5 7! 0; 6 7! 1; 7 7! 2; 8 7! 3
































































Abbildung I.3. Beispiele f

ur Sequentialisierungen.





(11)) = h(f9; 10; 11g)
= f0; 1; 3g











Abbildung I.3 stellt zwei M

oglichkeiten dar, die beschriftete Halbordnung x
1
zu se-




, da ein bijektiver Homomorphismus g : i 7! i f

ur 0 6 i 6 4






















I.2.7. Definition. Sei x eine beschriftete Halbordnung













bezeichnen wir die Menge all derjenigen Mengen D  E
x





Ist D  E
x








Oenbar gilt x[D] 6 x f

ur alle D 2 C(x), die notwendige Einbettung ist id
D
. 
Die Menge der Linearisierungen lin(x) einer beschrifteten Halbordnung x 2
LPO(A) besteht aus beschrifteten Halbordnungen , deren Kausalordnung <

eine
lineare Ordnung ist und die gleichzeitig sequentieller als x sind. Mit Bemerkung
I.2.3 ist lin(x)  A

.
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I.2.8. Definition (Linearisierung). Ist x 2 LPO(A), so bezeichnen wir mit
lin(x) =
Def
f 2 LPO(A) : x 4  & <

ist eine lineare Ordnungg













ur alle x; y 2 LPO(A) gilt:
(a) x 4 y ) lin(x)  lin(y).
(b) x  y ) lin(x) = lin(y).
I.2.10. Bemerkung. Die Umkehrungen von Lemma I.2.9,(a) und (b) gelten nicht:
Ist x = hf0; 1g;?; fh0; ai; h1; aigi und y = hf0; 1g; fh0; 1ig; fh0; ai; h1; aigi, so gilt lin(x) =
lin(y) = faag, jedoch weder x  y noch y 4 x. 
Das folgende Lemma ist einfach zu beweisen:
I.2.11. Lemma. 6 und 4 sind Quasiordnungen







ussel zu dem Beweis von Lemma I.2.11 ist das folgende Lemma:












Homomorphismen von x nach y und




ein Homomorphismus von x nach z.































ist ein bijektiver Homomorphismen und eine Einbettung von x nach
x.
Wir kommen nun zu einer wichtigen Einschr

ankung der in dieser Arbeit be-
trachteten beschrifteten Halbordnungen: Wir schlieen solche Halbordnungen x
aus, die Selbstnebenl

augkeiten enthalten, d. h. Ereignisse, die einerseits gleich
beschriftet, andererseits jedoch unabh

angig sind. Beschriftete Halbordnungen, die
keine derartigen Selbstnebenl

augkeiten enthalten, bezeichnen wir als Semiordnun-
gen.







erlauben oder verbieten sollte, behandeln wir in dieser Arbeit nicht weiter. Der
in Abschnitt I.3 beschriebene Systembegri schliet Selbstnebenl

augkeiten von




I.2.13. Definition (Semiordnung). Eine Semiordnung ist eine beschriftete


































Alphabet A ist eine

Aquivalenzklasse von beschrifteten Halbordnungen

uber A
bzgl. . Ein Semiwort

uber A ist eine

Aquivalenzklasse von Semiordnungen. Wir
notieren die










fy 2 LPO(A) : x  yg:







uber A. Jede Menge X  SW(A) wird als Semisprache bezeichnet. 
Wir verwenden die folgende Konvention: Sind x; y; z; : : : 2 LPO(A) beschriftete
Halbordnungen, so bezeichnen wir ihre

Aquivalenzklassen [x], [y], [z], : : : durch
kleine Buchstaben in Fettdruck x , y , z , : : : Damit bezeichnet etwa E
x
die Menge
der Ereignisse eines Repr

asentanten eines Halbworts x = [x]. Ist a ein Buchstabe,
so bezeichnet a das Semiwort
[a] =
Def
[fag;?; a 7! a] :
Die

Aquivalenzklasse von  wird mit  bezeichnet.
I.2.15. Bemerkung (W

orter). In Bemerkung I.2.3 haben wir Sequenzen als tota-









amlich Sequenzen) im Interesse einer konsistenten Begrisbildung eben-
falls als






dann jedoch erfordern, Elemente  2 A

ganz und gar abseits jeder mathematischen
Gepogenheit jeweils in der Form  bzw. [] zu schreiben. 
I.2.16. Lemma. Wenn wir
x < y ,
Def









I.2.17. Lemma. Sind x und y Semiordnungen

uber A, so gibt es h

ochstens eine









Einbettungen. Nehmen wir ein e 2 E
x
mit





















































Abbildung I.4. Illustration zum Beweis von Lemma I.2.19.
Nehmen wir deshalb h(e) <
y







Da h und g Einbettungen sind, schlieen wir h (6
 1
x

















h(e) zu einem Widerspruch.
Wir schlieen h(e) = g(e) f

ur alle e 2 E
x
, d. h. h = g. 





axeinbettung). Seien x und y Semiordnungen

uber










bettung genannte eindeutige Einbettung von x in y, 
I.2.19. Lemma. Sind x und y Semiordnungen

uber A, so gibt es h

ochstens einen





Beweis. Abb. I.4 zeigt eine Illustration der folgenden Konstruktion (durchge-
zogene Pfeile repr

asentieren die Funktion f , w

ahrend g durch gestrichelte Pfeile
dargestellt wird).























































j, und da sowohl x als auch y Semiordnungen sind, sind beide



























das Urbild von g(e
0













































Bilden wir nun e
1
wiederum mit Hilfe von g auf g(e
1
) ab, so erhalten wir mit






). Wiederholen wir diese Konstruktion,


















); i. Allg. ist es
also m





























I.2.20. Bemerkung. Betrachtet man unendliche Semiordnungen, kann die Konstruk-






im Beweis von Lemma I.2.19 auch
"
nach unten\ vorge-






) annimmt und dann die
















   herleitet. 
I.2.21. Definition (Sequentialisierung). Gilt x 4 y f

ur Semiordnungen x und
y

uber dem Alphabet A, so bezeichnen wir den nach Lemma I.2.19 eindeutig be-




mus bezeichnen wir auch als Sequentialisierung von x nach y. 
I.2.22. Bemerkung. Weder Lemma I.2.17 noch Lemma I.2.19 gelten f

ur beschriftete
Halbordnungen, wie das folgende Beispiel zeigt: Ist x = hf0; 1g;?; fh0; ai; h1; aigi, so sind




mit f : 0 7! 0; 1 7! 1 und g : 0 7! 1; 1 7! 0
Einbettungen und bijektiven Homomorphismen. 
Operationen auf Semiw





(a) Konkatenation. Seien x ; y 2 SW(A) Semiw












asentanten x und y gilt. Die Konkatenation von x und
y ist als



















deniert. Wir schreiben xy anstelle von x  y .
(b) Parallelprodukt. Seien x ; y 2 SW(A) Semiw












asentanten x und y gilt. Ihr Parallelprodukt ist


















falls (x) \ (y) = ?;
undeniert sonst.
(c) Die Denition einer dritten Operation, [ (Komposition) erfordert den Be-





ur unsere Arbeit ist jedoch eine alternative Denition dieses Begris
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uhren wir ihre Denition nicht auf.
2
Wir schreiben x  y bzw. xy, um einen Repr

asentanten von xy zu bezeichnen.




asentanten von x  y .
I.2.23. Lemma (Starke [78]). F

ur  gilt:
(a) xy 2 SW(T ),
(b) x (yz ) = (xy)z ,
(c) xy = x ) y = ,
(d) xy = y ) x = .
Wenn die genannten Teilausdr

ucke deniert sind, gilt f

ur :
(e) x  y 2 SW(T ),
(f) x  (y  z ) = (x  y) z ,
(g) x  y = y  x ,
(h) x  y = y ) x = .
I.2.24. Definition (Schrittrelation). F

ur alle z 2 SO(A) ist die Schrittrelation
z





























von Semiordnungen bzgl. Isomorphie deniert. Es stellt sich die Frage, ob eine
kanonische Darstellung von Semiordnungen existiert. Eine solche Darstellung er-
folgt f

ur zwei Semiordnungen genau dann gleich, wenn diese isomorph sind. Of-
fenbar mu die kanonische Darstellung einer Semiordnung x unabh

angig von der
Benennung (nicht der Beschriftung!) der Ereignisse von x sein.
Eine solche Darstellung kann auf verschiedene Weise gewonnen werden. Starke
[78] verwendet zur Denition einer kanonischen Semiordnung x

uber dem Alphabet
A die Abbildung 
x
: e 7! h
x
(e); ni 2 A N f







































dann kanonisch in x . Der Nachteil dieser Vorgehensweise ist, da die Kausalord-
nung einer kanonischen Semiordnung nicht direkt aus der Kodierung der Ereignisse
2
Allerdings kann jedes Element der Klasse SW(A) durch die iterierte Anwendung der Opera-
tionen  und [ auf Buchstaben beschrieben werden; SW(A) ist jedoch nicht abgeschlossen bzgl.




dieser Semiordnung hergeleitet werden kann (vgl.

Aquivalenz (I.2.) in Denition
I.2.25).
Wir benutzen die Abbildung 
x










unser Ansatz dem von Engelfriet [29] zur kanonischen Darstellung verzweigter
Abl













(e))i. Engelfriets Denition f

uhrt zu einer kompakteren
Kodierung der Ereignisse einer Semiordnung, der Umgang mit ihr ist jedoch teil-
weise komplizierter.
I.2.25. Definition (Kanonische Semiordnung). F

ur ein Alphabet A bezeich-
nen wir mit   (A) die kleinste Menge, die die Gleichung X = AP
f
(X) [ f?g in
X erf
















































































(x) wird die kanonische Semiordnung zu x genannt. 
I.2.26. Bemerkung. (x) ist tats

achlich eine Semiordnung. Dies folgt aus Theorem
I.2.29, (a) und (b) sowie Gleichung (I.2.). 
I.2.27. Bemerkung.   (A) kann als die Menge der endlichen B

aume aufgefat wer-
den, deren Knoten mit Elementen aus A beschriftet sind. Um den Aufbau von   (A) zu






























Eine Standardargumentation erlaubt leicht den Nachweis, da   (A) wirklich die
kleinste Menge mit   (A) = A  P
f
(  (A)) [ f?g ist. Zur Illustration berechnen wir
die ersten drei Glieder der Iteration f

ur A = fa; bg:
 
0
(A) = f?g;  
1
(A) = fha;?i; hb;?ig;
 
2
(A) = fha;?i; hb;?i; ha; fha;?igi; ha; fhb;?igi; hb; fha;?igi; hb; fhb;?igi;
ha; fha;?i; hb;?igi; hb; fha;?i; hb;?igig:

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h0; ai
h1; bi h2; ai
h3; ci h4; di
x
Abbildung I.5. Semiordnung zur Illustration des Begris der ka-
nonischen Semiordnung.
I.2.28. Beispiel (Kanonische Semiordnung). Betrachten wir die Semiordnung in Ab-
bildung I.5

uber A = fa; b; c; dg. Die Funktion 
x
bildet die Ereignisse von x wie folgt






(1) = hb; fha;?igi;

x
(2) = ha; fha;?igi;

x
(3) = hc; fhb; fha;?igi; ha;?igi;

x


























































































































































































































































































































ur den Beweis von (a) vorgenommen
haben.
(d, )) Wenn x 6 y gilt, gibt es die injektive Einbettung H
y
x















































an. Dann existiert oenbar eine injektive








ur alle e 2 E
(x)
deniert ist.
Nach (c) ist 
 1
y






ebenfalls eine injektive Einbettung.
(e) folgt direkt aus (d). 
Durchschnitt und Vereinigung. Der Durchschnitt zweier Semiw

orter x und




ax deniert, d. h. ihre gr

ote untere Schranke
bzgl. 6. Ihre Vereinigung ist das kleinste z , so da sowohl x als auch y Pr

axe
von z sind; z ist also die kleinste obere Schranke von x und y .
I.2.30. Definition (Durchschnitt). Sei X  SW(A) eine nicht leere Menge
von Semiw

ortern. Ein gemeinsamer Pr

ax von X ist ein Semiwort x

uber A, so
da x 6 y f

ur alle y 2 X gilt. Wenn X einen bzgl. 6 maximalen gemeinsamen
Pr

ax hat, wird dieser Durchschnitt von X genannt und mit
V
X bezeichnet. Ist
X = fx ; yg, so schreiben wir x ^ y . 


















y = x ^ y
Abbildung I.6. Durchschnitt zweier Semiw

orter.
I.2.31. Beispiel (Durchschnitt). Abbildung I.6 zeigt den Durchschnitt z der Se-
miw

orter x und y . Wir stellen Semiw

orter ebenso wie Semiordnungen als Hassediagram-
me dar, wobei wir aber nur die Ereignisbeschriftungen zeigen. 







amlich . Das folgende Lemma zeigt, da jede nicht leere Menge von
Semiw

ortern ebenfalls einen eindeutig bestimmten Durchschnitt hat.























Da der Durchschnitt von Halbordnungen ebenfalls eine Halbordnung ist, ist z eine














ur ein x 2 X, so da C  C
0
gilt. Dies
impliziert, da z eine Semiordnung ist. z = (z) ist leicht zu verizieren, z ist also













Sei nun y ein weiterer gemeinsamer Pr

ax von X. Durch eine weitere An-
















gilt. Wir folgern y 6 z , d. h. z =
V
X. 
I.2.33. Lemma. Seien x , y , und z Semiordnungen

uber demselben Alphabet.
Die folgenden Gesetze sind erf

ullt:
(a) x ^ y = y ^ x ,
(b) x ^  =  ^ x = ,
(c) x ^ (y ^ z ) = (x ^ y) ^ z ,






















z = x _ y
Abbildung I.7. Vereinigung zweier Semiw

orter
Beweis. x ^ y ist eine gr

ote untere Schranke von x und y . Damit folgen (a)
bis (d) aus den Theoremen der Verbandstheorie (siehe z. B. [10], Lemma 1). 
I.2.34. Definition (Vereinigung). Mit
W
X notieren wir die Vereinigung einer
Menge von Semiw






















gegeben ist. Diese Operation ist nur dann deniert, wenn
W
X ein Semiwort ist.




fx ; yg. 
I.2.35. Beispiel. Abbildung I.7 zeigt die Vereinigung z zweier Semiw

orter x und y .





ba und ca ist allerdings kein Semiwort; die aus der Anwendung der Berechnungsvorschrift
resultierende Struktur (ein Halbwort) ist

f0; 1; 2; 3g; fh0; 1i; h2; 3ig; fh0; bi; h1; ai; h2; ci; h3; aig

:
Ein anderes Beispiel f

ur eine Menge von Semiw

ortern, deren Vereinigung nicht deniert
ist, ist die !-Kette X = fa
n





aa : : :a
| {z }
n-mal
Eine kleinste obere Schranke dieser Menge ist n

amlich [N; <; n 7! a] (wobei wir still-
schweigend den Isomorphiebegri auf unendliche Semiordnungen erweitert haben). 
I.2.36. Lemma. Wenn
W
X ein Semiwort ist, so ist
W
X eine kleinste obere
Schranke bzgl. 6 von X.
Beweis. Analog zum Beweis von Lemma I.2.32. 




uber demselben Alphabet. Die
folgenden Gesetze sind erf

ullt, wenn die genannten Ausdr

ucke existieren.
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(a) x _ y = y _ x ,
(b) x _  =  _ x = x (immer deniert),
(c) x _ (y _ z ) = (x _ y) _ z ,
(d) x ^ y 6 x _ y ,
(e) x 6 y , y = x _ y ,
(f) x ^ (x _ y) = x _ (x ^ y) = x ,
(g) (x ^ y) _ z = (x ^ z ) _ (y ^ z ),
(h) (x ^ y) _ z = (x _ z ) ^ (y _ z ).
Beweis. (a) bis (f): [10], Lemma 1. Allerdings ist der R

uckgri auf die Ver-
bandstheorie nicht wirklich notwendig, da die Operationen _ und ^ auf die Men-






onnen: Die Gesetze gelten im
Verband der Teilmengen einer Menge. Diese Beobachtung beweist auch (g) und
(h), diese Gesetze gelten nicht f

ur beliebige Halbordnungen. 







ortern als Scottsche Bereiche (d. h. algebraische gerichtete vollst

andige Halbord-
nungen) in Sinne der Bereichstheorie aufzufassen [1, 36]. Allerdings bildet etwa SW(A)
im Gegensatz zu den in [45] diskutierten potentiell unendlichen Abl

aufen selbst noch
keinen Scottschen Bereich (vgl. Beispiel I.2.35); wir k

onnen jedoch eine Vervollst

andi-
gungstechnik (etwa die klassische Idealvervollst

















uhren. Wir betrachten diskrete Systeme: Dis-


















hinaus setzen wir die Existenz eines Anfangszustands voraus.
Nebenl

augkeit ist in solchen Transitonssystemen begriich nicht enthalten;












ur ihr Stattnden) deniert ist; ein Transitionssystem, das mit








eine nicht unwesentliche Einschr

ankung: In manchen Formalismen wie etwa in all-
gemeinen Platz-Transitionsnetzen und vielen h

oheren Petri-Netzklassen ist eine
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Allerdings erlaubt die Inkaufnahme dieser Einschr

ankung eine elegante und





teme; nicht zuletzt k






uberhinaus kann eine groe Klasse von Formalismen zur
Beschreibung nebenl

auger Systeme auf diese Weise behandelt werden.
Transitionssysteme. Wir beginnen mit dem Begri des Transitionssystems.





I.3.1. Definition (Transitionssystem). Ein Transitionssystem

uber einem Al-
phabet A ist eine Struktur T = hS; Æ; si mit den Komponenten
(a) S, einer Menge von Zust

anden,
(b) Æ, einer Abbildung SA!P
f
(S), die als Transitionsfunktion oder Schalt-
funktion bezeichnet wird,
(c) s 2 S, einem initialem Zustand.





















2 S und a 2 A, so
da Æ(s
0
; a) =j ? gilt, so heit a schaltf

ahig oder konzessioniert bei s
0
. In diesem



















bezeichnet die Menge der bei einem Zustand s
0
2 S konzessionierten Elemente aus
A.
T ist endlich, wenn S endlich ist. 
Ist A ein Alphabet zu einem Transititionssystem, so bezeichnen wir die Ele-
mente aus A als Aktionen.





ande, Pfeile werden zur Darstellung der Transitionsrelation verwendet. Der
Initialzustand wird durch eine einlaufende Pfeilspitze gekennzeichnet. 
I.3.3. Definition. Ein Transitionssystem T

uber A heit deterministisch,
wenn f


























gilt. Ist T ein deterministisches Transitionssystem

uber A, so fassen wir die Tran-
sitionsfunktion Æ
T




 A + S
T
auf. 
































Abbildung I.8. Ein Transitionssystem




Nichtdeterminismus\: In der Literatur
taucht dieser Begri in zwei verschiedenen und leicht zu verwechselnden Bedeutungen
auf: (1) Nichtdeterministische Auswahl zwischen verschiedenen, unterscheidbaren Ver-
haltensalternativen und (2) Auswahl von nichtunterscheidbaren Alternativen.
Betrachten wir hierzu prozealgebraische Terme (mit Petri-Netzen kann der folgende
Sachverhalt nicht dargestellt werden) der Form 
1
= a:(b+c) und 
2
= a:(b+b). a; b; und
c sind Systemaktionen, : bezeichnet Hintereinanderausf

uhrung und + die nichtdetermi-
nistische Auswahl. 
1
ist also so zu lesen, da zun








uhrung von a ndet eine Auswahl zwischen b
und b statt (was sinnvoll ist, wenn b zur eine Abstraktion von konkreteren Aktionen dar-
stellt). 
1





in beiden Bedeutungen nichtdeterministisch ist. Diese Arbeit verwendet
die Bedeutung (1). 
I.3.5. Beispiel (Netzsystem). Ein Netz hP; T; F i besteht aus einer endlichen Menge
P von Pl

atzen, einer endlichen Menge T von Transitionen und einer Flurelation F 
(P  T ) [ (T  P ), wobei P \ T = ? gilt. Wir nehmen an, da f

ur alle Transitionen
t 2 T ein Platz p 2 P mit pF t oder tFp existiert. Ein Zustand (auch als Markierung
oder Fall bezeichnet) eines Netzes ist eine Menge Q  P . Ist hP; T; F i ein Netz und Q
einer seiner Zust

ande, so nennen wir die Struktur N = hP; T; F;Qi ein Netzsystem. Q
wird als initialer Zustand von N bezeichnet.
Abbildung I.9 zeigt ein Netzsystem. Pl

atze werden als Kreise dargestellt, Transitionen
als Rechtecke oder Quadrate. Pfeile stellen die Flurelation dar. Elemente des initialen






























Abbildung I.9. Ein Netzsystem.
Zustands werden durch einen schwarzen Punkt gekennzeichnet, den wir als Marke be-
zeichnen. Ist ein Platz p in einer Markierung Q enthalten, so nennen wir p bei Qmarkiert;






























































I.3.6. Bemerkung. Die in dieser Arbeit verwendete Klasse von Petri-Netzen sind |
obwohl die Denition einer Markierung als Menge von Pl

atzen dies zu implizieren scheint
| keine elementaren Netzsysteme [60, 75]. Der Unterschied besteht in der Schaltregel:
F

ur elementare Netzsystem gilt die folgende Konzessioniertheitsbedingung:
.
t  Q und
t
.
\Q = ? f

ur einen Zustand Q  P
N



























deniert. Weiterhin sei S P(P
N









(S; t)  S:
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i heit das durch N induzierte Transitions-
system. Oenbar handelt es sich bei T(N ) um ein deterministisches Transitionssystem.
Das Transitionssystem aus Abbildung I.8 wird zu dem durch das Netzsystem aus
Abbildung I.9 induzierte Transitionssystem, wenn wir seine Zust










































Ein Netzsystem N heit sicher oder kontaktfrei, wenn
.




t) \Q = ?
f





ur alleQ 2 S
T(N )
gilt. Das Netzsystem aus Abb. I.9 ist kontaktfrei. 
I.3.7. Definition (Sprache eines Transitionssystems). Ist T ein Transitions-
system























ur  2 A

und a 2 A setzen. Ist T deterministisch, so gilt oenbar jÆ

T
(s; )j 6 1
f

ur alle s 2 S
T
und  2 A












Ist s 2 S
T
und  2 A







(s; ) =j ? bzw. im






























Elemente aus L(T) werden auch als Schaltfolgen von T bezeichnet. 
I.3.8. Bemerkung. Um die Sprechweisen zu vereinfachen, nennen wir eine Sequenz
 von Aktionen eine Schaltfolge eines Netzsystems N , wenn  Schaltfolge des durch
N induzierten Transitionssystem ist. Analoge Konventionen gelten f

ur die weiter unten
eingef

uhrten Spur- und Semisprachen. 
























































Abbildung I.10. Zwei Netzsysteme mit isomorphen Transitionssystemen
Spursysteme. Fassen wir die notwendigen Bedingungen zur Denition einer
Unabh

angigkeitsbeziehung I zusammen, die Paare von Systemaktionen charakte-
risiert, die nebenl

aug zueinander stattnden k

onnen:
(a) Keine Systemaktion kann unabh

angig von sich selbst stattnden, d. h. I
ist irreexiv, und
(b) ndet a unabh

angig von b statt, so ist b unabh

angig von a, d. h. I ist
symmetrisch.





ussen wir strukturelle Forderungen an ein solches System stellen,




achlich in beliebiger Reihenfolge
auftreten k

onnen. Diese Eigenschaften (Denition I.3.12, (a) bis (c)) werden aus
naheliegenden Gr

unden als Rauteneigenschaften bezeichnet.
I.3.10. Bemerkung. Die Aussagen
"





Die Systemaktionen a und b nden in beliebiger Reihenfolge statt\ k

onnen
nicht gleichgesetzt werden. Zwar impliziert der erste Satz den zweiten, die Umkehrung
gilt jedoch nicht. In dem in Abbildung I.10 dargestellen Netzsystem N
1





hingegen nicht (s. Beispiel I.3.15 f






ur Netzsysteme). Dennoch sind die induzierten Transitonssysteme
beider Netzsysteme isomorph (vgl. Abb. I.11). 
I.3.11. Definition (Spuralphabet). Ein Spuralphabet  = hA; Ii besteht aus
einem Alphabet A von Aktionen und einer symmetrischen und irreexiven Relation
I  A  A, die als Unabh















. Oenbar ist D

eine symmetrische und reexive Relation.






Abbildung I.11. Induziertes Transitionssystem der Netze aus
Abb. I.10





. T heit Spursystem


























































































































Abbildung I.12 illustriert die Bedingungen (a), (b) und (c) aus Denition I.3.12.
Wir z

ahlen einige einfache Folgerungen aus Denition I.3.12 auf:
I.3.13. Lemma. Sei T ein Spursystem























































































































































impliziert nach Denition I.3.12.(a) die























































































Abbildung I.12. Illustration von Denition I.3.12
I.3.14. Lemma. Sei T ein Spursystem











: : : a
n 1






ur 0 6 i < n



























(s; a) = Æ

T







uber n = jj. F

ur n = 0 gilt s = s
0
und nichts ist zu zeigen.




























































. Eine weitere Anwendung von Denition I.3.12.(a) und der zweite


































I.3.15. Beispiel (Netzsysteme). F

























Betrachten wir das Netzsystem aus Abbildung I.9, so k


















D D D I I I I
a
2
D D I I I D D
b
1
D I D D D I I
b
2
I I D D I D I
b
3
I I D I D D I
b
4
I D I D D D D
c I D I I I D D









ist. Weiterhin ist das durch N induzierte Transitonssystem T(N ) ein Spursystem. Wir
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Halbordnungssemantik I: Spuren. Denition I.3.12 beschreibt, in welcher
Weise unabh

angige Ereignisse in einem Spursystem T

uber  auftreten k

onnen.
Ein externer Beobachter von T kann unabh

angige Ereignisse in beliebiger Rei-
henfolge wahrnehmen: Ist ab eine Schaltfolge von T (;  2 A







b), kann ebenso die Schaltfolge ba beobachtet werden, beide Schaltfolgen
sind also

aquivalent bzgl. ihrer Beobachtbarkeit.
I.3.16. Definition (Mazurkiewiczspur). Sei  ein Spuralphabet. Wir denie-








































. Anders gesagt,  t

 gilt genau dann, wenn 















; ; i. Die

















und nennen sie eine Mazurkiewiczspur oder kurz eine Spur

uber . TR() be-
zeichnet die Klasse der Spuren

uber . 
I.3.17. Beispiel. Sei  ein Spuralphabet mit den Komponenten A

= fa; b; c; dg
und der I

= fha; ci; hc; ai; hb; ci; hc; big. Abbildung I.13 zeigt ein Netzsystem N mit
einer entsprechenden Unabh







= fdacdbc; dcadbc; dacdcb; dcadcbg:





aug wie folgt eingef

uhrt: Sind
a; b 2 A





















ist dann die kleinste Kongruenz

uber dem Monoid hA













Abbildung I.13. Ein Netzsystem zur Illustration des Spurbegris.












ebenfalls ein Monoid ist | wir nennen dieses Monoid das Spurmonoid

uber . 


































Beweis. Eine einfache Induktion

uber der Folge von Vertauschungen adjazen-
ter unabh

angiger Symbole, die von  zu  f

uhrt. Dabei wird Def. I.3.12.(c) im
Induktionsschritt angewendet. 








2 TR() :  2 L(T)g :








augkeit bleibt im Spurbegri jedoch
hinter der Vertauschbarkeit unabh

angiger adjazenter Symbole verborgen | die
Rekonstruktion der Unabh

angigkeitsrelation aus den Elementen einer Spur ist im
Einzelfall keine Aufgabe, die durch bloes Hinsehen gel

ost werden kann.
Auch im Hinblick auf die Diskussion in der Einleitung, die Halbordnungen als
geeignete mathematische Struktur f

ur Kausalbeziehungen identiziert, stellt sich
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auge Systeme direkt auf der
Grundlage beschrifteter Halbordnungen deniert werden kann.
Wir beginnen dieses Unterfangen mit einer Versch

arfung des Begris der Se-











ur ein SpuralphabetSpuralphabet  enthalte die Klasse





































) : x 2 CSO()g
ist die zugeh

orige Klasse -konsistenter Semiw

orter. 
Da wir im folgenden weniger mit Denition I.3.21 als mit ihrer Kontraposition
arbeiten werden, ist es n

utzlich, diese explizit aufzuf

uhren:
































einem solchen Alphabet haben wir Konzessioniertheitsbedingungen und Transiti-
onsfunktionen bestimmt. Nun diskutieren wir die Konzessioniertheit von Semiord-
nungen.
I.3.23. Definition (Schaltfunktion f

ur Semiordnungen). Ist T ein Spursystem

uber , so denieren wir f

ur alle x 2 SO(A













ur s 2 S
T

















(s; ) deniert)g : (I.3.)










Vor allem anderen k

onnen wir feststellen:
I.3.24. Lemma. Sei T ein Spursystem






alle s 2 S
T
gilt x  y ) Æ
T
(s; x) = Æ
T
(s; y).
Beweis. Direkt mit Hilfe von Lemma I.2.9.(b). 





ogliche Auswahl einer Linearisierung von C erfolgen. Nat

urlich liefern i. Allg.








(s; ). Betrachten wir jedoch -konsistente Semiordnungen (deren un-
abh

angige Elemente ja mit unabh

angigen Aktionen beschriftet sind), ist es m

oglich






konkreten Wahl von  ist. Wir ben

otigen dazu das folgende Lemma:
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ur alle ;  2 lin(x).
Beweis.  ist oensichtlich eine Permutation von , d. h.  kann aus  durch
eine endliche Folge von Vertauschungen adjezenter Symbole konstruiert werden.









































). Damit ist es nur notwendig, adjazente
unabh

angige Symbole zur Konstruktion von  aus  zu vertauschen. 
I.3.26. Lemma. Ist x 2 CSO() und ist T ein Spursystem

uber , C 2 C(x)

















(s; C)j 6 1 f

ur alle s 2 S
T
.
Beweis. (a) folgt aus den Lemmata I.3.19 und I.3.25.
(b) folgt aus (a) und dem Umstand, da Æ

T
eine partielle Funktion ist. 











auf, wenn T ein Spursystem

uber  und x 2 CSO() ist.
I.3.27. Definition. Sei x 2 CSO() und T ein Spursystem

uber . x heit
schaltf

























. Unter Verweis auf Lemma I.3.24 legen wir





























I.3.28. Beispiel. Die in Abbildung I.1 gezeigten Semiordnungen sind bei dem Initi-
alzustand Q
N







ahigkeit von Semiordnungen x weicht von den
Schaltkriterien f

ur Semiordnungen in Petri-Netzen ab, die in [23], [78] und [95]




ur Semiordnungen x wie
folgt: Jede unabh

angige Menge C von x ist schaltf

ahig, nachdem alle Ereignisse
einer beliebigen Menge B 2 C(x) mit <
 1
x
(C)  B und B \ C = ? stattgefunden
haben. Dabei kann f






einer (Multi)-Menge von Aktionen angegeben werden, die nicht auf dem Begri der











ahrend in [23] B minimal ist, also
































(C) gilt. Es ist leicht nachzuweisen, da alle drei Denitionen

aquivalent
sind. Wir zeigen nun, da unsere Denition

aquivalent zu der in [23] angegebenen
ist.
I.3.29. Lemma. Sei T ein Spursystem



























Beweis. (() ist oensichtlich, da 6
 1
x



















ur eine Menge C 2 C(x). Der







gen D erbracht. F
























Sei n > 1. Partitionieren wir die Menge C = 6
 1
x















































) deniert, und da x bei s schaltf













































gilt. Das Lemma folgt nun mit Hilfe einer einfachen







, wobei von Lemma I.3.14 Gebrauch gemacht
wird. 
Die beiden folgenden Theoreme verallgemeinern entsprechende Theoreme von
Starke [78]. Wir zeigen, da Semisprachen von Spursystemen abgeschlossen bzgl.
Pr

axbildung und Sequentialisierung sind.
I.3.30. Theorem. Sei T ein Spursystem

uber , x; y 2 CSO() und sei
s 2 S
T






































































































































































































folgt nun das Theorem. 
I.3.31. Theorem. Sei T ein Spursystem























Beweis. Sei e 2 E
x
















unter Anwendung von Lemma I.3.26.(a) f



























































































































































ur 0 6 i < n, 0 6 j 6 n und 0 6 k < m
j
.
Wir zeigen nun mit Hilfe einer Induktion

uber n, da f















































































































) deniert ist, k















) nach (I.3.Æ) f






























































an. Sei k < m
0




























































; : : : ; e^
0k 1
g;
so ist  2 lin
x
(C). Oenbar gilt C 2 C(x) ebenso wie C [ fe
k


















































































































Oenbar erfolgt der Induktionsschritt nun mit einer Argumentation, die analog zu
der f
































ist. Das Urbild dieser Folge unter




ist nun ebenfalls nicht schaltf

ahig. Da es sich dabei aber um die Linearisierung
einer Menge C 2 C(x) handelt, k

onnen wir mit Hilfe von Lemma I.3.29 folgern,
da x bei s
T
nicht konzessioniert ist.












I.3.32. Korrolar. Sei T ein Spursystem

uber  und sei x 2 SL(T). Dann
gilt y 6 x _ x 4 y ) y 2 SL(T) f

ur alle y 2 SW(A

).



































Beweis. Das Theorem folgt sofort aus der Beobachtung, da es f

ur alle  2
lin(xy) Linearisierungen  2 lin(x) und  2 lin(y) gibt, so da  =  ist. 
Semisprachen kleinster Sequentialit

at. Wir wenden unsere Aufmerksam-
keit nun der Ordnung 4 auf Semiordnungen bzw. Semiw

ortern zu. Wir haben be-
reits festgestellt, da Semisprachen von Spursystemen abgeschlossen bzgl. 4 sind.




ur ein Spursystem T ei-
ne minimale Sprache X  SL(T) gefunden werden kann, so da die Menge der
Sequentialiserungen von Elementen aus X gerade SL(T) ergibt. Wir werden zei-
gen, da eine derartige Sprache X f

ur ein deterministisches Spursystem existiert
und eindeutig konstruktiv bestimmt werden kann. Wir denieren weiterhin eine
Operation Æ






at miteinander zu verketten. Diese Operation wird in Abschnitt III.1




ur Prozeautomaten verwendet wer-
den.
I.3.34. Definition. Wir denieren die Operation hi

















































(b) x 2 CSO()) hxi

2 CSO(),
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) folgt. Der zweite Fall
ist analog. 













zu einer Operation SW()! SW() erweitern. 
I.3.37. Theorem. Seien x ; y 2 SL(T) f

ur ein Spursystem T

uber . Wenn


















gilt nach Lemma I.3.35.(d).




4 z ebenfalls mit Hilfe von Lemma I.3.35.(d).
(c) Nehmen wir hx i

























4 x gilt, k

















































ur ein Semiwort x 2 SL(T) dasjenige
Semiwort hx i

, das minimal bzgl. 4 und noch in SL(T) enthalten ist. Die Ope-
ration Æ

, deren Denition wir nun angeben, erlaubt die Konkatenation zweier
Semiw

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), die als schwach-sequentielle Komposition bezeich-










































































































































































































Beweis. (a) bis (c) sind oensichtlich.
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folgt mit Denition I.3.38.
(e) Analog zu (d) 





2 SO() : x 2 SO()g;
LSW() =
Def
fx 2 SW() : x 2 LSO()g:
Ist T ein Spursystem






2 CSW() : x 2 SL(T)g:

I.3.43. Korrolar. Sei T ein Spursystem

































































































Aquivalenz von Spur- und Semisprachen. Wir charakterisieren das Ver-
h

altnis von Spur- und Semisprachen, indem wir den algebraischen Begri des Ho-


















































(1 6 i 6 k) dieselbe Anzahl von Parametern haben, wobei wir Konstanten als
0-stellige Operationen auassen. Vergleichbare Strukturen X und Y heien homo-





























ur 1 6 i 6 k erf

ullt; h wird dann als Homomorphismus bezeichnet. Ist h bijektiv,
so nennen wir h einen Isomorphismus und die Strukturen X und Y isomorph.





uber dem Spuralphabet , wobei dieser Begri durch
das folgende Theorem fundiert wird. 
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I.3.45. Theorem. S() ist ein Monoid.
Beweis. Theorem I.3.41.(a) und (b). 
I.3.46. Definition. Die Abbildungen tr
























ur ;  2 A






















dennoch eine Denition zu erhalten, die un-
abh

angig von der Wahl des Repr




















I.3.47. Lemma. Sei  ein Spuralphabet.
(a) F


















undet sich so: Wenn  t








































































ur 0 6 i < n und





2 TR() und seien  2 []

. Falls  










































, jedoch :( 





































) mit Theorem I.2.29.(e) 











=   LSO().



































ur ein  2 lin(x)
= (x): (x 2 LSO())






abgebildet werden (dies folgt sofort aus Lemma I.2.9.(b) und der Denition I.3.46
von tr

), sind die Monoide M() und S() nicht isomorph. Wir k

onnen jedoch
durch die folgende Konstruktion isomorphe Strukturen gewinnen:
(a) Die Struktur S

() = hLSW(); Æ

; i ist ebenfalls ein Monoid, da 
eine Kongruenz auf S() ist.
(b) Die Struktur S


() = hf(x) 2   (A

) : x 2 LSW()g; Æ






() und damit isomorph zu S

().

























()] sind Isomorphismen. 
Wohlgeformte Spursystem. Wir beenden diesen Abschnitt mit einigen wei-
teren Denitionen, die wir im folgenden ben

otigen werden. Unter einem reduzier-
ten Transitionssystem verstehen wir ein Transitionssystem, das keine vom Initi-




alt. Ein Spursystem heit initialisiert,
wenn es eine ausgezeichnete Initialisierungsaktion enth

alt.
I.3.50. Definition (Reduziertes Transitionssystem). Sei T ein Transitionssys-
tem

uber einem Alphabet A. Wie nennen T reduziert, wenn f












I.3.51. Definition (Initialisiertes Spursystem). Sei T ein Spursystem

uber .
















ur alle a 2 A




























ur alle a 2 A

; s 2 S
T
.
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gibt, die T initialisiert. 
I.3.52. Beispiel (Netzsysteme). Ist N ein Netzsystem, so kann N zu einem Netz-
system N

modiziert werden, dessen induziertes Transitionssystem initialisiert ist: N

entsteht in der folgenden Weise aus N :
(a) Es wird eine Transition t
I







sierungsaktion) ist dabei in T
N

























ahrend alle weiteren Marken aus N

entfernt







uckt: N wird um eine Transition t
I
erweitert, die genau einmal, n

amlich
bei dem neu denierten Initialzustand Q
N

konzessioniert ist. Schaltet t
I













)), x 2 SL(T(N )). 
I.3.53. Definition (Initialisierung). Wir lernen aus Beispiel I.3.52, wie wir
ein Spursystem T












konstruieren ein Spursystem T

















































































wird initialisiertes Spursystem zu T genannt. 
I.3.54. Lemma. Sei T ein Spursystem

uber . Dann ist T mit a
I
initialisiert
gdw. jedes x 2 SL(T) mit x =j  von der Form x = a
I
y ist, wobei a
I
2j (y) gilt.
Beweis. ()) Sei T durch a
I
initialisiert und sei x 2 SL(T), x =j . Oenbar













































I.3.55. Definition. Ein endliches, reduziertes und initialisiertes Spursystem

uber  heit wohlgeformt. 
KAPITEL II
Komponenten und verteilte Systeme
In diesem Kapitel stellen wir

Uberlegungen zur Struktur nebenl

au-
ger Systeme an. Wir gehen zun

achst in Abschnitt II.1 davon aus, da
jedes Spursystem syntaktisch als Komposition sequentieller Komponen-
ten beschrieben werden kann. Die lokalen Zust

ande solcher Komponen-
ten bezeichnen wir als Positionen; Zust

anden eines Spursystems werden
Mengen solcher Positionen zugewiesen.
Unsere Denition einer Positionszuweisung erscheint zun

achst ad-





ahnlich und damit anscheinend nicht auf beliebige ne-
benl

auge System anwendbar. Wir zeigen jedoch in Abschnitt II.2, da
jedes Spursystem als Kompositum sequentieller Komponenten in Sinne
von Abschnitt II.1 dargestellt werden kann.
Abschlieend besch

aftigen wir uns in Abschnitt II.3 mit dem Be-
gri des verteilten Systems. Wir geben drei Beispiele f

ur Ausdrucksfor-
men zur Beschreibung nebenl

auger Systeme an und zeigen M

oglichkei-




II.1. Positionszuweisungen und Komponenten
Viele nebenl

auge Systeme ergeben sich als Komposition sequentieller Kom-
ponenten: Vorl

aug sagen wir, eine solche sequentielle Komponente besteht aus
einer Menge lokaler Zust

ande (im folgenden als Positionen bezeichnet) und von





uhren. Wir setzen dabei nicht die Existenz einer






Wir beginnen mit dem Begri der Positionszuweisung. Den Zust

anden eines
Spursystems wird dabei eine Menge von Positionen zugeordnet, w

ahrend mit den
Aktionen des Systems ein Paar von Positionsmengen assoziiert wird, das den Po-
sitionswechsel der beeinuten Komponenten beschreibt.





ater denieren wir sogenannte Positionszuweisungen als
Abbildungen der Form  : (S
T
! P()) [ (A

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Abbildungen und f

ur alle a 2 A


























Mit diesen Schreibweisen nennen wir  eine Positionszuweisung an T , wenn f

ur


















































(a)) \ (s) = ?





!P()P()) auch mit  : T ! . 
II.1.1.(a) schliet triviale Positionszuweisungen der Form (a) = h?;?i aus.
Eigenschaft II.1.1.(b) stellt sicher, da eine Positionszuweisung an die Zust

ande
eines Spursystems mit der Unabh

angigkeitsrelation dieses Spursystems vertr

aglich




Kontaktfreiheit (Eigenschaft II.1.1.(d)) ist eine weitere Konsistenzbedingung.
Wir werden feststellen (Def. II.1.5), da jede Positionszuweisung  durch eine ein-
fache Modikation kontaktfrei gemacht werden kann.




at des Autors dieser Ar-
beit zu den Petri-Netzen, wie wir durch das folgende Beispiel noch einmal explizit
feststellen wollen:
II.1.2. Beispiel (Netzsysteme). Ist N ein Netzsystem und T(N ) das zugeh

orige
induzierte Spursystem, so gibt es oenbar eine Positionszuweisung 
N




























alle t 2 T
N
. 





endlichen und nicht leeren Positionsmengen f

ur eine endliche und nicht leere Index-





. Wir sagen, T ist -

uberdeckt, wenn es eine kontaktfreie
Positionszuweisung  : T !  mit j(s) \ 
i
j 6 1 f






i 2 J gibt; jede der Mengen 
i
nennen wir dann eine Komponente. Gibt es eine




, so da T -





II.1.4. Beispiel. Sei N ein kontaktfreies Netzsystem und sei 
N














, so ist T(N ) -

uberdeckt. 










ur jede Positionszuweisung eine kontaktfreie Positionszu-





II.1.5. Definition. Sei  : T !  eine Positionszuweisung an ein Spursystem





: p 7! p
c







: p 2 g
eine Menge von Komplement

arpositionen zu , wobei  \ 
c
= ? gelte. Eine
kontaktfreie Postionszuweisung 
c
: T !  [ 
c










: p 2j (s)g f













































achlich eine kontaktfreie Posi-
tionszuweisung ist: Der Beweis besteht in der direkten Anwendung der entsprechen-
















II.1.6. Lemma. Ist  : T !  eine Positionszuweisung an ein Spursystem












(a) =j ? f



















uhren; die Abbildung a 7! p
a

















alle a 2 A









ur diese Positionszuweisung existiert
genau eine Familie von Positionsmengen 
0















Eine solche triviale Positionszuweisung ist f

ur die Zwecke der beiden folgen-
den Kapitel nicht n

utzlich: Wir verwenden Positionszuweisungen in Kapitel III zur
Verbesserung der Laufzeit des Erzeugungsalgorithmus f

ur Prozeautomaten und
in Kapitel IV zur Denition der temporalen Logik DCTL. Unter Verwendung der
Positionszuweisung  haben die in Abschnitt III.3 diskutierten Verfahren keinerlei
Eekt, w






oglich sind. Allerdings wollen wir Positionszuweisungen der Form
(a) = hfpg; fpgi an einige Aktionen a 2 A

nicht von vornherein ausschlieen,
da ein nebenl

auges System durchaus Komponenten der Form fpg enthalten darf.
Wir f

uhren nun zwei Anforderungen an Positionszuweisungen  ein, die sicher-
stellen, da  die Kausalstruktur eines nebenl

augen Systems reektiert.
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II.1.7. Definition (Kausal- und Koniktvollst

andigkeit). Sei T ein Spur-
system

uber  und sei  eine Menge von Positionen. Eine Positionszuweisung





ur alle Aktionen a; b 2 A






















ur alle Aktionen a; b 2 A


































Wir fordern aber nicht, da jede im folgenden verwendete Positionszuweisung 
konikt- oder kausalvollst






an das durch ein Netzsystem induzierte Spursystem oenbar konikt- und kau-
salvollst






aus denen nicht ohne weiteres eine konikt- oder kausalvollst

andige Positionszu-
weisung allein durch strukturelle Analysen (d. h. ohne explizite Erzeugung eines
vollst





In diesem Abschnitt befassen wir uns mit der Fragestellung, ob f

ur jedes Spur-
system eine Positionszuweisung bzw. eine Komponenten

uberdeckung gefunden wer-
den kann. Vom Standpunkt des Petri-Netz-Theoretikers ist weiterhin interessant,
unter welchen Voraussetzungen das durch eine Positionszuweisung  : T !  in-
duzierte Petri-Netz N (T ; ) die Struktur von T vollst

andig beschreibt, d. h. unter
welchen Bedingungen T(N (T ; )) isomorph zu T ist.
Die Begrie und Ergebnisse, die in diesem Abschnitt pr

asentiert werden, sind
eng verbunden mit der Theorie der Regionen von Transitions- bzw. Spursystemen,
insbesondere mit den Arbeiten von Nielsen und Winskel, wir halten uns in unserer
Darstellung eng an [62].
Eine Region in einem Spursystem T















gilt. Daneben lassen wir noch Tupel hs; ; si, als
Elemente von Regionen zu, wobei s 2 S
T
und  2j A

ist. Regionen werden als
Positionen Verwendung nden.
1
Im Zusammenhang mit elementaren Netzsystemen werden Regionen

ublicherweise als Zu-




ange bezeichnen, ist f

ur
unsere Zwecke jedoch geigneter.
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Die zur Denition der Positionszuweisung analoge Schaltregel f

ur Netzsysteme
soll uns hier helfen, die folgende Denition von Regionen zu motivieren. Sei N
ein Netzsystem und sei p 2 P
N
. Eine Region f

ur p umfat nun all diejenigen























& t = 





































i 2j ext(p), da p nach dem Feuern von t
1
nicht
mehr markiert ist (oder p ist ebenso in t
.
1
enthalten; diesen Fall wollen wir als









i 2j ext(p) f




















ur den Fall p 2 t
.
1
angestellt werden. In T(N )




also dadurch charakterisiert, das f











































Tupel der Form hQ; ; Qi repr

asentieren also Marken.
II.2.1. Definition. Sei T ein Spursystem

































































































Eine nicht leere Teilmenge R  

T
wird als Region in T bezeichnet, wenn R
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fR 2 REG(T) : hs; ; si 2 Rg
f

ur die Regionen eines Zustandes s 2 S
T
steht. Schlielich setzen wir f



















































II.2.2. Theorem. Sei T ein Spursystem

uber . Unter der Voraussetzung, da
f

ur alle a 2 A

ein Zustand s 2 S
T
mit a 2 en
T



















(a)i (a 2 A

)






Beweis. Wir haben die Eigenschaften (a), (b), (c) und (d) aus Denition II.1.1
nachzuweisen.





















i 2  _ hs
0
; b; si 2 )g :
Wir zeigen zun

achst, da R eine Region in T ist: Zun

achst stellen wir fest, da
aufgrund der Voraussetzung des Theorems R =j ? gilt. Die in Def. II.2.1 geforderten
































































(b) Nehmen wir a I

b an. Dann impliziert die Kontraposition von Denition
II.2.1.(c), in Verbindung mit II.2.1.(b) _reg(a) \ _reg(b) = ?.
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i 2 R (Def. II.2.1.(a))






























































































































































































N (T ; )
a
T(N (T ; ))
Abbildung II.1. T und T(N (T ; )) sind i. Allg. nicht isomorph.
Zum Nachweis der Koniktvollst

andigkeit. Seien a; b 2 A

mit a =j b und
a D

b. Sei s 2 S
T
ein Zustand mit a 2 en
T





















i 2  _ hs
0
; c; si 2 )g :




reg(b), der Beweis ist analog zum
Beweis von Eigenschaft (a). Dieselbe Konstruktion kann auch zum Nachweis der
Kausalvollst

andigkeit verwendet werden. 
Oenbar gibt es f

ur jedes Spursystem, f

ur das eine Positionszuweisung existiert,
ein Netzsystem:
II.2.3. Definition. Sei T ein Spursystem

uber  und  : T !  eine Posi-
tionszuweisung. Wir setzen



















deniert ist. N (T ; ) heit das durch T und  induzierte Netzsystem. 
II.2.4. Bemerkung. T(N (T ; )) ist i. Allg. nicht isomorph zu T , wie das Beispiel
in Abbildung II.1 zeigt.  verst

ot gegen zwei Separationseigenschaften: Einerseits wird
verschiedenen Zust

anden in T dieselbe Positionsmenge zugeteilt, andererseits ist die





oe auch so interpretieren:  beschreibt zwar Positionen se-
quentieller Komponenten in T , jedoch mag es weitere Komponenten (oder allgemeiner,
Abschnitt 2 Vollst

andigkeit des Komponentenbegris 63
andere Mechanismen, die das Systemverhalten steuern) geben, deren explizite Einbezie-
hung eine Separation der beiden Zust











Fragen wir uns nun, unter welchen Umst






angigkeiten in einem Spursystem beschreibt. Das folgende Lem-
ma besagt: Wenn wir eine Positionszuweisung  an ein Spursystem T so w

ahlen,
da sich das Verhalten von T vollst

andig aus  ergibt, so handelt es sich bei T
tats

achlich um das induzierte Spursystem eines Netzsystems.
II.2.5. Lemma. Sei T ein Spursystem

uber  und sei  : T !  eine kontakt-
freie Positionszuweisung. I. Wenn die folgenden Eigenschaften erf

ullt sind, dann
ist T(N (T ; )) isomorph zu T:
(a) T ist reduziert.
(b) F

ur alle a 2 A

gibt es einen Zustand s 2 S
T
, so da a 2 en
T
(s) ist.
(c) (s) = (s
0

















ur alle s 2 S
T
, a 2 A

.
II. Ist N ein Netzsystem, so gelten die obigen Eigenschaften f

ur T(N ) und 
N
.




eine Bijektion ist, die
die Isomorphiebeziehung zwischen T und T(N (T ; )) herstellt.
















) nach Denition II.1.1.(c), w

ahrend

























) gilt nach Denition von N (T ; ).
(4) Zum Beweis der Surjektivit




















ur alle  2 A






ange von  unter Verwendung von (2) im Induktionsanfang und (3) im Indukti-
onsschritt.
II. folgt direkt aus der Denition von T(N ). 
II.2.6. Korrolar. Wenn reg
T
und T die Bedingungen (a) bis (d) aus Lemma
II.2.5 erf

ullen, ist T(N (T ; reg
T
)) isomorph zu T.
II.2.7. Korrolar. Sei  : T !  eine kontaktfreie Positionszuweisung an ein
Spursystem T






ullt sind. Dann ist  konikt- und kausalvollst

andig.
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Beweis. F








andig. Sei f ein Isomorphismus von T(N (T ; )) nach


















ur jedes reduzierte Spursystem T

uber einem Spuralphabet
 gibt es unter der Voraussetzung, da f

ur jedes a 2 A

ein s 2 S
T
mit a 2 en
T
(s)
















Beweis. Sofortige Folgerung aus der in Beispiel II.1.2 beschriebenen Konstruk-
tion mit N = N (T ; reg
T
) und Theorem II.2.2. 
II.3. Verteilte Systeme | Denition und Beispiele
Nachdem in Abschnitt II.2 nachgewiesen wurde, da jedes nebenl

auge System
(im Sinne dieser Arbeit) als Komposition sequentieller Komponenten aufgefat
werden kann, wollen wir in diesem Abschnitt diese Idee nocheinmal von einem
etwas anderen Standpunkt aus formulieren.
Unter einer sequentiellen Komponente verstehen wir ein System, das durch eine
Menge lokaler Zust






aug stattnden. Wenn sich ein nebenl

au-
ges System (gegeben durch ein Spursystem T) als Komposition von K derartiger
sequentieller Komponenten ergibt, so nennen wir jedes i mit 1 6 i 6 K einen












Komponente in T .
Formalisieren wir diese Idee: Wir beginnen mit dem Begri des verteilten Al-




ur jeden Agenten i.
II.3.1. Definition (Verteiltes Alphabet). Sei J eine endliche nicht leere Menge




eine Familie von Alphabeten; wir bezeichnen
A als verteiltes Alphabet. Jedem verteilten Alphabet k

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II.3.2. Definition (Verteiltes System). Sei T ein Spursystem

uber , J eine




eine Familie endlicher nicht





und  : T !  eine Positionszuweisung
an T , so da T -

uberdeckt ist. Dann nennen wir die Struktur D = hT ; ;i ein
verteiltes System

uber  und J .






















. Die als Agentenzuweisung bezeichnete
Operation loc
D









Man beachte, da zwar jedes verteilte Alphabet A ein Spuralphabet (A)
induziert und weiterhin jedes verteilte System D

uber  und J ein verteiltes Al-





































onnen diesen Umstand auch so interpretieren, da wir ein verteiltes Sys-
tem D als Implementierung eines verteilten Alphabets A auassen. D beachtet alle






ur jede in A vorkommende
Aktion eine Implementierung, jedoch kann D weitere Abh

angigkeiten enthalten,
die nicht speziziert wurden.










II.3.3. Theorem. Sei D ein verteiltes System

uber  und J und sei i 2 J.




ur alle a; b 2 A
i
.














i ein verteiltes System

uber  und
J . Wir verwenden f

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Weiterhin wenden wir alle Begrie, die f

ur das Spursystem T
D
deniert sind,
















. In diesem Zusam-
menhang sei auch auf die in Abschnitt I.1 eingef

uhrte Konvention zur Vermeidung
"











, : : : geschrieben.
Die folgenden Beispiele zeigen, da spezische Formalismen als verteilte Sys-
teme

uber einer Agentenmenge J aufgefat werden k

onnen:
Sichere Netzsysteme | 1-Invarianten. Eine prominente Analysetechnik
f

ur Petri-Netze ist die Auswertung von Platzinvarianten. Ist N ein kontaktfreies
Netzsystem, so nennen wir eine Abbildung X : P
N

















ullt. Weiterhin setzen wir X(p) =j 0 f




































1; falls p 2 Q;
0; sonst.
Eine spezielle Art von Platzinvariante ist eine 1-Invariante, d. h. eine Platzinvari-
ante X, die 0 6 X(p) 6 1 f










(p) X(p) = 1 (II.3.)
erf






alle p 2 P
N
eine 1-Invariante X 2 X mit X(p) > 0 existiert.
Aus (II.3.) und (II.3.) folgt unmittelbar: Wenn wir f








: X(p) > 0g
und f














uberdeckt, wenn N X -

uberdeckt ist (man beachte, da
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II.3.5. Bemerkung. Zur Berechnung von Platzinvarianten wird zun

achst die Inzi-















; : : : ; t
k
g



































X des homogenen linearen Gleichungssystem
~
X C = 0
einer Platzinvariante. Dabei bezeichnen wir
~















; : : : ; x
n
i
haben wir es mit einem Vektor zu tun, weiter oben haben wir Platzinvarianten jedoch
als Abbildungen X : P
N









ur 1 6 i 6 n beseitigt. 
Die Literatur zu Invarianten in Petri-Netzen ist reichhaltig; der interessierte
Leser sei etwa auf [19, 20, 76] verwiesen.
II.3.1. Kommunizierende endliche sequentielle Prozesse. Neben der im





auge Systeme eine Herleitung einer Komponenten

uber-
deckung aus ihrer syntaktischen Struktur. Ein einfaches Beispiel die Komposition
endlicher Zustandsmaschinen. Eine Zustandsmaschine ist ein Transitionssystem

uber einem Alphabet A. Die Kommunikation solcher Zustandsmaschinen folgt dem
CSP-Modell. Zwei oder mehrere solcher Zustandsmaschinen kommunizieren mit
Hilfe gemeinsamer Aktionen, indem sie diese gemeinsam ausf

uhren. Dabei kann
das komponierte System nur dann eine Aktion ausf

uhren, wenn alle Komponen-
ten, deren Aktionsalphabet diese Aktion enth










ur i = 1; 2; : : : ; n und n > 1 endliche deterministische Transitions-
systeme

uber den Alphabeten A
i








ur 1 6 i =j j 6 n
















a D b =
Def
9i (1 6 i 6 n & a; b 2 A
i
)
gilt. Oenbar ist  ein Spuralphabet.

















































; : : : ; s
0
n
i ist deniert, wenn f

ur alle i mit
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erf








ur wenigstens eines dieser i deniert ist.



















ur 1 6 i 6 n)
Nat

urlich ist T ein Transitionssystem, wesentlicher ist jedoch, da es sich bei T
um ein Spursystem





, falls n = 2 ist.
Unsere Denition ist abh

angig von der Nummerierung der Transitionssysteme
T
i









































































































II.3.2. Registersysteme. Nachdem wir uns im vorherigen Abschnitt mit ei-
nem synchronen Kommunikationsmodell f

ur endliche Zustandsmaschinen befat







auge Systeme zu, der ein asynchrones Kommunikationsmodell











ur diesem Abschnitt f







































; : : : ; a
n
i auf die i-te Komponente.




eine partielle Abbildung und? ein ausgezeichnetes Element










































; : : : ; a
n
) sonst















) = ? f

ur alle j mit 1 6 j 6 m ist. 
II.3.7. Definition (Registernetz). Ein Registernetz ist eine Struktur R =
hP; T; F; V; sig;G;P ; si mit den folgenden Komponenten:
(a) Einer Menge von Pl

atzen P , einer Menge von Transitionen T und einer
Flurelation F  (P  T ) [ (T  P ), so da hP; T; F i ein Netz ist.
(b) Einer endlichen (potentiell leeren) Menge V von Registern mit V \ T =
? = V \ P .




. sig(t) heit Signatur von T . Um den
Schreibaufwand zu reduzieren, verwenden wir die folgenden abk

urzenden























(t) heit Eingabestelligkeit von
t, ar
+
(t) wird als Ausgabestelligkeit von t bezeichnet.






ur 1 6 i 6 ar
 






ur 1 6 j 6
ar
+
(t). in und out heien Eingabe- bzw. Ausgaberegisterselektoren.
(iii) mod(t) =
Def
fout(t; i) : 1 6 j 6 ar
+
(t)g bezeichnet die Menge der
durch t modizierten Register.
(iv) acc(t) =
Def
fin(t; i) : 1 6 i 6 ar
 
(t)g [ mod(t) ist die Menge der
Register, auf die t zugreift.
Wir nehmen an, da f

ur alle t 2 T und f

ur 1 6 i; j 6 ar
 
(t)
in(t; i) = in(t; j)) i = j
gilt, ebenso wie wir
out(t; i) = out(t; j)) i = j
f

ur t 2 T , 1 6 i; j 6 ar
+
(t) voraussetzen.















adikat (eines Registernetzes) von t.

















wird als Schaltfunktion (eines Registernetzes) zu t bezeichnet.
F

ur den Fall ar
+






, diese Wahl ist willk

urlich, jede
andere Abbildung auf N h

atte ebenso verwendet werden k

onnen.
(f) s 2P(P ) (V ! N) heit initialer Zustand von R.

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II.3.8. Definition (Zustand). Ist R ein Registernetz, so bezeichnen wir jede
Menge Q  P
R





gisterzustand von R. Ist Q eine Markierung und  ein Registerzustand von R, so
heit das Paar s = hQ; i Zustand von R.




ur eine Konstante K 2 N , wenn
(v) =j ? ) (v) < K gilt.  heit beschr

ankt, wenn es ein K > 0 gibt, so da 
K-beschr






















ankt ist und f














2 N die Implikation
n
i




































ullt ist, wobei 1 6 i 6 ar
 
(t) und 1 6 j 6 ar
+







ur ein K > 0 ist. 
































































































falls 1 6 j 6 ar
+


































Bedingung (II.3.Æ) ist einfach die Denition der Schaltregel f

ur Netzsysteme






angewendet auf die Werte der Eingaberegister von
t entweder zu dem Wert ? oder zu dem Wert true evaluiert. Eine ausf

uhrliche
Diskussion, die die Sinnf






undet, ndet sich in [25]. Wenn t schaltet, erhalten ihre Ausgaberegister
neue Werte entsprechend der Schaltfunktion G
?
t
angewendet auf die Werte der
Eingaberegister von t; ist v = out(t; j) eines dieser Ausgaberegister, so erh

alt v als
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neuen Wert die j-te Projektion des Ergebnisvektors von G
?
t
. Register, die nicht als
modizierte Register v
0
2 mod(t) vorkommen, behalten ihre ursp

unglichen Werte.





















































ein Registernetz R, indem wir die Komponenten von T(R) wie folgt denieren:
(a) S
T(R)




































ur alle t 2 T
R








ankte Registernetz R ist T(R) ein endliches,










ange einer Schaltfolge  2 T

R
: Man zeigt, da alle erreichbaren
Zust










ande von R geben kann.





ur alle t 2 T
R
ist. Damit stehen lediglich die Rauteneigenschaften
I.3.12, (a) bis (c)) in Frage.









































































i das R zugrundeliegende Netzsystem. Oenbar gilt
S
N
 fQ  P
R




) (hQ; i 2 S
R
)g
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; die Argumentation aus Beispiel I.3.15 kann hier angewendet werden.



































































, erhalten wir einen Registerzustand 
4












II.3.14. Definition (Zustandsmaschine). Ein Netzsystem N wird als Zu-
standsmaschine bezeichnet, wenn j
.
tj 6 1 und jt
.
j 6 1 f





j 6 1 gilt. 




; : : : ;N
n
Zustandsmaschi-








ur 1 6 i =j j 6 n paarweise disjunkt sind. Ein Registernetz















































Wiederum ist eine Positionszuweisung f






















alle t 2 T
R






j 6 1) 8Q 2 S
T(N )
(jQj 6 1) ;
gilt, die keineswegs






als Familie von Kom-
ponenten zur

Uberdeckung von R ist also korrekt.
Man beachte, da  weder konikt- noch kausalvollst

andig ist, da Konikte und
Kausalbeziehungen, die sich aufgrund des gemeinsamen Zugris zweier Transitio-





Dieses Kapitel behandelt Prozeautomaten. Die Denition ihrer Struk-
tur und der durch sie erkannten Sprache ndet sich in Abschnitt
III.1. Die Begrie der Verzweigungs-, Vereinigungs- und Rekurrenz-
vollst







In Abschnitt III.2 stellen wir einen Grundalgorithmus vor, der in
III.3 auf verschiedene Arten verbessert wird. Wir weisen nach, da bei-
de Algorithmen vollst

andige Prozeautomaten im Sinne von Abschnitt
III.1 erzeugen, die jedoch i. d. R. nicht minimal sind.
III.1. Motivation und Denition





alt, und einer partiellen Transitionsfunktion.
Transitionen nden jedoch nicht durch die Anwendung lediglich einzelner System-
aktionen statt, die Transitionsfunktion ist f





Analog zu dem klassischen Automatenbegri (der etwas abgewandelt in dieser
Arbeit in den Transitionssystemen seine begriiche Entsprechung ndet), existiert
auch f

ur Prozeautomaten ein Sprachbegri: Sind die Semiordnungen, die die Tran-
sitionen eines Prozeautomaten ausmachen, Elemente der Klasse CSO() f

ur ein
Spuralphabet , so ergibt sich ein Semiwort der durch diesen Automaten akzep-
tierten Semisprache als die Verkettung hintereinander ausf

uhrbarer Semiordnungen
mit Hilfe der Æ

-Operation.
III.1.1. Definition. Ein Prozeautomat

uber einem Spuralphabet  ist eine
Struktur A = hS;X; Æ; si mit den folgenden Komponenten:
(a) S ist eine endliche Menge von Zust

anden,
(b) X  CSO() ist eine endliche Menge von Semiordnungen,
(c) Æ : S X + S ist eine Transitionsfunktion,
(d) s 2 S ist ein initialer Zustand.































































A heit endlich, wenn S endlich ist. 
III.1.2. Beispiel. Abbildung III.1 zeigt einen Prozeautomaten. Seine Darstellung
folgt der Darstellungsweise f

ur Transitionssysteme: Kreise stellen die Zust

ande des Au-
tomaten dar, die Transitionsfunktion wird mit Hilfe von Pfeilen gezeichnet. Der Initial-
zustand ist durch einen einlaufenden Pfeil gekennzeichnet. 
III.1.3. Definition. Sei A ein Prozeautomat

uber . Ein Weg durch A, der
von einem Zustand s 2 S
A






uhrt, ist eine Folge von





















































































































) mit x 6 con

() gibt; gilt dar

uber hinaus x  con

()





















onnte. Gemeint ist aber




; : : : ; x
n 1
.
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III.1.4. Definition. Sei A ein Prozeautomat

uber  und T ein Spursystem






























und x 2 X
A
gilt. 
III.1.5. Beispiel. Der Prozeautomat aus Beispiel III.1.2 (S. 74) ist ein Prozeau-
tomat zu dem Spursystem aus Beispiel I.3.2 (S. 33). 
III.1.6. Lemma. Sei A ein Prozeautomat zu dem Spursystem T

uber . Dann
gilt SL(A)  SL(T).





von Wegen durch A unter Zurhilfenahme von Korollar I.3.43. 





andig bzgl. T , wenn SL(A) = SL(T) gilt. 
Verzweigungs-, Vereinigungs- und Rekurrenzvollst






ande ausmachen, an denen eine Verzweigung des Ver-
haltens von T in verschiedene Alternativen stattndet. Einen Zustand, bei dem
eine Verzweigung stattndet, nennen wir einen Verzweigungspunkt. Umgekehrt
gibt es solche Zust

ande, die gemeinsames Resultat des Stattndens verschiede-





ande heien Vereinigungspunkte. Schlielich gibt es spezielle Vereini-
gungspunkte, die aufgrund zyklischen Verhaltens in einem Spursystem entstehen;
solche Vereinigungspunkte nennen wir Rekurrenzpunkte.
Wir beginnen unsere

Uberlegungen mit einem prominenten Beispiel.
III.1.8. Beispiel (Speisende Philosophen). N Philosophen (N > 1) sitzen zu Tisch.
Der Tisch ist kreisf











ussen, warum ein vollst

andiges Ebesteck aus zwei Gabeln oder L

oeln besteht
und warum es unm

oglich ist, mit nur einer Gabel oder einem L

oel zu essen). Jeder




abchen links und danach
das St

abchen rechts von ihm, um zu speisen. Nachdem sein Appetit einstweilen gestillt




achst das rechte, danach das linke | an ihren Platz
zur

uck, um wieder in Gedanken zu versinken, bis sein Hunger erneut erwacht. Werden
alle Philosophen satt?
Verhalten sich alle Philosophen in der beschriebenen Weise, ist die Frage mit
"
Nein\
zu beantworten, denn nimmt jeder Philosoph zun

achst das auf dem Platz links von ihm
liegende St

abchen, bevor irgendeiner der Denker zu dem St

abchen rechts von ihm greifen





ucklegt: Die Tischrunde ist in einer Verklemmung gefangen.





















Abbildung III.2. Petri-Netz N zum Philosophenbeispiel
Ein Petri-Netz, das die Philosophenrunde f

ur N = 2 modelliert, ist in Abbildung
III.2 dargestellt. Die Transitionen sind f

































ur i = 1; 2 markiert ist, wenn
sich das i-te St

abchen auf dem Tisch bendet. 
Betrachten wir verschiedene Prozeautomaten f

ur das NetzsystemN aus Abbil-




kann oenbar sofort aus dem Spur-

































ahlen (das a auf der linken Seite dieser Festlegung bezeichnet den zu der auf




orenden Buchstaben a 2






























































































Abbildung III.3. Prozeautomaten zum Netzsystem in Abbildung III.2.
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CSO()). Dieser Prozeautomat beinhaltet oenbar jeden Verzweigungs-, Ver-
einigungs- und Rekurrenzpunkt (unabh

angig von deren Denition). Allerdings sind
auch solche Zust

ande vorhanden, die nicht in eine der drei Kategorien fallen.
















malen azyklischen Verhaltensweisen von N durch jeweils eine eigene Transition
dargestellt: Die beiden Schleifen bezeichnen diejenigen Verhaltensweisen, in denen
einer der beiden Philosophen beide St













ur die Verzweigungen, die nach dem Schalten der Transition tl
1
bei
der Initialmarkierung von N m

oglich ist, existiert kein Zustand in A
1
, ebensowenig
ist ein Verzweigungspunkt f

ur die beiden m














Allerdings ist der Rekurrenzpunkt s
T(N )
zwar wegen Def. III.1.4.(a) in A
2
enthal-
ten, aber nicht als Vereinigungspunkt der beiden Verhaltensweisen erkennbar, die











ogliche Verzweigung im Systemverhalten einen
Zustand, bei dem diese Verzweigung an der Existenz verschiedener auslaufender
Kanten erkennbar wird. Ebenso ist die Vereinigung im Verhalten des Netzes durch
einen entsprechenden Zustand gekennzeichnet.
Wir nennen einen Prozeautomaten zu einem Spursystem verzweigungs-, ver-
einigungs- und rekurrenzvollst






ogliche Verzweigung, Vereinigung und Rekurrenz
dieses Spursystems enth

alt und weiterhin die Verzweigung, Vereinigung oder Re-
kurrenz bei diesem Zustand durch die Existenz verschiedener aus diesem Zustand
auslaufende bzw. in diesen Zustand einlaufende Kanten erkennbar ist. Wir nennen
einen Prozeautomaten koniktvollst





Diese Begrisbildung ist nicht allein dadurch motiviert, da die Koniktstruk-
tur eines Spursystems in einem in diesem Sinne vollst

andigen Prozeautomaten
oen zutage liegt (tats

achlich werden diese Vollst

andigkeitseigenschaften in Kapi-
tel IV zur Entwicklung eines Modelcheckers f

ur die temporale Logik DCTL nicht
ben






Prozeautomaten A kann in zwei Dimensionen gemessen werden: Die Anzahl seiner
Zust

ande und die Anzahl der Ereignisse, die in Semiordnungen vorkommen, f

ur die





origen Spursystems T ist, jedoch f

ur einen der Verzweigungspunkte
von T keinen entsprechenden Zustand enth

alt, mu dennoch eine Kantenverzwei-
gung bei einem Zustand s f

ur einen auftretenden Konikt zwischen Aktionen a
und b enthalten, allerdings m

ussen a und b nicht simultan bei s schaltf

ahig sein.
D. h., da dasselbe Verhalten als Pr

ax verschiedener Semiordnungen auftritt, f

ur
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die Transitionen bei s deniert sind; A enth

alt mehr als die unbedingt notwendige






ist ein Beispiel f

ur einen solchen Zustand. Analoge

Uberlegungen lassen sich f

ur
Vereinigungspunkte bzw. Rekurrenzpunkte anstellen: Enth

alt ein Prozeautomat





















ucksichtigen, da es Systemaktionen geben kann, die nebenl

au-
g zu der Auswahl einer Verhaltensm

oglichkeit bzw. zur Vereinigung verschiedener
Alternativen stattnden. Etwa w








ande, bei denen die voneinander abh

angigen
Aktionen a und b simultan schaltf
















anden eines Spursystems, die solche Zust

ande
in Beziehung setzt, die sich nur durch das Weiterschalten von Aktionen unterschei-
den, die nicht in B enthalten sind.
III.1.9. Definition. Sei T ein Spursystem





























































Aquivalenzrelation ist, bezeichnen wir die

Aquivalenz-































Wir kommen nun zur Denition von Verzweigungs-, Vereinigungs- und Rekur-
renzpunkten.
III.1.10. Definition (Verzweigungs-, Vereinigungs- und Rekurrenzpunkte).
Sei T ein Spursystem

uber  und seien a; b 2 A

mit a =j b und a D

b. Ein
Zustand s 2 S
T




























s gibt. Ist s ein ha; bi-Vereinigungspunkt und gibt es weiterhin Semiordnun-












(max(x)) & b 2 
y
(max(y)))
_ (b 2 
x
(max(x)) & a 2 
y
(max(y))) ;
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so nennen wir s einen ha; bi-Rekurrenzpunkt in T .






(T)) die Menge der ha; bi-Verzwei-
gungspunkte (ha; bi-Vereinigungspunkte, ha; bi-Rekurrenzpunkte) in T . 
III.1.11. Lemma. Sei s 2 S
T
ein Zustand eines Spursystems T

uber .





















III.1.12. Definition (Verzweigungs-, Vereinigungs- und Rekurrenzvollst

andig-
keit). Sei A ein vollst

andiger Prozeautomat zu einem Spursystem T

uber dem
Spuralphabet  und seien a; b 2 A

mit a =j b und a D

b.
(a) A heit ha; bi-verzweigungsvollst

andig, wenn es f






































; a 2 
x




(b) Wir nennen A ha; bi-vereinigungsvollst

andig, wenn es f






































; a 2 
x




(c) Schlielich ist A ha; bi-rekurrenzvollst

andig, wenn es f






































; a 2 
x






















ur alle a; b 2 A

















andig). Ist A schlie-
lich verzweigungs-, vereinigungs- und rekurrenzvollst





III.1.13. Definition (Minimaler Prozeautomat). Ist A ein Prozeautomat
zu einem Spursystem T , so nennen wir A minimal, wenn A koniktvollst

andig ist
und eine minimale Zahl von Zust

anden unter allen koniktvollst

andigen Proze-
automaten zu T aufweist. 

























Abbildung III.4. Ein globaler Vereinigungspunkt.
III.1.14. Bemerkung (Nicht lokale Vereinigunspunkte). Leser, die mit der Theo-
rie der verzweigten Abl

aufe und ihrer endlichen Repr

asentation, der Aualtung vertraut
sind, m

ogen sich die Frage nach dem Verh

altnis von Vereinigungspunkten und cut-o-
Ereignissen stellen. Wir k

onnen eine Semiordnung x als lokale Konguration ansehen,
wenn jmax(x)j 6 1 ist ( ist eine lokale Konguration). Zur Denition von cut-o-
Ereignissen sind verschiedene Eigenschaften (vgl. [31, 53]) notwendig, von denen an
dieser Stelle jedoch nur die folgende interessant ist: Ist e 2 max(x) ein cut-o-Ereignis,























(T). Allerdings gibt es Vereinigungs-
punkte, die nicht lokal, d. h. nicht durch das ausschlieliche Stattnden von Ereignissen
in der Vergangenheit von e bzw. e
0
erreichbar sind. Ein Beispiel ist in Abb. III.4 gezeigt.
Keine der vier Transitionen bestimmt ein cut-o-Ereignis, der Zustand fq
i
: 1 6 i 6 4g





III.2. Erzeugung von Prozeautomaten
In diesem Abschnitt diskutieren wir einen Algorithmus zur Konstruktion eines
Prozeautomaten A zu einem Spursystem T

uber einem Spuralphabet . Wir
zeigen, da A vollst

andig bzgl. T ist.
Der als Algorithmus III.1 abgebildete funktioniert wie folgt: Es nden zwei
Mengen S
A






ande von T ,
die bei der Erzeugung von A generiert werden; diese Menge wird nach Termination















(s; x) erzeugt wurden, die der Prozeautomat nach Termination des Algorithmus
enth

alt. Initial enthalten Q und S
A














; : : : ; x
k
erzeugt, die bei diesem Zustand




(1 6 i 6 k), die sich aus dem
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algorithm generate is
input T , ein Spursystem

uber ;
output A, ein Prozeautomat zu T ;























 ?; Q fs
A
g;
(2) while Q =j ? do
(3) select s 2 Q; Q Q  fsg;
(4) foreach C 2 steps(s) do






















































uberdies noch nicht in S
A
vorhanden, so ist s
i





ugt. s ist nun behandelt und kann aus Q entfernt werden.
Wir haben die folgenden Probleme zu behandeln:
(P1) Ist s ein bereits erzeugter Zustand vonA, wie konstruieren wir eine ad

aqua-


















(P2) Unter welchen Bedingungen k

onnen weitere Ereignisse zu einer Semiord-
nung x, die bei s konzessioniert ist, hinzugef

ugt werden. Wann terminiert
die Konstruktion einer Semiordnung?





ur die bei s stattndenden Transitionen Semiordnungen konstruieren.
Dabei ist oenbar sicherzustellen, da jede bei s konzessionierte Aktion als Ereig-
nisbeschriftung in einer dieser Semiordnungen vorkommt. Problematischer jedoch
ist, da bei s alternative Verhaltensweisen konzessioniert sein k

onnen, d. h. es gibt















ein z 2 x_y ; an diesem Punkt m






in A erzeugt werden (vgl. die Diskussion von Problem (P2)). Diese
"
globale\ Cha-
rakterisierung alternativen Verhaltens ist allerdings nicht hilfreich. Wir ben

otigen
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Ein erster Ansatz w

are: Es gibt alternative Verhaltensweisen bei s, wenn es bei
s konzessionierte Aktionen a und b mit a =j b und a D

b gibt; formal:
III.2.1. Definition. Sei T ein Spursystem



















Man beachte, da D
!

(s) im Gegensatz zu D















Betrachten wir nun die folgende Strategie zur Erzeugung von Semiordnungen




ange bei s in A auftreten: Zur Bestimmung der Menge
der minimalen Elemente solcher Semiordnungen x erzeugen wir die Menge aller
maximalen Schritte in en
T














dem Komplement von D
!

(s). Ist C eine solche Clique, konstruieren wir nun ei-









ur noch zu bestimmende unter Æ
A
(s; x) konzessionierte
Aktionen zu x hinzu, bis eine noch zu diskutierende Terminationsbedingung eintritt
(Problem (P2)).
Diese Strategie ist jedoch aufgrund der Existenz sog. Konfusion ungeeignet f

ur




ur T . Unter einer Konfusi-
on verstehen wir die folgende Situation: Sei s 2 S
T
ein Zustand eines Spursystems
T
























: Bei der Markierung Q
N
existiert der maximale Schritt C =
fa; bg. Nach der oben beschriebenen Strategie w















otigen also eine gr

oere Relation F alsD
!

(s) zur Erzeugung maximaler
Schritte bei s. Zun











, s.u.) nicht den ProzeautomatenA
2













ur a b enth

alt. Die
in Abschnitt III.3 diskutierte Reformulierung des Grundalgorithmus erzeugt jedoch f

ur dieses
Beispiel den Prozeautomaten A
2
.




















vom Zustand s sein mu, da eine Konfusionssituation nicht als direkter Konikt









ist jedoch problematisch, da w

ahrend der Erzeugung des Prozeautomaten bereits
bekannt sein m

ute, ob a und b bei irgendeinem (u.U. noch nicht behandelten) Zu-









III.2.3. Definition. Sei T ein Spursystem

































artskoniktrelation in T . 
Wir verwenden die folgende Strategie: Sei F eine Vorw

artskoniktrelation in T .
Zur Konstruktion von bei einem Zustand s von T konzessionierten Semiordnungen,






F b & F (a)  en
T
(s) & F (b)  en
T
(s):
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zur Erzeugung maximaler Schritte.
Die in Beispiel III.2.2 dargestelle Konfusionssituation wird nun wie folgt be-
handelt: Unter der Relation I(s) wird f

ur eine Aktion b ein Einzelschritt erzeugt
(d. h. ein Schritt der Form C = fbg), wenn es eine weitere Aktion c gibt, die sich
in Vorw

artskonikt zu c bendet und die bei s keine Konzession hat.
Nun wandeln wir wie oben beschrieben einen unter I(s) erzeugten maximalen
Schritt C in eine Semiordnung x um. Da x | wie wir bei unserer Diskussion von
Problem (P2) sehen werden | lediglich um solche Ereignisse e erweitert wird, f

ur
deren Beschriftungen F (
x
(e)) = ? gilt, wird c unter der Voraussetzung, da es
einen Zustand s
0
gibt, bei dem c konzessioniert ist, irgendwann Konzession erhalten.
Zu Problem (P1): Teil II. Wir haben in unserer Diskussion von Problem
(P1) allerdings folgende Situation

ubersehen: Sei s 2 S
T
ein Zustand, der bei
der Konstruktion eines Prozeautomaten A erzeugt wird. Nehmen wir eine Se-
miordnung y 2 CSO() und eine Aktion a 2 A








weiterhin sei y minimal bzgl. 6, d. h. es gibt ein eindeutig bestimmtes Ereignis




(e) = a; wir konstruieren einen Fall, in dem y 2 SL(A),
jedoch [y Æ

a] 2j SL(A) ist.
Sei b 2 A

eine weitere Aktion mit a D

b, wobei wir | um die Diskussion

uberschaubar zu halten | D

(a) = fbg annehmen; der Fall D

(a)  fbg kann
ganz analog behandelt werden. Untersuchen wir den Schritt C genauer, der bei s




(min(y))  C gilt. Gilt a 2j en
T
(s), so wird f

ur b ein
Einzelschritt konstruiert; es gilt entweder C = fbg oder b 2j C. In beiden F

allen
raubt b der Aktion a nach dem Feuern von y nicht die Konzession.
Gilt allerdings a 2 en
T
, ist es m








urlich a 2j C gilt, d. h. insbesondere ist jCj > 1. Zun

achst stellen wir








































(e) bei s ein Einzelschritt erzeugt werden.







doch nicht. Abb. III.6 stellt ein Spursystem und ein Netzsystem f

ur diese Situation
dar: Unter der in Teil I diskutierten Strategie wird der entstehende Prozeautomat
das Semiwort ca nicht als Element seiner Semisprache enthalten.
Zum Zustandekommen dieser Situation ist es jedoch oenbar notwendig, da a
bei s und bei Æ
T






























und fordern wir, da Aktionen c mit per(c) =j ? als Einzelschritte behandelt wer-
den; die Redenition der Relation I(s) ist dann




F b & F (a)  en
T
(s) & F (b)  en
T
(s)
& per(a) = ? & per(b) = ?:
































eine akzeptable Wahl. 
III.2.5. Bemerkung. Vernadat et. al. [93, 94] verfolgen zur Erzeugung von step
covering graphs eine

ahnliche Strategie, allerdings wird anstelle von F und per eine
transitive Vorw

artskoniktrelation verwendet; dieser Umgang mit der in Teil II unse-
rer Diskussion zu Problem (P2) dargestellten Situation erzeugt aber oenbar kleinere
Schritte als unsere L

osung des Problems. 







uhren werden. Vorbereitend ben

otigen wir den Begri des Kreises
in einem Spursystem T .
III.2.6. Definition. Sei T ein Spursystem

uber . Ein Weg in T ist eine


























































gilt, und Elementarkreis, wenn  ein Kreis










ur 0 6 i 6 n,


























































Abbildung III.7. Illustration zum Beweis von Theorem III.2.7.
III.2.7. Theorem. Sei T ein wohlgeformtes Spursystem

uber . Dann verl

auft















uber einen Zustand s
i
(0 6



















i  1; falls i > 0;
n  1; sonst.


























































ur ein i mit 0 6 i 6 n gilt. Da T







Initialisierungsaktion von T ist. W










; : : : ; s
0
k 1
liegen nicht auf einem Elementarkreis. Der Einfachheit
halber nehmen wir i = 0 an; ist dies nicht der Fall, k

onnen wir o. B. d.A. die






















k = 1 stellt sich als unm
















nach Denition I.3.12.(b). Dies widerspricht jedoch
Denition I.3.51.(c): T w

are nicht initialisiert.
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gibt. Die Existenz eines




Theorem III.2.7 liefert uns noch kein brauchbares Terminationskriterium f

ur
die Konstruktion von Semiordnungen bei einem w

ahrend der Prozeautomaten-
erzeugung betrachteten Zustand. Ein solches Kriterium l

at sich jedoch aus der
folgenden Eigenschaft von Semiw

ortern x 2 LSSL(T) herleiten.
III.2.8. Theorem. Sei T ein wohlgeformtes Spursystem










; : : : eine unendliche Folge von Semi-
ordnungen mit x
i







ur ein a 2 A

(0 6 i), so existiert
ein k > 0, so da jedes e 2 max(x
k















ur alle j > k, oder




angige Menge C  E
x
k




















ahlen wir ein n > 0 so, da f

















ur alle j > n, oder






























































Da T endlich ist, l

at sich immer ein solches x
n




; : : :
nden.
Wir stellen nun eine Menge M  E
x
n
zusammen, die die maximalen Ereignisse




achst sind alle Ereignisse e in M





ur e und e
0






















s; weiterhin deniert jede
Linearisierung von y einen Kreis  in T . Da jeder Kreis  von T als eine Folge
von Elementarkreisen dargestellt werden kann, enth

alt  nach Theorem III.2.7
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wenigstens einen Rekurrenzpunkt s
0






, so da 
die Linearisierung eines Pr

ax z von y ist. Dann ist H
y
z






angigen Menge C im Theorem. Damit sind alle Elemente von
M bestimmt.













ullt x die Anforderungen an
x
k
. Um nachzuweisen, da es ein k mit x  x
k
gibt, machen wir uns klar, da
es unabh






















 x ist. Wir setzen k = l. 
Inwieweit ist Theorem III.2.8 nun bei der Suche nach einem Terminationskrite-
rium f

ur die Erzeugung von Semiordnungen bei der Prozeautomatengenerierung
hilfreich? Die Konstruktion einer Semiordnung x, f

ur die bei einem Zustand s





werden soll, geschieht, indem weitere Aktionen zu x hinzugef

ugt werden. Soll-
te bei diesem Vorgehen ein Vereinigungs- oder Rekurrenzpunkt erreicht werden,
kann die Konstruktion von x an dieser Stelle abgebrochen werden: Wird ein ha; bi-
Vereinigungspunkt erreicht, so bleibt das mit a bzw. b beschriftete Ereignis e maxi-









angig von der Beschriftung von e sind.





), so da die maximalen Ereignisse in y entweder einen Rekurrenz-
punkt herstellen (Eigenschaft (b)), oder aber








































Jede irreexive und symmetrische Relation B  D









koniktrelation in T . 
Damit haben wir Problem (P2) gel

ost. Ist x eine bei einem Zustand s konzessio-
nierte Semiordnung, f

ugen wir nur dann ein neues Ereignis e mit einer Beschriftung









, d. h. a ist konzessioniert nach dem Schalten von x bei s;
(T2) F (a) = ?, wobei F eine Vorw

artskoniktrelation ist. D. h. es gibt keine
Aktion in Vorw

artskonikt zu a; und
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procedure extend(x : in out CSO(); s : in out S
T
) is




(1) A addable(x; s);
(2) while A =j ? do





(4) A addable(s; x)
(5) od
end extend;
Algorithmus III.2. Prozedur extend.













artskoniktmenge, so bleibt e maximal in x Æ






(e)) =j ? folgt e 2 max(x Æ

a).
Theorem III.2.8 sichert uns zu, da diese Prozedur letztendlich terminiert.
Teilalgorithmen. Wir gehen davon aus, da eine Vorw








ur das Spursystem T berechnet wurde, das Eingabe
von Algorithmus III.1 ist. In Algorithmus III.1 nden die folgenden Unterroutinen
Verwendung:
(a) steps(s) gibt die Menge aller maximalen Cliquen innerhalb der Transiti-
onsmenge en
T
(s) bzgl. der Relation I(s) zur

uck.









; : : : ; a
n






(c) Die Prozedur extend(x; s) ist als Algorithmus III.2 abgebildet. Sie erweitert
eine Semiordnung x, die durch so(C) berechnet wird, solange um weitere
Ereignisse, bis keines der Kriterien T1 bis T3 mehr erf

ullt werden kann.
Simultan wird der Zustand s zu Æ
T
(s; x) aktualisiert.
(d) addable(x; s) gibt eine Menge A von Aktionen zur

uck, so da f

ur x und s
die Kriterien T1, T2 und T3 f

ur alle a 2 A erf

ullt sind.
III.2.10. Bemerkung. Wir werden sehen (Bemerkung III.2.16), da die Anzahl der
bei einem Zustand s schaltf

ahigen Schritte exponentiell in der Anzahl der bei diesem
Zustand konzessionierten Aktionen sein kann. Deshalb ist bei der Auswahl eines Algo-
rithmus f

ur die Operation steps besondere Sorgfalt notwendig. Eine naive Wahl f

uhrt
leicht dazu, da Cliquen mehrfach aufgez

ahlt werden. Ein Algorithmus, der dies vermei-
det, ist das Verfahren von C. Bron und J. Kerbosch [12, 72]. 







lation werden wir in Abschnitt III.3

Uberlegungen anstellen, wir wollen aber an dieser
Stelle bereits einige M

oglichkeiten zur Denition solcher Relationen diskutieren. F

ur





























sicher eine akzeptable Wahl.
Allerdings ist dies f

ur viele Systeme nicht der Fall.
































=j ? ein Kontakt
vor, dann kann t
1
erst schalten, nachdem t
2









Wenn wir also stark zusammenh

angende Netzsysteme betrachten, wie das in der Praxis
i. d.R. der Fall sein wird, existiert f

ur jede Transition t
1
, die bei einem Zustand Q kon-
















ande Q von N ist: Algorithmus III.1 erzeugt f

ur
alle Transitionen t 2 en
N
(Q) lediglich Einzelschritte, d. h. Algorithmus III.1 stellt eine
kostspielige Art dar, das Spursystem T(N ) explizit aufzubauen.









t =j ? und t
.
=j ? gilt, so k

onnen wir eine Vorw


























j > 1 gilt; unser Grundalgorithmus stellt sich
praktisch auch f

ur kontaktfreie Netze als unbrauchbar heraus.

























anden sich die beiden Transitionen a und b des Netzsystems in Abb III.8 nicht in
B-Relation zueinander (obwohl allerdings B(a) =j ? und B(b) =j ? gilt). Der Zustand
fp; qg ist aber ein a; b-Vereinigungspunkt. 
Korrektheit, Termination und Aufwand des Grundalgorithmus. Wir
zeigen nun, da Algorithmus III.1 partiell und total korrekt ist bzgl. der Aufgabe,








wohlgeformtes Spursystem zu konstruieren. Weiterhin stellen wir eine | wenn auch
grobe | Aufwandsbetrachtung an.
III.2.12. Theorem. Algorithmus III.1 terminiert f

ur jedes wohlgeformte Spur-
system T.
Beweis. Die Termination von Algorithmus III.2 folgt aus Theorem III.2.8. Da
T jedoch nur endlich viele Zust

ande aufweist, folgt das Theorem. 
III.2.13. Theorem. Ist A ein Prozeautomat, der mit Hilfe von Algorithmus
III.1 f












gilt initial nach Ausf

uhrung von Zeile (1). Bei jedem Schleifendurch-









uhrung des Algorithmus gilt); nehmen wir als Induktionshypothese s 2 S
T
an. Es werden nun mit Hilfe der Prozeduren steps, so und extend Semiordnungen
x mit Æ
T
(s; x) = s
0























und x 2 X
A
. 
III.2.14. Theorem. Ist A ein Prozeautomat zu einem wohlgeformten Spur-




Beweis. Zur Vereinfachung der Notation bezeichnen wir mit ext(C; s) f

ur eine
Clique C  A

bzgl. der Relation I(s), wie sie durch die Prozedur steps in Zeile (4)
von Algorithmus III.1 gebildet wird, die Semiordnung x, die durch die Ausf

uhrung




Nehmen wir ein x

2 LSSL(T)   SL(A) an und w

ahlen wir ein Semiwort
x 2 LSSL(T)  SL(A) so, da x minimal bzgl. 6 ist und x 6 x

gilt. Weiterhin
sei y 2 SL(A) ein bzgl. 6 maximales Semiwort mit y 6 x . Oenbar k

onnen wir

























ur ein e 2 E
x

schreiben: Nehmen wir 
x
































urde bei s ein Schritt C mit a 2 C erzeugt und
expandiert.

















; : : : ; y
n 1


















ur 0 6 i < n
















































Abbildung III.9. Illustration zum Beweis von Theorem III.2.13
gilt. Wenn wir mit y
i





























() = y Æ

y.









































Koordinatensystem\ etabliert haben, k

onnen wir es ver-

































































ur 0 6 i < n; E ist
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Sei i < n der kleinste Index, so da E
i

















gilt. Ausgehend vom Zustand s
i
zeigen wir nun, da wiederholte Aufrufe von Al-


















ur den Zustand s
i





ur alle e 2 min(y
i
) gilt F (
y
i










artskoniktrelation ist, die bei der Ausf

uhrung von Algorithmus III.1
verwendet wird. In diesem Fall gibt es eine maximale Clique C  A

bzgl. der



















ur alle c 2 C, da F  D
!






) = ?, ist andererseits















Bedingung (III.2.) nicht erf






a 2j C zu behandeln. Dies ist jedoch genau die im Teil II der Diskussion von






















; so(C))) gebildet, so geschieht




) = ? zu so(C) hinzugef

ugt werden.
















). Der wesentliche Punkt
jedoch ist, da f

































Fall 2. Es gibt ein e 2 min(y
i
), so da F (
y
i








) gilt. In diesem Fall wird bei s
i
durch die Prozedur steps in Algorithmus
III.1 ein Einzelschritt C = f
y
i
(e)g konstruiert, mit dem die Prozedur extend








































































). Wir zeigen nun, da bei diesem























ur alle e 2 E
~y
i+1

































) & a D

bg
nicht leer ist. Nehmen wir dies aber an, k

onnen wir analog zu Fall 1 und Fall 2
argumentieren.
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Fall 3. Ist hingegen
~
E = ? so gilt C \
~





ahigen Aktionen bzgl. der Relation I(~s
i+1
) ist; dieser Fall kann
also analog zu Fall 1 behandelt werden.
Allgemein k





































angig von a ist. Wir verzichten darauf, die
Induktion explizit vorzunehmen, da sie notwendigerweise sehr technisch ausfallen
w

urde und die ben

otigte Argumentation bereits klar sein sollte.




) ist: Bei diesem Zustand wird ein Schritt C mit
a 2 C konstruiert, der zu einer Semiordnung ~z
n
erweitert wird, die ein minimales,
mit a beschriftetes Ereignis enth



























d. h. [y Æ

a] = x 2 SL(A). 
III.2.15. Theorem. Das Theorem gilt unter der Annahme, da die folgenden





(a) Die Auswertung der Ausdr

ucke a F b bzw. a B b sowie per(a) = ?,
wobei F und B die bei der Ausf













ur einen Zustand s eines Spursystems T

uber  und einer Aktion a 2 A

.




ur einen Zustand s eines Spursys-
tems T






ur die Konstruktion eines Prozeautomaten A zu einem Spursys-
tem T
















ur eine Konstante c > 0, wobei k die maximale Gr













, so entspricht der durch Algorithmus III.1 kon-
struierte Prozeautomat dem Spursystem T in dem Sinne, da es sich bei den
Semiordnungen, f

ur die Transitionen in A deniert sind, um Buchstaben handelt.
Das erkl






errechnet sich wie folgt: F

ur jeden Zustand s 2 S
A
von A werden durch die
Prozedur steps h





ur eine Konstante d > 0 konstruiert (Bei-
spiele, in denen die Gleichheit gilt, k

onnen leicht konstruiert werden, wie wir in der





j Ereignisse zu einer Semiordnung erweitert; das Hinzuf

ugen eines Ereignisses
zu einer Semiordnung x kann in polynomieller Zeit geschehen | diese Operati-






j). Damit ist der Zeitaufwand,
der zur vollst

andigen Bearbeitung eines Zustandes ben

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III.2.16. Bemerkung. Die Existens von d  2
k
Schritten mit
k = max fjCj : C max. Clique bzgl. I(s) in A

g
wird durch das folgende Beispiel belegt: Denieren wir eine Komponente C eines Netz-






























ein Netzsystem, das aus n solcher Komponenten besteht, wobei zwischen den
einzelnen Komponenten kein Zusammenhang besteht. Ein einfaches induktives Argument









III.2.17. Theorem. Der durch Algorithmus III.1 f

ur ein wohlgeformtes Spur-
system T

uber  erzeugte Prozeautomat ist koniktvollst

andig.
Beweis. Das Theorem folgt sofort aus der Verwendung einer Vorw

artskonik-




artskoniktrelation B zur Initiierung und Terminie-
rung der Prozedur extend. 
III.3. Verbesserungen des Grundalgorithmus
Wir befassen uns in diesem Abschnitt mit verschiedenen Verbesserungen des
Laufzeit- und Speicherplatzverhaltens des Grundalgorithmus III.1. Eine erste Ver-





ande als redundant identiziert und entfernt
werden.
Die zweite Verbesserung beruht auf der Beobachtung, da die Betrachtung
bestimmter Aktionen, die bei einem Zustand s eines Spursystems T konzessio-
niert sind, der w

ahrend der Konstruktion eines Prozeautomaten auftritt, auf einen
sp

ateren Zeitpunkt verschoben werden kann. Dies f

uhrt zu einer Reformulierung
des Grundalgorithmus.
Schlielich verwenden wir den in Abschnitt II.1 erarbeiteten Komponentenbe-






zu bestimmen. Zu diesem Zweck werden auch Fallen deniert, die in
Verbindung mit Komponenten eine weitere Verbesserung der Wahl der Relationen





ande. Sei T ein wohlgeformtes Spursystem

uber . Wie leicht einzusehen ist, mag ein durch Algorithmus III.3 konstruierter
Prozeautomat A Zust

ande s 2 S
A




























ur x; y 2 X
A
deniert sind. Solche Zust

ande s sind oenbar redundant
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und k

onnen zusammen mit beiden inzidenten Kanten nach erfolgter Konstruktion















input T , ein wohlgeformtes Spursystem

uber ;
output A, ein Prozeautomat zu T ;
local variables Q : stack of S
T
;

























 ?; push(Q; s
A
);
(2) while :empty(Q) do
(3) s top(Q); pop(Q); loop false;










(5) if U =j ? then
(6) foreach C 2 U do







































(16) if loop _ U = ? then
(17) foreach C 2 V do




































Algorithmus III.3. Reformulierung des Grundalgorithmus III.1.
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Verschieben der Betrachtung konzessionierter Transitionen. Sei s ein
Zustand des Spursystems T

uber einem Spuralphabet , der w

ahrend der Kon-
struktion eines Prozeautomaten zu T auftritt, und sei F eine Vorw

artskonik-
trelation zu T . Wie wir in Abschnitt III.2 dargestellt haben, gilt I(s)(a) = fag
f

ur solche Transitionen a 2 A

mit F (a) j en
T
(s), d. h. durch Algorithmus III.1
wird ein Einzelschritt C = fag als Grundlage f

ur die Konstruktion einer bei s
schaltf

ahigen Semiordnung erzeugt. Nehmen wir weiter F (a)\ en
T





(s) ein weiterer Schritt mit a 2j C
0





i die mit C
0
assoziierte Semiordnung. Die Prozedur extend f

ugt zu x ausschlielich Transitionen
mit leerer Vorw

artskoniktmenge hinzu, d. h. ist x nach Termination von extend
zu y erweitert worden, ist a weiterhin schaltf

ahig nach dem Feuern von y bei s. Es
ist deshalb nicht notwendig, a bei s zu beachten. Die Betrachtung von a kann ver-
schoben werden, bis ein Zustand erzeugt wird, bei dem a einem Schritt mit mehr
als einem Element zugeordnet werden kann.
Diese Regel hat zwei Ausnahmen:
(a) Jede Transition b 2 en
T
(s) hat die oben genannte Eigenschaft: F (b) j
en
T
(s)) F (b) \ en
T
(s) = ? oder
(b) das Hinzuf









uhrt zu einem Kreis in
dem zu konstruierenden Prozeautomaten, d. h. der Zustand s
0
wurde be-
reits erzeugt und s ist

uber eine Folge von Transitionen des Prozeauto-
maten von s
0






Reformulierung des Grundalgorithmus. Die folgenden Datenstrukturen nden
in der Reformulierung III.3 des Grundalgorithmus Verwendung:








(b) T ist eine Relation, die den sog. spannenden Baum des erzeugten Pro-
zeautomaten A repr

asentiert. T dient zum Aufsp

uren von Kreisen in A.
Wir kommen im n

achsten Teilabschnitt nach einer genaueren Analyse der
durch Algorithmus III.3 vorgenommenen Tiefensuche in A darauf zur

uck.
(c) U und V sind Mengen von Aktionsmengen. U enth

alt solche Schritte, die





alt Einzelschritte, die m

oglicherweise bei s noch nicht be-
trachtet werden m

ussen. Die Schleife (6) { (14) behandelt Schritte in U ,
Einzelschritte aus V werden in der Schleife (17) { (23) bearbeitet.







) : a 2 en
T
(s)
& F (a) j en
T






ur einen Zustand s 2 S
T







oglicherweise noch nicht betrachtet werden m

ussen. Die
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Prozedur steps wird nun mit einer Aktionsmenge A  en
T
(s) anstatt mit dem
Zustand s selbst parametrisiert: steps(A) gibt die Menge der maximalen Schritte
in A bzgl. der Relation I(s) zur

uck.





otigen wir weitere Begrie. Zur Argumentation

uber Kreise
in einem gerichteten Graphen und ihrer AuÆndung mit Hilfe einer Tiefensuche,





uhrlichere Diskussion ndet sich in [54].
III.3.1. Definition. Ist A ein Prozeautomat zu einem Spursystem T

uber ,









































ugt, d. h. einen Knoten ohne einlaufende Kanten, von dem aus je-
der andere Knoten des Graphen

uber einen Kantenzug erreichbar ist. Die folgende
Denition beschreibt, was wir in diesem Abschnitt unter einem Graphen verste-
hen wollen. Teilgraphen von Graphen umfassen vollst

andig deren Knotenmenge,
weisen aber u.U. nur eine Teilmenge ihrer Kantenmenge auf. Dabei ist wichtig,
da der Wurzelknoten eines Teilgraphen mit dem des zugrunde liegenden Graphen

ubereinstimmt.
III.3.2. Definition. Allgemein sprechen wir von einer Struktur G = hS;R; si
als von einem endlichen, gerichteten und verankerten Graphen oder kurz als von
einem Graphen, wenn S eine endliche Menge von Knoten, R  S  S eine Kan-
























Ein Baum ist ein Graph, dessen Knoten mit Ausnahme des Wurzelknotens ge-
nau eine einlaufende Kante aufweisen, wobei keine Kante in die Wurzel einl

auft.
Teilgraphen von Graphen, die B






ur jeden Graphen G im Sinne von Denition III.3.2 existiert wenigstens ein
spannender Baum. W

urden wir die Voraussetzung der Existenz einer Wurzel aufge-
ben, m

uten wir von einem spannenden Wald reden, d. h. einer Menge von B

aumen
mit paarweise disjunkten Knotenmengen, deren (komponentenweise) Vereinigung
einen Teilgraph von G erg

abe.



















< 1) s = s
G

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algorithm dfs is
input G, ein Graph;
output num; cnum : array S
G













: set of R
G
 ?, eine Partitionierung von R
G
;







































) c; c c+ 1;
(7') else
























































ur alle s 2 S
G
gilt. Ist ein Teilgraph F von G ein Baum, so heit F spannender
Baum von G. 
Bekanntermaen deniert eine Tiefensuche innerhalb eines Graphen einen span-
nenden Baum dieses Graphen. Zur Illustration dient Algorithmus III.4. Neben den
Knotennummerierungen num und cnum, die der Reihenfolge entsprechen, in der
die Knoten des Eingabegraphen G besucht werden bzw. ihr Besuch abgeschlossen
ist (d. h. alle Nachfolger eines Knotens wurden besucht), wird eine Partitionierung



















(Querkanten) berechnet. I. E.:
(a) hs; s
0
i ist eine Baumkante, wenn sie zu dem durch Algorithmus III.4 be-






















uber eine Folge von wenigstens
zwei Baumkanten erreichbar ist;















Abbildung III.10. Kantenpartitionierung durch Tiefensuche.
(c) hs; s
0








uber eine Folge von
Baumkanten erreichbar ist. hs; s
0
i schliet also einen Kreis in G.
(d) hs; s
0
i ist eine Querkante, wenn s
0
zum Zeitpunkt des Besuchs von s in-
nerhalb eines bereits vollst

andig traversierten Unterbaums von F liegt.
Querkanten schlieen keine Kreise.
III.3.4. Beispiel. Abbildung III.10 zeigt einen Graphen, dessen Kanten entsprechend
der durch eine bestimmte Besuchsreihenfolge denierten Partitionierung bezeichnet sind.
Die Knoten s des Graphen sind mit Paaren num(s); cnum(s) beschriftet. 














. Man kann sich leicht

uberlegen, da









ur die durch Algorithmus III.4 f

ur einen Graphen G be-














































, num(s) 6 num(s
0








) num(s) < num(s
0








) num(s) < num(s
0








) num(s) > num(s
0








) num(s) > num(s
0
) & cnum(s) > cnum(s
0
).
Beweis. Einfache Folgerungen aus [54], Lemma 2 in Abschnitt IV.5. 
102 Prozeautomaten Kapitel III
Es ist wichtig, da es keine Kanten hs; s
0
i gibt, so da s
0
in einem zum Zeitpunkt
des Besuchs von s noch unbesuchten Unterbaum des erzeugten spannenden Baums
liegt und hs; s
0
i keine Baumkante ist (man stelle sich in dem Graphen in Abbildung










) num(s) < num(s
0












Oenbar deniert jede Traversierung eines Graphen einen spannenden Baum
dieses Graphen wie auch die zugeh

origen Abbildungen num und cnum. Gehen wir
deshalb von der Reihenfolge aus, in der die Zust

ande eines Prozeautomaten durch
Algorithmus III.3 erzeugt werden, k

onnen wir diesen Zust

anden s die Nummern
num(s) und cnum(s) zuordnen. Weiterhin k





















artskanten bzw. Querkanten reden.





ur den verbesserten Grundalgorithmus vorlegen. Unsere

Uberlegungen zur Tiefensuche erlauben es uns den ansonsten schwer zu f

uhrenden
Beweis von Theorem III.3.6 mit Hilfe einer einfachen Induktion zu formulieren.
III.3.6. Theorem. Algorithmus III.3 konstruiert f

ur jedes wohlgeformte Spur-
system T einen vollst

andigen Prozeautomaten A zu T.
Beweis. Da es sich bei A um einen Prozeautmaten zu T handelt, folgt
mit Hilfe einer Argumentation anlog zu der, die im Beweis zu Theorem III.2.13
verwendet wurde; es steht also nur die Vollst

andigkeit von A in Frage.
Wir zeigen: Ist s 2 S
A
und a 2 en
T
(s) eine Aktion mit F (a) j en
T
(s) )
F (a) \ en
T








ur alle Semiordnungen x 2 X
A
, so da Æ
A
(s; x) deniert ist, gibt es eine
















Weiterhin nehmen wir zun






ur die F (b) \ en
T
(s) =j ?) gilt.






i der Graph zu A ist. Der Beweis
erfolgt durch eine Induktion





ande s 2 S
A
,




















Sei s 2 S
A









, da sonst mit
Lemma III.3.5 cnum(s
0
) < 0 folgen w

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gilt; damit erh

alt die Variable loop in Zeile (11) den Wert true. In der Schleife (17)














. Nach Lemma III.3.5.(b) gilt cnum(s
0





. Bei der Konstruktion einer Semiordnung x mit Æ
A
(s; x) = s
0




























































. Es gilt cnum(s
0
) < cnum(s) nach Lemma III.3.5.(d), die Argumentati-










. Wiederum ist cnum(s
0
) < cnum(s), diesmal mit Hilfe von Lemma











. Nun gilt nach Lemma III.3.5.(e) cnum(s
0
) > cnum(s), die Induktions-










Uberlegungen zum Induktionsanfang cnum(s) = 0 bereits diskutiert; diese









oglicherweise in ihrer Betrachtung verschobene Ak-
tionen a behandeln, ist noch der Fall zu diskutieren, da F (a) j en
T
(s) )
F (a) \ en
T
(s) = ? f

ur alle a 2 en
T
(s) gilt. In diesem Fall wird jedoch f

ur je-
de dieser Aktionen a ein Einzelschritt fag in der Schleife (17) { (24) betrachtet;





III.3.7. Bemerkung. Wenn wir den Wert der Variablen T unmittelbar vor der Ter-











von G(A). Die Verwendung der Inversen zu R
T
A








s leichter zu gestalten. 
III.3.8. Bemerkung. Leser, die mit der Theorie der sturen Mengen vertraut sind,
werden die

Ahnlichkeit der Kriterien zur Verschiebung der Betrachtung von Aktionen
und der L

osung des sogenannten ignoring problems bei der Konstruktion stur reduzierter
Transitionssysteme feststellen [90]. 







Abbildung III.11. Komponenten zur Koniktau

osung.
Kleinere Koniktrelationen | Komponenten. In Bemerkung III.2.11
haben wir bereits angedeutet, da f

















uhrt, was seinen Speicherbedarf und
















artskoniktrelation. Es ist nicht zu erwarten, da sich Algorithmus III.3
unter diesen Festlegungen wesentlich besser verh

alt. Mit Hilfe des in Abschnitt II.1
eingef

uhrten Komponentenbegris jedoch k

onnen wir eine bessere Wahl treen:




eines Spursystems T j
i
\(s)j 6









orige Positionszuweisung und s 2 S
T
ist.









und eine weitere Position q 2 
i
\ (s) mit p =j q gibt, so folgt p 2j (s) und
damit
.
(a) j (s), was wiederum a 2j en
T
(s) impliziert. Abb. III.11 stellt die
beschriebene Situation dar.
Wie hilft uns nun diese

Uberlegung bei unserer Suche nach einer kleineren
Vorw

artskoniktrelation? Wir suchen ein Kriterium, das uns f

ur zwei Aktionen
a; b 2 A

mit a =j b und a D

b die Eigenschaft bp
a;b
(T) = ? zusichert. Wenn wir




(b) mit p =j q w

ahlen, so da eine Komponente 
i
mit p; q 2 
i










ur alle s 2 S
T
; da sowohl p als auch q in (s)
vorhanden sein m








onnen wir auch die Zahl der Paare ha; bi 2


















so da p =j q gilt und es weiterhin eine Komponente 
i





(T) = ?. Wir fassen diese

Uberlegungen in dem folgenden Theorem zusam-
men:
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ur das es eine Positionszu-










existiert und T -

uberdeckt ist. Seien a; b 2 A

Aktionen mit a =j b
und a D











gilt, dann ist bp
a;b











Kleinere Koniktrelationen | Fallen. Der Begri der
"
Falle\, der seinen




ufung der Nichterreichbarkeit von Zust

anden s 2 bp
a;b
(T) bzw. s 2 jp
a;b
(T)
zu formulieren. Eine Falle eines Petri-Netzes N ist eine nicht leere Menge von
Pl

atzen Q  P
N




Q gilt, d. h. jede Transition, die eine Marke von
einem der Pl

atze aus Q entfernt, f

ugt eine Marke auf einem der Pl

atze in Q hinzu.
Ist T ein Spursystem mit einer Positionszuweisung , so nennen wir eine nicht


















setzen. Oenbar gilt die Implikation








) \Q =j ? (III.3.)
f





und  2 A






ange von  gef

uhrt werden.












uber , wobei a =j b und a D

b gelte. Die zugeh

orige Positions-
zuweisung sei  : S
T














die Menge derjenigen Positionen, die zur simultanen Konzessionierung von a und
b in (s) f
















Weiterhin denieren wir f










: q 2 
i
g




Q, eine Positionsmenge f

ur ein Spursystems T ;
output Q, eine Falle, die in
~
Q enthalten ist;















if Q = X then exit else Q X 
end
end traps
Algorithmus III.5. Berechnung maximaler Fallen.
als die Menge derjenigen Postitionen, die zu Komponenten geh
























also gerade diejenigen Positionen, die nicht in (s) vorhanden
sein k








































, so da (s
T
)\Q =j ? ist, folgt bp
a;b






















Die Vereinigung von Fallen ist wiederum eine Falle. Damit enth

alt jede Menge
von Positionen eines Spursystems eine eindeutig bestimmte maximale Falle bzgl.
der Mengeninklusion. Ein einfacher Algorithmus zur Berechnung solcher maxima-
len Fallen in Petri-Netzen ist in [81] angegeben, die oensichtliche Verallgemei-
nerung auf T-Fallen ist als Algorithmus III.5 abgebildet. Man beachte, da die
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explizite Repr





III.3.10. Bemerkung. Die Verwendung von Fallen in Verbindung mit anderen Me-
thoden zum Nachweis der Nichterreichbarkeit von Zust

anden ndet ebenso Anwendung
in der Verikation nebenl

auger Systeme, die in diesem Kontext mit Hilfe sicherer Petri-






Dieses Kapitel behandelt die temporale Logik DCTL sowie eektive
Verfahren zum automatischen Nachweis, da ein gegebenes verteiltes
System eine durch eine DCTL-Formel beschriebene Eigenschaft auf-
weist. In Abschnitt IV.1 denieren wir die Syntax und die Semantik
DCTL. Es zeigt sich, da die Formulierung globaler Systemeigenschaf-
ten in der verteilten Logik DCTL nur schwer m

oglich ist. Wir stellen ein
Verfahren zur Behandlung derartiger Eigenschaften vor. Abschnitt IV.2
erl

autert anhand eines gr

oeren Beispiels, wie die Spezikation von Sy-
stemeigenschaften mit Hilfe von DCTL erfolgen kann. Abschnitt IV.3











i ein verteiltes System







. Der Einfachheit halber sei J =
f1; 2; : : : ; Ng.
IV.1. DCTL
DCTL (D steht f

ur distributed) ist eine agentenbasierte Version der klassi-
schen temporalen Logik CTL (computation tree logic); zudem sind aktionsbasierte
Schrittoperatoren enthalten (wir

ubersetzen nexttime operator mit Schrittopera-
tor). Alle temporalen Operatoren beziehen sich auf einen spezischen Agenten
i 2 J : Eine DCTL-Formel ' erlangt nicht durch eine beliebige Ausf

uhrungsfolge
eines verteilten Systems G

ultigkeit, sondern durch Systementwicklungen, die lokal
zu dem Agenten i stattnden. Dabei nennen wir eine Systementwicklung lokal zu i,
wenn diese Entwicklung eine Folge von Schritten des Agenten i sowie alle (und nur
diese) Aktionen anderer Agenten enth

alt, die zum Stattnden dieser Entwicklung
notwendig sind. Bevor wir die Syntax und Semantik von DCTL formal denieren,
wollen wir einige der DCTL-Operatoren informell beschreiben:
Atomare Formeln. Wie bei jeder propositionalen temporalen Logik wird die
Existenz atomarer Aussagen angenommen. Der Wahrheitswert einer solchen Aus-
sage p wird als bekannt vorausgesetzt. In DCTL stehen atomare Aussagen in Ver-
bindung mit einem Agenten i 2 J : Atomare DCTL-Formeln haben die Form p[i];
die G

ultigkeit einer solchen Formel wird dabei f

ur einen Zustand bestimmt, der
durch eine i-lokale Systementwicklung erreicht wird. F

ur andere Agenten mag p
nicht oder noch nicht gelten. Etwa kann es eine zur Entwicklung des Agenten i ne-
benl

auge Aktionsfolge eines Agenten j geben, die nicht zu einem Systemzustand
109
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f

uhrt, bei dem p gilt. Oder j partizipiert an der i-lokalen Entwicklung, die G

ultig-
keit von p wird aber nicht direkt durch eine Aktion von j hergestellt. In diesem
Fall liegt das Eintreen der G

ultigkeit von p in der lokalen Zukunft von j.
Aktionsbasierte Schrittoperatoren. F








' bedeutet: Es gibt einen a-Schritt
des Agenten i, nach dessen Stattnden ' gilt. [a]
i
' besagt: Wenn i einen a-Schritt
vornimmt, so gilt ' nach diesem Schritt. hai
i





als bedingten Schritt bezeichnen.
Der aussagenlogische Teil. Die

ublichen aussagenlogischen Junktoren stehen in
DCTL zur Verf

ugung: : (Negation), _ (Disjunktion),  (exklusive Disjunktion), ^
(Konjunktion),  (Implikation),  (

Aquivalenz). Daneben gibt es die Konstanten







ur eine gegebene (lokale)
Systementwicklung, wenn es einen Schritt des Agenten i gibt, nach dessen Ausf

uh-
rung ' gilt. AX
i






Von nun an\ und
"
Letztendlich\. Wollten wir den Versuch unternehmen, f

ur
die DCTL-Operatoren das linguistische Gegenst











Letztendlich wird : : : (aus
Sicht von i) gelten\

ubersetzen. Beide Operatoren tauchen in der existenz- und
allquantorisierten Form auf; es ergeben sich also vier Kombinationen (wir lassen
den Satzteil
"





Von nun an gilt ' f















Letztendlich wird bei wenigstens einer i-lokalen Entwicklung ' gel-







Letztendlich wird bei jeder i-lokalen Entwicklung ' gelten\ (d. h. '
ist aus Sicht von i notwendig).
"




















Es gibt eine i-lokale Entwicklung, bei der ' gilt, solange bis  







ur alle i-lokalen Entwicklungen gilt ', solange bis  wahr
wird.\ Wieder ist das Eintreen der G

ultigkeit von  notwendig.
Beschr

ankte Operatoren. Ist C  A
i
eine Menge von Aktionen des Agenten i,
so kann die G












ankt werden, bei denen der Agent i ausschlielich Aktionen



























Abbildung IV.1. Vorrangregeln f

ur DCTL-Operatoren
aus C verwendet. Syntaktisch bezeichnen wir solche auf C beschr

ankten Opera-
toren, indem wir die Menge C in eckige Klammern hinter dem jeweiligen Opera-
tor vorgestellten Quantor au

uhren. Beispiele sind E [C] ('U
i






Weitere Operatoren. In Abschnitt IV.2 f

uhren wir in Zusammenhang mit einem
gr

oeren Anwendungsbeispiel noch die Operatoren =) (
"
bewirkt\) und at ein, die
eine










) und A (U
i
) als Grundoperatoren von DCTL, alle anderen Operatoren













Syntax von DCTL. DCTL-Formeln sind unter Bezugnahme auf eine Men-




deniert; wenn wir die Semantik von DCTL beschreiben, werden wir A = A(D)
annehmen.
IV.1.1. Definition (Syntax von DCTL). Sei P eine Menge atomarer Aussagen




eine Familie endlicher nicht leerer Mengen f

ur eine endliche nicht




ur p 2 P und i 2 J ist p[i] 2 (P;A),
(b) sind ';  2 (P;A), so sind auch '_ und und :' in (P;A) enthalten,
(c) f

ur i 2 J , a 2 A
i







 ) in (P;A) enthalten.

Wir nehmen uns die Freiheit, zus

atzliche Klammerungen (; ), h;i, [; ] oder f; g
in DCTL-Formeln zu verwenden, wann immer dies der

Ubersichtlichkeit dient.
Mit Hilfe der in Abbildung IV.1 zusammengestellten Regeln k

onnen Klammern
112 Eine Logik f











































Abbildung IV.2. Illustration zum Begri der i-Sicht.
eliminiert werden (einige der genannten Operatoren werden erst im folgenden ein-
gef














_    _ '
k
zu bezeichnen.
Agentensichten. Die Semantik von DCTL-Formeln ist relativ zu i-lokalen Sy-
stementwicklungen deniert. Wir formalisieren nun den Begri der i-lokalen Ent-
wicklung.
IV.1.2. Definition (Agentensicht). Sei x 2 CSO(). Die Sicht des Agenten

























x], die Operation #
i
() : CSW() !



































sind Agenten 1, 2 und 3 in der gezeigten Weise zugeordnet. Weiterhin sind die
1-Sicht sowie die 3-Sicht auf x abgebildet; die 2-Sicht auf x ist identisch zu x . 
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IV.1.4. Lemma. F









ist eine Kette in x.
(b) Ist #
i
x =j , dann gibt es ein eindeutig bestimmtes e 2 E
x













(c) Die Menge f#
i
y : y 6 xg ist linear geordnet unter 6.
Beweis. (a) folgt mit Theorem II.3.3 und dem Umstand, da x 2 CSW()
ist.







eine Kette ist, enth

alt diese Menge ein eindeutiges













(c) Nehmen wir Semiw























































































































Es ist interessant, die Auswirkungen von Operationen auf Agentenmengen auf
Sichten zu beobachten:
IV.1.5. Lemma. Sei x 2 CSW(). F


























x = x .
Beweis. Direkte Anwendung der entsprechenden Denitionen, wobei die not-
wendigen Berechnungen g







Semantik von DCTL. DCTL liegt ein diskretes Zeitmodell zugrunde: Ein
Fortschritt in einem verteilten System (einem Modell f

ur DCTL) ndet in diskreten
Schritten statt. Solche Schritte werden durch Systemaktionen a 2 A

bestimmt,




ur wenigstens einen Agenten i 2 J ist) relativ zu einem




uhren Schritte i-lokale Kongurationen in andere
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Abbildung IV.3. Illustration der i-Schrittrelation.
IV.1.6. Definition. Sei i 2 J und a 2 A
i


















x < y & fag = 
y
(max(y))

















IV.1.7. Beispiel. Abb. IV.3 illustriert den Begri der i-Schrittrelation. Abgebildet
sind i-lokale Kongurationen x und y , die in einem verteilten Systems D als schaltf

ahig













zugeordnet sind (grau unterlegt). Man beachte, da ein i-Schritt durchaus einen
Schritt oder mehrere Schritte anderer Agenten beinhalten kann. 
Zur Denition der Semantik von Varianten von CTL wird

ublicherweise der Be-
gri der unendlichen Aktions- oder Zustandsfolge verwendet. Systeme, die Verklem-
mungen enthalten (also solche Systeme, in denen endliche, nicht weiter fortsetzbare
Aktionsfolgen stattnden k











(s; ) = s f

ur jeden terminalen Zustand s 2 S
D
gesetzt. Das impliziert je-
doch, da (zumindest in nicht aktionsbasierten CTL-Varianten) nicht ohne weiteres
Aussagen

uber Verklemmungen gemacht werden k

onnen.
Als Alternative kann mit dem Begri des maximalen Weges gearbeitet werden.
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(D) einen i-Weg oder kurz Weg be-
ginnend bei x
0









ur j > 0 gilt.
1
 heit maximal,

























(x ) bezeichnen wir die Menge aller bei x beginnenden maximalen Wege.
F

ur Wege  2 P
D;i
(x ) verwenden wir die folgenden Schreibweisen:











von . Ist  unendlich, so setzen wir jj =
Def
1. Um die folgenden Deni-
tionen einfach zu halten, nehmen hierbei n <1 f

ur alle n 2 N an.






Wir beschreiben nun die Semantik von DCTL. Wie

ublich verwenden wir die
Schreibweise D; x  ', um auszudr

ucken, da eine Formel ' bei x 2 CNF
i
(D) in D
gilt; ist dies der Fall, so nennen wir das Paar hD; x i ein Modell von '. Dabei steht
x stellvertretend f










ultigkeit von ' lediglich von s, nicht jedoch von x ab.
Eine DCTL-Formel ' gilt in einem verteilten System D, wenn hD; i ein Modell
von ' ist; wir sagen dann, D ist ein Modell f

ur ' und schreiben D  '.
IV.1.9. Definition (Semantik von DCTL). Sei P eine Menge atomarer Aus-






deniert, so da f














(x ) = 
i
(y)
Sei ' 2 (P;A(D)) und x 2 CNF
i
(D). Die Relation  wird induktiv

uber dem
Aufbau von DCTL-Formeln deniert:
(a) F

ur alle p 2 P : D; x  p[i] gdw. p 2 
i
(x ) gilt
(b) D; x  :' gdw. D; x  ' nicht gilt.
(c) D; x  ' _  gdw. D; x  ' oder D; x   gilt.
(d) D; x  hai
i






y und D; y  ' gibt.
(e) D; x  E ('U
i
 ) gdw. es ein  2 P
D;i
(x ) und ein j < jj mit D; (j)   
gibt und weiterhin D; (k)  ' f

ur 0 6 k < j gilt.
(f) D; x  A ('U
i
 ) gdw. f

ur alle Wege  2 P
D;i
(x ) ein j < jj mit D; (j) 
 existiert und weiterhin D; (k)  ' f

ur 0 6 k < j gilt.
















(D) ist eine Abbildung [n]! CNF
i
(D), eine unendliche Folge ist eine
Abbildung N ! CNF
i
(D).
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Bei unserer Denition der G

ultigkeitsrelation ist ihre Einschr

ankung auf i-lokale
Kongurationen x zu beachten. Wir wollen diesen Punkt mit Hilfe der folgenden
Begrie verdeutlichen: Bestimmen wir zun

achst, auf welche Agentenmenge sich
eine DCTL-Formel bezieht: Die Abbildung loc : (P;A(D)) ! P(J) ist induktiv






loc('); loc(' _  ) =
Def



















f' 2 (P;A(D)) : loc(') = figg
Es ist nun leicht zu sehen, da f

ur jede DCTL-Formel ' eine Menge K  J und










ur alle i 2 K existiert,





ist. Wenn wir nun Def. IV.1.9 noch einmal vorsichtig lesen,
stellen wir fest:
D; x  ' & ' 2 
i










Bei der Auswertung einer Formel ' bei einer lokalen Konguration x wird
diese als lokal zu einem der Elemente aus loc(') behandelt. Wenn  also eine j-
getypte Teilformel einer i-getypten Formel ' mit D; x  ' ist, dann unterh

alt der





, so da ein i-Weg zu einem mit a beschrifteten Ereignis in x f

uhrt, das
wiederum diejenigen j-Wege einleitet, die zur G

ultigkeit von  f

uhren.
IV.1.10. Beispiel. Abb. IV.4 illustriert diese
"
Weitergabe der Kontrolle\ von einem
Agenten an einen anderen f












einen i-Weg, der ausgehend vom Initialzustand s
D
von D zu einem Ereignis f

uhrt, das















uhren. An dieser Stelle

ubernimmt der Agent k die Kontrolle,
indem er die Systementwicklung mit der Aktion a fortsetzt. 












are, wobei die Selektion einer der Relation 
i





atte diese Vorgehensweise die Kom-
pliziertheit von Def. IV.1.9 stark erh

oht; es ist unwahrscheinlich, da dadurch die





















Abbildung IV.4. Illustration zur Interpretation von Teilformeln.
IV.1.11. Bemerkung. Die in [71, 85] vorgestelle Logik TrPTL unterscheidet sich
(auch) in diesem Punkt von DCTL: In TrPTL kann die
"
Weitergabe der Kontrolle\ von i
nach j auch indirekt erfolgen, indem die G

ultigkeit einer j-getypten Teilformel bei einer
i-lokalen Konguration x durch die gr

ote j-lokale Konguration y bestimmt ist, die
ein Pr

ax von x ist. Das impliziert, da in TrPTL Aussagen formulierbar sind, die sich
auf die Vergangenheit einer Systementwicklung beziehen. Insbesondere gilt das Analogon





uhrt zu einem relativ komplizierten Modelchecking-Algorithmus. In [71, 85]
wurde deshalb die Klasse der erlaubten Formeln syntaktisch auf sog. verbundene Formeln
eingeschr

ankt. Unsere Vorgehensweise entspricht dem in [40] vorgestellen Ansatz, bei
dem Verbundenheit auf semantischer Ebene sichergestellt wird. 
IV.1.12. Lemma. Seien x ; y 2 CNF
i









; y) gilt. Ist ' 2 (P;A(D)), so gilt D; x  ', D; y  '
Beweis. Eine einfache Induktion





Aquivalente Formeln). Wir nennen zwei DCTL-Formeln
' und  logisch

aquivalent, wenn
D; x  ', D; x   
f

ur alle verteilten Systeme D

uber  und einer Agentenmenge J , f

ur alle i 2 J und
f

ur alle x 2 CNF
i
(D) gilt. Sind ' und  

aquivalent, so schreiben wir ',  . 
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Abgeleitete Operatoren I. Wie in CTL k

onnen auch in DCTL eine Reihe
abgeleiteter Operatoren deniert werden. Wir beginnen (der Vollst

andigkeit hal-
ber) mit den aussagenlogischen Ableitungen:
IV.1.14. Definition (Aussagenlogische Konstanten und Junktoren). Die fol-












' ^  =
Def
:(:' _ : );
'  =
Def
' ^ : _ :' ^  ;
'   =
Def
:' _  ;
'   =
Def
('   ) ^ (  '):










Schritte des Agenten i gilt ' nach Ausf

uhrung dieses Schritts. Man beachte hierbei
aber, da wir deterministische Spursysteme betrachten, d. h. in jedem Zustand
eines Spursystems kann der Agent i h

ochstens einen a-Schritt vornehmen.
IV.1.15. Definition (Bedingter Schritt). Der Operator [a]
i
(bedingter Schritt)










Eine direkte Denition der Semantik dieses Operators ist:
D; x  [a]
i
' gdw. x 2 CNF
i
(D) ist und f








y ) D; y  ' gilt. 
IV.1.16. Definition (i-lokale CTL-Operatoren). Die folgenden Operatoren
sind i-lokale Versionen der gebr

auchlichen CTL-Operatoren. Wir geben jeweils die
Ableitung der Operatoren und eine direkte Denition ihrer Semantik an; dabei sei













D; x  EX
i










































D; x  EF
i
' gdw. es ein  2 P
D;i
(x ) und ein j < jj mit D; (j)  ' gibt.








D; x  AF
i
' gdw. es f

ur alle Wege  2 P
D;i









D; x  EG
i
' gdw. es einen i-Weg  2 P
D;i
(x ) gibt, so da D; (j)  '
f









D; x  AG
i
' gdw. D; (j)  ' f

ur alle i-Wege  2 P
D;i
(x ) und f

ur alle j
mit 0 6 j < jj gilt.




















































































Es gilt also E [C] ('U
i
 ), wenn der i-Weg, f

ur den die Formel E ('U
i
 )
gilt, lediglich mit Hilfe von Schritten solcher Aktionen aus C \A
i
konstruiert wird:




















































































; : : : ; '
N
) ist so zu lesen. Es gibt eine Verhaltensweise, in der der
Agent 1 zun





ubernimmt der Agent 2 die
Kontrolle

uber die quantorisierte Verhaltensweise und erreicht ohne jede Interak-
tion mit 1 einen Zustand mit '
2
(aber 1 darf durchaus nebenl

aug zu 2 Aktionen
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ubernimmt 3 die Kontrolle und erreicht wiederum ohne In-




Ubergabe der Kontrolle des




oten\ Agenten N fort.
Das folgende Lemma ist der Schl

ussel zur Berechnung derU -Operatoren: Beide










D; x  E ('U
i





D; x  A ('U
i





CTL. Wie ist nun das Verh

altnis der verteilten Logik DCTL zu der

uber se-
quentiellen Modellen interpretierten Logik CTL? Konstruieren wir durch die fol-
genden Festlegungen aus dem verteilten System D






































(s) = fpg f







(a) = hfpg; fpgi f







weist also nur eine triviale Verteilung auf; es gibt nur einen einzigen Agenten







Die Logik CTL besteht nun aus Formeln der Menge (P; fAg) f

ur eine Menge
atomarer Aussagen P . Die Semantik von CTL-Formeln entspricht derjenigen von
DCTL, allerdings f

ur Modelle der Form D
seq
, hierbei ist A = A

seq
. Wenn wir eine
CTL-Formel schreiben wollen, lassen wir den Index 1 f

ur den einzigen Agenten
1 2 J
seq
weg, ebenso den SuÆx [1] bei atomaren Formeln. So sind etwa p f

ur
p 2 P , hai' und [a]' f

ur a 2 A

seq
, EF' oder A('U  ) CTL-Formeln.
Globale Systemeingenschaften. Globale Systemeigenschaften, also solche
Eigenschaften, die sich auf das nebenl

auge Verhalten von mehr als einem Agenten
beziehen, k

























ur die Menge atomarer Aussagen P ist,

uber der die Formelmenge



















ur alle x 2 CNF
i
(D) an.
Weiterhin sei der Einfachheit halber f










; wir haben in Abschnitt II.1 bereits festgestellt, da Kom-
plement














Abbildung IV.5. Verteiltes System mit zwei unabh

angigen Komponenten
IV.1.20. Definition (Einfache globale Eigenschaft). Wir nennen jede Teil-
menge Q  
D
eine einfache globale Eigenschaft oder kurz eine globale Eigen-
schaft. Ist s 2 S
D
ein Zustand, so sagen wir, s erf








; : : : ; 
k
























; : : : ; p

k
g. Ist  die Spezi-
kation von Q und s 2 S
D





urlich gibt es globale Eigenschaften, die ebenfalls lokale Eigenschaften sind:











, 1 6 i 6 N;
und gibt es eine lokale Konguration x 2 CNF
N
(D) mit




[2]; : : : ; p
N




















[2]; : : : ; p
N











; : : : ; p
K
g unvermeidbar in D.
























onnen jedoch auch solche Eigenschaften als Konjunktion lokaler Ei-
genschaften formuliert werden, wie das folgende Beispiel zeigt:
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IV.1.22. Beispiel. Die Erreichbarkeit des Zustands fp; qg in dem in Abb. IV.5 gezeig-
ten Netzsystem (zwei Komponenten sind grau unterlegt) ist zwar in CTL als EF (p^ q),
in DCTL jedoch nicht in der Form EF
1
(p[1] ^ q[2]) oder EF
2
(p[1] ^ q[2]) formulierbar.
Allerdings kann die Aussage
"
Q ist durch nebenl

auges Fortschreiten aller N Agenten





























formulierbar. Die Verwendung des eingeschr

ankten Operatores stellt sicher,






ullt, nicht durch Aktionen von Agenten j
mit i =j j beeinut wird. 
Mit Hilfe von Kombinationen der in den Beispielen IV.1.21 und IV.1.22 be-
schriebenen Spezikationstechniken f

ur globale Eigenschaften kann die Erreichbar-
keit bzw. Unvermeidbarkeit von Zust

anden speziziert werden. Allerdings f

uhren
diese Spezikationstechniken zu un

ubersichtlichen und schwer zu lesenden Formeln.
Da zudem die Struktur einer solchen Formel auf die Abh

angigkeiten der Agenten
untereinander Bezug nimmt (etwa setzten die beiden Formeln in Beispiel IV.1.21
voraus, da der i-te Agent eine direkte Kausalbeziehung mit dem i + 1-ten Agen-
ten unterh

alt), kann keine automatische Transformation einer Spezikation  einer
globalen Eigenschaft in eine DCTL-Formel angegeben werden.
Globale Eigenschaften k

onnen aber zu lokalen gemacht werden, indem ein ver-
teiltes System um einen Beobachter f

ur eine solche globale Eigenschaft erweitert
wird.




; : : : ; 
k


















































IV.1.24. Lemma. Seien K,  und a





















ur alle a 2 A

, 1 6 i 6 k.
Beweis. (a) gilt aufgrund von Eigenschaft (II.3.) in Def. II.3.2. (b) folgt dann
nach Theorem II.3.3 aus (a). 









Abbildung IV.6. Das verteilte System aus Abb. IV.5 mit einem
Beobachter f

ur  = p ^ q.
IV.1.25. Theorem. Seien K,  und a

wie in Def. IV.1.23. Weiterhin sei




; x). Es gilt























nach Def. IV.1.23.(b). Da jedoch


























ur jede Spezikation  einer globalen Eigenschaft Q kann also ein Beobach-
ter a

zu einem verteilten System hinzugef

ugt werden; Def. IV.1.23 und Lemma
IV.1.24 beschreiben, wie diese Transformation zu erfolgen hat. Das folgende Bei-
spiel demonstriert das Hinzuf

ugen eines Beobachters f

ur Netzsysteme.
IV.1.26. Beispiel. Abb. IV.6 zeigt das verteilte System aus Abb. IV.5 zusammen




ur die globale Eigenschaft  = p ^ q. 
Man beachte: Das Hinzuf

ugen eines Beobachters modiziert die Kausalstruk-
tur eines verteilten Systems. Da u.U. unabh

angige Systemteile nun durch einen
Beobachter in Beziehung gesetzt werden, k

onnen DCTL-Formeln, die f

ur das nicht




IV.2. Systemspezikation mit DCTL | ein Beispiel
In diesem Abschnitt erl

autern wir anhand eines Beispiels, wie die Spezikation
verteilter Systeme mit Hilfe der Logik DCTL erfolgen kann. Nat

urlich kann an
dieser Stelle keine vollst






uhrt werden, allerdings ist eine gewisse Komplexit

at des zu spezizieren-
den Systems notwendig, um eine ad

aquate Bandbreite relevanter Eigenschaften zu
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Abbildung IV.7. Verteiltes Datenbanksystem
erhalten. Unsere Spezikation kann deshalb nicht alle Aspekte unseres Beispielsys-
tems abdecken.
Ein verteiltes System. Wir betrachten ein System bestehend aus k (k > 1)




; : : : ; C
k
sowie einer weiteren Kom-
ponete P , die wir Provider nennen wollen. Die Klienten interagieren miteinander,
indem sie den Provider als Medium verwenden, d. h. der Provider ist f

ur den ei-
gentlichen Datenaustausch verantwortlich; keiner der Klienten interagiert direkt
mit irgendeinem anderen Klienten. Abb. IV.7 zeigt ein Schema der geschilderten
Architektur.
Die Interaktion der Klienten und des Providers wird mit Hilfe eines Kom-
munikationsprotokolls (im folgenden kurz als Protokoll bezeichnet) beschrieben,





aten eines Dienstgebers (hier des Providers) aufgefat
werden. Auf der Beschreibungsebene, die wir in diesem Abschnitt verwenden, sind
diese Dienstprimitive atomare Operationen (d. h. k

onnen als Aktionen in DCTL-
Formeln verwendet werden). Moderne Protokolle sind jedoch durch eine Vielzahl
von Schichten deniert; in tieferen Schichten der Protokollspezikation kann eine
detailiertere Beschreibungen dieser Primitive erfolgen.
Im protocol engineering ist es

ublich, Dienstprimitiven Typen (im Sinne von
Funktionen) zuzuordnen. Ist  ein Dienstprimitiv, so bezeichnet :t die Funk-
tionalit

at t von . Dabei beziehen sich diese Typen auf spezische Interaktionen
zwischen zwei Dienstnehmern. Derjenige Dienstnehmer, der eine solche Interaktion
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einleitet, wird als Initiator bezeichnet, der andere Dienstnehmer ist der Responder.

Ubliche Typen von Dienstprimitiven sind:
req (request) Anfordern eines Dienstes durch einen der Dienstnehmer,
ind (indication) zugeh

orige Anzeige beim Partner der Interaktion,






onnen Dienstprimitive mit Parametern versehen werden. Solche Pa-
rameter umfassen

ublicherweise eine Identikation sowohl des Initiators als auch
des Responders (die Adressen beider Agenten), eine Transaktionskennzeichnung
und einen Datenanteil. Wir beschr





, die den Initiator C
i
und den Responder C
j
einer Interaktion identizieren,





um Parameter dieses Primitivs handelt. Damit bezeichnet :t
i;j
den
Typ t des Diensprimitivs , das mit den Adressen von C
i




Die Dienstprimitive, die wir in unserem Beispiel verwenden, sind zusammen
mit den zugeh






urzel req ind res cnf
Read R    
HoldOn H  
Abort A   
Update U    
Die Eintr





urzel\ bezeichneten Spalte werden in DCTL-Formeln
Verwendung nden. Im folgenden bezeichnen wir die Typisierung und Parametri-
sierung :t
i;j
eines Dienstprimitivs  ebenfalls als Dienstprimitiv.
Die Klienten in unserem Beispiel verwenden zwei Klassen von Interaktion, die
Leseoperation und die Aktualisierung. Eine Leseoperation besteht in dem Anfordern
von Daten von einem Klienten C
j
(dem Responder) durch einen Klienten C
i
(dem




agungen einer solchen Interaktion
mit Hilfe sog. Zeitdiagramme dar.
IV.8.(a) erkl

art die Interaktionsfolge f

ur eine erfolgreiche Leseoperation. Der
Initiator beginnt mit der Erzeugung des Primitivs Read.req. Die Anforderung des
Initiators wird mit einem Read.ind dem Responder bekanntgegeben. Dieser ant-
wortet mit einem Read.res, das als Read.cnf an den Initiator weitergeleitet wird.
Wir gehen davon aus, da nach der Erzeugung des Read.req-Primitivs durch den
Initiator ein Timer gestartet wird, der die erlaubte Zeitspanne bis zu einer Antwort
auf die Leseanforderung kennzeichnet.
IV.8.(b) stellt eine alternative Verhaltensweise dar: Sollte der Responder zum
Zeitpunkt der Interaktion eine Aktualisierung vornehmen oder aus sonstigen Gr

un-




ubermittlung an den Initiator
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Abbildung IV.8. Zeitdiagramme f

ur die Leseoperation
bereit sein, meldet er dies durch ein HoldOn.req an den Initiator. Das zugeh

ori-




IV.8.(c) beschreibt den Fall, da der durch den Timer des Initiators gegebene
Zeitrahmen f

ur die Antwort auf ein Read.req-Primitiv

uberschritten wird. In die-
sem Fall wird ein Abort.req erzeugt, das durch den Provider mit einem Abort.cnf
beantwortet wird. Abort.req veranlat den Provider, keine (zu dieser Interaktion
geh

orenden) Nachrichten des Responders mehr an den Initiator weiterzuleiten.
IV.8.(d) Schlielich kann ein Read.ind beim Responder

uber eine bestimmte
Zeitspanne hinaus unbeantwortet bleiben. Diese Zeitspanne ist durch einen wei-
teren Timer gegeben, der nach der Erzeugung des Read.ind durch den Provider
gestartet wird. Nach Ablauf des Timers wird ein Abort.cnf beim Initiator erzeugt;
jede Nachricht vom Responder wird ignoriert, bis eine neue Interaktion mit ihm
stattndet.
Bei der Aktualisierung handelt es sich um die Auorderung eines Klienten C
i
an einen Klienten C
j





ur diese Interaktion Zeitdiagramme zu ernden, legen aber fest, da
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eine Aktualisierung durch die Primitive Update.req beim Initiator und Update.ind
bei Responder initiiert wird, w

ahrend Update.res beim Responder und Update.cnf
beim Initiator den erfolgreichen Abschlu der Interaktion kennzeichnen.
Kopplung. Wir legen fest, da jeder der Klienten C
i
eine direkte Kausalbe-
ziehung in Form der Dienstprimitive zu P unterh

alt; d. h. die den Dienstprimitiven
zugeordneten Systemaktionen benden sich im Schnitt der Aktionsalphabete von
P und C
i









ur alle j =j i.
Dies ist eine sehr strenge und sicher unrealistische Annahme. I. Allg. sind Klien-
ten und Provider nicht direkt miteinander gekoppelt, sondern verwenden ihrerseits
zur Kommunikation ein in einer tieferen Schicht speziziertes Protokoll. Selbst
wenn wir von dieser tieferen Schicht abstrahieren, ndet ein Datenaustausch zwi-
schen Klient und Provider jedoch nicht in Form eines synchronen handshakes statt,
sondern verl

auft asynchron. Allerdings ist der Aspekt einer asynchronen Kommu-
nikation zweier Komponenten bereits dadurch erfat, da der Provider als Medium
einer solchen Kommunikation verwendet wird.
Abgeleitete Operatoren III. Neben den in Abschnitt IV.1 eingef

uhrten ab-
geleiteten DCTL-Operatoren, die anscheinend in jedem Kontext n

utzlich sind, er-
gibt sich aus spezischen Anwendungen oft die Notwendigkeit, spezielle Operatoren
zu denieren, die den Anforderungen dieser Anwendung gerecht werden.





Systemaktionen mit demselben Namen zu bezeichnen. Etwa kann die Aktion
Read.cnf, die die erfolgreiche

Ubertragung von Daten an den Initiator einer Le-





amlich als Abschlu einer Interaktion ohne bzw. mit dem Stattnden einer War-
teauorderung (vgl. Abb. IV.8, (a) und (b)).
Wir modellieren dies, indem wir eine Beschriftungsfunktion  : A

! A ver-
wenden, die Aktionen a 2 A

eines Spuralphabets  Symbole (A) aus einem
weiteren Alphabet A zuordnet. Allerdings gehen wir weiterhin davon aus, da die
betrachteten Spursysteme auch auf der Beschriftungsebene deterministisch sind,
d. h. ist T ein Spursystem










ande s 2 S
T


























Nehmen wir der Einfachheit halber an, eine solche Beschriftung  : A

! A sei
surjektiv. Nun ist es einfach, die aktionsbasierten DCTL-Operatoren auf Aktionen
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In derselben Weise werden die beschr














































































Bewirkt. Die folgenden beiden Operatoren erm






bei dem Agenten i bewirkt ein Ereignis 
0
bei dem Agenten






























































arker als die bin

aren DCTL-Operatoren.
Wir verwenden auch die beschr



































onnen. Abb. IV.9 zeigt zwei


































b at 2 wahr ist.
Es ist leicht zu sehen, da die durch die beiden Netzsysteme induzierten Tran-








ur alle CTL-Formeln '

uber einer passenden Menge P atomarer Aussagen.





Abbildung IV.9. Zwei verteilte Systeme in Netzsyntax.
Allgemeine Eigenschaften. Es soll weder den Klienten unseren verteilten
Systems noch dem Provider erlaubt sein zu terminieren. Diese Aussage kann leicht






















velockfreiheit bedeutet, da der Provider nicht in der Lage ist, eine unendliche
Folge interner Aktionen (d. h. solche Aktionen, die die nicht zu Dienstprimiti-
ven geh

oren) abzuarbeiten. Anders gesagt: Die Abarbeitung jedes Dienstprimitivs














Schlielich fordern wir, da zwischen einem Agenten C
i
und einem Agenten C
j















































onnen auch alternative Anforderungen an die Existenz einer Verbindung






oglich, ohne da einer der
anderen Agenten C
l







existiert und nicht nur eine fehlerhaft adressierte
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: 1 6 l 6 n & i =j l & j =j lg:
Die beschriebene Eigenschaft ist dann f






















in DCTL formulierbar. Man beachte, da der AG-Operator an dieser Stelle nicht











ur jeden Klienten sowie f

ur den Provider ist zun

achst die





onnen direkt aus den Zeitdiagrammen in Abb. IV.8 abgelesen
werden. Ist C
i
etwa der Initiator und C
j






































D. h. das Auftreten des Dienstprimitivs Read.reqbei C
i
hat zur Folge, da bei C
i
ir-
gendwann eines der DienstprimitiveRead.req HoldOn.ind, Abort.ind oder Abort.cnf
auftritt. Ebenso f














































Schlielich ist noch das Verh






























Die Diagrammteile, die sich auf den Provider und den Responder beziehen, k

onnen
in derselben Weise umgesetzt werden.
Wir spezizieren nun die Interaktion der an einer Leseoperation beteiligten
Agenten. C
i
sei der Initiator, C
j
der Responder; wir beschr

anken uns auf die Dia-
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Schlielich soll sichergestellt sein, da eine neue Leseoperation zwischen zwei
Klienten erst dann eingeleitet werden kann, wenn alle vorhergehenden Leseopera-
tionen abgeschlossen sind. Diese Eigenschaft wird sowohl aus Sicht des Initiators
C
i











































Allerdings soll erlaubt sein, da mehr als ein Klient lesenden Zugri auf den-
selben Responder erh

alt. Wenn wir etwa fordern wollen, da der Klient C
1
Le-




; : : : ; C
k
(der Einfachheit halber in
dieser Reihenfolge) entgegennehmen kann, bevor irgendeine dieser Anforderungen
bearbeitet wird (d. h. die Resourcen des Klienten C
1
sind ausreichend zur Behand-
lung der maximal m

















































Datenaktualisierung. Wieder sei C
i
der Initiator und C
j
der Responder der
Interaktion. Wir fordern, da keine Leseauorderungen beantwortet werden sollen,
w





























Allerdings soll ein w

ahrend einer Aktualisierung auftretendes Read.ind mit einem
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in DCTL formulierbar.
Shutdown. Um schlielich die Verwendung globaler Eigenschaften zu demon-
strieren, f

uhren wir ein weiteres Dienstprimitiv Shutdown (abgek

urzt S) mit dem
einzigen Typ ind und einem einzelnen Adressparameter i ein, mit dessen Hilfe
der Provider alle Klienten C
i
von einer (einstweiligen) Aussetzung seiner Dienst-
bereitstellung informiert. Der Klient C
i
























Hierbei haben wir vorausgesetzt, da der Provider die Shutdown-Benachrichti-




; : : : ; C
k
sendet, und da in jedem Schritt eine
Benachrichtigung gesendet wird.
Diese konkretere Eigenschaft zeigt im Gegensatz zu den in Abschnitt IV.1 zur
Illustration globaler Eigenschaften diskutierten Beispielen, da die Verwendung





sein kann. In Abh

angigkeit von der Geschwindigkeit des Datenausstausches zwi-
schen Provider und Klienten kann die Shutdown-Benachrichtigung einen Klienten
C
i
erst erreichen, wenn der Provider den Betrieb bereits wieder aufgenommen hat,
w

ahrend ein anderer Klient C
j
sofort von der Aussetzung und der Wiederaufnah-
me der Diensterbringung benachrichtigt wird. In diesem Fall existiert ein Zustand
nicht, in dem sich beide Klienten in ihrem Wartezustand benden.
In DCTL kann diese Eigenschaft allerdings ohne die Annahme eines globalen
Zustands formuliert werden, in dem alle Klienten auf eine Wiederaufnahme des



















































Die Formel besagt, da nach der Benachrichtung des Agenten i dieser den Zustand
idle
i
erreicht, ohne da es dabei zu einer weiteren Interaktion mit dem Provider
kommt.
IV.3. Ein Modelchecker f

ur DCTL
Unter einem Modelchecker f

ur eine Logik L (eine formale Sprache mit einer
formal bestimmten Semantik, die W

ortern dieser Sprache Wahrheitswerte zuord-
net) verstehen wir einen Algorithmus (oder seine Implementierung), der f

ur eine
gegebene Struktur S, die den Anforderungen an ein Modell f

ur eine Formel ' aus





ugt, entscheidet, ob S ein Modell f




















ur L ist hingegen allgemeiner formuliert: Eine For-
mel ' aus L ist erf

ullbar, wenn es ein Modell S f

ur ' gibt, man fragt hier also:
"
Gibt es ein Modell S f











ullbarkeitsproblems (die die Konstruktion des Modells S beinhaltet) i. d. R.
ein Modelchecker. Alle gebr






ur lineare Zeitmodelle beruhen auf diesem Ansatz. Allerdings gibt es
temporale Logiken, f

ur die das Erf

ullbarkeitsproblem unentscheidbar ist. Dennoch
kann f

ur solche Logiken h

aug ein Modelchecker gefunden werden.
In diesem Abschnitt beschreiben wir einen Modelchecker f

ur DCTL, der Proze-




achst machen wir einige syntaktische An-
nahmen

uber Prozeautomaten, deren Einhaltung jedoch durch die Algorithmen
III.1 oder III.3 leicht gew

ahrleistet werden kann.





uber  und J . Wir nehmen an, da die Ereignismengen aller in X
A











































dasjenige x 2 X
A
mit e 2 E
x
wohldeniert.








ur die ein x-

Ubergang in A deniert
ist. F

































durchaus isomorphe Kopien von x enthalten darf. Schlie-
lich nehmen wir an, da es f

ur alle x 2 X
A
einen (eindeutig bestimmten) Zustand
s 2 S
A
gibt, so da Æ
A














derjenige Zustand s 2 S
A
, so da Æ
A









, so da Æ
A




134 Eine Logik f

ur verteilte Systeme Kapitel IV
Relationen. Mit Lemma IV.1.19 haben wir bereits festgestellt, da die Be-
rechnung der U -Operatoren auf der iterierten Anwendung der X -Operatoren be-







uhrt. Zur algorithmischen Behandlung des hai
i
-Operators schlielich wird die
auf i-lokalen Konguration denierte i-Schrittrelation ben

otigt. Zur Implementie-
rung dieser Relation ben

otigen wir ein Analogon, das auf der Menge E
A
operiert.
IV.3.1. Definition (i-Schrittrelation in A). Sei f





























) = a 2 A
i
vorliegen und eine der

































































































































IV.3.2. Definition. Sei e 2 E
A
. Die Menge der lokalen Kongurationen, die


































Ist A ein vollst

andiger Prozeautomat zu D, so gibt es oenbar f

ur alle x 2
CNF
i






, so da x 2 CNF
A
(e) ist. Allerdings kann es
mehr als ein solches Ereignis geben.
IV.3.3. Definition. Die Menge derjenigen Ereignisse e 2 E
A
, bei denen eine
lokale Konguration x 2 CNF
i















IV.3.4. Lemma. Sei A ein vollst










und x ; y 2 CNF
i
(D).




input A, ein Prozeautomat zu einem
wohlgeformten verteilten System D








, eine Familie von Wertfunktionen;
' : (P;A(D)); eine DCTL-Formel;
output true gdw. D;a
I
 ' gilt;




foreach e 2 E
A
do L(e) ? od
check(');























































































). Dann gilt nach den Lemmata III.1.6 und IV.1.4.(b) x ; y 2
CNF
i
(D): Lemma III.1.6 besagt, da x ; y 2 LSSL(D) sind, w

ahrend Lemma
IV.1.4.(b) x und y als i-lokale Kongurationen ausweist. Leicht einzusehen ist,





mit x < z < y .














































































urde. Da A vollst

andig bzgl. D ist, gibt es ein Semiwort z 2 SL(A), so da









































































(D) sowie x < z
0
< y im
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p[i]: foreach e 2 E
A
do if p 2 
i
(e) then L(e) L(e) [ fp[i]g  od
:': check(');
foreach e 2 E
A
do if ' 2j L(e) then L(e) L(e) [ f:'g  od
' _  : check('); check( );
foreach e 2 E
A
do





























 ): check('); check( );
foreach e 2 E
A
do check eu(e; i; ';  ) od
A ('U
i
 ): check('); check( );
foreach e 2 E
A
do check au(e; i; ';  ) od
esac
end check.
Algorithmus IV.2. Prozedur check
(c) kann durch eine Argumentation

ahnlich zu der f

ur Fall (b) nachgewiesen





onnen wir einen Modelchecker f

ur DCTL bestimmen. Denieren wir
die Fischer-Ladner-H










2 (P;A(D)) als die kleinste Menge C('
0













) enthalten, so ist auch ' 2 C('
0
).
(c) Sind ' _  , E ('U
i
 ) oder A ('U
i
 ) in C('
0
) enthalten, so sind auch
';  2 C('
0
).
Algorithmus IV.1 berechnet f

ur die Eingabeformel '
0
eine Beschriftung L :
E
A
!P((P;A(D))), so da L(e)  C('
0
) mit
' 2 L(e), 8x 2 CNF
A
(e) (D; x  ')
gilt.
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procedure check eu(in e : E
A
; in i : J ; in '; : (P;A(D))) is




 ) 2j L(e) then
if  2 L(e) then
L(e) L(e) [ fE ('U
i
 )g















; i; ';  ); b b _ E ('U
i



















ur das leere Semiwort  gibt es




ur das die Beziehung
' 2 L(e), D;   '
gelten k

onnte. Erinnern wir uns daran, da Spursysteme T , die als Eingaben f

ur
einen der beiden Algorithmen III.1 oder III.3 zur Prozeautomatenerzeugung in
Frage kommen, als initialisiert angenommen waren. Wir gehen nun der Einfach-
heit halber davon aus, da A ein Prozeautomat zu einem durch eine Aktion a
I




aglich zur algorithmischen Behand-
lung von T hinzugef

ugt wurde: Ist D ein verteiltes System, nehmen wir also an,













uhrt wird (vgl. Def I.3.53). Ist e
I
2 A






, so gilt oenbar




 ', ' 2 L(e
I
):











ur alle e 2 E
A
, wie ausgehend von den bereits betrachteten Teilformeln bestimmt








alle p[i], :', '_ und
hai
i









 ) werden die Prozeduren check eu und check au aufgerufen (Algo-
rithmen IV.3 und IV.4), die f

ur alle von e aus

uber i-Schritte erreichbaren Ereig-
nisse e
0
die Auswertung der U
i
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procedure check au(in e : E
A
; in i : J ; in '; : (P;A(D))) is




 ) 2j L(e) then
if  2 L(e) then
L(e) L(e) [ fA ('U
i
 )g















; i; ';  ); b b & A ('U
i



















IV.3.5. Theorem. Ist A ein Prozeautomat zu dem initialisierten verteilten
System D





eine Familie von Wertzuweisungen,
so hat Algorithmus IV.1 f

ur diese Eingaben den R

uckgabewert true gdw. D  '
vorliegt.
IV.3.6. Theorem. Sei A ein Prozeautomat zu dem initialisierten verteilten
System D





eine Familie von Wertzuweisungen.
Die Zeitkomplexit

at von Algorithmus IV.1 ist f

ur solche Eingaben von der Ordnung









ist eine obere Schranke f

ur die maximale















Dieser letzte Teil soll einen Ausblick auf verschiedene Aspekte liefern, die in
dieser Arbeit nicht betrachtet werden konnten. Einerseits stellt sich die Frage, ob
neben dem Modelchecking f










munikationsprotokolle. In diesem Anwendungsgebiet ist jedoch die Verwendung
von Timern von zentraler Bedeutung. Deshalb stellt sich die Frage, ob und wie
Prozeautomaten f

ur Formalismen deniert und erzeugt werden k

onnen, denen ein
explizites Zeit- oder Timermodell zugrundeliegt.
Eine weitere interessante Problemstellung ergibt sich aus der Frage, ob und
wie ein prozeautomatenbasierter Modelchecker f

ur eine temporale Logik, der ein
lineares Zeitmodell zugrunde liegt, gefunden werden kann. Ein Ansatz, der analog
zu den in den Arbeiten [18, 96] beschriebenen Verfahren verl

auft, scheint hier






uberlegt werden, ob weitere




onnen, z .B. Fixpunktopera-
toren oder Operatoren, die sich auf die Vergangenheit einer lokalen Konguration
beziehen.
Wie wir gesehen haben, ist die Theorie der (unstrukturierten) Petri-Netze an
vielen Stellen dieser Arbeit inspirierend gewesen, insbesondere (!) im Zusammen-
hang mit der Herleitung und Verwendung von Systemkomponenten. Aber nat

urlich
gibt es eine Vielzahl anderer Formalismen zur Beschreibung verteilter Systeme. Es
ist also zu erwarten, da Ideen und Techniken, die sich auf solche Beschreibungs-
mittel beziehen, ebenfalls n





Eine praktischer Testfall. Eine Implementierung des in Abschnitt IV.3 vor-
gestellen Modelcheckers konnte in dem zur Verf

ugung stehenden Zeitrahmen nicht
mehr vorgenommen werden, eine prototypische Implementierung der Algorithmen
zur Erzeugung von Prozeautomaten f

ur sichere Petri-Netze zusammen mit einer
Agentenverteilung existiert jedoch. Die in Abb. IV.10 gezeigte Tabelle stellt ei-
nige Ergebnisse f

ur das Beispiel aus [38] zusammen. Dabei handelt es sich um
ein Petri-Netz-Modell einer Steuerung einer Produktionszelle. Diese Zelle umfat
in der oenen Version f

unf physikalische Komponenten: Zwei Flieb

ander, einen
Hubdrehtisch, eine Presse und einen zweiarmigen Roboter. In der geschlossenen
Version ist ein Transportkran hinzugef
















Geschl. System 232/203 45
mit 1 WS 30,952 690/316 24 3 3 225
mit 2 WS 543,480 2773/1348 39 22 35 575
mit 3 WS 2,941,944 2009/960 37 60 98 909
mit 4 WS 7,061,927 2164/1035 28 78 128 1053
mit 5 WS 1,657,242 1670/792 11 30 48 686
Oenes System 199/177 41 2,706,983 2773/1348 7 15 21 503





uhrt; damit wird das System unabh

angig von weiteren
Komponenten. In diesem geschlossenen System k






kulieren. Wir haben das Petri-Netz-Modell aus [38] mit einer Agentenverteilung
versehen, um ein verteiltes System zu erhalten.
Die Tabelle in Abb. IV.10 enth

alt die folgenden Daten: P/T gibt die Anzahl der
Pl

atze und Transitionen des Netzmodells an,  ist die Anzahl der zugewiesenen
Komponenten. jS
D
j ist die Anzahl der Zust

ande des von dem jeweiligen Netzsystem
induzierten Spursystems. Die Gr

oe des erzeugten Prozeautomaten A wird durch




j, die Anzahl der Semiordnungen jX
A
j und
die Anzahl der Ereignisse jE
A
j angegeben. Die Erzeugungszeiten sind in Sekun-




ubergestellt werden die Zahlen der Gr

oe der Aualtungen der Netzsy-
steme. Dabei gibt B/E die Anzahl der Bedingungen/Ereignisse der Aualtung an.




Implementierung. Als zentrale Datenstruktur der prototypischen Implemen-
tierung wurde eine generische Version von AVL-B

aumen verwendet; Instanziie-
rungen mit verschiedenen Datentypen liefern Mengen, Abbildungen, Relationen,





allig und intuitiv erweisen hat, h
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ur Semiordnungen x wird nat
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im Speicher gehalten. Die Implementierung der Æ

-Operation kann
dann als eine Variante des topologischen Sortierens erfolgen. Zur Implementierung











achlich ist die algorithmische Behandlung dieser Relation






ote Schwierigkeit bei der Implementierung des Modelcheckers f
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ur DCTL
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) bei der Prozeautomatenerzeugung bestimmt und abgespeichert wer-
den (tats

achlich ist diese Vorgehensweise bereits n

utzlich bei der Implementie-
rung der Æ

















oglichkeit in welchen F

allen sinnvoller ist, mu experimen-
tell bestimmt werden). Es ist also w

ahrend des Modelchecking-Prozesses unn

otig,




Zusammenfassung. Zum Abschlu wollen wir nocheinmal die wesentlichen
Ergebnisse dieser Arbeit nennen:
Ist  ein Spuralphabet, so stellen Semiw

orter x 2 LSW() eine ad

aquate
mathematische Struktur zur Erkl






ur die eine reichhaltige Theorie gebildet werden kann. Nicht zuletzt ist durch
die Verwendung der Operationen tr und ord ein R





Jedes Spursystem kann als nichttriviales verteiltes System aufgefat werden.
Das befreit die Annahme einer Komponentenstruktur von ihrem ad-hoc-Charakter.
Prozeautomaten stellen einen alternativen Ansatz zur halbordnungsbasierten
Repr

asentation von Systemverhalten dar. Es existiert ein wohldenierter Sprachbe-
gri. Weiterhin existieren eÆziente Erzeugungsalgorithmen f

ur Prozeautomaten.
Verteilte agentenbasierte Logiken erlauben die Formulierung einer Reihe in-
teressanter Eigenschaften, die in den klassischen, auf einer sequentiellen Seman-





auger Ereignisse von durch Kausalbeziehungen bestimmten Abfolgen zu un-
terscheiden. F

ur die in dieser Arbeit behandelte Logik existiert ein Modelchecking-
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