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Chapter I. 
 
INTRODUCTION 
 
 
1.1 Current State of Nanotechnology 
 The field of nanotechnology is undergoing a transition from a mostly exploratory 
science to one of real industrial significance. Materials that were once touted for their 
possible application to various hypothetical needs are being purchased by companies and 
incorporated enthusiastically into a wide swath of products. Baseball bats utilize resins 
embedded with carbon nanotubes, spray-on superhydrophobic coatings are sold in 
department stores, aerogels are being used for light weight thermal insulation, graphene 
transistors are being sold to cell phone companies; the list goes on. The exploration of 
matter at the nanoscale is a self-perpetuating cycle in which the need for better 
characterization of a known material instigates the development of advanced analytical 
techniques that, in turn, allow for the discovery more new nanomaterials.  
 Currently, 2-dimensional semiconductor materials,1,2 plasmonic materials3,4 and 
perovskites5,6 are garnering considerable attention in the literature, a testament to the 
ever-changing landscape of nanotechnology research, which was dominated largely by 
graphene and colloidal metals and semiconductors just half a decade ago. Perovskite 
solar cells, composed of thin films of crystalline CH3NH3PbX3 (X= I, Cl, Br) are an 
extremely exciting form of photovoltaic that has advanced quickly in efficiency from 
roughly 4% in 20097 to a certified 20.1% in 20148 and seem particularly poised for 
successful industrial application. Still, last year marked the inaugural Gordon Conference 
on Colloidal Semiconductor Nanocrystals, which was very well attended and full of 
active research projects pursuing answers to yet-to-be understood phenomena and 
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innovative applications. The Rosenthal group at Vanderbilt focuses on a wide breadth of 
topics concerning the study of semiconductor nanocrystals—or quantum dots (QDs)—
from spectroscopy of fundamental physical processes9-11, to cell surface protein 
tracking12-14, synthetic studies of improved or novel QD types15-18 and the integration of 
QDs into energy saving application such as LEDs and photovoltaics (PVs).19-23 The 
remainder of this introduction will pertain to background on work I performed as a 
member of the Rosenthal group that dealt with the implementation of QDs in PVs. 
 
A  
 
B 
 
Figure 1.1: (A) Animation showing effect of QD size on band gap with dashed circle 
representing the Bohr radii. (B) Image of CdSe QDs, increasing diameter left to right. 
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1.2 Quantum Dots and Quantum Confinement 
 Quantum dots are individual particles of semiconductor material whose radii are 
smaller than that of the material’s Bohr exciton radius—the distance at which an excited 
electron prefers to orbit its corresponding hole (Figure 1.1). A semiconductor nanocrystal 
within a dielectric background having such a small size causes confinement of excitons in 
all three spatial dimensions, an effect known as quantum confinement. The resulting 
system is one whose energies levels can be described by classic particle in a box theory 
and deviate from that of the bulk material in that they become discretized. This 
discretization can be visualized directly as distinct features within absorption spectra and 
can be understood as representative of a sort of transitory material state between highly 
distinct atomic-like quantum energy states and the continuous energy bands seen in bulk 
semiconductors (Figure 1.2). QDs can exist as colloidal suspensions, each dot being 
coated with a given surfactant molecule which is used to both passivate its surface 
electronically as well as ensure that the QDs remain crystallographically isolated when in 
solution to prevent agglomeration.  
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Figure 1.2: Schematic showing the transition from atomic-like states the to formation of 
band structure as the number of atoms in the system increases. Generally, when the 
number of atoms is >105, valence and conduction bands become continuous, mimicking 
bulk properties. QDs exhibit band properties somewhere between that of single atoms 
and molecules and bulk semiconductors, which can be visualize in the “pockets” of blue 
interspersed with low state density regions in the energy landscape. The bands shown in 
the diagram are meant to be a general representation of the process of energy band 
formation; in reality, these bands more closely represent the band edge density of state 
landscape because the interior of bands form before the more sparse edges. Since the 
Fermi level lies within the gap in a semiconductor, the optical and electronic properties of 
QDs tend to be dominated by this region of pocketed energy states.  
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Alexey Ekimov observed these quantum confinement effects in the early 1980s24, 
however the first reports of QD colloidal synthesis and modeling was performed by Louis 
Brus in the years following.25 In Brus’ theoretical analysis, he derived an equation (Eq. 
1), which is essentially a corrected energy eigenvalue for the added effects of quantum 
confinement in an excitonic system. 
  
 
(1) 
 𝐸 = ℎ!4𝑅! 1𝑚! + 1𝑚! − 1.8𝑒!𝜖!𝑅 + 𝑒!𝑅 𝛼! 𝑆𝑅 !! 
 
 
E in this equation represents the energy increase with respect to the bulk bang gap 
value. Notice the three terms in the equation all incorporate the radius of the particle, R. 
The first term in the above equation represents “energy of localization”, which is 
generally the energy increase associated with confining electron hole pairs to dimensions 
smaller than would naturally occur. The second term represents the Coulombic attraction 
between the excited charges and is negative, signifying a relaxation effect on the overall 
system. The third is deemed “solvation energy” and refers to instantaneous energy values 
associated with electric fields created as charges move through a low volume dielectric 
medium, which are normally negligible at bulk volumes. As an example, this equation 
can be used to calculate the total shift of a CdS QD with R = 20 Å (Eg, bulk = 2.58 eV, me* 
= 0.19, mh* = 0.8, ε = 5.7) to 0.43 eV, which agrees very well with synthetic work that 
was subsequently published.26 
The discovery of quantum confinement and the proliferation of quantum dot 
synthetic procedures ushered in a sea change with respect to what engineers and materials 
scientists once thought possible with electronic systems. A given material no longer had a 
static band gap—they were now malleable and a function simply of tweaks in the 
	   6	  
synthetic parameters. Charge transfer processes now had the potential to be intimately 
controlled by precise band alignment engineering. Inorganic semiconductors could now 
be spun-cast into films, alleviating the need for high vacuum and/or high heat deposition 
procedures. They also exhibit extremely good absorptive properties, with molar 
extinction coefficients generally in the range of ε = 105-106 M-1 cm-1 27-29, and 
concentrated oscillator strengths30, which beckoned application to nonlinear optics, 
photovoltaics and LEDs.  
 This excitement was vindicated through thousands of publications in the decades 
following the inception of QDs. In fact, this year marks the first for widespread industrial 
application of QDs as emitters in display applications. Major television makers are 
retooling their product catalog around the incorporation of QDs due to their sharp 
emission peaks and unmatched color rendering capabilities. Indeed, it seems only a 
matter of time until QD technologies are commonplace in the industrial sector. 
 
1.3 Photovoltaics 
1.3.1    History and Physical Basis  	   While the first patent for an industrially viable photovoltaic (PV) device was 
given to Robert Ohl of Bell Labs in 1946, some may be surprised to learn that A. E. 
Bequerel first observed the PV effect many years prior in 1839 while measuring electrical 
leads from gold and platinum plates placed in aqueous solution under sunlight. Simply 
put, PVs materials harness electromotive forces stemming from Galvani, or built-in 
potentials to pass light-excited electrons through a circuit. The voltage stemming from 
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the built-in potentials combined with the current stemming from the electromotive force 
generates a power in watts that is usable so long as the PV is under illumination.  
 It comes as no surprise that the first modern PV, or solar cell, was born out of Bell 
Labs in the late 1940s. It was around this time that Bardeen, Brattain and Shockley were 
developing the first transistor and Bell Labs was truly at the forefront of the silicon-based 
world in which we find ourselves today. Semiconductor theory was forming rapidly and 
solid-state physicists such as Shockley were rapidly deducing many of the same formulas 
engineers still use today to design semiconductor-based technologies. The first 
commercially available solar cell was released in 1955 and was based upon what would 
become the ubiquitous silicon p-n junction (Figure 1.3).  
 At the interface of a p-n junction (x=0 in Figure 1.3B) exists a “space charge 
region” in which the two materials transfer majority carriers in order to neutralize the 
strong potential that would otherwise occur between the two layers if they were separated 
by a dielectric. Throughout this charge exchange process, the Fermi level within the 
system remains constant while the vacuum, conduction and valence band levels “bend” 
with the changing electrical potential with respect to the static Fermi level. This region of 
band bending—the space charge region, or commonly the “depletion region” due to the 
scarcity of free charges therein—exhibits a changing potential gradient over a distance, 
which translates to an electric field (eV/m). Electron-hole pairs generated in this 
depletion region will be effectively pulled in opposite directions through the p-n junction 
towards their respective electrodes. In the diagram below, excited holes will relax 
energetically to higher potential towards the left and travel as majority carriers through 
the p-type layer towards the cathode, and vice versa for excited electrons.  
	   8	  
          
 
Figure 1.3: Drawing of a typical p-n junction photovoltaic cell, much like the one first 
commercialized at Bell Labs in 1955, utilizing a relatively heavily doped n-type Si on its 
anodic side and a moderately doped p-type Si on its cathodic portion. Charges excited 
under illumination are separated under the influence of the electric field with the 
depletion region (highlighted in green below) at the p-n junction and accelerated to their 
corresponding electrodes. The depletion region width (xd) is a property of the dopant 
density of the two layers.  
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1.3.2    Detailed Balance Efficiency Limit 
 In 1960, years after the commercialization of p-n junction solar cells, William 
Shockley, along with his coworker Hans Queisser, released an article while working in 
the newly established Silicon Valley that detailed what has come to be known as the 
Shockley-Queisser Limit.31 In their work, they ascribe a detailed balance limit to the 
efficiency of single junction p-n junction solar cells, which pertains to the situation in 
which recombination and absorption processes are totally optimized. The limit can be 
summarized in the following term: 
  
(1) 
 𝜂 𝑥!, 𝑥! , 𝑡!, 𝑓 = 𝑡!𝑢 𝑥! 𝑣 𝑓, 𝑥! , 𝑥! 𝑚 𝑣𝑥!𝑥!  
 
in which η is efficiency and is a function the four variables. xg is the band gap divided by 
thermal sun energy (Eg/kTs), xc is the ratio of the solar cell temperature to that of the sun, 
ts is the probability that an incident photon creates an electron hole pair, and f is a 
geometrical and transmission factor. The elegance of this seminal paper is in its ability to 
apply relatively simple black body physics and geometrical considerations to the 
modeling of the photovoltaic effect. For a further explanation, the first term represents 
the ultimate efficiency of the PV: 
  
(2) 
 𝑢 𝑥! = ℎ𝐸!𝑄!/𝑃! 
 
where Qs is the flux of photons greater than Eg per unit area per second, h is Planck’s 
constant, and Ps is the power of the incident solar light. The second term can be 
simplified as the ratio of the open circuit voltage, VOC, to the maximum possible voltage, 
which could be attained from the cell, Vg, which is simply the gap voltage and would 
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occur with no temperature. Shockley and Queisser derive this second term for voltage as 
a function of the aforementioned geometrical and transmission-based f term from Eq. (1): 
  
(3) 
 𝑓 ≡ 𝑓!𝑓!𝑡!/2𝑡! 
 in	  which	   fc	  is	   the	   fraction	  of	   recombination-­‐generation	  which	   is	   radiative,	   fω	  is	   the	  geometrical	  factor	  dependent	  upon	  the	  solid	  angle	  subtended	  by	  the	  sun	  and	  angle	  incident	  upon	  the	  cell,	  tc	  is	  the	  probability	  that	  an	  incident	  photon	  will	  generate	  an	  electron-­‐hole	  pair,	  and	  the	  factor	  of	  ½	  derives	  from	  the	  fact	  that	  light	  falls	  on	  only	  1	  of	  the	  2	  sides.	  Lastly,	  the	  final	  variable	  m	  can	  be	  described	  as	  the	  solar	  cell	  fill	  factor	  (FF),	  which	  is	  simply	  the	  ratio	  of	  the	  maximum	  power	  generated	  by	  the	  cell	  under	  illumination	  to	  the	  nominal	  incident	  power:	  
  
(4) 
 𝑚 = 𝐼 𝑉!"# 𝑉!"#/𝐼!"𝑉!"  	  where	  I[Vmax]Vmax	  is	  the	  maximum	  power	  point	  along	  the	  I-­‐V	  curve	  of	  the	  solar	  cell,	  and	   the	   denominator	   represents	   the	   short	   circuit	   current	  multiplied	   by	   the	   open	  circuit	  voltage.	  	  	   Through	   all	   these	   theoretical	   considerations,	   there	   are	   two	   critical	  conclusions	  to	  be	  drawn.	  Firstly,	  based	  upon	  the	  6000	  K	  black	  body	  curve	  of	  the	  sun,	  the	   optimal	   band	   gap	   for	   a	   single	   junction	   p-­‐n	   solar	   cell	   is	   ~1.3	   eV,	   which	   is,	  fortunately	   enough,	   within	   0.2	   eV	   of	   the	   bulk	   Si	   bandgap.	   Second,	   the	   maximum	  thermodynamically	  limited,	  detailed	  balance	  efficiency	  for	  a	  p-­‐n	  junction	  PV	  device	  is	   found	   to	  be	  30%	  with	  a	  device	   temperature	  of	  300	  K.	  Exceeding	   this	  30%	  is	  an	  often-­‐cited	  value	   that	   is	   a	   sort	   of	   “holy	   grail”	   for	  modern	   solar	   cell	   researchers	   as	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nanotechnology	  blossoms	  and	  new	   ideas,	   such	  as	   those	  described	   in	   the	   following	  section,	   attempt	   to	   overcome	   this	   thermodynamic	   limit	   through	   innovative	  approaches.	  	  
1.3.3	  	  	  	  Generation	  I,	  II	  and	  III	  Classifications	  
	  	   The	   terms	   generation	   I,	   II	   and	   III	   are	   often	   used	   to	   describe	   three	   distinct	  phases	   in	   the	   development	   of	   solar	   cell	   research.	   Generation	   I	   photovoltaics	   are	  those	   that	   were	   described	   in	   section	   1.3.1,	   relying	   on	   p-­‐n	   junction	   of	   Si	   as	   their	  active	  layers.	  Generally,	  these	  solar	  cells	  have	  active	  layers	  (Si	  absorber	  layers)	  that	  are	  hundreds	  of	  microns	   thick	   composed	  of	   either	   crystalline	  or	  polycrystalline	  Si	  (p-­‐Si).	  These	  thick	  active	  layers	  are	  necessary	  due	  to	  the	  poor	  absorption	  properties	  of	  Si	  stemming	  from	  its	   indirect	  bandgap.	   In	  materials	  with	   indirect	  band	  gaps	  the	  electronic	   transition	   from	   the	   top	   of	   the	   valence	   band	   to	   the	   bottom	   of	   the	  conduction	  band	  requires	  a	  change	  of	  momentum	  by	  coupling	  the	  optical	  transition	  with	  a	  lattice	  phonon,	  which	  greatly	  reduces	  the	  probability	  that	  an	  incident	  photon	  will	   generate	   an	   electron-­‐hole	   pair.	   Notwithstanding,	   due	   to	   ease	   of	   production,	  relatively	  low	  costs,	  and	  high	  Earth	  abundance	  of	  Si,	  generation	  I	  solar	  cells	  remain	  by	   far	   the	  most	   commonly	   distributed	   commercial	   PV	  module,	   accounting	   for	   the	  vast	  majority	  of	  the	  PV	  industry.	  	  	   Generation	  II	  solar	  cells	  took	  root	  mainly	  in	  the	  1970s	  and	  are	  still	  an	  active	  area	   of	   research	   which	   is	   geared	   towards	   decreasing	   the	   active	   layer	   thickness	  through	   harnessing	   materials	   other	   than	   crystalline	   or	   p-­‐Si.	   Theoretically,	   one	  should	   be	   able	   to	   utilize	   semiconductor	   materials	   with	   direct	   band	   gaps,	   which	  would	  require	  much	  less	  material	  due	  to	  their	  high	  absorption	  coefficients.	  Of	  note,	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CuIn1-­‐xGaxSe2	  (CIGS),	  CdTe	  and	  In1-­‐xGaxAs	  are	  all	  direct	  band	  gap	  materials	  that	  have	  been	  heavily	  investigated	  and	  to	  some	  extent	  commercialized.	  CIGS,	  for	  instance,	  is	  one	  of	  the	  most	  highly	  absorbent	  bulk	  materials	  known—requiring	  ~1	  μm	  for	  near	  total	   absorption—and	   can	   be	   readily	   placed	   on	   mechanically	   flexible	   substrates.	  Recent	   advances	   in	   low	   temperature	   deposition	   processes	   of	   CIGS	   at	   the	   Swiss	  Federal	  Laboratory	  EMPA	  have	  enabled	  these	  flexible	  PVs	  to	  have	  efficiencies	  above	  20%,	  which	  competes	  with	  even	  the	  most	  highly	  efficient	  crystalline	  Si	  devices.	  It	  is	  yet	   to	   be	   seen	   if	   these	   outstanding	   performers	   will	   eventually	   hold	   a	   significant	  market	  share	  of	  the	  PV	  sector,	  as	  ousting	  well	  established	  Si	  technologies	  has	  been	  historically	   challenging.	   Lastly,	   the	   most	   widespread	   generation	   II	   PV	   material	  commercially	  speaking	  is	  amorphous	  silicon	  (a-­‐Si),	  which	  is	  essentially	  Si	  glass.	  a-­‐Si	  has	  historically	  been	  used	  in	  applications	  which	  require	  small	  amounts	  of	  power—most	   notoriously	   the	   small	   solar	   cells	   atop	   handheld	   calculators—due	   to	   its	  intrinsically	  poor	  performance	  compared	  to	  p-­‐Si.	  However,	  a-­‐Si	  is	  advantaged	  by	  the	  fact	   that	   it	   can	   deposited	   rather	   easily	   with	   plasma	   enhance	   chemical	   vapor	  deposition	   (PECVD)	   over	   large	   areas,	   thereby	   bypassing	   the	   general	   ingot	   route	  necessary	  with	  other	  Si	  types.	  	   Generation	  III	  solar	  cells,	  while	  they	  have	  a	  somewhat	  convoluted	  definition,	  generally	  pertain	   to	  modern	   innovative	  photovoltaic	   architectures	   that	   attempt	   to	  overcome	   the	   Shockley	   Queisser	   ~30%	   efficiency	   limit.	   Techniques	   for	   this	  approach	   include	   any	   one	   or	   combination	   of	   the	   following:	   advanced	   solar	  concentrators	  such	  as	  photonic	  or	  plasmonic	  arrays32,33,	  band	  gap	  gradient	  tandem	  solar	   cells	   aimed	   at	   generating	   current	   from	   all	   wavelengths	   of	   sunlight	   while	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retaining	  sufficient	  open-­‐circuit	  voltage	  (VOC)	  values34,	  organic	  polymer-­‐based	  active	  layers35-­‐37,	   dye-­‐sensitization	   in	   electrolytic	   PVs	   (Grätzel	   cells)38,39,	   and	   finally	   the	  usage	  of	  QDs	  as	  absorbers40-­‐42,	  among	  others.	  Initially,	  quantum	  dots	  were	  touted	  as	  ideal	   absorbers	   in	   PVs	   due	   to	   the	   potential	   for	   exploitation	   of	   somewhat	   exotic	  properties	  such	  as	  multiple	  carrier	  generation	  per	  photon	  and	  a	  “photon	  bottleneck”	  effect	   that	   refers	   to	   a	   dramatically	   slowed	   thermalization	   process	   in	   QDs.43-­‐45	  However,	   in	   hindsight	   it	   seems	   that	   perhaps	   QDs	   are	   most	   advantageous	   due	   to	  their	   ability	   to	  be	   implemented	  as	   “solar	  paints”	  which	  would	  allow	   for	   thin	   films	  that	   could	   be	   applied	   easily	   over	   large	   areas	   in	   a	   very	   cost	   effective	   manner.	  Regardless,	  QDs	  remain	  one	  of	  the	  most	  promising	  generation	  III	  materials,	  having	  reached	  9%	  efficient	  PVs	  in	  roughly	  5	  years	  of	  intense	  development	  of	  their	  current	  most	  successful	  architecture.46,47	  	   This	   thesis	   focuses	   on	   the	   usage	   of	   QDs	   as	   absorbers	   in	   general,	   with	   a	  particular	  focus	  on	  PV	  applications.	  Emphasis	  is	  given	  to	  the	  chemical	  modification	  and	   optimization	   of	   the	   materials	   used,	   while	   holding	   steadfast	   to	   the	   ideal	   of	  integrating	  physics	  and	  electrical	  engineering	  knowledge	   for	   the	  development	  of	  a	  well-­‐rounded	  understanding	  of	  the	  topics	  at	  hand.	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Chapter II. 
 
SYNTHESIS & CHARACTERIZATION OF CuxInyS PLASMONIC QUANTUM 
DOTS 
 
 
2.1 Introduction  
 
The global need for renewable and cleaner energy alternatives continues to 
instigate research in high-efficiency and low-cost photovoltaic devices. Owing to factors 
such as their tunable band gaps, strong absorption and low cost of preparation, 
semiconductor quantum dots (QDs) have emerged as an important portion of this global 
research trend.40,42 In particular, inorganic solid-state QD photovoltaics (QDPVs) formed 
by simple layer-by-layer deposition processes have garnered significant attention for their 
promising incident photon conversion efficiencies (IPCEs).48 Although still a technology 
in its infancy, Bawendi, et al., have recently reached 9% IPCE, the highest published 
value for a QDPV.47 To date, solid-state QDPV devices have focused largely on the 
utilization of IV-VI (PbS, PbSe) QDs due to their near-infrared (NIR) conduction band-
edge values and established synthetic procedures.  
Plasmonics have received considerable attention in recent years for their possible 
implementation to PV devices33,49, which would theoretically allow for decreased film 
thicknesses through light trapping by scattering from nanoparticles within the PV device. 
Furthermore, if absorbance in the localized surface plasmon resonance (LSPR) mode is 
resonant with electronic transitions, enhancements in overall current output may be seen 
through their implementation into QDPVs through the near-field electric field absorption 
enhancement effect. 
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Significant overall power conversion efficiency improvements have been 
achieved in dye-sensitized photovoltaics50 and photocatalytic systems51 through the 
incorporation of SiO2-coated Au nanoparticles. In each case, the effects of Au plasmonic 
absorbance is resonantly transferred to either a dye molecule or a peripheral QD; a 
process in which dye-particle spacing is of great importance. One can foresee the possible 
benefits of a material in which both the semiconducting and plasmonic electronic modes 
are centered upon the same particle. Namely, near-field coupling of the plasmonic 
resonance to electronic excited states would be an optimally intimate process, as opposed 
to a process which requires these transitions to occur over some distance. This potential 
was indeed mentioned in a previous report by Luther, et al.: “The LSPR mode, if resonant 
with excitonic transitions, can enhance (1) the absorption cross-section of the excitonic 
transition by means of an antenna effect […]”.52 The emergence of LSPRs in 
semiconducting QDs presents an exciting candidate for realizing this optimized system.    
Ternary I-III-VI materials (CuInS2, CuInSe2, AgInS2) constitute a class of 
compounds advantaged by low toxicity as well as comparable electronic characteristics to 
the IV-VI semiconductors.53-55 In particular, CuInS2 (CIS) possesses a bulk direct band 
gap of 1.45 eV, close to the energy corresponding to the peak black body emission of the 
sun (~2.2 eV).56 Considerable strides in the synthesis of CIS QDs have been made in 
recent years,57-59 however synthetic routes generally result in QDs with radii larger than 
that of the Bohr exciton radius of CIS.60-63 The Bohr radius can be estimated by the 
relation rB = (εdot/µ)a0, where µ = 1/(me*-1 + mh*-1), a0 is the hydrogen Bohr radius, and 
εdot is the dielectric constant of the bulk material.64 The constants me*-1 and mh*-1 are the 
reduced mass of the electron and hole, respectively, and have been shown to be me*-1 ≈ 
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0.16 me  and mh*-1 ≈ 1.3 me for CIS.65 This yields a exciton diameter of 8.2 nm for CIS, 
purporting that significant quantum confinement, and therefore significant band gap 
engineering due to size control, cannot occur above diameters of ca. 8 nm. 
 
2.2 Experimental  
2.2.1    Synthetic Parameters 
In a typical synthesis of monodisperse and electronically tunable chalcopyrite 
copper indium sulfide (CuxInyS2) semiconductor quantum dots (QDs) with LSPRs that 
are tunable over a range of near infrared (NIR) frequencies, 1 mmol of copper (II) 
acetylacetonate (Cu(acac)2), 1 mmol of indium (III) acetylacetonate (In(acac)3), 1 mmol 
dodecylphosphonic acid (DDPA), 2.5 g trioctylphosphine oxide (TOPO), and 2.5 g 
hexadecylamine (HDA) are heated to 140 °C, dried and degassed under vacuum for 10 
minutes and subsequently purged with argon and cooled to 120 °C with compressed air. 
The cation precursor solution at this point is a deep, transparent teal. Meanwhile, 0.75 
mmol bis(trimethylsilyl) sulfide (TMS2S) is dissolved into 12 mL of previously degassed 
octadecene (ODE) at 90 °C. Please see section 4.2.1 for detailed TMS2S handling and 
storage procedures for the PbS QD synthesis which can be applied directly to the 
synthesis outlined in this section. The TMS2S/ODE solution is swiftly injected into the 
cationic solution and the QDs are left to grow for 3 minutes, at which point they are 
externally cooled to 40 °C with compressed air. Immediately upon injection of the 
TMS2S, the reaction solution darkens to a deep brown, indicating rapid and widespread 
nucleation. The QDs are precipitated with acetone, then redissolved in octanol and 
centrifuged. The supernatent is then precipitated with acetone and the dried QDs are 
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dispersed in nonpolar solvent. Copper (II) acetylacetonate (Cu(acac)2) (trace metal 
grade), indium (III) acetylacetonate (In(acac)3) (trace metal grade), 
bis(trimethylsilyl)sulfide (TMS2S) (synthesis grade), trioctylphosphine oxide (TOPO) 
(90%), hexadecylamine (HDA) (90%), octadecene (ODE) (90%) were obtained from 
Sigma-Aldrich. 
 
2.2.2    UV-VIS-IR; TEM; XRD; RBS Characterization 
High-resolution transmission electron microscopy (TEM) images were taken on a 
Philips CM20 200 kV TEM. Samples were prepared by placing a drop of purified 
nanocrystals diluted in hexanes to an optical density of <0.1 onto an ultrathin carbon-on-
Formvar TEM grid (Ted Pella, Inc.), and wicking away any excess solvent. UV−vis−NIR 
absorption spectra were obtained on a Varian Cary 5000 UV−vis−NIR spectrophotometer 
for constant scans from 400 to 3000 nm. X- ray diffraction (XRD) scans were obtained 
using a Scintag X1 θ/2θ automated powder X-ray diffractometer with a Cu target (λ 
1.54056 Å), a Peltier-cooled solid-state detector, and a zero-background, Si(510) sample 
support.  
Rutherford backscattering spectrometry (RBS) was performed using a custom-
built setup.66 Samples were prepared by coating the surface of a pyrolytic graphite 
substrate (Carbone) with purified nanocrystals diluted in hexanes to an optical density of 
0.4−0.6, wicking to remove excess solvent. Experiments were performed in a high 
vacuum chamber (<10−6 Torr) with a 1.8 MeV 4He ion beam at normal incidence. 
Backscattered ions were collected at an angle of 176° with a solid-state detector. Spectra 
were analyzed according to Feldman and Mayer,67 yielding the elemental composition of 
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the nanocrystals. Unfortunately, this RBS system was permanently disassembled in 2013. 
A separate and newer Pelletron RBS system was installed in the Free Electron Laser lab 
on Vanderbilt’s Campus that same year, however studies performed on CIS quantum dots 
on this newer system did not yield satisfactory data. It was determined that both signal 
collection rate was too low and that the resultant stoichiometry values were too wildly 
opposed to findings on both the older RBS and new ChemiSTEM EDS system to render 
the findings trustable or publishable.  
 
2.3 Discussion of CuxInyS2 System 
  
2.3.1    Size and Band Gap Tuning 
  
Figure 2.1a shows the absorption spectra for samples composed of various sizes 
of QDs. For simplicity’s sake, the band gap of each of the four represented samples was 
assumed to correspond to the onset of absorption determined from the x-axis intercept of 
their corresponding Tauc plots, and each batch will heretofore be represented by its 
respective value. The absorption onset was tuned from 2.1 (620 nm) to 1.5 eV (800 nm), 
after which point the band gap ceases to vary significantly with changes in diameter.  
The transmission electron microscopy (TEM) images in Figure 1(c,d) indicate 
spherical QDs with narrow size distribution, which is corroborated with size dispersion 
analysis shown in Figure 2.3. The uniform crystal lattice fringes suggests that the 
particles are single crystalline, while X-ray diffraction (XRD) patterns show the crystal 
structure to correlate with chalcopyrite CIS (Figure 2.1b). The chalcopyrite crystal 
structure is a ternary analog of the typical cubic zincblende in which the c-direction is 
lengthened by a certain amount due to stretching of the lattice stemming from the 
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differing cation identities. Generally, a chalcopyrite unit cell consists of a rectangular 
prism of two zincblende-like primitive cells stacked along the c-axis. 
Several reaction parameters must be altered in order to preserve the stability and 
spherical shape while achieving a desired diameter. Specifically, while the smaller 
particles require large amounts of TOPO for stabilization, spherical seeds exhibit 
preferential growth along the <001> directions with addition of higher concentrations of 
TMS2S. This effect amounts to the creation of rods in the presence of equimolar amounts 
of TOPO/HDA with increases in sulfur (Figure 2.2). Rod growth is suspended by the 
reduction of the TOPO to HDA ratio, promoting stable spherical particle formation at 
larger sizes.  
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Figure 2.1: (a) Absorption spectra from 400-2600 nm for samples of varying band gap; 
2.1 eV band gap (red), 1.8 eV band gap (blue), 1.6 eV band gap (orange), 1.5 eV band 
gap (green). Dashed lines show trends in changes in band gap and LSPR peak values. (b) 
XRD spectrum of 1.5 eV band gap QDs compared to standard for chalcopyrite CuInS2 
(JCPDS #27-0159).  TEM images (c,d) showing dispersity of 4.0  nm CIS dots, scale 
bars represent 20 and 5 nm, respectively.  
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Figure 2.2: HR-TEM images showing rod growth at unity TOPO:HDA ratios for 
attempted large particle synthesis. Rod growth was suspended by decreasing 
TOPO:HDA. (a) Image showing growth occurs along <001> directions, inset shows 
fringe measurement representing (103) face (scale bar represents 5 nm). (b) Image of 
large collection of rods (scale bar represents 20 nm).   
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Increases in diameter are achieved by a two-fold process involving augmentations 
in both sulfur precursor and DDPA amounts. Decomposition and reaction of TMS2S 
occurs at a very high rate, causing particle formation to be rate-limited by the reactivity 
of the cationic precursor. Therefore, altering the reactivity of the Cu(II) and In(III) 
precursors through addition of higher equivalents of DDPA allows for the formation of 
larger QDs through stoichiometric changes in sulfur precursor. Due to the 
aforementioned high reactivity of TMS2S, temperature has a less controllable effect on 
the final size of QDs, in comparison to previously published work.10,12 Table 2.1 lists 
specific reaction parameters for the formation of QDs with gradual changes in band gap. 
 
 
Table 2.1: Reaction parameters for synthesis of CuxInyS2 QDs with varying diameters 
TMS2S 
(mmol) 
DDPA 
(mmol) 
TOPO: 
HDAa 
diameter 
(nm) 
band gap (eV)b 
0.75 1 1:1 4.0 ± 0.5 2.1 
1.25 1.5 3:7 4.4 ± 0.5 1.8 
1.5 2 1:4 4.9 ± 0.4 1.6 
2 2.5 0:1 5.6 ± 0.5 1.5 
aBased on a 5.0 g total mixture. bCalculated from the wavelength corresponding to 
onset of absorption determined from Tauc plot x-axis intercepts. 
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Figure 2.3: (a-d) Histograms showing size distribution for 200-QD sample 
measurements; (a) 2.1 eV band gap- 4.0±0.5 nm (red), (b) 1.8 eV band gap- 4.4±0.5 nm 
(orange), (c) 1.6 eV band gap- 4.9±0.4 nm (blue), (d) 1.5 eV band gap- 5.6±0.5 nm 
(green). 
 
2.3.2    LSPR Characterization, Drude Theory 
Notably, the QDs exhibit size dependent broad absorbance in the near infrared 
(IR). To the best of our knowledge, there have been no previous reports of this sub-band 
gap absorbance in any of the typical IV-VI, II-VI or I-III-VI QD species. Sub-band gap 
absorbance can arise from several factors such as scattering, inner-conduction band 
absorption68, and sample impurities. However, we can conclude that this absorbance is a 
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result of LSPRs due to a shift in absorbance maxima with changes in indices of refraction 
(n) of solvent species (Figure 2.4).52 Additionally, one could assert that solvatochromism 
is responsible for this sensitivity to n, but this possibility is refuted by two factors. (1) 
The π* scale of solvent polarity values used in solvatochromic effect studies are 
relatively low for the solvents used in this study (compared to a dimethylsulfoxide 
standard value of 1.000): carbon tetrachloride, 0.294; tetrachloroethylene, 0.277; carbon 
disulfide, 0.514.69 (2) The shifts in the proposed LSPR peak wavelengths are on the order 
of 14-23 nm, compared to typical solvatochromic shifts in QDs that are on the order of 
less than 1 nm.70  
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Figure 2.4: Absorption spectra in differing solvents for 2.1 eV band gap sample; carbon 
tetrachloride (blue), tetrachloroethylene (green); carbon disulfide (red). Inset graph shows 
the dependence of LSPR maximum on index of refraction of solvent (250 nm/RIU). 
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These QDs exhibit a plasmonic sensitivity of ~250 nm per refractive index unit 
(nm/RIU), which is comparable to those in previous reports of WO2.83 nanorods (280 
nm/RIU)71, Cu2-xS QDs (350 nm/RIU)25, silver nanoprisms (200 nm/RIU)72, or gold 
nanoshells (130 to 360 nm/RIU).73 Notably, this sensitivity is not linear, as seen on the 
inset of Figure 2, generally because of refractive effects caused by the ligand shell. This 
allows the LSPR absorbance maxima to be efficiently tuned not only by the size of the 
QDs, but also by altering the index of refraction of the surrounding medium.  
Elemental analysis was performed by way of Rutherford backscattering 
spectroscopy (RBS), which provides a highly sensitive method for determining accurate 
elemental composition ratios (Figure 2.5).74 Due to the small QD size in our samples, 
peak-broadening severely limits the applicability of XRD for elemental analysis 
purposes. Likewise, inherent errors associated with inductively coupled plasma mass 
spectrometry (ICP-MS), such as the difficulty in gaining sulfur concentration, restrict its 
viability in this report. The RBS results (Figure 2.5) show cation deficiencies, which is an 
unexpected result due to the sulfur deficient precursor stoichiometries. Specifically, the 
2.1 eV and 1.6 eV band gap samples were found to have stoichiometries of Cu0.88In0.95S2 
and Cu1.01In0.91S2, respectively.  
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Figure 2.5: Rutherford backscattering spectra of Eg= 2.0 and 1.6 eV samples. Channel 
numbers correspond to specific scattering angles of incident 4He2+ nuclei based upon the 
atomic nucleus from which it was scattered (higher channel numbers denote higher 
atomic masses). Curve areas can be calculated and used to determine overall 
stoichiometries based on a Bi standard, the specifics of which are outlined in the report 
by Feldman and Mayer mentioned above. 
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Reports have cited cation stoichiometric deficiencies, which effectively give rise 
to heavily p-type materials, as the source of LSPRs in chalcogenide QDs.6,25 These cation 
vacancies effectively as acceptor points within the crystalline lattice, opening states 
within the valence band and deepening the Fermi level to lower energies. Dopant density 
values reported in these studies are obtained through solving equations which relate 
dopant density to LSPR frequency in bulk, rather than actual experimental data such as 
Mott-Shottky analysis for QDs. Specifically, the Drude approximation is used to 
extrapolate dopant density values through their relation to calculated bulk plasma 
frequency estimates. As performed by Alivisatos and coworkers25, Drude theory for bulk 
materials is used to estimate doping densities in quantum dots through experimentally 
measured values. The plasma frequency (ωp) of the free carriers in the dots is related to 
the LSPR energy (ωsp) by the following: 
 
εm is the dielectric constant of the surrounding medium. We have omitted the ligand shell 
effects for this value and taken the external matrix as solely TCE (εm = 2.28). The value γ 
represents the full-width half max. For the 2.1 eV sample in TCE, with LSPR maximum 
at 1.05 eV and FWHM of 0.9 eV, ωp ≈ 3.3 eV. Dopant density depends on plasma 
frequency as: 
 
 
where mh is the hole effective mass, estimated as 1.3m0, where m0 is the electron mass.21 
From these calculations, we estimate Nh to be 2.6 x 1020 cm-3, which is within an order of 
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magnitude of the only other studies of which we are aware that predicts Nh QDs in this 
manner.25,28 If these ∼4.0 nm wide dots are taken to be spheres with volumes of ∼34 nm3 
(3.4 × 10-20 cm-3), this data suggests that there would exist ∼nine holes per dot. This 
extremely low amount of calculated free carriers per dot leads us to speculate there are 
limitations to the applicability of these equations to QDs of this size regime. We feel that 
experimental dopant density values are needed for a true understanding of the QD system 
due to the frequent behavioral discrepancies present between bulk materials and their 
quantum-confined counterparts. 
 
 
Figure 2.6: Absorption spectra of single sample in TCE (dashed line) and as a spun-cast 
thin film on glass (solid line). The absorption onset value remains constant while the 
LSPR peak shifts by ~100 nm.  
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The insensitivity of the LSPR absorption and value to air exposure may render 
these QDs favorable for solid-state QDPV applications. Figure 2.6 shows the absorbance 
spectrum of a sample of 1.8 eV (~4.5 nm) CIS QDs in TCE and as a spun-cast thin film. 
The LSPR peak in the thin film is slightly broadened with respect to the solution, and its 
maximum is shifted by ~100 nm. This shift is in reasonable agreement with our 
sensitivity of 250 nm/RIU (n for TCE and air are 1.51 and 1.00, respectively).  
 
 
 
note: Much of the of the above chapter was adopted with permission from: Novel 
Synthesis of Chalcopyrite CuxInyS2 Quantum Dots with Tunable Localized Surface 
Plasmon Resonances. J. Scott Niezgoda, Melissa A. Harrison, James R. McBride, and 
Sandra J. Rosenthal. Chemistry of Materials 2012 24 (16), 3294-3298. Copyright 2015 
American Chemical Society.15 
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Chapter III. 
 
THE EFFECT OF LSPR-ON-EXCITON ABSORPTION IN SIMPLE QUANTUM 
DOT PHOTOVOLTAICS 
 
3.1 Introduction 
The photovoltaic (PV) industry is involved in a constant struggle with the fossil 
fuels sector to produce price competitive energy on the cost per watt scale. This effort has 
spurred interest in new-generation solar cell motifs that attempt to realize these goals. In 
particular, one preeminent tactic for achieving lower overall cost per watt has been 
simply reducing active layer film thicknesses, however this approach must be realized 
while not sacrificing necessary light absorption. In thin film silicon technologies, active 
layers as thick as hundreds of micrometers are commonplace due to the relatively low 
absorptivity of crystalline and amorphous silicon. Limitations such as these have spurred 
interest in alternative light absorbing media such as quantum dots, which exhibit 
decidedly higher molar absorptivities and allow for film thicknesses of less than 1 µm,48 
as well as the implementation of plasmonic metallic nanopatterning and nanoparticles for 
increased light trapping and absorption cross-sections.75 
Localized surface plasmon resonances (LSPRs) are electromagnetic excitations of 
free carriers at the interface of a dielectric and a nanoparticle. These excitations result 
primarily in a highly localized near-field electric field enhancement around the 
nanoparticle at resonant energies, which subsequently decays to either far-field scattering 
of the incident photon or phonon-coupled thermalization into the dielectric background. 
The realization of “plasmonic solar cells” has long been a challenging goal of PV 
researchers,76 however recent advances in nanomaterial synthetic control and 
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characterization have led to sweeping advances and a proliferation of new ideas. To wit, 
increases in overall light absorption and short-circuit current (JSC) resulting from 
plasmonic effects have led to marked efficiency enhancement in dye-sensitized solar cells 
(DSSCs),39,50,77,78 as well as organic and inorganic thin film devices.32,35,79-84 These 
enhancements generally rely upon either far-field subwavelenth scattering to concentrate 
incident photons in an absorber layer, or “antenna” effects in which the plasmonic near-
field excitation serves to increase the absorption cross-section at resonant wavelengths. 
Through these effects, LSPR-functionalization may also mitigate the negative impacts of 
photonic surface texturing—another popular method for augmenting light absorption—
such as increases in surface recombination and overall volume of depletion region, as 
well as the challenges associated with texturing very thin films.85  
 In the past several years, a limited number of publications have detailed the 
characterization and the mechanistic interpretation of semiconductor nanoparticles that 
possess LSPR modes.49,52,71,86-88 These new systems are of wide-ranging interest due to 
their possible applicability in the fields of non-linear optics,89,90 LSPR-enhanced light-
emitting diodes,91 and single, quantized plasmon generation,92 among others.33 The 
plasmon bands in typical Cu2-x(S/Se) semiconductor nanocrystals (NCs), such as those 
reported by Zhao, et al.,49 and Luther, et al.,52 are understood to originate from the heavy 
p-type dopant densities due to the oxidative leaching of copper atoms out of the NC 
lattice. These acceptor-like copper vacancies generally increase over time as the redox 
process proceeds toward equilibrium, resulting in gradually denser hole populations and 
thus, according to the Drude model, an increase in the bulk plasma- and LSPR frequency 
and intensity. The resultant LSPR modes of these copper deficiencies serve as an 
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interesting foundation for a new system in which plasmonic and excitonic absorption are 
centered upon the same particle; an architecture that does not rely on antenna effects to 
span a physical distance. However, the experimental observation of their possible 
benefits has remained a challenge because of the inevitable oxidation of Cu2-x(S/Se) NCs 
upon exposure to air. Furthermore, perhaps the most commonly utilized ligand species 
for Cu2-xS NCs in particular is 1-dodecanethiol, which suppresses possible surface 
chemistry modifications by virtue of its high binding affinity and limits their applicability 
to thin film architectures that require distance-dependent dot-to-dot charge transfer.93  
 The synthesis and characterization of ternary CuxInyS2 quantum dots with band 
gaps tunable from 1.5-2.1 eV and LSPR modes in the NIR was described in the previous 
section and outlined in a published report, as outlined in Chapter 2.15 This study 
presented, for the first time, LSPR-expressing, quantum-confined Cu-In-S (CIS) particles 
suitable for PV and photocatalytic (PC) applications due to both their modifiable surface 
chemistries as well as LSPR peak stability from the time of reaction through storage in 
air for several weeks. I-III-VI2-type semiconductors are suitable candidates for PV and 
PC applications because of their NIR bulk band gaps, high absorption coefficients and 
reduced toxicity compared to compounds such as the ubiquitous cadmium and lead 
chalcogenides. As such, several attempts have been made in the last several years to 
amend CIS quantum dots as light absorbers in both PV and PC devices60,94-101, with 
recorded incident photon conversion efficiencies (IPCEs) for PVs as high as 4.20% 
reported by Li, et. al.102  
Normally, CIS NC preparation methods result in particles with charge neutral 
stoichiometries resembling those of the precursors, and consistently lacking plasmon 
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modes.55,60,62,63,87,103 In those studies, stable polymorphs which deviate from the 
“standard” Cu1.0In1.0S2.0 elemental composition are formed when excesses of cationic 
positive charge present in the precursor stoichiometries and final crystal structure are 
balanced by incorporation of excess S2- anions. In all of these polymorphs, a net neutral 
charge is achieved through stoichiometries such as Cu2.0In1.0S2.5 and Cu1.0In2.0S3.5 owing 
to oxidation states of (I) and (III) for copper and indium, respectively. In our previous 
report concerning plasmonic CIS (plasmonic-CIS), Rutherford backscattering 
spectroscopy (RBS) data showed that the QDs represented therein formed as cation 
deficient particles whose crystal structures lack charge neutrality. It has been known for 
decades that Cu and In vacancies (VCu and VIn) in I-III-VI semiconductors act as intrinsic 
acceptors,104,105 thereby suggesting that our plasmonic-CIS samples exist as heavily p-
doped semiconductors. The Drude model was used to extrapolate a corresponding dopant 
density of Nh = 2.6 × 1020 cm-2, which was on par with similar LSPR-expressing 
semiconductor studies.52,71 Importantly, it was clear through the experimental procedure 
and subsequent characterization that these QDs were synthetically produced with inherent 
plasmonic modes, differing from those of copper chalcogenide species in that they are not 
formed as the result of gradual oxidation. The RBS data suggested that the plasmonic-
CIS reaction, rather than forming intermediate crystalline phases such as those in Cu2-xS 
(x = 1, 0.2, 0.03), seemed to form randomly cation deficient samples (CuxInyS2; x, y ≥ 
0.85). The uniqueness of this reaction—that the inherent mechanism of crystal formation 
seems to result in massive amounts of cation deficiencies—led us to speculate on whether 
it could be used as model system for discretely examining the effects of these plasmonic-
enhanced excitonic particles.  
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3.2 Synthesis and Verification of non-Plasmonic “Twin” 
 
3.2.1    Synthetic Parameters 
 
For the observation of the influence of these plasmonic modes on a model system 
to be experimentally sound, it is compulsory to attain a non-plasmonic-CIS system, 
differing only in elemental stoichiometries (and therefore presence of LSPR modes). In 
other words, CIS QDs of the same size, surface chemistry and band gap must be 
synthesized that are stably non-plasmonic in order to offer an effective experimental 
control. We developed a synthetic method based on a heavily modified procedure 
reported by Pan, et al.,57 which successfully meets all these criteria.  
Copper (II) acetylacetonate [Cu(acac)2] (trace metal grade), indium (III) 
acetylacetonate [In(acac)3] (trace metal grade), indium (III) chloride (InCl3) (98%), 
copper (II) chloride (CuCl2) (trace metal grade), sodium diethyldithiocarbamate 
[Na(DEDC)] (reagent grade), bis(trimethylsilyl)sulfide (TMS2S) (synthesis grade), 
phenylphosphonic acid (PPA) (99%), hexadecylamine (HDA) (90%), and octadecene 
(ODE) (90%), were obtained from Sigma-Aldrich.  
For the synthesis, diethyldithiocarbamate (DEDC) salts of the cation precursors 
were used as both cation and S2- sources. The preparation of these precursors involves a 
simple ion exchange reaction to form insoluble DEDC salts: 50 mL distilled H2O is 
combined with with 0.505 g InCl3 (~2.5 mmol) and 0.380 g CuCl2 (~2.5 mmol) in 
separate beakers. These solutions were added slowly to separate beakers containing 1.126 
g Na(DEDC) (~6.5 mmol) in 100 mL H2O at 60 °C and allowed to stir for 5 minutes. The 
white In3+(DEDC)2Cl and dark brown Cu2+(DEDC)2 precipitates were filtered over frit 
and washed 3 times thoroughly with H2O. The DEDC salts were dried in a 100 °C oven 
	   36	  
in air overnight, and stored in a desiccator. It is important to note the substoichiometric 
amount of InCl3 salt used to form the In(DEDC) salt. It was found that using a 1:3 molar 
ration of indium to DEDC salt (for full complexation of In3+) renders the In3+ ion 
essentially unreactive likely due to excessive steric hindrance from the presence of 3 
bulky DEDC- ligands.  
For the synthesis on non-plasmonc CIS, 0.280 g In(DEDC) and 0.180 g 
Cu(DEDC) were added to 10 mL ODE in a 50 mL 3-neck round bottom flask and heated 
to 120 °C with magnetic stirring under vacuum, and subsequently to 200 °C under Ar. 
The flask remained at 200 °C until all cationic salts were fully dissolved, at which point 
the temperature was reduced to 100 °C. Generally speaking, the indium salt takes longer 
to dissolve than the Cu counterpart, and the complete dissolution can be identified by 
stopping the stirring and looking at the bottom of the reaction flask for any remaining bits 
of white In(DEDC) salt in the dark brown precursor solution. In a separate vial, a 2 M 
solution of HDA in ODE was prepared and heated to 90 °C with magnetic stirring. It is 
important to keep this vial up to temperature because it rapidly solidifies in syringe 
needles when cooled, making injection impossible. 12 mL of the 2 M HDA:ODE solution 
at 90 °C was injected in the cation flask at 100 °C and let react for 10 minutes, then 
cooled to 40 °C with compressed air. QDs were separated equally into 4 vials and 
precipitated with acetone under centrifugation at 6500 rpm for 5 minutes. After decanting 
supernatant acetone, the QDs were dispersed in 6 mL each of toluene and centrifuged at 
6500 rpm for 10 minutes. The supernate is reserved and the quantum dots therein were 
precipitated with acetonitrile under centrifugation at 6500 rpm for 10 minutes. The QD 
pellets were dissolved in appropriate nonpolar solvent for storage or use.	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Figure 3.1: Absorption spectra in 1-minute interval samples of a single non-plasmonic 
CIS reaction showing gradual decomposition of DEDC precursors into crystalline CIS. 
The large singular peak at ~460 nm and broad peak at ~610 nm in the 0- and 1-minute 
samples corresponds to the absorption of the precursor only, which are seen to gradually 
disappear during the course of the 10-minute reaction. Significant QD seed formation is 
taken to occur at some time between 2 and 3 minutes due to the onset of continuous 
absorption.  
 
3.2.2    UV-VIS-IR; 1H, 15N, 31P NMR; STEM-EDS Mapping 
 
The reaction results in stable non-plasmonic-CIS particles, which for the purposes 
of this report have been tuned to ca. 5 nm in diameter and exhibit an absorption onset at 
750 nm (Figure 3.2), rendering them highly geometrically and excitonically similar to 
plasmonic-CIS. Furthermore, the non-plasmonic-CIS lacks any detectable plasmonic 
absorbance in the IR, and do not readily undergo oxidative processes which would render 
them plasmonically active in these experiments (Figure 3.3). 
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Figure 3.2: Absorbance spectra of plasmonic (blue) and non-plasmonic CIS samples. 
Spectra are separated on the y-axis to better compare excitonic (light red) and plasmonic 
(light green) absorbance sections. Both spectra are taken on samples suspended in 
tetrachloroethylene. A Tauc plot is shown in the inset, exhibiting the optical band gap 
similarity to within ±0.1 eV between the two samples. 
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Figure 3.3: Absorption spectrum of a 4-month-old sample of non-plasmonic CIS stored in 
ambient air. An extremely broad and weak feature, centered at roughly 1000 nm, was 
found to appear at roughly 3 months, with no noticeable change in absorption at earlier 
dates. A typical as-synthesized plasmonic-CIS spectrum is shown for comparison of 
intensities of these peaks. This data is presented to showcase the assertion that, on the 
time scales over which our experiments are performed, the non-plasmonic CIS particles 
do not undergo experimentally significant changes. 
 
In order to verify the surface chemistry consistency between the non-plasmonic-
CIS and the plasmonic-CIS samples, 1H, 14N, and 31P NMR spectroscopy on both types 
of CIS was performed (Figures 3.4, 3.5). 1H and 31P NMR measurements were obtained 
using a 400 MHz Brüker AV400 NMR spectrometer, and 14N measurements with a 500 
MHz Brüker DRX500 NMR spectrometer. 
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Figure 3.4: (A) 1H NMR spectra for non-plasmonic-CIS, plasmonic-CIS and unbound 
HDA in toluene-d8. Both QDs experience characteristic peak shifting resulting from the 
altered electronic environment near the particles’ surfaces. Resonance from “a” and “b” 
hydrogens (inset HDA molecule) is not detected due, again, to proximity to QD surface. 
Latent amounts of ODE are found in spectra both types of CIS QDs and are labeled in 
both traces. Likewise, since deuterated acetone was used in initial clean ups for P-CIS, 
but subsequently found to be unnecessary, acetone was used for the nP-CIS samples, both 
of which are seen in the corresponding spectra. (B) 31P NMR spectrum of plasmonic-CIS 
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sample showing no P-resonance whatsoever.  
 
 
The 1H NMR spectra for unbound HDA, plasmonic-CIS and non-plasmonic-CIS 
in toluene-d8 are shown in Figure 3.4. Resonance corresponding to the amine (“a”) and 
carbon-1 (“b”) protons is not resolved in the QD samples due largely to quadrupole 
effects in the proximity of the charged surface of the crystals. Correspondingly, the alkyl 
chain (“c”) and terminal –CH3 (“d”) protons exhibit an upfield shift from unbound HDA 
of ~0.05 ppm in both QD samples. Chemical shifts are a trait common to QD NMR 
studies due to proton proximity to the partially charged crystal surface.106 ODE is present 
in very small amounts in both QD spectra as a nonbinding precursor impurity and its 
contribution to alkyl peaks  “c” and “d” can be subtracted from the two peaks through 
normalization to the ODE alkene peak, yielding the signal due solely to bound HDA in 
both QD samples. Most importantly, aside from solvent peaks in both as well as a trace 
amount of acetylacetonate precursor in the plasmonic-CIS sample seen in the well-
defined multiplet at ~1.65 ppm, the NMR spectra suggest compositionally identical 
surface chemistries for the two types of QDs. Further, the lack of aromatic signal in the 
1H NMR spectrum, as well as the lack of any signal whatsoever in the 31P NMR spectrum 
of the analysis of plasmonic-CIS leads to the conclusion that phenylphosphonic acid 
(PPA), while presumably acting as a stabilizing agent that regulates the reactivity of the 
cationic precursors during the QD formation process62 and ensures spherical crystal 
growth, does not act as a surface-coordinating ligand. 
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Figure 3.5: (A) 14N NMR spectra for the same samples in toluene-d8. The lone nitrogen 
atom in bound HDA appears far downfield (208.5 ppm) in the non-plasmonic-CIS 
sample with respect to unbound HDA (-20.8 ppm). No nitrogen resonance is detected for 
plasmonic-CIS samples regardless of scan width, which is attributed to extreme peak 
broadening stemming from highly partially charged plasmonic-CIS surface, which can be 
seen in the bottom spectrum above. This is hypothesized to be due to the washing out of 
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nitrogen nuclei resonance in P-CIS samples due to the high density of unpaired spin 
states in their lattice. (B) Ultra wide scan shows no resonance for 14N nuclei in NMR 
spectrum for plasmonic-CIS samples. 
 
 
14N NMR spectra of the same samples studied above in toluene-d8 are shown in 
Figure 3.5. All three spectra contain a sharp peak at ~266.4 ppm, which can be found in 
the pure toluene-d8 spectrum and is therefore independent from our QD and HDA 
analysis. The strong peak at ~20.8 ppm in the unbound HDA spectrum corresponds to the 
lone nitrogen in the HDA molecule. A highly pronounced resonance shift of ~187 ppm is 
seen in the non-plasmonic-CIS sample, indicating significant nitrogen deshielding as a 
result of its interaction with the crystalline surface. Initially, we sought to validate our 
assumption that the nitrogen-containing DEDC anions present in the non-plasmonic-CIS 
synthesis were not acting as bound species in the product. In showing that there is only a 
single 14N NMR peak in the non-plasmonic-CIS spectrum as well as no 1H NMR peaks 
attributable to DEDC, we were confident in this assertion. However, perhaps more 
intriguingly, whereas it may be hypothesized that further peak shifting would occur in the 
plasmonic-CIS QD samples due to enhanced overall QD charge, it was not expected that 
the HDA signal would be completely absent. Regardless of scan width, no 14N resonance 
from the HDA-ligated plasmonic-CIS was observed. Although this observation leads to 
the possible assertion that 31P atoms near the surface of the plasmonic-CIS QDs would 
also be fully shielded and therefore not detectable in NMR spectra, we feel confident in 
the binding of solely HDA to the surface of plasmonic-CIS QDs based on the following 
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observations: (1) the integration of peaks “c” and “d” in the 1H NMR spectrum (less the 
contribution from ODE) corresponds to the same integration for unbound HDA, (2) the 
absence of aromatic signal resulting from PPA in 1H spectra, and (3) the relatively high 
sensitivity of 31P NMR spectroscopy compared to that of 14N (relative sensitivity for 
equal numbers of nuclei at constant field; 1H  : 14N  : 31P = 1.000 : 1.01 × 10-3 :   6.64 × 
10-2).  
TEM images were obtained using an FEI Tecnai Osiris equipped with 
ChemiSTEM® EDS capability to show the elemental homogeneity of individual particles 
and gain further stoichiometric characterization in both the plasmonic- and non-
plasmonic-CIS batches (Figures 3.6, 3.7).  
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B 
 
Figure 3.6: (A, B) HRTEM images of non-plasmonic CIS particles with scales bars of 5 
and 10 nm, respectively. Particles show good crystallinity and similar size to plasmonic-
CIS particles shown in the previous section, which is corroborated by the absorption 
spectra. 
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STEM-EDS studies were generally performed with beam spot size set to 4 and a 
beam current of 0.866 nA. SiN grids were used for these images with CuInS2 QDs 
because of the low quality of Ni and Ti grids with respect to unavoidable contamination 
and Cu-background signal. As can be seen in both EDS map images, the particles are 
homogeneously alloyed, rather than sequestered into Cu-rich and In-rich portions. The 
randomly cation-deficient nature of the plasmonic-CIS particles is witnessed in the 
analysis of the corresponding EDS spectrum. In this case the EDS data yields a 
stoichiometry of Cu1.11In0.72S2 and Cu0.99In1.14S2 for plasmonic- and non-plasmonic-CIS, 
respectively, reflecting the aforementioned overall stoichiometry trends responsible for 
the presence or absence of LSPRs in these particles.  
 
A 
 
B 
 
 
Figure 3.7: EDS-map images of a cluster of non-plasmonic-CIS QDs (A) and a cluster 
of plasmonic-CIS QDs (B) with scale bars of 3 and 10 nm, respectively. In each image, 
copper (green) and indium (blue) exist in relative homogeneity rather than being heavily 
sequestered. Atomic ratios for the two shown samples were calculated to Cu0.99In1.14S2 
(A) and Cu1.11In0.72S2 (B). The overall cation deficiency reflects the fundamental 
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assertion behind the proposed origin of plasmonic modes in plasmonic-CIS QDs, as 
opposed to the relatively stoichiometric non-plasmonic-CIS QDs.  
 
3.3 Proposed Synthetic Origin of LSPRs in CuxInyS2 Quantum Dots 
 
Figure 3.8 illustrates the process that we believe leads to the formation of 
plasmonic modes in plasmonic-CIS QDs as well as the lack-there-of in the non-
plasmonic-CIS analogue. In the non-plasmonic-CIS synthesis, DEDC salts of indium (III) 
and copper (II) are dissolved and heated in a reaction flask with only ODE present. As 
stated before, ODE is a simple mono-unsaturated carbon chain acting solely as a 
chemically inert solvent that remains a passive observer during the crystal formation 
process. The dithiocarbamate anion moieties serve as a sulfur source for the QDs and 
their decomposition is catalyzed by the injection of a solution of nucleophilic HDA 
ligands dissolved in ODE. Importantly, the metallic cations and anions share a similar 
chemical environment in the precursor and growth environments, which presumably 
allows for a paced and stoichiometric crystal growth process resulting in the formation of 
relatively few crystalline vacancy defects. Further, this DEDC decomposition occurs 
gradually upon injection of HDA, with a time of roughly 10 minutes for full 
decomposition at a growth temperature of 100 °C (Figure 3.1).  
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           plasmonic-CIS                                         non-plasmonic-CIS 
 
Figure 3.8: Schematic outlining synthetic pathways of plasmonic- (left) and non-
plasmonic-CIS (right) QDs as well as proposed mechanism for origin of LSPR modes in 
plasmonic-CIS samples. While both batches involve an injection step, the plasmonic-CIS 
synthesis entails the injection of the highly reactive sulfur source, bis(trimethylsilyl) 
sulfide, to a solution of cation-ligand complexes. The rapid crystal growth, particularly of 
the sulfur crystallographic planes, in plasmonic-CIS is thought to hinder complete filling 
of all cationic sites within the QDs, effectively instilling cationic vacancies and ensuring 
p-type dopant behavior and thus LSPRs. This is in contrast to the more gradual growth of 
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non-plasmonic-CIS QDs stemming from the decomposition of the cation-DEDC 
complexes up injection of the nucleophilic HDA molecules.    
 
 
In contrast, the formation of the plasmonic-CIS particles occurs in a more hectic 
chemical environment in which the cadenced growth associated with the non-plasmonic-
CIS formation is compromised. In this reaction, HDA molecules form ligand-cation 
complexes in the reaction vessel prior to QD formation. The presence of these complexes 
is evidenced by the fact that without the addition of HDA in the reaction vessel, the ODE 
and PPA on their own do not render the Cu (II) and In (III) acac salts soluble. It is not 
until a nucleophile such as HDA is added to the reaction mixture that the white In(acac)3 
and teal Cu(acac)2 solids dissolve, forming a homogeneous precursor. Bis(trimethylsilyl) 
sulfide (TMS2S) is a relatively common sulfide anion source in nanocrystal syntheses, 
particularly those of PbS QDs,107 because it affords a clean and highly reactive anion 
source which is known to generally produce monodisperse samples. We hypothesize that 
the combination of the extremely labile S2- anions with the rather stable and bulky HDA-
cation species supports a crystal growth mechanism in which sulfur planes form at a rate 
that restricts the complete filling of cationic sites. Once growth is quenched through the 
complete depletion of the TMS2S, stable HDA-capped particles with inherent cation 
vacancies result (Figure 3.8). 
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3.4 Rationales for and Design of Simple Photovoltaics 
 
 
 
 
Figure 3.9 Typical plasmonic-CIS absorption spectrum showing peak overlap that 
facilitates plasmon coupling to photons of energies greater than the band gap. The LSPR 
peak has been fitted to a Gaussian function, while the excitonic peak has been 
extrapolated to our best approximation. The red crosshatch pattern highlights the region 
of overlap. This figure is meant to illustrate the necessity of some form of overlap 
between frequencies associated with the excitation of plasmon modes and those 
responsible for band gap excitation; the extrapolation and Gaussian fits are in no way 
meant to be quantitative. 
 
 
3.4.1    Plasmon-Exciton Overlap 
 
Crucially, in order to witness any PV efficiency enhancement whatsoever, the 
LSPR modes in these plasmonic-CIS QDs must exhibit overlap with band gap excitations 
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for the reason that plasmons must couple with optical transitions in order to observe an 
antenna effect. This effect is similar to that seen in Forster resonance energy transfer 
(FRET) studies in which virtual photons can only be transferred from a donor to an 
acceptor substance through available energy states in both substances. At first 
observation the two excitation peaks may seem separated, however closer examination of 
the optical density values in all samples at the minima between the excitonic and 
plasmonic portions of the plasmonic-CIS absorbance spectra leads to a different 
conclusion. Figure 3.9 illustrates this observation in showing the necessary peak overlap 
in a representative plasmonic-CIS absorption spectrum. The LSPR peak has been fit to a 
Gaussian, and the excitonic continuous peak has been extrapolated to our best 
approximation. Considering that all spectra taken for these samples are performed under 
fully blanked conditions in tetrachloroethylene (TCE), the optical density for this sample 
of ca. 0.1 at the minimum near 690 nm is indicative of peak overlap, which we highlight 
in the red crosshatch pattern. Importantly, this overlap occurs within the portion of the 
visible spectrum at which the black body emission of the sun is maximal.  
 
3.4.2    Experimental 
Simple quantum dot sensitized solar cell (QD-SSC) devices were prepared from 
both the plasmonic-CIS and non-plasmonic-CIS samples (Figure 3.10). With the non-
plasmonic-CIS devices functioning as controls, this experiment allowed us to gauge the 
influence of the plasmonic resonant coupling to excitonic modes in the plasmonic-CIS on 
photovoltaic performance. It is important to note that these solar cells, for simplicity’s 
sake, were not manufactured with the acquisition of high relative IPCE values in mind, 
	   51	  
but rather to function as simple PV devices that serve as a benchmark for comparison of 
data between the two types of QDs. Measured electronic parameters are generally much 
lower than those of typical QD-SSC devices, including those of Cu1In1S2 QD-SSCs38, 
leading to impractically low efficiency values. Areas of improvement include QD 
loading, TiO2 electrode thickness optimization and composition, electrolyte optimization, 
and band alignment engineering, etc.  
 
 
 
Figure 3.10 Representation of the photovoltaic devices employed to test differences in 
performance between plasmonic- and non-plasmonic-CIS QD. The cells were assembled 
identically in every way aside from the species of QD adsorbed to the meso-TiO2 anode.  
 
TiO2 nanoparticle paste was prepared in house following previously published 
procedure.108 12.5 mL ethylene glycol was placed in a 3-neck round bottom flask and 
heated to 90 °C with the variac set to 25% in order to have a gradual temperature 
increase. Once at 60 °C, 2.8 mL titanium isopropoxide was added to the ethylene glycol, 
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followed by the addition of 10.8 g of citric acid at 70 °C. These additions gradually 
solvated in the ethylene glycol en route to the 90 °C endpoint. Meanwhile, 5.25 g of 
Degussa P25 titania nanoparticles (Sigma Aldrich) were added to a mortar. Once at       
90 °C, the pale yellow ethylene glycol solution was taken off heat and added to the titania 
in the mortar. The mixture is then ground vigorously with a pestle for 15 minutes. The 
paste was diluted 1:3 in ethanol, and 3 drops were spun onto pre-cleaned SnO2:F (FTO) 
coated glass slides (MTI TEC 7) at 2500 RPM for 30 seconds. FTO electrodes were 
cleaned with 3 20-minute sonication cycles in 3% Triton in DI-water, acetone, and 
isopropanol, respectively. The FTO substrates were rinsed with acetone between each 
sonication step, and dried with nitrogen once fully cleaned. The TiO2 anodes were 
annealed at 450 °C for 1 hour in air and stored for up to 1 week before use. TiO2 
electrodes were soaked in a bath of 1 M 3-mercaptopropionic acid (MPA), which acts as 
a linking molecule, and 0.1 M H2SO4 in acetonitrile over night and subsequently rinsed 
with acetonitrile and toluene, then placed in a bath of QD solution (either plasmonic-CIS 
or non-plasmonic-CIS) of 10 mg/mL (optical density of 30 at λ = 500 nm) for 72 hrs. The 
slightly brown QD-sensitized TiO2 electrodes were then rinsed thoroughly with toluene 
and dried in air. Due to the very thin films of TiO2 formed by this procedure, the color 
change was not particularly drastic. Gold electrodes were evaporated onto 1”x1” glass 
cover slips in a Angstrom resistive deposition system. Polysulfide electrolyte was 
synthesized by dissolving a mixture of 0.5 M Na2S, 2.0 M S and 0.2 M KCl in a 70% by 
volume solution of methanol in water. In order to form discreet contacts, 6 reservoirs 
were created with a rectangular hole punch in a slip of Surlyn tape and placed on the Au 
electrode. Each reservoir was filled with 7 µL of polysulfide electrolyte, onto which the 
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QD-conjugated electrodes were carefully pressed and held together with binder clips. An 
image of a completed typical device can be seen below in Figure 3.11. Current-voltage 
characteristics were obtained immediately after device assembly by way of a Sciencetech 
SF150B solar simulator with AM1.5G filter (class A spectral match, class B non-
uniformity) connected to a Keithley 2400 sourcemeter controlled by Labview software. 
The lamp was calibrated to 1.00 full sun with an NREL certified silicon reference diode. 
The electrode active areas were defined with black tape apertures. Data from 30 devices 
each of plasmonic-CIS and non-plasmonic-CIS were collected and analyzed on a custom 
LabVIEW program prepared with help from Chanse Hungerford in the Fauchet lab in the 
Vanderbilt Department of Engineering. 
 
 
Figure 3.11: Example of complete QD-SSC with 6 reservoirs for sulfur electrolyte.  
 
3.5 Comparison of Photovoltaic Parameters 
 
Figure 3.12 exhibits a set of J-V curves that represent the trends in the overall data 
analysis. Most strikingly, the plasmonic-CIS-sensitized solar cells (plasmonic-CIS-SSCs) 
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exhibit, on average, 11.5% higher efficiency values than their non-plasmonic 
counterparts. This efficiency comparison is supported by an unpaired t-test resulting in an 
appropriate p-value at a 90% confidence level. We attribute this increase in performance 
to a bolstering of absorbance stemming from the plasmonic near field effects present in 
the plasmonic-CIS-SSCs. Simplified, this data suggests that more photons absorbed leads 
to more electrons harvested.  
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Figure 3.12 Electronic characterization parameters corresponding the plasmonic- (blue) 
and non-plasmonic-CIS (green) devices. (a) Set of typical J-V curves measured under 
simulated AM1.5G solar simulator at 100 mW cm-2 for the two types of QD-SSCs. 
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of increased light absorption and subsequent current generation due largely to LSPR 
near-field coupling at plasmonic-CIS QDs. (b-d) Histograms showing data for 30 devices 
each of non-plasmonic- and plasmonic-CIS-SSCs with corresponding distribution fits. On 
average, plasmonic-CIS-SSCs have efficiencies 11.5% better relative to their non-
plasmonic counterparts.  
 
 
While the root cause of augmented light absorption in plasmonic-CIS-SSCs with 
respect to Jsc are quite straightforward (more absorbed photons leads to more charge 
excitation), the origin of Voc enhancement are perhaps less conspicuous. The difference in 
average Voc parameters for the two devices is rather small (0.11: 0.10 V, 10%), however it 
is still reasonable to expect enhanced Voc in plasmonic-CIS-SSCs for two reasons. First, 
boosts in light generated current (IL) result in increased Voc according to  
                                                𝑉!" = !"#! 𝑙𝑛 !!!! + 1                                           (1) 
where n is the ideality factor, kT/q is the thermal voltage, and I0 is saturation current 
which is a function of recombination in the cell. Secondly, Voc scales logarithmically with 
carrier concentration as  
                                                𝑉!" = !"! 𝑙𝑛 (!!!∆!)∆!!!!                                           (2) 
where kT/q is thermal voltage, NA is hole concentration, Δn is excess carrier 
concentration and ni is intrinsic carrier concentration which is constant for a given crystal 
type.109 In this way, Voc values for plasmonic-CIS-SSCs benefit from the nature of the 
QDs themselves, namely their increased hole concentrations and the current-bolstering 
LSPR modes that result therein.  
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It should also be noted that while there does exist a small difference in average 
Voc values under illumination, the fact that they are not vastly different values suggests 
the two systems are alike enough in their band structures and densities of states (DOS) to 
form a valid comparison. Sizable decreases in Voc could be expected if the plasmonic-CIS 
QDs experienced dominant non-radiative relaxation pathways through midgap states 
compared to the non-plasmonic-CIS samples. Sargent and coworkers have shown that, 
generally speaking, organic-ligated QDs exhibit non-charge-balanced surfaces due to 
incomplete passivation,66 which is detrimental to both current and voltage performance in 
QD PVs.110 Nevertheless, while there is little doubt mid-gap states are present in both 
samples due to unpassivated surface states seen in presumably all organic-coated QD 
systems, it seems that acceptor sites within the plasmonic-CIS crystalline structure do not 
contribute to heavily detrimental midgap states in any significant manner with respect to 
Voc, compared to the non-plasmonic-CIS.  
Fill factor (FF) values suffer from detrimental amounts of series and shunt 
resistances presumably stemming for poor device optimization. It is important, again, to 
note that previous reports concerning “optimized” CIS-based QD-SSCs of similar 
architecture have shown FFs upwards of 45% and IPCEs of roughly 4%,102,111 both of 
which are competitive with parameters of analogous Cd- and Pb-chalcogenide-based QD-
SSCs in the literature.   
 
note: Much of the of the above chapter was adopted with permission from: Plasmonic 
CuxInyS2 Quantum Dots Make Better Photovoltaics Than Their Nonplasmonic 
Counterparts. J. Scott Niezgoda, Eugene Yap, Joseph D. Keene, James R. McBride, and 
Sandra J. Rosenthal. Nano Letters 2014 14 (6), 3262-3269. Copyright 2015 American 
Chemical Society.22 
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Chapter IV. 
 
ELECTRON BEAM-INDUCED CURRENT STUDIES IN PbS QUANTUM DOT 
THIN FILM PHOTOVOLTAICS 
 
 
4.1 Introduction 
 
4.1.1    QD-Based Photovoltaics 
  
 In the years prior to 2010, QD-based photovoltaics (PVs) existed essentially as an 
interesting topic to which nanomaterials researchers could point as a totally electrically 
tunable and extremely low cost, low material paradigm for future-generation alternative 
energies.42 In these years, much of the global attention to QD PVs was centered upon 
harnessing QDs as stable and highly absorbent inorganic analogs to ruthenium dye 
molecules in Grätzel cells (dye sensitized solar cells) adhered to TiO2/ITO electrodes 
with a liquid or polymeric electrolyte hole transporter, deemed QD sensitized solar cells 
(QD-SSCs).41,112-119 In particular, the Kamat lab at Notre Dame published a considerable 
canon of studies utilizing CdSe QDs—and, subsequently CuInS2 QDs—in which they 
have recently achieved upwards of 5% incident photon conversion efficiency (ICPE), no 
where near the roughly 15% needed to make these devices truly industrially viable.120 
These devices are advantaged by the ability to reach relatively high VOC and FF values 
because the liquid electrolytes in general can be very good hole transporters, limiting 
back recombination at the QD-TiO2 interface. However, the single monolayer of QDs 
simply cannot absorb enough light to produce technologically relevant JSC values at this 
time and these devices seem to be stagnating in terms of their yearly efficiency 
enhancements.  
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Figure 4.1: Schematic depicting the three main architectures of QD-based PVs, adapted 
with permission from Pattantyus-Abraham, et al., copyright 2015 American Chemical 
Society.121 (a) Shottky junction PbS QD PV. Light enters through the ITO cathode and 
progresses toward the back Al Shottky junction. Minority electrons often must travel the 
entire length of the QD film in order to be collected, a process, which is highly 
unfavorable. (b) Depleted-heterojunction colloidal quantum dot (DH-CQD) solar cell. A 
heterojunction exists between QDs and a metal oxide, in this case TiO2, is employed as a 
rectifying junction. Excitation occurs at the anode, and the device is designed so that 
ideally the entire active layer is within the depletion region of the p-n junction. (c) QD-
SSC (labeled here “CQD-sensitized cell” for “colloidal quantum dot”), an analog to dye 
sensitized electrolytic PVs. These devices are disadvantaged by being limited to a 
monolayer of active absorbers as well as the presence of finicky liquid electrolytes. 
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 An attractive alternative to QD-SSCs are those that utilize solid thin films of QDs 
which mimic more classic generation I and II PV architectures. The elimination of liquid 
in these devices increases the stability of them to corrosion and any leakages that may 
occur, and the solution layer-by-layer processability of thin films suggests a 
straightforward transition to industrial manufacturing. Early reports of thin film QD solar 
cells were quite simple and relied heavily on Schottky junction architectures in which a 
transparent conductive electrode (ITO) acts as an cathodic window and a back contact 
anode of aluminum forms a Schottky junction with the QD active layer,122-124 which can 
be succinctly visualized in Figure 4.1, adopted from a subsequent 2010 report from the 
Sargent lab at the University of Toronto.121 Schottky junctions, or barriers as they are 
often called, are rectifying junctions between a semiconductor and a metal. In the case of 
PbS QD-based PVs, the Al-PbS Schottky junction funnels electrons into the Al anode 
through band bending to the deep work function of Al while blocking the passage of 
holes—hence the term “barrier”. Generally speaking, the high density of charged surface 
states in ITO causes the Fermi level to be pinned at the ITO-PbS interface which all but 
eliminates band bending at this ohmic interface, however the ITO in this case continues 
to act as a workable cathode. Besides this, the efficiencies of Schottky devices suffer 
from the fact that illumination occurs at the ohmically contacted side, creating the 
requirement that minority carrier electrons in the p-type PbS film often travel the entire 
width of the active layer in order to be collected. The low diffusion length of both holes 
and electrons in QD thin films renders this architecture disadvantageous from the start. 
Schottky junction QD PVs are generally limited to below 2% IPCE values.   
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 With the 2010 introduction of the so-called depleted-heterojunction colloidal 
quantum dot photovoltaic (DH-CQD PV) in the paper from which the above figure stems, 
the field of QD PVs witnessed a burst of interest, proliferation, and, perhaps for the first 
time, a real possibility of industrial viability. The term “depleted-heterojunction” refers to 
the interface between a wide band gap metal oxide (in this case TiO2) and QD layer 
(PbS), the dimensions of which are engineered tuned so that, ideally, the entirety of the 
PbS active layer is within a depletion region. DH-CQD solar cells attempt to harness the 
electric field-driven current, which takes place within a depletion region of an active 
layer, in order to eschew the horrible charge carrier diffusion lengths (average distances 
which electrons and holes can diffuse without the influence of an electric field) in QD 
solids. Besides the advantage of fully drift-driven current production, DH-CQD solar 
cells also have the advantage of having light enter at the rectifying anode side, promoting 
minority carrier separation.  
 The main point to emphasize in this study is as follows: whereas with classical 
semiconductor thin film systems (p-Si, a-Si, GaAs, CdTe, etc.) there have been 
considerable efforts to classify their electrical properties to befit accurate modeling and 
charge transport properties ab initio, QD solids are inherently difficult to model and 
characterize at this time. Their reliance on hopping-based transport, abundance of organic 
molecular moieties, and, perhaps most importantly, the sensitivity of their doping profiles 
to surface treatments and varying stoichiometric inconsistencies renders QD thin films an 
inherently challenging engineering problem. To this point, an empirical basis for the 
optimization of DH-CQD devices is highly desirable for the researchers within the field. 
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4.1.2    Electron Beam-Induced Current Microscopy 
  Electron beam induced current (EBIC) studies offer an exciting and relatively 
new method for visualizing current production within the active layer of a photovoltaic 
cell. In EBIC, electrons in the form of a high energy focused and rastering beam from 
either a scanning electron microscope (SEM) or a scanning transmission electron 
microscope (STEM) are used to excite electron-hole pairs, mimicking photons. Leads 
collect current production from the front and back electrodes which is spatiotemporally 
correlated to create what eventually becomes a “map” of current production in a given 
device cross section. A current amplifier set up is used to attain experimentally relevant 
current values. EBIC is ideal for new experimental generation III devices employing very 
thin absorber films because one is able to couple the EBIC recording with high-resolution 
microscopy in the sub micron realm. In this study Dr. Amy Ng, a previous group member 
in the Rosenthal lab, performed the cross section milling, preparation and EBIC 
measurements (thorough details on EBIC testing and sample preparation specifics as they 
pertain to this project should be found in her dissertation document125) on devices that I 
synthesized, altered and for which I acquired I-V characteristics.  
 
 
4.2 Experimental 
 
4.2.1    Synthesis of PbS Quantum Dots 
  
 The PbS QDs in the study, for reasons which will be explained in subsequent 
sections, must be highly monodisperse and of the utmost crystallinity, with surface 
ligands that are both stably bound and easily replaceable. A popular synthesis developed 
by Hines and Scholes is able to produce high yield reactions at low temperatures with 
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relatively inexpensive reaction precursors.107 The reaction conditions and setup are 
particularly important in the formation of PbS quantum dots with respect to Cd and Zn 
chalcogens and ternary I-III-V compounds. It took many failed reactions yielding stably 
soluble, yet simply low quality quantum dots for a process to be optimized for application 
to thin films. The following procedure is sufficient for formations of high quality PbS 
quantum dots of varying size. 
 Pb(II) oxide (>99%), bis(trimethylsilyl)sulfide (TMS2S) (synthesis grade), oleic 
acid (>90%) (HOA) and octadecene (ODE) (90%), were obtained from Sigma-Aldrich. It 
was found that ultrapure oleic acid did not make a noticeable difference from the reagent 
grade 90% batches and the price difference was sufficient to continue usage of the less 
expensive reagent grade. TMS2S is never opened outside of a glovebox and should 
always be handled with care. Similarly, PbO should be handled with extreme care. 
Inhalation or ingestion of any kind is very toxic and glassware should be rinsed 
thoroughly with organic solvents prior to sink water rinsing.  
 For the synthesis of Eg=1.3 eV (955 nm) PbS QDs with diameters of 3.5 nm, 2 
mmol PbO (0.45 g) is combined with 1.5 mL HOA and 18.5 mL ODE in a 100 mL 3-
neck round bottom flask with magnetic stir bar. The flask is connected to a Schlenk line 
with temperature probe, vacuum/purge gas valve and septum on its three necks and 
heated to 95 °C under roughing pump vacuum overnight. Achieving a high vacuum or 
even mTorr is not particularly necessary in this stage; the vacuum atmosphere serves to 
ensure complete removal of both dissolved oxygen as well as any water present in the 
precursors or produced during the Pb-oleate creation as the O2- anions from the PbO 
precursor combines with two equivalents of protons from HOA molecules. This is a 
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crucial step in the production of high quality PbS QDs—the reaction solution must be 
completely free of water and oxygen. On the same Schlenk line, and during the same 
overnight night vacuum cycle, 10 mL of ODE is added to a separate 25 mL 3-neck round 
bottom flask with septum which is heated to 80 °C overnight under the same vacuum 
atmosphere. The next day, the flasks are purged with argon and the Pb-oleate flask is 
increased to 120 °C in preparation for growth.  
 For the TMS2S injection step, 0.5 mmol (0.120 mL) is pulled into a plastic 1 mL 
syringe in the glovebox, which is capped and wrapped in Parafilm. The syringe is quickly 
transferred from the antechamber to the back of the fume hood. Care is taken to wear full 
protective equipment including oversized gloves, goggles and lab jacket. The TMS2S is 
injected into the pure ODE flask and allowed to fully incorporate, at which point the 
stirrer is stopped and the ODE/ TMS2S is pulled into at 30 mL syringe with an 18-gauge 
needle. The 18-gauge needle is quickly replaced by a 12 gauge injection needle and the 
solution is injected as swiftly as possible into the 120 °C Pb-oleate solution. Nucleation 
occurs immediately with the highly reactive S source and growth is quenched essentially 
immediately. The reaction is removed from the heating mantle and cooled to 50 °C 
externally with compressed air. The reaction contents are split between four 
centrifugation vials and each is filled with acetone and centrifuged for 10 min at 7,500 
RPM in ambient air. The supernate is discarded and each pellet is dissolved in ~5 mL 
toluene, followed by flocculation with acetone and a subsequent 10 min, 7,500 RPM 
centrifugation step (x2). Finally, the pellets are dissolved in another 5 mL toluene and 
flocculated with ethanol, followed by the same spin cycle. For QDs synthesized for 
application to solar cells, the final pellets are kept dry and quickly brought to the clean 
	   65	  
room for storage in the Angstrom glovebox. The QDs are then dissolved in 10.2 mL 
octane in the glovebox. 0.2 mL of the solution is reserved and removed from the box to 
be massed. A 0.1 mL aliquot of the stock QD solution is placed in a tared metal weigh 
boat and allowed to evaporate. The new weight of the boat and dried dots (multiplied by 
ten) yields the concentration of the stock solution in mg/mL. The stock solution is then 
diluted in the glovebox to 38 mg/mL with octane and stored for device fabrication.  
As a final note, changing the ratio of HOA:ODE in the precursor reaction vessel 
modulates QD size. For this study, PbS QDs of Eg=1.3 eV which are band-level 
optimized for current production in DH-CQD PVs were synthesized as described above. 
Additionally, larger QDs of Eg=0.83 eV were synthesized for reasons which will be 
described in subsequent sections. The synthesis of these QDs is performed in the exact 
manner as for that of the smaller QDs, the only difference being that the Pb-oleate 
precursor reaction vessel is void of ODE, with 18 mL of HOA instead (0.45 g PbO, 18 
mL HOA). The extreme excess of HOA decreases the reactivity of Pb2+ cations during 
the injection step, leading to less concurrent nucleation processes and allowing those 
fewer sites of nucleation to grow into larger crystals until the S source is depleted. The 
large dots are cleaned up and stored in the exact manner as the smaller dots.  
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4.2.2    Assembly of PbS Quantum Dot Solar Cells 
 The construction of DH-CQD PbS PV devices begins with the preparation of the 
TiO2 anodes, adapted from similar methods common to these devices.85 FTO electrodes 
were cleaned with 3 20-minute sonication cycles in 3% Triton in DI-water, acetone, and 
isopropanol, respectively. The FTO substrates were rinsed with acetone between each 
sonication step, and dried with nitrogen once fully cleaned. Generally speaking, 6 
electrodes were prepared at a time due to size constraints of the sonicator (a single 
evaporation dish was used to hold FTO) as well as the tube furnace. TiCl4-water baths 
were used on two separate occasions in the preparation of TiO2 electrodes—first, as a 
thin seed layer and subsequently as a means to interconnect the spun-cast thin film. 
Accordingly, the fully cleaned FTO substrates are placed in a 50 mM TiCl4 bath which is 
prepared by carefully injecting 0.65 mL TiCl4 (from glovebox) into an evaporation dish 
containing 50 mL DI water at 70 °C on a hot plate in the back of a fume hood. A 
thermocouple is used to as a thermometer; the temperature settings on hotplates do not 
yield accurate results. When preparing these solutions, a large amount of “smoke” will be 
Figure 4.2: (A) VIS-IR absorption spectra of Eg = 1.3 eV (955 nm) (blue curve) and 
Eg=0.83 eV (1500 nm) (red curve) PbS QDs. Strong and narrowfirst excitation features in 
the curves suggests narrow size dispersity and crystallinity. (B-C) HRTEM images of 1.3 
eV QDs described by the blue curve in “A”, and (D-E) show similar images of the 0.83 
eV batch of larger diameter QDs described by the red curve. Both batches display narrow 
size dispersion and form hexagonal packed thin films when deposited on TEM grids.  
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created and great care must be taken to not expose oneself to these fumes, which is a 
combination of TiO2 nanoparticles and HCl vapor. The FTO electrodes are soaked in this 
bath for 30 min at 70 °C, then annealed in the tube furnace in ceramic boats with the 
following heating cycle: 25 °C to 500 °C, 20 min; 500 °C for 60 min; 500 °C to 25 °C, 20 
min. In reality, the final cool down step generally takes much longer than 20 minutes.  
For these electrodes, commercial TiO2 paste purchased from Dyesol is used, 
which consists of P25 TiO2 nanoparticles dispersed in terpineol, a pleasant-smelling 
organic aromatic with proper solubility and viscosity for spin coating procedures. The 
concentration of TiO2 in the spin coating solution, at least in all the studies performed in 
this study, scales linearly with the final thickness of the annealed film. For a 500 nm thick 
film, 0.155 g TiO2 paste is diluted with 0.47 g ethanol in an eppendorf tube and vortexed 
until fully dissolved. For the spin coating procedure, 10 drops of the diluted pasted are 
applied to the TiCl4-treated FTO electrodes on the spin coater and the solution is allowed 
to spread for several seconds. The electrode is then spun at 300 RPM for 5 seconds, 
followed by 1500 RPM for 45 seconds. After removing from the sonicator, an ethanol-
soaked cotton swap is used to wipe a corner of the electrode clean for an eventual 
contact. These electrodes are then placed on the center of a hotplate which is then set to 
390 °C for 30 min. This process burns off most of the organic material in the thin film 
(the electrodes will turn light brown in the process before becoming clear again).  
 A final TiCl4 bath, identical to the previous one, is performed and the electrodes 
are washed thoroughly with DI water and dried with compressed nitrogen. They are 
annealed once again with the same 500 °C process and stored for future use for up to 1 
week outside of the glovebox, or indefinitely inside of the glovebox.  
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 Inside the N2-filled glovebox, a solution of 1% by volume (100 mL total) solution 
of 3-mercaptopropionic acid (MPA) in methanol is prepared in a capped jar, while 
another jar is reserved for pure methanol. The devices are assembled in a layer-by-layer 
fashion in the glovebox which has been developed and optimized for what has been 
found to yield acceptable results in the VINSE cleanroom. The exposed FTO corner of a 
TiO2 electrode is covered with copper tape and is then placed on the spin coated in the 
cleanroom glovebox and spun at 2500 RPM for 45 seconds. Once up to the RPM set 
point, 3 drops of the 38 mg/mL solution of PbS QDs is applied to the electrode. After the 
spin cycle, the device is removed from the spin coater by the copper tape corner with 
tongs and dipped into the MPA solution 4 consecutive times (roughly one second per dip) 
and then the same in the pure methanol to rinse the device of displaced HOA ligands and 
excess MPA molecules. These three steps constitute one “layer”. Each layer deposits 
roughly 20 nm of solid MPA-coated QD thin film. As an aside, the MPA ligands act to 
not only allow QD-QD coupling to facilitate charge transport, but also to render the thin 
film insoluble in nonpolar solvents, thereby preventing it from being washed away with 
further QD additions.  
 After achieving the desired device thickness, the QD layers should be glossy and 
largely consistent. The devices are then placed face down in the custom mask for cathode 
evaporation (note: prior to any device assembly, one should check that all the FTO 
electrodes being used are able to fit in the custom mask—MCI Corp. does not do a good 
job of controlling the size of FTO substrates and they can often be too large for the brass 
mask). The devices and mask components are passed through the antechamber and 
loaded through to the glovebox side into the resistive evaporator chamber of the 
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Angstrom deposition system, which is stocked with sufficient Au and Ag pellets in the 
corresponding source locations. A program is prepared for the deposition of the 
electrodes in a resistive evaporator located within the Angstrom deposition system, which 
deposits 20 nm Au and 300 nm Ag. The MoO3 deposition layer for these studies is 
usually skipped, as benefits from the MoO3 interlayer which has been reported in the 
literature were not witnessed in these efforts.126 The deposition is run in “auto” mode 
with 0.2 Å/s Au and 2.0 Å/s Ag. After deposition, the devices are removed through the 
glove box side and placed face down in wafer holders and are not removed from the 
glovebox until they are ready to be tested.  
 
 
 
Figure 4.3: Images of the custom cathode deposition mask (left) and well as a completed 
PbS DH-CQD PV device. Notice the glossiness of the device contacts and brown PbS 
layer. Attaining smooth and crack-free films was a challenging endeavor, which required 
considerable personalization and optimization as the procedures reported in the literature 
were not successful when attempting to replicate. Each of the 16 contacts was measured 
for every device, yielding a considerable amount of data compared to previous designs. 
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4.2.3    Design of Testing Apparatus and Testing of Devices 
 A fully custom setup for the testing for PV devices was designed and assembled 
for the pairing of devices made using the brass mask to the solar simulator located in SC 
7910 (Figure 4.4). The testing setup consists of a plastic device holder with 16 spring-
loaded leads matching each deposited cathode contact, and 1 lead matching the back FTO 
anode contact. The single anodic lead is connected with an alligator clip straight to the 
Keithley 2400 sourcemeter. The 16 cathode leads are fed into a breadboard connected to 
a multiplexer shield (Mux Shield II) atop an Arduino Uno module. The mux shield filters 
all but one lead at a time into the Arduino unit, and is controlled by the LabVIEW 
program (designed with considerable help from Chanse Hungerford in the Fauchet lab at 
Vanderbilt). The Arduino has an output lead that is then run to the Keithley for I-V 
characterization. An iris aperture is placed between the Sciencetech AM1.5 solar 
simulator and the device holder in order to illuminate only the contact that is being 
measured. The lamp measuring distance is calculated to 1.00 Sun every 6 months with an 
NREL certified PV standard provided by Dr. Nathaniel Smith at Middle Tennessee State 
University. The device area that corresponds to this mask and testing setup is 0.071 cm2 
and V sweeps are taken from -0.5 to 1.0 V, at 0.02 V steps with 250 ms stoppage between 
each reading. The program automatically archives the result of each reading with a 
bitmap image of the I-V curve and a .txt file of the I-V data as well as efficiency and 
electrical characterization parameters. For each contact, a dark curve is taken prior to 
acquiring an illuminated curve (there is a switch for dark/light on the LabVIEW panel 
which causes the program to save data as light_ or dark_).  
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Figure 4.4: (above) Image of the testing setup. For the simplicity, a schematic was 
prepared and is shown below. Light for the AM1.5G solar simulator is shown onto the a 
single contact of the device holder through an iris aperture. All 16 cathodic leads are run 
into an Arduino module with a multiplexer shield, which reads from LabVIEW to filter 
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all signals but the one corresponding to the contact being measured. That signal is then 
run out to the Keithley that is also linked to LabVIEW for the voltage sweep and I-V 
curve characterization statistics.  
 
 
4.2.4    Preparation of Cross Sections, EBIC Measurements 
 As mentioned before, Dr. Amy Ng performed all preparations of import 
pertaining to the acquisition of cross sections and EBIC in this project. Briefly, cross 
sections used for STEM-EDS chemical mapping protocols were obtained through a dual-
beam Ga3+ focused ion beam (FIB) lift out procedure of completed PbS DH-CQD 
devices for which electrical characterization had already been performed. The device 
lamella is attached to an Aduro sample holder, which is used as a typical TEM sample 
grid for imaging, as seen in the figure below. 
 
A 
 
B 
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Figure 4.5: (A) A cross section of a completed PbS QD device used for STEM-EDS cross 
sectional imaging, imaged with a Ga beam in a dual beam FIB during the etching 
process, pre lift out. (B) Image of a completed cross section post lift out, positioned on an 
Aduro sample holder used for the STEM-EDS cross sectional images seen in this chaper. 
 
 The preparation of samples for EBIC studies differs completely from those of 
cross sectional imaging. Rather than performing FIB on these samples, which implants 
significant amounts of gallium atoms throughout the device and severely hinders device 
performance. For EBIC sample preparation, a full device is essentially cut into smaller 
and smaller pieces with a diamond saw until a desired size is reached. The device cross 
section is then polished with argon ions and fit into a sample holder, which in our case is 
a commercial holder manufactured by Gatan (SmartEBIC). The cross sectional exposed 
counter electrodes of the device are attached to leads and the EBIC study is performed on 
an S4800 Hitachi SEM.  
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Figure 4.6: A sample EBIC trace (blue) for a prototype PbS DH-CQD PV, overlaid on an 
image showing the corresponding device being tested. The identity of the layers is shown 
above the EBIC curve. Peak EBIC current occurs slightly to the left of the p-n junction, 
inside the PbS layer, and decays quickly towards the Au cathode. Signal decays more 
slowly in the TiO2 layer for reasons that will be discussed in later sections, and it 
completely lost within the FTO electrode. 
 
 An undesired effect of note pertaining to EBIC is the difference in total energy of 
an electron in an SEM beam traveling through a high potential gradient compared to even 
the most energetic photon emitted from the sun. The current generation per given volume 
in any solar cell under irradiation of an electron microscope beam is therefore extreme 
!
	   76	  
compared to sunlight—indeed, a single incident electron can excite on the order of 103 
electron hole pairs through inelastic scattering and secondary electron processes. 
Furthermore, the scattering volume for secondary electrons within a given layer can have 
radii of well over 100 nm, as can be seen in the Monte Carlo simulations in Figure 4.7. 
This scattering volume is the reason for the observation that peak current productions 
tend to lie slightly (~40 nm) into the active layer away from the p-n heterojunction. At 
this point within the active layer, a large portion of the electron-hole pairs generated—or, 
similarly, the majority of the scattering volume—are contained within the PbS active 
layer, as opposed to the case in which the beam is centered upon the p-n junction and a 
large portion of the interaction volume is centered in the TiO2 layer.   
 
 
Figure 4.7: Monte Carlo simulation of simple heterojunction PV device, employing Si as 
the absorber layer for simplicity, in order to show normal secondary electron generation 
volume. Incident electron beams not only generate considerable amounts of current, but 
indeed create that current in some cases rather far from the spot of excitation. 
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4.3 Visualizing Effects of Polydispersity 
 
 This project encompasses the investigation of two general concepts pertaining to 
DH-CQD PVs, devices that are rendered relatively difficult to model due to hopping-
based charge transport and extremely high trap densities, among other reasons. The first 
of these two device topics is geared towards visualizing the effect of QD size 
polydispersity in active layer thin films. This effect has been discussed in previous 
literature which showed through AM 1.5 illumination device measurements that shallow 
electronic traps formed from increasing amounts of low band gap QD inclusions results 
in significant losses in open-circuit voltage (VOC) by lowering the electron quasi Fermi 
level.127 We sought to visualize the effect this polydispersity has on the current 
propagation in these same PbS QD films: how does the inclusion of shallow traps effect 
the current production profile in the absorber layer? Is current decreased evenly 
throughout the entire active layer, or can shallow traps be largely overcome in regions of 
heavy depletion?  
Three device cross sections were studied with EBIC, differing only in their active 
layer composition: (1) “pristine” layer composed of Eg=1.3 eV PbS QDs only: (2) 5% 
b.v. Eg=0.85 eV doped film: (3) 20% b.v. Eg=0.85 eV doped film. In all three devices, the 
PbS layer was kept very thin in order to absolutely ensure total space-charge depletion in 
the active layer. In this way, all electron hole pairs (EHPs) formed in the PbS travel under 
the influence of an electric field, nullifying the need for diffusion current, and allowing us 
to judge losses in current ideally based solely upon shallow trap recombination. 
For the pristine device, the peak onset begins near the Au/PbS interface, extending 
with maximum signal roughly 40-30 nm into the PbS layer from the PbS/TiO2 junction 
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followed by gradual decay into the TiO2. Peak current production occurs near the p-n 
junction due to the short distance minority carriers (electrons) must travel to reach the 
TiO2 electrode. In the case of non-pristine devices of 5% b.v. inclusion of low Eg QDs, 
the measured macroscale PV parameters (Table 4.1, Figure 4.9) were—while 
experimentally significant (ca. 11% deviations in both VOC and JSC)—not profound 
enough to be definitively witnessed in EBIC traces.   
With 20% b.v. of the same low Eg QDs, the pronounced effect of minority carrier 
trapping is obvious in both the EBIC signal traces as well as the current-voltage 
characterization (Figure 4.8).  These average line profiles of the EBIC maps indicate 
maximum current generation and collection is near the device p-n junction; however, 
with the more defected device, the onset of collection is more spatially delayed than the 
pristine device. This is, to be clear, not to say that EHPs aren’t being formed within the 
region of the active layer near the Au, but rather that those electrons that are being 
excited (presumably the same amount as in the pristine and 5% defect devices) are 
generally unable to travel the width of the PbS layer without succumbing to the potential 
wells that stem from the high density of defects. The hole mobility, on the other hand, is 
maintained throughout the three devices as indicated by optimum current production 
values within the region in which majority hole carriers have the farthest to travel to 
recombine in the gold electrode. This can be explained by the stasis of the valence band 
value with respect to vacuum under changes in quantum confinement energy in PbS 
QDs.128 Furthermore, while the current values taken from the EBIC measurements can 
not be used quantitatively in and of themselves, it is telling to notice that the trend in 
current production for the graph in Figure 4.8 mimics that of the bulk characteristics of 
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the devices tested under illumination. Namely, that both the JSC values and the peak EBIC 
current values are roughly 2:1 for the pristine:20% defected devices.  
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Figure 4.8: (top) EBIC maps of devices containing varying defect densities with 
corresponding VOC and JSC values. Upon close inspection it is possible to see that the 
spatial extent and strength of the highly defective device is slightly less than that of the 
pristine device. More tellingly, the curves below show the onset of current production on 
a normalized x-axis (the Au/PbS interface is at 0.2 micrometers on the x-axis for both 
curves). Aside from a depleted signal, onset begins further from the Au/QD interface in 
the defected device that represents the inability of excited electrons to reach the TiO2 if 
exposed to high trap density. 
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4.4 Corroboration of Electrical Engineering Estimations with EBIC Data 
4.4.1   Considerations for Device Optimization 
As previously mentioned, perhaps the single largest difficulty faced by 
researchers attempting to optimize these devices is the comparatively extremely low 
lifetime of charge carriers in QD thin films. The high density of recombination centers in 
the form of not only the aforementioned shallow traps stemming from size dispersity, but 
also deep chemical traps on the surfaces of QDs in the form of nonradiative 
recombination centers such as dangling bonds, renders excited charges highly susceptible 
to parasitic pathways that detract from both current production and maximum active layer 
thickness. This limit on thickness in turn detrimentally affects the total achievable 
absorption of the PbS layer and diminishes their current applicability in industry.  
 More specifically, the practical thickness of a CQD device is limited to roughly 
the sum distance of the depletion region and diffusion length. This diffusion length for 
CQD solids is estimated to 10-100 nm.46 The dopant density for MPA-capped PbS QDs 
has been calculated with Mott-Schottky analysis to be roughly p ≈ 2 × 1016 cm-3,121 and 
literature dopant values for TiO2 mesoporous films start at n ≈ 1 × 1016 cm-3.129-131 When 
taking in to account the estimation of ~250 nm for the depletion region inside the PbS 
active layer resulting from the heterojunction of the similarly-doped PbS-TiO2 
layers,46,132 the current limit for active layer thickness in MPA-capped PbS DH-CQD PVs 
is roughly 300 nm—less than a third of the 1 µm thickness that would be required for 
complete absorption.133,134 And so, the issue of optimization—the goal of reaching 
beyond the 10 and 15% efficiency rating—is one based in both chemistry and electrical 
engineering. Chemists strive to better “seal up” the surface, as it were; to block off the 
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non-radiative deep trap pathways that are inherent in all QD samples. Electrical engineers 
strive to circumvent the inevitable fact that these defects do and will certainly exist to 
some extent, while retaining the material properties that render QDs such attractive 
candidates for solar cell absorber layers in the first place.  
 Recently, a comprehensive study was performed outlining the resultant properties 
of differing chemical treatments on PbS QDs that stands as a testament to the sheer 
adaptability of the material and beckons for application of a method such as EBIC.135 In 
the report, Voznyy, et al., used field effect transistors (FETs) to determine the effect of 
simple chemical treatments on PbS QD samples and found not only was the dopant 
density was effectively tunable over several orders of magnitude (~1014-1018 cm-3), but 
that they were tunable over several order of magnitude as both p-type and n-type 
materials. This intricate tunability led to devices that were able to harness a PbS QD p-n 
homojunction and ideally extend the depletion region further than possible in the TiO2 
heterojunction architecture.136 However, performance enhancements were not as dramatic 
as hypothesized and were only witnessed through modest improvements in VOC and FF. 
When studies such as this, in a field that constantly emerges and evolves like that of QD 
PVs, fail to produce as planned, techniques like EBIC provide an invaluable piece of the 
puzzle en route to optimization.  
This section serves to exhibit the ability of EBIC to directly image effective 
charge carrier collection domains. As the first study of its kind, it is anticipated that the 
findings herein can be extended to myriad experimental devices to determine paths 
forward for optimization based upon experimental determination of their true inner 
workings. 
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Table 4.1 PbS DH-CQD Device Electrical Characterization 
Device	  
PbS	  avg	  
thickness	  
(nm)	  
TiO2	  
avg	  
thickness	  
(nm)	  
η	  
(%)	  
VOC	  
(V)	  
JSC	  
(mA/
cm2)	  
Fill	  
Factor	  
FF	  
Shunt	  
Rs	  
(Ω)	  
Series	  
Rsh	  
(kΩ)	  
Pristine	   70	   640	   1.3	   0.51	   6.5	   0.43	   350.3	   3.36	  
5%	  
defects	   100	   750	   1.2	   0.46	   6.0	   0.42	   356.4	   2.45	  
20%	  
defects	   85	   600	   0.56	   0.42	   2.9	   0.45	   705.1	   6.13	  
Thinnest	   120	   350	   1.1	   0.51	   6.9	   0.32	   490.7	   1.45	  
Average	   230	   310	   1.5	   0.53	   9.7	   0.29	   438.0	   1.46	  
Thickest	   430	   330	   0.84	   0.49	   6.1	   0.28	   783.7	   1.67	  
 
 
4.4.2   Imaging the Charge Collection Region in a PbS Active Layer 
 At this point, we focus on the modulation of PbS film thickness with the goal of 
setting a precedent for the imaging of current collection profiles correlated to ab intio 
predictions and device design. Monodisperse samples of Eg = 1.3 eV PbS quantum dots 
were used to construct PVs in the same manner as those described in section 4.4.1. Three 
devices were assembled, composing active layer thicknesses of ~100, 200 and 400 nm. 
As previously mentioned, we expect that, due to the estimation of ~250 nm depletion 
region and short diffusion lengths, charge collection should not occur at distances 
roughly >300 nm.  
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Figure 4.9: (A-C) Band diagrams are correlated to device cross sections with EBIC 
traces. PbS QD active layers are highlighted in colors matching their EBIC profiles. The 
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bright white layer to the left of each PbS layer is the Au electrode, and immediately to the 
right of each color-coordinated PbS layer are the TiO2 electrodes, spatially mimicking the 
band diagrams to the left. 
 
 
 Figure 4.9 shows the EBIC profiles for these three devices as well as their 
corresponding band diagrams and electrical parameters displayed in Table 4.1. Firstly, 
the best performing device was found to be one with a ~200 nm thick active layer. In this 
device, the spatial extent of current collection is pushed near its hypothetical limit of 250 
nm. This assertion is represented in the corresponding band diagram shown in Figure 
4.9B, in which the electric field generated within the active layer depletion region can be 
seen to begin flat-banding as the active layer approaches the Au electrode. As can be seen 
in the EBIC trace and corresponding cross section, the peak current production occurs 
nearest the p-n junction and decreases throughout the active layer (highlighted in orange) 
towards the Au, as is expected. As a note, for all these devices, the baseline “zero” level 
can be seen in the thick Ag electrode layer to the far left of each EBIC curve. 
Furthermore, one can observe the effect of beam scattering, which was mentioned in the 
section concerning Figure 4.7, at the Au-PbS interface in the small amount of current 
generated within the bright Au layer in the 100 and 200 nm devices. This result is in fact 
not an artifact, but rather a result of secondary electrons being generated within the PbS 
layer during excitation of the Au or Ag layer. The rapid spatial decay of current 
production at the PbS/Au interface indicates that the density of the excitatory beam-
generated electrons in the film decays quickly away from the original excitation location.  
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The 100 nm-thick device exhibits lower efficiency and JSC values than the 200 nm 
device due simply to less overall light absorption stemming from less material in the 
active layer. However, as can be seen in Figure 4.9A, the entire width of the active layer 
in the 100 nm device, highlighted in red, produces current. Electron-hole pairs formed 
near the back of the device (at the Au-PbS interface) are able to dissociate under the 
influence of the built in field in the depletion region and be swept efficiently to 
corresponding electrodes, just like in the 200 nm device. Indeed there is not much of note 
in the EBIC analysis of this device as it functions nearly identically to the device twice its 
thickness.  
 The 400 nm thick device lends definitive evidence to the ~300 collection distance 
limit mentioned at the beginning of this section. The band diagram for this device 
exhibits a ~150 nm flat-band potential region in the PbS QD layer as it approaches the Au 
interface and charge depletion in the active layer ceases to be. The band diagram is 
mimicked remarkably well in the corresponding EBIC data for the 400 nm device. 
Current production tails off to baseline roughly 150 nm from the Au-PbS interface, 
indicating the inability of electron-hole pairs to be separated in the absence of an electric 
field and the propensity for recombination therein. As seen in Table 1, the 400 nm device 
suffers from poor performance compared to the 200 nm device, however these decreases 
result from different reasons than those mentioned in the 100 nm device. In fact, in all 
likelihood more light is absorbed in the thickest device, however two detrimental 
processes are at work in this instance: (1) more light is wasted in the thickest film due to 
absorption deep in the active layer of the device (towards the Au) which results in charge 
recombination due to ineffective carrier separation, and (2) decreased majority carrier 
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(hole) effective collection efficiency once holes enter the flat-band portion of the active 
layer en route to the Au cathode. The elimination of these effects depends on interplay 
between extending diffusion lengths in QD solids and widening the active layer depletion 
region. 
  
 
4.5 STEM-EDS Cross Sectional Mapping 
 
 Throughout the process of performing EBIC on PbS CQD devices, there was a 
persistent and unexpected attribute of the current profiles. Upon inspection of the current 
vs. position curves in figures 4.8 and 4.9 it seemed as though an inexplicable amount of 
current production was occurring hundreds of nanometers from the p-n junction within 
the TiO2 layer. When speculating on the basis for this current, one could assert that when 
inspecting the band diagram of the device, there is technically no reason the TiO2 would 
be prohibited from acting as an active layer. Under the solar spectrum, TiO2 acts as a 
wide-band gap (3.2 eV) transparent window absorbing a negligible amount of light, 
however the electrons in high voltage electron beam impart many times more energy 
upon the device than 3.2 eV. Therefore, we constructed a TiO2-only Schottky junction 
cell that consisted simply of the exact same PbS DH-CQD device in the EBIC studies 
above, only totally lacking the QD layer. In this device a Shottky junction exists at the 
TiO2-FTO interface, as can be seen in the EBIC profile in Figure 4.10. The fact that TiO2 
is indeed EBIC active should not be taken to indicate that it is responsible for the current 
seen within the layer in the PbS DH-CQD devices. Indeed, the extent to which TiO2 is 
able to generate current under an electron beam is extremely low and was generally found 
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to compete with the noise level of the current amplifier in the EBIC testing setup (Figure 
4.10B, inset). It was determined that although the TiO2 is capable of generating an EBIC 
signal, the current generated is simply totally negligible compared to the current 
produced near the p-n junction in the PbS layer which completely overwhelms the 
baseline and would clearly overwhelm any signal from TiO2 in both spatial extent and 
sheer magnitude. 
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Figure 4.10: (A) Cross section without (left) and with (right) EBIC map overlay showing 
current production in TiO2-only device. Very little current was produced, which can be 
visualized in the high background in the overlay, and qualitatively explained in the fact 
that in order to visualize any current production above baseline, a 480 pA beam current 
was needed (roughly 20x that needed in PbS QD devices). (B) Graph showing beam 
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current-normalized EBIC traces of typical PbS QD-based device (orange) compared to 
signal from TiO2 (blue). Inset shows profile of raw TiO2 current production peak. TiO2-
based current production cannot account for the extensive current seen throughout the 
oxide layer, and is now explained by extensive QD penetration into the TiO2. 
 
 
 
4.5.1    Penetration of Quantum Dots into TiO2 Layer 
 STEM-EDS imaging of device cross sections exposed an unexpected finding in 
the chemical makeup of the mesoporous TiO2 layer. It was found that Pb and S x-ray 
signal originated hundreds of nanometers into the TiO2, away from the QD film-TiO2 
bulk junction. While it was expected that a certain level of penetration would occur in the 
upper portion of the oxide layer, penetration of QDs was not expected to reach much past 
~50 nm, an expectation which is commonly mirrored in device schematics of DH-CQD 
PVs which tend to depict these interfaces as rather distinct junctions.110,121,126 In the 
STEM-EDS images shown in Figures 4.11 and 4.12 PbS QDs can be detected as far 
down as the compact TiO2 layer formed during the first TiCl4 treatment in the preparation 
of the electrode at the TiO2/FTO interface. We hypothesize that QDs are able to 
intercalate into small passages in the TiO2, forming interconnected paths of QDs, much 
like a sponge soaked with water.  
 This finding is taken to be accountable for the considerable and gradually 
declining amount of current produced within the TiO2 layer. Current decreases both as 
the density of active absorber lowers at the transition between the QD thin film and TiO2 
layer and as the ability of holes to travel the full distance back to the Au cathode becomes 
negligible. This layer mixing clearly leads to a less distinct interface, and with this 
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understanding, the entirety of the TiO2 film resembles a sort of sparse bulk 
heterojunction, which has been explored in these devices in the past by installing TiO2 
pillars throughout the PbS QD active layer.137-139 140 
 
 
 
 
Figure 4.11: Cross sectional STEM-EDS images of PbS active layers atop TiO2 layers. 
Pb signal is shown in red, penetration is obvious both in the Pb-only image in the upper 
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right, but also in the elemental overlay image below in which purple PbS is seen 
dispersed throughout pockets within the pores of the TiO2 layer.  
 
Figure 4.12: Additional STEM-EDS elemental mapping showing close up of green Pb 
signal trailing though pores of the TiO2 layer. Capillary action is thought to pull QDs into 
the pores of the oxide hundreds of nanometers towards the FTO contact, an unexpected 
finding that has strong implications on current production and the understanding of band 
structure both at the p-n junction as well as within the active layer.  
 
 
 
4.5.2    Implications on Electrical Modeling 
 The central question that is inherent in this realization revolves around its 
implications toward the way in which one is to understand the band structure dynamics of 
a system wherein, rather than a distinct heterojunction, the p-n interface is diffused over 
several hundred nanometers. Given that the electric field generated within a PV is a result 
of carrier exchange equilibration process at the p-n junction, how does the spatial extent 
of band banding within the PbS QD bulk layer change when a significant portion of the 
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TiO2 charge exchange occurs within QDs lying inside the oxide? In other words, does the 
TiO2 effectively become partially depleted by the QDs within its pores, thereby 
decreasing the amount of holes injected from the QD thin film and limiting the extent of 
the electric field in the active layer? 
 At this time, the methods needed for modeling studies to probe these questions are 
not at the disposal of this study. However, further EBIC-STEM-EDS correlative studies 
in which compact TiO2 layer-based electrodes are compared to the norm should shed 
light on the effect of this QD intercalation. 
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Chapter V. 
 
DEVELOPMENT AND IMPLEMENTATION OF SOLAR CELL FIELD TRIPS 
FOR RURAL AND INNER CITY HIGH SCHOOLS 
 
 
5.1 Introduction 
 
Often times, there exists a fundamental disconnect between canonized textbook 
science and the scientific process of experimentation and discovery. Pre-collegiate 
students are taught—necessarily and rightfully so—the laws of nature, the theories and 
mathematics explaining them and, ideally, the rationality and consistency of the scientific 
method. However, generally speaking, high school students, especially those in 
predominately rural settings, rarely get the chance to experience the cutting edge. 
Laboratory exercises at the high school level assist in visualizing the diffraction of light 
and acid-base reactions while introducing students to common techniques and equipment, 
but they rarely relate directly to current global topics or innovation. The job of a research 
scientist can be seen as esoteric and impossibly remote to students whom have little if 
any exposure to scientific discussion beyond those found in popular media outlets. This 
leads to a state of bewilderment in pre-collegiate students in which they perceive some 
insurmountable difficulty in dedicating to a hard science for their future occupation. 
Alleviating this bewilderment is critical to the development of students that are enthused 
towards much-needed careers in Science, Technology, Engineering and Mathematics 
(STEM) fields.  
With this is mind we have developed an alternative energy-based hands-on field 
trip program at a bustling research setting. Vanderbilt University is a Tier 1 research 
institution located in a large metropolitan area surrounded by an extensive network of 
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rural communities in Middle Tennessee. These field trips prove time and time again to be 
extremely beneficial in fostering enthusiasm and removing the aforementioned stigma 
that may exist in high school students with respect to STEM careers. And, by 
incorporating instruction, experimentation and friendly competition, the participating 
students are constantly engaged in discussions to which they simply do not have the 
means in their normal academic settings.  
 
5.2 Field Trip Overview 
5.2.1. Scheduling and Preparation 
 Scheduling of the field trips was essentially a matter of casting a wide net of the 
entire middle Tennessee region. Public schools across this are were contacted and 
notified of the opportunity and possible dates.  
 
 
Figure 5.1: Map of Tennessee with red pins showing the positions of regional public high 
schools that were participants in the outreach fieldtrips.  
 
 The main form of preparation needed prior to the field trips revolves around the 
cleaning and construction of the FTO-TiO2 electrodes. One of the most important 
logistical discoveries we made in learning to carryout these expansive field trips is the 
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need for both streamlined experimental portions as well as high output of materials with 
relative ease. Generally speaking, screen-printing or doctor blading are used to form thick 
TiO2 layer on for usage in dye-sensitized solar cells at the time of assembling the devices. 
However, with the time restraints inherent in these public school field trips, it was found 
that pre-preparation of these electrodes was absolutely necessary. Furthermore, doctor 
blading was simply too time intensive and finicky to achieve the amount of electrodes 
needed for the students we found ourselves serving. It was determined that the most 
efficient method for the preparation of these electrodes was based upon spin coating of 
TiO2 paste to form relatively thin yet still functional layers which could be sintered at 
once en masse in a tube furnace. The paste is made in house from simple and innocuous 
chemicals and was identical to the procedure described on page 49, Chapter 3 of this 
document. The FTO electrodes were given quick 10-minute sonication periods in Triton 
X-100 and rinsed with ethanol. The TiO2 paste was dilute 3:1 in ethanol, and the 
substrates were spun on a spin coater at 2500 RPM for 25 seconds after being fully 
coated with the paste. These electrodes were then annealed at 500 °C for on hour to form 
robust layers. An equal amount of pure cleaned FTO slides were prepared for use as 
graphite-coated counter electrodes in the solar cells.  
 
5.2.2 Presentations and Discussions 
 Each field trip day begins with two preparatory presentations; a safety 
presentation from a Vanderbilt faculty member followed by a lesson that outlines general 
alternative energies information as well as an introduction to dye-sensitized solar cells 
(DSSCs). The safety lesson serves to introduce the high school students to the typical 
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personal protective equipment (PPE) expected to be worn in a research environment. It 
also stresses the importance of safety data sheets when working with any chemical 
whatsoever. Students are also informed of their daily agendas at this time and given a 
short survey from Vanderbilt for their contact information regarding undergraduate 
recruitment.  
 The scientific lesson is given by a graduate student volunteer who also serves as 
the trip leader and instructor for the remainder of the day (Supplemental Information). 
The lesson gives the instructor an opportunity to familiarize and humanize themselves to 
the visiting students. We find that more often than not, the visiting students expect the 
interaction between them and the instructor to be under the same guise as their 
relationship with their schoolteacher. However, the goals of arousing enthusiasm towards 
STEM careers and finding a deeper understanding of alternative energy pursuits befit a 
more casual rapport. The lesson first addresses the topic of global climate change—its 
causes and effects—as well as society’s means to generating energy, from fossil fuels to 
nuclear to several types of alternative energies. The simplified mechanism of a p-n 
junction Si solar cell is introduced as a “classic” photovoltaic, and the emergence of the 
DSSC is described as an archetype for a topic of current innovation and research interest 
in engineering and nanoscience. Group leaders are encouraged to embellish on 
connections between their research and the topics being discussed on nanoscience and 
innovation.  
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5.2.3. Laboratory Portion 
 After the morning presentations session, the students are each given proper PPE 
(disposable lab coats, safety glass and nitrile gloves) and led into a freshman chemistry 
laboratory by the trip leader and a separate volunteer we find beneficial for the laboratory 
portion. The hands-on experimental portion of the day revolves around groups of 2-4 
students assembling and testing DSSCs based on a classic device architecture reported by 
Smestad and Grätzel38. Each group is asked to choose their own laboratory station 
equipped with the proper glassware and equipment needed to carry out the assembly of 
their devices. We find it beneficial if at this time the trip leader introduces the students to 
the different scientific equipment in the lab and explains to them that the team that 
manages to build the device producing the highest current output will receive 
commemorative t-shirts. A sense of competition tends to inject enthusiasm and fun into 
the laboratory session, of which many students have preconceived notions of 
arduousness. The students are given experimental procedures and asked to follow them as 
closely as possible. These detailed experimental procedures can are adopted from 
previous reports and can be furnished upon request. The devices consist of four main 
layers that the students are asked to functionalize and assemble. Raspberries and 
blackberries are distributed to each group (4-6 each) and the students proceed to grind 
them with a mortar and pestle, solvating the extracted anthocyanin dye in ethanol and 
water. After grinding the berries for roughly 10 minutes, the student groups are 
introduced to water aspirator vacuum flask setups and Büchner funnels. It should be 
emphasized that each step of the experimental procedure is used not only as an education 
in the chemistry and physics of solar energy and DSSCs, but equally as an exercise in 
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exposure to chemistry lab equipment not typically available to many rural schools. Once 
the groups have fully filtered their berry pulp and acquired a sufficient amount of juice, 
each group receives a TiO2-coated FTO electrode and a pure FTO electrode. While 
soaking the TiO2 electrode in their juice, the students begin forming a graphite layer on 
their FTO counter electrode. This junction generally serves as a good place for a short 
and general lesson on redox reactions and electrochemistry. Once the TiO2 electrode is 
rinsed and dried, the two electrodes are clipped together and the group leader helps apply 
the I-/I3- electrolyte to the device while explaining the process of capillary action taking 
place.  
 The students are then asked to leave their devices at their workbenches and are 
escorted back to the morning classroom. Each group is asked to decide upon their own 
humorous or creative team name and write it on a chalkboard. The groups are taken one 
at a time into the lab where the lights are dimmed and the devices are attached with 
alligator clips to a multimeter set to read current. The group leader holds the device under 
a solar simulator light source, while the group is asked to observe the multimeter for the 
maximum current value that can be produced. After each group tests their device, the 
group with highest current output is announced, and the t-shirt prizes are handed out.  
 
5.2.4. Microscopy Tour 
 After having lunch in the undergraduate cafeteria, which generally seems to excite 
high school students, they are escorted by the group leader to an electron microscopy lab 
on campus. In this particular microscopy lab there are two separate scanning electron 
microscopes (SEM), which helps allow each student to have full view of the 
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demonstration. One faculty member is stationed at each of the SEMs and the students are 
asked to spread between the two, at which point they receive a lesson on the workings of 
electron microscopy and the length scales which they are able to image by relating them 
to everyday objects such as the width of a human hair. Prior to their arrival, the faculty 
members have loaded and focused upon identical TiO2 electrodes as those that the 
students have just recently used in assembling their solar cells. After demonstrating the 
process of operating the microscopes and imaging the electrodes, the students are given 
the opportunity to drive the sample stage and use the SEM themselves. It is explained to 
the students both orally and through a custom binder of microscopy data ranging from 
optical bright field to single molecule scanning tunneling microscopy (STM) images, that 
they are actively imaging features that are roughly 1/100,000th the width of a human hair.  
 
5.3 Outreach Statistics and Conclusions 
 Over the first 3 years of these solar cell field trips we have witnessed immense 
success. There have been numerous news stories and media attention surrounding the 
enthusiasm from both the students involved as well as the public school administrators 
for the opportunity to expose these students to true research labs at a large university such 
as Vanderbilt. Through these trips we have been able to reach 837 students from 36 
schools in 15 different counties, with hundred more to come in the spring of 2015. We 
feel the potential for this invaluable type of outreach strategy to be applied elsewhere is 
simply a matter of effort and willingness of the graduate students and administrators 
involved. 
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Chapter VI. 
CONCLUSIONS AND FUTURE DIRECTIONS 
 
With respect to the plasmonic CuxInyS2 QDs, it seems clear that the novelty of 
this synthetic route, namely the surfactant and solvent species, plays a significant role in 
the realization of LSPRs. Whereas past reports of copper chalcogenides can attribute their 
NIR absorption to copper vacancies formed upon exposure to oxygen, the LSPRs 
reported herein seem to stem from a different phenomena. These QDs are synthesized 
under an inert atmosphere, and not only does their absorption spectra contain LSPR 
resonance immediately following synthesis, but the relative intensity and shape of their 
LSPR peak changes only marginally over time (measured up to two months after original 
synthesis).  Additionally, no such copper vacancy formation is observed for CIS QDs 
synthesized according to the method developed by Klimov, et al.15, which utilizes the 
identical surfactant species as the Cu2-xS QDs characterized recently by Alivisatos and 
coworkers26 (assuming 1-dodecanethiol acts as the main surfactant species in this 
synthesis). Very recently, this assertion was corroborated with experimental findings that 
show similarly that amine-capped Cu-In-S QDs are able to support plasmonic modes, 
while those capped with thiols seem to not be susceptible to vacancy formation.141 This is 
likely due to reasons outlined in another recent finding by Toro, et al., which describes 
“crystal bound” ligand species that exist in the typical thiol-capped CuInS2 synthesis.93 
Aside from light harvesting, these QDs may find relevance in nonlinear optics and 
quantum information processing.25 Further experimental elucidation of the specific 
electronic characteristics, including accurate dopant densities of these QDs is necessary 
for their meticulous application to technologies. To be certain, at this point, the presence 
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of LSPRs is preceded by the necessity of extremely high dopant values (approaching that 
of metallic behavior). This presents the difficult realization that these QDs are perhaps 
not well suited for thin film absorber applications; with such high Nh values, depletion 
regions in these layers would be negligibly thick, requiring charge carriers to diffuse 
through the active layer rather than drift under influence of a depletion field. As far as 
photovoltaics are concerned they could perhaps find usage as p+-type windows in p-i-n 
junction systems, however it may be that their most exciting application lies in a 
technology that could take advantage of their stable LSPR-on-semiconductor properties.  
It is the highly chemically adaptable properties of Cu-In-S-containing QDs that 
have facilitated the non-plasmonic “twin” (non-plasmonic-CIS) that acts as a crucial 
experimental control in the important findings outlined in Chapter 3. With the presence of 
plasmonic modes giving rise to a relative efficiency enhancement of 11.5%, this 
preliminary proof of principle experiment prompts the pursuit of experimental avenues 
not only for applicability to technologies (photocatalytics, non-linear optics, etc.), but 
perhaps to the clearer elucidation of the relatively under-studied and perhaps 
underutilized field of semiconductor plasmonics. Due to the straightforward root cause of 
the LSPR modes in these and other semiconductor NC species, it appears reasonable to 
propose the chemists’ ability to translate this phenomenon to a variety of other crystal 
types.  
One important project that begs to be performed is the engineering of a high-
refractive index matrix for a dispersion of plasmonic-CIS QDs. Wide band gap 
semiconductor nanocrystalline species such as ZnS, HgS and GaAs are all high refractive 
(n) index materials which could be utilized to shift the LSPR peak towards the visible 
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region in plasmonic CIS QDs thereby increasing the plasmon-exciton overlap region 
shown in Figure 3.9. With a sensitivity of ~250 nm/RIU, a high n material such as GaAs 
(n = 3.9), one could expect an LSPR peak blue shift of ~625 nm compared its position 
with respect to tetrachloroethylene. This shift should be immediately apparent in UV-
VIS-IR spectra of the thin films formed. Furthermore, the insulating properties of fatty 
surfactant species should shield the LSPR mode from decaying into the semiconductor 
background.  
The EBIC study presented in this thesis opens many doors for future studies. 
Indeed, the work presented here essentially lays a foundation for an entire method of 
characterization on this emergent technology. The field of EBIC is, of course, obscured 
by the difficulty of the measurements involved in its data collection. First, the assembly 
of any photovoltaic whatsoever is a difficult and frustratingly finicky process, which, in 
this case, is exacerbated by the fact that the devices tend to be air-sensitive. Clearly, even 
after considerable strides in device optimization towards replicating literature efficiency 
values, I was never able to reach much past 2% IPCE values. These deficiencies lie 
essentially completely in the JSC values obtained in my devices—the VOC values were 
equal to or better than the majority of reports on DH-CQD PVs in the literature, 
suggesting that my devices were functioning electronically similarly to published devices 
with higher IPCE values. Series resistance is likely much higher in my devices compares 
to those produced in major labs (Sargent, Bawendi, Bulovic) due to processing 
parameters that could simply never be optimized in my graduate career. Still, I am very 
confident that, due to the matching of voltage and FF values, these devices serve as valid 
and direct comparisons to those that they reference in the literature.  
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Further, the process of obtaining EBIC data, while fairly streamlined at this point 
for this project, requires a very extensive learning curve. The sample preparation step 
alone for a single cross section takes several hours, and often times a small mistake will 
botch the entire measurement requiring a total restart.   
The potential for correlative EBIC-chemical treatment studies is vast. As 
mentioned before, one of the most exciting attributes specific to QDs is the dopant 
tunability through simple surface treatments, allowing one to tune from p- to n-type 
within the same batch of QDs. Currently, studies utilizing this variability rely, 
predictably, on macro electrical characterization for the optimization of their devices. The 
ability to directly image sites of current production in these solar cells, which utilize 
complex and difficult-to-model architectures, is an ideal way of compiling steadfast 
evidence for areas in need of improvement or proliferation. The results obtained through 
my and Amy Ng’s collaborative effort is primarily an important vindication of the 
purported lack of diffusion current production in these solar cells. As the community 
begins the push to QD thin films approaching the ~1 µm goal, this study has shown that 
EBIC can be used to elucidate the state of progress by identifying the on-set of current 
production within the active layer. For instance, if a project were to chemically engineer 
QDs to hypothetically have low deep trap densities leading to high mobility and 
diffusions lengths, the effectiveness of the chemical treatments could be judged by 
assembling PVs with 1 µm-thick QD layers and assessing their current production 
profiles in EBIC maps.  
We also view the discovery of extensive QD penetration in the TiO2 electrode to 
be an important piece of understanding in the overall geometry of these solar cells. As 
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described before, this intercalation could have profound effects on the total band structure 
of the devices, as the space charge region within the QD layer may be diminished due to 
charge exchange occurring within the TiO2 itself, rather than at and beyond the bulk p-n 
interface. It would be interesting to assemble a similar device with a compact, rather than 
mesoporous TiO2 layer.  
Perhaps the most apropos conclusion to this thesis is one that acknowledges the 
underlying theme of most of the state of the art QD studies: as the synthesis and physical 
characterization of QDs has become further refined to the point of deep understanding, 
the proliferation of new applications and new tunability within QD applications has 
begun to take hold. In the years since I began my graduate career, a transition in the 
literature has occurred in which QDs, which were once being touted for their band gap 
tunability and solution-processability, are now being further tailored to the needs of 
multitudinous applications befitting a true mainstay in the realm of materials science. 
This realization is the true theme that developed as my graduate work began to take 
shape, and it was the nexus of all the work I performed—the exploration of boundaries 
that were once-unapproachable with materials that were recently nonexistent.  
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Appendix 
 
 
A. Hall Effect Measurements 
 
A.1 Background and Rationale 
 
Over the course of my research concerning development and design of solid-state 
QDPVs, it has occurred to me that an often under-utilized aspect of research in the realm 
of materials chemistry is the electrical engineering approach. It seems appropriate to note 
that perhaps the most marked solid-state QDPV scientist today, Edward Sargent, is a 
professor of electrical engineering. Fittingly, it is imperative to the pursuit of intelligently 
designed devices that attempts are made to understand the systematic theoretical 
electronic structure of their constituent parts, as well as the device as a whole.  
Knowledge of Fermi level positions relative to vacuum is arguably the most 
important factor in the band alignment design of a solid-state device. This, along with 
other parameters, such as depletion width, can be extrapolated from equations relating 
these values to measurable quantities like dopant type and density. The Hall effect 
measurement is an established and relatively straightforward method for accurately 
determining three main parameters of conductive and semiconductive thin films; dopant 
type, carrier concentration, and carrier mobility. These types of parameters are relatively 
under-studied in the field of QD research, and particularly QDPVs. Methods of 
measurement for electrical parameters of QDs in general include Mott-Schottky analysis 
via capacitance-voltage measurements on whole devices121, scanning tunneling 
spectroscopy (STM) spectra142, construction and characterization of QD field effect 
transistors143, and Hall effect measurements.144,145 Hall measurements are the most apt 
characterization method QDs due to ease of preparation and a readily accessible testing 
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apparatus. The development of a consistent method of thin film formation suitable for 
Hall effect measurements is a necessary step in the direction of electrical engineering-
guided design of QDPVs.  
 
A.2 Measurement Method 
 
The Hall effect, or the established Hall voltage, is a direct consequence of a 
magnetic field’s force exerted on moving charge carriers. A representative Hall voltage 
measurement is shown in Figure 5.  
 
 
Figure A.1: Representative Hall voltage measurement apparatus. In this schematic, the 
dark red thin film is subjected to a known current (I) and a known external magnetic field 
(B). Carriers drift perpendicularly to the magnetic field, establishing a slight electric 
field, which is integrated across the width of the device to find the Hall voltage. 
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In Figure 5, the current carriers (travelling in the positive or negative x-direction if 
holes or electrons, respectively) experience a force perpendicular to both the current and 
the magnetic field. The deflection of charge carriers under this force in the negative y-
direction establishes a charge imbalance that is spontaneously countered with an electric 
field, εH, in order to retain charge neutrality. Using Poisson’s equation, integration of εH 
over the width of the device yields the Hall voltage, VH. In its most fundamental 
measurement, a Hall effect device can be used to determine the dopant type (n or p) 
based upon the sign dependence of the Hall voltage on the charge carriers. Further, a so-
called Hall coefficient can be calculated from experiment parameters as: 
 𝑅! = 𝑉!𝐽!𝐵 𝑡𝐿𝑊  
(3) 
where t, L and W are the height, length and width of the film, respectively, Jx is the 
applied current, and B is the applied magnetic field. From Equation 3, mobility, µ, and 
dopant density, n or p, can be deduced through the following relationship: 
 𝑅! = −1𝑞𝑛 = 𝜇𝜌  
(4) 
where q the elementary charge and ρ is resistivity, which is equal to R(A/l), where R is 
resistance and A and l are the cross sectional area and device length, respectively. 
Treating the entire device as a simple resistor, it becomes rather straightforward to 
determine the mobility. Additionally, for a p-type device, the sign of RH will be reversed, 
therefore changing the sign of the “-1” in the numerator of (4). 
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A.3 Experimental Attempts 
 
One of the difficulties in obtaining Hall voltages with QD samples lies in the 
device preparation. Macroscopic arrays of QDs must be obtained with defined areas that 
are reproducible and consistent. Colloidal suspensions complicate the task of forming 
such contacts; one is essentially left to choose between spin coating and drop casting as a 
method of QD deposition. QD ink printing is a separate option which has been pursued 
by other groups in the past, but this is beyond the resources of this project.59 An ideal 
plan was devised for obtaining such substrates, which involves using adhesive tape as a 
device mold, with distinct area obtained through a rectangular hole punch (Figure 6). 
 
 
Figure A.2: Schematic of ideal Hall effect QD testing device showing glass substrate 
(blue), QD contacts (dark red), silver paint contact (silver) and copper tape for lead 
connections (brown).  
  
 In Figure 6, the brown copper tape contacts are used to ensure complete contact 
with the QD arrays, which is suspected to yield a more consistent current flow than 
simple point contacts. A magnetic field will be fluxed up through the device, and the Hall 
voltage will be read across its width.  
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Figure A.3: SEM images of preliminary attempts at CIS QD Hall effect testing arrays. A 
cross sectional image of a film formed by two drops of QDs at 35 mg/mL (a), and a 
large-field image of one side of a single contact showing unevenness in contact thickness 
(b).  
  
Initial attempts at device fabrication have proven unsuccessful in that the contacts 
seem to act as open circuits. This finding is unexpected due to the perceived high dopant 
density of the film, which should result is relatively reasonable conductance values. 
Figure 7a shows an SEM image of a representative contact formed by deposition of 2 
drops of CIS QDs in toluene at a concentration of 35 mg/mL. The presence of two 
seemingly distinct layers, presumably from the two separate drops, is disconcerting as 
this may lead to defects in carrier transport within the film. Problematically, as QD 
concentration is increased with the prospect of gaining thicker films in a single drop, 
highly detrimental cracks begin to form within the contact. Figure 7b shows a contact 
formed with a single drop of 35 mg/mL QD solution. Although no cracks are observed, 
there are inconsistencies in the film thickness, as witnessed in the lighter and darker 
portions in the bulk of the contact. It is suspected that at a certain concentration of QDs 
A B
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suspended in a solvent of specific vapor pressure will yield continuous and uniform 
contacts.  
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B. CYCLIC VOLTAMMETRY OF QD THIN FILMS 
B.1. Past Reports and Goals  
 Cyclic voltammetry (CV) is an electrochemical technique in which a voltage is 
swept through a working electrode to preset endpoints in a continuous and cyclic manner. 
Redox potentials can be obtained by plotting working electrode current vs. applied 
voltage. Historically, CV has been extremely useful in the determination of electron 
transfer kinetics, the presence intermediate redox reactions, and the stability of reaction 
products, among many other applications.  
 There have been many reports on the usage of CV in determining the conduction 
and valence band energies with respect to vacuum in QD systems. With respect to QDs, 
researchers have correlated electronic and optical band gaps in CdS particles146, 
determined conduction and valence band edges for band engineering in PbSe QD solar 
cells122, visualized defect state energies147, etc.148-150 The purpose of the CV experiments 
I undertook was to obtain electronic energy level values for certain QDs our group was 
investigating, the values of which were not yet reported in the literature. As other studies 
have found, electronic band gap values can deviate from values determined through UV-
VIS spectra as optical transitions, in one case by nearly 0.3 eV.146 This is an energy 
amount that is crucial in the engineering of a PV, and can spell the difference between 
efficient charge injection and a flat band potential at a junction. Clearly, for material 
systems that have yet to be fully characterized, simple optical absorption peak values are 
not sufficient to accurately describe the electronic HOMO-LUMO transition in the QD.   
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B.2. Experimental 
 The CV experiments described in this section were performed on a potentiostat in 
the Cliffel laboratory. Platinum tipped working electrodes were polished before each use 
with the spinning wheel polisher with Al2O3 powder and rinsed thoroughly with DI H2O. 
QDs were cleaned and dispersed to 50 mg/mL in octane. It was found that toluene and 
hexanes tended to evaporated so quickly that “coffee ring” formation resulted in very 
uneven layers on the working electrode. Deposition of the QDs onto the Pt tip simply 
consisted of a dropwise layer formation of QDs, allowing the solution to dry completely 
between each drop. The electrode can be held and tilted in order to ensure that the QDs 
form a continuous and fairly even layer over the Pt contact. This is repeated until the Pt 
metal is just barely coated to the point be invisible. 
 A measurement beaker is prepared in which the working electrode (connected to 
the green wire), the counter electrode (red wire) and reference electrode (Ag/AgCl, white 
wire) are submersed together in a 0.1 M solution of tetrabutylammonium perchlorate in 
acetonitrile with a mechanical stir bar. The software used was under the name 
“CHI66OA” with the option “T” to CV data. Scan polarity was set to positive, with initial 
value 0.0 V, swept to ±1.4 V with a step size of 0.05 V or less, and 2.5 sweeps. This 
process was performed several types of QDs as well as the bare Pt electrode over the 
course of several weeks, some of the results of which can be seen in the figures below. 
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B.3. Results and Corroboration with Reported Conduction Band Values 
 
 
 
Figure B.1: CV curve of bare Pt working electrode in 0.1 M bath of tetrabutylammonium 
perchlorate.  
 
 
 
 The curve seen in Figure B.1 for the bare Pt electrode does indicate some redox 
activity in the form of bumps in the curve throughout the sweep, however it is difficult to 
use this data as a control because the current values are so much higher than those seen in 
the system when coated with QDs due to the inherent resistivity of QD films. Still, as will 
be shown in the data for QD sample, the analysis of the CV data correlates very well with 
published values on well-known systems.  
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Figure B.2: CV curve of HOA-coated PbS QD thin film. The peak first excitation of 
these QDs was at 955 nm (1.3 eV) and are identical to the most commonly used PbS QD 
utilized in depleted heterojunction colloidal quantum dot photovoltaics such as though 
produced in the Sargent lab and The University of Toronto. Importantly, these dots are 
measured here as synthesized, without any form of ligand exchange that is present in 
every QD thin film for PV applications.  
 
  
 The interpretation of these CV curves is quite straightforward for gaining base-
level interpretation of the position, relative to vacuum, of the conduction band edge. My 
focus throughout this CV work was this value because throughout my work with thin film 
solar cells, metal oxide wide band gap semiconductors (in this case, TiO2) were used as 
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heterojunctions and electron acceptors. If the conduction band energy level of the QDs 
one is attempting to use as an absorber is deeper than the conduction band level of TiO2, 
electron transfer from the QDs in to the oxide will be unfavorable and device 
performance will suffer greatly. The Bard lab published a report in 2001 in which they 
succinctly outlined the interpretation of CV curves on QDs such as these, which was used 
the basis for drawing conclusions from the data seen in this Chapter.146 Simply put, 
valence and conduction band edges can be assigned to the negative oxidation peak and 
positive reduction peak, respectively, that lay furthest from the 0 V point. The vacuum 
level energy can be calculated relative to the reference electrode Fermi level, which has 
been previously shown to be -4.9 eV for Ag/AgCl2 electrodes.151 In this way, our data 
allows us to estimate the conduction band edge energy of the Eg = 1.3 eV PbS QDs to  
-4.9 V + 0.86 V = -4.04 V (-4.04 eV) relative to vacuum. This value compares well with 
published energy values for PbS QDs, including one published study utilizing this very 
method.128,152 
 In seeking to apply this method to cross reference similar published values for 
separate QD systems, I attempted to same experiment with CuInS2 (CIS) particles 
synthesized following a procedure from the Klimov group (Figure B.3).59 Electron 
injection studies for these tetrahedral particles generally place the conduction band edge 
for ~3 nm diameter CIS QDs at ~-3.0 eV. Applying the same principles described for the 
PbS QDs to this system, we arrive at a conduction band edge energy for CIS of -4.9 + 1.7 
= -3.2 eV. This offset in conduction band values is much larger with respect to TiO2 than 
in the case of PbS QDs, so one might expect increased electron injection rate.  
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Figure B.3: CV curve of ~3 nm, Eg = 2.0 eV CuInS2 QDs. The 1.7 V peak can be used to 
calculate the conduction band edge energy value to -3.2 eV, which agrees rather well 
with previously published reports and should facilitate good acceleration of electrons 
from CIS to TiO2. 
 
 
 Finally, a collaborative effort in 2011 with Dr. Melissa Harrison, a former 
graduate student in the Rosenthal lab, focused on the attempted determination of alloyed 
CdPbSe QDs, which were under consideration for usage as active absorbers in PVs 
similar to those described above with a TiO2 heterojunction.  
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Figure B.4: CV curves of CdPbSe QD thin films corresponding to 2, 5 and 10 minute 
growth times. Two peaks exists in each curve, both of which shift with changes in QD 
growth time.  
 
 
 As can be seen in Figure B.4, the CV curves feature two prominent curves in the 
positive region of the voltage sweep. The sharp peaks near the 1.0 V mark shift towards 
lower voltage with increased growth time, from roughly 1.05 to 1.0 V through 10 minutes 
of growth. The smaller peaks in the 1.3 V region undergo similar shifts of roughly 0.04-
0.05 V as well. Also of note are the relative intensities of the two peaks within a given 
curve. The higher voltage peak becomes negligible after the 10 minutes of growth time, 
which may suggest that this peak corresponds to a particular crystal. Interestingly, the 
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roughly 1.2 V peak would lead to a conduction band edge value of ~-3.7 eV, which 
agrees rather well with published values CdSe. Similarly, the lower voltage peak leads to 
~-3.9 eV band edges which correspond to values in lead chalcogens such as those 
described above. Overall, this trend hints a sort of gradual alloying which has been seen 
in a related study performed in our group.16 Beyond this, however, there was not much to 
be taken from this experiment beyond the fact that both the peaks in the CV curve for all 
of ever time mark in this reaction lied well above the conduction band value for TiO2, 
suggesting that they would serve as suitable candidates for sensitization.    
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C. ON-PARTICLE LIGAND MODIFICATION WITHOUT EXCHANGE 
C.1. Motivation and Background 
 The expansive field of nanocrystal research has evolved to find application in 
topics ranging from biological labeling to photovoltaics to fundamental physical studies. 
One critical aspect that is a nexus between these and other nanocrystal pursuits is perhaps 
simultaneously their most chemically interesting and finicky aspect: the surface. This is, 
of course, not revelatory in the least. Researchers are now privy to the fact that surface 
chemistry heavily influences solubility, doping, wave function distribution, 
photoluminescence (PL) quantum yield, band edge energy, superlattice packing, 
etc.148,153-158 Most often, experiments involving the need for a custom-functionalized 
surface involve running established synthetic protocols and ligand exchanging unwanted 
and generally bulky native ligands for a functionally relevant species. However, in 
solution this process is no small task; particles have a strong tendency to agglomerate and 
concentration is of utmost importance. In solid-state thin film exchanges, native 
insulating ligands are replaced layer-by-layer with differing types of thiolates which have 
strong binding capacities but are unfortunately known to introduce hole traps and 
decrease stability of the colloid in air.159 The ideal ligand exchange scenario—that which 
follows Occam’s razor most closely—is one that happens pre-synthetically in a lab 
notebook. 
 
C.2. Proposed Experiments and Hypothetical Applications 
 This project would encompass two main pursuits: (1) the synthesis of multiple 
types of QDs (CdSe, PbS) with a prototype short-chain oleic acid (HOA) analog, and (2) 
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the post synthetic chemical modification of these new native ligands to groups of interest 
in varied applications. With the second goal in mind, a suitable starting point for this 
“prototype” in goal (1) would be 3-butenoic acid (Figure C.1). The short length of its 
carbon chain—similar to that of the commonplace 3-mercaptopropionic acid (MPA)—
should facilitate charge transport in thin film applications, while the carboxylate binding 
group simultaneously retains the beneficial passivation properties (high QY) of HOA and 
the like.  
 The presence of a terminal alkene group opens a range of chemical modification 
options that can introduce easily tailorable groups designed to controllably alter the QD’s 
electronic and chemical properties. A suitable proof-of-principle experiment for this 
modification process would be a simple dibromination of the terminal C-C double bond. 
Elemental bromine reacts rapidly and in near unity yield with alkene groups through the 
well-studied bromonium ion formation and subsequent nucleophilic Br- attack to add Br2 
across a double bond, which should be evidenced in IR spectra of QD samples by a 
disappearance of alkene stretches in the 1600 cm-1 region and growth of strong stretches 
between 500-600 cm-1 corresponding to C-Br bonds.  
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Figure C.1: (top) Representative QD cartoon depicting the length difference of oleic 
acid (top half) and 3-butenoic acid (bottom half). With similar length to commonly 
implemented ligands in charge transport applications such as benzene dithiol and 3-
mercaptopropionic acid, 3-butenoic acid would allow for dot-to-dot electronic coupling 
as synthesized. (bottom) Scheme outlining several possible synthetic modifications to 
the alkene group. 
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The use of 3-butenoic acid, if successful, would instigate investigation of the 
commercially available, but more expensive, 3-butynoic acid for use in any number of 
click chemistry reactions such as cylcoadditions and Diels-Alder processes. Furthermore, 
owing to the usefulness and, azide-functionalized drug derivatives could be used to 
perform Cu-catalyzed Huisgen-like click reactions in situ between QDs and site-specific 
drug molecules through the following general mechanism: 
	  
 
These high yield and idealized coupling reactions open possibilities in projects 
such as multi-modal cell surface tracking of QDs as highly site-specific fluorescent 
probes in biological studies, QD-silica attachment without altering QD surface chemistry, 
and covalent linkage and electronic coupling to polymers of interest like poly-3-
hexylthiophene (P3HT) (Figure C.2). 
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Figure C.2. Schemes displaying several possible applications of Huisgen-derived click 
chemistry for selective binding of QD-ligated alkynes with azide-functionalized 
targets: (A) binding to silica surface with azide-alkyl trimethoxysilane linkers; (B) 
linking to cellular surface-bound proteins with azide-tagged PEG-drug derivative 
moieties; (C) Au functionalization, shown here with modified P3HT chains for 
molecular wire directed charge transport between QD and Au electrode.  
 
 Importantly, the success of this project would not hinge solely upon the viability 
of 3-butenoic acid as an as-synthesized ligand. There are several predictable difficulties 
that could prove too troublesome to overcome for a given QD material: agglomeration 
may predominate with such short ligands during the growth process; solubility of 
precursors may be prohibitively different from that of the formed QDs, leading to 
unstable reaction environments. Commercially available 3-decenoic acid is an attractive 
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candidate for use in syntheses that mimics the procedure by Scholes and coworkers107, 
yielding the HOA-capped PbS particles mentioned previously, as well as any number of 
methods using Cd-oleate as a precursor to cadmium chalcogenide cores or core/shells.16 
While shorter than HOA, 3-decenoic acid would still render the ligated particles highly 
hydrophobic. And, as a precursor it should have similar solubility properties as HOA pre-
synthesis, suggesting that it may be viable as a more straightforward replacement. 
Cleavage of the alkene group of bound 3-decenoic acid can be achieved through the 
oxidative route using first OsO4 to form a diol, followed by cleavage with NaIO4 to the 
aldehyde outlined in Figure 1, yielding equivalent ligand moieties as those seen when 
starting with 3-butenoic acid. However, the oxidative processes needed to cleave the 
alkene in longer-chain ligands may prove detrimental to QDs, limiting their application to 
core/shell systems in which the emissive core is insulated from the chemistry of the 
surface.  
 
C.3. Preliminary Attempts at Simple On-Particle Chemistry, 3-decenoic Acid 
Synthesis 	  	   Few attempts at experiments outlined in this section have been tried, as it was 
largely conceived toward the end of my graduate career. That being said, there was one 
set of treatments that were performed over the course of several weeks that met limited 
success. These treatments dealt with the halogenation of alkenes on on-particle ligands, 
as briefly outline in Figure C.1. The quantum dots used were HOA-coated CdSSe graded 
alloy particles based on a synthesis published by a previous Rosenthal group graduate 
student Melissa Harrison.16 These particles were chosen based upon their ease of 
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synthesis, good quantum yields, stability to air and oxidation in general, as well as the 
fact they are synthesized using carboxylate ligands. Initially, these assays were attempted 
with 3-decenoic acid as a ligating species. To my knowledge, this is the first time anyone 
has used 3-decenoic as a ligand in the synthesis of QDs. Its implementation was rather 
straightforward, and it was simply substituted for HOA in an adaptation of the published 
synthesis mentioned above.  
 Briefly, for the synthesis of both 3-decenoic-ligated or HOA-ligated QDs, 1 mmol 
CdO (0.128 g), 1.3 mL oleic acid (HOA) or 0.8 mL 3-decenoic acid, and 20 mL 1-
octadecene (ODE) were heated to 100 °C under vacuum for 10 minutes, and 
subsequently purged with Ar. The temperature was increased to 260 °C and the 
conversion of red CdO to colorless Cd-oleate was monitored to completion, after which 
the reaction temperature is reduced to 220 °C. Solutions of 0.75 M S: and Se:TBP in 
ODE were prepared separately and 0.8 mL aliquots of each were pulled into the same 
syringe. The S/Se syringe was swiftly injected into the Cd-oleate flask at 220 °C and the 
reaction proceeded for 2 hours. The nanocrystals were cooled and precipitated with a 3:1 
mixture of butanol and ethanol, resuspended in toluene, and precipitated twice more with 
pure ethanol. After being finally suspended in toluene, the nanocrystals were passed 
through a 0.45 μm PTFE syringe filter and stored. 
 UV-VIS spectra are shown in figure C.3 for the evolution of the 3-decenoic acid 
ligated CdSSe QDs. 3-decenoic can act as a viable ligand and the evolution of the CdSSe 
QDs throughout the reaction is mirrored between that of the HOA and 3-decenoic 
syntheses.  
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Figure C.3: Evolution of 3-decenoic acid-ligated CdSSe QDs over two hours, with HOA-
coated for comparison (inset). 3-decenoic acid seems to perform very similarly to HOA. 
To the best of my knowledge, this is the first time this ligand has been used for synthesis 
of QDs—it may be found to be successful in other applications. 
 
 Both HOA and 3-decenoic acid are monounsaturated alkyl compounds, and the 
initial attempts at on-particle ligand modification, as mentioned before, was the 
halogenation of these double bonds followed by a phase transfer from organic (hexanes) 
to polar solvent (acetonitrile, AcN) through complexation to polyethylene glycol (PEG) 
moieties in a manner described in Figure C.4. 
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  Figure	  C.4:	  Schematic	  outline	  the	  phase	  change	  PEGylation	  process	  of	  CdSSe	  ligated	  with	   3-­‐decenoic	   acid.	   In	   the	   proposed	   mechanism,	   PEG-­‐400	   and	   tert-­‐butylammonium	  bromide	  (as	  a	  phase	  change	  catalyst)	  are	  used	  to	  perform	  an	  SN2	  reaction	   on	   the	   halogenated	   carbon	   in	   the	   ligands	   chains.	   Hypothetically,	   this	  PEGylation	  will	  render	  the	  QDs	  soluble	  in	  aqueous	  solvents	  without	  modifying	  their	  surface	  coverage.	  	  	  	   	  	  
	   129	  
Many	  variations	  of	  concentrations	  were	  attempted	  within	  the	  general	  system	  shown	  in	  Figure	  C.3.	  The	  stepwise	  procedure	  that	  seemed	  to	  yield	  the	  best	  results	  was	  as	  follows:	  (1) 0.8	  mL	  of	  1	  mg/mL	  N(Bu)4Br	  in	  AcN	  plus	  0.2	  mL	  PEG-­‐400	  in	  small	  vial	  
(2) Cleaned dots are dispersed in hexanes and diluted to an optical density 
of 10, 1.0 mL placed in a small eppendorf tube 
(3) 3 drops of 0.01 M I2 in hexanes are added to the QDs 
(4) QDs are pipetted into the PEG vial as an organic layer, the vial is 
magnetically stirred for 1 hour. 
Procedures such as this eventually yield vials such those seen in Figure C.5. 
 
 
  
Figure C.5: Images of vials containing attempted phase exchange procedures. Vial 1 
retains a large portion of its fluorescence after the phase transfer process (QY = 6.3%), 
and follows the procedure described above. All procedures results in soluble QDs in polar 
solvent (as seen in the picture to the left), however often times the there is considerable 
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PL quenching. Vials 2, 3 and 4 that result in phase-transferred QDs with quenched PL 
differ from vial 1 in their concentration of N(Bu)4Br catalyst. 
 While these results may at first seem very promising, I was quickly discouraged 
to find that, in fact, I2 does not readily reduce alkene bonds and that the proposed 
halogenation reaction would only occur and be stable at low temperatures. To test this, I 
placed a small about of I2 solution in a vial of the otherwise inert solvent octadecene 
(ODE) and stirred the purple solution overnight. No color change was apparent, whereas, 
if the same test was performed with a solution of brown bromine in ODE, the solution of 
Br2 went clear immediately as it contacted the ODE indicating rapid bromination of the 
alkene to form the colorless dibrominated alkane. This lead me to believe that rather than 
attaching PEG chains at the 3- and 4-carbons, the mechanism more resembles a 
deprotonation and stabilization of charged PEG-400 by the N(Bu)4Br catalyst followed 
by gradual replacement of native HOA ligands with charged PEG chains.  
 When attempting to use Br2 in place of the 10 mM I2 solution in hexanes, PL 
seemed to drop off precipitously at any concentration of bromine, hinting at its much 
higher reactivity. However, with a single drop of 5mM Br2 in 1 mL of OD =10 QDs, PL 
was still apparent but the exchange reaction results were similar to that of I2. 
 A final attempt was made in which the goal was synthesize CdSSe QDs with pre-
brominated HOA. In the typical reaction described above, 1.3 mL HOA (4 mmol) is use 
to create the Cd-oleate precursor. Accordingly, 1.3 mL of HOA was placed in a typical 3-
neck round bottom reaction flask, into which a total of 5 mmol (0.25 mL) of pure Br2 was 
added dropwise at room temperature. Due to the excess of Br2 in the addition volume, the 
resultant solution was dark brown, however the addition of the ODE was expected to 
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quench any free Br2 in the solution. The addition ODE did indeed lighten the flask some, 
but the solution was still pale yellow. Regardless, 0.128 g CdO was added to the flask 
and the conversion to Cd-oleate was attempted under typical conditions at 260 °C, which 
resulted in a black solution that was an obvious failure. Regardless of Br2 volume, the 
Cd-oleate conversion process always failed due to the creation of unwanted materials 
stemming from the presence in some form of bromine. At this point, the project was put 
aside due to time constraints and focus was given to other more prescient projects. I do 
believe, though, that these pursuits hold quite a bit of promise and are fitting projects for 
chemistry undergraduates or as side projects for graduate students with downtime 
between experiments. There are myriad possibilities within this general idea—all of 
which require very little QD volume—which makes it possible to simply use “off-the-
shelf” chemicals highly experimentally and quickly.  
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