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Abstract
A notion of differentiation for matrices through ‘differentiators’, where one is actually differentiating the
characteristic polynomials, can be found in the literature. This concept is very useful in studying roots and
critical points of complex polynomials. Here we introduce the inverse operation of integration for matrices
through ‘integrators’. Surprisingly not all matrices are integrable in this sense. It is seen that non-derogatory
matrices are best behaved with respect to this operation. They are ‘freely integrable’.
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1. Introduction
Consider a complex polynomial p and its derivative p′. The roots of p′ are known as critical
points of p. How are the roots of a polynomial and its critical points related? This is a natural
question to ask and is of importance in various fields. The famous Gauss–Lucas theorem states
that the critical points are inside the convex hull of the roots. A generalization of this theorem and
also remarkably elegant, elementary proofs of some long standing conjectures in this area, such as
Schoenberg’s conjecture [8], were obtained in last couple of years through matrix theory by Pereira
[5,6], Malamud [3,4]. The crucial idea here is to start with an n × n matrix whose characteristic
polynomial is the given polynomial p, and look at differentiators, a notion introduced much earlier
by Davis [1].
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Definition 1. Let A be a linear operator on an n-dimensional Hilbert space H, Let P be an
orthogonal projection fromH onto a subspace of dimension (n − 1). Let B be the compression
of A onto the range of P , that is , B = PAP |P(H). Then P is said to be a differentiator of A if
the characteristic polynomials of A,B are related by
pB(x) = 1
n
p′A(x).
One of the main tool in the study of differentiators is the notion of trace vector. A unit vector
z ∈H is called a trace vector for an operator A onH if for all k1, 〈z,Akz〉 = τ(Ak), where
τ is the normalized trace: τ(X) = 1dim(H) trace(X). The link between these two concepts is the
following theorem.
Theorem 2. A unit vector z is a trace vector for an operator A if and only if the projection onto
z⊥ is a differentiator for A.
Proof. See Pereira [5] or Malamud [4]. 
It has been shown by Pereira [5] that all linear operators on finite dimensional Hilbert spaces
admit trace vectors and hence they admit derivatives. In this article, we reverse the process. Given
any operator B on an (n − 1)-dimensional Hilbert spaceH, we will try to find an operator A
on an n-dimensional Hilbert spaceH′ =H⊕C, with orthogonal projection P having range
equal to H, such that B = PAP |P(H′) and P is a differentiator of A, i.e. pB(x) = 1np′A(x).
Without loss of generality we may simply take the Hilbert spaceH as Cn−1, andH′ as Cn, so
that B,A and P are matrices in M(n−1)(C), Mn(C) and Mn(C) respectively, having the block
form:
A =
[
B u
v′ b
]
, P =
[
In−1 0
0 0
]
for some vectors u, v in Cn−1 and b ∈ C. (Here v′ denotes the row vector v′ = (v1, . . . , vn−1).)
Now suppose that we do have p′A(x) = npB(x). By looking at the coefficient of xn−2 in pB(x)
it is easily seen that τ(B) = τ(A). Further, in view of Theorem 2, en = (0, 0, . . . , 1)′ in Cn is a
trace vector for A. In particular, the entry b in the block form of A should also be equal to the
normalized trace τ(A). In other words we must have
A =
[
B u
v′ τ(B)
]
. (1.1)
Of course, there are conditions on vectors u, v as well. Before we start studying them it is useful
to make the following definition.
Definition 3. Let B ∈ Mn−1(C). A matrix A ∈ Mn(C) is said to be an integration of B if A has
the block decomposition as in (1.1) and pB(x) = 1np′A(x). In such a case the pair of vectors (u, v)
is said to be an integrator of B. Further det(A) is said to be the scalar of integration.
Example 4. Fix b ∈ C and take
Bb =
[
1 0
0 b
]
.
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Then pB(x) = (x − 1)(x − b). Now for t ∈ C and c1, c2 ∈ C\{0}, take
Ab,t,c1,c2 =
⎡⎢⎣ 1 0 c10 b c2
t
c1
(b−1)2−2t
2c2
1+b
2
⎤⎥⎦ .
Now the characteristic polynomial pAb,t,c1c2 (x) =
(
x − b+12
)
(x − 1)(x − b) − t (x − b) −
(b−1)2−2t
2 (x − 1) and we see that its derivative is 3pB(x), Hence Ab,t,c1,c2 is an integral of Bb.
An immediate question that arises is whether all matrices admit an integration. The answer is
ªNoº. Indeed take
B =
⎡⎢⎢⎣
3 0 0 0
0 3 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎦ .
Then pB(x) = (x − 3)2(x − 1)2. Suppose
A =
⎡⎢⎢⎢⎢⎣
3 0 0 0 c1
0 3 0 0 c2
0 0 1 0 c3
0 0 0 1 c4
d1 d2 d3 d4 2
⎤⎥⎥⎥⎥⎦
is an integral of B. Then pA(x)=(x − 2)(x − 3)2(x − 1)2 − a(x − 3)(x − 1)2 − b(x − 3)2
(x − 1), where a = c1d1 + c2d2 and b = c3d3 + c4d4. Differentiating we get p′A(x) =
2(x − 3)(x − 1)2(x − 2) + 2(x − 3)2(x − 1)(x − 2) + (x − 3)2(x − 1)2 − a(x − 1)2 − 2a
(x − 3)(x − 1) − 2b(x − 3)(x − 1) − b(x − 3)2. IfAwere to be an integration ofB then we have
p′A(x) = 5pB(x). So we have p′A(3) = 0 = p′A(1) and we get a = b = 0. Then pA(x) = (x −
3)2(x − 1)2(x − 2) and p′A(x) = 2(x − 3)(x − 1)2(x − 2) + 2(x − 3)2(x − 1)(x − 2) + (x −
3)2(x − 1)2. But we arrive at a contradiction as p′A(0) = 12 + 36 + 9 = 57 /= 5pB(0) = 45.
This proves that B does not possess any integrator.
Definition 5. A square matrix B is said to be integrable, if it admits an integration. An integrable
matrix B is said to be uniquely integrable if there exists unique scalar α such that whenever A is
an integration of B, det(A) = α. An integrable matrix B is said to be freely integrable if for every
complex number α, there exists an integration A of B such that det(A) = α.
It is easily seen that in Example 4, det(Ab,t,c1,c2) = (1 − b)t + 12 (3b − 1) and hence Bb is
freely integrable if b /=1. It is not hard to see thatB1 is uniquely integrable. We shall show that every
integrable matrixB must be either freely integrable or uniquely integrable. Further, we will see that
a matrix is freely integrable if and only if its minimal and characteristic polynomials are same. In
Section 3, we take a closer look at integrators of matrices with distinct eigenvalues. The last section
has some intriguing examples and proof of the fact all matrices of order at most three are integrable.
2. Integrators
First we see that the existence of an integration is equivalent to the existence of a solution of a
set of linear equations. Let A ∈ Mn(C) be an integration of B ∈ Mn−1(C) as in (1.1). Consider
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|x| > ‖B‖, so that (xIn−1 − B) is invertible. Then we expand the determinant of xIn − A, using
the well-known formula, for determinants for block matrices (see 6.7.1, p. 244 of [7]):
det
[
X Y
Z W
]
= det(X)det(W − ZX−1Y ),
whenever X is invertible. In our case we get
pA(x) = det
[
xIn−1 − B −u
−v′ x − τ(B)
]
= pB(x)(x − τ(B) − v′(xIn−1 − B)−1u),
or
(x − τ(B))pB(x) − pA(x) = pB(x)(v′(xIn−1 − B)−1u). (2.1)
Let pA(x) = ∑ni=0 aixi , pB(x) = ∑n−1i=0 bixi . Then τ(B) = − bn−2n−1 . Now substituting
pA,pB ,τ(B), and also expanding (xIn−1 − B)−1 as ∑∞k=0 Bkxk+1 , we get(
x + bn−2
n − 1
)(n−1∑
i=0
bix
i
)
−
n∑
i=0
aix
i =
( ∞∑
k=0
v′Bku
xk+1
)(
n−1∑
i=0
bix
i
)
. (2.2)
Now if p′A(x) = npB(x), we also have ak = nk bk−1, k = 1, 2, . . ., n. Substituting this in (2.2)
yields (
x + bn−2
n − 1
)(n−1∑
i=0
bix
i
)
− a0 −
n∑
i=1
nbi−1
i
xi
=
( ∞∑
k=0
v′Bku
xk+1
)⎛⎝n−1∑
j=0
bjx
j
⎞⎠
=
n−1∑
i=0
⎛⎝ n−1∑
j=i+1
bjv
′Bj−i−1u
⎞⎠ xi + ∞∑
i=1
⎛⎝n−1∑
j=0
bjv
′Bi+j−1u
⎞⎠ x−i .
By Cayley–Hamilton theorem,
∑n−1
j=0 bjBj = 0. Hence coefficients of x−i , i  1 are all zeros. By
direct computation we see that coefficients of xn−1, xn also cancel out. On comparing coefficients
of xi for 0  i  n − 2, we get
n−1∑
j=1
bjv
′Bj−1u = b0bn−2
n − 1 − a0, (2.3)
n−1∑
j=i+1
bjv
′Bj−i−1u = −
(
n − i
i
)
bi−1 + bibn−2
n − 1 , 1  i  (n − 2). (2.4)
Theorem 6. Let B be a matrix in Mn−1(C) which has characteristic polynomial pB(x) =∑n−1
i=0 bixi and let α ∈ C be a scalar. Then B has an integration A ∈ Mn(C) with determinant
(A) = α if and only if there exist a pair of vectors u, v in C(n−1) such that
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Gy = z, (2.5)
where
G =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
bn−1 0 · · · 0 0
bn−2 bn−1 · · · 0 0
· · · · · · ·
· · · · · · ·
· · · · · · ·
b2 b1 · · · bn−1 0
b1 b2 · · · bn−2 bn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
y =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
v′u
v′Bu
·
·
·
v′Bn−3u
v′Bn−2u
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, z =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
− 2
n−2bn−3 + bn−2bn−2n−1
− 3
n−3bn−4 + bn−2bn−3n−1·
·
·
−(n − 1)b0 + bn−2b1n−1
b0bn−2
n−1 − a0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and a0 = (−1)nα.
Proof. Suppose A is an integration of B writing (2.3) and (2.4) in matrix notation, we obtain
the linear system mentioned above. The proof of the converse direction is obtained by simply
retracing these steps. 
In this theorem note that as bn−1 = 1, the lower triangular matrix G is invertible and so
y = G−1z. However, it is not clear as to how obtain vectors u, v satisfying these conditions. We
can make some simplifications using similarity transforms due to the following observations.
They also show that typically integrations are not unique when they exist.
Lemma 7. If B has an integration A, then
[
X 0
0 1
]
A
[
X 0
0 1
]−1
is an integration of XBX−1 for
any non-singular matrix X ∈ Mn−1(C).
Proof
Y :=
[
X 0
0 1
]
A
[
X 0
0 1
]−1
=
[
X 0
0 1
] [
B u
v′ τ(B)
] [
X−1 0
0 1
]
=
[
XBX−1 Xu
v′X−1 τ(B)
]
.
Now clearly τ(B) = τ(XBX−1), pB(x) = pXBX−1(x), and pA(x) = pY (x). So pXBX−1 =
pB(x) = 1np′Y (x). This shows that Y is an integration of XBX−1 . 
By this lemma we can restrict our matrix B to be upper triangular or in Jordan form whichever
is easier to handle. This also shows that if (u, v) is an integrator of B then (Xu, (X−1)′v) is also
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an integrator of B, whenever X is a non-singular matrix commuting with B. For instance, we may
take X as a resolvent (λI − B)−1 for λ not in the spectrum of B.
Recall that a square matrix is said to be non-derogatory if its minimal polynomial is same as
its characteristic polynomial. The following proposition is well known (see [2]).
Proposition 8. Let B ∈ Mn−1(C). Then the following are equivalent:
(1) B is non-derogatory.
(2) In the Jordan decomposition of B, corresponding to every distinct eigenvalue of B, there
exists unique Jordan block (of order equal to the algebraic multiplicity of the eigenvalue).
(3) Every distinct eigenvalue of B has geometric multiplicity (dimension of eigenspace) one.
(4) Matrix B is similar to its companion matrix
B˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
0 0 0 · · · 0 1
−b0 −b1 −b2 · · · −bn−3 −bn−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where the entriesbi’s are coefficients of the characteristic polynomial, pB(x) = ∑n−1i=0 bixi .
(5) There exists a vector v ∈ Cn−1 such that span{v, Bv, B2v, . . . , Bn−2v} = Cn−1.
A vector v satisfying the condition of Proposition 8(5), namely that {Bkv: k  0} spans the
whole space, is said to be cyclic for the matrix B.
Now we have our main result.
Theorem 9. Let B ∈ Mn−1(C). Then B is freely integrable if and only if B is non-derogatory.
Proof. Assume B is non-derogatory. Let u be a cyclic vector for B. Now the (n − 1) × (n − 1)
matrix
H := [u Bu B2u · · · Bn−2u]
is invertible. Observe that v′Biu = u′(Bi)′v. Now the linear system Gy = z of Theorem 6 can
be re-written as GH ′v = z and as G,H are invertible, it has a solution for any z. This shows that
B is freely integrable.
On the other hand suppose B is derogatory and integrable. Once again consider the associated
linear system:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
bn−1 0 · · · 0 0
bn−2 bn−1 · · · 0 0
· · · · · · ·
· · · · · · ·
· · · · · · ·
b2 b1 · · · bn−1 0
b1 b2 · · · bn−2 bn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
v′u
v′Bu
·
·
·
v′Bn−3u
v′Bn−2u
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
z1
z2
·
·
·
zn−2
zn−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Let k be the degree of the minimal polynomial of B. Then k is strictly less than (n − 1). It
follows that v′Bku, v′Bk+1u, . . . , v′Bn−2u are determined by v′u, v′Bu, . . . , v′Bk−1u. In turn,
this implies that zk+1, . . . , zn−1 are determined by z1, z2, . . . , zk . Looking at the formulae for
zi’s (Theorem 6), it is clear that B is uniquely integrable and is not freely integrable. 
Corollary 10. Let B ∈ Mn−1(C). If B is integrable then either it is freely integrable or it is
uniquely integrable.
Proof. Obvious from the proof of the previous theorem. 
Theorem 11. Let B ∈ Mn−1(C), be freely integrable. Then for any scalar of integration we can
choose an integration of B which is also freely integrable.
Proof. LetA =
[
B u
v′ τ(B)
]
be an integral ofB, whereu is a cyclic vector forB. Considerλ ∈ σ(A).
(Here σ(A) denotes the spectrum of A.) Let y =
(
x
xn
)
, be an eigenvector for A with eigenvalue
λ, where x ∈ Cn−1, and xn ∈ C. From[
B u
v′ τ(B)
](
x
xn
)
= λ
(
x
xn
)
,
we get Bx + xnu = λx, or (λ − B)x = xnu. Now we have two possibilities, namely λ /∈ σ(B)
and λ ∈ σ(B).
Suppose λ /∈ σ(B). Then x = xn(λ − B)−1u, and y = xn
(
(λ − B)−1u
1
)
. So the eigenspace of
eigenvalue λ has dimension 1.
Suppose λ ∈ σ(B). Here we claim that xn = 0. Suppose not. Then as (λ − B)x = xnu for
i  0, Biu = x−1n Bi(λ − B)x = x−1n (λ − B)Bix. So Biu is in the range of (λ − B) for all i.
Now as u is cyclic for B, we see that range (λ − B) is whole of Cn−1. This clearly contradicts
λ ∈ σ(B). Once xn = 0, we have (λ − B)x = 0. So y =
(
x
0
)
and x is an eigenvector for B with
eigenvalue λ. As B is non-derogatory we once again see that the eigenspace of A corresponding
to the eigenvalue λ is one dimensional. 
3. Matrices with distinct eigenvalues
In this section, we consider integrators of matrices with distinct eigenvalues. Making use of
similarity transforms we may as well take our matrices as diagonal. So let
B =
⎡⎢⎢⎢⎢⎣
ω1 0 · · 0
0 ω2 · · 0
· · · · ·
· · · · ·
0 0 · · ωn−1
⎤⎥⎥⎥⎥⎦ ,
where ω1, ω2, . . . , ωn−1 are distinct. We already know that B is freely integrable. Take ω =
1
n−1 (ω1 + ω2 + · · · + ωn−1). Note that the vector e, where e′ = (1, 1, . . . , 1) is cyclic for B. So
we can have an integration A of the form:
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A =
⎡⎢⎢⎢⎢⎢⎢⎣
ω1 0 · · 0 1
0 ω2 · · 0 1
· · · · · ·
· · · · · ·
0 0 · · ωn−1 1
t1 t2 · · tn−1 ω¯
⎤⎥⎥⎥⎥⎥⎥⎦ .
In fact, the argument in the proof of Theorem 9, shows that if we fix det(A), the vector t ′ =
(t1, . . . , tn−1) is uniquely determined. Consequently, it follows from the proof of Theorem 11
that A is non-derogatory. If we are to follow the steps taken by Pereira [5,6], Malamud [3,4] to
extract information about roots and critical points of polynomials using integrators we need know
about locations of eigenvalues of A. For this purpose, we wish to understand this vector t . Here
we obtain three sets of equations satisfied by t .
Theorem 12. Let pA be the characteristic polynomial of A. Then
tk = −npA(ωk)
p′′A(ωk)
, 1  k  (n − 1).
Proof. By expanding the characteristic polynomial of A using the last column, we get
pA(x) = (x − ω¯)
n−1∏
i=1
(x − ωi) −
n−1∑
i=1
ti
⎛⎝∏
j /=i
(x − ωj )
⎞⎠ . (3.1)
Hence for any 1  k  (n − 1), pA(ωk) = −tk∏j /=k(ωk − ωj ). We also note that since A is an
integration ofB,p′A(x) = npB(x) = n
∏n−1
j=1(x − ωj ), and therefore,p′′A(x) = n
∑n−1
k=1
∏
j /=k(x −
ωj ) and hence p′′A(ωk) = n
∏
j /=k(ωk − ωj ). 
Remark 13. In Theorem 12, ti = 0 if and only if ωi is a root of pA. But ωi’s as roots of pB
have multiplicity one. Therefore, ti = 0 if and only if ωi is a root of pA with multiplicity exactly
two.
Theorem 14. Let C ∈ Mn−1(C) be defined by
Cij =
{ 1
ωi−ωj j /= i;∑
k /=i 1ωi−ωk j = i.
Then
C
⎛⎜⎜⎜⎜⎜⎜⎝
t1
t2
·
·
·
tn−1
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎝
ω1 − ω¯
ω2 − ω¯
·
·
·
ωn−1 − ω¯
⎞⎟⎟⎟⎟⎟⎟⎠ .
Proof. We have pB(x) = ∏n−1i=1 (x − ωi), p′B(x) = pB(x)(∑i 1x−ωj ), and from (3.1), pA(x) =
pB(x)(x − ω¯ −∑j tjx−ωj ) which after some algebra becomes
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pA(x)
pB(x)
+ ti
x − ωi +
∑
j /=i
tj
x − ωj = x − ω¯.
Now let q(x) = pB(x)
x−ωi and put the first two terms over a common denominator to have
pA(x) + tiq(x)
(x − ωi)q(x) +
∑
j /=i
tj
x − ωj = x − ω¯.
Now take the limit as x approaches ωi . Using L’Hospital’s rule we get
tiq
′(ωi)
q(ωi)
+
∑
j /=i
tj
x − ωj = x − ω¯.
We note that q
′(ωi )
q(ωi)
= ∑k /=i 1ωi−ωk = Cii and therefore, we get
n−1∑
j=1
Cij tj = ωi − ω¯.
Writing these equations in matrix notation completes the proof. 
Here is a nice interpretation of the matrix C. We owe this to B. Bagchi. Let ω1, ω2, . . . , ωn−1 be
distinct complex numbers. Identify Cn−1 with complex polynomials of degree less than (n − 1),
by identifying a polynomial g with vector (g(ω1), g(ω2), . . . , g(ωn−1))′. Then the matrix C′ gets
identified with the operator C˜ on polynomials, where (C˜g)(z) = ∑n−1i=1 g(z)−g(ωi)(z−ωi) − g′(z). An
immediate corollary of this identification is the some what surprising result that the matrix C is
nilpotent. This is clear as C˜ is degree reducing.
Theorem 15. Assume that eigenvalues {λ1, λ2, . . . , λn} ofA are distinct fromωi’s.LetD = [Dij ]
be the n × (n − 1) matrix defined by
Dij = 1
λi − ωj , 1  i  n; 1  j  (n − 1).
Then
D
⎛⎜⎜⎜⎜⎜⎜⎝
t1
t2
·
·
·
tn−1
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎝
λ1 − λ¯
λ2 − λ¯
·
·
·
λn − λ¯
⎞⎟⎟⎟⎟⎟⎟⎠ ,
where λ¯ = 1
n
(λ1 + λ2 + · · · + λn) = ω¯.
Proof. Let x = (x1, x2, . . . , xn)′ be an eigenvector of A with eigenvalue λj . Then from⎡⎢⎢⎢⎢⎢⎢⎣
ω1 0 · · 0 1
0 ω2 · · 0 1
· · · · · ·
· · · · · ·
0 0 · · ωn−1 1
t1 t2 · · tn−1 ω
⎤⎥⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
x2
·
·
·
xn−1
xn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= λj
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
x2
·
·
·
xn−1
xn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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we have ωixi + xn = λjxi , i = 1, 2, . . . , n − 1 and∑n−1i=1 tixi + ω¯xn = λxn. It follows from the
hypothesis that xn /=0. So we can normalize the eigenvector and take xn = 1. Then xi = 1λj−ωi ,
for i = 1, 2, . . ., n − 1. Substituting this in ∑n−1i=1 tixi + ω¯ = λj , and recalling that ω¯ = λ¯, we
have the desired result. 
We do not yet have any novel results on roots and critical points of polynomials through this
theory of integrators. However, we can prove some well-known elementary results. For instance,
assume that roots and critical points of a given polynomial p are all distinct. Construct A,B as
in the beginning of this section with pA = p. From formula (3.1) we get
x − ω¯ −
n−1∑
i=1
ti
x − ωi =
n∑n
j=1 1x−λj
(3.2)
for all x /∈ σ(A) ∪ σ(B). Note that since there are only simple roots, ti’s are all non-zero. So the
left-hand side of this equality becomes unbounded as x goes to ωi , for 1  i  (n − 1). It follows
that
n∑
j=1
1
ωi − λj = 0 (3.3)
for all i = 1, 2, . . . , n − 1.
4. More examples
We have already seen that there do exist 4 × 4 matrices which are not integrable.
Theorem 16. Every matrix of order at most three has an integrator.
Proof. From Lemma 7, we know that the existence of an integrator is not affected by similarity
transformations. So without loss of generality we can assume that the matrix under consideration
is in Jordan form. Non-derogatory matrices are freely integrable. If B = ωIn−1, then A = ωIn is
an integral of B. Non-scalar 2 × 2 matrices are non-derogatory. So there is nothing more to prove
in the case of 2 × 2 matrices. The non-scalar 3 × 3 derogatory matrices in Jordan form fall into
one of the following categories.
Case 1. B =
[
ω1 0 0
0 ω1 0
0 0 ω2
]
and pB(x) = (x − ω1)2(x − ω2).
Take
A =
⎡⎢⎢⎣
ω1 0 0 1
0 ω1 0 1
0 0 ω2 1
t1 t2 t3 ω¯
⎤⎥⎥⎦ .
Then pA(x) = (x − ω1)2(x − ω2)(x − ω¯) − t3(x − ω1)2 − (t1 + t2)(x − ω1)(x − ω2), and
p′A(x) = 2(x − ω1)((x − ω2)(x − ω¯) − t3) + (x − ω1)2(2x − ω2 − ω¯) − (t1 + t2)(2x − ω1 −
ω2). Equating p′A(x) with 4pB(x), we get t1 + t2 = 0 and t3 = (ω1−ω2)
2
3 . We conclude that there
exists an integral of B with unique scalar of integration being equal to ω
3
1(4ω2−ω1)
3 .
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Case 2. B =
[
ω 1 0
0 ω 0
0 0 ω
]
and pB(x) = (x − ω)3.
Suppose A is of the form
A =
⎡⎢⎢⎣
ω 1 0 u1
0 ω 0 u2
0 0 ω u3
v1 v2 v3 ω
⎤⎥⎥⎦ .
Here pA(x) = (x − ω)4 − (u1v1 + u2v2 + u3v3)(x − ω)2 − u2v1(x − ω). Equating p′A(x) with
4pB(x) we get u1v1 + u2v2 + u3v3 = 0 and u2v1 = 0 which imply pA(x) = (x − ω)4. Clearly
we can choose such ui’s and vi’s. So there exists an integral of B with unique scalar of integration
being equal to ω4. 
We have no simple criterion to decide integrability of non-scalar derogatory matrices.
Example 17. Take
B =
⎡⎢⎢⎢⎢⎣
2 0 0 0 0
0 2 0 0 0
0 0 4 0 0
0 0 0 4 0
0 0 0 0 3
⎤⎥⎥⎥⎥⎦ , and A =
⎡⎢⎢⎢⎢⎢⎢⎣
2 0 0 0 0 1
0 2 0 0 0 1
0 0 4 0 0 1
0 0 0 4 0 1
0 0 0 0 3 1
0 0 0 0 1 3
⎤⎥⎥⎥⎥⎥⎥⎦ .
Clearly pB(x) = (x − 2)2(x − 3)(x − 4)2 and pA(x) = (x − 2)3(x − 4)3. Moreover
p′A(x) = 3(x − 2)2(x − 4)3 + 3(x − 2)3(x − 4)2
= 6(x − 2)2(x − 4)2(x − 3)
= 6pB(x).
So A is an integration of B.
Example 18. Take
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 0 0 0 0 0 0
0 2 0 0 0 0 0
0 0 4 0 0 0 0
0 0 0 4 0 0 0
0 0 0 0 5 0 0
0 0 0 0 0 5 0
0 0 0 0 0 0 6
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We claim that B is not integrable. Suppose
A =
[
B u
v′ 4
]
is an integral of B. Then comparing p′A(x) with 8pB(x), keeping in mind that 2, 4, 5 are roots of
pB , we immediately see that u1v1 + u2v2 = u3v3 + u4v4 = u5v5 + u6v6 = 0. Substituting this
in the formula for pA(x) yields, pA(x) = (x − 2)2(x − 4)3(x − 5)2(x − 6) − u7v7(x − 2)2 ×
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(x − 4)2(x − 5)2. Take t = u7v7. Then pA(x) = (x − 2)2(x − 4)2(x − 5)2[(x − 6)(x − 4) −
t]. So p′A(x) = 2[(x − 2)(x − 4)2(x − 5)2 + (x − 2)2(x − 4)(x − 5)2 + (x − 2)2(x − 4)2 ×
(x − 5)][(x − 6)(x − 4)− t] + 2(x − 2)2(x − 4)2(x −5)2(x−5)=8(x − 2)2(x − 4)2(x − 5)2 ×
(x − 6). Hence [(x − 4)(x − 5) + (x − 2)(x − 5) + (x − 2)(x − 4)][(x − 6)(x − 4) − t] +
(x − 2)(x − 4)(x − 5)2 = 4(x − 2)(x − 4)(x − 5)(x − 6). Putting x = 2 in this expression we
get 6[8 − t] = 0, that is, t = 8. Where as, putting x = 4, gives 2t = 0. This contradiction proves
that there is no integrator for the matrix B.
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