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This thesis deals with class prediction with high-dimensional gene expression data. During
the last decade, an increasing amount of genomic data has become available. Combining
gene expression data with other data can be useful in clinical management, where it can
improve the prediction of disease prognosis. The main part of this thesis is aimed at
combining gene expression data with clinical data. We use logistic regression models that
can be built through various regularized techniques. Generalized linear models enable us to
combine models with different structure of data. It is shown that such a combination may
yield more accurate predictions than those obtained based on the use of gene expression or
clinical data alone. Suggested approaches are not computationally intensive. Evaluations
are performed with simulated data sets in different settings and then with real benchmark
data sets. The work also characterizes an additional predictive value of microarrays. The
thesis includes a comparison of selected features of gene expression classifiers built up
in five different breast cancer data sets. Finally, a feature selection that combines gene
expression data with gene ontology information is proposed.
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Tato dizertačńı práce se zabývá predikćı vysokodimenzionálńıch dat genových expreśı.
Množstv́ı dostupných genomických dat výrazně vzrostlo v pr̊uběhu posledńıho de-
setilet́ı. Kombinováńı dat genových expreśı s daľśımi daty nacháźı uplatněńı v mnoha
oblastech. Např́ıklad v klinickém ř́ızeńı rakoviny (clinical cancer management) může
prispět k přesněǰśımu určeńı prognózy nemoćı. Hlavńı část této dizertačńı práce je
zaměřena na kombinováńı dat genových expreśı a klinických dat. Použ́ıváme logistické
regresńı modely vytvořené prostřednictv́ım r̊uzných regularizačńıch technik. Generalizo-
vané linearńı modely umožnuj́ı kombinováńı model̊u s r̊uznou strukturou dat. V dizertačńı
práci je ukázáno, že kombinováńı modelu dat genových expreśı a klinických dat může vést
ke zpřesněńı výsledk̊u predikce oproti vytvořeńı modelu pouze z dat genových expreśı
nebo klinických dat. Navrhované postupy přitom nejsou výpočetně náročné. Testováńı
je provedeno nejprve se simulovanými datovými sadami v r̊uzných nastaveńıch a následně
s reálnými srovnavaćımi daty. Také se zde zabýváme určeńım př́ıdavné hodnoty micro-
array dat. Dizertačńı práce obsahuje porovnáńı př́ıznak̊u vybraných pomoćı klasifikátoru
genových expreśı na pěti ruzných sadách dat týkaj́ıćıch se rakoviny prsu. Navrhujeme také
postup výběru př́ıznak̊u, který kombinuje data genových expreśı a znalosti z genových on-
tologíı.
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tická śı̌t, vyhodnocováńı modelu, vysokodimensionálńı data, kombinováńı heterogenńıch
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Increasing amounts of genomic data have become available in the last decade. Gene
expression data, genomic variation data or proteomic data provide examples of the results
produced by high throughput technologies. This thesis deals with gene expression data
coming from microarray analysis.
Microarrays offer insights into the genetic basis of various diseases. Take cancer re-
search as an example. Cancer is thought to be primarily caused by random genetic alterna-
tions. Consequently, genomic data has been successfully applied to various cancer-related
problems (e.g. classifying tumors into subtypes and thus potentially improving the clinical
management of cancer [197]).
Microarray technology employs gene chips to measure the expression level of thousands
of genes simultaneously. Each chip characterizes the gene expression levels at a different
time point during the cell cycle. Medical studies compare the gene expression levels of
individual patients, one chip per case history. The large expense of microarray experiments
and the limited number of available patients in the experiments make the sample size
of individual microarray studies relatively small, usually less than 100. This contrasts
with the high number of variables (genes) in gene expression data, typically on the order
of 10,000. Class prediction with high-dimensional microarray data is, therefore, extremely
difficult and all approaches need to take into account possible classifier overfitting.
Furthermore, probe design and experimental conditions influence signal intensities and
sensitivities for many high-throughput technologies [158]. One has to pay special attention
to the high noise when analysing microarray data.
In order to overcome the above-mentioned problems and to increase the reliability of
the findings, the analysis can combine gene expression data with information from other
sources – proteomic and interactomic knowledge, clinical findings, medical ontologies,
disease-specific textual data, etc. Each of these distinct data types, although individually
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incomplete, can provide valuable, partly independent and complementary information.
The goal of data integration is to obtain more precision, better accuracy, and greater
statistical power than any individual data set would provide. It can also find a solution
on how to cross-validate noisy data sets.
There is a number of challenges in the process of data integration. The challenges
may be of a conceptual, methodological, or practical nature and may relate to issues that
arise due to experimental, computational, or statistical complexities [86]. It is essential
to carefully consider strategies that best capture most information contained in each data
type before combining them. The data from different sources might have a different
quality depending on the experimental conditions. The data might also have different
informativeness even if their quality is good and reliable. The methods for data integration
in general and combining genomic data, in particular, form one of the most active topics
in the current research.
The knowledge fusion combining microarray data with information from additional
data sources to improve the prediction of disease outcome also defines the goals of this
thesis. They can be summarized as follows:
• To summarize the current research on the knowledge integration approaches in the
microarray data analysis.
• To investigate the methods aiming at overcoming “the curse of high-dimensionality”
of the data resulting from genomic studies.
• To design, realize and validate classifiers combining gene expression data with infor-
mation from additional data sources.
• To deal with the additional predictive value of high-dimensional microarray data in
the case when standard clinical predictors are already available.
1.2 Original contributions of the thesis
The original contributions of the thesis can be sumarized as follows:
• The novel approaches that construct classifiers combining clinical variables with
microarray gene expression data.
• The two-step method combining logistic regression and boosting models able to
determine the additional predictive value of microarray data.
• The combination of logistic regression and boosting with pre-validation.
• The validation of the experiments based on combining gene expression, clinical and
single nucleotide polymorphism data (SNP) using generalized linear models and
regularization methods.
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• The study that discusses biomarker discovery methods and compares selected fea-
tures of gene expression classifiers applied to five benchmark breast cancer data
sets.
• The feature selection approach that integrates gene ontology information with mi-
croarray gene expression data.
1.3 Structure of the thesis
The rest of this thesis is divided into the following chapters:
• Chapter 2 briefly describes gene expression measuring, the main types of DNA
microarrays and their production. Then, microarray data analysis is introduced
together with key topics of microarray data mining.
• Chapter 3 is concerned with class prediction of microarray data. It analyses the
performance of a predictive classifier in a high-dimensional setting. It deals with ap-
proaches that can optimize classifier perfomance and cope with high-dimensionality
of data. It also gives an overview of the most popular class prediction methods in
the context of microarray gene expression data and a comparison of their features.
• Chapter 4 describes how classifier performance is estimated in this thesis. It de-
scribes the validation procedure and the performance measures.
• Chapter 5 categorizes data integration methods from different points of views.
Each category includes references to the published literature. It gives an overview
of information resources that have been combined with microarray gene expression
data as well.
• Chapter 6 introduces data sets used for evaluation of experiments in this thesis .
This chapter also includes examples of microarray data pre-processing.
• Chapter 7 introduces a novel approach that constructs a classifier combining mi-
croarray gene expression data with clinical data. An extention of this approach is
described which offers a pre-validation of models built with microarray and clinical
data followed by weight calculations. Evaluations are performed on several redun-
dant and non-redundant simulated data sets as well as on four real benchmark data
sets. It includes a comparison with other methods and discussion. The next part of
the chapter is dedicated to alternative regularized regression techniques. An elastic
net is employed with high-dimensional data instead of boosting and is used in a joint
classifier with logistic regression. After that, classifiers combining gene expression,
clinical and SNP data are validated. A chronic fatigue syndrome (CFS) data set is
used for experiments. The gene expression data is not only high-dimensional data
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in this data set. That is why, regularization is not only applied to gene expression
data in these experiments.
• Chapter 8 describes a two-step method combining logistic regression and boosting
models in order to determine an additional predictive value of microarray data.
This method is evaluated and compared together with the other published method
designed for the same purpose.
• Chapter 9 compares selected features of gene expression classifiers built up in five
benchmark breast cancer data sets. The features are selected based on three feature
selection methods. This chapter includes an overview of breast cancer prognostic
and predictive biomarkers in clinical use with a discussion about published breast
cancer signatures and their discovery.
• Chapter 10 proposes preliminary results of approaches of using gene ontology (GO)
information with gene expression data. GO information is incorporated at the stage
of early integration in order to improve class prediction. Feature selections based on
GO are evaluated on a benchmark breast cancer data set.




Understanding of data is essential for its analysis and mining. That is why this chapter
introduces the fundamentals of DNA microarrays. It briefly describes principles of gene
expression measuring and summarizes main types of DNA microarrays and their produc-
tion. Microarray data pre-processing as a part of data analysis is also introduced together
with key topics of microarray data mining.
Figure 2.1 illustrates the process of production and analysis of microarray gene ex-














Figure 2.1: Microarray gene expression data analysis process.
2.1 Gene expression measuring
The central dogma of molecular biology [40] outlines that in synthesizing proteins, De-
oxyribonucleic acid (DNA) is transcribed into messenger Ribonucleic acid (mRNA), which
is translated into protein. The principle behind microarrays is hybridization between two
DNA strands. Fluorescently labelled target sequences (present in the sample) bind to
complementary probe sequences (attached to the solid surface of a DNA microarray chip)
and generate a signal that depends on the strength of the hybridization determined by the
number of paired bases. A specialized scanner is used to measure the amount of hybridized
target at each probe, which is reported as gene expression levels.
5
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2.2 Types of DNA microarrays and their production
Methods for quantitative measuring gene expression have been available to biologists since
the 80’s [16]. They were limited to examining a small number of genes at a time. A later
technique serial analysis of gene expression (SAGE) [187] enabled biologists to quantify
the expression level of both known and unknown genes, but it was time-consuming. The
current DNA microarray technology has revolutionized basic biological research and lab-
oratory investigatons of patient material. It enables measuring the gene expression levels
of thousands of genes simultaneously under the same experimental conditions.
There are many different types of microarrays (called platforms) in use, but all can
be characterized by a high density and number of biomolecules fixed onto a well-defined
surface. DNA microarrays come in two main types of technical platforms. The first
cDNA microarray (developed in the Brown and Botstein labs at Stanford, 1995) [166] is
based on standard microscopic glass slides on which complementary DNAs (cDNAs) or
long oligonucleotides (typically 70-80 mers) have been spotted. The second high-density
oligonucleotide microarray [126] is based on photolithographic techniques to synthesize
25 mer oligonucleotides on a silicon wafer and constitutes the patented technology of
Affymetrix Inc. The production methods of the two types of DNA microarrays are dif-
ferent: cDNA microarays can be produced relatively easily, but the high-density oligonu-
cleotide microarrays need highly specialized production facilities [175]. A comparison of
cDNA microarrays and high-density oligonucleotide microarrays is shown in Figure 2.2.
For cDNA microarray experiments, two cell populations, for instance diseased and normal,
are isolated, RNA is extracted, and cDNA is made, and used for transcription with Cy3
(green) or Cy5 (red) labeled nucleotides. The two labeled cRNA samples are mixed and
hybridized on a glass slide array, which is scanned by a specialized laser, followed by data
analysis. High-density oligonucleotide microarrays generate a gene expression profile of
one sample and, therefore, one color. RNA is extracted and cDNA is prepared. The cDNA
is used in transcription in order to generate complementary RNA (cRNA). After fragmen-
tation, this cRNA is hybridized to microarrays, washed and stained, and subsequently
scanned on a specialized laser scanner.
2.3 Microarray data pre-processing
Raw numerical outputs from different microarray platforms need to be pre-processed.
Pre-processing steps can be divided into five parts: data import, background adjustment,
normalization, sumarization and quality assessment according to [74]. Data import meth-
ods are needed because data come in different formats and are often scattered across a
number of files or database tables from which they need to be extracted and organized.
Background adjustment is essential to reduce non-specific hybridization and noise. Nor-









































































Figure 2.2: Comparison of cDNA microarray and high-density oligonucleotide microarray
procedures (reproduced from [175]).
malization enables one to compare measurements from different array hybridizations. For
some platforms, summarization is needed because transcripts are represented by multiple
probes. Quality assessment can detect divergent measurements beyond the acceptable
level of random fluctations. Additional steps that are typically performed include missing
value imputation and filtering (removal of genes that are not expressed). An overview
of pre-processing methods, including summary algorithms and quality control metrics for
microarrays, can be found in [149]. A practical example of benchmark microarray data
set pre-processing is given in Chapter 6. Pre-processed microarray data is usually trans-
formed into gene expression matrices where rows form the expression patterns of genes
and columns represent the expression profiles of samples (experimental conditions) or
vice-versa (see Figure 2.2). The cells in cDNA microarray matrix characterize log-ratios
of gene expression from two cells populations (labeled with Cy3 or Cy5), while the cell in
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a high-density oligonucleotide microarray matrix characterizes log-transformed intensities
of gene expression levels of one population.
2.4 Microarray data mining
Microarrays offer insights into the genetic basis of many diseases. However, micorarray
information extraction presents a challenging task for data mining. Most of the literature
assorts data mining with microarray gene expression data into three related cathegories:
class discovery, class comparison and class prediction. Class discovery refers to the process
of dividing patients, tumors or genes into classes (clusters) in the hope that they also have
a similar function, behavior or properties. For example, a class discovery can identify new
disease subtypes. The class comparison can be defined as a selection of genes whose expres-
sion is significantly diferent between conditions. These are called diferentially expressed
genes. For example, class comparison problem can detect disease-associated (signalling)
molecular markers (biomarkers) and their complex interactions. Scientists explore gene-
gene interactions because they may play important roles in complex disease studies. The
goal of class prediction is to develop a function (classification rule) for accurately pre-
dicting class membership. For example, it can be a function for the prediction of disease




In class prediction (or predictive classification), the data with class labels is available and
a classification algorithm learns from samples of this data with known class membership
(the training set) and establishes rules to classify new samples. Results are evaluated on
an unseen data (the test set). Figure 3.1 shows a typical scenario of class prediction. Here,
the class labels can have two values: bad prognosis and good prognosis. In general, class
prediction can deal with a two-class (binary) or multi-class classification problem. N -class










































































































Figure 3.1: Class prediction.
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Notation for class prediction with microarray data
Let X be the p×n matrix containing the expression values of p features/genes and n sam-
ples. The response variable with ground truth class labels is a n dimensional vector
y ∈ {A,B} (A and B can denote poor and good prognosis). Similarly ŷ ∈ {A,B} is the
response variable with predicted class labels.
Examples of class prediction include a prediction of disease diagnosis and prognosis or
therapeutic responsiveness. An important interest in the area of prognostic prediction is
the prediction of the survival time of a patient [62]. Some authors dichotomize the survival
time and transform the problem into a classification problem [146]. Class prediction
objectives are:
• Identification of classification rules that perform well with the new data;
• Identification of characteristic genes related to disease progression for further inves-
tigation.
3.1 Classifier performance
As mentioned above, classification with high-dimensional microarray gene expression data
is a challenging task. Performance of a predictive classifier/model depends on sample
size, data dimensionality and model complexity [193]. The accuracy of learned classifiers
tends to decrease with high dimensions, a phenomenon called the ‘curse of dimensionality’
[51]. Trunk [182] illustrates the problem by the following example. Consider two equally
probable, normally distributed classes with common variance in each dimension. For the









. Thus, each additional feature has some class discrimination power, even if
it is decreasing as n increases. Trunk evaluated error rates for the Bayes decision rule,
applied as a function of n, when the variance is assumed to be known but the class means
are estimated based on a finite data set. He found that (1) the best test error was achived
using a finite number of features; (2) using an infinite number of features, test error de-
grades to the accuracy of random guessing; and (3) the optimal dimensionality increases
with an increasing sample size. These observations are consistent with the ‘bias/variance
dilema’ [108]. Simple models may be biased but will have a low variance. More com-
plex models have greater representation power (low bias) but will overfit to the particular
training set (high variance). Thus, the large variance associated with many features (in-
cluding those with modest discrimination power) defeats any possible classification benefit
derived from these features (see Figure 3.2). With severe limits on available samples in
microarray studies, complex models using high-feature dimensions will severely overfit,
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greatly compromising classification performance. Computational learning theory provides
bounds on generalisation accuracy in terms of a classifier’s capacity which is related to
model complexity [186]. Relevance of these bounds to the microarray gene expression data
is discussed in [14]. Unfortunately, training error is not a good estimate of test error, as it
does not properly account for model complexity. Figure 3.2 shows the typical behaviour
of the test error, as classifier complexity varies. Training error tends to decrease whenever
the classifier complexity is increased, that is, it is harder to fit the data. However, with
too much fitting, the model adapts itself too closely to the training data and will not
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Figure 3.2: A demonstration of bias/variance dilemma in class prediction and test/training
error as a function of classifier complexity (adapted from [93], page 38).
There are dimension reduction approaches that can optimize classifier perfomance
and cope with the high-dimensionality of data. They form the topic of the following
section. Dimension reduction can take place before classifier construction (feature selection
or extraction), or it can be included in classifier construction (regularization/shrinkage
methods or preference for simple models). Figure 3.3 illustrates the pipeline of microarray
predictive classifier building with possible dimension reduction steps. The process of a class









Figure 3.3: The process of a common class predictor building from high-dimensional data.
12 3 Class prediction
classifier construction and validation. The dashed rectangle signalizes that dimension
reduction is included in the classifier construction part.
3.2 Dimension reduction
There are approaches that can optimize classifier perfomance and cope with the high-
dimensionality of data. Nevertheless, the use of these methods does not prevent overfitting.
The literature includes the following approaches:
• Feature selection;
• Feature extraction;
• Preference for simple models;
• Regularization or shrinkage methods;
• Internal validation.
3.2.1 Feature selection
Feature selection, also known as variable selection or gene selection, is the way of selecting a
subset of relevant features for building classifiers. A standard approach to feature selection
involves identification of the genes that are differentially expressed among the classes when
considered individually. This type of feature selection is a filter approach and can be
computed, for example, by t-test, Wilcoxon test or analysis of variance (ANOVA). The
genes that are significantly differentially expressed at a specified significance level are
selected for inclusion in the class predictor. One can choose only the k top-ranking genes
(where k < p) or the genes whose score exceeds a given threshold. The p-values are used
as a convenient index based on null-hypothesis testing for selecting genes. In microarray
data analysis, there is a problem with false positives which are genes that are found to
be statistically different between conditions, but are not in reality. Therefore, multiple
testing corrections adjust p-values to correct for occurrence of false positives. An overview
of hypothesis testing methods can be found in [53].
This type of feature selection has an important drawback that correlations and interac-
tions with other genes are ignored. It may lead to missing aspects relevant for prediction.
The feature selection wrapper approach uses its performance as the evaluation criterion.
It searches for features better suited to the mining algorithm, aiming to improve mining
performance. The wrapper feature selection is generally computationally intensive and
more difficult to set up than filter feature selection. An example of this approach is gene
selection using SVM [84]. Search algorithms that explore the space of the possible subset
of features define another feature selection approach. Model et al. [139] use the backward
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selection procedure, whereas Bo et al. [23] select a pair of variables with a forward selection
scheme. Alternative approaches include, for example, genetic algorithms [148].
3.2.2 Feature extraction
Feature extraction is dimensionality reduction which transforms the data in the high-
dimensional space to a space of fewer dimensions. The data transformation may be linear,
as in Principal component analysis (PCA) [195]. Principal components are the orthog-
onal linear combinations of the genes showing the greatest variablility among the cases.
The principal components are sometimes referred to as singular values [15]. Dimension
reduction with PCA has two limitations. One is that the principal components are not
necessarily good predictors. The second problem is that measuring principal components
requires measuring expression of all genes which may not be desirable for clinical appli-
cations. Other methods are Independent component analysis (ICA) [124], Partial least
squares (PLS) [142], Linear discriminant analysis (LDA), Diagonal LDA (DLDA) or non-
linear methods, such as Non-linear principal manifolds [60]. A general drawback of feature
extraction compared to feature selection is worse interpretability of extracted features.
3.2.3 Preference for simple models
Some methods, such as naive Bayes, Support vector machines (SVM) or DLDA can use
as many features as desired. These methods use simple models that restrict complexity.
Naive Bayes classifiers [138] that assume conditionally independent features from each
other given the class label or even simpler models that can share parameters across classes
[145]. SVM avoid overfitting by finding a linear discriminant function (or generalized
linear discriminant) that maximizes the margin (the minimum distance of a sample point
to the decision boundary) [186]. Dudoit at al. [52] recommend to prefer simple models
before using complex classifers.
3.2.4 Regularization or shrinkage methods
Regularization or shrinkage methods involve additional information in order to prevent
overfitting. This information is usually of the form of a penalty for complexity, such as
restrictions for smoothness or bounds on the vector space. For example, the least-squares
method can be viewed as a very simple form of regularization. Ridge regression and the
lasso [180] are regularized versions of least squares regression using L2 and L1 penalties,
respectively. The regularization has been applied to generalized linear models [180]. In
recent years, there has been an enormous amount of research activity devoted to related
regularization methods: the grouped lasso [203, 137], where variables are included or ex-
cluded in groups; the elastic net [205] for correlated variables, which uses mixtures of L1
and L2 penalties; L1 regularization paths for generalized linear models [152]; regularization
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paths for SVM [91], etc. From the regularization point of view, boosting [162] follows a
‘regularized path’ of classifier solutions as the boosting iterations proceed. More complex
solutions can overfit. Well-known classifier selection techniques include the Akaike infor-
mation criterion (AIC), minimum description length (MDL) and the Bayesian information
criterion (BIC).
3.2.5 Internal validation
Alternative methods of controlling overfitting not involving dimension reduction or reg-
ularization include internal validation. Internal validation means that the validation is
applied to the training set only, since parameter estimation is part of the training process.
The test set is there to judge the performance of the selected model. For example, leave-
one-out cross-validation (LOOCV) or boostrap sampling have been applied as internal
validation methods (see overview of validation methods in [27]).
3.3 Classifier construction
Classifier construction is influenced by the selection of class prediction method and the
setting of parameters. Class prediction based on microarray gene expression data was
introduced in Golub et al. [80]. They classified two types of acute leukemias with summing
weighted votes for each gene on the test data and looking at the sign of the sum. Since
that time, a lot of prediction methods have been presented in literature in the context of
microarray gene expression data. The most popular methods are listed below.
3.3.1 Linear discriminant analysis
Linear discriminant analysis (LDA) and the related Fisher’s linear discriminant analysis
(FLDA) [135] find a linear combination of features which characterize or separate two
or more classes of objects or events. The resulting combination may be used as a linear
classifier. Dudoit et al. [52] indicated that FLDA did not preform well unless the number
of selected genes were small relative to the number of samples. The reason is that there
are too many correlations to estimate and the method tends to be unstable and overfit
the data. Diagonal linear discriminant analysis (DLDA) [135] is a special case of FLDA in
which the correlation among genes is ignored. By ignoring correlations, one avoids having
to estimate many parameters and obtains a method that performs better when the number
of samples are small [167].
3.3.2 Generalized linear models
Generalized linear models (GLM) [134] are a large group of models for relating responses
to linear combinations of predictor variables. GLM employs an iteratively reweighted least
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squares method for maximum likelihood estimation of the model parameters. According
to [107], the GLM approach is attractive because: (1) it provides a general theoretical
framework for many commonly encountered statistical models; and (2) it simplifies the
implementation of these different models in software, since essentially the same algorithm
can be used for estimation, inference and assessing model adequacy for all GLM. For
example, logistic regression (LR) is an instance of GLM, which consists of a large variety
of exponential models. LR cannot be used with high-dimensional data without a variable
reduction step. An extention of LR with high-dimensional gene expressions is described
in [58, 204, 205]. GLM can also be extended to generalized additive models (GAM) [94].
3.3.3 Suport vector machines
Suport vector machines (SVM) [186] construct the best separating hyperplane between
classes locating this hyperplane so that it has a maximal margin (i.e. so that there is
maximal distance between the hyperplane and the nearest point of any of the classes).
They work in combination with the technique of kernels that automatically realizes a non-
linear mapping to a feature space. SVM have become a very popular option as a class
prediction method in microarrays between practitioners [33, 140], but it is a black-box
that gives results that are difficult to interpret.
3.3.4 k-nearest neighbors
The k-nearest neighbors (kNN) method has also been used for gene expression data class
prediction. It is a simple method which classifies unlabeled samples based on their sim-
ilarity with samples in the training set. Euclidean distance can be used to measure the
closeness between an unlabeled sample and samples in the training set. The class of unla-
beled sample is predicted as the majority vote among the k-nearest neighbors. The number
k of neighbors used can be taken as fixed or optimized by cross-validation [20]. According
to [144], kNN has poor generalization performance compared to k discriminant adaptive
nearest neighbor (kDANN) [92] which selects a distance measure adaptively, making the
class conditional probabilities more homogeneous locally.
3.3.5 Artificial neural networks
According to [167], artificial neural networks (ANN) do not perform well because of hidden
nodes, nonlinear transfer functions and individual features as inputs. By contrast, Khan
et al. [115] reported ANN that correctly classified all samples and identified the genes
most relevant to the classification. Their neural network used a linear transfer function
with no hidden layer and hence it was a linear classifier. The inputs to the ANN were the
first 10 principal components of the genes, that is, the 10 orthogonal linear combinations
of genes that accounted for most of the variability in gene expression among samples.
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3.3.6 Classification and regression trees and ensemble methods
Classification and regression trees (CART) and ensemble methods have been applied to
microarray gene expression data as well [11]. CART [32] builds trees – formulates simple
if/then rules for binary recursive partitioning (splitting) of all the objects into smaller
subgroups. Each such step may give rise to new ‘branches’. According to Dudoit et
al. [52], CART tend to be unstable. Ensemble methods use aggregated (multiple) classifiers
to obtain better predictive performance.
There are two resampling-based aggregated classifiers that have been applied with
relative success to microarrays: bagging (booststrap aggregating) [29] and boosting [162].
An example of bagging is Breiman’s random forests (RF) [31] that combines bootstrap,
decision trees and majority voting. Statnikov et al. [176] compared RF to SVM on
22 diagnostic and prognostic data sets. In this comparison, SVM outperformed RF. The
authors found out that the linear decision functions of SVM may be less sensitive to the
choice of input parameters than RF.
Boosting is based on emphasizing the training instances that previous models misclas-
sified. The best known implementation of boosting is AdaBoost [198]. While boosting
works well on a variety of different types of data, it is not suited to microarray gene expres-
sion data according to [52]. Dettling and Bühlmann [48] demonstrated with LogitBoost
the modification of boosting to become an accurate classifier in the context of gene expres-
sion data. They found that it gave lower error rates than the commonly used AdaBoost
algorithm and concluded that this was because LogitBoost was less sensitive to outliers.
3.3.7 Bayesian networks
Bayesian networks (BN) [95] have received a growing interest in recent years. BN is a
probabilistic graph-based model that consists of two parts [78]: (1) a directed acyclic graph
which is called the structure of the model and represents the relations of the variables; and
(2) local probability models which are the numerical parameters (conditional probabilities)
for a given network topology. The learning task can be separated into two subtasks: (1)
structure learning which is topology identification; and (2) parametric learning which is
the estimation of numerical parameters. An example of the application of BN to expression
pattern recognition in microarray data can be found in [72]. BN have found much use
as a representational tool for modeling relationships in gene-gene relation and as gene
regulatory network analysis [147, 90, 72]. Helman et al. [96] and Gevaert et al. [78] applied
BN for the prediction of the prognosis in cancer. The major advantages of BN are in the
possibilities of the integration of diverse data by using the prior over model space [78, 77]
and in data interpretability. The major disadvantages of BN are the following [119]:
(1) BN are often not practical for large systems because they are either too costly to
perform or impossible, given the large number and combinations of variables; (2) there
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is no universally accepted method for constructing a network from data; and (3) BN are
dependent on the quality of prior beliefs—BN is only as useful as this prior knowledge is
reliable.
3.4 Comparison between methods
Given the number and diversity of available methods, the choice of adequate class predic-
tion method depends on the needs of potential users. In order to help answer this question
there are some comparison studies [52, 123, 176, 103]. Some of the studies are neutral,
whereas others aim at demonstrating the superiority of a particular method. Dudoit et al.
[52] made a comparison of more than 7 classification methods. Their main conclusion was
that simple classifiers such as DLDA and kNN performed remarkably well in comparison
to more sophisticated ones, such as RF. Lee et al. [123] extended the previous analysis in-
cluding more methods (up to 21) and more data sets (7). They reached the conclusion that
no classifier is uniformly better than the other. They found better performance for more
complex methods. In Statnikov et al. [176], SVM outperformed RF. Huang et al. [103]
compared 5 methods including some regularization methods. They reached the conclusion
that no classifier is uniformly better than the other, but, that RF performed slightly bet-
ter. In any case, and whatever the chosen method is, the performance of most methods
depends on the quality of data to build the classifier (data acquisition and processing and
the sample size).
Generally, the comparison of prediction methods from published literature is difficult
because: (1) methods are evaluated on different data sets; (2) data sets are pre-processed
in different ways; (3) different evaluation schemata and error measures are applied; and (4)
methods are not always evaluated correctly. Duply and Simon [54] showed that in more
than half of a representative sample of past cancer research studies, inadequate statistical
validation was performed. They studied ninety research articles from which three quarters
of them were published in journals of an impact factor greater than 6. In class prediction,
test data has been used during classifier training. Variable selection has not been often
considered as a step of classifier construction and it has been carried out using the whole
data set. Such mistakes in evaluation give biased and overoptimistic estimation of classifier
performance. Guidelines for good practice in microarray data analysis, including class
prediction, can be found in [168, 169].





There are several possibilities on how to assess classifier performance. The constructed
classifier should be ideally tested on an independent validation data set. It is usually not
possible because gene expression data sets do not have enough samples. According to [102],
it is not recommended to estimate performance based on a single learning data set and test
data set in high-dimensional settings with a limited size of samples, because results depend
highly on the chosen partition. Other possibilities on how to assess classifier performance
is to use a procedure which tests the classifier based on the data that were not used
for its construction, such as cross-validation (including a special case leave-one-out cross-
validation), Monte-Carlo cross-validation or boostrap sampling. The detailed description
of validation strategies can be found for example in [27]. Eventually, classifer performance
can be assessed via synthetic data with constructed ground-truth labels. However, this
approach may not validate these particular statistical characteristics of molecular profiles
from a given population.
In this thesis, Monte-Carlo cross-validation (MCCV), also called subsampling, is ap-
plied as a validation strategy. MCCV generates a learning set in the way that the learning
data sets are drawn out of {1, · · · , n} samples randomly and without replacement. The
test data set consists of the remaining samples. The random splitting in a non-overlapping
learning and test data set is repeated k-times and the classifier’s performances are aver-
aged. Based on recommendation [27], the splitting ratio of the training and test data set
is set to 4 : 1. A number of iterations k is set to k = 100, which is an optimal number,
because estimates are based on a larger number of iterations k. This approach usually
leads to more stable results than standard cross-validation [27].
Figure 4.1 describes the validation procedure. First, k pairs of learning and test data
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sets are generated based on a validation method and microarray gene expression data with
class labels. For each k iteration:
• k-classifier is constructed based on a prediction method and k-training data set. A
feature selection/extraction procedure can be included in this step.
• k-response is predicted using a k-constructed classifier and test data set.














Figure 4.1: Schema of microarray gene expression data validation.
4.2 Performance measures
The response usually consists of predicted class probabilities. Figure 4.2a shows an ex-
ample of response distribution of a binary classifier. Based on a different threshold t,
it is possible to get various results of classifier with true positives (TP), true negatives
(TN), false positives (FP) (type I. error) and false negatives (FN) (type II. error). Error
(P(Ŷ 6= Y )) or accuracy (P(Ŷ = Y )) are performance measures based on a threshold.
Most reported prediction performance measures are based on user-defined thresholds for
a single operating point, such as: error rate, which uses a simple threshold t = 0.5; or
equal error rate, which is defined with the point where false positive and false negative
rates are equal. A more meaningful estimate that reveals the ratio of true positive rate
(P(Ŷ = A|Y = A)) and false positive rate (P(Ŷ = A|Y = B)) at different thresholds is the
receiver operating characteristic (ROC) curve. Unfortunately, ROC is a plot, and is not
a single value. The qualitative measure of a ROC curve and a commonly used summary
measure of diagnostic is the area under the ROC curve (AUC) (Figure 4.2b), which is
used as a classifier performance measure in this thesis.











































(b) Area under ROC curve.
Figure 4.2: Performance of a binary classifier.
AUC is useful in that it aggregates performance across the entire range of thresh-
olds. According to Bradley [28], AUC is a statistically consistent and more discriminating
measure than accuracy. Brandley’s paper demonstates several desirable AUC properties
compared to accuracy. AUC is estimated with Wilcoxon-Mann-Whitney (WMW) statis-
tics [132]. The ROC curve of a finite set of samples is based on a step function. Yan et












1 : ai > bj
0 : otherwise.
(4.2)
WMW statistics [132] are based on pairwise comparisons between a sample ai, i =
0, · · · ,m−1, of random variable A and the sample bj, j = 0, · · · , l−1, of random variable
B. If {a0, a1, · · · , am−1} is identified as the classifier outputs for m examples of class A,
and {b0, b1, · · · , bl−1} is identified as the classifier outputs for l examples of class B, the
AUC for this classifier is obtained via (4.1).








with the standard deviation given as:





(Ui − µU )2. (4.4)
Other performance measures, such as an error rate or accuracy evaluated over k MCCV
iterations, can be estimated analogously.
Chapter 5
Data integration
The concept of data integration is not well defined in the literature and it may mean
different things. In this thesis, data integration is defined as the process of combining
data from different sources. Microarray gene expression data are combined with data
from other sources (e.g. clinical variables, genomic variation data, interactomic data, etc.)
to improve predictive classification.
The first part of this chapter (Section 5.1) categorizes data integration methods from
different points of views. The second part (Section 5.2) discusses different information
resources that can be combined with microarray gene expression data. Both parts include
examples from the published literature.
5.1 Categorization of methods
Data integration methods can fall into categories depending on the type of data (integra-
tion of similar data types and heterogenous data types) or the stage of integration (early,











Figure 5.1: Stages of data integration: early, intermediate and late.
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5.1.1 Similar data types
Similar data types arise out of the same underlying source, that is, they are all gene ex-
pression, single nucleotide polymorphisms (SNP), protein, copy number variations (CNV),
clinical, etc. A simple merger of available data from this category is not usually applicable
due to differences in technologies, platforms, etc. A more detailed description of microar-
ray gene expression data integration belonging to similar data types category with some
examples from the published literature can be found in Section 5.2.2.
5.1.2 Heterogenous data types
The integration of heterogenous data types involves two or more different data sources in
data integration. It is a challenging task because data can be very diverse. This category
falls into the topic of this thesis. Details on combining data sources – gene expression with
SNP, CNV, clinical, protein, etc. – are given in Section 5.2.
5.1.3 Early integration
Early integration combines data at the input level. For example, data from different
studies, experiments or labs can be merged in order to increase the sample size. Jiang et
al. [110] combined two lung cancer studies to distinguish diseased from normal samples
more precisely. Aerts et al. [9] generated distinct prioritizations for multiple heterogeneous
data sources, which were then integrated, or fused, based on their similarity to known
genes, into a global ranking using order statistics to prioritize candidate genes underlying
diseases.
5.1.4 Intermediate integration
In intermediate integration, each data source is transformed into another format first and
then the data sources are combined. For example, data can be converted into similarity
matrices such as the covariance or correlation matrix and then the matrices are com-
bined before building a classifier for better prediction. The similarity matrices are also
called ‘kernel matrices’ and the integration or the methods are known as ‘kernel-based’.
Lanckriet [121] et al. used a kernel-based SVM method in order to recognize particular
classes of proteins – membrane proteins and ribozomal proteins. Lanckriet et al. [121] in-
tegrated amino acid sequences, gene expression data and protein-protein interactions with
the kernel-based SVM method that finds a classification rule and corresponding weights
for each data set. Daemen et al. [43] used a kernel-based least square SVM to combine
microarray gene expression and proteomics data in order to predict outcomes in rectal
and prostate cancers.
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5.1.5 Late integration
Late integration (sometimes called decision integration) combines final statistical results
from different studies. Data from different sources are learned separately and separate
models are built. Then, the predictions from the separate models for the outcome are
fused. Ioannidis et al. [104] integrated two Affymetrix and one Illumina SNP data sets.
The odds ratio was first calculated for each SNP in each study and a random effects model
was used to combine the odds ratios. Gevaert et al. [77] integrated clinical and microarray
data with a strategy based on Bayesian networks in order to classify breast cancer patients.
Gevaert et al. [77] combined the probability of the outcome for a clinical model with the
probability of the outcome for a microarray model.
5.1.6 Serial integration
Serial integration can use and combine the foregoing data integration schemata. In serial
integration, different sources are implemented sequentially. The outcomes of one stage
represent the inputs to the next analysis phase. For example, a combination of clinical
and protein expression data based on serial integration was implemented so as to predict
early mortality of patients undergoing kidney analysis in [117].
5.2 Information resources
Data integration methods can fall into categories depending on the data source that the
methods combine with microarray gene expression data. In the computational biology
and bioinformatics community, the ‘omics’ suffix is used for various bioinformatic data.
‘Omics’ include genomics (the quantitative study of genes, regulatory and non-coding se-
quences), transcriptomics (RNA and gene expression), proteomics (protein expression),
metabolomics (metabolites and metabolic networks), interactomics (interactions and re-
lationships among genes, proteins and metabolites), etc. As pointed out in [76], it is not
known at present which ‘omics’ has the most disease outcome related information. Owing
to the lack of comprehensive studies, validation studies are required to verify which omics
has the most information and whether a combination of omics data improves predictive
performance.
5.2.1 Genomic variation data
Variations in the DNA sequences of humans can affect how humans develop diseases and
respond to pathogens, chemicals, drugs, vaccines and other agents. Analysis of human
single nucleotide polymorphisms (SNP) [118] has led to the identification of interesting
SNP markers for certain disorders. Copy number variations (CNV) [114] – gain or loss of
segments of genomic DNA relative to a reference – have also been shown to be associated
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with several complex and common disorders [154, 67]. Using array-based comparative
genomic hybridization (CGH) techniques [154], CNV at multiple loci can be assessed
simultaneously allowing for their identification and characterization. CNV microarrays
allow exploration of the genome for sources of variability beyond SNP that could explain
the strong genetic component of several disorders. Table 5.1 shows examples of public
genomic variation databases. Combinations of microarrrays with specific types of genomic
variation data are described in [156, 189, 17, 200]. Pounds et al. [156] used projection
methods and an efficient permutation-testing algorithm. Walker et al. [189] mapped SNP
into expression data in order to reduce the complexity of standard microarrays and iden-
tified candidate genes in multiple myeloma. Andrews et al. [17] refined a gene expression
signature of breast cancer metastasis with CNV. Yang et al. [200] introduced a web appli-
cation for multi-dimensional analysis of CGH, SNP and microarray data which supports
the interpretation of microarrays.
Source Description URL
dbSNP SNPs http://www.ncbi.nlm.nih.gov/snp
Protegenetix SNPs, CGH http://www.progenetix.net/
COSMIC Somatic mutations http://www.sanger.ac.uk/genetics/
in cancer CGP/cosmic/
The CNV Project CNV http://www.sanger.ac.uk/humgen/cnv/
Table 5.1: Examples of genomic variation databases.
5.2.2 Gene expression data
Although data sets in public databases usually have to meet the criteria of standards for
biological research data quality, annotation and exchange (see MGED standards [19]),
there are differences in the type of microarray used, gene nomenclatures, species, and
analytical methods. A way on how to increase the quality of information and statisti-
cal power in microarray data is meta-analysis [36]. Microarray meta-analysis combines a
diverse collection of microarray data sets to assess the intersection of multiple gene ex-
pression signatures. This approach provides a precise view of genes, while simultaneously
allowing for differences between laboratories. For example, Rhodes et al. [159] collected
and analyzed 40 published cancer microarray data sets in order to characterize a common
transcriptional profile of cancer progression. Ma et al. [130] proposed a regularized gene
selection method that is applied to multiple pancreatic and liver cancer data sets.
An alternative gene expression data is microRNA [128]. MicroRNA expression profiles
had better classification performance compared with mRNA on the same samples in [76].
MicroRNA profiles have also shown promise in predicting the prognosis of cancer [105, 141].
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Source Description URL
ArrayExpress Functional genomics experiments http://www.ebi.ac.uk/
including gene expression data microarray-as/ae/
GEO Gene Expression Omnibus, http://www.ncbi.nlm.nih.gov
functional genomics data /geo/
microRNA.org microRNA targets and http://www.microrna.org/
expression data
Table 5.2: Examples of gene expression databases.
Examples of public gene expression databases are given in Table 5.2.
5.2.3 Proteomic data
Proteomic technology based on mass spectrometry [47] can have a significant impact on
the outcome prediction of cancer patients, especially when taking into account its ability
to detect post-translational modifications [45, 112]. Another approach in studying the
proteome uses protein microarrays (also called antibody microarrays) [196]. Whereas
mass spectrometry-based proteomics is considered to be an unbiased approach, pro-
tein/antibody microarrays represent an approach focused on studying the proteome quan-
titatively [131]. A number of studies have considered whether changes in mRNA concen-
tration are reflected by similar changes in protein abundance, e.g., [179, 37, 85]. Poor
correspondence has been typically reported between transcript and protein levels, and in
some cases, little or no correlation has been found at all [85]. Bitton et al. [22] combined
protein mass spectrometry with Affymetrix Exon array data at the level of individual ex-
ons and found significantly higher degrees of correlation than had been previously observed
in a number of studies. Daemen et al. [42] demonstrated that combining microarrays and
proteomics data sources improves the predictive power. They used a kernel-based method
with Least Squares Support Vector Machines to predict rectal cancer regression grades.
Table 5.3 shows examples of public proteomic databases.
5.2.4 Interactomic data
Interactomic data represents interactions and relationships among biological system com-
ponents – genes, proteins, small molecules, diseases. The relations form networks or
pathways which can be used to construct complex networks that are further analysed.
Given the complex nature of biological systems, the networks can be large-scale. A net-
work typically consists of a set of nodes and edges, which represent the biological system
components and interactions between components, respectively. Table 5.4 shows examples
of public interactomic databases. Lee et al. [122] proposed a classification method based
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Source Description URL
OPD Open Proteomics Database, http://bioinformatics.
mass spectrometry data icmb.utexas.edu/OPD/
GeMDBJ Genome Medicine Database of Japan, https://gemdbj.nibio.go.jp
proteomic data in cancer /dgdb/DigeTop.do
HPR The Human Protein Atlas, expression http://www.proteinatlas.org/
and localization of proteins
Table 5.3: Examples of proteomic databases.
Source Description URL
BioGRID Datasets of physical and genetic interactions http://thebiogrid.org/
HPRD The Human Protein Reference Database, www.hprd.org
interaction networks and disease association
for each protein in the human proteome
KEGG Kyoto Encyclopedia of Genes and Genomes, www.genome.jp/kegg/
molecular interaction and reaction networks
Table 5.4: Examples of interactomic databases.
on a mapping of gene expression data onto different biological pathways. The investigated
pathways were obtained from metabolic and signaling pathways derived from manually
annotated databases. For each pathway, they mapped the expression values of each gene
onto its corresponding gene (protein) in the pathway and searched for a subset of genes
that could be used to differentiate between the samples of the phenotypes investigated.
Chuang et al. [39] applied a protein-network-based approach that identified markers not
as individual genes, but as subnetworks extracted from protein interaction databases. In
order to integrate the expression and network data sets, they overlaid the expression val-
ues of each gene on its corresponding protein in the network and searched for subnetworks
whose activities across the patients were highly discriminative of metastasis. This method
achieved higher accuracy in the classification of metastatic versus non-metastatic tumors.
Ergun et al. [63] implemented an algorithm that inferred a global network of gene regu-
latory interactions from a training gene expression data set related to diverse biological
processes and pathologies. This network was then used to detect genes in a test data set,
which appeared to be altered in a specific phenotype, for example, a disease class.
5.2.5 Textual data and ontologies
Text mining helps biologists to collect disease-gene associations automatically from large
volumes of biological literature. Currently, the most important resource for biomedical text
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Source Description URL
GO Gene Ontology, descriptions of gene and www.geneontology.org/
gene-product attributes
HPO Human Phenotype Ontology, descriptions of www.human-phenotype-
individual phenotypic anomaly ontology.org/
eVOC eVOC Ontology, descriptions of genome www.evocontology.org/
sequence and expression phenotype
Table 5.5: Examples of bio-ontology resources.
mining applications is the MEDLINE literature repository [7] developed by the National
Center for Biotechnology Information (NCBI) at the National Library of Medicine (NLM).
MEDLINE covers all aspects of biology, chemistry, and medicine and there is almost no
limit to the types of information that may be recovered through careful and exhaustive
mining [165].
Ontologies are conceptual models that provide the framework for semantic representa-
tion of information [83]. Ontologies usually support two types of relations, ‘is-a’ and the
‘part-of’ relations. Bio-ontologies also support relations specific for the biomedical domain
(e.g. ‘has-location’, ‘clinically-associated-with’, ‘has-manifestation’ [173]). Table 5.5 shows
examples of bio-ontology resources. Gene ontology (GO) [89] is a widely used bio-ontology
resource which can be employed in the analysis of relationships among genes. Genes and
their products in different organisms are annotated using a common terminology by GO
collaborators. GO is divided into three ontologies: (a) biological process (BP), (b) molec-
ular function (MF), and (c) cellular component (CC). The three ontologies are represented
as directed acyclic graphs in which nodes correspond to terms and edges represent their
relationships.
GO is utilized in many tools that provide methods for functional annotation and in-
terpretation of gene lists derived from microarray experiments (see [5]). For example,
methods that combine microarray gene expression data with GO for the purpose of pre-
dictive classification are described in [157, 151, 38]. All the examples employ GO for
feature selection or extraction. Cho et al. [38] and Qi et al. [157] searched for expression
correlations, while Papa et al. [151] focused on elimination of highly correlated genes.
Gevaert et al. [78] integrated information from literature abstracts with gene expression
data using Bayesian network models to predict the outcome of cancer patients. Yu et
al. [202] retrieved biomedical knowledge using nine bio-ontologies and text information
from MEDLINE titles and abstracts to obtain the precise identification of disease rele-
vant genes for gene prioritization and clustering. A summary of ontology and text-mining
methods in biomedicine can be found in [173].
30 5 Data integration
5.2.6 Clinical data
Clinical data forms the basis of doctor’s diagnostic decision making. It includes, for exam-
ple, patient history, laboratory analysis and medications. Clinical data is often available
for the microarray data set (see Table 5.2 for possible resources). In general, microarray
predictors are much more difficult and expensive to collect than clinical ones. There are
several studies comparing predictive power of microarrays with clinical data [26, 56, 181].
Methods that combine microarrays with clinical data to construct a joint predictor are
described, e.g., in [77, 155, 178, 177]. Boulesteix et al. [26] proposed an approach based on
RF and PLS dimension reduction in order to provide a combined classifier and compare
the predictive power of microarray and clinical data. Gevaert et al. [77] based the clinical
and microarray data integration on BN which included structure and parameter learning.
Sun et al. [178] used I-RELIEF wrapper feature selection method. They used LDA as a
class prediction method. Pittman et al. [155] proposed a method based on statistical clas-
sification tree models that evaluate contributions of multiple forms of data, both clinical
and genomic, to predict patient outcomes. They defined metagenes, which characterize
dominant common expression patterns within clusters of genes, and combined them with
traditional clinical risk factors.
5.2.7 Other data
Another kind of the information that has been used in combination with microarray gene
expression data in cancer research is the DNA methylation. DNA methylation is a type
of chemical modification of DNA influencing cancer outcome [76]. It involves the binding
of a methyl group to CpG islands in the genome [120]. CpG islands are often found in
the regulatory regions of genes and are often associated with transcriptional inactivation.
Most studies focus on using DNA methylation for the early detection of cancer [120],
however its use in predicting prognosis has also been shown [194, 13].
Other information sources can be disease-specific databases, such as a database of
human genes and genetic disorders – Online Mendelian Inheritance in Man (OMIM) [8]
or the database of genetic association studies performed on Alzheimer’s disease – Alz-
Gene [1]. For example, Tsai et al. [184] integrated microarray expression data and OMIM
information to investigate a connection of enterovirus 71 with neurological diseases.
Chapter 6
Data sets
Six publicly available real data sets and several simulated data sets are used for the
evaluation of experiments in this thesis. These sets are introduced in the following sections.
6.1 Real data sets
van’t Veer data set
van’t Veer at al. [185] classified breast cancer patients after curative resection with re-
spect to the risk of tumor recurrence. The set includes gene expression data and clinical
variables. cDNA Agilent microarray technology was used to give the expression levels of
22, 483 genes for 78 breast cancer patients. Forty-four patients that are classified into
the good prognosis group did not suffer from a recurrence during the first five years after
resection; the remaining 34 patients belong to the the poor prognosis group. The data set
is prepared as described in [185] and is included in R package ‘DENMARKLAB’ [68]. The
resluting set includes 4, 348 resulting genes. Only genes that show a two-fold differential
expression and p-value for a gene being expressed < 0.01 in more than five samples are re-
tained. The clinical variables are age, tumor grade, estrogen receptor status, progesterone
receptor status, tumor size and angioinvasion.
Pittman data set
This data set was introduced by Pittman at al. [155]. Gene expression data was prepared
with Affymetrix Human U95Av2 GeneChips. The data set gives the expression levels of
12, 625 genes for 158 breast cancer patients. Regarding recurrence of the disease, 63 of
the patients are classifed into the poor prognosis group, and the remaining 95 patients
belong to the good prognosis group. The data was pre-processed using packages ‘affy’ and
‘genefilter’ to normalize and filter the values. Genes that showed a low variability across
all samples were cleared out. The resulting data set includes 8, 961 genes. The clinical
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variables are age, lymph node status, estrogen receptor status, family history, tumor grade
and tumor size.
Wang data set
The data set presented by Wang at al. [192] comprises the expression levels of 22, 283 genes
for 286 lymph-node-negative breast cancer patients. Based on relapse, 107 of these pa-
tients had developed distant metastases within five years and were classifed into the poor
prognosis group, the remaining 179 patients belong to the good prognosis group. Gene
expression data was analysed with Affymetrix Human U133a GeneChips. The data was
pre-processed using packages ‘affy’ and ‘genefilter’. The genes that showed a low variabil-
ity across all samples were cleared out. The resulting data set includes 22, 260 genes. The
clinical variables are estrogen receptor status and lymph node status. However, the lymph
node status is negative for all patients.
Mainz data set
Mainz data set was published in Schmidt et al. [163]. Gene expression data gives the
expression levels of 22, 283 genes for 200 lymph-node-negative breast cancer patients.
We considered distant metastases as a response. Based on distant metastases after five
years, 46 of these patients were classifed into the poor prognosis group, and the remaining
154 patients belong to the good prognosis group. Gene expression data was analysed with
Affymetrix Human U133a GeneChips. The data set was prepared as described in [163].
It is included in R package ‘breastCancerMAINZ’ [6]. The available clinical variables are
the age at diagnosis, estrogen receptor status, tumor size and tumor grade.
Sotiriou data set
The data set was presented by Sotiriou at al. [171]. Gene expression data was prepared
with cDNA microarray chips. The author’s web site involves both raw and pre-processed
gene expression data. The pre-processed data gives the expression levels of 6, 860 genes
for 99 breast cancer patients. According to relapse, 45 of the patients are classifed into the
poor prognosis group and 54 of the patients belong to the good prognosis group. There
are missing values in this data set. Their occurance is equal to 2.17%. After filtering out
all missing values, the data set includes 4, 246 expression levels.
There was a possibility to filter out less of missing values and use some missing data
imputation methods for the rest. We evaluated this alternative. The missing values were
summed in each row and only the rows that had more than 5% of missing values were
filtered out (see Figure 6.1a). In this figure, the line denotes this threshold. The whole
microarray data set included 0.54% of missing values after filtering. Then we used a
sequential kNN imputation method [113], which estimates missing values from the gene
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(a) Sotiriou data set – gene expression data.


























(b) CFS data set – SNP data.
Figure 6.1: Missing values. The circles denote the sums of missing values. The missing
values were summed in each row and the rows that had more than 5% of missing values
were filtered out. The red line denotes this threshold.
that has the least missing rate in microarray data, using a weighted mean of k nearest
neighbors (k = 5). The resulting data set had 6, 336 expression levels.
We compared this data set with the data set where all missing values were filtered out
and evaluated the binary outcome prediction of both data sets. We evaluated each data
set 100 times. The first data set with 4, 246 expression levels provided results 6% better
on average than the second data set with 6, 336 expression levels in various gene selection
settings. That is why we prefered the data set with all filtered missing values for further
experiments.
The clinical variables are age, lymph node status, estrogen receptor status, tumor grade
and tumor size. The Sotirirou data set includes clinical variables that the suplementary
author’s web site describes in more detail.
CFS data set
The chronic fatigue syndrome (CFS) data set comes from a four-year longitudinal study
conducted by the Centers for Disease Control (CDC) [3]. It contains gene expression, clini-
cal, SNP and proteomic data. It was used as a conference contest data set in CAMDA 2006
and CAMDA 2007. The CFS data set with a detailed description is publicly available on
the CAMDA website [2].
cDNA gene expression data was analysed with MWG Biotech platform. SNP data
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consists of 36 autosomal SNPs that the CDC had previously selected from eight candi-
date CFS genes, TPH2 (SNPs selected from locus 12q21), POMC (2p24), NR3C1 (5q34),
CRHR2 (7p15), TH (11p15), SLC6A4 (17q11.1), CRHR1 (17q21), COMT (22q11.1), see
Smith et al. [170]. The SNPs are coded as 0, 1, or 2, for genotypes AA, AB, and BB, re-
spectively. The missing value occurance in the SNP data is equal to 2.17%. The summed
missing values in each row was not more than 5%. The missing values were imputed
by sequential a kNN imputation method [113]. Clinical variables with more than 5% of
missing values were filtered out. Clinical variables include summary variables such as in-
take illness classification and empirical illness classification, as well as, variables reflecting
medical symptoms on which these summaries are based.
For the experiments we chose the intake illness classification of CFS, which is based
on the 1994 case definition criteria [73]. This variable has five levels: ever CFS, ever
CFS with major depressive disorder with melancholic features (MDDm), ever insufficient
symptoms or fatigue (ISF), ever ISF with MDDm and nonfatigued. We reclassified the
patients into two groups: CFS disease group and non-CFS disease group. The CFS disease
group includes all CFS-like patients, while the non-CFS disease group includes the rest
with ISF and nonfatigued patients. Table 6.2 shows number of patients belonging to each
group. Patients in gene expression, clinical, SNP and proteomic data were not completely
overlapping. Therefore, we chose the overlapping data set with gene expresion, clinical
and SNP data, which has 164 patients. Including the proteomic data on top of that, the
data set consists of 44 overlapping patients only. Table 6.1 summarizes the number of
data in each data set.
A data set B data set
Data Dimension Data Dimension
gene expression 164 x 19797 gene expresion 44 x 19797
clinical 164 x 61 clinical 44 x 61
SNP 164 x 42 SNP 44 x 42
proteomic 44 x 479
Table 6.1: CFS data set characteristics.
patients CFS diseased non-CFS diseased
A data set 164 64 100
B data set 44 23 21
Table 6.2: CFS data set – patient groups.
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6.2 Microarray data pre-processing
Both, raw and already pre-processed data sets were used for the experiments. Raw data
sets, which were Affymetrix, required pre-processing. Pre-processing of Affymetrix and
cDNA data sets differ, though some steps are similar. There are a wide variety of meth-
ods employed with the pre-processing of microarray data. Interested readers can find
more information, for example, in [74]. We used the Robust Multi-Array (RMA) ap-
proach [106] which appears to be promising, even if the RMA requires large amounts of









































































Figure 6.2: Pittman data set box-plots.
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(c) Pre-processed data box-plots.
Figure 6.3: Example plots of PM intensities of the first ten arrays from the Pittman data
set.
typically use between 11 and 20 probe pairs for each gene, each of which has a length
of 25 base pairs. One component of these pairs is referred to as a prefect match probe
(PM), while the other component of these pairs with the changed middle base is called
a mismatch probe (MM). A PM is designed to hybridize only with transcripts for the
intended gene (specific hybridization), while an MM is constructed to measure only the
non-specific hybridization of the corresponding PM probe (non-specific hybridization is
unavoidable). The advantage of the RMA approach is that it does not involve an implicit
subtraction of the MM probe values [106]. The subtraction can lead to a lot of noise at
low signal values. Instead, RMA looks at the distribution of the PM probe values and fits
a combination of two distributions: a ‘noise’ distribution that is normally distributed and
a ‘signal’ distribution that is distributed like an exponential distribution. The normalized
values are estimated through the expected value of the signal distribution. The RMA
approach consists of three particular processing steps: convolution correction, quantile
normalization [24], and a summarization based on a multi-array model fit robustly using
the median polish algorithm [61].
Figures in this section illustrate pre-processing results of the Pittman data set. Box-
plots in Figure 6.2 depict the data set before and after pre-processing. Due to high memory
requirements, it was necessary to use a 16GB RAM machine with 64-bit operating system
to compute the data. Due to high memory requirements, it was impossible to pre-process
data with a standard PC (Intel T72500 Core 2 Duo 2.00 GHz, 2 GB RAM) and 32-bit
operating system.
For illustrative purposes, other figures in this section depict results just for the first
ten arrays from the Pittman data set. Figure 6.3 examines PM intensity behaviour with
histograms (or density estimators) of PM intensities for each array and box-plot distribu-
tions of raw and pre-processed log scale PM probe intensities. This type of visualization
6.2 Microarray data pre-processing 37
Figure 6.4: MA-plot of the first ten arrays from the Pittman data set before pre-processing.
provides a useful exploratory tool for quality assesment. For example, an array with the
bimodal distribution in Figure 6.3a with density estimates can indicate a spatial artifact.
Figures 6.4 and 6.5 show MA-plots of raw and pre-processed arrays from the Pittman
data set. The MA-plot is another quality assessment image. It can highlight the need for
normalization and gives a better idea of the differences between arrays in the shape or
center of the distribution. It can detect bad quality arrays. A loess curve, which is red in
the MA-plot figures, is fitted to the scatter-plot to summarize any non-linear relationship.
MA-plot with an oscillating curve means evident array quality problems. According to
Figure 6.4, mainly arrays 2 and 5 need to be normalized. MA-plots of ten arrays are
plotted against a reference array created by taking probe-wise medians to avoid making
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Figure 6.5: MA-plot of the first ten arrays from the Pittman data set after pre-processing.
an MA-plot for every pairwise comparison. The MA-plot uses M as the y-axis and A as
the x-axis where M and A are defined as:
M = log2Xn − log2R
A = 12(log2Xn + log2R) ,
where Xn is array number n = 1, 2, . . . , 10 and R denotes a refference array.
The interpretation of an MA-plot can be as follows: M represents each gene log fold
change, thus, how much each gene differs against the refference array. A represents the
log intensity of each gene.
Figure 6.6 is a quality control (QC) plot of the arrays from the raw Pittman data set





































Figure 6.6: ‘simpleaffy’ QC plot of the first ten arrays from raw Pittman data set.
generated with the help of a ‘simpleaffy’ package. Dotted horizontal lines separate the plot
into rows, one for each chip. Each row shows percent present calls, average background,
scale factors and β-actin/GAPDH ratios for an individual chip.
Percent present and average background are listed to the left of the figure. A percent
present call represents the percentage of probesets called present on an array. It is gen-
erated by looking at the difference between PM and MM values for each probe pair in a
probeset.
Dotted vertical lines provide a scale from −3 to 3. The blue region represents the
spread where all scale factors fall within 3-fold of the mean scale factor for all chips. It
is recommended that chips are only comparable if their scale factors are within 3-fold of
each other, which is true according to Figure 6.6, because all scale factor lines are coloured
blue.
β-actin and GAPDH values that are considered potential outliers are coloured as red
triangles and circles (see the arrays with numbers 6 and 8 in Figure 6.6). QC plot measures
the quality of the RNA hybridised to the chip which is possible to obtain by comparing the
amount of signal from the 3’ probeset to 5’ probesets. β-actin and GAPDH are relatively
long genes. The majority of Affymetrix chips contain separate probesets targeting the 5’,
mid and 3’ regions of their transcripts. The acceptable β-actin 3’:5’ ratio, which is plotted
as a blue triangle, is less than 3. The acceptable GAPDH 3’:5’ ratio, which is plotted as
a blue circle, is less than 1.25. GAPDH threshold is lower because GAPDH is the smaller
of the two genes.
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The transcript BioB verifies the efficiency of the hybridisation step. Ideally, BioB
should be ‘called present’ on every array. If BioB is routinely absent, then the array is
performing with suboptimal sensitivity (see ‘simpleaffy’ package documentation for a more
detailed description).
6.3 Simulated data sets
A group of simulated data sets was generated to illustrate the strengths and weaknesses of
the described approaches. Simulated microarray data sets consisted of 500 samples with
1000 microarray variables and 5 clinical variables. A more detailed description related to
the experiments can be found in the next chapter.
Chapter 7
Combining gene expression and
clinical data
7.1 Introduction
Combining gene expression with clinical data may add valuable information and can gen-
erate more accurate disease outcome predictions than those obtained based on the use of
gene expression or clinical data alone. Clinical data is heterogenous and measures various
entities (e.g. tumor grade, tumor size, lymph node status), while gene expression data is
homogenous and measures gene expressions. The combination of both data sources can
involve complementary information. On the other hand, redundant and correlated data
can have a contradictory impact on prediction accuracy.
In the literature, there are studies aimed at integrative prediction with gene expres-
sion and clinical data. A few papers related to this topic have been cited in Section 5.2.6.
Gevaert et al. [77] based the microarray and clinical data integration on BN which included
structure and parameter learning. Li [125] proposed dimension reduction methods in the
context of survival data in order to produce linear combinations of gene expressions, while
taking into account clinical International Prognostic Index information. Binder and Schu-
macher [21] proposed the CoxBoost boosting algorithm that employs high-dimensional
data and a few clinical covariates.
In this chapter, we propose a combination of logistic regression and boosting to predict
disease outcome. We use logistic regression with clinical variables because it has been
widely used with clinical data in clinical trials to determine the relationship between
variables and outcome and to assess variable significance (see for example [190]). Clinical
data is usually low-dimensional because microarray data sets include just a few clinical
variables (typically from 5 to 10). Logistic regression cannot be used with high-dimensional
data without a dimension reduction step or penalization. Logistic regression with high-
dimensional data can produce numerically unstable estimates and the predicting model
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does not generalize well [100]. We use boosting with microarray data, which is high-
dimensional. We use the version of boosting which closely corresponds to fitting a logistic
regression model. It is denoted as BinomialBoosting in [35] and utilizes componentwise
linear least squares (CWLLS) as a base procedure.
The boosting algorithm AdaBoost [198] has attracted attention in the machine learning
community because of its good classification performance with various data sets. Boosting
methods were introduced as multiple prediction schemes, averaging estimated prediction
from reweighted data. Breiman [30] demonstrated that the AdaBoost algorithm can be
viewed as a gradient descent optimization technique in function space. Friedman [70]
developed a more general statistical framework which yields a direct interpretation of
boosting as a method for function estimation. He developed methods for regression which
are implemented as an optimization using the squared error loss function (L2-Boosting).
Later, Efron et al. [57] made a connection for linear models between forward stagewise
linear regression, which is related to L2-Boosting and L1-penalized Lasso [180]. Boosting
with CWLLS was worked out in Bühlmann [34]. It can be applied to high-dimensional data
because it performs coefficient shrinkage and variable selection. According to Bühlmann
and Hothorn [35], BinomialBoosting algorithm is similar to LogitBoost, which is a more
accurate classifier in the context of microarray data than AdaBoost [48].
Logistic regression and BinomialBoosting can be combined due to the framework of
generalized linear models (GLMs) which are described at the beginning of this chapter. We
describe the models separately and it is made clear how the data is combined. We propose
its extention designed for redundant sets of data. The extension includes pre-validation of
models built with microarray and clinical data followed by calculation of weights. Weights
determine the relevance of microarray and clinical models for data combination. Evalua-
tions are performed with several redundant and non-redundant simulated data sets first,
and then with four breast cancer data sets. We compare designed apporaches with other
relevant methods from the literature in the discussion.
The section with alternative regularized regression techniques includes an elastic net
and an addition of SNP data into the combination of gene expression and clinical data.
We demonstrate the results of these alternatives with simulated and real data sets. We
compare execution times of applied approaches at the end of this chapter.
The notation for prediction with gene expression data was presented in Chapter 3. A
similar notation is used for clinical variables. It can be summarized as follows:
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X ... p× n gene expression data matrix
xij ... an element of X
Z ... q × n clinical data matrix
zij ... an element of Z
p ... the number of genes
q ... the number of clinical variables
n ... the number of samples
y ... n× 1 response vector
yi ... an element of y
ŷ ... n× 1 estimated response vector
A, B ... the poor and good prognosis ground truth class labels
In the following text, the upper indexes X, Z, S distinguish from other variables with
gene expression data, clinical data and SNP data.
7.2 Generalized linear models
Generalized linear models (GLMs) [134] are a group of statistical models that model
the responses as nonlinear functions of linear combinations of predictors. These models
are linear in the parameters. The nonlinear function (link) is the relation between the
response and the nonlinearly transformed linear combination of the predictors. We employ
GLMs in data combining due to nicely shared properties such as linearity. GLMs offer a
general theoretical framework for many statistical models. The implementation of various
statistical models is simplified because the framework allows for a common method for
estimation of parameters and accessing model adequacy of all GLMs [107]. GLMs are
generalizations of normal linear regression models, which are characterized by the following
features:
1. A linear regression model is defined as:




βjxij + ǫi, (7.1)
where i = 1, . . . , n. β are regression coefficients and ǫ is a random mean-zero error term.
2. The link function is given as:
g(yi) = ηi, (7.2)
where g is a link function, i = 1, . . . , n. ηi is a linear predictor. Respectively, it can be
also written as yi = g
−1(ηi), where g
−1 is an inverse link function. Finally, g is an identity
for the normal linear regression model.
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3. All yi are assumed to have normal distributions with E(yi) = µi, with a constant
variance σ2, yi ∼ N(µi, σ
2).
GLMs are a generalization of this setup, which differs in the following features:
1. The link functions can be other than the identity.
2. The response variable yi does not to be continous and normally distributed, but it can
have a distribution other than the normal one.
We will assume that the observations come form a distribution in the exponential fam-
ily [134]:





where f is the density of continuous y or f is the probability function of discrete y. θ is the
parameter of interest – in GLM, θ = θ(β). ψ is a nuisance parameter (as σ in regression).
7.2.1 Estimation of parameters
Coefficients of β can be estimated by maximum-likelihood. The log-likelihood of the
sample is maximized:




log f(yi, θi, ψ). (7.4)
If we consider the logistic model, which is described later, neither a(ψ) nor c(y, ψ) have
an influence on the maximization. Thus, we maximize only:




(yi − b(θi)). (7.5)
We derivate 7.6 for β, lay equal to zero and solve for β:
∂
∂β








θi = 0. (7.6)
Maximum likelihood estimates (MLEs) do not have a ‘closed’ form [88]. Therefore, they
can be computed via iteratively weighted least squares1 (IWLS) or via the Fisher scoring
algorithm. McCullagh and Nelder [134] prove that the IWLS algorithm is equivalent to
Fisher scoring and leads to MLEs. The weighted least squares solution in the matrix
notation, which has a simpler notation, is as follows:
1IWLS is also called iteratively reweighted least squares (IRLS). Some of the details between algorithms
can be found in [66] (page 189).
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β̂(m) = (XTW (m−1)X)−1XTW (m−1)y(m−1). (7.7)
X is the model matrix, W is a diagonal matrix of weights, y is the response vector and
m is an actual iteration. The IWLS algorithm can be briefly described as follows:
1. Initialize β̂(0), set m = 0.
2. Update W (m), y(m).
3. Increase m: m = m+ 1.
4. Estimate β̂(m).




The algorithm stops when estimates change more than a specified small amount ξ. A
more detailed explanation of MLEs computation can be found, for example in [88].
7.3 Logistic regression
The logistic regression model is often used when the response is binary. The linear logistic
regression model is an example of GLM, where:
A. The response variable yi is considered as a binomial (Bernoulli) random variable pi:
pi ∼ B(ni, pi). If yi is Bernoulli then [134]:




p if y = 1,
1− p if y = 0.
(7.8)
B. The parameters of the exponential family for the logistic regression model are:
a(ψ) = 1,
b(θ) = − log(1− p) = log(1 + eθ),
c(y, ψ) = 0.
(7.9)
After the substitution (7.9) in the equation (7.3), we arrive at:
f(y, θ) = eyθ+log(1−p). (7.10)
C. The link function is logistic:







which can be derived from (7.8). Figure 7.1 shows a graph of the logistic function.





















Figure 7.1: The logistic function.
The logistic regression model with clinical data can be described with the following equa-
tion:







where i = 1, . . . , n. g is the link function (7.11). yi or pi are outcome probabilities
P(yi = A|zi1, . . . , ziq). The upper index Z denotes clinical data coeficients.
7.4 Boosting
A boosting with componentwise linear least squares (CWLLS) as a base procedure is ap-
plied to microarray data. A linear regression model (7.1)2 is considered again. A boosting
algorithm is an iterative algorithm that constructs a function F̂ (x) by considering the em-
pirical risk n−1
∑n
i=1 L(yi, F (xi)). L(yi, F (xi)) is a loss function that measures how closely
a fitted value F̂ (xi) comes to the observation yi. In each iteration, the negative gradient
of the loss function is fitted by the base learner. The gradient descent is an optimization
algorithm that finds a local minimum of the loss function. The base learner is a simple
fitting method which yields as estimated function:
2The gene expression coefficients can be denoted by the upper index X in this equation.
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f̂(·) = f̂(X, r)(·), (7.13)
where f̂(·) is an estimate from a base procedure. The response r is fitted against x1, . . . ,xn.
7.4.1 Functional gradient descent boosting algorithm
The functional gradient descent (FGD) boosting algorithm, which has been defined by
Friedman, is given by the following steps [70, 35]:




L(yi, a) ≡ ȳ.
Set m = 0.
2. Increase m: m = m+ 1.







= yi − F̂
(m−1)(xi), i = 1, . . . , n.






where f̂ (m)(·) can be viewed as an approximation of the negative gradient vector.
4. Update F̂ (m)(·) = F̂ (m−1)(·)+ν ·f̂ (m)(·), where 0 < ν < 1 is a step-length (shrinkage)
factor.
5. Iterate steps 2 to 4 until m = mstop for some stopping iteration mstop.
7.4.2 Base procedure
The componentwise linear least squares (CWLLS) base procedure estimates are defined
as (compare with equation (7.1)):
f̂(X, r)(x) = β̂ŝx̂ŝ, (7.14)
where:
















β̂ are coefficient estimates, j = 1. . . . , p. ŝ denotes the index of the selected (the best)
predictor variable in iteration m. The CWLLS base procedure performs a linear least
square regression against the one selected predictor variable which reduces the residual
sum of squares most. Thus, one predictor variable, not necessary a different one, is selected
for each iteration. For every iteration m, a linear model fit is obtained.
The function is updated linearly. Step 4 in FGD algorithm (Section 7.4.1) with CWLLS
base procedure is as follows:





The update of the coefficient estimates is:
β̂(m) = β̂(m−1) + νβ̂
(m)
ŝ . (7.18)
Then, the boosting estimator is a sum of base procedure estimates or a linear combination
of the base procedures:






The aforementioned FGD boosting algorithm can be used in many settings. Several ver-
sions of boosting can be obtained by varying base procedures, loss functions and implemen-
tation details. Examples of loss functions yielding different versions of boosting algorithm
are given in Table 7.1.
BinomialBoosting [35], which is the version of boosting that we utilize, uses the nega-
tive log-likelihood loss function:
L(y, F ) = log2(1 + e
−2yF ). (7.20)









where p is P(yi = A|xi1, . . . , xip) and relates to the logit function, which is analogous to
logistic regression.
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Algorithm L(y, F ) F (x)
BinomialBoosting/LogitBoost log2(1 + e





P(Y = A|X = x)
L2-Boosting
1
2 |y − F |
2
E[X = x]





P(Y = A|X = x)
Table 7.1: Boosting algorithms, their loss functions and population minimizers.
7.5 Combination of logistic regresion and boosting
In GLMs, the linear models are related to the response variable via a link function (7.2).
For binary data, we expect that the responses yi come from binomial distribution. There-
fore, the logit link function is used in both models with clinical and microarray data. ηi is
a linear model, which is a linear part of logistic regression and a linear regression model in
boosting with CWLLS described in Section 7.4. We combine data at the level of decisions






The upper index Z(X) denotes clinical (microarray) data.













The inverse link function g−1, which is the inverse logit function, is applied to the sum of






The schematic drawing3 in Figure 7.2 illustrates the combination of clinical and mi-
croarray data. Clinical and microarray data are repeatedly split into training and test
sets via the Monte Carlo cross-validation (MCCV) procedure which is described in Chap-
ter 4.1. Each clinical training set is fitted to the logistic regression model. We compute the
linear predictions ηZi for each clinical test set. Each microarray training set is fitted to the
model using boosting with CWLLS. Then, we compute the linear predictions ηXi of each
microarray test. After that, we sum the predictions (7.22) and the equation (7.24) gives a
3The validation schema is not included.
50 7 Combining gene expression and clinical data
response. Based on the responses, we measure the classifier performance with AUC, which
is described in Chapter 4.2.
For better readibility in results, we denote this approach LOG/Z+B/X.
Figure 7.2: The combination of microarray and clinical data. Z – clinical data, X –
microarray data, LOG – logistic regression, B – boosting, ηZ , ηX – linear predictions, Y
– response.
7.6 Parameters setting
We performed experiments in the R environment4 using packages ‘base’ and ‘mboost’.
According to the ‘mboost’ package documentation [101], the coefficients resulting from
boosting with family binomial are 12 of the coefficients of a logit model obtained via glm.
This is due to the internal recoding of the response to −1 and +1. The binomial family
object implements the negative binomial log-likelihood of a logistic regression model as a
loss function. glm is a function from ‘base’ package, which is used to fit generalized linear
models.
The choice of the shrinkage factor ν and the number of iterations of the base procedure
can be crucial for predictive performance of boosting. Too many iterations bring overfitting
of the training data and too complex model, while insuficient number of iterations yield
to underfitting of the training data and too sparse model. A small value of ν increases the
number of required iterations and computational time, but prevents overshooting. Based
on recommendation from Bühlmann et al. [35], we set ν = 0.1 to the standard default value
in the ‘mboost’ package. Note that, according to Lutz et al. [129], the natural value of the
shrinkage factor for L2-Boosting with CWLLS is ν = 1. However, they use ν = 0.3 because
smaller values have empirically proven to be a better choice. The number of iterations
can be estimated with a stopping criterion. For example, resampling methods such as
cross-validation and booststrap [87] have been proposed to estimate out-of-sample error
for different numbers of iterations. Another computationally less demanding alternative
is to use Akaike’s information criterion (AIC) [12] or the Bayesian information criterion
(BIC) [164].
4www.r-project.org
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Figure 7.3: Estimation of an optimal number of boosting iterations (mstop) depending
upon AIC. Circles denote the value of mstop. The example is depicted for van’t Veer data
set and 3 MCCV iterations (mmax = 700, p = 500).
We use AIC in our computations as a stopping criterion:
AIC = 2k(m) − 2log(L(m)) (7.25)
where k(m) is the number of variables used by classifier F̂ (m) at step m, and L is the
negative binomial likelihood of the data given F̂ (m). The preferred model is the one with
the minimum AIC value.
Figure 7.3 shows an example of the estimation of an optimal number of iterations
(mstop) depending upon AIC. mstop is denoted by a circle. The maximal number of
iterations was set to mmax = 700. The number of microarray variables was set to p = 500
and selected based on training sets. Figure 7.4 depicts the span of mstop selections for
four breast cancer data sets. In the case of van’t Veer and Pittman data sets, the average
mstop was approximately 400 iterations, while the average mstop for the Mainz data set
was approximately 500 and for the Sotiriou data set it was approximately 550 iterations.
For breast cancer data sets, we evaluated the boosting approach with a fixed number of
iterations within the range 50 – 800 iterations. AUC, where the number of iterations was
estimated via AIC, mostly get close to the highest AUC obtained with the fixed number
of iterations. In the case of the Sotiriou data set, the highest AUC was obtained with
only 50 iterations. However, this value differed only by 0.01 from AUC obtained via AIC
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(a) van’t Veer data set.




























(b) Pittman data set.



























(c) Mainz data set.




























(d) Sotiriou data set.
Figure 7.4: The span of mstop selections for four breast cancer data sets. The number
of MCCV iteration is on the horizontal axis and mstop selection is on the vertical axis
(mmax = 700, p = 500).
estimated boosting.
7.7 Results
Evaluations focused on testing the LOG/Z+B/X approach with non-redundant and re-
dundant data sets. Simulated data was generated in different settings and was used for
this purpose. We also tested LOG/Z+B/X with four publicly available breast cancer data
sets. The performance of individual models was also evaluated and compared to the per-
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formance of the combined LOG/Z+B/X. The logistic regression model built with clinical
variables is denoted by LOG. The boosting model built with microarray data is denoted
by B.
7.7.1 Simulated data
We considered redundant and non-redundant settings of data and different predictive
powers of clinical and microarray data. We generated simulated data sets through the use
of an R script available in [26]. Variables Vj in each data set were generated as:
Vj = µV jY + ej , (7.26)
where V denotes microarray or clinical data, j = 1, . . . , p or j = 1, . . . , q; µV j are constant
parameters controlling the amount of predicting power of microarray or clinical variables;
Y is the binary response that follows a binomial distribution; and ej are independent
random errors following a standard model distribution.
In the case of redundant sets, microarray and clinical variables were generated using
exactly the same model. Such variables discriminate classes in the same way and give
redundant information. In the case of non-redundant sets, the observations were assumed
to form two distinct subgroups [26].
We considered different predictive powers for the clinical variables µZ and different
predictive powers for the microarray variables µX . In presented simulations, µZ = 0
denotes no power, µZ = 0.5 a moderate power and µZ = 1 a strong power for Z. Similarly,
µX = 0, 0.25, 0.5 for X. The difference in µZ and µX ranges compensates for ranges of
predictor values for microarray and clinical variables.
In all settings, simulated microarray data sets were generated for 1, 000 microarray
variables and 500 samples, while simulated clinical data sets consisted of 5 clinical variables
and 500 samples.
1. 2. 3. 4.
µZ , µX 0, 0 1, 0.25 0.5, 0.5 1, 0.5
Method (no power) µZ > µX µZ < µX (strong p.)
LOG/Z+B/X 0.53 ± 0.05 0.69 ± 0.04 0.73 ± 0.04 0.79 ± 0.04
LOG/Z 0.55 ± 0.05 0.65 ± 0.06 0.56 ± 0.05 0.65 ± 0.06
B/X 0.51 ± 0.05 0.60 ± 0.05 0.72 ± 0.05 0.72 ± 0.05
Table 7.2: Non-redundant data sets. AUCs from test data sets (including mean AUCs
and standard deviations) evaluated over 100 MCCV iterations.
Tables 7.2 and 7.3 display selected results of LOG/Z+B/X for different predictive
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powers of Z and X. In the case of non-redundant data sets, LOG/Z+B/X increases AUCs.
The results coincide with the fact that if the two data sources involve complementary
information, the combination of them yields more accurate predictions. In the case of
redundant data sets, LOG/Z+B/X has a good performance as well.
1. 2. 3. 4.
µZ , µX 0, 0 1, 0.25 0.5, 0.5 1, 0.5
Method (no power) µZ > µX µZ < µX (strong p.)
LOG/Z+B/X 0.51 ± 0.05 0.94 ± 0.02 0.96 ± 0.02 0.98 ± 0.01
LOG/Z 0.49 ± 0.05 0.94 ± 0.02 0.78 ± 0.04 0.94 ± 0.02
B/X 0.51 ± 0.05 0.71 ± 0.04 0.98 ± 0.01 0.98 ± 0.01
Table 7.3: Redundant data sets. AUCs from test data sets (including mean AUCs and
standard deviations) evaluated over 100 MCCV iterations.
7.7.2 Breast cancer data
For the evaluation of the LOG/Z+B/X approach, we used four publicly available breast
cancer data sets described in Chapter 6. Table 7.4 shows average AUCs and standard de-
Data set Method p = 50 p = 200 p = 500
van’t Veer LOG/Z+B/X 0.79 ± 0.11 0.78 ± 0.11 0.79 ± 0.11
LOG/Z 0.82 ± 0.10 − −
B/X 0.67 ± 0.13 0.65 ± 0.12 0.65 ± 0.11
Pittman LOG/Z+B/X 0.79 ± 0.07 0.81 ± 0.08 0.82 ± 0.08
LOG/Z 0.67 ± 0.09 − −
B/X 0.75 ± 0.08 0.77 ± 0.08 0.78 ± 0.08
Mainz LOG/Z+B/X 0.65 ± 0.10 0.66 ± 0.10 0.68 ± 0.10
LOG/Z 0.59 ± 0.10 − −
B/X 0.65 ± 0.10 0.66 ± 0.10 0.68 ± 0.09
Sotiriou LOG/Z+B/X 0.66 ± 0.11 0.65 ± 0.12 0.69 ± 0.11
LOG/Z 0.71 ± 0.11 − −
B/X 0.58 ± 0.12 0.57 ± 0.12 0.61 ± 0.12
Table 7.4: Breast cancer data sets. AUCs from test data sets (including mean AUCs
and standard deviations) evaluated over 100 MCCV iterations. p denotes the number of
microarray variables.
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viations over 100 MCCV iterations. We performed tests for different numbers of variables
(p = 50, 200, 500) in order to inspect the efficiency of B/X and LOG/Z+B/X. Variables
were selected on the basis of the absolute value of the t-statistics using the R package ‘st’.
The Pittman data set approaches non-redundant data sets and the combination of
microarray and clinical data implicates outcome prediction improvement. The methods in
Table 7.4 show lower performance with Mainz and Sotiriou data sets. The results based
on the van’t Veer and Sotiriou data sets seem to be close to the simulated redundant
data sets setting. In the case of van’t Veer, this finding coincides with the conclusions of
Gruvberger et al. [82], which points out a correlation of ER-alfa status in the data set
generated by van’t Veer.
7.8 Pre-validation
The approach described in this section, in contrast to combining gene expression and
clinical data (see Figure 7.2), sets weights that determine relevance of linear predictions
for the combination of microarray and clinical models, as shown in the schematic drawing
in Figure 7.5. This approach was designed for redundant data sets. Weights are set based
on pre-validation. The concept of pre-validation for microarray data and clinical variables
is described in [181]. This paper incorporates only points 1 through 5 compared to our
approach described in Section 7.9. Also, we use different classifiers and leave-one-out
cross-validation (LOOCV), while [181] uses k-fold CV.
Figure 7.5: The combination of microarray and clinical data with pre-validation. Z –
clinical data, X – microarray data, LOG – logistic regression, B – boosting, ηZ , ηX –
linear predictions, Y – response, ŵZs , ŵ
X
s – weights.
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7.9 Determination of weights for models
We have K training samples in t-iteration of MCCV. We use LOOCV for pre-validation
and, consequently, we determine weights. The weights are computed as follows:
1. Set aside one sample of K training samples.
2. Build a model with logistic regression (boosting) for Z (X) 5 using only data from
other K − 1 samples.
3. Predict a linear response with a built model on the left out case.
4. Repeat steps 1–3 for each of the samples K to get pre-validated predictors from Z
and X.
5. Fit a logistic regression model to pre-validated predictors from Z and X.
6. Compute weights wi (7.28), where i denotes Z or X.
7. Repeat steps 1–6 for randomized training data obtained from MCCV.
8. Compute modus of weights ŵi from wi for X and Z.
Logistic regression is used twice – in building both a model of Z and a model of pre-
validated predictors from Z and X. Logistic regression describes the relationship between
one or more variables and an outcome. Each of the coefficients describes the size of the
contribution of a particular variable. A large regression coefficient means that the variable
strongly influences the probability of that outcome. The folowing equation for Z and X
variables defines a regression model:
η = β0 + βZQZ + βXQX . (7.27)










Randomized training data obtained from MCCV is used twice – in weights estimation,
as described in Section 7.8, and in building a model of Z andX, as described in Section 7.5.
A histogram of weights obtained from t-iteration of MCCV is close to an exponential
distribution of the probability density function. In the case of exponential distribution,
the modus is the value with the highest density.
In the rest of this thesis, this approach is denoted pre-LOG/Z+B/X.
5
Z denotes clinical data and X denotes microarray data.
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Data set Pre-validation p = 50 p = 200 p = 500
van’t Veer Yes 0.81 ± 0.10 0.82 ± 0.11 0.82 ± 0.10
No 0.79 ± 0.11 0.78 ± 0.11 0.79 ± 0.11
Pittman Yes 0.74 ± 0.08 0.76 ± 0.08 0.78 ± 0.08
No 0.79 ± 0.07 0.81 ± 0.08 0.82 ± 0.08
Mainz Yes 0.65 ± 0.10 0.65 ± 0.09 0.66 ± 0.09
No 0.65 ± 0.10 0.66 ± 0.10 0.66 ± 0.09
Sotiriou Yes 0.70 ± 0.10 0.70 ± 0.11 0.71 ± 0.11
No 0.66 ± 0.11 0.65 ± 0.12 0.69 ± 0.11
Table 7.5: Pre-validation of LOG/Z+B/X on breast cancer data sets. AUCs from test data
sets (including mean AUCs and standard deviations) evaluated over 100 MCCV iterations.
p denotes a number of microarray variables.
7.10 Results
We evaluated the pre-LOG/Z+B/X approach on four publicly available breast cancer data
sets and compared pre-LOG/Z+B/X with LOG/Z+B/X. Table 7.5 includes the results
with average AUCs and standard deviations over 100 MCCV iterations. LOG/Z+B/X
averages linear predictions from microarray and clinical models on redundant data sets.
Pre-validation of built models improves outcome of the prediction in the case of redundant
breast cancer data sets.
7.11 Discussion
We compared our results with the results from other methods described in the literature. In
principle, the results of designed approaches are hard to compare because new approaches
are evaluated with different data sets and measures.
Gevaert et al. [77] evaluated their results using AUC measures. They integrate mi-
croarray data and clinical variables with Bayesian networks in three ways: full integration,
decision integration and partial integration. The Bayesian decision integration approach
combines data at the same level as our method and achieves the average of AUC 0.79 with
the van’t Veer data set.
In order to compare LOG/Z+B/X with the approach proposed in Boulesteix et al. [26],
we have also extended our computation to report error rates. A comparison is presented in
Chapter 8 as it is relevant also for determining the additonal predictive value of microarray
data. Our approach provides results 2% better on average on the van’t Veer data set. In
the case of the Pittman data set, LOG/Z+B/X has results 5% better than the approach
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proposed in [26].
Eden et al. [56] reproduce the van’t Veer classifier for microarray predictors and ap-
ply an artificial neural network (ANN) algorithm to clinical predictors. Their approach
achieves AUC 0.79 with all samples of the van’t Veer data set and with LOOCV. This
approach achieves AUC 0.85 with only ER positive samples of the van’t Veer data set.
Ma and Huang [130] propose the Cov-TGDR method for combining different types of
covariates in disease prediction. They use the van’t Veer data set and achieve a prediction
error of 0.227. However, they perform feature selection based on the binary outcome with
training and test data which is not correct (pre-processing step 4 and 5 in this article).
Other examples of methods that combine microarray and clinical data are [65, 155],
but these authors evaluate survival times. Fernandez-Teijeiro et al. [65] build a predictive
model with a combination of clinical variables and a small number of selected genes.
Pittman et al. [155] combine metagenes with clinical risk factors to improve prediction.
According to our results, a bigger p increases boosting performance, which relates to
the fact that boosting with CWLLS performs variable selection and coeffcient shinkage.
This approach is evaluated together with other methods on breast cancer data sets in an
experiment aimed at selected genes in Chapter 9.
7.12 Alternative regularized regression techniques
There are other regularized regression techniques based on the logistic regression model
that can be applied to high-dimensional data. We experimented with R packages ‘glmnet’,
‘grplasso’ and ‘glmpath’ that regularize high-dimensional data with L1 or L2 or elastic net
penalties. At the same time, these statistical models were developed for fitting in the
GLM framework.
The next subsection describes experiments with elastic net from package ‘glmnet’,
which performed well and for which model fitting was not time-consuming. Next, we
modify LOG/Z+B/X and apply it to the CFS data set that includes three types of data.
7.12.1 Elastic net
Elastic net [206] is a regularization and variable selection method that can include both
L1 and L2 penalties. L1 penalty, the lasso (least absolute shrinkage and selection op-
erator) [180] has the property that it can shrink the coefficients to zero and performs
variable selection. The predictive model is then sparse. A drawback of the lasso is an
indifference to very correlated predictors. It tends to select only one variable from the
group of correlated variables and does not care which one is selected. L2 penalty, the
ridge regression [97] can shrink coefficients of correlated predictors toward each other and
is useful in situations where there are many correlated predictor variables. A drawback of
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the ridge penalty is that it always keeps all the predictors in the model. The elastic net is
a compromise between L1 and L2 penalty. It takes into account correlated variables and
performs variable selection together. Friedman et al. [69] developed algorithms for fitting
GLMs with elastic net penalties. The algorithms use cyclical coordinate descent (CCD)
and compute a regularization path. CCD algorithms optimize each parameter separately,
holding all of the others fixed.
The linear regression model (7.1) is considered again. The elastic net optimizes the
following equation with respect to β [71]:
























β2j + α|βj |
(7.30)











L1 penalty if α = 1,
L2 penalty if α = 0,
elastic net penalty if 0 < α < 1.
(7.31)






1 + λ(1− λ)
=
S(β∗j , λα)
1 + λ(1− λ)
, (7.32)
where rij is the partial residual yi − ŷij for fitting β̂j and S(κ, γ) is the soft-thresholding
operator with a value:










κ− γ if κ > 0 and γ < |κ|,
κ+ γ if κ < 0 and γ < |κ|,
0 if γ ≥ |κ|.
(7.33)
Details of the derivation are given in [69]. The soft-thresholding takes care of the lasso
contribution to the penalty. A simple description of the CCD algorithm for elastic net is
as follows [71]:
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The authors assume that the xij are standardized:
∑n







• Initialize all β̂j = 0.
• Cycle around till convergence and coefficients stabilize:
− Compute the partial residuals rij = yi − ŷij = yi −
∑
k 6=j xikβk.






− Update β̂j by soft-thresholding: β̂j ← S(β
∗
j , λ), which equals (7.32).
Friedman et al. [71] compute a group of solutions (regularization path) for a decreasing
sequence of values for λ. Their algorithm starts at the smallest value λmax for which the
entire vector β̂ = 0, selects a minimum value λmin = ǫλmax, and constructs a sequence of
values of λ decreasing from λmax to λmin on the log scale. Each solution is used as a start
for the next problem.
Combination of logistic regression and elastic net
We employ elastic net with high-dimensional data instead of boosting with CWLLS and
combine elastic net and simple logistic regression models similarly as described in Sec-
tion 7.5. The elastic net models are used in the logistic regression setting. The regularized
equation (7.29) is fitted by maximum (binomial) log-likelihood [71]. In GLMs, the linear
models are related to the response via a link function. We combine data at the level of
decisions and sum the linear predictions for clinical and microarray data (7.22). Then the
inverse link function g−1 is applied to the sum of linear predictions (7.24). The schematic
drawing for the combination of clinical and microarray data with elastic net is similar
to the schema in Figure 7.2. For a better readibility of results, we denote this approach
LOG/Z+EN/X.
Parameter setting
We performed experiments in the R environment using packages ‘base’ and ‘glmnet’. We
evaluated λ solution paths produced by the glmnet algorithm in different settings: lasso
penalty (α = 1), ridge regression penalty (α = 0), elastic net penalty (α = 0.5) and
tested the models with various λ solutions on the training and test data sets. Figure 7.6
depicts examples of the experiment. The subfigures were generated from a simulated
microarray data set of moderate power (µX = 0.25) and depict one MCCV iteration (the
same for all figures). The simulated microarray data set included 1, 000 variables and 500
samples (400 training and 100 test). Corresponding AUC preformances are on the vertical
axes. Figures in the first, second and third line were produced based on 20, 400 and
1, 000 selected variables in order to inspect performance in a different dimensional setting.
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Figure 7.6: Examples of λ solution path produced by the glmnet algorithm. The dashed
(solid) line denotes AUC estimated from a training (test) data set. Columns: 1st – lasso
penalty, 2nd – ridge regression penalty, 3rd – elastic net penalty. Lines: 1st, 2nd and 3rd
– 20, 400, 1000 variables in data set. The blue vertical line denotes λOPT .
λ solution paths generated by the glmnet algorithm are on the the horizontal axes. The
blue vertical lines in the subfigures denote the estimated values of λOPT , which were
estimated via a training data set cross-validation (CV). The estimation via the training
data set CV does not seem to work very well, especially for the ridge regression (the
subfigures in the 2nd column). In this case, λOPT is close to zero, although the span of
the ridge regression solutions is large and the data is high-dimensional in the 3rd line.
Maybe an λOPT estimation via an additional validation data set CV could work better.
The estimation of λOPT for lasso (the subfigures in the 1st column) seems to be more
reliable. Therefore, we set (α = 1) and use the lasso penalty in further experiments.
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1. 2. 3. 4.
µZ , µX 0, 0 1, 0.25 0.5, 0.5 1, 0.5
Method (no power) µZ > µX µZ < µX (strong p.)
LOG/Z+EN/X 0.55 ± 0.04 0.68 ± 0.05 0.75 ± 0.04 0.81 ± 0.04
LOG/Z 0.55 ± 0.05 0.65 ± 0.06 0.56 ± 0.05 0.65 ± 0.06
EN/X 0.50 ± 0.03 0.60 ± 0.05 0.74 ± 0.05 0.74 ± 0.05
Table 7.6: The comparison with elastic net – non-redundant data sets.
1. 2. 3. 4.
µZ , µX 0, 0 1, 0.25 0.5, 0.5 1, 0.5
Method (no power) µZ > µX µZ < µX (strong p.)
LOG/Z+EN/X 0.48 ± 0.05 0.95 ± 0.02 0.98 ± 0.01 0.99 ± 0.01
LOG/Z 0.49 ± 0.05 0.94 ± 0.02 0.78 ± 0.04 0.94 ± 0.02
EN/X 0.48 ± 0.04 0.72 ± 0.04 0.97 ± 0.01 0.97 ± 0.01
Table 7.7: The comparison with elastic net – redundant data sets.
Results
The experiment data sets were evaluated in the same way as described in Section 7.7.
We evaluated EN/X and LOG/Z+EN/X with simulated data first. Tables 7.6 and 7.7
display results in non-redundant and redundant settings for different predictive powers
of microarray and clinical data. Combining microarray and clinical data yields a more
accurate prediction performance. When we compare Tables 7.6 and 7.7 with Tables 7.2
and 7.3 with the LOG/Z+B/X approach from Section 7.7. LOG/Z+EN/X due to EN/X
performs slightly better than LOG/Z+B/X.
Then we evaluated EN/X and LOG/Z+EN/X with breast cancer van’t Veer and
Pittman data sets. Average AUCs with standard deviations from test data sets evalu-
ated over 100 MCCV iterations are given in Table 7.8. When we compare Table 7.8 with
Table 7.4 from Section 7.7, both approaches indicate a similar performance. LOG/Z+B/X
performs slightly better than LOG/Z+EN/X in the case of the Pittman data set.
7.12.2 Combining gene expression, clinical and SNP data
The LOG/Z+B/X approach can be also applied to the CFS data set which consists of
several (more than two) parts of data. The CFS data set contains gene expression, clinical,
SNP and proteomic data. We do not include proteomic data into the experiments because
proteomic samples are not enough (see Chapter 6). Clinical data is usually low-dimensional
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Data set Method p = 50 p = 200 p = 500
van’t Veer LOG/Z+EN/X 0.77 ± 0.11 0.77 ± 0.10 0.79 ± 0.11
LOG/Z 0.82 ± 0.10 − −
EN/X 0.67 ± 0.12 0.64 ± 0.12 0.64 ± 0.12
Pittman LOG/Z+EN/X 0.77 ± 0.07 0.78 ± 0.08 0.80 ± 0.07
LOG/Z 0.67 ± 0.09 − −
EN/X 0.74 ± 0.08 0.76 ± 0.08 0.77 ± 0.07
Table 7.8: The comparison with elastic net – breast cancer data sets.
because just a few clinical variables are included in microarray data sets. However, clini-
cal data is high-dimensional in the CFS data set and simple logistic regression without a
dimension reduction step could not be used. Therefore, we applied boosting with CWLLS
to CFS clinical data as well and combined linear predictions in the same way as the equa-
tion (7.22) described in Section 7.5. We denote this approach B/Z+B/X. We evaluated
B/Z+B/X on van’t Veer and Pittman breast cancer data sets and compared them with
LOG/Z+B/X to inspect the efficiency of this method. Table 7.9 shows the results. Simple
logistic regression (LOG) performs slightly better on clinical data. However, B/Z+B/X
can be used instead of LOG/Z+B/X as well and we applied it to the CFS data set. Then,
we applied boosting to SNP data and combined gene expression and SNP data; clinical
and SNP data; and clinical, gene expression and SNP data. The sum of linear predictions








where the upper index S denotes SNP data.
Data set Methods
van’t Veer B/Z B/Z+B/X LOG/Z LOG/Z+B/X
0.80 ± 0.10 0.76 ± 0.10 0.82 ± 0.10 0.79 ± 0.11
Pittman B/Z B/Z+B/X LOG/Z LOG/Z+B/X
0.65 ± 0.09 0.82 ± 0.08 0.67 ± 0.09 0.82 ± 0.08
Table 7.9: Comparison of methods. AUCs from test data sets evaluated over 100 MCCV
iterations. The number of microarray variables is p = 500.
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Results
Table 7.10 shows results of experiments with the CFS data set. The models constructed
with clinical data reached AUC = 0.74. The models based on gene expressions performed
very poorly (AUC = 0.52), which is reflected on combinations of data. The combination
of clinical and SNP data improves the outcome prediction. The combination of clinical,
gene expression and SNP data performs much like the standalone clinical data.
CFS is a very complex disease. Initially, we intended to use the CFS data set for more
experiments, but later we abandoned this idea. The reason is that we are not convinced
about data set quality. The intake illness classification of CFS, which is based on the 1994
case definition criteria [73], does not seem to be related to microarray data. We used this
classification as a disease outcome dependent variable for model fitting. Furthermore, for
example, CFS can be caused by chronic infections [143]. The CFS data set does not include
infection and immunity markers that could influence data informativeness. The clinical
data consists of subjective information based on the questionaire filled in by patients [2].
Data AUC
clinical 0.74 ± 0.07
gene expression 0.52 ± 0.11
SNP 0.72 ± 0.08
Combination of data AUC
clinical + gene expression 0.62 ± 0.09
clinical + SNP 0.77 ± 0.07
SNP + gene expression 0.58 ± 0.10
clinical + gene expression + SNP 0.74 ± 0.08
Table 7.10: CFS data set. AUCs from test data sets (including mean AUCs and standard
deviations) evaluated over 100 MCCV iterations.
7.13 Execution times
The execution time of the combined models is dominated by the execution times of the
models built with high-dimensional data; therefore, we compared the execution times of
the FGD boosting algorithm from the package ‘mboost’ (B/X and LOG/Z+B/X) with
the CCD algorithm from the package ‘glmnet’ (EN/X and LOG/Z+EN/X). Figure 7.7
depicts this comparison. Increasing numbers of variables are on the horizontal axes, while
total execution times for 100 MCCV iterations (in minutes) are on the vertical axes. The
plots indicate that both methods need similar time to be computed. The execution times
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grow almost linearly. Besides, FGD boosting grows with the number of boosting iterations
(in our simulations mmax=700). A grid of 100 λ values is computed in each iteration of
EN. The simulations were run on a standard PC (Intel T72500 Core 2 Duo 2.00 GHz, 2
GB RAM) and a 32-bit operating system.


















(a) B/X and LOG/Z+B/X.


















(b) EN/X and LOG/Z+EN/X.
Figure 7.7: The comparison of execution times. The times are measured for 100 MCCV
iterations.
7.14 Conclusions
This chapter is concerned with the outcome prediction of combined models. We used
logistic regression models built through different ways. GLMs enabled combining these
models. LOG/Z+B/X approach employs logistic regression and boosting with CWLLS.
The extention of LOG/Z+B/X is pre-LOG/Z+B/X, which includes pre-validation of mod-
els built with microarray and clinical data followed by weights calculation. Weights set
the relevance of microarray and clinical models for data combination.
We described LOG/Z+EN/X which employs logistic regression and elastic net. A
comparison with LOG/Z+B/X showed that the two methods provide about the same
performance. This finding can be explained by the fact that we used elastic net in the
setting with lasso penalty. Boosting with CWLLS is a sparse regularization method as
the lasso. In boosting with CWLLS, one predictor variable, not necessarily a different
one, is selected for each iteration. Efron et al. [57] demonstrated that the coefficient
estimates (regularization paths) from the lasso and forward stagewise linear regression
which is related to slow gradient-based L2-boosting with small fixed stepsize (e-Boosting)
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are nearly identical.
We modified LOG/Z+B/X and applied it to CFS data set which consists of microarray,
clinical and SNP data. A combination of data sources can lead to a more accurate outcome
prediction. On the other hand, there is a danger that integration of a data source of poor
quality can decrease outcome prediction. The presented results prove that the approaches
described in this chapter are not prone to this problem so much as that they can cope
with a data source of a worse quality in some bounds.
We also compared execution times of the FGD boosting algorithm from package
‘mboost’with the CCD algorithm from package ‘glmnet’. The execution times of the
combined models grow linearly with the number of genes; the approaches are not time
consuming.
Chapter 8
Additional predictive value of
microarrays
8.1 Introduction
Many clinical variables have already been investigated and are now well established in
cancer research, [183], while most genes are not yet validated as predictors. Gene expres-
sions are expected to contribute significantly to progress in cancer treatment by enabling
precise and early diagnosis. However, results show that the predictive power is often over-
estimated in the case of genes. The overestimation is clear especially when the number of
samples is low and the total number of genes high. High-dimensional data is more sensi-
tive to overfitting. Potential prognostic genes are often selected on a single data set and
assumed to have the same predictive power with other data sets. In addition, methods
that employ microarrays are not always evaluated correctly (see Section 3.4). Probably
due to the overoptimistic results and attractiveness of microarrays, researchers do not pay
attention to given clinical data in the same manner as in the pre-microarray era. Mi-
croarray data sets usually include just a few clinical variables. Clinical data is usually not
difficult to collect and its acquisition is almost always much cheaper than in the case of
microarray gene expression data. This chapter investigates an additional predictive value
of microarray data.
Few authors have dealt with this topic. Eden et al. [56] compared the power of gene
expression measurements to conventional clinical prognostic markers for predicting dis-
tant metastases in breast cancer patients. The performance of metastasis prediction was
presented by ROC and Kaplan-Meier plots. The gene expression profiler did not per-
form noticeably better than indices constructed from clinical variables. Tibshirani and
Efron [181] proposed a pre-validation technique for making a fairer comparison between
the two sets of predictors. They compared a predictor of a disease outcome derived from
gene expression levels to standard clinical predictors. The technique is partially described
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in Section 7.8 where it is employed for the determination of weights of linear predic-
tors. Hofling and Thibshirani [98] extended the pre-validation technique by a permutation
testing-based procedure. They showed that the permutation test achieves roughly the
same power as the analytical test in simulation studies.
Boulesteix et al. published two papers about the additional predictive value of microar-
rays [27, 25]. The first one combines partial least squares (PLS) dimension reduction and
pre-validation (PV) introduced by Thibshirani and Efron. Random forests are then ap-
plied with pre-validated PLS new components and the clinical variables as predictors. We
evaluate and compare our approach together with this method in Section 8.3. The second
one deals with a permutation-based procedure and uses logistic regression and boosting.
It could seem that this approach is similar to our approach, however it is different because
the authors combine data in a different way and feed the offset values of the boosting
algorithm with linear predictions from the logistic model. The method supposes that all
clinical variables are already given (which means that the clinical data are included during
the training of the data and cannot be included during the testing of the data), which is
a disadvantage if this method would be used for class prediction with gene expression and
clinical data.
Truntzer et al. [183] adjusted for clinical and gene expression information in Cox pro-
portional hazard models. The contribution of clinical and transcriptomic variables to
prognosis were compared through simulations and by using the Kent and O’Quigley ρ2
measure of dependence. The results showed that predictive power is overestimated in the
case of genes.
We propose a two-step approach that can determine the additional predictive value
of microarray data in this chapter. It is based on the method described in Chapter 7.
We evaluate this approach together with other method designed for the same purpose on
real breast cancer data sets. According to results, our approach can determine whether
microarray data has an additional predictive value and even the joined classifier can com-
bine microarray and clinical data more efficiently than the other designed method used
for comparison.
8.2 Determination of predictive value
The schematic drawing of our two-step approach for determination of the additional pre-
dictive value, including a validation schema, is shown in Figure 8.1. It can be described
as follows. Step 1 consists in an evaluation of the performance of the classifier with clin-
ical variables alone. The logistic regression was used as a classifier and was denoted as
LOG/Z. Step 2 consists in an evaluation of the performance of the classifier combining
clinical variables and microarray data, which was described in Section 7.5 and was denoted
as LOG/Z+B/X. If the microarray data has an additional predictive value, the perfor-








































Figure 8.1: Two-step method for the determination of the additional predictive value
of microarray data. The dashed line denotes step 1 (LOG/Z). The dot-and-dashed line
denotes step 2 (LOG/Z+B/X).
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mance of step 2 is higher than the performance of step 1. The findings are statistically
assessed with paired Wilcoxon rank sum test with 95% confidence level.
8.3 Results
We evaluated our approach on four breast cancer data sets. The evaluation schema was
the same as in previous chapter. Table 8.1 shows the results. According to the table, van’t
Veer and Sotiriou microarray data does not have additional predictive value comparing
to clinical data and it is better to use clinical data alone for prediction of prognosis.
These findings coincide with the findings in previous chapter. The finding that van’t
Veer microarray data does not have additional predictive value coincides with conclusions
in [27, 25, 56]. Pittman and Mainz microarray data improves prediction performance.
We also evaluated our approach together with the method published by Boulesteix
et al. [26] that addresses an additional predictive value of microarray data. The authors
of the article evaluate the proposed approach in various settings and combinations and
compare it with other classifiers such as SVM or RF. We evaluated and compared our
approach to the method denoted as PLS-PV-RF/XZ which has the best performance in
the article. The method is implemented and is available in R package ‘MAclinical’.
The method evaluates by means of error rates. That is why we evaluated our approach
by means of error rates in this section as well (see Chapter 4 for the description of validation
and evaluation). We used the script from R package ‘MAclinical’. We just applied the
same validation schema to PLS-PV-RF/XZ and used the same data sets as for our two-step
approach. Table 8.2 shows the results of this experiment. LOG/Z+B/X performs better
than PLS-PV+RF/XZ on van’t Veer and Pittman data sets. Methods predict outcome
similarly on Mainz and Sotiriou data sets.
Data set Step AUC APVM p-value Statistically significant
1 0.82 ± 0.11
van’t Veer 2 0.79 ± 0.11 NO 6.64e−06 YES
1 0.67 ± 0.09
Pittman 2 0.82 ± 0.08 YES 1.34e−15 YES
1 0.59 ± 0.10
Mainz 2 0.68 ± 0.10 YES 1.36e−09 YES
1 0.71 ± 0.11
Sotiriou 2 0.61 ± 0.12 NO 8.07e−04 YES
Table 8.1: Additional predictive value of microarrays.
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Data set Method Mean error p-value Statistically significant
LOG/Z+B/X 0.29 ± 0.11
van’t Veer PLS-PV+RF/XZ 0.31 ± 0.10 2.63e−02 YES
LOG/Z+B/X 0.24 ± 0.07
Pittman PLS-PV+RF/XZ 0.29 ± 0.08 2.21e−06 YES
LOG/Z+B/X 0.24 ± 0.07
Mainz PLS-PV+RF/XZ 0.24 ± 0.06 8.92e−01 NO
LOG/Z+B/X 0.36 ± 0.11
Sotiriou PLS-PV+RF/XZ 0.37 ± 0.11 3.68e−01 NO
Table 8.2: Comparison of LOG/Z+B/X with PLS-PV+RF/XZ method described in
Boulesteix et al. [26]. Methods evaluated by mean values of error rates based on available
R script in R package ‘MAclinical’.
8.4 Conclusion
We presented a two-step approach that can determine additional predictive value of mi-
croarray data in this chapter. It has been shown that the method presented in the previous
chapter that offers a solution of construction of a classifier combining the two different
types of data can be used for determining additional predictive value of microarray data.
According to findings in Section 8.3, van’t Veer and Sotiriou microarray data sets
do not have additional predictive value, while Pittman and Mainz microarray data sets
do. These findings demonstrate the fact that clinical data is still a valuable data source
which should be used if available. The LOG/Z+B/X method can combine clinical and
microarray data more efficiently than the PLS-PV+RF/XZ method on the van’t Veer and
Pittman data sets.
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Chapter 9
Breast cancer prognostic genes
9.1 Introduction
The major aim of class prediction studies is to identify a set of key genes, also known
as a signature or mRNA profile, that can accurately predict a class membership of new
samples. We employ five breast cancer data sets in this thesis. It is interesting to compare
selected features of gene expression classifiers built up in the different breast cancer data
sets. Table 9.1 shows an overview of the sizes of these data sets.
Class prediction studies in breast cancer can be categorized into two main subtypes:
prognostic and predictive class prediction. Prognostic class prediction, discriminates be-
tween a good and a poor outcome by comparing highly aggressive and less aggressive
primary tumors, while predictive class prediction describes predictors of response to ther-
apy [55]. We deal with prognostic class prediction in this thesis, see the outcomes in
Table 9.1.
Breast cancer is not a single disease but a complex of genetic diseases characterized
by the accumulation of multiple molecular alternations. It has become clear that patients
Data set Microarray technology Dimension Outcome
van’t Veer cDNA Agilent 78 x 4348 recurrence during 5 years
after resection
Pittman Affymetrix Human U95Av2 158 x 12625 recurrence within 5 years
Wang Affymetrix Human U133a 286 x 22263 relapse/distant metastases
within 5 years
Mainz Affymetrix Human U133a 200 x 22283 distant metastases
after 5 years
Sotiriou cDNA 99 x 4246 relapse within 10 years
Table 9.1: Summary of microarray data sets.
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with similar clinical and pathological features may show distinct outcomes and vary in
their response to therapy [55]. It is known that there are several different types of breast
cancer. However, it remains to be determined how many of them can be identified reliably
with currently available data. The main classes of breast cancer were originally defined
by Perou et al. [153]. Table 9.2 shows the current main classes of breast cancer based on
the reviews of Rakha et al. [55], Ross [161] and Sotiriou et al. [172]. According to Rakha
et al. [55], the difference between the classes is not based on single genes or a specific
pathway, but on a constellation of several groups of genes that make the signature of each
class.
There are a large number of published breast cancer signatures in the literature; how-
ever, the predictive success of these studies suffers from the fact that the genes in the
designed signatures have only a few genes in common (see, e.g., [59]). For example, the
van’t Veer and the Wang prognostic models, which study the same breast cancer popu-
lation and outcome, shared only three genes in common [76]. Moreover, the predictive
performance of both models decreased drastically when applied to each other’s data [59].
According to [116], as few as 3% of published studies describing potential applications in
genomic medicine have progressed to a formal assessment of clinical utility.
Table 9.3 shows an overview of breast prognostic and predictive biomarkers in clinical
use, including multigene signatures. Oncotype DX and MammaPrint are the two tests
that have achieved the most advanced commercial success. Although the MammaPrint
test, which is based on the van’t Veer signature, was originally criticized for including
some patients in both training and test groups, it has been clinically valitated to a high
standard and has the US Food and Drug Administration (FDA) approval [136]. Reviews
of diagnostic and prognostic signatures can be found in [161, 172].
The fact that different gene signatures have very few genes in common is a common
feature of complex gene expression data that contain large numbers of highly correlated
variables [172]. It is possible to find several sets of genes with similarly accurate predic-
tion performances despite the limited overlap of these genes [59]. A difficulty of high-
dimensional model selection comes from the collinearity among the predictors [64]. This
variable selection problem has been described in [75]. Large gene expression data sets have
stimulated the development of the novel regularized techniques that can cope with small
samples, from which has arisen a need of measuring variable importance and standardiza-
tion of regression coefficients [208]. Classification methods for high-dimensional data has
been overviewed in Chapter 3.
This chapter tests the gene expression classifiers introduced in Chapter 7 and inves-
tigates how many features they select and how many genes they share when they are
evaluated with the five breast cancer data sets. We compare boosting, elastic net with L1
penalty (the lasso) and a method that takes into account correlations among genes. This




Luminal A (19-39%) Characterized by the highest expression of the ER and
ER-related genes. Most studies have reported this as
the best prognosis class.
Luminal B (10-23%) Shows low to moderated expression of ER-related
genes. Compared with luminal A, this class may have
a higher proliferation rate, expresses genes that seem
to be shared with basal-like and HER2 subtypes and
are associated with a less favourable outcome.
ER-negative tumors (30-45%)
Basal-like (16-37%) Corresponds to ER-negative, PR-negative and HER2-
negative (so-called triple-negative breast cancers).
The triple-negative breast cancers are heterogeneous
and can be divided into multiple additional subgroups.
The dysfunction of the BRCA1 pathway is another
feature that differentiates basal-like cancers from lu-
minal ones.
HER2-positive (4-10%) Shows amplification of HER2 and high expression of
ERB2, GRB7, GATA4 genes. Tumors of this class
can be ER-positive or ER-negative. Both basal-like
and HER2 tumors include high levels of p53 mutation,
aggressive clinical behaviour, poor prognosis and do
not respond to hormonal therapy.
Normal breast-like (up to 10%) Shows a high expression of genes characteristic of
parenchymal basal epithelial cells and adipose stro-
mal cells with a low expression of genes characteristic
of luminal epithelial cells. The tumors have better
prognosis than basal-like cancers.
Table 9.2: The main classes of breast cancer based on the reviews in [55, 161, 172].
Explanatory notes: ER – estrogen receptor, PR – progesterone receptor, HER2 – human
epidermal growth factor receptor.
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Biomarker Clinical significance
BRCA1 High expression of BRCA1 confers worse prognosis in untreated
patients (James et al. [109]).
CTC Breast cancer patients with ≧ 5CTC/7.5 ml of peripheral blood
are associated with shorter PFS and OS (i.e. a poor prognosis)
(Cristofanilli et al. [41]).
ER Patients with ER-positive breast tumors have a better survival
than patients with hormonal negative tumors (Early Breast Can-
cer Trialists’ Collaborative Group [81]).
eXageneBC Provides prognosis in node-positive or node-negative breast cancer
patients (Davis et al. [46]).
Her2/neu Patients with Her2/neu-positive breast tumors are more aggres-
sive and have a worse prognosis compared to Her2/neu-negative
tumors (Mass et al. [133]).
Ki-67 Expression of Ki-67 is associated with proliferation and progres-
sion in breast cancer (Dowsett et al. [50]).
MammaPrint A 70-gene prognostic assay used to identify breast cancer cases at
the extreme end of the spectrum of disease outcome by identifying
patients with good or very poor prognosis (van’t Veer et al. [185]).
Mammostratr This standard purely prognostic test uses five antibodies with
manual slide scoring to divide cases of ER-positive, lymph node
negative breast cancer tumors treated with tamoxifen alone into
low-, moderate- or high-risk groups (Ring et al. [160]).
Oncotype DX A 21-gene multiplex test used for prognosis to determine 10-year
disease recurrence for ER-positive, lymph node negative breast
cancers using a continuous variable algorithm and assigning a tri-
partite recurrence score (Goldstein et al. [79]; Paik et al. [150]).
PR Patients with PR-positive breast tumors have a better survival
than patients with hormonal-negative tumors (Dowsett et al. [49]).
NuvoSelect A combination of several pharmacogenomic genesets used primar-
ily to guide selection of therapy in breast cancer patients. This test
also provides the ER and HER2 mRNA status (Ayers et al. [18]).
Roche AmpliChip Low expression of CYP2D6 predicts resistance to tamoxifen-based
chemotherapy in breast cancer patients (Hoskins et al. [99]).
Rotterdam Signature A 76-gene assay used to predict recurrence in ER-positive breast
cancer patients treated with tamoxifen (Wang et al. [192]).
Table 9.3: Breast prognostic and predictive biomarkers in clinical use, which has been
reviewed by Mehta et al. [136] (2010).
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9.2 Gene selection methods
We compare the gene selection of the following gene expression classifiers.
Boosting and elastic net
We use boosting with componentwise linear least squares (CWLLS), which has been al-
ready described in Section 7.4. To recapitulate, in each iteration the CWLLS base proce-
dure performs a linear least square regression against the one selected predictor variable
which reduces the residual sum of squares most [35]. We use the elastic net algorithm in
the setting with L1 penalty (the lasso) (see Section 7.12). The lasso also selects only one
variable from the group of correlated variables and does not care which one is selected [206].
In simulations, the lasso had higher predictive performances than the elastic net, which
takes into account both L1 and L2 penalties and correlated variables. Therefore, we prefer
to use the lasso.
Feature selection using CAT scores and FNDR thresholding
This method takes into account correlations among genes using correlation-adjusted t-
scores (CAT) controlled by false nondiscovery rates (FNDR) [10]. The approach is based
on shrinkage discriminant analysis and consists of the three following cornerstones:
• the use of James-Stein shrinkage for training the classifier, where all regularization
parameters are estimated;
• feature ranking based on CAT scores, which emerge from a restructured version of
the LDA equations and enable the ranking of genes in the presence of correlation;
• feature selection based on FNDR thresholding for inclusion in the prediction rule.
According to Zuber and Strimmer [207], for two-class classification, the feature selec-
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2 is the scale factor, where nQ is the number of observations in each
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group. In binary classification, the number of groups is Q = 2. The CAT score extends the
fold change and t-scores. While the t-score is the standardized mean difference µ1−µ2, the
CAT score is the standardized as well as decorrelated mean difference. P−
1
2 is responsible
for the decorrelation and is known as the Mahalonobis transform [10].
According to [10], a summary score to measure the total impact of feature j ∈ {1, . . . , p}











The detailed description of this approach can be found in [10, 207].
The intuitive and natural choice is to use an LDA classifier for class prediction in
this approach. The classifier is fed by selected features. We evaluated the predictive
performance of this approach with five breast cancer data sets. The computation of
CAT scores with FNDR thresholding is implemented in R package ‘sda’. Its authors
recommend using the larger FNDR-based feature set for class prediction, not just using
genes considered to be differentially expressed [10]. Based on these recommendations, the
set of features that can be included in the classifier was thresholded by Si < 0.9. We
experimented with lower values but it sometimes happened that the threshold was too
strict and no features went through.
We evaluate this approach in the same way as methods described earlier in this thesis
(see Chapter 4 for more information). Table 9.4 shows the prediction performances of this
approach with the five breast cancer data sets. In comparison with previous results, the
LDA classifier with features selected using CAT scores with FNDR thresholding performs
slightly worse than the approaches evaluated in Chapter 7.
Data set
van’t Veer Pittman Wang Mainz Sotiriou
0.67 ± 0.12 0.74 ± 0.10 0.59 ± 0.08 0.64 ± 0.10 0.54 ± 0.11
Table 9.4: LDA prediction with feature selection using CAT scores and FNDR thresh-
olding. AUCs from test data sets (including mean AUCs and standard deviations) are
evaluated over 100 MCCV iterations.
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9.3 Evaluation of selected genes
The disadvantage of MCCV subsets and small sample sets in general is that the selected
genes are influenced by the subset. Therefore, we evaluated and summed nonzero coeffi-
cients over all MCCV iterations. We used the same evaluation scheme as described earlier
in this thesis – we selected and evaluated features over 100 MCCV iterations. The overall
number of selected variables is increased because selected genes in each MCCV iteration
subset are slightly different.
Regularized class prediction is characterized by the fact that many coefficients are
zero. In Chapter 7, we used the classifiers based on logistic regression, where each of the
coefficients describes the size of the contribution of each gene. A large coefficient means
that the gene strongly influences the probability of the outcome. A positive coefficient
means that the gene increases the probability of the outcome, while a negative coefficient
means that the gene decreases the probability of the outcome.
We recorded the selected coefficients as follows:





β̂j . K denotes the total number of MCCV iterations.
2. Compute the absolute value of each β̂j : |β̂j |.
3. Sort |β̂j | in descending order.
The second way in which we recorded the selected coefficients was that we counted
the frequencies of inclusion of a gene in the classifier. Thus, if β̂j 6= 0, the counter D
of j coefficient was Dsumj = D
sum
j + 1, where initially all D
sum
j = 0 for j = 1, . . . , p. The
consequent steps were the same as in the previous case.
The two ways of counting coefficient estimates are presented in an example in Fig-
ure 9.1. They are shown in the first and the second rows of this figure respectively. The
figure depicts the Pittman data set and boosting.
9.4 Results
We evaluated the aforementioned gene selection methods with the five breast cancer data
sets. Figure 9.2 shows the boxplots with the number of genes selected in every iteration and
evaluated over 100 MCCV iterations. In the case of boosting and elastic net classifiers, the
number of selected genes is partially influenced by the different sizes of the gene expression
data sets and differs with used data sets. The third classifier based on feature selection
using CAT and FNDR thresholding selects approximately the same number of genes all
the time.
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(a) Absolute values of sums of coefficients.
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(b) Histogram of absolute values of sums.
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(d) Histogram of summed gene frequencies.
Figure 9.1: The cumulative sums of coefficient estimates computed over MCCV iterations.
The example is depicted for the Pittman data set and boosting. Genes with the non-zero
coefficients were selected over 100 MCCV iterations. The resulting feature subset with
non-zero coefficients included 841 genes.
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(c) Feature selection using CAT scores and FNDR thresholding.
Figure 9.2: The boxplots with the number of genes selected in every iteration and evaluated
over 100 MCCV iterations.
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The second experiment focused on the content of selected gene sets. We compared
how many genes the selection methods share. Figure 9.3 shows results of this experiment.
We used the first way counting of coefficient estimates described in the previous section;
thus we summed the coefficient values. Boosting and elastic net classifiers select the most
similar gene sets. Boosting and FS using CAT and FNDR thresholding have less than 20
% of selected genes in common.
Due to the fact that boosting and elastic net classifiers select the most similar gene sets,
we compared the shared genes of these two classifiers among five breast cancer data sets.
We found 14 shared genes that are given in Table 9.5. We used web gene converters [4]
to convert Affymetrix IDs of Affymetrix gene expression data to EntrezGene IDs; and
Rosetta files [185] to convert IDs of cDNA gene expression data to EntrezGene IDs.
Gene name Gene Description
FAM21B Family with sequence similarity 21, member B
BCLAF1 BCL2-associated transcription factor 1
ORAI2 ORAI calcium release-activated calcium modulator 2
CD44 CD44 molecule (Indian blood group)
TMCC1 Transmembrane and coiled-coil domain family 1
CABIN1 Calcineurin binding protein 1
HNRPA3 Heterogeneous nuclear ribonucleoprotein A3
MTHFR 5,10-methylenetetrahydrofolate reductase (NAD PH)
TCEB1 Transcription elongation factor B (SIII), polypeptide 1 (15kDa, elongin C)
LOC641311 Ribosomal protein L31 pseudogene
ISCA1 Iron-sulfur cluster assembly 1 homolog (S. cerevisiae)
MTF1 Metal-regulatory transcription factor 1
RND2 Rho family GTPase 2
MAP4 Microtubule-associated protein 4
Table 9.5: The shared genes between the boosting and elastic net classifiers and among
five breast cancer data sets (van’t Veer, Pittman, Wang, Mainz, Sotiriou).
9.5 Conclusions
Multiple studies have shown that predictive gene signatures suffer from instabililty of their
membership and lack of reproducibility in independent studies (see, e.g., [59]). We com-
pared selected genes of three gene selection methods and evaluated them with five breast
cancer data sets. Boosting and elastic net classifiers in the setting with L1 penalty (the
lasso) select the most similar gene sets, which is probably because of a connection between
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(a) Boosting and elastic net.





























60 44 36 52 0
(b) Boosting and FS (CAT, FNDR).
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(c) Elastic net and FS (CAT, FNDR).





























31 35 32 21 0
Boosting
Elastic net
FS using CAT scores and FNDR thresholding
(d) Boosting, elastic net and FS (CAT, FNDR).
Figure 9.3: Shared genes among gene selection algorithms. The numbers of shared genes
are written down on the horizontal axes. The vertical axes depict the numbers of shared
genes in selected genes, which were selected over 100 MCCV iterations.
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these two classifiers [57]. Other comparisons of these classifiers with FS using CAT and
FNDR thresholding did not bring very high gene overlaps. When we compared the selected
genes from five breast cancer data sets, we found only 14 shared genes. A poor representa-
tion of tumors in breast cancer studies can be another problem over the problems resulting
from high-dimensional data [136]. According to Rakha et al. [55], microarray technology
should not be expected to replace current traditional diagnostic algorithms, but should
be integrated within these and may contribute additional complementary prognostic in-
formation, which should improve patient management. This statement is in accordance
with the combined use of clinical and microarray data advocated in this thesis.
Chapter 10
Gene ontology feature selection
10.1 Introduction
Dimension reduction (selecting a small number of genes) is an effective way to improve
the mining efficiency of high-dimensional data as mentioned in Chapter 3. Methods of
dimension reduction can be categorized into two groups: feature selection and feature
extraction. Feature selection chooses a subset of features (genes) from the original ones.
Feature extraction creates a new lower-dimensional feature space from the original high-
dimensional feature space. Feature selection algorithms are used more often because the
features they choose are more biologically meaningful. Feature selection methods fall into
filter and wrapper methods. Filter feature selection methods select a feature subset that
is independent of any mining algorithm in contrast to wrapper feature selection methods
that use a given mining algorithm to determine the goodness of a selected subset. We
concentrate on the filter method.
Some filter selection methods evaluate genes in isolation without considering gene-to-
gene relations. They rank genes according to their individual relevance or discriminative
power and select top-ranked genes based on statistical tests. However, genes are well known
to interact with each other through various reactions. Biologists effort to identify the
fundamental mechanisms of the biological process that the gene expression data represents.
Thus, it is desirable to find a subset of features which is more interpretable.
This chapter aimes at incorporating gene-to-gene relations and interactions into the
class prediction process. Gene ontology (GO) represents a controlled biological vocabulary
and repository of computable biological knowledge [89]. The similarity matrix is often used
in connection with ontologies, which is a way of gene-to-gene relations presentation. We
propose preliminary results with four variants of the method combining GO information
with gene expression data. GO is incorporated in microarray data at the beginning of the
class prediction process (early integration) and influences selected features. Based on GO
integration, features selected by the class prediction method can be more meaningful and
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better interpretable.
Feature selection [157, 151] or extraction [38] with GO is not new. GO is widely
used in many fields. Some authors search for expression correlations [38] while others
directly eliminate highly correlated genes [151]. Finding correlated expression patterns is
the goal of gene clustering. Srivastava et al. [174] integrate GO knowledge and expression
data using Bayesian regression mixture models to perform unsupervised clustering of the
samples and identify physiologically relevant discriminative features. Jiang et al. [111]
construct a gene semantic similarity network and then use the network to infer disease
genes. They show that genes with higher semantic similarity scores tend to be associated
with diseases with higher phenotype similarity scores. Cho et al. [38] present a feature
extraction algorithm based on the concept of virtual genes by integrating microarray data
with GO annotations. Virtual genes are groups of genes that potentially interact with
each other and are used to build a sample classifier.
The next section describes approaches that select a subset of genes with incorporated
GO information. Feature selections based on GO are evaluated with a benchmark breast
cancer data set.
10.2 Combining gene expression data with gene ontology
The proposed approaches integrate GO information into gene selection. GO is divided
into three orthogonal ontologies: (a) biological process (BP), (b) molecular function (MF),
and (c) cellular component (CC). The three ontologies are represented as directed acyclic
graphs in which nodes correspond to terms and their relationships are represented by edges.
GO supports two types of relations: the ‘is-a’ and the ‘part-of’. Figure 10.3 describes
the microarray data feature selection procedure. Each of the three different ontologies
is used separately. At the beginning, each ontology semantic similarity matrix (SSM)
for each ontology is computed based on microarray gene IDs converted to EntrezGene
IDs. SSM computing for the expression matrix with a dimension in thousands genes is
computationally intensive. Therefore, we take K random genes.
SSM can be computed with various measures. An overview can be found in [127].
We calculated SSM with Wang’s [191] method. Wang is a graph structure based method
which encodes the semantic of a GO term in a measurable format to enable a quantitative
comparison. Wang measures determine the semantic similarity of two GO terms based on
both the locations of these terms in the GO graph and their relations with their ancestor
terms. Wang defines the semantic value (S-value) of term A as the aggregate contribution
of all terms in DAGA to the semantics of term A; the term closer to term A in DAGA
contributes more to its semantics [191]. Given two GO terms A and B, Wang’s semantic
similarity between these two terms is defined as [191]:





SV (A) + SV (B)
, (10.1)
where SA(t) 〈SB(t)〉 is the S-value of GO term t related to term A 〈B〉, and SV (A) =
∑
t∈TA
AA(t). A more detailed description can be found in [191].
We use a threshold to convert SSM to an adjacency matrix with ones and zeros. The
two genes are connected if the semantic similarity between two genes is greater than a
threshold. The adjacency matrix also has zeros diagonally. We performed experiments in
the R environment. An illustrative examples of SSM and the adjacency matrix with ten
genes are given in Figure 10.1.
> ssm[1:10,1:10]
1915 2527 7392 1359 9976 4617 4664 8463 80153 9818
1915 1.000 0.627 0.542 0.505 0.282 0.418 0.542 0.542 1.000 0.409
2527 0.627 1.000 0.753 0.708 0.188 0.539 0.753 0.753 0.627 0.542
7392 0.542 0.753 1.000 0.615 0.200 0.677 1.000 1.000 0.449 0.673
1359 0.505 0.708 0.615 1.000 0.147 0.436 0.615 0.615 0.492 0.443
9976 0.282 0.188 0.200 0.147 1.000 0.160 0.200 0.200 0.231 0.164
4617 0.418 0.539 0.677 0.436 0.160 1.000 0.677 0.677 0.351 0.682
4664 0.542 0.753 1.000 0.615 0.200 0.677 1.000 1.000 0.449 0.673
8463 0.542 0.753 1.000 0.615 0.200 0.677 1.000 1.000 0.449 0.673
80153 1.000 0.627 0.449 0.492 0.231 0.351 0.449 0.449 1.000 0.346
9818 0.409 0.542 0.673 0.443 0.164 0.682 0.673 0.673 0.346 1.000
> adjm
1915 2527 7392 1359 9976 4617 4664 8463 80153 9818
1915 0 0 0 0 0 0 0 0 1 0
2527 0 0 1 1 0 0 1 1 0 0
7392 0 1 0 0 0 1 1 1 0 1
1359 0 1 0 0 0 0 0 0 0 0
9976 0 0 0 0 0 0 0 0 0 0
4617 0 0 1 0 0 0 1 1 0 1
4664 0 1 1 0 0 1 0 1 0 1
8463 0 1 1 0 0 1 1 0 0 1
80153 1 0 0 0 0 0 0 0 0 0
9818 0 0 1 0 0 1 1 1 0 0
Figure 10.1: Examples of the semantic similarity matrix and the adjacency matrix
A gene connectivity graph is created from the adjacency matrix. The graph for the
illustrative example is depicted in Figure 10.2. In the gene connectivity graph, we look for
maximum clique or cliques that identify a set of semantically similar genes. In this figure
the genes (vertices) belonging to an example with a maximum gene clique are denoted in
red.
10.2.1 Filtering with gene ontology
Four variants of combining of GO information with microarray data were explored:
• Variant A - Microarray data enrichment with gene ontology relations
based on maximum gene cliques
Maximum gene cliques are found. Based on the statistical characteristics of mi-
croarray data (e.g. mean, variance), we add a value to the gene expression in the
microarray data matrix, if the gene is included in the maximum cliques. In the
evaluation, t-statistics feature selection is performed during each MCCV iteration
from the training data.











Figure 10.2: A gene connectivity graph for ten genes with an example of a clique (vertices
denoted in red).
• Version B - Microarray data enrichment with gene ontology relations
based on maximum gene cliques
Maximum gene cliques are found. Based on the statistical characteristics of microar-
ray data (e.g. mean, variance), we add a value to the gene expression in microarray
data matrix, if the gene included is in the cliques and the gene expression in microar-
ray data is higher than a threshold. We subtract a value from the gene expression
in the microarray data matrix, if the gene is included in the cliques and the gene ex-
pression in microarray data is lower than a threshold. In the evaluation, t-statistics
feature selection is performed during each MCCV iteration from the training data.
• Version C - Microarray data gene ontology feature selection based on
frequencies of each gene connectivity
We use adjacency matrix and sum cols (or rows) of this matrix to get a vector v





• Version D - Microarray data gene ontology feature selection based on
maximum gene cliques
Maximum gene cliques are found. Genes included in maximum gene cliques are
selected from microarray data.
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The devised methods are evaluated with the same schema as described in previous
chapters. The enriched or filtered microarray data are evaluated over 100 MCCV itera-
tions. t-statistics feature selection, if it is used, is performed during each MCCV iteration
from the training data. AUCs are evaluated for the test data sets. Support vector ma-
chines (SVM) with linear kernel and elastic net with the setting described in Section 7.12














Figure 10.3: Gene ontology feature selection. A, B, C, D denote the variants of feature
selection described in this chapter.
10.3 Results
We evaluated four variants incorporating microarray data with GO described in the pre-
vious section together with two other variants: no feature selection and t-statistic feature
selection. We used the Pittman breast cancer data set for evaluations. The experiments
were evaluated in the R environment using packages ‘GOSemSim’ and ‘igraph’ for com-
puting SSMs and working with graphs respectively. The SVM algorithm is included in
R package ‘e1071’ and we used it in the default setting with a linear kernel. The com-
putations of SSMs were time consuming. The Pittman data set includes more than 8000
genes. We decreased the dimension of SSM by using K = 2, 000 random genes.
Proposed approaches were evaluated with the cellular component (CC) ontology which
showed to be the best [188]. Table 10.1 displays the results. Variant D reaches the best
performance with both class predition methods. Elastic net usually performs better than
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Feature selection Method
Ontology Version t-statistics (# of genes) SVM Elastic net
− − NO (8385) 0.73 ± 0.07 0.75 ± 0.08
YES 50 0.67 ± 0.08 0.75 ± 0.08
YES 500 0.73 ± 0.08 0.77 ± 0.08
CC A YES 50 0.67 ± 0.08 0.75 ± 0.08
YES 500 0.73 ± 0.08 0.77 ± 0.08
CC B YES 50 0.66 ± 0.08 0.74 ± 0.08
YES 500 0.72 ± 0.08 0.75 ± 0.08
CC C NO (405) 0.73 ± 0.07 0.75 ± 0.08
CC D NO (397) 0.78 ± 0.07 0.78 ± 0.07
Table 10.1: Four variants A,B,C,D used with cellular component ontology (CC) and eval-
uated with the Pittman data set. AUCs from test data sets (including mean AUCs and
standard deviations) evaluated over 100 MCCV iterations. The column t-statistics indi-
cates whether genes were selected on the basis of the absolute value of the t-statistics using
R package ‘st’ during each MCCV iteration from training data.
SVM in our experiments. The number of selected genes also depends on the threshold of
the adjacency matrix. We used a threshold of 0.8 for all experiments. Full-scale testing of
thresholds and other parameters are needed.
10.4 Conclusion
We proposed four variants of using GO information with gene expression data. GO infor-
mation is incorporated at the stage of early integration in order to improve binary class
prediction. The selected feature sets were enriched with genes regarding gene-to-gene rela-
tions and interactions with each other. Similarity matrices were computed with the Wang
measure that is based on the GO graph structure. Microarray data gene ontology feature
selection based on maximum gene cliques (Variant D) with CC gene ontology improved
prediction performances.
In the future, research will deal with ways on how to accelerate SSM computing and
how to make this calculation possible for all genes of high-dimensional gene expression
matrix. Future research will also include full-scale testing of various paramaters with all
three ontologies, evaluation of methods with more data sets, a comparison of selected
features, and performance of other GO based feature selection methods. Using pathways
and other resources in addition to the GO should also bring improvements.
Chapter 11
Conclusions
This thesis deals with microarray data disease outcome prediction. Microarray data suffers
from high-dimensionality, inadequate sample sizes and low signal-to-noise ratios, which in-
fluence resulting prediction models. The corner stone of this thesis is combining microarray
data with other sources can result in better predictions of disease outcome.
The main part focuses on combinations with clinical data. We used logistic regression
for clinical data and boosting for gene expression data. We combined data at the level
of late integration. We extended this approach with pre-validation of models built with
microarray and clinical data followed by weight calculations. Evaluations were performed
on real data sets as well as on several redundant and non-redundant simulated data sets
to test our approach in various settings. Results show that combining microarray gene
expression and clinical data improves prediction performance depending on the quality of
data. Applying this approach without pre-validation with non-redundant data sets impli-
cates outcome prediction improvements, while the method does not yield more accurate
predictions with redundant data sets. Pre-validation of constructed models increases the
performance in cases of redundant data sets.
Next, we experimented with alternative approaches. We employed an elastic net with
high-dimensional data instead of boosting and used it in a joint classifier with logistic
regression. We also evaluated classifiers combining gene expression, clinical and SNP
data. This demonstrates that our approach can be used with more than two data sources.
The presented approaches that offers a solution of construction of a classifier combin-
ing the two types of data can be also used for determining additional predictive value of
microarray data. The designed two-step method was evaluated and compared to an al-
ternative approach. Both compared methods made the same decision about an additional
predictive value for all the breast cancer data sets.
Class prediction studies aim at identifying sets of genes (signatures) that can accurately
classify new data. It is interesting to compare selected features of described classifiers on
different data sets. Unfortunately, gene signatures resulting from different studies usually
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have very few genes in common [172]. We compared selected genes of three feature selection
methods evaluated on five breast cancer data sets. Boosting with CWLLS and elastic net
classifiers in the setting with the L1 penalty (the lasso) provided the most similar gene
sets.
Incorporating gene-to-gene relations and interactions into the class prediction process
can increase prediction accuracy and can help interpret results. The similarity matrix,
which is often used in connection with ontologies, provides a natural way to display gene-
to-gene relations. Four variants of feature selection methods combining gene ontology with
gene expression data were presented. Evaluations were performed on a real benchmark
data set. The feature selection based on maximum gene cliques (Variant D) improved the
prediction performance.
As mentioned above, the described approach enables combining more than two or three
sources of data. The prediction accuracy of a combination of microarray and other data
depends on complementarity of the data sources. If data models are complementary, i.e.
they contain non-redundant information, their combination can bring increased prediction
accuracy. Moreover, prediction accuracy also depends on quality of data. Procedures of
data production constantly are in progress and innovate. Integrating distinct and multiple
information resources is and will be an important task in the future. Our future work
can focus on additional data types. According to several recently published studies [44,
201, 76], pathways, microRNA, arrayCGH and other gene-related information may help
to predict cancer outcomes. Metabolic pathway information from KEGG and OPHID
protein-protein interactions outperformed other sources in the study of Daemen et al. [44].
Promising classifiers can be, for example, Bayessian networks because they are able to
integrate heterogeneous data. Networks make it possible to keep relations between data
and guarantee better interpretability of the results.
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[69] J. Friedman, T. Hastie, H. Höfling, and R. Tibshirani. Pathways coordinate opti-
mization. Ann. Appl. Stat., 1:302–332, 2007.
[70] J. H. Friedman. Greedy function approximation: A gradient boosting machine. Ann.
Statist., 29:1189–1232, 2001.
[71] J. H. Friedman, T. Hastie, and R. Tibshirani. Regularization paths for generalized
linear models via coordinate descent. Journal of Statistical Software, 33(1):1–24,
2010.
[72] N. Friedman and M. Goldszmidt. Learning bayesian networks with local structure.
Learning in Graphical Models, pages 421–460, 1999.
[73] K. Fukuda, S. E. Straus, I. Hickie, M. C. Sharpe, J. G. Dobbins, and A. Komaroff.
The chronic fatigue syndrome: a comprehensive approach to its definition and study.
international chronic fatigue syndrome study group. Ann Intern Med, 121:953–959,
1994.
99
[74] R. Gentleman, W.Huber, V. J. Carey, R. A. Irizarry, and S. Dudoit. Bioinformatics
and computational Biology Solutions Using R and Bioconductor. Springer, 2005.
10:0-387-25146-4.
[75] E. I. George. The variable selection problem. American Statistical Association,
95(452):1304–1308, 2000.
[76] O. Gevaert and B. de Moor. Prediction of cancer outcome using dna microar-
ray technology: past, present and future. Expert Opinion on Medical Diagnostics,
3(2):157–165, 2009.
[77] O. Gevaert, F. De Smet, D. Timmerman, Y. Moreau, and B. De Moor. Predicting the
prognosis of breast cancer by integrating clinical and microarray data with bayesian
networks. Bioinformatics, 22:147–157, 2007.
[78] O. Gevaert, S. Van Vooren, and B. de Moor. Integration of microarray and textual
data improves the prognosis prediction of breast, lung and ovarian cancer patients.
Pac Symp Biocomput, pages 279–290, 2008.
[79] L. J. Goldstein, R. Gray, S. Badve, B. H. Childs, C. Yoshizawa, S. Rowley, S. Shak,
F. L. Baehner, P. M. Ravdin, N. E. Davidson, G. W. Sledge, E. A. Perez, L. N.
Shulman, S. M. Sparano, and J. A. Sparano. Prognostic utility of the 21-gene
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