For a class of large-N multi-matrix models, we identify a group G that plays the same role as the group of loops on space-time does for Yang-Mills theory. G is the spectrum of a commutative shuffle-deconcatenation Hopf algebra that we associate to correlations. G is the exponential of the free Lie algebra. The generating series of correlations is a function on G and satisfies quadratic equations in convolution. These factorized Schwinger-Dyson or loop equations involve a collection of SchwingerDyson operators, which are shown to be right-invariant vector fields on G, one for each linearly independent primitive of the Hopf algebra. A large class of formal matrix models satisfying these properties are identified, including as special cases, the zero momentum limits of the Gaussian, Chern-Simons and Yang-Mills field theories. Moreover, the Schwinger-Dyson operators of the continuum Yang-Mills action are shown to be right-invariant derivations of the shuffle-deconcatenation Hopf algebra generated by sources labeled by position and polarization.
Introduction
Quantum Yang-Mills theory is at the heart of the microscopic description of strongly interacting particles. The group of based loops on space-time plays an important role in the formulation of Yang-Mills theory in terms of Wilson loops, which are gauge invariant variables containing much physical information [1] . Expectation values of Wilson loop observables are functions on this group. Expansion around the multi-color limit is a promising approximation method to solve Yang-Mills theory [2] . However, in the absence of a full-fledged differential geometry and analysis on the space of loops, progress in understanding and approximately solving the multicolor limit of Yang-Mills theory has been partly held up despite important early work [2, 3, 4] .
On the other hand, hermitian multi-matrix models may be regarded as toy-models for YangMills theory. The N × N matrices may be thought of as gauge fields at various space-time points, where N is the number of colors. It is natural to ask whether there is an analogue of the group of loops such that multi-matrix correlators are functions on this group. If so, can we interpret the factorized Schwinger-Dyson loop equations (fSDE) 1 of a matrix model in terms of the differential operators and products naturally associated to this group? Doing so may open up new perspectives and approximation methods for the large-N limit of multi-matrix models and Yang-Mills theory.
In this paper we show that there is indeed such a group G associated to a large class of multi-matrix models. We construct it indirectly as the group of characters of the commutative shuffle-deconcatenation Hopf algebra 2 . The latter is defined using the shuffle and concatenation products and reversal of order of matrices in a correlator. These are analogous to point-wise products of functions of loops, concatenation of loops, and reversal of loop orientation. In the simplest case of a single matrix and real-valued characters, G is the multiplicative group of nonzero real numbers. More generally, G is identified with the exponential of the free Lie algebra. We develop the rudiments of differential calculus on G using algebraic operations in the Hopf algebra. We find a large class of (formal) matrix models that can be formulated in terms of this group. We show that their fSDE are quadratic equations (in the convolution product) for a function on G. Moreover, there is one equation for each linearly independent primitive element of the Hopf algebra of functions on G. The Schwinger-Dyson (SD) operators, one for each linearly independent primitive, are shown to be right-invariant vector fields on G. Thus, given a prescription of which right-invariant vector field to associate to a given primitive, we can write down a system of fSDE for any group. For the group of relevance to matrix models, this prescription is encoded in the action. We find a large class of admissible actions and their SD operators, which include the gaussian, Chern-Simons and Yang-Mills matrix models as special cases. Finally, the SD operators of the Yang-Mills action are obtained and shown to be right-invariant derivations of the shuffle-deconcatenation Hopf algebra on a continuously infinite number of generators labeled by space-time position and polarization. However, in the case of Yang-Mills theory, we still need to pass to a quotient of this Hopf algebra to account for gauge invariance and recover the group of loops [5, 6] (or need to gauge-fix and introduce additional generators for ghosts [7] ), before we can look for physical solutions to the fSDE.
In [8] the fSDE were formulated as conditions for the extremum of a large-N 'classical' action (the Legendre transform of the entropy of operator-valued random variables). This viewpoint applied to generic multi-matrix models and also provided a variational approximation method. Here we develop a quite different group theoretic formulation, which only applies to a subclass of matrix models. The distinction is very roughly analogous to that between the generic classical mechanical system and one whose configuration space is a group. However, due to this restriction, we find additional structures which closely mimic those present in Yang-Mills theory. We wanted to study these structures since they form the basis for an approximation scheme for multi-matrix models proposed in [9] . We hope our group theoretic formulation allows for a generalization to more familiar groups, where solutions to the fSDE may be more easily found. Our work continues the developments in the physics literature due to Migdal and Makeenko [4, 10] , Polyakov [11] , Cvitanovic et. al. [12] , Gambini et. al. [1, 13] , Tavares [6] , Rajeev et. al. [14, 8] , and builds on our previous papers [9, 7] . There are of course other approaches to multi-matrix models such as those related to integrable models and algebraic geometry, see for instance [15, 16] .
By a Λ-matrix model [17, 8, 9, 18] we mean a statistical system whose variables are a collection of random hermitian N × N matrices A i , 1 ≤ i ≤ Λ with partition function Z = dAe −N tr S(A) . The integration is over all independent matrix elements. The action is the trace of a polynomial in the matrices tr S(A) = tr S I A I where 3 S I are the coupling 'tensors' 2 Technically, G can be thought of as an analogue of the group of generalized loops or extended loop group studied by Tavares [6] and Bartolo, Gambini and Griego [13] . We also identify a subgroup of G which can be regarded as an analogue of the smaller group of loops on space-time, see sec. 3.
3 Capital letters denote multi-indices and repeated indices are summed. If I = i1i2 · · · in then S I = S i 1 ···in and (see sec. 5 for examples). The A i model gauge fields at a collection of space-time points labeled by i and are N × N matrices in color space. Observables Φ I = tr N A I are invariant under the global U (N ) action A i → U A i U † . We are interested in their expectation values in the large-N limit, the cyclic tensors (∅ denotes the empty word)
G I satisfy a closed system of factorized 4 Schwinger-Dyson equations, conditions for the invariance of Z under infinitesimal non-linear changes of integration variable. The latter are infinitesimal automorphisms of the tensor algebra generated by A i , L i I A j = δ i j A I . The fSDE one for each letter i and word I , relate a change of action to a change in measure
If we define Λ non-commuting sources ξ i , we can form the generating series of correlators G(ξ) = I G I ξ I . Then 5 the fSDE can be written
are expressed in terms of left annihilation operators D j which satisfy
For more details on the fSDE, we refer to [8, 9, 18] . In this paper we do not have anything to say about the convergence of matrix integrals. We only use them as a formal device to generate the fSDE, whose structure we wish to investigate.
Hopf algebra structure on correlations
The space of based oriented loops γ on space-time (up to equivalence under backtracking or retracing), plays a basic role in the Wilson loop formulation of Yang-Mills theory. This loop space forms an infinite dimensional non-abelian group, with successive traversal of loops as product γ 1 γ 2 and reversal of orientationγ as inverse. The information in this group of loops can be encoded in the algebra of (complex-valued) functions defined on it. Wilson loop functions W (γ) = tr P exp A µ (γ(t))γ µ (t)dt (trace of holonomy of the gauge connection A µ (x) around the closed loop γ µ (t)) form an adequate class of functions for this purpose [1] . Since the underlying loop space is a non-abelian group, the algebra of functions has the additional structure of a commutative but non-cocommutative Hopf algebra (under suitable hypotheses, this is a general property of the algebra of functions on any group [19] ). The point-wise product is (W 1 W 2 )(γ) = W 1 (γ)W 2 (γ), the coproduct (∆W )(γ 1 , γ 2 ) = W (γ 1 γ 2 ) encodes the concatenation of loops and the antipode (SW )(γ) = W (γ) encodes the inverse. The product and coproduct define compatible algebra and coalgebra structures, while the antipode turns this bialgebra into a Hopf algebra. Up to some technicalities, the underlying group of loops can be recovered as the spectrum (group of characters) of this Hopf algebra [19, 25, 6] .
For a multi-matrix model we did not know the analogue of the group of loops, but we did notice a bialgebra structure on the multi-matrix correlators G I in connection with some AI = Ai 1 Ai 2 · · · Ai n is a product of n matrices. The Kronecker δ I J is equal to one if I = J and zero otherwise. 4 Factorization [10] is the property
approximation schemes for the loop equations [9] . We recall this bialgebra structure and then define a compatible antipode to obtain the shuffle-deconcatenation Hopf algebra, which is the analogue of the Hopf algebra of Wilson loop functions. In the next section we will extract the underlying group from this Hopf algebra. The shuffle-deconcatenation Hopf algebra has appeared previously in other contexts [20, 19, 6] .
Let G(ξ) = I G I ξ I denote the generating series of multi-matrix correlators in the large-N limit. G(ξ) is an element of the vector space C A of formal complex linear combinations of words ξ I in generators chosen from the alphabet A = {ξ i , 1 ≤ i ≤ Λ} consisting of sources ξ i , one for each matrix A i . The commutative shuffle product sh of two such series is (
The sum is over all complementary orderpreserving sub-strings J and K of I . For example,
Physically, the shuffle product is the product induced on gluon correlations by the point-wise product of Wilson loop expectation values (
, when path ordered exponentials are expanded in iterated integrals of gluon correlations in the large-N limit [9] . C A with the shuffle product is the shuffle algebra on Λ generators Sh Λ . The empty word 1 is a unit element for sh, with 1
Concatenation is defined as ξ I ξ J = ξ IJ , which extends linearly to (F G)(ξ) = F I G J ξ IJ . Using the inner product on C A for which ξ I form an orthonormal basis (ξ I , ξ J ) = δ I,J , we can define the adjoint of concatenation or the deconcatenation coproduct, ∆ = conc † by (F, GH) = (∆F, G ⊗ H). On monomials, ∆ξ I = δ I JK ξ J ⊗ ξ K . It is extended linearly to series ∆F = J,K F JK ξ J ⊗ξ K . ∆ is not co-commutative, it mimics the coproduct on Wilson functions coming from concatenation of loops (∆W )(γ 1 , γ 2 ) = W (γ 1 γ 2 ). We showed in [9] that ∆ is a homomorphism of sh. The homomorphism of sh, ǫ : Sh Λ → C which picks out the constant term, ǫ(F ) = F ∅ , is a counit. Thus (sh, conc † = ∆, 1, ǫ) is a bialgebra, the sh-deconc bialgebra.
To turn this bialgebra into a Hopf algebra, we define an antipode S : C A → C A , that mimics the antipode (SW )(γ) = W (γ) on functions on loop space. On basis elements, let
Extend it linearly to S(
This comes from comparing the expansions of W (γ) and W (γ) in terms of gluon correlations. For S to be an antipode it must satisfy several conditions which are usually summarized in a commutative diagram (see [21] ). (1) It must be a homomorphism of the commutative shuffle algebra. On basis elements, this is the requirement S(
This is indeed true. Riffle shuffling two card packs (I, J ) preserves the order of each. So reversing the order of the result of the shuffle (each summand on the lhs) is the same as reversing the order of each card pack (Ī,J ) and then shuffling them together (each summand on the rhs). The minus signs just come along for the ride; S would be a homomorphism even without them.
(2) The next two conditions S(1) = 1 and ǫS = ǫ are obviously satisfied.
(3) The most interesting requirement for S to be an antipode is its compatibility with deconcatenation and shuffle 6 sh(S ⊗ 1)∆ = sh(1 ⊗ S)∆ = 1ǫ or equivalently, δ
Putting I = i 1 · · · i n these are the conditions
We have not found any nice proof of this, though we verified it explicitly for n ≤ 3 and observed a pattern of cancelations for higher n which leads us to conjecture that it is an identity. Cartier [19] mentions that sh-deconc must form a Hopf algebra on general grounds, though we would still like an explicit proof of (7). The minus signs in the definition of the antipode are crucial for this compatibility condition to hold. In the sequel we will assume this condition is satisfied.
Matrix model analogue of the group of loops
The sh-deconc Hopf algebra we described is a commutative but non-cocommutative Hopf algebra, so it should be the algebra of functions on some non-abelian group. Which group is it? In the case of Yang-Mills theory, the corresponding group is that of based loops on space time.
Remarkably, there seems to be an analogue of this group for hermitian Λ-matrix models. One might speculate that it is a group built from U (N ) or a free group on Λ generators (since the concatenation algebra of correlations is the free associative algebra), but this is not the case. Rather, we will construct it as the group of complex valued characters (also known as the dual or spectrum) of the sh-deconc Hopf algebra. One might suspect that the analogue of loops are words in the generators of the shuffle algebra; but words do not form a group in a simple-minded way. Nevertheless, we will associate a (family of) group elements to each word and show that they form a subgroup of the spectrum. In another direction, using a result of Ree and Friedrichs [22, 23] , we will identify the spectrum with the exponential of the free Lie algebra.
Consider the set of real/complex-valued characters χ of the shuffle algebra, which are not identically zero. These are linear homomorphisms from the commutative shuffle algebra to the complex numbers. Suppose F, G ∈ Sh then
It follows that χ(1) = 1 for all characters χ. We will define a group structure on this set and call it spec(Sh Λ ) or spec Λ . Suppose χ(ξ I ) = χ I . Then the complex numbers χ I , which we call the character coefficients, completely specify the character. For any F ∈ Sh, χ(F ) = χ(F I ξ I ) = F I χ I . The χ form a dual space to the F ∈ Sh, which justifies the upper and lower indices. We can also think of a character as a formal power series χ = χ I ξ I . The identity is taken as the counit ǫ : Sh → C defined as ǫ(F ) = F ∅ , which is a rather trivial homomorphism. In terms of coefficients, ǫ I = δ I ∅ . The product is non-abelian in general and is defined using ∆ = conc † .
So it encodes the monoid structure of concatenation. More precisely, χψ = (χ ⊗ ψ)∆, which is a map from Sh ⊗ Sh → C ⊗ C. Then we identify C ⊗ C with C by multiplying the two components, to get a map Sh ⊗ Sh → C. On basis elements,
It is extended linearly to the rest of Sh. So the product of characters is just the concatenation product of character power series. The formula for the product does not use the fact that characters are homomorphisms of shuffle. But we need the latter property to show that products of characters are also characters. ∆ = conc † is a homomorphism of the shuffle product as are χ and ψ . Therefore, χψ = (χ ⊗ ψ)∆ is also a homomorphism of the shuffle product: (χψ)(F • G) = (χψ)(F ) (χψ)(G). Indeed, each side is equal to (we identify C ⊗ C with C)
The inverse of a character is defined by composing with the antipode: χ −1 = χS . S and χ are homomorphisms of shuffle and so χ −1 is also a homomorphism, and hence a character:
The conditions χχ −1 = χ −1 χ = ǫ are precisely the same as the compatibility conditions (7) of the antipode S with product sh and coproduct ∆. Indeed, using the homomorphism property of χ and the second equality above,
Similarly we verify that χ −1 χ = ǫ. The shuffle algebra is the commutative algebra of functions with pointwise product on the group of characters. The value of a function F at the character χ is obtained by evaluating the character on F :
We still need to find non-trivial characters. If χ = χ I ξ I wants to be a character, χ I cannot be arbitrary. On the one hand, χ(F ) = F I χ I may not converge, but we can consider polynomial F so that the series terminates. On the other hand, χ must be a homomorphism of sh, and this imposes relations on the χ I . For polynomial F and G, χ(
These conditions were called the shuffle relations in another context [22] . They are the complete set of conditions for χ to be a character. In detail, the first few shuffle relations are
For rank n ≥ 1 character coefficient tensors χ i 1 ···in , there are [n/2] systems of linear shuffle relations (i.e. either 1 2 (n − 1) or n/2 according as n is odd or even). The shuffle relations are hierarchical, in the sense that the rank of the tensors on the lhs (|I|+|J|) always exceeds the rank of the tensors on the rhs (|I| and |J|). So we can think of these as linear equations constraining the higher rank χ K in terms of the lower rank ones which appear quadratically as sources on the right. This structure is reminiscent of the matrix model fSDE: [9, 18] . Naively, we expect a large space of solutions to these constraints, since there seem to be a lot more degrees of freedom in the χ I than there are shuffle relations. In particular, the χ i are unconstrained. Regard χ ij as a matrix. Then its symmetric part is completely determined by the χ i , but its anti-symmetric part
In the case of loop space, we can find examples of characters easily. For example, given a loop γ(t) 0≤t≤1 on space-time M , its value on an element of F ∈ Sh(M ) is γ(F ) = γ F where the rhs is the iterated 'Chen' integral [5, 6] of the linear combination of tensor products of one forms. For example if F = α ⊗ β for a pair of 1-forms α and β , then
For the shuffle algebra on a finite number of generators, we might imagine that the analogue of a loop is a word ξ I and define a linear functional on Sh by ξ I (F ) = F I . However, this is not a character since ξ I (1) = δ ∅ I , whereas for a character we must have χ(1) = 1. Though single words are in the dual of Sh regarded as a vector space, they are not (with the exception of the empty word) in the dual of Sh regarded as an algebra.
Thinking of a character as a formal power series χ(ξ) = I χ I ξ I , we ask whether there are any characters aside from the identity ǫ. To begin with, we show using the shuffle relations that there are no non-trivial polynomial characters. Suppose χ is a non-trivial polynomial character, of degree n − 1. What this means is that χ K = 0 for all words K of length |K| ≥ n ≥ 2, but with χ I = 0 for some I of rank |I| = n − 1. Then consider the homomorphism condition χ(ξ I • ξ I ) = χ I χ I which is the same as
The rhs is non-vanishing by assumption. But the lhs vanishes since it is a linear combination of character coefficients of rank 2n − 2 ≥ n. Thus we have a contradiction. So the only polynomial character is the identity χ = ǫ. To find non-trivial characters, let us specialize first to the case of a single generator.
Characters of the shuffle algebra on one generator Sh 1
For Λ = 1, a character is a formal series χ = ∞ n=0 χ n ξ n in one generator ξ . The condition that it be a homomorphism of sh is χ 0 = 1, and the following shuffle relations for each χ n , n ≥ 1:
In more detail,
The general solution is a 1-parameter family χ n = 1 n! χ n 1 for n ≥ 0. We write χ = e χ 1 ξ . In particular, there are no polynomial characters. Moreover, if χ 1 = ψ 1 then e χ 1 ξ and e ψ 1 ξ are distinct characters as they have different coefficients in their power series expansions. The identity character is got by choosing χ 1 = 0, in which case χ = 1. The product χψ is the character whose value on monomials is
(χψ) 1 = χ 1 +ψ 1 so χψ is the character e (χ 1 +ψ 1 )ξ , which agrees with the usual rule for multiplying χ = e χ 1 ξ and ψ = e ψ 1 ξ . The product is abelian, since we have a single generator. The inverse of χ = e χ 1 ξ is χ −1 = e −χ 1 ξ . We call the group of characters of Sh 1 as spec(Sh 1 ) or spec 1 for short. Though space-time has been reduced, in a sense, to a single point, spec 1 is a continuous abelian group parameterized by one real/complex number χ 1 . Indeed we can even define a one dimensional abelian Lie algebra on the vector space
is an exponential map from the Lie algebra to the group.
If we consider real-valued characters, then f : e χ 1 ξ → e χ 1 is an isomorphism from spec 1 to the multiplicative group of non-zero reals, R * . For complex-valued characters, f is a homomorphism from spec 1 onto C * , the multiplicative group of non-zero complex numbers. Its kernel is the subgroup generated by the character e 2πiξ , i.e. the subgroup {e 2πimξ | m ∈ Z}.
We think of the shuffle algebra Sh 1 as the commutative algebra of functions on the group spec 1 . The value of F = F n ξ n at χ is
The shuffle product is the same as the point-wise product of functions on spec 1 , since characters are homomorphisms of the shuffle algebra
Group of characters of Sh Λ : Pure characters
We now discuss the group of characters of the sh-deconc Hopf algebra on Λ > 1 generators. Corresponding to the inclusions ξ i ֒→ {ξ 1 , · · · , ξ Λ } we get Λ abelian one-parameter subgroups of spec(Sh Λ ) for free, namely e χ 1 ξ 1 , e χ 2 ξ 2 , · · · , e χ Λ ξ Λ . For instance, the value of e χ 3 ξ 3 on a basis-element of the shuffle algebra is
..33 (n times), and 0 otherwise.
We call a character χ pure if it does not mix the letters {ξ 1 , · · · , ξ Λ }, i.e. χ I = 0 whenever ξ I contains at least two distinct letters. The only pure characters are the ones listed above. Another way to look at it is that given a letter ξ i 1 from the alphabet {ξ 1 , · · · , ξ Λ }, we get a 1-parameter family of pure characters e χ 1 ξ i 1 .
Mixed characters
A natural question is whether given a word ξ I , it is possible to obtain a (family of) character(s) associated to it? This would in a sense be analogous to associating the character of the shuffle algebra Sh(M ), γ F to each based loop γ on space-time where F ∈ Sh(M ).
We call a character χ mixed if it is not pure, i.e. if there is a word ξ I containing at least two distinct letters such that χ I = 0. A large class of mixed characters can be obtained by multiplying pure characters. Given a word ξ I = ξ i 1 ξ i 2 · · · ξ in and a sequence of complex numbers {χ 1 , · · · , χ n }, we define a character via the product of pure characters (products of characters are characters (sec. 3))
A word-sequence pair (ξ I , χ) = (ξ i 1 · · · ξ in , {χ 1 , · · · χ n }) determines a character. The inverse of χ is also of the same form,
Reduced form of word-sequence pairs: Given a word
we define the reduced form of the pair. If a pair of adjacent letters coincide, ξ i j = ξ i j+1 , then delete ξ i j and χ j , and replace χ j+1 with χ j + χ j+1 to get a new word
The resulting character is the same as the original one. Moreover, if any of the numbers χ k vanishes, just delete it and the letter ξ i k . Proceeding this way, we get a word whose adjacent letters are always distinct, and a sequence of non-zero complex numbers (the one exception is if the word is empty). Such a word along with its sequence of complex numbers is in reduced form. Of course, the length of the word is the same as the length of the sequence. Two pairs (ξ I , χ) and (ξ J , ψ) are equivalent if they have the same reduced forms. Equivalent pairs correspond to the same character. For example, the reduced form of the pair (ξ 3 ξ 1 ξ 1 ξ 2 , {i, −3, π, 0}) is (ξ 3 ξ 1 , {i, π − 3}) and corresponds to the character e iξ 3 e (π−3)ξ 1 whose inverse is e (3−π)ξ 1 e −iξ 3 . The reduced form of the identity character is the pair consisting of the empty word and the empty sequence, (∅, {}). A pure character e χ 1 ξ i 1 has reduced form (ξ i 1 , {χ 1 }).
We can multiply two characters corresponding to the words ξ i 1 · · · ξ in and ξ i n+1 · · · ξ i n+m to get a character corresponding to the concatenated word ξ i 1 · · · ξ i n+m and the concatenated sequence of complex numbers χ 1 , · · · , χ n+m :
This product is as non-abelian as it can be. The products of pure characters form a subgroup of the group of characters of Sh Λ . From our construction, this subgroup is the free product of Λ copies of spec 1
Group of prod. of pure charac. ∼ = spec 1 * spec 1 * · · · * spec 1 (Λ factors).
We know that the free group on n generators F n is the same as the free product of n copies of the integers F 1 . By contrast, we will see that spec 1 * spec 1 * · · · * spec 1 is a proper subgroup of spec Λ , at least if we restrict to finite products. It is interesting to know the appropriate topology for such free products of continuous groups (spec 1 ∼ = R * for instance).
The exponential of any finite linear combination of generators χ = e χ j ξ j is a character. To show this, consider
The coefficients are symmetric tensors χ j 1 ···jn = 1 n! χ j 1 · · · χ jn which must satisfy the shuffle relations χ I⊔J = χ I χ J . Taking I = i 1 · · · i n and J = j 1 · · · j m , on the lhs there are n+m n terms all of which are equal, so
e χ j ξ j is thus a character, but since ξ j do not commute it cannot be written as a finite product of pure characters. The inverse of χ is χ −1 = e −χ j ξ j , which is also of the same form. Since products of characters satisfy the shuffle relations, finite products of the form χ = e χ i 1 ξ i 1 e χ i 2 ξ i 2 · · · e χ in ξ in form a group which properly contains spec 1 * · · · * spec Λ and is a proper subgroup of spec Λ . As before, we can put any such product in a reduced form.
Exponentials of arbitrary non
+··· . Using BCH we can reexpress products of exponentials occurring in the above subgroup of spec Λ as exponentials of linear combinations of nested commutators of the generators ξ i . Aside from χ i ξ i , these will be certain infinite linear combinations since the ξ i do not commute. This suggested to us that exponentials of finite (or other infinite) linear combinations of nested commutators of ξ i may also be characters. While we verified this in some simple cases, the calculations rapidly get laborious. So we were pleasantly surprised to find this proven in the work of Ree [22] using a theorem of Friedrichs [23] . More precisely, linear combinations of iterated commutators of the generators ξ i are called Lie elements. They are obtained using the operations of taking Lie brackets [., .] and linear combinations but not products such as ξ i ξ j . For example.
are Lie elements for any tensors C i , C ijk , C ijkl . Ree proves that exponentials of Lie elements are the only formal series satisfying the shuffle relations. In other words, the group spec Λ consists precisely of exponentials of Lie elements. This characterization will be useful since the Schwinger-Dyson operators of an interesting class of matrix models related to Yang-Mills theory, turn out to be Lie elements. Now that we have identified the group spec(Sh Λ ) which plays the role of the group of loops, we can formulate differential calculus on it.
Technically, the group of loops on space-time is a proper subgroup of a larger group of generalized loops (in the language of [6] ) or extended loop group (in the language of [1, 13] ). spec Λ is the analogue of this larger group, while the group generated by pure characters is the analogue of the smaller group of loops. Both in the space-time and matrix model settings, the larger group behaves akin to a classical Lie group and appears to be the correct physical setting for the fSDE. For instance, the SD operators of several matrix models can be interpreted as right-invariant vector fields on the larger group, but not on the smaller one (sec. 5). Moreover, just as the group generated by pure characters is a free product of Λ copies of spec 1 , the group of loops is also a free product (free group generated by the based loops).
4 Differential calculus on the group G = spec Λ
Functions
By a function on the group G = spec Λ we will mean an element of the shuffle algebra F (ξ) = F I ξ I . Its value at the character χ = χ I ξ I ∈ spec Λ is given by F (χ) ≡ χ(F ) = F I χ I . The ring of such functions is the commutative shuffle algebra Sh Λ with point-wise product of F and G at χ given by the shuffle product I (F • G) I χ I .
Vector fields and the
This extends the concept of vector fields to settings more general than differentiable manifolds [24] . The derivations must form a left-module over the shuffle algebra as well as a Lie algebra over the ring of functions (i.e. F V must be a vector field and the structure functions of the Lie algebra of vector fields must be in Sh).
From sec. 3.3, a necessary and sufficient condition for χ to be in G = spec Λ is that log χ(ξ) must be a Lie element, i.e. a linear combination of iterated commutators of ξ 1 , · · · , ξ Λ . The set of Lie elements is closed under commutators and forms the free Lie algebra of rank Λ (FLA Λ ). It is a free Lie algebra since there are no relations besides linearity, antisymmetry and Jacobi identity that are satisfied by the commutator brackets. This is reminiscent of the exponential map from the Lie algebra to a Lie group. So we expect the Lie algebra of right (or left) invariant derivations of Sh Λ (which should play the role of Lie algebra of the group spec Λ ) to be isomorphic to FLA Λ . We will see that this is indeed the case.
In [9] we showed that linear combinations of iterated commutators of left annihilation D i are derivations of the shuffle algebra, so they may be considered vector fields on spec Λ . We recall why D i satisfies the Leibnitz rule: 
where V L ∅ are (real or complex) constants, and the sum is over all Lyndon words L. The value of such a vector field at the point
, since χ ∅ = 1 for a character. These 'constant coefficient' vector fields can be regarded as forming a sub-algebra of the Lie algebra of spec Λ . For, by evaluating at the identity χ = ǫ, they span a space of 'tangent vectors' at the identity. We believe these constant coefficient vector fields should be regarded as the whole of the Lie algebra of G. The structure constants of the FLA of basis vector fields
, see appendix A.1 for examples. A vector field V on a group is distinguished if it commutes with the action of the group on itself by multiplication (encoded in the coproduct ∆ on the Hopf algebra of functions). Roughly, this means ∆V must equal V ∆. But that cannot be quite right since ∆ : Sh → Sh ⊗ Sh while V : Sh → Sh, so we must specify whether V acts on the first or second slot. In fact we must distinguish the right action from the left action, which leads to the definitions ∆V = (V ⊗ 1)∆ and ∆V = (1 ⊗ V )∆ [25] . Alternatively, let R g be the right translation by g on a group G and R * g and R g * the pull-back and push-forward maps. Then the push-forward of a vector field V acts on a function f according to R g * V f = R * g −1 V R * g f . Now a vector field is right invariant if R g * V = V or in other words, R * g V f = V R * g f for all f . But R * g is the pull-back induced by right multiplication in the group, and multiplication in the group is encoded in the coproduct ∆ in the Hopf algebra of functions on G. This justifies the definitions of right and left invariant derivations by ∆V = (V ⊗ 1)∆ and ∆V = (1 ⊗ V )∆.
If vector fields V and W are right invariant, then so is their product V W (though not a vector field) and hence also their commutator [V, W ] (which is a vector field, since commutators of derivations are also derivations). To see this,
Using the right invariance of W to re-express ∆W , this becomes
Thus right invariant derivations form a Lie algebra, which will serve as a substitute for the Lie algebra of right-invariant vector fields on the group G.
It remains to identify the right-invariant derivations in the case G = spec(Sh Λ ). We will show that the constant coefficient vector fields
It is straightforward to check that D i is a right-invariant derivation:
By the previous result, we deduce that iterated commutators of D i are also right-invariant. A more general derivation of the shuffle algebra is obtained by allowing non-constant coefficients (elements of
The derivation property follows from that of D (L) and commutativity of the shuffle product
Thus, we can think of V = V L (ξ)D (L) as a vector field on the group G = spec Λ . It is also clear that these derivations of Sh form a left module over the ring of functions on spec Λ . Indeed, shuffle multiplying a derivation
It is interesting to know whether there are any more derivations of the shuffle algebra; these seem to be adequate for us. We call the space of variable coefficient derivations V ect(G). In a sense, the D (L) form a globally defined moving-frame so that the tangent bundle of G is trivial, i.e., spec Λ is parallelizable just like any Lie group. V ect(G) forms a Lie algebra with Lie bracket (all products are shuffle products)
Here V W L is the action of the vector field V on the function
. We used the fact that D (L) satisfies the Leibnitz rule with respect to sh. This is the analogue of the formula for Lie brackets of vector fields on a manifold
play the role of ∂ i , except they don't commute.
The value of vector field V = V L (ξ)D (L) at χ ∈ G is obtained by evaluating the coefficient functions on the character χ, to get a 'tangent vector' V L I χ I D (L) . In particular, the value of a vector field at the group identity
. Thus the space of tangent vectors at the identity is the same as the space of constant coefficient vector fields, which we have also observed to be right-invariant vector fields. Their Lie algebra is isomorphic to FLA Λ ; we are now justified to think of it as the Lie algebra of the group G = spec Λ .
We argue that non-constant coefficient vector fields V cannot be right-invariant. 
One-forms
From this we can read off
Differential calculus on spec 1
Let us illustrate the above formalism in the simplest case of one generator. The spectrum of the shuffle algebra on one generator consists of the exponential series χ(ξ) = n≥0 χ n ξ n with χ n = 1 n! χ n 1 . Functions on spec 1 are elements of the shuffle algebra F = F n ξ n with the value F (χ) = n≥0 F n χ n . Dξ n = ξ n−1 is the only left annihilation operator and its commutators vanish. So the Lyndon basis of the free Lie algebra on one generator is just D and it is an abelian algebra. Moreover D is right invariant since
are equal. The general vector field is V = V (ξ)D where V (ξ) = n≥0 V n ξ n and it is right invariant iff V (ξ) is a constant. V restricts to the tangent vector n≥0 V n χ n D at the point χ on the group spec 1 and to the tangent vector V 0 D at the identity.
The 1-form dual to the vector field D is θ with θ(D) = 1. The general 1-form is ω = ω(ξ)θ . The value of ω on the vector field V (ξ)D is the shuffle product ω(V ) = ω(ξ) • V (ξ). The exterior derivative of a function is dF = (DF ) θ and for a monomial, dξ n = ξ n−1 θ . The 1-form ω restricts to the co-vector n≥0 ω n χ n θ at the point χ and to the co-vector ω 0 θ at the identity.
5 Factorized Schwinger-Dyson equations on G = spec Λ We found the group spec Λ that plays the role of the group of based loops, and identified the rudiments of differential calculus on it. Now we'd like to formulate the factorized SchwingerDyson equations of matrix models in terms of spec Λ . This may indicate how to generalize the fSDE to groups we are more familiar with, and thereby provide more insight into their solutions. The fSDE S i G(ξ) = G(ξ)ξ i G(ξ) are a system of equations for the moment generating series G(ξ) = G I ξ I . G(ξ) is an element of the shuffle algebra or equivalently, a function on the group spec Λ . S i are called the Schwinger-Dyson operators. The only a priori conditions are that G must evaluate to 1 at the group identity χ = ǫ (i.e. G ∅ = 1), the coefficients G I must be cyclically symmetric and satisfy the reality condition G * I = GĪ . These follow from the physical requirements of normalization of expectation values 
Their SD operators were obtained in [9] :
There is one fSDE for each letter ξ i . But what does a letter mean in terms of the group? We noticed that letters are primitive elements of the commutative Hopf algebra of functions on G. Primitive elements P are those that satisfy ∆P = 1 ⊗ P + P ⊗ 1, where ∆ = conc † is deconcatenation, which is not cocommutative 7 . On monomials, ∆ξ I = δ I JK ξ J ⊗ξ K . Let us show that the only primitive elements are linear combinations of letters ξ i , 1 ≤ i ≤ Λ. For an element P (ξ) = P I ξ I of the shuffle algebra to be primitive, we need P JK ξ J ⊗ ξ K = P I ξ I ⊗ 1 + 1 ⊗ P I ξ I . This is equivalent to the requirements P ∅ = 0 and J,K =∅ P JK ξ J ⊗ ξ K = 0. These conditions are satisfied iff P ∅ = 0 and P I = 0 for |I| ≥ 2. In other words, linear combinations of letters are the only primitives. So if we pick any basis for the vector space of primitives (such as the letters themselves), we will have one fSDE for each basis element. This is again consistent with the fact that we could rewrite the fSDE as w The rhs of the fSDE G(ξ)ξ i G(ξ) = G H G J ξ HiJ involves concatenation. It can be understood in terms of the convolution product of functions on the group G. Given a non-abelian group G, there are two natural dual Hopf algebras associated to it, the commutative algebra C G of complex functions F (g) on it with pointwise product (F G)(g) = F (g)G(g), and the non-commutative group algebra CG = { g∈G F (g)g} with convolution product (F G)(g) = h∈G F (h)G(h −1 g). The coproduct of the first becomes the product in the second and vice versa using the duality h∈G F (h)h, G = g∈G F (g)G(g). In our case, sh-deconc is the commutative Hopf algebra whose coproduct is deconcatenation. The dual Hopf algebra conc-deshuf f le is the convolution algebra of functions on G, whose product is concatenation (F G)
is the convolution of G(ξ) with the primitive element ξ i convolved again with G(ξ). This formulation again applies to any group. For each primitive element ξ i , the lhs of the fSDE is the SD operator S i acting on the function G(ξ) on the group. In the Gaussian, CS and YM examples (37), S i is a complex-linear combination of iterated commutators of left annihilation. Let us restrict attention to models where this is the case. Then from our discussion in sec. 4.2, we conclude that S i are right invariant vector fields on G. For this we think of the right-invariant vector fields (or Lie algebra of G) as represented linearly on the space of functions on the group. So far, we have formulated practically everything in the fSDE in terms of concepts that generalize to any group without reference to matrix integrals. It only remains to specify which right-invariant vector field S i to associate to a given primitive element ξ i . For this we need additional data beyond the mere specification of a group G. At present we do not have a prescription of which right invariant vector field S i to associate to a given primitive ξ i , that would apply to an arbitrary group. But we have a rough idea. The additional data is the specification of an action, and the prescription is the passage from action to SD operators. However, even for the group spec Λ of relevance to matrix models, we only gave 3 examples (37) of actions leading to SD operators which are right-invariant vector fields for each primitive. Moreover, we know that many actions do not lead to SD operators that are right invariant vector fields (eg. S = tr A 4 ). So we postpone a general characterization of admissible actions and their passage to SD operators, which would apply to any group. Instead, we seek more examples of matrix model actions whose SD operators are right invariant vector fields on spec Λ . Given a matrix model action S(A) = tr S I A I , we define S(G) = S J G J with cyclic S J and G J . The SD operators S i are obtained from the variation in the action under the infinitesimal variations δA j = L i I A j = δ i j A I , i.e., by applying 8 L i I to the action 9
From this we read off S i (which are not right-invariant vector fields in general)
8 L i I are infinitesimal automorphisms of the tensor algebra [8, 9] . Their action on GJ is
|J| is the length of the word J andJ is the reversed word. Cyclicity of S J and GI are used in the fourth equality. Dj is left annihilation, (
We would like to know which actions lead to S i that are linear combinations of iterated commutators of D j 's, i.e. Lie elements. Linearity of the passage from S(A) to S i , implies it is sufficient to work with actions that are homogeneous polynomials of degree n for each n = 2, 3, 4 . . . separately. One difficulty is that actions are usually presented, for example, in the form S(A) = tr C ijk A i [A j , A k ] where C ijk are not cyclic. It takes some relabeling to transform to S(A) = tr S ijk A ijk with cyclic coupling tensors S ijk , in terms of which the SD operators are expressed in (39). The other difficulty is to identify those actions for which (39) can be rewritten as a linear combination of iterated commutators. In what follows we carry out this program in part and identify a class of actions that lead to S i which are Lie elements.
Quadratic:
The most general quadratic action is S 2 (A) = tr C ij A i A j . If we write it as
In other words S i = (C ij + cyclic)D j for all i are Lie elements, i.e. right-invariant vector fields on the group spec(Sh Λ ). Formally, this is true for arbitrary tensors C ij , though we should impose the reality condition S ij = S ji * and request that S ij be a positive matrix to ensure that the matrix integrals converge and lead to correlators satisfying G * I = GĪ . In the sequel, we will work formally and not mention these reality and positivity conditions. Cubic: Motivated by the Chern-Simons example, we consider the class of cubic matrix models whose action is
which are Lie elements. Notice that S i is more easily expressed in terms of the original C ijk than in terms of the coupling tensors S ijk , which appear as unwelcome middlemen.
Quartic: What is the appropriate generalization to higher degree polynomial actions, such that S i remains a Lie element? In [9] we showed that the Yang-Mills type of quartic action 
Furthermore, the YM action is a special case of this: using cyclicity of the trace,
Thus S 4 reduces to S Y M if C ijkl = g ik g jl . This motivates us to check whether the SD operators corresponding to S 4 are Lie elements for arbitrary C ijkl . Write S 4 as
and defineS ijkl = C ij[kl] − C il [jk] . Then S 4 = tr S ijkl A ijkl where the coupling tensor S ijkl = 1 4 (S ijkl + cyclic) is cyclically symmetric. Using (39) we read off the SD operators S i = (S ijkl + cyclic)D lkj . After a lot of relabeling and simplification they can be written as Lie elements
is the proper generalization of S Y M while preserving the property that S i be right-invariant vector fields.
Quintic: We begin to see a pattern to a class of actions that lead to SD operators that are Lie elements.
] is the obvious quintic candidate. After some 10 The notation
relabeling, we find
so that the cyclic coupling tensor is S ijklm = 1 5 (S ijklm + cyclic) and S 5 = tr S ijklm A ijklm . S i 5 = (S ijklm + cyclic)D mlkj after some simplification become
which are Lie elements. While the relation of C ijklm to cyclic coupling tensors S ijklm is nontrivial, the SD operators are simply expressed in terms of C ijklm .
Sixth degree: For the sixth degree action
, the cyclic coupling tensor turns out to be S ijklmn = 1 6 (S ijklmn + cyclic) wherẽ
The corresponding
Conjecture: Based on these examples, we conjecture that the n th degree polynomial action
has SD operators that are the Lie elements
We have exhibited a large class of matrix model actions (generalizing the gaussian, Chern-Simons and Yang-Mills ones) whose SD operators are right invariant vector fields on G. But it may not be an exhaustive list. We have not found the most general Lie elements S i that arise as SD operators of some action, nor the class of all such actions. Finally, this process must be generalized to other groups; we hope to return to these questions later.
Schwinger-Dyson operators of Yang-Mills theory
Now we illustrate the above framework with the example of Yang-Mills theory. Instead of Λ matrices A i , we now have the gluon field, one matrix A µ (x) for each space-time point x and µ = 1, · · · , d where d is the space-time dimension. The sources ξ i are replaced by ξ µ (x). We obtain the factorized Schwinger-Dyson equations in terms of gluon correlations and write the SD operators S µ (x) (53) as linear combinations of iterated commutators of left annihilation D µ (x) with constant coefficients 11 . It follows (from sec. 4.2) that the SD operators of YangMills theory are right-invariant derivations of the shuffle-deconcatenation Hopf algebra generated by the sources ξ µ (x) where x and µ run over all space-time points and polarization indices. However, our formulation is far from complete. The fSDE obtained here must be supplemented by gauge-fixing and ghost contributions for a proper treatment of gauge invariance, before we can look for physical solutions. In [7] we have indicated how to incorporate gauge fixing and ghost 11 Constant coefficients must be independent of the sources ξ µ (x) , but could depend on x and µ which now play the role of the indices i, j, k of matrix models. Coefficients will be differential operators.
terms in the context of matrix models. Mathematically, this means the shuffle-deconcatenation Hopf algebra generated by ξ µ (x) needs to be modified. This could be done either by adding generators corresponding to ghosts or by passing to the quotient by an ideal as in Chen's work [5] (see also Tavares [6] ). Only then can we recover the group of (generalized) loops via the spectrum of the Hopf algebra. We hope to return to these issues in future work, but restrict ourselves here to the pure Yang-Mills action
To get the SD equations, make the change of integration variable
in the Euclidean functional integral Z = dAe −N S . v are infinitesimal tensors and we work to linear order in them. This is not a local change of variable, but it is not disallowed by any law of physics. If δS is the change in action, the Schwinger-Dyson equations relate it to the change in the measure in the sense of expectation values
As in sec. 1, in the limit N → ∞, the factorized SD equations can be written as
The generating series of gluon correlations is an element of the shuffle algebra generated by ξ µ (x) ([dx] = dx 1 · · · dx n where dx i is the volume element of space-time)
where
For the quadratic term on the rhs of the fSDE, we need the jacobian 12 J = det (
The infinitesimal change in action δS N is also linear in the arbitrary tensors v . Equating the coefficients of common tensors v leads to the fSDE S µ (x)G(ξ) = G(ξ)ξ µ (x)G(ξ) where the product on the rhs is concatenation. Let us define left annihilation D µ (x) (distinct from the covariant derivative) by its action on correlations:
Then the Schwinger-Dyson operators are (square brackets denote anti-symmetrization)
For example, let us show how S µ (x) for the 3-gluon term
Integrating by parts in the first term we isolate the same v factor in all terms
We are interested in δS N . Before taking expectation values, we should pull ∂ x and other coupling tensors to the left, while adding additional variables to ensure that derivatives act only on the appropriate fields. This ensures everything can be expressed in terms of gluon correlations
We take expectation values and use cyclicity to move µ 1 · · · µ n to the right. This facilitates reexpression in terms of left annihilation. Moreover, we omit the common factor v and the integration over x, x 1 · · · x n , since this facilitates identifying the SD operators
We read off the SD operators of the 3-gluon terms in the Yang-Mills action
Similarly, the SD operators of the quadratic and 4 gluon terms in the Yang-Mills action (47),
S 4 contains no derivatives that need to be treated with care when identifying coupling tensors. So S µ 4 (x) can be read off from the commutator-squared Yang-Mills matrix model of eqn. (37). This completes the proof that the SD operators of YM theory are right invariant derivations of the sh-deconc Hopf algebra generated by ξ µ (x). This result is true independent of space-time dimension.
Suppose we are given the alphabet ξ 1 , · · · , ξ Λ with the order ξ 1 < ξ 2 < · · · < ξ Λ . There does not seem to be any physically preferred choice for an ordering of the letters. We extend the order on letters to the alphabetical or lexicographic order on all words in the alphabet. For example ξ 1 ξ 2 < ξ 2 ξ 1 and ξ 2 ξ 1 ξ 1 < ξ 2 ξ 1 ξ 1 ξ 3 . If ξ I < ξ J we say 13 ξ I precedes ξ J . A Lyndon word is one which is strictly minimal among its conjugates. Conjugates are words related by cyclic permutations; the conjugates of the Lyndon word ξ 1 ξ 2 ξ 3 are ξ 2 ξ 3 ξ 1 and ξ 3 ξ 1 ξ 2 . It follows that Lyndon words ξ L must be primitive, i.e. cannot be written as (ξ M ) n for some word ξ M and n ≥ 2. In particular, a Lyndon word must be aperiodic, since otherwise it would equal one of its non-trivial conjugates. Equivalently, a word is Lyndon iff it precedes every non-empty proper right factor. That is, ξ L is Lyndon iff for any factorization ξ L = ξ M ξ N with ξ M and ξ N non-empty, we have ξ L < ξ N . Letters are automatically Lyndon words. Lyndon words of length two are ξ i ξ j with ξ i < ξ j . There is also a recursive characterization of Lyndon words: ξ L is Lyndon iff there exist Lyndon words ξ M and ξ N such that ξ M < ξ N and ξ L = ξ M ξ N . Of course, there may be more than one choice of M, N that do the job. The number of Lyndon words of length n over an alphabet of cardinality Λ is given by Witt's formula (60) 13 If I = i1i2 · · · in we abbreviate ξ i 1 ξ i 2 · · · ξ in as ξ I . For brevity we will sometimes talk of the word L when we mean the word ξ L . For instance I < J really means ξ I < ξ J .
For example, the numbers of Lyndon words of lengths 1,2 and 3 are given by l(1, Λ) = Λ, l(2, Λ) = 
A.1 Lyndon word basis for free Lie algebra
We will specify a basis labeled by Lyndon words, for the free Lie algebra (FLA) generated by left annihilation D i , 1 ≤ i ≤ Λ. The FLA consists of linear combinations of iterated commutators of D i . Here we are implicitly thinking of the FLA as embedded in the free associative algebra generated by D i . Elements of the FLA are called Lie elements or Lie polynomials. A Lie element has a definite degree d if it is a homogeneous polynomial of degree d in the free associative algebra. Finding a basis for the FLA is complicated because anti-symmetry and the Jacobi identity relate many different Lie elements. This problem was solved [27, 20] We see that after accounting for anti-symmetry and the Jacobi identity, there are only two independent Lie elements of degree three for a two letter alphabet. 
