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Abstract
In this paper we show several applications of the general theory developed in [9], where we
studied smoothing and ergodicity for infinite dimensional Markovian systems with hypocoercive
type generator.
1 Introduction
In [9] we studied infinite dimensional models of interacting dissipative systems with hypocoercive-
type generator and provided a basis of a general theory for controlling small and large time smoothing
properties, existence of invariant measures and strong ergodicity. In particular we focussed on the
following framework: Let L be the Markov generator of a dissipative dynamics on Rm, of the form
L = Z20 +B,
where Z0 and B are first order differential operators on R
m, and suppose new fields are generated
only through the interaction between the first and the second order part of the generator, i.e. for
some N ∈ N there exist differential operators Z1, . . . , ZN such that
Zj+1 = [B,Zj] for all j = 0, . . . , N − 1.
In [9] we first studied the short and long time behaviour of the n-th order derivative of the semigroup
Pt ≡ etL generated by L, obtaining pointwise estimates for a suitable time dependent quadratic
forms. We then considered infinitely many isomorphic copies of the generator L, each of them
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”placed” at a point of the lattice Zd, and let them interact, i.e. we looked at the dynamics on
(Rm)Z
d
generated by the Markov operator
L =
∑
x∈Zd
Lx +
∑
y∈Zd
N∑
i=0
qi,xZi,x +
∑
y,y′∈Zd
∑
i,i′∈J
Sii′,yy′Zi,yZi′,y′ ,
where Dx denotes the isomorphic copy of a given a differential operator D acting at the point
x ∈ Zd (for a more precise definition see [9, Section 3]), J is some subset of I ≡ {0, . . . , N} and
qi,y = qi,y(ω),Sii′,yy′ = Sii′,yy′(ω), ω ∈ (Rm)Zd are interaction coefficients.
After proving the well posedness of the semigroup generated by L, we analysed the smoothing
properties of the infinite dimensional dynamics Pt ≡ etL on (Rm)Zd , by estimating appropriate
time dependent quadratic forms, inspired by the finite dimensional setting. Finally, we studied the
ergodicity of Pt, for which the equilibrium measure µ is not a priori known. Existence of the invariant
measure is proved by Lyapunov function techniques, [9, Section 4], and uniqueness is obtained by
methods analogous to those developed in [4]. In particular we show that, once a Lyapunov function
ρ is known for the finite dimensional model L, ρ˜ =
∑
x∈Zd ρx is a Lyapunov function for L (under
some technical assumptions on the interaction functions, see [9, Section 4]) and in [9, Section 5] we
provide several criteria for the uniqueness of the equilibrium measure.
In the present paper we give a wealth of examples that belong to the framework described above.
The organization and content of the paper is as follows. In Section 2 we describe an application of
the theory developed in [9] involving infinitely many interacting copies of Langevin-type dynamics.
Here, we consider more general commutation relations than the ones described before and the finite
dimensional generator arises in non-equilibrium Statistical Mechanics in the context of the heat
baths formalism, so that the infinite dimensional dynamics considered in Section 2 can be interpreted
as resulting from the interaction of infinitely many heat baths as well as interaction between other
degrees of freedom. For this example we show in detail how to prove short time smoothing properties,
exponential decay to equilibrium as well as existence and uniqueness of the invariant measure. In
Section 3, instead, we present the most straightforward application, i.e. Lie groups of Heisenberg
type: in Section 4 and Section 5 the finite dimensional model is given by filiform algebras with full
and partial dilation, respectively; Section 6 describes the Heisenberg model with partial dilation,
and we conclude in Section 7 with the B-S model. For all these dynamics we explain how to prove
exponential convergence to equilibrium under appropriate assumptions on the interaction functions,
which we will detail in each case.
2 Langevin dynamics
An example to which the theory presented so far may be applied comes from non-equilibrium sta-
tistical mechanics, in particular from the Generalized Langevin equation (GLE), which is a popular
2
model of for a particle coupled to a heat bath (see [7]),
q¨(t) = −∂qV (q)−
∫ t
0
ds γ(t− s)q˙(s) + F (t). (1)
In (1) q(t) represents the position of the distinguished particle (here q(t) ∈ R just for simplicity, the
equation can be rewritten in Rn), V = V (q) is a potential, γ(t) is a smooth kernel and F (t) is a
mean zero stationary Gaussian process. Noise and memory kernel are related through the following
fluctuation dissipation principle
E(F (t)F (s)) ∼ γ(t− s). (2)
The GLE can be derived by describing the system ”particle + bath” as a mechanical system in which
a distinguished particle interacts with r heat bath molecules through linear springs with random
stiffness parameter, and then taking the thermodynamic limit r → ∞. The resulting equation (1)
is in general non-Markovian, though for some specific choices of the correlation function γ(t) it is
equivalent to a system of SDEs in an extended state space. The most general system that can be
obtained via this procedure is as follows (see [7]):
dq = p dt (3a)
dp = −∂qV (q) dt+ g · u dt (3b)
du = (−p g −Au) dt+ C dW (t), (3c)
where (q, p) ∈ R2, u and g are column vectors of Rd, · denotes Euclidean scalar product, W (t) =
(W1(t), . . . ,Wd(t)) is a d-dimensional Brownian motion, V (q) is a potential andA and C are constant
coefficients d×d matrices, related through the fluctuation dissipation principle, which in the present
case reads
A+AT = CCT . (4)
Notice that (3) is a degenerate O-U process, degenerate in the sense that the diffusion matrix is
singular. Also,M := CCT is a semipositive definite symmetric matrix and we denote m = RankM.
For the vector g, we shall always assume that g 6= 0 (to avoid the uninteresting case in which there
is no coupling between the heat bath and the particle). In the remainder of this section we shall
denote v = (q, p, u) ∈ RN , N = d + 2. If we assume, without loss of generality (see [7, 8]) that we
are working in the coordinate system in which M is diagonal 1, the generator of (3) is
L = p∂q − ∂qV ∂p +
d∑
i=1
gi (ui∂p − p∂ui)−
d∑
i,j=1
aijuj∂ui +
1
2
d∑
j=1
Mjj∂2uj . (5)
When V (q) is quadratic, the operator L is precisely of the form
L ≡
∑
i
Z20,i +B
1Observe that in this coordinate system aii ≥ 0.
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once we set
B = p∂q − ∂qV ∂p +
d∑
i=1
giui∂p − p
d∑
i=1
gi∂ui −
d∑
i,j=1
aijuj∂ui .
Taking copies of such a generator at any point of Zd and then adding an interaction term can be
interpreted as considering infinitely many interacting systems of the type ”particle+heat bath”.
It was shown in [8] that for the generator L it is possible to find a confining function ρ¯(v) with
compact level sets such that
L¯ρ¯(v) ≤ −aρ¯(v) + d,
for some a, d > 0, i.e. the function required for compactness condition sufficient for existence of
invariant measure. Constructing such a function for general matrices A and C requires introducing
quite some notation, so here we will give an explicit expression for ρ¯ only for the simplest case in
which d = 1. For the general case we refer the reader to [8].
If d = 1, assuming that V (q) = q2/2, we have
L = ∂2u + (p∂q − q∂p + g (u∂p − p∂u))− λu∂u ≡ Z20 +B − λD0 (6)
with
[B,Z0] = −g∂p ≡ Z1
[B,Z1] = g(∂q − g∂u) ≡ Z2
[B,Z2] = −(1 + g2)Z1
[Zi, Zj ] = 0 .
(7)
For this generator the corresponding function ρ¯ can be chosen as follows
ρ¯ = C¯
(
q2 + p2 + u2
)
+ R¯ pq + gH¯ pu
with
R¯≪ H¯ ≪ C¯
so that for some c¯ ∈ (0,∞)
ρ¯ ≥ c¯ (q2 + p2 + u2) , and L¯ρ¯ ≤ −a0ρ¯+ b0
with some a¯0, b¯0 ∈ (0,∞).
Theorem 2.1. Consider an infinite system with generator
L ≡
∑
x∈Zd
Lx +
∑
y 6=x∈Zd
Gxyuy∂ux +
∑
i=0,1,2;x∈Zd
qi,xZi,x (8)
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with Lx denoting isomorphic copy of the operator L defined in (6) and Gxy, qi,x interaction functions;
let
ρ ≡
∑
x∈Zd
εxρx where ρx ≡ ρ¯(qx, px, ux)
and assume ∑
x
εxGxy ≤ Gεy , sup
x
∑
y
|Gxy| ≤ G (9)
|qi,x| ≤ q˜
(
(1 + u2x)
δ
2 + (1 + p2x)
δ
2 + (1 + q2x)
δ
2
)
(10)
with some δ ∈ [0, 1] and sufficiently small G, q˜ ∈ (0,∞). Then there exist a, b ∈ (0,∞) such that
Lρ ≤ −aρ+ b. (11)
Thus the corresponding model has an invariant measure for any λ > 0.
Proof. We have
Lρ =
∑
x∈Zd
εxLxρx +
∑
y 6=x
εxGxyuy∂uxρx +
∑
i=0,1,2
∑
x∈Zd
qi,xZi,xρx
≤ −a¯ρ+ b¯
(∑
x
εx
)
+
∑
y 6=x∈Zd
εxGxyuy
(
2C¯ux + gH¯px
)
+
∑
x∈Zd
εxq0,x
(
2C¯ux + gH¯px
)
+
∑
x∈Zd
εxq1,xg
(−2C¯px − gH¯ux)
+
∑
x∈Zd
εxq2,xg
(
2C¯qx + R¯px − 2gC¯xux − g2H¯px
)
.
Therefore (11) follows using (9) and (10).
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We note that
[Z0,x,L] = −λZ0,x − Z1,x +
∑
y∈Zd
GyxZ0,y +
∑
i=0,1,2
∑
y∈Zd
(Z0,xqi,y)Zi,y
[Z1,x,L] = −Z2,x +
∑
i=0,1,2
∑
y∈Zd
(Z1,xqi,y)Zi,y
[Z2,x,L] = (1 + g2)Z1,x + λg2Z0,y +
∑
i=0,1,2
∑
y∈Zd
(Z2,xqi,y)Zi,y −
∑
y∈Zd
g2GyxZ0,y .
Let us now look at the short time smoothing properties of the semigroup. In order to do so, we first
calculate the following commutators:
[Z0,x,L] = −λZ0,x − Z1,x +
∑
y∈Zd
GyxZ0,y +
∑
i=0,1,2
∑
y∈Zd
(Z0,xqi,y)Zi,y ,
[Z1,x,L] = −Z2,x +
∑
i=0,1,2
∑
y∈Zd
(Z1,xqi,y)Zi,y ,
[Z2,x,L] = (1 + g2)Z1,x + λg2Z0,x +
∑
i=0,1,2
∑
y∈Zd
(Z2,xqi,y)Zi,y −
∑
y∈Zd
g2GyxZ0,y ,
and consider the following functional
Γtf =
∑
w∈Zd
 2∑
j=0
ajt
2j+1 |Zj,wf |2 +
2∑
j=1
bjt
2j(Zj−1,wf)(Zj,wf)
+ a |f |2 ,
for some strictly positive constants a, aj , bj to be chosen. Arguing as in the last section of Part I [9]
to prove that Γtft is a Lyapunov type functional, we need to show that
(−L+ ∂t) (Γtft) ≤ 0, ft := etLf0, t ∈ (0, 1).
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To this end, using [9, Lemma 2.2], we note
(−L+ ∂t) (Γtft) =
∑
w,y∈Zd
 2∑
j=0
−2ajt2j+1 |Z0,yZj,wft|2 +
2∑
j=1
−2bjt2j(Z0,yft)(Zj,wft)
 (12)
+
∑
w∈Zd
−2a |Z0,wft|2 + 2∑
j=0
2ajt
2j+1(Zj,wft)([Zj,w,L]ft) (13)
+
2∑
j=1
bjt
2j([Zj−1,w,L]ft)(Zj,wft) + bjt2j(Zj−1,wft)([Zj,w,L]ft)
 (14)
+
∑
w∈Zd
 2∑
j=0
aj(2j + 1)t
2j |Zj,wft|2 +
2∑
j=1
2jbjt
2j−1(Zj−1,wft)(Zj,wft)
 . (15)
Let us set (I) := (12), (II) := (13) + (14), (III) := (15) and look at these terms separately.
Repeatedly using the quadratic Young’s inequality, we get
(I) ≤
∑
y,w∈Zd
2∑
j=0
2(−aj + b2j+1 + 1)t2j+1 |Z0,yZj,wft|2 ,
with the understanding that b3 ≡ 0.
(II) =
∑
w∈Zd
−λZ0,wft − Z1,wft +∑
y∈Zd
(
GywZ0,yft +
2∑
i=0
(Z0,wqi,y)Zi,yft
){2a0t(Z0,wft) + b1t2(Z1,wft)}
+
−Z2,wft + ∑
y∈Zd
(Z1,wqi,y)Zi,yft
{2a1t3(Z1,wft) + b2t4(Z2,wft) + b1t2(Z0,wft)}− 2a |Z0,wft|2
+
(1+g2)Z1,wft+λg2Z0,wft+ 2∑
i=0
∑
y∈Zd
(Z2,wqi,y)Zi,yft−
∑
y∈Zd
g2GywZ0,yft
{2a2t5(Z2,wft)
+b2t
4(Z1,wft)
}
.
Now assume that
Z0,wq2,y = 0, sup
i,j=0,1,2
sup
y,w∈Zd
|Zj,yqi,w| ≤ ψ < 1, for some constant ψ > 0 (16)
and that ∑
x,y
|Gxy| < G¯. (17)
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We obtain for t ∈ (0, 1)
(II) + (III) ≤
∑
w∈Zd
[−2a− 2a0λt+ 6(λ + G¯+ g + ψ + 1)2
2∑
j=0
(a2j + b
2
j)] |Z0,wft|2
+
∑
w∈Zd
[
(ψ − 1)b1t2 + 6(λ + G¯+ g + ψ + 1)2(a21 + a22 + b22)
] |Z1,wft|2
+
∑
w∈Zd
[
(ψ − 1)b2t4 + 2b2t5 + 6(λ+ g + ψ + 1)2a22
] |Z2,wft|2 .
Choosing a ≫ a0 ≫ b1 ≫ a1 ≫ b2 ≫ a2, we can conclude the proof that the Lyapunov function
Γtft is non-increasing. We have therefore shown the following.
Theorem 2.2. Consider the infinite dimensional dynamics ft := e
tLf0 generated by the Markov
operator (8) and assume (16) and (17) hold. Then for any j = 0, . . . , 2 and any w ∈ Zd we have
|Zj,wft|2 ≤ C
t2j+1
‖f0‖2∞.
To consider the long time behaviour, we note first that for B˜ ≡ B−λD, λ ∈ (0,∞), there exists
vector fields V0 and V± with constant coefficients such that
[B˜, V0] = ξ0V0, [B˜, V±] = ξ±V±
with ξ¯+ = ξ− and ξ0,ℜξ± ∈ (0,∞). Setting V0,x and V±,x, x ∈ Zd, for isomorphic copies of V0 and
V±, we consider the following generator
L ≡
∑
x∈Zd
Lx +
∑
y 6=x∈Zd
Gxyuy∂ux +
∑
x∈Zd
η0,xV0,x , (18)
where η0,x are smooth bounded functions with bounded derivatives. We have
∂se
msPt−s
∑
x∈Zd
(|V0,xfs|2 + |V+,xfs|2 + |V−,xfs|2)
 =
− 2emsPt−s
∑
x∈Zd
(|Z0V0,xfs|2 + |Z0V+,xfs|2 + |Z0V−,xfs|2)

+ emsPt−s
∑
x∈Zd
(
(m− 2ξ0)|V0,xfs|2 + (m− 2ℜξ+)|V+,xfs|2 + (m− 2ℜξ−)|V−,xfs|2
)
+ emsPt−s
∑
x∈Zd
2 ∑
y∈Zd
(V0,xη0,y)V0,xfs · V0,yfs
 .
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Hence, if
m ≤ min
2ξ0 − sup
z∈Zd
∑
y∈Zd
1
2
(‖V0,zη0,y‖∞ + ‖V0,yη0,z‖∞) , 2ℜξ±
 , (19)
then
∂se
msPt−s
∑
x∈Zd
(|V0,xfs|2 + |V+,xfs|2 + |V−,xfs|2)
 ≤ 0.
Integrating the above expression in [0, t] proves the statement of Theorem 2.3 below.
Theorem 2.3. With the notation introduced so far and assuming (19), the following exponential
decay holds along the semigroup generated by L:
∑
x∈Zd
(|V0,xft|2 + |V+,xft|2 + |V−,xft|2) ≤ e−mtPt
∑
x∈Zd
(|V0,xf0|2 + |V+,xf0|2 + |V−,xf0|2)
 .
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3 Lie groups of Heisenberg type
In this section, we present an application our results to Markov generators on groups of Heisenberg
type. For a detailed introduction to such groups we refer the reader to [1].
Definition 3.1. Let g be a Lie algebra whose centre is z and let v := z⊥.We say that g is of
Heisenberg-type (or simply H-type) if
[v, v] = z
and there exists an inner product 〈·, ·〉 on g with 〈z, v〉 = 0 such that for any Z ∈ z, the map
JZ : v 7→ v given by
〈JZX,Y 〉 = 〈[X,Y ], Z〉,
for X,Y ∈ v, is an orthogonal map whenever 〈Z,Z〉 = 1. An H-type group is a connected and
simply connected Lie group G whose Lie algebra is of H-type.
Consider an H-type group G which is isomorphic to Rn = Rm+r. We write elements of G as
w = (x, z), with x ∈ Rm and z ∈ Rr. We moreover denote the left-invariant fields by Z1, . . . , Zm
and their commutators by Zm+1 = [Z1, Z2], . . . , Zm+r = [Zm−1, Zm]. The Lie algebra is naturally
equipped with a first order operator D which generates dilations and satisfies
esDZke
−sD = eslkZk and [Zk,D] = lkZk, (20)
for all k = 1, . . . , n and s > 0, where lk = 1 for k = 1, . . . m and lk = 2 otherwise (the constants lk
reflect the layer of the Lie algebra that Zk belongs to). More specifically, D is given as the generator
of the dilations δλ(w) = (λx, λ
2z), by
D = ∂λ |λ=1 δλ(w) = x · ∇m + 2z · ∇r, (21)
where ∇m and ∇r denote the Euclidean gradients on Rm and Rr, respectively.
We consider an operator L on GZd , which is obtained as the infinite-dimensional limit, as Λ ↑ Zd,
of
LΛ :=
∑
x∈Zd
Lx +
∑
y∈Λ
n∑
r=1
qrσyZr,y (22)
:=
∑
x∈Zd
 m∑
i,j=1
(δij +Gij)Zi,xZj,x +
n∑
i=1
piZi,x − δDx
+∑
y∈Λ
n∑
r=1
qrσyZr,y, (23)
where δ, pi, qr > 0, G = (Gij)
m
i,j=1 satisfies G + I > 0 and the family {σy}y∈Λ is such that the
quantities ‖σy‖∞, ‖Zr,yσy˜‖∞ are uniformly bounded in y, y˜ ∈ Zd for r = 1, . . . , n. Similar operators
were considered in [4], under the assumption that δ is large enough. Here, however, we only require
that δ > 0.
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In what follows, we construct a Lyapunov function for L, which satisfies the assumptions of
Section 4 of [9] . The group G is equipped with the so-called Folland-Kaplan gauge N , defined by
N(w) =
(|x|4 + 16|z|2)1/4 , (24)
where | · | denotes the Euclidean norm. A computation shows [3] that the sub-gradient and the
sub-Laplacian of N read
|∇0N |2 :=
m∑
i=1
|ZiN |2(w) = |x|
2
N2(w)
(25)
and
∆0N :=
m∑
i=1
Z2i N(w) = 3
|x|2
N3(w)
, (26)
respectively. In particular, |∇0N | ≤ 1, since |x| ≤ N . Moreover, for j > m, Zj = ∂j , for all
i = 1, . . . , r [1], and therefore
Zm+iN =
8zi
N3
,
which in turn implies
n∑
i=1
|ZiN |2(w) = |x|
2
N2(w)
+
64|z|2
N6(w)
≤ 1 + 4
N2(w)
,
using that |x| ≤ N(w) and 16|z|2 ≤ N4(w). Let (HessN)∗ denote the symmetrised Hessian of N ,
i.e. the m×m matrix with elements
(HessN)∗ij =
1
2
(ZiZjN + ZjZiN),
for i, j = 1, . . . ,m. It was shown in [5] that
(HessN)∗ij =
1
N7
(
N4|x|2δij + 2N4
(
xixj +
r∑
s=1
BisBjs
)
− 3 〈A, ei〉 〈A, ej〉
)
,
where ei denotes the i
th element of the standard basis of Rm and for s = 1, . . . , r,
Bis = Bis(w) =
〈
Jem+sx, ei
〉
and A = |x|2x+ 4Jzx. Using the identities |Jzx| = |x||z| and 〈Jzx, x〉 = 0 (see e.g. [1]), we see that
Bis ≤ |Jem+sx| = |x| and |A|2 = |x|4|x|2 + 16|x|2|z|2 = N4|x|2. Using Young’s inequality, we thus
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arrive at the estimate
∣∣(HessN)∗ij∣∣ ≤ 1N7
(
N4|x|2δij + 2N4
(
x2i + x
2
j
2
+ r|x|2
)
+ 3|A|2
)
≤ 1
N7
(
N4|x|2δij + 2(1 + r)N4|x|2 + 3N4|x|2
)
≤ δij + 2r + 5
N
,
where we used once again that |x| ≤ N . Summing over i, j, we obtain
m∑
i,j=1
∣∣(HessN)∗ij∣∣ ≤ m+ 2rm2 + 5m2N .
Let us also observe that
DN =
m∑
i=1
xi∂iN + 2
r∑
i=1
zi∂m+iN = N
−3
(|x|4 + 16|z|2) = N.
Combining the above estimates and using the Cauchy-Schwarz inequality, we conclude that for the
operator L :=
∑m
i,j=1(δij +Gij)ZiZj +
∑n
i=1 piZi − δD we have
LN =
m∑
i,j=1
(δij +Gij)(ZiZjN) +
n∑
i=1
piZiN − δDN
≤ max
i,j
(δij +Gij)
m∑
i,j=1
∣∣(HessN)∗ij∣∣+
√√√√ n∑
i=1
p2i
√√√√ n∑
i=1
|ZiN |2 − δDN
≤ c1
N
+ |p|
√
1 +
4
N2
− δN,
using the Cauchy-Schwarz inequality, where c1 = maxi,j(δij + Gij)(m + 2rm
2 + 5m2) and |p|2 =∑n
i=1 p
2
i . Let
W (w) =
√
1 +N(w)2. (27)
Then W ≥ 1 is a smooth function. We claim that there exist constants C1 ≥ 0 and C2 > 0 such
that
LW < C1 − C2W.
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Indeed, as L is a diffusion generator, we have
LW =
N√
1 +N2
LN +
1
(1 +N2)3/2
m∑
i,j=1
(δij +Gij)(ZiN)(ZjN)
≤ c1 + |p|
√
N2 + 4− δN2√
1 +N2
+ c2
≤ c1 + 2|p|+ δ + c2 − δW,
with c1 as above and
c2 = max
i,j
(δij +Gij),
and using the elementary inequality
− x
2
√
1 + x2
≤ −
√
1 + x2 + 1.
Finally, by considering isomorphic copies of W at different points of the lattice and defining WΛ =∑
i∈ΛWi we obtain a suitable Lyapunov function for LΛ.
4 Exponential Decay for Filiform Algebra with Full Dilation.
Let D and {Yi}i=0,...,N+1, be first order differential operators on Rm and set
Yi :=
{
B, for i = 0
Zi−1, for i = 1, .., N + 1.
Consider the following second order differential operator on Rm
L = Y 21 + Y0 − λD, λ > 0.
Assume that for some N ∈ N , N ≥ 1, there exist Y1, . . . , YN+1 such that the following commutator
relations hold true:
[Y0, Yj ] = Yj+1 j = 1, . . . , N, [Y0, YN+1] = 0,
[Yi, Yj ] = 0 1 ≤ i, j ≤ N + 1 and
[Yi,D] = κiYi, i = 0, . . . , N + 1 ,
for some κi ∈ (0,∞). For convenience of notation we will set Yi ≡ 0 for i > N + 1. Hence we have
[Yi, L] = 2 δi,0Y1Y2 − (1− δi,0)Yi+1 − λκiYi. (28)
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For n ∈ N, let
Yk,n ≡ Yk1 ...Ykn
where k ≡ (k1, ..., kn), ki ∈ N ∪ {0}. If ei is the i-th vector of the standard basis of Rn, we have
[Yk,n, L] =− λκkYk,n −
∑
k
n∑
i=1
(1− δki,0)Yk+ei
+
n∑
j=1
∑
k
δkj ,0Yk1 . . .Ykj−1Y1Y2. . .Ykj+1Ykn ,
with the convention that in the last sum for i = 1 and i = n there are no factors on the left and right
of Y1Y2, respectively. As before, for a smooth bounded function f , we set ft ≡ etLf , t ∈ (0,∞). Let
mj ∈ (0,∞), j ∈ N, be such that
m0 = m2, m1 = 1 and mj ≥ mj+1, for j ≥ 1. (29)
We also set mk ≡
∑
jmkj and κk ≡
∑
j κkj and define
Γ˜
(n)
t (ft) ≡
∑
k
emkt|Yk,nft|2 . (30)
Theorem 4.1. With the notation introduced in this section, for any n ∈ N, there exist λ ∈ (0,∞)
such that
Γ˜
(n)
t (ft) ≤ Γ˜(n)0 (f), for all t > 0. (31)
Therefore, for all k, n and t > 0 we have
|Yk,nft|2 ≤ e−mkt Γ˜(n)0 (f).
Proof. Given n ∈ N and simplifying notation Yk ≡ Yk,n, we have
(−L+ ∂t)Γ˜(n)t (f) =− 2
∑
k
emkt|Y1Ykft|2 + 2
∑
k
emktYkft · [Yk, L]ft +
∑
k
mke
mkt|Ykft|2
=− 2
∑
k
emkt|Y1Ykft|2 +
∑
k
(mk − 2λκk)emkt|Ykft|2
− 2
n∑
i=1
∑
k
(1− δki,0)emktYkft ·Yk+eift
− 4
n∑
i=1
∑
k
δki,0e
mktYkft · (Yk1 ..Yki−1Y1Y2Yki+1 ..Yknft),
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recalling the convention that in the last sum for i = 1 and i = n there is no factors on the left and
right of Y1Y2, respectively. Since
Yk1 . . . Yki−1Y1Y2Yki+1 . . . Ykn = Y1Yk1 . . . Yki−1Y2Yki+1 . . . Ykn
+
i−1∑
l=1
Yk1 . . . [Ykl , Y1] . . . Yki−1Y2Yki+1 . . . Ykn ,
with the first term of order n+1 and each term in the sum of order n, taking into the account that
m0 = m2, we have the following bound
4
∣∣∣∣∣
n∑
i=1
∑
k
δki,0e
mktYkft · (Yk1 ..Yki−1Y1Y2Yki+1 ..Yknft)
∣∣∣∣∣
≤ 2
∑
k
emkt|Y1Ykft|2 + n(n− 1)(n − 2)
∑
k
emkt|Ykft|2.
We also note that, because mk ≤ mk+ei whenever ki 6= N + 1, we have
2
∣∣∣∣∣
n∑
i=1
∑
k
(1− δki,0)emktYkft ·Yk+eift
∣∣∣∣∣ ≤ 2n∑
k
emkt|Ykft|2.
Hence we get
(−L+ ∂t)Γ˜(n)t (f) ≤
∑
k
(mk − 2λκk + 2n+ n(n− 1)(n − 2))emkt|Ykft|2.
That is, if
max
k
(mk − 2λκk + 2n + n(n− 1)(n − 2)) ≤ 0
we obtain
(−L+ ∂t)Γ˜(n)t (ft) ≤ 0.
5 Filiform Algebras with Partial Dilation.
Consider the following fields in Rn
Z0 ≡ ∂1, B ≡ ∂2 + x1∂3 + x3∂4 + ..+ xn−1∂n,
For j = 0, . . . , n− 1, we set
Zj+1 ≡ [B,Zj] = (−1)j+1∂j+1,
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and note that
[B,Zn] = 0 and [Zi, Zj ] = 0 for all i, j = 0, . . . , n.
Next we introduce a partial dilation
D0 ≡ x1∂1.
Observe that
[Z0,D0] = Z0,
[Zi,D0] = 0, for i 6= 0
[B,D0] = −x1∂3,
[..[B,D0], ..,D0]︸ ︷︷ ︸
n−times
= (−1)nx1∂3.
We consider the generator given by
L ≡ Z20 +B − λD0
with λ ∈ [0,∞). Let ft ≡ Ptf ≡ etLf . We note that the following vector
V ≡
n∑
j=0
(
λn−jχ{λ<1} +
1
n
χ{λ=1} + λ
j−nχ{λ>1}
)
Zj
satisfies
[L, V ] = [B − λD0, V ] = λV.
Define
L ≡
∑
w∈Zd
Lw +
∑
w∈Zd
qwVw (32)
with Lw and Vw denoting the isomorphic copy of L and V , respectively, with qw being bounded
smooth functions with bounded derivatives dependent on many variables. Since
2
∑
w∈Zd
Vwfs · [Vw,L]fs =− 2λ
∑
w∈Zd
|Vwfs|2 + 2
∑
w∈Zd
Vwfs ·
∑
y∈Zd
(Vwqy)Vyfs
≤ 2(η − λ)
∑
w∈Zd
|Vwfs|2,
with
η ≡ 1
2
sup
w∈Zd
∑
y∈Zd
(‖Vwqy‖∞ + ‖Vyqw‖∞) ,
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we have ∑
w∈Zd
|Vwft|2 ≤ e2(η−λ)tPt
∑
w∈Zd
|Vwf |2.
By similar arguments one has∑
w1,..wk∈Zd
|Vw1 ..Vwkft|2 ≤ e2k(η−λ)tPt
∑
w1,..wk∈Zd
|Vw1 ..Vwkf |2 .
The short time estimates can be done as in a similar way as in other examples.
6 Heisenberg model with partial dilation.
In this section we provide an explicit example of dissipative dynamics with partial dilation which
forces exponential concentration along a suitable vector field. Let
Z0 ≡ X ≡ ∂x + 1
2
y∂z,
B ≡ Y ≡ ∂y − 1
2
x∂z,
Z1 ≡ [B,Z0] = ∂z ,
so that [B,Z1] = [Z0, Z1] = 0. Next, we introduce a partial dilation
D0 ≡ x∂x
such that [∂x,D0] = ∂x and [Z1,D0] = 0, and the following generator
L ≡ X2 + ξY − λD0,
with λ ∈ [0,∞). Let ft ≡ Ptf ≡ etLf . We note that
[∂x, L] = −ξ
2
∂z − λ∂x
and [Z1, L] = 0. Thus, setting
V ≡ κ∂x + κ−1∂z
with κ ≡
√
2λ
ξ , we have
[V,L] = −λV.
This model has no invariant probability measure, but it has the following concentration property.
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Theorem 6.1. For any λ, ξ > 0, one has
(V ft)
2 ≤ e−2λtPt (V f)2 (33)
for any f for which the right hand side is well defined.
Partial Concentration for infinite dimensional model.
We consider the following model
L ≡
∑
i
Li +
∑
i
(qiVi + γiXi + ηiZi)
with summation over i ∈ Zd,
Li ≡ X2i + ξYi − λD(0)i
where Vi,Xi, Yi, Zi,D
(0)
i are copies of operators V,X, Y, Z,D0 defined above, and ξ, λ are positive
constants andqi, γi, ηi are smooth functions for which the infinite dimensional semigroup is well
defined on the graph Zd. We have the following result.
Theorem 6.2. Suppose γi, ηi depend only on yj , j ∈ Zd. For any λ, ξ > 0, if
0 ≤ m ≤ 2λ− sup
k
∑
j
(‖Vjqk‖∞ + ‖Vkqj‖∞) ,
then ∑
j
|VjPtf |2 ≤ e−mtPt
∑
j
|Vjf |2 (34)
for any f for which the right hand side is well defined.
Proof. We have
∂se
msPt−s
∑
j
|Vjfs|2 =− 2emsPt−s
∑
j,k
|XkVjfs|2
+ emsPt−s(m− 2λ)
∑
j
|Vjfs|2 − 2emsPt−s
∑
j,k
(Vjqk)Vjfs · Vkfs
and so
∂se
msPt−s
∑
j
|Vjfs|2 ≤ −CemsPt−s
∑
j
|Vjfs|2
with
C ≡ 2λ−m− sup
k
∑
j
(‖Vjqk‖∞ + ‖Vkqj‖∞)
If C ≥ 0, the statement follows.
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7 B-S Model with Interaction.
We consider the model in R with the following generator
L = x2∂2x + ε∂x − λx∂x , λ ≥ 0, ε ∈ R.
Setting Z0 := x∂x we note that
x2∂2x = (x∂x)
2 − x∂x ≡ Z20 − Z0,
so the generator can be rewritten as
L = Z20 +B − (λ+ 1)Z0,
where B := ε∂x. Also,
Z1 := [B,Z0] = [L,Z0] = ε∂x = B.
We note that for 〈x〉 ≡ (1 + x2) 12 , we have
L〈x〉 ≤ ε− λ〈x〉,
hence for λ > 0, the semigroup etL has an invariant probability measure. We also have the following
gradient type bound
∂sPt−s
(|∂xfs|2) = Pt−s (−2 (Z0∂xfs − ∂xfs)2 − 2(λ− 1)|∂xfs|2) ,
which in turn implies
|∂xft|2 ≤ e−2(λ−1)tPt|∂xf |2.
More generally, for any n ∈ N we have
∂sPt−s
(|∂nxfs|2) = Pt−s (−2|Z0∂nxfs|2 + 2∂nxfs (2nZ0∂nxfs − nλ∂nxfs))
= Pt−s
(−2(Z0∂nxfs − n∂nxfs)2 − 2n(λ− n)|∂nxfs|2)
from which we deduce
|∂nxft|2 ≤ e−2n(λ−n)tPt|∂nxf |2.
In particular, if λ ∈ (1,∞) we have pointwise decay to equilibrium for differentiable functions.
To study the smoothing estimates we recall the notation
{X,Y } = XY + Y X = 2XY − [X,Y ],
for any two given differential operators X and Y , and we and introduce the Lyapunov functional
Γt(ft) = at|Z0ft|2 + bt3|Z1ft|2 + cs2Z0ft · Z1ft + df2t ,
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for some positive real constants a, b, c and d. Using
[Z1, L] = {Z0, Z1} − (λ+ 1)Z1 = 2Z0Z1 − λZ1
and [9, Lemma 2.2], we have
∂sPt−s (Γsfs) =Pt−s [(−L+ ∂s)Γsfs]
=Pt−s
(−2as|Z20fs|2 − 2bs3|Z0Z1fs|2 − 2cs2Z20fs · Z0Z1fs − 2d|Z0fs|2)
+ Pt−s
(−2asZ0fs · Z1fs + 2bs3Z1fs · ({Z0, Z1} − (λ+ 1)Z1)fs)
+ Pt−s
(−cs2|Z1fs|2 + cs2Z0fs · ({Z0, Z1} − (λ+ 1)∂x)fs))
+ Pt−s
(
a|Z0fs|2 + 3bs2|Z1fs|2 + 2csZ0fs · Z1fs
)
.
Therefore, by repeatedly using Young’s inequality, we obtain
∂sPt−s (Γsfs) ≤Pt−s
(−2as|Z20fs|2 − 2bs3|Z0Z1fs|2 − 2cs2Z20fs · Z0Z1fs)
+ Pt−s
(−2asZ0fs · Z1fs + 2bs3Z1fs · (2Z0Z1 − λZ1)fs)
+ Pt−s
(−cs2|Z1fs|2 + cs2Z0fs · (2Z0Z1 − λZ1)fs))
+ Pt−s
(
(a+ δ−1c2 − 2d)|Z0fs|2 + (3b+ δ)s2|Z1fs|2
)
≤Pt−s
(−2as|Z20fs|2 − 2bs3|Z0Z1fs|2 − 2cs2Z20fs · Z0Z1fs)
+ Pt−s
(
4
a
c
|Z0fs|2 + 1
2
cs2|Z1fs|2 + bs3|Z0Z1fs|2 − 4λbs3|Z1fs|2
)
+ Pt−s
(
− cs2|Z1fs|2 + 2c
2
b
s|Z0fs|2 + 1
2
bs3|Z0Z1fs|2
+
1
2
λδ−1c2s|Z0fs|2 + λ1
2
δs3|Z1fs|2
)
+ Pt−s
(
(a+ δ−1c2 − 2d)|Z0fs|2 + (3b+ δ)s2|Z1fs|2
)
.
Putting everything together we have
∂sPt−s (Γsfs) ≤Pt−s
(
−2as|Z20fs|2 − 2bs3|Z0Z1fs|2 + c2s2
∣∣Z20fs∣∣2 + s3 |Z0Z1fs|2)
+ Pt−s
(
((3b+ δ − 1
2
c)s2 − λ(4b − 1
2
δ)s3)|Z1fs|2
)
+ Pt−s
(
(a+ 4
a
c
+ δ−1c2 + (
2c2
b
+
1
2
λδ−1c2)s− 2d)|Z0fs|2
)
, (35)
with any small δ ∈ (0,∞). From this we see that for sufficiently small s the right hand side is non-
positive provided a and d are chosen sufficiently large, and 6b < εc and c2 ≤ 2ab. In this situation,
20
given σ ∈ (0, 1) we can choose a large enough so that the following short time smoothing estimate
holds
σat|Z0ft|2 + σbt3|Z1ft|2 ≤ at|Z0ft|2 + bt3|Z1ft|2 + ct2Z0ft · Z1ft
≤ d (Ptf2 − (Ptf)2)
for 0 < t < t0 with some t0 ∈ (0, 1) sufficiently small. Similar computations yield
∂sPt−s
(
a|Z0fs|2 + b|Z1fs|2+cZ0fs · Z1fs + df2s
)
≤Pt−s
(
−2a|Z20fs|2 −
1
2
b|Z0Z1fs|2 − 2cZ20fs · Z0Z1fs
)
+ Pt−s
(
((3b + δ − 1
2
c)− λ(4b− 1
2
δ))|Z1fs|2
)
+ Pt−s
(
(a+ 4
a
c
+ δ−1c2 + (
2c2
b
+
1
2
λδ−1c2)− 2d)|Z0fs|2
)
.
Thus, for sufficiently large d, a ∈ (0,∞), 6b < εc and c2 ≤ 2ab, the right hand side of the above is
non-positive and hence for any t ∈ (0,∞) we have
σa|Z0ft|2 + σb|Z1ft|2 ≤ a|Z0ft|2 + b|Z1ft|2 + cZ0ft · Z1ft (36)
≤ Pt
(
a|Z0f |2 + b|Z1f |2 + cZ0f · Z1f
)
+ d
(
Ptf
2 − (Ptf)2
)
≤ 2Pt
(
a|Z0f |2 + b|Z1f |2
)
+ d
(
Ptf
2 − (Ptf)2
)
.
Combining this estimate with the short time smoothing estimate, we arrive at
σa|Z0ft|2 + σb|Z1ft|2 ≤ 2Pt−t0/2
(
a|Z0ft0/2|2 + b|Z1ft0/2|2
)
+ d
(
Pt−t0/2f
2
t0/2
− (Pt−t0/2ft0/2)2
)
≤ σ−12dPt−t0/2
(
Pt0/2f
2 − (Pt0/2f)2
)
+ d
(
Pt−t0/2f
2
t0/2
− (Pt−t0/2ft0/2)2
)
.
Similarly, one can obtain higher order estimates. The smoothing estimate together with the gradient
bounds, for λ ∈ (1,∞) imply decay to equilibrium in supremum norm for all continuous functions.
We could treat an infinite dimensional version with interaction as follows. We set
L ≡
∑
j∈Zd
Li +
∑
j,i∈Zd
Gijxj∂i +
∑
i∈Zd
qi∂i
with Li denoting an isomorphic copy of L acting on xi and ∂i ≡ ∂xi , some constants Gij ∈ R and
some differentiable real functions qi with bounded derivatives. We note that
L〈xk〉 ≤
(
ε+ sup
k
‖qk‖∞
)
− λ〈xk〉+
∑
j∈Zd
|Gkj |〈xj〉
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and hence for ǫj ∈ (0,∞) such that∑
j
ǫj <∞,
∑
j∈Zd
ǫk|Gkj | ≤ ξǫj
with some ξ ∈ (0,∞), we obtain
∂tPt
∑
k
ǫk〈xk〉 ≤
(
ε+ sup
k
‖qk‖∞
)∑
j
ǫj − (λ− ξ)
∑
k
ǫk〈xk〉.
From this we conclude, that for λ > ξ
sup
t
(
Pt
∑
k
ǫk〈xk〉
)
<∞,
which implies a weak compactness of any sequence of probability measures Ptn , n ∈ N, tk →k→∞ ∞,
on a set
{ω ∈ RZd :
∑
k
ǫk〈ωk〉 <∞}
(see e.g. [2, 4]). We have
∂se
msPt−s
(∑
k
|∂kfs|2
)
≤emsPt−s
−2ems∑
j 6=k
(Zj∂kfs)
2

− 2emsPt−s
(∑
k
(Zk∂kfs − ∂kfs)2
)
− (2(λ− 1)−m)emsPt−s
(∑
k
|∂kfs|2
)
+ 2emsPt−s
∑
k,i
(Gik + ∂kqi) ∂kfs∂ifs
 ,
and hence
∂se
msPt−s
(∑
k
|∂kfs|2
)
≤ −CemsPt−s
(∑
k
|∂kfs|2
)
with
C ≡ 2(λ− 1)−m− sup
i
∑
k
(|Gik|+ |Gki|+ ‖∂kqi‖∞ + ‖∂iqk‖∞) .
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Hence, if
0 ≤ m ≤ 2(λ− 1)− sup
i
∑
k
(|Gik|+ |Gki|+ ‖∂kqi‖∞ + ‖∂iqk‖∞) ,
we get ∑
k
|∂kft|2 ≤ e−mtPt
∑
k
|∂kf |2.
We consider only smoothing estimate in infinite dimensions for the case when Gij ≡ 0. In this
case we have
∂sPt−s
(∑
k
(
as|Z0,kfs|2 + bs3|Z1,kfs|2 + cs2Z0,kfs · Z1,kfs
)
+ df2s
)
=Pt−s
∑
j
(∑
k
(−2as|Z0,jZ0,kfs|2 − 2bs3|Z0,jZ1,kfs|2 − 2cs2Z0,jZ0,kfs · Z0,jZ1,kfs)− 2d|Z0,jfs|2
)
+ Pt−s
∑
k
(−2asZ0,kfs · Z1,kfs + 2bs3Z1,kfs · ({Z0,k, Z1,k} − (λ+ 1)Z1,k)fs)
+ Pt−s
∑
k
(−cs2|Z1,kfs|2 + cs2Z0,kfs · ({Z0,k, Z1,k} − (λ+ 1)Z1,k)fs))
+ Pt−s
∑
k
(
a|Z0,kfs|2 + 3bs2|Z1,kfs|2 + 2csZ0,kfs · Z1,kfs
)
+
∑
i∈Zd
Pt−s
∑
k
(2asZ0,kfs · [Z0,k, qi∂i]fs)
+
∑
i∈Zd
Pt−s
∑
k
(
2bs3Z1,kfs · [Z1,k, qi∂i]fs
)
+
∑
i∈Zd
Pt−s
∑
k
(
cs2[Z0,k, qi∂i]fs · Z1,kfs
)
+
∑
i∈Zd
Pt−s
∑
k
(
cs2Z0,kfs · [Z1,k, qi∂i]fs
)
.
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Next, we estimate the new type of terms involving qi’s, i.e. the last four terms above. We have∑
i∈ZdPt−s
∑
k
(2asZ0,kfs · [Z0,k, qi∂i]fs)
=
∑
i∈Zd
Pt−s
∑
k
(
2asZ0,kfs ·
(
ε−1(Z0,kqi)Z1,ifs − δikqkZ0,kfs
))
≤
δ−1ε−1 sup
j
∑
i∈Zd
‖Z0,jqi‖∞
 a2Pt−s∑
k
|Z0,kfs|2 +
(
δ sup
j
∑
i
‖Z0,iqj‖∞
)
s3Pt−s
∑
k∈Zd
|Z1,kfs|2
+
(
2a sup
i
‖qi‖∞
)
sPt−s
∑
k
|Z0,kfs|2,
while the second term can be estimated as∑
i∈ZdPt−s
∑
k
(
2bs3Z1,kfs · [Z1,k, qi∂i]fs
)
=
∑
i∈Zd
Pt−s
∑
k
(
2bs3Z1,kfs ·
(
ε−1(Z1,kqi)Z1,i
)
fs
)
≤ ε−1bs3
sup
i
∑
j
‖Z1,jqi‖∞ + sup
i
∑
j
‖Z1,iqj‖∞
Pt−s∑
k
|Z1,kfs|2.
Moreover, we have∑
i∈ZdPt−s
∑
k
(
cs2[Z0,k, qi∂i]fs · Z1,kfs
)
=
∑
i∈Zd
Pt−s
∑
k
(
ε−1cs2 ((Z0,kqi)Z1,ifs − δikqkZ1,kfs) · Z1,kfs
)
≤ ε−1cs2
sup
k
‖qk‖∞ + sup
j
∑
i∈Zd
ε−1‖Z0,jqi‖∞ + sup
i
∑
j∈Zd
ε−1‖Z0,jqi‖∞
Pt−s∑
k
|Z1,kfs|2
and finally ∑
i∈ZdPt−s
∑
k
(
cs2Z0,kfs · [Z1,k, qi∂i]fs
)
=
∑
i∈Zd
Pt−s
∑
k
(
cs2Z0,kfs ·
(
ε−1(Z1,kqi)Z1,i
)
fs
)
≤ δ−1ε−2c2s sup
j
∑
i∈Zd
‖Z1,jqi‖∞Pt−s
∑
k
|Z0,kfs|2
+ δs3 sup
i
∑
j∈Zd
‖Z1,jqi‖∞ · Pt−s
∑
k
|Z1,kfs|2,
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for any δ ∈ (0,∞). Combining this together with (35) and assuming
supi
∑
j ‖Z1,jqi‖∞ + supi
∑
j ‖Z1,iqj‖∞ <∞,
supk ‖qk‖∞ <∞,
supj
∑
i∈Zd ‖Z0,jqi‖∞ + supi
∑
j∈Zd ‖Z0,jqi‖∞ <∞
are sufficiently small, we conclude the short time smoothing. Repeating this computation with-
out algebraic coefficients in s, one obtains global gradient bounds which together with small time
smoothing provides global smoothing estimates.
Remark 7.1 (Grushin-type Operators). Similarly, one can handle infinite dimensional models build
upon a model in Rk × Rn with generators of the following type
L = ∆x + |x|2∆y + ε1 · ∇x − λx · ∇x.
If the coefficients at the principal part are of higher order as in the following cases:
(i) In R
L = x2m∂2x + ∂x − λD
with 1 < m ∈ N;
(ii) In Rk × Rn
L = ∆x + |x|2m∆y + ε1 · ∇x − λx · ∇x
with 1 < m ∈ N, then the corresponding algebra becomes infinite and more involved arguments are
necessary.
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