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Abstract
We consider Mellin-Barnes integral representations of GKZ hypergeometric equa-
tions. We construct integration contours in an explicit way and show that suitable
analytic continuations give rise to a basis of solutions.
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1 Introduction
In this short paper, we discuss Mellin-Barnes integral representations of GKZ hyperge-
ometric functions as well as its relation to Laplace integral representations. We remember
some basic notation. Let n < N be positive integers, c ∈ Cn×1 be a fixed parameter, and
let {a(1), . . . , a(N)} ⊂ ZN×1 be lattice points. We set A = (a(1) | · · · | a(N)) = (aij).
Throughout this paper, we assume that ZA =
N∑
j=1
Za(j) = Zn×1. The GKZ hypergeomet-
ric system is given by the family of equations
MA(c) :
{
Ei · f(z) = 0 (i = 1, · · · , n)
u · f(z) = 0 (u ∈ LA = KerZA) (1.1)
where
Ei =
N∑
j=1
aijzj
∂
∂zj
+ ci, u =
∏
uj>0
(
∂
∂zj
)uj
−
∏
uj<0
(
∂
∂zj
)−uj
. (1.2)
It is well-known that GKZ system MA(c) is holonomic ([1]) and in particular, has a finite
rank. For a non-resonant parameter c ∈ Cn×1, one also has rankMA(c) = volZ(∆A)
([1]), where ∆A is a convex polytope called Newton polytope and defined by the formula
∆A = c.h.{0, a(1), . . . , a(N)} and volZ(∆A) is the Euclidian volume of ∆A multiplied by
n! so that the standard simplex has a volume 1. GKZ system MA(c) naturally has a
∗The author is financially supported by JSPS KAKENHI Grant Number 17J03916
1
formal series solution φv(z) associated to any vector v ∈ CN×1 such that Av = −c and
defined by the formula
ϕv(z) =
∑
u∈LA
zu+v
Γ(1+ u+ v)
, (1.3)
where LA = Ker
(
A× : ZN×1 → Zn×1). This formal series ϕv(z) is called Γ-series in the
literature. Various classical hypergeometric series such as Thomae’s generalised hyperge-
ometric series, Appell-Lauricella series, Horn’s series are recovered in terms of Γ-series by
taking suitable matrices A and vectors c and v ([8], [13]). Moreover, one can construct a
basis of solutions consisting only of Γ-series with the aid of regular triangulation of ∆A
([7], [8]).
On the other hand, classical hypergeometric functions have another aspect: integral
representations. For example, Gauss hypergeometric function 2F1(α, β, γ; z) has the so-
called Mellin-Barnes integral representation:
2F1(α, β, γ; z) =
Γ(γ)
Γ(α)Γ(β)
∫
C
Γ(α− s)Γ(β − s)
Γ(γ − s) (e
pi
√−1z)−sds (1.4)
where the integration contour C is taken to be the so-called Hankel contour starting from
−∞−√−1, extending to −δ − √−1, going around the origin in the positive direction,
and going back to −∞−√−1. It is sometimes more convenient to take C as the Barnes
contour C = δ +
√−1(−∞,∞) (δ > 0). On the other hand, rewriting the well-known
Euler integral representation, we can obtain Laplace integral representation
2F1(α, β, γ; z)
=
πΓ(γ)
sin π(γ − α)Γ(α)Γ(β)
∫ ∞
0
∫ ∞
0
∫ 1
0
e−(1−t1)t2−(1−zt1)t3tα−11 t
α−γ
2 t
β−1
3 dt1dt2dt3 (|z| < 1).
(1.5)
These integral representations are also generalised to GKZ hypergeometric functions.
Mellin-Barnes integral for GKZ hypergeometric functions was introduced in [2] and ap-
plied to computations of subgroups of monodromy groups. To our knowledge, [2] is the
only article that treats Mellin-Barnes integral for GKZ hypergeometric functions. On the
other hand, several authors developed a systematic study of Laplace integral representa-
tions ([6], [14]). In particular, a basis of cycles for Laplace integrals was constructed in [6]
by the method of steepest descent under a restrictive assumption on the Newton polytope
∆A and non-degeneracy assumption on the parameter c.
Based on these studies, we consider the following problem in this paper:
Problem
Construct a basis of solutions by means of Mellin-Barnes or Laplace integral repre-
sentations so that it can be related to Γ-series.
This problem is certainly basic, but it seems that the general description has been ne-
glected. We solve the problem for Laplace integral representations when the Newton
polyhedron has the shape of a diamond. We construct a standard basis of cycles via
Ku¨nneth type argument. We will find that integration on these cycles naturally gives rise
to Mellin-Barnes integral representations. In the latter half, we introduce Mellin-Barnes
integral representations for GKZ hypergeometric functions which is slightly different from
the one treated in [2]. After examining that Mellin-Barnes integral representations satisfy
GKZ system MA(c) and that it is convergent, we relate it to series representations by
computing residues of the integrand. Finally, we show that a suitable analytic continua-
tion gives rise to a basis of solutions (Theorem 6.5). We will find that the transformation
matrix between Mellin-Barnes integral and series solutions associated to a regular trian-
gulation T is given in terms a character matrix of a finite Abelian group Gσ associated
to each simplex σ ∈ T .
We will discuss the construction of integration cycles for Laplace integrals without any
restriction on the Newton polytope in the forthcoming paper. We were inspired by [3],
[7] and [12].
2 Construction of integration cycles for Laplace in-
tegral representations when the Newton polytope
has a diamond shape
In this section, we briefly collect known results on Laplace integral representations of
GKZ hypergeometric functions and construct a standard basis of cycles when the Newton
polytope has the shape of a diamond. We say that a parameter vector c ∈ Cn×1 is non-
resonant if c /∈ Z+spanC{Γ} for any face Γ of ∆A such that 0 ∈ Γ. The following definition
is standard in the literature.
Definition 2.1. ([1]) For any z ∈ AN , we say that a Laurent polynomial hz(x) =
N∑
j=1
zjx
a(j) is Newton non-degenerate if for any face Γ of ∆A such that 0 /∈ Γ, one has
{
x ∈ (Gm)n | dxhΓz (x) = 0
}
= ∅. (2.1)
Here, hΓz (x) =
∑
a(j)∈Γ
zjx
a(j).
We put Ω =
{
z ∈ AN | hz(x) is Newton non-degenerate
}
. The set Ω is called the Newton
non-degenerate locus of A. The following result is of fundamental importance.
Theorem 2.2. (Adolphson[1], Schulze-Walther[14])
1. MA(c) is holonomic and MA(c) is a connection on Ω.
2. If c is non-resonant, rankMA(c) = volZ∆A.
3. Let π : (Gm)
n
x × ANz → ANz be a natural projection and suppose c is non-resonant.
One has a natural isomorphism of DAN -modules
MA(c) ≃
∫
pi
O(Gm)nx×ANz ehz(x)xc. (2.2)
Theorem 2.2 (3) suggests that general solutions f(z) of MA(c) should have the form
f(z) =
∫
ehz(x)xc−1dx. (2.3)
We call (2.3) Laplace integral representation. Now, let us describe the space of local so-
lutions at z ∈ Ω. Throughout this paper, we assume that c is non-resonant. By Cauchy-
Kowalevsky-Kashiwara theorem and the commutativity of inverse image and analytifica-
tion, we have
RHomD
CN
((MA(c))
an ,OCN )z ≃ RHomC((Lι∗zMA(c))an ,C)
≃ RHomC((Lι∗zMA(c)) ,C). (2.4)
On the other hand, by the definition of integration of a D-module and projection formula,
for any z ∈ AN and inclusion ιz : {z} →֒ AN , we have
Lι∗z
∫
pi
OTnx×ANz ehz(x)xc ≃ (Ω•+n((Gm)n),∇z), (2.5)
where differential ∇z is given by
∇z = d+ dhz ∧+
n∑
i=1
ci
dxi
xi
∧ . (2.6)
By the general result of M. Hien ([10]), we see that the dual space of p-th cohomology
group of this complex is given in terms of rapid decay cycles:∫
: Hr.d.p+n
(
Tn, (O(Gm)n ,∇∨z )
) ∼→ (Hp (Ω•+n((Gm)n),∇z))∨ . (2.7)
For readers’ convenience, we briefly explain the construction of rapid decay homology
groups Hr.d. following [10]. For each fixed z, we compactify Tnx to a smooth projective
variety X so that hz(x) can be prolonged to a meromorphic function, i.e., so that we have
a commutative diagram
Tnx
hz
//
inclusion

C
inclusion

X
h˜z
// P1.
Then, setting D = X \Tnx, we have a decomposition D = Dirr ∪D′, where D′ = h˜−1z (∞).
We assume that D is normal crossing. Then we consider the real oriented blow-up P˜1 =
C ∪ S1∞ of a projective line and X˜ along D. Here, S1 is the unit circle S1 = {z ∈ C |
|z| = 1}. Then we have a commutative diagram
X˜
h˜z
//
pi

P˜1
pi

X
h˜z
// P1,
where π is a canonical morphism of the real oriented blow-up. Putting
Dr.d. = π−1
(
(e
pi
2
√−1, e
3pi
2
√−1)∞
)
⊂ π−1(D′), we define the p-th rapid decay homology
group by the formula
Hr.d.p
(
Tn, (O(Gm)n ,∇∨z )
)
= Hp
(
Tn ∪Dr.d., Dr.d.;Cxc) . (2.8)
The isomorphism (2.7) is given in terms of integration. Note that Hp (Ω•((Gm)n),∇z)
is also denoted by HpdR
(
(Gm)
n, (O(Gm)n ,∇z)
)
. Combining Theorem 2.2 (2), (2.4), (2.5),
(2.7), we have
Proposition 2.3. For any z ∈ Ωan, we have
HomD
CN
((MA(c))
an ,OCN )z ≃ Hr.d.n
(
Tn, (O(Gm)n ,∇∨z )
)
. (2.9)
In general situation, one must consider toric blow-up to construct a good compactification
of (Gm)
n to compute the rapid decay homology group. However, when Newton polytope
has a very simple form, we can compute the space of rapid decay cycles as we shall see
below.
Lemma 2.4. Let U1, U2 be smooth Affine algebraic varieties over C and consider flat
algebraic connections (Ei,∇i) on Ui (i = 1, 2). There is a canonical isomorphism⊕
k1+k2=m
Hr.d.k1 (U1, (E
∨
1 ,∇∨1 ))⊠Hr.d.k2 (U2, (E∨2 ,∇∨2 ))
ϕ
→˜Hr.dm (U1 × U2, ((E1 ⊠ E2)∨, (∇1 ⊠∇2)∨))
(2.10)
which is characterized by the formula∫
ϕ(Γ1⊗Γ2)
ω1 ∧ ω2 =
(∫
Γ1
ω1
)(∫
Γ2
ω2
)
, (2.11)
where Γi ∈ Hr.d.ki (Ui, (E∨i ,∇∨i )) and ωi ∈ HkidR (Ui, (Ei,∇i)) (i=1,2). ϕ(Γ1 ⊗ Γ2) will also
be denoted by Γ1 × Γ2.
Proof. We can easily see that the wedge product gives an isomorphism of algebraic de
Rham complexes
(Γ(U1,Ω
•(E1)),∇1)⊠ (Γ(U2,Ω•(E2)),∇2) ∼→ (Γ(U1×U2,Ω•(E1⊠E2)),∇1⊠∇2). (2.12)
Taking their m-th cohomology and dual, we obtain the lemma.
Remember now that the Newton non-degenerate locus is decomposed into a direct
product as we explain below. We put τ ⊂ {1, · · · , N} to be the set τ =
{
i|a(i) /∈
⋃
Γ<∆A
0/∈Γ
Γ
}
.
We regard Ωτ¯
def
= Ω ∩
⋂
i∈τ
{zi = 0} as a subset of Aτ¯ . Then, by the definition of non-
degeneracy, we have
Ω = Aτ × Ωτ¯ . (2.13)
Here, Ωτ¯ =
{
zτ¯ ∈ Aτ¯ |hτ¯z(x) =
∑
j∈τ¯ zjx
a(j) is Newton non-degenerate
}
.
Now we introduce the following assumption (∗):
(∗)Laurent polynomial hz(x) is given by
hz(x) =
l∑
i=1
(z+i x
a+i
i + z
−
i x
−a−i
i ) +
n∑
i=l+1
zix
ai
i +
N−l∑
j=n+1
zjx
a(j), (2.14)
where a±i , ai ∈ Z>0 and a(j) ∈ Zn×1. Moreover, if one puts
∆ = c.h.
{
0, a+1 e(1),−a−1 e(1), . . . , a+l e(l),−a−l e(l), al+1e(l + 1), . . . , ane(n)
}
,
(2.15)
then one must have a(j) ∈ Int∆ ∪
⋃
Γ<∆
0∈Γ
Γ. Here, e(i) is the standard basis of
Zn×1.
Under this assumption, it can readily be seen that a parameter vector c is non-resonant if
c /∈
n⋃
i=l+1
(
Zn×1+Ce(1)+ · · ·+Cê(i)+ · · ·+Ce(n)
)
and Ω has the form Ω = AN−n−l×Ω′
where Ω′ is a subset of An+l with coordinates (z+1 , z
−
1 , . . . , z
+
l , z
−
l , zl+1, . . . , zn) defined by
Ω′ =
{
(z+1 , z
−
1 , . . . , z
+
l , z
−
l , zl+1, . . . , zn) ∈ An+l | z+1 z−1 · · · z+l z−l zl+1 · · · zn 6= 0
}
. (2.16)
Now let us take a point
◦
z = (0,
◦
z τ¯ ) ∈ Ω. By proposition 2.3, we know that
Hr.d.n (T
n, (O(Gm)n∇∨◦z )) corresponds to solutions ofMA(c). For any given data γ ∈ C, m1, m2, m ∈
Z>0, w1, w2, w ∈ C∗, we define connections on OGm by
∇(γ; (w1, m1), (w2, m2)) = d+ γ dy
y
∧+m1w1ym1−1dy ∧ −m2w2y−m2−1dy∧ (2.17)
and by
∇(γ; (w,m)) = d+ γ dy
y
∧+mwym−1dy∧, (2.18)
where y is a coordinate of Gm. By definition, we have
H0dR
(
Gm,
(OGm,∇(γ; (w1, m1), (w2, m2)))) = 0 (2.19)
and
H0dR
(
Gm, (OGm,∇(γ; (w,m)))
)
= 0 (2.20)
for any γ ∈ C, m1, m2, m ∈ Z>0, w1, w2, w ∈ C∗. On the other hand, we can explicitly
describe the 1st homology groups
Hr.d.1
(
T, (OGm ,∇(γ; (w1, m1), (w2, m2))∨)
)
(2.21)
and
Hr.d.1
(
T, (OGm ,∇(γ; (w,m))∨)
)
. (2.22)
For any positive integers k,m, we put γk,m = exp{(2k−1m )π
√−1}, and
Γk,m = −[ε,∞)eε′
√−1γk,m + Ck,m + [ε,∞)e−ε′
√−1γk+1,m where ε and ε′ are small positive
numbers and
Ck,m(t) = εe
( 2(k+t)−1
m
)pi
√−1 (
mε′
2
≤ t ≤ 1− mε
′
2
) (2.23)
is an arc. Note that Γk,m is regarded as a relative chain. Then, if w > 0, we have
Hr.d.1
(
T, (OGm ,∇(γ; (w,m))∨)
)
=
m−1⊕
k=0
CΓk,m ⊗ yγ. (2.24)
Moreover, if γ /∈ Z and w1, w2 > 0, then we have
Hr.d.1
(
T, (OGm ,∇(γ; (w1, m1), (w2, m2))∨)
)
=
m1−1⊕
k=0
CΓ+k,m1⊗yγ⊕
m2−1⊕
l=0
CΓ−l,m2⊗yγ. (2.25)
Here, by abuse of notation we put Γ+k,m = Γk,m and Γ
−
k,m stands for the image of the
cycle Γk,m through the isomorphism y 7→ 1y . Now by lemma 2.4, we see that if zτ¯ > 0,
Hr.d.n (T
n, (O(Gm)n∇∨◦z )) is decomposed as
Hr.d.n
(
Tn, (O(Gm)n∇∨◦z )
)
=Hr.d.1
(
T, (OGm,∇(c1; (◦z
+
1 , a
+
1 ), (
◦
z
−
1 , a
−
1 ))
∨)
)
⊠ · · ·⊠ Hr.d.1
(
T, (OGm ,∇(cl; (◦z
+
l , a
+
l ), (
◦
z
−
l , a
−
l ))
∨)
)
⊠Hr.d.1
(
T, (OGm ,∇(cl+1; (
◦
zl+1, al+1))
∨)
)
⊠ · · ·⊠Hr.d.1
(
T, (OGm ,∇(cn; (
◦
zn, an))
∨)
)
. (2.26)
Therefore, if ci /∈ Z (i = 1, . . . , l), we have the following
Theorem 2.5. Under the assumption (∗) and the assumption that ci /∈ Z (i = 1, . . . , l),
if zτ¯ > 0, we have
Hr.d.n
(
Tn, (O(Gm)n∇∨◦z )
)
=
⊕
εi=±
k
εi
i =0,...,a
εi
i −1 (i=1,...,l)
k
εi
j =0,...,aj−1 (j=l+1,...,n)
C
(
l∏
i=1
Γεi
k
εi
i ,a
εi
i
)
×
(
n∏
j=l+1
Γkj ,aj
)
. (2.27)
Now we consider the special example treated by D. Kaminski and R. B. Paris. [12]
Example 2.6. n = 2, N = 4, c =t (c1, c2) ∈ C2, ci /∈ Z, m1, m2 ∈ Z>0 such that
2
m1
+ 1
m2
< 1, A =
(
m1 0 1 2
0 m2 1 1
)
. The constraint on m1 and m2 means that the lattice
points t(1, 1) and t(2, 1) are inside the Newton polytope ∆ = c.h.{0, t(m1, 0), t(0, m2)}.
Now, the general solution is given by
f(z) =
∫
Γ
exp{z1xm1 + z2ym2 + z3xy + z4x2y}xc1−1yc2−1dxdy. (2.28)
Moreover, by Theorem 2.5, if z1, z2 > 0, we know that
{
Γk,m1 × Γl,m2
}
k=0,1,··· ,m1−1
l=0,1,··· ,m2−1
forms a basis of rapid decay homology group.
The readers should be careful about the choice of the argument. Let us consider the
integral over Γ0,m1 ×Γ0,m2 . By the change of variables ξ = xm1 , η = ym2, and the formula
ez =
1
2π
√−1
∫
Γ0,1
Γ(s)(epi
√−1z)−sds, (2.29)
we have
f0,0(z)
def
=
∫
Γ0,m1×Γ0,m2
exp{z1xm1 + z2ym2 + z3xy + z4x2y}xc1−1yc2−1dxdy (2.30)
=
1
m1m2
∫
Γ0,1×Γ0,1
exp
{
z1ξ + z2η + z3ξ
1
m1 η
1
m2 + z4ξ
2
m1 η
1
m2
}
ξ
c1
m1
−1
η
c2
m2
−1
dξdη (2.31)
=
1
(2π
√−1)2m1m2
∫
Γ0,1×Γ0,1
ez1ξ+z2η{∫
Γ0,m1×Γ0,m2
Γ(s)Γ(t)
(
epi
√−1z3ξ
1
m1 η
1
m2
)−s(
epi
√−1z4ξ
2
m1 η
1
m2
)−t
dsdt
}
ξ
c1
m1
−1
η
c2
m2
−1
dξdη
(2.32)
=
1
(2π
√−1)2m1m2
∫
Γ0,1×Γ0,1
dsdtΓ(s)Γ(t)
(
epi
√−1z3
)−s(
epi
√−1z4
)−t
∫
Γ0,1×Γ0,1
ez1ξ+z2ηξ
c1
m1
− s
m1
− 2t
m1
−1
η
c2
m2
− s
m2
− t
m2
−1
dξdη (2.33)
=
z
− c1
m1
1 z
− c2
m2
2
m1m2
∫
Γ0,1×Γ0,1
Γ(s)Γ(t)
Γ(1− c1
m1
+ s
m1
+ 2t
m1
)Γ(1− c2
m2
+ s
m2
+ t
m2
)(
epi
√−1z
− 1
m1
1 z
− 1
m2
2 z3
)−s(
epi
√−1z
− 2
m1
1 z
− 1
m2
2 z4
)−t
dsdt. (2.34)
Here, we have used the following simple
Lemma 2.7. Suppose α ∈ C. Then we have∫
Γ0,1
ξα−1eξdξ =
2π
√−1
Γ(1− α) . (2.35)
Note that in the lemma above, the argument of ξ is from −π to π. If we take another
integration contour, say Γk,1, we have∫
Γk,1
ξα−1ezξdξ = (e−2kpi
√−1z)−α
2π
√−1
Γ(1− α) (2.36)
for z > 0. Thus, we can conclude that
fk,l(z)
def
=
∫
Γk,m1×Γl,m2
exp{z1xm1 + z2ym2 + z3xy + z4x2y}xc1−1yc2−1dxdy
= f0,0(e
−2kpi√−1z1, e−2lpi
√−1z2, z3, z4).
We can confirm that Mellin-Barnes integral representation of f is convergent for z1z2z3z4 6=
0 as we shall see in Section 5. From the last formula, we can easily give its series repre-
sentation
f0,0 =
(2π
√−1)2
m1m2
z
− c1
m1
1 z
− c2
m2
2
∞∑
i,j=0
(
z
− 1
m1
1 z
− 1
m2
2 z3
)i(
z
− 2
m1
1 z
− 1
m2
2 z4
)j
Γ(1− c1
m1
− i
m1
− 2j
m1
)Γ(1− c2
m2
− i
m2
− j
m2
)i!j!
. (2.37)
3 Deduction of Mellin-Barnes integral representations
In this section, we give a psychological deduction of Mellin-Barnes integral representations.
Though it will turn out that Mellin-Barnes integral can be mathematically justified, the
convergence of the corresponding Laplace type integral is a more subtle problem. Let us
take any σ ⊂ {1, · · · , N} such that |σ| = n, detAσ 6= 0, and σ ⊂
⋃
Γ<∆A
0/∈Γ
Γ. We consider a
covering transform ξi = x
a(i) (i ∈ σ). We abbreviate this covering transform as ξ = xAσ .
We have
dξj =
n∑
i=1
aijx
a(j)−e(i)dxi. (3.1)
Therefore,
dξσ =
∧
i∈σ
dξi = det(Aσ)x
Aσ1−1dx (3.2)
which implies
dx =
1
det(Aσ)
ξA
−1
σ 1−1
σ dξσ. (3.3)
Let us formally construct integration cycles. Consider a cycle Γ0 =
n times︷ ︸︸ ︷
Γ0,1 × · · · × Γ0,1
in ξ space, on which all the branches of ξ
A−1σ a(i)
σ takes its principal value. Now consider a
covering map
p : Tnx ∋ x 7→ ξσ = xAσ ∈ Tn, (3.4)
Suppose that we can take a rapid decay cycle Γ ∈ Hr.d.n
(
Tn, (O(Gm)n ,∇∨z )
)
such that
p∗Γ = Γ0. On this contour, the dominant behaviour of hz(x) is given by
∑
i∈σ
zix
a(i). By
the construction of Γ, we formally have
f0(z)
def
=
1
(2π
√−1)n
∫
Γ
ehz(x)xc−1dx (3.5)
=
1
(2π
√−1)n
∫
Γ0
ehz(ξ
A
−1
σ
σ )ξA
−1
σ c−1
σ
dξσ
detAσ
(3.6)
=
1
(2π
√−1)N
∫
N−n times︷ ︸︸ ︷
Γ0,1 × · · · × Γ0,1
Γ(sσ¯)
(
epi
√−11σ¯zσ¯
)−sσ¯
×
∫
n times︷ ︸︸ ︷
Γ0,1 × · · · × Γ0,1
ξA
−1
σ (c−Aσ¯sσ¯)−1
σ exp{
∑
i∈σ
ziξi} dξσ
detAσ
dsσ¯ (3.7)
=
z−A
−1
σ c
σ
(2π
√−1)N−n
∫
N−n times︷ ︸︸ ︷
Γ0,1 × · · · × Γ0,1
Γ(sσ)(e
pi
√−11σ¯zσ)−sσzA
−1
σ Aσsσ
σ
Γ(1− A−1σ (c− Aσsσ))
dsσ
detAσ
.(3.8)
We used the Lemma 2.7 above. We call (3.8) Mellin-Barnes integral representation.
Remark 3.1. We will see that (3.8) converges in the following sections, whereas (3.6)
does not need to converge. As a simple example, let us put n = 2, N = 3, generic c
and A =
(
1 0 −1
0 1 2
)
. We take σ = {1, 2}. Then, we have ξ1 = x1 and ξ2 = x2. Our
integration contour is nothing but Γ0 = Γ0,1×Γ0,1. However, we can easily see that (3.6) in
this case can never be convergent for any (z1, z2, z3) ∈ (C∗)3 since ez3x−11 x22 is not bounded
on Γ0.
4 Mellin-Barnes integral satisfies GKZ
Take any σ ⊂ {1, · · · , N} such that |σ| = n, detAσ 6= 0, and σ ⊂
⋃
Γ<∆A
0/∈Γ
Γ. The last
condition is equivalent to the condition that for any j ∈ σ, |A−1σ a(j)| ≤ 1.
We put
Fσ,0(z) =
z−A
−1
σ c
σ
(2π
√−1)N−n
∫
Cσ
Γ(sσ)(e
pi
√−1zσ)−sσzA
−1
σ Aσsσ
σ
Γ(1− A−1σ (c− Aσsσ))
dsσ. (4.1)
Here, Cσ is a product of 1 dimensional integration contours
N−n times︷ ︸︸ ︷
Γ0,1 × · · · × Γ0,1. For any
l ∈ Z>0 vector v ∈ Cl, we put |v| =
∑l
j=1 vj . We put sj = |A−1σ a(j)| ≤ 1(j /∈ σ).
In this section, we show that this function satisfies MA(c) assuming that the integral is
convergent. The first equation is very easy to check. Indeed, for any t = (t1, · · · , tn) ∈
(C∗)n, one has
Fσ,0(t
a(1)z1, · · · , ta(N)zN )
=
t−cz−A
−1
σ c
σ
(2π
√−1)N−n
∫
Cσ
Γ(sσ)(e
pi
√−1zσ)−sσt−AσsσtAσA
−1
σ AσsσzA
−1
σ Aσsσ
σ
Γ(1− A−1σ (c−Aσsσ))
dsσ (4.2)
=t−cF (z1, · · · , zN). (4.3)
Therefore, by applying ∂
∂ti
|ti=1, we obtain EiF (z) = 0.
Next we check the second equation. Take any u = u+ − u− ∈ LA and decompose it
as u = uσ + uσ and we decompose it further as uσ = uσ+ − uσ−, uσ = uσ+ − uσ−. Note that
uσ = −A−1σ Aσuσ implies A−1σ Aσuσ+ + uσ+ = A−1σ Aσuσ− + uσ−.
We define some notations as follows: [a]u =
∏u
j=1(a−j+1) = Γ(a+1)Γ(a−u+1)(a ∈ C, u ∈ Z≥1),
[a]0 = 1, [a]u =
∏l
i=1[ai]ui(a ∈ Cl, u ∈ Zl≥1).
Then,
(2π
√−1)N−n∂u+Fσ,0(z)
=∫
Cσ
Γ(sσ)[A
−1
σ (Aσsσ − c)]uσ+[sσ + uσ+ − 1]uσ+
Γ(1− A−1σ (c− Aσsσ))
(epi
√−11σzσ)−sσ−u
σ
+z
A−1σ (Aσsσ−c)−uσ+
σ dsσ
(4.4)
=
∫
Cσ+u
σ
+
Γ(tσ − uσ+)[A−1σ (Aσ(tσ − uσ+)− c)]uσ+ [tσ − 1]uσ+
Γ(1− A−1σ (c−Aσsσ))
(epi
√−11σzσ)−tσ
× zA
−1
σ (Aσtσ−c)−A−1σ Aσuσ+−uσ+
σ dtσ (4.5)
=
∫
Cσ+u
σ
+
Γ(tσ − uσ+)Γ(1+ A−1σ (Aσ(tσ − uσ+)− c))Γ(tσ)
Γ(1−A−1σ (c−Aσsσ))Γ(1+ A−1σ (Aσ(tσ − uσ+)− c)− uσ+)Γ(tσ − uσ+)
(epi
√−11σzσ)−tσ
× zA
−1
σ (Aσtσ−c)−A−1σ Aσuσ+−uσ+
σ dtσ (4.6)
=
∫
Cσ+uσ+
Γ(tσ)
Γ(1+ A−1σ (Aσtσ − c)−Aσuσ+ − uσ+)
(epi
√−11σzσ)−tσz
A−1σ (Aσtσ−c)−A−1σ Aσuσ+−uσ+
σ dtσ
(4.7)
=(2π
√−1)N−n∂u−F (z) (4.8)
where we put tσ = sσ+u
σ
+. The last equality follows from the homotopy of integration
domain.
It is important to notice that Mellin-Barnes integral representation tells us that the
solution is holomorphic (meromorphic) with respect to parameters c. Thus, the integral
remains to be the solution of GKZ system as long as the parameters c lie in “non-singular
locus”.
Definition 4.1. We say c is very generic when A−1σ (c + Aσ¯m) does not contain any
integer entry for any m ∈ Zσ¯≥0.
In the followings, we always assume that c is very generic. This ensures that the
resulting Γ series are all non-zero.
5 Mellin-Barnes integral is convergent
First, we introduce the following key formula for multi-Beta following [2].
Lemma 5.1. Let ∆k ⊂ Rk be the k simplex ∆k = {(x1, · · · , xk) ∈ Rk|x1, · · · , xk ≥
0,
∑k
j=1 xj ≤ 1} and α1, · · · , αk+1 ∈ C. If we denote by Pk the Pochhammer cycle associ-
ated to ∆k in the sense of [2], we have
Γ(α1) · · ·Γ(αk+1)
Γ(α1 + · · ·+ αk+1) =
∫
∆k
tα1−11 · · · tαk−1k (1− t1 · · · − tk)αk+1−1dt1 · · ·dtk (5.1)
=
k+1∏
j=1
1
(1− e−2pi√−1αj )
∫
Pk
tα1−11 · · · tαk−1k (1− t1 · · · − tk)αk+1−1dt1 · · · dtk.
(5.2)
The first equality is valid if ℜ(αj) > 0. The second equality is valid if α /∈ Z.
Let (A−1σ c)l denote the l-th entry of the vector A
−1
σ c. Since c is weakly very generic,
we have A−1σ c /∈ Z. Let me put (A−1σ Aσsσ)l =
∑
i/∈σ αlisi. Then, we have
Γ(sσ)
Γ(1− A−1σ (c−Aσsσ))
=
n∏
l=1
(
∏
i/∈σ Γ(αlisi))Γ(1− (A−1σ c)l)
Γ(1− (A−1σ c)l +
∑
i/∈σ αlisi)
∏
i/∈σ
Γ(si)∏n
l=1 Γ(αlisi)
n∏
l=1
1
Γ(1− (A−1σ c)l)
. (5.3)
By the lemma 5.1,
n∏
l=1
(
∏
i/∈σ Γ(αlisi))Γ(1− (A−1σ c)l)
Γ(1− (A−1σ c)l +
∑
i/∈σ αlisi)
=
1
(1− e2pi√−1(A−1σ c)l)
∏
i/∈σ
1
1− e−2pi√−1αlisi
∫
Pσ
∏
i/∈σ
tαlisi−1i (1−
∑
i/∈σ
ti)
−(A−1σ c)l
∏
i/∈σ
dti (5.4)
Observe now that the variables ti are bounded from both below and above. Taking
into account the integration contour, we have the following fundamental estimate on our
integration contour:∣∣∣∣∣
n∏
l=1
(
∏
i/∈σ Γ(αlisi))Γ(1− (A−1σ c)l)
Γ(1− (A−1σ c)l +
∑
i/∈σ αlisi)
∣∣∣∣∣ ≤ C ·∏
i/∈σ
A
|αli|·|ℜ(si)|
li , (5.5)
where C and Ali are some constants. Now we would like to estimate the second term:∏
i/∈σ
Γ(si)∏n
l=1 Γ(αlisi)
. (5.6)
Remember the famous Stirling’s formula (c.f. [12].)
Γ(s) ∼
√
2πe−sss−
1
2 (s→∞, |arg(s)| < π). (5.7)
Since the inversion formula tells us that
Γ(−s) = −π
Γ(s+ 1)sin(πs)
, (5.8)
the asymptotic behaviour of Γ(−s) is
Γ(−s) ∼ ℜ(s)−(ℜ(s)+ 1
2
) log |s|+O(1) (−s→∞ along our integration contour). (5.9)
Therefore, the leading asymptotic behaviour is given by∣∣∣∣∣∏
i/∈σ
Γ(si)∏n
l=1 Γ(αlisi)
∣∣∣∣∣ ∼ C·|si|(1−∑l αli)ℜ(si)e−(1−∑l αli)ℜ(si)|si|power (ℜ(si)→ −∞ along our contour).
(5.10)
When
∑
l αli < 1, this estimate implies it decays faster than any exponential. On the
other hand, when
∑
l αli = 1, the growth is at most of polynomial order.
Summing up, we have the following convergence result:
Theorem 5.2. Put Hσ = {y ∈ Rn; |A−1σ y| = 1} and
Uσ = {z ∈ CN |
∏
j∈σ zj 6= 0, |zi| < Ri|zA
−1
σ a(i)
σ |, ∀a(i) ∈ Hσ \ σ}, where Ri is a small
positive number. Then, F (z) is convergent in Uσ.
6 Mellin-Barnes integral produces series solutions
In this section, we relate Mellin-Barnes integral to the so-called Γ series. We follow
the brilliant argument and notations of M.-C. Ferna´ndez-Ferna´ndez [7]. We renumber
1, · · · , N so that σ¯ = 1, · · · , N − n. Then, we can prove the following formula by a simple
induction:
Fσ,0(z) (6.1)
=
z−A
−1
σ c
σ
(2π
√−1)N−n (
∫
(Γ0,1−M)×Γ0,1×···×Γ0,1
+2π
√−1
∫
LM×(Γ0,1−M)×Γ0,1×···×Γ0,1
(6.2)
+ · · ·+ (2π√−1)N−n−1
∫
LM×···×LM×(Γ0,1−M)
)
Γ(sσ)(e
pi
√−1zσ)−sσzA
−1
σ Aσsσ
σ
Γ(1−A−1σ (c− Aσsσ))
dsσ (6.3)
+
M−1∑
m1,··· ,mN−n=0
z
−A−1σ (c+Aσm)
σ zmσ
Γ(1−A−1σ (c+ Aσm))m!
. (6.4)
Here, LM is a positive loop around poles 0,−1, · · · ,−M + 1. When we fix z ∈ Uσ, we
have
|integrand| ≤ C
∏
i∈σ
e−Ai|ℜ(si)| (6.5)
uniformly on the integration contours if we are suitably away from spirals α−1li Z. Here, Ai
is a positive constant. We can conclude that the reminder terms decay fast as M tends
to ∞. Now let me introduce some notation following M.-C. Ferna´nez-Ferna´ndez [7]. For
any k ∈ Zσ≥0, we put
Λk = {k+m ∈ Zσ≥0|Aσm ∈ ZAσ}. (6.6)
We put r = |Zn×1/ZAσ|. If we write Zn×1/ZAσ = {[Aσk(j)]}rj=1, we have a decomposition
Zσ≥0 =
r⊔
j=1
Λk(j). (6.7)
We put
ϕvk(z) = z
−A−1σ c
σ
∑
k+m∈Λk
z
−A−1σ Aσ(k+m)
σ z
k+m
σ
Γ(1−A−1σ (c+ Aσ(k+m)))(k+m)!
. (6.8)
By (6.7), we have
Proposition 6.1. ([7]) Suppose c is very generic. Then, {ϕvk(j)(z)}rj=1 is a linearly
independent set of solutions of MA(c).
Now, we have the equality
F (z) =
r∑
j=1
ϕvk(j)(z). (6.9)
Note that the convergence domain of ϕvk(j)(z) is again Uσ. We are going to construct r
linearly independent Mellin-Barnes integral solutions. For any given k˜ ∈ Zσ, consider an
analytic continuation zσ 7→ e2pi
√−1k˜zσ. We have the corresponding analytic continuation
of Fσ,0 which is denoted by Fσ,k˜(z). This is concretely given by the formula
Fσ,k˜(z) =
e−2pi
√−1tk˜A−1σ cz−A
−1
σ c
σ
(2π
√−1)N−n
∫
Cσ
Γ(sσ)(e
pi
√−1zσ)−sσzA
−1
σ Aσsσ
σ e
2pi
√−1tk˜A−1σ Aσsσ
Γ(1− A−1σ (c−Aσsσ))
dsσ.
(6.10)
A similar arguments as above leads to
F
k˜
(z) = e−2pi
√−1tk˜A−1σ c
r∑
j=1
e−2pi
√−1tk˜A−1σ Aσk(j)ϕvk(j)(z). (6.11)
We show that the matrix
(
e−2pi
√−1tk˜(i)A−1σ Aσk(j)
)
is invertible if {[k˜(i)]}ri=1 denotes rep-
resentatives of a finite abelian group Zn×1/ZtAσ. This is due to the following elementary
lemma.
Lemma 6.2. The pairing < , >: Zn×1/ZtAσ × Zn×1/ZAσ → Q/Z defined by < v,w >=
tvA−1σ w is a non-degenerate pairing of finite abelian groups, i. e., for any fixed v ∈
Zn×1/ZtAσ, if one has < v,w >= 0 for all w ∈ Zn×1/ZAσ, then we have v = 0 and vice
versa.
The proof is quite elementary because we know that there are invertible integer matri-
ces P,Q ∈ GL(n,Z) such that P−1AσQ = diag(1, · · · , 1, d1, · · · , dl) where d1, · · · , dl ∈ Z×
satisfy d1|d2, · · · , dl−1|dl, and the lemma is obvious when Aσ is replaced by P−1AσQ.
Thanks to this lemma, we have the following
Proposition 6.3. Zn×1/ZtAσ→˜ ̂Zn×1/ZAσ, where the isomorphism is induced from the
pairing < , > .
Proof. Since we have a group embedding exp(−2π√−1·) : Q/Z →֒ C∗, the pairing < , >
induces
Zn×1/ZtAσ→˜HomZ(Zn×1/ZAσ,Q/Z) →֒ ̂Zn×1/ZAσ. (6.12)
Counting the number of elements, we have the proposition.
Thus, the matrix 1
r
(
e−2pi
√−1tk˜(i)A−1σ Aσk(j)
)
is a unitary matrix by the orthogonality of
irreducible characters.
Remark 6.4. For any finite abelian group G, we have an isomorphism
Hom(G,Q/Z) ≃ Ext1(G,Z). (6.13)
The pairing of Lemma 6.2 is induced naturally from this isomorphism.
Employing the terminology of regular triangulation ([7]), we obtain the main
Theorem 6.5. Let T be a regular triangulation such that ∀σ ∈ T , |A−1σ a(j)| ≤ 1(∀j ∈
σ). We assume c is very generic. Then, for each element k˜ ∈ Zn×1/ZtAσ, we can
associate an analytic continuation Fσ,k˜ of Fσ,0. If {k˜(i)}ri=1 denotes a complete system of
representatives of Z/ZtAσ, the set of functions
⋃
σ∈T {Fσ,k˜(i)}ri=1 forms a basis of solutions
of MA(c). Moreover, the transformation matrix between {Fσ,k˜(i)}ri=1 and {ϕσ,k(i)}ri=1 is
given by
Tσ = diag
(
exp{−2π√−1tk˜(i)A−1σ c}
)r
i=1
(
exp{−2π√−1tk˜(i)A−1σ Aσ¯k(j)}
)r
i,j=1
(6.14)
i.e., we have a relation Fσ,k˜(1)...
Fσ,k˜(r)
 = Tσ
ϕσ,k(1)...
ϕσ,k(r)
 . (6.15)
Here, the second matrix
(
exp{−2π√−1tk˜(i)A−1σ Aσ¯k(j)}
)r
i,j=1
is the character matrix of
Zn×1/ZAσ.
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