This research studies the characteristics of field usage patterns in the SpecJVM98 benchmarks. It finds that multiple object instances of the same class often exhibit different field-usage patterns. Motivated by this observation, we designed a heap compression mechanism that classifies object instances at runtime based on their field-usage patterns and eliminates unused fields to save space. To achieve the maximum space savings while minimizing the space and time overhead, our design combines three interrelated techniques in a novel manner: runtime object instance classification, field virtualization, and bidirectional object layout. An experimental evaluation reveals that this mechanism can reduce the maximum heap occupancy of SpecJVM98 benchmarks by up to 18% and 14% on average while keeping the application execution overhead low.
Introduction
The growing adoption of Java as a software platform for embedded and mobile systems requires the memory footprint of embedded Java programs to be small. The rising popularity of Java in the mobile computing world is due to its many attractive features such as cross-platform portability, automatic memory management, and built-in security. It is estimated that more than 708 million cellphones and hand-held devices were Java-enabled in June 2005 , and this number is expected to exceed 1.5 billion by 2008 [18] . Restrictions on device size, weight, price, and power consumption dictate that the memory capacity in mobile devices be more constrained than in servers or desktop computers. Improvements in technology have made more memory available to mobile devices, but memory demand increases faster than capacity increases. The emergence of feature-rich applications, such as multimedia streams and video games, increases the mobile devices' memory requirements. The time that it takes a cellphone to double its memory requirements has reduced from two years to 15 months [11] .
Several researchers have attempted to reduce the data footprint of Java programs by eliminating unused fields [6, 19, 4, 20] . However, none of them have fully exploited the opportunities for space optimization that can be obtained by studying field usage patterns to identify unused fields. This paper presents the first extensive study of the characteristics of field usage patterns for the SpecJVM98 benchmark [2] . Based on the insight that we gained, a heap compression mechanism was created. The central idea is to classify object instances, at runtime, based on their field usage patterns and then eliminate unused fields to save space.
The main contributions of this paper are:
• An extensive study of the characteristics of field usage patterns of Java programs using the SpecJVM98 benchmark.
• New opportunities for space optimization associated with field usage patterns. These opportunities reveal the shortcomings of existing approaches.
• The design of a heap compression mechanism that reduces the heap space requirements of Java programs. This mechanism combines three techniques: runtime object instance classification, field virtualization, and bidirectional object layout. The resulting code improves space savings while keeping time overhead low.
• An extensive experimental evaluation that indicates that this new heap compression mechanism can reduce the maximum heap space consumption by an average of 14% for the seven programs in the SpecJVM98 benchmark, while keeping the application performance overhead within 4.4%, on average.
Section 2 studies the characteristics of field usage patterns. Section 3 shows how this field usage pattern characterization leads to the design of a new compression mechanism for Java heap spaces. Section 4 presents a performance evaluation of this mechanism, and reveals a trade off between heap compression ratio and execution time overhead. Section 5 surveys the related work and Section 6 presents our conclusion.
Field Usage Patterns
In Java, a class is a language construct that abstracts object instances. A class has a fixed data layout, in that each instance stores the same set of instance fields of the class. However, not all the fields are necessarily used in each instance of a class. Object instances of the same class may exhibit different field usage patterns. For example, in jess, a benchmark in the Spec-JVM98 suite, the class Value has three fields:
intval, floatval, and Objectval. For each instance of Value, the value in a field called type determines which one of the three fields stores an integer, a float, or an object reference. The other two fields remain unused. A field is unused if it stores the frequent (default) value: zero or null. Information about field usage patterns can be used to save heap space. The potential for space optimization depends on the prevalence of dominant field usage patterns. To evaluate this potential, we studied the characteristics of field usage patterns in the SpecJVM98 benchmark [2] . In the rest of this paper the analysis, design, and experiments that only consider zero or null frequent values are referred to as scheme-1, and those that also consider non-zero frequent values are referred to as scheme-2.
Characteristics of Field Usage Patterns
This study used the SpecJVM98 benchmark suite because it covers a wide range of applications, including expert shells, video decoders, graphic renderers, and database querying systems. The benchmark mtrt is omitted, because it is a parallel implementation of the raytrace benchmark and exhibits the same characteristics as raytrace for the purpose of this study. All the experiments were conducted using the s100 input, because s100 more faithfully captures an application's characteristics than s1 or s10.
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Field usage patterns are discovered with a profiling run of each benchmark program using an instrumented Kaffe Virtual Machine (VM) (version 1.1.5) [1] . The profiling run scans and outputs the heap image of each object in the heap, whenever 50KB of memory allocations is accumulated. The profiling output is used to gather the frequent value distribution of each class field and study the field usage patterns. A frequent-value field is a field that has at least one value that appears in more than 10% of the object instances. All the base class object instances and derived class instances that contain the class field are used to determine whether a field has a frequent value. Therefore, if a field is considered a frequent-value field in a base class, it is also a frequent-value field in derived classes, and vice versa. After identifying frequent-value fields, objects in the heap are classified, based on their field usage patterns. Let N . S k is the total number of objects in a benchmark that account for the k th most dominant field usage pattern of each class, and T k is the combined size of all the objects that have the k th most dominant field usage patterns of each class in the benchmark.
S 0 is the total number of observed objects that are not compressible in each benchmark and T 0 is the total storage, measured in bytes, of noncompressible objects. Figure 1 (a) and 1(b) show the distribution of field usage patterns for scheme-1 and scheme-2. Incompressible refers to objects that cannot be compressed based on field usage patterns, 1st and 2nd correspond to the total number (T 1 , T 2 ) and size (S 1 , S 2 ) of objects that use the most dominant and the second most dominant field usage patterns, respectively. Others corresponds to the sums of the remaining objects, k≥3 S k , and the sum of their sizes, k≥3 T k . Table 1 uses several metrics to characterize the field usage patterns in each benchmark program. Number of Classes is the number of classes whose instances are observed during the heap scan process; Number of Patterns records the number of field usage patterns observed for each scheme. The last two columns present the weighted average of the number of field usage patterns and frequent value fields per class using the following two formulas:
and
where A(c) is the number of objects, B(c) is the number of field usage patterns, and F (c) is the number of frequent value fields observed during the heap scan process for class c. The weighted average is reported because a prolific class, i.e. a class that create a large number of instances at runtime, is more important than a non-prolific one for space optimization. Another interpretation for the last two columns in Table 1 is as follows: if an object is picked randomly from the heap, the object is expected to have the number of field usage patterns and the number of frequent value fields that appear in these columns. Figure 1 and Table 1 lead to the following observations:
1. In all the benchmarks, except raytrace, instances with compressible field usage patterns account for about 80% of all the instances.
2. Each class is expected to have 2 to 3 frequent value fields. Each object instance has 3 to 4 different field usage patterns.
3. The 1st and 2nd most frequent field usage patterns account for a significant portion of field usage pattern occurrences for most benchmarks (except db).
4. The number of field usage patterns increases dramatically for some benchmark programs including jess and javac. This implies that these benchmark programs should benefit the most from compressing non-zero frequent field values using scheme-2.
Thus, field usage patterns should reduce the requirements of heap allocation in most benchmark programs, except raytrace. Two thirds of objects observed during the heap scan in raytrace are instances of class Point, which has no frequent value field. Although a large number of other classes exhibit multiple field usage patterns -Table 1 shows that there are 262 different field usage patterns out of 123 classes -the significance of their existence is overwhelmingly shadowed by the prolific class Point.
Previous Use of Field Usage Patterns
Field usage patterns have been previously used for Java heap space optimization. JAX [20] , an application extractor for Java, developed by Tip et al., uses static analysis to remove unused fields that are either unreachable or unread. Their optimization only exploits inter-application field usage patterns. It does not make use of the observation that object instances of the same class may exhibit multiple field usage patterns within one application. To the best of our knowledge, Ananian and Rinard were the first to use frequent value fields for space optimization [4] . Their technique removes these fields from a class and uses hash tables to store values of the field that differ from the frequently stored value. A hash table lookup is needed to access a frequent value field. Also, a hash table used in this context requires significant storage space because object ids must be stored to handle potential conflicts.
Chen, et al. [6] present a detailed characterization of frequent field values in the SpecJVM98 benchmark and propose two heap compression schemes. They used a heuristic formula to classify the fields of a class into three levels: At Level-0 the field does not have a dominant frequent field value; at Level-1 the field has a non-zero frequent field value; and at Level-2 the field has a frequent field value that is zero or null. In their first scheme, an object is divided into two parts: a primary part containing level-0 and level-1 fields, and a secondary part containing level-2 fields. Figure 2 shows an object in the uncompressed format. During object creation only the primary part is allocated. The secondary part is allocated lazily when the first nonzero value is written into a level-2 field. The secondary part can also be compressed at run time if it only contain zeros. Their second scheme builds upon the first one by allowing level-1 fields to be shared among objects if all level-2 fields are zero. Chen's scheme incurs a two-word space overhead for objects in uncompressed format. However, they will miss compression opportunities for classes that exhibit more than one compressible field usage pattern. In fact, in the SpecJVM98 benchmark around two thirds of the classes that create more than 100 instances at runtime exhibit more than one compressible field usage pattern. Furthermore, their compression mechanism incurs space overhead for objects in uncompressed format, which negates the space savings resulting from compressing objects.
In general, none of these techniques fully exploits the space optimization opportunities associated with field usage patterns. Of these techniques, Chen's approach is most comprehensive, so we compare our approach with his in Section 4.
A New Compression mechanism
The results presented in the previous section indicate that there are unexplored opportunities for field-usage-pattern-based space optimization. Even though the study presented in Section 2 is based on the SpecJVM98 benchmark, the results should apply to object-oriented systems. In the world of object-oriented programs, the design of a class is often general and oriented towards reusability. Thus, a class may exhibit different field usage patterns under different use contexts. We designed a heap compression mechanism to exploit the opportunities for space optimization associated with field usage patterns. This section first discusses the reason why heap compression is a favorable technique for space optimization, and then describes the design of our heap compression mechanism.
Why Heap Compression
There are a number of ways to exploit field usage patterns for space optimization. Feedback may be provided to guide programmers on the manual specialization of an application's class hierarchy. For instance, the class Value in Jess can be specialized into three subclasses, each corresponding to an intval, a floatval, or an Objectval. Manually rewriting an application can be tedious and impractical to application libraries whose source code is unavailable. Another approach is to specialize an application's class hierarchy automatically through compilers. This approach requires extensive static analysis such as whole-program point-to analysis and type inference [19] . Furthermore, static analysis cannot fully exploit spaceoptimization opportunities that can only be identified dynamically. A third approach, adopted in this paper, is to achieve space optimization through run-time heap compression. This approach works by compressing the heap objects if free space is still insufficient to satisfy an allocation request after garbage collection has occurred -it is used as a last resort.
Implementation Details
The general idea of our heap compression mechanism is to eliminate unused fields from object instances to save space. This mechanism is very aggressive in that it tries to eliminate all unused fields from object instances in order to achieve the maximum space savings. After compression, all object instances with a given field usage pattern correspond to one object layout format. The experimental study in Section 2 revealed that the object instances of a class often exhibit a few different field usage patterns. This aggressive heap compression mechanism must deal with the following:
• A frequent-value field that is used must remain in a field while unused ones must be eliminated.
• The frequent value of an eliminated field whose frequent value is neither zero nor null must be recorded.
• Because of field elimination, the offset of the same field in different objects may be different.
• The space overhead for recording information about object layouts must be low since it offsets the compression gains.
• We must minimize the impact of the compression mechanism on run-time performance.
The design proposed in this paper adopts three closely related techniques to address these challenges: object instance classification, field virtualization, and bidirectional object layout. The first technique is object instance classification. After compression, an object assumes a memory layout that differs from the layout of an uncompressed object. How should this layout information be stored? One possible way is to store this information within an object. However, such a solution incurs space overhead for each compressed object. Because object instances with an identical fieldusage pattern share a common object layout for- mat, they can share the layout information. In Java, each object has a two-word object header. The second word of this header points to the class information as illustrated in Figure 3(a) . In our technique, this second word stores a pointer, Ftable, to reference a common data structure which is a metaclass shared by object instances with the same field usage pattern as illustrated in Figure 4 . After compression, the state of a field, eliminated or not, and its offset are the same for all object instances that share the same field usage pattern. The meta-class stores the related information -field offset and frequent field value -necessary to access each field. Since this technique resembles method virtualization, we name it field virtualization. Also, an object's meta-class can be determined quite efficiently. When scanning an object for compression, a bit vector with one bit corresponding to each field is calculated by scanning the object once. A bit in the vector is set 0 to indicate that the corresponding field is used, and 1, otherwise. A meta-class has a similar bit vector. If a meta-class's bit vector matches the object's bit vector, then the object belongs to the meta-class. Since most objects have only a few fields, one word (32 bits) is sufficient for storing the bit vector in the meta-class data structure.
Like Chen et al. [6] , our field compression mechanism also classifies fields into three levels: level-0 fields have no frequent field values, level-1 fields have non-zero frequent field values and level-2 fields have zero (or null) frequent field values. However, instead of using an heuristic formula to predict the level of a field, we use profiling information. A field is considered to have a frequent value if its most frequent field occurs in more than T percent of the total field value occurrences. The choice of the threshold T has an impact on the compression performance and the application execution time. This discussion is deferred to Section 4.
Our method replaces the traditional Java object layout with a bidirectional object layout where level-0 fields are placed below the object header and level-1 and level-2 fields are placed above. Figure 3(b) shows the heap image of an object of class C in the bidirectional layout, where C inherits from class B, and B inherits from class A. When an object is compressed, some level-1 and level-2 fields are eliminated. With the bidirectional object layout, compacting an object by eliminating level-1 or level-2 fields may shift the position of other level-1 and level-2 fields, while the offset of level-0 fields remain the same. Also, since a level-0 field will never be eliminated in our compression scheme, its value can be loaded by simply using its offset and the object reference. Thus, there is no additional performance overhead to access level-0 fields. A JVM can mark each getfield or putfield bytecode based on the level of the field being accessed (denoted as getfield-n and putfield-n). Such a marking can be performed at the bytecode preparation phase, or the first time the bytecode is executed -similar to the quick instruction [21] .
The content of each meta-class is as follows. It has a reference to the class information structure and a bit vector as explained above. For each level-1 or level-2 field, there is an associated table entry to store the field offset. When executing an instruction, a level-2 field is loaded by a getfield-2 index instruction. The parameter index corresponds to the table entry of the level-2 field in the meta-class. This instruction first fetches the field offset by dereferencing the Ftable pointer. If the offset has a negative value, the field has not been compressed and the object reference and this negative offset are used to load the field value and put it onto the stack. With the bidirectional layout, a level-2 field is before the object reference address. If the offset is not negative, then this field was compressed and zero (or null) is pushed onto the stack. The handling of the getfield-1 instruction is similar to that of getfield-2, except that a positive offset indicates that object instances of this meta-class take the frequent value, which is stored at the offset field in the meta-class data structure. The field offset table grows upwards with negative offsets and the non-zero frequent field value is stored at the positive offset. This aggressive heap compression mechanism is very space efficient because its space overhead is linear on the number of field usage patterns.
Instructions putfield-n and getfield-n have a similar implementation, except that a compressed object is fully expanded when a nonfrequent value is written into a frequent-value field. Figure 4 shows an example of an expanded object. Because level-0 fields are not affected by this expansion, the expansion only reallocates a secondary portion of memory to store the level-1 fields, level-2 fields, and the old and new Ftable references. The second word in the object header is overwritten to store a pointer Ptr that references the secondary portion. If checking whether an object is expanded every time a level-1 or level-2 field is accessed becomes costly, an alternative design is to rely on the memory-protection mechanism already implemented in hardware. A designated address range can be set in the memory-protection table to cause a trap when it is accessed. An address within the designated range can be stored in the second word of the object header of expanded objects. When this word is dereferenced -in order to access a level-1 or level-2 field -an exception handler takes control and handles the field access transparently. This trap is expensive but it only occurs for objects that have been expanded and object expansion happens very rarely.
Experimental Study
This section presents an extensive simulationbased evaluation of the new compression mechanism described in Section 3. This performance evaluation reveals that:
• Compressing only unused fields reduces the heap space requirement, on average, by 12%. When frequent-value fields are also compressed the reduction increases to 14%. This reduction is 4% greater than that obtained by Chen et al..
• When the benefit of running the application with a smaller memory footprint is not taken into consideration, the field compression mechanism has a small performance penalty (4.4% for scheme-2 on average).
• The selection of the threshold used to determine if a value in a field is frequent does not have a significant effect on the effectiveness of the compression. However, increasing this threshold may significantly lower the performance overhead of the mechanism.
All the experiments are based on trace-driven simulations. Trace files are generated using an instrumented Kaffe VM (version 1.1.5) [1] . To simulate the memory behavior of a JVM, the trace file contains a record for each of the following events: object creation, object use (via bytecodes getfield, putfield, invokevirtual, in -stanceof, and checkcast), garbage collection, and object finalization. A garbage collection followed by the finalization of all the dead objects is forced for every 50KB of object allocation. By reclaiming storage allocation for objects soon Table 2 . Characteristics of SpecJVM98 benchmark programs after their death, an application's maximum heap space occupancy (without applying compression) can be measured. However, unless garbage collection is triggered with a very small granularity, it is impossible to know the precise time of an object's death. Very frequent garbage collection is extremely expensive [9] . To avoid this imprecision, the maximum heap space occupancy is measured by sampling the heap size immediately after each garbage collection (shown in Table 2 ).
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Similarly, by reclaiming storage allocation for unused fields through the application of heap compression immediately after each garbage collection, the maximum heap space occupancy with heap compression is measured. Table 3 . Field usage patterns of class Value in Jess. Figure 5 shows the reduction in maximum heap occupancy due to compression, in comparison with the baseline that does not do fieldlevel compression. The Single Pattern bars are the results for Chen et al.'s compression scheme while the Multiple-Pattern bars are the results for our compression mechanism. These labels reflect the fact that our mechanism compresses objects based on multiple field-usage pattern while Chen et al.'s mechanism only works with a single pattern. Compression using our scheme-1 only compresses fields that are not used, while scheme-2 also compresses fields that store a frequent value. Both compression schemes significantly reduce the maximum heap space requirements for all benchmarks except raytrace. This result is consistent 2 The heap occupancies reported in Table 2 account only for live objects. They do not account for other space costs such as fragmentation and object field alignment. Figure 1 . Our scheme-1 and scheme-2 mechanisms reduce the storage allocation for objects by 25% and 29% on average. Table 2 shows that arrays consume a large portion of the heap space in the SpecJVM98 benchmarks. Although our two schemes only compress object instances, they still reduce the heap space requirement by 12% and 14% on average. Compressing benchmarks jess and javac using scheme-2 is more efficient than compression using scheme-1, a result that is consistent with the benchmark characteristics in Figure 1 and Table 1 . The 17% improvement of scheme-2 over scheme-1 for jess is explained by the fact that the number of frequent value fields in jess almost doubles when level-1 fields are considered.
Compression Effectiveness
Chen et al.'s first scheme fails to reduce the maximum heap occupancy for raytrace and javac. Their compression even slightly increases the heap space requirements of these two programs. This result indicates that space savings achieved by Chen et al.'s schemes may not always be sufficient to amortize the two-word overhead paid for each incompressible object. For instance, the class Identifier in benchmark javac has two fields: name and value. At a point of program execution, there are 811 instances of Identifier that use only the field name, and 422 instances that use both fields. Four bytes are saved for each of the 811 instances, but an 8-byte space overhead is paid for each of the 422 instances. The result is a space penalty of 92 bytes. There are many cases similar to this example in the SpecJVM98 benchmarks.
In addition, Chen et al.'s schemes only consider a single compressible field-usage pattern. This restriction may either turn other compressible field-usage patterns incompressible or it may miss space optimization opportunities. For class Value in jess, Chen et al.'s second scheme only recognizes one compressible field-usage pattern: ( type, intval). However, this class exhibits four different field-usage patterns at one point of the program execution. Table 3 shows the number of instances that exhibit each of the four patterns. By recognizing all four patterns, our scheme-2 outperforms Chen et al.'s by 9620 bytes.
The results in Figure 5 show that for these seven SpecJVM98 benchmarks, our techniques show improvements over Chen et al.' s by a significant margin for all benchmarks except db where we only obtain a slight improvement. In db the majority (around 96%) of compressible object instances in each class have a single field usage pattern (observed from Figure 1) .
Through careful design, our mechanism is able to consider all field usage patterns of a class to save space by only paying a small space overhead for each field usage pattern. On average, our scheme-1 and scheme-2 outperform Chen et al.'s two schemes by 4% respectively, for application heap space reduction. Figure 6 shows that our schemes are also more effective than Chen et al.'s two techniques for reducing the average heap space size. Our scheme-2 achieves an average heap space reduction of 16%, which outperforms Chen et al.'s by 5%.
Performance Overhead
This subsection studies the performance overhead of our heap compression mechanism. Performance overheads caused by either object compression or by the extra operations used to access compressed fields. The performance overhead due to object compression varies with the heap size. When less memory is available, more time is spent in compressing objects to save space. However, after the compression, the frequency of garbage collection should be reduced [7] . The time saved by performing fewer garbage collection may be sufficient to offset the performance overhead reported in this section. In some systems, the performance gains due to less frequent garbage collection may even completely offset the performance overhead reported here.
What is the impact of our compression mechanism on performance when no compression takes place? To obtain the answer we set the heap size high enough to prevent the compression from being invoked by the runtime system. In this case the run-time overhead is only caused by the extra operations used to access compressible fields:
• When accessing a level-1 field or a level-2 field, the compression mechanism executes three extra operations: a load of pointer Ftable, a fetch of the field offset, and a branch based on the value of the offset.
• One extra level of indirection is needed for executing bytecodes invokevirtual, instanceof and checkcast. The run-time overhead to access compressed objects is estimated by counting the number of ex- we assume that each instruction is executed in one machine cycle and that each memory access requires an extra cycle [6] . They argue that this assumption is reasonable for embedded microprocessors with low clock frequencies and short pipeline architectures. Moreover, the number of cache misses caused by loading a field offset is small because the meta-class data structures are used frequently and therefore often reside in the cache. The number of machine cycles needed to execute each benchmark in the ideal situation is measured using Sun JDK 1.4.05 with the default settings 3 on a 1.3 GHZ Intel Itanium-2 machine (shown in the fourth row of Table 2 ). Figure 7 shows that the performance impact of our compression mechanism is small. Most of the overhead is due to frequent-value-field accesses, rather than to the execution of three bytecode instructions. The performance overhead of scheme-2 is slightly higher than that of scheme-1, because of the increase of frequent value fields access, due to non-zero frequent value fields. The average performance overhead for scheme-2 is 4.4%. For all the experiments described so far, a 10% threshold is used to determine frequent-value fields. Is the performance of the heap compression mechanism sensitive to the selection of this threshold value? To answer this question, Figure 8 shows the maximum heap occupancies of the eight SpecJVM98 benchmarks, measured using thresholds of 20%, 30%, Figure 9 . Number of frequent value field accesses normalized with the 10% threshold (scheme-2) and 40%. Little impact on heap compression effectiveness is observed. However, for two benchmarks (shown in Figure 9 ), the number of frequentvalue-field accesses drops significantly. For jess, with the 20% threshold, the maximum heap occupancy increases by only 3%; however, the number of frequent-value-field accesses drops by half. This result indicates that most space reductions are due to fields whose frequent values appear with a relatively high frequency. In jess, the most frequent values of two fields type and intval in class
Value account for 15.9% and 17.5% of the total value occurrences of the two fields. By increasing the threshold from 10% to 20%, neither type nor intval is considered as a frequent value field. This increases the the space consumption by the Value objects at the point of program execution shown in Table 3 by 12.6%. However, with the 20% threshold, the number of frequent-value field read and field write reduces by 76% and 20% respectively. In general, this experiment shows that users can choose a relatively large threshold to reduce the performance overhead of the compression mechanism without worrying about an increase in the application heap space requirements.
Related Work
Various research prototypes and commercial products have been developed to allow Java programs to execute in memory-constrained environments. McDowell et al. designed an embedded Java environment that supports the complete Java programming language and all class libraries except AWT with as little as 1 MB of RAM [13] . Sun Microsystems provides KVM, a reference implementation of the Connected-Limited-Device Configuration (CLDC) for embedded Java [17] . KVM can operate with as little as 128 KB of memory. The MicroChaiVM supplied by HP has a minimum ROM requirements of 37 KB [10] . TinyVM, a Java-Runtime Environment (JRE) for RCX microcontrollers has a footprint of only 10 KB in RCX [3] .
Besides reducing the memory footprint of the JRE, it is also important to reduce the code/data size of Java programs. JAX [20] uses a combination of extraction techniques -such as dead method elimination, dead field elimination, and class hierarchy transformation -to reduce the code size of Java class libraries. Pugh [14] presents a wire-code format to compress Java class files. Class files compressed in his format are typically [8] .
To reduce the data size of Java programs, Shaham et al. propose a technique called object dragtime analysis that enables the reclamation of objects after their last-use to save space [16] . They demonstrate, through manual rewriting of the code, an 18% space reduction of the SpecJVM98 benchmark programs. Rizzo discovers that there are large number of redundant zeros in the RAM [15] . Based on this observation, an efficient RAM compression algorithm is developed. This algorithm was later adopted by Chen [7] to compress Java objects.
Object equality profiling is a technique that replaces identical objects with a single copy to save space [12] . This technique requires two objects to be immutable in order to be merged into an identical one. Eliminating unused fields in objects to save space has been studied by Ananian and Rinard and Chen et al. [4, 6] . Our mechanism improves upon theirs by better exploiting the space-saving opportunities associated with unused fields. Most JVM implementations use a two-word object header format. Bacon et al. propose a heuristic compression technique that allows most object to be instantiated with a single-word object header [5] . This optimization yields a space saving of 7% on average.
Conclusion
The extensive study of the field-usage-pattern characteristics in the SpecJVM98 benchmark suite reveals that classes often exhibit multiple field usage patterns. Thus we proposed a heap compression mechanism that allows the compression of object instances of such classes. A comprehensive per-formance evaluation indicates that our mechanism can reduce the maximum Heap memory occupancy of Java programs by 14% while paying a small performance overhead.
