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Abstract 
This paper presents a system for determining consumer acceptance and 
preferences of food products through emotion recognition. Changes in facial 
expressions of 80 test subjects while tasting five different food samples were 
captured using the Microsoft Kinect sensor. The expressions were compared to the 
consumers’ sensory evaluations. To determine the facial expressions in every video 
frame, a neural network was trained and different supervised learning techniques 
(such as support vector machines, multilayer perceptron and regression trees) were 
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used to predict which of the different tastes could be accepted or rejected. A neuronal 
net was used, when observing the confusion matrix a percentage of adequate 
recognition was obtained for the following emotions: neutral (94%), surprise (98%), 
happiness (99%) and disgust (94%). The industrial application of the proposed 
system is relevant for the Food Industry Research and Development (R&D) by 
allowing the sampling of a product by potential consumers and analyzing their 
emotions before launching into market. 
Keywords: consumer’s acceptance, sensory analysis, facial expressions, Kinect, 
machine learning, visualization. 
 
Resumen 
Se presenta un sistema para determinar la aceptación y las preferencias de 
usuarios en productos alimenticios a través del reconocimiento de emociones. Los 
cambios en expresiones faciales de 80 sujetos mientras probaban cinco distintos 
productos alimenticios fueron capturados con el sensor Microsoft Kinect. Las 
expresiones faciales se contrastaron con las evaluaciones sensoriales de los 
consumidores. Para el reconocimiento de expresiones faciales en cada cuadro del 
video, se entrenó una red neuronal y se utilizaron diferentes técnicas de aprendizaje 
supervisado (como máquinas de soporte vectorial, perceptrón multicapa y árboles 
de regresión) para determinar que sabores podrían ser aceptados y rechazados por 
el consumidor.  Se decidió utilizar la red neuronal, y al observar la matriz de 
confusión se obtiene un porcentaje de reconocimiento adecuado para las siguientes 
emociones: neutral 94%, sorpesa 98%, felicidad 99% y disgusto 94%. La aplicación 
industrial es relevante en el sector de Investigación y Desarrollo de la industria de 
alimentos. 
Palabras Claves: aceptación de consumidores, análisis sensorial, aprendizaje de 
máquina, expresiones faciales, Kinect, visualización. 
 
1. Introduction 
Consumers’ sensory tests predict market performance and acceptance of new 
food products [Danner, 2014]. Nowadays, there is a high rate of failure of these 
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products in market, which makes it necessary to implement new methodologies that 
can guarantee their success. Conventional methods to assess consumer 
acceptance of a product rely on explicit measurements (e.g. written evaluations with 
intensity scales), which may be practical and easy to use, but also tend to provide 
cognitively biased results [Lagast, 2017]. Consumer choices in real life are mostly 
driven by unconscious mechanisms rather than rational ones [Köster, 2009], and 
emotions play an important role in the decision-making process [Rozin, 1987], which 
implies that a proper emotion measurement system might be useful for evaluating 
new products sales. 
Recognition of emotions elicited by food products is still an open problem [Kostyra, 
2016], and automatic emotion detection in human faces is a frequent approach to 
solving it [Lagast, 2017]. There is a claim that facial expressions are universal and 
mostly unrelated to cultural differences. In addition, they are a result from the 
activation of a set of facial muscles, psychologist Paul Ekman developed the FACS 
(Facial Action Coding System) which allows to interpret a person’s emotions by 
examining his facial expressions, described as a combination of isolated activation 
of facial muscles also known as AUs (Action Units) [Donato, 1999]. For example, a 
common motion in a face expressing joy is a smile, which results from tension in the 
zygomaticus major muscle, classified as AU 12 or “lip corner puller” by FACS. 
Using Ekman’s FACS, a trained expert can manually code nearly any facial 
expression, deconstructing it into its specific AUs, but this skill demands extensive 
training and manual coding is time consuming. Nevertheless, the process has been 
automated with computer algorithms. There is readily available software like Noldus 
FaceReader and the Computer Expression Recognition Toolbox (CERT) that 
estimate consumer acceptance of food products [Danner, 2014; Leitch, 2015; 
Juodeikiene, 2014; Littlewort, 2011]. 
Previous research associated with sensory analysis shows that facial expressions 
add insights to the knowledge about perception of basic tastes, mainly when 
concentration of stimuli was studied. The results show that some of the facial 
expressions are innate [Wendin, 2011]. Research based on understanding 
consumer emotions in the food industry is of great interest, since it can be used to 
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differentiate acceptability of food products and understand consumers’ emotions. In 
[Crist, 2018], the authors used an automated facial expression analysis (AFEA) in 
order to determine if it could predict food acceptability. However, results showed that 
the AFEA algorithm needed to improve its analysis sensitivity. The purchase 
intention is correlated to hedonic liking and facial expression [Zi, 2018]. This 
information was enriched when the subjects measured their expressions according 
to a scale: 0, 20, 40, 60, 80, and 100%. A study reported [Walsh, 2017] emotional 
response through AFEA, but added the use of frontal cortex (EEG) and of cardiac 
electrical activity (ECG). The methodology was based on showing subjects different 
videos regarding food concerns and analyzing their facial expressions. Other 
research [He, 2014], studied reactions to pleasant and unpleasant odors. Their 
results showed that pleasant odors were associated with neutral expressions 
whereas more intense unpleasant odors were associated with fewer neutral 
expressions and more expressions of disgust.  
The main idea of this research project is to create a novel platform for predicting 
whether a consumer would like a food product or not (acceptance), as well as the 
preference for different types of flavors based on his/her facial expressions. 
 
2. Methods 
Flavor samples description 
The use of different flavors was thought beforehand in order to provide five 
different sensory sensations. We presented only five samples in order to avoid 
saturation. From this point of view, three flavors considered as pleasant: mint 
(Demian, USA), pineapple (Demian, USA) and grape (Demian, USS). Two of them 
were unpleasant flavors: clam (Bell, 930001, USA) and smoke (Castells, Mexico). 
After trying each sample, consumers drank water and ate crackers. The flavors were 
encapsulated (figure 1) in order to keep the volunteers from guessing the sample’s 
taste beforehand and to control the release of these flavors in the precise moment 
that the facial expression was to be measured.  Therefore, when the sample was 
tasted, the flavor was considered a surprise for the volunteers and the facial 
expression was measured at that precise moment of the experiment. Later on, the 
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consumers answered a sensory questionnaire. The information was analyzed with 
the facial expression for each sample evaluated.  
 
 
Figure 1 Food flavors. 
 
Questionnaire 
We designed a questionnaire, which comprises a hedonic scale of seven points 
for each of the five samples with different flavors were tested (figure 2). These 
questionnaires are used in sensory science for testing acceptance of different type 
of food products. The results obtained were compared with the facial expressions. 
 
 
Figure 2 Sensory Questionnaire. 
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Information of the capturing application 
We developed an application to store all experiments’ data with the following 
information: 
• Name of the volunteer 
• Video of every test 
• Time and frame in which the volunteer tries each flavor sample 
 
Capture device 
The capture device for this research was a Kinect, a system developed by 
Microsoft which integrates various sensors such as a color camera, an infrared light 
camera and a depth sensor, making it possible to capture the frontal view and the 
facial geometry in a single device, and eliminating the need of managing and 
synchronizing multiple sources of information. For this test, we used the frontal 
image of the person. However, other images that were gathered and will be analyzed 
for future publication.  The distance in which a subject was placed was 0.5 m to 1 m 
approximately, but this parameter has no impact in the final results because the 
camera resolution is adequate for this type of experiments. 
 
Semaphore device 
We built a small semaphore device so the staff could let the volunteer know the 
right moment to try each sample. This allows a better synchronization between the 
reaction of the user and the records captured by the staff. Figure 3 shows a 
conceptual design for the experiment.  
 
 
Figure 3 Conceptual design of the experiment. 
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Test 
A group of 80 students, professors and employees from Universidad 
Panamericana (Mexico) agreed to serve as volunteers for the experiments. The test 
took place in the Sensory Laboratory. Each cabin has its illumination controlled as 
shown in figure 4 and the distance between the kinect and the subject ranged from 
0.5 to 1 m. The volunteer was instructed to try a sample when the green light of the 
semaphore was turned on. The image/video was taken when the sample was tasted, 
and later on was processed. The consumer was asked to answer the sensory 
questionnaire.  
 
 
Figure 4 Sensory laboratory. 
 
Expression analysis 
We processed all captured images through a neural network in order to classify 
them according to the face expression. The first part of the procedure consisted in 
extracting several landmarks in an image [Sekhon, 2010; Alvarez, 2018]. This 
involves two steps. The first, in which we apply an algorithm based on a Histogram 
of Gradients (HOG) [Kazemi, 2014; Pissaloux, 2013], in this process we could detect 
if there was a face within the image. If so, the algorithm returns the coordinates of a 
rectangle containing the detected face. Both coordinates and the original image work 
as the input for the Kazemi algorithm [King, 2009], which locates the coordinates of 
68 landmarks (figure 5) related to specific facial features as mouth and eye corners, 
nose borders, etc (figure 6).  
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Figure 5 Landmark retrieving process. 
 
 
Figure 6 Location of landmarks on a sample face. 
 
Both algorithms were implemented in Dlib [Lucey, 2010], a C++ open source toolkit. 
We normalized these vectors to diminish the effect of scale and rotation differences 
among various faces. Afterwards, we employed this process to extract the 
coordinates for two images of the same person: one showing a neutral expression 
and another one expressing emotion. The neutral coordinates were subtracted from 
the other expression's to obtain a set of 68 vectors (deltas) (figure 7). 
 
 
Figure 7 Calculation of deltas. 
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 We calculated the deltas for two sets of images from the CK+ database, the latter 
one was used because: 1) it is commonly used in similar studies and 2) because it 
is well labeled by experts and 3) finally because neutral expressions and another 
with different facial expressions can be extracted [Lucey, 2010]. From the same 
database, we extracted labels that classify each expression shown in the images. 
Using these delta sets as input and the matching labels (anger, contempt, disgust, 
fear, happiness, sadness, surprise or neutral) as desired outputs. Since we found 
that neural networks showed the best results on previous work [Alvarez, 2018], we 
trained a neural network (figure 8). After several tests, the network configuration with 
the best results proved to be a 10-neuron array for the only hidden layer. 
 
 
 
Figure 8 Neural network training in structure 
 
Once trained, we fed (380 images, 70% were used for training, 15% for the validation 
and the rest for the analysis) the neural network with the delta sets from the images 
acquired in the experiment (neutral and expressive separately) as shown in figure 9. 
 
 
Figure 9 Classification of emotions through a neural network. 
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We obtained a .csv file for each individual with the following information: video frame 
number, a number indicating the number of faces found, frame filename and eight 
columns (one for each classified emotion) with numbers from 0 to 1 which state the 
probability that the face in the image expresses the matching emotion. In figure 10, 
we can appreciate an example of the emotion classification in one frame.  The 
trained network’s confusion matrix is shown in table 1. 
 
 
Figure 10 Classification of emotions for each frame 
 
Table 1 Confusion Matrix for the trained Neural Network. 
 
Anger Contempt Disgust Fear Happy Sadness Surprise Neutral 
Anger 0.71 0.02 0.13 0.00 0.02 0.04 0.00 0.08 
Contempt 0.04 0.54 0.00 0.00 0.00 0.06 0.00 0.36 
Disgust 0.06 0.00 0.94 0.00 0.00 0.00 0.00 0.00 
Fear 0.00 0.00 0.00 0.78 0.06 0.03 0.07 0.06 
Happy 0.00 0.00 0.01 0.00 0.99 0.00 0.00 0.00 
Sadness 0.09 0.00 0.00 0.00 0.00 0.62 0.00 0.28 
Surprise 0.00 0.01 0.00 0.00 0.00 0.01 0.98 0.00 
Neutral 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.94 
 
When observing the confusion matrix a percentage of adequate recognition was 
obtained for the following emotions: neutral (94%), surprise (98%), happiness (99%) 
and disgust (94%).  
Regarding the rest of the emotions the percentage was acceptable but not as high, 
such as sadness (62%), disgust (54%), angry (71%) and fear (78%). 
Our net obtains a general accuracy of 81.25%, which is comparable with other 
studies, which take the same database as reference.  For example, [Liu, 2014] report 
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92.4%, [Jung, 2015] 70.24% and [Zeng, 2018] 94.79%, respectively. To the best of 
our knowledge, it is important to establish that the database has not been used for 
sensory purposes.  
 
3. Results 
After performing the expression analysis, we obtained the following data: 
• The result from the procedure described above, a .csv file for each video and 
a frame record which contains the frame number and eight values in the range 
[0,1], expressing the probability to have an expression of anger, contempt, 
disgust, fear, happy, sadness, surprise and, neutral. 
• The volunteer’s evaluations for each flavor sample in the range [-3,3].  
• The frame number where the volunteer tried each sample. 
 
To analyze the whole information, we created a file containing the volunteer’s 
response to a sample flavor based on his/her written responses.  Then, we obtained 
a frame interval or window size ws for each flavor sample taking ws/4 frames before 
and ws frames after the frame number stored in the application as a reference of the 
right instant in which the volunteer tried the sample. Afterwards, we calculate a 
frequency vector that represents the volunteer response for each emotion. The 
vector has 10 entries, where the first one contains the number of frames where the 
emotion had a value between 0 and 0.1, the second entry the number of frames 
where the emotion had a value between 0.1 and 0.2, and so on. This generated a 
vector of 80 features (10 per expression) that contains the expression frequencies 
of a volunteer’s reaction to a specific flavor sample.  
We treated the data as a regression problem for which the inputs are the expression 
probability histograms and the outputs are the volunteer's acceptance grades, within 
the range [-3,3]. We later trained a multilayer perceptron model [Santillana, 2011] 
using the Python library Scikit-learn [Pedregosa, 2011] with default parameters. 
We utilized the mean absolute error (MAE) to measure the effectiveness of our 
approach [Sánchez, 2017]. MAE is defined in equation (1). 
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MAE = �⌊𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖⌋
𝑛𝑛
𝑛𝑛
𝑖𝑖=1
                                                                      (1) 
Where: 
MAE :  Absolute error 
𝑦𝑦𝑖𝑖 : Volunteer’s evaluation of the sample. 
𝑦𝑦𝚤𝚤�  : The predicted value.  
 
As a rule, smaller values indicate better performance. We evaluated our results 
through cross-validation, which is a model evaluation technique widely used to 
validate the results of an experiment. It consists of randomly divided the samples 
into k groups. Then the model is trained and tested k times, the first one the training 
set is formed by the first k-1 groups and the test set for the last one, the second time 
the training set is formed by the first group and the last k-1 groups and the test set 
is formed by the second group, and so on. In this case, the number of groups is k=5. 
Each time an error is calculated and finally, the error represents the average of the 
k executions. These represent that the test was performed several times (5 times in 
total) with different randomly order partitions of 80 volunteers. Table 2 shows the 
MAE obtained from different window sizes, which means the number of frames taken 
into account for the measurement. There is little difference among the different 
window sizes. When evaluating the MAE, which can be from [-3 to 3], we can say 
that a 1.65 MAE is relatively small. 
 
Table 2 MAE using the histograms of all the expressions. 
ws 20 30 40 
MAE 1.65 1.63 1.61 
 
However, 10 features per expression may prove to be too many and some of them 
may not be adding valuable information to the model. Table 3 shows the MAE using 
only the features of the histograms related to contempt and disgust, noticeably, all 
the values are smaller than those in table 2. In this case, the best performance 
corresponds to the multilayer perceptron with a ws value of 30 and 40.   
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Table 3 MAE using the histograms of contempt and disgust. 
ws 20 30 40 
MAE 1.56 1.51 1.51 
 
The smaller MAE error was 1.51, which is small considering the used scale of seven 
points, from -3 to 3, and the complexity of this problem. 
 
4. Discussion  
The methodology proposed in this paper has given good results for sensory 
evaluation of food products in consumer analysis. The practical application of this 
study is fit for objectively measuring consumer acceptance or preference and market 
analysis for new food products based on Ekman categories, however, it would be 
interesting to determine whether the like or dislike expressions are expressed 
properly through this categories. Our neural network easily confuses sadness with 
contempt and a neutral expression. This will require finer tuning in the future, or a 
different classification scheme. Nevertheless, these emotions are not as relevant to 
our line of study as disgust, for example, most of the similar studies use commercial 
solutions whereas this study can be fined tuned to suit particular problems, because 
we have a better control of the algorithm.  
As future work, it could be useful to find a way to pre-process the data, segmenting 
those volunteers that are very expressive from the least expressive ones, in order to 
attain clearer measurements. More precise correlations between sensory science 
and facial expressions are required. 
 
5. Conclusions 
This work could benefit from a feature selection technique to identify the exact 
expressions related to food preference/acceptance, these would lead to a better 
understanding of the acceptance of the product.  
Future studies could be centered in obtaining data from different sources besides 
images, for example: temperature, galvanic skin response, heart rate, etc.  Another 
interesting project would be to measure the emotional impact of food products while 
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taking the environment into account i.e. restaurant mood, decoration, etc. This might 
be achieved through the use of a VR system. 
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