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ABSTRACT 
For civil structures, structural damage due to severe loading events such as earthquakes, or due to long-
term environmental degradation, usually occurs in localized areas of a structure. A new sparse Bayesian 
probabilistic framework for computing the probability of localized stiffness reductions induced by damage 
is presented that uses noisy incomplete modal data from before and after possible damage. This new 
approach employs system modal parameters of the structure as extra variables for Bayesian model 
updating with incomplete modal data. A specific hierarchical Bayesian model is constructed that promotes 
spatial sparseness in the inferred stiffness reductions in a way that is consistent with the Bayesian Ockham 
razor. To obtain the most plausible model of sparse stiffness reductions together with its uncertainty within 
a specified class of models, the method employs an optimization scheme that iterates among all uncertain 
parameters, including the hierarchical hyper-parameters. The approach has four important benefits: (1) it 
infers spatially-sparse stiffness changes based on the identified modal parameters; (2) the uncertainty in the 
inferred stiffness reductions is quantified; (3) no matching of model and experimental modes is needed, 
and (4) solving the nonlinear eigenvalue problem of a structural model is not required. The proposed 
method is applied to two previously-studied examples using simulated data: a ten-story shear-building and 
the three-dimensional braced-frame model from the Phase II Simulated Benchmark problem sponsored by 
the IASC-ASCE Task Group on Structural Health Monitoring. The results show that the occurrence of 
false-positive and false-negative damage detection is clearly reduced in the presence of modeling error 
(differences between the real structural behavior and the model of it). Furthermore, the identified most 
probable stiffness loss ratios are close to their actual values. 
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1. Introduction 
   With the general goal of improving the safety and reducing life-cycle costs of critical civil infrastructure, 
structural health monitoring (SHM) has attracted increasing research interest in the structural engineering 
community over the last three decades [1-6]. The interest is in developing automated sensor-based systems 
for accurately detecting, locating and assessing earthquake-induced structural weakening (or damage from 
other severe loading events such as hurricanes, impacts or explosions, or from progressive structural 
deterioration at an early stage in its evolution). The most important objective of a damage identification 
algorithm is to reliably issue an alarm if damage has occurred. An alarm is generally issued if some 
damage features shift from their healthy state values, which usually is determined by a damage index 
obtained from an unknown state of the structure deviating from the healthy state beyond some threshold. 
Defining a proper threshold is the critical challenge to establish a timely and reliable damage alarm [8-9].  
    False indication of damage falls into two types [10]: (1) False-positive damage indication, which means 
that the algorithm indicates damage although no real damage is present; (2) False-negative damage 
indication, which means that the algorithm does not detect real damaged components, i.e., reports them as 
undamaged. False negative detection is usually more critical because undetected damaged elements may 
lead to severe consequences, even resulting in structural collapse. On the other hand, false positive 
detections can needlessly heighten concern about safety, and lead to costly visual inspections by engineers. 
Recently, some researchers have investigated how to compute a proper threshold value in a rigorous 
manner in order to alleviate false positive (false alarm) and false negative (missed alarm) detections [8, 11]. 
However, novel methods still need to be explored for better damage alarm performance.  
    Another challenge for structural damage detection is that existing methods often require measurement 
information at locations corresponding to every degree of freedom (DOF) of a model of the structure, 
whereas, in reality, sensors are typically installed at only a limited number of locations, so the spatial 
distribution of the structural motion is not known completely. Therefore, it is impossible to exactly 
describe the current state of the structure by the limited information available in practice, and we have a 
state of uncertainty that can be better described probabilistically. Rather than considering only a point 
estimate for the model parameters, Bayesian inference considers all possible values of the parameters and 
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explicitly treats modeling uncertainty, including quantification of parametric uncertainty, by treating the 
problem within a framework of plausible inference in the presence of incomplete information (Beck 2010). 
Therefore, it provides a promising way to locate structural damage, which may occur away from the sensor 
locations or be hidden from sight. Furthermore, being able to quantify the uncertainties of the structural 
model parameters accurately and appropriately is essential for a robust prediction of future safety and 
reliability of the structure. The Bayesian framework has been used previously for damage detection and 
assessment [2-3, 12-18]. 
     In this article, we explore recent developments in sparse Bayesian learning [19-22] and Bayesian 
compressive sensing [23-25] to perform sparse stiffness loss inference based on changes in the identified 
modal parameters from the sensor data. The physical basis for exploring sparseness in this inverse problem 
(i.e., inferring stiffness losses due to damage based on dynamic sensor data) is that the damage induced by 
an earthquake typically occurs at a limited number of locations (in the absence of collapse).  This is 
important prior information that can be exploited.  
We have proposed previously to use a sparse Bayesian learning approach to tackle this stiffness 
inversion problem in which a specific hierarchical Bayesian model is employed that induces sparseness in 
order to improve the accuracy and robustness of damage detection and assessment [26]. This approach 
employs an optimization scheme that iterates among all uncertain parameters to obtain the most plausible 
values of spatially-sparse stiffness reductions together with their uncertainty, based on the information in 
the experimentally identified modal parameters from the current unknown state and the original healthy 
state. In this paper, we improve the theoretical formulation and illustrate the ability of the proposed method 
to update a structural model during a calibration stage for an undamaged building (Example 1 taken from 
[18]), and to accurately infer damage in a monitoring stage (Example 2 taken from [27]), by applying the 
method to noisy incomplete modal data in both cases. 
2. FORMULATION 
2.1 Structural model class and target problem  
   For a structure of interest, we take a class of linear structural models that has ݀ degrees of freedom, a 
known mass matrix ۻ based on structural drawings and an uncertain stiffness matrix ۹ that is represented 
as a linear combination of ሺ݊ ൅ 1ሻ	stiffness matrices ۹௝,	݆ ൌ 1,… ݊, as follows: 
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۹ሺીሻ=۹଴+∑ ߠ௝۹௝௡௝ୀଵ                           (1) 
where the nominal substructure stiffness matrices ۹௝ ∈ Թௗൈௗ, ݆ ൌ 1,… , ݊,  represent the nominal 
contribution of the	݆௧௛	substructure of the structure to the overall stiffness matrix ۹ from a structural model 
(e.g. based on the finite-element method), and ી ൌ ሾߠଵ, … , ߠ௡ሿ ∈ Թ௡ are corresponding stiffness scaling 
parameters that represent the structural model parameter vector to be updated by dynamic data. The 
reduction of any ߠ௝, ݆ ൌ 1,…݊,	corresponds to damage in the ݆௧௛  substructure. Since structural damage 
induced by severe loading event, such as an earthquake, typically occurs at a limited number of locations 
in the absence of structural collapse, ∆ી ൌ ી െ ી෡௨ can be considered as a sparse vector with relative few 
non-zero components, where ી and ી௨ are the stiffness scaling parameters for current (possibly damaged) 
and undamaged states, and ી෡௨ is the MAP (maximum a posteriori) estimate of ી௨ determined from the 
calibration test data. We assume that a linear dynamic model with classical normal modes is adequate for 
damage detection purposes because we use low-amplitude vibration data recorded by the structural 
monitoring system just before and after an earthquake. Under this hypothesis, a damping matrix need not 
be explicitly modeled since it does not affect the model mode shapes.  
Suppose that ݍ sets of measured vibration time histories are available from the structure and ݉ modes of 
the structural system have been identified for each set of time histories so that we have a vector of 
identified (MAP) system natural frequencies ૑ෝଶ ൌ ሾ ෝ߱ଵ,ଵଶ , … , ෝ߱ଵ,௠ଶ , ෝ߱ଶ,ଵଶ , … , ෝ߱௤,௠ଶ ሿ் ∈ Թ௤௠ൈଵ and mode 
shapes ૐ෡ ൌ ൣૐ෡ଵ,ଵ் , … ,ૐ෡ଵ,௠் ,ૐ෡ଶ,ଵ் , … ,ૐ෡௤,௠் ൧் ∈ Թ௤௠௦ൈଵ, where	 ૐ෡௥,௜ ∈ Թ௦ gives the identified components 
of the system mode shape of the ݅௧௛ mode (݅ ൌ 1,… ,݉) at the ݏ measured DOF from the ݎ௧௛ data segment 
(ݎ ൌ 1,… , ݍ). These modal parameters are assumed to be directly estimated from dynamic data using an 
appropriate modal identification procedure, such as MODE-ID [15,28], which does not use a structural 
model and identifies the MAP values of the natural frequencies, equivalent viscous damping ratios and 
mode shape components at the observed degrees of freedom.  
The target problem of interest is to use an appropriate sparse Bayesian learning technique for the inverse 
problem of inferring the pattern of stiffness loss ∆ી from the noisy incomplete modal data ૑ෝଶ and ૐ෡ , and 
to then use ∆ી  to decide whether to issue a damage alarm without having to set any stiffness loss 
thresholds. Ideally, we would like to treat each structural member as a substructure so that we can infer 
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from the dynamic data which, if any, members have been damaged by the severe loading event. However, 
the information available from the structure’s local network of sensors will generally be insufficient to 
support a member-level resolution of stiffness loss from damage, so larger substructures may be necessary 
in order to reduce the number of stiffness scaling parameters ߠ௝ in Equation (1). A tradeoff is therefore 
required between the number of substructures (and hence the resolution of the damage locations) and the 
reliability of the probabilistically-inferred damage state. By inducing sparseness in the inferred stiffness 
loss through sparse Bayesian learning, we expect higher-resolution damage localization while still 
producing reliable damage assessment.  
    One complication in applying sparse Bayesian learning is that it requires a model that gives the 
predicted output as a linear function of the model parameters for which sparseness is to be enforced but, 
despite the linearity in Equation (1), the model for the modal parameters characterizing the modal data ૑ෝଶ 
and ૐ෡  is a nonlinear function of the structural stiffness scaling parameter vector 	ી . In the following 
formulation, rather than directly tackling this challenging nonlinear inverse problem, we apply an efficient 
iterative procedure that involves a series of coupled linear regression problems and so provides an 
appropriate form for the sparse Bayesian learning method.  
 
2.2 Hierarchical Bayesian modeling 
2.2.1 Priors for system modal parameters and structural stiffness scaling parameters 
   To represent the actual modal parameters of the structure, we introduce system natural frequencies 
૑ଶ ൌ ሾ߱ଵଶ, … , ߱௠ଶ ሿ் ∈ Թ௠ൈଵ  and real system mode shapes ૖ ൌ ሾ૖ଵ் , … ,૖௠்ሿ் ∈ Թௗ௠ൈଵ  at the same ݀ 
degrees of freedom as the structural model [3]. We do not assume that the system natural frequencies ૑ଶ 
and system mode shapes ૖ satisfy the eigenvalue problem corresponding to any structural model specified 
by the parameters ી because there will always be modeling approximations, so: 
൫۹ሺીሻ െ ߱௜ଶۻ൯૖௜ ൌ ܍௜	        (2) 
where the uncertain eigenvalue equation errors ܍௜ ∈ Թௗ, ݅ ൌ 1,… ,݉,	 are for the ݅௧௛ system mode and the 
structural model specified by ી . They are modeled probabilistically as independent and identically 
distributed Gaussian vectors with zero mean and covariance matrix ߚିଵ۷݀ ൌ diagሺߚିଵ, … , ߚିଵሻ. This 
joint probability model for ܍ଵ, … , ܍௠ maximizes Shannon’s information entropy (i.e. it gives the largest 
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uncertainty) for the equation errors subject to the moment constraints: ۳ሾሺ܍௜ሻ௞ሿ ൌ 0, ۳ሾሺ܍௜ሻ௞ଶሿ ൌ ߚെ1, ݇ ൌ
1,… , ݀, ݅ ൌ 1,… ,݉ [29].  Eq. (2) is then used to create the following prior PDF conditional on ߚ: 
 ݌ሺ૑ଶ,૖, ી|ߚሻ ൌ ܿ଴ሺ2ߨߚିଵሻିௗ௠/ଶexp ቄെఉଶ ∑ ฮ൫۹ሺીሻ െ ߱௜ଶ	ۻ൯૖௜ฮ
ଶ௠௜ୀଵ ቅ     (3) 
where ܿ଴	is a normalizing constant and ‖∙‖ denotes the Euclidean norm, so ‖ܠ‖ଶ ൌ ܠ்ܠ.		Note that the 
equation-error precision parameter ߚ in (3) allows for the explicit control of how closely the system and 
model modal parameters agree. However, it is difficult to choose an appropriate value a priori for β	and 
this motivate the introduction later of a hierarchical Bayesian prior (see Equation 8), where an optimal 
value of ߚ	is learned from the data. Notice that as ߚ → ∞, the system modal parameters become tightly 
clustered around the modal parameters corresponding to the structural model specified by ી,		which are 
given by Eq. (2) with all ܍௜ ൌ 0, that is, ሺ۹ሺીሻ െ ૑ଶۻሻ૖ ൌ 0.	 Note also that if ી is specified then these 
model modal parameters are always the most plausible values a priori of the system modal parameters.  
From (1), we see that the exponent in (3) is a quadratic in ી and so (3) can be analytically integrated 
with respect to ી to get the marginal prior PDF for the system modal parameters ሾ૑ଶ,૖ሿ as: 
݌ሺ૑ଶ,૖|ߚሻ	
ൌ ܿ଴ሺ2ߨߚିଵሻିሺௗ௠ି௡ሻ ଶ⁄ |۶்۶|ିଵ ଶ⁄ exp ቄെ ఉଶ ሺ܊்܊ െ ܊்۶	ሺ۶்۶ሻିଵ۶்܊ሻቅ					 (4) 
where the matrix ۶ and parameter vector ܊	are defined by: 
۶ ൌ ൥
નଵ૖ଵ ⋯ ન௡૖ଵ⋮ ⋱ ⋮
નଵ૖௠ ⋯ ન௡૖௠
൩
ௗ௠ൈ௡
                (5) 
܊ ൌ ቎
൫߱ଵଶ	ۻ െ ન଴൯૖ଵ
⋮
ሺ߱௠ଶ ۻ െ ન଴ሻ૖௠
቏
ௗ௠ൈଵ
                        (6) 
We can then deduce the prior PDF for ી conditional on system modal parameters ሾ૑ଶ,૖ሿ from (3) and (4): 
݌ሺી|૑ଶ,૖, ߚሻ ൌ ݌ሺ૑ଶ,૖, ી|ߚሻ ݌ሺ૑ଶ,૖|ߚሻ⁄ 	
ൌ ሺ2ߨߚିଵሻି௡ ଶ⁄ |۶்۶|ଵ ଶ⁄ exp ቄെ ఉଶ ሺી െ ሺ۶்۶ሻିଵ۶்܊ሻ்۶்۶ሺી െ ሺ۶்۶ሻିଵ۶்܊ሻቅ					 ሺ7ሻ	
ൌࣨሺી|ሺ۶்۶ሻିଵ۶்܊, ሺߚ۶்۶ሻିଵሻ	
It remains to define a hyper-prior for hyperparameter ߚ. We take a Gamma conjugate hyper-prior on β: 
݌ሺߚ|ܽ଴, ܾ଴ሻ ൌ Gamሺߚ|ܽ଴, ܾ଴ሻ ൌ ௕బ
ೌబ
୻ሺ௔బሻ ߚ
௔బିଵexpሺെܾ଴ߚሻ  (8)        
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Remark 2.1: The choice of prior PDF in (3) builds on an idea by Yuen et al. [18]. They chose the prior PDF 
݌ሺ૑ଶ,૖|ી, ߚሻ ൌ ܿଵexp ቄെ ఉଶ ∑ ฮ൫۹ሺીሻ െ ߱௜ଶ	ۻ൯૖௜ฮ
ଶ௠௜ୀଵ ቅ with ܿଵ as a normalizing constant. However, this 
PDF is not a normalized PDF over the modal parameter space unless ܿଵ is a function of the structural 
model parameters	ી and the equation-error precision ߚ. Therefore, we do not have the equivalent of a 
linear regression equation for the parameter vector	ી and so Bayesian inference, including the sparse 
Bayesian learning scheme, is analytically intractable for ી. In order to provide an appropriate form for 
sparse Bayesian learning, we introduce a new Bayesian model with the prior PDF in (3) where ܿ଴,	unlike 
ܿଵ,	is a constant with respect to ૑ଶ,૖ and ી, and a corresponding likelihood function of ી is introduced 
later in (12) of Section 2.2.3. 
2.2.2 Likelihood functions for system modal parameters 
   The MAP estimates from modal identification are taken as the “measured” natural frequencies ૑ෝଶ ൌ
ሾ ෝ߱ଵ,ଵଶ , … , ෝ߱ଵ,௠ଶ , ෝ߱ଶ,ଵଶ , … , ෝ߱௤,௠ଶ ሿ் and mode shapes ૐ෡ ൌ ൣૐ෡ଵ,ଵ் , … ,ૐ෡ଵ,௠் ,ૐ෡ଶ,ଵ் , … ,ૐ෡௤,௠் ൧்  [15, 30]. The 
combination of prediction errors and measurement errors for the system modal parameters are modeled as 
zero-mean Gaussian variables with unknown variances. This maximum entropy probability model gives 
the largest uncertainty for these errors subject to the first two moment constraints [29]. Based on this 
Gaussian model, one gets a Gaussian likelihood function for the system modal parameters ૑ଶ and ૖ based 
on the measured quantities ૑ෝଶ and ૐ෡ : 
݌൫૑ෝଶ,ૐ෡|૑ଶ,૖, ી൯ 	ൌ ݌ሺ૑ෝଶ|૑ଶሻ݌൫ૐ෡|૖൯ 
=ࣨሺ૑ෝଶ|લ૑ଶ, ણሻ	ࣨ൫ૐ෡|ડ૖, ߟିଵ۷௤௠௦൯ (9) 
where the selection matrix ડ ∈ Թ௤௠௦ൈௗ௠ with “1s” and “0s” picks the observed degrees of freedom of the 
whole “measured” mode shape data set from the system mode shapes; લ ൌ ൣ۷௠, … , ۷௠൧் ∈ Թ௤௠ൈ௠	is the 
transformation matrix between the vector of  ݍ  sets of identified natural frequencies ૑ෝଶ and the system 
natural frequencies ૑ଶ ;	ણ ൌ block	diag൫ણଵ, … , ણ௤൯ is a block diagonal matrix with the diagonal block 
matrices ણ௥ ൌ diagሺߩଵି ଵ, … , ߩ௠ିଵሻ, ݎ ൌ 1,… , ݍ;		۷௠and ۷௤௠௦	denote the identity matrices of corresponding 
size; and ૉ ൌ ሾߩଵ, … , ߩ௠ሿ் and ߟ are prescribed precision parameters for the predictions of the identified 
natural frequencies ૑ෝଶand mode shapes ૐ෡  from the system modal parameters. In a hierarchical manner, 
exponential priors are placed on the parameters ߩ௜ and ߟ: 
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݌ሺߩ௜|߬௜ሻ ൌ Expሺߩ௜|߬௜ሻ ൌ ߬௜expሺെ߬௜ߩ௜ሻ, ݅ ൌ 1,… ,݉;        ݌ሺߟ|ߥሻ ൌ Expሺߩ|ߥሻ ൌ ߥexpሺെߥߟሻ            (10) 
which are the maximum entropy priors with support ሾ0,∞ሻ for given mean values ߬௜ି ଵ and ߥିଵ of ߩ௜ and ߟ, 
respectively. Then the prior PDF for the parameter vector ૉ is given to: 
݌ሺૉ|ૌሻ ൌ ∏ ݌ሺߩ௜|߬௜ሻ௠௜ୀଵ ൌ ∏ ߬௜ ∙ expሺെ∑ ߬௜ߩ௜௠௜ୀଵ ሻ௠௜ୀଵ                          (11)     
where ૌ ൌ ሾ߬ଵ,… , ߬௠ሿ். 
2.2.3 Likelihood function for structural stiffness scaling parameters 
    During the calibration stage, we use Bayesian updating of the structural model based on the identified 
modal parameters from tests of the undamaged structure to find the MAP structural stiffness scaling 
parameter ી෡௨ and its corresponding uncertainty. For this stage, we assume that there is a unique MAP 
estimate ી෡௨ due to the large amount of time-domain vibration data and identified modal parameters that 
can be collected because there is no rush. During the monitoring stage, we choose the MAP value ી෡௨ from 
the calibration stage as pseudo-data for ી and define a likelihood function to exploit the information that 
any stiffness changes ∆ી ൌ ી െ ી෡௨ should be a sparse vector (most of its components zero) for a structure 
in the absence of collapse. This is accomplished by incorporating the automatic relevance determination 
(ARD) concept [19,22] for ∆ી: ݌ሺ∆ી|હሻ= ࣨሺ∆ી|૙, ۯሻ	with  ۯ ൌ diagሺߙଵ, … , ߙ௡ሻ , where each of the 
hyper-parameters ߙ௝  is the prediction-error variance for ∆ߠ௝ . This choice is motivated by the closely-
related sparse Bayesian learning framework which is known to provide an effective tool for pruning large 
numbers of irrelevant or redundant features in a linear regression model that are not supported by the data 
[19,26]. In sparse Bayesian learning, the ARD concept is used in the prior but here we use it in the 
likelihood function for ી, along with the prior on ી in (7). This choice still leads to a sparse representation 
of the parameter change vector ∆ી during the optimization of the hyper-parameter vector હ using the 
evidence maximization strategy of [31].  
The likelihood function for ી based on the ARD concept is expressed as:  
݌ሺી෡ݑ|ી, હሻ ൌ ࣨሺી෡ݑ|ી, ۯሻ ൌ ∏ ࣨ൫ߠ෠௨,௝|ߠ௝, ߙ௝൯௡௝ୀଵ  (12) 
To promote sparseness of the parameter vector ∆ી even more strongly, we take the following exponential hyper-
prior PDF for હ: 
݌ሺહ|ߣሻ ൌ ∏ ݌൫ߙ௝|ߣ൯ ൌ ∏ ߣexp൫െߣߙ௝൯௡௝௡௝ ൌ ߣ௡exp൫െߣ∑ ߙ௝௡௝ ൯                       (13) 
Finally, we model the uncertainty in ߣ by an exponential hyper-prior:  
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݌ሺߣ|ߞሻ ൌ Expሺߣ|ߞሻ ൌ ߞexpሺെߞߣሻ         (14) 
Thus, a hierarchical Bayesian prior is defined for the structural stiffness scaling parameter vector ી. 
Remark 2.2: For Bayesian sparsity modelling, the Laplace distribution  ݌൫ી෡௨|ી, ߣ൯ ൌ ׬ ݌൫ી෡௨|ી, હ൯ ݌ሺહ|ߣሻ݀હ 
ൌ ఒ೙ మ⁄ଶ೙ exp ቀെ√ߣฮી෡௨ െ ીฮଵቁ	from (11) and (12) is desirable since it leads to a Bayesian MAP estimation 
that is equivalent to the ݈ଵ  regularization formulation that strongly enforces sparseness [24,32-34]. 
However, this Laplace likelihood is not conjugate to the Gaussian prior PDF in (7) and so the posterior 
PDF cannot be determined analytically from Bayes’ theorem. The hierarchical Bayesian modelling of (12-
14) is used instead; the first two stages (12-13) play a similar role to the Laplace likelihood (but without 
integrating over હ) and the last stage in (14) is embedded to penalize values of 	ߣ that are too large and so 
avoid ી parameter vectors that are too sparse. In this hierarchical formulation, we note that the exponential 
hyper-prior in (13) is for the variance હ for sparseness promotion and not for the precision હିଵ that is 
usually used in sparse Bayesian learning [19]. 
2.2.4 Joint posterior PDF for hierarchical Bayesian model 
    By combining all the stages of the hierarchical Bayesian model, the joint posterior PDF of all the 
uncertain-valued parameters conditional on the observed quantities can be constructed. From Bayes’ 
theorem, it is expressed as: 
݌൫૑ଶ, ૉ, ߬, ૖, ߟ, ߥ, ી, હ, ߣ, ߞ, ߚ|૑ෝଶ,ૐ෡ , ી෡௨, ܽ଴, ܾ଴൯	
∝ ݌ሺ૑ෝଶ|૑ଶ, ૉሻ݌൫ૐ෡|૖, ߟ൯݌൫ી෡௨|ી, હ൯݌ሺ૑ଶ,૖, ી|ߚሻ݌ሺૉ|ૌሻ݌ሺߟ|ߥሻ݌ሺહ|ߣሻ݌ሺߣ|ߞሻ݌ሺߚ|ܽ଴, ܾ଴ሻ	   (15) 
where the PDF is constructed by combining the different levels of the hierarchical Bayesian model. Note 
that we have omitted the product of PDFs ݌ሺૌሻ݌ሺߥሻ݌ሺߞሻ for notational convenience, since they are all 
chosen as broad uniform priors and so are constant. 
    Hierarchical Bayesian models make use of the property of the conditional dependencies in the joint 
probability model and a graphical model representation is demonstrated in Figure 1, where each arrow 
denotes the generative model (conditional dependencies). Note that the key idea of the formulation is 
demonstrated in the first five blocks from the left, i.e., the pseudo evidence for the pseudo data ી෡௨  is 
maximized with respect to the hyper-parameters હ, ߣ and ߞ, which forces many of the ߙ௝, ݆ ൌ 1,… , ݊,	to 
approach zero during the optimization and the corresponding ߠ௝′s become equal to their value for the 
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undamaged state. This forces the inferred stiffness reductions to be spatially sparse in a way that is 
consistent with the Bayesian Ockham razor [31,35]. A stiffness scaling parameter ߠ௝ is changed from its 
calibration value ߠ෠௨,௝ only if the posterior probability of the model class with ߠ௝ fixed at ߠ෠௨,௝ is less than a 
model class with ߠ௝ free to be updated.  
 
Fig. 1. The directed acyclic graph of the hierarchical Bayesian model. 
 
2.3 Bayesian inference 
2.3.1 Approximation of the full posterior PDF using Laplace’s method 
    The structural stiffness scaling parameter ી  is of key interest for damage detection, along with its 
associated hyper-parameters ઼ ൌ ሾહ், ߣ, ߞሿ் as shown in (12-14). For convenience, we denote the other 
uncertain parameters as ૆ ൌ ሾߚ, ሺ૑ଶሻ், ૉ், ૌ், ૖், ߟ, ߥሿ். The posterior PDF over all uncertain parameters 
is then expressed as 
݌൫ࣈ, ી, ઼|૑ෝଶ,ૐ෡ , ી෡௨, ܽ଴, ܾ଴൯ ൌ ௣൫ࣈ,ી,઼,૑ෝ
మ,ૐ෡ ,ી෡ೠ|௔బ,௕బ൯
௣൫૑ෝమ,ૐ෡ ,ી෡ೠ|௔బ,௕బ൯                        (16) 
However, this posterior PDF is nearly always intractable, since the denominator ൫૑ෝଶ,ૐ෡ , ી෡௨|ܽ଴, ܾ଴൯ in (16) 
is given by an integral that cannot be computed analytically: 
൫૑ෝଶ,ૐ෡ , ી෡௨|ܽ଴, ܾ଴൯ ൌ ׬݌൫ࣈ, ી, ઼, ૑ෝଶ,ૐ෡ , ી෡௨|ܽ଴, ܾ଴൯݀ࣈ݀ી઼݀  (17) 
Nevertheless, a hierarchical Bayesian procedure combined with Laplace’s asymptotic approximation can 
provide an effective approximation of the full posterior PDF.  
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We treat ઼ as a ‘nuisance’ parameter vector and attempt to integrate it out to get the posterior for [ࣈ, ી]:  
݌൫ࣈ, ી|૑ෝଶ,ૐ෡ , ી෡௨൯ ൌ න݌൫ࣈ, ી, ઼|૑ෝଶ,ૐ෡ , ી෡௨൯઼݀ 
ൌ ׬݌൫ࣈ, ી|઼,૑ෝଶ,ૐ෡ , ી෡௨൯݌൫઼|૑ෝଶ,ૐ෡ , ી෡௨൯ ઼݀  (18) 
where, from now on, we leave the conditioning on ሺܽ଴, ܾ଴ሻ implicit in the PDFs. Using Bayes' theorem, we 
get a modified form of (15):  
݌൫૆, ી|઼,૑ෝଶ,ૐ෡ , ી෡௨൯ ∝ ݌൫૑ෝଶ,ૐ෡ , ી෡௨|઼, ૆, ી൯݌ሺ૆, ી|઼ሻ	
ൌ ݌ሺ૑ෝଶ|૑ଶ, ߩሻ݌൫ૐ෡|૖, ߟ൯݌൫ી෡௨|ી, હ൯	݌ሺ૑ଶ,૖, ી|ߚሻ݌ሺߩ|߬ሻ݌ሺߟ|ߥሻ݌ሺߚ|ܽ଴, ܾ଴ሻ			 (19) 
Assuming that the posterior ݌൫઼|૑ෝଶ,ૐ෡ , ી෡௨൯ in (18) has a unique maximum at ෩઼ (the MAP value of ઼), we 
apply Laplace’s asymptotic approximation [14] to (18) to get: 
݌൫ࣈ, ી|૑ෝଶ,ૐ෡ , ી෡௨൯ ൎ ݌൫ࣈ, ી|෩઼, ૑ෝଶ,ૐ෡ , ી෡௨൯                (20) 
where		෩઼ ൌ argmax݌൫઼|૑ෝଶ,ૐ෡ , ી෡௨൯.                    
2.3.2 Bayesian inference for the posterior PDF of ݌൫૆, ી|෩઼,૑ෝଶ,ૐ෡ , ી෡௨൯ 
MAP estimation by iterative optimizations 
    The optimal (MAP) values ൣξ෨, θ෨൧	of the unknown model parameters  ሾ૆, ીሿ can be found by minimizing 
the negative logarithm of the posterior PDF ݌൫૆, ી|෩઼, ૑ෝଶ,ૐ෡ , ી෡௨൯ given by (19) with ઼ fixed at its MAP 
value ෩઼,  so that ۯ෩ ൌ diagሺߙ෤ଵ, … , ߙ෤௡ሻ is fixed. This leads to minimization of:  
ܬሺ૆, ીሻ ൌ ሺ1 െ ܽ଴ሻlogߚ ൅ ܾ଴ߚ െ ݍ2෍ logߩ௜
௠
௜ୀଵ
൅ 12 ሺ૑ෝ
ଶ െ લ૑ଶሻ்۳ିଵሺ૑ෝଶ െ લ૑ଶሻ 
           െ∑ ሺlog ߬௜ െ ߬௜ߩ௜ሻ௠௜ୀଵ  – ௦௤௠ଶ log ߟ ൅
ఎ
ଶ ฮૐ෡ െ ડ૖ฮ
ଶ െ log ߥ ൅ ߥߟ 
           ൅ଵଶ ൫ી෡௨ െ ી൯
்ۯ෩ିଵ൫ી෡௨ െ ી൯ െ ௗ௠ଶ logߚ ൅
ఉ
ଶ ∑ ฮ൫۹ሺીሻ െ ߱௜ଶ	ۻ൯૖௜ฮ
ଶ௠௜    (21)    
where we have dropped constants that do not depend on ૆ and ી. The logarithm function in (21) is not a 
quadratic function for the whole uncertain model parameter vector ሾ૆், ી்ሿ் but it is quadratic for each of 
the uncertain parameters ૖,૑ଶ, and ી if the other two parameters are fixed. Therefore, explicit expressions 
can be obtained for iterative minimization of the objective function in (21) to update all of the parameters 
in ሾ૆், ી்ሿ் successively. This strategy is similar to [18] but they fix ߚ, ߩ and ߟ a priori and so ߬ and ߥ are 
not needed. However, good values of ߚ, ߩ and ߟ are difficult to choose a priori. 
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     By minimizing the function in (21) with respect to ૖, ߟ and ߥ successively with all other parameters 
fixed at their MAP values, the MAP estimates ૖෩ ,  ߟ෤ and ߥ෤ are expressed as: 
૖෩ ൌ ൫ߚ෨۴෨ ൅ ߟ෤ડ்ડ൯ିଵߟ෤ડ்ૐ෡  (22) 
ߟ෤ ൌ ௦௤௠
2஝෤൅ฮૐ෡െડ૖෩ฮ2                                                                (23) 
ν෤ ൌ 1 ߟ෤⁄                                                                       (24) 
where:	 
۴෨=൦
൫۹൫ી෩൯ െ ෥߱ଵଶۻ൯ଶ ⋯ ૙
⋮ ⋱ ⋮
૙ ⋯ ൫۹൫ી෩൯ െ ෥߱௠ଶ ۻ൯ଶ
൪
ௗ௠ൈௗ௠
              (25)     
We substitute (24) into (23) and the optimal estimate of  ߟ෤  is: 
ߟ෤ ൌ ௦௤௠ିଶ
ฮૐ෡െડ૖෩ฮ2                                                                                               (26) 
This is consistent with an iterative solution for ߟ෤ by iterating between (23) and (24) until convergence. 
    Similarly, with all other parameters fixed at their MAP values, the MAP estimates ૑෥ଶ, ૉ෤  and ૌ෤ can be 
found by setting the derivatives of (21) with respect to ૑ଶ, ૉ and ૌ equal to zero, respectively:  
૑෥ଶ ൌ ൫ߚ෨۵෩்۵෩ ൅ ܂்۳෨ିଵ܂൯ିଵ൫ߚ෨۵෩்܋෤ ൅ લ்۳෨ିଵ૑ෝଶ൯    (27) 
ߩ෤௜ ൌ ௤ଶఛ෤೔ା∑ ቀ ෝ߱ ݎ,݅2 െ෥߱ 2݅ቁమ೜ೝసభ
     (28) 
߬̃௜ ൌ 1 ߩ෤௜⁄                                                               (29)  
where the matrix ۳෨ is ۳ in (9) evaluated at ߩ෤௜ and: 
۵෩=቎
ۻ૖෩ଵ ⋯ 0⋮ ⋱ ⋮
0 ⋯ ۻ૖෩௠
቏
ௗ௠ൈ௠
                                                        (30)  
܋෤=቎
൫۹଴ ൅ ∑ ߠ෨௝۹௝௡௝ୀଵ ൯૖෩ଵ
⋮
൫۹଴ ൅ ∑ ߠ෨௝۹௝௡௝ୀଵ ൯૖෩௠
቏
ௗ௠ൈଵ
ൌ ቎
۹൫ી෩൯૖෩ଵ
⋮
۹൫ી෩൯૖෩௠
቏
ௗ௠ൈଵ
    (31)  
We solve for ߩ෤௜ using (29) in (28): 
ߩ෤௜ ൌ ௤ିଶ∑ ቀ ෝ߱ݎ,݅2 െ෥߱ 2݅ቁమ೜ೝసభ
                                                                                               (32) 
This is consistent with an iterative solution for ߩ෤௜ by iterating between (28) and (29) until convergence. 
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    Following the corresponding procedure for ી, we minimize (21) with respect to ી with other parameters 
fixed to get the MAP estimate of structural model parameter ી෩: 
ી෩ ൌ ൫ߚ෨۶෩்۶෩ ൅ ۯ෩ିଵ൯ିଵ൫ߚ෨۶෩்܊ሚ ൅ ۯ෩ିଵી෡௨൯ ൌ ൫ߚ෨ۯ෩۶෩்۶෩ ൅ ۷௡൯ିଵ൫ߚ෨ۯ෩۶෩்܊ሚ ൅ ી෡௨൯   (33) 
where the matrix ۶෩  and vector ܊ሚ  are those defined in (5) and (6), respectively, but evaluated at the MAP 
values, ૖෩  and ૑෥ଶ. 
    Finally, by minimizing (21) with respect to ߚ for given ܽ଴ and ܾ଴,	we get: 
ߚ෨ ൌ ௗ௠ାଶሺ௔బିଵሻଶ௕బା∑ ฮ൫۹൫ી෩൯ିఠ෥೔మ	ۻ൯૖෩೔ฮమ೘೔  (34) 
The final MAP estimates ૆෨ and ી෩		are given by performing a sequence of iterations, in which (22), (26) 
(27), (32), (33) and (34) are successively evaluated until some convergence criterion is satisfied. Notice 
that the MAP hyper-parameters ෩઼  are involved explicitly only in (33) where α෥ଵ, … , α෥୬	appear on the 
diagonal of ۯ෩. The determination of ෩઼ is described in Subsection 2.3.3. 
 
Posterior uncertainty quantification of  ૆ and ી 
    The posterior uncertainty in ી and ૆ ൌ ሾߚ, ሺ૑ଶሻ், ૉ், ૌ், ૖், ߟ, ߥሿ் can be expressed as follows.  
Laplace’s method approximates the posterior PDF ݌൫૆, ી|෩઼, ૑ෝଶ,ૐ෡ , ી෡௨൯ by a Gaussian distribution with the 
mean at the MAP estimates ൫૆෨, ી෩൯ and covariance matrix ઱൫૆, ી|෩઼, ૑ෝଶ,ૐ෡ , ી෡௨൯ which is equal to the inverse 
of the Hessian of the objective function Jሺ૆, ીሻ evaluated at the MAP values ൫૆෨, ી෩൯ [14]. The covariance 
matrix is therefore estimated as: 
઱൫૆, ી|෩઼, ૑ෝଶ,ૐ෡ , ી෡௨൯ ൎ ൤ऒሺଵ,ଵሻ ऒሺଵ,ଶሻऒሺଶ,ଵሻ ऒሺଶ,ଶሻ൨
ିଵ
   (35) 
where the block precision matrices are given by: 
ऒሺଵ,ଵሻ ൌ 
ۏ
ێ
ێ
ێ
ۍሺ݀݉ 2⁄ െ 1 ൅ ෤ܽ଴ሻߚ෨ିଶ ൫۵෩்۵෩૑෥ଶ െ ۵෩்܋෤൯்
ߚ෨۵෩்۵෩ ൅ ܂்۳෨ିଵ܂
0 		0
diag ൬ݍ ෥߱ଵଶ െ෍ ෝ߱௥,ଵଶ
௤
௥ୀଵ
, … , ݍ ෥߱௠ଶ െ෍ ෝ߱௥,௠ଶ
௤
௥ୀଵ
൰														 ૙
ݏݕ݉																																		 							
		diagሺݍߩ෤ଵି ଶ, … , ݍߩ෤௠ିଶሻ 2⁄ 																																																					۷௠
										 																														diagሺ߬̃ଵି ଶ, … , ߬̃௠ିଶሻ	ے
ۑ
ۑ
ۑ
ې
ሺଷ௠ାଵሻൈሺଷ௠ାଵሻ
	
																																														 						ሺ36ሻ	
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ऒሺଶ,ଶሻ ൌ
ۏێ
ێێ
ۍߚ෨۴෨ ൅ ߟ෤ડ்ડ ડ்൫ડ૖෩ െ ૐ෡൯ݏݍ݉ߟ෤ିଶ 2⁄ 	
0												 ߚ෨ۺଷ1												 0
																														
ݏݕ݉																															
ߥ෤ିଶ 									0
ߚ෨۶෩்۶෩ ൅ ۯ෩ିଵےۑ
ۑۑ
ې
ሺௗ௠ା௡ାଶሻൈሺௗ௠ା௡ାଶሻ
       (37) 
ऒሺଵ,ଶሻ ൌ
ۏێ
ێێ
ۍ ૖෩்۴෨் 0
െ2ߚ෨ۺଵ 0
0 ൫۶෩்۶෩ી෩ െ ۶෩்܊ሚ ൯்
0 െߚ෨ۺଶ0 0
0 0
0 0
0 0 ے
ۑۑ
ۑې
ሺ௠ାଷሻൈሺௗ௠ା௡ାଶሻ
, 	ऒሺଶ,ଵሻ ൌ ൣऒሺଵ,ଶሻ൧்   (38)  
ۺଵ ൌ ቎
૖෩ଵ்ۻ൫۹෩ െ ෥߱ଵଶ	ۻ൯ ૙
⋱
૙ ૖෩௠்ۻ൫۹෩ െ ෥߱௠ଶ 	ۻ൯
቏
௠ൈௗ௠
            (39) 
ۺଶ ൌ ቎
૖෩ଵ்ۻ۹ଵ૖෩ଵ ⋯ ૖෩ଵ்ۻ۹௡૖෩ଵ⋮ ⋱ ⋮
૖෩௠்ۻ۹ଵ૖෩௠ ⋯ ૖෩௠்ۻ۹௡૖෩௠
቏
௠ൈ௡
                                         (40) 
ۺଷ ൌ ቎
ൣ൫۹෩ െ ෥߱ଵଶ	ۻ൯۹ଵ ൅ ۹ଵ൫۹෩ െ ෥߱ଵଶ	ۻ൯൧૖෩ଵ ⋯ ൣ൫۹෩ െ ෥߱ଵଶ	ۻ൯۹௡ ൅ ۹௡൫۹෩ െ ෥߱ଵଶ	ۻ൯൧૖෩ଵ⋮ ⋱ ⋮
ൣ൫۹෩ െ ෥߱௠ଶ 	ۻ൯۹ଵ ൅ ۹ଵ൫۹෩ െ ෥߱ଵଶ	ۻ൯൧૖෩௠ ⋯ ൣ൫۹෩ െ ෥߱௠ଶ 	ۻ൯۹௡ ൅ ۹௡൫۹෩ െ ෥߱௠ଶ 	ۻ൯൧૖෩௠
቏
ௗ௠ൈ௡
   (41) 
where ۹෩=	۹൫ી෩൯. Given the joint Gaussian posterior PDF with mean ൣ૆෨்	, ી෩்൧் and covariance matrix given 
in (35), the mean and covariance matrix for the marginal Gaussian distribution of each parameter can be 
readily expressed by partitioning the joint mean and covariance matrix respectively. 
Remark 2.3: The above MAP estimates and uncertainty quantification strategy are similar to that in [18]. 
The differences are that the hyper-parameters ߟ, ߥ, ૉ, ૌ and ߚ are also optimized and more than one data 
segment (q ൒ 1) is allowed. 
2.3.3 MAP estimates and uncertainty quantification for PDF ݌൫઼|૑ෝଶ,ૐ෡ , ી෡ݑ൯ 
    In the next step, we find the MAP estimate ෨઼ of the hyper-parameter ઼. As stated in (20), these MAP 
values in Laplace’s method are employed to approximate ݌൫૆, ી|૑ෝଶ,ૐ෡ , ી෡௨൯  under the assumption that 
݌൫઼|૑ෝଶ,ૐ෡ , ી෡௨൯ is sharply peaked around its mode at the MAP values.  
To find the MAP value of hyper-parameters ઼ ൌ ሾહ, ߣ, ߞሿ,we maximize: 
݌൫઼|૑ෝଶ,ૐ෡ , ી෡ݑ൯ ൌ න݌൫઼, ૆|૑ෝଶ,ૐ෡ , ી෡௨൯݀૆ ൌ න݌൫઼|૆,૑ෝଶ,ૐ෡ , ી෡௨൯݌൫૆|૑ෝଶ,ૐ෡ , ી෡௨൯݀૆ 
ൎ ݌൫઼|૆෠,૑ෝଶ,ૐ෡ , ી෡ݑ൯ ∝ ݌൫૑ෝଶ,ૐ෡ , ી෡ݑ|૆෠, ઼൯݌ሺ઼ሻ                   (42) 
where we assume the posterior ݌൫૆|૑ෝଶ,ૐ෡ , ી෡ݑ൯ has a unique maximum at ૆෠ ൌ argmax݌൫૆|૑ෝଶ,ૐ෡ , ી෡ݑ൯ and 
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we apply Laplace’s asymptotic approximation to the integral. The last part of (42) comes from Bayes’ 
Theorem by dropping the denominator, which is independent of ઼ , and by noting that ઼  and ૆  are 
independent a priori, so ݌൫઼|૆෠൯ ൌ ݌ሺ઼ሻ.                                   
   We approximate ૆෠  by the MAP estimates ૆෨  obtained in Subsection 2.3.2. Taking ૆෠ ൌ ૆෨,	  in (42), the 
evidence function ݌൫૑ෝଶ,ૐ෡ , ી෡ݑ|૆෠, ઼൯ of the model class ࣧሺ઼ሻ is given by: 
݌൫૑ෝଶ,ૐ෡ , ી෡ݑ|૆෨, ઼൯ ൌ න݌൫૑ෝ2,ૐ෡ , ી෡ݑ|ી, ૆෨, ઼൯ ݌൫ી|૆෨, ઼൯݀ી	
ൌ න݌൫૑ෝଶ|૑෥2, ߩ෤൯݌൫ૐ෡ |૖෩, ߟ෤൯ ݌൫ી෡௨|ી, હ൯݌൫ી|૑෥2,૖෩ , ߚ෩൯݀ી 
∝ ׬݌൫ી෡௨|ી, હ൯݌൫ી|૑෥2,૖෩ , ߚ෩൯ ݀ી ൌ ݌൫ી෡௨|૑෥2,૖෩ , ߚ෩, હ൯                                 (43) 
Substituting the Gaussian PDFs in (7) and (12) into the last equation and integrating analytically over ી:  	
݌൫ી෡௨|૑෥ଶ,૖෩, ߚ෨, હ൯ ൌ ࣨ ቀી෡௨ቚ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ , ۲ቁ  (44) 
where ۲ ൌ ۯ ൅ ൫ߚ෨۶෩்۶෩൯ିଵ and the matrix ۶෩  is defined by (5), but evaluated at the MAP estimates ૖෩ . We 
call ݌൫ી෡ݑ|૑෥ଶ, ૖෩, ߚ෩, હ൯ in (44) the pseudo-evidence for the structural model provided by the pseudo data  
ી෡௨.	 From (42), (43) and (44), to find the MAP values ෩઼, we must maximize: 
݌൫ી෡௨|૑෥2,૖෩ , ߚ෩, હ൯݌ሺહ|ߣሻ݌ሺߣ|ߞሻ						 
ൌ ࣨቀી෡ݑቚ൫۶෩ܶ۶෩൯െ1۶෩ܶ܊෩, ۲ቁ ∙ ߣ௡exp൫െߣ∑ ߙ௝௡௝ୀଵ ൯ ∙ ߞexpሺെߞߣሻ  (45) 
As shown in Appendix A, direct differentiation of the logarithm of (43) with respect to હ and setting the 
derivative equal to zero, leads to:  
ߙ෤௝ ൌ
ିଵାටଵା଼ఒቀሺ઱ીሻೕೕା൫ી෡ೠିી෩൯ೕ
మቁ
ସఒ            (46) 
where ઱ી ൌ ൫ߚ෨ۯ۶෩்۶෩ ൅ ۷௡൯ିଵۯ ൌ ۯ൫ߚ෨۶෩்۶෩ۯ ൅ ۷௡൯ିଵ  is the covariance matrix for ી  conditional on ૆෠, 
which corresponds to the inverse of the block precision matrix in the bottom right corner of ऒሺଶ,ଶሻ in (37). 
A key point to note is that many of the ߙ෤௝ approach zero during the optimization, which implies from (11) 
that their corresponding ∆ߠ௝ ൌ ߠ௝ െ ߠ෠௝,௨ have negligibly small values. This is a similar procedure to sparse 
Bayesian learning where redundant or irrelevant features are pruned away leading to a sparse explanatory 
subset [19, 25]. Here, the procedure suppresses the occurrence of false damage detections by reducing the 
posterior uncertainty of the stiffness scaling parameter	ી. To avoid the occurrence of missed alarms, an 
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appropriate MAP value of hyper-parameters ߣ should be utilized. 
The MAP estimates of the hyper-parameters ߣ and ߞ are also derived in Appendix A: 
ߣሚ ൌ ݊ ൫∑ ߙ෥݆௡௝ୀଵ ൅ ߞ෨൯⁄                             (47) 
ߞ෨ ൌ 1 ߣሚ⁄                             (48) 
We do not eliminate ߞ෨ to give one equation for ߣሚ because it may happen that all ߙ෤௝ are temporarily zero during 
an iteration. 
    The posterior PDF ݌൫઼|૑ෝଶ,ૐ෡ , ી෡ݑ൯  can be well approximated by a Gaussian distribution 
घቀ઼|෩઼,ऒ൫෩઼൯ିଵቁ with mean ෩઼ and covariance matrix ऒ൫෩઼൯ିଵ[14], where the Hessian matrix ऒ൫෩઼൯	is 
calculated as:  
ऒ൫෩઼൯ ൌ
ۏ
ێێ
ێێ
ێێ
ێ
ۍ2ۯ෩ିଷ۰෩ െ ۯ෩ିଶ ቈ
1⋮
1
቉ ቈ
0⋮
0
቉
ቈ
1⋮
1
቉
்
݊ߣሚିଶ 1
ቈ
0⋮
0
቉
்
1 ߞሚିଶے
ۑۑ
ۑۑ
ۑۑ
ۑ
ې
ሺ௡ାଶሻൈሺ௡ାଶሻ
                        (49) 
where ۰෩ ൌ ൦
ሺ઱ીሻଵଵ ൅ ൫ી෡௨ െ ી෩൯ଵ
ଶ ⋯ 0
⋮ ⋱ ⋮
0 ⋯ ሺ઱ીሻ௡௡ ൅ ൫ી෡௨ െ ી෩൯௡
ଶ
൪
௡ൈ௡
                                           (50)      
        
3. Proposed damage inference method  
3.1 Sparse Bayesian learning algorithm for identification of spatially sparse stiffness reductions 
   We produce a new Bayesian learning algorithm for sparse stiffness loss inference which iterates among 
the MAP values of all uncertain parameters until some specified convergence criteria are satisfied. Given 
the modal data ૑ෝଶ and ૐ෡ ,	as well as the MAP estimates ી෡௨ obtained from the calibration stage, the MAP 
estimates of the stiffness scaling parameters ી  are obtained, along with their corresponding posterior 
uncertainty. There are two variants of the algorithm. For the monitoring stage, Algorithm 2 is used that 
employs the evidence strategy in (46-48) for sparse stiffness loss inference. For the calibration stage, 
however, model sparseness is not expected and hence Algorithm 1 is used without optimization of the 
hyper-parameters ሼહ, ߣ, ߞሽ, so we fix all components ߙ௝	and ߣ, ߞ are not needed.  
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Algorithm 1 and 2: Sparse Bayesian learning for identification of sparse stiffness reductions 
1. INPUTS: Identified modal data ૑ෝଶ and ૐ෡, and if Algorithm 2, the MAP estimate ી෡௨ 
from the calibration stage, while if Algorithm 1, a chosen nominal vector ી଴. 
2. OUTPUTS: MAP estimates and posterior uncertainty of all uncertain parameters. 
3. Initialize the stiffness scaling parameter vector with the nominal vector ી෩ ൌ ી0	if the 
calibration stage (Algorithm 1) and if the monitoring stage, ી෩ ൌ ી෡ݑ , and initialize the 
system natural frequencies as the mean of the measured natural frequencies over all 
data segments,  ૑෥ଶ ൌ ∑ ૑ෝ௥ଶ௤௥ୀଵ ݍ.⁄   
4. While convergence criterion	is not met  
5. Update MAP ૖෩  using (22), and then update ߟ෤ using (26); 
6. Update MAP ૑෥ଶ using (27), and then update ૉ෥ using (32); 
7. Update MAP ી෩	using (33); 
8. Update MAP ߚ෨ using (34) for given ܽ଴ and ܾ଴; 
9. If Algorithm 1, fix all components in હ෥	with large values (e.g.  ߙ෤௝ ൌ 10ଽ); 
10. If Algorithm 2, update હ෥ using (46), then update λ෨ and ζ෨ using (47) and (48); 
11. End while (convergence criterion has been satisfied) 
12. Estimate the posterior uncertainty using (35-41) and (49-50) for all uncertain 
parameters. 
 
3.3.1 Implementation details 
1. Hyper-parameters initialization. Using (26), (32) and (34) along with some approximations, the hyper-
parameters ߚ, ߟ and ߩ௜	are initialized as: 
 ̅ߚ ൌ ൫݀݉൅ 2ሺܽ0 െ 1ሻ൯ 2ܾ0⁄ ,											                  (51) 
	ߟത ൌ ሺݏݍ݉െ 2ሻ ฮૐ෡ฮଶ⁄ ,                         (52) 
̅ߩ௜ ൌ 		 ሺݍ െ 2ሻ ∑ ෝ߱௥,௜ସ௤௥ୀଵ⁄ , ݅ ൌ 1, … ,݉.                          (53) 
For the initial value of the hyper-parameters ߙത௝,  we use ߙത௝ ൌ ݊ଶ, ݆ ൌ 1,… , ݊, which is inspired by [19].  
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2. Optimization of the equation-error precision ߚ. An important step in the algorithm is the optimization of 
the equation-error precision ߚ,	where we fix the shape parameter ܽ଴=1, which is chosen to produce what is 
considered a reasonable shape for penalizing values of  ߚ	 that are too large, and the rate parameter ܾ଴=1 
and ܾ଴=0.1, which is found to scale the prior distribution in (8) appropriately for Algorithms 1 and 2, 
respectively. 
3. Parameter fixing. When running Algorithm 2, we fix components ߠ෨௝ ൌ ߠ෠௨,௝ if the corresponding hyper-
parameter ߙ௝  becomes smaller than ߙ௠௜௡  (chosen as 10ିଽ  in the example later), because this helps to 
accelerate the convergence of the algorithmic optimization. 
4. Convergence criterion. Algorithm 2 is terminated when the change in all log ߙ௝′ ݏ	between the 	݈௧௛ 
iteration and the ሺ݈ െ 1ሻ௧௛ iteration are sufficiently small (e.g. smaller than 0.005). For Algorithm 1, the 
convergence criterion is satisfied when the change of model parameters in ી෩ is sufficiently small (e.g. 
smaller than 0.001). 
5. Number of data segments utilized. It is seen from (32) that the number of data-segments for modal 
parameter identification should be at least three (ݍ ൒ 3) for tractable estimations of hyper-parameters ૉ෥.   
Remark 3.1: Algorithm 2 is performed by iterating between the optimization of two groups of parameters 
ൣ૆ܶ, ીܶ൧்	and ઼, which can be regarded as a generalized version of the Top-down scheme from sparse 
Bayesian learning [19,25]. The procedure starts by considering all substructures that are possibly damaged 
(ߙ෤௝ ൌ ݊ଶ  at the first iteration, ݆ ൌ 1,… , ݊) and then causes the “inactive” components ߠ௝  to be exactly 
equal to ߠ෠௨,௝ from the calibration stage when optimizing over the hyper-parameters ߙ௝, so that finally only a 
few “active” ߠ௝′ݏ	are changed and their corresponding substructures are considered to be damaged.  
3.2 Evaluation of damage probability  
     In contrast to the deterministic sparse inversion algorithms, such as, linear programming in Basis 
Pursuit [32-33] and greedy algorithms in Orthogonal Matching Pursuit [34], that provide only a point 
estimate of the model parameter vector to specify the sparse representation, the sparse Bayesian learning 
framework uses posterior probability distributions over the model parameters as an efficient way to 
quantify uncertainty of the sparse model. For the structural damage identification problem of interest here, 
the MAP estimates and the posterior uncertainty of the stiffness scaling parameters can be used to quantify 
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the probability that the ݆௧௛  substructure stiffness scaling parameter has been reduced by more than a 
specified fraction ݂ of the stiffness in the calibration stage. To proceed, we denote the stiffness scaling 
parameter of the ݆௧௛ substructure for the current possibly damaged state and initial undamaged state as ߠௗ,௝ 
and ߠ௨,௝, respectively. Using a Gaussian asymptotic approximation [37] for the integrals involved, as in 
[2],  
௝ܲௗ௔௠ሺ݂ሻ ൌ ܲ൫ߠௗ,௝ ൏ ሺ1 െ ݂ሻߠ௨,௝|૑ෝ௨ଶ ,ૐ෡௨,૑ෝௗଶ ,ૐ෡ௗ൯ 
ൌ නܲ ൫ߠௗ,௝ ൏ ሺ1 െ ݂ሻߠ௨,௝|ߠ௨,௝, ૑ෝ௨ଶ ,ૐ෡௨,૑ෝௗଶ ,ૐ෡ௗ൯݌൫ߠ௨,௝|૑ෝ௨ଶ ,ૐ෡௨൯݀ߠ௨,௝ 
ൎ Φ቎ ሺଵି௙ሻఏ෩ೠ,ೕିఏ෩೏,ೕ
ටሺଵି௙ሻమఙ೏,ೕమ ାఙೠ,ೕమ
቏                                                                                                                  (54) 
where Φሺ∙ሻ  is the standard Gaussian cumulative distribution function; 	ൣ૑ෝௗଶ ,ૐ෡ௗ൧  and ൣ૑ෝ௨ଶ ,ૐ෡௨൧  are the 
identified modal parameters from the current monitoring (possibly damaged) stage and calibration (initial 
undamaged) stage, respectively;	ߠ෨ௗ,௝	and ߠ෨௨,௝ሺൌ ߠ෠௨,௝ሻ denote the MAP stiffness scaling parameters of the 
݆௧௛ substructure for the possibly damaged and undamaged structure, respectively, from (33); ߪௗ,௝  and ߪ௨,௝  
are the corresponding posterior standard deviations of the stiffness scaling parameter ߠ௝  of the ݆௧௛ 
substructure, which are the square root of the diagonal elements of the posterior covariance matrix ઱ી 
given after (46).  
4 Examples  
4.1 Example 1: Simulated ten-story shear building 
   The first example is chosen to be the same as that presented in [18] and applies only Algorithm 1 for 
calibration. The structure is a ten-story linear shear building in which the lumped masses of each floor are 
equal to 100 metric tons. The inter-story stiffness is ݇଴ ൌ 176.729MN/m for all stories to give the first five 
modal natural frequencies as 1.00, 2.98, 4.89, 6.69 and 8.34Hz. For system identification, one stiffness 
scaling parameter ߠ௝ is used for each story,	݆ ൌ 1,… ,10, where ۹௝ ൌ ߠ௝۹ഥ௝ is the uncertain contribution of 
the ݆௧௛ story to the global stiffness matrix ۹, as in (1) with ۹଴ ൌ ૙,	and ۹ഥ௝ is the ‘nominal’ contribution, 
which, for convenience, is taken as the exact contribution so ߠ௝ ൌ 1 gives the exact value for ۹௝ at the 
calibration (undamaged) stage. Zero-mean Gaussian noise is added to the exact modal parameters with a 
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standard deviation of 1% of the exact modal frequencies and mode shapes, which is the same strategy as in 
the method by Yuen et al. [18]. The goal of this example is to test the performance of Algorithm 1 for 
identifying the structural model parameters ી at the calibration stage. As in [18], the initial value of each 
ߠ௝	for starting the iterations in Algorithm 1 is selected randomly from a uniform distribution within the 
interval between 2 and 3 to demonstrate robustness to the initial choice. 
In the first set of experiments, we study the effect of different choices of the equation-error precision ߚ	on 
the identification performance. First, the results of the identified MAP values of the stiffness scaling 
parameters ߠ௝	using four choices of hyper-parameter 	ߚ	  and the first four measured modes (݉ ൌ 4 ) 
identified from three data segments (ݍ ൌ 3) of complete measurements (ݏ ൌ 10) are tabulated in Table 1 
for the method by Yuen et al.[18]. The associated posterior coefficients of variation (c.o.v), which are 
calculated from the ratio of the square root of the diagonal elements of the posterior covariance matrix ઱ી 
given after (46) to the MAP values in (33), are also presented in Table 1. In order to make a fair 
comparison with the results in [18], we set extra parameters ߮௜ ൌ ߩ௜ ∑ ෝ߱ ݎ,݅4௤௥ୀଵ ݍ, ݅ ൌ 1,… ,݉,ൗ 	 to 
normalize ߩ௜ and the corresponding parameter vector is ૎ ൌ ሾ߮ଵ,… , ߮௠ሿ.	Following the strategy used in 
[18], we fix the hyper-parameters ߟ ൌ 10ହ and	૎ ൌ ሾ10ସ, … , 10ସሿ. It is seen that the various values of 
	ߚ		correspond to different MAP identification results for the method by Yuen et al. [18] and hence proper 
selection of the hyper-parameter ߚ	is important for identification accuracy. It is further observed that the 
associated posterior uncertainty is highly dependent on the selected value of ߚ , with coefficients of 
variation that can give a misleading confidence in the accuracy of the MAP estimates.   
Next, we run Algorithm 1 with different choices of the initial value of  ߚ	and with fixed hyper-
parameters ߟ ൌ 10ହ	and ૎ ൌ ሾ10ସ,… , 10ସሿ using from three to five measured modes ሺ݉ሻ	identified from 
three data segments (ݍ ൌ 3). For each set of measured modes, all runs converge to the same MAP value of 
ߚ  (bottom line of Table 2) and the same MAP vector and associated c.o.v of the stiffness scaling 
parameters ી, no matter what initial values of β is chosen. The identification error for the obtained results 
for four measured modes is generally smaller than those for the method by Yuen et al. [18] that are shown 
in Table 1. Therefore, the use of the optimization scheme for the selection of the hyper-parameters ߚ	 in 
Algorithm 1 gives it the ability to accurately identify the stiffness scaling parameters ી. Comparing the 
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associated posterior uncertainty, the c.o.v values obtained for Algorithm 1 lie between those obtained by 
the method by Yuen et al. [18] for ߚ ൌ 0.1̅ߚ	and ̅ߚ  due to the final MAP estimate ߚ෨=17.643, where 
̅ߚ ൌ 20	is calculated using (51) with ܽ଴=1 and  ܾ଴=1. The results in Table 2 shows, as expected, that using 
more measured modes results in smaller identification errors and smaller associated uncertainty than the 
results when using less modes; while the identified MAP value ߚ෩ gets larger. 
The iteration histories for convergence of the MAP values of the stiffness scaling parameters are shown 
in Figure 2 (a) and (b) corresponding to the results in Table 1 and 2. When the selected ߚ	is small, i.e., 
ߚ ൌ 0.1ߚഥ,	 the convergence for the method by Yuen et al. [18] is very fast, occurring in the first few 
iterations, but the final identified MAP values have larger errors than in Algorithm 1. Larger ߚ should be 
selected for more accurate identification results. However, when ߚ is selected to be too large, i.e., ߚ ൌ
100ߚഥ, the convergence is very slow, requiring more than 300 iterations. In contrast, Algorithm 1 produces 
accurate identification results in the first few iterations, no matter what the initial ߚ is, as shown in Figure 
2 (b), which shows an advantage for employing a hierarchical Bayesian prior for ߚ in (8) and then finding 
the MAP value of ߚ	from the modal data.  
    Finally, we examine optimization of the hyper-parameters ߟ and ૉ for good identification performance. 
We run Algorithm 1 to optimize the hyper-parameters ߚ, ߟ  and ૉ	 and vary the ̅ߚ,  ̅ߟ,  and 
ത߮௜ ൌ ̅ߩ௜ ∑ ෝ߱ ݎ,݅4௤௥ୀଵ ݍൗ 		calculated from (51), (52) and (53), respectively,  by factors 0.1,1,10	and	100 to get 
four choices of the initial values, using from three to five measured modes (݉ ൌ 3 െ 5) identified from 
three data segments (ݍ ൌ 3). Identical results are obtained for all runs and the final identified MAP values 
and their associated c.o.v are presented in Table 3. The identification accuracy of the MAP values and the 
associated c.o.v are close to that in Table 2, because of the similar MAP estimates ߚ෨. Furthermore, it is 
observed that the identified MAP estimates ߟ෤  and ෤߮ ௜ ൌ ߩప෥ ∑ ෝ߱௥,௜ସ௤௥ୀଵ ݍ⁄ , ݅ ൌ 1, …݉,	are close to the values 
selected in the method by Yuen et al. [18], i.e., 10ହ and 10ସ, respectively. Figure 2 (c) shows the iteration 
history for convergence of the MAP estimates ી෩ and the values essentially converge in 80 iterations, which 
is much slower convergence than in Figure 2 (b). This is due to the additional optimization of the hyper-
parameters ߟ and ૉ. 
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Table 1 
 Identification results using the method by Yuen et al. [18] with three data segments (ݍ ൌ 3) and four measured 
modes (݉ ൌ 4), and ߟ ൌ 10ହ,  ૎ ൌ ሾ10ସ, … , 10ସሿ and ߚ	fixed at different values (Example 1) 
            ߚ   						0.1̅ߚ*	 ̅ߚ 10̅ߚ 			100̅ߚ	
Para-
meters 
Initial 
values MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) 
ߠଵ 2.033 0.990 0.871 0.990 0.275 0.990 0.087 0.989 0.028 
ߠଶ 2.462 0.991 1.500 0.993 0.474 0.992 0.150 0.995 0.047 ߠଷ 2.771 1.000 0.798 1.001 0.252 1.001 0.080 1.002 0.025 
ߠସ 2.268 1.002 0.715 1.000 0.226 0.999 0.071 0.996 0.023 ߠହ 2.583 1.003 0.956 1.001 0.303 1.002 0.096 1.001 0.030 ߠ଺ 2.936 0.987 0.736 0.991 0.233 0.995 0.074 0.997 0.023 ߠ଻ 2.410 0.998 0.763 1.000 0.241 1.000 0.076 1.001 0.024 ߠ଼ 2.348 1.005 0.999 0.998 0.317 0.993 0.100 0.997 0.032 
ߠଽ 2.148 0.992 0.683 0.993 0.216 0.992 0.068 0.987 0.022 ߠଵ଴ 2.305 0.998 0.750 0.998 0.237 0.998 0.075 1.001 0.024 
*̅ߚ ൌ ݀݉ 2 ൌ 20⁄  calculated using (51) with ܽ଴=1 and ܾ଴=1.  
 
Table 2 
Identification results of Algorithm 1 using different number of measured modes (݉) but the same number of 
date segments ( ݍ ൌ 3 ), with 	ߟ ൌ 10ହ,  ૎ ൌ ሾ10ସ, … , 10ସሿ  and ߚ	 optimized from different initial values 
(Example 1) 
Para 
meter 
Initial 
values 
   3 modes (݉ ൌ 3)        4 modes (݉ ൌ 4)      5 modes (݉ ൌ 5) 
MAP c.o.v. (%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) 
ߠଵ 2.033 0.995 0.573 0.990 0.293 0.995 0.178 
ߠଶ 2.462 0.983 0.677 0.993 0.504 0.997 0.278 
ߠଷ 2.771 1.018 0.844 1.001 0.268 0.996 0.139 ߠସ 2.268 0.993 0.498 1.001 0.241 0.999 0.189 ߠହ 2.583 1.017 0.455 1.001 0.322 1.000 0.144 ߠ଺ 2.936 0.993 0.548 0.992 0.248 0.998 0.176 
ߠ଻ 2.410 0.994 0.638 0.999 0.256 0.995 0.151 ߠ଼ 2.348 0.992 0.468 0.999 0.337 0.995 0.171 ߠଽ 2.148 1.000 0.440 0.993 0.230 0.993 0.165 ߠଵ଴ 2.305 1.005 0.564 0.998 0.252 0.997 0.136 
ߚ ሼ0.1,1,10,100ሽ ൈ ̅ߚ* 14.339 25.820 17.643 22.361 22.768 20.000 
*̅ߚ ൌ ݀݉ 2 ൌ 5݉⁄ , calculated using (51) with ܽ଴=1 and ܾ଴=1.  
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Table 3 
Identification results of Algorithm 1 using different number of measured modes (݉) but the same number of 
date segments (ݍ ൌ 3), with	ߚ,  ߟ and ૉ	optimized from different initial values (Example 1) 
       3 modes (݉ ൌ 3)     4 modes (݉ ൌ 4)      5 modes (݉ ൌ 5) 
Para 
meter 
Initial 
values MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) 
ߠଵ 2.033 0.996 0.579 0.990 0.298 0.995 0.179 ߠଶ 2.462 0.984 0.684 0.993 0.512 0.997 0.281 ߠଷ 2.771 1.018 0.854 1.002 0.273 0.997 0.140 ߠସ 2.268 0.993 0.504 1.001 0.244 0.999 0.190 ߠହ 2.583 1.017 0.461 1.001 0.327 1.000 0.146 ߠ଺ 2.936 0.994 0.554 0.991 0.251 0.998 0.178 ߠ଻ 2.410 0.995 0.646 1.000 0.260 0.995 0.152 ߠ଼ 2.348 0.992 0.473 0.999 0.342 0.995 0.172 ߠଽ 2.148 1.001 0.445 0.993 0.234 0.994 0.167 ߠଵ଴ 2.305 1.006 0.571 0.998 0.256 0.997 0.137 ߚ ሼ0.1,1,10,100ሽ ൈ ̅ߚ* 14.000 25.820 17.099 22.361 22.349 20.000 
ߟ ሼ0.1,1,10,100ሽ ൈ ̅ߟ* 1.397ൈ 10ହ 14.907 1.255ൈ 10ହ 12.910 1.146ൈ 10ହ 11.547 
߮ଵ		 ሼ0.1,1,10,100ሽ ൈ ഥ߮1* 0.318ൈ 10ସ 81.650 0.318ൈ 10ସ 81.650 0.318ൈ 10ସ 81.650 ߮ଶ	 ሼ0.1,1,10,100ሽ ൈ ഥ߮2* 0.350ൈ 10ସ 81.650 0.351ൈ 10ସ 81.650 0.340ൈ 10ସ 81.650 ߮ଷ		 ሼ0.1,1,10,100ሽ ൈ ഥ߮3* 0.977ൈ 10ସ 81.650 0.578ൈ 10ସ 81.650 0.627ൈ 10ସ 81.650 
߮ସ		 ሼ0.1,1,10,100ሽ ൈ ഥ߮4*   0.552ൈ 10ସ 81.650 0.552ൈ 10ସ 81.650 
߮ହ			 ሼ0.1,1,10,100ሽ ൈ ഥ߮5*     0.215ൈ 10ସ 81.650 
*̅ߚ ൌ ݀݉ 2 ൌ 5݉⁄ , calculated using (51) with 	ܽ଴=1 and ܾ଴=1; 
*	ߟഥ ൌ ሺݏݍ݉ െ 2ሻ ฮૐ෡ฮଶ ൌ 30݉ െ 2⁄ 	(with normalization ฮૐ෡ฮ ൌ 1) calculated from (52); 
* ത߮௜ ൌ ̅ߩ௜ ∑ ෝ߱௥,௜ସ௤௥ୀଵ ݍ⁄ ൌ 	 ሺݍ െ 2ሻ ݍ ൌ 1 3⁄⁄  calculated from (53). 
 
 
Fig. 2. Iteration histories for the MAP values of the 10 stiffness scaling parameter (݉ ൌ 4, ݍ ൌ 3): (a) using the 
method by Yuen et al. [18] with	ߟ ൌ 10ହ, ૎ ൌ ሾ10ସ, … , 10ସሿ and ߚ	fixed at different values: (i)0.1̅ߚ; (ii) ̅ߚ; (iii) 
10̅ߚ ; (iv) 100̅ߚ ; (b) using Algorithm 1 with ߟ ൌ 10ହ,૎ ൌ ൣ104,… , 104൧  and ߚ	optimized starting from 
different initial values: (i)0.1̅ߚ; (ii) ̅ߚ; (iii) 10̅ߚ; (iv) 100̅ߚ; (c) using Algorithm 1 with	ߚ, ߟ and ߩ௜ optimized 
and varying the initial default values ߚ,ഥ ̅ߟ	and	૎ഥ	by different factors: (i) 0.1; (ii) 1; (iii) 10; (iv) 100. 
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  We now consider different numbers of data segments to give multiple estimates of the identified modal 
parameters. The stiffness identification results using Algorithm 1 are presented in Tables 4 and 5, for full-
sensor and partial-sensor scenarios, respectively. For the full-sensor scenario, measurements at all ten 
floors are available (ݏ ൌ 10) while for the partial-sensor scenario, only measurements from five sensors 
are utilized which are located on the first, fourth, fifth, seventh and top floors (ݏ ൌ 5). The corresponding 
iteration histories for the MAP values are also shown in Figure 3. For stiffness parameter inference, the 
first four measured modes ሺ݉ ൌ 4ሻ	are utilized and the initial values of the hyper-parameters are set as 
ߚ,ഥ ̅ߟ	and	૎ഥ ൌ ሾ ത߮ଵ, … , ത߮௜ሿ, calculated from (51), (52) and (53), respectively. It is not surprising to see that 
the MAP estimates ી෩ become closer and closer to their actual value with the increase of the number of the 
data segments. Moreover, the corresponding uncertainty also decreases, implying higher confidence in the 
identification results. Correspondingly, much fewer numbers of iterations are required for convergences, as 
seen from the observation of the iteration histories in Figure 3. All of these benefits come from more 
information in the data that is available for constraining the parameter updating. Notice that when the 
number of data segments is selected to be 100, the identification errors for the MAP estimates of all 
stiffness scaling parameters ߠ௝	become smaller than 0.3%, which is accurate enough for the MAP values 
ી෩	to be utilized as the pseudo data for the likelihood function in (12) in a subsequent monitoring stage. The 
convergence of the MAP values	occurs in about 30 iterations for the full-sensor scenario, which is a much 
smaller number than that of the tests when only three data segments is utilized (compare Figure 3 with 
Figure 2).  
 The final six rows of Tables 4 and 5 give the identified MAP estimates ߚ෨,  ߟ෤ and ૎෥ . It is seen the 
identified ߚ෨′ݏ are around 18 and 19 for full-sensor and partial-sensor scenarios, respectively, which is close 
to the results in Table 3. The identified MAP estimatesߟ෤  and ෤߮ ௜	get closer and closer to the values selected 
in the method by Yuen et al. [18], i.e., 10ହ and 10ସ, respectively, with the increase of the number of the 
data segments. However, the proposed algorithm is automatic and no user-intervention is needed, which is 
an advantage of employing a hierarchical Bayesian prior for ߟ and ૉ in (10) and finding their MAP values 
from the data. 
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Table 4 
Identification results by Algorithm 1 using various number of data segments for the full-sensor scenario 
(ݏ ൌ 10) (Example 1) 
        5 segments      10 segments      50 segments      100 segments 
Para- 
meter 
Initial 
values MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) 
ߠଵ 2.033 0.986 0.304 0.997 0.293 0.999 0.284 1.000 0.284 ߠଶ 2.462 0.996 0.524 1.006 0.502 1.010 0.486 1.004 0.486 ߠଷ 2.771 0.996 0.279 0.993 0.269 1.000 0.261 1.000 0.261 ߠସ 2.268 1.001 0.250 0.997 0.241 0.999 0.234 0.999 0.233 ߠହ 2.583 0.996 0.335 0.999 0.322 0.999 0.313 1.001 0.312 ߠ଺ 2.936 0.988 0.257 0.995 0.248 1.000 0.240 1.000 0.240 ߠ଻ 2.410 0.993 0.266 0.992 0.256 0.999 0.248 1.000 0.248 ߠ଼ 2.348 0.995 0.350 1.000 0.335 0.999 0.327 0.998 0.326 ߠଽ 2.148 0.988 0.238 1.000 0.229 0.999 0.223 1.000 0.223 ߠଵ଴ 2.305 0.994 0.261 0.995 0.251 1.001 0.245 1.000 0.244 
ߚ ̅ߚ* 16.523 22.361 17.779 22.361 18.699 22.361 18.786 22.361 
ߟ ̅ߟ* 1.169ൈ 10ହ 10.000 1.225ൈ 10ହ 7.071 1.046ൈ 10ହ 3.162 1.012ൈ 10ହ 2.236 
߮ଵ		 ത߮ଵ* 0.492ൈ 10ସ 63.246 0.994ൈ 10ସ 44.721 1.151ൈ 10ସ 20.000 1.018ൈ 10ସ 14.142 ߮ଶ		 ത߮ଶ* 0.523ൈ 10ସ 63.246 0.591ൈ 10ସ 44.721 0.921ൈ 10ସ 20.000 0.957ൈ 10ସ 14.142 ߮ଷ		 ത߮ଷ* 0.489ൈ 10ସ 63.246 0.631ൈ 10ସ 44.721 0.905ൈ 10ସ 20.000 0.864ൈ 10ସ 14.142 ߮ସ		 ത߮ସ* 1.432ൈ 10ସ 63.246 1.676ൈ 10ସ 44.721 0.854ൈ 10ସ 20.000 0.939ൈ 10ସ 14.142 
*̅ߚ ൌ ݀݉ 2 ൌ 20⁄ , calculated using (51) with  ܽ଴=1 and 	ܾ଴=1; 
*̅ߟ ൌ ሺݏݍ݉ െ 2ሻ ฮૐ෡ฮଶ ൌ 40ݍ െ 2⁄ 	calculated from (52); 
* ത߮௜ ൌ ̅ߩ௜ ∑ ෝ߱௥,௜ସ௤௥ୀଵ ݍ⁄ ൌ 	 ሺݍ െ 2ሻ ݍ⁄ , ݅ ൌ 1, … ,4, calculated from (53). 
 
Table 5 
Identification results by Algorithm 1 using various number of data segments for the partial-sensor scenario 
(ݏ ൌ 5) (Example 1) 
      5 segments      10 segments      50 segments 100 segments 
Para- 
meter 
Initial 
values MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) MAP 
c.o.v. 
(%) 
ߠଵ 2.033 0.990 0.284 0.999 0.282 0.997 0.279 0.999 0.276 ߠଶ 2.462 1.014 0.487 1.017 0.482 1.013 0.477 1.003 0.473 ߠଷ 2.771 0.994 0.261 0.994 0.260 1.002 0.256 1.002 0.254 ߠସ 2.268 0.997 0.234 0.992 0.232 1.000 0.229 0.999 0.227 ߠହ 2.583 0.998 0.313 0.997 0.311 0.998 0.307 1.002 0.304 ߠ଺ 2.936 1.003 0.241 0.999 0.239 1.000 0.236 1.000 0.233 ߠ଻ 2.410 0.985 0.246 0.995 0.246 0.998 0.243 0.999 0.241 ߠ଼ 2.348 1.006 0.328 1.008 0.324 1.003 0.320 1.002 0.317 ߠଽ 2.148 0.979 0.222 0.992 0.221 0.996 0.218 0.998 0.216 ߠଵ଴ 2.305 0.991 0.244 0.996 0.242 1.004 0.240 1.001 0.237 
ߚ ̅ߚ* 18.922 22.361 19.132 22.361 19.502 22.361 19.832 22.361
ߟ ̅ߟ* 1.332ൈ 10ହ 14.142 1.290ൈ 10ହ 10.000 1.013ൈ 10ହ 4.472 1.015ൈ 10ହ 3.162 
߮ଵ		 ത߮ଵ* 0.492ൈ 10ସ 63.246 0.995ൈ 10ସ 44.721 1.153ൈ 10ସ 20.000 1.018ൈ 10ସ 14.142߮ଶ		 ത߮ଶ* 0.540ൈ 10ସ 63.246 0.593ൈ 10ସ 44.721 0.920ൈ 10ସ 20.000 0.957ൈ 10ସ 14.142߮ଷ		 ത߮ଷ* 0.499ൈ 10ସ 63.246 0.625ൈ 10ସ 44.721 0.905ൈ 10ସ 20.000 0.864ൈ 10ସ 14.142߮ସ		 ത߮ସ* 1.481ൈ 10ସ 63.246 1.681ൈ 10ସ 44.721 0.856ൈ 10ସ 20.000 0.939ൈ 10ସ 14.142
*̅ߚ ൌ ݀݉ 2 ൌ 20⁄ , calculated using (51) with  ܽ଴=1 and  ܾ଴=1; 
*	ߟഥ ൌ ሺݏݍ݉ െ 2ሻ ฮૐ෡ฮଶ ൌ 20ݍ െ 2⁄ 	calculated from (52); 
* ത߮௜ ൌ ̅ߩ௜ ∑ ෝ߱௥,௜ସ௤௥ୀଵ ݍ⁄ ൌ 	 ሺݍ െ 2ሻ ݍ⁄ , ݅ ൌ 1, … ,4, calculated from (53). 
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Fig. 3. Iteration histories for the MAP values of the 10 stiffness scaling parameter using Algorithm 1 for two 
sensor scenarios: (a) full-sensor; (b) partial-sensor; and with four different numbers of data segments 
utilized: (i) 5; (ii) 10; (iii) 50; (iv) 100. 
 
4.2. Example 2: IASC-ASCE Phase II Simulation Benchmark problem 
4.2.1. Structure and modal data  
In the second example, the proposed methodology is applied to update the stiffness parameters of the 
IASC-ASCE Phase II Simulated SHM Benchmark structure. The benchmark model is a four-story, two-
bay by two-bay steel braced-frame finite-element structural model with 216 DOFs. A diagram for this 
model is shown in Figure 4 along with its dimensions, in which x-direction is the strong direction of the 
columns. A description of the benchmark problem including detailed nominal properties of the structural 
elements in the analytical model can be found in [16, 17, 27].  
For steel-frame structures, earthquake structural damage usually occurs in braces and beam-column 
connections due to bucking and fracture, respectively. The case studies in the Phase II Simulated SHM 
Benchmark problem cover detection and assessment of both damage types but in this work, we focus on 
the brace damage cases. For brace damage, four damage cases are considered that are simulated by 
reducing the Young’s moduli of certain braces in the structural model: 1) DP1B: 50% stiffness reduction in 
br 1-11 and br 7-17; 2) DP2B: like DP1B but 25% stiffness reduction in br1-11 and br7-17; 3) DP3B: same 
as DP1B, but in addition 25% stiffness reduction in br 19-29 and br 25-35; 4) DP3Bu: 50% and 25% 
stiffness reduction in br 1-11 and br 19-29. Here, br X-Y denotes the brace joining the nodes X and Y in 
Figure 4. The dashed lines in Figure 5 also indicate the corresponding damaged braces.  
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Both the full-sensor and partial-sensor scenarios are considered in the experiment.  For the full-sensor 
scenario, measurements are available at the center of each side at each floor with the directions parallel to 
the side in either the positive ݔ  direction or ݕ  direction. For the partial-sensor scenario, only the 
measurements at the third floor (mid-height) and the roof are available.  
To generate the simulated test data, a Matlab program for the simulated Phase II Benchmark [16, 17] is 
utilized and measurement noise equal to 10% RMS of the signal at the measured DOFs are added. For the 
monitoring stage, ten time-history segments (ݍ ൌ 10 ) of duration 20s (10,000 sampling points with 
sampling frequencies of 500 Hz) are generated to yield ten sets of independent MAP estimates of the 
experimental modal parameters (૑ෝ௥ଶ	and	ૐ෡௥，ݎ ൌ 1,… ,10ሻ for all damage cases. Ching [16] identified a 
total of eight modes, four in the strong (ݔ) direction and four in the weak (ݕ) direction, of the structure by 
applying the MODE-ID methodology [15, 28] to each segment of the time histories. The identified MAP 
modal parameters are presented in [16, 17]. For the calibration stage, in order to get more accurate inferred 
MAP estimates of stiffness parameters, we increase the number of time-history segments for tests of the 
undamaged structure to one hundred (ݍ ൌ 100), and generate the 200s time-history by changing the 
“time_duration” to 200s in the Matlab program for the simulated Phase II Benchmark to identify one 
hundred sets of independent MAP estimates of the modal parameters. In practice when performing modal 
identification, some lower modes might not be detected and the order of the modes might switch when 
damage occurs, but this is not a problem for the proposed method because it does not require matching the 
experimental and structural model modes.  
 
Fig. 4. The diagram of the benchmark structure [16,17]. 
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         (a)  DP1B and DP2B                             (b) DP3B                                   (c) DP3BU 
Fig. 5. Damage patterns for brace-damage cases (the dashed lines indicate the corresponding damaged locations) 
[16,17]. 
4.2.2. Damage detection and assessment 
For brace damage cases, a 3-D 12-DOF shear-building model with rigid floors and three DOF per floor 
(translations parallel to the ݔ -and ݕ -axes and rotation about the ݖ -axis) is employed in the damage 
inference procedure. The mass matrix is obtained by projecting the full mass matrix for the 216 DOF finite 
element structural model onto the 12 DOF and is taken as known during the system identification 
procedure. To locate the faces sustaining brace damage, the stiffness matrix ۹ is parameterized as 
۹ሺીሻ ൌ ۹଴ ൅ ∑ ∑ ߠ௨௩۹ഥ௨௩௩௨                                        (55) 
where ݑ ൌ 1,… ,4	 refers to the story number and ݒ ൌ ൅ݔ,െݔ,൅ݕ, െݕ  indicates the direction of the 
outward normal of each face at each floor. The ۹ഥ௨௩′ݏ are the ‘nominal’ stiffness matrices computed based 
on shear-building assumptions. Four stiffness scaling parameters are used for each story to give a stiffness 
scaling parameter vector ી with 16 components, corresponding to 16 substructures (four faces of four 
stories). Note that the relative stiffness loss for a particular face with 25% and 50% stiffness loss in any 
one brace is computed to be 5.7% and 11.3%, respectively. This corresponds to a stiffness scaling 
parameter of 94.3% and 88.7%, respectively, of the undamaged values. 
 During the calibration stage, we utilize Algorithm 1 based on the identified modal parameters from tests 
of the undamaged structure to find the MAP structural stiffness scaling parameters ી෡௨  and their 
corresponding c.o.v, which are shown in Tables 6 and 7 for the two sensor scenarios. Similar with the 
results in Example 1, identification results for the MAP estimates of all stiffness scaling parameters ߠ௝	are 
accurate, i.e, errors are smaller than 0.6% and 4.2% for full sensor and partial sensor scenarios, 
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respectively, when the number of data segments is selected to be 100 ሺݍ ൌ 100ሻ. During the monitoring 
stage, we choose the MAP value ી෡௨ from the calibration stage as pseudo-data for ી and run Algorithm 2 
based on ten sets of identified modal parameters as the primary data. The stiffness ratios of the MAP 
estimates of the stiffness scaling parameters ߠ෨௨௩	with respect to those inferred from the calibration stage 
and their associated c.o.v. are also tabulated in Tables 6 and 7 for the two sensor scenarios.  
In Tables 6 and 7, the actual damaged locations are made bold for comparison. It is observed that most 
of components with non-bold font have their stiffness ratio exactly equal to one, showing they are 
unchanged by the monitoring stage data, and the corresponding c.o.v. for each of these components is zero, 
which means these substructures have no stiffness reduction with full confidence (conditional on the 
modeling) compared with that of the calibration stage. If we issue a damage alarm for a substructure when 
the corresponding stiffness ratio is smaller than one (stiffness loss is larger than zero), it is seen that no 
false-negative or false-positive damage indications are produced for either of the sensor scenarios. There 
are two stiffness scaling parameters, ߠଶ,ା௫  for DP3Bu.fs case and 	ߠଶ,ି௫  for DP3Bu.ps case, with the 
stiffness ratio larger than one (1.002); however, since they show a very small increase in stiffness, they are 
not indicative of damage. Therefore, no threshold is required for damage identification in the proposed 
method, at least in the simulated data case. For the identified damage extent, we observe that the identified 
stiffness ratios are close to their actual values (0.943 and 0.887) for both the full sensor and partial sensor 
scenarios, and it is not surprising that the identified values are more accurate for the full sensor scenario. 
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Table 6  
Stiffness ratios for the full-sensor scenario in simulated Phase II benchmark. 
       RB.fs*     DP1B.fs    DP2B.fs    DP3B.fs    DP3Bu.fs 
Para- 
meter 
MAP 
value 
൫ી෡௨൯ 
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯ 
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯ 
c.o.v. 
(%) 
ߠଵ,ା௫ 1.002 0.435 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଶ,ା௫ 0.999 0.535 1.000 0.000 1.000 0.000 1.000 0.000 1.002 0.048 
ߠଷ,ା௫ 1.000 0.748 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠସ,ା௫ 0.996 0.510 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଵ,ା௬ 0.999 0.221 0.889 0.158 0.940 0.154 0.885 0.159 1.000 0.000 
ߠଶ,ା௬ 0.998 0.281 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଷ,ା௬ 1.002 0.373 1.000 0.000 1.000 0.000 0.946 0.069 1.000 0.000 
ߠସ,ା௬ 0.998 0.275 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଵ,ି௫ 0.994 0.230 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଶ,ି௫ 0.999 0.233 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଷ,ି௫ 1.006 0.388 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠସ,ି௫ 1.001 0.216 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଵ,ି௬ 1.003 0.172 0.885 0.155 0.947 0.149 0.878 0.156 0.887 0.149 
ߠଶ,ି௬ 1.004 0.227 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଷ,ି௬ 0.995 0.302 1.000 0.000 1.000 0.000 0.948 0.064 0.950 0.058 
ߠସ,ି௬ 1.003 0.226 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
*.fs denotes the full-sensor scenario.  
 
Table 7  
Stiffness ratios for the partial-sensor scenario in simulated Phase II benchmark. 
     RB.ps*    DP1B.ps    DP2B.ps    DP3B.ps    DP3Bu.ps 
Para- 
meter 
MAP 
value 
൫ી෡௨൯ 
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯ 
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯
c.o.v. 
(%) 
MAP 
ratio 
൫ી෩ ી෡௨⁄ ൯ 
c.o.v. 
(%) 
ߠଵ,ା௫ 1.047 0.406 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଶ,ା௫ 0.997 0.534 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଷ,ା௫ 0.958 0.808 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠସ,ା௫ 0.996 0.505 1.000 0.000 1.000 0.000 1.002 0.047 1.000 0.000 
ߠଵ,ା௬ 1.007 0.220 0.909 0.162 0.946 0.149 0.870 0.164 1.000 0.000 
ߠଶ,ା௬ 0.997 0.282 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଷ,ା௬ 0.996 0.374 1.000 0.000 1.000 0.000 0.946 0.070 1.000 0.000 
ߠସ,ା௬ 0.995 0.277 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଵ,ି௫ 0.973 0.242 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଶ,ି௫ 1.002 0.232 1.000 0.000 1.002 0.075 1.000 0.000 1.002 0.077 
ߠଷ,ି௫ 1.023 0.379 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠସ,ି௫ 1.002 0.214 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଵ,ି௬ 1.016 0.169 0.939 0.156 0.941 0.148 0.890 0.160 0.885 0.145 
ߠଶ,ି௬ 1.004 0.226 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
ߠଷ,ି௬ 0.982 0.306 1.000 0.000 1.000 0.000 0.949 0.065 0.951 0.057 
ߠସ,ି௬ 1.002 0.225 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
*.ps denotes the partial-sensor scenario. 
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In Figure 6, the proposed Algorithm 1 and Algorithm 2 are compared with the method by Yuen et al. 
[18] by presenting the stiffness reduction ratios for various damage cases, where these ratios are defined as 
the difference between each MAP value  ߠ෠௨௩	of the stiffness scaling parameter from the calibration stage 
and the MAP value  ߠ෨௨௩	 from the current monitoring stage, normalized by ߠ෠௨௩. For the method by Yuen et 
al. [18], the required hyper-parameters are not optimized based on the data but are, instead, determined a 
priori using judgment. By comparing the results in Figure 6, it is seen that Algorithm 1 gives more 
accurate stiffness reduction ratios than the method by Yuen et al. [18], especially in the partial-sensor case. 
This shows the benefit of the hierarchical Bayesian modeling and learning of the hyper-priors. The results 
for Algorithm 2, which further optimizes the hyper-parameters હ , λ  and ζ,  show the substantial 
improvement in accuracy that comes from exploiting damage sparseness; there are no false or missed 
damage indications. Algorithm 2 therefore has the ability to allow much higher-resolution damage 
localization than the method by Yuen et al. [18]. Thus, it is concluded that the proposed hierarchical sparse 
Bayesian learning framework is a very effective strategy for structural health monitoring. 
 
        
                            (a)                                                                                  (b) 
Fig. 6. Comparison of stiffness reduction ratios of three methods for the 16 substructures: (i) The method by 
Yuen et al. [18]; (ii) The proposed hierarchical method without utilizing damage sparseness (Algorithm 1); (iii) 
The proposed method utilizing sparseness (Algorithm 2); using the IASC-ASCE Phase II Simulated Benchmark 
data for four damage scenarios and two instrumentation scenarios: (a) full-sensor; (b) partial-sensor (red bars 
indicate actual damage locations). 
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
St
iff
ne
ss
 re
du
ct
io
n 
ra
tio
s
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
(i)
0 4 8 12 16
-0.1
0
0.1
0.2
(ii)
0 4 8 12 16
-0.1
0
0.1
0.2
(iii)
DP1B.fs
DP2B.fs
DP3B.fs
DP3Bu.fs DP3Bu.fs
DP3B.fs
DP2B.fs
DP1B.fs DP1B.fs
DP2B.fs
DP3B.fs
DP3Bu.fs
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
St
iff
ne
ss
 re
du
ct
io
n 
ra
tio
s
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
0 4 8 12 16
-0.1
0
0.1
0.2
(i)
0 4 8 12 16
-0.1
0
0.1
0.2
(ii)
0 4 8 12 16
-0.1
0
0.1
0.2
(iii)
DP3B.ps
DP2B.ps
DP1B.psDP1B.psDP1B.ps
DP2B.ps
DP3Bu.ps DP3Bu.ps
DP2B.ps
DP3B.psDP3B.ps
DP3Bu.ps
 
  
32 
 
 
To demonstrate the effect of hyper-prior ݌ሺહ|ߣሻ	in (12) on the spatial sparseness in the inferred stiffness 
reductions, the results of stiffness reduction ratios from running Algorithm 2 with different choices of 
hyper-parameter ߣ	 are given in Figures 7(a)(i)-(d)(i) for the partial-sensor scenario. Note that ߣ ൌ
0	corresponds to the original sparse Bayesian learning formulation with a uniform hyper-prior over હ as in 
Tipping (2001). By increasing the value of  ߣ, fewer components or smaller values of 	ી	 show a stiffness 
reduction. When ߣ is sufficiently large, the inferred damage pattern becomes overly sparse, as shown by 
the third and fourth rows in Figure 7 (a)(i)-(d)(i),which also givens the value of ߣ for which the change in 
values of the stiffness reduction ratios occurs. Recall that the actual damage can be accurately identified 
with no false-positive and false-negative alarms using Algorithm 2, which optimizes all hyper-parameters, 
and gives the results shown in the final rows of Figure 7 (a)(i)-(d)(i), including the optimal value of ߣ, that 
were previously shown in Figure 6. Therefore, the automatic estimation of ߣ in Algorithm 2 is reliable for 
inferring accurate stiffness reductions with an appropriate sparseness level. This is a very useful advantage 
of the proposed algorithm since no user intervention is required to select 	ߣ. 
  In addition, we consider another case by defining a hyper-prior ݌ሺ઻|κሻ over the precision parameters, 
ߛ௝ ൌ ߙ௝ି ଵ, ݆ ൌ 1,… , ݊, as usually used in sparse Bayesian learning [19]. The corresponding optimization of 
hyper-parameters ઻ and κ, as derived from the evidence maximization strategy, is in Appendix B. We run 
Algorithm 2 incorporating the alternative hyper-prior and its optimization and present the results in Figures 
7(a)(ii)-(d)(ii). It is found that many components of ી that correspond to undamaged substructures are 
changed during the updating, especially when the value of  κ  is large. This hyper-prior on the precision 
parameters is therefore not as effective as the choice of hyper-prior on the variance હ defined in (12). 
 
 
 
 
 
 
  
33 
 
        
                        (a)  DP1B.ps                                                                             (b) DP2B.ps                                                                          
         
                        (c) DP3B.ps                                                                          (d) DP3Bu.ps 
Fig. 7. Comparison of stiffness reduction ratios for the 16 substructures using two different hyper-priors: (i) ݌ሺહ|ߣሻ defined 
in (12) and (ii) ݌ሺ઻|κሻ in (B2), using the IASC-ASCE Phase II Simulated Benchmark partial-sensor data, and for the 
damage patterns:  (a) DP1B.ps; (b) DP2B.ps; (c) DP3B.ps and (d) DP3Bu.ps (red bars indicate actual damage locations). 
 
   To further portray the damage, the probability of damage for all sub-structures for different severities is 
calculated using Eq. (51). The damage probability curves for the sixteen stiffness scaling parameters 
ߠ௨௩	are shown in Figure 8 for the partial-sensor scenario case. All the actual damaged substructures are 
clearly shown to have a damage probability of almost unity with a large damage extent. Consider the െݕ 
face of the first story as an example. For cases DP3B.ps and DP3Bu.ps, this substructure has a damage 
probability of almost unity for a stiffness loss ratio less than 10.0% and a probability of almost zero that 
the damage exceeds 12% (its actual value is 11.2%). However, for the case DP1B.ps, this substructure is 
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inferred to have a damage probability of almost unity for a stiffness loss ratio less than 6.0% and a 
probability of almost zero that the damage exceeds 7%, showing an under-estimation of the damage extent. 
For the case of DP2B.ps, this substructure has a damage probability of almost unity for a damage extent of 
less than 5% and a probability of almost zero when the stiffness loss ratio exceeds 6.2% (its actual value is 
5.7%).  For the undamaged substructures, probabilities become zero when the damage exceeds 0.5%, 
showing a very small plausibility that damage has happened in these substructures. Compared with 
existing Bayesian updating methods [2,3,12,16-18], the confidence for correct damage indication is very 
high in the proposed method. The reduced uncertainty for the inferred stiffness scaling parameter ી from 
the proposed hierarchical sparse Bayesian learning framework helps suppress the occurrence of false and 
missed damage indications and increases the confidence of correct damage indications.  
  
     (a)                                                                                            (b) 
 
              (c)                                                                                            (d) 
Fig. 8. Probability of damage exceeding f for the 16 substructures using the IASC-ASCE Phase II Simulated Benchmark 
data: (a) DP1B.ps; (b) DP2B.ps; (c) DP3B.ps and (d) DP3Bu.ps. 
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5. Conclusions 
    A new hierarchical sparse Bayesian learning methodology for probabilistic structural health monitoring 
with noisy incomplete modal data has been proposed. The method employs system modal parameters of 
the structure as extra variables and a multi-level hierarchical Bayesian model is constructed. Rather than 
directly solving the challenging nonlinear inverse problem related to eigenvalue equation, the proposed 
formulation applies an efficient iterative procedure that involves a series of coupled linear regression 
problems and provides a tractable form for the sparse Bayesian learning. The new algorithm estimates all 
uncertain hyper-parameters solely from the data, giving an algorithm for which no user-intervention is 
needed. The illustrative examples confirm the effectiveness and robustness of the new approach.  
For the first example, comparison of the results with those of the state-of-the-art Bayesian updating 
method in [18], demonstrates the ability of the proposed method to update a structural model during a 
calibration stage for an undamaged building, showing the benefit of the hierarchical Bayesian modeling 
and learning of the hyper-parameters. The second example using the IASC-ASCE Phase II Simulated 
Benchmark data shows that for all cases, the simulated damage under study is reliably detected and the 
accuracy of the identified stiffness reduction is greatly enhanced by exploiting damage sparseness. 
Compared with the Bayesian updating method in [18], the occurrence of false-positive and false-negative 
damage detection in the presence of modeling errors is more effectively suppressed by the proposed 
method. Both methods also have an important advantage for actual applications which is that they can 
update the structural stiffness efficiently based on the information in the modal data from dynamic testing 
without knowing if any significant modes are missing in the modal data set, or whether the ordering of the 
modes switches due to damage. 
In future work, we would like to apply the proposed method to real data from a structure that was 
instrumented before and after damage occurred. 
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Nomenclature 
݉ ൌ Number of extracted modes in the modal identification  
ݏ ൌ Number of measured degrees of freedom 
݀ ൌ Number of degrees of freedom of the identification model 
ݍ ൌ Number of time segments of measured modal data 
݊ ൌ Number of substructures considered 
ۻ,۹ ൌ Mass and stiffness matrices of structural model 
ી ൌ Structural stiffness scaling parameter vector 
૖௜,ω௜ଶ ൌ System mode shape vector and system natural frequency of the ݅௧௛ mode 
ߚ ൌ	Equation-error precision parameter  
ωෝ௥,௜ଶ , ૐ෡௥,௜ ൌ MAP estimates of system natural frequency and mode shape vector of the ݅௧௛ mode from 
the ݎ௧௛ data segment from modal identification 
ી෡௨ ൌ MAP estimate of ી determined from the calibration test data 
ડ ൌ Matrix that picks the measured degrees of freedom from the system mode shape 
܂ ൌ Transformation matrix between the vectors of ݍ sets of identified natural frequencies ૑ෝଶ and the 
system natural frequencies ૑ଶ 
હ ൌ Prior variance parameter vector for structural stiffness scaling parameters ી 
ߟ, ૉ ൌ Measurement-error precision parameters for mode shapes and natural frequencies 
ߥ, ߬௜, ߣ, ߞ ൌRate parameters controlling the exponential prior distributions of 	ߟ, ߩ௜, α௝, λ, respectively 
 ઼ ൌ ሾહ், ߣ, ߞሿ் 
૆ ൌ ሾߚ, ሺ૑ଶሻ், ૉ, ૌ, ૖், ߟ, ߥሿ்	 
Appendix A. MAP estimation of the hyper-parameters હ,	ૃ and ા using the evidence strategy 
    The MAP estimates of હ,	ߣ and ߞ can be obtained by maximizing the logarithm function of the pseudo-
evidence (45) without including the constants that do not depend on હ,	ߣ and ߞ. The objective function is:  
ܬሺહ, ߣ, ߞሻ ൌ െ12 log ቚۯ ൅ ൫ߚ෩۶෩்۶෩൯
ିଵቚെ12 ቀી෡ݑ െ ൫۶෩்۶෩൯
ିଵ۶෩்܊ሚ ቁ் ቀۯ ൅ ൫ߚ෩۶෩்۶෩൯ିଵቁିଵ ቀી෡ݑ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ 
൅݊ log ߣ െ ߣ∑ ߙ௝௡௝ୀଵ ൅ log ߞ െ ߞߣ       (A1) 
where matrix ۶෩ , vector ܊ሚ   and ߚ෨ are to be evaluated at their MAP values.  
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ฬۯ ൅ ቀߚ෨۶෩ܶ۶෩ቁିଵฬ ൌ ฬቀߚ෨۶෩ܶ۶෩ቁିଵฬ ቚߚ෨ۯ۶෩்۶෩ ൅ ۷௡ቚ 	ൌ ฬቀߚ෨۶෩்۶෩ቁ
ିଵฬ |ۯ||઱ી|ିଵ      (A2) 
where ઱ી is the covariance matrix of ી shown after (46).  
Then: 
log ฬۯ ൅ ቀߚ۶෩ܶ۶෩ቁିଵฬ ൌ log ฬቀߚ෨۶෩ܶ۶෩ቁିଵฬ ൅ log|ۯ| ൅ logห઱ીି ଵห  (A3) 
Using the Woodbury matrix identity, we get: 
ቀۯ ൅ ൫ߚ෩۶෩்۶෩൯െ1ቁିଵ ൌ ߚ෩۶෩்۶෩ െ ߚ෩۶෩்۶෩൫ۯି૚ ൅ ߚ෩۶෩்۶෩൯ିଵߚ෩۶෩்۶෩	
ൌ ߚ෩۶෩்۶෩ െ ߚ෩ଶ۶෩்۶෩઱ી۶෩்۶෩ (A4) 
Using	઱ીି ଵ ൌ ۯିଵ ൅ ߚ෨۶෩்۶෩	and	ી෩ ൌ ઱ી൫ߚ෨۶෩்܊ሚ ൅ ۯିଵી෡௨൯,	we	get:	
ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ
் ቀۯ ൅ ൫ߚ෨۶෩்۶෩൯ିଵቁିଵ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩܂܊ሚ ቁ	
ൌ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ
் ൫ߚ෨۶෩்۶෩ െ ߚ෨૛۶෩்۶෩઱ી۶෩்۶෩൯ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ	
ൌ ߚ෨ ቀી෡ܝ െ ൫۶෩܂۶෩൯ି૚۶෩܂܊ሚ ቁ
܂ ۶෩܂۶෩ ቀી෡ܝ െ ൫۶෩܂۶෩൯ି૚۶෩܂܊ሚ ቁ	
െߚ෨ଶ ቀ۶ી෡௨ െ ۶൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ
் ۶෩઱ી۶෩் ቀ۶ી෡௨ െ ۶൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ	
ൌ ߚ෨ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ
் ۶෩்۶෩ ൬ી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ߚ෨઱ી൫۶෩்۶෩ી෡௨ െ ۶෩்܊ሚ ൯൰	
ൌ ߚ෨ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ
் ۶෩்۶෩ ൬ી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ઱ી൫ߚ෨۶෩்۶෩ી෡ܝ ൅ ۯିଵી෡௨ െ ઱ીିଵી෩൯൰	
ൌ ߚ෨ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ
܂ ۶෩்۶෩ ൬ી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ൫ી෡௨ െ ી෩൯൰	
ൌ ߚ෨ ൬ી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ൫ી෡௨ െ ી෩൯൰
்
۶෩்۶෩ ൬ી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ൫ી෡௨ െ ી෩൯൰	
൅ߚ෨൫۶෩்۶෩ી෡௨ െ ۶෩்܊ሚ ൯்൫ી෡௨ െ ી෩൯ െ ߚ෨൫ી෡௨ െ ી෩൯்۶෩்۶෩൫ી෡௨ െ ી෩൯	
ൌ ߚ෨ ൬ી෡ܝ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ൫ી෡௨ െ ી෩൯൰
்
۶෩்۶෩ ൬ી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ൫ી෡௨ െ ી෩൯൰	
൅൫ߚ෨۶෩܂۶෩ી෡௨ ൅ ۯିଵી෡ܝ െ ઱ીିଵી෩൯்൫ી෡௨ െ ી෩൯ െ ߚ෨൫ી෡௨ െ ી෩൯்۶෩்۶෩൫ી෡௨ െ ી෩൯	
ൌ ߚ෨ ൬ી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ െ ൫ી෡௨ െ ી෩൯൰
்
۶෩்۶෩ ൬ી෡௨ െ ൫۶෩܂۶෩൯ିଵ۶෩܂܊ሚ െ ൫ી෡௨ െ ી෩൯൰	
൅൫ી෡௨ െ ી෩൯்઱ીି ଵ൫ી෡௨ െ ી෩൯ െ ߚ൫ી෡௨ െ ી෩൯்۶෩்۶෩൫ી෡௨ െ ી෩൯	
ൌ ߚ෨ ቀી෩ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ் ۶෩்۶෩ ቀી෩ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ ൅ ൫ી෡௨ െ ી෩൯்ۯିଵ൫ી෡௨ െ ી෩൯	 ሺA5ሻ	
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Then the derivative of the objective function in (A1) with respect to ߙ௝ is given by: 
߲ܬሺહ, ߣ, ߞሻ
߲ߙ௝  
ൌ 12
߲
߲ߙ௝ ቈെ log ቚۯ ൅ ൫ߚ
෨۶෩்۶෩൯ିଵቚ െ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁ
் ቀۯ ൅ ൫ߚ෨۶෩்۶෩൯ିଵቁିଵ ቀી෡௨ െ ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ ቁെ2ߣ෍ ߙ௝
௡
௝ୀଵ
቉	
ൌ ଵଶ ቂെߙ௝ି ଵ ൅ ߙ௝ି ଶሺ઱ીሻ௝௝ ൅ ߙ௝ି ଶ൫ી෡௨ െ ી෩൯௝
ଶ െ 2ߣቃ  (A6) 
Setting the derivative in (A6) to zero lead to the update formula given in (46). 
Following the corresponding procedure for the parameter  ߣ, we set the derivative of the objective function 
in (A1) with respect to ߣ to be zero: 
డ௃ሺહ,ఒ,఍ሻ
డఒ ൌ
௡
ఒ െ ∑ ߙ௝ െ௡௜ୀଵ ߞ ൌ 0                                    (A7) 
which gives the optimal estimate ߣሚ as in (47).  
Finally, the MAP estimate of ߞ is obtained by setting the following derivative of the objective function: 
డ௃ሺહ,ఒ,఍ሻ
డ఍ ൌ
ଵ
఍ െ ߣ                             (A8)              
which gives the MAP value  ߞሚ	shown in (48). 
Appendix B. MAP estimation of the hyper-parameter હ when using the exponential hyper-prior over 
each precision  ߙ௝ି ଵ 
    Following Tipping (2001), a gamma hyper-prior is chosen for the precision parameters γ௝ ൌ ߙെ݆1:  
		݌൫ߛ௝|߯, ߢ൯ ൌ Gam൫ߛ௝ห߯, ߢ൯ ൌ 	 ఑ഖ௰ሺఞሻ ߛ௝ఞିଵ݁ݔ݌൫െߢߛ௝൯					 (B1) 
We fix ߯ ൌ 1 and so obtain the exponential hyper-prior for ߛ௝,	which is the maximum entropy PDF with 
support ሾ0,∞ሻ  for given mean ߢିଵ . Then the prior PDF over the precision vector ઻ ൌ ൣߙ1െ1,… , ߙെ݊1൧ 
becomes: 
݌ሺ઻|ߢሻ ൌ ߢ௡exp ቀെߢ∑ ߛ݆௡௝ୀଵ ቁ ൌ ߢ௡exp൫െߢ∑ ߙ௝ି ଵ௡௝ୀଵ ൯                   (B2) 
Following the corresponding procedure in Appendix A, we find the MAP value હ෥ by maximizing: 
݌൫હ|૆෨,૑ෝଶ,ૐ෡ , ી෩௨൯ ∝ ݌൫ી෡௨|૑෥ଶ,૖෩, ߚ෨, હ൯݌ሺ઻|ߢሻ	
ൌ ࣨ ቀી෡௨ቚ൫۶෩்۶෩൯ିଵ۶෩்܊ሚ , ۲ቁ ∙ ߢି௡exp൫െߢ ∑ ߙ௝ି ଵ௡௝ୀଵ ൯														   (B3) 
Maximizing the logarithm function of (B3) with respect to α୨ gives the MAP estimate α୨ as: 
 ߙ෤௝ ൌ ሺ઱ીሻ௝௝ ൅ ሺીොݑ െ ી෤ሻ௝ଶ ൅ ߢ                          (B4) 
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