This paper studies the within-model-year pricing, production, and inventory management of new automobiles. Using new monthly data on U.S. transaction prices, we document that, for the typical vehicle, prices fall over the model year at a 9.0 percent annual rate. Concurrently, both sales and inventories are hump shaped. To explain these time series, we formulate an industry model for new automobiles in which inventory and pricing decisions are made simultaneously. The model predicts that automakers' build-to-stock inventory management policy substantially influences the time-series of prices and sales, accounting for four-tenths of the price decline observed over the model year.
Two common features of durable goods markets are high levels of inventories relative to sales and declining prices over the product cycle. In this paper, we jointly consider the optimal pricing and inventory management policies for automakers, the quintessential durable goods producer. Inventories play two major roles in our model. On the firm's side, inventories help manufacturer's smooth non-convex costs of production. On the consumer's side, higher levels of inventories provide more variety, thus making it easier to match consumers with their ideal vehicle. We find a tight link between inventories and prices both through inventory's production-smoothing and variety-increasing roles. Indeed, our model predicts that automakers' build-to-stock inventory management policy is responsible for four-tenths of the 9.0 percent decline (annual rate) in prices over the model year.
To explain the covariation of prices, sales, and inventories for new automobiles over the model year,
we formulate an industry model. On the consumer side, we estimate preferences for automobiles by employing the econometric methodology developed in the discrete-choice literature (for example, Berry, Levinsohn, and Pakes, 1995; Goldberg, 1995; and Petrin, 2002 ; to name a few). Our approach differs from the standard one in three ways: First, motivated by Kahn (1987 Kahn ( , 1992 who finds that inventories are productive in generating greater sales at a given price, we include an inventory-based measure of variety in the consumer's indirect utility function. Second, we estimate our demand-side model at a quarterly, rather than an annual, frequency using transaction rather than list prices; thus, we can estimate how the demand curve shifts throughout the model year. Third, our data let us differentiate multiple vintages of the same model. Hence, we allow consumers to choose among multiple vintages within and across models.
Using these estimated preferences, we compute elasticities with respect to prices and product variety, which we use to parameterize reduced-form average demand curves for each market segment and vintage over the product cycle. Taking these demand curves as given, we turn to solving the firm's dynamic inventory problem. The joint production/pricing decision we model is a classic issue in the operations research literature going back to Whiten (1955) and Karlin and Carr (1962) . 1 Like many papers in this literature, we assume that the good must be sold by a fixed deadline, but we extend the theory by allowing the firm to sell two vintages simultaneously and incorporate a realistic non-convex cost structure.
Our two-sided model provides a consistent explanation of five facts about prices, sales, and inventories over the automobile product cycle: (i) the average monthly decline in retail prices (net of rebates and incentives) is 9.0 percent at an annual rate, (ii) for about half the calendar year, automakers simultaneously sell two vintages of the same model, where the older vintage sells for a 9.0 percent discount, (iii) sales and inventories are humped-shaped over the product cycle, (iv) the mean ratio of inventories to sales is 75 days, and (v) all other things being constant, higher inventories are associated with lower retail prices.
We are able to replicate facts (i) and (iii) by modeling the firm as solving an inventory control problem while facing declining demand over the product cycle. Early in the model year, the automaker sets price sufficiently high to keep sales less than production and thus accumulates a large stock of inventories.
Building up inventories, or following a build-to-stock inventory management strategy, is optimal because it strengthens demand by increasing variety. Over the remainder of the model year, our estimate of leftwardshifting demand lowers the shadow value of inventories (i.e. the marginal cost curve), resulting in a 9.0 percent decline in the price over the entire product cycle and an average vintage premium of 8.5 percent.
Because inventories are used to both smooth production and increase variety, the model is able to match the high level of inventories relative to sales (fact (iv)). Finally, because holding inventories is costly, we also find that higher inventories are associated with lower prices, all else equal (fact (v)).
To quantify the importance of inventories for the firm's decision problem, we simulate the model under a counterfactual build-to-order strategy, where firms are able to offer consumers full variety for every product without holding inventories. Under this alternative policy, we find that automakers' pricing strategies are significantly different: Within model-year prices decline by 5.3 percent, roughly six-tenths of the percent price decline observed under a build-to-stock policy. Our model therefore predicts that a firm's inventory strategy plays a central role in the firm's optimal pricing path.
Price declines over the product cycle and the simultaneous sale of multiple vintages of the same product are not unique to the automobile industry, having been documented for a number of other products, including textbooks (Chevalier and Goolsbee, 2007) , microprocessors (Aizcorbe and Kortum, 2005) , and consumer electronics (Gowrisankaran and Rysman, 2007; and Copeland and Shapiro, 2009 ). Most existing theories that seek to explain this price path focus on intertemporal price discrimination (e.g. Stokey, 1979; and Conlisk, Gerstner and Sobel, 1984) or fashion (e.g. Lazear, 1986; Pashigian, 1988 ; and Pesendorfer, 1995). Our paper builds on this body of work by emphasizing the significant role that firm-held inventories can play in explaining the observed time-series of prices and sales.
Data Sources and Empirical Observations
In this section we outline our data sources and document five stylized facts.
Data Sources
To construct a dataset of transaction prices, sales, production, and inventories by model and model year in the U.S. we combined data from two sources. The first data source includes detailed information on U.S. JDPA aggregated these data to generate a monthly time-series of average price, sales, average cash rebate, and average financial package by model and model-year (e.g. 2000 Ford Escort). Our sample covers the period from January 1999 to January 2004 and represents 70 percent of the geographical markets in the U.S. and roughly 15 to 20 percent of national retail transactions. JDPA attempts to precisely measure the transaction price of a vehicle. The price they obtain includes the price of accessories (such as roof racks) and transportation costs but excludes aftermarket options, taxes, title fees, and other document preparation costs. Further, JDPA adjusts this price to account for instances when a dealership undervalues or overvalues a customer's trade-in vehicle as part of a new vehicle sale. 2 JDPA's transaction price does not account for incentives the customer received to help finance the purchase of the car; hence, we define the average market price of a vehicle as the transaction price minus the cash rebate minus a measure of the financial incentive offered by the manufacturer. 3 We linked the JDPA dataset to a dataset from Ward's Communications on the U.S. sales and North American production of General Motors, Ford, and Chrysler (a.k.a. the Big Three). We excluded foreign manufacturers because measuring overseas production is difficult. The sales data for the Big Three are available only at the model level, not by model year. Therefore, we constructed estimates of sales by model and model year using the distributions of sales across model-years in the JDPA sample. Using model changeover dates at assembly plants, we decomposed the production data by model into observations by model year. Finally, using the sales and production estimates by model and model year, we constructed estimates of inventories over the sample period. All told, the work described here results in a dataset with monthly observations, by model year, on the real average price, quantity sold, quantity produced, and inventory held for almost all light vehicle models sold by the Big Three in the U.S. from 1999 to 2003.
Empirical Observations
As described in the introduction, we observe several stylized facts that hold across models and model years.
To provide illustrative examples, we plot in figures 1-8 the price, sales, production, and inventory data for a midsize car and a pickup truck. The steady decrease in price for each vintage is immediately evident for varies, but the average premium for this particular midsize car and pickup is 7 and 9 percent respectively. Turning to figures 2, 4, 6 and 8, we find the sales and inventories of both vehicles exhibit hump-shaped profiles. Table 1 provides a summary of the average monthly price decline, the first stylized fact, by market segment and model year. For the midsize market segment, the mean monthly price decline of 1999 modelyear vehicles is 9.1 percent at an annual rate. On average, midsize automobiles fall 9.2 percent. Table 1 illustrates the wide range in average price declines both across market segments and model years. 4 In general, luxury vehicles decline the most in price, followed by pickup trucks. Looking across model years, 2003 vehicles decline the most in price by far, reflecting especially high incentives offered by manufacturers in the latter half of the product cycle. Overall, the monthly decline in price averages 9.0 percent at an annual rate. 4 We exclude the Van market segment from our analysis because a substantial number of vans are sold to firms. To observe the within-year price declines more generally, figure 9 illustrates the aggregate matched- Table 4 : The Average Days-Supply by Market Segment rately regressing the log of sales and log of inventories on dummy variables for each month in the product cycle, while controlling for the months of the calender year and model fixed effects. We find the product cycle trend for both sales and inventories starts low and increases for several months before reaching a plateau. Then after almost a year into the product cycle, both sales and inventories rapidly fall.
To better analyze the relationship between sales and inventories, we consider the ratio of inventories to sales, also known as days-supply. This ratio measures the number of days the firm could continue to sell cars if it used only the stock of inventories available at the start of the month. On average, automakers carry 75 days-supply, or enough inventories to sell vehicles for over three months without any additional production! Table 4 provides a breakdown of the average days-supply by market segment and illustrates the substantial variation in days-supply across different types of vehicles.
The last stylized fact focuses on the correlation between inventories and prices. To analyze this relationship we use the residuals from the regression described above that estimated the contour of inventories over the product cycle. We compute whether prices are correlated with this measure of inventory's deviation-from-trend by regressing the log of price on a lag of the inventory residuals. We find the expected significant negative relationship between lagged inventory residuals and price: a one percent deviation in inventories above its trend is correlated with an eight percent reduction in price.
For the remainder of the paper, we present a model designed to replicate these empirical regularities.
We first describe the firm's problem. We assume the automaker takes market demand curves as given and solves a dynamic profit maximization problem. As the automaker is able to hold inventories, at certain times it is able to sell two vehicles, the current year's vintage and the previous year's vintage. We posit a log-log market demand curve whose parameters are elasticities with respect to prices and product variety.
We then draw upon the existing discrete-choice literature to estimate these elasticities. The supply-side parameters of the firm's problem are chosen to match the key features of the firm's cost structure and the means of prices and inventories. We derive decision rules that govern the production and pricing of vehicles over the model year. Through numerical simulations, we demonstrate that our derived decision rules under a build-to-stock inventory policy are consistent with these stylized facts.
An Industry Model with Overlapping Vintages
In the interest of tractability, we make several assumptions on the supply side. First, each vehicle line within the firm can be considered a separate, independent subfirm or profit center. Hence, an automaker is modeled as a collection of dynamic programs that can be solved independently of each other. Second, we integrate the dealership into the automaker and consider a unified pricing decision. Third, we abstract from bargaining by assuming that all customers who purchase during a particular period pay the same retail price. Of course, there are many interesting questions about how the automakers decentralize their operations both across products and between the production and marketing sides of the business. 6 While issues of vertical control and price discrimination are present in the automobile market, we are implicitly assuming that manufactures and dealers jointly set prices to maximize their combined profits and solve the double-marginalization problem. Furthermore, we interpret high levels of inventories nationally to reflect high levels of inventories at all dealerships. Hence, automakers are able to coordinate with dealerships so that there is not an uneven distribution of inventories across the country. 
where µ j t is a constant term, η j t is the own-price elasticity, φ ji t is the cross-price elasticity and ζ j t is the own-variety elasticity. These elasticities may vary across the 52 weeks of the year. With the variety term, I j t I mean , we seek to capture the idea that consumers are more likely to purchase a vehicle if they can find one that matches their particular tastes. Within the automobile industry, variety means having vehicles on a dealership lot with all possible combinations of options (e.g. color, leather interior, automatic transmission). Hence, our definition of variety translates into a measure of the number of vehicles at a dealership.
Because we do not have data at the dealership level, our proxy for variety is inventories (i.e. the number of cars at all dealerships) divided by the mean level of inventories for the appropriate market segment. We do not simply use the level of inventories as our measure of variety because the number of dealerships by market segment varies. Intuitively, vehicles that appeal to buyers across the U.S. will require larger amounts of inventory to achieve the same level of variety, relative to less popular vehicles only sold in parts of the country. Mercedes-Benz, for example, only had 191 dealerships in the U.S. in 2002, while Honda had 959. 7 Dividing through by the mean allows us to compare the inventory accumulation of popular vehicles such as pickups, and its resulting effect on variety, to other vehicles. 8 Our inventory-based measure of variety assumes that higher levels of inventory imply higher levels of variety. Unfortunately, we do not have any direct evidence this is true nor do we have alternative measures of variety. Nevertheless, linking higher levels of inventory with more variety in an industry with significant product differentiation seems reasonable and is consistent with results reported in Cachon and
Olivares (2008).
Since there is no intercept with constant-elasticity demand curves, we assume that customers never pay more for last year's vintage than for the current vintage:
Unsold vehicles can be inventoried without depreciation. Current production is not available for immediate sale, so sales can be made only from the beginning-of-period inventories:
Further, sales cannot be backlogged. Inventories for the current vintage follow the standard law of motion:
Because no vehicles for the last model year are produced during the current year, inventories for last year's vintage evolve according to
At the conclusion of the current model year, any unsold vehicles of last year's vintage are scrapped at a zero price, and this year's vintage becomes last year's vintage:
We assume the vehicle is assembled at a single plant. Each period, the firm must decide how many vehicles of the current vintage to produce and how to organize production to minimize costs. As is typical in most manufacturing industries, assembly plant managers increase or decrease production by altering the workweek rather than the rate of production. The plant can operate D days a week. It can run one or two shifts, S, each day, and both shifts are h hours long. We assume the number of employees per shift, n, and the line speed, LS, are fixed. So the firm's production function is:
Although the production function is linear, the firm faces several important non-convexities in costs. Past work by Bresnahan and Ramey (1994) , Hall (2000) , and Ramey and Vine (2006) , has shown the importance of accounting for the non-convex cost structure faced by automakers to explain the volatility in automobile production due to frequent temporary plant shutdowns. Hence, we explicitly model the costs firms face in producing automobiles, where these costs are a function of both the underlying technology and the negotiated labor contracts.
From the autoworkers' union contracts, we know that workers on the second shift receive a 5 percent premium above the first shift wage. Any work in excess of eight hours a day, and all Saturday work, are paid at a rate of time and a half. Employees who work fewer than 40 hours per week must be paid 85 percent of their hourly wage times the difference between 40 and the number of hours worked. This "short week compensation" is in addition to the wages paid for hours actually worked. If the firm chooses to not operate a plant for a week, the workers are laid off. Laid-off workers receive 95 cents on the dollar of their 40 hour pay in unemployment compensation. Of these 95 cents, the firm pays about 65 cents.
Given such a labor contract, if the firm decides to produce q vehicles, it must then choose how many days to operate the plant, how many shifts to run, and how many hours to run each shift to minimize its cost of production. Given these choices, the firm's week t cost function is expressed as
where n is the number of employees per shift, and w 1 and w 2 are the hourly wage rates paid to the first-shift and second-shift workers, respectively. γ is the per vehicle material cost and incorporates all costs (such as materials, energy, transaction) that do not depend on the allocation of production over the week. The first term within the brackets represents the straight-time wages paid to the production workers, and the subsequent terms capture the 85 percent short-week rule and the overtime premia. The last term is the unemployment compensation bill charged to the firm. This cost function is piecewise linear with kinks at one shift running 40 hours per week and two shifts running 40 hours per week. This implies that the firm minimizes average cost by operating the plant with either one shift or two shifts for 40 hours per week. When the plant operates below its minimum efficient scale, the cost-minimizing production schedule involves bunching production by oscillating between running two 40-hour shifts for a several weeks and then shutting down the plant for a week. 
subject to (1)- (7) and where c(D, S, h|q) is given by (8) . The term V (I last 1 , 0, 1) is a continuation value, which we now define.
Let V (I last , I this ,t) be the optimal value at week t for the firm that holds in inventory I last of last year's vintage and I this of this year's vintage. Then the firm's value function for t = 1, 2, ..., 51 can be written: (10) subject to (1), (2), (3), and (7) and where c(D, S, h|q) is given by (8 For a given parameter vector, we carried out the following steps to solve for the fixed point: (1) Guess an initial value for V (I last , 0, 1); (2) solve the 52 Bellman equations in (10) and (11) 
Parameterizing the Model
There are a large number of parameters in this model. For the demand-side parameters we employ a discrete-choice methodology to estimate consumers' preferences over automobiles. We then use these estimates to compute the intercepts, own-price elasticities, cross-price elasticities, and own-variety elasticities that are parameters in the market demand function, equation (1) . For the supply-side parameters, we choose some values based on published information on assembly plants. The remaining values are set to match a set of first moments in the data.
Demand-side parameters
Overview: Following Berry, Levinsohn, and Pakes (1995), henceforth BLP, we construct the demand system by aggregating over the discrete choices of heterogeneous individuals. The utility derived from choosing an automobile depends on the interaction between a consumer's characteristics and a product's characteristics. Consumers are heterogeneous in income as well as in their tastes for certain product characteristics. We distinguish between two types of product characteristics: those that are observed by the econometrician (such as size and horsepower), which are denoted by X; and those that are unobserved by the econometrician (such as styling or prestige), which are denoted by ξ. We allow for households' distaste for price, denoted by α, to vary from quarter to quarter, capturing the possibility that different types of households show up to purchase a new automobile at different times of the year. We specify the indirect utility derived from consumer i purchasing product j in period t as
where p jt denotes the price of product j in period t and x jkt ∈ X j is the kth observable characteristic of product j. , where α q is a parameter to be estimated and y i is a draw from the income distribution.
Finally, ε i jt is distributed i.i.d. type 1 extreme value.
Consumers choose among the j = 1, 2, . . . , J automobiles in our sample and the outside good, which represents the choice not to buy a new automobile from the Big Three. Consumers maximizes utility, and market shares are obtained by aggregating over consumers. for example to take advantage of end-of-month sales. As such, we believe our static demand model is better suited to analyzing quarterly, rather than monthly, data. Hence, we aggregate sales and prices to the quarterly frequency.
As was done in previous research, we link sales and prices to the characteristics of the base model to produce a vehicle-quarter observation. 9 previously been incorporated into the BLP framework. We use the definition of variety described above (see section 2), the ratio of inventories to the mean level of inventories for the appropriate market segment.
To better capture the substitution patterns between two vintages of the same model, we use a "newness" dummy variable equal to one if a model has been sold for less than a year. 9 Information on vehicle characteristics were taken from Automotive News's Market Data Book (various years).
Finally, measures of acceleration and dimensions, along with the newness dummy variable and constant term are included in the vector of observable characteristics used to measure heterogeneity in house-
Following BLP, we use the number of households in the U.S. as reported in the Current Population Survey (CPS) as a measure of market size for the year. Because we do not have any information on the number of households who are actively shopping for automobiles throughout the year, we assume that onefourth of all households in a given year show up each quarter. 10 We assume the distribution of household income is lognormal, and, for each year in our sample, we estimate its mean and variance from the CPS.
Our estimation strategy follows the generalized method of moments approach taken by BLP. 11 We match the usual moments, that the expected value of ξ, conditional on the observed characteristics, is equal to zero, E[ξ|X] = 0. Because ξ is correlated with price, an endogeneity problem arises. 12 We follow BLP and use competing products' characteristics as instruments. Because characteristics vary at the modelyear frequency while price and sales vary quarterly, these instruments have diminished effect. We augment these instruments with the congestion variable, which is an indicator variable equal to one when multiple vintages of a model are sold simultaneously. This variable is strongly correlated with price and varies at a quarterly frequency. Further, there is little reason to suspect that the sale of multiple vintages of a model is correlated with the unobserved characteristic of a vehicle. This is because new vintages are most often introduced at an annual frequency, and automakers face large costs to altering the scheduled introduction of a new vintage.
Because we include an inventory-based variety term in the demand estimation, our moment conditions assume that the current level of beginning-of-period inventories are orthogonal to ξ jt . Since this period's inventories are a function of ξ j,t−1 , our moment conditions rule out serial correlation in ξ jt (after controlling for model-level fixed effects), a relatively strong assumption.
Results: We present a subset of the parameter estimates in table 5. Given their large number, we do not report all our estimates on the linear portion of utility (β in equation 13). Instead, we show the estimates 10 We tried an alternative approach that links the number of households per quarter to total light motor vehicle sales. We defined the market size in the first period of the model as one-fourth of households in 1999. We then used the percentage change in total light motor vehicle sales in the U.S. to grow out market size. Unlike before, with this alternative approach there is no upward trend in market size over the sample period. Further there is a correlation between the share of the outside good and the number of households looking to purchase a new vehicle. The estimated parameters and implied elasticities, however, did not significantly change with this alternative definition of market size. 11 We modified the programs provided in Nevo (2000) to estimate the demand system. A notable addition to this set of programs is the importance sampling simulator described in BLP, used to reduce sampling error. 12 See Berry (1994) for a detailed explanation of, and solution to, this problem for discrete-choice demand models. Most importantly, the price coefficients are precisely estimated. The estimated value of households' distaste for price is in the neighborhood of 25, although there is a drop off in its value in the fourth quarter.
The quarters differ from calendar quarters. We defined the first quarter as the first three months of a typical vehicle's product cycle: August, September, and October. We then defined the second through fourth quarters on the basis of this new grouping of months. The magnitude of the variety and price coefficients are more easily interpreted by examining the appropriate elasticities. We start with the most important set of elasticities, the own-price elasticities (table 6) .
We report the average of individual elasticities across market segments, quarters, and vintages, where the vintage label signifies whether the vehicle is the newest model year available or not.
The own-price elasticities generated by our parameter estimates range between 1.5 and 3, indicating that manufacturers face elastic demand. In the first quarter a car is sold, our results imply that a 1 percent price increase for a typical compact car (roughly $140) causes a 2.6 percent fall in sales, holding everything else equal. Own-price elasticities vary little across quarters. In general, our estimated elasticities are slightly below those found in the previous literature; BLP, for example, report a range of elasticities between 3 and 6 at the model level and Goldberg (1995) reports an average elasticity of 3.28. However, our approach differs from previous work in that we use transaction rather than list prices and estimate our demand system at the quarterly, rather than annual, frequency.
Given that automakers sell two vintages of the same model simultaneously for almost half of the model year, the cross-price elasticity between vintages of the same model is of particular interest. For most of the vehicles in our sample, the old and new vintages of the same model are sold simultaneously during the first and second quarters (August through January We use these results to parameterize a reduced-form demand curve, equation 1, for each market segment. Because we are modeling the firm at a weekly frequency, but have quarterly estimates, we interpolate to create elasticities at the weekly frequency. From our data, we construct a monthly time-series of average price, quantity, and variety of the new and old vintage by market segment, which we interpolate to produce a weekly series. For every week, we then solve for the demand curve's constant term, µ j t , by assuming that the observed average price-quantity pairs for period t and market segment j, given variety and the competing vintage's price, is a point on the reduced-form demand curve. The end result are weekly demand curves for an average vehicle over its life cycle.
An important feature of the resulting sequence of static demand curves is their steady leftward shift roughly six months after a vehicle has been introduced. This implies that starting half a year into the product cycle, the firm faces a weakening of demand (i.e. µ j t is decreasing in t) over the remainder of the product cycle.
To provide a better sense of inventory's role in the demand curve, in figure 10 we illustrate a typical Midsize car's sales given various levels of inventories, holding everything else constant. On the right axis, we plot the linear relationship between inventories and variety. As shown in the figure, the demand curve incorporates the intuitive result that a unit in inventory strengthens sales to a larger extent when the stock of inventories is low. In addition, we plot the relationship between sales and price for a typical Midsize car in figure 11 , both when it is the new vintage (week 26) and when it is the old vintage (week 60). Notice that in week 60, predicted sales are zero once price is above $20,100, the price at which we have assumed, for this graph, the new vintage is selling in week 60 (see equation 2 for details on this demand constraint for the old vintage).
Another approach would be to use the discrete-choice demand system directly. For this alternative approach, we would use specific model data (e.g. Chrysler's Grand Jeep Cherokee) rather than our current approach of averaging across all vehicles within a market segment. We decided against this alternative approach for three reasons. First, our goal is to make a general point regarding the relationship among inventories, prices and sales. By analyzing specific vehicles, we worried our results would not be general enough because of the idiosyncratic variation at the model level. 15 Our second concern was how well the supply side model, which does not have any supply-side shocks, could match a time series of prices, at the vehicle level. Third, we found that the log-log demand curve provided a close approximation to the discrete-choice demand curve when considering small changes in price and variety. As shown in the appendix, there are not large differences between each approach's predicted sales for a particular model.
As such, for the purposes of this paper, there seems to be little cost to employing the parameterized reduced-form demand curve in place of the discrete-choice demand system.
Supply-side parameters
To parameterize the cost function, we set the line speed, workers per shift, and wage rates to values typically observed at assembly plants. The line speed at most North American assembly plants is set between 35 and 60 cars per hour; thus, we fix the line speed to 45 cars per hour. 16 Using the employment data from Hall (2000), we set n to 1300 workers per shift, so the plant employs 2600 workers. We read the wages off the union contract: w 1 = $27.00 per hour, and w 2 = $28.35 per hour. Also based on the union contract and industry practices, we impose mild seasonality on production assuming that the plant closes for two weeks in July (weeks 51 and 52) for a model changeover, for a week between Christmas and New Years Day (week 23), and for single days throughout the year corresponding to traditional holidays.
We set the remaining two parameters, γ and 1/(1 + r), to match for each market segment two first moments in the data: the average retail price and days-supply. Although we would have preferred to The per vehicle material cost, γ, effectively scales the cost function linearly. We set γ between 39.5 percent 
Results
Given our choices of γ and r, the model closely matches the days-supply and average price across all market segments (see table 8 ). The model also generates average sales that are similar to the data, although the model under-predicts midsize and fullsize sales and over-predicts sporty sales. As a measure of the model's goodness-of-fit, we compare the model's predictions of average price decline and vintage premia against the data (the last 4 columns on table 8). Overall, the model performs well. For four of the seven market segments (midsize, fullsize, luxury and pickups) the implied price declines are within a single standard error of the average declines seen in the data; for the sporty segment, the average decline is within the two-standard error band. 17 The average price decline from the model is 9.0%, matching exactly the average price decline in the data. Although the implied vintage premia for five of the seven market segments is within two standard deviations of the observed values, the model underestimates the average vintage premia slightly, 8.5% versus 9.0%. While this is outside the two-standard error band, we believe that relaxing our assumption that new vintages arrive strictly every 52 weeks would enable the model to better match this moment. Overall then, our parameterized model matches well the observed average sales, days supply and prices. The model's predictions of the price decline and new vintage premium are close to those seen in the data, demonstrating goodness-of-fit.
To illustrate the importance of inventories in the model, we consider the firm's pricing decision for a typical midsize car. Because the automaker faces a downward-sloping demand curve, the profitmaximizing price sets marginal revenue equal to marginal cost. If we set the cross-price elasticities equal to zero, the optimal price for this year's model is
where V 2 denotes the derivative of the value function with respect to the second argument. This is the standard condition for monopoly pricing, but in this case marginal cost is the shadow value of an additional unit of inventory next period. The opportunity cost of selling a vehicle this week is the inability to sell it next week. Hence, the shadow values of inventories drives, in large part, the firm's optimal pricing rule.
In figure 12 , we plot the shadow value of inventories for week 27 (other weeks are qualitatively similar), at each point in the state space. The shadow value of inventories is a decreasing function of the stock of inventories, ranging from $13,827 to $11,919. An additional unit of inventory is valuable to the firm because it increases both the firm's ability to optimally schedule production and the variety of products available to consumers. Naturally, however, these benefits are worth less when the firm already has a large stock of inventories; when the firm holds 50,000 vehicles in stock, our model estimates that the marginal vehicle in inventory is worth less to the firm than the average cost of producing a vehicle running two 40-hour shifts.
We then plot the pricing rule for this year's vintage for week 26 in figure 13 for every point in the state space. As anticipated by equation (14) , the pricing rule is almost the shape of the shadow value of inventories. Holding the old model year's inventory stock constant, the optimal price for the new model year vehicle is a decreasing function of its level of inventory-our fifth fact. 18 17 Standard errors are reported in tables 1 and 2. The two driving forces behind these patterns in the data are (1) inventories' role in strengthening demand and allowing the firm to bunch production and (2) the weakening of demand for a vehicle over the last two-thirds of its product cycle. Because inventories provide the automaker with the dual benefit of allowing the firm to bunch production and to increase the variety of vehicles available to consumers, firms are eager to quickly build up their stock of inventories. Indeed, the automaker sets prices high early on in the model year so that sales are below production and inventories are allowed to accumulate. As seen in figure 17 , firms rapidly build up inventories over the first year of a vehicle's product cycle, accumulating an enormous stock of over 30,000 vehicles six months after vehicle's introduction.
After the buildup in inventories over the first few months of the product cycle, prices steadily decline over the middle part of the product cycle while sales remain roughly constant. These movements in prices and sales reflect the second driving force in the model, the weakening of demand over the last two-thirds of the product cycle (i.e. the constant term in equation 1, µ j t , decreases). The fall in demand accelerates over the end of the product cycle, coinciding with the introduction the next model year vehicle. As a price at a dealership with ample inventory is about $230 per car less relative to a dealership with low inventory.
consequence of this rapid fall in demand, sales rapidly decline.
As we see in the data (figures 1, 3, 5, and 7), there is considerable jaggedness in the time paths of both production and prices. The model's simulations of these two series also exhibit this pattern. The jaggedness of the simulated production series comes from the bunching of production induced by the nonconvexity of the plant's cost function and plant closures for holidays. When the firm is operating below its minimum efficient scale, it minimizes costs by operating two 40-hour shifts one week and shutting down completely the following week. In the auto industry lingo such closures are called inventory adjustment shutdowns. This all-on/all-off production pattern at the weekly frequency induces non-smooth monthly time series.
The non-monotonicity of the price contour over the product cycle reflects the impact of inventories on both demand and marginal cost. Early on in the product cycle inventories are growing rapidly. Consequently, the demand curve is shifting out because variety is increasing, and the marginal cost curve is shifting down because the opportunity cost of selling a car is falling. Sales unambiguously increase but whether prices rise or fall depends in which effect dominates. Hence the non-monotonicities in the price simulations. A similar process occurs at the end of the product cycle as the inventory stock dwindles reducing demand and increasing the marginal cost of selling an additional vehicle.
The Counterfactual
To better understand the importance of inventories in stimulating demand, we employ the following counterfactual. We resolve the model setting the variety term in the demand curve (equation 1) to 1.25 for all 104 weeks, turning off inventory's effect on demand. For a typical vehicle, variety peaks a little above 1.25 midway through the product cycle. Although sales still can only be made from beginning-of-period inventories, (equation (3)), we interpret this simulation as allowing the firm to engage in a "build-to-order" inventory policy in which consumers can purchase a vehicle with the exact specification they want. Hence, we assume that firms can offer consumers "full variety" throughout the product cycle without holding large levels of inventories. In this case, inventories only play the roles of facilitating the manufacturer's cost minimizing production schedule and allowing the firm to sell the current vintage beyond the twelve month production period. This stands in contrast to the "build-to-stock" inventory management strategy firms currently use, where dealer inventories also provide variety and so help match consumers to their ideal vehicle. The counterfactual illustrates the importance of the variety-increasing role for inventories. Without this effect, firms hold much less inventory; the average ratio of inventories to sales is one-fifth the level compared to the build-to-stock case (see table 9 ). 19 Inventories are now mainly used to lengthen the sales period of a car. Early in the product cycle the rate of production roughly equals sales. The firm ratchets up output in the last months before production switches over to the new model year vintage. At the same time, the firm temporarily raises prices, damping sales, and so inducing a spike in inventories (see figure 21 ). Figures 14 and 18 illustrate that prices decline a bit more than half as much as those observed under the build-to-stock case. The change in pricing strategy reflects the fact the firm no longer wishes to rapidly accumulate inventories at the beginning of the product cycle. This simulation suggests then, that four-tenths of the overall price decline over the model year observed in data is driven by automakers' build-to-stock inventory strategy. Further, as a result of the small price declines, the vintage premia under the build-to-order strategy are also significantly smaller relative to those under the build-to-stock case.
Conclusion
We have documented a set of stylized facts for the within-model-year pricing and sales of new automobiles.
Prices decline steadily over the model year while sales and inventories are hump-shaped. It is not the case that prices only fall during the overlap period between vintages when dealers shout over the radio "We are Indeed, the model predicts this channel is important enough that it accounts for four-tenths of a vehicle's price decline over the product cycle and quintuples the average inventory-to-sales ratio a firm maintains.
Advances in production and information technology have made it easier to implement build-to-order policies. For example, the computer maker Dell has been successful in selling built-to-order computers.
It is our understanding from discussions with industry executives that the automakers would like to move toward an inventory policy in which a larger fraction of consumers order their new vehicles rather than buy whatever is on the dealer's lot. Our analysis suggests that enacting such a policy will damp the withinmodel-year price declines and reduce the period in which consecutive vintages compete with each other.
Appendix
In this appendix, we provide: (1) our estimated cross-price elasticities, (2) comparisons of the sales predictions of the reduced-form demand function we use versus the sales predictions of the discrete-choice demand system,(3) the full set of chosen parameters on the supply side, and (4) details on how we solved the firm's problem. 
Demand estimation

Comparisons of Sales Predictions
Here, we compare the sales predictions for specific vehicles by the log-log demand curve we use in our model and by the discrete-choice demand system we estimate. For these comparisons, we parameterized the log-log demand curve with vehicle-specific elasticities implied by the discrete-choice demand system.
Each table shows the percent difference in predicted sales between the two demand-models for a given (price,variety) pair, holding everything else constant, in the first quarter of the 2003 model year. For example, consider a (price,variety) pair, where both price and variety are 10 percent below the levels observed in the data. For the compact car, the difference in predicted sales is -2.8 percent. Reassuringly, the tables below demonstrate that the log-log demand curve sales predictions are fairly close to those from the discrete-choice demand system. Table 14 lists the per-vehicle material cost parameter, γ, and discount rate 1 1+r , for each market segment.
Supply-side parameters
Solving the firm's problem
Because of the non-convexities in the cost function, we solve for both the optimal level of output and the cost minimizing production schedule through grid search. We allow weekly production, q, to take on values between 0 and 6000 in increments of 50. The grids for D t and S t are set from 1 to 6 and from 0 to 2, respectively, in increments of 1. The plant is closed for the week whenever S t = 0. The shift length, h t , can take on values of 7, 8, 9 or 10. So there are up to 72 feasible production schedules to evaluate for each 121 possible levels of production.
We discretize each inventory grid into 28 points from 0 to 2.25 times the mean monthly inventory stock. The distance between grid points increases with the level of inventories. Thus, the grid points are more densely spaced in the region where the value function has more curvature. For each of the 784 inventory pairs, we maximize the right hand side of equations (10) 
