For Markov Decision Processes with Borel state and action spaces, the computation of optimal policies are known to be prohibitively hard. In addition, networked control applications require remote controllers to transmit action commands to an actuator with low information rate. These two problems motivate the study of approximating optimal policies by quantized (discretized) policies. In this paper, we consider the finite action approximation of stationary policies for a discrete-time Markov decision process with discounted and average costs under a weak continuity assumption on the transition kernel, which is a significant relaxation of conditions required in the earlier literature. Discretized policies are shown to approximate optimal deterministic stationary policies with arbitrary precision. These results are applied to a fully observed reduction of a partially observed Markov decision process.
I. INTRODUCTION
In the theory of Markov decision processes (MDPs), the set of stationary policies; that is, control policies realized by measurable mappings from the state space to the action space, is known to be the smallest structured set that contains a globally optimal policy for a large class of infinite horizon discounted cost or average cost optimal control problems. However, when an analytical solution for an optimal policy is missing, computing such a policy even in this class (e.g., by using value or policy iteration or linear programming algorithms) is in general computationally infeasible for uncountable Borel state and action spaces.
In the networked control literature, the problem of optimal quantization for information transmission from a plant/sensor to a controller for both stabilization and optimization has been studied extensively, see e.g. [1] . However, the problem of transmitting signals from a controller to an actuator has not been studied in detail. In particular, such schemes require a simple encoding/decoding rule since an actuator does not have the computational/intelligence capabilities of a controller to apply the adaptive encoding/decoding rules needed in optimal coding schemes. For this reason, time-invariant uniform quantization is a practically common and a simple encoding rule for controller-actuator communication.
Hence, there is a practical need to approximate optimal stationary policies by policies which are computable and transmittable. With such a motivation, in this paper we investigate the following approximation problem: For uncountable Borel state and action spaces, and weakly continuous transition probability, under what conditions can the optimal performance (achieved by some optimal stationary policy) be arbitrarily well approximated if the controller action set is restricted to be finite?
There are various methods developed in the literature to tackle the approximation problem: approximate dynamic programming, state aggregation, neuro-dynamic programming (or reinforcement learning), simulation-based techniques, etc. We refer reader to [2] - [7] and references therein for a rather comprehensive survey of these techniques.
The main differences between our paper and the relevant literature can be summarized as follows: (i) We investigate the approximation problem for general state and action spaces, while most of the previous works assume discrete (i.e., finite or countable) state and/or action spaces (see, e.g., [2] - [4] ). (ii) Our conditions on the transition probability of the system are weaker than the conditions imposed in prior works that studied general state and action spaces (see, e.g., [5] - [8] ). To more explicitly highlight this difference with an example, consider an additive-noise system given by x n+1 = F (x n , a n ) + v n , n = 0, 1, 2, . . . where X and A are compact subsets of R n and R m , respectively. The noise process {v n } is a sequence of independent and identically distributed (i.i.d.) random vectors. The conditions required in [6] , [8] hold if the noise process has a Lipschitz continuous density and the function F is also Lipschitz in (x, a). Similar assumptions are needed for the conditions in [5] to hold.
October 28, 2014 DRAFT The condition in [7] holds if the noise process admits a continuous density and the function F is continuous in a. However, in our case, the continuity of F in (x, a) is sufficient to imply the weak continuity of the transition probability, and no assumptions are needed on the noise process (not even the existence of a density is required). Hence, our conditions do not restrict the noise model and are satisfied by almost all systems studied in the relevant literature, whereas the conditions in prior work hold only if the noise is well behaved in addition to the continuity of F . This makes our results uniquely applicable to a large class of partially observed Markov decision processes, as we will discuss later in the paper. (iii) We also study the approximation problem for the challenging average cost case, while those works that have considered general state and action spaces mostly studied the discounted or finite horizon costs. (iv) The price we pay for imposing weaker assumptions is that we do not obtain explicit performance bounds in terms of the rate of the quantizer used in the approximations, unlike in [7] where such bounds were derived for transition probabilities that are Lipschitz for the total variation distance.
II. MARKOV DECISION PROCESSES
For a metric space E equipped with its Borel σ-algebra B(E), let C b (E) denote the set of all bounded continuous real functions. For any u ∈ C b (E), let u := sup x∈E |u(x)| which turns C b (E) into a Banach space. Let P(E) denote the set of all probability measures on E. If E is a Borel space (i.e., a Borel subset of a complete and separable metric space), then P(E) is also shown to be a Borel space [9] . A sequence {µ n } of measures on E is said to converge setwise [10] to a measure µ if µ n (B) → µ(B) for all B ∈ B(E). Unless otherwise specified, the term "measurable" will refer to Borel measurability.
We consider a discrete-time Markov decision process (MDP) with state space Z and action space A, where Z and A are Borel spaces. For the sake of simplicity, we assume that the set of admissible actions for any z ∈ Z is A (see Remark 3.2). Let the stochastic kernel η( · |z, a) be the transition probability of the next state given that the previous state-action pair is (z, a) [11].
The one-stage cost function c is a measurable function from Z × A to [0, ∞). The probability measure ξ over Z denotes the initial distribution of the state process. is the point mass at z. A deterministic stationary policy is a constant sequence of stochastic
We denote by S the set of deterministic stationary policies.
According to the Ionescu Tulcea theorem [11] , an initial distribution ξ on Z and a policy ϕ define a unique probability measure P The cost functions to be minimized in this paper are the discounted cost with a discount factor β ∈ (0, 1) and the average cost, respectively:
average cost) for all ξ ∈ P(Z). It is well known that the set S of deterministic stationary policies contains an optimal policy for a large class of infinite horizon discounted cost (see, e.g., [11], [12] ) and average cost optimal control problems (see, e.g., [12] , [13] ). In this case we say that S is an optimal class.
A. Problem Formulation
To give a precise definition of the problem we study in this paper, we first give the definition of a quantizer from the state to the action space.
The elements of q(Z) (the possible values of q) are called the levels of q. The rate R = log 2 |q(Z)| of a quantizer q (approximately) represents the number of bits needed to losslessly encode the output levels of q using binary codewords of equal length. Let Q denote the set of all quantizers from Z to A. A deterministic stationary quantizer policy is a constant sequence ϕ = {ϕ m } of stochastic kernels on A given Z such that ϕ m ( · |z) = δ q(z) ( · ) for all m for some q ∈ Q. For any finite set Λ ⊂ A, let Q(Λ) denote the set of all elements in Q having range Λ and let SQ(Λ) denote the set of all deterministic stationary quantizer policies induced by Q(Λ).
Our main objective is to find conditions on the components of the MDP under which there exists a sequence of finite subsets {Λ n } n≥1 of A for which the following holds:
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for the average cost), provided that the set S of deterministic stationary policies is an optimal class for the MDP.
Note that (P) implies that there exists a near optimal stationary policy making finitely many decisions.
Remark 2.1. In [7] we solved a variant of this problem for the discounted cost under the folowing assumptions: (i) the action space is compact, (ii) the transition probability is setwise continuous in the action variable, and (iii) the one stage cost function is continuous in the action variable. The average cost was also considered under some additional restrictions on the ergodicity properties of Markov chains induced by deterministic stationary policies. In this paper we consider (P)
for problems where the transition probability η is weakly continuous in state-action variables.
An important motivation for considering these conditions comes from the fact that for the fully observed reduction of a partially observed MDP, the setwise continuity of the transition probability in the action variable is a prohibitive condition even for a very simple system as shown below. We refer the reader to Section IV of this paper and [14, Chapter 4] for the basics of POMDPs.
Example 2.1. Consider the system dynamics
where x m ∈ X, y m ∈ Y and a m ∈ A, and where X, Y and A are the state, observation and action spaces, respectively. Here, we assume that X = Y = A = R + and {v m } is a sequence of i.i.d.
random variables uniformly distributed on [0, 1]. It is easy to see that the transition probability is weakly continuous (with respect to state-action variables) and the observation channel that gives the conditional distribution of the current observation given the current state is continuous in total variation (with respect to state variable) for this POMDP. Hence, by [15, Theorem 3.7] the transition probability η of the fully observed reduction of the POMDP is weakly continuous in the state-action variables. However, the same conclusion cannot be drawn for the setwise continuity of η with respect to the action variable as shown below.
Let z denote the generic state variable for the fully observed MDP, where the state variables are probability measures over X. If we define the function F (z, a, y) := Pr{x m+1 ∈ · |z m = z, a m = a, y m+1 = y} from P(X) × A × Y to P(X) and the stochastic kernel H( · |z, a) := Pr{y m+1 ∈ · |z m = z, a m = a} on Y given P(X) × A, then η can be written as
where 1 D denotes the indicator function of an event D. Let us set z = δ 0 (point mass at 0 ∈ X),
Observe that for all k and y ∈ Y, we have F (z, a k , y) = δ 1 k and F (z, a, y) = δ 0 . Define the open set O with respect to the weak topology in P(X) as
where f is the symmetric triangular function between [−1, 1] with f (0) = 1. Observe that we have F (z, a k , y) ∈ O for all k and y, but F (z, a, y) ∈ O for all y. Hence,
This means that η( · |z, a k ) η( · |z, a) setwise. Hence, η does not satisfy the setwise continuity assumption.
III. NEAR OPTIMALITY OF QUANTIZED POLICIES IN MDP
In this section the following assumptions will be imposed for both the discounted cost and the average cost. Later, in Section III-B, we will make additional assumptions for the average cost case.
(a) The one stage cost function c is in
(c) Z and A are compact.
Let d A denote the metric on A. Since A is compact and thus totally bounded, one can find a nested sequence of finite sets
such that for all n, min i∈{1,...,kn}
In other words,
for all n. Let Λ n := {a 1 , . . . , a kn } for all n. In the rest of this paper, we assume that the sequence {Λ n } n≥1 is fixed.
Remark 3.2. If for each z the set of available actions, denoted by A(z), is restricted to be a compact subset of a Borel space A (not necessarily compact), then one can recover all the results in this section by finding a nested sequence of finite sets {a
such that for all n and z, {a
is a 1/n-net in A(z).
A. Discounted Cost
In this section we consider the problem (P) for the discounted cost with a discount factor β ∈ (0, 1). Since β is fixed here, we will write J instead of J β . Define the operator T on
In the literature T is called the Bellman optimality operator. It can be proved that T is a contraction operator with modulus β (see [14, Lemma 2.5]); that is,
Define the function J * as
We call J * the value function of the MDP for the discounted cost. The following theorem is a widely known result in the theory of Markov decision processes (see e.g., [14, Theorem 2.8, p.23]) which holds even without the compactness assumption on the state space. Here and in the rest of this paper ϕ = {f } means that ϕ is a deterministic stationary policy induced by the function f , so we might only write {f } to denote this policy.
Theorem 3.1. Suppose Assumption 1 holds. Then, the value function J * is the unique fixed point in C b (Z) of the contraction operator T , i.e.,
Furthermore, a deterministic stationary policy ϕ * = {f
Finally, there exists a deterministic stationary policy ϕ * = {f * } which is optimal, so it satisfies (4).
Define, for all n ≥ 1, the operator T n (which will be used to approximate T ) by
It is straightforward to show that T n is a contraction operator with modulus β mapping C b (Z) into itself.
We also have T n u ≥ T n+1 u for any u ∈ C b (Z) by the nestedness of the sets {Λ n } n≥1 . Let J * n ∈ C b (Z) denote the fixed point of T n . Using the measurable selection theorem [14, Proposition D.3] it can be proved that there exists a measurable f * n : Z → Λ n such that
Furthermore, one can also prove that (see [14, Lemma 2.6])
Notice that f * n ∈ Q(Λ n ), so the deterministic stationary policy {f * n } is in SQ(Λ n ). The following is the main theorem in this section. Theorem 3.2. Let ξ be any initial distribution. Under Assumption 1, for any given ε > 0 there exists n ≥ 1 and ϕ * ∈ SQ(Λ n ) such that
The proof of Theorem 3.2 requires two lemmas. The first one is about the approximation of
Lemma 3.1. For any u ∈ C b (Z) we have T n u → T u monotonically as n → ∞. Since Z is compact, we also have T n u − T u → 0 by Dini's theorem [16] .
Since the action space A is compact we can approximate f by a sequence {f n } n≥1 of quantizers f n ∈ Q(Λ n ) for all n, in the sense that f n → f uniformly. By the definition of T n we must have
Since T u ≤ T n u for all n, we have
where the last equality follows from the continuity of c and η. This completes the proof.
The next step is to show that the fixed point J * n of T n uniformly converges to the fixed point J * of T .
Proof: We have
Thus, letting n → ∞, the result follows by Lemma 3.1.
Proof of Theorem 3.2:
Recall that J * (z) = J({f * }, z) for all z by Theorem 3.1. Hence, min ϕ∈Φ J(ϕ, ξ) = J({f * }, ξ). By Lemma 3.2, there exists f * n ∈ SQ(Λ n ) for all n such that J({f * n }, · ) → J({f * }, · ) uniformly. Thus, J({f * n }, ξ) → J({f * }, ξ) which implies the result.
B. Average Cost
In this section we consider the problem (P) for the average cost. We will also need the discounted cost which we now denote by J β since the dependence on the discount factor β is needed. Note that since the one stage cost function c is bounded by some L ≥ 0, we must have
and z ∈ Z. In addition to Assumption 1, we impose the following assumption in this section.
Assumption 2.
There exists α ∈ (0, 1) and N ≥ 0, a nonnegative function b on Z and a state z 0 ∈ Z such that, , and {f * } ∈ S such that (ρ * , h, f * ) satisfies the ACOE; that is,
for all z ∈ Z. Moreover, {f * } is optimal and ρ * is the value function, i.e.,
Sketch of the proof:: By Assumption 2-(f) and the Arzela-Ascoli theorem, there exists a subsequence {h β(k l ) } of {h β(k) } which converges uniformly to a continuous and bounded function h. Take the limit in equation [11, (5.4.10)] along this subsequence, i.e., consider
where the exchange of limit and minimum follows from the compactness of A and since Since the action space A is compact, there exists f n ∈ Q(Λ n ) for all n such that f n → f * uniformly. Then, by the weak continuity of η and the continuity of c, we have
pointwise. For each n let f * n ∈ Q(Λ n ) satisfy
The existence of such f n again follows from the measurable selection theorem. Since (10) is upper bounded by the first term in (9) for all n, we must have
monotonically since Λ n ⊂ Λ n+1 , and hence uniformly by Dini's theorem. We now state and prove the main theorem for this section.
Theorem 3.4. Let ξ be any initial distribution. Under Assumptions 1 and 2, for any given ε > 0 there exists n ≥ 1 and ϕ * ∈ SQ(Λ n ) such that
Proof: Fix any ε > 0. Choose n large enough so that the maximum difference between the terms in (11) is less than ε. Hence, for this n, the ACOE gives
for all z ∈ Z. Iteration of the above equation and Assumption 2-(e) yield (see [11, (5.2.23)])
for any policy ϕ. Thus, multiplying both sides by 1 l and taking the limsup, we obtain ρ * + ε ≥ J({f * n }, z). Since ρ * = inf ϕ J(ϕ, z) for all z ∈ Z by Theorem 3.3, this completes the proof.
The assumption that {h β(k) } is equicontinuous is the key in the proof of Theorem 3.4; however, verifying this assumption is difficult in general. Therefore, to find MDPs for which Theorem 3.4
is applicable, it is necessary to find more tractable conditions. One such condition is the geometric ergodicity of the Markov chains induced by deterministic stationary policies; that is, the existence of a continuous function K(z) and a constant κ ∈ (0, 1) such that for all ϕ ∈ S, there is a (necessarily unique) probability measure ν ϕ ∈ P(Z) satisfying λ
z ∈ Z and m ≥ 1, where λ ϕ,z m denotes the law of x m under the policy ϕ and the initial point z. In this situation, it is straightforward to prove that |h
which implies the equicontinuity of {h β }. Note that geometric ergodicity holds under any of the conditions Ri, i ∈ {0, 1, 1(a), 1(b), 2, . . . , 5} in [17] . Another condition is the convexity of the value functions for discounted costs. To be more precise, an MDP is said to be convex [18] It is known that any POMDP can be reduced to a (completely observable) MDP [19] , [20] , whose states are the posterior state distributions or beliefs of the observer; that is, the state at time m is Pr{x m ∈ · |y 0 , . . . , y m , a 0 , . . . , a m−1 } ∈ P(X).
We call this equivalent MDP the belief-MDP. The belief-MDP has the state space Z = P(X) and action space A. The transition probability η of the belief-MDP can be constructed as in Example 2.1 (see also [14] ). The one-stage cost function c of the belief-MDP is given by
Hence, belief-MDP is a Markov decision process with the components (Z, A, η, c). Let us write this as a mapping from Φ to Π:
It is straightforward to
show that the cost function J β (ϕ, ξ) and the cost functionJ β (π ϕ , µ) are the same. One can also prove that (see [19] , [20] ) for any β ∈ (0, 1)
and furthermore, that if ϕ is an optimal policy for belief-MDP, then π ϕ is optimal for the POMDP as well. Hence, the POMDP and the corresponding belief-MDP are equivalent in the sense of cost minimization. We will impose the following assumptions on the components of the original POMDP.
Assumption 3.
(a) The one stage cost function isc ∈ C b (X × A).
(b) The stochastic kernel p( · |x, a) is weakly continuous in (x, a) ∈ X × A.
(c) The stochastic kernel r( · |x) is continuous in total variation, i.e., if
It is known that the set of probability measures is a compact metric space for the weak topology if the space itself is compact. Hence, Z is compact under the Assumption 3-(d). The one stage cost function c, which is defined in (13) , is in However, note that continuity of the observation channel in total variation in Assumption 3 cannot be relaxed to weak or setwise continuity. On the other hand, the continuity of the observation channel in total variation is not enough for the setwise continuity of η. Hence, results from prior work reviewed in Section I cannot be applied to the POMDP we consider even though we have a fairly strong condition on the observation channel. 
V. DISCUSSION
In this paper, we considered the finite action approximation of stationary policies for a discretetime Markov decision process with discounted and average costs under the mild weak continuity assumptions.
One direction for future work is to establish similar converge results when the state space is also discretized, which may give rise to a computationally feasible algorithm that gives a near optimal policy. Another direction is to solve the problem (P) under milder conditions for the average cost, so that it can be applicable to a wider range of belief-MDPs. In this case, a possible solution methodology is to investigate conditions on the POMDP under which the Markov chain arising from the belief-MDP with a stationary policy is ergodic and hence has a unique invariant measure.
