The input data features set for many data driven tasks is high-dimensional while the intrinsic dimension of the data is low. Data analysis methods aim to uncover the underlying low dimensional structure imposed by the low dimensional hidden parameters by utilizing distance metrics that consider the set of attributes as a single monolithic set. However, the transformation of the low dimensional phenomena into the measured high dimensional observations might distort the distance metric, This distortion can effect the desired estimated low dimensional geometric structure. In this paper, we suggest to utilize the redundancy in the attribute domain by partitioning the attributes into multiple subsets we call views. The proposed methods utilize the agreement also called consensus between different views to extract valuable geometric information that unifies multiple views about the intrinsic relationships among several different observations. This unification enhances the information that a single view or a simple concatenations of views provides.
Introduction
Kernel methods constitute of a wide class of algorithms for non-parametric data analysis of massive high dimensional data. Typically, a limited set of underlying factors generates high dimensional observable parameters via a non-linear mapping.
Multi-Dimensional scaling (MDS) [6, 11] has become a basis for many kernel methods.
MDS is used for analyzing and visualizing data, when only pairwise similarities or dissimilarities between data points are observable. The given similarity information is depicted as pairwise distances in a low-dimensional space.
Kernel methods are based on an affinity kernel construction that encapsulates the relations (distances, similarities or correlations) among multidimensional data points. Spectral analysis of this kernel provides an efficient representation of the data that enables its analysis. The non-parametric nature of those methods enables us to uncover hidden structures in the data.
Methods such as Isomap [25] , LLE [20] , Laplacian eigenmaps [1] , Hessian eigenmaps [8] and local tangent space alignment [27, 28] extend the MDS paradigm by considering the manifold assumption. Under this assumption, the data is assumed to be sampled from an intrinsic low dimensional manifold that captures the dependencies between observable parameters. The corresponding spectral-based embedded spaces computed by these methods identify the geometry of the manifold that incorporates the underlying factors in the data.
Similarity assessments between members in datasets is a crucial task for the analysis of any dataset. Important and popular kernel methods such as the methods discussed above utilize similarity metrics that is based on the l 2 norm between features. For example, the widely used Gaussian kernel is based on a scaled l 2 norm between multidimensional data points. In many cases, the given dataset includes redundant features that relate to the underlying factors via an unknown transformation.
Since the unknown transformation function may have zero derivatives, similarity between transformed data points might be a distorted version of the similarity between the underlying factors. Furthermore, the transformation may be done in the presence noise, which add additional distortion to the similarity assessment. The utilization of this distorted similarity for kernel based data analysis may fail to uncover the desired geometry for the analysis.
In this paper, we propose two methods for high dimensional data analysis that aim to compensate for the distortions induced by the transformation to the similarity assessment.
Both methods consider subsets of features, where each subset is defined as a view, to compute similarity assessment for each view and the agreement between all the computed similarities.
Furthermore, we utilize this agreement to estimate the corresponding inaccessible pairwise similarities of the underlying factors.
Learning from several views has motivated various studies that have focused on classification and clustering that are based on the spectral characteristics of multiple datasets.
Among these studies are Bilinear Model [9] and Canonical Correlation Analysis [4] . These methods are effective for clustering but neither provide a low dimensional geometry nor a structure for each view. An approach similar to Canonical Correlation Analysis [4] , which seeks a linear transformation that maximizes the correlation among the views, is described in [2] . Data modeling by a bipartite graph is given in [7] . Then, based on the 'minimumdisagreement' algorithm, [7] partitions the dataset. Recently, a few kernel-based methods propose a model of co-regularizing kernels in both views [12] . It is done by searching for an orthogonal transformation, which maximizes the diagonal terms of the kernel matrices obtained from all views, by adding a penalty term that incorporates the disagreement among the views. A mixture of Markov chains is proposed in [29] to model the multiple views in order to apply spectral clustering. A way to incorporate given multiple metrics for the same data using a cross diffusion process is given in [26] . Again, the applicability of the suggested approach is limited only for a clustering task.
This work considers the following cases that depend on the given data:
1. The data consists of time instances that are the result by a dynamical process; 2. The covariance at each neighborhood of a multidimensional data point is accessible.
In the first case, we assume that the data is generated by a dynamical process that operates on a low dimensional manifold such as in [10, 19, 16, 15, 17] to name some. Another interesting and relevant approach is described in [22, 21] , which is a spectral approach for solving linear and non-linear Independent Component Analysis (ICA) problems. This work assumes that the data is generated by a dynamical processes in order to obtain a unique solution to a general ill-posed non-linear ICA problem. This assumption enables us to compute the local Jacobian-based distortion metric induced by a non-linear transformation that maps the parameter space into an observable space. As shown in [21] , a spectral approach for solving the non-linear ICA problem can then be employed by using the Jacobian-based metric to construct a diffusion kernel. The eigenvectors of the constructed kernel, which can be chosen as proposed in [21] , represent the data in terms of its independent parameters. Several applications for this approach are described in [24, 13] . The dynamical process assumption allows to isolate a common process across views. The uncommon dynamical processes are regarded as interference.
In the second case, we assume to have some knowledge about the data points that allows us to compute the covariance matrix of the local neighborhood at each data point. In this case, we utilize the existence of the relation between the Mahalanobis distances [18] in the extrinsic domain and the Mahalanobis distances in the intrinsic domain. Furthermore, we utilize this relation to define a similarity distance that considers the inherent structure in different views.
The paper has the following structure. Section 2 provides the problem formulation of the multi-view embedding. Section 3 details the multi-view analysis for dynamical processes.
The analysis of a dataset with an assumed accessible covariance matrix per neighborhood is described in Section 4. Section 5 presents numerical examples. Section 6 provides concluding remarks and future work directions. M whose data points were sampled as in [5, 14, 20, 25] . The computed kernel describes a measure of data points pair-wise similarity. The Euclidean norm-based similarity metric between two data points x i , x j ∈ M is given by
Problem Formulation
where ε is the kernel width and h : R → R is a function designed such that the kernel matrix is symmetric and positive semi-definite. However, instead of using the measured features for the similarity assessment in Eq. 2.1, we want to replace the Euclidean norm x i − x j with the Euclidean norm θ i −θ j , θ i , θ j ∈ R d that corresponds directly to the similarity between the inaccessible corresponding controlling parameters instances.
In this paper, we approximate the Euclidean distance θ i − θ j (or the corresponding Mahalanobis distance) by utilizing the redundancy in the feature space. In order to quantify the relation between the approximated distance and the actual one, we introduce the notion of a View, which is given in Definition 2.1. Under the multi-view formulation, by selecting ζ subsets of features from the features of M we generate ζ views of M , 1 ≤ l ≤ ζ. Let x i be the concatenation of the ζ views such
We further assume that the lth view is the outcome of the function
is the k l -dimensional view-specific controlling parameters.
Our goal in this work is to find a function G : R
where ε i is adapted to the characteristics of the lth view and K ε is defined in Eq. 2.1. We call this kernel the multi-view kernel.
We aim to find the underlying intrinsic geometry of M. By identifying the consensus between the ζ views, we are able to approximate a kernel that is related to the inaccessible controlling parameters θ i .
Multi-View of Dynamical Process
In this section, we analyze multi-views generated by a dynamical system. The following analysis extends the work of [22] and adapts the generic state-space formalism from [22, 24] to a variety of applications. We assume that the data points in M are the outputs from non-linear functions of independent stochastic Itö processes. Assume that θ i are samples from the Itö process θ such that
where t i is a time instance. The dynamics of this process is described by normalized stochastic differential equations of the
where a r ≤ ∞ are the unknown drift coefficients and w r are the independent white noises.
For simplicity, we consider here processes that were normalized to have a unit variance noises.
The d-dimensional vector θ i is inaccessible. We observe its non-linear noisy mapping
where f l is assumed to be differentiable, bi-Lipschitz and
sample from an Itö process that is given by
We consider ψ l as an underlying interference process that corrupts the lth view. The following corollary quantify the probability of each independent process ψ r l to return to its starting point after time T ≤ ∞.
Corollary 3.1. Let ψ r i,l and ψ r j,l be two rth elements of the k l -dimensional sample from ψ l,i , where without loss of generality i > j and t i − t j = T . Then, for every ε 1 > 0 we have
Proof. From the definition of the Itö process we have
where the first integral on the right is a Riemann integral and the second is an Itö integral.
Since a r and T are bounded, the integral on the drift component is bounded from above as
The Itö integral is a random variable with Z
Hence, for every ε 1 > 0 there exists ε 2 > 0 for which the density of {Z||Z| ≤ |B max |} is larger then ε 2 . Furthermore, for every instance of B a we have
In the multi-view perspective, the intrinsic controlling parameters, which are common to all the views, are considered by θ i and the intrinsic controlling parameters, which are specific to the lth view, are denoted by ψ i,l . We call θ i the intrinsic parameters of the consensus for the ith sample.
We assume that the data points in M reside on several patches located on the low dimensional underlying manifold. On the other hand, if the data is spread sparsely over the manifold in the high-dimensional ambient space, then the application of an affinity kernel to the data will not reveal any patches/clusters. In this case, the data is too sparse to represent or identify the underlying manifold structure and the only available processing tools are variations of nearest-neighbor-type algorithms. Therefore, data points on a low-dimensional manifold in a high-dimensional ambient space can either reside in locally-defined patches and then the methods in this paper are applicable to it, or scattered sparsely all over the manifold and thus there is no detectable coherent physical phenomenon that can provide an underlying explanation for it.
Given multi-view measurements, the dynamics of the consensus θ process can be identified and its underlying geometry is revealed as described below. Each view x i,l satisfies the stochastic dynamics given by the Itö Lemma for i = 1, ..., n, and l ≤ ζ such that
The accessible (r, k)th elements of the m l × m l covariance between the samples of the lth
, is given by
where k, r = 1, . . . , m l . We utilize the fact that E dw k dw r = 0 for k = r since the dw r is independent of dw k in this case. The covariance matrix can be reformulated in a matrix form as a function of the corresponding Jacobian
Lemma 3.2. Let x i,l be a noisy measurement of an Itö process according to Eq. 3.2. Let x i,l and x j,l be two data points from the lth view and let δ > 0 be a given threshold. Furthermore, assume that the interference in the lth view ψ i,l is independent of both the interference of any other view and independent of θ i . As the number of views ζ grows, the minimal Mahalanobis distance (over the entire set of views) approaches the Euclidean distance between the corresponding governing parameters as follows:
10)
and where C x i,l and C x j,l are the covariances matrices that correspond to the lth view from data points x i,l and x j,l , respectively.
Proof. From the assumption that f l bi-Lipschitz, f l has an inverse function g l : R
The relation between the Jacobian and the covariance matrix in Eq. 3.9 is proposed in [22] to approximate the distance between the governing parameters using a single l-th view under no-noise assumption. We reformulate this relation to consider a noise process. Expanding the function g l (ν l ) in Taylor series at the point
3 ). Similarly, the noise process elements where
Expanding the function g l (ν l ) in Taylor series at the point ν l = x i,l gives for 1 ≤ r ≤ d,
Similarly, the noise process elements at the point ν l = x i,l gives for 1
Using Eqs. 3.12 and 3.14 to compute θ i − θ j and by averaging between the two results to remove all the third order terms yield,
where
Furthermore, using Eqs. 3.13 and 3.15 to compute ψ i,l − ψ j,l and averaging between the two results such that all the third order terms are removed such that,
where J ψ i,l ,l is a m l × k l matrix that holds the partial derivative of g l (ν l ) as
From Eq. 3.10 and from the definition of J l,θ i and J l,ψ i and using the bi-Lipschitz assumption on the function f l we get
The noise processes ψ i,l and ψ j,l are independent and contribute a non-negative distortion to the desired distance.
Furthermore, from Corollary 3.1, we have P |ψ
Hence, as the number of independent views ζ grows, the probability for not finding a view where
Hence for every ε 4 > 0 we have ζ > 0 such that, 21) and the proof completes. 1: for l = 1 to ζ and 1 ≤ i, j ≤ n do Compute C x i,l 1 ≤ i ≤ n using Eq. 3.8
where G () is the minimization over ζ views 
Dataset with an accessible covariance matrix
In this section, we propose a multi-view kernel K ε and a function G from Eq. 2.2 for a dataset M with an accessible covariance matrix at each data point. The covariance matrix is computed locally. An example of such a dataset is a dataset that is generated by extracting features from a time series. The extracted features are sorted according to the relative sampling time that is neighbors for the covariance computation. However, we assume that the given dataset enables us to compute the covariance matrix. Our goal is to approximate the kernel affinities between data points based on multiple views of the transformed intrinsic space. Following Section 2, we assume that the lth view is the outcome of an almost every-
, where in this section we assume that θ i are not necessarily an Itö process and k l = 0 . Hence, a data point of each view is strictly a function of the intrinsic parameters in the consensus f l :
The dimension m l of the l-view is assumed to be higher than the dimension d of the intrinsic parametric space. Furthermore, the covariance matrix maximal rank is equal to the intrinsic dimension d. Therefore, we use the Moore-Penrose pseudoinverse to compute the Mahalanobis distance for i, j = 1, . . . , n, l = 1, . . . , ζ, as
The Mahalanobis distance enables us to compare data points in the intrinsic space by comparing data points in the ambient space as Lemma 4.1 suggests.
Lemma 4.1. Let f l be a bi-Lipschitz transformation such that x i,l = f l (θ i ) and x j,l = f l (θ j ) two data points from M l . Then,
Proof. The function f l is expanded into the first order Taylor near the point θ i such that
where J x i,l ,l is the Jacobian of f l (θ i ). By using Eqs. 4.3 and 4.1, we get
The term O(φ 3 ) was canceled due to the symmetrization in Eq. 4.4. Assume that the rank of J x i,l ,l is equal to the rank of C θ i and C θ i is a full rank. By using m ≥ d we get
that can be rewritten as
According to Lemma 4.1, for a small distance φ, the Mahalanobis distance
is approximately the same in each view l such that d m (
The result proven in Lemma 4.1, is valid only if the following assumption hold
• The function f l is bi-Lipschitz
• The rank of J x i,l ,l , equals to the intrinsic dimension d
If the first assumption fails at point x i,l , the function f l is not bi-Lipschitz and thus for every
If the second assumption fails at point x i,l , the rank of J x i,l ,l is strictly smaller than d,
In the following we suggest to validate the above assumption by finding the minimal distance while constraining the estimated covariances
that are used for the distance estimation to have a local rank that is larger than the intrinsic dimension.
Estimating the intrinsic dimensionality d of a dataset has gained considerable importance recently. Proposed estimation methods utilize local distances and angles [3] . In the following we utilize local PCA to estimate d [23] . This method is more naturally integrated in the proposed algorithm, Algorithm 4.1. Output: Approximated K ε (θ i , θ j ).
Compute κ (i, l) as the number of singular values of C x i,l that are larger than γ.
Calculate d m ( x i,l , x j,l ) using Eq. 4.1 .
6:
where G () is the find maximum operation.
8: end for
The first step in Algorithm 4.1 is to compute the local covariance with computational
where N is the number of neighbors. This step is done n times. In the second step the algorithm computes the numerical rank of C x i,l , 1 ≤ i ≤ n. This step has a computational complexity cost of O (nm 3 l ). Next, the intrinsic dimension is estimated by the median of κ(j, l) over 1 ≤ i ≤ n, 1 ≤ l ≤ ζ with computational complexity of O (nζ). The final step is to compute the kernel. This computation is done by first 
Experimental Results
This section describes two examples that demonstrate how the multi-view approaches are used. The first example describes an embedding of a dataset that consists of several Itö processes in the presence of noise. We show that we can single out the consensus from the noisy measurements using the method in Section 3. The second example describes a dataset embedding that consists of several views with an accessible covariance matrix. In this case, we show the advantage of the multi-view-based embedding from Section 4. It is compared to the embedding of a corresponding single-view dataset that its features are a concatenation of all feature subsets from all the views.
Noisy Multi-Views with Consensus
As a numerical example for the process described in Section 3, we consider the Brownian motion (θ We measured each view x i,l , i = 1, . . . , n, through a non-linear transformation by, is used to estimate the pairwise distance between intrinsic points of the consensus θ i and θ j i, j = 1, . . . , n, asK
where ε = 0.02. This construction is given in Eq. 3.19 and it fits the conditions of the described experiment. The more views we have, the accuracy of the estimated pair-wise affinities improves. Let K ε (θ i , θ j ) = exp
be the inaccessible and anisotropic ground truth kernel. The quality factor Q of the K ε approximation ofK ε is measured by the relative error in Frobenius norm According to [22] , the anisotropic kernel K ε converges to the Fokker-Planck operator. shows that although the parametric manifold was sampled in the presence of noise and an unknown non-linear transformation, for i < 9 the approximation is done with relatively small error. However, for i > 9 the error is larger and more views maybe needed to reduce the error. 
Multi-views with an accessible covariance matrix
Prior to the demonstration of the performance of Algorithm 4.1, we evaluate the approximation of the Mahalanobis distance in the inaccessible feature space using Eq. 4.2. First, we generate a 3-dimensional manifold using the following equation
Helix :
where the intrinsic governing parameters θ i , i = 1, . . . , n = 20, 000, is generated by θ i that are uniformly drawn from [0, 2π]. The generated manifold is presented in Fig. 5 .5. The empirical covariance matrix in Eq. 4.1 depends on the neighbors of each data point.
Denote by ε r > 0 the neighborhood radius used by the covariance matrix computation at each point. The average error of the approximation in Eq. 4.1 is presented in Fig. 5 .6, where the average is taken over 100 repeated simulations. It is evident that the errors for both datasets diminish as ε r increases and the number of neighbors increase. As a result, the covariance matrix approximation improves and with it the similarity between both
Mahalanobis distances in the ambient space and the corresponding Mahalanobis distances in the parametric space.
In the rest of this section, the approximation of the affinity measure is evaluated. ζ = 10 views are generated to evaluate the performance of Algorithm 4.1. All the views are 3-dimensional that are based on one underlying angular parameter denoted by θ i ∈ R, i = 1, . . . , n. The 10 views are generated by the application of the following function Helix III: 
Conclusions
This paper presents a kernel construction scheme that designs kernels by approximating the similarity between intrinsic parameters that are common to multiple subset of features (also 
