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Abstract. A general method is given for constructing sets of sufficient linear
conditions that ensure convexity of a polynomial in Bernstein–Be´zier form on a
triangle. Using the linear conditions, computational methods based on macro-
element spline spaces are developed to construct convexity preserving splines
over triangulations that interpolate or approximate given scattered data.
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§1. Introduction
The problem of constructing convex surfaces interpolating or approximating given
scattered data has been investigated in a string of papers. Convexity preserving
methods have been developed for a wide range of function classes, e.g., macro-
element splines defined on triangulations [1,4,7,17,30,32,34,39] and quadrangula-
tions [27,33], tensor-product splines [16,23], and certain other smooth functions
[3,29].
Polynomial spline functions are often represented in Bernstein–Be´zier form.
Therefore, an important subproblem is to find sets of (sufficient) convexity condi-
tions for polynomials in Bernstein–Be´zier representation. Particular sets of linear
convexity conditions have been derived in [6,8,26,31]; sets of nonlinear conditions
have been described in [9,38], and methods based on convexity of the control net
and subdivision can be found in [15,18,20,21].
The purpose of this paper is twofold. Our first aim is to describe a general
method for constructing sets of sufficient linear conditions that ensure convexity of
a polynomial written in Bernstein–Be´zier form on a triangle. The method, which is
based on blossoming, can be used to create nested sequences of weaker and weaker
conditions, including all of the known sets of linear conditions. Our second aim is
to develop explicit convexity preserving interpolation and approximation methods
using the linear convexity conditions together with certain macro-element spline
spaces defined on triangulations.
The paper is organized as follows. In Sect. 2 we discuss conditions on the B-
coefficients of a polynomial to ensure its convexity. This section contains our main
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theoretical results. Sect. 3 is devoted to convexity of splines defined on triangula-
tions and the description of macro-element based methods involving minimizing an
appropriate quadratic functional subject to side conditions. Numerical examples
are presented in Sect. 4. We conclude the paper with remarks and references.
§2. Convexity of polynomials in Bernstein–Be´zier form
As is well known (cf. Sect. 2.3 of [28]), any polynomial p of degree d defined on a
triangle T := 〈v1, v2, v3〉 can be written in Bernstein–Be´zier (B-) form as
p(x, y) =
∑
i+j+k=d
cijkB
d
ijk(x, y), (2.1)
where
Bdijk(x, y) =
d!
i!j!k!
βi1β
j
2β
k
3
are the Bernstein polynomials of degree d, and β := (β1, β2, β3) are the barycentric
coordinates of (x, y) relative to the triangle T . Let u be any direction vector in IR2,
say
u = η2(v2 − v1) + η3(v3 − v1).
Then (see Sect. 2.6 of [28]),
D2up(x, y) = d(d− 1)
∑
i+j+k=d−2
(
3∑
ν=2
3∑
µ=2
ην ηµ∆ν1∆µ1cijk
)
Bd−2ijk (x, y),
where ∆νµ is the difference operator along direction vν − vµ. Thus, for example,
∆21cijk = ci,j+1,k − ci+1,j,k,
∆221cijk = ci,j+2,k − 2ci+1,j+1,k + ci+2,j,k,
∆21∆31cijk = ci,j+1,k+1 − ci+1,j+1,k − ci+1,j,k+1 + ci+2,j,k.
The polynomial p is convex on T if and only if D2up(x, y) ≥ 0 for all (x, y) ∈ T
and for any direction u. Thus, a sufficient condition to ensure convexity is that the
matrix
Aijk =
[
∆221cijk ∆21∆31cijk
∆21∆31cijk ∆231cijk
]
(2.2)
be nonnegative definite for each i+ j + k = d− 2, see Theorems 3.14 and 3.15 in
[28]. This condition is equivalent to
∆221cijk ≥ 0, ∆231cijk ≥ 0, (∆221cijk)(∆231cijk)− (∆21∆31cijk)2 ≥ 0, (2.3)
for i+ j + k = d− 2. This condition is also a necessary condition for quadratic and
cubic polynomials.
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2.1. Linear conditions for convexity
The conditions in (2.3) for a polynomial p to be convex are nonlinear. In this
subsection we derive some alternative sufficient conditions that are linear. First
we need a technical lemma concerning the matrices Aijk appearing in (2.2). Fix
i+ j + k = d− 2, and let
qm(t) := amt2 + 2bmt(1− t) + cm(1− t)2, m = 1, 2, 3, (2.4)
with
a1 := ∆221cijk, b1 := ∆21∆31cijk, c1 := ∆
2
31cijk, (2.5)
a2 := ∆232cijk, b2 := ∆32∆12cijk, c2 := ∆
2
12cijk, (2.6)
a3 := ∆213cijk, b3 := ∆13∆23cijk, c3 := ∆
2
23cijk. (2.7)
Note that the am, bm, and cm all depend on i, j, k, but for simplicity, we have not
incorporated this into the notation. For later use, we observe that
a1 = c2, a2 = c3, a3 = c1, (2.8)
and
a1 − b1 = b2, a2 − b2 = b3, a3 − b3 = b1. (2.9)
Lemma 2.1. The matrix Aijk in (2.2) is nonnegative definite if and only if qm(t) ≥
0 for m = 1, 2, 3 and all 0 ≤ t ≤ 1.
Proof: By definition, Aijk is nonnegative definite if and only if
q(η1, η2) := a1η12 + 2b1η1η2 + c1η22 ≥ 0, all (η1, η2) ∈ IR2. (2.10)
The inequality is trivial for η1 = η2 = 0. For convenience, we now divide IR2\{(0, 0)}
into the following three subsets:
R1 := {(η1, η2) ∈ IR2 \ {(0, 0)} : η1η2 ≥ 0},
R2 := {(η1, η2) ∈ IR2 \ R1 : η2 ≥ −η1 & η1 > 0, or η2 ≤ −η1 & η1 < 0},
R3 := {(η1, η2) ∈ IR2 \ R1 : η2 < −η1 & η1 > 0, or η2 > −η1 & η1 < 0}.
Then with s1 := η1/(η1 + η2), we have
q(η1, η2) = (η1 + η2)2(a1s12 + 2b1s1(1− s1) + c1(1− s1)2) = (η1 + η2)2q1(s1),
and so (2.10) holds for all (η1, η2) ∈ R1 if and only if q1(t) is nonnegative for
0 ≤ t ≤ 1. Similarly, setting s2 := (η1 + η2)/η1 and using (2.8)–(2.9), we have
q(η1, η2) = η12(a1 − 2b1(1− s2) + c1(1− s2)2)
= η12(a1s22 + 2(a1 − b1)s2(1− s2) + (a1 − 2b1 + c1)(1− s2)2)
= η12(c2s22 + 2b2s2(1− s2) + a2(1− s2)2) = η21q2(1− s2).
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Thus, (2.10) holds for all (η1, η2) ∈ R2 if and only if q2(t) is nonnegative for
0 < t ≤ 1. Finally, with s3 := (η1 + η2)/η2, we get
q(η1, η2) = η22(a1(1− s3)2 − 2b1(1− s3) + c1)
= η22(c1s32 + 2(c1 − b1)s3(1− s3) + (a1 − 2b1 + c1)(1− s3)2)
= η22(a3s32 + 2b3s3(1− s3) + c3(1− s3)2) = η22q3(s3).
It follows that (2.10) holds for all (η1, η2) ∈ R3 if and only if q3(t) is nonnegative
for 0 < t < 1. To complete the necessity part of the proof, we need to show that if
Aijk is nonnegative definite, then q2(0) ≥ 0, q3(0) ≥ 0 and q3(1) ≥ 0. This follows
from q2(0) = q1(1), q3(0) = q2(1), and q3(1) = q1(0).
We are now ready to derive rather general linear conditions that imply the
convexity of p. The construction is inspired by ideas in [23], and is based on
blossoming. In particular, we consider the blossoms rm of the quadratic polynomials
qm in (2.4). Recall that these are the unique bivariate symmetric multi-affine
polynomials such that rm(t, t) = qm(t) for all t, see [37]. In particular, for m =
1, 2, 3,
rm(t1, t2) := amt1t2 + bm(t1(1− t2) + t2(1− t1)) + cm(1− t1)(1− t2), (2.11)
where the coefficients am, bm and cm are as in (2.5)–(2.7).
Theorem 2.2. Given arbitrary strictly positive integers n1, n2, and n3, let X :=
{xl}n1l=0, Y := {yl}n2l=0, and Z := {zl}n3l=0, where
0 = x0 < x1 < · · · < xn1 = 1,
0 = y0 < y1 < · · · < yn2 = 1,
0 = z0 < z1 < · · · < zn3 = 1.
Then the conditions
r1(xl−1, xl) ≥ 0, l = 1, . . . , n1,
r2(yl−1, yl) ≥ 0, l = 1, . . . , n2, (2.12)
r3(zl−1, zl) ≥ 0, l = 1, . . . , n3,
imply that the matrix Aijk in (2.2) is nonnegative definite.
Proof: We shall apply Lemma 2.1. We need to show that the quadratic polyno-
mials q1, q2, and q3 appearing in the lemma are nonnegative on [0, 1]. We begin by
showing that the conditions (2.12) imply
r1(xl, xl) ≥ 0, l = 0, . . . , n1,
r2(yl, yl) ≥ 0, l = 0, . . . , n2, (2.13)
r3(zl, zl) ≥ 0, l = 0, . . . , n3.
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We first deal with the extreme values of l. To this end, note that
r1(xn1 , xn1) = r2(y0, y0) = a1,
r2(yn2 , yn2) = r3(z0, z0) = a2,
r3(zn3 , zn3) = r1(x0, x0) = a3.
We claim that the am, m = 1, 2, 3, are nonnegative. Using (2.9), we have
r1(xn1−1, xn1) = a1xn1−1 + b1(1− xn1−1) = a1 − b2(1− xn1−1).
Then by (2.12),
a1 ≥ b2(1− xn1−1).
If n2 = 1, then b2 = r2(y0, y1) ≥ 0, and it follows that a1 ≥ 0. If n2 > 1, then
0 ≤ r2(y0, y1) = b2y1 + a1(1− y1), which implies that
a1 ≥ |b2|min
{
1− xn1−1,
y1
1− y1
}
≥ 0.
A similar proof shows that a2 ≥ 0 and a3 ≥ 0.
To see that r1 satisfies (2.13) for l = 1, . . . , n1 − 1, we use (2.12) along with
the fact that r1 is symmetric and multi-affine, i.e.,
r1(xl, xl) =
xl+1 − xl
xl+1 − xl−1 r1(xl−1, xl) +
xl − xl−1
xl+1 − xl−1 r1(xl, xl+1) ≥ 0,
for l = 1, . . . , n1 − 1. A similar argument shows that rm satisfies (2.13) for l =
1, . . . , nm − 1 for m = 2, 3.
We are now in a position to show that the polynomial q1 is nonnegative on
[0, 1]. Fix 1 ≤ l ≤ n1, and let q1,l be the restriction of q1 to the interval [xl−1, xl].
Since r1 is the blossom of q1, it follows that q1,l can be written in B-form with
B-coefficients r1(xl−1, xl−1), r1(xl−1, xl) and r1(xl, xl). But by (2.12) and (2.13),
these B-coefficients are nonnegative, and we conclude that q1 is nonnegative on
[xl−1, xl]. Since this holds for l = 1, . . . , n1, we conclude that q1 is nonnegative on
[0, 1]. A similar argument applies to q2 and q3.
It is easy to see that all conditions in (2.12) depend linearly on cijk.
Corollary 2.3. Suppose that in Theorem 2.2 we choose X = Y = Z to be sym-
metric around 1/2. Then the set of conditions (2.12) is symmetric with respect to
bm, m = 1, 2, 3.
Proof: By (2.8)–(2.9) and the definition of rm, the symmetry of the conditions
follows.
The symmetry in the corollary implies that the set of conditions will not change
if the indices (1, 2, 3) in the difference operators are replaced by any permutation
of (1, 2, 3).
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Corollary 2.4. Suppose X ⊂ X˜ , Y ⊂ Y˜ and Z ⊂ Z˜. Then the convexity con-
ditions (2.12) generated by the sets X˜ , Y˜ and Z˜ are weaker than the conditions
generated by the sets X , Y and Z.
Proof: The control polygons generated by X˜ , Y˜ and Z˜ are closer to their corre-
sponding polynomials qm(t), m = 1, 2, 3, than the control polygons generated by
X , Y and Z.
2.2. Some particular sets of sufficient conditions for convexity
In this section we present several corollaries of Theorem 2.2 which show that our
conditions for the convexity of a polynomial patch subsume the known linear con-
ditions in the literature.
Corollary 2.5. Suppose p is a polynomial in B-form as in (2.1) with coefficients
satisfying
∆21∆31cijk ≥ 0, ∆32∆12cijk ≥ 0, ∆13∆23cijk ≥ 0, (2.14)
for all i+ j + k = d− 2. Then the corresponding surface patch is convex on T .
Proof: We apply Theorem 2.2 with X = Y = Z = {0, 1}. Then rm(0, 1) = bm for
m = 1, 2, 3, and the claim follows.
These conditions were first observed in [8]. They can be interpreted as requiring
the convexity of the control net associated with p.
Corollary 2.6. Suppose p is a polynomial in B-form as in (2.1) with coefficients
satisfying
(∆21 +∆31)∆31cijk ≥ 0, ∆21(∆21 +∆31)cijk ≥ 0,
∆32∆12cijk ≥ 0, ∆13∆23cijk ≥ 0, (2.15)
for all i+ j + k = d− 2. Then the corresponding surface patch is convex on T .
Proof: We apply Theorem 2.2 with X = {0, 1/2, 1} and Y = Z = {0, 1}. Then we
get r1(0, 1/2) = (b1+c1)/2 ≥ 0, r1(1/2, 1) = (a1+b1)/2 ≥ 0, and rm(0, 1) = bm ≥ 0
for m = 2, 3.
By (2.9) it follows that (2.15) is equivalent to
∆221cijk ≥ |∆21∆31cijk|, ∆231cijk ≥ |∆21∆31cijk|.
These conditions (first given in [26]) imply that the matrices Aijk in (2.2) are weakly
diagonally dominant.
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Corollary 2.7. Suppose p is a polynomial in B-form as in (2.1) with coefficients
satisfying
(∆21 +∆31)∆31cijk ≥ 0, ∆21(∆21 +∆31)cijk ≥ 0,
(∆32 +∆12)∆32cijk ≥ 0, ∆32(∆32 +∆12)cijk ≥ 0,
(∆13 +∆23)∆23cijk ≥ 0, ∆13(∆13 +∆23)cijk ≥ 0, (2.16)
for all i+ j + k = d− 2. Then the surface patch associated with p is convex on T .
Proof: We apply Theorem 2.2 with X = Y = Z = {0, 1/2, 1}. Then we get
rm(0, 1/2) = (bm + cm)/2 ≥ 0 and rm(1/2, 1) = (am + bm)/2 ≥ 0 for m = 1, 2, 3.
Using (2.9) the inequalities in (2.16) can be reformulated as
(2∆21∆31 +∆13∆23)cijk ≥ 0, (2∆21∆31 +∆32∆12)cijk ≥ 0,
(2∆32∆12 +∆21∆31)cijk ≥ 0, (2∆32∆12 +∆13∆23)cijk ≥ 0,
(2∆13∆23 +∆32∆12)cijk ≥ 0, (2∆13∆23 +∆21∆31)cijk ≥ 0,
which are the conditions found in [6]. From Corollary 2.4 it directly follows that
this set of linear conditions is weaker than the ones in Corollaries 2.5 and 2.6.
Corollary 2.8. Suppose p is a polynomial in B-form as in (2.1) with coefficients
satisfying
(∆21 + 2∆31)∆31cijk ≥ 0, (∆221 + 3∆21∆31 + 2∆231)cijk ≥ 0,
∆21(2∆21 +∆31)cijk ≥ 0, (2∆221 + 3∆21∆31 +∆231)cijk ≥ 0,
(∆32 + 2∆12)∆12cijk ≥ 0, (∆232 + 3∆32∆12 + 2∆212)cijk ≥ 0,
∆32(2∆32 +∆12)cijk ≥ 0, (2∆232 + 3∆32∆12 +∆212)cijk ≥ 0,
(∆13 + 2∆23)∆23cijk ≥ 0, (∆213 + 3∆13∆23 + 2∆223)cijk ≥ 0,
∆13(2∆13 +∆23)cijk ≥ 0, (2∆213 + 3∆13∆23 +∆223)cijk ≥ 0, (2.17)
for all i+ j + k = d− 2. Then the corresponding surface patch is convex on T .
Proof: We apply Theorem 2.2 with X = Y = Z = {0, 1/3, 1/2, 2/3, 1}. Then
we get rm(0, 1/3) = (bm + 2cm)/3 ≥ 0, rm(1/3, 1/2) = (am + 3bm + 2cm)/6 ≥ 0,
rm(1/2, 2/3) = (2am + 3bm + cm)/6 ≥ 0 and rm(2/3, 1) = (2am + bm)/3 ≥ 0 for
m = 1, 2, 3.
By (2.9) the first two inequalities in (2.17) are equivalent to
(3∆21∆31 + 2∆13∆23)cijk ≥ 0, (6∆21∆31 + 2∆13∆23 +∆32∆12)cijk ≥ 0.
The remaining conditions can be reformulated in a similar way, and we obtain the
conditions derived in [31]. By Corollary 2.4 this set of conditions is weaker than
(2.16). The symmetry is implied by Corollary 2.3.
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2.3. A recurrence relation
Suppose the set X = {xl}n1l=0 in Theorem 2.2 is replaced by X˜ = X ∪ {x˜k} with
xk−1 < x˜k < xk. Then all linear conditions r1(xl−1, xl) ≥ 0 will be retained, except
for l = k. The condition r1(xk−1, xk) ≥ 0 will be replaced by the pair of weaker
conditions
r1(xk−1, x˜k) ≥ 0, r1(x˜k, xk) ≥ 0.
Both conditions can be written in terms of the original ones. Since r1 is symmetric
and multi-affine, it follows that for any 2 ≤ k ≤ n1,
r1(xk−1, x˜k) =
xk − x˜k
xk − xk−2 r1(xk−2, xk−1) +
x˜k − xk−2
xk − xk−2 r1(xk−1, xk), (2.18)
and for k = 1,
r1(x0, x˜1) =
x1 − x˜1
x1 − x0 r1(x0, x0) +
x˜1 − x0
x1 − x0 r1(x0, x1)
=
x1 − x˜1
x1
c1 +
x˜1
x1
r1(x0, x1). (2.19)
Similarly, for any 1 ≤ k ≤ n1 − 1,
r1(x˜k, xk) =
xk+1 − x˜k
xk+1 − xk−1 r1(xk−1, xk) +
x˜k − xk−1
xk+1 − xk−1 r1(xk, xk+1), (2.20)
and for k = n1,
r1(x˜n1 , xn1) =
xn1 − x˜n1
xn1 − xn1−1
r1(xn1−1, xn1) +
x˜n1 − xn1−1
xn1 − xn1−1
r1(xn1 , xn1)
=
1− x˜n1
1− xn1−1
r1(xn1−1, xn1) +
x˜n1 − xn1−1
1− xn1−1
a1. (2.21)
Formulae (2.18)–(2.21) can also be used when multiple knots x˜ki , i = 1, . . . , n˜,
are inserted simultaneously, on condition that there is at most one new knot per
interval (xl−1, xl). Analogous expressions can be obtained if the sets Y and Z are
extended.
2.4. A geometric interpretation
In this section we give a geometric interpretation of the linear convexity conditions
of Theorem 2.2. Let ξijk := (iv1 + jv2 + kv3)/(i+ j + k) be the domain points on
the triangle T := 〈v1, v2, v3〉, and let Qijk := (ξijk, cijk) be the control points of a
polynomial defined on T . Fix i+ j + k = d− 2, and for m = 1, 2, 3, define
Rm(t1, t2) := Amt1t2 +Bm(t1(1− t2) + t2(1− t1)) + Cm(1− t1)(1− t2), (2.22)
8
Qi+2,j,k Qi+1,j+1,k Qi,j+2,k
Qi+1,j,k+1 Qi,j+1,k+1
Qi,j,k+2
R1(xl−1, xl)T1 S1
Fig. 1. The graph of T1 ∪ S1 (shaded) must be convex.
with
A1 := Qi,j+2,k, B1 := Qi,j+1,k+1, C1 := Qi,j,k+2, (2.23)
A2 := Qi,j,k+2, B2 := Qi+1,j,k+1, C2 := Qi+2,j,k, (2.24)
A3 := Qi+2,j,k, B3 := Qi+1,j+1,k, C3 := Qi,j+2,k. (2.25)
These quantities all depend on i, j, k, but for simplicity, we have suppressed this in
the notation.
Theorem 2.9. Let
T1 := 〈Qi+2,j,k;Qi+1,j+1,k;Qi+1,j,k+1〉, (2.26)
S1 := 〈R1(xl−1, xl);Qi+1,j,k+1;Qi+1,j+1,k〉. (2.27)
The condition r1(xl−1, xl) ≥ 0 is equivalent to requiring that the graph of T1 ∪ S1
be convex (see Fig. 1).
Proof: Let (α, β, γ) such that
R1(xl−1, xl) = αA1 + βB1 + γC1.
Requiring that the graph of T1 ∪ S1 be convex is equivalent to
Qi+2,j,k +R1(xl−1, xl)
2
≥ αQi+1,j+1,k + βQi+1,j+1,k +Qi+1,j,k+12 + γQi+1,j,k+1.
Since α+ β + γ = 1, we have
Qi+2,j,k +R1(xl−1, xl) = α(Qi+2,j,k +Qi,j+2,k) + β(Qi+2,j,k +Qi,j+1,k+1)
+ γ(Qi+2,j,k +Qi,j,k+2).
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Thus, we get the condition
α(Qi+2,j,k +Qi,j+2,k − 2Qi+1,j+1,k)
+ β(Qi+2,j,k +Qi,j+1,k+1 −Qi+1,j+1,k −Qi+1,j,k+1)
+ γ(Qi+2,j,k +Qi,j,k+2 − 2Qi+1,j,k+1) ≥ 0,
or,
α∆221Qijk + β∆21∆31Qijk + γ∆
2
31Qijk ≥ 0,
which is equivalent to r1(xl−1, xl) ≥ 0.
The next two theorems can be proven in a similar way.
Theorem 2.10. Let
T2 := 〈Qi,j+2,k;Qi,j+1,k+1;Qi+1,j+1,k〉, (2.28)
S2 := 〈R2(yl−1, yl);Qi+1,j+1,k;Qi,j+1,k+1〉. (2.29)
The condition r2(yl−1, yl) ≥ 0 is equivalent to requiring that the graph of T2 ∪ S2
be convex.
Theorem 2.11. Let
T3 := 〈Qi,j,k+2;Qi+1,j,k+1;Qi,j+1,k+1〉, (2.30)
S3 := 〈R3(zl−1, zl);Qi,j+1,k+1;Qi+1,j,k+1〉. (2.31)
The condition r3(zl−1, zl) ≥ 0 is equivalent to requiring that the graph of T3 ∪ S3
be convex.
§3. Constructing convex splines
In this section we discuss some methods for constructing convex splines which make
use of the above convexity conditions. Given a triangulation △ of a domain Ω, let
Srd(△) be the space of Cr splines of degree d defined on △. It is well known that
if s ∈ S1d(△) is such that s|T is convex on T for every triangle T ∈ △, then s is
convex on Ω, see e.g. [11,20]. This immediately gives us the following useful result.
Theorem 3.1. Suppose s ∈ S1d(△) is a C1 spline defined on △ such that for every
triangle T ∈ △, s|T satisfies a set of sufficient convexity conditions as given in
Theorem 2.2. Then s is convex on Ω.
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3.1. A quadratic programming problem
To construct a convex spline that fits given data, it is natural to formulate the
problem as a quadratic programming program where convexity is enforced by in-
cluding appropriate side conditions on the coefficients of the spline, see e.g. [23,27].
We discuss two approaches. The first, to be discussed in this subsection, does not
require an explicit basis for the spline space being used. The second approach, to
be discussed in the following subsection, applies to spline spaces with stable bases.
Given a triangulation △, let S0d(△) be the space of C0 splines of degree d
defined on △. Then as shown in Theorem 5.1 of [28], every s ∈ S0d(△) is uniquely
defined by its set of B-coefficients {cξ}ξ∈Dd,△ , where Dd,△ is the set of domain
points associated with △. Thus, n0 := dimS0d(△) = #Dd,△. Since we want to
apply Theorem 3.1, we need our splines to be at least C1 continuous. We can
achieve this by enforcing standard smoothness conditions across the edges of the
triangulation. These conditions can be described by a linear system of equations
of the form
Ac = 0, (3.1)
where A is a given ns × n0 matrix and c is the n0-vector of B-coefficients in some
agreed-upon order, see Sect. 5.5.4 of [28]. In some cases we may also require our
spline to satisfy some additional interpolation conditions. Such conditions are also
linear, i.e.,
Bc = z, (3.2)
where B is a given nI × n0 matrix and z is a vector of length nI . We write
S := {s ∈ S0d(△) : Ac = 0 and Bc = z}.
Now suppose we want to compute a spline s ∈ S that is convex. Let C be an
nc × n0 matrix such that
Cc ≥ 0 (3.3)
is a sufficient set of linear conditions for s to be convex. Let J(c) := 12c
THc+gT c+h
be a convenient quadratic form defined by the n0 × n0 matrix H, the vector g of
length n0 and the scalar h. We give some examples of possible choices for J in
Sect. 3.3 below. Then we pose the following quadratic programming problem which
can be solved using standard software packages.
Problem 3.2. Find c that minimizes J(c) subject to the linear side conditions
Ac = 0, Bc = z, and the convexity constraints Cc ≥ 0.
Assuming the matrix H is symmetric positive definite, this problem has a
unique solution provided that
a) there exists a feasible solution, i.e., a set of coefficients satisfying all of the
constraints,
b) J(c) is bounded below on the feasible region.
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This is not always the case, particularly if the set of convexity and interpolation
conditions is too restrictive. In this case it may be possible to replace the given
set of linear convexity conditions by weaker ones to produce a feasible problem, see
Remarks 3–6.
3.2. Using a stable spline basis
For applications, the most convenient spline spaces S have a stable basis B :=
{Bi}ni=1. Such bases can be constructed using stable local minimal determining
sets, see Sect. 5.6 of [28], or stable local nodal determining sets, see Sect. 5.9 of
[28]. A spline s ∈ S can then be uniquely represented as
s(x, y) =
n∑
i=1
c¯iBi(x, y). (3.4)
The coefficients c¯ = {c¯i}ni=1 are referred to as the degrees of freedom of S. If we
use the basis corresponding to a stable local minimal determining set M, then
c¯ = {cξ}ξ∈M.
When S is a spline space with a stable local basis, we can generally solve
Problem 3.2 by dealing with a significantly smaller equivalent problem. For such
spline spaces, we can construct an n0 × n matrix G such that for any spline s ∈ S,
the B-coefficients of s are given by
c = Gc¯. (3.5)
Then it is clear that Problem 3.2 is equivalent to the following one.
Problem 3.3. Find c¯ that minimizes J¯(c¯) := 1
2
c¯TGTHGc¯+ gTGc¯+ h subject to
the linear side conditions BGc¯ = z and the convexity constraints CGc¯ ≥ 0.
Once we have a solution c¯ to this problem, we then get the solution of Prob-
lem 3.2 by setting c = Gc¯. One advantage of this approach is that we no longer
have to explicitly enforce the smoothness conditions. In addition, the number of
unknowns n here is generally much smaller than the number n0 in Problem 3.2.
Moreover, in case a local minimal determining set M is used, if we want to inter-
polate at the vertices of △, then we can usually choose M to include these points,
thus reducing the number of unknowns even further.
3.3. Some explicit methods
In this section we describe three explicit choices of J that lead to useful algorithms.
Method 1. (A two-stage method) Let S be a given spline space defined on a trian-
gulation △. Suppose s˜ is a spline in S that has been constructed by any convenient
interpolation or approximation method, and let c˜ be its set of B-coefficients. Then
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we construct a convex spline s ∈ S approximating s˜ by solving the above quadratic
programming problem with
J1(c) :=
1
2
∑
ξ∈Dd,△
[cξ − c˜ξ]2. (3.6)
This can be regarded as a two-stage method. In the first stage we compute s˜,
and in the second stage we approximate it with a convex spline. As a first stage we
can use any interpolation, discrete least squares, penalized least squares, or minimal
energy method, see [36].
Method 2. (Convex least-squares) Suppose we are given data {(xi, yi, fi)}ndi=1.
Typically, fi = f(xi, yi) for some (possibly unknown) convex function f . Let S be
a spline space defined on a triangulation △. Then we construct a convex spline
s ∈ S approximating f by solving the above quadratic programming problem with
J2(c) :=
1
2
nd∑
i=1
[s(xi, yi)− fi]2. (3.7)
We emphasize that in this problem, the data values are not necessarily at the
vertices of the triangulation △, and in fact usually the number of data values nd is
much larger than the dimension n of the spline space S. Although the computation
of the quadratic form J2(c) would appear to require an explicit basis for S, as
shown in [36], for spline spaces with a stable local minimal determining set, the
construction of an explicit basis can be avoided as long as we know the matrix G
in (3.5) connecting the B-coefficients of a spline in S to its degrees of freedom.
Method 3. (Convex minimal energy splines). Let △ be a triangulation with
vertices {xi, yi)}nvi=1, and let S be a space of splines defined on △. Suppose we are
given values {zi}nvi=1 at the vertices. Then we construct a convex spline s by solving
Problem 3.2 while enforcing the interpolation conditions at the vertices, where now
J3(c) :=
∫
Ω
[(Dxxs)2 + 2(Dxys)2 + (Dyys)2] dx dy. (3.8)
Note that for some spline spaces, the derivatives required in (3.8) might not
be defined at every point in the domain Ω, in which case J3(c) is computed by
summing over the triangles. As shown in [36], as with Method 2, it is not necessary
to have an explicit basis for S to compute J3(c).
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3.4. Some C1 macro-element spaces
In this section we briefly describe three macro-element spline spaces that are suit-
able for convex data fitting. For a comprehensive treatment of macro-element spline
spaces, see Chapter 6–8 of [28].
1) S1,25 (△). This space has dimension 6nv +ne, where nv and ne are the number
of vertices and edges in the triangulation △, respectively. As shown in Theo-
rem 6.1 of [28], a stable minimal determining set can be chosen consisting of
six B-coefficients in the 2-disk around each vertex, along with one B-coefficient
near each edge. The basis functions in this case have been called Argyris
elements.
2) S13 (△CT ), where △CT is the corresponding Clough–Tocher refinement of △.
This space has dimension 3nv + ne, and a stable minimal determining set can
be chosen consisting of three B-coefficients in the 1-disk around each vertex of
△, along with one B-coefficient near each edge, see Theorem 6.5 of [28].
3) S12 (△PS), where △PS is the corresponding Powell-Sabin refinement of △. This
space has dimension 3nv, and a stable minimal determining set can be chosen
consisting of three B-coefficients in the 1-disk around each vertex of △, see
Theorem 6.9 of [28].
§4. Numerical examples
In this section we describe some computational experiments with the above meth-
ods. We work with known test functions f on the unit square Ω := [0, 1] × [0, 1].
To check that a C1 spline is convex, it suffices to show that for every direction u,
the directional derivative D2us is nonnegative on every triangle. This in turn can
be checked by showing that Dxxs, Dyys and
Ddets = (Dxxs)(Dyys)− (Dxys)2 (4.1)
are nonnegative on every triangle. We cannot check these quantities at every point
in every triangle, but we can compute their minimum values on a fairly dense set
of points P in Ω. Here we choose P to be a 400× 400 uniform grid on Ω. We also
use the grid P to measure the accuracy of any spline fit s. In particular, in the
experiments below we report the maximum error on P :
errmax := max
(x,y)∈P
|f(x, y)− s(x, y)|.
In each of the experiments, we suppose that we are given measurements of f
on a uniform grid of 5× 5 sample points. We report results only for the two-stage
Method 1 described in Sect. 3.3. For each experiment we carry out the following
steps:
1) choose a triangulation △ with vertices at the sample points;
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2) choose a macro-element space S defined on an appropriate refinement △R of
△;
3) compute a Hermite interpolating spline s˜ ∈ S using the true derivatives of f
where needed;
4) choose a set of convexity conditions to apply to every triangle in △R;
5) solve Problem 3.2 or 3.3 using the quadratic form J1(c) defined in (3.6), where
c˜ are the coefficients of the spline s˜ constructed in step 3);
6) compute the minimum of Dxx, Dyy and Ddet on the grid P to test convexity
of both s˜ and s;
7) compute the maximum error on P for both s˜ and s.
Example 4.1. Consider the convex function
f(x, y) =
 3
(√(
x− 12
)2 + (y − 12)2 − 14)2 , (x− 12)2 + (y − 12)2 > 116 ,
0, otherwise,
(4.2)
on the domain Ω := [0, 1]× [0, 1].
Discussion: For this example we choose △ to be the triangulation shown in Fig. 2.
It is the triangulation obtained after applying the swapping algorithm described in
[5] to the type-1 triangulation associated with vertices at the 25 grid points. It is
known that with this triangulation, the piecewise linear spline interpolating the data
at these sample points is convex on Ω. For step 3), we fit these data with the three
macro-element spline spaces described in Sect. 3.4. In all three cases, we enforced
the interpolation conditions. We used the convexity conditions of Corollary 2.7 for
the Powell–Sabin and Argyris elements. For the Clough–Tocher elements we used
the convexity conditions of Corollary 2.8 since there is no feasible solution when
using those in (2.16). Tab. 1 shows the minimum values of Dxx and Ddet for each
of the Hermite interpolants along with the maximum error on P . It also shows
the number nc of convexity conditions enforced, and the maximum error for the
resulting convex splines.
The table shows similar results for the three different spline spaces. In all three
cases, the maximum errors for the convex spline fits were only slightly larger than
those for the original (non-convex) Hermite interpolants.
Hermite interpolant convex interpolant
spline type Dxx Ddet error nc error
Powell–Sabin -0.43 -0.31 2.62e-3 1152 3.55e-3
Clough–Tocher -1.60 -2.45 1.67e-3 3456 3.71e-3
Argyris -1.62 -3.59 6.48e-3 1920 6.98e-3
Tab. 1. The results for Example 4.1.
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Fig. 2. The triangulation for Example 4.1.
Example 4.2. Consider the convex function
f(x, y) = x3 + 5(y − 0.6)2 + 1 (4.3)
on the domain Ω := [0, 1]× [0, 1].
Discussion: This test function is taken from [30,39]. We fit this function with the
C1 quadratic Powell–Sabin macro element, with and without interpolation condi-
tions at the 25 data points. For this example we take △ to be the triangulation
shown in Fig. 3. We take X = Y = Z with equally-spaced points in [0, 1]. We do
a sequence of tests where we start with one interval, and then double the number
nX of intervals at each step. This gives nested feasible regions spanned by the
corresponding convexity conditions. In Tab. 2 we show the maximum errors for
the convex interpolating and non-interpolating splines, along with the number nc
of convexity constraints for each fit. For nX = 1 and nX = 2, there is no feasible
convex Powell–Sabin interpolant. For these nX there is a non-interpolating convex
fit, but the error is much worse than for the cases where nX is larger. For the
interpolating splines, the errors improve with an increasing number of convexity
constraints.
convex Powell–Sabin fit
nX nc interp. error approx. error
1 576 – 8.78e-1
2 1152 – 2.39e-1
4 2304 1.04e-3 9.77e-4
8 4608 9.90e-4 9.77e-4
16 9216 9.80e-4 9.77e-4
Tab. 2. The results for Example 4.2.
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Fig. 3. The triangulation and its PS-refinement for Example 4.2.
§5. Remarks
Remark 1. If we define J4(c) := J2(c) + λJ3(c) for fixed λ, then we get a variant
of Method 2 which leads to a convex penalized least squares fit. This may be useful
in the case where the data is noisy. The parameter λ controls the trade-off between
closeness of fit and smoothness of the surface, and is usually taken to be quite small.
Remark 2. The energy expression used in Method 3 is the natural way to measure
the energy of a spline surface. However, the method works also with other energy
expressions. For example, one could use a mix of higher derivatives.
Remark 3. The solutions of Problems 3.2 and 3.3 usually improve as we weaken
the convexity conditions. Given a set of linear convexity conditions generated by
the knot sets X , Y and Z, one can easily construct a weaker set of linear conditions
by globally refining the partitions X , Y and Z, e.g., with a dyadic split. The
number of conditions will grow exponentially with the number of refinement steps.
Remark 4. In weakening convexity conditions with the aim of improving the fit,
the number of convexity conditions obtained can be reduced by only weakening the
set of conditions locally. Let c be the solution of Problem 3.2 for a given set of
convexity conditions generated by the knot sets X , Y and Z. A natural adaptive
strategy is to refine only the intervals in X , Y and Z that correspond to active
convexity conditions, i.e., the rows C˜ in matrix C where C˜c = 0.
Remark 5. When solving the new optimization problem with weaker convexity
constraints (see Remarks 3 and 4), it is recommended to use the solution of the
previous problem as the initial solution for the new problem.
Remark 6. An adaptive strategy similar to the one in Remark 4 can be applied
in case the original problem is not feasible. It consists of two steps. In the first
step, we construct a spline that satisfies the convexity conditions as well as possible.
For instance, one can solve the following linear programming problem: find c that
minimizes the value of the (nonnegative) parameter γ subject to the linear side
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conditions Ac = 0, Bc = z, and the constraints Cc ≥ −γ. In the second step, we
refine the intervals in X , Y and Z that correspond to violated convexity conditions,
i.e., the rows C˜ in matrix C where C˜c > 0. Note that this procedure does not
guarantee that the new problem is feasible, it only increases the chance of finding
a feasible convex solution.
Remark 7. In [23] an approach based on blossoming is presented to construct sets
of linear convexity conditions for tensor-product splines. The construction there can
also be applied in case of triangular Bernstein–Be´zier polynomials. Our approach,
however, is more natural in the triangular case. It naturally subsumes the particular
sets of linear convexity conditions found in the literature with simple choices of knot
sets X , Y and Z. In addition, it allows us to give a geometric interpretation, and
we can easily construct sets of linear conditions that are symmetric.
Remark 8. In [6] another technique is described to generate weaker sufficient
convexity conditions. It is based on the construction of polygons inscribed in a
particular parabola. This paper also mentions the three univariate polynomials in
(2.4).
Remark 9. The method in Sect. 3.2 works with any stable spline basis. Some
other appropriate bases for the Powell-Sabin macro-element space can be found in
[13,14].
Remark 10. The approach described in Sect. 3 can of course be used with any of
the other macro-element spaces described in [28], including those based on quadran-
gulations instead of triangulations. For an example of the use of a quadrangulation-
based macro-element space, see [27].
Remark 11. Convexity conditions for parametric triangular Be´zier surfaces can be
found in [2,10,40,41]. Conditions for parametric tensor-product surfaces are given
in [24,25].
Remark 12. Convexity of multivariate Bernstein–Be´zier polynomials has been
addressed in [12,19,22,26,35].
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