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ABSTRACT
Evolutionary algorithms (EAs) perform well in settings in-
volving uncertainty, including settings with stochastic or
dynamic fitness functions. In this paper, we analyze the
(1+1) EA on dynamically changing OneMax, as introduced
by Droste (2003). We re-prove the known results on first
hitting times using the modern tool of drift analysis. We
extend these results to search spaces which allow for more
than two values per dimension.
Furthermore, we make an anytime analysis as suggested
by Jansen and Zarges (2014), analyzing how closely the
(1+1) EA can track the dynamically moving optimum over
time. We get tight bounds both for the case of bit strings,
as well as for the case of more than two values per position.
Surprisingly, in the latter setting, the expected quality of the
search point maintained by the (1+1) EA does not depend
on the number of values per dimension.
Categories and Subject Descriptors
F.2 [Theory of Computation]: Analysis of Algorithms
and Problem Complexity
General Terms
Theory, algorithms
Keywords
evolutionary computation, dynamic optimization, drift, the-
ory
1. INTRODUCTION
Randomized search heuristics, such as evolutionary algo-
rithms (EAs), are general purpose optimization algorithms
applicable to virtually any (formal) optimization task. In
particular, EAs (and other randomized search heuristics)
have been applied very successfully in domains featuring un-
certainty ; for example, the objective functions (so-called fit-
ness functions) can be randomized or dynamically changing
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(see Jin and Branke, 2005 for an excellent survey on evolu-
tionary algorithms in settings featuring uncertainty). In this
paper we focus on dynamically changing fitness functions.
We call a fitness function dynamic if the fitness values of
search points depend on the iteration number (but might be
deterministic for each iteration). For example, the shortest
path between two cities might depend on whether it is rush
hour or not. The classical task of an optimization algorithm
is to find the best solution it can (in terms of fitness); for
dynamic optimization, there need not be a single solution
which is good at all times: solutions that are good now
might be bad later. Thus, algorithms in this domain need
to be able to find and track the optimal solution (or at least
a good solution) over time as the problem changes.
With this paper we contribute to the theoretical founda-
tions of randomized search heuristics, for the domain of
dynamic fitness functions. While there has been a lot of
work on the theory of randomized search heuristics in static
settings (see Auger and Doerr, 2011; Neumann and Witt,
2010; Jansen, 2013), there are only a few works on dynami-
cally changing fitness functions. The utility of a population
for tracking problems was studied in evolutionary computa-
tion by Jansen and Schellbach (2005), while different mecha-
nisms for ensuring population diversity have been considered
by Oliveto and Zarges (2013). In particular, a mechanism
called genotype diversity was proved to be inefficient on a
particular dynamic problem. The papers by Ko¨tzing and
Molter (2012) and Lissovoi and Witt (2015) consider dy-
namic pseudo-Boolean functions where the optimum moves
slowly from the all-ones to the all-zeros bit string; the pa-
pers show that, while the Max-Min Ant System is able to
track the changes occurring in this fitness function, an evo-
lutionary algorithm (in Lissovoi and Witt, 2015 using a pop-
ulation) loses track of the optimum. Jansen and Zarges
(2014) analyzed the performance of a standard evolution-
ary algorithm on a dynamically changing fitness function,
introducing “anytime analysis”, the expected distance to the
optimum at any given point in time.
The oldest theoretical running time analyses of evolution-
ary algorithms for dynamic fitness functions are probably
due to Droste (2002, 2003). Here the fitness function is the
(Hamming-) distance to a (dynamically changing) point in
the hypercube (so-called dynamic OneMax). In each iter-
ation, the current optimum is changed by flipping each bit
with some fixed probability p; from Droste (2003) we know
that the standard (1+1) EA is able to find the optimum in
polynomial time if and only if p = O(logn/n2).
In this paper we build on the setting of dynamic One-
Max from Droste (2003). We re-prove the classic results
using the modern tools of drift theory and extend them as
follows. First, we generalize the domain by allowing not
only bit strings, but each position can take any of the val-
ues in {0, . . . , r − 1}. Fitness is again distance from the
current optimum; we measure distances as the sum of the
distances of each component, where in each component we
measure distance “with wrap around” (giving each compo-
nent the metric space of a ring, see Section 2 for a detailed
definition). We extend the (1+1) EA by letting mutation
change any position independently with probability 1/n; any
changed position is randomly increased or decreased by one
(with probability 1/2 each). Note that similar extensions of
the OneMax function (without dynamic changes) have been
studied by Doerr, Johannsen, and Schmidt (2011) and Doerr
and Pohl (2012); they considered arbitrary linear functions
over {0, . . . , r}, and a mutation where changing a position
means selecting a new value at this position uniformly at
random (excluding the old value). We chose the ring topol-
ogy, as we consider it more natural for a dynamically moving
optimum, which can now never run into a boundary.
The second extension to Droste (2003) is that we do not
only consider the first hitting time of the optimum but, as
suggested by Jansen and Zarges (2014), we give an “anytime
analysis”, an analysis of the distance to the optimum at any
time of the search process.
We state our setting more formally in Section 2. In Sec-
tion 3 we give our anytime results, considering cases with
p = o(1/n). The first part is about the case of bit strings
(i. e. r = 2), where we show that the distance to the opti-
mum is (in the limit) strongly concentrated at Θ(pn2). This
gives an anytime result as suggested by Jansen and Zarges
(2014). The second part shows that, for large r, the distance
to the optimum in each dimension is strongly concentrated
at O(1), leading to an expected distance of O(n) from the
optimum (again an anytime result). Note that this shows
that the distance is independent of r.
In Section 4 we consider the expected hitting times of the
(randomly moving) optimum. Here we re-prove the result
of Droste (2003) (who considered the case of r = 2) that
the first hitting time is polynomial if p = O(logn/n2). We
use modern drift theory, leading to a much shorter and more
elegant proof, resulting in a better bound. We extend this
result to arbitrary r.
Droste (2003) also gave a lower bound, which shows that
for p = ω(logn/n2) we do not get polynomial hitting times;
in Section 5 we re-prove this result (again with modern drift
theory) and extend them to arbitrary values of r.
As mentioned, we will use modern drift theory to derive
our results. In Section 2 we restate known drift theorems,
partly in more general form than before, and also present
new variants. A new theorem regards variable drift, which
allows for negative drift close the optimum and shows how
stochastic processes can bridge such an area of headwind.
For our anytime analysis, the crucial tool is a lemma by
Lissovoi and Witt (2015), which we restate as Lemma 6
below, effectively turning expected drift into probabilities
about deviating from the target of the drift after having
reached that target.
2. PRELIMINARIES
In this section we first make our setting formal (see Sec-
tion 2.1) and then give a number of helpful theorems, both
from the literature and new theorems (see Section 2.2).
2.1 Setting
Droste (2003) proposes a dynamic version of OneMax
and analyses the performance of (1+1) EA on this dynamic
fitness function in terms of first hitting times of the op-
timum. We extend this dynamic version of OneMax as
follows.
For all r ∈ N, let [r] = {0, . . . , r − 1}; for two elements
x, y ∈ [r], we let d(x, y) = min((y−x) mod r, (x−y) mod r)
(intuitively, d is the metric of [r] with wrap-around). We
consider the search space [r]n (note that r = 2 gives the
standard setting of bit strings).
Given a current optimum a, we let
OneMaxa : [r]
n → R, x 7→
n∑
i=1
d(ai, xi).
The goal of the (1+1) EA is to evolve and maintain bit
strings with as small as possible OneMaxa-value. In par-
ticular, in this setting optimization means minimizing.
We consider the following mutation operator on [r]n, pa-
rametrized by p ∈ [0, 1]. Given x ∈ [r]n, create mutant x′
by choosing, for each component i ≤ n independently,
x′i =

xi + 1 mod r, with probability p/2;
xi − 1 mod r, with probability p/2;
xi, with probability 1− p.
We use this operator with p = 1/n for the (1+1) EA (see
Algorithm 1).
Algorithm 1: (1+1)-EA
1 choose x ∈ [r]n uniformly at random;
2 repeat
3 x′ ← mutate(x);
4 if fitness(x′) ≤ fitness(x) then
5 x ← x′;
6 until forever ;
In each iteration, we change the optimum by applying
the mutation operator with some fixed p. This extends the
setting of Droste (2003), where only the case of r = 2 was
addressed.
2.2 Drift Theorems
In this section we first discuss drift theorems regarding
first hitting times, and afterwards discuss how one can turn
statements about the drift into statements about occupation
probabilities (of a random process).
2.2.1 First Hitting Times
As mentioned in the introduction, almost all of our proofs
use state-of-the-art drift statements, many of which were
not available to Droste (2003). The simplest case is the one
of additive drift, as described in the following theorem. It
goes back to He and Yao (2001); however, is presented in a
more general form here, which is proved in Lehre and Witt
(2014).
Theorem 1 (Additive drift, expected time).
Let (Xt)t≥0, be a stochastic process, adapted to some filtra-
tion Ft, over a bounded state space S ⊆ R+0 . Let T0 :=
min{t ≥ 0: Xt = 0} denote the first hitting time of 0 and
assume that both E
(
X0
)
and E
(
T0 | X0
)
are finite. Then:
(i) If E
(
Xt −Xt+1 | Ft;Xt > 0
) ≥ ε then E(T0 | X0) ≤
X0
ε
.
(ii) If E
(
Xt −Xt+1 | Ft;Xt > 0
) ≤ ε then E(T0 | X0) ≥
X0
ε
.
Intuitively, the filtration Ft describes the history of the pro-
cess up to time t. For Markov processes, it simplifies to the
state at time t; for instance, the first drift condition would
read E
(
Xt −Xt+1 | Xt;Xt > 0) ≥ δ instead.
Often, the state space Z of the underlying stochastic pro-
cess and the support S of the random variables Xt are not
identical. Obviously, this is the case if the state space is
not a subset of R, e. g., if we are dealing with bit strings,
where we have Z := {0, 1}n. In particular, even if the state
space is the real numbers, it might be convenient to intro-
duce a so-called potential function (also called Lyapunov
function) g : Z 7→ S, which leads to a new stochastic process
Y t := g(Xt) on the new state space S. One reason might
be that the drift of Y t is easier to compute. We abstract
away from this mapping by allowing the random variables
Xt from Theorem 1 to represent a process obtained after
any transformation of the original process using a poten-
tial function. Such a transformation might turn Markovian
processes into non-Markovian ones.
Theorem 1 is only concerned with bounds on the expected
value of the first hitting time of the target state 0. Recently,
it has been shown in Ko¨tzing (2014) that the first hitting
time is sharply concentrated (exhibits so-called tail bounds)
if additional assumptions are made on the step size. We
restate this in the following theorem.
Theorem 2 (Additive Drift, Tail Bounds).
Let the prerequisites of Theorem 1 hold and assume addi-
tionally that |Xt −Xt+1| < c for some c > 0 and all t ≥ 0.
Then:
(i) If E
(
Xt −Xt+1 | Ft;Xt > 0
) ≥ ε then Pr(T0 > s) ≤
exp(−sε2/(16c2)) for all s ≥ 2X0/ε.
(ii) If E
(
Xt −Xt+1 | Ft;Xt > 0
) ≤ ε then Pr(T0 < s) ≤
exp(−(X0)2/(16c2s)) for all s ≤ X0/(2ε).
The previous two theorems dealt with a drift towards the
target state 0. If the drift is directed away from the target,
lower bounds on the hitting time can be proved. This is the
realm of negative drift theorems, several variants of which
exist (see Oliveto and Witt, 2011, 2012 for the original ver-
sion). In this work we use the following version, adapted
from Rowe and Sudholt (2014, Theorem 4), which takes into
account the probabilities of staying at a state. For technical
reasons, it is restricted to Markov processes and the use of
a possible potential function is made explicit.
Theorem 3 (Negative drift with self-loops).
Let (Xt)t≥0, be a Markov process over a state space S. Sup-
pose there exist an interval [a, b] ⊆ R+0 , two constants δ, ε >
0, a function r(`) satisfying 1 ≤ r(`) = o(`/ log(`)), and a
potential function g : S → R+0 , such that for all t ≥ 0, the
following two conditions hold:
(i) E
(
∆t | Xt; a < g(Xt) < b) ≥ ε(1− pt,0),
(ii) Pr
(|∆t| ≥ j | Xt; a < g(Xt)) ≤ r(`)(1−pt,0)
(1+δ)j
for j ∈ N0,
where ∆t = g(Xt+1)− g(Xt) and pt,0 := Pr
(
∆t = 0 | Xt).
Then there is a constant c∗ > 0 such that for T ∗ :=
min
{
t ≥ 0 : g(Xt) ≤ a | g(X0) ≥ b} it holds
Pr
(
T ∗ ≤ 2c∗`/r(`)
)
= 2−Ω(`/r(`)).
Intuitively, drift away from the target makes it difficult
to reach the target. Nevertheless, if the drift is negative
only for a few states and directed towards the target at the
remaining states, the expected first hitting time of the target
might still be small. Such a scenario of “headwind drift” on
the way towards the target will appear in our analyses if the
probability of flipping a bit of the optimum is small, e. g.,
p = O((logn)/n2)), resulting in only very few states close
to the target having negative drift.
The following novel theorem proves upper bounds in the
presence of possibly negative drift. The bounds δ(i) are
lower bounds on the drift at state i, pessimistically assum-
ing that all steps towards the target improve only by 1. The
p−(i) and p+(i) are bounds on the probability of improv-
ing by at least 1 and worsening by at least 1, respectively.
The theorem is general enough to analyze different scenar-
ios, e. g., blind random walks on the hypercube. However,
we will mostly apply Corollary 5, which is easier to use.
For notational convenience, we state the theorem only
for Markov processes, however, it can easily be generalized
to non-Markovian ones. Extensions to continuous search
spaces seem also possible; however, these are not straight-
forward. Therefore, the state space is restricted to be non-
negative integers.
Theorem 4 (Headwind drift, upper bound).
Let (Xt)t≥0 be a Markov process on {0, . . . , N}. Let bounds
p−(i) ≤ Pr(Xt+1 ≤ i− 1 | Xt = i)
and
p+(i) ≥ Pr(Xt+1 ≥ i+ 1 | Xt = i),
where 0 ≤ i ≤ N , be given, and define
δ(i) := p−(i)− E((Xt+1 − i) · 1{Xt+1 > i} | Xt = i).
Assume that δ(i) is monotone increasing w. r. t. i and let
κ ≥ max{i ≥ 0 | δ(i) ≤ 0} (noting that δ(0) ≤ 0). The
function g : {0, . . . , N + 1} → R+ is defined by
g(i) :=
N∑
k=i+1
1
δ(k)
for i ≥ κ (in particular, g(N) = g(N + 1) = 0), and induc-
tively by
g(i) :=
1 + (p+(i+ 1) + p−(i+ 1))g(i+ 1)
p−(i+ 1)
for i < κ.
Then it holds for the first hitting time T := min{t ≥ 0 |
Xt = 0} of state 0 that
E
(
T | X0) ≤ g(0)− g(X0).
Remark. δ(i) respects the following simple lower bound:
δ(i) ≥ E((i−Xt+1) · 1{Xt+1 ≥ i− 1} | Xt = i).
Proof. We will prove that g(i) is a monotone decreasing
function and can be used as a potential function to satisfy
the drift condition
E
(
g(Xt+1)− g(i) | Xt = i ∧ i > 0) ≥ 1.
Due to the monotonicity of g(i), the first hitting time where
g(Xt) = g(0) equals the first hitting time where Xt = 0 for
the original Xt-process. Then the theorem follows by the
additive drift theorem (Theorem 1).
To prove the monotonicity of g(i), we observe that g(i)−
g(i+ 1) ≥ 0 for i ≥ κ immediately by definition. For i < κ,
we get
g(i)
g(i+ 1)
=
1
g(i+1)
+ (p+(i+ 1) + p−(i+ 1))
p−(i+ 1)
≥ p
+(i+ 1) + p−(i+ 1)
p−(i+ 1)
≥ 1,
where we used g(i+ 1) ≥ 0. This completes the proof of the
monotonicity.
To prove the drift condition, we distinguish between two
cases. Suppose Xt = i > κ. The monotonicity of the δ(i)
implies the “concavity” condition g(i − 1) − g(i) ≥ g(i) −
g(i+ 1) for i > κ. We obtain
E
(
g(Xt+1)− g(i) | Xt = i)
≥ p−(i)(g(i− 1)− g(i))
−
(
N∑
k=1
(g(i)− g(i+ k))Pr(Xt+1 = i+ k))
≥ p−(i)(g(i− 1)− g(i))
−
(
N∑
k=1
k(g(i− 1)− g(i))Pr(Xt+1 = i+ k))
= p−(i)(g(i− 1)− g(i))
− (g(i− 1)− g(i))E((Xt+1 − i)1{Xt+1 > i} | Xt = i)
= (g(i− 1)− g(i))δ(i) = 1
δ(i)
· δ(i),
where the second inequality used the concavity repeatedly.
If Xt = i ≤ κ, we pessimistically assume all steps to-
wards the target to reach i − 1 and all away from it to
reach N (resulting in zero g-value). Hence, using the defini-
tion of g(i− 1),
E
(
g(Xt+1)− g(i) | Xt = i)
≥ p−(i)(g(i− 1)− g(i))− p+(i)g(i)
= p−(i)
(
1 + (p+(i) + p−(i))g(i)
p−(i)
− g(i)
)
− p+(i)g(i)
= 1,
which proves the bound on the drift and, therefore, the the-
orem.
We now state the announced corollary, which gives us
a closed expression for the expected first hitting time
E
(
T | X0). This expression involves the factor ∑Nk=κ+1 1δk
that is reminiscent of the formula for the expected first
hitting time of state κ under variable drift towards the
target (see, e. g., Rowe and Sudholt, 2014 for a formula-
tion of the variable drift theorem). For the states less
than κ, where drift away from the target holds, the product∏κ
k=1
p+(k)+p−(k)
p−(k) comes into play. Intuitively, it represents
the waiting time for the event of taking κ consecutive steps
against the drift. Since the product involves probabilities
conditioned on leaving the states, which effectively removes
self-loops, another sum of products must be added. This
sum, represented by the second line of the expression for
E
(
T | X0), intuitively accounts for the self-loops.
Corollary 5. Let the assumptions of Theorem 4 hold.
Then
E
(
T | X0) ≤ (( N∑
k=κ+1
1
δk
)(
κ∏
k=1
p+(k) + p−(k)
p−(k)
))
+
(
κ∑
k=1
1
p−(k)
k−1∏
j=1
p+(j) + p−(j)
p−(j)
)
.
Proof. It is sufficient to prove that the right hand side
is an upper bound on the g(0) defined in Theorem 4. We
note that
∑N
k=κ+1
1
δk
= g(κ). The inductive expression for
g(i) yields g(i) ≤ 1+(p+(i+1)+p−(i+1))g(i+1)
p−(i+1) for i ≤ κ − 1.
Inductively
g(0) ≤
(
κ−1∏
j=0
p+(j + 1) + p−(j + 1)
p−(j + 1)
)
g(κ)
+
(
κ−1∑
k=0
1
p−(1)
k∏
j=1
p+(j) + p−(j)
p−(j + 1)
)
,
and the corollary follows by index transformations and re-
grouping terms.
2.2.2 Occupation Probabilities
In this section we move away from analyses of the first
hitting time of a state and direct our attention to so-called
occupation probabilities. For the anytime analysis in Sec-
tion 3, we want to make statements about how far from the
optimum the (1+1) EA will stray, and with what probabil-
ity. In particular, we want to know the probability that the
current search point is more than j away from the optimum
in iteration t, for large t. The idea is that a stochastic pro-
cess (Xt)t≥0 on R which has a drift towards 0 will, after
hitting 0 for the first time, likely stay in the proximity of
0 and stray off only with a low probability. This is what is
meant by “occupation probabilities”.
Hajek (1982), in his third section, already gives some gen-
eral bounds on these probabilities. This is also the idea
of another lemma regarding occupation probabilities given
in Lissovoi and Witt (2015, Lemma 13) (restated below as
Lemma 6), from which we will here derive a simple ver-
sion (Theorem 7), tailored to the case of additive drift and
Markov processes with self-loops.
Lemma 6 (Lissovoi and Witt, 2015, Lemma 13).
Let (Xt)t≥0, be a stochastic process, adapted to a filtra-
tion (Ft)t≥0, over some state space S ⊆ {0} ∪ [xmin, xmax],
where xmin ≥ 0. Let a, b ∈ {0} ∪ [xmin, xmax], b > a.
Let h : [xmin, xmax] → R+ be such that 1/h is integrable
on [xmin, xmax] and define g : {0} ∪ [xmin, xmax] → R≥0 by
g(x) := xmin
h(xmin)
+
∫ x
xmin
1
h(y)
dy for x ≥ xmin and g(0) := 0.
If there exist λ > 0, β < 1 and D > 0 such that
E
(
e−λ(g(X
t)−g(Xt+1)) · 1{Xt > a} | Ft) ≤ β
and E
(
e−λ(g(a)−g(X
t+1)) · 1{Xt ≤ a} | Ft) ≤ D
then
Pr(Xt ≥ b | X0) < βt · eλ(g(X0)−g(b)) + 1− β
t
1− β De
λ(g(a)−g(b))
for t > 0.
We give two definitions regarding Markov processes before
giving our theorem regarding occupation probabilities. Let
a Markov process (Xt)t≥0 on R+0 be given. We say that
(Xt)t≥0 has step size at most c ∈ R if, for all t, |Xt −
Xt+1| ≤ c. We say that (Xt)t≥0 has self-loop probability
at least p0 ∈ R iff, for all t such that Xt > 0 we have
Pr
(
Xt = Xt+1 | Xt) ≥ p0. From Lemma 6 we derive the
following statement on occupation probabilities for the case
of bounded step sizes.
Theorem 7 (Occupation probabilities).
Let a Markov process (Xt)t≥0 on R+0 with additive drift of
at least d towards 0 be given, starting at 0 (i.e. X0 = 0),
with step size at most c and self-loop probability at least p0.
Then we have, for all t ∈ N and b ∈ R+0 ,
Pr(Xt ≥ b) ≤ 2e 2d3c(1−p0) (1−b/c).
Proof. First, we define a new Markov process (Y t)t≥0
obtained from Xt by omitting all steps that do not change
the current state; formally, since we consider Markov chains,
we have Y t − Y t+1 = Xt − Xt+1 in the conditional space
where Xt+1 6= Xt. By definition of conditional probability
and expectation, we obtain
E
(
Y t − Y t+1 | Xt) = E(Xt −Xt+1 | Xt)
Pr(Xt+1 6= Xt | Xt)
≥ E
(
Xt −Xt+1 | Xt)
1− p0
since the probability of changing the state is at most 1− p0.
The theorem makes a statement for all t, however, to prove
it, it is enough to consider steps that actually change state.
Hence, in the following, the aim is to analyze the Y -process
using Lemma 6 with a := xmin := 0 and the constant func-
tion h(x) := 1. From this we obtain the trivial potential
function g(x) = x. From our prerequisites and the previous
paragraph, we get
E
(
g(Y t)− g(Y t+1) | Yt;Y t > 0
)
= E
(
Y t − Y t+1 | Yt;Y t > 0
)
≥ E
(
Xt −Xt+1 | Xt;Xt > 0)
1− p0
≥ d
1− p0 .
Let d∗ := d/(1 − p0). To bound the moment-generating
function of the drift, we abbreviate ∆t := Y t − Y t+1. We
already know that E
(
∆t | Y t;Y t > 0) ≥ d∗ and argue
E
(
e−λ∆
t · 1{Y t > 0} | Y t
)
≤ E
(
e−λ∆
t | Y t;Y t > 0
)
In the following, we condition on Y t;Y t > 0 everywhere but
omit this from the formulas for the sake of readability. Using
the Taylor expansion of the exponential function, we get
E
(
e−λ∆
t
)
≤ 1− λE(∆t)+ ∞∑
k=2
λkE
(|∆t|k)
k!
,
which for any η ≥ λ is at most
1− λE(∆t)+ λ2
η2
∞∑
k=2
ηkE
(|∆t|k)
k!
.
Now, by setting η := 1/c, λ := 2d∗/(3c2) and noting that
∆t ≤ c (also for the Y -process), we get the bound
1− λE(∆t)+ λ 2d∗
3c2 · (1/c2) ·
∞∑
k=2
1
k!
≤ 1− λE(∆t)+ λd∗
2
where the last inequality used that
∑∞
k=2
1
k!
= e− 2 ≤ 3/4.
Altogether, using E
(
∆t
) ≥ d∗, we get
E
(
e−λ∆
t · 1{Y t > 0}) ≤ 1− λd∗
2
≤ e−λd∗/2
= e
− (d
∗)2
3c2 =: β < 1.
Moreover, in order to apply Lemma 6, we need to bound
E
(
e−λ(a−Y
t+1) · 1{Y t = 0} | Yt) ≤ ecλ = e 2d∗3c =: D > 1
using a := 0 and the bounded step size. Altogether, from
the lemma we get
Pr(Y t ≥ b) ≤
(
βt +
1− βt
1− β D
)
e−λb
≤ (1 +D)e−λb ≤ 2e 2d
∗
3c e
− 2bd∗
3c2
= 2e
2d
3c(1−p0)−
2bd
3c2(1−p0) ,
and the last expression is also a bound on Pr(Xt ≥ b) as it
does not depend on t.
3. AN ANYTIME ANALYSIS
In this section we give our anytime analysis, separately
for the cases of r = 2 and for large r. We will start in
Section 3.1 with the classical case of r = 2, i. e., bit strings.
In Section 3.2 we consider large r. We restrict ourselves
to p = o(1/n), i. e., in expectation less than one bit of the
optimum is changed.
3.1 The Case of r = 2
We fix r = 2 and start by computing the expected change
(drift) in the search point. We expect the (1+1) EA, starting
from a random string, to make some progress towards the
optimum until the number of incorrect bits is lower than the
drift caused by the dynamically changing optimum.
More precisely, we consider the process Xt given by the
current OneMax-value (i. e., the number of incorrect bits)
and assume a current OneMax-value of Xt = i < n/2. We
identify a forward drift
∆−(i) := (i−Xt+1) · 1{Xt+1 < i}
caused by the selection mechanism of the (1+1) EA and a
backward drift
∆+(i) := (Xt+1 − i) · 1{Xt+1 > i}
caused by the random movement of the optimum. The total
drift ∆t = (Xt−Xt+1) under Xt = i satisfies ∆t = ∆−(i)−
∆+(i), and also E
(
∆t
)
= E
(
∆−(i)
)−E(∆+(i)). We bound
the forward and backward drift. Progress is made when one
of the incorrect bits flips and neither the rest of the bits
nor the optimum flips, and can only be made by flipping
incorrect bits of the current string or the optimum. The total
expected number of flipping bits among i bits is i(p+ 1/n).
We obtain
(1− p)n
(
1− 1
n
)n−i
i
n
≤ E(∆−(i)) ≤ i
n
+ ip,
and, since p = o(1/n),
i
e2n
≤ E(∆−(i)) ≤ 2i
n
.
Similarly, since the OneMax-value can only increase (move
away from the optimum) by flipping bits of the optimum,
we get
(1− 1/n)n(n− i)p(1− p)i ≤ E(∆+(i)) ≤ np,
implying, since i < n/2
np
4e2
≤ E(∆+(i)) ≤ np.
We solve E
(
∆t
)
= 0 to find an i∗ where we have a drift
of zero, and get from the inequalities above that
1
8e2
n2p ≤ i∗ ≤ e2n2p.
If i > e2n2p, there is certainly a drift towards the optimum;
and if i < 1
8e
n2p, there is certainly a drift away from the op-
timum. In the region of i∗ = Θ(n2p) there is an equilibrium
with zero drift, and we would expect the (1+1) EA to ap-
proach this region and not to move significantly away from
it afterwards. This is made precise in the following theorem.
Theorem 8. Let r = 2, p = o(1/n) and 1/p = nO(1). Let
(xt, at)t∈N be the sequence of random variables denoting the
pair of current search point and current optimum as given
by running the (1+1) EA on dynamic OneMax. Then, for
any t ≥ 0 and any α = ω(lnn) there is bt := n − tpn7 such
that
Pr
(
d(xt, at) ≥ max{αbt, 2e2n2p+ α}
) ≤ e−Ω(α).
Moreover, for all t ≥ α/p,
Pr
(
d(xt, at) ≥ 2e2n2p+ α) ≤ e−Ω(α).
Proof. Still, Xt := OneMaxat(x
t) = d(xt, at). We re-
call that there is a drift towards the target if Xt > i∗. More
precisely, from the estimations presented before this theorem
we obtain
E
(
i−Xt+1 | Xt = i) = E(∆−(i))− E(∆+(i))
≥ i
e2n
− np ≥ np
for i ≥ 2e2n2p. In the following, we analyze the Xt-process
using Lemma 6 with a := 2e2n2p, b = max{αbt, a + α},
xmin := 0 and the constant function h(x) := 1. From this
we obtain the trivial potential function g(x) = x. To bound
the moment-generating function of the drift if Xt > a, we
use ∆ := g(Xt)− g(Xt+1) = Xt −Xt+1 and argue
E
(
e−λ∆ · 1{Xt > a} | Xt
)
≤ E
(
e−λ∆ | Xt;Xt > a
)
.
In the following, we condition on Xt;Xt > a in all expec-
tations unless stated otherwise but omit this for the sake of
readability. Using the tailor expansion of the exponential
function, we get
E
(
e−λ∆
)
≤ 1− λE(∆) +
∞∑
k=2
λkE
(|∆|k)
k!
,
which for any η ≥ λ is at most
1− λE(∆) + λ
2
η2
∞∑
k=2
ηkE
(|∆|k)
k!
= 1− λE(∆) + λ
2
η2
(
E
(
eη|∆|
)
− ηE(|∆|)− 1
)
︸ ︷︷ ︸
Ψ
.
The aim now is to bound the term in parentheses such that
Ψ = O(η2(pn+ i/n)). To this end, note that |∆| is stochas-
tically dominated by a sum of two independent random vari-
ables
Z ∼ Bin(n, p) + Bin(i, 1/n)
since it is necessary to flip a bit of the optimum or a wrong
bit of the current state to change the state. The sum of the
two random variables overestimates the change of distance
since the two types of flips might cancel each other.
The moment-generating function of the binomial distribu-
tion is well known and, for our parameters, given by
E
(
eηZ
)
= E
(
eηBin(n,p)
)
· E
(
eηBin(i,1/n)
)
= (peη + 1− p)n ·
(
1
n
eη +
(
1− 1
n
))i
≤ (p (1 + η + η2)+ 1− p)n · ( 1
n
(
1 + η + η2
)
+ 1− 1
n
)i
=
(
(η + η2)p+ 1
)n(η + η2
n
+ 1
)i
for η ≤ 1 as ex ≤ 1 + x+ x2 for x ≤ 1. Using 1 + x ≤ ex, we
obtain from this
E
(
eηZ
)
≤
(
e(η+η
2)p
)n (
eη/n+η
2/n
)i
= e(pn+i/n)η+(pn+i/n)η
2
Introducing q := pn+ i/n ≤ 2, we have
E
(
eηZ
)
≤ 1 + (qη + qη2) + (qη + qη2)2
= 1 + qη + qη2 + q2η2 + 2q2η3 + q2η4
≤ 1 + qη + qη2 + 2qη2 + 2qη3 + 2qη4
≤ 1 + qη + 7qη2,
where we assumed qη + qη2 ≤ 1, which holds for η ≤ 1/4.
Since E(Z) = q, we have established
Ψ =
∞∑
k=2
ηkE
(|∆|k)
k!
≤
∞∑
k=2
ηkE
(
Zk
)
k!
= E
(
eηZ
)
− ηE(Z)− 1
≤ (1 + qη + 7qη2)− qη − 1 = 7qη2
since η ≤ 1.
Plugging this into the above bound on E
(
e−λ∆
)
, we get
E
(
e−λ∆
)
≤ 1− λE(∆) + 7λ2q
for λ ≤ η ≤ 1/4. Since E(∆) ≥ i
e2n
−np, we choose λ = 1
21e2
(and η = 1/4) to get
E
(
e−λ∆
)
≤ 1− λ
(
i
e2n
− np
)
+ 7λ
1
21e2
q
= 1− λ
(
i
e2n
− np
)
+
λ
3e2
(
i
n
+ pn
)
≤ 1− λ
(
2i
3e2n
− 22pn
21
)
=: β ≤ 1− 6pn
441e2
where the final inequality holds since i ≥ a = 2e2n2p. In
addition, we have then
β ≤ e−6pn/(441e2).
So far, we have bounded the moment-generating function
of the drift by less than 1. We are left with a bound on
E
(
e−λ(a−X
t+1) · 1{Xt ≤ a}).
Noting that the exponent is positive for Xt+1 ≥ a ≥ Xt, we
bound the expression by
E
(
eλ|X
t−Xt+1| | Xt ≤ a
)
≤ E
(
eλZ | Xt ≤ a
)
≤ 1 + 8λq ≤ 1 + 16λ =: D
using the estimations that bounded E
(
eηZ
)
further above.
Applying Lemma 6, we get
Pr
(
Xt ≥ b) ≤ βt · eλ(X0−b) + 1
1− βDe
−λα
≤ e− 6tpn441e2 e n−b21e2 + 441e
2
6pn
(
1 +
16
21e2
)
e
− α
21e2 .
As b ≥ bt = n − tpn7 , the first term is e−b/(882e
2). Hence,
if b ≥ α(n − tpn
7
), it is e−Ω(α). Assuming α = ω(lnn), the
second term is e−Ω(α) = n−ω(1), which makes the polynomial
441e2
6pn
negligible. This proves the first statement from the
theorem. The second one follows for t ≥ nα/(pn) = α/p
since then the first term is clearly e−Ω(α).
Altogether, for t large enough, we have
Pr
(
Xt ≥ b) ≤ e−Ω(α).
Theorem 8 shows that after a polynomial amount of time,
the distance is very likely to be not by much above the equi-
librium state. We can also show a somewhat symmetrical
statement, showing that it is very likely to be not by much
below the equilibrium state. This is proven in the following
theorem.
Theorem 9. Let r = 2, p = o(1/n) and 1/p = nO(1). Let
(xt, at)t∈N be the sequence of random variables denoting the
pair of current search point and current optimum as given
by running the (1+1) EA on dynamic OneMax. Then, for
any α = ω(lnn) and all t ≥ 0
Pr
(
d(xt, at) ≤ n2p/(16e2)− α) ≤ e−Ω(n) + e−Ω(α).
Proof. We essentially follow the analysis from the proof
of Theorem 8, but focus on a region close to the target where
the negative drift is stronger than the positive one. To match
the drift theorem, we flip the orientation of the space and
let Xt = n−OneMaxat(xt). We recall that there is a drift
away from the optimum if n−Xt < i∗. More precisely, from
the estimations presented at the beginning of this subsection
we obtain
E
(
(n− i)−Xt+1 | Xt = n− i)
= E
(
∆+(i)
)− E(∆−(i))
≥ np
4e2
− 2i
n
≥ np
8e2
for i ≤ n2 p
16e2
. This corresponds to Xt ≥ n − n2 p
16e2
. In
the following, the aim is to analyze the Xt-process using
Lemma 6 with a := n − n2p/(16e2), b = a + α, xmin := 0
and the constant function h(x) := 1. From this we obtain
the trivial potential function g(x) = x. We define ∆ and
bound the moment-generating with the same procedure as
in the proof of Theorem 8. Then (on Xt;Xt > a, which
means i < n2p/(16e2))
E
(
e−λ∆
)
≤ 1− λE(∆) + 7λ2q.
Since E(∆) ≥ np
8e2
, we choose λ = 1
112e2
to get
E
(
e−λ∆
)
≤ 1− λ
( np
17e2
)
= 1− np
1904e4
=: β < 1.
The bound
E
(
e−λ(a−X
t+1) · 1{Xt ≤ a}) ≤ 1 + 16λ =: D
is the same as in the proof of Theorem 8 since it only takes
into account the worst-case distribution of ∆. Altogether,
Pr
(
Xt ≥ b)
≤ e− tpn1904e4 eX
0−b
112e2 +
1904e4
np
(
1 +
16
112e2
)
e
− α
112e2 .
If X0 ≤ 2n/3, which happens with probability 1 − 2−Ω(n)
according to Chernoff bounds, the first term is e−Ω(n) since
b = n − O(n2p) = n − o(n). The second term is e−Ω(α) by
the same arguments as in the proof of Theorem 8. Hence,
turning back to the original state space,
Pr
(
d(xt, at) ≤ n2p/(16e2)− α) ≤ e−Ω(n) + e−Ω(α)
as suggested.
3.2 The Case of Large r
In this section we consider large values of r. With the
next theorem we show that, even for exponentially large r,
the (1+1) EA maintains search points which differ from the
optimum only by a constant in each dimension (in expecta-
tion)! This holds after an initial mixing phase, the length of
which depends linearly on r.
Theorem 10. Let p = o(1/n) and let (xt, at)t∈N be the
sequence of random variables denoting the pair of current
search point and current optimum as given by running the
(1+1) EA on dynamic OneMax. Then there are k0, k1 > 1
such that, for all t ≥ k0 rn2,
∀b ≥ 4 : Pr(OneMaxat(xt) ≥ bn) ≤ n2−k1 b (1)
and
E
(
OneMaxat(x
t)
)
= O(n). (2)
In particular, this bound is independent of r. In addition,
for all i ≤ n and all t ≥ k0 rn2,
∀b ≥ 4 : Pr(d(ati, xti) ≥ b) ≤ 2−k1 b. (3)
Proof. We start by showing Equation (3). Fix a bit
position i ≤ n. We reason with drift on dt = d(ati, xti)
and show that it leads towards 0. Note that this value can
change by at most two per iteration (one movement step of
the algorithm, one of the optimum). Let some time t be
given and suppose dt 6= 0.
Let E be the event that the (1+1) EA keeps all bits other
than i unchanged. We bound the expectation of moving in
the wrong direction conditional on E as
E
(
dt+1 − dt | E) = o(1/n),
as the optimum might move away with probability o(1/n)
but, if the new solution is accepted at all, it is more likely to
be accepted if the i was changed in the right direction than
when it was changed in the wrong direction. We further
bound expectation of moving in the right direction condi-
tional on E as
E
(
dt − dt+1 | E) = Ω(1/n),
as we will not accept a worsening, but do accept an improve-
ment, which will happen with probability Ω(1/n). Using
that P (E) approaches 1/e as n approaches infinity, we get
a drift of Ω(1/n) towards the optimum.
With the use of the additive drift theorem (Theorem 1),
this shows that the first time we have dt = 0 is expected to
be at most k1 rn iterations, for some k1 large enough. Let T
be the random variable denoting the smallest t with dt = 0.
Using concentration bounds for additive drift (Theorem 2),
we get
∀s ≥ 2k1 rn : P (T ≥ s) ≤ exp
(
− s
64n2
)
.
Let t0 = 2k1 rn
2. Thus, we do not have dt0 = 0 for the first
time within the first t steps with probability 2−Ω(r).
We now set up to use Theorem 7 to derive bound for
straying from the optimum after reaching it for the first
time. In the notation of that lemma, our process has a drift
of d = O(1/n), a self-loop probability of p0 = 1 − O(1/n)
and a step size of at most c = 2. Thus, Lemma 7 gives some
k such that, for all t,
∀b ≥ 4 : Pr(d(ati, xti) ≥ b | t > T ) ≤ 2−k b.
We have, for all t ≥ t0,
Pr
(
Xt ≥ b) ≤ Pr(d(ati, xti) ≥ b | t > T ) + Pr(t ≤ T )
≤ 2−k b + 2−Ω(r).
This gives the existence of a k1 as desired, which shows
Equation (3). Equation (1) now follows from the union
bound, while Equation (2) follows from linearity of expecta-
tion (and the trivial bound on the expectation of exponen-
tially decaying random variables).
4. UPPER BOUND ON HITTING TIME OF
TARGET
In this section, we re-prove the upper bound given by
Droste (2003) in Theorem 12 and then extend it to the case
of arbitrary r in Theorem 14. We start with the case of
r = 2. Let Xt, t ≥ 0, be the Hamming distance of the
current optimum string and the current search point of the
(1+1) EA at time t. Hence, we get a process on {0, . . . , n}
with target state 0. We lower bound the parameter p−(i)
and the “drift” δ(i) in the sense of Theorem 4.
Lemma 11. For i > 0, Pr(Xt+1 = i − 1 | Xt = i) ≥
(1 − p)n i
en
, Pr(Xt+1 ≥ i + 1 | Xt = i) ≤ pn and δ(i) ≥
(1− p)n i
en
− pn.
Proof. The distance to the optimum decreases if the op-
timum does not move (probability (1−p)n) and exactly one
wrong bit flips (probability (1 − 1/n)n−1 i
n
≥ i
en
), which
proves the bound on Pr(Xt+1 = i−1 | Xt = i). The distance
to the optimum can only increase if the dynamic component
flips a bit. By a union bound, the probability is at most pn,
which proves the bound on Pr(Xt+1 ≥ i+ 1 | Xt = i).
To bound E
(
(Xt+1 − i) · 1{Xt+1 > i} | Xt = i), which
appears in the definition of δ(i), we pessimistically assume
that each change of the optimum string increases the dis-
tance to the current search point. The expected number of
bits changed by the dynamic component equals pn, which
altogether leads to the bound on δ(i).
Hereinafter, we work with p−(i) = (1−p)n i
en
and p+(i) =
pn. We get the following polynomial upper bound in the case
of bit strings.
Theorem 12. Let r = 2 and p ≤ c lnn
n2
for some
constant c. Then the expected optimization time of the
(1+1) EA on the dynamic OneMax is O(n4.8c+2 ln2 n).
Proof. By solving the equation δ(i) = 0 with the bounds
from Lemma 11, we are allowed to set κ := pen
2
(1−p)n . Using
the assumption on p, κ = (1 + o(1))ec lnn ≤ 3c lnn for n
large enough. Moreover, we have p+(i) + p−(i) ≤ c lnn
n
+
c lnn
n
≤ 2c lnn
n
for i ≤ κ. Then
E
(
T | X0)
≤
((
n∑
k=3c lnn+1
1
k
en
− (c lnn)/n
)
3c lnn∏
k=1
2c lnn
n
(1− p)n k
en
)
+
(
3c lnn∑
k=1
1
(1− p)n k
en
k−1∏
j=1
2c lnn
n
(1− p)n j
en
)
≤
n∑
k=3c lnn+1
1
k/(10n lnn)
· P + 3c lnn · P,
where P := en(1−p)−n∏3c lnnk=2 2ce lnnk . If n is not too small,
we have
E
(
T | X0) ≤ (10n ln2 n) + 3c lnn)P ≤ (11n ln2 n)P.
Now,
P ≤ en
(
1− c lnn
n2
)−n
(2ce lnn)3c lnn
(3c lnn)!
≤ en(1 + o(1))
(
2ce2
3c
)3c lnn
≤ 2ene3c ln(2e2/3) lnn ≤ 2en4.8c+1
using k! ≥ (k/e)k. Altogether,
E
(
T | X0) ≤ 22en4.8c+2 ln2 n
for n large enough.
For comparison, Droste (2003) proves the upper bound
E(T ) = O(n4ce/ ln(2)+1 lnn), i. e., the exponent is almost
12c. Hence, state-of-the-art drift analysis yields more pre-
cise results, is more versatile and leads to cleaner and shorter
proofs than the previous analysis by Droste (2003).
It is not to difficult to generalize Theorem 12 to arbi-
trary r if we replace the prerequisite on p by p ≤ c lnn
rn2
.
Basically, a factor of r is lost if we work under the worst
case assumption that wrong positions have distance r from
the optimum, resulting in only OneMaxat(x
t)/r wrong po-
sitions. To increase the regime of polynomial hitting times,
we have to prove this worst case to be unlikely. Fortunately,
the anytime analysis from Theorem 10 can be used here to
show that we lose a factor of at most O(logn) regardless
of r. To this end, we will use the following lemma, which
immediately follows from Theorem 10.
Lemma 13. Let p = o(1/n). Then there are constants
a > 0, b > 1 such that for any i ∈ [n], j ∈ N and all
t ≥ rn2 lnn it holds Pr(d(ati, xti) ≥ j) ≤ ab−j.
We now state the theorem concerned with polynomial hit-
ting times for large r. To ease the statement, we only con-
sider polynomial-sized r.
Theorem 14. Let r ≤ nk for some constant k and p ≤
c lnn
min{r,lnn}n2 for some sufficiently small constant c (possibly
depending on k). Then the expected optimization time of the
(1+1) EA on the dynamic OneMax is polynomial in n.
Proof. Let t∗ = rn2 lnn. Pessimistically ignoring the
case that the optimum is hit in less than t∗ steps, we apply
Lemma 13. Choosing j∗ = ln(an2t∗)/(ln b) = O(logn), we
obtain that Pr
(
d(ati, x
t
i) ≥ j∗
) ≤ 1/(t∗n2) for any j and t ≥
t∗. By a union bound, the probability that for all i ∈ [n]
we have d(ati, x
t
i) ≤ j∗ is 1 − O(1/(t∗n)). From now on, we
assume this to hold in a phase of length t∗, starting from
time t∗ up to time 2t∗ − 1. Again by a union bound, the
probability that within t∗ steps all positions have distance
at most j∗ from the target is still 1 − O(1/n) − n−ω(1) =
1− o(1). If j∗ ≥ r, the assumption holds trivially, i. e., with
probability 1.
Under our assumption, we conduct a drift analysis with
respect to Xt := OneMaxat(xt). Similarly to Lemma 11,
Pr(Xt+1 ≥ i+1 | Xt = i) ≤ pn since each changing position
of the target increases the distance by at most 1 and also
E
(
(Xt −Xt+1) · 1{Xt+1 > Xt} | Xt = i) ≤ pn.
If Xt = i, then there are at least i
min{r,j∗} wrong posi-
tions, hence p−(i) = Pr(Xt+1 = i − 1 | Xt = i) ≥ (1 −
p)n i
min{r,j∗}en and
δ(i) ≥ (1− p)n i
min{r, j∗}en − pn
≥ (1− p)n i
min{r, j∗}en −
c lnn
min{r, lnn}n.
By our assumptions, j∗ ≤ kc1 lnn for some constant c1 (de-
pending on a and b) for large enough n. Using our assump-
tion on p, we get that δ(i) ≥ 0 for i ≥ c3 lnn, where c3 is a
constant such that c3 = cc1k + c2 for another constant c2.
Hence, we work with κ := c3 lnn. If c2 is chosen appropri-
ately, then we also have p+(i) + p−(i) ≤ c3 lnn
2n
for i ≤ κ.
Similarly as in the proof of Theorem 12, we get for small
enough c that
E
(
T | X0) ≤ j∗n∑
`=c3 lnn
1
`/(2ekc1n lnn)
· P + c3 lnn · P,
where
P := enmin{r, j∗}(1− p)−n
c3 lnn∏
`=2
(c3/2) lnn
`
.
If n is not too small, E
(
T | X0) ≤ 3ekc1c3n(ln2 n)P , so we
are left with an estimate for P . We get
P ≤ O(n ln2 n)
(
c3e lnn
2c3 lnn
)c3 lnn
≤ nc3
for n large enough. Altogether,
E
(
T | X0) ≤ ncc1k+c2 .
If n is large enough and c is sufficiently small but still con-
stant, then ncc1k+c2 ≤ t∗/2. Hence, by Markov’s inequal-
ity, the probability that a phase of t∗ steps is successful,
i. e., the optimum is hit, is at least 1/2; still conditioning
on maximum distance j∗ for all positions. By the con-
siderations from above, the unconditional probability of a
successful phase is at least 1/2 − o(1). In case of a fail-
ure, we consider the subsequent phase of t∗ steps. The
expected number of phases is at most 2 + o(1), hence the
overall expected first hitting time of the target is at most
t∗ + (2 + o(1))t∗ = (3 + o(1))t∗, i. e., polynomial.
We conjecture that the assumption on p in Theorem 14
can be replaced by p ≤ c lnn
n2
, i. e., that the same regime for
polynomial first hitting time holds regardless of r. However,
we cannot prove this at the moment since the processes de-
scribing the distance from the target for different positions
are not independent.
5. LOWERBOUNDONHITTINGTIMEOF
TARGET
When the mutation probability applied to the optimum
is asymptotically larger than logn/n2, Droste (2003) shows
that the first hitting time of (1+1) EA on OneMax for r = 2
is polynomial only with super-polynomially small probabil-
ity. We re-prove this result for any r ≥ 2 and p ≤ 1/n using
drift analysis.
Theorem 15. With p ∈ ω(logn/n2) and p ≤ 1/n, the
first hitting time of the (1+1) EA on the dynamic OneMax
for any r ≥ 2 is polynomial only with super-polynomially
small probability.
Proof. To prove the result, we let Xt be the current so-
lution of the EA and apply Theorem 3 using potential func-
tion g(Xt) =
∑n
i=1
[
ati 6= xti
]
, i. e., the number of characters
the individual and the optimum differ by at time t.
Consider the effects of mutating the optimum and the mu-
tation/selection step separately. When g(Xt) ≤ n/2, the ef-
fect of optimum mutation on g(Xt) non-matching characters
is countered by the effect of mutation on g(Xt) matching
characters, leaving n − 2g(Xt) matching characters which
cause a drift away from the optimum:
E
(
g(Xt+1)− g(Xt) | St) ≥ (n− 2g(Xt)) · p,
where St is the event that no mutation occurs during the
mutation/selection step of iteration t.
For the mutation/selection step, the expected increase in
the number of matching characters is at most the number
of mutated non-matching characters. We can consider the
mutation/selection occurring after the optimum is mutated,
so the number of non-matching characters is in expectation
increased by at most 1 for p ≤ 1/n, leading to a combined
drift of:
E
(
g(Xt+1)− g(Xt)) ≥ (n− 2g(Xt)) · p− (g(Xt) + 1) · 1/n.
Let p = α(n) · logn/n2 ≤ 1/n, where α(n) ∈ ω(1) ≤
n/ logn; limiting g(Xt) < b = α(n)c logn, where c < 1 is a
constant, reveals a drift away from the optimum:
E
(
g(Xt+1)− g(Xt) | g(Xt) < b)
≥ (n− 2g(Xt)) · p− (g(Xt) + 1) · 1/n
≥ α(n) logn
n
− α(n)
c logn
n
(
2α(n) logn
n
+ 1
)
− 1
n
∈ Ω
(
α(n) logn
n
)
.
With low p and g(Xt), a large number of iterations might
not alter the value of g(Xt) (causing a “self-loop”). The
probability p0 of an iteration resulting in a self-loop can
be bounded by considering the probability that none of the
characters of the optimum mutate, and none of the non-
matching characters in the current individual mutate:
p0 = Pr
(
g(Xt+1) = g(Xt) | Xt)
≥ (1− p)n · (1− 1/n)g(Xt)
≥ 1− nα(n) logn
n2
− α(n)
c logn
n
(1− p0) ∈ O
(
α(n) logn
n
)
.
Thus, there exists a constant ε > 0 satisfying the first re-
quirement of Theorem 3. We then need to bound the prob-
abilities of g(Xt) changing significantly in a single iteration.
Throughout the following, letM be the event that a self-loop
does not occur, i. e., g(Xt+1) 6= g(Xt).
Let c1 = n− g(Xt) ≤ n be the number of matching char-
acters in the optimum and the current individual (for which
d(ai, xi) = 0). We note that mutating such a character in
the optimum would increase g(Xt+1) unless it is also mu-
tated in the current individual; let C1 be the number of such
mutations that occur:
Pr(M) ≥ c1 · p(1− p)n−1 · (1− 1/n)n
≥ c1p/4e
Pr(C1 ≥ j) ≤
(
c1
j
)
pj
Pr(C1 ≥ j |M) ≤ (c1p)
j−14e
2j−1
≤ 8e
2j
for n ≥ 2.
Let c2 ≤ g(Xt) ≤ n be the number of characters for
which d(ai, xi) ≥ 2, i. e., those that would not transform
into matching characters even if improved by mutation; no-
tably, c2 = 0 if r = 2. When both, a matching character
mutation, and a mutation improving such a character occurs
in the current individual, g(Xt+1) increases without reduc-
ing fitness, allowing the mutated individual to be accepted;
let C2 be the number of such mutations that occur:
Pr(M) ≥ c1c2/(8en2)
Pr(C2 ≥ j) ≤
(
c1
j
)(
c2
j
)
n−2j
Pr(C2 ≥ j |M) ≤ (c1c2)
j
22(j−1)n2j
8en2
c1c2
≤ (c1c2)
j−1
n2(j−1)
32e
4j
<
32e
4j
as c1c2 ≤ n2.
The increase in potential value is at most the sum of these
two effects, and hence:
Pr
(
g(Xt+1)− g(Xt) ≥ j |M) ≤ Pr(C1 + C2 ≥ j |M).
By Lemma 16, there exists a choice of r(`) and δ that satis-
fies the second condition of Theorem 3 for jumps away from
the optimum.
For jumps toward the optimum, let k1 be the number
of characters for which d(ai, xi) = 1, i. e., those that can
be corrected by a mutation in either the optimum or the
current individual; let J1 be the number of such characters
corrected in a given iteration. Proceeding as before,
Pr(J1 ≥ j |M) ≤
(
2k1
j
)
1
nj
8en
k1
≤ (2k1)
j−18e
nj−13j−2
≤ 36e
1.5j
,
noting that if r > 2, a mutation in a specific direction is
required while considering P (M), while a mutation either
direction is acceptable to upper-bound P (J1 ≥ j).
Furthermore, let k2 be the number of characters for which
d(ai, xi) = 2, i. e., those that can match if they are mutated
appropriately in both the optimum and the current individ-
ual; let J2 be the number of such characters corrected in a
given iteration. Similarly,
Pr(J2 ≥ j |M) ≤
(
k2
j
)( p
4n
)j 16en
k2p
≤ k2
j−14e
8j−1
( p
n
)j−1
≤ 32e
8j
as k2 ≤ n ≤ 1/p.
The reduction in potential value is at most the sum of
these two effects, and so:
Pr
(
g(Xt+1)− g(Xt) ≤ −j |M) ≤ Pr(J1 + J2 ≥ j |M).
Per Lemma 16, there exists a choice of r(`) and δ that sat-
isfies the second condition of Theorem 3 for jumps toward
the optimum.
Thus, there exists a choice of r(`) and δ that satisfies the
second requirement of Theorem 3 both for jumps away from
and jumps toward the optimum.
Finally, we note that the probability of a randomly initial-
ized character matching the optimum is 1/r ≤ 1/2. Using
Chernoff’s inequality, the probability that more than 3n/4
characters are initialized correctly is at most e−n/12, and
therefore g(X0) ≥ n/4 > b with high probability.
By applying Theorem 3 with g(Xt), b = α(n)c logn and
a = 0, and hence ` = ω(logn), we can conclude that if
p ∈ ω(logn/n2) ≤ 1/n, the (1+1) EA finds the optimum in
polynomial time with only super-polynomially small proba-
bility.
While proving that large jumps are exponentially unlikely
even after removing self-loops from the process, we used the
following lemma to combine upper bounds for different kinds
of jumps.
Lemma 16. Let J = J1 + J2; if there exist constants
r1, r2 ≥ 1, and d1, d2 > 1, s.t. for some event E,
Pr(J1 ≥ j | E) ≤ r1/d1j
Pr(J2 ≥ j | E) ≤ r2/d2j
and it holds that Pr(J2 ≥ j2 | E, J1 ≥ j1) ≤ Pr(J2 ≥ j2 | E),
then there also exist constants r, d > 1, s.t.
Pr(J ≥ j | E) ≤ r/dj .
Proof. Let r∗ = max(r1, r2) and d∗ = min(d1, d2); given
the conditions, it is the case that:
Pr(J ≥ j | E)
≤
j∑
i=0
Pr(J1 ≥ i | E)Pr(J2 ≥ j − i | E, J1 ≥ j1)
≤
j∑
i=0
Pr(J1 ≥ i | E)Pr(J2 ≥ j − i | E)
≤ r2∗d−j∗ (j + 1).
We note that (j + 1)d−j∗ ≤
√
d∗
−j
for j ≥ 16/(ln2 d∗). It is
possible to pick a constant c =
√
d∗
16/(ln2 d∗), ensuring that
c/
√
d∗
j ≥ 1 for j ≤ 16/(ln2 d∗), which proves the lemma
with r = r∗c and d =
√
d∗.
6. CONCLUSION
In this paper we revisited the setting of dynamic One-
Max as introduced by Droste (2003), where the optimum
moves by flipping the bit of each position with some fixed
probability p.
We showed that his results, both the upper and the lower
bound, extend to versions of dynamic OneMax where each
dimension has r different possible values. By using modern
drift analysis, the proof is shorter and more elegant.
Furthermore, we made an analysis of how far from the op-
timum the (1+1) EA strays after getting close for the first
time. For the case of bit strings, this value is concentrated
around Θ(pn2) (for p = o(1/n)), which shows that the op-
timum is very elusive unless p is small. On the other hand,
we showed that only the dimension, and not the size, of the
search space has an impact on the ability of the (1+1) EA
to track good solutions. We did this by considering search
spaces with r possible values in each dimension, and saw that
r does not influence the resulting bounds, i. e., the distance
is bounded by a constant in expectation in each dimension
if r is large (see Theorem 10).
We believe that the methods we used, especially the
statements about the occupation probabilities as given in
Lemma 13 of Lissovoi and Witt (2015) or in our Theorem 7,
will be beneficial in many more settings, especially those
aiming at an anytime analysis for dynamic problems.
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