The aggregation of preferences (expressed in the form of rankings) from multiple experts is a well-studied topic in a number of fields. The Kemeny ranking problem aims at computing an aggregated ranking having minimal distance to the global consensus. However, it assumes that these rankings will be complete, i.e., all elements are explicitly ranked by the expert. This assumption may not simply hold when, for instance, an expert ranks only the top-K items of interest, thus creating a partial ranking. In this paper we formalize the weighted Kemeny ranking problem for partial rankings, an extension of the Kemeny ranking problem that is able to aggregate partial rankings from multiple experts when only a limited number of relevant elements are explicitly ranked (top-K), and this number may vary from one expert to another (top-K i ). Moreover, we introduce two strategies to quantify the weight of each partial ranking. We cast this problem within the realm of combinatorial optimization and lean on the successful Ant Colony Optimization (ACO) metaheuristic algorithm to arrive at high-quality solutions. The proposed approach is evaluated through a real-world scenario and 190 synthetic datasets from www.PrefLib.org. The experimental evidence indicates that the proposed ACO-based solution is capable of significantly ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T outperforming several evolutionary approaches that proved to be very effective when dealing with the Kemeny ranking problem.
A C C E P T E D M A N U S C R I P T
Weighted aggregation of partial rankings using Ant Colony Optimization
The aggregation of preferences from multiple experts is a well-studied When these preferences are elicited in the form of N rankings over M should have no impact on the societal ranking of the subset).
22
In spite of the above result, it is still possible to compute an aggregated et. al. [15] resorted to evolutionary algorithms to come to grips with this rithms. Nevertheless, the proposed model is thought of for complete rankings 33 (i.e., those in which each element is explicitly ranked) and cannot be directly 34 applied to the aggregation of incomplete (partial ) preferences, i.e., where 35 only a subset of the available items is explicitly ranked. In this paper, we 36 investigated two types of partial rankings that could be described as follows: outperforming the other models for datasets under consideration.
67

A C C E P T E D M A N U S C R I P T
The rest of the article is organized as follows. is the one with the most points.
94
The single transferable vote rule goes through a series of M − 1 rounds,
95
each one eliminating the element with the lowest plurality score from every 96 ranking. The last remaining element is the winner.
97
The Bucklin rule computes a score for each element that is based on the 98 number of voters that ranked it among the top-K candidates. An element
99
"passes the post" if it is selected within the lowest K elements by at least 100 half of the voters. Ties are broken by the number of votes by which the post 101 is passed.
102
A C C E P T E D M A N U S C R I P T
The maximin rule ranks elements after a score based on pairwise counts 103 of the number of votes that placed that element higher than another element.
104
The Copeland rule also follows a score but this time an element earns/loses 105 a point for every pairwise election it wins/loses.
106
The ranked pairs rule also returns a ranking based on an ordering of all 107 element pairs (a,b) according to the number of voters that prefer a over b.
108
Another well-studied rule is the of disagreements among all rankings in X [15] . A C C E P T E D M A N U S C R I P T be evaluated.
The reader may notice that the first modification to the standard Kemeny also be adopted for comparing full rankings, thus leading to the Kendall-Tau
The inclusion of the Hausdorff distance H(X i , Y ) in the objective function
248
(2) allows computing the dissimilarity between each input ranking and the 249 candidate (complete) aggregated ranking. Due to the fact that Y is a full 250 ranking, we could compute
possible because there are no tied items in a full ranking (i.e., |R 2 (X i , Y )| = 252 0). On the other hand, the reader may verify that
where K i is the number of relevant items selected by the ith respondent.
254
Notice that we assume partial rankings with non-homogeneous tied factors, be optimized.
Equation ( during the search process.
274
The ACO metaheuristic is a biologically-inspired search technique that is not modified throughout the algorithm's execution.
In light of the Kemeny ranking problem, Equation (5) denotes the prob- 
300
Once the individual ant tours are completed, the pheromone levels on 301 all trails using the solutions found by the agents will be updated. First, 
311
The pheromone trails are updated once all ants have completed their tours.
312
A certain portion of the pheromone in each trail is evaporated according to it. This pheromone update rule is reflected in Equation (6), with S being 316 the number of ants in the colony.
The long-term effect of the above rule is that edges not frequently chosen 339
ACS' pseudo-random proportional rule in Equation (8) as it approaches 1.
The third distinctive element in the ACS model is the iterative pheromone 347 update rule ants employ as they build their solution, as shown in Equa-348 tion (9). This approach has the same effect as decreasing the probability 349 of selecting the same path for all ants, thus introducing a balance between 350 exploitation and exploration.
The ACS algorithm frequently reports better performance than AS owing we defined four central components:
372
• The structure of the pheromone graph used by ants to construct the 373 solutions.
374
• The interpretation of the probabilistic rule to select the next state.
375
• The formal definition of the set of feasible states at each step.
376
• The estimation of the heuristic information.
377
As mentioned, the goal of the search method is to produce a complete the heuristic value) which is a result of frequent ties over the same two items.
389
In the proposed scheme, the transition value P kl is the probability of 390 accepting the lth item at the kth ranking position. This approach is slightly 391 different from other scenarios where the transition value P kl often denotes 392 the probability of moving to the lth graph node from the kth node. In 393 practice, both approaches are equivalent because the probability of accepting 427
It should be specified that the functions ϑ k (F l ) and ∼ ϑ k (F l ) must con-428 sider the fact that X i belongs to the ranking population with weight ω i .
429
Equation (11) show how to compute the function ϑ k (F l ), but it may be eas-
On the other hand, in Equation (10) the sum of 431 all weights i ω i ≤ N is used to normalize the heuristic values. Table 1 : Example of a weighted aggregation of multiple top-K rankings.
Observe that according to Equation (10) where
is the set of all rankings where item F l was excluded from
is the set of all feasible positions for the lth item, while 458 ϑ k (F l ) denotes the sum of the weights of those rankings on which item F l 459 was placed at the kth ranking position.
Example 2. Let us consider the weighted aggregation scenario summa- 
{4, 5}, ψ X 4 (F 2 ) = 3, 4, 5. Observe that item F 2 could not be hypothetically 466 located at the first ranking position without introducing new tied pairs of
. This suggests that the heuristic value 468 η 12 is computed from the number of times F 2 was observed at the first posi-469 tion.
470
Similarly to the first scenario (i.e., respondents select the most relevant K 471 items), we must avoid zero-values in the heuristic matrix, although this situa-472 tion is possible (i.e., the item was never observed in a position and there is no 473 chance to be observed without inducing new ties). However, it is still possible 474 to build a candidate solution with this feature having minimal distance to 475 the consensus, and therefore it must be considered as well. In these scenarios 476 the probability should not be zero but rather small, e.g., η M IN = min{η kl }
477
A C C E P T E D M
A N U S C R I P T Table 2 : Example of a weighted aggregation of multiple top-K i rankings. with several categories at the same time but with different degrees.
506
Essentially, the proposed method computes the correspondence degree 507 between items in the partial ranking and those items belonging to each cat-508 egory. Observe that we cannot compute this correspondence degree using a 509 distance function (e.g., the Hausdorff distance) since categories are unordered 510 sets and therefore there is no ordinal relation among category items. The 511 method comprises four well-defined steps which are described below.
512
Step 1. Compute the intersection set Φ ij = X i ∩ C j between the partial 513 ranking X i and the category C j . This step allows determining, for each 514 partial ranking, the set of ranked items that additionally belongs to the jth 515 category. Notice that this step does not consider the existence of an ordinal 516 relation between pairs of items included into the top-K (or top-K i ).
517
Step 2. Compute the relative relevance Z(F l ) of each factor F l ∈ Φ ij 518 using its position 1
with the ith partial ranking. The relevance
provides a local measure to determine the degree of membership to each 521 category. In the case of top-K partial rankings,
since all respondents have to select exactly K relevant items.
523
Step 3. Compute the weightω
of the ith partial ranking to the jth 524 category. To accomplish that, we adopt Equation (13) for both top-K and 525 top-K i scenario, assuming that ψ is the normalization factor.
It should be remarked that, for top-K partial rankings, the number of 527 relevant items K may be different from the cardinality of the category C j . If 528 |C j | < K then the degree to which the ith partial ranking belongs to the jth 529 category will never be maximal because some ranking positions cannot be .
536
This normalization factor represents the sum of the first min {K, |C j |} rele-537 vance degrees. Being more explicit, this sum of relevance degrees is equivalent and may be inferred from the following expression:
In the case of top-K i partial rankings, the number of relevant items will we assumed that the top-K items are rigorously ordered.
553
Another issue that arises here is that there is no restriction on the number 554 of relevant items to be selected by the respondent when constructing the 555 top-K i partial ranking. This implies that a specific category can be entirely 556 included into the top-K i ranking. It could be possible to allocate all selected 557 items at the same ranking level (e.g., selected items belong to the same 558 category and they are equally relevant to characterize the concept under 559 evaluation). In this case, the normalization factor ψ = |C j |.
560
Step 4. After computing the above equation for each category, the final 561 membership values are calculated as ω
i . This ensures that 562 the sum of all membership values will be exactly one, which is an important 563 property to be preserved in fuzzy environments.
564
A C C E P T E D M A N U S C R I P T solve the Kemeny ranking problem relies on the search space characteristics.
577
Instead of dealing with the standard binary representation, they adopted a Once offspring are generated by crossover, a mutation operator is applied 606 over each offspring with a given mutation probability. In 
617
The combinations of the above permutation-based crossover and muta-618 tion operators lead to nine GA-based optimizers. For such evolutionary ap-619 proaches, we used a population of 200 individuals. The mutation probability 620 is set to 0.1 whereas the crossover probability was fixed to 0.9. Observe that 621 the crossover probability is notably higher than the mutation probability as 622 suggested in [15] . The search process stops after 50 generations, leading to better results by using a larger population and fewer generations.
628
In the case of ACO-based algorithms, we adopted the following param-629 eters: the number of ants was taken as the number of items to be ranked 630 multiplied by S = 3; α = 2 and β = 3, the pheromone matrix was initialized 631 to τ kl (0) = 0.5 and the evaporation factor was set to ρ = 0.8. For the ACS 632 algorithm, the parameter q 0 was initialized to 0.6 whereas for MMAS the cally only exploits the heuristic knowledge to select the next feasible state.
652
In GAM, α = 0, β = 1 and q 0 = 1. Overall, we compare our approach against 653 two greedy methods as baseline techniques and nine evolutionary algorithms. 
Numerical simulations for a real-world dataset
655
In this section, we evaluate the proposed methodology by using a real 656 study case concerning to the attractiveness of companies in Belgium [50] [34] [27] . A C C E P T E D M A N U S C R I P T Table 4 displays the list of expert-defined categories, which allows com-683 puting the weight of each partial ranking as explained in Section 6. Par-684 ticularly, we adopted the heuristic strategy for predefined categories where 685 factors are gathered according to their semantics by marketing experts. Table 4 : Categories determined by marketing experts.
686
Name
Factors in the category
Status F 17 , F 14 , F 15 , F 13 , F 12 , F 6 Figure 1 shows the average membership degree across all categories for 687 both studies. The reader may observe that the maximal average member-
688
ship degree corresponds to the category C 2 in both scenarios. This result is 689 certainly interesting but unsurprising because Belgian people regularly have 690 well-paid jobs, and thus they are more focused on finding jobs with safer con-691 tract terms. Therefore, the membership degrees for the "Stability" category 692 will be used to solve the weighted aggregation problem. In the first scenario, the differences are more evident given the lower dis- Observe that all optimizers are capable of outperforming the baseline meth- ods and that ACS achieves the largest improvement rates.
725
The top-K i datasets reveal a greater dispersion around the global (often next subsection, we evaluate our methodology using more generic datasets. To further confirm the superiority of the search methods over the greedy 766 methods, Figure 7 displays the improvement rate attained by swarm and evo-767 lutionary algorithms over these two approaches. For these synthetic datasets,
768
ACS displays the largest improvement rates, while AS and the evolutionary 769 methods based on the OX1 crossover operator report the worst ones.
770
Figure 7: Improvement rate attained by the algorithms under discussion with regards to the two baseline methods for the synthetic datasets.
The last experiment is focused on determining whether the superiority of knowledge discovery, business process modeling, association rules and fuzzy cognitive maps.
