Summary. We examine the zeros of the function g(z) = z + βe −z where β ∈ C. In particular, we discuss the movement of the zeros as β moves over straight lines through the origin and find that all the zeros of g(z) are in the left half-plane if and only if |β| + | arg β| < π/2.
1 Introduction: A transcendental function.
In this paper we study the location in the complex plane of the zeros of the function g(z) = z + βe −z .
According to Liouville's theorem [3] , the zeros are not elementary transcendental functions of β. When β = 0, there is a single zero at the origin, while for β = ∞, g(z) has no zeros in the finite part of the plane. For every other complex β, g(z) has a countably infinite number of zeros. So it is of interest to examine how the zeros change with changes in the parameter β. Here we study their behaviour as the parameter β varies over straight lines through the origin in the complex plane. It is convenient to distinguish four cases according as to whether the line of variation of β is the real axis, or the imaginary axis or lies in the odd or even quadrants. The behaviour of the zeros when β is real is qualitatively different from the other three cases. We use our results to show that the zeros of g(z) have negative real part if and only if |β| + | arg β| < π/2. The interest in the kind of question discussed here arises from the stability theory of delay differential equations where the location of the complex zeros of a transcendental function becomes important; see, e.g., [1] , [2] , [4] . In particular, stability requires that the zeros be located in the left half plane, Re(z) < 0. This paper goes beyond the scope of the talk given by the first-named author at ISAAC-4. That talk dealt mainly with the case where β is real. It was a question from Ilpo Laine at the end of the talk that led us to consider the zeros of g(z) for β complex as well. Let us put polar coordinates on the parameter space by writing β = be iα with −∞ < b < +∞ and 0 ≤ α < π. Thus for a fixed α, allowing b to vary from −∞ to +∞ causes β to trace out the line at angle α > 0 to the positive real axis, starting from the lower half β-plane, and passing through the origin when b = 0. When α = 0, β is real and it traverses the real axis in the usual sense. The imaginary axis is traced out when α = π/2 and β traces out a line in the odd and even quadrants when 0 < α < π/2 and π/2 < α < π, respectively. We first note that all the zeros of g(z) are simple except for a zero of order two at z = −1 in the special case β = 1/e. We also note that g(z) has real zeros only if β is real. Now let z = x + iy and note that
Let us consider two special cases: α = 0, π/2. In case α = 0, we have g(z) = g(z) and the zeros of g(z) occur in complex conjugate pairs. In case α = π/2, we have β = ib for b ∈ R and g(z) = x + be −x sin y + i (y + be −x cos y). Thus if z is a zero of g(z) with β = −ib then z is a zero of g(z) with β = ib. In both cases, the locus of the zeros of g(z) is symmetric with respect to the real axis. To investigate the zeros of g(z) further, we equate real and imaginary parts in g(z) = 0 to get
and
To solve this system of equations we need to consider two separate cases, α = 0 (i.e., β real) and α = 0 (i.e., β non-real).
3 Non-real β Let us first consider β non-real. For 0 < α < π, y = 0 and we can divide (3) by (4) to get
If we now substitute (5) in (3) we get
Equation (5) represents a curve Γ with multiple branches in C. All the zeros of g(z) must lie on Γ which is depicted in Figure 1 in the special case α = 1. We now turn to equation (6) has a unique root on the interval (α, α + π). Now the rhs → 0 and the lhs → +∞ as y → (α + π) − . Also both the rhs and the lhs → +∞ as y → α + . However the rhs → +∞ much faster (like be 1/(y−α) as opposed to just 1/(y − α)). Thus it is clear that equation (6) has a root on the interval (α, α + π). It remains to show that this root is unique. To this end, consider
We have f (α + ) = −∞ and f ((α + π) − ) = +∞. The uniqueness of the root will be clear if we can show that f (x) > 0 at all points where f (x) = 0. A direct computation shows that at such a point
The direction of the movement of the zeros on each branch can be further analyzed by looking at dz/db for z a zero. Then z = −βe −z = −be iα−z and
where we have written z = x + iy. Equating real and imaginary parts thus gives
For a zero on a transverse branch the formula for dy/db tells us that in the upper half plane, the imaginary part of the zero decreases when b < 0 and increases when b > 0 and the situation is reversed in the lower half plane. Let us now consider dx/db. All of the transverse branches are exterior to the circle with center −1/2 and radius 1/2 and thus the real part of the zeros is strictly increasing(decreasing) for b > 0(< 0). Now the concave branch Γ 0 crosses the circle with center −1/2 and radius 1/2 at the origin when b = 0 and at the vertex η when b = b 0 = ±e
where we take the plus sign for 0 < α < 
Real β
Let us now consider the case where β is real. For α = 0, equations (3) and (4) become
Now equation (8) branches Γ 0 and Γ 1 in Figure 1 coalesce into a single convex branch Γ 0 in Figure 4 . The separate simple zeros on the branches Γ 0 and Γ 1 in Figure 1 are replaced by a pair of zeros which are initially real (b < 1/e) then collide to form a double zero (b = 1/e) and the two complex conjugate zeros (b > 1/e). The limit α → 0 + brings no qualitative change in the other branches and the zeros lying on them.
A result of Hale and Verduyn Lunel
In [2] , the function h(t) = t + a + be
is considered. We consider a to be real and fixed and let b vary over R. In [2, Theorem A.5, p. 416], there are given necessary and sufficient conditions for all the zeros of h(z) to have negative real parts. The conditions are
where ζ is the unique root of −ζ cot ζ = a. We will obtain this result using the results of Section 4 and obtain the simpler form −a sec ζ for the upper bound for b in (12). Consider the zero on the upper half of Γ 0 . It will cross the line Re(z) = a when Im(z) = ζ where ζ is the unique solution of a = −y cot y and 0 < ζ < π. Note that 0 < ζ < π/2 for − 1 < a < 0 and π/2 < π for a > 0.
To find the value of b when it crosses the line Re(z) = a we note that b = (be a )e −a = (be a )e ζ cot ζ = ζ csc ζ = −a sec ζ by (10). It is now simple trigonometry to show that −a sec ζ = ζ sin ζ − a cos ζ and (13) gives us −a sec ζ > 0 as expected by our discussion above.
