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We construct an analytic solution for a one-parameter family of holographic superconductors
in asymptotically Lifshitz spacetimes. We utilize this solution to explore various properties of the
systems such as (1) the superfluid phase background and the grand canonical potential, (2) the order
parameter response function or the susceptibility, (3) the London equation, (4) the background with
a superfluid flow or a magnetic field. From these results, we identify the dual Ginzburg-Landau
theory including numerical coefficients. Also, the dynamic critical exponent zD associated with the
critical point is given by zD = 2 irrespective of the value of the Lifshitz exponent z.
I. INTRODUCTION AND SUMMARY
The AdS/CFT duality [1–4] has been a useful tool
to study realistic strongly-coupled systems (see., e.g.,
Refs. [5–9] for textbooks). In condensed-matter applica-
tions, holographic superconductors provide particularly
useful “theoretical laboratories” [10–12]. They are useful
to explore not only standard aspects of a superconduct-
ing transition but also various related phenomena such
as critical dynamics [13], defect formations [14–16], and
superfluid turbulences [17].
The holographic superconductors arise in a broad
range of gravitational theories with matter fields. From
field theory point of view, this is natural since a super-
conductor is a robust phenomenon at low temperature.
For example, it arises not only in asymptotically AdS
spacetimes but also in asymptotically Lifshitz spacetimes
[18, 19], which is our main focus in this paper.
A holographic superconductor is typically an Einstein-
Maxwell-complex scalar system. Such a system is hard
to solve in general. One often needs either a numerical
computation or an approximation method, and there are
only a few analytic solutions [20–22]. In this paper, we
present an analytic solution for a one-parameter family
of holographic Lifshitz superconductors.
A holographic Lifshitz superconductor has three pa-
rameters (p, z,∆), where p is the number of boundary
spatial dimensions, z is the Lifshitz exponent1, and ∆
is the scaling dimension of the order parameter. In this
paper, we consider the case where
1. p = 3z, and
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1 The parameter z is known as “dynamic critical exponent,” but
we call it “Lifshitz exponent” to avoid confusion with zD below.
2. ∆ = (p+ z)/2, or the scalar mass m2 saturates the
Lifshitz Breitenlohner-Freedman (BF) bound [23].
These conditions still admit a one-parameter family of
theories, and these parameters are related by
p = 3z ,∆ = 2z . (1.1)
In this case, there is a simple analytic solution for the
order parameter at the critical point:
Ψ =
u2z
1 + u2z
, (1.2)
where u is the inverse of the radial coordinate. The
z = 1 case, namely the AdS case, has been discussed
in Ref. [22]. Below we utilize this solution to explore
various properties of these systems, e.g.,
1. The background solution in the superfluid phase
(Sec. VA).
2. The grand canonical potential, and the phase tran-
sition is second order (Sec. VB).
3. The order parameter response function or the sus-
ceptibility. The dynamic response is obtained in
the normal phase (Sec. IV), and the thermody-
namic response is obtained in the superfluid phase
(Sec. VC).
4. The London equation. From the equation, one gets
the London penetration depth and the imaginary
part of the conductivity has the 1/ω-pole which
implies the diverging DC conductivity (Sec. VD).
5. The background solution with a vector potential.
This gives the critical superfluid velocity and the
critical magnetic field (Sec. VI).
6. From these results, all static critical exponents
(α, β, γ, δ, ν, η), the dynamic critical exponent zD,
and the ratio of critical amplitudes. These results
are consistent with the standard Ginzburg-Landau
2(GL) theory or the φ4 mean-field theory. We iden-
tify the dual GL theory including numerical coeffi-
cients (Sec. VIIA).
The holographic Lifshitz superconductors have been
studied previously, but it is still nice to analyze these
properties all at once analytically for an infinite number
of theories. First, in previous works, the system was stud-
ied mostly using numerical methods. Second, the system
was studied only for some specific values of (p, z,∆)2.
Third, some of the above properties were studied but
not all were studied.
In particular, previous works typically have shown that
(i) there exists a Ψ 6= 0 solution at low temperatures, (ii)
the solution is favorable from the free energy or from the
grand canonical potential, (iii) the spontaneous conden-
sate has the standard φ4 mean-field exponent β = 1/2,
and (iv) the diverging DC conductivity.
On the other hand, the other properties are newly in-
vestigated, e.g., the other critical exponents as well as
exact expressions for various numerical coefficients in-
cluding critical amplitudes. Also, the critical dynamics
of a holographic Lifshitz superconductor has never been
investigated3. At a finite-temperature critical point, the
correlation length ξ and the relaxation time τ of the order
parameter obey a scaling law:
τ ∝ ξzD . (1.3)
We obtain zD = 2 irrespective of the value of the Lifshitz
exponent z. We discuss the relation between z and zD in
Sec. VII B.
II. PRELIMINARIES
A. Lifshitz black hole
The Lifshitz geometry [32] is given by
ds2p+2 = −
( r
L
)2z
dt2 +
( r
L
)2
dx2i + L
2 dr
2
r2
(2.1)
(see, e.g., Ref. [33] for a review). The geometry is invari-
ant under an anisotropic scaling
t→ azt , xi → axi , r→ r/a . (2.2)
2 For example, Ref. [18] considers the (p, z) = (2, 3/2) case and
obtains a charged Lifshitz black hole with scalar hair. The
other works typically take the probe limit to study the sys-
tem. Ref. [19] considers the (p, z,∆) = (2, 2, 3) case in a
Lifshitz black hole background [24]. Ref. [25] considers the
(p, z,∆) = (2, 2, 3), (2, 2, 4) cases in the same Lifshitz black
hole background as ours. Ref. [26] considers (p, z,∆) =
(2, 2, 2), (2, 2, 3), (3, 2, 3), (3, 3, 3) cases in the same Lifshitz black
hole background as ours. As far as we are aware, our (p, z,∆) =
(3z, z, 2z) case was not studied before.
3 Dynamics in Lifshitz geometry has been studied, e.g., in
Refs. [27, 28]. Critical dynamics has been studied in hologra-
phy, e.g., in Refs. [13, 29–31].
There are various Lifshitz black hole solutions known in
the literature, both analytically and numerically, depend-
ing on bulk theories. We use the solution in Refs. [34, 35].
The metric is given by
ds2 = −
( r
L
)2z
hdt2 +
( r
L
)2
dx2i + L
2 dr
2
r2h
, (2.3a)
= −
(rh
L
)2z h
u2z
dt2 +
(rh
L
)2 dx2i
u2
+ L2
du2
u2h
, (2.3b)
h = 1−
(rh
r
)p+z
= 1− up+z , (2.3c)
where u := rh/r, and rh is the horizon radius. The met-
ric is invariant under the Lifshitz scaling (2.2) with the
scaled horizon radius rh → rh/a. The Hawking temper-
ature is given by
T =
p+ z
4πL
(rh
L
)z
. (2.4)
The metric can be obtained as a solution of an
Einstein-Maxwell-dilaton system4:
S =
1
16πGp+2
∫
dp+2x
√−g
{
R − 2Λ
− 1
2
(∂Mφ)
2 − 1
4
eλφF2MN
}
, (2.5)
where Gp+2 is the (p+2)-dimensional Newton’s constant
and
Λ = − (p+ z − 1)(p+ z)
2L2
, λ2 =
2p
z − 1 , (2.6a)
FMN = 2 ∂[MAN ] . (2.6b)
The matter field solutions are given by
eλφ = u2p , (2.7a)
At = −
√
2(z − 1)
p+ z
1
up+z
. (2.7b)
But for our purpose, the point using this solution is that
(i) it provides an analytic Lifshitz black hole solution,
and (ii) a class of holographic superconductors in this
background admits an analytic solution.
B. Holographic Lifshitz superconductors
We couple an additional matter system, a Maxwell-
complex scalar system in addition to the above system
[18, 19]:
S = − 1
e2
∫
dp+2x
√−g
{
1
4
F 2MN + |DMΨ|2 + V (Ψ)
}
,
(2.8)
4 We use capital Latin indicesM,N, . . . for the (p+2)-dimensional
bulk spacetime coordinates and use Greek indices µ, ν, . . . for
the (p + 1)-dimensional boundary coordinates. The boundary
coordinates are written as xµ = (t, xi) = (t, x, y, · · · ).
3where
FMN = 2 ∂[MAN ] , DM := ∇M − iAM , V = m2|Ψ|2 .
(2.9)
The U(1)-field AM is different from AM in Eq. (2.5).
We take the probe limit e ≫ 1, where the backreac-
tion of these matter fields onto the geometry is ignored.
Namely, we solve the system (2.8) in the background
(2.3). The equations of motion are given by
(D2 −m2)Ψ = 0 , (2.10a)
∇NFMN = jM (2.10b)
:= igMN [(DNΨ)
†Ψ−Ψ†(DNΨ)] . (2.10c)
In the Au = 0 gauge, the asymptotic behaviors of the
matter fields are given by
At ∼ A(0)t +A(1)t u˜p−z , (p > z) , (2.11a)
Ai ∼ A(0)i +A(1)i u˜p+z−2 , (2.11b)
Ψ ∼ Ψ(0)u˜∆− +Ψ(1)u˜∆+ , (2.11c)
u˜ :=
L
r
, (2.11d)
∆± :=
p+ z
2
±
√
(p+ z)2
4
+ L2m2 , (2.11e)
where A
(1)
t represents the charge density ρ, and A
(0)
t = µ
is the chemical potential. Similarly, A
(1)
i represents the
current density J i, and A
(0)
i is the vector potential. For
Ψ, Ψ(1) represents the order parameter O, and Ψ(0) is the
external source for O. (See Appendix A for the precise
dictionary.) Then, the BF bound in the asymptotically
Lifshitz geometry is given by
m2BF = −
(p+ z)2
4L2
. (2.12)
When the BF bound is saturated, the asymptotic behav-
ior is replaced by
Ψ ∼ Ψ(0)u˜∆ ln u˜+Ψ(1)u˜∆ , ∆ := p+ z
2
. (2.13)
The equations of motion (2.10) admit a solution
At = µ(1− up−z) , (p > z) , (2.14a)
Ai = Au = 0 , (2.14b)
Ψ = 0 , (2.14c)
where boldface letters indicate background values. But,
at the critical point, theΨ = 0 solution becomes unstable
and is replaced by a Ψ 6= 0 solution. We see this in detail
below.
III. CRITICAL POINT
Below we consider the case p = 3z. It is convenient to
introduce a new coordinate s := u2z. The metric then
becomes5
ds2 = −
(rh
L
)2z h
s
dt2 +
(rh
L
)2 dx2i
s1/z
+
(
L
2z
)2
ds2
s2h
,
(3.1a)
h = 1− s2 . (3.1b)
We consider the scalar which saturates the Lifshitz BF
boundm2 = −(2z/L)2. The scaling dimension ∆ is given
by ∆ = 2z. First, consider the static homogeneous so-
lution Ψ = Ψ(s), and approach the critical point from
high temperature. Near the critical point, the scalar field
Ψ remains small, and one can ignore the backreaction of
Ψ onto the Maxwell field. In this region, one can use
Eq. (2.14) for the Maxwell field, and it is enough to solve
the Ψ-equation6. The Ψ-equation becomes
∂s
(
h
s
∂sΨ
)
+
{( µ
2πT
)2 (1− s)2
hs2
+
1
s3
}
Ψ = 0 , (3.2)
T =
z
πL
(rh
L
)z
. (3.3)
Thus, the solution is parametrized by a dimensionless
parameter µ/T . The equation admits a solution
Ψ ∝ s
1 + s
, at
( µ
T
)
c
= 2π , (3.4)
or
µ
1
L(
rh
L )
z
= 2z .
This is the solution at the critical point.
The z-dependence disappears in Eq. (3.2), and it only
appears implicitly in the definition of T . One can under-
stand this as follows. For the static homogeneous solu-
tion, the Laplacian becomes
∇2Ψ = 1√−g ∂s(
√−ggss∂sΨ) . (3.5)
The z-dependence appears in the boundary spatial metric
gij , and it appears only through det g. But in our case,
− det g ∝ s−3−p/z = s−6 , (3.6)
so p and z disappear. The metric gss is also propor-
tional to z2, but it is factored out in the Ψ-equation
since m2 ∝ −z2 and 1/T 2 ∝ 1/z2. It then follows that
5 It is well-known that the z =∞ limit of the Lifshitz geometry is
AdS2 × IRp asymptotically. But this is the case for a finite p. In
our case, p = 3z, and the z =∞ limit does not reduce to AdS2.
6 We later use a perturbative expansion for a systematic analysis
(Sec. VA).
4the Ψ-equation formally reduces to the same equation
for all z.
Note that Eq. (3.4) is the solution directly at the criti-
cal point. As one lowers temperature further, the solution
is modified, and we construct the background solution
Ψ,At in Sec. V. The z-dependence can also be elimi-
nated from the At-equation [by redefining Ψ and At as
in Eq. (3.9).] Thus, the static homogeneous solution is
essentially the same as the z = 1 case apart from vari-
ous factors of (2z). Then, from the analysis of Ref. [22],
Eq. (3.4) is the solution at the critical point, and the
solution has a lower grand canonical potential than the
Ψ = 0 solution at low temperature.
However, the full equations of motion do not reduce to
the same equations as the z = 1 case. In general, more
nontrivial z-dependences appear. For example, they ap-
pear when one considers
• inhomogeneous perturbations in the boundary spa-
tial directions e.g., δφ ∝ eiqx (Sec. IV), or
• perturbations or solutions with a vector potential
Ai (Sec. VD and Sec. VI).
Below we construct the background solution Ψ,AM .
We also consider the linear perturbations from the back-
ground:
Ψ = Ψ+ δΨ , (3.7a)
AM = AM + δAM . (3.7b)
We take the gauge As = δAs = 0. We consider the
perturbations of the form
δφ(k) ∼ e−iωt+iqx , (3.8)
where kµ = (ω, q, 0, · · · ). Then, the Maxwell perturba-
tions are decomposed as
• vector modes, e.g., δAy , and
• scalar modes δAt, δAx which can couple to δΨ in
general.
For simplicity, we set e = L = rh = 1 below. In this unit,
µc = 2z, and we vary the chemical potential µ. Also, we
often use quantities with “ ¯ ”. All quantities with “ ¯ ”
are defined by
φ¯ :=
φ
2z
, (3.9)
when rh = 1. For example, µ¯c = 1. We restore units for
some of our main results in Appendix C.
IV. HIGH-TEMPERATURE PHASE
At high temperature, the background solution is given
by
At = µ(1− s) , (4.1a)
Ai = 0 , (4.1b)
Ψ = 0 . (4.1c)
The interesting quantity in the high-temperature phase
is the “order parameter response function,” the suscepti-
bility, or the correlation function of the order parameter.
We show that the response function takes the form
χk =
δO(k)
δΨ(0)(k)
∝ 1− 2icKΓω + q2 + 1ξ2
, (4.2a)
ξ2 ∝ |ǫµ|−1 , (4.2b)
for a small (ω, q, ǫµ), where ǫµ := µ − µc, and cK and Γ
are parameters we use to compare with the GL theory
(Sec. VIIA). The function gives the following informa-
tion:
• The ω = q = 0 limit is the thermodynamic response
function
χT = A/|ǫµ| , (4.3a)
where the coefficient A is known as the critical am-
plitude. Then, the exponent γ defined by χT ∝
|ǫµ|−γ is γ = 1.
• The ω = 0 limit is the static response
χω=0,q ∝ (q2 + ξ−2)−1 . (4.3b)
Then, ξ is the correlation length, and the expo-
nent ν defined by ξ ∝ |ǫµ|−ν is ν = 1/2 from
Eq. (4.2b). Also, the anomalous exponent η de-
fined by χω=0,q|µc ∝ q−2+η is η = 0.
• The ω 6= 0 case is the dynamic response. Then, the
relaxation time behaves as
τq=0 ∝ ξ2 , (4.3c)
and the dynamic critical exponent zD defined by
τq=0 ∝ ξzD is zD = 2.
Thus, the computation determines the exponents
(γ, ν, η, zD) as well as the critical amplitude A. An ex-
plicit solution is not really necessary to compute critical
exponents, and analytic arguments are possible [13, 16].
On the other hand, an explicit solution is useful to obtain
various numerical coefficients such as A.
The response function can be obtained from the bulk
scalar field Ψ. Consider the linear perturbation from the
background Ψ = Ψ + δΨ. From the bulk point of view,
the response function pole corresponds to a quasinormal
pole of δΨ. When Ψ = 0, Maxwell scalar modes δAt and
δAx decouple from the δΨ-equation
7. Thus, to determine
7 The Maxwell scalar modes give a diffusion pole, and one can
determine the diffusion constant. But at high temperature, the
computation is not unique to holographic superconductors. It
is just a Maxwell field problem in the Lifshitz background. The
Maxwell vector mode can determine the conductivity. Again, at
high temperature, the computation is not unique to holographic
superconductors. But we compute the vector mode in the low-
temperature phase. The O(ω)-coefficient is common both to the
high-temperature and the low-temperature phases.
5the order parameter response, it is enough to consider the
δΨ-equation:
∂s
(
h
s
∂sδΨ
)
+
{
(A¯t + ω¯)
2
hs2
− q¯
2
s3−1/z
+
1
s3
}
δΨ = 0 .
(4.4)
Asymptotically, we impose the boundary condition
δΨ(s → 0) = δΨ(0)s ln s/(2z). At the horizon, we im-
pose the incoming-wave boundary condition.
The δΨ perturbation cannot be solved for a generic µ,
so we set ǫ¯µ = µ¯− 1 < 0 and employ the ǫ¯µ-expansion as
well as the (ω, q)-expansion:
δΨ(s, k) = (1 − s)−iω¯/2 (4.5)
× ((ψc + ǫ¯µψǫ + · · · ) + ω¯ψω + q¯2ψq + · · · ) .
This form is taken to implement the incoming-wave
boundary condition. Then, the boundary condition re-
duces to the regularity condition for ψc and so on. The
equation of motion reduces to
Lψψc = 0 , (4.6a)
Lψψi = ji(ψc) , (4.6b)
where
Lψ = ∂s
(
h
s
∂s
)
+
{
(1− s)2
hs2
+
1
s3
}
, (4.6c)
and the index i collectively represents ǫ, ω, and q. The
homogeneous equation Lψψc = 0 can be solved as
ψc = c1
s
1 + s
+ c2
s
1 + s
ln
[
s
(1− s)2
]
. (4.7)
From the regularity at the horizon, c2 = 0.
The source terms of inhomogeneous equations then be-
come
jǫ = − 2(1− s)
s(1 + s)2
c1 , (4.8a)
jω =
−4− i(1 + s)
2s(1 + s)2
c1 , (4.8b)
jq =
1
s2−1/z(1 + s)
c1 . (4.8c)
The ψǫ and ψω solutions are
ψǫ = −c1 s
1 + s
{
−1
2
ln s+ ln(1 + s)
}
(4.9a)
∼ c1 1
2
s ln s (s→ 0) , (4.9b)
ψω = c1
s
4(1 + s)
{(3 + i) ln s− 2 ln(1 + s)} (4.9c)
∼ c1 3 + i
4
s ln s (s→ 0) . (4.9d)
For ψq, we discuss the z = 1 and z 6= 1 cases separately.
A. z = 1
The ψq solution is given by
ψq = −c1 1
2(1 + s)
s ln s (4.10)
∼ −c1 1
2
s ln s (s→ 0) . (4.11)
The asymptotic behavior then becomes
δΨ ∼ c1(1 − s)−iω¯/2 (4.12)
×
{
−1
2
(
q¯2 − 3 + i
2
ω¯ + |ǫ¯µ|+ · · ·
)
s ln s+ s+ · · ·
}
.
The asymptotic boundary condition determines c1.
Then, the order parameter response function becomes
χ>ω,q =
δO
δΨ(0)
=
2
1
2q
2 − 3+i2 ω + |ǫµ|
, (4.13)
where we use the dictionary in Appendix A. The response
function indeed takes the form of Eq. (4.2), and
ξ2> =
1
2|ǫµ| , (4.14a)
A> = 2 . (4.14b)
The dispersion relation is given by
ω =
3− i
5
(
|ǫµ|+ 1
2
q2 + · · ·
)
. (4.15)
The relaxation time τ then becomes
τ−1 =
1
5
|ǫµ| = 1
10
ξ−2> . (4.16)
B. z > 1
In this case, we are not able to obtain the generic
expression for ψq. Besides, even when the analytic ex-
pression is available, it is too cumbersome to write here.
However, the slow falloff has a simple expression:
ψ(0)q = −c1I(z) , (4.17a)
I(z) :=
∫ 1
0
ds
s1−1/z(1 + s)2
(4.17b)
=
1
2
+
1
2
(
1− 1
z
)
×
{
ψ0
(
1
2z
+
1
2
)
− ψ0
(
1
2z
)}
, (4.17c)
where ψ0(x) is the digamma function:
ψ0(x) =
d
dx
ln Γ(x) . (4.18)
6A few examples of I(z) are
I(1) =
1
2
,
I(2) =
1
2
+
π
4
≈ 1.285 ,
I(3) =
1
2
+
2
3
(
ln 2 +
π√
3
)
≈ 2.171 .
The combination I(z)/z monotonically increases with z
and reaches 1 for z → ∞. In order to obtain the falloff,
we essentially used the standard method to solve an in-
homogeneous differential equation (Appendix B).
Then, the order parameter response function becomes
χ>ω,q =
2
I(z)
z q
2 − 3+i2 ω + |ǫµ|
, (4.19)
which gives
ξ2> =
I(z)/z
|ǫµ| , (4.20a)
A> = 2 . (4.20b)
The dispersion relation is given by
ω =
3− i
5
(
|ǫµ|+ I(z)
z
q2 + · · ·
)
. (4.21)
The relaxation time is given by
τ−1 =
1
5
|ǫµ| = I(z)
5z
ξ−2> . (4.22)
C. z ≫ 1
For large z,
I(z) ≈ z , (4.23)
so
χ>ω,q ≈
2
q2 − 3+i2 ω + |ǫµ|
, (4.24a)
ω ≈ 3− i
5
(|ǫµ|+ q2 + · · · ) , (4.24b)
ξ2> ≈
1
|ǫµ| , τ
−1 =
1
5
|ǫµ| ≈ 1
5
ξ−2> . (4.24c)
V. LOW-TEMPERATURE PHASE
In the low-temperature phase, our task is
1. to construct the background,
2. to show that the Ψ 6= 0 solution has a lower grand
canonical potential, and
3. to derive the London equation. (This establishes
that the Ψ 6= 0 phase is a superconducting phase.)
A. Background solution
The solution (1.2) is the solution only at the critical
point, and we first construct the background solution in
the low-temperature phase. As mentioned in Sec. III, the
construction is essentially the same as the z = 1 case [22].
Consider the solution of the form
Ψ = Ψ(s) , At = At(s) , Ai = As = 0 . (5.1)
The equations of motion are given by
∂s
(
h
s
∂sΨ¯
)
+
{
A¯
2
t
hs2
+
1
s3
}
Ψ¯ = 0 , (5.2a)
∂2sA¯t =
2
hs2
Ψ¯
2
A¯t , (5.2b)
Ψ
†
Ψ
′ −Ψ†′Ψ = 0 . (5.2c)
One can set Ψ to be real. We construct the background
perturbatively:
Ψ¯ = ǫ1/2 (Ψ1 + ǫΨ2 + · · · ) , (5.3a)
A¯t = Φ0 + ǫΦ1 + ǫ
2
Φ2 + · · · , (5.3b)
where ǫ is a small parameter whose meaning will be clear
in a moment. From Sec. III, we already know
Φ0 = 1− s , (5.4a)
Ψ1 =
s
1 + s
. (5.4b)
To proceed to higher orders in ǫ, we impose the boundary
conditions following Ref. [22]:
• Ψn: Asymptotically, no slow falloff and no fast
falloff, or Ψ
(0)
n = Ψ
(1)
n = 0 (for n ≥ 2). The former
means the condition for a spontaneous condensate.
The latter means that O comes only from Ψ1. At
the horizon, we impose the regularity condition.
• Φn: Φn(s = 1) = 0 at the horizon.
Namely, we fix the fast falloff O, but the chemical poten-
tial is corrected as
µ¯ = 1 + ǫδµ¯1 + ǫ
2δµ¯2 + · · · . (5.5)
Under these boundary conditions,
Ψ¯ ∼ ǫ1/2s , (5.6)
so ǫ1/2 represents the order parameter O. We impose 4
boundary conditions in total, which completely fixes the
solution. For example, Φ1 and Ψ2 have 4 integration
constants, and they are determined by the 4 conditions.
At O(ǫ),
Φ1 = δµ¯1(1− s)− s(1 − s)
2(1 + s)
(5.7)
∼ δµ¯1 + (−1/2− δµ¯1)s+ · · · , (5.8)
7where we imposed the boundary condition Φ1(s = 1) =
0, and δµ¯1 is the remaining integration constant. It is
fixed at O(ǫ3/2) from the condition that Ψ
(0)
2 = 0.
At O(ǫ3/2), there are 2 more integration constants and
δµ¯1. After imposing the boundary condition at the hori-
zon and the Ψ
(1)
2 = 0 condition, one obtains
Ψ2 = − s
2
3(1 + s)2
(5.9)
+
(
δµ¯1 − 1
12
)
s ln s
2(1 + s)
+
(
1
4
− δµ¯1
)
s ln(1 + s)
1 + s
∼ 1
2
(
δµ¯1 − 1
12
)
s ln s , (5.10)
so the remaining no slow falloff condition Ψ
(0)
2 = 0 gives
δµ¯1 = 1/12. Then, at O(ǫ), the chemical potential be-
comes
µ¯ = A¯t|s=0
= 1 +
1
12
ǫ+ · · · , (5.11)
so ǫ is determined as
ǫ = 12ǫ¯µ = 12ǫµ/(2z) . (5.12)
Thus,
O = −(2z)ǫ1/2 = −(24zǫµ)1/2 , (5.13)
and the critical exponent β = 1/2. More generally,
A
(0)
t gives the GL equation of motion (Sec. VC and
Sec. VIIA).
At O(ǫ2),
Φ2 = − (1− s)
1728(1+ s)2
(253 + 842s+ 253s2)
+
1
36
(7 − 13s) ln 2 + ln(1 + s)
3(1 + s)
(5.14)
∼ −253 + 336 ln 2
1728
+
493− 624 ln 2
1728
s+ · · · (5.15)
= δµ¯2 +
(
373
864
− 5
9
ln 2 + δµ¯2
)
s+ · · · , (5.16)
δµ¯2 =
−253 + 336 ln 2
1728
. (5.17)
Again, we determine an integration constant δµ¯2 at
O(ǫ5/2) from the condition Ψ
(0)
3 = 0. The expression
for Ψ3 is too cumbersome to write here.
B. Grand canonical potential
We use the Lorentzian formalism to evaluate the grand
canonical potential Ω. (Note SE = βΩ = −SL.) The
matter on-shell action is given by
SOS =
∫
dp+1x
{
− p− z
2
A
(0)
t A
(1)
t
+
∫ 1
0
du
√−ggttA2t |Ψ|2
}
. (5.18)
We are interested in the grand canonical potential of the
spontaneous condensate, or the solution with Ψ(0) = 0,
so the boundary term from Ψ vanishes.
We evaluate the difference of the grand canonical po-
tential between the Ψ = 0 solution and the Ψ 6= 0 so-
lution. We fix the chemical potential as µ¯ = 1 + ǫδµ¯1 +
ǫ2δµ¯2 + · · · , where δµ¯1 and δµ¯2 are obtained in the pre-
vious subsection. It turns out that δSOS = 0 at O(ǫ),
so we evaluate the difference at O(ǫ2). This implies that
one has to take into account up to O(ǫ2) of At in order
to evaluate the above boundary action.
For the Ψ = 0 solution,
A¯t ∼ (1 + ǫδµ¯1 + ǫ2δµ¯2 + · · · )(1 − s) . (5.19)
In this case, only the boundary action contributes since
Ψ = 0. The on-shell action becomes
SΨ=0 = βVp(2z)
3
{
1
2
+ δµ¯1ǫ+
1
2
(δµ¯21 + 2δµ¯2)ǫ
2 + · · ·
}
(5.20)
= βVp(2z)
3
{
1
2
+
ǫ
12
+
(
− 247
1728
+
7
36
ln 2
)
ǫ2 + · · ·
}
, (5.21)
where β is the inverse temperature, and Vp is the bound-
ary spatial volume. For the Ψ 6= 0 solution,
SΨ 6=0 = βVp(2z)
3
{
1
2
+ δµ¯1ǫ (5.22)
+
(
− 181
1728
− 1
4
δµ¯1 +
1
2
δµ¯21 +
7
36
ln 2
)
ǫ2 + · · ·
}
= βVp(2z)
3
{
1
2
+
ǫ
12
+
(
− 211
1728
+
7
36
ln 2
)
ǫ2 + · · ·
}
. (5.23)
Thus, the difference is
δSOS = SΨ 6=0 − SΨ=0
= βVp
z3
6
ǫ2 = −βδΩ , (5.24)
⇒ δΩ
Vp
= −6zǫ2µ . (5.25)
δΩ < 0, so the Ψ 6= 0 solution is favorable. The dif-
ference is proportional to ǫ2µ = (µ − µc)2 ∝ (Tc − T )2,
which implies the second-order phase transition. (The
difference and its first derivative are continuous, but the
8second derivative is discontinuous.) The specific heat
Cµ behaves as Cµ = −T∂2Ω/∂T 2 ∝ T , which deter-
mines the critical exponent α = 0, where α is defined by
Cµ ∝ (Tc − T )−α.
C. Background with source
We construct the background without the source of the
order parameter, but it is straightforward to extend the
construction to the background with the source. Going
back to Eq. (5.27), we obtained
Ψ2 = − s
2
3(1 + s)2
(5.26)
+
(
δµ¯1 − 1
12
)
s ln s
2(1 + s)
+
(
1
4
− δµ¯1
)
s ln(1 + s)
1 + s
∼ 1
2
(
δµ¯1 − 1
12
)
s ln s , (5.27)
so the asymptotic behavior becomes
Ψ¯ ∼ 1
2
(
δµ¯1 − 1
12
)
ǫ3/2s ln s+ ǫ1/2s . (5.28)
Previously, we imposed the source-free condition Ψ(0) =
0, which gives δµ¯1 = 1/12. We now allow Ψ
(0) 6= 0. The
chemical potential is given by µ¯ = 1+ǫδµ¯1. At the critical
point, µ¯ = 1, so δµ¯1 = 0. From the asymptotic behavior
(5.28), O ∝ ǫ1/2 and Ψ(0) ∝ ǫ3/2. Then, the exponent δ
defined by O ∝ (Ψ(0))1/δ (at µ = µc) is δ = 3.
One can evaluate the thermodynamic response func-
tion at low temperature. By imposing our boundary con-
ditions,
Ψ¯(0) = z
(
δµ¯1 − 1
12
)
ǫ3/2 . (5.29)
The chemical potential is then determined as
µ¯ = 1 + ǫδµ¯1 = 1 +
1
12
ǫ+
Ψ¯(0)
zǫ1/2
, (5.30)
which is rewritten as
ǫ¯µ =
1
12
ǫ+
Ψ¯(0)
zǫ1/2
. (5.31)
This is essentially the GL equation of motion
(Sec. VIIA). For a fixed µ, this gives
dǫ = − 12
zǫ1/2
dΨ¯(0) +O(Ψ¯(0)dǫ) . (5.32)
Thus,
χ<T =
∂O
∂Ψ(0)
∣∣∣∣
Ψ(0)=0
=
dO/dǫ
dΨ(0)/dǫ
∣∣∣∣
Ψ(0)=0
=
12
2zǫ
=
1
ǫµ
, (5.33)
⇒ A< = 1 . (5.34)
(Recall O = −2zǫ1/2.)
We obtained χ<T from the background solution, but
it should also be possible to obtain it from the scalar
perturbation as in Sec. IV. One would also obtain the
full response function χ<ω,q using the (ǫ, ω, q)-expansion.
But, in the low-temperature phase, δΨ couple with δAt
and δAx, and the computation is more involved, so we
leave it to a future work.
D. Vector modes
From the vector mode, one can show the London equa-
tion and compute the conductivity. The δAy-equation is
given by
∂s
(
h
s1−1/z
∂sδAy
)
+
{
ω¯2
hs2−1/z
− q¯
2
s3−2/z
− 2Ψ¯
2
s3−1/z
}
δAy = 0 , (5.35)
where Ψ¯ was constructed in Eq. (5.3a). We impose the
incoming-wave boundary condition at the horizon and
δAy|s=0 = A(0)y asymptotically. We again employ the (ǫ,
ω)-expansion:
δAy = (1− s)−iω¯/2
× ((ac + ǫaǫ + · · · ) + ω¯aω + · · · ) . (5.36)
The equation of motion reduces to
Laac = 0 , (5.37a)
Laai = ji(ac) , (5.37b)
where
La = ∂s
(
h
s1−1/z
∂s
)
. (5.37c)
The homogeneous equation Laac = 0 can be solved as
ac = c1 (5.38)
+ c2s
2−1/z 2z
2z − 12F1
(
1,
2z − 1
2z
,
4z − 1
2z
; s2
)
.
From the regularity at the horizon, c2 = 0.
The source terms of inhomogeneous equations then be-
come
jǫ =
2
s1−1/z(1 + s)2
c1 , (5.39a)
jω = − i
2
(
1 + s
s1−1/z
)′
c1 . (5.39b)
Again, we discuss the z = 1 and z 6= 1 cases separately.
91. z = 1
The solution is
aǫ = c1
1
1 + s
∼ c1(1 − s) , (5.40a)
aω =
1
2
ic1 ln(1 + s) ∼ ic1s/2 . (5.40b)
The asymptotic behavior then becomes
δAy =
A
(0)
y (k)
1 + ǫ+ · · · (1− s)
−iω¯/2
×
{
1 +
ǫ
1 + s
+
1
2
iω¯ ln(1 + s) + · · ·
}
(5.41)
∼ A(0)y {1 + (−ǫ+ iω¯ + · · · )s} . (5.42)
We determine the constant c1 from the asymptotic
boundary condition δAy|s=0 = A(0)y . So,
Jy = (4z − 2)A(1)y (5.43)
= 2(−ǫ+ iω¯ + · · · )A(0)y . (5.44)
The ω → 0 limit gives the London equation
Jy = −(1/λ2)A(0)y , (5.45)
with the London penetration depth λ−2 = 2ǫ. The con-
ductivity is then given by
σ(ω) =
Jy
iωA
(0)
y
=
2iǫ
ω
+ 1 + · · · . (5.46)
Im(σ) has the 1/ω-pole which implies the diverging DC
conductivity.
A superconductor has singular behaviors in the cur-
rent, but its essence is not in the diverging DC conduc-
tivity but in the London equation. A diverging DC con-
ductivity also appears in a perfect conductor, but the
London equation is unique to superconductors.
When one combines the London equation with the
Maxwell equation, one obtains the Meissner effect. How-
ever, for usual holographic superconductors, the bound-
ary Maxwell field is added just as an external source and
is not dynamical in the boundary theory, so the Meiss-
ner effect does not arise; the magnetic field can always
penetrate into the material. In this sense, a holographic
superconductor may be regarded as a superfluid. (In low
spatial dimensions p ≤ 2, one can obtain a boundary the-
ory with a dynamical Maxwell field. See, e.g., Ref. [36].)
However, the London equation must hold even in this
case if the system is really a superconductor or a super-
fluid. The London equation is the response of the current
under the external source, and whether the source is dy-
namical or not is irrelevant to the issue.
2. z > 1
For aω, one can get the generic expression
8:
aω =
1
2
ic1
{
s2−1/z
2z
2z − 12F1
(
1,
2z − 1
2z
,
4z − 1
2z
; s2
)
+ ln(1− s)
}
(5.47)
∼ O(s) + ic1 z
2z − 1s
2−1/z . (5.48)
For aǫ, the generic expression is either difficult to obtain
or too cumbersome, but again the fast falloff has a simple
expression:
a(1)ǫ = −
2z
2z − 1c1I(z) . (5.49)
The asymptotic behavior then becomes
δAy ∼ A(0)y
[
1 + · · ·+ (5.50)
1
4z − 2 {−4zI(z)ǫ+ iω + · · · } s
2−1/z + · · · ] .
Thus,
Jy = {−4zI(z)ǫ+ iω + · · · }A(0)y . (5.51)
Again, the ω → 0 limit gives the London equation Jy =
−(1/λ2)A(0)y with the London penetration depth λ−2 =
4zI(z)ǫ. The conductivity is then given by
σ =
Jy
iωA
(0)
y
=
i
ω
I(z)
z
O2 + 1 + · · · . (5.52)
For large z,
σ ≈ i
ω
O2 + 1 + · · · . (5.53)
The GL parameter κ is defined by
κ2 :=
(
λ
ξ>
)2
=
z
24I(z)2
. (5.54)
In conventional superconductors, κ2 < 1/2 for type I
and κ2 > 1/2 for type II superconductors. For z = 1,
κ2 = 1/6, so one may conclude that our system is type
I (in the sense of κ), but whether our system is type
I or II is more subtle. Physically, 1/λ represents the
Maxwell field mass, so we should determine the nor-
malization of λ by comparing with normalization of the
boundary Maxwell action. However, as mentioned above,
8 We set p = 3z, but the O(ω, q2)-equations can actually be solved
for a generic (p, z
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the boundary Maxwell field is added as an external source
here and is not dynamical in the boundary theory, so the
normalization cannot be determined9. (Holographic su-
perconductors are type II superconductors in the sense
that there is no Meissner effect.)
VI. BACKGROUND WITH VECTOR
POTENTIAL
In this section, we add a vector potential Ai as a back-
ground. We again consider the perturbative expansion:
Ψ¯ = ǫ1/2 (Ψ′1 + · · · ) , (6.1a)
A¯t = Φ
′
0 + · · · , (6.1b)
A¯y = Ay,0 + ǫAy,1 + · · · . (6.1c)
Note that we take into account (1) Ay as a background
and (2) the backreaction of Ay onto the other fields.
(That is why we use variables with primes.) The for-
mer is the difference from the perturbative expansion in
Sec. VA, and the latter is difference from the vector mode
computation in Sec. VD.
At O(ǫ0), the Maxwell equation becomes
∇NFMN,0 = 0 , (6.2)
where FMN,0 = ∂MAN,0 − ∂NAM,0. The equation has
simple solutions. Namely, Φ′0 = µ¯(1 − s) and two inter-
esting solutions for Ay,0:
Ay,0 = a¯y = (constant) , (6.3a)
Ay,0 = B¯x . (6.3b)
The former corresponds to adding a constant superfluid
flow ay, and the latter corresponds to adding a constant
magnetic field B.
A. Superfluid flow
For the superfluid flow, it is enough to consider ho-
mogeneous perturbations. The equations of motion are
given by
∂s
(
h
s
∂sΨ¯
)
+
{
A¯
2
t
hs2
− A¯
2
y
s3−1/z
+
1
s3
}
Ψ¯ = 0 , (6.4a)
∂2sA¯t =
2
hs2
Ψ¯
2
A¯t , (6.4b)
∂s
(
h
s1−1/z
∂sA¯y
)
− 2Ψ¯
2
s3−1/z
A¯y = 0 . (6.4c)
9 The value of κ for holographic superconductors has been dis-
cussed in Refs. [37, 38]. In Ref. [38], κ depends on the scalar
charge e. On the contrary, if we restore dimensionful parame-
ters, our κ does not depend on e (Appendix C).
We impose the same boundary conditions as Sec. VA.
Our main interest is the phase diagram, i.e., the devi-
ation of the critical point by the vector potential. Then,
we evaluate how Ay at O(ǫ
0) affects Ψ′1 at O(ǫ
1/2).
This in turn affects the value of µc. We employ the ay-
expansion as well as the ǫ-expansion [22]. Namely,
Ψ
′
1 = Ψ1 + a¯
2
yΨa + · · · , (6.5a)
Φ
′
0 = (1 + a¯
2
yc0 + · · · )(1− s) , (6.5b)
where c0 is a constant. This expansion is consistent with
the above equations of motion.
At O(ǫ1/2), Ψ1 = s/(1+s). The Ψa-equation becomes
LψΨa = ja , (6.6a)
ja = −2c0 1− s
s(1 + s)2
+
1
s2−1/z(1 + s)
. (6.6b)
The equation is hard to solve in general. However, to
determine the a¯y-dependence on the chemical potential,
it is enough to obtain the slow falloff of Ψa. The slow
falloff has a simple expression:
Ψ
(0)
a = −
∫ 1
0
ds ja
s
1 + s
(6.7)
=
c0
2
− I(z) . (6.8)
We impose the boundary conditionΨ
(0)
a = 0, which gives
c0 = 2I(z).
At the critical point, the order parameter vanishes, so
ǫ = 0. Then, to determine the critical point, set ǫ = 0,
and A
(0)
t gives the critical chemical potential:
µc = µc,0 + a
2
y
I(z)
z
+ · · · (6.9)
∼ µc,0 + a2y (z ≫ 1) , (6.10)
where µc,0 = 2z is the critical point without superfluid
flow.
To obtain Jµ, one needs to obtain Aµ. This is neces-
sary to derive the second sound c2 [22, 39]:
c22 = −
∂Jy/∂ay
∂J t/∂µ
∣∣∣∣
ay=0
. (6.11)
To derive c2, it is enough to use the results obtained in
the previous section. The Ay,1-equation is the same as
the vector mode perturbation aǫ. So, J
y is given by
A¯y ∼ a¯y
[
1− 1
4z − 24zI(z)ǫs
2−1/z + · · ·
]
,
⇒ Jy = (4z − 2)A(1)y = −4zI(z)ǫ ay . (6.12)
J t is given by
A¯t ∼ (1 − s) + ǫ{δµ¯1 + (−1/2− δµ¯1)s} + · · ·
= µ¯+ (6− 7µ¯)s+ · · · ,
⇒ J t = −2zA(1)t = 2z(7µ− 12z) . (6.13)
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Thus,
c22 =
I(z)
14z2
O2 (6.14)
∼ 1
14z
O2 (z ≫ 1) . (6.15)
B. Magnetic field
We follow Ref. [40] to obtain the critical magnetic field.
The Ψ-equation is given by
∂s
(
h
s
∂sΨ¯
)
+
{
A¯
2
t
hs2
+
1
s3−1/z
(∂¯i − iA¯i)2 + 1
s3
}
Ψ¯ = 0 .
(6.16)
Here, ∂¯i = ∂i/(2z) = ∂/∂x
i, where xi := (2z)xi. The
vector potential is given by A¯y = B¯x = B¯x, where B¯ :=
B/(2z)2.
This problem can be solved as a Landau-level problem
after separation of variables. First, set10
Ψ¯(x, y, s) = eikyyϕ(x, s; ky) .
The equation then takes the form
s3−1/z
[
∂s
(
h
s
∂s
)
+
A¯
2
t
hs2
+
1
s3
]
ϕ
=
[
−∂2x +
(
k¯y − B¯x
)2]
ϕ , (6.17)
so setting
ϕn(x, s; ky) = ρn(s)γn(x; ky) ,
one obtains(−∂2X +X2) γn = λnγn , (6.18a)[
∂s
(
h
s
∂s
)
+
A¯
2
t
hs2
+
1
s3
]
ρn = B¯λn
ρn
s3−1/z
, (6.18b)
where X :=
√
B¯(x− k¯y/B¯), and λn is a separation con-
stant. The γn-equation is solved by the Hermite function
Hn as
γn(X) = e
−X2/2Hn(X) , (6.19)
with eigenvalue λn as
λn = 2n+ 1 (n ≥ 0) . (6.20)
The solution is parametrized by B¯λn, so one has the
largest magnetic field Bc2 when λn takes the minimal
value, namely the n = 0 solution.
10 For simplicity, we set the other momenta as k3 = k4 = · · · = 0.
The ρ0-equation is given by
∂s
(
h
s
∂sρ0
)
+
{
A¯
2
t
hs2
− B¯c2
s3−1/z
+
1
s3
}
ρ0 = 0 . (6.21)
Then, the problem formally reduces to the same problem
as the superfluid flow one with the replacement a¯2y by
B¯c2. Thus, the critical point is given by
µc = µc,0 +Bc2
I(z)
z
, (6.22)
Using the result of ξ2> in Sec. IV, we get
Bc2 = 1/ξ
2
> . (6.23)
VII. THE DUAL GL THEORY
A. Identifying the dual GL theory
We thus obtained all critical exponents and critical am-
plitudes
(α, β, γ, δ, ν, η, zD) =
(
0,
1
2
, 1, 3,
1
2
, 0, 2
)
, (7.1a)
A> = 2A< . (7.1b)
The results are consistent with the standard GL theory
or the φ4 mean-field theory. In fact, the following GL
theory reproduces all our results11:
HGL =
∫
dpx
{
cK
2
|Diφ|2 − c2
2
ǫµ |φ|2 + c4
4
|φ|4 + · · ·
− cφ(φJ† + φ†J)
}
, (7.2a)
Di := ∂i − icAA(0)i . (7.2b)
In the dynamic case, consider the time-dependent GL
equation (for Model A dynamic universality class):
Γ−1∂tφ = −δHGL
δφ
(7.3)
= −cK
2
D2i φ−
c2
2
ǫµφ+
c4
2
φ|φ|2 − cφJ . (7.4)
We determine the GL parameters (c2, c4, cφ, cK , cA,Γ) to
reproduce our holographic results.
In the static homogeneous case, the φ-equation be-
comes
c2ǫµφ− c4φ|φ|2 + 2cφJ = 0 . (7.5)
11 As always, presumably the dual theory is some large-Nc gauge
theory. This is the effective GL theory at low energy and mo-
mentum.
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Substituting the J = 0 solution |φ|2 = c2ǫµ/c4 into HGL,
one obtains the grand canonical potential:
Ω
V
= − c
2
2
4c4
ǫ2µ . (7.6)
The current is given by
J i := −δHGL
δA
(0)
i
= −cKc2A|φ|2A(0)i . (7.7)
In the high-temperature phase, the response function is
given by
χ>k =
cφΓ
−iω + Γ2 (cKq2 + c2|ǫµ|)
, (7.8)
which implies
ω = −iΓ
2
c2(|ǫµ|+ cK
c2
q2) , (7.9)
ξ2> =
cK
c2
|ǫµ|−1 . (7.10)
Add a background vector potential. When a constant
Ay = ay is added, the critical point is shifted as
µc = µc,0 +
cK
c2
c2Aa
2
y . (7.11)
When a magnetic field is added, the critical magnetic
field is given by
Bc2 =
c2
cKcA
ǫµ =
1
cA
ξ−2> , (7.12)
by solving the Landau-level problem.
Returning to our holographic results, Eq. (5.31) is
rewritten as
ǫµO − 1
24z
O3 + 2Ψ(0) = 0 , (7.13)
which takes the form of the GL theory equation of motion
(7.5). The grand canonical potential, the current, and the
response function are obtained in Eqs. (5.25), (5.51), and
(4.19), respectively. These determine the GL parameters
as
H = I(z)
2z
|(∂i − iA(0)i )φ|2 −
ǫµ
2
|φ|2 + 1
96z
|φ|4 + · · ·
− (φJ† + φ†J) , (7.14a)
Γ
2
=
1 + 3i
5
. (7.14b)
In the presence of a background vector potential,
Eqs. (6.9) and (6.23) agree with Eqs. (7.11) and (7.12),
respectively.
One would be tempted to ask how various results
change as we vary z. But to make such a comparison, one
must keep in mind that (1) we consider a special class of
Lifshitz theories and (2) we must specify what quantities
to fix as we vary z.
We consider a special class of theories where p = 3z
and m2 = −4z2. Even the spatial dimensionality p is dif-
ferent for a different z, and it is unclear if the comparison
with a different z is physically meaningful. Also, some
results may be generic for Lifshitz theories in general but
some are not. As a simple example, in our case, (µ/T )c is
independent of z. This is so by construction of our theo-
ries as discussed in Sec. III and is certainly not a generic
behavior. It simply means that holographic Lifshitz su-
perconductors have enough parameters to fix (µ/T )c as
we vary z.
We also have to specify what quantities to fix. One nat-
ural candidate is µc (or Tc) since (µ/T )c is z-independent,
but it is unclear if this is really appropriate. We do not
have the answer to this question. So far we set rh = 1 just
for simplicity, so here we simply fix rh (and ǫµ) and how
various results change as we vary z. Again, we do not
mean that fixing rh is natural from the boundary point
of view. Rather, the following comparison should be re-
garded as a handy way to understand the z-dependence
of our holographic results or the dual GL theory.
1. In the dual GL theory, the coefficient of the φ4-
term becomes smaller as we increase z. So, the
condensate increases as |φ|2 ∝ z.
2. The z-dependence appears only in the kinetic term
and the φ4-term. Thus, the relaxation time τq=0 of
the order parameter does not depend on z.
3. The correlation length ξ depends on the kinetic
term so does depend on z. It monotonically in-
creases as I(z)/z but increases slowly and reaches
a constant value for z ≫ 1.
4. On the other hand, the London penetration depth
λ decreases. This is because J i = −(1/λ2)A(0)i ∝
−|φ|2A(0)i and because φ increases. (λ also depends
on the kinetic term so has the factor I(z)/z, but it
is not a dominant factor.) Then, the GL parameter
κ decreases.
5. As usual, the presence of a background vector po-
tential A
(0)
i increases the critical chemical potential
µc. From the gravity point of view, this is because
Ai increases the effective mass of Ψ. µc monotoni-
cally increases as I(z)/z since A
(0)
i comes from the
covariant derivative in the kinetic term.
B. Lifshitz exponent and dynamic critical exponent
We already mentioned that some results are not generic
to Lifshitz theories in general. Then, what results are
expected to be generic? An obvious answer is critical
exponents and the ratio of critical amplitudes. The φ4
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mean-field critical exponents are likely to hold for theo-
ries of Eq. (2.8). The dynamic critical exponent zD = 2
is also likely to hold.
For a Lifshitz geometry, one would expect a dispersion
relation of the form
ω ∝ qz . (7.15)
This form is expected from the Lifshitz scaling (2.2). But
from the analysis of the high-temperature phase, the or-
der parameter obeys the dispersion relation
ω ∝ q2 , (7.16)
i.e., the dynamic critical exponent zD = 2 irrespective
of the value of the Lifshitz exponent z. This does not
contradict with the Lifshitz scaling. If we restore the
horizon radius rh,
ω ∝ rz−2h q2 . (7.17)
Namely, at finite temperature, there are two length scales
rh and 1/q. They combine to give the scaling dimension
z. In other words, the Lifshitz scaling alone does not
determine the dynamic critical exponent.
Then, what determines zD? We obtain zD = 2 because
the order parameter is not a conserved charge. According
to the classification of Hohenberg and Halperin [41], all
our models belong to Model A universality class.
The dynamic universality class is classified based on
1. whether the order parameter is conserved or not,
2. whether there are the other hydrodynamic modes
which couple to the order parameter (none for
Model A and B).
Conservation laws play important roles to determine the
dynamic universality class since a conservation law forces
the relaxation to proceed more slowly. When only the
order parameter matters in critical dynamics, a noncon-
served order parameter gives Model A, and a conserved
order parameter gives Model B.
The Lifshitz geometry is conjectured to describe a
quantum critical point. Using holographic Lifshitz super-
conductors, one prepares a new finite-temperature criti-
cal point in addition to the Lifshitz critical point. What
we have shown is that the dynamic critical exponent zD
associated with the new critical point can differ from z.
Instead, the value of zD is determined by the critical dy-
namics of the new critical point.
VIII. DISCUSSION
A. Lifshitz geometry and holographic
superconductors
The Lifshitz geometry appears even in the context of
the standard z = 1 holographic superconductor [42, 43].
Consider the backreaction of matter fields onto the ge-
ometry. In the high-temperature phase, Ψ = 0, so the
geometry is the Reissner-Nordstro¨m AdS black hole. In
the low-temperature phase, Ψ 6= 0, but one may expect
that the geometry is somewhat similar to the Reissner-
Nordstro¨m AdS black hole. However, the T = 0 geom-
etry is conjectured to be a Lifshitz geometry in the IR
and the AdS geometry in the UV. The solution in IR has
been constructed, but the full geometry remains an open
question.
It is unclear what happens at low temperature, but it
is natural to expect that a Lifshitz-like black hole ap-
pears at low enough temperature. (Unfortunately, the
Lifshitz black hole used in this paper is not a solution
of the Einstein-Maxwell-complex scalar system.) Then,
one should consider the Einstein-Maxwell-complex scalar
system in a Lifshitz (IR)-AdS (UV) black hole. This is
not an easy task however. First, the full geometry is not
constructed even in the T = 0 limit. Second, the sta-
bility of the geometry is an different issue. Finally, one
has to solve perturbations in the full geometry to explore
various properties.
What we have done in this paper is one small step
towards this program; we solved matter fields in a sim-
ple Lifshitz black hole background. As we have seen in
this paper, qualitative behaviors of holographic Lifshitz
superconductors are the same as the ones of the stan-
dard holographic superconductors. In particular, static
and dynamic critical exponents are the same. One would
expect those behaviors are common even in the full prob-
lem. Critical dynamics is governed by dynamics of the
critical point itself (such as criteria 1 and 2 in the pre-
vious subsection) and is not governed by the Lifshitz ex-
ponent z in the underlying geometry.
B. Implications to quantum criticality
We briefly discuss the implications of our result on
quantum criticality. The Lifshitz geometry is conjectured
to describe a quantum critical point. In this sense, our
system has two critical points:
• One is the T = 0 quantum critical point. Its dy-
namic scaling is determined by z.
• The other is the T 6= 0 superconducting critical
point explored in this paper. Its dynamic scaling is
determined by zD as we have shown in this paper.
It has been proposed that quantum criticality explains
strange metallic behaviors of high-Tc superconductors.
According to the proposal, a quantum critical point
is “hidden” inside the superconducting dome, and the
quantum criticality explains scaling behaviors of various
transport coefficients even in the normal phase.
Our model is far from real materials, but roughly
speaking, the quantum critical point could correspond
to the T = 0 Lifshitz geometry, and the superconduct-
ing dome could correspond to the holographic Lifshitz
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superconductor. The Lifshitz scaling may determine the
scaling behaviors in the normal phase. But our result
implies that the Lifshitz scaling does not determine the
scaling behavior of the order parameter near Tc. Rather,
the T 6= 0 critical point has its own scaling. Whatever
the value of z a quantum critical point has, the T 6= 0
critical point is likely to have zD = 2 at the mean-field
level.
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Appendix A: Field/operator correspondence and
holographic renormalization
The asymptotic behaviors of matter fields are given by
At ∼ A(0)t +A(1)t u˜p−z
⇒ A(0)t +A(1)t s˜ , (A1a)
Ai ∼ A(0)i +A(1)i u˜p+z−2
⇒ A(0)i +A(1)i s˜2−1/z , (A1b)
Ψ ∼ Ψ(0)u˜∆ lnu+Ψ(1)u˜∆
⇒ Ψ
(0)
2z
s˜ ln s+Ψ(1)s˜ . (A1c)
(In expressions after “⇒”, we set p = 3z = 3∆/2 and
used s˜ := u˜2z.)
The field/operator correspondence is derived by eval-
uating the on-shell action. The bulk on-shell action, in
general, diverges, and one needs to add counterterm ac-
tions. We take the probe limit, so we discuss counterterm
actions for matter fields only. We use the Lorentzian for-
malism.
In the static homogeneous case, or at the leading order
in the (ω, q)-expansion, the scalar action diverges, and
the counterterm action is
SCT =
1
e2
∫
∂M
dp+1xL1 , (A2a)
L1 = − 1
L
√−γ
(
∆+
1
ln δ
)
|Ψ|2
⇒ −2z
L
√−γ
(
1 +
1
ln δs
)
|Ψ|2 , (A2b)
where γµν is the (p+1)-dimensional boundary metric and
u = δ (or s = δs := δ
2z) is the UV cutoff. As usual, the
second term is necessary for the scalar which saturates
the BF bound.
Using the standard holographic technique, one then
gets
ρ = −p− z
e2L
A
(1)
t ⇒ −
2z
e2L
A
(1)
t , (A3a)
J i =
p+ z − 2
e2L
A
(1)
i ⇒
4z − 2
e2L
A
(1)
i , (A3b)
O = − 1
e2L
Ψ(1) ⇒ − 1
e2L
Ψ(1) . (A3c)
(More precisely, left-hand sides represent expectation val-
ues such as 〈O〉.)
The Lifshitz scaling (2.2) is just a coordinate transfor-
mation from the bulk point of view. The Maxwell field
is a one-form, and Ψ is a scalar, so they transform as
At → At/az , Ai → Ai/a ,Ψ→ Ψ , (A4)
under the scaling. Then, the scaling dimensions are
[µ]s = z , [ρ]s = p , (A5a)
[A
(0)
i ]s = 1 , [J
i]s = p+ z − 1 , (A5b)
[Ψ(0)]s = [O]s = ∆ . (A5c)
On the other hand, the mass dimensions are
[µ] = [A
(0)
i ] = [Ψ
(0)] = M , (A6a)
[ρ] = [J i] = [O] = Mp . (A6b)
(We choose mass dimensions as [e2] = M2−p and [AM ] =
[Ψ] = M.)
Continuing higher orders in the derivative expansion,
one has additional counterterms:
L2 =
1
4
MF (Ψ)
√−γ γµνγρσFµσFνσ , (A7a)
L3 =MΨ(Ψ)
√−γ γµν(DµΨ)†DνΨ . (A7b)
MF and MΨ are power series in Ψ whose explicit forms
are not necessary in the discussion below. In the text,
we take into account O(ω, q2) terms in the scalar per-
turbation and O(ω) term in the vector perturbation, so
it is enough to consider L2 and L3, but they make no
contribution. For the scalar perturbation in the high-
temperature phase, Fµν = 0, so L2 = 0, and
L3 =
(
2z
L
)2
MΨh
1/2
{
− (ω¯ + A¯t)
2
hs
+
q¯2
s2−1/z
}
|δΨ(k)|2
∼ O (s(ln s)2)+O (s1/z(ln s)2) , (A8)
so L3 makes no contribution as s→ 0 (for a finite z). For
the vector perturbation, L2 ∼ O(ω2, q2), so L2 makes no
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contribution12, and
L3 =
(
2z
L
)2
MΨ
h1/2
s2−1/z
|Ψ¯|2δAy(−k)δAy(k)
∼ ǫO(s1/z) , (A9)
where we consider the case of the spontaneous condensate
for Ψ¯.
Appendix B: Extracting falloffs
We solve the following differential equation:
Lϕ = j , (B1a)
L = ∂s(p(s)∂s) . (B1b)
Denote two independent solutions of the homogeneous
equation Lϕ = 0 as ϕ1 and ϕ2. We assume that ϕ1
satisfies the boundary condition at the horizon s = 1.
The solution of the inhomogeneous equation (B1a) which
is regular at the horizon is given by
ϕ(s) = −ϕ1(s)
∫ s
0
ds′
j(s′)ϕ2(s
′)
p(s′)W (s′)
− ϕ2(s)
∫ 1
s
ds′
j(s′)ϕ1(s
′)
p(s′)W (s′)
, (B2)
where W is the Wronskian W (s) := ϕ1ϕ
′
2 − ϕ′1ϕ2.
For example, for δΨ and δAy,
δΨ : ϕ1 =
s
1 + s
,
ϕ2 =
s
1 + s
ln
[
s
(1− s)2
]
∼ s ln s ,
p(s) =
h
s
.
δAy : ϕ1 =
z
2z − 1 ,
ϕ2 = s
2−1/z
2F1
(
1,
2z − 1
2z
,
4z − 1
2z
; s2
)
∼ s2−1/z ,
p(s) =
h
s1−1/z
.
For both cases, pW = 1.
Even if the integral (B2) is difficult to evaluate or has
a cumbersome expression, one can extract a falloff. Sup-
pose that ϕ2 has the appropriate falloff. Then, near the
AdS boundary s→ δs,
ϕ(δs) ∼ −ϕ2(δs)
∫ 1
δs
ds j(s)ϕ1(s) . (B3)
12 Since L2 is a relevant operator for z ≥ 1 in our theories, it should
be taken into account at O(ω2, q2).
This integral essentially gives the falloff coefficient we
want.
The δs-dependence in the integral essentially has no
contribution from the following reason. First, the integral
may or may not converge:
1. When it converges, one can take the δs → 0 limit
since the δs-dependence in the integral does not
produce an appropriate falloff when it is combined
with ϕ2(δs); it gives a subleading falloff.
2. When it diverges, simply discard the δs-dependence
in the integral since again it does not produce an
appropriate falloff13. Even if it diverges as δs → 0,
the expression (B2) itself does not.
For example, the slow falloff of ψq becomes
ψ(0)q = −
∫ 1
0
ds jq
s
1 + s
= −c1
∫ 1
0
ds
s1−1/z(1 + s)2
= −c1I(z) . (B4)
Similarly, the fast falloff of aǫ becomes
a(0)ǫ = −
∫ 1
0
ds jǫ
z
2z − 1 = −
2z
2z − 1c1
∫ 1
0
ds
s1−1/z(1 + s)2
= − 2z
2z − 1c1I(z) . (B5)
Appendix C: Restoring units
We set e = L = rh = 1, but here we present some of
our main results by restoring units.
• The scalar mode (high-temperature phase): the
dispersion relation, the relaxation time, and the
correlation length are given by
ω =
3− i
5
{
|ǫµ|+ I(z)
z
L
(rh
L
)z−2
q2 + · · ·
}
, (C1a)
τ−1 =
1
5
|ǫµ| = I(z)
5z
L
(rh
L
)z−2
ξ−2> , (C1b)
ξ2> =
I(z)
z
L
(rh
L
)z−2 1
|ǫµ| . (C1c)
• The order parameter:
O = − 1
e2L
(rh
L
)2z 2z
L
ǫ1/2 (C2a)
= − 1
e2L
(rh
L
)3z/2 (24z
L
ǫµ
)1/2
(C2b)
= −
√
48π2
e2
T 3/2c (Tc − T )1/2 (z = 1) . (C2c)
13 There may be an exception. The δs-dependence in the integral
may produce an appropriate falloff when it is combined with the
subleading term of ϕ2(δs).
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• The current (low-temperature phase):
Jy =
1
e2L
(rh
L
)4z−2
×
{
− I(z)
z
(4z2ǫ) +
iωL(
rh
L
)z + · · ·
}
A(0)y (C3a)
= − L
e2
{
1
L
(rh
L
)3z−2
24I(z)ǫµ
}
A(0)y (ω = 0)
(C3b)
= −I(z)
z
e2L3(
rh
L
)2O2A(0)y (ω = 0) . (C3c)
In our conventions, it is natural to define λ as
Jy = − L
e2
1
λ2
A(0)y . (C4)
Then, λ and κ are given by
λ2 = L
(rh
L
)−3z+2 1
24I(z)ǫµ
, (C5a)
κ2 :=
(
λ
ξ>
)2
=
z
24I(z)2
(rh
L
)−4z+4
. (C5b)
• The dual GL theory:
H = I(z)
2z
L
(eL)2(
rh
L
)2 |(∂i − iA(0)i )φ|2
− ǫµ
2
(eL)2(
rh
L
)z |φ|2 + 196z (eL)
6(
rh
L
)4z
L
|φ|4 + · · ·
− (φJ† + φ†J) , (C6a)
Γ
2
=
1 + 3i
5
(
rh
L
)z
(eL)2
. (C6b)
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