We present a new technique for obtaining model fittings to very long baseline interferometric images of astrophysical jets. The method minimizes a performance function proportional to the sum of the squared difference between the model and observed images. The model image is constructed by summing N s elliptical Gaussian sources characterized by six parameters: two-dimensional peak position, peak intensity, eccentricity, amplitude and orientation angle of the major axis. We present results for the fitting of two main benchmark jets: the first, constructed from three individual Gaussian sources, the second formed by five Gaussian sources. Both jets were analyzed by our cross-entropy technique in finite and infinite signal-to-noise regimes, the background noise chosen to mimic that found in interferometric radio maps. Those images were constructed to simulate most of the conditions encountered in interferometric images of active galactic nuclei. We show that the cross-entropy technique is capable of recovering the parameters of the sources with a similar accuracy to that obtained from the very traditional Astronomical Image Processing System Package task IMFIT when the image is relatively simple (e.g., few components). For more complex interferometric maps, our method displays superior performance in recovering the parameters of the jet components. Our methodology is also able to show quantitatively the number of individual components present in an image. An additional application of the cross-entropy technique to a real image of a BL Lac object is shown and discussed. Our results indicate that our cross-entropy model-fitting technique must be used in situations involving the analysis of complex emission regions having more than three sources, even though it is substantially slower than current model fitting tasks (at least 10,000 times slower for a single processor, depending on the number of sources to be optimized). As in the case of any model fitting performed in the image plane, caution is required in analyzing images constructed from a poorly sampled (u, v) plane.
1. introduction Very long baseline interferometry (VLBI) is to date the only tool available for the direct study of the structure and evolution of active galactic nuclei (AGNs) on parsec scales. While early observations were restricted to a few radio telescopes and required model fitting of the visibility function to obtain the source structure (Cohen et al. 1971) , good coverage of the (u, v) plane of modern arrays and the development of efficient imaging techniques guarantee excellent maps of these sources (Rogers et al. 1974; Readhead & Wilkinson 1978; Cornwell 1983; Pearson & Readhead 1984; Shepherd et al. 1994) .
Data with sparse (u, v) plane coverage or calibration problems can produce images inappropriate for the study of quantitative aspects of AGNs, such as positions and proper motions of jet features (e.g., Pearson 1999) . In this case, the analysis should be made by fitting a discrete number of model components (generally two-dimensional Gaussian) to the visibility data (e.g., Carrara et al. 1993 ; Kovalev et al. 2005 ), frequently cor-1 rected with self-calibrated techniques in the imaging process (e.g., Person 1995) . Fits in the (u, v) plane have some advantages, such as error recognition, lack of spurious CLEAN artifacts, and full angular resolution capability (e.g., Pearson 1999; Lister et al. 2001) . However, (u, v) components do not necessarily correspond to real features in the image, but may simply be mathematical artifacts needed to reproduce complex brightness visibility data (e.g., Kellermann et al. 2004; Lister et al. 2009b) . Besides, errors detected in the complex visibility data will not always produce measurable effects on the image plane (Ekers 1999) , which means that analyses performed on the image plane are not necessarily less reliable than those carried out on the (u, v) plane. Despite the intrinsic advantages and disadvantages, many works have used the image plane to extract information concerning the structural parameters of the observed sources (e.g., Kellermann et al. 2004; Wrobel et al. 2004; Reynolds et al. 2009 ).
Regardless of the plane where the analysis is taking place, the model fitting parameters are usually estimated from some maximum likelihood estimator, which finds the best set of model parameters that minimize the residual differences between synthetic and real data. The convergence of such algorithms usually depends strongly on the initial estimation of the parameters and they are prone to finding non-global minimum solutions, especially if the object to be modeled is complex. In addition, the modelfitting routines generally used in interferometric astronomy (e.g., IMFIT, JMFIT, etc.) suffer from a limitation concerning the number of components to be fitted simultaneously in the image.
To overcome those limitations, we introduce a new and powerful technique: the cross-entropy method for global continuous optimization (hereafter CE). The method uses the image as input data, and searches for the optimal model parameters, selecting the best candidates among all solutions generated in each iteration and constructing new ones from them. There is no limitation to the number of Gaussian model-fitting components, and the algorithm is able to place self-consistently a practical limit on the number of model-fitting components, as will be discussed later in this work.
CE analysis was originally used in the optimization of complex computer simulation models involving rare events simulations (Rubinstein 1997) , and was modified by Rubinstein (1999) to deal with continuous multi-extremal and discrete combinatorial optimization problems. Its theoretical asymptotic convergence has been demonstrated by Margolin (2004) , while Kroese et al. (2006) studied its efficiency in solving continuous multi-extremal optimization problems. Caproni et al. (2009) successfully applied the CE technique to determine precession model parameters of relativistic jets, while Monteiro et al. (2010) studied Galactic open clusters from CE optimization in colormagnitude diagrams. Other examples of application of the CE method are provided in de Boer et al (2005) .
The basic procedures involved CE optimization can be summarized as follows (e.g., Kroese et al. 2006 ):
1. Random generation of the initial parameter sample, obeying pre-defined criteria;
2. Selection of the best samples based on some mathematical criterion;
3. Random generation of updated parameter samples from the previous best candidates to be evaluated in the next iteration;
4. Optimization process repeats steps (2) and (3) until a pre-specified stopping criterion is fulfilled.
In this work, we validate our CE model-fitting algorithm from a variety of benchmark tests built from synthetic jet components and apply it to a real image. The paper is structured as follows: in Section 2, we introduce the CE algorithm and its application to the problem of modeling interferometric radio images of astrophysical jets. The validation tests and their respective optimization results are discussed in Section 3. The application of our technique to a real image is presented in Section 4. Conclusions are presented in Section 5.
the cross-entropy method for continuous optimization
In this section, we introduce the cross-entropy method, describing how to estimate the model-fitting parameters of jet knots present in the radio interferometric maps of astrophysical sources.
Global View of the Optimization Process
Let us consider an interferometric image composed of N x × N y pixels, where N x and N y are, respectively, the number of pixels in right ascension and declination coordinates. Assuming that such data can be described by an analytical model with N p parameters p 1 , p 2 , ..., p Np , we can use the CE optimization method to find the set of parameters x * = (p * 1 , p * 2 , ..., p * N p ) for which the model provides the best description of the data (Rubinstein 1999; Kroese et al. 2006) .
The optimization process is performed by randomly building N independent sets of model parameters X = (x 1 , x 2 , ..., x N ), where x i = (p 1i , p 2i , ..., p N pi ), and minimizing a performance function S(x) used to check the quality of the fit during the run process. In an ideal situation in which all parameters have converged to the exact solution, we must obtain S(x * ) → 0. To find the best solution from CE optimization, we start by defining the parameter range in which the algorithm will search for the best candidates:
where k represents the iteration number. Introducinḡ
we can compute X(0) from:
where G ij is an N × N p matrix with random numbers generated from a zero-mean normal distribution with standard deviation of unity. The next step is to calculate S i (0) for each set of x i (0), ordering them according to increasing values of S i . Then the first N elite set of parameters is selected, i.e. the N elitesample with the lowest S-values, which will be labeled as the elite sample matrix X elite (0). We then determine the mean and standard deviation of the elite sample,p elite j (0) and σ elite j (0) respectively, as:
(3) The matrix X at the next iteration is determined as:
This process is repeated from Equation (2), with G ij regenerated at each iteration. The optimization stops when the maximum number of iterations k max is reached.
In order to prevent convergence to a sub-optimal solution due to the intrinsic rapid convergence of the CE method, Kroese et al. (2006) suggested the implementation of a fixed smoothing scheme forp elite,s j (k) and σ elite,s j (k):
where α is a smoothing constant parameter (0 < α < 1) and α d (k) is a dynamic smoothing parameter at the kth iteration:
where q is an integer typically between 5 and 10 ( Kroese et al. 2006 ).
Defining the Performance Function
In the optimization problem we need to define a performance function based on the desired characteristics of the solution. Usually for continuous problems this is done by defining a likelihood function and then maximizing it, or requiring that the sum of the residuals squared be minimal.
In this work, we adopt a combination of the sum of the squared residuals and their respective variance. The motivation for this procedure is that there is no parametric form for determining the error for a given pixel of the interferometric radio images as is the case for typical photoncounting errors which are known to be Poissonian. Therefore we assumed that a good fit of jet sources would essentially produce small residuals, as well as a uniform spatial distribution of them, thus with minimal variance.
Let the quadratic residual R m (k) at a given pixel m and iteration k be defined as the squared difference between the observed image I m and the generated model image
2 . The mean square residual value of the model fittingR(k) can be calculated from:R
We choose to rank our tentative model images obtained from the 6N s parameters x i (k) at iteration k through the performance function:
in which the product betweenR and the variance-like factor was used. Note also that, if I m and M m are expressed in terms of Jy beam −1 , S prod has units of Jy 6 beam −6 . It is important to emphasize that we have tested other functional forms for the CE performance function but Equation (9) was more efficient in more complex problems. We believe that the difference in performance is essentially due to the fact that Equation (9) transmits directly any change in the mean and variance of the residuals in all iteration steps of the optimization process.
Estimation of the model fitting parameters and their uncertainties
As commented previously, CE optimization generates N random tentative solutions at each iteration k, selecting the best N elite set of model parameters in terms of the values of S prod .
In all optimization process presented in this work, we first chose the number of sources N s to be model fitted on the image and applied CE optimization three times for each choice of N s . After finalizing the three optimization runs, we selected the optimization that best minimized S prod in order to determine the best values of the 6N s Gaussian parameters p * i , as well as their respective uncertainties σ p * i (i varying from 1 to 6N s ) as follows:
where k max is the maximum number of iterations used in the optimized model fitting, and p ik represents the set of model parameters that produce the minimum value of S prod k among all tentative solutions at iteration k and
The power index -2 in the definition of w k was adopted in order to make the tentative solutions with the lowest values of S prod k more important in the calculation of p * i . The same procedure was used to estimate the value of S prod associated with p * i , except for w k = σ −4 S prod k , where σ 2 S prod k is the variance of S prod k among all tentative solutions at an iteration k.
3. validating the ce model-fitting method To validate the fitting technique, we used synthetic images generated from a previously known set of parameters. Such images were composed of N s two-dimensional elliptical Gaussian sources, characterized by the Gaussian center peak positions (x, y), semi-major axis a, eccentricity ǫ, position angle θ, and peak intensity I 0 .
We created two synthetic jets, labeled J1 and J2, with a bright main central source (emulating an unresolved core as seen in real interferometric images) and additional components with a range of sizes and with different orientations, intensities, and degrees of superposition. We took them as being representative of typical jet sources found in the literature.
We also ran simpler tests, such as single source, fully separated set of sources, etc., but we do not present them here because they do not give any more insight into the performance of the method. In all these simple cases the method performed extremely well, finding the correct solution with considerable ease.
Our method was implemented in such a way that the fitting was entirely automatic. This has opened the possibility of performing fits for a wide range and number of components, analyzing their quality a posteriori based on more quantifiable characteristics. In particular, we have used mainly the best value of the fitness function S * prod (x i ) and the characteristics of the residual maps to decide the ideal number of sources, as can be seen in the following sections.
It is important to emphasize that we have adopted
2 (with 30 N 0 50) and N elite = 0.05N 1 in all validation tests presented in this work, in agreement with those suggested by Kroese et al. (2006) and Caproni et al. (2009) . Additional tests were made using different values for those CE parameters but they did not improve the overall performance of our technique. The CE optimizations presented in next sections were run on a 2.7 GHz processor, taking typically from a couple of minutes up to days to be fully completed, depending on the number of elliptical Gaussian components assumed in the model fitting.
Noiseless Synthetic Benchmark Tests
This section is devoted to showing the performance of our CE model fitting in ideal situations where there is no background noise present, i.e., the signal-to-noise ratio (S/N) tends to infinity.
3.1.1. The Noiseless Synthetic Jets J1 and J2 Jet J1 contains three elliptical Gaussian sources (N s = 3) for which peak intensity/size decreases/increases with the core-component distance. Their respective parameters are shown in Table 1 . The synthetic image of J1 with a size of 30 × 90 pixels in right ascension and declination, respectively, is displayed in Figure 1 . While the brightest component (mimicking the core of the object) is relatively detached from the others, the remaining two components present a moderate degree of superposition, mainly because of the size of component 3.
Jet J2 is composed of five distinct elliptical Gaussian sources (N s = 5), with a small central source and the others at increasing distances, and larger sizes, as usually observed in astrophysical jets. The source parameters are listed in Table 2 , while the resulting map covering an area of 50 × 60 pixels in right-ascension-declination plane is shown in Figure 2 . The distances between the components were chosen to introduce different degrees of spatial superposition. We also put a weaker source between two bright ones (source number 3) with high degree of superposition to evaluate the ability of the method to separate sources with intensities slightly above the wing intensities of neighboring sources.
The CE Model-fitting Results for J1 and J2
Noiseless Maps The CE model-fitting process generates elliptical Gaussian sources with peak positions within the observed image boundaries and from a large span of parameter space as follows: 2.5 ≤ a(pixel) ≤ 40, 0 ≤ ǫ ≤ 0.95 and −90
• ≤ θ ≤ 90
• (positive values for north to east direction) for both J1 and J2 jets. In relation to the peak intensity, the limits are 0.0002 ≤ I 0 (Jy beam −1 )≤ 2.1 for J1 and 0.0001 ≤ I 0 (Jy beam −1 )≤ 1.2 for J2. The values of the model fitting parameters obtained from our CE global optimization technique for J1 and J2 benchmark tests are shown, respectively, in Tables 3 and  4 . Those values, as well as their respective uncertainties, were calculated from the procedures described in Section 2.3. The number of sources adopted in each optimization was varied from two to seven for J1 and three to seven for J2 (justification for this procedure is given in the next subsection).
A quick comparison between Tables 2 and 4 reveals that our algorithm fits tentatively the most intense sources present in the image if N s < 5. In other words, components 1 (core), 2 and 4 are always present in the modeling, even though their recovered parameters are not necessarily correct in all cases. If we employ N s > 5, the algorithm places the extra Gaussian sources close to the location of the most intense sources. Except for the threshold value N s = 3, the same considerations are valid for the comparison between Tables 1 and 3 related to jet J1.
Comparison between the values of Table 2 and the fivesource entries of Table 4 reveals an excellent agreement between them. The same is true in the case of jet J1 (compare the three-source entries of Tables 1 and 3) , for which our algorithm recovered the structural parameters of the three sources with a tantalizing zero relative error.
Estimating the Number of Jet Components from the CE Model-Fitting
There is an important aspect that must be addressed when any model fitting technique is applied to an interferometric image: how many components are supposed to be used in the fit? Unfortunately the answer is that there is no ultimate rule to apply in order to determine the number of components to be fitted in the image (even a minimum or a maximum limit). Perhaps the most reasonable and conservative criterion could be the one based on the Occam's Razor principle, adopting the lowest number of sources for a reasonable fit. This strategy can be found in some previous works that deals with model fitting of VLBI images (e.g., Homan et al. 2001) .
To verify if our algorithm can determine quantitatively the number of sources, or at least the minimum number of components that should be assumed in the modeling, we have varied the number of Gaussian sources in the CE opti-mization procedure. We show in the top panels of Figures 3 and 4 the one-sixth values 2 of the performance function S * prod as a function of the number of sources assumed, respectively, in the model fitting of J1 and J2. The error bars are large and only allow us to conclude that there is possibly a plateau-like structure after N s ≃ 3 for J1 and N s ≃ 5 for J2. This suggests a crude estimate for the minimum value for the number of sources present in the image. This is a slight advance in relation to previous works since our technique allowed us to put a lower limit on the number of the sources, based only on the values of our performance function.
With the aim of improving our estimate of N s , we plotted in the bottom panels of Figures 3 and 4 the mean and the maximum values of the residual images obtained from our CE model fittings for J1 and J2 respectively. These quantities indicate that there is a minimum at N s = 3 for J1 and N s = 5 and 7 for J2, which means we could not unequivocally constrain N s for jet J2. However, looking carefully at Table 4 , we can see that the same Gaussian sources for N s = 5 were also found in the model fitting employing N s = 7. The extra two components are too dim, compatible with zero-intensity taking into account the uncertainties. Therefore, the ambiguity in the correct number of the components is definitely eliminated.
It is important to emphasize that similar behavior was found for jet J1, the three sources for N s = 3 having also been detected by our CE optimizations in the cases of N s = 4, 5 and 6. Thus, we believe that the procedures mentioned above can be very useful and effective in putting a quantitative constraint on the number of sources present in any interferometric image.
Noise Validation Test
In the previous section, we checked the performance of our CE model-fitting technique in recovering the structural parameters of synthetic sources in the limit of infinite S/N. However, this idealized situation is definitely far from those found when dealing with real interferometric radio maps, in which the S/R has a finite value. Thus, it is necessary to verify if our technique also works in such conditions.
The question that arises is how to perform tests that include a realistic noise background. In the VLBI images obtained by the CLEAN method the presence of structured noise is evident, in other words, noise not originating in Gaussian or Poissonian distributions. Because there is no simple parametric expression for the noise in those images, we carried out the following procedure to obtain our finite-S/R benchmark images:
1. Random selection of a real interferometric image from the data archive of the MOJAVE program 3 ;
2. Selection of a region of this image where no apparent sources are present;
3. Extraction of a noise image of a given size from that region;
4. Construction of a synthetic image composed by N s Gaussian sources, with the central one having the same characteristics as the CLEAN beam parameters found in the header of the noise image;
5. Addition of the noise and synthetic images to form our new benchmark map.
Note that this procedure simulates accurately the thermal noise characteristics of the image, as well as some of the CLEAN algorithm effects. The effects of wide gaps in the interferometric (u, v) coverage, (e.g., aliasing, sinusoidal ripples, etc.) are not necessarily present in our benchmark images. However, a rigorous analysis of real CLEAN images can reveal the presence of such (usually weak) artifacts (e.g., Ekers 1999; Lister et al. 2001) , allowing the adoption of some additional strategy to avoid misinterpretation of the data image. As regards rippling features, changes in the CLEAN algorithm can substantially reduce or even remove them from the final CLEAN image (Cornwell 1983) . Similarly, Pfleiderer & Koeb (1998) proposed a different deconvolution method to translate raw complex visibility data into an image that eliminates aliasing effects.
For the synthetic sources, we decided to use the same jet knots J1 and J2 as used in the previous section. The noise pattern, and the resulting new benchmark images are shown in Figures 5 and 6. Although this procedure might not produce a synthetic image with precise representation of the expected noise pattern, we believe that it is the best way to generate a more realistic image to evaluate the influence of noise in the CE model-fitting optimization process.
In analogy with the previous section, our CE modelfitting algorithm examined the whole image in the x− and y− coordinates, searching for Gaussian sources with structural parameters in the same range as used in the noiseless cases. To guarantee an unbiased solution we ran the CE algorithm for different numbers of sources, varying from two up to seven. As in the noiseless case, we adopted N 0 = 30 in the optimization of the J1 image. For J2, we had to increase N 0 from 30 to 50 to guarantee a good performance of our algorithm.
Following Section 2.3, we obtained the optimal values for the model parameters and their respective uncertainties, which are displayed in Tables 5 and 6 . As in the noiseless cases, comparison between Tables 5 and 6 reveals that our algorithm fits tentatively the most intense sources present in the image when the number of sources assumed in the CE model fitting is smaller than the correct value. If the assumed number of the sources is larger than the right one, the algorithm puts the extra dim Gaussian sources close to the location of the most intense sources.
As an example, we show in Figure 7 the evolution of the values of the CE-optimized model parameters of the noisy jet J2 as a function of the iteration number. The parameter values reach a steady-state-like behavior at iterations below k max after converging to the expected values. Similar findings are also observed for the other benchmark tests discussed in this work.
The CE model-fitting results are shown in Figures 8 and 9. We note that the choice N s = 3 − 6 for jet J1 and N s = 4, 5, and 7 for jet J2 provides more homogeneous and less peaked residual maps.
Considering the uncertainties, there is a plateau after N s = 3 in the S 1/6 prod graph in the top panel of Figure 10 . This means that only a lower limit for N s can be derived from such plots. The bottom panel of Figure 10 points out that residuals are minimized for 3 ≤ N s ≤ 6. To break the degeneracy in N s , we analyze the values listed in Table 5 . As in the case of the noiseless images, the optimized parameters of the three sources found for N s = 3 also appear when we assumed 4 ≤ N s ≤ 6. The extra components are dimmer and sometimes superpose completely with the brightest component (core). Thus, N s = 3 is fully favored in relation to the other possibilities.
In the case of jet J2, there is also a plateau-like feature for N s 5 in S 1/6 prod graph in the top panel of Figure 11 . Solutions with N s = 5 and 7 are slightly favored over the others in the case of the mean and maximum residuals shown in the bottom panel of Figure 11 . The combination of both results suggests the existence of five or seven components in jet J2. Comparison between the values listed in Table 6 reveals that components 1-5 for N s = 5 were also found in the CE optimization using N s = 7 (components 1, 2, 3, 6, and 7, respectively). As in the case of the noisy jet J1, the extra two components are too dim, compatible with null intensity considering the uncertainties. Thus, a five-components solution is favored, as expected for this benchmark test.
Checking the Auto-consistency of the Error
Estimation of the CE Model-fitting Parameters
The equations to calculate the model-fitting parameters, as well as their respective uncertainties, were introduced in Section 2.3. To show that Equations (10) and (11) provide a reasonable estimation of the model parameters and their errors, we used the three optimization runs performed for the noisy jet J1 for N s = 3. The reason for not choosing a noiseless image is to keep this analysis as close as possible to real situations, which we know to have a structured noise pattern embedded into the source signal.
From the 18,000 best-value data generated in this test (three optimization runs, each one composed of 6000 iterations), we determined the distribution of the logarithm of S prod in the (x, y)-, (ǫ, θ)-, and (a, I 0 )-planes for each of the three Gaussian sources, as is displayed in Figure 12 4 . Although the S prod distribution is very irregular, showing several local minima in all planes, the CE algorithm was able to find the global minimum of S prod , returning the correct parameter values of the ellipses if the error bars were considered. For example, the differences between the x− and y−values listed in Table 1 and those calculated from our technique are much smaller than one pixel in both directions. The larger discrepancies were found in the (ǫ, θ)−planes but, even in these cases, such differences remain within the 3σ errors.
Our results show also that it is possible to calculate statistically the values of the model-fitting parameters and their associated uncertainties by applying Equations (10) and (11) to the tentative solutions generated in the optimization process. However, as the real nature of the noise present in interferometric images is not sufficiently known, such error estimates should be considered as a lower limit for the true uncertainties of the derived Gaussian parameters. Error estimations based on the properties of the restoring beam or differences in the fits to two or more observations acquired very close in time (e.g., Piner et al. 2007; Lister et al. 2009b ) may be used as complements or alternatives to Equations (10) and (11) in general situations.
3.4. The Influence of S/R on the CE Model-fitting Optimization Process
The images in the noiseless validation tests had a formal infinite S/N, while for the J1 and J2 noise images S/R was ∼ 100. To check the performance of our CE model-fitting algorithm in terms of S/R, we created synthetic images composed of the same noise background shown in the top panel of Figure 5 and an elliptical Gaussian source centered at x = 17.2 pixels and y = 48.1 pixels. We placed this source at this particular position in order to superpose it on a region in which there is a strong gradient in the noise intensity in the southeast to northwest direction, which introduces extra difficulty to the model-fitting procedure. The additional parameters were chosen to be a = 4.8 pixels, ǫ = 0.85, and θ = 67.
• 3. The peak intensity of this source was varied from 1 to 50 mJy beam −1 , which corresponds to S/R ranging from 2 to 100. An example of one of these control images is displayed in Figure 13 .
The efficiency of our algorithm in recovering the elliptical Gaussian source parameters as a function of the S/R can be seen in Figure 14 . The values of the Gaussian-peak coordinates x and y were recovered with a relative error below the 10% level for S/R 10. The same error level was achieved for the parameters ǫ and θ for S/R 20, I 0 for S/R 30, and a for S/R 50. For SNR = 100 all parameters were found with a relative error below the 5% level.
In terms of the absolute values and their respective uncertainties, our CE model fitting technique was able to recover the parameter I 0 within the 3σ level for S/R 20, while for the other parameters the same applied for S/R 10.
Comparing the CE Benchmark Results with Those
Obtained from the AIPS Task IMFIT
The aim of this subsection is to compare our findings with those obtained from the traditional and widely used two-dimensional Gaussian fitting task IMFIT included in the Astronomical Image Processing System Package (AIPS).
A comparison between CE and IMFIT model-fitting results in the case of the S/R limit tests is shown in Figure  14 . Taking into account the uncertainties, both techniques have very similar behavior in terms of recovering the source parameters for this particular test.
We applied the task IMFIT to the image of the noisy jet J1 displayed in Figure 5 . A comparison between the values of the parameters of the three Gaussian sources of J1 from IMFIT and from our CE technique is shown in Table  7 . Again, both algorithms found the Gaussian parameters with similar high efficiency.
Unfortunately, IMFIT cannot fit simultaneously more than four Gaussian sources. To make possible a comparison between those algorithms, we eliminate source number 3 of the noisy jet J2, transforming it into a four-component image labeled as J3
5 . This makes J3 map as a set of two overlapping components with S/R ∼ 100. We show in Table 8 the model-fitting values recovered from the CE and IMFIT fittings as a function of the correct ones. Unlike the earlier comparisons presented in this subsection, the CE technique had a superior performance in determining the structural parameters of the Gaussian sources, especially in the case of the dimmest component for which IMFIT failed to converge to the correct parameters. In terms of relative errors, our CE algorithm was able to recover 7 out of 24 parameters within a zero-percent level, and only one parameter with an error higher than 5 % level (more precisely, the 6.8% level for the parameter θ of the dimmest source). On the other hand, the relative errors obtained from IMFIT are systematically higher in 19 out of 24 parameters. In the case of the dimmest source, the relative errors ranged from 16% to 400%, indicating that the IM-FIT did not converge for this component.
In summary, comparison between the CE optimization algorithm and IMFIT suggests that both tools have similar performance in dealing with images that are not too complex (few and relatively well-separated sources). However, our technique has a better performance when the interferometric map is more complex, as in the case of test J3. Note also that our method does not have a limit for the number of components to be fitted simultaneously in the image, as in the case of IMFIT.
application of the ce technique to a real interferometric image
We have presented in previous sections some validation tests necessary to demonstrate the capability of our model-fitting technique of dealing with interferometric images. The objective of this section is to check the behavior of our algorithm when applied to real interferometric images. To do this, we selected a naturally weighted I−image taken from the MOJAVE/2cm Survey Data Archive (Lister et al. 2009a ) that corresponds to the 15 GHz radio map of the BL Lac OJ 287 obtained in 1996 May 27.
CE Model-fitting and the Number of Jet Components
The original fits image of the OJ 287 is formed by an array of 512 × 512 pixels but only a relatively small fraction has a jet signal significantly higher than the noise. Because of this, we decided to crop the original fits image to maintain only the fraction with a useful signal, which meant a 66 × 51 pixel image. It is important to emphasize that this reduction helps the algorithm to find the optimal solutions more rapidly since the parameter space is substantially narrowed in this case.
Several works in the literature have assumed a circular Gaussian shape for jet features (e.g., Lobanov et al. 2001; Jorstad et al. 2005; Agudo et al. 2007) . In this work, we have assumed a two-dimensional elliptical Gaussian function as being representative of the brightness distribution of the jet knots, which will be kept for the radio map of the BL Lac OJ 287. The justification for this is that our CE model fitting will be executed in the image plane, in which the jet components are convolved with the elliptical synthesized CLEAN beam of the interferometric experiment.
We applied our CE algorithm to the cropped image, varying the number of elliptical Gaussian sources from two to seven. For each adopted number of sources we run the algorithm three times. The model fitting processes examined the whole image in the x− and y− coordinates, searching for Gaussian sources with structural parameters in the following ranges: 4.0 ≤ a(pixel) ≤ 30, 0 ≤ ǫ ≤ 0.9, −90
• (positive values for north to east direction), and 9.51 × 10 −4 ≤ I 0 (Jy beam −1 )≤ 1.2. The lower value of I 0 corresponded to twice the nominal root mean square of the OJ 287 image.
The optimal values for the model parameters and their respective uncertainties were estimated following Section 2.3 and are displayed in Table 9 . The CE optimization results can be seen in Figure 15 , in which the Gaussian components are shown superposed on the observed image, as well as the residual maps. A visual inspection of the residual maps reveals less-structured residuals when three to five sources are employed in the optimization. The top panel of Figure 16 shows that the performance function introduced in Section 2.2 is better minimized by adopting N s 3. The behavior of the mean and maximum values of the residual image shown in the bottom panel of Figure 16 seems to be minimized for 3 N s 5. Therefore, the use of Figures 15 and 16 only provides an optimal range for the number of components present in the image of OJ 287. However, looking carefully at the entries of Table 9 , we realize that components 1, 2, and 3 for N s = 3 were also found in the CE optimizations using N s = 4 and 5. The extra components in both cases are too dim (∼ 1 mJy beam −1 ), compatible with the zero-intensity level if uncertainties are considered. Besides, similar plots of those shown in Figure 7 reveal that those extra components introduced large oscillations in the values of the Gaussian parameters. We believe that such findings point firmly to the existence of three components in the jet of OJ 287 in 1996 May 27.
Comparing the CE Results with Those in the Literature
As discussed in the previous section, our results seem to indicate the presence of three components in the jet of OJ 287 (core plus two components). Interestingly, Lister et al. (2009b) also assumed the existence of three sources in the 15 GHz image of OJ 287 in 1996 May 27. Their modeling results were obtained by adopting circularshaped sources fitted in the interferometric (u, v) plane instead of in the image plane, as has been done in this work.
A comparison between our model-fitting parameter values for N s = 3 and those found by Lister et al. (2009b) can be seen in Table 10 .
To construct Table 10 , we transformed our original optimized data listed in Table 9 to the format given in Table 1 of Lister et al. (2009b) . The first parameter is the corecomponent distance r that can be calculated from
where x core and y core are, respectively, the right ascension and declination coordinates of component 1 in Table 9 . The position angles of the components measured in relation to the core component, η, taken from Lister et al. (2009b) were subtracted by 360
• before being displayed in Table 10 .
As mentioned previously, we fitted elliptical Gaussian sources in the image plane. Lister et al. (2009b) adjusted circular Gaussian sources to the (u, v) data, which allowed them to obtain for some components sizes smaller than that of the restoring beam. Remembering that the convolution of two Gaussian functions results in a Gaussian function with a squared full width at half-maximum (FWHM) proportional to their FWHM, we determined the effective size of the optimized components a FWHM through: The flux density F of the jet components can be estimated from:
In the last equation, a, b maj FWHM and b min FWHM must be given in pixels, and I 0 in Jy beam −1 in order to have F in units of Jy.
We note that there is a relative good agreement between our results and those found by Lister et al. (2009b) if we take into account the uncertainties. It suggests that our CE technique may provide results as robust as those model fittings performed in the (u, v) plane. Further studies using a larger set of real images are required to confirm undoubtedly this claim.
The optimized Gaussian sources shown in Figure 15 represent the convolution between the source itself and the synthesized beam of the observation. If the source is punctual, such a convolution must return the shape of the synthesized beam. For the image of OJ 287 considered in this work, the beam is elliptical, with its major and the minor semi-axes being respectively 4.91 and 2.56 pixels (or 0.58 and 0.30 mas) in size, and with a position angle P.A. = 22.
• 28 on the plane of the sky (Lister et al. 2009b) . This last quantity is related to our definition of θ through P.Aa. = 90
• + θ. A comparison of these values with those listed in Table 9 for N s = 3 shows that component 1 is unresolved by the observation, presenting major and minor semi-axes equals respectively to 4.92 and 2.59 pixels, as well as P.A. = 22.
• 70, in full agreement with what is expected from a punctual source, which is indeed the compact core of OJ 287. This result further reinforces the great potential of our technique in modeling interferometric radio images.
conclusion
We have developed a new method to obtain model fittings to interferometric radio images of astrophysical jets using a global optimization algorithm known as crossentropy. To validate our model-fitting optimized procedure, we built benchmark tests that employed synthetic images created to simulate as realistically as possible typical real interferometric radio maps. We assumed that the individual sources of a jet can be represented by twodimensional Gaussian functions defined by six parameters: peak intensity coordinates, peak intensity, size and angle of the semi-major axis, and eccentricity.
The first validation tests optimize synthetic images with infinite S/R composed of three and five sources (jets J1 and J2, respectively). The parameters for each source were selected in an attempt to reproduce typical image characteristics encountered in VLBI AGN jet images. The results of our fitting technique for these synthetic images were excellent: all parameter values were recovered by our technique taking into account the formal uncertainties. The relative errors of these two benchmark tests are null in most cases, and do not exceed 0.25% in the worst cases.
The second set of benchmark tests was built from jets J1 and J2, embedding them in a structured noise backgrounds extracted from typical MOJAVE images. Our CE modelfitting technique was able to recover the parameters of the three sources of the noisy jet J1 in most cases with null relative error. In the case of the complex noisy jet J2, 18 out of 30 parameters had values below of 0.3% in terms of relative errors (seven among them having a zero-percent value).
Plots of the values of the performance function and the mean and maximum amplitude of the residual images as a function of the number of tentative components only provided an optimal range for N s in the majority of the benchmark tests presented in this work. However, we showed that a careful analysis of the optimized parameters among all used values of N s can remove such degeneracy, and determine the true value of the number of components. If the assumed N s is smaller than the real one, our CE optimization tries to fit the brightest components since their contribution must be preponderant in the minimization of the residuals. On the other hand, if the adopted N s is larger than the correct one, the extra components tends to be too dim (compatible with null intensity if uncertainties are considered) or they are practically coincident with the most intense sources in the image. Thus, the true jet components will always be present in the optimized images when we assumed a number of sources greater than the real one.
The number of components also has an influence on the convergence of the parameters: the inclusion of more components than necessary introduces an oscillatory pattern, as well as some strong discontinuities in the plots of the values of the Gaussian parameters as a function of the iteration number. This can also be used to constrain the value of N s .
The cross-entropy technique is able to recover the parameters of the sources with a similar accuracy to that obtained from the traditional AIPS task IMFIT when the image is relatively simple (e.g., few components). For more complex interferometric maps, our method exhibits a su-perior performance in recovering the parameters of the jet components.
To verify the performance of our algorithm in the case of real observational data, we applied it to the image of the BL Lac OJ 287 obtained in 1996 May 27 by the MOJAVE consortium, as mentioned in Section 4. The behavior of the objective function, as well as the mean and the maximum values of the residual maps as a function of the number of the sources, indicates the presence of three to five components. This degeneracy is broken when the data of Table 9 are carefully analyzed. They indicate the presence of the three sources found in the optimization with N s = 3 in the results from N s = 4 and 5, with the extra components too dim to be taken seriously. It is important to emphasize that the structural parameters of the core found by our technique are in full agreement with those expected from the convolution of a point-like source and an elliptical restoring beam. Interestingly, Lister et al. (2009b) modeled the same image of OJ 287 in the (u, v) plane as the composition of three circular Gaussian sources. The structural source parameters obtained by these authors are in good agreement with those found in this work from our CE optimization technique. This suggests that our imagebased model-fitting method might be as efficient as (u, v)-based modeling despite the usual deconvolution and bad (u, v) coverage artifacts that might be present in CLEAN images. The next step in our tests will be to adapt the CE method to fittings in the (u, v) plane.
It is important to point out that we have assumed throughout this work that the components can be modeled by two-dimensional Gaussian functions, which might not be suitable in some situations (e.g., in pronounced bow-shock regions usually seen in terminal jets). Indeed, there is no prior guarantee that elliptical Gaussian functions can always represent the correct shape of jet knots in general.
We believe that our results indicate that this new optimization technique can provide a major contribution in obtaining model fittings to VLBI images of astrophysical jets. In particular, our CE model-fitting technique must be used in studies of complex emission regions presenting more than three sources, even though it is substantially slower than current model-fitting tasks (at 10,000 times slower for a single processor, depending on the number of sources to be optimized). As in the case of any model fitting performed in the image plane, caution is always required in analyzing images constructed from a poorly sampled (u, v) plane.
This work was supported by the Brazilian Agencies FAPESP (Proc. 2006/57824-1) and CNPq. This research has made use of data from the MOJAVE database that is maintained by the MOJAVE team (Lister et al., 2009a) . The authors acknowledge very helpful remarks from an anonymous referee. Table 1 for the jet component parameters). The gray-scale map as well as the contours is in logarithm scale in units of Jy beam −1 . Fig. 2. -Image of the synthetic jet built from five discrete elliptical Gaussian components (see Table 2 for the jet component parameters). The gray-scale map as well as the contours is in logarithm scale in units of Jy beam −1 . Table 2 ). Figure 9 in terms of the sources used in the CE optimization. The error bars correspond to the standard deviation of the residual images. The dotted line refers to the maximum value of the residuals. Fig. 12. -Mapping of the logarithm distribution of S prod in terms of the CE elliptical Gaussian parameters for components 3, 2, and 1 (rightmost, middle, and leftmost panels, respectively), represented by the gray scale (the lower the value of S prod , the darker the color). Square symbols mark the parameter values listed in Table 1 , while open circles represent the CE model fitting parameters of the three-source entries in Table 5 . Error bars correspond to the 3σ uncertainties. Note that the CE values are in agreement with the real ones and both are located at the deepest minimum of the objective function in each image. Note. -The number of the sources was varied from two to seven. The uncertainties in each parameter correspond to the 3σ level. Note. -The number of the sources was varied from three to seven. The uncertainties in each parameter correspond to the 3σ level. Note. -The uncertainties concerning CE results correspond to 1σ-value, which was obtained from standard propagation of the errors.
