Automatic recognition of on-line mathematical expressions is di$cult especially when there exist errors. In this paper, we incorporate an error detection and correction mechanism into a parser developed previously by us based on de"nite clause grammar (DCG). The resulting system can handle lexical, syntactic and some semantic errors. The recognition speed for 600 commonly seen expressions is quite acceptable, ranging from 0.73 to 6 s per expression on a modest workstation. In addition, we propose a performance evaluation scheme which can be used to demonstrate the e!ectiveness of both the symbol recognition and structural analysis stages by a single measure.
Introduction
With the recent advances in pen-based computing technologies, we already have all the necessary hardware to provide an input device for entering mathematical expressions into computers in a natural way, i.e., we simply write the expressions on an electronic tablet for the computer to recognize automatically. The key problem that remains is the automatic recognition of mathematical expressions, which is more on the software side.
Mathematical expressions are in general two-dimensionally structured patterns. Typically, they consist of special symbols and Greek letters in addition to English letters and digits. Moreover, characters and symbols may appear in various positions, possibly of di!erent sizes. All these together make the recognition process very complicated even when all the individual characters and symbols can be recognized correctly.
However, in practice, we cannot expect that all the input expressions contain no errors. Error detection and correction are important steps, especially in parsing. A good error handler should report the presence of errors clearly and accurately. After recovering from each error, it should still be able to detect subsequent errors. At the same time, it should not signi"cantly slow down the processing of correct expressions. Ideally some errors should even be corrected. Moreover, correct parts should not be treated mistakenly as errors and altered improperly.
With errors taken into consideration, di!erent existing mathematical expression recognition systems may have very di!erent performance. How should we rate a system as good? What criteria should we use to evaluate its performance?
Both symbol recognition and structural analysis have been extensively studied for decades. Mathematical expression recognition, which features both of them as the two major stages of the process, is a good subject for studying the integration of the two areas. However, the research area had not attracted too much attention in the past. It is only until recently that more researchers have started to pay more attention to this area. Detailed review of the literature can be found in Refs. [1, 2] .
In this paper, we will mainly focus on issues related to error detection, error correction and performance evaluation in on-line mathematical expression recognition. First, we will describe the di!erent types of common errors that usually occur in mathematical expressions. Then, we will show how the errors can be detected and corrected. Afterwards, we will discuss some existing schemes and propose some new schemes for evaluating the performance of mathematical expression recognition systems. Finally, we will provide and discuss some experimental results which will then be followed by some concluding remarks.
2. An e7cient syntactic approach to structural analysis of on-line handwritten mathematical expressions Due to the complexity of mathematical expressions, systems used for recognizing them are better built based on some explicit grammar rules so that a clear and concise form is available for formal veri"cation as well as subsequent extension. In addition, to ensure that a mathematical expression recognition system is useful in practice, its recognition speed is also an important factor to consider.
In Ref. [3] , an approach, called hierarchical decomposition parsing, was proposed for obtaining the syntactic structures of mathematical expressions automatically. Hierarchical decomposition parsing is implemented in de"nite clause grammar (DCG), in terms of a set of replacement rules for parsing mathematical expressions. With DCG, we are not only able to de"ne the replacement rules concisely, but their de"nitions are also in a readily executable form. Besides, the proposed method uses three major ideas, namely, left-factoring, binding symbol preprocessing, and hierarchical decomposition, to make parsing more e$cient. Experiments done on some commonly seen error-free mathematical expressions show that the method can achieve quite satisfactory speedup.
In the following section, we will extend the parser developed by us in Ref. [3] to handle erroneous mathematical expressions as well. In particular, we will show how error detection and correction can be performed easily and e!ectively during parsing. Most importantly, all the procedures are clearly de"ned in the form of formal replacement rules.
Incorporating error detection and correction into mathematical expression recognition
Although error detection and correction are important steps, very few papers in the mathematical expression recognition literature have addressed these issues. Dimitriadis et al. [4] put extra e!ort to detect and correct errors as, according to them, no attempts were made previously in this aspect. However, the error detection and correction methods used were quite simple. For example, some warning messages, such as`the root symbol should cover all of its termsa, may be given when the error is not fatal. However, some other errors, likè the function tan does not have argumentsa, require the user to correct the input before the editor can proceed.
Lee and Wang [5] used some heuristic rules to correct recognition errors. For example, the expressioǹ x"5in a will be converted to`x"sin a due to the similarity between &5' and &s'. Other heuristic rules are also used, such as E For every binary operator P, there must exist two operands that will generally be of the same typeface and size. E There are no symbols in the subscript position of a numeral. E Symbols in the same operand generally possess the same properties.
Types of errors in handwritten mathematical expressions
During the analysis of a mathematical expression, errors sometimes occur. In general, there are four types of errors:
E lexical errors (e.g., poorly written symbols), E syntactic errors (e.g., an arithmetic expression with unbalanced parentheses), E semantic errors (e.g., an operator applied to an incompatible operand), and E logical errors (e.g., 1#1"3).
Very often, error detection and correction are mostly centered around the parsing stage.
Quite a few strategies are available for correcting errors, such as panic-mode recovery, phrase-level recovery, error-correcting parsing, and global correction [6] . Panic-mode recovery is simple to use, but a considerable amount of input would be skipped without checking it for additional errors. Phrase-level recovery may replace part of the remaining input by some string to allow the parser to proceed when an error is detected. However, some misplaced strings may lead to in"nite loops. Also, this method is not able to cope with situations in which the actual error has occurred before the point of detection. Theoretically, global correction can make as few changes as possible in processing an incorrect input string. The problem is that the time and space requirements of this approach are often too high for practical use. Although error-correcting parsing may lead to in"-nite loops too, the problem can be avoided by paying special attention when designing the grammar rules. Hence, we decided to use error-correcting parsing techniques for detecting and correcting errors in the structural analysis stage.
Error-correcting parsing
The main idea of error-correcting parsing is to extend the grammar to include all the expected errors into its productions (i.e., grammar rules). As a result, the new grammar will cover not only the correct sentences, but also all the possible erroneous sentences that could occur. This method is applicable only when it is possible to anticipate the common errors that we may encounter. Since the domain of mathematical expressions in our research is well de"ned and limited, it is feasible to design an error-correcting parser for handling all the correct and incorrect expressions.
According to Ref. [7] , there are three types of syntactic errors for string grammars, namely, substitution errors, deletion errors, and insertion errors. As a result, three types of transformation are suggested to correct the errors, as follows:
Let be a "nite alphabet and H be the closure of . For two strings x, y3 H, a transformation is de"ned as a mapping ¹ : HP H such that y"¹(x):
2. Deletion error transformation:
3. Insertion error transformation:
When we incorporate the error-correcting mechanism into our existing parser, these types of transformation will be implicitly included into the grammar rules.
Error-correcting parsing is relatively easy to implement in our parser since we use DCG as the underlying formalism. Any extension added to the grammar can be put into use immediately without any extra e!ort.
Parsing with more hierarchical decomposition
The purpose of performing hierarchical decomposition is to partition an expression into sub-expressions. As a result, we can then parse all the sub-expressions separately. One advantage is to reduce the overhead of backtracking. Since the sub-expressions are much smaller in size when compared with the original expression, the time for backtracking can usually be greatly reduced. Another advantage is to maximize the structure obtained even when errors are encountered during parsing. As we know, parsing may fail entirely if the structure is not well-formed with respect to the grammar speci"ed. In other words, nothing may be returned by the parser even when there exists only one simple error in the structure. By parsing all the sub-expressions separately, the e!ect can be kept local even when failure occurs. After obtaining all the sub-structures, we can then compose the "nal structure from a set of sub-structures. This is in the same spirit as the divide-and-conquer paradigm for problem solving.
The decomposition can often be applied hierarchically. For example, an expression can be divided into a list of smaller sub-expressions, and a smaller sub-expression can be further divided into a list of even smaller subexpressions. Fig. 1 shows the resulting sub-structures for the expression (6x#4y)/2"3x#2y.
How to correct errors
Since the domain of mathematical expressions in our research is limited, it is, in principle, feasible to list all the possible errors and correct them one by one. In case some errors are overlooked, it is still possible and quite easy to make subsequent changes to the grammar due to the high extensibility of our DCG parser.
As mentioned in Section 3.1, there are mainly four types of errors, i.e., lexical errors, syntactic errors, semantic errors, and logical errors. Here, we do not attempt to tackle all of them. Instead, our focus is mainly on correcting lexical, syntactic and some semantic errors. How to correct logical errors will be left to our future work. Fig. 2 summarizes the recognition process after incorporating the error detection and correction mechanism. More details about the symbol recognition process can be found in Ref. [8] .
Lexical errors
In general, there are two types of lexical errors. The "rst type is related to poor handwriting quality. It may be due to the writing style or the quality of the input device. Such errors are hard to correct. Even if we can do so, there is no guarantee that the`correctiona is indeed correct.
Another type of lexical errors is often due to poor segmentation. In general, we are often required to segment all the symbols before the recognition stage. The most common action in segmentation is to group overlapping strokes together to form a symbol. However, we may sometimes be required to combine some completely separated strokes into a symbol. Theoretically, it is possible that a single character is incorrectly segmented into two or more units. This is unlikely to occur in our system, though, since the window size used for segmenting symbols is set to be bigger than the average size of all symbols in the expression.
When the writing is not neat enough, segmentation errors can easily occur. Such segmentation errors often lead to lexical errors. In other words, the character and symbol recognition module is not able to "nd a good match. However, in some cases, the resulting pattern may look like some other characters. Fig. 3 shows two such examples.
For the "rst case, we can simply repartition the character and perform the recognition process on the resulting characters. For the latter case, we have to add some postprocessing steps to distinguish between valid and invalid results. As shown in Fig. 3(b) , the &R' does not look like a normal one. By checking the di!erence in y-coordinate between the two endpoints of the strokes, we should have enough con"dence to reject it. After rejection, it becomes an unmatched character. As a result, the same process we have just mentioned for the "rst case can also be applied.
Syntactic errors
One of the problems in parsing is that the whole process will fail if the input sentence is not well-formed according to the speci"ed grammar. However, if we have pretty good ideas about the possible errors that may occur, we may simply extend the grammar to cover all possible correct and erroneous sentences. That is why we decided to use error-correcting parsing to detect and possibly correct errors in our system. Syntactic errors may occur in di!erent forms, for example, missing an argument after a function name, missing an operand, invalid implicit operator, and missing part of a binding or fence symbol. In the following, we will discuss these errors in detail and propose ways to correct them.
Missing function arguments or operands: Sometimes we may forget to write some parts of an expression. If the missing part is the only element after a function name, in between two operators, or after the last operator, we will get syntactic errors. Fig. 4 shows an example with an argument and an operand missing.
To remedy this problem, we only need to add an epsilon symbol denoting an empty symbol into the structure.
Invalid implicit operators: One of the common characteristics of a typical mathematical expression is that it consists of some implicit operators. The common ones are for implicit multiplication, subscripting and exponentiation. Others are for the base of a function (e.g., log N) and the exponent of a function (e.g., cos A). However, not all the implicit operators can appear anywhere in an expression. Fig. 5 shows examples of some valid and invalid expressions.
Missing part of a binding or fence symbol: Binding symbols usually bind some other characters and symbols within their regions. What if nothing is found in the region? One simple example is an empty square root symbol, i.e., &( '. In this case, we can simply treat the symbol just like a variable and report it in the output expression.
Fence symbols are often in pairs. If one of the two fence symbols forming a pair is missing, we will encounter a syntactic error. A simple way to recover from this kind of errors is to treat the unpaired fence symbol as a variable, just like the above case. However, in some cases, we may be able to correct the error by looking for some potentially misclassi"ed characters or symbols. For example, when we "nd a single right parenthesis symbol without a corresponding left parenthesis, we can try to scan through the list of characters before it to "nd a possible left parenthesis that has been misclassi"ed. If we can see some characters, like &C' or &L', there is a good chance that one character should in fact be the left parenthesis. Fig. 6 shows such an example. This is certainly just a heuristic and does not guarantee to work in all cases. However, in practice, this method can correct many such errors.
Semantic errors
Mathematical expressions consist of characters and symbols. However, these elements cannot be put in arbitrary positions. Certain rules and conventions have to be followed. When some rules are violated, we may encounter ill-formed expressions.
With error-correcting parsing, we not only can parse correct expressions but can also parse incorrect expressions. In some cases, when we analyze the ill-formed structure, we may use those rules as heuristics to perform error correction after parsing. In the following, we will show some examples.
In general, we always write the constant coe$cient before the variables. When we encounter an expression like`y 1 xa, we should have enough con"dence to believe that the &1' in the expression should in fact be the division symbol &/'. Some people do write the character &t' in a way that looks very similar to the symbol &#'. Hence, an expression like`tan a may sometimes be recognized as #an a. Since the resulting structure of`#an a is rather unusual, we may choose to transform it back tò tan a.
Again, both of the above two cases use heuristics and have no guarantee that they will always work correctly. However, such heuristics do help to correct some erroneous expressions. Fig. 7 shows how error correction can be done for the two examples mentioned above.
Performance evaluation in mathematical expression recognition
It is only until recently that mathematical expression recognition has attracted more attention from the research community. In the past, some researchers put their emphasis purely on the theoretical aspects without any experimental results reported. For those who did conduct experiments, their performance evaluation methods can roughly be grouped into three major categories:
1. Performing the test on a set of expressions and categorizing the results according to whether the expressions are correctly or incorrectly recognized [9] . 2. Performing the test on a set of expressions and paying attention only to the symbol recognition rate [4,5,10}12 ]. 3. Performing the test on some typical expressions [13, 14] . Such expressions are usually written neatly by one or just a few writers. As a result, all the expressions can be recognized correctly.
Evaluation methods
Since mathematical expression recognition primarily consists of two major stages: symbol recognition and structural analysis, the evaluation methods are also based on these two stages.
Recognition of expressions
This method is simple and has been used by at least one researcher [9] . The recognition result will only fall into one of two categories, according to whether the expression is correctly or incorrectly recognized. The recognition rate is simply the ratio of the number of correctly recognized expressions to the total number of expressions tested:
Number of correctly recognized expressions Total number of expressions tested .
However, with this method, a system that is able to recognize an expression with only one misclassi"ed character will be treated the same as another system that is unable to recognize even one character for the same expression. Such limitation calls for measuring accuracy at a "ner granularity. Fig. 8 . Transforming an expression into its corresponding structure tree. Fig. 9 . One of the characters in a function name is misclassi"ed.
Recognition of symbols
This is currently the most common method used to evaluate the performance of mathematical expression recognition systems. Focus is put only on the symbol recognition part. The recognition rate is the ratio of the number of correctly recognized symbols to the total number of symbols tested:
Number of correctly recognized symbols Total number of symbols tested .
However, this method does not take the structural analysis performance into account, although structural analysis is known to be a crucial part of mathematical expression recognition. Hence, it again does not show the complete picture.
Recognition of operators
One of the potential applications of mathematical expression recognition is to add a natural interface to some existing mathematical software such as Mathematica and Maple. In order to achieve this purpose, we must be able to recognize not only all the characters and symbols in an expression, but also its structure. However, to the best of our knowledge, no scheme has so far been proposed to evaluate performance in this aspect.
In mathematical expressions, there exist two kinds of operators, i.e., explicit and implicit operators. Common operators, such as arithmetic operators, are explicit operators that are denoted by distinct symbols. Unlike explicit operators, implicit operators do not have any physical form, but are re#ected only by some spatial relationships between neighboring characters and symbols (i.e., operands) a!ected, for example, implicit multiplication, subscripting and exponentiation.
It is very common to represent the structure of a mathematical expression in the form of a structure tree that has operators as its internal nodes and characters as its leaves. Recognition of the structure of an expression can be viewed as a process of transforming the expression into its corresponding structure tree. Fig. 8 shows an example.
The recognition rate here is the ratio of the number of correctly recognized operators to the total number of operators tested:
Number of correctly recognized operators Total number of operators tested .
Sometimes, it is quite di$cult to count the number of operators simply from the expression due to the possible existence of implicit operators. An easier alternative is to count the number of internal nodes in its corresponding structure tree.
During the recognition of mathematical expressions, problems from an earlier stage may a!ect a later stage. For example, when one of the characters in a function name is misclassi"ed, we have almost no way to construct such a function in the structure. Fig. 9 shows such an example.
Since the misclassi"cation has been counted in the symbol recognition phase, it is unfair and unreasonable to doubly penalize by counting the subsequent errors caused by the initial misclassi"cation. Hence, after the symbol recognition stage, whether the resulting structure is correct will depend on the results of symbol recognition. In the above example, when tan is misclassi"ed as t a ha, we will treat those characters as`t a ha in the structural analysis phase and check if the resulting structure is consistent with this fact. In other words, the structure returned for`t a ha should usually bè (t * a) * ha.
Integrated performance measure
Using two di!erent recognition rates, i.e., separate recognition rates for symbols and operators for the evaluation of mathematical expression recognition systems, is somewhat troublesome. Moreover, both the symbol recognition and structural analysis stages are equally important. Hence, we propose to combine the two performance measures into a single integrated measure. The proposed integrated recognition rate is the ratio of the number of correctly recognized symbols and operators to the total number of symbols and operators tested:
Number of correctly recognized symbols and operators Total number of symbols and operators tested .
In order to obtain high overall recognition rate, a system must be able to do both symbol recognition and structural analysis well. 
Experimental results and discussions
In this experiment, we perform tests on a number of di!erent expressions which were extracted from a commonly referenced mathematical handbook [15] . Expressions are grouped into four domains, namely, elementary algebra, trigonometric functions, geometry and inde"nite integrals. In each domain, we categorize the expressions into three di!erent sizes, i.e, small, medium and large. Each size consists of "ve di!erent expressions. There are 10 di!erent writers. Totally, there are 600 expressions.
The writers were told to write the expressions in their usual style with the only condition that all the characters and symbols should be separated from each other. However, no constraints were imposed on the order of writing. In other words, a writer could even choose to write an expression backward as long as all the characters and symbols do not overlap each other.
As a result, most expressions turn out to be somewhat neat. However, due to some particular writing styles and unfamiliarity with the hardware, some expressions are not well written. One of the most common problems is that the center line of an expression is tilted. Fig. 10 shows some examples of the expressions collected.
Initially, the input is simply a sequence of points. After some segmentation steps, we then use the character recognition method proposed by us in Ref. [8] . All the characters and symbols recognized are represented as objects with associated attributes, including location, size, and identity. Note that the objects can be put in an arbitrary order for our subsequent processing. The next step is to group the objects. Here we use a method similar to the one used in Refs. [16, 17] . It mainly makes use of the idea of operator dominance [18] . For complex mathematical expressions, the techniques may have to be applied recursively. Afterwards, we perform hierarchical decomposition parsing along with some error detection and correction mechanism to obtain the "nal structure.
Detecting and correcting errors
The purpose of this experiment is to see how well we can perform error correction with the proposed method. Since it would become too tedious to report all cases here in detail, we decided to show only those typical ones with respect to their categories. They are listed as follows:
1. To correct lexical errors, we will focus on those with incorrect grouping of strokes. 2. To correct syntactic errors, we will cover those with part of the parenthesis symbols missing. 3. To correct semantic errors, we will report those with a &#'-like symbol in the function name &tan'.
Errors may occur in di!erent forms. Some are very common while others may rarely be seen. Table 1 shows the frequencies of occurrence for some of the common error cases.
Almost one third of the expressions can be recovered by error-correcting parsing. About 5% of the symbols are segmented incorrectly. And very surprisingly, nearly half of the parenthesis symbols are not well written so that they are misclassi"ed as some other characters and symbols. Also, it is not uncommon to have the &t' in tan written like a &#' symbol. Our proposed methods for error detection and correction seem to be quite e!ective, at least in this experiment. As shown in Table 2 , some of the error cases can be fully recovered while the recovery rates for others are above 97%.
Diwerent schemes for performance evaluation
The purpose of this experiment is to explore how di!erent schemes can e!ectively deliver the above results. In addition, we also show how di!erent types of errors may occur in practice. Table 3 summarizes the recognition results for all expressions written by 10 di!erent writers. There are only two possible results, correctly or incorrectly recognized.
Recognition of expressions
The mean is 88.67% and the medium is 89.17%, which are quite close to each other. On the average, only one error occurs in each expression and the highest number of errors in a single expression is four. Table 4 shows the recognition results of all symbols in the expressions written by 10 di!erent writers. Notice that the result varies from writer to writer. The recognition rate ranges from almost 98}100%. Fig. 11 shows some examples of the misclassi"ed cases.
Recognition of symbols
Through analyzing some error cases, it is quite obvious that some characters are more likely to cause problems than others. The best example is the character &C' (or &c'). As we can easily notice, the di!erence between the appearances of &C' and &c' is very small, especially for handwritten ones. If we do not check their neighboring characters, it may not be possible to distinguish between them. In fact, it is easy for the writer to write them in an ambiguous style such that they cannot be distinguished easily, unless the writer pays special attention to the di!erence in size between the two characters when writing them. Fig. 12 shows such an example. The expression is supposed to be the following: However, all the C's look pretty much the same. As a result, we may have to treat them either as all C's, or all c's.
As shown in Section 3.4.1, some lexical errors caused by poor segmentation can be recovered. However, this is not always the case. Fig. 13 shows an example in which the recognized character itself is rather ambiguous.
One of the characteristics and hence di$culties of mathematical expressions is that characters and symbols can be of di!erent sizes. One common way to preprocess them before recognition is to "rst normalize their size. While some characters looked all right before normalization, their appearance may seem to be di!erent after the process has been applied even when the aspect ratio is kept the same as in our system. Fig. 14 shows one example in which &1' looks more like a left parenthesis symbol after normalization. Table 5 shows the recognition results of all operators in the expressions written by 10 di!erent writers. Note that the recognition rates are comparatively higher that those of symbol recognition. Fig. 15 shows some examples of misclassi"cation in operator recognition. In some cases, the writing direction may a!ect the correct recognition of operators. Fig. 16 shows an example in which misclassi"cation of operators occurs due to the tilted writing direction. In that particular expression, the subexpression`a!xa is misclassi"ed as`a\V a.
Recognition of operators

Integrated performance measure
Sometimes we may encounter errors in both symbol and operator recognition. Fig. 17 shows such an example.
Instead of having two di!erent measures, we can simply use our integrated measure to evaluate the performance as follows:
"93.33%. Table 6 shows the overall recognition results of the expressions written by 10 di!erent writers using the integrated performance measure de"ned above. Notice that the rates can e!ectively show similar distribution as those of symbol and operator recognition.
Recognition performance before error correction
In the previous section, we used four di!erent evaluation schemes to show the recognition performance of our system. In particular, our proposed integrated performance measure is able to show the e!ectiveness of both the symbol recognition and structural analysis stages by a single measure. Now, we will use the same measure to show the recognition performance before error detection and correction. Table 7 shows the overall recognition rates for 10 di!erent writers when no error detection and correction are included.
As mentioned above, parsing may fail when there exists even only one simple error in the structure. If there is no error detection and correction, the recognition rate will then become zero whenever syntactic errors occur. Hence, some of the rates shown are indeed very low. Actually, we may perform error detection without subsequent correction. The main idea is to replace the erroneous part by other legal token to allow the parser to proceed. For example, we can convert an unmatched left parenthesis and treat it as a variable so that the parsing process can be completed. However, for this experiment, we will not perform other error correction techniques mentioned in Section 3.4, such as repartitioning the unclassi"ed symbol in order to "nd some possible matches, looking for missing part of fence symbols, or checking the resulting structure after parsing for possible error correction. Table 8 shows the overall recognition rates for 10 di!erent writers when error recovery without correction is performed.
Note that error recovery alone can already increase the recognition performance quite signi"cantly. The main reason is that partial structures may be returned even with the erroneous cases. As the average number of errors in each expression is not high, the resulting recognition rate is often above 80%. As a result, the overall recognition performance with error recovery is much better. When using more error correction techniques, the recognition performance is then further improved.
Recognition speed
In order to demonstrate the potential of our system for practical use, we tabulate the time taken for recognizing expressions of di!erent sizes in di!erent domains. Our recognition system implemented in Prolog runs on a Sun SPARC 10 workstation. The timer starts after the sequence of points is read by the system and ends when the "nal structure is returned. In other words, the time taken includes segmentation, symbol recognition, grouping of symbols, parsing and error correction. Table 9 summarizes the result.
Discussions
After recognizing 600 expressions in the experiment, we summarized the results with four di!erent schemes above. Here are some observations:
1. The writing quality di!ers very much from writer to writer. Apparently, it is easier to achieve high recognition rates with neat writing. Hence, for more extensive evaluation, we should try to perform the tests on as many writers as possible. 2. The longer the expression is, the lower the overall recognition rate becomes. This is shown in Table 3 as small expressions get the highest recognition rates. The same pattern is generally also found in Tables  4}6, especially if we consider the number of perfect classi"cation cases in each class. At the symbol recognition level, the observation makes sense when we consider that the number of characters and symbols in longer expressions is much more than that of shorter expressions. As a result, the chance to have misclassi-"ed cases is also getting bigger. Although we do normalize it by the total number of characters and symbols in the expression to reduce the e!ect, the trend for the longer expressions to get lower recognition rates still exists. At the structural analysis level, it is speculated that people tend to write more neatly when the expression is short.
Conclusion
Recognition of handwritten mathematical expressions is not trivial as characters and symbols of di!erent sizes and with subtle spatial relationships are often found in such expressions. The task becomes even more di$cult when there exist errors.
In this paper, we incorporate some error detection and correction mechanism into an existing parser. It helps us to minimize the chance of parsing failure for erroneous input and at the same time increase the overall accuracy. Besides handling some lexical and syntactic errors, our system, in some cases, can also perform error correction after parsing to correct semantic errors. As a result, it can achieve fairly high recognition rates on some neatly written expressions. At the same time, the recognition speed for 600 commonly seen expressions is also quite acceptable, ranging from 0.73 to 6 s on a modest workstation by today's standard.
In addition, we propose a simple performance evaluation scheme which can show the e!ectiveness of both the symbol recognition and structural analysis stages by a single measure.
Although our current system only works on on-line mathematical expressions, it is not hard to modify the system to handle o!-line data as well. However, some issues in mathematical expression recognition have not yet been addressed in this paper, such as resolving ambiguities, using more contextual information in error detection and correction, handling logical errors, etc. These are topics of our future research.
