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Zusammenfassung
Mit Hilfe einer Evolutionsgleichung fu¨r die Filmdicke, welche vor kurzem
aus der diffusen Grenzfla¨chentheorie und der Na¨herung langer Wellenla¨ngen
abgeleitet wurde [L. M. Pismen und Y. Pomeau, Phys. Rev. E 62, 2480
(2000)], werden die Entnetzungseigenschaften du¨nner Filme (d < 100nm)
auf einem festen Substrat untersucht. Das Diffuse-Grenzfla¨chen-Modell er-
laubt es ein Phasendiagramm fu¨r stabile und instabile Schichtdickenberei-
che sowie fu¨r Tropfen- und Lochbereiche zu berechnen. Die zweidimensio-
nale Betrachtung der Du¨nnfilmgleichung fu¨hrt zu einer Unterteilung des
linear instabilen Schichtdickenbereichs in einen nukleations- und in einen
instabilita¨tsdominierten Bereich. Im Fall einer gekippten Unterlage werden
stationa¨re Lo¨sungsfamilien der zweidimensionalen Gleichung fu¨r periodische
Randbedingungen bestimmt. Fu¨r große Periodenla¨nge finden sich universel-
le Lo¨sungen (flache Tropfen), deren Eigenschaften nicht von der mittleren
Schichtdicke abha¨ngen. Fu¨r gro¨ßere Neigungswinkel tritt ein weiterer stabi-
ler Lo¨sungszweig auf, welcher einen dynamischen Entnetzungsu¨bergang mit
Hysterese erlaubt.
Abstract
Using a recently derived film evolution equation combining long-wave approx-
imation and diffuse interface theory [L. M. Pismen and Y. Pomeau, Phys.
Rev. E 62, 2480 (2000)], we study the dewetting properties of a thin film
(d < 100nm) on a solid substrate. The diffuse interface enables one to com-
pute a phase diagram for the stable and unstable regions of film thickness.
This region can be separated into a drop and a hole domain. Semi-analytical
analysis of the two dimensional equation leads to a further separation of the
linearly unstable thickness range in nucleation and instability dominated re-
gions. In the case of the thin film on an inclined plane we study stationary
solution families for periodic boundary conditions. For large periods we find
universal solutions (flat drops), whose properties do not depend on the mean
film thickness. For larger inclination angles another stable solution branch
emerges, allowing for a dynamic wetting transition and showing hysteresis.
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Kapitel 1
Einleitung
1.1 Vorbemerkungen
Du¨nne Flu¨ssigkeitsfilme auf einer festen Unterlage spielen eine wichtige Rolle
in unserem ta¨glichen Leben. Denken wir nur einmal an den Tra¨nenfilm auf der
Hornhaut eines menschlichen Auges, den O¨lfilm im Lager einer Rechnerfest-
platte oder an einen noch nicht ausgeha¨rteten Lackfilm auf einer Oberfla¨che.
In der Regel liegt die Aufgabe des Films darin, die von ihm benetzte Ober-
fla¨che vor a¨ußeren Einflu¨ssen zu schu¨tzen. So verhindert der Tra¨nenfilm das
Austrocknen der Hornhaut, der O¨lfilm den direkten Kontakt von Welle und
Lager, der Lackfilm die Entstehung von Rost oder Bescha¨digung durch UV-
Licht.
Alle diese Beispiele haben gemeinsam, dass meist eine vollsta¨ndige, homoge-
ne Benetzung der Unterlage fu¨r die Funktion des Films Voraussetzung ist.
Deshalb mo¨chte man vermeiden, dass der Film plo¨tzlich aufzureißen oder so-
gar abzuperlen beginnt. Oft sind die zu bedeckenden Oberfla¨chen jedoch fu¨r
diese Flu¨ssigkeiten nicht benetzend. Nur mit Hilfe geeigneter Auftragever-
fahren gelingt es dann, einen deckenden Flu¨ssigkeitsfilm auf die Oberfla¨che
aufzubringen. Ob dieser jedoch stabil bleibt, ha¨ngt in der Regel von dessen
Dicke, sowie eventuell vorhandenen Inhomogenita¨ten und Verunreinigungen
auf der Oberfla¨che ab.
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Andererseits existieren auch Anwendungsgebiete, bei denen ein Abperlen
des Films durchaus erwu¨nscht ist, wie z.B. das von Wasser auf der Wind-
schutzscheibe eines Autos oder auf einer Regenjacke. Um die gewu¨nschten
Eigenschaften zu erzielen ist es notwendig, die zugrundeliegenden physika-
lischen Mechanismen des Entnetzens zu verstehen, die fu¨r das Aufbrechen
eines du¨nnen Flu¨ssigkeitsfilms verantwortlich sind und zur anschließenden
Bildung von Lo¨chern, polygonalen Netzwerken, Wellenstrukturen oder Trop-
fenmustern [12, 61] fu¨hren. Oft sind Gradienten der Oberfla¨chenspannung
dafu¨r verantwortlich, dass der Film instabil wird. Diese werden durch ra¨um-
liche Temperaturschwankungen, Oberfla¨chenverunreinigungen, Verdampfung
oder durch die Wechselwirkung zwischen Substrat und Flu¨ssigkeit verursacht
[55]. Gerade fu¨r sehr du¨nne Filme einer Dicke unter 100 nm spielt Letztge-
nanntes eine wichtige Rolle. Die intermolekularen Kra¨fte fu¨hren hier zuWech-
selwirkungen zwischen beiden Grenzfla¨chen. Genaue Kenntnis dieser Wech-
selwirkungen bildet die Voraussetzung dafu¨r, um Methoden zu entwickeln
den Film zu stabilisieren [40] oder kontrolliert aufbrechen zu lassen [49].
1.2 Grundlagen der Entnetzung
Molekulare Wechselwirkungen fu¨hren zu anziehenden Kra¨ften zwischen den
Flu¨ssigkeitsmoleku¨len. Wa¨hrend sich diese Anziehungskra¨fte im Innern der
Flu¨ssigkeit gegenseitig kompensieren, resultiert fu¨r Moleku¨le in der Na¨he der
Oberfla¨che eine senkrecht zur Oberfla¨che nach innen gerichtete Kraft, welche
als Oberfla¨chenspannung bezeichnet wird. Sie fu¨hrt dazu, dass die Flu¨ssig-
keit bestrebt ist, die Oberfla¨che zu minimieren, um so die Oberfla¨chenenergie
herabzusetzen.
Wa¨hrend die Oberfla¨chenspannung an der Grenzfla¨che flu¨ssig/gasfo¨rmig fast
ausschließlich durch die Eigenschaften der Flu¨ssigkeit bestimmt wird, ha¨ngt
die Oberfla¨chenspannung an der Grenzfla¨che zwischen zwei Flu¨ssigkeiten
oder der einer Flu¨ssigkeit und dem Substrat von den Wechselwirkungen
der grenznahen Moleku¨le oder Atome der beiden Phasen ab. Man teilt
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die Wechselwirkungen u¨blicherweise in zwei Gruppen ein, die polaren und
die apolaren Wechselwirkungen. Die polaren Wechselwirkungen sind Dipol-
Dipol, Wasserstoffbru¨cken-, Elektronen-Donator/Akzeptor und Sa¨ure-Base-
Wechselwirkungen, wohingegen die unpolaren Wechselwirkungen durch elek-
trodynamische Van-der-Waals Kra¨fte, sowie induzierte Dipolkra¨fte (London-,
Debye- und Keesom-Wechselwirkungen) verursacht werden.
Um eine Flu¨ssigkeitsschicht zwischen zwei Halbra¨ume, aus fester und
gasfo¨rmiger Phase einzubringen (siehe Abb. 1.2) ist diejenige Energiemen-
ge pro Fla¨che no¨tig, welche der Differenz S = γsg − γsf − γfg, d.h. der
Oberfla¨chenspannungen der Grenze fest/flu¨ssig und flu¨ssig/gasfo¨rmig, zu der
Oberfla¨chenspannung der Grenze fest/gasfo¨rmig, entspricht. Ist S > 0, wird
dabei Energie gewonnen und die Flu¨ssigkeit ist benetzend. Ist S < 0, ist sie
nicht oder nur teilweise benetzend.
Dies gilt allerdings nur solange die Flu¨ssigkeitsschicht genu¨gend dick ist, so
dass die beiden Grenzfla¨chen nicht miteinander in Wechselwirkung treten.
Fu¨r du¨nne Filme einer Dicke h < 100nm fu¨hrt die Na¨he der einen Grenz-
fla¨che zur anderen dazu, dass die Oberfla¨chenenergien modifiziert werden
mu¨ssen. Dieser Einfluss la¨sst sich durch Einfu¨hrung eines von der Dicke der
Schicht abha¨ngigen effektiven Grenzfla¨chenpotenzials [41, 42] beschreiben.
1.2.1 Effektives Grenzfla¨chenpotenzial
Das effektive Grenzfla¨chenpotenzial V (h) einer Flu¨ssigkeitschicht der Dicke h
ist gegeben durch die Differenz zwischen der freien Energie f(h) der Schicht
pro Fla¨che und der beiden Oberfla¨chenspannungen:
V (h) = f(h)− γsf − γfg. (1.1)
Da fu¨r dicke Filme keine Wechselwirkung der beiden Oberfla¨chen zu er-
warten ist, wird angenommen, dass f(h) → 0 fu¨r h → ∞ ist, so dass
V (h→∞) = −γsf −γfg ist. In Abb. 1.1 sind die drei unterschiedlichen Fa¨lle
fu¨r den Verlauf eines effektiven Grenzfla¨chenpotenzials dargestellt. Das durch
die punktgestrichelte Kurve dargestellte Potenzial wird minimal fu¨r h→∞,
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Abbildung 1.1: Skizze der drei Phasen.
die einzig stabile Konfiguration stellt einen unendlich dicken Film dar. Die
Flu¨ssigkeit ist somit entnetzend. Anders verha¨lt es sich fu¨r ein Potenzial,
das durch die durchgezogene Kurve gegeben ist. Es besitzt ein Minimum bei
einem endlichen Wert der Ho¨he h0, d.h. ein Film dieser Dicke ergibt die sta-
bilste Konfiguration. Der Film ist weiterhin benetzend. Das dritte Potential
(gestrichelte Kurve) stellt eine Mischung der beiden Vorherigen dar. Sowohl
ein unendlich dicker Film sowie der einer endlichen Dicke h0 stellt eine lo-
kal stabile Konfiguration dar, welche jedoch global nur metastabil ist. Mit
Hilfe des effektiven Grenzfla¨chenpotenzials ist es mo¨glich, die Entnetzungs-
eigenschaften einer glatten Flu¨ssigkeitsschicht kompakt zu beschreiben. Was
passiert aber, wenn ein glatter Film eine instabile Dicke h besitzt? Dazu ist
es no¨tig, die Transportpha¨nomene innerhalb der Flu¨ssigkeitsschicht einzube-
ziehen. Diese fu¨hren in der Regel dazu, dass die Filmoberfla¨che durch ein
ortsabha¨ngiges Ho¨henprofil h(x, y) beschrieben werden muss.
Meist sind auch die Flu¨ssigkeitparameter, wie Oberfla¨chenspannung, Visko-
sita¨t und Dichte temperaturabha¨ngige Gro¨ßen, d.h. das Potenzial a¨ndert sich
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Abbildung 1.2: Verschiedene effektive Grenzfla¨chenpotenziale V (h) u¨ber h.
mit der Temperatur.
1.2.2 Spinodale Entnetzung
Um eine Vorstellung u¨ber die Transportdynamik innerhalb der Flu¨ssigkeit
zu gewinnen, kann ein vereinfachtes Modell herangezogen werden. Dazu wird
von der Kontinuita¨tsgleichung (Massenerhaltung) in der Form
d
dt
h = −∇ · J = C∆P (1.2)
ausgegangen, wobei J die Stromdichte, C eine Konstante und P der Druck
ist. Der Druck wird beschrieben durch
P = Π(h)− γ∆h, (1.3)
wobei γ die Oberfla¨chenspannung γfg des Films ist. Der letzte Term ist der
sogenannte Laplace Druck, welcher durch die Kru¨mmung der Oberfla¨che ent-
steht. Der erste Term dru¨ckt den Einfluss der Benetzungskra¨fte aus. Er ergibt
sich aus dem effektiven Grenzfla¨chenpotenzial V (h) zu
Π(h) =
∂
∂h
V (h), (1.4)
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und wird als Trennungsdruck bezeichnet. Der Trennungsdruck wurde von
Derjaguin [17, 18] eingefu¨hrt und kann je nach Art des Systems Van-
der-Waals, elektrostatische oder strukturelle Wechselwirkungen beinhalten
[83, 31, 33, 82]. Einsetzen von Gl. (1.3) in Gl. (1.2) fu¨hrt zu der Bewegungs-
gleichung
d
dt
h = ∆ [Π(h) − γ∆h] . (1.5)
Um die Stabilita¨t eines glatten Films der Ho¨he h0 zu untersuchen, macht
man den Sto¨rungsansatz
h(x, t) = h0 + εe
βt cosk · x (1.6)
wobei x = (x, y) und ε eine kleine Amplitude ist. Einsetzen in Gl. (1.4)
liefert die lineare Wachstumsrate
β(k) = −C(V ′′k2 + γk4), (1.7)
wobei k = |k| ist. Sie bleibt immer negativ, solange die zweite Ableitung
des effektiven Grenzfla¨chenpotenzials V ′′ = ∂2V/∂h2 positiv ist, d.h., eine
zufa¨llig vorhandene Fluktuation der Oberfla¨che wird geda¨mpft.
Ist die Ableitung jedoch negativ, so wird β(k) fu¨r bestimmte Wellenzahlen k
positiv. Die Wachstumsrate ist maximal fu¨r
kmax =
√
−V ′′
2γ
. (1.8)
Sto¨rungen mit dieser Wellenzahl wachsen am Schnellsten an, was im Fru¨hsta-
dium der Entnetzung zu ma¨anderartigen Mustern fu¨hrt, welche durch die
Wellenla¨nge λmax = 2pi/kmax dominiert werden. Im weiteren Verlauf der
Entnetzungsdynamik bilden sich in den Wellenta¨lern der Meanderstruktur
einzelne Lo¨cher. Der nichtlineare Charakter des Potenzial V (h) fu¨hrt jedoch
dazu, dass anfa¨ngliche, zufa¨llige Fluktuationen der Filmoberfla¨che dafu¨r ver-
antwortlich sind, wo sich letztendlich Lo¨cher ausbilden. Es kann zumindest
im Fru¨hstadium der Entnetzung davon ausgegangen werden, dass der mitt-
lere Abstand der Lo¨cher λmax, beziehungsweise die mittlere Fla¨che pro Loch
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λ2max ist.
Gleichung (1.5) besitzt die gleiche Form wie die Cahn-Hilliard Gleichung,
welche die spinodale Entmischung einer bina¨ren Mischung beschreibt [16].
Aufgrund dieser Analogie fu¨hrte Mitlin [50] den Begriff spinodale Entnet-
zung fu¨r den hier beschriebenen Instabilita¨tsmechanismus ein. Der Schicht-
dickenbereich, fu¨r den der glatte Film lokal instabil ist, wird als spinodaler
Bereich bezeichnet.
1.2.3 Entnetzung durch Keimbildung
Neben der spinodalen Entnetzung kann der Flu¨ssigkeitsfilm auch aufgrund
von lokalen Inhomogenita¨ten des Substrats, Oberfla¨chenverunreinigungen
oder Temperaturdifferenzen instabil werden. Diese lokalisierten Sto¨rungen
wirken als Keime, die den Film an diesen Stellen aufbrechen lassen. Da-
bei entstehen Lo¨cher, welche lateral wachsen ko¨nnen. Dieser Mechanismus
konkurriert entweder im spinodalen Schichtdickenbereich mit der spinodalen
Entnetzung oder fu¨hrt dazu, dass ein Film metastabiler Dicke instabil wird.
Die durch Keimbildung entstehenden Lo¨cher sind wie die Keime zufa¨llig u¨ber
die Oberfla¨che verteilt, ihre Zentren weisen keine Korrelation auf.
1.3 Theorie und Experimente zur Entnet-
zung
Es existieren zahlreiche experimentelle und theoretische Arbeiten u¨ber die
verschiedenen Stadien des Entnetzens. Im Folgenden wird ein kurzer U¨ber-
blick daru¨ber gegeben.
1.3.1 Etappen des Entnetzungsprozesses
Arbeiten u¨ber das Fru¨hstadium des Aufbrechens eines du¨nnen Flu¨ssigkeits-
films finden sich bei Ruckenstein&al [66], Kheshgi&al [40], sowie bei
Khanna&al. Das Wachstum einzelner Lo¨cher und die Eigenschaften der,
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das Loch umgebenden Randwulst sind in Redon&al [60], Jacobs&al [35]
und Reiter&al [63] untersucht worden. Die Stabilita¨t der Randwulst wurde
von Sharma&al [72], Jacobs&al [36] und Samid-Maerzel&al [67] disku-
tiert. Des weiteren bescha¨ftigen sich die Arbeiten vonReiter&al [61, 64, 26],
Mertig&al [49], Jacobs&al [34] und Mitlin [51] mit dem am Ende ver-
bleibenden globalen Entnetzungsmuster.
1.3.2 Instabilita¨tsmechanismen
Die beiden oben eingefu¨hrten Instabilita¨tsmechanismen, die spinodale Ent-
netzung und die heterogene Nukleation an Defekten, sind die Themen einer
Vielzahl von Artikeln, wie die von Kheshgi &al [40], Reiter&al [61, 64],
Jacobs&al[34], Bischof&al[11], Xie&al [91], Thiele&al[85] und Khanna
&al[39]. Es wird beobachtet, dass fu¨r sehr du¨nne Filme spinodale Entnetzung,
hingegen fu¨r dickere, metastabile Filmdicken die Entnetzung an Nukleati-
onskeimen stattfindet. Ferner werden einige Verfahren vorgeschlagen, um die
beiden Instabilita¨tsmechanismen voneinander zu unterscheiden. In diesem
Zusammenhang soll an dieser Stelle das Experiment von G. Reiter [61, 62]
betrachtet werden.
1.3.3 Das Experiment von G. Reiter
Es handelt sich dabei um ein Entnetzungsexperiment eines du¨nnen Polymer-
films (d < 100 nm) auf zwei unterschiedlichen, nichtbenetzenden Substra-
ten. Bei dem Polymer handelte es sich um Polystyrene (Molekulargewicht
Mw = 2800 g/mol, Verha¨ltnis zur Molmasse Mw/Mn < 1.05), welche einen
vernachla¨ssigbaren Dampfdruck besitzen, so dass unter den experimentel-
len Bedingungen das Filmvolumen als konstant betrachtet werden kann. Das
Auftragen des Films auf das Substrat erfolgte durch spin coating mit einer
Toluollo¨sung des Polymers. Bei den beiden Substraten handelt es sich um Si-
licon Waver vom Typ A und vom Typ B. Beide Substrate unterscheiden sich
in der Oberfla¨chenbeschaffenheit, so dass der Kontaktwinkel eines Tropfens
1.3 Theorie und Experimente zur Entnetzung 9
auf einem Waver des Typs A 22◦ ± 4◦ und auf einem des Typs B 42◦ ± 5◦
betrug.
Die Entnetzungsexperimente wurden auf zwei Arten durchgefu¨hrt. Im ersten
Fall wurden Probenserien verschiedener Schichtdicken im Bereich von 1 nm
bis 100 nm fu¨r beide Wavertypen bei 166◦C fu¨r 12 Stunden ausgeha¨rtet. Diese
Versuchsreihe diente dazu, das Langzeitverhalten des Entnetzungsprozesses
zu untersuchen. Im zweiten Fall wurde das Anfangsstadium der Entnetzung
untersucht, wozu eine Probenserie auf einem Waver des Typs A fu¨r verschie-
dene Zeiten von 15 Minuten bis 2 Stunden bei einer Temperatur von 135◦C
bis 150◦C ausgeha¨rtet wurden. Die Temperaturen unter denen die Experi-
mente durchgefu¨hrt wurden, liegen oberhalb der Glasu¨bergangstemperatur,
so dass davon ausgegangen werden kann, dass die du¨nnen Filme unter den
Versuchbedingungen instabil sind.
Das Langzeitverhalten la¨sst sich folgendermaßen wiedergeben. Der Film
bricht an zufa¨llig u¨ber die Oberfla¨che verteilten Orten auf und bildet dort
Lo¨cher, deren Tiefe entsprechend der experimentellen Messgenauigkeit der
Schichtdicke des glatten Films entspricht. Die Lo¨cher beginnen zu wach-
sen und sind umgeben von einer Randwulst, welche durch die Materialver-
dra¨ngung entsteht. Die Lo¨cher wachsen weiter, wobei die Randwulst an Ho¨he
gewinnt. Einige der Lo¨cher beru¨hren sich und verschmelzen. Die anderen
wachsen weiter bis sich schließlich alle Lo¨cher beru¨hren. Es entsteht eine wa-
benartige Struktur, wobei die Zellen durch Randlinien aus Tropfen begrenzt
werden. Diese Tropfenlinien stammen von den vorherigen Randwu¨lsten, wel-
che ab einer gewissen Ho¨he instabil gegenu¨ber der Separation in Tropfen
werden. Die Absta¨nde der Tropfen zu ihrem na¨chsten Nachbarn sind a¨hn-
lich, die Position der Tropfen somit korreliert.
Im Gegensatz zum Langzeitexperiment auf dem Waver A weicht das Verhal-
ten auf Waver B etwas von dem eben Erkla¨rten ab. Die am Ende beobachtete
Struktur a¨hnelt der wabenartigen von oben, weist jedoch u¨ber die gesamte
Oberfla¨che verteilt viele kleine Tropfen auf, deren Absta¨nde eine gewisse
Korrelation vermuten lassen. Die Existenz dieser Tropfen erkla¨rt der Autor
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damit, dass sich im Fall des Wavers B bereits wa¨hrend des Wachstumspro-
zesses eines Loches Tropfen bilden.
Die Kurzzeitexperimente zeigen das anfa¨ngliche Wachstum der Lo¨cher. Die
Lo¨cher sind zufa¨llig verteilt und wachsen anna¨hernd gleich schnell, so dass
sie mehr oder weniger gleich groß sind. Dieses gleichma¨ßige Wachstum weist
darauf hin, dass die Instabilita¨t an allen Lochpositionen synchron einsetzt,
weshalb Keimbildungsprozesse an Defekten und Unreinheiten weitgehend als
Instabilita¨tsursache ausgeschlossen werden.
Fu¨r die Analyse der verschiedenen Entnetzungsstrukturen verwendete Rei-
ter verschiedene charakteristische Gro¨ßen, wie der mittlere Durchmesser der
Tropfen Dd, die mittlere Anzahl der Tropfen pro Referenzfla¨che Nd, die mitt-
lere Anzahl von Lo¨chern pro Referenzfla¨che NH , die mittlere Anzahl von Po-
lygonen pro Referenzfla¨che NP , der mittlere Durchmesser der Polygone DP
und die anfa¨ngliche Filmdicke h. Es zeigt sich, dass Dd, Nd, Dp sowie NP
und NH durch ein Potenzgesetz von der Filmdicke h abha¨ngen. Der Durch-
messer Dd nimmt mit zunehmender Schichtdicke ab, die Anzahl der Tropfen
Nd nimmt hingegen zu. Dabei sind die Tropfen fu¨r den Waver B zahlreicher
und, wie aus dem gro¨ßeren Kontaktwinkel zu erwarten ist, kleiner. Der mitt-
lere Durchmesser der Polygone DP nimmt mit zunehmendem h zu und ist
fu¨r beide Wavertypen fast identisch. Die mittlere Anzahl der anfa¨nglichen
Lo¨cher NH sowie die mittlere Anzahl der Polygone NP nimmt mit zuneh-
mender Filmdicke ab, wobei NP im gesamten Verlauf kleiner als NH ist, was
sich durch die Verschmelzung von Lo¨chern und Verdra¨ngung der beiden sepa-
rierenden Randwu¨lste erkla¨ren la¨sst. Diese Verunreinigungsprozesse sind au-
ßerdem dafu¨r verantwortlich, dass die Polygongro¨ße weitgehend unabha¨ngig
vom Wavertyp ist. Ab einer gewissen Lochgro¨ße fu¨hren zwei aufeinander-
treffende Randwu¨lste zu einer stabilen Tropfenreihe, wobei die Verdra¨ngung
bei zu kleinen Lo¨chern u¨berwiegt. Es zeigt sich, dass die anfa¨ngliche mittle-
re Lochanzahl NH anna¨hernd proportional zu h
2 ist. Setzt man das Modell
nach Blochard &al [14] fu¨r die Oberfla¨chendynamik voraus, fu¨r welches
λmax proportional zu h
2 ist, so la¨sst sich daraus schließen, dass die Filme im
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Experiment aufgrund spinodaler Entnetzung aufreissen. Das Lochwachstum
erfolgt mit einer fast konstanten Geschwindigkeit, welche, solange das Loch
relativ weit vom na¨chsten entfernt ist, nicht vom Lochdurchmesser, jedoch
vom Kontanktwinkel abha¨ngt. Diese Abha¨ngigkeit findet sich in der Regel bei
dicken Filmen, scheint jedoch, wie die Experimente zeigten, auch fu¨r du¨nne
Filme zu gelten.
Im dem Artikel von Bischof &al [11] werden Zweifel daran gea¨ußert, ob es
sich bei den Experimenten von Reiter in der Tat um spinodale Entnetzung
handelt oder ob die anfa¨nglich entstandenen Lo¨cher nicht durch Nukleation
an Defekten zustande kommen. In ihrem Artikel untersuchen die Autoren die
Entnetzung von du¨nnen Metallfilmen (Au, Cu, Ni) auf Silikon Wavern. Im
Gegensatz zu den Resultaten von Reiter zeigen ihre Entnetzungsexperimen-
te die typischen spinodalen Wellenmuster mit der charakteristischen Wel-
lenla¨nge, welche mit dem Quadrat der Schichtdicke skaliert. Erst im weiteren
Verlauf des Experiments bilden sich viele kleine Lo¨cher, die dann aufgrund
der nichtlinearen Prozesse zu gro¨ßeren verschmelzen. Neben diesen, durch
spinodale Entnetzung entstehenden Strukturen, finden sich in den selben
Experimenten auch Lo¨cher mit viel gro¨ßerem Radius, welche nach Ansicht
der Autoren durch Keimbildung an Defekten verursacht wurden. Diese wei-
sen ein a¨hnliches Wachstumsverhalten auf wie bei den Experimenten von
Reiter. Die quadratische Abha¨ngigkeit der spinodalen Wellenla¨nge von der
Filmdicke, welche die Autoren als Identifikation fu¨r spinodale Entnetzung
betrachten, entspricht der Annahme von Reiter und stu¨tzt sich auf ein theo-
retisches Modell von Brochard-Wyart &al [13].
Neben der direkten Messung der spinodalen Wellenla¨nge wurden spa¨ter noch
andere Identifikationsmethoden vorgeschlagen, welche auf der Korrelations-
funktion der Lochmittelpunkte [11] und dem Minkowskimaß [34] beruhen.
1.3.4 Theoretische Modelle
Ausgehend von dem relativ simplen Zusammenhang aus Gl. (1.2) existiert
eine Anzahl von theoretischen Modellen zur Beschreibung der Dynamik der
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Filmoberfla¨che. Die Rechtfertigung dieser pha¨nomenologischen Modelle liegt
in der Geometrie des Problems, d.h. in dem großen Unterschied der bei-
den La¨ngenskalen, die der Filmdicke h und die der lateralen Ausdehnung
des du¨nnen Films. Dadurch la¨sst sich die Navier-Stokes-Gleichung auf die
Stokes-Gleichung in der Schmiermittelna¨herung (z.B. Oron&al [55]) redu-
zieren. Die Modelle unterscheiden sich von Gl. (1.2) durch die Hinzunahme
eines Mobilita¨tsfaktors und in der jeweiligen Form des Trennungsdrucks Π(h).
Meist besteht der Trennungsdruck aus zwei Anteilen, einer langreichweitigen
und einer kurzreichweitigen Komponente. Dabei kann jede der Komponen-
ten anziehend oder abstoßend sein, welches zu vier unterschiedlichen Typen
von Trennungsdrucken fu¨hrt [75, 73]. Zum Beispiel besitzt der zum stabilen
Potenzial aus Abb. 1.1 geho¨rende Trennungsdruck einen abstoßenden kurz-
reichweitigen und einen anziehenden langreichweitigen Anteil.
In dieser Arbeit wird ein Trennungsdruck verwendet, welcher sich aus der
Diffusen-Grenzfla¨chen-Theorie ergibt in der die Grenze flu¨ssig/gasfo¨rmig als
diffus angenommen wird [4]. Dieser Trennungsdruck stammt aus einem vor
kurzem vero¨ffentlichten Artikel von Pismen und Pomeau [57] und stellt
eine Kombination aus dem kurzreichweitigem polaren und dem langreichen-
den apolaren Anteil dar, wie er sich auch in anderen Modellen [75, 74] findet.
Er unterscheidet sich allerdings in der Motivation von den anderen Model-
len und beinhaltet eine andere Interpretation der “trockenen“ Bereiche auf
dem Substrat, da hier die Filmho¨he nicht auf Null zuru¨ckgeht. Diese An-
nahme entspricht der eines Vorlauffilms, welcher von De Gennes in [22]
eingefu¨hrt wurde, um Inkonsistenzen in den hydrodynamischen Gleichun-
gen an der Kontaktlinie fu¨r no slip Randbedingungen zu vermeiden. Das
Problem der sich bewegenden Kontaktlinie tritt bei Ausdehnung oder Kon-
traktion eines bereits vorhandenen Tropfens oder Loches auf, jedoch auch
wenn sie sich durch Einfluss a¨ußerer Kra¨fte wie z.B. der Gravitation bewegt.
Eine genaue Untersuchung der Auswirkungen des Trennungsdrucks aus dem
Diffusen-Grenzfla¨chen-Modell spielt nicht nur fu¨r Entnetzungspha¨nomene auf
einer horizontalen Unterlage eine Rolle, sondern ero¨ffnet auch neue Mo¨glich-
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keiten der Beschreibung fallender Filme.
1.4 Fallende Filme
Wird die benetzte Fla¨che um einen Winkel α geneigt, so kann die Schwer-
kraft dazu fu¨hren, dass der Zustand der ruhenden Flu¨ssigkeit instabil wird,
so dass ein Fluss hangabwa¨rts einsetzt. Die Oberfla¨chenspannung kann dabei
bewirken, dass sich Oberfla¨chenwellen oder eine Front ausbilden. Auf einer
Front kann es zur Ausbildung einer Wulst kommen, welche dann senkrecht
zur Bewegungsrichtung instabil wird und zur Ausbildung sogenannter Fin-
ger fu¨hrt. Die Finger bilden sich dadurch, dass die Front an einigen Stellen
zuru¨ckbleibt, an anderen sich jedoch schneller fortbewegt. Ist die Flu¨ssigkeit
auf der Unterlage entnetzend, so bilden sich Lo¨cher oder Tropfen im Film.
Diese Strukturen bewegen sich dann mit einer von ihrer Gro¨ße abha¨ngigen
Geschwindigkeit hangabwa¨rts. Wegen der Abha¨ngigkeit der Geschwindigkei-
ten von Form und Gro¨ße der lokalisierten Strukturen ko¨nnen sich diese einho-
len und verschmelzen, oder sich in kleinere teilen. Diese Pha¨nomene ko¨nnen
ebenfalls fu¨r du¨nne Filme eine entscheidende Rolle spielen, obwohl die cha-
rakteristische Zeitskala hier oft viel gro¨ßer ist als bei dicken Filmen und meist
gro¨ßer als die der Entnetzugspha¨nomene.
1.4.1 Theorie und Experiment
Die Bildung von Oberfla¨chenwellen auf einem fallenden Film wurde zuerst
von Kapitzka und Kapitzka [37] experimentell untersucht. Mit der Wech-
selwirkung der lokalisierten Strukturen befasste sich Jun Lui und Gollub
[47]. Arbeiten zur linearen Stabilita¨t des fallenden Films wurden von Be-
jamin [8] und Yih [92] erstellt. Eine schwach nichtlineare Analyse wurde
von Benny [9] und Gjevik [23] durchgefu¨hrt. Lin [46] untersuchte Seiten-
bandeneffekte und Pumir&al [59] solita¨re Wellen im Zusammenhang mit
fallenden Filmen. Obwohl mit diesen Arbeiten entscheidende Eigenschaften
der fallenden Filme verstanden werden konnten, haben alle gemeinsam, dass
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die untersuchten Pha¨nomene in erster Linie auf den Tra¨gheitseigenschaf-
ten der Flu¨ssigkeit beruhen, welche sich in den jeweiligen Reynoldszahlen
ausdru¨cken. Molekulare Wechselwirkungen zwischen der Unterlage und der
Flu¨ssigkeitsoberfla¨che wurden dabei vernachla¨ssigt, da es sich meist um re-
lativ dicke Filme handelte.
Dasselbe trifft auch auf eine Vielzahl von Arbeiten zu, welche die Bewegung
von Flu¨ssigkeitsfronten oder Tropfen auf einem geneigten, trockenen Sub-
strat behandeln, wie z.B. die von Huppert &al [32] und Silvi &al [79].
Um das oben bereits geschilderte Kontaktwinkelproblem zu umgehen, finden
sich einige Arbeiten wie die von Hupert [30], Greenspan [25] und Spaid
und Homsy [81], welche die Bewegung von Tropfen und Fronten auf einer
geneigten Ebene untersuchen und das Vorlauffilmmodell verwenden oder ein
Gleiten am Substrat zulassen. Die hierbei verwendeten Modelle erfordern
jedoch die Einfu¨hrung von zusa¨tzlichen Parametern, deren physikalische Be-
deutung meist nicht eindeutig erkla¨rbar ist. Im Vorlauffilmmodell z.B. legt ein
Parameter die Filmho¨he des Vorlauffilms fest und beeinflusst die Grundzu-
standsprofile, sowie die Wachstumsrate und die Wellenla¨nge der transversa-
len Frontinstabilita¨t [69, 29, 81, 38]. Ferner fordern diese Theorien, dass der
statische Gleichgewichtskontaktwinkel und der dynamische Kontaktwinkel
unabha¨ngig voneinander festgelegt werden [25, 28, 52]. Ein weiterer Ansatz
zur Lo¨sung des Kontaktwinkelproblems stammt von Shikhmurzaev [78],
welcher die Gas-/Flu¨ssikeits- sowie die Flu¨ssigkeits-/Substratgrenzfla¨che als
unabha¨ngige Phasen betrachtet. Beide Grenzfla¨chen bilden dabei neue Pha-
sen, welche von denen innerhalb der Medien verschieden sind.Madevan und
Pomeau [48], sowie Richard und Quere [65] zeigten, dass die klassische
Singularita¨t im Spannungstensor an der Kontaktlinie eines Tropfens auf eine
nichtbenetzende schiefen Ebene im Falle eines abrollenden Tropfens ebenfalls
vermieden werden kann. Neuere Experimente [58] weisen darauf hin, dass be-
stimmte stationa¨re Tropfenprofile existieren, welche ohne Formvera¨nderung
die schiefe Ebene heruntergleiten.
Das bereits oben erwa¨hnte Diffuse-Grenzfla¨chen-Modell vermeidet ebenfalls
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das Kontaktwinkelproblem. In dieser Arbeit wird untersucht, welche Auswir-
kung es auf das Problem des fallenden Films hat.
1.5 Gliederung der Arbeit
Im ersten Teil dieser Arbeit werden die Entnetzungseigenschaften eines
du¨nnen Films auf einer horizontalen Ebene mit Hilfe des Diffusen- Grenz-
fla¨chen-Modells untersucht. In Kapitel 2 wird die Herleitung des Modells von
Pismen und Pomeau skizziert und dessen grundlegende Eigenschaften wie
die freie Energie und die Existenz von globalen Lo¨sungen behandelt. Am
Ende von Kapitel 2 werden einige numerischen 3d-Simulationen in den ver-
schiedenen Entnetzungsregionen gezeigt.
Kapitel 3 widmet sich eingehend mit der Analyse der zweidimensionalen
Version des Modells und es wird gezeigt, dass die Grenze zwischen spino-
dalen und nukleationsdominierten Entnetzungsbereich, wie sie bisher ver-
standen wurde, revidiert werden muss. Ferner wird diese fu¨r das Diffuse-
Grenzfla¨chen-Modell bestimmt. Am Ende des Kapitels werden die gefun-
denen Resultate anhand von numerischen Simulationen der zeitabha¨ngigen
Gleichung besta¨tigt.
Kapitel 4 befasst sich mit dem Problem des fallenden Films unter Verwen-
dung des Diffusen-Grenzfla¨chen-Modells. Dazu wird die zweidimensionale
Darstellung des zugrundeliegenden Problems betrachtet und die dazugeho¨ri-
gen Ho¨henprofile und deren Stabilita¨t bestimmt. Am Ende von Kapitel 4
wird anhand numerischer Simulationen der dreidimensionalen Gleichung ein
U¨berblick u¨ber die Vielfalt der unterschiedlichen Lo¨sungen gegeben.
Diese Arbeit schließt mit der Zusammenfassung in Kapitel 5, in dem die
gefundenen Resultate in Zusammenhang mit den bisherigen Theorien und
Experimenten diskutiert werden.
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Kapitel 2
Du¨nnfilmevolution im
Diffusen-Grenzfla¨chen-Modell
2.1 Herleitung der Evolutionsgleichung
In diesem Abschnitt wird die Bewegungsgleichung fu¨r die Oberfla¨che z =
h(x, t) eines du¨nnen Flu¨ssigkeitsfilms auf einem festen Substrat hergeleitet.
Der Vektor x stehe fu¨r die Raumrichtungen (x, y) und das Substrat befinde
sich bei der Ho¨he z = 0 (siehe Abb. 2.1). Dabei wird vorausgesetzt, dass
das Volumen des Films u¨ber die betrachtete Zeit konstant bleibt, das d.h.
die Dynamik der Vera¨nderung der Oberfla¨che verla¨uft viel schneller als ein
etwaiges Verdampfen oder Kondensieren der Flu¨ssigkeit.
Flüssigkeit
Substrat
Gas
h(x)y
x
z
Abbildung 2.1: Skizze des du¨nnen Flu¨ssigkeitsfilms auf einem festen Substrat.
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2.1.1 Grundideen der neuen Theorie von Pismen und
Pomeau
Stellen wir uns zuna¨chst einen Tropfen einer nicht benetzenden Flu¨ssigkeit
auf einem festen Substrat vor (siehe Abb. 2.2) und nehmen wir an, dass die-
ser im thermodynamischen Gleichgewicht mit seinem Gas ist.
An der Dreiphasengrenze flu¨ssig-fest-gasfo¨rmig (Punkt in der Abbildung) fin-
det sich eine wohldefinierte Kontaktlinie mit dem zugeho¨rige Kontaktwinkel
φ. In der gewo¨hnlichen, viskosen Hydrodynamik ohne Gleiten (no slip) fu¨hrt
eine Bewegung dieser Kontaktlinie zu einem Paradoxon, da die Kraft, die
no¨tig wa¨re diese Kontaktlinie zu verschieben, logarithmisch divergiert [21].
Dies folgt direkt aus der Mehrdeutigkeit des Geschwindigkeitsfeldes an der
Kontaktlinie. Um dieses Paradoxon zu umgehen, wurden, wie im letzten Ka-
pitel bereits erwa¨hnt, einige Versuche unternommen. Diese erlaubten jedoch
nicht, den dynamischen Kontaktwinkel bei der sich bewegenden Kontaktlinie
zu berechnen und erscheinen deshalb als unbefriedigend.
Die Idee von Pismen und Pomeau [57] liegt nun darin, die scharfe Pha-
φ
GasFlüssigkeit
Substrat
Abbildung 2.2: Skizze zum Kon-
taktwinkel mit Kontaktlinie
φ
GasFlüssigkeit
Substrat
Abbildung 2.3: Skizze zum Kon-
taktwinkel ohne Kontaktlinie
sengrenze durch eine diffuse zu ersetzen. Die neue Oberfla¨che wird dann als
Fla¨che konstanter Dichte definiert, deren Wert zwischen der der Flu¨ssigkeit
und der des Gases liegt (Linie in Abb.2.3). Um ihrem Gedankengang zu
folgen, wird das Gas und die Flu¨ssigkeit nicht mehr gesondert betrachtet,
sondern als ein Medium, welches sich lediglich in seiner vom Ort abha¨ngigen
Dichte unterscheidet. Der U¨bergang von gasfo¨rmig zu flu¨ssig erfolgt nicht
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sprunghaft, sondern kontinuierlich u¨ber eine sehr schmale Grenzschicht hin-
weg. Dies entspricht der Sichtweise der statistischen Thermodynamik, welche
u¨ber die Dichtefunktionaltheorie fu¨r ein System kugelfo¨rmiger Flu¨ssigkeits-
moleku¨le mit Paarwechselwirkungen zu einer entsprechenden Oberfla¨chen-
struktur gelangt. Molekulare Wechselwirkungen des Mediums mit dem Sub-
strat fu¨hren dazu, dass die Dichte in der Na¨he des Substrats modifiziert wird.
Dies hat zur Folge, dass z.B., wie in dem hier betrachteten Fall, die Dichte des
Gases am Substrat erho¨ht ist. Eine Fla¨che mittlerer Dichte, welche als neue
Oberfla¨che definiert werden kann, beru¨hrt dann nicht mehr das Substrat.
Die scharfe Kontaktlinie ist nicht mehr definiert, da die Ho¨he der trockenen
Bereiche nicht mehr den Wert Null erreicht (siehe Abb. 2.3). Somit treten
keine Singularita¨ten mehr auf.
2.1.2 Das Diffuse-Grenzfla¨chen-Modell
Ausgangspunkt fu¨r das Diffuse-Grenzfla¨chen-Modell bilden die obigen U¨ber-
legungen. Die Betrachtung geht von einer Oberfla¨che bei z = h zwischen einer
Flu¨ssigkeit und ihrem Gas (entsprechend Abb. 2.1 ohne Substrat) aus, wobei
man sich beide Phasen nach z = −∞ und z = +∞ fortgesetzt denkt. Die ge-
eignete Gro¨ße, um dieses einkomponentige System zu beschreiben, stellt die
Dichte ρ dar. Sie sei in der Flu¨ssigkeit ρf und im Gas ρg. In diesem Modell
macht die Dichte bei z = h keinen Sprung, sondern geht u¨ber eine ”diffuse”
Zone kontinuierlich von ρf in ρg u¨ber (siehe Abb. 2.4). Die exakten Werte ρf
und ρg werden erst fu¨r z → ±∞ erreicht, weichen jedoch bereits jenseits eines
sehr schmalen Bereichs der Breite ld nur minimal von ρf bzw. ρg im Inneren
der Medien ab. Um den Ort der neuen Oberfla¨che zu definieren, kann zum
Beispiel die Position mittlerer Dichte ρ(h) = (ρf + ρg)/2 gewa¨hlt werden.
Dies liefert wieder eine eindeutige Funktion z = h(x).
Anderson&al [3] zeigten, dass sich die statische Dichteverteilung dieses Sy-
stems aus einem Energiefunktional der Form
E =
∫
Ld3X, mit L = ρf(ρ) +
1
2
K|∇ρ|2 − µρ (2.1)
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g
ρ
z
d
h
ρ
ρ
f
Abbildung 2.4: Darstellung des Dichteverlaufs an der Oberfla¨che, wobei z die
Koordinate normal zur Oberfla¨che darstellt
herleiten la¨sst, wobei µ der Lagrangemultiplikator (chemisches Potenzial) ist,
der die Massenerhaltung gewa¨hrleistet. Das Funktional f(ρ) gibt die freie
Volumenenergie pro Einheitsmasse an. Es wird angenommen, dass die freie
Energie ρf(ρ) unterhalb der kritischen Temperatur zwei Minima, na¨mlich
bei den Dichten ρf und ρg besitzt. Ferner soll gefordert werden, dass diese
Minima, welche man aus einer Maxwell-Konstruktion erha¨lt, fu¨r µ = 0 die
gleiche Energie ρf(ρ) besitzen. Das chemische Potenzial µ besitzt in diesem
Modell die Bedeutung eines Neigungsparameters, welcher das Gleichgewicht
zu Gunsten der einen oder anderen Phase verschiebt (siehe Abb. 2.5).
Der Term 1
2
K|∇ρ|2 ha¨ngt mit der Variation der Dichte zusammen und leistet
vor allem an der Grenze der beiden Phasen einen Beitrag, weshalb er auch
als Oberfla¨chenenergie bezeichnet wird. Der Gradient-Energie-Koeffizient K
soll hier als konstant angenommen werden. Die zugeho¨rige Euler-Lagrange-
Gleichung zum Funktional (2.1) lautet
K∇2ρ− ∂ρ[ρf(ρ)] + µ = 0. (2.2)
Die Lo¨sungen von Gl. (2.2) ko¨nnen auch als stationa¨re Lo¨sungen der dyna-
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g
Abbildung 2.5: Skizze des Volumenenergiefunktionals.
mischen Evolutionsgleichung
∂tρ = K∇2ρ− ∂ρ[ρf(ρ)] + µ (2.3)
fu¨r die Dichte ρ verstanden werden. Darauf wird spa¨ter genauer eingegangen.
Die La¨ngen werden nun mit der charakteristischen Dicke ld = (K/f˜)
1/2 der
diffusen Grenze skaliert, wobei angenommen wird, dass sich die charakte-
ristischen A¨nderungen des makroskopischen Geschwindigkeitsfeldes, sowie
die Dichteschwankungen tangential zur Oberfla¨che, auf einer viel gro¨ßeren
La¨ngenskala abspielen, als die der Dicke der diffusen Oberfla¨che. Mit f˜ sei
ein charakteristischer Wert von f(ρ) im Bereich der diffusen Grenze gemeint,
wie z.B. der Wert an der Stelle ρ = (ρf − ρg)/2. Die neuen Ortskoordinaten
gehen durch die Skalierung u¨ber in
x˜ =
x
ld
, (2.4)
y˜ =
y
ld
, (2.5)
z˜ =
z
ld
, (2.6)
wobei die Tilden im Weiteren weggelassen werden. Es ergibt sich damit aus
Gl. (2.2)
∇2ρ− ∂ρ[ρf(ρ)] + µ = 0, (2.7)
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wobei die unskalierten Gro¨ßen wieder wie die vorherigen umbenannt wurden.
Kehren wir nun wieder zu den zwei Phasen zuru¨ck, also der bis z → −∞
ausgedehnten flu¨ssigen Phase und der nach z →∞ ausgedehnten Gasphase.
Es wird sich herausstellen, dass uns das bereits wichtige Resultate fu¨r die
spa¨tere Behandlung der Dreiphasengrenze liefert. Die Oberfla¨chenspannung
ist definiert als Oberfla¨chenenergie pro ebener Einheitsfla¨che fu¨r zwei bis ins
Unendliche ausgedehnte Phasen. Die statische Lo¨sung ha¨ngt nur von der
Koordinate z ab, d.h. die z-Achse bildet die Normale zur ebenen Oberfla¨che.
Damit lautet Gl. (2.7)
ρ′′(z)− g(ρ) + µ = 0, (2.8)
wobei
g(ρ) = ∂ρ[ρf(ρ)] (2.9)
eingefu¨hrt wurde. Als Randbedingungen wird gefordert, dass ρ fu¨r z → ±∞
gegen ρg bzw. ρf geht. Motiviert aus der klassischen Mechanik, wird die
Verzerrungsenergie T = 1
2
(ρ′)2 eingefu¨hrt und man erha¨lt damit
d
dz
T (ρ′)− g(ρ)− µ = 0. (2.10)
Integration dieser Gleichung ergibt, dass die Verzerrungsenergie an jedem
Punkt gleich der potentiellen Energie ist
1
2
(ρ′)2 = ρf(ρ) + ρµ, (2.11)
und es kann der Virialsatz angewendet werden, um die Oberfla¨chenspannung
γ =
∫ −∞
∞
(ρ′)2dz =
∫ ρf
ρg
√
2[ρf(ρ)− µρ] dρ (2.12)
zu berechnen. Um auf das eigentliches Problem der Kontaktlinie zuru¨ckzu-
kommen, muss das Substrat in die U¨berlegungen einbezogen werden. Dabei
ist eine Modifikation der Dichten am Substrat zu erwarten, welche fu¨r das
Gas und die Flu¨ssigkeit unterschiedlich sein wird. Die Dichte der Flu¨ssig-
keit am Substrat soll mit ρsf , die des Gases am Substrat mit ρsg bezeichnet
werden (siehe dazu Abb. (2.6)).
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Abbildung 2.6: Darstellung der unterschiedlichen Dichten in der Phase und
an den Grenzfla¨chen
Da die Dichten ρg und ρf aus einer Maxwell-Konstruktion gewonnen werden
sollen, wird angenommen, dass g(ρ) in der Na¨he des kritischen Punktes eine
kubische Funktion in der Abweichung von der kritischen Dichte ρc der Form
g(ρ) = ρ− ρc − (ρ− ρc)3 (2.13)
ist. Es soll jedoch ein System fern vom kritischen Punkt betrachtet werden,
weshalb die Form der Funktion g(ρ) vera¨ndert werden muss. Aus diesem
Grund wird eine verschobene kubische Funktion der Form
g(ρ) = ρ(1− 2ρ)(1− ρ) (2.14)
eingefu¨hrt, welche einer Maxwell Konstruktion bei µ = 0 entspricht. Der
Grenzwert der Dichte der Gasphase (ρg = 0) wird dabei vernachla¨ssigt und
jener der Flu¨ssigkeit auf ρ = 1 gesetzt. Dies liefert fu¨r die Funktion f(ρ)
f(ρ) =
1
2
ρ(1− ρ)2, (2.15)
und damit fu¨r die Oberfla¨chenspannungen bei µ = 0
γ =
∫ 1
0
ρ(1− ρ)dρ = 1
6
, (2.16)
γsf =
∫ 1
ρsf
ρ(1− ρ)dρ = 1
6
(1− ρsf )2(1 + 2ρsf ), (2.17)
γsg =
∫ ρsg
0
ρ(1− ρ)dρ = 1
6
ρ2sg(3− 2ρsg). (2.18)
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Es sei an dieser Stelle noch erwa¨hnt, dass man die Formel (2.16) auch mit
einem Ansatz in Form der Standardfrontlo¨sung
ρ0(z) =
1
1 + ez
(2.19)
als Dichte erha¨lt. Diese Lo¨sung wird spa¨ter noch Verwendung finden.
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sf
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Abbildung 2.7: Skizze zur Erla¨uterung der Oberfla¨chenspannungen
Gleichungen (2.16) (2.17) und (2.18) lassen sich durch die Young-Laplace
Formel
γsg − γsf = γ cosφ (2.20)
mit dem Kontaktwinkel φ in Beziehung setzen (siehe Abb. 2.7). Um jedoch
den Kontaktwinkel beobachten zu ko¨nnen, muss man genu¨gend weit vom
Substrat entfernt sein, d.h. auf einer Skala, die viel gro¨ßer ist als die Dicke der
diffusen Grenzfla¨che (siehe dazu φ in Abb. 2.3). Um die Werte der Dichte am
Substrat ρsf und ρsg zu untersuchen, bietet es sich an, einen kleinen Exkurs
auf die mesoskopische Beschreibungsebene zu machen.
2.1.3 Mean-Field-Energie
Um eine Motivation fu¨r die Dirichletschen Randbedingungen der Dichte am
Substrat zu erbringen, wird von einer allgemeinen Darstellung der moleku-
laren Wechselwirkung in Form eines Energiefunktionals
E =
∫∫
ρ(X)ρ(X′)V (X−X′) d3X d3X′︸ ︷︷ ︸
Emol
+
∫
ρ(X)fa(ρ)d
3X︸ ︷︷ ︸
Eext
(2.21)
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ausgegangen. Diese Energie entspricht der freien Energie nach Helmholtz ei-
nes molekularen Flu¨ssigkeitssystems, bei dem nur paarweise Wechselwirkun-
gen beru¨cksichtigt und die Struktur der Flu¨ssigkeitmoleku¨le vernachla¨ssigt
wird. Das erste Integral Emol entha¨lt das Potenzial V (X − X′), welches
die Summe aller hier vorkommenden molekularen Paarwechselwirkungen be-
schreibt. Das zweite Integral Eext beschreibt a¨ußere Kra¨fte und entha¨lt fa, das
a¨ußere Potenzial pro Masse, welches ho¨chstens von der Dichte ρ(X) abha¨ngt.
Der Vektor X steht hier fu¨r (x, z).
Die im Potential V (X−X′) enthaltenen molekularen Wechselwirkungen sind
zum Beispiel die elektromagnetischen Dipol-Dipol Wechselwirkungen in Form
der Van-der-Waals-Wechselwirkung. Auf die konkrete Form der Wechselwir-
kungen soll hier nicht na¨her eingegangen werden. Es werden nur einige wenige
Voraussetzungen an das Energiefunktional E gestellt, um ein mo¨glichst all-
gemeingu¨ltiges Minimalmodell zu erhalten.
Von dem Energiefunktional soll gefordert werden, dass das im Integrand ent-
haltene Volumenpotenzial, analog zu dem im letzten Abschnitt behandelten,
zwei Minima besitze und zwar fu¨r den Wert der Dichte ρf im Flu¨ssigkeitsin-
neren und ρg im Gasvolumen fu¨r einen genu¨gend großen Abstand von der
Grenzfla¨che.
Weiter wird gefordert, dass sich die Dichtea¨nderung auf einer typischen
La¨ngeskala abspielen, die weit jenseits der Reichweite des Potenzials V (|X−
X′|) liegt1. Damit kann der erste Teil des Energiefunktionals (2.21) gena¨hert
werden und es wird angenommen, dass das Potenzial, und damit der Inte-
grand fu¨r Absta¨nde |X−X′| > 2R, nahezu verschwindet. Dabei stellt R die
charakteristische Reichweite des Potenzials V dar. Fu¨r die weitere Betrach-
tung werden Relativ- und Schwerpunktskoordinaten eingefu¨hrt:
s = X−X′ und (2.22)
ξ = (X+X′)/2 (2.23)
1Dies stellt eine gute Na¨herung fu¨r die Phasengrenze flu¨ssig/gasfo¨rmig dar, gilt aber
nicht mehr in der Na¨he des Substrats
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Da das Integral nur fu¨r Absta¨nde |X−X′| < 2R einen von Null verschieden
Wert hat, kann das Doppelintegral u¨ber das Volumen ersetzt werden, indem
die Wechselwirkungsenergie in einer Kugel mit Mittelpunkt ξ und Radius
R mit den Dichten ρ(ξ + s) und ρ(ξ − s) berechnet wird. Die Koordinate s
la¨uft dabei u¨ber das ganze Kugelvolumen. Das Ergebnis wird dann u¨ber alle
ξ aufintegriert. Außerdem werden die Dichten in der Form
ρ(X) = ρ(ξ) +
s
2
∇ρ(ξ) +O(|s|2), (2.24)
ρ(X′) = ρ(ξ)− s
2
∇ρ(ξ) +O(|s|2). (2.25)
entwickelt, wobei alle Terme ab der zweiten Ordnung in |s| vernachla¨ssigt
werden. Das Integral Emol vereinfacht sich somit zu
Emol ≈
∫ [
ρ(ξ)2
∫
2V (|s|)d3s + |∇ρ(ξ)|2
∫
s2
2
V (|s|)d3s
]
d3ξ. (2.26)
Wie leicht zu erkennen ist, a¨hnelt die Struktur bereits der des fru¨heren Funk-
tionals (2.1). Zur Auswertung der noch verbleibenden Integrale, welche V (|s|)
enthalten, muss ein Abschneideradius eingefu¨hrt werden, um Divergenzen zu
vermeiden. Dies erha¨lt man aus der u¨blichen Hartkugelna¨herung. Eine exak-
ter Herleitung des Energiefunktionals erfordert genaue Kenntnis der zugrun-
deliegenden molekularen Wechselwirkungen und erweist sich in den meisten
Fa¨llen als sehr komplex, so dass die Berechnung nur numerisch mo¨glich ist.
Gleichung (2.1) stellt eine der einfachsten Formen dieser Energie dar und
besitzt einen eher pha¨nomenologischen Charakter.
Die eben gemachten Na¨herungen gelten nicht mehr, wenn sich die Dichten
u¨ber die La¨nge R signifikant a¨ndern, wie es sich in der Na¨he des Substrats
erwarten la¨sst.
2.1.4 Randbedingungen der Dichte am Substrat
Fu¨r Absta¨nde im Bereich der Reichweite des Potenzials V (X−X′) zum Sub-
strat ist zu erwarten, dass das Energiefunktional modifiziert werden muss.
Dazu soll als Beispiel das Lenard-Jones Potenzial, welches gena¨hert als
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V ∝ (X − X′)−6 mit einem Abschneideradius d0 (harte Kugeln) fu¨r klei-
ne Absta¨nde beschrieben werden kann, betrachtet werden. In diesem Fall
divergiert das Energiefunktional mit dem Abstand z vom Substrat wie z−3.
Diesen divergierenden Anteil der Energie werde als Oberfla¨chenenergie am
Substrat gedeutet, welche zu minimieren ist, um die Dichte ρs am Substrat
zu erhalten.
Es wird angenommen, dass das Energiefunktional, wie oben postuliert, die
beiden Minima ρf inmitten der Flu¨ssigkeit und ρg inmitten des Gases hat.
Damit liegt es nahe, dass es ebenfalls zwei Oberfla¨chendichten, ρsf und ρsg
gibt, welche die Oberfla¨chenenergie am Substrat minimieren. Auch wird im
Allgemeinen davon ausgegangen, dass sich diese Dichtewerte von den Volu-
menwerten unterscheiden.
Die Oberfla¨che des Substrats befinde sich bei z = 0, also identisch mit der
x-y Ebene. Es wird davon ausgegangen, dass eine Benetzung entsprechend
Abb. 2.6 vorliegt, wobei man sich die Anordnung senkrecht zur Bildebene in
y-Richtung fortgesetzt denken muss. Fu¨r die Dichte am Substrat weit links
im Bereich, wo die Flu¨ssigkeit das Substrat beru¨hrt, erha¨lt man damit ρsf ,
weit rechts, wo das Gas das Substrat beru¨hrt, ρsg. Im Bereich dazwischen
folgt aus der Eindeutigkeit der Oberfla¨chendichte, dass ρ kontinuierlich u¨ber
ρsf ≥ ρ ≥ ρsg variieren muss. Diese Dichteverteilung am Substrat stellen
dann Dirichletsche Randbedingungen fu¨r ρ bei z=0 dar.
Wie weiter gezeigt werden kann [57], fu¨hrt die Annahme zweier unterschiedli-
cher minimierender Oberfla¨chendichten zu unnatu¨rlichen oder sogar unphysi-
kalischen Lo¨sungen, und es bietet sich an, eine einheitliche Oberfla¨chendichte
am Substrat ρs zu fordern. Im Folgenden soll untersucht werden, welche Aus-
wirkungen diese Annahme auf das System hat.
2.1.5 Dichteverteilung am Substrat
Um die Dichteverteilung am Substrat zu untersuchen, erweist es sich der Ein-
fachheit halber als hilfreich, die beiden Oberfla¨chen als parallel anzunehmen,
da dies die Rechnung stark vereinfacht. Das Substrat befinde sich bei z = 0
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und die diffuse Oberfla¨che bei z = h. Die Dichteverteilung ρ(z) la¨sst sich
aus Formel (2.7) in dieser eindimensionalen Na¨herung berechnen. Es wird
dabei die kubische Form (2.14) fu¨r g(ρ) verwendet. Als Randbedingung am
Substrat wird ρ(0) = ρs = 1 − a gewa¨hlt, wobei a ¿ 1 sein soll. Die Dichte
am Substrat unterscheidet sich nur gering von der Dichte im Flu¨ssigkeitsvo-
lumen ρf = 1. Da sich die Lo¨sung von Gl. (2.7) nicht analytisch berechnen
la¨sst, wird als gena¨herte Lo¨sung eine um die Ho¨he h zentrierte Standard-
front (2.19) ρ0(z − h) angesetzt, welche mit einer Sto¨rung proportional zu a
versehen wird:
ρ(z) = ρ0(z − h) + aρ1(z, h) + · · · (2.27)
Damit die Standardfront als Na¨herung in nullter Ordnung ausreicht, muss
gefordert werden, dass ρ0(−h) genu¨gend nahe am Wert 1 liegt, um die Rand-
bedingungen zu erfu¨llen. Dies liefert, dass h > ln(1/a) gelten muss. Es soll
zuna¨chst von µ = 0 ausgegangen werden. In erster Ordnung ergibt sich
ρ′′1(z) + g
′(ρ0)ρ1 = 0, (2.28)
mit der Randbedingung
ρ1(0) = −1 + a−1[1− ρ0(−h)] ≈ −1 + Ψ, (2.29)
wobei Ψ = a−1e−h ≤ 1 sei. Die Lo¨sung in erster Ordnung ist aufgrund des
exponentiellen Abfalls der Wechselwirkung mit dem Substrat in Wirklichkeit
von ho¨herer Ordnung, jedoch nicht fu¨r Absta¨nde O(ln(a−1)) vom Substrat,
wo ρ0 fast Eins ist. In diesem Intervall kann Gl. (2.28) mit der Gleichung
ρ′′1(z)− ρ1 = 0, (2.30)
mit konstanten Koeffizienten gena¨hert werden. Fu¨r die fu¨r z →∞ abfallende
Lo¨sung ergibt sich
ρ1(z) = −e−z(1−Ψ) (2.31)
und damit fu¨r die gesamte Lo¨sung in erster Ordnung zu
ρa = ρ0 + aρ1 = (1 + e
z−h)−1 − e−z(a− e−h). (2.32)
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Abbildung 2.8: Dichteverteilung am Substrat fu¨r h = 3, 6, 9 und a = 0.1.
Fu¨r a > 0 und h > ln(2/a) besitzt die Lo¨sung ein Maximum bei z =
1
2
ln(a eh − 1) > 0 (siehe Abb. 2.8).
Diejenigen Dichteprofile, welche ein Maximum besitzen, werden als Flu¨ssig-
keitsschicht gedeutet, welche zwischen Gas und Substrat eingequetscht sind,
Dichteprofile ohne Maximum, deren Dichte am Substrat erho¨ht ist, hingegen
als Gas. Hierauf beruhend, werden imWeiteren die Stellen auf der x-y-Ebene,
wo das daru¨berliegende Dichteprofil ein Maximum besitzt, als benetzt und die
wo kein Maximum vorliegt, als unbenetzt bezeichnet.
Um die gewa¨hlten Na¨herungen rechtfertigen zu ko¨nnen, muss gefordert wer-
den, dass h > ln(1/a) ist. Dies soll von nun an angenommen werden. Die
Lo¨sung bleibt auch fu¨r a < 0 gu¨ltig, d.h. wenn die Dichte am Substrat fu¨r
die Flu¨ssigkeit erho¨ht ist. Das Maximum wird dann jedoch durch ein Plateau
ersetzt, aber die Interpretation bleibt dieselbe. Nur fu¨r den Fall a = 0 liegt
eine Entartung der beiden Dichteprofile vor und die Lo¨sung ist eine Stan-
dardfront, deren Zentrum ins Unendliche verschoben ist.
Es muss erwa¨hnt werden, dass nichtmonotone Dichteprofile instabil sind. Da
der Einfluss des Substrats jedoch exponentiell mit z abnimmt, kann die Dy-
namik praktisch als eingefroren betrachtet werden. Dies liegt daran, dass
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der Abstand des Substrats zur Phasengrenze flu¨ssig-gasfo¨rmig im Vergleich
zur Dicke der diffusen Grenzfla¨che sehr groß ist. Ferner ist die Dynamik an
der diffusen Grenze um Gro¨ßenordnungen schneller als die am Substrat. Mit
den neugewonnenen Randbedingung ρfs = ρsg = 1 − a ergibt sich mit der
Young-Laplace Formel (2.20) fu¨r den Kontaktwinkel die Relation
φ = 2
√
3a, (2.33)
welche spa¨ter fu¨r die Skalierung das Systems Verwendung findet.
2.1.6 Chemisches Potenzial im Gleichgewicht
Eine stabile Lo¨sung mit einem bestimmten h existiert nur fu¨r einen ganz
bestimmten Wert des chemischen Potenzials µ. Dieser Zusammenhang soll
in diesem Abschnitt hergeleitet werden.
Man erha¨lt die gesuchte Bedingung u¨ber die Lo¨sbarkeitsbedingung der Glei-
chung erster Ordnung. Dazu wird zuna¨chst von einer allgemeinen inhomoge-
nen Gleichung erster Ordnung der Form
Lˆρ1 + I(z) = 0 (2.34)
ausgegangen, wobei I(z) eine inhomogene Funktion von z sein soll. Der li-
neare Operator Lˆ sei gegeben durch
Lˆ =
d2
dz2
+ g′(ρ0). (2.35)
Im Falle, dass Gl. (2.34) auf dem Intervall −∞ ≤ z ≤ ∞ definiert ist, ver-
steht man unter der Lo¨sbarkeitsbedingung, dass der inhomogene Anteil I(z)
orthogonal zur Eigenfunktionen des linearen Operators Lˆ zum Eigenwert 0
sein muss. Die Eigenfunktion von Lˆ zum Eigenwert 0 ergibt sich im betrach-
teten Fall direkt aus der Translationssymmetrie des Problems in z-Richtung,
zu d
dz
ρ0(z). Damit la¨sst sich die Lo¨sbarkeitsbedingung schreiben als:∫ ∞
−∞
ρ′0(z)I(z)dz = 0. (2.36)
2.1 Herleitung der Evolutionsgleichung 31
Da das Problem jedoch nur im Intervall 0 ≤ z ≤ ∞ definiert ist, ist die
Translationssymmetrie in z-Richtung gebrochen. Deshalb muss eine etwas
andere Methode gefunden werden, um eine neue Art von Lo¨sbarkeitsbedin-
gung fu¨r halbunendliche Gebiete zu gewinnen. Dazu wird die von Pismen
in [56] entwickelte Methode der asymptotischen Anpassung verwendet. A¨hn-
lich wie in Gl. (2.36) wird das Integral der verschobenen Eigenfunktion ρ0
mit dem inhomogenen Anteil gebildet. Die untere Grenze der Integration soll
dabei jedoch die Stelle z = z0 > 0 sein, an der ρ vom asymptotischen Wert
ρ = 1 ho¨chstens von O(a) abweicht. Gleichung (2.36) la¨sst sich schreiben als∫ ∞
z0
dρ0(z − h)
dz
I(z)dz = −
∫ z0
−∞
dρ0(z − h)
dz
I(z)dz
= +
∫ z0
−∞
dρ0(z − h)
dz
Lˆρ1(z)dz (2.37)
= +
∫ z0
−∞
dρ0(z − h)
dz
(
d2ρ1(z)
dz2
+ g′(ρ0)ρ1(z)
)
dz.
Im weiteren Verlauf der Rechnung wird der linke Term auf der rechten Seite
zweimal partiell integriert und angenommen, dass die Stammfunktionen bei
z = −∞ verschwinden. Verwenden von ρ′′′0 − g′(ρ0)ρ′0 = 0, welches aus der
Bestimmungsgleichung fu¨r ρ0 folgt, liefert dann schließlich∫ ∞
z0
dρ0(z − h)
dz
I(z)dz =
[
dρ0(z − h)
dz
dρ1(z)
dz
−d
2ρ0(z − h)
dz2
ρ1(z)
]
z=z0
. (2.38)
Diese neue Lo¨sbarkeitsbedingung entha¨lt nun die Randterme, die gesondert
betrachtet werden mu¨ssen. Der Randwert fu¨r ρ′1(z) ergibt sich durch Lo¨sen
der Gl. (2.34) im Intervall 0 ≤ z ≤ z0, in dem diese Gleichung auf die Glei-
chung konstanter Koeffizienten (2.30) mit der Inhomogenita¨t I(z) reduziert
werden kann. Die Lo¨sung la¨sst sich ausdru¨cken als
ρ1(z) = ρ
(h)
1 (z) +
∫ z
0
G(z − ξ)I(ξ)dξ, (2.39)
wobei der homogene Anteil der Lo¨sung ρ
(h)
1 durch Gl. (2.31) gegeben ist. Der
inhomogene Anteil, welcher die Greensche Funktion G(z − ξ) zur Gl. (2.30)
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entha¨lt, kann fu¨r gewisse Inhomogenita¨ten I(z) vernachla¨ssigt und die untere
Integrationsgrenze nach ∞ verschoben werden, ohne dabei einen signifikan-
ten Fehler zu machen.
Der einfachste Fall liegt vor, wenn die Inhomogenita¨t ein konstantes chemi-
sche Potenzial (I = µc) ist, welches die Frontlo¨sung bei einer Ho¨he z = h
im Gleichgewicht ha¨lt. Die Integration der linken Seite von Gl. (2.38) ergibt
dann∫ ∞
z0
dρ0(z − h)
dz
I(z)dz = µc[ρ0(∞)− ρ0(z0)] = −µc +O(a), (2.40)
wobei im letzten Schritt vorausgesetzt wurde, dass die untere Integrations-
grenze nach −∞ verschoben werden kann und ρ0(z0) = 1−O(a) ist. Um den
fu¨hrenden Term zu erhalten, reicht es aus, den 1. Term von Gl. (2.39) in die
rechte Seite von (2.38) einzusetzen. Dies liefert
µc ≡ a2M(h) = 2a2Ψ(1−Ψ) = 2e−h(a− e−h). (2.41)
Es zeigt sich, dass das erhaltene chemische Potenzial µc von der Ordnung
O(a2) ist. Dies liegt in dem schnellen Abfall der molekularen Wechselwirkun-
gen begru¨ndet. Fu¨r a > 0 weißt das Maximum bei h = ln(2/a) auf den Wech-
sel von monotonem zu nichtmonotonem Dichteprofil hin, dieses Maximum
stellt den kritischen Wert fu¨r die Keimbildung eines dicken Flu¨ssigkeitsfilms
auf dem Substrat dar. Das chemische Potenzial muss das Volumenpotenzial
etwas in Richtung der Flu¨ssigkeit kippen. Fu¨r a < 0 ist das Gegenteil der
Fall und das Kippen erfolgt hier zu Gunsten des Gases, um das Ho¨henprofil
stationa¨r zu halten.
Das Resultat dieses Abschnitts soll nun dazu dienen, die Energiekorrektur E˜
fu¨r das Problem zu bestimmen. Dazu wird der letzte Term im Energiefunk-
tional (2.1) betrachtet, der das chemische Potenzial entha¨lt. Ersetzen von
ρ(z) durch ρ0(z − h) und die Annahme, dass das Integral u¨ber den Energie-
term extremal in Bezug auf h ist, ergibt fu¨r die Ableitung des Energieanteils
E˜ nach h
dE˜
dh
= −M
∫ ∞
0
ρ′0(z − h)dz = M + O(a). (2.42)
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2.1.7 Kopplung an die Hydrodynamik
Es wird nun eine schwache Abha¨ngigkeit der Ho¨he h und somit auch von ρ
und L von den horizontalen Ortskoordinaten x und y angenommen. Dazu
ist es no¨tig einige U¨berlegungen anzustellen, um im Bereich der Gro¨ßenord-
nungen der Na¨herungen zu bleiben. Zuna¨chst wird ein Kleinheitsparameter
a2 eingefu¨hrt, welcher mit der Ordnung des chemischen Potenzials u¨berein-
stimmt. Das natu¨rliche Skalenverha¨ltnis zwischen z- und x-y- Richtung ist
durch den Kontaktwinkel φ, der von der Ordnung a ist, gegeben. Um die an-
deren Skalierungen zu erhalten, werden die hydrodynamischen Gleichungen
betrachtet.
Da weder der Integrand der Freien Energie (2.21) nach Helmholtz, noch
die Gesamtmasse direkt von der Ortskoordinate abha¨ngen, folgt aus dem
Noether-Theorem [24] die Existenz eines entsprechenden Erhaltungsgesetzes
∇ ·T = 0, (2.43)
wobei der Tensor zweiter Stufe T gegeben ist durch
T = LI − ∇ρ⊗ ∂L/∂∇ρ (2.44)
mit L aus Gl. (2.1) und der Einheismatrix I. Der Tensor T stellt eine verall-
gemeinerte Form des Kapilarita¨tstensor
TK =
(
ρ∇ρ + 1
2
|∇ρ|2
)
I − ∇ρ⊗∇ρ (2.45)
nach Korteweg [43] dar [4, 20, 2, 1]. Mit Hilfe der Euler-Lagrange-
Gleichung (2.2) wird zuna¨chst µ in Gl. (2.44) eliminiert und es folgt
T = (
1
2
K|∇ρ|2 +Kρ4ρ− p)I−K∇ρ⊗∇ρ, (2.46)
mit dem hydrodynamischen Druck, der als p = ρ2f ′(ρ) definiert ist. Un-
ter Vernachla¨ssigung der Anfangseffekte und der Annahme einer langsamen,
schleichenden Bewegung, ko¨nnen die Tra¨gheitsterme in der Navier-Stokes-
Gleichung (C.6) vernachla¨ssigt werden. Dies erlaubt es, den Fluss durch die
Stokes-Gleichung zu beschreiben:
∇ · (T+ S) + F = 0, (2.47)
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wobei F eine a¨ußere Kraft ist, die sich aus einem Potenzial nach F = −∇V
ableiten la¨sst. Fu¨r den viskosen Spannungstensor S [44] ergibt sich
Sjk = η(∂jvk + ∂kvj) + (ζ − 2
3
η)δik∇ · v. (2.48)
Dabei ist vk die k-te Komponente der Geschwindigkeit v, η und ζ die dy-
namischen Viskosita¨ten und δij das Kronekker-Delta. Das Gleichungssystem
wird durch die Kontinuita¨tsgleichung
ρt + ∇ · (ρv) = 0 (2.49)
geschlossen. Einsetzen von Gl. (2.44) in die Stokes Gleichung (2.47) liefert
−∇(p+ V ) +Kρ∇4ρ+∇ · S = 0 (2.50)
oder mit dem chemischen Potenzial anstelle des Drucks
−∇V − ρ∇µ+∇ · (η∇v) +∇[(ζ + 1
3
η)∇ · v] = 0. (2.51)
Es wird weiter angenommen, dass die mittlere Schichtdicke des Films h0 sehr
klein ist gegenu¨ber der charakteristischen Wellenla¨nge λ, einer Sto¨rung der
glatten Oberfla¨che des Flu¨ssigkeitsfilms. Damit folgt, dass die horizontalen
Ableitungen von der Gro¨ßenordnung des Kontaktwinkels O(a) sind (siehe
Gl.(2.33)) unter der Voraussetzung, dass die Ableitung ∂z von O(1) ist. Ein-
setzen von ρ0 in die Kontinuita¨tsgleichung (2.49) ergibt
∂ρ0
∂z
(
−∂h
∂t
+ vz − vx∂h
∂x
− vy ∂h
∂y
)
= ρ0∇ · v, (2.52)
wobei die linken zwei Terme in der Klammer identisch Null, die Randbedin-
gung an der Oberfla¨che fu¨r eine scharfe Phasengrenze wa¨ren. Sehen wir uns
die Ordnungen in dieser Gleichung an. Es ergibt sich, dass O(vz)/O(vx,y) =
O(a) sein muss. Zusammen mit Gl. (2.51) ergibt sich, dass vz = O(a
4) und
vx,y = O(a
3) ist.
Die x-y-Abha¨ngigkeit in der Dichte a¨ußert sich darin, dass in Gl. (2.34) der
Term 4(2)ρ = ρxx+ ρyy hinzukommt. In Ordnung a2 ist nur ρ0(z−h(x, y, t))
zu betrachten und es folgt
4(2)ρ = −ρ′0(z − h)(4(2)h) + ρ′′0(z − h)(∇(2)h)2, (2.53)
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wobei ∇(2) = (∂x, ∂y) ist. Dies wird in die Lo¨sbarkeitsbedingung (2.38) als
zusa¨tzliche Inhomogenita¨t eingesetzt und man erha¨lt in fu¨hrender Ordnung
−
(
hyy
∫ ∞
−∞
[ρ′o(z)]
2
dy + hxx
∫ ∞
−∞
[ρ′o(z)]
2
dx
)
= −γ(hxx + hyy), (2.54)
wobei die Terme h2x und h
2
y aus Symmetriegru¨nden wegfallen.
Im Weiteren soll die Gravitation als a¨ußere Kraft in z-Richtung mitberu¨ck-
sichtigt werden. Dazu wird Gleichung (2.51) betrachtet. Um die Ho¨he h im
Gleichgewicht zu halten, ist nun µ = µ0−gz ausschlaggebend und nicht mehr
einfach µ0. Es wird angenommen, dass die Gravitation von derselben Gro¨ßen-
ordnung ist, wie das u¨brige chemische Potenzial, welches durch Einfu¨hren von
G = g/a2 u¨ber µ = µ0−a2Gz verdeutlicht werden soll. Die Gravitation liefert
in der Lo¨sbarkeitsbedingung den Beitrag
−G
∫ ∞
0
zρ′0(z − h) dz ≈ Gh. (2.55)
Somit ergibt sich fu¨r das hydrostatische chemische Potenzial
µ = ε[M(h)− γ4˜(2)h+G(h− z)], (2.56)
wobei 4˜(2) die Skalierung der Ortskoordinaten x und y entha¨lt. Die Funktion
M(h) ergibt sich aus Gl. (2.41) zu
M(h) =
2
a
e−h
(
1− 1
a
e−h
)
. (2.57)
2.1.8 Die Schmiermittelna¨herung
Fu¨r eine du¨nne Flu¨ssigkeits- oder Gasschicht erho¨hter Dichte folgt, nach der
Ordnungsbetrachtung von oben, fu¨r kleine Parameter a
vx, vy = O(a
3) À vz = O(a4) (2.58)
sowie
∂x, ∂y = O(a) ¿ ∂z = O(1) (2.59)
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und damit die Hierarchie
∂zvx,y = O(a
3)À ∂x,yvx,y, ∂zvz = O(a4)À ∂x,yvz = O(a5). (2.60)
Unter Beru¨cksichtigung dieser Bedingung liefert Gl. (2.51) in fu¨hrender Ord-
nung
ρ0(z − h)∂xP = ∂z(η∂zvx), (2.61)
ρ0(z − h)∂yP = ∂z(η∂zvy), (2.62)
ρ0(z − h) ∂zP = ρ0(z − h)G. (2.63)
Dabei kann der letzte Term in (2.51) in dieser Ordnung fu¨r die x- und y-
Komponente der Gleichung vernachla¨ssigt werden und fu¨r die z-Komponente
sogar alle von Geschwindigkeitsgradienten abha¨ngigen Gro¨ßen. Es soll weiter
angenommen werden, dass η konstant ist. Der effektive Druck P ergibt sich
aus dem hydrostatischen chemischen Potenzial µ zu
P = a2
[
M(h)− γ4˜(2)h+G(h− z)
]
. (2.64)
Das Gleichungssystem (2.61) und (2.62) bildet die von Sommerfeld [80] ein-
gefu¨hrte Schmiermittelna¨herung, welche die Bewegung eines du¨nnen Flu¨ssig-
keitfilms mit geringer Dickena¨nderung beschreibt. Letztendlich entha¨lt die
Gleichung nur ρ0, die um z = h zentrierte Frontlo¨sung fu¨r die Dichte. Zur
Lo¨sung der Gleichung werden noch zusa¨tzliche Randbedingungen beno¨tigt.
2.1.9 Bewegungsgleichung der Oberfla¨che
Ausgangspunkt der Betrachtungen sei ein glattes, steifes und undurchdring-
liches Substrat an dessen Oberfla¨che z = 0 die Flu¨ssigkeit haftet (no slip
Randbedingung).
Auf diesem festen Rand verschwinden somit alle Komponenten des Geschwin-
digkeitsfeldes vi
vi|z=0 = 0. (2.65)
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Damit ko¨nnen Gl. (2.61) und (2.62) integriert werden und es ergibt sich
vx(z) = η
−1∂xP ψ(z;h), (2.66)
vy(z) = η
−1∂yP ψ(z;h), (2.67)
dabei ist ψ(z;h) eine Funktion, die noch von η und ρ0 abha¨ngt. Diese Funk-
tion unterscheidet sich nur wenig von der Standardschmiermittelna¨herung
ψ = z(h− 1
2
z), (2.68)
welche man fu¨r den inkompressiblen Poiseuille-Strom in einer Schicht der
Dicke h mit freien Randbedingungen erha¨lt. Deshalb soll im Weiteren diese
Lo¨sung verwendet werden, um die Rechnung nicht unno¨tig zu verkomplizie-
ren. Dies impliziert indirekt, dass η gena¨hert konstant angenommen wird. Die
Annahme la¨sst sich damit rechtfertigen, dass die wesentlichen Beitra¨ge zum
Strom aus dem unteren Bereich fu¨r z zwischen a und einem Wert, der nur
geringfu¨gig gro¨ßer als h ist, stammen. Einsetzen der Standardfrontlo¨sung ρ0,
sowie (2.66) und (2.67) in die Kontinuita¨tsgleichung (2.52) und Integration
von z = 0 bis z =∞ liefert mit Hilfe von∫ ∞
0
ρt dz = −ht
∫ ∞
0
ρ′0(z)dz = ht +O(a
4) (2.69)
und ∫ ∞
0
∂z(ρv) = 0 (2.70)
schließlich
ht = η
−1∇(2)[Q(h)∇(2)P ]. (2.71)
Wobei die Mobilita¨t Q(h) gegeben ist durch
Q(h) = −
∫ ∞
0
ρ0(z − h)ψ(z, h) dz. (2.72)
In [57] wird gezeigt, dass Q(h) durch die entsprechende Funktion fu¨r das
scharfe Grenzfla¨chenmodell Q0(h) =
1
3
h3 approximiert werden kann, da die
Abweichungen nur fu¨r sehr kleine h signifikant werden, jedoch h > ln(1/a)
vorausgesetzt wurde.
38 Du¨nnfilmevolution
Damit lautet die Bewegungsgleichung fu¨r die Oberfla¨che h(x, y, t) im
Diffusen-Grenzfla¨chen-Modell
∂t h = −∇(2)
(
Q(h)
{∇(2)[γ4(2)h − ∂hf(h)]}) (2.73)
mit
Q(h) = h3/3η (2.74)
und
∂hf(h) = a
2 [M(h) + Gh] . (2.75)
2.1.10 Skalierung
Die Evloutionsgleichung (2.73) soll nun auf dimensionslose Gro¨ßen u¨berfu¨hrt
werden. Dazu werden die Skalierungen
t = t˜ =
3ηγ
a4ld
˜˜t
x = ldx˜ =
√
ldγ
a
˜˜x
y = ldy˜ =
√
ldγ
a
˜˜y
h = ldh˜ = ld
˜˜h,
verwendet, wobei man sich die Gleichungen (2.73-2.75) in Einheiten von x˜,
y˜, h˜ und t˜ vorstellen muss. Um eine gesamte Darstellung der Skalierungen
zu erhalten, sind hier die physikalischen Gro¨ßen x, y, h und t nochmals
dargestellt. Im Folgenden werden die Doppeltilden weggelassen. Dies liefert
die Evolutionsgleichung der Schichtdicke h zu
∂th = −∇(2)
{
h3∇(2) [4(2)h−M(h, a)−Gh]} , (2.76)
wobei
G =
ρfgld
a2
(2.77)
in unskalierten Einheiten ist. Es wurde hier wieder ρf , die Dichte der Flu¨ssig-
keit beru¨cksichtigt, um die physikalische Bedeutung von G hervorzuheben.
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Die Konstante a in M(h, a) kann durch eine Transformation h? = h + ln a
in den Mobilita¨tsfaktor Q(h) u¨bertragen werden. Dies bietet sich an, da die
stationa¨ren Lo¨sungen der Gl. (2.73) damit von a unabha¨ngig werden.
Nach Weglassen des Sterns ergibt sich fu¨r M(h)
M(h) = 2 e−h
(
1− e−h) (2.78)
und fu¨r die Evolutionsgleichung
∂th = −∇(2)
{
(h− ln a)3∇(2) [4(2)h− ∂hf(h)]
}
(2.79)
mit
∂hf(h) = M(h) +Gh . (2.80)
Im Folgenden wird die Abku¨rzung ∂hf(h) beibehalten und nur falls notwen-
dig, die konkrete Form in Gl. (2.80) verwendet. Dies bietet sich an, da sich
einige der Resultate direkt auf andere Formen von ∂hf(h) u¨bertragen lassen
[77, 76, 75, 74, 70, 71]. In diesem Zusammenhang soll daran erinnert werden,
dass Π = −M(h) der entsprechende Trennungsdruck in unserem Modell ist.
2.2 Allgemeine Eigenschaften der Evoluti-
onsgleichung
Die Gl. (2.79) fu¨r die Evolution der Oberfla¨che h(x, t) ist von ihrer Struktur
her a¨hnlich der Cahn-Hilliard Gleichung, welche das spinodale Entmischen
von bina¨ren Mischungen beschreibt [16].
In Analogie dazu bezeichnet man das Aufreisen eines glatten Films aufgrund
von Oberfla¨cheninstabilita¨ten in benetzte und unbenetzte Bereiche als Spi-
nodales Entnetzen [50]. Im Gegensatz zur Cahn-Hilliard-Gleichung besitzt
Gl. (2.79) jedoch eine kompliziertere Form, so dass man weitgehend auf die
numerische Untersuchung ihrer Eigenschaften angewiesen ist. Einige dieser
Eigenschaften folgen aus den analytischen Resultaten aus Arbeiten zur Cahn-
Hilliard-Gleichung [54, 53], weisen jedoch den einen oder anderen Unterschied
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auf.
Zuna¨chst wird die lineare Stabilita¨t glatter Filme der Dicke h¯ betrachtet,
welches die lokalen Stabilita¨tsgrenzen liefern wird. Anschließend wird die
globale Stabilita¨t untersucht. Das fu¨hrt zu stationa¨ren Lo¨sungen, welche die
Form ra¨umlich getrennter, benetzter und unbenetzter Bereiche besitzen. Die
stationa¨ren Lo¨sungen von (2.79) sind von der Wahl der Randbedingungen
abha¨ngig, so dass auf diese zuna¨chst eingegangen wird.
2.2.1 Randbedingungen
Zur Lo¨sung der Gl. (2.79) werden zwei unterschiedliche Randbedingungen
betrachtet. Zum einen periodische mit den Seitenla¨ngen Lx und Ly, zum
anderen die eines glatten Films im Unendlichen. Die Evolutionsgleichung
(2.86) la¨sst sich als Divergenz eines Stromes J
∂th = −∇(2)J(h) (2.81)
schreiben, wobei der Strom gegeben ist als
J =
{
(h− ln a)3∇(2) [4(2)h− ∂hf(h)]
}
. (2.82)
Mit den Randbedingungen folgt dann die Volumenerhaltung zu
∂tV = ∂t
∫∫
h dxdy =
∫∫
∂th dxdy
=
∫∫
∇(2)J dxdy =
∫
Ω
J · n|ΩdΩ = 0, (2.83)
wobei n der Normalenvektor des Randes Ω darstellt, welcher nach aussen
zeigt. Beim zweiten Gleichheitszeichen wurde vorausgesetzt, dass die Inte-
grationsgrenzen zeitunabha¨ngig sind und beim Letzten, dass die Ra¨nder pe-
riodisch sind, oder der Strom im Unendlichen verschwindet. Die gewa¨hlten
Randbedingungen sind damit mit der Volumenerhaltung vereinbar.
2.2 Allgemeine Eigenschaften der Evolutionsgleichung 41
2.2.2 Lyapunov-Funktional
Die Evolutionsgleichung (2.73) la¨sst sich aus der Variation einen Lyapunov-
Funktionals der Form
F (h) =
∫∫ [
1
2
(∇(2)h)2 + f(h)
]
dxdy (2.84)
herleiten, wobei
f(h) = −e−h (2− e−h) + 1
2
Gh2 (2.85)
ist. Die Evolutionsgleichung (2.79) la¨sst sich damit schreiben als
∂th = ∇(2)
(
Q(h)∇(2) δF
δh
)
, (2.86)
wobei δ/δh die Funktionalableitung ist. Damit F auch ein Lyapunov Funktio-
nal darstellt, muss dF/dt < 0 sein. Multiplikation von Gl. (2.86) mit δF/δh
und Integration u¨ber dxdy ergibt nach partieller Integration
dF
dt
= −
∫∫
Q(h)
(
∇(2) δF
δh
)2
dxdy, (2.87)
was wegen Q(h) > 0 immer negativ ist. Das Integral F soll im Weiteren als
”Energie” und f(h) als die freie Gibbssche Energie bezeichnet werden. Damit
la¨sst sich die absolute Stabilita¨t stationa¨rer Lo¨sungen untersuchen.
2.2.3 Lokale Stabilita¨t der homogenen Lo¨sung
Mit Hilfe des Lyapunov-Funktionals lassen sich einige generelle Aussagen
u¨ber die Stabilita¨t der stationa¨ren Lo¨sungen von Gl. (2.79) gewinnen. Zu
Beginn soll der Gradiententerm in (2.84) einmal vernachla¨ssigt werden. Die
Gu¨ltigkeit dieser Na¨herung soll spa¨ter noch erla¨utert werden. Es soll ange-
nommen werden, dass unser System ein gewisses Volumen V besitze.
Zuna¨chst soll von der homogenen Lo¨sung ausgegangen werden, d.h. einem
glatten Film der Ho¨he h¯. Dazu wird die Gibbssche freie Energie
f(h) = −e−h (2− e−h) + 1
2
Gh2, (2.88)
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betrachtet, welche fu¨r die Stabilita¨t des glatten Films verantwortlich ist. Der
glatte Film wird gesto¨rt, indem die Schichtdicke u¨ber eine Fla¨che B auf
den Wert hu abgesenkt und an einer anderen Stelle u¨ber die Fla¨che A auf
den Wert ho erho¨ht wird. Um die Volumenerhaltung zu gewa¨hrleisten, muss
(h¯−hu)B = (ho−h¯)A gelten. Ferner werden die Abweichungen δha = (ho−h¯)
und δhb = (h¯ − hu) eingefu¨hrt. Die Gesamtfla¨che wird mit Ω = A + B
bezeichnet. Damit ergibt sich die Energiea¨nderung zu
δF = Ωf(h¯)− Ω
(
h¯− hu
ho − hu
)
f(h¯+ δha)− Ω
(
ho − h¯
ho − hu
)
f(h¯− δhb), (2.89)
wobei A und B mit Hilfe der Volumenerhaltung ersetzt wurden. Da nur kleine
Auslenkungen betrachtet werden, bietet es sich an, in der Energiedifferenz
f(h) in eine Reihe um h¯ der Form
f(h¯+ δh) = f(h¯) + ∂hf(h)|h=h¯ δh +
1
2
∂hhf(h)|h=h¯(δh)2 (2.90)
+
1
6
fhhhf(h)|h=h¯(δh)3 +O(|δh|4)
zu entwickeln. Dies ergibt fu¨r die Energiea¨nderung
δF =Ωf(h¯) (2.91)
− Ω
(
h¯− hu
ho − hu
)[
f(h¯) + ∂hf(h)|h=h¯ δha +
1
2
∂hhf(h)|h=h¯(δha)2
+
1
6
fhhhf(h)|h=h¯(δha)3 + · · ·
]
− Ω
(
ho − h¯
ho − hu
)[
f(h¯) − ∂hf(h)|h=h¯ δhb +
1
2
∂hhf(h)|h=h¯(δhb)2
− 1
6
fhhhf(h)|h=h¯(δhb)3 + · · ·
]
= − Ω
[
1
2
∂hhf(h)|h=h¯ (δhaδhb)
+
1
6
(
δhaδhb
δha + δhb
)
∂hhhf(h)|h=h¯ ((δha)2 − (δhb)2) + · · ·
]
.
Die homogene Lo¨sung ist instabil, wenn die Energiea¨nderung δF negativ ist,
d.h. die homogene Lo¨sung eine ho¨here Energie besitzt, als die gesto¨rte. Wird
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von infinitesimal kleinen Auslenkungen ausgegangen, so folgt mit δha, δhb > 0
aus (2.91), dass der glatte Film lokal stabil ist fu¨r
∂hhf(h) < 0. (2.92)
Dies bedeutet, es gibt einen instabilen Schichtdickenbereich
hui < h¯ < h
o
i (2.93)
mit
h
o/u
i = − ln
[
1
4
(
1±√1− 4G
)]
(2.94)
in dem der glatte Film gegen infinitesimal kleine Sto¨rungen instabil ist. Das
identische Ergebnis ergibt sich, wenn der Term ∇(2) beru¨cksichtigt, die Ana-
lyse jedoch im Fourrieraum gemacht wird. Dazu wird von einer Sto¨rung der
Form h(x) = h¯+² exp(βt+ikx) ausgegangen, wobei β die lineare Wachstums-
rate und k der zweidimensionale Wellenvektor ist. Einsetzen dieses Ansatzes
in die linearisierte Form von Gl. (2.79) liefert fu¨r die lineare Wachstumsrate
der Sto¨rung
β = −(h¯− ln a)3 k2 [k2 + ∂hhf(h)|h=h¯] , (2.95)
wobei k2 = k · k ist. Die Bedingung β > 0 liefert wieder den Instabilita¨tsbe-
reich aus Gleichung (2.93) bzw. (2.94). Fu¨r den gro¨ßten, instabil werdenden
Betrag kkrit ergibt sich aus β = 0 in Gl. (2.95) fu¨r die Ho¨he h¯
kkrit =
√
−∂hhf(h)|h=h¯ (2.96)
welches der kleinsten instabil werdenden Wellenla¨nge
λkrit =
2pi√−∂hhf(h)|h=h¯ (2.97)
entspricht. Die am schnellsten wachsende Wellenla¨nge ergibt sich zu
λm =
√
2λkrit (2.98)
mit der Wachstumsrate
βm =
1
4
(h¯− ln a)3 [∂hhf(h)|h=h¯]2. (2.99)
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Betrachtet man die Linearisierung von Gl. (2.79) um den glatten Film der
Dicke h¯ im Ortsraum
∂t δh(x) = (h− ln(a))3(∂hhf(h)|h=h¯∂xx − ∂xxxx) δh(x), (2.100)
so bedeutet die Bedingung ∂hhf(h)h=h¯ = 0, dass der Diffusionskoeffizient an
dieser Stelle sein Vorzeichen a¨ndert.
2.2.4 Globale Stabilita¨t der homogenen Lo¨sung
Es soll nun die globale Stabilita¨t eines glatten Films der Ho¨he h¯ untersucht
werden. Dazu wird der Verlauf der freien Gibbs Energie f(h) in Abbbildung
0 2 4 6 8
h
-1
-0.5
0
0.5
1
1.5
f(h
)
ho
m
hoih
u
ih
u
m
hk
Abbildung 2.9: Die Gibbssche Energie f(h) mit den Stabilita¨tsgrenzen fu¨r
G = 0.05. Die unterbrochene Linie besitzt die Steigung µ˜k
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2.9 betrachtet.
Die lokalen Instabilita¨tsgrenzen hui und h
o
i sind als Wendepunkte von f(h)
bereits eingezeichnet. Diese begrenzen den mittleren konkaven Bereich der
Kurve. Nach Gl. (2.89) ist die Separation in einen Bereich einer erho¨hten
Schichtdicke ho = h¯ + δha und einer erniedrigten Schichtdicke h
u = h¯ − δhb
dann energetisch gu¨nstiger, wenn dadurch die Gesamtenergie abgesenkt wird.
Dabei muss das Volumen konstant bleiben, d.h. es ist δhaA = δhbB. Damit
ergibt sich
A = Ω
(
h¯− hu
ho − hu
)
B = Ω
(
ho − h¯
ho − hu
)
, (2.101)
wobei Ω = A+B ist. Unter Beru¨cksichtigung dieser Volumenerhaltung hoA+
huB = h¯C ergibt sich die Instabilita¨tsbedingung,[(
h¯− hu
ho − hu
)
f(ho) +
(
ho − h¯
ho − hu
)
f(hu)
]
< f(h¯). (2.102)
Einsetzen der beiden Punkte mit gemeinsamer Tangente an f(h) liefert (siehe
Abb. 2.9)[(
h¯− hum
hom − hum
)
f(hom) +
(
hom − h¯
hom − hum
)
f(hum)
]
< f(h¯). (2.103)
Wenn die Schichtdicke h¯ eines glatten Films im Bereich hum < h¯ < h
o
m liegt,
dann ist dieser immer global instabil gegen Phasenseparation. Die rechte
Seite von Gl. (2.103) stellt einen Wert auf der Tangenten (siehe Abb. 2.9) in
dem Bereich dar, wo dieser immer kleiner ist als f(h¯). Die beiden Punkte hom
und hum lassen sich charakterisieren durch
∂hf(h)|h=hum = ∂hf(h)|h=hom
f(hom)− f(hum)
hom − hum
= ∂hf(h)|h=hum,hom . (2.104)
Dies entspricht der Maxwell-Konstruktion beim verallgemeinerten Druck
Π˜(h) = −M(h)−Gh (2.105)
nach Abb. 2.10. Bevor im Folgenden Lo¨sungen von Gl. (2.79) untersucht
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Abbildung 2.10: Darstellung der Maxwell-Konstruktion und der linearen Sta-
bilita¨tsgrenzen beim negativen verallgemeinerten Druck −Π˜(h) fu¨r G = 0.05,
a = 0.1
werden, soll nochmals die urspru¨ngliche Evolutionsgleichung des Dichtepro-
fils (2.3) herangezogen werden, um die Bedeutung der so eben gefundenen
Schichtdicken h = hum, h
o
m in dieser Beschreibungsebene zu erla¨utern. Die
unskalierte Evolutionsgleichung fu¨r die Dichte ergibt sich aus (2.3) zu
∂tρ = ∂zzρ− ∂ρg(ρ) + µ, (2.106)
wobei g(ρ) durch Gl. (2.14) gegeben ist. Durch Entwicklung der Dichte aus
(2.32) nach a erha¨lt man in erster Ordnung in a fu¨r die Abweichung in ska-
lierten Einheiten
∂tρ1(z;h) = a ∂zzρ1(z;h) − a ρ1(z;h) + a2(µ˜+G), (2.107)
wobei die Randbedingungen ρ(0) = 1 − a und ρ(z)|z→∞ = 0 sind. Dabei
wurde ∂zzρ0 − g(ρ0) = 0 verwendet. Im letzten Term wurde die Gravitation
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mit einbezogen und das chemische Potenzial durch µ = a2µ˜ ersetzt. Die
stationa¨ren Lo¨sungen von (2.107) ergibt sich zu
∂zzρ1(z;h) + a g
′ (ρ0(z − h)) ρ1(z;h) + a(µ˜−Gz) = 0. (2.108)
Die Dichtefunktionen in 1. Ordnung ρ1(z;h) sind durch den Parameter h
eindeutig bestimmt. Es reicht daher aus, das µ˜s zu finden, welches bei ge-
gebenem hs die Gleichung bei z = hs erfu¨llt, um eine stationa¨re Lo¨sung zu
erhalten. Das chemische Potenzial µ˜s ergibt sich in diesem Falle zu
µ˜s =
[
2e−hs(1− e−hs) + Ghs
]
= ∂hf(h)|h=hs , (2.109)
wobei die explizite Form von ρ1(z;h) eingesetzt und h um ln(a) verschoben
wurde. Dies entspricht genau den Gleichungen (2.41) und (2.55), die fru¨her
hergeleitet wurden. Um die Stabilita¨t dieser Lo¨sung zu erhalten, ist es no¨tig
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Abbildung 2.11: Gena¨herte Dichteprofile der beiden stabilen Ho¨he h = hum
und hom, fu¨r G = 0.05 und a = 0.1
die entsprechende unskalierte Evolutionsgleichung fu¨r die Dichtekorrektur bei
z = hs zu betrachten. Sie ergibt sich zu
∂tρ1(z = hs) = −a2 ∂h [f(h)− µ˜s h] . (2.110)
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Der Wert des Dichteprofils bei z = hs und damit das Profil selbst ist bei
einem korrespondierenden chemischen Potenzial µ˜s stabil, wenn das Potenzial
f(h)− µ˜s h bei hs ein Minimum besitzt. Mit dem kritischen Wert
µ˜k = ∂hf(h)|h=hum,hom , (2.111)
erha¨lt man das chemische Potenzial, welches gleichzeitig zwei stabile Dich-
teprofile besitzt. Diese sind um z = hum und z = h
o
m zentriert (siehe Abb.
2.11). Ein in x-y-Richtung ra¨umlich begrenztes System mittlerer Schichtdicke
hum < h¯ < h
o
m erreicht somit seine stabilste Konfiguration durch Separation in
zwei Bereiche der Dicken hum und h
o
m, genau wie wir es bereits oben erhalten
haben. Da der Term (∇(2)h)2 vernachla¨ssigt wurde, ergibt sich die stabilste
Konfiguration fu¨r das chemische Potenzial µ˜k.
Im na¨chsten Abschnitt werden die bisherigen Ergebnisse in einem Diagramm
zusammengefasst und der Einfluss des Beitrags (∇(2)h)2 im Energiefunktio-
nal (2.84) diskutiert.
2.2.5 Stabilita¨tsdiagramm und Eigenschaften der sta-
tiona¨ren Lo¨sungen
In diesem Abschnitt werden die zuvor erhaltenen Ergebnisse in einem Dia-
gramm zusammengefasst und deren Bedeutung in Hinblick auf die stati-
ona¨ren Lo¨sungen diskutiert.
Abbildung 2.12 entha¨lt die verschiedenen Stabilita¨tsbereiche fu¨r einen glat-
ten Film der Ho¨he h. Im spinodalen Bereich, der durch die durchgezogene
Linie begrenzt ist, ist der glatte Film instabil gegen Phasenseparation. Im
metasatabilen Bereich ist eine endliche Sto¨rung notwendig, um ihn zu de-
stabilisieren. Fu¨r G > 0.25 stellt der glatte Film die einzige stabile Form
der Lo¨sung dar. Der Punkt (Gc,hc)=(0.25,ln(4/a)) soll als kritischer Punkt
bezeichnet werden. Wie spa¨ter gezeigt wird ist es mo¨glich, die stationa¨ren
Lo¨sungen in der Na¨he dieses Punktes na¨herungsweise analytisch zu berech-
nen.
Die gepunktete Linie gibt die kritische Ho¨he hkrit des glatten Films an, welche
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Tropfen von Lo¨chern trennt. Fu¨r mittlere Filmdicken oberhalb dieser Linie
erfolgt die Phasenseparation durch Ausbildung von Lo¨chern, deren untere
Filmdicke einem unbenetzten Bereich entspricht. Fu¨r mittlere Filmdicken
unterhalb der Linie bilden sich Tropfen. Fu¨r glatte Filme einer Dicke auf der
gepunkteten Linie erfolgt die Dynamik sehr schnell, der glatte Film ist hier
am instabilsten.
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Abbildung 2.12: Stabilita¨tsdiagramm fu¨r a = 0.1
Die stabilste Lo¨sung stellt eine Lo¨sung dar, bei der die beiden Phasen bei
gegebenem G in zwei Bereiche der beiden Schichtdicken hum und h
o
m, welche
auf der gestrichelten Linie liegen, separiert sind. In den bisherigen Betrach-
tungen wurde der Term (∇h)2 im Integranden des Energiefunktionals (2.84)
vernachla¨ssigt. Fu¨r relativ große Tropfen oder Lo¨cher wird dessen Beitrag,
welcher immer positiv ist, keine allzugroße Rolle spielen. Er liefert einen Ober-
fla¨chenterm, welcher nur im U¨bergangsbereich zwischen zwei Schichtdicken
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einen signifikanten Beitrag leistet. Da er die freie Energie erho¨ht, scheint es
heuristisch, dass man die stabilste Lo¨sung erha¨lt, wenn dieser Oberfla¨chen-
beitrag und somit die Oberfla¨che zwischen den beiden Schichtdicken minimal
wird unter Beru¨cksichtigung der Randbedingungen. Mit anderen Worten er-
gibt sich die stabilste Lo¨sung, wenn das System nur aus zwei Bereichen unter-
schiedlicher Schichtdicken besteht und die Grenzfla¨che zwischen den beiden
Bereichen minimal ist.
Um diese eher anschauliche Aussagen zu verifizieren, wenden wir uns der
quantitativen Analyse der mo¨glichen stationa¨ren Lo¨sungen unseres Systems
zu. Eine Funktion h(x) ist dann eine stationa¨re Lo¨sung der Gl. (2.79), wenn
die Variation des Funktionals F (h) konstant ist, d.h. es ist
δF
δh(x)
∣∣∣∣
h=h0(x)
= const = µ˜ (2.112)
woraus sich sofort ∂th(x) = 0 ergibt
2. Die Konstante µ˜ ist wieder unser
chemisches Potenzial, also der Lagrangemultiplikator, welcher die Volume-
nerhaltung
∂t
∫∫
h(x) dxdy = 0 (2.113)
gewa¨hrleistet. Dies fu¨hrt uns zum Variationsproblem
δ
δh(x)
(
F (h(x))− µ˜
∫∫
h(x) dxdy
)
= 0 (2.114)
bzw.
δ
δh(x)
∫∫ [
1
2
(∇(2)h(x))2 + f(h(x)) − µ˜h(x)] dxdy = 0 (2.115)
und somit zu der Gleichung
4(2)h(x)− ∂hf(h(x)) + µ˜ = 0. (2.116)
Das Ho¨henprofil ist lokal stabil, wenn es unter den Randbedingungen F mi-
nimiert. Im na¨chsten Abschnitt werden radialsymmetrische Lo¨sungen dieser
2Es wa¨re auch mo¨glich noch einen Term Kx x + Ky y, mit den Konstanten Kx und
Ky auf der rechten Seite hinzuzufu¨gen, dieser kann jedoch wegen der Symmetrie x→ −x,
y → −y der Gl. (2.79) immer zu 0 gesetzt werden
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Gleichung betrachtet. Dazu wird die stationa¨re Gleichung als Bewegungsglei-
chung eines verallgemeinerten dynamischen Systems interpretiert.
2.2.6 Stationa¨re Gleichung als dynamisches System
Motiviert durch die Annahmen im letzten Abschnitt u¨ber die Minimierung
der Grenze zwischen benetztem und unbenetztem Bereich, werden an dieser
Stelle radialsymmetrischen Lo¨sungen von Gl. (2.116) untersucht. Dabei sei
das Hauptaugenmerk auf ein einzelnes Loch, bzw. einen einzelnen Tropfen
gerichtet. Die folgenden U¨berlegungen entsprechen denen von R. Bausch
und R. Blossy in [5] fu¨r den Fall eines elementareren Funktionals f(h) [68]
fu¨r die Beschreibung von Entnetzugsu¨berga¨ngen 1. Ordnung.
Schreibt man Gl. (2.116) in Zylinderkoordinaten (r, φ), so erha¨lt man fu¨r den
Fall rotationssymmetrischer, zweidimensionaler Lo¨sungen
∂rrh(r) +
1
r
∂rh(r) = −∂h [−f(h(r)) + µ˜ h(r, φ)] . (2.117)
In Analogie zur klassischen Mechanik la¨sst sich Gl. (2.117) als Bewegungs-
gleichung eines Massepunktes unter Einfluss des Potenzials
Φ = f(h(r))− µ˜ h(r) (2.118)
auffassen, wobei r die Rolle einer Zeit spielt. Das Potenzial entspricht einer
verallgemeinerten Form des effektiven Grenzfla¨chenpotenzials aus Abschnitt
1.2.1. Im dreidimensionalen Fall ist diese Bewegung jedoch aufgrund des zwei-
ten Term der rechten Seite von (2.117) geda¨mpft. Um eine Vorstellung u¨ber
die Lo¨sungen zu bekommen, soll der konkreten Fall des Potenzials Φ fu¨r die
Parameter µ˜ = 0.35 und G = 0.05 betrachtet werden (Abb.2.13).
Eine radialsymmetrische, bis ins Unendliche ausgedehnte Tropfenlo¨sung kann
man sich in diesem Bild folgendermaßen vorstellen. Ein Teilchen startet
rechts, etwas oberhalb der gestrichelten Linie bei der Ho¨he h1 mit der Ge-
schwindigkeit ∂rh(r) = 0 und erreicht nach unendlich langer ”Zeit” r das
rechte Maximum bei h∞ mit der Geschwindigkeit ∂rh(r)|r=∞ = 0. Eine sol-
che Ho¨he h1 la¨sst sich immer finden, insofern das rechte Maximum ho¨her
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Abbildung 2.13: Potenzial Φ(h) fu¨r G = 0.05 µ˜ = 0.35
ist, als das linke. Startet man mit einem zu kleinen h1, so erha¨lt man eine
oszillierende Bewegung mit abnehmender Amplitude. Fu¨r ein zu großes h1
schießt das Teilchen u¨ber das lokale Maximum hinaus. Dazwischen existiert,
solange der Bereich innerhalb der gestrichelten Linie von Abb. (2.12) nicht
verlassen wird, immer ein Wert h1 der den Anforderungen genu¨gt. Dies la¨sst
sich dadurch begru¨nden, dass der Da¨mpfungsterm fu¨r r → ∞ unbedeutend
und die anfa¨ngliche Bewegung immer langsamer wird, je weiter sich h1 an
das rechte Maximum anna¨hert. Im zweidimensionalen Fall la¨sst sich aufgrund
der fehlenden Da¨mpfung der entsprechende Wert h1 leicht aus der Bedingung
Ψ(h∞) = Ψ(h1) gewinnen.
Fu¨r Werte von µ˜, fu¨r welche das linke Maximum niedriger liegt als das rech-
te, finden sich Lochlo¨sungen, die von kleinen h her starten und dann schließ-
lich auf dem rechten Maximum zur Ruhe kommen. In Abb. (2.14) ist ein
typisches Tropfenprofil h(r) fu¨r das Potenzial aus Abb. (2.13) dargestellt.
Die unterschiedlichen Lo¨sungen lassen sich durch die Ho¨he im Unendlichen
h∞ charakterisieren. Diese Ho¨he entspricht der Position des linken bzw. bei
Lo¨chern rechten Maximums des Potenzials Φ(h), aus dem der zugeho¨rigen
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Wert fu¨r µ˜(h∞) berechnet werden kann.
Die unterschiedlichen, unendlich ausgedehnten Lo¨sungen lassen sich somit,
wenn man von den entarteten, glatten Lo¨sungen absieht, eindeutig durch µ˜
oder h∞ parametrisieren.
Inwieweit die einzelnen Lo¨sungen fu¨r unser System von Bedeutung sind,
ha¨ngt von deren Stabilita¨t bezu¨glich des vollen, zeitabha¨ngigen Systems ab.
Aufgrund der Struktur der Evolutionsgleichung (2.79) und insbesondere we-
gen des Mobilita¨tsfaktors (h−ln a)3 erweist sich eine lineare Stabilita¨tsanaly-
se rotationssymmetrischer Tropfen oder Lo¨cher als relativ schwierig und nur
numerisch durchfu¨hrbar. Deshalb wird hier davon abgesehen. Das na¨chste
Kapitel wird sich daher auf zweidimensionale Lo¨sungen beschra¨nken, deren
Behandlung deutlich einfacher ist, jedoch viele wesentliche Eigenschaften des
Systems wiederspiegelt.
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Abbildung 2.14: Numerische Lo¨sung fu¨r G = 0.05 µ˜ = 0.35
In Bezug auf die dreidimensionalen, radialsymmetrischen Lo¨sungen wird er-
wartet, dass eine stationa¨re Lo¨sung wie die eines kreisfo¨rmigen Tropfens oder
Lochs gegenu¨ber einer Sto¨rung, welche die Rotationssymmetrie bricht, weit-
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gehend stabil ist, da die Kreisform das Verha¨ltnis von Fla¨che zu Umfang ma-
ximiert und damit die freie Energie minimiert. Dies kann hier jedoch nicht
bewiesen werden. Die Vermutungen begru¨nden sich darauf, dass eine Mi-
nimierung des U¨bergangsbereichs der beiden metastabilen Schichtdicken zu
einer Minimierung des Lyapunov-Potenzials fu¨hrt und die Minimaloberfla¨che
im Zweidimensionalen durch den Kreis gegeben ist.
Bevor die zweidimensionalen Form des Systems genauer untersucht wird, soll
nun der Entnetzungsprozess des dreidimensionalen Systems anhand numeri-
scher Simulationen betrachtet werden.
2.3 Numerische Simulationen in 3-d
Den Schluss dieses Kapitels bilden numerischer Simulationen der dreidimen-
sionalen Gleichung, welche das Aufbrechen eines glatten Films im spinodalen
Schichtdickenbereich veranschaulichen.
Dazu wird die Gleichung (4.2) numerisch u¨ber einem zweidimensionalen Git-
ter von 512 × 512 Punkten integriert, wobei die Ortsauflo¨sung in x- und
y-Richtung so gewa¨hlt wird, dass die Bereichsla¨nge L = 8λm (2.98) ent-
spricht. Die Randbedingungen wurden fu¨r beide Richtungen zyklisch gewa¨hlt.
Fu¨r die Simulation wird ein pseudospektrales, semiimplizites Euler-Vorwa¨rts-
Verfahren verwendet (Anhang A.2). Die Simulationen unterscheiden sich in
der Wahl der mittleren Schichtdicke h¯, wobei die Parameter G = 0.2 und
a = 0.1 beibehalten wurden.
1. Spinodale Entnetzung unter Tropfenbildung:
Den zeitlichen Entnetzungsverlauf, ausgehend von einem glatten Film
der mittleren Schichtdicke h¯ = 1.2 im Tropfenbereich, ist in den Ab-
bildungen 2.15 und 2.16 dargestellt. Die Wellenzahl der instabilsten
Moden des glatten Films betrug in diesem Fall km ≈ 0.14 welches zu
einer Zeitskala der spinodalen Instabilita¨t von τ = 1/βm ≈ 60 (siehe Gl.
(2.99) ) entspricht. Der glatte Film wird zuna¨chst linear instabil und es
bilden sich kleine Tropfen, deren Durchmesser von der Gro¨ßenordnung
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der instabilsten Wellenla¨nge ist. Im weiteren Verlauf verschmelzen die-
se zu gro¨ßeren Tropfen, bis schließlich nur ein großer, runder Tropfen
u¨brig bleibt.
2. Spinodale Entnetzung unter Lochbildung:
Das Verhalten fu¨r die Entnetzung unter der Ausbildung von Lo¨chern
entspricht weitgehend dem der Tropfenbildung. Der glatte Film wird
instabil und es bilden sich kleine Lo¨cher, welche zu gro¨ßeren verschmel-
zen bis nur noch ein großes, rundes Loch existiert (siehe Abb. 2.17 und
2.18). Die mittlere Schichtdicke betrug hier h¯ = 1.8, welches zu der
Wellenzahl km ≈ 0.10 und einer Zeitskala von τ ≈ 128 fu¨hrt.
3. Spinodale Entnetzung unter Ausbildung labyrinthartiger Strukturen:
Die Anfangsbedingung ist ein glatter Film, dessen Schichtdicke h¯ =
1.486 auf der Grenze zwischen Loch- und Tropfenbereich liegt. Die Wel-
lenzahl der instabilsten spionodalen Mode betra¨gt hierfu¨r km ≈ 0.15
und die dazugeho¨rige Zeitkonstante τ ≈= 32. Der glatte Film wird in-
stabil unter Ausbildung labyrinthartiger Strukturen, welche nach und
nach zu großskaligeren verschmelzen (siehe Abb. 2.19 und 2.20). Fu¨r
sehr lange Zeiten fu¨hrt die Strukturbildung wiederum zu einem Trop-
fen oder einem Loch, je nachdem, ob die mittlere Schichtdicke mehr im
Loch- oder Tropfenbereich liegt. Es zeigt sich jedoch, dass der Entnet-
zungsverlauf deutlich von der im Loch- oder Tropfenbereich abweicht,
da die labyrinthartigen Strukturen u¨ber eine la¨ngere Zeit erhalten blei-
ben und die Bildung separierter Lo¨cher oder Tropfen erst sehr spa¨t
erfolgt.
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Abbildung 2.15: Dreidimensionale Darstellung der Tropfenbildung ausgehend
von einer glatten Filmoberfla¨che der mittleren Ho¨he h¯ = 1.2 im Tropfenbe-
reich bei G = 0.2, a = 0.1, 4x = 4y = 0.95 fu¨r 512× 512 Punkte.
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Abbildung 2.16: Dreidimensionale Darstellung der Tropfenbildung im fortge-
schrittenen Stadium mit der mittleren Ho¨he h¯ = 1.2 im Tropfenbereich bei
G = 0.2, a = 0.1, 4x = 4y = 0.95 fu¨r 512× 512 Punkte.
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Abbildung 2.17: Dreidimensionale Darstellung der Lochbildung ausgehend
von einer glatten Filmoberfla¨che der Ho¨he h¯ = 1.8 im Lochbereich bei
G = 0.2, a = 0.1, 4x = 4y = 0.7 fu¨r 512× 512 Punkte.
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Abbildung 2.18: Dreidimensionale Darstellung der Lochbildung im fortge-
schrittenen Stadium mit der mittleren Ho¨he h¯ = 1.8 im Lochbereich bei
G = 0.2, a = 0.1, 4x = 4y = 0.7 fu¨r 512× 512 Punkte.
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Abbildung 2.19: Dreidimensionale Darstellung der Bildung labyrinthartiger
Strukturen ausgehend von einer glatten Filmoberfla¨che der mittleren Ho¨he
h¯ = 1.486 auf der Grenzlinie zwischen Loch- und Tropfenbereich bei G = 0.2,
a = 0.1, 4x = 4y = 0.64 fu¨r 512× 512 Punkte.
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Abbildung 2.20: Dreidimensionale Darstellung der Bildung labyrinthartiger
Strukturen im fortgeschrittenen Stadium fu¨r eine mittleren Ho¨he h¯ = 1.486
auf der Grenzlinie zwischen Loch- und Tropfenbereich bei G = 0.2, a = 0.1,
4x = 4y = 0.64 fu¨r 512× 512 Punkte.
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Kapitel 3
Zweidimensionale Beschreibung
der Evolutionsgleichung
In diesem Kapitel werden die Lo¨sungen der zweidimensionalen Version der
Filmevolutionsgleichung untersucht. Dazu werden zuna¨chst die stationa¨ren
Lo¨sungen betrachtet und diese fu¨r periodische Randbedingungen berech-
net. Die stationa¨ren Lo¨sungsfamilien werden dann durch Amplitude, Peri-
odenla¨nge und die dazugeho¨rige Lyapunov Energie klassifiziert.
Anschließend erfolgt eine Untersuchung in Hinblick auf die dynamische Evo-
lutionsgleichung anhand einer linearen Satabilita¨tsanalyse und es wird ein
Vergleich zu den Eigenschaften des glatten Films hergestellt.
Schließlich werden die gefundenen Ergebnisse mit numerischen Simulationen
der zeitabha¨ngigen Gleichung verglichen.
3.1 Die 2d-Evolutionsgleichung
Fu¨r die zweidimensionale Beschreibung wird von der Form von Gl. (2.79) in
einer Raumdimension
∂th(x, t) = −∂x
{
(h(x, t)− ln a)3 ∂x [∂xxh(x, t)− ∂hf (h(x; t))]
}
(3.1)
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ausgegangen, wobei ∂hf(h) nach (2.80) gegeben ist durch
∂hf(h) = M(h) +Gh . (3.2)
mit
M(h) = 2e−h
(
1 − e−h) . (3.3)
Das dazugeho¨rige Lyapunov-Funktional in eindimensionaler Form ist
F (h) =
∫ [
1
2
(∂xh)
2 + f(h)
]
dx. (3.4)
Es werden zuna¨chst die stationa¨ren Lo¨sungen von Gl. (3.1) betrachtet.
3.2 Stationa¨re Lo¨sungen
Die stationa¨ren Lo¨sungen ergeben sich aus Gl. (2.116) als Lo¨sungen von
∂xxh(x)− ∂hf(h(x)) + µ˜ = 0. (3.5)
Dabei werden periodische Randbedingungen fu¨r die Systemla¨nge L in der
Form
h(x = 0) = h(x = L) (3.6)
gefordert. Durch Multiplizieren von Gl.(3.5) mit ∂xh und unbestimmte Inte-
gration u¨ber x ergibt sich
∂xh =
√
2
√
f(h) − (∂hf(h0))h − C, (3.7)
wobei h0 die Ho¨he am Aufpunkt der Integration x0 ist. Die Integrationskon-
stante C wird u¨ber die Beziehung ∂xh(x)|x=x1 = 0 festgelegt. Die Filmdicke
an dieser Stelle soll mit h1 = h(x1) bezeichnet werden und es wird gefordert,
dass diese Ho¨he entweder ein Maximum oder ein Minimum des Ho¨henprofils
darstellt. Damit ergibt sich die Konstante C zu
C = f(h1) − (∂hf(h1))h0. (3.8)
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Da das Oberfla¨chenprofil beliebig verschoben werden kann, wird die Integra-
tion so gewa¨hlt, dass h1 den Aufpunkt der Integration darstellt. Fu¨r µ˜ gilt
damit
µ˜ = f(h0). (3.9)
Die stationa¨ren Lo¨sungen lassen sich, abgesehen von der entarteten glatten
Lo¨sung mit h0 = h1 ab, durch das Parameterpaar (h0, h1) bzw. (µ˜, C) ein-
deutig charakterisieren (siehe auch Abschnitt 2.2.6). Die nicht glatten Lo¨sun-
gen sollen im Weiteren als lokalisierte Lo¨sungen bezeichnet werden, da sie
Tropfen- bzw. Lochlo¨sungen enthalten.
3.2.1 Lokalisierte Lo¨sungen
Zuna¨chst soll nochmals auf die Beschreibungsform aus Abschnitt (2.2.6)
zru¨ckgekommen werden. Dazu werden die stationa¨ren Lo¨sungen wiederum
als Trajektorien eines Teilchens unter dem Einfluss des Potenzials Φ(h) und
der ”Zeit” x betrachtet. Die expliziten Lo¨sungen dieses dynamischen Systems
lassen sich durch numerische Integration von Gl. (3.7) gewinnen.
Um Aufschluss u¨ber die unterschiedlichen Typen von Lo¨sungen zu erhalten,
wird das dynamische System (2.117) in der zweidimensionalen Phasenebene
(hx(x) = ∂xh(x), h(x)) dargestellt. Es ergibt sich zu
∂xh(x) = hx(x), (3.10)
∂xhx(x) = M (h(x)) +Gh(x)−M (h0)−Gh0. (3.11)
Dieses System besitzt, je nach der Wahl von G entweder einen, zwei oder
drei Fixpunkte, von denen wir bereits einen durch die Wahl von h0 festge-
legt haben (siehe Abb. 3.1). Zuna¨chst wird von dem Fall dreier Fixpunkte
ausgegangen.
Die zwei außen liegenden Fixpunkte stellen immer Sattelpunkte im Phasen-
raum dar. Der innere Fixpunkt ist ein Zentrum, das sich durch Berechnung
der dazugeho¨rigen Jakobimatrix zeigen la¨sst. Je nach relativer Lage der Fix-
punkte zueinander ist es mo¨glich, einen homoklinen, beziehungsweise hetero-
klinen Orbit des Systems zu finden. Diese Lo¨sung liefert, betrachtet man das
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urspru¨ngliche System, ein stationa¨res und bei geeigneter Wahl der x−Achse
bei x = 0 lokalisiertes Ho¨henprofil, welches fu¨r x→ ±∞ unendlich glatt ist.
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Abbildung 3.1: Bifurkationsdiagramm der Fixpunkte hfp fu¨r (a) bei festgehal-
tenem h0 = 1/4 fu¨r variierende G und (b) bei G = 0.04 fu¨r unterschiedliche
h0. Die unterbrochenen Linien bedeuten, dass der Fixpunkt ein Sattelpunkt
ist, die durchgezogene ein Zentrum.
Diese speziellen Lo¨sungen sollen hier im Phasenraum fu¨r den Fall G = 0.04
betrachtet werden. In Abbildung 3.2 sind einige Trajektorien in der
Phasenraumebene fu¨r die drei Werte h0 = 1/4, h0 = 0.183086074 und
h0 = 5.0 dargestellt. Rechts neben jedem Phasenbild ist jeweils ein Teil des
dazugeho¨rigen homoklinen, bzw. heteroklinen Ho¨henprofils abgebildet.
Im Fall (a) verbindet die Trajektorie (dick gestrichelt) der homoklinen
Lo¨sung die beiden Mannigfaltigkeiten des linken Sattelpunktes. Diese
Trajektorie liefert u¨ber x dargestellt eine Tropfenlo¨sung (siehe rechts).
Der dritte Fixpunkt liegt im Bereich nichtbeschra¨nkter, unphysikalischer
Lo¨sungen.
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Abbildung 3.2: Phasenportraits (links) und Oberfla¨chenprofile (rechts), der
dick gestrichelten Trajektorien bei G = 0.04 und h0 = 1/4 (a), h0 =
0.183086075 (b) und h0 = 5.0 (c). Die obere Kurve im Fall (b) rechts zeigt
eine Lo¨sung eines flachen Tropfens, d.h. eine periodische Trajektorie, sehr
nahe an den zwei Heteroklinen.
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Fu¨r den Fall (c) mit genu¨gend großem h0 haben die beiden a¨ußeren Fixpunk-
te ihre Rolle vertauscht und es ergibt sich ein Lochprofil.
Dazwischen existiert ein Wert fu¨r h0 fu¨r welches eine Trajektorie existiert,
die beide a¨ußeren Fixpunkte verbindet. Diese heterokline Trajektorie stellt
eine Frontlo¨sung dar, welche zwei unterschiedliche Ho¨hen fu¨r x → −∞ und
x → ∞ miteinander verbindet (siehe (b)). Betrachtet man die drei Pha-
senraumbilder, so finden sich innerhalb der homoklinen, bzw. heteroklinen
Linien weitere geschlossene Trajektorien, welche periodischen Lo¨sungen der
Periodenla¨nge P entsprechen. Fu¨r P →∞ gehen diese Lo¨sungen in die vor-
herigen homoklinen, bzw. heteroklinen Lo¨sungen u¨ber. Da eine periodische
Lo¨sung endlicher Periode numerisch jedoch leichter zu handhaben ist und
deren Eigenschaften fu¨r sehr große Periodenla¨ngen P anna¨hernd denen der
unendlich ausgedehnten entsprechen, werden sich die folgenden Betrachtun-
gen vor allem diesen widmen. Dazu werden deren Eigenschaften mit denen
eines glatten Films verglichen, die denselben Randbedingungen genu¨gen.
A¨hnliche Phasenraumbilder wie die in Abb. 3.2 wurden bereits beiMitlin in
[50] fu¨r ein System mit einem qualitativ a¨hnlichen Trennungsdruck gefunden.
3.2.2 Periodische Lo¨sungen
Fu¨r die weitere Betrachtung soll von einem System der Systemla¨nge L mit
periodischen Randbedingungen ausgegangen werden. Aus der Existenz des
zu minimierenden Lyapunov Funktional folgt, dass mindestens eine stabile
Lo¨sung existiert, welche den geforderten Randbedingungen genu¨gt. Dabei
kann es sein, dass nur die triviale Lo¨sung des glatten Films existiert. Fin-
det sich daru¨berhinaus eine nichttriviale periodische Lo¨sung, so kann diese
entweder energetisch tiefer liegen als die des glatten Films oder umgekehrt.
In einem solchen Fall liegt eine der beiden Lo¨sungen lediglich metastabil.
Aus den U¨berlegungen von Abschnitt 2.2.6 ergibt sich, dass im Fall einer
lokalisierten Lo¨sung das System bestrebt ist, die Oberfla¨chenergie, d.h. den
U¨bergangsbereich zwischen den zwei metastabilen Schichtdicken, zu mini-
mieren. Daraus folgt, dass die stabilste, nichtglatte Lo¨sung diejenige ist, fu¨r
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die die Periodenla¨nge mit der Systemla¨nge P = L u¨bereinstimmt. Dies folgt
daraus, dass Lo¨sungen ho¨herer Periodizita¨t einen gro¨ßeren Randbereich be-
sitzen und daher energetisch ungu¨nstiger sind.
Diese heuristische Aussage soll im Folgenden quantifiziert werden. Ferner ist
es wu¨nschenswert zu verstehen, welche Bedeutung diese ho¨herperiodischen
stationa¨ren Lo¨sungen, die unter denselben physikalischen Parametern stati-
ona¨re Lo¨sungen darstellen, fu¨r unser System besitzen.
Abbildung 3.3: Periodische Lo¨sung h(x) der Periodenla¨nge P , der mittleren
Ho¨he h¯ und dem Volumen V = h¯L
Da die Evolutionsgleichung volumenerhaltend ist, wird von einem System
ausgegangen, welches neben der Systemla¨nge L ein festes Volumen V besitzt.
Es wird untersucht, welche stationa¨ren, periodischen Lo¨sungen bei festem
G existieren. Da die Eigenschaften der periodischen Lo¨sungen mit denen
des glatten Films verglichen werden sollen, wird als Parameter anstelle
des Volumens V die mittlere Filmho¨he h¯ verwendet, die der Ho¨he eines
glatten Films desselben Volumens entspricht. Die Nomenklatur soll dabei so
vereinfacht werden, dass anstelle der Systemla¨nge L die Periodenla¨nge P als
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Parameter vorkommt, ohne dabei zu vergessen, dass alle Lo¨sungen fu¨r die L
ein Vielfaches ihrer Periodenla¨nge ist, ebenfalls stationa¨re Lo¨sungen unter
denselben Randbedingungen darstellen. Eine Lo¨sungsfamilie ist somit durch
die mittlere Ho¨he h¯, die Periodenla¨nge P , und der Gravitation G (siehe
Abb. 3.3) bestimmt.
Um die unterschiedlichen stationa¨ren Lo¨sungen zu berechnen, wurde die
Bifurkationssoftware AUTO [19] verwendet. Damit ist es mo¨glich, bei
konstantem P neben der Lo¨sung des glatten Films mit der Ho¨he h¯ weitere
Lo¨sungen derselben Periodela¨nge P zu finden. Die folgenden Darstellungen
beschra¨nken sich auf den oberen Bereich des Stabilita¨tsdiagramms, d.h.
den Bereich, in dem die nichtglatte stationa¨re Lo¨sung eine lokalisierte
Lochlo¨sung bildet. Die Ergebnisse lassen sich jedoch in analoger Form auf
den Tropfenbereich u¨bertragen.
Die numerischen Berechnungen der stationa¨ren Lo¨sungen erfolgte auf einer
Alpha Workstation XP1000. Dabei stellte sich heraus, dass innerhalb des
metastabilen Bereichs drei qualitativ unterschiedliche Zonen existieren, wel-
che sich bei festgehaltenem G in Abha¨ngigkeit von P und h¯ unterscheiden.
Zur Erla¨uterung dieser drei Bereiche werde Abb. 3.4 betrachtet. Zur Cha-
rakterisierung der Lo¨sungen wurde die Amplitude, die Periodenla¨nge sowie
die relative Energie, welche der Differenz der freien Energie zu derjenigen
eines glatten Films gleicher mittlerer Ho¨he h¯ entspricht, fu¨r verschiedene
mittlere Schichtdicken h¯ bei G = 0.05 gegeneinander aufgetragen.
Die linken drei Diagramme Abb. 3.4 (a), (b) und (c) enthalten Kurven fu¨r
die mittleren Ho¨hen h¯ = ln(4), 2.0, 2.5, 3.2 und 3.4 welche linear instabilen
Schichtdicken des glatten Films entsprechen. Die Kurven Abb. 3.4 (b), (d)
und (e) entsprechen den mittleren Ho¨hen h¯ = 4.0, 4.5 und 5.0 fu¨r welche der
glatte Film metastabil ist. Diese Schaubilder legen es nahe, die folgenden
drei Bereiche fu¨r h¯ zu definieren:
3.2 Stationa¨re Lo¨sungen 71
(i) Instabiler Bereich
Die zwei unteren Kurven in Abb. 3.4 (a) und (c), beziehungsweise die beiden
linken Kurven in Abb. 3.4 (e) entsprechen Lo¨sungen, deren Energie immer
kleiner ist, als diejenige des entsprechenden glatten Films, der fu¨r diese mitt-
leren Ho¨hen h¯ = ln(4) und h¯ = 2 linear instabil ist.
Es existiert nur ein Lo¨sungszweig fu¨r periodische Lo¨sungen, welcher von ei-
ner minimalen Periodenla¨nge bis hin zu unendlicher Periodela¨nge existiert.
Werden dem System durch Begrenzung der Systemla¨nge all diese Perioden,
welche gro¨ßer sind als diese, von h¯ abha¨ngige, minimale Periodenla¨nge ver-
boten, so ist der glatte Film stabil. Dieser minimale Wert der Periodenla¨nge
fu¨r die periodische Lo¨sung stimmt hier mit der kleinsten Periodenla¨nge der
instabilen Mode des glatten Films u¨berein und ist durch λkrit aus Gl. (2.97)
gegeben.
Die Energie des periodischen Lo¨sungsastes nimmt mit zunehmender Peri-
odenla¨nge und Wellenla¨nge monoton ab. Seine Amplitude na¨hert sich erwar-
tungsgema¨ß mit wachsender Periode asymptotisch der Differenz der beiden
metastabilen Schichtdicken.
Bei endlichen Periodenla¨ngen spielt die Oberfla¨chenenergie der Bereichsgren-
zen jedoch eine nicht zu vernachla¨ssigbare Rolle und fu¨hrt zu einer Erho¨hung
der Energie. Die stabilste periodische, nichtglatte Lo¨sung erha¨lt man fu¨r die
Periodenla¨nge P , welche durch die Systemla¨nge L festgelegt ist. Alle Lo¨sun-
gen kleinerer Perioden sind demnach global instabil.
(ii) Gemischter Bereich
Die drei oberen Kurven in (a) und (b) in Abb. 3.4, sowie die drei rechten
Kurven in (e) bestehen aus zwei verschiedenen Lo¨sungszweigen. Dies ist be-
sonders gut im Energie-Periode Diagramm (e) zu sehen.
Einer der beiden Zweige liegt energetisch oberhalb des anderen und besitzt
fu¨r alle Perioden eine ho¨here Energie, als der entsprechende glatte Film. Bei-
de periodische Lo¨sungszweige existieren ab einer minimalen Periodenla¨nge.
Im Gegensatz zum Bereich (i) stimmt dieser Wert hier jedoch nicht mit der
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kurzwelligsten instabilen Mode des glatten Films u¨berein. Die Periodenla¨nge
λkrit ist in diesem Fall der Wert, an dem der energetisch ho¨herliegende pe-
riodische Ast endet. Fu¨r gro¨ßere Periodenla¨ngen ist der glatte Film instabil
und man findet nur noch einen Ast stabiler periodischer Lo¨sungen.
Man stelle sich ein System vor, dessen Systemla¨nge den Wert einer Peri-
odenla¨nge aus dem Bereich hat, in dem beide periodische Lo¨sungen existie-
ren. In diesem System ist sowohl der glatte Film, als auch die energetisch
niedrigere, periodische Lo¨sung in der Zeit lokal stabil.
Um ausgehend von einer dieser stationa¨ren Lo¨sungen zur anderen zu gelan-
gen, muss die Oberfla¨chendeformation groß genug sein. Die Sto¨rung muss
also einen bestimmten kritischen Wert u¨berschreiten, um von der einen lo-
kal stabilen Lo¨sung zur anderen zu gelangen. Diese kritische Deformation
ist durch die instabile, zweite periodische Lo¨sung gegeben. Sie stellt in die-
sem Fall die kritische Keimbildungslo¨sung dar, welche u¨berwunden werden
muss, damit der in diesem Bereich metastabile Film in zwei separierte Be-
reiche unterschiedlicher Schichtdicken der Ausdehnung P < λkrit aufbrechen
kann. Eine Sto¨rung, welche zu klein ist um diese Keimbildungslo¨sung zu er-
reichen, relaxiert zum glatten Film, eine die groß genug ist, wa¨chst hingegen
an. Mit diesem groß und klein, welches hier etwas locker formuliert wurde,
sind solche Sto¨rungen gemeint, welche zu Ho¨henprofilen fu¨hren, die im Funk-
tionenraum auf einer der beiden Seiten der Separatrix liegen, welche durch
die Keimbildungslo¨sung gegeben ist. Spa¨ter wird gezeigt werden, dass diese
Aussagen, die hier aus rein stationa¨ren Lo¨sungen abgeleitet wurden durch-
aus ihre Rechtfertigung fu¨r das zeitabha¨ngige System besitzen. Dies la¨sst sich
damit begru¨nden, dass die Keimbildungslo¨sung zwar eine zeitlich lokal insta-
bile Lo¨sung darstellt, jedoch nur sehr wenige instabile Eigenwerte besitzt.
Alle anderen Eigenwerte sind abgesehen von dem durch die Symmetrie be-
dingten, neutralen Eigenwert negativ. Die Keimbildungslo¨sung bildet somit
einen Sattelpunkt im zeitabha¨ngigen System.
Die Existenz der Keimbildungslo¨sung weist darauf hin, dass Sto¨rungen, deren
laterale Ausdehnung kleiner als λkrit ist, eine entscheidende Rolle in der Dy-
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namik der Filmoberfla¨che fu¨r diesen Schichtdickenbereich spielen ko¨nnen. Die
Energie des anderen periodischen Lo¨sungsastes fa¨llt mit zunehmender Peri-
ode schnell ab, seine Amplitude wa¨chst asymptotisch gegen die Differenz der
metastabilen Ho¨hen. Ferner fa¨llt auf, dass die Energie fu¨r die kleinstmo¨gliche
Periode monoton mit der mittleren Schichtdicke h¯ zunimmt, was sich dadurch
erkla¨ren la¨sst, dass die Amplitude fu¨r diesen Wert ebenfalls zunimmt.
(iii) Reiner Keimbildungsbereich
Fu¨r mittlere Schichtdicken h¯ im metastabilen Bereich entsprechend Abb. 3.4
(b), (d) und (e), existieren wieder zwei Zweige periodischer Lo¨sungen von
einer minimalen Wellenla¨nge ab. Beide beginnen gemeinsam wie im Bereich
(ii), der energetisch ho¨herliegende Ast existiert hier jedoch ebenfalls bis hin zu
unendlicher Periodenla¨nge. Diesem energetisch ho¨her liegenden Ast kommt
wieder die Bedeutung als Keimbildungslo¨sungen zu, die den metastabilen
glatten Film von der stabileren periodischen Lo¨sung trennen. Er liegt wie-
derum energetisch oberhalb des entsprechenden glatten Films.
Der Begriff Keimbildungslo¨sung wird in der Literatur meist mit einer et-
was anderen Bedeutung verwendet. Gemeint ist damit die ”wahre” kritische
Keimbildungslo¨sung, welche wir erhalten, wenn wir dem Keimbildungsast bis
hin zu unendlicher Periode folgen. Dieser Keim ist das kritische Loch, bezie-
hungsweise der kritische Tropfen, welcher fu¨r einen anderen Trennungsdruck
in [6, 7] diskutiert wurde.
In Abha¨ngigkeit der Systemgro¨ße, also der maximal mo¨glichen Peri-
odenla¨nge, stellt entweder der untere Lo¨sungszweig oder der glatte Film die
global stabile Lo¨sung dar. Im Gegensatz zum Bereich (ii) ist die Energie der
periodischen Lo¨sung kleinster Periodenla¨nge hier keine monotone Funktion
von h¯ mehr.
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Abbildung 3.4: Eigenschaften der periodischen Lo¨sungen fu¨r verschiedene
Schichtdicken h¯ bei festem G = 0.05. Die linken Schaubilder (a),(c) und
(e) zeigen die Familien fu¨r linear instabile Schichtdicken h¯, die rechten (b),
(d) und (f) hingegen fu¨r den metastabilen Bereich. Die Darstellungen be-
schra¨nken sich auf den oberen Schichtdickenbereich h¯ > hc. Mit Amplitu-
de bezeichnen wir die Ho¨hendifferenz zwischen Maximum und Minimum der
Profile. Die relative Energie gibt die freie Energie abzu¨glich der des entspre-
chenden glatten Films an.
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3.3 Die Keimbildungslo¨sung
Im letzten Abschnitt wurden die verschiedenen Arten von periodischen stati-
ona¨ren Lo¨sungen untersucht und es wurde ein Lo¨sungstyp gefunden, welcher
als Keimbildungslo¨sung bezeichnet wurde. Um deren Bedeutung genauer zu
untersuchen, wird nun deren Stabilita¨t in Hinblick auf die Dynamik der Fil-
mevolutionsgleichung berechnet und diese mit der des glatten Films vergli-
chen. Anschließend werden die Resultate anhand numerischer Simulationen
der vollen zeitabha¨ngigen Gleichung vertieft.
3.3.1 Existenzbereich
Die Analyse der stationa¨ren Lo¨sungen der 2d-Evolutionsgleichung lassen
darauf schließen, dass die Unterscheidung zwischen instabilem Bereich und
Keimbildungsbereich in der bisher in der Literatur gela¨ufigen Form modi-
fiziert werden muss. Es liegt nahe, die etwas feinere Einteilung der obigen
Form in instabiler Bereich (i), gemischter Bereich (ii) und reiner Keimbi-
lungsbereich (iii) vorzunehmen. Hierzu wird in Analogie zu den harmonischen
Funktionen der Periodenla¨nge P die Wellenzahl k = 2pi/P eingefu¨hrt. Um
eine kompakte Darstellung der drei verschiedenen Existenzbereiche zu er-
halten, ist in Abbildung 3.5 bei festem G die maximale Wellenzahl fu¨r die
periodischen Lo¨sungen, d.h. der Wert der Wellenzahl an dem Punkt an dem
beide Lo¨sungen zu existieren beginnen u¨ber der mittleren Schichtdicke h¯ auf-
getragen. Außerdem ist die maximale Wellenzahl des entsprechenden glatten
Films 2pi/λm dargestellt.
Im Bereich (iii) existiert keine maximale Wellenzahl, bzw. minimale Peri-
odenla¨nge des entsprechenden glatten Films. Er ist hier global stabil. Im Be-
reich (ii) ist die minimale Wellenzahl der instabilen Mode des glatten Films
kleiner als die der periodischen Lo¨sung. Die kleinste instabile Wellenla¨nge des
glatten Films ist somit gro¨ßer als die minimale Wellenla¨nge der periodischen
Lo¨sungen. Fu¨r eine Systemla¨nge zwischen diesen beiden Grenzwellenla¨ngen
ist der glatte Film metastabil.
76 Zweidimensionale Beschreibung der Evolutionsgleichung
Abbildung 3.5: Maximale Wellenzahl der Keimbildungslo¨sung und der linear
instabilen Mode des glatten Films u¨ber der mittleren Schichtdicke h¯ fu¨r G =
0.05.
Abbildung 3.6: Maximale Amplitude der Keimbildungslo¨sung u¨ber der mitt-
leren Schichtdicke h¯ fu¨r G = 0.05.
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Beide Wellenzahlen na¨hern sich mit abnehmendem h¯ bis zur Grenze zwischen
Bereich (i) und (ii) an und verschmelzen schließlich an der Grenze. Wie in
Abbildung 3.6 zu sehen ist, fa¨llt die Amplitude der periodischen Lo¨sung
nach einem Potenzgesetz zu Null ab, d.h. die periodische Lo¨sung geht in die
instabile Mode gro¨ßter Wellenzahl, bzw. kleinster Periode des entsprechenden
glatten Films u¨ber. Der relativ scharfe Abfall der Amplitude auf Null macht
es uns mo¨glich, die Grenze zwischen Bereich (i) und (ii) numerisch gut u¨ber
den ganzen Wertebereich von G zu bestimmen.
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Abbildung 3.7: Darstellung der drei Bereiche (i), (ii) und (iii) in der (h¯,G)
Ebene. Die gepunktete Linie beschreibt die Bereichsgrenze des Instabilita¨ts-
bereichs (i), die durchgezogenen Linie die Grenze des gemischten Bereichs
(ii) zum Keimbildungsbereich (iii), welche durch die gestrichelte Linien nach
außen hin begrenzt ist. Die zweipunkt gestrichelte Linie ist die Loch-Tropfen
Grenze. In (a) sind die numerisch erhaltenen Bereichsgrenzen u¨ber den gan-
zen positiven Bereich von G eingezeichnet. Abb. (b) zeigt eine Vergro¨ßerung
in der Na¨he des kritischen Punktes (h¯ = ln(4),G = 0.25)
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In Abbildung 3.7 (a) sind die verschiedenen Bereiche u¨ber G aufgetragen. Ab-
bildung 3.7 (b) zeigt eine Vergro¨ßerung in der Na¨he des kritischen Punktes
(h¯ = ln(4),G = 0.05), wo unsere Gleichung durch eine verschobene Cahn-
Hilliard Gleichung angena¨hert werden kann.
Neben den numerischen Kurven sind hier weitere du¨nne Linien eingezeichnet,
welche analytisch durch eine Entwicklung um den kritischen Punkt gewon-
nen wurden (siehe Anhang B.1, B.2). Wie in Abbildung 3.7 (a) zu sehen ist,
mu¨ndet die obere Grenze des Instabilita¨tsbereichs (i) (gepunktete Kurve) fu¨r
G → 0 in einen endlichen Wert h¯ ≈ 1.989 in die h¯-Achse ein. Sie divergiert
nicht wie die anderen, oberen Bereichsgrenzen, d. h. der gemischte Bereich
(ii) verliert auch fu¨r G = 0 seine Bedeutung nicht.
Die bisherige Betrachtung der stationa¨ren Lo¨sungen mit Hilfe der freien Ener-
gie gibt Aufschluss daru¨ber, welche der Lo¨sungen bei festgehaltener Peri-
odenla¨nge stabil, instabil oder metastabil sind.
Wie aus Abb. 3.4 (e) und (f) hervorgeht, sind die nichtglatten Lo¨sungen
immer instabil, wenn die Systemla¨nge L vergro¨ßert wird, d.h. eine fu¨r ein
System der La¨nge L stabile Lo¨sung wird instabil wenn die Systemla¨nge auf
ein vielfaches von L auf nL vergro¨ßert wird, da Lo¨sungen gro¨ßerer Perioden
immer eine niedrigere Energie besitzen.
Um Aussagen u¨ber die Bedeutung der Keimbildungslo¨sungen im gemisch-
ten Bereich im Rahmen des zeitabha¨ngigen Systems zu ermo¨glichen, ist es
notwendig, deren lineare Stabilita¨t zu untersuchen. Dies soll im na¨chsten Ab-
schnitt gemacht, und wieder mit der linearen Stabilita¨t des entsprechenden
glatten Films in Beziehung gesetzt werden.
3.3.2 Lineare Stabilita¨t der Keimbildungslo¨sung
Um die lineare Stabilita¨t der Keimbildungslo¨sungen zu berechnen, wurde die
volle, zeitabha¨ngige Gl. (3.1) um die periodische Keimbildungslo¨sung h0(x)
linearisiert. Dazu wird der Ansatz h(x) = h0(x) + ²h1(x)e
βt verwendet, der
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die linearen Wachstumsrate β entha¨lt. Fu¨r die Sto¨rung in O(²) ergibt sich
β h1 = {∂x[3q2(∂xh0 ∂hhf − ∂xxxh0)] + ∂x(q3∂xh0 ∂hhhf)}h1
+ [2q3∂xh0 ∂hhhf + 3q
2(2∂xh0 ∂hhf − ∂xxxh0)] ∂xh1
+ q3∂hhf ∂xxh1 − 3q2(∂xh0) ∂xxxh1 − q3 ∂xxxxh1, (3.12)
wobei q = h0(x) − ln a ist. Die Form ∂hf ist die Kurzschreibweise fu¨r
∂hf(h)|h=h0(x), bzw. fu¨r die ho¨heren Ableitungen in analoger Form. Fu¨r den
glatten Film reduziert sich Gl. (3.12) auf
β h1 = q
3∂hhf ∂xxh1 − q3∂xxxxh1. (3.13)
Um Gl. (3.12) numerisch zu lo¨sen, wird die Ortskoordinate x und die Orts-
ableitungen durch Einfu¨hrung von n Stu¨tzstellen diskretisiert. Die orts-
abha¨ngigen Funktion h0(x) und h1(x) werden dabei zu den Vektoren h1[i] =
h1(xi) und h0[i] = h0(xi) mit i−2 ≤ n ≤ i+2, wobei die Periodizita¨t beru¨ck-
sichtigt wird. Damit geht das Eigenwertproblem (3.12) in das algebraische
Eigenwertproblem
βh1 + L(h0, ∂xh0, ∂xxh0, ∂xxxh0, ∂xxxxh0,
∂hf |h=h0 , ∂hhf |h=h0 , ∂hhhf |h0)h1 = 0 (3.14)
u¨ber, wobei der lineare Operator L hier eine, von h0 abha¨ngige Matrix dar-
stellt. Die Zeitevolution wird durch den Parameter a, welcher im Mobilita¨ts-
faktor q vorkommt, beeinflusst, d.h. je kleiner a ist, desto schneller erfolgt
die Dynamik.
Fu¨r die Diskretisierung der Ableitungen wurden zentrale finite Differenzen
erster Ordnung verwendet. Die Anzahl der Stu¨tzstellen variiert zwischen
n = 512 und n = 2048 Punkten. Fu¨r eine Keimbildungslo¨sung h0(x) der
Periodenla¨nge P und der mittleren Schichtdicke h¯ wurde nach Gl. (3.14)
der Eigenwert mit dem gro¨ßten Realteil <(β) bestimmt und der dazugeho¨ri-
gen Eigenvektor bzw. die Eigenvektoren h1 und h
∗
1 berechnet. Anschlie-
ßend wird <(β) einer infinitesimalen, harmonischen Sto¨rung der Wellenla¨nge
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λ = P des entsprechenden glatten Films bestimmt und mit dem der Keim-
bildungslo¨sung verglichen. Bei festgehaltenem h¯ und festem G wurde die
Prozedur fu¨r verschiedene Periodenla¨ngen wiederholt.
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Abbildung 3.8: Abha¨ngigkeit der linearen Wachstumsrate β von der Peri-
ode der Keimbildungslo¨sung (durchgezogenen Linie), bzw. der Wellenla¨nge
λ, der instabile Mode des entsprechenden glatten Films (gestrichelte Linie)
fu¨r unterschiedliche h¯ bei G = 0.05 und a = 0.1.
Das Resultat ist in Abb. (3.8) fu¨r die drei mittleren Ho¨hen h¯ = 3.2, h¯ = 2.61
und h¯ = 2.5 fu¨r G = 0.05 dargestellt. In allen drei Grafiken ist zu erkennen,
dass die Eigenwerte der Keimbildungslo¨sung (dicke Linie) immer positiv sind.
Von dem Periodenla¨ngenwert an, ab dem die Keimbildungslo¨sung existiert,
wa¨chst der Eigenwert von Null bis zu einem maximalen Wert an und fa¨llt
dann wieder auf Null ab. Dies erfolgt an der Stelle, wo der Eigenwert des
glatten Films (gestrichelte Linie) positiv wird. Dessen Eigenwert wa¨chst von
dem Punkt aus an und passiert ebenfalls ein Maximum, bevor er wieder
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asymptotisch auf Null abfa¨llt.
Je nachdem welches der beiden Maxima gro¨ßer ist, wird der Film entweder
durch die Instabilita¨t des glatten Films oder durch zufa¨llige Oberfla¨chen-
deformationen, welche bei einer realen Flu¨ssigkeitsschicht immer vorhanden
sind, aufbrechen. Dabei muss die Systemla¨nge so groß sein, dass zumindest
mehrere dieser Wellenla¨ngen im System realisierbar sind. Die Ho¨he der Ma-
xima ergibt sich aus der mittleren Schichtho¨he h¯.
In Abbildung 3.8 ist zu sehen, dass fu¨r h¯ = 3.2 der maximale Eigenwert der
Keimbildungslo¨sungen viel ho¨her liegt, als der der instabilsten Mode des glat-
ten Films. Fu¨r h¯ = 2.61 liegen die Maxima praktisch auf gleicher Ho¨he und
fu¨r h¯ = 2.5 ist der glatte Film deutlich instabiler. Es ist zu erwarten, dass
je nachdem, ob das Aufbrechen des Films durch die lineare Instabilita¨t des
glatten Films oder durch Deformationen in der Na¨he der Keimbildungslo¨sung
erfolgt, es zu unterschiedlichen Anordnungen von Lo¨chern, beziehungswei-
se Tropfen, im Fru¨hstadium der Zeitentwicklung kommt. Betrachtet man
die Zeitevolution u¨ber einen la¨ngeren Zeitraum, findet sich am Ende un-
abha¨ngig von der Art des anfa¨nglichen Aufbrechens dasselbe, vorla¨ufig sta-
tiona¨re Ho¨henprofil, welches der periodischen Lo¨sung des stabilen Zweiges
maximaler, im System mo¨glicher Wellenla¨nge entspricht. Die fortgeschritte-
ne Zeitentwicklung verla¨uft gema¨ß dem coarse graining, d.h. die einzelnen
Lo¨cher verschmelzen nach und nach zu gro¨ßeren, bis letztendlich nur eines
u¨brig bleibt. Dieses Verhalten la¨sst sich in analoger Weise auf Tropfen u¨ber-
tragen.
Dazu soll Abb. 3.9 betrachtet werden. In (a) ist die lineare Wachstumsrate
des energetisch niedriger liegenden Astes stationa¨rer periodischer Lo¨sungen
fu¨r verschiedene h¯ u¨ber der Periodenla¨nge aufgetragen. Die Systemla¨nge wur-
de so gewa¨hlt, dass sie der Periodenla¨nge entspricht. Es fa¨llt auf, dass es eine
Periodela¨nge gibt, an der die Eigenwerte ein Minimum besitzen, d.h. es exi-
stiert ein Periode fu¨r welche die global stabile Lo¨sung, bei Sto¨rungen schneller
relaxiert, als die einer anderer Periodenla¨nge.
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Abbildung 3.9: Lineare Wachstumsrate β des niederenergetischen Astes peri-
odischer Lo¨sungen fu¨r unterschiedliche h¯ u¨ber der Periodenla¨nge bei G = 0.05
und a = 0.1. Dabei entha¨lt (a) die Wachstumsraten fu¨r eine Periode, (b) hin-
gegen fu¨r zwei Periodenla¨ngen und zeigt dementsprechend die Instabilita¨t in
Bezug auf das coarse graining.
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In (b) sind die entsprechenden Eigenwerte fu¨r dieselben Lo¨sungen, jedoch fu¨r
zwei Perioden aufgetragen. Im Gegensatz zu (a) wo alle Eigenwerte negativ
sind, sind die in (b) alle positiv, d.h. dass eine kurzperiodische Lo¨sung insta-
bil gegenu¨ber einer Lo¨sung gro¨ßerer Periode ist, wie schon fru¨her behauptet
wurde. Es zeigt sich jedoch auch, dass die Wachstumsraten fu¨r große Pe-
rioden sehr klein sind. Je breiter die einzelnen Lo¨cher, bzw. Tropfen sind,
desto la¨nger dauert es deshalb, bis sie zu gro¨ßeren verschmelzen werden. Es
soll hier nicht weiter auf das coarse graining eingegangen werden: Mehr dazu
findet sich in [45], wo es fu¨r ein qualitativ a¨hnliche System untersucht wurde.
Wie in [15] gezeigt wird, kann das coarse graining durch eine geeignete Struk-
turierung der Supstratoberfla¨che gestoppt werden, d.h. eine der periodischen
Strukturen wird gepinnt.
In Abb. 3.10 sind nochmals die Bereichsgrenzen in der (h¯,G) Ebene fu¨r
h > hc
1 (a) und h < hc (b) aufgetragen. Dabei wurde das Stabilita¨tsdia-
gramm durch die Linie erga¨nzt, welche der mittleren Ho¨he entspricht, bei
der die maximale Wachstumsrate des glatten Films mit der der Keimbil-
dungslo¨sung u¨bereinstimmt (punktgestrichelte Linie). Diese Grenze unter-
teilt den gemischten Bereich in zwei Bereiche. Einen Bereich außerhalb der
Grenze (hier B), in dem das Aufbrechen des Films durch die Keimbildung
dominiert wird und einen inneren Bereich A, in dem die instabilen Moden des
glatten Films wichtiger sind. In diesem Zusammenhang soll daran erinnert
werden, dass bei einem realen Film beide Prozesse gemischt auftreten wer-
den, solange die mittlere Schichtdicke h¯ nicht deutlich von dem Wert an der
Bereichsgrenze abweicht. In diesem Fall sind es mehr die lokalen Gegeben-
heiten, die dafu¨r verantwortlich sind, welcher der beiden Prozesse dominiert.
Besitzt das Oberfla¨chenprofil viele Defekte, wird die Keimbildung u¨berwie-
gen, ist der Film jedoch u¨berwiegend glatt, die Instabilita¨t des glatten Films.
Genauso kann es vorkommen, dass verschiedene Zonen auf der Oberfla¨che
vorhanden sind, wo entweder der eine oder der andere Prozess u¨berwiegt.
1hier hc = ln(4)
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Abbildung 3.10: Die verschiedenen Bereiche fu¨r das Aufreißen des Films in
der Parameterebene (h¯,G) jeweils fu¨r (a) h¯ < hc und h¯ > hc (durchgezo-
gene Linie) fu¨r unterschiedliche h¯ bei G = 0.05. Der gestrichelte Bereich
(A) zeigt den instabilita¨tsdominierten Bereich, der gepunktete (B) den keim-
bildungsdominierten. Beide sind durch die punkt-gestrichelte Bereichsgrenze
voneinander getrennt.
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Im Experiment wird ein durch die Filmintsabilita¨t verursachtes Aufbre-
chen zu einer regelma¨ßigen Anordnung von Tropfen und Lo¨cher fu¨hren,
d.h. der mittlere Abstand der Lo¨cher bzw. Tropfen zu ihren na¨chsten Nach-
barn wird zumindest im Kurzzeitverhalten sta¨rker korreliert sein (siehe Ab-
schnitt 1.3.3). Hingegen erwartet man im keimbildungsdominierten Bereich
eine zufa¨llige Anordnung von Lo¨chern oder Tropfen ohne Korrelation. In rei-
ner Form werden beide Prozesse nur dann zu beobachten sein, wenn der Wert
der mittleren Schichtdicke h¯ in der Na¨he von hc oder der Grenze zum meta-
stabilen Bereich liegt.
Die Grenzlinie, welche Tropfen und Lo¨cher voneinander trennt, schneidet die
Instabilita¨tsline in der Na¨he von (G = 0.009857, h¯ = 2.810858) (siehe Abb.
3.10 a). Das bedeutet, dass es fu¨r kleine G keinen Instabilita¨tsbereich fu¨r das
Aufbrechen in Lo¨cher gibt, sondern hier die Keimbildung dominiert, insofern
die Oberfla¨che genu¨gend Deformationskeime aufweist. Andererseits gibt es
jedoch in diesem Fall zwei Schichtdickenbereiche, bei denen bei der Tropfen-
bildung die Keimbildung u¨berwiegt. Leider ist die Simulation des Systems
fu¨r kleine Werte von G numerisch problematisch, so dass hierauf in dieser
Arbeit nicht weiter eingegangen wird.
Die bisherigen Ergebnisse u¨ber die Einteilung in keimbildungsdominierte und
instabilita¨tsdominierte Bereiche beruhen auf Aussagen, welche aus Eigen-
schaften der stationa¨ren Lo¨sungen des Problems folgen. Das Vorhandensein
einer Keimbildungslo¨sung, welche linear viel instabiler ist als der entsprechen-
de glatte Film, beweist lediglich, dass eine endliche, periodische Sto¨rung des
glatten Films existiert, welche viel schneller anwa¨chst, als die instabile Mode
des glatten Films. Es la¨sst sich vermuten, dass Oberfla¨chendeformationen,
welche in der Na¨he der Keimbildungslo¨sung liegen und deren laterale Aus-
dehnung kleiner ist als die kritische Wellenla¨nge λkrit des glatten Films, eine
entscheidende Rolle beim Aufbrechen des Films spielen. Um diese Hypothese
zu untermauern, wird diese Situation im na¨chsten Abschnitt anhand nume-
rischer Simulationen der vollen zeitabha¨ngigen Gleichung fu¨r zwei mittlere
Schichtdicken h¯ aus den beiden Bereichen untersucht.
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3.3.3 Numerische Zeitintegration
Um den Einfluss der Keimbildungslo¨sung auf das Aufbrechen eines Films der
mittleren Schichtdicke h¯ genauer zu verstehen, wird nun die zeitabha¨ngige
Gleichung (3.1) integriert. Um ein Aufbrechen beobachten zu ko¨nnen, wird
ein glattes, leicht verrauschtes Oberfla¨chenprofil durch einen kleinen Defor-
mationskeim gesto¨rt. Anschließend wird das zeitliche Verhalten fu¨r zwei h¯,
von denen eine im keimbildungsdominierten Bereich und die andere im in-
stabilta¨tsdominierten Bereich liegt, verglichen. Die Systemla¨nge L werde so
gewa¨hlt, dass sie einem Vielfaches der Wellenla¨nge der instabilsten Mode des
entsprechenden glatten Films der Dicke h¯ L = nλmax ist, wobei n > 1 sei.
Als Sto¨rung wird ein Keim der Form
hinit = h¯
[
1 − d cosh
(
x
wλm
)−2]
(3.15)
angesetzt. Der Parameter d beschreibt die maximale Tiefe der Sto¨rung in
Einheiten von h¯, der Parameter w die Breite der Sto¨rung in Einheiten von
λmax. Desweiteren werden periodische Randbedingungen vorausgesetzt. Der
Wert von w wird dabei so gewa¨hlt, dass die Breite der Sto¨rung kleiner ist,
als die kritische Wellenla¨nge λkrit des glatten Films der Dicke h¯. Ferner wird
angenommen, dass die von der Sto¨rung verursachte Volumena¨nderung relativ
klein bleibt, so dass die Schichtdicke weit entfernt von der Sto¨rung anna¨hernd
h¯ entspricht. Es ist zu erwarten, dass eine derartige Sto¨rung einen entschei-
denden Einfluss auf das Aufbrechen des Films im keimbildungsdominierten
Bereich hat, hingegen im instabilita¨tsdominierten Bereich kein signifikanter
Einfluss erwartet wird.
Fu¨r die im Folgenden dargestellte Zeitentwicklung wurde die Systemla¨nge auf
L = 16λmax gesetzt. Das numerische Verfahren ist in Anhang A.1 erla¨utert.
Die Zeit t wird in Einheiten der maximalen Wachstumszeit τmax = 1/βmax
gemessen, wobei βmax die Wachstumsrate der instabilsten Mode des glatten
Films ist. Zur Demonstration des zeitlichen Verhaltens wurden die mittleren
Ho¨hen, h¯ = 3.2 fu¨r den keimbildungsdominierten Bereich und h¯ = 2.4 fu¨r
den instabilita¨tsdominierten Bereich gewa¨hlt. Diese mittleren Schichtdicken
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liegen deutlich im Bereich A und B (siehe Abb. 3.10).
Um den Einfluss der Keimgro¨ße zu zeigen, wird die Tiefe des Keims im Be-
reich d = 0.1 . . . 0.4 und dessen Breite im Bereich w = 0.1 . . . 0.4 in Schritten
von 0.1 variiert. Die Simulationen zeigen folgendes Verhalten:
Keimbildungsdominierter Bereich A
In Abb. 3.11 ist die Kurzzeitevolution bei h¯ = 3.2 fu¨r den Fall einer Sto¨rung
der Tiefe d = 0.1 und der Breite w = 0.2 dargestellt.
Die Sto¨rung beginnt nach unten hin zu wachsen. Es formt sich ein Loch, an
dessen Ra¨ndern es aufgrund der Materialverdra¨ngung zu einer Randwulst
kommt. Diese Randwulst fu¨hrt zu sekunda¨ren Keimen, welche anschließend
selbst nach unten anwachsen, wa¨hrend das prima¨re Loch lateral wa¨chst. Die-
ser Prozess setzt sich nach beiden Seiten fort. Der vorla¨ufige Endzustand
der Kurzzeitentwicklung stellt eine Lochreihe dar, deren Abstand deutlich
von der Wellenla¨nge λmax der instabilsten Mode des entsprechenden glat-
ten Films abweicht (siehe Abb. 3.11, letztes Bild). Die Lochbreiten variieren
dabei in Abha¨ngigkeit der Wachstumsvorgeschichte. Das prima¨re Loch ist
erwartungsgema¨ß das Breiteste.
Das Lochwachstum ha¨ngt fu¨r Schichtdicken im Keimbildungsbereich stark
von der anfa¨nglichen Sto¨rung ab. In Abb. 3.12 (a) haben wir die Fourier-
transformierten der vorla¨ufigen Endstruktur der Kurzzeitentwicklung u¨ber
der Wellenla¨nge fu¨r unterschiedliche Anfangssto¨rungen dargestellt. Abha¨ngig
von Tiefe und Breite der Anfangssto¨rung sind die Fourierspektren der Lo¨sun-
gen deutlich unterschiedlich, d.h. es ist keine ausgezeichnete einheitliche Wel-
lenla¨nge zu erkennen. Die Lo¨sungen besitzen ein breites Spektrum hin zu
langen Wellenla¨ngen.
In Abb. 3.13 (a) ist der zeitliche Verlauf der relativen freien Energie fu¨r die
verschiedenen Sto¨rungen aufgetragen. Die horizontalen, du¨nnen Linien stel-
len dabei die Energien der stationa¨ren, periodischen Lo¨sungen der Perioden
p = λmax, λmax/11, λmax/10, λmax/9, λmax/8, λmax/7 dar. Der zeitliche Ver-
lauf der Energien ist durch ein stufenartiges Verhalten gepra¨gt, welches durch
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die sekunda¨re Keimbildung hervorgerufen wird. Alle Energiekurven mu¨nden
auf einen im Kurzzeitverhalten stationa¨ren Energiewert ein, welcher von der
Anfangssto¨rung abha¨ngig ist. Dieser Energiewert entspricht na¨herungsweise
einem, der durch die du¨nnen Linien dargestellten periodischen, stationa¨ren
Lo¨sungen.
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Abbildung 3.11: Kurzzeitentwicklung des Sto¨rung fu¨r d = 0.1 und w = 0.2 bei
G = 0.05 und h¯ = 3.2. Die x-Koordinate ist in Einheiten von λmax gegeben,
die Zeit in Einheiten der maximalen Wachstumszeit τ = 1/βmax (siehe Text).
Instabilita¨tsdominierter Bereich B
Hierzu wird die Evolution einer Oberfla¨che mit h¯ = 2.5 betrachtet. Fu¨r die
Sto¨rung sei wieder d = 0.1 und w = 0.2. Der zeitliche Verlauf ist in Abb.
3.14 dargestellt. Die urspru¨ngliche Sto¨rung wa¨chst zuna¨chst nach unten hin
an.
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Bereits nach kurzer Zeit formt sich eine wellenartige Modulation der Ober-
fla¨che an den beiden Ra¨ndern der Sto¨rung. Diese pflanzt sich im weiteren
Verlauf u¨ber die ganze Systembreite fort. Die Ausbreitung dieser Modulati-
on erfolgt mit nahezu konstanter Geschwindigkeit.
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Abbildung 3.12: Fouriertransformierte des vorla¨ufigen Endzustandes u¨ber der
Wellenla¨nge fu¨r (a) h¯ = 3.2 und (b) h¯ = 2.4 Fu¨r verschiedene Anfangssto¨run-
gen (siehe Text) bei G = 0.05
Die vorla¨ufige Endstruktur des Kurzzeitverhaltens entspricht einer fast per-
fekten periodischen Anordnung von Lo¨chern, deren Abstand der Wellenla¨nge
der instabilsten Mode des glatten Films entspricht.
Betrachtet man, wie zuvor das Fourierspektrum dieses Endprofils fu¨r unter-
schiedliche anfa¨ngliche Sto¨rungen (siehe Abb. 3.12 (b))m so ist deutlich zu
erkennen, dass das Maximum fu¨r alle Kurven bei λmax liegt. Alle Strukturen
weisen unmittelbar vor Beginn des coarse grainings die Periodenla¨nge der
maximalen instabilen Mode des glatten Films auf, unabha¨ngig von der An-
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fangssto¨rung.
Im Energiediagramm 3.13 (b) sieht man, dass jedoch eine kleine Verschiebung
im zeitlichen Verlauf stattfindet. Der Energieverlauf la¨sst sich, sieht man von
Anfangs- und Langzeitverhalten einmal ab, durch eine Gerade beschreiben,
d.h. das laterale Wachstum erfolgt kontinuierlich und nicht wie im Fall (A)
stufenartig.
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Abbildung 3.13: Zeitlicher Verlauf der relativen Energien im Fall (a) fu¨r
h¯ = 3.2 und im Fall (b) fu¨r h¯ = 2.4 fu¨r verschiedene Anfangssto¨rungen
(siehe Text) bei G = 0.05
Die numerischen Simulationen haben gezeigt, dass die Unterscheidung in
keimbildungsdominierten Bereich (A) und instabilita¨tsdominierten Bereich
(B) durchaus ihre Berechtigung besitzt. Durch weitere Simulationen fu¨r un-
terschiedliche G und h¯ la¨sst sich zeigen, dass der U¨bergang zwischen den
beiden Regimen na¨herungsweise der gestrichelten Linie in Abb. 3.10 ent-
spricht.
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Es ist zu beobachten, dass das Wachstum einer Sto¨rung in der Na¨he der
U¨bergangslinie stark von der Form der Sto¨rung abha¨ngt, d.h. je nach Form
und Gro¨ße der Sto¨rung kann die Evolution mehr keimbildungsartig oder in-
stabilita¨tsartig ablaufen. Dies ist darauf zuru¨ckzufu¨hren, dass das System
nur an einer ra¨umlich begrenzten Stelle gesto¨rt wurde, um das Anwachsen
der periodischen Lo¨sung anzutreiben.
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Abbildung 3.14: Kurzzeitentwicklung der Sto¨rung mit d = 0.1 und w = 0.2 bei
G = 0.05 und der mittleren Schichtdicke von h¯ = 2.4. Die x-Koordinate ist
in Einheiten von λmax gegeben, die Zeit in Einheiten der maximalen Wachs-
tumszeit τ = 1/βmax (siehe Text).
Weiter entfernt von dieser Stelle ist die Filmoberfla¨che jedoch relativ glatt,
so dass hier die Eigenmoden des glatten Films, welche ebenfalls instabil sind,
anwachsen ko¨nnen.
Fu¨r kleine Systeme treten die beiden, dadurch entstehenden Bereiche schnell
in Wechselwirkung aufgrund der Nichtlinearita¨ten und der Volumenerhal-
tung. Die Materialverdra¨ngung in der Na¨he des anfa¨nglichen Keims kann
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dazu fu¨hren, dass das Wachstum der instabilen Mode des glatten Films ver-
hindert wird. Eine schnell anwachsende Oberfla¨chenmodulation aufgrund der
Instabilita¨t des glatten Films kann jedoch auch das laterale Wachstum des
Keims abbremsen. Dieses Verhalten wird stark durch die laterale System-
gro¨ße beeinflusst.
Auf der anderen Seite existieren auch Fa¨lle, wo die die Materialanha¨ufung
an den Ra¨ndern des prima¨ren Loches die Instabilita¨t des glatten Films ge-
radezu antreibt. Dies tritt auf, wenn die Form und die Gro¨ße der Randwulst
der instabilen Mode des glatten Films a¨hnelt, d.h. die Wulst bildet hier einen
Keim fu¨r das Anwachsen der instabilen Mode. In der Regel wird man in der
Na¨he der Bereichsgrenzen fast immer Mischzusta¨nde finden, d.h. beide Me-
chanismen konkurrieren. Je nach Form der Anfangssto¨rung ist entweder der
eine oder der andere Instabilita¨tsmechanismus dominant.
Weiter entfernt von der Grenze ist jedoch ein a¨hnlich klares Verhalten zu
erwarten wie es in der Simulation gefunden wurde. All dies gilt natu¨rlich nur
unter der Voraussetzung, dass die laterale Ausdehnung der Sto¨rung genu¨gend
klein bleibt und ihr Volumen gegenu¨ber dem Gesamtvolumen vernachla¨ssig-
bar ist.
Kapitel 4
Gleitende Tropfen und Lo¨cher
im
Diffusen-Grenzfla¨chen-Modell
4.1 Einleitung
Wa¨hrend im vorherigen Kapitel die Entnetzungseigenschaften eines du¨nnen
Flu¨ssigkeitsfilms auf einer horizontalen Unterlage untersucht wurden, soll
nun betrachtet werden, was passiert, wenn die Unterlage um einen kleinen
Winkel α gekippt wird. Dieses Problem ist, wie im Kapitel 2 gezeigt wurde,
eng mit dem Diffusen-Grenzfla¨chen-Modell verknu¨pft. Die Motivation liegt
in der Beschreibung einer sich bewegenden Kontaktlinie.
Es wird zuna¨chst wie im vorherigen Kapitel von dem zweidimensionalen Pro-
blem, dessen Lo¨sung ein eindimensionales Ho¨henprofil ist, ausgegangen. Es
werden periodische Randbedingungen gefordert und stationa¨re Lo¨sungen be-
rechnet, welche sich mit einer konstanten Geschwindigkeit v hangabwa¨rts
bewegen. Fu¨r diese Lo¨sungen wird die Abha¨ngigkeit ihrer charakteristischen
Gro¨ßen wie Amplitude, Periodenla¨nge, Geschwindigkeit, mittlere Schicht-
dicke, fort- und ru¨ckschreitender dynamischer Kontaktwinkel voneinander
untersucht. Diese Analyse wird zu einer universellen Lo¨sungsform fu¨hren,
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welche als flache Tropfen bezeichnet werden. Es zeigt sich, dass die Eigen-
schaften dieser universellen Lo¨sungen weitgehend unabha¨ngig vom Flu¨ssig-
keitsvolumen sind. Neben diesen findet sich noch eine weiterer Art von Lo¨sun-
gen, die als nicht universelle Lo¨sungen bezeichnet werden sollen.
Am Ende des Kapitels wird anhand numerischer Simulationen des vollen
dreidimensionalen Systems ein kleiner Ausblick auf Frontinstabilita¨ten und
die Bewegung von Tropfen gegeben.
4.2 Die Grundgleichung
Im ungekippten System ist die Filmho¨henevolutionsgleichung in der Schmier-
mittelna¨herung durch Gl. (2.79) gegeben. Das System sei um den Winkel α
um die y–Achse (siehe Abb. 4.1) geneigt. Das neue Koordinatensystem liegt
so im gekippten System, dass h der Abstand der Oberfla¨che zur Unterlage
und x die Koordinate hangabwa¨rts parallel zur Unterlage ist (siehe Abb.
4.1). Zuna¨chst soll der Einfluss der Neigung auf den Term ∂hf(h) betrachtet
werden. Der Term M(h) aus Gl. (2.78) erfa¨hrt keine A¨nderung, da er von
der Gravitation unabha¨ngig ist. Der zweite Term muss modifiziert werden, da
die Schwerkraft senkrecht zur Unterlage reduziert wird, d.h. es muss G durch
G cosα ersetzt werden. Außerdem fu¨hrt die Schwerkraft zu einem zusa¨tzli-
chen Fluss ΓG hangabwa¨rts parallel zur Unterlage. Dieser Fluss besitzt die
Form
ΓG = Q(h)
√
a2ld
γ
G sinαex, (4.1)
wobei ex der Einheitsvektor in x Richtung ist und Q(h) = (h − ln a)3 im
skalierten System. Damit ergibt sich die Evolutionsgleichung im gekippten
System zu
∂th = −∇(2)
{
(h− ln a)3∇(2) [4(2)h−M(h) − Gh cosα]} (4.2)
− ∂x
{
(h− ln a)3
√
a2ld
γ
G sinα
}
. (4.3)
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Abbildung 4.1: Problemskizze
Es soll weiter angenommen werden, dass der Winkel α klein ist und die
trigonometrischen Funktionen durch ihre Na¨herung in erster Ordnung in α
ersetzt werden ko¨nnen. Damit vereinfacht sich Gl. (4.2) zu
∂th = −∇(2) (h− ln a)3
{∇(2) [4(2)h−M(h) − Gh] + α¯Gex} (4.4)
wobei der umskalierten Winkel α durch
α = α¯
√
γld
a
(4.5)
gegeben ist. Im Weiteren soll der Querstrich u¨ber α¯ weggelassen werden, ohne
dabei zu vergessen, dass dieses neue α, je nach Flu¨ssigkeitseigenschaften,
nicht auf kleine Werte beschra¨nkt sein muss.
4.3 Zweidimensionale Beschreibung
Wie im vorherigen Kapitel werden sich die Betrachtungen auf das zweidi-
mensionale Problem beschra¨nken, um die Berechnungen zu vereinfachen. Zur
Beschreibung des zweidimensionalen Problems wird die Gl. (4.4) auf ihre ein-
dimensionale Form reduziert. Fu¨r das Oberfla¨chenprofil h(x) senkrecht ergibt
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sich dann die Evolutionsgleichung
∂th = −∂x
{
(h− ln a)3 [∂x (∂xxh−M(h, a)−Gh) + αG]
}
. (4.6)
Gleichung (4.6) kann nicht mehr wie im ungekippten Fall aus einem freien
Energiefunktional abgeleitet werden, da der Term ∂x(h− ln a)3αG nicht inte-
grabel ist. Die rechte Seite der Gleichung stellt weiterhin die Divergenz eines
Stromes dar.
Aus numerischen Gru¨nden werden periodische Randbedingungen angenom-
men. Es ist zu erwarten, dass deren Einfluss vernachla¨ssigbar bleibt, solange
die Strukturen ra¨umlich stark begrenzt sind, beziehungsweise solange die
Filmho¨he, welche weit von der lokalisierten Struktur entfernt ist, genu¨gend
glatt ist.
4.4 Stationa¨re Lo¨sungen
Unter den stationa¨ren Lo¨sungen von Gl. (4.6) werden diejenigen Ho¨henprofile
verstanden, welche sich mit einer konstanten Geschwindigkeit v ohne Form-
vera¨nderung bewegen. Es bietet sich deshalb an, die Lo¨sungen in einem sich
mitbewegenden Koordinatensystem xko = x − vt zu berechnen. Dies wird
durch die Transformation ∂th → ∂th + vh erreicht. Die Bestimmungsglei-
chung der stationa¨ren Lo¨sungen ergibt sich dann u¨ber die Ortsintegration
zu
0 = Q(h, a)(∂xxxh − ∂hhf ∂xh) + αGQ(h, a) − v h+ C0, (4.7)
wobei C0 die Integrationskonstante darstellt. Im Gegensatz zum ungekippten
Fall ha¨ngen die stationa¨ren Lo¨sungen explizit vom Parameter a ab. Um die
Integrationskonstante C0 festzulegen, wird der Fluss
Γ(h) = Q(h, a)(∂xxxh − ∂hhf ∂xh) + Q(h, a)αG (4.8)
eingefu¨hrt. Dieser Term stellt den Fluss im Laborsystem dar. Damit la¨sst
sich Gl. (4.7) in Kurzform als (Γ − vh) + C0 = 0 schreiben. Dies bedeutet,
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dass der Fluss Γ − vh im mitbewegten Koordinatensystem an jedem Punkt
x fu¨r alle stationa¨ren Lo¨sungen konstant ist, jedoch nicht im Laborsystem.
Damit la¨sst sich die von uns gewa¨hlte Integrationskonstante C0 ausdru¨cken
als
C0 = −(Γ(h0)− vh0) = −Q(h0, a)αG + v h0. (4.9)
Dies entspricht dem Fluss eine glatten Films der Ho¨he h0, der im Laborsystem
zum Fluss Γ(h0) = −Q(h0, a)αG geho¨rt. Die Wahl von h0 ha¨ngt mit der Vo-
lumenerhaltung unseres Systems zusammen. Bei vorgegebener Systemla¨nge
legt die Wahl von h0 das Volumen und somit die mittlere Schichtdicke h¯ fest.
Analog zum ungekippten Fall, lassen sich die Lo¨sungen der stationa¨ren
Gleichung als Lo¨sungen eines dynamischen Systems auffassen, das in die-
sem Fall dreidimensional ist. In den Variablen h(x), hx(x) = ∂xh(x) und
hxx(x) = ∂xxh(x) la¨sst sich dieses schreiben als
∂xh(x) = hx(x) (4.10)
∂xhx(x) = hxx(x) (4.11)
∂xhxx(x) = ∂hhfhx(x)− αG+ vh(x) + C0
Q(h, a)
. (4.12)
Dieses System besitzt bis zu drei Fixpunkte, welche durch hx(x) = 0, hxx = 0
und αG− vh(x)
Q(h,a)−C0 = 0 gegeben sind. Einer dieser Fixpunkte ist bereits durch
die Wahl von h0 festgelegt. Die beiden anderen ergeben sich zu
h1/2 = (h0 − ln a)
(
−1
2
±
√
v
Gα(h0 − ln a)2 −
3
4
)
+ ln a. (4.13)
Da der Term h − ln a in unserem Modell positiv sein muss, kann der Fix-
punkt mit dem negativen Vorzeichen in Gl. (4.13) ignoriert werden. Fu¨r das
positive Vorzeichen hingegen ergibt sich ein zweiter Fixpunkt im physikalisch
sinnvollen Bereich, solange v/Gα(h0 − ln a)2 > 1 ist. In Abbildung (4.2) ist
dieser zweite Fixpunkt u¨ber h0 aufgetragen. Der zweite Fixpunkt entspricht
einer zweiten Ho¨he h1, welche zu einem glatten Film des gleichen Flusses
C0 = Γ1 − vh1 = Γ0 − vh0 geho¨rt.
Fu¨r v/Gα(h0 − ln a)2 < 3 ist h1 − ln a gro¨ßer als h0. Betrachtet man die
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Abbildung 4.2: Abha¨ngigkeit der Fixpunkte u¨ber h0. Die durchgezogenen Li-
nien entsprechen den Werten des Fixpunktes h1 fu¨r die Werte v/Gα =
0.1, 0.2, 0.5, 1.0, 2.0, 3.0 von links unten abgeza¨hlt. Die gepunktete Linie ent-
spricht dem vorgegebenen Fixpunkt h0.
Stabilita¨t der Fixpunkte des dynamischen Systems, so besitzt ein Fixpunkt
zwei instabile Richtungen und eine stabile, der andere zwei stabile Richtun-
gen mit komplexen Eigenvektoren und eine instabile.
Bei v/Gα(h0 − ln a)2 = 3 vertauschen beide ihre Rollen. Unendlich ausge-
dehnte Tropfen- oder Lochlo¨sungen, welche sich mit konstanter Geschwindig-
keit v bewegen, werden durch Trajektorien wiedergegeben, welche am Fix-
punkt mit den zwei instabilen Richtungen bei x = −∞ starten und dann
fu¨r x =∞ in dessen stabiler Richtung einmu¨nden. Eine solche Lo¨sung stellt
einen homoklinen Orbit dar, der hier in einen dreidimensionalen Raum ein-
gebettet ist.
Neben diesen Lo¨sungen finden sich in Abha¨ngigkeit der Systemparameter
auch Frontlo¨sungen. Deren Trajektorien starten von der instabilen lokalen
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Mannigfaltigkeit des einen Fixpunktes und mu¨nden dann in die stabile des
anderen ein. Sie stellen somit einen heteroklinen Orbit dar.
Fu¨r periodische Randbedingungen sind die stationa¨ren Lo¨sungen geschlosse-
ne Trajektorien, welche sich mehr oder weniger nah an einem dieser homo-
klinen, bzw. heteroklinen Orbits befinden. Im Falle weitausgedehnter flacher
Tropfen oder Lo¨cher befindet sich die Trajektorie in der Na¨he des hetero-
klinen Orbits, d.h. die beiden Schichtho¨hen entsprechen na¨herungsweise den
numerischen Werten der beiden Fixpunkte. Die Geschwindigkeit v im Labor-
system erha¨lt man na¨herungsweise aus der Differenz der Geschwindigkeiten
glatter Filme, deren Ho¨hen den beiden Plateauho¨hen entsprechen.
Es soll darauf hingewiesen werden, dass die Lage der beiden Fixpunkte un-
abha¨ngig von M(h) und somit unabha¨ngig von den molekularen Wechsel-
wirkungen (abgesehen von a) ist, solange α 6= 0 ist. Dies gilt jedoch nur fu¨r
diese speziellen stationa¨ren Lo¨sungen. Auf die Dynamik haben sie natu¨rlich
einen bedeutenden Einfluss.
Auf die oben genannten Eigenschaften wird wieder zuru¨ckgekommen, so-
bald die verschiedenen Lo¨sungsfamilien untersucht werden. Zuna¨chst wird
die einfachste stationa¨re Lo¨sung betrachtet, welche durch einen glatten Film
gegeben ist.
4.4.1 Der glatte Film
Um die Stabilita¨t eines glatten Films der Ho¨he h0 zu bestimmen wird von
dem Ansatz
h(x) = h0 + ² e
βt+ikx (4.14)
ausgegangen. Einsetzen von (4.14) in Gl. (4.7) ergibt fu¨r die lineare Wachs-
tumsrate
β = −(h0 − ln a)3k2(k2 + fhh|h0) − i3αGk(h0 − ln a)2. (4.15)
Fu¨r die Stabilita¨t des Films ist der Realteil <(β) verantwortlich. Der Ima-
gina¨rteil =(β) liefert die Phasengeschwindigkeit, mit der sich eine kleine
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Sto¨rung der Wellenzahl k bewegt. Der glatte Film wird lokal instabil fu¨r
<(β) > 0, was uns fu¨r k2 → 0 die Bedingung
∂hhf(h)|h=h0 = − 2 e−h0
(
1− 2 e−h0) + G < 0 (4.16)
liefert. Fu¨r den instabilen Schichtdickenbereich ergibt sich
h− < h0 < h+ (4.17)
wobei die Bereichsgrenzen h± gegeben sind durch
h± = − ln
[
1
2
(
1
2
∓
√
1
4
−G
)]
. (4.18)
Wie aus den Gleichungen (4.17), (4.18) zu erkennen ist, ha¨ngt der Stabilita¨ts-
bereich des glatten Films weder vom Neigungswinkel α noch vom Parameter
a ab. Der Instabilita¨tsbereich ist identisch mit dem des glatten Films im un-
gekippten Fall, welcher durch die Gleichungen (2.93) und (2.94) gegeben ist.
Fu¨r ein h0 im instabilen Bereich ergibt sich die gro¨ßte instabile Wellenzahl,
fu¨r welche <(β) = 0 ist, wieder zu kkrit =
√−∂hhf(h)|h=h0 . Die am schnell-
sten wachsende Wellenla¨nge besitzt die Wellenzahl kmax = kkrit/
√
2 und
die Wachstumsrate βmax = (h0 − ln a) [∂hhf(h)|h=h0 ]2 /4. Die linearen Mo-
den bewegen sich mit der Geschwindigkeit v = −=(β)/k = 3αG(h0 − ln a)2
hangabwa¨rts. In anderen Worten ist dies die Geschwindigkeit, mit der sich
die Oberfla¨che des ungesto¨rten Films hangabwa¨rts bewegt. Die beiden in-
stabilen Bereichsgrenzen gehen fu¨r sehr kleine G entsprechend Gl. (4.18)
u¨ber in h− ≈ − ln(G/2) und h+ ≈ − ln 2 + G. Am kritischen Punkt
(Gc = 1/4, hc = ln 4) fallen beide Werte zusammen. Fu¨r gro¨ßere G existiert
kein Instabilita¨tsbereich mehr. Der glatte Film ist dann immer stabil.
4.4.2 Lokalisierte und periodische Lo¨sungen
Zuna¨chst werden die nichtglatten Lo¨sungen betrachtet. Fu¨r periodische
Randbedingungen kann wieder die Bifurkationssoftware AUTO [19] verwen-
det werden, um die verschiedenen stationa¨ren Lo¨sungen numerisch zu bestim-
men. Dabei wird angenommen, dass die unendlich ausgedehnten Lo¨sungen
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periodischen Lo¨sungen unendlicher Periodenla¨nge entsprechen, solange von
reinen Frontlo¨sungen abgesehen wird. Die Charakterisierung einer bestimmte
Lo¨sung erfolgt durch die Periodenla¨nge P , die Geschwindigkeit v, die Gravi-
tation G und die mittlere Schichtdicke h¯. Der Parameter a besitzt wie zuvor
den Wert 0.1.
Fu¨r die Lo¨sungen wurde der Verlauf der Amplitude und der beiden Kontakt-
winkel untersucht. Anschließend wurde die lineare Stabilita¨t mit der eines
glatten Films verglichen und die Ergebnisse anhand einer numerischen Simu-
lation des zeitabha¨ngigen Systems verifiziert.
Lo¨sungen kleiner Periodenla¨nge
Damit AUTO die Lo¨sungen berechnen kann ist, ist es notwendig, eine Lo¨sung
von Gl. (4.7) kleiner Amplitude zu finden. Diese Lo¨sung dient als An-
fangslo¨sung, mit der das Programm dann in der Lage ist, weitere Lo¨sungs-
zweige im Parameterraum zu finden und die explizite Form der Lo¨sungen zu
berechnen.
Fu¨r die Lo¨sung h(x) kleiner Amplitude kann der Ansatz
h(x) = h¯+ ²eikx, (4.19)
gemacht werden, wobei ² sehr klein sein soll. Gleichung (4.19) ist dann die
Lo¨sung der linearisierten Form von Gl. (4.7). Fu¨r die Wellenzahl k ergibt sich
die Bedingung
0 = k3 + ∂hhf(h)|h=h¯k − i(3αGk(h¯− ln a)2 − vk). (4.20)
Der Realteil dieser Gleichung liefert den Wert k = kkrit =
√−∂hhf(h)|h=h¯,
welcher dem der neutralen Eigenmode eines glatten Films der Ho¨he h¯ ent-
spricht. Der Imagina¨rteil entha¨lt die Geschwindigkeit v, mit der sich die Obe-
fla¨chenwelle fortbewegt:
v = 3αG(h¯− ln a)2. (4.21)
Eine derartige Lo¨sung existiert allerdings nur, solange h¯ im instabilen
Schichtdickenbereich liegt.
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Im Weiteren wird G = 0.1 angenommen. Zuna¨chst wird die Abha¨ngigkeit der
Geschwindigkeit v und der Amplitude von der Periodenla¨nge P = 2pi/k be-
trachtet. Dazu wird die mittlere Schichtdicke h¯ variiert (Abb. 4.3 und 4.4).
Wie aus den Abbildungen ersichtlich ist, existieren je nach h¯ unterschied-
liche Lo¨sungszweige. Als Lo¨sungsfamilie wird eine Kurve in Abb. 4.3 und
4.4 bezeichnet, welche aus allen A¨sten besteht, die bei einem festen Wert
von h¯ nichtglatte Lo¨sungen bilden. Eine Familie kann aus verschiedenen
Lo¨sungsa¨sten bestehen, wovon jeder durch einen eindeutigen Amplituden-
oder Geschwindigkeitswert bei einer bestimmten Periodenla¨nge festgelegt ist.
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Abbildung 4.3: Geschwindigkeit v u¨ber der Periodenla¨nge P , fu¨r G = 0.1,
a = 0.1 und α = 0.1 fu¨r verschiedene Werte von h¯.
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Entsprechend Abb. 4.3 existieren Lo¨sungsfamilien, die entweder nur aus ei-
nem oder aus zwei A¨sten bestehen, einige dieser existieren jedoch nur fu¨r
kleine Amplitudenwerte. Das Verhalten fu¨r zunehmende Werte von h¯ soll
nun im Detail wiedergeben werden:
1. Fu¨r kleine h¯ existiert nur die triviale Lo¨sung h(x) = h¯.
2. Fu¨r h¯ = 0.7 finden sich zwei Lo¨sungsa¨ste mit verschiedener Geschwin-
digkeit v und Amplitude A bei gleicher Periodenla¨nge P . Beide A¨ste
existieren fu¨r P → ∞ und zeigen monotones Verhalten in v und A
bezu¨glich P . Der Ast mit der gro¨ßeren Geschwindigkeit v besitzt auch
die gro¨ßere Amplitude.
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Abbildung 4.4: Amplitude u¨ber der Periodenla¨nge P , fu¨r G = 0.1, a = 0.1
und α = 0.1 fu¨r verschiedene Werte von h¯.
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3. Fu¨r h¯ = 0.82 existieren wieder zwei Lo¨sungsa¨ste, jedoch nur der Ast
mit der ho¨heren Geschwindigkeit existiert fu¨r P → ∞. Die Geschwin-
digkeit v zeigt monotones Verhalten mit P . Wird die Periodenla¨nge als
Kontrollparameter aufgefasst, so stellt der Punkt an dem der Lo¨sungs-
ast kleinerer Amplitude und Geschwindigkeit endet, den Bifurkations-
punkt dar, an dem eine subkritische Bifurkation zwischen der Lo¨sung
kleiner Amplitude und der trivialen glatten Lo¨sung stattfindet. Dieser
Periodenla¨ngenwert entspricht der Periodenla¨nge P = λkrit, unterhalb
der ein glatter Film der Ho¨he h = h¯ lokal stabil ist.
4. Es existiert nur noch ein Ast (h¯ = 1.0), welcher nach P → ∞ reicht.
Seine Geschwindigkeit v und Amplitude A wachsen mit zunehmender
Periodenla¨ngen P monoton an. Der Startpunkt des Astes entspricht
wieder der Periode λkrit an der eine superkritische Bifurkation vorliegt.
5. Es existiert wiederum nur ein Ast (h¯ = 1.5) bis P → ∞. Die Am-
plitude wa¨chst mit zunehmendem P monoton an. Fu¨r v gilt dies nur
fu¨r große Periodenla¨ngen. Der Periodenwert, ab dem die Lo¨sung exi-
stiert, fa¨llt hier mit der kleinsten Wellenla¨nge λkrit einer instabilen
Sto¨rung des entsprechenden glatten Films zusammen. Die Bifurkation
ist superkritisch.
6. Fu¨r gro¨ßere h¯ existieren wieder zwei A¨ste (h¯ = 2.0, h¯ = 2.5, h¯ = 2.86).
Der Ast der gro¨ßeren Amplitude A entspricht dem mit der kleineren
Geschwindigkeit v. Nur der Lo¨sungsast mit der geringeren Geschwin-
digkeit existiert fu¨r P → ∞. Amplitude und Geschwindigkeit des ab-
brechenden Astes zeigen monotones Veralten mit zunehmendem P . Fu¨r
den nicht abbrechenden Ast ist dies nur fu¨r die Amplitude, jedoch bei
großen Periodenla¨ngen auch fu¨r die Geschwindigkeit der Fall. Der End-
punkt des abbrechenden Astes entspricht wieder der kritischen Wel-
lenla¨nge des glatten Films. Die Bifurkation ist wieder subkritisch. Fu¨r
h¯ = 2.5 sind einige Lo¨sungen in Abb. 4.5 dargestellt.
7. Bei h¯ = 3.5 existieren wieder zwei Lo¨sungsa¨ste bis P →∞. Dieser Fall
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entspricht Fall 2, nur dass hier der Ast mit der ho¨heren Geschwindigkeit
die kleinere Amplitude hat und umgekehrt.
8. Fu¨r sehr große h¯ existiert wieder nur die triviale Lo¨sung h(x) = h¯.
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Abbildung 4.5: Ho¨henprofile fu¨r h¯ = 2.5 fu¨r verschiedene Periodenla¨ngen P
und G = 0.1, a = 0.1 und α = 0.1.
Im Folgenden soll ein U¨berblick u¨ber die gefundenen Lo¨sungsfamilien gege-
ben werden. In den Fa¨llen 1, 2, 7 und 8 ist der glatte Film linear instabil.
Wie sich aus den Abbildungen 4.3 und 4.4 erkennen la¨sst, la¨uft immer ein
Lo¨sungsast auf einen gemeinsamen Geschwindigkeits- und Amplitudenwert
zu, d.h. auf einen Lo¨sungstyp, dessen Amplitude und Geschwindigkeit von
der mittleren Schichtdicke und somit vom Flu¨ssigkeitsvolumen unabha¨ngig
ist. Diese flachen Tropfen werden im na¨chsten Abschnitt genauer behandelt.
Fu¨r die Lo¨sungsfamilien, fu¨r die beide Lo¨sungsa¨ste fu¨r P → ∞ existieren,
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ist es jeweils der langsamere Zweig bei großen h¯ (Fall 2), beziehungsweise
der schnellere Zweig bei kleinem h¯ (Fall 7), welcher gegen diese universel-
le Lo¨sung konvergiert. Diese universelle Lo¨sung hat die Form eines flachen
Tropfens, der aus zwei, zur Unterlage parallelen Plateaus, unterschiedlicher
Ho¨hen zusammengesetzt ist. Das La¨ngenverha¨ltnis der beiden Plateaus ist
durch die mittlere Schichtdicke h¯ festgelegt.
Neben dieser universellen Lo¨sung existiert, je nach mittlerer Schichtdicke
und Periode, noch der andere Lo¨sungszweig. Betrachtet man die lineare Sta-
bilita¨t dieser Lo¨sung fu¨r ein System, dessen Systemla¨nge der Periodenla¨nge
entspricht, so ergibt sich, dass diese Lo¨sungen immer linear instabil sind. In
den Fa¨llen 2 und 7 ist der glatte Film immer stabil, daher trennt die Lo¨sung
auf dem instabilen, zweiten Ast die triviale, glatte Lo¨sung von der Trop-
fenlo¨sung.
Im Fall 3 und 6 existiert sie nur bis zu der Periodenla¨nge P = λkrit, d.h. so-
lange der entsprechende glatte Film linear stabil ist. Es liegt eine subkritische
Bifurkation vor. Anders sieht es im Fall 4 und 5 aus. Hier existiert der zweite
Zweig nicht. Erst an der Stelle λkrit, wo der glatte Film instabil wird, beginnt
die Tropfenlo¨sung zu existieren.
In Abb. 4.6 sind zur Veranschaulichung die Wachstumsraten β der beiden
Lo¨sungszweige fu¨r verschiedene h¯ u¨ber der mittleren Schichtho¨he dargestellt.
Der bei λkrit abbrechende Zweig (du¨nne Linie) besitzt immer eine positive
Wachstumsrate und ist somit linear instabil. Der andere Zweig (dicke Linie)
besitzt immer eine negative Wachstumsrate und bleibt stabil, solange wir nur
eine Periode betrachten. Fu¨r kleine Winkel α sind seine Lo¨sungen jedoch wie
im ungekippten Fall instabil gegen Lo¨sungen gro¨ßerer Periodenla¨nge (coarse
graining). Bei gro¨ßeren Winkeln α treten weitere Lo¨sungstypen auf, welche
spa¨ter noch genauer untersucht werden.
Dass die instabile, nicht glatte Lo¨sung des instabilen Lo¨sungsastes, a¨hn-
lich wie im ungekippten Fall fu¨r α = 0, auch die Bedeutung einer
Keimbildungslo¨sung hat, soll nun anhand einer numerische Simulation des
zeitabha¨ngigen Systems gezeigt werden. Dazu wird fu¨r die mittlere Schicht-
4.4 Stationa¨re Lo¨sungen 107
dicke h¯ = 2.5 und die Systemla¨nge L = 32 gewa¨hlt. Die Anfangsbedingung
bildet ein glatter Film, der mit einer sinusfo¨rmigen Sto¨rung versehen wurde.
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Abbildung 4.6: Lineare Wachstumsrate β u¨ber der Periode P fu¨r verschiede-
nen mittlere Schichtdicken h¯. Die du¨nnen Linien entsprechen dem instabilen
Zweig, die dicken dem stabilen.
Diese Anfangssto¨rung liegt sehr nahe an der instabilen Lo¨sung. Wird die
Amplitude der Sto¨rung so gewa¨hlt, dass sie gro¨ßer ist, als die Amplitude
der entsprechenden Keimbildungslo¨sung, so wa¨chst die Sto¨rung an und es
geht nach einer gewissen Zeit in eine stabile Tropfenlo¨sung u¨ber. Besitzt die
Sto¨rung eine kleinere Amplitude, dann relaxiert sie und es bleibt ein glatter
Film.
Die beiden Anfangssto¨rungen, die endgu¨ltige Lo¨sung im mitbewegten Koor-
dinatensystem sowie den Verlauf der Amplitude sind in Abb. 4.7 (a), (b) und
(c) dargestellt. Die stationa¨ren Lo¨sungen wurden fu¨r mittlere Schichtdicken
untersucht, bei denen Tropfenlo¨sungen gefunden werden. Die dargestellten
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Abbildung 4.7: Zeitlicher Verlauf eines gesto¨rten glatten Films mit h¯ =
2.5, L = 32, G = 0.01, α = 0.1 und a = 0.1, fu¨r zwei Anfangsbedingungen
h(x) = h¯ + A sin(2pi/P ) fu¨r A = 0.20 (durchgezogene Linie) und A = 0.29
(gestrichelte Linie). Die Anfangs-, die Endprofile und der zeitliche Verlauf
der Amplitude sind in (a), (b) und (c) dargestellt.
Ergebnisse ko¨nnen in analoger Form auch auf Lo¨cher u¨bertragen werden,
welche sich fu¨r mittlere Ho¨hen im unteren Schichtdickenbereich bilden.
Flache Tropfen
Wie im vorherigen Abschnitt gezeigt wurde, ergibt sich fu¨r sehr große Pe-
riodenla¨ngen ein Lo¨sungstyp, dessen Geschwindigkeit und Amplitude nicht
mehr von der mittleren Schichtdicke abha¨ngt, sondern nur noch von den
Gro¨ßen a, α und G. Dies gilt allerdings nur, solange h¯ nicht zu klein oder
zu groß im Verha¨ltnis zur Systemla¨nge ist. Bei genu¨gend großer Wellenla¨nge
4.4 Stationa¨re Lo¨sungen 109
haben alle diese Tropfen mit gleichen a, α und G, ungefa¨hr dieselbe Form,
Geschwindigkeit und Amplitude. Sie bestehen anna¨hernd aus zwei Plateaus,
welche an den Ra¨ndern stetig miteinander verbunden sind.
Am vorderen Rand des Tropfens findet man an seiner Oberseite eine Art
Wulst und direkt vor dem Fuß eine kleine Vertiefung. Auf seiner Ru¨cksei-
te werden die beiden Plateauho¨hen durch eine monoton ansteigende Kurve
verbunden. Im Fall von Lo¨chern befindet sich die nichtmonotone Verbin-
dungslinie am ru¨ckschreitenden Ende.
Geht man von einem Tropfen bei periodischen Randbedingung aus, so erha¨lt
man die Form eines Lochs, indem man die untere Plateauho¨he als Lochtiefe
auffasst. Dies verha¨lt sich im dreidimensionalen Fall natu¨rlich anders, da die
Trennung zwischen Tropfen und Lo¨chern auf Grund der zweidimensionalen
Geometrie topologisch eindeutig ist.
Zur Erkla¨rung der flachen Tropfen wird an dieser Stelle nochmals die Be-
schreibungsform der stationa¨ren Lo¨sungen als Trajektorie eines verallgemei-
nerten dynamischen Systems (4.10) verwendet. Denkt man sich die Trajekto-
rie auf eine zweidimensionale Ebene projiziert, so la¨sst sich das Ho¨henprofil
folgendermaßen erkla¨ren.
Die Trajektorie des dynamischen Systems (4.10) startet in der Na¨he der in-
stabilen Mannigfaltigkeit des Fixpunktes (h = h0, ∂xh = 0, ∂xxh = 0), wobei
der Wert von h0 fu¨r die Simulationen durch die Wahl von h¯ und P festgelegt
ist. Zuna¨chst braucht sie relativ lange um sich von diesem Fixpunkt (untere
Plateauho¨he) zu entfernen. Dann bewegt sie sich auf den zweiten Fixpunkt
(h = h1, ∂xh = 0, ∂xxh = 0) zu und ha¨lt sich relativ lange in seiner Na¨he auf
(obere Plateauho¨he). Danach kreist sie einmal um den Fixpunkt herum und
bewegt sich zuru¨ck zum ersten Fixpunkt, wobei sie zuna¨chst ebenfalls um
diesen herumkreist. Je la¨nger die dazu beno¨tigte Zeit ist, desto na¨her kommt
die Trajektorie den Fixpunkten (siehe Abb. 4.8). Fu¨r P →∞ gehen die bei-
den Plateauho¨hen in die der Fixpunkte u¨ber, d.h. hu → h0 und ho → h1.
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Abbildung 4.8: Darstellung der Trajektorie des periodischen Profils eines fla-
chen Tropfens im Phaseraum (hx, h) (oben). Die beiden Fixpunkte befinden
sich an den Positionen der Schnittpunkte der gestrichelten Gerade. Darstel-
lung der hinteren und fordere Front des entsprechenden Flachen Tropfens fu¨r
L = 2000, α = 0.1, G = 0.1 (unten).
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Abbildung 4.9: Abha¨ngigkeit der Geschwindigkeit v vom Neigungswinkel α
fu¨r verschiedene Werte fu¨r G bei a = 0.1 und P = 2000. Die du¨nnen Linien
zeigen die Na¨herung bei α = 0 nach Gl. 4.23.
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Abbildung 4.10: Abha¨ngigkeit der beiden Plateauho¨hen hu und ho vom Nei-
gungswinkel α fu¨r verschiedene Werte fu¨r G bei a = 0.1 und P = 2000.
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Ist die Periodenla¨nge P groß genug, so dass die Plateaus deutlich zu erken-
nen sind, unterscheiden sich zwei Tropfen mit unterschiedlichem h¯ nur durch
ihre La¨nge l. Das Verha¨ltnis der Tropfenla¨nge zur Periodenla¨nge ergibt sich
gena¨hert durch den Term l/P ≈ χ = (h¯ − h0)/((h1 − h0). Dies ist jedoch
nur fu¨r ein h¯ gu¨ltig, fu¨r welches χ weder in der Na¨he von 0 noch von 1
kommt. Dies ha¨ngt damit zusammen, dass fu¨r χ→ 0 das System nicht mehr
genug Volumen besitzt, um einen flachen Tropfen auszubilden. Andererseits
verschwindet das untere Plateau fu¨r χ → 1, da die beiden Tropfenenden
auf Grund der periodischen Randbedingungen miteinander in Wechselwir-
kung treten. In beiden Fa¨llen ergibt sich als Lo¨sung ein glatter Film, oder
eine nichtlineare Welle kleiner Amplitude. Diese letztgenannte Lo¨sung soll
im Folgenden genauer betrachtet werden.
In den Abbildungen 4.3 und 4.4 ist zu erkennen, das bereits ab P = 500 nur
die Lo¨sungen mit relativ kleinem h¯ signifikant von der universellen Lo¨sung
abweichen. Sind die Parameter so gewa¨hlt, dass der flache Tropfen eine gute
Na¨herung darstellt, ist die Geschwindigkeit v anna¨hernd unabha¨ngig von der
Tropfenla¨nge. Dies ist leicht einzusehen, da die Gravitationsbeschleunigung,
die den Tropfen hangabwa¨rts treibt, genauso wie die ihr entgegenwirkende
viskose Reibung, proportional zur Masse und damit zur Tropfenla¨nge ist.
Zur Bestimmung der Eigenschaften der universellen Lo¨sungen, wurde fu¨r die
Berechnung die Periodenla¨nge zu P = 2000 gewa¨hlt und beru¨cksichtigt, dass
h¯ weder zu nahe an hu noch ho liegt. Wie zuvor ist a = 0.1. Zuna¨chst soll fu¨r
diesen Fall die Abha¨ngigkeit der Geschwindigkeit v, sowie der beiden Ho¨hen
hu und ho, vom Neigungswinkel α untersucht werden. Dies ist in Abb. 4.9 und
4.10 fu¨r verschiedene Werte von G dargestellt. Die Geschwindigkeit sowie die
untere Plateauho¨he hu nehmen monoton mit α zu. Die obere ho hingegen ab,
bis sich beide Plateuho¨hen bei einem kritischen Wert des Neigungswinkels
αkrit treffen. Fu¨r gro¨ßere Winkel ist nur noch der glatte Film eine stationa¨re
Lo¨sung. Die Lage dieses gro¨ßten Neigungswinkels αkrit nimmt mit G ab. Das
Verhalten in der Na¨he von α = 0 kann im Fall G¿ 1 approximiert werden.
Im Falle α = 0 muss die Geschwindigkeit v = 0 sein und die beiden Ho¨hen hu
4.4 Stationa¨re Lo¨sungen 113
und ho gehen in die beiden Plateauho¨hen des ungekippten Problems h
u
m und
hom u¨ber. Die beiden Ho¨hen des ungekippten Problems h
u
m und h
o
m ha¨ngen
nur von f(h) ab. Unter der Bedingung G ¿ 1, ho À 1 und hu ¿ 1 ko¨nnen
diese gena¨hert berechnet werden (siehe dazu [88]) und ergeben sich fu¨r α = 0
zu
hu =
√
G
2
+
3
8
G + O(G3/2) und
ho =
√
2
G
+
√
2
16
G + O(G3/2). (4.22)
Einsetzen von Gl. (4.22) in Gl. (4.13) liefert an der Stelle α = 0 die Steigung,
mit der die Geschwindigkeit v in linearer Na¨herung mit α wa¨chst zu
dv
dα
∣∣∣∣
α=0
= 2 − 3
√
2G + ln a + (
3
4
+ 3(ln a)2)G + O(G3/2). (4.23)
In Abbbildung 4.9 ist zu erkennen, dass dies eine recht gute Na¨herung fu¨r
kleine Winkel α darstellt. Fu¨r sehr kleine G geht die Steigung dv
dα
|α=0 in 2
u¨ber. In physikalischen Einheiten ist diese Geschwindigkeit v = (2a2ld/3η)α.
Widmen wir uns nun den dynamischen Kontaktwinkeln der flachen Tropfen.
Dabei soll zwischen fortschreitendem Kontaktwinkel Θf an der Vorderseite
des Tropfens und ru¨ckschreitendem an der Ru¨ckseite des Tropfens Θr unter-
schieden werden.
In Abb. 4.11 und 4.12 ist die Differenz der beiden Winkel von ihrem Gleichge-
wichtswert ΘG fu¨r α = 0 u¨ber der Geschwindigkeit v fu¨r verschiedene Werte
von G dargestellt. Der Gleichgewichtskontaktwinkel entspricht dem des sta-
tischen Problems und ist daher gleich fu¨r beide Tropfenenden. Es zeigt sich,
dass der ru¨ckschreitende Kontaktwinkel in dem hier betrachteten Fall im-
mer gro¨ßer ist, als der Gleichgewichtskontaktwinkel. Die Differenz Θr − ΘG
nimmt anna¨hernd linear mit der Geschwindigkeit v ab, wobei die Abnahme
mit gro¨ßerem G schneller erfolgt.
Anders sieht es fu¨r die Differenz Θf −ΘG aus. Fu¨r kleine Geschwindigkeiten
v nimmt sie zuna¨chst zu, erreicht dann ein Maximum und fa¨llt schließlich
wieder ab.
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Abbildung 4.11: Abha¨ngigkeit der Differenz zwischen fortschreitendem Kon-
taktwinkel Θf und Gleichgewichtskontaktwinkel ΘG von der Geschwindigkeit
v fu¨r verschiedene Werte von G bei a = 0, 1 und P = 2000.
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Abbildung 4.12: Abha¨ngigkeit der Differenz zwischen ru¨ckschreitendem Kon-
taktwinkel Θr und Gleichgewichtskontaktwinkel ΘG von der Geschwindigkeit
v fu¨r verschiedene Werte von G bei a = 0, 1 und P = 2000.
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Fu¨r große v ist der fortschreitende Kontaktwinkel sogar gro¨ßer als der Gleich-
gewichtswinkel. Fu¨r kleinere Werte von G liegt das Maximum dieses para-
belartigen Verlaufs bei einem gro¨ßeren Wert von v. Numerische Simulationen
haben gezeigt, dass die Abnahme der Differenz entweder daher kommt, dass
unsere Lo¨sung den universellen Zweig verla¨sst, oder dass Oszillationen im
Ho¨henprofil auftreten.
Oszillationen treten bei großen α und den damit verbundenen großen v auf.
Die Ho¨he, der sich vorn am Tropfen befindlichen Wulst, wa¨chst dabei auf
einen Wert, der deutlich gro¨ßer ist, als die obere Plateauho¨he. An der ru¨ck-
liegenden Front des Tropfens bildet sich eine Eindellung direkt am Fuß der
Front. Eine weitere, jedoch deutlich kleinere, findet sich direkt vor der vor-
deren Front des Tropfens. Bei weiterer Zunahme von α findet schließlich eine
Wechselwirkung dieser beiden Deformationen statt und die Lo¨sungen verlas-
sen den universellen Zweig flacher Tropfen. Diese Lo¨sungen sollen als nichtu-
niverselle Lo¨sungen bezeichnet werden. Die Besonderheiten dieser Lo¨sungen
werden im na¨chsten Abschnitt behandelt.
Nichtuniverselle Lo¨sungen – Hysterese
Ein weiteres Erho¨hen des Winkels α fu¨hrt dazu, dass sich die beiden Pla-
teauho¨hen der Lo¨sung einander anna¨hern. Sobald eine dieser beiden Ho¨hen
in die Na¨he von h¯ kommt, na¨hert sich das Verha¨ltnis χ = (h¯−h0)/((h1−h0) ≈
(h¯−hu)/((ho−hu) dem Wert 1 oder 0 und die stationa¨ren Lo¨sungen verlassen
den Zweig der universellen Lo¨sungen. Je nachdem, ob es die obere oder die
untere Plateauho¨he ist, welcher sich h¯ na¨hert, ergibt sich eine nichtuniver-
selle Loch- bzw. Tropfenlo¨sung, welche sich auf die oben beschriebene Weise
von den universellen Lo¨sungen unterscheidet. Es sei hier nochmals auf Abb.
4.10 fu¨r den Fall G = 0.1 und h¯ = 3.0 verwiesen. Die obere Plateauho¨he ho
erreicht h¯ ungefa¨hr bei einem Neigungswinkel α = 0.5. In Abb. 4.13 ist die
Geschwindigkeit v u¨ber dem Neigungswinkel α fu¨r den Fall nichtuniverseller
Lo¨sungen dargestellt.
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Abbildung 4.13: Abha¨ngigkeit der Geschwindigkeit der drei Lo¨sungsfamilien
vom Neigungswinkel α fu¨r verschiedene mittlere Schichtho¨hen h¯ bei G = 0.1,
a = 0, 1 und P = 2000.
0 0.5 1 1.5
α
0
1
2
3
4
A
m
pl
itu
de 1.0
2.0
2.8
2.86
3.0
h
Abbildung 4.14: Abha¨ngigkeit der Differenz der maximalen und minimalen
Schichtdicke der drei Lo¨sungsfamilien vom Neigungswinkel α fu¨r verschiede-
ne mittlere Schichtho¨hen h¯ bei G = 0.1, a = 0, 1 und P = 2000.
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Wie leicht zu erkennen ist, ha¨ngt der Winkelwert, bei dem der Lo¨sungszweig
den der universellen Lo¨sungen verla¨sst, stark von h¯ ab. Er befindet sich fu¨r
h¯ = 3.0 in der Na¨he von α = 0.5. Abbildung 4.13 entspricht Abb. 4.9 der
universellen Lo¨sungen. Mit zunehmendem h¯ verschiebt sich der U¨bergangs-
punkt zu immer gro¨ßeren Werten von α. Das entsprechende Verhalten der
Amplitude ist in Abb. 4.14 dargestellt.
Die nichtuniversellen Lo¨sungen besitzen einen, zwei oder drei Lo¨sungszweige:
(a) Es existieren zwei Lo¨sungszweige. Die Kurve im v(α) Diagramm (siehe
Abb. 4.13, h¯ = 3.0) besitzt eine keulenartige Form. Der Lo¨sungszweig
mit der kleineren Geschwindigkeit besteht aus Lo¨sungen gro¨ßerer Am-
plitude als der andere Zweig (bei gleichem α). In Abb. 4.15 sind einige
dieser Lo¨sungen fu¨r h¯ = 3.0 dargestellt.
(b) Es existieren drei Zweige. Die Kurve im v(α) Diagramm zeigt eine
aufgebrochenen Keule, beziehungsweise ein Z-artige Form (siehe Abb.
4.13, h¯ = 2.8, 2.68). Der Zweig mit der ho¨heren Geschwindigkeit la¨uft
mit zunehmendem α asymptotisch auf die Kurve v = 3αG(h¯−ln a)2 zu,
welcher der Lo¨sung kleiner Amplituden aus Abschnitt 4.4.2 entspricht.
Lo¨sungen zu h¯ = 3.00 und h¯ = 2.86 sind in Abb. 4.15 bzw. Abb.
4.16 fu¨r P = 2000 bzw. P = 500 fu¨r verschiedene Neigungswinkel α
dargestellt.
(c) Es existiert nur ein Lo¨sungszweig, der jedoch ab einem gewissen Wert
von α vom universellen Zweig abzweigt (siehe Abb. 4.13, h¯ = 1.0, 2.0).
Dies ist deutlich im v(α) Diagramm fu¨r h¯ = 2.0 in der Na¨he von α = 1.2
zu erkennen.
Um die Resultate zu interpretieren, bietet es sich sich an, die Beschrei-
bungsweise an den ungekippten Fall α = 0 anzulehnen. A¨hnlich wie im Fall
metastabiler Filmdicken des ungekippten Systems sollen die linear instabilen
Zweige als Nukleationslo¨sungen bezeichnet werden, was sich aus der linearen
Stabilita¨tsanalyse ableiten la¨sst. Die Begru¨ndung dieser Namensgebung liegt
darin, dass nur wenige Eigenwerte dieser Lo¨sungen positiv sind.
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Abbildung 4.15: Ho¨henprofile der zwei stabilen Lo¨sungsa¨ste fu¨r h¯ = 3.0 fu¨r
verschiedene Neigungswinkel α bei G = 0.1, a = 0, 1 und P = 2000. Die
Bezeichnungen der A¨ste beziehen sich auf deren Geschwindigkeiten.
Im Falle (a) stellt der obere Zweig im v(α) Diagramm den linear instabilen
Nukleationslo¨sungszweig dar. Der untere Zweig ist linear stabil und ist
durch die Nukleationslo¨sung von der Lo¨sung des glatten Films getrennt. Fu¨r
α → 0 gehen beide Zweige in die entsprechenden Zweige des ungekippten
Problems u¨ber. Die lineare Stabilita¨tsanalyse bezieht sich hierbei wieder auf
den Fall einer Periodenla¨nge des Systems. Fu¨r mehrere Periodenla¨ngen ist zu
erwarten, dass die fu¨r eine Periodenla¨nge stabilen Lo¨sungen wieder instabil
sind gegenu¨ber coarse graining, hin zu Lo¨sungen gro¨ßerer Periodenla¨ngen.
Fu¨r den Fall (b) existieren fu¨r einen Winkelbereich drei Lo¨sungszweige. Dazu
werde der Z-artige Verlauf im v(α) Diagramm 4.13 fu¨r mittlere Schichtho¨hen
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Abbildung 4.16: Ho¨henprofile der drei Lo¨sungsa¨ste fu¨r h¯ = 2.86 fu¨r verschie-
dene Neigungswinkel α bei G = 0.1, a = 0, 1 und P = 500, wobei a) der
langsamere, stabile untere Ast, b) der instabile und c) der schnellere, oberer
Ast ist.
im Fall (b) betrachtet. Fu¨r kleine Winkel existiert nur der Ast großer
Amplitude und kleiner Geschwindigkeit, welcher dem aus Fall (a) entspricht.
Ab einem Winkelwert αu existieren drei Lo¨sungszweige bis zu einem zweiten
Grenzwinkel αo hin. Wie aus der linearen Stabilita¨tsanalye hervorgeht
(Siehe Anhang A.3) ist der mittlere Ast linear instabil, hingegen sind die
anderen zwei A¨ste stabil sind. Der untere Ast im v(α) Diagramm stellt die
Fortsetzung der bereits fu¨r kleinere Winkel existierenden Lo¨sungeszweigs
großer Amplitude dar. Der andere stabile Zweig ho¨herer Geschwindigkeit
besteht aus nichtlinearen Oberfla¨chenwellen kleiner Amplitude. Beide
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Lo¨sungszweige stellen stabile, stationa¨re Lo¨sungen dar, welche sich mit
unterschiedlicher Geschwindigkeit hangabwa¨rts bewegen. Sie sind a¨hnlich
wie im ungekippten Fall durch den mittleren Ast voneinander getrennt,
auf dem Nukleationslo¨sungen liegen. Um bei einem festen Winkel α von
einer stabilen Lo¨sung zur anderen zu gelangen, ist es no¨tig, diese durch eine
geeignete Sto¨rung genu¨gend weit auszulenken. Ab dem Neigungswinkel αo
existieren nur noch die kleinamplitudischen, schnellen Wellenlo¨sungen.
Eine andere Mo¨glichkeit einen U¨bergang zwischen beiden stabilen Lo¨sungen
zu erzielen, bietet eine kontinuierliche A¨nderung des Neigungswinkel bis zu
einem Wert, bei dem der anfa¨ngliche Lo¨sungszweig aufho¨rt zu existieren.
Befindet sich die Lo¨sung auf dem unteren Zweig und wird der Neigungswin-
kel α erho¨ht, so verla¨sst das System die Lo¨sung großer Amplitude und geht
auf die wellenartige u¨ber sobald αo u¨berschritten wird. Erneutes Verringern
des Neigungswinkels fu¨hrt dazu, dass die Lo¨sung ab dem Winkel αu wieder
auf die Lo¨sung großer Amplitude zuru¨ckspringt. Da dieser U¨bergang nicht
beim gleichen Winkel α stattfindet, kann von Hysterese gesprochen werden.
Diese Eigenschaft des fallenden Films soll in Zukunft als dynamischer
Entnetzungsu¨bergang mit Hysterese bezeichnet werden.
Um zu zeigen, dass dieses eben dargestellte Szenario dem wirklichen
Verhalten der zeitabha¨ngigen Evolutionsgleichung des zweidimensionalen
Problems entspricht, soll die folgende numerischen Simulation dienen.
Numerische Simulation – Hysterese
Zu Beginn der Simulation der zeitabha¨ngigen Gleichung wird der Winkel
α = 0.2 < αu und die Systemla¨nge L = 100 gewa¨hlt. Wie sich aus dem
Amplitudenverlauf (siehe Abb. 4.17) erkennen la¨sst, existiert fu¨r diesen Wert
des Neigungswinkels nur eine stabile Lo¨sung fu¨r die Periodenla¨nge P = L.
Die Anfangsbedingung stellt ein glatter leicht verrauschter Film der mittleren
Dicke h¯ = 2.86 dar, welcher dann auf die sich mit konstanter Geschwindigkeit
hangabwa¨rts bewegende, stationa¨re Lo¨sung großer Amplitude relaxiert.
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Abbildung 4.17: Vergleich der Amplitude A (a) und der Geschwindigkeit v
(v), gewonnen aus den stationa¨ren Lo¨sungen (gestrichelte Linien) mit den
Werten der numerischen Simulation (Kreise).
122 Gleitende Tropfen und Lo¨cher
Sobald das System diese Lo¨sung erreicht hat, wird der Winkel um δα = 0.1
vergro¨ßert und gewartet, bis die Lo¨sung wieder auf die stationa¨re relaxiert
ist. Daraufhin wird dieser Prozess wiederholt, wobei der Winkel α in δα = 0.1
Schritten erho¨ht wird (siehe Pfeil 2 in Abb. 4.17 oben und unten).
Sobald der Wert αnumo u¨berschritten wird, ho¨rt die Lo¨sung großer Amplitude
auf zu existieren und das System springt auf den Ast der Wellenlo¨sungen
kleiner Amplitude (siehe Pfeil 3). Daraufhin wird α auf die vorherige Art
und Weise bis zu einem Wert von α = 1.3 erho¨ht.
Von hier ab wird α nun wieder in δα = −0.1 Schritten reduziert, wobei jedes
mal gewartet wird, bis die Lo¨sung auf die stationa¨re Lo¨sung kleiner Ampli-
tude relaxiert ist (siehe Pfeil 5). Sobald der Wert α = αnumu u¨berschritten
wird, springt die Lo¨sung zuru¨ck auf den Ast der Lo¨sungen großer Amplitude
(siehe Pfeil 6). Hingegen fu¨r den ersten U¨bergang αnumo ≈ αo ist, erfolgt der
U¨bergang hier bei einem kleineren Winkel αnumu < αu als nach den Kurven
der zuvor berechneten stationa¨ren Lo¨sungsa¨ste zu erwarten wa¨re. Dies ist
darauf zuru¨ckzufu¨hren, dass die Wachstumsrate der Lo¨sung kleiner Ampli-
tude gegen Null strebt, wenn sie mit dem instabilen Ast zusammentrifft (was
sich aus dem relativ spitzen Zusammenlauf in Abb. 4.17 (b) erkla¨ren la¨sst).
Dieses Verhalten fu¨hrt zu einem kritischen Langsamerwerden der Dynamik,
sobald der Winkel α verkleinert wird. Das System befindet sich in diesem
Fall in der Na¨he einer Wellenlo¨sung kleiner Amplitude aus Abschnitt 4.4.2.
Diese Wellenprofile sind zwar instabil, besitzen aber fu¨r einen Winkel α in
de Na¨he von αu eine so kleine Wachstumsrate, dass es sehr lange dauert bis
das System auf den stabilen Ast u¨bergeht. Abgesehen von diesem unteren
U¨bergang liegen die Punkte der Zeitsimulation relativ gut auf der aus den
stationa¨ren Lo¨sungen erhaltenen Kurve. Die numerische Simulation besta¨tigt
weitgehend das aus den stationa¨ren Profilen erhaltene Resultat. Die Winkel-
hysterese la¨sst sich damit auch im dynamischen System erkennen. In Abb.
4.18 ist das dazugeho¨rige Ho¨henprofil fu¨r den obigen U¨bergang bei αnum0 u¨ber
der Zeit dargestellt.
4.5 Dreidimensionaler Ausblick 123
0
2
4
0
200
400
2.7
2.8
2.9
h 600
800
1000
0 25 50 75 100
x
2.75
2.8
2.85
1800
1400
Abbildung 4.18: Darstellung der Ho¨henprofile fu¨r verschiedene Zeiten des
U¨bergangs von der schnellen Lo¨sung kleiner Amplitude zu der langsamen
Lo¨sung großer Amplitude entsprechend dem durch den Pfeil 3 markierten
U¨bergang aus Abb. 4.17. Die Legenden beziehen sich auf die Zeit t
4.5 Dreidimensionaler Ausblick
Nachdem die charakteristischen Eigenschaften des zweidimensionalen Pro-
blems eingehend untersucht wurden, soll hier ein kleiner Einblick in die
Lo¨sungsvielfalt und die Dynamik des dreidimensionalen Problems gegeben
werden. Dazu wird Gleichung (4.4) mit Hilfe eines semi-impliziten, pseudo-
spektralen Euler Vorwa¨rts-Algorithmus (siehe Anhang A.2) fu¨r verschiedene
Parameter und Anfangsbedingungen numerisch integriert. Fu¨r die folgenden
Simulationen wurden die gleichen Werte G = 0.2 und a = 0.1 gewa¨hlt. Sie
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unterscheiden sich jedoch in der mittleren Schichtdicke h¯, dem Neigungswin-
kel α, der Anzahl der Stu¨tzstellen sowie in der Form des Schichtdickenprofils
zu Beginn der Simulation. Die Simulationen zeigen folgendes Verhalten:
1. Tropfen verschiedener Gro¨ßen
Um die Form eines sich bewegenden Tropfens zu veranschaulichen, wur-
den drei Tropfen verschiedener Gro¨ße betrachtet. Die flachen Tropfen
haben vor dem Kippen eine kreisrunde Grundfla¨che, ihre Ho¨he ent-
spricht der oberen metastabilen Schichtdickengrenze ho ≈ 2.44. Die
Schichtdicke des verbleibenden Feldes wurde auf den Wert der Ho¨he
der unteren metastabilen Grenze hu ≈ 0.74 gesetzt. Das Feld bestand
aus 256× 256 Stu¨tzstellen. Die Tropfen besaßen die Radien 15, 20 und
25 Punkte. Fu¨r die Gesamtla¨nge des Systems wurde L = 1000 gewa¨hlt,
so dass sich ein Ortsschritt von dx = dy ≈ 3.91 und eine mittlere
Schichtdicke von h¯ ≈ 0.84 ergab. Der zeitliche Verlauf der Simulation
ist in Abb. 4.19 und 4.20 dargestellt.
Am Anfang der Simulation beginnen die Tropfen hangabwa¨rts zu glei-
ten. Dabei bewegen sich gro¨ßere Tropfen schneller als kleinere. An der
vorderen Tropfenfront la¨sst sich eine bandartige Erho¨hung in Form ei-
ner Randwulst erkennen (t = 100).
Im weiteren Verlauf der Simulation (t = 2500) geht die Form der Trop-
fen nach und nach in die typische Form eines gleitenden Tropfen u¨ber,
wie man sie von fallenden Wassertropfen auf einer Unterlage kennt.
Die kreisrunden Tropfen werden dabei in x-Richtung la¨nger und ver-
schma¨hlern sich in y-Richtung. An der Vorderseite bildet sich eine halb-
kreisfo¨rmige runde Front aus, wogegen man an der Ru¨ckseite eine sich
nach hinten hin abflachende, spitz zulaufende Kuspe findet. Der klein-
ste Tropfen (links außen) weist schon die charakteristische Tropfenform
auf, wobei die anderen Tropfen noch im Mittelbereich eine bauchartige
Verbreiterung zeigen.
Die anschließende Zeitevolution wird durch das Ablo¨sen kleinerer Trop-
fen am hinteren, kuspenartigen Ende der fallenden Tropfen dominiert.
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Dabei schnu¨rt sich das hintere Tropfenende ein und es lo¨st sich ein
fast halbkugelartiger, kleinerer Tropfen ab. Aufgrund der geringeren
Gro¨ße bleibt dieser im weiteren Verlauf etwas hinter dem Muttertropfen
zuru¨ck. Zuna¨chst findet dieser Prozess am kleinsten der urspru¨nglichen
Tropfen (t = 3600) statt. Daraufhin setzt dieser Prozess auch bei den
anderen Tropfen ein (t = 5800), wobei sich vom urspru¨nglich kleinsten
Tropfen bereits ein weiterer Tropfen ablo¨st (t = 7000, 10600). Nach und
nach lo¨sen sich weitere kleine Tropfen ab, wobei deren Anzahl durch
das Volumen des Muttertropfens und die periodischen Randbedingun-
gen beschra¨nkt ist. Es verbleiben Tropfenreihen, bestehend aus kleinen
Tropfen a¨hnlicher Gro¨ße mit einem etwas gro¨ßeren Tropfen, der der
Tropfenreihe voraus la¨uft.
2. Viele kleine Tropfen
Als Anfangsbedingung der Simulation wurde ein Feld mit 250 kleinen,
runden Tropfen gewa¨hlt. Die obere und untere Schichtdicke entsprach
der oberen und unteren Grenze des metastabilen Bereichs, welche durch
ho ≈ 2.44 und hu ≈ 0.74 gegeben sind. Der Radius der Tropfen betrug
20 Punkte, was unter Beru¨cksichtigung des Ortschritts dx = dy ≈ 2.15
dem Wert r = 43 entspricht. Die Tropfen beru¨hren sich zu Beginn
der Simulation nicht. Damit ergab sich eine mittlere Schichtdicke von
h¯ = 1.03. Der Neigungswinkel betrug α = 0.2. Die Zeitsimulation ist
in Abb. 4.21 und 4.22 dargestellt.
Die Tropfen beginnen sich hangabwa¨rts zu bewegen und a¨ndern ihre
Form zu der des fallenden Tropfens (t = 100, 350). Nach und nach fu¨hrt
die Wechselwirkung der benachbarten Tropfen zu deren Verschmelzen
und zu einer Richtungsa¨nderung der Bewegung. Die etwas gro¨ßeren
Tropfen fallen schneller und verschmelzen so weiter mit den kleineren.
Diese neuen Tropfen besitzen die Form schlangenartiger Gebilde, welche
an ihrer Vorderseite eine charakteristische Wulst und einen nach hinten
abfallenden Schwanz aufweisen (t = 1100, 2600). Diese langen Tropfen
verschmelzen mit anderen, welche sich in ihrer Na¨he befinden, wobei
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sie sich danach etwas versetzt weiterbewegen (t = 6600).
3. Front bei α = 0.1
Die Anfangsbedingung der Simulation stellt eine wallartige Front dar,
welche fu¨r ein Feld aus N = nx×ny = 512×512 Stu¨tzstellen eine Breite
von n = 167 hatte. Die Schichdicke innerhalb des Walls entsprach der
oberen metastabilen Bereichsgrenze ho ≈ 2.44, außerhalb der unteren
hu ≈ 0.74. Dies ergab eine mittlere Schichdicke von h¯ = (n/nx)ho +
(1−n/nx)hu ≈ 1.3. Der Neigungswinkel betrug α = 0.1 und der Orts-
schritt dx = dy = 1.59. Der zeitliche Verlauf ist in Abb. 4.25 und 4.23
dargestellt. Um die Form der Front besser betrachten zu ko¨nnen, wurde
das Feld fu¨r die Zeiten t = 2100, 3100, 6100, 10100, 12100, 14100 jeweils
um n = 397, 438, 76, 288, 408, 24 Punkte in x-Richtung nach unten ver-
schoben.
Die Front gleitet langsam nach unten, wobei sich an der Vorderseite die
bekannte Randwulst ausbildet, wie sie aus den zweidimensionalen glei-
tenden Lo¨sungen bereits bekannt ist. An der Ru¨ckseite der Front tritt
eine Fingerinstabilita¨t auf (t = 2100), welche sich im weiteren Verlauf
(t = 3100) weiter ausbildet. Die Anzahl der Finger betra¨gt zuna¨chst
12, reduziert sich jedoch durch das Verschmelzen zweier Finger auf
11, da die Gesamtla¨nge des Systems kein Vielfaches der Wellenla¨nge
der Fingerinstabilita¨t zu sein scheint. Geht man daher von 11.5 Fin-
gern aus ergibt sich eine Wellenzahl von k ≈ 0.044. Das Anwachsen
der ru¨ckschreitenden Finger scheint ebenfalls die vordere Front zu de-
stabilisieren (t = 6100, 10100), wobei hier keine klare Wellenla¨nge zu
erkennen ist. Etwas spa¨ter tritt erneut ein Verschmelzungsprozess zwi-
schen zwei der ru¨ckschreitenden Finger auf. Die Finger wachsen auf
beiden Seiten weiter an (t = 12100, 14100), wobei das Wachstum an
der Vorderseite durch den Volumenverlust der ru¨ckschreitenden Finger
dominiert wird. Im Gegensatz zu den du¨nnen ru¨ckschreitenden Fingern
sind die Finger der Vorderfront deutlich breiter und a¨hneln der Vorder-
seite fallender Tropfen. Mehr Details zu den Fingerinstabilita¨ten der
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Vorder- und Hinterfront finden sich im Artikel von Thiele&al [84] .
4. Front bei α = 0.2
Die Anfangsbedingung und die Systemparameter entsprechen bei die-
ser Simulation den Vorherigen. Der einzige Unterschied liegt in der
Wahl des Neigungswinkels, der hier zu α = 0.5 gewa¨hlt wurde. Die
zeitliche Evolution ist in Abb. 4.24 und 4.26 wiedergegeben, wobei
das Ho¨henfeld fu¨r t = 100, 600, 725, 1100, 1470, 1850 jeweils um n =
340, 390, 8, 389, 298, 222 Punkte nach unten in x-Richtung verschoben
wurde, um die Darstellung klarer zu machen.
Zuna¨chst passt sich die Form des Walls dem entsprechenden zweidimen-
sionalen Frontprofil an, welches in y-Richtung translationssymmetrisch
ist (t = 100). Im weiteren Verlauf bilden sich zwischen 16 und 17 Finger
an der hinteren Front (t = 600), welche im weiteren Verlauf anwachsen
und dem ru¨ckschreitenden Teil einzelner Tropfen a¨hneln. Geht man von
16.5 Fingern aus, entspricht dies einer Wellenzahl von k ≈ 0.63.
An der Oberseite des Walls tritt eine wellenartige Modulation auf, wel-
che zu einer Lochreihe vor der hinteren Front fu¨hrt (t = 725). Die
Finger fu¨hren zur Ablo¨sung einer Tropfenreihe an der Ru¨ckseite des
Walls. Die Modulationen an der Oberseite erzeugen weitere Lo¨cher und
es kommt zu einer zweiten Tropfenreihe an der Hinterfront (t = 1100).
Ferner ist zu beobachten, dass auch die vordere Front instabil wird,
wobei die Anzahl der Finger hier zwischen 12 und 13 liegt. Fu¨r den
Wert von 12.5 ergibt sich eine Wellenzahl von k ≈ 0.05
Die abgelo¨sten Tropfen bewegen sich langsamer und bleiben bei der
Fallbewegung weiter zuru¨ck. Die auf der Walloberfla¨che entstandenen
Lo¨cher brechen vereinzelt nach hinten auf oder vergro¨ßern ihre Fla¨che
(t = 1470). Die vorderen Finger breiten sich weiter aus. Einige ver-
schmelzen aufgrund der jetzt recht unregelma¨ßigen Struktur der Front-
oberfla¨che mit benachbarten Fingern. Im Weiteren kommt es zu einer
weiteren Ablo¨sung von Tropfen an den ru¨ckschreitenden Fingern. Die
Unregelma¨ßigkeit der Lo¨cher fu¨hrt dazu, dass die Finger an der Ru¨ck-
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seite des Walls eine baumartige Aststruktur zeigen (t = 1850).
Weitere Simulationen des dreidimensionalen Problems finden sich in [10] und
[86].
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Abbildung 4.19: Dreidimensionale Darstellung eines fallenden Films, mit drei
Tropfen verschiedener Radien als Anfangsbedingung und h¯ = 0.84, G = 0.2,
a = 0.1, α = 0.1, 4x = 4y = 3.91 fu¨r 256× 256.
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Abbildung 4.20: Dreidimensionale Darstellung eines fallenden Films im fort-
geschrittenen Verlauf, mit drei Tropfen verschiedener Radien als Anfangsbe-
dingung und h¯ = 0.84, G = 0.2, a = 0.1, α = 0.1, 4x = 4y = 3.91 fu¨r
256× 256.
4.5 Dreidimensionaler Ausblick 131
Abbildung 4.21: Dreidimensionale Darstellung eines fallenden Films, mit 250
kleinen Tropfen als Anfangsbedingung und h¯ = 1.03, G = 0.2, a = 0.1,
α = 0.2, 4x = 4y = 2.15 fu¨r 1024 × 1024 Punkte und dem Tropfenradius
r = 43.
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Abbildung 4.22: Dreidimensionale Darstellung eines fallenden Films im fort-
geschrittenen Verlauf, mit 250 kleinen Tropfen als Anfangsbedingung und
h¯ = 1.03, G = 0.2, a = 0.1, α = 0.2, 4x = 4y = 2.15 fu¨r 1024 × 1024
Punkte und dem Tropfenradius r = 43.
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Abbildung 4.23: Dreidimensionale Darstellung eines fallenden Films im fort-
geschrittenen Verlauf, mit einer Front der Breite n = 167 als Anfangsbedin-
gung und h¯ = 1.3, G = 0.2, a = 0.1, α = 0.1, 4x = 4y = 2.15 fu¨r 512×512
Punkte auf der x-Achse verschoben.
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Abbildung 4.24: Dreidimensionale Darstellung eines fallenden Films, mit ei-
ner Front der Breite n = 167 als Anfangsgsbedingung und h¯ = 1.3, G = 0.2,
a = 0.1, α = 0.1, 4x = 4y = 2.15 fu¨r 512 × 512 Punkte auf der x-Achse
verschoben.
4.5 Dreidimensionaler Ausblick 135
Abbildung 4.25: Dreidimensionale Darstellung eines fallenden Films, mit ei-
ner Front der Breite n = 167 als Anfangsgsbedingung und h¯ = 1.3, G = 0.2,
a = 0.1, α = 0.2, 4x = 4y = 2.15 fu¨r 512 × 512 Punkte auf der x-Achse
verschoben.
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Abbildung 4.26: Dreidimensionale Darstellung eines fallenden Films im fort-
geschrittenen Verlauf, mit einer Front der Breite n = 167 als Anfangsbedin-
gung und h¯ = 1.3, G = 0.2, a = 0.1, α = 0.2, 4x = 4y = 2.15 fu¨r 512×512
Punkte auf der x-Achse verschoben.
Kapitel 5
Zusammenfassung und
Diskussion
5.1 Entnetzung im Diffusen-Grenzfla¨chen-
Modell
Wir haben die Eigenschaften eines du¨nnen Flu¨ssigkeitsfilms mit Hilfe des
an die Du¨nnfilmhydrodynamik gekoppelten Diffusen-Grenzfla¨chen-Modells
auf einem ungeneigten, ebenen Substrat untersucht. Kapitel 2 behandelte
die Herleitung der Evolutionsgleichung der Filmoberfla¨che nach Pismen
und Pomeau [57]. Dabei stellte sich heraus, dass sich die Dynamik aus
der Variation eines Lyapunov-Funktionals gewinnen la¨sst. Mit Hilfe dieses
Potentials wurde die lokale und globale Stabilita¨t der stationa¨ren Lo¨sung in
der Form eines glatten Films bestimmt und die Wachstumsraten der linear
instabilen Moden berechnet. Die Stabilita¨tsbetrachtungen erlaubten eine
Aufteilung der (h¯, G) Parameterebene in stabile, metastabile und instabile
Schichtdickenbereiche, sowie in Loch- und Tropfenbereiche. Die Existenz
des Lyapunov Potentials ermo¨glichte es, die Form der im metastabilen
Schichtdickenbereich lokal stabilen Tropfen-, bzw. Lochlo¨sungen zu erhalten.
Die Bestimmungsgleichung der stationa¨ren Lo¨sungen wurde auf ein zweidi-
mensionales dynamisches System abgebildet, numerische Simulationen des
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zeitabha¨ngigen, dreidimensionalen Modells fu¨r verschiedene Parameterwerte
innerhalb des instabilen Schichtdickenbereichs wurden gezeigt.
In Kapitel 3 wurden die Lo¨sungen der zweidimensionalen Evolutionsglei-
chung betrachtet. Nachdem die unterschiedlichen stationa¨ren Lo¨sungen
numerisch berechnet wurden, erfolgte eine Klassifizierung entsprechend
ihrer charakteristischen Gro¨ßen, wie der freien Energie und Amplitude, in
Abha¨ngigkeit von der Periodenla¨nge. Dadurch ließen sich die stationa¨ren
Lo¨sungen, je nach Gro¨ße der Gravitation G und der mittleren Schichtdicke
h¯, in verschiedene Lo¨sungsfamilien aufteilen.
Im metastabilen Schichtdickenbereich wurden, neben den tropfen-
bzw. lochartigen periodischen Lo¨sungen und der entarteten Lo¨sung in
Form des glatten Films, ein weiterer Lo¨sungszweig im Energie-Periode-
Diagramm gefunden. Stabilita¨tsbetrachtungen ergaben, dass dieser weitere
Lo¨sungszweig aus Keimbildungslo¨sungen besteht.
Ferner zeigte sich, dass die Keimbildungslo¨sungen auch noch fu¨r einen
Schichtdickenbereich existieren, fu¨r den der glatte Film instabil ist. Durch
Vergleich der linearen Stabilita¨t dieser Lo¨sung mit der des entsprechenden
glatten Films wurde ein Bereich gefunden, welcher sich dadurch auszeichnet,
dass eine zufa¨llig auf der Oberfla¨che vorhandene kleinskalige Sto¨rung
schneller wa¨chst, als die linear instabilste Mode des glatten Films.
Im Gegensatz zu diesem keimbildungsdominierten Bereich liegen die anderen
instabilen Schichtdicken im instabilita¨tsdominierten Bereich, in dem die
Strukturbildung durch die am schnellsten wachsende, instabile Mode des
glatten Films dominiert wird.
Anhand numerischer Simulationen fu¨r ein System, dessen laterale Aus-
dehnung mehreren Wellenla¨ngen der instabilsten Mode des glatten Films
entsprach, konnte gezeigt werden, dass sich die Aufspaltung des instabilen
Schichtdickenbereichs in keimbildungsdominierten Bereich (A) und instabi-
lita¨tsdominierten Bereich rechtfertigen la¨sst.
Der keimbildungsdominierte Bereich zeichnet sich dadurch aus, dass die
Breite und Tiefe eines Sto¨rungskeims einen entscheidenden Einfluss auf
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das Aufbrechen des Films hat, d.h. die im Kurzzeitverhalten auftretende
vorla¨ufige Endstruktur ha¨ngt von der Anfangssto¨rung ab. Dagegen ließ sich
im instabilita¨tsdominierten Bereich praktisch keine Abha¨ngigkeit von der
Anfangssto¨rung feststellen. Das Langzeitverhalten wird, wie in [89] fu¨r ein
a¨hnliches System gezeigt wurde, vom coarse graining dominiert.
Dies ha¨ngt damit zusammen, dass die stationa¨ren Lo¨sungen der Peri-
odenla¨nge P nur stabil sind, solange die Systemla¨nge der Periodenla¨nge
entspricht. Dagegen sind die Lo¨sungen dieser Periodenla¨nge instabil gegen
coarse graining, wenn die Systemla¨nge verdoppelt wird.
Obwohl die Resultate nur auf der Untersuchung des zweidimensionalen
Problems beruhen, wird davon ausgegangen, dass die Unterscheidung der
Stabilita¨tsbereiche im instabilen Bereich auch fu¨r das dreidimensionale Pro-
blem gu¨ltig bleiben. Aufgrund der gro¨ßeren Anzahl ra¨umlicher Freiheitgrade
wird meist ein gemischtes Verhalten auftreten, d.h. solange die Defektdichte
auf dem anfa¨nglich glatten Film nicht zu hoch ist, wird fast immer auch eine
spinodale Entnetzung auftreten. Die Aufteilung der Instabilita¨tsbereiche
gilt ebenfalls fu¨r andere, formal a¨hnliche Trennungsdru¨cke, solange diese
einen kurzreichweitigen destabilisierenden und einen langreichweitigen
stabilisierenden Anteil besitzt.
Diverse Arbeiten, wie [75, 76, 70, 71, 74] fu¨r den Fall IV und [67, 85]
verwenden einen Trennungsdruck, welcher destabilisierende polare und
stabilisierende molekulare Wechselwirkungen beschreibt und diesen Anfor-
derungen genu¨gt.
Untersuchungen einer Evolutionsgleichung mit dieser Form des Trennungs-
drucks mit der im ersten Teil dieser Arbeit verwendeten Methodik, fu¨hrt
zu einer a¨hnlichen Einteilung in keimbildungsdominierten Bereich und
instabilita¨tsdominierten Bereich [87].
Trotz a¨hnlicher Eigenschaften beider Modelle gibt es einige grundlegende
Unterschiede. Diese resultieren daraus, dass der Trennungsdruck fu¨r einen
kleinen Parameter b, welcher dem Parameter G im Diffusen-Grenzfla¨chen-
Modell entspricht, divergiert. Dies hat zur Folge, dass auch dickere Filme nur
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metastabil, jedoch nie absolut stabil sind. Diese dickeren Filme befinden sich
im Keimbildungsbereich, fu¨r ihre Instabilita¨t ist vor allem die Keimbildung
verantwortlich. Fu¨r b → 0 wa¨chst der keimbildungsdominierte Bereich auch
zu den kleinen Schichtdicken hin an bis er letztendlich bei b = 0 h¯ = 0
erreicht.
In unserem System ist der metastabile Bereich immer durch eine maximale
Schichtdicke begrenzt, solange G 6= 0 ist. Selbst fu¨r G = 0 behalten die
Instabilita¨tsbereiche ihre Gu¨ltigkeit, da die Grenzen auch hier noch endliche
Werte besitzen. Die Ergebnisse u¨ber die Keimbildungslo¨sung ko¨nnen dazu
verwendet werden, um kritische Tropfen und Lo¨cher fu¨r einen Entnet-
zungsu¨bergang erster Ordnung zu berechnen.
Die Resultate sollen nun in Bezug auf die Experimente von Reiter [61] und
Jakcob&al [11], auf die wir in Kapitel 1 na¨her eingegangen sind, betrachtet
werden. Die Experimente lassen sich leicht mit unserem Modell in Bezug
bringen, wenn wir die Gravitation als langreichweitige, stabilisierende
Wechselwirkung betrachten, welche mit der destabilisierenden apolaren
Wechselwirkung konkurriert (im Fall kleiner G).
Die Autoren stimmen darin u¨berein, dass der Film linear instabil ist. Im
Artikel von Reiter wird der Prozess als spinodale Entnetzung betrachtet, bei
der die Lochdichte von der Schichtdicke abha¨ngt. Im Gegensatz dazu sind
die Autoren von [11] der Meinung, dass eine Entnetzung durch Keimbildung
an zufa¨llig verteilten Defekten erfolgt.
Diese, sich zuna¨chst widersprechenden Interpretationen lassen sich in
Einklang bringen, wenn wir uns vorstellen, dass die Entnetzungsexperimente
mit einer Schichtdicke durchgefu¨hrt wurden, welche im keimbildungsdo-
minierten Bereich der linear instabilen Schichtdicken liegt. Dabei muss
von der Pra¨senz einiger Sto¨rungen ausgegangen werden, die eventuell den
Entnetzungsprozess dominiert haben.
Um die spinodale Instabilita¨t des glatten Films in diesem Bereich beobachten
zu ko¨nnen, du¨rfen nur wenige Sto¨rungen oder Defekte vorhanden sein. Im
Falle von [61] scheint die Keimbildung an den Defekten zu u¨berwiegen, da
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das Entnetzen von zufa¨llig auf der Oberfla¨che verteilten Keimen ausgeht. Die
a¨hnlichen Radien der sich bildenden Lo¨cher ko¨nnen davon herru¨hren, dass
die Sto¨rungen oder Defekte von der gleichen Natur waren (Verunreinigungen
auf der Oberfla¨che der Flu¨sssigkeit oder dem Substrat, Temperaturschwan-
kungen, gelo¨ste Stoffe in der Flu¨ssigkeit, usw.).
In den Experimenten von Reiter fa¨llt auf, dass die Lo¨cher relativ weit
voneinander entfernt sind. Es ist keine wellenartige Oberfla¨chendeformation
zu erkennen, welche fu¨r die Anfangsphase der spinodalen Entnetzung typisch
wa¨re. Es verbleiben relativ große, freie Fla¨chen zwischen den Lo¨chern, wo zu
erwarten wa¨re, ebenfalls Lo¨cher zu finden, wenn der Film nicht ideal glatt
wa¨re.
Dies spricht dafu¨r, dass die Lo¨cher durch Keimbildung entstanden sind. Die
lineare Instabilita¨t des glatten Films scheint hier im Vergleich zum lateralen
Lochwachstum so langsam zu sein, dass sie praktisch nicht auftritt.
Fu¨r den Fall des Wavers B entstehen netzartige Strukturen, in denen viele
kleine Tropfen verbleiben. Diese Tropfen scheinen von einem sekunda¨ren
Entnetzungsprozess zu stammen, welcher von der linearen Instabilita¨t des
Films verursacht wird.
Im Fall des Experiments nach [11] sind sowohl die Entnetzung an Keimen,
sowie die durch die spinodalen Prozesse entstehende wellenartige Ober-
fla¨chenmodulation klar zu erkennen.
Diese Ansicht wird ebenfalls durch die Experimente von Jacobs&al
[34] bekra¨ftigt. Die Autoren sind der Meinung, dass bei Polymerfilmen
das Aufbrechen im Anfangsstadium fast immer durch Keimbildung an
defektartigen Sto¨rungen hervorgerufen wird. Die Nukleationskeime sind
durch zufa¨llig verteilte intrinsische Irregularita¨ten der Morphologie der
Polymerschicht gegeben. Diese werden dadurch verursacht, dass der Film zu
einem bestimmten Maß das daru¨berliegende Gas absorbiert. Dieser Effekt
ist jedoch nicht homogen u¨ber die Oberfla¨che verteilt, was zu Defekten
fu¨hrt.
Sie stimmen damit u¨berein, dass im Experiment von Reiter Keimbildung
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dominiert, wobei die in [11] partiell zu beobachtende spinodale Entnetzung
auf die kompakteren Eigenschaften des Metallfilms und somit auf deren ge-
ringere Empfindlichkeit gegenu¨ber dem Atmospha¨rendruck zuru¨ckzufu¨hren
ist.
Auch wenn in unserem Modell Inhomogenita¨ten innerhalb der Flu¨ssigkeit
nicht einbezogen wurden, weisen die Experimente und die daraus erhaltenen
Resultate darauf hin, dass ein Ho¨henbereich im spinodalen Schichtdickenbe-
reich existiert, fu¨r den die Keimbildung u¨berwiegt.
Diese Aussage la¨sst sich in analoger Form auch auf das spinodale Ent-
mischen zweier Flu¨ssigkeiten u¨bertragen, wenn man sich die Schichtdicke
durch die Konzentration einer der Flu¨ssigkeitskomponenten ersetzt, denkt.
Obwohl sich die Lo¨sungen meist von denen bei der Entnetzung auftretenden
unterscheiden, besitzen beide Systeme eine Vielzahl gemeinsamer, allge-
meiner Eigenschaften und lassen sich durch formal a¨hnliche Gleichungen
beschreiben.
Die Untersuchung solcher spinodaler Systeme la¨sst sich auf a¨hnliche Weise
durchfu¨hren, wie es hier fu¨r die Entnetzung gemacht wurde, wobei die
freie Energie, je nach System, einen weiteren kubischen Term [54, 53] oder
sogar einen quadratischen [27] enthalten kann. Die in [54] berechneten
stationa¨ren, periodischen Konzentrationsprofile lassen sich bezu¨glich ihres
Kontrollparameters analog unseres Systems (siehe Abschnitt 3.2.2), in drei
Bereiche (i), (ii) und (iii) einteilen. Die Autoren bezeichnen den positiven
Energiezweig im metastabilen Bereich als periodische Nukleationslo¨sung,
berechnen allerdings die Bereichsgrenzen nicht. In [53] vermuten sie, dass die
Keimbildung im spinodalen Bereich eventuell beobachtbar ist, jedoch einen
geordneteren Charakter besitzt, d.h. man erwartet eine sta¨rkere ra¨umliche
Korrelation der Lochmittelpunkte. Diese Annahme entspricht der Untertei-
lung in instabilita¨ts- und keimbildungsdominierten Schichtdickenbereich.
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5.2 Fallende Filme im Diffusen-Grenzfla¨chen
-Modell
In Kapitel 4 wurde das Problem eines fallenden, du¨nnen Flu¨ssigkeitsfilms auf
einer um einen kleinen Neigungswinkel α gekippten Ebene behandelt.
Zuna¨chst wurde die lineare Stabilita¨t fallender, glatter Filme in Abha¨ngig-
keit von deren Ho¨he untersucht. Dabei zeigte sich, dass die Driftgeschwin-
digkeit des Films von der Schichtdicke und dem Neigungswinkel α abha¨ngt,
jedoch nicht dessen lineare Stabilita¨t. Dies ist darauf zuru¨ckzufu¨hren, dass sie
wie im ungeneigten Fall, nur von der ersten Ableitung des Trennungdrucks
abha¨ngen.
Wie im ungekippten Fall wurden die Berechnungen anschließend wieder auf
das zweidimensionale Problem beschra¨nkt. Um die stationa¨ren, periodischen
Lo¨sungen zu berechnen, wurde von einer gena¨herten Lo¨sung kleiner Ampli-
tude ausgegangen, die dann durch den Parameterraum verfolgt wurde.
In Abha¨ngigkeit von der mittleren Schichtdicke h¯ fanden sich verschiede-
ne Lo¨sungsfamilien, deren Geschwindigkeit und Amplitude bei einem festen
Neigungswinkel auf unterschiedliche Weise von der Periondenla¨nge abha¨ngen.
Eine lineare Stabilita¨tsanalyse zeigte, dass sowohl stabile stationa¨re Lo¨sun-
gen als auch instabile Nukleationslo¨sungen existieren. Selbst fu¨r sehr kleine
Neigungswinkel unterscheiden sich die Eigenschaften der stationa¨ren Lo¨sun-
gen deutlich von denen des ebenen Problems. Dies ist auf den Symmetrie-
bruch aufgrund des Kippens zuru¨ckzufu¨hren. Die stationa¨ren Lo¨sungen wei-
sen daher eine klare Asymmetrie auf. Sie bewegen sich mit konstanter Ge-
schwindigkeit die schiefe Ebene hinab, wobei die Geschwindigkeit eine starke
Abha¨ngigkeit von der Periodenla¨nge und der mittleren Schichtdicke zeigt.
Trotz dieser Eigenschaften lassen sie sich jedoch noch immer mit den Lo¨sun-
gen des ungekippten Problems (α = 0) in Beziehung setzen.
Neben diesen Lo¨sungen existiert ein weiterer stationa¨rer Lo¨sungstyp fu¨r
α 6= 0 in Form von nichtlinearen Oberfla¨chenwellen kleiner Amplitude. Die-
ser Lo¨sungstyp besitzt keine Analogie im ungekippten Fall und tritt nur auf,
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wenn die molekulare Wechselwirkungen und der durch die Gravitation ver-
ursachte viskose Fluss von der selben Gro¨ßenordnung sind.
Bei der Untersuchung der Lo¨sungen in Abha¨ngigkeit von der Periodenla¨nge
wurde ein spezieller Lo¨sungstyp gefunden, welcher als universelle Trop-
fenlo¨sung bezeichnet wurde. Diese Lo¨sungen zeichnen sich dadurch aus, dass
ihre Geschwindigkeit und Plateauho¨hen weder von der Periodenla¨nge, noch
von der mittleren Schichtdicke abha¨ngen, solange ein begrenzter Parameter-
bereich nicht verlassen wird. Sie besitzen die Form eines flachen Plateaus,
welches sich u¨ber einem Film der Dicke der unteren Plateauho¨he fortbe-
wegt und an seiner vorderen Front eine kapillare Wulst zeigt. Die La¨nge
des Tropfens variiert dabei mit der mittleren Schichtdicke. Wir untersuchten
die Eigenschaften dieser flachen Tropfen in Abha¨ngigkeit von Modellpara-
metern. Es zeigte sich, dass mit zunehmendem Neigungswinkel die untere
Plateauho¨he zunimmt, die obere abnimmt. Ferner nimmt seine Geschwin-
digkeit mit zunehmendem Neigungswinkel stetig zu, wa¨hrend der ru¨ckschrei-
tende Kontaktwinkel abnimmt. Im Gegensatz zum ru¨ckschreitenden zeigt
der fortschreitende Kontaktwinkel ein nichtmonotones Verhalten in der Ge-
schwindigkeit. Er nimmt zuna¨chst zu, erreicht einen maximalen Wert und
sinkt dann wieder ab, wobei er sogar Werte unterhalb des Gleichgewichts-
kontaktwinkels erreicht. Dieser Effekt tritt um so sta¨rker auf, je ho¨her die
Gravitation ist. Fu¨r Lo¨sungen, die eine der beiden Plateauho¨hen in die Na¨he
der mittleren Schichtdicke haben, verlassen wir den Bereich der eben erwa¨hn-
ten universellen Lo¨sungen.
Bei der Betrachtung solcher nichtuniversellen Lo¨sungen fand sich ein Hy-
stereseeffekt in Abha¨ngigkeit vom Neigungswinkel. Fu¨r einen bestimmten
Schichtdickenbereich existiert ab einem bestimmten Neigungswinkel eine wei-
tere stabile, stationa¨re Lo¨sung, welche durch eine nichtlineare Welle kleiner
Amplitude gegeben ist. Vergro¨ßert man den Neigungswinkel kontinuierlich,
so kann ein U¨bergang des Systems auf diesen neuen Lo¨sungtyp erreicht wer-
den, da die urspru¨ngliche Lo¨sung instabil wird. Verringert man den Winkel
danach wieder, so findet ein U¨bergang des Systems auf den urspru¨nglichen
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Lo¨sungstyp statt, die Lo¨sung kleiner Amplitude verliert ihre Stabilita¨t. Da
die beiden U¨berga¨nge nicht fu¨r denselben Winkelwert erfolgen, liegt Hyste-
rese vor.
Zweifelhaft bleibt jedoch, ob die nichtlineare Welle u¨berhaupt im Experiment
zu beobachten ist, da ihre Amplitude recht klein ist und die Lo¨sung deshalb
nur schwer von einem glatten Film zu unterscheiden ist. Im Experiment kann
daher der Eindruck entstehen, der flache Film sei stabil, obwohl eine groß-
amplitudische stabile Lo¨sung existiert, welche nur durch U¨berqueren einer
Nukleationslo¨sung mo¨glich ist.
Wie zuvor erwa¨hnt, ha¨ngen die erzielten Resultate vom Verha¨ltnis der mo-
lekularen Wechselwirkungen und der Gravitation, deren Sta¨rke durch den
Parameter G wiedergegeben wird, ab. Die Resultate besitzen auch noch fu¨r
kleine, jedoch nicht zu kleine Werte von G ihre Bedeutung, wobei die Dyna-
mik entsprechend langsamer abla¨uft. Im realen Experiment wu¨rde man an-
nehmen, dass fu¨r sehr du¨nne Filme der Einfluss der Gravitation sehr gering
ist, so dass sich die Resultate in Bezug auf Tropfenprofile und Geschwindig-
keiten nur qualitativ u¨bertragen lassen. Numerische Simulationen besta¨tigen
jedoch, dass die grundlegenden Eigenschaften des Systems auch fu¨r kleine
Werte von G ihre Bedeutung nicht verlieren.
Bei kleiner werdendem Wechselwirkungsparameter a la¨uft die Dynamik
schneller ab und die Grenzen zwischen den Lo¨sungsfamilien im Parameter-
raum verschieben sich (Im Falle a > 0). Da die Vera¨nderung von a keine
wirklich neuen Erkenntnisse u¨ber das Modell liefert, wurde in den Simulatio-
nen der Wert a = 0.1 verwendet.
Das hier behandelte System unterscheidet sich in einigen Punkten von den
bisherigen Arbeiten zum Problem fallender Flu¨ssigkeitsfilme.
In den meisten dieser Arbeiten gehen die Autoren von einer Unterteilung
des fallenden Films oder der Flu¨ssigkeitsfront in drei Regionen aus: das auf-
stro¨mende Ende (1) an der Vorderseite, den mittleren, zentralen Bereich (2)
und das abstro¨mende Ende an der Ru¨ckseite des Tropfens oder der Front
(3) [32, 28, 90]. Dabei werden A¨hnlichkeitslo¨sungen in den drei Regionen be-
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rechnet und diese dann anschließend passend zusammengefu¨gt. Die Lo¨sun-
gen dieser Modelle ha¨ngen u¨ber ein Potenzgesetz von der Zeit ab, was darauf
zuru¨ckzufu¨hren ist, dass in diesen Modellen eine Superposition von Spreizung
und Gleiten angenommen wird, welche fu¨r alle Zeiten andauert.
Diese Abha¨ngigkeit findet sich selbst fu¨r gleitende Tropfen, welche ihre Form
beibehalten und in einem mitbewegten Koordinatensystem betrachtet wer-
den, wie Podorski [58] herausfand. Aufgrund der direkten Zeitabha¨ngig-
keit der Lo¨sungen, ha¨ngt die lineare Stabilita¨t der vorderen Kante (1) auf
nichttriviale Weise von den zeitabha¨ngigen Randbedingungen ab, d.h. den
Anschlussbedingungen zu den Lo¨sungen in der benachbarten Region. Diese
sind gegeben durch das sich a¨ndernde Verha¨ltnis der Filmdicke des aufwa¨rts-
stro¨menden Anteils auf der einen Seite und der Ho¨he des Vorlauffilms auf der
anderen, bzw. von der jeweiligen Gleitla¨nge wie es zum Beispiel in [81, 90] der
Fall ist. Im Falle eines u¨ber das Substrat gleitenden Films (slip) ist es erfor-
derlich, den Kontaktwinkel an der Kontaktlinie explizit festzulegen [81, 52]
oder ihn wie nach [28] von der Geschwindigkeit abha¨ngen zu lassen.
Nimmt man auf der anderen Seite die Existenz eines Vorlauffilms an, erha¨lt
man einen verschwindenden Kontaktwinkel im unbewegten Fall und nicht
den Gleichgewichtskontaktwinkel. Sobald sich der Tropfen jedoch in Bewe-
gung setzt, ha¨ngt der Kontaktwinkel von der Geschwindigkeit der vorderen
Front ab, was zu einem relativ komplexen Verhalten im Falle der Kombina-
tion aus Gleiten mit Vorlauffilm fu¨hrt.
In dem in dieser Arbeit verwendeten Modell wird zwar auf die Superpositi-
on der beiden Mechanismen verzichtet, aber dennoch von einer stationa¨ren
Bewegung der Tropfen ausgegangen. Es werden Tropfen (oder auch Lo¨cher)
betrachtet, welche sich mit einer konstanten Geschwindigkeit ohne Forma¨nde-
rung die Ebene hinab bewegen. Verschwindet der Kontaktwinkel, gehen diese
Lo¨sungen in die Gleichgewichtslo¨sungen auf einer horizontalen Ebene u¨ber.
Die in den anderen Modellen ad hoc festzulegenden Parameter wie dynami-
scher Kontaktwinkel, Tropfengeschwindigkeit, Tropen- und Vorlauffilmdicke
lassen sich mit dem von uns verwendeten Modell aus zwei Parametern be-
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stimmen, welche die Entnetzungseigenschaften und das Verha¨ltnis zwischen
den molekularen Wechselwirkungen und der Gravitation beschreiben. Dies
fu¨hrt zu einem intuitiveren, geschlosseneren Bild des betrachteten Problems.
Ein weiterer Vorteil dieses Modells liegt darin, einen anderen Trennungdruck
zu verwenden und die Eigenschaften des vera¨nderten Modells mit der hier
entwickelten Methode zu berechnen. Geeignete Trennungdru¨cke finden sich
z.B. in [55, 83]. Solange der Trennungsdruck aus einem destabilisierenden
kurzreichweitigen und einem langreichweitigen stabilisierenden Anteil be-
steht, erwarten wir, dass qualitativ a¨hnliche Resultate erzielt werden, welche
sich jedoch in einigen Details unterscheiden. Im Falle eines Trennungsdrucks,
welcher aus stabilisierenden kurzreichweitigem und einem langreichweitigen
destabilisierenden Anteil besteht, werden sich die Resultate deutlich unter-
scheiden. Die hier entwickelte Methode kann jedoch auch hier noch verwendet
werden.
Das hauptsa¨chliche Manko unseres Modells auf der geneigten Ebene stellen
die periodischen Randbedingungen dar, d.h. wir gehen von einer Tropfen-,
bzw. Lochkette aus. Ist die Periodenla¨nge groß genug im Vergleich zur Aus-
dehnung der Struktur (Tropfen, Loch), und ko¨nnen wir von einer gleichen
Schichtdicke davor und dahinter ausgehen, so ist der Einfluss dieser Randbe-
dingungen weitgehend vernachla¨ssigbar. Das gilt vor allem fu¨r den Param-
terbereich der universellen, flachen Lo¨sungen. Wie numerische Simulationen
der zeitabha¨ngigen Gleichung gezeigt haben, tritt ein durch die Randbedin-
gungen verursachtes, irregula¨res Verhalten nur fu¨r relativ große Winkel und
fu¨r Parameter im nichtuniversellen Bereich auf. Eine Wechselwirkung zwi-
schen Topfenvorder- und Ru¨ckseite fu¨hrt dann zu einer nichtlinearen Wech-
selwirkung, welche zu einer zeitabha¨ngigen Lo¨sung fu¨hrt, die nicht in eine
stationa¨re Lo¨sung konvergiert.
Die dreidimensionalen, numerischen Simulationen des gekippten Problems
vermitteln einen Eindruck, wie die realen Strukturen aussehen ko¨nnten. Die
Lo¨sungen zeigen eine deutliche A¨hnlichkeit zu den in der Natur zu findenden
fallenden Tropfen relativ dicker Filme.
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Anhang A
Numerische Verfahren
A.1 Zweidimensionales Problem
Das Ho¨henprofil im zweidimensionalen Modell wird durch die eindimensiona-
le Bewegungsgleichung (2.76) fu¨r die Filmdicke h(x) auf einer um den Winkel
α geneigten Oberfla¨che beschrieben, welche gegeben war durch
∂th = −∂x
{
(h− ln a)3 [∂x (∂xxh−M(h, a)−Gh) + αG]
}
(A.1)
Fu¨r α = 0 erha¨lt man den ungeneigten Fall. Zuna¨chst wird diese Gleichung
transformiert, indem von der Ho¨he h der Wert der mittleren Ho¨he
h¯ =
∫ L
0
h(x) dx
L
(A.2)
abgezogen wird. Diese Ho¨he wird wieder mit h bezeichnet. Um Gleichung
(A.1) numerisch zu lo¨sen, werden zuna¨chst die Ortsableitungen diskretisiert.
Dazu werden N a¨quidistante Stu¨tzstellen xi mit 1 ≤ i ≤ N mit dem Ab-
stand δx = xi+1 − xi eingefu¨hrt. Die Funktion h(x) wird durch den Vektor
hti = h
t(xi) ersetzt, welcher die Werte der Ho¨he an den Stu¨tzstellen wieder-
gibt. Der Index t bedeutet, dass die Ho¨he zum Zeitpunkt t betrachtet wird.
Des Weiteren werden die ra¨umlichen Ableitungen durch zentrale finite Diffe-
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renzen der Ordnung (δx)2 mit der Form
∂xh(xi, t) =
1
2δx
(hti+1 − hti−1), (A.3)
∂xxh(xi, t) =
1
(δx)2
(hti+1 − 2hti + hti−2), (A.4)
∂xxxh(xi, t) =
1
2(δx)3
(hti+2 − 3hti+1 + 3hti−1 − hti−2), (A.5)
∂xxxxh(xi, t) =
1
(δx)4
(hti+2 − 4hti+1 + 6hti − 4hti−1 + hti−2) (A.6)
ersetzt. Die Zeitableitung wird durch ein einfaches Euler-Vorwa¨rts-Schema
zu
∂th
t(xi) =
1
δt
(ht+δti − hti), (A.7)
diskretisiert, wobei δt der Zeitschritt ist. Einsetzen in Gl. (A.1) ergibt, dass
die rechte Seite der Gleichung Terme der Ordnung
h3∂xxh und h
3∂xxxxh (A.8)
besitzt, welche aufgrund ihrer Stabilita¨t eine starke Einschra¨nkung des Zeit-
schritts δt darstellen. Dies ru¨hrt daher, dass deren Wert schnell mit h
anwa¨chst. Es bietet sich deshalb an, diese Terme so weit wie mo¨glich im-
plizit zu behandeln. Des Weiteren wird die Gleichung nach jedem Zeitschritt
um das vorherige Ho¨henprofil linearisiert. Dazu wird die Abweichung der
Ho¨he
uti = h
t+δt
i − hti (A.9)
eingefu¨hrt und der lineare Anteil der linken Seite implizit zum Zeitpunkt
t+ δt behandelt. Dies fu¨hrt auf eine semi-implizite Gleichung der Form
ut+δti
δt
= Lij(u
t, ∂xu
t, . . . )ut+δtj +NLi(u
t, ∂xu
t, . . . ) (A.10)
bzw. (
1
δt
δij − Lij(ut, ∂xut, . . . )
)
︸ ︷︷ ︸
Pij
ut+δtj = NLi(u
t, ∂xu
t, . . . ) (A.11)
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oder
Piju
t+δt
j = NL
t
i, (A.12)
wobei vorausgesetzt wird, dass u¨ber zwei gleiche Indizes summiert wird. Die
Funktion NL ist der nichtlineare Anteil, welcher ra¨umliche Ableitungen bis
zur 4. Ordnung von u entha¨lt. Durch Inversion der Matrix P ergibt sich die
Abweichung ut+δtj zu.
ut+δtj = P
−1
ji NL
t
i (A.13)
und daraus die Ho¨he zum neuen Zeitschritt zu
ht+δtj = u
t+δt
j + h
t+δt
j . (A.14)
Die Matrix P besitzt fu¨r periodische Randbedingungen die Form
P =

X X X X 0 0 0 0 0 0 0 ... 0 0 0 0 0 0 0 0 X X X
X X X X X 0 0 0 0 0 0 ... 0 0 0 0 0 0 0 0 0 X X
X X X X X X 0 0 0 0 0 ... 0 0 0 0 0 0 0 0 0 0 X
X X X X X X X 0 0 0 0 ... 0 0 0 0 0 0 0 0 0 0 0
0 X X X X X X X 0 0 0 ... 0 0 0 0 0 0 0 0 0 0 0
0 0 X X X X X X X 0 0 ... 0 0 0 0 0 0 0 0 0 0 0
...
0 0 0 0 0 0 0 0 0 0 0 ... 0 0 X X X X X X X 0 0
0 0 0 0 0 0 0 0 0 0 0 ... 0 0 0 X X X X X X X 0
0 0 0 0 0 0 0 0 0 0 0 ... 0 0 0 0 X X X X X X X
X 0 0 0 0 0 0 0 0 0 0 ... 0 0 0 0 0 X X X X X X
X X 0 0 0 0 0 0 0 0 0 ... 0 0 0 0 0 0 X X X X X
X X X 0 0 0 0 0 0 0 0 ... 0 0 0 0 0 0 0 X X X X

, (A.15)
wobei die X fu¨r von Null verschiedene, unterschiedliche Elemente der Matrix
stehen. Durch geeignete Wahl des Zeitschritts δt kann verhindert werden,
dass die Matrix P singula¨re Eigenwerte besitzt.
Die periodischen Randbedingungen fu¨hren dazu, dass die Matrix P in der
oberen linken und unteren rechte Ecke von Null verschiedene Elemente be-
sitzt, wa¨hrend alle anderen Elemente, abgesehen von der Diagonalen und
einigen Nebendiagonalen Null sind. Zur Inversion dieser Matrix wa¨re ein
Algorithmus no¨tig, dessen Rechenzeit und Speicheranforderungen proportio-
nal zum Quadrat des Ranges der Matrix anwachsen wu¨rden. Da der Rang
der Matrix durch die Anzahl N der Stu¨tzstellen gegeben ist, wu¨rde dieser
Rechenschritt die numerische Berechnung erheblich verlangsamen. Es bietet
sich daher an, eine Transformation durchzufu¨hren, welche die Matrix auf eine
Bandmatrix u¨berfu¨hrt. Fu¨r eine Bandmatrix wachsen die Anforderungen fu¨r
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Rechenzeit und Speicherplatz nur linear mit der Anzahl der Stu¨tzstellen an.
Dazu wird der Ho¨henvektor u entsprechend
u˜i = u2i fu¨r 1 < i < N/2, (A.16)
u˜i+N/2 = u2i−1 fu¨r 1 < i < N/2 (A.17)
umgeordnet, wobei vorausgesetzt wird, dass N gerade ist. Dies entspricht
einer Multiplikation der Gl. (A.12) mit der Matrix
T =

1 0 0 0 0 0 0... 0 0 0 0 0 0 0 ··· 0 0 0 0 0 0 1
0 1 0 0 0 0 0... 0 0 0 0 0 0 0 ··· 0 0 0 0 0 1 0
0 0 1 0 0 0 0... 0 0 0 0 0 0 0 ··· 0 0 0 0 1 0 0
0 0 0 1 0 0 0... 0 0 0 0 0 0 0 ··· 0 0 0 1 0 0 0
0 0 0 0 1 0 0... 0 0 0 0 0 0 0 ··· 0 0 1 0 0 0 0
0 0 0 0 0 1 0... 0 0 0 0 0 0 0 ··· 0 1 0 0 0 0 0
0 0 0 0 0 0 1... 0 0 0 0 0 0 0 ··· 1 0 0 0 0 0 0
...
0 0 0 0 0 0 0... 1 0 0 0 0 0 1 ··· 0 0 0 0 0 0 0
0 0 0 0 0 0 0... 0 1 0 0 0 1 0 ··· 0 0 0 0 0 0 0
0 0 0 0 0 0 0... 0 0 1 0 1 0 0 ··· 0 0 0 0 0 0 0
0 0 0 0 0 0 0... 0 0 0 1 0 0 0 ··· 0 0 0 0 0 0 0
 (A.18)
von links. Dies liefert aus aus Gl. (A.12)
P˜jmu˜
t+δt
m = N˜L
t
j (A.19)
wobei
P˜jm = TjkPkiT
−1
im (A.20)
u˜t+δtm = Tmnu
t+δt
n (A.21)
N˜L
t
j = TjlNL
t
l (A.22)
ist. In Gl. (A.19) ist die Matrix P˜ eine Bandmatrix, welche oberhalb und un-
terhalb der Diagonalen jeweils 6 Nebendiagonalen besitzt. Diese Bandmatrix
kann dann numerisch effektiv invertiert werden und es ergibt sich schließlich
die neue Ho¨he zu
ht+δtj = T
−1
jk u˜
t+δt
k + h
t+δt
j . (A.23)
A.2 Dreidimensionales Problem
Im dreidimensionalen Fall wird die Filmoberfla¨che durch ein Feld h(x, y, t)
beschrieben. Die entsprechende partielle, nichtlineare Differentialgleichung
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ist gegeben durch Gl. (4.4) zu
∂th = −∇(2)
{
(h− ln a)3∇(2) [4(2)h−M(h) − Gh ]} (A.24)
− ∂x
{
(h− ln a)3Gα} ,
wobei die Unterlage um den Winkel α gegen die x-Achse geneigt ist und der
Winkel α entsprechend Gl. (4.5) umskaliert wurde. Fu¨r α = 0 erha¨lt man
das dreidimensionale, ebene Problem. Im Gegensatz zum zuvor behandelten
zweidimensionalen Problem kann hier nicht dasselbe numerische Verfahren
verwendet werden, da die Matrix P des zweidimensionalen Problems hier ein
Tensor 4. Ordnung wa¨re. Auch wenn dieser Tensor durch geeignete Transfor-
mationen auf eine einfachere Form gebracht werden kann, wachsen Rechen-
zeit und Speicheranforderungen mindestens mit dem Quadrat der Stu¨tzstel-
len.
Da periodische Randbedingungen verwendet werden, bietet sich ein pseudo-
spektrales semi-implizites Verfahren an, was darauf beruht, zu jedem Zeit-
schritt den nichtlinearen Anteil im Ortsraum, den linearisierten Anteil der
Gleichung jedoch im Fourierraum zu berechnen. Da durch die Fast-Fourier-
Transformation ein schneller, optimierter Algorithmus existiert, kann die
Tranformation recht effizient durchgefu¨hrt werden.
Fu¨r die Zeitintegration wird wiederum von einem einfachen Euler-Vorwa¨rts-
Verfahren ausgegangen und die Ortsableitungen entsprechend
∂xh
t(xi, xj) =
1
2δx
(
hti+1,j − hti−1,j
)
(A.25)
∂yh
t(xi, xj) =
1
2δy
(
hti,j+1 − hti,j−1
)
(A.26)
∂xxh
t(xi, xj) =
1
(δx)2
(
hti+1,j − 2hti,j + hti−1,j
)
(A.27)
∂yyh
t(xi, xj) =
1
(δy)2
(
hti,j+1 − 2hti,j + hti,j−1
)
(A.28)
∂xyh
t(xi, xj) =
1
4δxδy
(
hti+1,j+1 − hti+1,j−1 − hti−1,j+1 + hti−1,j−1
)
(A.29)
∂yxh
t(xi, xj) = ∂xyh
t(xi, xj) (A.30)
(A.31)
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∂xxxh
t(xi, xj) =
1
2(δx)3
(
hti+2,j − 2hti+1,j + 2hti−1,j − hti−2,j
)
(A.32)
∂yxxh
t(xi, xj) =
1
2(δx)2δy
(
hti+1,j+1 − hti+1,j−1 + hti−1,j+1 (A.33)
−hti−1,j−1 − 2hti,j+1 + 2hti,j−1
)
∂yyyh
t(xi, xj) =
1
2(δy)3
(
hti,j+2 − 2hti,j+1 + 2hti,j−1 − 1hti,j−2
)
(A.34)
∂xyyh
t(xi, xj) =
1
2δx(δy)2
(
hti+1,j+1 − hti−1,j+1 + hti+1,j−1 (A.35)
−hti−1,j−1 − 2hti+1,j + 2hti−1,j
)
∂xxxxh
t(xi, xj) =
1
(δx)4
(
hti+2,j − 4hti+2,j + 6hti,j − 4hti−1,j + hti−2,j
)
(A.36)
∂xxyyh
t(xi, xj) =
1
(δx)2(δy)2
(
hti+1,j+1 − 2hti,j+1 + hti−1,j+1 (A.37)
−2hti+1,j + 4hti,j − 2hti−1,j − hti+1,j−1 + 2hti,j−1 − hti−1,j−1
)
∂yyyyh
t(xi, xj) =
1
(δy)4
(
hti,j+2 − 4hti,j+1 + 6hti,j − 4hti,j−1 + hti,j−2
)
(A.38)
∂yyxxh
t(xi, xj) = ∂xxyyh
t(xi, xj) (A.39)
diskretisiert. Dabei ist die Ho¨he h(x, y, t) durch das Feld htij = h(xi, yj, t)
gegeben. Das Ortsgitter soll dabei N × N Punkte besitzen, wobei δx =
xi+1 − xi und δy = yj+1 − yj ist.
Im Weiteren wird die diskretisierte Form der Gl. (4.2) linearisiert. Dazu wird
die mittlere Schichtdicke
h¯ =
∫ L
0
∫ L
0
h(x, y) dxdy
L2
(A.40)
eingefu¨hrt, wobei angenommen wurde, dass eine quadratische Grundfla¨che
der Seitenla¨nge L vorliegt, so dass 0 ≤ x ≤ L und 0 ≤ y ≤ L ist. Die
mittlere Ho¨he h¯ ist auf Grund der Volumenerhaltung zeitlich konstant und
stellt einen Kontrollparameter des Systems dar. Es wird die Abweichung
u(x, y, t) = h(x, y, t)− h¯ (A.41)
eingefu¨hrt, die der Differenz der Schichtdicke am Ort (x, y) zum Zeitpunkt t
zur mittleren Schichtdicke entspricht. Einsetzen von Gl. (A.41) in die Bewe-
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gungsgleichung 4.2 ergibt
∂tu(x, y, t) =D(h¯)∆
(2)u(x, y, t)− (h¯− ln a)3∆(2)∆(2)u(x, y, t) (A.42)
+NL
(
u,∇(2)u, . . . ) ,
wobei NL den Anteil darstellt, welcher nichtlinear in u ist und ra¨umliche
Ableitungen bis zur 4. Ordnung entha¨lt. Der ”Diffusionskoeffizient” D ist
gegeben durch
D(h¯) = (h¯− ln a)3
(
−2e−h¯ + 4e−2h¯ +G
)
. (A.43)
Die ersten zwei Terme auf der rechten Seite von Gl. (A.42) sind linear in
u und ko¨nnen daher implizit behandelt werden. Dies fu¨hrt auf folgendes
Integrationsschema
L(∆(2))u(x, y, t+ δt) =
u(x, y, t)
δt
+NL(t) = Φ(x, y, t), (A.44)
wobei der lineare Differentialoperator
L(∆(2)) =
1
δt
−D(h¯)∆(2) + (h¯− ln a)3∆(2)∆(2) (A.45)
eingefu¨hrt und die Zeitintegration explizit diskretisiert wurde. Zu jedem Zeit-
schritt wird Gl. (A.44) im Fourrierraum gelo¨st, was zu der Bestimmungsglei-
chung
u˜(x, y, t+ δt) =
1
L(−k2)Φ˜(kx, ky, t) (A.46)
fu¨r u fu¨hrt. Die Fourriertransformierten sind durch eine Tilde gekennzeichnet.
Der Faktor k2 stellt das Betragsquadrat des zweidimensionalen Wellenvektors
(kx, ky) dar. Der nichtlinearen Anteil Φ wird implizit im Ortsraum berech-
net, um zeitlich aufwendige Mehrfachsummationen zu vermeiden (pseudo-
spektral Verfahren). Die Berechnung der Fouriertransformierten erfolgte, wie
bereits erwa¨hnt, mit einer Standard FFT Routine.
156 Numerische Verfahren
A.3 Lineare Stabilita¨tsanalyse im gekippten
System
Analog zum ebenen Fall (siehe Abschnitt 3.3.2), wird die volle, zeitabha¨ngige
Gl. (2.76) um die periodische, stationa¨re Lo¨sung h0(x) linearisiert, wobei ein
sich mit der Geschwindigkeit v mitbewegtem Koordinatensystem gewa¨hlt
wird. Mit dem Ansatz h(x) = h0(x) + ²h1(x)e
βt ergibt sich fu¨r die lineare
Wachstumsrate β der Sto¨rung in O(²)
β h1 = {∂x[3q2(∂xh0 ∂hhf − ∂xxxh0)] + ∂x(q3∂xh0 ∂hhhf)}h1
+ [2q3∂xh0 ∂hhhf + 3q
2(2∂xh0 ∂hhf − ∂xxxh0)] ∂xh1
+ q3∂hhf ∂xxh1 − 3q2(∂xh0) ∂xxxh1 − q3 ∂xxxxh1
− ∂x(3αGq2h1) + v ∂xh1, (A.47)
wobei q = h0(x)− ln a ist. Die Form ∂hf ist wiederum die Kurzschreibweise
fu¨r ∂hf(h)|h=h0(x), bzw. analog fu¨r die ho¨heren Ableitungen. Fu¨r den glatten
Film reduziert sich Gl. (A.47) auf
β h1 = q
3∂hhf ∂xxh1 − q3∂xxxxh1 − (3αGq2 − v)∂xh1. (A.48)
Zur Lo¨sung von Gl. (A.47) werden N Stu¨tzstellen eingefu¨hrt und die orts-
abha¨ngige Funktion h0(x) und h1(x) diskretisiert, wobei diese in die Vektoren
h1[i] = (h1xi) und h0[i] = h0(xi) mit i − 2 ≤ N ≤ i + 2 u¨bergehen. Fu¨r die
Diskretisierung der Ableitungen werden einfache, zentrale finite Differenzen
erster Ordnung verwendet. Das Eigenwertproblem (A.47) geht damit in das
algebraische Eigenwertproblem
βh1 + L(h0, ∂xh0, ∂xxh0, ∂xxxh0, ∂xxxxh0,
∂hf |h=h0 , ∂hhf |h=h0 , ∂hhhf |h0)h1 = 0 (A.49)
u¨ber, wobei der lineare Operator L hier eine Matrix ist. Seine Elemente
ha¨ngen von der periodischen Funktion h0 ab.
Nun wird die Wachstumsrate mit dem gro¨ßten Realteil <(β) und die dazu-
geho¨rigen Eigenvektoren h1 und h
∗
1 bestimmt. Um den numerischen Aufwand
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in Grenzen zu halten, aber eine genu¨gende Ortsauflo¨sung zu bewahren, wur-
de die Stabilita¨tsanalyse des gekippten Problems auf eine relativ kleine Pe-
riodenla¨nge (L = 100) beschra¨nkt. Die Anzahl der Stu¨tzstellen betrug dabei
2048 Punkte.
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Anhang B
Gena¨herte analytische
Resultate
B.1 Gena¨herte stationa¨re Lo¨sung in der
Na¨he des kritischen Punktes (Gc =
0.25, hc = ln 4)
An dieser Stelle werden die zweidimensionalen stationa¨ren Lo¨sungen fu¨r den
du¨nnen Film auf einer horizontalen Ebene in der Na¨he des kritischen Punktes
(Gc = 1/4, hc = ln 4) entwickelt. Dazu werden die Abweichungen
h0 = hc + µ, (B.1)
G = Gc + g, (B.2)
h(x) = hc + ε(x) (B.3)
eingefu¨hrt, wobei die Ordnung O(µ) ≈ O(ε(x)) ≈ O(g) ¿ 1 vorausgesetzt
wird. Es soll hier nur der Bereich negativer g betrachtet werden. Einsetzen der
Na¨herungen (B.1-B.3) in Gl. (3.5) liefert, wobei nur Terme bis zur Ordnung
O(ε3) beru¨cksichtigt werden
0 = ∂xxε(x)− 1
6
∂hhhhf |hc(ε(x)3 − µ3)− g(ε− µ). (B.4)
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Dabei wurde angenommen, dass ∂hf(hc) = µ˜ und ∂hh = ∂hhhf = 0 ist (siehe
Abschnitt 3.2). Zweimalige Integration der elliptische Gleichung (B.4) im
Ort, ergibt die Lo¨sung
ε(x) = ε2 +
ε1 − ε2
1 + a sn2[c(x− x0), k] (B.5)
mit
a =
ε1 − ε4
ε4 − ε3 k =
(ε2 − ε3)(ε1 − ε4)
(ε1 − ε3)(ε2 − ε4) , c =
1
4
√
f4
3
(ε1 − ε3)(ε2 − ε4) (B.6)
und der Periode
p =
2
c
K[k]. (B.7)
Die Funktion sn[u, k] ist die elliptische Jacobifunktion. Der Wert ε4 entspricht
dem Wert extremaler Amplitude εm und die anderen εi die Nullstellen der
quadratischen Gleichung d1ε
2+d2ε+d3 = 0, wobei die di gegeben sind durch
d1 = εm, d2 = 12g/f4 + ε
2
m und d3 = ε
3
m − 4µ3 + 12gεm/f4 − 24gµ/f4. Der
Term f4 ist die Kurzschreibweise fu¨r ∂hhhhf |hc .
Fu¨r den Fall εm = µ und µ = µf =
√−6g/f4 ergeben sich die drei u¨brigen
Nullstellen zu (µf ,−µf ,−µf ) und Gl. (B.5) reduziert sich auf die heterokline
Frontlo¨sung
ε(x) = µf tanh[µf (x− x0)], (B.8)
welche die beiden Schichtdicken εmax = µf und εmin = −µf miteinander
verbindet und symmetrisch in hc ist. Die Bestimmungsgleichung der eben
erwa¨hnten Nullstellen µ2f = 6g/f4 ist außerdem eine Bestimmungsgleichung
am kritischen Punkt fu¨r die Grenze zwischen metastabilem und linear insta-
bilem Schichtdickenbereich. Einsetzen des Ansatzes
ε(x) = µf + δe
ikx (B.9)
mit δ ¿ µ in Gl. (B.4) liefert ebenfalls die Bedingung µ2f + 2g/f4 = 0.
Um die Grenze zwischen rein spinodalem Bereich und dem Bereich bereits
existierenden Nukleationslo¨sungen gena¨hert zu berechnen, ist ein erweiterter
Ansatz notwendig. Dieser habe die Form
ε(x) = µ + (αA1e
ikx + α2A2e
2ikx + c.c.), (B.10)
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wobei α¿ 1 vorausgesetzt wurde. Diese Annahme ist fu¨r k in der Na¨he der
kritischen Wellenzahl kkrit erfu¨llt. Des Weiteren werde k durch
k2 = k2krit(1 − r1α2 − r2α4) (B.11)
dargestellt. Einsetzen des Ansatzes (B.10) in Gl. (B.4) und Projektion auf
die beiden Moden eikx und e2ikx ergibt zwei Gleichungen fu¨r die Ai. In erster
Ordnung in α erha¨lt man kkrit. Die zweite Ordnung liefert eine Relation
zwischen A1 und A2 und die dritte Ordnung r1 = A
2
1s(µ, g), wobei s eine
Funktion von µ und g ist. An der Bereichsgrenze wechselt die Ableitung der
Wellenzahl in Bezug auf die Amplitude ihr Vorzeichen, d.h. r1 = 0. Dies fu¨hrt
zu der Bedingung s(µ, γ) = 0, welches fu¨r die Grenze µf +
6
5
gf4 = 0 ergibt.
B.2 Gena¨herte Lo¨sung in der Na¨he der Inst-
bilita¨tslinie
Die Grenzlinie zwischen linear instabilem und metastabilem Bereich ist
bezu¨glich der (G,h) Ebene charakterisiert durch ∂hhf = 0. Dies erlaubt es,
Gl. (3.5) in der Na¨he dieser Grenze zu approximieren. Dazu werden die Ab-
weichungen
h0 = h
∗
0 + µ (B.12)
h(x) = h∗0 + ε(x) (B.13)
eingefu¨hrt, wobei h∗0 die Ho¨he an der Bifurkationslinie ist. Es wird voraus-
gesetzt, dass O(µ) ≈ O (ε(x)) ¿ 1 ist. Damit ergibt sich aus Gl. (3.5) in
O(µ2)
0 = ∂xxε(x) − 1
2
∂hhhf |h∗0(ε2(x)− µ2), (B.14)
welches sich analytisch integrieren la¨sst. Die Wahl der Integrationskonstanten
C2 legt fest, ob eine homokline Lo¨sung (C2 = 0)
ε(x) = µ
(
3 tanh2
[
1
2
√
µf3 (x− x0)
]
− 2
)
(B.15)
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oder eine periodische Lo¨sung (C2 =
1
2
f3(ε
3
max/3 − µ3εmax))
ε(x) = c3 + (c2 − c3)sn2
(√
f3
√
c1 − c3(x − x0)
2
√
3
,
c2 − c3
c1 − c3
)
, (B.16)
vorliegt. Dabei ist sn[s, k] die Jokobi Sinus Amplitude und f3 = ∂hhhf |h∗0 .
Betrachtet man die Situation in der Na¨he der oberen Instabilita¨tslinie
(Lochlo¨sung), so stellt c3 die minimale Schichtdicke εmin und c2 die maxi-
male Schichtdicke εmax des Schichtdickenprofils dar. In diesem Fall besitzt
c1 > c2 keine physikalische Bedeutung. Mit der Wahl von c2 = εmax ergeben
sich die weiteren ci zu
c1/3 =
1
2
(
−c2 ±
√
3
√
4µ2 − c22
)
, (B.17)
wobei man fu¨r das positive Vorzeichen εmin = c3 erha¨lt.
An der Instabilita¨tslinie (Tropfenlo¨sungen) werden die Konstanten auf fol-
gende Weise identifiziert. Fu¨r c2 wird die minimale Schichtdicke εmin und fu¨r
c3 = εmax gewa¨hlt und vorausgesetzt, dass umgekehrt zu oben c1 < c2 ist.
Die elliptische Jakobifunktion sn[u, k] ergibt periodische Lo¨sungen fu¨r k 6= 1.
Fu¨r k = (c2 − c3)/(c1 − c3) = 1 gehen diese in homokline Lo¨sungen u¨ber.
Fu¨r die Periode ergibt sich
p(µ, c2) =
4
√
3√
f3
√
c1 − c3
K
[
c2 − c3
c1 − c3
]
, (B.18)
und fu¨r die mittlere Schichtdicke
ε¯(µ, c1) = c3 + (c1 − c3)
(
1− E
[
c2 − c3
c1 − c3
]
/K
[
c2 − c3
c1 − c3
])
, (B.19)
wobei K[k] und E[k] die vollsta¨ndigen elliptischen Integrale erster und zwei-
ter Ordnung darstellen.
Anhang C
Hydrodynamische
Grundgleichungen
Zur mathematischen Beschreibung der Dynamik einer Flu¨ssigkeit werden
Bewegungsgleichungen fu¨r das Geschwindigkeitsfeld v(x, z; t), den Druck
p(x, z; t), die Dichte ρ(x, z; t) und das Temperaturfeld T (x, z; t) beno¨tigt.
Diese ergeben sich aus den drei Erhaltungssa¨tzen der klassischen Mechanik,
der Impuls-, Massen- und Energieerhaltung. In der Hydrodynamik lassen sich
diese Erhaltungssa¨tze durch lokale, partielle Differentialgleichungen beschrei-
ben.
Die Massenerhaltung la¨sst sich durch die Kontinuita¨tsgleichung
∂tρ(x, z; t) +∇ · [ρ(x, z; t)v(x, z; t)] = 0 (C.1)
ausdru¨cken. Dabei werde davon ausgegangen, dass die Flu¨ssigkeit inkompres-
sibel ist, d.h. d
dt
ρ = 0 gilt. Damit vereinfacht sich die Kontinita¨tsgleichung
zu:
∇v(x, z; t) = 0. (C.2)
Die Impulserhaltung wird durch die Navier-Stokes Gleichung
ρ [∂tv(x, z; t) + v(x, z; t) · ∇v(x, z; t)] = ∇ · σ + f(x, z; t) (C.3)
wiedergegeben. f(x, z; t) steht dabei fu¨r die Volumenkraftdichte, die spa¨ter
entsprechend den Gegebenheiten na¨her bestimmt wird. Der Spannungstensor
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σ hat in einer inkommpressiblen, isotropen Flu¨ssigkeit folgende Form
σik = −p δik + σ′ik, (C.4)
mit dem Druck p und der Za¨higkeitspannungstensor σ′ik, welcher gegeben ist
als
σ′ik = η
(
∂vi
∂xj
+
∂vj
∂xi
)
, (C.5)
wobei η der Viskosita¨tskoeffizient ist. Einsetzen von Gl. (C.4) in (C.3) ergibt
die Bewegungsgleichung
∂tv(x, z; t) + v(x, z; t) · ∇v(x, z; t)
= −1
ρ
∇p(x, z; t) + ν∆v(x, z; t) + f(x, z; t), (C.6)
wobei ν = η/ρ die kinematische Viskosita¨t ist. Weiter wird angenommen,
dass die Volumenkraftdichte f(x, z; t) aus einem Potential Φ(x, z; t), welches
von molekularen Paarwechselwirkungen ausgeht, und der Gravitation als
f(x, z; t) = −ρ∇ (Φ(x, z; t) − g z ez) (C.7)
ausgedru¨ckt werden kann. Dabei stellt g die Gravitationskonstante und ez
den Einheitsvektor in z-Richtung dar. Damit kann Gl. (C.6) geschrieben
werden als
∂tv(x, z; t) + v(x, z; t) · ∇v(x, z; t)
= −1
ρ
∇ [p(x, z; t) + ρΦ(x, z; t) + ρg z ez] + ν∆v(x, z; t). (C.8)
Die Energieerhaltung wird durch die Wa¨rmeleitungsgleichung
∂tT (x, z; t) + v(x, z; t) · ∇T (x, z; t) = κ∆T (x, z; t) (C.9)
beschrieben, wobei κ die Wa¨rmediffusion ist.
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Symbolverzeichnis
Symbol Bedeutung
t Zeit
τ Gesamtzeit
x x-Koordinate parallel zur Substratoberfla¨che
y y-Koordinate parallel zur Substratoberfla¨che
z z-Koordinate senkrecht zur Substratoberfla¨che
x,X Koordinatenvektor (x, y, z)
h Schichtdicke senkrecht zur Substratoberfla¨che
h− untere Bereichsgrenze des instabilen Bereichs
h+ obere Bereichsgrenze des instabilen Bereichs
hc Schichtdicke am kritischen Punkt
h¯ mittlere Schichtdicke
V (h) effektives Grenzfla¨chenpotential
V Volumen
f(h), f(ρ) freie Energie
γ Oberfla¨chenspannung
γsg Oberfla¨chenspannung an der Grenze fest/gasfo¨rmig
γsf Oberfla¨chenspannung an der Grenze fest/flu¨ssig
γfg Oberfla¨chenspannung an der Grenze flu¨ssig/gasfo¨rmig
P Druck, Periodenla¨nge
J Stromdichte
Π(h) Trennungsdruck
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k Wellenvektor
k Betrag des Wellenvektors
kkrit Betrag des kritischen Wellenvektors
km Betrag des Wellenvektors der schnellstwachsenden Mode
β(k) Wachstumsrate zum Betrag k des Wellenvektors
βm maximale Wachstumsrate
λ Wellenla¨nge
λkrit kritische Wellenla¨nge
λm Wellenla¨nge der schnellstwachsenden Mode
Dd Tropfendurchmesser
DP Polygondurchmesser
NH Anzahl der Lo¨cher pro Referenzfla¨che
Nd Anzahl der Tropfen pro Referenzfla¨che
Mw Molekulargewicht
Mn Molmasse
ρ Dichte
ρf Flu¨ssigkeitsdichte
ρg Gasdichte
ρs Dichte am Substrat
ρsf Dichte an der Grenze fest/flu¨ssig
ρsg Dichte an der Grenze fest/gasfo¨rmig
ρ0(z) Standardfrontlo¨sung der Dichteverteilung
ρ1(z) Dichtekorrektur erster Ordnung
E Energiefunktional
L Lyapunov-Funktional, Systemla¨nge
K Gradient-Energie-Koeffizient
µ Lagrangeparameter (chemisches Potential)
µc konstantes chemisches Potential
φ Kontaktwinkel
V (X−X′) Molekulares Wechselwirkungspotential
a Kleinheitsparameter
ε Kleinheitsparameter
Lˆ linearer Operator
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g Gravitationskonstante
G skalierte Gravitationskonstante
Gc Gravitation am kritischen Punkt
T Kapillarita¨tstensor
S viskoser Spannungstensor
vk k-te Komponente des Geschwindigkeitsfeldes
δij Kronecker-Symbol
σij i,j-te Komponente des Viskosita¨tstensors
η Za¨higkeitkoeffizient
ξ zweite Za¨higkeit
Q(h) Mobilita¨t
F Lyapunov-Funktional, a¨ußere Kraft
w Breite einer Sto¨rung in Einheiten von λmax
d maximale Ho¨he einer Sto¨rung in Einheiten von h¯
ΛG Fluss hangabwa¨rts
α Neigungswinkel
αo oberer Grenzwinkel
αu unterer Grenzwinkel
Θf fortschreitender Kontaktwinkel
Θr ru¨ckschreitender Kontaktwinkel
ΘG Gleichgewichtskontaktwinkel
D(h) Diffusionskoeffizient
A Amplitude
sn[s, k] elliptische Jakobifunktion
K[k] vollsta¨ndiges elliptisches Integral erster Ordnung
E[k] vollsta¨ndiges elliptisches Integral zweiter Ordnung
T Temperaturfeld
κ Wa¨rmediffusion
ν kinematische Viskosita¨t
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