The 1990s were a turbulent time for Latin American and Caribbean countries. During this period, the region suffered from no less than 16 banking crises. One the most important determinants of the severity of banking a crisis is commercial bank liquidity. Banking systems that are relatively liquid are better able to deal with the large deposit withdrawals which tend to accompany bank runs. This study provides an assessment of whether behavioural models, linear time series or nonlinear time series models are better able to account for liquidity dynamics during a crisis.
INTRODUCTION
Demirgüç- Kunt and Detragiache (2005) estimate that during the 1990s Latin America and the Caribbean countries suffered from no less than 16 domestic banking crises. The International Monetary Fund (1998), using observations from 53 industrial and developing countries and 54 banking crises, report that the cumulative output loss of each crisis was on average 11.6%. Unfortunately, the onset of a failure is difficult to predict (Lai, 2002) . Most studies can provide certain features of an economy that are at risk of a financial collapse, but higher risk does not always result in a crisis. Kaminsky and Reinhart (1999) provide one of the earliest studies of the determinants of banking system failures. Using data on the incidence of currency, banking and twin crises in a sample of 20 industrial and emerging countries between 1970 and 1995, the authors find that banking crises are usually preceded by an appreciation of the real exchange rate and increases in interest rates, equity prices and the money multiplier. However, these indicators were only able to correctly signal that a crisis will occur 20% of the time. Demirgüç-Kunt and Detragiache (1998), using an alternative methodology which combines signals from all the variables into one index, were able to correctly predict the occurrence of banking crises 70% of the time. Similar to Kaminsky and Reinhart (1999) , they find that crises tend to result during periods of weak growth and loss of monetary control, reflected by high real interest rates and inflation. Although the factors that lead to a banking crisis seem to be better understood relative to the start of the 1990s, implementing a system to predict banking crises in practice has proved to be somewhat difficult (see Demirgüç-Kunt and Detragiache, 2005) .
Based on an analysis of banking crises in Latin America in the 1990s, García-Herrero (1997) argues that banks' liquidity management may act as a buffer for deposit withdrawals during banking crises. For example, Argentina during the 1997 crisis was able to meet the massive withdrawals that buffeted the banking system before the announcement of a macroeconomic programme. Despite the importance of liquidity, especially during a crisis, forecasting bank liquidity during this period remains an under-researched topic. A liquidity-constrained banking industry might hinder economic activity as banks reduce credit. This may in turn result in firm closures, reduced consumption, lower aggregate demand and higher unemployment (see Fisher, 1933; Bernanke, 1983) .
The present paper therefore evaluates the performance of various forecasting models during a crisis. The study uses monthly observations of 16 Latin American and Caribbean countries between 1970 and 2004. Latin American and the Caribbean provide an interesting case study, given the large number of crises that have occurred in the region. The remainder of the paper is structured as follows. The next section presents a survey of liquidity trends in the region. The models used to forecast liquidity are given in the third section, while the fourth section provides the forecast evaluation statistics. The fifth section summarizes the main findings of the paper and presents some policy recommendations.
STYLIZED FACTS

Measuring liquidity
Liquidity can be defined as the ability of a financial institution to meet all legitimate demands for funds (Yeager and Seitz, 1989) . A financial institution can utilize new deposits, maturing assets, borrowed funds and/or the discount window (borrowing from the central bank) to meet its liquidity needs. Given that there may be a penalty to accessing these facilities and that they may not always be available, adequate liquidity management takes on an even greater importance.
Liquidity can be measured using either a stock or flow approach. The stock approach uses balance sheet ratios to identify liquidity trends. These ratios include:
• loans divided by deposits (referred to as the loan-to-deposit ratio); • investment securities maturing in one year or less divided by total assets; and • cash less required reserves plus government securities divided by total assets (referred to as the liquid asset ratio).
The flow approach, in contrast, treats liquid reserves as a reservoir: the bank assesses its liquidity risk by comparing the variability in inflows and outflows to determine the amount of reserves that are need during a period. Although both frameworks are intuitively appealing, the flow approach is more data intensive and there is no standard technique for forecasting inflows and outflows. As a result, the stock approaches are more popular in practice and in the academic literature (see Crosse and Hempel, 1980; Yeager and Seitz, 1989; Hempel et al., 1994) . The two most popular ratios are the loan-to-deposit ratio and the liquid asset ratio, where the higher the loan-to-deposit ratio (or the lower the liquid asset ratio) the less able a bank is to meet any additional loan demands. Both indicators have their shortcomings: the loan-to-deposit ratio does not take into account the other assets that may be available for conversion into cash to meet demands for withdrawals or loans, while the liquid assets ratio ignores the flow of funds from repayments, increases in liabilities and the demand for bank funds. Fortunately, the ratios tend to move together (Crosse and Hempel, 1980) . This paper therefore employs the monthly loan-to-deposit ratio to assess liquidity trends in Latin America and the Caribbean.
Bank liquidity trends
There were widespread reforms within the Latin America and Caribbean banking sector during the 1990s: state-owned banks were privatized, targeted credit programmes and interest rate controls were eliminated, legal reserve requirements were reduced and modern banking regulation systems were established (Lora, 1997; Clarke et al., 2004) . As a result of these reforms, a number of foreign banks entered the regional banking industry. Clarke et al. (2004) report that the change in foreign-owned banks' share of total bank assets between 1997 and 2001 rose by more than 10% in Brazil, Chile, Panama and Mexico and between 1% and 10% in Peru, Guyana, Guatemala and Venezuela. The authors also report that increased foreign bank participation appeared to have lowered interest rate spreads and increased access to long-term loans. These high levels of foreign bank participation also seemed to have helped some crisis countries to stabilize their deposit base and reduce the negative macroeconomic consequences of banking crises (García-Herrero, 1997) . Figure 1 plots the loan-to-deposit ratio for 16 Latin America and Caribbean countries. Of the 16 countries considered, half of these had a general rise in liquidity (a fall in the loan-to-deposit ratio) between 1970 and 2004. Most of these countries, however, suffered from banking crises (listed in Table I ) during the latter half of the review period. All of the other countries either fluctuated around the sample mean, or rose in the case of Belize, Chile and Peru.
The variation in liquidity in Brazil was the largest. This primarily reflects the relatively high rates of inflation during the 1981-1994 period that increased uncertainty. During this period Brazil's inflation rate ranged from 100% to 2076% in 1994. Table I seems to indicate that there is a positive relationship between inflation and the loan-to-deposit ratio, which is somewhat counterintuitive. However, those countries with hyperinflation are more likely also to have significant state ownership in the banking system and relatively loose monetary and fiscal policies that lead to higher levels of credit. If one excludes the high-inflation countries-those with an average annual inflation rate above 25%-there is a negative relationship between inflation and the loan-to-deposit ratio (the calculated correlation ratio was 0.45). Those countries with relatively high growth and low rates of unemployment have larger loan-to-deposit ratios. This finding is generally consistent with the econometric literature linking financial development/intermediation and growth (see Levine, 1997 , for a survey of this literature).
Liquidity before, during and after the crisis
Comparing average liquidity before (18 months in this study), during and after the crisis (18 months) can provide a preliminary evaluation of the effect of banking crises on liquidity; this approach is similar to that used by Kaminsky and Reinhart (1999) . The results are given in Table II . The table shows that the loan-to-deposit ratio rises during banking crises by about 7 percentage points, suggesting that liquidity generally falls during a crisis as commercial banks are inundated with numerous requests for deposit withdrawals. During particularly deep crises, for example in Argentina and Chile, the liquidity ratio rose by more than 33 percentage points relative to the preceding 18-month period.
In some countries, however, the loan-to-deposit ratio declined, indicating an increase in commercial bank liquidity. This can by explained by three factors: (1) 1980-1982, 1989-1990, 1995, 2001-2002 stepped in during the crisis to purchase and recapitalize a number of banks that probably would have folded; (2) in countries with high foreign bank participation, these banks could call on foreign parent companies for liquidity support; and (3) the calculation for multiple crisis periods does not account for changes in financial development. In contrast, in most cases, the only exception being Peru which had a comparatively modest banking crisis, liquidity increased in the 18-month period after the crisis: on average, the loan-todeposit ratio fell by 17 percentage points after a crisis. One of the likely explanations for this trend is that after a crisis most governments tend to implement financial sector reforms, which tend to lead to greater financial intermediation.
ECONOMETRIC METHODOLOGY
In this section, the models used to forecast liquidity in Latin America and the Caribbean are presented with the aim of comparing the forecasting performance of behavioural models of liquidity relative to linear and nonlinear time series approaches. The data transformations and definitions are outlined in the Appendix.
Following previous literature on modelling liquidity (see, for example, Agénor et al., 2004) , a demand function for commercial bank liquidity (lq) is expressed as a function of customer characteristics and the macroeconomic environment. The estimated demand for liquidity function has the following autoregressive specification, which allows for a gradual adjustment to the desired level of liquidity:
(1) where e is an error term that is assumed to have normal properties and A j are lag polynomials, with
where L is the lag operator. The explanatory variables included in the model are CV c/d , the coefficient of variation of the cash-to-deposit ratio, included to capture fluctuations in customer cash requirements, while Y/Y T , the output to trend output ratio, CV Y/Y T , the coefficient of variation of the output to trend output ratio, and r, the money market rate of interest, are also included to account for the macroeconomic environmental influences on liquidity.
In addition to the behaviour model (BM) outlined above, five time series models are also estimated. First, liquidity is modelled as a random walk with (RW − drift) and without a drift (RW). Second, a univariate autoregressive model (AR) is estimated, where the lag order is parsimoniously chosen using the Schwarz criterion. The third and fourth time series models assume that liquidity is a linear process that switches between a number of regimes (s) according to a specified rule (see Krolzig, 1997 , for a survey of these models). The Markov-switching regression model may be defined by the following equation: ∞ j=1 and u t is a zero-mean white noise process with a variance-covariance matrix Σ(s t ) that is assumed to be Gaussian. The rule used in Markov-switching models is that a discrete-state homogeneous Markov chain generates the regime:
where r denotes the vector of parameters of the regime generating process.
In this paper, two variants of the Markov-switching model are employed: the mean-adjusted autoregressive model (MSM-AR) and the regime-dependent intercept autoregressive model (MSI-AR). The MSM-AR model is given as (3) where m is the mean liquidity during the given regime. This model is appropriate if liquidity jumps from one state to the next. However, if liquidity is thought to make a smooth transition from one state to the other, a MSI-AR model may be more appropriate:
The estimation of equations (3) and (4) is undertaken using the expectation maximization algorithm discussed in Hamilton (1990) and the Davies (1987) upper bound for the significance of the likelihood ratio to choose the optimal number of regimes.
All models are estimated using OX 10.4 (see Doornik, 2001 ). The Kwiatkowski et al. (1992) test indicates that all the variables are stationary in levels. In relation to the model selection procedures, the lag lengths are selected based on misspecification tests, parameter constancy tests, encompassing tests and information criteria. To evaluate the out-of-sample forecast accuracy of each model, the test statistic presented is the relative root mean squared error (RMSE), where the benchmark model is a random walk without a drift. The RMSE is a popular measure to test the forecasting power of a model. However, it is not invariant to scale transformations. The relative RMSE, on the other hand, standardizes the forecasting error by the error from a random walk. For the random walk, the relative RMSE statistic equals one. Of course, the random walk is not a naïve rival, particularly in many financial and economic series; therefore, a value of one or close to one is not necessarily an indication of bad forecasting performance. The advantage of the relative RMSE statistic is that it is independent of the scale of the variables. This method is preferred when comparing the utility of different forecasting models across data sets that have dissimilar scales (see Armstrong and Collopy, 1992 Table III contains the out-of-sample forecast evaluation statistics for the various models over horizons h = 1, 2, 3, 4, 8 and 12. The ranks of the models, based on the RMSE, for each country are first calculated, where the model with the smallest relative RMSE is given rank 1 and so forth. The average ranks across countries are then presented in the table.
1 The behavioural and AR models performed well over very short horizons. As h increases, the behavioural model's performance remains creditable; however, that of the AR model worsens, while those for the simple random walk and random walk with a drift improve. The Markov-switching autoregressive models, on the other hand, perform poorly at all horizons. Hence, allowing for nonlinearity alone is not enough to capture the dynamics of liquidity in Latin America and the Caribbean.
Policymakers are particularly concerned about liquidity during a crisis. If liquidity falls quickly it could result in a large number of bank closures due to their inability to fulfil customers' deposit withdrawal requests. However, if liquidity trends can be accurately predicted, preventative measures can be implemented to offset any liquidity shortfall.
The results of the out-of-sample forecasting performance of the models during a financial crisis are provided in Table IV . The behavioural model of liquidity again performs fairly well in predicting liquidity trends, especially in the case of Argentina (1995) , Bolivia (1994 Bolivia ( -1997 , Paraguay (1995 Paraguay ( -1999 and Venezuela (1993 Venezuela ( -1997 . In the cases where the financial crisis was accompanied by a major external collapse-Brazil and Jamaica-the nonlinear Markov-switching models and the random walk with a drift were better able to capture liquidity dynamics. The results in the table also show that most models outperform the simple random walk over very short periods. The AR and 1 Individual country results are excluded because of space considerations but are available from the author upon request. Markov-switching mean and Markov-switching intercept models had the best forecasting out-turn over the very short run. However, over longer horizons the behavioural and random walk models usually outperformed their nonlinear counterparts.
CONCLUDING REMARKS
During a crisis very small forecasting errors can be particularly important and accurate short-run forecasts are more important than long-run forecasts. The paper finds that the behavioural model performed exceptionally well in predicting liquidity trends during the crisis experienced in Argentina, Bolivia, Paraguay and Venezuela in both the short and long run. However, the nonlinear Markov-switching models performed better on average over very short horizons. This finding indicates that some combination of behavioural and Markov-switching models may be useful. However, the utility of this approach may be hindered since some countries have never experienced a financial crisis, thereby invalidating the utility of the Markov approach. • loan-to-deposit ratio is the ratio of claims on the private sector divided by the sum of demand, time and savings deposits; 
