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ABSTRACT
This paper introduces a generic method which enables to use
conventional deep neural networks as end-to-end one-class
classifiers. The method is based on splitting given data from
one class into two subsets. In one-class classification, only
samples of one normal class are available for training. Dur-
ing inference, a closed and tight decision boundary around
the training samples is sought which conventional binary or
multi-class neural networks are not able to provide. By split-
ting data into typical and atypical normal subsets, the pro-
posed method can use a binary loss and defines an auxiliary
subnetwork for distance constraints in the latent space. Vari-
ous experiments on three well-known image datasets showed
the effectiveness of the proposed method which outperformed
seven baselines and had a better or comparable performance
to the state-of-the-art.
Index Terms— one-class classification, deep learning,
intra-class splitting, end-to-end model, anomaly detection
1. INTRODUCTION
One-class classification describes special classification prob-
lems in which only samples from one class, the so-called nor-
mal class, are available for training. During inference, the
task is to discriminate normal samples from samples of the
other class, the so-called abnormal or anomaly class.
Conventional one-class classifiers such as the one-class
support vector machine (OCSVM) [1] or the support vec-
tor data description (SVDD) [2] have limited performance on
complex raw data such as natural images because of their sen-
sitive hyperparameters γ, ν and C. Furthermore, they require
hand-crafted features which are task-dependent and have to
be carefully figured out by experts.
In contrast to traditional machine learning methods, deep
learning can benefit from a huge amount of data and achieves
better performances in complex tasks such as image clas-
sification, natural language processing and speech recogni-
tion [3]. Accordingly, an obvious research direction is to use
deep learning methods for one-class classification.
Indeed, there exist only few deep learning approaches to
one-class classification. One typical method is to train an
autoencoder by normal samples only and to use the recon-
struction error as an indication of their class affiliation [4].
Various research was conducted in this field. For instance,
recent literature includes methods based on variational au-
toencoders [5, 6], additional regularization terms to a mean
(a) Typical examples (b) Atypical examples
Fig. 1. Examples for typical and atypical samples.
squared error (MSE) cost function for higher robustness [7]
and a combination of clustering and constraints on the latent
space of an autoencoder [8]. However, all these error-based
methods have limited performance for complex datasets, be-
cause the pixel-wise error does not always match the human
understanding [9]. Hence, either the given normal samples
should be distributed closely to each other in the original data
space or feature engineering is needed before training an au-
toencoder. Moreover, the selected error threshold is crucial
for the performance.
Apart from error-based methods, recent methods use a
deep network to replace non-linear kernel methods of one-
class classifiers [10, 11]. For instance, the state-of-the-art
method Deep SVDD proposed by Ruff et al. [10] combines
a deep network with an SVDD. Different from end-to-end
models, Perera et al. [12] proposed a deep model to extract
one-class features from raw data which are subsequently
given into a conventional one-class classifier. However, their
method requires a multi-class reference dataset which is dif-
ficult to acquire for a given one-class problem. Moreover, the
method can only guarantee a tight decision boundary if the
reference dataset is highly correlated to the abnormal data. Fi-
nally, as the model is not an end-to-end model, the objectives
for feature extraction and classification are disconnected.
In this paper, we focus on end-to-end models and intro-
duce a generic method for one-class classification using an
arbitrary deep neural network as a backbone. The key is to
split training samples of the normal class into two subsets,
typical normal and atypical normal. Fig. 1 shows examples
randomly sampled from these two subsets. By using a binary
loss and applying distance constraints on the two subsets, the
proposed method enables end-to-end training. Eventually, the
output of the network can be interpreted as the probability that
a given sample belongs to the normal class.
ar
X
iv
:1
90
2.
01
19
4v
4 
 [c
s.L
G]
  1
6 S
ep
 20
19
xk yˆk
xi
xj zi
zj
dist(·)
distance between
latent representations
One-class classifier
Classification
subnetworkFeature extraction
subnetwork
Distance
subnetwork
zx
zk
Fig. 2. The architecture of the proposed method.
2. PROPOSED METHOD
Our basic idea is to split training data into two subsets, namely
typical and atypical samples. We call this intra-class splitting
(ICS). This enables to use a binary loss during training and to
define distance constraints between these subsets. Moreover,
tight and closed decision boundaries necessary for one-class
classification can be achieved despite training a conventional
deep neural network in an end-to-end manner.
Fig. 2 visualizes the proposed architecture. A final one-
class classifier utilizes an arbitrary deep neural network as a
backbone, in which the previous layers can be considered as
feature extraction subnetwork and the top layer corresponds
to a classification subnetwork. In contrast to these two sub-
networks, the distance subnetwork is only used during train-
ing to satisfy some constraints on the latent representations z.
2.1. Intra-Class Splitting
In a given normal class, not all samples are representative for
this class as illustrated in Fig. 1. Therefore, it is assumed that
a given normal dataset is composed of two disjunct subsets.
The first subset consists of typical normal samples which are
the most representative for the normal class and correspond
to the majority of the given dataset. The second subset is
considered to contain atypical normal samples.
An intuitive approach to split a given normal dataset X is
to train a neural network with a bottleneck structure such as
an autoencoder. By using a compression-decompression pro-
cess, only the most important information of the input data is
well maintained. Accordingly, those samplesxwhich are bet-
ter reconstructed contain more representative features. Hence,
the first step of ICS is to train an autoencoder with all given
normal samples using MSE as the objective.
After training an autoencoder, it is used to acquire the re-
constructions of all training samples. Then, the similarity be-
tween the original data x and the reconstructed data xˆ is cal-
culated using a predefined similarity metric sim(x, xˆ). For
example, the structural similarity (SSIM) [13] is a possible
similarity metric for image data.
Finally, according to the predefined ratio ρ, the first ρ%
samples with the lowest similarity scores are considered as
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Fig. 3. Basic idea of intra-class splitting and one-class con-
straints.
atypical normal samples Xatypical, while the others are con-
sidered as typical normal samples Xtypical.
2.2. One-Class Constraints
Based on ICS, three distance constraints on the desired latent
representations z are defined and visualized in Fig. 3:
1. Small distances among typical normal samples. The
typical normal samples represent the given normal class
compactly. Thus the latent representations of different typ-
ical normal samples should indicate similar high-level fea-
tures. In other words, the latent representations of typical
normal samples should have small distances to each other.
2. Large distances between typical and atypical normal
samples. Atypical normal samples are assumed to have
high-level features more similar to the abnormal samples
than those of typical normal samples. Therefore, the la-
tent representations of atypical normal samples should be
easily discriminable from those of typical normal samples,
i.e. the latent representations of typical and atypical nor-
mal samples should have large distances.
3. Large distances among atypical normal samples. The
latent representations of atypical normal samples should
have large distances among themselves in order to force
that typical normal samples are enclosed by atypical sam-
ples. This is the key to a tight and closed decision bound-
ary.
Since the term “distance” is not restricted to a specific dis-
tance metric, we allow a generic, differentiable distance func-
tion dist(·) as in [14, 15]. It is modeled by the distance sub-
network in Fig. 2. dist(·) takes two inputs and calculates a
scalar value normalized in the range of [0, 1] as the distance
between these two inputs. According to the above constraints,
dist(·) is learned under the following criteria:
dist(zi, zj 6=i)
!
=
{
0, zi and zj typical
1, else
(1)
2.3. Training
After ICS, the three subnetworks from Fig. 2 are jointly
trained with typical and atypical normal data. For each of
the three desired constraints on the latent representations z,
a loss is defined. Then, the network is trained with the three
different losses step by step for a fixed number of iterations.
During the first step, the network is trained with a batch
of typical normal samples to minimize the distance between
their latent representations by minimizing the closeness loss
Lcls = − 1
B
B∑
i=1
log (1− dist(ztyp,i, ztyp,j 6=i)) , (2)
where ztyp,j 6=i and ztyp,i are the latent representations of two
different typical normal samples.
Second, assigning the label “0” to typical normal samples
and the label “1” to atypical normal samples enables to train
the network with a binary cross-entropy loss. We call this loss
intra-class loss Lic:
Lic = − 1
B
B∑
i=1
[yi log yˆi + (1− yi) log(1− yˆi)] , (3)
where yi is the label for a given sample xi and yˆi = f(xi)
is the label of xi predicted by the classification subnetwork.
Thereby, the function f(·) is realized by the one-class clas-
sifier consisting of the feature extraction and classification
subnetwork. This loss implicitly maximizes the distances be-
tween the latent representations of typical and atypical normal
samples.
Third, the network is trained with only atypical normal
samples to maximize the distances among latent representa-
tions of atypical normal samples. This is done by minimizing
the dispersion loss
Ldisp = − 1
B
B∑
i=1
log dist(zatyp,i, zatyp,j 6=i) , (4)
where zatyp,i and zatyp,j 6=i are the latent representations of
two different atypical normal samples.
3. EXPERIMENTS
3.1. Setup
The proposed method was evaluated on three benchmark im-
age datasets MNIST [16], Fashion-MNIST [17] and CIFAR-
10 [18]. All three datasets have ten different classes. Per
dataset, one class was taken as the normal class and the re-
maining nine classes were considered as abnormal classes.
Accordingly, the training set sizes were n ≈ 6000 for MNIST,
n = 6000 for Fashion-MNIST and n = 5000 for CIFAR-10.
The test set was composed of 1000 normal samples and 9000
abnormal samples. Finally, AUC [19] was used as perfor-
mance metric.
According to the literature, only few prior work proposed
state-of-the-art one-class classifiers. In this work, the follow-
ing conventional and deep learning based models were se-
lected as baseline models: i) OCSVM [1] using ν = 0.15 and
an RBF kernel with kernel size γ = 1#features ; ii) Isolation
Forest (IF) [20]; iii) ImageNet + OCSVM: Features extracted
by a VGG19 [21] pretrained on ImageNet [22] were used as
the input for a OCSVM; iv) Deep SVDD (DSVDD) [10]; v)
Error based classifier (SSIM) which directly took the SSIM
between the reconstructions and the original data as the clas-
sification score. OCSVM, IF and DSVDD shared the settings
from [10]. In addition, the following variants of the proposed
method were considered as baseline models: vi) Naive neural
network without ICS (NaiveNN): The network with the same
architecture as the proposed method was trained without the
distance subnetwork or ICS; vii) Neural network with ICS but
without one-class constraints (NNwDS): The normal dataset
was split into typical and atypical subsets. After assigning
two different labels to the subsets, the network was trained
with these two subsets but without any constraints on the la-
tent representations.
The concrete architecture of the autoencoder for ICS is
arbitrary. In this work, the encoder shared a similar structure
with AlexNet [23] except that all dense layers were replaced
by one convolutional layer. The decoder had a symmetrical
structure to the encoder, which utilized transposed convolu-
tional layers for upsampling. The base architecture for the
proposed method was AlexNet. The feature extraction sub-
network in Fig. 2 was composed of the layers from the input
layer to the second last layer of the AlexNet. Its output layer
was considered as the classification subnetwork. The distance
subnetwork was composed of one subtraction layer and one
dense layer. In particular, the subtraction layer calculated the
pixel-wise difference ∆z = zi − zj which was subsequently
mapped to a scalar value by the dense layer. Note that these
two subnetworks can be replaced by any other deeper net-
works.
The proposed model was implemented with Tensor-
Flow [24]. We used SSIM as similarity metric for ICS.
Furthermore, the ratio ρ for choosing atypical normal sam-
ples was set to 10 and the number of training iterations was
10000. Finally, the training mini-batch size was 64 and L2-
regularization was used for every convolutional layer with a
decay of 10−6.
Table 1. AUC (standard deviation) in %.
Normal Class OCSVM IF ImageNet SSIM DSVDD NaiveNN NNwICS Ours
Digit 0 98.2 (±0.0) 96.2 (±0.3) 71.1 (±0.0) 98.7 (±0.0) 98.0 (±0.7) 96.8 (±0.5) 96.9 (±0.1) 98.9 (±0.0)
Digit 1 99.2 (±0.0) 99.4 (±0.0) 88.9 (±0.0) 99.8 (±0.0) 99.7 (±0.1) 74.8 (±6.0) 98.7 (±0.3) 99.8 (±0.1)
Digit 2 82.1 (±0.0) 73.0 (±2.3) 58.5 (±0.0) 82.6 (±0.0) 91.7 (±0.8) 67.5 (±5.2) 85.4 (±2.6) 91.7 (±1.8)
Digit 3 86.1 (±0.0) 82.6 (±0.5) 63.2 (±0.0) 90.6 (±0.0) 91.9 (±1.5) 67.1 (±2.8) 95.1 (±0.3) 96.6 (±0.2)
Digit 4 94.8 (±0.0) 87.9 (±0.4) 70.6 (±0.0) 76.6 (±0.0) 94.9 (±0.8) 94.1 (±0.5) 77.5 (±0.6) 86.5 (±1.3)
Digit 5 77.4 (±0.0) 73.4 (±0.8) 60.7 (±0.0) 92.3 (±0.0) 88.5 (±0.9) 55.8 (±4.2) 85.5 (±0.7) 88.9 (±0.0)
Digit 6 94.8 (±0.0) 85.8 (±0.9) 67.6 (±0.0) 96.6 (±0.0) 98.3 (±0.5) 89.7 (±0.2) 96.3 (±0.0) 98.8 (±0.2)
Digit 7 93.4 (±0.0) 91.4 (±0.5) 71.0 (±0.0) 96.0 (±0.0) 94.6 (±0.9) 68.2 (±7.3) 94.0 (±0.0) 96.1 (±0.2)
Digit 8 90.2 (±0.0) 73.9 (±1.1) 64.0 (±0.0) 80.2 (±0.0) 93.9 (±1.6) 77.7 (±9.2) 91.0 (±0.3) 95.0 (±0.2)
Digit 9 92.8 (±0.0) 87.5 (±0.1) 71.8 (±0.0) 79.5 (±0.0) 96.5 (±0.3) 81.8 (±0.7) 87.4 (±0.1) 90.0 (±0.4)
T-shirt 86.1 (±0.0) 86.8 (±0.6) 58.1 (±0.0) 83.7 (±0.0) 79.1 (±1.5) 62.9 (±0.9) 85.1 (±1.7) 88.3 (±1.2)
Trouser 93.9 (±0.0) 97.7 (±0.1) 75.4 (±0.0) 98.5 (±0.0) 94.0 (±1.3) 65.6 (±4.5) 94.6 (±0.1) 98.9 (±0.2)
Pullover 85.6 (±0.0) 87.1 (±0.3) 58.1 (±0.0) 87.2 (±0.0) 83.0 (±1.4) 73.6 (±0.9) 82.6 (±1.2) 88.2 (±0.4)
Dress 85.9 (±0.0) 90.1 (±0.7) 60.1 (±0.0) 89.2 (±0.0) 82.9 (±1.9) 70.0 (±1.7) 89.1 (±0.1) 92.1 (±2.2)
Coat 84.6 (±0.0) 89.8 (±0.4) 58.3 (±0.0) 87.3 (±0.0) 87.0 (±0.5) 80.8 (±3.9) 85.8 (±0.2) 90.2 (±0.0)
Sandal 81.3 (±0.0) 88.7 (±0.2) 69.2 (±0.0) 85.2 (±0.0) 80.3 (±4.6) 64.0 (±9.4) 85.5 (±0.0) 89.4 (±1.4)
Shirt 78.6 (±0.0) 79.7 (±0.9) 57.3 (±0.0) 75.3 (±0.0) 74.9 (±1.3) 71.8 (±1.3) 75.6 (±0.4) 78.3 (±0.6)
Sneaker 97.6 (±0.0) 98.0 (±0.1) 75.5 (±0.0) 97.8 (±0.0) 94.2 (±2.1) 92.0 (±3.2) 94.9 (±0.1) 98.3 (±0.2)
Bag 79.5 (±0.0) 88.3 (±0.6) 61.9 (±0.0) 81.6 (±0.0) 79.1 (±4.5) 72.9 (±8.7) 82.0 (±0.3) 88.6 (±2.3)
Ankle boot 97.8 (±0.0) 97.9 (±0.1) 78.3 (±0.0) 98.4 (±0.0) 93.2 (±2.4) 90.7 (±0.1) 94.9 (±0.3) 98.5 (±0.1)
Airplane 61.9 (±0.0) 66.7 (±1.3) 53.3 (±0.0) 75.6 (±0.0) 61.7 (±4.1) 63.8 (±4.5) 62.7 (±1.8) 76.8 (±3.2)
Automobile 38.5 (±0.0) 43.6 (±1.3) 53.6 (±0.0) 43.5 (±0.0) 65.9 (±2.1) 52.7 (±0.9) 63.2 (±0.8) 71.3 (±0.2)
Bird 60.6 (±0.0) 59.1 (±0.3) 51.9 (±0.0) 61.1 (±0.0) 50.8 (±0.8) 47.8 (±0.4) 57.6 (±0.4) 63.0 (±0.8)
Cat 49.4 (±0.0) 50.3 (±0.5) 50.8 (±0.0) 48.6 (±0.0) 59.1 (±1.4) 50.2 (±4.3) 58.0 (±0.2) 60.1 (±3.4)
Deer 71.3 (±0.0) 74.4 (±0.2) 55.8 (±0.0) 63.5 (±0.0) 60.9 (±1.1) 65.1 (±1.8) 61.9 (±0.1) 74.9 (±0.9)
Dog 52.0 (±0.0) 51.4 (±0.3) 52.6 (±0.0) 62.1 (±0.0) 65.7 (±2.5) 53.3 (±0.7) 65.7 (±0.2) 66.0 (±1.1)
Frog 63.8 (±0.0) 71.1 (±0.5) 54.6 (±0.0) 44.5 (±0.0) 67.7 (±2.6) 41.1 (±3.4) 64.2 (±2.5) 71.6 (±0.8)
Horse 48.2 (±0.0) 53.6 (±0.3) 51.3 (±0.0) 47.2 (±0.0) 67.3 (±0.9) 51.5 (±0.4) 62.4 (±2.0) 64.1 (±1.6)
Ship 63.7 (±0.0) 69.4 (±0.6) 57.1 (±0.0) 76.8 (±0.0) 75.9 (±1.2) 45.8 (±5.0) 73.9 (±1.1) 78.9 (±0.5)
Truck 48.8 (±0.0) 53.9 (±1.0) 56.0 (±0.0) 40.7 (±0.0) 73.1 (±1.2) 53.5 (±3.2) 55.6 (±2.2) 66.0 (±2.5)
3.2. Results and Discussion
Table 1 shows the resulting AUCs in percent averaged over
five different seeds for the initialization of the network. Com-
pared to the baseline models, the proposed method performed
best in 23 of 30 cases. Moreover, our method showed a
better performance than the baseline models especially for
the natural image dataset CIFAR-10. For example, the
proposed method outperformed the recent state-of-the-art
method DSVDD in 8 of 10 cases on CIFAR-10 with an
average improvement of more than 11.4%.
Although all methods performed similarly on the trivial
datasets, the proposed method still showed improved perfor-
mance. For instance, on MNIST, our method achieved 1.4%
improvement over DSVDD and over 6.5% improvement over
OCSVM, IF, ImageNet and SSIM. However, for some normal
classes, e.g. digit 4, the proposed method underperformed
state-of-the-art methods due to the non-optimized ratio ρ.
Considering the variants of the proposed method, the
NaiveNN performed worst as expected, because it tends to
map all points from the original data space to an identical
label, making a correct classification challenging. This situ-
ation is tolerable in simple datasets. However, the NaiveNN
cannot be used at all on the more complex dataset CIFAR-
10. In contrast, NNwICS, a naive neural network with ICS,
achieved higher AUCs and was comparable to or outper-
formed the other baseline models. In conclusion, the integra-
tion of ICS into neural networks can enhance the performance
for one-class classification problems.
Eventually, the proposed method was evaluated with dif-
ferent ratios ρ to judge its sensitivity. Fig. 4 shows AUCs av-
eraged over ten classes and four different initialization seeds
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Fig. 4. AUC over ratio ρ.
for each dataset depending on the ratio ρ. The results indicate
that each dataset has one optimal ρ which is about 10%. By
choosing a smaller or greater value for ρ, the AUC is worse.
4. CONCLUSION
We proposed a novel method for one-class classification using
deep learning. By splitting given normal data into typical and
atypical normal subsets, it allows to introduce a binary loss
and additional constraints which enable an end-to-end train-
ing of standard deep neural networks. The proposed method
was evaluated in various experiments on image datasets.
It showed a distinct improvement over state-of-the-art ap-
proaches to one-class classification in average, especially
for the complex dataset CIFAR-10. Future implications of
this paper may include the extension of the proposed method
to larger network architectures and more complex datasets.
Moreover, the proposed method may be transferred to the
field of open set recognition. Finally, we work on mathemat-
ical proofs for the significance of intra-class splitting.
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