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CHAPTER 1. INTRODUCTION 
Analysis of most scientific and engineering problems in elasticity, quantum me­
chanics, hydrodynamics, magnetism, etc. usually leads either to an ordinary or to a 
partial differential equation. The task is to solve these equations subject to boundary 
and/or initial conditions of the problem. Despite noteworthy development of ana­
lytic methods, it is often quite difficult to solve equations with nonlinearities and/or 
complicated boundary conditions. Moreover, analytic methods cannot easily handle 
problems posed in domains of irregular shape. 
The other possible option for solving these problems is numerical methods having 
arisen in the past three decades as a consequence of rapidly developing computer tech­
nologies. This development has paved the way for relatively better, rapid, and inex­
pensive solutions. In addition, there have been methodological developments such as 
standard software for solving linear equations, calculating eigenvalue, fast convergent 
iterative techniques, and, above all, development of finite-difference, finite-element, 
and boundary element methods. 
Generally, the strategy of numerical methods is to discretize the domain into 
subdomains, to apply the governing equation to these sub domains, and to replace 
the derivatives or integrals with the discrete values of the variables at certain points 
or nodes specifying the grid. After such discretization, partial differential equations 
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or integral equations are converted to a system of algebraic equations. 
One well-known numerical technique is the Finite Difference Method (FDM), 
which replaces the derivatives and the differential operators with approximate ex­
pressions of difference form and discretizes the domain into small cells [1]. This 
technique has been attributed to Richardson (1910). Since its first application, many 
researchers have contributed greatly to the method's development [2]. 
In the Finite Element Method (FEM), developed in the 1950s in order to ana­
lyze large system of structural elements [3], the domain is divided into small elements 
defined by a number of nodes (according to the geometry of the used element). Un­
known functions are replaced with approximating polynomials and with function 
values at the nodes. The FEM has developed rapidly and is being used in various 
fields not only for linear but also for nonlinear and time dependent problems. The 
main disadvantage of FEM is that the entire domain must be discretized [4]. This 
shortcoming has prompted the emergence of the Boundary Element Method (BEM). 
The formulation of this method begins by transforming the governing differential 
equation (system of equations) into the integral form and, through a discretization 
process, extracting a system of algebraic equations. The primary advantages of the 
BEM are that for linear problems only the boundary of the domain needs to be 
discretized, the degree of freedom of the system of algebraic equations is compara­
tively small, and the method can be used to solve problems with infinite domains. 
Additionally, the BEM can be used in problems with singularities [1]. 
The BEM has been initially implemented in two- and three-dimensional elas-
tostatics by both Rizzo [5] and Cruse [6]. Because of the flexibility of its basis, the 
method has been applied to a vast variety of linear and nonlinear problem classes 
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[7], including elastodynamics [8], composite materials [9], anisotropic materials [10], 
elastoplastic deformation [11], elastic contact [12], extrusion [13], and fluid dynamics 
[14-17]. 
Viscous fluid flow problems are governed by Navier-Stoke's (N-S) equations and 
by the continuity equation. For only a limited number of cases can an exact solution 
of this set of equations be obtained. For the remaining problems numerical schemes 
must be implemented. 
Previous Work 
Existing numerical work can be classified into two groups [17] according to its 
use of dependent variables. In the first group, vorticity and streamfunction are de­
pendent variables [18-21]; in the second group, velocities and pressure [22-25]. The 
advantage of the former is easy formulation of the problem. The advantage of the lat­
ter is uncomplicated assignment of boundary conditions. The present formulation of 
BEM is significantly different from any existing scheme in the sense that tractions on 
boundary and velocities within the domain are primary unknowns. The advantages 
of this formulation are discussed at the end of Chapter 2. 
The application of BEM in the field of fluid mechanics began with the solution of 
linear problems. Youngren and Acrivos [26] initiated the direct application of BEM 
to examine the steady Stokes' flow past a body of arbitrary shape. Their work was 
followed by others' [27-29]. For this problem , domain discretization is unnecessary, 
and domain integrals do not appear. Another feature of the initial applications of 
BEM was the use of constant elements [17]. Linear and higher order elements were 
introduced in many subsequent work. 
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Because of the great success of the BEM in solving linear problems, researchers 
were encouraged to examine nonlinear problems. Bush and Tanner [17] included 
nonlinear terms in their two-dimensional integral formulation. After such inclusion, 
the domain must be discretized, which may offset one of the BEM's main advantages. 
In some studies, the domain was discretized in small zones [18], and the domain 
integration was performed only in those zones in which the nonlinear term cannot 
be neglected. On the other hand, some studies attempt [25, 29, 30] to transform the 
domain integral into a boundary one, and good results have at times been reported. 
Domain integréds also appear in the BEM for unsteady problems. The time derivative 
was substituted either in a difference form [14, 31] or in an integral form [18, 32] and 
was added to the domain integral term. 
Studies carried out to improve the methodology and the tools of the BEM include 
the work of Vable [33] which concerns the rigid body term of the integral equation 
and determination of the appropriateness of given boundary conditions. Other areas 
of study include the evaluation of boundary and domain integrals. Gauss-quadrature 
is often used to carry out integrations, but this method, of course, introduces other 
sources of error. To eliminate this additioneil error, Vable [34] introduced an analytic 
integration scheme for a straight line segment (boundary), and Mitra [35] introduced 
a relatively generalized, easy-to-program scheme for evaluating these integrals over 
both boundary and domain elements. Difficulties associated with corners and with 
discontinuous boundary conditions were investigated by Mitra and Ingber [36, 37], 
Vable [34], Bush and Tanner [17] and others. Mitra and Ingber [37] constructed a 
quite compact scheme to resolve the difficulties associated with corners and points 
of discontinuous boundary conditions. The scheme provides guidelines for writing 
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suitable collocation conditions according to boundary conditions specified on either 
side of the point of discontinuity. 
Present Work 
The main goals of this work are to use the BEM to develop and to test an algo­
rithm for solving the problems of the steady flow of an incompressible, viscous fluid 
in the two-dimensional domain 0 with boundary F, for low and moderate Reynolds 
numbers. The steps in development of the algorithm are (i) obtaining a suitable 
fundamental solution of the governing partial differential equations; (ii) converting 
the partial differential equations into a set of integral equations; (iii) developing the 
procedures for the evaluation of domain and boundary integrals; and (iv) developing 
an iteration technique for handling nonlinear terms. These steps are described in the 
chapters to follow. An outline of this thesis is given next. 
In Chapter 2, the mathematical foundation of BEM relevant to fluid flow prob­
lems is developed. The fundamental solution of the governing equations is obtained 
and by implementing the Green's divergence theorem, the equivalent integral equa­
tion system is derived. Singularities of the fundamental solution and their influence 
on different integral terms are investigated. The chapter concludes with the general 
integral equation for the system in an easy and appropriate form for mathematical 
computation. 
In Chapter 3, the main concerns are computational procedures and integral 
calculations. Two types of integrals exist, namely, those along the boundary and 
those over the domain. The integrands of the different integrals were rearranged 
in the simplest mathematical form by means of both the proper discretization of 
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boundary and of domain and by the use of convenient approximating polynomials. 
Analytic integration for both types of integrals was carried out to form the complete 
system of algebraic equations. The procedure for using the Newton-Raphson method 
to solve nonlinear algebraic equations is demonstrated. Postprocessing of the solution 
is also explained in detail. The last topic addressed in this chapter is the choice of 
appropriate boundary conditions at corners and at points of discontinuous boundary 
conditions. 
In Chapter 4, the computer program's ability to solve different problems is tested. 
The first problem is the linear Couette flow problem, which constitutes a test case. 
The other problems are the driven cavity and the flow in a stepped channel. Complete 
descriptions of the problems and of their specifications are included with results and 
discussion. In spite of the very coarse mesh used on both domain and boundary, 
results agree well with previously published solutions. 
In Chapter 5, advantages of the present algorithm are discussed, general conclu­
sions presented, and recommendations for future work made. 
CHAPTER 2. THEORETICAL ANALYSIS 
The N-S equations and the continuity equation for the steady two-dimensional 
flow of an incompressible, viscous fluid in the absence of body forces are written as 
d û j  
Siy = 0 (2.2) 
In these equations, the cartesian tensor notation is used [17], and summation 
over  repea ted  ind ices  i s  unders tood .  Moreover ,  x-^  =  x  and  X2 = y ,  where  x  and  y  
are the cartesian coordinates; ûi = u, il2 = v are the velocity components, and p is 
the fluid density. The stress tensor &^j is defined as 
dû:  dû:  
= + (2.3) 
J  ^  
where p is the pressure, and /x is the viscosity coefficient. 
Nondimensionalization of the Governing Equations 
Considering U q  a characteristic velocity, and L  a characteristic length, we can 
define [38]: 
u  =  û f U Q ,  v  =  v I U q ,  x  =  x I L ,  y  =  y lL  
p - { L l n U Q ) i ) ,  ( T i j  =  { L j i x U Q ) c r \ j ,  R e =  P U Q L I U  ( ' - - O  
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Substituting the definitions of equation (2.4) into equations (2.1), (2.2), and (2.3) we 
obtain the nondimensionalized system of equations: 
d u j  
4 = » 
and 
d u ;  -• 
" i j  =  -P^ i j  +  â ï j  +  5^  
To be dealt with numerically, by using the BEM, this system of equations must be 
transformed into integral form. 
The Integral Equation 
In equation (2.5), the nonlinear term on the right-hand side can be considered 
a pseudo body force, and the fundamental solution of this equation can be obtained 
by solution of [16]: 
dcît 
^ f) (2-8) 
d x j  
The product of the Kronecker delta and the Dirac delta on the right-hand side 
of  equation (2.8) signifies that we are interested in the shear stress at point p when 
a unit body force along the direction k is applied to fluid at point q. 
Differentiating the expression (2.7) of with respect to xj, and using the 
continuity equation (2.6), we arrive at the equation 
Now, let us assume that the velocity field corresponding to the stress field (T*j 
is denoted by u*^. Hence, these relations can be established 
•tf 
and following equation (2.9) 
= (2.12) 
where is pressure in the ( * ) field. Through direct substitution of equation (2.7) 
and (2.10), and through use of continuity equations (2.6) and (2.11), it can be shown 
that 
= 0 (2.13) 
Using equations (2.5), (2.6), (2.8), (2.9), (2.10), and (2.11), the following equation 
can be obtained 
= Reu*^UjUi j - ui[6i}^6(p- <f)] (2.14) 
Adding (2.13) and (2.14), we find that 
(<^ij^r^'),j - = Reujuiju*^ - uiSif^Sip- q) (2.15) 
Integrating equation (2.15) over domain fi, bounded by F (see Figure 2.1), and 
then applying the divergence theorem, we obtain 
+ Jç^iReUjUijuJ^)dn (2.16) 
This integral equation is the basis of the BEM. The kernels and u*^ are the 
fundamental solutions of the present fluid flow problem. Now we proceed to obtain 
these fundamental solutions. 
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Figure 2.1: Schematic drawing for the domain 
11 • 
The Fundamental Solution 
Combining equations (2.8) and (2.12), and making use of the continuity equation 
(2.11), we obtain 
Applying the Fourier transform to equation (2.17) and to the continuity equation 
(2.11) [39], we arrive at the relations 
- (2.18) 
= 0 (2.19) 
From equations (2.18) and (2.19), and utilizing the relations = aj^, Qj-a^ = oc 
and i • i = —1, expressions for pressure and for velocity are written 
p'hs) = ^  (2.20) 
2Tra'^ 
The inverse Fourier transform for equations (2.20) and (2.21) is written 
. 1 ( r + r (2.23) 
(2 tc)^ J—CO J—oo a"*  
Now, let us consider these relations for a domain in two-dimensions:^ 
v2[;^ln(-)] = -5(p-g) (2.24) 
ZTT r 
^The proofs for these relations are listed in Appendix A 
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V^l^'-^ln(-)l = -«(p-fl (2.25) 
OTT r  
S{P- g1 = r (2.26) (27r )^  J -oo  
1 
27r""V (2%) 
1 
M 
11  I too  
'"(;) = (2.27) 
r2 1  roo e:a'(p-^ 
.4 ° (2 28) 
where r = |p — 
After these relations are combined with equations (2.22) and (2.23), and after rear­
rangement, expressions for fundamental pressure and fundamental velocity are 
p**(p,?l = -i(^) (2.29) 
(2.30) 
Subscripts i ,  j, and k  can take the values of 1 or 2. For compactness, these terms 
have been defined: 
2/1 = i^q - zp) 
2/2  =  (yq  -  yp)  
and 
r = 1/^+92 
where xq ,  xp ,  yq ,  and yp  are the x  and y  coordinates of the points q  and p. Substi­
tuting the expressions for fundamental velocity and pressure in equation (2.10), we 
obtain the fundamental solution for stress: 
4 ^ (2.31) 
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The Boundary Integral Formulation 
Substituting the expressions for fundamental stress and velocity in (2.16), we 
arrive at the integral equation 
This equation can be modified to calculate the velocity at any point on boundary 
r if we allow point p to become boundary point pQ as shown in Figure 2.2. Velocity 
at pQ can be determined if we insert the values of velocities and tractions on the 
rest of the boundary, and values of the velocities and their derivatives inside the 
domain Q into the integrals on the right-hand side of equation (2.32). When p = 
PQ is located on the boundary, the integrals over F can become singular, since, the 
boundary integrals are over the variable q, and f = 0 when q coincides with pQ 
Singularity at point pQ can be eliminated by distortion of the boundary F to 
include this point in the domain, as shown in Figure 2.2 . Figure 2.3 shows the 
details of that bump. After distortion, the new boundary will be (F 4- Fg — F) and 
the domain (Q + Qg). Each boundary integral in (2.32) must be evaluated with 
respect to the distorted boundary. and fg are defined as: 
(2.32) 
(2.33) 
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These integrals are evaluated for the parts (F — F) and Fg of the boundary, and the 
limit e —»• 0 is taken 
The integral I2 has a weak singularity of order (Inr). Thus, the value of that 
integral over Fe will vanish and its value will be the same as if the integration was 
performed over the whole boundary F. The integral Ii has a strong singularity of 
order (l/r), and the contribution from that part will be the Cauchy principal value 
(CPV)ofJi. 
In Appendix B, we see that 
h = + I3ik«i (2.35) J L  TTr^ 
When matrix / 3  is transferred to the left-hand side of equation (2.32) and matrix [ C \  
is formed with elements the final form of the boundary integral 
equation can be written 
where the value of depends upon the smoothness of the boundary and upon the 
direction of the normal at point pQ. In general, = 1/2 for smooth boundaries 
and 1/4 at right-angle corners. 
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Figure 2.2: Schematic drawing for the distorted domain 
16 
Figure 2.3: Schematic drawing for the singularity point on the boundary 
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Contribution of the singular integral in C^-j^ can be directly evaluated from (2.36) 
when rigid body mode is considered [33, 40, 41], which has been implemented in the 
existing code as a check for the integration procedures. 
For the reader who may have lost track in the maze of equations, we now sum­
marize the foregoing analysis. Beginning with N-S equations and with the continuity 
equation, we have calculated the fundamental solution and used Green's divergence 
theorem to convert the partial differential equations into two integral equations. The 
f i r s t  ( 2 . 3 2 )  i s  v a l i d  w h e n  { p )  i s  l o c a t e d  o n  0 ,  a n d  t h e  s e c o n d  ( 2 . 3 6 )  i s  v a l i d  w h e n  p  =  
PQ is located on F. These two integral equations, however, can be combined: 
as long as it is understood that Cij^ = when p € Q , and — l3i]^ when 
p 6 r. If we define a traction vector as then equation (2.37) can be 
modified: 
In writing (2.38), we have included the parameter q in parentheses to emphasize that 
integrations on 0 and F are performed over the independent variable q. Furthermore, 
Interpretation and Advantages of BEM 
(2.37) 
i 7rr^ 
(2.38) 
18 
velocity is influenced by both velocity and traction on the boundary, 
and by convective acceleration within the domain. Among edl these 
quantities, and/or can be provided as boundary conditions. The ultimate 
unknowns in the integral equations are the in ÇÎ and on F if they are not 
provided as a boundary condition. 
The treatment of on F as an unknown is one of the primary advantages of 
the present formulation. Existing schemes based on FDM or FEM can be classified 
into two groups. In group one, the primary unknowns are velocity and pressure; and in 
group two, vorticity and streamfunctioh. In either instance, the evaluation of lift and 
drag involves numerous calculations after solution of the governing equations. But 
lift and drag are the primary quantities of interest to engineers. The main advantage 
of the present scheme is that lift and drag can be calculated quite conveniently by 
integration of the traction components over the boundary of an immersed solid. 
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CHAPTER 3. COMPUTATIONAL PROCEDURES 
To evaluate boundary and domain integrals in equation (2.38), both boundary 
and domain must be discretized. The integrands of the boundary integrals are the 
products of the traction and velocity fundamental solutions with the field variables, 
and along the boundary; whereas the integrand of the domain integral is the prod­
uct of the velocity fundamental solution with the convection term, UjU^j, considered 
as a pseudo body force term. Using the concept of shape function, we can express 
field variables and pseudo force as a linear combinations of one- or two-dimensional 
polynomial functions. The accuracy of this representation depends mainly upon the 
degree of the polynomial used and the rapidity of variation in field variables. 
Let us consider that the boundary F has been discretized into small, straight 
segments and that each segment includes Nj^ boundary nodes and supports an inter­
polation function of order (Nf^ — 1). The domain has been divided into triangular 
domain cells, and each contains Nn domain nodes. If we denote the number of bound­
ary nodes as iV, and the internal domain nodes as m, the total number of nodes in 
t h e  s y s t e m  i s  =  n  +  m .  
20 
Calculation of Boundary Integrals 
For a problem in two spatial dimensions, the boundary integrals appearing on 
the right-hand side of (2.38) will be a vector with two components corresponding to 
A: = 1,2. Denoting this vector by /j, we write 
h = - /j, In. - '-f)UdT (3.1) 
The field variables (t^) and (u^-) are approximated over each boundary segment by an 
interpolation polynomial. This means, generally, that a variable , Tp, can be expressed 
as 
V = E Hi{s)^i (3.2) 
i=l 
where ^^-'s are the nodal values of the field variable and where jy^-'s are the 
polynomial shape functions of order {Nf^ — 1). The variable (s) is associated with 
the boundary segment and is measured along the segment with the origin at one 
end. When the variable ^ is a vector quantity, the left-hand side will be a vector, 
and will be a matrix containing the polynomials. As for the present code, the 
boundary segments can support a polynomial up to the fifth order. For example, the 
Hi for a three-node quadratic element of unit length is represented in Figure 3.1. 
The mathematical expressions for are 
gl(s) = 2(3 -  l/2)(a -  1) 
h 2 ( s ) = -4s(s - 1) 
H ^ ( s )  =  2 s { s  -  1/2) 
The field variables u ,  v ,  t x ,  and ty have been replaced by expressions according 
to (3.2). Hence, the integrands of the boundary integrals become the product of the 
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Figure 3.1: Quadratic shape function for a boundary element with local coordinates 
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fundamental solutions and the shape functions. The nodal values of the field variables 
can be taken outside the integration signs. Consequently, (3.1) can be written 
'b = Y. Y. «;('.">) L )amis)dT 
l=lm=l I 
- E E  ( 3 . 3 )  
Z=lm=l ^ ^ 
where u^{l,Tn) is the i-th component of velocity at the m-th node of the /-th bound­
ary segment; the i-th component of traction at the m-th node of the /-th 
boundary segment; and F; the Z-th boundary segment. 
The integrals in (3.3) can be calculated numerically, but because of the logarith­
mic and singular nature of the fundamental solutions, a very high-order quadrature 
scheme is required when the collocation point (p) is quite close to the field point (^. 
Thus, it is preferable to use an analytic integration scheme [35]. The advantages of 
such a scheme are twofold. First, quadrature error is eliminated; second, less time is 
required. 
To facilitate the analytic evaluation of these elemental integrals, a new system of 
coordinates (771,7/2) is used. This system has its origin at the point p and is rotated 
through an angle a from the original system, such that the axis rji is parallel to the 
outward normal drawn on the element of integration FIt can be seen in Figure 3.2 
that, after such a transformation, 
=  { x q  —  x p )  =  T J i  cos a — 7/2 sin a 
2/2 = iVq ~ yp) = sin Oi + V2 cos & 
2/^2/0 2/^2/*^ Three types of terms, namely, (Inr), ( ), and ( ), appear in the kernel pi 
functions in equation (3.3). Inserting the expressions for yg, we end up with three 
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Figure 3.2: Schematic drawing for the collocation node and the integration panel 
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kinds of functions: 
Ki = Inr (3.4) 
^ 2 = #  ( 3 . 5 )  
(3.6) 
As the shape function is simply a polynomial of order (7V^ — 1) in s, the general 
type of integration that we must perform to evaluate is 
jXjnz) ^ ^"72(j) (g,?) 
where is the boundary integral along one element for the product of the re-th 
kernel function and the general term and V2[i) the 772 coordinate of the point 
i. By using the relations 
s = ti2 — r]2{i), r = T]-^sQc6, and = 772/tan ^  
Mitra [35] has derived expressions for for various combination of n and m. 
As mentioned before, /j, of equation (3.3) is a (2 x 1) vector for the two-
dimensional problem. Such a vector can be formed for each location of the point 
p of equation (2.38). If the point p is successively placed on Ni number of domain 
and boundary nodes, the union of all (2 x 1) vectors will generate a vector iq of 
order (2iVf x 1). This vector, iq, can be written 
-^5 = (3.8) 
Elements of [.4^j arise from the first integral on the right-hand side of equation (3.3). 
The elements of {u^} are the nodal values u^{l,Tn) that multiply the first integral on 
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the right-hand side of (3.3). The subscript b in {uj} refers to the velocities at the 
boundary nodes. Similarly, [>!«] and {(} are contributions from the second term on 
the right-hand side of equation (3.3). 
Calculation of Domain Integrals 
The domain 0 has been discretized into triangular cells. To evaluate the 
domain integral in (2.38), let us begin with the integration over an element fic and 
collocate the result at point p. If we denote the kernel in the third term on the 
right-hand side of equation (2.38) by U^j^, and the vector of the domain integral over 
the cell Oc by then 
ReUjUi jUijjdnc (3.9) 
Realizing that like /j, is a (2 x 1) vector, we write the integrand of equation (3.9) 
as 
R e  
u i i  u 2 1  
u\2 u22 
"1^1,1 + ^2"1,2 
"1^2,1 + •"2^2,2 
We can use the continuity equation to modify the nonlinear term in such a way that 
it contains the derivatives of the products of the velocities, as follows: 
0 
"1^1,1 +"2^1,2 
"1^2,1+^2"2,2 
+ ( % i U 2 \ 2  
("1^2),1 + "2,2 
d  
,1 ^2 
^,1 ^,2 J 
"1 
«1"2 
«2^ 
where 5 j and 8  2  denote partial derivatives with respect to x  and y ,  respectively. 
The domain cells, in this work, are three- or six-noded triangles. The field variables 
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appear in this integral in the form ^2' 1 refers to the i-direction, 
and 2 to the y-direction. These quantities are formulated as 
«1 = {«dy {"il} 
where the left-hand side represents the value of (u^) at any point in the cell Oc, 
where is a vector of the square of the velocities at the nodes of the cell, and 
ijt 
where {H^\ is the transpose of the vector of the approximating polynomials for 
the domain cell. ^.nd (u^) can be represented similarly. 
Because the cell is a two-dimensional element, the approximating polynomials 
ff^'s are functions of two parameters (s and r^). For a unit triangle with three nodes 
(see Figure 3.3[a]), suitable polynomials are 
= 1 -a -- ri 
^d2 = ^  
^dz = 
for a six-noded triangle (see Figure 3.3[b]), 
=  ( 1  -  5  -  r i ) ( l  -  2 5  -  2 r i )  
Hd2 = 42a - 1) 
hdz = ''1(2^1 -
=  4 ^ ( 1  - - a  - -  r i )  
hdb = 4ari 
h d &  = 4 r i ( l  - s - 7 - i )  
r  
Figure 3.3: Distribution of the nodes for the triangular cell (a) 3-nodes, (b) 6-nodes 
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Thus, the vector of convective acceleration can be replaced by a matrix of the poly 
nomials and a vector of the discrete values of these variables at the nodes. So 
2 
MM,1 +^2^1,2 
^1^2,1 + ^ 2^2,2 
M 0 
^,1 ^,2 0 
0 
0  @ 2 .  
0 0 
»^d,l ^^42 0 
0 
0 
i 0 
"dl*d2 
«42^ 
%(fl 
%dl«d2 
2 
%d2 
where and H^2 denote partial derivatives of with respect to x and y, 
respectively. We denote 
b^dy. 
0 
C^ll (^21 
ul2 ^22 
The elemental domain integral can be written in the form 
2 
"•dl 
id = i^lml 
dçlc (3.10) 
%d2^ 
(3.11) 
where is the elemental domain matrix resulting from the integration over domain 
c e l l  m  w i t h  p  l o c a t e d  o n  t h e  l - i h .  d o m a i n  n o d e .  T h e  o r d e r  o f  i s  ( 2  x  3 N n ) ,  
where Nn is the number of nodes per domain element. 
Repeating the integration over all domain cells and collocating the result at nf-
number of boundary and domain nodes, we arrive at the global matrix [Z?] of order 
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(3.12) 
th velocity of 
Analytic integration over a triangular domain 
The elements of matrix [D\ are obtained by use of a simple analytic method to 
evaluate the integrals of equation (3.10). In this method, the integral over the trian­
gular cell ijk of Figure 3.4, can be evaluated by using three integrals over triangles 
pij, pjk, and pki, where point p is the collocation point. The value of the integral 
over triangle ijk can be expressed as a linear combination of the integrals over the 
other three triangles. Depending upon the location of point p with respect to triangle 
ijk, 16 possible linear combinations exist. 
To evaluate the domain integral of (3.10) over the triangle { p i j )  in Figure 3.5, a 
new system of coordinates (%^, 7^2) is needed with its origin at point p and axis 
parallel to the outward normal of the line connecting points i and j of the triangular 
cell. Obviously the same coordinate-transformation equations used in the evaluation 
of the boundary integral are applicable here. We also end up with the same kernel 
functions [see equations (3.4) through (3.6)], but because the shape function here is 
two-dimensional, the general form of the integral will contain the term 
= (3.13) 
X 
= [-^1 
udl' 
^dl^d2 
where is a vector of the product of the i-th velocity and the j -
the domain nodes with dimensions {N^ x 1). 
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Figure 3.4: Schematic drawing for the triangular cell and the collocation node 
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where is the domain integral of the kernel function Kn and the general term 
of the shape function. The parameters s  and have been expressed in terms of t j i , 
772, in addition to, the coordinates x and y of the triangle vertices and the rotation 
angle a, as follows: 
a = J [Ji + (771 cos a - 7/2 sin a){y^ - vi) - {rji sin a + 772 cos a)(x3 - a:i )] (3.14) 
^1 = J [«^2 - (î/isina + 772 COsa)(x2 - a:i) - ivi cos a - 772 sina)(y2 - 2/1 )] (3.15) 
where J, , and J2 have expressions 
J  =  [ { x 2  -  a:i)(2/3 - n) - (^2 " yi)(®3 " ^iW (3.16) 
h  =  [(®p -  zi)(y3 -  y i )  - (2/p -2/i)(®3 - ^i)] (3.17) 
J2 = [(fp -yi)(^2 - ^1) - (®p - a^l)(2/2 -2/1)] (3.18) 
After rearranging the different integrals, we can show that the elements of matrix 
[Dim] can be expressed as a linear combination of ten basic integrals [35]: 
D1 = f Inrdflc j ç î q  
D 2  =  f  T j i l n r d Ç ï c  j h c  
DZ = 772 In rdQc 
D4:= f 
J \ l c  
Db = f 
j \ l c  
D6 = f ^dÇlc j \ l c  
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D8 
DQ 
' ~ Le r2 
= /f 
= /n 
c 
ml 
dÇlr 
dçlc 
c r' 
Z?10 — f —0" jOc j i l c  
Calculation of the integral over the triangle jnj, (see Figure 3.5), has been per­
formed in the same manner as that of the boundary integral. The elemental area 
is expressed as dT]-^dTi2- By following this scheme, Mitra [35] evaluated for 
various combinations of m and I. 
The Final Equation 
We can use equations (3.8) and (3.12) to write equation (2.38) in matrix notation: 
[ C ] { u }  =  [ A t K u f , }  -  [ A u ] { t }  +  m U }  (3.19) 
where {u} is the velocity vector for all nodes of the system (2iV^ x 1), {%&} and {(} 
are the vectors of velocity and traction, respectively, on the boundary {2N x 1), and 
{{/} is the vector of velocity products for the entire domain (3iV^ x 1): 
. 2  
{ U }  =  
udl' 
^dl^d2 
.2 
ud2' 
(3.20) 
In a well-posed problem of viscous fluid flow, some elements of {uj^} and {(} are 
provided as boundary conditions. Further, some elements of {U} corresponding to 
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Figure 3.5: Parameters of integration over the triangular ceil 
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those domain nodes coinciding with boundary nodes may also be known. Inserting 
these known quantities into equation (3.19) and performing matrix-vector multipli­
cation, we can collect all the known quantities in vector {6} and write 
[Ci|{4 = [HiKP} + {6} (3.21) 
In equation (3.21), { z }  contains the unknown velocities on the boundary and in the 
domain, as well as the. unknown tractions on the boundary. Similarly, {(/} contains 
all the unknown elements of the velocity-product vector {U}. We like to emphasize 
that the domain values of velocities appear in (3.21) in two places; once in vector 
{ z } ,  a n d  o n c e  i n  p r o d u c t  f o r m  i n  v e c t o r  { u } .  
The Iterative Scheme 
The system of equations (3.21) is nonlinear because it contains quadratic terms 
for unknown velocities. Thus we must use an iterative scheme to get a solution. 
The choice of iterative scheme depends mainly upon the nature of matrix [Cj]. In 
this instance, [Cj] is a fully populated matrix, is asymmetrical, and is not necessarily 
diagonally dominant. The Newton-Raphson method (NRM) has been chosen to solve 
equation (3.21) because the method has rapid convergence properties, especially in 
the context of the present type of equation system [42]. Denoting function {/} as 
{/} = - {4} (3.22) 
we can form the Jacobian (J) consisting of the derivatives of {/} with respect to 
each element of {z}. Recalling that the elements of {z} are our ultimate unknowns, 
we can write the basic equation for NRM 
[J]{5z} = -{/} (3.23) 
35 
In equation (3.23), [•/] and {/} are computed by insertion of the most recent value 
of {z}. Equation (3.23) is solved for {6z}, and {z} is updated as 
znew = zold + (3-24) 
Such updating continues until convergence. 
To start the iteration, the first guess for {z} is obtained from equation (3.21) 
by setting {u} to zeros. Hence, the first guess of {z} physically corresponds to the 
solution of a linearized Stokes flow problem at Re = 0. 
The number of iterations required for convergence depends upon the Reynolds 
number Re, as well as upon the number of nodes in the domain [43]. In some 
instances, for a relatively high Re or a relatively coarse grid, a relaxation factor (w) 
may be needed to achieve convergence. This factor can help stabilize convergence by 
m o d i f y i n g  t h e  n e w  v a l u e  o f  z :  
{zaew} = {zo/j} + (1 - (3.25) 
The iteration process will stop and the final solution will be available when an 
accuracy criterion has been met. The accuracy criterion, implemented in this work, is 
based upon the calculation of the relative error in a variable. The stopping criterion 
e i  =  ^ ^  <  0 . 0 1  f o r  a l l  i  (3.26) 
" i  
where is the value of the variable z^ for the (t + 1) iteration and where z^ is 
the value of the variable z^ for the [ k )  iteration. 
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Other Important Aspects of the Computational Procedures 
Corners and discontinuous boundary conditions 
The discretized form of (3.19) of the integral equation is meaningful only when 
each element of {u} and {(} is single valued. Although the elements of {«} are always 
single valued, the elements of {t} are not. Elements of {t} associated with the nodes 
located at a sharp corner on the boundary of the domain or with the nodes across 
which the type of boundary condition changes are multiple valued (double valued in 
two dimensions, triple valued in three dimensions). To resolve the multiple values of 
these variables, two or three functional nodes, depending upon the space dimension 
of the problem, are placed at these nodes. 
In general, for two-dimensional problems, eight boundary variables (two trac­
tions and two velocities, for each node) are associated with each corner. In a well-
posed problem, four of these quantities should be specified as boundary conditions. 
Determination of the other four quantities requires solution of four additional equa­
tions. 
For most engineering problems, the primary variables (velocity in fluid dynamics, 
displacement in solid mechanics, etc.) are continuous at corner points, so construc­
tion of the additional equations and location of the corresponding collocation points 
(additional computational nodes) depends greatly upon the specified boundary con­
ditions at both nodes [37]. At the corners where there exists an ambiguity in the 
velocity as a boundary condition, this velocity boundary condition must be modi­
fied so that the continuity of velocity at the corner points can be satisfied without 
destruction of the physics of the problem. 
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Also, at the points where a discontinuity of the specified boundary conditions 
exists, it is necessary to specify an additional collocation node. Construction of the 
additional equation and its location are determined according to the given boundary 
conditions. 
Mitra and Ingber [37] have developed a detailed scheme for additional colloca­
tion. Their scheme has been used in this work. 
The postsolution procedure 
The grids used for the problems considered in this work can be classified as coarse 
because of the limited memory of available computer systems. Although results are 
physically meaningful, some important details are lacking for specified zones in the 
domain. These details have been filled in using a postsolution code designed primarily 
to create a fine grid for a specified zone. Subsequently the numerical solution can be 
used and equation (2.32) applied at the nodes of the new grid, and velocity values of 
high resolution can be estimated. 
The different integrals have been calculated with the same subroutines as used 
in the main program. So the obtained values have the same level of accuracy as do 
the originals. 
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CHAPTER 4. APPLICATIONS 
Three well-known problems in the field of fluid mechanics have been chosen for 
use in testing and evaluating the performance of the proposed scheme. The first 
problem, which has an exact solution, is concerned with the flow between two infinite 
parallel plates; the second is known customarily as the driven cavity; the third is the 
flow in a stepped channel. The second and third problems have been widely tested, 
and published experimental and numerical data are available for comparison with 
ours. 
Flow Between Two Infinite Parallel Plates 
This problem, popularly known as Couette flow, is an important test case [44, 21, 
22] because it has an exact analytic solution. The numericcil scheme has been tested at 
different stages during its development and after its completion by solving the linear 
Couette flow problem. This problem has been used to test the boundary integrals 
by solution of the integral equation, excluding the domain integral that contains the 
nonlinear term. The problem has also been used to test the domain integral part by 
solution of the complete integral equation by inclusion of the nonlinear term. 
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Specification of the problem 
This problem has been solved for a domain of size 16 x 8 with two types of dis­
cretization (Figure 4.1). In the first grid (coarse), the quadratic interpolation function 
has been used on the boundary, whereas the domain has been divided into three-
noded triangular cells, and a linear interpolation function has been implemented. For 
the fine grid, the interpolation function was quadratic for both boundary and domain, 
and six-noded triangles have been used as domain elements. The parameter of the 
problem was considered to be the pressure gradient, which controls the Reynolds 
number via velocity. The value of p was assigned to be 1.0, and that of n to be 0.25. 
Various contributions of boundary conditions were tested, and the exact solution 
was obtained. One such combination of particular interest is when velocities are 
provided on all four boundaries, i.e., parabolic profile at inlet and outlet, and no-slip 
conditions at the walls. Under these circumstances, the coefficient matrix of the set 
of algebraic equations becomes singular. This result is understandable because the 
same pressure gradient can be simulated by different combinations of inlet and outlet 
pressures. Such ambiguity in pressure leads to the singular coefficient matrix. The 
lesson to be learned from this observation is that pressure must be specified at at 
least one boundary point. 
Results and discussion 
The solutions were obtained for Reynolds numbers ranging from 40 to 5000. 
By the second level, iterations had converged for all tested Reynolds numbers, and 
the numerical solutions fully agreed with the exact solutions. Figure 4.2 shows the 
velocity profile normalized by the value of the maximum velocity (umax), as well 
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(a)  
(b) 
Figure 4.1: Couette flow (a) Coarse mesh (b) Fine mesh 
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as the vertical shear stress Ty along a vertical line normalized by wall shear stress. 
Because the velocity profile in this problem is parabolic, the quadratic interpolation 
function along the boundaries yields the exact solution. 
The Driven Cavity Problem 
The steady flow of an incompressible viscous fluid in a two-dimensional square 
cavity has been studied by many authors (e.g., [19-23]) as a model problem for testing 
and evaluating numerical techniques used in fluid dynamics. Numerous results from 
different solution procedures are available and can be used in evaluating and judging 
the performance of any new scheme. 
Consider a unit square cavity with all boundaries stationary except the lid (top) 
which moves horizontally from left to right at a constant speed. This moving lid 
generates the motion of fluid inside the cavity. 
Specification of the problem 
The domain and assigned boundary conditions are shown in Figure 4.3. The 
parameter of this problem is the horizontal speed of the lid (J7^), which controls the 
Reynolds number {Re = —^) of the problem where d is the length of the square 
cavity. For all the calculations d = 1 has been chosen. The fluid is water, and 
the prescribed values of its density (p) and viscosity (fi) at the standard conditions 
were considered [45]. The domain has been discretized using a (23 x 23) grid, and 
quadratic interpolation functions have been implemented for both boundary segments 
and domain triangles. 
No-slip and no-penetration conditions are specified on all sides of the cavity. 
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Figure 4.2: 
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u-l,  v=0 
11=0, v=0 u=0, v=0 
11=0, v=0 
Figure 4.3: Driven cavity-problem description 
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However, this gives rise to an inconsistency in terms of the physics of the problem 
because two values of u are specified at the upper corners. To eliminate this incon­
sistency, truncation of the lid velocity has been considered at these points [46]. To 
avoid nonuniqueness, tx and v have been specified at the nodes located in the upper 
corners and belonging to the vertical sides of the cavity. 
Results and discussion 
This problem has been solved for a rather wide range of Reynolds numbers 
(i2e = 0 to 1000). The iteration scheme converges easily for low Reynolds numbers 
{Re < 400) even when a coarser mesh, (13 xl3), has been used. For such a small 
Reynolds number, even the relaxation factor is unnecessary. As the Reynolds number 
increases, a finer mesh and a relaxation factor are needed and a greater number of 
iterations are required for convergence. 
The results for Re = 0, 100, 200, 400, 1000 are presented as follows. Each of 
the Figures 4.4 to 4.8 has four parts: (a), (b), (c), and (d). Parts (a) and (b) show 
streamlines and velocity for the whole domain. Parts (c) and (d) show respective 
streamline fields for a square zone of size (0.4 x 0.4) located at the bottom left and 
at the bottom right corners of the cavity. For Re = 0, the flow field is approximately 
symmetric about the vertical axis at x = 0.5, as shown in Figures 4.4(a) and (b). The 
center of the main vortex moves down and to the left as Re increases. Additionally, 
the eddies on the left and the right sides at the bottom and the eddy on the upper left 
of the cavity grow with Re- Such development is shown in the sequence of Figures 
4.5 through 4.8. 
In this work a software package [47] developed by NCAR has been used to draw 
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the streamlines and the velocity vectors. In constructing the streamlines, the software 
calculates the streamfunction by integrating the components of the velocity vector. 
The streamfunction calculated in a uniform grid is then utilized in plotting. About 
twenty parameters control the integration and the plotting procedures. When the 
values of the parameters are changed, the main features of the streamline pattern 
remain unaltered, but little details such as spiralling of streamlines, intersection of 
streamlines with solid surfaces change. Spiralling of streamlines and their intersec­
tion with solid surfaces are incorrect from physical considerations. However; it was 
impossible to arrive at the correct combination of parameters so that these incor­
rect features are eliminated. The streamline plots in this thesis should be viewed in 
this understanding. The streamline patterns are included to demonstrate the gen­
eral qualitative character of the flow, presence, and location of the eddies. However, 
information such as eddy size, and eddy sense of rotation are not obtained from the 
streamline patterns. For such information, variations of shear stress along the walls 
were utilized. 
Figures 4.9 and 4.10 show variations of the horizontal component of velocity 
along the vertical centerline of the cavity at x = 0.5 and of the vertical component of 
velocity along the horizontal centerline of the cavity at y = 0.5. With increase in the 
value of Re, the profiles of both horizontal and vertical velocities become steep at 
the sides and flatten in the core of the cavity which indicates the regions of uniform 
vorticity developed as a result of the increase in Re- Moreover, the kink near y = 
1 for the horizontal velocity profile and near x = 1 for the vertical velocity profile, 
both of which were reported by Ghia [43] and by others, is especially clear for Re = 
1000. 
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Figure 4.4: Results for RQ = 0, (a) streamline (b) velocity vector fields for the whole 
domain, and streamline fields for (c) bottom left and (d) bottom right 
corners 
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Figure 4.5: Results for Re = 100, (a) streamline (b) velocity vector fields for the 
whole domain, and streamline fields for (c) bottom left and (d) bottom 
right corners 
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Figure 4.6: Results for Ag = 200, (a) streamline (b) velocity vector fields for the 
whole domain, and streamline fields for (c) bottom left and (d) bottom 
right corners 
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Figure 4.7: Results for RQ = 400, (a) streamline (b) velocity vector fields for the 
whole domain, and streamline fields for (c) bottom left and (d) bottom 
right corners 
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Figure 4.8: Results for Re = 1000, (a) streamline (b) velocity vector fields for the 
whole domain, and streamline fields for (c) bottom left and (d) bottom 
right corners 
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Figure 4.11 shows horizontal shear stress at the bottom of the cavity, whereas 
Figures 4.12 and 4.13 show vertical shear stress along the right and the left vertical 
sides, respectively. Sharp changes in the value of ty at the top of Figures 4.12 and 
4.13 are due partly to truncation of the velocity of the lid at the upper corner points 
and due partly to the formation of the eddy near the lid. Figures 4.14 and 4.15 show 
variations of vertical shear stress along right and left vertical sides in a zone near the 
bottom of the cavity. From Figures 4.11, 4.14, and 4.15, the sizes of eddies can be 
determined as shear stress changes its sign with changes in velocity direction. 
Comparisons of the results of the present work (PW) with those of other pub­
lished work appear in Figures 4.16 through 4.19. In Figure 4.16(a), the horizontal 
component of velocity at the vertical centerline of the cavity is compared with the 
results of Schumack et al. [23] for Re = 0. In Figure 4.14(b), the same profile for 
Re = 100 is compared with the results of Skerget et al. [21], Tosaka et al. [22], 
and Ghia [43]. In Figure 4.17(a) and (b), a comparison with Ghia's solution [43] for 
Re = 400 and 1000, is shown. These two figures show a complete agreement for Re 
= 0 and 100, whereas there exist some differences at the side of plots for iZe=400 
and 1000. Ghia's solutions were obtained with two types of grids. The number of 
computational nodes in the first is more than 30 times that used in the present work 
whereas for the second grid the ratio of the computational nodes increases to about 
125. Although the present solution is obtained on a much coarser grid, accuracies 
are comparable. Thus, the BEM is probably much more economical than the FDM. 
In Figure 4.18, the vertical component of velocity at the horizontal centerline (y 
= 0.5) is compared with Schumack's [23] solution for i?e = 0 in graph (a). In graph 
(b) and in Figure 4.19, graphs (a) and (b), comparisons with Ghia's [43] solution for 
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Figure 4.9: Variation of the horizontal component of velocity along the vertical cen 
terline at x = 0.5 
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R e  =  100, 400, 1000 are presented. As can be seen from Figure 4.19(a), the present 
results are smoother than those reported by Ghia; in Figure 4.19(b), however there 
is good agreement in the core of the domain although at the sides small differences 
exist. 
In Table 4.1, the location of the center of the main vortex for different Reynolds 
numbers is compared with that obtained by Gupta [19], Rodriguez et al. [20], and 
Ghia [43]. The present results agree well with the listed references, especially with 
those recorded by Ghia [43], inasmuch as the error is about (0.1%). Comparison of 
the extreme values of the horizontal component of the velocity cilong the centerline 
at z = 0.5 near the bottom wall is presented in Table 4.2. The table shows that 
the error for i2e=0 is about (1%) and that the error for Re — 100 is about (2%) if 
compared with Ghia's [43]. But values for Re = 400 and 1000 are not too close to 
Ghia's [43] and the error for the first Reynolds number is about (7.5%), whereas that 
for the second is about (11%). For Re — 1000, the present solution is close to that 
reported by Gupta [19], and the error is smaller than (5%). Some results reported for 
the extreme values of the vertical component of the velocity at centerline y = 0.5 near 
the tight wall are listed in Table 4.3. For Re = 0, the error in reference to the value 
reported by Schumack [23] is smaller than (2%). For Re = 100, if we compare with 
the value of Ghia [43], the error is smaller than (1%). The errors for other Reynolds 
numbers are (9%) and (14%) compared with Ghia [43], although they do not exceed 
(3%) when the values reported by Gupta [19] are considered. The relatively large 
differences for Re = 400 and 1000 may be due to the kink appearing in the velocity 
profile and not showing up clearly in Ghia's work for these Reynolds numbers. 
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Figure 4.16: Comparison of horizontal velocity at centerline x  = 0.5 for (a) Re  = 
0, (b) Re = 100 
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Figure 4.17: Comparison of horizontal velocity at centerline x  = 0.5 for (a) Jîg = 
400, (h)Re = 1000 
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Figure 4.18: Comparison of vertical velocity at centerline y = 0.5 for (a) Re = 0.0. 
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Table 4.1: Comparison of the x- and y-coordinates of the center of primary vortex 
Re present work Gupta [19] Rodriguez [20] Ghia [43] 
0 0.5000, 0.7600 0.50, 0.75 
100 0.6177, 0.7354 0.625, 0.75 0.62, 0.75 0.6172, 0.7344 
400 0.5596, 0.6042 0.550, 0.600 0.5547, 0.6055 
1000 0.5379, 0.5677 0.525, 0.575 
~~ 
0.5313, 0.5625 
Table 4.2: Comparison of extreme horizontal velocities at centerline x = 0.5, near 
the bottom 
Re present work Ghia [43] Gupta [19] Schumack [23] Tosaka [22] 
0 -0.2028 — — - 0.20519 — 
100 -0.20626 . - 0.21090 - 0.2223 — - 0.21429 
400 -0.29926 -0.32726 - 0.3288 — — 
1000 -0.34104 - 0.38289 - 0.3596 — — 
Table 4.3: Comparison of extreme vertical velocities at centerline y = 0.5, near the 
right side 
Re present work Ghia [43] Gupta [19] Schumack [23] 
0 -0.1807 — — -0.18411 
100 -0.2468 -0.24533 -0.2289 — 
400 -0.4063 -0.44993 -0.4203 — 
1000 -0.4415 -0.51550 -0.4522 — 
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Table 4.4: Comparison of the sizes of corner eddies at different Reynolds numbers 
Re location present work Ghia [43] 
100 first BL 0.09474, 0.000 0.0781, 0.0781 
first BR 0.10526, 0.14737 0.1328, 0.1484 
second BL 
second BR 
400 first BL 0.13150, 0.10000 0.1273, 0.1081 
first BR 0.23684, 0.28158 0.2617, 0.3203 
second BL 0.00000, 0.08420 0.0039, 0.0039 
second BR 0.04474, 0.03158 0.0156, 0.0156 
1000 first BL 0.20789, 0.19210 0.2188, 0.1680 
first BR 0.23158, 0.21842 0.3034, 0.3536 
second BL •~î " 
second BR 0.04210, 0.04210 0.0078, 0.0078 
In this work, a software program [47] developed by NCAR has been used to draw 
streamlines and velocity vectors. The eddies are not quite clear in some cases. Hence, 
the profiles of horizontal shear stress at the bottom and of vertical shear stress at the 
sides have been used to determine the size of these eddies. These results are listed 
in Table 4.4. For different Reynolds numbers, the sizes of secondary eddies at the 
bottom left (BL) and at the bottom right (BR) corners of the cavity are compared 
with those of Ghia [43]. 
In Table 4.5, the grid size, number of iterations needed for convergence, and the 
used relaxation factor are compared with the finite difference scheme used by Gupta 
[19] for Re= 100, 400, and 1000. As can be seen from the comparison, the present 
algorithm has quite a high convergence rate compared with that of [19]. 
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Table 4.5: Comparison of grid sizes, number of iterations and relaxation factors at 
different Reynolds numbers 
Re present work Gupta [19] 
grid iterations relax. grid iteration relax. 
100 13 X 13 5 0 21 X 21 353 
23 X 23 5 0 41 X 41 353 
400 13 X 13 8 0, 21 X 21 516 
23 X 23 8 0 41 X 41 516 
1000 13 X 13 - - 21 X 21 1248 
23 X 23 109 0.95 41 X 41 1040 
Flow in a Stepped Channel 
The steady flow of a viscous incompressible fluid in a channel with a backward 
facing step has been considered a benchmark problem. A lot of experimental and 
computational work has been done for this problem. Armaly et al. [48] used the 
Laser-Doppler technique to measure velocity distribution and obtained the results for 
laminar, transient, and turbulent flow. O'Malley [49] examined the constant pressure 
zone detected just behind the step. Others [50-56], investigating the problem from 
the computational aspect, have used different schemes with different formulations. 
Hawken et al. [50] used a finite difference scheme and derived empirical functional 
relations between Re and both location and size of the corner vortex. Thangam 
et al. [52] used a finite element scheme. Both Hawken et al. and Thangam et 
al. studied the effect of the expansion ratio E (defined as the ratio of the step 
height to the channel height) on the corner eddy and proposed a relation between 
the reattachment length and Re, E, and step height. Shapira et al. [53] used a finite 
element scheme. Georgion et al. [54] proposed a singular element in his FEM scheme 
to investigate the stress singularity at the corner of the step. Glowinski [55] solved 
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the steady and the unsteady problems using a mixed finite element approximation. 
Taylor [56], simulating the laminar and turbulent flows in the channel, used a finite 
element scheme. Skerget et al. [51] analyzed the laminar flow using the boundary 
element method by exploiting the vorticity-velocity and vorticity-velocity-pressure 
formulations. 
Specification of the'problem 
The main parameter of this problem is the pressure gradient across the channel 
that controls the Reynolds number. The value of pressure, tx, at the outlet section 
is set at zero. Values of tx and v are specified at the outlet; over the rest of the 
boundary, u and v are specified. The Reynolds number of the problem is defined in 
terms of the maximum velocity C/^- at the inlet, the density p, the viscosity n of the 
f l u i d ,  a n d  t h e  h y d r a u l i c  d i a m e t e r  T h e  h y d r a u l i c  d i a m e t e r  i n  t h i s  c a s e  e q u a l s  2h ,  
where h is the width of the channel inlet. The values of p and /x have been chosen as 
1 and 0.25, respectively. The Reynolds number is expressed as 
M 
The geometry of the channel is controlled by two parameters: fi and -yg- The 
first parameter, 7^, controls length of the inlet section as a fraction of the total length 
of the channel; the second parameter , 72, controls height of the inlet section h, as a 
fraction of step height H. Length of the channel, Lc, is considered to be 40H, and 
for the present calculations the values of 7]^ and 72 have been set at 0.125 and 1, 
respectively: 
l i  =i i l c  
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h  =  72 f r  
The domain with boundary conditions is shown in Figure 4.20. The channel is 
divided into four zones, and the size of the domain element changes from zone to 
zone. The first extends from the channel inlet to distance 5H after the step with 
three-noded boundary elements and six-noded triangular domain cells both of length 
0.5£f. The second zone begins after the first and ends at distance lOH from the step. 
Its elements are as high as those in the first zone, but twice as long. The third and 
the fourth zones extend till 20H and 40^ from the step, respectively, and the length 
of the elements are doubled although height remains constant. The total number of 
the computational nodes is 565, and the main part of the channel contains 459. The 
expansion ratio is fixed and has a value of 0.5. 
Results and discussion 
This problem has been tested for Re = 0, 10, 20, 30, 40. Results are shown in 
Figures 4.21 through 4.23 for Re = 0, 20, 30, respectively. Each figure contains two 
plots, the plot (a), illustrates streamline field, and plot (b) illustrates velocity vector 
field, for the whole channel. It can be seen from these figures that the corner eddy 
grows as the Reynolds number increases. As explained in detail before, the streamline 
patterns generated by the NCAR graphics package [47] have some incorrect features, 
e.g., spiralling of streamlines, and intersection of streamlines with solid surfaces. 
These streamline plots are included to demonstrate the general character of flow. 
However, information such as eddy size, presence of secondary eddy, etc. are derived 
from the variations of shear stress along the walls. 
In Figures 4.24 through 4.27, the detailed streamline pattern for the eddy at the 
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Figure 4.20: Scheme of the stepped channel domain with the boundary conditions 
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Figure 4.21: Results for Re = 0, (a) streamline and (b) velocity fields for the whole 
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Figure 4.23: Results for Re 
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corner is shown for Re = 10, 20, 30, 40. Also shown are the variations of tx along the 
bottom wall of the channel. The variation of tx, rather than the streamline pattern, 
gives the length of the eddy precisely. All tx variations in Figures 4.24 through 4.27 
are similar. Traction value begins negative, becomes positive within a short distance, 
remains positive for a short distance, and dips below zero. The first and second zero-
crossings by tx will be called detachment and reattachment, respectively. By using 
the definition of tx and the no-penetration condition, we can show that tx — 
at the bottom wall of the channel. The first negative portion of the tx plot probably 
indicates a counter clockwise eddy. Although the streamline pattern does not show 
this eddy and although no other researcher has reported such an eddy, existence of 
the eddy is strongly supported by the variation of ty along the vertical wall of the 
step. Plots (a) and (b) of Figure 4.28 show the course of the shear stress, ty along 
the verticcd wéill of the step for Re = 30 and 40, respectively. The change of sign 
of ty along the vertical wall proves the change in the direction of the the vertical 
component of velocity near the vertical wall. 
Detachment and reattachment locations are obtained from the plots of tx as 
distance from the step normalized by step height H. The results for different Reynolds 
numbers are listed in Table 4.6 and plotted in Figure 4.29. The linear variation of 
reattachment distance with Re exactly matches published experimental [48, 49] and 
computational [50-52] findings. 
Variations of t y  along the bottom wall are shown for Re = 0, 10, 20, 30, and 40 
in Figures 4.30 through 4.33. It can be shown that ty along the wall has the same 
value as the static pressure at the wall. These figures show that the variation of 
pressure along the channel is almost linear, except in region close to the step. 
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Figure 4.24: Streamline field and shear stress at the corner part of the channel for 
Re = 10 
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Figure 4.25: Streamline field and shear stress at the corner part of the channel for 
Re — 20 
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Figure 4.26: Streamline field and shear stress at the corner part of the channel for 
Figure 4.27: Streamline field and shear stress at the corner part of the channel for 
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Table 4.6: Variation of the eddy size with Reynolds number 
Re Detachment Reattachment 
0 0.125 0.300 
10 0.200 0.500 
20 0.220 0.690 
30 0.220 0.900 
40 0.220 1.100 
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Figure 4.29: Variation of the eddy size with Reynolds number 
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Figure 4.30: Variation of normal stress on bottom wall of the channel for Re 
82 
Figure 4.31: Variation of normal stress on bottom wall of the channel for Re = 10 
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Figure 4.32: Variation of normal stress on bottom wall of the channel for Re = 30 
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Figure 4.33: Variation of normal stress on bottom wall of the channel for Re = 40 
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CHAPTER 5. GENERAL CONCLUSIONS 
Boundary element formulation relates the values of field variables at any point 
in the problem domain to both the values of field variables on the boundary and the 
values of the body force term in the domain. Traditionally BEM has been used to 
solve linear problems (systems) with zero body force. For such systems, there is no 
need for domain discretization. Thus, the main advantage of BEM is that for solving 
a linear problem, BEM requires quite a small number of degrees of freedom compared 
with other methods. 
The present work is an attempt to extend the use of BEM to solve nonlinear 
systems and sacrificing the method's main advantage to explore other advantages 
and/or disadvantages. The dependent variables in this formulation are velocities u 
and v, and tractions tx and ty. Such a formulation enables us not only to specify 
directly the boundary conditions of the problem , but also to calculate the engineering 
quantities of lift, drag, total moment, etc. easily. 
Examples of quantities that can be directly calculated include: 
1. The force required to pull the lid of the cavity, simply by integrating tx over 
the lid. 
2. Net force and moment required to keep the cavity or the stepped channel sta­
tionary, just by integration of tx and ty over the boundary. 
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The present work identifies certain advantages of the BEM as 
1. Although a relatively small number of computational nodes have been used, 
results compare very well with the benchmark solutions of the test cases. 
2. Convergence (see Table 4.5) occurs more rapidly in comparison with the con­
vergence in methods incorporating other numerical techniques, e.g. , FEM or 
FDM. 
The present work could be extended in the following directions: 
1. Grid optimization techniques should be combined with the present algorithm. 
Such a combination will reduce the number of computational nodes, and prob­
ably will accelerate the convergence. 
2. Mathematical characters, e.g., positive-definiteness, diagonal dominance, etc. 
, of the matrices appearing in the BEM formulation should be investigated in 
detail. Such investigations will identify specific advantages of using BEM. 
3. The algorithm should be extended for unsteady flow problems. Such extension 
appears to be straight forward, as the time derivatives can be expressed in finite 
diiference form and included in the domain integral. 
4. The scheme could be extended for application in external flow problems. 
5. The scheme could be extended for application in compressible flow problems. 
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APPENDIX A. PROOFS OF THE INTEGRAL RELATIONS 
Proof of Equation (2.24) 
The relation 
= (A.l) 
It: r 
can be proved by direct differentiation of the left-hand side. Appearance of the factor 
l/27r, however, can be established only by means of integration over the whole two-
dimensional space fioo- Performing this integration on the right-hand side yields 
-L S{v-^dQ. = -\ (A.2) 
Jiloo 
The integral on the left requires special care because of the singularity at r = 0. 
The domain of integration is divided into fioo — fie and fîg, as shown in Figure A.l. 
Subsequently, the integral can be written 
The first integral does not include the singularity. Hence, operating on ( ^ ) ln( ^  ), 
we find the resulting integrand to be zero and the first integreil to vanish. The second 
integral, when the boundary of fig is denoted by Fg and the divergence theorem is 
applied, can be written 
/ n.v[^ln(-)](fFg (A.3) 
e—'0 •' i- e ZTT r 
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Figure A.l: Representation of points p and g in the infinite domain 
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where n  is the unit normal to Fg. Now, for the circular boundary Fg, d T ç  = ed9, r 
= e, V = integrand thus becomes 
r2ir -1 
lim I 
£—(•0 J\ 
Hence, 
and the comparison of (A.2) and (A.5) completes the proof of identity (A.l) 
Proof of Equation (2.25) 
The relation 
ln(^)] = - S { p -  ^  (A.6) 
can be proved by writing the left-hand side as 
S TT r 
We operate with 
on the function in parentheses to find 
W:)]} (A.7) 
(A.8) 
V^[^r2ln(l)] = v2[^ln(l)| (A.9) 
and (A.9) can be combined with (A.l) to complete the proof of (A.6). 
Proof of Equation (2.26) 
Let us define 
p — q = x (A.IO) 
96 
and take the Fourier transform of 6 { x )  [57] to obtain 
Now, taking the inverse Fourier transform 
6(z) = ;^ /°° e-'^'^S{a)da 
27r J—oo 
= (^)V°° (A.12) 
ztt y —"OO 
We change variables d=-a 
H f - g )  =  - ( i ) 2  
Zir Joo 
= (A.13) 
Dropping the prime from (A.13) establishes the validity of equation (2.26) 
Proof of Equation (2.27) 
11 1 roo eza-(p—^ (A.14, 
Operating on both sides with (V^)> we obtain 
The right-hand side of this equation is the Dirac delta function [—6(p — ^], and the 
equation will be of the same form as equation (2.24) 
Proof of Equation (2.28) 
7.2 1 1 roo , 
— In(-) = K / ! da 
Stt r (27r)2 J-00 (A.16) 
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Operating on both sides with (V^)> we obtain 
The right-hand side of this equation is the Dirac delta function [—<5(p — which 
will be of the same form as equation (2.25), 
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APPENDIX B. CALCULATION OF BOUNDARY INTEGRALS FOR 
A BOUNDARY POINT 
Here, the integrals (2.33) will be calculated and a general expression for the 
values of matrix (3 derived. But for the boundary integral I2 (2.34), which has a 
removable singularity of order (Inr), its contribution along the bumped part around 
the singularity will be exactly zero. 
Calculation of 
The first part of this equation, as the value of e becomes very small, will be the CPV 
of the integral. On the other hand, in the second part, as e —* zero, ui becomes 
^z(Po)' which is the value of at point pQ. Denoting the second integral by we 
find 
l\ = uiipQ) lira I (EWpi)jre (B.2) 
6—'0 e Trr^ 
Substituting dVe = ed9, r — e, ym = where rim is the normal vector to Tg in 
the m-th direction (see Figure B.l), we reduces Ii to 
f B n  T i { n ^ n ^ n u  
4 = ^•(PO) H L ( (B.3) 
e—'U TT 
99 
« 2  
:a2 
al 
Figure B.l: Schematic drawing for the point of singularity 
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Now, invoking the sum over index j and noting that njnj=l we can write (B.3) as 
For i = 1, A: = 1, 
02 nyni 
'l 
^ ^^'^cos^ede 
4  =  f  
=  i r  
IT 
1 / ^ 1 + ^ 2  s i n  2 0 0  +  s i n  2 ^ 1  
For z = 1, t = 2 and for i = 2, = 1 
1 Jei TT 
l ^ s i n ^  6 9  -  s i n ' ^  6 1  ,  
= z( -) 
TT 
For i = 2, k = 2, 
f _ fh «2*2 
^ Jôl TT 
_ 1, + ^2 sin 2^2 + sin 2^2 
z 2 4 
In general, Ii can now be written 
h = l^imipo) 
where the matrix coefficient f3^jj is given by 
[13] = 2(^1 + ^ 2) ^(sin2^2 4" sin20^) 
(B.4) 
(B.5) 
(B.6) 
(B.7) 
(B.8) 
^(sin^ $2 — sin^ 0]^) 
2(sin^ ^2 ~ sin^ #1) 2(^1 + ^ 2) ~ ^(sin 2^2 + sin20]^) 
Thus, the integral Ii can be written 
h = + /3ifc«i(pl (B.9) 
