Abstract. Let F be either a number field or a field finitely generated of transcendence degree ≥ 1 over a Hilbertian field of characteristic 0, let F (t) be the rational function field in one variable over F , and let α ∈ Br(F (t)). It is known that there exist infinitely many a ∈ F such that the specialization t → a induces a specialization α → α ∈ Br(F ), where α has exponent equal to that of α. Now let K be a finite extension of F (t) and let β = res K/F (t) (α). We give sufficient conditions on α and K for there to exist infinitely many a ∈ F such that the specialization t → a has an extension to K inducing a specialization β → β ∈ Br(K), K the residue field of K, where β has exponent equal to that of β. We also give examples to show that, in general, such a ∈ F need not exist.
Introduction
Let F be a field of characteristic p ≥ 0 and let F (t) denote the rational function field in one variable over F . Recall that F is called Hilbertian if, for any irreducible polynomial f (t, x) ∈ F (t) [x] , there exist infinitely many a ∈ F such that the specialization t → a ∈ F is defined on f (t, x) and the specialized polynomial f (a, x) is irreducible as a polynomial in F [x] . Global fields are Hilbertian, as are finitely generated extensions of transcendence degree ≥ 1 of an arbitrary field (e.g., [FJ, p. 155] ). In [FSS] , the authors and David Saltman introduced the following Brauer group analog of this property. If p > 0, let Br(F (t)) denote the subgroup of the Brauer group Br(F (t)) of F (t) consisting of all elements of order prime to p; if F has characteristic 0, set Br(F (t)) = Br(F (t)). We defined F to be Brauer-Hilbertian if for every element α ∈ Br(F (t)) , there exist infinitely many a ∈ F such that the specialization t → a induces a specialization α → α ∈ Br(F ) where α has exponent equal to that of α. (The restriction to elements of order prime to p was forced by our lack of understanding of the p-primary component of Br(F (t)); we still do not know whether our results are valid for that component.) We showed that global fields and fields finitely generated of transcendence degree ≥ 1 over a Hilbertian field are Brauer-Hilbertian. The result for global fields had been previously obtained by Voronovich [V] in the Russian literature; moreover, Serre [Se2] showed that for F a number field, "most" specializations into the ring of integers of F preserve the order of elements of B(F (t)) of order 2. Finally, we should mention that there are many examples of fields F that are not Brauer-Hilbertian; these include such reasonably well-behaved fields as the field of p-adic numbers and the rational function field in one variable over that field (Corollary 10 and Proposition 11 of [FS2] ).
Let the context be as above and let K be a finite algebraic extension of F (t). In this paper we will be concerned with the natural analog of the Brauer-Hilbertian property for K. For ease of exposition we will restrict our discussion to fields F of characteristic 0. The modifications that are needed in the general case are discussed thoroughly in [FSS] . Using those modifications, one can show that the results of this paper remain valid if one assumes that K is separable over F (t) and the Brauer classes considered have orders prime to the characteristic of F . In view of the results discussed above, it is natural to assume that F is either a number field or is finitely generated of transcendence degree ≥ 1 over a Hilbertian field of characteristic 0; we will make this assumption throughout. In contrast to the situation for F (t), where a complete description of the structure of Br(F (t)) is known by the AuslanderBrumer-Faddeev Theorem (e.g. [FS1, p. 51] ), very little is known, in general, of the structure of Br(K). Because of this lack of understanding, we restrict our attention to those elements of Br(K) lying in the image of the restriction map, res K/F (t) , from Br(F (t)) to Br(K). Our basic question, vaguely worded, is the following. Let K and F be as above, let α ∈ Br(F (t)), and let β = res K/F (t) (α). Do there exist infinitely many c ∈ F such that the specialization t → c has an extension to K which induces a specialization β → β ∈ Br(K), K the residue field of K, where β has exponent equal to that of β? Even under all of these restrictions, it turns out that, in general, the answer to our question is "no". Our main theorem, however, provides an easily checkable finite set of sufficient conditions for an affirmative answer. In particular, we obtain easily verifiable conditions on α ∈ Br(F (t)) so that res K/F (t) (α) = 0. In the last portion of the paper, we present three examples to illustrate the various possibilities when the hypotheses of our main theorem are not satisfied.
Notation, Definitions, and Preliminaries
We begin by establishing some of the notation that will be used throughout this paper. In general, we will follow the terminology of [FSS] . In what follows L/E will always be an extension of fields.
We denote the algebraic closure and the separable closure of E by, respectively, E alg and E sep . If L is Galois over E, we denote the Galois group by Gal(L/E).
, where Q/Z, the group of rationals mod 1, has the discrete topology and trivial G(E) action. χ (E) is thus the group of continuous homomorphisms from G (E) into Q/Z. We refer to the elements of χ(E) as characters. If f ∈ χ (E) , then f (G (E) ) is a finite subgroup of Q/Z, and hence cyclic. Thus the fixed field of the kernel of f is a cyclic Galois extension L of E of degree equal to the order of f . We say that f defines the cyclic extension L/E. Viewed as an element of Hom(Gal(L/E), Q/Z), f uniquely determines a generator, σ, of Gal(L/E) by the condition f (σ) = 1 [L:E] + Z. We refer to σ as the generator of Gal(L/E) determined by f . Finally, suppose that t is transcendental over E and f ∈ χ(E) defines L/E. We sometimes identify f as an element of χ (E(t) 
) defining the cyclic extension L(t)/E(t).
Let α ∈ Br(E). The order of α ∈ Br(E) is called the exponent of α and denoted exp(α). The homomorphism from Br (E) to Br(L) induced by the map A → A ⊗ E L on central simple E-algebras will be called the restriction homomorphism and be denoted by res L/E . If L is a finite separable extension of E, we denote the corestriction homomorphism from Br(L) to Br(E) by cor L/E . If b ∈ E * = E − {0} and f ∈ χ(E), we let ∆(f, b) denote the element of Br (E) corresponding to the cyclic crossed product (L/E, σ, b) , where f defines the cyclic extension L/E and σ is the generator of Gal(L/E) determined by f . If f defines a quadratic extension
it is the class in the Brauer group of E containing the quaternion E-algebra generated by x and y subject to the relations x 2 = c, y 2 = b, and xy = −yx. All valuations will be assumed to be exponential, i.e. additively written nonarchimedean with values in R ∪ ∞. Suppose that P is a place of L and δ is the associated valuation. We denote the valuation ring of δ by both O P and O δ , the maximal ideal of O δ by both M P and M δ , the residue field O δ /M δ by both L P and L δ , and the completion of L at δ by both L P and L δ . If l ∈ O π , we denote the image of l under the natural map
. The restriction of P (respectively, δ) to E will be denoted by P E (respectively, δ E ); when no misunderstanding is likely, we sometimes write P instead of P E and δ instead of δ E . If P is trivial on E, we say that P is a place of L/E. If δ : L → Z is discrete and b ∈ M δ with δ(b) = 1, we call b a uniformizer for P (and also for δ).
We next discuss the specialization of Brauer classes. Suppose that P is a place of E whose associated valuation is discrete and whose residue field, E P , is perfect. Let Br(O P ) denote the Brauer group of O P . By [Sa, Lemma 1.2] , the homomorphism from Br(O P ) to Br(E) induced by O P → E is an injection and allows us to view Br(O P ) as a subgroup of Br (E) . Let ρ P denote the homomorphism from Br(O P ) to Br(O P /M P ) = Br(E P ) induced by the map O P → O P /M P . We say that ρ P is defined on α ∈ Br(E) if α ∈ Br(O P ). If ρ P is defined on α, we call ρ P (α) the specialization of α at the place P of E. Now suppose that L is a finite separable extension of E, ρ P is defined on α, and Q is a place of E extending P . Since the
In what follows, we will be concerned with specializations of Brauer classes coming from rational function fields. Let F (t) be the rational function field in one variable over a field F of characteristic 0 and let c ∈ F alg . The place of F (t)/F (i.e., trivial on F ) defined by t → c will be denoted by P c ; P c : 
Let F be a field of characteristic 0 and let F (t) be the rational function field in one variable over F . The Auslander-Brumer-Faddeev theorem provides an explicit description of the elements of Br(F (t)); we next review this result. The version below appears in [FS1, p. 51] .
The Auslander-Brumer-Faddeev Theorem. Let F be a field of characteristic 0 and let F (t) be the rational function field in one variable over F . Let α ∈ Br(F (t)). Then there exist α 0 ∈ Br(F ), a finite set {a 1 , . . . , a w } ⊂ F alg such that Irr(a i , F ) = Irr(a j , F ) for i = j, and a corresponding set of characters We refer to α 0 as the constant component of α, and we will call the various classes cor
Let α ∈ Br(F (t)) be as described in the statement of the Auslander-BrumerFaddeev theorem, and let c ∈ F . Then ρ c (α), the specialization of α under the place P c of F (t)/F , is defined if and only if c = a
Let c and α be as above, let K be a finite extension of F (t), let β = res K/F (t) (α), and let Q be a place of K extending the place
Let E be a field, let α ∈ Br(E), and suppose that E has a discrete valuation π such that the characteristic of E π does not divide exp (α) . In what follows we will prove, for certain α, that α = 0 by using the character map χ π : Br(E) → χ (E π (E π ) can be uniquely expressed in the form α = β + ∆(f, b), where the character f defines a cyclic unramified extension of E π and where β is the inertial lift of a uniquely defined element β 0 of Br (E π 
where now β +∆(f, u) is the inertial lift of an element of Br(E π ). Thus f is uniquely determined by α and is independent of the choice of uniformizer. Since f defines a cyclic unramified extension of E π , we may view f as an element of χ(E π ). We define the character map, χ : Br(E π ) → χ(E π ), by α → f , and we define the character map at π, χ π :
We conclude this section with a technical result which is needed for the proof of our main theorem. Suppose that K is a finite separable extension of a field E and π is a valuation of E. If there exists a primitive element
and Irr(b, E) has distinct roots modulo M π , then π is unramified in K (e.g., [We, for the discrete case). While this is an important and frequently used criterion for recognizing that π is unramified in K, it is possible for π to be unramified in K without such a primitive element b existing. For example, suppose that E π is finite, π splits completely in K, and
clearly has multiple roots modulo M π since its degree is larger than the number of elements in O π /M π . The result we need asserts that if E π is infinite and π is unramified in K, then there exist b with this property. Since it may be of independent interest, we prove that if E π is infinite, then π is unramified in K if and only if such b exist. 
Proof. Let {δ 1 , . . . , δ r } be the complete set of inequivalent extensions of π to K. We identify E π with the closure of E in the completion K δj .
Suppose first that π is unramified in K.
Since E π is infinite, we may assume that the k j have been chosen so that the h j (t) are all different. By the weak approximation theorem [We, 
We claim that b has the desired properties.
Let
, since the roots (and hence the coefficients) of f (t) are integral over O π . Fix j, and let b j be the image of
Since this holds for all j = 1, . . . , r, and since the h j (t) are pairwise relatively prime,
We conclude that equality must hold throughout, and so K = E(b) and f (t) = h 1 (t) · · · h r (t). Since each h i (t) is separable and the h i (t) are distinct, f (t) is separable and so b has the desired properties.
Conversely, suppose that there exists a primitive element
and f (t) is separable. Since π has r inequivalent extensions to K, f (t) factors into a product of r distinct monic irreducible polynomials in
, since the roots (and hence the coefficients) of g j (t) are integral over O π . By Hensel's lemma [We, , for each j = 1, . . . , r there exist a monic irreducible polynomial w j (t) ∈ E π [t] and a positive integer m j such that
Since f (t) is separable by assumption, each m j = 1, and so
Let Ω denote a fixed algebraic closure of E π , let π denote the extension of π to Ω, and let b j ∈ Ω be a root of g j (t). We may assume the δ j have been numbered
We conclude that equality must hold throughout, and so π is unramified in K.
Remark 2.1. Although we have restricted our attention to real valuations, the above proof shows that Proposition 2.1 is valid more generally if π is a Krull valuation. In the first part of the above argument, in place of the weak approximation theorem for real valuations one uses the approximation theorem for Krull valuations [E, Theorem 11.16 ]. In the converse direction, one replaces E π by the Henselization of E with respect to π and uses Hensel's condition [E, Corollary 16 .6] in place of Hensel's lemma to conclude that g j (t) = w j (t) mj . We thank the referee for simplifying our original proof of Proposition 2.1 and for pointing out the validity of Proposition 2.1 for general Krull valuations.
We will need the existence of a suitable primitive element b as above when we are given a finite set of valuations of E each of which is unramified in K. We conclude this section with this result. Proof. Let {δ i, 1 , . . . , δ i, r(i) } be the complete set of inequivalent extensions of π i to K. For each pair (i, j) with 1 ≤ i ≤ u and 1 ≤ j ≤ r(i), pick k i,j ∈ K such that k i,j is in the valuation ring of δ i,j and such that, if k i,j denotes the image of k i,j in the residue field of K at δ i,j , then k i,j is a primitive element for that residue field over E πi . Moreover, since each E πi is infinite, we may assume that the k i,j have been chosen so that Irr(k i,j , E π ) = Irr(k i,l , E π ) for each i and each j = l. By the weak approximation theorem there exists
The Main Theorem
In this section we prove our main result: Theorem 3.1. Let F be either a number field or a field finitely generated of transcendence degree ≥ 1 over a Hilbertian field of characteristic 0, let F (t) be the rational function field in one variable over F , and let K be a finite extension of F (t). Let α ∈ Br(F (t)) and suppose that
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where α 0 ∈ Br(F ) is the constant component of α, f i ∈ χ(F (a i )) is viewed as an element of χ (F (a i , t) ) for i = 1, . . . , w, and Irr(a i , F ) = Irr(a j , F ) for i = j. Let P i = P ai be the place of F (t)/F defined by t → a i . Assume that P i is unramified in K for 1 ≤ i ≤ u, and let Q i be an extension of
, and let n be the least common multiple of the orders of the characters {res KQ i /F (ai) (f i ) | i = 1 . . . , u}. Then there exist infinitely many c ∈ F such that ρ c is defined on α and such that the place P c of F (t)/F has an extension to a place T of K/F such that n divides the exponent of the specialization,
Remark 3.1. To clarify the content of Theorem 3.1, consider the case when α is a single basic component, α = cor F (b,t)/F (t) (∆(f, t − b) ). α is determined by the two pieces of data, b ∈ F alg and f ∈ χ (F (b) ). Since β = res K/F (t) (α), the specialization properties of β are determined by b and f . It is natural, then, to consider the behavior in K of the place P b of F (t)/F defined by t → b. As we shall see in Example 2 of Section 4, Theorem 3.1 does not hold if P b ramifies in K. Assume, then, that P b is unramified in K, let Q be an extension of P b to K, and suppose
, so n is the order of res KQ/F (b) (f ). Then Theorem 3.1 asserts that there exist infinitely many c ∈ F such that ρ c is defined on α and such that the place P c of F (t)/F has an extension to a place T of K/F such that n divides the exponent of the specialization,
, then since neither restriction nor specialization can increase exponent, exp(α) = exp(β) = exp(ρ c (β)). It should now be clear how Theorem 3.1 gives sufficient conditions on K and α ∈ Br(F (t)) so that there exist infinitely many c ∈ F such that ρ c is defined on α and such that P c can be extended to a place T of K/F which preserves the exponent of β = res K/F (t) (α).
Before proceeding to the proof of Theorem 3.1, we recall a notion introduced in [FSS, p. 925] . Let F be as in the statement of Theorem 3.1, let E be a finite algebraic extension of F , and let L be a finite cyclic extension of E. A valuation π of L is said to be good for the tower
(Recall our convention that if π is a valuation of a field E and M is a subfield of E, then we also use π to denote the restriction, π M , of π to M .) For the fields F we are considering, it is shown in [FSS, p. 927 ] that for any tower F ⊆ E ⊆ L as above, there exist infinitely many discrete valuations of L which are good for that tower. (There is a small gap in the proof of this result given in [FSS] ; a corrected proof appears in [FS3, p. 534] .) If F is a finite extension of F 0 (u), where F 0 is a Hilbertian field of characteristic 0 and u is transcendental over F 0 , we will only consider valuations of F that are trivial on F 0 ; in particular, the residue fields under these valuations will have characteristic 0.
Proof of Theorem 3.1. Let the context be as in the statement of Theorem 3.1 and let O i = O Pi be the valuation ring of P i in F (t) for i = 1 . . . , u. Then O i modulo its maximal ideal equals F (a i ). For z ∈ K, let Irr(z, F (t)) denote the monic irreducible polynomial in F (t) [x] having z as a root. By Corollary 2.2, there exists a primitive element b for K over F (t) such that, for i = 1, . . . , u, Irr(b, F (t)) ∈ O i [x] and Irr(b, F (t)) is separable in F (a i ) [x] . Let g(t, x) = Irr(b, F (t)). Then the discriminant, disc (g(a i , x) ), of g(a i , x) is non-0 for i = 1, . . . , u. F (a i , b i ) . As noted immediately after the statement of Theorem 3.1, the hypotheses on F imply that there are infinitely many discrete valuations π i of L i (b i ) which are good for the tower
Let i ∈ {1, . . . , u} be arbitrary but fixed. Since b is integral over
. We will require that π i satisfy several additional conditions.
Since F either is a number field or is finitely generated of transcendence degree ≥ 1 over a Hilbertian field of characteristic 0, it is clear that, in addition to requiring that π i be good for the tower
, we can also require that the characteristic of F πi does not divide exp(α). Next, for π a discrete valuation of F , let χ π denote the character map Br(F ) → Br(F π ) → χ(F π ) introduced in section 2. Then there are only finitely many π such that χ π (α 0 ) = 0, where α 0 is the constant component of α. (This can be seen, for example, by choosing an F -basis for α 0 and noting that res Fπ /F (α 0 ) is an inertial algebra if the coefficients that define the multiplication in α 0 using that basis are π-units. ) We will require that χ πi (α 0 ) = 0. Finally, let E be a Galois extension of F containing a j for all 1 ≤ j ≤ w and L j (b j ) for all j = 1, . . . , u.
By the remarks above, it should be clear that there exist infinitely many discrete valuations π i of E such that:
3) the characteristic of F πi does not divide exp(α); (4) χ πi (α 0 ) = 0; (5) the following are π i -units: the coefficients in F of g(t, x), all algebraic conjugates of a j for 1 ≤ j ≤ w and all non-zero differences of such conjugates, all algebraic conjugates of b j for 1 ≤ j ≤ u, all differences a i − a j for i = j, and disc(g(a i , x)).
For each i = 1, . . . , u, choose π i satisfying the above conditions and, in addition, the requirement that:
and let e i ∈ F be a uniformizer for (π i ) F . Our hypotheses on F imply that F is Hilbertian. We also know that g(t, x) is irreducible in F [t, x] and the set of primes π i , 1 ≤ i ≤ u, satisfies the weak approximation theorem. It follows from [G, Lemma 3.4 ] that there exist infinitely many c ∈ F satisfying the following:
Let c ∈ F satisfy (7) g(c, x) be the image of g(c, x) in F πi [x] . By (5), (8), and (1),
Let χ δi denote the ramification map from Br(
To prove Theorem 3.1, it suffices to show that for each i = 1, . . . , u, the order of χ δi (ρ T (β)) equals the order of res
Thus we must show that, for each i = 1, . . . , u, the order of
We next show:
Recall that e i ∈ F is a uniformizer for π i , and a i ∈ F was chosen so that π i (a i − a i ) ≥ 2. It follows from (8) that π i (c − a i ) = 1, and so c − a i is a uniformizer for π i . Next, for j = i, write c − a j = (c − a i ) + (a i − a j ). Since π i (c − a i ) = 1 but π i (a i − a j ) = 0 by (5), we have π i (c − a j ) = 0, proving (10).
From the commutative diagram
we see that it suffices to prove that the order of
By (4), χ πi (α 0 ) = 0, and by (2) and (10),
For convenience, we denote π i by π, a i by a, f i by f , and so on. Let ζ 1 be the restriction of π, viewed as a valuation of E, to F (a). By (1), F (a) ζ1 = F π . Let ζ 1 , . . . , ζ m be the inequivalent extensions of π to F (a). By [FSS, Theorem 1.4] , (∆(f, c − a) 
)).
Since there are m inequivalent extensions of π to F (a), Irr(a, F ) factors as a product of m irreducible polynomials in F π . Let a = d 1 , d 2 , . . . , d m be roots of these polynomials. Then ζ j is defined by ζ j (a) = d j . Since the d j are algebraic con- , c − a) ). Recall that χ ζ1 can be computed by going to the completion of F (a) at ζ 1 . Consider
, as was to be shown. This completes the proof of Theorem 3.1.
We note the following immediate corollary of Theorem 3.1, which will be referred to repeatedly in the final section of this paper.
Corollary 3.2. Let the context be as in Theorem 3.1 and suppose that α ∈ Br(F (t)) has prime exponent. Assume that there exists a basic component of α of the form
Then exp(β) = exp(α), and there exist infinitely many c ∈ F with ρ c defined on α and such that the place P c of F (t)/F has an extension to a place T of K/F satisfying exp(ρ T (β)) = exp(α).
Examples
In this section we will analyze several examples in the following simple special case. Let Q be the field of rational numbers, let b ∈ Q − Q 2 , let t be transcendental over Q, and let α = (b, t) Q(t) . Then α is a basic quaternionic Brauer class of exponent 2. Let g(t) be a square-free polynomial in Q[t], let K = Q(t)( g(t) ), and let β = res K/Q(t) (α). In the context of Corollary 3.2, a = 0 and f defines the quadratic extension Q( √ b )/Q. The place P 0 of Q(t)/Q is unramified in K if and only if g(0) = 0. Moreover, if this is the case and Q is an extension of P 0 to K, then K Q = Q ( g(0) ). Thus, in our special situation, Corollary 3.2 becomes the following: g(t) ), and let β = res K/F (t) (α). Assume that g(0) = 0 and √ b ∈ Q( g(0) ). Then exp(β) = 2, and there exist infinitely many c ∈ Q − {0} such that the place P c of Q(t)/Q sending t → c has an extension to a place T of K/Q with exp(ρ T (β)) = 2.
We will present examples which show that the conclusions of Corollary 3.2 (Special Case) need not hold if either of the hypotheses
is eliminated. We will also give an example showing that these hypotheses are not necessary for the conclusions of Corollary 3.2 (Special Case) to hold.
In what follows, we will make free use of the classification of Brauer classes over number fields by means of Hasse invariants; we refer the reader to [P, Chapter 18] for an exposition of this material. Since we will only be considering Brauer classes of exponent 1 or 2, it turns out to be more convenient to use multiplicative notation for Hasse invariants. Suppose that E is a number field, A ∈ Br(E) with exp(A) ≤ 2, and π is a valuation of E. We define the multiplicative Hasse invariant of A at π, inv π (A), to be 1 if res Eπ/E (A) = 0 and to be −1 otherwise; in particular, inv π (A) = −1 corresponds to Hasse invariant 1/2 in the usual additive notation. Now suppose that a,
Now let a, b ∈ Q − {0} and let p be a prime. Our notation for multiplicative Hasse invariants was chosen so as to be consistent with the usual notation for the norm residue symbol [We, page 249] . If p is an odd prime and a ∈ Q is a p-unit, we let ( a p ) denote, as usual, the Legendre symbol. We will make frequent use of the following basic result [We, : if p is an odd prime and u, v are units of
Example 1. Let b = pqr where p, q, and r are rational primes with p, q ≡ 3 mod 8 and r ≡ 7 mod 8, let
Proof. We first note that the norm from K( Let T be a place of K/Q with T (t) = c ∈ Q alg − {0} and let
We will show that ρ T (β) is trivial by showing that it has multiplicative Hasse invariant 1 at all primes of E.
Since K is a generic splitting field for (b, −1) Q , E splits (b, −1) Q [J, p. 123 ]. Exactly as above, one can show using [We, p. 252] that (b, −1) Q has multiplicative Hasse invariant −1 precisely at 2, p, q, and r, while (b, 2) Q has multiplicative Hasse invariant −1 precisely at p and q. Since E splits (b, −1) Q , the local degree of every extension of the rational primes 2, p, q, and r to E is even [P, Lemma 18.4] . But then E also splits (b, 2) Q = ρ T (β), since (b, 2) Q has multiplicative Hasse invariant −1 precisely at p and q. Thus ρ T (β) = 0, as was to be shown. Q( g(0) ). Thus this example shows that we cannot eliminate this hypothesis.
Remark 4.2. The remarkable Brauer class (b, 2) Q in Example 1 was discovered by Witt [Wi] and was used by him to show that the Hasse norm theorem does not hold for algebraic function fields. The argument that (b, 2) Q is split by every residue field of K appears in [Wi] and is repeated above for the convenience of the reader. The Brauer class β of Example 1 is shown in the course of the proof to equal (b, 2) K . In particular, β is a constant class in the sense that it equals res K/Q (β 0 ) for some β 0 ∈ Br(Q). Although we will not prove it, it can be shown that our other examples are not constant classes.
Before proceeding further, we prove two preliminary results. We begin with a useful criterion for the specialization of β at a place of K/Q to be non-trivial. Our next preliminary result reduces the problem of finding infinitely many c with the desired properties to that of finding a single one.
Lemma 4.2. Let K = Q(t)( g(t) ), where g(t) ∈ Q[t] is square-free, and let
Assume that there exists a d ∈ Q alg − {0} such that the place P d of Q(t)/Q sending t → d has an extension Q to K with ρ Q (β) = 0. Then there exist infinitely many places T of K/Q with T (t) ∈ Q alg − {0} and exp(ρ T (β)) = 2; moreover, if d ∈ Q, then these infinitely many T may be chosen so that T (t) ∈ Q.
2 , then the place P c of Q(t)/Q has an extension T to K with exp(ρ T (β)) = 2. Exactly how close v needs to be taken to 0 π-adically will become clear in the course of the proof.
Our first requirement is that v should be chosen close enough to 0 π-adically so that cd
It is clear that this is possible whether π is a finite or infinite prime.
Our second requirement is that v be chosen close enough to 0 π-adically so that g(c) is a square in Q(d) π . To see that this is possible, recall that g(d) is a square in Q(d) π . Suppose first that g(d) = 0. Then any element of Q(d) π sufficiently close to g(d) will also be a square. Since polynomials are continuous functions, if c is close enough π-adically to d, then g(c) will be close enough π-adically
can be brought arbitrarily close to 0 π-adically by a suitable choice of v, it is clear that g(c) can be brought arbitrarily close π-adically to (h(d)v) 2 . Thus g(c) will be a square in Q(d) π for v sufficiently close to 0 π-adically. Now let v ∈ Q be chosen close enough to 0 π-adically so that cd −1 and g(c) are both squares in Q(d) π . Let T be any extension of P c to K. We will show that exp(ρ T (β)) = 2.
Since g(c) ), and let g(c) ). Let δ be an extension of π to M and let θ denote the restriction of δ to L. Our next example shows that we cannot eliminate the hypothesis that g(0) = 0 in Corollary 3.2 (Special Case). In particular, this shows that Theorem 3.1 does not hold if the hypothesis that P i is unramified in K for 1 ≤ i ≤ u is eliminated.
Example 2. Let q be a rational prime with q ≡ 3 mod 8, let α = (2q, t) Q(t) , let K = Q(t)( qt(t 4 + 1) ), and let β = (2q, t) K . Then:
(i) β = 0, (ii) ρ T (β) = 0 for every place T of K/Q with T (t) ∈ Q − {0}, and (iii) there exist infinitely many places U of K/Q with U (t) ∈ Q alg − {0} and exp(ρ U (β)) = 2.
Proof. Let ζ be a primitive 8-th root of unity and let S be a place of K/Q extending P ζ . Then K S = Q(ζ). ρ S is defined on β, and ρ S (β) = (2q, ζ) Q(ζ) . The q-adic valuation of Q has two extensions to Q(ζ), each unramified of degree 2. Let τ be one of these extensions. Then 2q is a uniformizer for τ , and τ is unramified of degree 2 in Q( √ ζ ). It follows that inv τ (ρ S (β)) = −1. Thus ρ S (β) = 0, and so β = 0. By Lemma 4.2, there exist infinitely many c ∈ Q alg − {0} such that P c has an extension U to K with exp(ρ U (β)) = 2. This proves (i) and (iii).
Suppose next that T is a place of K/Q with T (t) = c ∈ Q − {0} and with exp(ρ T )(β)) = 2. Let E = K T = Q( qc(c 4 + 1) ). Then ρ T (β) = (2q, c) E . Since exp(ρ T (β)) = 2 by assumption, there exists a prime π of E such that inv π (ρ T (β)) = −1. Since 2q > 0, π is a finite prime. Let π Q be equivalent to the p-adic valuation of Q. We will obtain a contradiction by eliminating all possibilities for p.
Let ρ c (α) = (2q, c) Q . Since ρ T (β) = res E/Q (ρ c (α)), it follows that (2q, c) p = −1 and p splits completely in E. In particular, qc(c 4 + 1) is a square in Q p . Suppose first that p is odd, p = q. The p-adic valuation of c must be odd, since (2q, c) p = −1. But then the p-adic valuation of qc(c 4 + 1) is also odd, and so p ramifies in E, a contradiction. Thus p is either 2 or q.
We observe next that (2q, q) q = (2q, q) 2 = 1. It is clear that the only non-trivial Hasse invariants of (2q, q) Q can be at 2 and q. It follows from the Hasse sum formula that (2q, q) 2 = (2q, q) q . But (2q, q) 2 = (2, q) 2 (q, q) 2 = (2, q) 2 (−1, q) 2 = (−1)(−1) = 1 since q ≡ 3 mod 8. Thus (2q, q) q = (2q, q) 2 = 1. . Example 1 illustrates that one can have β = 0, but this cannot be shown by a specialization argument with t → c ∈ Q alg − {0}. It is worth noting that one can also have β = 0. Consider the case when a = b = 3. Then α = (3, t) Q(t) , K = Q(t)( √ 3t 2 + 3 )), and β = (3, t) K . Let {1, i, j, k} be the standard basis for (3, t) Q(t) , so i 2 = 3, j 2 = t, and ij = k = −ji. Then [(t − 1)i + 3j + k] 2 = 3t 2 + 3. Thus K splits α, and so β = 0. (We are indebted to Adrian Wadsworth for this simple argument.)
