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Abstrakt 
Diplomov{ pr{ce se zabýv{ problematikou rozpozn{v{ní dopravních značek ve 
videosekvenci. Systémy rozpozn{ní značek rozhodně přispívají ke zvýšení bezpečnosti 
v automobilové dopravě, což potvrzují i komerční systémy vkl{dané výrobci automobilů do 
svých vozů (Opel, BMW). V pr{ci je nejprve prezentov{na motivace pro použití těchto 
systémů, n{sleduje přehled současného stavu vývoje v této oblasti a nakonec je zvolena a 
detailně pops{na konkrétní metoda pro rozpozn{v{ní značek, kter{ využív{ pokročilé 
techniky zpracov{ní obrazového sign{lu. Pro detekci značek, je v pr{ci použita segmentační 
metoda, pracující s barevnou informací. N{sledn{ klasifikace je realizov{na line{rním 
klasifik{torem s volitelným využitím metody PCA. Navíc byla implementov{na metoda 
sledov{ní dopravních značek ve videosekvenci založen{ na Kalmanově filtraci. Realizovaný 
systém d{v{ poměrně kvalitní výsledky a v pr{ci nechybí podrobné srovn{ní a zhodnocení 
úspěšnosti klasifikace.  
Klíčová slova 




This diploma thesis deals with the issue of the recognition of road signs in the video 
sequence. Such systems increase the traffic safety and are implemented by major car factories 
in the manufactured cars (Opel, BMW). First, the motivation for the utilisation of these 
systems is presented, followed by the survey of the current state of the art methods. Finally, 
a specific road-sign detection method is chosen and described in detail. The method uses 
advanced techniques of signal processing. Segmentation method in color space is used for 
sign detection and subsequent classification is accomplished by linear classification with 
optional use of PCA method. In addition, the method contains the prediction of road sign 
positions based on Kalman filtering. Implemented system yields relatively accurate results 
and overall analysis and discussion is enclosed. 
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ÚVOD 
Automobilov{ doprava je jedním z nejrizikovějších faktorů dnešní doby. Ročně se 
v České republice stane více než 180 000 dopravních nehod, což je zhruba 500 nehod 
denně [1]. V posledních letech toto číslo mírně kles{ a spolu s ním klesají i n{sledky –
 počet těžce zraněných a usmrcených lidí. Takový pokles je v prvé řadě způsoben 
modernizací vozového parku na českých silnicích, kdy nově vyr{běn{ auta kladou 
mnohem větší důraz na bezpečnost pos{dky (využív{ní deformačních zón, airbagů, 
ABS, ESP). Určitou měrou se na tomto poklesu mohou projevovat inteligentní systémy 
tzv. driver support systems (systémy podpory řízení), které však zatím pronikají pouze 
do aut vyšší třídy. Mezi nejvýznamnější inteligentní systémy patří detekce vybočení 
z jízdního pruhu, detekce auta v předjížděcím pruhu, indikace vzd{lenosti k vpředu 
jedoucímu vozidlu a další. Od loňského roku patří mezi takovéto systémy i systém 
rozpozn{v{ní dopravních značek, který představila automobilka Opel pod n{zvem 
„OpelEye‚. Obdobný systém je použív{n i v nejluxusnější řadě vozů BMW.  
Inteligentní systémy v automobilové dopravě mají za úkol ulehčit řidiči 
nesnadnou úlohu, kdy musí sledovat a vstřeb{vat velké množství informací (např. 
dopravní značky, konkrétní dopravní situaci, ostatní auta, navigaci). Proto je od těchto 
systémů oček{v{no, že nebudou řidiče ještě více zatěžovat dalšími nadbytečnými 
informacemi a informace, které mu budou poskytovat, budou intuitivní a přesné. 
Výhodnost zav{dění inteligentních systémů do automobilového průmyslu je 
zřejm{ z policejních statistik [1]. V seznamu nejčastějších příčin dopravních nehod je 
hned na druhém místě kategorie nehod způsobených nedodržením bezpečné 
vzd{lenosti. Samozřejmě jsou do této statistiky započít{ny i ban{lní nehody, ale 
v ostatních případech, by se mohly uplatnit systémy detekující vzd{lenost nebo rychlé 
přiblížení k vpředu jedoucímu automobilu. Na čtvrtém a p{tém místě v této statistice 
jsou nehody, které vyplývají z přehlédnutí nebo ignorace dopravního značení. Jsou 
jimi ned{ní přednosti upravené dopravní značkou „Dej přednost v jízdě‚ 
a nepřizpůsobení rychlosti. 
Při pohledu do statistiky, kter{ bere v potaz výhradně tragické nehody je zřejmé, 
že největší počet nehod je způsoben nepřizpůsobením rychlosti. Na čtvrtém místě jsou 
nehody způsobené vyjetím automobilu z jízdního pruhu. Tento problém již většina 
automobilek podchytila a dražší modely svých vozů vybavily systémy pro detekci 
takových případů. Další nehody jsou způsobeny ned{ním přednosti, což může být 
v některých situacích způsobeno přehlédnutím značky. V takových případech m{ 
smysl zav{dět systémy rozpozn{vající dopravní značky. 
Prozkoum{ní současného stavu a realizace konkrétního systému pro detekci 
a klasifikace dopravního značení je hlavním cílem této diplomové pr{ce. Po dohodě 
s vedoucím pr{ce byl k vlastní realizaci zvolen jazyk C++ a nadstavbov{ knihovna 
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OpenCV. V úvodu je přehled možných přístupů, n{sledně je zvolen konkrétní postup 
a ten je detailně pops{n. D{le je v pr{ci rozebr{n přínos knihovny OpenCV 
k implementaci algoritmů počítačového vidění. V z{věru jsou zhodnoceny poznatky 
zjištěné v průběhu realizace a také jsou rozebr{ny možné vylepšení navrženého 
algoritmu a směr, kterým by se mohl ubírat další vývoj. 
1 SOUČASNÝ STAV PROBLEMATIKY 
1.1 Komerční projekty rozpoznání dopravních značek 
Hlavním úkolem této pr{ce je n{vrh systému pro rozpozn{ní dopravních značek. 
Hned na úvod bude představena dvojice komerčních systémů vyvinutých firmami 
Opel a BMW. Tyto systémy jsou zaměřeny především na rozpozn{v{ní z{kazových 
značek a značek upravujících rychlostní limity. 
1.1.1 Opel 
Firma Opel letos představila svůj systém detekce svislých dopravních značek [2]. 
Systém nese n{zev „OpelEye‚ a jeho hlavním úkolem je rozpoznat dopravní značky 
upravující rychlostní limity a z{kazové značky. Vstupní obraz je pořízen velmi kvalitní 
kamerou se širokým zorným úhlem, vysokým rozlišením a s vzorkovací frekvencí 
30 fps.  
Kamera je umístěna v prostoru mezi čelním sklem a vnitřním zpětným zrc{tkem 
(toto místo se i z mého pohledu jeví jako nejvhodnější – viz kapitola 3). K vlastnímu 
zpracov{ní obrazových dat je využito dvojice sign{lových procesorů.  
Systém údajně detekuje dopravní značení na vzd{lenost až 100 m (z{visí na 
světelných podmínk{ch). Postup rozpozn{ní značek začín{ lokalizací oblastí 
s dopravní značkou, kter{ je založena na vyhled{ní kruhových vzorů v obraze. 
N{sledně jsou uvnitř lokalizovaných oblastí identifikov{ny číslice pomocí detekce 
kontur. Pokud je oblast vyhodnocena jako značka, zobrazí se symbol značky na 
příslušný panel na přístrojové desce. 
Ve snímané scéně nejsou vyhled{v{ny pouze dopravní značky, ale i dělící linie 
jízdních pruhů. Získané informace jsou zpracov{v{ny za účelem detekce vybočení 
z jízdního pruhu. Takový systém pom{h{ eliminovat nehody způsobené nepozorností 
nebo mikrosp{nkem. Každé vybočení z jízdního pruhu je indikov{no zvukovým 
a optickým sign{lem. 
Výše popsané technologie jsou vkl{d{ny do nového Opelu Insignia a postupně 
budou pronikat i do modelů nižší třídy. Zajímavé je, že Opel Insignia není nejvyšším 
modelem od Opelu a cenově je srovnatelný se Škodou Superb.  
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Vzhledem k tomu, že dopravní značky se v různých st{tech mohou drobně lišit, 
mohl by mít tento systém problémy v zemích, které se neřídí tzv. Vídeňskou dohodou 
(viz sekce 2.1) o standardizaci značek. Dohoda však platí ve více než osmdes{ti 
zemích. 
1.1.2 BMW 
Systém automobilky BMW je schopen detekovat především značky omezující rychlost. 
Kamera, snímající oblast před vozidlem, je umístěna na stejném místě jako u Opelu. 
Údajně jsou detekov{ny nejen klasické svislé dopravní značky, ale dokonce i digit{lní 
displeje používané hlavně na d{lnicích. Zajímavou funkcí je spolupr{ce s navigací 
a dopravní omezení v ní zanesen{ jsou porovn{na se značkami detekovanými 
kamerou (mají vyšší prioritu). Od příštího roku bude tento systém za příplatek 
instalov{n do BMW řady 7. 
1.2 Ostatní projekty zvyšující bezpečnost provozu 
Automobilka Volvo navrhla komunikaci mezi jednotlivými automobily. Toho se d{ 
využít například při předjíždění, kdy na sebe automobil upozorní předjížděného a tím 
eliminuje tzv. mrtvý úhel.  
Koncern GM také pracuje na systému vz{jemné komunikace vozidel. Koncept 
nese n{zev V2V (Vehicle to Vehicle) a počít{ s tím, že si vozidla boudou vz{jemně 
vyměňovat informace o svých rychlostech, poloze nebo n{strah{ch na silnici. 
Automobilka Audi vyvinula celou řadu inteligentních systémů. Například své 
automobily vybavuje adaptivním tempomatem ACC, který reguluje rychlost 
v z{vislosti na rychlosti vpředu jedoucího automobilu. Také představuje funkci 
Breaking guard, kter{ varuje před možnou kolizí s vpředu jedoucím automobilem. 
Z bezpečnostních prvků také automobilka do svých modelů řady S (S4 a S6) zařazuje 
systém sledov{ní mrtvého úhlu a situaci v předjížděcím pruhu Audi side assist. Systém 
detekce auta v předjížděcím pruhu rozpozn{ auto již v d{lce a tento jev signalizuje 
rozsvícením kontrolky na boku zpětného zrc{tka. Pokud je auto v mrtvém úhlu, je 
signalizace zvýrazněna blik{ním příslušné kontrolky. V Audi A6 je navíc instalov{n 
Audi Line Assist, který indikuje vybočení z jízdního pruhu – prevence mikrosp{nku.  
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1.3 Rozpoznávání dopravních značek 
V předchozí sekci byly zmíněny dva systémy rozpozn{ní dopravních značek vyvinuté 
komerčně pro použití v konkrétních automobilech. Z materi{lů zveřejněných 
jednotlivými automobilkami lze zjistit pouze kusé informace o použitém hardwaru, 
pochopitelně v nich ale nejsou detailně pops{ny použité metody detekce a klasifikace 
dopravních značek. Ovšem metody rozpozn{ní dopravních značek jsou intenzivně 
zkoum{ny zhruba od roku 1990 a je publikov{no mnoho čl{nků, které problematiku 
popisují z různých pohledů.  
Všechny metody se potýkají s dvěma protichůdnými požadavky, kde na jedné 
straně stojí snaha o zpracov{ní v re{lném čase a naproti ní stojí snaha o co největší 
robustnost detekčního a klasifikačního mechanismu. Existuje mnoho velmi složitých 
přístupů, avšak na dostupném hardwaru mají problémy s během v re{lném čase. Jiné 
systémy svoji obecnost č{stečně obětují ve prospěch zvýšení rychlosti algoritmu.  
Celý postup, který vede k nalezení dopravní značky a k určení jejího 
konkrétního typu ve videosekvenci, můžeme rozdělit do posloupnosti několika bloků, 
z nichž poslední dva jsou stěžejní (viz obr. 1.1) – blok detekce a klasifikace značky. 
Před nimi je zobrazen blok předzpracov{ní obrazu, který je přítomen ve všech úloh{ch 
počítačového vidění.  
 
Obr. 1.1: Zjednodušené schéma rozpozn{ní značek. 
Úkolem detekčního bloku je nalezení polohy značky (resp. značek) v obraze. 
Výstupem jsou tedy informace o přesné poloze a velikosti detekované značky. Tyto 
informace spolu s výřezem obrazu vstupují do klasifikačního bloku, který na z{kladě 
zjištěných příznaků, provede klasifikaci typu dopravní značky. Klasifikační blok je 




• odstranění šumu 
• zvýraznění hran 
Odebírání snímků  
• z kamery 




• dílčí klasifikace 
• výsledná klasifikace 
Detekce značky 
• segmentace 
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Obr. 1.2: Postup detekce a klasifikace dopravní značky. Klasifikační blok je ohraničený 
přerušovanou čarou (kromě samotné klasifikace je do něho zahrnuto i mnoho dílčích 
bloků, které prov{dějí pomocné zpracov{ní jednotlivých obrazů značek). 
1.3.1 Různé přístupy k detekci značky 
Dopravní značení se vyznačuje standardizovaným tvarem a barvou. Pr{vě s ohledem 
na standardizované barvy dopravního značení, které jsou navíc velmi syté 
a intenzivní, se nabízí prov{dět vyhled{v{ní značek v obraze na z{kladě barevné 
informace. Ovšem je nutné si uvědomit, že barevný vjem není d{n pouze barvou 
objektu, ale je d{n také teplotou světla dopadajícího na objekt a asi nejvýznamněji je 
barva objektu zkreslena použitou kamerou (více viz sekce 4.2.1). Proto se při 
zpracov{v{ní barevného vjemu musí uvažovat velké rozpětí barev, což pochopitelně 
přin{ší mnohé komplikace (více v sekci 4.2). 
Obecně lze říct, že nejvíce informací v obraze je umístěno v hran{ch, proto je 
vhodné je také do detekčního algoritmu zahrnout. Některé algoritmy využívají pouze 
barevnou informaci, jiné využívají (i) hrany. 
Například Piccioli [3] v čl{nku popisuje svoji metodu, kde je v prvé řadě značka 
lokalizov{na pomocí barevné informace. Je to nejrychlejší způsob redukce 
nepotřebných informací v obraze. Do algoritmu vstupuje pouze prav{ polovina 
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snímku (urychlení algoritmu, redukce množství obrazových bodů), kde je provedena 
segmentace obrazu na z{kladě hledané barvy (je využív{n barevný model HSV). Poté 
je obraz rozdělen do čtverců 16 × 16 px, kterým je přiřazena hodnota 1, nebo 0 podle 
toho, kolik segmentovaných pixelů je uvnitř daného čtverce (je uv{děna typick{ 
hraniční hodnota 80 pixelů). Sousedící oblasti mohou patřit stejné značce, proto musí 
být s čtverci d{le pracov{no za účelem lokalizace nejvhodnější oblasti. Nalezen{ oblast 
je nazýv{na oblastí z{jmu a je v ní d{le vyhled{v{na značka.  
Pro detekci trojúhelníkových a obdélníkových značek prezentuje autor v [3] 
postup, který využív{ hran získaných pomocí Cannyho hranového detektoru [4], [5]. 
Ne všechny hrany ovšem popisují značky, proto musí být provedeno filtrov{ní 
nepodstatných hran. Nejprve jsou odstraněny příliš kr{tké hrany. Další omezení hran 
vych{zí ze zřejmé orientace značek a tedy i z předpokl{daných směrů hran (omezení 
na značky kolmo ke směru jízdy). Poté jsou odfiltrov{ny hrany, ze kterých není možné 
sestavit trojúhelník, nebo čtverec. Autor zmiňuje úspěšnost systému detekce zhruba 
92% a v 11 případech z celkového počtu 600 snímků byla nahl{šena špatn{ značka. 
Detekce kruhových značek je v [3+ prov{děna také nad výstupním obrazem 
z hranového detektoru. Oblast z{jmu je postupně proch{zena a jsou konstruov{ny 
kružnice o šířce 3 px. Pokud počet bodů, které se nach{zejí v daném rozmezí, překročí 
prahovou hodnotu, je oblast prohl{šena za kruhovou dopravní značku. Časov{ 
n{ročnost tohoto algoritmu je značn{ – autor uv{dí 15 s (ovšem toto číslo je 
nepodstatné vzhledem ke st{ří čl{nku a k vývoji výpočetní techniky). Alternativou 
k tomuto je Houghova transformace (str. 17 v [3]), FEX algoritmus (str. 15 v [3]), nebo 
„computation of local curvature‚ (str. 16 v [3]). Poslední jmenovaný algoritmus je 
vhodný zvl{ště pro minim{lně zašuměné obrazy. 
V dalším čl{nku [6] je pops{na metoda barevné segmentace založen{ na RGB 
složk{ch, ovšem ne v jejich absolutních hodnot{ch, ale je využív{na červen{ složka 
jako referenční a zbylé složky jsou referenční složkou normalizov{ny. Ke zrychlení 
barevné segmentace je navíc využita LUT tabulka. V segmentovaném obraze jsou 
n{sledně vyhled{ny rohy pomocí korelace s ide{lními rohovými vzory. Na z{kladě 
vz{jemných poloh rohů je n{sledně rozhodnuto o tvaru značky. 
V čl{nku [7] je detekce značky založena na barevné segmentaci v modelu HSV. 
Zvl{ště jsou využív{ny složky H a S, které jsou pomocí dvojice look up tabulek 
přev{děny na nové hodnoty. Hodnoty vyčtené z LUT tabulek (pro H a S) jsou mezi 
sebou vyn{sobeny a normalizov{ny na maxim{lní hodnotu 255. Poté je provedeno 
prahov{ní a ve vzniklém obraze probíh{ hled{ní dopravních značek s využitím 
genetického algoritmu. Navržený genetický algoritmus prokazuje své výhody při 
nedokonalé segmentaci, kdy může překlenout lok{lní minimum a tím napravit 
nedokonalosti segmentace. Algoritmus nejenže opravuje nedokonalosti segmentace, 
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dokonce dok{že překlenout i drobné okluze značky (zastínění jiným předmětem 
například větví, lampou pouličního osvětlení apod.).  
Jak bylo uk{z{no, barevnou segmentaci je možné prov{dět v různých barevných 
modelech. Často se využív{ poměrů složek v RGB nebo HSV. V čl{nku [8+ je uk{z{n 
přístup k segmentaci v barevném modelu CIELAB. Tento model m{ vzhledem 
k ostatním výhodu v tom, že po „zkalibrov{ní‚ je model nez{vislý na barvě a teplotě 
osvětlení. Autoři v z{věru předkl{dají výsledky, které dokazují zlepšení úspěšnosti 
barevné segmentace zvl{ště v deštivých scén{ch nebo zamračených dnech.  
1.3.2 Různé přístupy ke klasifikaci značky 
Jedním z možných přístupů ke klasifikaci značky je template matching, neboli hled{ní 
určitého vzoru. Při tomto postupu jsou normalizované vzory všech značek 
uchov{v{ny v datab{zi. Z detekčního bloku jsou zn{my potenci{lní polohy 
dopravních značek. Tyto oblasti jsou normalizov{ny co do velikosti a je provedena 
vz{jemn{ korelace oblastí s každým vzorem z datab{ze značek. 
Některé pr{ce svůj klasifikační blok omezují pouze na úzkou skupinu značek 
předepisujících maxim{lní rychlost. Metody mohou být opět založeny na korelaci, 
ovšem ne celé značky, ale pouze konkrétních regionů, ve kterých jsou předpokl{d{ny 
jednotlivé číslice. 
V algoritmu popisovaném v [9] vstupuje do klasifikačního algoritmu obr{zek 
detekované značky s normalizovaným rozlišením 60 px × 60 px. Díky zn{mému tvaru 
z předchozího zpracov{ní lze odmaskovat pozadí značky, aby neovlivňovalo 
klasifikaci. Dle autorů je zbytečné pracovat s velkým počtem barevných úrovní, proto 
je realizov{na barevn{ diskretizace. D{le je využív{no transformace CDT (color 
distance transformation), kter{ vych{zí z DT (distance transformation) [9], pouze 
zohledňuje vzd{lenosti vždy od určité barvy. Diskretizované obrazy a obrazy 
transformované pomocí CDT jsou zpracov{v{ny algoritmem Discriminative Local 
Regions. Při off-line trénov{ní klasifik{toru jsou proch{zeny postupně všechny 
trénovací obrazy značek (od každé jeden) a jsou hled{ny regiony s největší rozdílnosti 
oproti ostatním vzorům. V každé značce je nalezeno přesně dané množství nejvíce 
odlišných regionů, které budou při on-line klasifikaci zkoum{ny. Autoři uv{dějí, že je 
velmi složité určit vhodný počet odlišných regionů ve značk{ch. M{lo regionů údajně 
nepopisuje značku dostatečně, zatímco příliš mnoho regionů vn{ší do algoritmu 
mnoho informací, které nejsou pro danou značku charakteristické. Autoři uv{dějí 
úspěšnost představeného klasifik{toru v rozmezí 82 až 97% (průměrně 93%).  
V algoritmu popsaném v [6] jsou značky normalizované na velikosti 
30 px × 30 px. Při změně velikosti údajně stačí použít metodu nejbližšího souseda, což 
zaručuje urychlení oproti biline{rní interpolaci. Obrazové body jsou vstupem do stejně 
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velké neuronové sítě. Neuronov{ síť je vrstven{ a v pr{ci je proveden rozbor vlastností 
klasifik{toru v z{vislosti na počtu použitých vrstev. Malé rozlišení značek použitých 
v této pr{ci je vynuceno st{řím čl{nku a tehdy použitelnou výpočetní technikou. 
Ve čl{nku [10] popisuje autor využití MP (matching pursuit) filtrů, které se 
aplikují přímo na obrazov{ data. Autor popisuje přínos této metody k urychlení 
algoritmu ve srovn{ní s metodou porovn{ní se vzorem. Uv{děn{ úspěšnost se 
pohybuje zhruba okolo 90%. MP filtry jsou založeny na waveletech. 
2  DOPRAVNÍ ZNAČKY 
Vzhledem k tomu, že je v pr{ci navrhov{n systém detekce a klasifikace dopravních 
značek, je nutné zmínit pravidla, podle kterých je dopravní značení navrhov{no, 
vyr{běno a instalov{no.  
2.1 Vídeňská úmluva 
Tato úmluva [11] sjednocuje pravidla silničního provozu v zemích, které tuto dohodu 
ratifikovaly. Souč{stí Vídeňské úmluvy, kter{ byla seps{na roku 1968, je i kapitola 
o dopravních značk{ch. Díky ní jsou dopravní značky v mnoha zemích podobné, což 
mimo jiné napom{h{ zvyšov{ní kompatibility systému napříč mnoha zeměmi. Tato 
smlouva je ratifikov{na zhruba v osmdes{ti zemích, mezi něž patří již od roku 1980 
i Česk{ republika. 
2.2 Zakotvení dopravního značení v českém právním 
řádu 
V České republice jsou velikosti a tvary dopravního značení pops{ny vzorovými listy 
značek. Barevné provedení dopravních značek a požadavky na světelné a technické 
vlastnosti jsou stanoveny normou ČSN 01 8020, kter{ byla 1. 4. 2003 nahrazena 
normou ČSN EN 12899-1.  
Další pr{vní předpisy, které se této problematiky dotýkají, jsou z{kon o provozu 
na pozemních komunikacích - z. č. 361/2000 Sb. a vyhl{ška ministerstva dopravy 
a spojů č.30/2001 Sb.  
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2.3 Typy dopravních značek 
Svislé dopravní značky se dělí do n{sledujících kategorií 
 výstražné – např. „zat{čka vpravo‚ (obr. 2.1 a)), 
 upravující přednost – např. „dej přednost v jízdě‚ (obr. 2.1 b)), 
 z{kazové – např. „z{kaz vjezdu všech vozidel‚ (obr. 2.1 c)), 
 příkazové – např. „přik{zaný směr jízdy přímo‚ (obr. 2.1 d)), 
 informativní směrové – např. „hranice územního celku‚, 
 informativní provozní – např. „jednosměrný provoz‚(obr. 2.1e)), 
 informativní jiné – např. „čerpací stanice‚. 
 
Obr. 2.1: Příklady některých dopravních značek. 
Pro každý tvar (kruh, trojúhelník, čtverec, obdélník, osmiúhelník) jsou normou 
stanoveny přesné rozměry dopravních značek. U většiny tvarů je povolen{ trojice 
rozměrů – zmenšen{, norm{lní a zvětšen{ velikost; Jejich využití je přesně definov{no. 
Například na d{lnicích je možné využívat pouze zvětšené varianty dopravních 
značek, a to z důvodu lepší čitelnosti na velkou vzd{lenost. V normě je také 
definov{na přesnost dodržení rozměrů, barva lemu a mnoho dalších parametrů. 
Zmíněn{ barva lemu je velmi důležit{, protože značku opticky odděluje od pozadí.  
Při detekci i klasifikaci dopravních značek nar{žíme na mnoho problémů, které 
jsou způsobeny například st{rnutím (ztr{tou normalizovaných vlastností), zakrytím 
značky jiným předmětem nebo č{stečným poničením značky. Další komplikace 
v klasifikačním procesu se objevují v důsledku historického vývoje piktogramů 
v dopravních značk{ch (viz obr. 2.2). Tento fakt bude vyžadovat naučení klasifik{toru 
na veškeré možné varianty dané značky (včetně starších variant). Pravděpodobně 
nebude možné využít výhradně jeden vzor značky pro jednu třídu. 
 
Obr. 2.2: Rozdílné piktogramy v dopravních značk{ch v důsledku historického vývoje. Značky 
by však měly být klasifikov{ny do stejné třídy. 
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2.4 Rozpoznávací schopnosti navrhovaného programu 
Před vlastním n{vrhem programu byla provedena rozvaha požadovaných 
rozpozn{vacích schopností. V sekci 0 byl problém rozpozn{ní rozdělen do dvou 
postupných kroků – detekce a klasifikace. Bylo snahou docílit co nejširších detekčních 
schopností systému a z{roveň co nejpřesnější klasifikace.  
Program je schopen detekovat většinu značek z kategorií: výstražné, upravující 
přednost, z{kazové, příkazové, informativní provozní a informativní jiné. 
Navazující klasifikační blok dok{že rozpoznat pouze určitou podmnožinu 
detekovaných dopravních značek. Tato redukovan{ podmnožina nezahrnuje 
informativní značky, přesto celkem čít{ zhruba 80 prototypů dopravních značek. 
Informační značky nejsou klasifikov{ny, protože v kategorii je velký počet prototypů a 
jejich různých variací, které si jsou velmi podobné, a tím by výrazně klesla úspěšnost 
klasifikace. To by mělo nepříznivý vliv na přesnost celého systému, proto je vhodnější 
tyto značky pouze detekovat a odpovídajícím způsobem o nich informovat uživatele. 
3 ROZBOR VHODNÉHO UMÍSTĚNÍ KAMERY 
Vhodné umístění kamery m{ značný vliv na použitelnost snímaných obrazů. 
V komerčních aplikacích, popsaných v sekci 1.1, je vždy kamera umístěna mezi čelním 
sklem a zpětným zrc{tkem. Kamera je tedy uprostřed automobilu ve výšce zhruba 
1,5 m. Tato poloha se i z provedených testů jevila jako nejvhodnější jednak pro její 
vhodnou výšku, jednak díky dobrým možnostem jejího uchycení.  
Použit{ kamera měla poměrně nízké rozlišení (640 × 480 px) a malý zorný úhel 
(40° v horizont{lním směru a vertik{lní zorný úhel byl pouhých 35°). Různými pokusy 
bylo zjištěno, že je vhodné kameru natočit mírně doprava, čímž jsou sice ztraceny 
informace o značk{ch umístěných na levé straně vozovky, ale značky na pravé straně 
mohou být sledov{ny i ve větší blízkosti automobilu (viz obr. 3.1). Výhodou blíže 
snímaných značek je pochopitelně jejich větší velikost v obraze, a tedy i větší rozlišení. 
Natočení kamery m{ dvě výhody, značky jsou pořízeny v lepším rozlišení a jsou 
sledov{ny mnohem delší dobu (viz obr. 3.1). 
Z daného rozlišení kamery a z jejího změřeného zorného úhlu lze přibližně 
vypočítat, jak velké rozlišení budou mít promítnuté značky do obr{zku v z{vislosti 
na vzd{lenosti značky – viz obr. 3.2. Při orientačním výpočtu byly zanedb{ny možné 
natočení značky, které zmenšují velikost značky ve snímku. Pro detekci je rozhodující 
šířka lemu dopravní značky. Ten by měl být promítnout alespoň do 2 pixelů, aby bylo 
možné ho barevně segmentovat. Pro přesnost klasifikace značky je pak rozhodující její 
celkov{ velikost v obraze. 
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a)            b) 
Obr. 3.1: Uk{zka výhodnosti natočení kamery vůči přímému směru vozidla. Výhoda natočení 
je ještě více patrna, pokud je značka d{le od krajnice (případ zobrazen na obr b). 
Na obr{zku 3.2 jsou zachyceny dvě pozice značky ve vzd{lenostech 8 m (a) 
a 30 m (b), což jsou z{roveň hraniční hodnoty detekce navrženého algoritmu. 
V obr{zcích jsou vyznačeny zn{mé parametry a také dopočítan{ hodnota velikosti 
značky v pixelech. Kromě velikosti vlastní značky je důležit{ také velikost okraje. Ten 
je na origin{lní značce široký zhruba 6,5 cm, což v obraze odpovíd{ velikosti 2 px až 
7 px ve snímku (podle vzd{lenosti značky).  
 
a)                      b) 
Obr. 3.2: Zn{zornění zorného úhlu kamery a uk{zka transformace značky do obrazu. 
 V dosavadním textu byly zmiňov{ny pouze aspekty prostorového rozlišení 
kamery. Důležité jsou rovněž časové parametry použité kamery, tedy její snímkovací 
frekvence. U použité kamery byla tato frekvence 15 fps1. To znamen{, že za dobu 1 s, 
je před{no ovladačem kamery 15 snímků, tedy každých 66 ms je zaznamen{n nový 
snímek. Pokud m{ algoritmus zpracovat každý snímek, musí být celý proces 
rozpozn{ní velmi rychlý. Většina algoritmů nezpracov{v{ každý snímek, některé 
                                                 
1 Frames per Second – snímků za sekundu 
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snímky jsou tak vynech{ny (je zpracov{n každý n-tý snímek). Složitost navrženého 
řešení je na hranici použitého hardwaru, přesto je program ve většině případů 
schopen zpracovat každý snímek.  
Při vynech{v{ní některých snímků je pohyb značky mezi jednotlivými 
zpracov{vanými snímky větší. Konkrétní hodnoty vzd{leností, které značky urazí 
mezi zpracov{vanými snímky, jsou vyps{ny v n{sledující tabulce. Jednotlivé ř{dky 
rozlišují různý počet vynechaných snímků. První ř{dek například popisuje stav, kdy je 
zpracov{v{n každý snímek – není vynech{v{n ž{dný snímek. Pro každý ř{dek je 
spočít{no více vzd{leností vždy pro určitou rychlost automobilu. 





Při rychlosti v km/h značka urazí vzd{lenost 
30km/h 50km/h 70km/h 100km/h 130km/h 
0 66 ms 0.55 m     0.92 m    1.28 m     1.83 m     2.38 m 
1 132 ms 1.10 m     1.83 m     2.56 m     3.66 m     4.76 m 
2 200 ms 1.65 m         2.75 m 3.85 m     5.50 m     7.15 m 
 
Algoritmus značku zaznamen{ zhruba na vzd{lenost 30 m (výrazně z{visl{ na 
mnoha parametrech: na vzd{lenosti značky od okraje vozovky, na výšce ve které je 
umístěna, na světelných podmínk{ch apod.). Vzd{lenost k první detekci tak může 
výrazně klesnout. Značku je možné detekovat v rozmezí zhruba 20 m (žlutý pruh na 
obr. 3.1). Při výpočtu, kolikr{t bude značka detekov{na v obraze, můžeme využít tab. 
3.1. Například pro algoritmus zpracov{vající každý druhý snímek (bude vynech{vat 





Tento výsledek zhruba odpovíd{ realitě při testov{ní programu. Mnohdy je 
viditelnost a detekovatelnost značky v důsledku špatných světelných podmínek 
zhoršena a detekcí značky je ještě méně. Jednou z možností, jak tento problém 
odstranit, by bylo použít kameru s vyšší snímkovací frekvencí nebo s vyšším 
rozlišením. Bohužel s narůstajícím prostorovým rozlišením kamery kvadraticky 
narůst{ složitost detekčního algoritmu  a tím i čas potřebný na zpracov{ní 
snímku. Ovšem s kvalitnější kamerou by bezpochyby bylo dosaženo lepších výsledků, 
protože obrazov{ data by neobsahovala takové množství šumu a okraje značek by 
byly kontrastnější. Díky tomu by byla možn{ detekce značek na větší vzd{lenost. 
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Obr. 3.3: Z{vislost pohybu značky mezi jednotlivými snímky. 
V profesion{lních aplikacích jsou využív{ny kamery s mnohem větší šířkou 
zorného úhlu, než měla použit{ kamera. Tím je dosaženo jednak možné detekce 
značek na obou stran{ch vozovky, jednak je potlačen „problém prudkých zat{ček‚ 
(obr. 3.4). Značka se v ž{dném časovém okamžiku neocitne v zorném úhlu kamery a je 
tak prakticky nedetekovateln{ (při použití klasické kamery). 
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4 POSTUP ROZPOZNÁVÁNÍ ZNAČEK 
V této kapitole je rozebr{n celý postup vyhled{ní dopravních značek. Kapitola je 
rozdělena do sekcí, které korespondují s hlavními bloky v procesu rozpozn{ní značek.  
Poslední sekce vždy shrnuje zvolený postup.  
4.1 Předzpracování obrazu 
Předzpracov{ní obrazu je prvním krokem každé úlohy počítačového vidění. Obrazov{ 
kvalita zachycen{ vstupním zařízením obecně nebýv{ dostatečn{, proto je nutné hned 
na zač{tku zpracov{ní obraz upravit tak, aby bylo maximalizov{no jeho další využití. 
Obvykle vstupní obraz obsahuje velké množství šumu, který je přítomen i v použitých 
testovacích datech. 
Kromě odstraňov{ní šumu lze do bloku předzpracov{ní obrazu zahrnout jasové 
transformace (úprava kontrastu, zesvětlení) nebo opravy vad objektivu (například 
vady typu soudek, vinětace). Tyto operace však nejsou implementov{ny, a proto 
bude další sekce zaměřena pouze na odstranění šumu vhodnou filtrací obrazu. 
4.1.1 Filtrace obrazu 
Obecně rozezn{v{me dva z{kladní druhy filtrace: line{rní a neline{rní. Při line{rní 
filtraci doch{zí ke konvoluci mezi maskou filtru a filtrovaným obrazem. Podle masky 
rozlišujeme mnoho typů filtrů – například Gaussův, dolní propust, průměrov{ní.  
V projektu byl využit Gaussův filtr, který m{ konvoluční matici d{nu 
n{sledujícím vztahem 
 (2) 
kde  je umístění prvku v konvoluční matici a  je směrodatn{ odchylka. 
 
a)                                   b) 
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Konkrétní realizace Gaussova filtru pro  je zobrazena na obr. 4.1 a) pro 
velikost 6 a na obr. 4.1b) pro velikost 3. Konvoluční matice Gaussouva filtru velikosti 
3 × 3 je 
 (3) 
Vhodnou velikost konvolučního j{dra filtru je nutné zjistit experiment{lně. 
Kvalitnějších výsledků je obecně dosaženo většími filtry, ovšem složitost jejich 
aplikace narůst{ kvadraticky s velikostí . To je zřejmé z vlastní podstaty filtrace, 
kter{ je realizov{na konvolucí. Proto byla s ohledem na rychlost algoritmu zvolena 
velikost filtru 3 × 3. 
Druhou skupinou jsou neline{rní filtry. Mezi ně patří medi{nový filtr, rank-
order filtr nebo konzervativní vyhlazení [12].   
4.2 Detekce dopravních značek 
Detekci značek je možné prov{dět buď na z{kladě barevné informace, nebo na z{kladě 
tvaru. Mnohdy jsou oba přístupy vhodně kombinov{ny pro dosažení co největší 
kvality. Algoritmy většinou v obraze vyhledají velké množství potenci{lních umístění 
značek. Kvalitní algoritmus by měl vyhledat všechny re{lné značky v obraze a naopak 
počet potencion{lních oblastí, které ve skutečnosti nejsou značkami, by měl být 
minim{lní. Oblasti, které jsou chybně detekov{ny jako značky, jsou však přítomny 
v každém detekčním algoritmu a je nutné je v dalším postupu zpracov{ní odstranit na 
z{kladě určitých restrikcí. 
4.2.1 Detekce na základě barevné informace 
Každ{ značka (nebo alespoň její lem) m{ definovanou barvu, proto je vhodné tohoto 
faktu využít. Na první pohled se může zd{t, že stačí nalézt v obraze všechny body, 
které mají definovanou barvu a tím budou nalezeny všechny body značky. Ovšem 
situace je mnohem komplikovanější. Barva značky ve snímku není d{na pouze její 
origin{lní barvou, ale ovlivňuje ji i barva dopadajícího světla, kter{ m{ určitý 
spektr{lní obsah (relativní spektr{lní hustotu výkonu) [13]. Například značka za 
jasného dne, bude mít ve snímku jiný barevný n{dech, než značka sníman{ při z{padu 
slunce nebo za deštivého dne. Další faktor, který ovlivňuje barvu zobrazené značky, je 
aktu{lní nastavení parametrů kamery (saturace barev, kontrast, jas).  
Z výše zmíněných důvodů musí být barevn{ segmentace značky prov{děna 
v určitém barevném rozsahu. Volba rozsahu byla provedena na z{kladě zkoum{ní 
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barvy značek v mnoha snímcích. Ze zjištěné množiny vzorků je možné vypočítat 
střední hodnotu a rozptyl. Takovým postupem je získ{n rozsah, ve kterém budou 
ležet barvy všech pixelů značek. Rozsah musí být dostatečně velký, aby pokryl 
všechny možné odstíny značky, na druhou stranu musí být co množn{ nejužší, aby 
v okolním obraze označoval co nejméně pixelů jako body značky.  
Barvy je možné analyzovat (ale i zpracov{vat a modelovat) v různých barevných 
modelech. Mezi nejzn{mější barevné modely patří RGB, CMYK, HSV, HSB, YUV. 
Každý model m{ určité své výhody, pro které byl zaveden, ale i své nevýhody, kvůli 
kterým byly zavedeny ostatní barevné modely. Například výhodou RGB barevného 
modelu je jeho přím{ spojitost se zobrazov{ním na monitoru, naopak nevýhodou je 
neintuitivní mích{ní barev. Více o barevných modelech lze nalézt v literatuře [13].  
V sekci 1.3.1 byly zmíněny různé přístupy k segmentaci v různých barevných 
modelech. Nejčastěji je využív{n model HSV a jistým způsobem upravený RGB model 
(berou se poměry mezi jednotlivými složkami). V projektu byly původně 
implementov{ny obě varianty. Z testů vyplývalo, že segmentace v modelu HSV je 
kvalitnější, ale časově n{ročnější než segmentace v modelu RGB. Zpomalení bylo 
způsobeno nutností neline{rně transformovat obrazov{ data mezi modely (z RGB do 
HSV). Nakonec byla zvolena rychlejší varianta na úkor snížení preciznosti segmentace. 
4.2.2 Detekce na základě hran (tvaru) 
Stejně jako mají značky přesně definované barvy, mají také definované a pravidelné 
tvary. Této skutečnosti lze s výhodnou využít při jejich detekci. Většinou postup 
začín{ vyhled{ním hran v obraze, které se poté d{le zpracov{vají. Filtrují se hrany 
nevyhovující požadovaným vlastnostem (mal{ věrohodnost hran, nevhodn{ délka, 
nevhodný směr). Hrany se d{le vz{jemně propojují do složitějších struktur. Analýzu 
n{vaznosti jednotlivých hran lze obejít glob{lním zpracov{ním celého obrazu. Zde se 
nabízí jedna z variant Haughovy transformace buď pro hled{ní přímek, kružnic nebo 
zobecněn{ varianta pro hled{ní definovaných tvarů.  
Vyhledání hran 
Hrany v obraze se vyznačují výraznou změnou jasu (velký gradient), toho využívají 
hranové detektory. Podle jejich konkrétní implementace je rozdělujeme na detektory 
založené na první derivaci, detektory založené na druhé derivaci, detektory nepracující 
s derivací a detektory pracující v kmitočtové oblasti. Každ{ z těchto skupin zahrnuje velké 
množství konkrétních realizací.  
Detektory pracující s první derivací, provedou nejprve derivaci obrazu a poté 
hledají extrémní hodnoty derivací. Existují různé realizace hranových detektorů, které 
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se liší pouze použitou maskou konvoluční matice. Velmi jednoduchým z{stupcem je 
Robertsův oper{tor, který využív{ pro výpočet gradientu n{sledující dvojici masek 
. (4) 
Je zřejmé, že Robertsův oper{tor pracuje pouze s dvojicí sousedních bodů, proto 
je velmi citlivý na šum. Kvalitnější je Sobelův detektor, který je dokonce schopen 
detekovat hrany ve všech směrech pomocí čtveřice různých masek.  
Velice kvalitních výsledků je dosaženo při využití Cannyho hranového 
detektoru [4]. Jeho funkci lze shrnout do n{sledujících kroků 
 nejprve je potlačen šum Gaussovým filtrem. Než{doucí šum by v obraze 
generoval velké množství nepodstatných hran a tím zkresloval výsledky, 
 na filtrovaný obraz je aplikov{n Sobelův oper{tor pro vyhled{ní hran 
v horizont{lním a vertik{lním směru. Pro oba případy jsou použity 
konvoluční masky o velikosti 3 × 3, 
 z informací získaných v minulém kroku je vypočít{na orientace hrany a 
její intenzita, 
 směr všech hran musí být sjednocen se směrem, kterého lze dos{hnout 
v osmiokolí bodu (0°, 45°, 90° a 135°), 
 další krok se nazýv{ potlačení nemaxim{lních hodnot (nonmaximum 
suppression), postupně je proch{zeno okolí hrany a jsou odstraňov{ny 
(nastavov{ny na 0) hodnoty které nejsou hranami. Díky tomu bude 
výsledný obraz obsahovat pouze slabé kontury v místech hran, 
 nakonec je provedeno prahov{ní s hysterezí. Díky hysterezi je zaručena 
souvislost hran (hrany nebudou přerušované). Využív{ se dvojice prahů, 
vysoký T1 a nízký T2. Nejprve je aplikov{n pr{h T1, pixely s vyšší 
hodnotou než T1 jsou ihned označeny za hranové pixely. Z důvodu velké 
hodnoty T1, nejsou všechny pixely na hraně označeny, proto je znovu 
každý pixel, který je spojen s hranou, znovu porovn{n s prahem T2. 
Haughova transformace 
Haughova transformace (d{le jen HT) sice nebyla v tomto projektu využita, ale 
v ostatních přístupech je mnohdy hlavním detekčním algoritmem, a proto je vhodné 
stručně představit její funkci a možné přínosy. HT (více v [14]) je transformace obrazu 
z prostoru  do prostoru, jehož rozměr je d{n počtem nezn{mých parametrů 
hledaného objektu (prostor ). Například při hled{ní kružnic zn{mého poloměru 
jsou nezn{mými parametry souřadnice středu [x, y]. Pokud navíc není zn{m poloměr 
kružnic, přibýv{ ještě jedna nezn{m{ – tím se cel{ transformace mírně komplikuje. 
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Jednodušší varianta Haughovy transformace vyžaduje analytickou znalost hledaného 
objektu (kružnice, přímky), složitější tzv. generalized Hough transform (zobecněn{ 
houghova transformace) nevyžaduje analytickou znalost objektu, ale spokojí se se 
zad{ním hranice objektu bod po bodu (poloha je určena vzhledem k referenčnímu 
bodu – např. k těžišti).  
Po transformaci dvourozměrného obrazu do n-rozměrného Haughova prostoru 
se v Houghově prostoru vyskytnou jist{ maxima, kter{ označují hledané parametry 
detekovaného objektu. Haughova transformace je velmi odoln{ vůči šumu a vůči 
přerušení hranice objektu v obrazu. Kvůli tomu je v obraze často vyhled{no velké 
množství objektů, které hledaným objektem nejsou (jsou mu pouze podobné).  
Na obr{zku 4.2 a) je vidět úsečka v prostoru [x, y+, na obr{zku b) je obraz s 
úsečkou transformov{n do prostoru [θ, b]. Na obr{zcích c) a d) je zobrazení stejné, 
ovšem nyní pro dvě paralelní přímky, tzn. přímky mají stejné θ – proto v Haughově 
prostoru nabývají maxima ve stejném bodě θ. Obr{zky byly převzaty z [16]. 
     
a)    b)        c)    d) 
Obr. 4.2: Uk{zka Haughovy transformace a) přímka v prostoru *x,y+, b) přímka v prostoru 
*θ, b+, c) paralelní přímky v prostoru [x,y], b) obraz v prostoru *θ, b+. Obr{zky 
převzaty z [16]. 
4.2.3 Zvolený postup detekce dopravních značek 
Jak již bylo zmíněno, v této pr{ci je k detekci dopravních značek využito především 
barevné segmentace. Využity jsou rovněž hrany, ale pouze jako doplňkov{ informace 
zmírňující možné nepřesnosti barevné segmentace. 
Předzpracovaný obr{zek je nejprve zpracov{n Cannyho hranovým detektorem, 
jehož výstupem je bin{rní obraz (bílou barvou jsou označeny hrany a ostatní plochy 
jsou černé). Tento obraz s hranami je přičten k původnímu obrazu a tak je získ{n 
snímek se zvýrazněnými hranami (viz obr. 4.3). Díky tomu je minimalizov{na 
pravděpodobnost, že při barevné segmentaci dojde ke spojení dvou podobně 
barevných ploch, které k sobě nepřísluší (např. červen{ značka na červeném sloupu).  
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Obr. 4.3: Obraz se zvýrazněnými hranami. 
Obraz se zvýrazněnými hranami je podroben barevné segmentaci, při které jsou 
analyzov{ny poměry barevných RGB složek jednotlivých pixelů (postup je inspirov{n 
metodou popsanou v literatuře [17]) 
 (5) 
kde αr1 až αr3 jsou horní meze a βr1 až βr3 jsou spodní meze, mezi kterými bude pixel 
detekov{n jako bod červené značky (r = red). Hodnoty hranic byly stanoveny na 
z{kladě zpracov{ní testovací sady snímků. Podobné konstanty αb1 až αb3, βb1 až βb3, αy1 
až αy3 a βy1 až βy3 byly zjištěny i pro modré (s indexem b = blue) a žluté (s indexem y = 
yellow) značky. 
Výsledkem segmentace je čtyřbarevný obraz (barva 0 – pixel neodpovíd{ barvě 
ž{dné značky, barva 1 – pixel odpovíd{ značce červené barvy, 2 – modré, 3 – žluté, 
viz obr. 4.6 b)). Barevn{ segmentace označí pixely podle segmentační podmínky, ale 
neřík{ nic o tom, jak k sobě jednotlivé pixely logicky n{leží. Proto musí být provedena 
identifikace oblastí někdy také nazýv{na barvení oblastí (více v [14]), kdy je shluk 
sousedících pixelů označen stejným identifik{torem (viz obr. 4.4). 
 
  30 
 
a)   b) 
Obr. 4.4: Uk{zka barvení oblastí a) segmentovaný obraz (pro jednoduchost pouze bin{rní), b) 
obraz s identifikovanými (obarvenými) oblastmi.  
V projektu byly postupně vyzkoušeny dvě metody barvení oblastí. Jako první 
byla implementov{na dvouprůchodov{ metoda [14], [15], jejíž rychlost byla 
v důsledku velkého množství kolizí barev dosti nízk{ (ve složitých obrazech se 
vyskytovalo zhruba 1000 kolizí). Druh{ metoda semínkového vyplňov{ní se celkem 
osvědčila díky své vysoké rychlosti. Pro standardní obrazy (640 × 480) se rychlost 
pohybovala v rozmezí od 5 ms do 15 ms (v z{vislosti na složitosti scény). Za vysokou 
rychlost je možné vděčit tomu, že již není nutné proch{zet celý snímek, ale pouze tu 
č{st, ve které leží segmentované objekty. Další faktor, který výrazně přispív{ 
k rychlosti, je efektivní implementace této metody v knihovně OpenCV. 
Algoritmus semínkového vyplňov{ní (flood fill, [14]) je rekurzivním procesem, 
kdy je od zvoleného bodu (seed point) expandov{na oblast do všech směrů, dokud není 
nalezena hranice oblasti. Tato metoda se d{ realizovat buď rekurzivním vol{ním 
funkce, nebo využitím softwarového z{sobníku. Realizace využívající rekurzivního 
vol{ní funkce je časově n{ročnější z důvodu větší režie při ukl{d{ní před{vaných 
argumentů a n{vratových hodnot na hardwarový z{sobník. Je tedy zřejmé, že 
realizace se softwarovým z{sobníkem je rychlejší a proto vhodnější. Softwarový 
z{sobník se v každém kroku expanze zaplní až čtyřmi body (pokud je uvažov{n 
čtyřspojový rastr – obr. 4.5 b)), případně osmi body (pokud je uvažov{n osmispojový 
rastr – obr. 4.5 a)). V každém kroku je ze z{sobníku odebr{n jeden bod, který je využit 
jako nový poč{teční bod, kolem kterého je prov{děna n{sledující expanze do všech 
směrů. 
 
a)                      b) 
Obr. 4.5: Uk{zka a) osmispojového a b) čtyřspojového rastru. 
Výsledkem operace barvení oblastí je seznam všech oblastí, které se v obraze 
nach{zejí a mají barvu některé značky. V ide{lním případě je v každé z oblastí přímo 
značka. Obecně však takovou oblastí může být například zadní světlo automobilu, 
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vhodně zbarvený reklamní let{k, žluté listí na stromech a mnoho dalších předmětů. Je 
tedy nutné všechny tyto „chybně detekované značky‚ určitým způsobem odstranit. 
Proto byly detekované oblasti před vlastním přid{v{ním do seznamu podrobeny sadě 
testů, kterými by měly všechny značky projít a naopak ostatní oblasti by z velké č{sti 
měly být odfiltrov{ny. Sada testů zahrnovala n{sledující pravidla 
 každ{ oblast musí mít určitý minim{lní počet bodů – odfiltrov{ní malých 
oblastí – například listí na stromě, 
 každ{ oblast musí mít minim{lní rozměry opsaného obdélníku (bounding 
boxu) – stejný důvod zavedení jako u minulého omezení, 
 každ{ oblast musí mít spr{vný poměr stran (1:1 v případě kruhových 
a trojúhelníkových značek, popřípadě 0.65:1 v případě obdélníkových) 
 x-ov{ souřadnice těžiště každé oblasti musí ležet poblíž středu opsaného 
čtverce – odstranění vychýlených oblastí, 
 filtrace na z{kladě Kalmanova filtru – vyžaduje pohyb podle zjištěných 
pravidel alespoň ve třech snímcích po sobě (hodnota 3 obrazů byla 
stanovena experiment{lně). Tato filtrace bude detailně pops{na v sekci 
4.3.10. 
Sítem restrikcí projde jen minimum oblastí, a proto se s nimi zach{zí již jako se 
značkami. Všechny oblasti jsou převzorkov{ny na zvolenou velikost (64 × 64 px). 
Převzorkov{ní obrazu (při změně jeho velikosti) je prov{děno metodou nejbližšího 
souseda, kter{ je rychlejší než biline{rní interpolace. Zde končí činnost detekčního 
bloku; V obrazu jsou přesně nalezeny značky – je zn{ma jejich poloha, jsou k dispozici 
normalizované snímky jednak ze segmentovaného snímku (obr. 4.6 d), jednak 
z origin{lního snímku (obr. 4.6 c). Další postup již je plně v režii bloku klasifikace 
značek. 
Časová sloţitost algoritmu 
Důležitou vlastností detekčního algoritmu je jeho časov{ složitost. Ta však nelze 
přesně určit, protože je z{visl{ na složitosti scény. Segmentace městských scén je 
mnohem složitější, vzhledem k většímu počtu saturovaných barev a musí být 
testov{na větší sada podmínek (viz rovnice 5). V důsledku toho je v procesu 
segmentace označeno více pixelů, což n{sledně více zatěžuje proces barvení oblastí. 
Větší počet barvených oblastí d{le klade větší n{roky na predikci pohybu (Kalmanova 
filtrace), což m{ výrazný vliv na celkovou rychlost. Je tedy zřejmé, že větší složitost 
scény se pomítne do všech f{zích zpracov{ní (i když se zpoždění pohybuje v ř{du 
jednotek milisekund). V re{lné aplikaci se doba trv{ní barevné segmentace pohybuje 
v rozmezí 10 ms až 20 ms. Čas potřebný pro proces barvení oblastí se pohybuje 
v rozmezí 5 ms až 13 ms. Za zmínku také stojí poměrně časově n{ročný blok 
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předzpracov{ní obrazu, který vyžaduje 10 ms až 17 ms. Po sečtení příspěvků všech 
dílčích časů vych{zí celkové zpoždění v rozmezí 25 ms až 50 ms. Doba zpracov{ní je 
samozřejmě z{visl{ na výkonu použitého počítače, zmíněných výsledků bylo 
dosaženo s poměrně starým počítačem osazeným procesorem Celeron 1500 MHz. 
      
a)     b) 
                                                    
c)                   d) 
Obr. 4.6: Uk{zka barevné segmentace a) původní zpracov{vaný obr{zek, b) obr{zek po 
segmentaci a barvení oblastí – oblasti, které prošly sítem, jsou or{mov{ny modrým 
obdélníkem. Obraz je segmentov{n až v pravé č{sti, proto jeho zač{tek z leva je 
shodný s origin{lním snímkem, c) jedna z oblastí po normalizaci velikosti na 
64 × 64 px, d) maska oblasti, ze segmentovaného obrazu. 
4.3 Klasifikace značek 
Klasifikační blok navazuje na detekční a přebír{ od něho vyhledané značky, které d{le 
zpracov{v{. Klasifikační blok lze realizovat různými metodami, proto je v pr{ci 
nejprve zmíněn r{mcový přehled nejdůležitějších z nich. N{sledně je jedna metoda 
zvolena a detailně pops{na. Navíc je představena metoda redukce příznaků, jejíž 
výhody a nevýhody jsou rovněž zmíněny. 
4.3.1 Klasifikace obecně 
Klasifikace je algoritmus, který realizuje zařazov{ní určitého vstupního objektu do 
vhodné třídy. Vstupní objekt je reprezentov{n vektorem příznaků, jejichž volba je 
spolu s dalšími okolnostmi rozhodující pro spr{vný proces klasifikace. Další důležité 
rozhodnutí spočív{ ve spr{vné volbě klasifikačního algoritmu. 
Klasifik{tory jsou navrhov{ny jako obecné metody, které musí být před vlastní 
klasifikací natrénov{ny přesně pro konkrétní využití. Spr{vnost naučení klasifik{toru 
musí být ověřena na další množině dat (testovací data). V praxi se často pracuje 
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s jedinou velkou trénovací množinou, kter{ se rozdělí na dvě poloviny. První polovina 
se použije pro trénov{ní klasifik{toru a druh{ polovina pro ověření natrénované 
funkce. Tím se zvyšují požadavky na velikost trénovací množiny, zvl{ště 
u kompletních modelů, kde musí trénovací množina pokrývat všechny pozitivní 
a někdy i mnohé negativní případy. 
 
Obr. 4.7: Uk{zka klasifik{toru. Na vstupu jsou příznaky seřazeny do příznakového vektoru, 
na výstupu je objekt zařazen do konkrétní třídy Yr. 
 Klasifik{tory můžeme dělit do několika skupin (dělení dle [14]) 
1) Symbolické klasifik{tory jsou založeny na rozhodovacích stromech. 
V programu se dají zapsat pomocí větvení programu. 
2) Subsymbolické klasifik{tory představují skupinu klasifik{torů, které jsou 
geneticky inspirov{ny. Patří sem například genetické algoritmy nebo neuronové sítě. 
3) Statistické klasifik{tory využívají statistické metody, například Bayesův 
odhad. Počítají s výlučností jednotlivých tříd, což není vždy splněno. Další komplikací 
je jejich orientace na statistické přístupy, což klade značné požadavky na velikost 
trénovací množiny. 
4) Paměťové klasifik{tory využívají paměť, do které si podle konkrétní 
implementace ukl{dají buď všechny případy a jejich klasifikaci, nebo pouze takové 
případy, které by podle dosavadních znalostí klasifikovaly do špatné třídy. Někdy je 
implementov{no zapomín{ní, které na první pohled vypad{ nesmyslně, ale díky 
němu je možné minimalizovat vliv zašuměných (špatných) vzorků. 
Klasifik{tory můžeme dělit také podle způsobu trénov{ní. U d{vkových 
klasifik{torů je trénovací množina předložena v jednom shluku. Pokud je potřeba do 
trénovací množiny přidat některé další vzorky, musí být provedeno celé trénov{ní od 
zač{tku s novou trénovací množinou (rozšířenou o přid{vaný vzorek). U 
inkrement{lních klasifik{torů je možno trénovat a v průběhu libovolně přid{vat další 
vzorky a tím doučovat klasifik{tor. Někdy je implementov{no zapomín{ní a pak se 
hovoří o inkrement{lním klasifik{toru se zapomín{ním. 
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4.3.2 Klasifikátor podle nejbliţšího souseda (lineární 
klasifikátor) 
Je to jednoduch{ metoda, při které je objekt popsaný příznakovým vektorem  
klasifikov{n do takové třídy , od které je jeho vzd{lenost minim{lní dle vztahu 
. (6) 
Z důvodu jednoduché představy je příznakový prostor zobrazov{n pouze pro 
dva příznaky  jako dvourozměrný prostor. Klasifik{tor v takovém 
prostoru separuje prostor pomocí přímek. Pokud je prostor příznaků třírozměrný, dělí 
klasifik{tor tento prostor pomocí rovin.  
Na obr{zku 4.8 a) je zobrazen ide{lní případ, kdy jednotlivé realizace je možné 
kompletně separovat pomocí dělících přímek. Takový prostor se nazýv{ line{rně 
separabilní prostor. Jednotlivé realizace jedné třídy tedy nezasahují do prostoru 
vyhrazeného ostatním tříd{m, pak je chyba klasifikace 0%. Nevýhoda tohoto 
klasifik{toru spočív{ ve velké paměťové n{ročnosti – musíme uložit všechny realizace. 
Proto se často problém řeší tak, že každou třídu reprezentuje jeden vzorový prototyp 
(etalon)  a od něho se vyšetřuje vzd{lenost k příznakovému vektoru 
. (7) 
 
                  
      a)                                                                 b) 
Obr. 4.8: a) Line{rní klasifik{tor, b) line{rní klasifik{tor definovaný pomocí etalonů. 
Na obr{zku 4.8 b) je zn{zorněn případ reprezentace třídy pouze jedním 
etalonem. V obr{zku je zřejmé snížení přesnosti klasifikace v důsledku nepřesně 
určeného etalonu.  
Počet etalonů je u takového klasifik{toru shodný s počtem tříd, což m{ příznivý 
vliv na rychlost klasifikace. Z důvodu co nejlepší kvality klasifikace je velmi důležité 
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spr{vně určit etalon třídy. Nejjednodušší metodou je prosté aritmetické průměrov{ní 
jednotlivých realizací. 
4.3.3 Klasifikátor k nejbliţších sousedů  
Klasifik{tor k-nejbližších sousedů je zobecněním line{rního klasifik{toru. Každ{ třída 
je reprezentov{na větším počtem realizací. V procesu trénov{ní jsou postupně 
ukl{d{ny prvky do N-rozměrného příznakového prostoru. Ve f{zi klasifikace 
umístíme klasifikovaný objekt také do N-rozměrného příznakového prostoru 
a vyhled{me zvolený počet k nejbližších sousedů. U nejbližších sousedů určíme 
četnosti příslušnosti k tříd{m a zjistíme nejpravděpodobnější klasifikaci 
klasifikovaného prvku. 
 
Obr. 4.9: Klasifik{tor k nejbližších sousedů. 
Na obr{zku vidíme černý bod, který m{ být klasifikov{n do jedné ze tříd y1, y2, 
y3. Podle počtu nejbližších sousedů je zřejmé, že bude prvek klasifikov{n do třídy y3 
jako zelený bod. Aby nedoch{zelo k nejednoznačnostem, je vhodné volit číslo k liché.  
4.3.4 Bayesův klasifikátor 
Jedn{ se o statistický klasifik{tor, kde je znalost reprezentov{na pravděpodobnostním 
rozložením (statistickým modelem). Při klasifikaci je pak zvolena nejpravděpodobnější 
třída.  
4.3.5 Neuronové sítě 
Neuronové sítě lze zařadit mezi subsymbolické klasifik{tory. Neuronové sítě 
používané v umělé inteligenci se snaží napodobit činnost lidského mozku, ten m{ 
ovšem mnohem větší počet neuronů a také větší rychlost.  
Neuronové sítě v počítačovém vidění se skl{dají z mnoha neuronů, které mohou 
být uspoř{d{ny do více vrstev. Jedna z vrstev je vždy vstupní, jedna výstupní a mezi 
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nimi může být umístěn libovolný počet tzv. skrytých vrstev. Neurony jednotlivých 
vrstev jsou mezi sebou spojeny a spojům (synapsím) se v procesu učení postupně 
upravují v{hy, čímž se systém adaptuje přímo pro daný úkol. Po naučení neuronové 
sítě jsou nastaveny v{hy jednotlivých synapsí přesně tak, aby na dané podněty síť 
reagovala v souladu s naučením. Více lze nalézt v [18], [19].  
4.3.6 Zlepšení klasifikace – Boosting 
Příkladem metody zlepšení klasifikace je AdaBoost (Adaptive Boost). Při ní je využív{no 
většího počtu naučených klasifik{torů, které ale samy o sobě neklasifikují s velkou 
úspěšností. Pokud jich je ale větší počet, je možné je line{rně zkombinovat a nastavit 
jim takové v{hy, aby se z více nepřesných klasifik{torů (tzv. weak-learner) stal kvalitní 
klasifik{tor (tzv. strong-classifier). Tato metoda nebyla v projektu využita, ale více o ní 
lze nalézt v literatuře [14]. 
4.3.7 PCA 
Metoda PCA není sama o sobě klasifikačním algoritmem, ale mnohdy se přidružuje do 
procesu klasifikace, proto je vhodné ji zařadit do této sekce. Je-li metody PCA využito, 
je vždy zařazena ještě před vlastní proces klasifikace a jejím hlavním cílem je snížit 
počet příznaků příznakového vektoru a tím snížit časovou n{ročnost klasifikace. 
Tohoto je docíleno promítnutím příznakových vektorů z n-rozměrného prostoru do m-
rozměrného prostoru (platí, že m < n).  
Při n{vrhu PCA transformace je nejprve určena nov{ m rozměrn{ b{ze, tak aby 
převod dat z n rozměrného prostoru proběhl s minim{lní nepřesností. Hlavní 
myšlenkou metody PCA je skutečnost, že v původním m rozměrném příznakovém 
vektoru se vyskytují i vz{jemně korelované příznaky (ty by se v příznakovém vektoru 
neměly vyskytovat). Metoda PCA při se snaží eliminovat vz{jemnou z{vislost 
příznaků a vybrat z původních m příznaků takovou kombinaci, kter{ vz{jemnou 
korelaci hodnot co nejvíce potlačí. Při převodu do m-rozměrného prostoru je vybr{no 
m vlastních vektorů, které přísluší m největším vlastním číslům. Tyto nové vektory pak 
tvoří novou b{zi obrazu v novém prostoru a je možné přistoupit ke klasifikaci. Při 
PCA transformaci je pochopitelně ztracena určit{ č{st informací, čehož se někdy 
využív{ i u ztr{tových kompresních algoritmů. Ztr{ta některých informací při redukci 
příznaků se pochopitelně projeví č{stečným snížením úspěšnosti systému. V případě 
rozs{hlých příznakových vektorů je ale jist{ redukce příznaků a z ní vyplývající 
časov{ optimalizace nutn{. Bližší popis i konkrétní implementaci metody PCA je 
možné nalézt v [20].  
  37 
4.3.8 Zvolený postup klasifikace 
V každém snímku je zvl{šť provedena detekce a klasifikace značek – technika 
klasifikace v každém snímku zvl{šť je pops{na v kapitole klasifikace značky v dílčím 
snímku (viz sekce 4.3.9). Vzhledem k tomu, že program zpracov{v{ videosekvenci 
(sada snímků pořízených v rychlém sledu po sobě), byl implementov{n systém 
sledov{ní značek v po sobě jdoucích snímcích, díky němuž je možné rozhodovat o 
výsledné klasifikaci (viz sekce 4.3.10) na z{kladě většího počtu dílčích klasifikací. 
V praxi je tedy v každém snímku provedena detekce dopravních značek, které 
jsou n{sledně klasifikov{ny (klasifikace v dílčím snímku). Systém sledov{ní značek 
vyhodnotí jejich pohyb a zjistí, zda nebyly detekov{ny a klasifikov{ny již v minulém 
snímku. Program eviduje u každé značky všechny její dosavadní dílčí klasifikace. 
Pokud je dílčích klasifikací u dané značky požadovaný počet nebo je splněna jin{ 
podstatn{ podmínka (viz sekce 4.3.10), je provedeno výsledné rozhodnutí o typu 
dopravní značky (provedení výsledné klasifikace). 
4.3.9 Klasifikace značky v dílčím snímku 
Do klasifikačního bloku vstupují obrazy oblastí (viz obr. 1.2), ve kterých je 
předpokl{d{n výskyt dopravních značek. Klasifikační proces probíh{ hierarchicky, 
nejprve je rozhodnuto o tvaru dopravní značky – proces bude d{le nazýv{n 
klasifikace tvaru dopravní značky. N{sleduje klasifikace konkrétního typu 
dopravní značky v podmnožině pro daný tvar. Tato skutečnost je schematicky 
naznačena na obr. 4.10.  
 
Obr. 4.10: Hierarchick{ klasifikace. 
Navržen{ hierarchick{ klasifikace m{ mnoho výhod. V porovn{ní s obyčejným 
klasifik{torem, do kterého by vstupovaly všechny piktogramy, dosahuje navržené 
řešení vyšší rychlosti i přesnosti díky nižšímu počtu piktogramů v dílčích skupin{ch 
pro jednotlivé tvary dopravních značek. 
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Klasifikace tvaru 
Do bloku klasifikace tvaru vstupují výřezy ze segmentovaného obrazu (viz obr. 
4.11 b)) ve kterých je předpokl{d{n výskyt dopravní značky. Segmentovaný obraz 
značky vymezuje pixely n{ležící lemu dopravní značky. Obraz tedy může nabývat 
pouze dvou hodnot – obarvené body (hodnota 1) označují lem, černé body vymezují 
ostatní plochu (hodnota 0).  
             
                             a)                           b) 
Obr. 4.11: a) segmentovaný obraz s jednou vyznačenou oblastí, ve které je oček{v{na dopravní 
značka, b) výřez oblasti, ve které je předpokl{daný výskyt značky, který vstupuje do 
klasifik{toru. 
  Bin{rní obraz z obr. 4.11 b) je porovn{n se všemi etalony jednotlivých značek 
a pomocí n{sledujícího vztahu je numericky vyj{dřena vz{jemn{ podobnost s k-tým 
vzorem 
, (8) 
kde  je obrazový bod z bin{rního segmentovaného obrazu, jehož hodnoty jsou 
line{rně transformov{ny z rozsahu  do rozsahu . Proměnn{  
představuje obrazový bod z k-tého etalonu, jehož hodnoty jsou rovněž 
transformov{ny do rozsahu . Proměnn{  reprezentuje maxim{lní 
podobnost, pomocí které je provedena normalizace napříč všemi etalony.  
Podle zmíněného vzorce je proveden výpočet  pro všechny uvažované vzory. 
N{sledně je v množině hodnot  vyhled{na nejvyšší hodnota , kter{ 
reprezentuje maxim{lní podobnost segmentovaného obrazu se vzorem. Tímto 
postupem je realizov{na klasifikace tvaru dopravní značky. Pokud maxim{lní 
podobnost nepřesahuje zvolený pr{h , není dan{ oblast považov{na za 
dopravní značku. Hodnota prahu byla zvolena jako kompromis mezi dvěma mezními 
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hodnotami. Při volbě malé prahové hodnoty narůst{ počet chybných detekcí (tzv. false 
alarms – stav kdy jsou detekov{ny i neexistující značky). Naopak pokud bude zvolen 
pr{h příliš vysoký, mohou být i některé existující značky odstraněny z klasifik{toru, 
což je rovněž než{doucí. 
Proces klasifikace byl zpřesněn přid{ním dodatečných omezení, které d{vají do 
souvislosti barvu značky spolu s jejím tvarem – například značka, kter{ byla v obraze 
segmentovan{ jako modr{, může být v procesu klasifikace tvaru zařazena pouze mezi 
kruhové nebo obdélníkové značky. Nikdy tak nemůže nastat případ, že by tato modr{ 
značka byla klasifikov{na například jako osmiúhelník (ten může být pouze červený 
v případě značky „Stůj, dej přednost v jízdě‚). Schéma hierarchické klasifikace 
zobrazené na obr. 4.10, díky těmto z{vislostem přech{zí do podoby uvedené na obr. 
4.12. Touto změnou byl také výrazně snížen počet chybných detekcí. 
 
Obr. 4.12: Rozšíření hierarchické klasifikace. 
Pro každý tvar, který m{ první stupeň klasifik{toru rozeznat, musí být 
definovaný vlastní vzor (etalon). Aby klasifikační blok byl navíc schopen rozhodnout 
o natočení značky, je ke každému etalonu vytvořeno více instancí, které představují 
různé natočení (viz obr. 4.13). O tyto další vzory je rozšířena trénovací sada 
klasifik{toru a takto naučený klasifik{tor je schopen klasifikovat kromě tvaru 
dopravní značky i její aktu{lní natočení. Jednotlivé vzory značek jsou vygenerov{ny 
v rozsahu natočení  s krokem po . Tyto meze z{roveň vystihují schopnosti 
klasifik{toru. Při větším natočení obrazu než je zvolen{ mez, bude klasifikace méně 
přesn{.  
             
Obr. 4.13: Vzory trojúhelníkové značky pro různ{ natočení. 
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Schopnost klasifikace natočených značek výrazně zvyšuje robustnost celého 
systému, z{roveň však s n{růstem počtu vzorů narůst{ i časov{ n{ročnost algoritmu. 
Pro dosažení vyšší rychlosti byly provedeny optimalizační kroky, které umožňují 
dynamicky měnit počet porovn{vaných vzorů. Tato optimalizace vych{zí 
z předpokladu, že natočení značek se v r{mci videosekvence výrazně nemění. Je tedy 
průběžně počít{no průměrné natočení posledních klasifikovaných značek a natočení 
aktu{lní značky je poté hled{no pouze v blízkém okolí tohoto natočení. Pro 
podchycení i extrémních změn natočení jsou do klasifik{toru vpouštěny i vzory 
s větším natočením, ale pouze s menší četností (viz obr. 4.14).  
Hodnota aktu{lního natočení videa a je uživateli zobrazov{na v pravém horním 
rohu aplikace. Uživatel tak m{ možnost visu{lní kontroly aktu{lního natočení.  
             
Obr. 4.14: Schematické zobrazení možných natočení dopravních značek. Červen{ tečka 
představuje hodnotu aktu{lního natočení. Černé tečky představují hodnoty natočení, 
které budou v klasifikačním bloku testov{ny a bíle jsou vyznačeny natočení, které 
nejsou uvažov{ny. 
Zmíněné počít{ní průměrného natočení značek z posledních klasifikací m{ ještě 
další významné využití. Aktu{lní natočení je nutné zn{t pro každou značku, ale 
například u kruhových značek ho nelze zjistit výše popsaným způsobem, neboť vzory 
kruhových značek jsou pro všechny natočení stejné. Proto se u takových značek 
implicitně využív{ vypočítané průměrné natočení.  
V předchozím textu byl pops{n postup klasifikace tvaru dopravní značky 
a jejího natočení. Ze zn{mého natočení značky lze provést kompenzaci natočení 
pomocí afinní rotační transformace. Po této operaci mají všechny značky v dalším 
postupu nulovou rotaci. Navíc je možné díky klasifikovanému tvaru značky 
odmaskovat její pozadí (nahradit všechny body pozadí body s bílou barvou) a tím 
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Matice R vyjadřuje afinní rotační transformaci. Rotace je prov{děna kolem 
středu o souřadnicích  s úhlem rotace . Pomocí proměnné  je navíc možné 
provést změnu měřítka. 
     
                              a)                                     b)                      c) 
Obr. 4.15: a) obraz značky ze vstupního snímku, b) obraz značky s odmaskovaným pozadím, 
c) obraz značky po provedení kompenzace inverzním natočením. 
Takto upravený obraz vstupuje do dalšího bloku, kde je d{le upraven a n{sledně 
je na jeho z{kladě rozhodnuto o konkrétním typu dopravní značky. 
Klasifikace konkrétního typu značky 
Jednotlivé typy značek se liší svými piktogramy, proto je klasifikace konkrétního typu 
prov{děna na z{kladě obrazu piktogramu, nikoliv na z{kladě obrazu celé značky. 
K vlastní klasifikaci je využito klasifik{tor nejbližšího souseda (line{rní 
klasifik{tor). Před vlastní klasifikací je nutné separovat piktogram z obrazu značky. 
V obraze se značkou je nejprve odmaskov{n lem (viz obr. 4.16) a n{sledně je přesně 
lokalizov{n piktogram v monochromatickém obraze. Zmíněné operace nejsou úplně 
snadné, zahrnují velké množství operací, a proto budou detailněji rozebr{ny 
v n{sledující sekci.  
 
Separace piktogramu v dopravní značce 
Separace piktogramu je velmi důležitou operací, při její nepřesnosti je n{sledn{ 




             a) 
 
     b) 
 
   c) 
Obr. 4.16: a) vysvětlení terminologie, b) značka po odstranění lemu, c) separovaný piktogram 
po provedení jasové transformace. 
V prvé řadě je nutné ve vstupním obraze (viz obr. 4.16 a)) odstranit lem značky, 
jehož polohu lze získat ze segmentovaného obrazu. Aby byla odstraněna cel{ plocha 
lemu, je vhodné segmentovaný obraz upravit pomocí sekvence morfologických 
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operací. První na řadu přich{zí morfologick{ operace eroze [15], díky které se 
rozplynou některé z dílčích nepřesností barevné segmentace. N{sleduje n{sobn{ 
aplikace morfologické operace dilatace, kterou je dosaženo rozšíření segmentovaného 
obrazu. Aplikov{ním segmentovaného obrazu (jako masky) na obraz značky je 
zaručeno odstranění celé plochy lemu (výsledek na obr. 4.16 b)) .   
Na obr{zku 4.16 b) je vidět, že okolí piktogramu není bílé a naopak barva 
piktogramu není úplně čern{, což je způsobeno mnoha faktory např. nedokonalostí 
kamery, aktu{lními světelnými podmínkami nebo nastavením kamery. V klasifik{toru 
by takov{ nepřesnost způsobovala výrazné chyby, a proto je nutné tuto skutečnost 
určitým způsobem upravit. Byly vyzkoušeny metody prahov{ní [15], adaptivního 
prahov{ní [21] i obyčejn{ ekvalizace histogramu [15], ale ani jedena z těchto metod 
neposkytovala oček{vané výsledky. Byla tedy navržena jasov{ transformace, jejíž 
průběh je naznačen na obr. 4.17. Provedení jasové transformace je díky využití LUT 
poměrně snadné a rychlé, jedinou komplikací je spr{vné určení přesných hodnot 
prahů P1 a P2. Tyto hodnoty totiž fyzicky reprezentují jasovou hodnotu pixelu, kter{ 
ještě bude považov{na za pixel piktogramu, nebo naopak za pixel pozadí. Prahy musí 
být určeny zvl{šť pro každou dopravní značku, protože každ{ může být sním{na 
v různých podmínk{ch.  
V pr{ci byl navržen algoritmus pro nalezení prahů P1 a P2, při kterém jsou 
postupně zkoum{ny všechny obrazové body značky. V každém bodě je vypočít{na 
horizont{lní i vertik{lní derivace. Je tak hled{na výrazn{ hrana, kter{ představuje 
přechod z pozadí značky na piktogram, popřípadě naopak. Z množství takto 
vyhledaných hran (v horizont{lním i vertik{lním směru) je rozhodnuto o průměrném 
jasu piktogramu P1 a pozadí P2. Pomocí těchto hodnot je pak sestavena jasov{ 
transformace (viz obr. 4.17), kter{ je aplikov{na na vstupní obraz (např. obr. 4.16 b)) 
a její výsledek je zobrazen na obr{zku 4.16 c). 
 
  Obr. 4.17: Jasov{ transformace, kter{ je aplikov{na na obraz s piktogramem. 
  43 
Matematicky lze jasovou transformaci popsat vztahem 
. (11) 
Po provedení jasové transformace, je piktogram ve výsledním obraze mnohem 
výraznější. Lokalizované piktogramy mají obecně libovolnou velikost, některé jsou 
velmi úzké (např. značka „pozor nebezpečí‚), jiné naopak velmi široké (např. značky 
specifikující maxim{lní povolené rychlosti). Aby mohly všechny piktogramy 
vstupovat do klasifik{toru, musí být normalizov{ny na jednotný rozměr (v projektu 
byla zvolena velikost 64 × 64 px). Převzorkov{ní velikosti je provedeno biline{rní 
interpolací, kter{ pro takto malé obr{zky není výrazně n{ročn{. Nutnost 
převzorkov{ní velikosti piktogramu s sebou přin{ší i výraznou nevýhodu v podobě 
ztr{ty informace o původní velikosti piktogramu. To je jedna z vlastností, které by 
mohlo být využito při klasifikaci. Proto jsou hodnoty velikosti a offsetu piktogramu 
uloženy do pomocných proměnných, aby mohly být přid{ny do příznakového 
vektoru klasifik{toru. 
 
Vlastní postup klasifikace typu dopravní značky na z{kladě piktogramu 
Klasifikace konkrétního typu dopravní značky je realizov{na line{rním klasifik{torem. 
Každ{ značka, kter{ m{ být rozezn{na představov{na svým vzorem. Jednotlivé 
obrazové body piktogramu jsou přímo prvky v příznakovém vektoru. Příznakový 
vektor je navíc doplněn informacemi o velikosti a poloze piktogramu v původní 
značce. Toto doplnění příznakového vektoru je důležité kvůli výše popsané 
normalizaci velikosti piktogramu. 
Protože je úspěšnost klasifikace výrazně z{visl{ na přesnosti separace 
piktogramu, uk{zalo se jako vhodný krok rozšíření trénovací množiny klasifik{toru 
o další vzory. Ty mají za cíl zobrazit možné chyby při separaci piktogramu. Jsou tedy 
vygenerov{ny tak, aby zobrazovaly poupravený z{kladní piktogram. Hlavní úpravy 
obrazu piktogramu spočívají ve změně jeho posunu po jednotlivých os{ch, jak je 
uk{z{no na obr. 4.18. 
     
Obr. 4.18: Upravené vzory dopravních značek. Hlavní změny mezi jednotlivými piktogramy 
spočívají v posunutí jejich okrajů. První tři mají různý posun po ose x, u dalších je 
proveden posun po ose y. 
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Z předchozího popisu je zřejmé, že do klasifik{toru vstupuje velké množství 
vzorů, které navíc obsahují mnoho příznaků. To s sebou přin{ší značnou časovou 
n{ročnost. Aby byla co možn{ nejvíce snížena doba potřebn{ pro klasifikaci, byl tento 
blok v programovém kódu sestaven z funkcí knihovny OpenCV, které jsou velmi 
rychlé díky využití MMX a SSE rozšířené instrukční sady. 
 Pro další urychlení činnosti klasifik{toru, které je potřebné zvl{ště na starších 
počítačích, byla implementov{na třída, kter{ rozšiřuje klasifik{tor a dok{že snížit 
počet příznaků jednotlivých vzorů využitím metody PCA (viz sekce 4.3.7). Při 
volitelném využití této metody doch{zí až k dvacetin{sobnému snížení počtu 
příznaků, což přin{ší zvýšení rychlosti. Příznaky jsou redukov{ny s požadavkem 
minim{lních dopadů na úspěšnost klasifikace. Vliv provedené redukce příznaků na 
úspěšnost klasifikace bude rozebr{n v n{sledující sekci. 
Úspěšnost klasifikace v dílčím snímku 
Úspěšnost klasifikace tvarů je díky značně odlišným etalonům velmi vysok{. V celém 
souboru testovacích dat nedošlo k chybnému rozhodnutí o tvaru dopravní značky. 
Můžeme tedy prohl{sit, že na použitých testovacích datech m{ klasifikace tvaru 
dopravní značky úspěšnost 100%. 
Úspěšnost klasifikací typu dopravní značky v dílčím snímku se pohybuje 
v rozmezí 79% až 82% v z{vislosti na kategorii dopravní značky. Na první pohled se 
tato úspěšnost může zd{t relativně nízk{, ale v dalších sekcích bude pops{n způsob 
výpočtu výsledné klasifikace typu z více dílčích klasifikací, kterým je dosaženo 
zvýšení přesnosti výsledné klasifikace. 
Pokud je před klasifikací typu dopravní značky využito redukce příznaků 
metodou PCA, je dosaženo snížení časové n{ročnosti, z{roveň však kles{ i úspěšnosti 




Tab. 4.1: Zhodnocení úspěšnosti dílčích klasifikací 




značek bez PCA 
Počet úspěšně 
klasifikovaných 
značek s PCA 
Z{kazové 284 230 (81,0%) 213 (74,0%) 
Výstražné 322 254 (79,0%) 231 (72,0%) 
Upravující přednost 75 75 (100,0%) 75 (100,0%) 
Celkem 681 559 (82,0%) 519 (76,0%) 
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Obecně je možné k hodnocení klasifik{toru použít tzv. confusion matrix neboli 
matici z{měn. Tato matice pod{v{ komplexní přehled nejen o úspěšnosti, ale také 
o veškerých chyb{ch klasifikace. Matice je čtvercov{ a její rozměr odpovíd{ počtu 
možných tříd klasifikace. Jednotlivé buňky matice na souřadnici (j, i) odpovídají 
skutečnosti, kdy značka měla být klasifikov{na do třídy j, ale byla klasifikov{na do 
třídy i. Na hlavní diagon{le se vyskytují spr{vné klasifikace – tzv. true positives, ostatní 
prvky poté obsahují tzv. false positives pro chybné klasifikace do jednotlivých tříd. 
V případě ide{lního klasifik{toru by se na hlavní diagon{le objevili maxim{lní 
hodnoty a ostatní prvky by byly nulové.  
Matice z{měn by pro navržený klasifik{tor typu dosahovala velkých rozměrů, 
proto nebyla přesně určov{na, ovšem z vysledovaných dílčích z{měn lze odvodit jisté 
z{věry. Například se uk{zalo, že značka „cyklisté‚ je často klasifikov{na jako značka 
„nebezpečí‚. Při analýze problému je důvod ihned zřejmý, piktogram dopravní 
značky „cyklisté‚ obsahuje velké množství detailů, které zaniknou, pokud jsou 
sním{ny kamerou s nízkým rozlišením (to je simulov{no rozostřením obrazu viz obr. 
4.19). Při n{sledné separaci piktogramu mohou zaniknout i další detaily.  
V takovém případě je jednak chybně separov{n piktogram, který se nyní podob{ 
značce „nebezpečí‚, jednak je nepřesně zjištěna velikost a offset piktogramu. Do 
klasifikačního bloku se tak vn{ší mnoho nepřesností, a proto kles{ úspěšnost 
klasifikace. Na obr{zku 4.19 je rozostření úmyslně přehnané, ale v re{lné situaci je 
kvalita obrazu značky snížena mnoha faktory jako například rozmaz{ním rychlým 
pohybem kamery, popřípadě špatnými světelnými podmínkami při sním{ní. 
 
Obr. 4.19: Uk{zka chyby způsobené nízkým rozlišením kamery. 
Časová náročnost dílčí klasifikace 
Kromě úspěšnosti je vhodné u každé metody rovněž zkoumat její časovou složitost. 
Význam této veličiny je značný zvl{ště u aplikací pracujících v re{lném čase, jako je 
tato. Můžeme zvl{šť analyzovat časovou n{ročnost klasifikace tvaru i klasifikaci 
konkrétního typu. 
Obecně je časov{ n{ročnost line{rního klasifik{toru z{visl{ přímo úměrně na 
počtu vzorů a na počtu příznaků v příznakovém vektoru. Proto byla při časových 
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optimalizacích vždy snaha snížit počet vzorů nebo počet příznaků. Například 
u klasifikace tvaru byl díky analýze natočení videa výrazně snížen počet vzorů 
vstupujících do klasifik{toru. 
 
Tab. 4.2: Vliv redukce počtu vzorů na časovou n{ročnost klasifikace tvaru jedné dopravní 
značky 
Použit{ optimalizace Čas potřebný pro klasifikaci tvaru jedné značky 
Bez optimalizace počtu vzorů 9.0 ms 
S optimalizací počtu vzorů 3.5 ms 
 
U klasifikace konkrétního typu není možné snížit počet vzorů, proto 
optimalizace časové n{ročnosti spočívala ve snížení počtu příznaků. Byla k tomu 
využita metoda PCA, kter{ redukuje počet příznaků zhruba dvacetkr{t.  
 
Tab. 4.3: Vliv použití metody PCA na rychlost klasifikace typu dopravní značky 
Metoda Čas potřebný pro klasifikaci typu jedné značky 
Bez redukce příznaků 7.3 ms 
S redukcí příznaků metodou PCA 7.0 ms 
 
Je vidět že klasifikace po provedení metody PCA není výrazně rychlejší, jak by 
mohlo být oček{v{no. Vysvětlení je zřejmé – obraz piktogramu je nutné před vlastní 
klasifikací převést do PCA prostoru, což je relativně časově n{ročn{ operace a její čas 
je započít{n do celkového času klasifikace. 
4.3.10 Určení výsledné klasifikace 
V minulé sekci byla pops{na metoda klasifikace značky v dílčím snímku. Navržený 
program zpracov{v{ videosekvence, a proto lze o značk{ch získat více informací než 
pouze z dílčího snímku. Videosekvence je v podstatě sada po sobě jdoucích obrazů, lze 
tedy oček{vat rozpozn{ní značky ve více po sobě jdoucích snímcích. Konkrétní 
z{vislost mezi počtem snímků, ve kterých může být značka rozpozn{na na rychlosti 
jedoucího vozidla a snímkovací frekvenci kamery, je odvozena v kapitole 3.  
Program tedy o výsledné klasifikaci typu dopravní značky rozhoduje až na 
z{kladě dostatečného počtu dílčích klasifikací v po sobě jdoucích obrazech 
videosekvence. Jsou tak eliminov{ny možné nepřesnosti dílčích klasifikací. 
Aby bylo možné prov{dět klasifikaci na z{kladě více výskytů dané značky, je 
nutné prov{dět sledov{ní pohybu značek v posloupnosti snímků videosekvence. 
Pokud by v dílčích obrazech byla rozpozn{na pouze jedin{ značka, bylo by to snadné. 
Obecně však může být v jednom snímku rozpozn{no více značek, proto musí být 
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navržen robustnější sledovací systém, který bude odhadovat pohyb jednotlivých 
značek a prov{dět vz{jemné přiřazov{ní v sekvenci snímků. Systém sledov{ní pohybu 
značek tedy nejprve predikuje (na z{kladě pohybu v minulosti) oček{vané polohy 
značek v aktu{lním snímku. Systém m{ kromě seznamu predikovaných poloh značek 
k dispozici také seznam aktu{lně detekovaných značek (důležité jsou zvl{ště jejich 
polohy). Nejdůležitějším krokem je přiřazení dvojic mezi seznamy, při kterém doch{zí 
ke „sp{rov{ní‚ mezi značkami v minulém snímku a v aktu{lním snímku. Tímto 
získaným vztahem je položen z{klad systému sledov{ní dopravních značek. Popsaný 
systém vyhodnocov{ní pohybu a predikce polohy byl založen na Kalmanově filtru.  
Kalmanův filtr 
Obecně je Kalmanův filtr [22] rekurzivním filtrem, který odhaduje stav line{rního 
dynamického systému. Odhad je n{sledně korigov{n re{lným měřením a vypočítan{ 
korekce je využita k úpravě stavových proměnných, které ovlivní další predikce. 
V programu je tento filtr implementov{n za účelem predikce poloh dopravních 
značek v aktu{lním snímku na z{kladě pohybu dopravních značek v předešlých 
snímcích. V aktu{lním snímku jsou polohy detekovaných značek porovn{ny 
s predikovanými polohami a je rozhodnuto o spr{vném přiřazení značek z minulého 
snímku k značk{m v aktu{lním snímku. Ze změřené a predikované polohy je n{sledně 
určena predikční chyba, kter{ se promítne do nastavení filtru pro jeho další činnost. 
Pokud je pohyb vozidla plynulý, jsou vlastnosti pohybu značek po několika 
prvních přiřazeních velice přesně odhadnuty a n{sledné predikce poloh značek jsou 
velmi přesné a sledov{ní značek pracuje spolehlivě. Ovšem při rychlých změn{ch 
směru pohybu vozidla, například na nerovnostech nebo v prudkých zat{čk{ch, je 
pohyb značky v obraze obtížněji předvídatelný. Proto probíh{ vyhled{v{ní 
detekované značky v širším okolí predikované polohy. Velikost tohoto okolí je navíc 
dynamicky měněna pro každou značku, podle n{sledujících pravidel 
 je-li predikční chyba mal{, je velikost prohled{vaného okolí také 
postupně zmenšov{na. Tato skutečnost vych{zí z předpokladu, že mal{ 
predikční chyba indikuje dobře odhadnuté parametry pohybu a tak je 
oček{v{na přesn{ predikce i v n{sledujícím snímku (není třeba 
prohled{vat velké okolí), 
 naopak, je-li predikční chyba velk{, je vhodné v dalším snímku 
prohled{vat větší okolí predikované polohy značky (parametry pohybu 
nejsou přesně odhadnuty).  
Systém sledov{ní pohybu značek navíc musí být schopen překlenout stavy, kdy 
značka v dílčím snímku není detekov{na – například pokud je moment{lně zastíněna 
jiným objektem (viz obr. 4.20). Proto musí být v dynamickém seznamu uchov{v{ny 
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i takové instance značek z minulých snímků, které nebyly aktu{lně přiřazeny. 
I u takových značek je znovu provedena predikce nových poloh na z{kladě dříve 
zjištěných parametrů pohybu. 
Většinou je v obraze větší počet dopravních značek, které jsou mnohdy i velmi 
blízko u sebe a tak může nastat problém s chybným přiřazením dopravních značek. 
Při takovéto chybě by systém určení výsledné klasifikace do svého rozhodnutí promítl 
několik dílčích klasifikací jedné značky a několik dílčích klasifikací jiné značky a tím 
by absolutně znehodnotil celou výslednou klasifikace. Proto jsou značky rozpoznané 
v blízkém okolí predikované polohy navíc otestov{ny jistou množinou podmínek, 
kterým musí přiřazovan{ značka vyhovovat. Jsou tedy o dopravních značk{ch 
zjišťov{ny mnohé parametry, které musí značky ve snímcích po sobě splňovat 
(například musí být zachov{v{n poměr stran, musí značka odpovídat oček{vané 
velikosti, apod.). Z{roveň je možné problém chybného přiřazení minimalizovat 
volbou co možn{ nejmenšího prohled{vaného okolí, což ovšem může způsobovat 
problémy při rychlých změn{ch pohybu vozidla. Po přid{ní výše zmíněných omezení 
se podařilo popisovaný problém výrazně minimalizovat. 
 
Obr. 4.20: Uk{zka činnosti sledov{ní značek. V čase t-1 je vrchní značka zastíněna, ale systém 
sledov{ní ji musí neust{le evidovat a pokračovat v jejím hled{ní v n{sledujících 
snímcích. Je vidět že hned v dalším snímku je značka opět detekov{na. 
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Shrnutí algoritmu sledov{ní značek 
Předpoklady:  
Existuje seznam značek detekovaných v minulých snímcích  
Existuje seznam značek detekovaných v aktuálním snímku  
 
while (načti další snímek ) 
{ 
pro všechny značky v seznamu  proveď predikci polohy v  
detekuj značky v aktuálním snímku . Ulož je do  
for  
{ 
   vyber značky , které splňují podmínku  
     (Funkce  vyjadřuje míru podobnosti značek)  
   pokud  continue 
   najdi značku s nejnižší hodnotou   
     (Funkce  vyjadřuje euklidovskou vzdálenost  
      predikované a reálné polohy) 
   zaznamenej přiřazení  k  
   odstraň  z  
}      
zbylé značky z  přesuň do  
uprav predikční parametry pro značky v  
odstraň značky v , které nebyly přiřazeny ve větším počtu snímků,  
   než zadaná mezní hodnota 
} 
Rozhodnutí o výsledné klasifikaci 
Za předpokladu, že výše popsaný systém sledov{ní značek funguje korektně, je 
k dispozici při fin{lní klasifikaci větší počet dílčích klasifikací dané značky. V ide{lním 
případě by všechny dílčí klasifikace byly stejné a spr{vné, potom by byla výsledn{ 
klasifikace zřejm{. V takovém stavu by, tento systém postr{dal smysl a bylo by možné 
provést fin{lní klasifikaci ihned při prvním výskytu značky. V re{lném provozu se 
ukazuje, že některé dílčí klasifikace jsou nepřesné, zvl{ště v důsledku špatné 
diskretizace piktogramu, je tedy vhodné výsledné rozhodov{ní prov{dět glob{lně na 
z{kladě požadovaného počtu dílčích klasifikací dopravní značky. Jedn{ se tedy 
o určité zpřesňov{ní dílčích klasifik{torů. 
V re{lném provozu se uk{zalo, že rozhodnutí o výsledné klasifikaci není vhodné 
prov{dět pouze na z{kladě nejčetnějšího výskytu dílčí klasifikace, ale je vhodné dílčím 
klasifikacím přiřazovat různé v{hy. Tímto lze některým klasifikacím přiřazovat vyšší 
významnost a jiným naopak nižší. V projektu byla zvolena v{hovací funkce  
zobrazen{ na obr. 4.21, kterou lze zapsat dle rekurentního vztahu (12).  
 (12) 
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Její parametry jsou z{vislé na celkovém počtu dílčích klasifikací značek. 
Maximum nabýv{ zvolen{ funkce vždy v bodě . 
 
Obr. 4.21: Funkce použit{ pro v{hov{ní dílčích klasifikací. 
Popsan{ v{hovací funkce byla zvolena na z{kladě sledov{ní obrazů jednotlivých 
značek a hlavními předpoklady pro konkrétní volbu byly 
 prvním detekovaným značk{m není přikl{d{na významn{ v{ha, protože 
jsou pravděpodobně zatím v d{lce, mají v obraze nízké rozlišení a tak 
bude jejich klasifikace pravděpodobně zatížena chybou, 
 značk{m detekovaným příliš blízko u kamery také není přikl{d{na příliš 
významn{ v{ha, protože zvl{ště při vyšší rychlosti vozidla jsou poměrně 
značně rozmazané a proto může být takov{ dílčí klasifikace nepřesn{, 
 v{ha ostatních značek je úměrně vyšší, protože se předpokl{d{ jejich 
vyšší přesnost. 
Snižov{ní v{hy dílčí klasifikace pro značky blízko kameře je vhodné hlavně při 
rychlém pohybu vozidla. Naopak své výhody ztr{cí při pomalém pohybu vozidla, kdy 
naopak značky nejblíže kameře mají nejlepší vlastnosti. V r{mci obecnosti však byl 
zvolený systém použit univerz{lně. 
 
Obr. 4.22: Uk{zka postupně detekovaných značek. Je zřejmé, že značka detekov{na jako první 
(nejvíce vlevo) m{ poměrně nízké rozlišení a na normalizovanou velikost musí být 
nadvzorkov{na. Naopak značka detekov{na jako poslední (nejvíce vpravo) je kvůli 
rychlému pohybu poměrně rozmazan{. Z těchto obr{zků je zřejm{ výhodnost 
v{hov{ní. 
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Důležité je nalezení vhodného okamžiku, kdy m{ být provedena fin{lní 
klasifikace typu dopravní značky. V programu je definov{na konstanta (lze ji 
libovolně editovat v konfiguračním souboru), kter{ specifikuje minim{lní požadovaný 
počet dílčích klasifikací dostačujících k fin{lní klasifikaci. Po překročení definovaného 
minim{lního počtu dílčích klasifikací je ihned provedena výsledn{ klasifikace 
a uživatel je ihned informov{n o jejím výsledku. V takovémto případu je uživatel 
informov{n o dopravní značce ještě v okamžik, kdy je značka v zorném poli kamery. 
Další dílčí klasifikace této značky již nejsou třeba, a proto nejsou z důvodu urychlení 
dalšího běhu programu prov{děny.  
Samozřejmě ne všechny značky jsou klasifikov{ny tolikr{t, aby výše zmíněn{ 
podmínka spustila fin{lní klasifikaci, proto byla přid{na ještě další podmínka. Tato 
podmínka spolupracuje s Kalmanovým filtrem a vych{zí z předpokladu, že pokud 
systém přiřazov{ní značek již některou z dříve detekovaných značek nepřiřadil n-kr{t, 
tak již značka pravděpodobně není v obraze (auto s kamerou již kolem ní projelo nebo 
je značka dlouhou dobu zastíněna) a proto je v tento okamžik nutné provést její fin{lní 
klasifikaci. 
Zhodnocení úspěšnost systému 
Na z{kladě úspěšnosti výsledné klasifikace je možné hodnotit celý navržený systém. 
Vzhledem k tomu, že výsledn{ klasifikace je počít{na na z{kladě více dílčích 
klasifikací, vych{zí její úspěšnost vyšší než úspěšnost dílčích klasifikací (uvedeno 
v tabulce 4.1). U dílčích klasifikací lze využít redukci příznaků metodou PCA, což se 
promítne i do výsledné klasifikace, proto jsou výsledky shrnuty do dvojice tabulek tab. 
4.5 (bez využití redukce příznaků) a tab. 4.6 (s využitím redukce příznaků metodou 
PCA). 
 
Tab. 4.4: Úspěšnost detekce značek a počet chybných hl{šení. 





Počet false alarmů 
(v 10 minut{ch 
z{znamu) 
Z{kazové 50 45 (90,0%) 0 (0 min–1) 
Výstražné 55 50 (91,0%) 0 (0 min–1) 
Informační 22 16 (72,0%) 2 (0.2 min–1) 
Upravující přednost 23 19 (82,6%) 1 (0.1 min–1) 
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Tab. 4.5: Úspěšnost klasifikace bez redukce příznaků. 




Z{kazové 44 38 (86,5%) 
Výstražné 50 44 (88,0%) 
Upravující přednost 12 12 (100,0%) 
Celkem 106 94 (88,5%) 
 
Tab. 4.6: Úspěšnost klasifikace s využitím PCA. 




Z{kazové 44 36 (82,0%) 
Výstražné 50 39 (78,0%) 
Upravující přednost 12 12 (100,0%) 
Celkem 106 87 (82,0%) 
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Obr. 4.24: Porovn{ní úspěšnosti klasifikace a) s redukcí příznaků, b) bez redukce příznaků. 
 
 
















































Porovnání výsledné úspěšnosti systému
Výsledná úspěšnost bez redukce příznaků Výsledná úspěšnost s redukcí příznaků PCA
  54 
4.4 Informování uţivatele o výsledku klasifikace 
Aby byl systém použitelný, musí být vhodně navržena jeho komunikace s uživatelem. 
Uživatel musí být přehledně a hlavně co nejrychleji informov{n o všech rozpoznaných 
značk{ch.  
Vývoj{ři ve firmě Opel tento problém vyřešili přid{ním speci{lního displeje na 
palubní desku, na kterém se graficky zobrazuje symbol poslední rozpoznané značky. 
Toto řešení s sebou přin{ší některé nevýhody, jednak displej není přímo v zorném poli 
řidiče, jednak na něho lze zobrazit pouze jednu značku, které navíc musí bojovat 
o místo s dalšími informacemi od všech tzv. driver support systémů. Systém tedy není 
schopen informovat o více značk{ch současně, což je v českých podmínk{ch potřeba. 
V projektu navržen{ aplikace m{ díky svému běhu na PC pochopitelně mnohem 
větší zobrazovací možnosti než výše zmiňovaný systém od Opelu. Navržený systém 
informuje uživatele o historii všech detekovaných značek v přehledném seznamu, 
který je zobrazený v levém rohu hlavního okna. Značky jsou ze seznamu odmaz{ny 
v okamžiku, kdy jejich význam přest{v{ být aktu{lní (například pokud uběhl 
stanovený čas od detekce této značky) 
Informace, které jsou řidiči vypisov{ny, mohou být dvojího typu. Pokud byla 
klasifikace dopravní značky úspěšn{, bude mezi standardními výpisy zobrazen 
obr{zek vzoru značky spolu s jejím přesným n{zvem (jak můžeme vidět na obr. 
4.26a)). Pokud je klasifikace značky neúspěšn{, je uživateli vyps{na informace 
o detekci nezn{mé značky. Místo obrazu vzoru dopravní značky, je vykreslen re{lný 
obr{zek dopravní značky (viz obr. 4.26 b)). 
 
a)      b) 
Obr. 4.26: a) standardní výpis úspěšně klasifikované značky, b) výpis nejasně klasifikované 
značky. 
Jako nadstavbový způsob komunikace systému s uživatelem byl navržen systém 
akustických hl{šení. Systém dok{že uživatele informovat o rozpoznaných značk{ch 
lidským hlasem. Takov{ funkce by v re{lné aplikaci měla velký význam; Uživatel (v 
re{lné aplikaci řidič) by se neust{le mohl soustředit na řízení a nemusel by informace 
o rozpoznaných značk{ch „hledat‚ na displeji. 
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4.4.1 Akustická hlášení 
Výhody a přibližn{ funkce akustického oznamov{ní rozpoznaných značek byly 
pops{ny v minulé sekci, v této č{sti bych zmínil některé z problémů, které byly řešeny 
při n{vrhu a implementaci tohoto rozšíření.  
Akustick{ hl{šení jsou založena na seskupov{ní zvukových souborů do 
celistvých vět. Obecně by se celé hl{šení mohlo skl{dat z mnoha dílčích č{stí. Takov{ 
struktura by se osvědčila zvl{ště při hl{šení značek omezujících rychlostní limity. 
Sestavovan{ věta by měla mnoho č{stí společných a pouze ta oznamující maxim{lní 
povolenou rychlost by byla různ{. Nebylo by tak nutné uchov{vat mnoho dlouhých 
zvukových souborů a výsledný zvukový archiv by nebyl zbytečně obs{hlý. Ovšem 
v tomto projektu nejsou rozpozn{v{ny pouze značky rychlostních limitů, a proto bylo 
v r{mci obecnosti od seskupov{ní vět z mnoha zvukových souborů mírně ustoupeno. 
V programu je celé akustické hl{šení složeno většinou pouze z dvojice 
zvukových souborů. První č{st hl{šení pod{v{ informaci o tom, že byla detekov{na 
značka, v n{sledujícím je zmíněn její konkrétní typ. Pokud jsou značky detekov{ny 
v rychlém sledu po sobě, je časově neúnosné opakovat první č{st hl{šení, je tedy ihned 
ozn{men typ dopravní značky. 
K uchov{v{ní zvukových z{znamů byl zvolen soubor typu wav. Takový typ 
souboru býv{ často použív{n v nekomprimované podobě a zvukovou informaci tak 
uchov{v{ přímo ve form{tu PCM (kódov{ní tvaru vlny). Při nastavení dostatečné 
vzorkovací frekvence (  ) a dostatečného počtu bitů pro kódov{ní 
jednotlivých vzorků (8 bitů), je na jednu stranu dosaženo vynikající kvality, ovšem na 
druhou stranu jsou vytvořené soubory zbytečně veliké. Aby zvukový archiv dodaný 
k programu nebyl příliš velký, je program schopen zpracovat i komprimované zvuky 
v nižší kvalitě (v podadres{ři input/sounds/low_quality/). Přednostně jsou použity 
zvuky ve vyšší kvalitě, pokud jsou k dispozici (v podadres{ři input/sounds 
/high_quality/).  
Akustick{ hl{šení jsou realizov{na v samostatné třídě, spuštěné v samostatném 
vl{kně. Takový n{vrh umožňuje neblokující pr{ci hlavního programového vl{kna 
(není pozastaven proces rozpozn{ní značek v průběhu akustických hl{šení). Přestože 
akustick{ signalizace běží ve vlastním vl{kně, může zvl{ště na jednoj{drových 
procesorech zvyšovat zatížení procesoru a tím zpomalit běh hlavního programového 
vl{kna. Z tohoto důvodu je možné tuto nadstandardní akustickou signalizaci vypnout 
v konfiguračním souboru. 
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5 IMPLEMENTACE 
Při n{vrhu systému rozpozn{ní dopravních značek bylo využito výhod objektového 
paradigmatu. Program je složen ze zhruba třiceti tříd, které jsou vz{jemně prov{z{ny. 
V hlavním souboru je funkce main() a release(), které sice neodpovídají objektovému 
n{vrhu, ale jsou důležité pro korektní start a ukončení aplikace. Ve funkci main() jsou 
definov{ny potřebné lok{lní proměnné a objekty. N{sledně jsou všechny instance 
inicializov{ny a po úspěšné inicializaci program vstupuje do hlavní smyčky, ve které 
je cyklicky prov{děno zpracov{ní dílčích obrazů. V dalším textu budou postupně 
zmíněny nejdůležitější třídy dle pořadí jejich využití v průběhu zpracov{ní obrazu. 
5.1 Model implementace 
Video lze načítat buď ze souboru, nebo přímo z kamery. Tomu byl přizpůsoben 
objektový n{vrh – bylo implementov{no rozhraní v podobě třídy c_video. V tomto 
rozhraní jsou zveřejněny metody, které musí definovat všechny třídy implementující 
toto rozhraní – tzn. třídy c_video_from_file a c_video_from_camera.  
 
 Obr. 5.1: Uk{zka n{vrhu rozhraní v podobě třídy c_video. 
V tříd{ch zapouzdřujících pr{ci s videem jsou implementov{ny metody pro 
inicializaci a načtení videa, metody pro časov{ní snímků, pro získ{v{ní informací 
o videu a mnoho dalších (více informací lze nalézt v přiložené dokumentaci). Třída 
c_video_from_file m{ navíc implementov{nu metodu load_from_file() pro načtení 
videosekvence ze souboru. Z třídy c_video lze postupným vol{ním funkce get_image() 
odebírat jednotlivé snímky z videosekvence. Atributy zmíněných tříd uchov{vají 
mnohé informace, které charakterizují video, jako např. snímkovací frekvence, 
rozlišení a další. Pro načtení videa a n{slednou pr{ci s ním jsou uvnitř popisovaných 
tříd využív{ny funkce knihovny OpenCV. 
Z videosekvence (z třídy třídě c_video) jsou periodicky odebír{ny jednotlivé 
snímky a z nich jsou vytv{řeny instance třídy c_picture. Třída c_picture poskytuje 
metody, které jsou postupně vol{ny v průběhu předzpracov{ní obrazu a v průběhu 
detekční č{sti algoritmu. Nejprve je vol{na funkce load(), kter{ realizuje načtení 
a předzpracov{ní obrazu, d{le jsou postupně vykon{v{ny funkce realizující barevnou 
segmentaci – zpracuj() a funkce barvení oblastí – proved_barveni(). Uvnitř metody 
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proved_barveni() je naplněn dynamický seznam1 detekovanými značkami. Jednotlivé 
značky jsou abstraktně představov{ny instancemi třídy c_sign, které uchov{vají 
veškeré potřebné informace charakterizující značku a metody pro její další zpracov{ní. 
Třída c_sign navíc dědí (viz schéma obr. 5.2) atributy a metody potřebné pro predikci 
polohy z třídy c_kalman. 
 
Obr. 5.2: Dědění atributů z třídy c_kalman do třídy c_sign. 
Pro uchov{ní dopravních značek byl využit dynamický seznam, který dok{že 
pružně přizpůsobit svoji velikost počtu detekovaných značek. Naplněný seznam je 
n{sledně odkazem před{n do třídy c_sign_prediction, kter{ realizuje sledov{ní pohybu 
značek v obraze pomocí Kalmanova filtru. V této třídě je kromě jiných atributů také 
definov{n dynamický seznam, který uchov{v{ značky detekované v předchozích 
snímcích. Značky v tomto dynamickém seznamu jsou podrobeny Kalmanově filtraci 
(tzn. predikci polohy značek) a na z{kladě predikce polohy a podobnosti je vyhled{n 
v seznamu s aktu{lně detekovanými značkami jejich pravděpodobný pohyb. 
Výše popsaný postup realizoval detekci a sledov{ní dopravních značek, dalším 
krokem je jejich klasifikace. Nejprve přich{zí na řadu klasifikace tvaru dopravní 
značky. Klasifik{tor tvaru je zapouzdřen do třídy c_sign_template. Třída 
s klasifik{torem poskytuje mnoho metod, například pro trénov{ní klasifik{toru, 
uložení a načtení parametrů klasifik{toru a hlavně funkci pro klasifikaci. Do této 
funkce vstupuje dopravní značka a výstupem je konkrétní tvar dopravní značky 
(kruhové, trojúhelníkové, obdélníkové a další). Identifik{tor klasifikovaného tvaru je 
uložen přímo do atributu příslušné značky (do proměnné shape dané instance třídy 
c_sign), aby tato informace mohla být použita v dalším postupu. 
N{sledně je realizov{na klasifikace konkrétního typu. Klasifik{tor je opět 
s výhodou zapouzdřen ve vlastní třídě c_sign_classification. Tato třída m{ obdobnou 
strukturu jako výše zmíněn{ třída klasifikace tvaru, pouze metody jsou odlišně 
implementov{ny pro realizaci požadované funkce. Výsledek klasifikace konkrétního 
typu není uložen přímo do proměnné v instanci značky, ale typ značky je ukl{d{na do 
pomocného pole dílčích klasifikací. Nad takto naplněným polem dílčích klasifikací je 
ve fin{le spuštěna funkce pro výpočet výsledné klasifikace.  
                                                 
1 dynamický seznam je struktura určena pro uchov{v{ní prvků, kter{ pružně mění svoji velikost 
dle potřeby. Je realizov{n pomocí ukazatelů a tím je zajištěno rychlé přid{v{ní a odebír{ní prvků. 
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Po provedení fin{lní klasifikace je nutné informovat o tomto uživatele. Pro 
standardní textové výpisy byly implementov{ny třídy c_vypis, kter{ uchov{v{ 
dynamický seznam instancí z{znamů c_zaznam. Z{znam je vytvořen ihned při 
rozpozn{ní dopravní značky, je pro něho alokov{n potřebný paměťový prostor a další 
jeho zpracov{ní je výhradně realizov{no třídou c_vypis. Ta se poté star{ o korektní 
zobrazov{ní z{znamů, jejich odmaz{v{ní nebo skrýv{ní.  
Akustické hl{šení bylo implementačně obtížnější. Bylo nutné vytvořit 
zastřešující třídu c_sound_manager, kter{ dědí metody pro pr{ci ve vícevl{knovém 
prostředí z třídy c_thread. Akustick{ signalizace tak pracuje v samostatném vl{kně a je 
běhově nez{visl{ na hlavním programovém vl{knu. To bylo nutné zejména proto, že 
přehr{v{ní zvuku pomocí funkce PlaySound zablokuje běh aktu{lního vl{kna. Je tak 
nutné pro tuto funkci spustit samostatné vl{kno, aby nebyl blokov{n běh hlavního 
programového vl{kna. 
Třída c_sound_manager obsahuje seznam proměnných typu c_sound, které je 
možné definovat jako instance třídy c_sound_for_sign, aby reprezentovaly zvukov{ 
hl{šení pro jednotlivé značky. Zvuky je možné načíst buď ve vyšší, nebo nižší kvalitě, 
podle dostupnosti příslušných adres{řů. 
 
Obr. 5.3: Uk{zka implementace problému zvukové signalizace. 
Z důvodu snadného odhalov{ní chyb a upozornění na neoček{vané stavy 
programu byl implementov{n logovací mechanismus v podobě třídy c_log. Z pohledu 
n{vrhových vzorů je tato třída navržena jako jedin{ček, tedy v celém projektu bude 
pouze jedin{ instance této třídy. Při prvním požadavku na instanci třídy bude třída 
vytvořena, při dalších požadavcích již bude pouze před{na tato dříve vytvořen{ 
instance. Další alokace této třídy nejsou umožněny vzhledem k deklaraci priv{tního 
konstruktoru. Navržen{ logovací třída obsahuje mnoho přetížených funkcí vypis() pro 
výpisy různých parametrů. Všechny výpisy se ukl{dají do souboru log.txt, který je 
umístěn v adres{ři programu a při každém spuštění je přepisov{n. 
Stejný n{vrhový vzor byl využit i při implementaci třídy c_config, kter{ slouží 
pro načtení aktu{lní konfigurace programu. Vzhledem k důležitosti konfigurace 
pomocí konfiguračního souboru, je této problematice věnov{na zvl{štní sekce. 
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5.2 Optimalizační kroky 
Jedním z požadavků na navrhovanou aplikaci, byla podmínka její pr{ce v re{lném 
čase. Bylo tedy snahou dos{hnout co možn{ nejnižší časové n{ročnosti všech 
použitých postupů a algoritmů. Z tohoto důvodu byly jednak zvoleny některé 
z jednodušších variant algoritmů, jednak byly provedeny co možn{ nejvyšší 
optimalizace zapsaného kódu.  
Při snaze o zajištění co nejvyšší rychlosti při zpracov{v{ní funkcí musíme uv{žit 
nejenom čas nutný pro vykon{ní zapsaného kódu, ale také čas potřebný pro vol{ní 
funkcí. Samotné vol{ní je obklopeno mnoha úkony (uložení před{vaných parametrů 
na z{sobník, uložení adresy n{vratu, atd.), které zvl{ště při častém vol{ní dané funkce, 
běh programu velmi zpomalují. Všechny jednodušší funkce proto byly konstruov{ny 
jako inline funkce, čímž bylo kompil{toru naznačeno, aby s nimi zach{zel odlišně 
a zaručil maxim{lní rychlost při jejich vol{ní. Bohužel norma jazyku C++ přesně 
nespecifikuje, jaké optimalizační kroky m{ kompil{tor s inline funkcemi prov{dět. 
Proto u některých kompil{torů není optimalizace příliš výrazn{, jiné naopak prov{dí 
výraznou optimalizaci a s inline funkcemi je zach{zeno jako s makry. 
Jako nejpomalejší č{sti kódu se zd{ly přístupy k obrazovým datům a operace 
nad celým obrazem (segmentace, filtrace, detekce hran cannyho hranovým 
detektorem). Díky využití pointové aritmetiky při přístupu k obrazovým datům byly 
tyto operace značně zrychleny. Avšak při vyšším rozlišení vstupních dat by ani tato 
optimalizace nedostačovala a bylo by před vlastní detekcí značek nutné provést 
podvzorkov{ní vstupního obrazu na nižší rozlišení. Naopak po provedení detekce 
poloh značek, by byl vhodný zpětný n{vrat k obrazu v původním rozlišení, aby 
kvalita d{le používaných obrazů nebyla ovlivněna podvzorkov{ním. 
Další urychlení spočív{ v co možn{ nejširším využití zapouzdřených funkcí 
knihovny OpenCV. Ty jsou díky využití rozšíření instrukční sady SIMD (MMX a SSE) 
velmi rychlé. Maxim{lní rychlosti je dosahov{no zvl{ště u instrukcí, které realizují 
jednu operaci nad více různými daty. Je tedy vhodné využívat knihovní funkce pro 
pr{ci s vektory, maticemi nebo obrazovými daty. 
 
Obr. 5.4: Uk{zka obecné operace SIMD. Použití jedné operace na množinu dat. 
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5.3 Konfigurační soubory 
Činnost programu a výběr algoritmů je možné do jisté míry upravovat pomocí 
speci{lních konfiguračních souborů. Hlavní konfigurační soubor nalezneme v hlavním 
programovém adres{ři pod n{zvem „_conf.txt‚.  
5.3.1 Hlavní konfigurační soubor 
Hlavní konfigurační soubor je klasický textový soubor, kde každý ř{dek nastavuje 
některou z konstant nebo prov{dí volbu použitého algoritmus. Výjimku tvoří 
koment{ře, které se zapisují na ř{dek začínající znakem ‘#’.  
Pod tímto odstavcem je uk{zka jedné entity z konfiguračního souboru. Nejprve 
jsou tři ř{dky s koment{ři, které specifikují použití entity, na čtvrtém ř{dku je z{pis 
konkrétního nastavení. 
# indikuje pouzivani PCA k redukci priznaku 
# 1 - PCA 
# 0 - obyc linearni klasifikator 
use_pca : 0 
Další příklad entity, kter{ může být konfigurov{na v tomto souboru je 
potrebny_pocet_detekci, kde je specifikov{n počet dílčích detekcí, které postačí ke 
spuštění fin{lní klasifikace. Další entity, které je možné nalézt v konfiguračním 
souboru, jsou například akusticka_signalizace, video_z_kamery nebo soubor_s_videem. 
Význam jednotlivých konfiguračních z{znamů je zřejmý z jejich n{zvu, jejich použití je 
navíc vysvětleno přímo v koment{řích konfiguračního souboru. 
5.3.2 Inicializace videí 
Další soubor, který obsahuje jist{ nastavení, je soubor s odkazy na jednotliv{ videa. 
Soubor nem{ striktně definované jméno, je vyhled{v{n na adrese definované 
v hlavním konfiguračním souboru v konfiguračním z{znamu soubor_s_videem.  
Soubor může obsahovat libovolný počet ř{dků, kde na každém ř{dku je 
absolutní cesta a n{zev souboru s videem. Pokud jsou videa umístěna přímo v adres{ři 
s aplikací, stačí definovat relativní cestu k videosouboru. Při z{pisu cesty je nutné 
dodržet zvyklosti používané v jazyku C++ (místo znaku ‘\’ je zapisov{na dvojice 
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5.4 Knihovna OpenCV a její vyuţití 
Knihovna OpenCV je souborem funkcí, které je možné využít zvl{ště v aplikacích 
počítačového vidění. Knihovna je vyvíjena mnoha subjekty (dokonce se na ní podílí i 
vývoj{ři z Intelu) již od roku 1999 a v současné době je dostupn{ ve stabilní verzi 1.0 
(vyd{na v srpnu roku 2006), popřípadě v betaverzi 1.1. Knihovna je vytvořena v jazyce 
C, což je pro dnešní dobu omezující a proto je vyvíjena nov{ verze, kter{ poskytne 
plně objektový přístup.  
Knihovna je rozdělena do více modulů, které vždy seskupují funkce potřebné 
pro určitou oblast. Do projektu je tak možné začlenit pouze určité č{sti této knihovny 
dle potřeby. Hlavní modul se jmenuje „cxcore.h‚, jsou v něm implementov{ny 
z{kladní funkce využívané ostatními moduly, proto je tento modul přítomen 
v každém projektu. D{le knihovna obsahuje modul s n{zvem „cv.h‚, ve kterém jsou 
definov{ny veškeré operace s maticemi, vektory nebo dynamickými strukturami. Pro 
vytvoření grafického rozhraní, načít{ní obrazů nebo videosekvencí, je nutné využít 
funkcí modulu „highgui.h‚. Poslední modul „ml.h‚ (machine learning) obsahuje 
implementace mnoha klasifik{torů.  
V tomto projektu bylo využito modulů „cxcore.h‚, „cv.h‚ a „highgui.h‚. 
V n{sledujících sekcích budou podrobněji rozebr{ny jednotlivé moduly a bude 
uk{z{na výhodnost použití jednotlivých funkcí OpenCV v tomto projektu. 
5.4.1 Knihovna „highgui.h“ 
Tento modul zprostředkov{v{ spojení aplikace s okolím. Lze pomocí něho vytvořit 
grafické rozhraní aplikace, načítat a ukl{dat obrazy nebo videosoubory. Jako vstupní 
zařízení může sloužit i videokamera. Při načít{ní obrazů je velkou výhodou množství 
podporovaných form{tů, horší podpora je bohužel při pr{ci s videem. Nejvhodnější je 
využít videosoubory nasnímané přímo videokamerou ve form{tu IV50 (indeo video). 
Pokud byly využív{ny videosoubory nasnímané jiným zařízením např. digit{lním 
fotoapar{tem (form{t Motion JPEG) byl nutný převod do jiného kódov{ní např. 
Theora. 
 Č{st modulu sloužící pro tvorbu grafického rozhraní obsahuje mnoho funkcí 
pro spr{vu oken počínaje jejich vytvořením, změnou velikosti až po samotné zrušení. 
Do takto vytvořených oken lze snadno vykreslovat obrazy, které lze pomocí této 
knihovny načítat ze souborů. Grafické prostředí vybudované touto knihovnou je 
značně omezené a zdaleka se zde nesetk{me s podobnou paletou komponent jako 
u jiných knihoven. Do projektu tak nelze vkl{dat například tlačítka, editační pole či 
panely. Jedinou komponentou, kterou lze do GUI umístit je posuvník, který je však 
dostačující pro vývoj aplikací počítačového vidění. 
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V projektu byl tento modul využit také při pr{ci s videem. O jednoduchosti jeho 
využív{ní svědčí možnost načtení videa pomocí jediné funkce, obdobné je to 
s inicializací připojené kamery. Dalšími funkcemi je možné nastavit nebo zjistit 
parametry zachyt{vaného videa. Vybír{ní jednotlivých snímků z videosekvence je 
prov{děno iterativně na z{kladě vol{ní funkce cvCapture(). Takto odebrané snímky 
mohou být vykreslov{ny do předem připravených oken nebo zpracov{v{ny. 
5.4.2 Knihovna „cv.h“ 
Funkce této knihovny (detailně popsané v knize [21]) jsou využív{ny ve všech f{zích 
rozpozn{ní značek. V bloku předzpracov{ní je například pomocí funkce cvSmooth 
provedena filtrace s parametrem CV_GAUSSIAN. D{le jsou vyhled{ny hrany pomocí 
funkce cvCanny. Pro segmentaci jsou v knihovně implementov{ny funkce cvThreshold, 
cvAdaptiveThreshold, cvFloodFill, cvPyrSegmentation, cvWatershed. První dvě slouží 
k prostému nebo adaptivními prahov{ní (hodnota prahu je počít{na pro každý pixel 
zvl{šť). Další funkci cvFloodFill lze také ch{pat jako trivi{lní segmentační metodu. Také 
jsou k dispozici funkce pro segmentaci založené na štěpení a spojov{ní oblastí. 
Poslední metoda je z{plavov{ segmentace [21]. Výsledkem segmentace jsou jednotlivé 
oblasti, které jsou většinou ukl{d{ny do struktury CvMemStorage, odkud se dají 
snadno získat a d{le využít. 
V procesu barvení oblastí je s výhodou využita funkce cvFloodFill, kter{ vrací 
informace o propojené oblasti ve struktuře CvConnectedComp. Do struktury jsou 
ukl{d{ny z{kladní vlastnosti segmentované oblasti – počet pixelů v oblasti, velikost 
a poloha oblasti. Lokalizovanou oblast (značku) je vhodné z hlavního obrazu 
zkopírovat pomocí funkce cvResize, kter{ podporuje nastavení ROI a COI ve 
zdrojovém a cílovém obraze. 
V procesu barvení oblastí je zkoum{no rozložení segmentovaných bodů, jsou 
tedy zkoum{ny momenty vypočítané pomocí funkce cvMoments. Funkce provede 
výpočet momentů až do ř{du 3 a navíc vypočít{ Hu invariantní momenty [14]. 
Konkrétní hodnoty momentů jsou získ{v{ny pomocí funkcemi cvGetSpatialMoment 
(obecné momenty), cvGetCentralMoment (centr{lní momenty), cvGetNormalized 
CentralMoment (normované momenty). Momenty se dají s výhodou využít například 
k určení těžiště nebo koeficientu šikmosti. Z dalších funkcí poskytovaných modulem 
„cv.h‚ bych vyzdvihl podporu Haughovy transformace, distančních transformací, 
úprav histogramů a mnoho dalších. 
V klasifikační č{sti je modlu „cv.h‚ využit hlavně pro aritmetické operace nad 
příznakovými vektory. Takovými funkcemi jsou např. cvAdd(), cvSub(), cvSubS(), 
cvReduce(). 
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6 OVLÁDÁNÍ PROGRAMU 
Ovl{d{ní programu je č{stečně z{vislé na nastavení v konfiguračním souboru. Pokud 
je konfigurační entita wait nastavena na 1, bude program při zpracov{ní 
videosekvence po každém zpracovaném snímku oček{vat pokyn od uživatele. Tento 
mód je připraven hlavně pro testovací účely. Zpracov{ní n{sledujícího snímku 
videosekvence lze vyvolat například stiskem kl{vesy mezerník, rychlý posuv přes více 
snímků videosekvence lze realizovat kl{vesou enter. Pokud konfigurační soubor 
s videi obsahuje více z{znamů, je možné mezi jednotlivými videi přeh{zet pomocí 
kl{ves tab a backspace. Takový n{vrh poskytuje kvalitní podmínky pro ladění 
a testov{ní. Pokud bude nastavena entita wait na 0, bude program zpracov{vat 
videosekvenci bez nutnosti vnější iniciativy uživatele. 
Na n{sledujících obr{zcích 6.1 vidíme dvě okna programu, vlevo hlavní, vpravo 
pomocné pro testovací účely. V hlavním okně (obr. 6.1 vlevo) je zobrazen origin{lní 
obraz ze vstupního zařízení, v jeho levém dolním rohu jsou zobrazov{ny aktu{lně 
detekované značky spolu s dílčí klasifikací, v levém horním rohu je zobrazov{n výpis 
historie detekovaných značek.  
V druhém okně je zobrazov{n obraz po barevné segmentaci, jsou zde všechny 
detekované značky or{mované a je ke každé vyps{no její id a informace používané pro 
kontrolu systému sledov{ní dopravních značek. Je zřejmý kruh vykreslený kolem 
středu značky, který naznačuje aktu{lní okolí ve kterém je vyhled{v{na značka pro 
přiřazov{ní po Kalmanově filtraci. 
    
Obr. 6.1: Okna aplikace: vlevo hlavní okno, vpravo okno pro ladící účely. 
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7 MOŢNOSTI ROZŠÍŘENÍ 
Vzhledem k tomu, že časov{ n{ročnost navrženého algoritmu je na samotné hranici 
možností použitého hardwaru, bylo by vhodné další vývoj směřovat k realizaci jistých 
optimalizací a až n{sledně k implementaci pokročilejších a pochopitelně časově 
n{ročnějších algoritmů. Ke zrychlení operací zpracov{ní obrazu by bylo možné využít 
například některé novější technologie, než je OpenCV. Jednou z možností je využití 
knihoven IPP®(Intel Integrated Performance Primitives), které jsou na rozdíl od 
OpenCV schopny využít potenci{l vícej{drových procesorů nebo novějších rozšíření 
SIMD instrukční sady. 
Další optimalizace by mohla spočívat v implementaci celého postupu do více 
samostatných vl{ken. Výhody takového řešení by se projevily zvl{ště při běhu 
aplikace na vícej{drových procesorech. 
V poslední době se objevují program{torské rozhraní pro využití výpočetního 
výkonu grafické karty. Ta je v navržené aplikaci minim{lně zatížen{ a přenesením 
některých výpočtů na její procesor by mohlo vést k dalšímu urychlení běhu aplikace. 
Pokud by se podařilo optimalizovat časovou n{ročnost, bylo by možné uvažovat 
o rozšiřov{ní současné implementace v podobě využití n{ročnějších detekčních 
i klasifikačních algoritmů. Popřípadě by se další vývoj mohl ubírat k implementaci 
dalších funkcionalit, například by bylo možné v obraze detekovat dělící linie jízdních 
pruhů a na jejich z{kladě by mohla být prov{děna detekce vyjetí z jízdního pruhu. 
Další zajímavé rozšíření projektu by mohlo spočívat v implementaci rozpozn{ní barev 
semaforových světel. Ovšem zde by se pravděpodobně nar{želo na velkou podobnost 
červených semaforových světel s brzdovými světly automobilů, což by generov{no 
velké množství falešných hl{šení. 
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8 ZÁVĚR 
V současné době existuje mnoho technik rozpozn{ní dopravních značek, proto je úvod 
pr{ce věnov{n přehledu možných postupů včetně zmínky o komerčních aplikacích. 
Z množství přístupů k detekci dopravních značek byl zvolen takový, který využív{ 
především barevné vlastnosti dopravních značek. Využití barevné informace přin{ší 
č{stečné omezení použitelnosti programu v neobvyklých světelných podmínk{ch. 
Například v nočních scén{ch je barevný n{dech obrazu jiný než při běžných 
denních podmínk{ch a tak doch{zí k poklesu úspěšnosti detekce. Některé ostatní 
postupy využívají pro detekci značek ve větší míře hran v obraze, čímž snižují 
z{vislost na barevné informaci, mohou ale za značky považovat i podobné 
geometrické tvary.   
Významnou výhodou prezentovaného řešení, oproti srovnatelným projektům, je 
implementace sledov{ní pohybu značek ve videosekvenci, kter{ je založena na 
Kalmanově filtraci. Díky tomu jsou značky postupně v jednotlivých snímcích 
opakovaně klasifikov{ny, což m{ pozitivní vliv na přesnost výsledné klasifikace. Další 
výhodou zvoleného řešení je velk{ robustnost prvního stupně klasifikačního bloku, 
který je schopen rozpoznat i značně pootočené dopravní značky (mezní úhel byl 
zvolen 12°).  
Zvolený postup byl implementov{n v jazyce C++ s využitím knihovny OpenCV. 
Navržený program byl testov{n na rozs{hlé sadě videí a jeho úspěšnost byla 
zhodnocena v sekci 4.3.10 a přehledně shrnuta v tabulk{ch 4.5 a 4.6. Výsledn{ 
úspěšnost je pochopitelně vždy ovlivněna světelnými podmínkami. Při špatných 
světelných podmínk{ch se projevovala horší kvalita použité kamery, zvl{ště byly 
problémy s jejím nedokonalým barevným vyv{žením. Například při jízdě proti slunci 
byl obraz z kamery nepoužitelný. Dle oček{v{ní bylo nekvalitní také video pořízené 
za deště, kdy kapky na skle před kamerou degradovaly kvalitu obrazu, ovšem i přesto 
byla úspěšnost rozpozn{ní poměrně vysok{. Některé ze zmiňovaných nepřesností by 
bylo možné eliminovat použitím kvalitnější kamery. 
Na použitém hardwaru se rychlost rozpozn{ní značek pohybuje v rozmezí 
40 ms až 90 ms v z{vislosti na aktu{lní složitosti scény. Nejn{ročnější byly městské 
scény, ve kterých je velké množství segmentovaných oblastí. Také se v takovém 
prostředí vyskytuje více potenci{lních značek (oblasti podobné značk{m), a proto je 
časově n{ročnější sledov{ní jejich pohybu. Doba zpracov{ní 90 ms již mírně překračuje 
mezní hranici, kdy je nutné vynech{vat některé snímky (při snímací frekvenci 15 fps, 
je nutné jeden snímek zpracovat za dobu menší než 66 ms). 
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A Ukázky z programu  
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B Obsah CD 
Souč{stí této pr{ce je také disk CD, který obsahuje 
 text diplomové pr{ce, 
 zdrojové kódy, 
 zkompilovaný program, 
 kompletní dokumentaci k použitým tříd{m, 
 testovací videa, 
 uk{zky rozpozn{ní značek. 
 
