Abstract. For most of the vehicle logo recognition algorithms, the logo is difficult to be pinpointed, and the recognition is roughly to be done in bad environment. Even though the recognition accuracy of convolution neural network (CNN) is relatively high, it also needs a large number of samples. This paper proposes a multi-scale parallel convolution neural network (multi-scale parallel CNN) to recognize vehicle-logo and improves the existing vehicle detection method. The multi-scale convolution kernel is used to extract features from original data in a parallel way. This method can keep high accuracy in the condition of illumination change and noise pollution, and can adapt to the harsh environment. Experimental results show that the classification accuracy of the method is as high as 98.80% on our owe dataset and 99.80% on the dataset used in other paper, which demonstrates strong generalization ability of our proposed algorithm.
Introduction
Nowadays with the urban management getting more and more intelligent, the application of Intelligent Transportation Systems (ITS) in the urban traffic monitoring and highway management is more and more common. Such intelligent system can catch the information of vehicles and track the vehicles according to the video surveillance. Automatic logo recognition is one of the key elements of vehicle information collection in an Intelligent Transportation System (ITS).
The existing research on vehicle-logo recognition is abundant. All in all, most of the existing research methods can be divided into two steps: Logo detection and Logo classification [1] [2] [3] [4] [5] [6] [7] [8] [9] . Most vehicle logo classifications use learning-based methods [5] [6] [7] [8] [9] . The features which have been widely used in learning-based methods are histogram of oriented gradient (HOG), scale-invariant feature transform (SIFT), statistical random sparse distribution (SRSD). A method based on HOG feature and support vector machine (SVM) is used in reference [5] . The support vector machine is used to classify logos in the way of one-versus-one. Reference [6] chooses another feature, SIFT, to represent the target, and the SVM is used to classify logos. The method in reference [7] is based on SRSD and multi-scale scanning. Unlike most vehicle logo recognition methods which are divided into two steps-Logo detection and Logo classification, this method scan the region of interest to detect and classify car logo at the same time, eliminating the error propagation. Convolutional neural network (CNN) recognition has been widely used as an efficient method in the vehicle logo classification [8] [9] . A two-layer CNN is adopted in reference [8] , the concept of pre-training is also introduced in this method. The principal component analysis is used in pre-training to improve the accuracy and the speed of training. In reference [9] , the CNN and SVM is used in combination. In the first stage, CNN is applied to select candidate regions that are likely to be the manufacturer logo. After the first stage, pyramid of histogram of orientation gradients, which can improve detection rate of vehicle-logo that leads to improvement of overall performance of the system, is applied to verify the candidate regions and eliminate the false regions that not contain logo [9] . The methods using SVM as the classifier mentioned above need to manually select the feature. To select which feature has a decisive effect on the classification result, and weak illumination, noise and other harsh environment can cause severe ineffective. At the same time, CNN classification does not need to select feature manually. Even though the recognition accuracy of convolution neural network (CNN) is relatively high, it also needs a large number of samples.
This paper proposes a multi-scale parallel convolution neural network (multi-scale parallel CNN) to recognize vehicle-logo and improves the existing vehicle detection method. The multi-scale convolution kernel is used to extract the features from the original data in a parallel way. The first layer of convolution neural network is divided into two groups, which are applied to the input data. The two groups have different convolution kernel parameters. One of groups in the first layer is connected with the second layer convolution network, the other one and the second layer network are converged on the full connection layer. This network structure makes the information obtained from the input data more fully and overcomes the problem of insufficient number of samples. It can keep high accuracy in the condition of illumination change and noise pollution, and can adapt to the harsh environment. The classification accuracy of the method is as high as 98.80% on our data set, the accuracy rate on the data set used in other papers is 99.80%, which shows a strong generalization ability of the method.
Vehicle-logo Classification Vehicle Classification Based on Multi-scale Parallel CNN
The key to effective deep learning algorithms is the large-scale data. Because each neural network has a large number of parameters, a small amount of data cannot be sufficient training parameters. For a small number of samples, it is difficult to achieve high accuracy and converge slowly.
In the case of a small amount of training data, the method of extracting the feature using local sensing will not make full use of the data. A branch is added to the traditional single-link serial network structure. The parameters of convolution kernels are different from the original branch. Then the feature extracted from this branch is merged with the high-level feature extracted by the original branch at the full-join layer. Top-level extraction features and bottom-level features can be combined, by which way the local and global features can be learned at the same time. Multi-scale parallel CNN is similar to the parallel network structure. The first layer network is divided into two groups, two groups use different convolution kernel parameters, different features are extracted from the original data, one group has two layers, the another group only has one layer. The two groups eventually converge at the fully connected layer. Each layer network includes the convolution layer, the activation layer, the normalization layer and the down-sampling layer. Activation function ReLU (f (x) = max (0, x)) is used to accelerate the convergence and solve the problem of gradient disappearance [15] . It is easier to get accurate classification results by using this network structure to train the classifier. This CNN structure is similar to the model parallel structure in image net [14] , but the difference between them is that the parameters of the parallel two groups are not cut-apart, they are different and cannot be synthesized. There are some correlations between the parameters of the two parallel networks. The brunch with many layers focuses on extracting the global features, while the brunch with few layers are focused on extracting the local features.
Experiments and Results Analysis

Vehicle-logo Sample Selection and Model Training
In this paper, the study of the vehicle-logo identification involves in the top ten common brands: Volkswagen, Toyota, Mazda, Wuling, Citroen, Nissan, Audi, Mercedes-Benz, Honda, Buick. All the samples used for model training and testing come from the real traffic monitoring video. Different levels of noises are added to the original samples to produce some new samples. In addition, reducing the contrast of the image is another way to make new samples. Those options do not only expand the number of samples, but also make the model more adaptable to harsh environments. In addition to the above vehicle samples, non-vehicle-logo samples were added as the eleventh training samples.
The samples were grayed and normalized to 38 * 38 before training the model, and then input to the Multi-scale parallel CNN for training. The training samples consisted of 2500 samples per class, and the test samples were 600 samples per class.
In order to verify the generalization ability of Multi-scale parallel CNN, the network structure was applied to the dataset used in the reference [8] . The datasets in the reference were normalized after gray-scale normalization in the same way, and then were sent to Multi-scale parallel CNN for training. Each training sample was 1000, and the test sample was 150 for each class.
Classification Results and Analysis
According to the above vehicle-logo detection method, the vehicle-logo in the picture from video for monitoring was positioned, and the positioning result was saved and classified. The test dataset was tested by using Multi-scale parallel CNN training model. The test dataset consists of 11 samples. Each category has 600, the total number is 6600 . The results are shown in Table 1 : From the above classification results we can see: after the classification, the accuracy rate of each kind of vehicle-logo and non-vehicle-logo samples is more than 98.00%, the highest accuracy rate is 99.33%. The average accuracy of the output is: 6521/6600 = 98.80%. Although a small number of samples of the vehicle-logo are misjudged, but the probability is small, within the acceptable range. The results are satisfactory.
In order to validate the generalization ability of Multi-scale parallel CNN, we apply it to the dataset used in Ref. [8] , and compare the results with the results obtained in Ref. [8] . The experimental data are in Table 2 : Table 2 . Results in Ref. [8] and results of our method used on samples in Ref. [8] (a) (b)
In the table, (a) is the result in Ref. [8] , and (b) is the result of the classification method in this paper. By comparing the results of the two methods, we can see that the average accuracy of method in this paper is higher; In terms of the number of errors, the maximum error of one type is one in the method of this paper, but the result in Ref. [8] has at last 8 errors in one type. In general, the method in this paper is more accurate than the method in Ref. [8] , and it also reflects that Multi-scale parallel CNN has strong generalization ability, which can solve the problem of insufficient training data. The method has strong generalization ability, and can get higher accuracy in other datasets with better images. The problem that CNN needs a lot of data is overcame by extend the dataset and using the double-scale parallel CNN training mode.
Summary
In this paper, the existing method of vehicle-logo location is optimized to make the location method simple and reliable, and the error-locating image is added as an input class to the classification sample to reduce the propagation error. A multi-scale parallel convolutional neural network (multi-scale parallel CNN) method is proposed in this paper. Multi-scale convolution kernels are used to extract features from the original data. Multi-networks parallel and eventually converge to the fully connected layer, which makes full use of the information provided by the original data for vehicle-logo classification. Experimental results show that this method has a high accuracy rate of 98.8% on our dataset and 99.80% on the dataset used in other paper under the condition of weak illumination, complicated noise and fuzzy picture, which mainly contributes as follows:
1) It can adapt to harsh environments and remove the wrong vehicle-logo positioning automatically.
2) It can get higher recognition accuracy on other datasets and has strong generalization ability, which solves the problem that the CNN network's accuracy, the quantity and quality of samples are not high enough.
