Convergence results are shown for full discretizations of quasilinear parabolic partial differential equations on evolving surfaces. As a semidiscretization in space the evolving surface finite element method is considered, using a regularity result of a generalized Ritz map, optimal order error estimates for the spatial discretization is shown. Combining this with the stability results for Runge-Kutta and BDF time integrators, we obtain convergence results for the fully discrete problems.
Introduction
In this paper we show convergence of full discretizations of quasilinear parabolic partial differential equations on evolving surfaces. As a spatial discretization we consider the evolving surface finite element method. The resulting system of ordinary differential equations is discretized, either with an algebraically stable Runge-Kutta method, or with an implicit or linearly implicit backward differentiation formulae.
To our knowledge [ER15] is the only work on error analysis for nonlinear problems on evolving surfaces. They give semidiscrete error bounds for the Cahn-Hilliard equation. The authors are not aware of fully discrete error estimates published in the literature.
We show convergence results for full discretizations of quasilinear parabolic problems on evolving surfaces with prescribed velocity. We prove unconditional stability and higher-order convergence results for Runge-Kutta and BDF methods. We show convergence as a full discretization when coupled with the ESFEM method as a space discretization for quasilinear problems. Similarly to the linear case the stability analysis is relying on energy estimates and multiplier techniques.
First, we generalize some geometric preturbation estimates to the quasilinear setting. We define a generalized Ritz map for quasilinear operators, and use it to show optimal order error estimates for the spatial discretization. During the optimal order L 2 -error bounds of the Ritz map we will use a similar argument as Wheeler in [Whe73] , and elliptic regularity for evolving surfaces. A further important point of the analysis is the required regularity of the generalized Ritz map. This will be used together with the assumed Lipschitz-type estimate for the nonlinearity, analogously as in [DD70, LO95, AL15] .
We show stability and convergence results for the case of stiffly accurate algebraically stable implicit Runge-Kutta methods (having the Radau IIA methods in mind), and for an implicit and linearly implicit k-step backward differentiation formulae up to order five. These results are relying on the techniques used in [LO95, DLM12] and [AL15, LMV13] . By combining the results for the spatial semidiscretization with stability and convergence estimates we show high-order convergence bounds for the fully discrete approximation.
A starting point of the finite element approximation to (elliptic) surface partial differential equations is the paper of Dziuk [Dzi88] . Various convergence results for space discretizations of linear parabolic
The problem and assumptions
Let us consider a sufficiently smooth evolving closed hypersurface Γ(t) ⊂ R m+1 (m ≤ 2), 0 ≤ t ≤ T , which moves with a given smooth velocity v. Let ∂
• u = ∂ t u + v · ∇u denote the material derivative of the function u, where ∇ Γ is the tangential gradient given by ∇ Γ u = ∇u − ∇u · νν, with unit normal ν. We are sharing the setting of [DE07a, DE13b] .
We consider the following quasilinear problem for u = u(x, t):
where A : R → R is sufficiently smooth function.
Remark 2.1. The results of the paper can be generalized to the case of a sufficiently smooth matrix valued diffusion coefficient A(x, t, u) : T x Γ(t) → T x Γ(t). The proofs are similar to the ones presented here, except they are more technical and lengthy, therefore they are not presented here.
We assume that A satisfies the following three conditions: The bilinear form associated to the operator A(u) : V (t) → V (t)
′ is elliptic with m > 0 A(u)w, w t ≥ m w 2 V (t) (w ∈ V (t)),
uniformly in u ∈ V (t) and for all t ∈ [0, T ]. It is bounded with M > 0
uniformly in u ∈ V (t) and for all t ∈ [0, T ]. We further assume that there is a subset S(t) ⊂ V (t) such that the following Lipschitz-type estimate holds:
for u ∈ S(t), w 1 , w 2 ∈ V (t), 0 ≤ t ≤ T . The above conditions were also used to prove error estimates using energy techniques in [LO95, DD70] , or more recently in [AL15] .
The weak formulation uses Sobolev spaces on surfaces: For a sufficiently smooth surface Γ we define
and analogously
The weak problem corresponding to (1) can be formulated by choosing the setting: V (t) = H 1 (Γ(t)) and H(t) = L 2 (Γ(t)), and the operator:
The coefficient function A : R → R satisfies the following conditions. Throughout the paper we use the following subspace of V (t):
Then the following proposition easily follows.
Proposition 2.1. Under Assumption 2.1 and u ∈ S(t) (0 ≤ t ≤ T ) the above operator A satisfies the conditions (2), (3) and (4) (with δ = 0).
Proof. The first two conditions (2) and (3) are following from (a) and (b). Condition (4) holds, since for u ∈ S(t), w 1 , w 2 ∈ H 1 (Γ(t)) and any z ∈ H 1 (Γ(t)), we have
where the constant ℓ is from Assumption 2.1 (a).
holds for every ϕ ∈ H 1 (G T ) and u(., 0) = u 0 .
3 Spatial semidicretization: evolving surface finite elements
As a spatial semidiscretization we use the evolving surface finite element method introduced by Dziuk and Elliott in [DE07a] . We shortly recall some basic notations and definitions from [DE07a] , for more details the reader is referred to Dziuk and Elliott [Dzi88, DE13b, DE13a] .
Basic notations
The smooth surface Γ(t) is approximated by a triangulated one denoted by Γ h (t), whose vertives are sitting on the surface, given as
We always assume that the (evolving) simplices E(t) are forming an admissible triangulation T h (t), with h denoting the maximum diameter. Admissible triangulations were introduced in [DE07a, Section 5.1]: every E(t) ∈ T h (t) satisfies that the inner radius σ h is bounded from below by ch with c > 0, and Γ h (t) is not a global double covering of Γ(t). Then the discrete tangential gradient on the discrete surface Γ h (t) is given by
understood in a piecewise sense, with ν h denoting the normal to Γ h (t) (see [DE07a] ). For every t ∈ [0, T ] we define the finite element subspace S h (t) spanned by the continuous, piecewise linear evolving basis functions χ j , satisfying χ j (a i (t), t) = δ ij for all i, j = 1, 2, . . . , N , therefore S h (t) = span χ 1 ( . , t), χ 2 ( . , t), . . . , χ N ( . , t) .
We interpolate the surface velocity on the discrete surface using the basis functions and denote it with V h . Then the discrete material derivative is given by
The key transport property derived in [DE07a, Proposition 5.4], is the following
The spatially discrete quasilinear problem for evolving surfaces is formulated in
with the initial condition U h ( . , 0) = U 0 h ∈ S h (0) being a sufficient approximation to u 0 .
The ODE system
The ODE form of the above problem can be derived by setting
into (7), testing with φ h = χ j and using the transport property (6).
Proposition 3.1 (quasilinear ODE system). The spatially semidiscrete problem (7) is equivalent to the following nonlinear ODE system for the vector α(t) = (α j (t)) ∈ R N , collecting the nodal values of U h (., t):
where the evolving mass matrix M (t) and a nonlinear stiffness matrix A(α(t)) are defined as
. The proof of this proposition is analogous to the corresponding one in [DLM12] .
Discrete Sobolev norm estimates
Through the paper we will work with the norm and semi-norm introduced in [DLM12] . We denote these discrete Sobolev-type norms as
, further by M (t) we mean the above mass matrix and by A(t) we mean the linear (but time dependent) stiffness matrix:
A very important lemma in our analysis is the following:
for all y, z ∈ R N and s, t ∈ [0, T ].
Lifting process and approximation results
In the following we recall the so called lift operator, which was introduced in [Dzi88] and further investigated in [DE07a, DE13b] . The lift operator projects a finite element function on the discrete surface onto a function on the smooth surface.
where for every x ∈ Γ h (t) the value p = p(x, t) ∈ Γ(t) is uniquely defined via x = p + ν(p, t)d(x, t). By η −l we mean the function whose lift is η. We now recall some notions using the lifting process from [Dzi88, DE07a] and [Man13] . We have the lifted finite element space
. By δ h we denote the quotient between the continuous and discrete surface measures, dA and dA h , defined as δ h dA h = dA. Further, we recall that
and Pr h :
are the projections onto the tangent spaces of Γ and Γ h . Further, from [DE13b] , we recall the notation
where 
with constants depending on G T , but not on t.
Lemma 3.3. For 1 ≤ p ≤ ∞ there exists constants c 1 , c 2 > 0 independent of t and h such that the for all u h ∈ W 1,p Γ h (t) it holds that u l h ∈ W 1,p Γ(t) with the estimates
Proof. The proofs follows easily from the relation
Bilinear forms and their estimates
Apart from the ξ dependence, we use the time dependent bilinear forms defined in [DE13b] : for arbitrary z, ϕ, ξ ∈ H 1 (Γ), ξ ∈ S(t), and their discrete analogs for
where the discrete tangential gradients are understood in a piecewise sense, and with the tensors given as We will also use the transport lemma (note that ∂
where v h velocity of the surface.
Proof. This lemma can be shown analogously as [DE13b, Lemma 4.2], therefore the proof is omitted.
Versions of this lemma with continuous material derivatives, or discrete bilinear forms are also true.
The following estimates will play a crucial role in the proofs.
Lemma 3.5 (Geometric perturbation errors). For any ξ ∈ S(t), and Z h , φ h ∈ S h (t) with corresponding lifts z h , ϕ h ∈ S l h (t) we have the following bounds
Proof. 
we obtain
Similarly as in [DE13b, Lemma 5.5], the boundedness (Proposition 2.1) and the geometric estimate
To prove the fourth estimate we follow [LM15] : starting with the equality
then the transport lemma (Lemma 3.4 above) yields
Therefore using that the lift of ∂
and Lemma 3.2 provides
where the last estimates follow from Lemma 3.2, similarly as in [LM15, Theorem 7.5].
Interpolation estimates
we denote the finite element interpolation operator, having the error estimate below.
Lemma 3.6. For m ≤ 3, there exists a constant c > 0 independent of h and t such that for u ∈ H 2 Γ(t) :
Furthermore, if u ∈ W 2,∞ (Γ(t)), it also satisfies
where c > 0 is also independent of h and t.
Proof. The first inequality was shown in [Dzi88] . 
The Ritz map for nonlinear problems on evolving surfaces
Ritz maps for quasilinear PDEs on stationary domains were investigated by Wheeler in [Whe73] . We generalize this idea for the case of quasilinear evolving surface PDEs. We define a generalized Ritz map for quasilinear elliptic operators, for the linear case see [LM15] .
By combining the above definitions we set the following.
Definition 3.1 (Ritz map). For a given z ∈ H 1 (Γ(t)) and a given function ξ : Γ(t) → R there is a unique
where a * := a + m and a * h := a h + m h , to make the forms a and a h positive definite. Then P h z ∈ S l h (t) is defined as the lift of P h z, i.e. P h z = ( P h z) l .
We remind here that by ξ −l we mean a function (living on the discrete surface) whose lift is ξ. The Galerkin orthogonality does not hold in this case, just up to a small defect:
Lemma 3.7 (pseudo Galerkin orthogonality). For any given ξ ∈ S(t) there holds, that for every z ∈ H 1 (Γ(t)) and
where c is independent of ξ, h and t.
Proof. Using the definition of the Ritz map:
where we used Lemma 3.5.
Error bounds for the Ritz map and for its material derivatives
In this section we prove error estimates for the Ritz map (10) and also for its material derivatives, the analogous results for the linear case can be found in [DE13b, Section 6], [Man13, Section 7] . The ξ independency of the estimates requires extra care, previous results, e.g. the ones cited above, or [LM15, Section 8], are not applicable.
Theorem 3.1. The error in the Ritz map satisfies the bound, for arbitrary ξ ∈ S(t) and 0 ≤ t ≤ T and h ≤ h 0 with sufficiently small h 0 ,
where the constant c is independent of ξ, h and t (but depends on m and M).
Proof. (a) We first prove the gradient estimate.
Starting by the ellipticity of the form a and the non-negativity of the form m, then using the estimate (11) we have:
using the interpolation error, and for the second term we used the estimate
Now using Young's and Cauchy-Schwarz inequality, and for sufficiently small (but ξ independent) h we have the gradient estimate
(b) The L 2 -estimate follows from the Aubin-Nitsche trick. Let us consider the problem
then by elliptic theory, cf. Theorem A.1, we have the estimate, for the solution w ∈ H 2 (Γ(t))
where c is independent of t and ξ. By testing the elliptic weak problem with z − P h z we have
Then the estimates of the interpolation error and combination of the above results yields
which completes the proof of the first assertion.
We will also need the following error estimates for the material derivatives of the Ritz map.
Theorem 3.2. The error in the material derivatives of the Ritz map satisfies the bounds, for k ≥ 1, and for arbitrary ξ ∈ S(t) and 0 ≤ t ≤ T and h ≤ h 0 with sufficiently small h 0 ,
The constant c k > 0 is independent of ξ and h (but depends on α and M).
Proof. The proof is a modification of [Man13, Theorem 7.3].
For k = 1: (a) We start by taking the time derivative of the definition of the Ritz map (10), use the transport properties (Lemma 3.4), and use the definition of the Ritz map once more, we arrive at
Then we obtain
where
Using the geometric estimates of Lemma 3.5 F 1 can be estimated as
Then using ∂
• h P h z as a test function in (12), and using the error estimates of the Ritz map, together with the estimates above, with h ≤ h 0 independent of ξ, we have
Combining all the previous estimates and using Young's inequality, Cauchy-Schwarz inequality, for sufficiently small (ξ independent) h ≤ h 0 , we obtain
Then as in the previous proof we have
Then the interpolation estimates, Young's inequality, absorption using h ≤ h 0 , yields the gradient estimate.
(b) The L 2 -estimate again follows from the Aubin-Nitsche trick. Let us now consider the problem
together with the elliptic estimate (cf. Theorem A.1), for the solution w ∈ H 2 (Γ(t))
again, c is independent of t and ξ. For k > 1 the proof is analogous.
Regularity of the Ritz map
The following technical result will play an important role in showing optimal bounds of the semidiscrete residual.
Lemma 3.8. For m ≤ 2, there exists a constant c > 0 independent of h and t such that for a function u ∈ W 2,∞ (Γ(t)) for all t ∈ [0, T ], the following estimate holds
Proof. Using the triangle inequality we start to estimate as
The last term is harmless. The second term is estimated using Lemma 3.6. For the first term, using the inverse estimate, error estimates for the Ritz map and for the interpolation operator we obtain
Remark 3.1. A stronger result holds, assuming that u ∈ W 1,∞ (Γ(t)), the bound ∇ Γ P h u L ∞ (Γ(t)) ≤ c u W 1,∞ (Γ(t)) can be shown. However, the proof is technical and requires more sophisticated arguments, cf. [Pow] . This enables to weaken the assumption to W 1,∞ in the definition of the S(t) set. We do not include these results here because of their length.
Time discretizations: stability 4.1 Runge-Kutta methods
We consider an s-stage algebraically stable implicit Runge-Kutta (R-K) method for the time discretization of the ODE system (8), coming from the ESFEM space discretization of the quasilinear parabolic evolving surface PDE.
In the following we extend the stability result for R-K methods of [DLM12, Lemma 7.1], to the case of quasilinear problems. Apart form the properties of the ESFEM the proof is based on the energy estimation techniques, see Lubich and Ostermann [LO95, Theorem 1.1]. Generally on Runge-Kutta methods we refer to [HW96] .
For the convenience of the reader we recall the method: for simplicity, we assume equidistant time steps t n := nτ , with step size τ . Our results can be straightforwardly extended to the case of nonuniform time steps. The s-stage implicit Runge-Kutta method, defined by the given Butcher tableau
applied to the system (8), reads as
where the internal stages satisfy 0 =α ni + A(α ni )α ni for i = 1, 2, . . . , s, with M ni := M (t n + c i τ ) and M n+1 := M (t n+1 ). Hereα ni is not a derivative but a suggestive notation. We recall that the fully discrete solution is U n h = N j=1 α n,j χ j ( . , t n ). For the R-K method we make the following assumptions:
Assumption 4.1.
• The method has stage order q ≥ 1 and classical order p ≥ q + 1.
• The coefficient matrix (a ij ) is invertible.
• The method is algebraically stable, i.e. b j > 0 for j = 1, 2, . . . , s and the following matrix is positive semi-definite:
.
• The method is stiffly accurate, i.e. b j = a sj , and c s = 1 for j = 1, 2, . . . , s.
Instead of (8), let us consider the following perturbed version of the equation:
The substitution of the true solution α(t) of the perturbed problem into the R-K method, yields the defects ∆ ni and δ ni , by setting e n = α n − α(t n ),
then by subtraction the following error equations hold:
where the internal stages satisfy:
with r ni := r(t n + c i τ ). Now we state one of the key lemmas of this paper, which provide unconditional stability for the above class of Runge-Kutta methods.
Lemma 4.1. For an s-stage implicit Runge-Kutta method satisfying Assumption 4.1. If the equation (5) has a solution in S(t) for 0 ≤ t ≤ T . Then there exists a τ 0 > 0, such that for τ ≤ τ 0 and t n = nτ ≤ T , that the error e n is bounded by
where w 2 * ,t = w T (A(t) + M (t)) −1 w. The constant C is independent of h, τ and n (but depends on m, M, L, µ, κ and T ).
Proof. The combination of proofs of Theorem 1.1 from [LO95] and of Lemma 7.1 from [DLM12] (or [Man13, Lemma 3.1]) suffices, therefore it is omitted here. To be precise, the proof of this result is more closely related to [DLM12] , except the estimates involving the internal stages are more similar to [LO95] . Theorem 4.1. Consider the quasilinear parabolic problem (1), having a solution in S(t) for 0 ≤ t ≤ T . Couple the evolving surface finite element method as space discretization with time discretization by an sstage implicit Runge-Kutta method satisfying Assumption 4.1. Assume that the Ritz map of the solution has continuous discrete material derivatives up to order q + 2. Then there exists τ 0 > 0, independent of h, such that for τ ≤ τ 0 , for the error E n h = U n h − P h u(., t n ) the following estimate holds for t n = nτ ≤ T :
where the constant C is independent of h, τ and n (but depends on m, M, L, µ, κ and T ). Furthermorẽ
The H −1 norm of R h is defined as
Backward differentiation formulae
We apply a k-step backward difference formula (BDF) for k ≤ 5 as a discretization to the ODE system (8), coming from the ESFEM space discretization of the quasilinear parabolic evolving surface PDE. Both implicit and linearly implicit methods are discussed.
In the following we extend the stability result for BDF methods of [LMV13, Lemma 4.1], to the case quasilinear problems. Apart from the properties of the ESFEM the proof is based on Dahlquist's G-stability theory [Dah78] and on the multiplier technique of Nevanlinna and Odeh [NO81] .
We recall the k-step BDF method for (8) with step size τ > 0:
where the coefficients of the method are given by
ℓ , while the starting values are α 0 , α 1 , . . . , α k−1 . The method is known to be 0-stable for k ≤ 6 and have order k (for more details, see [HW96, Chapter V.]).
Similarly linearly implicit method modification is, using the polynomial
For more details we refer to [AL15] .
Instead of (8) let us consider again the perturbed problem (14). By substituting the true solution α(t) of the perturbed problem into the BDF method (16), we obtain
By introducing the error e n = α n − α(t n ), multiplying by τ , and by subtraction we have the error equation
In the linearly implicit case we obtain:
whered n have similar properties as d n , therefore it will be also denoted by d n .
The stability results for BDF methods are the following.
Lemma 4.2. For a k-step implicit or linearly implicit BDF method with k ≤ 5 there exists a τ 0 > 0, such that for τ ≤ τ 0 and t n = nτ ≤ T , that the error e n is bounded by
Proof. The proof follows the proof of Lemma 4.1 from [LMV13] (using G-stability from [Dah78] and multiplier techniques from [NO81] ), except in those terms where the nonlinearity appears. For their estimates we refer to Theorem 1 in [AL15] . For linearly implicit methods we follow [AL15, Section 6]. Therefore these proofs are also omitted. Theorem 4.2. Consider the quasilinear parabolic problem (1), having a solution in S(t) for 0 ≤ t ≤ T . Couple the evolving surface finite element method as space discretization with time discretization by a k-step implicit or linearly implicit backward difference formula of order k ≤ 5. Assume that the Ritz map of the solution has continuous discrete material derivatives up to order k + 1. Then there exists τ 0 > 0, independent of h, such that for τ ≤ τ 0 , for the error E n h = U n h − P h u(., t n ) the following estimate holds for t n = nτ ≤ T :
where the constant C is independent of h, n and τ (but depends on m, M, L, µ, κ and T ). Furthermorẽ
Error bounds for the fully discrete solutions
We follow the approach of [LMV13, Section 5] by defining the FEM residual R h (.,
where φ h ∈ S h (t), and the Ritz map of the true solution u is given as
The above problem is equivalent to the ODE system with the vector r(t) = (r j (t)) ∈ R N :
which is the perturbed ODE system (14).
Bound of the semidiscrete residual
We now show the optimal second order estimate of the residual R h .
Theorem 5.1. Let u, the solution of the parabolic problem, be in S(t) for 0 ≤ t ≤ T . Then there exists a constant C > 0 and h 0 > 0, such that for all h ≤ h 0 and t ∈ [0, T ], the finite element residual R h of the Ritz map is bounded as
Proof. (a) We start by applying the discrete transport property to the residual equation (18) 
(b) We continue by the transport property with discrete material derivatives from Lemma 3.4, but for the weak form, with ϕ :
(c) Subtraction of the two equations, using the definition of the Ritz map with ξ = u in (10), i.e.
and using that ∂
All the pairs can be easily estimated separately as ch 2 ϕ h L 2 (Γ(t)) , by combining the estimates of Lemma 3.5, and Theorem 3.1 and 3.2, except the third, and the last term.
The term containing the velocity difference (v h − v) can be estimated, using
. The nonlinear terms are rewritten as:
For the first and the third term Lemma 3.5 provides an upper bound ch 2 ∇ Γ ϕ h L 2 (Γ(t)) (similarly like before).
Finally, using Lemma 3.8 we obtain, similarly to (4), that the second term can be bounded as
Error estimates for the full discretizations
We compare the lifted fully discrete numerical solution u , t) , where the vectors α n are generated by a Runge-Kutta or a BDF method.
Theorem 5.2 (ESFEM and R-K). Consider the evolving surface finite element method as space discretization of the quasilinear parabolic problem (1), with time discretization by an s-stage implicit RungeKutta method satisfying Assumption 4.1. Let u be a sufficiently smooth solution of the problem, which satisfies u(., t) ∈ S(t) (0 ≤ t ≤ T ), and assume that the initial value is approximated as
Then there exists h 0 > 0 and τ 0 > 0, such that for h ≤ h 0 and τ ≤ τ 0 , the following error estimate holds for t n = nτ ≤ T :
The constant C is independent of h, τ and n, but depends on m, M, L, µ, κ and T .
Theorem 5.3 (ESFEM and BDF). Consider the evolving surface finite element method as space discretization of the quasilinear parabolic problem (1), with time discretization by a k-step implicit or linearly implicit backward difference formula of order k ≤ 5. Let u be a sufficiently smooth solution of the problem, which satisfies u(., t) ∈ S(t) (0 ≤ t ≤ T ), and assume that the starting values are satisfying
Proof of Theorem 5.2-5.3. The global error is decomposed into two parts:
and the terms are estimated by previous results. The first one is estimated by our results for Runge-Kutta or BDF methods: Theorem 4.1 or 4.2, respectively, together with the residual bound Theorem 5.1, and by the Ritz error estimates Theorem 3.1 and 3.2.
The second term is estimated by the error estimates for the Ritz map (Theorem 3.1 and 3.2).
Further extensions

Semilinear problems
The presented results, in particular Theorem 5.2 and 5.3, can be generalized to semilinear problems. Convergence results for BDF method were already shown for semilinear problems in [AL15] . For the analogous results for Runge-Kutta methods follow [LO95, Remark 1.1]. Problems fitting into this framework can be found in the references given in the introduction. The inhomogeneity f (t) in the evolving surface PDE (1) can be replaced by f (t, u) satisfying a local Lipschitz condition (similar to (4)): for every δ > 0 there exists L = L(δ, r) such that
holds for arbitrary w 1 , w 2 ∈ V (t) with w 1 V (t) , w 2 V (t) ≤ r, uniformly in t. Such a condition can be satisfied by using the same S set as for quasilinear problems.
To be precise: In this case the bilinear form a(., .) is not depending on ξ, it is as in [DE13b] . Section 3 would reduce to recall results mainly from [DE07a, DE13b] . The stability estimates for the Runge-Kutta and BDF methods are needed to be revised in a straightforward way, cf. [LO95] and [AL15] , respectively. The generalized Ritz map is the one appeared in [LM15, Man13] together with its error bounds. The regularity result of the Ritz map still needed from Section 3.7.
Deteriorating constants
In view of the cited papers, especially [LO95, Remark 1.1], Theorem 5.2 and 5.3 have an extension to the situation where the constants m and M, in (2) and (3) are depending on u , and allowed to deteriorate as u tends to infinity. Using energy estimates deteriorating constants can be handled for nonlinear problems. Then the constant C in Theorem 5.2 and 5.3 depends also on sup t∈[0,T ] u(t) . For instance the incompressible Navier-Stokes equation are fitting into this framework.
Numerical experiments
We present a numerical experiment for an evolving surface quasilinear parabolic problem discretized by evolving surface finite elements coupled with the backward Euler method as a time integrator. The fully discrete methods were implemented in DUNE-FEM [DKNO10] , while the initial triangulations were generated using DistMesh [PS04] .
The evolving surface is given by Γ(t) = x ∈ R 3 a(t) Let (T k (t)) k=1,2,...,n and (τ k ) k=1,2,...,n be a series of triangulations and timesteps, respectively, such that 2h k ≈ h k−1 and 4τ k = τ k−1 , with τ 1 = 0.1. By e k we denote the error corresponding to the mesh T k (t) and stepsize τ k . Then the EOCs are given as EOC k = ln(e k /e k−1 ) ln(2) , (k = 2, 3, . . . , n).
In Table 1 we report on the EOCs, for the ESFEM coupled with backward Euler method, corresponding to the norms We note that, for this example, no significant difference appeared between the fully implicit and linearly implicit BDF methods.
such that ϕ n U n (0) ⊂ R m is bounded and a finite family of compact sets V n (0) k n=1
with V n (0) ⊂ U n (0), and k n=1 V n (0) = Γ(0). Using the properties of the diffeomorphic parametrization the new collections, V n (t) := Φ t V n (0) , U n (t) := Φ t U n (0) , ϕ n (t) := ϕ n (0) • Φ −1 t , still have the same properties. Now consider the following standard formulae of Riemannian geometry [Eck04] :
