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Using linear response theory within the random phase approximation, we investigate the propa-
gation of sound in a uniform two dimensional (2D) Bose gas in the collisionless regime. We show
that the sudden removal of a static density perturbation produces a damped oscillatory behavior
revealing that sound can propagate also in the absence of collisions, due to mean-field interaction
effects. We provide explicit results for the sound velocity and damping as a function of temperature,
pointing out the crucial role played by Landau damping. We support our predictions by performing
numerical simulations with the stochastic (projected) Gross-Pitaevskii equation. The results are
consistent with the recent experimental observation of sound in a weakly interacting 2D Bose gas
both below and above the superfluid Berezinskii-Kosterlitz-Thouless transition.
In classical hydrodynamics, sound is a density wave
that propagates due to collisions between particles. In
superfluids, the situation is more complex. If collisions
are strong enough to ensure local thermalization, Lan-
dau’s two-fluid hydrodynamics predicts the existence of
two sounds, first and second sound [1–7], the latter be-
ing very sensitive to the value of the superfluid density.
If temperature is low enough (T ≪ Tc), density waves
propagate due to coherence and interaction and, in a
weakly interacting Bose gas, they take the form of Bo-
goliubov sound [8]. Density waves have been observed in
harmonically trapped 3D Bose gases at T ∼ 0 [9] and at
finite temperature [10]. Very recently, measurements of
sound propagation have become available also in a uni-
form 2D Bose gas [11]. Such a system is of particular
interest since, in two dimensions, the velocity of second
sound is predicted to vanish with a finite jump at the
Berezinskii-Kosterlitz-Thouless (BKT) phase transition
[12]. In fact, while in three dimensions the superfluid
density of a dilute Bose gas can be directly related to the
condensate fraction [8, 13], in two dimensions it remains
finite even if Bose-Einstein condensation is ruled out by
the Hohenberg-Mermin-Wagner theorem [14, 15]. The
BKT phase transition is of infinite order [16–18] and does
not show any discontinuity in the thermodynamic quan-
tities [19], but the superfluid density exhibits a universal
jump, with a consequent discontinuity of the speed of
second sound [12]. However, the experiment of Ref. [11]
does not reveal the occurrence of any jump in the sound
velocity, whose value is found to remain finite above Tc
and significantly smaller than the one expected for the
first (adiabatic) sound.
The key issue for understanding these observations is
the role of collisions, which would be essential for the
application of two-fluid hydrodynamics. In the quasi-2D
regime of Ref. [11], where the frequency of the transverse
harmonic confinement is such that ~ωz ≫ kBT , the colli-
sional rate is given by Γcoll = ~ng˜2/m [20], where n is the
2D density, g˜ = mg2D/~
2 =
√
8πa/ℓz is the dimension-
less coupling constant, as is the s-wave scattering length,
and lz =
√
~/mωz. In Ref. [11], the collisional rate is
of the same order of the frequency of the excited mode,
determined by the box length, and this clearly suggests
that collisions are not efficient enough to ensure the col-
lisional hydrodynamic regime. Hence one needs a theory
that can describe density waves in the absence of colli-
sions and, above Tc, even in the absence of superfluidity.
An appropriate starting point consists of combining
the Boltzmann transport equation with linear response
theory. In fact, from a self-consistent formulation of
the Boltzmann equation in the absence of the collisional
term, one can derive the random phase approximation
(RPA) expression [5, 21]
χ(k, ω) =
χ0(k, ω)
1 + g2Dχ0(k, ω)
, (1)
for the dynamic response function per particle of a
2D Bose gas, where χ0(k, ω) is the response function
of a noninteracting Bose gas. At low temperature,
RPA is known to be equivalent to Bogoliubov the-
ory. In particular, at T → 0, one has χ0(k, ω) ∼
(−n~2k2/m)/ [(~ω)2 − (~2k2/2m)2], and the poles of
χ(k, ω) coincide with the Bogoliubov dispersion relation
~ω =
√
~2k2g2Dn/m+ (~2k2/2m)2. In the same regime,
the formalism is well suited to investigate the thermody-
namic functions at equilibrium. At finite temperature,
Eq. (1) accounts for Landau damping and for the role
of interactions at the mean-field level. It is worth men-
tioning that, in three dimensions and at temperatures
higher than Tc, the value of the coupling constant should
be multiplied by 2 as a result of exchange effects (see
Sect.13.2 in Ref. [8]); however, in a weakly interacting
2D Bose gas, these effects are expected to remain small
even at T & Tc because density fluctuations tend to be
suppressed by the persistence of a degenerate quasicon-
densate, provided T remains smaller than the degeneracy
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FIG. 1: Dimensionless isothermal compressibility as a func-
tion of temperature for g2D = 0.1~
2/m. The blue solid line
and the red squares correspond to κT calculated with the RPA
expression (3) and with SGPE, respectively. The error bars of
the SGPE data represent the statistical uncertainty of the av-
erage over different noise realizations. The black dots are the
results obtained from the universal relations of Refs. [22, 23].
temperature T ∗ = 2π~2n2D/(mkB) [21–24] and, conse-
quently, we do not include the factor 2 in our analysis.
Even though RPA ignores quantum fluctuations associ-
ated with the critical region near Tc, it can nevertheless
serve as a first description of the dynamic behavior of the
gas in the absence of collisions.
In the long wavelength (small k) limit the response
function χ0(k, ω) of the ideal Bose gas takes the simplified
form
χ0(k, ω) =
∫
d2p
(2π~)2
∂f0
∂px
1
ω/k − px/m+ iδ , (2)
with δ → 0+, where f0(p) = [e(p2/(2m)−µIBG)/(kBT )−1]−1
is the Bose distribution function of the 2D ideal Bose gas
and the chemical potential µIBG is fixed by the normal-
ization condition n = (2π~2)−2
∫
d2pf0(p). At small k,
the response function only depends on the dimension-
less velocity u = (ω/k)
√
m/(2kBT ). Expression (1)
satisfies the f -sum rule χ(k, ω → ∞) = −nk2/(mω2),
and the long wavelength limit of the static polarizability
χ(k → 0, ω = 0) = n2κT [25] (compressibility sum rule)
leads to the following result for the isothermal compress-
ibility of the gas:
κT =
m
2π~2n2
1[
e−µIBG/(kBT ) − 1]+ g2Dm/(2π~2) . (3)
The isothermal compressibility κT is expected to play
an important role in characterizing the dynamic behav-
ior of the gas in the collisionless regime, differently from
the adiabatic compressibility κS which instead describes
the propagation of sound in the collisional regime. In
particular, using these two quantities one can define the
isothermal sound velocity cT =
√
1/(mnκT ) and the adi-
abatic sound velocity cS =
√
1/(mnκS). It is thus useful
to check the quality of the RPA prediction for κT by com-
paring it with other many-body approaches. In Fig. 1 we
show the prediction of Eq. (3) (solid line), together with
the theoretical results obtained from the universal rela-
tions of Refs. [22, 23, 26] (black circles). For the value
g2D = 0.1~
2/m used in the figure, the critical tempera-
ture, defined as in Ref. [22], is Tc = 0.12T
∗. The RPA
curve is in qualitative agreement with the universal rela-
tions, but underestimates the maximum near the critical
temperature, where quantum fluctuations, neglected in
RPA, have significant effects.
We also calculate κT from the equilibrium solutions
of a stochastic (projected) Gross-Pitaevskii equation
(SGPE). In this approach, all states of the system lying
below a certain energy cutoff are described by a classi-
cal function Ψ [27, 28] obeying a Gross-Pitaevskii equa-
tion where dissipation and stochastic fluctuations are in-
cluded. The energy cutoff is chosen in such a way that
the mean occupation number of states below the cutoff is
larger than 1. The equilibrium at a given T is ensured by
coupling Ψ with the incoherent (sparsely occupied) states
above the cutoff, acting as a thermal bath. Given the
stochastic nature of the model, the physical observables
are obtained by averaging over many noise realizations.
Using this theory, we calculate the equation of state for
equilibrium configurations of a 2D Bose gas at differ-
ent temperatures and we use it to extract the isothermal
compressibility [21]. As shown in Fig. 1, though SGPE
includes fluctuations within an approximate scheme, it
reproduces the peak of κT near Tc in quantitative agree-
ment with the universal relations of Refs. [22, 23].
In order to calculate the speed and damping of den-
sity waves from the RPA expression (1), inspired by the
experimental procedure, we first consider the gas at equi-
librium in the presence of a weak, spatially periodic, sta-
tionary potential, producing a sinusoidal density modu-
lation with a given wave vector k. Then, if the external
potential is suddenly removed, the density starts oscillat-
ing with a time dependent amplitude given by [29, 30]
F(t) = 1
πn2κT
∫
∞
−∞
dω
χ′′(k, ω)
ω
eiωt , (4)
where the signal is normalized to its t = 0 initial value,
fixed by the isothermal compressibility. If the ratio
χ′′(k, ω)/ω exhibits a narrow peak, as happens at low
temperature, then the oscillation will persist for a long
time; if instead the same function is broad, then the os-
cillation is strongly damped. Hence the function F(t)
provides direct information on the velocity of sound and
on its damping. In the upper panel of Fig. 2 we show a
typical profile of the function χ′′(k, ω)/ω calculated from
Eq. (1) with g2D = 0.16~
2/m at T = 1.2Tc. The figure
reveals the occurrence of a peak at ω 6= 0, which is at the
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FIG. 2: Upper panel: Imaginary part of the inverse frequency
weighted response function, χ′′(u)/u, calculated in the RPA
at T = 0.15T ∗ = 1.2Tc, with g2D = 0.16~
2/m, as a function
of the dimensionless frequency u = (ω/k)
√
m/(2kBT ). Lower
panel: Fourier transform (4), as a function of the dimension-
less time t˜ = kt
√
2kBT/m. The blue solid and green dashed
lines correspond to the interacting and ideal gas, respectively.
The red dotted line is the fit based on Eq. (5).
origin of a damped oscillatory behavior in the Fourier
transform F(t), shown in the lower panel. By using
FDHO(t) = e−Γt/2
(
cos(ω˜t) +
Γ
2ω˜
sin(ω˜t)
)
, (5)
as a fitting function [31] we can estimate the velocity of
sound, c = ω˜/k, and its damping rate Γ [32]. The result-
ing velocity c is shown in Fig. 3 (solid line) as a function
of T , in units of the zero temperature Bogoliubov sound
velocity c0 =
√
g2Dn/m; the curve is close to the predic-
tion for the isothermal sound velocity cT determined by
the isothermal compressibility (dashed line). The adia-
batic sound velocity cS , which describes the propagation
of sound in the collisional regime, is not shown in the
figure and lies well above cT (cS/cT ∼ 2 near Tc). It is
worth noticing on passing that the oscillatory behavior
of the function F(t) is caused by the interaction term in
the denominator of χ(k, ω). In fact, in the ideal Bose
gas (g2D = 0), the function χ
′′(k, ω)/ω has a peak at
ω = 0 and its Fourier transform (4) is a monotonically
decreasing function (dashed line in Fig. 2).
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FIG. 3: Sound velocity in units of c0 =
√
g2Dn/m for
g2D = 0.1~
2/m. The blue solid line is the sound velocity
c = ω˜/k extracted from the Fourier transform Eq. (4) of χ′′/ω
calculated in RPA, while the blue dashed line is the isother-
mal sound velocity cT =
√
1/(mnκT ), within the same the-
ory. Filled and empty squares represent the sound speed ex-
tracted from real time simulations and the isothermal sound
velocity, respectively, both obtained with SGPE. The error
bars arise from statistical fluctuations; below Tc they are of
the same order of the marker size.
The propagation of density waves at finite temperature
can also be numerically simulated with SGPE. To this
purpose, consistent with the RPA calculations, we sud-
denly remove an external static sinusoidal perturbation
and let the gas evolve in time. Simulations are performed
in a rectangular box with periodic boundary conditions.
The wave vector of the excited mode is fixed by the box
size by k = 2πnx/Lx, and we typically use Lx = 40 and
nx = 1, 2, 3. The initial state is an equilibrium configura-
tion prepared with SGPE at a given T and then the real
time evolution is performed with a (projected) GPE for
the classical field only, by removing the coupling with the
incoherent states above the cutoff [28, 33, 34], and aver-
aging over many realizations. We then extract the values
of c and Γ by using expression (5) as a fitting function
for the amplitude of the observed density oscillations.
The same speed c is found, within the statistical uncer-
tainties, from a linear fit to the mode frequency ω˜(k)
obtained in simulations with different nx. The results
are shown in Fig. 3 as solid red squares, while the open
squares represent the isothermal sound velocity cT , with
κT taken from equilibrium solutions of SGPE. The figure
shows that both RPA and SGPE predict a sound velocity
which remains roughly constant near Tc and reasonably
close to the isothermal velocity cT ; the discrepancy be-
tween cT calculated with RPA (dashed line) and SGPE
(empty squares) is consistent with the difference between
the corresponding values of κT in Fig. 1.
In Fig. 4 we compare our results with the experimen-
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FIG. 4: Upper panel shows the sound velocity calculated
for g2D = 0.16~
2/m. Black circles: experimental data of
Ref. [11]; blue solid line: RPA; red squares: SGPE; green
dashed line: second sound predicted by Landau’s two-fluids
hydrodynamics [12, 35]. Lower panel shows the quality factor
Q = 2ω˜/Γ. The blue solid line is Q evaluated from the Fourier
transform F in RPA; black circles are experimental data [11];
red squares are the results of SGPE simulations, obtained by
averaging over simulations done at different values of excited
frequency (see inset). The inset shows Q as a function of
frequency at different values of T from SGPE; from top to
bottom: T/Tc = 0.29, 0.52, 0.75, 1.02. The error bars of the
SGPE data in both panels represent the statistical deviations
due to different noise realizations.
tal observations of Ref. [11]. In the upper panel we show
the sound velocity calculated using RPA (solid line) and
SGPE (red squares), while black circles are the experi-
mental results. Theory and experiments reasonably agree
both below and above Tc. Below Tc, our predictions for
the velocity of the collisionless sound are close to the ones
for second sound based on Landau’s two-fluid hydrody-
namics (dashed green line). This is not surprising since,
for a weakly interacting Bose gas at temperatures larger
than g2Dn2D/kB, the velocity of second sound is well ap-
proximated by the expression
√
(ns/n)/(mnκT ) [12] and
differs from the isothermal velocity only by the multi-
plicative factor
√
ns/n, which is fixed by the superfluid
fraction and is∼ 0.7 near Tc. Conversely, neither our the-
oretical sound velocity nor the experimental one exhibit
the jump to zero at Tc, which would be predicted by two-
fluids hydrodynamics in the collisional regime [12, 35].
The lower panel shows the quality factor Q = 2ω˜/Γ.
By increasing the temperature, Q decreases as the damp-
ing rate becomes quickly large. Above Tc, damping be-
comes so strong that the oscillatory behavior is hardly
visible. Again, there is an overall good agreement be-
tween theory and experiments. In RPA, the behavior
of Q is the consequence of Landau damping, i.e., the
coupling between the collective sound oscillation and the
(thermally populated) single-particle excited states in-
cluded in the ideal Bose gas response (2) (see also Ref.
[36] for similar results). In SGPE, the same mechanism
is accounted for by the dynamical coupling between ex-
cited states described by the classical field below the cut-
off energy. This is confirmed by the independence of Q
on frequency, as shown in the inset of Fig. 4; in fact,
if damping were collisional, it would exhibit a quadratic
increase with ω and hence a pronounced frequency de-
pendence of the quality factor.
In conclusion, our theoretical predictions, based on the
random phase approximation and on the stochastic (pro-
jected) Gross-Pitaesvkii equation, strongly support the
interpretation of the recent experimental results of [11]
in terms of the propagation of sound in the collisionless
regime. The signatures of this sound have been explored
by looking at the time evolution of the system after the
sudden removal of a spatially periodic perturbation. Our
work reveals that collisionless sound can propagate both
below and above the BKT transition, as a consequence
of the interaction between particles.
An issue that remains to be explored concerns the de-
velopment of a theory for second sound which includes
superfluid effects also in a collisionless regime (see, for
example, [3]). Another important issue is the crossover
between collisionless and collisional regimes which may
be relevant for more strongly interacting 2D Bose gases,
or in larger boxes. An increase of the collisional rate by
a factor of 10 is likely within the present experimental
reach [37]. By moving towards the collisional regime,
one expects to observe a decrease of damping accom-
panied by an increase of the sound velocity above Tc,
where it should approach the adiabatic sound velocity cS .
One also expects to observe the jump of second sound at
Tc and its conversion, above the transition, into a dif-
fusive mode, which would significantly contribute to the
isothermal compressibility sum rule [25]. These studies
would complement the investigation of sound propaga-
tion in strongly interacting Fermi gases [38, 39], where
collisional hydrodynamics is expected to dominate.
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SUPPLEMENTAL MATERIAL
This Supplemental Material is meant to provide some
additional information about the theory presented in
the paper, in the form of a brief summary of known
facts about the Random Phase Approximation and the
Stochastic Gross-Pitaevskii equations, and technical de-
tails about the calculations.
S1. MEAN-FIELD APPROXIMATION
Equation (1) of the main paper gives the dynamic re-
sponse function of the 2D Bose gas in the Random Phase
Approximation (RPA). It is consistent with the mean-
field expression
P =
1
2
g2Dn
2 +
∫
d2p
(2π~)2
p2
2m
f0(p), (S1)
for the pressure of the interacting 2D Bose gas, where
f0(p) = {exp[(p2/2m − µIBG)/kBT ] − 1}−1 is the sin-
gle particle distribution function and µIBG is the chem-
ical potential fixed by the normalization condition n =
(2π~)−2
∫
d2pf0(p). Starting from the above expression,
one can derive the thermodynamic functions of the gas.
In particular, one obtains the isothermal compressibility
κT given in Eq. (3) of the main paper by calculating the
derivative nκT = (∂P/∂n)
−1 at fixed T .
The interaction term g2Dn
2/2 entering the expression
for P differs by the factor 1/2 from the corresponding
term predicted by Hartree-Fock theory in 3D above the
BEC critical temperature [8]. In 3D, the exchange term
in the thermal component is responsible for doubling the
value of the density fluctuations with respect to the T = 0
case, yielding an extra factor 2 in the interaction energy.
Conversely, in 2D, density fluctuations are significantly
reduced also above the Berezinskii-Kosterlitz-Thouless
transition due to the persistence of a quasi-condensation
regime [22, 23]. Using a suitable definition of conden-
sate order parameter within SGPE, we numerically veri-
fied that the gas remains in a quasi-condensate regime in
the temperature range relevant to our work, including T
above Tc, but still smaller than the quantum degeneracy
temperature T ∗ = 2π~2n2D/(mkB), in agreement with
previous predictions based on similar classical field meth-
ods [24]. In this range, density fluctuations are strongly
suppressed and we are justified to use the T = 0 expres-
sion for the interaction energy in P .
The formalism can be easily generalized to include the
long wavelength variations of the distribution function
induced by an external potential U (r, t) = U0 exp(ikx−
iωt). The kinetic equation for the (space and time de-
pendent) distribution function f(r,p, t) takes the form
of the Boltzmann transport equation without collisional
term. In the limit of small perturbations, one gets [40]:
i (kvx − ω) δf − ∂f0
∂px
g2Dik
∫
d2p
(2π~)
2 δf −
∂f0
∂px
ikU0 = 0 ,
(S2)
where f(p, r, t) = f0(p) + δf(p) exp[i(kx − ωt)], and
f0(p) is the equilibrium distribution. From this equation,
one can directly calculate the density response function
χ(k, ω) defined by the relation [8, 41]
δn =
∫
d2p
(2π~)2
δf = −U0χ(k, ω), (S3)
from which one finally derives the RPA expression used
in the paper,
χ(k, ω) =
χ0(k, ω)
1 + g2Dχ0(k, ω)
. (S4)
The knowledge of the RPA response function (S4) per-
mits to identify the poles in the complex plane, allowing
for the determination of the real and imaginary parts of
the eigenfrequencies. At temperatures satisfying the con-
ditions T ≪ T ∗ and (ω/k)2 ≪ kBT/m, one can use the
expansion f0(E) ≃ kBT/E and calculate χ0 analytically.
This yields the following equation for the poles:
1+ g˜
{
1
2πu2
[
1− ln(2u) + 1
2
ln η
]
+
i
4
u
(u2 + η)3/2
}
= 0,
(S5)
with u = (ω/k)
√
m/(2kBT ) and η = −µIBG/kBT . The
explicit solution of Eq. (S5) confirms the results dis-
cussed in the main text for the real and imaginary parts
of the collective frequencies.
S2. STOCHASTIC GROSS-PITAEVSKII
EQUATION
In numerical simulations, we treat the system by means
of the stochastic (projected) Gross-Pitaevskii equation
(SGPE) [27, 28]
i~
∂Ψ
∂t
= Pˆ
{
(1− iγ)
[
−~
2∇2
2m
+ U + g|Ψ|2 − µ
]
Ψ+ η
}
(S6)
where Ψ(r, t) is a classical field, U(r) is the external po-
tential, g is the coupling constant of the mean-field in-
teraction, µ is the chemical potential, γ is a parameter
fixing the strength of dissipation, and η(r, t) is a stochas-
tic term with white noise correlation
〈η∗(r, t)η(r′, t′)〉 = 2γ~kBT δ(t− t′)δ(r − r′) . (S7)
Differently from the case the usual Gross-Pitaevskii equa-
tion at T = 0, where Ψ is the macroscopic wave function
6representing the condensate, the complex function Ψ in
SGPE does not only represent the condensate, but it also
contains a finite number of excited states above it, up to
an energy cutoff. In our calculations, the cutoff is typi-
cally fixed at the value µ + kBT ln 2, which corresponds
to a mean occupation number of order 1. The function
Ψ is coupled via γ and η to the reservoir of classical
thermal atoms, corresponding to the sparsely occupied
high-energy states above the cutoff. The value of γ is
usually fixed to reproduce typical experimental growth
rates (i.e., the rate at which the spontaneous accumu-
lation of atoms in the low-lying modes occurs until the
equilibrium is reached). The projector Pˆ ensures that
only states below the cutoff are included in the classical
field during the system evolution.
In our paper, we have considered a gas tightly confined
in the transverse direction, so that the SGPE is solved in
2D with an effective coupling constant g2D, defined in the
same way as in the RPA theory above. The parameters
in the simulations are those of a gas of 87Rb atoms. For
the size of the computational box we used Lx × Ly =
(50×50)µm for the data in Fig. 1 and (40×30)µm for the
data in Figs. 3 and 4. The number of atoms is typically
around 30000.
Equilibrium configurations have been obtained by
evolving the system from pure noise both for a uniform
gas (U = 0) and with a sinusoidal external potential
U(r) = U0 sin(kx), with an integer number of wave-
lengths in the box, and using periodic boundary con-
ditions in both cases. The uniform configurations are
used to calculate the equation of state (including atoms
both below and above cutoff) and the isothermal com-
pressibility. The latter is obtained by first evaluating the
phase space density nλ2dB, where λdB = h/
√
2πmkBT
is the thermal de Broglie wavelength, and then taking
its derivative with respect to the variable µ/T . Since
points at different T are subject to statistical fluctuations
and the derivative is calculated with the finite difference
method, the resulting values of κT in Fig. 1 of the paper
are slightly scattered, especially above Tc.
The configurations with the initial external potential
are instead used to produce collective modes. We sud-
denly remove the external potential and, at the same
time we remove the terms in γ and η from the SGPE,
so that the system evolves in time obeying a projected
Gross-Pitaevskii equation for the classical field, stochas-
tically generated at t = 0 [28, 33, 34]. From the evolu-
tion we extract the speed of sound and the damping rate
as explained in the paper. We have checked that, for
U0 ∼ 0.1µ or smaller, the response to the initial pertur-
bation is linear and thus the results become independent
of U0. Sound speed and damping rates are calculated
for two values of the coupling constant: g2D = 0.1 and
0.16~2/m.
Simulations are run on Newcastle University’s High-
Performance-Computing cluster, Topsy, with the soft-
ware package XMDS2 [42]. The overall CPU time is
approximately 30000 hours, with an average of about 20
nodes working in parallel.
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