選択的不感化ニューラルネットを用いた 連続状態行動空間における強化学習 by 小林 高彰
選択的不感化ニューラルネットを用いた 連続状態
行動空間における強化学習
著者 小林 高彰
発行年 2015
学位授与大学  筑波大学 (University of Tsukuba) 
学位授与年度 2014
報告番号 12102甲第7293号
URL http://hdl.handle.net/2241/00129460
選択的不感化ニューラルネットを用いた
連続状態行動空間における強化学習
小林　高彰
システム情報工学研究科
筑波大学
2015年　3月
目 次
第 1章 序論 1
1.1 はじめに : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 研究の背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2
1.2.1 強化学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2
1.2.2 Q学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
1.2.3 連続な状態行動空間におけるQ学習 : : : : : : : : : : : : 6
1.2.4 選択的不感化ニューラルネットによる関数近似 : : : : : : 9
1.3 本論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
第 2章 SDNNを用いた連続状態行動空間における価値関数近似 12
2.1 SDNNによる関数近似 : : : : : : : : : : : : : : : : : : : : : : : : 13
2.1.1 パターンコーディングと選択的不感化 : : : : : : : : : : : 13
2.1.2 SDNNによる関数近似器の構成 : : : : : : : : : : : : : : : 14
2.2 提案する関数近似器の構成 : : : : : : : : : : : : : : : : : : : : : : 17
2.3 モデルの学習則 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 20
2.4 行動次元における汎化と計算コスト : : : : : : : : : : : : : : : : : 21
第 3章 離散行動と連続行動の比較 23
3.1 問題設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
3.2 数値実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
3.2.1 学習課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
3.2.2 方法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 26
3.2.3 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 28
3.3 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
i
第 4章 冗長な状態変数を含む環境での学習 36
4.1 問題設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 36
4.2 数値実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 37
4.2.1 学習課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 37
4.2.2 方法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 37
4.2.3 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 39
4.3 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 40
第 5章 制御周期を短くできない環境での学習 43
5.1 問題設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 43
5.2 数値実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
5.2.1 学習課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
5.2.2 方法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
5.2.3 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 45
5.3 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 46
第 6章 考察 49
6.1 提案手法の特徴 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 49
6.2 既存手法との比較 : : : : : : : : : : : : : : : : : : : : : : : : : : : 51
第 7章 結論 54
7.1 本研究のまとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : 54
7.2 今後の課題と展望 : : : : : : : : : : : : : : : : : : : : : : : : : : : 55
謝辞 57
参考文献 58
著者論文 63
ii
図 目 次
1.1 強化学習における信号の流れ : : : : : : : : : : : : : : : : : : : : 2
1.2 連続状態行動空間におけるQ学習で必要となる性質 (I)（Gaskett et
al. [15]より改変） : : : : : : : : : : : : : : : : : : : : : : : : : : 6
1.3 連続状態行動空間におけるQ学習で必要となる性質 (II) : : : : : : 7
2.1 SDNNを用いた l変数関数近似器の構成 : : : : : : : : : : : : : : 15
2.2 SDNN-Cの構造 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 19
3.1 アクロボット : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 24
3.2 各関数近似器の学習過程 : : : : : : : : : : : : : : : : : : : : : : : 30
3.3 学習した行動と状態遷移（SDNN-C） : : : : : : : : : : : : : : : : 32
3.4 学習した行動と状態遷移（RBFN） : : : : : : : : : : : : : : : : : 33
3.5 学習した行動と状態遷移（SDNN-D） : : : : : : : : : : : : : : : : 34
4.1 強化学習 1ステップの計算にかかった平均時間 : : : : : : : : : : : 39
4.2 各実験条件における学習過程 : : : : : : : : : : : : : : : : : : : : 41
5.1 各関数近似器の学習過程 : : : : : : : : : : : : : : : : : : : : : : : 45
5.2 学習した行動と状態遷移（SDNN-C） : : : : : : : : : : : : : : : : 47
iii
第1章
序論
1.1 はじめに
今日，我々の身の回りには単純なものから複雑なものまで，さまざまな工学的
システムが満ちあふれている．特に近年では，ペットロボットやロボット掃除機
のように，複雑で目的も多様なシステムが増えており，これらの制御系をいかに
設計し調整していくかは重要な問題である．
従来のように，使用環境や目的があらかじめ分かっているシステムであれば，設
計者が制御系の設計・調整を行うことができるが，使用環境や目的があらかじめ
想定できないシステムにおいては，人間が制御系を作りこむことには限界がある．
ロボット掃除機を例に取れば，部屋の広さや家具の配置，段差の有無，人がどの
くらいの頻度で出歩くのかといった環境の多様さが制御系の設計・調整を困難に
する．
一方で，我々人間をはじめとする動物は，膨大な情報にあふれる現実世界にお
いて，経験したことのない状況であってもほぼ常に適切な行動を取ることができ
る．これは，あらかじめ決められた通りに振る舞うのではなく，経験や学習を通
じて得た知識を基に，柔軟に環境に適応しているからだと考えられる．
このように，システムが複雑化・多目的化するなかで，システム自体が自律的
かつ適応的に制御則を学習していくような手法が，今後ますます重要になってく
ると考えられるのである．
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図 1.1: 強化学習における信号の流れ
1.2 研究の背景
1.2.1 強化学習
前述のような，自律的かつ適応的な制御手法の一つに強化学習 [1]がある．強化
学習は，ロボットなどの行動主体（エージェント）が環境との相互作用を繰り返
し，その中で得られる報酬を最大化するような行動を試行錯誤的に獲得する行動
学習の枠組みである．元々は動物の行動学習をモデル化したものであるが，制御
設計の手間を省けることなどから工学的にも有用だと考えられている．また，動
物が大量かつ多様な情報の存在する現実世界において行動を学習できることから，
実環境やモデル化の難しい複雑な環境下で，ロボットなどを制御する手法として
期待されている．
強化学習における処理の流れを図 1.1に示す．ある時刻 tにおいて，エージェン
トは環境の状態 stを観測し，なんらかの行動選択方策に基づいて行動 atを選択す
る．選択した行動 atに応じて，環境の状態が st+1に遷移するとともに，報酬 rt+1
がエージェントに与えられる．エージェントの目的は，得られる報酬の総量が最
大となるような方策を獲得することである．
強化学習にはさまざまな手法が存在するが，行動選択に用いられる 2つの関数：
方策（Actor）と価値関数（Critic）を修正するかによって，次の 3つの手法に大
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別することができる [2]．
Critic-onlyの手法
価値関数を修正することで，選択行動を改善していく手法であり，方策の
直接的な更新は行わない．そのため，方策には "-Greedy方策や Softmax方
策など，価値の大小関係にしたがって行動を選択するものが用いられる．代
表的なアルゴリズムとして，Q学習（方策オフ型TD学習） [3,4]や SARSA
（方策オン型TD学習） [5]などがある．
Critic-onlyの手法はアルゴリズムが単純であり，数理的な解析が容易で
あったことから，比較的早くから研究が進められてきた．しかし，行動が連
続な場合，価値関数の更新や行動選択に膨大な計算コストが必要になるとい
う問題がある（詳しくは 1.2.2で述べる）．
Actor-onlyの手法
方策を直接（価値関数を用いずに）更新して選択行動を改善する手法で，
一般的に勾配法によって方策パラメータの更新を行う．具体的なアルゴリズ
ムとしては，WilliamsのREINFORCE [6]や SRV [7]，確率的傾斜法 [8]な
どがある．
この手法には，方策に連続な確率分布（例えば正規分布）を用いることで，
連続な行動を簡単かつ比較的小さな計算コストで扱えるという利点がある．
しかし，方策の改善に用いる推定勾配方向の分散が大きいため，価値関数を
用いた手法と比べて，一般に学習が遅いことが知られている [2, 9]．
Actor-Critic手法
前述の 2つの手法を組み合わせたもので，方策の更新に価値関数の値を利
用する方法である（価値関数の更新は，Critic-onlyの手法と同様に行う）．こ
の手法に関する最初期の研究は，Willen [10]によってなされ，その後Barto
ら [11]によって進められた．その後も，方策勾配に自然勾配法を用いるNat-
ural Actor-Critic(NAC) [12]や木村の手法 [13]，NACを方策オフ型に拡張
した o-NAC [14]など様々なアルゴリズムが提案されている．これらのアル
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ゴリズムの多くは，Suttonら [9]が証明した方策勾配および局所解への収束
性についての定理に基づいている．
Actor-Critic手法の利点は，まずActor-onlyの手法と同様に連続行動を扱
いやすい点にある．加えて，方策の学習に価値関数を利用することで，推定
勾配方向の分散が Actor-onlyの手法よりも小さくなり，学習が速く進むこ
とが知られている．しかし，方策と価値関数の学習がお互いに影響しあう
ため，一般に方策の学習が価値関数の学習よりもゆっくりと進むようにパラ
メータを調整する必要がある．このため，Critic-onlyの手法と比べると学習
が遅くなる可能性があり，さらに調整すべきパラメータも多くなるという問
題がある．
これまで，実問題のように状態行動空間が連続な問題に強化学習を適用した例
では，多くの場合Actor-Critic手法が用いられてきた．しかし，これはCritic-only
の手法が Actor-Critic手法よりも劣るということではなく，Critic-onlyの手法に
おいて連続な行動を扱う現実的な手法がこれまでなかったことが原因だと考えら
れる．上述のように，Critic-onlyの手法はアルゴリズムが単純であり，Actorと
Criticが相互に影響しあうActor-Critic手法よりも学習が速い可能性がある．
実際にActor-Critic手法とCritic-onlyの手法を比較した例は少ないが，木村の研
究 [13]では，代表的なCritic-onlyの手法であるQ学習とActor-Critic手法（natural
gradient actor-critic）の比較を行っており，一部の実験条件ではQ学習の方が優
れた行動選択方策を学習することが示されている．
したがって，Critic-onlyの手法において，連続な行動を扱う現実的な手法を開
発することは，強化学習の適用範囲を広げることにつながると考えられる．Critic-
onlyの手法には，さまざまなアルゴリズムが存在するが，本研究では最も代表的
なアルゴリズムの一つであるQ学習を扱う（ただし，本研究で提案する手法はQ
学習以外のアルゴリズムにも容易に適用することができる）．
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1.2.2 Q学習
Q学習は強化学習アルゴリズムの一つで，エージェントは行動価値（ある状態
において，ある行動を選択することで，その後得られる総報酬の重み付き期待値．
以下ではQ値と呼ぶ）に基づいて行動を選択する．また，状態・行動からQ値へ
の写像（行動価値関数）を式 (1.1)にしたがって逐次的に更新することで選択行動
の改善を行う．
Q(st; at) (1  )Q(st; at) + 

rt+1 +  max
a02A(st+1)
Q(st+1; a
0)

(1.1)
ここで st，at，rt+1は，それぞれ時刻 tにおける環境の状態，選択した行動，およ
びその行動に対する報酬である．またA(s)は状態 sにおいて選択可能なすべて
の行動の集合， 2 [0; 1]は学習率， 2 [0; 1)は割引率と呼ばれるパラメータで
ある．
Q学習のアルゴリズムは，状態行動空間が離散的な場合（厳密には環境がエル
ゴード性を有する離散有限マルコフ決定過程である場合），全ての状態行動を十
分な回数経験すること，および学習率 に関する条件が満たされることで，確率
1で最適な行動価値関数に収束することが証明されている [4]．
しかし，Q学習を実空間など複雑な環境下での制御に応用するためには，解決
すべきいくつかの問題がある．まず，Q学習のアルゴリズムは，基本的に状態や
行動が離散的であることを前提としているのに対し，実空間における状態変数は
通常連続値をとり，行動も連続的な場合が多い．単に，制御目的を達成するのに
十分な程度まで状態および行動を細かく区切って離散化すると，状態・行動の数
が爆発する．そのため，多くのメモリが必要となるだけでなく，経験すべき状態・
行動の数が多いため学習にかかる時間が非常に長くなってしまう．かといって，粗
く離散化して状態・行動数の増加を抑えると高精度の制御はできない．したがっ
て，連続な状態行動空間にQ学習を適用する際には，経験したデータから未経験
の状態・行動についてのQ値を近似すること，つまり行動価値関数の近似が必要
になると考えられる．
また，式 (1.1)からわかるように，Q値を 1回更新するためには，次状態 st+1に
おいて選択可能なすべての行動についてQ値を求める必要がある．一般的な価値
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状態行動に対する汎化： ある状態・行動についての経験から，似た状
態・行動に対して汎化（Q値の近似）が生じ
ること．
行動選択： 行動選択が容易であること．特に，Q値が最
大である行動を少ない計算コストで求められ
ること．
状態・行動評価： 各状態における Q値の計算が容易であるこ
と．また，更新式 (1.1)中で用いられる，そ
の状態における最大のQ値が容易に求められ
ること．
モデルフリー： 環境のモデルや価値関数の形状といった事前
知識を必要としないこと．
図 1.2: 連続状態行動空間におけるQ学習で必要となる性質 (I)
（Gaskett et al. [15]より改変）
関数近似器では行動ごとにQ値を計算し直すことになるので，計算コストは行動
数 jA(st+1)jの線形オーダーになる．また，行動を選択する場合にも，現在の状態
stにおいて選択可能なすべての行動についてのQ値を用いるので，計算コストは
行動数 jA(st)jの線形オーダーになる．一般に，関数近似器の計算コストはテーブ
ル参照などと比べて非常に大きいため，計算コストが行動数の線形オーダーにな
るという性質は，行動が連続な課題にQ学習を用いるうえで大きな制約となる．
1.2.3 連続な状態行動空間におけるQ学習
前述の問題を踏まえ，Gaskettら [15]は，連続な状態行動空間におけるQ学習
を実現する上で，必要となる 8つの性質を指摘した．図 1.2は，その中で特に重
要と考えられる性質を整理したものである．
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関数表現能力： 高い関数表現能力を持つこと．また，連
続関数だけでなく不連続な関数も表現
できることが望ましい．
冗長入力に対するロバスト性： 冗長な状態変数を含む環境でも，学習
性能が大きく悪化しないこと．
高次元空間での計算コスト： 高次元空間における計算コスト（次元
数に対する計算コストのオーダー）が
小さいこと．
オンライン学習： オンライン学習が可能な手法であるこ
と．
図 1.3: 連続状態行動空間におけるQ学習で必要となる性質 (II)
状態行動に対する汎化は，状態・行動数の増加による学習効率の悪化を抑える
ために必要な性質であり，関数近似の定義そのものである．また，行動選択と状
態・行動評価は，どちらも行動数の増加による計算コストの増加を抑えるために
必要な性質である．
一方でモデルフリーであることは，連続状態行動空間におけるQ学習を実現す
る上で必須の性質とはいえない．しかし，環境のモデル等が未知の問題であっても
適切な制御を実現できることは強化学習の利点の一つであるから，モデルフリー
であることは実用上，重要な性質である．
これらの性質に加え，筆者は図 1.3に示す性質も重要であると考える．
Critic-onlyの手法では，価値関数の近似精度が行動選択の精度に直結する．一
方で，近似しようとする価値関数の形状・特徴は事前には分からないので，でき
るだけ高い関数表現能力をもつ手法が望ましい．また，強化学習問題では報酬や
状態遷移がしばしば不連続性を有する．そのため，そこから導かれる価値関数も
不連続な境界を含むと考えられる（例えば，10ステップ後に報酬が得られるゴー
ル状態に到達できる状態 sと，値は sに非常に近いが，ゴール状態まで 100ステッ
プかかるような状態 s0とでは，対応するQ値は大きく異る）．したがって，関数
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近似器は不連続な関数も表現できることが望ましい．
前述のモデルフリーであることに関連するが，一般に制御に必要かつ十分な状
態変数は未知である．そのため，状態空間はある程度冗長に設計せざるを得ない．
このことは状態空間のさらなる高次元化をまねくが，冗長な変数に関して強力な
汎化が生じるような手法であれば，高次元化にともなう学習効率の低下を抑える
ことが期待できる．したがって，冗長入力に対するロバスト性を持つ手法が望ま
しい．同様の理由から，高次元空間での計算コストの増加が小さい（オーダーが
小さい）ことも重要である．
また，Q学習を始めとするTD学習では，毎ステップ価値関数を更新するため，
常に最新の価値関数の推定値が必要となる．したがって，関数近似器はオンライ
ン学習が可能でなければならない．
しかし，強化学習や機械学習の分野で一般的に用いられる関数近似手法の中で，
図 1.2，1.3に示した性質をすべて満たすものはこれまでになかった．以下では，
代表的な関数近似手法について，その問題点を述べる（これ以外の個別の手法に
ついては 6.2節において検討する）．
まず，行動価値関数がどのような形をしているか事前にはわからないので，あ
らかじめ設計した基底関数の線形和によって近似する手法 [16,17]や，カーネル関
数を用いる手法 [18]など，事前知識が必要な近似手法を一般的な対象に対して適
用することは困難である．
理論上，任意の連続関数を任意精度で近似可能な関数近似器として多層パーセ
プトロン（multilayer perceptron, MLP）がある [19,20]が，中間層の素子数が少
なすぎると表現力が不足し，多いと過剰適合が生じやすいなど，パラメータ依存
性が強いため，使いこなすのが難しい [21]．また，新たなサンプルのみを追加学
習すると，既学習の入出力関係全体が壊れてしまうカタストロフィック干渉 [22]
という現象があるため，近似した値を使って次々とQ値を更新する場合には，古
いサンプルを保存しておいて適宜再学習するといった対策が必要である．
同様の万能性をもち，Q学習によく用いられるのが，タイルコーディング [1]や
放射状基底関数ネットワーク（radial basis function network，以下RBFN） [1,23]
といった局所的近似手法である．しかし，これらの手法は，局所領域が大きすぎ
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ると十分な精度で近似することができず，逆に局所領域を小さくすると，汎化能
力が低下する上に，必要なメモリや計算量が（特に状態行動空間が高次元の場合
に）増大してしまう．そのため，しばしば現実的な計算コストではうまく近似が
できず，できるとしても局所領域の設定（タイルや基底関数の配置）に熟練や事
前知識が必要な場合が多い．
1.2.4 選択的不感化ニューラルネットによる関数近似
このように，既存の関数近似手法には問題点や制約条件が多いため，使いやす
く，より幅広い問題に適用可能な手法が求められる．そのような関数近似手法と
して期待されるのが，選択的不感化ニューラルネット（selective desensitization
neural network，以下 SDNN）である [24]．
SDNNは，層状ニューラルネットの一種である並列パーセプトロン [25]の入力
にパターンコーディングと選択的不感化を導入したものである．これまでの研究
から，SDNNは関数近似器として高い表現能力と汎化能力を兼ね備え，冗長変数
にも高いロバスト性をもつなど，連続状態行動空間におけるQ学習に適した数々
の性質（詳細は 6.1を参照）を持つことが示されている [24, 26,27]
新保ら [28]は，SDNNを用いて行動価値関数を行動ごとに近似する方法（詳細
は 2.1を参照）を提案し，アクロボットの振り上げ課題を対象として，4次元の連
続状態空間におけるQ学習の数値実験を行った．しかしながら，新保らの手法は，
行動が離散的であることを前提としており，行動ごとに別々の近似器（SDNN）を
用意する必要がある．そのため行動次元が連続な場合，計算コストが大きく増加
する．また，行動に関する汎化が起こらないため，学習効率も低下する．彼らの
実験では，行動の種類を 2つに限る代わりに制御周期を短くすることによって細
かな制御を実現しているが，実時間で制御する場合，計算に要する時間やセンサ
信号の遅れなどによっては制御周期をあまり短くできない場合がある．また，特
定のタイミングでしか出力を選択できない課題（ジャンプするなど）の場合，こ
の方法は無効である．
そこで本研究では，新保らが提案した SDNNによる価値関数近似器を改良し，
状態行動空間がともに連続な環境にQ学習を適用する実用的な価値関数近似手法
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を開発することを目的とする．
1.3 本論文の構成
本論文の第 2章以降の構成は以下のとおりである．
第 2章「SDNNを用いた連続状態行動空間における価値関数近似」では，まず，
SDNNを用いた一般的な関数近似について説明し，その後，本研究で提案する価
値関数近似器の構成と学習法について説明する．また，提案した関数近似器が行
動数の増加に伴う計算コストの増加や学習効率の低下を，どのようにして抑えて
いるのかについても合わせて説明する．
第 3章「離散行動と連続行動の比較」では，第 2章で提案した手法が，連続な状
態行動空間をもつ環境において，適切な行動選択を学習できるかについてシミュ
レーション実験により検証する．実験には，中間的な行動が重要となるようにゴー
ル条件を修正したアクロボットの振り上げ課題を用い，従来手法との比較を行う．
実問題では，どのセンサ入力が学習に重要であるかが分からない場合が多い．そ
のため，状態空間は冗長な変数を含み，結果として学習効率が低下する可能性が
ある．そこで，第 4章「冗長な状態変数を含む環境での学習」では，アクロボッ
トの振り上げ課題において学習には直接必要ではないが，意味のある値を状態変
数に追加した場合において，冗長入力に対する提案手法のロバスト性を検証する．
また，入力次元の増加に対する計算コストの増加についても，従来手法との比較
を行う．
細やかな制御を行うには，行動を連続化する以外に，制御周期を短くするとい
うアプローチも存在する．しかし，現実には制御対象や計算機などの制約から，制
御周期を十分に短くできないような状況も存在する．そこで，第 5章「制御周期
を短くできない環境での学習」では，行動選択が特定のタイミングでしか行えな
いという条件を加えた環境において，従来手法と比較を通して，提案手法の有効
性を検討する．
第 6章では，第 5章までの結果をふまえて，提案手法の特徴について改めて考
察するとともに，連続な状態行動空間におけるQ学習についての先行研究との比
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較を行う．
最後に，第 7章で本研究の結果をまとめるとともに，今後の課題や展望につい
て述べる．
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第2章
SDNNを用いた連続状態行動空間に
おける価値関数近似
第 1章で述べたように，新保らは，状態変数 sを入力とし，ある行動値 aiに対
応するQ値Q(s; ai)を出力する SDNNを行動数の分だけ用意することで，全体と
して行動価値関数を近似する近似器（本研究では，これを SDNN-Dと呼ぶ）を構
成した．
SDNN-Dは，Q値を表現するネットワークを行動ごとに用意するため，行動次
元が連続である場合に適用すると，行動を細かく離散化すればするほど計算コス
トが増加する．また，行動次元に関する汎化が起こらないため，学習効率が低下
するという問題もある．
これを避ける一つの方法として，行動値を入力変数の一つとし，Q(s; a)を直接
近似することが考えられる．こうすれば関数近似器は一つで済むように思われる
が，行動選択の際にすべての行動に関するQ値を求める必要があるため，結局は
同程度の計算コストがかかる．また，SDNNのように非局所的な汎化能力をもつ
近似器を用いた場合，同じ状態で行動値が変化しても，状態変数の次元数が大き
ければ入力ベクトルはわずかしか変化しないため，行動の違いによるQ値の違い
をうまく学習できない恐れがある．
本章では，SDNN-Dを改良することによって，計算コストの増加や学習効率
の低下を抑えつつ，行動次元が連続な場合に Q値を近似する関数近似器（以下
SDNN-C）を提案する [29]．
12
2.1 SDNNによる関数近似
本節では，まず SDNNの基礎となるパターンコーディングと選択的不感化 [24]
について説明する．次に，SDNNを用いた一般的な関数近似器の構成と学習方法，
およびそれを連続状態・離散行動空間における価値関数近似に適用した SDNN-D
について説明する．
2.1.1 パターンコーディングと選択的不感化
連続な変数 xの値を，対応する 2値パターン（コードパターン）xによって表
現することをパターンコーディングと呼ぶ．具体的には，xの変域を n個の区間
X1; : : : ; Xnに等分割し，区間ごとに別々のコードパターン x1; : : : xnを対応させ
る．そして xが区間Xi(i = 1; : : : ; n)に含まれる場合，xをXiに割り当てられた
コードパターン xiによって表現する（x! xi : x 2 Xi）．
ここで重要なのは，区間XiとXjが近いほど，xiと xjの相関が大きくなるよう
なコードパターンを用いることである．すなわち，変数 xの値が連続的に変化す
るとき，コードパターン同士の相関が 1から 0へ連続的に減少し，十分に離れた変
数値を表現するコードパターン同士の相関は 0になるようにする．これによって，
非局所的な汎化を実現すると同時に，無関係な点への学習の影響が小さくなる．
選択的不感化とは，2種類のコードパターンがあるとき，一方のパターンに応じ
て他方の一部の要素を中立値（出力の期待値）に変えることによって，2種類のパ
ターンが表す情報を統合する手法である．具体的には，2種類のm次元の 2値（要
素の約半数が 1で残りが 1）パターン s = (s1; : : : ; sm)> および c = (c1; : : : ; cm)>
があるとき，sの要素の一部（通常は約半数）をパターン cに応じて選び 0とする．
不感化する素子の選び方として最も単純なのは，
si  1 + ci
2
si (2.1)
とする，すなわち cの 1の要素に対応する sの要素を 0にする方法である．ただ
し，異なる変数に同じコードパターンを用いる場合など，2つのパターン間に高
い相関が生じる可能性があるときには，不感化する素子との対応関係をシャッフ
ルする必要がある．
13
これにより，約半数が 0で残りが1の 3値パターンが得られるが，このパター
ンのことを「cによって修飾された s」といい，s(c)で表す．同様にして，sによっ
て修飾された cを考えることができる．2つのパターンが互いに修飾し合い，s(c)
と c(s)を作ることを相互不感化という．
2.1.2 SDNNによる関数近似器の構成
SDNNによって l変数関数 z = f(x) = f(x1; : : : ; xl)を近似する際，通常は図 2.1
に示す構成を用いる．この図で，第 1層は各入力変数を表す l個の素子からなる．
また，第 2層は入力変数に対応するコードパターンを表現する層で，m個の素子
からなる素子群を l個含む．
コードパターンの作り方には，+1=   1の素子の固まりをスライドしていく方
法 [24]や代表パターンの間を補間していく方法 [28]，ランダムに選択した素子の
出力を反転していく方法 [26]などがある．本研究では，角度のように変域の両端
が同じ状態を表す変数に対応したパターンを作りやすいことから，代表パターン
の間を補間していく方法を用いることとした．第 3章以降の実験で，実際に用い
たコードパターンは以下のようにして構成した．
1. m次元の 2値パターンをランダムに 9個作成し，p1; p2; : : : ; p9とする．た
だし，角度のように変域の両端の値が同じ状態を表すような変数について
は，p1 = p9とする．
2. piと pi+1の間 (i = 1; : : : ; 8)を，それぞれ 44個のパターンで補間し，p1; p2;
: : : ; p9と合わせて 361個のコードパターンを作成する．
3. このうち p9を除いた 360個のパターンを，入力変数の変域を 360等分した
区間に順番通り割り当てる．
コードパターンのセットは変数ごとに異なるものを作成してもよいが，ここでは
l個の変数のすべてについて共通のものを用いることとした．
第 3層は，第 2層で分散表現されたパターンを相互不感化する層で，l (l  1)
個の素子群G()(;  = 1; : : : ; l， 6= )で構成される．素子群G()はm個の素
子からなり，第 2層の素子群の出力パターン xを受け取るとともに，別の素子群
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図 2.1: SDNNを用いた l変数関数近似器の構成
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の出力パターン x による修飾を受けてパターン x() = x(x)を出力する．以
降の表記を簡略化するため，すべての ; の組み合わせ（ただし  6= ）につい
て x()を並べたもの（第 3層の出力パターン）を xSDと表すこととする．
なお，異なる変数間で共通のコードパターンを用いるため，選択的不感化によ
る修飾は式 (2.1)ではなく，
x
()
k =
1 + ( x)k
2
xk (2.2)
にしたがって行う（x()k は x()の k番目の要素）．ここで，は修飾する素子
をランダムな順序に入れ替えるためのm次の置換行列であり，出力パターン間に
意図しない相関が生じることのないよう，および ごとに異なるものを用いる．
第 4層は第 3層の出力 xSDを入力とし，0または 1を出力する n個のしきい値
素子で構成されている．式で表すと，i番目の素子の出力値 ziは
zi = 
 
w>i x
SD   wi0

= 
0@ml(l 1)X
j=1
wijx
SD
j   wi0
1A (2.3)
で計算される．ここで (u)は u > 0のとき 1を，それ以外のときは 0を出力する
関数，wijは xSDの j番目の素子からの結合荷重，wi0は素子のしきい値である．
第 5層は出力層で，第 4層の各素子の値に基づいて関数の出力 zを計算する 1
個の素子からなる．式で表すと
z = g
 X
i2I
zi
!
(2.4)
となる．ここで Iは 1から nまでの自然数を要素とする添字集合，g(u)はスケー
ル変換を行う関数である．
関数近似器の学習は，第 4層の素子への結合荷重としきい値を，一種の誤り訂正
学習（p-delta則 [25]）で修正することで行う．具体的には，もし出力値 z = g(u)
が目標値 z^ = g(u^)より大きければ，第 4層の素子で 1を出力しているもののうち，
ju^  uj個について 0を出力するように修正する．逆に，出力値 zが目標値 z^より
小さければ，0を出力している素子について同様に修正する（このとき，なるべく
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内部電位の絶対値が小さい素子を選ぶとよい）．修正する素子を ziとすると，結
合荷重としきい値の更新式は
wij  wij + c sgn (u^  u) xSDj (2.5)
wi0  wi0   c sgn (u^  u) (2.6)
となる．ここで sgn(u)は u > 0のとき 1を，それ以外のときは 1を出力する符
号関数，cは正定値の学習係数である．
このようなSDNNを行動数の分だけ用意したものが，新保らの提案したSDNN-D
である．これを用いたQ学習の手順は，以下のとおりである．
1. 現在の状態 stを入力変数としたときの i番目の SDNNの出力値 ziを，行動
aiに関するQ値Q(st; ai)の推定値とする．
2. 推定値に基づいて行動を選択する（greedy方策の場合であれば，ziが最大
となる aiを選ぶ）．
3. 行動後の新たな状態に関して，各近似器が推定したQ値と受け取った報酬
rtから式 (1.1)の右辺の値を計算する．
4. 得られた値を目標値 z^，行動前の状態変数を入力として，選択した行動に対
応する近似器の学習（結合荷重としきい値の更新）を行う．
5. 1. に戻る．
2.2 提案する関数近似器の構成
本研究で提案する SDNN-Cは，SDNN-Dの第 4層においてQ値が多数のしき
い値素子で分散表現されていることに着目し，ある状態におけるすべての行動に
関する Q値を表すパターンを一度に求めようというアイディアに基づいている．
求めたパターンに対して，行動値を分散表現したパターン（行動パターン）によ
る選択的不感化を行うことによって，特定の行動値に関するQ値を得る．詳しく
は後述するが，これによって行動次元における汎化を実現するとともに，計算コ
ストの増加を抑えている．
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SDNN-Cは行動価値関数Q(s; a)の近似器であるが，一般の関数近似問題にも
用いることができる．以下では 2.1.2の構成と比較しやすいように，関数 z =
f(x; y) = f(x1; : : : ; xl; y)を近似する関数近似器として説明する（図 2.2）．なお，
第 1層から第 4層については 2.1.2の関数近似器と全く同じ構成なので，説明は
省略する．
第 5層は，第 4層の 2値パターン zを入力 yに対応したコードパターン yによっ
て修飾する層であり，n個の素子から構成される．修飾は式 (2.1)にしたがって行
い，i番目の素子の出力 zi(yi)は
zi(yi) =
1 + yi
2
zi (2.7)
となる．
第 6層は，第 5層のすべての素子の出力値に基づいて関数の近似値 zを出力す
る 1個の素子からなる．式で表すと次式のようになる．
z = f(x; y)
= g
 X
i2I
zi(yi)
!
(2.8)
また，式 (2.8)は yのうち値が 1をとる素子の添字集合 J(y) = fj : 8j 2 I; yj = 1g
を用いることで，次式のように表すこともできる．
z = g
0@ X
j2J(y)
zj
1A (2.9)
入力 yについてのコードパターン yは，yの値が近いほど，対応する yの相関
が大きく，十分に遠いと相関が 0になる必要がある．上記の条件を満たすような
パターンコーディングの方法はさまざまなものが考えられるが，本論文では処理
を簡略化するために以下のように作成することとした．
まず n個の素子のうち 1番目から n0番目 (n0 < n)の素子が 1，それ以外の素子
は 1となるパターンを作成し，これを q1とする．次に 2番目から n0 + 1番目の
素子が 1，それ以外が 1となるパターンを作成し，これを q2とする．以下同様
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図 2.2: SDNN-Cの構造
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にして，k番目のパターン qkの i番目の素子の値が
qk;i =
8>><>>:
+1 (if k  i < k + n0)
 1 (otherwise)
(2.10)
となるように，n n0+1個のパターンを作成する．各パターンはyの変域をn n0+1
等分した区間 Yk(k = 1; : : : ; n  n0 + 1)と 1対 1で対応する（y ! qk : y 2 Yk）．
yとして q1; : : : ; qn n0+1を用いた場合，yによって不感化されない素子の添字
集合 J(y)は次式のように表すことができる．
J(y) = fk; k + 1; : : : ; k + n0   1 : y 2 Ykg (2.11)
2.3 モデルの学習則
SDNN-Cの学習は，SDNN-Dの場合と同様に，誤った出力をしている ju^   uj
個の出力素子について結合荷重と閾値を修正することで行う．しかし，修正する
素子を単純に内部電位の絶対値が小さいものから順番に選ぶと，修正する素子の
位置に偏りが生じ，入力 yに対する汎化の広がり方が不均等になる可能性がある．
修正する素子の偏りを抑える学習方法はいくつか考えられるが，予備実験を行っ
た結果から，本論文では以下の方法を用いる．
まず，学習する入力 yに対応したコードパターンで不感化されなかった出力素
子 zj (j 2 J(y))を，添字の順序を保ったまま ju^   uj個の集合 Z1; Z2; : : : ; Zju^ uj
に分割する．このとき，各集合の要素数はできるだけ均等になるようにする．
次に，Ziの中で，出力が誤っている素子（u > u^ならば，1を出力している素
子，u < u^ならば，0を出力している素子）1つに対して，その結合荷重と閾値を
式 (2.5)，(2.6)にしたがって修正する．この操作を各集合について行うことによ
り，全体として ju^  uj個の素子を修正する．なお，Zi内に条件を満たす素子が複
数存在する場合は，その中で内部電位の絶対値が最も小さい素子を 1つ選ぶ．ま
た，条件を満たす素子が存在しない場合は，その集合内では修正を行わないもの
とする．
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2.4 行動次元における汎化と計算コスト
SDNN-Cでは，以下のメカニズムにより，Q値に関する汎化が行動次元におい
ても生じると考えられる．
まず，Q値を表現する素子 zjは複数の行動間で共有されるが，行動値が近い行
動ほど多数の素子が共有され，遠いと共有される素子は少なくなる（十分に遠け
れば 0になる）．具体的に，式 (2.10)のコードパターンを用いた場合，素子 zjは
区間 Ystから Yendに含まれる行動の Q値を表現するために用いられる（ここで，
st = max(1; j   n0 + 1)及び end = min(n   n0 + 1; j)である）．そのため，こ
の素子の出力が反転すると，これらの行動に関するQ値すべてが変化する．また，
前節で説明したように，修正される素子は位置が均等になるように選ばれる．
したがって，ある行動に関してQ値を修正したとき，それに近い行動のQ値も
ほぼ同様に修正される．つまり，ある行動を経験すると，それに類似した行動に
関してもQ値が更新されることになる．ただし，行動値が離れるにしたがって修
正量は小さくなり，十分に離れた行動に関しては修正されないので，行動値があ
る程度違えば異なるQ値を学習することが可能である．
次に，SDNN-Cを用いたときの計算コストについて検討する．1.2.2で見たよう
に，Q学習ではある状態において，選択可能なすべての行動の中でQ値が最大と
なる行動を求める必要がある．そこで，状態が p変数，行動が q通りの値を取ると
きに，Q(s; a1); : : : ; Q(s; aq)の値をすべて計算するために必要なコストを考える．
まず，第 1層から第 4層までの計算コストは，状態変数のコードパターンを相
互不感化したすべての組み合わせについて計算するので，SDNN-D，SDNN-Cと
もにO(p2)となる．
SDNN-Dの場合，行動値ごとに個別のネットワークを用いるので，すべてのQ値
を求めるには，上記の計算を q回行う必要がある．したがって計算コストはO(p2q)
のオーダーになる．一方，SDNN-Cの場合，第 1層から第 4層までの計算は 1回
でよく，その結果を行動値ごとのコードパターンで不感化するので，計算コスト
はO(p2 + q)となる．
上記の計算コストは，O(p2)を定数と見れば，どちらも行動変数に対して線形
オーダーである．しかし，実際に数値計算を行う際の計算コストは，大部分が第
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1層から第 4層までの計算にかかり，第 5層以降の計算コストはそれよりもずっと
小さい．そのため，行動数が十分に小さい場合を除いてO(p2 + q) < O(p2q)，す
なわち SDNN-Cは SDNN-Dよりも，行動数の増加に対する計算コストの増加を
抑えられることがわかる．
22
第3章
離散行動と連続行動の比較
3.1 問題設定
第 2章では，SDNN-Dを連続行動空間に拡張した関数近似器 SDNN-Cを構成
し，これを用いて連続な状態行動空間でのQ学習における価値関数を近似する手
法を提案した．
提案手法が既存手法と比べて有意義なのは，状態空間および行動次元が連続で
あり，かつ行動次元を粗く離散化すると目的の達成が難しくなるような場合だと
考えられる．そこで本章では，上記のような状況を用意して数値実験を行い，離
散行動と連続行動の違い，および提案手法の学習性能と計算コストについて検討
する [29]．
3.2 数値実験
3.2.1 学習課題
実験には，アクロボットの振り上げ課題 [1]を用いる．アクロボットは図 3.1に
示すような 2リンク 2関節のマニピュレータで，アクチュエータが第 2関節にの
み存在する劣駆動系である．非線形性が強く，制御が比較的難しいことから，連
続状態空間におけるベンチマーク課題として，強化学習を始めとした制御分野に
おいてしばしば用いられている [16, 30,31]．
一般的な振り上げ課題での制御目的は，両リンクが吊り下がって静止した初期
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Link 1
Link 2
Goal level
First joint
Second joint
(with actuator)
図 3.1: アクロボット
状態（1 = 2 = 0 [rad], _1 = _2 = 0 [rad/s]）から開始し，できるだけ早く，第 2
リンクの先端を一定の高さ以上まで振り上げるようにアクチュエータを制御する
ことである．見方を変えると，できるだけ効率よく力学的エネルギーを大きくす
るように行動を選択する問題と捉えることができる．この条件では時計回り方向
と反時計回り方向でトルクが最大となる 2行動をタイミングよく切り替えること
が最適な行動選択となるため，それ以外の中間的な行動を選択することは，実質
的に無意味である．そこで，本実験ではリンクを振り上げた際に，ゴールライン
よりも上でリンクを一瞬静止する（ _1; _2の絶対値がある値未満になる）という条
件を加えることとした．
アクロボットの物理パラメータはm1 = m2 = 1[kg]，l1 = l2 = 1[m]，lc1 = lc2 =
0:5[m]，I1 = I2 = 1[kg m2]とした．ここでm1，m2は各リンクの質量，l1，l2は
各リンクの長さ，lc1，lc2は根本の関節からリンクの重心までの距離，I1，I2は慣
性モーメントである．
アクロボットの状態は各リンクの角度と角速度 1; 2; _1; _2によって完全に規定
される．そこで，学習エージェントが受け取る状態変数 s = (s1; s2; s3; s4)は，こ
の 4変数を 1; 2 2 [ ; )[rad]， _1 2 [ 3; 3][rad=s]， _2 2 [ 5; 5][rad=s] の
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範囲で [0; 1]に正規化したものとした．式で表すと以下のようになる．8>>>>>>>>><>>>>>>>>>:
s1 = 1=2 + 0:5
s2 = 2=2 + 0:5
s3 = h( _1=6 + 0:5)
s4 = h( _2=10 + 0:5)
(3.1)
ここで関数 h(x)は次式で表される飽和演算を行う関数である．
h(x) =
8>>><>>>:
1 (1  x)
x (0  x < 1)
0 (x < 0)
(3.2)
エージェントは，行動として第 2関節に加えるトルク  の値を [ 10;+10] [Nm]
の範囲で選択する．行動を離散化する際には，最小値および最大値を含み，その
間を等間隔に分けることとした（例えば行動数 jAj = 3の場合， 2 f 10; 0;+10g
となる）．
ゴール状態は，第 2リンクの先端が第 1関節から見て鉛直上向きに 1:5 [m]以上
の位置にあり，かつ角速度が j _1j < 3; j _2j < 5を満たした場合とした．1回
の試行（エピソード）は，初期状態から始まり，ゴール状態に到達するか，ゴー
ル状態に到達しないまま規定のステップ数が経過した時点で終了するものとした．
ここで は静止状態の許容範囲を設定する変数であり，第 kエピソードにおける
値を次式のように設定した．
 =
8>><>>:
10 (1+
k 1
10000 1) (k  10000)
10 2 (k > 10000)
(3.3)
これによって は第 1～10000エピソードの間に 0:1から 0:01まで減少するため，
課題は徐々に難化することになる．
報酬は，ゴール状態に到達した場合+10を，第 1リンクの振れ角 j1jが 5[deg]
未満の場合，および角速度 _1， _2の値が正規化範囲から外れた場合は 5を与え，
それ以外の場合はすべて 0とした．
25
3.2.2 方法
Q学習では，行動価値関数を改善するためにさまざまな状態・行動の探索が必
要である．一方，アクロボットの振り上げのような課題は，適切な行動を連続し
て選択しないとゴールするのが非常に難しい．そのため，価値関数の学習が正し
く行われていても，探索行動を含んでいるとゴールするまでのステップ数が長く
なる場合がある．そこで，実験では価値関数の学習を行うエピソード（学習エピ
ソード）と，学習は行わずにその時点での価値関数を評価するエピソード（評価エ
ピソード）とを分け，後者では常にQ値が最大の行動を選択する greedy方策を用
いた．一方，学習エピソードでは，エピソード開始から 10ステップまでは greedy
方策を，それ以降は "の確率で選択可能な行動をランダムに選択し，それ以外の
場合はQ値が最大の行動を選択する "-greedy方策を用いた．制御（行動選択）の
周期は，学習性能の差が明確に現れるように 1秒間隔と長めに設定した．また，1
回のエピソードは学習エピソード，評価エピソードともに最長 50ステップとした．
実験では，提案手法と従来手法（SDNN-DおよびRBFN）を比較する．SDNN-D
のパラメータは新保らの実験設定に倣うこととし，SDNN-Cは，構成する素子の
数を SDNN-Dと揃えて必要なメモリ量を同程度にした．具体的には，SDNN-Dの
パラメータはm = 200; n = 300; c = 0:1，SDNN-Cのパラメータはm = 200; n =
900; n0 = 300; c = 0:1とした．このとき，SDNN-Dが扱う行動数が jAj = 3である
のに対し，SDNN-Cで扱える行動数は 601であり，行動値を十分細かく離散化す
ることが可能である．また出力値の範囲は [ 20; 20]とし，スケール変換関数 g(u)
は式 (3.4)とした．
g(u) =
8>>>>><>>>>>:
+20 (280 < u)
2
13
u  300
13
(20  u  280)
 20 (u < 20)
(3.4)
もう一つの比較対象であるRBFNは，ガウス関数のような放射状の基底関数の
重み付き線形和によって目的の関数を近似するものである．ここでは，基底関数
として 5次元の状態行動空間（各次元は 0から 1の範囲に正規化する）中に等間
隔に配置したガウス関数を用いる．
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このとき，基底関数の間隔が広すぎると，表現能力が不足して価値関数を近似
することができず，逆に基底関数の間隔が狭すぎると，基底関数の数が大きくな
り，計算コストが増大する．そこで本研究では，最終的に 10ステップ以内にゴー
ルに到達できる範囲で，なるべく計算コストが小さくなるような配置にすること
にした．行動次元と状態次元で，あるいは 4つの状態次元ごとに基底関数の配置
間隔を変えることも考えられるが，ガウス関数の各次元方向の広がりも含めて最
適化するのは大変な作業であり，事前知識なしに行うのは極めて困難であるため，
すべての次元について一様とした．
したがって，価値関数の近似は，j番目の基底関数（ガウス関数）の中心座標を
(s^j; a^j)として，
Q(s; a) =
X
j
wj exp

 ks  s^jk
2 + (a  a^j)2
2

(3.5)
によって行う．ここで，ks  s^jkは sと s^jとのユークリッド距離，wjは j番目の
基底関数の荷重，はガウス関数の広がりを表すパラメータである．
また，1.2.2で述べたように，Q学習ではQ(s; a)が最大となる aを求める必要
があり，そのための計算コストが問題となる．RBFNにおいて状態 sを固定して a
を変化させる場合，式 (3.5)右辺の aに依存しない部分を記憶しておくことによっ
て計算量を若干低減できるが，それでも行動数にほぼ比例して計算量が増加する
（2.4の表記法で表すと，RBFNの計算コストはO (Np +Nq)となる．ここで，N
は各次元に配置された基底関数の個数である）．Q(s; a)は一般に多峰性関数なの
で，勾配法などを用いて効率的に求めることも困難である．
そこで，ここでは，あらかじめ決めた数の行動値について順にQ値を求めるこ
とにする．ただし，SDNN-Cと同じ行動数 jAj = 601にすると，1ステップの計
算に時間がかかりすぎて実験ができないため，やはり最終的に 10ステップ以内に
ゴールに到達できる範囲で，行動数を減らすことにした．
以上の方針にしたがってRBFNに関する予備実験を行った結果，基底関数は各
次元に 15個，全体で 155個の格子状に配置し，ガウス関数のパラメータは = 0:1，
行動数は jAj = 21に設定した．
いずれの関数近似器についても価値関数に関する事前知識は与えないものとし，
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表 3.1: 強化学習 1ステップの平均計算時間
関数近似器 行動数 jAj 計算時間 [ms]
SDNN-C 601 28.4
SDNN-D 3 25.5
RBFN 21 919
初期状態において，すべての状態・行動に対してQ(s; a)  0とした．RBFNの場
合，これはすべての基底関数の結合荷重を 0とすれば実現できる．一方，SDNN-C
および SDNN-Dの場合，結合荷重をすべて 0，しきい値を微小量にすると，初期
段階のわずかな学習によって多くの出力素子の値が同時に変化してしまうため，学
習が不安定になる．これを防ぐため，結合荷重はランダムな微小量としたうえで，
第 4層素子の半分（奇数番目の素子）のしきい値を十分に大きな正の値で，残り
の半分（偶数番目の素子）については十分小さな（絶対値が大きな）負の値に設
定した．
実験は，関数近似器と行動数 jAjのみが異なる 3条件，SDNN-C（jAj = 601），
SDNN-D（jAj = 3），RBFN（jAj = 21）について行った．
強化学習のパラメータは， = 0:5;  = 0:9; " = 0:1とした．また，学習エピ
ソードは 15000エピソードまで行い，学習エピソード 10回ごとに，評価エピソー
ドを 1回行うものとした．これを 1実験試行として，試行ごとのばらつきの影響
を抑えるため，各条件について乱数系列を変更して 10試行ずつの実験を行った．
3.2.3 結果
まず各手法の計算時間を表 3.1に示す．計算環境は，Dell Precision T7400クアッ
ドコアインテル (R)Xeon(R)プロセッサX5482(2× 6MB L2キャッシュ，3.20GHz，
1600MHzFSB)，8GBクアッドチャネルDDR2-SDRAMメモリである．
この表より，SDNN-Cと SDNN-Dの計算コストは同程度となることがわかる．
一方，RBFNは行動数を 21に減らしても，計算時間は SDNNの 30倍以上かかっ
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ている．実験では強化学習 1ステップを 1000[ms]としているので，実時間で制御
を行うためには，これ以上基底関数の個数や行動数を増やすことはできない．し
たがって，性能をより高めることは困難である．
次に，評価エピソードの継続ステップ数，すなわちゴールに到達するまでのス
テップ数（到達しない場合は 50）の変化を図 3.2に示す．グラフの横軸は学習エピ
ソード数，左の縦軸はその際の評価エピソードの継続ステップ数であり，SDNN-C，
SDNN-D，RBFNのそれぞれについて，10試行の中央値をプロットしている．ま
た，ゴール時の角速度の許容範囲を表す変数 の値（右の縦軸）も黒い細線でプ
ロットした．(a)は全 15000エピソードについて示したグラフ，(b)はその最初の
500エピソードの部分を拡大したものである．
学習の最も初期段階において，継続ステップ数が 10以下の値に収束するまで
のエピソード数に着目すると，SDNN-DとRBFNはともに 50エピソード程度で
あるのに対して，SDNN-Cは 100エピソード程度と約 2倍かかっている．しかし
SDNN-Dの行動数が 3であるのに対し，SDNN-Cの行動数は 601，RBFNの行動
数は 21であり，それぞれ約 200倍と 7倍の状態行動空間を探索していることにな
る．この差をふまえると，SDNN-Cの学習効率が他の手法と比べて低いとは言え
ない．
エピソードが進んでゴールの条件が厳しくなると，SDNN-Dでは継続ステップ
数が急激に大きくなることがしばしばあった．これは，それまでに獲得した行動
系列ではゴールに到達することができなくなり，ゴールに到達可能な全く別の行
動系列を獲得したためと考えられる．一方，SDNN-CとRBFNは，継続ステップ
数が急激に変化することはなく，最終的なゴール条件でも 10ステップ以下で振り
上げる行動が学習されている．これは，行動を少しずつ変えることによってゴー
ル条件の変化に対応できたことを示している．
最終的な継続ステップ数（中央値）は，SDNN-Dが 24，RBFNが 8.5，SDNN-C
が 5であった．これは，SDNN-Cが最もよい行動を獲得できたことを示している．
いずれも学習がほぼ収束していることから，結果の差は主に行動数，すなわち行
動値の離散化の細かさの差を反映していると考えられる．
実際に各エージェントが学習した行動の例を図 3.3，3.4，3.5に示す．グラフは，
29
00.02
0.04
0.06
0.08
0.1
0
10
20
30
40
50
0 5000 10000 15000
Episodes
(a) Episode 1 - 15000
0
0.02
0.04
0.06
0.08
0.1
0
10
20
30
40
50
0 100 200 300 400 500
S
te
p
s 
p
er
 e
p
is
o
d
e
Episodes
(b) Episode 1 - 500
図 3.2: 各関数近似器の学習過程
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ある実験試行の最後のテストエピソードにおける状態遷移の様子をプロットした
もので，横軸は物理シミュレーション上の時刻，縦軸はアクロボットの各状態変
数の値および行動変数の値である．また， _1; _2のグラフ中の網掛けの領域は負の
報酬が与えられる状態，角速度 0[rad/s]付近の細線で囲まれた領域はゴール状態
を表す．
SDNN-CおよびRBFNは，実際に中間的な行動を選択できており，角速度の値
（特に _2）も，比較的小さな範囲に収まっている．一方，3行動の SDNN-Dは，角
速度がかなり大きな値をとっている点が，何ヶ所か見られる．
3.3 まとめ
ゴール条件を追加したアクロボットの振り上げ課題において，提案手法と従来
手法の比較，および連続行動と離散行動の比較を行った．
その結果，SDNN-Cは SDNN-Dと同程度の計算コストで，約 200倍の数の行動
を扱うことができた．両者の計算コストの差は3[msec]程度であるから，2.4で述べ
たように，第 5層以降の計算コストの割合はかなり小さいと言える．一方，RBFN
は行動数が SDNN-Cの 1/30程度であったにもかかわらず，計算に SDNN-Cの 30
倍以上の時間を必要とした．
また，学習が収束するまでのエピソード数の比較から，SDNN-Cは行動次元に
おいて十分な汎化能力を持っているといえる．加えて，行動が難しくなる後半の
エピソードにおいても継続ステップ数が大きく悪化していないことから，（行動数
が異なるため，単純な比較はできないが）RBFNと同程度かそれ以上の関数表現
能力を持っているといえる．
さらに，離散行動の SDNN-Dは課題が難しくなるに連れて，継続ステップ数が
急激に大きくなることがしばしばあったのに対し，連続行動の SDNN-CとRBFN
では，このような傾向は見られなかった．この結果から，連続行動は離散行動よ
りも環境の（連続的な）変化に追従しやすいことが示唆される．実問題では，環
境が非定常なものも多いため，変化に追従しやすいという性質は，連続行動を用
いる大きな利点であると考えられる．
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図 3.3: 学習した行動と状態遷移（SDNN-C）
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図 3.4: 学習した行動と状態遷移（RBFN）
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図 3.5: 学習した行動と状態遷移（SDNN-D）
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ただし，本章で行ったアクロボットの振り上げ課題は，連続な行動を用いる代
わりに，行動数は少ないが制御周期を十分短くすることでもゴールに到達するこ
とができる（実際に数値実験を行ったところ，制御周期が 250[ms]ならば，3行動
でも短時間でゴールに到達することができた）．これは，行動値を短時間で切り
替えることによって，実質的に中間的な行動値を実現できるからだと考えられる．
つまり，本章の結果から，SDNN-Cを用いると制御周期を長くすることができる
とは言えるが，SDNN-Cを用いることが不可欠だとは言えない．この点に関して
は第 5章で検討する．
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第4章
冗長な状態変数を含む環境での学習
4.1 問題設定
第 3章ではアクロボットの振り上げ課題を用いて，提案手法が連続な状態行動
空間において適切な行動価値関数を学習できることを確認した．
本章では，より実問題に近い状況として，制御目的を達成するために必要（か
つ十分）な状態変数が未知であるような場合を考える．このような場合に，状態
空間を設計する最も簡単な方法は，制御目的に関係のありそうな変数やセンサ出
力をすべて利用することである．しかし，この方法では状態空間の次元数が増え
るため，学習効率が低下したり，関数近似器の計算コストが増加するといった問
題が起こる（次元の呪い）．
ただし，上記のように選択した状態変数が，すべて重要ということは少なく，一
部だけが重要で残りは冗長という可能性が高い．例えば，森本ら [32]は 3つのリ
ンクからなるロボットの起き上がり課題において，獲得された関数近似器の基底
関数の配置を主成分分析したところ，6つの状態変数のうち 2つが学習にほとん
ど寄与しない（次元が縮退している）ことを示している．このため，実問題にお
ける強化学習では，冗長次元に対して高いロバスト性をもつ関数近似器が適して
いると考えられる．
新保らは SDNN-Dの入力に，4つの状態変数以外に無関係な変数（一様乱数や
ステップ数に依存した三角関数）をいくつか追加する実験を行い，学習効率がわ
ずかしか低下しないことを示した [28]．また，強化学習の例ではないが，Horieら
の研究も SDNNが冗長な入力に対して高いロバスト性を持っていることを示唆し
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ている [27]．提案手法は SDNNによる関数近似器の出力層に行動パターンによる
不感化操作を加えたものであるから，同様に冗長な入力に対して高いロバスト性
を持つことが期待される．
そこで本章では，状態空間に冗長だが意味のある変数が含まれる場合に，提案
手法の学習効率がどのように変化するかについて検証を行う [33]．
4.2 数値実験
4.2.1 学習課題
数値実験には，第 3章と同様のアクロボットの振り上げ課題を用いる．アクロ
ボットの初期状態やゴール条件，物理パラメータ，報酬関数の実験設定は全て3.2.1
と同じものである．
状態変数は，式 (3.1)の s1; s2; s3; s4（正規化した両リンクの角度と角速度）に
加え，2種類の冗長変数 s5; s6を用いる．s5; s6はそれぞれ，第 1関節からみた第
2リンクの先端の高さ，およびアクロボットの近似的な運動エネルギーを [0; 1]の
範囲に正規化したもので，式 (4.1)と式 (4.2)で与えられる．
s5 =  1
2

l1 cos 1 + l2 cos (1 + 2)
l1 + l2
+ 1

(4.1)
s6 = 2
 
I1(s3   0:5)2 + I2(s4   0:5)2

(4.2)
ここで，l1，l2は各リンクの長さ，I1，I2は慣性モーメントであり，l1 = l2 = 1[m]，
I1 = I2 = 1[kg m2]である．
一方，行動変数 a = ()は，関数近似器の種類や冗長変数の有無によらず，行
動集合A = f 10; 10 + 1=300; 10 + 2=300; : : : ; 0; : : : ; 10  1=300; 10gから選択
されるものとした．したがって，行動数 jAjは 601となる．
4.2.2 方法
実験は第 3章と同様に，学習エピソード評価エピソードとを分けて行った．学
習エピソードでは，エピソード開始から 10ステップまでは greedy方策，それ以
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表 4.1: 実験条件
条件名 エージェントが観測する状態変数の構成
Case I (s1; s2; s3; s4)
Case II (s1; s2; s3; s4; s5)
Case III (s1; s2; s3; s4; s5; s6)
降は " = 0:1の "-greedy方策にしたがって行動を選択し，価値関数の学習を行う
（強化学習のパラメータは， = 0:5;  = 0:9とした）．一方，評価エピソードで
は，エージェントは常に greedy方策に従って行動を選択し，価値関数の学習は行
わない．また，1回のエピソードは学習エピソード，評価エピソードともに最長
50ステップとした．
1回の実験試行は，学習エピソードを 15000エピソードまで行い，学習エピソー
ド 10回ごとに，評価エピソードを 1回行うものとした．
SDNN-Cのパラメータは，第3章と同様のもの（m = 200; n = 900; n0 = 300; c =
0:1）とした．出力値の範囲は [ 20; 20]で，スケール変換関数g(u)も同様（式 (3.4)）
である．
RBFNは，3.2.2と同様に，各状態行動次元に同数のガウス関数を等間隔で配
置して構成する．各次元に配置するガウス関数の個数は，状態空間が 4次元 s =
(s1; s2; s3; s4)のときの計算コストが SDNN-Cと同程度になるように決定した．そ
の上で，学習効率が最も良くなるように，ガウス関数の広がりを表すパラメータ
を設定した．
以上の方針にしたがってRBFNに関する予備実験を行った結果，基底関数は各
状態行動次元に 4個，全体で 4d個を格子状に配置した．ここで dは状態行動空間
の次元数である．また，は 0:2とした．
SDNN-C，RBFNともに初期状態において，すべての状態・行動でQ(s; a)  0
となるように初期化した（初期値の設定方法については 3.2.2参照）．
計算コストの比較実験は，表 4.1に示す 3つの条件について行った．Case Iは
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図 4.1: 強化学習 1ステップの計算にかかった平均時間
冗長な変数を含まない場合（第 3章の実験条件に相当），Case IIとCase IIIは冗
長な変数を含む場合である．各関数近似器，実験条件につき，それぞれ 1回の実
験試行を行い，その中から無作為に抽出した 1000回の強化学習ステップ（学習エ
ピソード）の平均計算時間を比較した．
また，冗長変数に対する学習効率の実験は，SDNN-Cは表 4.1の 3つの条件に
ついて行った．一方，RBFNは計算コストの問題からCase Iのみ行った．各関数
近似器，実験条件について乱数系列を変更して 10試行ずつの実験を行い，継続ス
テップ数（エピソード終了までにかかったステップ数）の中央値を比較した．
4.2.3 結果
まず，計算時間の結果を図 4.1に示す．計算環境は，Amphis BTO MD800iCi7G
TYPE-SR インテル core i7-3970X (6-core)プロセッサ，16GB SDRAMメモリ
(DDR3-1600 4GB  4)である．横軸は状態空間の次元数（左から順番にCase I,
Case II, Case IIIにあたる），縦軸は平均計算時間である．
図より，状態空間の次元数の増加に対して，RBFNの計算コストは指数的に増
加している．これは，基底関数を各次元に等間隔に配置するため，基底関数の数
が状態次元の増加に対して指数的に増えるからである．一方で，SDNN-Cの計算
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コストはより小さな増加に抑えられている．図からは，具体的なオーダーまでは
分からないが，SDNNの第 3層の素子数は状態変数の数に対して 2次のオーダー
で増える（詳細は 2.4を参照）ため，SDNN-Cの計算コストは 2次のオーダーに
なっていると考えられる．したがって，状態空間がより高次元の場合，計算コス
トの差はさらに大きくなると考えられる．
次に，各実験条件における学習効率を図 4.2に示す．各グラフの横軸は学習エ
ピソード数，左の縦軸はその際の評価エピソードの継続ステップ数，右の縦軸は
ゴール状態の許容範囲を表す変数 の値である．
図 4.2(a)より，SDNN-Cエージェントは，約 150エピソードで継続ステップ数
が収束しており，最終的にも 10ステップ未満でゴールする行動を学習できている．
さらに，SDNN-Cは冗長次元を加えた Case IIおよび Case IIIでも同程度のエピ
ソード数で継続ステップ数が収束し，最終的にも 10ステップ未満でゴールする行
動を学習している．
一方で，RBFNエージェントは 4次元の状態空間でも，15000エピソードで振
り上げ行動を学習できないことが分かる．行動数 jAjはどちらの関数近似器も 601
であるから，これはRBFNの関数近似能力が不十分であったためと考えられる．
4.3 まとめ
状態空間に冗長だが意味のある変数が含まれる場合について，SDNN-CとRBFN
の計算コストと学習効率の比較を行った．
その結果，SDNN-Cは冗長変数を追加した場合でも，学習性能の悪化が見られ
なかった．先に述べた新保らの実験結果などとあわせて考えると，SDNN-Cも冗
長な状態変数に対して高い冗長性を持っているといえる．
この性質は，計算コストの増加があまり大きくないこととあわせて，状態空間
の設計をかなり容易にすると考えられる．すなわち，事前知識（本実験の場合，ア
クロボットのダイナミクスに関する知識）が十分になくても，関係のありそうな
変数やセンサ出力をすべて入力変数とすれば強化学習を適用できると考えられる．
一方，RBFNは計算コストの増加が大きく，計算コストが同程度の SDNNと比
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図 4.2: 各実験条件における学習過程
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べ，関数近似能力が劣ることが示された．第 3章の実験では同様の条件（ただし，
行動数は 21）で，10ステップ未満で振り上げる行動を学習できていることから，
ガウス関数の数を増やし，空間中により稠密に配置すれば，RBFNでも課題を解
くことは可能だと考えられる．しかし，その分だけ計算コストが増加してしまう．
計算コストが次元数に対して指数的に増加することとあわせると，RBFNが有効
な問題は，状態次元が比較的小さく（4次元程度），かつ価値関数の形状がかなり
単純なものに限られると思われる．
この問題に対し，ガウス関数の数や配置，広がりを適応的に変化させることで，
高次元空間でも，比較的少数のガウス関数で価値関数を近似するというアプロー
チがある [32,34]．しかし，これらの操作は近似結果（関数形状）に変化を引き起
こすため，変化が大き過ぎたり早過ぎたりすると，学習が不安定になる可能性が
ある [34]．また，変数にノイズが乗るような環境では，ノイズの影響で本来は必
要ないガウス関数が追加される可能性もある．このように，ガウス関数を適応的
に変化させる方法は，計算コストの低減に一定の効果があると考えられるが，必
ずしも使いやすい方法とは言えない．
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第5章
制御周期を短くできない環境での学習
5.1 問題設定
これまでの振り上げ課題は，制御周期を十分短くすれば，行動数の少ないSDNN-
Dでも短時間でゴールに到達することができる（ただし，行動選択の回数が増え
るので，計算量およびステップ数は増加する）．これは，行動値を短時間で切り
替えることによって，実質的に中間的な行動値を実現できるからだと考えられる．
したがって，第 3章の結果から，SDNN-Cを用いると制御周期を長くすることが
できるとは言えるが，SDNN-Cを用いることが不可欠だとは言えない．
そこで本章では，制御周期を短くすることができない状況における制御を考え
る．例えば，子どもが乗ったブランコを横に立った大人が揺らす場合，ブランコ
が鉛直線を通過する付近の一瞬しか力を加えられないため，そのときの力加減に
よって制御する．
以下では，まずアクロボットの振り上げ課題に，上記のような制御周期に関す
る条件を加えた問題を定義し，提案手法と SDNN-D，RBFNの学習性能の比較を
通して，提案手法の有効性を検討する [29]．
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5.2 数値実験
5.2.1 学習課題
実験課題として，これまでと同様のアクロボットの振り上げ課題を用いる．た
だし，制御周期が短くできないような課題とするため，前述のブランコの例と同
様にして，エージェントは第 1リンクが鉛直線を通過した（1 = 0）タイミング
でしか行動を選択できないという条件を設ける（実際のプログラム上では，1の
値の符号が直前のステップから切り替わったタイミングで判定する）．アクチュ
エータは次の行動選択のタイミングまで，選択されたトルクを出力し続けるもの
とする．
この場合，制御の間隔（1ステップ）は，第 1リンクが鉛直線を通過してから
次に通過するまでの時間に依存するので一定ではない．また，行動選択の際の状
態変数 s1（1を正規化したもの）は常に同じ値となるので，状態空間は実質的に
s2; s3; s4の 3次元となる．
報酬は，ゴール状態に到達した際に+10を，角速度 _1; _2が正規化範囲を外れた
場合は 5を与える．それ以外の場合は，直前の強化学習ステップ中に j1j < 5[deg]
であった時間の割合に応じた大きさの罰を与える．具体的には，時刻 tにおける
報酬 rtは，式 (5.1)のように定義した．
rt =
8>>>>><>>>>>:
+10 (if height  1:5[m]; j _1j < 3; j _2j < 5)
 5 (if j _1j > 3 or j _2j > 5)
 5 stepspenalty
steps
(otherwise)
(5.1)
ここで，stepsは時刻 t   1における強化学習ステップが終了するまでにかかっ
た物理シミュレーションのステップ数，stepspenaltyはその強化学習ステップ中で
j1j < 5[deg]であった物理シミュレーションのステップ数である．
5.2.2 方法
実験はこれまでと同様に，学習エピソードと評価エピソードを分けて行った．
1回のエピソードは学習エピソード，評価エピソードともに最長 1000ステップと
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図 5.1: 各関数近似器の学習過程
し，関数近似器に SDNN-C（jAj = 601），SDNN-D（jAj = 3）および RBFN
（jAj = 601）を用いて実験を行った．ここで，SDNN-Cと SDNN-Dは第 3章の実
験と同様の設定（ただし，入力変数は 3次元）とした．
一方，RBFNは SDNN-Cと行動数および計算コストを揃えた場合の性能につい
て比較を行うため，行動数を 601としたうえで，強化学習 1ステップの計算時間
が SDNN-Cと揃うように基底関数の個数を設定した．その上で学習性能が良くな
るような の値を設定した．具体的には，4次元の状態行動空間中に等間隔に 54
個の格子点をとり，各格子点を中心とした  = 0:2のガウス関数を基底関数とし
て構成した．なお，これ以外の設定は 3.2.2と共通である．
5.2.3 結果
実験結果を図 5.1に示す．図 3.2や図 4.2と同様に，10回の実験試行における
各評価エピソードの継続ステップ数の中央値をプロットした．
図から明らかなように，3行動の SDNN-Dの場合，最後まで 1度も振り上げに
成功していない．このことから，この振り上げ課題は離散行動では解けない，あ
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るいは解くことが非常に困難な課題であると言える．
これに対して SDNN-Cの場合，1000～2000エピソードで一旦継続ステップ数が
収束した後，7500エピソード前後まで約 10ステップで振り上げに成功している．
その後，ゴール条件が厳しくなるに従い，継続ステップ数が上昇しているが，ほ
ぼ 200ステップ以内にはゴールしていることがわかる．なお，10試行中の 2試行
において，10000～15000エピソードの間に 10ステップ以下でゴールする行動を
発見していた．
RBFNもSDNN-Cと同様に1000～2000エピソードで一旦収束し，7500エピソー
ド前後から継続ステップ数が上昇しているが，継続ステップ数は全体的にSDNN-C
よりも長い．また，SDNN-Cと比べて継続ステップ数のばらつきが大きいが，こ
れは実験試行間でのばらつきが大きいだけでなく，一つの実験試行の中でも継続
ステップ数が収束していないためである．行動数は SDNN-Cと共通であるから，
この結果は関数近似器の表現能力が不十分だったためと考えられる．
実際に SDNN-Cを用いたエージェントが学習した行動選択の例を図 5.2に示す．
グラフは，ある実験試行の最終評価エピソードにおける状態遷移の様子をプロッ
トしたもので，横軸は物理シミュレーション上の時刻，縦軸はアクロボットの各
状態変数の値および行動変数の値である．また， _1; _2のグラフ中の網掛けの領域
は負の報酬が与えられる状態，角速度 0[rad/s]付近の細線で囲まれた領域はゴー
ル状態を表す．グラフは最後の強化学習ステップが終了するまで（1 = 0となる
まで）プロットしているが，実際にゴール条件が満たされたのは，6.56[s]の時点
であった．グラフより，最初の数ステップでは比較的トルクが大きな行動を選択
してリンク 2の振れを大きくし，最後のステップで，上手くリンク 1の振れに変
換して振り上げに成功していることが分かる．
5.3 まとめ
制御周期が短くできないような条件を加えたアクロボットの振り上げ課題おい
て，提案手法と SDNN-Dおよび RBFNの学習効率を比較した．その結果，この
課題は離散行動では解けない（あるいは非常に困難な）課題であり，価値関数の
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図 5.2: 学習した行動と状態遷移（SDNN-C）
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近似器に高い関数表現能力が求められる課題であることが分かった．そして，こ
のような課題において，SDNN-Cは従来手法よりも適した関数近似手法であるこ
とが示された．
このように制御周期を短くできなかったり，できても計算資源の問題などから
限界があるような問題は現実にも数多く存在する．また，制御周期を長くできる
ということは，ゴール状態までの状態遷移経路を短くできるということを意味す
る．Q学習を始めとするTD学習では，報酬に関する情報が状態遷移を逆向きに
たどるように広がっていくため，状態遷移が短いということは，それだけ学習が
早まる可能性がある（ただし，連続行動では 1ステップあたりの遷移先は増える
ため，実際にどちらの方が効率が良くなるかは，今後の検討課題である）．
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第6章
考察
6.1 提案手法の特徴
本節では，本研究で提案した SDNN-Cの特徴についてまとめる．その大部分は
元々の SDNNから受け継いだものである．
SDNNによる関数近似器の基本的な特徴として，まず関数の表現能力と汎化能
力との両立が挙げられる．SDNNは，並列パーセプトロン [25]にパターンコーディ
ングと選択的不感化を導入したものであるから，並列パーセプトロン同様に万能
の表現能力（任意の連続関数を任意の精度で近似可能）をもつ．万能の表現能力
は，必ずしもサンプルからの学習によって精度よく近似できることを意味しない
が，SDNNの場合，不連続な境界を含むなど，かなり複雑な関数であってもうま
く学習できることが実験的に示されている [26] この際，近似精度を上げるために
は，素子数を増やし表現能力を高める必要があるが，いくら増やしても過剰適合
による汎化誤差の増加は生じない．つまり，素子数を増やして表現能力を高めて
も，汎化能力が低下することはないという特徴がある（状態行動に対する汎化，関
数表現能力）．
また，SDNNはどんな関数でも学習できるだけでなく，出力層への結合荷重し
か修正しないため，誤差逆伝搬学習法などに比べて一般に学習の収束が早い．ま
た，学習則が単純で学習のパラメータが少ないため，学習の際の計算量が少なく，
パラメータ依存性も低い（モデルフリー）．
さらに，SDNNには，新たなサンプルを追加学習してもカタストロフィック干
渉が生じないことが経験的に知られている [28]．実際，本実験でも過去のサンプ
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ルの再学習は一切行っていない．このことは，オンライン学習が必要となるQ学
習で用いるうえでの利点の一つである（オンライン学習）．
そのほか，SDNNの大きな特徴として，入力変数の数 lの増加に対して，計算
コストが l2のオーダーでしか増えないことが挙げられる．RBFNのように局所的
な基底関数を用いる方法では，一般に計算コストが lの指数オーダーで増加する
のと比べると，これは大きな利点である（高次元空間での計算コスト）．
これに加え，冗長次元の影響を受けにくい（冗長入力に対するロバスト性）．計
算コストの増加があまり大きくないこととあわせて，SDNNを用いることで状態
空間の設計はかなり容易になると考えられる．
以上はすべて SDNN-Cと SDNN-Dに共通の性質であるが，両者には不連続な
価値関数の表現能力に関して違いがある．
価値関数は，全体として連続であっても，部分的に不連続となることがしばし
ばある．アクロボットの振り上げ課題の場合で言えば，現在状態がゴール領域か
どうかで報酬が不連続的に変わるため，その境界でQ値が不連続になるし，ゴー
ルの 1ステップ前の状態においても不連続な境界が生じるはずである．RBFNの
ように連続な基底関数を用いた場合，こうした境界付近での近似誤差が大きくな
るため，第 5章の実験においてゴール条件が厳しいときの行動があまりうまく学
習できなかったと考えられる．
このような不連続性のうち，状態次元（状態が少し変化したときにQ値が不連
続的に変化すること）に関しては，SDNN-CとSDNN-Dはともに表現可能である．
これは，第 4層の各素子が 0または 1の値をとるしきい値素子であることと，状
態変数のコードパターン同士で選択的不感化を行うためであり，野中ら [26]の実
験結果が示すように，実際にサンプルから不連続な境界を学習することもできる．
しかしながら，SDNN-Cの場合，行動次元に関する不連続性は表現できない．
つまり，全く同じ状態で行動値が微妙に変わるとQ値が不連続的に変化する場合，
境界付近での近似誤差が大きくなってしまう．この誤差を小さくするには，近い
行動に対するコードパターン間の相関を下げる必要があるが，そうすると必要な
素子数が増えるので計算コストは増加する．
一方，SDNN-Dは，行動ごとに違う近似器を用いるので，そのような問題はな
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い．ただし，微妙な行動の違いを表現しようとすると，それだけ行動を細かく離
散化する必要があるため，多大な計算コストがかかる．また，一般に行動の違い
は次の状態の違いに反映されるため，行動のわずかな差による価値の違いが表現
できなくても，SDNN-Cのように状態の差による価値の違いが表現できれば十分
な場合も多いと思われる．
6.2 既存手法との比較
状態空間だけでなく行動空間も連続な場合のQ学習の先行研究は，状態空間の
み連続な場合に比べて少ない．特に，理論的に検討するだけでなく，関数近似手
法を用いて実際に何らかの課題に適用した例は限られる．そのうち主要と思われ
るものについて，提案手法の特徴を踏まえつつ，特徴や問題点を検討する．
Gaskettら [15]は，各状態においていくつかの行動のQ値を多層パーセプトロ
ン (MLP)によって学習し，それらを代表点としてワイヤーフィッティングを行う
ことによって，その他の行動に関するQ値を近似する手法を提案した．この手法
は，MLPの出力によって行動値の代表点を適応的に変化させ，その行動に関する
Q値についてMLPが学習するという複雑なアルゴリズムを用いている．また，カ
タストロフィック干渉を防ぐために，過去のサンプルをすべて保存しておいて適
宜再学習しなければならないし（オンライン学習の問題），中間層の素子数のほ
か多数のパラメータの設定にも手間がかかる．さらに，原理的に価値の不連続性
は表現できないし，中間層の素子数をあまり増やすと過剰適合が生じる恐れがあ
るので，不連続点付近の誤差を減らすことも困難である（関数表現能力の問題）．
Millanら [35]は，状態空間を適応的に離散化したうえで，いくつかの行動に関
する Q値のベクトルを各点において求め，そこから Q値が最大となる行動値を
推定する手法を提案した．この手法は，まず状態空間を局所領域に分割するため，
局所的近似手法と同様の問題がある．また，決められた数の離散行動についての
みQ値を学習するため，離散化が細かいと計算コストが増大し，離散化が粗いと
行動の違いによる価値の違いを十分に表現できない（状態行動に対する汎化，関
数表現能力の問題）．特に，一定の離散行動の中からまずQ値が最大となる行動
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を選び，その近傍の値に基づいて最大値を推定するため，Q値のピークが鋭い課
題だと適切な行動を全く獲得できない可能性がある．パラメータの数も多く，使
いやすい方法とは言い難い．
木村 [13,36]は，状態空間と行動空間にそれぞれタイル（矩形状の局所領域）を
ランダムに配置し，それらを合成することによって価値関数を近似する手法を提
案した．これはタイルコーディング（CMACとも呼ぶ）の一種と見なせるが，一
般にタイルコーディングではタイルの数や形状が関数近似能力に大きく影響する．
特に，事前知識がなく完全にランダムにタイルを配置する場合，複雑な価値関数
を十分な精度で近似するためには非常に多くのタイルが必要である（実際に，野
中らの 2変数関数の近似課題 [26]に適用してみたところ，計算コストが同程度の
SDNNよりも，かなり大きな近似誤差が生じた（関数表現能力の問題））．また，
行動空間にもタイルを配置するため，Q値が最大になる行動を求める際の計算コ
ストが大きい（行動選択の問題）．行動選択にかかる計算コストの問題に対して，
木村はGibbsサンプリングを用いる方法を提案しているが，Gibbsサンプリング
自体は関数近似手法とは独立であり，SDNN-Cにも適用可能である．
PazisとParr [37]は，状態価値関数および行動価値関数とは異なる価値関数（H
関数）を提案し，これを用いると，行動数が非常に多くても，価値が最大となる
行動を少ない計算で求められることを示した．この手法は，最適行動を求めるの
に適したH関数を線形計画法によって構成するため，環境のモデル（任意の状態
で任意の行動をとったとき，どの状態に遷移するか）が既知でなければならない
が，モデルの代わりに状態遷移のサンプルを使うことによって価値関数に関する
線形計画問題を解く別の手法と組み合わせることもできる．ただしこの場合には，
基底関数の重み付き和によって価値関数を近似することとなり，そのほかの局所
的近似手法と同様の問題を抱えることになると考えられる（状態行動に対する汎
化の問題など）．
Carden [38]は，Nagraya-Watsonカーネル回帰という方法で価値関数を近似し，
あるアルゴリズムにしたがって学習を行ったとき，確率 1で収束する（最適価値
関数との誤差を任意に小さくできる）ことを理論的に示した．しかし，この近似
手法は，理論的には扱いやすいが，決して実用的な方法ではない．例えば，ステッ
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プごとに新たな局所カーネルを生成するため，ステップ数とともに計算コストが
どんどん増加してしまう．この論文では，計算コストの増加を抑えるための補助
的な手法として，ある一定数の局所カーネルを用いる方法の検討もなされている
が，十分な近似性能をもつよう設定するためには試行錯誤が必要となる（状態行
動に対する汎化，関数表現能力の問題）．また，行動数に対する計算コストの増
加を抑える点についても考慮されていない（行動選択，行動評価の問題）．
以上のように，連続状態行動空間におけるQ学習の既存手法は，SDNN-Cに比
べると，いずれも実用上の問題点が多い．学習の性能や計算コストのほか，適用
できる課題の範囲，パラメータ設定の容易さといった使いやすさを総合的に考慮
すると，SDNN-Cは既存手法よりも明らかに優れていると言えよう．
Q学習以外で，状態・行動がともに連続な場合に適用可能な強化学習として，
Actor-Critic手法がある．1.2.1で説明したように，この手法はActorによって行
動方策が明示的に表現できるため，行動選択の際の計算コストの問題は生じない．
しかし，Actorをどのように設計するかという問題がある上に，ActorとCriticの
学習が相互に依存しているので，Q学習などの価値関数のみの方法と比べると学
習の収束が遅い場合がある．また，学習に影響を与えるパラメータが増えるため，
パラメータ設定に手間がかかるという問題もある．
本研究においても，当初Actor-Criticとの比較実験を試みたが，実験した範囲
ではすべて学習に失敗した．ただし，Actorの設計やパラメータの設定が不適切
であったため失敗した可能性も十分に考えられるため，これだけをもって手法自
体の問題とは言えない．しかしながら，少なくとも使いやすさの点では SDNN-C
を用いたQ学習の方が優れていると思われる．
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第7章
結論
7.1 本研究のまとめ
本研究では，選択的不感化ニューラルネット（SDNN）の出力層に，多数の行
動に関するQ値を同時に分散表現することによって，連続な状態行動空間におい
て行動価値関数を効率的に近似する方法を提案した．また，複数の数値実験を行
い，提案手法の有効性を検証した．
第 3章では連続な状態行動空間を持つ課題において数値実験を行い，提案手法
の計算コストおよび学習性能を従来手法と比較した．その結果，提案手法は同程
度の関数近似能力を持つと考えられるRBFNよりもはるかに小さい計算コストで，
行動値を十分細かく離散化できることが分かった．また，同様に SDNNを用いた
新保らの手法と比べても，学習効率の低下や計算コストの増加をほとんど生じる
ことがなかった．
加えて，連続行動と離散行動の比較から，連続行動を用いることで環境の変化
に追従しやすくなる可能性が示された．このことは，非定常な問題に対して強化
学習を適用する上で，大きな利点になると考えられる．
第 4章では，より実問題に近い状況として，冗長な状態変数に対するロバスト
性について検証した．また合わせて高次元空間での計算コストの増加についても
検証を行った．その結果，提案手法は冗長な状態変数が追加された場合でも，学
習効率が悪化せず，高いロバスト性を持つことが分かった．また，状態次元数の
増加に対して，RBFNの計算コストは指数オーダーで増加するが，SDNN-Cの計
算コストはより低いオーダー（2次のオーダー）に抑えられることが示された．
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第 5章では制御周期を短くすることができないような課題において数値実験を
行い，提案手法の有効性について検証した．その結果，この課題は離散行動では
解くことができず，また高い関数近似能力を必要とする課題であることが分かっ
た．そして，このような課題においても，SDNN-Cは従来手法よりも適した（高
い関数近似能力をもつ）手法であることが示された．
以上のように，本手法は，連続な状態行動空間におけるQ学習に必要と考えら
れる要素（1.2.3参照）をほぼ全て兼ね備えている．Q学習のアルゴリズムの単純
さとあわせて，SDNN-Cを用いたQ学習は，連続な状態行動空間における強化学
習の手法として既存のものより使いやすく，強化学習の適用範囲を拡大するもの
だと言える．具体的には，環境の変化が速く，Actor-Critic手法などでは学習が追
従できないような課題でも，SDNN-Cを用いたQ学習ならば学習できる可能性が
ある．また，パラメータ調整にあまりコストをかけられないような課題に対して
も，Actor-Critic手法よりパラメータ数が少ないことから，有用だと考えられる．
7.2 今後の課題と展望
本研究で提案した SDNN-Cは，連続状態行動空間におけるQ学習を実現する実
用的な価値関数近似器であるが，まだ数多くの問題が残されている．最後に，こ
れらの問題のうち主要なものを列挙するとともに，今後の展望について述べるこ
ととする．
第一に，SDNN-Cをより多くの課題に適用し，どのような場合に特に有効なの
か明らかにすることが挙げられる．6.1で述べたように，SDNN-Cは状態変数が
全く同じ場合，行動次元に関する不連続性は表現できないため，このような不連
続性が重要になる課題がもし存在するならば，苦手とする可能性がある．一方で，
環境の変化が速いような課題では，既存手法やActor-Critic手法などよりも有効
な可能性がある．
また，第 4章では冗長変数についてのロバスト性についての検証を行ったが，さ
らに複雑な冗長変数を加えた場合（例えば，高さ情報にホワイトノイズを加えた
ものなど）や，冗長変数の代わりに主要な変数を除いた場合（例えば，高さ情報
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を加える代わりに，1を除く）など，より実問題に近い条件について，詳細な実
験を行いたいと考えている．
第二に，行動空間が多次元の場合へのモデルの拡張が必要である．原理的には
行動次元が増えても，出力層の素子群を行動に対応したコードパターンで不感化
するという，現在の方法をほぼそのまま適用できると考えられる．しかし，出力
層素子を行動空間にあわせて超立方体状に配置すると計算コストが大きく増加し
てしまう．そのため，関数近似器の改良とは別に，Q値の最大値や対応する行動
を効率よく計算する方法について検討する必要がある．案としては，Gibbsサン
プリングを用いる [36, 39]手法との併用や，分割統治法の利用などが考えられる．
第三に，Actor-Critic手法などQ学習以外の方法との比較も重要な課題である．
これまで，連続行動を扱える現実的な手法はActor-Criticしかなかったが，本手法
を用いることで，連続行動が必要だがActor-Criticも苦手とするような問題（前述
のように，環境の変化が速く，Actor-Criticでは学習が追いつかないような問題）
でも制御できる可能性がある．
この他，強化学習の枠からは外れるが，SDNNの関数近似能力自体の解析も重
要な課題である．SDNNは関数近似器として優れた性質を多く持っているが，こ
れらの性質がどのように実現されているかは，まだ不明な点が多い．この点に関
して，筆者はパターンコーディングと選択的不感化がタイルコーディングの非常
に特殊な例に当たり，出力層の分散表現はアンサンブル学習の一手法であるバギ
ング [40]と関連しているのではないかと考えている．SDNNは，もともと神経力
学系のモデルに関する研究から発展したものであるが，上記のような機械学習や
統計的な手法と関連があるとすれば興味深い．
さらに，将来的には，動物の脳内における強化学習モデルとの比較や，生理学
的な知見の検討を行うことで，より動物に近い優れた強化学習システムの構築や，
動物の学習モデルの解析に繋がれば興味深い．
本研究が強化学習の進展に貢献し，ひいては制御工学や脳科学等の発展に寄与
することを期待して，論文の結びとする．
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