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1Introduction
The goal of quantum chemistry is to predict how a chemical system will behave without
recourse to experimental data. Unfortunately, quantum mechanics, the theoretical basis of
quantum chemistry, is founded on principles that lead to too complicated mathematics to be
of any immediate use. This has impeded and continues to impede the realization of the goal
in its ultimate form – a black box solution to every conceivable chemical problem.
Today, quantum chemistry is nonetheless an integral part of pure research in chemistry thanks
to the tremendous computer power available at a relatively cheap cost and a handful of key
approximations that render quantum chemical calculations feasible. At the forefront there
are researchers who study chemical structure and reactivity from a purely theoretical point of
view. At times, it has been even possible to predict the existence of novel molecules together
with their properties before their experimental detection.1;2 Computational studies are also
irreplaceable when experiments are impossible to realize or when experimental observations
are so ambiguous that a conclusive interpretation cannot be made.3;4
When it comes to the practicing chemist who is only interested in their problem at hand,
quantitative treatment of chemical reactions and structures of big systems still require both
knowledge of the caveats of quantum mechanics and expert knowhow of the cutting-edge
computational methods at disposal. Thus, there is still a lot of work to be done before quantum
chemistry reaches its ultimate goal. It is clear that the discipline moves forward only when
the most powerful computational resources are harnessed to its service.
Current trends in computer hardware design point towards a very interesting and challenging
future. It has become practically impossible to increase the computational speed of a single-
core computer because the correlation between computing power and the microprocessor’s
clock rate has been blurred by other factors such as overheating and limitations on thememory
bandwidth, i.e., the speed at which the microprocessor reads data from the main memory of
a computer.5;6
The solution is to perform computations in parallel. Nowadays even low-end computers in-
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corporate at least two cores on the same chip, while the current state of the art is at about 14–16
cores. However, the most spectacular strides in parallel computing have been witnessed in
the development of general purpose graphics processing units (GPGPUs) that are in the price
range €100–2000 and house some 100–3000 cores. What is more, the computing power of
these devices can be combined together to a seemingly unlimited extent when several pro-
cessors are used to control a cluster of GPGPUs. As a result, the parallel design of modern
computer hardware promises great performance gains in quantum chemical calculations.
In this thesis, a fully numerical scheme for computing two-electron integrals is presented.
These integrals arise in the quantum mechanical description of electron-electron repulsion.
In broader context, this thesis is a part of the ongoing eﬀorts to design fully numerical algo-
rithms that are useful in quantum chemistry and that can seize the power of massively parallel
computer architectures. The numerical framework in this thesis is based on the research ef-
forts of Sundholm and his co-workers.7–11
The present integration scheme is a variant of the Fast Multipole Method12–14 and performs
all integrals on real-space grids. It has been duly titled as the Grid-based Fast Multipole
Method (GB-FMM). Its main characteristic is that the two-electron integrals are computed
by dividing the computational domain to sub-domains. When each sub-domain is associated
with an even amount of work, the complexity of the overall scheme scales linearlywith respect
to the system size. Such a divide and conquer approach opens the avenue for exploiting
the power of massively parallel computer architectures to the fullest. Indeed, the GB-FMM
scheme has been designed for platforms that feature clusters of GPGPUs or similar multi-core
accelerators.
The organization of the thesis is as follows. Chapter 2 gives a brief overview of quantum
chemistry. The theoretical framework of the work is seen to be the determination of the elec-
tronic energy. This quantity is tied to the total energy of a chemical system that is undoubtedly
the fundamental quantity in theoretical treatments of chemical problems. The Hartree-Fock
approximation is reviewed and shown to be a way of computing an approximate electronic
energy in terms of molecular orbitals.
Chapter 3 serves as a literature review and describes the self-consistent ﬁeld (SCF) method.
The SCF algorithm permits determination of the molecular orbitals in practice. The eﬃ-
ciency the SCF method is shown to depend crucially on the way the two-electron integrals
are computed, which in turn depends on how the molecular orbitals are represented in the
memory of a computer. Currently employed solutions to the integration problem are shown
to be suboptimal in terms of accuracy as they compromise on the quality of the molecular
orbitals in favor of eﬃciency.
Chapter 4 documents the GB-FMM scheme. The advent of parallel computer architectures is
argued to present an unprecedented opportunity to employ highly ﬂexible numerical methods
in quantum chemical calculations, obviating the need to compromise between eﬃciency and
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accuracy. The GB-FMM algorithm is explained in detail and its linear scaling complexity is
demonstrated. Finally, the accuracy and performance of the GB-FMM scheme are analyzed
in a selection of proof-of-concept calculations that have been programmed by the author.
2The theoretical basis
2.1 The time-independent Schrödinger equation
According to quantum mechanics, chemical systems are governed by the time-independent
Schrödinger equation.15;16 It relates the total energy 𝐸 of the system to the corresponding
quantum mechanical operator, the Hamiltonian ?̂?
?̂?𝛷 = 𝐸𝛷. (2.1)
The function 𝛷 is known as the wave function and cannot be determined experimentally. It
can be thought of as a mathematical construction that enables the computation of all that
can be known about the system. In addition, it is also an object upon which all constraints
such as boundary conditions and symmetry properties are imposed in order to solve the time-
independent Schrödinger equation explicitly. The total energy is on the other hand an ob-
servable quantity that is intimately linked to chemical structure and reactivity. Insisting on a
straightforward testability of the theory, the fundamental piece of information in a chemical
problem is thus the total energy.*
The standard quantum chemical Hamiltonian makes no distinction between atoms, molecules
or bigger assemblies thereof. Instead, all systems are treated as mere collections of nuclei and
electrons that move nonrelativistically in vacuum. In atomic units,18;19 the Hamiltonian has
the form
?̂? = −12
𝐾
∑
𝐴=1
1
𝑀𝐴
∇2𝐴 +
𝐾
∑
𝐴<𝐵
𝑍𝐴𝑍𝐵
|𝑹𝐴 −𝑹𝐵|
− 12
𝑁
∑
𝑖=1
∇2𝑖 −
𝐾,𝑁
∑
𝐴,𝑖
𝑍𝐴
|𝑹𝐴 − 𝒓𝑖|
+
𝑁
∑
𝑖<𝑗
1
|𝒓𝑖 − 𝒓𝑗|
. (2.2)
*The ways in which chemically relevant properties are derived from the total energy are covered for example
in the textbook by Hehre.17
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The indices 𝐴 and 𝐵 refer to nuclei, while 𝑖 and 𝑗 refer to electrons. The observable cor-
responding to the Laplacians is the kinetic energy, and the pairwise summations represent
Coulombic interactions between the particles. The parameters describing the size of a sys-
tem are the number of nuclei 𝐾 and the number of electrons 𝑁 yielding a Hamiltonian that
is 3(𝑁 + 𝐾)-dimensional.
Amoment’s thought on typical values for𝑁 and𝐾 in chemically interesting problems leads to
the conclusion that the time-independent Schrödinger equation is amultidimensional problem
in the extreme. It is practically impossible to tackle Eq. (2.1) in a direct fashion except for
the simplest non-trivial case with 𝑁 = 1 and 𝐾 = 1 that corresponds to the hydrogen-like
atom (H, He+, Li2+…).16
Luckily, it is possible to solve for the total energy indirectly without introducing a signiﬁcant
error in the majority of cases by invoking the Born-Oppenheimer (BO) approximation.20;21
It exploits the fact that electrons and nuclei have vastly diﬀerent particle masses. More pre-
cisely, the BO approximation separates nuclear and electronic motions as these occur on
diﬀerent time scales. The heavier and slower nuclei can be considered to appear as stationary
point charges from the point of view of the electrons, whereas changes in the electron density
are assumed to be practically instantaneous from the point of view of the nuclei.
These assumptions can be stated mathematically as
𝛷 = 𝛷nuc(𝑹1, 𝑹2,… ,𝑹𝐾)𝛷el(𝒓1, 𝒓2,… , 𝒓𝑁 ; 𝑹1, 𝑹2,… ,𝑹𝐾), (2.3)
where the nuclear wave function 𝛷nuc does not depend on the electronic degrees of freedom
and the electronic wave function 𝛷el depends only parametrically on the nuclear geometry.
An additional assumption in the BO approximation is that the electronic wave function sat-
isﬁes the electronic problem
(
−12∑𝑖=1
∇2𝑖 −∑
𝐴,𝑖
𝑍𝐴
|𝑹𝐴 − 𝒓𝑖|
+ ∑
𝐴<𝐵
𝑍𝐴𝑍𝐵
|𝑹𝐴 −𝑹𝐵|
+∑
𝑖<𝑗
1
|𝒓𝑖 − 𝒓𝑗|)
𝛷el = 𝐸el𝛷el, (2.4)
whereby the approximate total energy can be solved separately from the nuclear problem
(
−12
𝐾
∑
𝐴=1
1
𝑀𝐴
∇2𝐴 + 𝐸el(𝑹1, 𝑹2,… ,𝑹𝐾))
𝛷nuc = 𝐸𝛷nuc. (2.5)
When one examines Eq. (2.4) and Eq. (2.5), it becomes evident that both represent the time-
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independent Schrödinger equation in the end but from diﬀerent points of view. The stationary
nuclei create an electrostatic ﬁeld with which the electrons interact. At the same time, the
electronic energy depends on the nuclear geometry and serves the role of an eﬀective potential
energy surface on which nuclei move and chemical reactions take place.
Whatever is added to the electronic energy by solving the nuclear problemmust be associated
with the kinetic energy of the nuclei. The approximate total energy can be therefore expressed
as
𝐸 = 𝐸el + 𝐸nuc. (2.6)
When it comes to relevant systems in chemistry, solving for either energy contribution repre-
sents a hard problem due to the high-dimensionality of the respective Hamiltonians. In this
thesis, only the electronic problem is discussed in depth and the broader goal is thus the de-
termination of the electronic energy. Let us therefore review the simplest way in which it can
be reliably estimated with an approximate electronic wave function, i.e., the Hartree-Fock
method.22;23†
2.2 The Hartree-Fock approximation
The starting point in practical solution schemes to the electronic problem is the realization that
one can reformulate Eq. (2.4) as a minimization problem. This is most easily accomplished
by switching to bra-ket notation,25 in which the electronic problem reads
?̂?el|𝛷el⟩ = 𝐸el |𝛷el⟩ (2.7)
and in which the electronic wave function can be subjected to the standard normalization
condition by writing ⟨𝛷el|𝛷el⟩ = 1. Multiplying Eq. (2.7) from the left with the bra vector
results then in an energy functional
𝐸el[𝛷el] = ⟨𝛷el ∣ ?̂?el ∣ 𝛷el⟩. (2.8)
It can be shown that the true electronic wave function minimizes Eq. (2.8).26 This result
that is known as the variational principle implies that the electronic problem can be solved
approximately by constructing a trial wave function and minimizing the electronic energy
with respect its parameters. What is more, it is easy to establish convergence to the correct
answer. The lower the energy, the better the trial wave function is.
†Density functional theory,24 an alternative approach to the electronic problem, will not be covered in this
thesis.
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However, a naive guess for the trial wave function will not work. An illustration of the prob-
lem has been given by the Nobel Laureate Walter Kohn.27 If one would try to guess the form
of the exact electronic wave function and parametrize it with a set of adjustable constants
𝑝1, 𝑝2, 𝑝3,… , 𝑝𝑀 , Kohn’s estimate for the number of parameters is 𝑀 = 𝑝3𝑁 , 3 ≤ 𝑝 ≤ 10.
Taking the lower bound 𝑝 = 3 and considering a computational resource that can minimize
for example 𝑀 ≈ 109 variables, the biggest system that can be studied contains only ≈6
electrons, which is a very modest number.
A more cunning approach is therefore called for in order to avoid the exponential scaling
of parameters. In the Hartree-Fock approximation this is achieved by constructing the 𝑁-
electron trial wave function from one-electron wave functions 𝜑𝑖(𝒓), 𝑖 = 1, 2,… ,𝑁 . As the
one-electron wave functions can depend only on one of the electronic coordinates 𝒓𝑗 at a time,
these cannot describe explicitly many-body eﬀects arising from the Coulombic interactions.
Instead, the repulsion between the electrons is treated in a mean-ﬁeld, time-averaged way.
It turns out that the basic building block in such a description of the wave function is a Slater
determinant22;23
𝛷HF =
1
√𝑁!
|
|
|
|
|
||
𝜑𝑖(𝒓1) 𝜑𝑖(𝒓2) … 𝜑𝑖(𝒓𝑁 )
𝜑𝑗(𝒓1) 𝜑𝑗(𝒓2) … 𝜑𝑗(𝒓𝑁 )
⋮ ⋮ ⋱ ⋮
𝜑𝑁 (𝒓1) 𝜑𝑁 (𝒓2) … 𝜑𝑁 (𝒓𝑁 )
|
|
|
|
|
||
. (2.9)
The reason for the intricate form of Eq. (2.9) lies in the symmetry properties of electrons.
The wave function must reﬂect the fact that electrons are fermions that possess an intrinsic
angular momentum or spin. According to quantum mechanics, such systems obey the Pauli
exclusion principle which states that the wave function changes sign upon exchange of the
degrees of freedom of two electrons.26 Determinants are naturally suited for describing such
antisymmetry – an exchange operation corresponds to swapping two columns or rows.
Further, the orientation of the spin can only assume the values “up” or “down” with respect
to a given coordinate frame. This is taken into account by taking each one-electron wave
function to be a product of a spin part 𝜎𝑖 and spatial part 𝜓𝑖
𝜑𝑖 = 𝜎𝑖(𝑠)𝜓𝑖(𝒓), 𝑖 = 1, 2,… ,𝑁.
The spin functions depend on a discrete spin variable 𝑠 that can only have either the value
“up” or “down.”‡ The spatial parts are called atomic orbitals (AOs) or molecular orbitals
(MOs) depending on the system at hand, while the term spin orbital (SO) is used to refer
to the one-electron wave functions 𝜑𝑖. When the SOs are required to be square-integrable
‡The mathematical treatment of these colloquial terms and the theory of angular momentum in quantum
mechanics in general has been discussed by Griﬃths.28
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and orthonormal to each other, a Slater determinant satisﬁes the normalization condition
automatically.
The trial wave function in the Hartree-Fock approximation is thus fully speciﬁed when the
spin orbitals are known. When the corresponding Slater determinant is inserted in Eq. (2.8),
the Hartree-Fock energy 𝐸HF is deﬁned as the minimum of the energy functional with re-
spect to the spin orbitals. It represents a variational estimate of the exact electronic energy.
Since the wave function was only constrained to satisfy the normalization condition, the pre-
sented formulation does not distinguish between diﬀerent electronic states but yields always
an approximation for the lowest-energy solution, i.e., the ground state.
More constraints need to be imposed on the spin orbitals in order to study electronically
excited states. In addition, the spin orbitals are typically constrained even in the ground state
in order to ease the optimization. Namely, the spin variables can be known beforehand as
these constitute the spin conﬁguration of the system. The overwhelmingly most common
situation in chemistry is one in which each spin “up” electron is paired with a spin “down”
electron. Signiﬁcantly, there will be then only 𝑁/2 doubly occupied MOs and the attribute
“closed-shell” is used when referring to the resulting Slater determinant.
Due to their predominance is chemistry, the discussion here is limited to closed-shell molecules.
Thus, when a Slater determinant constructed from𝑁/2MOs is inserted to Eq. (2.8), the en-
ergy functional simpliﬁes to
𝐸HF = ℎnuc +
𝑁/2
∑
𝑖
ℎ𝑖𝑖 +
𝑁/2
∑
𝑖,𝑗
2𝑔𝑖𝑖𝑗𝑗 − 𝑔𝑖𝑗𝑗𝑖, (2.10)
where the indices 𝑖 and 𝑗 refer to the occupied MOs. The term ℎnuc is a constant that repre-
sents the repulsive potential between the nuclei. The ﬁrst sum takes into account the kinetic
energy of the electrons and the Coulombic attraction between the nuclei and the electrons.
The second sum quantiﬁes the Coulombic repulsion between the electrons. Expressions for
the elements of the one-electron Hamiltonian ℎ𝑝𝑞 and two-electron integrals 𝑔𝑝𝑞𝑠𝑟 in general
indices 𝑝, 𝑞, 𝑠 and 𝑟 are given by
ℎ𝑝𝑞 = −
1
2 ∫𝜓
∗
𝑝 (𝒓)∇2𝜓𝑞(𝒓)d3𝑟 −
𝐾
∑
𝐴=1
𝑍𝐴∫
𝜓∗𝑝 (𝒓′)𝜓𝑞(𝒓′)
|𝑹𝐴 − 𝒓′|
d3𝑟′ (2.11)
𝑔𝑝𝑞𝑠𝑟 =∬
𝜓∗𝑝 (𝒓)𝜓𝑞(𝒓)𝜓∗𝑠 (𝒓′)𝜓𝑟(𝒓′)
|𝒓 − 𝒓′| d
3𝑟 d3𝑟′. (2.12)
All in all, the integrals in Eq. (2.11) and Eq. (2.12) depend at most on two coordinate frames,
𝒓′ and 𝒓, and not on the original𝑁 coordinate frames, 𝒓1, 𝒓2,… , 𝒓𝑁 . A great reduction in the
dimensionality of the electronic problem has therefore taken place.
2. THE THEORETICAL BASIS 9
As for the optimalMOs, one can analyze Eq. (2.10) with the standard mathematical technique
of calculus of variations and show that the Hartree-Fock energy is stationary whenever the
MOs satisfy the Hartree-Fock equations29
(−
1
2∇
2 + ̂𝑉nuc + 2 ̂𝐽 − ̂𝐾)𝜓𝑖 = 𝜖𝑖𝜓𝑖 (2.13)
̂𝑓𝜓𝑖 = 𝜖𝑖𝜓𝑖 𝑖 = 1, 2,… ,𝑁/2. (2.14)
The eigenvalues 𝜖𝑖 are known asMO energies, while the Fock operator ̂𝑓 consists of the usual
kinetic energy operator and the eﬀective potential energy operators that are deﬁned as
̂𝑉nuc𝜓𝑖 = −
𝐾
∑
𝐴=1
𝑍𝐴𝜓𝑖(𝒓)
|𝒓 − 𝑹𝐴|
(2.15)
̂𝐽𝜓𝑖 =
𝑁/2
∑
𝑗=1 ∫
𝜓∗𝑗 (𝒓′)𝜓𝑗(𝒓′)𝜓𝑖(𝒓)
|𝒓 − 𝒓′| d
3𝑟′ = 𝜓𝑖(𝒓)
𝑁/2
∑
𝑗=1 ∫
|𝜓𝑗(𝒓′)|2
|𝒓 − 𝒓′| d
3𝑟′ (2.16)
̂𝐾𝜓𝑖 =
𝑁/2
∑
𝑗=1 ∫
𝜓∗𝑗 (𝒓′)𝜓𝑖(𝒓′)𝜓𝑗(𝒓)
|𝒓 − 𝒓′| d
3𝑟′ =
𝑁/2
∑
𝑗=1
𝜓𝑗(𝒓)∫
𝜓∗𝑗 (𝒓′)𝜓𝑖(𝒓′)
|𝒓 − 𝒓′| d
3𝑟′. (2.17)
As the Hartree-Fock equations are fairly diﬃcult to tackle, an alternative approach to ﬁnding
the optimal MOs is to represent the Fock operator as a matrix. Switching again to bra-ket
notation and multiplying the Hartree-Fock equations from the left with a bra vector, an ex-
pression for the elements of the Fock matrix 𝙛 in the MO basis becomes29
𝑓𝑖𝑗 = ⟨𝑖| ̂𝑓 |𝑗⟩ = ℎ𝑖𝑗 +
𝑁/2
∑
𝑘=1
2𝑔𝑖𝑗𝑘𝑘 − 𝑔𝑖𝑘𝑘𝑗 = 𝜖𝑖𝛿𝑖𝑗 . (2.18)
The matrix formulation is much more compact and involves only integral expressions that
were already introduced in Eq. (2.10). The problem of solving a system of coupled integro-
diﬀerential equations is replaced by a problem of ﬁnding a basis of orthonormal square-
integrable one-electron functions that make the Fock matrix diagonal.
2.3 Discussion
Equations (2.10), (2.13) and (2.18) are the end results of this chapter. The research topic of
this thesis, the two-electron integrals, Eq. (2.12), are seen to be a crucial component both in
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Reality
Schrödinger equation
Born-Oppenheimer
approximation
Nuclear problem
Electronic problem
Hartree-Fock approximation
 Closed-shell
Figure 2.1: Hierarchy of approximations and simpliﬁcations in quantum chemistry as discussed in
this thesis.
the construction of the Fock matrix and in the evaluation of the Hartree-Fock energy. Yet,
these integrals are but a small piece in the bigger framework of quantum chemistry. Let us
summarize the discussed methodology with Fig. 2.1.
On a pessimistic note, even if the goal is to compute the total energy in an approximate
manner, it is a priori impossible to quantify the error associated with the approximations. It
should be always born in mind that discrepancies between theory and experiment can also
stem from improper application of theory rather than the theory itself!
At the highest level, the Hamiltonian in Eq. (2.2) itself is only an approximation of reality
if the system under study is isolated from its environment, which is the solvent at a ﬁnite
temperature in many chemical problems. Secondly, special relativity becomes progressively
more important as one goes through the periodic table of elements. In practice, only the ﬁrst
36 elements (H–Kr) permit an all-electron treatment at the Hartree-Fock level of theory as
the diﬀerences in the chemical properties between the ﬁfth and sixth row of the periodic table
are due to relativity.30
The BO approximation does not generally cause any signiﬁcant error as shown with bench-
mark calculations on small systems such as helium31;32 He, dihydrogen cation33–35 H+2 and
hydrogen molecule36;37 H2. However, situations where the approximation breaks down oc-
cur frequently in chemistry. Whenever a chemical problem involves several electronic states
whose energies coincide in a given nuclear geometry, the nuclear problem becomes ill-
conditioned as the potential energy surface ceases to be single-valued.
The reason why the BO approximation is an approximation in the ﬁrst place is rooted in the
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derivation of the electronic and nuclear equations in a coordinate system where the center-
of-mass motion has been separated from the rotation and internal motion of the nuclei. For
a more quantitative discussion, the interested reader is referred to Ref. 38. However, in most
practical calculations the intrinsic accuracy of the approximation should be contrasted with
the accuracy of the molecular structure which has to be speciﬁed before solving the electronic
problem. While small molecules and highly symmetric systems are easy to deal with, even
a realistic starting guess for the structure of a large biomolecule can present a real challenge,
especially if experimental data is discarded or not available.
The Hartree-Fock approximation depends on the BO approximation and is likewise not well
suited for electronically excited states. It should be also noted that the formulation presented
in this thesis was deliberately restricted to cases where a closed-shell Slater determinant is
suﬃcient. There are however chemical phenomena were more ﬂexibility is required. For ex-
ample, a singlet molecule dissociates to two doublet fragments upon homolytic bond cleav-
age, rendering a closed-shell description inadequate. In addition, when diﬀerent electronic
states approach near-degeneracy, it is incorrect to force the system to be in only one of the
states, as is implicitly the case in a single Slater determinant wave function.
Fortunately, it is possible to reﬁne and generalize the Hartree-Fock approximation so that
open-shell species and nearly degenerate electronic states can be treated appropriately.39–41
The one omnipresent source of error in the Hatree-Fock approximation is the neglect of corre-
lation. In reality, electrons repel each other based on their instantaneous positions that do not
enter the Hartree-Fock equations. A posteriori experience suggests the Hartree-Fock energy
is about 99% of the true electronic energy when other sources of error are under control.42 The
remaining contribution has been coined as the correlation energy𝐸corr.43 In the Hartree-Fock
approximation, the electronic energy can therefore written as
𝐸el = 𝐸HF + 𝐸corr. (2.19)
Techniques that aim to recover the correlation energy by improving upon the Hartree-Fock
wave function are collectively referred to as post-Hartree-Fock methods.44 The results of
several correlated calculations that are reviewed on pages 842–843 of Ref. 42 suggest that
the magnitude of the correlation energy is on the order of 10−2Ha per electron. Targeting a
chemical accuracy of 10−3Ha,§ the Hartree-Fock approximation alone is therefore inherently
limited in its scope. However, within the energy partitioning in Eq. (2.6) and in Eq. (2.19), it
is nonetheless an integral part of quantum chemistry.
§In more mundane units, 10−3 Ha ≈ 1 kcalmol−1.
3The self-consistent ﬁeld method
3.1 The need of discretization
In Chapter 2, the Born-Oppenheimer and Hartree-Fock approximations led to expressions for
the approximate electronic energy that is in turn needed when solving the time-independent
Schrödinger equation. The beneﬁt of the approximations are evident. Instead of one 3(𝐾 +
𝑁)-dimensional problem, the biggest part of the solution, the Hartree-Fock energy, is ob-
tained from a set of one-particle problems. The trade-oﬀ is in the non-linearity and number
of equations.
As it is practically impossible to solve the Hartree-Fock equations by hand, one has to resort
to computers. The ways in which aMO can be represented discretely as bytes are only limited
by human imagination up to the ﬁnite amount of memory and precision oﬀered by computers.
The non-linear nature of the Hartee-Fock equations on the other hand necessitates an iterative
approach. In the context of quantum chemistry, the solution scheme of choice is known as
the self-consistent ﬁeld (SCF) method.42 Let us therefore review the SCF method and discuss
some key aspects regarding how it is implemented in currently available quantum chemistry
programs. The goal of this chapter is the build the framework in which two-electron integrals
are tackled in practice.
An overview of the SCF method is presented in Fig. 3.1. The ﬁrst step is to make an initial
guess at theMOs𝜓𝑖(𝒓), 𝑖 = 1, 2,… ,𝑀 ≥ 𝑁/2. It is important that the guess can containmore
functions than are actually needed as long as the MOs are orthonormal to each other. The
guess constitutes a basis set and deﬁnes a representation of the Fock matrix, 𝑓𝑖𝑗 = ⟨𝑖| ̂𝑓 |𝑗⟩.
Since the optimal MOs diagonalize the Fock matrix, one must look for an unitary transfor-
mation 𝘾 among the basis functions satisfying
𝙛 𝘾 = 𝘾𝙀, (3.1)
12
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Initial guess at the MOs
Fock matrix build
Diagonalize the Fock matrix Obtain MOs
Evaluate Hartee-Fock 
energy
Self-consistent?
Figure 3.1: A simpliﬁed overview of the traditional self-consistent ﬁeld method.
where the matrix 𝙀 is diagonal and contains the MO energies. The MOs are then given by
𝜓𝑖 → ∑𝑀𝑘=1 𝐶𝑘𝑖𝜓𝑘.
Since the Fock matrix is Hermitian, the matrices 𝘾 and 𝙀 always exist. Moreover, Eq. (3.1)
represents a well-known mathematical problem that can be solved numerically.45 However,
since the Fock matrix itself depends on the MOs, the ﬁrst batch of MOs is not guaranteed to
yield the lowest energy.
The best that can be done is to feed theMOs to a newFockmatrix build, which leads to another
diagonalization step and a new set of MOs. The essence of the SCF method is that it shuﬄes
the MOs from one Fock matrix build to the next until the MOs do not diﬀer appreciably
between iterations. At this point the system is said to be self-consistent. In the last step,
those MOs that are associated with the𝑁/2 lowest MO energies are picked for evaluating the
Hartree-Fock energy.
The number of cycles in converging SCF calculation is typically between 5 and 50.46 Com-
paring the formidable Hartree-Fock equations and the ease of diagonalizing matrices numer-
ically, one has to contend that the SCF method is a rather elegant solution to the problem.
The caveat is that a SCF calculation is equivalent to solving the Hartree-Fock equations only
within the limitations of the basis set. In mathematician’s parlance, the initial guess provides
a subspace of all square-integrable one-electron functions upon which the Hartree-Fock equa-
tions are projected. Only in the unrealistic case of a complete basis set, 𝑀 → ∞, will the
basis functions reproduce the exact MOs. In practical calculations, one can only aim at es-
tablishing convergence towards the complete basis set (CBS) limit.
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3.2 The LCAO approximation
Today, practically all available quantum chemistry programs implement the SCF method in
the same way. As realized by Roothaan 47 and Hall 48 already in the 1950s, the problem of the
initial guess can be approached systematically by studying calculations on atoms. This gave
rise to the linear combination of atomic orbitals (LCAO) approximation in which each MO
has an algebraic form in terms of atomic orbitals (AOs) 𝜒𝜇
𝜓𝑖(𝒓) =
𝑀
∑
𝜇=1
𝐶𝜇𝑖𝜒𝜇(𝒓), 𝑖 = 1, 2,… ,𝑀. (3.2)
The reasoning in the LCAO approximation is as follows. Consider a molecular system that
is atomized, i.e., each atom is brought suﬃciently far away from each other. Provided that
restrictions on the overall spin conﬁguration are relaxed, the AO basis contains precisely
those orbitals that are needed when solving the electronic problem of the constituent atoms.
When the system is then brought to the desired nuclear geometry, the core MOs are thought
to still resemble the AOs, while the valence MOs are constructed from linear combinations
of the valence AOs and so-called polarization functions. The latter are included in the AO
basis in order to better model the smearing of atomic electron densities as they merge to form
covalent bonds. In other words, a hypothetical atomized state is taken as a reference and the
formation of a molecule is viewed as a perturbation.
The SCF method in the LCAO approximation is best regarded as a generalization of the
description given at the outset. The AO basis deﬁnes its own representation of the Fock
matrix*
𝑓AO𝜇𝜈 = ℎ𝜇𝜈 +
𝑀
∑
𝜅=1
𝑀
∑
𝜎=1
𝑃𝜅𝜎 (𝑔𝜇𝜈𝜅𝜎 −
1
2𝑔𝜇𝜎𝜅𝜈) (3.3)
𝑃𝜅𝜎 = 2
𝑁/2
∑
𝑘=1
𝐶𝜅𝑘𝐶𝜎𝑘. (3.4)
However, since the AOs can be associated with diﬀerent elements, they are not generally
orthonormal to each other, and it is not possible to diagonalize the AO Fock matrix directly.
Instead, the relationship between the MO energies, the expansion coeﬃcients and the AO
Fock matrix is given by the Roothaan equations
*Greek letters are used to index AOs; the expressions for the integrals in Eq. (3.3) are identical to the ones
introduced in Chapter 2 except for the substitution 𝜓 → 𝜒 .
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𝙛 AO𝘾 = 𝙎𝘾𝙀, (3.5)
where the elements of the overlap matrix 𝙎 are
𝑆𝜇𝜈 = ∫𝜒
∗
𝜇(𝒓)𝜒𝜈(𝒓)d3𝑟.
The conceptual framework of Fig. 3.1 can be nonetheless retained because the Roothaan equa-
tions can be solved rather eﬃciently using standard techniques for such generalized eigen-
value problems. The details regarding the technicalities of the SCF method in the AO basis
have been described in Ref. 29.
The Fock matrices 𝙛 AO and 𝙛 will never be equal. The diﬀerence between the bases is re-
ﬂected dramatically in the computational cost of one SCF cycle. Introducing the big O nota-
tion for describing the asymptotic complexity of a computational task, the one-electronHamil-
tonian part is seen to require 𝒪(𝑀2) work per cycle in the MO basis. In contrast, the corre-
sponding matrix has to be constructed only once in the AO basis and remains constant during
the SCF cycles. The two-electron part scales as 𝒪(𝑁𝑀2) and 𝒪(𝑀4) in the MO and AO
basis, respectively. The cost of the diagonalization step scales as 𝒪(𝑀3) with a small pref-
actor.45 The computational bottleneck of the SCF method is therefore the evaluation of the
two-electron integrals.
The eﬃciency of the LCAO approximation depends therefore crucially on the way the AOs
are represented. These can be expressed in general in the form
𝜒𝜇(𝒓) = 𝑟
𝑙𝜇
𝐴 𝑅𝜇(𝑟𝐴)𝑌
𝑚𝜇
𝑙𝜇 (𝜃𝐴, 𝜙𝐴), 𝑙𝜇 = 0, 1,… , |𝑚𝜇| ≤ 𝑙𝜇, (3.6)
where the atom-centered coordinates are given by 𝒓𝐴 = 𝒓 − 𝑹𝐴. The radial functions 𝑅𝜇 are
determined in atomic calculations, whereas the angular functions 𝑌 𝑚𝑙 are real-valued spherical
harmonics that are well-known special functions of mathematical physics.42
The spherical harmonics organize the AOs into shells of 2𝑙 + 1 functions. These are denoted
in the order of increasing 𝑙 with the usual symbols 𝑠, 𝑝, 𝑑 and so forth. The key parameters
of an AO basis are the highest shell given by 𝑙max and the number of radial functions per
shell. In a minimal basis for an atom, 𝑙max is deﬁned by the valence shell and the number of
radial functions will equal the number of occupied shells. For example, the valence shell of
second-row elements is 2𝑝 which gives 𝑙max = 1. As the occupied shells are 1𝑠, 2𝑠 and 2𝑝,
there will be three diﬀerent radial functions. This basis would be denoted with the shorthand
[2𝑠1𝑝] which implies ﬁve AOs per second-row atom.
A minimal basis can then be extended, whereby it should start to approach completeness.
Those AOs that are obtained by increasing 𝑙max become the polarization functions. As for the
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radial functions, it pays to increase only the number of valence AOs. This choice is in line
with the reasoning behind the LCAO approximation. The core AOs are thought to map to
core MOs in a straightforward way, whereas the valence MOs change from system to system
and require more ﬂexibility.
An opposing trend concerns the energy balance of the basis set. The core MOs contribute
more to the to Hartree-Fock energy than the chemically more interesting valence MOs. From
the point of view of energy per MO, the core AOs are thus more important than valence AOs.
A compromise solution is to employ basis sets where the number of radial functions per shell
decreases more or less arithmetically [𝑛𝑠(𝑛−1)𝑝(𝑛−2)𝑑 … ] and where the number of radial
functions for the valence shell is adjusted accordingly.26
There is no universal basis set. Instead, the de facto solution in quantum chemistry to restrict
the radial functions to have the form
𝑅𝜇(𝑟) = 𝑁
𝐿
∑
𝑘=1
𝑑𝜇𝑘𝑒−𝛼𝜇𝑘𝑟
2 . (3.7)
Such basis sets consist of Gaussian-type orbitals (GTOs). To be precise, the radial function in
Eq. (3.7) are referred to as primitive GTOs that have been combined to form a contracted GTO
(CGTO). The parameters of a CGTO are the contraction coeﬃcients 𝑑𝜇𝑘 and the exponents
𝛼𝜇𝑘; the factor𝑁 is a normalization constant.
The principal advantage of using Gaussian basis sets is that they enable one to compute all
of the integrals in Eq. (3.3) analytically.42;49 Tables enumerating the composition of all of
the major Gaussian basis sets have been compiled by Jensen,50 while the most comprehen-
sive resource for the basis set parameters is the EMSL Basis Set Exchange web portal.51 In
general, the quality of a Gaussian basis set can be deduced from a symbolic designation XZP
(X = D, T,Q, 5…), spelled out as X-zeta plus polarization. The cardinal number X gives
the number of CGTOs for describing the valence shell and also the 𝑙max parameter that is
incremented by X − 1 from its minimal value.
The usefulness of GTOs in the context of quantum chemistry was ﬁrst suggested by Boys,52
and the mathematics for the two-electron integrals in a primitive basis was elaborated by
Taketa et al. 53 Eﬃcient integration schemes suitable for quantum chemistry programs were
later on devised byMcMurchie and Davidson,54 Obara and Saika,55 and Dupuis et al. 56 A lot
eﬀort has also been devoted to prescreening techniques that enable one to discard batches of
two-electron integrals when they can be estimated to contribute only negligibly to the Fock
matrix.57 Computational studies have shown that such techniques can decrease the formal
scaling of 𝒪(𝑀4) to approximately 𝒪(𝑀2) in big systems.58
The details of how the two-electron integrals are computed in any of thementioned integration
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Figure 3.2: A selection of neurotoxins used in illustrating diﬀerent basis set sizes.
schemes will not be discussed in this thesis. An accessible introduction has been presented
by Helgaker and Taylor.49 An authoritative resource covering also the technical aspects is
chapter 9 of Ref. 42. In essence, once the integration routines are in place, a SCF code is
practically ready, for numerical diagonalization routines are available from separate libraries,
the most famous of which is arguably LAPACK.45
3.3 Discussion
We have now covered the general features of the Hartree-Fock approximation and sketched
what it takes to turn the theory into actual computer code. Let us now analyze the LCAO
approximation and the Gaussian basis sets in terms of accuracy as this gives the impetus for
future improvements.
The success of the LCAO approximation can be traced to the compactness of Gaussian basis
sets. Besides the nuclear geometry, the primary inputs to a SCF calculation are the Gaussian
exponents, contraction coeﬃcients and the initial values for the expansion coeﬃcients. The
MOs are thus represented very discretely indeed. In addition, when only minimal basis sets
are employed, the basis set size𝑀 rises rather conservatively, i.e., hydrogen and second-row
atoms each contribute one and ﬁve AOs, respectively.
The crucial question is then how fast does the basis set approach the CBS limit. There is
no straightforward answer to the question, but computational studies have shown that the
convergence of the Hartree-Fock energy is nearly exponential with respect to 𝑙max in simple
systems.59–61 Hence, there is evidence that the basis set truncation error and Hartree-Fock
energy are related by
𝐸HF,X = 𝐸HF + 𝐴𝑒−𝐵𝑙
𝑛
max , 12 ≤ 𝑛 ≤ 1. (3.8)
Accurate results could be obtained if the same calculation was run with successfully better
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Table 3.1: An illustration of the increase in basis set size as a function of the cardinal number 𝑋.
The def2-XZVP basis by Weigend and Ahlrichs 64 was picked as an example; all other Gaussian basis
sets are bound to exhibit similar behavior.
X H C, N, O Cl
D [2s1p] [3s2p1d] [4s3p1d]
T [3s1p] [5s3p2d1f] [5s5p2d1f]
Q [4s3p2d1f] [7s4p3d2f1g] [9s6p4d2f1g]
(a) Basis set compositions of selected atoms.
X C4H12NCl C9H20NO2Cl C37H42N2O6Cl2
D 148 286 876
T 264 529 1721
Q 715 1354 3965
(b) Total basis set size 𝑀 in tetramethylammonium chloride (C4H12NCl), muscarine chloride
(C9H20NO2Cl) and tubocurarine chloride (C37H42N2O6Cl2).
basis sets and the CBS limit was extrapolated from Eq. (3.8). The exponential model requires
at the very least three runs (D, T,Q) for a given exponent 𝑛, and it can be argued that the lack of
rigorous theoretical justiﬁcation for Eq. (3.8) necessitates going even higher in the hierarchy.
An optimist would then think that it is possible to reﬁne the Hartree-Fock energy to an ar-
bitrary accuracy thanks to the tremendous computer power that is currently available. Exact
results mean in this context the CBS limit at machine precision. When using double-precision
ﬂoating point numbers, this would mean 15–17 “signiﬁcant decimals,” translating to energies
in the range from 10−16Ha to 10−14Ha.62 However, it turns out that achieving arbitrary accu-
racy in the LCAO approximation is a hard problem and that a chemical accuracy of 10−3Ha
is already a veritable challenge.
The reason is twofold. Gaussian basis sets have their inherent limitations that manifest them-
selves in high-accuracy work. At the same time, having both a good energy balance and a
ﬂexible description of the valence increases the basis set size very rapidly as one goes from
double-zeta to quadruple-zeta quality, rendering high-accuracy work unfeasible in large sys-
tems. Let us discuss both aspects in turn.
The growth of the basis set size is best illustrated by looking at actual molecules. Let us take
as examples the salts tetramethylammonium chloride, muscarine chloride and tubocurarine
chloride in the def2-XZVP basis by Weigend et al. 63 that is taken here to represent a modern
Gaussian basis set. The examples were chosen from the world of neurotoxins and represent
diﬀerent system sizes with a similar basis set composition. The structures of the cations
are shown in Fig. 3.2, and the stoichiometric formulas for the neutral salts are C4H12NCl,
C9H20NO2Cl and C37H42N2O6Cl2. The basis sets compositions and sizes have been gathered
in Tab. 3.1.
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At the quadruple-zeta level, the increase in basis set size is on average +370% from the
double-zeta level, and the Fock matrices are estimated to consume 2MB, 7MB and 60MB
of memory, taking into account that these will be real-valued and symmetric. The mem-
ory requirements are not yet very alarming regarding numerical diagonalization. Instead, the
workload is going to be dominated by the two-electron integrals. When prescreening is not
in eﬀect, there are more than billion of them even in tetramethylammonium chloride.† In
tubocurarine chloride, the number is on the order of 1013!
At the same time, tubocurarine chloride would not even be a big neurotoxin – many of the
pharmaceutically interesting ones are small peptides consisting of hundreds of atoms. The
number of two-electron integrals in such systems would be so high that quadruple-zeta level
studies on them are deﬁnitely unfeasible with today’s computers.
The growth of the basis set and the ensuing integration problem impact drastically the design
of a SCF code. It is completely unfeasible to precompute the two-electron integrals because
such an approach would consume extremely large amounts of disk space. Further, the eﬃ-
ciency of a SCF code would become limited by the speed at which data is read from disk.
A faster solution is to compute the two-electron integrals as needed and store only the most
time-consuming ones.65 Even so, the steep growth in the execution time with respect to the
basis set size makes it tempting to settle for lower accuracy, i.e., double-zeta quality in a large
number of studies.50
The CGTOs are determined most often in SCF calculations on atoms. The derivation of the
exponents and the contraction coeﬃcients can be stated as an optimization problem. One
selects a number of primitive GTOs and varies the exponents until the resulting Hartree-
Fock energy is a minimum. Next, the contraction coeﬃcients are selected from the expansion
coeﬃcients by looking at which primitives tend to be associated with a given atomic orbital.
The need to contract can be viewed as a compromise in the ﬁrst place. If the basis set size was
not such an issue, all Gaussian basis sets would be uncontracted. The contraction coeﬃcients
represent an artiﬁcial constraint, preventing the SCF method to truly optimize the MOs in
molecular systems.
Further, the ﬁrst step involving the exponents is a demanding optimization problem that gets
more and more diﬃcult as one goes across the periodic table of elements. The error in the
atomic Hartree-Fock will always increase as a function of atomic number, for the inevitable
presence of multiple minima means that an optimization procedure can get stuck in the wrong
extremum.
To make matters worse, there are also subtle aspects in the physics of chemical systems that
make it even more diﬃcult to arrive at the best exponents possible. Namely, the Coulomb
potential becomes singular at the coalescence points of electrons and nuclei which must be
†The exact number is𝑀4/8, see Ref. 29.
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exactly canceled by a singularity in the kinetic energy.44;66;67 This manifests itself as a deriva-
tive discontinuity at the origin of the atom-centered radial functions. These nuclear cusps are
hard to reproduce with Gaussian functions because they represent the very example of smooth
functions.
Finally, the polarization functions present their own conundrum. These cannot be deter-
mined easily at the Hartree-Fock level because atomic Hartree-Fock energies depend only on
the occupied AOs, and occupying high angular momentum orbitals means exciting an atom.
Contrary to intuition, one should then study excited atoms, even though the goal is to model
the perturbation of atomic electron densities upon covalent bonding. The fact that polariza-
tion functions can be determined in the ﬁrst place can be largely attributed to the research
eﬀorts of Dunning and his co-workers.68 They have designed Gaussian basis sets suitable for
post-Hartree-Fock methods, and it turns out that correlated calculations on atoms will involve
high angular momentum AOs even in the ground state.
In all, small deﬁciencies in the CGTOs can hamper the convergence towards the CBS limit.
This manifests itself in cases where going higher in the hierarchy spuriously worsens the
results. It is therefore a wise policy to always include an eﬀective basis set truncation error in
one’s results when extrapolation to the CBS limit cannot be done. For example, the authors of
the def2-XZVP basis set showed that one can expect an accuracy of 10−3Ha at the quadruple-
zeta level based on benchmark calculations that involved ground-state energies of atoms and
atomization energies in a selection of molecules.63
One might argue that a basis set truncation error of 10−3Ha is already small enough and
that insisting on arbitrary accuracy is futile because the error due to the Hartree-Fock ap-
proximation itself is going to be larger when experimentally determined valued are taken as
a reference. Moreover, systematic errors tend to cancel in quantum chemical applications
because these involve energy diﬀerences and derivatives instead of absolute values.
Another view on the matter emerges after looking into the future. When accurate post-
Hartree-Fock methods will become commonplace, the Hartree-Fock energy has to be de-
termined with equal stringency. Only in such a situation can one take a black box approach
to quantum chemistry – the error must be under control.
However, despite several decades of quantum chemistry, nobody has come up with an eﬃ-
cient alternative to Gaussian basis sets in arbitrary nuclear geometries. One could consider
replacing the Gaussian functions with some other functional form and proceed with the basis
set design as with the GTOs. Exponentially decaying functions 𝑒−𝛼𝑟 would be particularly
attractive because these would reproduce the nuclear cusps more faithfully. Such Slater-type
orbitals (STOs) were used before the advent of GTOs sets,69 but past attempts suggest that
STOs will likely never outdo GTOs in Hartree-Fock calculations. The basis set size cannot
be reduced suﬃciently to make numerical integration feasible.49;70
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When thinking about the future of SCF calculations, the lesson is clear. One should aim
to eliminate the need to design the basis set in the ﬁrst place and resort to more ﬂexible
numerical methods. Atoms71;72 and diatomics73–77 are the most notable systems that permit
fully numerical treatment of the basis functions. Indeed, the success of SCF calculations in
both systems is very impressive, for Hartree-Fock energies can be determined within 10−6Ha.
A tabulation containing Hartree-Fock energies to 10 signiﬁcant ﬁgures for the ﬁrst 54 atoms
is available for example in Ref. 78.
Another lesson is that the basis set size should be always minimal or even sub-minimal. In
the end, the Hartee-Fock energy of a singlet state depends only on 𝑁/2 MOs. As for the
convergence to the CBS limit, there would need to be an algorithm for reﬁning the basis
functions iteratively during the SCF calculation. The variational optimization with respect
to the expansion coeﬃcients would be thus augmented with a non-linear optimization with
respect to the numerical basis functions. This would open up the way for a black box approach
to SCF calculations.
It turns out that such a reﬁning algorithm has been developed only rather recently.79–82 There
is then only one problem that prevents realizing the presented conjectures in practice. One
has to rethink how the one-electron and two-electron integrals should be computed in order to
attain feasible performance. In particular, the two-electron integrals must be computed in the
most optimal way possible. This is precisely the research topic the author was preoccupied
with during his master’s thesis project, and we are now ready to tackle the matter in the
framework of the Fast Multipole Method.
4The Grid-based Fast Multipole Method
4.1 Introduction
This Chapter documents a method for computing two-electron integrals numerically. The
scheme is a variant of the Fast Multipole Method (FMM) whose foundation is in the sem-
inal work by Greengard and Rokhlin.12 The FMM algorithm was introduced as a method
to compute electrostatic and gravitational potential ﬁelds in point particle simulations. The
derivation of the algorithmwas later elaborated byWhite and Head-Gordon.13 More recently,
the FMM has been found to be useful even in quantum chemistry.83–86
The motivation for this work is contained in the conclusions of Chapter 3. One can signif-
icantly improve upon traditional SCF codes in terms of accuracy by introducing numerical
basis functions. This necessitates rethinking how the two-electron integrals can be computed
as eﬃciently as possible. The vantage point in this thesis is that once numerical integration
can be performed concurrently on suﬃciently many cores, the performance is not going to be
limited by the total amount of work but by the work per computational node.
Such massively parallel computer architectures present an unprecedented opportunity to ex-
plore algorithm that would be deemed too expensive in a traditional single-core environment.
The present scheme has been designed precisely with parallelization in mind. Indeed, its
main characteristic is that it decomposes the two-electron integrals into small and indepen-
dent pieces that can then be processed concurrently in a true divide and conquer fashion.
The current scheme performs all integrals on real-space grids and has been duly titled as
the Grid-based Fast Multipole Method (GB-FMM). To the best knowledge of the author, the
GB-FMM is the ﬁrst implementation of the FMM for numerical basis functions.
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4.2 Numerical framework
Let us start by characterizing the problem at hand. We want to evaluate integrals of the form
𝑔𝑝𝑞𝑠𝑟 =∬
𝜓𝑝(𝒓)𝜓𝑞(𝒓)𝜓𝑠(𝒓′)𝜓𝑟(𝒓′)
|𝒓 − 𝒓′| d
3𝑟 d3𝑟′. (4.1)
However, since we can also consider the product functions 𝜓𝑝𝜓𝑞 and 𝜓𝑠𝜓𝑟, it is much simpler
to consider Eq. (4.1) as a problem in electrostatics. When one takes the products as ﬁctitious
electron densities 𝜌𝑎 and 𝜌𝑏, Eq. (4.1) quantiﬁes their repulsive interaction energy 𝑈𝑎𝑏.
Hence, the two-electron integrals will be attacked in the form
𝑈𝑎𝑏 =∬
𝜌𝑎(𝒓′)𝜌𝑏(𝒓)
|𝒓 − 𝒓′| d
3𝑟′ d3𝑟. (4.2)
We note that besides giving a more physically intuitive picture of the problem at hand, an
additional advantage of the density approach is that a scheme geared towards computing
Eq. (4.2) is independent of the choice of the basis set.
The integration domain in both of the integrals in Eq. (4.2) is implicitly ℝ3. However, let
us deﬁne the computational domain to mean the ﬁnite volume in which the input densities
𝜌𝑎 and 𝜌𝑏 are deﬁned. In electrostatics and quantum chemistry, the most natural choice is to
consider a volume that encloses all of the charge in the system up to a negligible truncation
error.
As for the discretization of the densities, the GB-FMM is based on the numerical frame-
work that has been developed by Sundholm and his co-workers10;11 in which all densities are
expressed in the form
𝜌(𝒓) = ∑
𝐴=1
𝜌𝐴(𝑟𝐴, 𝜃𝐴, 𝜙𝐴) + 𝜌𝛥(𝒓). (4.3)
The functions 𝜌𝐴 are referred to as bubbles, while the function 𝜌𝛥 is the cube. Put together,
they form a bubbles representation of a three-dimensional function.
The bubbles are atom-centered and can be likened to AOs
𝜌𝐴(𝑟𝐴, 𝜃𝐴, 𝜙𝐴) =
𝐿
∑
𝑙=0
𝑙
∑
𝑚=−𝑙
𝜌𝐴𝑙𝑚(𝑟𝐴)𝑌 𝑚𝑙 (𝜃𝐴, 𝜙𝐴). (4.4)
The atom-centered coordinates 𝒓𝐴 and real-valued spherical harmonics 𝑌 𝑚𝑙 were introduced
in Chapter 3. The radial functions 𝜌𝐴𝑙𝑚 are the rivals of the Gaussian functions.
The primary parameters of a bubble are its center coordinate, the extent of the radial functions
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(b) The ﬁrst element in focus.
Figure 4.1: The electron density of the 3𝑠 state in hydrogen (See page 328 of Ref. 88). a) An one-
dimensional element in the DAGE method is an interpolation polynomial deﬁned in a line segment.
The interpolation points have been indicated with markers. b) These sixth-degree polynomials consti-
tute the interpolation basis of the ﬁrst element. The steeply decaying part near the origin is obtained
by summing up a linear combination of the basis functions.
and the number of spherical harmonics. The extent of the cube is deﬁned by its ranges that
may or may not cover the entire computational domain.
Internally, the bubbles and the cubes are modeled with ﬁnite elements. These are simple
mathematical structures that are repeated in order to describe complex systems numerically.
In the present context, the “structures” are low-order interpolating polynomials.*
Since the spherical harmonics are known analytical functions, the ﬁnite elements are used for
modeling only the radial functions and the cube. The corresponding interpolation polyno-
mials are one- and three-dimensional, respectively. Sixth-degree interpolation polynomials
have been found to be suﬃcient for routine work, and the quality of the representation, i.e., the
number of elements, is controlled semi-adaptively. The simplest way is to specify a single
grid step parameter that gives the spacing between interpolation points in the cube and in the
radial grids; an adaptive gridding scheme for the bubbles has been discussed in Ref. 10.
An illustration of the one-dimensional case is presented in Fig. 4.1. The electron density of the
3𝑠 state of hydrogen was represented as a single bubble. The number of elements was set to
three. The representation in each element is ﬁxed after specifying the interpolation points. A
sixth-degree interpolation basis requires seven interpolation points; the total representation is
obtained by joining adjacent elements from their end points so that some of the interpolation
points are shared.
The three-dimensional element functions are expressed as an outer tensor product of the one-
dimensional interpolation functions.7 Instead of line segments, the polynomials are centered
*Lagrange interpolation polynomials are employed. Their theory is covered for example in the textbook by
Phillips and Taylor.87
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Figure 4.2: Storage requirements for the bubbles representation. Number of coeﬃcients required to
store an electron density as a function of the number of atoms. The grid step for the cubes was set to
0.1𝑎0. The outlier is H2SO4. Figure drawn with data from Ref. 11.
in cells which are then repeated until the whole cube is covered. For a more detailed exposi-
tion, we refer the reader to Ref. 11.
Once all the interpolation points have been set to a value, the bubbles representation is com-
plete. One choice could be for example to have an empty cube and STOs as bubbles. However,
it is here where the true allure of numerical basis functions lies because the representation
can be modiﬁed to a very ﬁne extent. For example, the representation of the fringes of an
electron density is completely independent from the core regions because the interpolating
functions are local to the line-segment or cell where they are deﬁned.
The inevitable downside is that a bubbles representations is much more expensive mem-
orywise in comparison to algebraic approaches such as GTOs or STOs. The memory re-
quirements can be gauged by looking at the total electron density that is deﬁned as 𝜌(𝒓) =
2∑𝑁/2𝑖=1 |𝜓𝑖(𝒓)|2. A survey in a selection of molecules has been presented in Fig. 4.2.
It is especially the cube 𝜌𝛥 that causes problems. It is essentially a three-dimensional array of
numbers. A hundred megabytes of memory will be consumed already in quite small systems.
On the other hand, if one is able to compute two-electron integrals by dividing the computa-
tional domain spatially to sub-domains that contain ≈1 atom, the extrapolation suggests that
the memory requirements per density are between 30MB and 40MB. These ﬁgures are not
unfeasible with today’s computers.
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Figure 4.3: A computational domain that has been divided to boxes. The densities 𝜌𝑎 and 𝜌𝑏 are non-
negligible within the blob. Two boxes at 𝑸 and 𝑷 have been chosen as references for the discussion.
For the meaning of the spheres, see the text.
4.3 Theory of the Grid-based Fast Multipole Method
4.3.1 Boxed interactions
We are now ready to discuss how the GB-FMM operates within the presented numerical
framework. Let us remind ourselves what the task is. We shall compute the interaction energy
𝑈𝑎𝑏 between two electron densities 𝜌𝑎 and 𝜌𝑏. Further, the densities will be constructed in the
bubbles representation only in sub-domains that are henceforth called boxes.
The decomposition is shown schematically in Fig. 4.3. The computational domain is rectan-
gular and the gray blob represents a volumewhere 𝜌𝑎 and 𝜌𝑏 are non-negligible. The boxes are
indicated by the squares, and two of them centered at𝑸 and 𝑷 have been taken as reference.
Let 𝜌(𝑄)𝑎 and 𝜌(𝑃 )𝑏 be the densities deﬁned in the boxes 𝑄 and 𝑃 . If one can compute the
interaction energy between all the 𝐷 boxes, the total interaction energy 𝑈𝑎𝑏 is also within
reach. It is simply given by
𝑈𝑎𝑏 =
𝐷
∑
𝑄=1
𝐷
∑
𝑃=1∬
𝜌(𝑄)𝑎 (𝒓′)𝜌(𝑃 )𝑏 (𝒓)
|𝒓 − 𝒓′| d
3𝑟′ d3𝑟 = ∑
𝑄,𝑃
𝑈𝑄𝑃 .  (4.5)
In the GB-FMM scheme, these boxed interactions are organized based on an analysis of the
Coulomb operator |𝒓 − 𝒓′|−1 in the box-centered coordinates 𝒓𝑃 = 𝒓 − 𝑷 and 𝒓𝑄 = 𝒓′ −𝑸.
When the coordinates satisfy the inequality |𝒓 − 𝒓′ + (𝑸 − 𝑷 )| < |𝑸 − 𝑷 |, the operator may
be expanded in a Laplace expansion as
1
|𝒓 − 𝒓′| =
∞
∑
𝑙=0
𝑙
∑
𝑚=−𝑙
ℐ𝑚∗𝑙 (𝑸 − 𝑷 )𝒮𝑚𝑙 (𝒓𝑃 − 𝒓𝑄). (4.6)
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The functions 𝒮𝑚𝑙 and ℐ𝑚𝑙 are the complex-valued regular and irregular solid harmonics. The
regular solutions are ﬁnite at the origin, whereas the irregular ones diverge there. The former
are related to the spherical harmonics by 𝒮𝑚𝑙 = 𝑟𝑙𝒴𝑚𝑙 , and the relationship between the two
families is ℐ𝑚𝑙 = (𝑙 − 𝑚)! (𝑙 + 𝑚)! 𝑟−(2𝑙+1)𝒮𝑚𝑙 .†
The Laplace expansion can be further manipulated by taking advantage of two identities
related to solid harmonics. The regular solid harmonics satisfy the addition theorem
𝒮𝑚𝑙 (𝒖 + 𝒗) =
𝑙
∑
𝑗=0
𝑗
∑
𝑘=−𝑗
𝒮𝑚−𝑘𝑙−𝑗 (𝒖)𝒮𝑘𝑗 (𝒗), (4.7)
and possess an inversion symmetry
𝒮𝑚𝑙 (−𝒓) = (−1)𝑙𝒮𝑚𝑙 (𝒓). (4.8)
Consequently, Eq. (4.6) becomes
1
|𝒓 − 𝒓′| =
∞
∑
𝑙=0
𝑙
∑
𝑚=−𝑙
𝑙
∑
𝑗=0
𝑗
∑
𝑘=−𝑗
ℐ𝑚∗𝑙 (𝑸 − 𝑷 )𝒮𝑚−𝑘𝑙−𝑗 (𝒓𝑃 )(−1)𝑗𝒮𝑘𝑗 (𝒓𝑄).
Finally, rearranging the dummy indices and recalling the deﬁnitions of the coordinate frames,
we arrive at the following expression for the Coulomb operator
1
|𝒓 − 𝒓′| =
∞
∑
𝑙=0
𝑙
∑
𝑚=−𝑙
∞
∑
𝑗=0
𝑗
∑
𝑘=−𝑗
𝒮𝑚𝑙 (𝒓 − 𝑷 ) ((−1)
𝑗ℐ𝑚+𝑘𝑙+𝑗 (𝑸 − 𝑷 ))
∗
𝒮𝑘𝑗 (𝒓′ −𝑸). (4.9)
We observe that the coordinate frames 𝒓 and 𝒓′ are completely decoupled. It is therefore
possible to separate the integrals over the coordinate frames to a product form.
Consequently, an expression for the interaction energy between two boxes becomes
𝑈𝑄𝑃 = ∑
𝑙,𝑚,𝑗,𝑘
𝒬𝑏𝑙𝑚(𝑷 ) ((−1)
𝑗ℐ𝑚+𝑘𝑙+𝑗 (𝑸 − 𝑷 ))
∗
𝒬𝑎𝑗𝑘(𝑸), (4.10)
where we have introduced the complex-valued multipole moments
𝒬𝑙𝑚(𝑹) = ∫𝒮
𝑚
𝑙 (𝒓 − 𝑹)𝜌(𝒓)d3𝑟.
†The solid harmonics are the fundamental solutions of Laplace’s equation∇2𝑉 = 0 in spherical coordinates.
There are several scaling conventions for the spherical and solid harmonics; Racah’s normalization89 is used
here for the spherical harmonics and the scaling of the solid harmonics agrees with chapter 9 of Ref. 42.
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The series in Eq. (4.10) is known as the bipolar multipole expansion. It is convenient to
organize it into a vector-matrix-vector product
𝑈𝑄𝑃 = 𝒒𝑏(𝑷 )T𝙏 (𝑸 − 𝑷 )𝒒𝑎(𝑸), (4.11)
where the vectors 𝒒𝑏(𝑷 ) and 𝒒𝑎(𝑸) contain the multipole moments of 𝜌𝑏 and 𝜌𝑎 localized in
boxes 𝑃 and 𝑄, respectively. When the multipole vector elements 𝑞𝑙𝑚 are organized shell-
wise as (𝑞00, 𝑞1,−1, 𝑞1,0, 𝑞1,1,…), an expression for the interaction matrix 𝙏 is simply given by
𝑇𝑙𝑚,𝑗𝑘 = (−1)𝑗(ℐ𝑚+𝑘𝑙+𝑗 )∗.
As a result, one can evaluate the interaction energy between two boxes rather eﬃciently when-
ever the convergence condition |𝒓− 𝒓′+ (𝑸−𝑷 )| < |𝑸−𝑷 | is satisﬁed. This happens when
one can surround the boxes with non-intersecting spheres as is the case when considering
well-separated boxes such as 𝑄 and 𝑃 in Fig. 4.3. On the other hand, when two boxes touch
each other and are thus nearest neighbors, their interaction must be considered explicitly.
This approach forms the basis of the GB-FMM scheme. The interactions in Eq. (4.5) are
divided to nearest neighbor (nn) and well-separated (ws) contributions
𝑈𝑎𝑏 =∬∑𝑃 ( ∑𝑄∈NN(𝑃 )
𝜌(𝑄)𝑎 (𝒓′)𝜌(𝑃 )𝑏 (𝒓)
|𝒓 − 𝒓′| + ∑𝑄∉NN(𝑃 )
𝜌(𝑄)𝑎 (𝒓′)𝜌(𝑃 )𝑏 (𝒓)
|𝒓 − 𝒓′| )
d3𝑟′ d3𝑟
= ∑
𝑃 ( ∑𝑄∈NN(𝑃 )∬
𝜌(𝑄)𝑎 (𝒓′)𝜌(𝑃 )𝑏 (𝒓)
|𝒓 − 𝒓′| d
3𝑟′ d3𝑟 + ∑
𝑄∉NN(𝑃 )
𝒒𝑏(𝑷 )T𝙏 (𝑸 − 𝑷 )𝒒𝑎(𝑸))
. (4.12)
Moreover, both contributions are evaluated with a cost that is directly proportional to the
number of boxes. Since each box has only 27 boxes in the nearest neighbor zone, including
the reference box itself, the computation of the nearest neighbor contribution scales linearly
by construction. As for the determination of the well-separated contribution, it is possible to
cluster the well-separated boxes together whereby each box can be made to interact with all
the well-separated boxes at once.
These considerations can be expressed more clearly in terms of electric potentials. We deﬁne
the nearest neighbor potential of a box 𝑃 as
𝑉 (𝑃 )𝑎 (𝒓) = ∑
𝑄∈NN(𝑃 )∫
𝜌(𝑄)𝑎 (𝒓′)
|𝒓 − 𝒓′| d
3𝑟′. (4.13)
Similarly, we consider the analogous potential vectors
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𝑽𝑎(𝑷 ) = ∑
𝑄∉NN(P)
𝙏 (𝑸 − 𝑷 )𝒒𝑎(𝑸), (4.14)
whereby Eq. (4.12) can be written in the form
𝑈𝑎𝑏 =∑
𝑃 ∫
𝜌(𝑃 )𝑏 (𝒓)𝑉
(𝑃 )
𝑎 (𝒓)d3𝑟 +∑
𝑃
𝒒𝑏(𝑷 )T𝑽𝑎(𝑷 )
= 𝑈 nn𝑎𝑏 + 𝑈ws𝑎𝑏 . (4.15)
Equation 4.15 is in a form that demonstrates linear scaling. Let us discuss the well-separated
and the nearest neighbor contributions in turn and demonstrate how the GB-FMM scheme
achieves its formal scaling in practice.
4.3.2 Manipulation of multipole moments
The starting point in evaluating the well-separated contribution is the realization that because
the interaction energy is real, all the imaginary parts in the bipolar multipole expansion will
cancel exactly. This should be naturally exploited when Eq. (4.11) is implemented as com-
puter code.
The complex-to-real conversion can be eﬀected by introducing the real-valued solid harmon-
ics 𝑆𝑚𝑙 and 𝐼𝑚𝑙 that are analogous to their complex-valued counterparts.90 The regular func-
tions are related to the real-valued spherical harmonics by 𝑆𝑚𝑙 = 𝑟𝑙𝑌 𝑚𝑙 , while the irregular
ones are given 𝐼𝑚𝑙 = 𝑟−(2𝑙+1)𝑆𝑚𝑙 .
Further, the relationship between the complex and real families is
𝒮𝑚𝑙 =
𝑎(𝑚)𝑆 |𝑚|𝑙 + 𝑖𝑏(𝑚)𝑆
−|𝑚|
𝑙
√(2 − 𝛿𝑚0)(𝑙 − 𝑚)! (𝑙 + 𝑚)!
(4.16)
𝑎(𝑚) =
⎧⎪
⎨
⎪⎩
(−1)𝑚, 𝑚 > 0 
1, 𝑚 ≤ 0
(4.17)
𝑏(𝑚) =
⎧⎪
⎪
⎨
⎪
⎪⎩
(−1)𝑚, 𝑚 > 0
0, 𝑚 = 0
−1, 𝑚 < 0.
(4.18)
When we deﬁne the (real-valued) multipole moments via
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𝑞𝑙𝑚(𝑹) = ∫𝑆
𝑚
𝑙 (𝒓 − 𝑹)𝜌(𝒓)d3𝑟, (4.19)
the task is to derive an expression for the interaction matrix. This is a somewhat tedious
errand and the analysis has been presented in chapter 9 of Ref. 42. We content ourselves
with the results.
Let us introduce the auxiliary functions
𝐴𝑚𝑙 =
⎧⎪
⎪
⎨
⎪
⎪⎩
𝑙! 𝑚 = 0
(−1)𝑚√ (𝑙−𝑚)!(𝑙+𝑚)!2 𝑚 > 0
(−1)𝑚𝐴−𝑚𝑙 𝑚 < 0
(4.20)
𝐵𝑚𝑙 =
⎧⎪
⎪
⎨
⎪
⎪⎩
0 𝑚 = 0
(−1)𝑚√ (𝑙−𝑚)!(𝑙+𝑚)!2 𝑚 > 0
(−1)𝑚+1𝐵−𝑚𝑙 𝑚 < 0
(4.21)
𝐶𝑚𝑙 =
(−1)𝑚
√(1 + 𝛿𝑚0)(𝑙 + 𝑚)! (𝑙 − 𝑚)!
, (4.22)
whereby the elements of the interaction matrix are given by
𝑇𝑙𝑚,𝑗𝑘 =
⎧⎪
⎪
⎪
⎨
⎪
⎪
⎪⎩
(−1)𝑗𝐶𝑚𝑙 𝐶𝑘𝑗 [𝐴
𝑚+𝑘
𝑙+𝑗 𝐼
|𝑚+𝑘|
𝑙+𝑗 + (−1)𝑘𝐴𝑚−𝑘𝑙+𝑗 𝐼
|𝑚−𝑘|
𝑙+𝑗 ] 𝑚 ≥ 0, 𝑘 ≥ 0
(−1)𝑗𝐶𝑚𝑙 𝐶𝑘𝑗 [𝐵
𝑚−𝑘
𝑙+𝑗 𝐼
−|𝑚−𝑘|
𝑙+𝑗 − (−1)𝑘𝐵𝑚+𝑘𝑙+𝑗 𝐼
−|𝑚+𝑘|
𝑙+𝑗 ] 𝑚 ≥ 0, 𝑘 < 0
(−1)𝑗𝐶𝑚𝑙 𝐶𝑘𝑗 [(−1)
𝑚+1𝐵𝑚+𝑘𝑙+𝑗 𝐼
−|𝑚+𝑘|
𝑙+𝑗 − (−1)𝑘+𝑚𝐵𝑚−𝑘𝑙+𝑗 𝐼
−|𝑚−𝑘|
𝑙+𝑗 ] 𝑚 < 0, 𝑘 ≥ 0
(−1)𝑗𝐶𝑚𝑙 𝐶𝑘𝑗 [(−1)
𝑚𝐴𝑚−𝑘𝑙+𝑗 𝐼
|𝑚−𝑘|
𝑙+𝑗 − (−1)𝑚+𝑘𝐴𝑚+𝑘𝑙+𝑗 𝐼
|𝑚+𝑘|
𝑙+𝑗 ] 𝑚 < 0, 𝑘 < 0.
(4.23)
We note that the matrix can be constructed explicitly with very little information despite its
relatively complicated structure. The only inputs are the highest shell 𝑙max and the point where
the irregular harmonics are to be evaluated.
For reference, expressions for the regular solid harmonics up to 𝑙 = 4 have been gathered
in Tab. 4.1. The table was generated with recursion relations that have been worked out in
Ref. 42. The corresponding multipole moments have names that are probably familiar to the
reader. The monopole moment 𝑞00 is nothing else than the charge, whereas the 𝑙 = 1, 2, 3, 4
shells constitute the dipole, quadrupole, octopole and hexadecapole moments, respectively.
In general, the set of multipoles 𝑞𝑙𝑚 with |𝑚| ≤ 𝑙 are the 𝑙-pole moments.
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Table 4.1: Real-valued solid harmonics 𝑆𝑚𝑙 = 𝑟𝑙𝑌 𝑚𝑙 up to 𝑙 = 4.
𝑚\𝑙 0 1 2 3 4
4 √35(𝑥4 − 6𝑥2𝑦2 + 𝑦4)/8
3 √10(𝑥3 − 3𝑥𝑦2)/4 √70(𝑥3𝑧 − 3𝑥𝑦2𝑧)/4
2 √3(𝑥2 − 𝑦2)/2 √15(𝑥2𝑧 − 𝑦2𝑧)/2 √5(𝑦4 − 𝑥4 + 6𝑥2𝑧2 − 6𝑦2𝑧2)/4
1 𝑥 √3𝑥𝑧 √6(4𝑥𝑧2 − 𝑥3 − 𝑥𝑦2)/4 √10(4𝑥𝑧3 − 3𝑥3𝑧 − 3𝑥𝑦2𝑧)/4
0 1 𝑧 (2𝑧2 − 𝑥2 − 𝑦2)/2 (2𝑧3 − 3𝑥2𝑧 − 3𝑦2𝑧)/2 3(𝑧4/3 + 𝑥4/8 + 𝑦4/8 + 𝑥2𝑦2/4 − 𝑥2𝑧2 − 𝑦2𝑧2)
−1 𝑦 √3𝑦𝑧 √6(4𝑦𝑧2 − 𝑥2𝑦 − 𝑦3)/4 √10(4𝑦𝑧3 − 3𝑥2𝑦𝑧 − 3𝑦3𝑧)/4
−2 √3𝑥𝑦 √15𝑥𝑦𝑧 √5(6𝑥𝑦𝑧2 − 𝑥3𝑦 − 𝑥𝑦3)/2
−3 √10(3𝑥2𝑦 − 𝑦3)/4 √70(3𝑥2𝑦𝑧 − 𝑦3𝑧)/4
−4 √35(𝑥3𝑦 − 𝑥𝑦3)/2
In the present GB-FMM scheme, the multipole moments of a bubbles representation can be
divided to contributions from the bubbles and the cube
𝑞𝑙𝑚(𝑹) =∑
𝐴
∑
𝑗,𝑘
𝑞𝐴𝑗𝑘𝑙𝑚 (𝑹) + 𝑞𝛥𝑙𝑚(𝑹). (4.24)
Let us look at the diﬀerent contributions separately. The multipole moments of the cube are
given by
𝑞𝛥𝑙𝑚(𝑹) = ∫𝑆
𝑙
𝑚(𝒓 − 𝑹)𝜌𝛥(𝒓)d3𝑟. (4.25)
Since a cube 𝜌𝛥 can model arbitrary three-dimensional functions, the integral cannot be ana-
lyzed any further. We note that the algorithm of choice for attacking Eq. (4.25) involves all
the Cartesian monomials (𝑥 − 𝑥𝑅)𝑎(𝑦 − 𝑦𝑅)𝑏(𝑧 − 𝑧𝑅)𝑐 with 𝑎 + 𝑏 + 𝑐 ≤ 𝑙max. The cube is
then multiplied with the monomials and integrated repeatedly. When one knows to which
multipole moment the integrals contribute and with which weights, the multipole moment
vector 𝒒𝛥 can be pieced together very eﬃciently; the challenge is merely in the bookkeeping.
Recalling the deﬁnition of the regular solid harmonics, the multipole integrals for the bubbles
can be written as
𝑞𝐴𝑗𝑘𝑙𝑚 (𝑹) = ∫|𝒓 − 𝑹|
𝑙𝜌𝐴𝑗𝑘(𝑟𝐴)𝑌 𝑚𝑙 (𝜃𝑅, 𝜙𝑅)𝑌 𝑘𝑗 (𝜃𝐴, 𝜙𝐴)d3𝑟. (4.26)
The integral is complicated by the fact that the bubble is centered at 𝑹𝐴 and we want to
compute the multipole moments at some arbitrary expansion center 𝑹. However, when we
equate the two centers and perform the integral in spherical coordinates, a great simpliﬁcation
takes place
𝑞𝐴𝑗𝑘𝑙𝑚 (𝑨𝐴) = ∫𝑟
𝑙+2
𝐴 𝜌𝐴𝑗𝑘(𝑟𝐴)d𝑟𝐴∫𝑌
𝑚
𝑙 (𝜃𝐴, 𝜙𝐴)𝑌 𝑘𝑗 (𝜃𝐴, 𝜙𝐴)d𝛺𝐴. (4.27)
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What is more, the spherical harmonics are orthogonal to each other so that the angular part
vanishes unless 𝑙 = 𝑗 and 𝑚 = 𝑘. In this case, the angular integral amounts to 4𝜋/(2𝑙 + 1)
in the scaling convention of this thesis. Each bubble is therefore characterized with only one
non-zero multipole moment
𝑞𝐴𝑙𝑚𝑙𝑚 (𝑹𝐴) =
4𝜋
2𝑙 + 1 ∫𝑟
𝑙+2
𝐴 𝜌𝐴𝑙𝑚(𝑟𝐴)d𝑟𝐴, (4.28)
and the multipole vector 𝒒𝐴 of a bubble center is a sum of the contributions of the respective
bubbles.
The problem is that the result holds only at the bubble center. However, it turns out that this
is not an issue because once a multipole moment is known with respect to some center, the
correspondingmoment in some other center can be knownwithout recomputing themultipole
integral.
That is, one can translatemultipolemoments between expansion centers. This transformation
is most compactly expressed as a matrix-vector product
𝒒(𝑵) = 𝙒 (𝑶 −𝑵)𝒒(𝑶), (4.29)
where𝙒 is the translation matrix. Derivation of its elements is again easier for the complex-
valued multipoles 𝒬𝑙𝑚. For them Eq. (4.29) is nothing else but the addition theorem in dis-
guise. Setting 𝒗 = 𝒓 − 𝑶 and 𝒖 = 𝑶 −𝑵 in Eq. (4.7) leads to the conclusion
𝒬𝑙𝑚(𝑵) =
𝑙
∑
𝑗=0
𝑗
∑
𝑘=−𝑗
𝒮𝑚−𝑘𝑙−𝑗 (𝑶 −𝑵)𝒬𝑗𝑘(𝑶),
whence𝑊𝑙𝑚,𝑗𝑘 = 𝒮𝑚−𝑘𝑙−𝑗 (𝑶 − 𝑵). A closer look reveals that𝙒 will be lower triangular with
unit diagonal.
Conversion to a real-valued formulation is once again eﬀected. We introduce a second set of
auxiliary functions
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𝛼𝑚𝑙 =
⎧⎪
⎪
⎨
⎪
⎪⎩
1
𝑙! 𝑚 = 0
(−1)𝑚 1
√2(𝑙+𝑚)!(𝑙−𝑚)!
𝑚 > 0
(−1)𝑚𝛼−𝑚𝑙 𝑚 < 0
(4.30)
𝛽𝑚𝑙 =
⎧⎪
⎪
⎨
⎪
⎪⎩
0 𝑚 = 0
(−1)𝑚 1
√2(𝑙+𝑚)!(𝑙−𝑚)!
𝑚 > 0
(−1)(𝑚+1)𝛽−𝑚𝑙 𝑚 < 0
(4.31)
𝛾𝑚𝑙 = (−1)𝑚√(2 − 𝛿𝑚0)(𝑙 − 𝑚)! (𝑙 + 𝑚)!, (4.32)
whereby the translation matrix is given by
𝑊𝑙𝑚,𝑗𝑘 =
⎧⎪
⎪
⎪
⎨
⎪
⎪
⎪⎩
( 12)
𝛿𝑘0
(
𝛾𝑚𝑙
𝛾𝑘𝑗 ) [𝛼
𝑚−𝑘
𝑙−𝑗 𝑆
|𝑚−𝑘|
𝑙−𝑗 + (−1)𝑘𝛼𝑚+𝑘𝑙−𝑗 𝑆
|𝑚+𝑘|
𝑙−𝑗 ] 𝑚 ≥ 0, 𝑘 ≥ 0
(
𝛾𝑚𝑙
𝛾𝑘𝑗 ) [(−1)
𝑘𝛽𝑚−𝑘𝑙−𝑗 𝑆
−|𝑚−𝑘|
𝑙−𝑗 − 𝛽𝑚+𝑘𝑙−𝑗 𝑆
−|𝑚+𝑘|
𝑙−𝑗 ] 𝑚 ≥ 0, 𝑘 < 0
( 12)
𝛿𝑘0
(
𝛾𝑚𝑙
𝛾𝑘𝑗 ) [(−1)
𝑚+1𝛽𝑚−𝑘𝑙−𝑗 𝑆
−|𝑚−𝑘|
𝑙−𝑗 − (−1)𝑚+𝑘𝛽𝑚+𝑘𝑙−𝑗 𝑆
−|𝑚+𝑘|
𝑙−𝑗 ] 𝑚 < 0, 𝑘 ≥ 0
(
𝛾𝑚𝑙
𝛾𝑘𝑗 ) [(−1)
𝑚−𝑘𝛼𝑚−𝑘𝑙−𝑗 𝑆
|𝑚−𝑘|
𝑙−𝑗 − (−1)𝑚𝛼𝑚+𝑘𝑙−𝑗 𝑆
|𝑚+𝑘|
𝑙−𝑗 ] 𝑚 < 0, 𝑘 < 0.
(4.33)
Our ﬁnal result for the multipole vector of a bubbles representation therefore becomes
𝒒(𝑹) =∑
𝐴
𝙒(𝑹𝐴 −𝑹)𝒒𝐴(𝑹𝐴) + 𝒒𝛥(𝑹). (4.34)
In the context of the GB-FMM scheme, these vectors have to be constructed for both 𝜌𝑎 and
𝜌𝑏 in all boxes. We note that Eq. (4.24) represents an eﬀective way to compress information
about the densities. As far as information about the densities is concerned, the multipole
vectors are all that is needed to compute the well-separated contribution to the interaction
energy.
Implementation of Eq. (4.25) and Eq. (4.28) is rather straightforward because the underlying
elements functions are polynomials. The cost of evaluating the multipole moments of the
bubbles is negligible in comparison the contribution from the cube. However, even the latter
contribution can be evaluated very eﬃciently, and the GB-FMM scheme processes a cube
with 𝒪((𝑙max + 1)𝑁) complexity where𝑁 is the total number of interpolation points.
Since the each box is visited only once and determination of themultipoles of the cube is going
to be the most time-consuming step, the asymptotic complexity of computing the multipoles
is estimated to be 𝒪(𝐷(𝑙max + 1)𝑁). The result is very satisfying. We observe linear scaling
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(a) Level 1 (b) Level 2 (c) Level 3
Figure 4.4: The hierarchical decomposition of the computational domain in the FMM. The boxes at
ﬁner levels are children of their parents at the coarser levels. There are four children per box in this
two-dimensional diagram; the number is eight in three dimensions.
not only with respect to number of boxes but also with respect to the number of multipole
shells and the number of grid points per box.
4.3.3 The well-separated contribution
We are now ready to tackle the evaluation of the well-separated contribution to the interaction
energy. The task is to compute
𝑈ws𝑎𝑏 =∑
𝑃
𝒒𝑏(𝑷 )T𝑽𝑎(𝑷 ). (4.35)
Since the multipole moments can be computed in a liner scaling fashion, the only challenge is
in the construction of the potential vectors. We note that the GB-FMM scheme makes ample
use of the interaction and translation matrices, and these are the main objects that need to be
programmed in order to implement Eq. (4.35) as computer code.
As stated at the outset, the solution in the GB-FMM scheme is to cluster the well-separated
boxes together. This can be eﬀected by dividing the computational domain recursively as
illustrated in Fig. 4.4. When there are 𝑝 divisions, the number of boxes at the ﬁnest level is
given by 8𝑝. This leads to a hierarchy of boxes. A division of a parent box gives rise to its
eight children.
The key in constructing the potential vectors in a linear scaling fashion is to mix the hierar-
chical relationships with the relationships between the boxes at the same level of division.
More precisely, the well-separated boxes at each level are classiﬁed to two classes, deemed
the local and remote far-ﬁeld. The local far-ﬁeld of a box 𝑄 are the children of the nearest
neighbors of the parent of 𝑄, excluding the nearest neighbor zone of 𝑄. Boxes beyond the
local far-ﬁeld constitute then the remote far-ﬁeld. These relationships have been illustrated
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Nearest neighbors
Local far-ﬁeld
Remote far-ﬁeld
Figure 4.5: The two types of well-separated boxes – local and remote far-ﬁeld.
in Fig. 4.5.
With the nomenclature clear, we can now demonstrate how the algorithm for computing the
potentials works in practice. The algorithm consists of two parts. In the upward pass, the
hierarchy of boxes is traversed from the ﬁnest level to coarser levels. In the downward pass,
the traversal is executed in the opposite order. That is, in the upward pass Fig. 4.4 is examined
from right to left and in the downward pass from left to right.
The upward pass is initialized with the evaluation of the multipole moments of both 𝜌𝑎 and
𝜌𝑏. The multipole vectors are then recursively translated to the box centers of the parents.
The algorithm is:
Multipole evaluation
foreach box 𝑑 at levelMAXLEVEL do
𝒒𝑎(𝒅) ↤ 𝜌
(𝑑)
𝑎
𝒒𝑏(𝒅) ↤ 𝜌
(𝑑)
𝑏
end
Upward pass – Translation of multipoles of 𝜌𝑎 to coarser levels
for 𝑡 ← MAXLEVEL − 1 to 𝑡 = 2 do
foreach box 𝑑 at level 𝑡 do
Pick the multipole vectors of 𝑑 and its children 𝑐
foreach child centered at 𝒄 do
𝒒𝑎(𝒅) ← 𝒒𝑎(𝒅) +𝙒 (𝒄 − 𝒅)𝒒𝑎(𝒄)
end
end
end
This is how information about 𝜌𝑎 is clustered to successively bigger boxes. However, there
are nothing but nearest neighbors at the coarsest level of division which renders the multipole
vectors in the 8 biggest boxes useless. Consequently, the upward pass can be stopped at the
second coarsest level.
The potential vectors are constructed during the downward pass. The recursion consists of
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visiting all the boxes at all levels starting with boxes at the second coarsest level. At each
level the downward pass considers explicitly only those boxes that are in the local-far ﬁeld of
a reference box.
The logic is that remote far-ﬁeld is handled at coarser levels and the nearest neighbors at
deeper levels. At the same time, the presence of the remote far-ﬁeld is transmitted to smaller
and smaller boxes implicitly via the parent of each box. The algorithm is:
Initialize potential generation
foreach box 𝑑 at level 2 do
foreach box 𝑙 in the local far-ﬁeld of 𝑑 do
𝑽𝑎(𝒅) ← 𝑽𝑎(𝒅) + 𝙏 (𝒍 − 𝒅)𝒒𝑎(𝒍)
end
end
Generate the potential due to 𝜌𝑎 at deeper levels
for 𝑡 ← 3 to 𝑡 = MAXLEVEL do
Translate the potentials from the level 𝑡 − 1 to the current level 𝑡
foreach box 𝑑 at level 𝑡 do
Pick the potential vectors of 𝑑 and its parent 𝑝
𝑽𝑎(𝒅) ← 𝑽𝑎(𝒅) +𝙒 T(𝒅 − 𝒑)𝑽𝑎(𝒑)
end
Add to the potentials the local far-ﬁeld contribution
foreach box 𝑑 at level 𝑡 do
foreach box 𝑙 in the local far-ﬁeld of 𝑑 do
𝑽𝑎(𝒅) ← 𝑽𝑎(𝒅) + 𝙏 (𝒍 − 𝒅)𝒒𝑎(𝒍)
end
end
end
At the end, Eq. (4.35) can be implemented as a single loop over the boxes.
Compute the well-separated contribution to the interaction energy
foreach box 𝑑 at levelMAXLEVEL do
𝑈ws𝑎𝑏 ← 𝑈
ws
𝑎𝑏 + 𝒒𝑏(𝒅)
T𝑽𝑎(𝒅)
end
The translation of the potentials warrants some comments. Let the box 𝑃 be the parent of𝑄.
The contribution of box 𝑄 to the well-separated contribution can be then written as
𝑈 (𝑄)𝑎𝑏 = 𝒒𝑏(𝑸)T( ∑𝐴∈local far-ﬁeld
𝙏 (𝑨 − 𝑸)𝒒𝑎(𝑨) +𝙒 T(𝑸 − 𝑷 )𝑽𝑎(𝑷 ))
. (4.36)
The “translation of potential” is thus seen to be equivalent to a translation of 𝒒𝑏(𝑸) to the
parent coordinate 𝑷 at which the remote far-ﬁeld potential was recursively constructed at
coarser levels.
We can now show that the presented algorithm scales linearly with respect to the number of
boxes at each level. Consequently, the overall complexity is going to be proportional to the
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number of boxes at the ﬁnest level.
The upward pass scales linearly for it always features a single loop over the boxes at each
level. The potential translation scales linearly for the same reason. The potential generation
features a double loop over boxes. However, when one examines what the local far-ﬁeld
means in terms of number of boxes, it becomes evident that the inner loop is bounded. There
can be a maximum of 27(8 − 1) = 189 boxes in the local-far ﬁeld; the number is somewhat
lower at the boundaries of the computational domain. Therefore, the workload scales linearly
with the number of boxes. The ﬁnal loop where the interaction energy due to well-separated
boxes is evaluated scales linearly by construction.
We note that the workload decreases exponentially as one goes from a ﬁner lever to a coarser
one – the number of boxes drops from 8𝑝 to 8𝑝−1. The performance of the algorithm is
therefore going to be bounded by work at the ﬁnest level. It is especially the potential
generation that impacts the performance the most. Diﬀerent interaction matrices have to
be generated and applied 189 times per box. The size of the interaction matrix is always
(𝑙max + 1)2 × (𝑙max + 1)2 so that the leading order term in the cost of the potential generation
is 𝒪(𝐷(𝑙max + 1)4).
4.3.4 The nearest neighbor contribution
The remaining task it to evaluate the nearest neighbor contribution. The computations in each
box can be summarized with
𝑉 (𝑃 )𝑎 = ∑
𝑄∈NN(𝑃 )∫
𝜌(𝑄)𝑎 (𝒓′)
|𝒓 − 𝒓′| d
3𝑟′ (4.37)
𝑈 nn(𝑃 )𝑎𝑏 = ∫𝜌
(𝑃 )
𝑏 (𝒓)𝑉
(𝑃 )
𝑎 (𝒓)d3𝑟. (4.38)
When the densities 𝜌(𝑄)𝑎 and 𝜌(𝑃 )𝑏 have been constructed in the bubbles representation, the
challenge is in the determination of the electric potentials. The reason lies in the Coulomb
operator |𝒓 − 𝒓′|−1 that is ill-conditioned whenever 𝒓 ≈ 𝒓′.
However, the bubbles pose no problems.10 One can show that the radial functions 𝜌𝐴𝑙𝑚 map
to radial electric potentials given by
𝑉 𝐴𝑙𝑚(𝑟) = 4𝜋2𝑙 + 1
⎡
⎢
⎢
⎣
𝑟−(𝑙+1)
𝑟
∫
0
𝜌𝐴𝑙𝑚(𝑠)𝑠𝑙+2 d𝑠 + 𝑟𝑙
∞
∫
𝑟
𝜌𝐴𝑙𝑚𝑠1−𝑙 d𝑠
⎤
⎥
⎥
⎦
. (4.39)
As with the multipole moments of the bubbles, Eq. (4.39) can be evaluated in a straightfor-
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ward way due to the underlying interpolation polynomial basis. The electric potential due to
a bubble center is then given by 𝑉 𝐴(𝒓) = ∑𝑙,𝑚 𝑉 𝐴𝑙𝑚(𝑟𝐴)𝑌 𝑚𝑙 (𝜃𝐴, 𝜙𝐴).
In contrast, the cube requires special attention. The GB-FMM scheme uses a specialized
quadrature rule for circumventing the numerical instabilities. Dubbed the DAGE method,
the quadrature has been developed by Sundholm and his co-workers.7;8;10;11 Its basic idea is
to recast the Coulomb operator |𝒓 − 𝒓′|−1 into an integral operator based on the identity
1
|𝒓 − 𝒓′| =
2
√𝜋
∞
∫
0
𝑒−𝑡2|𝒓−𝒓′|2 d𝑡. (4.40)
When the operator is discretized along the 𝑡-axis, it becomes possible to formulate a rule for
transforming all interpolation points 𝜌𝑖𝑗𝑘 of a cube to the corresponding to points 𝑉𝑖𝑗𝑘 in the
potential. The transformation is implemented as a series of matrix products.
We will not cover the details of the DAGE method but refer the reader to Ref. 11. The
salient point is that the quality of the transformation can be adjusted by varying the number
of quadrature points. Further, the DAGE method computes Eq. (4.37) with 𝒪(𝑃𝑁4/3) com-
plexity where 𝑃 is the number of quadrature points and𝑁 is the total number of interpolation
points in a box at the ﬁnest level of division.
After the potential is known, the second integral over the energy density can be computed very
eﬃciently. It is easy to multiply two cubes together to form a product functions as this merely
means that the interpolation points are multiplied together. The treatment of the bubbles has
been described in Ref. 10.
As stated at the outset, evaluation of the nearest neighbor pass contributions scales linearly
with respect to the number of boxes by construction, and the overall cost of the nearest neigh-
bor pass is estimated to be 𝒪(𝐷𝑃𝑁4/3) where 𝐷 is the number of boxes at the ﬁnest level of
division. In conclusion, we have now succeeded in devising a method for evaluating two-
electron integrals whose complexity depends only linearly on the number of sub-domains in
the computational domain.
4.4 Results
Let us illustrate the present Grid-based FMM scheme with proof-of-concept calculations.
The author implemented both the interaction and translation matrices and the FMM algo-
rithm in Fortran 2003/2008. Programming eﬀorts were entirely devoted to crafting the FMM
machinery, and we simpliﬁed the preceding general exposition in key aspects. We focused
exclusively on the division of the computational domain into boxes where the densities were
represented as cubes. That is, bubbles were not considered. The reason is that a straightfor-
4. THE GRID-BASED FAST MULTIPOLE METHOD 39
(a) The structure.
−15 −10 −5 0 5 10 15
x/a0
−15
−10
−5
0
5
10
15
y/a
0
(b) The model electron density.
−15 −10 −5 0 5 10 15
x/a0
−15
−10
−5
0
5
10
15
y/a
0
(c) The model electric potential.
Figure 4.6: The porphin molecule.
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ward recursive division scheme becomes problematic when the bubbles cross between two
boxes.
The porphin molecule (Fig. 4.6) was selected as a testbed system. We did not consider the
molecule in any basis set. Rather, the total electron density of the molecule was modeled with
atom-centered Gaussian functions with unit exponents. The nuclear geometry had been de-
termined on a separate occasion and was given to the author.‡ The Gaussians were multiplied
with appropriate charges so that the total number of electrons was correctly reproduced.
The benchmark calculation were thus performed with a single density and Eq. (4.2) was eval-
uated in the corner case 𝑎 = 𝑏. The classical interpretation of this “self-interaction energy”
is that it gives twice the total potential energy stored in a static electric ﬁeld.91
The computational domain was set to a volume extending on each axis from −17𝑎0 to 17𝑎0.
The number of divisions was restricted to three. Consequently, the only free parameter associ-
atedwith the FMMpart was the number ofmultipole shells 𝑙max. The values 𝑙max = 5, 7, 10, 15
were considered.
There were 512 boxes at the ﬁnest level which meant that each box and its nearest neighbor
zone had side lengths of 4.25𝑎0 and 12.75𝑎0, respectively. The representation of the electron
density was reﬁned with a single parameter, the grid step ℎ that was varied as 𝑎0/2𝑖, 𝑖 =
1, 2, 3, 4.
The number of element functions per dimension was set to
𝑁cell = ⌈
𝐿
6ℎ⌉ , (4.41)
where 𝐿 is the side length of a box. The corresponding number of grid points is then given
by (6𝑁cell + 1)3. When it comes to memory usage, the worst case ﬁgures for representing
a density in a box and in its nearest neighbor zone with the ﬁnest grid step 0.0625𝑎0 were
3.1MB and 69MB, respectively.
All calculations were performed on a computer that featured 7.8GB of main memory, an
8-core CPU (Intel® Xeon E5540, 2.53 GHz) and a GPGPU (NVIDIA® Tesla C1060, 240
cores). The present integration scheme utilizes the GPGPU via the DAGE method in the
nearest neighbor pass.
4.4.1 Accuracy
There are 162 electrons in porphin, and reproduction of this property was studied. As the
monopole moments correspond to charge, the sum of the monopoles is the total charge. As
can be seen in Fig. 4.7a, the error drops to a negligible level as the grid step is decreased
‡Professor Dage Sundholm, personal communication.
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Figure 4.7: The accuracy with respect to the quality of the electron density. The integer 𝑖 on the
abscissa gives the grid step from 𝑎0/2𝑖. The absolute relative error in the charge is on the order of
10−15 with the smallest step size. Sub-mHa levels in absolute error in the self-interaction energy are
reached with 𝑙max = 10 and 𝑙max = 15.
which shows that the size of the computational domain was suﬃciently big.
The results for the self-interaction energy are gathered in Fig. 4.7b. The reference value for
the energy could be computed analytically for the Gaussian model density. The accuracy was
also compared with calculations where the model density was constructed as a whole and
the DAGE method alone was used to compute the self-interaction energy. In all calculations
involving the DAGE method, the electric potential was computed with a 40-point quadrature
rule.
However, the ﬁnest grid step 0.0625𝑎0 could not be considered in a pure DAGE calculation
because the resulting cubes were too big to be processed with the GPGPU. The division
into boxes solves the memory issues and enables one to go to the ﬁnest grids. In addition,
we observe that the GB-FMM scheme systematically outdoes the DAGE method whenever
𝑙max ≥ 7. The error converges to sub-mHa levels which was deemed to be suﬃcient for
present purposes. The absolute error translated to parts per billion accuracy which agrees
well with and even improves upon previously reported values in Ref. 7 and Ref. 9.
When examining the FMM and DAGE contributions in detail, these were observed to be
converged within 10−4Ha and 10−5Ha, respectively. That is, both contributions are in error
with the DAGE part performing slightly more accurately.
The author studied the error due to truncation at 𝑙max in simple systems that consisted of
pure monopoles, dipoles, etc., and established that convergence with respect to 𝑙max should
be exponential to an accuracy of about 10−11Ha when going to 𝑙max = 15. The saturation
of error in the present case is likely due to diﬃculties in computing the high-order multipole
moments at the ﬁnest level. The corresponding solid harmonics consist of several monomials
that are combined to produce the multipole moments. Since each contribution will also grow
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Figure 4.8: The overall distribution of execution time when the error in self-interaction energy was
below one millihartree (ℎ = 0.125𝑎0 and 𝑙max = 15).
in magnitude as 𝑙max is increased, the results are prone to round-oﬀ error.
The error in the DAGE method was also assessed. Since the electric potential of a Gaussian
electron density can be determined analytically (Fig. 4.6c), it becomes possible to gauge
the error due to the quadrature rule in a calculation where the porphin is considered as a
whole. The ﬁnest grid step 0.0625𝑎0 led to an error of 10−11Ha. This means that the bubbles
representation itself can be reﬁned to very high accuracy and that the error in the nearest
neighbor contribution can be attributed to the ﬁnite accuracy of the DAGE method.
4.4.2 Performance
Relative timings for the case ℎ = 0.125𝑎0 and 𝑙max are shown in Fig. 4.8. It is evident that the
nearest neighbor pass dominates the workload. A closer look reveals that initialization of the
bubble representations in each box costs more or less as much as determination of the electric
potential and the interaction energy put together. However, it should be noted that the bubbles
representations are meant to only updated rather than reallocated during each cycle in a SCF
calculation so that the initializations incur only an one-time cost. As for the well-separated
contribution, the downward pass completely dominates the workload as was expected.
The timings are also shown in Fig. 4.10. The overhead associated with density initialization
was subtracted from the data where relevant. The scaling associated with the determination
of the multipole moments is seen to slightly deviate from linear behavior with respect to 𝑙max.
This can be understood by considering the fact that even though the integral evaluation is
predicted to scale linearly, the multipole vectors have (𝑙max +1)2 elements so that assembling
the vectors will incur a cost that scales as 𝒪(𝑙2max) with a small prefactor.
The well-separated part depends only on the number of multipole moments. The averages of
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Figure 4.9: A comparison of the DAGE method and the GB-FMM scheme. Data for the GB-FMM
are from calculations where 𝑙max was set to 15. The GB-FMM has a more favorable exponent but
several orders of magnitude bigger prefactor. The cross over point (blue star) occurs at about 6 ⋅ 109
interpolation points. The dotted line shows the scaling if the workload was divided evenly among the
512 boxes and the self-interaction energy was computed concurrently.
the runs shown in Fig. 4.7b were taken and plotted against (𝑙max+1). The overall complexity
of the FMM is indeed approximately proportional to (𝑙max + 1)4 as determined from a least
squares ﬁt.
The 𝒪(𝑁4/3) scaling of the DAGE method has been clearly reproduced in Ref. 7. We ver-
iﬁed the scaling in the present case by looking at the time to process one box. However,
the expected exponents 4/3 ≈ 1.3 could be reproduced only when the GPGPU acceleration
was not in eﬀect. The reason appears to be the overhead associated with the GPGPU which
obfuscates the complexity analysis.
As the last demonstration, the scaling of the DAGE method and the GB-FMM scheme were
compared as a function of the total number of interpolation points. The number of inter-
polation points for the pure DAGE calculations were computed with Eq. (4.41). The corre-
sponding values in the GB-FMM scheme were inferred from the number points in a box at
the ﬁnest level of division, taking into account that the eight boxes per dimension share seven
interpolation points. The results are shown in Fig. 4.9. The data for the GB-FMM scheme
are from the runs with 𝑙max = 15.
The cost of the GB-FMM scheme has a several orders of magnitude bigger prefactor in com-
parison to the pure DAGE method. However, it is encouraging that its cost rises less steeply.
The extrapolated cross over is at about 6 ⋅ 109 interpolation points. On the other hand, a re-
duction of the prefactor with a factor of 300 would already lower the cross over to mere 105
interpolation points. Consequently, if the workload would be divided among all the 512 boxes
in a massively parallel computing environment, the GB-FMM scheme would systematically
outdo the DAGE method which is illustrated as the dotted line Fig. 4.9.
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Figure 4.10: Absolute timings. Time required for density initialization was subtracted from the data
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5Summary and conclusions
The author was given the task to develop a scheme for two-electron integrals which resulted
in the Grid-based Fast Multipole Method. The integrals were linked to electronic structure
theory as discussed in Chapter 2. Further, the author set out to investigate in Chapter 3
the SCF method and the LCAO approximation in order to establish where the two-electron
integrals are needed in practice and how these are presently computed.
It was pointed out that current SCF codes that employ Gaussian basis sets are suboptimal in
terms of accuracy and that the way to improve them is to introduce numerical basis functions.
Their vastly greater ﬂexibility means that they do not suﬀer from the limitations associated
with preoptimized basis functions.
The accuracy of the fully numerical Grid-based FMM scheme can be gauged from Fig. 4.7.
Most importantly, the more favorable memory requirements in the present scheme translate
also to better accuracy in comparison to the DAGE method. As for the performance, the
GB-FMM has a bigger prefactor but a smaller exponent in comparison to the DAGE method
and is thus less suited for single-core calculations. This kind of results were anticipated.
As was stated at the beginning of Chapter 4, the performance of a numerical integration
scheme will become feasible, when all calculations are run in parallel. However, the par-
allelization eﬀorts in this thesis were limited by the available hardware. It is nonetheless
possible to gauge the optimal performance from Fig. 4.9. Indeed, all the benchmark calcula-
tions would have completed within seconds if the workload could have been divided evenly
among the boxes and the GB-FMM scheme was executed concurrently.
This brings us to future developments. The traditional problem in parallelizing algorithms
is that it is expensive to transfer data between computational nodes. Fortunately, the GB-
FMM scheme should parallelize rather easily. The multipole moment vectors consume very
little memory, and it should be eﬃcient to send them to a master node that evaluates the
well-separated contribution.
In addition, the costly nearest neighbor pass involves only few interdependencies between
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diﬀerent parts of the computational domain by construction. If each box was mapped to a
separate computational node, each node would need to compute their electrostatic potential
in the 27 boxes in the nearest neighbor zone. If we consider the porphin system and the
ﬁnest grid step 0.0625𝑎0, this would mean that each box would need to send approximately
26 × 3.1MB ≈ 81MB of data. The amount is not unfeasible.
As far as the input densities are concerned, the inclusion of the bubbles to the current scheme
is predicted to present no problems performance-wise. However, it may be that the recursive
division scheme of the computational domainmay need to bemodiﬁed to better accommodate
them. Perhaps the division to boxes should be guided by the bubbles instead of the ranges of
the computational domain. This is left as an open question that becomes relevant when the
GB-FMM scheme is employed in SCF calculations.
The logical next step is to port the GB-FMM scheme to a massively parallel computer archi-
tecture in order to demonstrate its parallelizability in practice. If the benchmark calculations
were run again, there would need to be ideally 512 CPUs that can each control a GPGPU.
While such computational resources do exist even today, the Titan supercomputer at the Oak
Ridge National Laboratory being the most notable example, this level of parallelism is not
very common. Let us conclude this thesis by hoping that massively parallel computer archi-
tectures will take over within the forthcoming decades and that the present work is ahead of
its time.
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