Abstract-We study a spectral initialization method that serves as a key ingredient in recent work on using efficient iterative algorithms for estimating signals in nonconvex settings. Unlike previous analysis in the literature, which is restricted to the phase retrieval setting and which provides only performance bounds, we consider arbitrary generalized linear sensing models and present a precise asymptotic characterization of the performance of the spectral method in the high-dimensional regime. Our analysis reveals a phase transition phenomenon that depends on the sampling ratio. When the ratio is below a minimum threshold, the estimates given by the spectral method are no better than a random guess drawn uniformly from the hypersphere; above a maximum threshold, however, the estimates become increasingly aligned with the target signal. The computational complexity of the spectral method is also markedly different in the two phases. Worked examples and numerical results are provided to illustrate and verify the analytical predictions. In particular, simulations show that our asymptotic formulas provide accurate predictions even at moderate signal dimensions.
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I. INTRODUCTION
Consider the following problem of estimating a vector ξ ∈ R n from a number of generalized linear measurements. Let {a i } 1≤i≤m be a set of sensing vectors in R n . Given ξ, the ith measurement y i is drawn independently from
where f (· | ·) is a conditional density function modeling the acquisition process. This model arises in many problems in signal processing and statistical learning. Examples include photon-limited imaging [1] , [2] , phase retrieval [3] , signal recovery from quantized measurements [4] , and various generalized linear regression problems [5] . The standard method for recovering ξ is to use the estimator
(y i , a
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where : R 2 → R is some loss function (e.g., the negative log-likelihood of the observation model.) In many applications, however, the natural loss function is not convex with respect to x. In many cases, there is no effective way to convexify (2) . In those cases for which convex relaxations do exist, the resulting algorithms can be computationally expensive. The problem of phase retrieval, where y i = (a T i ξ)
2 + ε i for some noise terms {ε i }, is an example in the latter scenario. One could use convex relaxation schemes such as those based on lifting and semidefinite programming (e.g., [6] - [9] ), but the challenges facing these schemes lie in their actual implementation. In practice, the computational complexity and memory requirement associated with these convex-relaxation methods are prohibitive for signal dimensions that are encountered in real-word applications such as imaging.
In light of these issues, there is recent interest in developing and analyzing efficient iterative methods that directly solve nonconvex forms of (2) . Examples include the alternating minimization scheme for phase retrieval [10] , the Wirtinger Flow algorithm and its variants [11] - [14] , as well as iterative projection methods [15] , [16] . A common ingredient that contributes to the success of these iterative algorithms for nonconvex estimation is that they all use some type of spectral methods as an initialization step, which is then followed by iterative refinement. Beyond signal estimation, related spectral methods have also been successfully applied to initialize algorithms for solving nonconvex problems such as matrix completion [17] , low-rank matrix recovery [18] , blind deconvolution [19] , [20] , and joint alignment from pairwise differences [21] .
In this paper, we present an exact high-dimensional analysis of a widely-used spectral method [6] , [10] , [12] for estimating ξ. The method consists of only two steps: First, construct a data matrix from the sensing vectors and measurements as
where T : R → R is a preprocessing function (e.g. a trimming step.) Second, compute a normalized eigenvector, denoted by x 1 , that corresponds to the largest eigenvalue of D m . The vector x 1 is then our estimate of ξ (up to an unknown scalar.) This method was originally introduced by Netrapalli, Jain, and Sanghavi in [10] to address the problem of phase retrieval. Under the assumption that the sensing vectors consist of i.i.d. Gaussian random variables, the authors show that the eigenvector x 1 is aligned with the target vector ξ in direction when there are sufficiently many measurements. More specifically, Fig. 1 . Illustrations of the phase transitions of the spectral method. Depending on the sampling ratio α, the asymptotic performance of the spectral method can be in one of two very different phases: In the uncorrelated phase, its estimate x 1 is asymptotically orthogonal to ξ. The performance in this case is no better than a random guess, as a point chosen uniformly at random from the hypersphere S n−1 will be inside of a thin band of width O(1/ √ n) around the equator with high probability. In the correlated phase, the estimate x 1 (or its negative version −x 1 ) will be concentrated on the surface of a right circular cone, making an angle θ = arccos ρ(α) with the target vector ξ.
they show that the squared cosine similarity
which measures the degree of the alignment between the two vectors, approaches 1 with high probability, whenever m ≥ c n log 3 n. This sufficient condition on sample complexity was later improved to m ≥ c n log n in [6] , and further improved to m ≥ c n in [12] with an additional trimming step on the measurements. In all these expressions, c denotes some unspecified large constant.
In this paper, we provide a complete characterization of the asymptotic performance of the spectral method under Gaussian measurements. Although it was originally proposed for the special case of phase retrieval, the spectral method is applicable to a much broader class of models. Therefore, in our analysis, we consider general acquisition models under arbitrary conditional distributions f (y | a T i ξ). Moreover, unlike previous work, which only provides bounds for ρ(ξ, x 1 ), we derive the exact high-dimensional limit of this value. In particular, we show that, as n and m both tend to infinity with the sampling ratio α def = m/n kept fixed, the squared cosine similarity ρ converges in probability to a limit value ρ(α). Explicit formulas are provided for computing ρ(α).
Geometrically, the squared cosine similarity ρ(ξ, x 1 ) as defined in (4) specifies the angle θ between ξ and x 1 . The values of ρ vary from 0 to 1: ρ = 1 means perfect alignment, i.e., θ = 0 or π; and ρ = 0 is the opposite case, meaning x 1 is orthogonal to (i.e. uncorrelated with) ξ. That the spectral method can yield an estimate x 1 with a positive ρ in high dimensional settings is a nontrivial feat. To see this, assume that ξ is pointing towards the "north pole" in the unit (n − 1)-sphere S n−1 , as illustrated in Figure 1 . If we choose x 1 uniformly at random from S n−1 , then with high probability, the resulting correlation ρ(ξ, x 1 ) will be of order O(1/ √ n). In other words, for large n, most of the uniform measure on S n−1 is deposited within a thin band of width O(1/ √ n) near the "equator" of the sphere (see Figure 1. ) Our analysis reveals a phase transition phenomenon that occurs at certain critical values of the sampling ratio. In particular, there exist a lower and an upper threshold, denoted by α c,min ≤ α c,max , respectively.
(a) An uncorrelated phase takes place when the sampling ratio α < α c,min . Within this phase, the limiting value ρ(α) = 0, meaning that the estimate from the spectral method is asymptotically uncorrelated with the target vector ξ. In this case, the spectral method is not effective, as its estimate x 1 is no better than a random guess drawn uniformly from the hypersphere S n−1 . (b) A correlated phase takes place when α > α c,max , with α c,max being the upper threshold. Within this phase, the limiting value ρ(α) > 0. Geometrically, the estimate x 1 (or its negative version −x 1 ) will be concentrated on the surface of a right-circular cone (see Figure 1 ) whose generating lines make an angle θ = arccos ρ(α) to the axis. Moreover, ρ(α) tends to 1 as α → ∞.
In many signal estimation models that we have studied so far, the two thresholds coincide, i.e. α c,min = α c,max , meaning that the phase transition happens at a single critical value of the sampling ratio. However, it is indeed possible that α c,min < α c,max , in which case a finite number of correlated and uncorrelated phases alternative when α varies within the interval (α c,min , α c,max ). A concrete example demonstrating this more complicated situation is provided in Section IV-C.
The above phase transition phenomenon also has implications in terms of the computational complexity of the spectral method. In a correlated phase, there is a nonzero gap between the largest and the second largest eigenvalues of D m . As a result, the leading eigenvector x 1 can be efficiently computed by power iterations on D m . In contrast, within an uncorrelated phase, the gap of the eigenvalues converges to zero, making power iterations ineffective.
The rest of the paper is organized as follows. After precisely laying out the various technical assumptions, we present the main results of this work in Section II. Examples and numerical simulations are also provided there to demonstrate and verify these results. In particular, as a worked example, we derive a universal closed-form expression for the limiting values ρ(α) for all acquisition models that generate one-bit {0, 1} measurements. We prove our main result, Theorem 1, in Section III. Key to our proof is a deterministic, fixed-point characterization of the squared cosine similarity ρ(ξ, x 1 ), which is valid for any finite dimension n and for any deterministic sensing vectors {a i }. When specialized to Gaussian measurements, this fixed-point characterization allows us to connect our problem to a generalized version of the spiked population model (see, e.g., [22] , [23] ) studied in random matrix theory. In Section IV, we will look more closely at the phase transition phenomenon predicted by our asymptotic results. Section V concludes the paper.
Notations: To study the high-dimensional limit of the spectral initialization method, we shall consider a sequence of problem instances, indexed by the ambient dimension n. For each n, we seek to estimate an underlying signal denoted by ξ n ∈ R n . Formally, we should use D m(n) to denote the data matrix, where m(n) is the number of measurements as a function of the dimension n. However, to lighten the notation, we shall simply write D m , keeping the dependence of m on n implicit. x −→ to denote convergence in probability and almost sure convergence, respectively. Let M be a symmetric matrix. Its eigenvalues in descending order are written as λ
, sometimes also written as λ 1 (M ), denotes the largest eigenvalue of M . Throughout the paper, A 1/2 stands for the principal square root of a positive semi-definite symmetric matrix A. For any a, b ∈ R, we write max {a, b} as a ∨ b. Finally, 1 I (x) stands for the indicator function of a set I.
II. MAIN RESULTS

A. Technical Assumptions
In what follows, we first state the basic assumptions under which our results are proved. (A.1) The sensing vectors are independent Gaussian random vectors. Specifically, let (a ij ), for i, j ≥ 1, be a doubly infinite array of i.i.d. standard normal random variables. Then the ith sensing vector
(A.4) Let s, y and z be three random variables such that s ∼ N (0, 1), P(y | s) = f (y | κs), and z = T (y), (5) where f (· | ·) is the conditional density function (1) associated with the observation model, and T (·) is the preprocessing step used in the construction of D m in (3). We shall assume that the probability measure of the random variable z is supported within a finite interval [0, τ ]. Throughout the paper, we take τ to be the tightest such upper bound. (A.5) As λ approaches to τ from the right,
(A.6) The random variables z and s 2 are positively correlated:
The last three assumptions require some explanations. First, we note that the assumption (A.4) is not particularly restrictive. The actual observations {y i } are not required to be bounded or nonnegative. The requirement that z should take values within a finite interval on the positive axis can be enforced by choosing a suitable function T (·). For example, in the problem of phase retrieval, the measurement model (in the noiseless setting) is y = s 2 . We can choose
where t > 0 and 1(·) is the indicator function. This is indeed the trimming strategy proposed in [12] . As shown in [12] , this boundedness condition on z is an essential ingredient in achieving the linear sample complexity.
The expressions in (6) essentially require that the random variable z should have sufficient probability mass near the upper bound τ . It is easy to check that (6) holds when the probability density function p Z (z) of z is bounded below by a positive constant when z ∈ [τ −ε, τ ] for some ε > 0. Another sufficient condition for (6) to hold is when the law of z has a point mass at τ . The model in (8) represents one such case.
The inequality in (A.6) is also a natural requirement. To see this, we note that the data matrix D m in (3) is the sample average of m i.i.d. random rank-one matrices y i a i a
When the number of samples m is large, this sample average should be "close" to the statistical expectation, i.e.,
where z i def = T (y i ). To compute the above expectation, it will be convenient to assume that the underlying signal ξ = κe 1 , where e 1 is the first vector of the canonical basis of R n . (This assumption can be made without loss of generality, due to the rotational invariance of the multivariate normal distribution.) Correspondingly, we can partition each sensing vector into two parts, as
so that a T i ξ = κs i and the conditional density of y i given s i is f (y | κs i ). Since s i , y i and z i are all independent from u i , we get
where I n−1 is the identity matrix of size (n−1). We see that, if the inequality E zs 2 > Ez, as required in (A5), indeed holds, the leading eigenvector of the expected matrix will be e 1 , which is perfectly aligned with the target vector ξ. Now since the data matrix D m is an approximation of the expectation, the sample eigenvector should also be an approximation of ξ.
The above argument provides an intuitive but nonrigorous explanation for why the spectral initialization method would work. The approximation in (9) can be made exact if the signal dimension n is kept fixed and the number of measurement m goes to infinity. However, we consider the case when m and n both tend to infinity, at a constant ratio α = m/n bounded away from 0 and ∞. In this regime, the approximation in (9) will not become an equality even if m → ∞. As we will show, the correlation ρ(ξ n , x n 1 ) between the target vector ξ n and the sample eigenvector x n 1 will converge to a function ρ(α).
As a final remark before we present our main results, we note that, since the eigenvector x n 1 is always normalized, the spectral method cannot provide any information about the norm of ξ n . However, in many cases when the sensing vectors are drawn from certain random ensembles, there are simple methods to accurately estimate κ = ξ n . We provide some discussions on how to do this in Appendix A.
B. Main Results: Asymptotic Characterizations
In this section, we summarize the main results of our work on an asymptotic characterization of the spectral method with Gaussian measurements. To state our results, we first need to introduce several helper functions. Let s, z be the random variables defined in (5). We consider two functions
and
both defined on the open interval (τ, ∞), where τ is the bound in assumption (A.4). Within their domains, it is easy to check that both functions are convex. In particular, ψ α (λ) achieves its minimum at a unique point denoted by
Finally, let ζ α (λ) be a modification of ψ α (λ) as follows:
which is again defined for λ ∈ (τ, ∞). Theorem 1: Under (A.1) -(A.6), the following hold: 1) There is a unique solution, denoted by λ * α , to the equation
2) As n → ∞, 
, with the inequality becoming strict if and only if ψ α (λ * α ) > 0. Remark 1: The above theorem, whose proof is given in Section III, provides a complete asymptotic characterization of the performance of the spectral initialization method. In particular, the theorem shows that the squared cosine similarity ρ(ξ n , x n 1 ) converges in probability to a deterministic value in the high-dimensional limit. Moreover, there exists a generic phase transition phenomenon: depending on the sign of the derivative ψ α (·) at λ * α , the limiting value can be either zero (i.e., the uncorrelated phase) or strictly positive (i.e., the correlated phase.) The computational complexity of the spectral method is also very different in the two phases. Within the uncorrelated phase, the gap between the top two leading eigenvalues, λ , diminishes to zero, making iterative algorithms such as power iterations increasingly difficult to converge. In contrast, within the correlated phase, the spectral gap converges to a positive value.
It will be more convenient to characterize the above phase transitions in terms of the sampling ratio α. To do so, we first introduce a set Λ, containing all the zero-crossings of the function
We can show that Λ is always nonempty and that it contains a finite number of points (see Lemma 
and ρ(α) is a function with the following parametric representation:
In many of the signal acquisition models we have studied, the set Λ contains exactly one element. In this case, λ c,min = λ c,max and hence α c,min = α c,max . Consequently, the phase transition of the spectral method takes place at a single threshold value α c , which separates the uncorrelated phase from the correlated one. However, it is indeed possible to find cases for which α c,min < α c,max . This leads to a more complicated scenario, where a finite number of correlated and uncorrelated phases can alternatively take place within the interval (α c,min , α c,max ). A concrete example is given in Section IV-C.
C. Worked-Example: One-Bit Measurement Models
To illustrate the results presented in Section II, we consider here a special case where z i takes only binary values {0, 1}. This situation naturally appears in problems such as logistic regression and one-bit quantized sensing, where the measurements y i ∈ {0, 1} and we set z i = y i . Even for cases where the measurements {y i } are not necessarily binary, this type of one-bit model is still relevant whenever the preprocessing function z = T (x) generates binary outputs. The simplicity of this binary setting allows us to get closed-form expressions for the various quantities in Theorem 1 and Proposition 1.
To proceed, we first explicitly compute the functions φ(λ) and ψ α (λ) defined in Section II-B as
,
and both functions are defined on the interval λ > 1. The minimum of ψ α (λ) is achieved as λ α = 1 + √ αd, and thus
Solving equation (16) and using (17), we get
where
(Note that this result can also be obtained by invoking the parametric characterization of ρ(α) given in Proposition 1.) Finally, the asymptotic predictions (18) for the top two eigenvalues can be computed as
and λ
for all α. Remark 3: It is interesting to note that the asymptotic characterizations given in (23), (24) and (25) are universal, in the sense that they only depend on two constants c and d defined in (22) but not on the exact details of the joint probability distributions of s, y and z. Thus, for one-bit models, it suffices to compute the constants in (22) , which then completely determine the asymptotic performance of the spectral method.
D. Numerical Simulations
Example 1 (Logistic regression): Consider the case where {y i } are binary random variables generated according to the following conditional distribution:
where β is some constant. Let z i = T (y i ) = y i . Since z i ∈ {0, 1}, we just need to compute the constants c and d in (22) , after which we can use the closed-form expressions (23) , (24) and (25) to obtain the asymptotic predictions. In Figure 2 (a) we compare the analytical prediction (23) of the squared cosine similarity with results of numerical simulations. In our experiment, we set the signal dimension to n = 5000. The norm of ξ n is κ = 3, and β = 6. The sample averages and error bars (corresponding to one standard deviation) shown in the figure are calculated over 16 independent Monte Carlo trials. We can see that the analytical predictions match numerical results very well. Figure 2(b) shows the results for the top two eigenvalues. When α < α c , the two eigenvalues are asymptotically equal, but they start to diverge as α becomes larger than α c . To clearly illustrate this effect, we plot in the insert the eigengap λ 1 − λ 2 as a function of α. Example 2 (Phase retrieval): In the second example, we consider the problem of phase retrieval. For simplicity, we assume the noiseless setting, where
In [12] , the authors show that it is important to truncate large values of {y i }, and they propose to use the scheme in (8) when constructing the data matrix D m . A different strategy can be found in [14] , where the authors propose to use In what follows, we shall refer to (8) and (27) as the truncation algorithm and the subset algorithm, respectively. Figure 3(a) shows the asymptotic performance of these two algorithms and compare them with numerical results (n = 5000 and 16 independent trials.) The performance of the subset algorithm (for which we choose the parameter t = 1.5) can be characterized by the closed-form formula (23) . The truncation algorithm (for which we use t = 3) is more complicated as z i is no longer binary. We use the parametric characterization in Proposition 1 to obtain its asymptotic performance. Again, our analytical predictions have excellent matches with numerical results. The performance of both algorithms clearly depends on the choice of the thresholding parameter t. To show this, we plot in Figure 3 (b) the critical phase transition points α c of both algorithms as functions of t. This points to the potential of using our analytical prediction to optimally tune the algorithmic parameters.
III. PROOF OF THE MAIN RESULTS
In this section, we prove Theorem 1, which provides an exact characterization of the asymptotic performance of the spectral method for signal estimation.
A. Overview
We first rewrite the data matrix D m in (3) as
where A = [a 1 , a 2 , . . . , a m ] is an n × m matrix of i.i.d. normal random variables and
is a diagonal matrix with nonnegative entries z i = T (y i ). Our goal boils down to studying the largest eigenvalue of D m and the associated eigenvector x n 1 . To simplify notation, we shall first assume that ξ = κe 1 , with e 1 being the first vector in the canonical basis. This assumption is not restrictive, since the multivariate normal distributions of the sensing vectors {a i } are rotationally invariant.
Remark 4: The non-null eigenvalues of D m are equal to those of a companion matrix
which bears strong resemblance to a sample covariance matrix. Limiting spectral distributions (LSDs) of sample covariance matrices have been extensively studied in random matrix theory (see for instance [24] and the references given there.) As a special case, when Z is the identity matrix, the LSD of D m is given by the classical Marčenko-Pastur law [25] . Results for more general diagonal matrices Z are also available [26] . However, in these studies, Z and A are assumed to be independent. A unique challenge in our problem is that Z and A are correlated. To see this, we partition each sensing vector a i into two parts as in (10) . We can then write
T is an m-dimensional Gaussian random vector, and U is an (n − 1) × m matrix consisting of i.i.d. standard normal random variables. Since ξ = κe 1 , the diagonal elements of Z are independent of U but they do depend on s through y i ∼ f (y | κs i ).
Our proof of Theorem 1 consists of two main ingredients. First, we show in Proposition 2 that λ Dm 1 and ρ(ξ n , x n 1 ) can be obtained from a fixed-point equation involving a function L m (µ), to be defined in (35), where µ > 0 is an artificial variable introduced to our problem. The main benefit of introducing µ and the function L(µ) is that, for each µ > 0, the above-mentioned correlation between A and Z is fully decoupled. This allows us to obtain the second ingredient of our proof: we show in Section III-C that L m (µ), under the assumption of Gaussian sensing vectors, will converge almost surely to a deterministic limit function as the dimension n → ∞ (see Proposition 4.)
B. A Fixed-Point Characterization
By substituting (30) into (28), we can write D m in a more compact block-partitioned form as
is a scalar that converges to Ezs 2 as m → ∞,
is a symmetric matrix, and
Next, we consider a parametric family of matrices P m + µq m q T m : µ > 0 , and let L m (µ) denote the largest eigenvalues, i.e.,
In what follows, we show how to compute λ
2 , the squared magnitude of the first element of the eigenvector.
Our discussions below are general and they apply to any block-partitioned matrix in the form
Its components a ∈ R, P ∈ R (n−1)×(n−1) and q ∈ R n−1 can be arbitrarily chosen, not necessarily defined as in (32), (33) and (34). Our only requirements are that P is a symmetric matrix and that q = 0.
Let λ
≥ . . . λ P n−1 be the set of eigenvalues of P , and let w 1 , w 2 , . . . , w n−1 be a corresponding set of orthonormal eigenvectors. Consider a function
which has poles on those eigenvalues for which w
In what follows, we restrict the domain of R(λ) to
Within this open interval, R(λ) is a well-defined smooth function. It increases monotonically from −∞ to 0, and thus it admits a functional inverse, denoted by R −1 (x), for all x < 0. Similar to (35), we define
for all µ > 0. Lemma 1: Let P be a symmetric matrix and q a nonzero vector. Then, for each µ > 0,
Moreover, L(µ) is a nondecreasing convex function with lim µ→∞ L(µ) = ∞. It is differentiable everywhere on (0, ∞) except for at most one point. Proof: Since P is diagonalizable by an orthonormal matrix, we can assume without loss of generality that P is a diagonal matrix. In this case, we can simply write R(λ) = i Using the matrix determinant lemma [27] , we can compute the characteristic polynomial of P + µqq T as
In (39), adj(·) stands for the adjugate of a matrix. To reach (40), we have used the fact that, for any diag-
. . , j =n−1 d j . Partition the set {1, 2, . . . , n − 1} into two subsets:
We observe that the characteristic polynomial can be factored into c(λ) = c 1 (λ)c 2 (λ), where c 1 (λ) = i∈I1 (λ P i − λ) and
It is possible that the first subset I 1 is empty, in which case c 1 (λ) is understood to be equal to 1, but I 2 is never empty, since q = 0. Next, we study the largest root of the polynomial c 2 (λ). For any λ > max λ P i : i ∈ I 2 , we can write
It follows that R −1 (−1/µ) is the only root of c 2 (λ) in the interval (max λ P i : i ∈ I 2 , ∞), and therefore it is also the largest root. Due to the factorization c(λ) = c 1 (λ)c 2 (λ), we have
Finally, since R −1 (−1/µ) > max {λ i : i ∈ I 2 }, we reach the formula in (38).
By construction, R −1 (−1/µ) is strictly increasing and lim µ→∞ R −1 (−1/µ) = ∞. It is also differentiable everywhere on (0, ∞). It follows that L(µ) is nondecreasing with L(∞) = ∞, and that the function is differentiable everywhere except for at most one point µ 0 , which, if it exists, must satisfy the identity R −1 (−1/µ 0 ) = λ P 1 . Finally, the convexity of L(µ) follows from the fact that it is the maximum of a set of linear functions, as L(µ) = λ 1 (P + µqq T ) = max x: x =1 x T (P + µqq T )x. The following proposition shows that the desired quantities of a block-partitioned matrix D, such as its leading eigenvalue λ 2 , can be obtained from the function L(µ).
Proposition 2: Let µ * > 0 be the unique solution to the fixed-point equation
Then, λ
where ∂ − L(µ) and ∂ + L(µ) denote the left and right derivatives of L(µ), respectively. In particular, if L(µ) is differentiable at µ * , then
Remark 5: We prove this result in Appendix B. Note that (42) is equivalent to
Since L(µ) is nondecreasing with L(∞) = ∞ whereas a+1/µ decreases monotonically from ∞ to 0, the equation (45), and thus (42), always admits one and only one solution. Moreover, by Lemma 1, L(µ) is a convex function, and therefore its left and right derivatives always exist.
C. Asymptotic Limit of L m (µ)
The characterization in Proposition 2 is valid for any blockpartitioned matrix in the form of (36). When applied to the case of our data matrix in (31) , with its components a m , P m and q m defined as in (32), (33) and (34), this result provides a very general deterministic characterization of the performance of the spectral method that is valid for any finite dimension n and for any sensing vectors.
Next, we specialize to the case of i.i.d. Gaussian sensing vectors and show that L m (µ) converges almost surely to a deterministic function as m, n → ∞. To that end, we note that L m (µ) is the leading eigenvalue of
is a rank-one perturbation of the diagonal matrix Z given in (29) . Since U and M m are independent, we first study the spectrum of M m . Let λ
be the set of eigenvalues of M m in descending order. Let
be the empirical spectral measure of the last m−1 eigenvalues.
Proposition 3: Fix µ > 0. As m, n → ∞, the empirical spectral measure f M m (λ) converges almost surely to the probability law of the random variable z. Meanwhile,
where Q −1 (·) is the functional inverse of a function
The domain of Q(λ) is the open interval (τ, ∞), with τ being the upper bound of the support of the probability law of z. well separated from the bulk. This setting is a generalization of the classical spiked population model [22] . Adapting the results given in [23] , we thus reach the second important ingredient of our proof of Theorem 1, characterizing the asymptotic limit of L m (µ).
Proposition 4: For each fixed µ > 0,
where ζ α (·) is the function defined in (15) and Q −1 (1/µ) is the limit value in (48).
Proof: Recall from (46) that L m (µ) is the leading eigenvalue of
T . Since U and M m are independent, and since U is a Gaussian random matrix with a rotationally invariant distribution, we can equivalently study the leading eigenvalue of the following matrix
Proposition 3 shows that λ M i : i ≥ 2 form a bulk spectrum, which converges to the law of z as m → ∞, whereas λ M 1 converges to a "spike" λ µ = Q −1 (1/µ) > τ , which is separated from the bulk.
The asymptotic limits of extreme sample eigenvalues of matrices in the form of (51) have been studied in [23] , under the name of generalized spiked population model. Key to this asymptotic analysis is the function ψ α (λ) defined 1 in (13). The asymptotic behaviors of the leading sample eigenvalue turn out to depend on the sign of ψ α (λ) at the point λ µ :
In particular, applying [23] [Theorem 4.1], we have
The case when ψ α (λ µ ) ≤ 0 is covered in [23] [Theorem 4.2].
Adapting that result to our specific setting, we have
As an equivalent form, we can write ψ α (λ) = Ez + λ α +E z 2 λ−z . From this, we can easily check that ψ α (λ) is a convex function and that it admits a unique minimum within its domain (τ, ∞). It follows that the two separate cases in (52) and (53) can be more compactly written as L m (µ) a.s.
is the modified function defined in (15) .
D. Proof of Theorem 1
We are now ready to prove our asymptotic characterizations given in Theorem 1. Since the sensing vectors a i are drawn from the rotationally invariant multivariate normal distribution, the quantity ρ(ξ n , x n 1 ) for a general vector ξ n (with ξ n = κ) and ρ(κe 1 , x n 1 ) for the special case ξ n = κe 1 have exactly the same probability distribution. In what follows, we will carry out the proof by assuming that the target vector ξ n = κe 1 . By showing that ρ(κe 1 , x n 1 ) converges to the right-hand side of (17) almost surely, the convergence to the same limit in probability for a general ξ n then follows as an immediate consequence.
To start, we use the deterministic characterization given in Proposition 2. For each m ≥ 1, let µ m be the unique fixedpoint of (42). Equivalently, µ m satisfies the identity
By Proposition 3, for every fixed µ,
as m → ∞. Since L m (µ) and ζ α (µ) are nondecreasing, the two functions on both sides of (54) 
To determine the asymptotic behavior of the leading eigenvector x n 1 , we use the characterization given in (43). Since L m (µ) are convex functions, we apply Lemma 4 in Appendix D. In particular, if
and similarly
Substituting these limits into (43), we get
To simplify the above expression, we introduce a change of variable, writing λ = Q −1 (1/µ). In particular, λ * = Q −1 (1/µ * ). Using the characterization (55) and recalling the definition of Q(λ) in (49), we get
where φ(·) is defined in (12) . By their constructions, it is easily checked that ζ α (λ) is a nondecreasing continuous function on (τ, ∞) whereas φ(λ) is a strictly decreasing continuous function. Moreover, by assumption (A.5), lim λ→τ + φ(λ) = ∞. Thus, the existence of λ * satisfying (57) and its uniqueness are guaranteed. Substituting λ
where we have also used the fact that Q (λ) = φ (λ). To reach the characterization (17) given in the theorem, we just need to note that, by its definition in (15) ,
Next, we characterize the first two eigenvalues λ 
Recall from (31) that P m is a principal submatrix of D m obtained by deleting the first row and column of D m . It follows from the standard Cauchy interlacing theorem that
Applying [23] [Lemma 3.1] (which is due to [28] ), the upper edge of the support of the limiting spectral density of P m is given by min
where λ α is the minimizing point defined in (14) . It follows that λ P m 2 a.s.
−→ ζ α (λ α ) and λ P m 1 a.s.
−→ ζ α (λ α ), and thus
by the interlacing inequalities in (58). Finally, by the constructions of ψ α (λ) and ζ α (λ), we have ζ α (λ) > ζ α (λ α ) if and only if ψ α (λ) > 0, and the proof is complete.
IV. SAMPLING RATIOS AND PHASE TRANSITIONS In this section, we study the phase transition phenomena characterized in Theorem 1 in more detail. In particular, we prove Proposition 1 (as stated in Section II-B), which specifies the phase transitions and the asymptotic limits of the cosine similarities in terms of the sampling ratio α.
A. Critical Sampling Ratios
By Theorem 1, whether the leading eigenvector x n 1 is asymptotically correlated or uncorrelated with the target vector ξ n depends on the sign of the derivative ψ α (λ) evaluated at a point λ * α . And this point is uniquely defined through the equation ζ α (λ * α ) = φ(λ * α ). Let λ α , defined in (14), be the point at which the strictly convex function ψ α (λ) achieves its minimum. Calculating the derivative of ψ α (λ) and setting it to zero, we get
By the construction of the function ζ α (λ) in (15) and by the monotonicity of φ(λ), we can conclude that ψ (λ * α ) > 0 if and only if
Substituting (59) into (13) gives us
Thus, transitions between the correlated and uncorrelated phases take place exactly at the zero-crossings of the function
where ∆(λ) is obtained by removing a common factor λ α from the difference ψ α (λ α )−φ(λ α ) and by writing λ α simply as λ. Let Λ be the set consisting of all the zero-crossings of ∆(λ) within the open interval (τ, ∞). Using (59), we can then establish a one-to-one mapping between points in Λ and a set of critical values of the sampling ratios. Lemma 2: The set Λ is nonempty. It contains a finite number of points, denoted by λ c,1 ≤ λ c,2 ≤ . . . ≤ λ c,r for r ≥ 1.
Proof: We first show that Λ is nonempty. For λ > τ , applying the Cauchy-Schwartz inequality gives us
By assumption (A.5), E z (λ−z) 2 → ∞ as λ approaches τ from the right. Thus, we have
To study the function ∆(λ) as λ → ∞, we note that
By assumption (A.6), Ez < Ezs 2 . We can then conclude from inequality (63) that ∆(λ) < 0, for all sufficiently large λ.
Since ∆(λ) is a continuous function, (62) and (63) imply that there must exist at least one zero-crossing. Next, we show the upper bound given in (61). For any λ c ∈ Λ, we have from (60) that
By assumption (A.4), z is bounded within [0, τ ]. It follows that
Substituting the above inequalities into (65) gives us (Ez)λ 2 c ≥ (Ezs 2 )(λ c − τ ) 2 , which, after some simple manipulations, leads to the upper bound given in (61).
Finally, to show that Λ is a finite set, we extend ∆(λ) in (60) to the complex domain λ ∈ C : Re(λ) > τ . Since ∆(λ) is analytic and it is not zero everywhere, by the principle of permanence, it has at most a finite number of zeros in the bounded domain (τ,
B. Proof of Proposition 1
Write λ c,min = λ c,1 and λ c,max = λ c,r . The corresponding critical sampling ratios α c,min and α c,max , as defined in (19) , are obtained through the one-to-one mapping (59).
Fix α < α c,min . By the monotonicity of the mapping (59), the corresponding λ α is strictly less than the smallest zerocrossing point λ c,1 . From the proof of Lemma 2, we conclude that ∆(λ α ) < 0, and thus ζ α (·) and φ α (·) intersects at a point λ * α < λ α . This implies that ψ α (λ * α ) < 0 and thus Theorem 1 gives us ρ(ξ n , x To derive the parametric form of ρ(α) given in the statement of the proposition, we note that
Using the explicit definitions of these functions given in (12) and (13), we get
We can also explicitly compute
Similarly, we can write
Substituting (68) and (69) into the asymptotic characterization (17) gives us (21) , which, together with (66), provides a parametric representation of the function ρ(α). Finally, we show that ρ(α) → 1 as α → ∞. From (66) and after some simple manipulations, we have
Since λ * α → ∞ as α → ∞, the above formula gives us λ * α = O(α), where the leading coefficient E(zs 2 − z) is positive by assumption (A.6). By the boundedness of z,
2 ). Substituting these limiting expressions into (17) then gives us lim α→∞ ρ(α) = 1, and this completes the proof.
Remark 7: When the set Λ consists of a single element, which is the case for many signal acquisition models we have studied, λ c,min = λ c,max and thus α c,min = α c,max . There then exists a single critical sampling ratio α c separating the uncorrelated phase from the correlated one. For α < α c , the estimates from the spectral method is asymptotically orthogonal to ξ n ; for α > α c , the estimates will be concentrated on the surface of a right-circular cone whose generating lines make an angle θ = arccos( ρ(α)) to the target vector ξ n . The situation is more complicated when Λ contains multiple zero-crossings, in which case a finite number of correlated and uncorrelated phases can alternatively take place between α c,min and α c,max . A concrete example demonstrating this situation is shown in the next subsection.
C. Multiple Phase Transitions: An Example
Consider the following model: where 0 < θ < 1, and I 1 , I 2 are two nonoverlapping intervals on the positive real axis. We also set κ = ξ n = 1, and thus a T i ξ n has the same distribution as a standard normal random variable, denoted by s. Define
where 1 I (·) is the indicator function of I , for = 1, 2. As z takes only 3 different values, we can explicitly compute ∆(λ) in (60) as By the mapping in (59), they correspond to three critical sampling ratios:
Using the characterization given in Theorem 1, we obtain the limiting values of the squared cosine similarity as a function of the sampling ratio α. Figure 4 illustrates this function ρ(α). We can see that, when α < α c,1 , the estimates given by the spectral method are asymptotically uncorrelated with ξ n . When α is in the interval (α c,1 , α c,2 ), however, the function ρ(α) has a small "bump" (see the insert for a zoomedin view), meaning that the estimates become asymptotically correlated with ξ n . However, the correlation returns to zero as α moves past the second phase transition point α c,2 . Finally, when α > α c,3 , the estimates become correlated with ξ n again, and ρ(α) tends to one as α → ∞.
Remark 8: It would be desirable to obtain a deeper understanding of the above phenomenon involving multiple phase transitions. The example provided here is purely theoretical, as its phase transitions take place at very large values of α. It will be interesting to explore other possible examples of multiple phase transitions with more practical values of α. Moreover, as most signal acquisition models we have studied seem to involve only a single phase transition point, it will be interesting to see if one can find easy-to-verify conditions for Λ to contain a single element. We leave these as interesting open questions.
V. CONCLUSION
We presented a precise characterization of the asymptotic performance of a spectral method for estimating signals from generalized linear measurements with Gaussian sensing vectors. Our analysis reveals a phase transition phenomenon that takes place at certain critical sampling ratios. Below a minimum threshold, estimates given by the methods are nearly orthogonal to the true signal ξ, thus carrying no information; above a maximum threshold, the estimates become increasingly aligned with ξ. The computational complexity of the spectral method is also markedly different in the two phases. Within the uncorrelated phase, the gap between the top two leading eigenvalues diminishes to zero. In contrast, a nonzero spectral gap emerges within the correlated phase. Although our analysis is asymptotic in nature, numerical simulations show that the predictions are accurate even for moderate signal dimensions.
APPENDIX
A. Norm Estimation
The spectral initialization method estimates the orientation of the vector ξ n but it provides no information about its norm, as the eigenvector x n 1 is always normalized. In many cases where the sensing vectors come from certain random ensembles, however, the norm ξ n can be accurately estimated from the measurements.
As a simple illustrative example, we can consider the (noiseless) phase retrieval problem:
2 , where ξ n is a deterministic unknown vector with κ = ξ n , and the sensing vectors {a i } are i.i.d. standard normal random vectors. Since a 
which is asymptotically consistent as m → ∞. More generally, consider an observation model y i ∼ f (y | a ∼ N (0, I n ). Again, writing a T i ξ n = κs i for i.i.d. standard normal random variables {s i }, we can represent the probability distributions of the measurements {y i } as
is monotonic on the positive real line, the method of moments gives an estimator
We note that the estimator in (70) is a special case of (71). More generally, one could also estimate κ by using maximum likelihood
whose asymptotic consistency can be established under standard conditions [29] on the parametric density function P κ (y).
B. Proof of Proposition 2
By a suitable choice of a transformation matrix
where W ∈ R (n−1)×(n−1) is an orthogonal matrix involving the last (n − 1) rows and columns only, we can get a matrix Due to its block-diagonal form, the eigenvalues of D is the union of those of its top-left submatrix
and those of its bottom-right submatrix diag λ P i : i ∈ I 2 . In particular,
The eigenvectors associated with diag λ P i : i ∈ I 2 are easy to characterize. Clearly, each λ P i , i ∈ I 2 is an eigenvalue of D, and it corresponds to an eigenvector e j(i) , where
The eigenvalues and eigenvectors of S can also be precisely characterized. Due to its shape, S is sometimes referred to in the literature as an arrowhead matrix [30] , [31] . It can be shown (see for instance [32] [pp. 94 -97]) that λ S 1 is the unique point within the interval λ > max {λ i : i ∈ I 1 } to satisfy the equation
where R(λ) is the function defined in (37). (Alternatively, we can use the Laplace expansion to explicitly derive the characteristic polynomial of S as 
where y = (λ
) −1 q and 0 r is a row vector of r zeroes with r being the cardinality of I 2 . It follows that 
where R (λ) denotes the derivative of the function R(λ).
To show the claim of the proposition, we consider the following three cases. 
and the last equality comes from (73). Using the identity (74) for λ 
We set µ * = (λ To characterize the eigenvector, we note that L(µ) ≡ λ P 1 in a neighborhood of µ * . We then have L (µ * ) = 0, which, together with (79), leads to (44).
Case 3: λ 
Same as what we did in Case 2, we set µ * = (λ 
C. Proof of Proposition 3
To establish the almost-sure convergence of the random measure f M m (λ) to the probability law of z, we just need to show that, almost surely, the empirical distribution function
converges to F z (λ), the cumulative distribution function of z, at all points λ at which F z (λ) is continuous. Since M m is a rank-one perturbation of the diagonal matrix Z, standard interlacing theorems (see [33] [Theorem 4.3.4]) give us Since {z i } 1≤i≤m is an i.i.d. sample of the random variable z, with probability one F Z (λ) converges to F z (λ) all all points λ at which F z (λ) is continuous. It then follows from (82) that F M m (λ) converges to the same limit F z (λ). To study the leading eigenvalue λ T as defined in (34) to be not equal to the all-zero vector. This condition holds almost surely for all sufficiently large m. To see this, we note that P(z i = 0) < 1, as otherwise assumption (A.6) will not hold. Moreover, s i = 0 with probability one. It follows that the i.i.d. sequence z 1 s 1 , z 2 s 2 , z 3 s 3 , . . . has an infinite number of nonzero elements. Thus, almost surely, the m-dimensional vector v = 0 for sufficiently large m.
Applying (38) to our case, we have λ z i − λ equal to f (x * ). By similar arguments, the same claim also holds for the sequence ∂ + f n (x n ) , and thus the proof is complete.
