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Abstract
A graph G is said to be k-γ-vertex critical if the domination
numbers γ(G) of G is k and γ(G − v) < k for any vertex v of G.
Similarly, A graph G is said to be k-γc-vertex critical if the con-
nected domination numbers γc(G) of G is k and γc(G − v) < k for
any vertex v of G. The problem of interest is to determine whether
or not 2-connected k-γ-vertex critical graphs are Hamiltonian. In
this paper, for all k ≥ 3, we provide a 2-connected k-γ-vertex critical
graph which is non-Hamiltonian. We prove that every 2-connected
3-γ-vertex critical claw-free graph is Hamiltonian and the condition
claw-free is necessary. For k-γc-vertex critical graphs, we present
a new method to prove that every 2-connected 3-γc-vertex critical
claw-free graph is Hamiltonian. Moreover, for 4 ≤ k ≤ 5, we prove
that every 3-connected k-γc-vertex critical claw-free graph is Hamil-
tonian. We show that the condition claw-free is necessary by giving
k-γc-vertex critical non-Hamiltonian graphs containing a claw as an
induced subgraph for 3 ≤ k ≤ 5.
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1
1 Introduction
In this paper, let G denote a finite graph with vertex set V (G) and edge set
E(G). For S ⊆ V (G), G[S] denotes the subgraph of G induced by S. Throughout
this paper all graphs are simple (no loops or multiple edges) and connected. The
neighborhood NG(x) of a vertex x in G is the set of vertices of G which are adjacent
to x. For vertex subsets X,Y ⊆ V (G), NY (X) denotes the set of vertices y ∈ Y
which yx ∈ E(G) for some x ∈ X. For a subgraph H of G, we use NY (H) instead
of NY (V (H)) and we use NH(X) instead of NV (H)(X). IfX = {x}, we use NY (x)
instead of NY ({x}). A vertex v of G is an isolated vertex if NG(v) = ∅. Moreover,
if NG(v) = {u}, then v is called an end vertex and u is called a support vertex.
A tree is a connected graph having no cycle. A star K1,n is a tree of order n+ 1
having n end vertices. Let u1u2u3...us1+1, v1v2v3...vs2+1 and w1w2w3, ...ws3+1
be three disjoint paths of length s1, s2 and s3 respectively. A net Ns1,s2,s3 is
constructed by adding edges so that the vertices in {us1+1, vs2+1, ws3+1} form a
cycle of length three. For a finite family G of graphs, a graph G is G-free if G
does not contain H as an induced subgraph for any graph H in G.
An independent set of G is a set of pairwise non-adjacent vertices and the
independence number of G is the maximum cardinality of an independent set.
Let ω(G) be the number of components of G. For a connected graph G, a cut set
S is a subset of V (G) such that ω(G − S) > 1, moreover, if S = {v}, then v is
called a cut vertex. The connectivity κ(G) of G is the minimum s for which G has
a cut set of s vertices. If G has no cut set, then we define κ(G) to be |V (G)| − 1.
A graph G is l-connected if l ≤ κ(G). A Hamiltonian cycle(path) is a cycle(path)
containing every vertex of a graph. A graph G is Hamiltonian if it contains a
Hamiltonian cycle.
For subsets D,X ⊆ V (G), D dominates X if every vertex in X is either in D
or adjacent to a vertex in D. If D dominates X, then we write D ≻ X, further,
we write a ≻ X when D = {a}. If X = V (G), then D is a dominating set of G
and we write D ≻ G instead of D ≻ V (G). A smallest dominating set is called
a γ-set. The domination number γ(G) of G is the cardinality of a γ-set of G. A
connected dominating set of a graph G is a dominating set D of G such that G[D]
is connected. If D is a connected dominating set of G, we then write D ≻c G. The
minimum cardinality of a connected dominating set of G is called the connected
domination number of G and is denoted by γc(G). A total dominating set of a
graph G is a subset D of V (G) such that every vertex in G is adjacent to a vertex
in D. The minimum cardinality of a total dominating set of G is called the total
domination number of G and is denoted by γt(G).
A graph G is said to be k-γ-edge critical if γ(G) = k and γ(G + uv) < k for
any pair of non adjacent vertices u, v of G. We define a k-γc-edge critical graph
and a k-γt-edge critical similarly.
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A graph G is said to be k-γ-vertex critical if γ(G) = k and γ(G − v) < k for
every vertex v of G. We define a k-γc-vertex critical graph similarly. Obviously,
a disconnected graph does not have a connected dominating set. If a graph has
connectivity one, then it is disconnected after removing a cut vertex. Thus, when
we study on k-γc-vertex critical graphs, we always focus on 2-connected graphs.
A graph G is said to be k-γt-vertex critical if γt(G) = k and γt(G − v) < k for
any vertex v of G which is not a support vertex.
The classical work on the Hamiltonicity of k-γ-edge critical graphs has been
discussed since 1983 by Sumner and Blitch [16]. Then, Wojcicka [19] proved that
every connected 3-γ-edge critical graph of at least 7 vertices has a Hamiltonian
path. Further, Flandrin et al. [8], Favaron et al. [7] together with Tian et al. [17]
proved that all connected 3-γ-edge critical graph with δ ≥ 2 are Hamiltonian. In
1998, Sumner and Wojcicka ([10] Chapter 16) conjectured that: “For k ≥ 4, all
(k− 1)-connected k-γ-edge critical graphs are Hamiltonian.” In 2005, Yuansheng
et al. [21] disproved this conjecture by giving a 3-connected 4-γ-edge critical non-
Hamiltonian graph. However, Kaemawichanurat and Caccetta [13] proved that
this conjecture is true if k = 4 and the graphs are claw-free. That is : every
3-connected 4-γ-edge critical claw-free graph is Hamiltonian.
In the context of k-γc-edge critical graphs, Kaemawichanurat et al. [15] showed
that, for 1 ≤ k ≤ 3, every 2-connected k-γc-edge critical graph is Hamiltonian.
They, further, gave a construction of k-γc-edge critical non-Hamiltonian graphs
when k ≥ 4. Very recently, Kaemawichanurat and Caccetta [13] proved that every
2-connected 4-γc-edge critical claw-free graph is Hamiltonian. When k ≥ 5, they
found 2-connected k-γc-edge critical claw-free graphs which are non-Hamiltonian.
For 5 ≤ k ≤ 6, they proved that every k-γc-edge critical claw-free graph is
Hamiltonian when it is 3-connected. So far, the studies on Hamiltonicities of
k-γ-vertex critical graphs or k-γc-vertex critical graphs have not been done.
In this paper, we study Hamiltonicities of k-γ-vertex critical graphs. The
results are given in Section 2. We set up notation that are used of in establishing
our results in the first subsection. Then, we prove that all 2-connected 3-γ-vertex
critical claw-free graphs are Hamiltonian. For k ≥ 3, we provide a 2-connected k-
γ-vertex critical K1,4-free graph containing a claw as an induced subgraph which
is non-Hamiltonian. That is the condition claw-free is necessary to prove that 2-
connected 3-γ-vertex critical graphs are Hamiltonian. In Section 3, we present a
new method to prove Hamiltonicities of 3-connected k-γc-vertex critical claw-free
graphs for 3 ≤ k ≤ 5. Thus, we set up notation that are used of in establishing our
results in the first subsection. We also give k-γc-vertex critical non-Hamiltonian
graphs containing a claw as an induced subgraph for 3 ≤ k ≤ 5.
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2 Hamiltonicity of k-γ-vertex critical graphs
In this section, we prove Hamiltonicities of k-γ-vertex critical graphs. In the first
subsection, we introduce a classical method of studying Hamiltonian properties
of graphs.
2.1 Set up and known results
Suppose G is a 2-connected non-Hamiltonian graph. Let C be a longest cycle of
G. We write
−→
C to indicate the clockwise orientation of C. Similarly, we denote
the anticlockwise orientation of C by
←−
C . In particular, for vertices u and v of C
we denote the (u, v)-directed segment of
−→
C (
←−
C ) by u
−→
C v (u
←−
C v). The successor
(predecessor) of a vertex v of C in
−→
C is denoted by v+(v−). Furthermore, for
i ≥ 1, v(i+1)+ = (vi+)+ and v(i+1)− = (vi−)− where v1+ = v+ and v1− = v−.
This notation is illustrated by the following figure. Note that we always use an
orientation
−→
C when we mention about the successor and the predecessor of any
vertex of C.
✬
✫
✩
✪
−→
Cr r r r r r r r r
r r r r r r r r ruu−u2−ui−u(i+1)− u+ u2+ ui+ u(i+1)+q q q q q q
vv+v2+vi+v(i+1)+ v− v2− vi− v(i+1)−
q q q q q q
Figure 1 : The ith successor and predecessor of v.
Let H be a component of G − C and X = NC(H). Suppose |X| = d. We may
order the vertices of the set X as x1, x2, ..., xd according to
−→
C . We, further, let
X+ = {x+1 , x
+
2 , ..., x
+
d } and X
− = {x−1 , x
−
2 , ..., x
−
d }.
For any vertices u and v of C, if |u
−→
C v| = t, then we can order the vertices
in u
−→
Cv as u, u+, u2+, ..., u(t−1)+ such that u(t−1)+ = v. We let
−→
C [u, v] =
{u, u+, u2+, ..., u(t−1)+}. All subscripts are taken modulo d throughout. Favaron
et al. [7] provided some structural properties described in Lemmas 1 and 2. Note
that, for any two vertices u, v and subgraph H of G, uPHv denotes a path from
u to v which the internal vertices are in V (H).
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Lemma 1 [7] X+ ∩X = ∅ and X− ∩X = ∅.
Lemma 2 [7] For any two vertices u, v ∈ X+ (or u, v ∈ X−), then there is no
uPG−Cv path, in particular, uv /∈ E(G).
Lemmas 3 and 5 are well known (see Brousek [4]) and proved under the condition
that G is claw-free non-Hamiltonian graph.
Lemma 3 [4] For all 1 ≤ i ≤ d, x+i x
−
i ∈ E(G).
Lemma 4 [4] For 1 ≤ i 6= j ≤ d, {xix
+
j , xix
2+
j , x
+
i x
2+
j , xix
−
j , xix
2−
j , x
−
i x
2−
j } ∩
E(G) = ∅.
Lemma 5 [4] For all 1 ≤ i ≤ d, |
−→
C [x+i , x
−
i+1]| ≥ 3.
The study k-γ-vertex critical graphs has been started by Brigham et al. [3] and
continued by Fulman et al. [9]. Moreover, Ananchuen and Plummer [1] established
some observations on these graphs.
Lemma 6 [1] For k ≥ 2, let G be a k-γ-vertex critical graph. Moreover, for a
vertex v of G, we let Dv be a γ-set of G − v. Then
(i) |Dv| = k − 1 and
(ii) every vertex in Dv is not adjacent to v.
2.2 Main results
In this subsection, we prove that all 3-γ-vertex critical claw free graphs are Hamil-
tonian. We first give a construction of k-γ-vertex critical graphs Gk which are
non-Hamiltonian for k ≥ 3. Let Ck = b1b2...bkb1 be a cycle of length k. We con-
struct the graph Sk by subdividing the edge bibi+1 with a vertex ai+1 for every
1 ≤ i ≤ k − 1, subdividing the edge bkb1 with a vertex a1 and then, joining ai
to ai+1 for 1 ≤ i ≤ k − 1 and joining ak to a1. Our graph Gk is constructed
from Sk by subdividing the edge aiai+1 with a vertex ci for all 1 ≤ i ≤ k − 1,
subdividing the edge aka1 with a vertex ck and finally, joining ci to ci+1 for all
1 ≤ i ≤ k − 1 and joining ck to c1. The following figures illustrated G3 and G8
for examples. It is worth noting that, when k = 3, the graph G3 has been found
earlier by Ananchuen and Plummer [1].
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Figure 2 : The graph G3
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Figure 3 : The graph G8
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In the following, we let
Ai = {ai, bi, ci} for 1 ≤ i ≤ k,
A = {a1, a2, ..., ak} and B = {b1, b2, ..., bk}.
The following lemma gives that γ(Gk) = k.
Lemma 7 For a positive integer k ≥ 3, we have that γ(Gk) = k.
Proof. Clearly, A ≻ Gk. By the minimality of γ(Gk), we have γ(Gk) ≤ k.
We will show that γ(Gk) ≥ k. Suppose that γ(G) < k and let D be a γ-set
such that |D ∩ A| is maximum.
If D ∩ A = ∅, then B ⊆ D to dominate B. Thus γ(Gk) = |D| ≥ |B| = k, a
contradiction. Hence, D ∩ A 6= ∅. Since |D| < k, it follows that A * D. Thus,
there exists i such that ai−1 ∈ D but ai /∈ D. To dominate ai, we have that
{bi−1, ci−1, bi, ci} ∩D 6= ∅. If bi−1 ∈ D, then D
′ = (D− {bi−1}) ∪ {ai} ≻ Gk but
|D′∩A| > |D∩A|, contradicting the maximality of |D∩A|. Similarly, if ci−1 ∈ D,
then D′ = (D − {ci−1}) ∪ {ai} ≻ Gk but |D
′ ∩ A| > |D ∩ A|, a contradiction.
Hence, bi ∈ D or ci ∈ D.
We first assume that ci ∈ D. To dominate bi, we have bi ∈ D or ai+1 ∈ D.
If ai+1 ∈ D, then D
′ = (D − {ci}) ∪ {ai} ≻ Gk but |D
′ ∩ A| > |D ∩ A|, a
contradiction. Hence, bi ∈ D. In this case, D
′ = (D − {bi}) ∪ {ai} ≻ Gk but
|D′ ∩A| > |D ∩A| which is a contradiction.
Thus, we may assume that ci /∈ D. Therefore, bi ∈ D. To dominate ci, we
have ai+1 ∈ D or ci+1 ∈ D. In both cases, D
′ = (D − {bi}) ∪ {ai} ≻ Gk but
|D′ ∩A| > |D ∩A|, a contradiction.
Therefore, γ(Gk) ≥ k implying that γ(Gk) = k. This completes the proof. ✷
The next lemma shows that, for k ≥ 3, the graph Gk is k-γ-vertex critical
which is non-Hamiltonian.
Lemma 8 For k ≥ 3, the graph Gk is k-γ-vertex critical K1,4-free containing
K1,3 which is non-Hamiltonian.
Proof. In view of Lemma 7, we have γ(Gk) = k. We will establish the criticality.
For 1 ≤ i ≤ k, we have
Dai = A−{ai}, Dbi = (A−{ai, ai+1})∪{ci} and Dci = (A−{ai, ai+1})∪{bi}
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which the subscripts are taken modulo k. We see that |Dv| = k − 1 for all
v ∈ V (Gk). Hence, Gk is a k-γ-vertex critical. It is not difficult to see that
Gk is a K1,4-free graph containing a claw Gk[{a1, bk, b1, c1}] centered at a1 as an
induced subgraph.
Finally, suppose that the graph Gk is Hamiltonian. We observe that the edges
incident with the degree 2 vertices, b1, b2, ..., bk must be in a Hamiltonian cycle.
These edges induce a cycle which does not contain the vertices c1, c2, ..., ck, a
contradiction. Hence, Gk is non-Hamiltonian and this completes the proof. ✷
We will show that every 3-γ-vertex critical graph is Hamiltonian when it is
claw-free.
Theorem 1 Let G be a 2-connected 3-γ-vertex critical claw-free graph. Then G
is Hamiltonian.
Proof. Suppose to the contrary that G does not contain a Hamiltonian cycle.
Let C be a longest cycle of G. Thus there exists a component H of G−C. We let,
further, that X = NC(H). We may order the vertices in X as x1, ..., xd according
to
−→
C . Because G is 2-connected, it follows that |X| ≥ 2. We note by Lemma
5 that |
−→
C [x+i , x
−
i+1]| ≥ 3 for all 1 ≤ i ≤ d. We need to establish the following
claims.
Claim 1 : For a vertex y ∈ V (C), we have that Dy ∩ V (C) 6= ∅.
Let y ∈ V (C). Suppose to the contrary that Dy ∩ V (C) = ∅. To dominate H ,
Dy ∩ V (H) 6= ∅. Let u ∈ Dy ∩ V (H). Thus, |Dy − {u}| = 1 by Lemma 6(i). Let
{v} = Dy−{u}. Lemma 1 yields that u is not adjacent to any vertex in X
+∪X−.
Since Dy ≻ G − y , it follows that vx
+
1 , vx
+
2 ∈ E(G) when y ∈ {x
−
1 , x
−
2 } or
vx−1 , vx
−
2 ∈ E(G) otherwise. This contradicts Lemma 2. ThereforeDy∩V (C) 6= ∅
and thus, establishing Claim 1.
Claim 2 : For a vertex y ∈ V (C), we have that |Dy ∩X| ≤ 1.
Suppose to the contrary that |Dy ∩ X| ≥ 2. By Lemma 6(i), |Dy ∩ X| = 2.
Let Dy = {xi, xj}. Without loss of generality, let y /∈
−→
C [xi, xj ]. Thus {xi, xj} ≻
−→
C [xi, xj ]. We note by Lemma 4 that xi does not dominate
−→
C [xi, x
2−
j ]. Let
|
−→
C [xi, x
2−
j ]| = t0. We can order the vertices in
−→
C [xi, x
2−
j ] to be xi, x
+
i , ..., x
(t0−1)+
i
where x
(t0−1)+
i = x
−2
j . Then, we let r0 = max{r : 1 ≤ r < t0 and xix
r+
i ∈ E(G)}.
Thus xjx
(r0+1)+
i ∈ E(G). We see that
xix
r0
i
←−
Cx+i x
−
i
←−
Cx+j x
−
j
←−
Cx
(r0+1)+
i xjPHxi
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is a cycle longer than C, a contradiction. Hence, |Dy ∩X| ≤ 1 and we establish
Claim 2.
Consider G− x1. In view of Lemma 6(i), |Dx1 | = 2. We distinguish two cases.
Case 1 : Dx1 ∩X = ∅.
This implies by Claim 1 thatDx1∩V (C) 6= ∅. To dominateH , Dx1∩V (H) 6= ∅.
Thus, |Dx1∩(V (C)−X)| = 1 and |Dx1∩V (H)| = 1. Let {a} = Dx1∩(V (C)−X)
and {b} = Dx1 ∩ V (H). Clearly, b is not adjacent to any vertex in V (G)− (X ∪
(V (H))). Therefore, a ≻ V (G)− (X ∪ (V (H))).
Consider G− a. We have by Claim 1 that Da ∩ V (C) 6= ∅. Since a ≻ V (G)−
(X ∪ (V (H))), by Lemma 6(ii), Da ∩ (V (C) − X) = ∅. Thus Da ⊆ X ∪ V (H).
If Da ⊆ V (H), then, by Lemma 1, Da does not dominate X
+, a contradiction.
Thus, Da ∩ X 6= ∅. By Claim 2, |Da ∩ X| = 1, moreover, |Da ∩ V (H)| = 1.
Let {xi} = Da ∩ X and {h} = Da ∩ V (H). By Lemma 1, h is not adjacent
to any vertex in V (C) − X. This implies that xi ≻ V (C) − X. In particular,
xix
+
j ∈ E(G) for some xj ∈ X − {xi}. This contradicts Lemma 4. Hence, Case
1 cannot occur.
Case 2 : Dx1 ∩X 6= ∅.
This implies by Claim 2 that |Dx1 ∩ X| = 1. Thus |Dx1 − X| = 1. Let
{xi} = Dx1∩X and {u} = Dx1−X. In view of Lemma 4, xi is not adjacent to any
vertex in W = {x+1 , x
2+
1 , x
−
1 , x
2−
1 }. Thus u ≻ W . This implies by Lemma 1 that
u /∈ V (H). In the following, we assume by Lemma 3 that x+i x
−
i , x
+
1 x
−
1 ∈ E(G).
Suppose that u /∈ V (C). Let |
−→
C [x+i , x
−
1 ]| = t1. The vertices in
−→
C [x+i , x
−
1 ] can
be ordered as x+i , x
2+
i , ..., x
t1+
i where x
t1+
i = x
−
1 . Then we let r1 = max{r : 1 ≤
r < t1 and xix
r+
i ∈ E(G)}. Therefore, ux
(r1+1)+
i . Clearly,
xix
r1+
i
←−
Cx+i x
−
i
←−
Cx+1 ux
(r1+1)+
i
−→
Cx1PHxi
is a cycle longer than C, a contradiction. Therefore, u ∈ V (C). Thus either
u ∈
−→
C [x+i , x
−
1 ] or u ∈
−→
C [x+1 , x
−
i ].
Subcase 2.1 : u ∈
−→
C [x+i , x
−
1 ].
Recall that ux+1 , ux
2+
1 ∈ E(G) but xix
+
1 , xix
2+
1 /∈ E(G). Thus, Lemma 2 im-
plies that u 6= x+i . Let |
−→
C [x+1 , x
−
i ]| = t2. We can order the vertices in
−→
C [x+1 , x
−
i ]
as x+1 , x
2+
1 , ..., x
t2+
1 where x
t2+
1 = x
−
i . Then we let r2 = min{r : 1 < r ≤ t2 and
xix
r+
1 ∈ E(G)}. By Lemma 4, r2 > 2. We then have that ux
(r2−1)+
1 ∈ E(G)
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because {xi, u} ≻ G− x1. If u = x
−
1 , then
xix
r2+
1
−→
Cx−i x
+
i
−→
Cux
(r2−1)+
1
←−
Cx1PHxi
is a cycle longer than C, a contradiction. Hence, suppose that u 6= x−1 . We
distinguish two subcases.
Subcase 2.1.1 : u+u− ∈ E(G).
Since u ≻W , ux−1 ∈ E(G). Thus,
xix
r2+
1
−→
Cx−i x
+
i
−→
Cu−u+
−→
Cx−1 ux
(r2−1)+
1
←−
Cx1PHxi
is cycle longer than C, a contradiction. Thus this subcase cannot occur.
Subcase 2.1.2 : u+u− /∈ E(G)
By claw-freeness of G, x
(r2−1)+
1 is adjacent to u
− or u+. If x
(r2−1)+
1 u
− ∈ E(G),
then
xix
r2+
1
−→
Cx−i x
+
i
−→
Cu−x
(r2−1)+
1
←−
Cx+1 u
−→
Cx1PHxi
is a cycle longer than C, a contradiction. Thus x
(r2−1)+
1 u
+ ∈ E(G). We see that
xix
r2+
1
−→
Cx−i x
+
i
−→
Cux+1
−→
Cx
(r2−1)+
1 u
+−→Cx1PHxi
is a cycle longer than C, a contradiction. Therefore, Subcase 2.1 cannot occur.
Subcase 2.2 : u ∈
−→
C [x+1 , x
−
i ].
Since u ≻ W , we have that ux−1 , ux
2−
1 ∈ E(G). By Lemma 2, u 6= x
−
i . Let
|
−→
C [x+i , x
−
1 ]| = t3. The vertices in
−→
C [x+i , x
−
1 ] can be ordered as x
+
i , x
2+
i , ..., x
t3+
i
where xt3+i = x
−
1 . Then we let r3 = max{r : 1 ≤ r < t3 and xix
r+
i ∈ E(G)}.
Because {u, xi} ≻ G − x1 and x1 /∈
−→
C [x+i , x
−
1 ], it follows that ux
(r3+1)+
i . If
u = x+1 , then
xix
r3+
i
←−
Cx+i x
−
i
←−
Cux
(r3+1)+
i
−→
Cx1PHxi
is a cycle longer than C, a contradiction. Thu, u 6= x+1 . We distinguish two more
subcases.
Subcase 2.2.1 : u+u− ∈ E(G).
10
As u ≻W , we must have ux+1 ∈ E(G). Thus,
xix
r3+
1
←−
Cx+i x
−
i
←−
Cu+u−
←−
Cx+1 ux
(r3+1)+
i
−→
Cx1PHxi
is cycle longer than C, a contradiction. Thus this subcase cannot occur.
Subcase 2.2.2 : u+u− /∈ E(G)
By claw-freeness of G, x
(r3+1)+
i is adjacent to u
− or u+. If x
(r3+1)+
i u
− ∈ E(G),
then
xix
r3+
i
←−
Cx+i x
−
i
←−
Cux−1
←−
Cx
(r3+1)+
i u
−←−Cx1PHxi
is a cycle longer than C, a contradiction. Thus x
(r3+1)+
i u
+ ∈ E(G). We see that
xix
r3+
i
←−
Cx+i x
−
i
←−
Cu+x
(r3+1)+
i
−→
Cx−1 u
←−
Cx1PHxi
is a cycle longer than C, a contradiction. Therefore, Subcase 2.2 cannot occur.
Hence, G is Hamiltonian and this completes the proof. ✷
In view of Lemma 8, we see that the condition claw-free in Theorem 1 is best
possible.
3 Hamiltonicity of k-γc-vertex critical graphs
In this section we present a new method (without using the classical method) to
prove that every 2-connected 3-γc-vertex critical claw-free graphs is Hamiltonian.
Moreover, for 4 ≤ k ≤ 5, we prove that every 3-connected k-γc-vertex critical
claw-free graph is Hamiltonian. For 3 ≤ k ≤ 5, we find some 2-connected k-γc-
vertex critical non-Hamiltonian graphs containing a claw as an induced subgraph.
We first give some related results that we use in the first subsection.
3.1 Set up and known results
In this subsection, we begin with a result of Chva´tal [6] which is a property of a
graph when it is Hamiltonian.
Lemma 9 Let G be a Hamiltonian graph and S ⊆ V (G) a cut set of G. Then
|S|
ω(G−S)
≥ 1.
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In the study on Hamiltonicity of claw-free graphs, there is a technique the so
called local completion introduced by Ryja´cˇek [11]. The purpose of this technique
is to find the closure cl(G) of a claw-free graph G. As we use only the results of this
operation, we may omit the detail of finding the closure of a graph. However, it is
worth noting that V (G) = V (cl(G)) and E(G) ⊆ E(cl(G)). Brousek et al. [5] used
this closure operation to establish the Hamiltonian properties of {K1,3, Ns1,s2,s3}-
free graphs. The following graphs were found in [5].
The Class F1 :
Let Q1, ..., Q5 be complete graphs of order at least three. For 1 ≤ i ≤ 3, let
qi, zi be two different vertices of Qi. Moreover, let q
′
1, q
′
2, q
′
3 be three different
vertices of Q4 and z
′
1, z
′
2, z
′
3 be three different vertices of Q5. A graph in this
class is constructed from Q1, ..., Q5 by identifying q
′
i with qi and z
′
i with zi for
1 ≤ i ≤ 3. A graph in this class is illustrated by Figure 4(a). Note that, an oval
in the figure denotes a compete graph.
The Class F2 :
Let c1c2c3c1 and f1f2f3f1 be two disjoint triangles. We also let R1 and R2 be
two complete graphs of order at least three and R3 a complete graph of order at
least two Let c′i, f
′
i be two different vertices of Ri for 1 ≤ i ≤ 2 and let c
′
3, r be
two different vertices of R3. A graph in this class is obtained by identifying c
′
i
with ci and f
′
i with fi for 1 ≤ i ≤ 2 and identifying c
′
3 with c3 and adding an
edge rf3. A graph in this class is illustrated by Figure 4(b).
The Class F3 :
Let y1y2...y6y1 be a cycle of six vertices and K a complete graph of order at
least three. Let w and w′ be two different vertices of K. We define a graph G
in the class F3 by adding edges wy1, wy6, w
′y3, w
′y4. A graph in this class is
illustrated by Figure 4(c).
rz1
rq1☛
✡
✟
✠
Q1
r
r☛
✡
✟
✠
Q2
r z3
r q3☛
✡
✟
✠
Q3
☛✡ ✟✠
☛✡ ✟✠
Q4
Q5
Figure 4(a) : The Class F1 Figure 4(b) : The Class F2
r
r
r
rr
r
r
R1 R3 R2r
f3
c1 c2c3
f1 f2
❍❍❍❍
✟✟✟✟
☛
✡
✟
✠
☛
✡
✟
✠
☛
✡
✟
✠
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ry4
ry5
ry6
ry3
ry2
ry1
rw′
r
w
✎
✍
☞
✌
✟✟
✟✟
❍❍
❍❍
❍❍❍❍
✟✟✟✟
Figure 4(c) : The Class F3
Let P = u1u2u3, P
′ = v1v2v3 and P
′′ = w1w2w3 be three paths of length two.
The graph P3,3,3 is constructed from P, P
′ and P ′′ by adding edges so that
{u1, v1, w1} and {u3, v3, w3} form two complete graphs of order three. Brousek
et al. [5] proved :
Theorem 2 [5] Let G be a 2-connected {K1,3, N1,2,2, N1,1,3}-free graph. Then
either G is Hamiltonian, or G is isomorphic to P3,3,3 or cl(G) ∈ F1 ∪ F2 ∪ F3.
Xiong et al.[20] generalized Theorem 2 into 3-connected graphs by establishing
the following theorem.
Theorem 3 [20] Let G be a 3-connected {K1,3, Ns1,s2,s3}-free graph. If s1+s2+
s3 ≤ 9 and si ≥ 1, then G is Hamiltonian.
In the context of k-γc-vertex critical graphs, Ananchuen et al. [2] established
a basic property of these graphs.
Lemma 10 [2] For k ≥ 2, if G is a k-γc-vertex critical graph and v ∈ V (G),
then γc(G− v) = k − 1.
They, further, established a class of 3-γc-vertex critical graphs. These graphs will
be shown in this paper that they are 3-γc-vertex critical non-Hamiltonian graphs
containing a claw as an induced subgraph. For an integer l ≥ 6, let Hl be a
copy of complete graph with the vertices v1, v2, ..., vl and remove a Hamiltonian
cycle v1v2...vl. Moreover, let J be a graph of
l(l−3)
2
− l isolated vertices vi,j where
1 ≤ i < j ≤ l except the cases when j = i+1 and j = i+2 modulo l. The graph
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Jl is constructed by Hl and J by adding edges from Hl to J except the edges
vivi,j and vjvi,j .
Recently, Kaemawichanurat and Caccetta [13] established relationship between
cardinalities of independent set and connected dominating set of claw free graphs.
Lemma 11 [13] Let G be a claw-free graph, X be a vertex subset and I be an
independent set of G such that X ≻c I. Then |I | ≤ |X|+ 1.
In [12], the author found a 5-γc-vertex critical graph as illustrated by Figure 5.
It is not difficult to see that this graph contains a claw as an induced subgraph
and is non-Hamiltonian.
s
s
s
s
s
s
s
s
s   
 
❅
❅
❅
❅
✘✘✘
✘✘✘
❳❳❳❳❳❳
❏
❏
❏
❏❏
✡
✡
✡
✡✡
Figure 5 : A 5-γc-vertex critical graph containing claw which is non-Hamiltonian.
Next, we will give a construction of some k-γt-vertex critical graphs from Wang
and Wang [18]. These graphs will be shown in this paper that they are 4-γc-vertex
critical non-Hamiltonian graphs containing a claw as an induced subgraph. Let
U1 = {u1,1, u1,2, ..., u1,l}, U2 = {u2,1, u2,2, ..., u2,l}, U3 = {u3,1, u3,2, ..., u3,l},
U4 = {y1, y2, y3, y4}.
A graph G in the class Tl has the vertex set U1 ∪U2 ∪U3 ∪U4 ∪{u} and the edge
set
{uui,j : i = 1, 2, 3, j = 1, 2, ..., l} ∪ {y1u1,i : i = 1, 2, ..., l}
∪{y2u2,i : u2,i, i = 1, 2, ..., l} ∪ {y3ui,j : i = 2, 3, j = 1, 2, ..., k}
∪{y4u3,i : i = 1, 2, ..., l} ∪ {y1y2, y2y3, y3y4, y4y1}
{u1,iu2,j : i 6= j and i, j = 1, 2, ..., l} ∪ {u1,iu3,j : i 6= j and i, j = 1, 2, ..., l}.
We conclude this section with a result concerning the relationship between 4-
γc-vertex critical graphs and 4-γt-vertex critical graphs. This result was proved
by Kaemawichanurat et al. [14].
Theorem 4 [14] Let G be a 2-connected graph. Then G is 4-γc-vertex critical if
and only if G is 4-γt-vertex critical.
3.2 Main results
We are ready to prove the following theorems. For a graph G containing a vertex
v, we let Dcv be a smallest connected dominating set of G− v.
Theorem 5 Let G be a 2-connected 3-γc-vertex critical claw-free graph. Then G
is Hamiltonian.
Proof. We first show that G is {N1,2,2, N1,1,3}-free graph. Suppose to the
contrary thatG contains N1,2,2 as an induced subgraph. Consider G−w1. Clearly,
the graph G−w1 is claw free, moreover, I1 = {w2, v1, v3, u1} is an independent set
of G−w1. Thus |D
c
w1
| ≻c I1. This implies by Lemma 11 that |D
c
w1
|+1 ≥ |I1| ≥ 4.
So |Dcw1 | ≥ 3 contradicting Lemma 10. Therefore, G is an N1,2,2-free graph.
Similarly, suppose to the contrary that G contains N1,1,3 as an induced subgraph.
Consider G − u1. Thus, the graph G − u1 is claw free and I2 = {u2, v1, w1, w3}
is an independent set of G − u1. So |D
c
u1
| ≻c I2. Lemma 11 then gives that
|Dcu1 | + 1 ≥ |I2| ≥ 4. Thus |D
c
w1
| ≥ 3 contradicting Lemma 10. Therefore, G is
an N1,1,3-free graph.
Clearly, γc(P3,3,3) = 5. Therefore, G is not P3,3,3. To show that G is Hamil-
tonian, by using Theorem 2, it remains to show that cl(G) /∈ F1 ∪ F2 ∪ F3.
Suppose to the contrary that cl(G) ∈ F1 ∪ F2 ∪ F3. We first consider the case
when cl(G) ∈ F1. Consider G − q1. Thus |D
c
q1
| = 2 by Lemma 10. To dominate
V (Q2) ∪ V (Q3), we have D
c
q1
⊆ V (Q2) ∪ V (Q3). So D
c
q1
does not dominate
V (Q1) − {q1, z1}, a contradiction. Therefore, cl(G) /∈ F1. We now consider the
case when cl(G) ∈ F2. Consider G − c3. Similarly, D
c
c3
⊆ V (R1) ∪ V (R2). We
see that Dcc3 does not dominate r. Thus cl(G) /∈ F2. We finally consider the
case when cl(G) ∈ F3. Consider G − w. Thus, D
c
w ⊆ {y1, y2, ..., y6} to domi-
nate {y2, y5}. We see that D
c
w does not dominate K − {w,w
′}, a contradiction.
Therefore, cl(G) /∈ F3. In view of Theorem 2, G is Hamiltonian. ✷
Recall the graph Jl which is defined by Ananchuen et al. [2] in Subsection 3.1.
Observe that when l ≥ 8, |V (J)| > |V (Hl)|. Clearly, V (Hl) is a cut set of Jl
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such that Jl − V (Hl) has the isolated vertices of J as the |J | components. Thus
|V (Hl)|
ω(Jl−V (Hl))
< 1. By Lemma 9, Jl is non-Hamiltonian when l ≥ 8. Therefore, the
condition claw-free in Theorem 5 is necessary.
Theorem 6 For 4 ≤ k ≤ 5, let G be a 3-connected k-γc-vertex critical claw-free
graph. Then G is Hamiltonian.
Proof. We will show that G is an N3,3,3-free graph. Suppose to the contrary
that G contains N3,3,3 as an induced subgraph. Consider G − w2. Clearly, the
graph G−w2 is claw-free and I3 = {w1, w3, u1, u3 , v1, v3} is an independent set.
Since Dcw2 ≻c I3, by Lemma 11, |D
c
w2
| ≥ 5. This implies by Lemma 10 that
k ≥ 6, a contradiction. Hence, G is an N3,3,3-free graph. In view of Theorem 3,
G is Hamiltonian. ✷
Recall the graph Tl which is defined by Wang and Wang [18]. in Subsection 3.1.
Theorem 4 implies that Tl is also a class of 4-γc-vertex critical graphs. For a graph
G in this class, G contains a claw as an induced subgraph and U1 ∪U4 ∪ {u} is a
cut set of l+5 vertices such that G−(U1∪U4∪{u}) has isolated vertices in U2∪U3
as the 2l components. Thus, when l ≥ 6, we have that |U1∪U4∪{u}|
ω(G−(U1∪U4∪{u}))
< 1. By
Lemma 9, G is non-Hamiltonian. Hence, the condition claw-free in Theorem 6 is
necessary.
Finally, The graph in Figure 5 is a 5-γc-vertex critical non-Hamiltonian graph
containing a claw. Therefore, the condition claw-free and 3-connected in Theorem
6 are necessary.
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