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Air pollution is a worldwide threat to human health and ecosystems, especially in developing 
countries. After being emitted to the atmosphere, air pollutant concentrations are determined by 
chemical and physical processes including transport, transformation, and deposition, which are 
largely affected by meteorological variations. In turn, pollutants such as fine particulate matter 
(PM2.5) affect meteorology by impacting solar radiation and cloud condensation processes. Thus, 
it is important and necessary to understand the interactions between air pollutants and meteorology 
for better designing effective air pollution control strategies and forecasting weather. In this study, 
two chemical transport models (CTMs) are applied to understand the interactions between air 
pollutants and meteorology in different areas. One model is the Community Multi-scale Air 
Quality (CMAQ) model and the other is the Weather Research and Forecasting model with 
Chemistry (WRF/Chem). Four cases are studied, the first case studies the responses of ozone (O3) 
and PM2.5 concentrations to variations in meteorology in China from 2013 to 2015. It is found that 
emission reductions in 2014 and 2015 effectively reduced PM2.5 concentrations by 23.9 and 43.5 
µg/m3, respectively, but was partially counteracted by unfavorable meteorology. Reduction of 
primary PM and gaseous precursors led to 13.4 and 16.5 ppb increase of daily maximum 8 h 
average (MDA8) concentrations in the summertime in 2014 and 2015 in comparison to 2013, 
which was likely caused by the increase of solar actinic flux due to PM reduction. The other case 
understands the uncertainties caused by meteorology in simulating summertime O3 from 2016 to 
2018 over the Southeast United States. WRF/Chem showed good performance in O3 simulation 
over Southeast US, especially along the coastal areas. The O3 simulation is sensitive to the 
meteorology uncertainties. The ensemble was more reliable than any individual run in this 
simulation. The last two cases simulate the feedbacks of air pollutants on meteorological 
xv 
 
conditions and related changes in pollutant concentrations in the Sichuan Basin (SCB), China and 
Africa, respectively. Aerosol radiation decreased surface temperature by 1-2 ℃, wind speed (WS) 
by ~ 0.3 m/s, planetary boundary layer (PBL) height by 10-20 %, solar radiation (SR) by ~ 30 %, 
and precipitation by 0.02-0.2 mm, while increased relative humidity (RH) by up to 2-4 % in 
January, which resulted in up to 10 µg/m3 increase of PM2.5 in January and 2 ppb decrease of O3 
in July in SCB. In the simulation of Africa, PM2.5 concentration was higher in January and lower 
in August while O3 showed no significant seasonal and distribution variance. Aerosol radiative 
effects reduced solar radiation at the ground by as much as 20 w/m2 in January and 40 w/m2 in 
August, lowering the temperature by 1 °C in January and 0.5 °C in August on average, decreased 
WS by ∼0.1 m/s, and reduced PBL height by up to 120 m in both months, while slightly increased 








CHAPTER 1. INTRODUCTION 
PM2.5 is the fraction of PM with aerodynamic diameters less than or equal to 2.5μm. PM2.5 is a 
major air pollutant around the world due to its adverse effects on crop harvest, human health, and 
climate 1-4. PM2.5 is a mixture of primary components including trace metals, elemental carbon 




-) and secondary organic aerosols (SOA) 5-7. Primary components are those 
directly released into the atmosphere including dust or sea salt from natural sources and EC or 




SOA are those particles formed by chemical reactions of gaseous species in the atmosphere 8. The 
increase of PM2.5 was proved to be accompanied by an increase in mortality due to respiration and 
cardiovascular diseases 9-13. PM2.5-related illnesses could cause extra hospital visits and loss of 
work time, leading to economic impact in PM2.5 polluted areas 
14-16.  
O3 is an important photochemical oxidant as well as a major air pollutant in the troposphere and 
could lead to agricultural loss and human health problems 17-21. Besides the stratospheric-
tropospheric exchange, O3 is predominantly created by photochemical reactions of oxides of 
nitrogen (NOx) and volatile organic compounds (VOCs) 22-25. Due to the high oxidizing ability, 
elevated ground-level O3 is harmful to human health by irritating skin, eyes, respiratory tract, and 
aggravate asthma and bronchial inflammation 26. Chronic O3 exposure can also lead to impaired 
photosynthesis and altered gene expression, which results in cell death and crop yield losses on 
wheat, soybean, and maize 27, 28. 
Meteorology affects the concentration and distribution of primary air pollutants and influences the 
formation of secondary pollutants consequently 29, 30. The chemical pathways for the formation of 
secondary inorganic components of PM2.5 mainly include gas-phase photochemical oxidation 
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reaction, the heterogeneous reaction on the surface of particles, and liquid-phase oxidation reaction 
inside the particles 31, 32. Solar radiation changes could lead to variations of atmospheric stability, 
which will affect transport and dispersion of pollutants as well as the rates of photochemical 
reactions 33-35. Wind speed and direction will influence the accumulation and dispersion of 
pollutants 36, 37. With the increase of precipitation, PM concentration will decrease since wet 
deposition is its main sink, while O3 changes can be neglected because of the low solubility of O3 
and its precursors in water 38-41. The higher temperature is expected to aggravate O3 pollution 
because it is favorable for photochemical reactions 42-44.   
After being emitted to the atmosphere, atmospheric aerosols are not only influenced by 
meteorology changes but also impact the climate by changing incoming and outcoming solar 
radiation into and out of the earth’s system. The aerosol radiation effect contains direct, indirect 
and semi-direct effects 45. The direct aerosol radiative effect includes any direct interactions 
between aerosol particles and solar radiation that change the amount of solar radiant energy, such 
as scatting and absorption 46, 47. Acting as cloud condensation nuclei (CCN), aerosol particles could 
increase the number of cloud droplets and scattering areas or enlarge the cloud lifetime and 
therefore enhance cloud albedo. This is the “indirect aerosol radiative effect”. Some aerosols such 
as soot, which have a strong ability in absorbing solar radiation could release energy as heat 
radiation. The energy could heat the air mass, increasing its static stability, and may also cause 
cloud droplets evaporation, and then affect the climate by reducing cloud. This is called 
“semidirect aerosol radiative effect” 48, 49. After carbon dioxide (CO2) and methane (CH4), O3 is 
the third-largest greenhouse gas and will heat the atmosphere by absorbing long-wave radiation 
from the earth system 50. It also decreases net primary plant productivity by impacting 
photosynthesis due to its oxidative stress 51-53.  
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Many studies have focused on the interactions of air pollutants and meteorological conditions. By 
investigating the observation data of PM2.5 concentration and meteorological data such as 
temperature, wind, humidity in Beijing during 2007-2008, Wang et al. 54 diagnosed and identified 
the impact of meteorological conditions on air pollutants and found condensation is favorable for 
the formation of a secondary aerosol. Huang et al. 55 studied the aerosol-PBL interaction by 
comparing the observation data of PM2.5 with the reanalysis meteorological data during 2010-2016. 
They indicate that aerosol could impact meteorology by blocking solar radiation, which leads to a 
cooler surface. In addition to the surface dimming, the warming of the upper air brought by 
aerosols will increase the stability and stagnation of the air, which will worsen the dispersion of 
air pollutants. A statistical analysis of O3, temperature, and mortality through thin plate regression 
splines in nine French cities in 2003 was conducted by Filleul et al. 56, the risk of deaths related to 
O3 and temperature ranged from 10.6% to 174.7% in different cities. 
Besides the statistical methods, CTMs are widely used to analyze the interactions between air 
pollutants and meteorological condition changes as well. The coupled WRF/CMAQ modeling 
system (Weather Research and Forecasting (WRF) and CMAQ) was used in January 2013 over 
the North China Plain (NCP) to simulate the aerosol–meteorology interactions. Wang et al. 57 
found a high concentration of PM2.5 produced a decrease in solar radiation and heading to a more 
stable PBL. The higher PBL stability prevents the dispersion process, which results in an enhanced 
PM2.5 concentration. The WRF/Chem model was used to simulate the aerosol direct effects on 
radiation and aerosol indirect effects on meteorological factors over Europe during June and July 
in 2006 58. The GRAPES/CUACE model has been applied to simulate the feedbacks on the 
radiation budget, PBL and haze formation caused by aerosols over Jing-Jin-Ji, China in 2008 59. 
To simulate the aerosol indirect and direct feedback effects on meteorology and air pollutant 
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concentrations, the WRF/Chem model is used over Poland 60. The meteorology effect on air 
pollutions has been estimated in Melbourne, Australia during 1999-2006 61. PM2.5, O3, and NO2 
are showing significant response to meteorology changes of PBL, winds, especially temperature. 
Langner et al. 62 indicate the importance of climate impact on O3 in connection with summer 
extreme event by using one online climate-chemistry model (CCM) and four offline CTMs to 
simulate the future climate change on surface O3 between 2000-2009 and 2040-2049 over Europe.  
Statistical analysis studies of the pollutant-meteorology interactions highly rely on observation, 
which is costly and usually time and space limited. CTMs can offer much larger spatial and longer 
temporal distribution with high resolution. Current air pollution studies paid more attention to first-
tier cities, my study of all the capital cities cover the whole China will be a great supplement, 
particularly it considered the changes of PM2.5 and O3 connected with meteorological influence. 
Air pollution problems in second or third-tier cities areas like SCB or developing areas like Africa 
are not well studied. This study will provide information for understanding the current pollution 
situation and help to make future emission control policies. Meteorology uncertainties are the 
biggest impact factor for O3 forecasting besides emission. My study will be of great importance 
for air pollution investigation in those emission well-controlled areas like the United States (U.S.). 
Thus, it is both essential and crucial to investigate the interactions between air pollutants and 
meteorology.  
It is assumed that unfavorable meteorology may offset the positive impacts of emission reduction 
on air pollution control. The first objective is to use the WRF/CMAQ system to simulate PM2.5 
and O3 concentrations in 2013-2015 over China and compare it with observation data at 31 
provincial capital cities to examine the response of PM2.5 and O3 to meteorological changes. The 
concentrations or distribution variations of air pollutants are presumed to bring changes in 
5 
 
meteorology. The second objective is to apply the WRF/Chem to simulate PM2.5 and O3 over the 
SCB in China with the consideration of aerosol radiative feedback effect. This objective can offer 
information about the influence on meteorological variables from air pollutions. It is supposed that 
using different initial and boundary conditions for meteorology in CTM may lead to different 
results of O3 simulation. The third objective is to simulate O3 over the Southeast US from 2016 
to 2018 using the ensemble WRF/Chem driven by the Short Range Ensemble Forecast (SREF) 
outputs. This study focused on the meteorology uncertainties in the areas that anthropogenic 
emissions were well controlled. It is a hypothesis that including aerosol radiative feedbacks in the 
model simulation might improve the prediction of meteorology variables and air pollutants. The 
last objective is to simulate PM2.5 and O3 over the whole continent of Africa in January and August 
2015 by using WRF/Chem. This study would be valuable for analyzing air pollution impact on 
meteorology for the places where have large meteorology variation and emission potential like 
Africa. With the accomplishment of all four objectives, this study emphasizes the significance 




CHAPTER 2. RESPONSES OF PM2.5 AND O3 CONCENTRATIONS TO 
CHANGES OF METEOROLOGY AND EMISSIONS IN CHINA  
2.1 Introduction 
Developing countries such as China have been suffering from air pollution countrywide with the 
rapid development of industrialization and urbanization. PM2.5 is the major concern due to its 
adverse effects on human health, visibility, ecosystems, and climate 1-4, 63, 64. Annual 
concentrations of PM2.5 in the majority of the cities in China are more than 5 times higher than the 
World Health Organization (WHO) guideline of 10 μg/m3 65-67. Total premature mortality of 1.3 
million in China has been estimated due to PM2.5 related diseases such as chronic obstructive 
pulmonary disease and lung cancer 68. Besides, O3 is attracting increasing attention during the 
increase of concentrations in many areas 17-19. O3 is a secondary pollutant formatted from 
photochemical reactions between NOx and VOCs and leads to both human health damages and 
agricultural loss 22-25, 69.  
To reduce the severe air pollution, the Chinese government has taken enormous efforts since 2013 
and targeted to reduce PM2.5 concentrations by 25% in major metropolitan areas by 2017 
70. Due 
to strict control measures, annually-averaged PM2.5 concentrations in major regions have 
decreased continuously these years 71. It was observed that PM2.5 concentrations did not always 
decrease and even increased in a few instances. For example, in December 2015, the 
concentrations of PM2.5 were much higher than in previous years 
72, 73. At the same time, O3 
concentrations increased in Beijing, Shanghai, Guangzhou, and Chengdu from 2013 to 2015 74. 
The industry, business, scientific communities, and the public are all concerned as these stringent 
 
This chapter was previously published as: Wang, P., Guo, H., Hu, J., Kota, S. H., Ying, Q., & Zhang, H. (2019). 
Responses of PM2.5 and O3 concentrations to changes of meteorology and emissions in China. Science of the Total 




emission control measures are made at a high price of increasing cost in industrial production and 
inconveniently affects daily life. 
Concentrations of air pollutants are significantly influenced by both emissions and meteorology 
conditions 41, 75. Reducing emissions could decrease the primary PM and precursors of secondary 
PM directly, but also change the atmospheric processes, whose nonlinear characteristics may cause 
uncertain changes in PM and O3 
76, 77. For example, Huang et al. 78 reported that 30-77% of PM2.5 
in severe pollution events were contributed by the secondary aerosol formation in Beijing, 
Shanghai, Guangzhou, and Xi’an, thus reducing primary emissions may have little effects. O3 
formation is controlled by the ratios of VOCs to NOx in specific locations and improper changes 
of emissions would cause unchanged or increase of concentrations 29, 79. Li et al. 80 reported that 
the increasing O3 was related by the slowing down of hydroperoxyl radicals sink caused by PM 
reduction in addition to the changes in emissions of its precursors. Regional transport could 
increase the concentration of air pollutants in certain locations81-83. 
Although climate change is believed not likely to significantly offset efforts to reduce PM2.5 
84, 
year to year variations of meteorology would lead to inconsistent changes in PM2.5. Unfavorable 
meteorology leads to an increase in air pollutants even when emissions remain unchanged 85-89. 
Meteorological conditions even play a dominant role compared with emission control in some 
cases 90. O3 formation is favored by high temperatures, low humidity, and wind speed 
91. 
Meteorology impacts on PM are more variable, based on the diversity of PM components. Stagnant 
meteorology with low wind speed leads to less dispersion of PM 92. High temperatures can increase 
oxidation and production of sulfate but reduce nitrate through more volatilization from particle to 
gas 93, 94. Biogenic semi-volatile organic compounds (SVOCs) could also increase due to high 
temperature, and the partitioning to SOA could be very uncertain.  
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Thus, it is important to identify the roles of meteorology variations and emission controls in 
concentration changes of air pollutants to assess the effectiveness of emission control measures 
and address potential problems. In this study, we investigated the responses of PM2.5 and O3 
concentrations to meteorology variations and emission controls at all the provincial capital cities 
in China based on the national wide ambient measures and chemical transport model simulations 
during 2013-2015. 
2.2 Methods 
The hourly PM2.5 and O3 concentrations at monitoring sites within the 31 provincial capital cities 
from March 2013 to December 2015 were downloaded from the publishing website of China 
National Environmental Monitoring Center (http://113.108.142.147:20035/emcpublish/). The 
regions of China and the locations of 31 cities are shown in Figure 1 and Table 1. The MDA8 
concentrations in this analysis were calculated as the highest of 17 consecutive 8-hr averages of 
hourly O3 concentrations. All the measurements conducted at the multiple national air quality 
monitoring sites were averaged to the city level for analysis. The data were validated and sanity 
check was conducted as previous studies 95-97. 
Table 1. List of the provincial capital cities in different regions of China. 
Region City list 
North 
Northeast 
1 Beijing, 2 Tianjin, 3 Shijiazhuang, 4 Taiyuan, and 5 Huhehaote. 




9 Shanghai, 10 Nanjing, 11 Hangzhou, 12 Hefei, 13 Fuzhou, 14 Nanchang, 
and 15 Jinan. 
16 Zhengzhou, 17 Wuhan, 18 Changsha, 19 Guangzhou, 20Nanning, and 21 
Haikou. 
Southwest 22 Chongqing, 23 Chengdu, 24 Guiyang, 25 Kunming, and 26 Lasa. 





Figure 1. Simulation domain covering China and surrounding countries. The numbers of the cities 
are constant with Table 1. 
An updated version of CMAQv5.0.1 was applied to simulate O3 and PM2.5 from 2013 to 2015. 
Details about the changes made to improve the model performance of SOA and sulfate can be 
found in previous studies 98, 99. The model used a 36 km×36 km horizontal resolution domain that 
covers China and surrounding countries (Figure 1). Multi-resolution Emission Inventory for China 
(MEIC) (http://www.meicmodel.org) was used for the monthly anthropogenic emissions from 
China and emissions of surrounding countries were from Regional Emission inventory in ASia 
version 2 (REAS2) 100. Biogenic emissions were generated using the Model for Emissions of Gases 
and Aerosols from Nature (MEGAN) version 2.10. The meteorological inputs were generated 
using WRF v3.6.1 with initial and boundary conditions from the National Center for 
Environmental Prediction (NCEP) Final Analysis (FNL) Operational Model Global Tropospheric 
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Analyses dataset 101. The model performance has been validated against all available observations 
in 2013 99, 102-104. 
The changes in pollutant concentrations were calculated based on differences in observations at 
different time spans (eqn-1). The inter-annual changes were based on concentrations from March 
to December in each year, as no observations were available in January and February of 2013. 
December was selected to represent the heavily polluted wintertime for PM2.5 and summer months 
(June, July, and August) were used for O3. The anthropogenic emissions of the CMAQ simulations 
remained unchanged in all three years so that the changes in predicted pollutant concentrations are 
only due to change in meteorological conditions and biogenic emissions (eqn-2). The changes 
caused by differences in anthropogenic emissions were then calculated by subtracting changes due 
to meteorology from total observation changes (eqn-3).  
∆𝐶𝑖,𝑗 = 𝑂𝑏𝑠𝑖,𝑗 − 𝑂𝑏𝑠𝑖,2013   (eqn-1) 
∆𝑀𝑖,𝑗 = 𝑃𝑟𝑒𝑖,𝑗 − 𝑃𝑟𝑒𝑖,2013   (eqn-2) 
∆𝐸𝑖,𝑗 = ∆𝐶𝑖,𝑗 − ∆𝑀𝑖,𝑗    (eqn-3) 
• ΔCi,j represents the change in observation of pollutant i from the year 2013 to year j, 
• Obsi,j represents the averaged observation of pollutant i in year j, 
• ΔMi,j is the change of pollutant i in year j due to meteorology and biogenic emissions 
compared to 2013, 
• Prei,j is the averaged prediction of pollution i in year j, 
• ΔEi,j indicates the change of pollutant i in year j due to anthropogenic emission changes 
compared to 2013. 
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It should be noted that the method used in this study is a rough estimation of pollutant 
concentrations changes due to meteorology and emission changes. Due to the complexity of 
atmospheric processes, the “real” contributions of meteorology and emission changes cannot be 
ideal differentiated. The analysis was conducted in all the 31 provincial capital cities in China as 
a national overview. 
2.3 Results and discussions 
2.3.1 Model validation 
Performance of meteorology simulation by WRF for 2013 has been validated previously and the 
statistics of temperature at 2 meters (T2), WS, and WD at 10 meters and RH at first layer calculated 
by Hu et al. 105. The benchmarks are recommended by Emery et al. 106 for an MM5 model 
simulation with a resolution of 4–12 km in U.S.. The values that exceeded the benchmark are 
represented in bold. The same for Table 2 and 3 (OBS means observation; PRE means prediction; 
MB means bias; RMSE is root mean square; error GE is gross error). The benchmarks suggested 
by Emery et al. 106 are also listed and compared. The model performance for 2014 and 2015 is 
generally comparable to that of 2013, as shown in Table 2 and 3, respectively. For T2, prediction 
results are slightly higher in November and lower in other seasons than observations. The MB 
values are usually within benchmarks of 0.5 in fall and winter. The GE values of T2 are larger 
than the benchmark (2.0) except September and December in 2014. GE values of WS meet the 
benchmark (2.0) in all months though WS is over predicted. MB values are within benchmark 
(0.5) in summer and RMSE values are within benchmarks (2.0) from June to September in 
both years. For WD, there are four months within benchmark (MB 10) in 2014 and 7 months in 
2015. RH predictions are close to observations with MB of 2.0% in most months. 
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Table 2. Meteorology performance of 12 months in 2014. OBS means observation, PRE means 
prediction, MB means bias, GE is gross error, and RMSE is root mean square error. The 
benchmarks are suggested by Emery et al. 107. Values exceeded the benchmark are represented in 
bold. 
Table 3. Meteorology performance of 12 months in 2015. OBS means observation, PRE means 
prediction, MB means bias, GE is gross error, and RMSE is root mean square error. The 




Table 4. Model performance on O3-1h, MDA8, PM2.5, PM10, from March to December 2013. OBS 
is mean observation, PRE is mean prediction, MFB is mean fractional bias, MFE is mean fractional 
error, MNB is mean normalized bias, and MNE is mean normalized error. The performance criteria 
for PM2.5 are suggested by EPA 
108, and the performance criteria for O3 are suggested by EPA 
109. 
Values exceeded the criteria are represented in bold. 
  Mar Apr May Jun Jul Aug Sep Oct Nov Dec Criteria 
O3-1h 
(ppb) OBS 53.96 57.73 65.37 67.72 65.7 68.3 60.73 57.97 49.18 46.53  
 PRE 58.09 61.76 66.91 67.82 63.23 66.47 59.5 54.92 45.66 42.09  
 MFB 0.08 0.09 0.05 0.01 -0.01 -0.01 0.01 -0.03 -0.05 -0.09  
 MFE 0.29 0.27 0.25 0.3 0.29 0.28 0.27 0.26 0.27 0.32 
≤ ±0.15  MNB 0.16 0.17 0.11 0.1 0.06 0.06 0.07 0.03 0.01 -0.01 
 MNE 0.34 0.32 0.28 0.33 0.31 0.3 0.29 0.26 0.26 0.28 ≤0.3 
MDA8 
(ppb) OBS 50.4 47.44 52.59 54.36 51.79 54.03 48.63 48.03 40.31 38.92  
 PRE 48.81 51.49 57.86 59.58 54.05 58.07 50.64 48.48 40.6 40.7  
 MFB -0.05 0.07 0.1 0.08 0.03 0.06 0.04 0.01 -0.01 0.01  
 MFE 0.29 0.24 0.24 0.28 0.26 0.26 0.25 0.24 0.25 0.27 
≤ ±0.15  MNB 0.03 0.13 0.16 0.16 0.09 0.12 0.1 0.06 0.03 0.07 
 MNE 0.29 0.28 0.28 0.32 0.28 0.29 0.27 0.25 0.24 0.27 ≤0.3 
PM2.5 
(µg/m3)   OBS 81.68 62.07 60.12 60.83 45.52 47.1 56.08 85.69 88.93 123.73  
 PRE 66.12 43.24 39.28 41.6 31.31 39.07 52.24 56.09 80.21 126.83 
≤ ±0.6  MFB -0.24 -0.4 -0.47 -0.41 -0.48 -0.31 -0.21 -0.42 -0.17 -0.07 
 MFE 0.59 0.63 0.68 0.69 0.72 0.65 0.62 0.64 0.6 0.59 ≤0.75 
 MNB 0.04 -0.16 -0.19 -0.09 -0.17 -0.01 0.11 -0.16 0.17 0.3  
 MNE 0.61 0.54 0.58 0.63 0.63 0.64 0.68 0.56 0.7 0.75  
PM10 
(µg/m3)   OBS 151.39 121.56 111.90 96.95 79.90 85.04 98.27 136.02 150.27 178.78  
 PRE 74.72 52.48 45.37 46.58 35.59 44.63 57.53 65.12 90.22 136.26  
 MFB -0.59 -0.73 -0.79 -0.68 -0.78 -0.65 -0.54 -0.65 -0.48 -0.34  
 MFE 0.74 0.83 0.89 0.82 0.88 0.79 0.73 0.77 0.72 0.63  
 MNB -0.31 -0.43 -0.45 -0.35 -0.44 -0.35 -0.24 -0.36 -0.16 -0.04  
 MNE 0.56 0.58 0.62 0.62 0.63 0.59 0.60 0.59 0.64 0.62  
Table 4 shows the statistics of model performance of different pollutants including 1-hour peak O3 
(O3-1h), MDA8 O3, PM2.5, and coarse particulate matter (PM10). Mean observations, mean 
predictions, mean fractional bias (MFB), mean fractional error (MFE), mean normalized bias 
(MNB), and mean normalized error (MNE) were calculated for each month from March to 
December 2013. The performance criteria suggested by EPA 108 were used for PM2.5 and the 
performance criteria of EPA 109 were used for O3. Values that exceeded the criteria are denoted in 
bold. The overall model performance on O3-1h and MDA8 O3 meet the criteria suggested by US 
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EPA 109 in most months. O3-1h MNB values of March and April were slightly higher than the 
criteria of 0.15, and O3-1h MNE values of March, April, June and July were higher than the 
benchmark of 0.3. MDA8 had higher MNB in May and June and MNE in June than criteria. 
Negative MFB values show that PM2.5 was under-predicted but all within the suggested benchmark 
of 0.6 110. More details can be found in Hu et al. 105.  
2.3.2 Annual PM2.5 
Figure 2 shows the annual observed PM2.5 concentrations in the base year (2013) at the cities, the 
changes in observed concentrations, as well as the changes due to emissions and meteorology in 
2014 and 2015 compared to 2013. The exact values are shown in Table 5. The annual values in 
most cities in 2013 were above 50 µg/m3 with the highest average of 95.4 µg/m3 in north China. 
All cities experienced a decrease of PM2.5 in 2014 with more than ~20 µg/m
3 decrease in 
Shijiazhuang, Nanjing, Chongqing, Xi’an and Wulumuqi. Concentration changes due to 
meteorology were all larger than zero except at Haikou, Kunming, indicating that meteorology in 
2014 was more favorable to high PM2.5. The increases of PM2.5 due to meteorology were up to 20 
µg/m3 in Beijing, Tianjin, Haerbin, Wuhan, Changsha, Chongqing, Chengdu, and Xi’an. These 
cities are scattered in different regions, showing that the meteorological effects are different even 
within the same region. 
Meteorology changes in 2014 and 2015 affected the concentrations of PM2.5 in comparison to 2013. 
Both primary and secondary components of PM2.5 increased in 2014 and 2015and inland areas are 
found more vulnerable to meteorology especially in 2015 (Figure 3). OTHER is the sum of 
inexplicit components. In 2015, there is a 30% increase (24.6 µg/m3 in concentration) on average 
in all cities. The increase has the same pattern in both years referring to the component species and 
regions, while the amounts can be doubled in 2015 comparing to 2014 in all regions except 
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Northwest. Sulfate, nitrates, and ammonium are the top three contributors, accounting for 80-90% 
of the total increase. The changes in meteorological parameters in Figure 4 could explain the 
differences. In most regions, temperature, WS and planetary boundary layer (PBL) height were 
lower, and RH was higher in 2014 than the base year. These conditions are favorable for higher 
pollution than the base year. Emission control was effective as concentration changes were less 
than zero in all cities. The emission induced changes were estimated to be larger than 20 µg/m3 in 
most cities and up to 50 µg/m3 in Shijiazhuang, Nanjing, Wuhan, Chengdu, and Xi’an.  
















All cities 74.6  -12.5 11.5 -23.9 -18.9 24.6 -43.5 
North 95.4  -15.0 16.3 -31.3 -27.2 28.4 -55.7 
Northeast 77.3  -7.9 10.6 -18.6 -8.9 22.6 -31.4 
East 73.3 -14.3 10.5 -24.8 -19.7 27.9 -47.6 
South Central 70.3  -10.1 14.3 -24.3 -16.0 37.9 -53.9 
Southwest 57.4  -10.0 9.3 -19.3 -15.5 16.7 -32.2 
Northwest 76.2  -15.5 7.3 -22.8 -22.5 9.4 -31.9 
December PM2.5(µg/m3) 
All cities 109.8  -32.4 -8.6 -27.1 -18.6 54.5 -73.1 
North 105.0  -17.6 -7.9 -9.7 24.4 91.5 -67.1 
Northeast 127.3  -40.7 -9.2 -31.4 -8.7 97.7 -106.4 
East 130.3  -52.4 -5.4 -61.5 -41.1 41.1 -82.2 
South Central 118.5  -48.8 -12.1 -36.8 -44.8 72.7 -117.6 
Southwest 81.8  -17.6 1.6 -19.2 -27.8 29.5 -57.3 
Northwest 93.0  -9.6 -19.4 9.8 4.4 13.5 -9.1 
Summertime MDA8 O3 (ppb) 
All cities 38.2 13.4 -3.2 16.7 16.5 -1.8 18.3 
North 47.3 19.0 -8.7 27.7 15.0 -2.4 17.5 
Northeast 36.1 20.0 -4.5 24.5 21.3 -0.5 21.8 
East 37.4 12.4 -1.1 13.5 12.8 -2.1 14.9 
South Central 35.7 14.7 -1.5 16.2 19.2 -4.2 23.3 
Southwest 38.1 6.2 -3.7 9.9 13.3 0.2 13.1 




Figure 2. Changes in annual averaged PM2.5 concentrations in the provincial capital cities in 2014 





Figure 3. Predicted annual PM2.5 and its major components in 2013 and the changes due to 




Figure 4. Annual averaged meteorological parameters in 2013 and the differences from 2014 and 
2015 to 2013. T2 is temperature at 2 meters above ground, WS is wind speed, RH is relative 
humidity, PBL is planetary boundary layer height, and SR is the shortwave radiation at surface. 
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In 2015, PM2.5 concentrations decreased overall in all cities with the largest change of over 60 
µg/m3 in Shijiazhuang and an average of 27.2 µg/m3 in north China. Compared with 2014, similar 
meteorology changes such as low temperature, WS and PBL height and even higher RH were 
observed. Meteorology was also not favorable for pollution dispersion, with changes being greater 
than 25 µg/m3 in most cities in north, northeast, east and south-central regions (Figure 3). Wuhan 
and Changsha had the highest increase of >70 µg/m3. Specifically, primary components (EC, POA, 
and part of OTHER) only accounted for less than 10% of the total while the rest are all secondary 
species. The role of emission control was more significant with more than 30 µg/m3 decreases in 
all regions and over 100 µg/m3 reductions in Shijiazhuang, Wuhan, and Changsha.  
2.3.3 Winter PM2.5 
PM2.5 pollution in China is more severe in winter time, thus it is key to evaluate the changes in 
those months. Figure 5 shows the changes of PM2.5 in December when severe pollution events 
happen frequently. The observed PM2.5 in all cities were greater than 50 µg/m
3 except Lasa, with 
the highest concentrations of 200 µg/m3 in Hefei and Wuhan. In December 2014, PM2.5 
concentrations decreased in all cities except Wulumuqi. Meteorology was favorable for decreasing 
pollution in most cities in North, Northeast, East, South Central, and Northwest with the average 
decreases of -7.9, -9.2, -5.4, -12.1 and -19.4, respectively (Table 5). The largest decrease due to 
meteorology was greater than 50 µg/m3 in Zhengzhou and Xi’an. Compared to 2013, December 
2014 had similar rain and SR, lower temperature, and RH, and higher WS and PBL (Figure 6). 
The lower RH reduced the possibility of secondary PM formation and the higher WS was 
beneficial for the decrease of both primary and secondary PM by diffusion and transportation 41. 
Nitrate ranked first in the total decrease with 30%, which equals to the combination of sulfate and 
ammonium. POA, SOA, and EC took the rest share as ~15%, 8%, and less than 5%, respectively. 
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Thus, all major components of PM2.5 decreased in all areas except East and Northeast China 
(Figure 7).  
 
Figure 5. Changes in PM2.5 concentrations in the provincial capital cities in December 2014 and 






Figure 6. Averaged meteorological parameters in December 2013 and the differences from 2014 
and 2015 to 2013. T2 is temperature at 2 meters above ground, WS is wind speed, RH is relative 




Figure 7. Predicted December PM2.5 and its major components in 2013 and the changes due to 
meteorology in 2014 and 2015. OTHER is the sum of inexplicit components. 
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In December 2015, the PM2.5 concentrations increased greatly in Beijing and Wulumuqi, remained 
similar in most cities in North, Northeast, and Northwest, and decreased significantly in other 
regions (Figure 5b). Meteorology played a significant role in the changes of concentrations in 
almost all cities, leading to the increases of 54.5 µg/m3 and 91.5 µg/m3, 97.7 µg/m3, 41.1 µg/m3, 
72.7 µg/m3 in North, Northeast, East and South Central, respectively (Table 5). The changes 
attributed to meteorology were up to 90 µg/m3 in Beijing, and 130 µg/m3 in Changsha. All PM2.5 
components increased due to meteorology, especially in the regions of North, Northeast and part 
of East and South-Central China as shown in Figure 7. Secondary inorganic aerosols (SIA, 
including sulfate, nitrate, and ammonia) contributed the most with contributions of 35%, 15%, and 
15% to the total increase by sulfate, nitrate, and ammonia, respectively. POA accounted as much 
as 10 -15% in the Northeast. Spatially, nitrate, EC, and POA are more likely to increase in the 
Northeast while sulfate increased in North, East and South-Central areas. Ammonia and SOA 
increased in all four regions. The major reason is that secondary PM formations were more 
favorable with slightly higher temperatures, similar WS, much higher RH, and lower PBL (Figure 
6). RH plays a major role as high RH leads to more SIA formation 41, 111, 112. RH increase leads to 
more aerosol water and higher sulfur oxidation ratio (SOR) and nitrogen oxidation ratio (NOR) 
for more sulfate and nitrate formation 113. Ammonium is semi-volatile and considered to be in 
equilibrium with its gas-phase precursor in general. Thus, more ammonium in aerosol phase is 
favored by high RH 114. Anthropogenic emission changes led to a limited reduction of PM2.5 
concentrations in Beijing, but worked significantly for most cities, with more than 160 µg/m3 





2.3.4 Summer O3 
O3 has higher concentrations in summer due to more intensive photochemical reactions. Figure 8 
shows the changes of MDA8 O3 in summer months (June, July and August) in all capital cities. 
Averaged MDA8 O3 in summer 2013 were 30-60 ppb, except in Haerbin, Fuzhou, and Haikou, 
where concentrations were lower. MDA8 O3 increased greatly in 2014 and 2015 at most cities 
with the largest increase of 20-40 ppb in Beijing, Huhehaote, Haerbin, Fuzhou, Jinan, and 
Zhengzhou. Generally, changes in meteorology conditions and biogenic emissions in summer of 
both 2014 and 2015 were not the reason for the overall increases. The MDA8 O3 concentrations 
would have decreased by 5-10 ppb in most cities due to changes in meteorology and biogenic 
emissions alone, except in some cities in East, South Central, and Southwest China, where 
concentrations would have increased slightly by less than 10 ppb.  Figure 9 shows that even though 
northern China experienced decrease and southern China would have experienced an increase in 
both 2014 and 2015, the changes were not significant as meteorology conditions (Figure 10) did 
not vary dramatically in summer. In 2014 and 2015 summer, the temperature, PBL and WS was 
lower, RH was comparable, rain and SR was slightly higher, compared to the base year summer 
in southern China. Some meteorology factors may have a counter effect on the change of O3 
concentrations. For example, lower temperature usually leads to less O3 formation due to lower 
photochemical reaction rates 115. 
Therefore, the observed large changes of O3 concentrations are mostly due to anthropogenic 
emission changes. As shown in Figure 8, changes of MDA8 O3 due to emission changes of 
precursors are greater than 0, except at Hefei in 2014 and Shijiazhuang in 2015. Beijing 
experienced greater than 30 and 20 ppb increases in 2014 and 2015, respectively. The highest 




Figure 8. Changes in MDA8 O3 concentrations in the provincial capital cities in summer months 
(June, July, and August) in 2014 and 2015 compared to 2013 due to changes in meteorology + 




Figure 9. Predicted summer MDA8 O3 in 2013 and the changes due to meteorology in 2014 and 
2015. 
 
Figure 10. Averaged meteorological parameters in summer 2013 and the differences from 2014 
and 2015 to 2013. T2 is temperature at 2 meters above ground, WS is wind speed, RH is relative 
humidity, PBL is planetary boundary layer height, and SR is the shortwave radiation at surface. 
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The increase of O3 with reduced anthropogenic emissions can be explained by two reasons. First, 
PM2.5 is the focus of pollution control in China and current emission control measures are all PM-
related, i.e. reducing primary PM, SO2, and NOx, while control of VOCs is not targeted seriously. 
The decrease of PM2.5 concentrations reduced the scattering and absorption of sunlight, increased 
UV radiation, and led to higher MDA8 O3 
116. The other reason is reducing NOx reduces the O3 
titration in urban areas, where O3 formation is VOC-limited, thus leads to higher O3 concentrations. 
There is a O3 isopleth figure at five of the 31 cities in summer episodes in 2013 from a previous 
study 117. The x-axis shows the ratio of input VOC emissions, y-axis shows ratio of input NOx 
emissions, and unit of O3 on contour line is ppb. It shows that under the conditions in summer 
2013, O3 concentrations in different areas in China were controlled by different factors. In northern 
city Beijing, O3 in more likely controlled by NOx, however, reducing NOx only by 40% only leads 
to less than 10, 4, and 4 ppb in June, July and August, respectively. In eastern and southern cities 
Shanghai and Guangzhou, reducing NOx leads to an increase of O3. In Northwest and Southwest 
cities Xi’an and Chongqing, reducing NOx by 40% leads to a small amount of O3 decrease. Since 
it is not clear about the changes in the emissions of NOx and VOCs, as well as the changes of 
VOCs speciation from 2013 to 2014 and 2015, fully explaining the increase of O3 is impossible. 
However, this phenomenon indicates the importance of studying O3 when controlling PM2.5. 
2.4 Conclusion 
In summary, the changes of PM2.5 and O3 concentrations due to meteorology and emission control 
from the base year (2013) to 2014 and 2015 were analyzed based on ambient measurements and 
simulations with CMAQ. It is found that emission controls in 2014 and 2015 were effective, but 
they were counteracted by unfavorable meteorology in some events. Compared with the base year, 




43.5 µg/m3 in the year 2014 and 2015, respectively. The contributions of meteorology and biogenic 
emission to the increase of annual averaged PM2.5 were 11.5 µg/m
3 and 24.6 µg/m3 the two years. 
Especially, meteorology conditions caused severe air pollution events in December 2015 with 
increasing PM2.5 concentrations due to meteorology of up to 88.7 µg/m
3 in Beijing. In contrast, 
reducing primary PM and gaseous PM precursors led to increasing of O3 concentrations, especially 
in the summer. Averagely, 16.7 and 18.3 ppb increases were caused by emission reduction in all 
the 31 capital cities in 2014 and 2015 compared with the base year (2013). This could be caused 
by the increase of photolysis rate after PM emission was reduced and change of the relative 
abundance of NOx and VOCs when NOx and VOCs emissions were changed. This study 




CHAPTER 3. MODELING PM2.5 AND O3 WITH AEROSOL FEEDBACKS 
USING WRF/CHEM OVER THE SICHUAN BASIN, SOUTHWESTERN 
CHINA  
3.1 Introduction 
PM2.5 and O3 are two major pollutants for air pollution, having adverse effects to crop harvest, 
human health, and climate 1-4, 17-21. PM2.5 is a mixture of primary components including heavy 
metals, OC, EC and secondary components including SO4
2-, NO3
-, NH4
+, and SOA 5-7. PM2.5 
pollution has been proved to be accompanied with an increase in mortality due to respiration and 
cardiovascular diseases 9-13. PM2.5-related illnesses could cause extra hospital visits and loss of 
work time, leading to economic impact 14-16. As the fourth and seventh leading risk factors for 
premature mortality globally, indoor and outdoor PM pollution was expected to have caused over 
3.5 and 3.2 million global premature deaths in 2010, respectively 118. Asian areas shared 80% of 
those global premature deaths 119. Besides stratospheric-tropospheric exchange, O3 in the 
troposphere is predominantly generated by photochemical reactions of NOx and VOCs 22-25. Due 
to high oxidization, elevated O3 is harmful to human health by irritating skin, eyes, respiratory 
tract, and aggravate asthma and bronchial inflammation 120. Chronic O3 exposure can also lead to 
impaired photosynthesis and altered gene expression, which results in cell death and crop yield 
losses 27, 28. One hundred ten million tons of crop losses on wheat, soybean, and maize in 2010 
were due to O3 globally and Asia had a share of 35% 
119. 
Concentrations of air pollutants rely on two key factors of emissions and meteorology. After being 
emitted to the atmosphere, pollutants go through chemical and physical processes including 
 
This chapter was previously published as: Wang, Pengfei, Xue Qiao, and Hongliang Zhang. "Modeling PM2.5 and O3 
with aerosol feedbacks using WRF/Chem over the Sichuan Basin, southwestern China." Chemosphere (2020): 126735. 
© 2020 Elsevier Ltd. and is reproduced here by permission of Elsevier Ltd. and the co-authors. 
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transport, chemical transformation, and deposition, which are highly affected by meteorology 7, 121, 
122. Besides, aerosols also impact meteorology by directly changing incoming and outcoming solar 
radiation and indirectly acting as CCN 48, 49, 123, 124.Aerosols could increase the number of cloud 
droplets and scattering areas or enlarge the cloud lifetime and therefore enhance cloud albedo. The 
changes in meteorology will then affect air pollution formation, resulting in complex interactions 
between meteorology and pollutants, which are not fully understood. 
Being heavily polluted over the past decades, many air quality studies have been done in China, 
but most focused on more developed cities such as Beijing, Shanghai and Guangzhou 67, 125, 126. 
With an area of 0.22 million km2 and a population of 108.1 million in 2015, the SCB in 
Southwestern China is severely affected by air pollution owing to its high anthropogenic emissions 
and the basin landform 127-130. It is also one of the most cloudy areas, indicating a possible strong 
interaction between meteorology and air pollutants 130-134. Considering aerosol radiation feedback 
would improve the simulation accuracy for the understanding formation and sources of air 
pollutants. Many studies have investigated aerosol radiation effect over global domains 135-140. 
However, to the best of our knowledge, no such studies have been done for the SCB.  
Therefore, WRF/Chem, V3.7.1 was applied in this study to simulate PM2.5 and O3 and understand 
the effects of aerosol radiation feedbacks for the SCB in January and July 2015. It is hypothesized 
that considering aerosol radiation feedbacks is important in understanding air pollution formation 






3.2.1 Model description and application 
WRF/Chem is a version of WRF being coupled online with a chemistry module so that 
meteorological and chemical components are predicted simultaneously. It is capable of simulating 
aerosol radiative feedbacks on atmospheric processes 141, 142. In this study, the WRF/Chem V3.7.1 
is implemented over the SCB with nested domains. The 36km domain covers entire China and 
surrounding countries in East Asia area, while the nested 12-km domain covers the 18 cities in the 
SCB and adjacent areas. The initial and boundary conditions for WRF were provided using the 
NCEP FNL datasets with 6 hours temporal resolution and 1° × 1° spatial resolution. The mozbc 
developed by National Center for Atmospheric Research/Atmospheric Chemistry Observations & 
Modeling (NCAR/ACOM) was used to modify wrfbdy_d0x to get chemical boundary condition 
files 143. The simulation periods were January and July in 2015 to represent wintertime and 
summertime and each run covered 31 days with 3 days spin-up. In Sichuan Basin, PM2.5 peak 
values usually appear in January while O3 peak values show in July 
144-147. The RADM2 (Regional 
Acid Deposition Model, 2nd generation) gas-phase chemical mechanism and the Modal Aerosol 
Dynamics Model for Europe (MADE) with the secondary organic aerosol model (SORGAM) were 
used141. Physical options included NOAH land surface model 148, YSU boundary layer physics 149, 
RRTM longwave and Goddard shortwave radiation schemes 150, 151, and Grell 3D ensemble 
cumulus parameterization with shallow convection and radiative feedback 152. The configuration 





Table 6. The configuration of WRF/Chem. 
Process WRF/Chem 
Long-wave radiation  RRTM 
Short-wave radiation  Goddard 
Land-surface model  Noah 
Boundary layer scheme  YSU 
Photolysis scheme  Fast-J 
Gas-phase mechanism  RADM2 
Aerosol model  MADE/SORGAM 
To investigate the effect of aerosol radiation feedbacks on meteorology and air quality, two 
simulation scenarios were performed and compared. The first one is the baseline scenario without 
feedbacks (WOF). The other scenario (WF) contains aerosol direct radiation effects. Other than 
the difference in aerosol radiation feedback effects, the two scenarios were identical in emission 
inputs and model setup, and the difference between them (WF-WOF) represents the influence of 
aerosol radiation direct effects. 
3.2.2 Emission Inventory 
The anthropogenic emissions were generated based on the Emission Database for Global 
Atmospheric Research (EDGAR) v4.3 (http://edgar.jrc.ec.europa.eu/overview.php?v=432_AP), 
including precursors of PM2.5 and O3 (NOx, carbon monoxide, ammonia, and sulfur dioxide and 
VOCs), as well as primary PM components. The sectorial EDGAR inventories were categorized 
into six source categories: agriculture, industries, energy, residential activities, off-road and on-
road transport. The monthly emissions were processed to hourly level depended on weekly and 
diurnal emission profiles specific to sources allocation profiles as mentioned in 7, 153. The weekly 
profiles are obtained from European Monitoring and Evaluation Programme (EMEP) emission 
inventory (https://www.emep.int/) and the final report WRAP (Western Regional Air Partnership) 
mobile source emission inventory update 154-156. According to EMEP, the weekdays emissions are 
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higher than weekends by 25% for power plants and 35% for residential and industry. By analyzing 
the data of vehicle class, state, and roadway type from EPA with the vehicle activity database from 
Federal Highway Administration, the weekly and diurnal profiles for transport were developed 156. 
The diurnal profiles of NH3 are modified base on the profiles of fertilizer in Chinkin et al. 
157. The 
profiles of other four categories are calculated rely on the profiles developed by Olivier et al. 158. 
The specific values were modified slightly to reflect the differences in different inventories based 
on communications with inventory experts. Tables 7 and 8 show the final weekly and diurnal 
profiles used in this study. The emissions from biomass burning were based on the Fire Inventory 
from the National Center for Atmospheric Research (NCAR) (FINN) 159. 
3.2.3 Model validation 
The model performance was validated by comparing meteorological observations and air pollutant 
concentrations with simulation results. Meteorological observations were obtained from the 
National Climate Data Center (NCDC), including WS and WD at 10 meters above the ground 
level (AGL) and T2 and RH at 2 meters AGL. Hourly PM2.5 and O3 concentrations at monitoring 
sites were downloaded from the China National Environmental Monitoring Center 
(https://www.aqistudy.cn). There are 1434 and 101 meteorological stations in the 36km and 12km 
domains, respectively and there are 94 National Air Quality Station (NAQS) in total within the 
SCB (Figure 11). 
Table 7. Weekly profiles for five emission categories. 
  Monday Tuesday Wednesday Thursday Friday Saturday Sunday 
Power 0.125 0.125 0.125 0.125 0.125 0.188 0.187 
Industry 0.135 0.135 0.135 0.135 0.135 0.163 0.162 
Residential 0.135 0.135 0.135 0.135 0.135 0.163 0.162 
Transport 0.155 0.155 0.155 0.155 0.155 0.117 0.108 
Agriculture 0.143 0.143 0.143 0.143 0.143 0.143 0.142 
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Table 8. Diurnal profiles for five emission categories. 
Power 0.0333 0.0313 0.0313 0.03 0.0313 0.0346   0:00 -   6:00 
 0.0388 0.0446 0.0488 0.0509 0.0488 0.0488   6:00 - 12:00 
 0.0484 0.0479 0.0479 0.0471 0.0459 0.0448 12:00 - 18:00 
 0.0438 0.0427 0.0425 0.0417 0.0396 0.0354 18:00 - 24:00 
Industry 0.0311 0.0311 0.0318 0.0348 0.0373 0.0394   0:00 -   6:00 
 0.0423 0.0456 0.0476 0.0505 0.0539 0.0547   6:00 - 12:00 
 0.0518 0.0522 0.0526 0.0489 0.0447 0.0423 12:00 - 18:00 
 0.0394 0.0365 0.0352 0.0331 0.0323 0.0311 18:00 - 24:00 
Residential 0.0148 0.0148 0.0148 0.0148 0.0148 0.0203   0:00 -   6:00 
 0.0507 0.0634 0.0659 0.0655 0.0558 0.0486   6:00 - 12:00 
 0.0452 0.0444 0.0423 0.0402 0.0423 0.0465 12:00 - 18:00 
 0.0592 0.0634 0.0575 0.0571 0.0423 0.0156 18:00 - 24:00 
Transportation 0.0083 0.0042 0.0021 0.0021 0.0038 0.01   0:00 -   6:00 
 0.0363 0.0767 0.0771 0.0584 0.0517 0.05   6:00 - 12:00 
 0.0542 0.0596 0.0604 0.0663 0.0855 0.0863 12:00 - 18:00 
 0.0625 0.0438 0.0313 0.0258 0.025 0.0188 18:00 - 24:00 
NH3 0.0201 0.0201 0.0201 0.0201 0.0201 0.0201   0:00 -   6:00 
 0.0281 0.0411 0.0702 0.0822 0.0732 0.0822   6:00 - 12:00 
 0.0863 0.0802 0.0602 0.0411 0.0411 0.0281 12:00 - 18:00 
  0.0291 0.0291 0.0291 0.0291 0.0291 0.0201 18:00 - 24:00 
 
 
Figure 11. (a) Locations of domains and meteorological stations (red cross X) (b) Locations of 






3.3 Results and discussions 
3.3.1 Model validation 
3.3.1.1 Meteorology 
The WRF model performance was validated for January and July of 2015 over the SCB. The MB, 
RMSE, and GE were used to compare observations and simulations. Details and comparison with 
benchmarks suggested by Emery et al. 107 are shown in Table 9. T2 was under-predicted in both 
January and July since MBs values are negative (-1.0 K and -0.8 K, respectively). While WS was 
over-predicted in the two months, as MBs are 1.1 m/s in January and 0.6 m/s in July. Although 
prediction was not in the same pattern for WD (over-predicted in January and under-predicted in 
July), MBs of WD was within the benchmark in both months. The statistics were further compared 
with relevant benchmarks. For T2, both MB and GE were exceeding benchmarks by 20% to 50%. 
MB of WD was within the benchmark while GE was exceeding benchmarks by 100% in both 
months. GE of WS achieved the benchmark values while MB was larger than benchmarks by at 
least 20%. RMSE of WS is exceeding the benchmark in January by 15%. It should be mentioned 
that exceeding the benchmark value does not mean failure of the simulation because the benchmark 
value was based on MM5 simulations for the eastern United States with horizontal grid resolutions 
of 12km and 4 km. The WRF model predictions were generally reliable since the model 






Table 9. Meteorology performance of January and July in 2015. OBS means observation, PRE 
means prediction, MB means bias, GE is gross error, and RMSE is root mean square error. The 
benchmarks are suggested by Emery et al. 107. Values exceeded the benchmark are represented in 
bold.  











































































3.3.1.2 PM2.5 and O3 
The model performance on PM2.5 and MDA8 O3 were assessed by using mean observations, mean 
predictions, MFB, MFE, MNB and MNE, as shown in Table 10 and 11. PM2.5 were within criteria 
(≤ ±0.6 for MFB and ≤ 0.75 for MNB) for all the cities both in January and July. The model 
simulations also well captured the day-to-day variations and peaks of PM2.5 in most SCB cities in 
January (Figure 12). In July, the PM2.5 simulation missed several peaks at the beginning of the 
month but captures most of the other peaks (Figure 13). In terms of O3, MNB and MNE in all the 
cities were much larger than their criteria (≤ ±0.15 and ≤ 0.3, respectively) in January (Table 10). 
Although the partial reason is too many data points were lower than the cutoff concentration due 
to low O3 concentrations in winter, uncertainties in emission and photochemical should be noted. 
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However, the relatively low MNB/MNE and MFB/MFE in almost every month indicated that 
MDA8 O3 was well captured. Figure 14 indicates that MDA8 O3 was well predicted by the trend, 
but some absolute values were missed in January. As shown in Table 11, more than 50% of the 
cities’ MNB in July were within criteria and the amount for MNE was more than 67% when 
feedback exists. When there was no feedback, the model simulation in July was quite well in other 
cities. except for some slight large underprediction in Chengdu, Guangyuan, Guangan, Meishan, 
Neijiang and Ziyang and some overprediction in Nanchong and Ya’an. The averaged MDA8 O3 
was 50–70 ppb basin wide with no big daily oscillations in all cities in July (Figure 15). The model 
performance is acceptable for PM2.5 in January and MDA8 O3 in July. 
3.3.2 Seasonal and spatial variations 
PM2.5 concentrations in the basin have significant seasonal variations (Figure 16 and 17). 
Simulated PM2.5 concentrations were significantly higher in January (basin-wide average: 100 
µg/m3) than in July (basin-wide average: 40 µg/m3) and exceeded the WHO guidelines. The PM2.5 
components showed different fractional contribution in summer and winter, while SO4
2- was the 
top contributor in both months (Figure 16 and 17). SO4
2-, primary organic aerosol (POA) and NO3
-
were the top contributors in January, which account for ~30%, ~13% and ~15% of the total PM2.5. 
In July, SO4
2-, NH4+, and NO3
- shared over half of the total PM2.5 almost equally. Higher emission 
and unfavorable meteorology were two main results that lead to seasonal variation. More air 
pollutant was usually emitted during winter than summer within the basin 127. What’s worse, 
meteorology conditions such as lower WS and lower precipitation were usually unfavorable for 
the process of transformation and transport of PM2.5 in the SCB area in both seasons 
129, 161. From 
Figure 18, the WS was less than 1-3 m/s basin-wide both in January and July, and the monthly 
precipitation was less than 1mm on average.  
38 
 
Table 10. Model performance on MDA8 O3 and PM2.5 in January 2015 with or without feedback. 
OBS is mean observation, PRE is mean prediction, MFB is mean fractional bias, MFE is mean 
fractional error, MNB is mean normalized bias, and MNE is mean normalized error. The 
performance criteria for PM2.5 are suggested by EPA 
108, and the performance criteria for O3 are 
suggested by EPA 109. Values exceeded the criteria are represented in bold. 
MDA8 O3 
(ppb) 
WF (January) WOF (January) 
OBS PRE MFB MFE MNB MNE OBS PRE MFB MFE MNB MNE 
Chengdu 17.09 40.21 0.85 0.86 2.14  2.15  17.09 40.98 0.87 0.88 2.22  2.24  
Chongqing 11.79 36.48 1.08 1.08 3.37  3.37  11.79 37.06 1.09 1.09 3.47  3.47  
Guangyuan 29.55 41.31 0.35 0.40 0.61  0.66  29.55 41.74 0.36 0.41 0.64  0.69  
Mianyang 18.90 39.64 0.76 0.76 2.04  2.04  18.90 39.95 0.76 0.76 2.10  2.10  
Nanchong 11.99 39.42 1.05 1.05 2.34  2.34  11.99 39.88 1.06 1.06 2.38  2.38  
Bazhong 17.87 40.95 0.81 0.81 1.75  1.75  17.87 41.37 0.82 0.82 1.79  1.79  
Deyang 25.15 39.35 0.54 0.65 1.08  1.17  25.15 40.08 0.55 0.66 1.13  1.22  
Guangan 27.15 39.61 0.40 0.44 0.63  0.66  27.15 39.77 0.41 0.43 0.64  0.66  
Leshan 16.80 43.98 0.94 0.94 2.46  2.46  16.80 44.22 0.94 0.94 2.48  2.48  
Luzhou 18.85 39.02 0.81 0.81 2.91  2.91  18.85 39.40 0.82 0.82 2.89  2.89  
Meishan 20.32 39.90 0.71 0.72 1.64  1.65  20.32 41.19 0.73 0.74 1.74  1.75  
Neijiang 25.01 40.32 0.55 0.58 1.09  1.12  25.01 41.06 0.56 0.59 1.12  1.14  
Suining 22.17 40.69 0.61 0.61 1.01  1.01  22.17 41.13 0.62 0.62 1.04  1.04  
Yibin 21.31 41.79 0.70 0.70 1.38  1.38  21.31 42.63 0.72 0.72 1.41  1.41  
Zigong 27.15 40.21 0.39 0.42 0.54  0.56  27.15 41.07 0.41 0.43 0.57  0.59  
Ziyang 32.32 41.34 0.28 0.34 0.42  0.47  32.32 42.36 0.30 0.36 0.45  0.50  
Ya’an 15.43 50.00 1.06 1.06 2.47  2.47  15.43 49.72 1.05 1.05 2.45  2.45  
Dazhou 16.81 40.51 0.82 0.82 1.49  1.49  16.81 40.36 0.82 0.82 1.48  1.48  
Criteria 










WF (January) WOF (January) 
OBS PRE MFB MFE MNB MNE OBS PRE MFB MFE MNB MNE 
Chengdu 125.28 109.85 -0.06 0.46 0.11  0.51  125.28 106.21 -0.09 0.45 0.08  0.49  
Chongqing 117.51 125.87 0.11 0.40 0.34  0.59  117.51 115.39 0.04 0.42 0.25  0.57  
Guangyuan 36.83 61.23 0.50 0.59 1.12  1.20  36.83 61.77 0.51 0.59 1.14  1.21  
Mianyang 78.89 92.90 0.17 0.53 0.51  0.77  78.89 89.46 0.15 0.52 0.46  0.74  
Nanchong 106.95 105.75 0.01 0.45 0.20  0.55  106.95 99.38 -0.05 0.47 0.14  0.55  
Bazhong 76.67 67.05 -0.09 0.42 0.05  0.44  76.67 65.99 -0.10 0.41 0.03  0.43  
Deyang 102.80 105.35 0.07 0.52 0.34  0.66  102.80 101.24 0.04 0.50 0.30  0.63  
Guangan 107.45 106.03 0.04 0.59 0.45  0.88  107.45 100.55 -0.01 0.60 0.38  0.85  
Leshan 107.50 102.39 0.01 0.41 0.17  0.48  107.50 101.80 0.01 0.42 0.17  0.50  
Luzhou 124.72 125.81 0.08 0.44 0.31  0.61  124.72 113.79 0.00 0.47 0.20  0.59  
Meishan 114.28 116.18 0.06 0.42 0.25  0.53  114.28 113.90 0.05 0.43 0.23  0.53  
Neijiang 126.31 115.93 -0.04 0.49 0.18  0.60  126.31 106.62 -0.11 0.52 0.10  0.60  
Suining 90.56 100.13 0.13 0.51 0.57  0.87  90.56 93.98 0.08 0.51 0.49  0.83  
Yibin 114.99 105.45 0.01 0.45 0.24  0.59  114.99 102.95 -0.02 0.45 0.21  0.58  
Zigong 143.05 125.60 -0.06 0.50 0.16  0.59  143.05 115.89 -0.13 0.53 0.08  0.59  
Ziyang 84.62 105.66 0.26 0.53 0.85  1.06  84.62 101.55 0.23 0.51 0.78  1.00  
Ya’an 70.37 85.88 0.20 0.35 0.34  0.46  70.37 84.71 0.19 0.33 0.32  0.44  
Dazhou 129.72 71.74 -0.50 0.68 0.27  0.56  129.72 69.60 -0.52 0.70 -0.29  0.57  
Criteria 
  
≤ ±0.6 ≤ 0.75 
    




Table 11. Model performance on MDA8 O3 and PM2.5 in July 2015 with or without feedback. OBS 
is mean observation, PRE is mean prediction, MFB is mean fractional bias, MFE is mean fractional 
error, MNB is mean normalized bias, and MNE is mean normalized error. The performance criteria 
for PM2.5 are suggested by EPA 
108, and the performance criteria for O3 are suggested by EPA 
109. 
Values exceeded the criteria are represented in bold. 
MDA8 O3  
(ppb) 
WF (July) WOF (July) 
OBS PRE MFB MFE MNB MNE OBS PRE MFB MFE MNB MNE 
Chengdu 85.89 62.54 -0.27 0.38 -0.19  0.35  85.89  62.77  -0.27  0.38  -0.18  0.36 
Chongqing 57.48 55.82 0.01 0.22 0.07  0.26  57.48  55.97  0.01  0.22  0.08  0.27 
Guangyuan 69.46 53.62 -0.25 0.26 -0.21  0.22  69.46  53.57  -0.25  0.26  -0.21  0.23 
Mianyang 68.07 54.81 -0.16 0.31 -0.02  0.38  68.07  54.70  -0.17  0.31  -0.01  0.39 
Nanchong 56.27 58.42 0.09 0.31 0.17  0.36  56.27  57.54  0.08  0.32  0.16  0.37 
Bazhong 62.70 51.97 -0.16 0.24 -0.13  0.22  62.70  51.80  -0.17  0.24  -0.13  0.23 
Deyang 70.16 58.01 -0.15 0.26 -0.08  0.27  70.16  57.74  -0.16  0.27  -0.09  0.28 
Guangan 86.23 55.41 -0.42 0.42 -0.34  0.34  86.23  54.97  -0.43  0.43  -0.34  0.34 
Leshan 64.96 65.26 0.02 0.13 0.04  0.15  64.96  64.83  0.01  0.13  0.04  0.14 
Luzhou 59.73 61.41 0.04 0.19 0.07  0.20  59.73  58.61  0.00  0.18  0.02  0.18 
Meishan 78.57 62.14 -0.20 0.29 -0.16  0.27  78.57  61.84  -0.21  0.29  -0.16  0.27 
Neijiang 77.28 60.94 -0.21 0.25 -0.18  0.21  77.28  59.95  -0.23  0.26  -0.19  0.23 
Suining 53.73 58.11 0.10 0.23 0.16  0.28  53.73  57.75  0.10  0.22  0.15  0.27 
Yibin 61.91 65.77 0.08 0.16 0.10  0.18  61.91  64.18  0.05  0.14  0.07  0.15 
Zigong 62.92 61.71 -0.01 0.12 0.00  0.13  62.92  62.13  0.00  0.14  0.02  0.15 
Ziyang 76.62 58.23 -0.26 0.28 -0.21  0.24  76.62  58.30  -0.26  0.28  -0.21  0.24 
Ya’an 30.74 63.60 0.71 0.71 1.17  1.17  30.74  63.79  0.71  0.71  1.18  1.18 
Dazhou 66.19 51.96 -0.20 0.31 -0.11  0.32  66.19  51.59  -0.20  0.32  -0.11  0.33 
Criteria 










WF (July) WOF (July) 
OBS PRE MFB MFE MNB MNE OBS PRE MFB MFE MNB MNE 
Chengdu 47.16 54.26 0.05 0.50 0.24  0.58  47.16 51.68 -0.01 0.48 0.18  0.54 
Chongqing 49.94 49.57 -0.05 0.35 0.06  0.36  49.94 47.99 -0.08 0.33 0.03  0.36 
Guangyuan 18.09 27.36 0.44 0.66 0.99  1.18  18.09 27.87 0.44 0.67 1.02  1.21 
Mianyang 39.05 39.61 -0.01 0.50 0.14  0.52  39.05 39.01 -0.03 0.48 0.12  0.5 
Nanchong 48.62 43.08 -0.17 0.48 -0.02  0.45  48.62 41.00 -0.21 0.48 -0.07  0.42 
Bazhong 26.58 29.82 0.07 0.48 0.29  0.59  26.58 29.60 0.07 0.47 0.28  0.59 
Deyang 39.73 50.10 0.14 0.58 0.41  0.73  39.73 47.69 0.10 0.55 0.33  0.66 
Guangan 31.12 41.71 0.21 0.56 0.49  0.75  31.12 39.45 0.16 0.50 0.41  0.67 
Leshan 35.61 45.53 0.11 0.53 0.36  0.68  35.61 44.50 0.09 0.50 0.33  0.64 
Luzhou 39.16 53.10 0.23 0.52 0.53  0.76  39.16 49.72 0.18 0.47 0.43  0.66 
Meishan 52.15 58.06 -0.04 0.52 0.18  0.57  52.15 54.33 -0.08 0.51 0.10  0.52 
Neijiang 38.77 51.80 0.23 0.53 0.58  0.82  38.77 49.27 0.21 0.47 0.47  0.68 
Suining 46.28 42.87 -0.11 0.54 0.10  0.57  46.28 40.44 -0.14 0.52 0.03  0.5 
Yibin 38.04 47.97 0.15 0.48 0.35  0.61  38.04 45.41 0.11 0.45 0.28  0.54 
Zigong 53.95 55.99 -0.02 0.42 0.13  0.47  53.95 55.50 -0.04 0.39 0.12  0.46 
Ziyang 26.45 46.98 0.46 0.63 0.99  1.11  26.45 46.72 0.46 0.61 0.98  1.09 
Ya’an 20.67 39.44 0.41 0.61 0.87  1.01  20.67 38.84 0.41 0.62 0.85  0.99 
Dazhou 43.40 32.53 -0.32 0.51 -0.17  0.42  43.40 31.20 -0.36 0.51 -0.21  0.41 
Criteria 
  
≤ ±0.6 ≤ 0.75 
    





Figure 12. Predicted and observed daily PM2.5 concentrations (μg/m
3) in the 18 cities of SCB in 
January. WF, WOF, and OBS indicated the PM2.5 concentration of with feedback, without 




Figure 13. Predicted and observed daily PM2.5 concentrations (μg/m
3) in the 18 cities of SCB in 





Figure 14. Predicted and observed MDA8 O3 concentrations (ppb) in the 18 cities of SCB in 





Figure 15. Predicted and observed MDA8 O3 concentrations (ppb) in the 18 cities of SCB in July. 





Figure 16. Predicted PM2.5 (μg/m
3) with components and MDA8 O3 concentrations (ppb) spatial 
distribution of SCB in January 2015 without feedback. 
 
Figure 17. Predicted PM2.5 (μg/m
3) with components and MDA8 O3 concentrations (ppb) spatial 
distribution of SCB in July 2015 without feedback. 
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PM2.5 concentrations gradually increased from the rim of the basin (~40 µg/m
3) to the central (~ 
140 µg/m3), with two hotspots near Chengdu and Chongqing in January (~ 120 µg/m3) and July 
(~ 40 µg/m3). This spatial pattern was associated with emissions and wind directions within the 
basin. The WD in SCB is usually blowing from the northeast to southeast and then travel within 
the basin in an counterclockwise pattern 127. This led to an inter-city transport process of air 
pollutant, which can be noticed more easily during the highly polluted season of winter (Figure 
16).  
The MDA8 O3 concentration was higher in summer (90 to 60 ppb from center to rim) and lower 
in winter (60 to 40 ppb from east to west). This seasonal pattern was associated with higher 
temperatures and much more solar radiation in summer, which leads to stronger photochemical 
production of O3. As shown in Figure 18, the simulated temperature in summer (>30℃ on average) 
is more than two times in winter. Monthly average solar radiation intensity was almost three times 
in summer (more than 300 w/m2) than in winter (130-160 w/m2). Besides, according to Wang et 
al. 162, high PM2.5 concentration can also decrease O3 concentration by blocking solar radiation or 
consuming precursors. MDA8 O3 concentration was in a similar pattern among 18 cities in both 
summer and winter, which are 50 ppb and 80 ppb on average, respectively. Megacities like 
Chengdu and Chongqing did not show any extreme different values compared with other cities 
among the basin, indicating that O3 was largely affected by meteorological conditions than the 





Figure 18. Averaged meteorological parameters in January and July 2015 and the differences from 
with feedback and without feedback. T2 is the temperature at 2 meters above ground, WS is wind 
speed, RH is relative humidity, PBL is planetary boundary layer height, and SR is the shortwave 
radiation at the surface. 
3.3.3 Effects of aerosol radiation feedbacks 
3.3.3.1 PM2.5 and O3 simulations with and without aerosol radiation feedbacks 
Differences of PM2.5 and its components and MDA8 O3 between WF and WOF in January and 
July 2015 are shown in Figures 19 and 20. Aerosol radiation feedback decreased MDA8 O3 
concentration in most of the Sichuan basin by as much as 2 ppb during January. This resulted from 
the decreasing temperature and solar radiation directly reduced photolysis rates, which will cut the 
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formation of O3 (Figure 18). In July, most areas in the south and east of the basin experienced a 1-
2 ppb increase of O3 concentration while west and northwest part of the basin had an up to 2 ppb 
decrease (Figure 20). The precipitation of WF in July decreased by more than 30% in comparison 
with WOF, which may leave more O3 precursors in the air (Figure 18). The cloud in raining days 
also prevents the photochemical reactions of O3 formation. 
In January, feedback brought central basin an up to 12 μg/m3 increase and west basin an up to 4 
μg/m3 decrease of PM2.5. Among PM2.5 components, NH4
+, SOA, and POA showed a similar 
pattern with total PM2.5, which increased in the central and decreased in the west. NO3
-, EC and 
OTHER increased basin-wide while NO3
-was the first contributor (50%) to total PM2.5. SO4
2- was 
in a different pattern that decreasing in most parts of the basin especially in the west and increasing 
in Luzhou. The changes in total PM2.5 in July was less than 4 μg/m
3 on average. The changing 
pattern was like January that a slight decrease was observed in the west while the rest were 
increasing. 
 
Figure 19. Differences of PM2.5 (μg/m
3) and components and MDA8 O3 concentrations (ppb) 




Figure 20. Differences of PM2.5 (μg/m
3) and components and MDA8 O3 concentrations (ppb) 
between WF and WOF in July 2015. 
All 7 components showed quite similar spatial distribution patterns with total PM2.5 and NO3
- was 
still the first contributor. The increase of PM2.5 was a consequence of decreases in WS, PBL, and 
temperature (Figure 18). Reduced PBL height indicated a more stable PBL, which further 
weakened the dispersion of air pollutants. 
3.3.3.2 Air pollution impacts on meteorology 
Figure 21 shows the temporal variations of PM2.5 concentrations and meteorology parameters in 
January and July 2015 around the basin. The feedback decreased the solar radiation at the surface 
both in January and July. The temperature was decreasing accordingly with a larger amount in 
January compared with July due to the lower base value in the winter. Because of the decrease of 
T2 and the PBL and the increase of RH were found in both months, and changes are more visible 
in January than in July. WS is in a quite similar pattern and value while a slight decrease can be 
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found when there was feedback. The rain was reduced by feedback and bigger differences were 
observed in July than in January resulted from less precipitation in the winter.  
 
Figure 21. Temporal variations of predicted daily PM2.5 concentrations (μg/m
3) and meteorology 
parameters in January and July around the basin. T2 is the temperature at 2 meters above ground, 
WS is wind speed, RH is relative humidity, PBL is planetary boundary layer height, and SR is the 
shortwave radiation at the surface. 
The spatial distribution of averaged meteorological parameters in January and July 2015 of WF, 
WOF and their differences is shown in Figure 18. Compared to WOF, the temperature of WF 
decreased for 1-2℃ in January around the basin. RH increased up to 8% in most cities located in 
the central basin. The PBL decreased by more than 10% in the rim and 20% in the central area. 
Changes in precipitation in January were barely observed. Solar radiation (SR) showed a similar 
changing pattern with PBL, decreased ~30% when feedback was turned on.  
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For differences in July, changes between WF and WOF were in the same trend when compared 
with January but with smaller values in most meteorological parameters except precipitation. 
Unlike the inconspicuous changes in January, there was an apparent decrease in precipitation 
especially in the southwest corner of the basin for more than 30%. The temperature was slightly 
decreased up to 1℃ in July when there was aerosol radiation feedback. Aerosol impact radiation 
and temperature through different radiative effects of different aerosol components 163. Aerosols 
can reduce incoming solar radiation via backscattering, which will decrease the surface 
temperature. WS pattern was similar as in January, changes cannot be obviously observed but the 
decreasing trend was certainly found. RH increased for ~5%, PBL and SR decreased for ~15% 
around the basin.  
To quantitatively evaluate the aerosol radiation effects on PM2.5 concentration changes and 
meteorology parameters, an ensemble method was used (Figure 22). The daytime (8 a.m.-4 p.m.) 
surface PM2.5 concentrations at all stations were sorted from the lowest to the highest and grouped 
with an interval of 10 μg/m³, which produced 23 bins in January and 18 bins in July. The x-axis is 
the averaged concentration of PM2.5 in each bin. The y-axis is the averaged changes caused by the 
feedback at all stations in each bin of each parameter. Figure 22a shows the differences in PM2.5 
concentration between WF and WOF, Figure 22b shows the percentage change of PM2.5 by 
dividing the result of Figure 22a with the PM2.5 concentration of WF. An increase in the PM2.5 
concentration brought by aerosol radiation feedback can be clearly identified from Figure 22a and 
b. The increasing effect was getting bigger as the PM2.5 concentration goes high and reaching 15% 
in January when PM2.5 concentration is larger than 225 μg/m³. When PM2.5 concentration is under 
35 μg/m³, the feedback effect decreased the PM2.5 concentration for 1%. But after PM2.5 
concentration is exceeding 35 μg/m³, the percentage of changing increased almost linearly as the 
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PM2.5 concentration goes high (Figure 22b) with a rate of ∼7–10% per 100 μg/m³ PM2.5. In July, 
absolute change and percentage changing are also in a similar changing pattern. The changing rate 
is as small as 7% per 100 μg/m³ PM2.5 before the PM2.5 concentration reached 75 μg/m³. After that, 
the changing grows rapidly and linearly, which reached 25% when PM2.5 concentration was more 
than 175 μg/m³ ( Figure 22b’). 
Figure 22h shows the percentage change of solar radiation that can be decreased as much as 40% 
as the PM2.5 concentration goes to 150 µg/m³ and keep still afterward. This was because aerosols 
can absorb and scatter incoming solar radiation and resulting in reducing surface solar radiation. 
Lower surface solar radiation leads to a lower temperature consequently (Figure 22c). Temperature 
showed a similar changing pattern with solar radiation, kept decreasing to 0.6℃ from the 
beginning until 150 µg/m³ and became relatively stable then. From Figure 22d, the feedback 
decreased WS by about 0.05 m/s before 165 µg/m³ and the changes show little fluctuation 
afterward while with a speed of 0.05 m/s on average. The PBL was highly influenced by thermal 
situation and atmospheric dynamics, so PBL decreased with the reduction of temperature and WS 
(Figure 22f). PBL was notably decreasing within the low concentration range, which less than 150 
µg/m³ and keeps the 30% changing rate after. Precipitation decreased when there was feedback 
but in a small range of 0.005mm during almost the whole concentration range. Since RH was 
determined by the temperature and water vapor, the decreasing temperature and precipitation 
would lead to an increase of RH, which accounted for as much as 2% in January (Figure 22e). In 
July, all the parameters presented the same changing pattern but slightly different amounts 
compare with January, such as T2, WS, PBL, SR. Feedback brought a fast decrease of RH in July 
when PM2.5 concentration was less than 25 µg/m³ (Figure 22e’). Precipitation reduction is as large 
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as ~0.15 mm in July, which was 3-4 times of the changes in January. Lower precipitation, lower 
WS, and higher RH all led to an increase in PM concentration. 
 
Figure 22. Changes of PM2.5 concentrations (μg/m
3) and meteorology parameters caused by 
feedback around the basin, as a function of the PM2.5 concentrations (μg/m
3) during the daytime 
January. The daytime (8 AM-4 PM.) surface PM2.5 concentrations at all stations were sorted from 
the lowest to the highest and grouped with an interval of 10 μg/m³, which produced 23 bins in 
January and 18 bins in July. The x-axis is the averaged concentration of PM2.5 in each bin. The y-
axis is the averaged changes caused by the feedback at all stations in each bin of each parameter. 
T2 is the temperature at 2 m above ground, WS is wind speed, RH is relative humidity, PBL is 




3.4 Conclusion  
WRF/Chem V3.7.1 was applied to simulate air pollution and aerosol direct radiation feedbacks 
over the SCB and showed good capability of predicting meteorological variables and air pollutants. 
PM2.5 concentration was higher in winter (~90 µg/m³) than in summer (~40 µg/m
3). Higher 
emission and unfavorable meteorology were two main reasons that led to seasonal variations. SO4
2-, 
POA, and NO3




- shared the most in summer. O3 concentrations of 18 cities were in similar patterns both in 
summer and winter, and summer concentrations were up to 80 ppb. Aerosol radiative effects 
reduced shortwave flux at the ground by as much as 40% in January and 80% in July, lowered the 
temperature by 0.6℃ in January and 0.4℃ in July in average, decreased WS by ~0.1 m/s in both 
seasons, reduced PBL height by 30%, while slightly increased RH (1-2 %). All those changes 
resulted in increases of O3 and PM2.5 concentrations. The feedback effects were getting bigger as 
the increase of PM2.5 concentration. This study indicates that the feedbacks from air pollutants 




CHAPTER 4. GROUND-LEVEL OZONE SIMULATION USING 
ENSEMBLE WRF/CHEM PREDICTIONS OVER THE SOUTHEAST 
UNITED STATES 
4.1 Introduction 
Ground-level O3 has adverse influences on ecosystems and human health 
164-167. Including 
childhood asthma, short-term exposures to O3 are proven to have effects on respiratory and 
cardiovascular system 168, 169. From a study through 95 large US urban communities, Bell et al. 170 
concluded that a 10-ppb increase of O3 in the previous week would result in a 0.64% increase in 
cardiovascular and respiratory-related mortality. According to Nuvolone st al. 171, 16,000 
premature deaths, which equal to 192,000 years of life lost, in European countries were contributed 
by O3 exposure. In a 2016 study in China, O3 led 74200 annual premature mortality responsible 
for a $7.6 billion economic loss 172. Ghude et al. 173 estimated mortality of 12,000 people by chronic 
obstructive pulmonary disease on a national scale in India in 2011 due to O3 exposure. Besides 
health effects, elevated O3 could influence vegetation and damage crops. From 1980 to 2011 in 
the U.S., the productions of maize and soybean were reduced due to O3 pollution by 5% and 10%, 
respectively 174. Feng et al. 175 estimated the costs of O3 induced losses in rice, wheat, and forest 
production in China were $7.5, $11.1, and $52.2 billion, separately. 
Emission and meteorology are two key factors influencing the accuracy of predicting air pollution 
using CTMs 154, 176, 177. In an O3 simulation study in Melbourne from 1999 to 2006, Pearce et al. 
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found 26.3% of O3 variations were due to the meteorological variables. The changes in temperature, 
especially when above 35°C, could lead to as much as 150% positive response for O3. Zhang et al. 
178 concluded the extreme O3 event in October 2010 over the Southeast U.S. to the dry and warm 
weather conditions, which enhanced photochemical production. Jing et al. 179 also found a 53% 
variance of O3 concentration resulted from meteorology from 2005 to 2013 in Chicago. 
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Meteorological condition plays a decisive role in the places where anthropogenic emission has 
been well controlled in Europe and North America 180-182. The Toronto area experienced the 
highest recorded summertime O3 in 2012 although the precursors of NOx and VOCs kept 
decreasing in the previous years. The high O3 concentration was believed due to high solar 
radiation and transport from upwind regions 183. Jaffe et al. 184 concluded the high O3 in June of 
2015 in the western U.S. to the unfavorable meteorological condition under the circumstance of 
anthropogenic emission reduction. 
To address the uncertainties from emission and meteorology, ensemble methods have been applied 
in previous studies 185-187. Since there was no unified theory in the field of air quality modeling, 
researchers constructed the ensemble in different approaches. Ensemble methods can be derived 
by applying several models 188-191. Delle Monache et al. 186 conducted four photochemical models 
for improving simulation accuracy during an O3 event over western Europe. The ensemble can be 
derived by perturbing model input parameters as well 192-197. To determine the O3 response to 
meteorological parameters, an ensemble modeling case was conducted by Dawson et al. 198 in the 
eastern U.S in 2001. The ensemble in nearly all the cases was initialized with slight perturbated 
initial conditions that reflect the inherent uncertainties in model simulations. SERF developed by 
the National Centers for Environmental Prediction (NCEP) of the U.S. Du et al. 199 is such an 
ensemble forecasting system. SREF contains 26 members from two dynamics cores: the Advanced 
Research WRF (ARW) and the Nonhydrostatic Mesoscale Model (NMM) of WRF. There are a 
control run and 12 runs with different perturbed initial conditions including initial condition, 
physics, and land surface in each dynamics core 200. 
In this study, MDA8 O3 over the Southeast U.S. was conducted for one week in each summer of 
the year from 2016 to 2018 using ensemble WRF/Chem. Model performance was validated by 
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comparing with air quality data collected at outdoor monitors from the U.S. Environmental 
Protection Agency (US EPA) 201. This study would provide information for using ensemble 
meteorological inputs to improve CTMs performance.  
4.2 Methods 
The Weather Research and Forecasting model with Chemistry (WRF/Chem) V3.7.1 was applied 
to simulate MDA8 O3 in the Southeast U.S. with a horizontal resolution of 12 km × 12 km (Figure. 
23). WRF v3.7.1 was used to generate meteorological inputs with the Four-Dimensional Data 
Assimilation (FDDA) input from SREF. The NCEP SREF system has been developed and run 
since April 2001 199, 202. The version of SREF used in this study is a 26-member ensemble evenly 
split between the Advanced Research WRF (ARW) dynamical core and the Nonhydrostatic 
Mesoscale Model (NMM) that were both executed on a 32 km grid. Each dynamics core has 12 
runs with 6 positive and 6 negative perturbed initial conditions and 1 control run 200. 
 




The National Emissions Inventory (NEI) 2011 and State Annual Emissions Trend data were 
applied to generate anthropogenic emissions for 2016 to 2018 203. Biogenic emissions were 
produced using the Biogenic Emissions Inventory System (BEIS) v3.14 integrated with the Sparse 
Matrix Operator Kernel Emissions (SMOKE) emission processing model (version 3.5.1) 
developed by US EPA. The emissions from biomass burning were generated based on the FINN 
204.  
The observation data from EPA was used to validate the simulation results and helped to decide 
the simulation periods. Continuous 7 days with high observed O3 concentrations during summer 
were picked in each year. In specific, those were June 25 to July 02 in 2016, July 18 to 24 in 2017 
and June 04 to 10 in 2018. The simulations started three days before each period with three days 
spin up.  
4.3 Results and discussions 
4.3.1 Model validation 
The model performance statistics of O3 are shown in Table 12. Mean observations, mean 
predictions, MFB, MFE, MNB, and MNE was calculated during each week in the three years. O3 
was well predicted as the MNB and MNE in all the three years were all within the criteria suggested 
by EPA 108, although the model showed slightly overprediction in 2018 (positive MNB) and 
underprediction in 2016 and 2017 (negative MNB). Figure 24 shows the observation (obs) and 
prediction (ensemble) values of weekly averaged MDA8 O3 concentration in each monitor station 
in the Southeast U.S. during the three years. For 2016, the low values in Florida and East Coast 
areas were well captured by the ensemble. The simulations showed good results in Arkansas, 
Louisiana, and Mississippi while several peak values were missed in the middle and north parts of 
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Southeast U.S. In 2017, the model performed well especially in the East Coast and Gulf of Mexico 
Coastal areas, while some high values were neglected in North Carolina and South Carolina, 
Virginia, and Kentucky. In 2018, almost all stations were slightly underpredicted except several 
stations in the middle and Florida. 
Table 12. Model performance of O3 in three years. OBS is mean observation, PRE is mean 
prediction, MFB is mean fractional bias, MFE is mean fractional error, MNB is mean normalized 
bias, and MNE is mean normalized error. The performance criteria for O3 are suggested by EPA
109. 
   2016 2017 2018 Criteria  
        
MDA8 O3 
(ppb)    OBS 44.56 43.54 43.13   
  PRE 41.31 38.74 43.32   
  MFB -0.07 -0.12 0.02   
  MFE 0.17 0.20 0.19 
≤ ±0.15 
 
  MNB -0.04 -0.09 0.08  
  MNE 0.18 0.18 0.23 ≤0.3  
 
 
Figure 24. Averaged MDA8 O3 concentration of ensemble prediction and observation from EPA. 





4.3.2 Variances of O3 and meteorological conditions 
The ensemble model had 26 members generated based on two dynamic cores. To better illustrate 
the differences between the ensemble, the standard division of MDA8 O3 prediction and 
meteorological parameters in three years is shown in Figure 25. 
 
Figure 25. Standard deviation of weekly averaged MDA8 O3 and meteorological parameters in 
three years. T2 is temperature at 2 meters above ground, WS is wind speed, RH is relative humidity, 
PBL is planetary boundary layer height, and SR is the shortwave radiation at surface. 
The standard deviation in 2016 ranged from 1 to 4 ppb and the largest fluctuation happened in the 
coastal areas along with Louisiana, Florida, and Virginia. The standard deviation in 2017 was up 
to 6 ppb in the Gulf of Mexico coastal area near Louisiana and Mississippi. The highest standard 
deviation in 2018 was 6 ppb and was found near the Baton Rouge and New Orleans area. The O3 
oscillation caused by the ensemble meteorology accounted for at least 10% of the averaged O3 
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concentration in the domain. O3 is a product of photochemical reactions and solar radiation could 
dominate O3 variability and concentration. The distribution of SR was consistent with the 
distribution of the O3 standard deviation. Other parameters including T2 and precipitation (Rain) 
showed a similar pattern with SR, which enhanced the variation of O3. Besides local production, 
transport is another important reason for the accumulation of O3 
205. Besides the coastline in the 
Gulf of Mexico, relative high wind speed variances were found in Northeast coastlines, which may 
enlarge the variances of O3 concentration. 
4.3.3 Root Mean Square Error 
In this section, we examined the model accuracy by calculating RMSE of all the ensemble 
members. Figure 26 provides RMSE of all ensemble members with the observation result in three 
cities in three weeks of each year. Atlanta usually had the highest O3 concentrations while Miami 
had the lowest and Baton Rouge experienced the largest fluctuation. These were the reasons for 
choosing those three cities.  
The ensemble did have a noticeable range of errors in all the members, which indicated the impact 
of uncertainty from meteorological conditions. In Miami, the ensemble showed great performance 
in 2017 with less than 5.50 ppb errors in the whole week in all members. The errors in 2017 were 
relatively larger than that in 2016, especially on June 27, 2016. In Miami, the ensemble showed a 
similar pattern among members in 2016 and 2017. Both peak and valley values appeared among 
different members on the same day from June 05 to 07 in 2018. For example, on June 05, ARW-
n2 showed an error as large as 11.50 ppb, while ARW-p2 showed the lowest error of 0.06. Except 
for low errors in certain days (July 01 in 2016, July 20, 22 and 23 in 2017, and June 07 in 2018), 




Figure 26. Root mean square errors of ensemble members and observed MDA8 O3 in each week 
of three years in three cities. 
For Baton Rouge, large variance of errors was found in certain days especially in 2018. On June 
30, 2016, and July 22, 2017, 20–30 ppb differences were found between ensemble members. 
Ensemble members presented visible different performances since June 6 in 2018 although some 
members showed error as low as 0.15 ppb on a certain day (NMM-p2 on June 09). On July 22 and 
24 of 2017 and June 05 of 2018, more than 100% of errors were observed compared with 
observation values. The ensemble performances were highly dependent on city and time. There 
was not one individual case that works well in all cities and in all three years, which in turn proved 
the advantage of using ensemble than using an individual member in the model simulation.  
4.3.4 Evaluation and ranked histogram 
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Figure 27, 28 and 29 show the ensemble prediction and observed MDA8 O3 concentrations along 
with RMSE in three cities in three years. The ensemble method showed benefit of capturing the 
peak values that individual run. For Miami in 2016, the NMM-n2, NMM-n4 and NMM-n6 cases 
showed better potential in catching the peak values than other cases. In 2017, although the peak 
value was overpredicted and the valley value was underpredicted in most cases, all the prediction 
results showed a similar pattern of a compact range with observation. Within the range of 1.69 to 
3.41 ppb, Miami in 2017 showed the lowest RMSE in the three cities during the three years. In 
2018, the top two observation values were overpredicted for a large scale in all the cases except 
ARW-n1 and ARW-p3. The low values were also underpredicted, which resulted in a relatively 
large RMSE. For Atlanta, underprediction from all ensemble members was observed in three years. 
Almost all the RMSE were larger than 20 ppb in 2016 and 2018. All the members missed the peak 
and valley values in 2016. In 2018, only member NMM-n1 caught the valley values of Atlanta. In 
2017, the NMM-n4 member was better in capturing the top value than other members. In Baton 
Rouge, many members did well by reproducing the peak values and valley values in 2016. In 2017, 
all the peak values were overpredicted, but some members have closely predicted the valley values 
(ARW-n1, ARW-n6, ARW-p3, NMB-n1, NMB-n2, NMB-n6). In 2018, the members showed a 
disarray pattern of prediction and even the lowest RMSE was as large as 16.09 ppb (NMB-n4). 
Figure 30 shows the distribution of observed O3 values from the lowest to highest for all three 
cities in three years. The rank histogram plots were made by placing the prediction values of all 
the 26 ensemble members in 8 bins with the head and tail bin outside the observation spread. Rank 
histogram plots are usually used to evaluate the effectiveness of how the ensemble results covered 
the observation. A perfect ensemble will have equivalent probability through the bins resulting in 




Figure 27. MDA8 O3 concentrations of observation and ensemble prediction along with RMSE in 




Figure 28. MDA8 O3 concentrations of observation and ensemble prediction along with RMSE in 




Figure 29. MDA8 O3 concentrations of observation and ensemble prediction along with RMSE in 
Baton Rouge in three years. 
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Miami showed great performance in 2016 since there were no extreme high or low bars. The model 
showed 40% overprediction in 2017 while the model was underpredicted for almost 50% in Miami. 
Atlanta showed clearly underprediction in all three years. More than 70% of underprediction was 
found in 2016 and 2018 and almost 40% of underprediction was observed in 2017. Baton Rouge 
was in a large variance while 2016 had a 30% underprediction and 2017 had a 30% overprediction 
while a relatively good performance was found in 2018.  
4.4 Conclusion 
In this study, simulation of O3 over the Southeast U.S. was conducted for one week in the summer 
of each year from 2016 to 2018 using the WRF/Chem model with ensemble meteorology. The 
contribution of meteorology uncertainties to the air quality forecasting was conducted. Ensemble 
averaged concentration showed good performance in predicting O3, especially along the coastal 
areas. The largest fluctuations of O3 were 4–6 ppb during the three years especially in the coastal 
areas along Louisiana, Florida, and Virginia. The O3 changes due to meteorology uncertainties 
accounted for at least 10% of averaged O3 concentration in the domain. Although the ensemble 
model underpredicted O3 in Atlanta in all three years in this study, the ensemble method was still 
more reliable than any individual run. This is not only because the ensemble offered more 
simulation options than a single run but also because it has optimization potential by calculating 
and using the weighting factors of all the ensemble members. Ensemble offers a way to improve 













CHAPTER 5. AIR POLLUTION AND ITS METEOROLOGICAL 
FEEDBACKS IN AFRICA 
5.1 Introduction 
Africa is the second-largest continent in the world with the second highest population. The past air 
quality studies in Africa were highly dust-related since the Middle East and North Africa are the 
most insistent source of mineral dust 206, 207. It is estimated that more than 50% of the global dust 
mass was emitted from this region 208.  
Air pollution problems happen globally, especially the areas with a large population and rapid 
economic development, which result in large anthropogenic emissions 67, 209-212. Africa is now 
suffering air pollution problems like PM2.5 and ground-level O3 due to the rapid population growth 
and urbanization 213-215. It was estimated that 54% of population growth would be in urban areas 
by 2030 in Africa 216. Traffic and industry are the major PM2.5 sources along with the urbanization 
in developing countries 217, 218. Assamoi and Liousse 218 indicated the fuel consumption ratios of 
vehicles between their study and the United Nation database could be as large as 169%, 264%, 
and 628% in three countries in West Africa. Africa is a continent with high distributions of coal 
and oil sources, phosphate, and metal ores in all five regions 219. Large numbers of tractors, 
machinery, and delivery vehicles are used underground and on the surface of mines. Those 
gasoline and diesel engines are huge emission sources 220. Besides traffic and industry emission, 
other kinds of typical PM2.5 sources were found in Africa as well, such as cooking emission from 
the combustion of biomass fuels like charcoal, wood, crop wastes, and animal dung221. Indoor 
emission of residual insecticides for malaria control and smoke emission from the agriculture 
waste burning are large sources as well 222, 223.  
In addition to particulate pollution, O3 pollution is becoming severe in recent years in Africa as 
well 224-226. High level of ground-level O3 was found in southern Africa because of the huge 
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emission from vegetation, biomass burning with the help of intensive solar radiation 227. Compared 
with dust, PM2.5 showed more severe health effects on human beings since it has a smaller size and 
could be easily breathed into our lungs and even dissolved in blood 13, 228, 229. Being a powerful 
oxidant, high concentration O3 on the ground level could damage the plant cell as well as the skin 
of human beings and lead to crop loss and skin and respiratory disease of human beings 230, 231. 
Besides emission, the meteorological condition is another key factor in air pollution. Meteorology 
plays a significant role in the processes of transport, transformation, and deposition of air 
pollutants and their precursors 86, 232. With a big range of latitude, there are several climates in 
Africa such as the tropical monsoon climate, the equatorial climate, the tropical dry and wet 
climate, the desert and semi-desert climate, and the subtropical highland climate 233. The emitted 
pollutants would show different feedback effects under these various kinds of climates. For 
example, there are two main Monsoons in Africa. The West African Monsoon prevails in the 
summer and the East African Monsoon, which usually brought precipitation in spring and autumn 
234, 235. From a WRF/Chem simulation over the West Africa Monsoon region, Zhao et al. 236 found 
dust showed warming up effect (6.94 W/m2) and cooling down effect (-6.11 W/m2) at the surface 
in the atmosphere during January 2016. Through a 6-year simulation conducted by the RegCM3 
model over southern Africa, Tummon et al. 237 found an up to 60 W/m2 decrease in surface 
radiation was found in the biomass burning region. The study of aerosol radiation in Africa is 
limited while mostly focused on dust 238, 239.  
In this study, model simulation of air pollutants like PM and O3 with aerosol radiation feedbacks 
effects over the whole continent of Africa at 36-km grid resolution was conducted for eight days 
in January (09-16) and August (05-12) 2015 using the WRF/Chem model. This study would 
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provide information for evaluating WRF/Chem model performance and meteorological feedbacks 
for the areas where have large meteorology variations and emission potentials like Africa.  
5.2 Methods 
5.2.1 Model description and application 
WRF/Chem is the WRF model online coupled with a chemistry module to predict chemical 
components and meteorological at the same time 141, 142. The gas-phase chemical mechanism of 
RACM-KPP (Regional Atmospheric Chemistry Mechanism of using the Kinetic Pre-Processor) 
and the aerosol scheme of GOCART (Goddard Global Ozone Chemistry Aerosol Radiation and 
Transport) are used 240, 241. YSU boundary layer physics was used as meteorological physics option 
149, land surface model of NOAH was used 148, and RRTM schemes were chosen for longwave 
and Goddard shortwave radiation prediction 150, 151. WRF outputs were processed by Meteorology-
Chemistry Interface Processor (MCIP). The common case is using FNL Operational Global 
Analysis data from the NCAR 242.The configuration of WRF/Chem is defined in Table 13. 
Table 13. The configuration of WRF/Chem. 
Process WRF/Chem 
Aerosol model  GOCART  
Dust option GOCART-AFWA 
Gas-phase mechanism  RACM-KPP 
Boundary layer scheme  YSU 
Photolysis scheme  Fast-J 
Land-surface model NOAH  
Short-wave radiation Goddard 
Long-wave radiation RRTM  
To explore the aerosol radiation feedback effects on air pollutants on meteorology, two simulation 
situations were steed up. The base case is a simulation without feedbacks (WOF). The comparative 
case (WF) is simulating with aerosol direct radiation effects. Except for the radiation feedback 
effects difference, the two cases were the same in everything including model setup and emission 
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inputs. The difference between the two cases indicates the consequence of aerosol radiation direct 
effects. 
5.2.2 Emission Inventory 
Anthropogenic emissions of PM2.5, PM10, SO2, NOx, CO, VOCs, OC, and EC were offered by 
EDGAR v4.3 with a spatial resolution of 0.1° × 0.1°. The anthropogenic emissions are grouped 
into six categories: energy agriculture, on-road transportation, industries, off-road transportation, 
residential activities. The hourly anthropogenic emission files are processed base on weekly and 
diurnal profiles. Since no local information on Africa was available, the profiles used here are 
originally designed for U.S. and described in detail by Zhang et al. 153. The details can be found in 
Section 3.2.2 and Table 7 and 8. The Model for MEGAN v2.1 was used to generate the biogenic 
emissions 243.  
5.2.3. Model validation 
Meteorology and model performances were certified by evaluating meteorological observations 
and air pollutant concentrations with simulation outcomes. By comparing the prediction results 
generated by WRF/Chem model with the observation results from the NASA earth science data of 
aerosol optical depth (AOD) results obtained from Moderate Resolution Imaging 
Spectroradiometer (MODIS), the performance of WRF/Chem model was validated. Meteorology 
performance was justified by comparing WRF simulation results with meteorological observations. 
Meteorological observations were acquired from NCDC, including WD and WS at 10 meters AGL, 
RH and air temperature at 2 meters AGL. The meteorological stations in Africa of 36 km resolution 





Figure 31. Locations of domains with meteorological stations (red cross X) in Africa. 
5.3 Results and discussions 
5.3.1 Model validation 
5.3.1.1 Meteorology  
The WRF model performance was certified during the eight days in January and August of 2015. 
Simulations results were evaluated by calculating the statistics of MB, RMSE, and GE. Details 
were shown in Table 14 together with the benchmarks suggested by Emery et al.107. T2 was slightly 
under-estimated in both January and August since MBs values are negative (-0.46 K and -0.59 K, 
respectively). Whereas WS was over-estimated, as MBs are 0.86 m/s in January and 0.64 m/s in 
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August. MBs of WD in both months was within the benchmark. The statistics results were also 
compared with related benchmarks. In terms of T2, GE was surpassing benchmarks by 10% in two 
months and MB was exceeding benchmark by 20% in August while within benchmark in January. 
MB of WS was larger than benchmarks by 30% to 70% while GE achieved the benchmarks. RMSE 
of WS is higher than the benchmark in by 5%-10% in two months. MB of WD was inside the 
benchmark range while GE was higher than benchmarks by 100% in both months. Since the 
benchmarks were based on MM5 simulations with finer resolutions of 12km and 4 km for the 
eastern United States, it cannot be concluded a simulation failure for exceeding the benchmark 
values.  
Table 14. Meteorology performance of January and August in 2015. OBS means observation, PRE 
means prediction, MB means bias, GE is gross error, and RMSE is root mean square error. The 
benchmarks are suggested by Emery et al. 107. Values exceeded the benchmark are represented in 
bold. 














































































5.3.1.2 PM2.5 and AOD 
It is difficult to obtain surface observed air pollutant data because air quality monitoring sites are 
seldom set in Africa, especially in the whole continent. AOD is widely used as an indicator of 
PM2.5 concentration. Averaged AOD from MODIS and WRF/Chem simulation during the eight 
days in January and August is showed in Figure 32 and Figure 33. In January, large AOD was 
found in North Africa and the middle area. Peak AOD values were observed along with the coastal 
areas in West Africa (Figure 32a). All those patterns of AOD spatial distribution were well 
captured by the WRF/Chem simulation (Figure 32b). In August, except for some missing in the 
middle, the model predicted the AOD in the north including the high values in the Red sea area 
(Figure 33b). 
 





Figure 33. Averaged AOD from MODIS and WRF/Chem simulation during the eight days in 
August. 
5.3.2 Effects of aerosol radiation feedbacks 
5.3.2.1 Seasonal and spatial variations 
PM2.5 concentrations in Africa have obvious variations season and spatial distribution (Figure. 35, 
Figure. 36). Large areas in west Africa were suffering the PM2.5 pollution with more than 500 
μg/m3 in averaged concentration in January. The peak value of 1600 μg/m3 was observed in the 
middle of the Sahara Desert area (Figure 34a). While in August, high PM2.5 concentration was 
observed in North Africa with an average of ~200 μg/m3. Extreme values of more than 400 μg/m3 
were found near the coastal area of the North Atlantic Ocean and Red sea (Figure 35a).  
O3 showed similar patterns in distribution and range in the two months (Figure. 34c, Figure. 35c). 
High O3 concentrations around 35 ppb were found in North and South Africa while low values 
were found in the middle part. While the difference between peak and valley values in August 




Figure 34. Spatial distribution of predicted PM2.5 (μg/m
3) and MDA8 O3 concentrations (ppb) in 
January 2015 without feedback and differences between WF and WOF of Africa. 
 
Figure 35. Spatial distribution of predicted PM2.5 (μg/m
3) and MDA8 O3 concentrations (ppb) in 
August 2015 without feedback and differences between WF and WOF of Africa. 
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5.3.2.2 Aerosol radiation feedbacks  
Differences between WF and WOF in PM2.5 and MDA8 O3 in January and August are shown in 
Figure. 34b, Figure. 35b. In January, feedback brought west Africa an up to 300 μg/m3 decrease 
and north and middle Sahara an up to 50 μg/m3 increase of PM2.5 in concentration. The changes of 
PM2.5 in August were less than 25 μg/m
3 on average and all were distributed in the north and west 
Africa. The increase of PM2.5 resulted from the decreases in temperature (up to 1 °C in both months) 
and PBL (up to 120 m in both months) (Figure. 36). Decreased PBL height revealed a more stable 
atmosphere, which further diminished the spreading of air pollutants. Aerosol radiation feedback 
effects reduced MDA8 O3 concentration in North Africa by as much as 6 ppb and increased MDA8 
O3 concentration in South Africa by up to 12 ppb during January (Figure 34d). While only slightly 
decrease (less than 1 ppb) was found in North Africa in August (Figure 35d). The O3 reductions 
in concentration were due to the reduced temperature (around 1 °C in both months) and solar 
radiation (20-40 w/m2), which directly lowered photolysis rates and slashed the formation of O3 
(Figure. 36).  
5.4 Conclusion 
WRF/Chem V3.7.1 was used to simulate PM2.5 and O3 and their aerosol direct radiation feedbacks 
on meteorology over Africa. Model showed reasonable performance both in predicting 
meteorology parameters and air pollutants. The meteorology conditions showed big differences in 
the south and north Africa in January and August of 2015. PM2.5 concentration was greater in 
January with the peak value of 1600 μg/m3 in the middle of the Sahara Desert area while extreme 
values of more than 400 μg/m3 were found near the coastal area of North Atlantic Ocean and the 
Red Sea in August. O3 concentrations were less than 45 ppb in January and August. The 
distribution patterns were similar with higher values in north and south and lower values in the 
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middle in both seasons. Aerosol radiative effects reduced the ground solar radiation by up to 20 
w/m2 in January and 40 w/m2 in August, lowered the temperature by 1 °C in January and 0.5 °C in 
August in average, reduced WS by ∼0.1 m/s, reduced PBL height by up to 120 m in both months, 
while slightly increased RH (2-4%). All changes led to decreases of O3 and PM2.5 concentrations. 
This study indicates the importance of feedbacks from air pollutants and offers a basis for future 
source apportionment and health-related studies in Africa. 
 
Figure 36. Averaged meteorology in January and August 2015 and the differences from with 
feedback and without feedback. T2 is temperature at 2 meters above ground, WS is wind speed, 




CHAPTER 6. CONCLUSION 
Meteorology also plays a vital role in air quality simulation besides emission. In this work, a 
comprehensive understanding of the communications between air pollution and meteorology was 
built using chemical transport models. From Chapters 2 to 5, the major analysis and findings based 
on WRF/Chem and WRF/CMAQ model systems are presented. 
In Chapter 2, the responses of PM2.5 and O3 concentrations to changes in emission and meteorology 
from 2013 to 2015 were investigated based on ambient measurements and CMAQ model 
simulations with anthropogenic emissions. It is found that emission reductions in 2014 and 2015 
effectively reduced PM2.5 concentrations by 23.9 and 43.5 μg/m
3, respectively, but was partially 
counteracted by unfavorable meteorology. The negative effects of unfavorable meteorology were 
significant in extreme pollution events. For example, in December 2015, unfavorable meteorology 
caused a great increase (90 μg/m3) of PM2.5 in Beijing. Reduction of primary PM and gaseous 
precursors led to 13.4 and 16.5 ppb increase of MDA8 O3 daily concentrations in the summertime 
in 2014 and 2015 in comparison of 2013, which was likely caused by the increase of solar actinic 
flux due to PM reduction. Besides, the reduction of NOx emissions in areas with negative NOx-
O3 sensitivity could lead to an increase in O3 formation when the reduction of VOCs was not 
enough. This unintended enhanced O3 formation could also lead to higher O3 in downwind areas. 
This chapter emphasizes the role of meteorology in pollution control, validates the effectiveness 
of PM2.5 control measures in China, and highlights the importance of appropriate joint reduction 
of NOx and VOCs to simultaneously decrease O3 and PM2.5 for higher air quality. 
In Chapter 3, simulation of PM2.5 and O3 over the SCB with a horizontal resolution of 36 km over 
China and 12 km was conducted for summer (July) and winter (January) in 2015 using the 
WRF/Chem model. The model well captured the variations of PM2.5 and daily maximum MDA8 
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O3 in the 18 cities, especially O3 in July and PM2.5 in January. From rim to the center, averaged 
PM2.5 increased from 40 μg/m
3 to 100 μg/m3 in January while averaged O3 ranged from 60 to 
90 ppb in July. Aerosol radiation decreased surface temperature by 1–2 °C, WS by ∼0.3 m/s, PBL 
height by 10–20%, SR by ∼30%, and precipitation by 0.02–0.2 mm, while increased RH by up to 
2-4% in January, which resulted in up to 10 μg/m3 increase of PM2.5 in January and 2 ppb decrease 
of O3 in July. The effect increased as the increase of PM2.5 concentration and can be up to 18% in 
January and 25% in July. This chapter highlights the importance of considering meteorology 
feedbacks in understanding and controlling air pollution in the SCB. 
In Chapter 4, simulation of O3 prediction over the Southeast U.S. at 12km × 12 km grid resolution 
was conducted for three week-long episodes during summer 2016 to 2018 using WRF/Chem with 
ensemble meteorological inputs. Ensemble WRF/Chem predictions led by the SREF outputs are 
accomplished to observe the influence of meteorological uncertainties on the estimating of O3. 
Ensemble average showed good performance in predicting O3 in the Southeast U.S., especially in 
the Gulf of Mexico coastal and U.S. East Coast areas. O3 variations were highly related to 
meteorological conditions such as precipitation, solar radiation, temperature, and wind. The largest 
fluctuations of O3 were 4–6 ppb and the O3 changes due to meteorology uncertainties accounted 
for at least 10% of averaged O3 concentration in the Southeast U.S.. The ensemble method was 
more reliable than any individual run and offered a way to improve CTM performance. 
In Chapter 5, simulation of air pollutants like PM2.5 and O3 with effects of aerosol radiation 
feedbacks over the whole continent of Africa at 36-km grid resolution was conducted for eight 
days in January (09-16) and August (05-12) 2015 by using Weather Research and Forecasting 
model coupled with Chemistry (WRF/Chem). PM2.5 concentration was higher in January with the 
peak value of 1600 μg/m3 in the middle of the Sahara Desert area while extreme values of more 
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than 400 μg/m3 were found near the coastal area of North Atlantic Ocean and Red sea in August. 
O3 concentrations were less than 45 ppb in January and August. The distribution patterns were 
similar in both seasons with higher values in north and south and lower values in the middle. 
Aerosol radiative effects decreased the ground solar radiation by as much as 20 w/m2 in January 
and 40 w/m2 in August, lowering the temperature by 1 °C in January and 0.5 °C in August in 
average, reduced WS by ∼0.1 m/s, reduced PBL height by up to 120 m in both months, while 
slightly increased RH (2-4%). All changes led to decreases of O3 and PM2.5 in concentrations. This 
chapter indicates the importance of study aerosol radiative feedbacks in the areas where have large 
meteorology variation and emission potential. 
Besides the extensive work in this study, there still are many potentials to be investigated and 
achieved. First indirect, second indirect and semidirect aerosol radiative effects could be included 
in the simulation of the current WRF/Chem model to completely explore all the physical and 
chemical reactions that happened between air pollutants and meteorological conditions. Study of 
health risk, years of life lost, premature mortality, and economic loss due to PM2.5 and O3 could 
be conducted as well. To couple current WRF/Chem model with Vegetation Photosynthesis and 
Respiration Model (VPRM) to get more precise biogenic emission or to develop a source-oriented 
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