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Abstract
We prove a large deviation principle result for solutions of abstract stochastic evolution equations per-
turbed by small Lévy noise. We use general large deviations theorems of Varadhan and Bryc coupled with
the techniques of Feng and Kurtz (2006) [15], viscosity solutions of integro-partial differential equations
in Hilbert spaces, and deterministic optimal control methods. The Laplace limit is identified as a viscosity
solution of a Hamilton–Jacobi–Bellman equation of an associated control problem. We also establish ex-
ponential moment estimates for solutions of stochastic evolution equations driven by Lévy noise. General
results are applied to stochastic hyperbolic equations perturbed by subordinated Wiener process.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let L(t) be a square integrable Lévy martingale on a Hilbert space H , starting from 0, defined
on a complete filtered probability space (Ω,F ,Ft ,P), where the filtration Ft satisfies the usual
conditions (see [25, page 22]). It is well known, see e.g. [25], that
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t∫
0
∫
H\{0}
z πˆ(ds, dz)+W(t) (1.1)
where W is an H -valued Wiener process, independent of the compensated random measure
πˆ (ds, dz) = π(ds, dz)− ds ν(dz) with the intensity measure ν, satisfying
∫
H\{0}
‖z‖2 ν(dz) < +∞.
Here
π
([0, t],Γ )= #{s ∈ [0, t]; L(s)−L(s−) ∈ Γ }, Γ ∈ B(H \ {0})
is the random measure of jumps of the process L (see e.g. [29,5,25]), where B(H \ {0}) is the
Borel σ -field. In particular, π is a random measure on (R+ × (H \ {0}),B(R+ × (H \ {0}))) and
ν is a measure on (H \ {0},B(H \ {0})). In the rest of the paper we will consider ν to be the
measure on H by setting ν({0}) = 0. Define
Ln(t) = 1
n
L(nt),
and note that
E
∥∥Ln(t)∥∥2 = t
n
∫
H
‖z‖2 ν(dz).
We study large deviation principle for the family of processes {Xn} satisfying
dXn(s) =
(−AXn(s)+ F (Xn(s)))ds +G(Xn(s−))dLn(s), Xn(0) = x ∈ H, (1.2)
where A is a linear, densely defined, maximal monotone operator in H and F,G are certain con-
tinuous functions. These abstract stochastic differential equations may be for instance semilinear
stochastic PDE with small Lévy noise. For the theory of such equations we refer to [25] and the
references therein. We excluded from our considerations the Gaussian part of the noise. If L is a
Wiener process, large deviation results are well known, see e.g. [6–8,11,15,16,18,24,30–32] and
the references therein. We think that our methods, combined with the techniques of [32], should
apply to the general case, however we do not attempt to do it here. Thus, we will always assume
that
Ln(t) = 1
n
L(nt), where L(t) =
t∫
0
∫
H\{0}
z πˆ(ds, dz). (1.3)
There are two types of large deviation results; at a single time, i.e. for Xn(T ) with T fixed,
and in the path space, i.e. for Xn(·). Our first goal is to show the large deviation principle and
identify the rate function for the single time case since this is where the PDE theory is used. Once
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Wiener process) to show a large deviation principle result in the path space.
The problem of large deviations for infinite dimensional processes with jumps seems to be
wide open although for the finite dimensional spaces basic results are presented in [33]. We are
only aware of three papers that specifically address it in the path space. In [2] the large deviation
principle is proved for a family of Banach space valued Lévy processes and in [28] for solutions
of linear evolution equations of type (1.2) with additive Lévy noise and the operator A with a
discrete spectrum. Paper [35] deals with the case of two-dimensional stochastic Navier–Stokes
equations driven by additive Lévy noise. We also refer to [3,15] for related results.
Our approach uses the classical theorems of Varadhan and Bryc [12]. According to them, the
processes Xn satisfy the large deviation principle in a metric space E if and only if the family
{Xn} is exponentially tight and the Laplace limit
Λ(g) = lim
n→∞
1
n
logEeng(Xn)
exists for all g ∈ Cb(E). For the single time case we will choose E to be any Hilbert space V
such that H ⊂ V and H ↪→ V is compact. Our main result, the existence of the Laplace limit
(at a single time) and its identification, will be a consequence of a much more general result
about convergence of viscosity solutions of certain integro-PDE in H to the viscosity solution of
the limiting first-order Hamilton–Jacobi–Bellman (HJB) equation. Once the single time case is
done, the path space case will follow by a variation of the above classical approach which was
introduced in [15]. In addition to exponential tightness it requires the existence of Laplace limits
at multiple times. In this case we will take E = DH−α [0, T ] (see Section 7) and we will follow
the arguments of [32], however the key argument there will require a substantial modification.
Finally we want to mention that one may try to investigate our large deviation problem entirely
by the approach of [14,15] since the theory developed there is very general and in principle could
apply to this case. We do not know if this can be done. However our methods seem simpler and
more direct by the use of integro-PDE.
After recalling basic definitions and introducing main hypotheses in Section 2, exponential
estimates and continuous dependence estimates for solutions of (1.2) are established in Section 3,
see Proposition 3.1 and Proposition 3.3. In the proofs we use a new result on convergence of
solutions of Eq. (1.2) with A replaced by Yosida approximations of A. Associated nonlinear
PDE in Hilbert spaces are investigated in Section 4. The fact that functions
vn(t, x) = 1
n
logEeng(Xn(T )),
where Xn solves (3.1), are viscosity solutions of proper nonlinear PDE, is the content of Theo-
rem 4.1. Moreover Theorem 4.4 establishes existence of a viscosity solution to the limiting HJB
equation. The main results on the Laplace limits are subjects of Theorem 5.1, Corollary 5.2, and
Proposition 5.3 of Section 5. Theorem 6.1 states conditions under which the large deviation prin-
ciple at a single time holds for solutions of (1.2). The large deviation principle in the path space
is discussed in Section 7, and Theorem 7.1 provides conditions for it to be satisfied. Various
examples are discussed in Sections 8 and 9. In Appendix A we give a proof of the convergence
result used in Section 3.
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2.1. Basic definitions and assumptions
Throughout this paper H will be a real separable Hilbert space equipped with the inner prod-
uct 〈·,·〉 and the norm ‖ · ‖. We recall that A is a linear, densely defined, maximal monotone
operator in H .
Let B be a bounded, linear, positive, self-adjoint operator on H such that A∗B is bounded
on H and
〈(
A∗B + c0B
)
x, x
〉
 0 for all x ∈ H (2.1)
for some c0  0. Such an operator always exists, for instance B = ((A + I )(A∗ + I ))−1/2
(see [27]). We refer to [9] for various examples of B . Using the operator B we define for γ > 0
the space H−γ to be the completion of H under the norm
‖x‖−γ =
∥∥B γ2 x∥∥.
Let Ω ⊂ [0, T ] × H . We say that u : Ω → R is B-upper-semicontinuous (respectively, B-
lower-semicontinuous) on Ω if whenever tn → t , xn ⇀ x, Bxn → Bx, (t, x) ∈ Ω , then
lim supn→+∞ u(tn, xn) u(t, x) (respectively, lim infn→+∞ u(tn, xn) u(t, x)). The function u
is B-continuous on Ω if it is B-upper-semicontinuous and B-lower-semicontinuous on Ω .
The following assumptions will be made about the functions F : H → H and G : H → L(H),
where L(H) is the space of bounded linear operators on H :
∥∥F(0)∥∥M, ∥∥F(x)− F(y)∥∥M‖x − y‖−1 for all x, y ∈ H, (2.2)∥∥G(x)−G(y)∥∥M‖x − y‖−1 for all x, y ∈ H, (2.3)∥∥G(x)∥∥M for all x ∈ H (2.4)
for some M  0, and ∫
H
‖z‖2eK‖z‖ ν(dz) < +∞ for every K > 0. (2.5)
Condition (2.5) is equivalent to the requirement that the noise process has exponential moments
EeK‖L(t)‖ < +∞, for all t,K > 0,
see [19] and [1].
If (2.5) holds then the Laplace transform of the process L is well defined. Namely if L is
given by (1.1) and QW is the covariance of W , then
Ee〈p,L(t)〉 = etH(p)
where H(p) = 1/2〈QWp,p〉 +
∫ [
e〈p,z〉 − 1 − 〈p, z〉]ν(dz), p ∈ H. (2.6)
H
678 A. ´Swie˛ch, J. Zabczyk / Journal of Functional Analysis 260 (2011) 674–723We set
H0(p) =
∫
H
[
e〈p,z〉 − 1 − 〈p, z〉]ν(dz), p ∈ H,
if L is without the Gaussian part as in (1.3).
Remark 2.1. If instead of (2.1) we suppose that
〈(
A∗B + c0B
)
x, x
〉
 ‖x‖2 for all x ∈ H, (2.7)
then (2.2) can be replaced by a weaker condition
∥∥F(0)∥∥M, ∥∥F(x)− F(y)∥∥M‖x − y‖ for all x, y ∈ H. (2.8)
We refer the reader to [9] for examples of operators satisfying (2.7) and to [27] for conditions
guaranteeing the existence of B for which (2.7) holds.
For a square integrable martingale M we will denote by 〈M,M〉t its angle bracket and by
[M,M]t its quadratic variation (see [26, page 57] or [22, page 150]). It is easy to see that
〈L(nt),L(nt)〉t = cnt for some c > 0.
For a Hilbert space Z we will be using the following function spaces.
Cb(Z) = {u :Z → R: u is continuous and bounded},
Lipb(Z) =
{
u ∈ Cb(Z): u is Lipschitz continuous
}
,
C2(Z) = {u : Z → R: Du,D2u are continuous},
C1,2
(
(0, T )×Z)= {u : (0, T )×Z → R: ut ,Du,D2u are continuous},
C2uc(Z) =
{
u :Z → R: u,Du,D2u are uniformly continuous},
where Du,D2u denote the Fréchet derivatives of u with respect to the spatial variable.
We will denote by S(·) the C0-semigroup generated by −A. For λ > 0 we denote by Aλ the
Yosida approximation of A, Aλ = λARλ, where Rλ = (λI +A)−1. The C0-semigroup generated
by −Aλ will be denoted by Sλ(·). Both S(·) and Sλ(·) are semigroups of contractions. It is well
known (see for instance [23]) that
‖Rλ‖ 1
λ
, and lim
λ→+∞λRλx = x for x ∈ H. (2.9)
For C ∈ L(H) we will denote by ‖C‖HS its Hilbert–Schmidt norm.
We will need the following simple fact which we record for future use.
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f (x + y) = f (x)+ 〈Df (x), y〉+
1∫
0
1∫
0
〈
D2f (x + sσy)y, y〉σ ds dσ.
2.2. Viscosity solutions
To minimize the technicalities we will be using a slightly simplified definition of viscosity
solution. This simplified definition will be enough since in this paper we only deal with bounded
solutions. We also point out that Definition 2.4 applies to terminal value problems.
Definition 2.3. A function ψ is a test function if ψ = ϕ + h(‖x‖), where:
(i) ϕ ∈ C1,2((0, T ) × H) is B-lower semicontinuous, ϕ,ϕt ,Dϕ,D2ϕ, A∗Dϕ are uniformly
continuous on [, T − ] × H for every  > 0, and ϕ is bounded on every set [, T − ] ×
{‖x‖−1  r}.
(ii) h ∈ C2([0,+∞)) is such that h′(0) = 0, h′(r)  0 for r ∈ (0,+∞), and h,h′, h′′ are uni-
formly continuous on [0,+∞).
We will be concerned with terminal value problems for integro-PDE of the form
vt − 〈Ax,Dv〉 + F
(
t, x,Dv, v(t, ·))= 0 in (0, T )×H, (2.10)
where F : (0, T )×H ×H ×C2uc(H) → R.
Definition 2.4. A locally bounded B-upper semicontinuous function u : (0, T ) × H → R is a
viscosity subsolution of (2.10) if whenever u− ϕ − h(‖ · ‖) has a maximum over (0, T )×H at
a point (t, x) for some test functions ϕ,h(‖y‖) then
ψt(t, x)−
〈
x,A∗Dϕ(t, x)
〉+ F (t, x,Dψ(t, x),ψ(t, ·)) 0,
where ψ(s, y) = ϕ(s, y)+ h(‖y‖).
A locally bounded B-lower semicontinuous function u : (0, T )×H → R is a viscosity super-
solution of (2.10) if whenever u+ ϕ + h(‖ · ‖) has a minimum over (0, T )×H at a point (t, x)
for some test functions ϕ,h(‖y‖) then
ψt(t, x)+
〈
x,A∗Dϕ(t, x)
〉+ F (t, x,Dψ(t, x),ψ(t, ·)) 0,
where ψ(s, y) = −ϕ(s, y)− h(‖y‖).
A viscosity solution of (2.10) is a function which is both a viscosity subsolution and a viscosity
supersolution.
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In this section we recall basic facts and show various estimates about mild solutions of the
equations,
dXn(s) =
(−AXn(s)+ F (Xn(s)))ds +G(Xn(s−))dLn(s), Xn(t) = x ∈ H, (3.1)
on a fixed time interval [0, T ], where Ln are the processes defined in (1.3).
Let us recall that if (1.3) holds then
Ee〈p,Ln(t)〉 = entH0( pn ) = ent
∫
H [e
1
n 〈p,z〉−1− 1
n
〈p,z〉]ν(dz), p ∈ H. (3.2)
The covariance operator of the process L will be denoted by Q and then the covariance operator
of Ln is 1nQ.
We refer the readers to Chapter 9 of [25] for the definition of a mild solution. We will also
need solutions Xmn of the equations
dXmn (s) =
(−AmXmn (s)+ F (Xmn (s)))ds +G(Xmn (s−))dLn(s), Xmn (t) = x ∈ H, (3.3)
where the operators Am are Yosida approximations of A for λ = m = 1,2, . . . .
Proposition 3.1. Let 0 t  T . Let (2.5) be satisfied and let
∥∥G(x)−G(y)∥∥,∥∥F(x)− F(y)∥∥ C‖x − y‖ for all x, y ∈ H, (3.4)
for some C  0. Then:
(i) There exists a unique mild solution Xn of (3.1). The solution Xn has a càdlàg modification.
(ii) If Xmn is the solution of (3.3) then
lim
m→+∞E
(
sup
tsT
∥∥Xmn (s)−Xn(s)∥∥2)= 0. (3.5)
(iii) If in addition (2.4) holds then there exist constants c1 > 0, c2 > 0 (depending only on T ,M ,
with c2 depending also on ‖x‖) such that
E
(
sup
tsT
enc1‖Xn(s)‖
)
 enc2 . (3.6)
Remark 3.2. It follows from the proof that (3.6) is also satisfied for the processes Xmn with the
same constants c1, c2. In particular this implies that there exists a constant C(‖x‖, T ) such that
for every n,m
E
(
sup
tsT
ec1‖Xmn (s)‖
)
 C
(‖x‖, T ) (3.7)
with the same estimate being also true for the processes Xn.
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(ii) We will need two general results on convergence of stochastic and deterministic convolu-
tions, Propositions 3.3 and 3.4. The proof of Proposition 3.3 will be postponed to Appendix A
and the classical proof of Proposition 3.4 will be omitted.
Denote by L the space of all predictable processes ψ(·) whose values are linear operators
from the space Q1/2(H) into H , equipped with the scalar product
〈ψ1,ψ2〉L =
+∞∑
n=1
〈
ψ1Q
1/2en,ψ2Q
1/2en
〉
H
, ψ1,ψ2 ∈ L.
Here (en) is any orthonormal basis in H . Moreover two operators on H , even unbounded, iden-
tical on Q1/2(H), are identified. The norm on L is given by the formula.
|ψ |1 =
(
E
T∫
0
∥∥ψ(s)Q1/2∥∥2HS ds
)1/2
< +∞.
Proposition 3.3. Let L(t) be a square integrable Lévy martingale in H with the covariance
operator Q, and ψ ∈ L. Then the processes
t∫
0
S(t − s)ψ(s) dL(s),
t∫
0
Sλ(t − s)ψ(s) dL(s), t ∈ [0, T ], λ > 0, (3.8)
have càdlàg modifications and
lim
λ→+∞E sup0tT
∥∥∥∥∥
t∫
0
S(t − s)ψ(s) dL(s)−
t∫
0
Sλ(t − s)ψ(s) dL(s)
∥∥∥∥∥
2
= 0. (3.9)
Proposition 3.4. Assume that ψ is an H -valued predictable process such that
E
T∫
0
∥∥ψ(s)∥∥2 ds < +∞.
Then the processes
t∫
0
S(t − s)ψ(s) ds,
t∫
0
Sλ(t − s)ψ(s) ds, t ∈ [0, T ], λ > 0,
have continuous modifications and
lim
λ→+∞E sup0tT
∥∥∥∥∥
t∫
S(t − s)ψ(s) ds −
t∫
Sλ(t − s)ψ(s) ds
∥∥∥∥∥
2
= 0.
0 0
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the filtration Ft , H -valued processes X, equipped with the norm | · |0:
|X|0 =
(
E sup
tT
∥∥X(t)∥∥2)1/2.
Define transformations Kn, Knm, n,m = 1,2, . . . by the formulae
Kn(X)(t) = S(t)X0 +
t∫
0
S(t − s)F (X(s))ds +
t∫
0
S(t − s)G(X(s−))dLn(s),
Knm(X)(t) = Sm(t)X0 +
t∫
0
Sm(t − s)F
(
X(s)
)
ds +
t∫
0
Sm(t − s)G
(
X(s−))dLn(s).
It will follow from the first part of the proof of Proposition 3.3 that the processes Kn(X), Knm(X)
have càdlàg modifications. Moreover, as in the proof of existence of mild solutions, see e.g. [25]
and using arguments similar to the proof of (A.1) one can show that for arbitrary α ∈ (0,1) there
exists Tα such that all transformations Kn, Kn satisfy Lipschitz conditions on X with a constant
smaller than α. Moreover processes Xn, Xmn are unique solutions in X of the following fixed
point problems
X = Kn(X), X = Kmn(X).
Therefore, it is easy to see, that to prove the results it is enough to show that for each X ∈ X ,
lim
m
Kmn(X) = Kn(X),
and this follows from Propositions 3.3, 3.4. The case of arbitrary T > 0 follows by repeating the
same argument on intervals [0, Tα], [Tα,2Tα], . . . , [(k − 1)Tα, kTα], where kTα > T .
(iii) Without loss of generality we will assume that t = 0. We will denote by πn(dt, dz),
respectively πkn(dt, dz), k  1, the Poisson random measure for the process L(nt), respectively
Lk(nt), where Lk(nt) is the process L(nt) with jumps restricted to size k. It is easy to see that
the intensity measure of L(nt) is equal to nν(dz) and the intensity measure of Lk(nt) is equal
to nνk(dz), where νk(dz) = χ{‖z‖k} ν(dz).
Denote by Xmkn ,m, k = 1,2, . . . the solution of (3.1) with A replaced by Am and Ln replaced
by Lkn, where Lkn = 1nLk(nt). We will show (3.6) for the processes Xmkn and then pass to the limit
as k → +∞ and m → +∞.
Let h : R → R be a smooth even function such that h(0) = 1, h is increasing on (0,+∞),
h′(0) = 0, |h′(r)|  1, h(r)  (1 + r)/2 for r > 0. (We can take for instance h(r) = √1 + r2.)
For l > 0 denote by τl the exit time of Xmkn from {‖y‖ l}. Let α > 0 be a number which will
be specified later. By Ito’s formula, see [22, Theorem 27.2, page 190], we have
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−α(s∧τl )h(‖Xmkn (s∧τl )‖)
= enh(‖x‖) −
s∧τl∫
0
αne−αrh
(∥∥Xmkn (r)∥∥)ene−αrh(‖Xmkn (r)‖) dr
+
s∧τl∫
0
ne−αrene−αrh(‖Xmkn (r)‖)h′
(
Xmkn (r)
)〈−AmXmkn (r)+ F (Xmkn (r)), Xmkn (r)‖Xmkn (r)‖
〉
dr
+
s∫
0
ne−αrene−αrh(‖Xmkn (r−)‖)h′
(
Xmkn (r−)
)
1[0,τl ]
〈
Xmkn (r−)
‖Xmkn (r−)‖
,G
(
Xmkn (r−)
)
dLkn(r)
〉
+
s∫
0
∫
H\{0}
1[0,τl ]
[
ene
−αrh(‖Xmkn (r−)+ 1nG(Xmkn (r−))z‖) − ene−αrh(‖Xmkn (r−)‖)
− e−αrene−αrh(‖Xmkn (r−)‖)h′(Xmkn (r−))
〈
Xmkn (r−)
‖Xmkn (r−)‖
,G
(
Xmkn (r−)
)
z
〉]
πkn(dr, dz).
(3.10)
To proceed further we compensate the measure πkn and recall that stochastic integrals with respect
to the compensated random measures form martingales. Thus taking expectation in (3.10), using
(2.4), (3.4), martingale property, the fact that 〈−Amy,y〉 0 for y ∈ H and 1 + r  2h(r), we
therefore obtain
Eene
−α(s∧τl )h(‖Xmkn (s∧τl )‖)
 enh(‖x‖) + E
s∧τl∫
0
ne−αrene−αrh(‖Xmkn (r)‖)
[
C
(
1 + ∥∥Xmkn (r)∥∥)− αh(∥∥Xmkn (r)∥∥)]dr
+ E
s∧τl∫
0
∫
H
n
∣∣∣∣ene−αrh(‖Xmkn (r)+ 1nG(Xmkn (r))z‖) − ene−αrh(‖Xmkn (r)‖)
− e−αrene−αrh(‖Xmkn (r)‖)h′(Xmkn (r))
〈
Xmkn (r)
‖Xmkn (r)‖
,G
(
Xmkn (r)
)
z
〉∣∣∣∣ν(dz) dr
 enh(‖x‖) + E
s∧τl∫
0
ne−αrene−αrh(‖Xmkn (r)‖)(2C − α)h(∥∥Xmkn (r)∥∥)dr
+ E
s∧τl∫
0
I (r) dr, (3.11)
where I (r) is the integrand of the last term in the middle line of (3.11). Applying Lemma 2.2 to
the function f (x) = ene−αrh(‖x‖) we have
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∫
H
∣∣∣∣∣
1∫
0
1∫
0
n
〈
D2f
(
Xmkn (r)+
tσ
n
G
(
Xmkn (r)
)
z
)
1
n
G
(
Xmkn (r)
)
z,
1
n
G
(
Xmkn (r)
)
z
〉
σ dt dσ
∣∣∣∣∣ν(dz). (3.12)
Elementary calculation gives us
D2f (x) = ne−αrene−αrh(‖x‖)(nψ1(x)+ψ2(x)),
where
ψ1(x) = e−αr
(
h′
(‖x‖))2 x‖x‖ ⊗ x‖x‖ ,
ψ2(x) =
(
h′′
(‖x‖)− h′(‖x‖)‖x‖
)
x
‖x‖ ⊗
x
‖x‖ +
h′(‖x‖)
‖x‖ I.
We observe that both ψ1,ψ2 are bounded as functions from H to L(H). Therefore
I (r) ene−αrh(‖Xmkn (r)‖)
∫
H
1∫
0
1∫
0
M2e−αr
× ene−αr |h(‖Xmkn (r)+ tσn G(Xmkn (r))z‖)−h(‖Xmkn (r)‖)|(n‖ψ1‖∞ + ‖ψ2‖∞)‖z‖2 dt dσ ν(dz)
 ene−αrh(‖Xmkn (r)‖)
∫
H
M2e−αreM‖z‖
(
n‖ψ1‖∞ + ‖ψ2‖∞
)‖z‖2 ν(dz)
 nM1e−αrene
−αrh(‖Xmkn (r)‖)
∫
H
‖z‖2eM‖z‖ ν(dz) nM2e−αrene−αrh(‖Xmkn (r)‖) (3.13)
for some M1,M2 > 0. Plugging (3.13) into (3.11), choosing α = 2C +M2 + 1 and recalling that
h(r) 1 we thus obtain
Eene
−α(s∧τl )h(‖Xmkn (s∧τl )‖) + E
s∧τl∫
0
ne−αrene−αrh(‖Xmkn (r)‖) dr  enh(‖x‖)
which in particular implies that
Eene
−αsh(‖Xmkn (s∧τl )‖)  enh(‖x‖).
Since liml→+∞(T ∧ τl) = T a.s., letting l → +∞ and using Fatou’s lemma we obtain
Eene
−αsh(‖Xmkn (s)‖)  enh(‖x‖).
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Xmn (s) a.s. (at least along a subsequence). This can be shown using the arguments from the proof
of (ii). This way we arrive at
Eene
−αsh(‖Xmn (s)‖)  enh(‖x‖). (3.14)
We can now go back to Ito’s formula (3.10) but apply it to the function e n2 e−αrh(‖x‖), the
process Xmn and without stopping time. It yields
e
n
2 e
−αsh(‖Xmn (s)‖)
= e n2 h(‖x‖) −
s∫
0
α
n
2
e−αrh
(∥∥Xmn (r)∥∥)e n2 e−αrh(‖Xmn (r)‖) dr
+
s∫
0
n
2
e−αre
n
2 e
−αrh(‖Xmn (r)‖)h′
(
Xmn (r)
)〈−AmXmn (r)+ F (Xmn (r)), Xmn (r)‖Xmn (r)‖
〉
dr
+
s∫
0
n
2
e−αre
n
2 e
−αrh(‖Xmn (r−)‖)h′
(
Xmn (r−)
)〈 Xmn (r−)
‖Xmn (r−)‖
,G
(
Xmn (r−)
)
dLn(r)
〉
+
s∫
0
∫
H\{0}
[
e
n
2 e
−αrh(‖Xmn (r−)+ 1nG(Xmn (r−))z‖) − e n2 e−αrh(‖Xmn (r−)‖)
− 1
2
e−αre
n
2 e
−αrh(‖Xmn (r−)‖)h′
(
Xmn (r−)
)〈 Xmn (r−)
‖Xmn (r−)‖
,G
(
Xmn (r−)
)
z
〉]
πn(dr, dz).
Arguing like in (3.11) and (3.13), applying sup0sT to both sides and taking expectation give
us
E sup
0sT
e
n
2 e
−αsh(‖Xmn (s)‖)
 e n2 h(‖x‖) + E sup
0sT
s∫
0
n
2
e−αre
n
2 e
−αrh(‖Xmn (r)‖)(2C +M2 − α)h
(∥∥Xmn (r)∥∥)dr
+ E sup
0sT
∣∣∣∣∣
s∫
0
n
2
e−αre
n
2 e
−αrh(‖Xmn (r−)‖)h′
(
Xmn (r−)
)〈 Xmn (r−)
‖Xmn (r−)‖
,G
(
Xmn (r−)
)
dLn(r)
〉∣∣∣∣∣
+ E sup
0sT
∣∣∣∣∣
s∫
0
∫
H\{0}
[
e
n
2 e
−αrh(‖Xmn (r−)+ 1nG(Xmn (r−))z‖) − e n2 e−αrh(‖Xmn (r−)‖)
− 1
2
e−αre
n
2 e
−αrh(‖Xmn (r−)‖)h′
(
Xmn (r−)
)〈 Xmn (r−)
‖Xm(r−)‖ ,G
(
Xmn (r−)
)
z
〉]
πˆn(dr, dz)
∣∣∣∣∣. (3.15)n
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N(s) =
s∫
0
n
2
e−αre
n
2 e
−αrh(‖Xmn (r−)‖)h′
(
Xmn (r−)
)〈 Xmn (r−)
‖Xmn (r−)‖
,G
(
Xmn (r−)
)
dLn(r)
〉
.
Then N is a square integrable martingale. From the definition of the quadratic variation process,
see [26],
E[N,N ]T = EN2(T ).
Therefore, from the Burkholder–Davis–Gundy inequality [26,25],
E sup
0sT
∣∣N(s)∣∣ C1E[N,N ] 12T  C1(E[N,N ]T ) 12 = C1(EN2(T )) 12
 C2
[
E
T∫
0
n2ene
−αrh(‖Xmn (r)‖)M
2
n2
ndr
] 1
2
M3n
1
2 e
n
2 h(‖x‖) (3.16)
for some constant M3 > 0, where we used (3.14) to get the last inequality. As regards the last term
of (3.15), by a straightforward generalization of Lemma 8.22 of [25] to predictable p-integrable
fields, with p = 1,
E sup
0sT
∣∣∣∣∣
s∫
0
∫
H\{0}
[
e
n
2 e
−αrh(‖Xmn (r−)+ 1nG(Xmn (r−))z‖) − e n2 e−αrh(‖Xmn (r−)‖)
− 1
2
e−αre
n
2 e
−αrh(‖Xmn (r−)‖)h′
(
Xmn (r−)
)〈 Xmn (r−)
‖Xmn (r−)‖
,G
(
Xmn (r−)
)
z
〉]
πˆn(dr, dz)
∣∣∣∣∣
D1nE
T∫
0
∫
H
∣∣∣∣e n2 e−αrh(‖Xmn (r)+ 1nG(Xmn (r))z‖) − e n2 e−αrh(‖Xmn (r)‖)
− 1
2
e−αre
n
2 e
−αrh(‖Xmn (r)‖)h′
(
Xmn (r)
)〈 Xmn (r)
‖Xmn (r)‖
,G
(
Xmn (r)
)
z
〉∣∣∣∣ν(dz) dr
M4ne
n
2 h(‖x‖) (3.17)
if we once again argue like in (3.13) and then use (3.14).
Therefore, plugging (3.16) and (3.17) in (3.15) we finally obtain
E sup
0sT
e
n
2 e
−αsh(‖Xmn (s)‖) M5ne
n
2 h(‖x‖)  eM6nh(‖x‖) (3.18)
for some M6 > 0. We can now pass to the limit as m → +∞ using (3.5) and use that (1+ r)/2
h(r) to complete the proof. 
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of (3.1) with initial conditions x and y respectively. Then
E
∥∥Xn(s)− Yn(s)∥∥2−1  C1(T )‖x − y‖2−1, (3.19)
E
∥∥Xn(s)− x∥∥2−1  C2(‖x‖, T )(s − t), (3.20)
and
E
∥∥Xn(s)− x∥∥2  ωx(s − t) (3.21)
for some modulus ωx .
Proof. The proofs are rather typical for these kinds of estimates. We first show (3.19). By Ito’s
formula we have
E
∥∥Xmn (s)− Ymn (s)∥∥2−1
= ‖x − y‖2−1 + 2E
s∫
t
[〈
Xmn (τ)− Ymn (τ),A∗mB
(
Xmn (τ)− Ymn (τ)
)〉
+ 〈F (Xmn (τ))− F (Ymn (τ)),B(Xmn (τ)− Ymn (τ))〉]dτ
+ 1
n
E
s∫
t
∫
H
∥∥[G(Xmn (τ))−G(Ymn (τ))]z∥∥2−1 ν(dz) dτ. (3.22)
Using (3.5) and moment estimates (3.7) for Xmn and Ymn we can pass to the limit above to obtain
that (3.22) is still true if Xmn and Ymn are replaced by Xn and Yn respectively and Am is replaced
by A. We then use (2.1), (2.2) and (2.3) to get
E
∥∥Xn(s)− Yn(s)∥∥2−1
 ‖x − y‖2−1 +
(
2c0 +M
∥∥B 12 ∥∥)E
s∫
t
∥∥Xn(τ)− Yn(τ)∥∥2−1 dτ
+ M‖B
1
2 ‖
n
E
s∫
t
∫
H
∥∥Xn(τ)− Yn(τ)∥∥2−1‖z‖2 ν(dz) dτ
 ‖x − y‖2−1 +C
s∫
t
E
∥∥Xn(τ)− Yn(τ)∥∥2−1 dτ
and the claim follows from Gronwall’s inequality.
To show (3.20) we again employ Ito’s formula and (2.2), (2.4) to find that
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∥∥Xmn (s)− x∥∥2−1
= 2E
s∫
t
[−〈Xmn (τ),A∗B(Xmn (τ)− x)〉
+ 〈F (Xmn (τ)),B(Xmn (τ)− x)〉]dτ + 1nE
s∫
t
∫
H
∥∥G(Xmn (τ))z∥∥2−1 ν(dz) dτ
 C
(‖x‖)E
s∫
t
(
1 + ∥∥Xmn (τ)∥∥2)dτ  C2(‖x‖, T )(s − t). (3.23)
As regards (3.21) it follows from the definition of mild solution that
Xn(s) = S(s − t)x +
s∫
t
S(s − τ)F (Xn(τ))dτ +
s∫
t
S(s − τ)G(Xn(τ))dLn(τ).
Therefore
E
∥∥Xn(s)− x∥∥2  4
[∥∥S(s − t)x − x∥∥2 + E
∣∣∣∣∣
s∫
t
M
(
1 + ∥∥Xn(τ)∥∥)dτ
∣∣∣∣∣
2
+ E
∣∣∣∣∣
s∫
t
S(s − τ)G(Xn(τ))dLn(τ)
∣∣∣∣∣
2]
 C
(∥∥S(s − t)x − x∥∥2 + (s − t)2 + E
s∫
t
1
n
dτ
)
, (3.24)
where we have used the isometric formula to obtain the last inequality. 
Finally we state for future use the following lemma which can be shown rather easily using
again Ito’s formula applied first to the process Xmn and then letting m → +∞. Its proof will thus
be omitted.
Lemma 3.6. Let the assumptions of Proposition 3.1 be satisfied. Let t  s  T . Let ψ = ϕ +
h(‖ · ‖) be a bounded test function. Then
Eeψ(s,Xn(s))  eψ(t,x) + E
s∫
t
eψ(τ,Xn(τ))
[
ψt
(
τ,Xn(τ)
)
+ 〈F (Xn(τ)),Dψ(τ,Xn(τ))〉+ 〈Xn(τ),A∗Dϕ(τ,Xn(τ))〉]dτ
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s∫
t
∫
H
[
eψ(τ,Xn(τ)+
1
n
G(Xn(τ))z) − eψ(τ,X(τ))
− eψ(τ,X(τ))
〈
Dψ
(
τ,Xn(τ)
)
,
1
n
G
(
Xn(τ)
)
z
〉]
ν(dz) dτ.
4. Associated nonlinear integro-PDE
For g ∈ Cb(H) we define the function
vn(t, x) = 1
n
logE
(
eng(Xn(T ))
)
, (4.1)
where Xn solves (3.1). As we have stated earlier one of our main aims is to establish conver-
gence of the sequence (vn) and to identify its limit as a solution of a Hamilton–Jacobi–Bellman
equation. In the present section we investigate the approximating and the limiting equations.
4.1. Approximating equations
We first show that for each n the function vn is a viscosity solution of an integro-PDE.
Theorem 4.1. Let (2.2)–(2.5) be satisfied and let g ∈ Lipb(H−1). Then there exist a constant C1
and, for every R > 0, a constant C2 = C2(R) (both possibly depending on n) such that
∣∣vn(t, x)− vn(s, y)∣∣ C1‖x − y‖−1 +C2(max{‖x‖,‖y‖})|t − s| 12
for x, y ∈ H, t, s ∈ [0, T ], (4.2)
and vn is a viscosity solution of an integro-PDE
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(vn)t +
〈−Ax + F(x),Dvn〉
+
∫
H
[
en(vn(t,x+
1
n
G(x)z)−vn(t,x)) − 1 − 〈Dvn,G(x)z〉]ν(dz) = 0,
vn(T , x) = g(x) in (0, T )×H.
(4.3)
Proof. Estimate (4.2) is a direct consequence of (3.19), (3.20), and the Markov property of the
process Xn. The proof that vn is a viscosity solution of (4.3) is similar to the proof of Theorem 7.1
in [32]. We will only show that vn is a viscosity subsolution since the supersolution part is similar.
Suppose that vn − h(‖ · ‖) − ϕ has a global maximum at (t, x). Since vn is bounded by Re-
mark 4.3 of [32] without loss of generality we can also assume that h,h′, h′′ and ϕ are bounded.
Denote ψ(s, y) = h(‖y‖)+ ϕ(s, y). Then for small  > 0
vn
(
t + ,Xn(t + )
)−ψ(t + ,Xn(t + )) vn(t, x)−ψ(t, x).
Therefore, setting un = envn we have
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un(t, x)
 enψ(t+,Xn(t+))e−nψ(t,x),
which, upon taking the expectation of both sides of the above inequality and using the Markov
property of Xn(s), produces
enψ(t,x)  Eenψ(t+,Xn(t+)).
Therefore, applying Lemma 3.6, we obtain
0 E1

{
enψ(t+,Xn(t+)) − enψ(t,x)}
 E1

t+∫
t
nenψ(τ,Xn(τ))
[
ψt
(
τ,Xn(τ)
)
+ 〈F (Xn(τ)),Dψ(τ,Xn(τ))〉dτ − 〈Xn(τ),A∗Dϕ(τ,Xn(τ))〉]dτ
+ En

t+∫
t
∫
H
[
enψ(τ,Xn(τ)+
1
n
G(Xn(τ))z) − enψ(τ,Xn(τ))
− enψ(τ,Xn(τ))〈Dψ(τ,Xn(τ)),G(Xn(τ))z〉]ν(dz) dτ. (4.4)
Using (3.21), (2.2), boundedness of ψ , uniform continuity of ψ,ψt ,Dψ,A∗ϕ, and moment es-
timates (in particular (3.6)) it is easy to see that
E
1

t+∫
t
nenψ(τ,Xn(τ))
[
ψt
(
τ,Xn(τ)
)
+ 〈F (Xn(τ)),Dψ(τ,Xn(τ))〉dτ − 〈Xn(τ),A∗Dϕ(τ,Xn(τ))〉]dτ
= 1

[ t+∫
t
nenψ(t,x)
[
ψt(t, x)
+ 〈F(x),Dψ(t, x)〉dτ − 〈x,A∗Dϕ(t, x)〉]dτ + o()
]
. (4.5)
As regards the other term, by Lemma 2.2, (2.3), (2.4), (2.5), (3.6), (3.21), boundedness of ψ and
uniform continuity of ψ,Dψ,D2ψ , we have
E
n

t+∫
t
∫
H
[
enψ(τ,Xn(τ)+
1
n
G(Xn(τ))z) − enψ(τ,Xn(τ))
− enψ(τ,Xn(τ))〈Dψ(τ,Xn(τ)),G(Xn(τ))z〉]ν(dz) dτ
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
t+∫
t
∫
H
1∫
0
1∫
0
〈
D2enψ(τ,Xn(τ)+sσ
1
n
G(Xn(τ))z)
1
n
G
(
Xn(τ)
)
z,
1
n
G
(
Xn(τ)
)
z
〉
σ ds dσ ν(dz) dτ
 En

t+∫
t
∫
H
[ 1∫
0
1∫
0
〈
D2enψ(t,x+sσ
1
n
G(x)z) 1
n
G(x)z,
1
n
G(x)z
〉
σ ds dσ
+C1
(
1 + ∥∥Xn(τ)∥∥2 + ‖z‖2)‖z‖2ω(∥∥Xn(τ)− x∥∥(1 + ‖z‖))
]
ν(dz) dτ
= n

t+∫
t
[∫
H
[
enψ(t,x+
1
n
G(x)z) − enψ(t,x)
− enψ(t,x)〈Dψ(t, x),G(x)z〉]ν(dz)+ω1()
]
dτ. (4.6)
(Above ω,ω1 are some moduli and C1,C2 are constants, all depending on ψ .) Therefore plug-
ging (4.5) and (4.6) into (4.4) and sending  → 0 we obtain
0 nenψ(t,x)
(
ψt(t, x)−
〈
x,A∗Dϕ(t, x)
〉+ 〈F(x),Dψ(t, x)〉
+
∫
H
[
en(ψ(t,x+
1
n
G(x)z)−ψ(t,x)) − 1 − 〈Dψ(t, x),G(x)z〉]ν(dz))
which completes the proof after we divide both sides by nenψ(t,x). 
4.2. Limiting Hamilton–Jacobi–Bellman equation
The limiting equation (obtained by letting n → +∞ in (4.3)) can be formally identified as{
vt +
〈−Ax + F(x),Dv〉+H0(G∗(x)Dv)= 0,
v(T , x) = g(x) in (0, T )×H, (4.7)
where
H0(p) =
∫
H
[
e〈p,z〉 − 1 − 〈p, z〉]ν(dz).
It is the Bellman equation corresponding to a deterministic control problem. For 0  t  T ,
x ∈ H , and u(·) ∈ Mt = {u : [t, T ] → H : u is strongly measurable} we consider the state equa-
tion
X′(s) = −AX(s)+ F (X(s))+G(X(s))u(s), X(t) = x, (4.8)
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J
(
t, x;u(·))=
T∫
t
−L0
(
u(s)
)
ds + g(X(T ))
over all controls u(·) ∈ Mt , where L0 is the Legendre transform of H0, i.e.
L0(z) = sup
y∈H
{〈z, y〉 −H0(y)}. (4.9)
The value function for the problem is
v(t, x) = sup
u(·)∈Mt
J
(
t, x;u(·)). (4.10)
The Hamiltonian H0 and Lagrangian L0 are both convex. By (2.5) and the definition of H0 we
see that 0H0(y) < +∞ for every y ∈ H , H0(0) = 0, and H0 is locally Lipschitz continuous
on H . Therefore L0(0) = 0, L0(z) 0 for every z ∈ H , and moreover
L0(z) ‖z‖ −H0
(
z
‖z‖
)
→ +∞ as ‖z‖ → +∞ (4.11)
(but L0 can possibly take infinite values). Since g is bounded it is then obvious that
v(t, x) = sup
u(·)∈M˜t
J
(
t, x;u(·)),
where
M˜t =
{
u(·) ∈ Mt :
T∫
t
L0
(
u(s)
)
ds K = 2‖g‖∞
}
. (4.12)
We will need the following simple lemma.
Lemma 4.2. For every  > 0 there exists a constant N = N(ν) such that for every z ∈ H
‖z‖ L0(z)+N.
Proof. It follows from (4.9), (2.5), and L0(0) = 0 that
‖z‖ =
〈
z,
z
‖z‖
〉
 L0(z)+H0
(
z
‖z‖
)
 L0(z)+N. 
Lemma 4.3. Let (2.2)–(2.4) be satisfied. Let 0 t  T and u(·) ∈ M˜t . Then:
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stant C1 = C1(T ,K,M) such that
sup
tsT
∥∥X(s)∥∥ C1(1 + ‖x‖). (4.13)
(ii) There exists a constant C2 = C2(T ,K,M,c0,‖B 12 ‖), such that if X, and Y are solutions
of (4.8) with initial conditions x and y respectively then
∥∥X(s)− Y(s)∥∥−1  C2‖x − y‖−1 for t  s  T , (4.14)
(iii) For every R > 0 there exists a modulus ωR , depending on R,K,T ,‖A∗B‖, such that if
‖x‖R then
∥∥X(s)− x∥∥−1  ωR(s − t) for t  s  T , (4.15)
and for every x ∈ H there exists a modulus ωx , independent of u(·), such that
∥∥X(s)− x∥∥ ωx(s − t) for t  s  T . (4.16)
Proof. We first notice that by Lemma 4.2 (applied with  = 1)
T∫
t
∥∥u(τ)∥∥dτ K +N1 (4.17)
for every u(·) ∈ M˜t . Therefore the existence and uniqueness of a mild solution of (4.8) and
estimate (4.13) are well known. We refer for instance to [21, Chapter 2, Proposition 5.3].
To show (4.14) we notice that
∥∥X(s)− Y(s)∥∥2−1
= ‖x − y‖2−1 − 2
s∫
t
〈
A∗B
(
X(τ)− Y(τ)),X(τ)− Y(τ)〉dτ
+ 2
s∫
t
〈
B
(
X(τ)− Y(τ)),F (X(τ))− F (Y(τ))+ (G(X(τ))−G(Y(τ)))u(τ)〉dτ
and therefore using (2.1), (2.2) and (2.3) we have
∥∥X(s)− Y(s)∥∥2−1  ‖x − y‖2−1 +C
s∫
t
∥∥X(τ)− Y(τ)∥∥2−1(1 + ∥∥u(τ)∥∥)dτ.
Therefore (4.14) follows from (4.17) and Gronwall’s inequality.
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∥∥X(s)− x∥∥2−1 = −2
s∫
t
〈
A∗B
(
X(τ)− x),X(τ)〉dτ
+ 2
s∫
t
〈
B
(
X(τ)− x),F (X(τ))+G(X(τ))u(τ)〉dτ
and thus using (2.2)–(2.4), (4.13) and Lemma 4.2 we obtain
∥∥X(s)− x∥∥2−1 
s∫
t
CR
(
1 + ∥∥u(τ)∥∥)dτ
 CR
s∫
t
L
(
u(τ)
)
dτ +CRN(s − t) CRK +CRN(s − t).
Therefore we obtain (4.15) with
ωR(τ) = inf
>0
(CRK +CRNτ) 12 .
Estimate (4.16) is proved similarly noticing that
∥∥X(s)− x∥∥ ∥∥S(s − t)x − x∥∥+
s∫
t
CR
(
1 + ∥∥u(τ)∥∥)dτ. 
The definition of viscosity solution of (4.7) is the same as Definition 2.4 after we disregard the
nonlocal part and of course it is enough to have test functions which are only once continuously
differentiable. For more on viscosity solutions of first-order PDE in Hilbert spaces we refer to [9,
10,21].
Theorem 4.4. Let (2.2)–(2.4) be satisfied and let g ∈ Lipb(H−1). There exist a constant D1 and,
for every R > 0, a modulus ωR such that the value function v satisfies
∣∣v(t, x)− v(s, y)∣∣D1‖x − y‖−1 +ωR(|t − s|)
for x, y ∈ H, ‖x‖,‖y‖R, t, s ∈ [0, T ]. (4.18)
Moreover v is a viscosity solution of the HJB equation (4.7).
Proof. The proof is very similar to the proof of Theorem 7.3 in [32]. We include it here for
completeness.
The Lipschitz continuity in x follows from (4.14) and the fact that g ∈ Lipb(H−1). To show
the continuity in time let x ∈ H and s < t and let  > 0. Let u(·) ∈ Mt be such that
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(
t, x;u(·)
)+ .
Extending u(·) by 0 to [s, T ] we can assume that u(·) ∈ Ms . Therefore
v(s, x)− v(t, x) J (s, x;u(·))− J (t, x;u(·))− 
 g
(
X(T ; s, x))− g(X(T ; t, x))+  −C2D2ωR(|s − t |)− ,
where we have used (4.14), (4.15), and D2 is the Lipschitz constant of g. For the opposite in-
equality if u(·) ∈ Ms is such that
v(s, x) J
(
s, x;u(·)
)+ 
then u(·) ∈ Mt and by (4.14), (4.15) we again have
v(s, x)− v(t, x) J (s, x;u(·))+  − J (t, x;u(·))
 g
(
X(T ; s, x))− g(X(T ; t, x))−
t∫
s
L0
(
u(τ )
)
dτ + 
 C2D2ωR
(|s − t |)+ .
Therefore since  was arbitrary we have obtained
∣∣v(s, x)− v(t, x)∣∣ C2D2ωR(|s − t |).
We will only show that v is a viscosity subsolution as the proof of the supersolution property
is similar but easier. We will use the dynamic programming principle. It asserts that if 0  t <
t +   T , x ∈ H then
v(t, x) = sup
u(·)∈Mt
{ t+∫
t
−L0
(
u(s)
)
ds + v(t + ,X(t + ))
}
.
Let now v−ϕ−h(‖ · ‖) have a local maximum at (t, x). By the dynamic programming principle
for every 0 <  < T − t there exists a control u(·) such that.
v(t, x)
t+∫
t
−L0
(
u(s)
)
ds + v(t + ,X(t + ))+ 2.
We recall that in particular this implies that u(·) is integrable.
Denote ψ(s, y) = −ϕ(s, y)− h(‖y‖). For simplicity we will write h(y) := h(‖y‖).
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ϕ
(
t + ,X(t + )
)= ϕ(t,X(t))+
t+∫
t
[−〈X(s),A∗Dϕ(X(s))〉
+ 〈F (X(s))+G(X(s))u(s),Dϕ(X(s))〉]ds
and
h
(
X(t + )
)
 h(x)+
t+∫
t
〈
F
(
X(s)
)+G(X(s))u(s),Dh(X(s))〉ds.
The first equality above is proved for instance in [21, Chapter 2, Proposition 5.5] and the in-
equality is also standard and can be shown using Yosida approximations similarly to what we
have done in the stochastic case.
Using this we therefore have
−  1

(
v
(
t + ,X(t + )
)− v(t, x))−
t+∫
t
L0
(
u(s)
)
ds
 1

(
ϕ
(
t + ,X(t + )
)− ϕ(t, x)+ h(X(t + ))− h(x))−
t+∫
t
L
(
u(s)
)
ds
 1

{ t+∫
t
[
ϕt
(
s,X(s)
)− 〈X(s),A∗Dϕ(s,X(s))〉
+ 〈F (X(s))+G(X(s))u(s),Dψ(s,X(s))〉−L0(u(s))]ds
}
 1

{ t+∫
t
[
ϕt
(
s,X(s)
)− 〈X(s),A∗Dϕ(s,X(s))〉
+ 〈F (X(s)),Dψ(s,X(s))〉+H0(G∗(X(s))Dψ(s,X(s)))]ds
}
. (4.19)
Therefore, using (4.16), we can pass to the limit as  → 0 in (4.19) to obtain
0ψt(t, x)−
〈
x,A∗Dϕ(t, x)
〉+ 〈F(x),Dψ(t, x)〉+H0(G∗(x)Dψ(t, x)). 
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Define
H(x,p) = H0
(
G∗(x)p
)
.
By (2.3), (2.4) and local Lipschitz continuity of H0 we have that for every R > 0 there exists a
constant KR such that
∣∣H(x,p)−H(y,q)∣∣KR(‖x − y‖−1 + ‖p − q‖)
for all x, y,p, q ∈ H, ‖p‖,‖q‖R. (5.1)
The theorems below are our key results on the existence of the Laplace limit.
Theorem 5.1. Let (2.2)–(2.5) hold. Let g ∈ Lipb(H−1). Let vn be bounded viscosity solutions
of (4.3), and v be a bounded viscosity solution of (4.7) such that
lim
t→T
{∣∣vn(t, x)− g(x)∣∣+ ∣∣v(t, x)− g(x)∣∣}= 0, uniformly on bounded sets, (5.2)
for every n and
∣∣v(t, x)− v(t, y)∣∣D1‖x − y‖−1 (5.3)
for some D1  0 and all t ∈ (0, T ], x, y ∈ H . Let K := ‖v‖∞ + supn ‖vn‖∞ < +∞. Then
‖vn − v‖∞ → 0 as n → +∞. (5.4)
In particular, the value function (4.10) of the control problem of Section 4.2 is the unique bounded
viscosity solution of (4.7) satisfying (5.2) and (5.3).
The proof of this theorem is postponed until the end of the section.
For a function g and t > 0 we denote
Vn(t)f (x) = 1
n
logE
(
eng(Xn(t)): Xn(0) = x
)
,
where Xn(t) is the solution of (1.2). Theorems 4.1, 4.4, and 5.1 yield the following corollary.
Corollary 5.2. Let (2.2)–(2.5) hold and let g ∈ Lipb(H−1). Then
Λ(g) := lim
n→∞Vn(t)f (x) = v(0, x), (5.5)
where v is the value function defined by (4.10).
We will need a more general convergence result which is now rather standard.
698 A. ´Swie˛ch, J. Zabczyk / Journal of Functional Analysis 260 (2011) 674–723Proposition 5.3. Let (2.2)–(2.5) hold and let g be bounded and weakly sequentially continuous
on H . Then:
(i) For every n the function Vn(t)g is weakly sequentially continuous on H .
(ii) For every x ∈ H
V (t)g(x) = lim
n→+∞Vn(t)g(x) = v(0, x)
exists and is uniform on bounded subsets of H . In particular V (t)g(x) is weakly sequen-
tially continuous on H . Above, v is the value function defined by (4.10).
(iii) If gn are weakly sequentially continuous on H , such that ‖gn‖∞ M for n 1 and gn → g
uniformly on bounded subsets of H then
lim
n→+∞Vn(t)gn(x) = V (t)g(x) (5.6)
uniformly on bounded subsets of H .
Proof. We use Corollary 5.2, exponential moment estimate (3.6) and the fact that g can be
approximated uniformly on balls in H by functions in Lipb(H−1). Since (5.5) is true for every
g ∈ Lipb(H−1), it will be preserved in the limit. The proof repeats directly the argument of the
proofs of Lemma 7.6 and Proposition 7.7 of [32]. We refer the reader to this paper. 
We now pass to the proof of Theorem 5.1.
Proof of Theorem 5.1. If (5.4) is not satisfied then without loss of generality we can assume
that there exist  > 0 and a subsequence nk such that
sup(vnk − v) 4. (5.7)
Let a > 0 be such that aT   and let m> 0 be such that
mK + D
2
1

, and
2D21
m
(
c0 +M
∥∥B 12 ∥∥)+ D1
m
K
2D1‖B
1
2 ‖+1 
a
2
.
Let ψ : [0,+∞) → [0,+∞) be a smooth and nondecreasing function such that ψ(r) = r2 for
0 r  1 and ψ(r) = 2 for r  2. For each k we choose μk > 0 such that
sup
(
vnk − v −
μk
t
− μk
s
)
 3.
For δ,β > 0 we now consider the function
Φ(t, s, x, y) = vnk (t, x)− v(s, y)− a(T − t)−
μk
t
− μk
s
−mψ(‖x − y‖2−1)− (t − s)22β
− δ
√
1 + ‖x‖2 − δ
√
1 + ‖y‖2. (5.8)
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page 424] or [21, Chapter 6.4]), which is a version of the Ekeland–Lebourg lemma [13], we find
for every sufficiently big i > 0 elements pi, qi ∈ H and ai, bi ∈ R such that ‖pi‖+‖qi‖+ |ai |+
|bi | 1/i and such that
Φ(t, s, x, y)+ ait + bis + 〈Bpi, x〉 + 〈Bqi, r〉
has a global maximum over [0, T ] ×H at some points t¯ , s¯, x¯, y¯, where 0 < t¯, s¯. Following stan-
dard arguments (see for instance [17]) it is easy to see that
lim sup
δ→0
lim sup
β→0
lim sup
i→+∞
δ
(√
1 + ‖x¯‖2 +
√
1 + ‖y¯‖2)= 0 for fixed k, (5.9)
lim sup
β→0
lim sup
i→+∞
(t¯ − s¯)2
2β
= 0 for fixed k, δ. (5.10)
Moreover it is clear that ψ(‖x¯ − y¯‖2−1) = ‖x¯ − y¯‖2−1 and, since Φ(t¯, s¯, x¯, x¯)Φ(t¯, s¯, x¯, y¯), we
obtain
m‖x¯ − y¯‖2−1 D1‖x¯ − y¯‖−1 + δ
√
1 + ‖x¯‖2 + 〈qi, y¯ − x¯〉
which, in light of (5.9) and the fact that ‖x¯‖,‖y¯‖ cδ for every i for some constant cδ , implies
lim sup
δ→0
lim sup
β→0
lim sup
i→+∞
m‖x¯ − y¯‖−1 D1. (5.11)
Therefore, by (5.7), (5.9), (5.10), (5.11) and the definition of m, for small δ,β , and big i we have
0 < t¯, s¯ < T .
We now use (5.8) and the definition of viscosity solution to obtain
−a − ai − μk
t¯2
+ t¯ − s¯
β
− 〈x¯,A∗B(2m(x¯ − y¯)− pi)〉
+
〈
F(x¯),2mB(x¯ − y¯)+ δx¯√
1 + ‖x¯‖2 −Bpi
〉
+
∫
H
[
e
nkm(ψ(‖x¯+ 1nk G(x¯)z−y¯‖
2−1)−ψ(‖x¯−y¯‖2−1))+δnk(
√
1+‖x¯+ 1
nk
G(x¯)z‖2−
√
1+‖x¯‖2)−〈Bpi,G(x¯)z〉
− 1 −
〈
2mB(x¯ − y¯)+ δx¯√
1 + ‖x¯‖2 −Bpi,G(x¯)z
〉]
ν(dz) 0 (5.12)
and
bi + μk
s¯2
+ t¯ − s¯
β
− 〈y¯,A∗(2mB(x¯ − y¯ + qi))〉+
〈
F(y¯),2mB(x¯ − y¯)− δy¯√
1 + ‖y¯‖2 +Bqi
〉
+H
(
y¯,2mB(x¯ − y¯)− δy¯√
2
+Bqi
)
 0. (5.13)1 + ‖y¯‖
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e
nk(ψ(‖x¯+ 1nk G(x¯)z−y¯‖
2−1)−ψ(‖x¯−y¯‖2−1))+δnk(
√
1+‖x¯+ 1
nk
G(x¯)z‖2−
√
1+‖x¯‖2)−〈Bpi,G(x¯)z〉
= e〈2mB(x¯−y¯)+
δx¯√
1+‖x¯‖2 −Bpi,G(x¯)z〉+σk(z), (5.14)
where for small δ,β and big i
∣∣σk(z)∣∣ Cm min
(
‖z‖, ‖z‖
2
nk
)
for some constant Cm independent of k. Using this in (5.12) we therefore obtain that for small
δ,β and big i
−a − ai − μk
t¯2
+ t¯ − s¯
β
− 〈x¯,A∗B(2m(x¯ − y¯)− pi)〉
+
〈
F(x¯),2mB(x¯ − y¯)+ δx¯√
1 + ‖x¯‖2 −Bpi
〉
+H
(
x¯,2mB(x¯ − y¯)+ δx¯√
1 + ‖x¯‖2 −Bpi
)
−
∫
{‖z‖1}
C˜m‖z‖2
nk
ν(dz)
+
∫
{‖z‖>1}
e(2D1‖B‖
1
2 +1)M‖z‖(eσk(z) − 1)ν(dz)−ω(k, δ,β, i), (5.15)
where limk→+∞ lim supδ→0 lim supβ→0 lim supi→+∞ ω(k, δ,β, i) = 0 by (2.5) and the
Lebesgue dominated convergence theorem.
Combining (5.13) and (5.15) and using (5.9), (5.11), (2.2), (2.3), (2.4) we thus obtain
a −2μk
T 2
+ 2m(c0 +M∥∥B 12 ∥∥)‖x¯ − y¯‖2−1 +K2D1‖B 12 ‖+1‖x¯ − y¯‖−1 +ω1(k, δ,β, i)

2D21
m
(
c0 +M
∥∥B 12 ∥∥)+ D1
m
K
2D1‖B
1
2 ‖+1 +ω2(k, δ,β, i)
 a
2
+ω2(k,β, δ, i), (5.16)
where lim supk→+∞ lim supδ→0 lim supβ→0 lim supi→+∞ ωj (k,β, δ, i) = 0 for fixed j = 1,2.
This yields a contradiction after we send i → +∞, β → 0, δ → 0 and then k → +∞.
Similar argument gives us that limn→+∞ sup(v − vn) = 0 and therefore (5.4) follows.
Finally we notice that, by Theorem 4.4, the value function (4.10) of the control problem of
Section 4.2 is a bounded viscosity solution of (4.7) satisfying (5.2) and (5.3). Since the func-
tions vn converge to a single solution of (4.7), the value function must be the unique bounded
viscosity solution of (4.7) satisfying (5.2) and (5.3). 
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Let V be a Hilbert space such that H ⊂ V and H ↪→ V is compact. We remark that on every
closed ball in H , the convergence in V is equivalent to the weak sequential convergence in H .
We have the following large deviation result.
Theorem 6.1. Let (2.2)–(2.5) hold. Let T > 0, x ∈ H, and let Xn be the solutions of (1.2). Then
the random variables Xn(T ) satisfy large deviation principle in V with the rate function
I (y) = lim inf
z→y infu(·)∈M0
{ T∫
0
L0
(
u(s)
)
ds: X satisfies (4.8), X(0) = x, X(T ) = z
}
(6.1)
(where the liminf above is taken in the topology of V ).
Proof. By Bryc’s theorem (see for instance [12, Theorem 1.3.8]) to show that Xn(T ) satisfy
large deviation principle in V it is enough to prove that Xn(T ) are exponentially tight in V
and that for every g ∈ Cb(V ) the Laplace limit Λ(g) exists. Since closed balls in H are compact
in V , exponential tightness of Xn(T ) follows from the exponential moment estimates (3.6). Since
every g ∈ Cb(V ) is weakly sequentially continuous on H , the Laplace limit Λ(g) exists by
Theorem 5.3. It remains to prove the representation formula for the rate function. We recall that
Λ(g) = sup
u(·)∈M0
{ T∫
0
−L0
(
u(s)
)
ds + g(X(T ))
}
,
where X(0) = x.
We have (see [12, page 27] or [15, page 47])
I (y) = sup
g∈Cb(V ),g(y)=0
{−Λ(g)}
= sup
g∈Cb(V ),g(y)=0,g0
inf
u(·)∈M0
{ T∫
0
L0
(
u(s)
)
ds + g(X(T ))
}
.
Denote the right-hand side of (6.1) by I1(y) and for m> 0 define the function
gm(z) = m‖z − y‖V ,
where ‖ · ‖V is the norm in V . Then for m,n 1
I (y) inf
u(·)∈M0
{ T∫
L0
(
u(s)
)
ds + g(X(T ))
}
0
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{
m
n
, inf
u(·)∈M0
{ T∫
0
L0
(
u(s)
)
ds:
∥∥X(T )− y∥∥
V
 1
n
}}
.
Therefore, letting m → +∞ we obtain
I (y) inf
u(·)∈M0
{ T∫
0
L0
(
u(s)
)
ds:
∥∥X(T )− y∥∥
V
 1
n
}
,
which implies I (y) I1(y). To show the reverse inequality, for g ∈ Cb(V ) let ωyg be a modulus
of continuity of g at y. Then for n 1 we have
inf
u(·)∈M0
{ T∫
0
L0
(
u(s)
)
ds + g(X(T ))
}
 inf
u(·)∈M0
{ T∫
0
L0
(
u(s)
)
ds:
∥∥X(T )− y∥∥
V
 1
n
}
+ωyg
(
1
n
)
.
Taking the lim infn→+∞ in the above inequality and then supremum over g gives us I (y) 
I1(y). 
Remark 6.2. Since if
∫ T
0 L0(u(s)) ds  n the solution of (4.8) with X(0) = x satisfies‖X(T )‖ Cn for some absolute constant Cn it is clear that I (y) = +∞ if y ∈ V \H .
In some cases lim infz→y can be removed from (6.1). We present below one such case.
Proposition 6.3. Suppose that, in addition to the assumptions of Theorem 6.1, there exists p > 1
such that
‖z‖p  C(1 +L0(z)) for all z ∈ H, (6.2)
and that for every x ∈ H and K > 0 there exists a modulus ωx,K such that if X satisfies (4.8),
X(0) = x, ∫ T0 ‖u(s)‖p ds K , then
∥∥X(s1)−X(s2)∥∥V  ωx,K(|s1 − s2|) for all s1, s2 ∈ [0, T ]. (6.3)
Then
I (y) = inf
u(·)∈M0
{ T∫
0
L0
(
u(s)
)
ds: X satisfies (4.8), X(0) = x, X(T ) = y
}
. (6.4)
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where zm → y in V , and
T∫
0
L0
(
u(s)
)
ds → α ∈ R as m → +∞.
Then by (4.13), (6.2) and (6.3) the family {Xm} is equibounded in H and equicontinuous in V
and since balls in H are compact in V , by the Arzela–Ascoli theorem, a subsequence, still de-
noted by Xm, converges uniformly in C([0, T ];V ) to Y : [0, T ] → H which also satisfies (6.3).
Moreover we can assume that um ⇀ u in Lp(0, T ;H) for some u. By the definition of mild
solution for 0 s  T
Xm(s) = S(s)x +
s∫
0
S(s − τ)(F (Xm(τ))+G(Xm(τ))um(τ))dτ.
Since the topology of V on closed balls of H is equivalent to the weak topology in H , we have
that sup0τT ‖Xm(τ)− Y(τ)‖−1 → 0 as m → +∞, and thus
sup
0τT
(∥∥F (Xm(τ))− F (Y(τ))∥∥+ ∥∥G(Xm(τ))−G(Y(τ))∥∥)→ 0 as m → +∞. (6.5)
Therefore (6.5), combined with um ⇀ u in Lp(0, T ;H), yields that for every p ∈ H〈
Y(s),p
〉= lim
m→+∞
〈
Xm(s),p
〉
=
〈
S(s)x +
s∫
0
S(s − τ)(F (Y(τ))+G(Y(τ))u(τ))dτ,p
〉
.
This means that Y is the mild solution of (4.8) with u(·) ∈ M0, Y(0) = x,Y (T ) = y.
Since um ⇀ u in Lp(0, T ;H)
k∑
i=1
λki umki
→ u in Lp(0, T ;H) (6.6)
where for every k  1,
∑k
i=1 λki = 1 and inf1ik mki  k. Moreover, upon taking another subse-
quence, we can assume that we have pointwise convergence in (6.6) a.e. on [0, T ]. It now follows
from Fatou’s lemma that
T∫
0
L0
(
u(s)
)
ds =
T∫
0
lim
k→+∞L0
(
k∑
i=1
λki umki
(s)
)
ds
 lim inf
k→+∞
T∫
0
L0
(
k∑
i=1
λki umki
(s)
)
ds  lim inf
k→+∞
k∑
i=1
λki
T∫
0
L0
(
umki
(s)
)
ds = α
which completes the proof. 
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remark that in the above proof, (2.2) cannot be replaced by (2.8) even if (2.7) is satisfied.
7. Large deviation principle in path space
In this section we will show that the sequence {Xn(·)} satisfies the large deviation principle
in DH−α [0, T ] for every α > 0, where DH−α [0, T ] is the space of H−α-valued right continuous
with left limit functions on [0, T ] equipped with the Skorohod topology. To do it we will follow
the method used in [32] which in turn was based on the general program described in [15]. To
make the presentation self-contained we had to repeat some arguments of Section 8 in [32]. The
main result of this section is the following theorem.
Theorem 7.1. Let T > 0. Let (2.1)–(2.5) hold and let in addition the operator B be com-
pact. Then the sequence {Xn(·)} of the solutions of (1.2) satisfies the large deviation principle
in DH−α [0, T ] for every α > 0.
The proof of the above theorem is based on a result which we state below in the form adapted
to our case.
Proposition 7.2. (See [15, Corollary 4.29].) Let Z be a complete, separable metric space. Sup-
pose that:
(i) The sequence {Xn(·)} is exponentially tight in DZ[0, T ],
and
(ii) For each 0 t1  · · · tm  T and g1, . . . , gm ∈ Cb(Z) the limit
lim
n→+∞
1
n
logE
[
en(g1(Xn(t1))+···+gm(Xn(tm)))
] (7.1)
exists. Then the sequence {Xn(·)} satisfies the large deviation principle in DZ[0, T ].
We remark that Corollary 4.29 of [15] also contains a general formula for the rate function
based on the existence of limits in (7.1). We refer the readers to [15] for the details.
Proof of Theorem 7.1. We need to show that (i) and (ii) of Proposition 7.2 are satisfied for
Z = H−α . Condition (i) will follow from Theorems 7.3 and 7.6. The existence of the limit (7.1)
is a consequence of Proposition 5.3 and the Markov property of the processes Xn(s). We repeat
the arguments from [32].
Since B is compact, the functions in Cb(H−α) are weakly sequentially continuous on H .
Thus, using the Markov property of Xn(·) we have
E
[
en(f1(Xn(t1))+···+fm(Xn(tm)))
]
= E[E[en(f1(Xn(t1))+···+fm(Xn(tm)))∣∣Ftm−1]]
= E[en(f1(Xn(t1))+···+Vn(tm−tm−1)fm(Xn(tm−1)))]
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= enVn(t1)(f1+Vn(t2−t1)(f2+···+Vn(tm−tm−1)fm)···)(x).
By Proposition 5.3, the functions Vn(tm − tm−1)gm are uniformly bounded, weakly sequen-
tially continuous and they converge uniformly on bounded subsets of H to V (tm − tm−1)gm, and
then Vn(tm−1 − tm−2)(gm−1 + Vn(tm − tm−1)gm) are also uniformly bounded, weakly sequen-
tially continuous and converge uniformly on bounded subsets of H to V (tm−1 − tm−2)(gm−1 +
V (tm − tm−1)gm). Continuing this process we therefore obtain
lim
n→+∞
1
n
logE
[
en(g1(Xn(t1))+···+gm(Xn(tm)))
]
= V (t1)
(
g1 + V (t2 − t1)
(
g2 + · · · + V (tm − tm−1)gm
) · · ·)(x).  (7.2)
It remains to show that the sequence {Xn(·)} is exponentially tight in DH−α [0, T ]. As in [32]
this will be done with the help of the following theorem.
Theorem 7.3. (See [15, Theorem 4.4].) Let Z be a complete, separable metric space. The se-
quence of Z-valued processes {Xn(·)} is exponentially tight in DZ[0, T ] if and only if:
(i) (exponential compact containment) for every M > 0 there exists a compact set KM ⊂ Z
such that
lim sup
n→+∞
1
n
logP
({
there exists 0 t  T such that Xn(t) /∈ KM
})
−M; (7.3)
(ii) there exists a family of functions A ⊂ C(Z) that is closed under additions and separates
points in Z such that for each f ∈ A, {f (Xn)} is exponentially tight in DR[0, T ].
For α > 0 let k = [α] + 1. We now define
Aα =
{
m∑
i=1
fi
(‖x − xi‖−k): m ∈ N, xi ∈ H, fi ∈ C2([0,+∞)),
f ′i (0) = 0, fi, f ′i , f ′′i are bounded
}
.
It is clear that the family Aα is closed under addition and, since H is dense in H−α , it separates
points in H−α for every α > 0. Moreover, for every f ∈ Aα and r > 0
sup
‖x‖r
∥∥A∗Df (x)∥∥ sup
‖x‖r
m∑
i=1
∥∥A∗Bk(x − xi)∥∥f ′i (‖x − xi‖−k)‖x − xi‖−k  C(f, r) (7.4)
for some constant C(f, r) 0.
We will need two lemmas. The first one is a version of Ito’s formula for integrals with un-
bounded integrands.
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f
(
Xn(t + s)
)− f (Xn(t))
=
t+s∫
t
(〈−A∗Df (Xn(τ)),Xn(τ)〉+ 〈Df (Xn(τ)),F (Xn(τ))〉)dτ
+
t+s∫
t
〈
Df
(
Xn(τ−)
)
,G
(
Xn(τ−)
)
dLn(τ)
〉+
t+s∫
t
∫
H\{0}
αn(τ, y)πn(dτ, dy), (7.5)
where
αn(τ, y) = f
(
Xn(τ−)+G
(
Xn(τ−)
)
y
)− f (Xn(τ−))− 〈Df (Xn(τ−)),G(Xn(τ−))y〉.
Proof. Let Xmn be the solutions of (3.3) with initial conditions Xmn (0) = x. By (3.5), and passing
to a subsequence if necessary, we can assume that
lim
m→+∞ sup0sT
∥∥Xmn (s)−Xn(s)∥∥= 0 for a.e. ω. (7.6)
By Ito’s formula we have that for a.e. ω
f
(
Xmn (t + s)
)− f (Xmn (t))
=
t+s∫
t
(〈−A∗mDf (Xmn (τ)),Xmn (τ)〉+ 〈Df (Xmn (τ)),F (Xmn (τ))〉)dτ
+
t+s∫
t
〈
Df
(
Xmn (τ−)
)
,G
(
Xmn (τ−)
)
dLn(τ)
〉
+
t+s∫
t
∫
H\{0}
(
f
(
Xmn (τ−)+G
(
Xmn (τ−)
)
y
)− f (Xmn (τ−))
− 〈Df (Xmn (τ−)),G(Xmn (τ−))y〉)πn(dτ, dy). (7.7)
Using (7.6), (3.6), (2.2)–(2.4) and the properties of the function f it is easy to see that for a.e. ω
the absolute value of the integrand of the first term in (7.7) is bounded by a constant independent
of m, and the absolute value of the integrand of the third term in (7.7) is bounded by C|y|2 for
some constant C independent of m. Moreover for a.e. ω these integrands converge for every τ ∈
[t, t + s], y ∈ H to the respective integrands of (7.5). We can thus use the Lebesgue dominated
convergence theorem to obtain the convergence of the respective integrals.
As regards the second term in (7.7), using the isometric formula, (2.2)–(2.4), the properties of
the function f , and finally (7.6), we obtain
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∣∣∣∣∣
t+s∫
t
〈
Df
(
Xn(τ−)
)
,G
(
Xn(τ−)
)
dLn(τ)
〉−
t+s∫
t
〈
Df
(
Xmn (τ−)
)
,G
(
Xmn (τ−)
)
dLn(τ)
〉∣∣∣∣∣
2
 CE
t+s∫
t
∥∥Xmn (s)−Xn(s)∥∥2 ds → 0 as m → +∞.
Therefore, passing to a subsequence if necessary, we can assume that for a.e. ω
t+s∫
t
〈
Df
(
Xmn (τ−)
)
,G
(
Xmn (τ−)
)
dLn(τ)
〉→
t+s∫
t
〈
Df
(
Xn(τ−)
)
,G
(
Xn(τ−)
)
dLn(τ)
〉
as m → +∞. Therefore, letting m → +∞ along a subsequence in (7.7) gives us (7.5). 
The second lemma is a simplified restatement of Corollary 5.2.2 from [4] suitable for our
purposes. We remark that even though Corollary 5.2.2 in [4] was formulated for the case when
ν is a measure on R, its conclusion is true when ν and πˆ (called N˜ in [4]) are defined on any
measure space.
Lemma 7.5. Let (2.5) be satisfied and let h(s, y) be a predictable field (see [4, page 192]) such
that
E
t∫
0
∫
H
∣∣h(s, y)∣∣2 ν(dy)ds < +∞, E
t∫
0
∫
‖y‖1
eh(s,y) ν(dy) ds < +∞.
Let
Y(t) =
t∫
0
∫
H\{0}
h(s, y) πˆ(ds, dy)−
t∫
0
∫
H
(
eh(s,y) − 1 − h(s, y)) ν(dy)ds.
Then the process eY(t) is a local martingale.
Theorem 7.6. Let (2.1)–(2.5) be satisfied and let the operator B be compact. Then the sequence
{Xn(·)} is exponentially tight in DH−α [0,+∞) for every α > 0.
Proof. We need to verify conditions (i) and (ii) of Theorem 7.3 with Z = H−α and Aα defined
above. The exponential compact containment condition (7.3) follows from (3.6). Since B is com-
pact, if KM = {‖x‖ r} then KM is compact in H−α , and moreover, by (3.6),
1
n
logP
({
there exists 0 t  T such that Xn(t) /∈ KM
})
 1
n
log
(
en(c2−c1r)
)= c2 − c1r −M
if r = (M + c2)/c1.
708 A. ´Swie˛ch, J. Zabczyk / Journal of Functional Analysis 260 (2011) 674–723It remains to show that for every f ∈ Aα , {f (Xn)} is exponentially tight in DR[0, T ].
To do this, according to [15, Theorem 4.1] and the fact that e|f |  ef + e−f , it is enough to
show that for s > 0, λ ∈ R there exist random variables γn(s, λ), nondecreasing in s, such that
for 0 t  t + s  T
E
[
enλ(f (Xn(t+s))−f (Xn(t)))
∣∣Ft] E[eγn(s,λ)∣∣Ft], (7.8)
and
lim
s→0 lim supn→+∞
1
n
logE
[
eγn(s,λ)
]= 0. (7.9)
Let r > 0 be big enough so that if
Ωn1 =
{
ω: there exists 0 t  T such that
∥∥Xn(t)∥∥> r}
then
P
(
Ωn1
)
 e−2n|λ|‖f ‖∞ . (7.10)
Denote Ωn2 = Ω \Ωn1 . We have
E
[
enλ(f (Xn(t+s))−f (Xn(t)))
∣∣Ft] E[enλ(f (Xn(t+s))−f (Xn(t)))1Ωn1 ∣∣Ft]
+ E[enλ(f (Xn(t+s))−f (Xn(t)))1Ωn2 ∣∣Ft]= J1 + J2. (7.11)
Obviously
J1  E
[
e2n|λ|‖f ‖∞1Ωn1
∣∣Ft]. (7.12)
Now, since Ln(τ) =
∫ τ
0
∫
H\{0} y πˆn(du, dy),
t+s∫
t
〈
Df
(
Xn(τ−)
)
,G
(
Xn(τ−)
)
dLn(τ)
〉=
t+s∫
t
∫
H\{0}
〈
Df
(
Xn(τ−)
)
,G
(
Xn(τ−)
)
y
〉
πˆn(dτ, dy).
It does follow directly from the definition of the transport measure that for (nonnegative) Borel
measurable functions ψ
∫
H
ψ(y) νn(dy) = n
∫
H
ψ
(
y
n
)
ν(dy). (7.13)
Thus (7.13) is also true for Borel measurable functions ψ such that |ψ(y)|  C‖y‖2eK‖y‖ for
some C,K . Using Lemma 7.4, properties of f , (7.4), and (2.2), we have
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[
enλ
∫ t+s
t (〈−A∗Df (Xn(τ)),Xn(τ)〉+〈Df (Xn(τ)),F (Xn(τ))〉) dτ
· enλ[
∫ t+s
t
∫
H\{0}〈Df (Xn(τ−)),G(Xn(τ−))y〉 πˆn(dτ,dy)+
∫ t+s
t
∫
H\{0} αn(τ,y)πn(dτ,dy)]1Ωn2
∣∣Ft]
 en|λ|C(1+r)sE
[
e
nλ[∫ t+st ∫H\{0} α˜n(τ,y) πˆn(dτ,dy)+∫ t+st ∫H αn(τ,y) νn(dy)dτ ]1Ωn2
∣∣Ft],
where
α˜n(τ, y) =
〈
Df
(
Xn(τ−)
)
,G
(
Xn(τ−)
)
y
〉+ αn(τ, y).
Now, by Lemma 2.2,
αn(τ, y) =
1∫
0
1∫
0
〈
D2f
(
Xn(τ−)+ ησG
(
Xn(τ−)
)
y
)
G
(
Xn(τ−)
)
y,G
(
Xn(τ−)
)
y
〉
σ dη dσ.
(7.14)
Thus, (7.13), (7.14) and (2.4), (2.5) yield
nλ
t+s∫
t
∫
H
αn(τ, y) νn(dy)dτ1Ωn2 = n2λ
t+s∫
t
∫
H
αn
(
τ,
y
n
)
ν(dy)dτ 1Ωn2
 n2|λ|
t+s∫
t
∫
H
C
|y|2
n2
ν(dy)dτ  C|λ|s.
Therefore
J2  en|λ|C(1+r)s+C|λ|sE
[
e
nλ
∫ t+s
t
∫
H\{0} α˜n(τ,y) πˆn(dτ,dy)
∣∣Ft ]
 en|λ|C(1+r)s+C|λ|sE
[
Mn(t, t + s)eΛn(s)
∣∣Ft], (7.15)
where
Mn(t, t + s) := enλ
∫ t+s
t
∫
H\{0} α˜n(τ,y) πˆn(dτ,dy)−Λn(s),
and
Λn(s) =
t+s∫
t
∫
H
[
enλα˜n(τ,y) − 1 − nλα˜n(τ, y)
]
νn(dy)dτ.
The purpose of the above decomposition in (7.15) is to us the fact that, according to Lemma 7.5,
Mn(t, t + s) is a local martingale with respect to the filtration Ft+s .
We notice that, since Df and G are bounded,
∣∣α˜n(τ, y)∣∣ C|y|. (7.16)
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Λn(s) =
t+s∫
t
∫
H
[
enλα˜n(τ,
y
n
) − 1 − nλα˜n
(
τ,
y
n
)]
nν(dy)dτ.
Applying Lemma 2.2 with f (x) = ex , and using (7.16) and (2.5), we thus have
Λn(s) =
t+s∫
t
∫
H
[ 1∫
0
1∫
0
eησnλα˜n(τ,
y
n
)
(
nλα˜n
(
τ,
y
n
))2
σ dη dσ
]
nν(dy)dτ

t+s∫
t
∫
H
neC|λ||y|C|λ|2|y|2 ν(dy)dτ  nCλs. (7.17)
Using (7.17) in (7.15) we thus obtain
J2  enC(f,λ,r)sE
[
Mn(t, t + s)
∣∣Ft ] (7.18)
for some constant C(f,λ, r). Let τk be a nondecreasing sequence of stopping times such that
limk→+∞ τk = +∞ a.s. and Mn(t, (t + s)∧ τk) is a martingale respect to Ft+s for every k  1.
By Conditional Fatou’s lemma (see for instance [34, page 88]),
E
[
Mn(t, t + s)
∣∣Ft]= E[ lim
k→+∞Mn
(
t, (t + s)∧ τk
)∣∣∣Ft]
 lim inf
k→+∞E
[
Mn
(
t, (t + s)∧ τk
)∣∣Ft]= 1.
Therefore
J2  enC(f,λ,r)s . (7.19)
It thus follows from (7.11), (7.12) and (7.19) that
E
[
enλ(f (Xn(t+s))−f (Xn(t)))
∣∣Ft ] E[e2n|λ|‖f ‖∞1Ωn1 + enC(f,λ,r)s∣∣Ft].
We can now take
γn(s, λ) = log
(
enC(f,λ,r)s + e2n|λ|‖f ‖∞χΩn1
)
.
Then, by (7.10) and the inequality log(1 + x) x for x > 0,
1
n
logE
[
eγn(s,λ)
]= 1
n
log
(
E
[
e2n|λ|‖f ‖∞1Ωn1 + enC(f,λ,r)s
])
 1
n
log
(
1 + enC(f,λ,r)s) C(f,λ, r)s + 1
n
log
(
1 + e−nC(f,λ,r)s)
 C(f,λ, r)s + 1
n
e−nC(f,λ,r)s ,
which obviously implies (7.9). 
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We will consider two specific cases of small perturbations: compound Poisson processes and
subordinated Wiener processes. We will try to calculate the functions
H0(p) =
∫
H
[
e〈p,z〉 − 1 − 〈p, z〉]ν(dz), (8.1)
L0(z) = sup
y∈H
{〈z, y〉 −H0(y)}. (8.2)
8.1. Compound Poisson noise
Let L be a compound Poisson process with the Gaussian jump measure ν = N(0,Q) with
the trace class covariance operator Q 0, TrQ< +∞. It is easy to see, compare also Proposi-
tion 4.18 in [25], that the operator Q is identical with the covariance of L. It is well known, see
e.g. [11], that in this specific case for each k > 0
∫
H
ek‖z‖ ν(dz) < +∞. (8.3)
To calculate the function H0(·) remark that for a random variable ξ such that L(ξ) = ν,
∫
〈p, z〉2 ν(dz) = E〈p, ξ 〉2 = 〈Qp,p〉 = ∥∥Q1/2p∥∥2.
Moreover, for a real-valued random variable η such that L(η) = N(0,1),
Eeλη = e 12λ2, λ ∈ R.
Consequently
∫
H
e〈p,z〉 ν(dz) = Eeη‖Q1/2p‖ = e 12 〈Qp,p〉. (8.4)
Thus, in the present situation
H0(p) = e 12 〈Qp,p〉 − 1 = e 12 ‖Q
1
2 p‖2 − 1. (8.5)
We denote by Q−1/2 the pseudo inverse of Q1/2. Since Q1/2 is self-adjoint we have an orthog-
onal decomposition H = ImQ1/2 × KerQ1/2 and we notice that Q−1/2z is the unique element
p0 ∈ ImQ1/2 such that Q−1/2p0 = z. For x ∈ H we will write x = x0 + x⊥ to indicate the
orthogonal decomposition of x. We have the following general result.
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H0(p) = h
(∥∥Q 12 p∥∥), p ∈ H,
where Q is a trace class nonnegative operator and h is a convex,even function with the Legendre
transform l. Then the Legendre transform L0 of H0 is of the form:
L0(z) =
{
l(‖Q−1/2z‖), if z ∈ ImQ1/2,
+∞, if z /∈ ImQ1/2.
Proof. Let z = z0 + z⊥. If z⊥ = 0 then
L0(z) = sup
p
[〈z,p〉 − h(∥∥Q1/2p∥∥)] sup
p⊥∈KerQ1/2
〈
z⊥,p⊥
〉− h(0) = +∞.
If z = Q1/2p¯, p¯ ∈ ImQ1/2 = H1, then
L0(z) = sup
p
(〈z,p〉 − h(∥∥Q1/2p∥∥))= sup
p
[〈
p¯,Q1/2p
〉− h(∥∥Q1/2p∥∥)]
= sup
v∈H1
[〈p¯, v〉 − h(‖v‖)]= sup
t0
[
sup
‖v‖=t
(〈p¯, v〉 − h(t))]
= sup
t0
[
sup
‖v‖=t
(〈
p¯,
v
‖v‖
〉
t − h(t)
)]
= sup
t0
(‖p¯‖t − h(t))= l(‖p¯‖)= l(∥∥Q−1/2z∥∥),
as required.
Let now z ∈ ImQ1/2 \ ImQ1/2. When restricted to ImQ1/2, Q1/2 is a positive, self-adjoint,
compact operator and Q−1/2 exists in the usual sense. Let {e1, e2, . . .} be an orthonormal basis
of ImQ1/2 composed of eigenvectors of Q1/2. Then zn =∑ni=1〈z, ei〉ei ∈ ImQ1/2. Let Hn be
the linear subspace of H spanned by the vectors {e1, . . . , en} and p = pn + p⊥n , z = zn + z⊥n be
the orthogonal decompositions of p and z with respect to Hn and H⊥n . Thus
L0(z) = sup
pn+p⊥n
[〈
z,pn + p⊥n
〉− h(∥∥Q1/2(pn + p⊥n )∥∥)] sup
pn
[〈z,pn〉 − h(∥∥Q1/2pn∥∥)]
 sup
pn
[〈
zn + z⊥n ,pn
〉− h(∥∥Q1/2pn∥∥)] sup
pn
[〈zn,pn〉 − h(∥∥Q1/2pn∥∥)]
= sup
p
[〈zn,p〉 − h(∥∥Q1/2p∥∥)]= l(‖Q− 12 zn‖).
But the sequence (‖Q− 12 zn‖) tends to +∞ and since l(+∞) = +∞, L(z) = +∞, as re-
quired. 
As a corollary we get the following proposition.
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g(σ ) = σe 12σ 2 , σ  0. Then
L0(z) =
{
([f (‖Q−1/2z‖)]2 − 1)e 12 [f (‖Q−1/2z‖)]2 + 1, if z ∈ ImQ1/2,
+∞, if z /∈ ImQ1/2.
Remark 8.3. It is immediate that f is a concave function and for every 0 < a < 2 we have
√
a lnx  f (x)
√
2 lnx, for large x.
8.2. Subordinated Wiener process
Take L(t) = W(Z(t)), t  0, where W is a Wiener process on H , say L(W(1)) = N(0,QW)
and Z is a subordinator with the jump measure ρ on [0,+∞). Thus Z is an increasing process
starting from 0 and such that
Ee−λZ(t) = e−tψ(λ), λ 0,
ψ(λ) = γ λ+
+∞∫
0
(
1 − e−λσ )ρ(dσ), λ 0, (8.6)
where γ  0 and
∫ 1
0 σ ρ(dσ) < +∞,
∫ +∞
1 ρ(dσ) < +∞. If γ = 1, ρ ≡ 0, then Z(t) = t , t  0
and we have L identical with the Wiener process W .
We will assume that γ = 0, find the function H0 and check under what assumptions on ρ the
crucial condition (2.5) is satisfied.
It is well known, see e.g. [29,25], that for the Lévy process L, the measure ν is of the form
ν =
+∞∫
0
N(0, tQW)ρ(dt). (8.7)
By direct calculations we get that the covariance operator Q of L is equal to
Q =
[ +∞∫
0
t ρ(dt)
]
QW =
[
EZ(1)
]
QW. (8.8)
To simplify notation we will assume that
EZ(1) = 1, and then QW = Q. (8.9)
Therefore,
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∫
H
(
e〈ρ,z〉 − 1)ν(dz) =
+∞∫
0
(∫
H
(
e〈ρ,z〉 − 1)N(0, tQ)(dz))ρ(dt)
=
+∞∫
0
(
e
1
2 t〈Qp,p〉 − 1)ρ(dt).
Thus
H0(p) = h
(∥∥Q1/2p∥∥), where h(u) =
+∞∫
0
(
e
1
2 tu
2 − 1)ρ(dt), u 0, (8.10)
and Proposition 8.1 applies. An explicit formula for L0 can be easily derived.
Note that
I =
∫
H
‖z‖2eκ‖z‖ ν(dz) =
+∞∫
0
ρ(dt)
[∫
H
‖z‖2eκ‖z‖ N(0, tQ)(dz)
]
=
+∞∫
0
ρ(dt)E
[∥∥W(t)∥∥2eκ‖W(t)‖].
But L(W(t)) = L(√tW(1)). Therefore
I =
+∞∫
0
t ρ(dt)
[
E
∥∥W(1)∥∥2eκ√t‖W(1)‖].
We will need the following lemma.
Lemma 8.4. There exists a > 0 such that for all s  0,
Ees‖W(1)‖  eas2 .
Proof. By [20, page 55], there exists δ > 0 such that
P
(∥∥W(1)∥∥> u) e−δu2, u > 0.
Therefore
E
(
ss‖W(1)‖
)=
+∞∫
0
P
(
es‖W(1)‖  u
)
du = 1 +
+∞∫
1
P
(∥∥W(1)∥∥> lnu
s
)
du.
Note that
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1
P
(∥∥W(1)∥∥> lnu
s
)
du
+∞∫
1
e−δ(lnu/s)2 du.
Substituting v = lnu
s
, du = us dv = sevs dv,
+∞∫
1
e−δ(lnu/s)2 du = s
+∞∫
0
e−δv2evs dv = s
( +∞∫
0
e−δ(v−s/(2δ))2 dv
)
es
2/(4δ)
 s
( +∞∫
−∞
e−δv2 dv
)
es
2/(4δ).
The required result now follows. 
Proposition 8.5. If
+∞∫
0
t ρ(dt) = 1 and
+∞∫
1
eλt ρ(dt) < +∞, λ 0,
then the measure ν given by (8.7) satisfies (2.5) and H0 is given by (8.10).
Proof. It is enough to remark that
E
∥∥W(1)∥∥2eκ√t‖W(1)‖  (E∥∥W(1)∥∥4)1/2(Ee2κ√t‖W(1)‖)1/2  ce a2 κ2t . 
Example 8.6. The assumptions of the above proposition are satisfied if, for instance,
ρ(dt) = 1
t1+α
e−t2 dt for α < 1.
In some cases asymptotic behavior of the function ψ can be determined.
Example 8.7.
ρ(dt) = 1[0,1](t) 1
t1+α
dt, α < 1,
−ψ(−λ) =
1∫
0
(
eλσ − 1) 1
σ 1+α
dσ.
After substitution, λσ = u, for λ > 1,
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0
(
eλσ − 1) 1
σ 1+α
dσ = 1
λ
λ∫
0
(
eu − 1) 1
(u
λ
)1+α
du = λα
λ∫
0
(
eu − 1) 1
u1+α
du
 λα
[ 1∫
0
eu − 1
u
· 1
uα
du+
λ∫
1
eu du
]
.
Thus, for large λ,
1∫
0
(
eλσ − 1) 1
σ 1+α
dσ ∼ cλαeλ.
Remark 8.8. In the considered examples, the Legendre transforms L0 of H0 were of the form
l(‖Q− 12 z‖), z ∈ H . Thus the control system, which defines the rate function, can be written in a
more convenient way,
X′(s) = −AX(s)+ F (X(s))+G(X(s))Q1/2u(s), X(t) = x, (8.11)
and to find the rate function one has to look for the infimum of the cost functional
J
(
x;u(·))=
T∫
0
l
(
u(s)
)
ds + g(X(T ))
over all controls u(·) ∈ M0.
9. Stochastic PDE of hyperbolic type
We present an example of a class of stochastic PDE which can be handled by the developed
theory. To begin consider a nonlinear stochastic wave equation which can be formally written as
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2u
∂t2
(t, ξ) = u(t, ξ)+ f (u(t, ξ))+ ∂
∂t
L˜n(t, ξ), t > 0, ξ ∈ O,
u(t, ξ) = 0, t > 0, ξ ∈ ∂O,
u(0, ξ) = u0(ξ), ξ ∈ O,
∂u
∂t
(0, ξ) = v0(ξ), ξ ∈ O,
(9.1)
with L˜n, L2(O)-valued Lévy process (properly normalized), O a bounded regular domain in Rd ,
f : R → R is a Lipschitz function and u0 ∈ H 10 (O), v0 ∈ L2(O).
Setting
X(t) =
(
u(t)
)
, t  0,v(t)
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dX(t) =
((
0 I
−A 0
)
X(t)+ F (X(t)))dt + dLn(t), (9.2)
where
F
(
u
v
)
=
(
0
F1(u)
)
, Ln(t) =
(
0
L˜n(t)
)
(9.3)
and A = − in H = L2(O) with D(A) = H 2(O)∩H 10 (O). Moreover the same setup applies to
other equations of hyperbolic type.
Therefore let us assume that A in (9.2) is a strictly positive, self-adjoint operator in a Hilbert
space H with a bounded inverse. It is then well known that the operator
A =
(
0 −I
A 0
)
, D(A) =
(
D(A)
×
D(A1/2)
)
is maximal monotone in the Hilbert space H =
(
D(A1/2)
×
H
)
, equipped with the following “energy”
type inner product
〈(
u
v
)
,
(
u¯
v¯
)〉
H
= 〈A1/2u,A1/2u¯〉
H
+ 〈v, v¯〉H ,
(
u
v
)
,
(
u¯
v¯
)
∈ H.
Moreover, A∗ = −A.
It is easy to check that the operator
B =
(
A−1/2 0
0 A−1/2
)
is bounded, positive, self-adjoint on H, and such that A∗B is bounded. Moreover (2.1) holds
with constant c0 = 1. In fact〈(A∗ + I)B(u
v
)
,
(
u
v
)〉
H
=
〈
B
(
u
v
)
,
(
u
v
)〉
H
= ∥∥A1/4u∥∥2 + ∥∥A−1/4v∥∥2.
In particular we see that
∥∥∥∥
(
u
v
)∥∥∥∥−1 =
(∥∥A1/4u∥∥2 + ∥∥A−1/4v∥∥2)1/2.
Thus F = ( 0
F1
)
is Lipschitz from H−1 into H (condition (2.2)) if and only if
∥∥A−1/4(F1(u)− F1(u¯))∥∥H  c∥∥A1/2(u− u¯)∥∥, u, u¯ ∈ D(A1/2). (9.4)
It is easy to see that if
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(
u(ξ)
)
, ξ ∈ O,
and f is a Lipschitz function, then (9.4) is satisfied.
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Appendix A. Proof of Proposition 3.3
Let us recall that the spaces X , L were introduced in Section 4. Define, for each ψ ∈ L,
processes
K(ψ)(t) =
t∫
0
S(t − s)ψ(s) dL(s), t ∈ [0, T ],
Kλ(ψ)(t) =
t∫
0
Sλ(t − s)ψ(s) dL(s), λ > 0, t ∈ [0, T ].
We can treat K and Kλ as linear transformations from the space L into X . We prove this now
and establish that there exists a constant C1 > 0 such that
‖Kλ‖ C1 for λ > 1. (A.1)
In the proof we omit the subscript λ. Let Hˆ , and the unitary semigroup Sˆ, be the extensions,
respectively of H and of the semigroup S, given by the dilation theorem, see e.g. [25, Theo-
rem 9.24]. Thus H ↪→ Hˆ is an isometry and the semigroup S is the restriction of P Sˆ to H ,
where P is the orthogonal projection of Hˆ onto H . Therefore we have
t∫
0
S(t − s)ψ(s) dL(s) =
t∫
0
P Sˆ(t − s)ψ(s) dL(s) = P Sˆ(t)
t∫
0
Sˆ(−s)ψ(s) dL(s), t ∈ [0, T ].
Moreover the process
Yˆ (t) =
t∫
0
Sˆ(−s)ψ(s) dL(s), t  0,
is an Hˆ martingale and therefore has càdlàg modification. This implies that the stochastic con-
volution has H -valued, càdlàg modifications and
∥∥∥∥∥
t∫
S(t − s)ψ(s) dL(s)
∥∥∥∥∥ ∥∥Yˆ (t)∥∥Hˆ , t ∈ [0, T ].
0
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Hˆ
, t ∈ [0, T ], is a submartingale and by the classical Doob inequality for all
p > 1
E
(
sup
0tT
∥∥Yˆ (t)∥∥p
Hˆ
)

(
p
p − 1
)p
E
∥∥Yˆ (T )∥∥p
Hˆ
.
In particular
E
(
sup
0tT
∥∥∥∥∥
t∫
0
S(t − s)ψ(s) dL(s)
∥∥∥∥∥
2
H
)
 4E
∥∥∥∥∥
T∫
0
Sˆ(−s)ψ(s) dL(s)
∥∥∥∥∥
2
Hˆ
 4E
T∫
0
∥∥Sˆ(−s)ψ(s)Q1/2∥∥2
LHS(H,Hˆ )
ds  4E
T∫
0
∥∥ψ(s)Q1/2∥∥2HS ds.
Thus the existence of the constant C1 follows, and by the Banach–Steinhaus theorem it is enough
to establish (3.9) for a dense set of ψ .
Lemma A.1. For each k = 1,2, . . . the set
Lk =
{
ψ ∈ L: E
T∫
0
∥∥Akψ(u)Q1/2∥∥2HS du < +∞
}
is dense in L.
Proof. Let ψ ∈ L. Since for μ> 0 the operator μARμ is bounded we have
E
T∫
0
∥∥Ak(μRμ)kψ(u)Q1/2∥∥2HS du = E
T∫
0
∥∥(μARμ)kψ(u)Q1/2∥∥2HS du < +∞,
and thus (μRμ)kψ ∈ Lk . Moreover it follows from (2.9) that
∥∥((μRμ)k − I)ψ(u)Q1/2∥∥2HS  C∥∥ψ(u)Q1/2∥∥2HS,
and limμ→+∞(μRμ)kx = x for every x ∈ H . Therefore the dominated convergence theorem
yields
lim
μ→+∞E
T∫
0
∥∥((μRμ)k − I)ψ(u)Q1/2∥∥2HS du = 0. 
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ries, H -square integrable martingale, and M(0) = 0. Then
t∫
0
S(t − s) dM(s) = M(t)−
t∫
0
S(t − s)AM(s) ds. (A.2)
Proof. Let e ∈ D((A∗)2) and
ϕ(s, x) = 〈S(t − s)x, e〉= 〈x,S∗(t − s)e〉.
Then ϕ ∈ C2((−∞, t)×H) and has uniformly continuous derivatives. In fact it can be extended
to a function in C2(R × H) in an obvious way. Therefore, applying Ito’s formula for Hilbert
space valued semimartingales (see [22, Theorem 27.2] or [25, Theorem D2]) we obtain
〈
M(t), e
〉=
t∫
0
〈
S(t − s)AM(s), e〉ds +
t∫
0
〈
S(t − s) dM(s), e〉ds
which proves the claim since D((A∗)2) is dense in H . 
Applying Lemma A.2 to the martingale M(t) = ∫ t0 ψ(u)dL(u), t ∈ [0, T ] we arrive at the
following lemma.
Lemma A.3. If E ∫ T0 ‖Aψ(u)Q1/2‖2HS du < +∞ then for all t ∈ [0, T ], λ > 0,
t∫
0
S(t − s)ψ(s) dL(s) =
t∫
0
ψ(s) dL(s)−
t∫
0
S(t − s)
( s∫
0
Aψ(u)dL(u)
)
ds,
t∫
0
Sλ(t − s)ψ(s) dL(s) =
t∫
0
ψ(s) dL(s)−
t∫
0
Sλ(t − s)
( s∫
0
Aλψ(u)dL(u)
)
ds.
We can now continue the proof of the theorem. We will show that (3.9) holds for every ψ ∈ L2.
Note that
Kψ(t)− Kλψ(t) =
t∫
0
S(t − s)
[ s∫
0
−Aψ(u)dL(u)+
s∫
0
Aλψ(u)dL(u)
]
ds
+
t∫
0
[
S(t − s)− Sλ(t − s)
]( s∫
0
−Aλψ(u)dL(u)
)
ds
= I 1ψ(t)+ I 2ψ(t).λ λ
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I 1λψ(t) =
t∫
0
S(t − s)(Aλ −A)
s∫
0
ψ(u)dL(u)ds,
and
sup
0tT
∥∥I 1λψ(t)∥∥
T∫
0
∥∥∥∥∥(A−Aλ)
s∫
0
ψ(u)dL(u)
∥∥∥∥∥ds.
But ‖(A−Aλ)x‖ = ‖RλA2x‖ 1λ‖A2x‖, x ∈ D(A2). Therefore, since
E
T∫
0
∥∥A2ψ(u)Q1/2∥∥2HS du < +∞, (A.3)
we have, by isometric identity,
E sup
0tT
∣∣I 1λψ(t)∣∣2  E
( T∫
0
∣∣∣∣∣(A−Aλ)
s∫
0
ψ(u)dL(u)
∣∣∣∣∣ds
)2
 T
T∫
0
E
s∫
0
∥∥(A−Aλ)ψ(u)Q1/2∥∥2HS duds
 1
λ2
T
T∫
0
E
s∫
0
∥∥A2ψ(u)Q1/2∥∥2HS duds
 1
λ2
T 2
T∫
0
E
∥∥A2ψ(u)Q1/2∥∥2HS du.
Therefore, if (A.3) holds,
lim
λ→+∞E
∥∥I 1λψ(t)∥∥2 = 0.
Since for every x ∈ D(A), λ > 0,
∥∥Sλ(t)x − S(t)x∥∥ t‖Aλx −Ax‖
(see for instance [23, page 10]), we have
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0tT
∥∥I 2λψ(t)∥∥2  sup
0tT
( t∫
0
∥∥∥∥∥[S(t − s)− Sλ(t − s)]Aλ
s∫
0
ψ(u)dL(u)
∥∥∥∥∥ds
)2
 sup
0tT
[ t∫
0
(t − s)
∥∥∥∥∥(A−Aλ)Aλ
s∫
0
ψ(u)dL(u)
∥∥∥∥∥ds
]2
 T 2 sup
0tT
[ t∫
0
∥∥∥∥∥(A−Aλ)Aλ
s∫
0
ψ(u)dL(u)
∥∥∥∥∥ds
]2
.
Moreover,
(A−Aλ)Aλ = (A− λRλA)λRλA = λRλ(I − λRλ)A2.
Therefore
E sup
0tT
∥∥I 2λψ(t)∥∥2  T 2E
T∫
0
∥∥∥∥∥(I − λRλ)A2
s∫
0
ψ(u)dL(u)
∥∥∥∥∥
2
ds
 T 2E
T∫
0
s∫
0
∥∥(I − λRλ)A2ψ(u)Q1/2∥∥2HS ds du
 T 3E
T∫
0
∥∥(I − λRλ)A2ψ(u)Q1/2∥∥2HS du.
Thus, if (A.3) holds, we can conclude by the dominated convergence theorem that
lim
λ→+∞E sup0tT
∥∥I 2λψ(t)∥∥2 = 0.
This finishes the proof of the proposition.
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