On Period Relations for Automorphic L-functions II by Januszewski, Fabian
ar
X
iv
:1
60
4.
04
25
3v
2 
 [m
ath
.N
T]
  2
9 N
ov
 20
16
On Period Relations for
Automorphic L-functions II
Fabian Januszewski
October 31, 2018
Abstract
We study Hecke algebras for pairs (g,K) over arbitrary fields E of
characteristic 0, define the Bernstein functor and give another definition of
the Zuckerman functor over E. Building on this and the author’s previous
work on rational structures on automorphic representations, we show that
hard duality remains valid over E and apply this result to the study of
rationality properties of Sun’s cohomologically induced functionals. Our
main application are period relations for the special values of standard
L-functions of automorphic representations of GL(2n) admitting Shalika
models.
Contents
1 Hecke Algebras 6
1.1 Rational models of pairs and (g,K)-modules . . . . . . . . . . . 6
1.2 Hecke algebras for reductive groups . . . . . . . . . . . . . . . . . 7
1.3 Hecke algebras for general pairs . . . . . . . . . . . . . . . . . . . 12
1.4 Zuckerman and Bernstein functors . . . . . . . . . . . . . . . . . 13
1.5 Base change properties . . . . . . . . . . . . . . . . . . . . . . . . 14
1.6 The algebraic Borel-Bott-Weil Theorem . . . . . . . . . . . . . . 16
2 Hard Duality 18
2.1 Integrals on Hopf algebras . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Hard Duality over general bases . . . . . . . . . . . . . . . . . . . 19
3 Cohomologically induced functionals 22
3.1 Base Change Morphisms . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Cohomologically induced morphisms . . . . . . . . . . . . . . . . 24
3.3 Functoriality properties . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Explicit formulae . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5 A non-vanishing criterion . . . . . . . . . . . . . . . . . . . . . . 33
1
4 Algebraic setup 35
4.1 Algebraic groups . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Rational models of compact groups . . . . . . . . . . . . . . . . . 37
4.3 Finite-dimensional representations . . . . . . . . . . . . . . . . . 38
4.4 Arithmeticity conditions . . . . . . . . . . . . . . . . . . . . . . . 39
5 Shalika models 40
5.1 Group setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.2 Automorphic representations . . . . . . . . . . . . . . . . . . . . 41
5.3 The archimedean zeta integral . . . . . . . . . . . . . . . . . . . . 43
5.4 The non-archimedean zeta integrals . . . . . . . . . . . . . . . . . 44
5.5 The global zeta integral . . . . . . . . . . . . . . . . . . . . . . . 44
6 Rationality properties of archimedean Shalika integrals 45
6.1 Cohomologically induced standard modules . . . . . . . . . . . . 45
6.2 Structure of the bottom layer . . . . . . . . . . . . . . . . . . . . 47
6.3 Rationality of functionals . . . . . . . . . . . . . . . . . . . . . . 49
7 Proof of the period relations 50
7.1 Rational test vectors . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.2 The archimedean period relation . . . . . . . . . . . . . . . . . . 52
7.3 Relative Lie algebra cohomology over Q(µ) . . . . . . . . . . . . 54
7.4 Cohomological test vectors . . . . . . . . . . . . . . . . . . . . . . 55
7.5 The global period relation . . . . . . . . . . . . . . . . . . . . . . 57
8 Deligne’s Conjecture 59
8.1 Motives and Hodge numbers . . . . . . . . . . . . . . . . . . . . . 60
8.2 Compatibility with Deligne’s conjecture . . . . . . . . . . . . . . 62
Introduction
In [19] the author used the rational structures constructed in [18] to prove
period relations for Rankin-Selberg L-functions. Here we generalize the method
to standard L-functions of GL(2n) for cuspidal representations which are lifts
from globally generic cuspidal representations of GSpin(2n + 1). In order to
prove this, we are naturally led to study Bernstein functors and hard duality
over arbitrary fields of characteristic 0, which is also of independent interest.
Our main result on special values is the following. For each irreducible reg-
ular algebraic cuspidal automorphic representations Π of GL(2n) over a totally
real field F which is a Langlands lift from a globally generic cuspidal represen-
tation of GSpin(2n+ 1), subject to a mild condition on the weight, we have for
each k ∈ Z such that s = 12 + k is critical for the standard L-function L(s,Π)
in the sense of Deligne [9],
L(
1
2
+ k,Π) ∈ (2πi)m·k ·Q(Π) · Ω(−1)k(Π) (1)
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with two complex constants Ω±(Π) ∈ C× independent of k, Q(Π) the field of
definition of Π.
To such a Π we may conjecturally attach a motive M(Π) with the property
that
L(s− 2n− 1
2
,Π) = L(s,M(Π)). (2)
Assuming the existence ofM(Π), Deligne’s Conjecture [9] predicts, among many
other things, that (1) is true with m = nrF , where rF is the degree of F over
Q (cf. section 8).
As is well known, we have an automorphic cohomological definition for pe-
riods Ω±(Π, s0) ∈ C× under mild conditions on the ‘weight’ of Π, such that (1)
holds with periods varying with k.
It is known that the periods Ω±(Π, s0) ∈ C× behave as expected under
twists with finite order Hecke characters (cf. [2, 12]).
The contents of our Theorems A below (Theorem 8.2 in the text) is that
the predicted period relations for varying s0 are indeed satisfied. The case
n = 1 coincides with the previously treated Rankin-Selberg theory from [19],
and corresponds to the case of Hilbert modular forms on GL(2)/F , which is
well known (cf. [22, 26, 23, 27, 28]).
Theorem A. Assume n ≥ 1, let F be a totally real number field of degree rF
over Q, and Π be a algebraic irreducible cuspidal automorphic representation of
GL2n(AF ) admitting a Shalika model. Assume that Π∞ has non-trivial relative
Lie algebra cohomology with coefficients in an irreducible rational G2n-module
M , which we assume to be critical in the sense of section 4.4. Then there exist
non-zero periods Ω±, numbered by the 2
[F :Q] characters ± of π0(F×∞), such that
for each critical half integer s0 =
1
2 + j0 for the standard L-function L(s,Π),
and each finite order Hecke character
χ : F×\A×F → C×,
we have, in accordance with Deligne’s Conjecture (cf. Conjecture 8.1),
L(s0,Π⊗ χ)
G(χ)n(2πi)j0rFnΩ(−1)j0 sgnχ
∈ Q(Π, χ).
Furthermore the expression on the left hand side is Aut(C/Q)-equivariant.
Our proof of Theorem A uses similar methods as applied to the Rankin-
Selberg case in [19]. In particular we make use of Theorem 2.3 of loc. cit.,
which allows us to control the field of rationality of the G(R)0-representations
occuring in Π∞. Once again the remarkable fact that a root system of type
Dn admits the negated long Weyl element −w0 as a non-trivial automorphism
if and only if n is odd implies that the field of rationality of the irreducible
G(R)0-subrepresentations of Π∞ matches the contribution of
√−1 to the period
relation (1).
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However, in the case at hand we need a more refined argument to show
that the archimedean zeta integral, evaluated at critical points, produces Q(Π)-
rational functionals on Π∞, considered as a Casselman-Wallach representation.
Even though (GL2n(R),GLn(R)×GLn(R)) is known to be a Gelfand pair
(cf. [1]), we do not know if it satisfies the strong Gelfand property. Currently
we only know that for generic (quasi-)characters χ of H := GLn(R)×GLn(R)
we have
dimHomH(Π∞, χ) ≤ 1.
As a result we presently do not know the corresponding multiplicity one state-
ment on the level of (g,K)-modules, even though the automatic continuity the-
orem from [3, 7] we invoke holds for general χ.
In order to overcome this obstacle we consider Sun’s cohmologically induced
functionals as introduced in [30] in his proof of the non-vanishing of the Sha-
lika periods which are under investigation here. The key idea is to show that
for critical s these functionals are defined over the field of rationality of the
representation, which we achieve in Theorem 6.4.
The proof of this theorem leads us to the consideration of Hard Duality for
Zuckerman and Bernstein functors over arbitrary fields of characteristic 0. Zuck-
erman functors over arbitrary fields were already introduced by the author in
[18], and their dg analogues over arbitrary rings were introduced by Hayashi [15],
who also defined dg analogues of Bernstein functors over C. However Bernstein
functors have not yet been defined over fields other than the complex numbers.
In oder to give a unified treatament of all functors and also of the construction
of functionals we generalize the appropriate Hecke algebras to arbitrary base
fields of characteristic 0.
In our treatment we are conceptually close to the monograph [20] for the
simple reason that we need detailed knowledge about the interal structure of the
object and in particular we rely on several fundamental compatibility relations
in our applications, which in many cases can be readily deduce from the detailed
treatment in loc. cit. There is no doubt that there are more efficient ways to
prove the statement Hard Duality for different definitions of the Bernstein and
Zuckerman functors as in loc. cit., but in order to establish all the compatibility
relations alluded to above, it seems that the total effort would remain the same.
We hope that the representation theoretically not so inclinded reader ap-
preciates our decistion to go along these lines, as it allows us to give a single
reference for almost all representation theoretic statements we need.
The paper is divided in two parts. The first two sections treat the general
theory of Hecke algebras, Bernstein and Zuckerman functors and Hard Duality
over general fields of characteristic 0. The third section complements this with
a conceptual construction and generalization of Sun’s cohomologically induced
functionals. The remaining five sections treat our application to special values
of L-functions. These sections rely crucially on the general results from the first
three sections.
This work was part of the author’s Habilitation thesis. It is the author’s great
pleasure to thank Claus-Gu¨nther Schmidt and Stefan Ku¨hnlein from Karlsruhe,
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Don Blasius and Haruzo Hida from UCLA, and Anton Deitmar from Tu¨bingen,
for being available as members of the author’s Habilitation committee. The au-
thor also thanks Dragan Milicic and Pavle Pandzˇic´ for very helpful conversations
about hard duality.
Notation
We let Q ⊆ C denote the algebraic closure of Q inside C. If v is a place of a
field E, we write Ev for its completion at v. If E/Q is a number field, we write
AE = A ⊗Q E for the topological ring of adeles over E, where A denotes the
ring of adeles over Q. We write A
(∞)
E = A
(∞)⊗QE for the ring of finite adeles.
If E/F is a finite separable field extension, we write ResE/F for the functor of
restriction of scalars a` la Weil for the extension E/F , sending quasi-projective
varieties over E to quasi-projective varieties over F . This functor preserves
finite products and therefore sends group objects to group objects.
If G is an algebraic or a topological group, we denote its connected com-
ponent of the identity by G0. If g is the (complexified) Lie algebra of a real
Lie group G, we let U(g) denote its universal enveloping algebra. If G is an
algebraic group defined over a field E, then g and U(g) are defined over E as
well and if we emphasize that we consider these objects over E, we write gE
and U(gE) or also UE(g).
If G is an algebraic group defined over a field E, we always assume that its
connected component G0 ⊆ G is always defined over E as well. In other words
G0 is a geometrically connected subgroup of G, defined over E, and of finite
index in G.
We write
X(G) = Hom(G,GL1)
for the group of rational characters of G. If G is defined over a field E, we
denote by XE(G) the subgroup of characters which are defined over E.
Over R, reductive pairs are understood as in [20], i.e. a reductive pair (g,K)
consits of a pair (g,K) where g is reductive, and furthermore a real form g0 of
g, a Cartan involution θ on g0, and a non-degenerate bilinear form 〈·, ·〉 on g0
are given, subject to the usual compatibility conditions (cf. Definition 4.30 in
loc. cit.).
To such a pair we may associate unique reductive Lie group G with Lie
algebra g0 containing K as a maximal compact subgroup in such a way that
the map (g,K) 7→ (G,K) sets up an equivalence between (the categories of)
classical reductive pairs and real reductive Lie groups.
If (V, ρ) is a Casselman-Wallach representation of a real reductive Lie group
G, i.e. V is a finitely generated, admissible, Fre´chet representation of moderate
growth. If K ⊆ G is a maximal compact subgroup, we write V (K) for the sub-
space of K-finite vectors. This is a finitely generated admissible (g,K)-module,
and is irreducible if and only if V is (topologically) irreducible. More generally
the categories of finite length (g,K)-modules is equivalent to the category of
Casselman-Wallach representations of G.
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A superscript (·)∨ on a (rational / locally K-finite) representation of G, of
G(R) or a (g,K)-module denotes its (rational / locally K-finite) dual.
We assume without loss of generality that all Haar measures on totally dis-
connected groups we consider have the property that the volumes of compact
open subgroups are rational numbers.
We adopt the convention that for any vector space V the natural map
p∧
V ⊗
q∧
V →
p+p∧
V,
is always uniquely determined by the order of the factors in the tensor product,
i.e. the above map is given by
v ⊗ w 7→ v ∧ w.
1 Hecke Algebras
In this section we first recall the notion of pair (a, B) over an arbitrary base
field F of characteristic 0 and also the fundamental properties of the category
of (a, B)-modules and (g,K)-modules over F discussed in [18]. Then we go on to
define Hecke algebras for pairs (a, B) over arbitrary base fields of characteristic
0. Such Hecke algebras were defined for reductive pairs over C in the 1970ies by
Deligne and Flath. Knapp and Vogan give a systematic and general treatment
overC in Chapter 1 in their monograph [20]. Many of their arguments carry over
to the more general context once the Hecke algebras are appropriately defined.
In particular the definition and fundamental properties of the Zuckerman and
Bernstein functors, as well as their adjoints are straightforward.
1.1 Rational models of pairs and (g, K)-modules
In this section G denotes a general reductive group over a general base field F of
characteristic 0. We also let K ⊆ G denote a closed reductive subgroup defined
over F .
We write g, k, ... for the Lie algebras of G, K, ... respectively. All these Lie
algebras are defined over F . To stress the base field E/F under consideration,
we write
gE := g⊗F E,
and similarly
GE := G×F E
for the base change of G → SpecE to GE → SpecE. Then (gE ,KE) is a
reductive pair overE in the sense of [18]. For the sake of readability we introduce
the notation
(g,K)E := (gE ,KE),
that we also apply to more general pairs. If the base field E is clear from the
context, we drop it from the notation.
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We give a brief sketch of the theory of Harish-Chandra modules over ar-
bitrary fields of characteristic 0. For the fundamental theory of modules and
cohomological induction over arbitrary fields, as well as the rationality results
we need, we refer to [18].
A pair over a field E/Q consists of an E-Lie algebra aE and a reductive
algebraic group BE over E, together with an inclusion
ιE : Lie(BE)→ aE,
of Lie algebras and an action of BE on aE, extending the action of BE on
Lie(BE), whose derivative is the adjoint action of Lie(BE) on aE, the latter
action being induced by ιE .
Then an (a, B)E -module XE consists of an E-vector space XE together
with compatible actions of aE and BE . Here we implicitly assume that XE is a
rational BE-module, which amounts to saying that it is a direct sum of finite-
dimensional rational representations of BE . Then this rational action induces
an action of Lie(BE) on XE , and we assume the action of aE to be an extension
of this action. Furthermore we assume the given adjoint action of BE on aE
and the given action on XE to be compatible with the action of aE in the usual
sense.
Then the category C(a, B)E of (a, B)E-modules (over E) is an abelian cat-
egory, even an E-linear tensor category. For each extension of fields E′/E we
have natural base change functors
−⊗E E′ : C(a, B)E → C(a, B)E′ ,
sending an E-rational module XE to the E
′-rational module
XE′ := XE ⊗E E′,
which is an (a, B)E′-module. A fundamental property of the base change functor
is
Homa,B(XE , YE)⊗E E′ = Homa,B(XE′ , YE′)
for all XE , YE ∈ C(a, B)E, cf. Proposition 1.1 in [18].
We write B̂E for the set of isomorphism classes of irreducible rational B-
modules over E. If B is connected and E is algebraically closed, this set is
parametrized by classical highest weights.
1.2 Hecke algebras for reductive groups
In this section E is any field of characteristic 0. Let K be a reductive linear
group over E, not necessarily connected. We let OE(K) denote the coordinate
ring of K over E. Then OE(K) is a commutative k-algebra of finite type,
furnished with an additional structure of coalgebra with antipode, stemming
from the group structure of K. In particular OE(K) is a commutative Hopf
algebra. As K is reductive, OE(K) is cosemisimple.
For the elementary definitions and facts about Hopf algebras, Hopf modules,
coalgebras, comodules, etc. we use, we refer to [31].
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1.2.1 Rational representations
A rational (left) representation (V, ρ) of K over E is the same as a right H-
comodule structure on V . This carries over to not necessarily finite-dimensional
E-vector spaces V : A rational action ofK on E is anOE(K)-comodule structure
on V , i.e. a k-linear map
ρ : V → V ⊗OE(K)
satisfying the usual properties of coassociativity and counity.
We remark that the coalgebra structure on OE(K) induces an algebra struc-
ture on the E-linear dual OE(K)∗. Then every right OE(K)-comodule V is
naturally a left OE(K)∗-module and the OE(K)∗-modules arising this way are
called rational. The category of rational OE(K)∗-modules is naturally equiva-
lent to the category of rational K-modules.
1.2.2 Definition of the Hecke algebra
As OE(K) is cosemisimple as coalgebra, we have a decomposition
OE(K) =
⊕
ρ
Oρ,E (3)
into simple coalgebras Oρ,E . We emphasize that this direct sum decomposition
is unique.
Proposition 1.1. For λ ∈ OE(K)∗ the following statements are equivalent:
(a) There exists a left coideal I ⊆ OE(K) of finite codimension with I ⊆ kerλ.
(b) There exists a right coideal I ⊆ OE(K) of finite codimension with I ⊆
kerλ.
(c) There exists a coideal J ⊆ OE(K) of finite codimension with I ⊆ kerλ.
Proof. This is an easy consequence of the decomposition (3). Clerly (c) implies
(a) and (b). We show that (a) implies (c). The implication (b) to (c) is proved
along the same lines.
Let I be a left coideal of finite codimension. We show that it contains a
coideal J of finite codimension. We claim that by the decomposition (3), I is
the direct sum
I =
⊕
ρ
(Oρ,E ∩ I) . (4)
Indeed, I is a left OE(K)-comodule, and decomposes as such into simple co-
modules
I =
⊕
τ
Iτ .
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Each Iτ is finite-dimensional and for each index τ there is an index ρ(τ) with the
property that the OE(K)-comodule structure on Iτ is given by the composition
Iτ → Iτ ⊗Oρ(τ) → Iτ ⊗OE(K). (5)
Now since Oρ,E are subcoalgebras of OE(K), the coalgebra structure map
OE(K) → OE(K) ⊗ OE(K) respects the direct sum decomposition (3), and
hence (5) implies
Iτ ⊆ Oρ(τ).
This proves (4).
Since I is of finite codimension, there is an indexing set R, which contains
all indices ρ except possibly finitely many, with the property that
∀ρ ∈ R : Oρ,E ∩ I = Oρ,E .
Then the sum
J :=
⊕
ρ∈R
Oρ,E
is a coideal of finite codimension in OE(K) and is contained in I.
Proposition 1.1 is the analogue of the well known fact (cf. [20]), that for
a distribution on a compact Lie group ′K ′ the notions of being left-, right- or
bi-′K ′-finite are all equivalent.
Therefore we all can element λ ∈ OE(K)∗ left- or right- or bi-K-finite or
simply K-finite if it satisfies one of the equivalent conditions in Proposition 1.1.
We define
RE(K) := {λ ∈ OE(K)∗ | λ is K-finite}.
Then RE(K) is the maximal rational left-OE(K)∗-submodule of OE(K)∗, and
agrees with the maximal rational right-OE(K)∗-submodule. Therefore RE(K)
acquires natural rational left and right K-actions.
1.2.3 Approximate identities
Each finite-dimesional coalgebra C which occurs as a coalgebra quotient of
OE(K) may be naturally identified with a finite indexing set RC with the prop-
erty that
C ∼=
⊕
ρ∈RC
Oρ,E ,
via the natural inclusion of the right hand side into OE(K), composed with the
projection onto C. Then to C correponds a subalgebra RE(K)C ⊆ ØE(K)∗.
Proposition 1.2. For any coalgebra quotient C of OE(K) we have RE(K)C ⊆
RE(K) and RE(K) is the inductive limit of all RE(K)C in the category of
associative E-algebras.
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Proof. With the notation above, we define the ideal
JC := ker(OE(K)→ C) =
⊕
ρ6∈RC
Oρ,E .
It is of finite codimension and we have
RE(K)C = {λ ∈ OE(K)∗ | JC ⊆ kerλ}.
Therefore RE(K)C ⊆ RE(K) and RE(K) is the union of all RE(K)C , since
every ideal J ⊆ OE(K) of finite codimension is of the form JC for some finite-
dimensional coalgebra quotient C.
Corollary 1.3. The algebra structure on OE(K)∗ induces on RE(K) the struc-
ture of associative algebra over E with approximate identity.
Proof. As the algebra structure onOE(K)∗ is compatible with the algebra struc-
ture on each RE(K)C for C as in Proposition 1.2, the restriction of the algebra
multiplication on OE(K)∗ to RE(K) has image in RE(K), since the latter is
the union of the algebras RE(K)C . Furthermore the identities in RE(K)C form
an approximate identity in RE(K).
We call a unit 1C := 1RE(K)C ∈ RE(K) an elementary idempotent. We
remark that
RE(K)C = 1CRE(K)1C . (6)
An E-vector space V , together with a homomorphism of associative algebras
ρ : RE(K)→ EndE(V ) is called an approximately unital left RE(K)-module, if
for every finite-dimensional subspaceW ⊆ V there is an elementary idempotent
1C ∈ RE(K) with the property 1CW =W . Approximately unital right RE(K)-
module structures on V are defined similarly.
1.2.4 Approximately unital modules
For a general, not necessarily approximately unital, left RE(K)-module struc-
ture ρ : RE(K)→ EndE(V ) we define the subspace of ‘K-finite vectors’ as
VK := lim−→
C
1CV ⊆ V. (7)
This is the maximal approximately unital RE(K)-submodule of V and V is an
approximately unital RE(K)-module if and only if VK = V . As in Proposition
1.55 of [20] we see that the functor V 7→ VK is exact.
Theorem 1.4. The category of rational left (resp. right) K-modules over E
is equivalent to the category of approximately unital left (resp. right) RE(K)-
modules.
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Proof. Let us show that there are mutually inverse functors between the cate-
gories in question.
On the one hand, each right OE(K)-comodule V gives naturally rise to a
rational OE(K)∗-module structure on V , and by restriction we obtain an asso-
ciative action of RE(K) on V . We need to show that this action is approximately
unital.
We let V → V ⊗ OE(K) denote the comodule structure. Consider for any
finite-dimensional subspace W ⊆ V . Then φ(W ) ⊆ V ⊗ OE(K) is finite-
dimensional and we know that coassociativity implies that there is a finite-
dimensional cosubalgebra C ⊆ OE(K) and a subspace VC ⊆ V containing W
with the property that the restriction of φ to VC induces a C-comodule structure
VC → VC ⊗ C.
Then VC is a left RE(K)C -module and therefore 1CW =W . This show that V
is indeed an approximately unital RE(K)-module.
Assume on the other hand, that V is an approximately unital left RE(K)-
module. Let us construct a right OE(K)-comodule structure on V . Let again
W ⊆ V denote an arbitrary finite-dimensional subspace. Then we find a finite-
dimensional subcoalgebra C ⊆ OE(K), such that for the associated elementary
idempotent 1C we have 1CW =W . Consider the RE(K)C -module VC generated
by W . VC naturally inherits a right C-comodule structure
VC → VC ⊗ C.
Then the image of W under the composition
VC → VC ⊗ C → V ⊗OE(K)
is independent of the choice of C, and therefore this construction determines a
unique OE(K)-comodule structure on V .
It is easy to check that the two given constructions are inverses to each other.
The proof for RE(K)-right modules and left OE(K)-comodules proceeds
mutatis mutandis. This proves the theorem.
The proof of Theorem 1.4 also shows that VK agrees with the maximal
rational K-submodule of V .
For later use we introduce the following notation. If V is a finite-dimensional
rational K-module, then there is a unique ‘minimal’ approximate identity 1V ∈
RE(K) with the property that 1V V = V . It may be constructed explicitly as
follows. For each irreducible rational K-submodule Z over E occuring in V
there is a unique cosimple cosubalgebra CZ ⊆ OE(K) which gives rise to an
approximate identity 1CZ ∈ RE(K) with the property that 1CZ acts as identity
on Z and as zero on any irreducible Z ′ which is not isomorphic to Z. Then 1V is
the finite sum of the 1CZ , where Z runs over representatives of the isomorphism
classes of E-rational K-types occuring in V . If V = 0 we adopt the convention
that 1V = 0.
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1.3 Hecke algebras for general pairs
Given the results of the previous section, the definition of Hecke algebras for
general pairs (a, B) over E is straightforward. As the universal enveloping al-
gebra UE(a) over E is a rational left and right B-module, it is naturally an
approximately unital left and right RE(B)-module. Therefore we may define
the Hecke algebra as an appropriate quotient of the smash product
RE(B)#UE(a) := RE(B)⊗E UE(a).
The appropriate structure of associative algebra with approximate identities on
the smash product for weak pairs over C is discussed in detail in section 5
of chapter I of [20]. The same construction remains valid in our situation if
the roles of C(K) and A are played by OE(K) and UE(a) respectively. As in
Lemma 1.113 of section 6 of loc. cit. we define a two-sided ideal Ib inside the
smash product and obtain the Hecke algebra for the pair (a, B) as the factor
ring
RE(a, B) := (RE(B)#UE(a)) /Ib.
As a vector space we have RE(a, B) = UE(a)⊗UE(b) RE(B).
Then RE(a, B) is again an associative algebra with approximate identity.
The aproximate units are again numbered by finite-dimensional subcoalgebras
C of RE(B) and we denote them simply 1C , and set
RE(a, B)C := 1C ·RE(a, B) · 1C .
This is an E-algebra with unit 1C , and
RE(a, B) = lim−→
C
RE(a, B)C
in the category of associative E-algebras.
Then Theorem 1.4 naturally generalizes and we obtain
Theorem 1.5. The category C(a, B)E of (a, B)-modules over E is equivalent
to the category of approximately unital left RE(a, B)-modules.
Proof. The proof proceeds mutatis mutandis as the classical proof over C, cf.
proof of Theorem 1.117 of loc. cit.
In the sequel we freely identify the categories of (a, B)-modules and approx-
imately unital left RE(a, B)-modules.
We remark that the antipodes of the Hopf algebras UE(a) and OE(B) induce
a ‘transpose map’ (·)t on RE(a, B), which allows us to turn left modules into
right modules and vice versa (cf. Proposition 1.122 of loc. cit.).
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1.4 Zuckerman and Bernstein functors
In this section we define general induction and production functors for maps of
pairs over E. The treatment follows chapter II of the monograph [20] closely. All
arguments there carry over to our situation without modification. Therefore we
content us to give references to the statements in loc. cit., instead of reproducing
essentially identical proofs.
The notion of a map of pairs ι : (a, B) → (b, H) over E is defined as in
the complex case. I.e. ι consists of a map of Lie algebras a → b and a map of
reductive groups B → H which are compatible in the obvious way. Then the
natural left and right B-actions on H induce left and right RE(B)-actions on
RE(H). Similarly we obtain actions of UE(a) on UE(c) and the compatibility
of all these actions allows us to descend these actions to left and right actions
of RE(a, B) on RE(c, H).
1.4.1 Passage to K-finite vectors
As in (7) we let (·)B denote the subspace of B-finite vectors in the approximate
unital sense: If V is a module for the asssociative algebra RE(B), then
VB = {m ∈M | ∃C : 1Cm = m}.
If V is a non-unital RE(a, B)-module, then VB is an approximately unital
RE(a, B)-module and this operation is an exact functor from the category of
non-unital RE(a, B)-modules to approximately unital RE(a, B)-modules. We
remark that with this notation
V ∨ = HomE(V,E)B ,
for any (a, B)-module V over E.
1.4.2 The Bernstein functor
Following section 1 of chapter II in [20], we define the functor
Pι,E := RE(c, H)⊗RE(a,B) (−)
as a functor from (a, B)-modules to (c, H)-modules. If there is no risk of confu-
sion, we occasionally drop the index E from the notation.
Then Pι,E is right exact and left adjoint to the ‘completed’ forgetful functor
F∨ι,E : C(c, H)E → C(a, B)E , defined as
F∨ι,E(−) := HomRE(b,H)(RE(b, H),−)B,
(cf. Proposition 2.34 of loc. cit.). Since F∨ι,E is exact, Pι,E sends projectives to
projectives.
13
1.4.3 The Zuckerman functor
Dually to Pι,E we define the left exact functor
Iι,E := HomRE(a,B)(RE(c, H),−)H ,
which is a right adjoint to the standard forgetful functor Fι,E : C(c, H)E →
C(a, B)E along ι (cf. Proposition 2.21 of loc. cit.). The latter is again exact and
therefore Iι,E preserves injectives.
We remark that we have a monomorphism (Proposition 2.33 of loc. cit.),
Fι,E → F∨ι,E.
1.4.4 Standard resolutions
The standard (Koszul) resolution in C(a, B)E is given by
0→ Xdima/b,E → · · · → X1,E → X0,E → E → 0, (8)
with
Xq,E := P(b,B)→(a,B)
(
q∧
(a/b)
)
= RE(a, B)⊗RE(B)
q∧
(a/b).
The differentials and the augmentation map in (8) are given as in (2.121c) and
(2.121b) in section 7 of chapter II of loc. cit.
By applying the exact functors (−)⊗E V and HomE(−, V ) we deduce from
(8) standard projective and standard injective resolutions of V in C(a, B).
For any map of pairs ι : (a, B)→ (c, H), we obtain the explicit complex
Cq(V )E := RE(c, H)⊗RE(c,ι(B))
q∧
(h/ι(b))∗ ⊗ UE(c)⊗UE(a) V,
whose homology computes LqPι,E(V ). If we are only interested in the H-action,
the description of Cq(V )E simplifies to
Cq(V )E |H = RE(H)⊗RE(ι(B))
q∧
(h/ι(b))
∗ ⊗ UE(c) ⊗UE(a) V.
In particular LqPι,E(V ) = 0 whenever q > dim(h/ι(b)).
1.5 Base change properties
In this section we study the behavior of the preceeding constructions under base
change. This plays a fundamental role in our applications.
Proposition 1.6. For any map of fields σE → F in characteristic 0 and any
pair (a, B) over E we have natural isomorphisms
RE(B)⊗E,σ F ∼= RF (B ×SpecE,σ SpecF ) (9)
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and
RE(a, B)⊗E,σ F ∼= RF (a ⊗E,σ F,B ×SpecE,σ F ) (10)
of algebras with approximate identities.
Proof. It suffices to prove the existence of the isomorphism (9), as the existence
of the isomorphism (10) follows from the first by the invariance under base
change of the construction of the Hecke algebras via smash products.
By our definition of the Hecke algebras for B over E and F , and since
OE(B) ⊗E,σ F ∼= OF (B ×SpecE,σ F ) naturally, it suffices to show that every
coideal J in OF (B ×SpecE,σ F ) contains the image under σ of a coideal J ′ in
OE(B) of finite codimension, the other direction being obvious.
To see this, observe that in the decomposition (3) over E, i.e.
OE(B) =
⊕
ρ
Oρ,E ,
each direct summand Oρ,E is finite-dimensional and decomposes, after appli-
cation of the functor − ⊗E,σ F over F into a finite sum of simple coalgebras
Oτ(ρ),F , and (3) over F then reads
OF (B) =
⊕
ρ
⊕
τ(ρ)
Oτ(ρ),F
 .
Arguing as in the proof of Proposition 1.1 we see with (5) that
J =
⊕
ρ
⊕
τ(ρ)
(J ∩ Oτ(ρ),F )
 ,
and for almost all indices ρ,
(J ∩Oτ(ρ),F ) = Oτ(ρ),F .
Therefore
J ′ := σ−1(J ∩RE(B)σ)
is a coideal in OE(B) satisfying
(J ′ ∩ Oρ,E) = Oρ,E
for all but finitely many indices ρ, and therefore is of finite codimension.
Corollary 1.7. For any map of fields σ : E → F let ιE : (h, L) → (g,K) be a
map of pairs over E. Consider the induced map
ιF : (h⊗E,σ F,L×SpecE,σ SpecF )→ (g⊗E,σ F,KSpecE,σF )
of pairs over F . Then we have natural isomorphisms of functors
FιF ◦ (− ⊗E,σ F ) ∼= (−⊗E,σF ) ◦ FιE (11)
and
F∨ιF ◦ (− ⊗E,σ F ) ∼= (−⊗E,σF ) ◦ F∨ιE (12)
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The following Theorem is a generalization of Proposition 2.3 and Theorem
2.5 in [18].
Theorem 1.8. With the notation from Corollary 1.7, we have for any (h, L)-
module V over E and any degree j natural isomorphisms
LjPιE (V )⊗E,σ F ∼= LjPιF (V ⊗E,σ F ) (13)
and
RjIιE (V )⊗E,σ F ∼= RjIιF (V ⊗E,σ F ) (14)
of (g⊗E,σ F,K ×SpecE,σ F )-modules over F .
The isomorphisms in Theorem 1.8 also preserve the usual spectral sequences
and Ku¨nneth isomorphisms.
Proof. In degree j = 0 we know by 1.6 and the definition of Pι• and Iι• that
the statement is true (alternatively we may appeal to Corollary 1.7 and the
adjointness relations). The statement for general degrees j is a consequence of
the general Homological Base Change Theorem (Theorem 2.1 in [18]). Alterna-
tively one may argue that the standard Koszul resolutions are stable under base
change and hence the standard complexes for computing the derived functors
in question also commute with base change.
1.6 The algebraic Borel-Bott-Weil Theorem
In this section we discuss the algebraic analogue of the Borel-Bott-Weil Theorem
over non-algebraically closed fields E of characteristic 0. This will be useful in
section 3.5.
Suppose E fixed, and K to be a reductive group over E which is not neces-
sarily connected. Assume a parabolic subalgebra q ⊆ k with Levi decomposition
q = l + u over E is given, and assume furthermore that l is the Lie algebra (of
the connected component of the identity) of a reductive subgroup L ⊆ K over
E which meets all connected components of K. Recall that we always assume
connected components to be defined over E.
Choose an extension F/E where all absolutely irreducible representations
of K are defined and where K0 is split (the former doesn’t imply the latter in
general, O(2n)/Q is a counter example). We fix a Borel subalgebra bF ⊆ kF
containing u and such that
bF = (bF ∩ lF ) + uF .
Then bF ∩ lF is a Borel in lF and we may fix a Cartan subalgebra tF ⊆ bF ∩ lF ,
and obtain a corresponding Levi decomposition
bF ∩ lF = tF + nF .
Then if Z is an irreducible (l, L)-module over E, which is not necessarily ab-
solutely irreducible, the module Z gives rise to a collection of bF ∩ lF -highest
weights weights of tF . Those are by definition the weights occuring inH
0(nF ;ZF ).
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We set Sq := dim u, and write
i : (q, L)→ (k,K)
for the canonical inclusions of pairs and
p : (q, L)→ (l, L)
for the canonical projections.
Theorem 1.9. With the notation above, let Z be an irreducible (l, L)-module
over E (not necessarily absolutely irreducible), whose bF ∩ lF -highest weights
are bF -dominant. Then the (k,K)-modules
LqPi,E(Fp
Z ⊗ Sq∧ u
∨),
and
RqIi,E(Fp
Z ⊗ Sq∧ u
),
are non-zero if and only if q = Sq. In that case they are both irreducible and
characterized by the property that
H0(u;LSqPi,E(Fp
Z ⊗ Sq∧ u
∨) ∼= Z∨,
and
H0(u;RSqIi,E(Fp
Z ⊗ Sq∧ u
) ∼= Z,
respectively.
Proof. To prove the vanishing statement we may assume E = F , i.e. K0 is split
over E, as LqPi−,E and R
qIi,E commute with extension of scalars by Theorem
1.8. In this case the proof proceeds identically as the proof of Proposition 4.173
in [20]. This proof also shows the validity of Theorem when K0 is split over E.
In the case where K0 is not split over E, it remains to show that for irre-
ducible but not absolutely irreducible Z the resulting modules are irreducible
again. We set
X := LqPi,E(Fp
Z ⊗ Sq∧ u
∨).
Let us show that over E,
H0(u;X) ∼= Z∨. (15)
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The left hand side becomes isomorphic to Z∨F over F , since the statement is
known for irreducibles over F and all involved functors commute with direct
sums. Now
Homl,L(Z
∨, H0(u
−;X) 6= 0
by (4.170g) of loc. cit., which is valid over E, or alternatively by Proposition 1.1
in [18], since this Hom-space is non-zero over F . This then implies the existence
of the isomorphism (15) over E.
Now for any non-zero (k,K)-factor module Y of X over E we obtain an
epimorphism
H0(u;X) → H0(u;Y ).
Since Y is non-zero the right hand side is non-zero, because it is clearly non-zero
over F . Therefore the irreducibility of the left hand side implies Y = X . Hence
X is irreducible.
The case of the Zuckerman functor is treated mutatis mutandis.
2 Hard Duality
In this section we show that hard duality holds over any base field E of char-
acteristic 0 and is natural in E. The technical hypothesis which makes hard
duality work in the classical situation is the compactness of the groups K and
L occuring in the pairs in question, as this leads, via the the existence and
uniqueness of Haar measures, to a natural duality theory between C(K) and
R(K). This duality may then be extended to the complexes computing the
derived functors of Pι and Iι, which ultimately leads to the duality statement.
In our situation the compactness property is replaced by the reductiveness
of the linear algebraic groups K and L. Here the duality manifests itself in
a natural duality between OE(K) and RE(K), provided by the abstract alge-
braic notion of integral on Hopf algebras. The notion of left and right integral
may be defined for any Hopf algebra. However, since K is reductive, OE(K)
is cosemisimple and this implies that left and right integrals do exist and in
fact span the same one-dimensional space inside OE(K)∗. We will first recall
these classical facts, then state the Hard Duality Theorem, and show how the
classical proof given in Chapter III of [20] carries over to our situation without
modification.
2.1 Integrals on Hopf algebras
As in section 1.2 our standard reference for the material of this section is [31].
All results we need are to be found in Chapters V, XIV, and XV of loc. cit.
We let K denote a reductive group over a field E of characteristic 0 and
write 1O for the identity in OE(K). For ξ1, ξ2 ∈ OE(K)∗ we write ξ1 · ξ2 for
the algebra product of the two linear forms in the algebra OE(K)∗. This algebra
structure is inherited from the coalgebra structure on OE(K).
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An element λ ∈ OE(K)∗ is called a left integral (onK) if for any ξ ∈ OE(K)∗
we have
ξ · λ = ξ(1O)λ.
Similarly λ is called a right integral if for any ξ ∈ OE(K)∗
λ · ξ = ξ(1O)λ.
We write IntE(K) for the space of left integrals on K over E. As K is reductive,
IntE(K) is also the space of right integrals on K and is a one-dimensional sub-
E-vectorspace of RE(K).
Proposition 2.1. Let K be a reductive group over E. Then we have a canonical
isomorphism
RE(K) ∼= IntE(K)⊗E OE(K) (16)
of OE(K)-Hopf modules. This isomorphism is natural in E, i.e. it commutes
with base change.
Proof. The existence of the canonical isomorphism (16) is a standard fact in the
theory of Hopf algebras (cf. chapter V of loc. cit.). The construction of the map
IntE(K)⊗E OE(K) → RE(K)
on p. 97 of loc. cit. shows that (16) commutes with base change.
2.2 Hard Duality over general bases
We consider any map of pairs ι : (h, L)→ (g,K) over E such that ι(h) = g. Let
c be an L-invariant complement of ι−1(k) inside l and write m for its dimension.
Since L acts on c, it also acts on
∧m
c. We extend this action to h and thus to
RE(h, L) as in the classical case (cf. page 183 of [20]).
Theorem 2.2 (Hard Duality). For any map of pairs ι : (h, L) → (g,K) over
E such that ι(h) = g, and any choice of integral 0 6= dk ∈ IntE(K), we have for
any (h, L)-module V isomorphisms
Ddkι,E : LjPι,E(V ⊗E
(
m∧
c
)∗
) ∼= Rm−jIι,E(V ),
LjPι,E(V ⊗E
m∧
c)∨ ∼= Lm−jPι,E(V ∨),
RjIι,E(V ⊗E
m∧
c)∨ ∼= Rm−jIι,E(V ∨),
where in all cases 0 ≤ j ≤ m. Furthermore all these isomorphisms are natural
in V and E, and depend linearly on dk, and for any map σ : E → F of fields
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we have a commutative square
LjPι,E(V ⊗E (
∧m
c)
∗
)
Ddkι,E−−−−→ Rm−jIι,E(V )
σ
y yσ
LjPισ,F (V
σ ⊗F (
∧m
cσ)
∗
) −−−−→
Ddk
σ
ισ,F
Rm−jIισ ,F (V
σ)
where
V σ = V ⊗E,σ F,
and
ισ : (hσ , Lσ)→ (gσ,Kσ)
is the induced map of pairs over F under the functor −⊗E,σ F .
Proof. We remark that it suffices to prove the first isomorphism, as the other
two are easy consequences of the first combined with Easy Duality.
We first prove the Theorem for the case g = k. As in Lemma 3.32 of loc. cit.
we consider for any trivial rational K-module U the map
OE(K)dk ⊗E U → HomE(RE(K), U)K , (17)
given by
fdk ⊗ u 7→ λ′f⊗u
with
λ′f⊗u : T 7→ T (f t)u.
By Proposition 2.1 it is readily seen that (17) is an isomorphism of rational
K-modules, which is natural in E and commutes with σ as claimed.
We let ιK : (ι
−1(k), L) → (k,K) be the map of pairs induced by ι on the
‘compact pairs’. Let V be any (k,K)-module. Analogously to (3.31a) and
(3.31b) in loc. cit., the isomorphism (17) gives rise to an isomorphism
OE(K)dk⊗
j∧
c⊗FιK (V )⊗
(
m∧
c
)∗
→ HomE(RE(K),HomE
m−j∧
c,FιK (V )))K ,
of rational K-modules, where all tensor products are taken over E. This map
is explicitly given by
fdk ⊗ ξ ⊗ v ⊗ ε 7→ λf⊗ξ⊗v⊗ε
with
λf⊗ξ⊗v⊗ε(T )(γ) := ε(ξ ∧ γ)T (f t)v.
This map descends to L-invariants, and hence induces a K-isomorphism
λj : OE(K)dk ⊗RE(L)
(
j∧
c⊗FιK,E(V )⊗
(
m∧
c
)∗)
→ HomL(RE(K),HomE
m−j∧
c,FιK ,E(V )))K ,
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We let ∂ and d denote the differentials of the complexes computing LjPιK and
RjIιK as in (3.27) and (3.28) of loc. cit., respectively. Then we have the identity
λj−1 ◦ ∂ = (−1)jd ◦ λj ,
which shares the same proof, line by line, as the identity (3.35) in loc. cit.
Therefore the isomorphisms λj descend to homology and cohomology respec-
tively. This proves the existence of a natural isomorphism
LjPιK ,E(V ⊗E
(
m∧
c
)∗
) ∼= Rm−jIιK ,E(V ),
which evidently commutes with base change. This completes the proof of hard
duality as an isomorphism of K-modules.
Now if E is a subfield of C, which is the case of interest for our number
theoretic applications, we may reduce general case to the classical case over C
as follows. We first observe that Hard Duality over C for ι : (h, L) → (g,K)
is compatible with Hard Duality for the restriction ιK : (ι
−1(k), L) → (k,K)
on compact pairs (cf. Proposition 2.69 and section 5 of chapter VI of loc. cit.,
in particular (6.43) and (6.44)). Therefore, to check that the K-equivariant
isomorphism we constructed over E is g-equivariant, we may extend scalars to
C, where we know it to be gC-equivariant by Theorem 3.5 of loc. cit.. This then
already implies the claim over E.
It seems worth noting that the proof of the general case for general base
fields E may proceed as in [20] as well. The difficulty lies in the description
of the g action, which, on the complexes at hand, may only be described up
to homotopy. This renders the final argument lengthy and technical, and we
restrict ourselves to discuss the essential steps, again following loc. cit.
As in section 8 of chapter III of loc. cit. the proof readily reduces to two
extreme cases:
(i) The map ι : L→ K is onto.
(ii) The map ι : (g, L)→ (g,K) is an inclusion of pairs.
The proof of case (i) proceeds as follows. First Knapp and Vogan relate Pι
and Iι to suitable (s,M)-homology and (s,M)-cohomology respectively.
More concretely, let s denote the kernel of ι : h→ g and let M denote the
kernel of ι : L→ K. Then there are isomorphisms
F(0,1)→(g,K),ELjPι,E(V ) ∼= Hj(s,M ;F(s,M)→(h,L),E(V )),
F(0,1)→(g,K),ERjIι,E(V ) ∼= Hj(s,M ;F(s,M)→(h,L),E(V )),
of E-vector spaces, and we may recover the (g,K)-actions on the right hand sides
via an explicit description on the standard complexes for (s,M)-(co)homology
as in (3.43a) and (3.43b) of loc. cit.. Indeed, the first part of the proof of
Proposition 3.41 of loc. cit. is completely formal and categorical, and, with what
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we have already proved, carries over to our setting without change. This shows
that we indeed have isomorphisms of E-vector spaces. The verification of the
(g,K)-equivariance follows from a concise calculation, which remains valid in
our case as well. As for (s,M)-(co)homology Hard Duality is a straightforward
explicit calculation (cf. pages 203–205 of loc. cit.), this then proves case (i).
The proof of case (ii), which is in a sense the most interesting one, is based
on similar arguments. The categorification of the g-action on an E-vector space
M as an E-linear g-equivariant map
µ : g⊗E M →M
or
µ : M → HomE(g,M)
is straightforward (cf. page 216 of loc. cit.). Proposition 3.77 of loc. cit. (due
to Enright-Wallach) describes the g-action on the derived Bernstein and Zuck-
erman functors, and its proof readily extends to general base fields E. Duflo-
Vergne’s description of the vertical maps in the crucial diagrams (3.79a) and
(3.79b) of loc. cit., again remains valid with the same proof for any base field
E. Given this, the verification of the g-equivariance is a formal computation,
excercised in section 7 of chapter III of loc. cit., and valid for general E again.
This then completes the proof of case (ii).
3 Cohomologically induced functionals
We give a functorial description of Sun’s cohomologically induced functionals
from [30] based on base change morphisms and Hard Duality, valid over any
field of characteristic 0.
3.1 Base Change Morphisms
We consider a commutative square of arbitrary pairs
(g,K)
jK←−−−− (l,M)
iq
x ipx
(q, L)
jL←−−−− (p, N)
(18)
over any field E of characteristic 0. For any (q, L)-module X over E, the image
of the identity under the map
Homp,N(FjL(X),FjL(X))→ Homp,N(FjLFigIiq(X),FjL(X))
induced by the counit FiqIiq → 1 gives us a natural (l,M)-morphism, the base
change map
α : FjKIiq(X)→ IipFjL(X), (19)
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by the commutativity of the above diagram. Dually we obtain a natural base
change map
β : PipF∨jL(X)→ F∨jKPiq(X). (20)
We remark that these maps are natural in the same way the involved functors
behave naturally in commutative squares and in E (we suppressedE as subscript
of the functors).
We also introduce for maps of fields σ : E → F the notational convention
gσ := g⊗E,σ F, Kσ := K ×SpecE,σ SpecF,
and likewise for other pairs.
Lemma 3.1. Then for any map of fields σ : E → F , we have commutative
squares
FjKIiq(X) α−−−−→ IipFjL(X)
σ
y yσ
FjKσ Iiqσ (Xσ) −−−−→ασ IipσFjLσ (X
σ)
(21)
and
PipF∨jL(X)
β−−−−→ F∨jKPiq(X)
σ
y yσ
PipσF∨jLσ (Xσ) −−−−→βσ F
∨
jKσ
Piqσ (X
σ)
(22)
Furthermore ασ and βσ agree with the base change morphisms associated to the
image of the diagram (18) under the functor −⊗E,σ F .
Proof. Applying σ to the commutative square of pairs (18) gives us another
commutative square
(gσ,Kσ)
jKσ←−−−− (lσ,Mσ)
iqσ
x ipσx
(qσ, Lσ)
jLσ←−−−− (pσ, Nσ)
(23)
We claim that the base change maps α′ and β′ associated to (23) agree with
ασ and βσ, the images of (19) and (20) under σ respectively.
By Corollary 1.7 and Theorem 1.8 we know that we have a natural isomor-
phism
FjKIiq(X)σ = FjKσ Iiqσ (Xσ),
that we write as identity by abuse of notation, and likewise for all other objects
occuring in (21). Under this correspondence we have
iσq = iqσ
on the level of maps, and again similarly for all other maps in (23).
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The same argument shows that the natural map
Homp,N(FjL(X),FjL(X))→ Homp,N(FjLFigIiq(X),FjL(X))
commutes with σ, as does the counit FiqIiq → 1. Therefore the claim follows
in the first case, and the second case is proved similarly.
3.2 Cohomologically induced morphisms
With a view towards our applications, assume now that E+ is a field embedded
into R. Consider an inclusion of reductive pairs iL : (h, L) → (g,K) over
E+. In particular l is an E+-form of a θ-stable real subalgebra lR ⊆ gR. We
write l and k for the Lie algebras of L and K respectively. We assume further
given a quadratic extension E/E+, whose completion at the extension of the
archimedean places extendingt the real place E+ → R is the field C of complex
numbers. Assume furthermore we are given θ-stable parabolic subpairs (q, C)
of (g,K) and (p, D), all defined over E, with associated Levi pairs (c, C) and
(d, D) (automatically defined over E+) and nilpotent radicals u and v (defined
over E).
In the sequel we consider all these data over the field E without further
mention. We call the non-trivial automorphism of the extension E/E+ simply
complex conjugation. It is the restriction of the honest complex conjugation on
C to E via our fixed embeddings.
We consider the commutative diagram of pairs
(g,K)
jK←−−−− (h, L) 1−−−−→ (h, L)
ig
x xig∩l xil
(g, C)
jC∩L←−−−− (h, C ∩D) jD−−−−→ (h, D)
iq
x iq∩px xip
(q, C)
kC←−−−− (q ∩ p, C ∩D) kD−−−−→ (p, D)
(24)
In this diagram all maps are inclusions that we denote as indicated. We number
the small commutative squares from left to right and top to bottom and denote
the corresponding base change maps by α1, α2, etc.
By our assumptions complex conjugation sends q and p to their correspond-
ing opposites, and we denote the resulting inclusions by iq and ip respectively.
We define the degrees
Sq := dim k/k ∩ q,
and similarly
Sp := dim l/l ∩ p,
Tq∩p := dim l/c ∩ d.
We assume that the three conditions
g = h+ q, (25)
24
h ∩ q = p ∩ q, (26)
l ∩ q ∩ p = c ∩ d, (27)
are satisfied. Conditions (25) and (26) are essential for the construction, and
under those two conditions, condition (27) becomes equivalent to
Tq∩p = Sq + Sp,
which means that the defect in the degrees in our construction vanishes. This is
a condition one may drop but for the applications we have in mind it is essential.
We define the dualizing modules
Dk :=
2Sq∧
(k/c),
mutatis mutandis
Dl :=
2Sp∧
(l/d),
and finally
Dq∩p :=
Tq∩p∧
(l/c ∩ d),
with the respective actions of (g, C), (h, D), and (h, C ∩ D) as in section 2.2.
We remark that Dk and (Dl) are trivial modules, and we assume that the same
is true for Dq∩p. Then we may consider all these dualizing modules as trivial
(g,K) and trivial (h, L)-modules respectively. This allows us also to fix an
isomorphism
π∗ : D∗q∩p → D∗l (28)
of (h, L)-modules over E+.
We fix an E-rational (q, C)-module X and an E-rational (p, D)-module Y ,
and both with trivial actions of the nilpotent radicals, and assumed admissible
for the actions of the Levi factors.
For any (q ∩ p, C ∩D)-equivariant map
ηq∩p : FkC (Xq) → F∨kD (Yp),
we are going to construct for each q ∈ Z a natural (h, L)-equivariant map
ηh,q : FjKLSq+qPig◦iq(X)⊗D∗k
→ LSp+qPil◦ip(Y )⊗D∗l .
Naturality here is understood with respect to X,Y , ηq∩p, π
∗, and E, which
means in particular that our construction is functorial in the data given by
diagram 24. We will exploit this to study the effect on the bottom layer, which
is crucial for our applications.
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We fix an integral dk ∈ IntE(K). Then Hard Duality provides us with an
isomorphism
Dg := Ddkig : (LSq+qPig)Piq(X)⊗D∗k → (RSq−qIig)Piq(X).
We have the natural map
α1 : FjK (RSq−qIig)Piq(X)→ RSq−q(Iig∩lFjC∩L)Piq(X),
induced by base change, as Iig sends injectives to injectives and the functor Fjg
is exact. Since right derived functors are universal δ-functors in the sense of
[13], we get a natural map
δ : RSq−q(Iig∩lFjC∩L)Piq(X)→ (RSq−qIig∩l)FjC∩LPiq(X). (29)
We invoke Hard Duality again (fixing an integral dl ∈ IntE(L)) and obtain an
isomorphism
D−1g∩l : (RSq−qIig∩l )FjC∩LPiq(X)
→ (LSp+qPig∩l)FjC∩LPiq(X)⊗D∗q∩p
by condition (27). The third commutative square provides us by (25) and (26)
with a base change map
β−13 ⊗ 1D∗q∩p : FjC∩LPiq(X)⊗D∗q∩p → Piq∩pFkC∩L(X)⊗D∗q∩p.
Now we are in a position to apply ηq∩p inside the argument and π
∗ on the second
outer tensor factor, which yields the map
Piq∩pFkC∩L(ηq∩p)⊗ π∗ : Piq∩pFkC∩L(X)⊗D∗q∩p → Piq∩pF∨kD (Y )⊗D∗l .
From there we consider the base change map
β4 ⊗ 1D∗
l
: Piq∩pF∨kD (Y )⊗D∗l → F∨jDPip(Y )⊗D∗l .
Another base change gives, together with the same universal δ-functor argument
as above,
β2 ⊗ 1D∗
l
: (LSp+qPig∩l)F∨jDPip(Y )⊗D∗l → LSp+qPil◦ip(Y )⊗D∗l .
Finally we define ηh,q as the composition of these maps:
ηq,q :=
(
(β2 ◦ β4 ◦ Piq∩pFkC∩L(ηq∩p) ◦ β−13 )⊗ π∗
) ◦ D−1g∩l ◦ δ ◦ α1 ◦ Dg.
Then ηh,q is (h, L)-equivariant by construction, since all individual maps are
(h, L)-equivariant.
3.3 Functoriality properties
In this section we study consequences of the functoriality properties of cohomo-
logically induced maps.
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3.3.1 Rationality properties
The construction of the map ηh,q commutes with base change in the following
sense.
Theorem 3.2. Assume we are given the data as in section 3.2 necessary for
the construction of ηh,q. Then for any map of fields E → F in characteristic 0,
we have a commutative square
FjKLSq+qPig◦iq(X)⊗D∗k
ηh,q−−−−→ LSp+qPil◦ip(Y )⊗D∗l
σ
y σy
FjKσLSq+qPigσ ◦iqσ (X)⊗D∗kσ −−−−→ηhσ,q LSp+qPilσ◦ipσ (Y )⊗D
∗
lσ
where ηhσ ,q is constructed with respect to the maps
ηqσ∩pσ : FkCσ∩Kσ (Xσqσ ) → F∨kDσ∩Lσ (Y σpσ ),
(π∗)
σ
: D∗qσ∩pσ → D∗lσ ,
and the integrals dkσ ∈ IntF (Kσ) and dlσ ∈ IntF (Lσ).
Proof. We may ignore the fact that the inclusions E → C may get mapped
under σ to a field which does not map into C, and that the image of E+ under
the functor −⊗E,σ F is not well defined in general, since the field E+ plays no
role in the construction and is only used as a reference for the notion of θ-stable
parabolic pairs.
Given this, observe that applying the functor
(−)σ := (−)⊗E,σ F
to the diagram (24) yields another diagram which satisfies the conditions (25),
(26) and (27), and leaves the degrees Sq, Sp, and Tq∩p invariant, and the images
of the dualizing modules under (−)σ are again trivial.
Therefore ηhσ ,q is well defined. It remains to show that it agrees with the
image of ηh,q under σ as claimed.
By Corollary 1.7 the forgetful functors commute with σ, by Theorem 1.8 the
derived induction and production functors commute with σ, by Theorem 2.2
Hard Duality commutes with σ, and by Lemma 3.1 the base change maps αj ,
βj commute with σ as well. Therefore it only remains to remark that the map
δ in (29) commutes with σ, which is obviously the case.
As a composition of base change maps, Hard Duality isomorphisms, and δ,
the cohomologically induced map ηh,q maps under (·)σ to ηhσ ,q as claimed.
3.3.2 Restriction to the bottom layer
One of the main features of ηh,q is that it is explicitly computable on the bottom
layer due to functoriality of its construction. Restricting diagram (24) to the
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underlying compact pairs we obtain the diagram
(k,K)
jK←−−−− (l, L) 1−−−−→ (l, L)
ik
x xik∩l xil
(k, C)
jC∩L←−−−− (l, C ∩D) jD−−−−→ (l, D)
iq∩k
x iq∩px xip∩l
(q ∩ k, C) kC←−−−− (q ∩ p ∩ l, C ∩D) kD−−−−→ (p ∩ l, D)
which again satisfies conditions (25), (26), (27) due to the θ-stability of the
involved parabolic subalgebras.
Now ηq∩p induces a (q ∩ p, C ∩D)-map
ηq∩p : FkC (X) → F∨kD (Y ),
and we obtain by the construction in section 3.2 a natural (l, L)-equivariant map
ηl,q : FjKLSq+qPik◦iq∩k(X)⊗D∗k
→ LSp+qPil◦ip∩k(Y )⊗D∗l .
The bottom layer map is the canonical monomorphism
Bg,q : LSq+qPikiq∩k(X)→ F(k,K)→(g,K)LSq+qPigiq(X),
and similarly for (h, L). We remark that the bottom layer is natural in the base
field E.
Proposition 3.3. The restriction of ηh,q to the bottom layer equals ηl,q, and
its image lies in the bottom layer again.
Proof. The statement of the proposition amounts to the commutativity of the
diagram
LSq+qPikiq∩k(X)⊗D∗k
Bg,q⊗1D∗
k−−−−−−→ F(k,K)→(g,K)LSq+qPigiq(X)⊗D∗k
ηl,q
y yηh,q
LSp+qPilip∩l(Y )⊗D∗l
Bh,q⊗1D∗
l−−−−−−→ F(l,L)→(h,L)LSp+qPilip(Y )⊗D∗l
This may be verified step by step, and the only non-trivial cases are the ones
involving hard duality. Yet we know from the proof of Proposition 6.35 in [20],
i.e. (6.43) and (6.44) of loc. cit. that hard duality for (k,K) is compatible with
hard duality for (g,K), and smiliarly for (l, L) and (h, L). This concludes the
proof.
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3.3.3 Duality
In this subsection we assume that we are in the general situation of section 3.2,
and we assume additionally that Y is admissible, which implies its reflexivity as
a (p, C ∩ L)-module. The images of Y under the cohomological induction and
production functors are again admissible and in particular reflexive.
By easy and hard duality
LSp+qPilip(Y )
∨ = LSp−qPilip(Y
∨)⊗D∗l .
Due to the reflexivity of this module, and the triviality of D∗∆(l), we have a
natural isomorphism
Homh,L(LSq+qPigiq(X)⊗D∗k , LSp+qPilip(Y )⊗D∗l ) →
Hom∆(l),∆(L)(LSq+qPigiq(X)⊗D∗k ⊗ LSp−qPilip(Y ∨)⊗D∗l , D∗∆(l)),
for ∆ the diagonal embedding. Under this isomorphism, after a choice of basis
of D∗l , the map ηh,q corresponds to a (∆(l),∆(L))-equivariant functional
η∆(l) : LSq+qPigiq(X)⊗D∗k ⊗E LSp−qPilip(Y ∨)⊗D∗l → D∗∆(l).
The reductive pair
(g× h,K × L),
the parabolic pair
(q× p, C ×D),
satisfy, with respect to the reductive pair
(∆(l),∆(L)),
and its parabolic subpair
(∆(l),∆(L)),
the conditions (25), (26) and (27). If we let X ⊗ Y ∨ replace X and the trivial
module replace Y , we may produce a functional η∆(l),0, that, up to a choice of
basis of D∗l and pullback along the Ku¨nneth map
LSq+qPigiq(X)⊗D∗k⊗ELSp−qPilip(Y ∨)⊗D∗l → LSq+SpPig×liq×p(X⊗EY ∨⊗D∗k×l),
equals η∆(l). This reduces us to the situation where p = l, D = L, Sp = 0 and
q = 0 whenever Y is admissible.
Remark that if
LSq+qPigiq(X)⊗D∗k ⊗E LSp−qPilip(Y ∨)⊗D∗l = 0
for q 6= 0 then the Ku¨nneth map is an isomorphism for q = 0.
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3.3.4 Composability
If we are given two commutative diagrams of the form (24), where the last
column of the first diagram equals the first column of the second diagram, and
the inducing data is the same for this column in both diagrams, we may consider
the composition of the two morphisms constructed via the two diagrams after
choices of bases for the dualizing modules. We remark that in general the
resulting composite morphisms may in general not be produced directly via a
single diagram of the form (24).
3.4 Explicit formulae
In this section we give an explicit description of ηh,q on the level of complexes.
For our purpose it is sufficient to restrict our attention to K-equivariant com-
plexes.
Proposition 3.4. As a (l, L)-morphism, the map
D−1g∩l ◦ δ ◦ α1 ◦ Dg
is, up to normalization of the integrals (Haar measures in the case E = R)
dk ∈ IntE(K) and dm ∈ IntE(L) on K and L respectively1, given on the level
of complexes by the restriction map
OE(K)dk ⊗R(C) (
Sq+q∧
(k/c)⊗E Piq(X))⊗E
2Sq∧
(k/c)∗ →
OE(L)dm⊗R(C∩D) (
Sp+q∧
(l/c ∩ d)⊗E Piq(X))⊗E
Tq∩p∧
(l/c ∩ d)∗.
induced by the canonical map OE(K)→ OE(L) and the natural map
Sq+q∧
(k/c)⊗E
2Sq∧
(k/c)∗ =
Sq−q∧
(k/c)∗ →
Sq−q∧
(l/c ∩ d)∗ =
Sp+q∧
(l/c ∩ d) ⊗E
Tq∩p∧
(l/c ∩ d)∗.
Proof. We identify RE(K) with OE(K) via our choice of integral (Haar mea-
sure) and similarly for the other reductive groups involved. On the level of
complexes δ ◦ α1 is induced by the composition of the two maps
HomC(RE(K),HomE(U(k)⊗U(c)
q∧
(k/c), U(g)⊗U(q) X)C)→
HomC∩D(RE(L),HomE(U(k)⊗U(c)
q∧
(k/c), U(g)⊗U(q) X)C)→
1The duality maps Dg∩l and Dg both depend on choices for dk and dm, cf. section 2.2.
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HomC∩D(RE(L),HomE(U(l)⊗U(c∩d)
q∧
(l/c ∩ d), U(g)⊗U(q) X)C∩D),
where the first map is given by pullback along the natural map RE(L) →
RE(K), the transpose of the map OE(K) → OE(L), and the second map is
restriction along
U(l)⊗U(c∩d)
q∧
(l/c ∩ d) → U(k)⊗U(c)
q∧
(k/c ∩ l).
The natural map
U(l)⊗U(c∩d)
q∧
(l/c ∩ d)∗ ⊗E U(g)⊗U(q) X →
HomE(U(l) ⊗U(c∩d)
q∧
(l/c ∩ d), U(g)⊗U(q) X)C∩D
is an isomorphism, and analogously for the term corresponding to k. Application
of hard duality first to complex given by the inner HomE under application of
Proposition 5.90 of loc. cit., and then to the outer HomC and HomC∩D concludes
the proof.
The map β3 in the construction of ηh,q is the natural isomorphism
U(l)⊗U(q∩p) X → U(g)⊗U(q) X, l ⊗ x 7→ l ⊗ x, (30)
and β4 is given by the natural map
U(l)⊗U(q∩p) Y → U(l)⊗U(p) Y, l ⊗ y 7→ l ⊗ y.
On the level of complexes the map β2 is given by the projection map
R(L)⊗R(C∩D) (
Sp+q∧
(l/c ∩ d)⊗E Pip(Y )) →
R(L)⊗R(D) (
Sp+q∧
(l/d)⊗E Pip(Y )).
Let us assume for a moment that p = l, then D = L. By section 3.3.3 this
is not a serious restriction, but simplifies the formulation considerably. Under
these assumptions Sp = 0 and thus only q = 0 is of interest. Then
(L0Pig∩l )F∨jDPip(Y ) = R(L)⊗R(C∩L) Y,
and
L0Pil◦ip(Y ) = Y.
SinceD = L, Y is a rational L-module and decomposes into isotypic components
Y =
⊕
j
Yj ,
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and to each Yj corresponds a unique irreducible (but not necessarily absolutely
irreducible) rational L-module Zj over E. To each such Zj then correponds a
unique cosimple coalgebra Cj ⊆ OE(L), and an approximate unit 1Cj ∈ RE(L)
that we simply denote by 1j. Each approximate identity 1j acts as identity on
Zj and hence on Yj and as zero on all other isotypic components.
Then each element y ∈ RE(L)⊗R(C∩L)Y may be represented as a finite sum
y =
∑
k
rk ⊗ yk, rk ∈ RE(L), yk ∈ Yj(k), (31)
for some index j(k) depending on k.
Proposition 3.5 (Counit formula). If p = l, then β2 is the counit
Pig∩l ◦ F∨ig∩l → 1,
i.e. for any y ∈ RE(L)⊗R(C∩L) Y we have the explicit formula
β2(y) =
∑
k
rk · yk =
∑
k
(rk · 1j(k)) · yk ∈ Y
in the notation of (31).
Proof. This is formal.
Proposition 3.6. If p = l, then on the level of complexes the map ηh,0 is given,
as an (l, L)-morphism, by the map
OE(K)⊗R(C) (
Sq∧
(k/c)⊗ U(g)⊗U(q) X)⊗
2Sq∧
(k/c)∗ → Y,
f ⊗ (u⊗ l ⊗ x)⊗ ε 7→ π∗(ε(u ∧ −)) · f |L · (l · ηq∩p(x))
with the elements in the corresponding factors, f |L ∈ OE(L) the canonical image
of f ∈ OE(K) under the restriction map OE(K) → OE(L), and l ∈ U(l) ⊆
U(g).
We remark that we abuse the notation by describing the map without ex-
plicitly taking the relative tensor products over R(C) and U(q) into account.
Proof. By Proposition 3.4 this follows from our preceeding discussion.
If Y is one-dimensional, the sum (31) collapses a single summand, and we
obtain
Corollary 3.7. If p = l and Y is one-dimensional, then for a suitable choice
of dk ∈ IntE+(K) and dl ∈ IntE+(L) the map ηh,0 is on the level of complexes
explicitly given by
f ⊗ (u ⊗ l ⊗ x)⊗ ε 7→ π∗(ε(u ∧−)) · (f |L · 1Y ) · (l · ηq∩p(x)),
where 1Y ∈ RE(L) denotes the approximate identity corresponding to the iso-
morphism class of Y .
32
3.5 A non-vanishing criterion
The following Theorem is a generalization of Proposition 2.9 in [30].
Theorem 3.8. In the general situation, i.e. with (g,K), (h, L), q, p, satisfying
(25), (26), and (27), and X arbitrary and Y admissible, and assume that X ⊗∧dimu
u and Y ⊗ ∧dimv v have infinitesimal characters within the fair range
respectively. Then the map∑
q∈Z
ηh,q :
⊕
q∈Z
FjKLSq+qPik◦iq∩k(X)⊗D∗k
→
⊕
q∈Z
LSp+qPil◦ip∩k(Y )⊗D∗l .
is non-zero on the bottom layer if and only if there exists an x ∈ X with the
following three properties:
(i) x generates an irreducible C-subrepresentatation ξ ⊆ X,
(ii) ηq∩p(x) generates a non-zero D-subrepresentation ̺ ⊆ Y ,
(iii) the natural map
HomL(LSpPilip∩l̺,FL→KLSqPikiq∩kξ) →
HomE(H
0(v ∩ l;LSpPilip∩l̺), H0(u ∩ k;LSqPikiq∩kξ))
is non-zero.
Another way to phrase condition (iii) is the following. Remark that
Z := 1Y · FL→KLSqPikiq∩kξ
is the union of the images of all L-equivariant maps
LSpPilip∩l̺ → FL→KLSqPikiq∩kξ.
Then (iii) is equivalent to saying that the natural map
H0(v ∩ l;Z) → H0(u ∩ k;LSqPikiq∩kξ)
has non-zero image.
Proof. Proposition 3.3 reduces us to the situation where g = k, l = l, and the
compatibility with duality (cf. section 3.3.3), reduces us further to the case p = l,
D = L, q = 0, Sp = 0, and one-dimensional Y , as the statement of the theorem
is compatible with duality via the natural isomorphism
H0(v ∩ l;LSpPilip(Y ∨)) ∼= H0(v ∩ l;Dl ⊗ LSpPilip(Y ))∨.
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Then
Sq = Tq∩p = dim l/c = dim u.
Then D∗l = E canonically for trivial reasons and D
∗
k is a trivial (g, C)-module,
that we may consider as a trivial (g,K)-module without loss of generality, and
as a trivial (q, C)-module as well.
The adjointness relation for FjK and IjK and the algebraic Borel-Bott-Weyl
Theorem (cf. Theorem 1.9), the Hom-set
HomL(FL→KLSqPikiqX ⊗D∗k , Y )
is naturally isomorphic to
HomK(LSqPikiqX ⊗D∗k , IjKY ) ∼−−−−→ (32)
HomC(X ⊗D∗k , HSq(u; IjKY )).
The isomorphism (32) is on the level of complexes induced by the map which
associates to
f : RE(K)⊗RE(C)
Sq∧(k/c)⊗E U(k)⊗U(q) X
⊗D∗k → RE(K)⊗RE(L) Y
the map
r(f) : X ⊗D∗k → HomE(
Sq∧
u, RE(K)⊗RE(L) Y ),
x⊗ ε 7→
 u 7→ ∑
Z∈ĈE
f(1LSqPikiq (Z) ⊗ u⊗ 1⊗ (1Z · x)⊗ ε)
 .
Note that the approximate identity 1LSqPikiq (Z) is well defined, since LSqPikiq(Z)
is either irreducible or 0 by the Borel-Bott-Weyl Theorem. This also shows that
there are only finitely many non-zero summands. Furthermore by Poincare´ du-
ality the cohomology class associated to r(f)(x ⊗ ε) is non-zero if and only if
for some Z ∈ ĈE the element
f(1LSqPikiq(Z) ⊗ u⊗ 1⊗ (1Z · x) ⊗ ε) ∈
LSqPikiq(Z)⊗E (LSqPikiq(Z)∨ ⊗L Y ) ⊆ RE(K)⊗RE(L) Y
contributes to
H0(u;LSqPikiq(Z)).
By Corollary 3.7 the map corresponding to ηl,0 under r is the map that sends
x⊗ ε ∈ D∗k ⊗X
to
u 7→ π∗(ε(u ∧ −)) ·
∑
Z∈ĈE
1LSqPikiq (Z) ⊗ (1LSqPikiq (Z)|L · 1Y ) · ηq∩p(1Z · x).
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For u 6= 0 and ε 6= 0 we have always π∗(ε(u ∧ −)) 6= 0. Therefore the non-
vanishing of the above cohomology class is equivalent to the existence of an
x ∈ X with ηq∩p(x) 6= 0, generating an irreducible C-representation ξ ⊆ X
with the property that the L-submodule 1Y ·FL→KLSqPikiq(ξ) contributes non-
trivially to H0(u;LSqPikiq(ξ)).
4 Algebraic setup
In this section we specialize the general notation from the preceeding sections
for our application to special values of L-functions.
4.1 Algebraic groups
For any natural number m we set
Gm = ResF/Q(GLm).
Then Gm is a quasi-split reductive linear algebraic group over Q.
In the remaining sections we fix a natural number n ≥ 1 and consider
G := G2n,
and denote by
H ⊆ G
a copy of Gn ×Gn embedded via the diagonal embedding
H → G, (h1, h2) 7→
(
h1
h2
)
.
In the sequel we make frequent use of the following convention. A (quasi-
)character χ of Gn or of Gn(A) for a Q-algebra A gives rise to a (quasi-) char-
acter of H via the rule
Gn ×Gn ∋ (h1, h2) 7→ χ(h−12 h1), (33)
i.e. via composition with the map
Gn ×Gn → Gn, (h1, h2) 7→ h−12 h1.
We call a (quasi-)character of H resp. H(A) which arises in this way admissible.
We have a decomposition into a quasi-product
G1 = ResF/Q(GL1) = G
s
1 ·Gan1 , (34)
where Gs1 is the maximal Q-split torus and G
an
1 is the maximal Q-anisotropic
subtorus in G1. The latter is a quasi-complement of G
s
1 in G1, i.e.
Gs1 ∩Gan1 is finite.
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The projection
ps : G1 → G1/Gan1 ∼= GL1
corresponds to the Norm character
NF/Q : F
× → Q×,
and its composition with the determinant induces a character
N := ps ◦ ResF/Q det : Gn → GL1 .
We consider N as a character of H via the rule (33), i.e.
h 7→ N (h−12 h1),
that we simply call the norm character on H . To describe its behavior on
the real points, we introduce for each archimedean place v of F the local sign
character
sgnv : GLn(Fv) → R×, hv 7→
det(hv)
| det(hv)|v .
By abuse of notation we also consider sgnv and the norm | · |v (implicitly com-
posed with the determinant) as a character of Gn(R). Recall that F is totally
real. Then on real points we have the sign character
sgn∞ := ⊗v sgnv : Gn(R) → R×,
and the archimedean norm character
| · |∞ := ⊗v| · |v : G1(R)→ R×.
We obtain that for all h ∈ H(R)
N (h) = sgn∞(h−12 h1) · |h−12 h1|∞. (35)
We remark that the group Hom(Gn(R),C
×) of quasi-characters of Gn(R) is,
as a complex manifold, a disjoint union of
2rF = #π0(Gn(R))
copies of C. Each component corresponds uniquely to a finite order character
of Gn(R). Each such character is of the form
sgnδ∞ := ⊗v sgnδvv : Gn(R)→ C×,
with
δ = (δv)v ∈
∏
v
{0, 1}.
Then the component of sgnδ∞ is parametrized by the charts
C ∋ s 7→ ωδs := sgnδ∞⊗| · |s∞ ∈ Hom(Gn(R),C×). (36)
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We call ωδs algebraic whenever s ∈ Z. If χ is a quasi-character of Gn(R), we set
for k ∈ Z
χ[k] := χ⊗ (N⊗k) .
If χ is algebraic, then so is χ[k]. As before we consider these characters as
admissible characters of H(R) as well.
We fix a non-trivial continuous character ψ : F\AF → C×, and all Gauß
sums we consider are understood with respect to ψ, and normalized in such a
way that when χ = χ′ ⊗ | · |k(χ)AF , with χ′ of finite order, then
G(χ) := G(χ′) :=
∑
xmodfχ′
χ′
(
x
fχ′
)
ψ
(
x
fχ′
)
,
where fχ′ = OF · fχ′ is the conductor of the finite order character χ′ : F×\A×F .
4.2 Rational models of compact groups
For each m we fix a Q-form Km ⊆ Gm of the standard maximal compact
subgroup of Gm(R), as in section 1.2 of [19]. We recall that
Km = ResF/QO(m)
with the ‘standard form’ of O(m,F ⊗R) over F , corresponding to the Cartan
involution
θm : ResF/QGLm → ResF/QGLm, ResF/Q
(
g 7→ tg−1) .
Then Km is split over EK := Q(
√−1) and
Km(R) =
∏
v|∞
O(m,Fv) (37)
in a natural way.
We remark that the connected component K0m of the identity of Km is
geometrically connected and defined over Q. Furthermore we have a natural
isomorphism
π0(Km) = π0(Km(R)),
where Km(R) on the right hand side is considered as a real Lie group. In
particular we have
π0(Km) = π0(Km(R)) = {±1}rF .
The inclusion Gm → G2m induces a natural isomorphism
π0(Km) ∼= π0(K2m).
We choose K := K2n as a Q-form of the standard maximal compact sub-
group of G(R). Then the intersection of K with H is a Q-form L of a standard
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maximal compact subgroup of H(R). It is isomorphic to the product Kn ×Kn
and split over EK .
We remark that we have a commutative square
π0(K)
∼−−−−→ {±1}rFx x
π0(L)
∼−−−−→ {±1}rF × {±1}rF
where the vertical arrows are epimorphisms and the right vertical map is dual
to the diagonal embedding. Passing dually to admissible characters of the com-
ponent groups, we obtain isomorphisms.
We have a natural isomorphism between the group of quasi-characters Hom(Gn(R),C
×)
and the group of one-dimensional representations of (gn,Kn)C, sending a quasi-
character χ to its derivative
dχ : gn,C → C,
and to the complexification of its restriction to Kn(R),
χ|Kn(R),C : Kn(C)→ C×.
For the sake of notational simplicity we write ωδs also for the image of ω
δ
s under
this correspondence. Then, as N is defined over Q, and sgnδ∞, as a rational
character of Kn, is defined over Q as well, we see with (35), that for each s ∈ Z
the algebraic quasi-character
ωδs = sgn
δ
∞⊗(sgn∞⊗η)s,
considered as a one-dimensional (gn,Kn)-module, is defined over Q. We write
Xalg(Gn(R)) for the group of algebraic quasi-characters ofGn(R) resp. (gn,Kn).
Recall that we defined EK = Q(
√−1). We write τK ∈ Gal(EK/Q) for the
unique non-trivial automorphism, which we simply call complex conjugation.
4.3 Finite-dimensional representations
As G is quasi-split we may find a Borel P ⊆ G defined over Q. We choose a
maximal torus T ⊆ P over Q and denote by P− the opposite of P . We let
X(T ) denote the characters of T defined over Q or C, which amounts to the
same, and let XE(T ) denote the subgroup of characters defined over E. Then
the absolute Galois group Gal(Q/Q) resp. Aut(C/Q) act naturally on X(T )
from the right via the rule
µτ (t) = µ
(
tτ
−1
)τ
,
for µ ∈ X(T ), t ∈ T (C) and τ ∈ Aut(C/Q). If Mµ denotes the irreducible
rational G-module with highest weight µ ∈ X(T ) over C (or Q), then the
Galois twisted module
(Mµ)
τ := Mµ ⊗C,τ−1 C (38)
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is irreducible of highest weight µτ . Furthermore it is easy to see that Mµ is
defined over the field of rationality Q(µ) of µ.
We remark that this Galois action on complex rational representations of
G is compatible with our rational structure on the category of complex (g,K)-
modules.
4.4 Arithmeticity conditions
Following the terminology of [17, Section 3], adapted to the Shalika case, we
call an absolutely irreducible rational G-module M over E/Q arithmetic, if it
is essentially self-dual over Q, i.e.
M∨ ∼= M ⊗ ξ,
with a Q-rational character ξ ∈ XQ(G). We remark that as F is totally real,
all its Galois twists M τ , τ ∈ Gal(Q/Q) are arithmetic if M is so.
We identify the center Z of G = G2n with a copy of G1 via the isomorphism
G1 → Z, a 7→ a · 12n. (39)
The center Z lies naturally in our maximal torus T ⊆ G, and we have a decom-
position
T = T der · Z,
with
T der = T ∩Gder.
The intersection of the latter with Z is finite. The decomposition (34) of G1
induces a projection
pT : T → T/(T der ·Gan1 ) =: Zs ∼= GL1,
and we obtain a monomorphism
p∗T : XQ(Z
s)→ XQ(T ).
We fix the identification
Zs ∼= GL1,
subject to the same positivity condition as the isomorphism (39). This induces
an identification
XQ(Z
s) = Z,
and we simply write w1 for the image of w1 ∈ XQ(Zs) under p∗T .
IfM is a rational G-module of highest weight µ, we denote by µ∨ the highest
weight of M∨. Then M is arithmetic if and only if
µ∨ − µ ∈ im(p∗T ).
We have
(µσ)∨ − µσ = w1, (40)
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with w1 independent of σ ∈ Gal(Q/Q). Following Clozel [8], we may think of
w1 as a weight in the motivic sense.
A Q-rational character ξ ∈ XQ(H) ∼= Z2 of the form
ξ = (k,−w1 − k), k ∈ Z, (41)
for w1 as in (40), is called critical for M if
HomH(M, ξ) 6= 0.
Due to the multiplicity one property of GLn×GLn-equivariant functionals on
irreducible GL2n-modules (cf. the non-compact analogue of Proposition 6.2 be-
low), we have
dimQ(µ) HomH(MQ(µ), ξQ(µ)) = 1, (42)
for each critical ξ. We call M critical if it admits a critical character ξ.
5 Shalika models
In this section we recall the theory of Friedberg-Jacquet [10, 16] in the context
of Shalika models for GL(2n). For a nice exposition of the subject, we refer to
Section 3 in [12].
5.1 Group setup
As in the preceeding section we put ourselves in the situation where
G = ResF/QGL2n,
whose center we denote as before by Z, and recall that
H = ResF/Q(GLn×GLn) ⊆ G,
andH is diagonally embedded in G. We factorH into two copies of ResF/QGLn
accordingly, i.e.
H = H1 ×H2,
where H1 denotes the upper block. Then the embedding of H into G is given
explicitly by
H1 ×H2 → G, (h1, h2) 7→
(
h1
h2
)
.
Recall that L = K ∩H , then we have analogously
L = L1 × L2
with Lj = K ∩Hj .
The Shalika group is given by
S := ResF/Q
{(
h X
0 h
)
∈ GL2n | h ∈ GLn, X ∈Mn
}
⊆ G2n
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whereMn denotes the n×n matrices. We consider S as a linear algebraic group
over Q.
We fix factorizable (right) Haar measures on all adelized groups and com-
patibly on all their local factors.
5.2 Automorphic representations
We consider an irreducible cuspidal automorphic representation Π of G(A) with
central character ωΠ. We assume that we find an n-th root of ωΠ in the set of
quasi-characters, and we fix such an n-th root, i.e. we fix a quasi-character
η : F×\A×F → C× with the property that
ωΠ = η
n.
Our choice of continuous character ψ : F\AF → C× together with η induces a
character
η ⊗ ψ : S(A)→ C×,(
h 0
0 h
)
·
(
1 X
0 1
)
7→ η(det(h))ψ(tr(X)),
and we may consider the intertwining operator
Sηψ : Π → IndG(A)S(A) (η ⊗ ψ),
ϕ 7→
[
g 7→
∫
Z(A)S(Q)\S(A)
(Π(g) · ϕ)(s)(η ⊗ ψ)(s−1)ds
]
.
We say that Π admits an (η, ψ)-Shalika model if Sηψ is non-zero, i.e. if Π ad-
mits an embedding into the representation induced from (η, ψ). The following
Theorem is due to Jacquet and Shalika.
Theorem 5.1 (Theorem 1 in [16]). With the notation above, the following two
statements are equivalent:
(i) Π admits an (η, ψ)-Shalika model.
(ii) For an appropriate finite set S of places of Q, the twisted partial exterior
square L-function
LS(s,Π,∧2 ⊗ η−1) =
∏
v 6∈S
L(s,Πv,∧2 ⊗ η−1v )
has a pole at s = 1.
In this theorem, and in the context of Shalika models in the sequel, we
consider Π as a representation of G(A) and factor it accordingly into local
representations. The same applies to the characters η and ψ, they are considered
over Q via restriction of scalars.
We also mention the following useful characterization of representations ad-
mitting a Shalika model.
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Proposition 5.2 (Proposition 3.1.4 in [12]). With the notation above, the fol-
lowing statements are equivalent:
(i) Π admits an (η, ψ)-Shalika model.
(ii) Π is the transfer of a globally generic irreducible cuspidal representation
of GSpin2n+1(AF ) to GL2n(AF ).
We remark that this characterization, as well as the one given in Theorem
5.1, are valid more generally over any number field F .
In the case of n = 1, we may choose ωΠ = η and the (η, ψ)-Shalika model then
coincides with the Whittaker model and the theory discussed here specializes
to the Rankin-Selberg theory in that case. Our results on period relations then
are identical with those from [19].
From now on we assume Π to admit an (η, ψ)-Shalika model and set
S (Π, η, ψ) := Sηψ(Π),
and apply this notation also locally, i.e.
S (Πv, ηv, ψv) := Sηvψv (Πv),
where Sηψ gives rise to the local intertwining operator
Sηvψv : Πv → Ind
G(Qv)
S(Qv)
(ηv ⊗ ψv).
We remark that vectors in the Shalika model satisfy the symmetry property
Sηψ(ϕ)(sg) = η(s⊗ ψ)(s) · Sηψ(ϕ)(g), g ∈ G(A), s ∈ S(A). (43)
Furthermore, following (33), each quasi-character χ : H1(A) → C× gives rise
to an admissible quasi-character{
χ : H(A)→ C×,
h 7→ χ(h−12 h1),
(44)
with the running convention that
h =
(
h1 0
0 h2
)
.
All quasi-character of H(A) we consider will be of this form. We apply the
same formalism locally and also in the rational setting of (h, L)-modules.
We consider η as a character of H(A) via the rule
(1 ⊗ η)(h) := η(det(h2)).
We remark that if Π is cohomological with associated weight w1 as in (40),
then (cf. Lemma 3.6.1 in [12]),
η∞ =
(N⊗w1)
C
. (45)
This implies that η is an algebraic Hecke character and therefore Q(η) is a
number field. Furthermore by Wee Teck Gan’s Theorem in the Appendix of
[12], if Π admits an (η, ψ)-Shalika model, then for each σ ∈ Aut(C/Q) the
twisted representation Πσ admits an (ησ, ψ)-Shalika model.
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5.3 The archimedean zeta integral
For each quasi-character χ ∈ Hom(H1(R),C×) and each w ∈ S (Π∞, η∞, ψ∞),
we consider the archimedean integral
Ψ∞ : (χ,w) 7→
∫
H1(R)
w(h∞)χ(h∞)dh∞. (46)
This integral converges absolutely, provided χ lies in a suitable right half plane.
In such a half plane Ψ∞(−, w) defines a holomorphic function in χ. The map
e∞ : (χ,w) 7→ Ψ∞(χ,w)
L(12 ,Π∞ ⊗ χ)
(47)
is well defined for all χ, as the right hand side defines an entire function in χ
on every connected component of Hom(H1(R),C
×).
Now by Theorem 1.6 of [30], we know that for each χ we may find a w ∈
S (Π∞, η∞, ψ∞)
(K) with the property that
e∞(χ
′, w) 6= 0. (48)
is satisfied for all χ′ in the connected component containing χ. By Proposition
3.1 in [10] we know that forK-finite w the local zeta integral Ψ∞(χ,w) computes
L(12 ,Π∞ ⊗ χ) up to a holomorphic factor. In forthcoming work by Binyong
Sun and the author, we show that this factor is indeed a polynomial. This in
particular implies that e∞(−, w) is locally constant in the variable χ whenever
(48) is satisfied for all quasi-characters χ under consideration.
We conclude that for such a w the archimedean integral (46) computes the
Γ-factor of the standard L-function L(s,Π ⊗ χ) up to a complex unit, only
depending on the connected component containing χ. We will see in Theorem
7.2 that we may indeed choose a vector w which satisfies (48) for all quasi-
characters χ.
The integral (46) and the ratio (47) defines for χ in a suitable right half
plane resp. for general χ defines, as a function in the variable w, by (44) and
the property (43), a continuous H(R)-equivariant functional
e∞(χ,−) : S (Π∞, η∞, ψ∞)→ (χ−1 ⊗ (1⊗ η∞))C.
By (45) the field of definition of the quasi-character χ−1 ⊗ (1 ⊗ η) agrees with
the field of definition of χ. If we set
χ1 := χ[w1],
then we may interpret e∞(χ,−) as an H(R)-equivariant functional
e∞(χ,−) : S (Π∞, η∞, ψ∞)→ χ−11,C.
Again we remark that Π∞ ⊗ χ ∼= Π∞ for every finite order character χ,
implies the identity of local L-functions
L(s,Π∞ ⊗ χ) = L(s,Π∞).
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5.4 The non-archimedean zeta integrals
Fix a rational prime p. For each quasi-character χ ∈ Hom(H1(Qp),C×) and
each w ∈ S (Πp, ηp, ψp), we consider the non-archimedean analogue of (46),
given by
Ψp : (χ,w) 7→
∫
H(Qp)
w(hp)χ(hp)dhp. (49)
For χ in a suitable right half plane the integral in (49) is absolutely convergent
and Ψp(−, w) defines a holomorphic function in χ. The map
ep : (χ,w) 7→ Ψp(χ,w)
L(12 ,Πp ⊗ χ)
(50)
is well defined for all χ and w and defines an entire function in the variable χ on
each connected component of Hom(H1(Qp),C
×). As in the archimedean case
we always find for a given χ a w ∈ S (Πp, , ηp, ψp) such that
ep(χ,w) 6= 0.
This implies that for each quasi-character χ there is a good vector tχp , depending
only on the connected component of χ in Hom(H1(Qp),C
×), satisfying
ep(χ, t
χ
p ) = 1,
cf. Proposition 3.1 in [10]. For almost all primes
t0p ∈ S (Πp, ηp, ψp)G(Zp)
produces the correct Euler factor for Πp ⊗ χp.
5.5 The global zeta integral
We depart from a quasi-character
χ : H1(Q)\H1(A)→ C×,
and fix a good test vector
tχ = ⊗vtχvv ∈ ⊗′vS (Πv, ηv, ψv) = S (Π, η, ψ),
which at almost all places v agrees with the normalized spherical vector t0v ∈
S (Πv, ηv, ψv). Then the cusp form
Θ(tχ) :=
(
Sηψ
)−1
(tχ) ∈ Π,
is a good test vector for the global integral
Λ(s,Π⊗ χ) = I(s, χ,Θ(tχ)) :=∫
Z(A)H(Q)\H(A)
Θ(tχ) (h) · η(det(h−12 )) · (χ⊗ ω0s− 12 )
(
h1h
−1
2
)
dh.
Again we write L(s,Π⊗ χ) for the corresponding incomplete L-function.
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6 Rationality properties of archimedean Shalika
integrals
In this section we discuss how to apply the rational theory of the first sections
to the case at hand.
6.1 Cohomologically induced standard modules
We fix a θ-stable Borel subalgebra qEK ⊆ gEK transversal to h, i.e.
θ(qEK ) = qEK , (51)
and
gEK = qEK ⊕ hEK . (52)
That a Borel subalgebra q with these properties exists overC is shown in Section
4 of [30], and it is easy to deduce from the discussion there that q is defined
over EK .
By (51), the Lie algebra
qEK ∩ kEK ⊆ kEK
is a Borel subalgebra of kEK . Again by (51), complex conjugation τK ∈ Gal(EK/Q)
maps q to its opposite
qEK := q
τK
EK
= q−EK ,
if we consider the unique θ-stable and Q-rational Levi factor given explicitly by
c := q ∩ q.
We write u ⊆ q for the nilpotent radical of q. Then qEK ∩ kEK has the Levi
decomposition
qEK ∩ kEK = (cEK ∩ kEK )⊕ (uEK ∩ kEK ).
We fix the compact component C of the Levi pair associated to q as the
normalizer of c = q ∩ q− inside K. We remark that C is defined over Q, and
(q, C)EK is a parabolic pair over EK . Furthermore CK
0 is of index 2rF in K.
We consider the (gC,KC)-module underlying Π∞ as a cohomologically in-
duced standard module Aq(µ)C as follows.
Starting fromM(µ) as a rational irreducible representation of G with highest
weight µ, we consider µ as a highest weight with respect to qC. As such we
have a one-dimensional highest weight space H0(u;M(µ)) inside ofM(µ). As C
normalizes q, the inclusion C → G induces an action of C onM(µ) under which
H0(u;M(µ)) is stable. Hence we obtain a character µ of the pair (c, C)C, or
equivalently of the parablic pair (q, C)C with trivial action of the radical. This
agrees with the natural action of the pair (q, C)C on H
0(u;M(µ)). All these
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data are indeed defined over EK(µ) = EK ·Q(µ), if we fix once and for all an
inclusion
ι : EK(µ)→ C. (53)
Recall from section 3.2 the middle degree
Sq = dimEK (uEK ∩ kEK ),
and consider the inclusions of pairs iq : (q, C)EK → (g, C)EK and ig : (g, C)Q →
(g,K)Q. We also consider the inclusion i
◦
g : (g, C)Q → (g, CK0)Q. Then for
the associated Bernstein functors we have the relation
Pig = Ind
K
CK0 ◦Pi◦g ,
which, by the associated degenerating Grothendieck spectral sequence, naturally
extends to an isomorphism
LqPig = Ind
K
CK0 ◦LqPi◦g , (54)
of derived functors in any degree q.
We have the EK(µ)-rational modules
Aq(µ) := LSqPig◦iq(µ⊗
dimu∧
uEK(µ)),
and
A◦q(µ) := LSqPi◦g◦iq(µ⊗
dimu∧
uEK(µ)).
Then A0q(µ) is a submodule of Aq(µ) and the corresponding inclusion induces
by (54) an isomorphism
Aq(µ) = Ind
K
CK0 A
◦
q(µ).
In Theorem 8.26 of [18] it is shown that Aq(µ) is defined over Q(µ). The field
of definition of A◦q(µ) is determined in Theorem 2.3 of [19].
Now if Π∞ has non-trivial relative Lie algebra cohomology with coefficients
in M(µ)∨, then we know by [33] and the fact that Bernstein functors commute
with base change (Theorem 1.8), that we have an isomorphism
ι∞ : Aq(µ)C → Π(K)∞ (55)
where the base change on the left hand side is understood via the embedding
(53).
We remark that the natural embedding Q(µ)→ EK(µ) induces with (53) an
embedding Q(µ)→ C, which we also consider fixed in the sequel. In particular
(55) retains its meaning also for the model of Aq(µ) over Q(µ), the latter being
unique by Proposition 3.5 of [18].
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6.2 Structure of the bottom layer
We denote by
Bq(µ)EK(µ) := Aq∩k(µ|C ⊗
dimu/u∩k∧
(u/u ∩ k))EK(µ) ⊆ Aq(µ)EK(µ)
the bottom layer, with
Aq∩k(·) := LSqPikiq∩k
(
(·)⊗
dimu∩k∧
u ∩ k
)
.
The main descent argument in the proof of Theorem 7.3 in [18] is based on the
fact that the bottom layer itself is defined overQ(µ). Again its model overQ(µ)
is unique and we denote it the same.
As in the non-compact case we introduce the intermediate representation
B◦q(µ|C)EK(µ) := A◦q∩k(µ|C)EK(µ) := LSqPi◦k iq∩k(µ|C⊗
dimu∧
uEK(µ)) ⊆ A◦q(µ)EK(µ),
with respect to the inclusion
i◦k : (k, C)→ (k, CK0).
Then B◦q(µ|C)EK(µ) is an irreducible representation of K0 of highest weight
µK := µ|C0 + 2ρ(u/u ∩ k), (56)
where
ρ(u/u ∩ k) = 1
2
∑
α∈∆(u/u∩k,c)
α,
is the half sum of weights in u/u ∩ k. Again we have
Bq(µ)EK(µ) = Ind
K
CK0 B
◦
q(µ)EK(µ). (57)
By the preceeding discussion and the transitivity principle (57), the repre-
sentation Bq(µ)
◦
C decomposes a complex representation of
K0(R) =
∏
v
SO(2n, Fv),
over C, into an outer tensor product
B◦q(µ)C =
⊗
v
Bµv , (58)
where
µK = ⊗vµv,
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is the natural factorization of µK into local components and Bµv denotes the
complex irreducible representation of SO(2n, Fv) of highest weight µv.
Then, again as a representation of K0(R), the full bottom layer decomposes
as
Bq(µ)C =
⊗
v
(Bµv ⊕Bµ˜v ) , (59)
with weights µ˜v, depending on µv.
We remark that as the representation B◦q(µ)C is defined over EK(µ), the
summands in the direct sum decomposition (59) are defined over EK(µ) as well.
However for later use, we need precise knowledge about their field of definition.
Theorem 6.1 (Theorem 2.3 in [19]). The K0-module B◦q(λ)C resp. the (g,K
0)-
module A◦q(λ)C is defined over EK(µ). If
√−1 6∈ Q(µ), then B◦q(λ)C resp.
A◦q(λ)C is defined over Q(µ) if and only 2 | n. The same applies to the sum-
mands in the direct sum decomposition (59).
For 2 ∤ n, the decomposition (59) corresponds to the decomposition of Aq(µ)
into tensor products of holomorphic resp. antiholomorphic discrete series repre-
sentations. In this case each weight µ˜v is the highest weight of the dual of Bµv .
Otherwise this statement is not true.
For any archimedean place v of F we choose an lv ∈ Kn(Q) with the property
that its image in
π0(Kn) ∼= {±1}rF
is non-trivial in the factor {±1} corresponding to v and trivial in the factors
corresponding to other real places. We assume without loss of generality that
lv is chosen in the image of a homomorphic section
π0(Kn)→ Kn.
We consider lv as an element of L(Q) via the respective embeddings
Gn = H1 ∩ L ⊆ L. (60)
Then the image of lv in π0(K) corresponds likewise under the isomorphism
π0(K) ∼= {±1}rF ,
to the element whose v-component is −1, and trivial otherwise. Therefore the
action of lv on Bq(µ) interchanges the two modules Bµv and B
∨
µv and leaves
the other factors Bµv′ , v
′ 6= v, in (58) invariant. In particular we see that any
irreducible K0-submodule of Bq(µ)C generates Bq(µ)C as a representation of L
resp. L ∩H1.
Proposition 6.2. For each character χ ∈ XC(L) we have
dimCHomL(Bq(µ)C, χC) ≤ 1.
Proof. The elementary proof proceeds as in the proof of Proposition 4.1 in [19],
as all is needed is the transversality condition (52).
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Proposition 6.3. For n ≥ 1 there exists a vector
t0 ∈ Bq(µ)Q(µ)
with the property that for any character χ ∈ XC(L) and any
0 6= λ ∈ HomL0(Bq(µ)C, χC)
we have
λ(t0) 6= 0.
Proof. The proof again proceeds as the proof of Proposition 4.2 in [19].
6.3 Rationality of functionals
The following result is at the heart of our period relations.
Theorem 6.4. For each critical quasi-character χ of H1(R) the archimedean
functional
e∞(χ,−) : S (Π∞, η∞, ψ∞)(K) → χ−11,C
is defined over Q(µ).
The theorem remains valid more generally for any quasi-character which is
a norm translate of a finite order character.
Proof. We first recall the isomorphism ι∞ from (55). By the argument in the
proof of Theorem 1.7 in section 4 in [30], we know that e∞(χ,−) agrees, up
to scalar multiples and composition with ι∞, with the cohomologically induced
functional
ηh,0 : Aq(µ)C → χ−11,C,
induced from any non-zero map
ηq∩p : FkC (µ⊗
dimu∧
u)→ F∨kL(χ−11 ).
Since χ1 is defined over Q, and the left hand side is defined over EK(µ) we may
and do assume that ηq∩p is defined over EK(µ).
The auxiliary data for the construction of the functional as in section 3.2 is
given by p = h, D = L, Sp = q = 0, together with the tautological inclusion
maps. Then q ∩ h = 0 by transverality.
If
√−1 ∈ Q(µ) we are already done. Otherwise we need to study the effect
of complex conjugation, as an automorphism τ of the extension EK(µ)/Q(µ),
on ηh,0. To simplify notation we set E := EK(µ) and E
+ := Q(µ).
We remark that complex conjugation stabilizes the domain an codomain of
ηh,0. It also interchanges q and q
− = q, and sends the u-highest weight µ to the
u-highest weight
µ ⊆ H0(u;M(µ)EK ).
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On the one hand, since Aq(µ) is defined over E
+, we have the commutative
square
Aq(µ)E+ ⊗E+ E i−−−−→ Aq(µ)E
1⊗τ
y yτ
Aq(µ)E+ ⊗E+ E −−−−→
ι
Aq(µ)E
(61)
On the other hand, by Theorem 3.2, we have the commutative square
Aq(µ)E
ηl,0−−−−→ χ−11,E
1⊗τ
y yτ
Aq(µ)E
ηlτ ,0−−−−→ χ−11,E
(62)
It remains to show that for a suitable choice of ηq∩p, the two functionals ηl,0
and ηlτ ,0 ◦ ι on Aq(µ)E+ ⊗E+ E agree, since we already know by (61) and (62)
that the diagram
Aq(µ)E
ηh,0−−−−→ χ−11,E
τ
y yτ
Aq(µ)E
ηhτ ,0◦ι−−−−−→ χ−11,E
commutes.
From the description of the maps ηl,0 and ηlτ ,0 on the level of complexes
given in Corollary 3.7 we deduce that, once π∗ is chosen over E+, there is
indeed a choice of ηq∩p as claimed. Since ι∞ is defined over E
+ = Q(µ), this
proves the statement of the theorem.
7 Proof of the period relations
In this section we proof the expected period relations. We proceed as in section
4 of [19].
We will make implicit use of the embedding (60). As before we consider
quasi-characters of H1 also as quasi-characters of H via (44). We apply the
same convention to algebraic and critical quasi-characters, and implicitly assume
that they arise from H1, and also to one-dimensional (h1, L1)-modules, as the
notation suggests.
Finally we recall that weintroduced for a quasi-characterχ the quasi-character
χ1 = χ[w1]. As above we simply write χ1 to denote this character.
7.1 Rational test vectors
Writing Q(µ, χ) for the composite of Q(µ) and the field of definition Q(χ) of
the quasi-character χ, as a fixed subfield of C, we obtain
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Proposition 7.1 (Proposition 1.1 in [18]). For any quasi-character χ of H1(R)
we have
Homh,L(Aq(µ)C, χ1,C) = Homh,L(Aq(µ)Q(µ,χ), χ1,Q(µ,χ))⊗Q(µ,χ) C.
Each one-dimensional (h1, L1)C-module χC corresponds bijectively to a quasi-
character χ of H1(R) and by composing the functional e∞(χ, ·) of section 5.3
with the fixed isomorphism ι∞ in (55) we obtain a non-zero (h, L)C-equivariant
functional
λχ,C := e∞(χ, ·) ◦ ι∞ : Aq(µ)C → χ−11,C. (63)
Theorem 7.2. There exists a rational test vector t0 ∈ Bq(µ)Q(µ) with the
property that for every χ ∈ Hom(H1(R),C×),
λχ,C(t0) 6= 0. (64)
In particular for every quasi-character χ there exists a constant cχ ∈ C×, only
depending on the connected component containing χ in Hom(H1(R),C
×), with
the property that
e∞(χ, ι∞(t0)) = cχ.
Proof. By [30], or alternatively by Theorem 3.8, we know that
0 6= λχ,C|Bq(µ)C ∈ HomL(Bq(µ)C, χ1|−1L.C). (65)
Therefore any choice of t0 as in Proposition 6.3 satisfies (64). By the archimedean
theory in the Shalika case discussed in section 5.3, the condition
∀χ : e∞(χ, ι∞(t0)) 6= 0
implies the claim.
Corollary 7.3. For any t ∈ Aq(µ)Q(µ) and any algebraic quasi-character χ ∈
Xalg(H1(R)) we have
e∞(χ, ι∞(t)) ∈ Q(µ) · cχ.
Proof. We know by Theorem 6.4 that the functional (63) is defined over Q(µ).
Therefore the image of the rational subspace
Aq(µ)Q(µ) ⊆ Aq(µ)C
under λχ,C is a one-dimensional Q(µ)-subspace of χ
−1
C
∼= C. This subspace
contains λχ,C(t) and λχ,C(t0). Therefore the claim follows from Theorem 7.2.
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7.2 The archimedean period relation
The analogue of Theorem 4.10 in [19] in the Shalika case is
Theorem 7.4. For any admissible algebraic quasi-character χ of H(R) we have
csgn
∞
⊗χ ∈ Q(µ) · (irFn · cχ).
Proof. The proof proceeds as the proof of Theorem 4.10 in loc. cit. We sketch
the argument for the convenience of the reader. According to the direct sum
decomposition (59), which is already defined over EK(µ), we may write
t =
∑
ε∈π0(H1)
tε (66)
where
tε ∈ ε · B◦q(µ)EK(µ) ⊆ Bq(µ)EK(µ),
for our choice of representatives
ε =
∏
v
lδvv ∈ L(Q), δv ∈ {0, 1}.
They satisfy
G(R) =
⊔
ε
G(R)0C(R) · ε,
where the contribution of C(R) is trivial.
Then the archimedean Shalika integral (46) decomposes into the sum of the
integrals
Ψε∞ : (χ,w) 7→
∫
H01 (R)
w(h∞)χ(h∞)dh∞.
Similarly we have the entire functions of χ,
eε∞ : (χ,w) 7→
Ψε∞(χ,w)
L(12 ,Π∞ ⊗ χ)
,
satisfying
e∞(χ, ι∞(t)) =
∑
ε
eε∞(χ, ι∞(tε)).
As in the proof of Theorem 4.10 in [19] we conclude that
λχ,EK(µ)(t) =
∑
ε
λχ,EK(µ)(tε) =
∑
ε
sgnv(ε) · λχ⊗sgnv,EK(µ)(tε). (67)
Complex conjugation τ ∈ Gal(E/E+) permutes the direct factors in (59).
By Theorem 6.1 this action is trivial if and only if 2 | m.
If
√−1 ∈ Q(µ) or 2 | m, then the vectors t and t±v0 all lie in the same
Q(µ)-rational model B(µ)Q(µ), and the claim follows by the rationality of the
archimedean functional.
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Now suppose
√−1 6∈ Q(µ) and 2 ∤ m. For any real place v0 of F we consider
the K0-submodule
Bv0,EK(µ) :=
∑
ε∈ker sgnv0
ε · B◦q(µ)EK(µ) ⊆ Bq(µ)EK(µ),
where the sum ranges over all possible products ε of the elements lv with v 6= v0.
Then
Bq(µ)EK(µ) = Bv0,EK(µ) ⊕ lv0 ·Bv0,EK(µ). (68)
Since 2 ∤ m, the second direct summand on the right hand side is naturally
identified with the dual of Bv0,EK(µ). We conclude that τ interchanges the two
direct summands in (68).
In particular τ sends the vector
tv0 :=
∑
ε∈ker sgnv0
tε
to
tτv0 ∈ lv0 ·Bv0,EK(µ).
Now t is Q(µ)-rational, and thus invariant under τ . By the uniqueness of the
decomposition (66) we see that for each ε,
tτv0 =
∑
ε∈ker sgnv0
tlv0ε =: t−v0 .
Hence the vector
tv0 − t−v0 ∈
√−1 · Bq(µ)Q(µ) ⊆ Bq(µ)EK(µ).
is ‘purely imaginary’, and consequently
√−1 · (tv0 − t−v0) ∈ Bq(µ)Q(µ) ⊆ Bq(µ)EK(µ). (69)
Again as in loc. cit. we obtain
λχ,EK(µ)(t) = λχ⊗sgnv ,Q(µ)(t) ·
√−1 ·Q(µ),
where the last relation follows from the rationality property of the functional
proven in Theorem 6.4. This proves the claim in the case
√−1 6∈ Q(µ) and
2 ∤ m.
Corollary 7.5. For any t ∈ Aq(µ)Q(µ), any algebraic quasi-character χ of
H1(R) and any k ∈ Z we have
λχ[k],Q(µ)(t) ∈ Q(µ) · (ikrFn · cχ).
Proof. Follows from Theorems 7.2 and 7.4 in the same way as Corollary 4.11 in
[19] follows from Theorems 4.8 and 4.10 therein.
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We call an algebraic χ = sgnδ ⊗ (N⊗k) is critical for Π (or Π∞), if L(s,Π∞)
and L(1− s,Π∨∞) both have no pole at s = k + 12 . For critical χ we know that
L∞(
1
2
,Π∞ ⊗ χ) 6= 0.
By Theorem 7.2 we find a t0 ∈ Aq(µ)Q(µ) satisfying
Ψ∞(χ, ι∞(t0)) 6= 0,
for any critical χ (Ψ∞(χ, ι∞(t0)) is well defined for critical χ outside the region of
absolute convergence by holomorphic continuation). The analogue of Corollary
4.12 of loc. cit. is
Corollary 7.6. For any t ∈ Aq(µ)Q(µ), any pair of critical quasi-characters
χ, χ′ of H1(R) with
χ′ = χ[k]⊗ (sgn∞)δ, k ∈ Z, δ ∈ {0, 1},
we have
Ψ∞(χ
′, ι∞(t)) ∈ Q(µ) · i(k+δ)rFn ·Ψ∞(χ, ι∞(t0)) ·
L∞(
1
2 + k,Π∞ ⊗ χ)
L∞(
1
2 ,Π∞ ⊗ χ)
,
for every t ∈ Aq(µ)Q(µ).
7.3 Relative Lie algebra cohomology over Q(µ)
We define the reductive group
GK = {g ∈ G | ∃z ∈ Zs : zg = θ(g)} ⊆ G.
It is the product of K with the maximal Q-split torus in the center Z of G and
therefore defined over Q. Since
K/K0C = GK/GK0C = π0(L ∩H1)
Shapiro’s Lemma implies
H•(g, GK0;Aq(µ)⊗M(µ)∨)EK(µ) = H•(g, GK0;A◦q(µ)⊗M(µ)∨)EK(µ) ⊗Q[π0(L1)]
=: H•(g, GK0;A◦q(µ)⊗M(µ)∨)[π0(L1)]EK(µ),
as π0(L1)-modules.
Introduce the ‘real’ top degree
tR2n := n
2 + n− 1,
which is the lowest resp. highest degree for which the relative Lie algebra co-
homology of non-degenerate cohomological representations of GLn(R) resp.
GL2n(R) does not vanish, and set
d :=
∑
v
tFv2n + [F : Q]− 1.
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This is the top degree of Lie algebra cohomology for non-degenerate cohomo-
logical representations of G(R). As the cohomology of A◦q(µ) in the degree d is
one-dimensional, the standard descent argument [18, Proposition 1.1] together
with the Homological Base Change Theorem (or Theorem 1.8 in the present
article) shows that we have a natural isomorphism of π0(L1)-modules
Hd(g, GK0;Aq(µ)⊗M(µ)∨)Q(µ) = Q(µ)[π0(L1)]. (70)
Finally we remark that we have a natural isomorphism
H•(g, GK0;Aq(µ)⊗M(µ)∨)Q(µ) = H0(GK0;
•∧
(g/gk)∨⊗Aq(µ)⊗M(µ)∨)Q(µ)
(71)
of π0(L1)-modules, as the standard complex computing the relative Lie algebra
cohomology degenerates in our case. This is well known over C (cf. combine
Proposition 3.1 in Borel-Wallach [6] with Proposition 2.3 in [18]), and this al-
ready implies the claim over Q(µ) by Proposition 1.1 in loc. cit.
7.4 Cohomological test vectors
We proceed as in [19] with minor modifications adapted to the Shalika case.
Any cohomology class in
Hd(g, GK0;Aq(µ)⊗M(µ)∨)Q(µ)
has by (71) a unique representative
h =
s∑
p=1
ωp ⊗ ap ⊗mp ∈ H0(GK0;
d∧
(g/gk)∨ ⊗Aq(µ)⊗M(µ)∨)Q(µ),
with
ωp ∈
d∧
(g/gk)∨Q(µ), ap ∈ Aq(µ)Q(µ), mp ∈ M(µ)∨Q(µ), 1 ≤ p ≤ s.
Identifying Zs with the maximal Q-split torus in the center of G, we introduce
the group
M := H ∩ Zs = Zs,
and denote its Lie algebra by m. The transpose of the diagonal embedding
(h/(l+m))Q(µ) → (g/gk)Q(µ),
is a projection
(g/gk)∨Q(µ) → (h/(l+m))∨Q(µ).
Together with the d-th exterior power of we obtain the map
ResGH :
d∧
(g/gk)∨Q(µ) →
d∧
(h/(l+m))∨Q(µ),
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where the right hand side is one-dimensional due to the numerical coincidence
d = dim h/(l+m).
We fix a Q(µ)-rational basis vector
0 6= w0 ∈
d∧
(h/(l+m))Q(µ).
The choice of w0 is equivalent to the choice of an isomorphism of vector spaces
d∧
(h/l+m)∨Q(µ) → Q(µ), ω 7→ ω(w0).
The left hand side is a one-dimensional L-module via the adjoint action on
h/(l + m), and we furnish the right hand side with an action of L1 such that
the above map becomes L1-linear. The resulting one-dimensional L1-module is
denoted L. It is of finite order, more concretely L⊗2 ∼= 1.
Let us assume that the character N⊗k is critical for M(µ)∨, and fix a non-
zero element
0 6= ξk ∈ HomH(M(µ)∨,N⊗k)Q(µ).
By [12, Proposition 6.3.1, see also section 6.6], we know that then all finite order
twists
χ = N⊗k ⊗ sgnδ∞, δ ∈ {0, 1}rF
are critical quasi-characters of H(R). Now for each such χ and any
λ ∈ Homh,C(Aq(µ), χ−11 )Q(µ),
theQ(µ)-rational functionals λ and ξk induce aQ(µ)-rational π0(L1)-equivariant
map
H(λ⊗ ξk) : Hd(g, GK0;Aq(µ)⊗M(µ)∨)Q(µ) λ⊗ξk−−−−→ Hd(h,ML0;χ−11 [k])Q(µ).
By Poincare´ duality, our choice of vector w0 induces an isomorphism
Hd(h,ML0;χ−11 [k])Q(µ) → (L ⊗ sgnδ∞)Q(µ),
of π0(L1)-modules, because χ ∼= χ1 as L1-modules. The composition of the
latter with H(λ⊗ ξk), provides us with a π0(L1)-equivariant map
I(λ⊗ ξk) : Hd(g, GK0;Aq(µ)⊗M(µ)∨)Q(µ) → (L ⊗ sgnδ∞)Q(µ),
which on the level of complexes is given explicitly by
h =
s∑
p=1
ωp ⊗ ap ⊗mp 7→
s∑
p=1
ωp(w0)⊗ λ(ap)⊗ ξk(mp).
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7.5 The global period relation
In this section we prove
Theorem 7.7. Assume n ≥ 1, let F be a totally real number field, and Π a
regular algebraic irreducible cuspidal automorphic representation of GL2n(AF )
admitting a Shalika model. Assume that Π∞ has non-trivial Lie algebra co-
homology with coefficients in an irreducible rational G2n-module M , which we
assume to be critical. Denote by s0 =
1
2 + j0 the left most critical value of the
standard L-function L(s,Π) (such a s0 exists). Then there exist non-zero pe-
riods Ω±, numbered by the characters ± of π0((F ⊗Q R)×), such that for each
critical half integer s1 =
1
2+j1 for L(s,Π), and each finite order Hecke character
χ : F×\A×F → C
we have
L(s1,Π⊗ χ)
G(χ)nΩ(−1)j1 sgnχ
∈ L(s0,Π∞)
L(s1,Π∞)
· ij1rFnQ(Π, χ).
Furthermore, for every τ ∈ Aut(C/Q),
i−j1rFn
L(s0,Π∞)
L(s1,Π∞)
· L(s1,Π
τ ⊗ χτ )
G(χτ )nΩ(−1)j1 sgnχτ
=
(
i−j1rFn
L(s1,Π∞)
L(s0,Π∞)
· L(s1,Π⊗ χ)
G(χ)nΩ(−1)j1 sgnχ
)τ
Proof. We proceed as in section 4.6 of [19]. Let χ = ⊗vχv be an algebraic Hecke
character of F with
χ∞ = N⊗k(χ) ⊗ sgnδ(χ)∞
critical for Π∞. The period Ω(χ∞) ∈ C× in the global special value formula
Λ(12 ,Π⊗ χ)
G(χ)m · Ω(χ∞) ∈ Q(µ, χ)
(cf. Theorem 7.2.1 in [12]), arises as follows. We fix for each signature δ ∈
{0, 1}rF a generator
hδ ∈ Hd(g, GK0;Aq(µ)⊗M(µ)∨)Q(µ) = Q(µ)[π0(L1)]
of the generalized sgnδ∞-eigenspace for the action of π0(L1) = π0(Kn). We
specialize to the signature δ = δ(χ) satisfying the compatibility condition
sgnδ∞ = L ⊗ sgnδ(χ)+k(χ)∞ . (72)
Now together with a choice of factorizable test vector in the Shalika model
t(∞) = ⊗vtv ∈ S (Π(∞), ω(∞), ψ(∞)),
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at the finite places v ∤ ∞, the cohomological vector hδ gives rise to a cohomology
class
tδ :=
s∑
p=1
ωp⊗ (ι∞(ap)⊗ t(∞))⊗mp ∈ Hd(g, GK0;S (Π, η, ψ)(K)⊗M(µ)∨)C.
The inverse intertwining operator for the Shalika model turns this class into an
automorphic cohomology class
ϑδ :=
s∑
p=1
ωp ⊗ Θ(ι∞(ap)⊗ t(∞))⊗mp ∈ Hd(g, GK0; Π(K) ⊗M(µ)∨)C.
From this class we obtain a global cohomology class
c(tδ) ∈ Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)∨C),
with coefficients in the local system associated toM(µ)∨, and a suitable compact
open K(∞) which is small enough that t′ is K(∞)-invariant and additonally the
underlying orbifold is a manifold.
By [8] we know that Π(∞) is defined over its field of rationality Q(Π). Un-
der the assumption that tδ is chosen in the natural Q(Π)-rational structure of
S (Π(∞), ω(∞),Ψ(∞)) (cf. paragraphs 3.6-3.9 in [12]), we may renormalize c(t′)
via a scalar Ω(tδ) ∈ C×, such that
Ω(tδ) · c(tδ) ∈ Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)Q(Π)). (73)
To each algebraic Hecke character χ as above, that we interpret as a character
ofH1(A) via composition with the determinant, we may associate a cohomology
class as follows. The character (k(χ),−k(χ)) of Zs gives rise to a rational
character of H that we denote again (k(χ),−k(χ)). Then we may attach to χ
a rational cohomology class
cχ ∈
H
0(H(Q)\H(A)/L(R)0L(∞)(χ); (k(χ))
Q(χ)
),
H0(H(Q)\H(A)/ML(R)0L(∞)(χ); (k(χ),−k(χ))
Q(χ)
),
where K(∞)(χ) ⊆ K(∞) is a compact open such that the finite part of the
character χ factors over det(L(∞)(χ)).
Recall that by (45) the character (1⊗ η∞) may be identified with a rational
cohomology class
c′η ∈ H0(H(Q)\H(A)/ML(R)0L(∞)(η); (0, w1)Q(η)).
Now the natural map
Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)∨Q(Π)) →
Hdc (H(Q)\H(A)/ML(R)0L(∞);M(µ)∨Q(Π)) →
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(−)∪c′
η−1
∪cχ−−−−−−−−−→ Hdc (H(Q)\H(A)/ML(R)0L(∞);M(µ)∨ ⊗ (k(χ),−w1 − k(χ))Q(Π,η,χ))
together with Poincare´ duality for the right hand side, induces the modular
symbol
Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)∨Q(Π)) → H
0(Γ;M(µ)∨⊗(k(χ),−w1−k(χ))Q(Π)),
where Γ ⊆ H(Q) is the arithmetic subgroup corresponding to
L(∞) = H(A(∞)) ∩K(∞).
Composition of the modular symbol with ξk provides us with a π0(L1)-equivariant
map
Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)Q(Π)) → (N
⊗k+k(χ))Q(Π).
The image of Ω(tδ)
−1 · c(tδ) under this map computes the global integral
Ω(tδ)
−1 ·
r∑
p=1
ωp(w0) · I(1
2
+ k, χ,Θ(ι∞(ap)⊗ t(∞))) · ξk(mp) ∈ N⊗kC .
This value can only be non-zero if the compatibility condition (72) is satisfied,
i.e.
sgnδ+k∞ = L ⊗ sgnδ(χ)+k(χ)∞ .
By Grobner and Raghuram [12, section 3.9 and Proposition 5.2.3] we know
that we may find a Q(π, η, χ)-rational t(∞) ∈ S (Π(∞), η(∞), ψ(∞)), a choice is
equivariant under the action of Aut(C/Q), such that
e(∞)(χ(∞)| · |s
A(∞)
, t(∞)) = G(χ)nL(s,Π(∞) ⊗ χ(∞)).
Therefore the image of the cohomology class c(tδ) under the modular symbol
composed with ξk computes the value
G(χ)n · Λ(1
2
+ k,Π⊗ χ) ·
r∑
p=1
ωp(w0) · e∞(1
2
+ k, χ∞, ι∞(ap)) · ξk(mp).
Since the values ap lie in the same Q(µ)-rational subspace as the good test
vector t, we conclude the proof of the desired period relation with by Corollary
7.6.
8 Deligne’s Conjecture
In this section we discuss the relation between Theorem 7.7 and Deligne’s Con-
jecture on special values of L-functions [9].
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8.1 Motives and Hodge numbers
Attached to Π is a conjectural motive M(Π) over F which is characterized by
the conjectural identity of L-functions (cf. [8])
L(s− 2n− 1
2
,Π) = L(s,M(Π)). (74)
We know that we may attach a compatible system of ℓ-adic Galois representa-
tions
ρΠ,ℓ : Gal(F/F )→ GL2n(Qℓ)
to Π for ℓ outside a finite set of exceptional primes. These conjecturally provide
us with the ℓ-adic realizations of the conjectural motive M(Π). In terms of
this compatible system the identity (74) holds outside a finite set of exceptional
primes and infinity, in a suitable right half plane.
To each archimedean place v of F we may associate an embedding v : F → C,
which gives rise to a base change M(Π)×F,v C which is a motive over C. This
complex motive admits a Betti realization,
HB,v(M(Π)) := HB(M(Π)×F,v C),
which is a finite-dimensionalQ-vector space of dimension d := 2n. Hodge theory
provides us with a bigraduation {Hp,qv }p,q∈Z of the complexification
HB,v(M(Π))C := HB,v(M(Π))⊗Q C.
The numbers
hp,qv := dimH
p,q
v
are the Hodge numbers of M(Π) relative to v.
Complex conjugation induces an involution
F∞,v : HB,v(M(Π))→ HB,v(M(Π)).
It interchanges Hp,qv with H
q,p
v , and in particular h
p,q
v = h
q,p
v . It is believed that
M(Π) is pure of a fixed weight w ∈ Z, which means that
hp,qv 6= 0 =⇒ p+ q = w,
for a w independent of v.
More concretely the conjectural Hodge numbers h
(p,q)
v for each archimedean
place v of F are expected to vanish except in the following cases:
(p, q) = (µk,v − k + 2n, µ2n+1−k,v + k − 1), 1 ≤ k ≤ 2n.
In these cases they are conjecturally given by
hp,qv = 1.
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The action of F∞,v decomposes
HB,v(M(Π)) = H
+
B,v(M(Π)) ⊕H−B,v(M(Π))
into (±1)-eigenspaces. We let
d±v := dimH
±
B,v(M(Π)) = n.
The de Rham realization of M(Π) is an F -vectorspace HdR(M(Π)) of di-
mension 2n, and comes with a decreasing filtration F pdR, given by the hyper
cohomology spectral sequence associated to the (motivic) de Rham complex.
We write
HdR,v(M(Π))C := HdR(M(Π))⊗v,F C,
and denote the induced filtration by F pdR,v.
By GAGA we have for each archimedean place v of F a comparison isomor-
phism
ιv : HB,v(M(Π))C
∼−−−−→ HdR,v(M(Π))C,
which respects the Hodge decomposition resp. the Hodge filtration, i.e.
ιv
⊕
p′≥p
Hp
′,q′
v
 = F pdR,v.
Following Deligne we define
H±dR(M(Π, σ))v,C := HdR(M(Π))C/F
∓
v ,
where
F±v := F
w+1
2
dR,v .
By dimension counting, we see that we have the following refined comparison
isomorphisms
ι±v : H
±
B,v(M(Π))C
∼−−−−→ H±dR,v(M(Π))C.
As the left hand side has a naturalQ-structure, and the right hand side a natural
F -structure, Deligne chooses basis in these rational structures and defines the
periods
c±v (M(Π)) := det(ι
±
v )
with respect to these bases. Then c±v (M(Π)) is uniquely defined up to scalars
in F×. We set for each finite order character ε of
π0((F ⊗Q R)×) = π0(L),
cε =
∏
v
cǫ(1v)v (M(Π)), (75)
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and
dε =
∑
v
dǫ(1v)v = rFn, (76)
independently of the signature ε.
By the calculation in section 6.1 in [12] we obtain
L(s1, π∞ × σ∞)
L(s0, π∞ × σ∞) ∈ (2π)
(s0−s1)rFnQ×. (77)
Deligne’s conjecture for the special values of L(s,M(Π)⊗ χ) reads
Conjecture 8.1 (Deligne). For each k ∈ Z critical for L(s,M(Π)) and each
finite order character χ : Gal(F/F )→ C× we have
L(k,M(Π)⊗ χ)
G(χ)n(2πi)krFnc(−1)k sgnχ
∈ Q(Π, χ).
8.2 Compatibility with Deligne’s conjecture
In the context of the previous section Theorem 7.7 gives
Theorem 8.2. Assume n ≥ 1, let F be a totally real number field, and Π be an
algebraic irreducible cuspidal automorphic representation of GL2n(AF ) admit-
ting a Shalika model. Assume that Π∞ has non-trivial Lie algebra cohomology
with coefficients in an irreducible rational G2n-module M , which we assume to
be critical. Then there exist non-zero periods Ω±, numbered by the 2
rF charac-
ters ± of π0((F ⊗QR)×), such that for each critical half integer s0 = 12 + j0 for
L(s,Π), and each finite order Hecke character
χ : F×\A×F → C×
we have, in accordance with Deligne’s Conjecture 8.1,
L(s0,Π⊗ χ)
G(χ)n(2πi)j0rFnΩ(−1)j0 sgnχ
∈ Q(Π, χ).
Furthermore this expression is equivariant under Aut(C/Q).
Corollary 8.3. Under the assumptions of Theorem 8.2 Deligne’s Conjecture
8.1 for the conjectural motive M(Π) ⊗ χ, for an Artin motive χ of rank 1, is
equivalent to the statement
Ω(−1)j sgnχ
(2πi)rFn2c(−1)j+n sgnχ
∈ Q(Π)×, j ∈ {0, 1}.
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