Einstein-type elliptic systems by Avalos, Rodrigo & Lira, Jorge H.
ar
X
iv
:1
91
0.
08
68
8v
2 
 [g
r-q
c] 
 20
 N
ov
 20
19
Einstein-type elliptic systems
R. Avalos∗ and J. H. Lira†
Abstract
In this paper we analyse a type of semi-linear systems of partial differential
equations which are motivated by the conformal formulation of the Einstein
constraint equations coupled with realistic physical fields on asymptotically
flat manifolds. In particular, electromagnetic fields give rise to this kind of
system. In this context, under suitable conditions, we prove a general existence
theorem for such systems, and, in particular, under smallness assumptions
on the free parameters of the problem, we prove existence of far from CMC
(near CMC) Yamabe positive (Yamabe non-positive) solutions for charged dust
coupled to the Einstein equations, satisfying a trapped surface condition on the
boundary. As a bypass, we prove a Helmholtz decomposition on asymptotically
flat manifolds with boundary, which extends and clarifies previously known
results.
1 Introduction
In this article we analyse the Einstein constraint equations (ECE) contemplating
the possibility of having many different fundamental fields interacting with gravity.
Typically, the Einstein constraint equations are presented as a system of equations
for a Riemannian metric and a symmetric second rank tensor field, which repre-
sents the extrinsic curvature of the Riemannian manifold as an embedded hyper-
surface in a Lorentzian manifold, which describes the physical space-time satisfying
the space-time Einstein equations. These constraint equations are a straightforward
consequence of the Gauss-Codazzi equations for hypersurfaces and they involve the
energy and momentum densities, on the initial data set, of the physical fields de-
pending on the particular physical model in mind. Nevertheless, for some realistic
∗Partially supported by PNPD/CAPES.
†Partially supported by CNPq and FUNCAP.
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physical models, such as a charged fluid coupled to the Einstein equations, the space-
time field equations are described by a larger system which produce more constraints
on the initial data. This is also the case if we couple more general Yang-Mills fields
on space-time. Therefore, since these type of physical sources are the fundamental
blocks for models of fundamental physics, it becomes clear that we need to under-
stand these larger systems of constraint equations as much as possible.
In the above context, it should be noted that the analysis of the Einstein con-
straint equations is quite delicate, even when analysing only the usual Gauss-Codazzi
constraints. In fact, this system of geometric partial differential equations (PDEs)
has attracted plenty of attentions in the area of geometric analysis and today has
a long history, which is relevant to briefly lay out. The most common approach to
the ECE is the so called conformal method, introduced by Lichnerowicz and York
[1],[2],[3]. This method is used translate the Gauss-Codazzi constraint equations into
a coupled system consisting of a scalar and a vector equation. The coupling between
these equations is regulated via the scaling of the physical sources under confor-
mal transformations, and also by the mean curvature of the embedded hypersurface.
In particular, when the physical sources have York-scaled momentum densities and
we impose a constant mean curvature (CMC) condition, then the two constraint
equations decouple. The resulting decoupled system consists of a non-linear scalar
equation for a conformal factor (the Lichnerowicz equation), and a linear vector
equation, that, typically, can be solved under a non-conformal Killing fields (CKF)
condition. Therefore, in this setting, the core of the work is devoted to classify the
solutions of the appropriate Lichnerowicz equation. On closed manifolds and in the
absence of physical sources, J. Isenberg obtained a nice parametrization of the solu-
tions of this problem [4]. Similar classifications were obtained on closed manifolds
sourced by scalar fields by Choquet-Bruhat et al. in [5], and a nice summary of this
problems for different physical sources, under a CMC condition, can be reviewed in
[6]. Also, the relevant Lichnerowicz equation has been analysed on compact man-
ifolds with boundary, for instance in [9], and low regularity results were found in
[10]. Furthermore, results on non-compact manifolds have been obtained, and some
parametrizations of the space of solution have been obtained with different degrees
of regularity, for instance in [11]. For a review in this topic, see, for instance, [12].
In the case of non-CMC solutions, only partial results were known until the last
decade. More explicitly, it had been proven by J. Isenberg and V. Moncrief in [7]
that the conformally formulated vacuum ECE on closed manifolds admitted solutions
under certain conditions on the mean curvature, which, in particular, implied a near-
CMC condition. Furthermore, it was subsequently proved by Choquet-Bruhat et al.
[8] that, either via implicit function arguments or some constructive approaches,
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similar results could be obtained on AE manifolds with a near-CMC condition. In
particular, a constructive approach was used to produce near CMC solutions for
York-scaled sources under curvature assumptions, while the implicit function argu-
ment was used to produced near CMC solutions for more general types of physical
fields.
In spite of the above reults, not much was known prior to the work of M. Holst
et al. in [13] about far from CMC solutions for the coupled systems. In this last
work, the authors use a fixed point argument tailored to the Gauss-Codazzi con-
straint equations with York-scaled sources to guarantee existence of (low regularity)
solutions on closed manifolds. The strategy consists mainly in two big steps. On
the one hand, linear elliptic estimates are used to produce a priori estimates on
solutions to the system, and, in turn, these estimates are used to construct global
barriers for the relevant Lichnerowicz equation. Such barriers are, basically, sub and
supersolutions which work at every step of the iteration scheme behind the fix point
procedure. On the other hand, once these barriers are constructed, the fixed point
argument has to be put at work explicitly. In particular, this procedure allowed the
authors to produce far from CMC solutions for Yamabe positive initial data sets,
under smallness assumptions on the matter fields and also requiring non-vanishing
matter fields (see [13] for the details). This work was followed by D. Maxwell’s in
[14] where, for instance, these Yamabe postive far from CMC solutions are extended
to the vacuum case. After these remarkable contributions, similar results were ex-
tended to the AE scenario by Dilts et al. in [15] and this last result was extended to
AE manifolds with boundaries representing trapped surfaces by Holst and Meier in
[16]. Some important further references concerning the analysis of the ECE outside
the CMC condition are [17],[18],[19].
Having in mind all of the above, our aim is to analyse the ECE in some realistic
situations where they must be coupled with matter fields producing a larger system
of constraint equations. For some of these systems, the space-time equations have
been shown to have a well-posed (short-time existence) initial value formulation
for initial data satisfying these larger systems of constraints. This is the case for
Einstein-Maxwell, Einstein-Yang-Mills, charged fluids and charged Yang-Mills fluids
(see, for instance, [23] or [6] for a detailed review of several of these results). All of
these cases generate additional constraints to the Gauss-Codazzi ECE. In some cases,
under particular assumptions on the scaling of the physical fields and the absence
of charged currents, these new equations can be decoupled form the Gauss-Codazzi
constraints. Nevertheless, in general situations, this is not the case. Although we
could ambitiously think about dealing with gravitating physical system consisting of
several mutually coupled Yang-Mills fluid systems, instead, we will have in mind a
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charged fluid as a model case in the following sections and, although we will present
our main existence results for much general systems, we will state concrete theorems
for this particular case.
Main Results
In this section we will summarize the main results obtained in this paper. In order
to do this, we will introduce some notation and refer the reader to the main section
for the more detailed and refined statements. Firsts of all, motivated by the kind
of geometric problems commented in the introduction, denote by E
π
−→ M a vector
bundle over an n-dimensional manifold, with n ≥ 3 and denote by ψ sections of E
which belong to some appropriate functional space, say B1 (in practice, we will use
(weighted) Sobolev spaces as functional spaces.). Let P : B1 7→ B2 be a second order
differential operator, where B2 stands for some other functional space of sections of
E; and let F : B1 7→ B2 be a sufficiently regular first order map. We will think about
geometric PDEs that can be abstractly written as
P(ψ) = F(ψ). (1)
In this context, we will consider E = E0⊕
N
j=1Ej, with E0 =M ×R and Ej
.
= T
rj
kj
M .
Therefore, we will always have a second order scalar equation coupled to some sys-
tem of equations for other fields. The scalar equation will be a Lichnerowicz-type
equation. We will consider the case that ∂M 6= ∅ consists of finitely many compact
connected components. In such a case, both P and F also act on the boundary, pro-
ducing appropriate boundary conditions. Motivated by the PDEs describing initial
data for gravitational systems, we will consider that the operators P belong to some
family of operators Pa,b such that P = P0,0, where Pa,b are invertible for appropriate
choices of a and b. With this in mind, we will analyse (1) by first deforming the
equation to an equation of the form
Pa,b(ψ) = Fa,b(ψ),
where Fa,b stands for an appropriate operator constructed from F, which shares its
mapping properties. Then, for the choices of a and b that make Pa,b invertible, denote
by Fa,b the map
B1 7→ B1,
ψ 7→ Fa,b(ψ)
.
= P−1a,b ◦ Fa,b(ψ).
In this context, motivated by the work done in [13],[14],[15],[16] we will introduce
the idea of strong global barriers for systems of the form of (1) (see Definition 4).
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These are barriers for the associated Lichnerowicz equation which are uniform on
certain balls BM
Y i
⊂ B1(M ;Ei) for all i = 1, . . . , N . In this context, under appro-
priate hypotheses on P and F (see Definition 5), in Theorem 4 we will prove the
following.
Theorem. Suppose that the system (1) is a conformal Einstein-type system of the
form of (47) posed on a W p2,δ asymptotically euclidean manifold (M
n, γ), with n ≥ 3
and p > n. Assume that the Lichnerowicz equation admits a compatible pair of strong
global sub and supersolutions given by φ− and φ+, which are, respectively, asymptotic
to harmonic function ω± tending to positive constants {A
±
j }
N
j=1 on each end {Ej}
N
j=1.
Fix a harmonic function ω asymptotic to constants {Aj}
N
j=1 on each end satisfying
0 < A−j ≤ Aj ≤ A
+
j , and suppose that the solution map
Fa,b : B1(M ;E) 7→ B1(M ;E),
ψ = (ϕ, Y ) 7→ Fa,b(ψ)
.
= P−1a,b ◦ Fa,b(ψ).
is actually invariant on the set ×iBM
Y i
⊂ ⊕iB1(M,Ei). Then, the system admits a
solution (φ = ω + ϕ, Y ), with (ϕ, Y ) ∈ B1(M ;E), and, furthermore, φ > 0.
In order to apply this existence result to the concrete case of the conformally
formulated constraint equations for a charged fluid without loosing generality, we will
appeal to a Helmholtz decomposition for the electric field. Such a decomposition,
on asymptotically euclidean manifolds without boundary, was presented in [28]. In
Theorem 3 we will establish an appropriate analogue for such non-compact manifolds
with compact boundary. Explicitly, we will show the following.
Theorem. Let (Mn, g) be an n-dimensional W p2,δ-AE, with n ≥ 3, p > n and δ >
−n
p
. If −n
p
< ρ < n− 1− n
p
and one of the following two conditions holds
1) −n
p
< ρ− 1, or
2) M has only one end,
then the following decomposition holds:
W p1,ρ(M ;TM)×W
p
1− 1
p
(∂M) = ∇Ng (W
p
2,ρ−1)⊕Ker(L2).
In the above theorem ∇N : W p2,ρ−1(M) 7→ W
p
1,ρ(M) × W
p
1− 1
p
(∂M) is given by
∇Nu = (∇gu, ν(u)), where ν stands for the outward point unit normal to ∂M , and
L2 : W
p
1,ρ(TM) ×W
p
1− 1
p
(∂M) 7→ Lpρ+1(M) ×W
p
1− 1
p
(∂M) is given by L1 = (divg, Id).
After proving this theorem, we will show that conditions (1) and (2) are sharp in the
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following sense: If M has two ends and condition (1) fails, then the decomposition
cannot hold. We would like to stress that the above theorem is of interest in its own
right.
After applying the above decomposition in the electromagnetic case, we will show
in Lemma 1, that the conformally formulated constraint equations associated with
a charged fluid belong to the class of systems where the above existence theorem
applies. These kind of systems have several interesting properties, since not only
they contain the usual Gauss-Codazzi ECE, but, for instance, these equations do
not even decouple under CMC assumptions. Furthermore, they present the main
characteristics that we must expect from more general (charged) Yang-Mills fluids
coupled with gravity. In this context, after producing appropriate strong global
barriers for such a system, in Theorem 8, we will prove a far from CMC existence
result, which basically establishes the following.
Theorem. Let (M, γ) be aW p2,δ-Yamabe positive AE manifold with compact boundary
∂M , with p > n and δ > −n
p
. Then, under smallness assumptions on the coefficients
of the conformally formulated constraint equations for a charged fluid, there is a
W p2,δ-solution to the conformal problem (40)-(26) satisfying the marginally trapped
boundary conditions (25).
The problem (40)-(26) referred to in the above theorem, is the PDE problem
associated to the constraint equations of a charged fluid. The marginally trapped
conditions that were also alluded, are natural boundary conditions for initial data
which should evolve into space-times containing black holes [20].1 In the same spirit,
in Theorem 9 we will prove the following near-CMC result for metrics which are not
Yamabe positve.
Theorem. Let (M, γ) be aW p2,δ-AE manifold with compact boundary ∂M , with p > n
and δ > −n
p
. Under smallness hypotheses on the coefficients of (40)-(26) which
include a near-CMC condition, there is a W p2,δ-solution to the conformal problem
(40)-(26) satisfying the (marginally) trapped surface condition (25).
2 Constraint equations
We will define an (n+1)-dimensional globally hyperbolic space-time to be an (n+1)-
dimensional Lorentzian manifold (V
.
= Mn×R, g¯) satisfying the Einstein equations:
Ric(g¯)−
1
2
R(g¯)g¯ = T (g¯, ψ¯) (2)
1For detailed discussions on this topic see chapter XIV in [21] and chapter VIII in [22].
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where, Ric(g¯) and R(g¯) represent the Ricci tensor and Ricci scalar of g¯, respec-
tively, and T represents some (0, 2)-tensor field, called the energy-momentum tensor,
depending on g¯ and (possibly) on a collection of fields, collectively denoted by ψ¯,
representing other physical fields. Some of the most common energy-momentum
tensors, which arise as models for classical sources, are the following.
• Scalar field sources: ψ¯ = φ¯ a real function on M .
T = dφ¯⊗ dφ¯−
(
1
2
|∇¯φ¯|2g¯ + V¯ (φ¯)
)
g¯,
where V¯ (φ¯) stands for a potential for the scalar field.
• Fluid sources (perfect fluids): ψ¯ = (µ, p, u) where µ and p are real functions
representing the proper mass density and pressure of the fluid respectively,
while u is a time-like vector field which stands for the velocity field of the
fluid.2
T = µu♭ ⊗ u♭ − p
(
g¯ + u♭ ⊗ u♭
)
• Electromagnetic sources: ψ¯ = F¯ ∈ Ω2(V )
Tαβ = F¯α
λF¯βλ −
1
4
|F¯ |2g¯g¯αβ (3)
In real situations we would have a combination of these sources, i.e, T = Tφ¯ +
Tfluid + TF¯ . For us, the following choice, which models a charged fluid, will be of
interest.
T = µu♭ ⊗ u♭ + TF¯ . (4)
Some of these sources couple equations to the Einstein field equations. For in-
stance, in the case of a charged fluid, we must couple with the following equations3
divg¯F¯
.
= −δF¯ = −qu♭,
dF¯ = 0.
(5)
2u♭ stands for the 1-form field metrically equivalent to u.
3Following standard notation, the operator δ : Ωk(M) 7→ Ωk−1(M) stands for the co-differential
acting on differential forms.
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The coupled system (2)-(5) is known as the Einstein-Maxwell field equations.
Notice that once the type sources have been established, then the space-time field
equations are actually the following
Gg¯ = Tg¯,ψ¯,
divg¯Tg¯,ψ¯ = 0,
(6)
where Gg¯
.
= Ricg¯ −
1
2
Rg¯g¯ is the Einstein tensor, and the second equation is a con-
sequence of the contracted Biancchi identities. This last equation typically imposes
conservation equations on the fluids sources.
If we consider, for instance, the space-time field equations (5)-(6), then the initial
data for the hyperbolic problem associated with this system is well-known to be
subject to the following constraint system on M (see, for instance, [6]).
Rg + τ
2 − |K|2g = 2ǫ,
divgK − dτ = J,
divgE = q˜
.
= qN¯u0|t=0,
dF = 0,
(7)
where E is the 1-form E
.
= F¯ (·, n)|t=0, with n respresenting the future pointing unit
normal vector to M ∼= M ×{0}, N¯ represents the lapse function associated with the
orthogonal splitting of the Lorentzian metric and F ∈ Ω2(M) is the induced 2-form
that arises from restricting F¯ to tangent vectors to M . Furthermore, Rg stands for
the scalar curvature of the Riemannian metric g; K is a second rank symmetric tensor
field, which, after solving the constraint equations, represents the extrinsic curvature
of the embedded hypersurface (Mn, g) →֒ (V, g¯), where g¯ is the space-time metric
solving the space-time Einstein equations. Also, we have defined τ
.
= trgK, and we
are denoting the energy and momentum densities induced by matter fields by ǫ
.
=
T (n, n)|t=0 and J = −T (n, ·)|t=0 respectively. The first pair of the above constraints
are the usual Gauss-Codazzi constraints, while the second pair is produced by the
electromagnetic field. As we said in the introduction, it is an outstanding result
that the above constraints on the initial data are not only a necessary condition for
the initial value problem to be well-posed, but also a sufficient one. Therefore, the
system of geometric equations (7) becomes an extremely important object of study.
Before moving on to present the conformal approach to the above system, we
would like to remark that the main difference between the above electromagnetic
system and more general Yang-Mills systems, is that, in the latter case, the two
form F¯ ∈ Ω2(V ) is replaced by a two form F˜ ∈ Ω2(V ; g), where g stands for the
Lie algebra associated to a compact subgroup G of the general linear group. In this
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context, F˜ represents the curvature of a connection on a vector bundle E
π
−→ V such
that Aut(E) = G. Then, making use of the Lie algebra structure associated to the
gauge group G of E, we define an energy momentum tensor in a similar way to (3).
The space-time field equations are quite similar to those of an electromagnetic field,
and we also arrive at Yang-Mills constraints similar to those described above (see
[23] brief review). Therefore, in general situations, we would need to couple these
Yang-Mills constraints to (7). A nice motivation for the analysis of such systems can
be found in [24]. In this manner, we see that generalized systems of fully coupled
constraint equations are very well motivated from realistic physical situations.
2.1 Conformal Method
In the usual conformal approach towards the Einstein constraint equations, one fixes
the conformal class of g, by writing
g = φ
4
n−2γ, (8)
for some prescribed Riemannian metric γ. Also, the extrinsic curvature is split into
its trace part and its traceless parts, and the traceless part is demanded to be subject
to a conformal scaling. Furthermore, the traceless part is split between a traceless
part and a traceless and transverse (TT) part. More explicitly, we write
K = φ−2{£γ,confX + U} +
τ
n
g, (9)
where, X ∈ Γ(TM), £γ,confX
.
= £Xγ −
2
n
divγX is the conformal Killing Laplacian
operator and U is a symmetric TT tensor (trγU = 0 and divγU = 0). Then, plugging
(8)-(9) into the Gauss-Codazzi constraints appearing in (7), we get that they take
the following form.
∆γφ− cnRγφ+ cn|K˜|
2
γφ
− 3n−2
n−2 + cn
(
1− n
n
τ 2 + 2ǫ
)
φ
n+2
n−2 = 0,
∆γ,confX −
(
n− 1
n
Dτ + J
)
φ
2n
n−2 = 0,
(10)
where ∆γφ = trγ(D
2φ) stands for the negative Laplacian; D for the γ-covariant
derivative; ∆γ,confX
.
= divγ(£γ,confX); K˜
.
= £γ,confX + U and cn =
1
4
n−2
n−1
.
It is important to note that when ǫ, J, U and τ are treated as known quantities
the above system can be thought of as a system on φ and X . Furthermore, if the
momentum sources scale appropriately, that is, such that under a confomal transfor-
mation J goes to φ−
2n
n−2 J˜ , where J˜ is treated as a known quantity defined on (M, γ);
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and if τ is constant, then, the momentum constraint decouples from the Hamilto-
nian constraint. In these cases, we can first solve the momentum constraint, and
then treat X (and therefore K˜) as a known quantity in the Hamiltonian constraint.
In such a case, the core of the problem relies in analysing the Lichnerowicz equation
arising from the Hamiltonian constraint.
On the other hand, if we relax the CMC condition, then the system cannot be
decoupled, and the problem becomes much more difficult. Furthermore, we may
well have sources that do not scale in the manner we discussed above, and thus, in
these cases the system does not decouple either. Nevertheless, these situations, for
phenomenological sources ǫ, J have been treated in [13]. What we intend to do next
is to analyse this situation for concrete sources. In particular, for a charged fluid.
The interesting thing is that in this case we have to add one further constraint to
the above system, which in generic situations will not decouple either.
2.2 Charged fluids - Scaling of the sources
The energy and momentum densities ǫ and J induced onM by the space-time energy
momentum tensor modelling a charged fluid, that is, described by (3), are given by
ǫ = µ(N¯u0)2 +
1
2
(
|E|2g +
1
2
|F˜ |2g
)
,
Jk = µN¯u
0uk − F˜ikE
i,
(11)
where we are denoting by F˜ ∈ Ω2(M) the 2-form on M induced by F¯ ∈ Ω2(V ),
which represents the magnetic part of the electromagnetic field. Furthermore, in the
above expression uk = gklu
l and Ei = gijEj .
We can now analyse how these sources scale under conformal transformations.
First, notice that F˜ is metric independent, thus, it does not scale with conformal
transformations. On the other hand, from the definition of the electric field, we get
that, if the initial data N for the lapse function N¯ scales, then E will also scale.
Although there is no unique way in determining how the lapse should scale, there
is popular choice that is useful to decouple the constraint equations in the electro-
vacuum case. This choice is given by
N = φ
2n
n−2 N˜ , (12)
where N˜ stands for a prescribed function on M . Following [5], the scaling of the
electric field will be done as follows. For the choice of lapse given by (12), we get
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that the electric vector field scales as follows
Ei = φ−
2n
n−2 N˜−1F (·, e0)
i = φ−
2n
n−2 N˜−1F i0 = φ
− 2n
n−2 E˜i. (13)
Above, e0 = N¯n stands for a time-like vector field orthogonal to M which is used
to construct standard adapted frames via the lapse function and shift vector field.
In this setting, we regard E˜ as the variable we have to solve for. Notice that this
implies that,
divgE = φ
− 2n
n−2divγE˜.
This shows that in the electro-vacuum case, that is, when there is no electromag-
netic current coming from some fluid source, the constraint divgE = 0 is conformally
invariant. Thus, in such a case, we get that in the conformally formulated version,
this constraint reads divγE˜ = 0. This shows that, in this case, and with this par-
ticular scaling for the lapse function, the electromagnetic constraints decouple from
the Gauss-Codazzi constraints. Then, we can first choose E˜ being γ-divergence-free,
which can be solved independently, and then put this information in the Gauss-
Codazzi constraints, where now E˜ becomes a datum.
On the other hand, if we have electromagnetic sources, then we need to analyse
how they scale. Let us do this at least for dust. Again, we will be following [5]-
[6]. Notice that since the fluid’s velocity u is normalized, then u and g¯ are not
independent. In an adapted frame {θα}
n
α=0, where θ
0 = dt and θi = dxi − βidt,
where β stands for the shift-vector field, we have that g¯ = −N¯2θ0 ⊗ θ0 + g¯ijθ
i ⊗ θi,
therefore,
−(N¯u0)2 + g¯iju
iuj = −1. (14)
Notice that we have to give initial data for both u0 and ui, where the combination
of both of them must satisfy the above relation at t = 0. In particular, considering
the conformal scaling for g, we can pose
u˜i = φ
2
n−2ui, (15)
which implies that giju
iuj = γiju˜
iu˜j. Then, picking the scaling for u0 satisfying
(Nu0)2 = 1 + |u˜|2γ , (16)
we will get a scalar and a vector field (u˜0, u˜) on M satisfying (14). In particular, for
the choice of densitized lapse (12), we get
u0 = φ−
2n
n−2 u˜0, (17)
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so that the pair (u˜0, u˜) is of unit speed with respect to g˜ = −N˜2θ0 ⊗ θ0 + γ. With
all this, we get that the electric constraint reads as follows.
divγE˜ = q(1 + |u˜|
2
γ)φ
2n
n−2 . (18)
Where we have chosen not to scale the charge density q, since, in order to produce
models, this would be a quantity which we may want to fix as freely as possible. By
the same standard, we will not sale the proper mass density µ. Furthermore, this
type of scaling implies that the energy-momentum sources should scale as follows.
ǫ = µ
(
1 + |u˜|2γ
) 1
2 +
1
2
(
|E˜|2γφ
−4n−1
n−2 +
1
2
|F˜ |2γφ
− 8
n−2
)
,
Jk = µ
(
1 + |u˜|2γ
) 1
2 u˜kφ
2
n−2 − F˜ikE˜
iφ−
2n
n−2 .
(19)
Thus, the coupled constraint system reads
∆γφ− cnRγφ+ cn|K˜|
2
γφ
− 3n−2
n−2 + cn
(
2ǫ1 −
n− 1
n
τ 2
)
φ
n+2
n−2 + 2cnǫ2φ
−3 + 2cnǫ3φ
n−6
n−2 = 0,
∆γ,confX −
n− 1
n
Dτφ
2n
n−2 − ω1φ
2n+1
n−2 + ω2 = 0,
divγE˜ = q˜φ
2n
n−2
(20)
where
ǫ1 = µ
(
1 + |u˜|2γ
) 1
2 , ǫ2 =
1
2
|E˜|2γ , ǫ3 =
1
4
|F˜ |2γ,
ω1k = µ
(
1 + |u˜|2γ
) 1
2 u˜k , ω2k = F˜ikE˜
i , q˜ = q(1 + |u˜|2γ)
2.3 Boundary conditions
The idea of this section is to present natural boundary conditions for the conformal
problem. These boundary conditions will be tailored so as to reproduce black hole
initial data sets. This topic has been widely studied in the literature, for instance in
[9],[11],[25]. Nevertheless, since there is no unified notation in the literature, we will
present the basic ideas so as to establish our notation, clearly, omitting the details.
Suppose that ∂M consists of a finite number of compact connected components
{Σi}
M
i=1. Fix one such Σi = Σ, denote the outward pointing unit normal by ν and
by n the future pointing unit normal to M . Thus, the two vector fields along Σ
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given by N± = n ∓ ν are null vector vector fields and for any p ∈ Σ →֒ V and we
get that TpV = TpΣ ⊕ span{N+} ⊕ span{N−}. We can consider null hypersurfaces
in space-time by considering the flows of Σ under null geodesics generated by either
N±, and clearly we can extend N± to a tangent vector field to such hypersurfaces
N±. We can also define on Σ the null extrinsic curvatures χ±(X, Y )
.
= g¯(∇¯XY,N±)
for all X, Y ∈ Γ(TΣ). Finally, we can define the expansion scalars θ±
.
= −trhχ,
where h is the induced metric on Σ. A few computations show that
θ± = K(ν, ν)− trgK ± trhk, (21)
where we have defined the extrinsic curvature of Σ as a hypersurface of M as
k(X, Y ) = g(∇XY, ν), for any vector fields X, Y tangent to Σ, which implies that
trhk = −divgν. The sign conventions we are adopting here are the same as in [11].
The interpretation of the expansion coefficients is similar to that of the mean
curvature in Riemannian geometry, since it holds that θ± = divg¯N±. Therefore, the
sign of the expansion coefficients measures the divergence of the future light rays
passing through Σ. Among other things, this is why we call Σ a trapped surface
if both θ± < 0 and marginally trapped if θ± ≤ 0.
Conformally formulated boundary conditions
Consider boundary conditions for the conformal problem arising by imposing a con-
dition on the expansion coefficients θ±, and let us rewrite these coefficients in terms
of the conformal data. Notice that,
K(ν, ν) = φ−
4
n−2
−2(£γ,confX(νˆ, νˆ) + U(νˆ , νˆ)) +
τ
n
,
where ν = φ−
2
n−2 νˆ, and νˆ is the outward point unit normal with respect to γ.
Furthermore,
trhk = −divgν = −φ
− 2
n−2
−1
(
2
n− 1
n− 2
νˆ(φ) + φH
)
,
where H = divγ νˆ is the mean curvature of Σ as an embedded hypersurface of (M, γ),
taken with respect to −νˆ. Putting all this together, we get that
θ± = ∓φ
− n
n−2
(
2
n− 1
n− 2
νˆ(φ) + φH
)
−
n− 1
n
τ + φ−
2n
n−2 (£γ,confX(νˆ, νˆ) + U(νˆ, νˆ))
(22)
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In order to generate black hole initial data we need to present boundary condi-
tions which signal, in some sense, an unavoidable gravitational collapse. From the
interpretations above, we know that the conditions θ± ≤ 0 on some inner compact
boundary Σ signal that, under evolution, this boundary cannot send causal signal to
the exterior region. In fact, the presence of trapped surfaces in non-compact Cauchy
surfaces signals the existence of singularities in space-time [20]. The existence of
such singularities is expected to signal existence black holes in space-time. This
expectation is related to the cosmic censorship conjectures, which have a long and
rich history in mathematical relativity. Thus, suppose that we freely specify θ− ≤ 0,
which implies a boundary condition of the form:
νˆ(φ) + anHφ− (dnτ + anθ−)φ
n
n−2 + an(£γ,confX(νˆ, νˆ) + U(νˆ, νˆ))φ
− n
n−2 = 0, (23)
where an =
1
2
n−2
n−1
and dn =
1
2
n−2
n
. Notice that a system satisfying this boundary
condition satisfies
θ+ = −θ− − 2
n− 1
n
τ + 2φ−
2n
n−2 (£γ,confX(νˆ, νˆ) + U(νˆ, νˆ)),
which implies that θ+ ≤ 0 iff £γ,confX(νˆ, νˆ) + U(νˆ, νˆ) ≤
1
2
(θ− + 2
n−1
n
τ)φ
2n
n−2 . Thus,
consider the boundary conditions on Σ
£γ,confX(νˆ, νˆ) = V (νˆ),
V (νˆ) + U(νˆ, νˆ) = −
(
1
2
|θ−| − rnτ
)
v
2n
n−2 ,
for some vector field V on M and some function v ≥ φ > 0, where rn =
n−1
n
.
If we impose an additional condition relating the data τ and θ− on Σ, such that
1
2
|θ−| − rnτ ≥ 0, then notice that these conditions imply that, on Σ, it holds that
£γ,confX(νˆ, νˆ) + U(νˆ, νˆ) = −
(
1
2
|θ−| − rnτ
)
v
2n
n−2 ≤
(
1
2
θ− + rnτ
)
φ
2n
n−2 ,
which implies that, under theses conditions, we get that θ+ ≤ 0 as well. Thus, let us
consider the boundary conditions
νˆ(φ) + anHφ− (dnτ + anθ−)φ
n
n−2 − an
(
1
2
|θ−| − rnτ
)
v
2n
n−2φ−
n
n−2 = 0,
£γ,confX(νˆ, ·) = −
((
1
2
|θ−| − rnτ
)
v
2n
n−2 + U(νˆ, νˆ)
)
νˆ,
(24)
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where the free data (τ, θ−, v) are constrained by
1
2
|θ−| − rnτ ≥ 0,
v ≥ φ,
(25)
on Σ. Notice that the constraint v ≥ φ on ∂M is actually a constraint on the
solution, if such solution is to represent a (marginally) trapped surface. That is, in
practice, there will appear constraints on the admissible data for v such that, via a
priori estimates, we can guarantee that this inequality is satisfied by the solutions.
Another important question is if, given data satisfying (25), it is actually possible
to construct an appropriate vector field on M satisfying
V |Σ = −
((
1
2
|θ−|+ rnτ
)
v
2n
n−2 + U(νˆ, νˆ)
)
νˆ.
Following Theorem 7.1 in [16], we can guarantee that such vector field can be con-
structed from the initial data.
Finally, we will also need to impose boundary conditions for the electric field. As
we will see alter, following Proposition 1 in [11], an appropriate kind of boundary
condition can be imposed by prescribing its normal component on the boundary Σ,
say Eνˆ . Therefore, we will consider the following (marginally) trapped system of
boundary conditions:
νˆ(φ) = −anHφ+ (dnτ + anθ−)φ
n
n−2 + an
(
1
2
|θ−| − rnτ
)
v
2n
n−2φ−
n
n−2 ,
£γ,confX(νˆ, ·) = −
((
1
2
|θ−| − rnτ
)
v
2n
n−2 + U(νˆ, νˆ)
)
νˆ,
〈E˜, νˆ〉γ = Eνˆ ,
(26)
where above θ−, v and τ are to be chosen satisfying (24), recalling that the condi-
tion v ≥ φ should translate into an actual explicit condition only after analysing
conditions for existence of solutions together with their bounds.
3 Analysis of the PDE system
The main idea is to try to analyse the system (20) with boundary condition (26).
In order to do this, we will need to introduce some technical definitions and results.
While during most of this work we will be mainly concerned with asymptotically
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euclidean (AE) manifolds, some of the main results we will derive apply to compact
manifolds, modulo technical hypotheses, since, for many purposes, we can think
about compact manifolds as AE manifolds with no ends.
We will now begin with a couple of definitions concerning AE manifolds where
we will be following the notations established in [6],[28],[29],[30].
Definition 1 (Manifolds euclidean at infinity). A complete n-dimensional smooth
Riemannian manifold (M, e) is called euclidean at infinity if there is a compact set
K such that M\K is the disjoint union of a finite number of open sets Ui, such that
each Ui is homeomorphic to the exterior of an open ball in Euclidean space.
Notice that any such manifold carries a smooth Riemannian metric, which is
isometric to the euclidean metric in each end sufficiently near infinity. We will
denote such a metric by “e” and use it to define some functional spaces.
Definition 2 (Weighted Sobolev spaces). A weighted Sobolev space W ps,δ, with s a
nonnegative integer and δ ∈ R, of tensor fields of some given type on the manifold
(M, e) Euclidean at infinity, is the space of tensor fields with generalized derivatives
of order up to s in the metric e such that Dmu(1 + d2)
1
2
(m+δ) ∈ Lp, for 0 ≤ m ≤ s.
It is a Banach space with norm
||u||p
W p
s,δ
.
=
∑
0≤m≤s
∫
M
|Dmu|peσ
p(m+δ)µe (27)
where D represents the e-covariant derivative; µe the Riemannian volume form asso-
ciated with e, σ(x) = (1+d2(x))
1
2 and d(x) = d(x, p) the distance in the Riemannian
metric e of an arbitrary point x to a fixed point p.
It should be noted that a field u ∈ Lpδ has some asymptotic behaviour at infinity,
given by |u|e = o(|x|
−(δ+n
p
)). This remark makes clear the relation between our
choice of weight parameter and other choices used in other standard references, such
as [11],[15],[16] and [31]. Furthermore, having in mind the behaviour at infinity of
elements in W ps,δ, we present the following definition.
Definition 3 (AE manifolds). Let (M, e) be a manifold euclidean at infinity and g be
a Riemannian metric on M . Then we will say that (M, g) is W ps,δ-AE if g− e ∈ W
p
s,δ
for some δ > −n
p
.
Since we will consider (M, e) to be a manifold euclidean at infinity, according to
the definition presented above, but allowing that within the compact region K we
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have a boundary, we need to translate some of the above language to this context.
Notice that we have a finite number of end charts, say {Ui, ϕi}
k
i=1, with ϕ(Ui) ≃
Rn\B1(0), and a finite number of coordinate charts covering the compact region K,
say {Ui, ϕi}
N
i=k+1. We can consider a partition of unity {ηi}
N
i=1 subordinate to the
coordinate cover {Ui, ϕi}
N
i=1, and let Vi be equal to either R
n or Rn+, depending on
whether Ui, i ≥ k + 1, is an interior of boundary chart respectively. Then, given a
vector bundle E
π
−→ M , we can define W ps,δ(M ;E) to be the subset of W
p
s,loc(M ;E)
such that
||u||W ps,δ =
k∑
i=1
||ϕ−1i
∗
(ηiu)||W ps,δ(Rn) +
N∑
i=k+1
||ϕ−1i
∗
(ηiu)||W ps (Vi) <∞. (28)
In this context we will consider that we may have finitely many compact boundary
connected components {Σi}
M
i=1 ⊂ K. Furthermoroe, in order to have a concrete
picture in mind, we will consider vector bunldes consisting of a direct sum of finitely
many tensor bundles over M , that is E = ⊕jT
rj
kj
M . In this scenario, the following
properties hold (see [6],[11],[28],[29],[31]).
Proposition 1 (W ps,δ-Properties). Let M
n be a manifold euclidean at infinity, then,
for s a non-negative integer the following properties hold:
i) If s < n
p
, then W ps+m,δ →֒ W
np
n−sp
m,δ+s,
ii) If s > n
p
, then W ps+m,δ →֒ C
m
β , with β ≤ δ +
n
p
.
iii) If s1, s2 ≥ s; s1+ s2 > s+
n
p
and δ < δ1+ δ2+
n
p
, then the multiplication mapping
(u, v)→ u⊗ v, defines a continuous bilinear map between W ps1,δ1 ×W
p
s2,δ2
→ W ps,δ.
iv) The embedding W ps,δ →֒ W
p
s−1,δ′ is compact for any s and δ
′ < δ.
The weighted Ckβ -spaces referred to above are endowed with the following norm,
which gives a Banach space structure to these spaces.
||u||Ck
β
=
∑
j≤k
sup
M
|Dju|e(1 + d
2
e)
1
2
(β+j). (29)
The following property will be important for us, and since we have not found it
explicitly proved (or stated) in any standard reference, we will present a proof.
Proposition 2. Let (M, e) be a (complete) manifold euclidean at infinity and con-
sider the same setting as above. Then, it holds that the embedding W p1,δ →֒ C
0
δ′+n
p
is
compact for any δ′ < δ and p > n.
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Proof. Consider the e-geodesic ball BR centred at p and of radius R. Since M is
complete, then B¯2R is a compact manifold with smooth boundary. Then, consider
a cut off function χR, which is equal to one on B¯R, equal to zero on M\B¯2R and
0 ≤ χR ≤ 1. Then, let {un} ⊂W
p
1,δ be a bounded sequence, i.e, un ≤ 1 for all n, and
split un = χRun+(1−χR)un. Thus, since χRun is a bounded sequence supported in
B¯2R, then {χRun} ⊂ W
p
1 (B¯2R). Since, for p > n, W
p
1 (B¯2R) is compactly embedded
in C0(B¯2R), there is a subsequence which is convergent in C
0(B¯2R), which we will
still denote in the same way. Thus, consider
||un − um||C0
δ′+np
= sup
M
|un − um|eσ
δ′+n
p
≤ (1 + 4R2)
1
2
(δ′+n
p
) sup
B¯2R
|χRun − χRum|e + sup
M
|(1− χR)(un − um)|eσ
δ′+n
p
≤ (1 + 4R2)
1
2
(δ′+n
p
) sup
B¯2R
|χRun − χRum|e
+ 2(1 + 4R2)−
1
2
(δ−δ′) sup
M
|un − um|eσ
δ+n
p
Now, under our hypotheses, we have a continuous embedding W p1,δ →֒ C
0
δ+n
p
, which
implies that there is a constant C > 0, depending only on M , such that
||un − um||C0
δ′+np
≤ (1 + 4R2)
1
2
(δ′+n
p
)||χRun − χRum||C0(B¯2R)
+ 2C(1 + 4R2)−
1
2
(δ−δ′)||un − um||W p1,δ(M),
≤ (1 + 4R2)
1
2
(δ′+n
p
)||χRun − χRum||C0(B¯2R) + 4C(1 + 4R
2)−
1
2
(δ−δ′).
Now, fix ǫ > 0 and, since δ − δ′ > 0, there is a radius Rǫ sufficiently large such that
(1 + 4R2ǫ )
− 1
2
(δ−δ′) < ǫ
8C
. Once we have fixed such an Rǫ > 0, then, from the above
discussion, we know that, after restricting to a subsequence, {χRǫun} ⊂W
p
1 (B¯2Rǫ) is
Cauchy in C0(B¯2Rǫ), which implies that there is an N = N(ǫ), such that ∀ n,m ≥ N
it holds that ||χRun − χRum||C0(B¯2Rǫ ) <
ǫ
2
(1 +R2ǫ )
− 1
2
(δ′+n
p
). Thus, we get that
||un − um||C0
δ′+np
<
ǫ
2
+
ǫ
2
= ǫ,
proving that there is a subsequence which is Cauchy in C0δ′+n
p
, and thus is convergent.
From this, we get the following corollary.
Corollary 1. Let (M, e) be a (complete) manifold euclidean at infinity and consider
the same setting as above. Then, it holds that the embedding W p2,δ →֒ C
1
δ′+n
p
is
compact for any δ′ < δ and p > n.
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Now, suppose that we have an asymptotically euclidean manifold with compact
boundary. Then, since all the properties of Propositions 1-2 and Corollary 1 hold
both for compact manifolds with boundary (see, for instance, [26] and [27]) and for
complete AE manifolds, such as Rn itself, then these results extend to asymptotically
euclidean manifolds with compact boundary.4 Also, recall that, given a compact
manifold with compact boundary, W pk -fields have W
p
k− 1
p
traces on the boundary,
and the trace map is continuous (see [9] for a review on this topic and [32]-[33] for
a more detailed discussions). In our present case, since the trace map only acts
on the compact core of the manifold, we get the same result. Furthermore, we
should notice that, given a compact manifold Σ, the continuous embedding property
W ps (Σ) →֒ C
k(Σ) still holds for any real s satisfying s− k > n
p
, and 1 < p <∞ (see
[9]-[32]-[33]).
As we will shortly see, the PDE system associated with a charged fluid, given
by (20), involves only two different type of differential operators with nice linear
properties. These are the Laplacian acting on functions and the conformal Killing
Laplacian acting on vector fields. The main properties we will need concerning these
operators are enclosed in the following two propositions, which follow from results
established, for instance, in [14]-[28].
Proposition 3. Let (M, γ) be aW p2,ρ-AE manifold with p > n and ρ > −
n
p
. Consider
the operators
P1 : W
p
2,δ(M,R) 7→ L
p
δ+2(M,R)×W
p
1− 1
p
(∂M,R),
u 7→ (∆γu− au,−(ν(u) + bu)|∂M),
P3 : W
p
2,δ(M,TM) 7→ L
p
δ+2(M,T
∗M)×W p
1− 1
p
(∂M, T ∗M),
X 7→ (∆γ,confX,£γ,conf(ν, ·)|∂M)
(30)
with a ∈ Lpδ+2, b ∈ W
p
1− 1
p
non-negative functions, ν the outward pointing normal to
∂M and δ > −n
p
. Then, if −n
p
< δ < n − 2 − n
p
, both these operators define an
isomorphism between the above spaces.
We note that the condition p > n instead of p > n
2
is only a sufficient condition
to guarantee that the conformal Killing Laplacian is an isomorphism. This condition
could be replaced by p > n
2
and demanding that γ posses no conformal Killing fields
4Recall that we are only considering AE manifolds with compact boundary cointained in the
some inner compact core K ⊂M .
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(CKF). Through Theorem 4 in [11], we know that if γ is a W p2,ρ-AE metric with
p > n and ρ > −n
p
, then γ does not admits any CKF in W p2,δ for any δ > −
n
p
. From
the above theorem plus standard arguments we can establish the following elliptic
estimates, which will be crucial in our analysis.
Proposition 4. Consider the same set up as in the above proposition and for any
u ∈ W p2,δ(M ;R) and X ∈ W
p
2,δ(M ;TM) write P1u = (fu, gu) ∈ L
p
δ+2(M,R) ×
W p
1− 1
p
(∂M,R) and P3X = (YX , ZX) ∈ L
p
δ+2(M,T
∗M) × W p
1− 1
p
(∂M, T ∗M). Then,
there are constants C1, C2 > 0 such that the following estimates hold for any u ∈ W
p
2,δ
and any X ∈ W p2,δ:
||u||W p2,δ ≤ C1
(
||fu||Lpδ+2 + ||gu||W
p
1− 1p
)
,
||X||W p2,δ ≤ C2
(
||YX ||Lp
δ+2
+ ||ZX ||W p
1− 1p
)
.
(31)
Finally, using the Sobolev embedding and defining σ
.
= (1 + d2e)
1
2 , we get that, if
p > n, then
|u|e . σ
−(δ+n
p
)||u||W p1,δ .
Notice that if r is a function which in the ends, sufficiently near infinity, agrees
with the euclidean radial function |x|, then there are constants C1 and C2, such that
C1r(x) ≤ σ(x) ≤ C2r(x). Thus, using the above relations, we get the following.
Proposition 5. Let (M, g) be a W p2,δ-AE manifold, and consider a function r on M
which near infinity, in each end, agrees with |x|. Then, if p > n, for any u ∈ W p1,δ
the following estimate holds
|u|e . r
−(δ+n
p
)||u||W p1,δ . (32)
3.1 Fixed point system
Our aim is to rewrite our PDE system (20) as an elliptic system, where the aim is to
apply a fixed point iteration scheme. In order to rewrite the electric constraint as a
second order equation, we will apply a Helmholtz decomposition to the electric field
in order to decompose it as the sum of an exact and co-exact 1-forms. In the case
of AE-manifolds without boundary such a decomposition was addressed in Theorem
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7.6 in [28]. Our intention is to establish a valid analogous decomposition in the case
of manifolds with boundary. We will take some time to do this, since this is an
interesting result on its own, and, during this process, we will try to clarify some
points concerning the result established in [28]. In order to do all these, we will
appeal to two well-established functional analytic results. The following one appears
in [28] as Lemma 2.2.
Theorem 1. Let T : X 7→ Y and S : Y 7→ Z be bounded linear operators between
Banach spaces. Then, the following are equivalent:
1) Ker(S ◦ T ) = Ker(T ) and Im(S ◦ T ) = Im(S).
2) Y = Im(T )⊕Ker(S).
Furthermore, in case one of the above holds, then Im(T ) is closed in Y .
Also, we will need the following classical result obtained by putting together
Theorem 4.7, Theorem 4.12 and Theorem 4.14 of [35].
Theorem 2. Suppose that T : X 7→ Y is a bounded linear transformation between
reflexive Banach spaces and that T has closed range. Then, if T ∗ : Y ∗ 7→ X∗ denotes
the adjoint of T , it holds that Ker(T )⊥ = T ∗(Y ∗). Furthermore, the range of T ∗ is
closed and so Ker(T ∗)⊥ = T (X).
In this context, define
∇Ng :W
p
2,ρ−1(M) 7→W
p
1,ρ(TM)×W
p
1− 1
p
(∂M),
φ 7→ (∇gφ, ν(φ)),
L :W p2,ρ−1(M) 7→ L
p
ρ+1(TM)×W
p
1− 1
p
(∂M),
φ 7→ (∆gφ, ν(φ)).
(33)
where ν stands for the outward point g-unit normal to ∂M . Therefore, since ∆g =
divg ◦ ∇g : W
p
2,ρ−1 7→ L
p
ρ+1, we see that
L = L2 ◦ L1,
where L1 = ∇
N
g : W
p
2,ρ−1(M) 7→ W
p
1,ρ(TM) × W
p
1− 1
p
(∂M) and L2 = (divg, Id) :
W p1,ρ(TM) × W
p
1− 1
p
(∂M) 7→ Lpρ+1(M) × W
p
1− 1
p
(∂M). In this setting, we intend to
establish the following result.
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Theorem 3 (Helmholtz decomposition). Let (Mn, g) be an n-dimensional W p2,δ-AE,
with n ≥ 3, p > n and δ > −n
p
. If −n
p
< ρ < n− 1− n
p
and one of the following two
conditions hold
1) −n
p
< ρ− 1, or
2) M has only one end,
then the following decomposition holds:
W p1,ρ(M ;TM)×W
p
1− 1
p
(∂M) = ∇Ng (W
p
2,ρ−1)⊕Ker(L2). (34)
Proof.
Let us begin by showing that if −n
p
< ρ < n−1− n
p
and either (1) or (2) hold, then
Ker(L) = Ker(L1). We only need to show the inclusion Ker(L) ⊂ Ker(L1), since the
other one is trivial. Also, notice that the relevant inclusion is not trivial only because
ρ > −n
p
and therefore L can have kernel in W p2,ρ−1, whereas, if ρ− 1 > −
n
p
, then this
last kernel is trivial. Therefore, it follows that on any W p2,δ-AE manifold with any
number of ends, if ρ−1 > −n
p
then Ker(L) = Ker(L1). With this in mind, from now
on, we will restrict our analysis to the case −n
p
−1 < ρ−1 < −n
p
andM having just
one end. Thus, consider u ∈ Ker(L) ⊂ W p2,ρ−1, and a covering of M by coordinate
charts {Ui, ϕi}
m+1
i=1 , where {Ui, ϕi}
m
i=1 denote the covering for the compact core of
the manifold and (Um+1, ϕm+1) denotes the end chart. Let {ηi}
m+1
i=1 be a partition of
unity subordinate to this cover and therefore write u =
∑m
i=1 ηiu+ηm+1u. From now
on, we will distinguish the end chart and just denote ηm+1 = η. Then, notice that
0 = η∆gu = ∆g(ηu)− u∆gη − 2g(∇gη,∇gu).
Therefore, defining u¯ = ηu, we get that
∆gu¯ = u∆gη + 2g(∇gη,∇gu)
.
= F.
Notice that, via identification with the end chart, the above expression is defined on
E ∼= Rn\B1, and F is compactly supported in E. Therefore, we can extend F to
Rn by declaring it to be zero inside B1. This implies that F ∈ W
p
1 (R
n) is compactly
supported in E, which means that F ∈ W p1,σ˜ for any σ˜ ∈ R.
Also, in this context, given σ ∈ R, if we consider the action of ∆g : W
p
2,σ 7→ L
p
σ+2,
then ∆∗g : L
p′
−σ−2 7→ W
p′
−2,−σ is injective if −(σ + 2) > −
n
p′
= −n(1 − 1
p
), that is
σ < n−2− n
p
. Thus, from Theorem 2, we get that ∆g : W
p
2,σ 7→ L
p
σ+2 is surjective for
any σ < n−2− n
p
and, since F ∈ W p2,σ for any such σ, then, there exists v ∈ W
p
2,σ(R
n)
for any σ < n−2− n
p
satisfying ∆gv = F , which, in turn, implies that ∆g(u¯−v) = 0.
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Now, consider Proposition 2.2 in [31]. There, in particular, it is established that
on any W p2,δ-AE without boundary and with p > n, it holds that if −
n
p
−1 < ρ−1 <
−n
p
, then
dim(Ker(∆g : W
p
2,ρ−1 7→ L
p
ρ+1)) = N0(ρ− 1), (35)
where N0(ρ − 1) is the dimension of the space of harmonic polynomials of degree
k−(ρ−1) of the euclidean Laplacian, where k−(ρ−1) equals the maximum exceptional
integer5 value k satisfying −k > ρ − 1 + n
p
, which, in our case, is k−(ρ − 1) = 0.
Therefore, N0(ρ − 1) = 1. That is, Ker(∆g : W
p
2,ρ−1 7→ L
p
ρ+1) is a 1-dimensional
vector space, which is parametrized by the constants.
All of the above implies that u¯− v = c for some constant and some function and
v ∈ W p2,σ for any σ < n− 2 −
n
p
. Notice that this implies that u− c ∈ W p2,σ for any
such σ. Therefore, we can write
u = c+ u˜, u˜ ∈ W p2,σ.
This implies that u is a harmonic function with zero Neumann boundary data on
∂M , which is asymptotic to a constant function c as we go to infinity in E. Therefore,
Lemma 6 in Appendix I implies that such u is uniquely determined by its asymptotic
values, and furthermore it satisfies min c ≤ u ≤ max c, that is u = c and therefore
u ∈ Ker(L1).
Now, let us show that if ρ < n − 1 − n
p
, then Im(L) = Im(L2). Similarly to the
above claim, we only need to show that Im(L2) ⊂ Im(L), since the other inclusion
is trivial. In order to do this, let us show that, in fact, under our hypotheses, L is
surjective, which is even stronger. Using Theorem 2, we know that this is equivalent
to proving that
L
∗ : Lp
′
−(ρ+1)(M)×W
p′
−(1− 1
p
)
(∂M) 7→
(
W p2,(ρ−1)(M)
)′
is injective. Therefore, consider (u, v) ∈ Ker(L∗). Then, for any φ ∈ W p2,ρ−1, it holds
that
0 = 〈(u, v),Lφ)〉 =
∫
M
u∆gφµg + 〈v, ν(φ)〉W p′
−(1− 1p )
(∂M)×W p
1− 1p
(∂M)
(36)
5Following [31], the exceptional integers are defined as {z ∈ Z, z 6= −1, · · · , 3− n}.
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In particular, the above holds for all φ ∈ C∞0 (
◦
M), and for those test functions we get
0 = 〈∆gu, φ〉 ∀ φ ∈ C
∞
0 (
◦
M),
where ∆gu is to be understood in the sense of distributions. This implies that ∆gu =
0 on
◦
M , with u ∈ Lp
′
loc. Therefore, from elliptic regularity, we get u ∈ W
p′
2,loc∩L
p′
−(ρ+1)
with ∆gu = 0 and hence u ∈ W
p′
2,−(ρ+1).
6 Then, after integrating by parts (36), we
get that the following holds.
0 = 〈v, ν(φ)〉
W p
′
−(1− 1p )
(∂M)×W p
1− 1p
(∂M)
+
∫
∂M
{uν(φ)− φν(u)}dS (37)
Now, suppose the following condition holds:
⋆) For any θ ∈ W p
2− 1
p
(∂M) and any χ ∈ W p
1− 1
p
(∂M) there is an element φ ∈
W p2,ρ−1(M) such that φ|∂M = θ and ν(φ)|∂M = χ.
Then, from (37), we would get that ∀θ ∈ W p
2− 1
p
(∂M) and χ ∈ W p
1− 1
p
(∂M)
0 = 〈v, χ〉
W
p′
−(1− 1p )
(∂M)×W p
1− 1p
(∂M)
+
∫
∂M
{uχ− θν(u)}dS (38)
This, in turn, by taking χ = 0 would imply that ν(u)|∂M = 0. Therefore, we would
get P(u)
.
= (∆gu, ν(u)|∂M) = 0 and u ∈ W
p′
2,−(ρ+1). But, from [11], we know that P
is injective if −(ρ + 1) > − n
p′
= −n + n
p
. That is, P is injective for ρ < n − 1 − n
p
.
Therefore, u = 0. This implies that
0 = 〈v, χ〉
W p
′
−(1− 1p )
(∂M)×W p
1− 1p
(∂M)
∀χ ∈ W p
1− 1
p
(∂M).
Thus, v = 0, which implies that Ker(L∗) = {0}. Therefore, we if we prove (⋆), the
initial claim follows. In order to do this, first notice that from [32], we know that the
trace map γ :W q2 (R
n) 7→W q
2− 1
q
(Rn−1)×W q
1− 1
q
(Rn−1) given by u 7→ (u, ν(u))|xn=0 de-
fines a continuous isomorphism betweenW q2 (R
n)/Ker(γ) 7→W q
2− 1
q
(Rn−1)×W q
1− 1
q
(Rn−1)
6Here we are using Theorem 3.1 in [36] and the same observation applied in Theorem 4.1 in [29].
That is, the hypotheses of Theorem 3.1 in [36] can be weakened so as to suppose u ∈W pk,loc instead
of W pk .
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for any 1 < q <∞. Since the trace map only acts in a neighbourhood of the bound-
ary, via a partition of unity argument and the use of adapted coordinates to the
boundary, we can extend this to a continuous isomorphism betweenW q2,ρ−1(M)/Ker(γ) 7→
W q
2− 1
q
(∂M) ×W q
1− 1
q
(∂M). This, in particular, implies that given arbitrary (θ, χ) ∈
W p
2− 1
p
(∂M) ×W p
1− 1
p
(∂M), there is a (non-unique) φ ∈ W p2,ρ−1(M) such that γφ =
(θ, χ). This proves that (⋆) holds and therefore our second claim holds.
Finally, putting all of the above together with Theorem 1, we get the Helmholtz
decomposition (34).
Remark 1. It is interesting to note that the above decomposition is sharp with respect
to condition (2). That is, if M has two ends, and −n
p
< ρ < −n
p
+1, then Ker(L1)  
Ker(L). This can be seen from the following balancing-type argument. Consider
two different constants c1 and c2 and define ω
.
= η1c1 + η2c2, where ηi are cut off
functions supported on each end Ei respectively, which equal 1 in a neighbourhood of
infinity. Then, since ∆gω ∈ L
p
σ+2 for any σ < n − 2 −
n
p
, we know that there is an
ω′ ∈ W p2,σ such that ∆gω
′ = ∆gω and ν(ω) = 0 along ∂M . This is a consequence
of the isomorphism property of P = (∆g, ν) : W
p
2,ρ(M) 7→ L
p
ρ+2(M)×W
p
1− 1
p
(∂M) for
any p > n and −n
p
< ρ < n− 2− n
p
. Then, define u
.
= ω − ω′, which implies that
∆gu = 0,
ν(u) = 0 along ∂M.
Now, notice that ω′ ∈ W p2,σ →֒ W
p
2,ρ−1 and, since ρ < −
n
p
+ 1, constant functions
belong to Lpρ−1, which implies that ω ∈ W
p
2,ρ−1. Therefore u ∈ W
p
2,ρ−1 and satisfies the
the above boundary value problem. That is, u ∈ Ker(L). But, notice that u cannot
be constant, since it is asymptotic to two different constants at infinity in each end.
Therefore, u 6∈ Ker(L1), and hence Theorem 1 implies that the decomposition cannot
hold.
The above theorem implies that choosing ρ = δ + 1, with −n
p
< δ < n − 2 − n
p
,
we can decompose E ∈ W p1,δ+1 as E = df + ϑ, for some f ∈ W
p
2,δ and ϑ ∈ W
p
2,δ such
that divγϑ = 0. In this scenario, we can rewrite the electric constraint as follows
∆γf − q˜φ
2n
n−2 = 0, (39)
where we must solve for f . Taking this into account, we get that the PDE system
(20) reads as a semi-linear second order PDE system for (φ, f,X), which is explicitly
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given by
∆γφ = cnRγφ− cn|K˜|
2
γφ
− 3n−2
n−2 − cn
(
2ǫ1 − rnτ
2
)
φ
n+2
n−2 − 2cnǫ2φ
−3
− 2cnǫ3φ
n−6
n−2 ,
∆γf = q˜φ
2n
n−2 ,
∆γ,confX = rnDτφ
2n
n−2 + ω1φ
2n+1
n−2 − ω2.
(40)
We will consider this system with boundary conditions of the form (25)-(26) and
notice that, regarding the hamiltonian constraint, we are looking for bounded solu-
tions with some prescribed asymptotic behaviour. Taking into account Lemma 6 in
Appendix I, we know that we can capture the behaviour at infinity of a solution of
the Lichnerowicz equation by considering a harmonic function ω with zero Neumann
boundary conditions, which is asymptotic to some positive values {Aj}
N
j=1 on each
end {Ej}
N
j=1, and letting φ = ω + ϕ with ϕ ∈ W
p
2,δ. With this in mind, define the
vector bundle E
.
= (M × R) ⊕ (M × R) ⊕ TM , and consider W p2,δ-sections of this
vector bundle. Then, we get the following differential operator
P :W p2,δ(M ;E) 7→ L
p
δ+2(M ;E)×W
p
1− 1
p
(∂M ;E),
(ϕ, f,X) 7→ (∆γϕ,∆γf,∆γ,confX,−ν(ϕ)|∂M ,−ν(f)|∂M ,£γ,confX(ν, ·)|∂M)
(41)
Now, denote by F the map taking (φ, f,X) → F(φ, f,X), where F(φ, f,X) stands
for the function appearing in the right hand side of (26)-(40). In this setting, we
rewrite the above system, with boundary conditions given by (26), more compactly
as
P(ψ) = F(ψ), (42)
where ψ ∈ W p2,δ(M ;E). At this point, the idea is to solve the above problem by
solving a sequence of linear problems. In particular, given ψ0 ∈ W
p
2,δ(M ;E), if we
get a unique solution for P(ψ) = F(ψ0), which is given by ψ1 = P
−1F(ψ0), we can
begin an iteration scheme, where we could now use ψ1 as a source and solve the
linear problem for this source and begin an iteration procedure. If we find a fixed
point ψ¯ in this iteration, then such fixed point solves
P(ψ¯) = F(ψ¯),
which is equivalent to solving the original system (20). This would show that proving
the existence of a fixed point in such an iteration procedure proves existence of
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solutions for the PDE system. If, furthermore, we get that φ > 0, then such solution
actually solves the conformal problem associated to a charged fluid. In order to
satisfy this last condition, we will need to produce barriers φ− and φ+, and make
sure that the iteration stays within [φ−, φ+]C0 .
3.2 Shifted system
Before going into the analysis of the constraint system, we should note that we will
actually analyse the following shifted system:
∆γϕ− aϕ = cnRγφ− cn|K˜|
2
γφ
− 3n−2
n−2 − cn
(
2ǫ1 −
n− 1
n
τ 2
)
φ
n+2
n−2 − 2cnǫ2φ
−3
− 2cnǫ3φ
n−6
n−2 − aϕ,
∆γf = q˜φ
2n
n−2 ,
∆γ,confX =
n− 1
n
Dτφ
2n
n−2 + ω1φ
2n+1
n−2 − ω2,
(43)
with boundary conditions
νˆ(ϕ)− bϕ = −anHφ+ (dnτ + dnθ−)φ
n
n−2 +
(
1
2
|θ−| − rnτ
)
v
2n
n−2φ−
n
n−2 − bϕ,
νˆ(f) = Eνˆ ,
£γ,confX(νˆ, ·) = −
((
1
2
|θ−| − cnτ
)
v
2n
n−2 + U(νˆ, νˆ)
)
νˆ,
(44)
with a ∈ Lpδ+2(M), b ∈ W
p
1− 1
p
(∂M) satisfying a, b ≥ 0, φ = ω+ϕ and ω is a harmonic
function with zero Neumann boundary conditions which captures the behaviour of φ
at infinity (see Lemma 6 in Appendix I). We will denote the linear operator appearing
in the left-hand side by
Pa,b : W
p
2,δ 7→ L
p
δ+2(M,E),
(ϕ, f,X) 7→ (∆γϕ− aϕ,∆γf,∆γ,confX,−(ν(ϕ) + bϕ)|∂M ,−ν(f)|∂M ,£γ,confX(ν, ·)|∂M),
and Fa,b(ψ) by the right-hand side of (43)-(44). Furthermore, we will constraint
the choices of θ− and τ so as to satisfy the constraint (25), and we need to show
that, given some v ∈ W p
1− 1
p
(∂M), the solutions of the above boundary value problem
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satisfy (v − φ)|∂M ≥ 0, so as to satisfy the marginally trapped surface condition.
Then, we can rewrite the shifted system as
Pa,b(ψ) = Fa,b(ψ).
Notice that the operator Pa,b as defined above is invertible for −
n
p
< δ < n− 2− n
p
,
so that fixing some ψ0 ∈ W
p
2,δ, the sequence {ψk}
∞
k=0 ⊂ W
p
2,δ given inductively by
ψk+1
.
= P−1a,b(Fa,b(ψk)) is well-defined. Furthermore, continuity of both Pa,b and Fa,b
implies that, if we can extract a W p2,δ-convergent subsequence with limit ψ, then this
limit will solve P(ψ¯) = F(ψ¯). Now, since (∆γϕ, νˆ(ϕ)|∂M) = (∆γφ, νˆ(φ)|∂M), we see
that such procedure provides us with a solution to the full constraint system with
marginally trapped boundary conditions.
Notice that the above clearly points towards the procedure we should try to apply
to our shifted system. That is, considering the sequence {ψk}
∞
k=0 defined inductively
as above, in order to extract a convergent subsequence, we can appeal to the compact
embedding in C1δ′+n
p
, for δ′ < δ. In order to do this, we need to show that this sequence
is uniformly bounded in W p2,δ. If this is guaranteed, then the compact embedding
gives us a limit function ψ, such that ψk
C1
δ′+np
−−−−→ ψ. Finally, the aim is to prove that
elliptic estimates imply that the limit actually holds in W p2,δ. This lays out the steps
towards proving existence of solutions to the coupled constraint system. Notice that
there are two clear steps: First, guarantee that the sequence is uniformly bounded in
W p2,δ. Then, improve the convergence of the subsequence. In order to deal with the
first one, we introduce the following concept, which is inspired in the ideas of global
barriers given in [13]-[14].
Definition 4. Consider the Lichnerowicz equation associated to the conformal prob-
lem for the Einstein constraint equations, and let us write it as follows.
∆γφ =
∑
I
aI(Y )φ
I ,
−νˆ(φ) =
∑
J
bJ(Y )φ
J on ∂M
(45)
where γ ∈ W p2,δ; νˆ is the outward pointing unit normal with respect to γ; Y =
(Y1, · · · , Yr),with {Yi}
r
i=1 being a set of tensor fields, denotes the set of fields involved
as unknowns in the conformal problem besides the conformal factor and “I” and “J”
denote the exponents which define the non-linearities of the Lichnerowicz equation.7
7In the case of a charged fluid Y = (f,X).
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We will say that φ− is a strong global subsolution if there are positive numbers
{MYi}
r
i=1 such that
∆γφ− ≥
∑
I
aI(Y )φ
I
− ∀ Y ∈ ×iBMYi
−νˆ(φ−) ≥
∑
J
bJ(Y )φ
J
− on ∂M
(46)
where BMYi ⊂ W
p
2,δ denotes the closed ball in W
p
2,δ of radius MYi. A strong global
supersolution is defined in the same way with the opposite inequality. Also, if
the same set of numbers {BMYi}
r
i=1 serve for both the sub and supersolution, and
0 < φ− ≤ φ+ we will say the the barriers are compatible.
Before presenting the following existence theorem, let us fix some notation based
on the ideas discussed in Appendix I. There, we have established that given aW p2,δ-AE
manifold we can always find a harmonic function, say ω, which tends to some fixed
constants, say {Aj}
N
j=1, on each end of the manifold {Ej}
N
j=1 and satisfies Neumann
boundary conditions. Furthermore, we can use such harmonic functions in order to
capture the behaviour of our barriers at infinity. That is, we will say that φ± is
asymptotic to ω± if φ± − ω± ∈ W
p
2,δ, which implies that φ±
Ej
−→ A±j . With this in
mind, when a function φ ∈ W p2,loc is asymptotic to such a harmonic function ω we
write it as φ = ω + ϕ, with ϕ ∈ W p2,δ, where ω is capturing the behaviour at infinity
of φ.
Notice that the the kind of PDE system we are analysing has the form
Pa,bψ = Fa,b(ψ),
where Pa,b has the property of being a linear second order invertible operator acting
between W p2,δ(M ;E) 7→ L
p
δ+2(M ;E)×W
p
1− 1
p
(∂M ;E), where its first component has
the form of a generalized Lichnerowicz equation of the form of (45). In the case of
interest of a charged fluid E = (M × R)⊕ (M × R)⊕ TM , but, as we have already
explained, we can motivate analogous systems for different fields. In particular, we
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can have in mind boundary value problems of the form
∆γφ =
∑
I
a0I(Y )φ
I ,
Li(Y i) =
∑
J
aiJ(Y )φ
J , i = 1, · · · , r,
−νˆ(φ) =
∑
K
b0K(Y )φ
K , on ∂M
Bi(Y i) =
∑
L
biL(Y )φ
L, i = 1, · · · , r on ∂M,
(47)
where (Li, Bi) represent continuous linear elliptic second order operators with bound-
ary conditions, acting between W p2,δ(M) 7→ L
p
δ+2(M) × W
p
1− 1
p
(∂M), which are in-
vertible for appropriate choices of p > n and δ > −n
p
; a0I , a
i
J : ×kW
p
2,δ(M,Ek) 7→
Lpδ+2(M,Eα) and b
0
K , b
i
L : ×kW
p
2,δ(M,Ek) 7→ W
p
1− 1
p
(∂M,Eα) stand for continuous
maps between these spaces, which can depend on {Yi} and {DYi}, with α = 0, i.
We will also impose that the coefficients a0I and b
0
K satisfy the following boundedness
property. Let MY =
∑
iMY i, where BMY i ⊂ W
p
2,δ(M ;Ei) denotes the closed ball
of radius MY i > 0, then there are functions fI ∈ L
p
δ+2(M), gK ∈ W
p
1− 1
p
(∂M) and
constants CK > 0, independent of Y , such that
|a0I(Y )| ≤ fI for any Y ∈ BMY ,
|b0K(Y )| ≤ gK for any Y ∈ BMY ,
||b0K(Y )||W p
1− 1p
≤ CK for any Y ∈ BMY ,
(48)
and, furthermore, we will impose that the coefficients a0I , b
0
K , a
i
J and b
i
L satisfy the
following compactness property: Given a bounded W p2,δ-sequence {Yk}
∞
k=1 and −
n
p
<
δ′ < δ, if Yk
C1
δ′+np
−−−−→ Y , then it holds that
aαI (Yk)
Lp
δ+2
−−−→
k→∞
aαI (Y ),
bαJ (Yk)
W p
1− 1p
−−−→
k→∞
bαJ (Y ).
(49)
Notice that this last property is motivated by the compact embedding W p2,δ →֒ C
1
δ′+n
p
for any p > n and δ > δ′. In order to show that these properties are sensible, let us
consider the following lemma.
30
Lemma 1. Let (M, γ) be a W p2,δ-AE manifold with p > n and δ > −
n
p
and consider
the system (40) with boundary conditions (26) on M . Suppose that the prescribed
data for the problem satisfies the functional hypotheses µ, q˜ ∈ W p1,δ+2(M), U, τ, ϑ, F˜ ∈
W p1,δ+1(M), H, θ−, Eνˆ ∈ W
p
1− 1
p
(∂M) and v ∈ W p
2− 1
p
(∂M). Then, such system is of
the type (47) satisfying all the properties required for the coefficients.
Proof. In this case E = (M ×R)⊕ (M ×R)⊕TM and Y = (f,X) and we just have
to check the mapping properties of the coefficients. Notice that if µ ∈ W p1,δ+2, then so
are ǫ1 and ω1. Also, under our hypotheses on δ and p we get that 2ǫ3 = |F˜ |
2
γ ∈ W
p
1,δ+2
from the multiplication property and the same holds for τ 2 ∈ W p1,δ+2. Clearly, we
also have that Rγ , Dτ ∈ L
p
δ+2, and all these coefficients do not depend on Y . Now,
let us consider the coefficients K˜, ǫ2 and ω2. Notice that
|K˜|2γ = |£γ,confX|
2
γ + 2〈U,£γ,confX〉γ + |U |
2
γ,
2ǫ2 = |df |
2
γ + 2〈ϑ, df〉γ + |ϑ|
2
γ ,
ω2(Y ) = F˜ (Df, ·) + F˜ (ϑ, ·)
Then, the multiplication property implies that all these coefficients are in W p1,δ+2.
Let us begin by checking the boundedness property (48). Notice that this property
is clear for the coefficients ǫ1, τ
2, ǫ3 and Rγ which all belong to L
p
δ+2 and are indepen-
dent of Y . Also, recall that according to Lemma 5, a function u ∈ W p1,δ+1 satisfies
|u| . r−(δ+1+
n
p
)||u||W p1,δ+2. Then, in the case of |K˜|
2
γ and ǫ2, notice that we have the
following.
|K˜(Y )|2γ = |£γ,confX|
2
γ + 2〈U,£γ,confX〉γ + |U |
2
γ . |DX|
2
γ + |U |γ |DX|γ + |U |
2
γ,
. r−2(δ+1+
n
p
)(||X||2W p1,δ+1
+ ||U ||W p1,δ+1||X||W
p
1,δ+1
+ ||U ||2W p1,δ+1
),
. (M2Y + ||U ||W p1,δ+1MY + ||U ||
2
W
p
1,δ+1
)r−(δ+2+
n
p
)r−(δ+
n
p
) ∀ Y ∈ BMY .
Then, since under our hypotheses r−(δ+2+
n
p
)r−(δ+
n
p
) ∈ Lpδ+2, we see that |K˜|
2
γ satisfies
the boundedness property. A similar result holds for ǫ2, implying that they both
satisfy (48). Now, let us examine this property for the boundary coefficients. First
notice that none of these coefficients depend on f or X . Also, from our choices of
functional spaces, we know that U and τ haveW p
1− 1
p
-traces on ∂M and θ−, H ∈ W
p
1− 1
p
.
All this together implies that bαJ (Y ) ∈ W
p
1− 1
p
for all J and α = 0, i, and these
coefficients are actually independent of Y . Therefore, the boundedness property
holds.
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Now, let us check the compactness property. Thus, consider a bounded sequence
{Yk}
∞
k=1 ⊂ W
p
2,δ, such that Yk
C1
δ′+np
−−−−→ Y , we get that
||K˜(Y )|2γ − |K˜(Yk)|
2
γ| ≤ |〈£γ,confX,£γ,confX − £γ,confXk〉γ|+ |〈£γ,confXk,£γ,confX − £γ,confXk〉γ|
+ 2|〈U,£γ,confX − £γ,confXk〉γ|,
. |DX|e|D(X −Xk)|e + |DXk|e|D(X −Xk)|e + |U |e|D(X −Xk)|e,
. r−(δ+1+
n
p
)r−(δ
′+1+n
p
)
(
||DX||W p1,δ+1 + ||DXk||W
p
1,δ+1
+ ||U ||W p1,δ+1
)
·
||D(X −Xk)||C0
δ′+1+np
,
thus, since δ′ > −n
p
, then r−(δ
′+n
p
)r−
n
p ∈ Lp, which, since {Xk} ⊂ W
p
2,δ is supposed
to be bounded, implies that
|||K˜(Y )|2γ − |K˜(Yk)|
2
γ||
p
Lp
δ+2
.
(
||DX||W p1,δ+1 + ||DXk||W
p
1,δ+1
+ ||U ||W p1,δ+1
)
·
||D(X −Xk)||C0
δ′+1+np
−→ 0.
The same line of reasoning proves the analogous statement for ǫ2, and the coefficients
which are independent of Y trivially satisfy this property. We also need to analyse
the coefficient ω2(Y ) = F˜ (Df, ·) + F˜ (ϑ, ·). Clearly under our hypotheses ω2 ∈ L
p
δ+2
and also
|ω2(Y )− ω2(Yk)| . r
−(δ+2+n
p
)r−(δ
′+n
p
)||F˜ ||W p1,δ+1||Df −Dfk||C0δ′+1+np
.
Thus, using again the fact that r−
n
p r−(δ
′+n
p
) ∈ Lp, we get that
||ω2(Y )− ω2(Yk)||Lpδ+2 . ||F˜ ||W
p
1,δ+1
||Df −Dfk||C0
δ′+1+np
→ 0.
Finally, concerning the bαJ -coefficients associated with the boundary conditions, since
we have already noticed that none of these coefficients depend on f orX , we conclude
that compactness property holds, which establishes the lemma.
Concerning the parameters p and δ and taking into account broad results as
the ones established in [28]-[29]-[14], we will typically consider p > n and −n
p
<
δ < n − 2 − n
p
. It should be noted that in order to get existence results we will
need both isomorphism theorems for the linear parts associated to systems of the
form of (47) and typical elliptic estimates. Such elliptic estimates are the key
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ingredient to prove Fredholm properties, which, by dealing with the kernels, al-
low us to find isomorphism theorems. More explicitly, we are considering perators
(Li, Bi) : W p2,δ(M) 7→ L
p
δ+2(M) ×W
p
1− 1
p
(∂M), with p > n and δ > −n
p
, satisfying
estimates of the form
||Y i||W p2,δ ≤ C
i
(
||LiY i||Lpδ+2(M) + ||B
iY i||W p
1− 1p
(∂M)
)
. (50)
Notice that if ∂M = ∅, this kind of estimate and the corresponding Fredholm prop-
erties, have been obtained in [28]-[29] for very general second order operators. For
the Laplacian and conformal Killing Laplacian these properties (Proposition 4), to-
gether with the isomorphism properties described in Proposition 3, were obtained in
[11]. Furthermore, in the case of compact manifolds with boundary these properties
have been widely studied in standard literature, and we can find a nice summary
in [34] (see Theorem 1.6.2). Notice that putting together these kind of results for
compact manifold with boundary and general results for complete asymptotically
euclidean manifolds, we can get a very general class of elliptic second order opera-
tors on asymptotically euclidean manifolds satisfying estimates of the form of (50).
Typically, in order to get the isomorphism property a more detailed analysis and
appropriate choices of boundary conditions have to be made. With this in mind, we
present the following definition.
Definition 5. We will say that a system of the form of (47) is a conformal
Einstein-type system if its coefficients satisfy the mapping properties described
below (47), together with the boundedness and compactness properties (48)-(49) and
the Fredholm estimate (50).
In this context we will still denote the linear part associated to the generalized
system (47) by P and the non-linearities appearing in the right-hand side by F, and,
furthermore, we will associate the shifted operators Pa,b
Pa,b : W
p
2,δ(M ;E) 7→ L
p
δ+2(M ;E)×W
p
1− 1
p
(∂M ;E),
(φ, Y ) 7→ (∆γϕ− aϕ, L
i(Y i),−(νˆ(ϕ) + bϕ)|∂M , B
iY i|∂M).
Theorem 4. Let (M, γ) be a W p2,δ-AE manifold, with p > n and −
n
p
< δ < n −
2 − n
p
, and consider a conformal Einstein-type system of the form of (47) on M .
Assume that the Lichnerowicz equation admits a compatible pair of strong global
sub and supersolutions given by φ− and φ+, which are, respectively, asymptotic to
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harmonic function ω± tending to positive constants {A
±
j }
N
j=1 on each end {Ej}
N
j=1.
Fix a harmonic function ω asymptotic to constants {Aj}
N
j=1 on each end satisfying
0 < A−j ≤ Aj ≤ A
+
j , and suppose that the solution map
Fa,b : W
p
2,δ(M ;E) 7→W
p
2,δ(M ;E),
ψ = (ϕ, Y ) 7→ Fa,b(ψ)
.
= P−1a,b ◦ Fa,b(ψ).
is actually invariant on the set ×iBM
Y i
⊂ ⊕iW
p
2,δ(M,Ei) given in the definition of
the barriers φ−, φ+ for any φ− ≤ ϕ + ω ≤ φ+. Then, the system admits a solution
(φ = ω + ϕ, Y ), with (ϕ, Y ) ∈ W p2,δ(M ;E), and, furthermore, φ > 0.
Proof. First of all, consider the shifted system associated with (47), where we will
pick the shift functions a ∈ Lpδ+2 and b ∈ W
p
1− 1
p
below. We have our strong global
sub and supersolutions fixed together with the balls BM
Y i
⊂W p2,δ(M,Ei). From our
hypotheses on the barriers φ±, we know that these are bounded functions, which
implies that there are positive numbers, say l ≤ m, such that l ≤ φ− ≤ φ+ ≤ m.
Thus, consider Y ∈ ×iBM
Y i
, and define the functions
haY (φ)
.
= hY (φ)− a(φ− ω) =
∑
I
a0I(Y )φ
I − a(φ− ω),
gaY (φ)
.
= gY (φ)− b(φ− ω) =
∑
K
b0K(Y )φ
K − b(φ − ω) on ∂M.
We want to pick the functions a and b such that both hY (y), gY (y) are decreasing
functions on y ∈ [l, m], for all Y ∈ ×iBM
Y i
. Thus, notice that
∂
∂y
∑
I
a0I(Y )y
I ≤
∑
I
I|a0I(Y )|y
I−1
≤
∑
I
IfIy
I−1 ≤
∑
I
I sup
l≤y≤m
yI−1 fI ∈ L
p
δ+2, ∀ Y ∈ BMY
where we used the boundedness property (48). With similar arguments, we get that
∂
∂y
∑
K
b0K(Y )y
K ≤ sup
l≤y≤m
∑
K
K|b0K(Y )|y
K−1 ≤ sup
l≤y≤m
∑
K
KgKy
K−1,
≤
∑
K
K sup
l≤y≤m
yK−1 gK ∈ W
p
1− 1
p
, ∀ Y ∈ BMY ,
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where we have again used the boundedness property (48). Thus, if we pick a ∈
Lpδ+2(M) and b ∈ W
p
1− 1
p
(∂M) satisfying
a >
∑
I
I sup
l≤y≤m
yI−1 fI ; b >
∑
K
K sup
l≤y≤m
yK−1 gK , (51)
we get that
∂
∂y
haY (y) ≤ 0, and
∂
∂y
gbY (y) ≤ 0, for all (y, Y ) ∈ [l, m]×i BMY i ,
implying that haY (φ) and h
b
Y (φ) are decreasing functions on the interval [φ−, φ+]C0 .
Now, consider ψ0 = (φ0, Y0) with φ0 = φ− and Y0 ∈ ×iBM
Y i
, and consider the
sequence {ψk = (φk = ω+ϕk, Yk)}
∞
k=1 defined by an iteration procedure of the form:
Pa,bψk = Fa,b(ψk−1).
From the linear properties associated with the operator Pa,b we know that the se-
quence is well-defined, since for each step Fa,b(ψk−1) ∈ L
p
δ+2. Furthermore, from
our hypotheses, we know that Yk ∈ ×iBM
Y i
for all k as long as we guarantee that
φk = ω + ϕk stays in the interval [φ−, φ+]C0 . We can prove this last statement
inductively as follows. First consider φ1, which satisfies(
∆γ(φ1 − φ−)− a((φ1 − ω)− (φ− − ω))
−(νˆ(φ1 − φ−) + b(φ1 − ω − (φ− − ω))
)
= −
(
∆γφ− − hY0(φ−)
−νˆ(φ−)− gY0(φ−)
)
≤ 0.
where the final inequality is a consequence of φ− being a strong global subsolution.
Notice that φ− is in W
p
2,loc and is asymptotic to ω−, which itself tends to positive
constants {A−j }
N
j=1 in each end {Ej}
N
j=1 respectively, and, by construction, φ1 is
asymptotic to ω which tends to positive constants {Aj}
N
j=1 in each end, satisfying
Aj > A
−
j . Thus, we get that φ1 − φ− → Aj − A
−
j > 0 in each end Ej . Then, we can
apply the weak maximum principle given in Lemma 4 in Appendix I, and conclude
that φ1 ≥ φ−. Similarly, we have that(
∆γ(φ+ − φ1)− a((φ+ − ω)− (φ1 − ω))
−νˆ(φ+ − φ1)− b((φ+ − ω)− (φ1 − ω))
)
=
(
∆γφ+ − hY0(φ+) + h
a
Y0
(φ+)− h
a
Y0
(φ−)
−νˆ(φ+)− gY0(φ+) + g
b
Y0
(φ+)− g
b
Y0
(φ−)
)
≤ 0
where, again, the last inequality follows form φ+ being a strong global supersolution,
and also haY (·) and g
a
Y (·) being a decreasing functions of φ ∈ [φ−, φ+]C0 for any Y ∈
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×iBM
Y i
. Then, noticing again that φ+ is asymptotic to ω+, which tends to constants
{A+j }
N
j=1 in each end, satisfying A
+
j > Aj , we get that φ+ − φ1
Ej
−→ A+j − Aj > 0,
which implies through the maximum principle that φ+ ≥ φ1.
Now, suppose that φ− ≤ φn = ω+ϕn ≤ φ+ and Yn ∈ ×iBM
Y i
, and then consider
(
∆γ(φn+1 − φ−)− a((φn+1 − ω)− (φ− − ω))
−νˆ(φn+1 − φ−)− b((φn+1 − ω)− (φ− − ω))
)
= −
(
∆γφ− − hYn(φ−) + h
a
Yn
(φ−)− h
a
Yn
(φn)
−νˆ(φ−)− gYn(φ−) + g
b
Yn
(φ−)− g
b
Yn
(φn)
)
≤ 0,
where the last inequality holds since φ− is, by hypothesis, a strong global subsolution.
Furthermore, haY and g
b
Y are decreasing functions of φ ∈ [φ−, φ+]C0 for any Y ∈
×iBM
Y i
, and because of the inductive hypothesis φ− ≤ φn ≤ φ+ and Yn ∈ ×iBM
Y i
.
Thus, since φn+1− φ−
Ej
−→ Aj −A
−
j > 0, from the maximum principle we get φn+1 ≥
φ−. Similarly,(
∆γ(φ+ − φn+1)− a((φ+ − ω)− (φn+1 − ω))
−νˆ(φ+ − φn+1)− b((φ+ − ω)− (φn+1 − ω))
)
=
(
∆γφ+ − hYn(φ+) + h
a
Yn
(φ+)− h
a
Yn
(φn)
−νˆ(φ+)− gYn(φ+) + g
b
Yn
(φ+)− g
b
Yn
(φn)
)
≤ 0,
where the last inequality holds because φ+ is a strong global supersolution; h
a
Y (·) and
gbY (·) are decreasing function of φ ∈ [φ−, φ+]C0 for all Y ∈ ×iBMY i and the inductive
hypotheses. Thus, again, the maximum principle implies that φ+ ≥ φn+1. All this
implies that φ− ≤ φn+1 ≤ φ+, which finishes the inductive proof. Hence we have
produced the sequence of solutions {(ϕn, Yn)}
∞
n=0 ⊂W
p
2,δ(M ;E), where we know that
Yn ∈ ×iBM
Y i
and that φn = ϕn + ω ∈ [φ−, φ+]C0 for all n. Notice that this implies
that
||ϕn||W p2,δ .
∑
I
||a0I(Yn−1)||Lpδ+2||φ
I
n−1||C0 + ||a||Lpδ+2||φn−1||C0
+
∑
K
||b0K(Yn−1)φ
K
n−1||W p
1− 1p
+ ||bφn−1||W p
1− 1p
,
.
∑
K
||b0K(Yn−1)φ
K
n−1||W p
1− 1p
+ ||bφn−1||W p
1− 1p
+
∑
I
||fI ||Lp
δ+2
||φI±||C0 + ||a||Lpδ+2||φ+||C0,
Notice that since b0K(Yn−1) ∈ W
p
1− 1
p
(∂M) for any n and any K, then we know that
there are (non-unique) extensions b˜0K(Yn−1) ∈ W
p
1 (U), where U is some smooth
neighbourhood of ∂M with compact closure, and we also know that both the exten-
sion operator and the trace map are continuous. Therefore, ||b0K(Yn−1)||W p
1− 1p
(∂M) .
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||b˜0K(Yn−1)||W p1 (M), and, clearly, b˜
0
K(Yn−1)φ
K ∈ W p1 (U) is and extension of b
0
K(Yn−1)φ
K |∂M .
Therefore, using the fact that W p1 (U) is an algebra under multiplication for p > n,
we see that
||b0K(Yn−1)φ
K
n−1||W p
1− 1p
(∂M) . ||b˜
0
K(Yn−1)φ
K
n−1||W p1 (U) . ||b˜
0
K(Yn−1)||W p1 (U)||φ
K
n−1||W p1 (U).
Notice that
||φKn−1||W p1 (U) . ||φ
K
n−1||Lp(U) + ||∇φ
K
n−1||Lp(U) . ||φ
K
± ||C0 + ||φ
K−1
± ||C0||∇φn−1||Lp(U),
. 1 + ||φn−1||W p1 (U) ≤ 1 + ||ω||W
p
1 (U)
+ ||ϕn−1||W p1 (U),
where in the first line φ± stands for the subsolution is the exponents are negative
are the supersolution if they are positive, and the implicit constant depends on the
barriers, but not on n. Using the above and interpolation inequalities, we get that
for any ǫ > 0 it holds that
||b0K(Yn−1)φ
K
n−1||W p
1− 1p
(∂M) . ||b˜
0
K(Yn−1)||W p1 (U)(1 + ||ω||C1(U) + ||ϕn−1||W
p
1 (U)
)
. ||b˜0K(Yn−1)||W p1 (U)
+ ||b˜0K(Yn−1)||W p1 (U)(ǫ||ϕn−1||W
p
2 (U)
+ Cǫ||ϕn−1||Lp(U)),
. CK(1 + ǫ||ϕn−1||W p2,δ(M) + Cǫ||ϕn−1||C0(U))
Since φ−−ω ≤ ϕn ≤ φ+−ω for all n, then ||ϕn−1||C0(U) ≤ C± for some fixed constant
independent of n, which depends on the barriers and ω. Therefore, we see that
||b0K(Yn−1)φ
K
n−1||W p
1− 1p
(∂M) . CK(1 + CǫC± + ǫ||ϕn−1||W p2,δ(M)),
which implies that
||ϕn||W p2,δ .
∑
K
CK(1 + CǫC± + ǫ||ϕn−1||W p2,δ(M)) + ||b||W
p
1− 1p
(1 + CǫC± + ǫ||ϕn−1||W p2,δ(M))
+
∑
I
||fI ||Lp
δ+2
||φI±||C0 + ||a||Lpδ+2||φ+||C0.
Now, choosing ǫ sufficiently small, we can write
||ϕn||W p2,δ ≤
1
2
||ϕn−1||W p2,δ + C, (52)
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where C is a fixed constant that only depends on the parameters of the problem,
that is, it depends on the barriers, the functions fI , the shift functions a and b, the
constants CK and the choice of ǫ. We can iterate the above procedure to get that
||ϕn||W p2,δ ≤
1
2n
||ϕ−||W p2,δ + C
n−1∑
j=0
2−j ≤ ||ϕ−||W p2,δ + 2C ∀ n. (53)
The above estimate implies that there is a constant Mϕ > 0, depending on the
barriers φ±, the norms of the functions fI and the constants CK , such that {ϕn}
∞
n=0 ⊂
BMϕ ⊂W
p
2,δ(M ;R), where BMϕ stands for the closed ball of radius Mϕ. This implies
that the sequence {(ϕn, Yn)}
∞
n=0 ⊂ BMϕ×iBMY i . Thus, since the embedding W
p
2,δ →֒
C1δ′+n
p
is compact for any −n
p
< δ′ < δ (see Lemma 2 and Corollary 1), we get that,
up to restricting to a subsequence,
(ϕn, Yn)
C1
δ′+np
−−−−→
n→∞
(ϕ, Y ).
Thus, using our elliptic estimates, notice that
||(ϕn, Yn)− (ϕm, Ym)||W p2,δ .
∑
I
||a0I(Yn−1)φ
I
n−1 − a
0
I(Ym−1)φ
I
m−1||Lpδ+2 + ||a||L
p
δ+2
||φn−1 − φm−1||C0
+
∑
K
||b0K(Yn−1)φ
K
n−1 − b
0
K(Ym−1)φ
K
m−1||W p
1− 1p
+ ||b(φn−1 − φm−1)||W p
1− 1p
+
∑
i
{∑
J
||aiJ(Yn−1)φ
J
n−1 − a
i
J(Ym−1)φ
J
m−1||Lpδ+2
+
∑
L
||biL(Yn−1)φ
L
n−1 − b
i
L(Ym−1)φ
L
m−1||W p
1− 1p
}
.
Now, consider the following estimates
||a0I(Yn−1)φ
I
n−1 − a
0
I(Ym−1)φ
I
m−1||Lpδ+2 ≤ ||a
0
I(Yn−1)− a
0
I(Ym−1)||Lpδ+2||φ
I
n−1||C0
+ ||a0I(Ym−1)||Lpδ+2||φ
I
n−1 − φ
I
m−1||C0.
Therefore, from the compactness property and the boundedness of {Yn} in W
p
2,δ, we
know that {a0I(Yn)}
∞
n=0 is Cauchy L
p
δ+2. In particular this implies that this sequence
converges and thus it is bounded. We also have that C1δ′+n
p
→֒ C0, since δ′ > −n
p
,
which implies C0-convergence of φn → φ, we get that
||a0I(Yn−1)φ
I
n−1 − a
0
I(Ym−1)φ
I
m−1||Lpδ+2 −−−−→n,m→∞
0,
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and a similar statement holds for the terms involving aiJ . Concerning the coefficients
b0K , similarly to what we did previously, we have that
||b0K(Yn−1)φ
K
n−1 − b
0
K(Ym−1)φ
K
m−1||W p
1− 1p
≤ ||(b0K(Yn−1)− b
0
K(Ym−1))φ
K
n−1||W p
1− 1p
+ ||b0K(Ym−1)(φ
K
n−1 − φ
K
m−1)||W p
1− 1p
,
. ||(b0K(Yn−1)− b
0
K(Ym−1))||W p
1− 1p
||φKn−1||W p1 (U)
+ ||b0K(Ym−1)||W p
1− 1p
||φKn−1 − φ
K
m−1||W p1 (U),
which goes to zero because of the compactness hypotheses for the coefficients and
the fact that ϕn
C1
δ′+np
−−−−→ ϕ implies that φn
C1
−→ φ on compact sets. A similar thing
occurs with the biL-terms.
Finally, the remaining terms also go to zero as n and m go to infinity because
a ∈ Lpδ+2, b ∈ W
p
1− 1
p
, φn
C0
−→ φ and φn
C1
−→ φ on compact sets. All this implies
that {(φn, Yn)}
∞
n=0 is actually Cauchy in W
p
2,δ, which improves the convergence and
finishes the proof.
Putting together the above theorem with Lemma 1, we get the following existence
result associated with the charged fluid constraints.
Theorem 5. Consider the system (40) with boundary data (26) on an n-dimensional
W p2,δ-AE manifold (M, γ), with p > n, δ > −
n
p
and n ≥ 3. If the associated Lich-
nerowicz equation admits a compatible pair of strong global barriers φ± asymptotic to
positive constants {A±j }
N
j=1 in each end {Ej}
N
j=1, then, there is W
p
2,δ-solution of this
system, with φ > 0 tending to prescribed asymptotic constants {Aj}
N
j=1 satisfying
A−j < Aj < A
+
j for all j = 1, · · · , N .
From the above theorem we see that what we need to do is to construct strong
global barriers for the constraint system, and to prove invariance of the solution
map Fa,b(ϕ, ·, ·) on the balls BMf ×BMY for any ϕ ∈ [ϕ−, ϕ+]C0 . To achieve this, we
will use some explicit elliptic estimates associated to the Einstein-Maxwell constraint
system.
3.2.1 Electromagnetic constraint
Going back to the constraint system, within the kind of iteration scheme described
above, we need to get a global fixed estimates for solutions of linear equations of the
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form
∆γf = q˜φ¯
2n
n−2 ,
−νˆ(f) = Eνˆ on ∂M,
(54)
where, in the right-hand side, the functions φ¯ = ω + ϕ, ϕ ∈ W p2,δ(M), q˜ ∈ L
p
δ+2(M)
and Eνˆ ∈ W
p
1− 1
p
(∂M), with p > n and −n
p
< δ < n−2− n
p
, are considered as a given
data. Thus, the right hand is in Lpδ+2(M)×W
p
1− 1
p
(∂M). With all this settled, notice
that any W p2,δ-solution of (54) satisfies the the following elliptic estimate.
||f ||W p2,δ ≤ C
{
||q˜||Lp
δ+2
||φ¯
2n
n−2 ||C0 + ||Eνˆ ||W p
1− 1p
}
. (55)
In particular, notice that in the above estimate we can get rid of the dependence
on the specific φ¯ by admitting the existence of global barriers for the hamiltonian
constraint, in particular, by admitting the existence of a global supersolution.
3.2.2 Momentum constraint
Similarly to what we did above, we want to get uniform estimates on the sequence
of solutions generated by the momentum constraint. Notice that the momentum
constraint read as follows
∆γ,confX = rnDτφ
2n
n−2 + ω1φ
2n+1
n−2 − ω2,
£γ,confX(νˆ, ·) = −
((
1
2
|θ−| − rnτ
)
v
2n
n−2 + U(νˆ, νˆ)
)
νˆ on ∂M,
(56)
where ω1k = µ
(
1 + |u˜|2γ
) 1
2 u˜k and ω2k = F˜ikE˜
i. Let us suppose that τ, U ∈ W p1,δ+1
and that γ being a W p2,δ-AE metric are given, where, as above, p > n and −
n
p
< δ <
n − 2 − n
p
, and consider that φ = ω + ϕ, with ϕ ∈ W p2,δ, and finally that f ∈ W
p
2,δ,
ϑ ∈ W p1,δ+1, θ− ∈ W
p
1− 1
p
and v ∈ W p
2− 1
p
. Also, suppose that µ ∈ Lpδ+2 and F˜ ∈ W
p
1,δ+1,
which implies that F˜ ⊗ E˜ ∈ W p1,δ+2, since E˜ = df +ϑ ∈ W
p
1,δ+1. Then, since the right
hand side of the above equation is in Lpδ+2 ×W
p
1− 1
p
, following Proposition 3, we can
associate a unique solution to it, say Xφ,f ∈ W
p
2,δ, and, using Proposition 4, we can
estimate the W p2,δ-norm of Xφ,f in terms of φ, f and the free data. That is,
||Xφ,f ||W p2,δ . rn||Dτ ||L
p
δ+2
||φ
2n
n−2 ||C0 + ||ω1||Lp
δ+2
||φ2
n+1
n−2 ||C0 + ||ω2f ||Lp
δ+2
,
+ ||
1
2
|θ−| − rnτ ||W p
1− 1p
||v
2n
n−2 ||C0 + ||U ||W p
1− 1p
40
where we have used that W p2,δ →֒ C
0. Notice that ||ω2||p,δ+2 . ||F˜ ⊗ E˜||1,p,δ+2 .
||F˜ ||1,p,δ+1||df ||1,p,δ+1 + ||F˜ ||1,p,δ+1||ϑ||1,p,δ+1, which explicitly gives us that
||Xφ,f ||W p2,δ ≤ κ
{
||Dτ ||Lp
δ+2
||φ
2n
n−2 ||C0 + ||ω1||Lp
δ+2
||φ2
n+1
n−2 ||C0 + ||F˜ ||W p1,δ+1||df ||W
p
1,δ+1
+ ||F˜ ||W p1,δ+1||ϑ||W
p
1,δ+1
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0 + ||U ||W p
1− 1p
}
.
(57)
In case we have a pair of compatible strong global barriers φ− ≤ φ+, then, there
are radii Mf ,MY ⊂ W
p
2,δ such that Definition 4 works for the Lichnerowicz equation
for any f ∈ BMf and any X ∈ BMX . In such a case, notice that for any f ∈ BMf
and any φ− ≤ φ ≤ φ+, we get that
||Xφ,f ||W p2,δ . ||Dτ ||L
p
δ+2
||φ
2n
n−2
+ ||C0 + ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0 + ||F˜ ||W p1,δ+1
(
Mf + ||ϑ||W p1,δ+1
)
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0 + ||U ||W p
1− 1p
,
Another estimate that we will need in relation to solutions of the momentum
constraint is the following. Suppose that Xφ,f is a solution of the momentum con-
straint for source functions (φ, f). Since it holds that |£γ,confXφ,f |e . |DXφ,f |e,
then, if p > n and X ∈ W p2,δ, we can appeal to Proposition 5 to estimate |DXφ,f |e .
r−(δ+1+
n
2
)||Xφ,f ||W p2,δ , which implies that
|£γ,confXφ,f |e . r
−(δ+1+n
2
)
{
rn||Dτ ||Lpδ+2||φ||
2n
n−2
C0
+ ||ω1||Lpδ+2||φ||
2n+1
n−2
C0
+ ||q˜||Lp
δ+2
||F˜ ||W p1,δ+1||φ||C0
2n
n−2 + ||Eνˆ ||W p
1− 1p
||F˜ ||W p1,δ+1
+ ||ϑ||W p1,δ+1||F˜ ||W
p
1,δ+1
+ |||θ−| − 2cnτ ||W p
1− 1p
||v
2n
n−2 ||C0
+ ||U ||W p
1− 1p
}
(58)
3.2.3 Hamiltonian constraint
Consider the hamiltonian constraint, given by
∆γφ = cnRγφ− cn|K˜|
2
γφ
− 3n−2
n−2 − cn
(
2ǫ1 − rnτ
2
)
φ
n+2
n−2 − 2cnǫ2φ
−3
− 2cnǫ3φ
n−6
n−2 ,
−νˆ(φ) = anHφ− (dnτ + anθ−)φ
n
n−2 − an
(
1
2
|θ−| − rnτ
)
v
2n
n−2φ−
n
n−2 , on ∂M
(59)
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According to the analysis made in the previous sections, we need to show the following
two properties:
• Equation (59) admits a compatible pair of strong global sub and super-solutions
0 < φ− < φ+, where φ± = ω±+ϕ± with ϕ± ∈ W
p
2,δ and ω± are given harmonic
functions, satisfying Neumann boundary conditions, asymptotic to positive
constants {A±j }
N
j=1 in each end {Ej}
N
j=1 respectively, and these barriers work
for any f ∈ BMf and X ∈ BMX for suitable Mf ,MY > 0.
• The solution map Fa,b : [ϕ−, ϕ+]C0 ×BMf ×BMX 7→W
p
2,δ(M ;E) associated to
the shifted system must be invariant on BMf × BMX for any ϕ ∈ [ϕ−, ϕ+]C0 .
If the above two properties hold, then, the iteration scheme should work for the
complete system.
In this context, the construction of the barriers will strongly depend on the Yam-
abe class of γ, which is something to be expected following previous works [11]-[16].
Thus, we introduce the following definition for the Yamabe invariant on asymptoti-
cally euclidean manifolds with compact boundaries. We define the Yamabe quotient
related with an asymptotically euclidean manifold (M, g) with boundary ∂M to be
the following number, defined for every f ∈ C∞0 (M).
Qg(f)
.
=
∫
M
(|∇f |2g + cnRgf)dV +
∫
∂M
anHgf
2dA
||f ||2
L
2n
n−2
. (60)
Then, we define the Yamabe invariant λg as follows.
λg
.
= inf
f∈C∞0
f 6≡0
Qg(f). (61)
From [11], we can extract the following important result concerning the Yamabe
characterization in this context (see Proposition 3 and Corollary 1 therein).
Proposition 6. If (Mn, g) is a W p2,δ-Yamabe positive AE manifold with p >
n
2
,
−n
p
< δ < n−2− n
p
and n ≥ 3, then there is a conformal transformation g′ = φ
4
n−2 g,
with φ − 1 ∈ W p2,δ, such that λ
′
g > 0 making (M, g
′) a scalar-flat W p2,δ-AE manifold
with zero boundary mean curvature.
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Barriers for the hamiltonian constraint
In this section we will construct, under suitable assumptions, strong global barriers
for the Lichnerowicz equations associated with a charged fluid. Our contructions will
be an adaptation of the barriers constructed in [16] to our present context. We will
begin by constructing far from CMC barriers for the hamiltonian constraint in the
Yamabe positive case. Notice that the marginally trapped condition required that
the data θ− and τ satisfy
1
2
|θ−| − rnτ ≥ 0. Then, notice that
an|θ−| − dnτ =
1
2
n− 2
n− 1
|θ−| −
n− 2
2n
τ =
1
2
n− 2
n− 1
(|θ−| −
n− 1
n
τ),
= an(|θ−| − rnτ) ≥ an(
1
2
|θ−| − rnτ).
Therefore, the (marginally) trapped condition 1
2
|θ−| − cnτ ≥ 0 implies that an|θ−| −
dnτ ≥ 0.
Lemma 2. Let (M, γ) be a W p2,δ-Yamabe positive AE-manifold, with p > n and
−n
p
< δ < n − 2 − n
p
. If
(
1
2
|θ−| − rnτ
)
≥ 0 along ∂M and v > 0, then, under
smallness assumptions on µ, q˜, F˜ , v and U , the hamiltonian constraint associated to
the coupled Einstein-Maxwell system for charged dust admits compatible strong global
barriers 0 < φ− < φ+, such that φ± − ω± ∈ W
p
2,δ for some harmonic functions ω±
which tend to positive constants {A±j }
N
j=1 on each end. Furthermore, the solution
map associated to the shifted system is invariant on balls BMf , BMX ⊂ W
p
2,δ where
the strong global barriers work.
Proof. Let us begin by proving the existence of a strong global subsolution. We need
to satisfy
H
1
f,X(φ−)
.
= ∆γφ− − cnRγφ− − cn
(
rnτ
2 − 2ǫ1
)
φ
n+2
n−2
− + cn|K˜(X)|
2
γφ
− 3n−2
n−2
−
+ 2cnǫ2(f)φ
−3
− + 2cnǫ3φ
n−6
n−2
− ≥ 0,
H
2
f,X(φ−)
.
= −νˆ(φ)− anHφ+ (dnτ + anθ−)φ
n
n−2 + an
(
1
2
|θ−| − rnτ
)
v
2n
n−2φ−
n
n−2 ≥ 0 on ∂M,
for all f ∈ BMf and X ∈ BMX . Since we are assuming γ to be Yamabe positive, we
can deform γ conformally to a metric with zero scalar curvature and zero boundary
mean curvature. Thus, we can begin by assuming that Rγ = 0 and Hγ = 0 on ∂M .
Now, since τ ∈ W p1,δ+1, we get that τ
2 ∈ Lpδ+2, also, since (an|θ−| − dnτ) ≥ 0, we can
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define ϕ− ∈ W
p
2,δ as the unique solution to
∆γϕ− − bnτ
2ϕ− = bnωτ
2,
−νˆ(ϕ−)− (an|θ−| − dnτ)ϕ− = ω(an|θ−| − dnτ),
(62)
where bn
.
= n−1
n
cn, and ω is a harmonic function with homogeneous Neumann bound-
ary conditions, asymptotic to positive constants {Aj}
N
j=1 on each end. Then, define
φ−
.
= α(ω + ϕ−), where α > 0 is a constant to be fixed. Notice that
∆γφ− = α∆γϕ− = αbnτ
2(ω + ϕ−) = bnτ
2φ−,
−νˆ(φ−) = −ανˆ(ϕ−) = α(an|θ−| − dnτ)(ω + ϕ−) = (an|θ−| − dnτ)φ−,
thus implying that
∆γφ− − bnτ
2φ− = 0,
−νˆ(φ−)− (an|θ−| − dnτ)φ− = 0.
(63)
Then, because of the weak maximum principle given in Lemma 4 in Appendix I, we
known that φ− ≥ 0, and then the strong maximum principle, given in Lemma 5 in
Appendix I, guarantees that φ− > 0. Now, consider
H
1
f,X(φ−) = bnτ
2φ− − bnτ
2φ
n+2
n−2
− + 2cnǫ1φ
n+2
n−2
− + cn|K˜(X)|
2
γφ
− 3n−2
n−2
− + 2cnǫ2(f)φ
−3
−
+ 2cnǫ3φ
n−6
n−2
− ,
H
2
f,X(φ−) = (an|θ−| − dnτ)φ− − (an|θ−| − dnτ)φ
n
n−2
− +
(
1
2
|θ−| − rnτ
)
v
2n
n−2φ
− n
n−2
−
Since supM(ω + ϕ−) <∞, then, there exists 0 < α≪ 1 such that
α(ω + ϕ−)− α
n+2
n−2 (ω + ϕ−)
n+2
n−2 ≥ 0 on M,
α(ω + ϕ−)− α
n
n−2 (ω + ϕ−)
n
n−2 ≥ 0 on ∂M,
In fact, it is enough to take sufficiently small so as to satisfy the following two
conditions:
α
n+2
n−2
−1 = α
4
n−2 ≤ inf
M
(ω + ϕ−)
1−n+2
n−2 = inf
M
(ω + ϕ−)
− 4
n−2 ,
α
n
n−2
−1 = α
2
n−2 ≤ inf
∂M
(ω + ϕ−)
1− n
n−2 = inf
∂M
(ω + ϕ−)
− 2
n−2
Notice that, since 0 < ω + ϕ− ∈ C
0 and it tends to some positive constants {Aj}
N
j=1
at infinity in each end Ej , then 0 < infM (ω + ϕ−)
−1 < ∞. Such choice of α > 0
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guarantees that H1,2f,X(φ−) ≥ 0 ∀ f,X ∈ W
p
2,δ, proving that φ− is a strong global
subsolution for the hamiltonian constraint for γ ∈ Y +.
Now, let us consider the supersolution. In this case, we need to find φ+ satisfying
Hf,X(φ+) ≤ 0, ∀ f ∈ BMf , X ∈ BMX ,
for some radii Mf ,MX > 0. In order to do this, let Λ ∈ L
p
δ+2 be a positive function
which agrees with r−(δ+
n
p
)r−(δ+2+
n
p
) in a neighbourhood of infinity, in each end, and
λ ∈ W p
1− 1
p
(∂M) a positive function on the boundary. Define ϕ+ ∈ W
p
2,δ as the unique
solution to
∆γϕ+ = −Λ,
νˆ(ϕ+) = λ on ∂M,
Then, define φ+
.
= β(ω + ϕ+), where β is some positive constant to be determined,
and notice that
∆γφ+ = −βΛ ≤ 0,
−νˆ(φ+) = −βλ ≤ 0 on ∂M,
which, appealing to the maximum principles given in Lemmas 4-5 in Appendix I,
implies that φ+ > 0. Being aware of the existence of strong global subsolutions
of the form φ− = α(ω + ϕ−) whenever α is sufficiently small, let us fix a relation
between α and β such that φ− < φ+. In order to do this, whatever β is, consider
0 < α < β infM
ω+ϕ+
ω+ϕ−
. Now, consider the following
H
1
f,X(φ+) ≤ −βΛ + 2cnǫ1φ
n+2
n−2
+ + cn|K˜(X)|
2
γφ
− 3n−2
n−2
+ + 2cnǫ2(f)φ
−3
+ + 2cnǫ3φ
n−6
n−2
+ ,
H
2
f,X(φ+) = −βλ− (an|θ−| − dnτ)φ
n
n−2
+ +
(
1
2
|θ−| − cnτ
)
v
2n
n−2φ
− n
n−2
+ ,
Since, given numbers a, b, it holds that 2ab ≤ a2 + b2, implying that (a + b)2 ≤
2a2 + 2b2, then we get that
|K˜|2γ ≤ 2|£γ,confX|
2
γ + 2|U |
2
γ.
Now, fix the numbers
Mf = C
{
||q˜||Lp
δ+2
||φ
2n
n−2
+ ||C0 + ||Eνˆ ||W p
1− 1p
}
,
MX = κ
{
||Dτ ||Lp
δ+2
||φ
2n
n−2
+ ||C0 + ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0 + ||F˜ ||W p1,δ+1
(
Mf + ||ϑ||W p1,δ+1
)
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0 + ||U ||W p
1− 1p
}
,
(64)
45
where C and κ are the constant appearing in the estimates (55) and (57) respectively,
and consider the balls BMf and BMX in W
p
2,δ. Then, since |£γ,confX|γ . |DX|γ, we
get that for any X ∈ BMX , it holds that
|£γ,confX|
2
γ . r
−2(δ+1+n
p
)||X||2W p2,δ
,
. κ2r−2(δ+1+
n
p
)
{
||Dτ ||Lp
δ+2
||φ
2n
n−2
+ ||C0 + ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0
+ ||F˜ ||W p1,δ+1
(
Mf + ||ϑ||W p1,δ+1
)
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0
+ ||U ||W p
1− 1p
}2
.
We would like to separate the terms involving Dτ from those not involving it. In
order to do this, notice that the above implies that
|£γ,confX|
2
γ . κ
2r−2(δ+1+
n
p
)
{
||Dτ ||2Lp
δ+2
||φ
4n
n−2
+ ||C0 +
{
||q˜||p,δ+2||F˜ ||1,p,δ+1||φ
2n+2
n−2
+ ||C0
+ ||F˜ ||W p1,δ+1||ϑ||W
p
1,δ+1
+ ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0 + ||F˜ ||W p1,δ+1||Eνˆ ||W
p
1− 1p
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0 + ||U ||W p
1− 1p
}2}
.
This estimate implies that
|K˜(X)|2γ . r
−2(δ+1+n
p
)
{
κ2
{
||Dτ ||2Lpδ+2
||φ
4n
n−2
+ ||C0 +
{
||q˜||p,δ+2||F˜ ||1,p,δ+1||φ
2n+2
n−2
+ ||C0
+ ||F˜ ||W p1,δ+1||ϑ||W
p
1,δ+1
+ ||ω1||Lp
δ+2
||φ
2n+1
n−2
+ ||C0 + ||F˜ ||W p1,δ+1||Eνˆ ||W
p
1− 1p
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0 + ||U ||W p
1− 1p
}2}
+ ||U ||2W p1,δ+1
}
,
(65)
where, again, we have used that, if U ∈ W p1,δ+1, then |U |e . r
−(δ+1+n
p
)||U ||W p1,δ+1.
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Now, going back to the estimate of the hamiltonian constraint, we get that
H
1(φ+) ≤ −βΛ + Cnr
−2(δ+1+n
p
)||Dτ ||2Lpδ+2
||φ
4n
n−2
+ ||C0φ
− 3n−2
n−2
+
+ Cnr
−2(δ+1+n
p
)
{
||q˜||p,δ+2||F˜ ||1,p,δ+1||φ
2n+2
n−2
+ ||C0 + ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0
+ ||F˜ ||W p1,δ+1||ϑ||W
p
1,δ+1
+ ||F˜ ||W p1,δ+1||Eνˆ ||W
p
1− 1p
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0
+ ||U ||W p
1− 1p
}2
φ
− 3n−2
n−2
+ + Cnr
−2(δ+1+n
p
)||U ||2W p1,δ+1
φ
− 3n−2
n−2
+ + 2cnǫ1φ
n+2
n−2
+
+ 2cnǫ2(f)φ
−3
+ + 2cnǫ3φ
n−6
n−2
+
Also, recall that, for any f ∈ BMf it holds that
2ǫ2(f) = |df + ϑ|
2
γ ≤ r
−2(δ+1+n
2
)||df + ϑ||2W p1,δ+1
,
≤ 2r−2(δ+1+
n
2
)
(
2C2||q˜||2Lpδ+2
||φ+
2n
n−2 ||C0 + 2C
2||Eνˆ ||
2
W
p
1− 1p
+ ||ϑ||2W p1,δ+1
)
.
(66)
Thus, in general, we get that
H
1(φ+) ≤ −βΛ + Cnr
−2(δ+1+n
p
)||Dτ ||2Lp
δ+2
||φ
4n
n−2
+ ||C0φ
− 3n−2
n−2
+
+ Cnr
−2(δ+1+n
p
)
{
||q˜||p,δ+2||F˜ ||1,p,δ+1||φ
2n+2
n−2
+ ||C0 + ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0
+ ||F˜ ||W p1,δ+1||ϑ||W
p
1,δ+1
+ ||F˜ ||W p1,δ+1||Eνˆ ||W
p
1− 1p
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0
+ ||U ||W p
1− 1p
}2
φ
− 3n−2
n−2
+ + Cnr
−2(δ+1+n
p
)||U ||2W p1,δ+1
φ
− 3n−2
n−2
+ + 2cnǫ1φ
n+2
n−2
+
+ 2cnr
−2(δ+1+n
2
)
(
2C2
(
||q˜||2Lp
δ+2
||φ+
2n
n−2 ||C0 + ||Eνˆ ||
2
W p
1− 1p
)
+ ||ϑ||2W p1,δ+1
)
||q˜||2Lp
δ+2
φ−3+
+ 2cnǫ3φ
n−6
n−2
+ ,
In order to construct a far from CMC supersolution, notice that
||φ
4n
n−2
+ ||C0φ
− 3n−2
n−2
+ = β
n+2
n−2 ||(ω + ϕ+)
4n
n−2 ||C0(ω + ϕ+)
− 3n−2
n−2 .
Near infinity we have that Λ = r−2(δ+1+
n
p
). Thus, if we pick β sufficiently small,
independently of how large ||Dτ ||p,δ+2 might be, we get that
−βΛ + Cnr
−2(δ+1+n
p
)||Dτ ||2Lp
δ+2
||φ
4n
n−2
+ ||C0φ
− 3n−2
n−2
+ < 0.
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In fact, supposing ||Dτ || 6= 0, we just need to satisfy
0 < β
n+2
n−2
−1 = β
4
n−2 < inf
M
Λr2(δ+1+
n
p
)
Cn||Dτ ||2Lpδ+2
||(ω + ϕ+)
4n
n−2 ||C0
(ω + ϕ+)
3n−2
n−2
Finally, notice that, if we consider µ ∈ W p1,2δ+2+n
p
being a non-negative function, then
ǫ1 = µ
(
1 + |u˜|2γ
) 1
2 . r−2(δ+1+
n
p
)||µ||W p
1,2δ+2+np
(
1 + |u˜|2γ
) 1
2 ,
ǫ3 =
1
4
|F˜ |2γ . r
−2(δ+1+n
p
)||F˜ ||2W p1,δ+1
,
||ω1||Lp
δ+2
≤ ||µ||Lp
δ+2
||
(
1 + |u˜|2γ
) 1
2 u˜||C0.
(67)
Thus, we finally get that
H
1(φ+) ≤ −βΛ + Cnr
−2(δ+1+n
p
)||Dτ ||2Lpδ+2
||φ
4n
n−2
+ ||C0φ
− 3n−2
n−2
+
+ Cnr
−2(δ+1+n
p
)
{
||q˜||p,δ+2||F˜ ||1,p,δ+1||φ
2n+2
n−2
+ ||C0 + ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0
+ ||F˜ ||W p1,δ+1||ϑ||W
p
1,δ+1
+ ||F˜ ||W p1,δ+1||Eνˆ ||W
p
1− 1p
+ |||θ−| − 2rnτ ||W p
1− 1p
||v
2n
n−2 ||C0
+ ||U ||W p
1− 1p
}2
φ
− 3n−2
n−2
+ + Cnr
−2(δ+1+n
p
)||U ||2W p1,δ+1
φ
− 3n−2
n−2
+
+ C(1)n r
−2(δ+1+n
p
)||µ||W p
1,2δ+2+np
(
1 + |u˜|2γ
) 1
2 φ
n+2
n−2
+ + C
(3)
n r
−2(δ+1+n
p
)||F˜ ||2W p1,δ+1
φ
n−6
n−2
+
+ 2cnr
−2(δ+1+n
2
)
(
2C2
(
||q˜||2Lp
δ+2
||φ+
2n
n−2 ||C0 + ||Eνˆ ||
2
W
p
1− 1p
)
+ ||ϑ||2W p1,δ+1
)
||q˜||2Lp
δ+2
φ−3+ ,
Notice that the first line in the above estimate is negative from our choice of β, and
since Λ = r−2(δ+1+
n
p
) near infinity, then all the terms in the other lines decay at this
rate or faster. Thus, under smallness assumptions on ||q˜||Lp
δ+2
, ||F˜ ||W p1,δ+1, ||µ||W
p
1,δ+1
, ||v||C0
and ||U ||W p1,δ+1, we can guarantee that the right-hand side of the above inequality is
negative. Furthermore, since −βλ− (an|θ−|−dnτ)φ
n
n−2
+ < 0 on ∂M , under smallness
assumptions on v ∈ W p
1− 1
p
, we get that H2f,X(φ+) ≤ 0 for any f ∈ BMf and any
X ∈ BMX . All this implies that, under the present assumptions and with the choices
of balls BMf and BMX made above, φ− and φ+ form a compatible pair of strong
global supersolution for the Hamiltonian constraint.
Finally, we need to show that the solution map is invariant on the balls BMf and
BMX for all φ ∈ [φ−, φ+]C0 . That is, we need to see that if (φ, f,X) = Fa,b(φ¯, f¯ , X¯)
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with (φ¯, f¯ , X¯) ∈ [φ−, φ+]C0 × BMf × BMX , then f ∈ BMf and X ∈ BMX . From the
construction of the solution map, the elliptic estimates (55)-(57) and the definitions
of Mf and MX , we straightforwardly get that
||f ||W p2,δ ≤ Mf , ; ||X||W
p
2,δ
≤MX ,
which proves the claim.
Notice that in order to produce barriers which have (marginally) trapped surfaces
as boundary conditions, we must also show that the trace of the solution on the
boundary satisfies the bound φ|∂M ≤ v. Putting together the above Lemma with
Lemma 1 and Theorem 4, we know that we can get a solution to the boundary
value problem (20)-(26) and that the solution φ satisfies a uniform bound given by
the barrier φ+. Furthermore, notice that the construction of φ+ does not depend on
v ∈ W p
1− 1
p
(∂M). Therefore, we can construct φ+ as above, then define v
.
= φ+|∂M and
continue as above with minor changes. In this case we immediately get φ|∂M ≤ v.
The point here is that, in order for this choice be admissible, v needs to satisfy
some smallness assumption which guarantees that H2f,X(φ+) ≤ 0 in the above proof.
Notice that the choice v
.
= φ+|∂M implies that
H
2
f,X(φ+) = −βλ− (an|θ−| − dnτ)φ
n
n−2
+ + an
(
1
2
|θ−| − cnτ
)
v
2n
n−2φ
− n
n−2
+ ,
= −βλ−
1
2
an|θ−|φ
n
n−2
+ < 0,
(68)
which implies that this choice is admissible, therefore, with minor changes in the
above proof, we get the following result.
Theorem 6. Consider the same assumptions as in Lemma 2 and the strong global
barriers constructed therein. Then, under the additional assumption that |||θ−| −
2rnτ ||W p
1− 1p
is sufficiently small, the choice of data v = φ+|∂M is compatible with the
construction, and under these choices the resulting barriers φ− and φ+ provide initial
data which satisfy the (marginally) trapped conditions (25).
We will now produce strong global barriers for Lichnerowicz equation in the cases
where γ is not Yamabe positive. Again, we will follow Holst et al. [16] closely in this
construction.
Lemma 3. Let (M, γ) be a W p2,δ-AE manifold, with p > n and −
n
p
< δ < n− 2− n
p
,
suppose that bnτ
2 + cnRγ ≥ 0 on the set where Rγ < 0, also that
1
2
|θ−| − cnτ ≥ 0 on
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∂M and that an(H+ |θ−|)−dnτ ≥ 0 on the subset of ∂M where H < 0. Then, under
smallness assumptions on µ, q˜, F˜ , µ, θ, Eνˆ and ||dτ ||Lpδ+2, there is a compatible pair
of strong global barriers 0 < φ− < φ+ for the Lichnerowicz equation associated to
charged dust, such that φ± − ω± ∈ W
p
2,δ for some harmonic functions ω±, satisfying
Neumann boundary conditions, which tend to positive constants {A±j }
N
j=1 on each
end. Furthermore, the solution map associated to the shifted system is invariant on
balls BMf , BMX ⊂W
p
2,δ where the strong global barriers work.
Proof. We will first produce the strong global subsolution. In order to do this,
consider the equation
∆γu = cnRγu+ bnτ
2u
n+2
n−2 ,
−νˆ(u) = anHu+ (an|θ−| − dnτ)u
n
n−2 on ∂M.
(69)
Following Theorem 5.7 in [16], we can construct a positive solution u ∈ W p2,loc to the
above equation, which is asymptotic to some harmonic function ω− which tends to
positive constants {A−j }
N
j=1 on each end and satisfies Neumann boundary conditions.
Then, consider φ−
.
= αu with α > 0 a constant to be fixed. Now, consider
H
1
f,X(φ−) =
(
α− α
n+2
n−2
)
bnτ
2u
n+2
n−2 + 2cnǫ1φ
n+2
n−2
− + cn|K˜(X)|
2
γφ
− 3n−2
n−2
−
+ 2cnǫ2(f)φ
−3
− + 2cnǫ3φ
n−6
n−2
− ,
thus, if α < 1, we get that for any f,X ∈ W p2,δ, it holds thatH
1
f,X(φ−) ≥ 0. Similarly,
for such a choice of α < 1, we have that
H
2
f,X(φ−) = (α− α
n
n−2 )(an|θ−| − dnτ)u
n
n−2 +
(
1
2
|θ−| − cnτ
)
v
2n
n−2φ
− n
n−2
− ≥ 0,
for any f ∈ BMf and X ∈ BMX . Finally, since φ− > 0 is bounded on M , let us fix
α > 0 being sufficiently small so that φ− ≤ 1.
Now, in order to present a global supersolution we will proceed as follows. Let
r be a smooth function on M , which, in the ends, near infinity, agrees with the
euclidean radial function |x|. Then, define B = B¯r−(δ+
n
p
)r−(δ+2+
n
p
) ∈ Lpδ+2, where B¯
is a positive constant to be fixed later, and consider the equation
∆γφB = −Bφ
− 3n−2
n−2
B ,
−νˆ(φB) = −anB on ∂M.
(70)
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and notice that v− = 1 is a subsolution. Define the function u ∈ W
p
2,δ as the unique
solution to
∆γu = −B,
−νˆ(u) = −anB on ∂M.
Then, define v+
.
= β(1 + u) and notice that ∆γv+ ≤ 0, νˆ(v+)|∂M = −anβB|∂M ≤ 0
and v+ tends to β > 0 at infinity, thus, because of the maximum principles, v+ > 0.
Furthermore, since u ∈ C0 is bounded, we can pick β sufficiently large so that v+ > 1.
In particular, consider β > 1 sufficiently large such that v+ > v−. Then, we get that
∆γv+ = −βB ≤ −βBv
− 3n−2
n−2
+ ≤ −Bv
− 3n−2
n−2
+ ,
−νˆ(v+) = −βanB ≤ −anB,
showing that v+ is a supersolution of (70). Then, from Theorem 10 in Appendix I, we
know that for any harmonic function ω+ satisfying Newman boundary conditions,
and tending to constants {Aj}
N
j=1 on each end satisfying 1 ≤ Aj ≤ β, there is a
positive solution to the equation (70) which is asymptotic to ω+ and trapped between
v− and v+. Let us call such a solution by φ+ = ω+ + ϕ+ ≥ 1 ≥ φ− with ϕ+ ∈ W
p
2,δ
and show that we can build strong global barriers using φ+. Notice that
H
1
f,X(φ+) ≤ −cnRγ − bnτ
2 +
(
cn|K˜(X)|
2
γ −B
)
φ
− 3n−2
n−2
+ + 2cnǫ2(f)φ
−3
+
+ 2cnǫ1φ
n+2
n−2
+ + 2cnǫ3φ
n−6
n−2
+ .
Notice that from our hypotheses −cnRγ − bnτ
2 ≤ 0. Furthermore, we know that
there are constants C1, C2 > 0 such that
cn|K˜(X)|
2
γ ≤ C1r
−2(δ+1+n
p
)
(
||X||22,p,δ + ||U ||
2
1,p,δ+1
)
,
2cnǫ2(f) ≤ C2r
−2(δ+1+n
p
)
(
||f ||22,p,δ + ||ϑ||
2
1,p,δ+1
)
.
Thus, if we consider balls BMX and BMf in W
p
2,δ of radii MX and Mf respectively,
we get that for any X ∈ BMX and f ∈ BMf it holds that
cn|K˜(X)|
2
γ ≤ C1r
−2(δ+1+n
p
)
(
M2X + ||U ||
2
1,p,δ+1
)
,
2cnǫ2(f) ≤ C2r
−2(δ+1+n
p
)
(
M2f + ||ϑ||
2
1,p,δ+1
)
.
Let us first fix these radii by assuming that the have the same form as in (64), but
now with our present functions φ− and φ+. Then, the constant B¯ is to be chosen
satisfying
B¯ >C1
(
M2X + ||U ||
2
1,p,δ+1
)
.
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This choice would guarantee that B > cn|K˜(X)|
2
γ for any X ∈ BMX and f ∈ BMf
with B ∈ Lpδ+2. Thus, let us write the above condition explicitly:
B¯ >C1
{
κ2
{
||Dτ ||Lp
δ+2
||φ
2n
n−2
+ ||C0 + ||ω1||Lpδ+2||φ
2n+1
n−2
+ ||C0 + C||q˜||Lpδ+2||F˜ ||W
p
1,δ+1
||φ
2n
n−2
+ ||C0
+ C||Eνˆ ||W p
1− 1p
||F˜ ||W p1,δ+1 + ||F˜ ||W
p
1,δ+1
||ϑ||W p1,δ+1 + |||θ−| − 2rnτ ||W
p
1− 1p
||v
2n
n−2 ||C0
+ ||U ||W p
1− 1p
}2
+ ||U ||21,p,δ+1
}
.
(71)
Notice that since φ+ depends on B, we cannot choose B¯ without affecting the right
hand side of the above expression. Nevertheless, we can make the choice of B¯ satis-
fying
B¯ >C1
{
κ2
{
C||Eνˆ ||W p
1− 1p
||F˜ ||W p1,δ+1 + ||F˜ ||W
p
1,δ+1
||ϑ||W p1,δ+1 + |||θ−| − 2rnτ ||W
p
1− 1p
||v
2n
n−2 ||C0
+ ||U ||W p
1− 1p
}2
+ ||U ||21,p,δ+1
}
.
= B¯1,
(72)
which only depends on known data and then, using this choice, if ||Dτ ||Lpδ+2, ||ω1||L
p
δ+2
and ||q˜||Lp
δ+2
are small enough, we can guarantee that (71) holds. Notice that the
smallness condition on ω1 is actually translated into a smallness condition on µ.
Taking into account these considerations, we get that for any X ∈ BMX and f ∈ BMf
the following holds.
H
1
f,X(φ+) ≤ −cnRγ − bnτ
2 + r−2(δ+1+
n
p
)
(
C1
(
M2X + ||U ||
2
1,p,δ+1
)
− B¯1
)
φ
− 3n−2
n−2
+
+ C1r
−2(δ+1+n
p
)
(
M2f + ||ϑ||
2
1,p,δ+1
)
φ−3+
+ C(2)n r
−2(δ+1+n
p
)||µ||W p
1,2δ+2+np
(
1 + |u˜|2γ
) 1
2 φ
n+2
n−2
+ + C
(3)
n r
−2(δ+1+n
p
)||F˜ ||2W p1,δ+1
φ
n−6
n−2
+ .
The first line in the above relation is strictly negative from our choice of B¯, thus,
under smallness assumptions on µ, q˜, F˜ , Eνˆ and ϑ, we get that H
1
f,X(φ+) ≤ 0 for any
f ∈ BMf and X ∈ BMX . Similarly, notice that
H
2
f,X(φ+) = −anB − anHφ+ − (an|θ−| − dnτ)φ
n
n−2
+ + an
(
1
2
|θ−| − cnτ
)
v
2n
n−2φ
− n
n−2
+ ,
≤ −anB − (an(H + |θ−|)− dnτ) + an
(
1
2
|θ−| − cnτ
)
v
2n
n−2φ
− n
n−2
+ .
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From our hypotheses −(an(H + |θ−|)− dnτ) ≤ 0 on ∂M . Thus, if B¯ satisfies
B¯ > sup
∂M
((
1
2
|θ−| − cnτ
)
v
2n
n−2φ
− n
n−2
+ r
2(δ+1+n
p
)
)
.
= B¯2,
we get that H2f,X(φ+) ≤ 0 for any f ∈ BMf and any X ∈ BMX . Therefore, choosing
B¯
.
= max{B¯1, B¯2}, we can guarantee that φ+ is a strong global supersolution.
Finally, notice that, similarly to what we did in Lemma 2, the elliptic estimates
associated to the momentum and electromagnetic constraints, guarantee that the
solution map
[φ−, φ+]C0 ×BMf × BMX 7→ W
p
2,loc × BMf × BMX ,
(φ¯, f¯ , X¯)
Fa,b
−−→ (φ, f,X),
is invariant on BMf ×BMX for any φ¯ ∈ [φ−, φ+]C0 .
Now, following the lines of the discussion preceding Theorem 6, we now know
that putting together Theorem 4, Lemma 1 and the above lemma, we can guarantee
existence of solutions to the conformal system (40)-(26). Thus, since the strong
global barrier φ+ found in the above theorem works as an a priori bound for the
solution, then choosing v = φ+|∂M , we get that the (marginally) trapped surface
condition (25) are satisfied. Therefore, we can establish the following result.
Theorem 7. Consider the same assumptions as in Lemma 3 and the strong global
barriers constructed therein. Then, under the additional assumption that |||θ−| −
2rnτ ||W p
1− 1p
is sufficiently small, the choice of data v = φ+|∂M is compatible with the
construction, and under these choices the resulting barriers φ− and φ+ provide initial
data which satisfy the (marginally) trapped conditions (25).
Proof. The only minor modification with respect to the above proof, is that when
choosing B¯ in the relations (71)-(72), now v = φ+|∂M also depends on B¯, therefore,
we must consider
B¯ >C1
{
κ
{
C||Eνˆ||W p
1− 1p
||F˜ ||W p1,δ+1 + ||F˜ ||W
p
1,δ+1
||ϑ||W p1,δ+1 + ||U ||W
p
1− 1p
}
+ ||U ||1,p,δ+1
}
.
= B¯1,
(73)
and demand that |||θ−|−2rnτ ||W p
1− 1p
is small enough so that we can keep H1f,X(φ+) ≤
0 for all f ∈ BMf and X ∈ BMX . The rest of the proof runs in the same way as
before.
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3.3 Coupled system
Using the results of the previous section, we can establish the following theorems.
Theorem 8. Let (M, γ) be aW p2,δ-Yamabe positive AE manifold with compact bound-
ary ∂M , with p > n and δ > −n
p
. Also, consider τ ∈ W p1,δ+1(M), U ∈ W
p
1,δ+1(M,T
0
2M),
F˜ ∈ W p1,δ+1(M,Λ
2TM), µ ∈ W p1,2δ+2+n
p
(M), q˜ ∈ Lpδ+2(M), ϑ ∈ W
p
1,δ+1(M,T
∗M), θ− ∈
W p
1− 1
p
(∂M) and Eνˆ ∈ W
p
1− 1
p
(∂M). If 1
2
|θ−|−cnτ ≥ 0 and θ− < 0 on ∂M and U, F˜ , µ, q˜
and |||θ−|−2rnτ ||W p
1− 1p
are sufficiently small, then, there is aW p2,δ-solution to the con-
formal problem (40)-(26) satisfying the marginally trapped boundary conditions (25).
Proof. Let us begin by fixing a harmonic function ω tending to positive constants
{Aj}
N
j=1 on each end {Ej}
N
j=1 respectively. Then, from Theorem 6, we know that
under our smallness assumptions we can produce a compatible pair of strong global
barriers φ± asymptotic to αω and βω for sufficiently small constants α and β. Fur-
thermore, we know that the solution map Fa,b associated to the shifted system (43) is
invariant on the balls BMf and BMX in W
p
2,δ. Then, the result follows from Theorem
4.
The proof of the following theorem runs in complete analogy to the above proof,
but using the barriers constructed in Theorem 7. In this case we get existence for
AE-manifold outside the Yamabe positive case, but we get a constraint involving the
possible choices of γ and τ : We can accommodate arbitrary chosen W p2,δ-AE metrics
at the expense of creating regions of large mean curvature.
Theorem 9. Let (M, γ) be a W p2,δ-AE manifold with compact boundary ∂M , with
p > n and δ > −n
p
. Also, consider τ ∈ W p1,δ+1(M), U ∈ W
p
1,δ+1(M,T
0
2M), F˜ ∈
W p1,δ+1(M,Λ
2TM), µ ∈ W p1,2δ+2+n
p
(M), q˜ ∈ Lpδ+2(M), ϑ ∈ W
p
1,δ+1(M,T
∗M), θ− ∈
W p
1− 1
p
(∂M) and Eνˆ ∈ W
p
1− 1
p
(∂M). If µ, q˜, F˜ , Eνˆ , ϑ and |||θ−| − 2cnτ ||W p
1− 1p
are suf-
ficiently small; cnRγ + bnτ
2 ≥ 0 on the subset where Rγ < 0;
1
2
|θ−| − cnτ ≥ 0 on
∂M and an(H + |θ−|)− dnτ ≥ 0 on the subset of ∂M where H < 0, then, there is a
W p2,δ-solution to the conformal problem (40)-(26) satisfying the (marginally) trapped
surface condition (25).
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Appendix I - Tools related with the Lichnerowicz
equation
Though this section we intend to list some important PDE results that we use in
core of the paper. Let us beging with the following version of the weak maximum
principle, extracted from [16], which is a key instrument in proving some general
existence results.
Lemma 4 (Weak maximum principle). Consider a manifold euclidean at infinity M
and let ψ be a W p2,loc-solution to the boundary problem:
∆γψ − aψ ≤ 0, on M,
−∂νψ − bψ ≤ 0, on ∂M,
(74)
where ∂M is compact, γ ∈ W p2,δ, p >
n
2
, δ > −n
2
, a ∈ Lpδ+2, a ≥ 0 a.e, ∂ν stands for
the normal derivative on ∂M and b ∈ W p
1− 1
p
satisfies b ≥ 0. Furthermore, suppose
that ψ tends to constants Aj > 0 on each end Ej, then ψ ≥ 0 on M .
As noted in [11], quite general existence results for solutions to semilinear equa-
tions whose linear part obeys the (weak) maximum principle as stated above can be
derived by applying the above version of the weak maximum principle. Nevertheless,
in the investigation of the Lichnerowicz equation we will need the following version
of the strong maximum principle, which is extracted from [11] omitting the proof,
which basically relies in the weak Harnack inequality extracted from Theorem 5.2 in
[37].
Lemma 5. Suppose that (M, g) is a W p2,ρ-AE manifold with p >
n
2
and ρ > −n
p
and let a ∈ Lpρ+2 and b ∈ W
p
1− 1
p
(∂M) satisfy a, b ≥ 0. Suppose that u ∈ W p2,loc is
non-negative and satisfies
∆gu− au ≤ 0,
−∂νψ − bψ ≤ 0, on ∂M,
(75)
then, if u(x) = 0 for some x ∈M , it follows that u ≡ 0.
Notice that when investigating solutions for the conformal problem associated
to the constraint equations, we are led to analyse existence of solutions for the
Lichnerowicz equation which have some asymptotic behaviour. In order to analyse
this behaviour at infinity, we make use of the following result, established in [15]-[16].
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Lemma 6. Let (M, g) be a W p2,ρ asymptotically euclidean manifold, with ρ > −
n
p
with ends {Ej}
N
j=1 and let {Aj}
N
j=1 be bounded functions on M with ∆Aj ∈ L
p
δ+2 for
some δ > −n
p
. Then, there is a unique solution to the equation
∆gω = 0,
ν(ω) = 0 on ∂M,
(76)
on M such that ω tends to Aj in Ej as we go to infinity.
8 Furthermore,
min
1≤j≤N
inf
M
Aj ≤ ω ≤ max
1≤j≤N
sup
M
Aj. (77)
Proof. Let ω1 =
∑N
j=1 χjAj , where χj is a cutoff function equal to 1 on Ej and
supported in a neighbourhood of Ej . Thus, since ∆gAj ∈ L
p
δ+2 for all j = 1, · · · , N ,
we get that ∆gω1 ∈ L
p
δ+2 and also ν(ω1) ∈ W
p
1− 1
p
(∂M), which, from the above
theorem, implies that there is a unique ω2 ∈ W
p
2,δ satisfying the PDE ∆gω2 = ∆gω1
with boundary condition ν(ω2) = ν(ω1), implying that ω
.
= ω2 − ω1 is harmonic,
satisfies ν(ω) = 0 along ∂M and tends asymptotically to Aj on each Ej as we move
towards infinity.
In order to stablish (77), consider ǫ < min1≤j≤N infM Aj and consider v
.
= (ω−ǫ)−.
Then, by definition of ǫ, since ω is asymptotic to Aj on each Ej , there must be a
compact set K such that v|M\K ≡ 0. That is, v must have compact support. Thus,
we have the following
||∇v||2L2 =
∫
M
〈∇ω,∇v〉gµg = −
∫
M
v∆gωµg = 0,
which implies that v ≡ 0. Therefore ω ≥ ǫ ∀ such ǫ < min1≤j≤N infM Aj , implying
that ω ≥ min1≤j≤N infM Aj . Similarly, if we consider ǫ > max1≤j≤N supM Aj and
we define v
.
= (ǫ − ω)−, then, again, this implies that v must have compact sup-
port. Then, the same kind of integration by parts argument as above implies that
v ≡ 0, and hence implies that for any such ǫ it holds that ǫ > ω, implying that
max1≤j≤N supM Aj ≥ ω.
8This means that, given ǫ > 0, there exists a compact set K ⊂M such that
sup
Ej∩(M\K)
|ω −Aj | < ǫ.
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Finally, consider the existence of positive solutions to a Lichnerowicz-type semi-
linear equations of the form
∆γψ = f1(·, ψ) =
∑
I
aIψ
I ,
−ν(ψ) = f2(·, ψ) =
∑
J
bJψ
Jon ∂M,
(78)
where the summation is carried out along exponents I ∈ R, we consider aI ∈ L
p
δ+2
and bJ ∈ W
p
1− 1
p
, with δ > −n
2
, for all I and J . Thus we have the following [16].
Theorem 10. Consider equation (78) with γ ∈ Mp2,δ, p >
n
2
and δ > −n
2
. Suppose
that this equation admits a pair of sub and supersolutions φ− ≤ φ+ such that
l ≤ φ− ≤ φ+ ≤ m,
where l ≤ m are some non-negative real numbers and also φ− − c− ∈ W
p
2,δ and
φ+ − c+ ∈ W
p
2,δ for some numbers c− ≤ c+. Furthermore, let ω be as in Lemma
6, where each Aj satisfies c− ≤ Aj ≤ c+. Then, equation (78) admits a solution φ
satisfying φ− ω ∈ W p2,δ and φ− ≤ φ ≤ φ+.
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