Abstract. In [35, 36] , we presented an h-adaptive Runge-Kutta discontinuous Galerkin method using troubled-cell indicators for solving hyperbolic conservation laws. A tree data structure (binary tree in one dimension and quadtree in two dimensions) is used to aid storage and neighbor finding. Mesh adaptation is achieved by refining the troubled cells and coarsening the untroubled "children". Extensive numerical tests indicate that the proposed h-adaptive method is capable of saving the computational cost and enhancing the resolution near the discontinuities. In this paper, we apply this h-adaptive method to solve Hamilton-Jacobi equations, with an objective of enhancing the resolution near the discontinuities of the solution derivatives. One-and two-dimensional numerical examples are shown to illustrate the capability of the method.
Introduction
In this paper, we present an h-adaptive Runge-Kutta discontinuous Galerkin (RKDG) method for solving Hamilton-Jacobi (H-J) equations
where x = (x 1 , · · · , x d ) ∈ R d , t > 0. H-J equations are of practical importance with applications ranging from optimal control and differential games to geometric optics and image processing. Viscosity solutions of H-J equations are studied [11, 12] to single out a unique, paper [10] .
In [35, 36] , we presented an h-adaptive RKDG method using troubled-cell indicators for solving hyperbolic conservation laws. A tree data structure (binary tree in one dimension and quadtree in two dimensions) is used to aid storage and neighbor finding. A troubled cell is a cell that is believed to contain a discontinuity and need the limiting procedure. Troubled-cell indicators are used to identify the troubled cells and mesh adaptation is achieved by refining the troubled cells and coarsening the untroubled "children". Extensive numerical tests indicate that the proposed h-adaptive method is capable of saving the computational cost and enhancing the resolution near the discontinuities. In this paper, we apply this h-adaptive method to solve H-J equation (1.1), based on the RKDG method for H-J equations introduced by Hu and Shu in [14] , with an objective of enhancing the resolution near the discontinuities of the solution derivatives.
The outline of the remainder of the paper is as follows. Firstly in Section 2, we briefly review the RKDG method for H-J equations in [14] . Then in Section 3, we show the h-adaptive RKDG method for H-J equations and the implementation details. After that in Section 4, we present a series of numerical results to validate our adaptive method. Finally, we give our concluding remarks in Section 5.
Review of RKDG method for H-J equations
Our h-adaptive RKDG method for H-J equations proposed in this paper is based on the RKDG method for H-J equations introduced by Hu and Shu [14] , which is briefly reviewed in this section.
Space discretization in one dimension
For one-dimensional case, H-J equation (1.1) becomes φ t + H(φ x ) = 0, φ(x, 0) = φ 0 (x), (2.1) which is equivalent to the conservation law
if we identify u = φ x . The key idea of designing RKDG scheme for H-J equation (2.1) is to solve the conservation law (2.2) by the RKDG method in [8] . Divide the computational domain 
is a consistent and monotone (nondecreasing in the first argument and nonincreasing in the second argument) flux and u
, t) are the left and right limits of the discontinuous solution u at the cell interface x i+1/2 . In this paper we use the simple LaxFriedrichs fluxĤ
where α = max |H ′ (u)| with the maximum taken over the whole region in which u − , u + varies. The second term in (2.3) can be computed either exactly or by a numerical quadrature of sufficiently high order of accuracy. The scheme described above is only for the derivative u = φ x . The missing constant can be obtained as follows: first determine the constant for cell I 1 by requiring that
to determine the constant on cell I i .
Space discretization in two dimensions
In two space dimensions, H-J equation (1.1) has the form 5) which is in some sense equivalent to the following conservation law system
This conservation law system is solved by the RKDG method in [9] . Given a triangulation h of the domain Ω with the approximation space V k h = {p : p| K ∈ P k (K), ∀K ∈ h }, where P k (K) is the space of polynomials of degree at most k on cell K, firstly find u ∈ V k−1 h
and all K ∈ h . Here (n 1 , n 2 ) is the unit outward normal to the edge e of cell K and
is again a consistent and monotone flux in which the superscript "−" implies that the value is taken from within the element K, and the superscript "+" implies that the value is taken from outside the element K and within the neighboring element K ′ sharing the edge e with K. We again use the simple Lax-Friedrichs flux by least squares
For the missing constant, similar to the one-dimensional case, we first update the constant on one or a few cells, using
Time discretization
Up to now, we have taken the method of lines approach and have left the time variable t continuous. For time discretization we use the TVD (total variation diminishing) high order Runge-Kutta methods introduced in [30] . For example, the third order version for solving the method of lines ODE
is given by (2) ).
Algorithm and implementation details
The RKDG method for H-J equations described in the previous section can be divided into two parts. The first part is to solve the conservation law(s) (2.2) and (2.6), which are related to the H-J equations (2.1) and (2.5) respectively, by the standard RKDG method. The second part is to recover the constant. To design h-adaptive algorithms for H-J equations, one can simply apply h-adaptive algorithms for conservation laws to the first part. In [35, 36] , we developed an h-adaptive RKDG method for solving one-and two-dimensional hyperbolic conservation laws using troubled-cell indicators. Extensive numerical tests showed the effectiveness of this method. In this paper, our h-adaptive RKDG method for H-J equations is developed by applying this method to the first part of the RKDG method for H-J equations. This section gives the algorithm and its implementation details.
Data structure
As in [35, 36] , a cell-based tree data structure (binary tree in one dimension and quadtree in two dimensions) is used to store the mesh so that mesh refinement and coarsening are trivial to accomplish.
We consider each of the initial cells as the root of a different tree. 
Algorithm
The following flowchart illustrates the h-adaptive RKDG method in [35, 36] for conservation laws
with which one can easily have the h-adaptive RKDG algorithm for H-J equations.
Attention has not been paid to the issue of time discretization efficiency in this paper, so global time steps are used in Runge-Kutta method, which are proportional to the smallest cell size at each time level. Study of local time-stepping scheme for the method is the subject of future work.
For two-dimensional problems we adopt rectangular meshes, as is indicated in the algorithm. So h is restricted to rectangular mesh with hanging nodes permitted, and the problem domain Ω is restricted to a domain that can be partitioned into uniform rectangles.
Basis functions
In order to simplify the implementation and calculation, we adopt the orthogonal basis of Legendre polynomials 
can be expressed as
For the two-dimensional case, we form the following orthogonal basis
which are tensor products of Legendre polynomials. Then the local orthogonal basis over cell K is given by
is the center of rectangle K, and ∆x K and ∆ y K are lengths of K's sides in the direction of x and y respectively. Now the numerical solution u h can be expressed as
where u
L 2 projection
Let us now deduce the formulae of L 2 projection. To save space, only the formulae for two-dimensional case are shown. It is similar and easier to deduce the formulae for one-dimensional case.
Suppose we have already known u h on mesh h (t n ), and we need to determine the degrees of freedom u
2) and change the integral variables to get
where
are constants. For u h is a piecewise polynomial, the integral in (3.3) can be computed exactly. Now we are ready to give the formulae of L 2 projection. When four cells Fig. 1 ), the new degrees of freedom computed by (3.3) are as follows when k−1 = 2 (for simplicity we drop the time variable).
).
For k − 1 = 1, only the first three formulae are needed. When a cell K is divided into four subcells K
(see the right sketch in Fig. 1 ), the new degrees of freedom for k − 1 = 2 can be computed by setting
Limiter and troubled-cell indicator
For some test problems of H-J equations, DG method needs a nonlinear limiter to generate the correct entropy solution [14] . Usually a limiter is composed of two parts: the first part is a troubled-cell indicator which is to detect the discontinuous regions and the second part is the solution reconstruction which is to control the oscillations. For the first part we use the so called KXRCF troubled-cell indicator which was based on a shockdetection technique introduced by Krivodonova et al. [17] , and was numerically proved to be efficient and reliable in [35, 36] . It works in the following way.
Partition the boundary of a cell K into two portions ∂ K − and ∂ K + , where the flow is into ( v · n < 0, n is the normal vector to ∂ K) and out of ( v · n > 0) cell K, respectively. Cell K is identified as a troubled cell, if
where h K is the radius of the circumscribed circle in cell K, K n is the neighbor of K on the side of ∂ K − and the norm · is based on the maximum norm taken at the integration quadrature points in two dimensions and based on a cell average in one dimension. Note that KXRCF troubled-cell indicator has two functions in the algorithm. One is to identify the troubled cells for mesh adaptation, the other is to determine the cells to be limited for the limiter.
For the second part of the limiter, we do not use the WENO type solution reconstruction method given in [35] for the one-dimensional case. We switch to use a simple WENO reconstruction method recently developed in [34] , which is of higher order and is also easy to implement. For the two-dimensional case, if a cell K needs solution reconstruction, we build a local uniform mesh which consists of (2k − 1) × (2k − 1) cells with K in the center. See an example in Fig. 2 . We use these imaginary cells instead of the real cells to reconstruct the solution in K. Since the imaginary local mesh is uniformly rectangular, the WENO solution reconstruction introduced by Qiu and Shu in [27] can be applied directly. The only problem left is to compute the cell averages in the imaginary local mesh. This can be done easily for we have already got the L 2 projection formula (3.3).
For more implementation details we refer to [35, 36] .
Numerical results
In this section we provide a series of numerical examples to illustrate the good behavior of our h-adaptive RKDG method for H-J equations. In all examples, we only plot the results obtained with a particular choice of initial mesh and with LEV = 3 to save space. We have verified with the aid of successive refinements of initial mesh, that in all cases, the approximations are numerically convergent.
Example 4.1. In this first example we consider the one-dimensional Burgers
with periodic boundary conditions. Numerical solutions of φ at t = 10/π 2 and the mesh changing figures which show when and where cell dividing and merging occur are presented in Fig. 3 . Here and below, in a mesh changing figure each " " represents a "dividing" and each "+" represents a "merging". Note that only the information at part of the time levels is shown so that the figure size won't be too large. In a solution figure the solid line is the exact solution and the squares are numerical solutions obtained by our h-adaptive RKDG method. For comparison, in the solution figure we also show the numerical solution (pluses in the figure) obtained by Hu and Shu's RKDG method with a uniform mesh which uses more cells than the average cell number of the adaptive case. In the adaptive computation, we denote the initial cell number by N 0 and denote the average cell number byN = ( T OT q=0 N q )/T OT where N q is the cell number at the q-th time level and T OT is the total number of time levels. These mesh data can be found at the end of this section in Table 1 .
We can see from these figures that almost all the mesh refinement and coarsening are near the discontinuity of the derivative (the corner in the solution). As we expect, a cell is refined when a discontinuity comes close and is coarsened after the discontinuity leaves. In the final mesh the corner region is refined while the other regions use coarse mesh. As a result the adaptive algorithm produces much sharper corners than the algorithm using uniform mesh.
Example 4.2.
We solve the one-dimensional linear equation
with periodic boundary conditions. Here
In Fig. 4 we show the computed solution at t = 2 and the mesh changing figure. We can see that finest meshes are used around all the discontinuities of φ x . Our adaptive 
For this test case, the nonlinear limiter described in Section 3 is used in order to obtain the correct viscosity solution. We give the numerical results at t = 1 in Fig. 6 , including the zoomed-in plots around the interesting features of the solution. It is found that the mesh refinement and coarsening are moving with the discontinuities of φ x . The improvement of the adaptive solutions is clearly demonstrated by comparing the adaptive-mesh solutions and the uniform-mesh solutions. with periodic boundary conditions. In Fig. 7 we plot the computed solution φ and the adaptive mesh at t = 1.5/π 2 . It is clearly seen that only the cells around the discontinuities of φ x are refined. To illustrate the improvement of the adaptive solutions, in Fig. 8 we show the adaptive-mesh and uniformmesh (also using more cells than the average cell number of the adaptive case) solutions along with the exact solution on the cut-line y = x. The corresponding zoomed-in plots around the left peak are also shown. We can see that the resolution at the peaks is higher for the adaptive solutions compared to the solutions obtained with uniform mesh.
Example 4.5. We solve the two-dimensional Riemann problem with a non-convex flux
For this test case, we also need the nonlinear limiter described in Section 3 to get the viscosity solution. We give the numerical results at t = 1 in Fig. 9 . It is seen that satisfactory effects of the mesh adaptation are obtained. To gain a better understanding of the effectiveness of the h-adaptive RKDG method in this paper, for all the cases above we show the corresponding mesh data in Table  1 In the table we can see that all the values of PR are far less than 100, which means our adaptive algorithm needs much less cells than the one adopting fixed mesh provide that they produce comparable solutions at the discontinuities of the derivatives. As a result, our adaptive algorithm has the advantage of saving the storage space and improving the solution quality.
Concluding remarks
In this paper, an h-adaptive RKDG method for solving Hamilton-Jacobi equations is presented. A tree data structure (binary tree in one dimension and quadtree in two dimensions) is adopted to aid storage and neighbor finding. Troubled-cell indicator is used to identify the troubled cells and mesh adaptation is achieved by refining the troubled cells and coarsening the untroubled children. Numerical results of one-and two-dimensional test problems show the capability of our adaptive method in improving the resolution at the discontinuities of the solution derivatives.
