In this paper, we identified a special second order cone as a type-k second order cone and developed a primal dual interior point algorithm for second-order type-2 cone optimization (SOCO) problems based on a family of kernel functions. We derived the following iteration bound for type-2 SOCO:
Introduction
Second-order cone optimization (SOCO) problems are convex optimization problems because their objective is a linear function and their feasible set is the intersection of an affine space with the Cartesian product of a finite number of second order (also called Lorentz or ice-cream) cones. The second-order cone in R n is given by Λ n := (x 1 , x 2 , ..., x n ) ∈ R n : x
; where n is a natural number. A SOCO problem is a problem of the following form, min c T x|Ax = b, x ∈ Λ ; where Λ ∈ R n is the Cartesian product of several second-order cones, i.e.,
A wide range of recent papers investigated to develop the primal dual interior point algorithms for SOCO based on kernel functions [1] , [2] , [3] , [4] , [5] . It is known that SOCO problems are special cases of semi-definite optimization (SDO) problems, and hence can be solved by using algorithms designed for SDO problems. For its wide range of applications, there are considerable amount of work done for developing efficient IPM algorithms (see, [6] , [7] , [8] , [9] , [10] , [11] ). Important theoretical benchmark has been set by Nesterov and Todd [12] , [13] who showed that the primal-dual algorithm maintains its theoretical efficiency when the non-negativity constraints in linear optimization(LO) are replaced by a convex cone, as long as the cone is homogeneous and self-dual. Recently, Peng et al. [2] designed primal-dual interior-point algorithms for LO, SDO and SOCO based on so-called self regular (SR) proximity functions. They improved the iteration bound for SOCO with large-update methods and achieved the currently best bound for such methods. Their work was extended to other proximity functions based on univariate so-called kernel functions. This was done for a wide class of kernel functions in [1] for LO and for one specific kernel in [14] for SDO. In their recent paper [15] , they presented a primal-dual IPM for SOCO problems based on kernel functions. We call a univariate ψ : (0, ∞) → [0, ∞) a kernel function if it satisfies the following restrictions:
Note that ψ(t) is strictly convex and minimal at t = 1, with ψ(1) = 0. Several researchers extended the idea of Nesterov Tod method to other problems as symmetric cone optimization, symmetric optimization [4] , [16] , [17] . We borrow several tools for the analysis of the resulting IPM for SOCO from [15] , [1] , [2] . As discussed in [15] most of the iteration bounds depends on the choice of kernel functions ψ(t), especially on the inverse and derivatives of ψ(t).
We consider the following problem with strict second order cone. Our aim is to investigate the dependence of the iteration bound on the underlying kernel function. In our work, we define second order type-2 cone in R n as
where n is some natural number. Consequently in this paper we will consider a type-2 SOCO problem of the form : min c T x : Ax = b, x ∈ Υ ; where Υ ∈ R n is the Cartesian product of several second-order cones, i.e.,
with Υ j = ∆ nj for each j and n = N j=1 n j . There are some intriging application of SOCO as discussed in Lobo et al [18] . For a detail discussion of applications of second order cone programming and their variants to Operations Research problems interested readers can look up to the paper by Kuo et al [19] .
Remark. Throughout the paper we will assume that the matrix A has full rank. The outline of the paper is as follows. In section 1, we have introduced a type-2 SOCO problem and their differences with regular SOCO problem. In Section 2, we will discuss some properties of the type-2 second-order cone and introduced an associated Euclidean Jordan algebra for type-2 SOCO. After that we will go through some available concepts for IPMs for solving the regular SOCO problem, such as central path and NT-search direction, and extend these concepts to type-2 SOCO. We will give a generic IPM algorithm for solving the type-2 SOCO with a specific choice of kernel functions.
In Section 3, we will discuss the eligibility of kernel function and their properties. We will define the related vector-valued barrier function and the corresponding real-valued barrier function using the eigen-vectors from the new eigen-decomposition. In the later part, we will derive some crucial inequality related to the decreasing property of the barrier function value during an inner iteration of the algorithm.
The analysis of the algorithm reduced to a variant of analysis done in [15] , [1] for IPMS for LO. Using some results from [15] , [1] and deriving new theorems, we complete the analysis of the IPM for type-2 SOCO and obtain a generic iteration bound that is completely expressed in terms of the kernel function and two parameters of the algorithm. Finally, we will conclude this section by applying the iteration bound to a wide variety of kernel functions.
Preliminaries

Algebraic properties of type 2 second order cones
In this subsection we will discuss some algebraic properties of type-2 second order cone Υ n as defined in (6) and its associated Euclidean Jordan algebra. The idea of Jordan algebra in second order cone programming originated from [20] . For some detailed discussion about these connections interested readers can look up to some recent papers [21] , [22] . In our setup, we define a different Jordan product. For any two vectors x, s ∈ R n we define the operator ⋄ as
This operator is commutative and moreover, (R n , ⋄) is a Jordan algebra. Also notice that the map s → x ⋄ s is linear. The matrix of this linear map, with respect to the standard basis, is denoted by the following matrix R(x) :
; where x 3:n = (x 3 ; x 4 ; ...; x n ). We can easily prove the following five properties:
• x ∈ ∆ n if and only if R(x) is positive semi-definite
• x ∈ ∆ n if and only if x = y ⋄ y for some y ∈ R n • e ⋄ x = x for all x ∈ R n , where e = (1; 0; ...; 0)
The eigenvalues of matrix R(x) can be written as follows:
The corresponding eigenvectors are given by
We can easily show these two observations: (x ∈ ∆ n ⇔ λ 1 (x) ≥ 0 and x ∈ ∆ n + ⇔ λ 1 (x) > 0). By convention we will refer to this vectors as 3rd order eigenvectors of x. For all x ∈ R n we can write
This can be viewed as the so called spectral decomposition of x. Notice that the decomposition as refereed to [15] can be stated as the 2nd order decomposition as it involved only 2 vectors. By the definition of norm x = 0 iff x = 0. Also the vectors v 2 , v 4 belong to ∆ n . Let us define the trace and the determinants of order 3 of x ∈ R n by
From the definition, trace function implies that, for any
2.2 Some technical lemmas:
Proof. By the definition we have
which implies the lemma.
Proof. The proof is a consequence of the previous lemma.
Proof. Since R(x) is symmetric and x ⋄ s = R(x)s = R(s)x, we have
; which proves the Lemma. 
Barrier functions induced by the kernel functions:
The spectral decomposition of x shown in (12) helps us to extend the definition of any function ψ : R ++ → R + to a function that maps ∆ n + into ∆ n . Definition: Let ψ : R ++ → R + and x ∈ ∆ n we have,
; where v 1 , v 2 , v 3 are defined earlier. ψ(x) is a well defined vector valued function. Similarly, depending on the type of argument x, ψ(x) is defined that way.
Proof. Using the same idea as the proof of lemma 5 and the Cauchy Schwartz inequality back and forth we can easily prove the lemma.
Proof. Since x ∈ ∆ n + , all of the eigenvalues are positive. Hence by definition ψ(λ 1 (x)), ψ(λ 2 (x)), ψ(λ 4 (x)) are well defined and non-negative. And since
this proves the lemma.
If ψ(t) is twice differentiable then the derivatives ψ ′ (t) and ψ ′′ (t) exit for t > 0 and similarly we can also impose vector valued functions ψ ′ (x) and ψ ′′ (x),
Now we will exploit two cases. When x 3:n = 0, we can calculate the following:
; note that (20) also holds when x 3:n = 0. Similarly, when x 3:n = 0, we have
Barrier function: Now, we associate a real valued barrier function Φ(x) on ∆ n for any kernel function ψ(t), for all x ∈ ∆ n + as following:
Some similar properties of barrier function as kernel function:
• Since for kernel function ψ(t) ≥ 0 for all t > o and
• Moreover, ψ(t) = 0 iff t = 1. Also, the following relation holds:
In a similar fashion we can prove that ψ ′ (x) = 0 if and only if
Now by definition, kernel function is strictly convex and minimal at t = 1, this holds if and only if λ 1 (x) = λ 2 (x) = λ 4 (x) = 1, (i.e., if and only if x = e). From the all information given above we can conclude
Proof. We need to show that for all x, s ∈ Υ n + , x = s, this holds
Now, for all x, s ∈ Υ n + we have
Now since ψ(t) is strictly convex for t > 0, we have
Which proves that Φ(x) is strictly convex for x ∈ Υ n + .
Now let us define the entry-wise concepts of continuity and differentiability for the Jordan algebra defined above. Let
These two identities can be easily proved using the general idea ( [2] ) for different Jordan product, but it is interesting to see that similar proof holds for the Jordan product defined in this work.
Cone re-scaling
As similar to the original second order cone programming we rescale the space where the considered cone resides. For any x 0 , s 0 ∈ Υ + we can find an automorphism W (x 0 , s 0 ) of the cone Υ such that W (x 0 , s 0 )x 0 = W −1 (x 0 , s 0 )s 0 holds. At the end, we prove the existence and uniqueness of such an automorphism in the next section. In the following we denote W (x 0 , s 0 ) as W . By the definition W is a symmetric positive definite matrix. For any x, s ∈ R n we definē
This is the so called Nesterov-Todd (NT) scaling of R n [12] , [13] . Now, prior to our analysis, leu us discuss some properties of the variant NT scaling scheme.
Proof. The proof of the first part is straightforward
For the second part we define the matrix
Which implies det(x) = x T Qx. Now by using W QW = λQ we have
Similarly we can prove det(s) = λ −1 det(s). And finally, since W is a automorphism of ∆ n , we can deduce x ∈ ∆ n if and only ifx ∈ ∆ n . By part 2, we have det(x) > 0 if and only if det(x) > 0, also x ∈ ∆ n + if and only if x ∈ ∆ n + . Therefore the proof is complete.
Central path for type-2 SOCO
For simpler presentation we will assume N = 1 (Main problem). Therefore Υ = ∆ n , or other words Υ is itself a type-2 second order cone. First, let us assume that that the Primal and Dual problem satisfy the interior-point condition (IPC), i.e. there exists (x 0 , y 0 , s 0 ) such that
By using self-dual embedding technique developed in [23] we can assume that x 0 = s 0 = e. Now assuming IPC holds, we can write the optimality condition for the Primal-Dual problem (Main problem) as
The concept of primal-dual IPMs is to replace the third equation in (27) by the equation R(x)s = µe with µ > 0. Thus the previous system becomes
For each µ > 0, the system (28) has a unique solution namely [
We call x(µ) as the µ center of the primal problem and (y(µ), s(µ)) the µ center of the dual problem. For the both µ center we have,
The set of µ centers makes a homotopy path, which is called the central path.
If µ → 0 then the limit of the central path exists and since the limit satisfy the complementary condition R(x)s = 0, it gives an optimal solution for both the primal and dual problem (see [15] ).
Proposed search direction
As µ goes to zero the central path gives an approximate solutions of the primal and dual problems.The search direction is usually derived from a certain Newton-type system. We first want to point out that a straightforward approach to obtain such a system fails to define unique search directions. We obtain the following linear system for the search directions by linearizing system (28),
As pointed out in [15] , the system has a unique solution iff AR(s)
As shown by earlier researchers that for the regular SOCO we need some symmetrizing scheme, we can easily prove that there exist many such schemes ( [24] ). We will follow the approach in [15] , [2] and the NT scaling scheme introduced in the earlier section of this paper. By denoting W as the unique automorphism of Υ which satisfies W x = W −1 s, we define
In our setup, the system with the new search directions becomes,
This is equivalent to previous system (30), but it does not guaranty unique solution. To avoid this confusion, we replace the third equation by
By using property 5 of matrix R(x) it can be simplified to
Finally, combining all the identities, the scaled system becomes,
SinceĀĀ T is positive definite the above system has a unique solution. This is the classical search direction for SOCO. Similarly as done in [15] , we replace the third equation of (33) by −ψ ′ (v), where ψ(t) is a kernel function. Thus our new search direction for the revised system becomes
Both the above systems of (33) and (34) have same coefficient matrix, also the later has a unique solution. Recall from (22) we have, Proof. We already showed that ψ ′ (v) = 0 iff v = e. Now, from earlier observation, v = e holds if and only if x = √ µW −1 e and s = √ µW e holds. Then, using Theorem 25 (Appendix), we know W has the following form
; where a = (a 1 , a 2 ;ā) is a vector such that det(a) =d et(a) = 1 and 1 = λ > 0. Also, we have
W Qa with Q defined in (26). Whereas Qa = (a 1 , a 2 ; −ā), it easily follows that v = e holds if and only if
Now, from the definition of Jordan product ⋄ we have,
This implies the first part. Now conversely, if x ⋄ s = µe then there must exist a 1 = λ > 0 and a vector a such that x and s has the above form. This proves the other direction.
Remark. Notice that the above theorem gives us the justification of the following statement, if
, which implies that (△x, △y, △s) is nonzero.
Lemma 11. As v defined earlier these identities hold
Proof. Using the definition of v from (31) and considering Lemma 9 and Lemmas 27, 28 from Appendix we can easily recover above identities.
The general case
In this section we will consider the case N > 1, when the cone underlying the considered primal dual problems is the Cartesian product of N strict secondorder cones Υ j , as given in (7). First we need to partition any vector x ∈ R n according to the dimensions of the successive cones Υ j , as following:
Also, we define the algebra (R n , •) as a direct product of Jordan Algebra as
If we take e j ∈ Υ j is the unit element for the Jordan algebra of this particular cone then the vector e = e 1 , e 2 , ..., e N is the unit element in (R n , ⋄). The NT-scaling scheme in this general case can be obtained as follows: let x, s ∈ Υ + for each j and let W j denote the automorphism (unique) of Υ j which satisfies
Let us also define
It is easy to verify that W = W T and W is positive definite. The matrix W can be used to re-scale x and s to the same vector v, as defined in (31). Note that, we can write
Adapting the definitions of ψ(v) and Φ(v) as
; we define the scaled search directions for (34) withĀ defined in (32) and
Now, using (32) we obtain search directions △x, △y, △s in the original spaces:
Moving along the search direction with step size α measured by searching rule we construct new iterates as following:
Primal-Dual interior point algorithm for type-2 SOCO
Before presenting our algorithm, we define a barrier function in terms of the original variables x and s, and the barrier parameter µ, according to
The proposed generic algorithm given below is well explained in the literature [1] , [2] [15] . Notice that the accuracy of the algorithm is measured by the closeness of (x, y, s) to x(µ), y(µ), s(µ) which in turn determined by the value of Φ(v), with τ as a threshold value. If Φ(v) ≤ τ , then we start a new outer iteration by performing a µ-update, otherwise we enter an inner iteration by applying (36) to get new iterates. The parameters τ, θ and the step size α should be chosen in such a way that the number of iterations required by the algorithm is as small as possible. The choice of the update parameter θ plays an important role both in theory and practice of IPMs. Usually, if θ is a constant independent of the dimension n of the problem, then we call the algorithm a large update method. If θ depends on the dimension of the problem, such as θ = 1 n 2 then the algorithm is named as small-update method. The choice of α has to be such that the closeness of the iterates to the current µ center improves by a sufficient amount. In the theoretical analysis the step size α is usually given a value that depends on the closeness of the current iterates to the µ-center. Note that at the µ center the duality gap equals 3N µ, according to (29) There are some generic theorems available in the literature for analyzing the performance of the Primal Dual algorithm for regular SOCO as clearly stated by various researchers in [1] , [2] and [15] . For the complexity analysis of the given algorithm we need some additional Theorems and Lemmas about eligible kernel functions. We therefore first present the conditions that define eligible kernel functions in the next section which is well studied subject in literature.(taken word by word from [15] ).
Conditions on kernel functions
For a details discussion of kernel functions we suggest interested readers to [15] . More generally a kernel function is called eligible if it satisfies
For a detailed discussion of these conditions we refer to [1] , [3] . We recall that the first four conditions are logically independent, and that the fifth condition is a consequence of (38) and (39). Since (38) is much simpler to check than (41), in many cases it is convenient to know that ψ(t) is eligible if it satisfies the first four conditions. Note that condition (39) implies that ψ ′′ (t) is monotonically decreasing in t.
Technical analysis
In this subsection we stated some lemmas proven and well studied in the literature [1] , [2] and [15] . In addition to that we proved some additional theorems and lemmas which will play important rules in our analysis.
then this inequality holds:
Proof. For proving the theorem, we need the following lemma given in [2] . For every t 1 , t 2 > 0 we have
Then we proved the following bounds which are vital in our proof:
Using the definitions and given conditions, we have for any v
Now from lemma 4, we have
This gives us,
Since, both side is positive, taking square root we have
Similarly we have
As λ 4 (x)λ 4 (s) ≥ λ 2 (x)λ 2 (s), taking square root we get,
Adding together equations (44) and (45), we get
Considering the upper bound in (46) with the fact
; we can calculate the lower bound as
Therefore, we have proved the claimed upper and lower bounds. Now, as shown in [2] , there exists a constant r ∈ [ 
Now using the definition (21) and identities from equation (47), (48) we have,
This proves the theorem. Now for any general v, using (22) we have
We used the following norm-based proximity function δ(v) for v throughout the analysis section:
Notice that, from (49) with δ(v) ≥ 0 we have: δ(v) = 0 iff Φ(v) = 0.
Required Inequalities for the analysis
After each iteration we will have a primal-dual pair (x, s) and then update the pair from (41) as
The step size α is strictly feasible iff (x + α △ x, s + α △ s) ∈ Υ + , or other words at each iteration (
Then the new j th iterate satisfy:
Now using lemma 11 withx
then by lemma 11 we have,
Therefore for each j, we can conclude the following:
Using Theorem 12, we can say for each j the following relation holds:
In the above equation, summing over all j, 1 ≤ j ≤ N we get,
Now let us denote f (α) as the decrease in Φ(v) during inner iteration: f (α) := Φ(v + ) − Φ(v). Then one has the following identity:
We can easily verify f (0) = f 1 (0) = 0. The same function is familiar in the literature. For analyzing regular SOCO various researchers exploits different properties of f (α) (see [15] , [2] ). We derived an upper bound of f 1 (α) which is a convex function, the upper bound is different from the upper bound found in [15] , [2] . At first we calculated the 1st and 2nd derivatives of f 1 (α) in terms of the Jordan product defined earlier as following:
For α = 0, using the above identity we have,
Now, let us define the following:
The following Theorems are modified version of the original ones given in [15] , [1] , [2] . We proved them for our setup which are different than the original problem.
Theorem 13. If ψ ′′ (t) is monotonically decreasing in t then
. Now using lemma 2 we have,
Since, from the properties of the kernel function shown in (39), we know that ψ ′′ (t) is positive and monotonically decreasing, which gives us,
Now considering corollary 4.1 and using 'Tr(x • x) = 2 x 2 ' for any x we have
Substituting the above upper bound in equation (52) we have,
; which proves the theorem.
Theorem 13 gives us the authority to use same materials proved in [1] and [15] . Since theorem 15 is different from the inequality in Lemma 4.1 of [1] and Lemma 3.3 in [15] with a factor √ 2. One can see the factor √ 2 doesn't really affect most of the proofs. For this reason, we write some lemmas and simply refer the reader to the corresponding result in the works of [1] , [2] and [15] .
Barrier function decrease in inner iteration
For finding the decrease of barrier function in inner iteration we need some theorems proven below and some generic modified lemmas explained in [1] , [15] .
Proof. From the definition we have,
Now using theorem 13 and f
we have the following:
Therefore, f ′ 1 (α) ≤ 0 will certainly holds if the following holds:
This proves the theorem. 
Lemma 15. The largest α that satisfies the condition of theorem 14 is given bȳ
Proof. The proof follows using the same method as lemma 4.3 in [1] .
Theorem 16. Withᾱ defined in (55) we have the following:
Proof. From the definition of ρ, we have
Differentiating both sides with respect to δ(v) and simplifying we have,
This shows ρ is monotonically decreasing. From lemma 15 we havē
; where we used (57). Since, we need a lower bound ofᾱ, we have to replace the argument of the last integral by its minimal value. Or we need to find the maximal value of ψ
. From (39) we know that ψ ′′ is monotonically decreasing. This means
As ρ is monotonically decreasing this happens when σ = 2 √ 2δ(v). Thereforē
Remark. From now on we will usê
Lemma 17 (lemma 4.5 in [1] ). If the step size α such that α ≤ᾱ then
Proof. Same proof is applicable as lemma 4.5 in [1] .
Lemma 18. Withᾱ being the step size defined earlier then
Proof. Combining the results of Theorem 16 and lemma 17 we get the bound.
Lemma 19. Lemma: (Lemma 3.10 in [15])For any vector
We will use this lemma for proving the next theorem.
Theorem 20. For δ(v) defined earlier the following lower bound holds:
Proof. For proving this theorem we need to recall some definitions we defined earlier. Using the definitions (35) and (21) we have
; where z j is defined as a piecewise linear function of λ's given below:
Now using (61) with Lemma 19 we have
Simplifying further, we get the required Theorem.
Now combining the results of lemma 18 and theorem 20 we have,
Remark. Notice that (63) expresses the decrease in Φ(v) during an inner iteration completely in ψ.
A variant version of this upper bound is extensively discussed in literature for the original SOCO problem (see [1] , [15] ).
Increase of the barrier function during a µ-update
Lemma 21. Lemma: (Lemma 3.12 in [15] ) For any vector z ∈ R p and β ≥ 1
Proof. Using the definitions from (61) and (62) with lemma 21 we have,
; this proves the required lemma.
Proof. By taking β = √ 1 − θ in lemma 22 and using the fact that the function ̺(s) is monotonically increasing, the above corollary follows.
Iteration bound
We will count the number of required iteration after a µ-update to satisfy the situation Φ(v) ≤ τ . We will denote Φ 0 as the value of Φ(v) after the µ-update and the subsequent values in the same iteration as Φ i , i = 1, 2, . . . , T , where T denotes the total number of inner iterations in the outer iteration. Recall that we have Φ 0 ≤ L Now following the approach done in [1] and [15] we assume the constants κ > 0 and γ ∈ (0, 1] such that for Φ(v) > τ the kernel function of type-2 SOCO satisfy 
From the last lemma we found that the number of inner iterations between two successive barrier parameter updates can be expressed in terms of L and the constants κ and γ. An upper bound for the total number of iterations is obtained by multiplying (the upper bound) the number K by the number of barrier parameter updates, which is bounded above by ( [20, Lemma II.17 
Thus we obtain the following upper bound on the total number of iterations:
Substituting the value of L, as defined in Corollary 22.1, we obtain the following iteration bound for the algorithm:
Note that this iteration bound is completely determined by the (eligible) kernel function ψ(t) and by the parameters θ and τ in the algorithm. Also note that this bound is different from the bound for regular SOCO (see [1] , [15] ). Now setting τ = O(n) and θ = Θ (1) we can obtain the iteration bound for large update methods, and by setting τ = O(1) and θ = Θ(
) we can calculate the iteration bound for small update methods. There is no reference available for the detailed discussion about kernel functions for analyzing type-2 SOCO.
Conclusion
In this paper, we have discussed a primal dual interior-point algorithm for type-2 SOCO problems based on the eligible kernel function and derived a generic iteration bound for the algorithm. In some facility location problems as discussed in [19] , [18] specific criterion arises such as x 1 ≥ x 2 which can be reduced to type-2 SOCO problem. For solving these specific SOCO problems, we can directly use the proposed algorithm instead of regular SOCO algorithm. The resulting iteration bound for type-2 SOCO is different from the iteration bound obtained in [15] for regular SOCO. Future avenues of this research is to discuss the seven eligible kernel functions available in literature for type-2 SOCO. We will also exploit a generalized type-k SOCO problem and the required Jordan Product, from which the results of regular SOCO and type-2 SOCO follows as special cases. We consider this as the generalized type-k SOCO as given below:
We will also provide a generalized iteration bound for this problem as follows:
; where the parameters a, b, c, d all are dependent on n 1 , ξ, g(.). Furthermore, the search directions used in this paper are based on the NT symmetrization scheme. Our future plan is to investigate whether it is possible to design a similar algorithm using other symmetrization schemes and still obtain polynomialtime iteration bounds for a generalized type-k SOCO. We can also investigate whether the theoretical gap between large update and small update methods can be reduced by the kernel function method for a generalized type-k SOCO problem or not. In a similar fashion as done in [10] , we will also try to accelerate the Interior Point method for the original SOCO problem. We believe that acceleration process will improve the complexity bound and achieve faster convergence for the original and type-2 SOCO.
Appendix
Some technical identities
Lemma 24. For any vector a ∈ R n and β ≥ 0
Proof. Let A = I n + βaa T . The eigenvalues of A are 1 + βa T a (multiplicity 1) and 1(multiplicity n − 1) and the corresponding eigenvalues are aa T a T a and (e 2 , e 3 , ..., e n ). Since A is a Hermitian matrix, there exist an unique representation of A in terms of the eigenvectors of A,
Therefore, we have,
which proves the lemma.
Theorem 25. Let the matrix W ≻ 0 be such that W QW = λQ for some 
Proof. First assume λ = 1. Since Q 2 = I n , W QW = Q implies QW Q = W −1 . Without loss of generality we can assume W has the form
; where C is a symmetric matrix. Thus we get
This identity holds if and only if the following relations are true:
The above relation gives us the following: det(a) = 1; det(a) = 1. Similarly, if we consider the last relation of the above equation with lemma 24 we have,
Considering third identity of (66), we can deduce the following:
This completes the proof for λ = 1. If λ = 1, a simple multiplication of W a by √ λ gives the desired expression. 
Proof. First let us define matrices P, P as Now by Theorem 25, every automorphism of Υ has the form W = √ λW a with 1 = λ > 0 and a = (a 1 , a 2 ;ā) ∈ Υ with det(a) = det(a) = 1. Also, whenever det(a) = det(a) = 1 holds, we have the following:
Since, W x = W −1 s holds if and only if W 2 x = s, we need to find a and λ such that W 2 x = s. After some straightforward calculation we have, Using a T x = a 1 x 1 + a 2 x 2 +ā Tx and a 1 − a 2 = 1 the system of equations (69) can be transformed into the following equations:
Converting them as a linear system format, we have the following system: 
Now taking inner product to both sides of (71) with a and using the simple identities a T Qa = det(a) = 1; a TP a = 0 we can deduce the following:
Now multiplying both sides of equation (70) Now left multiplying P both sides of equation (70) and using P 2 = I we get, 1 λ (P s + λP Qx) = 2a T xP a + 2(a T x − x 1 + x 2 )a ⇒ a = 1 λ 2a T xP + 2(a T x − x 1 + x 2 )I −1 (P s + λP Qx)
(αP s − βs) + 1 (α 2 − β 2 ) (αQP s − βQx)
; with α = 2a T x, β = 2(a T x − x 1 + x 2 ). This completes the proof. Proof. From the definition
After some simplification, this gives us,
And this proves the lemma. Proof. From the definition
; which proves the lemma.
