Knowledge graph embedding has recently become a popular way to model relations and infer missing links. In this paper, we present a group theoretical perspective of knowledge graph embedding, connecting previous methods with different group actions. Furthermore, by utilizing Schur's lemma from group representation theory, we show that the state of the art embedding method RotatE has the capacity to model relations from any finite Abelian group.
this framework might be too rigid and not able to handle uncertainty and 1-N /N -1/N -N relations therefore restricting its usage in real-world knowledge graph.
However, as a step to understand the power and limitation of knowledge graph embedding, we believe this perspective is still interesting and worth investigation. Our algebraic (group) perspective of knowledge graph embedding can also complement existing statistical approaches [15, 29] and deepen our understanding of knowledge graph embedding. Specifically, our main contributions are
• We bring a group theoretical perspective to knowledge graph embedding. To the best of our knowledge, this connection has not been made explicitly before.
• We provide a self-contained introduction of concepts and examples from group theory and group representation theory.
• We characterize the representation power of a recent embedding method RotatE. By utilizing tools from group representation theory, we showed that RotatE has the capacity to represent any finite Abelian groups.
Background
Predicting missing links with knowledge graph embedding (KGE) methods has been extensively investigated in recent years. There are also a large body of relational approaches for modeling the relational patterns on knowledge graphs [10] [13] [2] [26] . However, these approaches mainly focus on explicitly modeling the relational paths while embedding model implicitly learns the relation patterns.
The general methodology of Knowledge Graph Embedding(KGE) is to define a score function for the triples. Formally, let E denote the set of entities and R denote the set of relations, then a knowledge graph is a collection of factual triples (h, r, t), where h, t ∈ E and r ∈ R. Since entity embeddings are usually represented as vectors, the score function usually takes the form f (h, r, t), where h and t are head and tail entity embeddings. We listed the score functions for a few popular embedding methods.
• TransE [1] :
• DistMul [25] :
• ComplEx [21] :
Most models can capture only a portion of the relation patterns. For example, TransE represents each relation as a translation from source entities and target entities, and thus implicitly models inversion and composition of relations, but it can not model symmetric relations; ComplEx [8] extends DistMult by introducing complex embeddings so as to better model asymmetric relations, but it can not infer the composition pattern. RotatE is the first model that is able to model all the relation patterns and is the main focus of this paper.
Relation Pattern
We formally define common relation patterns that many embedding methods try to model in knowledge graph. Definition 3.1. A relation clauser is symmetric if ∀x, y, r(y, x) =⇒ r(y, x).
A clause with such form is a symmetry pattern. Definition 3.2. A relation clauser is anti-symmetric if ∀x, y, r(x, y) =⇒ ¬r(y, x).
A clause with such form is an anti-symmetry pattern. Definition 3.3. A relation r 1 is inverse to r 2 if ∀x, y, r 2 (x, y) =⇒ r 1 (y, x). A clause with such form is an inversion pattern. Definition 3.4. A relation r 1 is composed of relation r 2 and relation r 3 if ∀x, y, z, r 1 (x, y) ∧ r 2 (y, z) =⇒ r 3 (x, z). A clause with such form is a composition pattern. Definition 3.5. A relation r 1 the subrelation of r 2 if ∀x, y, r 1 (x, y) =⇒ r 2 (x, y). A clause with such form is a subrelation pattern.
Group Theory
We sketch some elementary group theory that is needed for the paper. We refer readers to [4, 6] for a more comprehensive overview of group theory.
Basic concepts and examples
Definition 4.1. Group. Let G be a set. We say that G is a group with law of composition if the following axioms hold:
We call g h the product of G and h.
(G 2 , existence of identity): there exists e G ∈ G such that for every g ∈ G we have g e G = G = e G g. We call e G an identity of G.
(G 3 , existence of inverse): for every g ∈ G there exists some h ∈ G such that h G = e G = g h. We call such an h an inverse of G.
(G 4 , associativity): for any g, h, k ∈ G we have (g h) k = g (h k).
We will often denote a group (G, ) to emphasize the law of composition , or simply G when is understood.
A group is called commutative or abelian if for every g, h ∈ G, we have g h = h g; finite if G is a finite set; infinite if G is an infinite set. The order of group is simply the cardinality of the group. The order of element g ∈ G is smallest positive integer m such that g m = e G .
To make the reader familiar with the concept of the group, we introduce a few examples of groups.
• Cyclic group C n . A group G is cyclic if there exists x ∈ G such that G =< x >= {..., x −1 , e G , x, x 2 , ...}. We call such x a generator of G, and say that G is generated by x. In this paper we focus on finite cyclic group of order n, denoted by C n , which is isomorphic (defined below) to the additive group of Z/nZ. (Z/nZ, ) is set {0, 1, 2, ..., n − 1} with modular arithmetic operation whereī j =ī +j defines a group with identity e G =0. The inverse ofī ∈ G is −i.
• Dihedral group D 2n . Let n > 2 be an integer. Then, the dihedral group of order 2n, D 2n , is the group of symmetries of the regular n-gon. In particular, we can write the elements of this group as D 2n = {e, a, ..., a n−1 , b, ba, ..., ba n−1 }, where b is the rotate by 2π/n counterclockwise rotation of the n-gon, and a is a reflection of the plane preserving the n-gon. We have
We say that a, b ∈ D 2n are generators of D 2n subject to the above relations. Illustration of D 2n when n = 4 is shown in the Figure 1 .
• Automorphism group AutX. A transformation of set X is a bijective map f : X → X.
It's easy to verify that all transformations of X form a group under composition. The identity element is the identity transformation e that fix every element in X. We denote this group by AutX = {f : X → X|f is bijective}. Depending on what X is, AutX can have different realizations. We give two examples below. -Symmetric group S n .When X is a finite set of cardinality n, the Aut X is called symmetric group S n . For example, S 3 denotes the group of all permutations of set {1, 2, 3}. There are six elements in S 3 (S n has n! elements in in general). For the ease of presentation, we use cycle notation. (12) means send 1 to 2 and 2 to 1; (132) means send 1 to 3, 3 to 2, 2 to 1. Under the cycle notation, the six elements in S 3 are: * e: the identity permutation, fixing every element three transpositions: namely * (23) τ 1 : fixing 1 and switching 2 and 3 * (13) τ 2 : fixing 2 and switching 1 and 3 * (12) τ 3 : fixing 3 and switching 1 and 2 and two 3-cycles: specifically
-Groups of linear transformation GL(V ). When X is a vector space V , we are interested in the bijective self maps f : X → X that preserve the vector space structure (a.k.a., linear transformations). The set of all linear transformations of V form a group, which we denote by GL(V ). Of course, a linear transformation is a very special kind of bijective self-map, so GL(V ) is a subgroup (defined below) of AutX in general. For the computer scientist, the vector space we are most comfortable with is the Euclidean space R n or Complex space C n . The corresponding group GL(R n ) and its close cousin GL(C n ) are among the most important groups in mathematics and physics. Without loss of generality 1 , we can think of them as n × n invertible real/complex matrices. Definition 4.2. Subgroup. A subset H ⊂ G of a group (G, ) is a subgroup if H also forms a group under .
A simple example is that C n is a subgroup of D 2n , as illustrated for the case of n = 4 in the Figure 1 . Definition 4.3. Generator(s) of group. A set of generators is a set of group elements such that possibly repeated application of the generators on themselves and each other is capable of producing all the elements in the group.
For example, finite cyclic groups can be generated as powers of a single generator. Dihedral group D 2n is generated by two elements, reflection and rotation by 2π n . Definition 4.4. Group homomorphism. Let G and H be groups. A group homomorphism is a map ψ : G → H which preserves the multiplication: ψ(g 1 g 2 ) = ψ(g 1 ) ψ(g 2 ).
• An isomorphism is the simplest example of a homomorphism. Indeed, an isomorphism can be defined as a bijective homomorphism. Isomorphism is the formal way of saying two groups are the "same". 1 It can be shown that the group of linear transformations of R n , GL(R n ), is isomorphic to the group of invertible real n × n matrices. The similar results can also be shown in other fields.
• The inclusion of a subgroup H in a group G is an example of an injective but not surjective homomorphism. The projection of a product group G × H onto either factor is an example of a surjective but not injective homomorphism. That is, π : G × H → G sending (g, h) to g is a homomorphism.
Group Action
Definition 4.5. Let G be a group, S an arbitrary (nonempty) set. A (left) group action of G on S is a function.
When there exists a (left) group action of G on S via the function a, we will say that G acts on S.
Example. An relevant example of group action is RotatE. RotatE models relations as rotation in the complex vector space. Formally, it is equivalent to group G RotatE def == {M |M ∈ diag{r 1 , r 2 , ..., r d }, ∀i, r i ∈ C, r i = 1 } acting on the space C d . G RotatE is a subgroup of matrix group over field C.
Group and Relation Modeling
As we can see, the definitions of inversion and composition pattern of the relation are similar to G 1 and G 3 in the definition of the group. A symmetry pattern can be modeled as a group element of order 2. (In the case of RotatE, it corresponds to the rotation of magnitude π.) We summarize the correspondence in Table 1 .
For embedding models like TransE, TorusE and RotatE, relations are modeled as elements of the group acting on certain spaces. In particular, TransE model relations are elements of the translation group acting on R n . TorusE model relations as elements of translation group acting on the high dimensional torus T n . RotatE model relations as elements of the group of diagonal complex matrices (where each entry is of length 1) acting on the C n . Marriage Antisymmetry r(x, y) =⇒ ¬r(y, x) g r = g
Hypernym and hyponym Composition
Mother's husband is father Subrelation r 1 (x, y) =⇒ r 2 (x, y) -Father of and parent of Limitation: Combining composition and subrelation patterns, cases like r 1 (x, y) ∧ r 1 (y, z) =⇒ r 1 (x, z) would happen. An example of this type of relation pattern can be sibling of or coworker with. However, in the group formulation, g r1 g r1 = g r1 . Therefore, g r1 is modeled as the identity in the group. Due to the uniqueness of identity, all relations that exhibit the above pattern will be modeled as the same element in the group. This certainly limits the modeling capacity and is shared by all models that can be formulated under the group action perspective.
Group Representation
We will present some notions in group representation theory that are needed to understand the proof of the main theorem. Definition 4.6. Linear Representation. A linear representation of a group G on a vector space V is a group homomorphism G → GL(V ).
We will usually omit the word "linear" and just speak of a representation of a group on a vector space unless there is a chance of confusion. We sometimes also say V is a "G-representation". A representation has dimension d if the dimension of vector space V is d.
For computer scientists, we can think of group representation as a way to embed group G into a space of linear transformations of V . We give a few examples below.
• Trivial representation. The trivial representation of G on V is the group homomorphism G → GL(V ) sending every element of G to the identity transformation. That is, the elements of G all act on V trivially by doing nothing.
• The tautological representation of D n on R 2 . We describe explicitly map D n → GL(R 2 ) when n = 4. Since there are two generators of D n it is suffice to give the representation of two generators a and b.
• Alternating representation. Let σ be any permutation of n objects. Write σ as a composition of transpositions σ = τ 1 • ...τ t ; where each i just interchanges two elements, fixing the others. Of course, there may be many ways to do this (for example, the identity is (12)(12)) but one can check that the parity of t is well-defined. We say the sign of is 1 or −1 depending on whether is a product of an even or an odd number of transpositions. That is, there is a well-defined map sign :
• Permutation representation of S 3 . We can represent (embed) the symmetric group S 3 into GL(R 3 ) by sending, for example, The good thing is that all finite group can be represented on the Euclidean space R |G| . This is implied by the Cayley's theorem. We state the theorem without proof. Theorem 4.1. (Cayley's Theorem). Every group (G, ) is a transformation group. Specifically, G is isomorphic to a subgroup of Aut G.
Therefore as a corollary, Cayley's theorem implies that every group of finite order n is isomorphic to a subgroup of S n . Combining Cayley's theorem with permutation representation, we can represent any finite group on a space of dimension at most |G|. The representation of any finite group G over the field F is given by the group homomorphism.
G → GL(F |G| ).
Definition 4.7. Subrepresentation. Let V be a linear representation of a group G. A subspace W of V is a subrepresentation if W is invariant under g-that is, if g w ∈ W ∀g ∈ G and ∀w ∈ W .
For example, every subspace is a sub-representation of the trivial representation on any vector space, since the trivial G action obviously takes every subspace back to itself. At the other extreme, the tautological representation of D 4 on R 2 has no proper non-zero subrepresentations: there is no line taken back to itself under every symmetry of the square, that is, there is no line left invariant by D 4 . Definition 4.8. Irreducible representation. A representation of a group on a vector space is irreducible if it has no proper non-trivial subrepresentations.
As is shown above, there is no 1-dimensional subspace of R 2 that is fixed by D 4 , therefore the tautological representation T of D 4 on R 2 is irreducible. In contrast, the permutation representation of S 3 on R 3 (C 3 ) is not irreducible: all permutation matrices preserve (1, 1, 1 ).
The study of irreducible representation is justified by the following theorem. Maschke's theorem allows one to make general conclusions about representations of a finite group G without actually computing them. It reduces the task of classifying all representations to a more manageable task of classifying irreducible representations since when the theorem applies, any representation is a direct sum of irreducible pieces.
We need one more concept before delving into the main theorem. Definition 4.9. A homomorphism of G-representations is a map φ : V → W which preserves both the vector space structure and the G-action. That is, it is a linear map φ of the vector spaces (over the same field) satisfying h · φ(v) = φ(h · v) for all v ∈ V and all h ∈ G.
We also use "G-linear mapping" to refer a homomorphism of G-representations.
Main Theorem
With all relevant concepts defined properly, we are now ready to present the main theorem. Lemma 5.1. Schur's Lemma. The only self-isomomorphisms of a finite dimensional irreducible representation of a group G on the complex vector space are given by scalar multiplication.
Proof. Fix an isomorphism φ : V → V of complex representations of G. The linear map φ must have an eigenvalue λ over C, and also some non-zero eigenvector v. But then the G-linear map (because both φ(x) and λx are both linear maps)
has the vector v in its kernel, which is again a representation of G. Since V is irreducible, the kernel must be all of V . In other words, we have φ(x) = λx, ∀x ∈ V , which is to say, φ is multiplication by λ. Proof. By the definition of homomorphism of G-representations, the map φ (
The second equation holds because G is abelian. The other two equations hold by the definition of group action.
Combinations of the two lemmas above leads to our main theorem. Theorem 5.3. Every finite dimensional irreducible complex representation of an abelian (both finite and infinite) group is one-dimensional.
Proof. By Lemma 5.2, the action of G on V is G-linear (do not hold for non-abelian groups). By Schur's lemma, the action of G on V is simply multiplication by some scalar, λ(g), which of course, can depend on the element G. In any case, every subspace is invariant under scalar multiplication, so every subspace is a sub-representation. So since V is irreducible, it must have dimension one.
This does not mean that the representation theory of abelian groups over C is completely trivial. An irreducible representation of an abelian group is a group homomorphism
where C * denotes the multiplicative group of nonzero complex numbers. There can be many different such homomorphisms. Furthermore, it may not be obvious, given a representation of an abelian group, how to decompose it into one-dimensional sub-representations. Schur's Lemma guarantees that there is a choice of basis for V so that the action of an abelian group G is given by multiplication by   
where the diagonal entries λ i : G → C * are group homomorphisms. But it doesn't tell us how to find this basis or the functions λ i .
Remark: To better understand the theorem, we will show an example where the representation of a small non-abelian group is not 1 dimensional. We state without proof that there are all only three irreducible representation of of non-abelian symmetric group S 3 : the trivial, the alternating and the standard representations. The trivial and alternating representation has been introduced in the previous section. The standard representation of S 3 has dimension 2.
Connection to RotatE: Note the theorem applies to both finite and infinite abelian group. For finite abelian group, we can actually get something stronger. Since every irreducible representation of G is a homomorphism λ i : G → C * . Since each element of G has finite order (because G is finite), the values of λ i (g) are roots of unity. In particular, we have |λ i (g)| = 1 for any i and g ∈ G. This is exactly the form of RotatE. In other words, RotatE has the capacity to represent any finite abelian group. [16] 2 3
Conclusion
In this paper, we present a group theoretical perspective of relation modeling in knowledge graph. We provide a self-contained introduction of group theory and representation theory to computer scientists. By utilizing the Schur's lemma from group representation theory, we find that existing embedding methods RotatE can model relations from any finite Abelian group.
We would like to point out a few directions. First, composition of relations in the real world is not communicative (son's wife = wife's son), a straightforward way to model relations from nonabelian group is extending C to quaternion field H, which is done by [28] . Understanding how much extra power this approach brings in from group representation theory is interesting. Second, it is important to chart the limitations of group theoretical perspective. Specifically, not being able to model uncertainty, sub relations and 1-N /N -1/N -N is posing restriction on this group theoretical perspective of relation modelings. Third, importing more sophisticated tools from group representation theory to extend the representation of finite groups to infinite groups (say, compact lie groups) and draw a connection with existing knowledge graph embedding methods. Fourth, designing more powerful knowledge graph embedding from this new perspective for real-world datasets. 2 We can actually go one more step further. By utilizing tools from character theory, it can be shown that there are at most t irreducible representations of G, where t is the number of conjugacy classes of G. When G is abelian, the number of conjugacy classes is simply the order of G. 3 To computer scientist, the question of interest might be the what is the smallest dimension of a faithful representation so that any two different elements in the group are represented differently? (minimal embedding dimension). In the case of a finite abelian group with minimal generating set of size d, the smallest dimension of a faithful representation is d.
