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Abstract
Recent astrophysical data indicate that our universe might currently be
in a de Sitter (dS) phase. The importance of dS space has been primarily
ignited by the study of the inflationary model of the universe and the
quantum gravity. As we know Einstein’s theory of gravitation (with a
nonzero cosmological constant) can be interpreted as a theory of a metric
field; that is, a symmetric tensor field of rank-2 on a fixed de Sitter back-
ground. It has been shown the massless spin-2 Fierz-Pauli wave equation
(or the linearized Einstein equation) is not conformally invariant. This
result is in contrary with what we used to expect for massless theories. In
this thesis we obtain conformally invariant wave equation for the massless
spin-2 in the dS space. This study is motivated by the belief that confor-
mal invariance may be the key to a future theory of quantum gravity.
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Introduction
Our intention in this thesis, pursuing Dirac’s work, is to obtain a conformally in-
variant equation, to describe graviton. Evidently, the Einstein equation is a peculiar
one, which in addition to its simplicity in mathematical form, could well describe
important astrophysical observations (at least in their classical limits). Nevertheless,
this equations has been confronted some ambiguities; for example when an acceptable
explanation of Dark Matter or Dark Energy is demanded. Some physicists believe
that by substituting the Einstein equation by an alternative one, or finding a gener-
alized theory of gravitation, this problem can be resolved. Recently some interesting
theories have been proposed, like f(R) gravity, brane-world gravity, Lovelock gravity
and etc., which all of them can be categorized in modified gravitational models.
Indeed our attempts are supposed to result in Maxwell-like equations for gravita-
tion. As we know, the electromagnetic theory is describing a vector boson, namely
the photon. This spin-1 boson which travels with the speed of light, contains no mass.
One important trait of electromagnetic equations is the conformal invariance, which
is in harmony with the massless-ness of the described boson, namely the photon.
The Einstein equation are also describing a massless spin-2 boson, namely the gravi-
ton. Hence, the gravitational waves should travel with the speed of light. However,
Einstein equations which are supposed to describe the graviton, lake in conformal
invariance.
It is worth to note that in this thesis, we consider a tensorial field to describe
graviton. What is done in this work is to review the paper in [44]. Our method is the
one which has been demonstrated by Dirac, called the Dirac’s six cone.
Historically, Dirac tried to find a conformally invariant equation in Minkowski
space. He considered a flat six-dimensional space due to the six dimensions of the
conformal group SO(2, 4). Afterwards, he derived the field equations in the so-called
space, and projected them on a five-dimensional hyper-surface. Finally he projected
them again on the flat four-dimensional Minkowski space.
In this thesis however, after projecting the six-dimensional field equations on
the five-dimensional hyper-surface, applying some transverse projector operators,
called the induced metric, we will project the five-dimensional equations on a four-
dimensional curved de Sitter space. The importance of de Sitter space is because of
its ability to being in consistent with the recent astrophysical data (like accelerated
expansion of the universe), since it possesses a constant (the cosmological constant),
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correlated to the vacuum energy theory. Therefore the final curved background in
this thesis, would be the de Sitter spacetime.
Moreover, the transverse projector operators will be introduced as follows:
θαβ = ηαβ +H
2xαxβ.
Using this operator, we project all the operators like differentiation operators or
Casimir operators, from a flat five-dimensional space, on a four-dimensional curved
space. Therefore we shall project the equations, derived by the Dirac’s cone, on the
de Sitter space. Although the final equations have the conformal invariance, but
they are still incapable to be transformed by the irreducible representations of the
conformal group and therefore do not have physical interpretations.
2
Chapter 1
The Lorentz and the conformal
groups, and the concept of
invariance
1.1 Group theory
In order to explain symmetries in physics, it is common to use groups, therefore the
important properties of the groups, must be defined.
Definition 1 A set of elements {a, b, c, ...} form a group, if there exist a linear com-
bination a◦ b of these elements (called the product), such that the following properties
are confirmed for the set:
• the group G = {a, b, c, ...} comprises the product ab.
• the set G = {a, b, c, ...} comprises a unit element e such that ea = ae.
• for every element of the group, there exist an inverse element, such that a−1 =
aa−1 = e.
• the contribution property:
(ba)c = a(bc).
Some peculiar virtues of groups have been listed below:
• A group having the property ab = ba for all of its elements, is an Abelian group.
• In a continuous group, the elements are functions of one or several continuous
variables, e.g. G = {a(t), b(t), ...}, in which t is a continuous variable.
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• In any sequence, inside a compact group, there exists an infinite number of
partial sequences, converging to an element of the group:
lim
n−∞
an = a, a ∈ G.
• Two groups {a, b, c, ...} and {a′, b′, c′, ...}, are isometric, if there exists a bijective
transformation between their elements (say a↔ a′ and b↔ b′) such that [1]:
ab↔ a′b′.
Now we introduce two important groups.
1.1.1 Orthogonal groups
In mathematics, an orthogonal group of degree n on field F (notated by O(n, F )), is a
group of n×n matrices. The elements of these matrices come from F , and the group
action is done via matrix multiplication. This group is a subgroup of the general
linear group GL(n, F ), which is defined by:
O(n, F ) = {Q ∈ GL(n, F )|Q′Q = QQ′}. (1.1)
The classic orthogonal group on real numbers, is notated by O(n). The determinant
of any orthogonal matrix is ±1. The matrices with determinant +1, form a normal
subgroup of the orthogonal group, named the special orthogonal group SO(n, F ).
Both of these groups are algebraic groups. When the field F , is a set of real numbers,
these groups are shown simply by O(n) and SO(n). Also these groups, form the
compact Lie groups of dimension n(n−1)
2
.
These geometric properties are comprised by orthogonal and the special orthogo-
nal real groups:
• The orthogonal group is a subgroup of the Euclidian group E(n), formed by
isometries from Rn, keeping the origin unchanged. This group is the symmetric
group of the hyper-sphere s3, and all the spherically symmetric geometrical
objects, if the origin is kept unchanged.
• SO(2,R) is a subgroup of E(n), consist of direct isometries, i.e. the isome-
tries, keeping the origin and directions unchanged. This group is indeed the
rotation group for all spherically symmetric geometrical objects, if the origin is
considered at their center.
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• {+I,−I} is a normal subgroup ofO(n,R), and if n is an even number, this group
also is a subgroup of SO(n,R). If n is taken to an odd number, O(n,R) is the
direct product of SO(n,R) and {+I,−I}. The rotation group Ck, formed by
k number of rotations (k is a correct number), is a normal subgroup of O(2,R)
and SO(2,R).
Proportional to proper orthogonal basis, the isometries have the following matrix
form:
∣∣∣∣∣∣∣∣∣∣∣∣∣
R1
. . . 0
Rk
±1
0
. . .
±1
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
The circular symmetric group is O(2,R), from which SO(2,R) as a Lie group, is
isomorphic to the sphere s1. This isomorphism, takes the complex number exp(iφ) =
cos(iφ) + i sin(iφ) to the orthogonal matrix [2]:∣∣∣∣ cos(φ) − sin (φ)sin (φ) cos(φ)
∣∣∣∣ .
1.1.2 Rotation groups
In classical mechanics, the isotropy of space, means the invariance of nature’s rules.
Let us consider two vectors −→r and its rotated version −→r′ in three dimensional space.
We can write: −→
r′ = R−→r .
One can state that the three basis of space, namely e1, e2, e3, rotate, and are mapped
to e′1, e
′
2, e
′
3. i.e.
e′i = Rije
′
j . (1.2)
The 3× 3 rotation matrix, must be real. The inverse transformation can be written
as:
ei = Uije
′
j . (1.3)
Therefore we will have:
−→r = xiei,
−→
r′ = xie
′
i = x
′
iei, (1.4)
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or
xie
′
i = x
′
i(R
−1)ije
′
j , (1.5)
in which
xi = Rijxj . (1.6)
The rotation matrices exhibit orthogonal properties:
RijR
′
ij = δii′ ,
RijR
′
ij = δjj′, (1.7)
det(RijR
′
ij) = det(Rij)det(R
′
ij) = det(δjj′)
⇒ det2(Rij) = 1 ⇒ det(Rij) = ±1. (1.8)
Therefore, the rotation will be separated into two distinct sets. One set is a group
which is formed by matrices of determinant +1, and another is the matrices of deter-
minant −1, which do not form a group. Since the rotations are described by three
independent parameters, the so-called set, constitutes a continuous three parameter
group. This rotation group is notated by SO(3), showing that there exists an orthog-
onal group in three dimensions, comprising all 3× 3 matrices of determinant +1 [3].
The three dimensional isometries, keeping the origin unchanged, are listed below:
• The identity I.
• Rotation around an axis, which is crossing the origin.
• Rotation around an axis with an angle other that 180◦, which is combined with
the reflections from the origin surface.
• An inverse in the origin.
• A reflection from an origin crossing surface.
The fourth and the fifth items, in a special case, and also the sixth item, are known
as special rotations [4].
As it was mentioned from mathematical view points, a symmetry is represented
by a group. If the symmetric properties of a system is represented by a group G,
a function (or some functions) describes the system, possessing a part to represent
the symmetry, and another part to represent a real system. For example, if a system
6
A of differential equations, accepts a symmetry group, it would be so rare to reduce
this system to a smaller system B with a definite symmetry. Indeed, the system B,
is derived from A, by eliminating the symmetry [8].
1.2 Invariance under a group action
Definition 2 Let G be a group of transformations on manifold M. The set S ⊂M
is called G-invariant, and G is called a symmetry group of S, if for a defined g.p
(p ∈ S and g ∈ M) we have g.p ∈ S.
Definition 3 Let G be a group of transformations on manifold M. The map
F :M−→ N
in which N is another manifold, is called a G-invariant map, if for all p ∈ M and
g ∈ N which g.p has been defined, F (g.p) = F (p). A G-invariant real valued function,
is simply called invariant.
Theorem 1 Let G be a group of transformations on manifold M. A real valued
function f : M −→ R is G-invariant, if and only if for all p ∈ M and generators
ξ ∈ R we have [9]:
ξM|p(f) = 0.
1.2.1 Invariance of the laws of physics
In 1872, Felix Klein proposed Erlangen Program fu¨r Geomtry, based on the group
of symmetric transformations. In 1952, Fantappie`, having the same idea and us-
ing expressions with a relativistic tendency, proposed Erlangen Program fu¨r Physik,
representing a distinct worlds by a symmetric group, keeping the laws of physics, in-
variant. It must be note that this world, is indeed a physical system which is defined
by a symmetric group.
Isotropy of spacetime and its homogeneity with respect to laws of physics, assert
that these laws are based on symmetry. Therefore it is believed that the laws of
physics can be separated using some symmetric groups, which leave them invariant.
To do this, one can use two groups, describing two different physical worlds. The
Galilei group and the Lorentz-Poincare` group.
Note that the Galilei group is an special case of Lorentz group in c→∞. Math-
ematically the Lorentz group can be expressed as a rotation-translation group, in a
way that a geometrical object, say Minkowski spacetime, is leaved invariant.
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1.3 The Lorentz group
The three dimensional rotations in classical and quantum mechanics, can be investi-
gated using the group of transformations, which keep the measurements constant. In
special theory of relativity, the Lorentz transformations of the 4-dimensional coordi-
nates (x0,−→x ), obeys the following invariance:
s2 = x21 + x
2
2 + x
2
3 − x24. (1.9)
Hence, the cinematics of special relativity, can be reexpressed by the group of trans-
formations, which keep s2 invariant. This group is the homogenous Lorentz group,
consisting of normal rotations, as well as the Lorentz group in Minkowski spacetime.
The group of transformations which create the invariance
s2(x, y) = (x0 − y0)2 − (x1 − y1)2 − (x2 − y2)2 − (x3 − y3)2,
are called the inhomogenous Lorentz group or the Poincare` group. This group consists
of translations and reflections in spacetime.
The Lorentz group is a subgroup of the Poincare` group, composed of all the
isometries, which keep the origin unchanged. Mathematically, the Lorentz group is
the generalized orthogonal group O(1, 3). This group is a 6-dimensional un-compact
Lie group, and one of its subgroups is O(3) [10, 11].
1.4 The conformal group
The isometric orthogonal transformations (preserving the distances), also keep the
angles, and consequently are conformal maps. Nevertheless all the linear conformal
transformations, are not orthogonal. In the next chapter, these maps will be discussed
explicitly.
The group of conformal mappings in Rn, is denoted by CO(n), consisting of the
product of the orthogonal group, by the dilation group. If n is an odd number, these
two groups do not intersect, and indeed are the following product:
CO(2n+ 1) = O(2n+ 1)× R. (1.10)
Whereas if n is an even number, these two groups will intersect and therefore (1.10)
is not a direct product. Instead it will be a product by the subgroup of the dilation
group with a positive scalar, i.e.
CO(2n) = O(2n)× R+. (1.11)
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Also one can define [4]:
CSO(2n) := CO(n) ∩ LG+(n) = SO(n)× R+. (1.12)
1.4.1 Conformal symmetry
It is well-known that the conformal group is more powerful in two dimensions than it
in higher ones. In two dimensions, this group possesses infinite dimensions. When the
space has an Euclidian metric, any function obeying the Cauchy-Riemann equations,
will be locally conformally invariant. If we consider the definition of the conformal
symmetries, same as the way that general relativity keeps the light cone invariant, we
find out that any two-dimensional metric can be applied in this form. We can find a
transformation, to transform the so-called metric, to the same metric, multiplied by
a function. This property is not valid for higher dimensions.
One of the definitions for the conformal symmetry, comes through the group the-
ory. This definition coincides the previous one, when the space possesses more than
two dimensions. To realize the conformal symmetry, we ought to understand the
mathematical field operators, which are satisfying the Lagrange equations, which are
used to define the conformal group. These fields can be defined on a Minkowskian
manifold xµ, or on a six-dimensional imaginary manifold ηA, correlated to xµ.
The conformal group of spacetime, is organized of coordinate transformations, as
listed below:
• dilation
xµ = xρµ where ρ > 0,
• special conformal transformations
σ(x) = 1− 2cx+ c2x2,
x′µ = σ
−1(x)(xµ − Cµx2),
• inhomogenous Lorentz transformations.
Here, we notate the conformal group by SO(d, 2), in which d is dimensions of space-
time. This transformation can be expressed as the complete Poincare` group, which
is a re-scaling transformation. Also µ is a constant, and the special conformal trans-
formation would be:
xµ −→ x
µ − bµxµ
1− 2bx+ xb2x2 . (1.13)
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This group has (d+2)(d+1)
2
parameters and
x2 = xµx
µ = bµx
µ. (1.14)
These special conformal transformations, are generated by Rµ = Pµ + IPµI, where
Pµ is the translation generator. The relation (1.13), takes x to
−x
x2
[5, 6].
The conformal group SO(d, 2) is generated by the Killing equations; like the group
of motions, for a five-dimensional pseudo-sphere:
|ψ1|2 + |ψ2|2 − |ψ3|2 = |ψ4|2 = 1
where ψ = (ψ1, ψ2, ψ3, ψ4) ∈ C4, (1.15)
which has been solved accurately in spherical coordinates. Therefore, the fifteen natu-
ral generators of the conformal group, can be figured out, in the natural coordinates of
this space. It has been shown that the square operator PµP
µ, would not be diagonal,
when it is used to express the conformal group in the Hilbert space of the harmonic
functions on a five-dimensional pseudo-sphere. Hence, to define the conformal group
in the Hilbert space of the harmonic functions on a projective five-dimensional space,
we write:
ψ†βψ = 0,
and β =
∣∣∣∣∣∣∣∣
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
∣∣∣∣∣∣∣∣
, (1.16)
contained in the complex space C4, and ψ is a vector. With
ψ = (ψ1, ψ2, ψ3, ψ4)
and
|ψ4|2 = 1,
and the substitutions:
ψ1 = x
1 + xi2, ψ2 = x
3 + xi6, ψ3 = x
4 + xi5,
we find out that SO can be written as follows:
gαβx
αxβ − (x5)2 + (x6)2 = 1, (1.17)
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in which gαβ is the Minkowski metric, conventionally having the signs (+ + +−).
Therefore SO exhibits the following fundamental form, in a six-dimensional space:
ds2 = gαβx
αxβ − (x5)2 + (x6)2. (1.18)
It is known that the conformal group can be described as the group of motions,
in a five-dimensional pseudo-spherical space. The most natural generators of this
group, can be derived by solving the Killing equations, for one dimensional motions
in spherical coordinates. Also the generators of Poincare` group in this coordinates,
are created by inserting the Minkowsi space in SO [7].
1.5 Invariance under Lorentz group (Lorentz in-
variance)
The Lorentz invariance, is an expression in physics, due to the properties of space-
time, which implies that:
In two different frames, which are having relative motions and observing a same
event, the non-gravitational laws of physics, must have the same predictions about
that event.
A physical quantity is called Lorentz covariant, if it is transformed under a given
Lorentz representation. Such quantities, if left invariant under the so-called transfor-
mations, would be Lorentz invariant.
Due to the representation theory of Lorentz group, the Lorentz covariant quanti-
ties, consist of scalars, 4-vectors, 4-tensors and spinors. The spacetime interval, is a
Lorentz invariant quantity, just like the Minkowski norm for any 4-vector.
The correct equations in any inertial frame, are also Lorentz covariant, which
can be written due to the Lorenz covariant quantities. According to the principal of
relativity, all fundamental laws of physics, must be Lorentz covariant.
Just think for a moment that the theory of relativity, would have been derived
form the following rational statement:
The newtonian physics, is invariant under rotation Li = ǫijkxjpk and the Galilean
transformations −→gi = t−→pi .
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The mentioned generators, obey the following relations:
[Li, Lj ] = ǫijkLi,
[Li, gj] = ǫijkgk,
[gi, gj] = 0. (1.19)
To investigate these relations, it is easier to add a term proportional to 1
c2
ǫijkLk, to
the left hand side of the last equation. The coefficient c has the velocity dimensions.
In fact,
−→
L is dimensionless and −→g has the inverse velocity dimension. Afterwards
one can construct a theory, to be invariant with respect to the new group of motions.
The different of this group from Newtonian mechanics, arises only in speeds closed
to c [12, 22].
1.6 Conformal invariance
Conformal invariance, has been proposed correlated to the scale invariance, since
the last century. For example, the vacuum Maxwell equations are both scale and
conformal invariant. This concept in quantum field theory, is illustrated by a local
energy-momentum tensor.
However, the applications of conformal invariance, have been recognized in 1970.
Till then it seemed that the consequences of conformal invariance in spaces with
arbitrary dimensions, were not interesting. This will be quite different, when a two-
dimensional space is considered, since for two dimensions, the conformal group pos-
sesses infinite dimensions.
In a word, conformal invariance, is a logical expansion of scale invariance. The
scale invariance, is dependent to the invariance of our system, under the changes
in homogenous length scales. However, conformal invariance allows inhomogenous
and local changes in scales and the only need here is the invariance of angles. This
expansion, is indeed coherent, since it can be shown that an invariant system under
translations and rotations, at least at continuity limits, would be scale invariant and
exposes short range effects. Therefore, the conformal symmetry is spontaneously
generated.
For two-dimensional systems, conformal symmetry notably has improved our
knowledge about nature. Whereas the scale invariance can only put our system
in large parts, dependent to properties like symmetry, space dimensions and number
of order parameters, the conformal symmetry proposes and assortment of partition
functions.
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Currently, researches on theoretical physics, show a considerable focus on confor-
mal invariance. However to use the technical tools to understand it, one should have
professional skills; lots of initial concepts in string theory, require adequate knowledge
of quantum theory of fields. On the other hand we believe that it is time to apply
some methods in physics, based on conformal invariance. While conformal invariance
constitutes the basis of higher dimensional string theory, it provides the possibility
to study the fields on oscillating metrics. This studies are of great importance in
two-dimensional quantum gravity [21].
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Chapter 2
Conformal transformations
2.1 Conformal mapping
Conformal mapping, or conformal transformation or the angle preserving transforma-
tion, is indeed the transformation w = f(z), where z would be the complex number
z = x + iy+. Here r = |z| is the amplitude an θ = arg is the phase. x and y are the
cartesian coordinates (see figure (2.1)).
Figure 2.1: a complex number in x− y plane
Axiom 1 A function f(z) is analytic at z0, if it is differentiable at z = z0 and in its
neighborhood.
As long as f(z) is analytic, we have:
df
dz
=
dw
dz
= lim
∆z→0
∆w
∆z
. (2.1)
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Considering the polar version of this equation, it is possible to equate the amplitudes
and the phases with each other. For the phases we can write:
arg lim
∆z→0
∆w
∆z
= lim
∆z→0
arg
∆w
∆z
= lim
∆z→0
arg∆w − lim
∆z→0
arg∆z = arg
dw
dz
= α, (2.2)
in which α is the argument of the derivative, for a constant definite z, and is indepen-
dent of the direction from which we have approached z. To declare the importance
of relation (2.1), consider two curves, one Cz in the z plane, and an other curve Cw,
corresponding to Cz in the w plane. As it is illustrated in figure (2.2), the evolvement
∆z, makes an angle θ by the real axis x and corresponding to it, the evolvement ∆w,
makes an angle φ by the real axis u. From (2.1) we conclude
Figure 2.2: illustrating two correspondent curves in complex planes
φ = θ + α. (2.3)
In other words, as long as w is analytic and its differentiations are nonzero, any line
in the z plane, will be rotated by an angle α in the w plane. This conclusion is valid
for any z0-crossing line. Therefore we can apply it for two lines as well. The angle
between these two lines would be:
φ2 − φ1 = (θ2 + α)− (θ1 + α) = θ2 − θ1. (2.4)
This relation asserts that the angle between two lines, will be preserved by analytic
transformations. Such transformations, which keep the angles, are called conformal
transformations. The rotation angle α, and also |f(z′)|, are usually functions of z.
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Axiom 2 An analytic function, is conformal every where it possesses nonzero differ-
entiations. In reverse, any conformal mapping of a complex variable, having contin-
uous partial differentiations, would be analytic.
As well as lots of other regions in physics, conformal mappings are of great important
in complex analysis.
Definition 4 A map which conserves the angles, but changes the directions, is an
isogonal map.
Axiom 3 A function f : C −→ C is conformal, if and only if there exist two complex
numbers a 6= 0 and b, such that
f(z) = az + b.
Conformal transformations are rather profitable in solving physics problems. Taking
w = f(z), the real and complex parts of w(z), must satisfy the Cauchy-Riemann
and Laplace equations. Assume u(x, y) and v(x, y) are respectively the real and the
imaginary parts of f(z). Then:
∂xu = ∂yv, ∂vu = −∂xv the Cauchy-Riemann condition,
∂2xu+ ∂
2
yu = 0, ∂
2
xv + ∂
2
yv = 0 the two-dimensional Laplace equation.
Hence, spontaneously a scalar potential is provided. For a three-dimensional electro-
static potential we have:
∂2xϕ+ ∂
2
yϕ+ ∂
2
zϕ = 0,
which is reliable in a space without any charge density. Generally, any function
which satisfies the Laplace equation, is called a harmonic function. Therefore the
above electrostatic potential, is a three-dimensional harmonic function.
As stated above, the real and imaginary parts of a complex function are harmonic,
therefore complex analysis methods become sometimes advantageous in solving elec-
trostatic problems. Since ϕ satisfies the Laplace equation, one can consider it as a
part of the analytic function w(z), which here we call it a complex potential. To
obtain the potential for a sequence of charges, firstly we must derive w(z) for a line
of charges, which embarks on moving when it is at the origin. If this line is located
at z0 = x0 + iy0, then it can be shown that:
w(z) = 2λ ln(z − z0),
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where λ is the linear charge density. And in general for a sequence of charges we
have:
w(z) = 2
n∑
k=1
λk ln(z − zk). (2.5)
The function w(z) can be used to solve electrostatic problems, with simple charge
distributions.
Instead of discussing w(z), let us consider a map from the z plane (or xy plane)
to the w plane (or uv plane). In special case, the curves with same potential, are
mapped to lines parallel to z axis in the w plane, since these curves are defined to
be u-constant. Also the v-constant curves are mapped to horizontal lines in w plane.
This would be a big simplification in geometry:
The straight lines, specially when they are parallel to the axis, are far simpler than
circles and are easier to be analyzed than other geometrical objects. Specially when
their centers do not coincide to the origin.
Therefore let us introduce two different complex worlds; one the x − y plane an
the other, which is primed, would be the x′ − y′ plane. Assume that we are in the z
coordinate system1 and we wish to obtain a quantity like the electrostatic potential
ϕ. If solving this problem was hard in z, we could just translate it to z′ to simplify
the resolving process. To do this, we solve the problem with respect to (x′, y′) and
then, we translate it again to z. If any physical problem exists for which this solution
is valid, then the problem is solved. Therefore pursuing an inverse procedure, we find
a solution, for which if we wanted to obtain straightforwardly, we had could have
confronted a sophisticated work. Hence, mappings that relate z and z′, should be
selected accurately.
We ought to consider two necessary conditions:
• First Condition: The differential equation which is describing the physics of our
problem, must be simpler than a translation in z′. Since the Laplace equation
is among the simplest ones, the z′ world should obey the Laplace equation.
1Here the x− y plane is denoted by z, and z′ is used instead of w and (x′, y′) instead of (u, v).
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• Second Condition: The applied mapping must conserve the angles. This con-
dition is of great importance, since the equipotential curves and the filed lines,
are supposed to be perpendicular to both z and z′ worlds.
Briefly speaking, our map must be conformal.
Theorem 2 Consider γ1 and γ2 be two curves in the complex plane z, making an
angle α at point z0. Assume that f : C −→ C is a map with relation f(z) = z′ =
x′ + iy′, which is analytical at z0. Also consider γ
′
1 and γ
′
2 be transformed curves by
f , making the angle α′ with each other. Hence, we will have:
a) α′ = α, or the map is conformal if
df
dz
|z=z0 6= 0,
b) if f is harmonic at (x, y), therefore it will be harmonic at (x′, y′).
Some examples of conformal mapping are listed below:
• z′ = z + a, where a is an arbitrary constant. This simply can be regarded as a
translation from the z axis.
• z′ = bz
• z′ = 1
z
• combining the formerly mentioned transformations, we obtain the following
map:
z′ =
az + b
cz + d
,
which will be conformal if
dz′
dz
6= 0 6= cz + d.
Also when az + b 6= 0.
Such mappings are often called homographic transformations. One of the advan-
tages of these transformations is that they can map an infinite domain from the z
plane, to a finite domain in z′ plane. In fact using them we can transform high valued
points to a neighborhood of point z′ = a
c
.
Example: A physical application [17]
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Consider the following potential:
w(z) = Azn = Arneinθ.
The real and the imaginary parts are respectively
φ = Arn cos(nθ),
ψ = Arn sin(nθ).
For n = −2: The equipotential curves are shown in figure (2.3) and the two parts of
Figure 2.3: the equipotential curves for n = −2
the potential are derived as:
φ =
A
r2
cos(2θ),
ψ = −A
r2
sin(2θ).
For n = −1: The equipotential curves are shown in figure (2.4) and the two parts of
the potential are derived as:
φ =
A
r
cos(θ),
ψ = −A
r
sin(θ).
This solution is composed of two circular systems, and φ is the potential function on
two parallel lines of charge with opposite signs.
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Figure 2.4: the equipotential curves for n = −1
Figure 2.5: the equipotential curves for n = 1
2
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For n = 1
2
: The equipotential curves are shown in figure (2.5) and the two parts
of the potential are derived as:
φ = Ar
1
2 cos(
θ
2
) = A
√
(x2 + y2)
1
2 + x
2
,
ψ = Ar
1
2 sin(
θ
2
) = A
√
(x2 + y2)
1
2 − x
2
,
from which, φ gives the field near the edge of a thin layer.
For n = 1: The equipotential curves are shown in figure (2.6) and the two parts
Figure 2.6: the equipotential lines for n = 1
of the potential are derived as:
φ = Ar cos(θ),
ψ = Ar sin(θ),
which are two straight lines.
For n = 3
2
: φ gives the field near and outside of a corner, made of perpendicular
plates. The equipotential curves are shown in figure (2.7). Also the potential is given
by:
w = Ar
3
2 e
3
2
iθ.
For n = 2: The potential and its real and imaginary parts are:
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Figure 2.7: the equipotential curves for n = 3
2
Figure 2.8: the equipotential curves for n = 2
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w = A(x+ iy)2 = A[(x2 − y2) + 2ixy],
φ = A(x2 − y2) = Ar2 cos(2θ),
ψ = 2Axy = Ar2 sin(2θ),
The equipotential curves are shown in figure (2.8), which are two perpendicular hy-
perboloids, and φ would be the potential at the vicinity of the middle point, between
two separated charges. Also φ can be regarded as the potential on the open part of
a rectangular conductor [9, 16, 23].

2.2 Conformal covariance and conformal invariance,
and the scalar wave equations
A new formulation of scalar field equations is given by Klein-Gordon equation, when
there exist a metric tensor gij(x) and a scalar field C(x). This equation is covariant
with respect to the gauge transformations
A(x) −→ Ai(x) +∇iV (x), (2.6)
and the conformal transformations of the tensor field, i.e.
gij −→ exp[θ(x)]gij, (2.7)
in which V (x) and θ(x) are arbitrary functions of x = x(x1, x2, ..., xn). In this case,
the square of the remnant mass m2(x) is defined is a function of given fields, in the
form:
m2(x) = c− n− 2
4(n− 1)R−
1
4
AiAi − 1
2
∇iAi, (2.8)
which is transformed as follows:
m2(x) −→ exp[−θ(x)]m2. (2.9)
In equation (2.8), R is the scalar curvature, and ∇i is the covariant derivative in the
Reimannian space Vn. Also for the metric tensor gij(x) (the inverse of g
ij(x)) we have
A(x) −→ gijAj.
Considering a class of wave equations with constant mass, it has been shown
that we shall confront the transformation matrices g¯ij(x) −→ m2(x)gij(x), depending
directly on the given tensor and scalar and vector fields. For the vector field potential
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∇iAj = ∇jAi, we have equation (2.10) which is the equation of motion of a free
particle in Riemannian space Vn.
gij∇i∇jφ+ n− 2
4(n− 1)Rφ+m
2
0φ = 0. (2.10)
This equation exposes the complete characteristics of a group, and is comparable to
the equation
gij∇i∇jφ+m20φ = 0, (2.11)
which is considerable in quantum mechanical expansions and the quantum theory of
fields, where the space curvature is assumed to be nonzero [18].
2.3 Conformal transformations, and conformal in-
variance in gravitation
The conformal transformations are used frequently in studying the relations between
diversified theories of gravitation, and Einstein relativity. Therefore inevitably, it is
important to consider the instructions of conformal transformations for geometrical
quantities in general relativity.
In special case, we concern about the conformal transformations of the energy-
momentum tensor, and as a must, we should proceed with the delicate and exact
principal of conservation (or the Bianchi identity) in one of the conformal systems,
as an origin for the others. The importance of this principal, goes back to this fact
that the conformal transformations create a matter term, composed of the conformal
factor, and insert it into the conservation principal.
In the outstanding case of flat spacetime, this matter is created from the work,
done by the conformal transformations to curve the spacetime.
We also have to note the structure of conformal gravity. In this case which is the
simplest one, we should concern about the Brans-Dicke theory, taking its parameter
to be 3
2
.
The conformal transformations are applied to investigate gravitation in higher
dimensional theories. In this way, we obtain the laws of conformal transformations
for scalar invariants, namely R2, RabR
ab and RabcdR
abcd, and consequently for the
Gauss-Bonnet invariant in arbitrary dimensions.
Conformal transformations of a metric tensor, exhibits some interesting charac-
teristics of gravitational theories, which are based on scalars. Here the point is that
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we can demonstrate these theories, in two different systems with conformal relations:
1) The Jordan system, in which the scalar field is coupled by the metric tensor,
non-minimally.
2) The Einstein system, where this field has a minimum coupling with the metric
tensor.
Note that the scalar based gravitational theories , are the lower limits of the super
string theory. It has been shown that some physical processes like expansion of the
universe or the perturbations in density, are seemed to be different in related confor-
mal systems. Therefore, it seems to be crucial to investigate these transformations,
through diversified gravitational theories.
Lots os studies have been devoted to the problem of changes in geometrical quan-
tities under conformal transformations. However the transformation laws, have not
always been clarified and some simple traits of them have not been investigated in
details. Therefore, we should discuss these laws explicitly, and also concern about
conformal transformations in higher-dimensional curvatures.
2.4 Conformal transformations in Einstein gravity
Let us consider the spacetime (µ, gab), where µ is a smooth manifold and gab is the
Lorentz metric on µ. The conformal transformation
g¯ab(x) = Ω
2gab(x), (2.12)
in which Ω is an uniform and nonzero function of spacetime. The transformation in
(2.12) is a congruence of the metric, independent of points, and is called the conformal
factor. This factor relies in the interval 0 < Ω <∞.
The conformal transformations, increase or decrease the distances between two
definite points, in the same coordinate systems xa on manifold µ, but leave the angles
between the vectors, unchanged. This leads to preservation of manifold’s structure.
Assuming a constant Ω, we will have a congruent transformation. In fact, conformal
transformations are local congruences. We have:
Ω = Ω(x).
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On the other hand, the coordinate transformations like xa −→ x¯a, only change the
coordinate systems, not the geometry. Consequently, such transformations differ from
conformal transformations. This is an accurate fact, since conformal transformations,
lead to new physical conditions. Whereas this concept, relates to different couplings
between physical fields and gravitation, we investigate different systems, in which the
physics of our problem is studied.
In a D-dimensional spacetime, the determinant of metric, i.e. g = det(gab) is
transformed in follows: √−g¯ab = ΩD
√−gab. (2.13)
From (2.13) we have:
g¯ab = Ω−2gab, (2.14)
and
d¯s2 = Ω2ds2. (2.15)
Finally, the concept of conformal flatness will be:
g¯abΩ
−2(x) = ηab, (2.16)
where ηab is the Minkowski metric. Using conformal transformations of the metric,
we are able to calculate such transformations of the Einstein tensor, after obtaining
the Christoffel symbols and Riemann and Ricci tensors, in D-dimensional spacetime.
We have:
G¯ab = Gab +
D − 2
2Ω2
[4Ω,aΩ,b + (D + 5)Ω,cΩ
,cgab]− D − 2
Ω
[Ω,ab − gabΩ]. (2.17)
In this equation, the D’alembertian  acts with respect to gab. An important feature
of conformal transformation is that they preserve the Weyl curvature tensor
Cabcd = Rabcd +
2
D − 2[ga[dRc]b + gb[cRd]a] +
2
(D − 2)(D − 1)Rga[cgd]b. (2.18)
This means that from (2.12) we conclude
C¯abcd = Cabcd. (2.19)
Using (2.19) together with relations (2.12) and (2.14), one can simply derive the Weyl
Lagrangian. This Lagrangian is also invariant under conformal transformations, i.e.
L¯W = −α(−g¯) 12 C¯abcdC¯abcd = −α(g¯) 12CabcdCabcd = LW . (2.20)
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2.5 Explaining some axioms using conformal trans-
formations
Axiom 4 AssumeM be a complete Einstein manifold on which there exists a vector
field, generating a 1-parameter group of conformal transformations. Thereupon M
is isometric to a continuous space with positive curvature. In spacial case, M is
homeomorphic to the sphere sn.
On the other hand, a pseudo-circular transformation from Riemannian manifold M
with metric gµλ, to the Riamannian manifold M′ with metric g′µλ, is a conformal
transformation, i.e.
g′µλ = ρ
2gµλ. (2.21)
This relation, takes the circular geodesics in M to circular geodesics in M′. This
process can be denoted by the following equation:
∇µρλ − ρµρλ = ψgµλ, (2.22)
where ρ and ψ are real-valued functions onM. Also
ρλ = ∇λ log ρ. (2.23)
Axiom 5 Assume M and M′ be two Riemannian manifolds with constant curva-
tures k and k′. Consider M′ to be complete and also there exists a pseudo-circular
transformation from M to M′. Therefore M
• is the Euclidean space if k = 0,
• is a spherical space if k > 0,
• is a hyperbolic space if k < 0.
Axiom 6 In addition to the assumptions in axiom 5, assume that, is also complete
and the pseudo-circular transformation, is a homeomorphic transformation from M
to M′. Therefore the constant curvatures k and k′ must be positive and M and M′
are spherical spaces.
We should note that:
Theorem 3 A conformal transformation, which transforms an Einstein manifold to
another one, is a pseudo-circular transformation.
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Theorem 4 If a complete Einstein manifold M is transformed conformally to an-
other Einstein manifold M′, therefore M
• is the Euclidean space if k = 0,
• is a spherical space if k > 0,
• is a hyperbolic space if k < 0.
Theorem 5 If a complete Einstein manifoldM accepts its conformal transformation
to itself, thereupon M would be the spherical space [20].
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Chapter 3
Einstein field equations
3.1 Introduction
The Einstein field equations are a set of 10 equations in general theory of relativity,
which explain the gravitational reactions, as a consequence of the spacetime curvature
under the influence of mass or energy [25].
Einstein equation was first proposed by Einstein in 1915, as a tensorial equation.
This equation equates the spacetime curvature (which is described by Einstein tensor)
to the energy (which is described by energy-momentum tensor) [26].
Just like the procedure in which the electromagnetic fields are determined by
Maxwell’s equations, using the charges and currents, Einstein field equations are
applied to determine the geometry of spacetime, as a consequence of the presence of
energy, mass and linear momentum. This means that these equations, give the metric
for a definite form of energy in spacetime.
The correlations between the metric tensor and Einstein tensor, demonstrates
the field equations, as a set of partial differential equations. The solutions to these
equations, would be the metric tensor components. Also the trajectories due to
particle motions, can be derived from the consequent geometry. Since Einstein field
equations are locally obeying energy-momentum conservation, these equations reduce
to Newtonian field equations, in weak field limits.
3.2 The mathematical form
Einstein field equation can be written as follows [25]:
Rµν − 1
2
gµνR + gµνΛ =
8πG
c4
Tµν , (3.1)
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where Rµν is the Ricci curvature tensor, R the scalar curvature, gµν the metric tensor,
Λ the cosmological constant, G the gravitational constant, Tµν the energy-momentum
tensor and c is the speed of light.
Einstein field equation, is a tensorial equation which relates a set of 4 × 4 ten-
sors. Each tensor possesses 10 independent components. Considering our freedom in
choosing the spacetime coordinates, the number of independent equations decreases
to 6.
Albeit Einstein equations had been initially based on four-dimensional spacetime,
some theorists have expanded the results in n dimensions. These equations, which
are technically regarded to be out of the region of general relativity, are still referred
to Einstein equations. The vacuum field equations, define the concept of Einstein
manifold.
Despite the simple form, Einstein equations are indeed rather complicated. For
an ordinary distribution of matter and energy, Einstein field equations become a set
of equations for the metric tensor gµν , on which the Ricci tensor and the Ricci scalar,
will non-linearly depend.
In fact, Einstein field equations, when fully written, are combined of ten coupled
non-linear hyperbolic-elliptical differential equations.
Introducing the Einstein tensor
Gµν = Rµν − 1
2
gµνR, (3.2)
which is a symmetric tensor of rank two, one can write the equations in the following
compact form:
Gµν =
8πG
c4
Tµν , (3.3)
where the cosmological term has been moved into the energy-momentum tensor, per-
taining the Dark energy concept. In geometrical units G = c = 1, this equation
reduces to
Gµν = 8πTµν , (3.4)
in which the left hand side (lhs), indicates the spacetime curvature, caused by the
metric tensor. The right hand side (rhs) stands for the matter/energy contents of
spacetime. Einstein field equations can be expressed as a set of equations, demon-
strating how the spacetime will curve, related to the matter/energy constituting the
universe.
These equations, beside the geodesic equation, are the foundations of general
theory of relativity.
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3.3 The equivalent form
Einstein field equations can also be written in the following equivalent form:
Rµν − gµνΛ = 8πG
c4
(Tµν − 1
2
Tgµν),
which becomes useful when we are interested in weak-filed limits, where gµν can be
substituted by the Minkowski metric, with an acceptable accuracy.
3.4 The cosmological constant
Historically, Einstein had included a cosmological constant in his equation, relating
to the metric.
Rµν − 1
2
gµνR + gµνΛ = 8πTµν . (3.5)
Since Λ is a constant, the conservation of energy is still valid. The cosmological
term, initially introduced by Einstein to describe a static universe (a universe with
no expansion or contraction). This attempt was unsuccessful because of two reasons;
first, the so-called static universe was unstable, and second, the Hubble’s observations
of distant galaxies, confirmed that our universe is not static, and is indeed expanding.
Therefore since Einstein had called Λ as his biggest blunder, it was taken to be zero,
during the next decades [27].
Despite this misguiding for introducing the cosmological constant, recent obser-
vational instruments, have assigned a definite value for it which is confirmed by some
observational data [28, 29].
Einstein have considered his cosmological constant, to be an independent variable.
However, the corresponding term in the field equation (3.1) can be algebraically moved
to the other side, to become a part of the energy-momentum tensor.
T (vac)µν = −
Λc4
8πG
gµν . (3.6)
The vacuum energy is constant and is given by
ρ(vac) =
Λc2
8πG
. (3.7)
Therefore the existence of the cosmological constant, is equivalent to the existence of
a nonzero vacuum energy. These terms are currently being used in general relativity.
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3.5 Energy-momentum conservation
In general relativity, the energy-momentum conservation law is expressed in the fol-
lowing form:
∇bT ab = T ab;b = 0. (3.8)
This relation can be derived from Bianchi identity, which can be summarized as
follows:
Rab[cd;e] = 0, (3.9)
for which, a multiplication by gab, knowing that the metric tensor is a covariant
constant, gives:
Rcbcd;e +R
c
bec;d + R
c
bde;c = 0. (3.10)
The antisymmetric property of the Riemann tensor, provides this opportunity to
rewrite the second term of (3.10), in the following way:
Rcbcd;e − Rcbce;d +Rcbde;c = 0, (3.11)
which is equivalent to
Rbd;e −Rbe;d +Rcbde;c = 0. (3.12)
To obtain (3.12), we used the definition of the Ricci tensor. Now multiplying both
sides of (3.12) to the metric tensor, once again we make another contraction.
gbd(Rbd;e − Rbe;d +Rcbde;c) = 0, (3.13)
getting
Rdd;e −Rde;d +Rcdde;c = 0. (3.14)
Applying Riemann tensor and Ricci scalar definitions, one obtains:
R;e − 2Rce;c = 0, (3.15)
which can be rewritten as
(Rce −
1
2
gceR);c = 0. (3.16)
One more, subtraction by gab yields:
(Rcd − 1
2
gcdR);c = 0, (3.17)
from which, the symmetry in the parenthesis and the definition of Einstein tensor
implies that:
Gab;b = 0. (3.18)
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Using Einstein equations, we immediately conclude
∇bT ab = T ab;b = 0,
which is the same as equation (3.8). This relation locally expresses the energy-
momentum conservation. This conservation law is of physical interest. In his field
equations, Einstein confirms that general relativity possesses such conservation law.
3.6 Non-linearity
The non-linearity of Einstein equations, makes general relativity a distinguishable
theory, among the others in physics. For example, Maxwell’s equations for electro-
magnetism, are linear in electric and magnetic fields and corresponding distributions
of charge and current (since a linear combination of two solutions, is itself a solution).
Another example is the Schro¨dinger equation in quantum mechanics, which is linear
with respect to the wave function.
3.7 The equivalence principle
Einstein field equations and its approximations for weak fields and low speeds, lead to
Newton’s law of gravitation. In fact the constant which appears in Einstein equations,
is determined from these two approximations.
3.8 The vacuum field equations
If the energy-momentum tensor Tµν becomes zero in a definite region, as a conse-
quence, the field equations transform to the vacuum case. Taking Tµν = 0 in all filed
equations, one can write the vacuum field equations as follows:
Rµν =
1
2
Rgµν . (3.19)
Deriving the trace of this equation (contraction by gµν) and knowing that g
µνgµν = 4,
we will have:
R =
1
2
R × (4) = 2R, (3.20)
or
R = 0. (3.21)
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Substituting (3.21) in (3.19) provides a corresponding form for the vacuum equations.
Rµν = 0. (3.22)
When a nonzero cosmological constant is included, we will have:
Rµν =
1
2
Rgµν − Λgµν , (3.23)
from which one obtains
R = 4Λ. (3.24)
This relation also has a corresponding vacuum form like
Rµν = Λgµν . (3.25)
The solutions to these equations are called vacuum solutions. Minkowski spacetime is
the simplest vacuum solution to Einstein equations. Some other nontrivial solutions
are the Schwarzchild and Kerr solutions.
Manifolds with Rµν = 0, are called Ricci-flat manifolds, and the manifolds in
which Ricci tensor is proportional to the metric, are called Einstein manifolds.
3.9 Einstein-Maxwell equations
If the energy-momentum tensor is considered to be
T αβ = − 1
µ0
(F αβF βψ +
1
4
gαβFψτF
ψτ ), (3.26)
corresponding to an electromagnetic field in free space, then the resultant equations
from (3.1), get the Einstein-Maxwell field equations.
Rαβ − 1
2
Rgαβ + gαβΛ = −8πG
c4µ0
(F αβF βψ +
1
4
gαβFψτF
ψτ ). (3.27)
Furthermore, the covariant form of Maxwell’s equations are also applicable in free
space.
F
αβ
;β = 0, (3.28)
and
F[αβ;γ] =
1
3
(Fαβ;γ + Fβγ;α + Fγα;β) = 0, (3.29)
in which ; denotes covariant differentiation, and the brackets represents the antisym-
metry. The first equation asserts that a four-dimensional divergence of F , vanishes.
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The second equation, equates exterior differentiation to zero. Therefore from
Poincare` lemma, we can define a vector potential Aα so that
Fαβ = Aα;β − Aβ;α = Aα,β −Aβ,α, (3.30)
where , stands for partial differentiations. Equation (3.30) sometimes is regarded as
covariant Maxwell equation [30]. However, there are some generalized solutions to
this equation, without possessing a generalized definite potential [31].
3.10 The solutions
The solutions of Einstein equations are the spacetime structures. Hence, this solu-
tions are named metrics. These metrics describe the spacetime structure, including
the inertial characteristics of the contained objects. Since the field equations are
nonlinear, it is not possible to solve them completely (inevitably we must make ap-
proximations). For example, there is no known complete solution for the spacetime,
containing two separated masses (which is the theoretical model for dipole stars).
However in such problems, it is common to consider some sort of approximations,
called post-Newtonian approximations. Although in several cases, the field equations
have been solved completely, resulting in exact solutions [32].
Probing the exact solutions of Einstein equations, is one of the most important
activities in cosmology. These investigations, have led to anticipations like black-hole
existence, and also to proposing some different models of universe’s evolution.
3.11 The linearized field equations
The linearized Einstein equation is an approximation, which is valid for weak-filed
limits and is applied to simplifying the problems in general relativity or discussing
the concept of gravitational waves. This approximation can also be used to deduce
Newtonian gravitation from general relativity, as the weak-field limit.
These approximations can be derived, by considering that the spacetime metric,
differs only slightly from the Minkowskian one. Then the difference between the
metrics can be regarded as a field on the original metric (background metric), and its
behavior is investigated by a set of linear equations.
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3.11.1 Derivation of Minkowski metric
Let us consider the following metric for our spacetime:
gab = ηab + hab, (3.31)
where ηab is the Minkowski metric and hab correlated to a field located on the back-
ground metric. h has to be ignorable versus η. That is |hµν | ≪ 1 (and also for all
derivatives of h). Therefore one can ignore all the multiplications of h by itself (and
all its derivatives with respect to h). Then we shall assume that all the indices of h
can be raised or lowered by a η.
h is always symmetric, and the condition gabg
bc = δca implies that
gab = ηab + hab, (3.32)
from which the Christoffel symbols can be calculated as follows:
2Γabc = (h
a
b,c + h
a
c,b − habc,), (3.33)
where
habc, := η
arhbc,r
is used to calculate the Riemann tensor
2Rabcd = 2(Γ
a
bd,c + Γ
a
bc,d)
= ηac(heb,dc + hed,bc − hbd,ec − heb,cd − hec,bd + hbc,ed)
= ηac(hed,bc − hbd,ec − hec,bd + hbc,ed)
= (had,bc − habd,c + habc,d − hac,bd). (3.34)
Using Rab = δ
c
aR
a
bcd we have:
2Rbd = h
r
d,br + h
r
b,dr − h,bd − hbd,rsηrs. (3.35)
Therefore the linearized Einstein equations take the form 1:
8πTab = Rbd − 1
2
Racη
acηbd. (3.36)
1Stephani, Hans (1990), General Relativity: An Introduction to the Theory of Gravitation Filed,
Cambridge University Press. ISBN 0-521-37941-5.
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3.12 The de Sitter space
In mathematical physics, the n-dimensional de Sitter space, denoted by dSn, is the
Lorentz analogy of a n-dimensional sphere (with a canonic metric). This space is
a maximally symmetric Lorentz manifold, with a constant positive curvature, which
would be continuous for n ≥ 3. From general relativity view point, the de Sitter space
is a maximally symmetric vacuum solution to Einstein equations, possessing a positive
cosmological constant (repelling) corresponding to a positive density of vacuum energy
with negative pressure. When n = 4, de Sitter space is also a cosmological model.
This space has been proposed by Willem de Sitter, and independently by Tullio Levi-
Civita in 1917.
Formerly, this space was considered as a basis of general relativity, instead of
Minkowski space, forming a formalism called de Sitter relativity [33].
3.12.1 Mathematical definition
De Sitter space is a sub-manifold of Minkowski space with one additional dimension.
Let us consider a Minkowski space R1,n with the standard metric
ds2 = −dx20 +
n∑
i=1
dx2i . (3.37)
The so-called sub-manifold is a hyperbolic surface, defined by
− x20 +
n∑
i=1
x2i = α
2, (3.38)
in which alpha is a positive constant having the dimension of length. The induced
metric which is defined on de Sitter space, is deduced from Minkowski ambient space.
One can inspect that this induced metric, is non-degenerate exhibits a Lorentz form.
Note that, if α2 is substituted by −α2 in the above definition, a two-surfaced hyper-
boloid is achieved. The so-called induced metric in this case, is definite and positive,
and every surface, is a copy of a n-dimensional hyperboloid.
De Sitter space can also be regarded as the quotient of the fraction O(1,n)
O(1,n−1)
of
two indefinite nonorthogonal groups, which shows that this space is symmetric and
non-Riemannian. From topological view point, de Sitter space is R× sn−1, therefore
for n ≥ 3, is continuous [34, 35, 36].
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3.12.2 Properties
The isometry group od de Sitter space, is the Lorentz group O(1, n). Therefore
its metric is maximally symmetric and has n(n+1)
2
independent Killing vectors. Every
maximally symmetric spaces, have a constant curvature. The corresponding Riemann
tensor is given by
Rρµνλ =
1
α2
(gµνgσν − gρνgσµ). (3.39)
Since the Ricci tensor is proportional to the metric, de Sitter space is an Einstein
manifold.
Rµν =
n− 1
α2
gµν . (3.40)
This means that de Sitter space is a vacuum solution to Einstein equations, with the
cosmological constant
Λ =
(n− 1)(n− 2)
2α2
. (3.41)
The constant curvature of de Sitter space is given by the following relation:
R =
n(n− 1)
α2
=
2n
n− 2Λ. (3.42)
For Λ = 4 we have Λ = 3
α2
and R = 4α [37, 38].
3.13 De Sitter group and invariance
The de Sitter group SO0(1, 4) is composed of all g5×5 matrices with determinant 1,
preserving the following quadratic form:
x20 − x21 − x22 − x23 − x24.
The compact maximally symmetric subgroup k of SO0(1, 4) is isometric to SO(4)
and is composed of matrices ∣∣∣∣ 1 00 k
∣∣∣∣ ,
and k ∈ SO(4) [14, 15, 24].
3.14 The coordinate systems in de Sitter space-
time
3.14.1 Static coordinate system
It is possible to define the static coordinates (t, r, ...) in de Sitter space as follows:
x0 =
√
α2 − r2 sinh( t
α
),
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x1 =
√
α2 − r2 cosh( t
α
),
xi = rzi 2 ≤ i ≤ n,
where zi is the contained space in a (n − 2)-dimensional sphere in Rn−1. In this
system, the de Sitter metric has the form
ds2 = −(1 − r
2
α2
)dt2 + (1− r
2
α2
)−1dr2 + r2dΩ2n−2. (3.43)
This metric is also known as the Einstein-de Sitter metric. Note that in this coordinate
system, there would be an event horizon (cosmological horizon) at r = α, as a result
of the singularity in this point.
3.14.2 Flat coordinate system
If we have
x0 = α sinh(
t
α
) +
r2
2α
e
t
α ,
x1 = α cosh(
t
α
)− r
2
2α
e
t
α ,
xi = e
t
αyi 2 ≤ i ≤ n,
where r2 =
∑
i y
2
i , therefore for this system, the de Sitter metric in (t, yi) coordinates
will be
ds2 = −dt2 + e 2tα dy2, (3.44)
in which dy2 =
∑
i dy
2
i is the flat metric on yi.
3.14.3 Open slicing
In this system we have
x0 = α sinh(
t
α
) cosh(ξ),
x1 = α cosh(
t
α
),
xi = αzi sinh(
t
α
) sinh(ξ) 2 ≤ i ≤ n,
where
∑
i z
2
i = 1, forms a s
n−1 with the standard metric
∑
i dz
2
i = dΩ
2
n−2. In this
case the de Sitter metric takes the form
ds2 = −dt2 + α2 sinh( t
α
)dH2n−1, (3.45)
where
dH2n−1 = dξ
2 + sinh2(ξ)dΩ2n−1
is a hyperbolic Euclidean space.
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3.14.4 Closed slicing
Assume that
x0 = α sinh(
t
α
),
xi = α cosh(
t
α
)zi 1 ≤ i ≤ n,
where zi describes a s
n−1. Therefore the metric will be
ds2 = −dt2 + α2 cosh2( t
α
)dΩ2n−1. (3.46)
Changing the time variable to the conformal time using tan(η
2
) = tanh( t
2α
) (or equiv-
alently cos(η) = t
cosh( t
α
)
), we obtain a metric, which is conformally equivalent to a
static Einstein universe.
ds2 =
α2
cos2(η)
(−dη2 + dΩ2n−1). (3.47)
This metric is of benefit when we concern about the Penrose diagrams of de Sitter
spacetime.
3.14.5 De Sitter slicing
If we have
x0 = α sin(
χ
α
) sinh(
t
α
) cosh(ξ),
x1 = α cos(
χ
α
),
x2 = α sin(
χ
α
) cosh(
t
α
),
xi = αzi sin(
χ
α
) sinh(
t
α
) sinh(ξ) 3 ≤ i ≤ n,
where zi describes a s
n−1, the metric takes the form
ds2 = dχ2 + sin2(
χ
α
)ds2
ds,α,n−1, (3.48)
in which
ds2
ds,α,n−1 = −dt2 + α2 sinh2(
t
α
)dH2n−2
is the metric of a (n−1)-dimensional de Sitter space with α as the radius of curvature
in open coordinate system. The hyperbolic metric is given by the following relation:
dH2n−2 = dξ
2 + sinh2(ξ)dΩ2n−3. (3.49)
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Continuing the open coordinate system analysis, this metric is derived from the trans-
formation
(t, ξ, θ, φ1, φ2, ..., φn−3) −→ (iχ, ξ, it, φ2, ..., φn−4),
and also the substitution x0 by x2, since these two, replace their timelike/spacelike
natures [39].
3.15 Solutions to Einstein equations from Birkhoff’s
view point
The Schwarzchild metric
ds2 = −(1− 2GM
r
)dt2 + (1− 2GM
r
)−1dr2 + r2dθ2 + r2 sin2 θdφ2, (3.50)
is known to be directly related to the spherically symmetric metric, as the original
result of the Birkhoff’s theorem in 1923 [40]. This metric is the vacuum solution
to Einstein field equations, explaining the exterior geometry of a spherical object of
mass M . One can consider the Birkhoff’s theorem as follows:
A spcetime is spherically symmetric, if there exists a SO(3) group of isometries
on it, which are isomorphic to a S2-sphere.
Nevertheless, the Schwarzchild solution is supposed to be static, the results of
Birkhoff’s theorem is not confined to static spherically symmetric metrics. According
to the previous section, the Einstein-de Sitter metric
ds2 = −(1 − 2GM
r
− 1
3
Λr2)dt2 + (1− 2GM
r
− 1
3
Λr2)−1dr2 + r2dΩ2 (3.51)
where Λ is the cosmological constant, is also capable to be considered as a result
of Birkhoff’s theorem. This metric has to be the trivial solution to vacuum Bach’s
conformal field equations, derived from conformal Weyl gravity [41], i.e.
Wαβ = ∇ρ∇αRβρ +∇ρ∇βRαρ −Rαβ − gαβ∇ρ∇λRρλ
−2RρβRρα +
1
2
gαβRρλR
ρλ − 1
3
(
2∇α∇βR− 2gαβR− 2RRαβ + 1
2
gαβR
2
)
= 0. (3.52)
This holds, since de Sitter spacetime is conformally flat and obeys the SO(d, 2) con-
formal algebra, and therefore it would be conformally symmetric. What we are about
to do in this work, is to derive conformally invariant equations for massless particles
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with spin-2, on a de Sitter background. Previously, the conformal invariance of such
particles, beside investigating this property for scalars and partially massless parti-
cles in de Sitter and Anti-de Sitter spacetimes, have been studied [42]. In this work
however, we shall use a different approach, namely the Dirac’s six cone formalism to
reconsider this, which will be introduced in the next chapter.
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Chapter 4
The mathematical operators and
Dirac’s six cone formalism
4.1 Introducing the transverse projector
Lets consider a spherical surface in 3-dimensional space. Cartesian expression of this
surface would be
x2 + y2 + z2 = R2 = 1,
indicating a spherical shell with a unit radius. Now let us introduce the transverse
projector operator on this shell, in three-dimensional space as
θijAj = A¯
i (4.1)
where A¯i are the components of
−→
A on the sphere’s surface. Since A¯i is a tangent
vector, it is perpendicular to the radius vector of the sphere, so
riθ
ijAj = riA¯
i = 0. (4.2)
generally this operator can be defined as below:
θij = δij − r−2rirj . (4.3)
Corresponding to the operator defined in (4.1), we introduce a transverse projector,
to project a vector from de Sitter ambient (flat) space to de Sitter inherent (curved-
hyperbolic) space.
θαβ = ηαβ +H
2xαxβ , (4.4)
in which α, β = 1, 2, 3, 4, 5 and
ηαβ = diag(1,−1,−1,−1,−1).
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The metric will be
ds2 = ηαβdx
αdxβ = gdsµν dX
µdXν.
It can be shown that
xαA¯
α = xαA¯α = 0. (4.5)
Note that
xαx
α = −H−2 (4.6)
which is deduced from de Sitter space definition, and is equivalent to the following
relation:
x20 − x21 − x22 − x23 − x24 = −H−2. (4.7)
The differentiation operators are also capable to be projected from ambient space
onto curved space. In general relativity, this kind of differentiation is called covariant
differentiation. We have
∂¯α = θαβ∂
β = ∂α +H
2xα(x.∂). (4.8)
One can easily show that ∂¯α is the transverse component of differentiation in the
curved space, i.e.
xα∂¯
α = xα∂¯α = 0. (4.9)
Note that
∂xα
∂xβ
= δαβ = η
α
β (4.10)
and
∂¯αxβ = θ
α
β ⇒ ∂¯αxα = 4. (4.11)
It can be shown that for the Hubble parameter we have
∂¯αH
−2 = 0, (4.12)
and
∂αH
−2 = −2xα. (4.13)
The vector components can be differentiated in the following way:
∂¯αx
β = θβα. (4.14)
Note that
∂γx
β = ηβγ . (4.15)
Therefore it can proved that
∂¯βx
β = 4. (4.16)
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4.2 Applying the transverse projector on opera-
tors in de Sitter spacetime
Defining
Mαβ = i(xα∂β − xβ∂α),
It can be shown that
(xα∂β − xβ∂α)(xα∂β − xβ∂α)
= (xα∂¯β − xβ ∂¯α)(xα∂¯β − xβ ∂¯α). (4.17)
The scalar Casimir operator of de Sitter group is defined as
Q0 = −1
2
MαβM
αβ , (4.18)
from which
Q0 = H
−2∂¯α∂¯α. (4.19)
Applying the transverse projector on itself, yields
θαβθ
αβ = θγβ . (4.20)
It is also possible to calculate covariant differentiations of the transverse projector.
∂¯βθασ = H
2θβαxσ +H
2xαθβσ. (4.21)
For an arbitrary function f , we have
∂¯β(xγf) = θβγf + xγ∂¯βf. (4.22)
One can prove that
Q0x
β = −4xβ . (4.23)
Differentiation in curved space, is not commutative and indeed has the following
cummutation relation:
[∂¯α, ∂¯β] = H
2(xβ ∂¯α − xα∂¯β). (4.24)
Also some other cummutation relations are valid and provable.
[Q0, xα] = −4xα − 2H−2∂¯α, (4.25)
[Q0, ∂¯α] = 6∂¯α + 2H
2(Q0 + 4)xα. (4.26)
We should mention that
xαθαγ = 0. (4.27)
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4.3 The differentiation operator in de Sitter space-
time
The differentiation operator is defined like
D1α ≡ H−2∂¯α, (4.28)
or
D1 ≡ H−2∂¯. (4.29)
It is proved that
Q1D1kα = D1Q0φ, (4.30)
in which φ is an arbitrary scalar field like the formerly introduced function f . Note
that
Q1kα = (Q0 − 2)kα + 2xα∂¯.k, (4.31)
where kα is a vector field. Therefore in general, for a vector field we have
Q1kα = (Q0 − 2)kα + 2xα∂¯.k − 2∂¯x.k. (4.32)
And since k is supposed to be transverse, therefore
x.k = 0. (4.33)
The Casimir operators are classified as
• Q0 operates on scalars,
• Q1 operates on vectors,
• Q2 operates on tensors (two components).
If z¯α is an arbitrary constant vector, its derivatives are zero, however note that
z¯α = θ
β
αzβ. (4.34)
That is because of the existence of θβα its derivatives do not vanish.
∂.z¯φ = ∂αz¯αφ = ∂
αθαβz
βφ
= 4H2(x.z)φ + zβ ∂¯βφ = 4H
2(x.z)φ + z.∂¯φ. (4.35)
Also we have
Q0(x.z)φ = (x.z)(Q0 − 4)φ+ 2H−2z.∂¯φ. (4.36)
One can prove
Q0(z.∂¯)φ = z.∂¯(Q0 + 1)φ+ 2H
2(x.z)Q0φ. (4.37)
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4.4 Transversifying the vectors on de Sitter space-
time
The Laplace-Belzami operator is defined as
 ≡ −H−2Q0. (4.38)
Since we are now familiar with the basics concepts of θαβ , Q0, Q1 and D1 and their
commutation relations, it is worth to know that the transposition of a differentiation
between de Sitter ambient space and coherent space, is done in the following way:
∇µAν −→ θα′α θβ
′
β ∂α′kβ′. (4.39)
Since we possessed two indices, we had to differentiate twice. This is called transverse
projection, which is noted by TrPr. We have:
∇ρ∇λhµν −→ (TrPr)∂α(TrPr)∂βkµν . (4.40)
The term TrPr(∂βkµν) must results in an expressions, which vanishes when multiplied
by an x; in other words the result must be transverse.
TrPr(∂βkµν) = ∂¯βkµν − xµkβν − xνkµβ. (4.41)
Since k is transverse itself (x.k = 0), the rhs of (4.41) results in zero when it is
multiplied by xβ, xµ or xν .
xβTrPr(∂βkµν) = xµTrPr(∂βkµν) = xνTrPr(∂µkµν) = 0. (4.42)
The other calculations for TrPr, can be done in the same way. For example it can be
proved that
∇µAν −→ TrPr(∂αkβ) = ∂¯αkβ −H2xβkα. (4.43)
Note that it is common to consider H2 = 1.
4.5 Dirac’s six cone formalism
The Dirac’s six cone is a procedure through which the conformally invariant equations
are derived in six-dimensional space. Here the variables are denoted by ua, where:
ua a = 0, 1, 2, 3, 4, 5.
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From differential calculus, we know that x.∂¯ indicates the degree of a differentiable
function. For example for f(x) = x5, this operator results in 5. i.e.
x.∂f(x) = 5f(x). (4.44)
Similarly in Dirac’s six cone formalism, the operator ua∂a is regarded as the conformal
degree operator. The filed is denoted by ψ and the following relation is applied to
find the equations in six-dimensional space:

N5ψ = (p− 2)ψ
(∂a∂
a)ψ = 0
, (4.45)
where N5 = ua∂
a and the whole set are conformally invariant. The relation between
∂a∂
a and the Casimir operators of de Sitter group is
(∂a∂
a)p = −x−2p5
p∏
j=1
(
Q0 + (j + 1)(j − 2)
)
. (4.46)
As an example, for the simplest case of p = 1 we have
(∂a∂
a)1 = − 1
x25
(Q0 − 2), (4.47)
where Q0 is the Casimir operator of de Sitter group. Also for p = 2:
(∂a∂
a)2 = − 1
x45
(Q0 − 2)Q0. (4.48)
The following relation can be regarded as the connection between six-dimensional
space and de Sitter ambient space:

xα = (u5)−1uα, α = 0, 1, 2, 3, 4
x5 = u5
. (4.49)
Note that x5 is an extra component; it is not one of the 5 components of de Sitter
ambient space and will vanish in our final equations.
For the scalar field ψ (the simplest case), the conformally invariant system is

(∂a∂
a)ψ = 0
N5ψ = −ψ
. (4.50)
Now since ψ does not possess indices, and is invariant in all systems, defining φ = x5φ,
we can construct a de Sitter scalar in the form
(Q0 − 2)φ = 0. (4.51)
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This solution is valid for a massless scalar field in de Sitter space.
The second stage, is a vector field for which p = 1. We have

(∂a∂
a)ψa = 0
N5ψa = −ψa
. (4.52)
ψa possesses six components; it has six degrees of freedom. Now kα, the vector filed
in de Sitter ambient space, must be deduced from ψα such that it is transverse.
kα = x5(ψα + xαx.ψ). (4.53)
The vector in (4.53) would be transverse. By applying the operator defined in (4.51)
on the vector kα we get [43, 44]:
(Q0 − 2)(ψα + xαx.ψ) = 0. (4.54)
The next step, is to derive an equation for kαβ, which is the last part of this thesis
and we shall concern about in the next chapter.
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Chapter 5
The conformally invariant
equations for graviton
5.1 The conformally invariant system of conformal
degree 1
Working with p = 1, the formalism of Dirac’s six becomes

(∂A∂
A)ψAB = 0
N5ψAB = −ψAB
. (5.1)
We introduce the second rank tensor kαβ from ψαβ in de Sitter ambient space.
kαβ = ψαβ + Sxβψα.x+ xαxβx.ψ.x, (5.2)
where S denotes that the next expression is added to itself with a commutation on
its coefficients. Also the differentiations are done like
∂¯.kα = 3(x.ψα + xαx.ψ.x). (5.3)
Now let ∂A∂
A operate on the tensor defined in (5.2). From (4.51) we know that ∂A∂
A
is equivalent to (Q0 − 2).We have
(Q0 − 2)kαβ = (Q0 − 2)ψαβ + (Q0 − 2)Sxβψα.x+ (Q0 − 2)xαxβx.ψ.x. (5.4)
We rewrite the conformally invariant system as

(Q0 − 2)ψαβ = 0
(Q0 − 2)ψ55, ψαα = 0
. (5.5)
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The transversality condition implies that
uAψAB = 0 ⇒ (Q0 − 2)x.ψβ = 0. (5.6)
Since k is traceless, therefore
k′ = 0 ⇒ (Q0 − 2)x.ψ.x = 0 (5.7)
5.2 The effect of Casimir operator on a tensor of
second rank
Multiplying a xβ to both sides of (5.6) yields
Q0x.ψ.x+ 2x.ψ.x+ 2∂¯.ψ.x = 0.
Using (5.7) we obtain
∂¯.ψ.x = −2x.ψ.x. (5.8)
Substituting (5.7) in (5.8) we have
(Q0 − 2)∂¯.ψ.x = 0. (5.9)
In chapter 4 we mentioned that
(Q0 − 2)xα = xαQ0 − 6xα − 2∂¯α,
hence, from (5.6),
(Q0 − 2)xαψβ .x = −2(∂¯α + 2xα)ψβ.x. (5.10)
Therefore the effect of (Q0 − 2) on a tensor of second rank, can be summarized as
follows:
(Q0 − 2)kαβ = −2(∂¯α + 2xα)ψβ.x− 2(∂¯β + 2xβ)ψα.x− 2(∂¯α + 2xα)xβx.ψ.x. (5.11)
Using (5.3), this can be rewritten as
(Q0 − 2)kαβ = −2(∂¯β + 2xβ)ψα.x− 2
3
(∂¯α + 2xα)∂¯.kβ. (5.12)
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5.3 Obtaining the confomally invariant field equa-
tion using a conformal system of degree 1
From (5.5) and (5.6) we have
(Q0 − 2)ψαβ = 0 ⇒ 2x.ψβ = −∂¯.ψβ , (5.13)
(Q0 − 2)ψβ.x = 0 ⇒ 2x.ψ.x = −∂¯.ψ.x. (5.14)
Let us multiply (5.4) by xα.
2∂¯.kβ = Q0x.ψβ − 2x.ψβ + Sψβ.x+Q0xβx.ψ.x+ 2xβx.ψ.x
+2∂¯β(xβx.ψα)−Q0xβx.ψ.x− 2xβx.ψ.x + 8xβx.ψ.x. (5.15)
Now multiply (5.4) by ∂¯α. We have
− 2
3
Q0∂¯.kβ + 2∂¯.kβ = 4ψβ.x. (5.16)
If (5.12) is multiplied by xβ , we obtain
∂¯.kα = 3ψα.x, (5.17)
or
ψα.x =
1
3
∂¯.kα. (5.18)
Substitute this equation in (5.12).
(Q0 − 2)kαβ = −2
3
(∂¯β + 2xβ)∂¯.kα − 2
3
(∂¯α + 2xα)∂¯.kβ. (5.19)
Also from (5.16) and (5.18) we have
(Q0 − 1)∂¯.kβ = 0,
from which we obtain the conformally invariant system of degree 1, for tensorial field.
(Q0 − 2)kαβ = −2
3
S(∂¯β + 2xβ)∂¯.kα, (5.20)
and
(Q0 − 1)∂¯.kβ = 0. (5.21)
Nevertheless Equation (5.20) is conformal, it does not possess physical descriptions,
since it is not capable to be transformed by the irreducible representations of confor-
mal group. This equation was firstly proposed by Barut and Xu in 1982 by varying
the coefficient in the standard equation 1. This equation in de Sitter inherent space
has the following form:
(+ 4)hµν = −2
3
S∇µ∇.hν = 0. (5.22)
1A.O. Barut, B.W. Xu, J. Phys. A: 15 (1982) 207.
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5.4 The conformally invariant system of conformal
degree 2
Generally we can write
∂¯.kα = 4(ψα.x+ xαx.ψ.x), (5.23)
and
(Q2 + 6)kαβ = Q0kαβ + 2Sxα∂¯.kβ + 2ηαβk
′ − 2S∂¯αx.kβ. (5.24)
If p = 2, the formalism of Dirac’s six cone becomes

(Q0 − 2)Q0ψAB = 0
N5ψAB = 0
. (5.25)
Let us rewrite our information.
(Q0 − 2)Q0x.ψ.x = 0, (5.26)
(Q0 − 2)Q0ψαβ = 0, (5.27)
(Q0 − 2)Q0ψ55 = 0, (5.28)
(Q0 − 2)Q0x.ψB = 0, (5.29)
(Q0 − 2)Q0∂¯.ψ.x = 0. (5.30)
The effect of (Q0 − 2)Q0 on the tensor defined in (5.2) is
(Q0 − 2)Q0kαβ = (Q0 − 2)Q0Sxαψβ.x+ (Q0 − 2)Q0xαxβx.ψ.x. (5.31)
5.5 Obtaining the confomally invariant field equa-
tion using a conformal system of degree 2
It can be shown that
xα(Q0 − 2)Q0 = (Q0 − 2)(Q0xα + 4xα + 4∂¯β). (5.32)
Also we have
(Q0 − 2)Q0xαψβ .x = xα(Q0 − 2)Q0ψβ .x− 4(3xα + ∂¯α)(Q0 − 2)xβx.ψ.x, (5.33)
and
(Q0 − 2)Q0xαxβx.ψ.x = xαxβ(Q0 − 2)Q0x.ψ.x
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−4xα(3xβ + ∂¯β)(Q0 − 2)x.ψ.x− 4(3xα + ∂¯α)(Q0 − 2)xβx.ψ.x. (5.34)
Therefore, an initial equation is achieved to demonstrate the effect of (Q0 − 2)Q0 on
kαβ.
(Q0 − 2)Q0kαβ = −4xα(3xβ + ∂¯β)(Q0 − 2)x.ψ.x− 4(3xα + ∂¯α)(Q0 − 2)ψα.x
−(3xα + ∂¯α)(Q0 − 2)∂¯.kβ. (5.35)
If (5.5) is multiplied by xβ , we will have
4(Q0 − 2)∂¯.kα = 12(Q0 − 2)ψα.x− 3xα(2∂¯.∂¯.k)− 2∂¯α∂¯.∂¯.k
+(Q0 − 2)∂¯.kα + xα(2∂¯.∂¯.k) + xα(Q0 − 2)∂¯.∂¯.k. (5.36)
Therefore
(Q0− 2)ψα.x = 1
4
(Q0− 2)∂¯.kα + 1
3
xα∂¯.∂¯.k− 1
12
xα(Q0− 2)∂¯.∂¯.k+ 1
6
∂¯α∂¯.∂¯.k. (5.37)
Substitution in (5.5) yields
(Q0 − 2)Q0kαβ = −Q0Sxβ ∂¯ · kα −Q0S∂¯α∂¯ · kβ + 2Sxα∂¯ · kβ
+2S∂¯α∂¯ · kβ − 4xαxβ∂¯ · ∂¯ · k − 1
3
S∂¯β∂¯α∂¯ · ∂¯ · k
−5
3
Sxα∂¯β ∂¯ · ∂¯ · k − 2θαβ ∂¯ · ∂¯ · k + 1
3
θαβQ0∂¯ · ∂¯ · k. (5.38)
And since
− 1
3
S∂¯β∂¯α = −2
3
∂¯β∂¯α +
1
3
xα∂¯β − 1
3
xβ ∂¯α, (5.39)
we obtain the following relation
(Q2 +4)[(Q2 +6)kαβ +D2∂¯ · kα] + 1
3
D2D1∂¯ · ∂¯ · k− 1
3
θαβ(Q0 +6)∂¯ · ∂¯ · k = 0. (5.40)
Equation (5.40) is the conformally invariant equation of conformal degree 2, for the
second ranked tensor kαβ [44].
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Conclusion
The obtained equation in (5.40), is a conformally invariant equation for gravi-
ton. As we know, graviton is an spin-2 elementary particle, described by Einstein
field equations. Since this particle is supposed to be massless, it must be described
by a conformally invariant equation, which is the property that Einstein equation
lacks. The attempts in this thesis, were to obtain a conformally invariant equation
to describe graviton, or a tensorial field of rank 2. These attempts led to equation
(5.40).
Despite its conformal characteristics, this equation however does not have physical
descriptions, since it is not transformed by irreducible representations of conformal
group SO(2, 4). Such problem, occurs for Weyl gravity, which is regarded as a gravi-
tational theory of higher order with respect to Ricci scalar.
Therefore it is considerable to relate a tensor of higher rank to graviton, and try to
find the conformal equation using this new tensorial field. Pursuing this assumption,
led to obtaining an equation, which beside its conformal invariance, is capable to be
transformed be the conformal group [45]. Theoretical physicists are still trying to
find the corresponding conformally invariant Lagrangian.
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Appendix A
Proof of important relations in chapter 4
Proof of relation (4.12):
∂¯αH
−2 = [∂α +H
2xα(x.∂)]H
−2
∂αH
−2 +H2xα(x.∂)H
−2 − 2xα +H2xα(xβ∂β)H−2
= −2xα − 2H2xαxβxβ = −2xα − 2xαH2(−H−2)
= −2xα + 2xα = 0.
Proof of relation (4.13):
∂αH
−2 = ∂α(−xβxβ) = −2xα.
Proof of relation (4.14):
∂¯αx
β = [∂α +H
2xα(x.∂)]x
β
= ηβα +H
2xαx
γ∂γx
β
= ηβα +H
2xαx
β ≡ θβα, ∂γxβ = ηβα.
Proof of relation (4.17):
xβ∂¯β − xβ∂¯α = xα[∂β +H2xβ(x.∂)]− xβ [∂α +H2(x.∂)]
= xα∂β − xβ∂α +H2xαxβ(x.∂) −H2xβxα(x.∂)
= xα∂β − xβ∂α ⇒ xα∂¯β − xβ ∂¯α = xα∂β − xβ∂α.
Proof of relation (4.19):
−1
2
MαβM
αβ = −1
2
[xα∂¯β − xβ∂¯α][xα∂¯β − xβ ∂¯α]
−1
2
[xα∂¯βx
α∂¯β − xα∂¯βxβ ∂¯α − xβ∂¯αxα∂¯β + xβ ∂¯αxβ ∂¯α]
= −1
2
[xαθ
α
β ∂¯
β − x2∂¯β ∂¯β − xα(∂¯.x)∂¯α − xαxβ ∂¯β∂¯α
−xβ(∂¯.x)∂¯β + xβxα∂¯α∂¯β + xβθβα∂¯α − xβxβ∂¯α∂¯α
= H−2∂¯α∂¯
α = H−2∂¯2.
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Proof of relation (4.20):
θαβθ
αγ = (ηαβ +H
2xαxβ)(H
2xαxγ)
= ηαβη
αγ +H2(xαx
γ + xγxβ) +H
2xαx
βxβx
γ
= ηαβη
αγ + 2H2xβx
γ −H2xβxγ = ηαβ +H2xβxγ = θαβ .
Proof of relation (4.21):
∂¯βθασ = ∂¯β(ηασ +H
2xαxσ) = ∂¯β(H
2xαxσ) = H
2θβαxσ +H
2xσθβσ.
Proof of relation (4.24):
∂¯α∂¯β = ∂¯α(θβγ∂γ) = (∂¯αθβγ)∂γ + θβγ ∂¯α∂γ
= θβγθαλ∂γ∂λ +H
2θαγxβδ
α
β∂γ +H
2θβγxγδ
α
γ ∂γ
= θβγθαλ∂γ∂λ + (H
2θαγxβ +H
2θαβxγ)∂γ
= θβγθαλ∂γ∂λ +H
2xβ ∂¯α +H
2θαβ(x.∂)
= ∂β ∂¯α −H2θβγ −H2θβγ [δγαxλ + δγλxα]∂λ +H2[xβ ∂¯α + θαβ(x.∂)]
⇒ ∂¯α∂¯β − ∂¯β∂¯α = −H2xα∂¯β +H2xβ∂¯α
⇒ [∂¯α, ∂¯β ] = H2(xβ ∂¯α − xα∂¯β).
Proof of relation (4.25):
Q0xαf = −H−2∂¯γ ∂¯γxαf = −H−2∂¯γ [θγαf + xα∂¯γf ]
= −H−2[(∂¯γθγα)f + θγα∂¯γf + (∂¯γxα)∂¯γfxα∂¯α∂¯γf ]
⇒ Q0xα = −4xα − 2H−2∂¯α + xαQ0
⇒ [Q0, xα] = −4xα − 2H−2∂¯α.
Proof of relation (4.26):
Q0∂¯αf = −H−2∂¯β ∂¯β(∂¯αf) = −H−2∂¯β ∂¯β∂¯αf
= −H−2∂¯β [∂¯α∂¯β −H2xβ ∂¯α +H2xα∂¯β]
= −H−2[∂¯α∂¯β −H2xβ ∂¯α +H2xα∂¯β ] + (∂¯βxβ)∂¯α
+xβ∂¯
β ∂¯α − [(∂¯βxα)∂¯β + xα∂¯β ∂¯β]
= ∂¯αQ0 + (∂¯αxβ − θβα)∂¯β + 2H2(Q0xα + 4xα + 2H−2∂¯α) + 3∂¯α
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⇒ Q0∂¯α = ∂¯αQ0 + 6∂¯α + 2H2(Q0 + 4)xα
⇒ [Q0, ∂¯α] = 6∂¯α + 2H2(Q0 + 4)xα.
Proof of relation (4.30):
D1Q0φ = H
−2∂¯αQ0φ = H
−2Q0∂¯αφ− 6H−2∂¯αφ− 2(Q0 + 4)xαφ
= H−2Q0∂¯αφ− 6H−2∂¯αφ− 8xαφ− 2xαQ0φ+ 8xαφ+ 4H−2∂¯αφ
⇒ D1Q0φ = H−2Q0∂¯αφ− 2H−2∂¯αφ− 8xαφ− 2xαQ0φ.
On the other hand
Q1D1αφ = (Q0 − 2)D1αφ− 2xα∂¯βD1βφ
= Q0D1φ− 2D1φ− 2xαQ0φ.
Therefore
Q1D1φ = D1Q0φ.
Proof of relation (4.36):
Q0x.zφ = Q0x
αzαφ = zαQ0x
αφ = zα[xαQ0 − 4xα − 2H−2∂¯α]φ
= (x.z)(Q0 − 4)φ− 2H−2z.∂¯φ.
Proof of relation (4.53)
x.k = xαkα = x5(x
αψα + x
αxαx.ψ)
x5(x.ψ − x.ψ) = 0.
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Appendix B
Detailed mathematical calculations of chapter 5
For p = 2 The Conformal system due to Dirac’s six cone is
(Q0 − 2)Q0ψAB = 0,
Nˆ5ψAB = 0.
Or
(Q0 − 2)Q0ψ′ = 0,
(Q0 − 2)Q0ψαβ = 0,
(Q0 − 2)Q0ψ55 = 0.
In general
(Q2 + 6)kαβ = Q0kαβ + 2Sxα∂¯. kβ + 2ηαβk
′ − 2S∂¯αx.kβ ,
where
kαβ = ψαβ + Sxβψα.x+ xαxβx.ψ.x.
The transversality condition yields
u5ψAB = 0 ⇒ x5(ψ5B + x.ψB) = 0
⇒ (Q0 − 2)Q0ψ5B + (Q0 − 2)Q0x.ψB = 0
⇒ (Q0 − 2)Q0x.ψB = 0.
And the tracelessness implies yields
k′ = 0⇒ ψαα + x.ψ.x = 0.
Therefore
(Q0 − 2)Q0x.ψβ = 0 (I)
(Q0 − 2)Q0x.ψ.x = 0 (II)
We can show that
xα(Q0 − 2)Q0 = (Q0 − 2)(Q0xα + 4xα + 4∂¯α) = (Q0 − 2)Q0xα + 4(3xα + ∂¯α)(Q0− 2).
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Multiply xβ by (I):
(Q0 − 2)(Q0xβ + 4xβ + 4∂¯β)x.ψβ = 0
⇒ (Q0 − 2)Q0x.ψ.x+ 4(Q0 − 2)x.ψ.x+ 4(Q0 − 2)∂¯.ψ.x = 0.
From (II) we have
(Q0 − 2)x.ψ.x = −(Q0 − 2)∂¯.ψ.x
⇒ (Q0 − 2)(x.ψ.x+ ∂¯.ψ.x) = 0. (III)
The divergence of ψαβ is
∇aψab = 0,
therefore
∂.ψB = −x.∂x.ψB ,
and
∂.ψ5 = −x.∂x.ψ5.
Also the transversality condition uaψ
ab = 0 results in
x5(ψ5b + x.ψb) = 0,
therefore
∂.ψ.x + x.∂x.ψ.x = 0.
The divergence of kαβ is
∂¯.kα = ∂¯.ψα + 4ψα.x+ θαβψβ .x+ xα∂¯.ψ.x+ θαβxβx.ψ.x+ 4xαx.ψ.x
⇒ ∂¯.kα = 4(ψα.x+ xαx.ψ.x) + (∂¯.ψα + x.ψα + xα∂¯.ψ.x+ xαx.ψ.x).
Since our conformal degree degree is 1, we have:
∂¯.ψβ = −x.ψβ ,
and
∂¯.ψ.x = −x.ψ.x.
Therefore
∂¯.kα = 4(ψα.x+ xαx.ψ.x). (IV)
Let us combine (III) and (IV). This yields have
(Q0 − 2)( 1
12
∂¯.∂¯.k − x.ψ.x) = 0. (V)
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Now multiply both sides of equation (I) by ∂¯β . We obtain
(Q0 − 2)Q0∂¯.ψ. x− 4xβ(Q0 − 2)Q0x.ψβ = 0.
Using (I) we have
(Q0 − 2)Q0∂¯.ψ.x = 0.
The effect of (Q0 − 2)Q0 on our tensor field, will be
(Q0 − 2)Q0kαβ = (Q0 − 2)Q0Sxαψβ .x+ (Q0 − 2)Q0xαxβx.ψ.x. (⋆)
We have
(Q0 − 2)Q0xαψβ .x = xα(Q0 − 2)Q0ψβ .x− 4(3xα + ∂¯α)(Q0 − 2)xβx.ψ.x,
and
(Q0 − 2)Q0xαxβx.ψ.x = xαxβ(Q0 − 2)Q0x.ψ.x− 4xα(3xβ + ∂¯β)(Q0 − 2)x.ψ.x
−4(3xα + ∂¯α)(Q0 − 2)xβx.ψ.x.
Therefore using equation (IV), equation (⋆) by substitution yields
(Q0 − 2)Q0kαβ = −4(3xα + ∂¯α)(Q0 − 2)ψα.x− 4xα(3xβ + ∂¯β)(Q0 − 2)x.ψ. x
−(3xα + ∂¯α)(Q0 − 2)∂¯.kβ.
Finally using equation (V) we get
(Q0 − 2)kαβ = −4(3xβ + ∂¯β)(Q0 − 2)ψα.x− (3xα + ∂¯α)(Q0 − 2)∂¯.kβ
−1
3
xα(3xβ + ∂¯β)(Q0 − 2)∂¯.∂¯.k. (⋆⋆)
Now let us multiply both sides of above equation by xβ .
4(Q0 − 2)∂¯.kα = 12(Q0 − 2)ψα.x− 3xαxβ(Q0 − 2)∂¯.kβ − ∂¯αxβ(Q0 − 2)∂¯.kβ
−θαβ(Q0 − 2)∂¯.kβ + xα(Q0 − 2)∂¯.∂¯.k
⇒ 4(Q0 − 2)∂¯.kα = 12(Q0 − 2)ψα.x− 3xα(2∂¯.∂¯.k)− 2∂¯α∂¯.∂¯.k
+(Q0 − 2)∂¯.kα + xα(2∂¯.∂¯.k) + xα(Q0 − 2)∂¯.∂¯.k
⇒ (Q0 − 2)ψα.x = 1
4
(Q0 − 2)∂¯.kα + 1
3
xα∂¯.∂¯.k − 1
12
xα(Q0 − 2)∂¯.∂¯.k + 1
6
∂¯α∂¯.∂¯.k.
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Substitution in (⋆⋆) yields
(Q0−2)Q0kαβ = −4(3xβ+∂¯β){1
4
(Q0−2)∂¯.kα+1
3
xα∂¯.∂¯.k− 1
12
xα(Q0−2)∂¯.∂¯.k+1
6
∂¯α∂¯.∂¯.k}
−(3xα + ∂¯α)(Q0 − 2)∂¯.kβ − 1
3
xα(3xβ + ∂¯β)(Q0 − 2)∂¯.∂¯.k
⇒ (Q0 − 2)Q0kαβ = −(3xβ + ∂¯β)(Q0 − 2)∂¯.kα − 4
3
(3xβ + ∂¯β)xα∂¯.∂¯.k
+
1
3
(3xβ + ∂¯β)xα(Q0 − 2)∂¯.∂¯.k − 2
3
(3xβ + ∂¯β)∂¯α∂¯.∂¯.k
−(3xα + ∂¯α)(Q0 − 2)∂¯.kβ − 1
3
xα(3xβ + ∂¯β)(Q0 − 2)∂¯.∂¯.k
⇒ (Q0 − 2)Q0kαβ = −3xβ(Q0 − 2)∂¯.kα − ∂¯β(Q0 − 2)∂¯.kα − 4xβxα∂¯.∂¯.k
−4
3
∂¯βxα∂¯.∂¯.k + xβxα(Q0 − 2)∂¯.∂¯.k + 1
3
∂¯βxα(Q0 − 2)∂¯.∂¯.k − 2xβ∂¯α∂¯.∂¯.k
−2
3
∂¯β ∂¯α∂¯.∂¯.k − 3xα(Q0 − 2)∂¯.kβ − ∂¯α(Q0 − 2)∂¯.kβ
−xαxβ(Q0 − 2)∂¯.∂¯.k − 1
3
xα∂¯β(Q0 − 2)∂¯.∂¯.k.
Extending the operators on the vectors and partial differentials, leads to
(Q0 − 2)Q0kαβ = −3Q0xβ ∂¯.kα − 6xβ∂¯.kα − 6∂¯β ∂¯.kα −Q0∂¯β ∂¯.kα + 8∂¯β ∂¯.kα
+2Q0xβ ∂¯.kα + 8xβ∂¯.kα − 4xαxβ ∂¯.∂¯.k − 4
3
θαβ ∂¯.∂¯.k
−4
3
xα∂¯β ∂¯.∂¯.k +
1
3
θαβ(Q0 − 2)∂¯.∂¯.k + 1
3
xα∂¯β(Q0 − 2)∂¯.∂¯.k
−2xβ ∂¯α∂¯.∂¯.k − 2
3
∂¯β∂¯α∂¯.∂¯.k − 3Q0xα∂¯.kβ − 6xα∂¯.kβ
−6∂¯α∂¯.kβ −Q0∂¯α∂¯.kβ + 8∂¯α∂¯.kβ + 2Q0xα∂¯.kβ
+8xα∂¯.kβ − 1
3
xα∂¯βQ0∂¯.∂¯.k +
2
3
xα∂¯β ∂¯.∂¯.k.
After some simplifications, we will have
(Q0 − 2)Q0kαβ = −Q0xβ∂¯.kα −Q0xα∂¯.kβ −Q0∂¯β ∂¯.kα −Q0∂¯α∂¯.kβ
+2xβ ∂¯.kα + 2xα∂¯.kα + 2∂¯β∂¯.kα + 2∂¯α∂¯.kα
−4xαxβ ∂¯.∂¯.k − 4
3
xα∂¯β ∂¯.∂¯.k − 2xβ∂¯α∂¯.∂¯.k
−2θαβ ∂¯.∂¯.k + 1
3
θαβQ0∂¯.∂¯.k − 2
3
∂¯β∂¯α∂¯.∂¯.k.
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Finally, the conformal equation for tensor fields, with p = 2, is derived, i.e.
(Q0 − 2)Q0kαβ = −Q0Sxβ∂¯.kα −Q0S∂¯α∂¯.kβ + 2Sxα∂¯.kβ
+2S∂¯α∂¯.kβ − 4xαxβ ∂¯.∂¯.k − 1
3
S∂¯β ∂¯α∂¯.∂¯.k
−5
3
Sxα∂¯β ∂¯.∂¯.k − 2θαβ∂¯.∂¯.k + 1
3
θαβQ0∂¯.∂¯.k. (⋆ ⋆ ⋆)
Note that
−1
3
S∂¯β ∂¯α =
1
3
(∂¯β∂¯α + ∂¯α∂¯β) = −1
3
(2∂¯β ∂¯α − xα∂¯β + xβ ∂¯α)
⇒ −1
3
S∂¯β∂¯α = −2
3
∂¯β∂¯α +
1
3
xα∂¯β − 1
3
xβ ∂¯α.
Another representation of (⋆ ⋆ ⋆) is
(Q2 + 4)[(Q2 + 6)kαβ +D2∂¯.kα] +
1
3
D2D1∂¯.∂¯.k − 1
3
θαβ(Q0 + 6)∂¯.∂¯.k = 0.
Now let us prove the recursion relation between (5.20) and (5.22). The transverse
projections of all the parts of Barut and Xu conformal equation, are as below
hµν = TrPr∂¯α∂¯αkµν = ∂¯α(∂¯αkµν − xµkαν − xνkµα)− xα(∂¯αkµν − xµkαν − xνkµα)
−xµ(∂¯αkαν − xαkαν − xνkαα)− xν(∂¯αkµα − xµkαα − xαkµα)
= ∂¯α∂¯αkµν − θαµkαν − θανkµα − xµ∂¯αkαν − xν ∂¯αkµα
= (Q0 − 2)kµν − 2Sxµ∂¯ kν . (VI)
∇µ∇ hν = TrPr∂¯µ∂¯λkλν = ∂¯µ(∂¯λkλν − xλkλν − xνkλλ)− xλ(∂¯µkλν − xλkµν − xνkλµ)
−xλ(∂¯λkµν − xµkλν − xνkµλ)− xν(∂¯λkµλ − xλkλµ − xµkλλ)
= ∂¯µ∂¯λkλν + xλxλkµν − xλ∂¯µkλν − xν ∂¯λkµλ
−∂¯µ∂¯ kν − xν ∂¯kν. (VII)
∇∇h = TrPr∂¯µTrPr∂¯ν = ∂¯µ(∂¯νkµν − xµkνν − xνkµν)− xν(∂¯µkµν − xµkµν − xνkµµ)
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−xµ(∂¯νkµν − xµkνν − xνkµν)− xν(∂¯νkµµ − xµkµν − xµkµν)
= ∂¯µ∂¯νkµν − θµνkµν = ∂¯∂¯k − kµν . (VIII)
Note the following transformation:
gdsµν 7−→ θµν (IX)
Therefore
(+ 4)hµν − 2
3
S∇µ∇hν + 1
3
gdsµν∇∇h = 0.
(Q0 − 2)kµν − 2Sxµ∂¯kν − 2
3
[S∂¯µ∂¯kν − Sxν ∂¯kµ] + 1
3
θµν [∂¯∂¯k − kµν ] = 0
⇒ (Q0 − 2)kµν − 2
3
S(∂¯µ+ 2xµ)∂¯kν +
1
3
θµν ∂¯∂¯k = 0.
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