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ALGE`BRES ET COGE`BRES DE GERSTENHABER ET COHOMOLOGIE
DE CHEVALLEY-HARRISON
WALID ALOULOU, DIDIER ARNAL ET RIDHA CHATBOURI
Abstract. The fundamental example of Gerstenhaber algebra is the space Tpoly(R
d) of
polyvector fields on Rd, equipped with the wedge product and the Schouten bracket.
In this paper, we explicitely describe what is the enveloping G∞ algebra of a Gersten-
haber algebra G. This structure gives us a definition of the Chevalley-Harrison cohomology
operator for G.
We finally show the nontriviality of a Chevalley-Harrison cohomology group for a nat-
ural Gerstenhaber subalgebra in Tpoly(R
d).
Re´sume´. Un prototype des alge`bres de Gerstenhaber est l’espace Tpoly(R
d) des champs de tenseurs
sur Rd muni du produit exte´rieur et du crochet de Schouten.
Dans cet article, on de´crit explicitement la structure de la G∞ alge`bre enveloppante d’une alge`bre
de Gerstenhaber. Cette structure permet de de´finir une cohomologie de Chevalley-Harrison sur cette
alge`bre.
On montre que cette cohomologie a` valeur dans R n’est pas triviale dans le cas de la sous alge`bre
de Gerstenhaber des tenseurs homoge`nes T hompoly (R
d).
1. Introduction et motivation
L’espace Tpoly(R
d) des champs de tenseurs antisyme´triques est une alge`bre de Lie gradue´e
pour le crochet de Schouten. Afin d’e´tudier la cohomologie de Chevalley de cette alge`bre
pour la repre´sentation adjointe, on peut se resteindre comme dans [AAC1] a` des cochaˆınes
tre`s simples: les cochaˆınes line´aires ou vectorielles de´finies sur les champs de vecteurs
(respectivement les tenseurs line´aires). Dans les deux cas, la cohomologie est donne´e par
les meˆmes cochaˆınes caracte´rise´es par leur valeur sur les champs de vecteurs line´aires
α =
∑
αi(x)∂i, α
i(x) line´aire.
Mais G = Tpoly(R
d) posse`de une structure plus riche: c’est une alge`bre de Gerstenhaber
pour le produit exte´rieur et le crochet de Schouten. Graˆce a` cette structure, on peut de´finir
une cohomologie de Chevalley-Harrison dont les cochaˆınes sont les applications line´aires de
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S+
(
(
⊗+G[1])[1]) dans G[1] (la de´finition de cette bicoge`bre est donne´e dans les sections 6
et 7). Cette dernie`re cohomologie est triviale (voir [GH] ou [T]).
Les champs de vecteurs ou les tenseurs line´aires ne sont que des sous alge`bres de Lie
de Tpoly(R
d). Une sous alge`bre de Gerstenhaber simple (et inte´ressante) de Tpoly(R
d) est
forme´e par l’espace note´ T hompoly (R
d) des tenseurs homoge`nes, c’est a` dire des tenseurs
α =
∑
i1<···<ik
αi1...ik(x)∂i1 ∧ · · · ∧ ∂ik , avec α
i1...ik(x) polynoˆme homoge`ne de degre´ k.
En particulier, cette sous alge`bre est de dimension finie et elle contient toutes les struc-
tures de Poisson quadratiques. Les cocycles de Chevalley fondamentaux sur les champs
de vecteurs et les tenseurs line´aires de´crits dans [AAC1] et [AAC2] ne sont pas nuls sur
T hompoly (R
d).
Le but de cet article est d’e´tudier plus en de´tail cette situation. Tout d’abord, nous
reprenons explicitement et comple`tement la construction de la structure de coge`bre de
Gerstenhaber et de G∞-alge`bre induites par celle d’alge`bre de Gerstenhaber sur l’espace
S+
(
(
⊗+G[1])[1]), ceci nous permet de pre´ciser a` chaque e´tape les signes apparaissant dans
les prolongements des ope´rateurs de´finis sur G. Plus pre´cisement, une alge`bre de Ger-
stenhaber est un espace vectoriel gradue´ G muni de deux ope´rations ∧ et [ , ] de degre´s
respectifs 0 et −1 et respectivement commutatif et antisyme´trique gradue´s. Malheureuse-
ment les axiomes usuels de cette structure ne satisfont pas la re`gle des signes de Koszul sur
G. On proce`de donc a` un premier de´calage en conside´rant l’espace G[1]. On obtient deux
ope´rations µ2 et [ , ], dont la syme´trie est l’oppose´e de celle de ∧ et [ , ] et dont les axiomes
ve´rifient bien la re`gle des signes de Koszul.
On effectue, alors, le prolongement en µ et [ , ] de ces deux structures sur le quotient⊗+(G[1]) de T (G[1]) par l’espace engendre´ par les images de toutes les applications batte-
ments.
Sur
⊗+(G[1]), on a un cocrochet naturel δ. Le produit µ est une code´rivation de δ telle
que µ ◦ µ = 0.
Revenant au crochet [ , ], on l’e´tend a`
⊗+(G[1]) de fac¸on a` en faire une alge`bre de
Lie. La construction classique consiste a` conside´rer l’espace S+
(
(
⊗+G[1])[1]) et a` le munir
d’un coproduit ∆ et d’une code´rivation ℓ telle que ℓ ◦ ℓ = 0. Il reste a` de´caler δ et µ
respectivement en κ et m pour les e´tendre aussi a` S+
(
(
⊗+G[1])[1]). Cependant, m et ℓ
sont des code´rivations de ∆ et κ telles que (m + ℓ) ◦ (m + ℓ) = 0. Cette construction est
explicitement de´crite dans les sections 5 et 6.
Finalement, on montre que le 3-cocycle de Chevalley fondamental C de´fini sur les champs
de vecteurs a` valeurs dans C∞(Rd) donne sur T hompoly (R
d) une cochaˆıne a` valeurs dans R note´e
f . Nous montrons que f est un cocycle de Chevalley-Harrison non trivial.
2. A∞ alge`bres et cohomologie de Hochschild
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Soit A une alge`bre associative | |-gradue´e, son produit A⊗ A −→ A, α⊗ β 7−→ α.β est
associatif de degre´ 0. On conside`re l’espace A[1] et la graduation deg(α) = |α| − 1 qu’on
note simplement par la lettre α. On construit un nouveau produit m2 sur A[1] de´fini par
m2(α⊗ β) = (−1)
αα.β. Alors, m2 devient un produit antiassocitif de degre´ 1 sur A[1]:
m2(m2(α, β), γ) = −(−1)
αm2(α,m2(β, γ)).
On conside`re, maintenant, l’alge`bre tensorielle deA[1] sans unite´: T+(A[1]) =
⊕
p≥1
(
⊗pA[1]).
Cette alge`bre munie du coproduit de de´concate´nation
△(α1 ⊗ · · · ⊗ αp) =
p−1∑
k=1
(
α1 ⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗ αp
)
est une coge`bre coassociative. En effet, on a
(id⊗△) ◦ △(α1 ⊗ · · · ⊗ αp) = (id⊗△)
( p−1∑
k=1
(
α1 ⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗ αp
))
=
∑
1≤k<j≤p−1
(α1 ⊗ · · · ⊗ αk)
⊗
(αk+1 ⊗ · · · ⊗ αj)
⊗
(αj+1 ⊗ · · · ⊗ αp)
et
(△⊗ id) ◦ △(α1 ⊗ · · · ⊗ αp) = (△⊗ id)
( p−1∑
j=1
(
α1 ⊗ · · · ⊗ αj
)⊗(
αj+1 ⊗ · · · ⊗ αp
))
=
∑
1≤k<j≤p−1
(α1 ⊗ · · · ⊗ αk)
⊗
(αk+1 ⊗ · · · ⊗ αj)
⊗
(αj+1 ⊗ · · · ⊗ αp).
Donc, (id⊗△)◦△ = (△⊗ id)◦△ et la coge`bre
(
T+(A[1]),△
)
est alors coassociative. Cette
coge`bre est colibre, ce qui permet de prolonger toute application line´aire Qk :
⊗pA[1] −→
A[1] en une code´rivation de fac¸on unique. En particulier, on prolonge le produit m2 a`(
T+(A[1]),△
)
comme une code´rivation m de cette coge`bre ((m⊗ id+ id⊗m)◦△ = △◦m)
en posant:
m(α1 ⊗ · · · ⊗ αp) =
p−1∑
j=1
(−1)
P
i<j αiα1 ⊗ · · · ⊗ αj−1 ⊗m2(αj , αj+1)⊗ αj+2 ⊗ · · · ⊗ αp.
La code´rivation m est de degre´ 1 dans T+(A[1]), elle ve´rifie m ◦m = 0.
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En effet, d’une part on a
(m⊗ id+ id⊗m) ◦ △(α1 ⊗ · · · ⊗ αp) = (m⊗ id+ id⊗m)
( p−1∑
k=1
α1 ⊗ · · · ⊗ αk
⊗
αk+1 ⊗ · · · ⊗ αp
)
=
p−1∑
k=1
( k−1∑
j=1
(−1)
P
i<j αi
(
α1 ⊗ · · · ⊗m2(αj , αj+1)⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗ αp
)
+
p−1∑
j=k+1
(−1)
P
i<j αi
(
α1 ⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗m2(αj , αj+1)⊗ · · · ⊗ αp
))
=
∑
1≤j<k≤p−1
(−1)
P
i<j αi
(
α1 ⊗ · · · ⊗m2(αj , αj+1)⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗ αp
)
+
∑
1≤k<j≤p−1
(−1)
P
i<j αi
(
α1 ⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗m2(αj , αj+1)⊗ · · · ⊗ αp
)
.
D’autre part, on a
△ ◦m(α1 ⊗ · · · ⊗ αp) = △
( p−1∑
j=1
(−1)
P
i<j αiα1 ⊗ · · · ⊗ αj−1 ⊗m2(αj , αj+1)⊗ αj+2 ⊗ · · · ⊗ αp
)
=
∑
1≤j<k≤p−1
(−1)
P
i<j αi
(
α1 ⊗ · · · ⊗m2(αj , αj+1)⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗ αp
)
+
∑
1≤k<j≤p−1
(−1)
P
i<j αi
(
α1 ⊗ · · · ⊗ αk
)⊗(
αk+1 ⊗ · · · ⊗m2(αj , αj+1)⊗ · · · ⊗ αp
)
= (m⊗ id+ id⊗m) ◦ △(α1 ⊗ · · · ⊗ αp).
m e´tant une code´rivation de degre´ impair, m ◦m = 0 est aussi une code´rivation. Avec
les notations pre´ce´dentes, m ◦m est l’unique prolongement de (m ◦m)3 et puisque
(m ◦m)3(α1⊗α2⊗α3) = m2(m2(α1⊗α2)⊗α3 + (−1)
a1α1⊗m2(α2⊗α3)) = 0.
Par unicite´ de la code´rivation qui prolonge les (m ◦m)k, on en de´duit que m ◦m = 0.
De´finition 2.1. (A∞ alge`bre)
Une A∞ alge`bre est une coge`bre codiffe´rentielle gradue´e coassociative de la forme (T
+(A[1]),△,m)
ou` △ est le coproduit de de´concate´nation et m est une code´rivation de △ de degre´ 1 et de
carre´ nul.
Soit F : (T+(A[1]),△) −→ (T+(B[1]),△′) un morphisme de coge`bres ((F ⊗ F ) ◦ △ =
△′ ◦F ). On de´finit la projection Fn sur B[1] paralle`lement a`
⊕
n≥1
(
⊗nB[1]) de la restriction
de F a` T n(A[1]). L’application Fn : T
n(A[1]) −→ B[1] est n−line´aire. Si on connait la
ALGE`BRES DE GERSTENHABER A` HOMOTOPIE PRE`S 5
suite des (Fn)n, on montre qu’on peut reconstruire F de fac¸on unique, plus pre´cise´ment:
F (α1 ⊗ · · · ⊗ αn) =
n−1∑
k=1
∑
0<r1<···<rk<n
Fr1(α1 ⊗ · · · ⊗ αr1)⊗ · · · ⊗ Frk(αrk−1+1 ⊗ · · · ⊗ αn)
Nous exposons en de´tail cette preuve dans la section 4 dans le cas commutatif.
De´finition 2.2. (morphisme de A∞ alge`bres)
Un morphisme de A∞ alge`bres A et B est un morphisme de coge`bres coassociatives
codiffe´rentielles F :
(
T+(A[1]),mA
)
−→
(
T+(B[1]),mB
)
tel que mB ◦ F = F ◦mA.
L’e´quation de A∞ morphismem
B◦F = F◦mA e´crite sur les applications Fn : T
n(A[1]) −→
B[1] de´finissant F prend la forme suivante: Posons α{1,...,n} = α1 ⊗ . . . αn.
D’une part, on a
mB ◦ F (α1 ⊗ · · · ⊗ αn) =
∑
k,0<r1<···<rk<n
mB
(
Fr1(α1 ⊗ · · · ⊗ αr1)⊗ · · · ⊗ Frk(αrk−1+1 ⊗ · · · ⊗ αn)
)
=
∑
0<j<k
∑
0<r1<···<rk<n
(−1)
P
i<rj
αi
Fr1(α{1,...,r1})⊗ · · · ⊗ Frj−1(α{rj−2+1,...,rj−1})⊗
mB
(
Frj (α{rj−1+1,...,rj})⊗ Frj+1(α{rj+1,...,rj+1})
)
⊗ Frj+2(α{rj+1+1,...,rj+2})⊗ · · · ⊗ Frk(α{rk−1+1,...,rk}).
D’autre part, on a
F ◦mA(α{1,...,n}) = F
( n−1∑
j=1
(−1)α{1,...,j−1}α{1,...,j−1} ⊗m
A(αj ⊗ αj+1)⊗ α{j+2,...,n}
)
=
n−1∑
j=1
(−1)α{1,...,j−1}
∑
k,0<r1<···<rk<n
Fr1(α{1,...,r1})⊗ · · · ⊗ Frt
(
α{rt−1+1,...,j−1} ⊗m
A(αj ⊗ αj+1)⊗ α{j+2,...,rt}
)
⊗ · · · ⊗ Frk(α{rk−1+1,...,rk}).
Il n’y a pas de Fn dans l’e´quation (m
B ◦ F − F ◦mA)(α{1,...,n}) = 0, cherchons les termes
ou` Fn−1 apparaˆıt: ce sont
mB
(
Fn−1(α{1,...,n−1})⊗ F1(αn)
)
+mB
(
F1(α1)⊗ Fn−1(α{2,...,n})
)
−
n−1∑
j=1
(−1)α{1,...,j−1}Fn−1
(
α{1,...,j−1} ⊗m
A(αj ⊗ αj+1)⊗ α{j+2,...,n}
)
= (−1)α{1,...,n−1}+1Fn−1(α{1,...,n−1}).F1(αn) + (−1)
α1+1F1(α1).Fn−1(α{2,...,n})
−
n−1∑
j=1
(−1)α{1,...,j}+1Fn−1
(
α{1,...,j−1} ⊗ (αj .αj+1)⊗ α{j+2,...,n}
)
= (dHFn−1)(α{1,...,n})
On retrouve l’ope´rateur de cobord de Hochschild dH .
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Finalement, si V un A bimodule gradue´, on note V [p] l’espace gradue´ V tel que si v est
de degre´ i dans V , il sera de degre´ i− p dans V [p]. L’espace B = A⊕
∑
p>0 V [p] muni du
produit
m′
(
(α+
∑
up), (β +
∑
vq)
)
=
(
m2(α, β) +
∑
αvp + upβ
)
est une alge`bre associative et l’application f : A −→ B, de´finie par f(α) = (α, 0) est un
morphisme d’alge`bres.
Un morphisme de coge`bres coassociatives diffe´rentielles F = f + C sera appele´ une A∞
formalite´ de module s’il est de´fini par des Fn homoge`nes de degre´ 0, de la forme F1 = f+C1,
ou` C1 est line´aire de A[1] dans V , et pour p > 1, Fp = Cp, ou` les Cp sont p-line´aires de⊗pA[1] dans V .
On retrouve la cohomologie de Hochschild des alge`bres associatives a` valeurs dans un
module V .
Plus pre´cise´ment, cette formalite´ est dite triviale s’il existe un morphisme G tel que
C = mB ◦G+G ◦mA, G e´tant de degre´ −1 et G =
∑
Bp avec Bp :
⊗p(A[1]) −→ V [p].
On retrouve ainsi la cohomologie de Hochschild des alge`bres associatives, puisque
Proposition 2.3. (A∞ formalite´s et cohomologie de Hochschild)
Avec les notations pre´ce´dentes, F est une A∞ formalite´ si et seulement si
dHCk = 0 pour tout k > 0.
F est triviale si et seulement si
C1 = 0 et Ck = dHBk pour tout k > 1.
3. L∞ alge`bres et cohomologie de Chevalley
Soit g une alge`bre de Lie sur un corps K. Soit V un g module. La cohomologie de
Chevalley de g a` valeurs dans V est de´finie de la fac¸on suivante:
Une n-cochaˆıne C est une application n-line´aire alterne´e de gn dans V :
C ∈ Cn(g, V ) = Hom(∧ng, V ),
son cobord de Chevalley dCC ∈ C
n+1(g, V ) est la cochaˆıne de´finie comme:
dCC(X0, . . . ,Xn) =
=
n∑
j=0
(−1)jXjC(X0, . . . , jˆ, . . . ,Xn) +
∑
i<j
(−1)i+jC ([Xi,Xj ],X0, . . . , ıˆ, . . . , ˆ, . . . ,Xn) .
On a dC ◦ dC = 0 et le n
eme groupe de cohomologie Hn(g, V ) est le quotient de l’espace
Zn(g, V ) des n cocycles (les cochaˆınes C telles que dCC = 0) par l’espace B
n(g, V ) des n
cobords (les cochaˆınes C telles qu’il existe b ∈ Cn−1(g, V ) tel que C = dCb).
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Afin de pre´senter cette cohomologie de fac¸on plus alge´brique et intrinse`que, on regarde
g comme une L∞ alge`bre. Cela permettra entre autres de ge´ne´raliser imme´diatement la
cohomologie au cas des alge`bres de Lie diffe´rentielles et gradue´es.
Rappelons d’abord la re`gle des signes de Koszul: si dans les axiomes d’une structure
alge`brique on a une somme de quantite´s qui sont des compositions ou des produits d’objets
X1, . . . ,Xn de degre´s respectifs x1, . . . , xn, dans divers ordres, lorsqu’on veut de´finir la
structure gradue´e correspondante, on ajoute devant la quantite´ compose´e des objets dans
l’ordre Xi1 , . . . ,Xin la signature de la permutation gradue´e
( x1 ... xn
xi1 ... xin
)
, c’est a` dire le signe
ε
( x1 ... xn
xi1 ... xin
)
ε est un morphisme et sur la transposition (xi, xi+1), on a ε(xi, xi+1) = (−1)
xixi+1 .
Par exemple les axiomes d’une alge`bre de Lie sont:
[X,Y ] = −[Y,X], [[X,Y ], Z] + [[Y,Z],X] + [[Z,X], Y ] = 0.
Les axiomes d’une alge`bre de Lie gradue´e seront donc:
[X,Y ] = −ε ( xyyx ) [Y,X] = (−1)
xy[Y,X],
0 = [[X,Y ], Z] + ε ( xyzyzx ) [[Y,Z],X] + ε (
xyz
zxy ) [[Z,X], Y ]
= [[X,Y ], Z] + (−1)x(y+z) [[Y,Z],X] + (−1)z(x+y) [[Z,X], Y ] .
Pour une alge`bre de Lie gradue´e diffe´rentielle, on ajoute la diffe´rentielle qui est une appli-
cation d : g −→ g de degre´ 1 et telle que:
d[X,Y ] = [dX, Y ] + (−1)x[X, dY ].
La premie`re e´tape de notre construction consiste en un de´calage des degre´s. Les signes
apparaissant dans la formule de dC pour une alge`bre de Lie usuelle seront alors directement
donne´s par la re`gle de Koszul et la ge´ne´ralisation ℓ de dC sera de degre´ 1. On munit donc les
vecteurs X de g du degre´ degre´(X) = x = −1. On note g[1] cet espace gradue´. Le crochet
devient une application gradue´e symme´trique ℓ : S2 (g[1]) −→ g[1] homoge`ne de degre´ 1.
De meˆme l’alge`bre
∧
g est isomorphe en tant qu’espace vectoriel a` l’alge`bre S (g[1]). Il n’y
a pas d’isomorphisme d’alge`bre entre ces deux espaces, il n’y a pas non plus d’isomorphisme
line´aire canonique. Nous choisissons l’isomorphisme donne´ dans [AAC1]:
Xi1 ∧ · · · ∧Xin −→ (−1)
P
j(n−j)xijXi1. . . . .Xin .
Alors ℓ2(X,Y ) = (−1)
x[X,Y ] et si g est diffe´rentielle, on posera ℓ1(X) = dX.
On conside`re S+ (g[1]) =
∑
n>0 S
n (g[1]) comme une coge`bre pour la comultiplication ∆
de´duite de la de´concate´nation de T+(g[1]), de´fini de la manie`re suivante:
soit I = {i1 < i2 < · · · < ik} une partie de {1, . . . , n}, on note XI le produit Xi1. . . . .Xik .
∆ est alors la comultiplication de degre´ 0 de´finie par:
∆(X1. . . . .Xn) =
∑
I⊔J={1,...n}
|I|>0,|J |>0
ε
( x{1,...,n}
xI ,xJ
)
XI ⊗XJ .
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Remarquons que lorsque chaque xi = −1, le signe est simplement la signature de la permu-
tation
(
1,...,n
I,J
)
.
La coge`bre ainsi obtenue est une coge`bre cocommutative et coassociative : on note τ la
volte gradue´e
τ(X ⊗ Y ) = ε ( xyyx )Y ⊗X.
alors
τ ◦∆ = ∆
(id⊗∆) ◦∆ = (∆⊗ id) ◦∆.
En effet, on a:
τ ◦∆(X{1,...,n}) = τ

∑
I,J
ε
( x{1,...,n}
xI ,xJ
)
XI ⊗XJ


=
∑
I,J
ε ( xI ,xJxJ ,xI ) ε
( x{1,...,n}
xI ,xJ
)
XJ ⊗XI
=
∑
I,J
ε
( x{1,...,n}
xJ ,xI
)
XJ ⊗XI = ∆(X{1,...,n})
et
(id⊗∆) ◦∆(X{1,...,n}) =
∑
I,J
(id ⊗∆)ε
( x{1,...,n}
xI ,xJ
)
XI ⊗XJ
=
∑
I⊔J={1...n}
∑
K⊔L=J
ε
( x{1,...,n}
xI ,xJ
)
ε ( xJxK ,xL )XI ⊗XK ⊗XL
=
∑
I⊔K⊔L={1...n}
ε
( x{1,...,n}
xI ,xK ,xL
)
XI ⊗XK ⊗XL
= (∆⊗ id) ◦∆(X{1,...,n}).
Toute application line´aire f : (C, c) −→ (g[1],∆) ou` (C, c) est une coge`bre cocommutative,
coassociative et nilpotente (c’est a` dire que pour tout c,
(∆⊗ id⊗n) ◦ (∆⊗ id⊗n−1) ◦ · · · ◦∆c = 0
pour n assez grand) se prolonge d’une fac¸on unique en un morphisme de coge`bre F :
(C, c) −→ (S+(g[1]),∆).
On dira que c’est la coge`bre cocommutative et coassociative libre (sans co-unite´) en-
gendre´e par g[1]. On peut donc prolonger de fac¸on unique l’application ℓ1 + ℓ2 en une
code´rivation de degre´ 1 de notre coge`bre. Ce prolongement est donne´ par (voir [AMM]):
ℓ(X1. . . . .Xn) =
∑
j
(−1)
P
i<j xiX1. . . . .ℓ1(Xj). . . . .Xn
+
∑
i<j
ε
( x1 ... xn
xixjx1...ˆıˆ...xn
)
ℓ2(Xi,Xj).X1. . . . ıˆ . . . ˆ . . . .Xn.
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ℓ est une code´rivation veut dire que, en tenant compte de la re`gle des signes de Koszul dans
la de´finition du produit tensoriel des applications,
(id⊗ ℓ+ ℓ⊗ id) ◦∆ = ∆ ◦ ℓ.
Elle est de carre´ nul ℓ ◦ ℓ = 0 (voir [AMM], [K]).
De´finition 3.1. (L∞ alge`bre)
Une L∞ alge`bre est une coge`bre diffe´rentielle de la forme (S
+(g[1]),∆, ℓ) ou` ∆ est de´fini
ci-dessus et ℓ est une codiffe´rentielle de ∆ est de carre´ nul.
Si (g, [ , ], d) est une alge`bre de Lie gradue´e diffe´rentielle, la L∞ alge`bre L(g) = (S
+(g[1]),∆, ℓ)
telle que
ℓ1(X) = dX, ℓ2(X.Y ) = (−1)
x[X,Y ], ℓk = 0, k = 3, 4, . . .
s’appelle la L∞ alge`bre enveloppante de g.
Un morphisme de L∞ alge`bre entre S
+ (g[1]) et S+ (h[1]) est une application F entre ces
espaces qui est un morphisme de coge`bres diffe´rentielles. Puisque S+ (h[1]) est libre, un tel
morphisme est caracte´rise´ par la donne´e d’une suite d’aplications:
Fn : S
n (g[1]) −→ h[1],
homoge`ne de degre´ 0. F est un morphisme de coge`bre si et seulement si, pour tout n,
F (X1. . . . .Xn) =
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
ε
( x1...xn
xI1 ...xIj
)
F|I1|(XI1). . . . .F|Ij |(XIj ).
Enfin, F est un morphisme de coge`bres diffe´rentielles si et seulement si ℓh ◦ F = F ◦ ℓg.
Ceci donne une e´quation sur les Fn, appele´e e´quation de formalite´. Si ℓ
g (resp ℓh) est la
code´rivation caracte´rise´e par les applications ℓgp : Sp(g[1]) −→ g[1] (resp. ℓ
h
q : Sq(h[1]) −→
h[1]) et si F est caracte´rise´e par les applications Fn : S
n(g[1]) −→ h[1], cette e´quation
s’e´crit:
0 =
∑
1≤p≤n
I1⊔···⊔Ip={1,...,n}
0<|I1|,...,|Ip|<n
ε
(
x{1,...,n}
xI1 ...xIp
)
ℓhp
(
F|I1|(XI1). . . . .F|Ip|(XIp)
)
−
∑
1≤p≤n
I⊔J={1,...,n}
|J |=p−1
ε
( x{1,...,n}
xIxJ
)
Fp
(
ℓg|I|(XI).XJ
)
.
Supposons maintenant que g et h soient deux alge`bres de Lie gradue´es et ϕ : g −→ h un
morphisme de degre´ 0 d’alge`bres de Lie. Cherchons tous les morphismes de L∞ alge`bres
F : S+(g[1]) −→ S+(h[1]) tels que F1 = ϕ. Cela revient a` chercher toutes les suites
d’applications (Fn) (Fn : S
n(g[1]) −→ h[1]) telles que:
0 =
∑
I⊔J={1,...,n}
0<|I|,|J |<n
1
2
ε
( x{1,...,n}
xIxJ
)
ℓh2
(
F|I|(XI).F|J |(XJ)
)
−
∑
0<i<j<n+1
ε
(
x{1,...,n}
xixjx1...ˆıˆ...xn
)
Fn−1
(
ℓg2(Xi.Xj).X1 . . . ıˆˆ . . . .Xn
)
.
(n)
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Cette suite d’e´quations peut se re´soudre par re´currence sur n. L’e´quation est ve´riffie´e pour
n = 2 puisque ϕ est un morphisme. Si on a re´solu les e´quations (2), . . . , (n) qui portent sur
F1 = ϕ,F2, . . . , Fn−1, l’e´quation (n) devient une e´quation en Fn de la forme:
−
1
2
∑
I⊔J={1,...,n+1}
1<|I|,|J |<n
ε
( x{1,...,n+1}
xIxJ
)
ℓh2
(
F|I|(XI).F|J |(XJ )
)
=
∑
i
ε
( x1...xn+1
xix1...ˆı...xn+1
)
ℓh2(ϕ(Xi).Fn(X1. . . . ıˆ . . . .Xn+1))−
−
∑
i<j
ε
(
x1...xn+1
xixjx1...ˆıˆ...xn+1
)
Fn(ℓ
g
2(Xi.Xj).X1 . . . ıˆ . . . ˆ . . . .Xn+1).
On peut donc de´finir la L∞ cohomologie.
De´finition 3.2. (L∞ cohomologie)
Soit g et h deux alge`bres de Lie gradue´es et ϕ un homomorphisme d’alge`bres de Lie de
degre´ 0 de g dans h. On appelle n cochaˆıne sur g a` valeurs dans h une application Fn de
degre´ fn de S
n(g[1]) dans h[1]. L’ope´rateur de cobord dL associe a` cette cochaˆıne Fn la
cochaˆıne
dLFn(X1. . . . .Xn+1) = ℓ
h ◦ Fn − (−1)
fnFn ◦ ℓ
g
=
∑
i
ε
( x1 ... xn+1
xix1...ˆı...xn+1
)
ℓh2(ϕ(Xi).Fn(X1. . . . ıˆ . . . .Xn+1))−
− (−1)fn
∑
i<j
ε
(
x1 ... xn+1
xixjx1...ˆıˆ...xn+1
)
Fn(ℓ
g
2(Xi.Xj).X1 . . . ıˆ . . . ˆ . . . .Xn+1).
Si Fn est de degre´ fn, dLFn est de degre´ fn + 1, donc
dL ◦ dL(Fn) = ℓ
h ◦ dLFn − (−1)
fn+1dLFn ◦ ℓ
g
= ℓh ◦ ℓh ◦ Fn − (−1)
fnℓh ◦ Fn ◦ ℓ
g− (−1)fn+1ℓh ◦ Fn ◦ ℓ
g− Fn ◦ ℓ
g ◦ ℓg = 0.
On retrouve en particulier la cohomologie de Chevalley usuelle. En effet soit g une
alge`bre de Lie et V un g module. V permet de construire imme´diatement une alge`bre de
Lie gradue´e en posant
h = g⊕
∞∑
p=−1
V [p], [X +
∑
p
up, Y +
∑
q
vq] = [X,Y ] +
∑
p
Xvp − Y up
et un morphisme ϕ : g −→ h de´fini par ϕ(X) = X.
Un morphisme de coge`bres diffe´rentielles F = f +C sera appele´ une formalite´ de module
s’il est de´fini par des Fn homoge`nes de degre´ 0, de la forme F1 = ϕ + C1, C1 line´aire de g
dans V , et pour p > 1, Fp = Cp, Cp p line´aire de g dans V .
De meˆme une formalite´ de module F est dite triviale s’il y a un morphisme de coge`bres
B de´fini par Bp p line´aire de g dans V , de degre´ -1 tel que F = ϕ+ ℓ
h ◦B +B ◦ ℓg.
Proposition 3.3. (Expression de la cohomologie de Chevalley)
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L’e´quation de formalite´ de module pour un morphisme F = ϕ+ C est
dCCn = 0 ∀n > 0.
De plus, F = ϕ+ ℓh ◦B +B ◦ ℓg si et seulement si
C1 = 0 et Cn = dCBn−1 ∀n > 1.
Remarque 3.4.
L’espace S+(g[1]) a, en plus de sa structure de coge`bre libre, une structure d’alge`bre
commutative gradue´e libre. Nous n’utiliserons pas cette structure qui peut s’interpre´ter
comme issue de l’ope´rade Com qui est duale de l’ope´rade Lie.
4. C∞ alge`bres et cohomologie de Harrison
4.1. Cohomologie de Harrison des alge`bres commutatives.
La me`thode de la section pre´ce´dente s’applique aussi aux alge`bres commutatives. Soit A
une alge`bre associative et commutative et V un A module vu comme un bimodule tel que
av = va pour tout v de V et tout a de A. La cohomologie de Harrison de A a` valeurs dans
V est de´finie de la fac¸on suivante.
On de´finit d’abord les p, q battements de n = p + q lettres comme les permutatiosn
σ de {1, . . . , n} telles que σ(1) < · · · < σ(p) et σ(p + 1) < · · · < σ(p + q). On appelle
Bat(p, q) l’ensemble de tous ces battements et on de´finit le produit battement de deux
tenseurs α = α1 ⊗ · · · ⊗ αp et β = αp+1 ⊗ · · · ⊗ αp+q par
batp,q(α, β) =
∑
σ∈Bat(p,q)
ε(σ−1)ασ−1(1) ⊗ · · · ⊗ ασ−1(n).
Ceci repre´sente la somme signe´e de tous les tenseurs αi1⊗· · ·⊗αin dans lesquels les vecteurs
α1, . . . , αp et les vecteurs αp+1, . . . , αp+q apparaissent range´s dans leur ordre naturel.
Par de´finition, l’espace A⊗n est le quotient de A⊗n par la somme de toutes les images
des applications line´aires batp,n−p (0 < p < n) (voir [G], [L]). Une n cochaˆıne C est
une application line´aire de A⊗n dans V . L’espace de ces cochaˆınes est note´ Cn(A,V ).
L’ope´rateur de cobord de Harrison est l’application dHa : C
n−1(A,V ) −→ Cn(A,V ) de´finie
par
dHaC(α1 ⊗ · · · ⊗ αn) =α1C(α2 ⊗ · · · ⊗ αn)− C(α1α2 ⊗ · · · ⊗ αn)+
+ C(α1 ⊗ α2α3 ⊗ · · · ⊗ αn) + · · ·+ (−1)
n−1C(α1 ⊗ · · · ⊗ αn−1αn)+
+ (−1)nC(α1 ⊗ · · · ⊗ αn−1)αn.
(On a bien suˆr note´ α1 ⊗ · · · ⊗ αn la classe de α1 ⊗ · · · ⊗ αn dans A
⊗n.)
On a dHa ◦dHa = 0, le noyau de dHa : C
n(A,V ) −→ Cn+1(A,V ) est note´ Zn(A,V ), c’est
l’espace des n cocycles, l’image de dHa : C
n−1(A,V ) −→ Cn(A,V ) est note´ Bn(A,V ), c’est
l’espace des n cobords. Le neme espace de cohomologie de Harrison de A a` valeurs dans V
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est le quotient Hn(A,V ) de Zn(A,V ) par Bn(A,V ).
4.2. La coge`bre (
⊗+(A[1]), δ).
La construction de la section pre´ce´dente a un e´quivalent ici. On commence comme plus
haut par de´caler les degre´s et conside´rer l’espace A[1]. La construction suivante est valable
lorsque A est gradue´e. Le dege´ de α, β dans A[1] est note´ a, b.
Le produit battement dans T (A[1]) est de´fini par:
batp,q(α, β) =
∑
σ∈Bat(p,q)
ε
( a1 ... an
a
σ−1(1) ... aσ−1(n)
)
ασ−1(1) ⊗ · · · ⊗ ασ−1(n).
On notera
⊗n(A[1]) le quotient de A[1]⊗n par la somme des images des applications batp,n−p
(0 < p < n) et de fac¸on abusive α[1,n] = α1⊗ . . .⊗αn la classe de α1 ⊗ · · · ⊗ αn, lorsque les
αi appartiennent a` A[1]. Ceci ne veut pas dire que ⊗ soit une multiplication associative
dans
⊗+(A[1]) =∑n>0⊗n(A[1]).
Remarque 4.1. 1. En fait ce dernier espace peut eˆtre muni d’une structure d’alge`bre
de Lie libre mais nous n’utiliserons pas cette structure.
2. Une base de l’espace
⊗n(A[1]). Prenons une base (ei)i de A[1] compose´e d’e´le´ments
homoge`nes.
Pour chaque suite croissante i = (i1 ≤ · · · ≤ ip), on pose ei = ei1 ⊗ · · · ⊗ eip et
pour chaque σ de Sp, eσ(i) = eσ(i1) ⊗ · · · ⊗ eσ(ip).
On note V (ei) l’espace engendre´ par ces vecteurs dans A[1]
⊗p et W (ei) le sous-
espace:
W (ei) = V ect
(∑
σ
batr,s
(
(eiσ(1) , . . . , eiσ(r)), (eiσ(r+1) , . . . , eiσ(r+s))
))
.
On choisit enfin pour chaque ei, une base d’un supple´mentaire de W (ei) dans V (ei)
de la forme:
B(ei) =
{
eσ(i), σ ∈ Σ(ei)
}
.
Une base de
⊗n(A[1]) est donne´e par
B =
⋃
|i|=n
⋃
σ∈Σ(ei)
{
eσ(i)
}
.
Rappelons maintenant les proprie´te´s du produit battement.
Lemme 4.2. (Associativite´ de bat)
Le produit battement est associatif et commutatif gradue´ de degre´ 0: pour tout α ∈ A[1]⊗p,
β ∈ A[1]⊗q, γ ∈ A[1]⊗r,
(i) batp,q(α, β) = (−1)
abbatq,p(β, α),
(ii) batp+q,r(batp,q(α, β), γ) = batp,q+r(α, batq,r(β, γ)).
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Preuve
(i) Soient α = α1 ⊗ · · · ⊗ αp et β = αp+1 ⊗ · · · ⊗ αp+q. On a
batp,q(α, β) =
∑
σ∈Bat(p,q)
ε
(
a1 ... ap+q
a
σ−1(1) ... aσ−1(p+q)
)
ασ−1(1) ⊗ · · · ⊗ ασ−1(p+q).
Pour chaque σ ∈ Bat(p, q) , on construit deux permutations τ et ρ de Sp+q en posant:
τ(k) =
{
k + p, si 1 ≤ k ≤ q
k − q, si q < k ≤ q + p.
et ρ = σ ◦ τ.
On ve´rifie que ρ appartient a` Bat(q, p) et que l’application σ 7→ ρ est une bijection de
Bat(p, q) sur Bat(q, p).
Posons βk = ατ(k), pour tout k (1 ≤ k ≤ p+ q), on a βρ−1(k) = ατ◦ρ−1(k) = ασ−1(k) et
ε
(
b1 ... bp+q
b
ρ−1(1) ... bρ−1(p+q)
)
= ε
(
b1 ... bq bq+1 ... bp+q
bq+1 ... bp+q b1 ... bq
)
ε
(
a1 ... ap+q
a
σ−1(1) ... aσ−1(p+q)
)
= ε
( ap+1 ... ap+q a1 ... ap
a1 ... aq aq+1 ... ap+q
)
ε
(
a1 ... ap+q
a
σ−1(1) ... aσ−1(p+q)
)
= (−1)abε
(
a1 ... ap+q
a
σ−1(1) ... aσ−1(p+q)
)
.
Donc
batp,q(α, β) = (−1)
abbatq,p(β, α).
(ii) Disons qu’une permutation σ de Sp+q+r est un (p, q, r)-battement si elle ve´rifie
σ(1) < · · · < σ(p), σ(p + 1) < · · · < σ(p+ q) et σ(p+ q + 1) < · · · < σ(p+ q + r).
Notons Bat(p, q, r) l’ensemble des (p, q, r)-battements.
Soient α = α1⊗· · · ⊗αp, β = αp+1⊗· · ·⊗αp+q et γ = αp+q+1⊗· · ·⊗αp+q+r. On de´finit
le produit batp,q,r(α, β, γ) par:
batp,q,r(α, β, γ) =
∑
ρ∈Bat(p,q,r)
ε
(
a1 ... ap+q+r
a
ρ−1(1) ... aρ−1(p+q+r)
)
αρ−1(1) ⊗ · · · ⊗ αρ−1(p+q+r).
On a en fait
batp,q,r(α, β, γ) = batp+q,r(batp,q(α, β), γ) = batp,q+r(α, batq,r(β, γ)).
Il suffit de montrer que batp,q,r(α, β, γ) = batp+q,r(batp,q(α, β), γ), l’autre e´galite´ se prouvant
de la meˆme fac¸on.
Fixons σ1 ∈ Bat(p, q), on construit une permutation (σ1 × id) sur {1, . . . , p + q + r} en
posant:
(σ1 × id)(k) =
{
σ1(k), si 1 ≤ k ≤ p+ q,
k, si p+ q + 1 ≤ k ≤ p+ q + r.
Par construction, (σ1 × id) appartient a` Bat(p, q, r).
Soit maintenant σ2 une permutation de Bat(p + q, r), on de´finit la permutation ρ de
Sp+q+r par: ρ = σ2 ◦ (σ1 × id). On ve´rifie que ρ appartient a` Bat(p, q, r), que l’application
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ϕ : (σ2, σ1) 7→ ρ = σ2 ◦(σ1× id) est une bijection de Bat(p+q, r)×Bat(p, q) sur Bat(p, q, r)
et que
ε
(
a1 ... ap+q+r
a
ρ−1(1) ... aρ−1(p+q+r)
)
= ε
(
a1 ... ap+q+r
a
σ
−1
2
(1)
... a
σ
−1
2
(p+q+r)
)
ε
(
a1 ... ap+q
a
σ
−1
1
(1)
... a
σ
−1
1
(p+q)
)
.
On a donc bien batp+q,r(batp,q(α, β), γ) = batp,q,r(α, β, γ).

Maintenant on introduit un cocrochet de Lie δ sur
⊗+(A[1]) en posant d’abord:
δ(α1 ⊗ · · · ⊗ αn) =
n−1∑
j=1
α1 ⊗ · · · ⊗ αj
⊗
αj+1 ⊗ · · · ⊗ αn
− ε
( a1...an−j an−j+1...an
aj+1...an a1...aj
)
αj+1 ⊗ · · · ⊗ αn
⊗
α1 ⊗ · · · ⊗ αj .
Cette formule permet de de´finir δ sur l’espace quotient
⊗n(A[1]). En effet, si p+ q = n,
on a, en posant α = α1 ⊗ · · · ⊗ αp et β = αp+1 ⊗ . . . αp+q,
δ(batp,q(α, β)) =
∑
σ∈Bat(p,q)
0<j<n
ε
( a1 ... an
a
σ−1(1) ... aσ−1(n)
)
(
ασ−1(1) ⊗ · · · ⊗ ασ−1(j)
⊗
ασ−1(j+1) ⊗ · · · ⊗ ασ−1(n)
− ε
( aIσ aJσ
aJσ aIσ
)
ασ−1(j+1) ⊗ · · · ⊗ ασ−1(n)
⊗
ασ−1(1) ⊗ · · · ⊗ ασ−1(j)
)
.
Dans cette formule, on a pose´ Iσ = {σ
−1(1), . . . , σ−1(j)} et Jσ = {σ
−1(j +1), . . . , σ−1(n)}.
Posons maintenant Ikσ = Iσ ∩ {1, . . . , p}, I
j−k
σ = Iσ ∩ {p + 1, . . . , n} et de meˆme J
r
σ =
Jσ ∩ {1, . . . , p}, J
n−j−r
σ = Jσ ∩ {p + 1, . . . , n}, (k = |I
k
σ | et r = |J
r
σ|). On peut alors e´crire:
δ(batp,q(α, β)) =
∑
0<j<n
I⊔J={1,...,n}
I,J 6=∅
∑
σ∈Bat(p,q)
Iσ=I
ε
( a{1,...,n}
aIσ aJσ
) (
αIσ
⊗
αJσ − ε
( aIσ aJσ
aJσ aIσ
)
αJσ
⊗
αIσ
)
.
• Cas 1 I 6= {1, . . . , p} ou I 6= {p + 1, . . . , n}.
On ve´rifie qu’alors l’application (σ|Iσ , σ|Jσ) 7→ σ = σ|Iσ ⊗ σ|Jσ est une bijection
entre Bat(k, j − k)×Bat(r, n − j − r) et {σ ∈ Bat(p, q)/ Iσ = I}.
Dans ce cas, la seconde somme est un produit
⊗
de produits battements. Elle
est donc nulle lorsque l’on passe au quotient.
• Cas 2 I = {1, . . . , p} ou I = {p + 1, . . . , n}.
Les termes restant s’e´crivent
δ(batp,q(α, β)) = α
⊗
β − (−1)abβ
⊗
α
+ (−1)ab(β
⊗
α− (−1)abα
⊗
β) = 0.
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On notera α[i,j] = αi⊗ . . .⊗αj, δ est donc le cocrochet de
⊗+(A[1]) donne´e par
δ(α[1,n]) =
∑
0<j<n
α[1,j]
⊗
α[j+1,n] − (−1)
a[1,j]a[j+1,n]α[j+1,n]
⊗
α[1,j].
Proposition 4.3. (La structure de coge`bre)
L’espace
⊗+(A[1]) e´quippe´ de δ est une coge`bre de Lie, c’est a` dire que δ est coan-
tisyme´trique de degre´ 0 et ve´rifie l’identite´ de coJacobi: si τ est la volte,
τ ◦ δ = −δ,
(
id⊗3 + (τ ⊗ id) ◦ (id ⊗ τ) + (id⊗ τ) ◦ (τ ⊗ id)
)
◦ (δ ⊗ id) ◦ δ = 0.
Preuve
D’une part, en notant toujours τ la volte, on a
δ(α) = δ(α1⊗ . . .⊗αn) =
n−1∑
j=1
(
α1⊗ . . .⊗αj
⊗
αj+1⊗ . . .⊗αn
− ε
(
a{1,...,n}
a{j+1,...,n} a{1,...,j}
)
αj+1⊗ . . .⊗αn
⊗
α1⊗ . . .⊗αj
)
=
∑
0<j<n
(
α[1,j]
⊗
α[j+1,p] − τ
(
α[1,j]
⊗
α[j+1,p]
))
.
Donc
τ ◦ δ(α) =
n−1∑
j=1
τ
(
α[1,j]
⊗
α[j+1,p]
)
− α[1,j]
⊗
α[j+1,p] = −δ(α).
D’autre part, on a
(δ ⊗ id) ◦ δ(α) =
∑
0<i<j<n
α[1,i]
⊗
α[i+1,j]
⊗
α[j+1,n]
− ε
(
a[1,i] a[i+1,j] a[j+1,n]
a[i+1,j] a[1,i] a[j+1,n]
)
α[i+1,j]
⊗
α[1,i]
⊗
α[j+1,n]
− ε
(
a[1,i] a[i+1,j] a[j+1,n]
a[i+1,j] a[j+1,n] a[1,i]
)
α[i+1,j]
⊗
α[j+1,n]
⊗
α[1,i]
+ ε
(
a[1,i] a[i+1,j] a[j+1,n]
a[j+1,n] a[i+1,j] a[1,i]
)
α[j+1,n]
⊗
α[i+1,j]
⊗
α[1,i].
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Donc, en notant (i) = [1, i], (j) = [i+ 1, j] et (n) = [j + 1, n],(
id⊗3 + (τ ⊗ id) ◦ (id ⊗ τ) + (id⊗ τ) ◦ (τ ⊗ id)
)
◦ (δ ⊗ id) ◦ δ(α)
=
∑
0<i<j<n
α(i)
⊗
α(j)
⊗
α(n) − ε
(
a(i) a(j) a(n)
a(j) a(i) a(n)
)
α(j)
⊗
α(i)
⊗
α(n)
− ε
(
a(i) a(j) a(n)
a(j) a(n) a(i)
)
α(j)
⊗
α(n)
⊗
α(i) + ε
(
a(i) a(j) a(n)
a(n) a(j) a(i)
)
α(n)
⊗
α(j)
⊗
α(i)
+ ε
(
a(i) a(j) a(n)
a(n) a(i) a(j)
)
α(n)
⊗
α(i)
⊗
α(j) − ε
(
a(i) a(j) a(n)
a(n) a(j) a(i)
)
α(n)
⊗
α(j)
⊗
α(i)
− α(i)
⊗
α(j)
⊗
α(n) + ε
(
a(i) a(j) a(n)
a(i) a(n) a(j)
)
α(i)
⊗
α(n)
⊗
α(j)
+ ε
(
a(i) a(j) a(n)
a(j) a(n) a(i)
)
α(j)
⊗
α(n)
⊗
α(i) − ε
(
a(i) a(j) a(n)
a(i) a(n) a(j)
)
α(i)
⊗
α(n)
⊗
α(j)
− ε
(
a(i) a(j) a(n)
a(n) a(i) a(j)
)
α(n)
⊗
α(i)
⊗
α(j) + ε
(
a(i) a(j) a(n)
a(j) a(i) a(n)
)
α(j)
⊗
α(i)
⊗
α(n)
= 0.
4.3. Morphismes et code´rivations.
La structure de coge`bre de Lie de (
⊗+(A[1]), δ) est libre. C’est a` dire que si (C, c) est
une coge`bre de Lie nilpotente quelconque, tout f : (C, c) −→ A[1] line´aire se prolonge en
F : (C, c) −→
⊗+(A[1]) qui est un morphisme de coge`bre. Nous montrons ici comment
de´finir des code´rivations Q et des morphismes F de cette structure a` partir de leurs ‘se´rie
de Taylor’.
Soit F :
⊗+(A[1]) −→⊗+(B[1]) un morphisme de coge`bres de Lie. On suppose toujours
F homoge`ne de degre´ 0. On appelle Fn la projection sur B[1] paralle`lement a`
⊕k>1B[1]
de la restriction de F a`
⊗n(A[1]): Fn est une application line´aire de⊗n(A[1]) dans B[1].
De meˆme soit Q :
⊗+(A[1]) −→ ⊗+(A[1]) une code´rivation de coge`bres de Lie. On
suppose Q homoge`ne de degre´ q. On appelle Qn la projection sur A[1] paralle`lement a`⊕k>1A[1] de la restriction de Q a` ⊗n(A[1]): Qn est une application line´aire de ⊗n(A[1])
dans A[1].
Proposition 4.4. (Reconstruction de F et Q)
La suite d’applications (Fn) (resp. (Qn)) permet de reconstruire F (resp. Q) de fac¸on
unique. On a explicitement
F (α[1,n]) =
∑
k>0, 0<r1,...,rk
r1+···+rk=n
Fr1(α[1,r1])⊗Fr2(α[r1+1,r1+r2])⊗ . . .⊗Frk(α[n−rk+1,n])
et
Q(α[1,n]) =
∑
1≤r≤n
0≤j≤n−r
(−1)qa[1,j]α[1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,n].
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Plus pre´cise´ment, toute suite d’applications (ϕn) peut se relever d’une seule fac¸on en un
morphisme (resp. une code´rivation).
Preuve
La preuve est semblable a` celle de [AMM]. Pour un morphisme, si tous les Fn sont nuls,
F (α1) est nul pour tout α1 ∈ A[1], et si tous les F (α[1,p]) sont nuls quelque soit p < n, alors
δ ◦ F (α[1,n]) = (F ⊗ F ) ◦ δ(α[1,n])
=
∑
0<j<n
F (α[1,j])⊗ F (α[j+1,n])− (−1)
a[1,j]F (α[j+1,n])⊗ F (α[1,j]) = 0
donc F (α[1,n]) = Fn(α[1,n]) ∈ A[1] est aussi nul et par induction, F est nul. Le meˆme
argument s’applique pour une de´rivation Q. Ceci prouve l’unicite´.
Il reste juste a` montrer que les formules de la proposition de´finissent bien un morphisme
(resp. une code´rivation).
F est bien de´fini.
D’abord F est bien de´fini, c’est a` dire l’application F de´finie par la meˆme formule mais
sur α{1,...,n} = α1 ⊗ · · · ⊗ αn passe bien au quotient. Il suffit pour cela de montrer que
F (batp,q(α{1,...,p}, α{p+1,...,p+q})) = 0.
En fait, si on pose
F˜ k(α{1,...,n}) =
∑
0<r1,...,rk
r1+···+rk=n
Fr1(α[1,r1])⊗ Fr2(α[r1+1,r1+r2])⊗ · · · ⊗ Frk(α[n−rk+1,n]),
alors F˜ k(batp,q(α{1,...,p}, α{p+1,...,p+q})) est une somme de produits battements de la forme
F˜ k(batp,q(α{1,...,p}, α{p+1,...,p+q})) =
∑
batr,s(F˜
r(αI), F˜
s(αJ )),
ce qui prouve que F est bien de´fini. Prouvons cette dernie`re relation.
On a
batp,q(α{1,...,p}, α{p+1,...,p+q}) =
∑
σ∈Bat(p,q)
ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
α{σ−1(1),...,σ−1(p+q)}.
Donc
F˜ k(batp,q(α{1,...,p},α{p+1,...,p+q})) =
=
∑
σ∈Bat(p,q)
r1,...,rk
ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
Fr1(α{σ−1(1),...,σ−1(r1)})⊗ . . .
· · · ⊗ Frk(α{σ−1(p+q−rk+1),...,σ−1(p+q)}).
Fixons un battement σ ∈ Bat(p, q). Posons sj = r1 + · · · + rj. S’il existe un j tel que
Ij = {σ
−1(sj−1 +1), . . . , σ
−1(sj)} n’est inclus ni dans {1, . . . , p} ni dans {p+1, . . . , p+ q},
alors cet ensemble peut s’e´crire Ij = {i1, . . . , itj , itj+1, . . . , irj} avec 0 < i1 < · · · < itj < p+1
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et p < itj+1 < · · · < irj < p + q + 1 et bien suˆr 0 < tj < rj. L’ensemble BatIj(p, q) des
battements ρ ∈ Bat(p, q) tels que ρ−1(u) = σ−1(u) pour tous les u de {1, . . . , p+q}\{sj−1+
1, . . . , sj} est en bijection avec Bat(tj, rj−tj) puisque chaque battement µ de Bat(tj, rj−tj)
peut se prolonger en un battement µ˜ de Bat(p, q) de´fini par µ˜−1(u) = σ−1(u) si u est dans
{1, . . . , p+ q} \ {sj−1 + 1, . . . , sj} et µ˜(iv) = iµ(v) pour 0 < v < rj + 1. Alors:∑
ρ∈BatIj (p,q)
ε
(
a{1,...,p+q}
a{ρ−1(1),...,ρ−1(p+q)}
)
Fr1(α{ρ−1(1),...,ρ−1(r1)})⊗ . . .
· · · ⊗ Frk(α{ρ−1(p+q−rk+1),ρ−1(p+q)})
= ±ε
( a{1,...,p+q}\{sj−1+1,...,sj}
a{σ−1(1),...,σ−1(p+q)}\{σ−1(sj−1+1),...,σ−1(sj)}
)
Fr1(αI1)⊗ · · · ⊗ Frj−1(αIrj−1 )⊗
⊗
∑
µ∈Bat(tj ,rj−tj)
ε
(
a{i1,...,irj }
a{i
µ−1(1)
,...,i
µ−1(rj)
}
)
Frj (αiµ−1(1) , . . . , αiµ−1(rj)
)⊗
⊗ Frj+1(αIrj+1 )⊗ · · · ⊗ Frk(αIk)
= 0
en posant βv = αiv et en remarquant que Frj s’annule sur
bat(tj ,rj−tj)(β{1,...,tj}, β{tj+1,...,rj}).
Il ne reste donc que la somme sur les battements σ tels que pour tout j, on ait soit Ij ⊂
{1, . . . , p} soit Ij ⊂ {p+ 1, . . . , p+ q}. Dans ce cas, les nombres σ
−1(sj−1 + 1), . . . , σ
−1(sj)
sont range´s dans leur ordre naturel, puisque σ est un battement. Notons maintenant
J1, . . . , Jr les ensembles Ij tels que Ij ⊂ {1, . . . , p} et Js+1, . . . , Js+r les autres. Posons
Jj = {g
j
1 < g
j
2 < · · · < g
j
hj
}. La somme sur tous les battements σ tels que {I1, . . . , Ik} =
{J1, . . . , Jr+s} (a` l’ordre pre`s) est isomorphe a` une somme sur tous les (r, s) battements ν:
e´tant donne´ un tel battement ν, on construit le (p, q) battement ν˜ en posant, pour tout j,
1 ≤ j ≤ k et tout t, 1 ≤ t ≤ rj:
ν˜−1(sj−1 + t) = g
ν−1(j)
t .
Alors, si sj = |Jj |,∑
σ∈Bat(p,q)
{I1,...,Ik}={J1,...,Jk}
ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
Fr1(α{σ−1(1),...,σ−1(r1)})⊗ . . .
· · · ⊗ Frk(α{σ−1(p+q−rk+1),σ−1(p+q)}) =
=
∑
µ∈Bat(r,s)
ε
( aJ1 ...aJk
aJ
µ−1(1)
...aJ
µ−1(k)
)
Fs
µ−1(1)
(αJ
µ−1(1)
)⊗ · · · ⊗ Fs
µ−1(k)
(αJ
µ−1(k)
)
= batr,s
(
Fs1(αJ1)⊗ · · · ⊗ Fsr(αJr), Fsr+1(αJr+1)⊗ · · · ⊗ Fsr+s(αJr+s)
)
.
C’est l’e´galite´ annonce´e.
F est un morphisme.
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En gardant nos notations et en ajoutant (rj) = [sj−1 + 1, sj ], on a par de´finition:
δ◦F (α[1,n]) =
∑
r1,...,rk
∑
0<j<k
Fr1(α(r1))⊗ . . .⊗Frj (α(rj))
⊗
Frj+1(α(rj+1))⊗ . . .⊗Frk(α(rk))
− (−1)
a[1,sj ]a[sj+1,n]Frj+1(α(rj+1))⊗ . . .⊗Frk(α(rk))
⊗
Fr1(α(r1))⊗ . . .⊗Frj (α(rj)).
D’autre part,
(F ⊗ F ) ◦ δ(α[1,n]) = (F ⊗ F )
( ∑
0<s<n
α[1,s]
⊗
α[s+1,n] − (−1)
a[1,s]a[s+1,n]α[s+1,n]
⊗
α[1,s]
)
=
∑
0<s<n
∑
r1,...,rj
r1+···+rj=s
∑
rj+1,...,rk
r1+···+rk=n
Fr1(α(r1))⊗ . . .⊗Frj (α(rj))
⊗
Frj+1(α(rj+1))⊗ . . .⊗Frk(α(rk))−
−(−1)a[1,s]a[s+1,n]Frj+1(α(rj+1))⊗ . . .⊗Frk(α(rk))
⊗
Fr1(α(r1))⊗ . . .⊗Frj (α(rj)).
On ve´rifie aise´ment que chaque terme de la premie`re expression apparaˆıt une fois et une
seule dans la seconde et re´ciproquement. On a donc
δ ◦ F = (F ⊗ F ) ◦ δ.
Q est bien de´fini.
Il s’agit la` encore de montrer que la de´finition de Q˜:
Q˜(α{1,...,n}) =
∑
0<r
1≤j≤n−r
(−1)qa{1,...,j}α{1,...,j} ⊗Qr(α{j+1,...,j+r})⊗ α{j+r+1,...,n}
passe au quotient. On calcule donc Q
(
batp,q(α{1,...,p}, α{p+1,...,p+q})
)
. Le meˆme argument
que ci-desssus, nous dit d’abord qu’il ne reste que∑
0<r
1≤j≤n−r
∑
I⊂{1,...,p}
ou
I⊂{p+1,...,p+q}
∑
σ∈Bat(p,q)
σ−1({j+1,...,j+r})=I
(−1)qa{σ−1(1),...,σ−1(j)}ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
α{σ−1(1),...,σ−1(j)} ⊗Qr(αI)⊗ α{σ−1(j+r+1),...,σ−1(p+q)}.
Ensuite, comme σ est un battement, les e´le´ments de I sont range´s dans leur ordre naturel
I = {t, t+1, . . . , t+r−1}. Supposons (par exemple) que I ⊂ {1, . . . , p}, alors les α d’indices
dans {1, . . . , p} et pre´ce´dant ceux de I apparaissent avant le terme en Qr. On pose donc
t = σ−1(sj−1 + 1) et: {
βi = αi si σ
−1(i) /∈ I
βt = Qr(αI)
Il y a donc p + q − r + 1 β, indice´s par {1, . . . , t − 1, t, t + r, . . . , p, p + 1, . . . , p + q}. On a
bi = ai si σ
−1(i) /∈ I et bt = q + aI . Les battements σ conside´re´s sont en bijection avec les
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battements ρ qu’ils induisent sur les β. On a
(−1)qa{σ−1(1),...,σ−1(j)}ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
=
=(−1)qa{1,...,t−1}ε
(
b{1,...,t,t+r,...,p+q}
b{ρ−1(1),...,ρ−1(t),ρ−1(t+r),...,ρ−1(p+q)}
)
.
Donc
Q
(
batp,q(α{1,...,p}, α{p+1,...,p+q})
)
=
=
∑
0<r
∑
t, t+r−1≤p
(−1)qa{1,...,t−1}batp−r+1,q(β{1,...,t,t+r,...,p}, β{p+1,...,p+q})
+
∑
p<t
(−1)qa{p+1,...,t−1}batp,q−r+1(β{1,...,p}, β{p+1,...,t,t+r,...,p+q}).
Comme ci-dessus, Q est donc bien de´finie.
Q est une code´rivation.
On a
δ ◦Q(α[1,n]) = δ

∑
r,j
(−1)qa[1,j]α[1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,n]

 .
Donc
δ ◦Q(α[1,n]) =
∑
r,0<k<j
(−1)qa[1,j]α[1,k]
⊗
α[k+1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,n]−
− (−1)qa[1,j]+a[1,k](a[k+1,n]+q)α[k+1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,n]
⊗
α[1,k]+
+
∑
r,0<j<k−r
(−1)qa[1,j]α[1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,k]
⊗
α[k+1,n]−
− (−1)qa[1,j]+(a[1,k]+q)a[k+1,n]α[k+1,n]
⊗
α[1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,k].
Par ailleurs,
(id⊗Q+Q⊗ id) ◦ δ(α[1,n]) =
= (id⊗Q+Q⊗ id)
∑
0<k<n
α[1,k]
⊗
α[k+1,n] − (−1)
a[1,k]a[k+1,n]α[k+1,n]
⊗
α[1,k]
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Donc
(id⊗Q+Q⊗ id) ◦ δ(α[1,n]) =
=
∑
0<k<j<n−r+1
(−1)q(a[1,k]+a[k+1,j])α[1,k]
⊗
α[k+1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,n]
−
∑
0<j<k−r+1<n−r+1
(−1)q(a[k+1,n]+a[1,j])+a[1,k]a[k+1,n]α[k+1,n]
⊗
⊗
α[1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,k]
+
∑
0<j<k−r+1<n−r+1
(−1)qa[1,j]α[1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,k]
⊗
α[k+1,n]
−
∑
0<k<j<n−r+1
(−1)qa[k+1,j]+a[1,k]a[k+1,n]α[k+1,j]⊗Qr(α[j+1,j+r])⊗α[j+r+1,n]
⊗
α[1,k].
Q est donc une code´rivation et la proposition est prouve´e. 
4.4. C∞ alge`bre, morphismes de C∞ alge`bre.
Lorsque A est une alge`bre commutative, A[1] est muni d’un produit m2 de´fini par
m2(α, β) = (−1)
aαβ qui devient de degre´ 1, anticommutatif et antiassociatif:
m2(β, α) = −(−1)
abm2(α, β), m2(m2(α, β), γ) = −(−1)
am2(α,m2(β, γ)).
Le produit m2 e´tant anticommutatif est de´fini de
⊗2(A[1]) dans A[1]. Il se prolonge
donc, graˆce a` la proposition pre´ce´dente, en une unique code´rivation m du cocrochet δ.
Comme m est de degre´ 1, le prolongement a`
⊗n(A[1]) est
m(α[1,n]) =
∑
0<k<n
(−1)a[1,k−1]α[1,k−1]⊗m2(αk, αk+1)⊗α[k+2,n].
Lemme 4.5. (Proprie´te´s de m)
m est l’unique code´rivation de δ qui prolonge m2 sur
⊗2(A[1]). Elle ve´rifie m ◦m = 0.
Preuve
Remarquons que,m e´tant une code´rivation de degre´ impair,m◦m est aussi une code´rivation.
Avec les notations pre´ce´dentes, (m ◦m)k = 0 si k 6= 3 et, puisque m2 est antiassociative,
(m ◦m)3(α1⊗α2⊗α3) = m2(m2(α1⊗α2)⊗α3 + (−1)
a1α1⊗m2(α2⊗α3)) = 0.
Par unicite´ de la code´rivation qui prolonge les (m ◦m)k, on en de´duit que m ◦m = 0. 
De´finition 4.6. (C∞ alge`bre)
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Une C∞ alge`bre est une coge`bre diffe´rentielle de la forme (
⊗+(A[1]), δ,m) ou` δ est le
cocrochet de Lie de´fini ci-dessus et m est une code´rivation de δ de carre´ nul.
Si A est une alge`bre commutative gradue´e, la coge`bre de Lie diffe´rentielle C(A) =(⊗+(A[1]), δ,m) ou` mk = 0 pour tout k 6= 2 et m2(α⊗β) = (−1)aα ∧ β s’appelle la
C∞ alge`bre enveloppante de (A,∧).
Un morphisme de C∞ alge`bres A et B est un morphisme de coge`bres de Lie F :
⊗+(A[1]) −→⊗+(B[1]) tel que mB ◦ F = F ◦mA.
Puisqu’une code´rivation m est caracte´rise´e par la suite desmk, on voit qu’une C∞ alge`bre
est la C∞ alge`bre enveloppante d’une alge`bre commutative si et seulement si elle est telle
que mk = 0 pour tout k 6= 2.
De meˆme, un morphisme d’alge`bres commutatives f : A −→ B se rele`ve d’une fac¸on et
une seule en un morphisme de leur C∞ alge`bres enveloppantes F :
⊗+(A[1]) −→⊗+(B[1])
tel que F1 = f et Fk = 0 si k > 1.
L’e´quation de C∞ morphismem
B ◦F = F ◦mA pour un morphisme F de coge`bres de Lie,
e´crite sur les applications Fn :
⊗n(A[1]) −→ B[1−n], s’appelle l’e´quation de C∞ formalite´.
D’une part, on a
mB ◦ F (α[1,n]) =
∑
k,r1+···+rk=n
mB
(
Fr1(α[1,s1])⊗ . . .⊗Frk(α[sk−1+1,sk])
)
=
∑
0<j<k
(−1)
a[1,sj−1]Fr1(α[1,s1])⊗ . . .⊗Frj−1(α[sj−2+1,sj−1])⊗
mB
(
Frj (α[sj−1+1,sj ])⊗Frj+1(α[sj+1,sj+1])
)
⊗Frj+2(α[sj+1+1,sj+2])⊗ . . .⊗Frk(α[sk−1+1,sk]).
D’autre part, on a
F ◦mA(α[1,n]) = F
( n−1∑
j=1
(−1)a[1,j−1]α[1,j−1]⊗m
A(αj⊗αj+1)⊗α[j+2,n]
)
=
n−1∑
j=1
(−1)a[1,j−1]
∑
k,r1+···+rk=n−1
Fr1(α[1,s1]⊗ . . .⊗Frt
(
α[st−1+1,j−1]⊗m
A(αj⊗αj+1)⊗α[j+1,st]
)
⊗ . . .⊗Frk(α[sk−1+1,sk]).
En e´crivant (mB ◦ F − F ◦mA)(α[1,n]) a` l’ordre n− 1, on trouve les termes
ALGE`BRES DE GERSTENHABER A` HOMOTOPIE PRE`S 23
mB
(
Fn−1(α[1,n−1])⊗F1(αn)
)
+mB
(
F1(α1)⊗Fn−1(α[2,n])
)
−
n−1∑
j=1
(−1)a[1,j−1]Fn−1
(
α[1,j−1]⊗m
A(αj⊗αj+1)⊗α[j+2,n]
)
= (−1)a[1,n−1]+1Fn−1(α[1,n−1]) ∧ F1(αn) + (−1)
a1+1F1(α1) ∧ Fn−1(α[2,n])
−
n−1∑
j=1
(−1)a[1,j]+1Fn−1
(
α[1,j−1]⊗(αj ∧ αj+1)⊗α[j+2,n]
)
= (dHaFn−1)(α[1,n−1])
On retrouve l’ope´rateur de cobord de Harrison dHa.
Finalement, comme pour les alge`bres de Lie, si A est une alge`bre commutative et V un
A module vu comme un bimodule, l’espace B = A⊕
∑
p>0 V [p] muni du produit
(α+
∑
up)(β +
∑
vq) = (αβ +
∑
αvp + upβ)
est une alge`bre commutative et l’application f : A −→ B, de´finie par f(α) = (α, 0) est un
morphisme d’alge`bres.
Comme pour les alge`bres de Lie, un morphisme de coge`bres de Lie F tel que F1 = f+C1,
Fk = Ck (k > 1) avec Ck :
⊗k(A[1]) −→ V [k] est un morphisme de C∞ alge`bres sera appele´
une C∞ formalite´.
Cette formalite´ est dite triviale s’il existe un morphisme G tel que C = mB ◦G+G◦mA,
G e´tant de degre´ -1 et G =
∑
Bp avec Bp :
⊗p(A[1]) −→ V [p].
On retrouve ainsi la cohomologie de Harrison des alge`bres commutatives, puisque
Proposition 4.7. (C∞ formalite´s et cohomologie de Harrison)
Avec les notations pre´ce´dentes, F est une C∞ formalite´ si et seulement si
dHaCk = 0 pour tout k > 0.
F est triviale si et seulement si
C1 = 0 et Ck = dHaBk pour tout k > 1.
5. Alge`bre de Lie diffe´rentielle associe´e a` une alge`bre de Gerstenhaber
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5.1. Alge`bres de Gerstenhaber.
Le prototype des alge`bres de Gerstenhaber est l’espace Tpoly(R
d) des champs de tenseurs
sur Rd. Cet espace gradue´ est muni du produit exte´rieur ∧ et du crochet [ , ]S de Schouten.
Les axiomes usuels d’une alge`bre de Gerstenhaber sont donc les suivants.
Une alge`bre de Gerstenhaber est un espace vectoriel gradue´ G muni d’une multiplication
commutative gradue´e et associative ∧ : G ⊗ G −→ G de degre´ 0 et d’un crochet [ , ] :
G ⊗ G −→ G de degre´ −1 tel que (G[1], [ , ]) soit une alge`bre de Lie gradue´e et que, pour
tout α homoge`ne, l’application [α, . ] soit une de´rivation gradue´e pour la multiplication ∧.
En notant |α| le degre´ d’un e´le´ment homoge`ne α de G, on a donc:
α ∧ β = (−1)|α||β|β ∧ α,
α ∧ (β ∧ γ) = (α ∧ β) ∧ γ,
[α, β] = −(−1)(|α|−1)(|β|−1)[β, α],
0 = (−1)(|α|−1)(|γ|−1)
[
[α, β], γ
]
+ (−1)(|β|−1)(|α|−1)
[
[β, γ], α
]
+ (−1)(|γ|−1)(|β|−1)
[
[γ, α], β
]
,
[α, β ∧ γ] = [α, β] ∧ γ + (−1)|β|(|α|−1)β ∧ [α, γ]
et donc aussi:
[α ∧ β, γ] = α ∧ [β, γ] + (−1)|β|(|γ|−1)[α, γ] ∧ β.
Remarquons qu’il n’y a pas d’e´quivalent non gradue´ a` la structure d’alge`bre de Gersten-
haber. En particulier, une alge`bre de Poisson gradue´e n’est pas une alge`bre de Gersten-
haber.
La dernie`re identite´ ne ve´rifie malheureusement pas la re`gle des signes de Koszul qui
s’e´crirait ici:
[α ∧ β, γ] = [ , ]
(
∧ (α, β), γ
)
= ε
(
1 0 |α| |β| |γ|
0 |α| 1 |β| |γ|
)
α ∧ [β, γ] + ε
(
1 0 |α| |β| |γ|
0 1 |α| |γ| |β|
)
[α, γ] ∧ β
= (−1)|α|α ∧ [β, γ] + (−1)|β||γ|[α, γ] ∧ β.
Pour e´viter ce proble`me, on e´crit les axiomes des alge`bres de Gerstenhaber dans G[1],
apre`s un de´calage de degre´.
On note comme ci-dessus a, b, . . . les degre´s de α, β, . . . . Le produit ∧ donne un produit
µ2 :
µ2(α, β) = (−1)
aα ∧ β.
On a vu que µ2 est anticommutatif et antiassociatif et de degre´ 1. Le crochet [ , ] est un
crochet d’alge`bre de Lie gradue´e sur G[1] (de degre´ 0.) De plus, l’application [α, . ] est une
de´rivation gradue´e pour la multiplication µ2 qui ve´rifie bien la re`gle des signes de Koszul:
[α, µ2(β, γ)] = (−1)
aµ2([α, β], γ) + (−1)
a(b+1)µ2(β, [α, γ])
et
[µ2(α, β), γ] = µ2(α, [β, γ]) + (−1)
bcµ2([α, γ], β).
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5.2. La C∞ alge`bre vue comme une alge`bre de Lie.
Comme dans la section pre´ce´dente, on peut construire la C∞ alge`bre naturellement
associe´e a` l’alge`bre commutative (G,∧). On notera cette coge`bre diffe´rentielle:
(H, δ, µ) =
(⊗+
(G[1]), δ, µ
)
.
Avec, comme plus haut,
δ(α[1,n]) =
∑
0<j<n
(
α[1,j]
⊗
α[j+1,n] − τ
(
α[1,j]
⊗
α[j+1,n]
))
,
µ(α[1,n]) =
∑
0<j<n
(−1)a[1,j−1]α[1,j−1]⊗µ2(αj , αj+1)⊗α[j+2,n].
Maintenant, il faut prolonger la de´finition du crochet de G[1] a` H. On pose donc:
On prolonge d’abord l’ope´rateur [ , ] sur l’espace G⊗
p
∧ G⊗
q
en de´finissant le crochet de
α = α{1,...,p} = α1 ⊗ · · · ⊗ αp et β = α{p+1,...,p+q} = αp+1 ⊗ · · · ⊗ αp+q
par:
[α, β] =
∑
σ∈Bat(p,q)
σ−1(k)≤p<σ−1(k+1)
ε
(
a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)
ασ−1(1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)]⊗ · · · ⊗ ασ−1(p+q)
=
∑
σ∈Bat(p,q)
σ−1(k)≤p<σ−1(k+1)
[σ.(α⊗ β)]k.
Maintenant, on peut passer au quotient par les battements puisque:
Lemme 5.1.
Soient α ∈ G[1]⊗p, β ∈ G[1]⊗q et γ ∈ G[1]⊗r. On a alors:
[batp,q(α, β), γ] = batp,q+r−1(α, [β, γ]) + (−1)
abbatq,p+r−1(β, [α, γ]).
Preuve
Notons α = α1 ⊗ · · · ⊗ αp, β = αp+1 ⊗ · · · ⊗ αp+q et γ = αp+q+1 ⊗ · · · ⊗ αp+q+r. On a
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[batp,q(α, β), γ] =
∑
σ2∈Bat(p+q,r)
σ−12 (k)≤p+q<σ
−1
2 (k+1)
[σ2.(batp,q(α, β) ⊗ γ)]k
=
∑
σ2∈Bat(p+q,r), σ1∈Bat(p,q)
σ−12 (k)≤p+q<σ
−1
2 (k+1)
[σ2 ◦ (σ1 ⊗ id{p+q+1,...,p+q+r}).(α⊗ β ⊗ γ)]k
=
∑
ρ∈Bat(p,q,r)
ρ−1(k)≤p+q<ρ−1(k+1)
[ρ.(α ⊗ β ⊗ γ)]k
=
∑
ρ∈Bat(p,q,r)
p<ρ−1(k)≤p+q<ρ−1(k+1)
[ρ.(α⊗ β ⊗ γ)]k +
∑
ρ∈Bat(p,q,r)
ρ−1(k)≤p<p+q<ρ−1(k+1)
[ρ.(α ⊗ β ⊗ γ)]k
= (I) + (II).
D’autre part, on a aussi
[β, γ] =
∑
σ1∈Bat(q,r)
p<σ−11 (k)≤p+q<σ
−1
1 (k+1)
[σ1.(β ⊗ γ)]k.
Donc
α⊗ [β, γ] =
∑
(id⊗σ1)∈Bat(p,q,r)
p<σ−11 (k)≤p+q<σ
−1
1 (k+1)
[(id⊗ σ1).(α⊗ β ⊗ γ)]k
=
∑
(id⊗σ1)∈Bat(p,q,r)
p<σ−11 (k)≤p+q<σ
−1
1 (k+1)
ε
(
a1 ... ap+q+r
a(id⊗σ1)−1(1)
...a(id⊗σ1)−1(p+q+r)
)
βσ11 ⊗ · · · ⊗ β
σ1
p+q+r−1,
ou` on a pose´
βσ1j =


α(id⊗σ1)−1(j), si 1 ≤ j < k,
[α(id⊗σ1)−1(k), α(id⊗σ1)−1(k+1)], si j = k,
α(id⊗σ1)−1(j+1), si k < j ≤ p+ q + r − 1.
Par suite, on a
batp,q+r−1(α, [β, γ]) =
∑
σ2∈Bat(p,q+r−1)
∑
σ1∈Ba(q,r)
p<σ−11 (k)≤p+q<σ
−1
1 (k+1)
ε
(
β1 ... βp+q+r−1
β
σ
−1
2
(1)
...β
σ
−1
2
(p+q+r−1)
)
ε
(
a1 ... ap+q+r
a(id⊗σ1)−1(1)
...a(id⊗σ1)−1(p+q+r)
)
βσ1
σ−12 (1)
⊗ · · · ⊗ βσ1
σ−12 (p+q+r−1)
.
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En posant k′ = σ−12 (k), on voit que l’application (σ1, σ2, k) 7→ (ρ, k
′) est une bijection entre
les ensembles{
(σ1, σ2, k) ∈ Bat(q, r)×Bat(p, q + r − 1)× [1, p + q + r − 1], p < σ
−1
1 (k) ≤ p+ q < σ
−1
1 (k + 1)
}
et {
(ρ, k′) ∈ Bat(p, q, r)× [1, p + q + r − 1], p < ρ−1(k′) ≤ p+ q < ρ−1(k′ + 1)
}
.
Donc
batp,q+r−1(α, [β, γ]) =
∑
ρ∈Bat(p,q,r)
p<ρ−1(k′)≤p+q<ρ−1(k′+1)
[ε
(
a1 ... ap+q+r
a
ρ−1(1)...aρ−1(p+q+r)
)
αρ−1(1) ⊗ · · · ⊗ αρ−1(p+q+r)]k′
=
∑
ρ∈Bat(p,q,r)
p<ρ−1(k′)≤p+q<ρ−1(k′+1)
[ρ.(α⊗ β ⊗ γ)]k′
= (I).
On montre de meˆme que
(−1)abbatq,p+r−1(β, [α, γ]) =
∑
ρ∈Bat(p,q,r)
ρ−1(k′)≤p<p+q<ρ−1(k′+1)
[ρ.(α⊗ β ⊗ γ)]k = (II).
D’ou` le lemme. 
Le lemme nous permet de de´finir [ , ] par la meˆme expression sur l’espace
⊗p(G[1]) ∧⊗q(G[1]). On obtient un crochet sur H qui ve´rifie les identite´s de Jacobi et de Leibniz.
The´ore`me 5.2. (H est une alge`bre de Lie diffe´rentielle gradue´e)
L’espace H, muni du crochet [ , ] et de l’ope´rateur µ est une alge`bre de Lie diffe´rentielle
gradue´e: Pour tout α, β et γ de H, on a:
(i) [α, β] = −(−1)ab[β, α],
(ii) (−1)ac [[α, β], γ] + (−1)ba [[β, γ], α] + (−1)cb [[γ, α], β] = 0,
(iii) µ ([α, β]) = [µ(α), β] + (−1)a [α, µ(β)].
Preuve
(i) On sait que
[α[1,p], α[p+1,p+q]] =
∑
σ∈Bat(p,q)
σ−1(k)≤p<σ−1(k+1)
ε
(
a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)
ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q).
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Fixons un couple (σ, k) dans cette somme (tel que σ−1(k) ≤ p < σ−1(k + 1).) On de´finit
trois permutations τ , ρ et ν de Sp+q par:
τ(j) =
{
j + p, si 1 ≤ j ≤ q
j − q, si q < j ≤ q + p.
, ρ = σ◦τ et ν−1(i) =


ρ−1(i), si i /∈ {k, k + 1}
ρ−1(k + 1), si i = k,
ρ−1(k), si i = k + 1.
On ve´rifie imme´diatement que ν appartient a` Bat(q, p) et que ν−1(k) ≤ q < ν−1(k + 1).
De plus l’application (σ, k) 7→ (ν, k) est une bijection sur les ensembles correspondants.
Posons maintenant βj = ατ(j). On a:
ε
(
b1 ... bp+q
b
ν−1(1)...bν−1(p+q)
)
= ε
(
a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)
(−1)
a
σ−1(k)aσ−1(k+1)(−1)a[1,p]a[p+1,p+q] .
Donc :
[α[1,p], α[p+1,p+q]] =(−1)
a[1,p]a[p+1,p+q]
∑
ν∈Bat(q,p)
ν−1(k)≤q<ν−1(k+1)
ε
(
b1 ... bp+q
b
ν−1(1)...bν−1(p+q)
)
(−1)
b
ν−1(k)bν−1(k+1)βν−1(1)⊗ . . .⊗[βν−1(k+1), βν−1(k)]⊗ . . .⊗βν−1(p+q)
=(−1)a[1,p]a[p+1,p+q] [α[p+1,p+q], α[1,p]].
D’ou` le re´sultat.
(ii) Soient α = α1⊗ . . .⊗αp, β = β1⊗ . . .⊗βq et γ = γ1⊗ . . .⊗γr. Pour alle´ger les notations,
pour toute permutation ρ ∈ Sp+q+r, notons ε(ρ) le signe:
ε(ρ) = ε
(
x1 ... xp+q+r
x
ρ−1(1)...xρ−1(p+q+r)
)
,
si
ξi =


αi si 1 ≤ i ≤ p
βi−p si p+ 1 ≤ i ≤ p+ q
γi−p−q si p+ q + 1 ≤ i ≤ p+ q + r
Gra`ce a` l’associativite´ du produit battement, on a
(−1)acbatp,q,r(α⊗ β ⊗ γ) = (−1)
babatq,r,p(β ⊗ γ ⊗ α)
= (−1)cbbatr,p,q(γ ⊗ α⊗ β).
Plus pre´cise´ment, il y a deux bijections canoniques:
Bat(p, q, r) −→ Bat(q, r, p) et Bat(p, q, r) −→ Bat(r, p, q)
ρ1 7→ ρ2 = ρ1 ◦ τ ρ1 7−→ ρ3 = ρ1 ◦ τ
′.
Avec
τ(i) =
{
i+ p, si 1 ≤ i ≤ q + r
i− (q + r), si q + r < i ≤ q + r + p.
et τ ′(i) =
{
i+ p+ q, si 1 ≤ i ≤ r
i− r, si r < i ≤ q + r + p.
On a alors
(−1)acρ1.(α⊗ β ⊗ γ) = (−1)
baρ2.(β ⊗ γ ⊗ α) = (−1)
cbρ3.(γ ⊗ α⊗ β).
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En e´crivant (−1)ac[[α, β], γ], on trouve des termes de la forme:
(1.1) : (−1)acε(ρ11)ξi1⊗ . . .⊗[αi, βj ]⊗ . . .⊗[βk, γl]⊗ . . .⊗ξip+q+r
(1.2) : (−1)acε(ρ12)ξj1⊗ . . .⊗[βj , γl]⊗ . . .⊗[αi, βk]⊗ . . .⊗ξjp+q+r
(1.3) : (−1)acε(ρ13)ξk1⊗ . . .⊗[αi, βj ]⊗ . . .⊗[αk, γl]⊗ . . .⊗ξkp+q+r
(1.4) : (−1)acε(ρ14)ξl1⊗ . . .⊗[αi, γl]⊗ . . .⊗[αk, βj ]⊗ . . .⊗ξlp+q+r
(1.5) : (−1)acε(ρ15)ξs1⊗ . . .⊗[[αi, βj ], γk]⊗ . . .⊗ξsp+q+r .
En e´crivant (−1)ba[[β, γ], α], on trouve des termes de la forme:
(2.1) : (−1)baε(ρ21)ξi1⊗ . . .⊗[βj , αi]⊗ . . .⊗[βk, γl]⊗ . . .⊗ξip+q+r
(2.2) : (−1)baε(ρ22)ξj1⊗ . . .⊗[βj , γl]⊗ . . .⊗[βk, αi]⊗ . . .⊗ξjp+q+r
(2.3) : (−1)baε(ρ23)ξt1⊗ . . .⊗[βj , γk]⊗ . . .⊗[γl, αi]⊗ . . .⊗ξtp+q+r
(2.4) : (−1)baε(ρ24)ξr1⊗ . . .⊗[γk, αi]⊗ . . .⊗[βj , γl]⊗ . . .⊗ξrp+q+r
(2.5) : (−1)baε(ρ25)ξs1⊗ . . .⊗[[βj , γk], αi]⊗ . . .⊗ξsp+q+r .
En e´crivant (−1)cb[[γ, α], β], on trouve des termes de la forme:
(3.1) : (−1)cbε(ρ31)ξk1⊗ . . .⊗[αi, βj ]⊗ . . .⊗[γl, αk]⊗ . . .⊗ξkp+q+r
(3.2) : (−1)cbε(ρ32)ξl1⊗ . . .⊗[γl, αi]⊗ . . .⊗[αk, βj ]⊗ . . .⊗ξlp+q+r
(3.3) : (−1)cbε(ρ33)ξr1⊗ . . .⊗[γk, αi]⊗ . . .⊗[γl, βj ]⊗ . . .⊗ξrp+q+r
(3.4) : (−1)cbε(ρ34)ξt1⊗ . . .⊗[γk, βj ]⊗ . . .⊗[γl, αi]⊗ . . .⊗ξtp+q+r
(3.5) : (−1)cbε(ρ35)ξs1⊗ . . .⊗[[γk, αi], βj ]⊗ . . .⊗ξsp+q+r .
Conside`rons les termes (1.1) et (2, 1), on voit que ρ21 est de´finie par ρ
−1
21 = (ai, bj)◦(ρ11 ◦
τ)−1. On en de´duit que la somme de ces deux termes s’annule.
De meˆme, on ve´rifie que: (1.2) + (2.2) = 0, (1.3) + (3.1) = 0, (1.4) + (3.2) = 0, (2.3) +
(3.4) = 0 et (2.4) + (3.3) = 0.
D’autre part, par construction
ε(ρ25) = (−1)
ai(bj+ck)(−1)a(b+c)ε(ρ15) et ε(ρ35) = (−1)
ck(ai+bj)(−1)c(a+b)ε(ρ15).
Alors,
(1.5) + (2.5) + (3.5) =
= ε(ρ15)(−1)
acξs1⊗ . . .⊗
⊗
(
[[αi, βj ], γk] + (−1)
ai(bj+ck)[[βj , γk], αi] + (−1)
ck(ai+bj)[[γk, αi], βj ]
)
⊗ . . .⊗ξsp+q+r
= 0.
(iii) On conserve la notation
ε(σ) = ε
(
a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)
.
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Alors
µ([α[1,p], α[p+1,p+q]]) =
∑
σ∈Bat(p,q)
i<k−1; σ−1(k)≤p<σ−1(k+1)
ε(σ)(−1)
P
r<i aσ−1(r)
ασ−1(1)⊗ . . .⊗µ
(
ασ−1(i), ασ−1(i+1)
)
⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
i>k+1; σ−1(k)≤p<σ−1(k+1)
ε(σ)(−1)
P
r<i aσ−1(r)
ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)⊗ . . .⊗µ
(
ασ−1(i), ασ−1(i+1)
)
⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k; σ−1(k)≤p<σ−1(k+1)
ε(σ)(−1)
P
r<k−1 aσ−1(r)
ασ−1(1)⊗ . . .⊗µ
(
ασ−1(k−1), [ασ−1(k), ασ−1(k+1)]
)
⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k; σ−1(k)≤p<σ−1(k+1)
ε(σ)(−1)
P
r<k aσ−1(r)
ασ−1(1)⊗ . . .⊗µ
(
[ασ−1(k), ασ−1(k+1)], ασ−1(k+2)
)
⊗ . . .⊗ασ−1(p+q)
= (I) + (II) + (III) + (IV ).
Dans la somme (I) (resp. (II)), on distingue quatre cas:
1) si {σ−1(i), σ−1(i + 1)} ⊂ {1, . . . , p}: on note (I1) (resp. (II1)) la restriction de (I)
(resp. (II)) a` ce cas.
2) si {σ−1(i), σ−1(i+ 1)} ⊂ {p+ 1, . . . , p+ q}: on note (I2) (resp. (II2)) la restriction
de (I) (resp. (II)) a` ce cas.
3) si σ−1(i) ≤ p < σ−1(i + 1): on note (I3) (resp. (II3)) la restriction de (I) (resp.
(II)) a` ce cas.
4) si σ−1(i + 1) ≤ p < σ−1(i): on note (I4) (resp. (II4)) la restriction de (I) (resp.
(II)) a` ce cas.
On ve´rifie directement que (I3) + (I4) = 0 et (II3) + (II4) = 0.
Dans la somme (III), on distingue deux cas:
1) si σ−1(k − 1) ∈ {1, . . . , p}: on note (III1) la restriction de (III) a` ce cas.
2) si σ−1(k − 1) ∈ {p+ 1, . . . , p + q}: on note (III2) la restriction de (III) a` ce cas.
Dans la somme (IV ), on distingue deux cas:
1) si σ−1(k + 2) ∈ {1, . . . , p}: on note (IV1) la restriction de (IV ) a` ce cas.
2) si σ−1(k + 2) ∈ {p+ 1, . . . , p + q}: on note (IV2) la restriction de (IV ) a` ce cas.
Donc µ([X,Y ]) s’e´crit:
µ([α[1,p], α[p+1,p+q]]) = (I1) + (I2) + (II1) + (II2) + (III1) + (III2) + (IV1) + (IV2).
D’autre part, on sait que
µ(batp,q(α[1,p], β[p+1,p+q])) = batp−1,q(µ(α[1,p]), α[p+1,p+q])+(−1)
a[1,p]batp,q−1(α[1,p], µ(α[p+1,p+q])).
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Donc
[µ(α[1,p]), α[p+1,p+q]] =
∑
σ∈Bat(p,q)
i<k−1;σ−1(k)≤p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{1,...,p}
ε(σ)(−1)
P
r<i aσ−1(r)
ασ−1(1)⊗ . . .⊗µ
(
ασ−1(i), ασ−1(i+1)
)
⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
i>k+1;σ−1(k)≤p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{1,...,p}
ε(σ)(−1)
P
r<i aσ−1(r)
ασ−1(1)⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)⊗ . . .⊗µ
(
ασ−1(i), ασ−1(i+1)
)
⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)<σ−1(k+1)≤p<σ−1(k+2)
ε(σ)(−1)
P
r<k aσ−1(r)
ασ−1(1)⊗ . . .⊗[µ
(
ασ−1(k), ασ−1(k+1)
)
, ασ−1(k+2)]⊗ . . .⊗ασ−1(p+q)
= (I ′) + (II ′) + (III ′).
On ve´rifie que (I ′) = (I1), (II
′) = (II1). De plus, en appliquant l’identite´ de Leibniz pour
[µ
(
ασ−1(k), ασ−1(k+1)
)
, ασ−1(k+2)], on obtient,
(III ′) =
∑
σ∈Bat(p,q)
k;σ−1(k)<σ−1(k+1)≤p<σ−1(k+2)
ε(σ)(−1)
P
r<k aσ−1(r)
ασ−1(1)⊗ . . .⊗µ
(
ασ−1(k), [ασ−1(k+1), ασ−1(k+2)]
)
⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)<σ−1(k+1)≤p<σ−1(k+2)
ε(σ)(−1)
P
r<k aσ−1(r)(−1)
a
σ−1(k+1)aσ−1(k+2)
ασ−1(1)⊗ . . .⊗µ
(
[ασ−1(k), ασ−1(k+2)], ασ−1(k+1)
)
⊗ . . .⊗ασ−1(p+q)
= (III1) + (IV1).
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De meˆme, on ve´rifie que
(−1)a[1,p] [α[1,p], µ(α[p+1,p+q])] =
∑
σ∈Bat(p,q)
i<k−1;σ−1(k)≤p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{p+1,...,p+q}
ε(σ)(−1)
P
r<i aσ−1(r)
ασ−1(1)⊗ . . .⊗µ
(
ασ−1(i), ασ−1(i+1)
)
⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
i>k+1;σ−1(k)≤p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{p+1,...,p+q}
ε(σ)(−1)
P
r<i aσ−1(r)
ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ · · · ⊗ µ
(
ασ−1(i), ασ−1(i+1)
)
⊗ . . .⊗ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)≤p<σ−1(k+1)<σ−1(k+2)
ε(σ)(−1)
P
r<k+1 aσ−1(r)
ασ−1(1)⊗ . . .⊗[ασ−1(k), µ
(
ασ−1(k+1), ασ−1(k+2)
)
]⊗ . . .⊗ασ−1(p+q)
= (I ′′) + (II ′′) + (III ′′).
On ve´rifie comme plus haut que (I ′′) = (I2), (II
′′) = (II2) et (III
′′) = (III2) + (IV2),
ce qui ache`ve la preuve. 
6. G∞ alge`bre
6.1. L∞ alge`bre associe´e a` H.
Par convention, dans toute la suite on notera le degre´ d’un e´le´ment α[1,n] = α1⊗ . . .⊗αn ∈⊗n(G[1]) par a[1,n] = ∑ni=1 ai et on utilisera des lettres capitales pour les paquets, c’est
a` dire, pour un paquet X = α1⊗ . . .⊗αn ∈
(⊗n(G[1]))[1] ⊂ H[1] le degre´ sera note´
x =
∑n
i=1 ai − 1 = a[1,n] − 1.
Le degre´ d’un e´le´ment X1. . . . .Xn ∈ S
n
(
H[1]
)
est alors x1 + · · ·+ xn.
(H, µ, [ , ]) e´tant une alge`bre de Lie diffe´rentielle gradue´e. En suivant l’e´tude qu’on a fait
dans la section 2, on pourra construire une L∞ alge`bre associe´e a` H note´e
(
S+(H[1]),∆, ℓ+
m
)
, avec
(ℓ+m)2 = ℓ2 = [ , ] et (ℓ+m)1 = m1 = µ.
La comultiplication ∆ est de´finie sur S+(H[1]) par
∆(X1. . . . .Xn) =
∑
I⊔J={1,...n}
#I>0,#J>0
ε
( x{1,...,n}
xI ,xJ
)
XI ⊗XJ .
Le crochet [ , ] sur H e´tait antisye´trique de degre´ 0. Comme l’on veut une code´rivation
de degre´ 1 pour ∆, on pose ℓ2(X,Y ) = (−1)
x[X,Y ]. ℓ2 devient une application syme´trique
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sur S2(H[1]) de degre´ 1. Elle ve´rifie:
(i) ℓ2(X,Y ) = (−1)
xyℓ2(Y,X),
(ii) (−1)xzℓ2(ℓ2(X,Y ), Z) + (−1)
yxℓ2(ℓ2(Y,Z),X) + (−1)
zyℓ2(ℓ2(Z,X), Y ) = 0,
(iii) m1(ℓ2(X,Y )) = −ℓ2(m1(X), Y ) + (−1)
1+xℓ2(X,m1(Y )).
On prolonge le crochet ℓ2 a` S
+
(
H[1]
)
de fac¸on unique en une code´rivation de degre´ 1 de
la coge`bre (S+(H[1]),∆). Ce prolongement est donne´ par:
ℓ(X1. . . . .Xn) =
∑
i<j
ε
( x1 ... xn
xixjx1...ˆıˆ...xn
)
ℓ2(Xi,Xj).X1. . . . ıˆ . . . ˆ . . . .Xn.
ℓ est de carre´ nul ℓ ◦ ℓ = 0.
On prolonge, de meˆme, m1 a` S
n
(
H[1]
)
en une de´rivation m de degre´ 1 par:
m(X1. . . . .Xn) =
n∑
j=1
(−1)
P
1≤r<j xrX1. . . . .m1(Xj). . . . .Xn.
m est commutative et ve´rifie m ◦m = 0.
De plus, graˆce a` la proprie´te´ (iii), on a (ℓ+m) ◦ (ℓ+m) = 0.
On peut voir alors
(
S+
(
H[1]
)
,∆, ℓ+m
)
comme une L∞ alge`bre.
6.2. Le cocrochet κ.
(H, δ,m1) e´tant une C∞ alge`bre. Le cocrochet δ sur
⊗p(G[1]) devient un cocrochet κ
sur
⊗p(G[1])[1] de´fini par:
Pour X = α1⊗ . . .⊗αp,
κ(X) =
p−1∑
j=1
(
(−1)a[1,j]α[1,j]
⊗
α[j+1,p] − ε
(
a[1,n]
a[j+1,n] a[1,j]
)
(−1)a[j+1,p]α[j+1,p]
⊗
α{1,...,j}
)
=
p−1∑
j=1
(−1)uj+1
(
Uj
⊗
Vj + ε
( uj vj
vj uj
)
α[j+1,p]
⊗
α[1,j]
)
.
ou` Uj = α[1,j], Vj = α[j+1,p], uj = a[1,j] − 1 et vj = a[j+1,p]−1.
Autrement,
κ(X) =
p−1∑
j=1
(−1)uj+1
(
Uj
⊗
Vj + τ
(
Uj
⊗
Vj
))
.
Le cocrochet κ sur
⊗p(G[1])[1] est alors cosyme´trique (κ = τ ◦ κ) et de degre´ 1.
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On prolonge κ a` S+
(
H[1]) par:
κ(X1. . . . .Xn) =
∑
1≤s≤n
I∪J={1,...,n}\{s}
(−1)
P
i<s xi
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)us+1×
×
(
ε ( x1...xnxI us vs xJ )XI .Us
⊗
Vs.XJ + ε (
x1...xn
xI vs us xJ )XI .Vs
⊗
Us.XJ
)
,
avec
ε ( x1...xnxI us vs xJ ) = ε (
x1...xn
xI xs xJ ) (−1)
P
i<s
i∈J
xi
(−1)
P
i>s
i∈I
xi
.
En posant τ12 = τ ⊗ id et τ23 = id⊗ τ , κ ve´rifie les identite´s de coJacobi et de coLeibniz:
Proposition 6.1.
(i)
(
id⊗3 + τ12 ◦ τ23 + τ23 ◦ τ12
)
◦ (κ⊗ id) ◦ κ = 0. (identite´ de coJacobi gradue´e)
(ii) (id⊗∆) ◦ κ = (κ⊗ id) ◦∆+ τ12 ◦ (id⊗ κ) ◦∆. (identite´ de coLeibniz gradue´e)
(Voir [BGHHW])
Preuve:
(i) On calcule d’abord, (κ ⊗ id) ◦ κ(X1. . . . .Xn), on trouve pour t 6= s des termes de la
forme:
(1) : ε1.XI .Ut
⊗
Vt.XJ .Us
⊗
Vs.XK
(2) : ε2.XI .Vt
⊗
Ut.XJ .Us
⊗
Vs.XK
(3) : ε3.XI .Ut
⊗
Vt.XJ .Vs
⊗
Us.XK
(4) : ε4.XI .Vt
⊗
Ut.XJ .Vs
⊗
Us.XK
(5) : ε5.XI .Us.Ut
⊗
Vt.XJ
⊗
Vs.XK
(6) : ε6.XI .Us.Vt
⊗
Ut.XJ
⊗
Vs.XK
(7) : ε7.XI .Vs.Ut
⊗
Vt.XJ
⊗
Us.XK
(8) : ε8.XI .Vs.Vt
⊗
Ut.XJ
⊗
Us.XK
Et pour t = s, si Xs = Us ⊗ Vs ⊗Ws on trouve des termes de la forme:
(9) : ε9.XI .Us
⊗
Vs.XJ
⊗
Ws.XK
(10) : ε10.XI .Vs
⊗
Us.XJ
⊗
Ws.XK
(11) : ε11.XI .Vs
⊗
Ws.XJ
⊗
Us.XK
(12) : ε12.XI .Ws
⊗
Vs.XJ
⊗
Us.XK
On s’inte´resse par exemple au terme (1) = ε1.XI .Ut
⊗
Vt.XJ .Us
⊗
Vs.XK de (κ ⊗ id) ◦
κ(X1. . . . .Xn) et on cherche le terme correspondant dans
(
id⊗3+ τ12 ◦ τ23+ τ23 ◦ τ12
)
◦ (κ⊗
id) ◦ κ(X1. . . . .Xn). Il aparaˆıt uniquement dans τ12 ◦ τ23 ◦ (κ⊗ id) ◦ κ(X1. . . . .Xn) avec le
signe −ε1.
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En effet, le signe ε1 dans (1) est de´termine´ par:
- On part de X1, . . . ,Xn, on le rame`ne en XI ,Xt,XJ ,Xs,XK accompagne´ du signe
ε ( x1...xnxI xt xJ xs xK ).
- On applique κ, le terme XI .Xt.XJ .Us
⊗
Vs.XK apparaˆıt une seule fois avec le signe
(−1)xI+xt+xJ+us+1ε ( x1...xnxI xt xJ xs xK ) .
- Apre`s en appliquant (κ⊗id), on obtient une seule fois le termeXI .Ut
⊗
Vt.XJ .Us
⊗
Vs.XK
avec le signe
(−1)xt+xJ+us+utε ( x1...xnxI xt xJ xs xK ) = (−1)
vt+us+xJ+1ε ( x1...xnxI xt xJ xs xK ) = ε1.
On cherche maintenant le signe du terme (1) dans τ12 ◦ τ23 ◦ (κ⊗ id) ◦ κ(X1. . . . .Xn).
- On part de X1, . . . ,Xn, on le rame`ne en XJ ,Xs,XK ,Xt,XI accompagne´ du signe
ε ( x1...xnxJ xs xK xt xI ).
- On applique κ, le terme XJ .Xs.XK .Vt
⊗
Ut.XI apparaˆıt une seule fois avec le signe
(−1)xJ+xs+xK+ut+1+utvtε ( x1...xnxJ xs xK xt xI )
qui s’e´crit encore Vt.XJ .Xs.XK
⊗
XI .Ut accompagne´ du signe
(−1)xJ+xs+xK+ut+1+utvt+utxI+vt(xK+xs+xJ)ε ( x1...xnxJ xs xK xt xI ) .
- Apre`s en appliquant (κ⊗id), on obtient une seule fois le terme Vt.Us
⊗
Vs.XK
⊗
XI .Ut
avec le signe
(−1)xJ+xs+xK+ut+1+utvt+utxI+vt(xK+xs+xJ )+xJ+vt+us+1ε ( x1...xnxJ xs xK xt xI ) .
- On applique ensuite τ12 ◦ τ23, on obtient le terme XI .Xt.Ut
⊗
Vt.XJ .Us
⊗
Vs.XK avec
le signe
(−1)xJ+xs+xK+ut+1+utvt+utxI+vt(xK+xs+xJ )+xJ+vt+us+1ε ( x1...xnxJ xs xK xt xI ) ε (
vt xJ us vs xK xI ut
xI ut vt xJ us vs xK )
= (−1)xJ+xs+xK+ut+1+utvt+utxI+vt(xK+xs+xJ)+xJ+vt+us+1×
× ε ( x1...xnxJ xs xK xt xI ) ε (
xJ xs xK xt xI
xI xt xJ xs xK ) (−1)
xI+(vt+1)(xJ+xK+xs)+ut+vt(xI+ut)+xtxI
= −ε1.
Les autres termes se simplifient de fac¸on pareille.
(ii) D’une part, on a
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(id⊗∆) ◦ κ(X1. . . . .Xn) =
∑
1≤s≤n
I∪J∪K={1,...,n}\{s}
(−1)
P
i<s xi
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)us+1×
×
(
ε ( x1...xnxJ us xI vs xK )XJ .Us
⊗
XI
⊗
Vs.XK + ε (
x1...xn
xJ us vs xK xI )XJ .Us
⊗
Vs.XK
⊗
XI
+ ε ( x1...xnxJ vs xI us xK )XJ .Vs
⊗
XI
⊗
Us.XK + ε (
x1...xn
xJ vs us xK xI )XJ .Vs
⊗
Us.XK
⊗
XI
)
= (1) + (2) + (3) + (4).
D’autre part, on sait que ∆(X1. . . . .Xn) =
∑
I∪J={1,...,n}
#I,#J>0
ε ( x1...xnxI xJ )XI
⊗
XJ .
Donc,
(id⊗ κ) ◦∆(X1. . . . .Xn) =
∑
1≤s≤n
I∪J∪K={1,...,n}\{s}
ε ( x1...xnxI xJ xs xK ) (−1)
xI (−1)
P
i∈J xi
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)us+1
×
(
ε ( xI xJ xs xKxI xJ us vs xK )XI
⊗
XJ .Us
⊗
Vs.XK + ε (
xI xJ xs xK
xI xJ vs us xK )XI
⊗
XJ .Vs
⊗
Us.XK
)
.
Alors,
τ12 ◦ (id⊗ κ) ◦∆(X1. . . . .Xn) =
∑
1≤s≤n
I∪J∪K={1,...,n}\{s}
ε ( x1...xnxI xJ xs xK ) (−1)
xI (−1)
P
i∈J xi
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)us+1
×
(
ε ( xI xJ us vs xKxJ us xI vs xK )XJ .Us
⊗
XI
⊗
Vs.XK + ε (
xI xJ us vs xK
xJ vs xI us xK )XJ .Vs
⊗
XI
⊗
Us.XK
)
= (5) + (6).
De plus, en e´crivant que ∆(X1. . . . .Xn) =
∑
I∪J={1,...,n}
#I,#J>0
ε ( x1...xnxJ xI )XJ
⊗
XI , on a
(κ⊗ id) ◦∆(X1. . . . .Xn) =
∑
1≤s≤n
I∪J∪K={1,...,n}\{s}
ε ( x1...xnxJ xs xK xI ) (−1)
P
i∈J xi
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)us+1
×
(
ε ( xJ xs xK xIxJ us vs xK xI )XJ .Us
⊗
Vs.XK
⊗
XI + ε (
xJ xs xK xI
xJ vs us xK xI )XJ .Vs
⊗
Us.XK
⊗
XI
)
= (7) + (8).
Un calcul nous montre que (1) = (5), (2) = (7), (3) = (6) et (4) = (8). Montrons par
exemple que (1) = (5).
En effet, dans (1), le terme XJ .Us
⊗
XI
⊗
Vs.XK apparaˆıt avec le signe
(−1)
P
i<s xi+us+1ε ( x1...xnxJ us xI vs xK ) .
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Dans (5), ce terme apparaˆıt avec le signe
ε ( x1...xnxI xJ xs xK ) (−1)
P
i∈J xi+xI+us+1ε ( xI xJ us vs xKxJ us xI vs xK )
= (−1)
P
i>s
i∈I∪J
xi
(−1)
P
i<s
i∈K
xi
(−1)
P
i∈J xi+xI+us+1ε ( x1...xnxI xJ us vs xK ) ε (
xI xJ us vs xK
xJ us xI vs xK )
= (−1)
P
i<s xi+us+1ε ( x1...xnxJ us xI vs xK ) .
Ce qui montre que (1) = (5).
Donc, on trouve que (id⊗∆) ◦ κ = (κ⊗ id) ◦∆+ τ12 ◦ (id⊗ κ) ◦∆. 
Finalement, l’espace (S+(H[1]), κ) est une coge`bre de Lie. On ve´rifie que m est une
code´rivation de degre´ 1 de S+(H[1]) pour le cocrochet κ.
Proposition 6.2. (
id⊗m+m⊗ id
)
◦ κ = −κ ◦m.
Preuve:
On a
κ ◦m(X1. . . . .Xn) =
n∑
s=1
(−1)
P
i<s xiκ(X1. . . . .m(Xs). . . . .Xn)
=
∑
t<s
(−1)
P
i<s xi+ut+1+
P
i<t xi
(
ε
(
x1...utvt...(xs+1)...xn
xI ut vt (xs+1) xJ
)
XI .Ut
⊗
Vt.m(Xs).XJ + ε
(
x1...utvt...(xs+1)...xn
xI (xs+1) ut vt xJ
)
XI .m(Xs).Ut
⊗
Vt.XJ
+ ε
(
x1...utvt...(xs+1)...xn
xI vt ut (xs+1) xJ
)
XI .Vt
⊗
Ut.m(Xs).XJ + ε
(
x1...utvt...(xs+1)...xn
xI (xs+1) vt ut xJ
)
XI .m(Xs).Vt
⊗
Ut.XJ
)
+
∑
t>s
(−1)
P
i<s xi+ut+1+
P
i<t xi+1
(
ε
(
x1...utvt...(xs+1)...xn
xI ut vt (xs+1) xJ
)
XI .Ut
⊗
Vt.m(Xs).XJ + ε
(
x1...utvt...(xs+1)...xn
xI (xs+1) ut vt xJ
)
XI .m(Xs).Ut
⊗
Vt.XJ
+ ε
(
x1...utvt...(xs+1)...xn
xI vt ut (xs+1) xJ
)
XI .Vt
⊗
Ut.m(Xs).XJ + ε
(
x1...utvt...(xs+1)...xn
xI (xs+1) vt ut xJ
)
XI .m(Xs).Vt
⊗
Ut.XJ
)
+
n∑
s=1
(−1)
P
i<s xi+(us+1)+1
(
ε
(
x1...(us+1) vs...xn
xI (us+1) vs xJ
)
XI .m(Us)
⊗
Vs.XJ + ε
(
x1...(us+1) vs...xn
xI vs (us+1) xJ
)
XI .Vs
⊗
m(Us).XJ
)
+ (−1)
P
i<s xi+us+1
(
ε
(
x1...us (vs+1)...xn
xI us (vs+1) xJ
)
XI .Us
⊗
m(Vs).XJ + ε
(
x1...us (vs+1)...xn
xI (vs+1) us xJ
)
XI .m(Vs)
⊗
Us.XJ
)
= (1) + (2) + (3) + (4) + (5) + (6) + (7) + (8) + (9) + (10) + (11) + (12).
Apre`s, en calculant (id⊗m)◦κ(X1. . . . .Xn), on obtient −(1)−(3)−(5)−(7)−(10)−(11)
et en calculant (m⊗ id) ◦ κ(X1. . . . .Xn), on obtient −(2)− (4)− (6)− (8)− (9)− (12). Par
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exemple, le terme XI .Ut
⊗
Vt.m(Xs).XJ de (1) apparaˆıt dans κ ◦m(X1. . . . .Xn) avec le
signe
(−1)
P
i<s xi+ut+1+
P
i<t xiε
(
x1...utvt...(xs+1)...xn
xI ut vt (xs+1) xJ
)
.
Ce meˆme terme appaˆıt dans (id⊗m) ◦ κ(X1. . . . .Xn) avec le signe
(−1)
P
i<t xi+ut+1(−1)xI+ut+vtε ( x1...utvt...xs...xnxI ut vt xs xJ )
= ε
(
x1...utvt...(xs+1)...xn
xI ut vt (xs+1) xJ
)
(−1)
P
i<t xi+ut+1(−1)xI+ut+vt(−1)
P
i<s
i∈J
xi+
P
i>s
i∈I
xi
= (−1)vt+
P
t<i<s xi+1ε
(
x1...utvt...(xs+1)...xn
xI ut vt (xs+1) xJ
)
.
D’ou`, le re´sultat. 
Aussi, on ve´rifie aussi que le crochet ℓ est une code´rivation de degre´ 1 de S+(H[1]) pour
κ:
Proposition 6.3. (
id⊗ ℓ+ ℓ⊗ id
)
◦ κ = −κ ◦ ℓ.
Preuve:
On a d’une part,
κ ◦ ℓ(X1. . . . .Xn) = κ
(∑
i<j
ε
(
x1...xn
xi xj x1...ˆijˆ...xn
)
ℓ2(Xi,Xj)X1. . . . iˇ . . . jˇ . . . .Xn
)
= κ
( ∑
i<j
J={1,...,n}\{i,j}
ε
( x1...xn
xi xjxJ
)
ℓ2(Xi,Xj).XJ
)
Dans κ ◦ ℓ(X1. . . . .Xn), il apparaˆıt un terme (I) de la forme
ℓ2(Xi,Xj).XJ1.Us
⊗
Vs.XJ2
avec le signe
ε1 = (−1)
xi+xj+xJ1+usε
( x1...xn
xi xjxJ
)
ou` on a pose´ J = J1 ∪ {s} ∪ J2.
D’autre part, cherchons le terme correspondant dans (ℓ⊗ id) ◦ κ(X1. . . . .Xn).
On a
(ℓ⊗ id) ◦ κ(X1. . . . .Xn) = (ℓ⊗ id)
(∑
i<j
∑
s
J1∪J2={1,...,n}\{i,j,s}
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)
P
r<s xr+us+1×
× ε
( x1...us vs...xn
xi xj xJ1 us vs xJ2
)
Xi.Xj.XJ1.Us
⊗
Vs.XJ2 + · · ·
)
= (−1)
P
r<s xr+us+1ε
( x1...us vs...xn
xi xj xJ1 us vs xJ2
)
ℓ2(Xi,Xj).XJ1.Us
⊗
Vs.XJ2 + · · · .
Le premier terme (1) = ℓ2(Xi,Xj).XJ1.Us
⊗
Vs.XJ2 apparaˆıt donc avec le signe
(−1)
P
r<s xr+us+1(−1)
P
r<s
r∈J2
xr
(−1)
P
r>s
r∈J1∪{i,j}
xr
ε
( x1...xs...xn
xi xj xJ1 xs xJ2
)
= (−1)xi+xj+xJ1+us+1ε
( x1...xn
xi xj xJ
)
= −ε1.
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Alors, (I) = −(1). De meˆme, les autres termes apparaissent dans le premier membre et le
second membre a` un signe (−1) pre`s.
Juste le cas ou` on coupe ℓ2(Xi,Xj) par κ, on va l’e´tudier comme le cas ou` on a deux
paquets.
En effet, si X = α1⊗ . . .⊗αp et Y = αp+1⊗ . . .⊗αp+q, on sait que
ℓ2(X,Y ) =
(−1)x
∑
σ∈Bat(p,q)
σ−1(k)≤p<σ−1(k+1)
ε
(
a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)
ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q).
Alors,
κ ◦ ℓ2(X,Y ) = (−1)
x
∑
σ∈Bat(p,q)
k; σ−1(k)≤p<σ−1(k+1)
ε
(
a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)∑
t<k
(
(−1)
P
i≤t aσ−1(i)ασ−1(1)⊗ . . .⊗ασ−1(t)
⊗
ασ−1(t+1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q)
− (−1)
P
i>t aσ−1(i)ε
(
a1 ... ap+q
a[σ−1(t+1),σ−1(p+q)],a[σ−1(1),σ−1(t)]
)
ασ−1(t+1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q)
⊗
ασ−1(1)⊗ . . .⊗ασ−1(t)
)
+
∑
t>k
(
(−1)
P
i≤t aσ−1(i)ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(t)
⊗
ασ−1(t+1)⊗ . . .⊗ασ−1(p+q)
− (−1)
P
i>t aσ−1(i)ε
(
a1 ... ap+q
a[σ−1(t+1),σ−1(p+q)],a[σ−1(1),σ−1(t)]
)
ασ−1(t+1)⊗ . . .⊗ασ−1(p+q)
⊗
ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(t)
)
= (1) + (2) + (3) + (4).
Sachant que κ passe au quotient modulo les battements, alors, par exemple pour le terme
(1) = ασ−1(1)⊗ . . .⊗ασ−1(t)
⊗
ασ−1(t+1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q) qui ap-
paraˆıt dans κ◦ℓ2(X,Y ), on a ne´cessairement ασ−1(1), . . . , ασ−1(t) appartiennent tous a` X ou
a` Y . Alors, on a ne´cessairement ασ−1(1)⊗ . . .⊗ασ−1(t) = α1⊗ . . .⊗αt ou ασ−1(1)⊗ . . .⊗ασ−1(t) =
αp+1⊗ . . .⊗αp+t.
Supposons, par exemple, que le terme (1) s’e´crit:
αp+1⊗ . . .⊗αp+t
⊗
ασ−1(t+1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q).
Il apparaˆıt dans κ ◦ ℓ2(X,Y ) avec le signe (−1)
xε
(
a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)
(−1)
P
p+1≤i≤p+t ai .
Cherchons le terme correspondant dans (id⊗ ℓ2) ◦ κ(X,Y ).
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Posons U = αp+1⊗ . . .⊗αp+t et V = αp+t+1⊗ . . .⊗αp+q. On sait que
κ(X,Y ) =
q∑
t=1
(−1)x+u+1ε ( x u vu v x )U
⊗
(αp+t+1⊗ . . .⊗αp+q).(α1⊗ . . .⊗αp) + d’autres termes...
En appliquant (id⊗ ℓ2), on obtient:
(id⊗ ℓ2) ◦ κ(X,Y ) =
q∑
t=1
(−1)u(−1)x+u+1ε ( x u vu v x )U
⊗
ℓ2(αp+t+1⊗ . . .⊗αp+q.α1⊗ . . .⊗αp)
+ d’autres termes...
On conside`re une permutation λ de Sp+q de´finie par:
λ(i) =
{
p+ i, si 1 ≤ i ≤ q;
i− q, si q + 1 ≤ i ≤ p+ q.
Posons βi = αλ(i). Alors,
(id ⊗ ℓ2) ◦ κ(X,Y ) =
∑
t<k
η∈Bat(q−t,p); η−1(k)≤q<η−1(k+1)
(−1)x+vε ( x u vu v x ) ε
(
b[t+1,p+q]
b[η−1(t+1),η−1(p+q)]
)
U
⊗
βη−1(t+1)⊗ . . .⊗[βη−1(k), βη−1(k+1)]⊗ . . .⊗βη−1(p+q) + d’autres termes...
ou` η est un battement de Bat(q − t, p) de´finie sur {t+ 1, . . . , p+ q}.
Dans la somme pre´ce´dente, fixant η ∈ Bat(q − t, p) telle que η(i) = σ ◦ λ(i),∀i ∈
{t+ 1, . . . , p+ q}. On construit, apre`s, une permutation ν de Sp+q de´finie par:
ν−1(i) =
{
p+ i, si 1 ≤ i ≤ t
η−1(i), si t+ 1 ≤ i ≤ p+ q.
On ve´rifie que ν appartient a` Bat(q, p), βν−1(i) = ασ−1(i),∀i ∈ {1, . . . , p+ q} et que
ε
(
b[1,p+q]
b[ν−1(1),ν−1(p+q)]
)
= (−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
.
Mais, par construction ν−1(k) ≤ q < ν−1(k + 1). On construit, alors, une nouvelle
permutation ρ de Sp+q de´finie par:
ρ−1(i) = ν−1(i), ∀i /∈ {k, k + 1}, ρ−1(k) = ν−1(k + 1) et ρ−1(k + 1) = ν−1(k).
On ve´rifie que ρ appartient a` Bat(q, p), βρ−1(i) = ασ−1(i),∀i /∈ {k, k + 1}, βρ−1(k) =
ασ−1(k+1), βρ−1(k+1) = ασ−1(k), ρ
−1(k) ≤ p < ρ−1(k + 1) et que
ε
(
b[1,p+q]
b[ρ−1(1),ρ−1(p+q)]
)
= (−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
(−1)
a
σ−1(k)aσ−1(k+1) .
Enfin, le terme
U
⊗
βρ−1(t+1)⊗ . . .⊗[βρ−1(k), βρ−1(k+1)]⊗ . . .⊗βρ−1(p+q)
= αp+1⊗ . . .⊗αp+t
⊗
ασ−1(t+1)⊗ . . .⊗[ασ−1(k+1), ασ−1(k)]⊗ . . .⊗ασ−1(p+q)
ALGE`BRES DE GERSTENHABER A` HOMOTOPIE PRE`S 41
apparaˆıt dans (id⊗ ℓ2) ◦ κ(X,Y ) avec le signe
(−1)a[1,p]+v+1ε ( xuvuvx ) (−1)
a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
(−1)
a
σ−1(k)aσ−1(k+1) .
Donc, le terme αp+1⊗ . . .⊗αp+t
⊗
ασ−1(t+1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q) ap-
paraˆıt dans (id⊗ ℓ2) ◦ κ(X,Y ) avec le signe
(−1)x+vε ( xuvuvx ) (−1)
a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
(−1)
= (−1)x+v+1(−1)xa[p+1,p+q](−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
= (−1)x+u+1ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
.

6.3. G∞ alge`bre.
On a construit deux code´rivations m et ℓ de degre´ 1 pour la comultiplication ∆ de la
coge`bre cocommutative et coassociative
(
S+(H[1]),∆
)
et pour le cocrochet κ de la coge`bre
de Lie
(
S+(H[1]), κ
)
ve´rifiant m ◦m = 0 et ℓ ◦ ℓ = 0. De plus, la comultiplication ∆ et le
cocrochet κ ve´rifie l’identite´ de coLeibniz
(id ⊗∆) ◦ κ = (κ⊗ id) ◦∆+ τ12 ◦ (id⊗ κ) ◦∆.
On dit que
(
S+(H[1]),∆, κ
)
est une coge`bre de Gerstenhaber gradue´e.
Comme ℓ + m est une code´rivation de degre´ 1 de
(
S+(H[1]),∆, κ
)
ve´rifiant l’e´quation
maˆıtresse [ℓ+m, ℓ+m] = (ℓ+m)2 = 0. Alors,
(
S+(H[1]),∆, κ, ℓ +m
)
est une coge`bre de
Gerstenhaber diffe´rentielle gradue´e.
De´finition 6.4. (G∞ alge`bre)
Une G∞ alge`bre est une bicoge`bre de la forme G(G) =
(
S+
(⊗+(G[1])[1]) ,∆, κ) munie
d’une code´rivation pour les deux structures ∆ et κ note´e ℓ+m et de carre´ nul.
Soit G une alge`bre de Gerstenhaber, alors, G(G) =
(
S+
(⊗+(G[1])[1]) ,∆, κ, ℓ+m)
avec
ℓk = 0 si k 6= 2, ℓ2(X,Y ) = (−1)
x[X,Y ], mk = 0 si k 6= 1, m1(X) = µ(X),
(X,Y ∈ H =
⊗+(G[1])) s’appelle la G∞ alge`bre enveloppante de l’alge`bre G.
Remarque 6.5.
Pour de´finir une code´rivation Q de la bicoge`bre
(
S+
(⊗+(G[1])[1]) ,∆, κ), il suffit de
se donner une suite d’applications
Q(N)p1...pn :
⊗p1
(G[1])[1]. . . . .
⊗pn
(G[1])[1] −→ G (p1 + · · ·+ pn = N).
(cette construction est explicite´e dans la section suivante pour des morphismes de bicoge`bres).
Une G∞ alge`bre est la G∞ alge`bre enveloppante d’une alge`bre de Gerstenhaber si et
seulment si sa code´rivation ℓ+m ve´rifie (ℓ+m)
(N)
p1...pn = 0 sauf pour (ℓ+m)
(2)
11 et (ℓ+m)
(2)
2 .
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7. Cohomologie de Chevalley-Harrison des alge`bres de Gerstenhaber
7.1. Morphismes de coge`bres entre G∞ alge`bres.
Rappelons que si S+(g[1]) et S+(g′[1]) sont deux L∞ alge`bres, resp.si
⊗+(A[1]) et⊗
(A′[1]) sont deux C∞ alge`bres, un morphisme F de L∞ alge`bre, resp de C∞ alge`bre
entre ces deux alge`bres est un morphisme de coge`bre qui commute avec les codiffe´rentielles
ℓg et ℓg
′
, resp. les codiffe´rentielles mA et mA
′
. De plus, les morphismes de coge`bres sont
caracte´rise´s par leurs projections Fn
Fn : S
n(g[1]) −→ h resp. Fn :
⊗n
(A[1]) −→ A′.
Dans le cas de G∞ alge`bres, S
+
(⊗+(G[1])[1]) et S+ (⊗+(G′[1])[1]), on dispose de deux
coproduits: ∆ et κ.
Proposition 7.1. (Les morphismes de coge`bres entre deux G∞-alge`bres)
Un morphisme de coge`bre F : S+
(⊗+(G[1])[1]) −→ S+ (⊗+(G′[1])[1]), c’est a` dire
une application line´aire telle que
(F ⊗ F ) ◦∆ = ∆ ◦ F et (F ⊗ F ) ◦ κ = κ ◦ F,
est uniquement caracte´rise´ par ses projections dans G′, que l’on note:
fp1...pn :
⊗p1
(G[1]). . . . .
⊗pn
(G[1]) −→ G′.
Nous ne de´montrerons pas cette proposition annonce´e dans [BGHHW] et [GH]. Nous
allons seulement expliquer comment reconstruire F a` partir des fp1...pn . On vient de voir
qu’il suffit de retrouver les projections
Fn : S
n
(⊗+
(G[1])[1]
)
−→
⊗+
(G′[1])
pour caracte´riser F . On va donc se contenter de de´crire la construction des applications
Fn a` partir des applications fp1...pn .
Soit donc X1. . . . .Xn un e´le´ment de S
n
(⊗+(G[1])[1]), avec
Xj = α
j
1⊗ . . .⊗α
j
pj .
Fn(X1. . . . .Xn) est une somme de produits tensoriels modulo les battements de f(Yk) (1 ≤
k ≤ t) ou` les Yk sont des produit . de parties des Xj de la forme:
U ji = α
j
ri+1
⊗αjri+2⊗ . . .⊗α
j
ri+1 (0 ≤ rs ≤ pj).
On envoie donc les produits (U11⊗ . . .⊗U
1
r1). . . . .(U
n
1 ⊗ . . .⊗U
n
rn) sur des sommes de termes
de la forme
f(Y1)⊗ . . .⊗f(Yt) = f(V
1
1 . . . . .V
1
s1)⊗ . . .⊗f(V
t
1 . . . . .V
t
st).
Les V kℓ forment une permutation des U
j
i . Si un Xj n’est pas de´compose´ (rj = 1), il ne peut
apparaˆıtre qu’en facteur d’au moins une vraie partie U j
′
i d’un autre X (rj′ > 1). Si un
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Xj est de´compose´ (rj > 1) chacune de ses parties apparaˆıt dans un Y diffe´rent. Enfin, il
y a autant de . et de ⊗ dans l’expression deX1. . . . .Xn que dans celle des f(Y1)⊗ . . .⊗f(Yt).
Etape 1: Description des de´coupages des Xj .
On utilise un tableau T a` n lignes. On de´coupe les Xj . Chaque ligne j du tableau T a
rj cases. Dans chaque case, on place les portions de Xj dans l’ordre du de´coupage ainsi: si
on e´crit Xj = U
j
1⊗ . . .⊗U
j
rj , on aura une ligne:
U j1 U
j
2
. . . U jrj
Notons L = nombre de lignes, C = nombre de colonnes, N = nombre de cases de T .
Par exemple si on envisage de de´composer X1.X2.X3.X4.X5.X6 en
X1.(U2⊗V2).X3.(U4⊗V4⊗W4).(U5⊗V5⊗W5⊗R5).(U6⊗V6),
on posera:
T =
X1
U2 V2
X3
U4 V4 W4
U5 V5 W5 R5
U6 V6
Le tableau T caracte´rise maintenant la de´composition de X1. . . . .Xn.
Etape 2: Suppression des lignes de longueur 1
On appelle T1 le sous-tableau obtenu en enlevant toutes les lignes de longueur 1 de T .
Il est clair que l’on peut reconstruire T a` partir de T1. Celui-ci caracte´rise donc aussi la
de´composition de notre monoˆme. Dans notre exemple:
T1 =
U2 V2
U4 V4 W4
U5 V5 W5 R5
U6 V6
Notons L1 = nombre de lignes, C1 = nombre de colonnes, N1 = nombre de cases de T1
et h = L1 − 1.
Etape 3: Construction du coeur de T ′.
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On dessine tous les tableaux T2 ayant h cases vides tels que la longueur des lignes de´croˆıt
de haut vers le bas. Dans notre exemple, ce nombre est 3. Dans notre exemple, il y a
quatre possibilite´s:
T2 = T2 = T2 = T2 =
On ajoute ensuite une case vide a` T2 en dessous de chacune des colonnes de T2 (s’il n’y a
aucune colonne, on ne fait rien). On obtient un tableaux T3. Par exemple si on retient le
second T2 ci dessus, on obtient,
T2 = =⇒ T3 =
Etape 4: Construction de T4 vide
On ajoute a` la premie`re ligne du tableau ainsi obtenu autant de cases qu’il faut pour
obtenir un tableau T4 ayant le meˆme nombre de cases que T1, c’est a` dire tel que N4 = N1.
Remarque 7.2.
On a ajoute´ N1 −N3 = N1 − (h+C2) cases a` la premie`re ligne de T3. Alors, T4 a donc
C4 colonnes ou`
C4 = C3 +N1 − (h+ C2)
= N1 − h = N − h−#{Xj non de´compose´s}
Par exemple si on retient le second T3 ci dessus, on choisit, puisque T1 posse`de 11 cases:
T3 = =⇒ T4 =
Etape 5: Remplissage de T4
On remplit ensuite T4 en mettant dans chaque case une des lettres de T1 ainsi:
On lit T1, ligne par ligne, de la gauche vers la droite. Pour la ligne j de T1, de longueur
rj, on choisit rj colonnes de T4 telles qu’il y ait dans chaque colonne au moins une case
vide. Disons que ces colonnes sont ci1 , . . . , cirj avec i1 < · · · < irj . On place la k
ie`me entre´e
U jk de la ligne j de T1 dans la premie`re case libre de la colonne n
◦ ik lorsqu’on parcourt la
colonne de haut en bas. On obtient ainsi un tableau rempli T4. Par exemple:
T4 =
U2 U4 V2 W4 V5 W5 R5 V6
U5 V4
U6
Etape 6: Ajout des Xj inde´compose´s
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On ajoute des cases au tableau T4 en dessous des colonnes existante de T4 (exactement
N − N4 cases). On remplit ces cases en mettant les Xj = U
j
1 inde´compose´s de T . On
obtient un tableau T5. Par exemple:
T4 =⇒ T5 =
U2 U4 V2 W4 V5 W5 R5 V6
U5 V4 X1
U6 X3
Etape 7: De´finition de T ′
On range chaque colonne du tableau T5 ainsi obtenu dans l’ordre croissant du haut vers
le bas. C’est a` dire, on construit des colonnes c′i de la forme:
U j1a1
U j2a2
...
U jtas
avec j1 < · · · < jt.
On obtient ainsi un tableau note´ T ′.
Dans notre exemple:
T ′ =
U2 U4 V2 X1 V5 W5 R5 V6
U5 X3 W4
U6 V4
Etape 8: Calcul des F (T ′).
A chaque colonne c′i de T
′ (1 ≤ i ≤ s), on associe un e´le´ment f(c′i) de G
′ qui est
simplement l’image par f du produit . des termes de la colonne. Finalement on de´finit
F (T ′) comme le produit ε(T, T ′)⊗si=1f(c
′
i) modulo les battements avec le signe obtenu a`
partir de la permutation passant de T a` T ′.
Dans notre exemple, on pose donc
f(Y1) = f(U2)
f(Y2) = f(U4.U5.U6)
f(Y3) = f(V2.X3.V4)
f(Y4) = f(X1.W4)
f(Y5) = f(V5)
f(Y6) = f(W5)
f(Y7) = f(R5)
f(Y8) = f(V6).
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Donc
F (T ′) = ε(T, T ′)f(Y1)⊗f(Y2)⊗ . . .⊗f(Y8).
Etape 9: Calcul de F (X1. . . . .Xn).
La quantite´ F (X1. . . . .Xn) s’obtient en faisant la somme pour des F (T
′) toutes les
de´compositions T de X1. . . . .Xn et pour chaque T pour tous les tableaux T
′ qu’on peut
construire a` partir de T :
F (X1. . . . .Xn) =
∑
T,T ′
ε(T, T ′)f(Y1)⊗f(Y2)⊗ . . .⊗f(YCT ′ ).
7.2. Cohomologie de Chevalley-Harrison.
On a la de´finition naturelle:
De´finition 7.3. (Morphismes de G∞ alge`bres)
Soit
(
S+
(⊗+(G[1])[1]) ,∆, κ, ℓ+m) et (S+ (⊗+(G′[1])[1]) ,∆′, κ′, ℓ′ +m′) deux G∞
alge`bres. Une application F : S+
(⊗+(G[1])[1]) −→ S+ (⊗+(G′[1])[1]) est un morphisme
de G∞ alge`bres si F est un morphisme de coge`bres:
(F ⊗ F ) ◦∆ = ∆′ ◦ F, (F ⊗ F ) ◦ κ = κ′ ◦ F,
de degre´ 0 qui pre´serve les codiffe´rentielles:
F ◦ (ℓ+m) = (ℓ′ +m′) ◦ F.
Soient (G,∧, [ , ]) et (G′,∧′, [ , ]′) deux alge`bres de Gerstenhaber. Comme pre´ce´dem-
ment, cherchons a` construire un morphisme de G∞ alge`bres F . On a vu qu’en tant que
morphisme de coge`bres, F est caracte´rise´ par la suite des applications (fp1...pr). Donnons-
nous un morphisme d’alge`bres de Gerstenhaber f1 : G −→ G
′ et cherchons a` construire des
applications fp1...pn suivantes. Dans cette partie, nous noterons ces applications f
(N)
p1...pn si∑
pj = N .
Supposons connues tous les f
(k)
p1...pr avec k = p1 + · · ·+ pr < N , on cherche les f
(N)
p′1...p
′
n
.
Si Xj est un e´le´ment de
⊗pj(G[1])[1], on notera aussi p(Xj) le nombre pj.
Si on applique (ℓ′ + m′) ◦ F − F ◦ (ℓ + m) a` X1. . . . .Xn avec Xj ∈
⊗p(Xj)(G[1])[1] et∑
j p(Xj) ≤ N , aucun terme en f
(N)
p′1...p
′
r
n’apparaˆıt.
Ces termes apparaissent lorsqu’on applique (ℓ′+m′) ◦F −F ◦ (ℓ+m) a` X1. . . . .Xn avec∑
j p(Xj) = N + 1. On trouve les termes suivants:
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Dans (F ◦ ℓ)(X1. . . . .Xn), on a:
(F ◦ ℓ)(X1. . . . .Xn)
=
∑
j<k
ε
(
x1 ... xn
xjxkx1...ˆ...kˆ...xn
)
F
(
ℓ2(Xj ,Xk).X1. . . . ˆ . . . kˆ . . . .Xn
)
=
∑
j<k
ε
(
x1 ... xn
xjxkx1...ˆ...kˆ...xn
)
f
(N)
p(Xj)+p(Xk)−1,p(X1),...ˆ...kˆ...,p(Xn)
(
ℓ2(Xj ,Xk).X1. . . . ˆ . . . kˆ . . . .Xn
)
Dans (F ◦m)(X1. . . . .Xn), on a:
(F ◦m)(X1. . . . .Xn) =
∑
j/p(Xj)>1
(−1)
P
i<j xiF (X1. . . . .m1(Xj). . . . .Xn)
=
∑
j/p(Xj)>1
(−1)
P
i<j xif
(N)
p(X1),...,p(Xj)−1,...,p(Xn)
(X1. . . . .m1(Xj). . . . .Xn)
Par ailleurs, dans (ℓ′ ◦ F )(X1. . . . .Xn), les termes en f
(N) n’apparaissent que dans les
termes d’ordre 2 du de´veloppement de F . Avec les notations ci-dessus, il faut, en effet,
au moins un produit de deux paquets et que l’un contienne N vecteurs de G′. Il reste
seulement:
(ℓ′ ◦ F )(X1. . . . .Xn) =
∑
j/p(Xj)=1
ℓ′
(
ε
( x1 ... xn
xjx1...ˆ...xn
)
f1(Xj).f
(N)
p(X1),...ˆ...,p(Xn)
(X1. . . . ˆ . . . .Xn)
)
+
∑
r<N
termes en f (r).
De meˆme pour (m′ ◦ F )(X1. . . . .Xn), les seuls termes en f
(N) apparaissant sont:
(m′ ◦ F )(X1. . . . .Xn)
=
∑
j/p(Xj)>1
ε
( x1 ... xn
xjx1...ˆ...xn
)
m′
(
f
(1)
1 (α
j
1)⊗f
(N)
pj−1,p1,...ˆ...,pr
((αj2⊗ . . .⊗α
j
pj).X1. . . . ˆ . . . .Xn)
)
+ ε
( x1 ... xn
x1...ˆ...xnxj
)
m′
(
f
(N)
p1,...ˆ...,pr,pj−1
(X1. . . . ˆ . . . .Xn.(α
j
1⊗ . . .⊗α
j
pj−1
))⊗f
(1)
1 (α
j
pj)
)
+
∑
r<N
termes en f (r).
L’ope´rateur de cobord dCH dit de Chevalley-Harrison associe´ a` cette construction de F
et a` f
(1)
1 est donc le suivant.
L’espace des cochaˆınes est l’espace
CN =
∑
p1+···+pn=N
Hom
(⊗p1
(G[1])[1]. . . . .
⊗pn
(G[1])[1],G′ [1−N − n]
)
.
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Le cobord dCH : C
N −→ CN+1 est de la forme dCH = dm + dℓ avec
(dmf
(N)
p1...pn)(X1. . . . .Xn) = (dmf)
(N+1)
p1...(pj+1)...pn
(X1. . . . .Xn)
= (−1)α
j
1
P
i<j xim′
(
f
(1)
1 (α
j
1)⊗f
(N)
p1,...,pj−1,...,pr
(X1. . . . .(α
j
2⊗ . . .⊗α
j
pj). . . . .Xn)
)
+ (−1)α
j
pj
.
P
i>j xim′
(
f
(N)
p1,...,pj−1,...,pr
(X1. . . . .(α
j
1⊗ . . .⊗α
j
pj−1
) . . . .Xn)⊗f
(1)
1 (α
j
pj )
)
− (−1)
P
i<j xif (N)p1...pn(X1. . . . .m(Xj). . . . .Xn).
De meˆme, dℓ : C
N
p1...pn −→
∑
j, q1+q2=pj+1
CN+1q1,q2,p1...ˆ...pn s’e´crit
(dℓf
N
p1...pn) =
∑
j
q1+q2=pj+1
(dℓf)
N
q1,q2,p1...ˆ...pn .
Avec
1. Si q1 > 1 et q2 > 1, alors
(dℓf)
(N+1)
q1,q2,p1...ˆ...pn
(Y1.Y2.X1. . . . ˆ . . . .Xn) =
− ε
(
y1y2x1...ˆ...xn
x1...y1y2...xn
)
(−1)
P
i<j xif (N)p1...pn(X1. . . . .ℓ(Y1, Y2). . . . .Xn).
2. Si q1 = 1 et q2 = pj > 1, alors
(dℓf)
(N+1)
q1,q2,p1...ˆ...pn
(Y1.Y2.X1. . . . ˆ . . . .Xn) =
− ε
(
y1y2x1...ˆ...xn
x1...y1y2...xn
)
(−1)
P
i<j xif (N)p1...pn(X1. . . . .ℓ(Y1, Y2). . . . .Xn)
+ ε
(
y1y2x1...ˆ...xn
y1x1...y2...xn
)
ℓ′
(
f
(1)
1 (Y1), f
(N)
p1...pN
(X1. . . . .Y2. . . . .Xn)
)
.
3. On a la meˆme formule par syme´trie si q2 = 1 et q1 = pj > 1.
4. Enfin, si q1 = q2 = 1, alors
(dℓf)
(N+1)
1,1,p1...jˇ...pn
(Y1.Y2.X1. . . . ˆ . . . .Xn) =
ε
(
y1y2x1...ˆ...xn
y1x1...y2...xn
)
ℓ′
(
f
(1)
1 (Y1).f
(N)
p1...pN
(X1. . . . .Y2. . . . .Xn)
)
+ ε
(
y1y2x1...ˆ...xn
x1...y1...xny2
)
ℓ′
(
f (N)p1...pN (X1. . . . .Y1. . . . .Xn).f
(1)
1 (Y2)
)
− (−1)
P
i<j xiε
(
y1y2x1...ˆ...xn
x1...y1y2...xn
)
f (N)p1...pn(X1. . . . .ℓ(Y1.Y2). . . . .Xn).
Proposition 7.4. (dCH est un opr´ateur de cobord)
Soit f
(1)
1 : G −→ G
′ un morphisme d’alge`bres de Gerstenhaber. Alors
(i) Pour tout N , f
(1)
1 +
∑
p1+···+pn=N
f
(N)
p1...pn de´finit un morphisme de G∞ alge`bres a`
l’ordre N + 1 de G(G) dans G(G′) si et seulement si:
dCH

 ∑
p1+···+pn=N
f (N)p1...pn

 = 0
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(ii) Pour tout g =
∑
p1+···+pn=N−1
g
(N−1)
p1...pn , f + dCHg est un morphisme a` l’ordre N +1.
(iii) On a donc
dCH ◦ dCH = 0.
8. Un exemple
Dans cette section, nous allons montrer comment le premier cocycle fondamental de
la cohomologie de Chevalley des champs de vecteurs a` valeurs dans les fonctions survit
dans la cohomologie de Chevalley-Harrison d’une sous alge`bre de Gerstenhaber naturelle
de Tpoly(R
d) a` valeurs dans le corps de base.
On note G = T hompoly (R
d) l’espace des tenseurs totalement antisyme´triques
α =
∑
i1<···<ik
αi1...ik∂i1 ∧ · · · ∧ ∂ik
tels que chaque coefficient αi1...ik est un polynoˆme homoge`ne de degre´ k.
T hompoly (R
d) est une sous alge`bre de Gerstenhaber de Tpoly(R
d). En effet, si α, β ∈ T hompoly (R
d),
alors, α∧ β et [α, β]S sont encore des tenseurs homoge`nes et ils appartiennent a` T
hom
poly (R
d).
D’autre part, G′ = R muni de la multiplication usuelle α ∧ β = αβ et du crochet nul
[α, β] = 0 est une alge`bre de Gerstenhaber pour la graduation degre´(α) = 0, quel que soit
α ∈ R. L’application
f11 : T
hom
poly (R
d) −→ R α 7−→
{
α, si α ∈
(
T hompoly (R
d)
)0
;
0, sinon.
est un morphisme d’alge`bres de Gerstenhaber.
Ceci de´finit donc une cohomologie de Chevalley-Harrison sur les espaces
CNp1...pn = Hom
(⊗p1
(G[1])[1]. . . . .
⊗pn
(G[1])[1],G′ [1−N − n]
)
.
On sait dans [AAC1] ou [AAC2], que le premier cocycle fondamental de Chevalley pour
les champs de vecteurs ou les tenseurs line´aires est un 3-cocycle qui s’e´crit:
f(α1, α2, α3) = ∂i3α
i1
1 ∂i1α
i2
2 ∂i2α
i3
3 − ∂i2α
i1
1 ∂i1α
i3
3 ∂i3α
i2
2 .
Conside`rons donc l’application f3111 ∈ C
3
111 de´finie ainsi:
f3111
(
(α1).(α2).(α3)
)
= ∂i3α
i1
1 ∂i1α
i2
2 ∂i2α
i3
3 − ∂i2α
i1
1 ∂i1α
i3
3 ∂i3α
i2
2 ,
si tous les αj sont des champs de vecteurs, 0 sinon. (On a utilise´ la notation (α) pour
repre´senter un paquet contenant le seul tenseur α.)
L’application f = f3111 n’est pas nulle car f
3
111
(
(x1∂2).(x2∂3).(x3∂1)
)
= 1. Elle est bien
de´finie sur G(G). De plus, elle est un cocycle car dm(f) ∈ C
4
211 mais f(m(α⊗β), α2, α3) est
non nul seulement si α ∧ β est un champ de vecteurs, c’est a` dire si α est une constante et
β est un champ de vecteurs ou β est une constante et α est un champ de vecteurs.
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m′
(
f11 (α), f(β, α2, α3)
)
est non nul seulement si α est une constante et β est un champ
de vecteurs.
De meˆme, m′
(
f(α,α2, α3), f
1
1 (β)
)
est non nul seulement si β est une constante et α est
un champ de vecteurs.
Il nous reste
(dmf)
(
(α), (β), (α2), (α3)
)
= −f3111(αβ, α2, α3) + αf
3
111(β, α2, α3) = 0
ou
(dmf)
(
(α), (β), (α2), (α3)
)
= βf3111(α,α2, α3)− f
3
111(αβ, α2, α3) = 0.
D’autre part, dℓ(f) = 0. En effet, on a ℓ
′ = 0 et ne´cessairement dℓ(f) ∈ C
4
1111.
Alors, les seuls termes restant sont de la forme f3111
(
ℓ((α).(β)).(γ).(δ)
)
. Ces termes sont
diffe´rents de 0 seulement si α, β, γ et δ sont des champs de vecteurs. Il ne reste que:
(dℓf)
4
1111
(
(α1).(α2).(α3).(α4)
)
= f([α1, α2]S , α3, α4)− f([α1, α3]S , α2, α4)
+ f([α1, α4]S , α2, α3) + f([α2, α3]S , α1, α4)− f([α2, α4]S , α1, α3) + f([α3, α4]S , α1, α2)
= (dCf)(α1, α2, α3, α4) = 0.
De plus, f ne peut pas eˆtre un cobord car la seule possibilite´ serait f3111 = dℓ(g
2
11) avec
dm(g
2
11) = 0. Mais, puisque f
3
111 s’annule sur les tenseurs qui ne sont pas des champs de
vecteurs et puisque ℓ((α).(β)) = −[α, β]S n’est un champ de vecteurs que si α et β sont des
champs de vecteurs, on peut supposer que g211 s’annule sur tous les paquets (α), (β) sauf si
α et β sont des champs de vecteurs.
Alors, l’e´quation f3111 = dℓ(g
2
11) s’e´crit f = dC(g
2
11) et on sait que f n’est pas un cobord
pour la cohomologie de Chevalley.
The´ore`me 8.1.
La cohomologie de Chevalley-Harrison de T hompoly (R
d) a` valeurs dans R n’est pas triviale.
Remarque 8.2.
Ce cocycle est du type des ope´rateurs de´finis par des “graphes avec paquets” introduits
par Gammella et Halbout (voir [GaHa]). Il est associe´ au graphe:
✂
✂
✂
✂✌
r♥
❏
❏
❏
❏❪
r♥
✲r♥
Le fait de se restreindre a` T hompoly (R
d) nous a permis d’e´liminer dans le calcul de dm(f
3
111)
le graphe suivant:
✂
✂
✂
✂✌
r♥
❅
❅
❅■
r♥
✲r r✣✢
✤✜
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