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Abstract
In the classical balls-and-bins model, m balls are allocated into n bins one by one
uniformly at random. In this note, we consider the d-thinning variant of this model, in
which the process is regulated in an on-line fashion as follows. For each ball, after a
random allocation bin has been generated, an overseer may decide, based on all previous
history, whether to accept or reject this allocation. However, one of every d consecutive
suggested allocations must be accepted. The maximum load of the model is the number of
balls in the most loaded bin. We show that after Θ(n) balls have been allocated, the least
maximum load achievable with high probability is (d+o(1))(d log n/ log log n)1/d. This is
in contrast with the related two-choice model, in which the number of alternative choices
offered to the overseer merely affects the achievable maximum load by a multiplicative
constant.
1 Introduction
In the classical balls-and-bins model, m balls are sequentially allocated into n random bins,
each selected uniformly and independently at random. The model has been extensively stud-
ied in probability theory, random graph theory, and computer science with many applications
in various areas, such as hasing, load balancing and resource allocation in parallel and dis-
tributed systems (see e.g., [2], [4], [5], [8], [9]).
The maximum load is defined as the number of balls in the fullest bin. When m ≥ n log n,
the maximum load is known to be of m/n+Θ(
√
m log n/n) with high probability (see, e.g.,
[7]). In [2], Azar, Broder, Karlin and Upfal studied the two-choice variant of the balls-and-
bins model, in which for the allocation of each ball, an overseer has the freedom of making a
choice between two bins, each selected independently and uniformly at random. They show
that for m = Θ(n), the greedy strategy of selecting the least loaded bin yields, with high
probability, an optimal maximum load of log log n/ log 2 +O(1).
In [3], the first author and Gurel-Gurevich investigated the following two-thinning variant
of the balls-and-bins model. In this model, for each ball, after a uniformly chosen random
primary allocation has been suggested, an overseer may choose to either accept it, or allocate
the ball into a new independently and uniformly chosen secondary allocation (note that the
overseer is oblivious to the secondary allocation in deciding whether to accept the primary
allocation or not). Equivalently, the model could be described as one in which the overseer
is allowed to discard allocations on-line as long as no two consecutive allocations are rejected
(thus justifying the term two-thinning). It was shown in [3] that by setting a threshold ℓ
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and rejecting the primary allocation if the ball is assigned to a bin which already contains
ℓ balls whose primary allocations have been accepted, the overseer can achieve, with high
probability, an optimal maximum load of (2 + o(1))
√
2 log n/ log log n.
In the two-choice model [2], offering d > 2 choices, the greedy algorithm yields the
maximum load of log log n/ log d with high probability; that is, for fixed d, the number of
alternative choices merely affects the maximum load by a multiplicative constant. Here, we
show that allowing the overseer to reject up to d− 1 consecutive allocations for each ball for
d > 2, i.e., d-thinning (see an equivalent description in the abstract), affects the exponent of
the maximum load. Our main result is the following.
Theorem 1.1. Let f be the
(
d logn
log logn
)1/d
-threshold strategy for the d-thinning of ⌊ρn⌋ balls
into n bins. Then f is asymptotically optimal, and with high probability yields
MaxLoadf (⌊ρn⌋) = (d+ o(1))
(
d log n
log log n
)1/d
.
The ℓ-threshold strategy f and the notion of asymptotic optimality are provided in the
next section. Interestingly, this strategy was used by Adler, Chakrabarti, Mitzenmacher
and Rasmussento [1] to obtain a similar tight upper bound (up to a constant factor) in the
following related model of parallel allocation (which is neither stronger nor weaker than the
model considered here). There each ball is given d alternative allocations. This is followed
by d − 1 rounds of parallel communication between each ball and the bins provided as its
alternatives for allocation. After this each ball must independently decide on its allocation.
Nevertheless, we provide here a full analysis of the upper bound obtained by the threshold
strategy, as we require a slightly finer analysis to obtain asymptotic estimates which are tight
up to 1 + o(1) factor.
2 Notation and definitions
Representation of the model. Let {Z1(r)}r∈N,· · · ,{Zd(r)}r∈N be d sequences of indepen-
dent random variables, which are uniformly distributed on the set [n] := {1, 2, · · · , n}. Here
{Z1(r)}r∈N is used as a pool of primary allocations, {Z2(r)}r∈N – as a pool of secondary
allocations and, in general, {Zd(r)}r∈N – as a pool of d-ary allocations. Elements are drawn
from these pools one by one as needed, so that if the overseer accepts the primary allocation
Z1(1) of the first ball and rejects the primary allocation Z1(2) of the second ball, then the
bin Z2(1) is offered as the secondary allocation for the second ball.
A d-thinning strategy. A d-thinning strategy f is a sequence of Boolean functions
ft,i : [n]
t → {0, 1} with i ∈ [d− 1], which takes the final allocations of the first t− 1 balls and
the i-ary allocation of the t-th ball, and returns 0 if this i-ary allocation is accepted and 1
if it is rejected. We also allow ft,i to implicitly depend on any external, potentially random
data, as long as this data is independent from all future allocations. For completion we also
define ft,d ≡ 0, which corresponds to the fact that in our model, the d-ary allocation cannot
be rejected. Let {Z(t)}t∈N denote final allocations assigned by f .
Towards obtaining a formal description of Z(t), set r1(t) = t and for i ∈ {2, · · · , d}
inductively define
ri(t) =
t∑
k=1
i−1∏
j=1
fk,j(Z(1), . . . , Z(k − 1), Zj(rj(k))). (1)
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Thus, ri(t) represents how many of the first t balls have their first i− 1 rounds of allocations
rejected. For i ∈ [d] and r ∈ N, we define
ti(r) = min{t ∈ N : ri(t) = r}, (2)
which is the unique time at which Zi(r) is used as an i-ary allocation. For t ∈ N, the function
Chosen(t) determines which round allocation is accepted for the t-th ball, i.e.,
Chosen(t) = min
{
i ∈ [d] : ft,i(Z(1), . . . , Z(t− 1), Zi(ri(t))) = 0
}
.
The final allocation assigned by f is now defined via
Z(t) = ZChosen(t)(rChosen(t)(t)).
Induced thinning strategy. For j ∈ [d], let f j be the (d − j + 1)-thinning strategy
induced by f as follows
f jr,i = ftj(r),i+j−1. (3)
Particularly, we have f1 = f . The thinning strategy f j accepts or rejects the i-ary allocation
of the r-th ball (with respect to f j) according to the decision of f on the (i + j − 1)-ary
allocation of the tj(r)-th ball (with respect to f), i.e., the r-th ball whose first j−1 allocations
we rejected. Observe that the (d−j+1)-thinning strategy f j, relies on information concerning
the first j − 1 rounds of allocations assigned by f . This is still a valid strategy as these
allocations are independent of future allocations from {Zk(rk(t))}k>j and {Zk(r)}k∈[d],r>rk(t).
We also introduce the operation
f+ = f2, (4)
and observe that for all j ∈ [d− 1] we have (f j)+ = f j+1.
Load analysis notation. For m ∈ [n] and t ∈ N, the load of bin m after t balls have
been allocated is defined as
Lfm(t) = |{1 ≤ k ≤ t : Z(k) = m}|. (5)
Let Lfi,m(r) be the number of balls that accept bin m as their i-ary allocations after ti(r)
balls were allocated, i.e.,
Lfi,m(r) = |{1 ≤ k ≤ ti(r) : Chosen(k) = i, Z(k) = m}|. (6)
Clearly, we have
∑d
i=1 L
f
i,m(ri(t)) = L
f
m(t). The maximum load over a subset S ⊆ [n] after t
balls have been allocated using the strategy f is defined as
MaxLoadfS(t) = maxm∈S
Lfm(t). (7)
In addition, we define
φfS(t) =
∣∣{m ∈ S : Lfm(t) > 0}∣∣, (8)
which is the number of non-empty bins in S after t balls were allocated, and
ψfS(t) = |{m ∈ S : there exists 1 ≤ k ≤ t such that Z1(k) = m}|, (9)
which counts the number of bins in S offered as primary allocations in the process of allocating
of t balls. For simplicity, we drop the subscript S when S = [n].
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Asymptotic optimality. We say that a d-thinning strategy f is asymptotically optimal
if for any other d-thinning strategy g, with high probability, as n tends to infinity we have
MaxLoadf (t) ≤ (1 + o(1)) ·MaxLoadg(t).
Threshold strategy. The ℓ-threshold strategy for ℓ > 0 is the strategy f that accepts
an allocation when the suggested bin contains no more than ℓ balls that were allocated in
the i-ary allocations round, i.e.,
ft,i
(
Z(1), . . . , Z(t− 1), Zi(ri(t))
)
= 1
(
Lfi,Zi(ri(t))(ri(t)) > ℓ
)
,
where 1(E) is the indicator function for the event E.
The following lemmata from [3] and [6] will be of use in our analysis. The first is a com-
parison bound relating the balls-and-bins model to independent Poisson random variables.
We denote by N0 = N ∪ {0}. Given x, y ∈ (N0)n, we say that x ≤ y if xi ≤ yi for all i ∈ [n].
A set S ⊂ (N0)n is called monotone decreasing (respectively, increasing) if x ∈ S implies that
y ∈ S for all y ≤ x (respectively, x ≤ y).
Lemma 2.1 ([6], Theorem 5.10). Let {Xm}m∈[n] be the number of balls in bins m ∈ [n] when
⌊θn⌋ balls are independently and uniformly placed into n bins. Let {Ym}m∈[n] be independent
Poisson random variables with parameter θ. For any monotone set S ⊆ [n], we have
P((X1, · · · ,Xn) ∈ S) ≤ 2P((Y1, · · · , Yn) ∈ S).
Two additional lemmata from [3] provide concentration bounds for the maximum load
over a subset of bins and on the number of bins with load above a certain level in the
balls-and-bins process, respectively.
Lemma 2.2 ([3], Lemma 2.2). Let {Xm}m∈[n] be the number of balls in bins m ∈ [n] when
⌊θn⌋ balls are independently and uniformly placed into n bins. For k ∈ ⌊θn⌋ and S ⊆ [n], we
have
P
(
max
m∈S
Xm < k
)
≤ 2 exp
(
−θ
k|S|
ek!
)
.
Lemma 2.3 ([3], Lemma 2.3). Let {Xm}m∈[n] be the number of balls in bins m ∈ [n] when
⌊θn⌋ balls are independently and uniformly placed into n bins. For any S ⊆ [n], we have
P
(
|{m ∈ S : Xm > 0}| ≤ θ|S|
2e
)
≤ 2 exp
(
−θ
2|S|
2e2
)
.
3 MaxLoad upper bound:
(
d logn
log logn
)1/d
-threshold strategy
This section is dedicated to establishing a tight upper bound for the maximum load of the
ℓ-threshold strategy with ℓ =
(
d logn
log logn
)1/d
, from which the upper bound in Theorem 1.1 is
an immediate consequence. Observe that with this choice of ℓ, we have
ℓd log ℓ =
(
1− log log log n− log d
log log n
)
log n,
which implies
ℓℓ
d
= n1−o(1). (10)
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Proposition 3.1. Let ℓ =
(
d logn
log logn
)1/d
. For any ǫ > 0, there exists n0 = n0(d, ρ, ǫ) such
that for all n > n0, the ℓ-threshold strategy f satisfies
P
(
MaxLoadf (⌊ρn⌋) > (d+ ǫ)ℓ
)
< n−ǫ/3. (11)
Proof. By definition, the ℓ-threshold strategy guarantees that Lfi,m(r) ≤ ℓ for all i ∈ [d − 1],
m ∈ [n] and r ∈ N. Set L = (1 + ǫ)ℓ. We have
P
(
MaxLoadf (⌊ρn⌋) > (d+ ǫ)ℓ
)
≤ P
(
max
m∈[n]
Lfd,m(rd(⌊ρn⌋)) > L
)
. (12)
We will upper bound this probability conditioned on the event that ri := ri(⌊ρn⌋) is bounded
above by βi for all i ∈ [d], where the sequence {βi}i∈[d] is chosen along the proof so that this
event occurs with high probability. Using the law of total probability, we have
P
(
max
m∈[n]
Lfd,m(rd) > L
)
≤ P
(
max
m∈[n]
Lfd,m(rd) > L
∣∣ rd ≤ βd
)
+ P(rd > βd)
≤ P
(
max
m∈[n]
Lfd,m(⌊βd⌋) > L
)
+ P(rd > βd)
≤ P
(
max
m∈[n]
Lfd,m(⌊βd⌋) > L
)
+
d∑
i=2
P(ri > βi | ri−1 ≤ βi−1). (13)
Next, we define the sequence {βi}i∈[d] in an iterative way such that the 2nd term of (13) is
small. We set r1 = ⌊ρn⌋ and β1 = ρn. To define β2 and upper bound P(r2 > β2 | r1 ≤ β1),
we introduce independent Poissons {Yk}k∈[n] with parameter ρ1 = β1/n. Define
Y =
n∑
k=1
max{Yk − ℓ, 0}.
By Lemma 2.1, we have
P(r2 > β2) ≤ 2P(Y > β2).
Since
E
(
emax{Y1−ℓ,0}
)
≤ 1 +
∞∑
k=ℓ+1
ek−ℓ · e−ρ1 ρ
k
1
k!
< 1 +
ρℓ1
ℓ!
< exp
(
ρℓ1
ℓ!
)
,
we have
P(Y > β2) = P
(
eY > eβ2
)
< exp
(
nρℓ1
ℓ!
− β2
)
.
To make the right-hand side of the above inequality small, we set β2 = 2nρ
ℓ
1/ℓ! and obtain
P(r2 > β2) < 2 exp
(
−β2
2
)
.
Once βi−1 has been defined, we define βi and upper bound P(ri > βi | ri−1 ≤ βi−1) by
repeating the above argument, replacing {Yk}k∈[n] with independent Poisson random variables
with parameter ρi−1 := βi−1/n. Applying Lemma 2.1 to such variables we obtain
P(ri > βi | ri−1 ≤ βi−1) ≤ 2P(Y > βi) < 2 exp
(
nρℓi−1
ℓ!
− βi
)
.
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Setting βi = 2nρ
ℓ
i−1/ℓ!, this yields
P(ri > βi | ri−1 ≤ βi−1) < 2 exp
(
−βi
2
)
.
Putting together our definition of βi and ρi, we obtain the recursive formula
βi
n
=
2
ℓ!
·
(
βi−1
n
)ℓ
,
with β1 = ρn. By solving this recursion we obtain
βd = nρ
ℓd−1
(
2
ℓ!
)∑d−2
i=0 ℓ
i
= nρℓ
d−1
(
2
ℓ!
) ℓd−1−1
ℓ−1
. (14)
Observe that 2/ℓ! > ℓ−(ℓ−1) when ℓ ≥ 3 (using the fact that all k ∈ N satisfy k! ≤ e√k(k/e)k).
Thus for n ≥ 3 we have
βd > n
(ρ
ℓ
)ℓd−1
> nℓ−2ℓ
d−1
> nℓ−ℓ
d
= n1−o(1),
where the second and third inequalities hold when ℓ > max{2, 1/ρ}, and the last identity
uses the observation ℓℓ
d
= n1−o(1) as stated in (10). Since {βi}i∈[d] is a decreasing sequence,
we deduce the following bound on the second term of (13).
P(ri > βi | ri−1 ≤ βi−1) < 2 exp
(
−βd
2
)
< e−n
1−o(1)
. (15)
To estimate the first term of (13), we consider {Yk}i∈[n], a collection of independent Poisson
random variables with parameter ρd = βd/n and apply Lemma 2.1 to obtain
P
(
max
m∈[n]
Lfd,m(⌊βd⌋) > L
)
≤ 2P
(
max
1≤k≤n
Yk ≥ L
)
.
Notice that
P(Y1 ≥ L) = e−ρd
∞∑
k=L
ρkd
k!
≤ ρ
L
d
L!
.
Take a union bound to obtain
P
(
max
m∈[n]
Lfd,m(⌊βd⌋) > L
)
≤ 2nρ
L
d
L!
=
2n
L!

ρℓd−1 ( 2
ℓ!
) ℓd−1−1
ℓ−1


L
,
where the identity follows from our definition ρd = βd/n and the formular (14). Using the
inequality k! ≥ √2πk(k/e)k for any k ∈ N, we have 2/L! < (e/L)L < 1 when ℓ > e and
(
2
ℓ!
)L· ℓd−1−1
ℓ−1
<
(e
ℓ
)ℓL· ℓd−1−1
ℓ−1
=
(e
ℓ
)(1+ǫ)ℓ2· ℓd−1−1
ℓ−1
<
(e
ℓ
)(1+ǫ)ℓd
.
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Therefore, we end up with
P
(
max
m∈[n]
Lfd,m(⌊βd⌋) > L
)
< n
(ρe
ℓ
)(1+ǫ)ℓd
< nℓ−(1+ǫ/2)ℓ
d
= exp
(
log n− log n
(
1 +
ǫ
2
)(
1− log log log n− log d
log log n
))
< n−ǫ/3. (16)
The second inequality holds automatically whenever ρe < 1. Otherwise, it holds for all n
large enough to satisfy ǫ > log(ρe)/(log
√
ℓ − log(ρe)) = Θ((log n − log log n)−1). The last
inequality holds for all n large enough to satisfy ǫ > 7(log log log n − log d)/ log log n. The
desired statement (11) now follows from (12), (13), (15) and (16).
Remark 1. From the above proof, we see that the parameter ǫ is allowed to depend on n
and Proposition 3.1 remains valid as long as ǫ > C log log log n/ log log n for an appropriate
absolute constant C. Thus, with this choice of ǫ, the upper bound in Theorem 1.1 is an
immediate consequence of Proposition 3.1.
4 MaxLoad lower bound: generic thinning strategies
In this section, we prove the following proposition, from which the lower bound in Theorem
1.1 is an immediate consequene.
Proposition 4.1. For any ǫ > 0, there exists n0 = n0(d, ρ, ǫ) such that for all n > n0, any
d-thinning strategy f satisfies
P
(
MaxLoadf (⌊ρn⌋) < (d− ǫ)ℓ
)
< exp
(
−nǫ/3d
)
. (17)
We first prove a reduction lemma which reduces a d-thinning allocation problem to a
(d − 1)-thinning problem. The above statement will follow from iterations of this thinning
reduction lemma.
Let us consider the following more general problem of allocating ⌊γ⌋ balls into n bins
using a d-thinning strategy f . Let s > 0 and let S ⊆ [n] be a subset. We denote by Af the
event that the maximum load over S is less than s, i.e.,
Af =
{
MaxLoadfS(⌊γ⌋) < s
}
. (18)
Our goal is to upper bound the probability P
(
Af
)
. Following the argument in [3] (Proposition
5.1), we divide the alloction process into ⌈s⌉ stages, each of which consists of allocating
w = ⌊γ/s⌋ balls except for the final stage in which the remaining balls are allocated. We
define the level sets
{
Sfk
}
k=0,1,··· ,⌈s⌉
as
Sfk =
{
m ∈ S : Lfm(kw) ≥ k
}
, (19)
where Lfm(t), defined as per (5), represents the load of bin m after t balls have been allocated
using a d-thinning strategy f . Given {γk}k=0,1,··· ,⌈s⌉, an arbitrary sequence with γ0 = |S|, we
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introduce the following events
Efk =
{∣∣Sfk ∣∣ < γk} ,
F fk =
{
MaxLoadfS(kw) < s
}
.
(20)
Here, Efk is the event that after k stages there are less than γk bins contatining k or more
balls, and F fk is the event that after k stages the maximum load over S is less than s. Recall
that f+, defined as per (4), is the (d − 1)-thinning strategy induced from f . Our reduction
argument utilises the following events
Af
+
k =
{
MaxLoadf
+
Sf
k−1
(⌊γk⌋) < s− (k − 1)
}
,
Bfk =
{
ψf
Sf
k−1
(w) < 2γk
}
,
(21)
where ψf
Sf
k−1
(w) was defined in (9) as the number of bins in Sfk−1 selected as primary slots in
the allocation of w balls using the d-thinning strategy f . We require the following reduction
lemma.
Lemma 4.2. Let f be a d-thinning strategy. For any γ, s > 0, S ⊆ [n] and arbitrary sequence
{γk}k=0,1,··· ,⌈s⌉ with γ0 = |S|, under the notations above, we have
P
(
Af
)
≤
⌈s⌉∑
k=1
P
((
Af
+
k ∪Bfk
)
∩
(
Efk−1
)c)
. (22)
Proof. For simplicity, we write A = Af , Sk = S
f
k , Ek = E
f
k , Fk = F
f
k , Ak = A
f+
k and Bk = B
f
k .
Clearly, A ⊆ E⌈s⌉ ∩ F⌈s⌉ and Fk ⊆ Fk−1. From the law of total probability, we obtain
P(Ek ∩ Fk) ≤ P(Ek−1 ∩ Fk−1) + P((Ek ∩ Fk) ∩Eck−1).
By induction, we thus have,
P(A) ≤ P (E⌈s⌉ ∩ F⌈s⌉) ≤
⌈s⌉∑
k=1
P(Ek ∩ Fk ∩ Eck−1), (23)
where E0 = ∅ as we set γ0 = |S|. Notice that the size of Sk is at least the number of bins in
Sk−1 which receive at least one ball in the k-th stage. Hence, we have
Ek ⊆
{
φfSk−1(w) < γk
}
, (24)
where φfSk−1(w), defined in (8), is the number of non-empty bins in Sk−1 after allocating w
balls using our d-thinning strategy f . Using the inequality
MaxLoadfS(kw) ≥ MaxLoadfSk−1((k − 1)w) +MaxLoad
f
Sk−1
(w)
and the fact that MaxLoadfSk−1((k − 1)w) ≥ k − 1, we have
Fk ⊆
{
MaxLoadfSk−1(w) < s− (k − 1)
}
. (25)
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From the definitions of r2 and f
+ in (1) and (4), respectively, it follows that
Ack ∩ {r2(w) > γk} ⊆
{
MaxLoadfSk−1(w) ≥ s− (k − 1)
}
,
Bck ∩ {r2(w) ≤ γk} ⊆
{
φfSk−1(w) ≥ γk
}
.
(26)
Putting together (24), (25) and (26), we have
Ek ∩ Fk ⊆ Ak ∪Bk.
This, together with (23), proves the reduction lemma.
Proof of Proposition 4.1. The proof follows from a multi-round iteration of Lemma 4.2. Re-
call that f j with j ∈ [d], given in (3), is the induced (d−j+1)-thinning strategy. Particularly,
we have f1 = f . We start with γ = ρn, S := [n], and s := s1 = (d − ǫ)ℓ. The goal is to
upper bound P(A), where A := Af
1
is the event defined as per (18). Set w := ⌊w1⌋ with
w1 = γ/s1. Let k1 ∈ {0, · · · , ⌈s1⌉}. Recall our definitions of Sf
1
k1
and Ef
1
k1
, F f
1
k1
in (19) and
(20), respectively. For simplicity, we write S1,k1 = S
f1
k1
, E1,k1 = E
f1
k1
and F1,k1 = F
f1
k1
. The
sequence {γ1,k1}k1∈{0,··· ,⌈s1⌉} is defined as follows
γ1,k1 = n
(
θ1
4e
)k1
,
where θ1 = w1/n. We denote A1,k1 = A
f2
k1
and B1,k1 = B
f1
k1
, which are defined as per (21),
using the fact that f+ = f2. In these notations, the first subscript (also used as the subscript
of k) indicates the first round of allocation (i.e., primary allocation). We apply Lemma 4.2
with aforementioned parameters γ, S, s and {γ1,k1}k1∈{0,··· ,⌈s1⌉} to obtain
P(A) ≤
⌈s1⌉∑
k1=1
P((A1,k1 ∪B1,k1) ∩ Ec1,k1−1). (27)
Lemma 2.3 with θ = θ1 and the set there S = S1,k1−1 yields
P(B1,k1 ∩ Ec1,k1−1) ≤ 2 exp
(
−θ
2
1|S1,k1−1|
2e2
)
≤ 2 exp
(
−θ
2
1γ1,k1−1
2e2
)
,
where the second inequality uses the fact that, under Ec1,k1−1, we have |S1,k1−1| ≥ γ1,k1−1.
This, together with (27), yields
P(A) ≤
⌈s1⌉∑
k1=1
P(A1,k1 ∩ Ec1,k1−1) + 2
⌈s1⌉∑
k1=1
exp
(
−θ
2
1γ1,k1−1
2e2
)
. (28)
Our goal is therefore to upper bound P(A1,k1 ∩ Ec1,k1−1). This will be achieved by estab-
lishing an upper bound for P(A1,k1) analogous to (28), which involves the (d − 2)-thinning
strategy f3 instead of the (d− 1)-thinning strategy f2. We continue this thinning reduction
procedure for (d − 1) rounds until the problem is reduced to the analysis of the 1-thinning
strategy fd, which is a problem of deterministic computation.
9
Firstly, we inductively define some notations analogous to those we used to obtain (28).
For i ∈ [d], we define
si = si−1 − (ki−1 − 1),
wi = γi−1,ki−1/si,
(29)
where ki−1 ∈ {0, 1, · · · , ⌈si−1⌉}, and the sequence {γi,ki}ki∈{0,··· ,⌈si⌉} is defined as follows
γi,ki = γi−1,ki−1
(
θi
4e
)ki
, (30)
where θi = wi/n. For i ∈ [d − 1], we write Si,ki = Sfiki , and Ei,ki = E
f i
ki
, Fi,ki = F
f i
ki
, and
Ai,ki = A
f i+1
ki
, Bi,ki = B
f i
ki
, which are defined in (19), (20) and (21), respectively, with f := f i
and S := Si−1,ki−1−1. Here, Ai,ki is the event that the maximum load over Si,ki−1 = S
f i
ki−1
of
allocating ⌊γi,ki⌋ balls into n bins using the (d − i)-thinning strategy f i+1 is below si+1. To
keep consistency, we formally set s0 = (d− ǫ)ℓ, k0 = 1, γ0,1 = ρn, S0,0 = [n] and A0,1 = A.
We state the general step of the recursion as follows. In the i-th step, our task is to
upper bound P(Ai−1,ki−1). Analogous to (27), we apply Lemma 4.2 with the parameters
γ = ⌊γi−1,ki−1⌋, S = Si−1,ki−1−1, s = si and {γi,ki}ki∈{0,··· ,⌈si⌉} to obtain
P(Ai−1,ki−1) ≤
⌈si⌉∑
ki=1
P((Ai,ki ∪Bi,ki) ∩ Eci,ki−1).
Lemma 2.3 with θ = θi and the set there S = Si,ki−1 yields
P(Bi,ki ∩ Eci,ki−1) ≤ 2 exp
(
−θ
2
i |Si,ki−1|
2e2
)
≤ 2 exp
(
−θ
2
i γi,ki−1
2e2
)
,
where the second inequality again uses the fact that, under Eci,ki−1, we have |Si,ki−1| ≥ γi,ki−1.
Analogous to (28), we have
P(Ai−1,ki−1) ≤
⌈si⌉∑
ki=1
P(Ai,ki ∩ Eci,ki−1) + 2
⌈si⌉∑
ki=1
exp
(
−θ
2
i γi,ki−1
2e2
)
. (31)
Putting together (28) and (31), we obtain
P(A) ≤
⌈s1⌉∑
k1=1
· · ·
⌈sd−1⌉∑
kd−1=1
P(Ad−1,kd−1 ∩ Ecd−1,kd−1−1) + 2
d−1∑
i=1
⌈s1⌉∑
k1=1
· · ·
⌈si⌉∑
ki=1
exp
(
−θ
2
i γi,ki−1
2e2
)
.
(32)
We conclude the proof with the estimate of the right-hand side of (32). Firstly, we
establish lower bounds for θi and γi,ki . Recall that γ0,1 = ρn, θi = wi/n, wi = γi−1,ki−1/si
and si = (d− ǫ)ℓ−
∑i−1
j=0(kj −1). For i ∈ [d−1], we iterate equations (29) and (30) to obtain
γi,ki = n
i∏
j=1
(
θj
4e
)kj
, (33)
θi+1 =
1
si+1
i∏
j=1
(
θj
4e
)kj
. (34)
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Denote ρ˜ = min{1, ρ}. Towards obtaining a lower bound for θi, we iterate (34) to obtain
θ1
4e
=
ρ
4e(d− ǫ)ℓ >
ρ˜
4edℓ
,
θ2
4e
>
1
4e(d− ǫ)ℓ
(
ρ
4e(d − ǫ)ℓ
)k1
>
(
ρ˜
4edℓ
)k1+1
,
and repeat this process with the simple fact si+1 < (d − ǫ)ℓ (see (29)) to inductively verify
that for i ≥ 2 we have
θi+1
4e
>
(
1
4e(d − ǫ)ℓ
)∏i
j=2(kj+1)
(
ρ
4e(d − ǫ)ℓ
)k1 ∏ij=2(kj+1)
>
(
ρ˜
4edℓ
)∏i
j=1(kj+1)
.
Hence, for any i ∈ [d− 1], we have
θi+1
4e
>
(
ρ˜
4edℓ
)∏i
j=1(kj+1)
, (35)
γi,ki > n
(
ρ˜
4edℓ
)∏i
j=1(kj+2)
, (36)
where (36) follows from plugging (35) into (33).
Next, we upper bound each term of the right-hand side of (32). We begin with the easier
2nd term.
The 2nd term of (32). Notice that θi and γi,ki are decreasing in both i and ki. Using
the lower bounds (35) and (36), we have
d−1∑
i=1
⌈s1⌉∑
k1=1
· · ·
⌈si⌉∑
ki=1
exp
(
−θ
2
i γi,ki−1
2e2
)
< d(dl)d−1 exp
(
−θ
2
d−1γd−1,kd−1−1
2e2
)
< d(dℓ)d−1 exp
(
−8n
(
ρ˜
4edℓ
)3∏d−1j=1 (kj+2))
< d(dℓ)d−1 exp

−8n( ρ˜
4edℓ
)3( d−ǫd−1 ℓ+3)d−1
< d(dℓ)d−1 exp
(
−8n
(
ρ˜
4edℓ
)3(2ℓ+3)d−1)
= e−n
1−o(1)
. (37)
In the 3rd inequality, we use the inequality of arithmetic and geometric means, and the fact
that
∑d−1
j=1(kj +2) ≤ (d− ǫ)ℓ+3(d− 1), which follows from sd = (d− ǫ)ℓ−
∑d−1
j=0(kj − 1) > 0.
Observe that the quantity inside the exponential function is of order nℓ−ℓ
d−1
and the fact
that n ≥ ℓℓd as stated in (10). Hence, the last identity holds for sufficiently large n depending
on d and ρ but not ǫ.
The 1st term of (32). Notice that Ad−1,kd−1 is the event that the maximum load over
Sd−1,kd−1−1 after throwing ⌊γd−1,kd−1⌋ balls into n bins without retry (i.e., 1-thinning) is less
than sd. Apply Lemma 2.2 with θ = γd−1,kd−1/n and S = Sd−1,kd−1−1 to obtain
P(Ad−1,kd−1 ∩ Ecd−1,kd−1−1) ≤ 2 exp
(
−
(γd−1,kd−1
n
)sd γd−1,kd−1−1
esd!
)
,
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where we use the fact that, under Ecd−1,kd−1−1, we have |Sd−1,kd−1−1| ≥ γd−1,kd−1−1. Using
(36) and the fact that γd−1,kd−1 < γd−1,kd−1−1, we have
(γd−1,kd−1
n
)sd γd−1,kd−1−1
esd!
>
n
esd!
(
ρ˜
4edℓ
)(sd+1)∏d−1j=1 (kj+2)
. (38)
Using sd = (d−ǫ)ℓ−
∑d−1
j=0(kj−1) > 0 again, we have (sd+1)+
∑d−1
j=1(kj+2) ≤ (d−ǫ)ℓ+3d−2.
Apply the inequality of arithmetic and geometric means to the exponent of the right-hand
side of (38) to obtain
(sd + 1)
d−1∏
j=1
(kj + 2) ≤
((
1− ǫ
d
)
ℓ+
3d− 2
d
)d
<
(
1− 2ǫ
3d
)
ℓd,
where the 2nd inequality holds when ǫ > 9d/ℓ = Θ
(
(log log n/ log n)−1/d
)
. Combining with
the fact that esd! < (dℓ)
dℓ, we have
(γd−1,kd−1+1
n
)sd γd−1,kd−1
esd!
>
n
(dℓ)dℓ
(
ρ˜
4edℓ
)−(1−2ǫ/3d)ℓd
> nℓ−(1−ǫ/2d)ℓ
d
,
where the 2nd inequality holds when ǫ > 7d(log(4ed) − log ρ˜)/ log ℓ = Θ(1/ log log n). For
such n, we obtain
⌈s1⌉∑
k1=1
· · ·
⌈sd−1⌉∑
kd−1=1
P(Ad−1,kd−1 ∩Ecd−1,kd−1−1) ≤ (dℓ)d−1 exp
(
−nℓ−(1−ǫ/2d)ℓd
)
< (dℓ)d−1 exp
(
−nǫ/2d
)
< exp
(
−nǫ/3d
)
. (39)
In the second inequality, we use the fact that n ≥ ℓℓd as stated in (10). The last inequality
holds when ǫ > 6d(log d+ log log(dℓ))/ log n = Θ(log log log n/ log n).
The proposition follows from (32), (37) and (39).
Remark 2. Similar to Proposition 3.1, the parameter ǫ in Proposition 4.1 is also allowed
to depend on n and Proposition 4.1 is valid as long as ǫ > C/ log log n for an appropriate
absolute constant C. With this choice of ǫ, the lower bound in Theorem 1.1 is an immediate
consequence of Proposition 4.1.
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