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Abstract
Affective destination images have received considerable attention from tourism marketing researchers
as evidence suggests that affective components in destination images affect tourists’ emotional
responses, which in turn influence their behavioural intentions toward the destination. Therefore,
tourism practitioners seek solutions to influence the emotional effects of affective destination images for
B2C communication. This paper presents a design science research project to develop an AI system to
assist practitioners in generating affective destination images that potentially trigger the desired
emotional responses of tourists. By leveraging knowledge and techniques from NeuroIS, this paper also
proposes a framework of scientific experiments to assess how the generated affective destination images
by the AI system affect tourists’ emotional experiences.
Keywords Emotion AI, machine learning, design science research, NeuroIS, tourism destination image
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1 Introduction
Travel agencies have been spending significantly on mass media advertising to attract tourists and
maximise their market share (Huete Alcocer and López Ruiz 2020). Tourism marketing researchers
demonstrated that content in an advertisement significantly influences the behavioural intentions and
decision-making processes of tourists toward a destination (Walters et al. 2012). Researchers
demonstrated that the affective component is a critical factor in destination decision (Tucker 2009).
Bastiaansen et al. (2020) conclude that destination marketing in tourism aims to enhance the affective
component of the destination image, which in turn affects the destination decision of tourists. Thus, an
appropriate emotion measurement in tourism marketing research and a system capable of generating
affective marketing materials to influence the emotional responses of tourists toward a destination are
desirable.
The concept of emotional processes is a controversial topic that has been debated for millenniums.
NeuroIS, which is a subfield of Information Systems research emphasising emotion-related phenomena
research using tools and techniques from neuroscience, has a better opportunity to clarify the concept
as it is a young and open-minded multi-discipline allowing new and innovative concepts to change old
and rigid constructs in other established and conservative fields (vom Brocke et al. 2020). Based on the
neuroscience theories and techniques, NeuroIS offers knowledge of the complex interplay between
information system (IS) development, user's emotional responses, decision-making processes and
behavioural intentions (Dimoka et al. 2011). NeuroIS researchers also study the impacts of images on
emotions and behaviours, as well as provide a theoretical framework to understand and measure
emotions in B2C communication (Gregor et al. 2014). However, while human emotion recognition and
emotion analysis in communication media are well-studied in IS (Abbasi and Chen 2008), there is
limited IS research into generating affective images to influence the consumer's emotions and
behavioural intentions. Therefore, this study undertakes the challenge of developing a novel conceptual
framework of an AI system to automate the generation of affective images that trigger desired emotional
responses and behavioural intentions of consumers for B2C communication in the context of tourism
destination marketing.
The study will make significant theoretical and practical contributions to IS. From the theoretical
perspective, it proposes a novel conceptual framework of sentiment synthesis in visual communication
by integrating AI techniques and NeuroIS concepts. As a co-product of the framework, an AI system will
be developed to automate the generation of affective images to trigger desired emotional responses and
behavioural intentions of consumers. From a practical perspective, the study proposes a design process
including a sophisticated architecture and rigorous evaluation of artefacts associated with emotional
content in B2C communication for tourism destination marketing.

2 Literature Review
2.1 Visual Sentiment Analysis
Visual sentiment analysis is a relatively new research area that aims to classify images based on the
invoked emotion. Based on the correlation between the textual metadata of the image and the visual
content, Siersdorfer et al. (2010) classified images into ‘positive’ and ‘negative’ sentiments. Visual
features can be classified into three levels of semantics (Ortis et al. 2020), which are: (1) Low-level
feature: colours, textures, brightness, contrast; (2) Mid-level features: the principle of art theories,
presented object, aesthetic features, textual metadata; (3) High-level features: the content, presented
facial expression, latent correlation among visual, textual and sentiment views.
In contrast to the earlier works based on image features, She et al. (2020) applied Convolutional Neural
Networks (CNN) and transfer learning techniques for visual sentiment analysis using only images to
determine which emotion they will evoke. Outcome of visual sentiment analysis can be presented in
either a limited number of classification classes or values in a 2-dimensional space. For classification,
researchers have considered binary classification that labels emotion as either positive or negative class
(You et al. 2015). A multiclass classification that classifies emotion into one of three or more classes has
also been considered. Xu et al. (2014) classified emotion into five polarities levels, while Peng et al.
(2015) and You et al. (2016) classified emotion into seven and eight categories of emotion respectively.
However, the classification method only allows emotion to be classified into a few emotional states. On
the other hand, Kim et al. (2017) suggested representing emotion using the valence and arousal
dimensional model. Valence represents the pleasure state while arousal represents the excitement state
in the 2-dimensional space. The literature review demonstrates the lack of agreement on the standard
of input (features) or output of visual sentiment analysis.
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2.2 Visual Sentiment Synthesis
Visual sentiment synthesis refers to the generation of affective images, in other words, to generate
images including emotional content that may trigger specific emotional responses from viewers.
Through a search of the literature, only three studies examine visual sentiment synthesis that do not
include humans as an object in images. Alvarez-Melis and Amores (2017) propose a model to generate
emotional art photos using conditional GAN. Park and Lee (2021) propose a framework to generate
emotional landscape images by modifying the GAN model to include an emotional residual unit (ERU)
and optimise an affective feature matching loss. The authors use valence and arousal to represent
emotion instead of emotional categories in the study by Alvarez-Melis and Amores (2017). Goetschalckx
et al. (2019) demonstrate the capability of GAN in generating images with desired cognitive
characteristics of images such as memorability, aesthetics and valence level of emotion. The proposed
model allows users to increase or decrease their cognitive characteristics while generating images.
Another approach to evoke different emotions from images that can use the images supplied by the users
is style transfer and colour transfer. Style transfer and colour transfer aim to transfer the style and colour
of a style-reference image to the input image (Gatys et al. 2016). He et al. (2015) proposed a colour
transfer framework based on colour combinations and a predefined colour emotion model. However,
the predefined colour emotion model assigned colour weight using the Gaussian component, which
might not correctly detect a significant colour to the human visual system. Kim et al. (2022) presented
a photorealistic style transfer technique that allows the user to control which style to transfer to an input
image using a reference image.

3 Research Methodology
This paper adopted a design science research methodology that focuses on creating and evaluating IT
artifacts to solve related information issues in organisations, ensures research controls over the requisite
technology development and participant feedback in the evaluation process (Hevner 2007). Figure 1
(Hevner, 2007, p. 88) presented the adopted design science research cycles of the paper.

Figure 1 Design science research Cycles (Adapted from Hevner, 2007, p. 88)

3.1 Relevance Cycle
Explicating problem and defining requirements: During the initial phase of DSRM, the realworld problems from tourism marketing and requirements to develop an artefact to address the problem
are defined. The problems experienced by tourism marketing researchers and practitioners have been
identified in Section 2.1, in which tourism marketers have been seeking a system to support the
development of affective destination images to increase advertising effectiveness. After addressing the
problems, an artefact to solve the problem is identified, and requirements to develop the artefact are
outlined. An AI system capable of generating affective destination images is identified as the artefact for
this paper by comparing the results against related works (e.g., Kim et al. 2017). The functional
requirements for the artefact, which are to detect emotion in images and to automatically generate
affective tourism destination images, are elicited through research literature. Subsequently, the
identified problems and the addressed requirements are verified by tourism marketing practitioners
using informed arguments as proposed by Venable et al. (2012).
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Evaluation: After the artefact is developed, field testing will be undertaken by tourism marketing
practitioners. The main goal of field testing is to determine how the developed artefact solves the
problem. In particular, how the designed artefact supports the practitioners in generating affective
destination images. Results of field testing determine if an additional iteration of the cycle is required.
A new iteration will start with the requirements derived from the field testing.

3.2 Rigour Cycle
Grounding theories and methods: To ensure rigorous results from DSRM, it is necessary to relate
all the activities and cycles in DSRM to the existing knowledge base. Relevant knowledge including
theoretical foundations and conceptual models from tourism marketing, NeuroIS, AI and Emotion AI
research areas has been reviewed and applied to inform the relevance and design cycles to develop and
evaluate an AI system capable of generating affective destination images for the development of tourism
marketing material.
Contribution to knowledge: This paper provides theoretical and practical contributions to
knowledge. Based on the design science research contribution types through activities of DSRM
proposed by Gregor and Hevner (2013), this paper offers three levels of contributions: (1) Instantiation:
AI system capable of visual sentiment synthesis to influence emotional response in tourism; (2) Design
Theory: Design guideline of AI system capable of generating affective destination image; (3) Theoretical
Construct: a conceptual framework to enhance B2C communication in tourism marketing by generating
affective destination image to trigger specific emotional responses of tourists.

3.3 Design Cycle
3.3.1 AI System Development
Data collection: The study uses existing emotional image databases with emotion labels (i.e., emotion
categories; valence and arousal values). Through preliminary experiments, most images in the collected
data contain objects such as people, animals or vehicles. For developing an AI model to generate affective
landscape images, we exclude images containing objects that significantly affect emotional responses.
We aim to have an even distribution of emotion values in the final dataset.
Data labelling using visual sentiment analysis: The valence and arousal values of the collected
image are obtained using the emotion predictor model trained by Kim et al. (2017).
Visual sentiment synthesis model development: The current study aims to explore different
emotion theories while generating affective landscape images. Two deep learning models based on
generative adversarial networks (GAN) (Goodfellow et al. 2014) will be developed. The first generative
model follows the approach by Alvarez-Melis and Amores (2017) to generate affective landscape images
labelled with categorical emotion states (e.g., happiness, sadness or anger). The second generative model
adopted the techniques proposed by Park and Lee (2021), which embedded emotional residual unit
(ERU) to improve the performance of the GAN model while training with affective images. As results
from the generative models are in 128x128 pixel resolution due to computational power limitation, the
Super-Resolution model (Ledig et al. 2017) is used for upscaling the images to 512x512 pixel resolution,
which is more suitable for viewing on a large screen in the evaluation process. A style transfer model
based on Kim et al. (2022) is also developed to transfer the style of a style-reference image to the input.
Outputs from GAN models and style transfer will be compared to determine an appropriate approach
for tourism marketing practitioners.

3.3.2 AI System Evaluation
Participants: For the evaluation in the design cycle, approximately 45 healthy participants aged over
18 and located in Melbourne, Australia will be recruited for the study. The number of participants is
approximately equal to the number of participants in studies that involved physiological measurements
of emotion in tourism (e.g. Li et al. 2018 - 38 participants).
Measures: The generated materials (referred to as stimuli in psychological research) will be evaluated
in B2C communication, in which participants will view the generated stimuli while their physiological
states are recorded to determine their emotional responses. The emotion measures approach follows the
nomological networks proposed by Gregor et al. (2014). Objective emotional responses are captured
using physiological measures, while subjective emotional responses are provided by participants
through self-reports. The cognitive processes (e.g., visual perception, memory and decision-making) and
behavioural intentions (e.g., attitudes toward stimuli and destination, and visit intention) are reported
by participants after viewing the stimuli. The collected data such as subjective and objective emotional
responses, self-reports of cognitive processes and behavioural intention are analysed (see Figure 2).
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Figure 2 Design science research activities of this study

4 Current progress
We have identified the problem and motivation and defined requirements for this research. More than
20 image datasets with emotion labelled by emotion categories and dimensional emotion space have
been collected. In the initial phase, we experimented with the GAN models to generate affective images.
However, the generated affective destination image is not appropriate to use in the marketing materials
(see images on the left in Figure 3) as tourists (or consumers in general) require a realistic image of a
product or service that they are deciding to buy/use. We also experimented with visual sentiment
analysis (or emotion detection) using only emotion category labels, yet, the method did not provide a
required level of emotion granularity for analysis. Thus, we have moved on to another design cycle.

Figure 3 Sample results of GAN from Park and Lee (2021) vs. Style Transfer. Valence represents the
pleasure state while arousal represents the excitement state in the 2-dimensional space
For the current design cycle, we are experimenting with style transfer and visual sentiment analysis
using dimensional space as a preferred emotional model. First, a style transfer model was developed to
transfer the style of a style-reference image to the input. In the right-hand side of Figure 3, the look and
feel of the images from the second column (style) were transferred to the images from the first column
(input) to generate the images in the last column (output). Next, an emotion detection model outputting
the detected emotion from the image was implemented. The output from the model is emotion
represented in 2-dimensional space (valence and arousal). The implemented emotion detection from
this paper outperformed the emotion detection by Kim (2017) in terms of the Mean Absolute Error
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(MAE) metric. Given the extracted emotional values from the input, style-reference and output images,
we are analysing the result to determine which style image is appropriate for which input image and vice
versa to generate the optimal image capable of evoking emotional responses of tourists.

5 Discussion and Next Steps
This paper aims to explore the capability of AI in generating affective destination images to influence
tourists’ emotional responses and scientifically evaluate the emotional responses using knowledge, tools
and techniques from NeuroIS. We have experimented with different techniques of visual sentiment
analysis and visual sentiment synthesis. The next steps include the evaluation of the designed artefact
outlined in section 3.3.2. If the artifact satisfies the functional requirements, field testing will be
undertaken by tourism marketing practitioners. The main goal of field testing is to determine how the
developed artefact solves the problem identified in Section 3.1.
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