In studying geographic disease distributions, one normally compares rates of arbitrarily defined geographic subareas (e.g. census tracts), thereby sacrificing the geographic detail of the original data. The sparser the data, the larger the subareas must be in order to calculate stable rates. This dilemma is avoided with the technique of Density Equalizing Map Projections (DEMP). Boundaries of geographic subregions are adjusted to q u a k e population density over the entire study area. Case locations plotted on the &formed map should have a uniform distribution if the underlying disease rates are constant. The density equalized map portrays both individual cases and rates, and can be understood by untrained observers. Simple statistical techniques can be used to test the uniformity of the transformed map.
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USE OF DENSITY EQUALIZING MAP PROJECTIONS (DEMP)
IN THE ANALYSIS OF CHILDHOOD CANCER IN FOUR CALIFORNIA COUNTIES
SUMMARY
In studying geographic disease distributions, one normally compares rates of arbitrarily defined geographic subareas (e.g. census tracts), thereby sacrificing the geographic detail of the original data. The sparser the data, the larger the subareas must be in order to calculate stable rates. This dilemma is avoided with the technique of Density Equalizing Map Projections (DEMP) . Boundaries of geographic subregions are adjusted to q u a k e population density over the entire study area. Case locations plotted on the &formed map should have a uniform distribution if the underlying disease rates are constant. The density equalized map portrays both individual cases and rates, and can be understood by untrained observers. Simple statistical techniques can be used to test the uniformity of the transformed map.
The present report describes the application of the D E W technique to a sizeable "real-world" data set: 401 childhood cancer cases occurring between 1980 and 1988 in four California counties. In an earlier analysis of the same data, the California Department of Health Services (DHS) calculated rates for 101 communities and found no significant geographic variability -
The DHS 1980-88 population estimates are no longer available, so in the present analysis 1980 Census data were used; the geographic units were 262 census tracts. A k'th nearest neighbor analysis, co~ected for boundary effects and for within-tract variability, provides strong evidence for geographic non-uniformity in tract rates @ < lo4). No such effect is observed for artificial cases generated under the assumption of constant rates. Pending reanalysis with 1980-88 population estimates, no epidemiologic conclusions can be drawn at this time. Unnecessary geographic detail was removed and the 262 tracts were subdivided into 1212 triangles. The resulting tract boundaries (solid), triangle boundaries (dotted), and 401 case locations are shown in Figure 1 . Target populations were assigned to each of the 1212 triangles, assuming population density within each tract to be uniform. The triangles were converted to hexagons by subdividing each triangle face; then the 1212 hexagons were density equalized in ten equal steps (i.e., with step sizes equal to 1/10, 1/9, ... 1/2, Ul). Figure 2 shows the tract boundaries (solid), the hexagon boundaries (dotted), and the locations of the 401 cases after density equalization. The same transformation was applied to artificial cases which were generated assuming equal risk. The artificial cases are uniformly distributed on the density equalized map, proving that the DEMP transformation does not introduce artificial clustering.' The same transformation was also applied to 401 points plotted at random in the same tracts, respectively, as the real cases. This was necessary for statistical analysis: geographic detail below the tract level must be removed fkom the case data, to correspond to the tract level population and map data. To equalize population density within tracts would require population data and map files with greater geographic detail. 
VISUAL ANALYSIS
The density equalized map, with internal boundaries removed, is shown in Figure 3 . Each case is randomly plotted at a random location in its own tract. Figure 3 portrays visually not only the individual cases but also the variation of rates. With the aid of the legend box one can roughly assess the statistical significance of dense or sparse regions. For example, just below the center of the map, seven or eight cases occur in a small region having one-fif3h the area of the legend box; Le. where only one case is expected. To the northeast, only two cases occur in a broad region where about ten are expected.
The sensitivity of this visual technique (but not its statistical significance) can be enhanced by plotting each case at more than one random location within its tract. In Figure 4 each case is plotted 20 times; the number of observed cases in any region is 1/20 the number of points. Expected cases are estimated as in Figure 3 . In Figure 4 , a larger number of dense and sparse regions are evident, including some snakelike regions corresponding to sparsely populated rural tracts. The prominent empty regions are areas where no cases were observed; most of these are not significant because their areas are small, corresponding to only a few cases expected.
STATISTICAL ANALYSIS
To test the hypothesis of spatial randomness, simple statistical techniques can be applied to the density equalized map. We illustrate with a kth nearest neighbor analysis, which is a generalization of a nearest neighbor analysis presented earlier . I
K'th Nearest Neighbor Analysis
On the density equalized map, each of the n (= 401) cases has a nearest neighbor distance which is the distance to the nearest of all the n-1 other cases. To test for spatial randomness among the n cases, we calculate the mean nearest neighbor distance dl, which is the average of these n distances. In the k'th nearest neighbor analysis we consider not only the distance d, to the nearest neighbor (k= l), but also the distance d2 to the next nearest (k=2), and 4 for all values of k up to n-1. The different values of k are not independent tests, but different choices of a variable parameter. The analysis is sensitive to either small-area or large-area effects, depending on the value of k. 
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The expected value of dk (and the standard error and all higher moments) can be derived under the assumption that points are spatially distributed at random. The formula for the expected value of dk is given by Cressie.' For comparison with theory it is convenient to make 4 dimensionless; that is, to express dk in units which are equal to the square root of A h , where A is the area of the region containing n cases. With this convention the expected value of dl (for example) is 0.5 for points distributed at random. An observed value of dl less than 0.5 indicates mutual attraction, or clustering; a value greater than 0.5 indicates mutual repulsion, or anti-clustering .
Boundary Bias
For any finte study area, the observed value of dk is biased upward relative to the theoretical value. This occurs because cases near the boundary of the study area have reduced probability of having close nearest neighbors, and so their k'th nearest neighbor distances are biased upward. The boundary bias becomes increasingly important as k increases.
As n increases the bias dk becomes smaller, but so does the standard error of dk. At least for k= 1, it happens that the bias and the standard error of dl have the same functional dependence on n, so that the ratio of the bias to the standard error is independent of n. For the area under investigation, that ratio is approximately 1; for k= 1 and any value of n the bias of dl is equivalent to a one standard deviation effect.'
In testing for spatial randomness among the n cases, it is necessary to correct for the boundary bias. One simple method is to generate artificial random cases outside the boundary of the density equalized map, with the same density as that observed inside. The artificial cases are included as nearest neighbor candidates when calculating dk for the cases inside the boundary. With the external random cases included, k is not limited to n-1 and can be as large as desired provided the extended area is sufficiently large. For very large k (about 2000 in our analysis), the k'th nearest neighbor of every case is a random external point, so no clustering effects are observed for k greater than this value.
In the present analysis, the same DEMP transformation was applied to three separate data sets: (a) 401 artificial case locations randomly generated assuming equal risk (b) the 401 actual case locations (c) the 401 cases plotted at random locations within their respective tracts. For correction of the boundary bias, each data set was augmented (after density equalization) with a set of random points outside the boundary. To reduce the effects of random variation, all three data sets (a), (b) and (c) were replicated 20 times. The random points in all 60 samples were completely independent of each other.
Results
In Figure 5 , as a function of k, we present the ratio of the observed mean dk to the theoretical mean for ( The most interesting finding is that sample (c), for all values of k between 2 and about 200, shows evidence of significant clustering (p < -025). This effect, unlike that in (b), is due entirely to observed rate differences among different tracts. The effect is most marked for k between 20 and 100, where the evidence for non-Uniformity of tract rates is about 4 standard deviations (p < 10'4). for non-uniformity of tract rates of childhood cancer. However, the observed effects may be entirely due to biases in the input data. The use of 1980 population data in conjunction with 1980-1988 case data is a serious defect that must be remedied before epidemiologic conclusions can be discussed. It is very likely that different tracts experienced different rates of population growth, which would dramatically affect the results presented here.
In addition, confounding bias can result from differential Census undercount of certain social groups (e.g. Hispanics or migrant workers) coupled with non-uniform geographic distribution of those groups. To some extent this can be checked by stratifying the analysis on those social characteristics.
Finally, purely random errors in either the cases or population or both can produce statistically significant effects. Evidence of geographic nonuniformity of rates, however statistically significant, is not meaningful unless a systematic pattern is detectedand unless all sources of bias can be ruled out.
The caveats just stated concern the validity not of the DEMP methodology but rather of the input data. These caveats would apply equally to any analysis of the same data.
CONCLUSIONS
A major accomplishment described in this report is the successful density equalization (in Figure 2 ) of the complex and highly non-uniform map in Figure 1 . Analysis of artificially generated cases showed that significant biases were not introduced.' Figure 3 portrays individual cases and rates in a single display that can be understood by untrained observers. In Figures 3 and 4 , "hot spots" can be identified and their statistical significance estimated.
Various simple statistical techniques cau be applied to density equalized maps. The mean k'th nearest neighbor distance provides a sensitive and unbiased measure of overall non-uniformity of rates, provided one corrects for boundary effects and for non-uniform population distribution within individual tracts. Figure 5 presents evidence of geographic nonuniformity of tract rates, with statistical significance equivalent to four standard deviations (p < 10"). However, no epidemiologic conclusions can be drawn at this time due to deficiencies in the population data that were used. 2. Tracts, hexagons and 401 cases, density equalized. This is the same map as in Figure 1 , after density equalization. prior to density equalization, the 1212 triangles were converted to hexagons by subdividing all triangle faces. The map scale is not true distance, but can be interpreted as "equivalent kilometers" since the maps of Figures 1  and 2 have the same area. Population density is everywhere equal in Figure 2 .
3. Density equalized map, with one point per case. Each case is plotted once at a random location within its own tract. On the average, five cases should occur in any region (of any shape) having area equal to that of the legend box. For example, just below the center of the map, seven or eight cases occur in a small region where about one case is expected. To the northeast, only two cases occur in a brpad region where about ten are expected.
4. Density equalized map, with 20 points per case. Each case is plotted at 20 random locations within its own tract. On the average, five cases (100 points) should occur in any region that has area equal to the legend box. The statistical significance of Figure 4 is no greater than that of Figure 3 ; however, relatively dense and sparse regions are more easily identified. The empty regions have no observed cases; they are generally not significant because they have small arm, corresponding to only a few cases expected. The thin snakelike patterns are sparsely populated rural areas.
5. The mean k'th nearest neighbor distance, divided by the theoretical value, is plotted as a function of k for the actual case locations (solid line) and for cases plotted at random locations within their respective tracts (dotted h e ) . The 95% confidence interval about the expected value of 1.0 (dashed lines) was calculated from random cases which were generated assuming equal risk. For values of k between 20 and 100, the evidence for non-uniformity of tract rates is about 4 standard deviations (p < lol).
