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Abstract
In this paper we provide an action related to a certain sector of
general relativity where the algebra of Hamiltonian constraints forms
a first class system. This action is a Dirac-consistent stand-alone action
with two physical degrees of freedom per point. In this paper we pro-
vide the steps necessary to transform this new action to and from the
associated sectors of the Ashtekar theory and a certain antecedent of
the pure spin connection formulation by Capovilla, Dell and Jacobson.
1
1 Introduction
The invariance of Einstein’s theory of general relativity (GR) under general
coordinate transformations is explicit at the covariant level of the theory,
where space and time appear on equal footing. In a canonical treatment
one formulates the theory using variables defined on 3-dimensional spatial
hypersurfaces which evolve in time. This almost inevitably introduces a
3+1 splitting of the theory, and one must verify in the end that the original
invariance has been preserved under this splitting. In this paper we will
probe this principle using a theory related to GR, specifically within the
realm of time reparametrizations. Let us consider a general transformation
of coordinates x ∈M , where M is a 4-dimensional spacetime manifold
xµ → x′µ = xµ + ξµ(x). (1)
As shown in [1], the form variation of a field F (x), δ0F (x) = F
′(x) − F (x)
should be clearly distinguished from its total variation, δF (x) ≡ F ′(x′) −
F (x). Form variation and differentiation are commuting operations, and
when x′ − x is infinitesimally small, we get
δF (x) ∼ δ0F (x) + ξµ∂µF (x). (2)
A scalar field ϕ(x) ∈ M is a field which is invariant with respect to trans-
formations (2): ϕ′(x′) = ϕ(x). As a consequence, the form variation of ϕ is
given by transformation law [1]
δ0ϕ(x) = −ξµ∂µϕ(x). (3)
Equation (1) as an infinitesimal general coordinate transformation defines
the following vector field ξ = ξµ∂µ ∈M as realized in (2). The commutator
of any two vector fields ξ, ζ ∈M is given by the Lie bracket[
ξµ∂µ, ζ
ν∂ν
]
=
(
ξµ∂µζ
ν − ζµ∂µξν
)
∂ν , (4)
which defines a Lie algebra of general coordinate transformations.
To approach the question of whether there exists a formulation of GR
where the Lie algebra (4) can be realized at the canonical level, let us per-
form a 3+1 splitting of (4) into purely spatial and temporal vector fields
ξµ = (0, N1, N2, N3) and ξµ = (N, 0, 0, 0) for comparison. This yields the
following algebra[
N i∂i, N
j∂j
]
=
(
M i∂iN
j −N i∂iM j
)
∂j;[
N i∂i, N∂0
]
= (N i∂iN)∂0 − (NN˙ i)∂i[
M∂0, N∂0
]
= (MN˙ −NM˙)∂0. (5)
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The Poisson algebra of hypersurface deformations for general relativity has
been computed by Teitelboim [2]
{ ~H[ ~N ], ~H [ ~M ]} = Hk
[
N i∂kMi −M i∂kNi
]
;
{H(N), ~H [ ~N ]} = H[N i∂iN
]
{H(N),H(M)} = Hi[
(
N∂jM −M∂jN
)
qij], (6)
where Hµ = (H,Hi) are the Hamiltonian and diffeomorphism constraints,
and qij are phase space dependent structure functions. If one could make
the identifications
Hµ ∼ ∂µ −→ H ∼ ∂0; Hi ∼ ∂i, (7)
then there would be an isomorphism between (5) and (6) with respect to
purely spatial diffeomorphisms, which form a subalgebra of (4). However,
equation (5) states that temporal diffeomorphisms should also form a sub-
algebra of (4), which clearly is not the case in (6).
A direct implication of (6) is the nonexistence of a canonical formulation
of GR, in the full theory, which evolves purely under the dynamics of the
Hamiltonian constraint.1 In this paper we will propose an action IKin, which
is directly related to a certain restricted sector of GR in a sense which we
will make precise. We will show that the temporal part of the algebra (5) is
realized via Poisson brackets on IKin, which is the main result of this paper.
The question of whether IKin is equivalent or not to GR is one which we
will not address in this paper. Rather, we will show that IKin is a theory
with 2 degrees of freedom per point on its reduced phase space, which is
directly transformable into certain subspaces of the original theory of GR
in ways which we will clearly demonstrate.
The title of this paper refers to a ‘reduced’ 4-dimensional GR theory,
which is presented as IKin. We will like to clarify that we have not shown
in this paper that IKin follows from full GR in the sense of a reduced
phase space procedure, which involves solving constraints and gauge-fixing.
Rather, we will present IKin as a restriction by hand from full GR to a
certain subspace upon which our analysis will be carried out. It will become
clear that the action IKin is still a stand-alone action irrespective of the
issue of its precise relation GR.2 The organization of this paper is as follows.
Sections 2 and 3 present the action IKin as the starting point, which is a
totally constrained system with a single constraint which we have named a
1Another way to state this is that the Hamiltonian constraint H does not form a first
class system. This is because the Poisson bracket of two Hamiltonian constraints yields
a diffeomorphism constraint. So (6) suggests that to be consistent, the diffeomorphism
constraint Hi must be part of the theory in addition to the Hamiltonian constraint H .
2So while we will not claim here that IKin is the actual reduced phase space for gravity,
we will present it as motivation for the prospect that such a formulation for GR, where
this or something similar might perhaps be realizable, cannot be ruled out.
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Hamiltonian constraint. We carry out the Dirac procedure for constrained
systems, showing that IKin is Dirac consistent at the classical level, and with
a physical phase space having two degrees of freedom per point. Sections
4 and 5 present the transformations which take IKin to and from certain
sectors of GR, specifically the restriction of full general relativity to the di-
agonal subspace of the Ashtekar and other variables and with no Gauss’ law
and diffeomorphism constraint. Our main result will be to show that this is
still consistent, even if it turns out to be the case that IKin is not equivalent
to GR. Section 6 is a short discussion and conclusion of our results. In Ap-
pendix A, we derive the set of configurations exhibiting the same features
as IKin as we have presented in this paper.
On a final note regarding index conventions for this paper, lowercase
symbols a, b, c, . . . from the beginning part of the Latin alphabet signify
internal SO(3,C) indices, while those from the middle i, j, k, . . . are spatial
indices. Both sets of indices will take values 1, 2 and 3. Greeek indices µ, ν
will denote spacetime indices, which take values 0, 1, 2 and 3.
2 The starting action
Consider the phase space ΩKin = (ΓKin, PKin) of a system with configura-
tion and momentum space variables ΓKin = (X,Y, T ) and PKin = (Π1,Π2,Π)
defined on a 4-dimensional spacetime manifold of topology M = Σ × R,
where Σ is a 3-dimensional spatial hypersurface with R as the time direc-
tion. The variables are in general complex, and the configuration space
variables take on the ranges −∞ < |X|, |Y |, |T | < ∞. The following mass
dimensions have been assigned to the variables
[Π1] = [Π2] = [Π] = 1; [X] = [Y ] = [T ] = 0. (8)
From these variables can be constructed the following kinematic phase space
action for a totally constrained system
I = − i
G
∫
dt
∫
Σ
d3x
(
Π1X˙ +Π2Y˙ +ΠT˙
)− iH[N ], (9)
where G is Newton’s gravitational constant. The function H is smeared by
an auxilliary field N , forming a Hamiltonian density H[N ] given by
H[N ] =
∫
Σ
d3xNUe−T/2Φ (10)
where the quantities in (10) are defined as follows. First we have Φ, given
by
Φ =
√
Π(Π + Π1)(Π + Π2)
[(
k + eT
( 1
Π
+
1
Π + Π1
+
1
Π + Π2
)]
(11)
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where k = Λ
a3
0
is a numerical constant.3 There are no spatial derivatives in
any of the quantities in (11), and all spatial derivatives in the theory (9) are
confined to the quantity U in (10), given by
U =
[
1 + e−T
(
(∂2Z)(∂3X)(∂1Y )− (∂3Y )(∂1Z)(∂2X)
)
+e−2X(∂1Y )(∂1Z) + e
−2Y (∂2Z)(∂2X) + e
−2Z(∂3X)(∂3Y )
]1/2
(12)
with Z = T −X − Y . We have defined
∂1 =
∂
∂y1
; ∂2 =
∂
∂y2
; ∂3 =
∂
∂y3
, (13)
where y1, y1 and y3 are dimensionless spatial coordinates in 3-space Σ.
The canonical structure of (9) yields the following Poisson brackets
amongst fundamental phase space variables
{X(x, t),Π1(y, t)} = {Y (x, t),Π2(y, t)} = {T (x, t),Π(y, t)} = −iGδ(3)(x, y),(14)
with all other brackets vanishing. Note that this induces the following canon-
ical Poisson bracket between any two phase space function f, g ∈ C∞(ΩKin)
{f, g} =
∫
Σ
d3x
[ δf
δΠ1
δg
δX
− δg
δΠ1
δf
δX
+
δf
δΠ2
δg
δY
− δg
δΠ2
δf
δY
+
δf
δΠ
δg
δT
− δg
δΠ
δf
δT
]
.(15)
Since the Hamiltonian of (9) consists purely of a constraint proportional
to Φ, then it is appropriate to proceed with the Dirac analysis for totally
constrained systems [3].
The velocity N˙ does not appear in the starting action (9), which implies
as a primary constraint the vanishing of its conjugate momentum ΠN
ΠN =
δI
δN˙
= 0. (16)
As a consistency condition we must require that ΠN be preserved in time,
which leads to the secondary constraint
Π˙N =
δI
δN
= H = Ue−T/2Φ = 0. (17)
We must then check for the preservation of (17) in time, which is the same
as checking for closure of the algebra of Hamiltonian (10) under Poisson
brackets (15).
3We will identify Λ as the cosmological constant, and a0 is a numerical constant of
mass dimension [a0] = 1.
4
3 Poisson algebra of the Hamiltonian constraint
We will now compute the Poisson algebra of two Hamiltonians. There exist
phase space functions qI = qI(ΩKin) such that the functional derivatives of
(10) with respect to momentum space variables are weakly of the form
δH[N ]
δΠ1
∼ Nq1; δH[N ]
δΠ2
∼ Nq2; δH[N ]
δΠ
∼ Nq3 (18)
where we have defined
q1 = −UeT/2
√
Π(Π + Π1)(Π + Π2)
( 1
Π + Π1
)2
q2 = −UeT/2
√
Π(Π + Π1)(Π + Π2)
( 1
Π + Π2
)2
;
q3 = −UeT/2
√
Π(Π + Π1)(Π +Π2)
[( 1
Π
)2
+
( 1
Π + Π1
)2
+
( 1
Π + Π2
)2]
.(19)
For the configuration space the relevant contributions will arise from inte-
gration of U by parts, which transfers the spatial gradients away from the
variables whose functional derivatives are being evaluated. For functional
derivatives with respect to the ‘coordinate’ X we have that
−δH[M ]
δX
= ∂i(η
i
1MΦ) +
1
U
MeT/2Φ
(
−e−2X(∂1Y )(∂1Z) + e−2Z(∂3X)(∂3Y )
)
,(20)
where the following quantities have been defined
η11 =
1
2U
eT/2
(
−e−2X(∂1Y ) + e−T (∂2X)(∂3Y )
)
;
η21 =
1
2U
eT/2
(
e−2Y ∂2(Z −X)− e−T
(
(∂3X)(∂1Y ) + (∂3Y )(∂1Z)
))
η31 =
1
2U
eT/2
(
e−2Z(∂3Y ) + e
−T (∂1Y )(∂2Z)
)
. (21)
For functional derivatives with respect to the ‘coordinate’ Y we have
−δH[M ]
δY
= ∂i(η
i
1MΦ) +
1
U
MeT/2Φ
(
−e−2Y (∂2Z)(∂2X) + e−2Z(∂3X)(∂3Y )
)
,(22)
where the following quantities have been defined
η12 =
1
2U
eT/2
(
e−2X∂1(Z − Y ) + e−T
(
(∂2Z)(∂3X) + (∂2X)(∂3Y )
))
;
η22 =
1
2U
eT/2
(
−e−2Y ((∂2X) + (∂3X)(∂1Y )));
η32 =
1
2U
eT/2
(
e−2Z(∂3X)− e−T (∂1Z)(∂2X)
)
. (23)
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For functional derivatives with respect to the ‘coordinate’ T we have
−δH[M ]
δT
= ∂i(η
i
3MΦ)−
1
2U
MeT/2
(
e−T
(
(∂2Z)(∂3X)(∂1Y )
−(∂3Y )(∂1Z)(∂2X)
) − e−2Z(∂3X)(∂3Y ), (24)
where the following quantities have been defined
η13 =
1
2U
(
e−2X(∂1Y )− e−T (∂2X)(∂3Y )
)
;
η23 =
1
2U
(
e−2Y (∂2X) + e
−T (∂3X)(∂!Y )
)
;
η33 = 0. (25)
Let us now compute the individual terms contributing to the Poisson
brackets between two Hamiltonian constraints smeared by auxilliary fields
N and M . Using (18) and (20), (22) and (24) for the contribution due to
(Π1,X) we have ∫
Σ
d3x
( δH[N ]
δΠ1(x)
δH[M ]
δX(x)
− δH[M ]
δΠ1(x)
δH[N ]
δX(x)
)
=
∫
Σ
d3x
(
(Nq1)∂i(η
i
1MΦ)− (Mq1)∂i(ηi1NΦ)
)
=
∫
Σ
d3xq1ηi1
(
N∂iM −M∂iN
)
Φ.(26)
Due to antisymmetry with respect to the difference of scalar functions, the
only nontrivial contributions to (26) are from spatial derivatives acting on
the functions M and N . Similarly for the (Π2, Y ) contribution we have∫
Σ
d3x
( δH[N ]
δΠ2(x)
δH[M ]
δY (x)
− δH[M ]
δΠ2(x)
δH[N ]
δY (x)
)
=
∫
Σ
d3xq2ηi2
(
N∂iM −M∂iN
)
Φ.(27)
For the contribution to Poisson brackets due to (Π, T ) we have∫
Σ
d3x
(δH[N ]
δΠ(x)
δH[M ]
δT (x)
− δH[M ]
δΠ(x)
δH[N ]
δT (x)
)
=
∫
Σ
d3x
(
(Nq3)
(
∂i(η
i
3MΦ) +MC
)− (Mq1)(∂i(ηi3NΦ) +NC))
=
∫
Σ
d3x
(
(Nq3)∂i(η
i
3MΦ)− (Mq3)∂i(ηi3NΦ)
)
+
∫
Σ
d3x
[
(Nq3)MC − (Mq3)NC)
]
.(28)
The second integral on the last line on the right hand side of (28) vanishes,
and the first integral simplifies to∫
Σ
d3xq3ηi3
(
N∂iM −M∂iN
)
Φ. (29)
Combining the results of (29), (27) and (26), we have that
{H[N ],H[M ]} =
∫
Σ
d3xqIηjI(N∂iM −M∂iN)Φ = H[N,M ], (30)
6
namely that the Poisson bracket of two Hamiltonian constraints is a Hamilto-
nian constraint with phase space dependent structure functions. The result
is that the classical Hamiltonian constraints algebra for (9) closes with no
further constraints on the system.
The classical constraints algebra of (9) closes, which implies that ΩKin
constitutes a first class system. A degree-of-freedom counting yields
3 (momentum) + 3 (config.)− 1 (First Class Constraint)
−1 (Gauge − fixing) = 4 phase space D.O.F., (31)
which corresponds to two physical degrees of freedom per point. The first
class constraint is the Hamiltonian constraint H, and gauge-fixing of IKin
to its physical degrees of freedom involves factoring out the gauge orbits
generated by H in conjunction with making a choice of the auxilliary field
N . With two propagating degrees of freedom on its physical phase space,
then we know that (9) is not a topological field theory.
4 Relation of IKin to general relativity
There are at least two ways in which the starting action (9) is related to
general relativity, which we will explain in the remainder of this paper. (i)
The first is the relation of IKin to gravity in the Ashtekar variables (See e.g.
[4], [5] and [6]). The Ashtekar action is given by
IAsh =
∫
dt
∫
Σ
d3x
[
σ˜iaA˙
a
i +A
a
0Diσ˜
i
a
−ǫijkN iσ˜jaBka −
i
2
Nǫijkǫ
abcσ˜iaσ˜
j
b
(Λ
3
σ˜kc +B
k
c
)]
, (32)
where σ˜ia is the densitized triad with N = N(detσ˜)
−1/2 the densitized lapse
function. The configuration space variable Aai is a gauge connection valued
in SO(3,C).The fields N i and Aa0 in (32) are auxilliary fields smearing the
Gauss’ law and the diffeomorphism constraints. Note that the constraints
algebra of two Hamiltonian constraints from (32) is given by [4]
{H[M ],H[N ]} = Hi[qij(M∂iN −N∂iM)], (33)
which has the same form as (6). We will come back to this point later in
this paper.
(ii) The second way is the relation of IKin to a certain action appearing in
[7], which forms an intermediate step in obtaining the pure spin connection
formulation ICDJ from Plebanski’s theory of gravity [8]. This action is
I(2) = −
i
G
∫
dt
∫
Σ
d3x
[1
8
ΨaeF
a
µνF
e
ρσǫ
µνρσ − iη(Λ + trΨ−1)], (34)
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where F aµν = ∂µA
a
ν − ∂νAaµ + fabcAbµAcν is the curvature of a 4-dimensional
SO(3, C) connection Aaµ, and η is a scalar density. We would like to clarify
that (34) is not the final action proposed by Capovilla, Dell and Jacobson in
[7]. The proposed action ICDJ , which we will not display here, was obtained
by elimination of the field Ψae from (34), which we will refer to in this paper
as the ‘CDJ action antecedent’. We will now show that IKin can be seen
as a restriction of (32) in conjunction with (34) to certain sectors of phase
space.
4.1 Relation of IKin to the CDJ action antecedent
Consider the following transformations
Π = a30e
Tλ3; Π + Π1 = a
3
0e
Tλ1; Π + Π2 = a
3
0e
Tλ2 (35)
for the momentum space variables PKin, and
X = ln
(a1
a0
)
; Y = ln
(a2
a0
)
; T = ln
(a1a2a3
a20
)
(36)
for the configuration space variables ΓKin, where a0 is a numerical constant
of mass dimension [a0] = 1. Note that the new coordinates have the ranges
0 < |aa| <∞ for a = 1, 2, 3, which forms a 3-dimensional functional manifold
per point with the origin aa = 0 missing. Let us also make the definitions
x1 =
y1
a0
; x2 =
y2
a0
; x3 =
y3
a0
(37)
with y1, y2 and y3 the dimensionless spatial coordinates in (13), whence
[xi] = −1. Substitution of (36) and (37) into (12) yields
U = (a1a2a3)
−1
[
(a1a2a3)
2 + (∂2a3)(∂3a1)(∂1a2)
−(∂3a2)(∂1a3)(∂2a1) + a2a3(∂1a2)(∂1a3) + a3a1(∂2a3)(∂2a1)
+a1a2(∂3a1)(∂3a2)
]1/2
= (detA)−1(detB)1/2, (38)
from which one recognizes U as the square root of the determinant of the
magnetic field Bia for a diagonal connection A
a
i = diag(a1, a2, a3), with the
leading order term in (detA) factored out. In matrix form this is given by
aai =

 a1 0 00 a2 0
0 0 a3

 ; bia =

 a2a3 −∂3a2 ∂2a3∂3a1 a3a1 −∂1a3
−∂2a1 ∂1a2 a1a2

 .
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Substitution of (35), (36) and(38) into (9) yields
I = − i
G
∫
dt
∫
Σ
d3x
(
λ1a2a3a˙1 + λ2a3a1a˙2 + λ3a1a2a˙3
−iN(detb)1/2
√
λ1λ2λ3
(
Λ+
1
λ1
+
1
λ2
+
1
λ3
)
. (39)
Equation (39) is nothing other than the 3+1 decomposition of (34) with
the Gauss’ law constraint missing, with a phase space restricted to diagonal
variables Aai = diag(a1, a2, a3) and Ψae = diag(λ1, λ2, λ3). Equation (39)
can be seen as the result of choosing Aa0 = 0 at the level of the action (34),
which in certain interpretations corresponds to a gauge-fixing choice. In this
sense the possibility exists that (39), while shown under the guise of (9) to
be a Dirac consistent theory, could conceivably be a different theory from
(34) in actuality.
The action (39) has the peculiar feature that its canonical one form
does not have any spatial derivatives. But there are spatial derivatives
contained in the factor (detb)1/2 in its Hamiltonian, and therefore (39) is
not a minisuperspace theory. The canonical one-form in (39) can be seen as
the restriction to diagonal variables of the object
θ =
∫
Σ
d3xΨaeB
i
eA˙
a
i
∣∣∣∣
diag(Ψ;A)
. (40)
It so happens, since all spatial derivatives from the magnetic field Bia occur in
the off-diagonal matrix positions when A˙ai is diagonal, that the contraction
with a diagonal matrix Ψae = diag(λ1, λ2, λ3) annihilates these derivative
terms. There are six distinct configurations of Aai which exhibit this feature,
and we will refer to these configurations as ‘quantizable configurations’ of
configuration space Γq. The configurations Γq are given by
aai =

 a11 0 00 a22 0
0 0 a33

 ,

 a11 0 00 0 a23
0 a32 0

 ,

 0 a21 0a12 0 0
0 0 a33

 ,

 0 a21 00 0 a32
a13 0 0

 ,

 0 0 a31a12 0 0
0 a23 0

 ,

 0 0 a310 a22 0
a13 0 0

 ∈ Γq,
namely the set of connections aai having three nonvanishing elements, and
with deta 6= 0. The proof of this is provided in Appendix A. Note that the
same Dirac procedure as in sections 2 and 3 can be applied to each of the
six configurations Γq just as for the diagonal one considered. Hence there
are six separate sectors of a theory of IKin which can be studied.
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5 Relation of IKin to the Ashtekar variables
To see the relation of (9) to the Ashtekar variables, let us perform a canonical
analysis at the level of (39). The momenta canonically conjugate to the
(diagonal) connection are given by pa = δIKin/δa˙a, namely
p1 = λ1a2a3; p2 = λ2a3a1; p3 = λ3a1a2. (41)
Let us now substitute (41) into the Hamiltonian density of (39). This yields
H = (detb)1/2
√
λ1λ2λ3
(
Λ +
1
λ1
+
1
λ2
+
1
λ3
)
= (detb)1/2
√
p1p2p3
(a1a2a3)
(
Λ+
a2a3
p1
+
a3a1
p2
+
a1a2
p3
)
= U(p1p2p3)
−1/2
(
Λp1p2p3 + p1p2(a1a2) + p2p3(a2a3) + p3p1(a3a1)
)
, (42)
with U given by (38). Substitution of (41) back into (39) yields the action
I[p, a] =
∫
dt
∫
Σ
d3xpaa˙
a − iNU(detp)−1/2H, (43)
with U as defined as in (38) and with
H = Λp1p2p3 + p1p2(a1a2) + p2p3(a2a3) + p3p1(a3a1). (44)
In the case where the connection Aai is spatially homogeneous, all derivatives
in U vanish and (43) reduces to a diagonal Bianchi I model. But aa = aa(x)
in general contains three degrees of freedom per point, corresponding to three
free functions of position and time. The spatial derivatives ∂ia in general are
nonzero, and therefore (43), as well as (39), are not minisuperspace theories.
The action (32) with the Gauss’ law and diffeomorphism constraints
removed by hand is given by4
I =
∫
dt
∫
Σ
d3x
[
σ˜iaA˙
a
i −
i
2
Nǫijkǫ
abcσ˜iaσ˜
j
b
(Λ
3
σ˜kc +B
k
c
)]
. (45)
Recall that the Poisson bracket between two Hamiltonian constraints is a
diffeomorphism constraint as in (33). Since there is no diffeomorphism con-
straint contained in (45), then this action in its present form cannot be
Dirac consistent in the full theory. But suppose that we restrict (45) to the
subspace of spatially inhomogeneous diagonal variables
σ˜ia =

 p1(x) 0 00 p2(x) 0
0 0 p3(x)

 ; Aai =

 a1(x) 0 00 a2(x) 0
0 0 a3(x)


4The removal of Gauss’ law and the diffeomorphism constraints by hand can in certain
interpretations be seen as a gauge-fixing choice N i = Aa0 = 0 at the level of the action (32).
This implies in certain interpretations that (45) and (32) most likely are two inequivalent
theories.
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with 3 D.O.F. per point. Then for σ˜ia = δ
i
apa and A
a
i = δ
a
i aa with no
summation over a, the action (45) is given by
I =
∫
dt
∫
Σ
d3x
[
σ˜iaA˙
a
i − iN(detσ˜)
(
Λ + (σ˜−1)aiB
i
a
]∣∣∣∣
Diag(A;σ˜)
=
∫
dt
∫
Σ
d3x
[
paa˙a − iN
(
Λp1p2p3 + p1p2(a1a2) + p2p3(a2a3) + p3p1(a3a1)
)]
.(46)
Equation (46) can be seen as a special case of (43) when U = 1, with U as
defined in (38). Since all spatial derivatives in (9) and in (43) are confined
U , then (45) on diagonal variables, even when not spatially homogeneous, is
no more general than a minisuperspace theory.5 Therefore the restriction of
the Ashtekar theory to diagonal variables yields a theory not having spatial
derivatives, which is essentially the same as a minisuperspace theory. So
the action (9) is equivalent with the diagonally restricted Ashtekar theory
only in minisuperspace, for the special case U = 1. In the full theory where
U 6= 0, then this is not so and while (45) is Dirac-inconsistent, equation (9)
is a Dirac consistent theory as we have demonstrated. So these two actions
are definitely not equivalent on the subspace of diagonal variables in the
general case. This then brings in the question of whether there exists action
for (9) which for U 6= 1 constitutes analogue of the diagonally restricted
version of (45), such that the action is not inconsistent in the full theory
as is (45). We will relegate the writing down of the desired action to the
discussion section of this paper.
5.1 Resolution of the disparity between minisuperspace and
the full theory
We will now revisit the question of whether there exists a consistent action
analogous to (45), which can be interpreted as the antecedent of the Dirac-
consistent action (9). The arguments of the previous section show that in
minisuperspace where U = 1, equation (9) can be obtained by removing the
Gauss’ law and diffeomorphism constraints and restricting (32) to diagonal
variables. Moreover, (32) leads via these restrictions initially to (45), which
is not Dirac consistent in the full theory. Since (9) is a Dirac consistent
theory in the full theory, then a pertinent question regards the mechanism
by which the Dirac-inconsistent (45) can become associated with the a Dirac-
consistent (9) in the general case U 6= 1.
5This is because there are no spatial derivatives in (46), which moreover is Dirac
inconsistent unless the variables are chosen to be spatially homogeneous. The spatial
derivatives in (46) have dropped out for the same reason that they drop out of the canonical
one form of (39). However recall that (39) still has spatial derivatives contained in (detb)1/2
which multiplies the lapse function N , whereas (45) and (46) do not.
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The root cause for the disparity apparently resides in the term U , which
contains all spatial derivatives of the theory. Recall that U is contained in
(9) but is not contained in (45). There is a certain transformation known
as the CDJ Ansatz6
σ˜ia = ΨaeB
i
e, (47)
where Ψae = Ψ(ae) ∈ SO(3, C) × SO(3, C) is symmetric, transforms (32)
into the action (34) when (detB) 6= 0 and (detΨ) = 0. Let us examine the
implication of (47) for (43) and (39), the ‘reduced’ versions of (32) and (34)
which follow from (9). Note that (39) can be written as
I = − i
G
∫
dt
∫
Σ
d3x
[
ΨaeB
i
eA˙
a
i
−iN(detB)1/2
√
detΨ
(
Λ+ trΨ−1
)]∣∣∣∣
diag(A);diag(Ψ)
, (48)
with phase space restrictions Ψae = δaeΨaa ≡ δaeλe and Aai = δai aa to
diagonal variables. The unrestricted versrion of (48), namely where the
variables can be nondiagonal, is simply the 3+1 decomposition of (34) with
the Gauss’ law constraint removed. An easy way to see this is to look at the
integrand of the canonical one form. First use the following definitions for
the components of the curvature
Bia =
1
2
ǫijkF ajk; F
a
0i = A˙
a
i −DiAa0, (49)
where Diva = ∂iva + fabcA
b
ivc is the SO(3, C) covariant derivative of the
SO(3, C)-valued vector va. Then defining ǫ
ijk ≡ ǫ0ijk and using the symme-
tries of the 4-D epsilon symbol ǫµνρσ, we have
Ψ(ae)B
i
eA˙
a
i =
1
2
Ψ(ae)ǫ
ijkF ejk(F
a
0i +DiA
a
0)
=
1
8
ΨaeF
a
µνF
e
ρσǫ
µνρσ +Ψ(ae)B
i
eDiA
a
0. (50)
The first term on the right hand side of (50) is the same as the first term of
(34), which includes the Gauss’ constraint. The second term of (50) removes
this Gauss’ constraint, which can be obtained by integration by parts with
discarding of boundary terms Ψ(ae)B
i
eDiA
a
0 → −Aa0BieDiΨ(ae). The same
holds true on the diagonally restricted subspace of this.
Equation (48) is the same as the Dirac consistent theory (9) after the
redesignation of variables (35) and (36). But substitution of (47) in conjunc-
tion with restriction to diagonal variables transforms (45) into (48). Since
6This can be seen as the spatial restriction of one of the equations of motion arising in
Plebanski’s theory of gravity [8].
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(45) under (47) transforms, upon restriction to diagonal variables, into (39),
and (39) transforms via canonical transformation into (43), then it follows
that (47) is a noncanonical transformation. The conclusion is that this
noncanonical transformation, in conjunction with a restriction to diagonal
variables (or any of the quantiable configurations Γq) is what is necessary
to make a Dirac consistent theory out of the reduction (as we have defined
it in this paper) of (32). A way to see this is that equation (47) contains
spatial derivatives on the right hand side in Bia, whereas there are no spa-
tial derivatives explicitly present on the left hand side. It is precisely these
derivatives from Bia which make the difference between a Dirac-consistent
full theory of (9) and a Dirac-inconsistent full-theory of (45).7
6 Conclusion and discussion
The main aim of this paper at presenting an action (9) which realizes the
Lie subalgebra of temporal coordinate transformations (5) has been carried
out.8 We have presented an action IKin in equation (9) which has been
shown to be Dirac consistent at the classical level and to exhibit two physi-
cal degrees of freedom per point. We have shown the relation of IKin to two
formulations of general relativity, namely the Ashtekar variables and a cer-
tain antecedent of the CDJ pure spin connection formulation in [7]. In basic
terms, the action IKin can be seen as a restriction of the actions of these
formulations to diagonal variables where the Gauss’ law and diffeomorphism
constraints have been removed by hand. While this is strictly speaking, not
technically rigorous as a gauge-fixing procedure, the associated action IKin is
still nevertheless a stand-alone action in the full theory and consistent in the
Dirac sense.9 Hence we would like (9) to serve as a motivation for putting
in place a rigorously correct gauge-fixing procedure for full GR. The issue
of equivalence of the theories in light of the restrictions, or gauge-choices
in certain interpretations, is one which we have reserved for addressal in a
subsequent paper.
7The latter being Dirac-consistent only in minisuperspace.
8This is notwithstanding the fact that there are phase space structure functions ap-
pearing in (30) which still need to be interpreted.
9For an analogy, the action IAsh for GR in Ashtekar variables [4] can be obtained from
Plebanski’s IPleb action [8] in the so-called time gauge, which sets three degrees of freedom
coresponding to the choice of a Lorentz frame to zero. But even though IAsh ⊂ IPleb is
a restriction of Plebanski’s action to this specialized sector, the Ashtekar action is still
self-consistent in the Dirac sense and is a stand-alone action irrespective of the issue of its
equivalence with IPleb.
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7 Appendix A: Quantizable configurations of con-
figuration space
We have shown that the kinematic phase space action (9) can be seen as the
diagonal subspace of an action appearing in [7] except with the Gauss’ con-
straint missing. But we have shown that this action is Dirac consistent for
a diagonal connection. However, (45) is Dirac consistent only in minisuper-
space for a diagonal connection. This leads to the question of whether there
are any additional configurations analogous to the diagonal case arising from
(9), which are Dirac consistent.
The reason why (9) rather than (39) is in suitable form for canonical
analysis is because (39) is not in canonical form. This can be seen from
the fact that the variation of its canonical one form, even for the case of a
diagonal connection
δ
(∫
Σ
d3xλab
i
aδa
a
i
)∣∣∣∣
diag(A)
=
∫
Σ
d3x
[
(a2a3)δλ1 ∧ δa1 + λ1δ(a2a3) ∧ δa1
]
+ Cyclic Perms, (51)
does not yield a closed symplectic 2-form owing to the second term on the
right hand side of (51). This difficulty is compounded in the more general
case where one is not limited to diagonal variables, which brings spatial
derivatives into the symplectic 2-form
δθgeneral = δ
(∫
Σ
d3xλf b
i
fδa
f
i
)
=
∫
Σ
d3x
[
bifδλf ∧ δafi + λf (ǫijkDjδafk) ∧ δafi
]
.(52)
Equation (52) is not a symplectic two form Ωgeneral of canonical form Ω =
δ(pδq) = δp ∧ δq, and is not suitable for quantization. The configuration
space part of θKin splits into two contributions b
i
f δa
f
i = mf + nf , where
mf = ǫ
ijk(∂ja
f
k)δa
f
i ; nf =
1
2
ǫijkffgha
g
ja
h
kδa
f
i . (53)
Note that mf contains spatial gradients of a
f
i , while nf is free of spatial
gradients. We will see that a sufficient condition for (52) to admit a canonical
structure on ΩKin is that the second term on the right hand side of (52)
vanishes, which is tantamount to the requirement that mf in (53) be zero
for all f . Let us determine the configurations afi for which this is the case
by expanding mf and rearranging the terms into the following form
mf = (∂2a
f
3 − ∂3af2)δaf1 + (∂3af1 − ∂1af3)δaf2 + (∂1af2 − ∂2af1)δaf3
=
(
(δaf2 )∂3 − (δaf3 )∂2
)
af1 +
(
(δaf3 )∂1 − (δaf1 )∂3
)
af2 +
(
(δaf1 )∂2 − (δaf2 )∂1
)
af3 .(54)
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From (54) it is clear that a sufficient condition for mf = 0 is that all except
three matrix elements of afi be zero, with the nonzero elements such that
no two appear in the same row or column. In other words, we must have
(detafi ) 6= 0, which restricts the connection to one of the six forms
aai =

 a11 0 00 a22 0
0 0 a33

 ,

 a11 0 00 0 a23
0 a32 0

 ,

 0 a21 0a12 0 0
0 0 a33

 ,

 0 a21 00 0 a32
a13 0 0

 ,

 0 0 a31a12 0 0
0 a23 0

 ,

 0 0 a310 a22 0
a13 0 0

 ∈ Γq,
where Γq defines what we will refer to as the quantizable configurations of
configuration space. Hence for afi ∈ Γq, we have that mf = 0, and that nf
is given by
nf =
1
2
ǫijkffgha
g
ja
h
kδa
f
i = (deta)(a
−1)if δa
f
i . (55)
It is not difficult to see that each of the six configurations Γq leads to a Dirac
consistent theory as the diagonal sector we have illustrated in this paper.
This constitutes six distinct sectors of the full theory (and not minisuper-
space) of reduced general relativity that can be studied.
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