We study two problems involving algebraic properties of Toeplitz operators on generalized Fock spaces on C d with weights of the form |z| 2s e −|z| 2m , m ≥ 1, s ≥ 0. We determine the commutant of a given Toeplitz operator with a radial symbol which satisfies certain growth conditions. We also discuss the equation T f Tg = 0, when f or g is radial. d e −α|z| 2 dv(z), where dv(z) stands for the Lebesgue volume on C d and α > 0 [17, 18, 23].
INTRODUCTION
In this paper, we address two questions related to algebraic properties of Toeplitz operators, namely the commuting problem and the zero product problem.
The question of characterizing the symbols f and g such that
appears in various contexts. Apart from being of mathematical interest, it is related to questions from Quantum Physics, such as the construction of spectral triples [16] . On the Hardy space H 2 (T), a complete solution was given by Brown and Halmos in [12] , where a characterization of the bounded functions f and g satisfying (1) is provided. On the unweighted Bergman space A 2 (D), the problem is still open for general symbols. However, Ahern andČučković [1] treated the case of harmonic symbols, and later,Čučković and Rao [14] showed that if f is a bounded nonconstant radial symbol, and g is bounded such that (1) holds, then g is also radial. Their result has been generalized for the unit ball of C d in [19] . The so-called "zero-product problem" for Toeplitz operators on the Hardy space H 2 (D) can be stated as follows: If f 1 , · · · , f N are bounded functions, does T f1 · · · T fN = 0 imply that one of the symbols is zero?
The problem has been solved in the affirmative for N = 2 in [12] and recently for general N by Aleman and Vukotić [2] . For Bergman spaces, some partial results have been obtained (see for instance [1] , [20] ).
In the context of entire functions, the most classical framework is the Segal-Bargmann space F 2 α of Quantum Mechanics, which is the space of all entire functions f : C d → C, d ≥ 1, such that |f | 2 is integrable with respect to the Gaussian (
We denote by L 2 m,α,s the space of measurable functions f : C d → C such that For a suitable function f : C d → C, the Toeplitz operator T f , of symbol f is defined on F 2 m,α,s by T f = P m,α,s M f | F 2 m,α,s , M f being the operator of multiplication by f . The commutant of a radial Toeplitz operator has been studied for the Segal-Bargmann space (m = 1, s = 0) in [6, 7] and for Fock-Sobolev spaces (m = 1, s real ) in [13] . On the Fock space, the equation T f T g = 0 has been considered in [7] , when one of the functions is radial.
In this paper, we extend the results of [6, 7, 13] to the generalized Fock space F := F 2 m,1,s , m ≥ 1, s ≥ 0, the parameter α being irrelevant for these questions. The inner product ., . m,1,s will simply be denoted by ., . F .
The growth of the function f plays an important role in the study of the commutant of T f . We shall consider the class of symbols S(C d ), which consists of functions f :
We first describe the commutant of T f , when f is a radial function in S(C d ).
Following the ideas of [7] , we study a more general question. For given radial functions f 1 , f 2 in S(C d ), we aim to find the solutions g of the equation
However, the situation when m > 1 is more involved than the case of the Segal-Bargmann (m = 1).
When m = 1, the reproducing kernels are exponential functions, which gives exact formulas (see [23] ). When m > 1, there is no simple expression for the reproducing kernel of F 2 m,1,s . Therefore, we have to develop new techniques, based on the asymptotics of kernel functions.
For the Gaussian measure, it is used that for a multinidex ν, the moment S 1,0 (ν), is a polynomial in ν, and that the weight satisfies the multiplicative relation
This is no longer true for general m > 1. On another hand, relation (3) leads to an equation involving the eigenvalues of T f1 and T f2 , which is more complicated when m > 1 (see section 3 for details).
Throughout the paper, N is the set of all non negative integers, Π is the half plane ℜζ > 0, and χ A is the indicator function of the set A. The euclidean norm on C d is denoted simply by |.|, and the standard inner product by ., . . For two functions f, g, the notation f = O(g) or f g, means that there exists a constant C such that f ≤ Cg . If f = O(g) and g = O(f ), we write f ≍ g.
The paper is organized as follows. In section 2, we present general properties of the space F 2 m,α,s . We also introduce an adequate class of symbols, for which a finite product of Toeplitz operators is defined on F . In section 3, we sudy the equation T f1 T g = T g T f2 , for radial functions f 1 , f 2 in S(C d ). Using the Mellin transform, we write conditions for T f1 T g and T g T f2 to coincide on holomorphic polynomials. Applying the results from section 3 to the situation when f 1 = f 2 , we deal with the commutant problem in Section 4. The zero product problem is considered in Section 5.
PRELIMINARIES
2.1. Fock-type spaces. Since the weight |ζ| 2s e −α|ζ| 2m depends only on |ζ|, the monomials (v ν ) ν∈N d , with v ν (ζ) = ζ ν , form an orthogonal basis in F 2 m,α,s . Here, for a multiindex ν = (ν 1 , · · · , ν d ) ∈ N d , and ζ ∈ C d , we use the standard notation ν! = ν 1 ! · · · ν d !, |ν| = ν 1 + · · · + ν d and ζ ν = ζ ν1 1 · · · ζ ν d d . Integration in spherical coordinates gives that
Then the set B = e ν (z) = [S α,s (ν)] −1/2 z ν , ν ∈ N d is an orthonormal basis for F 2 m,α,s . We use the theory from Aronszajn [3] to compute the reproducing kernel of F 2 m,α,s . It is given by
is the Mittag-Leffler function. Recall that the orthogonal projection P m,α,s :
In order to estimate the growth of K m,1,s (x, y), we shall use asymptotics of Mittag-Leffler function and its derivatives. The asymptotic expansion of E β,γ (z) is based on the integral representation
where the path of integration C is a loop starting at −∞, encircling the disk |t| ≤ |z| 1 β counterclockwise, and ending at −∞, with | arg t| < π for t ∈ C (see e.g. Bateman and Erdelyi [10] , vol. III, ?8.1, formulas (21)?22); Wong and Zhao [22] ).
In particular, we have
z , π 2m < | arg z| < π for m > 1 2 and z ∈ C \ {0}. The expansion can be differentiated termwise any number of times, for example by derivation of the integral expression (5) (see [10] for details in the case β = γ). For a positive integer l, we get
.
For positive real z, we then obtain the following asymptotics,
Notice that E Let us now present results of density, which are useful for our study. Denote by C [z, z] the space of polynomials in the variables z = (z 1 , · · · , z d ) and z = (z 1 , · · · , z d ), and by C [z] the space of holomorphic polynomials. In the case of the standard Gaussian measure, it is known that the set C [z, z] is dense in L 2 C d , π −d e −|z| 2 dv(z) . The following Proposition, which states a property of L p spaces with respect to an exponentially bounded measure, is certainly known to specialists. However, we give it for completeness. Proposition 1. Let N be a positive integer, and µ be a Radon measure on R N , having moments of all orders. Suppose that, for some a > 0,
Then, for all p ∈ [1, +∞[, the set of all polynomials in the real variables
Proof. We briefly extend the argument provided in [8] to the multidimensional setting. Denote by p ′ the conjugate exponent of p , i.e.
Using Hölder inequality and Cauchy-Schwarz inequality, we observe that 
Its partial derivatives are expressed by
The assumption induces that ∂ κ z F (0) = 0, for every multiindex κ. By the Identity Principle, we have F ≡ 0. In particular, the Fourier transform
Since C [z, z] is the set of all polynomials in the variables ℜz and ℑz, we obtain the following
Moreover, due to the orthogonality of monomials, the holomorphic polynomials are dense in F 2 m,α,s .
Toeplitz operators on F .
Recall that F denotes the space F 2 m,1,s . For a measurable symbol u, the Toeplitz operator of symbol u is defined on
Thus, the reproducing property in F induces that
Moreover, if f is in F and h is in Dom(T u ), we have
We now define the space of measurable functions which have at most polynomial growth at infinity,
When dealing with radial symbols, we will often identify radial functions f on
, with functions on R + in the obvious manner. In particular, we shall consider the space (see [6] 
For c ≥ 0, we also define the Banach space
equipped with the norm u Dc := ue −c|.| 2m
If the symbol u is in D c for some c < 1/2, then all spaces D ′ c with c + c ′ < 1/2 are contained in the domain of T u . In particular, holomorphic polynomials are in Dom(T u ) and T u is densely defined on F .
For certain classes of symbols, the correspondence g → T g is one-to-one (see [17] for the classical case).
, then g = 0 a.e.. Proof. The hypothesis entails that
, we see that g = 0 a.e..
Products of Toeplitz operators.
In our framework, products of Toeplitz operators are possibly unbounded. Thus, we need to ensure that these products are densely defined. We construct an appropriate algebra of Toeplitz operators, in the spirit of [5] . The space of symbols
is a * -algebra under pointwise multiplication and with respect to complex conjugation.
For j ∈ N, we set c j = 1/2 − 1/(2j + 2), which satisfies
and define
Notice that the space of holomorphic polynomials is contained in each H j . The norm on H j is given by
Hence, we obtain a scale of Banach spaces
the inclusion H ⊂ F being dense for the topology of F .
, then M u , the multiplication by u, acts boundedly from D cj , . Dc j to D cj+1 , . Dc j+1 .
In order to prove Proposition 4, we take the following computational Lemma from [11] .
Now let |z| tend to ∞.
First assume γ ≥ 0. Using a change of variable and estimate (6), we obtain
We next use Lemma 5 with A = 1 and B = b − 1 2 |z| m , combined with (7) . Thus
Similarly, when γ ≤ 0,
The definition of D cj+2 gives (a).
(b) is a direct consequence of the definition of the spaces (D cj ) j and S(C d ), altogether with the fact that c j+1 > c j .
The above Proposition ensures that a Toeplitz operator T u with symbol u in S(C d ) maps H into H. In particular, if N is a positive integer, and u 1 , · · · , u N are in S(C d ), the Toeplitz product T u1 · · · T uN is densely defined on F .
AN EQUATION FOR TOEPLITZ OPERATORS
As observed in [7] , the commuting problem and the zero product problem are special cases of the equation
for given radial functions f 1 , f 2 in S(C d ). The method consists in writing conditions for T f1 T g and T f1 T g to coincide on C [z], the space of all holomorphic polynomials. Precisely, we have T f1 T g e ν , e κ 1,s = T g T f2 e ν , e κ 1,s , for all multiindices ν, κ.
3.1. The Mellin transform. Relation (8) will involve the Mellin transform of functions related to the symbols and the function φ(r) := r 2s e −r 2m , r > 0,
which defines the density dµ m,1,s . First recall some well known facts about the Mellin transform [21] . The Mellin convolution f * g of two functions f, g :
for all x > 0 such that the integral exists. Under certain assumptions, we have
Integration in polar coordinates shows that the moments are related to the Mellin transform of φ (see (9))
We shall use the following properties. Proof. This result has been proved in [7] for m = 1. Performing a change of variable in the Mellin convolution, and setting ξ = x m , we see that
where the functions
Putting h 1 (x) =h 1 (x m ), we get the desired conclusion.
When supp v ⊂ [0, 1], the reasoning is similar.
Proposition 8 extends Proposition 2.3 in [7] to general m ≥ 1, s ≥ 0. We just sketch its proof. 
we can choose c ∈ (0, 1) and C > 0, such that |ũ(t)| ≤ Ce ct 2 .
By a change of variable, ψ satisfies the estimate
(see [7] and [6] for details). Since (1 − c) − ℜζ+1 m is bounded in any strip a ≤ ℜζ ≤ a + j, the properties of the Gamma function and the arguments in [6, 7] imply that |ψ(ζ)| ≤ C 1 e π 2m |ζ| , ζ ∈ C.
Thus ψ is an entire function of exponential type which is periodic on the real axis. By Theorem 6.10.1 in [9] , ψ has the form
This yields
It is shown in [6] that, if λ ∈ C and ℜλ < 1,
We now set
For |k| ≤ j 4m , there are complex constants b k , such that when ℜζ > −1,
The Mellin transform being injective, we deduce that
Sinceũ(t)e ct 2 is bounded for all 0 < c < 1, we conclude thatũ ≡ b 0 .
Recall that the Beta function satisfies
Therefore the quotient of two Gamma functions is a Mellin transform. Proof. Using a change of variable, we see that
With the notation v(r) := 2v 1 (r 2 ), it is straightforward that
Let us also recall a result extracted from the proof of Proposition 3.1 from [7] . Let q be a positive integer. For any polynomial p(ζ) of degree < q, there is polynomial p such that p(ζ)
3.2. Toeplitz operators with radial symbols. For z = (z 1 , · · · , z d ) ∈ C d , we set
If f is a radial function in S(C d ), then T f is diagonal with respect to the orthonormal basis (e ν ) ν . Since the measure dµ m,1,s is radial, the eigenvalue ω(f, ν) associated to e ν depends only on Σν for ν ∈ N d . Indeed, from Lemma 2.2 in [6] , we know that
and ω(f, ν) = 2m Γ d+s+Σν m +∞ 0 r 2d+2s f (r)e −r 2m r 2Σν−1 dr.
The function
is holomorphic on its domain, and
Here
for a measurable function g such that the integral is defined. The transform G has been introduced in [ g(re iθ )dθ, r > 0.
We have
If g is in D c for some c < 1, the function g(z)e −c|z| 2m is bounded on C d ; the Dominated Convergence Theorem and Morera's Theorem imply that Gg is analytic on Π d , and continuous on Π d .
For technical reasons, it is easier to deal with functions having polynomial growth at infinity. For t a positive number, we define the transform
for any function g :
Assume that g is in S(C d ); if t is large enough, V t g(x) tends to 0 as |x| → ∞; in particular, V t g belongs to A(C d ) .
A change of variable shows that, whenever the integral (12) is convergent, we have
3.3. The equation
If g is also in S(C d ), the products T g T f1 and T f2 T g are densely defined on F . We now write conditions for T g T f1 and T f2 T g to coincide on C [z]. For multiindices κ, ν, we have
and T g T f1 e κ , e ν F = Ω(f 1 , Σκ) ge κ , e ν F .
Fix k, n in N d , such that Σk < Σn, and set
Replacing κ by k + l and ν by n + l, we obtain
Formulas (4) and (11) imply that Hence (15) is equivalent to G(l) := ∆(l)Gg 1 (l) = 0, for all l ∈ N d .
Observe that (k+n+l)! (n+l)! and (k+n+l)! (k+l)! are polynomials in l. In fact, there exist holomorphic polynomials p 1 and p 2 such that ∆(l), l ∈ N d and G(l), l ∈ N d are the restrictions to N d of the holomorphic functions
respectively. From Lemma 9, there are functions v k , k = 1, 2, in A(R + ) such that, for all z ∈ Π d ,
The next Proposition proves that equation (16) implies that G is identically zero.
Proposition 10.
Let N be a positive integer. Suppose that for every j = 1..N , p j is a holomorphic polynomial, v j is in A(R + ), and f j , g j are in S(C d ). In addition, we assume that the Mellin transform M v j χ [0,1] is holomorphic on Π, continuous on Π. Set
If G(l) = 0 for all l ∈ N d , then G identically vanishes on Π d .
Our proof of Proposition 10, is inspired of [7] . However, some extra work is needed. In particular, there is no simple identity between e −|z| 2m and e −|z1| 2m × e −|z ′ | 2m , where z = (z 1 , z ′ ) ∈ C d . We begin with a technical Lemma. Lemma 11. Let σ > 0 and q ∈ N. For x = (x 1 , · · · , x q ) ∈ R q + and r ≥ 0, define
Then,
Proof. First we shall estimate I σ (r, x) when r ≥ 1. For τ ≥ 0, set
Putting b τ (t, ρ) := (ρ + t) τ e −mρt m−1 , and using Taylor's Theorem, we have
Obviously, b τ (t, ρ) ≤ (ρ + t) τ . Besides, the behavior of the function ρ → b(t, ρ)
Observing that, when ρ ≥ 1, C s (t, ρ) ≤ C s+σ (t, ρ), and using (18) and (19) we obtain that, for r ≥ 1,
where
and
Notice that
Setting
we have
Besides, the continuity of I σ (., x) implies that there exists A 2 (x) such that
Combining (20) and (21), we obtain the Lemma.
Proof of Proposition 10. Let t > 0. Relation (14) implies that
This shows that the holomorphic functions G and G t have exactly the same zeroes on Π d . Recall that, for large t, V t f j and V t g j in A(C d ). Consequently, we may assume that the functions f j , g j are in A(C d ). In particular, G is holomorphic on Π d , and continuous on Π d .
First, suppose that d = 1. Let q be an integer which is strictly larger than max { deg (p j ), j = 1..N }. From relations (10) and (13) , there are polynomials q j and functionsf j ,g j in A(R + ), such that, for ζ ∈ Π,
Due to the properties of the Mellin convolution and Proposition 7, there exist functions h j in A(R + ), such that
M h j e −r m (2ζ).
Putting H := r j=1 h j , we get
The function G vanishes on N. Then, for all k in N,
Proposition 6 with a = 2/m ≤ 2, enables us to conclude that H = 0 a.e. on R + . Hence, G = 0 a.e. on Π.
In order to handle the general case d ≥ 2, we shall use the notation z = (z 1 , z ′ ), w = (w 1 , w ′ ), where z ′ = (z 2 , · · · , z d ) , ℜz ′ = x ′ = (x 2 , · · · , x d ), and w ′ = (w 2 , · · · , w d ).
Let f be in A(C d ). For z in C d , integration in polar coordinates with respect to the variable w 1 = re iθ gives
where I σ (r, x ′ ) has been estimated in Lemma 11. Therefore, there exists A(x ′ ), which depends on x ′ , such that
and F (., z ′ ) is in A(R + ). We next write G(z 1 , z ′ ) as a Mellin transform at z 1 ∈ Π. For j = 1..N , set u j (r, z ′ ) := (v j χ [0,1] )(r)r 2Σz ′ , r > 0.
Therefore,
where the functions F j and G j , analytic in the variable z ′ ∈ Π d−1 , are of polynomial growth with respect to r > 0.
By assumption, G(k 1 , k ′ ) = 0 for all (k 1 , k ′ ) in N × N d−1 . From the case d = 1, we see that G(z 1 , k ′ ) = 0 for all (z 1 , k ′ ) in Π × N d−1 . Now, integrating with respect to w 2 in polar coordinates, we express G(z) as a Mellin transform, in the variable z 2 , namely
Here,F j ,G j are of polynomial growth with respect to r > 0, and
For fixed (z 1 , k 3 , · · · , k d ) ∈ Π × N d−2 , we have G(z 1 , k 2 , k 3 , · · · , k d ) = 0, for all k 2 in N, and the case d = 1 again implies that G(z 1 , z 2 , k 3 , · · · , k d ) = 0, for all (z 1 , z 2 , k 3 , · · · , k d )in Π 2 × N d−2 . The proof is obtained by induction.
Let n, k ∈ N d . Proposition 10 implies that 0 = [Ω(f 1 , Σk + Σz) − Ω(f 2 , Σn + Σz)] G (M z k z n g) (z), for all z ∈ Π d .
By analyticity, this means that, either Ω(f 1 , Σk + ζ) = Ω(f 2 , Σn + ζ) for all ζ ∈ Π,
In order to discuss these equations, we borrow some tools from [7] (1) If f 1 , f 2 are constant functions, then Z(f 1 , f 2 ) = ∅ or Z.
(2) If at least one of the functions f 1 , f 2 is non constant, then Z(f 1 , f 2 ) = ∅ or {q} for some integer q.
Proof. The proof presented in [7] verbatim extends to the setting of F 2 m,1,s , for general m ≥ 1, s ≥ 0. The argument essentially relies on the analyticity of Ω(f, .), and on the fact that, if Ω(f, .) has a period j ∈ N \ {0}, then f is a constant function. The latter fact has been proved in Proposition 8.
On another side, equation (23) is handled via the following Lemma. Lemma 13. Let g be in L 2 (C d , dµ m,1,s ), l be in Z d , and q be an integer. Then the following are equivalent. Now we give an example of a radial function f which is not in S(C d ), such that the commutant of T f contains non radial functions. For ℜλ < 1/2, the function f (z) = e λ|z| 2m is the symbol of a diagonal Toeplitz operator. Set c := (1 − λ) −1/m . A direct computation shows that
We choose c = e 2i π N , with N > 6m, which ensures that ℜλ = 1 − cos 2πm N < 1 − cos π 3 = 1 2 . We see that T f = e 2i π(d+s) N V N on C [z], where V N u(z) = u e 2i π N z , u ∈ F . For any bounded function g, we have V N T g V −N = T VN g . Therefore, the condition V N g = g implies that T f and T g commute on C The Theorem is proved by the density of polynomials in L 2 (C d , dµ m,1,s ) (Proposition 2).
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