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Resumen
Los problemas de la cinema´tica inversa de mani-
puladores redundantes han sido investigados desde
hace muchos an˜os. La cinema´tica inversa es com-
putacionalmente complicada y puede traer retar-
dos significativos en el control en tiempo real.
Para un robot redundante, ca´lculos adicionales son
requeridos para la solucio´n de la cinema´tica in-
versa a trave´s de esquemas de optimizacio´n. Re-
cientemente, las redes neuronales han sido am-
pliamente usadas en el control de robots, debido
a que son ra´pidas, toleran fallos y son capaces de
aprender. Basado en el hecho que los humanos no
calculan exactamente la cinema´tica inversa, pero
pueden hacer posicionamientos precisos de forma
heur´ıstica, nosotros desarrollamos un mapeo de la
cinema´tica inversa a trave´s de una red neuronal
difusa. La implementacio´n del esquema propuesto
ha demostrado que es factible que cuando existen
los casos de redundancia y no redundancia, sea
muy eficientemente computacional. El algoritmo
presentado realiza las transformaciones espacio-
motoras y las motoras-espacial. Simulaciones so-
bre un dedo antropomorfo se llevaron a acabo para
evaluar el desarrollo de la red neurodifusa.
Palabras clave: Neurodifuso, control espacial,
cinema´tica inversa., transformaciones espaciales,
dedo antropomorfo.
1 Introduccio´n
Los manipuladores robo´ticos son utilizados en una
gran variedad de industrias. Estos realizan apli-
caciones en la soldadura, en la pintura, en el en-
samble, en el manejo de materiales nucleares, ex-
ploracio´n en el espacio y mar, etc.
El control de un manipulador involucra la
planeacio´n de la trayectoria, la dina´mica inversa
y la cinema´tica inversa (punto de intere´s de este
art´ıculo). Uno de mayores problemas hoy en d´ıa
en el control de manipuladores robo´ticos es el
de calcular la cinema´tica inversa (CI) en tiempo
real. Calcular la CI es computacionalmente cos-
tosa y generalmente consume un largo porcentaje
de tiempo en el control en tiempo real de manipu-
ladores robo´ticos.
Manipuladores con cinema´tica redundante son de
especial intere´s debido a que pueden ser utilizados
para evitar singularidades, obsta´culos, trabajar en
entornos limitados e incrementar la capacidad a la
falta de tolerancia.
El problema de la cinema´tica inversa es el de de-
terminar las variables angulares a partir de la
orientacio´n y posicio´n del extremo del manipu-
lador. Resumiendo, dado a una trayectoria de-
seada en el espacio de trabajo, calcular las trayec-
torias correspondientes en el espacio articular del
manipulador. Este es un problema complejo para
manipuladores redundantes, debido a que tienen
ma´s grados de libertad (GdL) de los necesar-
ios, presentando mu´ltiples o infinitas soluciones.
Adema´s las ecuaciones para resolver son usual-
mente no-lineales y por eso se dificulta encontrar
una solucio´n cerrada. En general, la cinema´tica
inversa no cumple en asignar uno a uno el espacio
articular y el Cartesiano, y soluciones en forma
cerrada al problema de la CI existe solamente
para una clase muy pequen˜a de manipuladores
cinema´ticamente simples [1]. La cinema´tica in-
versa de manipuladores redundantes requieren de
esquemas de optimizaciones para escoger de un
conjunto de soluciones posibles la ma´s apropiada.
Pero la aplicacio´n de los esquemas de optimizacio´n
es complicada y los tiempos consumidos para los
ca´lculos puede resultar en retardos significativos
para el control.
Convencionalmente, el algoritmo de la Pseudoin-
versa [2] ha sido aplicado para resolver los proble-
mas de la cinema´tica inversa debido a su ha-
bilidad para satisfacer restricciones adicionales a
trave´s de asignar las velocidades correspondientes
a las restricciones adicionales dentro del espacio
nulo del jacobiano (J) mientras sigue la trayec-
toria deseada en el espacio de trabajo. Sin em-
bargo, el algoritmo de la pseudoinversa del jaco-
biano involucra la inversio´n del la matriz (J) la
cual puede representar serios inconvenientes no so-
lamente en las singularidades, sino tambie´n en la
vecindad de una singularidad, aunque la inversa
de mı´nimos cuadrados puede mejorar la inversio´n
condicionada desde el punto de vista nume´rico.
En los recientes an˜os, las redes neuronales artifi-
ciales (RNA) y la lo´gica difusa [3], [4], [5], han sido
suficientemente aplicadas en el control de robots.
Su capacidad de generalizacio´n y su estructura ha-
cen de estas robustas y falta de tolerancia en algo-
ritmos. Para resolver el problema de la cinema´tica
inversa, aplicaciones de diferentes RNA han sido
investigadas por muchos investigadores [6], [7], [8],
[9], [10] . Otras RNA son de inspiraciones neuro-
biolo´gicas tal como el modelo DIRECT [11], [12],
[13]. El DIRECT es el modelo neuronal del sis-
tema de control sensori-motor de los animales y
da una explicacio´n de co´mo los animales real-
izan el control de sus miembros. El resultado de
este controlador da una solucio´n al problema de
la equivalencia motora, teniendo la capacidad de
adaptacio´n a perdida de grados de libertad man-
teniendo su desarrollo en el espacio a cambios in-
ternos su´bitos.
Los humanos no calculan exactamente la cine-
ma´tica inversa cada vez que mueven un brazo o
una pierna. La experiencia y el conocimiento,
en lugar de ca´lculos complejos, permiten al hu-
mano moverse eficazmente con facilidad. En
este art´ıculo, proponemos caracterizar este conoci-
miento humano para proporcionar un me´todo ge-
neral del ca´lculo de la cinema´tica inversa para
un arbitrario manipular de n grados de libertad
a trave´s de un mapeo cinema´tico inverso difuso
(MCID) expresado por una red neuronal difusa
(RND). Para evaluar el desarrollo del esquema de
control usando un MCID se llevaron a cabo simu-
laciones con un dedo robo´tico antropomorfo de 4
GdL.
Este art´ıculo esta organizado de la siguiente man-
era. En la seccio´n 2 se describe el sistema de
control espacial para un dedo antropomorfo uti-
lizando un MCID. Resultados de simulacio´n mues-
tran el desempen˜o de la arquitectura de control
para el movimiento en el espacio de un dedo, pre-
sentado en la Seccio´n 3. Finalmente, en la Seccio´n
4 se presentan conclusiones sobre el esquema de
control propuesto y se describen trabajos futuros.
2 Esquema de control espacial de
un dedo antropomorfo
2.1 Cinema´tica inversa convencional de
un manipulador
Para un manipulador redundante cinema´ticamen-
te, la posicio´n del extremo del manipulador es
una funcio´n de las variables articulares, las cuales
pueden ser expresada con la siguiente ecuacio´n
cinema´tica:
r = f(θ) (1)
donde r es un vector de la posicio´n en el espacio
del extremo del manipulador (m × 1) y θ es el
vector de los angulos articulares (n × 1), n > m
en caso de manipuladores redundantes.
La Figura 1 muestra la transformacio´n de la
cinema´tica inversa. Ahora, la trayectoria deseada
en el espacio de trabajo es dada como rd y nosotros
necesitamos encontrar la trayectoria de los a´ngulos
articulares (θ) correspondientes a rd.
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Figura 1: Diagrama de bloque simplificado de la
transformacio´n de la cinema´tica inversa.
Esencialmente, podemos resolver el problema in-
verso de la ecuacio´n (1), quedando de la siguiente
forma:
r˙ = J(θ)θ˙ (2)
donde r˙ es el vector de velocidad del extremo del
manipulador (m×1), θ˙ es el vector de velocidad de
los angulos articulares (n× 1), y J(θ) es la matriz
jacobiana (m× n).
Resolviendo la ecuacio´n (2) para θ˙ tenemos:
θ˙ = J−1(θ)r˙ (3)
Cuando el manipulador es redundante (n > m), la
matriz jacobiana no es cuadrada. Usualmente la
ecuacio´n (3) se resuelve usando la pseudoinversa
del jacobiano que localmente minimiza las normas
de las velocidades de las articulaciones [2]. La
ecuacio´n (3) se vuelve:
θ˙ = J†(θ)r˙ (4)
donde
J† = JT (JJT )−1 (5)
Adema´s, por medio
θ˙ = J†(θ)r˙+ (I− J†J)θ˙a (6)
donde θ˙a es un vector de velocidades de articulares
arbitrario proyectado en el espacio nulo de J, la
redundancia se resuelve especifica´ndole a θ˙a que
satisfaga una restriccio´n adicional.
Como se puede observar, el esquema de control
con la pseudoinversa involucra la inversa de J y
la solucio´n de la ecuacio´n requiere mucho calculo,
debido a esto, no es conveniente para un control
en tiempo real. Nosotros proponemos usar una
red neuronal difusa, presentando un aprendizaje
ra´pido del sistema a controlar, de estructura sim-
ple y propiedades de absorcio´n a fallos tolerantes.
La Figura 2 muestra el esquema del control para
resolver la cinema´tica inversa de un manipulador.
Por otra parte, la Figura 3 muestra la funcio´n
que tiene el controlador cuando partimos de una
posicio´n inicial hacia una posicio´n deseada en el
espacio. En la estructura de control, el mapeo
cinema´tico inverso difuso (MCID), expresado por
una RND1, toma como entradas los incrementos
de posicio´n en el espacio (posicio´n actual menos
la deseada) y los valores de las variables articu-
lares medidas. De estas entradas el MCID gen-
era como salidas las trayectorias necesarias para
las variables articulares, para que las posiciones
del extremo del manipulador deseadas y actuales
converjan a un error de estado estable.
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Figura 2: Controlador difuso para la transfor-
macio´n de la cinema´tica inversa de un dedo
antropomorfo.
Posición en el 
espacio deseadoPosición en el 
espacio inicial
inicialr
dr
Figura 3: Robustez del controlador al error en el
mapa de direccio´n para una posicio´n en el espa-
cio deseado. La direccio´n del movimiento en el
espacio hacia la posicio´n deseada en cada punto a
lo largo de la trayectoria es indicado por flechas
punteadas.
Una segunda RND2 es aplicada para calcular
la cinema´tica directa del manipulador, teniendo
como entrada las variables articulares actuales y
obteniendo las posicio´n actual en el espacio del
extremo del manipulador.
2.2 Red neuronal difusa
Un sistema de reglas difusas ([5], [14], [15]) puede
ser representado en forma de una red neuronal de
varias maneras que dependen de la manera en que
se realiza la implicacio´n y la desdifusificacio´n. En
esta seccio´n, se explica una forma de ver un sis-
tema difuso como una red neuronal, y la aplia-
cacio´n de una regla de aprendizaje similar a retro-
propagacio´n a esta red. Finalmente se presenta
una implementacio´n de esta red en donde los pa-
trones se presentan en forma aleatoria en e´pocas,
y utiliza la idea de momentum en el aprendizaje.
La red que consideraremos es la que se muestra
en la Figura 4. Las salidas y1, y2, . . . , ym pueden
organizarse en un vector
y =


y1
y2
...
ym

 , (7)
Las entradas se denotan como x1, x2, ..., xn,
pueden ser ordenadas en un vector de entrada x:
x =


x1
x2
...
xn

 . (8)
Figura 4: Red neuronal difusa de mu´ltiples sali-
das. Los pesos no indicados son igual a uno.
Sobre estas entradas, se define M conjuntos difu-
sos. La funcio´n de membres´ıa del conjunto k tiene
la siguiente forma general:
µk(x) = exp
·
−(x1 − hk1)
2
σ2k1
¸
exp
·
−(x2 − hk2)
2
σ2k2
¸
· · · exp
·
−(xn − hkn)
2
σ2kn
¸
; (9)
=
nQ
i=1
exp
·
−(xi − hki)
2
σ2ki
¸
;
= exp
·
−
nP
i=1
(xi − hki)2
σ2ki
¸
; (10)
donde k = 1, 2, . . . ,M. La funcio´n µk(x) tiene la
forma de una gausiana en n dimensiones. En la
Figura 5 se muestra la forma de esta funcio´n para
n = 2.
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Figura 5: Funcio´n de membres´ıa µ1(x1, x2) =
exp(−x21).exp(−x22/9).
El vector hk representa las coordenadas del cen-
tro (o pico) del conjunto difuso µk(x) y que se de-
nota con los valores hk1,hk2, . . . , hkM , se pueden
ordenar en un vector hk:
hk =


hk1
hk2
...
hkM

 . (11)
De la misma manera, el vector
σk =


σk1
σk2
...
σkM

 (12)
contiene informacio´n acerca del ancho del con-
junto difuso µk(x) sobre cada componente de x.
No´tese que la segunda y la tercera capa esta´n com-
pletamente interconectadas, de manera que las re-
glas difusas tienen la forma si x pertenece a µK
entonces y debe ser wk, es decir, cada regla tiene
una condicio´n e indica acciones sobre las m sa-
lidas. Las reglas indican directamente acciones
n´ıtidas. La combinacio´n de las acciones n´ıtidas se
obtiene haciendo un promedio ponderado de las
salidas indicadas. El grado de satisfaccio´n de cada
regla se utiliza como factor de ponderacio´n. Estos
se puede formalizar mediante las siguientes ecua-
ciones:
yi =
ai
b
; (13)
ai =
MX
k=1
wikzk; (14)
b =
MX
k=1
zk; (15)
zk = µk(x). (16)
donde zk representa el grado de satisfaccio´n de la
condicio´n de la regla k.
Esta red tiene cuatro capas. La primera capa
u´nicamente sirve para distribuir las antradas a la
segunda capa. Los pesos entre la primera capa y
la segunda esta´n fijos en 1.0, esto significa, que
no se modificara´n durante el aprendizaje. Cada
unidad de la segunda capa implementa una de las
funciones de membres´ıa µk(x). La salida de estas
unidades es el vector
z =


z1
z2
...
zM

 . (17)
La tercera capa tiene m+1 unidades. Los pesos
de la segunda capa a las m unidad de la tercera
capa se organizan en una matriz de la siguiente
manera:
W =


w11 w12 · · · w1M
w21 w22 · · · w2M
...
...
. . .
...
wm1 wm2 · · · wmM

 =


w01
w02
...
w0m


=
£
w1 w2 · · · wm
¤0
, (18)
donde wi es el vector de pesos que entra a la
unidad i de la tercera capa.
Esta unidad da como salida su entrada neta ai =
w0iz. Los pesos de la segunda capa a la unidad b
de la tercera capa esta´n fijos en 1.0. Esta unidad
da como salida su entrada neta b =
MP
k=1
zk. La
capa de salida tiene m unidades. Los pesos de la
tercera capa a la unidad de salida esta´n fijos en
1.0. La unidad de salida da como salida yi = ai/b.
2.2.1 Descenso por gradiente en la red de
mu´ltiples salidas
Definimos ahora el error ante el patro´n p como
Ep =
1
2
mX
i=1
(ypi − d
p
i )
2, (19)
de esta manera, el error Ep es el promedio de los
errores cuadra´ticos sobre todas las salidas.
La regla de aprendizaje para wjk es
∆wjk = −α
µ
yj − dj
bj
¶
zk. (20)
La regla de aprendizaje para hki es
∆hki = −αzk
µ
xi − hki
σ2ki
¶ mX
j=1
2(yj−dj)
µ
wjk − yj
bj
¶
.
(21)
La regla de parendizaje para σki es:
∆σki = −α2zk
Ã
(xi − hki)2
σ3ki
!
mX
j=1
(yj−dj)
µ
wjk − yj
bj
¶
.
Implementacio´n de las reglas de apren-
dizaje
Las reglas de aprendizaje anteriores pueden imple-
mentarse eficientemente de la siguiente manera:
∆wjk = α
µ
dj − yj
b
¶
zk;
∆hki = 2
µ
xi − hki
σ2ki
¶ mX
j=1
∆wjk (wjk − yj) ;
∆σki = ∆hki
µ
xi − hki
σki
¶
.
Para incluir un te´rmino de momentum y el con-
cepto de e´poca, las anteriores reglas se implemen-
tara´n de la siguiente manera. Despue´s de cada
presentacio´n de un patro´n, se calculan incremen-
tos δwjk, δhki, y δσki.
δwjk = α
µ
dj − yj
b
¶
zk;
δhki(t+ 1) = 2
µ
xi − hki
σ2ki
¶ mX
j=1
δwjk (wjk − yj) ;
δσki(t+ 1) = δhki
µ
xi − hki
σki
¶
.
Al final de la e´poca se calculan los incrementos
∆wjk(t + 1),∆hki(t + 1), y ∆σki(t + 1) tomando
en cuenta el momentum.
∆wjk(t+ 1) = β∆wjk(t)+
X
epoca
δwjk; (22)
∆hki(t+ 1) = β∆hki(t)+
X
epoca
δhki; (23)
∆σki(t+ 1) = β∆σki(t)+
X
epoca
δσki. (24)
3 Resultados de simulacio´n
Para evaluar el sistema de control mostrado en
la Figura 2, se llevaron a cabo simulaciones sobre
un dedo antropomorfo. La Figura 6 representa la
asignacio´n del sistemas de coordenadas de los es-
labones del dedo robo´tico antropomorfo y la Tabla
1 muestra los para´metros D-H del dedo.
Figura 6: Representacio´n de la asignacio´n del sis-
tema de coordenadas de referencias a los eslabones
de la cadena cinema´tica del dedo ı´ndice de la mano
antropomorfa
Tabla 1: Representacin de Denavit-Hartenberg
(D-H) de la cadena cinema´tica del dedo antropo-
morfo.
Para´metros de coordenadas de los eslabones del
dedo antropomorfo propuesto.
Articulacio´n θn αn an dn Rangos de las
articulaciones
1 θ1 -π/2 L1 0 -30
◦
a +30
◦
2 θ2 0 L2 0 -13
◦
a +90
◦
3 θ3 0 L3 0 -11
◦
a +90
◦
4 θ4 0 L4 0 -6
◦
a +90
◦
El vector de posicio´n de la yema del dedo es:
x = L1cos(θ1) + cos(θ1)[L2cos(θ2) + L3cos(θ2 + θ3)
+L4cos(θ2 + θ3 + θ4)]
y = L1sin(θ1) + sin(θ1)[L2cos(θ2) + L3cos(θ2 + θ3)
+L4cos(θ2 + θ3 + θ4)]
z = −L2 sin(θ2)− L3 sin(θ2 + θ3)
−L4 sin(θ2 + θ3 + θ4) (25)
Las expresio´n (25) determina la posicio´n del ex-
tremo del dedo robo´tico antropomorfo. La Figura
7 muestra el espacio de trabajo del dedo robo´tico
antropomorfo.
Figura 7: Espacio de trabajo del dedo robo´tico
antropomorfo.
Las Figuras 8, 9, 10, 11, y 12. muestran
el desempen˜o del sistema de control espacial
del dedo antropomorfo. En la fase de apren-
dizaje la RND1 tiene como entrada el vector ∆r
([∆x,∆y,∆z]T .K), donde K es una ganacia pro-
porcional. La salida de esta red es el vector ∆θ
([∆θ1,∆θ2,∆θ3,∆θ4]T ). Por otra parte la RND2
resuleve la cinema´tica directa teniendo como en-
trada el vector θ ([θ1, θ2, θ3, θ4]T ) y el vector de
salida de la RND2 es r ([x, y, z]
T ). La Figura 8,
muestra los datos de entrenamiento de la RND1.
Los resultados aprendidos por esta red se mues-
tran en la Figura 9.
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Figura 8: Datos de entrenemiento para la arqui-
tectura de control. Datos normalizados [0,1].
La Figura 10 muestra como el dedo sigue una
trayectoria dada. La eficiencia del controlador es
bastanta buena despues del aprendizaje. Por otra
parte, al dedo se le hizo´ guiar a trave´s de una
trayectoria mostrada en la Figura 11, y el contro-
lador fue bastante eficiente ante dicha trayectoria
y los resultados de la evolucio´n de las trayectorias
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Figura 9: Datos de entrenemiento para la arqui-
tectura de control. o a´ngulos deseados, + salida
de la red con MCID
articulares se muestran en la Figura 12.
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Figura 10: Control del dedo en el espacio. La
linea recta representa la trayectoria deseada que
el extremo del dedo debe de seguir.
4 Conclusiones
En este trabajo, hemos presentado un me´todo
para calcular la cinema´tica inversa, la cual ha sido
robusto a configuraciones singulares, y es apli-
cable a manipuladores redundantes y no redun-
dantes. El MCID propuesto presenta errores de
seguimientos muy pequen˜os para manipuladores
redundantes (dedo antropomorfo). Adema´s el
me´todo converge rapidamente a un estado estable
y produce un error de estado estable casi igual a
cero en posicio´n y orinetacio´n del extremo del ma-
nipulador. Como trabajo a futuro es la de incor-
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Figura 11: Trayectoria en el espacio que el dedo
antropomorfo sigue.
porar al MCID una postura de relajacio´n cuando
llegue a la posicio´n deseada en el espacio, es decir,
proyectar esta postura dentro del espacio nulo del
jacobiano. Esto nos permitira´ escoger alguna res-
triccio´n adecuada para llevar las configuraciones
articulares a una forma ma´s confortable o ade-
cuada.
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