Crowdsourcing platforms emerged as popular venues for purchasing human intelligence at low cost for large volume of tasks. As many low-paid workers are prone to give noisy answers, one of the fundamental questions is how to identify more reliable workers and exploit this heterogeneity to infer the true answers. Despite significant research efforts for classification tasks with discrete answers, little attention has been paid to regression tasks where the answers take continuous values. We consider the task of recovering the position of target objects, and introduce a new probabilistic model capturing the heterogeneity of the workers. We propose the belief propagation (BP) algorithm for inferring the positions and prove that it achieves optimal mean squared error by comparing its performance to that of an oracle estimator. Our experimental results on synthetic datasets confirm our theoretical predictions. We further emulate a crowdsourcing system using PASCAL visual object classes datasets and show that de-noising the crowdsourced data using BP can significantly improve the performance for the downstream vision task.
Introduction
Crowdsourcing systems provide a labor market where numerous pieces of classification and regression tasks are electronically distributed to a crowd of workers, who are willing to solve such human intelligence tasks at low cost. To a data analyst, such systems provide unprecedented accesses to get training dataset at a scale and budget that was not previously feasible. Thus obtained training dataset can then be seamlessly integrated into downstream machine learning tasks together with the state-of-the-art classification and regression methods. However, because the pay is low and the tasks are tedious, error is common even among those who are willing. This is further complicated by abundant spammers trying to make easy money with little effort.
To cope with such noisy data, we add redundancy which is a common and powerful strategy widely used in real-world crowdsourcing. We assign each task to multiple workers and aggregate these responses by some inference algorithm. For classification tasks, where each task asks a worker to find the best label from a finite set, the fundamental question of how to model the worker behavior Dawid & Skene (1979) ; Zhou et al. (2015) ; Shah et al. (2016) , how to assign tasks Karger et al. (2011) , and how to aggregate the responses Smyth et al. (1995) to efficiently use the given budget and achieve the best accuracy, has been extensively studied. The key insight to achieving budget-optimal performance is to identify the good workers by comparing a worker's responses with those of others on the same task and appropriately weighting the worker's responses according to estimated reliability. Although the optimal inference algorithm is computationally intractable, various efficient approaches have been proposed with provable guarantees Karger et al. (2011); Zhang et al. (2014) .
On the other hand, there are little principled approaches for crowdsourced regression tasks, where each task asks a worker to provide the best answer in a form of a real valued vector. While numerous machine learning tasks routinely done on crowdsourcing platforms require continuous valued evaluation of a training dataset, e.g., the location of an object Everingham et al. (2015) ; Su et al. (2012) , center of a galaxy, or the center of a marker in a Cryo-EM image, we lack systematic study of how to tackle the human noise in thus collected data. For this crowdsourced regression problem, we address the fundamental question of how to achieve the best accuracy given a budget constraint, or equivalently how to achieve a target accuracy with minimum budget. As in typical crowdsourcing systems, we assume and f Ai [y i | σ Equation (4) leads to the posterior mean, which is weighted average of the prior mean and the worker responses, each weighted by the inverse of its variance:
Thus, the optimal estimatorμ * i (A) in (2) is given bŷ
The marginal probability of σ 2 u given A in (7) can be calculated by marginalizing out σ 2 −u := {σ 2 v : v ∈ W \ {u}} from the joint probability of σ 2 , i.e.,
where for given A = y = {y iu ∈ R d : (i, u) ∈ E}, P[σ
Mi ] and
The summation in (8) is taken over exponentially many σ 2 −u ∈ S m−1 with respect to m. Thus, in general, the optimal estimatorμ * (A) in (7), requiring the marginal probability of σ 2 u given A in (8), is computationally intractable.
Belief Propagation
We note that the joint probability of σ 2 given A in the product form of (9) forms a factor graph Jordan (1998) where each worker u's variance σ 2 u and each task i correspond to a variable and a local factor C i (A i , σ 2 Mi ) on the set of workers, M i , to whom task i is assigned, respectively. This probabilistic graphical model motivates to use the popular (sum-product) belief propagation (BP) algorithm Pearl (1982) on the factor graph of P[σ 2 |A] for approximating the marginalization in (8), which is intractable. BP typically is an efficient heuristic with little known provable guarantees.
First, we give explicit iterative BP update rules on the messages m u→i and m i→u between task i and worker u and belief b iu on each worker u:
where the belief b u (σ 2 u ) denotes the estimated marginal probability of σ 2 u given A. We initialize messages with a constant 1 |S| and normalize messages and beliefs, i.e.,
At the end of k iterations, one can estimateμ BP (A) from (7) by substituting b
We note that if the factor graph is a tree, i.e., having no loop, then it is well known that BP can calculate the exact marginal probability Pearl (1982) , i.e.,
However, for general graphs having loops, BP has no performance guarantee, i.e., BP may output
, and even the convergence of BP is not guaranteed, i.e., the value of lim t→∞ b t u (σ 2 u ) may not exist. Even though BP doesn't have the performance and convergence guarantees, it has been applied to many applications having loops with empirical successes Murphy et al. (1999) ; Liu et al. (2012) ; Yanover et al. (2006) . We propose BP for crowdsourced regression under our model assuming the finite set of the worker variance S = {σ 2 1 , . . . , σ 2 S }. If the support S is a infinite set, e.g., a continuous interval, running BP becomes computationally intractable since the messages become functions on the infinite support. To address the issue, several methods approximating messages have been studied Minka (2001) ; Wald & Globerson (2014) ; Noorshams & Wainwright (2013) ; Moallemi & Roy (2009) . However, such an extra layer of approximation renders their performance analysis significantly more challenging.
Performance Guarantees on BP
In this section, we provide the theoretical guarantees of BP estimator under our model for the crowdsourced regression. We first describe our proposed task assignment. ( , r)-regular task assignment. In general, the performance of an estimator in our model differs depending how tasks are assigned to workers. We propose a simple assignment scheme, referred to as ( , r)-regular task assignment, popularly adopted in crowdsourcing Dalvi et al. (2013); Liu et al. (2012) ; Karger et al. (2011 Karger et al. ( , 2013 Karger et al. ( , 2014 ; Ok et al. (2016) . The assignment graph G is generated as a random ( , r)-regular bipartite graph, i.e., G is drawn uniformly at random out of all ( , r)-regular graphs, where each task is assigned to workers and each worker is assigned r tasks.
The presentation of our main results is two-fold. First, in Section 3.1, we provide a sharp upper bound on MSE achieved by BP. This implies that BP approaches optimal MSE if both the number of tasks assigned to one worker (i.e., r) and the total number of tasks (i.e., n) increase. However, our simulations suggest BP is near optimal even for finite r. We make this precise in Section 3.2, where we compare BP directly to the optimal estimator, quantifying the relative gap. We show that under some mild assumptions on the model parameters, this gap vanishes even if we maintain finite r, proving a stronger notion of optimality.
Quantitative Performance of BP
We first present a performance guarantee of the BP estimator in Theorem 1 whose proof is given in Section 4.1. max for all 1 ≤ s = s ≤ S, and (ii) r, k ≤ log log n, then for sufficiently large n, k iterations of BP achieves
where the expectation is taken with respect to the distribution of G and A and we define
We provide three interpretations of Theorem 1. First, consider an oracle estimator that knows the hidden variances σ 2 u 's and makes optimal inference as follows:
This gives the MSE ofμ
Note that the oracle estimatorμ ora always outperforms even the optimal estimatorμ * in (7), providing a lower bound on the MSE of any estimator. This coincides with (15a) in our bound, implying that the gap to oracle performance is (15b). We emphasize oracle here as, without an access to an oracle, the analysis of the actual optimal estimator should give a tighter lower bound than (15a). This is made precise in Theorem 2.
Second, for sufficiently large n, when the number r of per-worker tasks and the total iterations k grow with n, BP's performance approaches that of the oracle estimator, as (15b) vanishes, i.e.,
This is because under ( , r)-regular task assignment, for increasing r with the total number of tasks n, BP estimator accurately infers all workers' variances and thus optimally estimates the true positions µ. Note that the above performance limit holds for any r = ω(1), implying that a reasonable number of tasks per worker is enough in practice to achieve BP's optimality. Third, we compare BP with a simple average-based estimatorμ
where the expectation is taken with respect to the distribution of A. MSE(μ avg i (A)) increases proportionally to the arithmetic mean of variances of workers assigned to each task, while MSE(μ BP(k) i (A)) is proportional to the harmonic mean of variances of workers and prior, i.e., E[MSE(μ
. This gap can be made arbitrarily large by increasing the difference between the maximum and minimum variances of workers. For example, if a single worker u ∈ M i assigned task i has high accuracy, i.e., σ 2 u 0, and the others' variances are x's, then MSE(μ
Hence, the existence of a single worker with high precision in each task can reduce MSE significantly. Our estimator iteratively refines its belief and identifies those good workers, when r is sufficiently large.
Relative Performance of BP
We provide the relative performance of BP estimator by comparing with the optimal estimator, in particular, when the quantitive guarantee in Theorem 1 is not tight, i.e., r is small, in Theorem 2 whose proof is provided in Section 4.2.
Theorem 2. Consider the crowdsourced regression model with S = {σ 2 min , σ 2 max } and a random ( , r)-regular graph G consisting of n tasks and ( /r)n workers. For given ε > 0 and , there exists a constant C ,ε , depending on only
(ii) C ,ε ≤ r ≤ log log n, and (iii) k ≤ log log n, then for sufficiently large n,
where the expectation is taken with respect to the distribution of G and A and E ,S is defined in (16).
As a corollary, it follows that when we set k increasing with n, e.g., k = log log n, we have an asymptotic optimality of BP estimator:
This result is not directly comparable to Theorem 1 as they apply to different regimes of the parameters. In particular, the oracle optimality gap (15b) does not vanish for finite r. We believe this is because the oracle is too strong to compete against when r is small. Hence, we need to compare against a more practical lower bound on the optimal estimator as described in (8) that does not rely on the oracle.
Such a comparison can be made rigorous by constructing the following lower bound on the fundamental limit. We use the fact that the random ( , r)-regular bipartite graph has a locally tree-like structure with depth k ≤ log log n Bollobás (1998) and BP is exact on the local tree Pearl (1982) . By revealing the ground truths at the boundary of this local tree of depth k, we construct a weaker oracle estimator that gives a tighter lower bound. Directly analyzing the performance of such a weaker oracle is hard. Instead, we show that the gap between our estimator (that does not have the ground truths at the boundary of local tree) and the weaker oracle decreases as the depth of the tree increases. This is made clear by establishing decaying correlation from the information on the outside of the local tree to the root of the tree.
However, for the analytic tractability, we need a constant lower bound of r and S = 2, i.e., r ≥ C ,ε and |S| = 2 as similar conditions are required in the analysis Ok et al. (2016) ; Mossel et al. (2014) . In addition to S = 2, our analysis further requires the assumption on S, i.e., σ 2 min + ε ≤ σ 2 max ≤ 2σ 2 min . However, the condition on σ max , σ min is the most challenging/important regime for inference algorithms since the ratio of the maximum and minimum variances is bounded by some constant, i.e., it is hard to distinguish the workers' variances. If the ratio is large, most inference algorithms would provide outputs of enough quality to use in practice. The experimental results in Section 5.2 indeed confirm that BP is optimal for general regimes violating the conditions assumed in Theorem 1.
Proofs of Theorems

Proof of Theorem 1
We start with a bound on the conditional expectation of MSE ofμ
Let Eσ2 be the conditional expectation given σ 2 =σ 2 . Using Cauchy-Schwarz inequality for random variables X and Y , i.e.,
, and some calculus, it is not hard to obtain that
where the detailed steps for (18) is provided in Appendix A.4. Let ρ ∈ W denote a worker chosen uniformly at random for given G = (V, W, E). Then it is enough to show that for
where the first expectation is taken with respect to G. It is known that a random ( , r)-regular bipartite graph G is a locally tree-like. Formally, from Lemma 5 in Karger et al. (2014) , it is straightforward to check that
where we let G ρ,2k = (V ρ,2k , W ρ,2k , E ρ,2k ) denote the subgraph of G induced by all the nodes within (graph) distance 2k from root ρ. From (20), it follows that for any given
where from the choice of r, k ≤ log log n and constant , it follows that for sufficiently large n,
Recalling (14), it follows that if G ρ,2k is a tree,
where we let
ρ . We present Lemma 1 providing the concentration formally whose proof is given in Appendix A.1.
with ≥ 2 and r ≥ 1 and it is a tree with depth 2k ≥ 2. For given ε, σ
where the expectation is taken with respect to A from the crowdsourced regression model given σ 2 =σ 2 with G.
Since the choice ofσ 2 is arbitrary, combining (21) and (22) with (24) in Lemma 1, it implies (19) and completes the proof of Theorem 1.
Proof of Theorem 2
Recalling the calculations of µ * i (A) and µ (7) and (13), the only difference between them is the estimation on σ 2 u , i.e., BP uses b
Using Cauchy-Schwarz inequality and some calculus, similarly as (18), we can quantify an upper bound on the expectation of the gap between MSE's of µ * i (A) and µ
where the detailed steps for (25) is provided in Appendix A.5. Hence it is enough to show that for sufficiently large m = r n with constant and r, k ≤ log log n,
where the expectation is taken with respect to G and A. Recalling (14), it is clear that in the case of = 1, BP is exact, i.e., b
, since G is the set of disjoint one-level trees each of which root corresponds to a worker. We will show (26) for ≥ 2. Let ρ ∈ W denote a worker chosen uniformly at random for given G = (V, W, E) and fixσ 2 ∈ S W . Recalling (20) and (22), it follows that for sufficiently large n,
We present Lemma 2 providing an upper bound on the last term of (27), which implies (26) with (27) and (23) and completes the proof of Theorem 2.
Lemma 2. Suppose G ρ,2k = (V ρ,2k , W ρ,2k , E ρ,2k ) is induced from ( , r)-regular bipartite graph G = (V, W, E) and it is a tree with depth 2k ≥ 2. For given ε, σ 2 ∈ S W , there exists a constant C ,ε such that if r ≥ C ,ε , then
A rigorous proof of Lemma 2 is given in Appendix A.2. Here, we briefly provide the underlying intuition on the proof. As Lemma 1 states, if there is the strictly positive gap ε > 0 between σ 2 min and σ 2 max , one can recover σ 2 ρ ∈ {σ 2 min , σ 2 max } with small error using only the local information, i.e., A ρ,2k . On the other hand, A \ A ρ,2k is far from ρ and is less useful on estimating σ 2 ρ . In the proof of Lemma 2, we quantify the decaying rate of information with respect to k.
Experiment Results
In this section, we present experimental results that support our analytical findings and the superiority of BP for the crowdsourced regression, where we consider the task of locating objects of interest in images.
Tested Algorithms
We test four algorithms: BP, Oracle, Average, and Simple as implemented in what follows:
• BP: We implement BP without any use of prior information on true positions by taking limit τ → ∞, i.e., it outputs µ BP (A) in (10)- (12) with lim τ →∞ C i (A i , σ 2 Mi ). We terminate BP at the maximum of 100 iterations or after checking convergence of messages.
• Oracle: For comparison, we consider an artificial estimator having free access to workers' variances σ 2 . It outputs µ • Average: Without learning workers' variances, this just takes the average of workers' observations, i.e., µ
• Simple: This has a simple mechanism to estimate each worker's variance by comparing the worker's answers and the others' answers, and then it aggregates the workers' answers based on the estimated variances. Formally, it outputs µ
2 .
In our model, for mathematical rigorousness, we assumed that we have some information of the true position µ i in advance as specified by the density of µ i as the spherical Gaussian with mean ν i and variance τ . Since the exact knowledge of such statistical information might not be easy to obtain in practice, we implement BP with no prior information on true positions by taking the limit of BP as τ → ∞. Note that our theoretical guarantee on BP still holds in this regime. To obtain a lower bound on the minimum MSE that any estimator can achieve, we use Oracle for computational tractability, instead of the optimal estimator which is computationally intractable while it provides a tighter lower bound.
Synthetic Datasets
We first test synthetic datasets generated by the set of random ( , r)-regular bipartite graphs, having 200 object detection tasks, where each task i is associated with the true position µ i chosen uniformly at random in a 100 × 100 image. We randomly choose each worker's variance using S small = {10, 100, 1000} or S large = {10, 100, 5000}. The simulation results with varying either r or are plotted in Figures 1a-1b and Figures 1c-1d , respectively, where we take the average of 50 random samples. Optimality of BP. As discussed in Section 3.1, in Figures 1a-1b , we observe that MSE of BP matches with that of Oracle when each worker is assigned just 5 or more tasks. In addition, Figures 1c-1d show that when increases, MSE of BP decreases at the optimal rate of Oracle and the gap between MSE's of BP and Oracle is negligible. The other two algorithms decrease at much slow rate but also the MSE differences between them and Oracle increase. For example, in order to make MSE less than 100 with S small , BP and Oracle require only = 3, but Simple and Average require = 4 and 9, respectively, i.e., Simple and Average need to hire more workers than BP. Tolerance to high variance worker. Comparing Figures 1c-1d , we observe that with the minimum of workers' variance fixed, for small and large maximum variances of workers, BP sustains good performance, whereas Average performs bad for the large maximum variance. In particular, the performance of Average is extremely degenerated by increasing the worst workers' variance to 5000 from 1000, while BP is not. This is because BP is able to identify good workers and exploit their answers as the oracle estimator so that BP is tolerant to spammers who have large variances. It is interesting to see that MSE of Simple estimating workers' variance decreases as r increases, similarly as BP.
Visual Object Classes Datasets
In this section, we provide the experiment results demonstrating the impact of crowdsourced regression on real-world machine learning tasks. To do so, we investigate how much an efficient estimator, refining the crowdsourced training dataset, improves the performance of convolutional neural network (CNN) for the object detection problem. The vision task requires a huge amount of the training datasets often obtained by the crowdsourcing system, e.g., Amazon's mechanical turk Deng et al. (2009) . Emulating a crowdsourcing system. We use two PASCAL visual object classes (VOC) datasets from Everingham et al. (2015) : VOC-07 and VOC-12 consisting of 12, 608 and 27, 450 annotated objects in 5, 011 and 11, 540 images, respectively. Each object is annotated by a rectangular bounding box expressed by two opposite corner points. We emulate the crowdsourcing system with a random ( = 3, r = 10)-regular bipartite graph between images and virtual workers each of which has variance drawn uniformly at random from support S = {10, 1000}. The choice of 10 and 1000 is made our experimental experience on object annotations, as shown in in Figure 3 . This means that each image is assigned to 3 workers and each worker is assigned 10 images ( 24.2 objects) to estimate all the corner points of the bounding boxes of objects in the set of images. We then gather the noisy estimations on the corner points and run BP, Average, Simple, and Oracle to produce four different crowdsourced training datasets, whose MSE values are presented in Table 1 . Performance evaluation. We train a CNN of single shot multibox detector (SSD) 300 × 300 model developed in Liu et al. (2016) 2 with the crowdsourced datasets from different estimators, separately. Then we compare the performance of SSD trained with different training datasets in terms of the mean average precision (mAP) which is a popular benchmarking metric for the datasets (see Table 1 ).
Comparing mAPs of Average and Simple, that of BP is 5% higher in the experiment with VOC-07+12 datasets. Note that achieving a similar amount of improvement is highly challenging, as evidenced in recent extensive research efforts on smarter machine learning algorithms. For example, Faster-RCNN in Ren et al. (2015) is proposed to improve the mAP of Fast-RCNN in Girshick (2015) from 70.0% to 73.2%. Later, SSD in Liu et al. (2016) is proposed to achieve 4% mAP improvement over Faster-RCNN. In addition to the mAP improvement, more accurate training dataset with less MSE leads to more qualified detection with higher overlap ratio. We present how SSD detect objects in Figure 2 , where we observe that the training dataset from BP or Oracle enables SSD to not only detect more objects but also draw tighter bounding boxes than Average or Simple.
Conclusion
We propose a new probabilistic model to address the problem of aggregating real-valued responses from a crowd of workers, when worker noise levels are heterogeneous. We pose this crowdsourced regression problem as an inference problem over a graphical model, naturally motivating the use of belief propagation. Typically, the performance of a BP algorithm is analytically intractable. However, we bring ideas from a long line of work in BP (e.g. Mossel et al. (2014) ) to provide sharp analysis on the performance achieved by BP under our model and show its optimality for a broad range of parameters.
A promising research direction with significant practical interest is the question of how to adaptively assign tasks to make more efficient use of the budget. As workers typically arrive in an online fashion, such heuristics are used widely in practice with little theoretical understanding. Efficient and principled schemes have given significant gain in, for instance, voting in social media Jun et al. (2016) . There are recent advances for adaptive crowdsourced classification Ho et al. (2013) ; Khetan & Oh (2016) , but these approaches rely on the discrete nature of the problem. For crowdsourced regression, it requires innovative ideas to characterize confidence intervals for non binary responses.
A Supplementary Material of Theoretical Analysis
A.1 Proof of Lemma 1
Let s ρ ∈ {1, . . . , S} be the index ofσ 2 ρ , i.e.,σ 2 ρ = σ 2 s . Consider the classification problem recovering given but latent s from A ρ,2k in the following:
where the optimal estimator, denoted byŝ * ρ , minimizes the classification error rate. By standard Bayesian argument, it is not hard to check that the optimal estimatorŝ * ρ is given as follows:
From the above, it is not hard to check that
Thus an upper bound of the error rate of an arbitrary estimator for (29) will provide an upper bound of Eσ2 P[σ
] . Consider a simple estimator for (29), denoted byŝ † ρ , which uses only A ρ,2 ⊂ A ρ,2k as follows:
where we define
.
From now on, we condition σ 2 ∂ 2 ρ additionally to σ 2 ρ where ∂ 2 ρ is the set of ρ's grandchildren in G ρ,2 . For every i ∈ N ρ , we define
Since the conditional density of Z i given σ 2 =σ 2 is φ(Z i | 0, a i ), the conditional density of Z i 2 2 /a i is χ 2 -distribution with degree of freedom d. In addition, it is not hard to check that Z i 2 2 is sub-exponential with parameters
Thus it follows that for all |λ| ≤ min i∈Nρ
From this, it is straightforward to check that rσ 2 (A ρ,2 ) = i∈Nρ Z i 2 2 is sub-exponential with parameters ((6σ
Using Bernstein bound, we have
where we let Pσ2 denote the conditional probability given σ 2 =σ 2 . Using Hoeffding bound with (33), it follows that
Combining (34) and (35) and using the union bound, it follows that
where for the first inequality we use |σ
Hence, noting thatŝ † cannot outperform the optimal oneŝ * in (31), this performance guarantee onŝ † in (36) implies (24) and completes the proof of Lemma 1.
A.2 Proof of Lemma 2
We start with several notations for convenience. For u ∈ W ρ,2k , let T u = (V u , W u , E u ) be the subtree rooted from u including all the offsprings of u in tree G ρ,2k . Note that T ρ = G ρ,2k . We let ∂W u ⊂ W ρ,2k denote the subset of worker on the leaves in T u and let A u := {A iv : (i, v) ∈ E u }. Since each worker u's σ 2 u is a binary random variable, we define a function s u : S → {+1, −1} for the givenσ 2 as follows:
It is enough to show
since for each u ∈ W , P[σ
2 . To do so, we first define
where we denote A −ρ := A \ A ρ so that
Then Using the above definitions of X u and Y u and noting |X u − Y u | ≤ 2, it is enough to show that for given non-leaf worker u ∈ W ρ \ ∂W ρ ,
where we let ∂ 2 u denote the set of grandchildren of u in T u . To do so, we study certain recursions describing relations among X and Y . For notational convenience, we define g + iu and g − iu as follows:
where we may omit A i in the argument of g + iu and g − iu if A i is clear from the context. Recalling the factor form of the joint probability of σ 2 in (9) and using Bayes' theorem with the fact that P[s u (σ
and some calculus, it is not hard to check
From the above, it is straightforward to check that
where we let ∂u be the task set of all the children of worker u and ∂ u i be the worker set of all the children of i in tree T u . Similarly, we also have
For simplicity, we now pick an arbitrary worker u ∈ W ρ which is neither the root nor a leaf, i.e., u / ∈ ∂W ρ and u = ρ, so that ∂ 2 u = ( − 1) · (r − 1). It is enough to show (38) for only u. To do so, we will use the mean value theorem. We first obtain a bound on the gradient of h u (x) for x ∈ [−1, 1]
. Using basic calculus, we obtain that for v ∈ ∂ u i,
Using the fact that for x ∈ [−1, 1] 
We note here that one can replace g However, in our analysis, we use (42) since we will take the conditional expectation Eσ2 which takes the randomness of A generated by the condition σ 2 =σ 2 . Hence X u and Y u will be closer to 1 than −1 thus g − u /g + u will be a tighter upper bound than g
From (42), it follows that for x ∈ [−1, 1]
Further, we make the bound independent of x ∂ui ∈ [−1, 1] ∂ui by taking the maximum of |g uv (x ∂ui )|, i.e.,
Now we apply the mean value theorem with (43) to bound
where for the first and last inequalities, we use the mean value theorem and (43), respectively. We note that each term in an element of the summation in the RHS of (44) is independent to each other. Thus, it follows that
where we define function Γ iu (x ∂ui ; A i ) for given x ∂ui ∈ [−1, 1] ∂ui as follows:
Note that the assumption on σ 
Hence, for constant and ε > 0, it is not hard to check that there is a finite constant η with respect to r such that
where η may depend on only ε, σ 2 min , and σ 2 max . In addition, we also obtain a bound of the last term of (45), when r is sufficiently large, in the following lemma whose proof is presented in Section A.3. 
where we let ∆ min be the square of the minimum Hellinger distance between the conditional densities of A i given two different σ 2 Mi and σ 2 Mi , i.e.,
Using the above lemma, we can find a sufficiently large constant C ,ε ≥ C ,ε such that if |∂u| = r ≥ C ,ε ,
which implies (38) with (45) and completes the proof of Lemma 2.
A.3 Proof of Lemma 3
We first obtain a bound on X v and Y v for v ∈ ∂ u i. Noting that v is a non-leaf node in G ρ,2k and |∂v| = r − 1, Lemma 1 directly provides
Using Markov inequality for 1−Xv 2 ≥ 0, it is easy to check that for any δ > 0,
Note that
Hence, we have the same bound in (47) for Y v , i.e.,
Using the assumption that σ
min , similarly to (46), we can find finite constants η and η with respect to r such that for all
Then, it follows that for given δ > 0, Eσ2 max 
where for (48), (49), and (50), we use the union bound, (47), and the mean value theorem, respectively. We will show there exists constant ∆ such that Eσ2[Γ iu (1 ∂ui )] ≤ 1 − ∆, since the first term in (50) is exponentially decreasing with respect to r thus there exists a constant C ,ε such that for r ≥ C ,ε , Eσ2 max
Recalling the property of g + iu and g − iu in (39) and (40), it directly follows that
For notational simplicity, we define
Then 2 · ∆(σ 
Hence, using Cauchy-Schwarz inequality for random variables, it directly follows that
For any σ 2 Mi ∈ S , the conditional density of the random vectorμ i (A i , σ 
B Supplementary Material of Experiment Result B.1 Worker's Noisy Annotation
To give an intuition on the choice of S = {10, 1000} in our experiment, we first note that the estimation of a worker u with σ 2 u = 1000 on a task is concentrated on the disk of radius 50 centered at the true position with probability more than 0.7, where the average size of images and bound boxes in VOC-07/12 are 359.5 × 496.2 and 113.5 × 182.6, respectively. We also provide few examples of the worker u's noisy annotations with σ 2 u = 10 and σ 2 u = 1000 in Figures 4a and 4b , respectively. 
B.2 Hyper Parameter Settings of Single Shot Multibox Detector
We use the following hyper parameter settings. For VOC-07+12, we trained 120, 000 iterations with initial learning rate 4 × 10 −5 and decrease it by factor of 0.1 at iteration 80, 000 and 100, 000 as Liu et al. suggested. For VOC-07, we trained model 60, 000 iterations with initial learning rate 10 −5 and reduce it by factor of 0.1 at iteration 40, 000. The other hyper parameter setting is equivalent to suggested in Liu et al. (2016) .
