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Abstract—In this paper, we present an analytical frame-
work to model the sleep mode power consumption of a base
station (BS) as a function of its sleep depth. The sleep depth
is made up of the BS deactivation latency, actual sleep pe-
riod and activation latency. Numerical results demonstrate
a close match between our proposed approach and the
actual sleep mode power consumption for selected BS types.
As an application of our proposed approach, we analyze the
optimal sleep depth of a BS, taking into consideration the
increased power consumption during BS activation, which
exceeds its no-load power consumption. We also consider
the power consumed during BS deactivation, which also
exceeds the power consumed when the actual sleep level is
attained. From the results, we can observe that the average
total power consumption of a BS monotonically decreases
with the sleep depth as long as the ratio between the actual
sleep period and the transition latency (deactivation plus
reactivation latency) exceeds a certain threshold.
Index Terms—Average power consumption; base station;
power consumption model; sleep depth; transition latency.
I. INTRODUCTION
The fifth generation (5G) of cellular networks will be
characterized by tremendous growth and dynamism in
user access technique and data traffic [1], [2]. In order
to support the expected 5G evolution in an economic
and ecological viable manner, the power consumption
in mobile cellular networks should be minimized. A
breakdown of the power consumption of the mobile
cellular network reflects that about 80% of the total
power is consumed by the base stations (BSs) [3].
Hence, most optimization effort towards maintaining
power consumption evolution in 5G cellular networks
has been on the BS. An accurate power consumption
model is a prerequisite for such optimization.
In [4], the authors presented a linear power consump-
tion model for the BS, which takes into account the sig-
nal processing power, amplifier inefficiency, and power
losses. The power consumption of extra BS components
such as the alternating current (AC)- direct current (DC)
converters and DC-DC converters, cooling and power
supply losses have been considered in [5], [6]. The latter
work shows that the relationship between the transmit
power and the BS power consumption is nearly linear.
A more advanced flexible power consumption model,
which is based on a combination of the BS’s compo-
nents and subcomponents as well as power scaling rules
as functions of system parameters such as bandwidth,
spectral efficiency, number of antennas, system load,
number of spatial streams and quantization, has been
recently proposed in [7]–[9]. The relaxed constraints for
BS on/off operation in the control and data separation
architecture [10], which is a candidate architecture for
5G networks, mean that accurate modeling of the sleep
mode power consumption is also very essential for
evaluating the energy saving gain of this architecture.
The BS still consumes a significant amount of power
when in the idle mode, i.e., not transmitting data, since
all of its components are still active. Energy proportion-
ality with traffic, which is an essential target for 5G
cellular networks, implies that a BS with no-load should
have zero or very low power consumption. With the par-
tial deactivation of the BS’s components/subcomponents,
a BS can enter into a lower power consumption mode.
However, BSs usually need a longer activation time
when operating in the low power consumption mode,
which could have a significant impact on the quality of
service (QoS). Short activation time can only be guaran-
teed if a number of components of the BS hardware,
which take a non-negligible time to be switched on,
stay on even when the BS is in sleep mode. Hence,
the current state of the art BSs have to utilize higher
power consumption in sleep mode in order to guarantee
the QoS [6], [11], resulting into an energy/delay trade-
off. Nevertheless, deeper sleep levels can be achieved
in BSs by exploiting the flexibility of the network in
addition to the hardware capability. Traffic can be of-
floaded to neighboring BS(s) in the case of homogeneous
deployment and overlapping cells in heterogeneous de-
ployment. In [9], the authors identified four different
sleep depth with different transition times and power
savings based on the hardware capability and network
flexibility. By using queuing theory, the authors of [12],
[13] presented the average power consumption of a BS in
sleeping mode. However, fixed sleep power savings was
considered during the BS sleeping and set-up phases.
In this paper, we present an analytical framework that978-1-5386-3531-5/17/$31.00 c© 2017 IEEE
TABLE I
BASE STATION POWER CONSUMPTION [W] IN 2020 TECHNOLOGY AND SLEEP DEPTH τ [9], [14]
BS power
Load Sleep Mode
Full None
1 2 3 4
Consumption 71.4 µs 1 ms 10 ms 1 s
4× 4 macro 742.2 139 86.3 12.3 7.23 6.16
2× 2 macro 702.6 115 76.5 8.56 6.02 5.27
pico 6.9 2.16 1.51 0.368 0.301 0.238
femto 2.2 0.966 0.641 0.221 0.187 0.125
models the sleep mode power consumption of the BS
as a function of its sleep depth. The latter is made up
of the BS’s subcomponent/component deactivation and
activation latencies, and the actual sleep period. This
proposed model allows for flexibility in the sleep level as
against the four discrete sleep levels in [9], [14]. Using
the proposed analytical model, we derive the average
power consumption and analyze the optimal sleep depth
of the BS, taking into consideration the activation and
deactivation cost. This paper is organized as follows. In
section II, we introduce the BS sleep modes. In section
III, we describe our system model. In section IV, we
model the power consumption at the various phases. We
also present the optimization of the sleep duration. In
section V, we present some numerical results. Finally,
section VI concludes the paper.
II. BASE STATION SLEEP MODES
Power consumption models such as the EARTH and
GreenTouch models [6], [9] have shown that significant
amount of power is consumed when the BS is not loaded
with data, i.e., idle. In the idle mode, power consumption
reduction is minimal since the BS hardware component
remains completely active. In order to achieve lower
power consumption, partial deactivation of the BS’s
components has been proposed. However, with the par-
tial deactivation of the BS’s components, information
on hardware (BS component) capability such as power
savings and transition latencies, and the flexibility of the
network are required. Furthermore, different sleep levels
corresponding to different sleep depth has been identified
in [9]. The sleeping modes correspond to sleep depth
of 71 µs (LTE OFDM symbol), 1 ms (LTE subframe),
10 ms (LTE radio frame) and 1 s (long term sleep).
Table I shows the power consumed at different sleep
depth based on hardware characteristics and for various
BS types.
In a sleep mode, all components with transition la-
tency (deactivation plus reactivation latency) shorter than
the sleep depth will be considered sleeping, while com-
ponents with longer transition latency will be considered
active. Hence, as shown in Fig. 1, the sleep depth
entails the component deactivation latency, actual sleep
time and component activation latency. Therefore, the
actual time interval at which the BS operate at the sleep
level is less than the sleep depth. Note that the power
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Fig. 1. Base station transition latency showing component
deactivation latency, actual sleep period and activation latency.
consumed during the activation and deactivation times
are much higher than the power consumed during the
actual sleep level [15], [16]. For the sleep mode 1,
with a sleep depth of 71 µs the small signal blocks
considered for deactivation have to show a deactivation
latency shorter than the 17 µs limit defined in [17] for
the transmitter transient period [18]. This applies to the
activation latency as well. Hence, in a realistic scenario,
the sum of the activation and deactivation latencies must
be less than the actual sleep period.
III. SYSTEM MODEL
In this paper, we focus our analysis on the average
power consumption of a typical BS which can be consid-
ered as a single server. This represents a higher level ab-
straction of the network such that the flow-level sessions
like web page downloads from the BS are the tasks. The
task (traffic) arrival process is assumed to be a Poisson
process with arrival rate λ, with each task requiring an
independently and identically distributed (i.i.d) service
time B, which follows a general distribution. We assume
that the on-demand activation of the BS is in accordance
with the traffic arrival and that the active time distribution
is also in accordance with the service time distribution.
We consider the service discipline of the server to be a
first-come-first-serve (FCFS) discipline. When the queue
becomes empty, i.e., the BS has finished serving its users,
it waits for a hysteresis time D, which follows a general
distribution. If a new task arrive during the hysteresis
time, the server/BS1 will immediately start its service,
otherwise, it will enter the sleep mode.
For the BS in the sleep mode, we consider the multiple
sleep (MS) wake up scheme, where a network controller
can detect the network status for each BS after a specific
period of time, and wakes the BS up only when there
are tasks waiting in the system. Hence, the BS takes
a vacation length V if the queue remains empty [12].
The set-up time S, which accounts for the overhead
cost, is the sum of the BS’s component activation and
deactivation latencies. Furthermore, the sleep depth τ
is the sum of the set-up time/transition latency2 S and
the vacation time (actual sleep time) V . Note that the
activation latency can also denote the warm-up time
required before the sleeping BS can provide services.
To ensure tractability in our analysis, we have focused
on only the BS’s active time, vacation time and the
set-up time. In the following, we present the power
consumption expression at the various phases.
IV. POWER CONSUMPTION AT DIFFERENT PHASES
A. Power Consumed in Active Phase
For active BS, we adopt the flexible power consump-
tion model in [9], which can be expressed as
PA =
∑
i∈I
Pi,ref
∏
x∈X
(
xact
xref
)si,x
+ κPt (1)
where I denote the set of subcomponents i, X the set
of input parameters x each having a reference value xref
and an actual value xact, si,x is the scaling exponent
for subcomponent i with respect to parameter x, Pi,ref
is the reference power of subcomponent i, κ quantifies
the power amplifier (PA) efficiency and Pt is the output
power. The reference scenario assumes 20 MHz single
antenna operation, spectral efficiency 6 bps/Hz, full load
and 24−bit quantization. Tables I-IV in [9] gives the
scaling exponent and reference power consumption of
the subcomponents. Typical values of the no-load power
consumption, PID, given for the 2020 technology in [9]
are used in our evaluation.
B. Power Consumption at the Sleep Mode
Considering an intelligent self-organised cellular net-
work where the sleeping profile of each BS is known
in advance, the power consumption in the sleep mode
can be modeled as a function of the sleep depth τ (i.e.,
deactivation latency plus actual sleep period plus acti-
vation latency). The sleep level power consumption for
discrete sleep depth of τ = 71 µs (OFDM symbol), 1 ms
(sub-frame), 10 ms (frame) and 1 s (long term sleep),
has been presented in [9], which is shown previously in
Table I. However, this model has some restrictions in the
1Note that we use the terms server and BS interchangeably.
2The term set-up time also refers to the transition latency and we
use both terms interchangeably.
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Fig. 2. Sleep level power consumption approximation as a
function of the BS sleep depth τ .
sleeping levels since it only supports four states. In the
following, we present an accurate approximation of the
sleep mode power consumption, which is also flexible
in terms of the sleeping level.
Approximation of the Sleep Mode Power Consump-
tion: In the heuristic curve fitting method proposed
in [19], a parametric function is designed in terms of
elementary functions and three independent functions
for solving a curve fitting problem. In this paper, we
utilize this curve fitting method to design the parametric
function P˜ iSL(τ) that tightly fits the sleep mode power
consumption P iSL(τ) for 4×4 macro, 2×2 macro, pico
and femto, and for the sleep depth 71 µs ≤ τ ≤ 1 s. We
use the superscript i to denote the BS type. We first plot
sleep power P iSL(τ) for τ = 71 µs, 1 ms, 10 ms and
1 s. It can be noticed that P iSL(τ) presents a feature of
an exponentially decaying function. Note that here we
have considered that the sleep mode power consumption
P iSL(τ) converges to P
i
0, which is the power consumed
at the fourth sleep level, for τ > 1 s. In the effort of
obtaining the function that best fits the curves in Fig. 2,
TABLE II
PARAMETERS ω1 AND ω2 VALUES FOR VARIOUS BS TYPES
4× 4 macro 2× 2 macro pico femto
ω1 0.3800 0.3860 0.3920 0.3770
ω2 0.1350 0.1270 0.1810 0.2110
the curve fitting method leads to the parametric function
P˜ iSL(τ) = P
i
m exp
((
−ω1 log10
(
τ × 106
)) 1
ω2
)
+ P i0,
(2)
which provides a satisfying approximation as can be seen
in Fig. 2 for 4×4 and 2×2 macro, ω1 = 0.3800, 0.3860
and ω2 = 0.1350, 0.1270, respectively. P
i
m is the power
consumed by the ith BS type at the fourth sleep level.
C. Power Consumed in the Transition Phase
The transition/set-up phase is made up of the com-
ponent deactivation and activation phases. We denote
the component deactivation and activation latencies
by SD and SA, respectively. Based on the available
measurement in literature, for a given BS compo-
nent/subcomponent, SA > SD [18]. Furthermore, the
power consumed at both phases differs. The power
consumed during component activation is much greater
than the no-load power consumption [15], [16]. Hence,
following a similar assumption in [12], we model the
power consumed during component activation phase as
PSA(τ) = β1
(
2PID − P˜SL(τ)
)
(3)
where β1 ≥ 1 is a system defined parameter and PID
is the no-load power consumption3. PSA is a function
of the sleep depth and it increases with τ , since higher
τ implies that more component/subcomponents will be
deactivated and hence a higher activation power con-
sumption. For the deactivation power consumption PSD,
we consider it to be a function of the average power
consumed over the period of changing from no-load till
when the actual sleep level is attained. Hence, we model
PSD as
PSD(τ) =
β2
2
(
PID + P˜SL(τ)
)
, (4)
while assuming a linear decrease in power consumption
over this period, where β2 is a system defined parameter.
D. Average Power Consumption
Assuming deterministic hysteresis time D = 0, the
average power consumption of the BS while taking
into consideration that the system forms a regenerative
process [20] satisfies
E[P ] =
(
E[LA]PA+E[LSL][PSL]+E[LSA]PSA+ (5)
E[LSD]PSD
)
/
(
E[LA] + E[LSL]+E[LSA]+E[LSD]
)
,
3We have dropped the superscript i for convenience.
where LA, LSL, LSA and LSD denote the length of
busy, actual sleep, activation, and deactivation phases,
respectively.
The length of time that the regeneration cycle is
occupied by the busy phase LA in the long term average
is equivalent to the traffic intensity ρ = λhB , where hB
is the expectation of the service time. The length of the
actual sleep, activation and deactivation phases can be
obtained as (1 − ρ)hV , (1 − ρ)hSA and (1 − ρ)hSD,
respectively, where hV , hSA and hSD are the expecta-
tion of V , SA and SD, respectively. Consequently, the
average power consumption can be simplified as
E[P ]=ρ(PA)+
(1−ρ)(hV P˜SL+hSAPSA+hSDPSD)
hV + hSA + hSD
.
(6)
Note that we have considered that the squared coefficient
of variation of V to be equal to zero.
E. Optimal Sleep Duration
We consider that the traffic profile is known in advance
such that the BS sleep level can be perfectly matched to
each vacation period. As a result, short vacation time
implies a light BS sleep state while a long vacation
time implies a deep BS sleep state. Moreover, we also
assume that subcomponents deactivation are done such
that subcomponents with short deactivation times4 are
the first to be deactivated. Increasing the BS sleep level
implies deactivating more subcomponents, and hence,
increasing the deactivation time. This remains the case
until when further subcomponent deactivation does not
result in change in the sleep depth’s power consumption.
Hence, in the following sections, we analyze the opti-
mal vacation time for the case where 1) the transition
latency/set-up time is proportional to the vacation time
and 2) the transition latency is fixed.
1) Transition latency proportional to vacation time:
We consider that the transition latency is proportional to
the vacation (actual sleep) duration such that
θ =
hV
hSA + hSD
. (7)
Furthermore, we consider that the activation latency hSA
at a particular sleep level is related to the deactivation
latency at that sleep level such that
η =
hSA
hSD
, (8)
where hSA > hSD. Consequently, by substituting PSA
and PSD in (3) and (4) into (6), the average power
consumption can be expressed as a function of the sleep
duration such that
E[P ]=ρ(PA)+ (9)
(1− ρ)
(1+1/θ)
(
P˜SL(1+Q1−Q2)+PID(Q1+2Q2)
)
4Note that each subcomponent deactivation time is matched to a
corresponding activation time
where Q1 =
β2
2θ(η+1) and Q2 =
ηβ1
θ(η+1) . It can be
observed that the average power consumption E[P ] is
differentiable over its domain such that
∂E[P ](hV )
∂hV
can
be expressed after simplification as
∂E[P ](hV )
∂hV
=
(1− ρ)
(1+1/θ)
(1 +Q1 −Q2)
∂P˜SL(hV )
∂τ
∂τ
∂hV
(10)
where
∂P˜SL(hV )
∂τ
=−ω2Pme− (
ω1 ln(τ×10
6))
ω2
lnω2 (10)
(
ω1 ln(10
6 × τ)
)ω2
lnω2(10)τ ln(106 × τ)
 ,
∂τ
∂hV
= θ+1
θ
since τ = (θ+1)hV
θ
. Note that
∂P˜SL(hV )
∂hV
is negative over hV ∈ [0,+∞] since ω1, ω2 and Pm
all take positive real values. Hence,
∂E[P ](hV )
∂hV
is strictly
decreasing if (1 +Q1 −Q2) > 0 and strictly increasing
if (1 +Q1 −Q2) < 0.
In a realistic scenario, θ ≥ 1 and η ≥ 1, hence Q1
and Q2 are both less than 1 when the system defined
parameters β1 = β2 = 1, and thus the differential in
(10) will be strictly decreasing. This is desired since
increasing the sleep duration leads to a reduction in the
overall average power consumption.
Transition latency for constant average power: The
average power consumption is a constant function of
hV when
∂E[P ](hV )
∂hV
= 0 for all hV in [0,+∞]. The
relationship between the transition latency and actual
sleep time that achieves such can be obtained by equat-
ing (1 + Q1 − Q2) to zero and solving the resulting
expression. This latter leads to
θ⋆ =
2ηβ1 − β2
2(η + 1)
, (11)
which is less than 1 when β1 = β2 = 1 and η ≥ 1. This
implies a transition latency that exceeds the actual sleep
duration and is therefore undesirable.
2) Fixed BS transition latency: For the case where
the BS transition latency is fixed, the average power
consumption expression in (6) can be further expressed
as
E[P ] = ρ(PA) +
(1− ρ)
(
P˜SL(hV +Q3) +Q4
)
hV +A0
(12)
after substituting PSA and PSD given earlier in (3)
and (4), respectively, and the relation hSA =
ηA0
(1+η)
and hSD =
A0
(1+η) , where A0 = hSA + hSD, Q3 =
A0(0.5β2−ηβ1)
1+η and Q4 =
(
A0(2ηβ1+0.5β2)
1+η
)
PID.
Clearly, E[P ] as defined in (12) is differentiable over
its domain, i.e. for hV ∈ [0,+∞], such that
∂E[P ](hV )
∂hV
can be expressed after simplification as
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Fig. 3. Effect of the activation and deactivation latencies on
the average total power consumption.
∂E[P ](hV )
∂hV
= G(hV )×
[
P˜SL(hV )(A0−Q3) (13)
+(hV +A0)(hV +Q3)
∂P˜SL(hV )
∂τ
∂τ
∂hV
−Q4
]
where G(hV ) =
1−ρ
(hV +A0)
2 > 0, τ = hV + A0,
∂τ
∂hV
=
1. Let h⋆V be the solution of the equation relating to
∂E[P ](hV )
∂hV
= 0. Then ∂E[P ](hV )
∂hV
≥ 0 and ∂E[P ](hV )
∂hV
≤ 0
for any hV ∈ [0, h
⋆
V ] and [h
⋆
V ,+∞], respectively, which
in turn means that E[P ] increases over hV ∈ [0, h
⋆
V ]
and it decreases over hV ∈ [h
⋆
V ,+∞]. Consequently for
fixed transition latency, E[P ] has a unique maximum,
which occurs at hV = h
⋆
V . Setting
∂E[P ](hV =h
⋆
V )
∂hV
= 0 in
(13), we obtain that
g(h⋆V ) =PSL(hV )(A0 −Q3)+ (14)
(hV +A0)(hV +Q3)
∂PSL(hV )
∂τ
= Q4,
which unfortunately cannot be solved in closed-form,
but through a line-search algorithm such as the Newton-
Raphson method.
V. NUMERICAL RESULTS
In this section, we present some numerical results to
illustrate our analytical findings. We refer to [9] and [14]
for the system parameters for the 4 × 4 macro, and set
PID = 139 W, PA = 742.2 W, β1 = β2 = 1, λ =
0.1 s−1, ρ = 0.1, such that hB = 1 s.
In Fig. 3, we plot the average total power consumption
for various values of θ (i.e., ratio of actual sleep period
to the transition latency/set-up time) and η (i.e., ratio of
component activation latency to the deactivation latency).
We observe that increasing θ leads to reduction in the
average power consumption since more time will be
spent in the actual sleep and less overhead power con-
sumption during the activation and deactivation phases.
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Fig. 4. Effect of the increasing/decreasing θ⋆ on the average
total power consumption.
In addition, it also shifts the average power curve towards
the ideal case, which does not consider the overhead cost
associated with component activation and deactivation.
Furthermore, for the same θ, increasing η leads to an
increase in the average total power consumption. This
is due to the fact that more power is consumed during
the component activation phase than the component
deactivation phase. Moreover, it can be seen that in
the considered scenario, where the θ ≥ 2, the average
total power consumption is strictly decreasing with the
sleep depth. It can also be observed that when the actual
sleep period is significantly higher than the set-up time,
e.g., θ = 20, then η has a marginal impact on the
average total power consumption. On the other hand, the
effect of η becomes significant when the actual sleep
period is comparable to the set-up time, e.g., θ = 2.
This suggests a careful selection of the components to
be deactivated/activated when the actual sleep period is
comparable to the set-up time, while a relaxed selection
criteria can be followed when θ is large. In Fig. 3,
we also benchmark our results with the case with fixed
power consumption for all sleep depth (PSL = 86.3 W)
and during the transition phase (PSD = PSA = 2PID).
It can be seen that the fixed power consumption approach
leads to an overestimation of the average total power
consumption.
In Fig. 4, we plot the average total power consumption
for a fixed η = 20 while varing θ around θ⋆ ≈ 0.9286
when β1 = β2 = 1. As observed earlier in our analysis,
the average total power consumption remains constant
for varying sleep depth τ when θ = θ⋆. It increases
with τ when θ < θ⋆ and decreases with τ when θ > θ⋆.
In Fig. 5, we plot the average total power consump-
tion for fixed transition latency/set-up time. It can be
observed that the average power consumption decreases
with the vacation time hV when the set-up time is very
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Fig. 5. Effect of the deactivation and activation latency for fixed
transition latency/set-up time A0 = hSA + hSD . h
⋆
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with the diamond marker.
short (hS = A0 = 100 µs). Whereas, for higher set-
up time, there exists a vacation period h⋆V such that
the average total power increases over hV ∈ [0, h
⋆
V ]
and decreases over hV ∈ [h
⋆
V ,+∞]. Note that in order
to take into consideration the change in the BS state,
the activation and deactivation power consumption as
expressed in (3) and (4), respectively depends on the
sleep depth. Hence, for a fixed set-up time, the set-
up power consumption increases as the actual sleep
time increases. Consequently, the average total power
consumption first increases until the point where the
gains from the lower power consumption due to the
deeper sleep level becomes predominant.
VI. CONCLUSIONS
In this paper, we have investigated the impact of BS’s
component deactivation and activation times (transition
latency) on the average total power consumption. We
utilized the curve fitting approach to model the power
consumed during the sleep level as a function of the BS’s
sleep depth. Numerical results showed a close match be-
tween our proposed approach and the actual sleep mode
power consumption for selected base station types. Next,
we analyzed the optimal sleep depth of the base station,
taking into consideration the increased power consump-
tion during base station activation, which exceeds the
no load power consumption, and the power consumed
during base station deactivation process, which also
exceeds the power consumed when the actual sleep level
is attained. Results showed that the average total power
consumption monotonically decreases with the BS sleep
depth as long as the ratio of the actual sleep period to the
transition latency/set-up time exceeds a certain threshold.
Furthermore, for a fixed transition latency, there exits
a BS sleep depth that maximizes the average power
consumption.
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