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1 Introduction
Since Pardoux and Peng [18], backward stochastic differential equations(BSDEs) receive much atten-
tion and are widely applied in many areas such as stochastic control, financial mathematics, PDEs
(see [13], [16], [19], [20], [21] for example). However, BSDEs fail to give a probabilistic explanation to
fully nonlinear PDEs. Motivated by such disadvantages of BSDEs and applications in financial mathe-
matics, G-expectation theory was introduced by Peng in [22], [23]. G-expectation is a time consistent
sublinear expectation, which is obtained from a fully nonlinear parabolic PDE, called G-heat equation,
with the canonical process Bt as G-Brownian motion. Stochastic analysis and the corresponding BSDEs
in G-framework are established in [22], [23], [24], [10], [11].
Rough path theory was introduced by Lyons in his pioneer work [14], to give a well defined integra-
tion when the driving path is not smooth (with p-variation for p > 2). The universal limit theorem for
differential equations driven by rough paths was obtained and the continuity of Itoˆ-Lyons map for the
corresponding rough differential equations (RDEs for short) was firstly established by Lyons. Later, Gu-
binelli expanded integrands of rough integral from one-forms to controlled paths(see [5], [6]). Geng et al
first investigated rough path properties of G-Brownian motion in [7]. Firstly, G-Brownian motion is lifted
as geometric rough paths. Then, some basic relations between SDEs and RDEs driven by G-Brownian
motion were established. These results allowed them to prove the existence and uniqueness theorem of
SDEs driven by G-Brownian motion on differentiable manifolds.
∗Corresponding author
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A natural question is what is the relation between rough integrals and stochastic integrals with respect
to G-Brownian motion. Furthermore, does the G-Brownian motion possesses the roughness pathwisely?
In this paper we study the rough path properties based on the α-Ho¨lder continuity of G-Brownian motion,
of which the enhancement could be completed by a generalized Kolmogorov’s criterion for rough paths
under G-expectation framework, which is more direct and probabilistic compared with [7]. Moreover,
the cross variation of Itoˆ’s process under G-Brownian motion framework is studied, through which the
Stratonovich integral is defined. Then, the relation among rough integral, Itoˆ integral and Stratonovich
integral with respect to G-Brownian motion is established. At last, the roughness of G-Brownian motion
is calculated and then the Norris lemma for stochastic integral with respect to G-Brownian motion is
obtained. Further work about applications in finance such as no arbitrage hedging and superhedging
could be possibly available in later papers by authors.
The paper is organized as follows. In Section 2, we recall some basic definitions and results in G-
expectation theory and rough path theory. Then in Section 3, G-Brownian motion is lifted as rough
paths, and Itoˆ integral with respect to G-Brownian motion is proved to be equivalent to the corresponding
rough integral. Then, the quadratic variation of G-Itoˆ process is introduced and the Stratonovich integral
with respect to G-Brownian motion is defined. Similarly, the equivalence between G-Stratonovich integral
and the corresponding rough integral is established. In Section 4, the θ-Ho¨lder roughness of G-Brownian
motion is studied, and then the pathwise Norris lemma in G-framework is obtained.
2 Preliminaries about the G-expectation and Rough Paths
In this part, we give some definitions and results of G-expectation and rough path theories. The proofs
can be found in [3], [15], [22], [24].
2.1 The rough path theory
For rough path theory presented in this paper, we adopt the framework of Friz and Hairer [3], see also
Gubinelli [5].
Denote by Rm⊗Rn the algebraic tensor of two Euclidean spaces. For any path on some interval [0, T ]
with values in a Rd, its α-Ho¨lder norm(semi-norm) is defined by
‖X‖α = sup
06s<t6T
|Xs,t|
|t− s|α ,
where Xs,t = Xt −Xs, for any path X.
Denote Cα([0, T ],Rd) as the space of paths with finite α-Ho¨lder norm and values in Rd. Similarly, a
mapping X from [0, T ]2 to Rd ⊗ Rd is attached with norm
‖X‖2α = sup
06s6=t6T
|Xs,t|
|t− s|2α ,
whenever it’s finite.
A rough path on some interval [0, T ] with values in Rd includes a “rough” continuous path X : [0, T ]→
Rd, along with its “iterated integration” part X : [0, T ]2 → Rd ⊗ Rd, which satisfies “Chen’s identity”,
Xs,t − Xs,u − Xu,t = Xs,u ⊗Xu,t, (2.1)
and Ho¨lder continuity.
In the sequel, suppose α ∈ (13 , 12 ) for the need of rough integral with respect to G-Brownian motion.
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Definition 2.1. For a fixed α, the space of rough paths C α([0, T ],Rd) on [0, T ] consists of pairs
(X,X) satisfying “Chen’s identity”(2.1) and the condition of finite α-Ho¨lder norm and 2α-Ho¨lder norm
respectively for X and X. For any X := (X,X) ∈ C α([0, T ],Rd), define its semi-norm as the following
‖X‖Cα := ‖X‖α + (‖X‖2α) 12 .
Definition 2.2. A path Y ∈ Cα([0, T ],Rm) is said to be controlled by a given path X ∈ Cα([0, T ],Rd),
if there exists Y ′ ∈ Cα([0, T ],L(Rd,Rm)), such that the remainder term
RYs,t := Ys,t − Y ′sXs,t,
satisfies ‖RY ‖2α <∞.
Here L(Rd,Rm) means the space of linear functions from Rd to Rm, which is indeed Rdm. Denote the
collection of controlled rough paths by D2αX ([0, T ],Rm). In addition, Y ′ is called the Gubinelli derivative
of Y. For (Y, Y ′) ∈ D2αX ([0, T ],Rm), we define its semi-norm by ‖Y, Y ′‖X,2α := ‖Y ′‖α + ‖RY ‖2α.
For example, given any F ∈ C2b (Rd,Rm), the set of bounded functions from Rd to Rm with bounded
derivatives up to order 2, one can easily check that (Y, Y ′) := (F (X), DF (X)) ∈ D2αX ([0, T ],Rm). In
general, Y ′ is not uniquely determined by Y, especially when X is rather smooth. However, if the
underlying path X is truly rough, Y ′ can be uniquely decided by Y (see [4], [3] for details).
The next theorem for the definition of rough integral based on controlled paths is obtained in [5], also
see [3], [14], [15].
Theorem 2.3. (Gubinelli,Lyons) Suppose X ∈ C α([0, T ],Rd), and (Y, Y ′) ∈ D2αX ([0, T ],L(Rd,Rn)).
Then the following compensated Riemann sum converges.
∫ T
0
Y dX := lim
|P|→0
∑
(s,t)∈P
(YsXs,t + Y
′
sXs,t), (2.2)
where P are partitions of [0, T ], with modulus |P| → 0. Furthermore, one has the bound
|
∫ t
s
YrdXr − YsXs,t − Y ′sXs,t| 6 K(‖X‖α‖RY ‖2α + ‖X‖2α‖Y ′‖α)|t− s|3α, (2.3)
where K is a constant depending only on α.
Here one should note that L(Rd,L(Rd,Rn)) ∼= L(Rd ⊗ Rd,Rn), so
∫ T
0
Y dX ∈ Rn, and m = dn where
m is in the definition of controlled paths.
The Norris lemma was first established in [17], and is viewed as a quantitative version of Doob-
Meyer’s decomposition. A deterministic quantitative Norris Lemma is given in [1]. It means that a rough
integral can be distinguished from a rather “smooth” integral, essentially by the uniqueness of Gubinelli’s
derivative, when the given rough path is “truly rough”. Precisely, one has the following definition and
theorem.
Definition 2.4. A path X ∈ Cα([0, T ],Rd) is said to be θ-Ho¨lder rough for some given θ ∈ (0, 1), on
the scale of ε0 > 0, if there exists a constant L > 0, such that for any a ∈ Rd, s ∈ [0, T ], and ε ∈ (0, ε0],
there always exists t ∈ [0, T ], satisfying
|t− s| < ε, and |a ·Xs,t| > Lεθ|a|.
The largest value of such L is called the modulus of θ-Ho¨lder roughness of X, denoted by Lθ(X). It is
obvious that the modulus Lθ(X) has the following expression:
Lθ(X) = inf
|a|=1,s∈[0,T ],ε∈(0,ε0]
sup
|t−s|6ε
1
εθ
|a ·Xs,t|. (2.4)
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Theorem 2.5. (Norris lemma for rough paths) Suppose X = (X,X) ∈ C α([0, T ],Rd), with X θ-
Ho¨lder rough for some θ < 2α. Given (Y, Y ′) ∈ D2αX ([0, T ],L(Rd,Rn)) and Z ∈ Cα([0, T ],Rn), set
It =
∫ t
0
YsdXs +
∫ t
0
Zsds, (2.5)
and
R = 1 + Lθ(X)−1 + ‖X‖Cα + ‖Y, Y ′‖X,2α + |Y0|+ |Y ′0 |+ ‖Z‖α + |Z0|. (2.6)
Then one has the bound
‖Y ‖∞ + ‖Z‖∞ 6MRq‖I‖r∞, (2.7)
for some constant M, q and r, only depending on α, θ, T.
2.2 The G-expectation theory
To introduce G-expectation theory, firstly we need to give a short description of the sublinear expecta-
tion. Let Ω be a given set and H be a linear space of real valued functions on Ω containing constants.
Furthermore, suppose ϕ(X1, ..., Xn) ∈ H if X1, ..., Xn ∈ H for ϕ ∈ Cb.Lip(Rn), the space of bounded
Lipschitz functions. The space Ω is the sample space and H is the space of random variables.
Definition 2.6. A sublinear expectation Eˆ is a functional Eˆ : H → R satisfying:
• Eˆ[c] = c, ∀ c ∈ R;
• Eˆ[X1] > Eˆ[X2] if X1 > X2;
• Eˆ[λX ] = λEˆ[X ], λ > 0 X ∈ H;
• Eˆ[X + Y ] 6 Eˆ[X ] + Eˆ[Y ], X, Y ∈ H.
The triple (Ω,H, Eˆ) is called a sublinear expectation space.
Definition 2.7. In a sublinear expectation space (Ω,H, Eˆ), a random vector Y = (Y1, · · ·, Yn), Yi ∈ H,
i = 1...n, is said to be independent of another random vector X = (X1, · · ·, Xm), Xi ∈ H under Eˆ[·], if
for every test function ϕ ∈ Cb.Lip(Rm × Rn), we have Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Remark 2.8. If Y is independent of X, one fails to get that X is independent of Y automatically.
Indeed, this is a main difference between G-expectation theory and the classical case. There are nontrivial
examples explaining this point. See Chapter 1 in [24].
Definition 2.9. Let X1 and X2 be two n-dimensional random vectors defined respectively in sublinear
expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They are called identically distributed, denoted by
X1
d
= X2, if Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)], for all ϕ ∈ Cb.Lip(Rn).
Definition 2.10. (G-normal distribution) A d-dimensional random vector X = (X1, · · ·, Xd) in a
sublinear expectation space (Ω,H, Eˆ) is called G-normally distributed if Eˆ[|X |3] < ∞ and for each
a, b > 0
aX + bX¯
d
=
√
a2 + b2X,
where X¯ is an independent copy of X , i.e., X¯
d
= X, X¯ independent of X, and
G(A) :=
1
2
Eˆ[X ′AX ] : Sd → R,
Here Sd denotes the collection of d× d symmetric matrices.
By Theorem 1.6 in Chapter 3 of [24], we know that if X = (X1, · · · , Xd) is G-normally distributed,
u(t, x) := Eˆ[ϕ(x +
√
tX)], (t, x) ∈ [0,∞) × Rd, is the unique viscosity solution of the following G-heat
equation:
∂tu−G(D2xu) = 0, u(0, x) = ϕ(x), (2.8)
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with function G defined as above.
Conversely, fixed any monotonic, sublinear function G(·) : Sd → R, one could construct the sublinear
expectation space (Ω,H, Eˆ).
Now let Ω = C0(R+,Rd), the space of Rd valued continuous paths (ω)t>0 vanishing at the origin. Denote
the coordinate process by Bt and u
ϕ(·)(t, x) the unique viscosity solution to the G-heat equation (2.8) with
initial function ϕ. Define Lip(ΩT ) := {ϕ(Bt1∧T , ..., Btk∧T ) : k ∈ N, t1, ...tk ∈ [0,∞), ϕ ∈ Cb.Lip(Rk×d)} for
any T > 0 and Lip(Ω) :=
⋃∞
n=1 Lip(Ωn). We define a mapping Eˆ from Lip(Ω) to R by recursively solving
the G-heat equation:
Eˆ[ϕ(Bt1 , Bt2 −Bt1 , ..., Btn − Btn−1)] := Eˆ[ϕtn−tn−1(Bt1 , Bt2 −Bt1 , ..., Btn−1 −Btn−2)], (2.9)
where ϕtn−tn−1(x1, ..., xn−1) := u
ϕ(x1,...,xn−1,·)(tn − tn−1, 0). One can check that Eˆ[·] is well defined and
it is a sublinear expectation on Lip(Ω). Furthermore, one could define the time consistent conditional
expectation Eˆ[·|Ωs] as the mapping from Lip(Ω) to Lip(Ωs) by
Eˆ[ϕ(Bt1 , Bt2 −Bt1 , ..., Btn −Btn−1)|Ωs] = ψ(Bt1 , Bt2 −Bt1 , ..., Bs −Bti−1), s ∈ [ti−1, ti), (2.10)
with ψ(x1, ...xi) = Eˆ[ϕ(x1, ..., xi + Bti − Bs, ..., Btn − Btn−1)]. Here is a collection of properties for this
mapping.
• Eˆ[ξ|Ωt] = ξ, for any ξ ∈ Lip(Ωt).
• Eˆ[X + Y |Ωt] 6 Eˆ[X |Ωt] + Eˆ[Y |Ωt].
• Eˆ[ξX |Ωt] = ξ+Eˆ[X |Ωt] + ξ−Eˆ[−X |Ωt], for any ξ ∈ Lip(Ωt)
• Eˆ[Eˆ[X |Ωt]|Ωs] = Eˆ[X |Ωt∧s], in particular, Eˆ[Eˆ[X |Ωt]] = Eˆ[X ].
• Eˆ[X |Ωt] = Eˆ[X ], if X is independent of Lip(Ωt).
• Eˆ[X + ξ|Ωt] = Eˆ[X |Ωt] + ξ, for any ξ ∈ Lip(Ωt), X ∈ Lip(Ω).
From now on, we suppose the function G non-degenerate, i.e., there exists two constants 0 < σ2 6
σ¯2 <∞, such that
1
2
σ2tr(A −B) 6 G(A) −G(B) 6 1
2
σ¯2tr(A −B).
In the case that σ¯ = σ, the function G is linear, so G-framework is the classical Wiener case.
For each p > 1, LpG(ΩT ) denotes the completion of the linear space Lip(ΩT ), under norm ‖ · ‖LpG :=
{Eˆ[| · |p]} 1p . Obviously, for any p 6 q, LqG ⊆ LpG. Furthermore, the conditional expectation Eˆ[·|Ωt] could
be continuously extended to a mapping from L1G(Ω) to L
1
G(Ωt) and the extended mapping adopts the
above properties.
To give a description of elements in LpG, Denis, Hu and Peng gave the following representation of Eˆ[·]
by stochastic control methods in [2]. Also see Hu and Peng [12] for an intrinsic and probabilistic method.
Theorem 2.11. Assume Γ is a bounded, convex and closed subset of Rd×d, which represents function
G, i.e.,
G(A) =
1
2
sup
γ∈Γ
tr(Aγγ′), for A ∈ Sd.
Denote the Wiener measure by P 0. Then, for any time sequence 0 = t0 < t1... < tk, the G-expectation
has the following representation
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Eˆ[ϕ(Bt0,t1 , ..., Btk−1,tk)] = sup
a∈AΓ
EP 0 [ϕ(
∫ t1
0
asdBs, ...,
∫ tk
tk−1
asdBs)]
= sup
Pa∈PΓ
EPa [ϕ(Bt0,t1 , ..., Btk−1,tk)],
where AΓ is the set of progressively measurable processes with values in Γ and PΓ is the set of laws
of
∫ .
0 asdBs with a ∈ AΓ under Wiener measure. Furthermore, PΓ is tight.
According to this theorem, one could extend Eˆ from LpG to any Borel measurable random variable by
defining
‖ · ‖Lp := sup
Pa∈PΓ
E
1
p
Pa [| · |p].
It is simple to check that if X ∈ LpG, then ‖X‖Lp = ‖X‖LpG.
Next, we introduce the capacity corresponding to the G-expectation and give the description of LpG.
Define
cˆ(A) := sup
P∈PΓ
P (A), for A ∈ B(ΩT ).
Definition 2.12. A property is said to hold “quasi-surely”(q.s.) with respect to cˆ, if it holds true
outside a cˆ-polar set (Borel set with capacity 0), and is denoted by cˆ− q.s..
Definition 2.13. A process Y on [0, T ] is said to be a quasi-surely modification of another process X,
if for any t ∈ [0, T ]
Yt = Xt, cˆ− q.s..
If a property stands true cˆ− q.s., then for any P ∈ PΓ, it holds true P − a.s.. By the definition of LpG,
we do not distinguish two random variables if they are equal outside a polar set.
Definition 2.14. Equip the space ΩT with the uniform topology. A mapping X on ΩT with values
in R is said to be quasi-continuous if for any ε > 0, there exists an open set O, with cˆ(O) < ε such that
X is continuous in Oc.
Definition 2.15. One says that X : ΩT → R has a quasi-continuous version if there exists a quasi-
continuous function Y, such that X = Y, cˆ− q.s..
Theorem 2.16. One has the following representation for L1G,
L1G(ΩT ) = {X ∈ B(ΩT ) : X has a quasi-continuous version, lim
n→∞
‖|X |1{|X|>n}‖L1 = 0}.
Proposition 2.17. Assume that (Xn)n>1 is a sequence of random variables, and converges to X in
the sense of ‖ · ‖Lp . Then the convergence holds in the sense of capacity, i.e., for any ε > 0,
cˆ(|Xn −X | > ε) n→ 0.
Furthermore, there exists a subsequence (Xnk)k>1 converging to X quasi-surely.
Remark 2.18. It is vital to point out that though the above proposition holds true in the G-framework,
even sup linear expectation framework, the dominated convergence theorem (the quasi-surely version),
and the claim that quasi-surely convergence implies convergence in capacity, all fail in G-framework.
Now we introduce the stochastic integral (Itoˆ’s integral) for one-dimension case in G-framework.
Denote Mp,0G (0, T ) the collection of processes with form
ηt(ω) =
N−1∑
i=0
ξi(ω)1[ti,ti+1)(t),
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for a partition {0 = t0 < ... < tN = T } and ξi ∈ Lip(Ωti), i = 0...N − 1. Then denote by MpG(0, T ) the
completion of Mp,0G (0, T ) under norm ‖ · ‖MpG := {Eˆ
∫ T
0
|ηs|pds}
1
p .
Definition 2.19. For each η ∈M2,0G (0, T ), one has the mapping I from M2,0G (0, T ) to L2G(ΩT ) :
I(η) =
∫ T
0
ηsdBs :=
N−1∑
i=0
ξi(Bti+1 −Bti). (2.11)
It has been shown (see [22], [23], [24]) that the mapping is continuous and can be extended to the
completion space M2G(0, T ). Define the quadratic variation processes 〈B〉 of G-Brownian motion by
〈B〉t := B2t − 2
∫ t
0
BsdBs. (2.12)
It can be shown that σ2 6 d〈B〉t
dt
6 σ¯2, cˆ−q.s., where σ =
√
−Eˆ[−B21 ] and σ¯ =
√
Eˆ[B21 ]. In G-expectation
theory, 〈B〉 shares properties of independent stationary increment just as G-Brownian motion. Moreover,
the following integral of a process inM1,0G (0, T ) can be continuously extended to the completionM
1
G(0, T ).
∫ T
0
ηtd〈B〉t :=
N−1∑
i=0
ξi(〈B〉ti+1 − 〈B〉ti) :M1,0G (0, T )→ L1G(ΩT ), (2.13)
where η is defined as above, only L2G replaced by L
1
G.
For the multi-dimensional case, one could obtain similar results. Indeed, let (Bt)t>0 be a d-dimensional
G-Brownian motion. For any a ∈ Rd, Ba := a · B is still a Ga-Brownian motion. Then according to
results in one-dimensional case, one could define integrals with respect to Ba, 〈Ba〉, and obtain continuity
for these mappings. Furthermore, the mutual variation process 〈Ba, Ba¯〉t could be defined by polarization.
At last, we end this subsection with Itoˆ’s formula in G-framework. The proof could also be obtained
in [24].
Theorem 2.20. Let Φ be a twice continuously differentiable function on Rn with polynomial growth
for the first and second order derivatives. Suppose X is a Itoˆ process, i.e.
Xνt = X
ν
0 +
∫ t
0
ανsds+
∫ t
0
ηνijs d〈Bi, Bj〉+
∫ t
0
βνjs dB
j
s
where ν = 1, ..., n, i, j = 1, ..., d, ανs , η
νij
s , β
νj
s are bounded processes in M
2
G(0, T ). Here and from now on,
repeated indices means summation over the same ones. Then for each t > s > 0 we have in L2G(Ωt) :
Φ(Xt)− Φ(Xs) =
∫ t
s
∂xνΦ(Xu)β
νj
u dB
j
u +
∫ t
s
∂xνΦ(Xu)α
ν
udu
+
∫ t
s
[∂xνΦ(Xu)η
νij
u +
1
2
∂2xµxνΦ(Xu)β
µi
u β
νj
u ]d〈Bi, Bj〉u.
3 G-Stochastic Integral as Rough Integral
Firstly we give the G-expectation version of Kolmogorov criterion for rough paths, the proof of which is
adapted from the classical case (see Theorem 3.1 in [3]).
Theorem 3.1. For fixed q > 2, β > 1
q
, assume X(ω) : [0, T ] → Rd and X(ω) : [0, T ]2 → Rd ⊗ Rd are
processes with Xt ∈ LqG(ΩT ),Xs,t ∈ L
q
2
G(ΩT ), ∀s, t ∈ [0, T ], and satisfy relation (2.1), cˆ− q.s.. If for any
s, t ∈ [0, T ], one has bounds
‖Xs,t‖LqG 6 C|t− s|
β , ‖Xs,t‖
L
q
2
G
6 C|t− s|2β , (3.1)
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for some constant C. Then for all α ∈ [0, β− 1
q
), (X,X) has a cˆ− q.s. continuous modification, and there
exist Kα ∈ LqG,Kα ∈ L
q
2
G such that for any s, t ∈ [0, T ], one has inequalities
|Xs,t| 6 Kα|t− s|α, |Xs,t| 6 Kα|t− s|2α, cˆ− q.s.. (3.2)
In particular, if β − 1
q
> 13 , then cˆ− q.s. X = (X,X) belongs to C α([0, T ],Rd), for any α ∈ (13 , β − 1q ).
Proof. Without loss of generality suppose T=1, and define dyadic partition as Dn = {i2−n, i = 0...2n}.
Set
Kn = sup
t∈Dn
|Xt,t+2−n |, Kn = sup
t∈Dn
|Xt,t+2−n |.
Note that since Dn are finite sets, Kn,Kn belong to L
q
G and L
q
2
G respectively. Furthermore, one has
bounds
Eˆ(Kqn) 6
∑
Dn
Eˆ|Xt,t+2−n |q 6 Cq(
1
2n
)βq−1
Eˆ(K
q
2
n ) 6
∑
Dn
Eˆ|Xt,t+2−n |
q
2 6 C
q
2 (
1
2n
)βq−1
For any s, t ∈ ⋃nDn, there exists m such that 2−m−1 < t − s 6 2−m, and a partition, s = τ0 < τ1 <
... < τN = t, with (τi, τi+1) ∈ Dk, for some k > m+ 1. Also, we can choose such a partition that at most
two intervals in this partition are taken from the same Dk for any fixed k > m+ 1.
Then one obtains
|Xs,t| 6 max
06i6N
|Xs,τi | 6
N−1∑
i=0
|Xτi,τi+1| 6 2
∑
n>m+1
Kn.
It follows that
|Xs,t|
|t− s|α 6 2
∑
n>m+1
(2n)αKn 6 Kα,
where Kα := 2
∑
n>0 2
nαKn. We can easily check that Kα ∈ LqG since Kn ∈ LqG.
For the second order part X, by “Chen’s identity”, one has the following inequalities,
|Xs,t| = |
N−1∑
i=0
(Xτi,τi+1 +Xs,τi ⊗Xτi,τi+1)|
6 2
∑
n>m+1
Kn + max
06i6N
|Xs,τi+1 |
N−1∑
j=0
|Xτj ,τj+1 |
6 2
∑
n>m+1
Kn + (2
∑
n>m+1
Kn)
2.
Then one obtains
|Xs,t|
|t− s|2α 6
∑
n>1
2Kn2
2nα +K2α,
the right side of which can be checked to belong to L
q
2
G.
3.1 G-Itoˆ integral as rough integral
Let us consider the G-Brownian motion as rough paths. Suppose B = (B(1), ..., B(d)) is a d-dimensional
G−Brownian motion and
Eˆ[|B(i)B(j)|] = σ¯2ij , −Eˆ[−|B(i)B(j)|] = σ2ij .
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For simplicity, suppose for some positive number σ¯, σij 6 σ¯ij < σ¯ for any i, j. Firstly, it is obvious that
the lifted G-Brownian motion, (B,B) := (B,
∫ t
s
Bs,rdBr) = ({B(i)}di=1, {
∫ t
s
B
(i)
s,rdB
(j)
r }16i,j6d) satisfies
(2.1). There remains the analytic condition to be checked. With an application of Theorem 3.1, the
following proposition would stand for our claim that the lifted G-Brownian motion belongs to the rough
path space C α, cˆ− q.s..
Proposition 3.2. One has the following inequalities
‖Bs,t‖LqG 6 Cq,σ¯ |t− s|
1
2 , ‖Bs,t‖
L
q
2
G
6 Cq,σ¯|t− s|, for any q > 2,
where Cq,σ¯ is a constant depending on k and σ¯.
Proof. It is obvious that ‖Bs,t‖LqG 6 Cq|t − s|
1
2 . Thanks to the property of stationary and independent
increment for G-Brownian motion, only Eˆ| ∫ t0 BrdBr|2k 6 Ckt2k, for any k > 1, left to be checked.
Note that
∫ t
0 B
(i)
r dB
(j)
r is a square integrable continuous martingale under each P ∈ PΓ by Theorem
2.11. A combination of Burkholder-Davis-Gundy inequality and Jenson’s inequality tells that
Eˆ|
∫ t
0
B(i)r dB
(j)
r |2k 6 CkEˆ|
∫ t
0
(B(i)r )
2d〈B(j)〉r|k 6 Ck,σ¯Eˆ|
∫ t
0
(B(i)r )
2dr|k
6 Ck,σ¯t
k
Eˆ(
1
t
∫ t
0
|B(i)r |2kdr)
6 Ck,σ¯t
2k,
where Ck,σ¯ is a constant depending on k and σ¯, which implies the result by basic inequalities.
Since (B,B) are rough paths cˆ − q.s., for (Y, Y ′) ∈ D2αB(ω)
⋂
M2G, we denote
∫
YrdBr as the rough
integral and
∫
YrdBr as the Itoˆ integral with respect to G-Brownian motion.
Proposition 3.3. (G-Itoˆ stochastic integral as rough integral) Assume (Y, Y ′)(ω) ∈ D2αB(ω)([0, T ],L(Rd,Rn)),
cˆ−q.s, and Y, Y ′ ∈M2G(0, T ),with Yt, Y ′t in L2G(Ωt), for any t ∈ [0, T ]. Furthermore, suppose ‖‖Y ‖α‖L2 , ‖‖Y ′‖α‖L2 <
∞. Then the identity holds, ∫ T
0
YrdBr =
∫ T
0
YrdBr, cˆ− q.s.. (3.3)
In particular,
∑
(u,v)∈P(YuBu,v + Y
′
uBu,v) converges to
∫ T
0 YrdBr in the L
2
G-norm sense.
Proof. Suppose P is any partition of [0, T ] and set Y Pt :=
∑
[u,v]∈P Yu1[u,v)(t). Then we have inequalities,
Eˆ|
∫ T
0
(Yt − Y Pt )dBt|2 6 Cσ¯Eˆ
∫ T
0
|Yt − Y Pt |2dt 6 Cσ¯
∑
P
∫ v
u
(t− u)2αEˆ‖Y ‖2αdt
6 Cσ¯T |P|2αEˆ‖Y ‖2α.
In particular,
∑
P YuBu,v
|P|→0→ ∫ T0 YtdBt, in the sense of L2G-norm, so according to Proposition 2.17,
there exists a subsequence, denoted as
∑
Pn
YuBu,v, converging to
∫ T
0 YrdBr, cˆ− q.s..
By the definition of rough integral,
∑
Pn
(YuBu,v+Y
′
uBu,v)→
∫ T
0 YrdBr, cˆ−q.s..We claim that, as the
difference term of the two sequences,
∑
Pn
Y ′uBu,v converges to 0 in L
2
G−norm sense, and then according
to this, there exists a subsequence {Pnk} such that
∑
Pnk
Y ′uBu,v converges to 0, cˆ− q.s., which implies
the desired result. At last, one has the following inequalities,
‖
∑
Pnk
Y ′uBu,v‖2L2
G
= Eˆ[
∑
Pnk
|Y ′u|2|Bu,v|2]
= Eˆ[|Y ′u1 |2|Bu1,v1 |2 + · · ·+ |Y ′ulk |
2
Eˆ[|Bulk ,vlk |2|Ωulk ]]
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6 Eˆ[|Y ′u1 |2|Bu1,v1 |2 + · · ·+ |Y ′ulk−1 |
2|Bulk−1,vlk−1 |2 + C|Y ′ulk |
2(vlk − ulk)2]
= Eˆ[|Y ′u1 |2|Bu1,v1 |2 + · · ·+ Eˆ[|Y ′ulk−1 |
2|Bulk−1,vlk−1 |
2 + C|Y ′ulk |
2(vlk − ulk)2|Ωulk−1 ]]
6 Eˆ[|Y ′u1 |2|Bu1,v1 |2 + · · ·+ Eˆ[|Y ′ulk−1 |
2|Bulk−1,vlk−1 |
2|Ωulk−1 ] + CEˆ[|Y
′
ulk
|2(vlk − ulk)2|Ωulk−1 ]]
6 Eˆ[|Y ′u1 |2|Bu1,v1 |2 + · · ·+ |Y ′ulk−2 |
2|Bulk−2,vlk−2 |2 + C(|Y ′ulk−1 |
2(vlk−1 − ulk−1)2 + |Y ′ulk |
2(vlk − ulk)2)]
6 · · · · · ·
6 CEˆ[
∑
Pnk
|Y ′u|2(v − u)2]
6 C|Pnk |‖Y ′‖2M2
G
.
The last inequality follows from the convergence,
∑
(u,v)∈P Y
′
u1[u,v)(t)
|P|→ Y ′ in the sense of M2G. Indeed,
Eˆ
∫ T
0
|
∑
(u,v)∈P
Y ′u1[u,v)(t)− Y ′t |2dt 6
∑
P
Eˆ
∫ v
u
|Y ′u − Y ′t |2dt
6 Eˆ‖Y ′‖2αT |P|2α/(2α+ 1)→ 0.
Remark 3.4. Here Y, Y ′ ∈ M2G means every element of Y and Y ′ belongs to M2G. According to
the above proof, one can simply check that the assumption ‖‖Y ′‖α‖L2 < ∞ could be replaced by |Y ′|
bounded.
Example 3.1. (i). For fixed α ∈ (13 , 12 ) and any function F ∈ C2(R,R) with polynomial growth for
the first and second order derivatives, i.e.,
|D2F (x)| + |DF (x)| 6 C(1 + |x|k),
for some positive constants C, k, it is simple to check that (Y, Y ′) := (F (B), DF (B)), where B is a one-
dimensional G−Brownian motion, satisfies the assumption in the above proposition. Indeed, according
to Taylor’s expansion,
F (Bt)− F (Bs) = DF (Bs + λ1(Bt −Bs))(Bt −Bs),
DF (Bt)−DF (Bs) = D2F (Bs + λ2(Bt −Bs))(Bt −Bs),
F (Bt)− F (Bs) = DF (Bs)(Bt −Bs) + 1
2
D2F (Bs + λ3(Bt −Bs))(Bt −Bs)2,
for some λi(ω) ∈ [0, 1], i = 1, 2, 3.
By Theorem 3.1, it holds that,
‖F (B)‖α 6 sup
s,t∈[0,T ]
λ1∈[0,1]
|DF (Bs + λ1(Bt −Bs))|‖B‖α, cˆ− q.s.;
‖DF (B)‖α 6 sup
s,t∈[0,T ]
λ2∈[0,1]
|DF (Bs + λ2(Bt −Bs))|‖B‖α, cˆ− q.s.;
‖RY ‖2α 6 1
2
sup
s,t∈[0,T ]
λ3∈[0,1]
|D2F (Bs + λ3(Bt −Bs))|‖B‖2α, cˆ− q.s.,
so (F (B), DF (B)) ∈ D2αB(ω)([0, T ],R), cˆ − q.s.. Furthermore, by the polynomial growth condition and
Theorem 3.1, one can simply check that
‖‖Y ‖α‖L2 , ‖‖Y ′‖α‖L2 <∞.
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(ii). For a given function f ∈ C1(R,R), which satisfies
|f(x)|+ |Df(x)| 6 K(1 + |x|d),
for some positive constants K, d, define (Z,Z ′) := (
∫ .
0
f(Br)dBr, f(B.)). Firstly, we need to show Z ∈
M2G(0, T ). Define Z
N
t :=
∑kN
i=0 Zti1[tNi ,tNi+1)(t), where PN := {0 = tN0 < tN1 < ... < tNkN = T } is any
sequence of partition with modulus |PN | converging to 0, and then one could obtain ZN N→ Z under the
norm of M2G. Indeed,
Eˆ
∫ T
0
(ZNt − Zt)2dt 6
∑
PN
∫ tNi+1
tNi
Eˆ(ZNt − Zt)2dt
=
∑
PN
∫ tNi+1
tNi
Eˆ(
∫ t
tNi
f(Br)dBr)
2dt
6 Cσ¯,K,d,T |PN | → 0,
where Cσ¯,K,d, is a constant depending on σ¯,K, d. Secondly, one needs to check that (Z,Z
′) ∈ D2αB(ω)([0, T ],R), cˆ−
q.s.. According to Theorem 3.1, it is simple to obtain that Z ∈ Cα, cˆ− q.s., and ‖‖Z‖α‖Lq <∞, for any
q > 2 and α ∈ (13 , 12 − 1q ). Finally, only RZ ∈ C2α needs to be checked. Define H(x) :=
∫ x
0 f(y)dy. Then
DH(x) = f(x), and H(x) has polynomial growth for the first and second derivatives. By G-Itoˆ’s formula,
H(Bt)−H(Bs) = Zs,t + 1
2
∫ t
s
Df(Br)d〈B〉r , cˆ− q.s..
According to example (i), R
H(B)
s,t := H(Bt)−H(Bs)− f(Bs)Bs,t quasi-surely belongs to C2α. Since 〈B〉.
is absolutely continuous, one could say RZs,t := Zs,t − f(Bs)Bs,t ∈ C2α, cˆ− q.s..
Remark 3.5. It is easy to see that one could replace B with Itoˆ processes and apply similar tricks for
more examples.
3.2 G-Stratonovich integral as rough integral
Firstly, we provide a description of Stratonovich integral with respect to G-Brownian motion. Define
〈Y,B(k)〉t := lim|P|→0
∑
(u,v)∈P Yu,vB
(k)
u,v, for any k = 1, ..., d, whenever the limit exists in L1G(Ωt), for
any t ∈ [0, T ].
Proposition 3.6. For any β = (β(1), ..., β(d)) ∈M2G, define Yt :=
∫ t
0
β
(l)
r dB
(l)
r . Then one has
〈Y,B(k)〉t =
∫ t
0
β(l)r d〈B(l), B(k)〉r, cˆ− q.s.. (3.4)
Proof. By linearity one only needs to show the case that β is one-dimensional, i.e. Yt =
∫ t
0 βrdB
(l)
r , for
any fixed l = 1, ..., d.
Step1: Suppose that βs ∈ M2,0G , with the form βs =
∑N−1
i=0 ξi1[ti,ti+1)(s), |ξi| 6 K, i = 0...N − 1, and
the partition Q := {0 = t0 < t1 < t2 < ... < tN = t} fixed.
For any partition P = {0 = τ0 < τ1 < τ2 < ... < τM = t}, satisfying |P| 6 |Q|, it holds that
∑
P
(Yτi,τi+1B
(k)
τi,τi+1
) =
∑
P
(
∫ τi+1
τi
βsdB
(l)
s B
(k)
τi,τi+1
)
=
∑
[τi,τi+1)⊂[tj ,tj+1)
(ξjB
(l)
τi,τi+1
)B(k)τi,τi+1
+
∑
tj∈[τi,τi+1)
(ξj−1(B
(l)
tj
−B(l)τi ) + ξj(B(l)τi+1 −B
(l)
tj
))B(k)τi,τi+1
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=
∑
[τi,τi+1)⊂[tj ,tj+1)
(ξjB
(l)
τi,τi+1
)B(k)τi,τi+1
+
∑
tj∈[τi,τi+1)
(ξj−1(B
(l)
tj
−B(l)τi ) + ξj(B(l)τi+1 −B
(l)
tj
))(B
(k)
τi,tj
+B
(k)
tj ,τi+1
)
=
∑
P∨Q
(ξuB
(l)
u,v)B
(k)
u,v +
N−1∑
j=1
ξj−1B
(l)
τi,tj
B
(k)
tj ,τi+1
+
N−1∑
j=1
ξjB
(k)
τi,tj
B
(l)
tj ,τi+1
, cˆ− q.s.,
in the last equation of which we patch the two partitions together.
According to Chapter 3 Lemma 4.6 in [24], it suffices to show the convergence
N−1∑
j=1
ξj−1B
(l)
τi,tj
B
(k)
tj ,τi+1
+
N−1∑
j=1
ξjB
(k)
τi,tj
B
(l)
tj ,τi+1
|P|→ 0,
in the sense of L1G. Indeed,
Eˆ[|
N−1∑
j=1
ξj−1B
(l)
τi,tj
B
(k)
tj ,τi+1
+
N−1∑
j=1
ξjB
(k)
τi,tj
B
(l)
tj ,τi+1
|] 6 2(N − 1)K|P| → 0.
Step2: For any β ∈M2G, assume {βns }n ⊂M2,0G , converges to β in the sense ofM2G. One has inequalities,
Eˆ[|
∑
P
∫ v
u
βsdB
(l)
s B
(k)
u,v −
∫ t
0
βsd〈B(l), B(k)〉s|]
6 Eˆ[|
∑
P
(
∫ v
u
βsdB
(l)
s B
(k)
u,v −
∫ v
u
βns dB
(l)
s B
(k)
u,v +
∫ v
u
βns dB
(l)
s B
(k)
u,v
−
∫ v
u
βns d〈B(l), B(k)〉s +
∫ v
u
βns d〈B(l), B(k)〉s −
∫ v
u
βsd〈B(l), B(k)〉s)|]
6 Eˆ[|
∑
P
∫ v
u
βsdB
(l)
s B
(k)
u,v −
∫ v
u
βns dB
(l)
s B
(k)
u,v|] + Eˆ[|
∑
P
∫ v
u
βns dB
(l)
s B
(k)
u,v
−
∫ v
u
βns d〈B(l), B(k)〉s|] + Eˆ[|
∑
P
∫ v
u
(βns − βs)d〈B(l), B(k)〉s|] (3.5)
The second term in (3.5) converges to 0 by Step1. According to definitions, the third term also con-
verges to 0.
At last, for the first term, since the calculation is carried in L2G and B is a martingale under each
P ∈ P, one obtains that
Eˆ[|
∑
P
∫ v
u
(βs − βns )dB(l)s B(k)u,v|]
6 sup
P∈P
∑
P
EP [|
∫ v
u
(βs − βns )dB(l)s B(k)u,v|]
6 sup
P∈P
σ¯2
∑
P
{EP [
∫ v
u
(βs − βns )2ds]}
1
2 |v − u| 12
6 σ¯2 sup
P∈P
T
1
2 {
∑
P
EP [
∫ v
u
(βs − βns )2ds]}
1
2
6 σ¯2T
1
2 {Eˆ[
∫ T
0
(βs − βns )2ds}
1
2 → 0.
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Corollary 3.7. For
Yt = ξ +
∫ t
0
β(j)s dB
(j)
s +
∫ t
0
αsds+
∫ t
0
γ(j,l)s d〈B(j), B(l)〉s, (3.6)
with β ∈M2G, and α, γ ∈M1+δG (0, T ), for some δ > 0, one has the expression,
〈Y,B(k)〉t =
∫ t
0
β(j)s d〈B(j), B(k)〉s, cˆ− q.s..
Proof. Without loss of generality, the proof can be done by showing
∑
(u,v)∈P
∫ v
u
γsd〈B(j)〉sB(k)u,v
|P|→ 0,
∑
(u,v)∈P
∫ v
u
αsdsB
(k)
u,v
|P|→ 0,
in the sense of L1G. We only show the first convergence. Indeed, by boundedness for
d〈B(j)〉t
dt
, one has the
following inequalities
Eˆ[|
∑
P
∫ v
u
γsd〈B(j)〉sB(k)u,v|] 6 σ¯2 sup
P∈P
∑
P
EP [|B(k)u,v||
∫ v
u
γsds|]
6 σ¯2 sup
P∈P
∑
P
[EP |
∫ v
u
γsds|1+δ] 11+δ [EP |B(k)u,v|
1+δ
δ ]
δ
1+δ
6 σ¯3 sup
P∈P
∑
P
[EP
∫ v
u
|γs|1+δds] 11+δ |v − u| δ1+δ |v − u| 12
6 σ¯3 sup
P∈P
|P| 12 [
∑
P
EP
∫ v
u
|γs|1+δds] 11+δ T δ1+δ
6 σ¯3T
δ
1+δ ‖γ‖M1+δ
G
|P| 12 → 0.
Definition 3.8. (Stratonovich integration with respect to G-Brownian motion) Suppose Y = (Y1, ..., Yd) ∈
M2G(0, T ), and 〈Y (i), B(i)〉 exist for any i. The Stratonovich integral of Y against B, with value in L1G, is
given by identity: ∫ t
0
Y (i)s ◦ dB(i)s :=
∫ t
0
Y (i)s dB
(i)
s +
1
2
〈Y (i), B(i)〉t, cˆ− q.s.. (3.7)
Proposition 3.9. Assume Y defined as Yt :=
∫ t
0
β
(j)
s dB
(j)
s , with β ∈ M2G. Then, for partitions P of
[0, t] with |P| → 0, it holds that
L1G − lim
|P|→0
∑
(u,v)∈P
Yu + Yv
2
B(k)u,v =
∫ t
0
Ys ◦ dB(k)s (3.8)
Proof. Suppose t = T here. According to the definition of 〈Y,B(k)〉, it suffices to show the following
convergence under the case that β is one-dimensional,
∑
P
YuB
(k)
u,v
L1G→
∫ T
0
YrdB
(k)
r .
Step1. If βs =
∑N−1
i=0 ξi1[ti,ti+1)(s), with Q := 0 = t0 < t1 < ... < tN = T , a fixed partition, one has
the identity
Yr =
∫ r
0
βsdB
(l)
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=
N−2∑
i=0
ξiB
(l)
ti,ti+1
1[ti+1,T )(r) +
N−1∑
i=0
ξiB
(l)
ti,r
1[ti,ti+1)(r) + ξN−1B
(l)
tN−1,tN
1{T}(r)
=
N−1∑
i=0
(
i−1∑
j=0
ξjB
(l)
tj ,tj+1
− ξiB(l)ti )1[ti,ti+1)(r) +B(l)r
N−1∑
i=0
ξi1[ti,ti+1)(r) + ξN−1B
(l)
tN−1,tN
1{T}(r)
=
N−1∑
i=0
ξ˜i1[ti,ti+1)(r) +B
(l)
r
N−1∑
i=0
ξi1[ti,ti+1)(r) + ξN−1B
(l)
tN−1,tN
1{T}(r),
where we denote ξ˜i := (
∑i−1
j=0 ξjB
(l)
tj ,tj+1
− ξiB(l)ti ), and
∑−1
j=0 ξjB
(l)
tj ,tj+1
= 0.
It follows that
∫ T
0
YrdB
(k)
r =
N−1∑
i=0
(
i−1∑
j=0
ξjB
(l)
tj ,tj+1
− ξiB(l)ti )B
(k)
ti,ti+1
+
N−1∑
i=0
ξi
∫ ti+1
ti
B(l)r dB
(k)
r
=
N−1∑
i=0
ξ˜iB
(k)
ti,ti+1
+
N−1∑
i=0
ξi
∫ ti+1
ti
B(l)r dB
(k)
r , cˆ− q.s., (3.9)
On the other hand, suppose P := {0 = τ0 < τ1 < ... < τM = T }. It holds that
M−1∑
j=0
YτkB
(k)
τj,τj+1
=
M−1∑
j=0
(
N−1∑
i=0
ξ˜i1[ti,ti+1)(τj)B
(k)
τj ,τj+1
)
+
M−1∑
j=0
B(l)τj (
N−1∑
i=0
ξi1[ti,ti+1)(τj))B
(k)
τj ,τj+1
, cˆ− q.s. (3.10)
We claim that the first part of (3.10) converges to the first part of (3.9) in L1G-norm sense, and the
second part of (3.10) also does converge to the last part of (3.9).
Firstly, for any i = 0, ..., N − 1, assume τki is the first endpoint in partition P entering the interval
[ti, ti+1). Note that ki > 1, once making sure |P| < |Q|. Then it turns out that
M−1∑
j=0
(
N−1∑
i=0
ξ˜i1[ti,ti+1)(τj)B
(k)
τj ,τj+1
)
=
N−1∑
i=0
ξ˜iB
(k)
ti,ti+1
+
N−1∑
i=0
(ξ˜iB
(k)
τki ,ti
+ ξ˜iB
(k)
τki+1−1,ti+1
). (3.11)
A similar argument as Lemma 3.6 shows that the second part of (3.11) converges to 0 in the L1G-norm
sense.
The convergence of the second part of (3.10) follows from the fact that
L2G −
∑
P
⋂
[ti,ti+1)
B(l)u B
(k)
u,v
|P|→
∫ ti+1
ti
B(l)r dB
(k)
r .
Step2. According to the definition of M2G, for any Yt :=
∫ t
0 βsdB
(l)
s , with β ∈ M2G, there exists
{βn}n=1 ∈M2,0G , such that βn
M2G→ β. Then one has the following identity by inserting terms
∑
P
YuB
(k)
u,v −
∫ T
0
YtdB
(k)
t
Last1 F N et al. Sci China Math January 2016 Vol. 59 No. 1 15
=
∑
P
(YuB
(k)
u,v −
∫ u
0
βns dB
(l)
s )B
(k)
u,v (3.12)
+
∑
P
∫ u
0
βns dB
(l)
s B
(k)
u,v −
∫ T
0
Y nt dB
(k)
t (3.13)
+
∫ T
0
Y nt dB
(k)
t −
∫ T
0
YtdB
(k)
t , cˆ− q.s., (3.14)
where we denote Y nt :=
∫ t
0
βns dB
(l)
s .
We claim that (3.12), (3.13), (3.14) converge to 0 in the sense of L1G.
Firstly, for (3.14), it suffices to prove that Y nt
M2G→ Yt, which follows directly from
Eˆ
∫ T
0
|
∫ t
0
(βns − βs)dB(l)s |2dt 6 σ¯2T Eˆ
∫ T
0
|βns − βs|2ds→ 0
as n goes to infinity.
Secondly, for a fixed n, according to Step1, (3.13) converges to 0 as |P| → 0.
Thirdly, for (3.12), it holds that
Eˆ|
∑
P
(Yu −
∫ u
0
βns dB
(l)
s )B
(k)
u,v|2 = Eˆ
∑
P
|Yu −
∫ u
0
βns dB
(l)
s |2|B(k)u,v|2
6 σ¯2
∑
P
|v − u|Eˆ|
∫ u
0
(βns − βs)2d〈B(l)〉s|
6 σ¯4T Eˆ
∫ T
0
|βns − βs|2ds→ 0
Corollary 3.10. Suppose Yt defined as (3.6), with β, α, γ ∈M2G. Then it holds that
L1G − lim
|P|→0
∑
(u,v)∈P
Yu + Yv
2
B(k)u,v =
∫ T
0
Ys ◦ dB(k)s .
Proof. By the above proposition and linearity of integration, it suffices to show the convergence of∑
P YuB
(k)
u,v to
∫ T
0
YtdB
(k)
t , in the case that Yt =
∫ t
0
αsds. Indeed, with an application of Fubini’s theorem,
one has inequalities
Eˆ|
∫ T
0
YtdB
(k)
t −
∑
P
YuB
(k)
u,v| 6 Eˆ|
∑
P
∫ v
u
(
∫ t
u
αsds)dB
(k)
t |
6 sup
P∈P
σ¯
∑
P
[EP |
∫ v
u
(
∫ t
u
αsds)
2dt|] 12
6 sup
P∈P
σ¯
∑
P
[EP
∫ v
u
(
∫ t
u
α2sds)(t− u)dt]
1
2
6 σ¯ sup
P∈P
T
1
2 [
∑
P
EP
∫ v
u
(
∫ t
u
α2sds)
t− u
v − udt]
1
2
6 σ¯T
1
2 sup
P∈P
[
∑
P
EP
∫ v
u
α2s(
v − u
2
− (s− u)
2
2(v − u) )ds]
1
2
6 σ¯T
1
2 |P| 12 ‖α‖M2
G
,
which implies the expected conclusion.
16 Last1 F N et al. Sci China Math January 2016 Vol. 59 No. 1
Remark 3.11. Of course one can further consider the quadratic variation of two G-Itoˆ processes, and
obtain similar results. However, by now, we already have got enough information to consider Stratonovich
integrals as rough integrals.
In the case where Ys = Bs, one may define the Stratonovich integral with respect to G-Brownian
motion,
B
strat
s,t :=
∫ t
s
Bs,u ◦ dBu = Bs,t + 1
2
〈B〉s,t.
Here 〈B〉 = {〈B(i), B(j)〉}i,j is the variation matrix. According to Theorem 3.1, Bstrat := (B,Bstrat) is
also quasi-surely rough paths.
Corollary 3.12. (G-Stratonovich integral as rough integral)
Assume (Y, Y ′)(ω) ∈ D2αB(ω)([0, T ],L(Rd,Rn)), cˆ − q.s., and Y, Y ′ ∈ M2G(0, T ), with values Yt, Y ′t in
L2G(Ωt), for any t ∈ [0, T ]. Furthermore, suppose ‖‖Y ‖α‖L2 , ‖‖Y ′‖α‖L2 , ‖‖RY ‖2α‖L2 <∞. Then one has
the identity,
〈Y,B〉t =
∫ t
0
Y ′sd〈B〉s, cˆ− q.s..
Moreover, it holds that ∫ t
0
YsdB
strat =
∫ t
0
Ys ◦ dBs, cˆ− q.s..
In particular, the rough integral
∫ t
0 YsdB
strat belongs to L1G.
Proof. Note that
∑
(u,v)∈P
Yu,v(Bu,v) =
∑
(u,v)∈P
(Y ′uBu,v)(Bu,v) +
∑
(u,v)∈P
RYu,v(Bu,v).
By similar tricks applied in the proof of Lemma 3.6 and integrability of ‖Y ′‖α, ‖RY ‖2α, one could obtain
that ∑
(u,v)∈P
(Y ′uBu,v)(Bu,v)→
∫ t
0
Y ′sd〈B〉s;
∑
(u,v)∈P
RYu,v(Bu,v)→ 0
in the sense of L2G. Then we got the existence of 〈Y,B〉, i.e. the following identity,
〈Y,B〉t =
∫ t
0
Y ′sd〈B〉s, cˆ− q.s..
By the definition of Bstrat and rough integrals, it holds that
∫ t
0
YsdB
strat =
∫ t
0
YsdBs +
∫ t
0
Y ′sd〈B〉s, cˆ− q.s..
Then the conclusion follows.
4 Roughness of G-Brownian Motion and the Norris Lemma
To build the Norris lemma in G-framework through rough paths, we need to show the θ-Ho¨lder roughness
of G-Brownian motion, i.e. cˆ(Lθ(B) = 0) = 0, for any θ >
1
2 . The main idea for the proof of the result
(i.e. Proposition 4.4) is adapted from Proposition 6.11 in Chapter 6 of [3].
Lemma 4.1. (exponential inequality) Suppose Bt be a d-dimensional G-Brownian motion. One has
the following inequality
cˆ(sup
[0,T ]
|Bt| > 1
ε
) 6 d exp(− 1
ε2dT σ¯2
) (4.1)
Last1 F N et al. Sci China Math January 2016 Vol. 59 No. 1 17
Proof. By the representation for Eˆ, it holds that
cˆ(sup
[0,T ]
|Bt| > 1
ε
) = sup
α∈AΓ
P0(sup
[0,T ]
|
∫ t
0
αsdBs|2 > 1
ε2
)
6
∑
i
sup
α∈AΓ
P0(sup
[0,T ]
|
∑
j
∫ t
0
α(i,j)s dB
j
s |2 >
1
dε2
)
6 d exp(− 1
ε2dT σ¯2
),
where P0 is the Wiener measure, and classical Bernstein inequality (see p.153 in [25] for example) is
applied in the last inequality.
Remark 4.2. About large deviation results in G−framework, we refer readers to [8] for more details.
The θ-Ho¨lder roughness of the classical Brownian motion was proposed and proved in [9], which gives
a quantitative version of the true roughness of Brownian motion, i.e.,
lim
t→s
|Bs,t|
|t− s|θ =∞, a.s. ,
when θ > 12 (see [4] for the definition of true roughness).
Lemma 4.3. Let Bt be a d-dimensional G-Brownian motion. Then there exists positive constants
b, A, depending only on the dimension d, such that for any ε ∈ (0, 1), one has the bound
cˆ( inf
|a|=1
a∈Rd
sup
t∈[0,T ]
|(a · Bt)| 6 ε) 6 A(exp(−bTσ2ε−2) + exp(−bT−1(σ¯ε)−2)). (4.2)
Proof. Note that Bat := a · Bt is a GaaT− Brownian motion, with σ¯2aaT = 2G(aaT ) = Eˆ[aT 〈B〉1a] >
σ2|a|2 = σ2. Here σ is positive as introduced in Part 2. According to small ball estimates for G-Brownian
motion, i.e. Lemma 6.1 in [27], one has the bound
sup
|a|=1
cˆ( sup
t∈[0,T ]
|(a ·Bt)| 6 ε) 6 4
pi
exp(−Tpi
2σ2
8ε2
),
for any ε ∈ (0, 1). Now cover the sphere |a| = 1 with at most Dε−2d balls of radius ε2 centered at ai,
D a constant depending on how to divide the sphere or the ball. By applying Lemma 4.1, one obtains
inequalities
cˆ( inf
|a|=1
sup
[0,T ]
|(a ·Bt)| 6 ε) 6
Dε−2d∑
i=1
cˆ( inf
a∈O(ai,ε
2)
|a|=1
sup
t∈[0,T ]
|(a · Bt)| 6 ε)
6 Dε−2d[ sup
|a|=1
cˆ(sup
[0,T ]
|(a · Bt)| 6 2ε) + cˆ(sup
[0,T ]
|Bt| > 1
ε
)]
6 A(exp(−bTσ2ε−2) + exp(−bT−1σ¯−2ε−2)).
Proposition 4.4. (Ho¨lder roughness for G-Brownian motion) Let B be a d-dimensional G-Brownian
motion. Then for any θ ∈ (12 , 1), B.(ω) is θ-Ho¨lder rough, cˆ − q.s. with scale T2 . More precisely, there
exist positive constants K, l, depending on T, σ¯, σ, such that for any ε˜ ∈ (0, 1
2T θ
), one has the bound
cˆ(Lθ(B) < ε˜) 6 K exp(−lε˜−2). (4.3)
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Proof. Define Dθ(B) := inf |a|=1,n>1,k62n sups,t∈[ k−12n T,
k
2n T ]
2θn|(a · Bs,t)|. Then for any fixed a, s, ε, with
|a| = 1, s ∈ [0, T ], and ε ∈ (0, T2 ), there exist n, k ∈ N, such that T2n < ε 6 T2n−1 , and Ik,n := [k−12n T, k2nT ] ⊂
{t : |t− s| 6 ε}. Moreover, by the definition of Dθ(B), there exist t1, t2 ∈ Ik,n, such that
|(a · Bt1,t2)| > 2−nθDθ(B),
so t1 or t2(say t1) satisfies
|(a ·Bs,t1)| >
1
2
2−nθDθ(B).
According to the arbitrary choice of a, s, ε, it follows that
Lθ(B) >
1
2
2−nθ
εθ
Dθ(B) >
1
2
(
1
2T
)θDθ(B).
Finally, with an application of Lemma 4.3, one arrives at inequalities
cˆ(Lθ(B) < ε˜) 6 cˆ(Dθ(B) < 2
1+θT θε˜)
6
∞∑
n=1
2n∑
k=1
cˆ( inf
|a|=1
sup
s,t∈Ik,n
|(a · Bs,t)| 6 2−nθ21+θT θε˜)
6
∞∑
n=1
2nA[exp(−bT 2−nσ222nθ(21+θT θε˜)−2) + exp(−bT−12nσ¯−222nθ(21+θT θε˜)−2)]
6
∞∑
n=1
A˜ exp(−b˜n(21+θT θε˜)−2)
6 K exp(−lε˜−2),
in the second last inequality of which, we apply the fact that there exist positive constants A˜, b˜,
depending on σ¯, σ and T, such that
n ln 2 + b˜nε¯−2 6 ln
A˜
A
+ bε¯−2(Tσ22(2θ−1)n ∧ σ¯−2T−12(2θ+1)n),
holds uniformly over n > 1, ε¯ ∈ (0, 1).
Remark 4.5. According to the above proof, one could see the non-degenerateness of G is necessary.
Furthermore, constants in the above bound are uniform on the bounds of σ2T and σ¯−2T−1.
Corollary 4.6. Let Bt a d-dimensional G-Brownian motion. Then it holds that, for any θ >
1
2 ,
lim
t→s
|Bs,t|
|t− s|θ =∞, ∀s ∈ [0, T ], cˆ− q.s., (4.4)
Proof. Indeed, one only needs to show the result in one-dimensional case. For any θ > 12 , one can choose
θ′ such that 12 < θ
′ < θ. Note that cˆ(Lθ′(B) = 0) 6 cˆ(Lθ′(B) < ε), for any ε > 0. According to the above
proposition, Lθ′(B(ω)) > 0, cˆ− q.s.. By the definition of Lθ′(B(ω)), it holds that, for any s ∈ [0, T ],
lim
t→s
|Bs,t|
|t− s|θ > limt→sLθ′(B)
|t − s|θ′
|t− s|θ =∞.
Example 4.1. Suppose σ¯ > 1, σ < 12 and P
1 the law of B.2 under P
0, where B. is the one-dimensional
canonical process and P 0 is the Wiener measure. By the representation theorem for G-expectation, one
obtains P 0, P 1 ∈ P. Fix any t ∈ (0, T ], and define a measurable set
A = {〈B〉t = t}.
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It is clear that P 0(A) = 1, P 1(A) = 0, so P 0, P 1 are mutually singular. Following classical methods, it
is quite possible to show that B is θ-Ho¨lder rough P 0 − a.s. and P 1 − a.s.. However, it is nontrivial to
obtain a common null set by classical stochastic analysis. Note that the capacity cˆ could govern infinitely
many such mutually singular measures. This profit could be quite advantageous when one faces practical
problems involving probability uncertainty.
Corollary 4.7. Let B = (B,B), (Y, Y ′)(ω) ∈ D2αB(ω)([0, T ],L(Rd,Rn)), and Z ∈ Cα([0, T ],Rn), cˆ− q.s..
Furthermore, suppose (Y, Y ′) satisfies assumptions in Proposition 3.3. Then denote It =
∫ t
0
YsdBs +∫ t
0
Zsds, and R = 1+Lθ(B)−1+ ‖B‖Cα + ‖Y, Y ′‖B,2α+ |Y0|+ |Y ′0 |+ ‖Z‖α+ |Z0|. One has the inequality
‖Y ‖∞ + ‖Z‖∞ 6MRq‖I‖r∞ cˆ− q.s.,
for some constants M, q, r, depending only on α, θ, T.
In particular, if ∫ t
0
YsdBs +
∫ t
0
Zsds =
∫ t
0
Y ′sdBs +
∫ t
0
Z ′sds,
it holds that Y ≡ Y ′, Z ≡ Z ′, cˆ− q.s..
Proof. For any fixed α, there exists a constant θ ∈ (12 , 2α). According to Proposition 4.4, B is θ-Ho¨lder
rough, cˆ− q.s.. By applying Theorem 2.5, one could obtain the desired result.
Remark 4.8. According to the Norris lemma for rough paths, the above version of Norris lemma in
G-framework fails to distinguish the integral with respect to d〈B〉 and that with respect to dt, mainly
because as a quadratic variation process, 〈B〉 is no longer rough any more. The distinguish of integrals
with respect to d〈B〉 and dt is done in [26] by probabilistic methods. To give a quasi-surely quantitative
distinction between these two integrals, further work may need to be done in the future.
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