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A decomposition termed the matrix-decomposition of the MANOVA hypo- 
thesis is discussed. On the basis of this decomposition the Hotelling-Lawley 
trace statistic TO2 is derived as a Union-Intersection (U-I) statistic. A new 
derivation of the ci-statistic is obtained as a particular case of the U-I nature 
of all the procedures in a class specified by Definition 3.4. 
1. THE MANOVA MODEL AND UNION-INTERSECTION PRINCIPLE 
The MANOVA model [1, 6, 121 concerns a matrix X(IV x p) of A’ inde- 
pendently and normally distributed rows with a common covariance matrix 
ZZ(p x p) and means given by 
where A(IV x q) is a known design matrix of rank Y < iV - p and g(q x p) is a 
matrix of unknown parameters. The MANOVA problem is that of testing a 
testable hypothesis 
H,,: A = CEU = 0, U-2) 
where C(g x q) with rank g( <Y) and U( fi x U) with rank u( < p) are two given 
matrices. 
The problem is invariant under certain groups of transformations [1, 51 
and the invariance reduction yields the characteristic roots cI > ca > ... > cU 
of the matrix E&S;’ as the maximal’invariants, where Sj, and Se are, respectively, 
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the sum of squares and products matrices due to hypothesis and error, namely 
Sh = kw-4, se = U’SU, 
where ii = C(A’A)- A’XU, W = C(A’A)- C’, (1.3) 
S = X’[I - A(A’A)- A’]X and, 
(AA)- is a generalized inverse of A’A. Note that S/(n - Y) may be taken 
as an estimate of E. The matrices Sh and Se are given explicitly in [6] for 
some balanced designs. 
Thus any reasonable symmetric function of the characteristic roots of Sr&’ 
may be taken as the test statistic; the best known of these are the trace T,,2 
proposed by Hotelling and Lawley as a generalization of (Hotelling’s) T2 or 
(Fisher’s) 2; the largest-root statistic ci obtained by Roy from the U-I Principle, 
the likelihood-ratio statistic A derived by Wilks, and v, the trace of 
%(sh + se)-', originally suggested by Bartlett. Various empirical power 
function studies have not established that any of these is superior. Analytical 
studies by Schwartz as related by Kiefer [3] indicate To2 as locally optimal. 
But no heuristic justification has been given for T,,2 analogous to that of the 
largest-root or the likelihood-ratio statistics. In this note we show that To2 
may be derived from the U-I principle. 
UNION-INTERSECTION PRINCIPLE. Suppose that a composite null hypothesis 
Ho and the composite alternative HI can be decomposed as 
where r is an index set such that reasonable tests for H,,,, vs Hly are available. 
Specifically, suppose that the acceptance region for Ho? against HI,, is &, 
f E l7 The union-intersection (U-I) principle suggested by Roy [6, 111 then 
dictates that Ho be accepted against HI over Z? = &,Er&y and rejected on 
its complement. The U-I principle has been extensively used primarily in 
multivariate analysis by Roy and his associates to construct various test 
procedures. See [9] for a study of the U-I principle and [4] for a study of 
closely related multiple-decision procedures. 
The U-I test for Ho vs HI depends both upon the decomposition of the 
null and alternative hypotheses and upon the family of tests for component 
hypotheses. Most of the U-I procedures in multivariate normal analysis have 
been developed by using a natural decomposition of the multivariate hypothesis 
into a family of univariate normal hypotheses. For example, if Y - ArD(p, Z), 
then a’Y - Nl(a’p, a’Xa) for every a E RP; and the hypothesis H,,: p = h 
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or Ho’: Z = Za , concerning the mean or the covariance matrix have natural 
decompositions 
Ho = n {&(a): a’p = a’po}, 
ER= 
Hi = n {Hi(a): a’Ea = a’Xoa}. 
ER# 
The cl-statistic for the MANOVA problem can be derived (see [6]) by 
decomposing (I .2) as 
{Ho: A = 0} = (j {H,,(a): Aa = 0}, 
ERU 
(1.5) 
and using an F-like statistic 
to test H,,(a). It may be noted [12] that the F test is itself a U-I criterion with 
respect to the decomposition 
E&,(a) = n {&,(a, b): b’Aa = 0}, 
bER# 
and the &like statistic 
P(a, b) = (b’~a)2/(b’Wb)(afSea). 
Notice further that H&a, b) may be expressed as 
&(a, b) = I&,(M): tr M’A = 0, 
where M = IW(a, b) = ba’. Hence 
Ho = f-j {H,,(M): tr M’A = O}, 
MGUl 
(1.9) 
where A1 is the set of all (g x r~) matrices of rank 1. Thus the cr-test is the 
U-I procedure with respect to the decomposition (1.7) or equivalently (1.9) 
and the family of r-like tests for the components J&(M). 
2. UNION-INTERSECTION CHARACTER OF T,,2 
The above decomposition (1.5) and (1.7) of MANOVA hypothesis ZY,, is 
straightforward and intuitively appealing, but it is not the only possible decom- 
position. (1.9) immediately suggests the following. 
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DEFINITION 2.1. The matrix decomposition of the MAN~VA hypothesis 
Ho: A = 0 is 
I&,: ()A {Z!&(M): tr M’A = 0}, (2-l) 
where .,&? is the set of al1 matrices of order (g x s). 
Note that the t-like statistics t(a, b) defined above in (1.8), suggests the 
following reasonable statistic t(M) for Z&,(M): 
t(M) = tr(M’&)/trl~z(M’WMSe). (2-2) 
The statistic t(M) is anaIogous to the Behrens-Fisher statistic in that its 
denominator is an estimate of the se of the numerator and that its null-distribu- 
tion involves Z (except when rank(M) = 1). In fact ifg = u = 2 and M = (i -y) 
the component hypothesis H,,(M) of &,: A = 0 is the Behrens-Fisher hypothesis 
and t(M) is the Behrens-Fisher statistic. 
Now we present a simple demonstration of the U-I nature of the T@?=-test. 
Towards this end we need the foliowing, a version of the Cauchy-Schwarz 
inequality. 
LEMMA 2.2. Let A, B be matrices of order g x u. Thm 
s;p tr(~‘)~trl/z~BB’) = trllz(AA’). (2.3) 
THEOREM 2.3. tr(S&‘), ( a con.vtant times TOz), is the U-I stutistic with 
respect to the matrix decomposition and the family of statistics t(M). i.e., 
(2.4) 
Proof. Since W is pd, there exists a matrix T such that W = TT’. Letting 
TM = B, the LHS of (2.4) can be written as 
szp tr(~B~T-l)/trl/z(BS~B~) = sip tr(T-l~B’}~trl/2(BS~B~), 
Se being pd, it can be expressed as Se = EE’ where E is of order (u x u) 
and if BE = H, then the above expression reduces to 
s;p tr(T-‘$E’)-r ~)~trx’2~~ = tr”‘{T-‘~~~)-’ i’(T’P1) = tr1’2(Sr,S;1). 
(follows from Lemma 2.2) 
In the following section we extend the above reasoning to establish U-I 
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nature of all tests in the class 9 of procedures depending on the symmetric 
gauge functions of the roots of Sr&‘. 
3. CLASS 9 OF SYMMETRIC GAUGE FUNCTION STATISTICS 
DEFINITION 3.1. A function c$: R” -+ R is known as a symmetric gauge 
function (sgf) (see [lo, 21) if + is a homogeneous norm which is also symmetric 
in the extended sense, namely 
where a0 is a permutation of a and Q = &I. # is normalized by the convention 
C#(l, 0 ,..., 0) = 1. 
Some useful examples of sgFs are 
(9 h(a) = EL I ui IY’ m4 
(ii) +(a) = &i uu) where ~(~1 is the &h largest of 1 Uj 1, j = l,..., U. 
DEFINITION 3.2. The conjugate I/J of an sgf # is defined by 
#(a) = sup i &/4(b), 
i-l 
where supremum is over either of the sets 
(i) b # 0, 
(ii) xyC1 1 & 1 = I or, 
(iii) +(b) = 1. 
It can be shown that I/I is also an sgf. The conjugate of +,(a) is +s(a) where 
l/y + l/s = 1. In particular +2(a) is self conjugate and zy ] u* 1 is conjugate 
d h&) = ~(0 . 
DEFINITION 3.3. Given any matrix A (p x n), p < n, and an sfg 4, define 
11 A II4 = ~$(a;‘~ ,..., a?), where a1 ,..., CY~ are the eigenvalues of AA’. 
It was proved by von Neumann [lo] that I] A iI4 is a matrix norm and that 
all such (unitarily invariant) matrix norms can be generated from sgf’s in this 
fashion. In [7, 81 Mudholkar studied power properties and confidence bounds 
associated with the procedures in the class 99 for MANOVA defined by the 
following. 
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DEFINITION 3.4. 3 = {F6 14 an sgf} is the class of tests F6 of the MANOVA 
hypothesis Hs, where for an sgf $, F6 accepts Hc, if +(c:‘~ ,..., cy2) is less than 
the critical constant. 
4. U-I NATURE OF TESTS IN 3 
We have already shown the U-I nature of Ta2, a member of 3, wrt the 
matrix decomposition. Now we give a general demonstration of the U-I nature 
of the members of 9. This will give us an alternative U-I derivation of the 
ci-statistics, viz, the one wrt the matrix decomposition. Towards this end we 
define the statistic 
&,(M) = tr(M’~)/~j(M%rMSe)1~2 It6 , (4.1) 
for the component hypothesis Z!&(M), where (AB)l12, for symmetric psd A, B, 
denotes A1/aB1j2. Notice that t,+(M) differs from t(M) in the denominator. We 
shall also need the following well-known [2, 8, lo] analog of Lemma 2.2. 
LEMMA 4. I For any real matrix A( p x n) and 4 any sgf with conjugate 4, 
II A II6 = sup tr(AN’), 
!lNll~=l 
where the supremum is taken over all N( p x n) such that 11 N I/& = 1. 
THEOREM 4.2. F6 is the U-I test for MANOVA wrt the matrix decomposition 
and the family of statistics tJM), i.e., 
sup t&M) = ~!(Si,S;1)1’2 !!6 = 4(~;‘~ ,..., c:‘~). 
ME-4 
Proof. 
stop tr(M’~)/~/(M%rMSe)1~2 I&, = sip tr(T-1~B’);lj(BS~B’)1~2 /I& , 
(proceeding as in the proof of Theorem 2.3) 
= s;p tr(T-‘$E’)-i H’)/!/ H I!+ = l@~S;1)1’2 l/4 
(follows from Lemma 4.1, by taking N = H/l/ H \I$). 
Remark 1. If 4 is taken to be &,(a) = acI) with the corresponding $I = +i , 
there emerges a derivation of the ci-statistic which is alternative to and 
illuminates the construction by Roy. The hypotheses of the present decomposi- 
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tion include those of Roy’s as hypotheses with rank of M equal to one (1.9). 
The statistics tba(M) at (4.1), used to test the component hypotheses in the 
larger set, reduce to t-like statistics in the rank-one subset. The supremum of 
tba(M) is thus seen to occur on the smaller set of hypotheses. 
Remark 2. A study of the U-I principle in the context of block-design 
experiments may be found in Chap. 4 of [12]. The existence of a decomposition 
leading to a U-I interpretation of the sum-of-the-roots criterion is indicated 
there [12, p. 381, but suspected to be intractable. 
Remark 3. The present decomposition, consisting of hypotheses about 
all linear constraints on the parameters, is the natural decomposition in the 
multivariate analogue of the repeated-measures experiments discussed in 
[6, Sect. 4.61, where it leads to Hotelling’s T2. 
Remark 4. The practical use of the results of this article is twofold. First, 
(2.2) and (4.1) immediately lead to simultaneous confidence bounds on pa- 
rametric functions tr(M’A) for all M with an exact confidence coefficient (1 - a). 
Alternatively, t(M) or td(M) may be compared with a percentage point of the 
overall statistic for a post hoc testing of the component hypotheses H,,(M). 
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