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Abstract
In this paper we provide a possible realization of Penrose’s idea of
nonlinear gravitons by constructing a solution to the initial value con-
straints in Ashtekar variables. The solution inputs are a spatial SU(2)
connection and two free functions of position, and can be constructed
as a formal operatorial expansion in powers of the cosmological con-
stant about spacetimes of Petrov Type O. We first present the linear
case, and then provide a simple nonlinear example to first order using
a spatially homogeneous connection.
1
1 Introduction: The linear graviton
In [1] Roger Penrose takes issue with the standard view of the graviton as
a weak-field perturbation of a background spacetime. He proposes the idea
that each graviton should carry its measure of curvature, corresponding to
a solution of the full nonlinear Einstein equations. Motivated by Penrose’s
idea, in this paper we will provide a possible realization of the concept of
nonlinear gravitons using the initial value constraints of general relativity
(GR). The initial value constraints of GR with cosmological constant Λ in the
Ashtekar variables [2] are the Gauss’ law, diffeomorphism and Hamiltonian
constraints (Ga,Hi,H) given respectively by
Diσ˜
i
a = ∂iσ˜
i
a + fabcA
b
i σ˜
i
a = 0; ǫijkσ˜
j
aB
k
a = 0; ǫijkǫ
abcσ˜iaσ˜
j
b
(Λ
3
σ˜kc +B
k
c
)
= 0, (1)
where Aai is a left-handed SU(2) gauge connection and σ˜
i
a is a densitized
triad.1 We have also defined Bia =
1
2ǫ
ijk(∂jA
a
k − ∂kA
a
j + f
abcAbjA
c
k) as the
magnetic field of Aai , and Diva = ∂iva + fabcA
b
ivc is the SU(2)− covariant
derivative with structure constants fabc = ǫabc. Define the Ansatz
σ˜ia = −
( 3
Λ
δae + ǫae
)
Bie, (detB) 6= 0, (2)
where ǫae ∈ SU(2)⊗ SU(2). Substitution of (2) into (1) yields
BieDi{ǫae} = 0; ǫdaeǫae = 0; trǫ+
Λ
3
V arǫ+
Λ2
3
detǫ = 0, (3)
where we have defined V arM = (trM)2−trM2. To obtain the third equation
of (3) we have cancelled off a factor of detB 6= 0 as well as any numerical pre-
factors. Defining vector fields ve = B
i
e∂i and the magnetic ‘helicity density
matrix’ Cbe = A
b
iB
i
e, then the Gauss’ law constraint Ga can be written as
BieDiǫae = ve{ǫae}+ (fabfδge + febgδaf )CbeΨfg ≡ we{ǫae} = 0. (4)
Note for ǫae = 0 that (3) is identically satisfied, which corresponds to a
particular class of spacetimes of Petrov Type O since all three eigenvalues
of ǫae are equal. Let us first consider the case of a linear gravitational
wave propagating on these background spacetimes. Choose |ǫae| <<
1
Λ as
a perturbation and choose a connection Aai = δ
a
i α + a
a
i , where |a
a
i | << α.
Then we substitute this Ansatz into (3) and expand to linear order in ǫae
and aai . The magnetic field to linearised order is given by B
i
e = ǫ
ijk∂ja
e
k −
1Symbols from the beginning part of the Latin alphabet a, b, c, . . . denote internal
indices, and from the middle i, j, k, . . . denote spatial indices.
1
αaie + δ
i
e(α
2 + αtra). Since (3) is already of linearised order in ǫae, then we
need only expand Bie and Cae to zeroth order in a
a
i , since all terms of the
form ǫǫ, ǫa and aa are of second order. So we only need ve = B
i
e∂i ∼ α
2∂e
and Cae ∼ δaeα
3. Note that using Cbe ∝ δbe causes the terms in brackets in
(4) to drop out due to antisymmetry of the structure constants fabc. Then
the linearized counterparts to (3) to zeroth order in Λ reduce to
∂eǫae = 0; ǫdaeǫae = 0; trǫ = 0. (5)
Equation (5) states that the perturbation ǫae is transverse, traceless and
symmetric, namely that it corresponds to a linearized gravitational wave.
2 Generalization to the full nonlinear case
Having shown that the initial value constraints can produce linearized gravi-
tons, we will now progress to the full nonlinear case. The full Hamiltonian
constraint can be written in the form
trǫ+ΛIaebf ǫaeǫbf + Λ
2Eaebfcgǫaeǫbf ǫcf = 0, (6)
where we have defined Iaebf = 13(δ
a
b δ
e
f − δ
a
f δ
b
e) and E
aebfcg = 13ǫ
abcǫefg.
Defining efae and E
f
ae as an orthogonal basis of diagonal and off-diagonal
symmetric matrix elements, let us write ǫae in the matrix form
ǫae = e
f
aeϕf + E
f
aeΨf =

 ϕ1 Ψ3 Ψ2Ψ3 ϕ2 Ψ1
Ψ2 Ψ1 ϕ3

 .
Then defining C[ae] ≡ Cae − Cea, the Gauss’ law constraint (4) is given by
e
f
aewe{ϕf}+ E
f
aewe{Ψf} = 0 with matrix form
 v1 − C[23] −C32 C23C31 v2 − C[31] −C13
−C21 C12 v3 − C[12]



 ϕ1ϕ2
ϕ3


+

 C22 −C33 v3 −C12 + 2C21 v2 − 2C31 + C13v3 − 2C12 + C21 C33 − C11 v1 − C23 + 2C32
v2 − C31 + 2C13 v1 − 2C23 + C32 C11 − C22



 Ψ1Ψ2
Ψ3

 = 0.
Assuming invertibility of the matrix of differential operators Efaewe, then we
can define Jˆgf = −(E
f
af ′wf
′)−1(egag′wg′) as a propagator from the diagonal
to the off-diagonal elements of ǫae. This enables one formally to rewrite the
Gauss’ law constraint as an embedding map
Ψf = Jˆ
g
fϕg −→ ǫae = (e
g
ae + E
f
aeJˆ
g
f )ϕf ≡ Tˆ
f
aeϕf = Tˆ
f
ae[A]ϕf . (7)
2
Then defining Qfg ≡ Iaebf Tˆ faeTˆ
g
bf and Q
fgh ≡ EaebfcgTˆ f
′
ae Tˆ
g′
bf Tˆ
h′
cg the Hamil-
tonian constraint on solutions to the Gauss’ law constraint becomes
ϕ3 = −ϕ1 − ϕ2 − ΛQ
f ′g′ϕf ′ϕg′ − Λ
2Qf
′g′h′ϕf ′ϕg′ϕh′ ≡ ΛQ[~ϕ;A]. (8)
This can be solved by fixed point iteration by defining a sequence (ϕ3)(n)
where (ϕ3)(0) = −ϕ1−ϕ2 and the recursion relation (ϕ3)(n+1) = Q[ϕ1, ϕ2, (ϕ3)(n);A].
Then the full solution, if convergent, is given by ϕ3 = limn→∞(ϕ3)(n). So
the prescription for writing down a solution starts by making a choice of
connection Aai . This defines the Gauss’ law propagator Jˆ
g
f = Jˆ
g
f [A] and the
integrodifferential matrix operator for the embedding map Tˆ aef = Tˆ
a
ef [A].
Then one chooses two free functions ϕ1 and ϕ2, and constructs the solution
ǫae = Tˆ
1
aeϕ1 + Tˆ
2
aeϕ2 + Tˆ
3
aeϕ3[ϕ1, ϕ2;A] = ǫae[ϕ1, ϕ2;A]. (9)
In (9) ϕ1 and ϕ2 constitute the two physical degrees of freedom, and the
connection Aai forms an input into Tˆ
f
ae and into ϕ3 through the latter.
3 Example: spatially homogeneous connection
We will demonstrate using a spatially homogeneous connection Aai , with
ϕf = nfe
~k·~r and Ψf = mfe
~k·~r. For simplicity, we have chosen mf , nf and
kf as numerical constants. The following objects follow from A
a
i
Bia = (detA)(A
−1)ia; Cae = (detA)δae; va = (detA)(A
−1)ia∂i, (10)
and the vector fields va have the following action
va{ϕf} = (detA)eaϕf ; va{Ψf} = (detA)eaΨf , (11)
where we have defined ea ≡ (A
−1)iaki. After dividing by (detA) 6= 0, then
the Gauss’ law constraint propagator Jˆgf consists of c-numbers, given by
Jˆ
g
f =
1
2

 (e1)2(e2e3)−1 −e2(e1)−1 −e3(e2)−1−e1(e3)−1 (e2)2(e3e1)−1 −e3(e1)−1
−e1(e2)
−1 −e2(e1)
−1 (e3)
2(e1e2)
−1

 .
In this case the action of the Gauss’ law propagators Jˆgf is algebraic, due to
the functional form of ǫae. So (4) is the same as
m1 =
1
2
[((e1)2
e2e3
)
n1 −
(e2
e3
)
n2 −
(e3
e2
)
n3
]
;
m2 =
1
2
[
−
(e1
e3
)
n1 +
((e2)2
e3e1
)
n2 −
(e3
e1
)
n3
]
;
m3 =
1
2
[
−
(e1
e2
)
n1 −
(e2
e1
)
n2 +
((e3)2
e1e2
)
n3
]
. (12)
3
Using (12), after some algebra we have the following relations
V arǫ = 2(n1n2 + n2n3 + n3n1 − (m1)
2 − (m2)
2 − (m3)
2)
= |e|2
[
n1n2
(e3)2
+
n2n3
(e1)2
+
n3n1
(e2)2
−
1
2
( e1
e2e3
)2
(n1)
2 −
1
2
( e2
e3e1
)2
(n2)
2 −
1
2
( e3
e1e2
)2
(n3)
2
]
;
detǫ = n1n2n3 + 2m1m2m3 − n1(m1)
2 − n2(m2)
2 − n3(m3)
3 = 0(13)
where we have defined |e|2 = (e1)
2+(e2)
2+(e3)
2. Note that the determinant
of ǫae vanishes. Substitution of (13) into (6) yields
n3 = −n1 − n2 − ΛQ[~n;~e]; Q =
1
3
3∑
f=1
Ifgh
[( |e|
ef
)2
ngnh −
1
2
( |e|efnf
egeh
)2]
,(14)
where Ifgh = 1 for even and for odd permutations of f 6= g 6= h, and zero
otherwise. Equation (14) is a quadratic algebraic equation, which can be
solved in closed form for n3 as a function of n1 and n2. But the whole point
is to use the fixed point iteration procedure, which applies in the general
case where Aai is not constant. To first order in Λ this is given by
(n3)(1) = −(n1 + n2) +
Λ|e|
3e1e2e3
[
−
1
2
((e3)
2 + (e1)
2)n1n1
−
1
2
((e2)
2 + (e3)
2)n2n2 + ((e1e2)
2 − (e3)
2|e|2)n1n2
]
. (15)
This can be repeated to any desired order, producing an expansion in powers
of Λ whose coefficients depend on (n1, n2). The full solution is
σ˜ia = −
(Λ
3
δae + (Tˆ
1
aen1 + Tˆ
2
aen2 + Tˆ
3
aen3[n1, n2;~e])e
~k·~r
)
(A−1)ie(detA). (16)
4 Discussion
We have presented a formula for nonlinear gravitons by expansion about
Type O spacetimes where detB 6= 0. The solution is fixed by two free
functions ϕ1 and ϕ2 and a connection A
a
i , and can be developed as an
formal operatorial expansion by fixed point iteration. We propose this as a
possible realization of Penrose’s idea [1] at a formal level.
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