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1. Introduction
The development and analysis of efficient numerical methods for high-dimensional problems is a
highly active area of research in numerical analysis. High dimensionality can occur in several scientific
disciplines, themost prominent case being when the computational domain of a mathematical model
is embedded inahigh-dimensional space, sayRdwithd ≥ 3.Aprototypical example is theSchrödinger
equation in quantumdynamics [1], but there is an abundance of other high-dimensional problems like
the ones in [2–5].
In an abstract setting, all these examples involve a function u governed by an underlying continuous
mathematical model on a domain  ⊂ Rd with d ≥ 3. Any straightforward discretization of u
inevitably leads to what is known as the curse of dimensionality [6]. For example, the approximation
in a finite-dimensional basis with N degrees of freedom in each dimension leads to a total of Nd
coefficients representing u. Already for moderate values of N and d, the storage of these coefficients
becomes unmanageable, let alone their computation.
Existing approaches to solving high-dimensional problems exploit that these models typically fea-
ture highly regular solutions (see, e.g., [7,8]) and circumvent the curse of dimensionality by approx-
imating the solution in a much lower dimensional space. Sparse grid techniques are well-suited and
well-established for this purpose [9]. The setting in this paper stems from an alternative technique:
the approximation of u by low-rank tensors. In contrast to sparse grids, low-rank tensor techniques
consider the full discretization from the start and face the challenges of high dimensionality at a later
stage with linear algebra tools. A recent monograph on this evolving approach to numerical analysis
of high-dimensional problems is [10].
1.1. Rank-structured tensors
In this paper, we focus on tensors that can be expressed in the hierarchical Tucker (HT) format. This
format was introduced in [11], and its numerical implementation in [12], as a means to approximate
high-dimensional tensors using so-called rank-structured tensors. Briefly stated, a rank-structured
tensor will approximate certain parts of the tensor as a low-rank matrix and thereby drastically re-
ducing the amount of parameters to store. Compared to earlier low-rank tensor formats, like the
Candecomp/Parafac (CP) or the Tucker decomposition, the HT format uses in addition a certain nested-
ness of these matrices in order to become a numerically stable and scalable format, that is, having a
linear scaling in d and N.
Similar decompositions termed the (Q)TT format, loosely abbreviating (quantized) tensor train or
tree tensor, were proposed in [13–17]. We remark that these formats, while developed independently
at first, are closely related to the notions of tensor networks (TNs) and matrix-product states (MPS)
used in the computational physics community; see, e.g., [18–21]. In particular, the HT format has its
analogue in the multilayer version of MCDTH of [22].
1.2. The rationale for treating rank-structured tensors as a manifold
Besides their longstanding tradition in thecomputationalphysics community (see [20,23] for recent
overviews), the (Q)TT and HT formats have more recently been used, amongst others, in [24–31] for
solving a variety of high-dimensional problems. Notwithstanding the efficacy of all these methods,
their theoretical understanding from a numerical analysis point of view is, however, rather limited.
For example, many of the existing algorithms rely on a so-called low-rank arithmetic that reformu-
lates standard iterative algorithms to work with rank-structured tensors. Since the rank of the tensors
will grow during the iterations, one needs to truncate the iterates back to low rank in order to keep the
methods scalable and efficient. However, the impact of this low-rank truncation on the convergence
and final accuracy has not been sufficiently analyzed for the majority of these algorithms. In theory,
the success of such a strategy can only be guaranteed if the truncation error is kept negligible—in other
words, on the level of roundoff error—but this is rarely feasible for practical problems due to memory
and time constraints.
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In the present paper, we want to make the case that treating the set of rank-structured tensors
as a smooth manifold allows for theoretical and algorithmic improvements of these tensor-based
algorithms.
First, there already exist geometry-inspired results in the literature for tensor-based methods.
For example, [32] analyzes the multi-configuration time-dependent Hartree (MCTDH) method [1]
for many-particle quantum dynamics by relating this method to a flow problem on the manifold of
fixed-rank Tucker tensors (in an infinite-dimensional setting). This allows to bound the error of this
MCDTHmethod in termsof thebest approximation error on themanifold. In [33] this analysis is refined
to an investigation of the influence of certain singular values involved in the low-rank truncation and
conditions for the convergence forMCTDH are formulated. A smoothmanifold structure underlies this
analysis; see also [34] for related methods. In a completely different context, [35] proves convergence
of the popular alternating least-squares (ALS) algorithm applied to CP tensors by considering orbits
of equivalent tensor representations in a geometric way. In the extension to the TT format [36] this
approach is followed even more consequently.
Even if many of the existing tensor-based methods do not use the smooth structure explicitly,
in some cases, they do so by the very nature of the algorithm. For example, [37] and [38] present a
geometric approach to the problemof tracking a low-rank approximation to a time-varyingmatrix and
tensor, respectively. After imposing a Galerkin condition for the update on the tangent space, a set of
differential equations for the approximation on the manifold of fixed-rank matrices or Tucker tensors
can be established. In addition to theoretical bounds on the approximation quality, the authors show
in the numerical experiments that this continuous-time updating compares favorably to point-wise
approximations like ALS; see also [39,40] for applications.
Finally, low-rank matrix nearness problems are a prototypical example for our geometric purpose
since they can be solved by a direct optimization of a certain cost function on a suitable manifold of
low-rank matrices. This allows the application of the framework of optimization on manifolds (see,
e.g., [41] for an overview),which generalizes standard optimization techniques tomanifolds. A number
of large-scale applications [42–46] show that exploiting the smooth structure of the manifold indeed
accelerates the algorithms compared to other, more ad-hocways of dealingwith low-rank constraints.
In all these cases it is important to establish a global smoothness on the manifold since one employs
methods from smooth integration and optimization.
1.3. Contributions and outline
The main contribution of this work is establishing a globally smooth differential structure on the
set of tensors with fixed HT rank and showing how this geometry can be used for theoretical and
numerical applications.
After some preliminaries to set notation in Section 2, we begin in Section 3 with recalling the defi-
nition of the HT format and proving additionally some new properties regarding its parametrization.
Then, in Section 4, we actually show the geometric structure. Our tools from differential geometry are
quite standard and not specifically related to tensors—in fact, the whole theory could be explained
with only rank-one matrices in R2×2—but its application to HT tensors requires reasonably sophis-
ticated matrix calculations. In turn, our derivations lead to useful explicit formulas for the involved
geometric objects, like tangent vectors and projectors. Since the applications using HT tensors exploit
low-rank structures to reduce the dimensionality, it is clear that the implementation of all the neces-
sary geometric objects needs to be scalable. We have therefore made some effort to ensure that the
implementation of our geometry can indeed be done efficiently.
The theoretical and practical value of our geometric description is then substantiated by two appli-
cations in Section 6, each of which can be regarded as contributions on their own. First, local conver-
gence results for the non-linear Gauss–Seidel method, which is popular in the context of optimization
with tensors, are given. In particular we go further than the analogous results for TT tensors [36] by
analyzing the computation of the minimal eigenvalue by a non-convex, self-adjoint Rayleigh quotient
minimization, as proposed in [47]. Second, the dynamical low-rank algorithm from [37,38] is extended
to HT tensors to approximate a time-varying tensor by integrating a gradient flow on the manifold.
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1.4. Related work
We now briefly summarize related work about the geometry of HT tensors. In [31], it was conjec-
tured that many of the there given derivations for the geometry of TT can be extended to HT. While
this is in principle true, our derivation differs at crucial parts since the present analysis applies to the
more challenging case of a generic HT decomposition, where the tree is no longer restricted to be
linear or degenerate. In contrast to [31], we also establish a globally smooth structure by employing
the standard construction of a smooth Lie group action. Furthermore, we consider the resulting quo-
tient manifold as a full-fledged manifold on its own and show how a horizontal space can be used to
represent tangent vectors of this abstract manifold.
After this manuscript was submitted, the works [10, Chapter 17.3] and [48] have appeared that also
extend the dynamical low-rank algorithm from [37,38] to HT tensors using the same tangent space
and choice of gauge as ours. Contrary to this work, [10] and [48] assume an embedded submanifold
structure and there is no geometric description using the quotient manifold, nor are there numerical
experiments involving the dynamical low-rank algorithm.
We should finally note that the techniques and results of this paper can be easily generalized to
arbitrary (non-binary) tree-based tensor formats, and, with only slight modifications, to a Hilbert
space setting along the lines given in [49]. At all related points the term smooth can be safely replaced
by (real) analytic, and all results remain true when C is considered instead of R (also using analytic
instead of smooth).
2. Preliminaries
We briefly recall some necessary definitions and properties of tensors. A more comprehensive
introduction can be found in the survey paper [50].
By a tensor X ∈ Rn1×n2×···×nd wemean a d-dimensional arraywith entriesXi1,i2,...,id ∈ R.We call d
theorder of the tensor. Tensors of higher-order coincidewithd > 2andwill alwaysbedenotedbybold-
face letter, e.g.,X. Amode-k fiber is defined as the vector by varying the k-th index of a tensor and fixing
all the other ones. Slices are two-dimensional sections of a tensor, defined by fixing all but two indices.
Amode-k unfolding ormatricization, denoted by X(k), is the result of arranging the mode-k fibers of
X to be the columns of a matrix X(k) while the other modes are assigned to be rows. The ordering of
these rows is taken to be lexicographically, that is, the index for ni with the largest physical dimension
i varies first 3 . Using multi-indices (that are also assumed to be enumerated lexicographically), the
unfolding can be defined as
X(k) ∈ Rnk×(n1···nk−1nk+1···nd) with X(k)ik,(i1,...,ik−1,ik+1,...,id) = Xi1,i2,...,id .
The vectorization of a tensorX, denoted by vec(X), is the rearrangement of all the fibers into the column
vector
vec(X) ∈ Rn1n2···nd with (vec(X))(i1,i2,...,id) = Xi1,i2,...,id .
Observe that when X is a matrix, vec(X) corresponds to collecting all the rows of X into one vector.
Let X = A ⊗ B, defined with multi-indices as X(i1,i2),(j1,j2) = Ai1,j1Bi2,j2 , denote the Kronecker
product of A and B. Then, given a tensor X ∈ Rn1×n2×···×nd and matrices Ak ∈ Rmk×nk for k =
1, 2, . . . , d, themultilinear multiplication
(A1, A2, . . . , Ad) ◦ X = Y ∈ Rm1×m2×···×md
is defined by
Yi1,i2,...,id =
n1,n2,...,nd∑
j1,j2,...,jd=1
(A1)i1,j1(A2)i2,j2 · · · (Ad)id,jd Xj1,j2,...,jd ,
3 In [50] a reverse lexicographical ordering is used.
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which is equivalent to,
Y (k) = AkX(k)(A1 ⊗ · · · ⊗ Ak−1 ⊗ Ak+1 ⊗ · · · ⊗ Ad)T for k = 1, 2, . . . , d. (1)
Our notation for the multilinear product adheres to the convention used in [51] and expresses
that ◦ is a left action of Rm1×n1 × Rm2×n2 × · · · × Rmd×nd onto Rn1×n2×···×nd . Denoting by In the
n × n identity matrix, the following shorthand notation for themode-k product will be convenient:
Ak ◦k X = (In1 , . . . , Ink−1 , Ak, Ink+1 , . . . , Ind) ◦ X.
We remark that the notation X ×k Ak used in [50] coincides with Ak ◦k X in our convention.
Themultilinear rank of a tensor X is defined as the the tuple
k(X) = k = (k1, k2, . . . , kd) with ki = rank(X(i)).
Let X ∈ Rn1×n2×···×nd have multilinear rank k. Then X admits a Tucker decomposition of the form
X = (U1,U2, . . . ,Ud) ◦ C, (2)
with C ∈ Rk1×k2×···×kd and Ui ∈ Rni×ki . It is well known (see, e.g., [51, (2.18)]) that the multilinear
rank is invariant under a change of bases:
k(X) = k((A1, A2, . . . , Ad) ◦ X) when Ak ∈ GLnk for all k = 1, 2, . . . , d, (3)
where GLn denotes the set of full-rank matrices inR
n×n, called the general linear group.
Whenever we use the word smooth for maps or manifolds, we mean of class C∞.
3. The hierarchical Tucker decomposition
In this section, we define the set of HT tensors of fixed rank using the HT decomposition and the
hierarchical rank. Much of this and related concepts were already introduced in [11,12,52] but we
establish in addition some new relations on the parametrization of this set. In order to better facilitate
thederivationof the smoothmanifold structure in thenext section,wehave adopted a slightly different
presentation compared to [11,12].
3.1. The hierarchical Tucker format
Definition 1. Given the order d, a dimension tree T is a non-trivial, rooted binary tree whose nodes t
can be labeled (and hence identified) by elements of the power set P({1, 2, . . . , d}) such that
(i) the root has the label tr = {1, 2, . . . , d}; and,
(ii) every node t ∈ T , which is not a leaf, has two sons t1 and t2 that form an ordered partition of t,
that is,
t1 ∪ t2 = t and μ < ν for all μ ∈ t1, ν ∈ t2. (4)
The set of leafs is denoted by L. An example of a dimension tree for tr = {1, 2, 3, 4, 5} is depicted
in Fig. 1.
The idea of the HT format is to recursively factorize subspaces ofRn1×n2×···×nd into tensor products
of lower-dimensional spaces according to the index splittings in the tree T . If X is contained in such
subspaces that allow for preferably low-dimensional factorizations, then X can be efficiently stored
based on the next definition. Given dimensions n1, n2, . . . , nd, called spatial dimensions, and a node
t ⊆ {1, 2, . . . , d}, we define the dimension of t as nt = ∏μ∈t nμ.
Definition 2. Let T be a dimension tree and k = (kt)t∈T a set of positive integers with ktr = 1. The
hierarchical Tucker (HT) format for tensors X ∈ Rn1,n2,...,nd is defined as follows.
(i) To each node t ∈ T , we associate a matrix Ut ∈ Rnt×kt .
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(ii) For the root tr , we define Utr = vec(X).
(iii) For each node t not a leaf with sons t1 and t2, there is a transfer tensor Bt ∈ Rkt×kt1×kt2 such that
Ut = (Ut1 ⊗ Ut2)(B(1)t )T, (5)
where we recall that B
(1)
t is the unfolding of Bt in the first mode.
When X admits such an HT decomposition in, we call X a (T, k)-decomposable tensor.
Remark 1. The restriction (4) to ordered splittings in the dimension tree guarantees that the recursive
formula (5) producesmatricesUt whose rows are ordered lexicographicallywith respect to the indices
of the spatial dimensions involved. The restriction to such splittings has been made for notational
simplicity and is conceptually no loss in generality since relabeling nodes corresponds to permuting
the modes (spatial dimensions) of X.
It is instructive to regard (5) as a multilinear product operating on third-order tensors. Given Ut ∈
R
nt×kt in a node that is not a leaf, define the third-order tensor
Ût ∈ Rkt×nt1×nt2 such that Û(1)t = UTt .
Then, from (5) and property (1) for the multilinear product, we get
Û
(1)
t = UTt = B(1)t (Ut1 ⊗ Ut2)T,
that is,
Ût = (Ikt ,Ut1 ,Ut2) ◦ Bt .
We now explain the meaning of the matrices Ut . For t ∈ T , we denote by
tc = {1, 2, . . . , d} \ t
the set complimentary to t. Amode-t unfolding of a tensorX ∈ Rn1×n2×···×nd is the result of reshaping
X into amatrix bymerging the indices belonging to t = {μ1, μ2, . . . , μp} into row indices, and those
belonging to tc = {ν1, ν2, . . . , νd−p} into column indices:
X(t) ∈ Rnt×ntc such that (X(t))(iμ1 ,iμ2 ,...,iμp ),(iν1 ,iν2 ,...,iνd−p ) = Xi1,...,id .
For the root tr , the unfolding X
(tr) is set to be vec(X). The ordering of the multi-indices, both for the
rows and columns of X(t), is again taken to be lexicographically.
By virtue of property (5) in Definition 2, the subspaces spanned by the columns of theUt are nested
along the tree. Since in the root Utr is fixed to be X
(tr) = vec(X), this implies a relation between Ut
and X(t) for the other nodes too.
Proposition 1. For all t ∈ T it holds span(X(t)) ⊆ span(Ut).
Proof. Assume that this holds at least for some node t ∈ T \ Lwith sons t1 and t2. Then there exists a
matrix Pt ∈ Rkt×ntc such that
X(t) = UtPt = (Ut1 ⊗ Ut2)(B(1)t )TPt . (6)
First, define the third-order tensor Yt as the result of reshaping X:
Yt ∈ Rntc×nt1×nt2 such that Y (1)t = (X(t))T = (X(t1∪t2))T.
Observe that by definition of a mode-k unfolding, the indices for the columns of Y
(1)
t are ordered
lexicographically, which means that the multi-indices of t2 belong to the third mode of Yt . Hence,
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Fig. 1. A dimension tree of {1, 2, 3, 4, 5}.
Y
(3)
t = X(t2) and similarly, Y (2)t = X(t1). Now we obtain from (6) that
Y
(1)
t = PTt B(1)t (Ut1 ⊗ Ut2)T,
or, equivalently,
Yt = (PTt ,Ut1 ,Ut2) ◦ Bt .
Unfolding Yt in the second or third mode, we get, respectively,
Y
(2)
t = X(t1) = Ut1B(2)t (PTt ⊗ Ut2)T, Y (3)t = X(t2) = Ut2B(3)t (PTt ⊗ Ut1)T. (7)
Hence, we have shown span(X(t1)) ⊆ span(Ut1) and span(X(t2)) ⊆ span(Ut2). Since the root vector
Utr equals X
(tr) = vec(X), the assertion follows by induction. 
Remark 2. In contrast to our definition (and the one in [11]), the hierarchical decomposition of [12] is
defined to satisfy span(X(t)) = span(Ut). From a practical point of view, this condition is not restrictive
since one can always choose a (T, k)-decomposition such that span(X(t)) = span(Ut) is also satisfied;
see Proposition 2 below. Hence, the set of tensors allowing such decompositions is the same in both
cases, but Definition 2 is more suitable for our purposes.
By virtue of relation (5), it is not necessary to know the Ut in all the nodes to reconstruct the full
tensor X. Instead, it is sufficient to store only the transfer tensors Bt in the nodes t ∈ T \ L and the
matrices Ut in the leafs t ∈ L. This is immediately obvious from the recursive definition but it is
still instructive to inspect how the actual reconstruction is carried out. Let us examine this for the
dimension tree of Fig. 1.
The transfer tensors andmatrices that need to be stored are visible in Fig. 2. Let B123 be a shorthand
notation for B{1,2,3} and I45 for Ik{4,5} , and likewise for other indices. Then X can be reconstructed as
follows:
vec(X) = (U123 ⊗ U45)(B(1)12345)T
= [(U1 ⊗ U23)(B(1)123)T ⊗ (U4 ⊗ U5)(B(1)45 )T](B(1)12345)T
= [U1 ⊗ (U2 ⊗ U3)(B(1)23 )T ⊗ U4 ⊗ U5](B(1)123 ⊗ B(1)45 )T(B(1)12345)T
= (U1 ⊗ U2 ⊗ · · · ⊗ U5)(I1 ⊗ B(1)23 ⊗ I45)T(B(1)123 ⊗ B(1)45 )T(B(1)12345)T. (8)
Generalizing the example, we can parametrize all (T, k)-decomposable tensors by elements
x = (Ut, Bt) = ((Ut)t∈L, (Bt)t∈T\L) ∈ MT,k
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Fig. 2. The parameters of the HT format for the dimension tree of Fig. 1.
where
MT,k =×
t∈L
R
nt×kt ××
t∈T\L
R
kt×kt1×kt2 .
The hierarchical reconstruction of X, given such an x ∈ MT,k , constitutes a mapping
f : MT,k → Rn1×n2×···×nd .
For the tree of Fig. 1, f is given by (8). Due to notational inconvenience, we refrain from giving an
explicit definition of this reconstruction but the general pattern should be clear. Since the reconstruc-
tion involves onlymatrixmultiplications and reshapings, it is smooth. By definition, the image f (MT,k)
consists of all (T, k)-decomposable tensors.
3.2. The hierarchical Tucker rank
A natural question arises in which cases the parametrization of X by MT,k is minimal: given a
dimension tree T , what are the nested subspaces with minimal dimension – in other words, what is
the x ∈ MT,k of smallest dimension such thatX = f (x)?Thekey concept turns out tobe thehierarchical
Tucker rank or T-rank of X, denoted by rankT (X), which is the tuple k = (kt)t∈T with
kt = rank(X(t)).
Observe that by the dimensions of X(t) this choice of kt implies
kt ≤ min{nt, ntc }. (9)
In order to be able to write a tensor X in the (T, k)-format, it is by Proposition 1 necessary that
rankT (X) ≤ k, where this inequality is understood component-wise. As the next proposition shows,
this condition is also sufficient. This is well known and can, for example, be found as Algorithm 1
in [12].
Proposition 2. Every tensor X ∈ Rn1×n2×···×nd of T-rank bounded by k = (kt)t∈T can be written in the
(T, k)-format. In particular, one can choose any set of matrices Ut ∈ Rnt×kt satisfying
span(Ut) = span(X(t))
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for all t ∈ T. These can, for instance, be obtained as the left singular vectors of X(t) appended by kt −
rank(X(t)) zero columns.
Proof. If one chooses theUt accordingly, the existenceof transfer tensorsBt for a (T, k)-decomposition
follows from the property
span(X(t)) ⊆ span(X(t1) ⊗ X(t2)),
which is shown in [53, Lemma 17] or [54, Lemma 2.1]. 
From now onwewill mostly focus on the set of hierarchical Tucker tensors of fixed T-rank k, denoted
by
HT,k = {X ∈ Rn1×n2×···×nd : rankT (X) = k}.
This set is not empty only when (9) is satisfied. We emphasize that our definition again slightly differs
from the definition of HT tensors of bounded T-rank k as used in [12], which is the union of all sets
HT,r with r ≤ k.
Before proving the next theorem, we state two basic properties involving rank. Let A ∈ Rm×n with
rank(A) = n, then for all B ∈ Rn×p:
rank(AB) = rank(B). (10)
In addition, for arbitrary matrices A, B it holds ([55, Theorem 4.2.15])
rank(A ⊗ B) = rank(A) rank(B). (11)
Recall that f : MT,k → Rn1×n2×···×nd denotes the hierarchical construction of a tensor.
Theorem 1. A tensorX is inHT,k if and only if for every x = (Ut, Bt) ∈ MT,k with f (x) = X the following
holds:
(i) the matrices Ut have full column rank kt (implying kt ≤ nt) for t ∈ L, and
(ii) the tensors Bt have full multilinear rank (kt, kt1 , kt2) for all t ∈ T \ L.
In fact, in that case the matrices Ut have full column rank kt for all t ∈ T.
Interestingly, (i) and (ii) hence already guarantee kt ≤ ntc for all t ∈ T .
Proof. Assume that X has full T-rank k. Then Proposition 1 gives that the matrices Ut ∈ Rnt×kt have
rank kt ≤ nt for all t ∈ T . So, by (11), all Ut1 ⊗ Ut2 have full column rank and, using (10), we obtain
from (5) that rank(B
(1)
t ) = kt for all t ∈ T \ L. Additionally, the matrix Pt in (6) has to be of rank kt
(implying kt ≤ ntc ) for all t ∈ T . From (7), we get the identities
Pt1 = B(2)t (Pt ⊗ UTt2) and Pt2 = B(3)t (Pt ⊗ UTt1). (12)
Hence, using (11) again, rank(B
(2)
t ) = kt1 and rank(B(3)t ) = kt2 for all t ∈ T \ L.
Conversely, if the full rank conditions are satisfied for the leafs and the transfer tensors, it again
follows, but this time from (5), that the Ut have full column rank (implying kt ≤ nt) for all t ∈ T .
Trivially, for the root node, relation (6) is satisfied for the full rank matrix Ptr = 1 as scalar. Hence, by
induction on (12), all Pt are of full column rank. Now, (6) implies rank(X
(t)) = kt for all t ∈ T . 
Combining Theorem 1 with Proposition 1, one gets immediately the following result.
Corollary 1. For every (T, k)-decomposition of X ∈ HT,k , it holds
span(X(t)) = span(Ut) for all t ∈ T .
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Let kt ≤ nt for all t ∈ T . We denote byRnt×kt∗ the matrices inRnt×kt of full column rank kt and by
R
kt×kt1×kt2∗ the tensors of full multilinear rank (kt, kt1 , kt2). We define
MT,k =×
t∈L
R
nt×kt∗ ××
t∈T\L
R
kt×kt1×kt2∗ .
By the preceding theorem, f (MT,k) = HT,k and f−1(HT,k) = MT,k . Therefore, we call MT,k the
parameter space ofHT,k . One can regardMT,k as an open and dense4 subset ofRD with
D = dim(MT,k) =
∑
t∈L
ntkt +
∑
t∈T\L
ktkt1kt2 . (13)
The restriction f |MT,k will be denoted by
φ : MT,k → Rn1×n2×···×nd , x → f (x). (14)
SinceMT,k is open (and dense) inM and f is smooth onM, φ is smooth onMT,k .
Let X be a (T, k)-decomposable tensor with K = max{kt : t ∈ T} and N = max{n1, n2, . . . , nd}.
Then, because of the binary tree structure, the dimension of the parameter space is bounded by
dim(MT,k) = dim(MT,k)  dNK + (d − 2)K3 + K2. (15)
Compared to the full tensor X with Nd entries, this is indeed a significant reduction in the number of
parameters to store when d is large and K  N.
In order not to overload notation in the rest of the paper, we will drop the explicit dependence
on (T, k) in the notation of MT,k ,MT,k , and HT,k where appropriate, and simply use M,M, and H,
respectively. It will be clear from notation that the corresponding (T, k) is silently assumed to be
compatible.
3.3. The non-uniqueness of the decomposition
We now show that the HT decomposition is unique up to a change of bases. Although this seems to
be well known (see, e.g., [53, Lemma 34]), we could not find a rigorous proof that this is the only kind
of non-uniqueness in a full-rank HT decomposition.
Proposition 3. Let x = (Ut, Bt) ∈ M and y = (Vt, Ct) ∈ M. Then φ(x) = φ(y) if and only if there
exist (unique) invertible matrices At ∈ Rkt×kt∗ for every t ∈ T \ tr and Atr = 1 such that
Vt = UtAt for all t ∈ L,
Ct = (ATt , A−1t1 , A−1t2 ) ◦ Bt for all t ∈ T \ L.
(16)
Proof. Obviously, by (5), we have φ(x) = φ(y) if y satisfies (16). Conversely, assume φ(x) = φ(y) =
X, then by Theorem 1, X ∈ H and rank(Ut) = rank(Vt) = kt for all t ∈ T . Additionally, Corollary 1
gives span(Ut) = span(X(t)) = span(Vt) for all t ∈ T . This implies
Vt = UtAt for all t ∈ T (17)
with unique invertible matrices At of appropriate sizes. Clearly, Atr = 1 since Vtr = Utr = vec(X). By
definition of the (T, k)-format, it holds
Vt = (Vt1 ⊗ Vt2)(C(1)t )T for all t ∈ T \ L.
4 WritingR
kt×kt1×kt2∗ as the intersection of those sets of tensors whose matrix unfolding with respect to one mode has full rank,
the openness and density inRkt×kt1×kt2 follows.
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Inserting (17) into the above relation shows
Ut = (Ut1 ⊗ Ut2)(At1 ⊗ At2)(C(1)t )TA−1t .
Applying (11) with the full column rankmatrices Ut , we have that Ut1 ⊗Ut2 is also of full column rank.
Hence, due to (5),
B
(1)
t = A−Tt C(1)t (At1 ⊗ At2)T (18)
which together with (17) is (16). 
4. The smooth manifold of fixed rank
Our main goal is to show that the set H = φ(M) of tensors of fixed T-rank k is an embedded
submanifold ofRn1×n2×···×nd and describe its geometric structure.
Since the parametrization byM is not unique, themapφ is not injective. Fortunately, Proposition 3
allows us to identify the equivalence class of all possible (T, k)-decompositions of a tensor inH as the
orbit of a Lie group action onM. Using standard tools from differential geometry, we will see that the
corresponding quotient space (the set of orbits) possesses itself a smooth manifold structure. It then
remains to show that it is diffeomorphic toH.
4.1. Orbits of equivalent representations
Let G be the Lie group
G = {A = (At)t∈T : At ∈ GLkt , Atr = 1} (19)
with the component-wise action of GLkt as group action. Let
θ : M× G→M, (x,A) := ((Ut, Bt), (At)) → θx(A) := (UtAt, (ATt , A−1t1 , A−1t2 ) ◦ Bt) (20)
be a smooth, right action onM. Observe that by property (3), (ATt , A−1t1 , A
−1
t2
) ◦Bt is of full multilinear
rank. Hence, θ indeed maps toM. In addition, the group G acts freely onM, which means that the
identity on G is the only element that leaves the action unchanged.
By virtue of Proposition 3, it is clear that the orbit of x,
Gx = {θx(A) : A ∈ G} ⊆M,
contains all elements inM that map to the same tensor φ(x). This defines an equivalence relation on
the parameterization as
x ∼ y if and only if y ∈ Gx.
The equivalence class of x is denoted by xˆ. Taking the quotient of∼, we obtain the quotient space
M/G = {xˆ : x ∈M}
and the quotient map
π : M→M/G, x → xˆ.
Finally, pushing φ down via π we obtain the injection
φ̂ : M/G→ Rn1×n2×···×nd , xˆ → φ(x), (21)
whose image isH.
144 A. Uschmajew, B. Vandereycken / Linear Algebra and its Applications 439 (2013) 133–166
Remark 3. As far as theory is concerned, the specific choice of parameterization y ∈ Gxwill be irrele-
vant as long as it is in the orbit. However, for numerical reasons, one usually chooses parametrizations
such that
U∗t Ut = Ikt for all t ∈ T \ tr . (22)
This is called the orthogonalized HT decomposition and is advantageous for numerical stability [12,54]
when truncating tensors or forming inner products (andmore general contractions) between tensors,
for example. On the other hand, the HT decomposition is inherently defined with subspaces which is
clearly emphasized by our Lie group action.
4.2. Smooth quotient manifold
We now establish that the quotient spaceM/G has a smooth manifold structure. By well-known
results from differential geometry, we only need to establish that θ is a proper action; see, e.g., [56,
Theorem 16.10.3] or [57, Theorem 9.16].
To show the properness of θ , we first observe that for fixed x = (Ut, Bt), the inverse
θ−1x : Gx → G, y = (Vt, Bt) → θ−1x (y) = (At)t∈T (23)
is given by
At = U†t Vt for all t ∈ L,
At = [(B(1)t )T]†(At1 ⊗ At2)(C(1)t )T for all t ∈ T \ L,
(24)
where X† denotes theMoore–Penrose pseudo-inverse [58, Section 5.5.4] of X . In deriving (24), we have
used the identities (17) and (18) and the fact that the unfolding B
(1)
t has full row rank, since Bt has full
multilinear rank.
Lemma1. Let (xn) be a convergent sequence inM and (An) a sequence inG such that (θxn(An)) converges
inM. Then (An) converges in G.
Proof. Since Ut and B
(1)
t have full rank, the pseudo-inverses in (24) are continuous. Hence, it is easy
to see from (24) that θ−1x (y) is continuous with respect to x = (Ut, Bt) and y = (Vt, Ct). Hence
(An) = (θ−1xn (θxn(An))) converges in G. 
Theorem 2. The spaceM/G possesses a unique smooth manifold structure such that the quotient map
π : M → M/G is a smooth submersion. Its dimension is
dimM/G = dimM− dimG = ∑
t∈L
ntkt +
∑
t∈T\L
kt1kt2kt −
∑
t∈T\{tr}
k2t .
In addition, every orbit Gx is an embedded smooth submanifold inM.
Proof. FromLemma1weget that θ is a proper action [57, Proposition9.13]. SinceG acts properly, freely
and smoothly onM, it is well known thatM/G has a unique smooth structure with π a submersion;
see, e.g., [57, Theorem 9.16]. The dimension ofM/G follows directly from counting the dimensions of
M and G. The assertion that π−1(x) = Gx is an embedded submanifold is direct from the property
that π is a submersion. 
By our construction of M/G as the quotient of a free right action, we have obtained a so-called
principal fiber bundle overM/G with group G and total spaceM, see [59, Lemma 18.3].
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Fig. 3. A tangent vector ξˆxˆ and its unique horizontal lift ξ
h
x .
4.3. The horizontal space
Later on, we need the tangent space of M/G. Since M/G is an abstract quotient of the concrete
matrix manifold M, we want to use the tangent space of M to represent tangent vectors in M/G.
Obviously, such a representation is not one-to-one since dim(M) > dim(M/G). Fortunately, using
the concept of horizontal lifts, this can be done rigorously as follows.
SinceM is a dense and open subset ofM, its tangent space is isomorphic toM,
TxM  M =×
t∈L
R
nt×kt ××
t∈T\L
R
kt×kt1×kt2 ,
and dim(TxM) = D, with D defined in (13). Tangent vectors in TxMwill be denoted by ξx . The vertical
space, denoted byVxM, is the subspace of TxM consisting of the vectors tangent to the orbit Gx through
x. Since Gx is an embedded submanifold ofM, this becomes
VxM =
{
d
ds
γ (s)|s=0 : γ (s) smooth curve in Gx with γ (0) = x
}
.
See also Fig. 3, which we adapted from Fig. 3.8 in [41].
Let x = (Ut, Bt) ∈ M. Then, taking the derivative in (20) for parameter-dependent matrices
At(s) = Ikt + sDt with arbitrary Dt ∈ Rkt×kt and using the identity
d
ds
(X(s)−1) = −X−1 d
ds
(X(s))X−1,
we get that the vertical vectors,
ξ vx = ((Uvt ∈ Rnt×kt )t∈L, (Bvt ∈ Rkt×kt1×kt2 )t∈T\L) = (Uvt , Bvt ) ∈ VxM,
have to be of the following form:
for t ∈ L : Uvt = UtDt, Dt ∈ Rkt×kt ,
for t ∈ L ∪ {tr} : Bvt = DTt ◦1 Bt − Dt1 ◦2 Bt − Dt2 ◦3 Bt, Dt ∈ Rkt×kt ,
for t = tr : Bvt = −Dt1 ◦2 Bt − Dt2 ◦3 Bt .
(25)
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Counting the degrees of freedom in the above expression, we obtain
dim(VxM) =
∑
t∈T\{tr}
k2t = dim(G),
which shows that (25) indeed parametrizes the whole vertical space.
Next, the horizontal space, denoted by HxM, is any subspace of TxM complementary to VxM. Hor-
izontal vectors will be denoted by
ξ hx = ((Uht )t∈L, (Bht )t∈T\L) = (Uht , Bht ) ∈ HxM.
Since HxM ⊂ TxM  M, the operation x + ξ hx with ξ hx ∈ HxM is well-defined as a partitioned
addition of matrices. Then, the geometrical meaning of the affine space x+ HxM is that, for fixed x, it
intersects every orbit in a neighborhood of x exactly once, see again Fig. 3. Thus it can be interpreted
as a local realization of the orbit manifoldM/G.
Proposition 4. Let x ∈ M. Then π |x+HxM is a local diffeomorphism in a neighborhood of xˆ = π(x) in
M/G.
Proof. Observe that x+HxM andM/Ghave the samedimension. Sinceπ is a submersion (Theorem2),
its rank is dim(M/G). Being constant on Gx implies Dπ(x)|VxM = 0. Hence, the map π |x+HxM has
rank dim(M/G) = dim(HxM) and is therefore a submersion (also an immersion). The claim is then
clear from the inverse function theorem, see [57, Corollary 7.11]. 
In light of the forthcoming derivations, we choose the following particular horizontal space:
HxM =
⎧⎨
⎩(Uht , Bht ) : (U
h
t )
TUt = 0 for t ∈ L,
(Bht )
(1)(UTt1Ut1 ⊗ UTt2Ut2)(B(1)t )T = 0 for t /∈ L ∪ {tr}
⎫⎬
⎭ . (26)
Observe that there is no condition on Bhtr (which is actually a matrix). Since all U
T
t1
Ut1 ⊗ UTt2Ut2 are
symmetric and positive definite, it is obvious that the parametrization above defines a linear subspace
of TxM. To determine its dimension, observe that the orthogonality constraints for Uht and Bht take
away k2t degrees of freedom for all the nodes t except the root (due to the full ranks of the Ut and B
(1)
t ).
Hence, we have
dim(HxM) =
∑
t∈L
(ntkt − k2t ) +
∑
t∈T\(L∪{tr})
(kt1kt2kt − k2t ) + k(tr)1k(tr)2
= ∑
t∈L
ntkt +
∑
t∈T\L
kt1kt2kt −
∑
t∈T\{tr}
k2t
= dim(TxM) − dim(VxM),
from which we can conclude that VxM⊕ HxM = TxM. (We omit the proof that the sum is direct as
it follows from Lemma 3 and Dφ(x)|VxM = 0.)
Our choice of horizontal space has the following interesting property, which we will need for the
main result of this section.
Proposition 5. The horizontal space HxM defined in (26) is invariant under the right action θ in (20),
that is,
Dθ(x,A)[HxM, 0] = Hθx(A)M for any x ∈M and A ∈ G.
Proof. Let x = (Ut, Bt) ∈ M, ξ hx ∈ HxM, A ∈ G and y = (Vt, Ct) = θx(A). Since θ depends linearly
on x it holds
η = (Vηt , Cηt ) = Dθ(x,A)[ξ hx , 0] = θξhx (A) = (Uht At, (ATt , A−1t1 , A−1t2 ) ◦ Bht ).
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Verifying
VTt V
η
t = ATt UTt Uht At = 0
(C
η
t )
(1)(VTt1Vt1 ⊗ VTt2Vt2 )(C(1)t )T = ATt (Bht )(1)(UTt1Ut1 ⊗ UTt2Ut2)(B(1)t )TAt = 0,
we see from (26) applied to y that η ∈ HyM. Thus Dθ(x,A)[HxM, 0] ⊆ HyM. Since HxM and HyM
have the same dimension, the assertion follows from the injectivity of themap ξ → Dθ(x,A)[ξ, 0] =
θξ (A), which is readily established from the full rank properties of A. 
Remark 4. For t not the root, the tensors Bht in the horizontal vectors in (26) satisfy a certain orthog-
onality condition with respect to a Euclidean inner product weighted by UTt1Ut1 ⊗ UTt2Ut2 . In case the
representatives are normalized in the sense of (22), this inner product becomes the standard Euclidean
one.
The horizontal space we just introduced is in fact a principal connection on the principal G-bundle.
The set of all horizontal subspaces constitutes a distribution inM. Its usefulness in the current setting
lies in the following theorem, which is again visualized in Fig. 3.
Theorem3. Let ξˆ be a smooth vector field onM/G. Then there exists a unique smooth vector field ξ h onM,
called the horizontal lift of ξˆ , such that
Dπ(x)[ξ hx ] = ξˆxˆ and ξ hx ∈ HxM, (27)
for every x ∈ M. In particular, for any smooth function hˆ : M/G → R, it holds
Dhˆ(xˆ)[ξˆxˆ] = Dh(x)[ξ hx ], (28)
with h = hˆ ◦ π : M → R a smooth function that is constant on the orbits Gx.
Proof. Observe that HxM varies smoothly in x since the orthogonality conditions in (26) involve full-
rank matrices. In that case the existence of unique smooth horizontal lifts is a standard result for
fiber bundles where the connection (that is, our choice of horizontal space HxM) is right-invariant
(as shown in Proposition 5); see, e.g., [60, Proposition II.1.2]. Relation (28) is trivial after applying the
chain rule to h = hˆ ◦ π and using (27). 
4.4. The embedding
In this section, we finally prove that H = φ̂(G/M) is an embedded submanifold in Rn1×n2×···×nd
by showing that φ̂ defined in (21) is an embedding, that is, an injective homeomorphismonto its image
with injective differential. Since φ̂ = φ ◦ π , we will perform our derivation via φ.
Recall from Section 3.2 that the smooth mapping φ : M → Rn1×n2×···×nd represents the hierar-
chical construction of a tensor in H. Let x = (Ut, Bt) ∈ M, then Utr = vec(φ(x)) can be computed
recursively from
Ut = (Ut1 ⊗ Ut2)(B(1)t )T for all t ∈ T \ L. (29)
First, we show that the derivative of φ(x),
Dφ(x) : TxM→ Rn1×n2×···×nd , ξx → Dφ(x)[ξx],
can be computed using a similar recursion. Namely, differentiating (29) with respect to (Ut1 ,Ut2 , Bt)
gives
δUt = (δUt1 ⊗ Ut2)(B(1)t )T + (Ut1 ⊗ δUt2)(B(1)t )T + (Ut1 ⊗ Ut2)(δB(1)t )T for t ∈ T \ L, (30)
148 A. Uschmajew, B. Vandereycken / Linear Algebra and its Applications 439 (2013) 133–166
where the δUt denotes a standard differential (an infinitesimal variation) of Ut . Since this relation
holds at all inner nodes, the derivative vec(Dφ(x)[ξx]) = δUtr can be recursively calculated from the
variations of the leafs and of the transfer tensors, which will be collected in the tangent vector
ξx = (δUt, δBt) ∈ TxM.
Next, we state three lemmas in preparation for themain theorem. The first two deal with Dφ when
its argument is restricted to the horizontal space HxM in (26), while the third states that φ̂ is an
immersion.
Lemma 2. Let x = (Ut, Bt) ∈ M and ξ hx = (Uht , Bht ) ∈ HxM. Apply recursion (30) for evaluating
Dφ(x)[ξ hx ] and denote for t ∈ T \ L the intermediate matrices δUt by Uht . Then it holds
UTt U
h
t = 0kt×kt for all t ∈ T \ {tr}. (31)
Proof. By definition of HxM, this holds for the leafs t ∈ L. Now take any t ∈ L ∪ {tr} for which (31) is
satisfied for the sons t1 and t2. Then by (29) and (30), we have
Ut = (Ut1 ⊗ Ut2)(B(1)t )T,
Uht = (Uht1 ⊗ Ut2)(B(1)t )T + (Ut1 ⊗ Uht2)(B(1)t )T + (Ut1 ⊗ Ut2)((Bht )(1))T.
Together with the definition of Bht in (26), it is immediately clear thatU
T
t U
h
t = 0. The assertion follows
by induction. 
Lemma 3. Let x = (Ut, Bt) ∈ M. Then Dφ(x)|HxM is injective.
Proof. Let ξ hx = (Uht , Bht ) ∈ HxMwith Dφ(x)[ξ hx ] = 0. Applying (30) to the root node, we have
vec(Dφ(x)[ξ hx ]) = (Uh(tr)1⊗U(tr)2)(B(1)tr )T+(U(tr)1⊗Uh(tr)2)(B(1)tr )T+(U(tr)1⊗U(tr)2)((Bhtr )(1))T,
(32)
wherewe again used the notationUht instead of δUt for the inner nodes. According to Lemma 2, matrix
Uh(tr)1
is perpendicular to U(tr)1 , and similar for (tr)2. Hence, the Kronecker product matrices in the
above relation span mutually linearly independent subspaces, so that the condition Dφ(x)[ξ hx ] = 0 is
equivalent to
(Uh(tr)1 ⊗ U(tr)2)(B(1)tr )T = 0, (33)
(U(tr)1 ⊗ Uh(tr)2)(B(1)tr )T = 0, (34)
(U(tr)1 ⊗ U(tr)2)((Bhtr )(1))T = 0. (35)
Since U(tr)1 and U(tr)2 both have full column rank (see Theorem 1), we get immediately from (35) that
(Bhtr )
(1) and hence Bhtr = 0 need to vanish. Next, we can rewrite (33) as
(Iktr ,U
h
(tr)1
,U(tr)2) ◦ Btr = 0,
or,
(Uh(tr)1)B
(2)
tr
(Iktr ⊗ U(tr)2)T = 0.
Since B
(2)
tr
has full rank, one gets Uh(tr)1
= 0. In the sameway one shows that (34) reduces toUh(tr)2 = 0.
Applying induction, one obtains Uht = 0 for all t ∈ T and Bt = 0 for all t ∈ T \ L. In particular,
ξ hx = 0. 
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Lemma 4. The map φ̂ : M/G → Rn1×n2×···×nd as defined in (21) is an injective immersion.
Proof. Smoothness of φ̂ follows by pushing down the smooth map φ through the quotient, see [57,
Prop. 7.17]. Injectivity is trivial by construction. Fix x ∈ M. To show the injectivity of Dφ̂(xˆ) let ξˆxˆ ∈
TxˆG/M such that Dφ̂(xˆ)[ξˆxˆ] = 0. We can assume [57, Lemma 4.5] that ξˆxˆ is part of a smooth vector
field onM/G. By Theorem 3, there exists a unique horizontal lift ξ hx ∈ HxMwhich satisfies
Dφ(x)[ξ hx ] = Dφ̂(xˆ)[ξˆxˆ] = 0.
According to Lemma 3, this implies ξ hx = 0, which by (27) means ξˆxˆ = 0. 
We are now ready to prove the embedding ofH as a submanifold.
Theorem 4. The setH is a smooth, embedded submanifold ofRn1×n2×···×nd . Its dimension is
dim(HT,k) = dim(M/G) =
∑
t∈L
ntkt +
∑
t∈T\L
kt1kt2kt −
∑
t∈T\{tr}
k2t .
In particular, the map φ̂ : M/G → H is a diffeomorphism.
Proof. Due to Lemma 4 we only need to establish that φ̂ is a homeomorphism onto its imageHT,k in
the subspace topology. The theorem then follows from standard results; see, e.g., [57, Theorem 8.3].
The dimension has been determined in Theorem 2.
The continuity of φ̂ is immediate since it is smooth. We have to show that φ̂−1 : H → M/G is
continuous. Let (Xn) ⊆ H be a sequence that converges to X∗ ∈ H. This means that every unfolding
also converges,
X(t)n → X(t)∗ for all t ∈ T .
By definition of the T-rank, every sequence (X
(t)
n ) and its limit are of rank kt . Hence it holds
span(X(t)n ) → span(X(t)∗ ) for all t ∈ T (36)
in the sense of subspaces [58, Section 2.6.3]. In particular, we can interpret the previous sequence as
a converging sequence in Gr(nt, kt), the Grassmann manifold of kt-dimensional linear subspaces in
R
nt . It is well known [56] that Gr(nt, kt) can be seen as the quotient ofR
nt×kt∗ by GLkt . Therefore, we
can alternatively take matrices
U∗t ∈ Rnt×kt∗ with span(U∗t ) = span(X(t)∗ ) for t ∈ T \ {tr}
as representatives of the limits, while for tr we choose
U∗tr = X(tr)∗ = vec(X∗). (37)
Now, it can be shown [61, Eq. (7)] that the map
St : Gr(nt, kt) → Rnt×kt∗ , span(V) → V[(U∗t )TV]−1(U∗t )TU∗t ,
where V ∈ Rnt×kt∗ is any matrix representation of span(V), is a local diffeomorphism onto its range.
Thus, by (36), it holds for all t ∈ T \ {tr} that
Unt = St(span(X(t)n )) → St(span(X(t)∗ )) = St(span(U∗t )) = U∗t . (38)
Also observe from the definition of St that we have
span(Unt ) = span(X(t)n ) for all n ∈ N and t ∈ T \ {tr}.
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We again treat the root separately by setting
Untr = X(tr)n = vec(Xn). (39)
If we now choose transfer tensors Bnt and B
∗
t as
((Bnt )
(1))T = (Unt1 ⊗ Unt2)†Unt and ((B∗t )(1))T = (U∗t1 ⊗ U∗t2)†U∗t
for all t ∈ T \ L, then the nestedness property (5) will be satisfied. Moreover, (38) and (39) imply
Bnt → B∗t for all t ∈ T \ L. (40)
Taking (37) and (39) into account, we see that xn = (Unt , Bnt ) and x∗ = (U∗t , B∗t ) are
(T, k)-decompositions of Xn and X
∗, respectively. According to Theorem 1, all xn and x∗ belong to
M. Hence, using (37)–(40) and the continuity of π (Theorem 2), we have proven
φ̂−1(Xn) = π(xn) → π(x∗) = φ̂−1(X∗),
that is, φ̂−1 is continuous. 
The embedding of H via φ̂, although global, is somewhat too abstract. From Theorem 2 we imme-
diately see that φ = φ̂ ◦ π , when regarded as a map onto H, is a submersion. From Proposition 4 we
obtain the following result.
Proposition 6. Let x ∈ M. Then ξ hx → φ(x + ξ hx ) is a local diffeomorphism between neighborhoods of
zero in HxM and of X = φ(x) inH.
4.5. The tangent space and its unique representation by gauging.
The following is immediate from Proposition 6, Lemma 2 and the definition of the HT format. We
state it here explicitly to emphasize how tangent vectors can be constructed.
Corollary 2. Let x = (Ut, Bt) ∈ M andX = φ(x) ∈ H, then themapDφ(x)|HxM is an isomorphismonto
TXH for any horizontal space HxM. In particular, for HxM from (26), every δX ∈ TXH ⊆ Rn1×n2×···×nd
admits a unique minimal representation
vec(δX) = (δU(tr)1 ⊗ U(tr)2 + U(tr)1 ⊗ δU(tr)2)(B(1)tr )T + (U(tr)1 ⊗ U(tr)2)(δB(1)tr )T
where the matrices Ut ∈ Rnt×kt and δUt ∈ Rnt×kt∗ satisfy for t ∈ L ∪ {tr} the recursions
Ut = (Ut1 ⊗ Ut2)(B(1)t )T,
δUt = (δUt1 ⊗ Ut2 + Ut1 ⊗ δUt2)(B(1)t )T + (Ut1 ⊗ Ut2)(δB(1)t )T, UTt δUt = 0,
such that ξ hx = (Uht , Bht ) = (δUt, δBt) is a horizontal vector.
This corollary shows that while δX ∈ TXH is a tensor in Rn1×n2×···×nd of possibly very large
dimension, it it structured in a specific way. In particular, when a tensor X has low T-rank, δX can be
represented parsimoniously with very few degrees of freedom, namely by a horizontal vector inHxM.
In other words, if X can be stored efficiently in (T, k)-format, so can its tangent vectors.
Additionally, despite the non-uniqueness when parameterizing X by x, the representation by hor-
izontal lifts obtained via (Dφ(x)|HxM)−1 is unique once x is fixed. In contrary to the abstract tangent
space ofM/G, a great benefit is that these horizontal lifts are standard matrix-valued quantities, so
we can perform standard (Euclidean) arithmetics with them. We will show some applications of this
in Section 6.
Our choice of the horizontal space as (26) is arguably arbitrary—yet it turned out very useful when
proving Theorem 4. This freedom is known as gauging of a principal fibre bundle. See also [32,62] for
gauging in the context of the Tucker and TT formats, respectively.
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4.6. The closure ofHT,k
Since MT,k = f−1(HT,k) is not closed and f is continuous, the manifold HT,k cannot be closed
inRn1×n2×···×nd . This can be a problem when approximating tensors inRn1×n2×···×nd by elements of
HT,k . As onemight expect, the closure ofHT,k consists of all tensors with T-rank bounded by k, that is,
of all (T, k)-decomposable tensors. This is covered by a very general result in [63] on the closedness of
minimal subspace representations in Banach tensor spaces. We shall give a simple proof for the finite
dimensional case.
Theorem 5. The closure ofHT,k inRn1×n2×···×nd is given by
HT,k = f (MT,k)
= ⋃
rk
HT,r = {X ∈ Rn1×n2×···×nd : rankT (X) ≤ k}.
Proof. SinceMT,k is dense inMT,k , the continuity of f implies that f (MT,k) is contained in the closure
of f (MT,k) = φ(MT,k) = HT,k . It thus suffices to show that f (MT,k) is closed in Rn1×n2×···×nd .
Now, since this set consists of tensors for which each mode-t unfolding is at most of rank kt , and since
each such unfolding is an isomorphism, the first part of the claim follows immediately from the lower
semicontinuity of the matrix rank function (level sets are closed). The second part is immediate by
definition ofMT,k and enumerating all possible ranks. 
A consequence of the preceding theorem is that every tensor of Rn1×n2×···×nd possesses a best
approximation inHT,k , that is, it has a best (T, k)-decomposable approximant.
5. Tensors of fixed TT-rank
In this short section we show how the TT format of [14,17] is obtained as a special case of the HT
format. Slightly extending the results in [62], an analysis similar to that of the previous sections gives
that the manifold of tensors of fixed TT-rank (see below) is a globally embedded submanifold.
Let r = (r1, r2, . . . , rd−1) ∈ Nd−1 be given and r0 = rd = 1. The TTr-decomposition of a tensor
X ∈ Rn1×n2×···×nd is an HT decomposition with (T, k) having the following properties:
(i) The tree T is degenerate (linear) in the sense that, at each level, the first of the remaining spatial
indices is split from the others to the left son and the rest to the right son:
T = {{1, . . . , d}, {1}, {2, . . . d}, {2}, . . . , {d − 1, d}, {d − 1}, {d}}. (41)
(ii) The rank vector k is given by
k{μ} = nμ for μ = 1, 2, . . . , d − 1, k{μ,...,d} = rμ−1 for μ = 1, 2, . . . , d.
(iii) The matrices in the first d − 1 leafs are the identity:
U{μ} = Inμ for μ = 1, 2, . . . , d − 1.
To simplify the notation, we abbreviate the inner transfer tensors B{μ,...,d} ∈ Rrμ−1×nμ×rμ by Bμ. For
notational convenience, we regard the last leaf matrix U{d} as the result of reshaping an additional
transfer tensor Bd ∈ Rrd−1×nd×1 such that
UT{d} = B(1)d .
An illustration is given in Fig. 4.
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Fig. 4. A TTr-decomposition as a constrained HT-tree.
By the nestedness relation (5) of a hierarchical (T, k)-decomposition, the subspace belonging to
an inner node t = {μ, . . . , d} is spanned by the columns of
U{μ,...,d} = (Inμ ⊗ U{μ+1,...,d})(B(1)μ )T. (42)
Denote by Bμ[ν] ∈ Rrμ−1×rμ the ν-th lateral slice of Bμ for any ν = 1, 2, . . . , nμ. We then have that
B(1)μ satisfies the partitioning
B(1)μ =
(
Bμ[1] Bμ[2] · · · Bμ[nμ]
)
for μ = 1, 2, . . . , d,
so that (42) an be written as
U{d} =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Bd[1]T
Bd[2]T
...
Bd[nd]T
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
and U{μ,...,d} =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
U{μ+1,...,d}Bμ[1]T
U{μ+1,...,d}Bμ[2]T
...
U{μ+1,...,d}Bμ[nμ]T
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(43)
for μ = 1, 2, . . . , d − 1. Recursively applying (43) reveals that the (iμ, . . . , id)-th row of U{μ,...,d} is
given by
(Bd[id])T(Bd−1[id−1])T · · · (Bμ[iμ])T.
In particular, for U{1,2,...,d} = vec(X) we obtain, after taking a transpose, that
Xi1,...,id = B1[i1] B2[i2] · · · Bd[id].
This is the classical matrix product representation of the TT format.
We emphasize again that the TT format is not only specified by the linear tree (41), but also by
the requirement that the first d − 1 leafs contain identity matrices. From a practical point of view,
one does not need to store these leaf matrices since they are known and always the same. Thus, all
TTr–decomposable tensors can be parametrized by a mapping f acting on tuples (recall r0 = rd = 1)
x = (Bμ) = (B1, B2, . . . , Bd) ∈ Mr =
d×
μ=1
R
rμ−1×nμ×rμ.
On the other hand, while only tensor Bd has to be stored for the leafs, the inner transfer tensors
might be larger compared to those of an HT format with the same linear tree, but minimal ranks in all
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leafs. In the TT format the rank parameter r can be chosen only for the inner nodes and the last leaf.
Therefore, the TT-rank of a tensor X is defined as that r which satisfies
rμ = rank(X{1,...,μ}) = rank(X{μ+1,...,d}).
Letting R = max{r1, r2, · · · , rd−1} and N = max{n1, n2, . . . , nd}, we see that
dim(Mr)  (d − 2)NR2 + 2NR, (44)
which should be compared to (15). Depending on the application (and primarily the sizes of K and
R), one might prefer storing a tensor in HT or in TT format. Bounds on the TT-rank in terms of the
hierarchical rank for a canonical binary dimension tree, and vice versa, can be found in [52].
Similar to Proposition 2 it holds that a tensor can be represented as a TTr-decomposition if and
only if its TT-rank is bounded by r. Denoting
Tr = {X ∈ Rn1×n2×···×nd : TT-rank(X) = r},
the analog of Theorem 1 reads as follows.
Theorem 6 ([62, Theorem1(a)]). A tensorX is in Tr if and only if for every x = (Bμ) ∈ Mr with f (x) = X
the tensors Bμ satisfy
rank(B(1)μ ) = rank(B(3)μ−1) = rμ−1
for μ = 2, . . . , d.
Based on this theorem, one can describe the set Tr as a quotient manifold along similar lines as for
the HT format. The parameter space is now given by
Mr = {(Bμ) ∈ Mr : rank(B(1)μ ) = rank(B(3)μ−1) = rμ−1 for μ = 2, . . . , d}.
Let again φ denote the restriction of f to Mr . The non-uniqueness of the TTr-decomposition is de-
scribed in the following proposition which we state without proof. See also [62, Theorem 1(b)] for the
orthogonalized case.
Proposition 7. Let x = (Bμ) ∈ Mr and y = (Cμ) ∈ Mr . Then φ(x) = φ(y) if and only if there exist
invertible matrices A1, A2, . . . , Ad−1 of appropriate size such that
C1[i1] = B1[i1]A−T2 , Cd[id] = ATd Bd[id], Cμ[iμ] = ATμBμ[iμ]A−Tμ+1 (45)
holds for all multi-indices (i1, i2, . . . , id) and μ = 2, . . . , d − 1.
In terms of the Lie group action (20), relation (45) can be written as
y = θx(A), A ∈ Gr
(slightly abusing notation by extending θ toMr), where Gr is the subgroup of G that leaves the first
d − 1 identity leafs unchanged, or formally,
Gr = {A ∈ G : A{μ} = Inμ for μ = 1, . . . , d − 1}.
One now could start the same machinery as in Section 4. After showing that Gr acts properly onMr ,
one would obtain thatMr/Gr is a smooth orbit manifold. Since the approach should be clear, we skip
further details of the proof that φ̂ : Mr/Gr → Rn1×n2×···×nd is an embedding and only formulate the
main result.
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Theorem 7. The set Tr of tensors of TT-rank r is a globally embedded submanifold ofRn1×n2×···×nd which
is diffeomorphic toMr/Gr . Its dimension is
dim(Tr) = dim(Mr) − dim(Gr) =
d∑
μ=1
rμ−1nμrμ −
d−1∑
μ=1
r2μ.
This extends Theorem 3 in [62], where it only has been shown that Tr is locally embedded. We also
refer the reader to this source for a characterization of the tangent space of Tr via a horizontal space
obtained by orthogonality conditions similar to (26).
In analogy to Theorem5, it holds that the closure of Tr is the set of tensorswhose TT-rank is bounded
by r, which actually are all TTr-decomposable tensors.
6. Applications
After our theoretical investigations of the HT format in the previous sections, we should not forget
that it has been initially proposed as a promising tool for dealing with problems of high dimensional-
ity. As outlined in the introduction, the HT format is accompanied by a list of concrete problems with
accompanying algorithms to solve them. Besides the aesthetic satisfaction, our theory of the format’s
geometry also has practical value in understanding and improving these algorithms. We hope to sup-
port this case with the following two examples: convergence theories for local optimization methods
and a dynamical updating algorithm for time-varying tensors.
6.1. Alternating optimization in the hierarchical Tucker format
Consider a C2-function J : Rn1×n2×···×nd ⊇ D → R on an open domain D. The task is to find a
minimizer of J. Two important examples are the approximate solution of linear equations with
J(X) = ‖A(X) − Y‖2F = min, (46)
and the approximate calculation of the smallest eigenvalue by
J(X) = 〈X,A(X)〉F〈X,X〉F = min, (47)
where in both cases A is a (tensor-structured) self-adjoint, positive linear operator and 〈·, ·〉F is the
Frobenius (Euclidean) inner product.
Let T be a dimension tree and k be a T-rank, such that the manifold H = HT,k is not empty and
contained in D. It is assumed that, on the one hand,H is a good proxy to approximate the minimizers
of J while, on the other hand, k is still small enough to make the HT format efficient. We can then
circumvent the high-dimensionality of the domain D by restricting to the problem
J(X) = min, X ∈ H,
or to the handy, but redundant formulation
j(x) = J(φ(x)) = min, x ∈M =MT,k. 5
More generally, we want to solve for X ∈ H such that
DJ(X)[δX] = 0 for all δX ∈ TXH. (48)
Alternatively, we consider
Dj(x) = 0, x ∈M. (49)
5 In practice, one would prefer minimizing j over the closure M = MT,k , that is, over all (T, k)-decomposable tensors. For the
theory, we would have to assume then that the solution is inM, anyway, since otherwise there is little we can say about it. To give
conditions under which this is automatically true, that is, all disposable ranks exploited, seems far from trivial.
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Since Dφ(x) is a surjection onto TXM by Corollary 2, problems (48) and (49) are equivalent in the
sense that X∗ = φ(x∗) solves (48) if and only if x∗ is a solution of (49). In particular, in that case every
xˆ∗ ∈ Gx∗ solves (49). We hence call Gx∗ a solution orbit of (49). In the following, x∗ always denotes a
solution of (49) and X∗ = φ(x∗).
The idea of nonlinear relaxation [64] or the Gauss–Seidel method [65] is to solve (49) only with
respect to one node in the tree at a timewhile keeping the others fixed. For the TT format this idea has
been realized in [31], and for the HT format in [47].
To describe the method further, let t1, t2, . . . , t|T| be an enumeration of the nodes of T . For nota-
tional simplicity, we now partition x ∈ M into block variables, x = (x1, x2, . . . , x|T|), where
xi =
⎧⎨
⎩Uti ∈ Vi = R
n
ti
×k
ti , if ti is a leaf,
Bti ∈ Vi = Rkti×kti1×kti2 , if ti is an inner node.
For x ∈ M = MT,k and i = 1, 2, . . . , |T|we define embeddings
px,i : Vi → M, η → (x1, . . . , xi−1, η, xi+1, . . . , x|T|)
and denote by
Ex,i = px,i(Vi)
their ranges. The elements in E0,i play a particular role and will be called block coordinate vectors.
Obviously, Ex,i = x + E0,i.
Let Di j(x) = Dj(x) ◦ p0,i : Vi → R denote the partial derivative of j at x with regard to the block
variable xi. For x the current iterate, we define the result of one micro-step of Gauss–Seidel for a node
ti as
si(x) ∈ Ex,i ∩M,
with the property that
Di j(si(x)) = Dj(si(x)) ◦ p0,i = 0. (50)
In other words, η = p−1x,i (si(x)) is a critical point of j ◦ px,i; the update equals ξ0,i = si(x) − x =
p0,i(η − xi). The nonlinear Gauss–Seidel iteration now informally reads
x(n+1) = s(x(n)) = (s|T| ◦ s|T|−1 ◦ · · · ◦ s1)(x(n)). (51)
Our aim is to give conditions underwhich this sequence can be uniquely defined in a neighborhood
of a solution of (48) and (49), respectively, and is convergent. The convergence analysis does not differ
much from recent results for the CP and TT format [35,36], so our expositionwill be brief yet dense. The
results of Section 6.1.3 on the Rayleigh-quotientminimization, however, are new. For numerical results
we refer to [31], where the nonlinear Gauss–Seidel algorithm has been studied for the TT format, and
to [47], where the Rayleigh quotient minimization has been applied in the HT format.
6.1.1. General existence and convergence criteria
In view of the non-uniqueness of the HT representation, it is reasonable to formulate the conver-
gence results in terms of the sequence Xn = φ(x(n)). This will be possible in certain neighborhoods
of x∗ if the conditions of the next lemma are satisfied. Let us prepare it by investigating what (50)
actually means in terms of J. Defining the linear operators
Px,i : Vi → Rn1×n2×···×nd , η → f (px,i(η))
it holds Dij(x) = DJ(φ(x)) ◦ Px,i. Hence we can characterize si(x) ∈ Ex,i ∩ M by the property that
φ(si(x)) is a critical point of J on the range of Px,i (note that Psi(x),i = Px,i since si(x) ∈ Ex,i). It can be
easily verified that Px,i is injective for x ∈ M, and that the range is invariant under the action of θ ,
that is,
Pθx(A),i(Vi) = Px,i(Vi) (52)
for all A ∈ G (for the TT format, both has been observed in [31]).
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For fixed A ∈ G, let now θA denote the linear map x → θx(A). This is an isomorphism on M
(extending the domain of θ ), the inverse being θA−1 .
Lemma 5. Let x∗ ∈ M be a solution of (49). Partition the Hessian (matrix)D2j(x∗) according to the block
variables xi into D
2j(x∗) = L + Δ + U, with L, Δ and U = LT being the lower block triangular, block
diagonal and upper block triangular part, respectively.
(i) Assume that x∗ possessesneighborhoodsUi ⊆ Vi ⊆ M such that, for i = 1, 2, . . . , |T|, continuously
differentiable operators si : Ui → Vi satisfying (50) can be defined. Then the si can be extended to
maps θ(Ui, G) → θ(Vi, G) via the relation
si(θA(x)) = θA(si(x)), A ∈ G, (53)
which then holds for all x ∈ θ(Ui, G) and appropriate A. For some possibly smaller neighborhood
U∗ ⊆ M of x∗ the operator s given by (51) can be defined on U = θ(U∗, G) and satisfies the same
relation.
(ii) Furthermore we have
(L + Δ)Ds(x∗) = −U = (L + Δ) − D2j(x∗). (54)
(iii) Assume that Δ is invertible, then there exist (locally) unique operators si and s satisfying the condi-
tions of (i), especially (53), and it holds
Ds(x∗) = −(L + Δ)−1U = I − (L + Δ)−1D2j(x∗). (55)
Remark 5. Equation (55) says that the errors e(n) = x(n) − x∗ in the nonlinear (block) Gauss–Seidel
method satisfy, in first order, the error recursion of the linear (block) Gauss–Seidel method for solving
D2j(x∗) · e = 0 [66]
Remark 6. We highlight an important special case in which one is in the favorable situation of having
unique si evenwith Vi = M, which includes the important best approximation problem (46) (cf. [36]).
Namely, when J is strictly convex and possesses a critical point inRn1×n2×···×nd , then J is coercive and
thus has a unique critical point on the range of Px,i. Since Px,i is injective (for x ∈ M), this corresponds
to a unique solution si(x) of (50). However, it is of vital importance that one can guarantee si(x) ∈ M
only for x in a neighborhood U of the orbit Gx∗ ⊆ M, which under the given conditions contains the
fixed points of si.
Remark 7. As the formulation of (iii) implies, the non-singularity of Δ is in fact a condition on X∗ =
φ(x∗), that is, if it holds, then for all x ∈ Gx∗.
Proof of Lemma 5. We first show that si defined by (53) satisfies (50). By the discussion preceding
the lemma, we just have to show that θA(si(x)) ∈ EθA(x),i ∩ M, and that φ(θA(si(x))) = φ(si(x))
is a critical point of J on the range of PθA(x),i. While the first property is obvious, the second follows
from the aforementioned fact that the ranges of Px,i and PθA(x),i are equal. This proves the main as-
sertion of (i). The existence of a definition domain for s follows from continuity arguments (using
that x∗ is a fixed point of each si). Formula (54) is nicely calculated in [67, Eq. (16)], although the
standard references are [66,65]. In the case (iii), the existence of a unique continuously differentiable
si : Ui → Vi of x∗ follows from the implicit function theorem; see also [65, 10.3.5]. It is then clear that
there are unique extensions onto θ(Ui, G). Also s is then unique in some neighborhood of Gx∗ the form
θ(U∗, G).
If (53) holds, the nonlinear Gauss–Seidel method, although formally an algorithm onM, can be
regarded as an algorithm onH too, since equivalent representations aremapped onto equivalent ones.
The counterpart of the iteration s in (51) is given in the following proposition.
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Proposition 8. Under the conditions and notations of Lemma 5, O = φ(U) is an open neighborhood of
X∗ = φ(x∗) inH. Furthermore, the operator
S : O→ H, X = φ(x) → φ(s(x))
is a well-defined C1 map; X∗ being one of its fixed points.
Proof. Wefirst have to note thatφ, when regarded as amap fromM ontoH, is a submersion between
manifolds and, as such, an open map. Hence, O is open [56, 16.7.5] and we can pass smoothly to the
quotient [57, Proposition 5.20]. 
In the end, one is interested in the sequence
Xn+1 = S(Xn), (56)
but the computations are performed in M via si. Fortunately, property (53) ensures that changing
representation along an orbit during the iteration process (say, to a norm-balanced or orthogonalized
HT) is allowed andwill not affect the sequence (56). 6 This is important for an efficient implementation
of the alternating optimization schemes as done in [31,47].
We now calculate the derivative of S. From Sn ◦ φ = φ ◦ sn (on U) and s(x∗) = x∗ we obtain
(DS(X∗))n ◦ Dφ(x∗) = Dφ(x∗) ◦ (Ds(x∗))n. (57)
The vertical space Vx∗M, which is the tangent space to Gx∗ at x∗ (see Section 4.3), is the null space of
Dφ(x∗) by Corollary 2, and hence, by the above relation, has to be an invariant subspace of Ds(x∗). 7
Thus, if Hx∗M is any horizontal space, we may regard Dφ as isomorphism between Hx∗M and TX∗H
(cf. Corollary 2), and replace (57) by the equivalent equation
(DS(X∗))n = Dφ(x∗) ◦ (Ds(x∗))n ◦ (Dφ(x∗))−1. (58)
By a straightforward version of the contraction principle for submanifolds, the sequence (56) will
be locally linearly convergent to X∗ when (DS(X∗))n → 0 for n → ∞. By (58), we have the following
result, which is useful since information on Ds(x∗) is available through (54).
Proposition 9. Under the conditions of Lemma 5 assume Dφ(x∗) ◦ (Ds(x∗))n → 0 for n → ∞. Then,
the sequence (56) is locally linearly convergent to X∗.
Again, the condition does not depend on the specific choice ofHx∗M as long as it is complementary
to Vx∗M. Also note that the convergence region might be much smaller than O.
6.1.2. The case of an invertible block diagonal
Suppose we are in the situation of (iii) in Lemma 5. Then, by (55), Ds(x∗) is the error iteration
matrix of the linear block Gauss–Seidel iteration applied to the Hessian D2j(x∗). If D2j(x∗) is positive
semidefinite (which is the case if x∗ is a local minimum of (49)) and the block diagonal Δ is positive
definite, then, for every ξ ∈ M the sequence (Ds(x∗))n[ξ ] will converge to an element in the null
space of D2j(x∗); see [68, Theorem 2], although the older German reference [69, Hilfssatz 1] is not
cited there.
Theorem 8. Assume the Hessian D2j(x∗) is positive semidefinite and its null space equals Vx∗M (cf.
footnote 7), or, equivalently, rank(D2j(x∗)) = dim(H). Then condition (iii) of Lemma 5 that Δ should be
positive definite is fulfilled and the sequence (56) is locally linearly convergent to X∗.
Proof. According to the remark preceding the theorem this follows from Proposition 9, since Vx∗M
is the null space of Dφ(x∗). To prove that Lemma, 5, (iii) indeed holds, it suffices under the given
6 We repeat again that (53) is (locally) guaranteed if J is strictly convex (Remark 6), or if Lemma 5, (iii) is applicable.
7 IfΔ is invertible, it even follows from (55) that Ds(x∗) is the identity onVx∗M. Namely, since j is constant onGx∗ andDj(x∗) = 0,
Vx∗M is in the null space of D2j(x∗).
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assumption to verify that block coordinate vectors ξ0,i = p0,i(η) are not in Vx∗M unless they are zero.
But since φ(x∗ + ξ0,i) = X∗ + Px∗,i(η) (see (52)), Dφ(x∗)[ξ0,i] = 0 implies Px∗,i(η) = 0 which is
false unless η = 0 (injectivity of Px∗,i). 
Written out explicitly, the quadratic form D2j(x∗) satisfies
D2j(x∗)[ξ, ξ ] = D2J(X∗)[Dφ(x∗)[ξ ],Dφ(x∗)[ξ ]] + DJ(X∗)(D2φ(x∗)[ξ, ξ ]). (59)
Hence, to prevent misunderstandings, the condition formulated in Theorem 8 is not that D2J(X∗) has
to be positive definite on TX∗H. One also has to take the second term in (59) into account, which is
related to the curvature of H. However, let Z be a critical point of J in Rn1×n2×···×nd (i.e. DJ(Z) = 0)
and D2J(Z) be positive definite, then D2j(x∗) will be positive definite too if X∗ = Z. In that case, the
manifold H has been perfectly chosen for solving (48), which of course is a very lucky case, but still
this is good to know.
One now could ask whether a similar conclusion holds when H is “good enough” by which we
mean that a critical pointX∗ onH is close to a critical point Z onRn1×n2×···×nd , or equivalently, DJ(X∗)
almost zero onRn1×n2×···×nd . Deriving estimates using (59) without further knowledge of J, however,
is not very helpful since one obtains that the distance one has to achieve between X∗ and Z depends
on X∗ itself, cf. [36, Theorem 4.1]. However, for the important problem (46) of approximately solving
a linear equation, it should be possible to formulate a condition on ‖X∗ − Z‖F in terms of Z (and A)
only, since for local minima of (46) it necessarily holds
‖A(X∗)‖2F = ‖Y‖2F − ‖A(X∗) − Y‖2F = ‖A(Z)‖2F − ‖A(X∗) −A(Z)‖2F .
Quantitative conditions in that spirit (for A being the identity) have been obtained for the TT format
in [36, Theorem 4.2]. For the Tucker format something similar has been previously done in [38].
6.1.3. Rayleigh quotient minimization
Theorem 8 assumes that the function j satisfies a certain rank condition involving Vx∗M, which
cannot be relaxed under the given circumstances. While this condition is likely reasonable for certain
functions, it does not hold for the minimization of the Rayleigh quotient as in (47). The reason is that
J in (47) is constant for any X ∈ H on the subspace span(X) \ {0}, that is, j = J ◦ φ is constant on
span(x) \ {0} for any x ∈ M. Therefore, D2j(x) is at most of rank dim(H) − 1. For the same reason,
Lemma 5, (iii) is not applicable. However, these problems can be fixed by some obvious modifications
of the preceding arguments, which we only outline shortly.
Namely, one now wants to consider the alternating optimization as an algorithm on the manifold
H′ = {X ∈ H : ‖X‖F = 1},
which is of dimension dim(H) − 1. To this end, one first introduces a new Lie group action
θ ′ : M× G′, (x, A, α) = αθx(A),
where now G′ = G× GL1. Then it is immediate that H′ is diffeomorphic toM/G′. The tangent space
of the orbit G′x at x is
V ′xM = VxM⊕ span(x).
The role of φ is now replaced by the obviously surjective map
ψ : M→ H′, x → φ(x)/‖φ(x)‖F.
Namely,ψ indeed vanishes on the orbits of G′, and its rank is easily shown to be dim(H)−1. Hence it is
a submersion, and even a local diffeomorphism if restricted to any (horizontal) space complementary
to V ′xM.
In principle, we can now proceed as above. There is just one small technical difference. Let X∗ =
ψ(x∗) ∈ H′ be a solution of (48), where J is now the Rayleigh quotient (47). We want to define the
nonlinear Gauss–Seidel iteration on the manifoldH′ (in a neighborhood of X∗) via
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S′(ψ(x)) = ψ(s(x)). (60)
If this is not well-defined by the implementation of s, we still can give a condition which guarantees
this locally. Without loss of generality we can assume that s should map on the manifold
N = {x ∈ M : ‖xi‖F = 1 for i = 1, 2, . . . , |T|}
and that x∗ ∈ N. 8 The pure existence of si(x) satisfying (50) is hence guaranteed by compactness
arguments. However, a sufficient condition for (60) being well-defined in a neighborhood of X∗ is that
the choice of s(x), that is, the choice of each si(x), is unique if restricted to a neighborhood of x
∗ in N.
Hence, denoting byΔi the diagonal blocks of D
2j(x∗), we needΔi to be positive definite on span(x∗i )⊥
in Vi to apply the implicit function theorem, which also gives us that s is smooth.
9
Theorem 9. Assume the Hessian D2j(x∗) is positive semidefinite and its null space equals V ′x∗M, or,
equivalently, rank(D2j(x∗)) = dim(H)− 1. Then there exists a smooth nonlinear Gauss–Seidel operator s
mapping a neighborhood ofG′x∗ on itself. In a corresponding neighborhood ofX∗ ∈ H′ the operator S′ given
in (60) is well-defined and smooth. The sequence Xn+1 = S′(Xn) is locally linearly convergent to X∗.
Proof. The proof is the same as for Theorem 8. Concerning the existence of s one has to note that
the block coordinate spaces p0,i(span(x
∗
i )
⊥) are not in V ′x∗M, so that the implicit function theorem is
applicable on N (see the remarks preceding the theorem). 
Remark 8. The condition in the theorem is reasonable if the smallest eigenvalue has multiplicity one.
Namely, J is constant on the whole eigenspace, so if its dimension is larger than one, the Hessian of j
likely will vanish on a space larger than V ′x∗M. Since A in (49) is assumed to be positive semidefinite,
it seems to us that the existence of uniqueminimizers si(x) ∈ N is then guaranteed in a neighborhood
of x∗ even without involving the implicit function theorem (becauseψ(si(x)) has to be the minimizer
of J on the unit sphere in Px,i[Vi]).
6.2. Dynamical hierarchical Tucker rank approximation
Consider a time-varying tensor Y(s) ∈ Rn1×n2×···×nd where 0  s  S. Let (T, k) represent an HT
format which is believed to be useful for approximating Y(s) at each s. In other words, our aim would
be solving the best approximation problem
X(s) ∈ H = HT,k such that ‖Y(s) − X(s)‖F = min . (61)
Unfortunately, problem (61) is hard to compute (even for fixed values of s) and, contrary to the
matrix case, there is no explicit solution known. For most approximation problems, however, one is
usually content with a quasi-optimal solution. For instance, the procedure in [12] based on several
SVD approximations of unfoldings of Y(s) delivers a tensor Xˆ(s) such that, for every s,
‖Y(s) − Xˆ(s)‖F 
√
2d − 3 ‖Y(s) − X(s)‖F. (62)
Ontheotherhand, computingall theseSVDs foreveryvalueof s canbeverycostly:O(dNd+1)operations
with N = max{n1, n2, . . . , nd}; see [12, Lemma 3.21]. Applied to TT, the bound (62) can be tightened
using a factor
√
d − 1; see, e.g., [17].
An alternative to solving (61), is the so-calleddynamical low-rank approximationproposed in [37,38]
for time-dependent matrices and Tucker tensors, respectively. In this section, we will generalize this
procedure to theHT tensors using the geometry of the previous section. For a theoretical andnumerical
investigation of such an approximation, we refer to [48,70].
8 Every reasonable implementation of nonlinear Gauss–Seidel for Rayleigh quotient minimization would incorporate such a nor-
malization step.
9 Note thatΔi is not positive definite onVi , since span(x
∗
i ) is in its null space (due to the scaling invariance in eachblock coordinate).
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6.2.1. A non-linear initial value problem onHT,k
Let
.
X denote dX(s)/ds. The idea of dynamical low-rank approximation consists of determining an
approximation X(s) ∈ H such that, for every s, the derivative of X(s) is chosen as
.
X(s) ∈ TX(s)H such that ‖.Y(s) − .X(s)‖F = min . (63)
Together with an initial condition like X(0) = Y(0) ∈ H, (63) is a flow problem on the manifold H
since
.
X(s) ∈ TX(s)H for every s. Similarly as in [37,38], we show how this flow can be formulated as a
set of non-linear ordinary differential equations suitable for numerical integration.
It is readily seen that, at a particular value of s, theminimization in (63) is equivalent to the following
Galerkin condition: find
.
X(s) ∈ TX(s)H such that
〈.X(s) − .Y(s), δX〉F = 0 for all δX ∈ TX(s)H.
Define the orthogonal projection (with respect to the Euclidean inner product),
PX : Rn1×n2×···×nd → TXH for any X ∈ H,
then (63) becomes
.
X(s) = PX(s).Y(s). (64)
This makes that, together with an initial condition X(0) ∈ H, the flow (64) could be integrated by
methods of geometric integration [71]. However, due to the size of the tensors at hand, it is preferable
avoiding unstructured tensors in Rn1×n2×···×nd and instead exploiting that H is diffeomorphic to the
quotient manifoldM/G.
Since φ̂ : M/G → H inTheorem4 is adiffeomorphism, (64) inducesaflowonthequotientmanifold
M/G too, namely,
dxˆ(s)
ds
= ξˆxˆ(s) = Dφ̂−1(xˆ(s))[Pφ̂(xˆ(s))
.
Y(s)], φˆ(xˆ(0)) = X(0),
with the property that φ̂(xˆ(s)) = X(s) for all s. To integrate this flow onM/G, we lift the vector field
ξˆxˆ(s) to a unique horizontal vector field onM once an element x(0) in the orbit π−1(xˆ(0)) is chosen.
To do this, introduce the shorthand notation Fx for the restriction of Dφ onto the horizontal spaces
HxM in (26) (which forms a bundle). Then we get another flow onM,
dx(s)
ds
= ξ hx (s) = F−1x(s)(Pφ(x(s))
.
Y(s)), φ(x(0)) = X(0), (65)
with the property that φ(x(s)) = X(s) for all s. Put differently, the isomorphisms Fx give us a unique
and well-defined horizontal vector field and smoothness is guaranteed by Theorem 3.
From Corollary 2, we know how tangent vectors are structured. All that remains now, is deriving
how the result of the projection PX(s)
.
Y(s) can be computed directly as a horizontal vector, that is, the
result of F
−1
x(s)(Pφ(x(s))
.
Y(s)). After that, a standard numerical integrator can be used to integrate (65)
sinceM is a matrix manifold that is dense in the Euclidean space M. Contrary to the geometries in
[37,38,62] that are based on Ut being orthonormalized, we only require Ut to be of full rank. This is
much simpler to ensure during the integration.
Remark that in order to enhance the integrator’s efficiency, a special step size control could be used
like in [39, (9)].We did not use such an estimator in our numerical experiments since ode45 of Matlab
performed adequately.
6.2.2. The orthogonal projection onto TXH
Given an (T, k)-decomposable tensor X = φ(x) with x = (Ut, Bt) and an arbitrary
Z ∈ Rn1×n2×···×nd , let PXZ = δX ∈ TXH be the desired tangent vector. FromCorollary 2, we know that
δUt = (δUt1 ⊗ Ut2 + Ut1 ⊗ δUt2)(B(1)t )T + (Ut1 ⊗ Ut2)(δB(1)t )T,
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holds for t = tr and δUtr = vec(δX). We will outline the principle behind computing the correspond-
ing horizontal vector of δX, that is, (δUt, δBt) ∈ HxM. Since the tangent space is defined recursively,
we immediately formulate it in full generality for an arbitrary node. This has the benefit that, while
our derivation starts at the root, it holds true for the children without change.
In order not to overload notation, we drop the explicit notation for the node t and denote B(1) by B.
Then, in case of the root, δU = vec(δX) has to be of the form
δU = (δU1 ⊗ U2 + U1 ⊗ δU2) BT + (U1 ⊗ U2) δBT, (66)
such that δU1 ⊥ U1 and δU2 ⊥ U2. In addition, δB is required to be a horizontal vector Bh. Recalling
once again definition (26) for the horizontal space, an equivalent requirement is that
δBT = MδC
such that
M = (UT1 U1 ⊗ UT2 U2)−1(BT)⊥, δC ∈ R(k1k2−k)×k for t ∈ L ∪ tr,
M = In, δC ∈ Rk1k2×1 for t = tr .
(67)
In the above, we used X⊥ ∈ Rn×(n−k)∗ to denote a basis for the orthogonal complement of the matrix
X ∈ Rn×k∗ .
Let Z ∈ Rn×k be an arbitrary matrix. Then we have the unique decomposition
Z = (U⊥1 ⊗ U2) δC1 + (U1 ⊗ U⊥2 ) δC2 + (U1 ⊗ U2)MδC3 + (U1 ⊗ U2)M⊥δC4
+(U⊥1 ⊗ U⊥2 ) δC5
where all five10 subspaces are mutually orthogonal. Observe that the first three terms in this decom-
position constitute the desired δU from (66). Hence, straightforward orthogonal projection onto these
subspaces delivers δU as the sum of
(P⊥1 ⊗ P2) Z = (δU1 ⊗ U2)BT, (P1 ⊗ P⊥2 ) Z = (U1 ⊗ δU2)BT, (68)
and
(U1 ⊗ U2)M[MT(UT1 U1 ⊗ UT2 U2)M]−1MT(U1 ⊗ U2)T Z = (U1 ⊗ U2)δBT, (69)
where we have used the orthogonal projectors
PtZ = Ut(UTt Ut)−1UTt Z, P⊥t Z = Z − PtZ.
We are now ready to obtain δB from (69). If t = tr , we get immediately that
δBT = (UT1 U1 ⊗ UT2 U2)−1(U1 ⊗ U2)T Z = [(UT1 U1)−1UT1 ⊗ (UT2 U2)−1UT2 ] Z.
For nodes that are not the root, we first denote V = (BT)⊥ and introduce the oblique projector onto
span(UT1 U1 ⊗ UT2 U2)−1V along the span of V⊥ = BT (see, e.g., [72, Theorem 2.2]) as
PM = (UT1 U1 ⊗ UT2 U2)−1V[VT(UT1 U1 ⊗ UT2 U2)−1V]−1VT.
After some straightforward manipulation on (69), we obtain
δBT = PM[(UT1 U1)−1UT1 ⊗ (UT2 U2)−1UT2 ]Z.
10 In the root tr , there are only four subspaces sinceM
⊥ forM = In is void.
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One can avoid V = (BT)⊥ by using P⊥M , the oblique projection onto the span of BT along the span of
(UT1 U1 ⊗ UT2 U2)−1V as follows
PM = I − P⊥M = I − BT[B(UT1 U1 ⊗ UT2 U2)BT]−1B(UT1 U1 ⊗ UT2 U2).
In order to obtain δU1, we first reshape Z ∈ Rnt×kt into the third-order tensor
Ẑ ∈ Rkt×nt1×nt2 such that Ẑ(1) = ZT.
Then using (1), we can write (68) as a multilinear product (recall B = B(1)t ),
(Ikt , P
⊥
1 , P2) ◦ Ẑ = (Ikt , δU1,U2) ◦ Bt, (Ikt , P1, P⊥2 ) ◦ Ẑ = (Ikt ,U1, δU2) ◦ Bt,
and after unfolding in the second mode, we get
P⊥1 Ẑ(2)(Ikt ⊗ P2) = δU1B(2)t (Ikt ⊗ U2)T.
So, isolating for δU1 we obtain
δU1 = P⊥1 Ẑ(2)(I ⊗ U2(UT2 U2)−1)(B(2)t )†
since B
(2)
t has full rank. Similarly we have
δU2 = P⊥2 Ẑ(3)(I ⊗ U1(UT1 U1)−1)(B(3)t )†.
In the beginning of this derivation, we started with the root and Z = vec(Z). It should be clear
that the same procedure can now be done for the children by setting Z = δU(tr)1 and Z = δU(tr)2 to
determine δB(tr)1 and δB(tr)2 , respectively. Continuing this recursion, we finally obtain all δBt and, in
the leafs, the δUt representing δX.
We emphasize that the implementation of the procedure above does not form Kronecker products
explicitly. Instead, one can formulate most computations as multilinear products. OurMatlab imple-
mentation of the projection operator is available at https://web.math.princeton.edu/^bartv/geom_ht.
It uses the htucker toolbox [54] to represent and operate with HT tensors and their tangent vectors.
We remark that the current implementation uses Z as a full tensor. Clearly, this is not suitable for
high-dimensional applications.When Z is available in HT format, it is possible to exploit this structure.
It is however beyond the scopeof the current paper to give thedetails and leave this for the forthcoming
paper [70].
6.2.3. Numerical example
Let (T, k) be an HT format for d-dimensional tensors in RN×N×···×N with kt = K for t ∈ T \ tr .
Consider the set x(s) = (Ut(s), Bt(s)) of parameterizations inM given by
Ut(s) = (2 + sin(s)) Ût, Bt(s) = exp(s) B̂t,
where the Ût and B̂t are fixed.We apply the dynamical low-rank approximation to the time-dependent
tensor
Y(s) = φ(x(s)) + ω exp(c s) (s + sin(3s))1, 0  s  15, (70)
with ω a random perturbation of unit norm, c and  constants and 1 the tensor containing all ones.
Observe that the norm of φ(x(s)) grows like exp(s log2 d) when T is a balanced tree. A similar tensor
was used in the context of Tucker tensors in [38]. As initial value we take Y(0).
In order to compare our approachwith point-wise approximation by SVDs, we display the absolute
approximationerror in Fig. 5 forN = 45,d = 4,K = 3, anddifferent values of  ∈ {10−1, 10−4, 10−7}.
The dynamical low-rank approximations are the result of integrating (65) with ode45 inMatlab using
a relative tolerance of 10−3. The SVD approximations are computed in every sample point of s with
explicit knowledge of the rank K .
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Fig. 5. Approximation error for dynamical low-rank (full line) and truncated SVD (circles) with  ∈ {10−1, 10−4, 10−7} from bottom
to top. On the left c = 0 and on the right c = log2(d) = 2.
Table 1
Computational results applied to (70) with c = 0 and  = 10−4. Times are in seconds.
Dynamical SVD
N d K Total time Scaled time Steps Total time Scaled time
25 4 3 9.62 0.050 193 7.22 0.72
35 4 3 19.1 0.10 187 28.4 0.28
45 4 3 39.8 0.21 187 79.2 0.80
25 4 6 10.4 0.056 187 7.13 0.71
35 4 6 23.8 0.13 187 30.9 0.31
45 4 6 49.4 0.26 193 82.8 0.83
25 4 9 11.3 0.062 181 7.73 0.78
35 4 9 24.3 0.12 205 29.3 0.30
45 4 9 50.5 0.25 205 80.2 0.81
First, observe in Fig. 5 that the absolute errors for the SVD approach grow in both cases. Since the
norm of Y(s) grows too, this is normal and the relative accuracy is in line with (62). In both cases, we
also observe that, as expected, the approximation error decreases with smaller .
For dynamical low-rank, the approximation errors are virtually the sameas for the SVDapproach for
most of the values of s. On the left panel, however, we see that the error for dynamical low-rank stays
more or less constant and even goes to zero. This does not happen on the right. Hence, the dynamical
low-rank algorithmachieves veryhigh relative accuracywhen c = 0. Anexplanation for this difference
is that the factor c = 0 on the left ensures thatφ(x(s)) becomes bigger in norm compared to the noise
factor ω. If s is large enough, Y(s)will have a numerically exact (T, k)-decomposition. The dynamical
low-rank algorithm seems to detect this and approximates Y(s) exactly. This happens at some point
during the integrationwhen c < 2.On the right, however, c is chosen such that both tensors are equally
large in norm. Now Y(s) fails to be an exact (T, k) tensor and dynamical low-rank is as accurate as the
SVD approach.
In the next experiment, we investigate the computational time applied to the problem from above
with c = 0 and  = 10−4. In Table 1, we see the results for several sizes N and ranks K with d = 4.
In addition to the total time, the number of steps that the numerical integrator took is also visible.
Observe that this is fairly constant. The scaled time is the total time divided by the number of function
evaluations, that is, computing the horizontal vector ξ hx (s).
Next, since the dynamical rank approximation is able to form X(s) for every s, we also
computed 100 point-wise SVD-based approximations throughout the interval 0  s  15 using
htensor.truncate_ltr of [54]. The indicated scaled time is themean. Since the solution is smooth,
one can probably reduce this number somewhat, for example, by Chebyshev interpolation. Neverthe-
less, we can see from the table that there is a significant gap between the computational times of both
approaches. It is also clear that dynamical approximation becomes faster with increasing N compared
to the SVD approach. In addition, the rank K does not seem to have much influence.
164 A. Uschmajew, B. Vandereycken / Linear Algebra and its Applications 439 (2013) 133–166
7. Conclusion
We introduced a differential geometry of the hierarchical Tucker format for tensors with fixed di-
mension tree and fixedHT ranks. Using elementary tools fromdifferential geometry, it was shown that
this set admits a natural quotient manifold structure that can be embedded as a submanifold into the
space of real tensors. In addition, we derived an explicit and unique expression for the parametrization
of the tangent space by means of a horizontal space on the quotient manifold, also known as gauging
the parametrization.
As second contributionwe showedhow this geometric description aids in establishing convergence
criteria for the nonlinear Gauss–Seidel method using hierarchical Tucker tensors to minimize convex
functionals or Rayleigh quotients. Finally, we extended the dynamical low rank approximation algo-
rithm to hierarchical Tucker tensors and derived the orthogonal projection operator onto the tangent
space, the main computational step in this algorithm. By means of numerical experiment, we have
shown that this approach compares favorably to truncated singular value decompositions.
Our geometric derivations and the applications were restricted to the hierarchical Tucker format
for finite dimensional vector spaces over R and with binary dimension trees. Several generalizations
of this format are possible, for example, to C, and to general trees. Our results can be extended in a
more or less straightforward way to these cases. Also, a generalization to Hilbert spaces is possible;
see [73,49,74]. A hierarchical format for infinite dimensional Banach spaces, however, requires more
advanced techniques, and is considered in [74].
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