Progettazione e realizzazione di un data warehouse per il monitoraggio del credito problematico by AMICO, MICHELE
Università di Pisa
Dipartimento di Informatica













L’obiettivo dell’attività, svolta presso l’azienda Technology Reply srl, è la
realizzazione di un sistema software che permetta a determinate categorie
di utenti di un importante istituto bancario il monitoraggio di informazioni
relative al credito problematico.
Tale termine si riferisce a quelle posizioni, incluse nel portafoglio crediti-
zio della banca, per cui sono state individuate o previste difficoltà di recupero
del credito.
Il lavoro è introdotto con una presentazione della tematica, con rinvii a
fonti normative, e degli attori coinvolti nel progetto. Successivamente sono
descritti gli strumenti utilizzati, le attività di progettazione e implementazio-
ne del data warehouse, soffermandosi sul processo di elaborazione dei dati in
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1.1 Presentazione del problema
Il monitoraggio del credito può essere pensato come una funzione primaria e
fondamentale svolta dagli istituti di credito. Risulta infatti difficile immagi-
nare che una qualsiasi banca possa concedere prestiti o altre forme di credito
senza controllarne nel tempo lo stato e senza cercare di determinare la reale
solvibilità degli stessi.
Con il tempo all’esigenza gestionale si sono aggiunte altre ragioni che
spingono attualmente gli istituti bancari ad investire risorse corpose per ot-
tenere strumenti in grado di monitorare la qualità del credito con sempre
più accuratezza e tempestività. Fonti normative nazionali e internazionali,
così come accordi definiti da organismi del settore, testimoniano la crescen-
te esigenza di analizzare e condividere all’interno e all’esterno delle singole
organizzazioni determinate informazioni, delineando al tempo stesso vincoli
che incidono direttamente sui risultati economici delle banche, impattando
sui valori contenuti nel conto economico e nel patrimonio di vigilanza.
Normalmente queste norme si rivolgono alla gestione del credito deterio-
rato, macroinsieme che definisce determinate categorie di posizioni creditizie
(es. incagli, sofferenze) con l’obiettivo di indicarne livelli differenti di rischio
di insolvibilità. Parlando di credito problematico si estende il discorso a un
insieme più vasto che include anche quei crediti che non corrispondono alle
fattispecie definite dalle norme e per cui sono previsti degli obblighi, ma che
necessitano di un analogo controllo per prevenire deterioramenti futuri, in
alcuni contesti noti come predeteriorato.
Indubbiamente l’aspetto tecnologico trova nell’analisi dei fenomeni sud-
detti uno dei suoi ambiti di applicazione. Se da una parte risulterebbe im-
possibile rispettare determinati obblighi informativi senza disporre di sistemi
automatici, dall’altra è l’obiettivo di ottenere informazioni sintetiche sempre
più accurate a scopo gestionale che porta gli istituti di credito a dotarsi di
sistemi potenti, in grado di gestire e sfruttare grandi moli di dati, e a svilup-
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pare soluzioni software intuitive per gli utenti che incorporino algoritmi per
analisi scalabili e, nei casi più avanzati, modelli predittivi.
Il presente lavoro descrive un progetto svolto presso l’azienda Technology
Reply, volto alla realizzazione di un data warehouse per il monitoraggio del
credito problematico. Il sistema richiesto ha l’obiettivo di fornire a precise
categorie di soggetti del gruppo Intesa Sanpaolo una piattaforma unica in
cui saranno disponibili mensilmente informazioni rilevanti per la classe di
crediti menzionata, progettata in modo tale da essere dedicata all’analisi del
fenomeno.
Più nello specifico quello che si va a realizzare sarà un sistema in grado di
permettere l’analisi dell’entità delle posizioni creditizie interessate, in termini
di quantità e di volume degli importi, secondo diverse dimensioni di analisi
considerate adatte a trasmettere informazioni utli per la gestione del credito.
Una dimensione fondamentale, ad esempio, risulterà quella temporale perché
capace di comunicare l’esistenza di trend in corso e permettere il confronto
della situazione rilevabile in periodi differenti.
1.2 Rassegna della letteratura
Una parte non trascurabile del lavoro è basata sul contenuto di [Albano, 2014],
particolarmente adatto come guida alla realizzazione di progetti di data ware-
housing in quanto concetti teorici e pratici sull’argomento sono correlati da
indicazioni sulla presentazione formale di quanto progettato.
Per l’introduzione di concetti relativi al credito problematico e di norme
per la gestione dello stesso sono risultati fondamentali in particolare i docu-
menti prodotti dalla Banca d’Italia e dalla Borsa Italiana, reperibili sul sito
dell’istituzione stessa e elencati in bibliografia.
Per la descrizione degli strumenti utilizzati, principalmente prodotti da
Oracle, si è fatto riferimento a manuali tecnici, in particolare [Griesemer, 2009]
e [Khan et al., 2012], rispettivamente per Oracle Warehouse Builder e Oracle
Business Intelligence Enterprise Edition.
Le informazioni relative alle società coinvolte nel progetto sono estrapo-
late dai siti web ufficiali del gruppo Reply [Reply, 2014] e di Intesa Sanpaolo
[Intesa Sanpaolo, 2014].
1.3 Contenuto della tesi
Il presente documento ha l’obiettivo di presentare il lavoro svolto per il pro-
getto di data warehousing nell’ambito del monitoraggio del credito problema-
tico, introducendo il lettore alla tematica, mostrando successivamente come
quanto richiesto sia stato progettato e realizzato, evidenziando tecniche e
tecnologie utilizzate e descrivendo l’interazione con l’utente finale.
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In particolare il Capitolo 2 è dedicato alla presentazione del caso di stu-
dio e ha come obiettivo principale quello di introdurre ambito, soggetti ed
altri aspetti relativi al progetto realizzato. Si definiscono pertanto inizial-
mente alcuni concetti chiave relativi alla tematica centrale del lavoro, cioè
la gestione del credito problematico, accompagnati da riferimenti alle fonti
normative. In seguito sono presentate le organizzazioni interessate, nei ruo-
li di azienda committente e azienda sviluppatrice, e alcune caratteristiche
generali del prodotto richiesto dal cliente.
Nel Capitolo 3 è descritta la prima parte della progettazione del siste-
ma, in particolare le fasi di analisi dei requisiti e progettazione concettuale
iniziale. Entrambi gli aspetti sono correlati da documenti formali e tecnici
per la descrizione degli aspetti modellati. Il modello usato prevede la descri-
zione del fatto, delle misure da utilizzare, delle dimensioni di analisi e delle
gerarchie presenti in esse.
Il Capitolo 4 conclude la descrizione della progettazione concettuale finale
e definisce la trasformazione di questa in un progetto logico, corrispondente
a uno schema relazionale a stella. Per arrivare a definire il progetto finale
sono analizzate le fonti informative disponibili sui sistemi di origine dei dati.
Il Capitolo 5 è dedicato all’introduzione dei principali strumenti usati
per lo sviluppo del sistema. Si descrivono quindi lo strumento usato per
le operazioni di estrazione, trasformazione e caricamento dei dati (Oracle
Warehouse Builder) e la piattaforma dedicata alla realizzazione di analisi
OLAP e di report grafici (Oracle Business Intelligence Enterprise Edition).
Gli aspetti descritti riguardano l’architettura delle applicazioni, l’interazione
con l’utente sviluppatore e le funzionalità più importanti.
Nel Capitolo 6 si presenta il processo di ETL, volto a combinare i dati pre-
senti sulle fonti per ottenere le informazioni finali da caricare nelle strutture
definite in fase di progettazione. Le operazioni sono logicamente suddivise
in: estrazione delle informazioni, importazione e storicizzazione sul sistema
finale, combinazione delle fonti e caricamento del data mart. Si aggiungono
a questi aspetti alcune considerazioni sulle prestazioni del sistema e sulle
tecnologie usate.
Il Capitolo 7 infine è dedicato all’interfaccia del sistema rivolta all’utente
finale. Si descrivono inizialmente i meccanismi usati per gestire la profilazio-
ne dell’utente e la visibilità dei dati per le diverse categorie di soggetti. Suc-
cessivamente viene mostrato graficamente l’aspetto del cruscotto realizzato




L’obiettivo dell’attività, svolta presso l’azienda Technology Reply, è la rea-
lizzazione di un sistema software che permetta a determinate categorie di
utenti dell’istituto bancario Intesa Sanpaolo il monitoraggio di informazioni
relative al credito problematico. Tale termine si riferisce a quelle posizioni,
incluse nel portafoglio creditizio della banca, per cui sono state individuate
o previste difficoltà di recupero del credito.
Nel presente capitolo, dopo aver inquadrato l’ambito di riferimento e le
principali motivazioni del progetto, sono presentate nell’ordine: l’azienda
sviluppatrice, quella committente e alcune informazioni generali relative alle
funzionalità richieste.
2.1 Il credito problematico
Analizzare la tematica relativa al cosiddetto credito problematico può presen-
tare alcune difficoltà, prima fra tutte la mancanza di una definizione formale
univoca per tale concetto. Come detto all’inizio del capitolo, si conside-
ra problematico l’insieme delle esposizioni creditizie presenti nel portafoglio
di un istituto credito (ad esempio un credito che la banca può vantare nei
confronti di un’impresa, scaturito dall’aver finanziato quest’ultima) che si
suppone (o si è certi) non saranno assolte, in tutto o in parte.
Il fatto che in questa categoria vengano inclusi anche crediti per i quali
non esiste una certezza di perdita testimonia come, a seconda del differen-
te grado di restrittività delle definizioni seguite in diversi contesti bancari,
possano essere ricondotti ad essa casi molto diversi. In generale è possibile
identificare il credito problematico come un concetto più vasto di credito dete-
riorato, categoria affine ma per la quale esiste un quadro normativo completo
in grado di disambiguarne il significato.
La normativa rappresenta una delle principali motivazioni che porta gli
istituti di credito ad adoperarsi per la realizzazione di sistemi che consentano
di gestire informazioni relative a questa tematica, ma non si tratta dell’uni-
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ca. La gestione di tali informazioni ha infatti grosse ripercussioni sui risultati
economici e finanziari dei gruppi bancari che hanno quindi un forte interesse
nel curare tale aspetto; nella pratica infatti gli uffici di gestione del credito
(e i sistemi software da questi utilizzati) non sono destinati esclusivamente
ad assolvere obblighi giuridici, ma svolgono un numero più alto di funzioni,
prima fra tutte il monitoraggio di quelle posizioni che, nonostante non rien-
trino nelle fattispecie indicate dalla normativa, potrebbero manifestare dei
problemi di solvibilità in futuro.
2.1.1 Normativa di riferimento
Sono numerose le fonti che influenzano il modo in cui gli istituti di credito
rilevano e gestiscono le informazioni relative al credito deteriorato. Tali
fonti sono inoltre emanate da organismi diversi, pertanto i principi alla base
e le finalità di queste potrebbero presentare notevoli differenze e difficoltà
di conciliazione. Si individuano come fonti giuridiche di interesse almeno le
seguenti:
• IAS/IFRS (International Accounting Standards/International Finan-
cial Reporting Standards) - si tratta di principi contabili internazionali
emessi da una fondazione mondiale di professionisti contabili, con l’o-
biettivo di standardizzare i criteri di redazione del bilancio delle aziende
di tutto il mondo;
• Accordi di Basilea - emessi dal Comitato di Basilea, un’organiz-
zazione che include i governatori delle banche centrali dei paesi più
industrializzati, con obiettivi di stabilità, vigilanza e trasparenza nel
settore bancario;
• Circolari della Banca d’Italia - la banca centrale, come ente pubbli-
co, ha il compito di emettere documenti che fissino regole per gli istituti
presenti sul territorio nazionale, spesso implementando e estendendo
le indicazioni contenute nelle fonti precedentemente citate.
Il documento internazionale di riferimento per gli strumenti finanziari è
lo IAS 39 ([IASB, 2004]). Il documento afferma che il valore degli strumenti
finanziari presenti nel bilancio delle aziende debba essere valutato al fair va-
lue, traducibile come valore corrente e molto spesso interpretato nella pratica
come valore di mercato, cioè il valore che si potrebbe ottenere al tempo cor-
rente cedendo il bene, ai fini di una rappresentazione maggiormente veritiera
e corretta del patrimonio. Questa indicazione impone agli istituti bancari
(così come a tutte le aziende) di individuare quale sia l’attuale valore dei
crediti vantati nei confronti dei propri clienti a prescindere dal valore ori-
ginario degli stessi, a differenza del Codice Civile italiano che individua nel
costo storico il criterio standard per valutare le poste in bilancio.
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La necessità di valutazione del valore corrente rappresenta una prima
spinta affinché le banche monitorino costantemente il proprio credito per
verificare quali casi potrebbero innescare perdite di valore. Tuttavia i prin-
cipi internazionali permettono di iscrivere a bilancio soltanto le perdite ef-
fettivamente sostenute (incurred losses) e non quelle attese (expected los-
ses), pertanto solo un sottoinsieme di ciò che abbiamo definito come credito
deteriorato può rientrare in questa categoria regolamentata.
Il principale obiettivo dell’Accordo di Basilea è garantire solidità ed effi-
cienza al sistema bancario internazionale. Gli elementi di maggiore impatto
per gli istituti bancari sono contenuti nel secondo accordo: il c.d. Basilea
II, emesso nel 2004 (e in parte sostituito da Basilea III), che fissa requisiti
patrimoniali per le banche di tutti i paesi aderenti, in particolare in relazio-
ne agli accantonamenti sui prestiti, cioè riserve di capitale che devono essere
accantonate per far fronte all’eventualità di un mancato rimborso del credito.
Differentemente dal primo accordo, Basilea II prevede diverse categorie
di ponderazione del rischio ([Comitato di Basilea, 2004]), prevedendo quindi
entità differenti di accantonamento di capitale a seconda dell’effettivo ri-
schio legato a un singolo prestito. Tale rischio risulta legato all’affidabilità
del debitore di ripagare un prestito in un certo periodo di tempo che è va-
lutata sinteticamente utilizzando indicatori di rating, calcolati prendendo in
considerazione i seguenti fattori:
1. Probability of Default (PD) - probabilità di insolvenza del debitore;
2. Exposure At Default (EAD) - una stima dell’esposizione bancaria
nei confronti del soggetto al momento in cui si verificherà l’insolvenza;
3. Loss Given Default (LGD) - la perdita attesa in caso di insolvenza,
in percentuale sull’EAD;
4. Maturity (M) - vita residua del debito.
L’accordo prevede diverse possibiità per il calcolo del rating:
• il metodo standard - basato sul sistema di rating esterni per le impre-
se debitrici valutate da agenzie specializzate (es. Standard&Poor’s),
mentre per le altre l’accantonamento varia solo in relazione al segmen-
to di appartenenza del debitore (es. privati, piccole, medie e grandi
imprese);
• il metodo basato sui rating interni (IRB - Internal Rating Based),
cioè su modelli sviluppati dalla banca e autorizzati dalle autorità di
vigilanza, come la Banca d’Italia:
– IRB Base, se solo il PD è valutato dalla banca, mentre gli altri
fattori sono calcolati dalle autorità di vigilanza stesse;
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– IRB Avanzato, se tutti i fattori di rischio sono calcolati dal mo-
dello interno.
Si nota come le disposizioni contenute nell’accordo di Basilea siano più
vicine all’ottica gestionale degli istituti bancari di quanto non lo siano i
principi contabili internazionali e di come si generi una contraddizione per
gli istituti stessi, che da una parte risultano obbligati ad accantonare riserve
di capitale per ogni tipo di credito, in funzione di rischi attesi, e dall’altra
non possono iscrivere perdite di valore se non effettivamente sostenute.
Esiste una deroga al principio di incurred loss, che permette di rilevare
una perdita di valore non ancora manifestata esplicitamente; tale deroga
appare in appendice a [IASB, 2004] ed è definita dall’espressione incurred but
not reported. Il concetto afferma che, se è possibile identificare l’esistenza di
perdite già sostenute ma che non si sono ancora manifestate, la perdita deve
essere rilevata.
La regola si applica al contesto bancario sfruttando il concetto di Loss
Confirmation Period (LCP), cioè il ritardo medio che passa tra il deteriora-
mento di un debitore e la rilevazione di una perdita. In pratica, se è possibile
identificare per una certa classe di clienti un valore statisticamente sinifica-
tivo di LCP, è iscrivibile a bilancio una perdita pari a: PD*EAD*LGD*LCP
(dove LCP è espresso come frazione rispetto all’anno).
Le disposizioni previste a livello internazionale sono recepite per lo Stato
italiano attraverso la Banca d’Italia che implementa gli indirizzi espressi in
tali fonti, pur riservandosi di deliberare inserendo opportune norme specifi-
che relative alla fattispecie nazionale. Per quanto riguarda il bilancio degli
istituti di credito si fa riferimento alla Circolare n. 262 - Il Bilancio Bancario
- schemi e regole di compilazione - Agg. 2014 ; per quanto riguarda l’appli-
cazione degli accordi di Basilea il riferimento è la Circolare n. 263/2006 -
Nuove disposizioni di vigilanza prudenziale per le banche - Agg. 2012.
Accanto a quelle previste a livello sovranazionale, la Banca d’Italia svol-
ge proprie funzioni di vigilanza e stabilità del settore bancario. Un servizio
è rappresentato dalla Centrale dei Rischi. Una centrale rischi è un sistema
informativo che raccoglie continuamente dai singoli istituti bancari informa-
zioni relative alla clientela, in particolare per quelle posizioni che presentano
problemi di solvibilità, e dalla quale gli istituti a loro volta possono ricevere
informazioni di ritorno sui clienti segnalati, per conoscerne la situazione fi-
nanziaria globale o per conoscere preventivamente quella di potenziali nuovi
clienti. Esistono diverse centrali rischi in Italia, quelle private che si occupa-
no di prestiti di importo ridotto e la Centrale dei Rischi della Banca d’Italia,
istituita già dal 1962, che attualmente gestisce informazioni creditizie per
importi superiori a 30.000 euro.
Per quanto riguarda la funzione di vigilanza, è previsto l’invio periodico
da parte di tutti gli istituti di credito della c.d. Matrice dei conti, un flusso
informativo che include dati statistici, dati di bilancio, dati relativi al pa-
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trimonio di vigilanza e a coefficienti prudenziali. Le informazioni ricevute
sono usate dalla banca centrale sia per monitorare i singoli istituti, sia per
dedurre informazioni di tipo macroeconomico (relative a politiche moneta-
rie, tassi di interesse ecc.). È nel regolare la Matrice dei conti che la Banca
d’Italia definisce rigorosamente le categorie relative alla qualità del credito
([Banca d’Italia, 2008]):
• Crediti in bonis, sono crediti con bassa probabilità di insolvenza,
per i quali le banche sono tenute ad un accantonamento prudenziale
su base collettiva dipendente solo dal rating associato alle categorie di
clienti interessati;
• Crediti deteriorati, noti nel panorama internazionale come Non Per-
forming Loans (NPL, Fig. 2.1) e suddivisi a loro volta in base alla
difficoltà di rimborso in:





Per i crediti past due e per gli incagli oggettivi è previsto un accantona-
mento percentuale sull’ammontare complessivo della categoria, mentre
per i crediti ristrutturati, incagli e sofferenze è necessario un interven-
to analitico per determinare l’accantonamento prudenziale sui singoli
crediti. Tutte le categorie di crediti deteriorati sono segnalate alla
Centrale dei Rischi.
Rientrano negli incagli oggettivi, da considerare tra le partite incagliate,
due categorie di esposizioni:
1. crediti per finanziamenti verso persone fisiche, concessi per l’acquisto di
immobili residenziali e garantiti da ipoteca, per cui sia stato notificato
il pignoramento del bene;
2. esposizioni diverse da quelle al punto 1. per cui valgano contempora-
neamente le seguenti condizioni:
• crediti scaduti e/o sconfinanti da oltre 270 giorni;
• l’importo totale delle esposizioni scadute (non solo quelle al punto
precedente) sia pari almeno al 10% dei crediti totali vantati nei
confronti del cliente.
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Figura 2.1: Classificazione dei Non Performing Loans
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2.1.2 Confronto internazionale
Come visto nella sottosezione precedente, il credito deteriorato risulta re-
golato in gran parte da linee guida a livello internazionale, ma presenta in
Italia alcune specificità dettate dalla Banca d’Italia di effetto non trascura-
bile. Non in tutti i paesi infatti si includono nel deteriorato tutte le categorie
sopra presentate, come in Italia; in altri stati europei, ad esempio, solo le sof-
ferenze (probabilità molto bassa di recupero) sono considerate nel computo
dello stesso.
Come presentato in [Banca d’Italia, 2013], sebbene la situazione italiana
sia preoccupante con un 13,4% di credito deteriorato sul totale dei prestiti
alla clientela del sistema bancario nazionale (a fine 2013), se si considerano
solo le sofferenze si scende a un 7,2%, valore di per sé altrettanto negativo
ma che non farebbe apparire altri sistemi nettamente migliori rispetto a
quello italiano, come invece accade attualmente. Inoltre, applicando i criteri
internazionali, il tasso di copertura, cioè il rapporto tra le rettifiche di valore
e il valore lordo del credito, risulterebbe in crescita, dimostrando particolare
prudenza da parte delle banche italiane.
Un’ulteriore differenza risiede nella regolamentazione delle garanzie rice-
vute a fronte dei prestiti. Nella maggior parte dei paesi europeri i crediti che
presentano caratteristiche di deterioramento sono esclusi se le garanzie col-
legate fanno prevedere di non registrare perdite in futuro, cosa che in Italia
non avviene (Fig. 2.2).
Figura 2.2: Normalizzazione valori rispetto ai criteri internazionali, tratto
da [Banca d’Italia, 2013]
Per quanto detto il sistema bancario italiano, pur non collocandosi tra i
più virtuosi a livello europeo, è considerato nella pratica solido, seppur forza-
tamente a causa di una normativa particolarmente prudenziale; ciò presenta
però degli effetti negativi:
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• all’esterno non emerge la stabilità del sistema e i dati presentano
la situazione come peggiore rispetto a quella reale, rendendo meno
competitivi gli istituti italiani;
• la stabilità richiesta (in termini di accantonamenti) ha il costo di una
riduzione forzata delle attività che altri istituti europei non subiscono.
Un rischio ipotizzabile come conseguenza principale è che si possa ve-
rificare, in Italia più che all’estero, un fenomeno noto come credit crunch,
ovvero una contrazione dell’offerta di credito da parte delle banche alle im-
prese, che in una fase di recessione economica potrebbe aggravare e far per-
durare ulteriormente la situazione di crisi economica. Esponenti del settore
invocano pertanto la necessità di una regolamentazione analoga a quella
internazionale, con criteri più omogenei.
2.2 L’azienda sviluppatrice: Reply
Reply, fondata nel 1996 a Torino sotto la guida di Mario Rizzante, è una
società di consulenza che si occupa di progettare e implementare soluzioni
basate su tecnologie innovative e sui nuovi canali di comunicazione, con
l’obiettivo di favorire il successo dei propri clienti attraverso l’introduzione
di innovazione su tutta la catena del valore. I servizi offerti dalla società
possono essere sintetizzati in:
• Consulenza - strategica, di comunicazione, di processo e tecnologica;
• System Integration - creare valore aggiunto utilizzando in modo
congiunto consulenza aziendale e soluzioni tecnologiche;
• Application Management - gestione, monitoraggio ed evoluzione
degli strumenti tecnologici a disposizione dei clienti.
Il modello seguito dal gruppo Reply spa è quello di una rete di aziende
fortemente specializzate, localizzate non solo in Italia (nelle sedi di Torino,
Milano, Roma, Parma e Treviso), ma anche in alcuni paesi europei (Fran-
cia, Regno Unito, Belgio, Paesi Bassi, Lussemburgo, Germania, Polonia) ed
extraeuropei (Brasile e USA).
Le attività di Reply, secondo quanto indicato in [Reply, 2014], possono
essere classificate secondo differenti criteri. Un primo criterio si riferisce al
mercato, cioè alle tipologie di clienti a cui si rivolge:
• Telco e Media;
• Banche, Assicurazioni e Operatori Finanziari;
• Industria e Servizi;
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• Energy e Utility;
• Pubblica Amministrazione.




• Internet of Things.
Dal 2000 Reply [MTA, STAR: REY] è quotata sul segmento STAR della
Borsa Italiana. Il Mercato Telematico Azionario (MTA) è il mercato italia-
no in cui si negoziano azioni, obbligazioni convertibili e altri titoli relativi
a imprese medio-grandi in modo conforme agli standard internazionali. Per
accedere al MTA le imprese devono soddisfare determinati criteri relativi
a visione strategica, posizionamento competitivo, sostenibilità finanziaria e
autonomia gestionale. Il segmento STAR nasce con l’obiettivo di valoriz-
zare le medie imprese (capitalizzazione tra 40 milioni e 1 miliardo di euro)
che rispettino requisiti di eccellenza in materia di trasparenza e comuni-
cazione, alta liquidità (almeno il 35% di capitale flottante) e governance
aziendale allineata a standard internazionali (che prevedono, ad esempio, la
presenza di amministratori indipendenti nel consiglio di amministrazione)
([Borsa Italiana, 2014]).
2.2.1 Technology Reply
Technology Reply è una delle aziende del gruppo, fra le principali ad occu-
parsi di soluzioni per la gestione dei dati e specializzata in tecnologia Oracle.
È Platinum Partner Oracle, secondo livello per importanza, e primo partner
a livello mondiale ad aver conseguito la specializzazione in Oracle Business
Intelligence Foundation.
Nel marzo 2011 inaugura Exalab, uno spazio demo permanente per le
aziende italiane ed europee che intendano verificare le potenzialità delle so-
luzioni Oracle Exadata Database Machine e Oracle Exalogic Elastic Cloud,
prodotti ideati per attività di consolidamento dei dati, data warehousing,
calcolo distribuito (grid computing) e servizi cloud.
I continui investimenti in tecnologie cloud hanno permesso a Technology
Reply di ottenere la specializzazione Cloud Partner.
2.3 L’azienda committente: Intesa Sanpaolo
Intesa Sanpaolo è il gruppo brancario nato nel 2007 dalla fusione di Banca
Intesa e Sanpaolo IMI, due grandi realtà bancarie italiane nate da precedenti
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fusioni avvenute tra istituti di credito e, nel caso della seconda, l’Istituto Mo-
biliare Italiano, ente pubblico nato in seguito alla crisi economico-finanziaria
del 1929 per finanziare attività industriali a medio e lungo termine, finan-
ziandosi tramite l’emissione di obbligazioni.
Il gruppo, uno dei primi dell’eurozona e leader in Italia, è presente anche
in Europa centro-orientale, Medio Oriente e Nord Africa tramite banche
controllate e include una rete internazionale specializzata nel supporto alle
imprese che presidia Stati Uniti, Russia, Cina e India.
2.3.1 Struttura organizzativa e attività
La struttura organizzativa del gruppo prevede che il top management sia
guidato dalla figura del Chief Executive Officer (CEO), cioè l’amministratore
delegato. A questi rispondono le Direzioni Centrali, funzioni comuni per
tutto il gruppo con mansioni e obiettivi specifici, e divisioni preposte alla
gestione di particolari settori del mercato (Fig. 2.3).
Figura 2.3: Struttura organizzativa del gruppo Intesa Sanpaolo
Come riportato in [Intesa Sanpaolo, 2014], le business unit corrisponden-
ti a tali divisioni sono:
• Banca dei Territori (BdT, attività bancaria domestica), con la re-
sponsabilità dei clienti Retail, Private, PMI e Mid Corporate;
• Corporate e Investment Banking (CIB), con la responsabilità dei





Anche all’interno delle Direzioni Centrali è possibile individuare una ge-
rarchia. Esistono infatti funzioni che rispondono direttamente al CEO e
altre che invece sono organizzate in aree di governo, un livello intermedio
della gerarchia. Per gli scopi del presente lavoro non è necessario soffermarsi
su una descrizione approfondita della struttura organizzativa, è sufficiente
sottolineare l’esistenza di due direzioni:
• la Direzione Sistemi Informativi (DSI) - area di governo del Chief
Operating Officer, principale interlocutore di Technology Reply per la
progettazione di data warehouse destinati al gruppo bancario;
• la Direzione Credito Problematico (DCCP) - area di governo del
Chief Lending Officer, è la principale unità destinataria del sistema
realizzato e punto di riferimento per l’analisi dei requisiti e la verifica
delle funzionalità.
Al proprio interno la DCCP è inoltre organizzata secondo la gerarchia
mostrata in Figura 2.4. Se la gestione di una posizione creditizia è affidata
alla direzione centrale, nella pratica è assegnata a uno degli uffici del livello
più basso, detti anche comparti.
Figura 2.4: Gerarchia interna della DCCP
2.3.2 Il credito problematico per Intesa Sanpaolo
Il gruppo Intesa Sanpaolo monitora le proprie esposizioni di credito rispet-
tando le norme esistenti a livello internazionale (accordi di Basilea, principi
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contabili internazionali) e le specificità italiane (regolamentazione della Ban-
ca d’Italia e altre norme nazionali). Come avviene per ogni gruppo bancario,
al proprio interno è fissata una linea comune per la gestione di tutti gli aspet-
ti non contemplati dalla normativa; tali aspetti (e casi analoghi) sono definiti
in appositi documenti contenenti linee guida.
Il credito problematico è definito in Intesa Sanpaolo come il credito van-
tato verso clienti che presentano sintomi più o meno gravi di difficoltà, che
rendono possibile il deterioramento della qualità del credito. Sono quindi
inclusi casi di problematiche non manifestate apertamente ma potenziali, da
cui potrebbero derivare casi di inadempimento contrattuale se non gestite in
modo tempestivo.
Oltre alle classificazioni ufficialmente note (Sconfino/Past Due, Incaglio,
Ristrutturato, Sofferenza), si aggiunge nella definizione più ampia di credito
problematico la classificazione Rischio In Osservazione (RIO), posizioni che
presentano elementi di rischio non gravi. Sono di norma poste all’interno
di tale categoria (pur non esaurendola) posizioni per cui sono in atto (o si
ipotizzano) azioni di ristrutturazione per risanare la posizione debitoria del
cliente.
Anche se non prevista dalla normativa l’entrata in stato di RIO può
avere delle conseguenze, ad esempio il passaggio della gestione del credito,
da quella normalmente prevista all’interno della struttura commerciale, alla
Direzione Credito Problematico. Ciò significa che a prendere le decisioni
relative alla posizione debitoria non sarà più (supponiamo per semplicità) la
filiale con cui il cliente si è interfacciato da sempre e con cui ha stipulato
la richiesta di finanziamento, ma un ufficio specifico tra quelli afferenti alla
direzione centrale. Tali decisioni saranno a questo punto legate, inoltre, a
criteri automatici per il passaggio dei crediti tra le diverse categorie di rischio.
Sono inoltre previste, in base ai regolamenti interni di volta in volta
vigenti, altre categorie di credito problematico caratterizzate dal fatto di
non essere presenti permanentemente nella classificazione di Intesa Sanpaolo.
Visto l’obiettivo di analisi storica del sistema software realizzato e il limitato
impatto di queste casistiche, tali categorie saranno di norma aggregate in
una macrocategoria identificata dal termine “Altri”.
2.4 Cruscotto Monitoraggio Credito Problematico
L’applicazione Cruscotto Monitoraggio Credito Problematico (nel seguito
Cruscotto MCP) nasce con l’obiettivo di:
• costruire una base dati di riferimento unica ed integrata per il monito-
raggio dell’andamento del portafoglio crediti problematici e deteriorati
del gruppo Intesa Sanpaolo;
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• abilitare una comprensione efficace dei trend in corso evidenziando le
dinamiche con ottica manageriale di analisi rispetto a diverse dimen-
sioni, prima fra tutte quella temporale;
• facilitare il controllo e il confronto delle performance delle diverse strut-
ture ed aree di riferimento del gruppo al fine di evidenziare best practice
e standard di riferimento;
• fornire gli strumenti adeguati per effettuare previsioni sull’evoluzione
attesa del portafoglio al fine di indirizzare per tempo comportamenti
ed azioni.
Il cruscotto di monitoraggio tratta, oltre alle posizioni direttamente di com-
petenza della DCCP, tutte le posizioni del credito problematico/deteriorato
di competenza di altre strutture.
2.4.1 Infrastruttura globale
Il progetto prevede lo sviluppo di un data mart, da integrare all’interno di
un’infrastruttura tecnologica denominata Quadro di Controllo (QdC), un
data warehouse di grosse dimensioni contenente tutte le informazioni di sup-
porto alle attività di analisi del portafoglio crediti del gruppo Intesa San-
paolo. Tale data warehouse costituisce la sorgente di dati per l’applicazione
di reportistica e i relativi dashboard, cruscotti destinati ad attività di con-
trollo e monitoraggio di fenomeni e processi specifi (come quello del credito
problematico, qui trattato).
Il QdC è alimentato tramite l’integrazione di flussi di dati provenienti da
diverse basi di dati del gruppo bancario e la comunicazione avviene principal-
mente attraverso il trasferimento di file. In particolare per MCP il processo di
acquisizione dei flussi necessari al monitoraggio ha come sorgente il databa-
se operazionale MCRE0, contenente i dati di un’applicazione web chiamata
Portale Monitoraggio del Credito con cui si interfacciano quotidianamente
utenti diversi da quelli a cui è destinato il cruscotto.
Il caricamento dei dati ha una cadenza mensile e le informazioni ricevute
sono integrate con dati già presenti sull’infrastruttura di data warehouse.
Si prevede la realizzazione di un’estrazione ad hoc contenente i dati storici
relativi al credito problematico presenti sul database dell’applicazione (pre-
gresso), al fine di valorizzare il data mart del monitoraggio prima della messa
in esercizio dell’acquisizione mensile. Per questa attività di impianto iniziale,
come concordato con gli utenti, è prevista una profondità storica a partire
da dicembre 2012.
Il cruscotto sarà accessibile da browser solo per utenti autenticati. Il
sistema di autenticazione utilizzato gode della prorietà di single sign on (au-
tenticazione unica condivisa da applicazioni diverse). Nel momento in cui un
utente effettua una richiesta di accesso mediante browser il sistema verifica
se:
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Figura 2.5: Alimentazione dati per il cruscotto MCP
1. l’utente ha già effettuato l’autenticazione (autenticazione integrata);
2. l’utente non è ancora autenticato.
Nel caso 1. il sistema verifica se il token di autenticazione è già presente e, se
è ancora valido, permette di accedere alla home page; nel caso 2. il sistema
presenta la pagina di autenticazione comune a tutte le applicazioni, dove
è richiesto all’utente di inserire username e password. Successivamente, nel
caso di immissione di credenziali valide, permette di accedere alla home page;
altrimenti viene presentato un messaggio che indica che l’autenticazione è
fallita.
Il cruscotto MCP si avvale di un’interfaccia utente basata sul prodot-
to Oracle Business Intelligence. Si richiede che i report siano implementati
utilizzando un layout più possibile simile a quello utilizzato sul Portale Moni-
toraggio del Credito ed è prevista pertanto la creazione di un tema specifico
da applicare alle pagine del dashboard. Con riferimento alle tabelle conte-
nute nei report, tutte le celle, comprese le celle relativi ai totali, dovranno
sempre permettere l’estrazione online delle posizioni sottostanti.
2.4.2 Profilazione
È previsto che al Cruscotto MCP possano accedere diverse categorie di uten-
ti, con diversi gradi di visibilità dei dati. Di seguito l’elenco delle profilazioni
richieste:
• responsabile DCCP e Chief Lending Officer (CLO): nessuna limitazione
sulla visibilità;
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• responsabili Servizio DCCP (totale 2 profili) con visibilità limitata alle
relative strutture gestionali (comparti);
• responsabili Ufficio DCCP (totale 4 profili) con visibilità limitata alle
relative strutture gestionali (comparti);
• responsabile Ufficio Crediti CIB con visibilità limitata alla Divisione
CIB (divisione);
• responsabile Servizio Crediti BdT con visibilità limitata alla Divisione
BdT (divisione);
• responsabile ufficio crediti Direzione Regionale (DR) con visibilità li-
mitata alla DR di competenza (codice geografico);
• responsabile ufficio crediti Banca Rete (BR) con visibilità limitata alla
banca del gruppo di competenza (codice ABI);
• altre strutture - nessuna limitazione sulla visibilità.
L’ultimo profilo è utilizzato per aprire il monitoraggio anche a strutture
che non si occupano direttamente di gestione del credito. I profili dovranno
poter essere facilmente assegnabili ad altri utenti appartenenti alla stessa
struttura (es. il responsabile ufficio crediti DR potrà far abilitare il suo
stesso profilo ad uno dei suoi collaboratori specialisti). In base al profilo
si potrà definire la vista di default (intesa come configurazione dei filtri)
mediante una precisa parametrizzazione delle impostazioni.
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Capitolo 3
ANALISI DEI REQUISITI E
PROGETTAZIONE
CONCETTUALE INIZIALE
Dopo aver fornito una panoramica sull’ambito di riferimento, descritto al-
cune caratteristiche del sistema oggetto del presente lavoro di tesi ed aver
introdotto i soggetti coinvolti, si presentano nel seguito le prime fasi del pro-
cesso di progettazione del data mart. Più specificamente nel capitolo sono
descritti, nell’ordine, il modello seguito per lo sviluppo e le fasi di analisi dei
requisiti e progettazione concettuale iniziale.
3.1 Il processo di data warehousing
Con il termine data warehousing si indica il processo attraverso cui i dati sono
organizzati in un data warehouse e quindi messi a disposizione degli utenti
finali utilizzando applicazioni di business intelligence. Un’applicazione di
questo tipo deve permettere la ricerca di aspetti interessanti deducibili dai
dati attraverso analisi di tipo multidimensionale.
Nel caso qui analizzato, i dati sono organizzati secondo quella che in
[Albano, 2014] è definita come architettura a tre livelli, rappresentata nella
Figura 3.1. Come è noto, questa soluzione garantisce diversi vantaggi:
• separazione tra il DBMS (Database Management System) operazionale
e quello finale, che potrà essere un sistema progettato appositamente
per il supporto alle decisioni;
• separazione tra le applicazioni transazionali e quelle di business intel-
ligence, eliminando influenze reciproche sulle prestazioni;
• separazione tra il processo di estrazione e integrazione delle fonti di
dati e il processo di riorganizzazione e caricamento dei dati stessi nel
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data warehouse (vero vantaggio aggiuntivo che si ottiene passando
dall’architettura a due livelli a quella a tre).
Figura 3.1: Data warehousing con architettura a tre livelli
Come descritto in modo più dettagliato nei successivi capitoli, i tre livelli
di dato individuati nell’architettura corrispondono per il progetto realizzato
ad altrettanti elementi:
• Data Sources: la fonte di dati è rappresentata da un database Oracle
(contraddistinto dal nome MCRE0), da cui si estraggono periodica-
mente flussi di dato in formato file di testo con campi a lunghezza
fissa;
• Data Staging: i dati, parzialmente integrati e in attesa di caricamen-
to, sono memorizzati in uno schema di un altro database Oracle (QdC)
che ospita il data warehouse, identificato dal nome QdC_STG;
• Data Warehouse: naturalmente nel database QdC è presente uno
schema destinato alla memorizzazione dei data mart, che identifichiamo
con il nome QdC_DTM.
Per quanto riguarda la progettazione del data warehouse, si sottolinea che
le fasi qui descritte e citate all’inizio del capitolo si riferiscono esplicitamente
a quelle presenti nel modello proposto in [Albano, 2014], modello seguito per
lo sviluppo del sistema e per la stesura di questo documento. Si individuano
in tale modello cinque fasi:
1. Analisi dei requisiti;
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2. Progettazione concettuale iniziale dei data mart guidata dall’analisi;
3. Progettazione concettuale candidata guidata dai dati;
4. Progettazione concettuale finale;
5. Progettazione logica dei data mart e del data warehouse.
3.2 Analisi dei requisiti
La raccolta dei requisiti è stata portata avanti attraverso numerosi incon-
tri preliminari con il cliente, in seguito ai quali è stato prodotto un primo
documento contenente una descrizione in linguaggio naturale delle funzio-
nalità richieste. Successivamente il documento è stato rivisto e integrato
durante incontri svolti regolarmente su base periodica (ogni due settimane
circa). A tale documento si sono aggiunti con il tempo documenti più tec-
nici, con specifiche tecniche più dettagliate, espresse tramite tabelle, esempi
di visualizzazione grafica ecc.
I soggetti che nel tempo hanno preso parte alle riunioni sono stati:
1. dipendenti con profili funzionali e/o tecnici di Technology Reply;
2. dipendenti della direzione centrale Sistemi Informativi (DSI) di Intesa
Sanpaolo;
3. futuri utenti del sistema, costituiti principalmente da dipendenti della
DCCP di Intesa Sanpaolo;
4. consulenti strategici esterni.
3.2.1 Specifica dei requisiti
Nel seguito è presentata una serie di documenti che rappresentano la tra-
duzione formale dei requisiti di analisi in requisiti sul fatto, sulle misure
associate e sulle dimensioni di analisi. A tale proposito è opportuno chiarire
alcuni concetti sulla quantificazione del credito bancario, che hanno impatto
diretto sulle misure che lo strumento Cruscotto MCP deve permettere di
monitorare.
Quando si parla di volume del credito ci si riferisce a importi in grado di
indicare l’entità dello stesso. Tuttavia, allo scopo di ottenere una visione più
completa della situazione creditizia, è importante valutare anche quello che
è il potenziale volume del credito, per capire come potrebbe evolversi tale
situazione in futuro. Si definiscono pertanto due tipi di importo:
1. Utilizzo - si tratta dell’importo effettivo del credito, ad esempio la
somma da restituire in caso di mutui e finanziamenti o il valore assoluto
di un saldo negativo nel caso di conto corrente assistito da un fido;
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2. Accordato - è il limite massimo che il rapporto di credito può rag-
giungere, in base alla condizioni contrattuali pattuite; nel caso del fido
bancario è rappresentato dal valore assoluto del massimo saldo negativo
raggiungibile, prima che si verifichi un caso di scoperto di conto.
Per entrambi i casi appena descritti, esistono inoltre tre sotto-categorie
di valori:
1. Cassa - valore dei crediti originati da operazioni di cassa (prestito di
denaro, pagamenti dilazionati, aperture di credito e altri finanziamen-
ti);
2. Firma - valore dei crediti originati quando la banca garantisce l’ob-
bligazione di un cliente verso un terzo soggetto (es: l’istituto avalla
una cambiale, assumendosi il dovere di pagare per il cliente/debitore
se questi sarà inadempiente);
3. Derivati - valore dei crediti che hanno entità variabile in relazione
ad un altro strumento finanziario prestabilito; ha un impatto limitato
nel contesto di riferimento ed è tipico dei rapporti creditizi tra diversi
istituti di credito.
L’incrocio fra le due classificazioni origina sei importi differenti, tutti
interessanti (o meno) a seconda del tipo di analisi svolta. Quando nel seguito
ci si riferisce all’importo totale dell’utilizzo (o dell’accordato), ci si riferirà
implicitamente ad uno dei tre importi (cassa, firma, derivati) o più in generale
a somme fra combinazioni di essi (ad esempio: utilizzo (cassa+firma)). Al
contrario, non vengono mai combinati tra loro importi di utilizzo e importi
di accordato.
I requisiti emersi per il monitoraggio dell’entità del credito problematico
sono contenuti nella Tabella 3.1.
Ai suddetti requisiti si aggiunge la necesità di filtrare, in base all’u-
tente collegato al sistema, un sottoinsieme di posizioni appartenenti a un
determinato sotto-albero di una gerarchia fra le seguenti:
• struttura organizzativa - una gerarchia pseudo-geografica che par-
tendo dalle direzioni regionali (macro-regioni), attraversa le banche
rete, fino alle singole filiali;
• struttura di competenza - gerarchia gestionale della DCCP, già
individuata nella Figura 2.4.
In riferimento al credito problematico, si descrive sinteticamente il fatto,
evidenziandone la granularità, le dimensioni e le misure preliminarmente
individuate. La granularità del fatto è stata scelta anche considerando quella
che è la natura dell’informazione rappresentata. Si tratta infatti di un fatto
di tipo istantanea periodica, che riassume l’informazione su una serie di eventi
accaduti in un certo intervallo temporale (vedi tabelle 3.2 e 3.3).
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Tabella 3.1: Processo Monitoraggio Credito Problematico
N. Requisito di analisi Dimensioni Misure Metriche
1 Numero di posizioni
creditizie problema-
tiche presenti in un
certo mese [con utilizzo






















to presente in un cer-























3 Primi 20 gruppi econo-
mici per totale utilizzo
in un certo mese (se il
cliente non fa parte di
un gruppo, si conside-
ra il cliente stesso come
gruppo).
Periodo (Mese), Clien-








4 Carico di lavoro, inteso
come numero di posizio-
ni o clienti in carico, per








5 Numero di posizioni
coinvolte in un certo
processo (procedura
interna) per gestore di







Tabella 3.2: Confronto tra istantanea periodica e il caso di studio
Caratteristica Istantanea periodica Caso di
studio
Periodo rappresentato Intervallo regolare Un mese
Grana Un fatto per periodo. Un fatto ogni
fine mese
Aggiornamento No No






Dimensione temporale Data di fine periodo Mese (fine)
Tabella 3.3: Fatto Credito Problematico
Descrizione Dimensioni preliminari Misure
preliminari
Il fatto descrive lo stato, a
ogni fine mese, di una posizione
creditizia afferente a una ban-
ca del gruppo Intesa Sanpaolo,
caratterizzata dall’assegnazione
















Periodo Dimensione temporale in cui
si svolgono i fatti.
Un mese
Stato Gli stati amministrativi in cui
sono classificate le posizioni
creditizie.
Uno stato




Scadenza Il tempo che manca alla
scadenza dello stato corrente.
Un intervallo
temporale
StruttOrganizzativa La struttura gerarchica in cui
è organizzato il gruppo Intesa
Sanpaolo.
Una filiale
Segmento I segmenti in cui sono classifi-
cate le imprese collegate alla
posizione.
Un segmento
Settore I settori economici cui appar-









Gestore Il dipendente della banca in-
caricato della gestione della
posizione.
Un gestore
StruttCompetenza La struttura gerarchica degli
uffici DCCP e eventuali altre
strutture.
Un comparto
Processo Classificazione delle proce-





Mese Il mese in formato numerico YYYYMM.
DesMese Nome del mese in formato testo.
Trimestre Il trimestre in formato numerico YYYYT.
DesTrimestre Descrizione testuale del trimestre.




CodMicrostato Identificativo del microstato.
DesMicrostato La denominazione del microstato.
CodStato Identificativo dello stato amministrativo.




FasciaAnz Identificativo della fascia di anzianità.
DesFasciaAnz Descrizione della fascia di anzianità.
Tabella 3.8: Scadenza
Attributo Descrizione
FasciaScad Identificativo della fascia di scadenza.
DesFasciaScad Descrizione della fascia di scadenza.
Tabella 3.9: StruttOrganizzativa
Attributo Descrizione
ABICAB Identificativo della filiale.
DesFiliale Descrizione della filiale.
ABI Identificativo della banca.
DesBanca Denominazione della banca.
CodDirezione Identificativo della direzione regionale.
DesDirezione Descrizione della direzione regionale.
CodDivisione Identificativo della divisione.




CodSegmento Identificativo del segmento.
DesSegmento Descrizione del segmento.
Tabella 3.11: Settore
Attributo Descrizione
RAE Identificativo del ramo di attività econo-
mica.
DesRAE Descrizione del ramo di attività economi-
ca.
BAE Identificativo della branca economica.
DesBAE Descrizione della branca economica.
Settore Denominazione del settore economico.
Tabella 3.12: Cliente
Attributo Descrizione
NDG Identificativo del cliente all’interno di una
banca.
SNDG Identificativo del cliente per l’intero
gruppo bancario.
NomeCliente Nominativo del cliente.
CodGruppo Identificativo del gruppo economico del
cliente.




Matricola Matricola del dipendente incaricato.






CodServizio Identificativo del servizio.
DesServizio Descrizione del servizio.




Processo Denominazione del processo.
Tabella 3.16: Gerarchie dimensionali
Dimensione Descrizione Tipo di
gerarchia
Periodo Mese → Trimestre → Anno Bilanciata
Stato CodMicrostato → CodStato Bilanciata
StruttOrganizzativa ABICAB → ABI → CodDirezione →
CodDivisione
Bilanciata
Settore RAE → BAE → Settore Bilanciata
Cliente NDG → SNDG → CodGruppo Incompleta




Nella Tabella 3.16 sono mostrate le dipendenze funzionali esistenti tra gli
attributi dimensionali. Come si osserva, la gerarchia relativa alla dimensione
Cliente è incompleta, in quanto esistono dei clienti che non fanno parte di
alcun gruppo economico. Analogamente risulta incompleta la gerarchia sulla
struttura di competenza perché ad esempio, come mostrato in Figura 2.4,
esiste un comparto che dipende direttamente dal responsabile della DCCP e
non ha un servizio di riferimento.
Per quanto riguarda la gestione di attributi dimensionali che possono
subire modifiche nel tempo, è possibile adottare differenti strategie di stori-
cizzazione. Le possibili alternative sono presentate nel seguito:
• Tipo 1 - Perdita di storia: se non vi è necessita di preservare le
versioni precedenti degli attributi, la strategia più semplice consiste
nel sovrascrivere il valore originale di questi con quelli più recenti;
• Tipo 2 - Conservazione della storia: è la strategia utilizzata nei
casi in cui si voglia conservare ogni versione della storia e consiste
nell’aggiungere una tupla alla dimensione ogni volta che un attributo
dimensionale cambia. La struttura della dimensione non cambia mai e
può essere necessario individuare una chiave aggiuntiva che permetta
di identificare le tuple che si riferiscono alla stessa entità;
• Tipo 3 - Conservazione di una o più versioni della storia: questa
strategia prevede che un numero predeterminato di versioni dell’attri-
buto (ad esempio le ultime n versioni oppure quella originale e la più
recente) siano memorizzate in altrettante colonne della dimensione;
• Tipo 4 - Modifche con alta frequenza: se sono presenti attri-
buti caratterizzati da un’alta frequenza di aggiornamento è preferibile
utilizzare strategie diverse dalle precedenti; è possibile per esempio op-
tare per la separazione della dimensione in due tabelle, una contenente
gli attributi destinati a non cambiare nel tempo e una contenente i
rimanenti, organizzati in intervalli di valori.
Nel caso di studio presentato non è prevista la necessità di storicizzazione
dei cambiamenti se non per il caso della struttura organizzativa. In questo
caso, per alcuni attributi come l’identificativo della divisione e della direzione
regionale (e relative descrizioni), sottoposti a cambiamenti nel tempo a causa
di riorganizzazioni delle stesse per esigenze gestionali, si mantengono sia la
versione originale sia quella corrente, al fine di poter effettuare in futuro ana-
lisi sui dati secondo l’organizzazione originale del gruppo bancario. Alcune
dimensioni sono invece statiche, pertanto non è prevista alcuna strategia di
storicizzazione; questa caratteristica è spesso definita come strategia di Tipo
0. La strategia complessiva di storicizzazione è sintetizzata nella Tabella
3.17.
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Circa le misure, si osserva che queste hanno ognuna una propria seman-
tica, ma natura sostanzialmente analoga. Assimilabili per caratteristiche al
saldo di un conto corrente, risultano semi-additive perché ha senso sommare
tra loro solo importi che si riferiscono allo stesso periodo.
Tabella 3.18: Misure
Misura Descrizione Aggregabilità Calcolata






























3.3 Progettazione concettuale iniziale
La raccolta dei requisiti e la traduzione formale di questi ha permesso di iden-
tificare requisiti specifici sul fatto, sulle misure associate e sulle dimensioni,
inclusa la definizione di gerarchie dimensionali e di strategie per la gestione
di attributi modificabili nel tempo. È possibile esprimere e rappresentare
graficamente una sintesi delle informazioni raccolte attraverso il formalismo
38
DFM (Dimensional Fact Model). Il modello ottenuto a partire dall’analisi
descritta è presentanto nella Figura 3.2.
Figura 3.2: Modello concettuale iniziale del data mart
Si osserva come utilizzando tale formalismo sia possibile rappresentare,
oltre al fatto, alle misure e alle dimensioni, alcuni dettagli aggiuntivi. In
particolare la gerarchia incompleta sulla struttura di competenza è espressa
mediante un taglio sul cerchio associato all’identificativo del servizio, che
come già spiegato, può non essere presente. Nel caso della gerarchia sul
cliente, il taglio sull’arco presente tra l’attributo SNDG e il codice del grup-
po rappresenta la possibile non appartenenza del cliente ad alcun gruppo
economico.
Nel caso della struttura di competenza e del settore economico è presente
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un taglio sull’arco che congiunge le due dimensioni al fatto, a indicare che
le intere dimensioni potrebbero non essere definite per una certa posizione.
Il primo caso è conseguenza diretta del fatto che non tutte le posizioni sono
necessariamente affidate ad una struttura di competenza (solo alcune posi-
zioni sono affidate alla DCCP o ad altre strutture specializzate); il secondo
deriva dalla possibile inesistenza di un settore economico di riferimento. Ad
esempio, nel caso in cui le posizioni creditizie siano riferite a clienti privati,






Nel presente capitolo sono affrontate le ultime fasi relative al design del data
mart secondo il modello adottato. La prima di queste fasi riguarda la proget-
tazione concettuale candidata, cioè quella ottenuta a partire dall’osservazione
delle fonti di dato disponibili, che richiede pertanto una presentazione ini-
ziale del sistema operazionale di partenza e delle fonti già presenti nel data
warehouse.
La successiva fase, quella di progettazione concettuale finale, prevede
un raffinamento ed un’integrazione dei due modelli preliminarmente ottenu-
ti, allo scopo di comprendere e colmare le eventuali differenze riscontrate
in essi. Infine, una volta ottenuto il modello concettuale finale, si procede
alla presentazione della progettazione logica che, in questo contesto speci-
fico, si sostanzia nella traduzione in un modello relazionale degli aspetti
precedentemente modellati.
4.1 Presentazione delle fonti di dato disponibili
Le fonti di dato utilizzate per la realizzazione del data mart su cui poggia
l’applicazione Cruscotto MCP possono essere suddivise logicamente in due
gruppi:
• Fonti MCRE0 - si tratta di tabelle e viste presenti nel sistema operazio-
nale di partenza dedicato alla memorizzazione di informazioni relative
al credito problematico del gruppo Intesa Sanpaolo;
• Fonti QdC - si tratta di tabelle già presenti nell’area di staging del data
warehouse o direttamente come fatti e/o dimensioni nel data warehouse
finale.
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La presenza del primo gruppo è piuttosto ovvia in quanto si tratta della
fonte principale di dati dalla quale, come accennato precedentemente, una
volta al mese sono estratti flussi di dato in forma di file testuali. L’esistenza
del secondo gruppo di fonti si spiega facilmente se si osserva che il data
mart realizzato nel presente lavoro si inserisce in un sistema molto grande e
complesso, in termini di numero di tabelle dei fatti e di relazioni di esse con
le dimensioni. Molte dimensioni risulteranno quindi comuni, cioè utilizzate
in diverse aree di analisi e connesse a più tabelle dei fatti.
Per chiarire questo concetto si può fare riferimento all’entità cliente. È
infatti tipica, nei casi di analisi multidimensionali effettuate da parte di ogni
tipo di impresa, la presenza di una dimensione relativa alla clientela. Questo
è sicuramente anche il caso di un’impresa di servizi finanziari come l’istituto
bancario e pertanto, come risulta intuitivo immaginare, la dimensione è già
presente nel data warehouse. In generale, gli sviluppi sul Quadro di Controllo
si avvalgono in parte di fonti specifiche, in parte di dimensioni comuni.
Si include tra le fonti necessarie al funzionamento del cruscotto un terzo
gruppo, costituito dalle strutture dati utilizzate per la gestione dell’accesso
ai dati e la profilazione dell’utente. Tuttavia, trattandosi di strutture che
contribuiscono a far interagire con il sistema e non ad alimentare lo stesso,
la presentazione di queste è rinviata alla parte del lavoro in cui si descrive
l’interazione degli utenti con il cruscotto.
4.1.1 Fonti MCRE0
Il database operazionale MCRE0 contiene un numero molto alto di tabelle,
viste ed altri oggetti (package, funzioni e procedure). Data la complessità
della base di dati, si presentano nel seguito solo le tabelle e gli attributi più
importanti per la realizzazione del data mart (Fig. 4.1).
Si descrivono brevemente le strutture dati introdotte nella figura:
• T_MCRE0_APP_STORICO_EVENTI (Storico Eventi) - è probabilmente
la tabella più utile in quanto contiene molte informazioni relative allo
stato di fine mese delle posizioni, identificate dalla coppia (ABI,NDG),
come stato amministrativo, ultimi importi rilevati, comparto incaricato
della gestione, processo ed altri. Tuttavia la fonte è utilizzabile solo
in parte in quanto tali informazioni non sono registrate per la totalità
delle posizioni, in base a logiche adatte ai fini del sistema operazionale
e per altri limiti presentati più avanti nella descrizione della fase di
ETL;
• T_MCRE0_DWH_PERC (Percorsi) - la tabella memorizza tutti i passag-
gi di stato che occorrono durante la vita di una posizione creditizia,
riportando stato precedente e nuovo, la data di decorrenza dello sta-
to, un timestamp, la data di scadenza e un sottoinsieme limitato di
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Figura 4.1: Focus sul database operazionale MCRE0
informazioni già viste per la Storico Eventi. Non sempre l’informa-
zione registrata corrisponde a un cambiamento di stato amministrati-
vo; in particolare se una posizione scade ma viene confermato lo stato
precedente (es: Incagli) si registrerà un record per la cosiddetta deroga;
• T_MCRE0_ALL_DATA (All Data) - questa tabella contiene tutte le in-
formazioni utili relative a una posizione, ma soltanto quelle corren-
ti, cioè non è prevista alcuna storicizzazione, la tabella è aggiornata
al verificarsi di un qualsiasi evento e pertanto utilizzabile solo sotto
determinate ipotesi;
• T_MCRE0_APP_MICROSTATI (Microstati) - la tabella contenente i dati
relativi ai diversi microstati amministrativi (non solo problematici/de-
teriorati);
• T_MCRE0_APP_MACROSTATI (Macrostati) - analoga alla precedente per
quanto riguarda i macrostati;
• T_MCRE0_APP_UTENTI (Utenti) - memorizza informazioni circa i dipen-
denti del gruppo bancario incaricati della gestione di posizioni creditizie
(gestori);
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• T_MCRE0_CL_PROCESSI (Processi) - contiene informazioni che si rife-
riscono ai processi; come si nota dagli attributi evidenziati, la granula-
rità è determinata dalla coppia (PROCESSO,ABI) quindi le informa-
zioni sono riferite all’utilizzo di una certa procedura all’interno di un
particolare istituto bancario;
• T_MCRE0_APP_COMPARTI (Comparti) - contiene informazioni relative
alle strutture gestionali a cui le posizioni sono assegnate per competen-
za. Nella tabella tutte le strutture sono comparti, ad esempio anche
quelle che nella Figura 2.4 sono presentate come strutture servizio cioè
di livello superiore. La tabella è quindi navigabile in modo ricorsivo.
Classificazione delle fonti operazionali
Si procede all’identificazione dei possibili fatti, dimensioni e misure at-
traverso la classificazione delle fonti operazionali in tre tipi di entità:
1. Entità transazione. Sono tabelle che memorizzano eventi interessan-
ti per il processo di business analizzato, verificatisi in un certo istante
temporale e contenenti misure aggregabili. Nel caso presentato le tabel-
le riconducibili a questo tipo di entità sono le tabelle Percorsi, Storico
Eventi e All Data.
2. Entità componente. Si tratta di tabelle direttamente collegate ad
entità transazione tramite relazioni (1,n) che contengono dettagli re-
lativi alle componenti interessate dagli eventi e rappresentano la base
per le future dimensioni. Si riconducono a questa categoria le tabelle:
Microstati, Utenti, Processi e Comparti.
3. Entità classificazione. Queste tabelle sono normalmente collegate a
entità componente tramite relazioni (1,n) e rappresentano l’esistenza
di gerarchie nei dati. Nella costruzione di star schema, solitamente
gli attributi di queste tabelle sono collassati all’interno della dimensio-
ne relativa alla componente collegata. Nella presente analisi si rileva
l’appartenenza della tabella Macrostati a questa categoria.
4.1.2 Fonti QdC
Si introducono le tabelle utili per la realizzazione del data mart, già presenti
sul data warehouse.
• Dimensioni comuni:
– QZT_DIM_PERIODO (Periodo), la dimensione temporale;
– QZT_DIM_STRUTT_ORG (Struttura Organizzativa), la struttura
gerarchica del gruppo bancario;
– QZT_DIM_MERC_RIC (Mercato Ricalcolato), contiene informa-
zioni su mercati (segmenti) e sotto-mercati;
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– QZT_DIM_RAMO_CLIENTE (Ramo Cliente), contiene informazioni
sulle classi di attività economica;
– QZT_DIM_CLIENTE (Cliente) e QZT_DIM_GRUPPI_ECONOMICI (Gruppi
Economici), dimensioni che contengono informazioni relative al-
la clientela e ai gruppi economici in versione normalizzata.
• Altre tabelle dei fatti:
– QZT_FT_PCR_M, si tratta di una tabella dei fatti che raccoglie l’im-
porto di fine periodo di tutti i rapporti di credito esistenti per una
certa posizione a una granularità molto più dettagliata di quella
richiesta dal cruscotto. Per il caso trattato rappresenta una fon-
te alternativa, rispetto alle tabelle del database MCRE0, per il
calcolo delle misure da utilizzare nel data mart.
• Area di staging:
– QZV_ST_FACTLESS_SETT_MESE, la vista utilizza tabelle di anagra-
fica che storicizzano periodicamente la relazione esistente tra le
posizioni creditizie, indentificate da (ABI,NDG) e le dimensioni
comuni, di cui riporta il valore delle chiavi surrogate. L’obiettivo
principale di questa tabella è rendere più immediato il collega-
mento tra dimensioni comuni e tabelle dei fatti, per le aree di
analisi che presentino questa necessità.
Si osserva che i nomi degli oggetti presenti sul Quadro di Controllo sono
caratterizzati da un primo prefisso, che indica il tipo di oggetto (come QZT
per le tabelle e QZV per le viste), e da un secondo che indica la natura
dell’oggetto nel processo di data warehousing: DIM per le dimensioni, FT
per le tabelle dei fatti, ST per l’area di staging ed altri. Questa convenzione
sarà rispettata nello sviluppo delle nuove strutture dati.
4.2 Progettazione concettuale cadidata e finale
L’analisi delle fonti disponibili non stravolge il modello concettuale iniziale,
anzi lo conferma per quanto riguarda la maggioranza dei suoi aspetti. Tutta-
via, l’analisi della dimensione comune esistente Mercato Ricalcolato suggeri-
sce di arrichire la futura dimensione Segmento con l’informazione relativa ai
sotto-segmenti, allo scopo di permettere analisi a diversi livelli di dettaglio.
Il modello finale è rappresentato in Figura 4.2.
A causa della dimensione e della complessità del data warehouse comple-
to, non è mostrato invece il modello concettuale globale, che peraltro non è
risultato dell’attività di progettazione qui descritta.
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Figura 4.2: Modello concettuale candidato e finale del data mart
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4.3 Progettazione logica del data mart
Terminata la fase di progettazione concettuale, si provvede ad individuare
lo schema logico risultante. Il modello concettuale di partenza non presenta
grosse particolarità pertanto la realizzazione dello schema relazionale avverrà
secondo semplici passi:
1. il fatto è modellato con una tabella;
2. ogni dimensione, esclusa la dimensione Processo, è modellata come una
tabella;
3. la dimensione Processo, in quanto dimensione degenere (non presenta
attributi), si modella come un attributo della tabella dei fatti;
4. per ogni tabella dimensionale si crea una chiave surrogata, che è inserita
nella tabella dei fatti come chiave esterna;
5. per la storicizzazione dei cambiamenti che si possono verificare per la
dimensione StruttOrg si creano due colonne per ogni attributo modifi-
cabile, che conterranno il valore originale (ad esempio CodDirezione) e
l’ultimo valore assunto dal campo (es. CodDirezioneCurrent);
6. l’opzionalità di alcuni attributi/dimensioni è implementata tramite la
creazione di valori/tuple di default (con codici ND e descrizioni del
tipo Non disponibile, Altro ecc.).
Si osservi che, nonostante sia possibile normalizzare alcune gerarchie di-
mensionali dividendo gli attributi in più tabelle, ottenendo un cosiddetto
snowflake schema (schema a fiocco di neve), si sceglie di mantenere una ri-
dondanza nei dati, velocizzando così le analisi sul datamart grazie ad un
ridotto utilizzo di operazioni di join in fase di esecuzione. Lo star schema
(schema a stella) ottenuto è mostrato nella Figura 4.3.
Oltre a mantenere la convenzione utilizzata per la nomenclatura degli og-
getti su QdC, si adotta un prefisso aggiuntivo particolare (MCRE0 ) per iden-
tificare le tabelle (fatti e dimensioni) create per il monitoraggio del credito
problematico, cioè non comuni.
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Il capitolo è dedicato all’introduzione e alla descrizione dell’ambiente tec-
nologico e degli strumenti utilizzati per: sviluppo e caricamento del data
warehouse, creazione del cubo dati multidimensionale e realizzazione dell’in-
terfaccia utente.
Per il primo degli aspetti specificati ci si soffermerà su Oracle Warehouse
Builder (nel seguito OWB), principale strumento usato per le operazioni di
estrazione, trasformazione e caricamento (Extract, Transform, Load, ETL)
descritte nel capitolo successivo. Per la creazione del cubo e la produzione
della reportistica interattiva si farà riferimento al prodotto Oracle Business
Intelligence Enterprise Edition (OBIEE o Oracle BI ).
A causa della vastità degli argomenti e della non centralità di questi per il
lavoro presentato, non si fornirà una descrizione dettagliata di altri strumenti
utilizzati quali:
• il DBMS Oracle, utilizzato per tutti i database trattati;
• il linguaggio PL/SQL, un’estensione proprietaria dell’SQL utilizzata
per permettere agli sviluppatori di interfacciarsi con i database rela-
zionali secondo un paradigma di tipo imperativo, includendo caratte-
ristiche dei linguaggi orientati agli oggetti.
Alcune caratteristiche di questi saranno riprese e spiegate, qualora ritenute
importanti, durante la descrizione degli altri strumenti e/o in modo puntuale
nei capitoli successivi.
5.1 Aspetti generali
Ogni tipo di applicazione attraversa diverse fasi in quello che viene chiamato
in letteratura ciclo di vita del software. All’interno dello stesso si trova-
no fasi che possiamo definire preliminari, in quanto precedono lo sviluppo
di codice vero e proprio (analisi dei requisiti, pianificazione delle attività e
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progettazione del sistema), altre incentrate interamente sul codice (imple-
mentazione, collaudo e rilascio), oltre a fasi complementari di importanza
non trascurabile come documentazione e manutenzione dei sistemi.
La soluzione tradizionalmente applicata prevede differenti ambienti in cui
portare avanti le diverse fasi di gestione del software. Una simile situazione è
riscontrabile per il progetto descritto in questo documento, per il quale sono
previsti gli ambienti di:
1. sviluppo - ambiente in cui si svolge la fase di implementazione; si
tratta di un ambiente minimale, nel senso che sono presenti il mini-
mo indispensabile di strutture dati necessarie per la realizzazione dei
componenti;
2. collaudo - ambiente in cui si testa il software prodotto per verificare
che i requisiti siano rispettati in modo corretto; sono presenti dati reali
(o realistici) ma in quantità limitata rispetto a quella reale affinché sia
più semplice eseguire i test;
3. produzione - ambiente finale in cui il software è eseguito nel conte-
sto reale e dove viene rilasciato dopo il collaudo; contiene tutti i dati
necessari al funzionamento del sistema.
Può capitare che dopo il rilascio in produzione siano segnalati dei com-
portamenti indesiderati, delle anomalie o richieste di modifiche dipendenti
da fattori esterni. In tal caso le modifiche necessarie sono implementate in
sviluppo, testate nuovamente in collaudo, rilasciate in produzione e così via.
Questa struttura è replicata su tutte le piattaforme coinvolte nel pro-
getto, incluso il database operazionale MCRE0 da cui i dati sono estratti.
Generalmente gli ambienti di sviluppo e collaudo sono costituiti da istanze
diverse presenti su una stessa piattaforma hardware, mentre gli ambienti fi-
nali sono installati su macchine dedicate e di elevata qualità, per questioni
prestazionali e di sicurezza.
5.2 Oracle Warehouse Builder
Oracle Warehouse Builder è uno strumento ideato per le fasi di realizzazione
di un data warehouse, dalla progettazione iniziale fino al processo di ETL e
di verifica dei dati. Dalla versione 11g, OWB è fornito come parte integrante
di Oracle Database ed è liberamente scaricabile sul sito web del produttore.
Il software include diverse funzionalità che è possibile utilizzare o meno,
a seconda del grado di complessità del data warehouse da gestire. Ogni
versione del tool può essere utilizzata con diverse versioni del database e
viceversa, sia per quanto riguarda le versioni Standard Edition, sia per quelle
Enterprise Edition. Tuttavia per utilizzare alcune delle funzionalità sarà
necessaria la versione per imprese, a causa di dipendenze con le librerie in
essa implementate.
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5.2.1 Componenti dell’architettura di OWB
Come spiegato in modo appronfondito in [Griesemer, 2009], OWB è co-
stituito da diverse componenti che possono essere suddivise logicamente
tra:
• componenti client: il Design Center, che include il Control Center
Manager, e il Repository Browser ;
• componenti server: il Control Center Service, il Repository, che può
contenere diversi Workspace, e il Target Schema.
Figura 5.1: Architettura di Oracle Warehouse Builder
Il Design Center è l’interfaccia usata dagli utenti per progettare il data
warehouse, definire sorgenti, destinazione dei dati e le attività di ETL per
trasferire gli stessi, in seguito ad opportune trasformazioni. Quella definita
per mezzo del Design Center è una progettazione logica che sarà memorizzata
in un workspace all’interno del repository.
Il Control Center Manager è invece utilizzato per distribuire sullo schema
di destinazione l’implementazione fisica del progetto creato e per interagire
con il Control Center Service allo scopo di controllare l’esecuzione dell’ETL
progettato sullo schema stesso. Tale schema, logicamente considerato come
un componente di OWB, è nella pratica un tradizionale schema del database
che contiene gli oggetti progettati nel Design Center. Il repository risiede
invece sullo schema OWBSYS, uno schema riservato del database destinato
a contenere i metadati relativi agli elementi di progettazione suddetti.
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Nello specifico il repository può contenere più workspace, impiegati ad
esempio per suddividere logicamente progetti su cui sono destinati a lavora-
re diversi gruppi di utenti, oppure per replicare una struttura ad ambienti
simile a quella discussa nella sezione precedente. Gli utenti accedono al-
le informazioni contenute nel repository attraverso il Repository Browser,
un’interfaccia web dedicata alla visualizzazione dei metadati e di statistiche
relative agli elementi progettati e loro esecuzione.
La configurazione del repository avviene in modo semi-automatico. È
infatti una utility del database a configurare lo schema OWBSYS affinché
contenga gli oggetti necessari al funzionamento di OWB e a realizzare la crea-
zione, la modifica e la cancellazione di workspace. Per l’utente è sufficiente
interagire con l’utility specificando alcune informazioni necessarie come i
parametri di connessione al database, un utente abilitato (o un amministra-
tore, per alcune operazioni) e qualora necessario informazioni aggiuntive per
la memorizzazione fisica dei dati.
5.2.2 Sorgenti di dati
Una volta terminata la configurazione globale di OWB, uno dei primi passi da
compiere per progettare un data warehouse è definire quali sono le fonti da cui




• File di testo
I tre casi presentano particolarità di gestione, ma sono tutti controllabili
attraverso la definizione di moduli all’interno dell’interfaccia Design Center,
come mostrato in Figura 5.2.
Il caso più semplice consiste nel creare un modulo per una sorgente Ora-
cle, che richiede di fatto soltanto la specifica dei parametri di connessione
al database. Nel caso di database non-Oracle (ad esempio Microsoft SQL
Server) la procedura è più complessa in quanto per poter comunicare con
essi sono necessari due componenti:
1. Oracle Heterogeneous Services - una funzionalità che permette di ve-
dere database non-Oracle, come se fossero server di database Oracle
remoti;
2. un agente esterno che si frappone tra il servizio precedente e il database
da raggiungere e che può essere di due tipi:
• un gateway specificamente progettato per il database da accedere
(SQL Server, DB2 ecc.), solitamente ottenibile separatamente e a
pagamento;
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Figura 5.2: Design center e sorgenti disponibili
• un connettore generico che utilizza driver di connessione standard
o semi-standard come ODBC, OLE-DB ecc. Questa soluzione
può presentare delle limitazioni specifiche per i diversi database
trattati.
L’agente deve essere installato e configurato esternamente rispetto ad
OWB; i dettagli dipendono dal tipo di connettore e dal sistema operativo.
Ottenuto un modulo per la connessione a un database di origine è possi-
bile decidere se definire la struttura della sorgente in modo manuale o impor-
tando automaticamente i metadati. Il metodo manuale prevede l’utilizzo di
un editor in cui definire gli oggetti (ad esempio tabelle) che si trovano sulla
sorgente, indicando nome e tipo dei campi in essi contenuti e altre proprietà.
Il metodo automatico prevede una procedura guidata che permette di acce-
dere al database di origine e scegliere di quali tabelle e viste (o altri oggetti
nel caso di Oracle, come trasformazioni PL/SQL) importare i metadati e a
quale livello (importare solo i campi, vincoli, chiavi ecc.).
In certi casi può essere utile l’uso di file di testo come sorgenti, ad esempio
quando il database di origine non è accessibile da remoto. Con OWB è
possibile accedere a file presenti in locale o disponibili su un server FTP.
Per l’utilizzo di file esiste una procedura guidata all’interno della quale è
necessario inserire alcune informazioni quali il formato del file, il delimitatore
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di record/campi o la lunghezza fissa (a seconda dei casi), caratteri di escape,
nome e tipo dei campi (es: Fig. 5.3).
Figura 5.3: Esempio di interazione per l’importazione da file di testo
5.2.3 Strutture target
A differenza di quanto accade con le sorgenti di dato, la destinazione dei
dati in OWB può essere soltanto un database Oracle. Tuttavia anche in
questo caso è possibile compiere alcune scelte progettuali, con importanti
ripercussioni sull’implementazione fisica di quanto realizzato.
La prima scelta riguarda la modalità di progettazione della struttura
target, secondo due stili alternativi:
• progettazione relazionale, in cui il target è definito da un insieme di
tabelle che saranno opportunamente caricate dalle operazioni di ETL;
• progettazione dimensionale, nella quale si definisce il target come un
insieme di cubi, dimensioni, gerarchie ecc.
Se si sceglie la prima opzione l’implementazione fisica non potrà che essere
una struttura relazionale da gestire esattamente come descritto dall’utente.
Per il secondo caso saranno disponibili due ulteriori possibilità:
• implementare il progetto dimensionale su una struttura multidimensio-
nale, utilizzando un database progettato specificamente per supportare
analisi OLAP, come Oracle Essbase;
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• implementare il progetto dimensionale su una struttura relazionale
standard. Un vantaggio che si ottiene rispetto a progettare diretta-
mente la soluzione relazionale è che sarà OWB a gestire le implicazioni
relazionali del progetto dimensionale (chiavi surrogate, slowly changing
dimension ecc.).
In definitiva la seconda soluzione permette di separare la scelta della
modalità di design del data warehouse dalla decisione su come implementare
lo stesso (che può avvenire in un secondo momento).
Per la creazione di una dimensione devono essere specificate quattro in-
formazioni: i livelli a cui saranno aggregate le misure, gli attributi dimen-
sionali, gli attributi descrittivi di ogni livello e le gerarchie esistenti. Per la
dimensione temporale è prevista una gestione specifica.
Nella creazione di un cubo saranno invece specificate le dimensioni coin-
volte, le misure da memorizzare e i metodi di aggregazione da usare. Anche
con un’implementazione di tipo relazionale è possibile sfruttare le aggregazio-
ni creando tabelle contenenti la somma delle misure a diversi livelli. OWB
permette inoltre la creazione di indici bitmap, particolarmente adatti per
l’accesso ai dati in un data warehouse ([Albano, 2014]).
5.2.4 Definizione dell’ETL
Le attività di ETL sono definite attraverso la progettazione di mapping,
che rappresentano graficamente il flusso dei dati dalla sorgente alla desti-
nazione e le operazioni che devono essere svolte su di essi; da questi viene
automaticamente generato il codice per realizzare il processo desiderato.
È consigliabile implementare un’area di staging, cioè una memorizza-
zione temporanea sul database dei dati, così come letti dalla fonte senza
implementare alcuna trasformazione. Ciò ha l’obiettivo di rendere la dura-
ta dell’esecuzione di una fase del flusso più breve possibile limitando così
l’impatto di malfunzionamenti come quelli possibili in caso di connessione a
una sorgente remota, che potrebbero richiedere il riavvio completo dell’ETL
(con risultati potenzialmente diversi a seconda della variabilità dei dati di
origine). La reale necessità di implementare una staging area dipende dal
caso specifico ed è sicuramente legata, tra le altre cose, al volume dei dati
che devono essere elaborati.
I set di dati parzialmente elaborati possono essere memorizzati in tabelle
specifiche del database oppure in file di testo, accessibili quando necessario
tramite interfacce che li faranno apparire come se fossero vere tabelle, dette
tabelle esterne. Tuttavia OWB permette l’utilizzo di file di testo solo come
sorgenti.
Un mapping si compone di più elementi collegati, detti operatori, che al
momento della compilazione vengono tradotti in query SQL o codice PL/SQL
e che possiamo suddivedere tra:
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• Sorgenti e target - tabelle, tabelle esterne, cubi e dimensioni sono certa-
mente i principali, ma anche costanti, viste, sequence (utili per generare
identificativi univoci) e altri.
• Operatori di flusso - manipolazioni sui dati che rappresentano:
– operatori SQL tradizionali come aggregazioni, deduplicazioni, espres-
sioni complesse, filtri, join e operazioni insiemistiche;
– operatori speciali quali key lookup, per la ricerca in tabelle, pivot,
per trasporre righe e colonne, e splitter, per separare il flusso di
dati in base a determinate condizioni;
– trasformazioni PL/SQL, per richiamare package e funzioni definiti
dall’utente o funzioni di sistema (TO_NUMBER(), SUBSTR(), NVL()
ecc.).
• Operatori di pre/post elaborazione - si utilizzano per indicare parametri
di input o valori di output del mapping e per specificare operazioni da
compiere prima e dopo l’esecuzione dello stesso (esempio tipico è il
troncamento di una tabella temporanea).
Un esempio di utlizzo degli operatori è mostrato nella Figura 5.4.
Nella definizione dell’ETL in OWB, l’utilizzo congiunto della proget-
tazione dimensionale e di un’implementazione ROLAP (Relational Online
Analytical Processing) lascia emergere alcuni benefici, tra cui:
• la creazione e gestione automatica per ogni dimensione di una sequence
per gestire le chiavi surrogato;
• la creazione di lookup specifiche per facilitare il collegamento tra il cubo
e le dimensioni, specificando nei mapping soltanto le chiavi naturali.
In molti casi è utile, se non indispensabile, l’utilizzo di flussi di processo
per collegare diverse attività. Un process flow è usato per definire e regolare
l’esecuzione di attività quali mapping, comandi al sistema operativo ed altro
(ad esempio invio di e-mail) definendone l’ordine e le interazioni reciproche.
Il controllo è definito per mezzo di cicli, esecuzioni parallele/seriali e
uso di condizioni per guidare il flusso. Ad esempio è possibile utilizzare
all’interno di una condizione un valore restituito in output da un mapping,
per guidare il flusso di esecuzione lungo una direzione (transizione) piuttosto
che su un’altra, a seconda del risultato ottenuto.
5.2.5 Gestione ed esecuzione degli elementi progettati
Una volta progettati con lo strumento tutti gli oggetti necessari alla realizza-
zione di un data warehouse (sorgenti, target, mapping, process flow ecc.) è
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Figura 5.4: Uso di operatori in un mapping
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necessario eseguire alcune operazioni affinché tali oggetti siano effettivamen-
te creati nel database. Queste operazioni sono la validazione, la generazione,
la distribuzione o rilascio (deployment) e l’esecuzione.
Può accadere che nella pratica l’utente non distingua tutte le fasi citate,
in quanto al momento di un deployment, il software automaticamente esegue
una validazione degli oggetti e la generazione del codice relativo, tuttavia
esse sono attività separate che possono essere invocate al di là del rilascio
con finalità di verifiche sulla correttezza di quanto progettato.
In particolare la validazione è un controllo eseguito dal tool su uno o
più oggetti (nel caso del mapping, sull’intero oggetto) che può portare a tre
diversi risultati:
1. validazione completata con successo, senza errori o avvertenze;
2. validazione completata con successo, ma con alcune avvertenze non
pregiudicanti;
3. validazione fallita a causa di uno o più errori.
Mentre non è possibile distribuire un oggetto contenente errori (ad esem-
pio la non definizione della condizione di join in un mapping), l’esistenza di
warning non compromette la creazione fisica degli oggetti. Spesso è possi-
bile incontrare avvertenze legate ai tipi dei campi, nel caso di collegamento
tra input e output di tipo diverso. OWB non impedisce la creazione de-
gli oggetti corrispondenti perché il DBMS è in grado di gestire casi simili,
in quanto molte conversioni risultano implicite e vengono eseguite automa-
ticamente; tuttavia è giusto segnalare situazioni di questo tipo dato che la
conversione potrebbe provocare perdita di informazione (si pensi alla conver-
sione da NUMBER a INTEGER o a conversioni tra numeri decimali con precisione
differente).
Si sottolinea che una validazione completata con successo non signifi-
ca che non ci saranno errori nell’esecuzione del codice, ma solo la man-
canza di errori di progettazione. Ad esempio un’invocazione della funzione
TO_NUMBER() su un campo di tipo CHAR potrebbe superare il controllo sin-
tattico ma provocare un errore in fase si esecuzione perché utilizzata su una
stringa che non contiene un numero.
La generazione può essere invocata per visualizzare o salvare il codice
prodotto dal sistema a partire da un oggetto progettato, che si tratterà di
uno script DDL (Data Definition Language) per oggetti come tabelle o viste
e un package PL/SQL per i mapping. Il codice è visualizzabile, copiabile
ma non modificabile, cioè non si può intervenire manualmente sul codice
prodotto automaticamente da OWB.
Nel caso di mapping è possibile specificare due stili di generazione del
codice, completo o intermedio. Nel primo caso si otterrà il codice del
package utilizzato per implementare l’intero mapping, la seconda opzione
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permette di visualizzare il costrutto SQL corrispondente a un sottoinsieme
di attività svolte dal mapping. Selezionando un gruppo di operatori presenti
nell’input di un operatore di join, ad esempio, verrà generato solo il codice
per ottenere la relazione usata come input del joiner stesso.
L’interfaccia principale attraverso cui avviene il deployment è il Control
Center Manager, mostrato in Figura 5.5, che si compone essezialmente di tre
viste:
Figura 5.5: Interfaccia Control Center Manager
• nella parte sinistra è presente una finestra che permette di esplorare i
progetti e gli oggetti contenuti in essi, analogamente a quanto avviene
nel Design Center;
• a destra è presente la finestra principale contenente dettagli relativi
alla distribuzione degli oggetti;
• in basso a destra è presente un riquadro contenente dei feedback sulle
ultime operazioni eseguite.
Selezionando un oggetto dall’albero sono mostrati immediatamente i det-
tagli relativi ad esso, così come selezionando un qualsiasi nodo intermedio si
ottengono dettagli su tutti gli oggetti contenuti nel sotto-albero corrispon-
dente. I dettagli visualizzati sono relativi allo stato dell’oggetto rispetto
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all’ultima versione distribuita, informazioni relative all’ultimo rilascio (esi-
to, timestamp) ed è possibile selezionare l’operazione da eseguire durante il
prossimo deployment (crea, sostituisci, elimina, aggiorna) prima di avviare
lo stesso.
È possibile selezionare un job di rilascio dal riquadro in basso per aprire
una finestra conentente informazioni di dettaglio sull’operazione di deploy-
ment relativa (esito, dettaglio su numero e tipo di operazioni svolte, rileva-
zione di errori e/o warning). Tra le informazioni sono presenti quelle relative
alla validazione degli oggetti, descritte precedentemente. Anche l’esecuzio-
ne dei mapping è avviata tramite il Control Center Manager e in questo
caso il riquadro in basso contiene informazioni relative ai job di esecuzione
recentemente lanciati.
Esistono funzionalità aggiuntive che rendono più agevole lo sviluppo
attraverso OWB, tra le quali si citano ad esempio:
• la possibilità di creare snapshot, ovvero istantanee dello stato di un
oggetto da salvare e utilizzare come backup dell’elemento prima di
modifiche;
• la funzionalità di esportazione/importazione di oggetti attraverso il
modulo Metadata Loader (MDL).
MDL permette di esportare le definizioni di più oggetti o progetti su file
(.mdl), includendo nel pacchetto i metadati relativi al progetto che contiene
l’oggetto o, viceversa, agli oggetti contenuti nel progetto esportato. Opzio-
nalmente è possibile scegliere di esportare tutti gli oggetti verso cui l’oggetto
selezionato prevede delle dipendenze.
La funzionalità è utilizzabile non solo a fini di backup, ma anche per
trasportare dati tra repository diversi e pertanto risulta particolarmente utile
in relazione agli ambienti descritti nella sezione 5.1.
5.3 Oracle Business Intelligence Enterprise Edition
Oracle BI è una piattaforma di business intelligence, costituita da diversi
tool, con l’obiettivo globale di permettere agli utenti di un’impresa di sfrut-
tare al massimo le informazioni contenute nei sistemi, anche eterogenei, di
cui si dispone. Tale scopo è perseguito attraverso la messa a disposizione
di diversi strumenti quali: cruscotti interattivi, OLAP, scorecard, notifiche
generabili al verificarsi di determinate situazioni, invocazione automatica di
processi e altro.
Con la versione OBIEE 11g cui si fa riferimento in questo testo, la piat-
taforma è stata in gran parte riscritta dal nucleo, destinato principalmente
alla presentazione di informazioni, all’integrazione con le infrastrutture di
gestione applicazioni di Oracle.
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5.3.1 Architettura di OBIEE 11g
Per capire cosa sta alla base dell’architettura di Oracle BI, è necessario con-
siderare brevemente l’architettura generale in cui Oracle inquadra i propri
prodotti. Come esplicitato in [Khan et al., 2012], negli ultimi anni la socie-
tà ha acquisito numerose altre aziende produttrici di software ottenendo il
controllo di molteplici sistemi per la gestione di dati. Tuttavia, al fine di
garantire l’interoperabilità tra le diverse tecnologie e permettere che queste
interagiscano in modo efficiente tra loro e con il DBMS (ancora prodotto
principale e originario della società), sono stati fatti sforzi volti alla defini-
zione di un livello intermedio che si inserisce tra quello dei database e quello
applicativo (Fig. 5.6).
Figura 5.6: Stack dei prodotti Oracle
Il principale risultato di questo proposito è la creazione di Fusion Midd-
leware, un framework destinato a realizzare il livello per l’interoperabilità
suddetto e facilitare l’interfacciamento anche con prodotti di altri venditori.
Non ci si sofferma su dettagli relativi a Fusion Middleware, in quanto non
interessanti per i nostri scopi, se non per introdurne un componente impor-
tante: WebLogic, un server per applicazioni Java EE, fondamentale per il
funzionamento di OBIEE ed altre applicazioni.
Nella Figura 5.7 sono mostrati i componenti che compongono l’architet-
tura complessiva della piattaforma di business intelligence, all’interno della
quale si distinguono:
• Dominio WebLogic Server. È l’insieme dei componenti Java EE
distribuiti come applicazioni ed eseguiti su server WebLogic. Tali
componenti sono suddivisi tra differenti istanze di WebLogic:
– l’Admin Server, istanza che contiene i componenti indispensabili
per il funzionamento del dominio e di OBIEE all’interno di esso,
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Figura 5.7: Architettura di Oracle BI
cioè l’Admin Console, destinata alla configurazione del sistema,
alla gestione di tutte le applicazioni distribuite e di aspetti le-
gati alla sicurezza, e il Fusion Middleware Control (anche noto
come Enterprise Manager), che consente di gestire i componenti
di sistema, citati più avanti;
– i Managed Server, di fatto istanze contenitori per le applicazioni
non amministrative, ognuno raggiungibile dall’esterno attraverso
una specifica porta;
– Node Manager, non una vera e propria istanza ma un modulo del
dominio il cui ruolo diventa fondamentale nel momento in cui si
scala orizzontalmente il sistema su più server fisici, ad esempio
con un nodo master contenente l’istanza amministrativa e altri
nodi destinati alla distribuzione delle applicazioni.
• Istanza BI. Racchiude i componenti di sistema, prevalentemente svi-
luppati in C++, che costituiscono il vero core della piattaforma, realiz-
zandone le funzionalità caratteristiche; i più interessanti sono descritti
più dettagliatamente nei paragrafi successivi.
• Strutture di archiviazione. Si tratta di file e database contenenti
informazioni necessarie al funzionamento di OBIEE o generate dalla
piattaforma stessa. Tra i componenti più importanti si introducono
l’RPD, destinato a contenere la definizione del modello dei dati, e il
Presentation Catalog che contiene i dashboard creati e, in generale, tut-
ti gli oggetti prodotti per la rappresentazione grafica dei risultati. La
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maggior parte dei metadati necessari al funzionamento dell’istanza BI
è contenuta in due schema di database (non necessariamente Oracle),
MDS e BIPLATFORM, creati automaticamente tramite una utility al
momento dell’installazione.
Figura 5.8: Interazione tra i componenti di Oracle BI
Per comprendere più facilmente i ruoli svolti dai diversi componenti è
possibile osservare nella Figura 5.8 come avviene una tipica interazione con
il sistema e tra i diversi moduli:
1. L’utente interagisce con il sistema attraverso un’interfaccia grafica ba-
sata sul web, il client è pertanto rappresentato da un web browser e le
interazioni hanno l’effetto di invocare richieste HTTP[S] verso un web
server.
2. Il web server redireziona le richieste a webLogic che individua l’applica-
zione destinataria, in questo caso il plugin Java di BI che serve ad espor-
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re i componenti di sistema (NB: il server web può essere rappresentato
da WebLogic stesso, in tal caso il primo passaggio è evitato).
3. Il plugin comunica la richiesta, utilizzando un protocollo proprietario
basato su XML, al componente di sistema BI Presentation Services im-
plementato in C++; ci si riferisce al componente con il temine services,
in quanto è prevista la possibilità che le sue funzioni siano svolte da più
istanze che condividono il carico di lavoro. Tali funzioni sono generare
le pagine per l’interfaccia utente, invocare le necessarie interrogazioni
sui dati e, viceversa, tradurre graficamente i risultati ottenuti. Per
assolvere questo compito il modulo comunica principalmente con:
• il Presentation Catalog, una struttura che memorizza su disco,
tramite file XML, la struttura di dashboard, analisi, filtri, prompt
ed altri oggetti precedentemente realizzati e salvati dagli utenti;
• il BI Server, a cui sono inviate le interrogazioni sui dati, per le
analisi in tempo reale o derivanti dalla richiesta di caricamento
degli oggetti suddetti.
4. Il BI Server si occupa della manipolazione e aggregazione dei dati pro-
venienti dalle sorgenti di dato ed espone un’interfaccia per richieste
formulate in un linguaggio di livello più alto rispetto all’SQL, deno-
minato SQL logico. Una volta ricevuta una query dal componente
di presentazione, la traduce in una o più interrogazioni da inviare al-
le sorgenti coinvolte (query SQL nel caso di database relazionali) ed
esegue alcune manipolazioni aggiuntive, ad esempio quelle necessarie a
connettere le diverse fonti.
Il modo in cui svolgere queste operazioni è definito dal modello dei
dati specificato dall’amministratore e memorizzato nel repository dei
metadati (RPD). Il BI Server può inoltre fare uso di una memoria cache
per riciclare i risultati ottenuti dalle query e migliorare le prestazioni.
5.3.2 Modellazione delle aree di analisi tramite RPD
Il file RPD contiene la definizione dei metadati relativi alle sorgenti fisiche
(database relazionali, cubi multidimensionali di Essbase, fogli Excel e al-
tri), alle relazioni esistenti tra esse, a quali operazioni applicare e su come
presentare le informazioni agli utenti incaricati della produzione di report e
cruscotti. Lo sviluppo del repository è portato avanti attraverso il tool di
amministrazione, che fornisce un’interfaccia grafica per definire tutti gli
aspetti suddetti. Sia il file RPD che il relativo software sono strutturati su




• livello di presentazione.
Figura 5.9: Livello fisico
Il livello fisico (Fig. 5.9) contiene informazioni relative alle tabelle di
origine (nomi dei campi, chiavi) e dettagli sulle connessioni alle sorgenti.
Si ricorda che il repository non contiene dati, ma solo i metadati necessari
per accedervi.
Tali metadati includono, ad esempio, la definizione di come effettuare
operazioni di JOIN tra le diverse tabelle (condizioni sui campi) ed è pos-
sibile creare per una stessa tabella fisica più alias qualora risulti necessario
utilizzare la stessa fonte più volte (si pensi a una tabella dei fatti che si
congiunge due volte a una stessa dimensione, con differente semantica; es:
data_nascita, data_assunzione). Le relazioni esistenti tra le tabelle posso-
no essere visualizzate e gestite interamente attraverso un diagramma fisico
che ne da una rappresentazione grafica.
Il livello logico (o di business, Fig. 5.10) è utilizzato per fornire un
modello semplificato e astratto delle sorgenti fisiche e riorganizzare le stesse
secondo la logica di business in fatti e dimensioni. Ognuno di questi elementi
è definito da una tabella logica. Ogni tabella logica può prevedere più
sorgenti, associate a diverse tabelle fisiche. Si può sfruttare questa tecnica
in modo che, se l’interrogazione sulla tabella richiede dei risultati a una
granularità molto fine, venga utilizzata la tabella principale, facendo uso di
tabelle contenenti dati parzialmente aggregati se non è necessario il massimo
livello di dettaglio, velocizzando così l’esecuzione.
Le tabelle contengono colonne logiche che nel caso più semplice mappa-
no colonne di una o più tabelle fisiche, ma che possono anche rappresentare
espressioni complesse sui campi originali (es: misure calcolate a tempo di
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Figura 5.10: Livello logico (di business)
esecuzione). Per le misure è possibile definire metriche, indicando uno o
più metodi di aggregazione dei valori (somma, media, max, min ecc.).
Per le dimensioni è possibile creare gerarchie tra gli attributi, utilizzabili
nei report per effettuare il drill-down dei risultati (approfondire un risultato,
scendendo a un maggiore livello di dettaglio). La gerarchia temporale è
creata e gestita in un modo particolare; la presenza di una gerarchia di
questo tipo permette di usare, nella definizione delle espressioni per le misure
calcolate, speciali funzioni temporali (AGO, TO_DATE, PERIODROLLING) per
aggregare e selezionare valori delle misure riscontrati in periodi differenti
rispetto a quello indicato dalla query in esecuzione.
Si possono definire, inoltre, relazioni di join logico: in questo caso non
si definiscono dettagli su condizioni e campi di giunzione, ma proprietà più
generali come il tipo di join (inner, left, right o full) permettendo così di
realizzare la stessa giunzione fisica in modo diverso a seconda del tipo di
analisi da effettuare.
Il livello di presentazione (Fig. 5.11), come il nome suggerisce, serve a
definire il modo in cui gli oggetti sono presentati agli utenti incaricati della
creazione di report. Qui è possibile rinominare gli attributi e organizzarli in
un albero di cartelle, secondo un punto di vista più vicino possibile a quello
dell’utente finale.
Il raggruppamento di livello più alto sul livello di presentazione è co-
stituito dall’area argomenti (subject area) destinato a contenere tutte le
informazioni relative a un datamart. È possibile generare automaticamente
le aree argomenti a partire da quanto definito nel livello logico; in questo
caso il tool identificherà gli star/snowflake schema esistenti, creando un’area
per ogni tabella dei fatti, corredata con le dimensioni associate.
Una funzionalità aggiuntiva, trasversale rispetto ai tre livelli di model-
lazione, è la possibilità di creare variabili utilizzabili nella costruzione dei
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Figura 5.11: Livello di presentazione
report. Esistono due tipi di variabili:
• le variabili di repository (o server) - hanno un valore definito a
livello di istanza globale e quindi visibile da parte di tutti gli utenti del
sistema, il loro aggiornamento avviene automaticamente a intervalli di
tempo pianificabili dall’amministratore;
• le variabili di sessione - a differenza delle prime sono definite indi-
vidualmente per utente ed esistono, perciò, all’interno di ogni specifica
sessione di accesso al sistema.
Nonotante questa importante differenza, la modalità di gestione delle
due categorie di variabili avviene nello stesso modo: si specifica per ognuna
di esse un blocco di inizializzazione, definito da una query su una sorgente
definita a livello fisico, e un valore di default. I blocchi di inizializzazione
possono utlizzare a loro volta altre variabili; in questo caso è necessario
fissare delle regole di precedenza per rispettare le dipendenze esistenti tra
gli inizializzatori e, per quanto precedentemente detto, variabili di sessione
potranno essere definite utilizzando variabili server ma non viceversa.
5.3.3 Gestione della sicurezza
Gli strumenti per il supporto della sicurezza in OBIEE hanno subito radicali
modifiche con la realizzazione della versione 11g. Il metodo tradizionale,
utilizzato fino alla versione precedente e ancora disponibile per ragioni di
compatibilità, consiste nel gestire la sicurezza nel repository di metadati
(RPD). È in fase di modellazione che si definiscono le regole di visibilità per
gli utenti, o meglio per i gruppi in cui essi sono organizzati.
Con l’ultima versione il modello di sicurezza di default è stato integrato
all’interno dell’infrastruttura di Oracle Fusion Middleware che tende a gestire
in modo centralizzato le politiche relative ad accessi e permessi, per tutte
67
le applicazioni distribuite sui server WebLogic. Il sistema integra un server
LDAP (Lightweight Directory Access Protocol), protocollo standard per la
gestione dell’accesso e la condivisione di informazioni su utenti, servizi e
applicazioni esistenti in una rete di dispositivi connessi. È possibile tuttavia
integrare e combinare differenti metodi di autenticazione esterni.
In questo modello i permessi sono gestiti generalmente per ruoli ap-
plicativi, un’aggregazione più generale di utenti e gruppi. Un ruolo può
contenere più utenti, gruppi o altri ruoli ed è compatibile con protocolli di
sicurezza standard, come la gestione delle identità tramite token Security
Assertion Markup Language (SAML), per l’autenticazione unica sui sistemi
di un’organizzazione (single sign-on).
Continuano ad essere gestiti tramite RPD i permessi relativi agli oggetti
interrogabili, come aree, tabelle o singole colonne, mentre è nel Presentation
Catalog che si imposta la sicurezza relativa a dashboard e report memorizzati.
La gestione è sintetizzata nella Figura 5.12.
Figura 5.12: Sicurezza in OBIEE
5.3.4 Servizi di presentazione
La funzionalità primaria per la rappresentazione dei dati è la possibilità per
utenti abilitati di creare analisi (precedentemente answer), cioè i report
che saranno visualizzati dagli utenti finali. Per la realizzazione del report si
definiscono:
• criteri - l’interrogazione sulle aree di analisi da richiedere al BI Server
in cui si indicano le colonne da visualizzare (eventualmente formule
complesse sulle colonne del livello presentazione), e eventuali filtri o
ordinamenti da applicare (Fig. 5.13);
• risultati - la rappresentazione dei valori restituiti con tabelle pivot,
grafici di vario tipo, testi, immagini ed altro (es. mappe o scorecard
per il monitoraggio di KPI).
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Figura 5.13: Analisi: definizione dei criteri
I report sono ulteriormente personalizzati indicando come saranno at-
traversate le gerarchie e dettagli relativi al layout o ad altre caratteristiche
peculiari di ogni vista (Fig. 5.14).
Le differenti viste definite dai report possono essere poi combinate al-
l’interno di dashboard, per presentare all’utente un’interfaccia unitaria che
sintetizzi informazioni critiche su una certa tematica. Un dashboard è defi-
nito da più pagine, che possono essere configurate per mostrare o meno de-
terminati contenuti in modo personalizzato per le diverse categorie di utenti,
e possono prevedere dei prompt, con l’effetto di applicare interattivamente
ai risultati ottenuti dei filtri sul valore di determinati attributi.
Il valore assunto dai prompt può essere usato, oltre che per filtrare i valori
di un attributo, per istanziare variabili di presentazione. Tali variabili
possono essere usate, al pari di variabili di sessione e di repository, all’interno
di formule, espressioni complesse e caselle di testo.
Ulteriori funzionalità disponibili per la creazione dei report sono quelle
fornite dal componente Action Framework, classificabili in:
• azioni di navigazione - prevedono l’inserimento di link dinamici
e parametrici per raggiungere altri report/dashboard o applicazioni
esterne;
• azioni di invocazione - permettono l’invocazione di processi esterni,
come metodi Java, script Javascript e Web Service;
• agenti - sono utilizzati per schedulare l’esecuzione di analisi e l’invio
automatico a determinati utenti dei risultati ottenuti o di notifiche
associate ad essi.
Tra i servizi aggiuntivi troviamo la possibilità, per gli amministratori:
1. di accedere al catalogo e modificare i permessi relativi ai vari oggetti;
2. di monitorare le sessioni degli utenti connessi, ad esempio visualizzando
il log generato dal caricamento di un report (questa tecnica è utile
anche per chi ha progettato il report, per verificare quale query logica
viene invocata e la traduzione in query fisiche operata dal BI Server).
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Figura 5.14: Analisi: layout di visualizzazione dei risultati






Si descrive nel seguito il processo di ETL che include tutte le operazio-
ni realizzate e le procedure implementate per integrare le sorgenti di da-
to disponibili e caricare le informazioni richieste all’interno del data mart
progettato.
Il processo globale include le seguenti macrofasi, ognuna con un obiettivo
specifico:
1. estrazione informazioni dal database MCRE0, che si concretizza con la
creazione mensile di file di testo contenenti lo stato di fine mese delle
posizioni creditizie e delle altre entità coinvolte;
2. caricamento dei flussi testuali all’interno dell’area di staging, allo scopo
di storicizzare le informazioni ricevute mensilmente dalla fonte, senza
particolari elaborazioni;
3. integrazione delle informazioni presenti nell’area di staging con altre
che risiedono nel data warehouse al fine di aggiornare le dimensioni
specifiche dell’area di analisi ed inserire nella tabella dei fatti i record
relativi alla nuova mensilità.
Alla fine del capitolo sono forniti alcuni dettagli implementativi relativi
alla progettazione fisica del sistema e alle piattaforme tecnologiche coinvolte
nel progetto.
6.1 Estrazione mensile
L’estrazione dei flussi di dato avviene automaticamente alcuni giorni dopo la
fine di ogni mese, scatenata dall’esecuzione (pianificata) di script che hanno
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il compito di interrogare il database operazionale e memorizzare il risultato
delle query in appositi file di testo.
Tali file sono successivamente trasferiti in una directory di output e, da
questa, inviati al sistema su cui risiede il Quadro di Controllo. A gestire il
trasferimento dei flussi è un protocollo di interscambio progettato all’interno
di Intesa Sanpaolo per permettere la trasmissione di informazioni digitali tra i
numerosi sistemi informatici del gruppo, ognuno identificato da un acronimo
univoco (in questo caso da MCRE0 a QUAD0 ).
Normalmente le diverse aree fissano congiuntamente delle specifiche per
i dati trasmessi (perimetro record, tracciato dei campi, sintassi e semantica
e degli stessi), ma non si ha la possibilità di intervenire direttamente sui
sistemi altrui. Nel caso specifico qui trattato i due sistemi coinvolti sono
entrambi gestiti dallo stesso sviluppatore, Technology Reply, ed è stato pos-
sibile pertanto svolgere un lavoro più integrato per analizzare il database di
partenza e implementare le logiche estrattive desiderate. Questo è il motivo
per cui una parte non trascurabile delle elaborazioni sono implementate a
monte del processo di trasferimento dei dati.
6.1.1 Flusso delle dimensioni
Le informazioni che andranno ad alimentare le dimensioni specifiche del data
mart (cioè quelle non ancora presenti sul data warehouse e non legate ad
altre tabelle dei fatti) sono trasmesse al QdC in un unico file, costruito come
indicato nel seguito:
1. è definita una vista per ogni dimensione inviata che proietta, a partire
dalle tabelle di MCRE0, le informazioni richieste e un codice identi-
ficativo per la dimensione specifica, come stringa unica con numero
di caratteri predefinito per ogni campo (l’esempio per la dimensione
relativa allo stato amministrativo è mostrato nel Sorgente A.2);
2. è definita un’ulteriore vista che interroga le precedenti e ne unisce
(UNION ALL) le righe ottenute come risultato;
3. il contenuto della vista al punto precedente è trascritto nel file di testo.
Come mostrato in seguito, il codice identificativo risulterà utile in fase
di ricezione del file allo scopo di distinguere il contenuto delle diverse righe
di testo.
Si osserva che, per quanto riguarda la dimensione stato amministrativo,
la vista estrae i dati a partire da una tabella fittizia, T_MCRE0_APP_STATI.
Quest’ultima è in realtà una vista, creata per sostituire un’omonima tabel-
la precedentemente esistente che memorizzava in modo denormalizzato le
informazioni attualmente presenti nelle tabelle T_MCRE0_APP_MICROSTATI e
T_MCRE0_APP_MACROSTATI (Sorgente A.1).
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Si sottolinea inoltre che in alcuni casi risulteranno trasmesse più informa-
zioni di quelle necessarie, come campi non previsti in fase di progettazione.
Ciò avviene sia per le dimensioni che per il flusso contenente lo storico men-
sile delle posizioni (base di partenza per la tabella dei fatti, descritto nella
successiva sottosezione) ed è da considerarsi come caratteristica transitoria.
Al termine della prima fase di rilascio, una volta confermato il soddisfacimen-
to di tutti i requisiti da parte del cliente, i flussi saranno ridotti al minimo
indispensabile in modo da ottimizzare l’uso delle risorse (trasmissione sulla
rete, occupazione di memoria ecc.).
6.1.2 Flusso storico posizioni
Per quanto riguarda lo storico mensile delle posizioni creditizie, la costruzio-
ne del file corrispondente avviene con un alcune differenze rispetto al caso
precedente. In particolare:
1. il primo giorno di ogni mese viene automaticamente invocata una
funzione del database che ha l’obiettivo di memorizzare nella tabella
T_MCRE0_APP_QDC_STORICO_MESE le informazioni relative a ogni posi-
zione creditizia gestita dal sistema, come stringa ottenuta dalla conca-
tenazione di un numero fisso di caratteri per ogni campo;
2. al momento dell’estrazione, alcuni giorni successivi, il contenuto della
tabella è letto e trascritto sul file di testo corrispondente.
Il parametro della funzione (P_ID_DPER) contiene l’indicazione del mese
da estrarre come stringa nel formato YYYYMM. Il nucleo semantico della funzio-
ne è una complessa query che utilizza numerose subquery (attraverso la clau-
sola WITH) per estrarre i dati dalle tabelle T_MCRE0_APP_STORICO_EVENTI,
T_MCRE0_APP_PERCORSI e T_MCRE0_APP_ALL_DATA, introdotte nella Sezione
4.1.
Alcune osservazioni sul codice della funzione (Sorgente A.7):
• Come precedentemente spiegato, anche in questo caso sono estratti
più campi rispetto a quelli necessari, in attesa della conferma di tutte
le specifiche e in modo da alimentare l’area di staging storicizzando
attributi che potrebbero risultare utili.
• In seguito a test è emerso che a fine mese la tabella Storico Eventi,
per alcune posizioni di particolari stati, non ha in memoria la versione
più aggiornata di tutte le informazioni (a causa della necessità di in-
terazione con un’ulteriore applicazione che alimenta di dati la stessa);
per questo alcune variazioni di stato dovranno essere intercettate sulla
tabella dei Percorsi.
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• Come spiegato in precedenza, per le posizioni registrate solo nella tabel-
la dei percorsi non saranno disponibili tutte le informazioni necessarie;
in questo caso dovranno essere recuperate dalla tabella All Data.
• Dato che la tabella suddetta contiene sempre le informazioni correnti
e non quelle storiche, la tecnica precedentemente deve essere adattata
per particolari condizioni, come il caricamento del pregresso storico (a
partire da dicembre 2012) o per altri ricarichi straordinari.
• Alcune elaborazioni, come la ricerca della data di decorrenza del ma-
crostato corrente, devono essere necessariamente svolte in questa fase
in quanto il sistema memorizza in modo esplicito solo la data di ultima
variazione del microstato (o in alcuni casi di deroga dello stesso); in
caso contrario la stessa informazione non potrebbe essere disponibile a
valle del processo di trasmissione dei flussi.
6.2 Caricamento area di staging
Come ricordato nel capitolo precedente, una soluzione spesso adottata pre-
vede di storicizzare (o almeno memorizzare temporaneamente) i dati ricevu-
ti/estratti da una sorgente di dati operazionale prima di effettuare ulteriori
elaborazioni. Questo può determinare alcuni vantaggi:
• riduzione del rischio di fallimenti durante l’importazione di dati ester-
ni, in seguito alla compressione delle operazioni eseguite (e dei tempi
necessari) al minimo indispensabile;
• indipendenza tra la modalità di estrazione dei dati e quella di carica-
mento del data mart;
• persistenza del dato originale in modo indipendente rispetto alla fonte,
se la memorizzazione delle informazioni ricevute risulta permanente.
Dal momento in cui i file trasmessi dal sistema alimentante pervengono al
Quadro di Controllo, le operazioni di caricamento ed elaborazione dei flussi
sono guidate e pianificate attraverso un insieme di script ksh (KornShell
è l’interprete installato sulla macchina che ospita il data warehouse), che
interagiscono con funzioni e package definite nel DBMS Oracle.
Tali script sono eseguiti periodicamente, in base a quanto pianificato
tramite l’applicazione Cron. I componenti più interessanti per il processo di
ETL sono:
1. gli script di acquisizione che, ricevuto un file nella directory di input,
lo analizzano e smistano a un certo percorso definito per l’area di analisi
relativa, segnalandone la disponibilità in una tabella di configurazione;
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2. un package di regole che interrogando le tabelle di configurazione e
verificando quali file sono stati ricevuti riconosce e registra la possibilità
di eseguire nuovi caricamenti, rispettando le dipendenze tra le varie
operazioni;
3. gli script di esecuzione che innescano l’esecuzione di caricamenti, fra
i disponibili, secondo priorità configurabili dagli amministratori.
Figura 6.1: Processo master per il caricamento dell’area di staging
Il caricamento dell’area di staging per il Cruscotto MCP è guidato da
un process flow master (Q0_PM_MCRE0_M_STORICO_MESE), azionabile quando
sono stati ricevuti i file relativi allo storico posizioni e alle dimensioni speci-
fiche. Il processo semplicemente regola l’esecuzione parallela di due processi
slave, uno per ognuno dei file suddetti: Q0_PD_MCRE0_M_STORICO_MESE e
Q0_PD_MCRE0_CF.
Lo stato di fine mese delle posizioni creditizie è caricato attraverso l’ese-
cuzione seriale dei seguenti mapping (Fig. 6.2):
1. M_UTIL_PREPARE_QZE: si tratta di un mapping generico che, ricevu-
to il nome di una tabella esterna, ne modifica la definzione affin-
ché legga i dati dal nuovo flusso testuale ricevuto; in questo caso si
configura l’esterna per la lettura dal file denominato secondo il mo-
dello QZmcreMCREGRSTORMESEYYYYMM.TXT, dove YYYYMM è
l’indicazione della specifca mensilità;
2. M_MCRE0_QZT_FL_STORICO_MESE: il mapping inserisce i dati che risul-
tano disponibili per l’esterna in una tabella temporanea (Fig. 6.3),
cioè di fatto importa all’interno del database Oracle il contenuto del
file; in questo caso il premapping indica di troncare la tabella prima
dell’inserimento dei nuovi record;
3. M_UTIL_AUDIT_ISTITUTO: registra su un log l’esecuzione dell’operazio-
ne precedente;
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Figura 6.2: Processo per il caricamento dello storico posizioni
4. M_MCRE0_ALIMENTA_ST: richiama una funzione sul database che crea
per la tabella di storicizzazione una nuova partizione per il caricamento
da eseguire, oppure tronca quella esistente in caso di ricarichi;
5. M_MCRE0_QZT_ST_STORICO_MESE: storicizza nella partizione corrispon-
dente lo stato di fine mese delle posizioni creditizie, dopo aver esclu-
so alcuni record non utili (ovvero i crediti non problematici, eccetto
quelli che facevano parte della categoria nel mese precedente) e aver
convertito i campi testuali che contengono numeri e date (Figura 6.4).
Il processo di caricamento delle dimensioni esegue in parallelo una se-
quenza di mapping analoga per le diverse entità, che hanno l’obiettivo di:
• modificare la definzione delle tabelle esterne perché puntino al nuovo
flusso testuale;
• aggiornare le tabelle permanenti con le nuove entità ed eventuali mo-
difiche di attributi per le entità già esistenti (il codice generato dai
mapping usa la clausola MERGE).
Il Sorgente 6.1 mostra la definzione della tabella esterna relativa all’entità
degli stati amministrativi. Si noti alla riga 37 l’indicazione del file da leggere
per il mese corrente e alla riga 21 la selezione delle sole righe relative agli
stati amministrativi (identificativo 00004).
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Figura 6.3: Mapping per l’importazione dello storico posizioni
Figura 6.4: Mapping per la storicizzazione mensile delle posizioni
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1 CREATE TABLE SYUQZ01 .QZE_FL_MCRE0_STATI
2 (
3 COD_MICROSTATO VARCHAR2(2 BYTE) ,
4 DESC_MICROSTATO VARCHAR2(50 BYTE) ,
5 COD_MACROSTATO VARCHAR2(3 BYTE) ,
6 DESC_MACROSTATO VARCHAR2(50 BYTE) ,
7 VAL_ORDINE NUMBER,
8 TIP_STATO VARCHAR2(1 BYTE) ,
9 FLG_STATO_CHK VARCHAR2(1 BYTE) ,
10 VAL_GRUPPO NUMBER,
11 VAL_LABEL_MACROSTATO VARCHAR2(50 BYTE) ,
12 FLG_ALERT VARCHAR2(1 BYTE)
13 )
14 ORGANIZATION EXTERNAL
15 ( TYPE ORACLE_LOADER
16 DEFAULT DIRECTORY QZ_MCRE0_HOST_STG
17 ACCESS PARAMETERS
18 ( RECORDS DELIMITED BY NEWLINE
19 CHARACTERSET WE8MSWIN1252
20 STRING SIZES ARE IN BYTES





26 MISSING FIELD VALUES ARE NULL(
27 COD_MICROSTATO POSITION( 6 : 7 ) CHAR(2 ) ,
28 DESC_MICROSTATO POSITION( 8 : 5 7 ) CHAR(50) ,
29 COD_MACROSTATO POSITION( 5 8 : 6 0 ) CHAR(3 ) ,
30 DESC_MACROSTATO POSITION( 61 : 110 ) CHAR(50) ,
31 VAL_ORDINE POSITION( 111 : 148 ) INTEGER
EXTERNAL,
32 TIP_STATO POSITION( 149 : 149 ) CHAR(1 ) ,
33 FLG_STATO_CHK POSITION( 150 : 150 ) CHAR(1 ) ,
34 VAL_GRUPPO POSITION( 151 : 188 ) CHAR(10) ,
35 VAL_LABEL_MACROSTATO POSITION( 189 : 238 ) CHAR(38) ,
36 FLG_ALERT POSITION( 239 : 239 ) CHAR(1 ) ) )
37 LOCATION (QZ_MCRE0_HOST_STG: ’QZmcreMCREGRDIM201411 .TXT’ )
38 )
39 REJECT LIMIT 0
40 NOPARALLEL
41 NOMONITORING;
Listing 6.1: Tabella esterna per gli stati amministrativi
6.3 Aggiornamento del data mart
L’aggiornamento effettivo del data mart avviene eseguendo il processo di
front-end, nome che sta a indicare l’obiettivo principale delle operazioni
svolte, cioè organizzare i dati nel modo migliore per l’interrogazione dall’e-
sterno. Per quanto già stabilito durante la fase di progettazione, la scelta
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è quella di organizzare le informazioni secondo un modello di data mart
a stella, con la granularità del fatto definita a livello di singola posizione
creditizia.
La struttura generale del processo è analoga a quella del caricameto del-
l’area di staging: un processo master (Q0_PM_MCRE0_FEND) che controlla a sua
volta l’esecuzione dei sottoprocessi: Q0_PD_MCRE0_DIM e Q0_PD_MCRE0_FEND,
rispettivamente per le tabelle delle dimensioni e la tabella dei fatti (Figura
6.5).
Figura 6.5: Processo master per l’aggiornamento del data mart (front-end)
Si osserva che in questo caso i processi risultano serializzati e non pa-
ralleli in quanto, tra le informazioni da caricare all’interno della tabella dei
fatti, sono necessarie anche le chiavi surrogate delle dimensioni specifiche,
che possono essere ricavate solo dopo aver aggiornato le tabelle dimensionali
eseguendo il primo dei due processi.
Anche in questo caso il caricamento è schedulato ed eseguito automati-
camente dal sistema. Il package delle regole verifica che prima di eseguire
un processo di front-end siano disponibili nell’area di staging le informazioni
per il periodo di interesse.
6.3.1 Tabelle dimensionali
Il processo Q0_PD_MCRE0_DIM esegue in parallelo tre mapping, per aggior-
nare rispettivamente le dimensioni Stato, StruttCompetenza e Gestore. Per
quanto riguarda la dimensione Processo si ricorda che essa è definita come
dimensione degenere, di conseguenza non esiste una tabella corrispondente.
Nella Figura 6.6 è mostrato il mapping relativo alla dimensione Stato.
Si noti l’utilizzo dell’oggetto sequence del database per la generazione della
chiave surrogata in caso di nuove entità. Anche in questo caso il mapping
è configurato per generare una causola MERGE, in modo tale da aggiornare
gli attributi degli stati amministrativi già presenti (riconosciuti tramite cor-
rispondenza del codice microstato) e aggiungere i nuovi stati. L’operazione
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Figura 6.6: Mapping per l’aggiornamento della dimensione Stato
di postmapping definita prevede di analizzare la tabella dimensionale al fine
di aggiornare le statistiche del DBMS, usate dal componente ottimizzatore
per generare migliori piani di accesso per l’esecuzione delle query.
L’aggiornamento delle altre due dimensioni specifiche avviene in modo
analogo. Per quanto riguarda le dimensioni comuni, si ricorda che que-
ste sono alimentate da processi generali del Quadro di Controllo che non
sono coinvolti dal progetto trattato. L’assunzione che viene fatta è che, al
momento del caricamento di front-end di questa area di analisi, le strutture
comuni risultino già aggiornate.
6.3.2 Tabella dei fatti
Nella Figura 6.7 è mostrata la definizione del processo di aggiornamento
della tabella dei fatti. Il flusso prevede l’esecuzione serializzata dei seguenti
mapping (in caso di errore per uno di questi il flusso devia verso la chiusura
forzata):
1. M_UTIL_GET_TOP_LEVEL_AUDIT_ID. Esegue operazioni di log per l’in-
tero processo di caricamento (utili sia ai fini del debugging, sia al
verificarsi di anomalie eccezionali).
2. M_MCRE0_QZT_TMP_STORICO_MESE_1 (Fig. 6.8). Il mapping carica una
tabella temporanea escludendo dal perimetro determinate posizioni che
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Figura 6.7: Processo per l’aggiornamento della tabella dei fatti, parte 1.
per motivi funzionali non devono far parte dell’insieme monitorato (ta-
li posizioni sono censite in un’apposita tabella di configurazione). Al
tempo stesso si ricavano gli importi, da memorizzare come misure, a
partire dalla vista QZV_TMP_MCRE0_PCR. Quest’ultima (come osserva-
bile dal Sorgente B.1) è usata per estrarre informazioni dalla tabel-
la QZT_FT_PCR_M, presentata nella Sezione 4.1, secondo la granularità
richiesta dalla tabella dei fatti.
3. M_MCRE0_QZT_TMP_STORICO_MESE_2. Questo mapping è definito in mo-
do tale da individuare una corripondenza tra i codici riportati nello
storico posizioni e quelli presenti nelle tabelle delle dimensioni spe-
cifiche (key lookup) allo scopo di acquisire le chiavi surrogate per le
dimensioni Stato, StruttCompetenza e Gestore. Sono anche eseguiti i
calcoli per ricavare, a partire dalle date di decorrenza/scadenza dello
stato amministrativo, le fasce di appartenenza di ogni singola posizione
e le relative surrogate per le dimensioni statiche Anzianità e Scadenza.
Se per qualche motivo non si trova una corrispondenza per qualche
dimensione, la chiave surrogata corrispondente è inizializzata al valore
-1, che individua in ogni tabella dimensionale il valore di default.
4. M_MCRE0_QZT_TMP_SUR_COMP. Il mapping è dedicato alla raccolta delle
chiavi surrogate per le dimensioni comuni Cliente, StruttOrganizza-
tiva, Segmento e Settore: il reperimento delle stesse avviene tramite
ricerca all’interno della vista QZV_ST_FACTLESS_SETT_MESE descritta
nella Sezione 4.1. In questo caso si prevede che esista sempre una cor-
rispondenza per la posizione (individuata dalla coppia [ABI,NDG]),
81
Figura 6.8: Mapping per il raffinamento del perimetro e l’integrazione delle
misure
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dato che tutte le posizioni creditizie sono censite all’interno del data
warehouse; tuttavia si prevede in caso di esito negativo una valoriz-
zazione di default, analogamente a quanto avviene per le dimensioni
specifiche. Si osserva che per quanto riguarda la dimensione Periodo
il calcolo della chiave surrogata avviene in modo implicito, in quanto
il periodo in formato YYYYMM è già presente nei flussi testuali ricevuti
e quindi nell’area di staging, nonché disponibile come paramentro di
input del processo di caricamento.
5. M_MCRE0_ALIMENTA_FT. In modo analogo a quanto previsto per l’area di
staging, una volta reperite tutte le informazioni si richiama una funzio-
ne sul database che crea per la tabella dei fatti una nuova partizione
(o tronca quella esistente in caso di ricarico) e vi inserisce il contenuto
dell’ultima tabella temporanea utilizzata. Al termine del caricamento
la funzione aggiorna le statistiche di sistema per la tabella dei fatti.
In fase di test, portata avanti a stretto contatto con alcuni utenti fi-
nali, è emersa la necessità di filtrare frequentemente le posizioni creditizie
che riportassero valori non nulli in almeno una tra le quattro metriche più
importanti: utilizzo di cassa, utilizzo di firma, accordato di cassa e accor-
dato di firma. La richiesta era quella di poter prontamente isolare, al fine
dei conteggi, le posizioni più o meno rilevanti da un’ottica gestionale. Al
fine di velocizzare l’esecuzione dei report sono stati aggiunti alla tabella dei
fatti due flag mutualmente esclusivi, a indicare l’appartenenza di una certa
posizione creditizia all’una o all’altra categoria. Nei report di conteggio si
è fatto uso di una tecnica che consiste nel sommare i valori di questi flag,
come se fossero misure, e sono stati riscontrati miglioramenti nei tempi di
esecuzione rispetto all’inserimento di una condizione aggiuntiva (clausola
WHERE) per selezionare le posizioni interessanti.
6.3.3 Tabelle derivate
Figura 6.9: Processo per l’aggiornamento della tabella dei fatti, parte 2.
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Nella fase finale della definizione dell’ETL, sono state presentate delle
richieste aggiuntive da parte degli utenti per nuove tipologie di report, le
cui caratteristiche comuni possono essere sintetizzate con i seguenti aspetti:
• possibilità di monitorare le variazioni di stato amministrativo delle
posizioni;
• analisi dei flussi finanziari collegati a tali variazioni;
• confronto tra la situazione corrente e quella presente nel mese prece-
dente, a tre mesi di distanza e a un anno di distanza.
Esempi:
1. numero di posizioni passate dallo stato Sconfini allo stato Incagli nel-
l’ultimo mese;
2. variazione del totale utilizzo per le posizioni a Incaglio, suddivise tra
entrate, uscite e variazioni di importo dell’ultimo anno.
Tali report risultano di grande valore aggiunto per poter calcolare le
performance raggiunte dalle diverse strutture del gruppo bancario e al
tempo stesso far emergere con maggiore chiarezza i trend in corso.
Analizzate le richieste è emersa la possibilità di elaborare i report desi-
derati, ottenendo però delle basse prestazioni. Non sarebbe stato infatti
possibile sfruttare il modello a stella creato per calcolare i risultati in modo
efficiente (esecuzione di star join), data la necessità di confrontare più righe
della tabella dei fatti, cioè lo stato di una certa posizione in periodi diversi
(self join).
Inoltre sono state riscontrate contemporaneamente la necessità di man-
tenere quanto già implementato e la difficoltà di creare un modello che con-
ciliasse le nuove richieste con quelle originali. La soluzione individuata ha
consistito nella creazione di una tabella dei fatti aggiuntiva, derivante
da quella originale, in modo tale da ottenere i risultati richiesti attraverso
una struttura dedicata, che beneficiasse però del lavoro svolto fino a quel
momento.
A partire dalla tabella dei fatti, ogni mese, sono effettuate ulteriori ope-
razioni di ETL (attraverso funzioni PL/SQL invocate dai mapping ripor-
tati in Figura 6.9) per caricare un’altra tabella dei fatti con le seguenti
caratteristiche:
• il fatto rappresenta un flusso creditizio tra diversi periodi alla gra-
nularità della singola posizione;
• sono presenti le dimensioni già individuate per il data mart originale;
• la dimensione Stato è usata due volte come StatoIniziale e StatoFinale;
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• è presente una dimensione degenere aggiuntiva, TipoFlusso, ad indicare
il tipo di confronto (mensile, trimestrale, annuale);
• le misure sono le stesse e risultano semi-additive, oltre che per la
dimensione Periodo, anche rispetto alla dimensione TipoFlusso.
6.4 Invio automatico di flussi
Il workflow di front-end è arricchito con un ulteriore task, che consiste
nell’invio automatico agli utenti della DCCP di flussi di dati relativi alle
informazioni mensili corrispondenti all’ultimo caricamento effettuato.
Nella pratica viene invocata una query che esegue uno star-join tra la
tabella dei fatti e tutte le dimensioni allo scopo di ottenere un record per ogni
posizione valorizzato con i campi identificativi delle posizioni, le informazioni
anagrafiche disponibili (codici e descrizioni estratti dalle dimensioni) e gli
importi corrispondenti (misure). Il risultato è al termine memorizzato in un
file di testo in formato csv e spostato in una directory di invio.
L’invio del flusso avviene sfruttando lo stesso protocollo di interscambio
previsto per la ricezione dei dati dai sistemi alimentanti, attraverso script
automatici che implementano la sending area, una funzionalità del Quadro
di Controllo duale rispetto all’acquisizione dei flussi alimentanti. Gli script,
monitorando periodicamente la directory di invio, identificano i nuovi file
non ancora distribuiti e interrogano tabelle di configurazione predefinite per
inviare i flussi al corretto destinatario.
6.5 Implementazione fisica
Come è noto, la scelta delle strutture di memorizzazione fisica delle tabelle,
così come la decisione di costruire indici su determinati campi, ha un forte
impatto sulle prestazioni ottenute nell’eseguire un accesso ai dati contenuti
in un database (lettura, modifica, cancellazione). Quando un database re-
lazionale è usato per registrare le informazioni relative a un data mart le
performance riguardano la velocità con la quale è possibile interrogare in
lettura la tabella dei fatti unita tramite join a una o più dimensioni.
La soluzione adottata consiste generalmente nel fare una stima del com-
portamento dell’utente e calcolare, attraverso diverse tecniche come quelle
descritte in [Albano, 2014], gli indici e le viste materializzate (adibite al calco-
lo e alla memorizzazione di aggregati parziali delle misure lungo determinate
dimensioni) che garantiscono i migliori risultati.
Per il progetto sviluppato non è stato possibile ottenere una stima reali-
stica dell’effettivo utilizzo da parte dell’utente e pertanto, anziché sviluppare
soluzioni potenzialmente buone ma non basate su dati reali, si è deciso di
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procedere in modo differente. Gli elementi centrali che è possibile tenere in
considerazione per studiare il comportamento dell’utente sono i seguenti:
• le misure sono semi-additive rispetto alla dimensione Periodo;
• la profilazione dell’utente comporta che molti di essi avranno visibilità
su un insieme ristretto di istituti del gruppo.
La prima informazione lascia dedurre che i report normalmente conter-
ranno dati su una o più mensilità o che comunque le misure saranno rag-
gruppate sul periodo. La seconda suggerisce che il sistema (in base a logi-
che di sicurezza introdotte nel capitolo successivo) filtrerà implicitamente le
informazioni su uno o più codici ABI.
La soluzione individuata cosiste nel memorizzare la tabella dei fatti sfrut-
tando le potenzialità del partizionamento. Alcuni DBMS come Oracle
prevedono la possibilità di memorizzare le tabelle dividendole in più parti-
zioni. Ciò comporta che diversi insiemi di righe, formati secondo vari criteri,
saranno memorizzati in modo indipendente l’uno dall’altro.
Il Sorgente B.2 mostra la definizione del partizionamento relativo alla
tabella dei fatti. Come si può notare il codice istruisce il sistema indicando su
quale attributo creare le partizioni (ID_DPER) e un ulteriore attributo su cui
creare delle sottopartizioni (COD_ABI_CARTOLARIZZATO). Quest’ultimo è il
codice ABI che si trova nella dimensione StruttOrganizzativa e che, per poter
usare questa tecnica, in fase di ETL è inserito nella tabella dei fatti. Come
spiegato nel capitolo successivo, l’inserimento del codice ABI all’interno della
tabella dei fatti (assieme al codice comparto) risulta inoltre necessario per
poter implementare le politiche di visibilità richieste.
Il codice indica come dividere le tuple sul primo campo, cioè in intervalli
numerici, e sul secondo, per il quale è necessario indicare la lista dei possibili
ABI trattandosi di un campo di tipo enumerativo. Al termine si definisce la
creazione della partizione e sottopartizione di default che conterrà i fatti
riferiti a periodi precedenti al gennaio dell’anno 4713 (una sorta di “più
infinito”) e ad ABI eventualmente non inclusi tra quelli previsti.
Ogni volta che viene effettuato il caricamento di una nuova mensilità la
nuova partizione corrispondente è creata scindendola da quella di default e
sono create le sottopartizioni necessarie a contenere i nuovi record. Qualora si
esegua il ricarico di una mensilità esistente invece la partizione viene troncata
eliminando tutti i record in essa contenuti in modo rapido e indipendente
dagli altri periodi.
Le interrogazioni della tabella, che come detto riguardano sempre perio-
di distinti, saranno tradotte dall’ottimizzatore in piani di accesso capaci
di sfruttare il partizionamento, individuando in tempi approssimativamente
nulli le partizioni necessarie e disponendo dei record già suddivisi nei gruppi
su cui eseguire l’aggregazione delle misure.
86
Solo quando necessario sarà possibile ottenere lo stesso effetto a un livello
maggiore di dettaglio, per selezionare i fatti che si riferiscono a particolari
istituti bancari.
Hardware
Per completezza si introduce brevemente la piattaforma tecnologica su cui
poggia il data warehouse del Quadro di Controllo. Il sistema usato è Oracle
Exadata, un prodotto che include:
• il DBMS, configurato per ospitare un data warehouse;
• il sistema operativo (Oracle Linux nelle versioni più recenti);
• una macchina hardware progettata espressamente per ospitare un da-
tabase Oracle con specifiche tecniche di alto livello, a partire da un
quantitativo di memoria RAM superiore a 10TB; nelle prime versioni
si trattava di macchine prodotte da Hewlett-Packard Company, nelle
più recenti dalla Sun Microsystems, acquisita da Oracle.
Prodotti come il suddetto (definiti sul mercato dal termine appliance) na-
scono dall’idea che, per elaborare moli sempre maggiori di dati e permettere
l’interazione contemporanea di un numero molto alto di utenti (come nel
caso del QdC), risultino necessari congiutamente strutture logiche ad-hoc,
software di alta qualità e hardware in grado di fornire la potenza di calcolo
richiesta, il tutto progettatto in modo interdipendente al fine di sfruttarne





Il capitolo che segue ha come obiettivo quello di mostrare le ultime fasi di
realizzazione del Cruscotto MCP. In particolare, terminata la progettazione
del data mart e implementati i processi di ETL volti a caricare i dati nelle
strutture definite, si presenta la creazione dell’interfaccia rivolta agli utenti
del sistema.
Nella parte iniziale è mostrata l’importazione dei metadati relativi al
data mart all’interno del repository di OBIEE e si introducono i meccanismi
di profilazione dell’utente. Successivamente è descritta la definizione del
cruscotto e della relativa reportistica all’interno dell’applicazione.
7.1 Definizione dei metadati in Oracle BI
Come è osservabile nella Figura 7.1, per il progetto corrente è stato creato sul
livello fisico del file RPD un nuovo database di origine (QZ_CCP) indipen-
dente solo da un punto di vista logico, dato che i connectionPool definiscono
una connessione al database Oracle QUAD0 usato anche dalle altre aree di
analisi, qui indicato come QZ.
L’importazione dei metadati in OBIEE avviene attraverso la mappatu-
ra di viste, un layer aggiuntivo che normalmente non aggiunge alcuna logica
rispetto alle tabelle dei fatti e alle dimensioni sottostanti; tuttavia esse garan-
tiscono una maggiore flessibilità permettendo l’inserimento di raffinamenti a
tempo di esecuzione qualora risulti necessario.
Per il monitoraggio del credito problematico sono stati importati quindi
i metadati relativi alle viste di interesse (tabelle dei fatti e dimensioni) e
sono stati creati in aggiunta due alias per la tabella contenente la dimensione
Stato. Tali alias sono necessari per interrogare la tabella dei fatti relativa alle
performance che, come descritto nel capitolo precedente, risulta doppiamente
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connessa alla dimensione degli stati, riportando lo stato amministrativo di
ogni posizione all’inizio e alla fine del periodo di confronto.
Figura 7.1: Definizione metadati nel repository di OBIEE
Per quanto riguarda il livello logico troviamo una corrispondenza biuni-
voca tra tabelle logiche e le corrispettive fisiche. Il sistema identifica con
il simbolo cancelletto (#) le tabelle dei fatti, cioè quelle tabelle logiche su
cui sono state definite delle metriche e che non risultano collegate ad altre
tabelle con relazioni di tipo join (1,n). Ad esse si vanno ad aggiungere le
gerarchie create per alcune delle dimensioni; la definizione di gerarchie non
è obbligatoria ma semplifica la definizione di alcune metriche, in particolare
nel caso della gerarchia temporale.
Sul livello di presentazione i campi sono esposti in modo da rendere im-
mediata la comprensione del contenuto all’utente. Qui sono state definite
alcune cartelle per organizzare le dimensioni (divise tra comuni e specifiche
rispetto all’area di analisi del credito problematico) e per suddividere i campi
della tabella dei fatti a seconda della loro natura. I campi identificati dal
simbolo rappresentante un righello giallo sono quelli su cui è stata defini-
ta una regola di aggregazione che nel caso corrente è sempre una somma,
ad eccezion fatta per Num Posizioni, un attributo logico che implementa la
metrica COUNT(*).
Per l’intera subject area la visibilità è riservata a un ruolo applicativo
identificato dal codice BA_MCP (vedi sottosezione 5.3.3).
Oltre ai metadati riferiti alle strutture dati e alle relazioni fra esse sono
stati definiti:
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• un blocco di inizializzazione che ha il compito di identificare e memo-
rizzare in una variabile di sessione il tipo di profilo ricopero dall’uten-
te, cioè di fatto la categoria di appartenenza tra quelle indicate nella
sottosezione 2.4.2;
• altre variabili che hanno la funzione di contenere parametri di de-
fault per il profilo individuato e risulteranno utili nella creazione dei
dashboard;
• l’invocazione di una procedura del database da effettuarsi al momento
della connessione; tale procedura altera la sessione Oracle in modo da
realizzare le logiche di visibilità dei dati richieste.
Le funzionalità sopra riportate sono realizzate per mezzo di tabelle, fun-
zioni e procedure contenute in un apposito schema del database, dedicato
alla gestione dei meccanismi di sicurezza e profilazione, descritto nella sezione
successiva.
7.2 Profilazione utente e visibilità dei dati
Alla base della sicurezza si trovano numerose strutture dati rappresentanti
entità e relazioni tra di esse. Un modello della situazione globale è illustrato
nella Figura 7.2. Le entità coinvolte risultano:
Figura 7.2: Modello delle entità coinvolte nelle politiche di visibilità
• utente - la persona fisica, dipendente del gruppo Intesa Sanpaolo, che
ha accesso all’interfaccia;
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• ufficio - rappresenta la minima unità operativa riconosciuta dal siste-
ma;
• gruppo ambito - macrocategoria di utenti su cui è impostata la
visibilità dei dati;
• contesto di sicurezza - rappresenta una politica di visibilità definita
da un insieme di regole;
• area di analisi - corrisponde a una subject area, astrae il concetto di
datamart;
• dashboard - un cruscotto esistente, presente sul catalogo dell’istanza
OBIEE usata.
Il punto di partenza sono gli utenti del sistema, classificati in base al-
l’ufficio di appartenenza. Diversi uffici sono ricondotti ad un unico gruppo
ambito, in modo tale da poter configurare in modo univoco politiche di
sicurezza che devono essere analoghe.
È infatti a livello di gruppo ambito che sono definite le regole di visibilità
dei dati. In particolare per ogni gruppo si definiscono:
1. i ruoli applicativi ricoperti per l’interazione con il BI Server, ovvero
quali datamart è possibile interrogare;
2. i ruoli applicativi assunti per interagire con il Presentation Catalog e
cioè quali oggetti (es. dashboard) è possibile eseguire e navigare;
3. la regola di visibilità imposta, a seconda del contesto di riferimento.
In sintesi, affinché un utente possa esplorare le informazioni contenute in
un data mart, deve essere membro di un ufficio che ricade all’interno di un
gruppo ambito con visibilità dell’area di analisi. Per accedere al contenuto
di un report preimpostato e visualizzarne il risultato (tabella, grafico ecc.) il
gruppo ambito dovrà possedere, in aggiunta a quanto sopra, i permessi per
accedere al cruscotto che contiene tali elementi.
Inoltre i dati visualizzati potrebbero risultare parziali, perché limitati (in
modo del tutto trasparente per l’utente) in base alla regola prevista per il
gruppo e per il contesto corrente.
ll contesto usato per l’interazione con la maggior parte delle aree di analisi
del Quadro di Controllo implementa delle regole basate sull’ABI presente
nei record delle diverse tabelle dei fatti. Per il progetto corrente è stato
implementato un contesto specifico con regole basate sia sull’ABI, sia sul
codice comparto relativo alle singole posizioni creditizie. Il contesto include
meta-regole del tipo:
• COD_ABI_CARTOLARIZZATO in (:ABI_DR)
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• COD_COMPARTO in (:COMP_SERVIZIO)
• 1=1 (massima visibilità)
Le regole astratte sono poi istanziate da procedure che sostituiscono le
variabili con le liste di comparti e/o ABI visibili a un utente specifico, sfrut-
tando le informazioni relative all’unità operativa in cui egli svolge la propria
mansione. Nel caso della prima regola, ad esempio, a tempo di esecuzione
si individua la direzione regionale di appartenenza dell’utente (responsabile)
e :ABI_DR è istanziato con la lista dei codici ABI degli istituti inclusi nella
direzione.
7.2.1 Inizializzazione della sessione utente
A tempo di esecuzione il sistema interagisce con le strutture di sicurezza cita-
te in precedenza (periodicamente aggiornate), in particolare attraverso viste
che per ogni utente sintetizzano le informazioni relative a permessi sui dash-
board, permessi sulle aree e regole di visibilità sotto forma di WHERE con-
dition. Nello specifico quando un utente si collega la sessione è inizializzata
attraverso i seguenti passi:
1. un blocco di inizializzazione comune valorizza alcune variabili di siste-
ma, come l’identificativo dell’utente e le liste di ruoli relative alle due
tipologie di permessi;
2. si attiva il blocco realizzato per memorizzare il profilo dell’utente (DC-
CP, CIB, DR, SERVIZIO, COMPARTO ecc.) specifico per il progetto
corrente;
3. successivi blocchi inizializzano le variabili definite per le impostazioni
di default da usare nella visualizzazione dei report da parte di quel
particolare profilo (es. il tipo di vista mensile/trimestrale, la metrica
mostrata ecc.);
4. si inizializza una connessione a QZ_CCP dove la visibilità risulterà
impostata nel modo seguente:
• la procedura, invocata passando lo userid dell’utente, estrae dalle
viste la WHERE condition che corrisponde al profilo dell’utente
e la memorizza in una variabile della sessione del database;
• sulle viste relative alle tabelle dei fatti è definita una policy di
sicurezza (funzionalità del DBMS Oracle), che permette di ag-
giungere automaticamente un filtro implicito ogni volta che la
tabella viene interrogata, in base alla condizione restituita da una
funzione personalizzabile;
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• nel caso corrente la suddetta funzione interroga semplicemente il
contesto della sessione restituendo la WHERE condition prece-
dentemente determinata.
7.3 Il dashboard
Per il Cruscotto MCP sono stati creati un nuovo oggetto dashboard, costi-
tuito da diverse pagine, e cartelle destinate a contenere gli oggetti inclusi in
esso, cioè analisi, prompt e filtri. Su tutti gli elementi è stato impostato il
permesso di accesso agli utenti che ricoprono il ruolo di amministratore o un
nuovo ruolo specifico, DA_MCP. Oltre a visualizzare i report preimpostati, gli
utenti abilitati potranno decidere di creare nuove analisi per interagire di-
namicamente con il datamart (OLAP), visualizzare i risultati (come tabelle
pivot, grafici ecc.) e salvare quanto prodotto per interrogazioni future.
Accedendo al cruscotto l’utente si ritrova di fronte a un’interfacciamenù,
dove i collegamenti alle pagine contenenti i singoli report sono raggruppati
in sezioni espandibili (Figura 7.3). La pagina indice e le pagine contenenti
i report hanno un aspetto analogo dal punto di vista grafico, dal momento
che includono un tema specifico creato a partire da quello di default agendo
sul codice CSS. Si ricorda infatti che, trattandosi di un sistema web-based,
gran parte del rendering dipende dall’interazione con il browser.
Le sezioni del menù sono anch’esse analisi costruite in modo tale da
mostrare all’utente soltanto i report destinati al proprio profilo. Questemeta-
analisi producono il risultato interrogando ulteriori strutture dati definite
per il lavoro corrente sul database di sicurezza, configurabili per modificare
flessibilmente i menù dinamici.
Figura 7.3: Pagina indice del Cruscotto MCP
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I report di stock analizzano l’entità di gruppi di posizioni creditizie ag-
gregate in relazione a diverse dimensioni, presentando alcune caratteristiche
e funzionalità comuni (Figura 7.4, importi in migliaia di euro):
• si confrontano, a livello tabellare e grafico, le situazioni rilevate in
periodi differenti per permettere l’individuazione di un trend;
• è possibile scegliere se visualizzare gli ultimi mesi consecutivi rispetto
al periodo prescelto o confrontare periodi che cadono a un trimestre di
distanza;
• si può selezionare la grandezza di interesse (numero di posizioni, totale
utilizzo o totale accordato);
• per la grandezza scelta si può definire un ulteriore livello di dettaglio,
definendo così la metrica da calcolare;
• è possibile impostare dei filtri predefiniti per determinati attributi
dimensionali;
• è offerta la possibilità di approfondire il risultato ottenuto attraverso
il drill-down lungo un’ulteriore dimensione a scelta e di ottenere il det-
taglio sulle posizioni coinvolte cliccando su un valore numerico (Figura
7.5).
I report sull’evoluzione flussi ricalcano la struttura di quelli di stock
ma interrogano la tabella delle performance, in modo da rappresentare l’en-
tità dei flussi creditizi in entrata/uscita dai diversi stati amministrarivi,
distribuiti lungo le diverse dimensioni.
A partire dalla seconda tabella dei fatti possono essere tratti altri tipi di
report, come quello mostrato in Figura 7.6. Il report di efficacia mostra il
confronto tra due periodi (nell’esempio la stessa mensilità a distanza di un
anno), evidenziando lo stock iniziale, quello finale e le componenti di varia-
zione intervenute: entrata di nuove posizioni, uscita di posizioni esistenti e
l’eventuale variazione subita dalle posizioni in essere (presente solo in caso di
una metrica di tipo importo). La rappresentazione scelta prevede un grafico
di tipo waterfall, adatto alla visualizzazione del fenomeno, accompagnato
da una tabella di dettaglio che distribuisce stock e flussi lungo una certa
dimesione (nell’esempio il settore economico).
Il report Matrici di transizione (Figura 7.7) mostra i passaggi di stato
avvenuti confrontando le posizioni a distanza di un certo periodo di tempo
(nell’esempio un trimestre). In questo modo si riesce a catturare la relazione
esistente tra i diversi stati e il modo in cui le posizioni attraversano gli stessi.
Risulta utile in questo caso rappresentare la composizione percentuale dei
flussi rispetto allo stato di partenza/destinazione (es. Figura 7.8).
Un particolare report utilizzato per analizzare lo stock del credito pro-
blematico mostra la classifica dei primi venti gruppi economici (top 20) per
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Figura 7.4: Esempio di report di stock
Figura 7.5: Esempio di drill-down e collegamento alla pagina di dettaglio
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Figura 7.6: Esempio di report di efficacia con grafico waterfall
Figura 7.7: Esempio di report a matrice
Figura 7.8: Esempio di report a matrice con valori percentuali
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importo di utilizzo. A differenza dei report precedenti in questo caso non
vengono visualizzate categorie ampie di soggetti ma gruppi economici ben
precisi oppure, nel caso di clienti non appartenenti ad alcun gruppo, il nome
del cliente stesso. Per questa ragione, per motivi di privacy, nell’esempio in
Figura 7.9 i nominativi sono stati oscurati. Per analisi specifiche è possibi-
le selezionare un certo stato e ottenere la classifica prodotta considerando
soltanto le posizioni che si trovano in quello stato amministrativo 7.10.
Figura 7.9: Esempio di report Top 20 gruppi
Le altre voci presenti nel menù corrispondono a report non mostrabili
allo stato attuale del lavoro in quanto:
• non ancora implementati, nonostante i dati siano disponibili;
• implementabili solo in seguito a modifiche in corso sui processi di ETL;
• oppure si riferiscono a datamart affini a quelli implementati ma che
prevedono tabelle dei fatti e/o dimensioni non ancora realizzate (come
sarà meglio indicato nella parte conclusiva del lavoro).
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È stato presentato il lavoro svolto per la progettazione e l’implementazione
di un data warehouse per il monitoraggio del credito problematico, portato
avanti all’interno di un’attività progettuale dell’azienda Technology Reply
rivolta al cliente Intesa Sanpaolo.
L’attività ha permesso di studiare preliminarmente la tematica oggetto
del lavoro e le ripercussioni del fenomeno sulla gestione del credito all’interno
degli istituti di credito, anche in relazione alla normativa corrente.
L’obiettivo è stato quello di creare una piattaforma dedicata all’analisi
dei crediti problematici del gruppo che permettesse di rappresentare, in modo
globale e al tempo stesso conciso, l’entità del portafoglio crediti, la compo-
sizione di questo in relazione a diverse dimensioni e l’evoluzione delle gran-
dezze nel tempo, allo scopo di rendere l’analisi più completa, comparativa e
in grado di evidenziare tendenze in corso. Le entità principali coinvolte sono
state il cliente, le strutture territoriali che costituiscono il gruppo bancario,
le unità gestionali e lo stato amministrativo delle posizioni creditizie.
Gli sforzi maggiori sono stati sostenuti per definire una corretta trasfor-
mazione delle diverse fonti di dato disponibili e la combinazione di queste per
ottenere le corrette informazioni da inserire nella struttura dati progettata.
Un preciso e strutturato lavoro di ETL è stato infatti implementato e mi-
gliorato in modo iterativo per rispettare completamente i requisiti e raffinare
il processo.
La soluzione risulta soddisfacente grazie anche all’uso dell’applicazione
OBIEE, piattaforma di business intelligence con cui è stata creata un’in-
terfaccia accessibile all’utente finale per analisi multidimensionali sui data
mart, implementati come star schema relazionali su database Oracle. La
produzione di un cruscotto arricchisce il sistema fornendo un insieme pre-
configurato di report grafici navigabili e interattivi, che rappresentano lo
stato e i cambiamenti rilevati in relazione a differenti punti di vista e che
risultano personalizzabili dall’utente e per l’utente.
Si conferma la validità normalmente attribuita al modello proposto in
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[Albano, 2014] per la completezza di visione offerta, la presentazione di
soluzioni efficaci e la descrizione degli aspetti formali.
La soluzione può essere migliorata attraverso uno studio più approfondi-
to dell’impatto di alcune scelte implementative sull’uso del sistema da parte
degli utenti, allo scopo di migliorare ulteriormente le prestazioni raggiunte.
Migliorie aggiuntive potrebbero riguardare l’arricchimento delle informazio-
ni rappresentate e la creazione di nuovi report per mostrare fenomeni non
ancora evidenziati.
Per gli sviluppi futuri si prevede la realizzazione di un nuovo data mart,
che condivida parte delle dimensioni definite per il progetto appena termina-
to, e permetta l’analisi di grandezze affini a quelle analizzate per il fenomeno
precedente ma più vicine all’ottica contabile, rivelando l’impatto del credito
deteriorato sui risultati gestionali degli istituti coinvolti. Le misure coinvolte
rispecchieranno i concetti di rettifica di valore, tasso di copertura dei crediti
e costo del credito.
Pur prevedendo una granularità fine quanto quella rappresentata dalla
singola posizione creditizia, si ipotizza la realizzazione di una struttura di da-
ti con un livello di aggregazione maggiore da memorizzare tramite un DBMS
multidimensionale come Essbase, prodotto fornito da Oracle dedicato a ela-
borazioni OLAP. Il sistema avrà l’obiettivo di rendere disponibili previsioni
future sull’entità delle grandezze osservate, attraverso un modello statistico
predeterminato.
Si ringrazia il lettore per l’attenzione concessa e coloro che hanno contri-



























23 FROM T_MCRE0_APP_MICROSTATI MICRO
24 JOIN
25 T_MCRE0_APP_MACROSTATI MACRO
26 ON MICRO.COD_MACROSTATO = MACRO.COD_MACROSTATO) ;
Listing A.1: Definizione vista T_MCRE0_APP_STATI
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7 SELECT TO_CHAR (SYSDATE, ’yyyymm ’ ) AS id_dper ,
8 ’ 00004 ’
9 | | LPAD (NVL (TRIM ( cod_microstato ) , ’ ’ ) , 2 , ’ ’ )
10 | | RPAD (NVL (TRIM ( desc_microstato ) , ’ ’ ) , 50 , ’ ’ )
11 | | RPAD (NVL (TRIM ( cod_macrostato ) , ’ ’ ) , 3 , ’ ’ )
12 | | RPAD (NVL (TRIM ( desc_macrostato ) , ’ ’ ) , 50 , ’ ’ )
13 | | LPAD (NVL (TRIM (TO_CHAR ( val_ordine ) ) , ’ ’ ) , 38 , ’
’ )
14 | | LPAD (NVL (TRIM ( t ip_stato ) , ’ ’ ) , 1 , ’ ’ )
15 | | LPAD (NVL (TRIM ( f lg_stato_chk ) , ’ ’ ) , 1 , ’ ’ )
16 | | LPAD (NVL (TRIM (TO_CHAR ( val_gruppo ) ) , ’ ’ ) , 38 , ’
’ )
17 | | LPAD (NVL (TRIM ( f l g_a l e r t ) , ’ ’ ) , 1 , ’ ’ )
18 FROM t_mcre0_app_stati
19 WHERE cod_microstato <> ’−1 ’ ;
Listing A.2: Estrazione stati amministrativi






7 SELECT TO_CHAR (SYSDATE, ’yyyymm ’ ) AS id_dper ,
8 ’ 00006 ’
9 | | RPAD (NVL (TRIM (TO_CHAR ( id_utente ) ) , ’ ’ ) , 10 , ’
’ )
10 | | LPAD (NVL (TRIM ( cod_matricola ) , ’ ’ ) , 7 , ’ ’ )
11 | | LPAD (NVL (TRIM ( c od_f i s c a l e ) , ’ ’ ) , 22 , ’ ’ )
12 | | RPAD (NVL (TRIM ( cognome ) , ’ ’ ) , 100 , ’ ’ )
13 | | RPAD (NVL (TRIM (nome) , ’ ’ ) , 100 , ’ ’ )
14 | | LPAD (NVL (TRIM ( cod_comparto_appart ) , ’ ’ ) , 6 , ’ ’
)
15 | | LPAD (NVL (TRIM ( cod_comparto_assegn ) , ’ ’ ) , 6 , ’ ’
)
16 | | RPAD (NVL (TRIM (TO_CHAR ( id_re f e r en t e ) ) , ’ ’ ) , 10 ,
’ ’ )
17 | | LPAD (
18 NVL (TRIM (TO_CHAR ( data_assegnazione_ref , ’
ddmmyyyy ’ ) ) , ’ ’ ) ,
19 8 ,
20 ’ ’ )
21 | | LPAD (NVL (TRIM ( f l g_ge s t o r e_ab i l i t a t o ) , ’ ’ ) , 1 , ’
’ )
22 | | LPAD (NVL (TRIM ( cod_priv ) , ’ ’ ) , 6 , ’ ’ )
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23 | | LPAD (NVL (TRIM ( cod_comparto_utente ) , ’ ’ ) , 6 , ’ ’
)
24 FROM t_mcre0_app_utenti
25 WHERE id_utente <> −1;
Listing A.3: Estrazione utenti







7 SELECT TO_CHAR (SYSDATE, ’yyyymm ’ ) AS id_dper ,
8 ’ 00002 ’
9 | | LPAD (NVL (TRIM ( cod_comparto ) , ’ ’ ) , 6 , ’ ’ )
10 | | RPAD (NVL (TRIM ( desc_comparto ) , ’ ’ ) , 50 , ’ ’ )
11 | | LPAD (NVL (TRIM ( va l_s i g l a ) , ’ ’ ) , 3 , ’ ’ )
12 | | LPAD (NVL (TRIM ( f lg_chk ) , ’ ’ ) , 1 , ’ ’ )
13 | | LPAD (NVL (TRIM ( cod_serv i z i o ) , ’ ’ ) , 6 , ’ ’ )
14 | | RPAD (NVL (TRIM ( de s c_se rv i z i o ) , ’ ’ ) , 50 , ’ ’ )
15 | | LPAD (NVL (TRIM ( f lg_girocomparto ) , ’ ’ ) , 1 , ’ ’ )
16 | | LPAD (NVL (TRIM ( c od_ l i v e l l o ) , ’ ’ ) , 2 , ’ ’ )
17 | | LPAD (NVL (TRIM (TO_CHAR ( val_gg_prima_proroga ) ) , ’
’ ) , 41 , ’ ’ )
18 | | LPAD (NVL (TRIM (TO_CHAR ( val_gg_seconda_proroga ) ) ,
’ ’ ) ,
19 41 ,
20 ’ ’ )
21 | | LPAD (NVL (TRIM (TO_CHAR ( val_od_prima_proroga ) ) , ’
’ ) , 41 , ’ ’ )
22 | | LPAD (NVL (TRIM (TO_CHAR ( val_od_seconda_proroga ) ) ,
’ ’ ) ,
23 41 ,
24 ’ ’ )
25 FROM t_mcre0_app_comparti
26 WHERE cod_comparto <> ’#’ ;
Listing A.4: Estrazione comparti







7 (SELECT TO_CHAR (SYSDATE, ’yyyymm ’ ) AS id_dper ,
8 ’ 00007 ’
9 | | LPAD (NVL (TRIM ( cod_abi ) , ’ ’ ) , 5 , ’ ’ )
10 | | LPAD (NVL (TRIM ( cod_processo ) , ’ ’ ) , 2 , ’ ’ )
11 | | RPAD (NVL (TRIM ( desc_processo ) , ’ ’ ) , 50 , ’ ’ )
12 | | LPAD (NVL (TRIM ( t ip_processo ) , ’ ’ ) , 2 , ’ ’ )
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13 | | LPAD (NVL (TRIM ( cod_div ) , ’ ’ ) , 5 , ’ ’ )
14 | | LPAD (NVL (TRIM ( t i p_cred i to ) , ’ ’ ) , 1 , ’ ’ )
15 | | LPAD (NVL (TRIM ( t ip_div ) , ’ ’ ) , 1 , ’ ’ )
16 | | LPAD (NVL (TRIM ( f l g_a t t i v o s t o r i c o ) , ’ ’ ) , 1 , ’ ’ )
17 | | LPAD (NVL (TRIM (TO_CHAR ( val_ordine ) ) , ’ ’ ) , 1 , ’
’ )
18 FROM t_mcre0_cl_processi ) ;
Listing A.5: Estrazione processi






7 SELECT id_dper , RPAD ( record_char , 400 , ’ ’ )
8 FROM v_mcre0_app_qdc_dim_stati
9 UNION ALL
10 SELECT id_dper , RPAD ( record_char , 400 , ’ ’ )
11 FROM v_mcre0_app_qdc_dim_utenti
12 UNION ALL
13 SELECT id_dper , RPAD ( record_char , 400 , ’ ’ )
14 FROM v_mcre0_app_qdc_dim_comparti
15 UNION ALL
16 SELECT id_dper , RPAD ( record_char , 400 , ’ ’ )
17 FROM v_mcre0_app_qdc_dim_processi ;
Listing A.6: Estrazione dimensioni specifiche
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Estrazione storico posizioni











12WHERESUBSTR(TO_CHAR(COD_MESE_HST) , 1 , 6) = P_ID_DPER;
13
14
15 EXECUTE IMMEDIATE ’TRUNCATE TABLE T_MCRE0_APP_QDC_STORICO_MESE’ ;
16 INSERT INTO T_MCRE0_APP_QDC_STORICO_MESE (RECORD_CHAR)
17
18 WITH PERC
19 /∗ e s t r a e d a l l a p e r c o r s i i cambi s t a t o d e l mese ∗/
20 AS (SELECT PERCORSI.∗ ,
21 MAX (TMS) OVER (PARTITION BY
COD_ABI_CARTOLARIZZATO, COD_NDG)
22 AS MAX_TMS,
23 MIN (TMS) OVER (PARTITION BY
COD_ABI_CARTOLARIZZATO, COD_NDG)
24 AS MIN_TMS
25 FROM T_MCRE0_APP_PERCORSI PERCORSI




29 e s t r a e d a l l a p e r c o r s i l e p o s i z i o n i per cu i l ’ u l t imo cambio
s t a t o ne l per iodo e ’ a a t t i v o
30 ∗/











42 (SELECT TIP_STATO, COD_MICROSTATO
43 FROM T_MCRE0_APP_STATI
44 WHERE TIP_STATO = ’A ’ ) STATI
45 ON PERC.COD_STATO = STATI .COD_MICROSTATO
46 WHERE PERC.TMS = PERC.MAX_TMS) ,
47 /∗
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48 e s t r a e d a l l a s t o r i c o e v en t i l o s t o c k con p o s i z i o n i d i t i p o
’A’ ( prob l emat i co )
49 ∗/
50 STOCK















66 FROM T_MCRE0_APP_STORICO_EVENTI STEV
67 JOIN
68 T_MCRE0_APP_STATI STATI
69 ON STEV.COD_STATO = STATI .COD_MICROSTATO
70 WHERE STEV.COD_STATO IS NOTNULL
71 AND STATI .TIP_STATO = ’A ’
72 AND STEV.FLG_CAMBIO_MESE = ’ 1 ’
73 AND SUBSTR (TO_CHAR (STEV.COD_MESE_HST) , 1 , 6) =
P_ID_DPER) ,
74 /∗nuovi a t t i v i p r e s en t i in p e r c o r s i non r e g i s t r a t i in
s t o r i c o e v en t i ∗/
75 SC_NOT




80 ON SC_PERC.COD_ABI_CARTOLARIZZATO =
81 STOCK.COD_ABI_CARTOLARIZZATO
82 AND SC_PERC.COD_NDG = STOCK.COD_NDG
83 WHERE STOCK.COD_NDG IS NULL) ,
84 /∗ recupero campi d a l l a a l l data per g l i a t t i v i non
p r e s en t i ∗/
85 SC_ALL_DATA










96 ON SC_NOT.COD_ABI_CARTOLARIZZATO =
97 ALL_DATA.COD_ABI_CARTOLARIZZATO
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98 AND SC_NOT.COD_NDG = ALL_DATA.COD_NDG) ,
99 /∗nuovi a t t i v i p r e s en t i in p e r c o r s i AND ne l l a s t o r i c o
e v en t i ∗/
100 SC_REG










111 ON SC_PERC.COD_ABI_CARTOLARIZZATO =
112 STOCK.COD_ABI_CARTOLARIZZATO
113 AND SC_PERC.COD_NDG = STOCK.COD_NDG) ,
114 /∗ e s t r a z i on e data g i u s t a ∗/
115 CERCADATA
116 AS ( SELECT PERCORSI.COD_ABI_CARTOLARIZZATO,
117 PERCORSI.COD_NDG,
118 PERCORSI.COD_PERCORSO,
119 MAX (PERCORSI.DTA_DECORRENZA_STATO) AS
DATA_MAX
120 FROM T_MCRE0_APP_PERCORSI PERCORSI
121 JOIN T_MCRE0_APP_STATI STATI
122 ON PERCORSI.COD_STATO = STATI .
COD_MICROSTATO
123 JOIN T_MCRE0_APP_STATI STATIPRE
124 ON PERCORSI.COD_STATO_PRECEDENTE = STATIPRE
.COD_MICROSTATO
125 WHERE TO_CHAR (DTA_DECORRENZA_STATO, ’YYYYMM’ )
<= P_ID_DPER
126 AND NVL (STATI .COD_MACROSTATO, ’ND’ ) <>




131 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
132 FUORI
133 /∗ l ’ u l t imo pas sagg io d e l mese e ’ a uno s t a t o ’U’ ∗/












146 (SELECT COD_MACROSTATO, COD_MICROSTATO
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147 FROM T_MCRE0_APP_STATI
148 WHERE TIP_STATO = ’U ’ ) STATI
149 ON PERC.COD_STATO = STATI .COD_MICROSTATO
150 WHERE PERC.TMS = PERC.MAX_TMS) ,
151 /∗ i l primo pas sagg io d e l mese da uno s t a t o ’A’ ∗/
152 DENTRO
153 AS (SELECT PERC.COD_ABI_CARTOLARIZZATO, PERC.COD_NDG
154 FROM PERC
155 JOIN
156 (SELECT COD_MACROSTATO, COD_MICROSTATO
157 FROM T_MCRE0_APP_STATI
158 WHERE TIP_STATO = ’A ’ ) STATI
159 ON PERC.COD_STATO_PRECEDENTE = STATI .
COD_MICROSTATO
160 WHERE PERC.TMS = PERC.MIN_TMS) ,
161 /∗ l a po s i z i one ha cambiato almeno una v o l t a s t a t o ne l mese
da un ’A’ i n i z i a l e a ’U’ f i n a l e ∗/
162 USCITE
163 AS (SELECT FUORI.∗
164 FROM FUORI /∗
165 JOIN
166 DENTRO
167 ON FUORI.COD_ABI_CARTOLARIZZATO =
168 DENTRO.COD_ABI_CARTOLARIZZATO
169 AND FUORI.COD_NDG = DENTRO.COD_NDG∗/ ) ,
170 /∗ p o s i z i o n i s t o c k non prese come a t t i v i o u s c i t e d a l l a
p e r c o r s i ∗/
171 STOCK_ALTRO
172 AS (SELECT STOCK.∗
173 FROM STOCK
174 LEFT JOIN SC_PERC
175 ON STOCK.COD_ABI_CARTOLARIZZATO =
176 SC_PERC.COD_ABI_CARTOLARIZZATO
177 AND STOCK.COD_NDG = SC_PERC.COD_NDG
178 LEFT JOIN USCITE
179 ON STOCK.COD_ABI_CARTOLARIZZATO =
180 USCITE.COD_ABI_CARTOLARIZZATO
181 AND STOCK.COD_NDG = USCITE.COD_NDG
182 WHERE SC_PERC.COD_NDG IS NULLAND USCITE.COD_NDG IS
NULL) ,
183 /∗ per l e p o s i z i o n i a t t i v e a f i n e mese s i o t t i e n e l a data
decorrenza macrostato e s a t t a ∗/
184 ATTIVI
185 AS (SELECT UNITI .∗ ,
186 CERCADATA.DATA_MAX AS DTA_DECORRENZA_STATO,
187 0 AS VAL_NUM_PROROGHE
188 FROM (SELECT ∗ FROM SC_REG
189 UNION ALL
190 SELECT ∗ FROM STOCK_ALTRO
191 UNION ALL
192 SELECT ∗ FROM SC_ALL_DATA) UNITI
193 JOIN
194 CERCADATA
195 ON UNITI .COD_ABI_CARTOLARIZZATO =
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196 CERCADATA.COD_ABI_CARTOLARIZZATO
197 AND UNITI .COD_NDG = CERCADATA.COD_NDG
198 AND UNITI .COD_PERCORSO = CERCADATA.
COD_PERCORSO)
199 /∗ f i n e d i c h i a r a z i on e v i s t e ∗/
200
201 SELECT RPAD (NVL (TRIM (ATTIVI .COD_ABI_ISTITUTO) , ’ ’ ) , 5 , ’
’ )
202 | | RPAD (NVL (TRIM (ATTIVI .COD_ABI_CARTOLARIZZATO) , ’ ’ ) ,
5 , ’ ’ )
203 | | RPAD (NVL (TRIM (ATTIVI .COD_NDG) , ’ ’ ) , 16 , ’ ’ )
204 | | RPAD (NVL (TRIM (COD_SNDG) , ’ ’ ) , 16 , ’ ’ )
205 | | RPAD (NVL (TRIM (TO_CHAR (DTA_INI_VALIDITA, ’YYYYMMDD’
) ) , ’ ’ ) ,
206 8 ,
207 ’ ’ )
208 | | RPAD (NVL (TRIM (TO_CHAR (DTA_FINE_VALIDITA, ’YYYYMMDD
’ ) ) , ’ ’ ) ,
209 8 ,
210 ’ ’ )
211 | | RPAD (NVL (TRIM (FLG_CAMBIO_STATO) , ’ ’ ) , 1 , ’ ’ )
212 | | RPAD (NVL (TRIM (FLG_CAMBIO_GESTORE) , ’ ’ ) , 1 , ’ ’ )
213 | | RPAD (NVL (TRIM (FLG_CAMBIO_COMPARTO) , ’ ’ ) , 1 , ’ ’ )
214 | | RPAD (NVL (TRIM ( ’ 1 ’ ) , ’ ’ ) , 1 , ’ ’ ) /∗FLG_CAMBIO_MESE
UGUALE A 1 PER GLI ATTIVI∗/
215 | | RPAD (NVL (TRIM (DESC_NOME_CONTROPARTE) , ’ ’ ) , 64 , ’ ’
)
216 | | RPAD (NVL (TRIM (COD_GRUPPO_LEGAME) , ’ ’ ) , 18 , ’ ’ )
217 | | RPAD (NVL (TRIM (REPLACE (ATTIVI .COD_GRUPPO_ECONOMICO,
’−1 ’ , ’ ’ ) ) , ’ ’ ) ,
218 8 ,
219 ’ ’ )
220 | | RPAD (NVL (TRIM (COD_GRUPPO_SUPER) , ’ ’ ) , 20 , ’ ’ )
221 | | RPAD (NVL (TRIM (TO_CHAR (DTA_INTERCETTAMENTO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
222 8 ,
223 ’ ’ )
224 | | RPAD (NVL (TRIM (ATTIVI .COD_FILIALE) , ’ ’ ) , 5 , ’ ’ )
225 | | RPAD (NVL (TRIM (ATTIVI .COD_STRUTTURA_COMPETENTE) , ’ ’
) , 5 , ’ ’ )
226 | | RPAD (NVL (TRIM (COD_RAMO_HOST) , ’ ’ ) , 6 , ’ ’ )
227 | | RPAD (NVL (TRIM (COD_COMPARTO_HOST) , ’ ’ ) , 6 , ’ ’ )
228 | | RPAD (
229 NVL (TRIM (REPLACE (COD_COMPARTO_CALCOLATO_PRE, ’#’
, ’ ’ ) ) , ’ ’ ) ,
230 6 ,
231 ’ ’ )
232 | | RPAD (NVL (TRIM (REPLACE (COD_COMPARTO_CALCOLATO, ’#’ ,
’ ’ ) ) , ’ ’ ) ,
233 6 ,
234 ’ ’ )
235 | | RPAD (NVL (TRIM (COD_COMPARTO_ASSEGNATO) , ’ ’ ) , 6 , ’ ’
)
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236 | | RPAD (NVL (TRIM (TO_CHAR (ATTIVI .COD_PERCORSO) ) , ’ ’ ) ,
3 , ’ ’ )
237 | | RPAD (NVL (TRIM (ATTIVI .COD_PROCESSO) , ’ ’ ) , 2 , ’ ’ )
238 | | RPAD (NVL (TRIM (REPLACE (ATTIVI .COD_STATO, ’−1 ’ , ’ ’ )
) , ’ ’ ) ,
239 2 ,
240 ’ ’ )
241 | | RPAD (
242 NVL (TRIM (TO_CHAR (ATTIVI .DTA_DECORRENZA_STATO, ’
YYYYMMDD’ ) ) ,
243 ’ ’ ) ,
244 8 ,
245 ’ ’ )
246 | | RPAD (
247 NVL (TRIM (TO_CHAR (ATTIVI .DTA_SCADENZA_STATO, ’
YYYYMMDD’ ) ) ,
248 ’ ’ ) ,
249 8 ,
250 ’ ’ )
251 | | RPAD (
252 NVL (TRIM (REPLACE (ATTIVI .COD_STATO_PRECEDENTE, ’
−1 ’ , ’ ’ ) ) ,
253 ’ ’ ) ,
254 2 ,
255 ’ ’ )
256 | | RPAD (NVL (TRIM (COD_TIPO_INGRESSO) , ’ ’ ) , 1 , ’ ’ )
257 | | RPAD (NVL (TRIM (ID_TRANSIZIONE) , ’ ’ ) , 1 , ’ ’ )
258 | | RPAD (NVL (TRIM (TO_CHAR (ATTIVI .DTA_PROCESSO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
259 8 ,
260 ’ ’ )
261 | | RPAD (NVL (TRIM (TO_CHAR (ID_REFERENTE) ) , ’ ’ ) , 20 , ’
’ )
262 | | RPAD (
263 NVL (TRIM (TO_CHAR (REPLACE (ATTIVI .ID_UTENTE, ’−1 ’
, ’ ’ ) ) ) ,
264 ’ ’ ) ,
265 20 ,
266 ’ ’ )
267 | | RPAD (
268 NVL (TRIM (TO_CHAR (REPLACE (ID_UTENTE_PRE, ’−1 ’ , ’
’ ) ) ) , ’ ’ ) ,
269 20 ,
270 ’ ’ )
271 | | RPAD (NVL (TRIM (TO_CHAR (DTA_INI_UTENTE, ’YYYYMMDD’ ) )
, ’ ’ ) ,
272 8 ,
273 ’ ’ )
274 | | RPAD (NVL (TRIM (TO_CHAR (DTA_FINE_UTENTE, ’YYYYMMDD’ )
) , ’ ’ ) ,
275 8 ,
276 ’ ’ )
277 | | RPAD (NVL (TRIM (TO_CHAR (FLG_SOMMA) ) , ’ ’ ) , 1 , ’ ’ )
278 | | RPAD (NVL (TRIM (FLG_RIPORTAFOGLIATO) , ’ ’ ) , 1 , ’ ’ )
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279 | | RPAD (NVL (TRIM (FLG_GRUPPO_ECONOMICO) , ’ ’ ) , 1 , ’ ’ )
280 | | RPAD (NVL (TRIM (FLG_GRUPPO_LEGAME) , ’ ’ ) , 1 , ’ ’ )
281 | | RPAD (NVL (TRIM (FLG_SINGOLO) , ’ ’ ) , 1 , ’ ’ )
282 | | RPAD (NVL (TRIM (FLG_CONDIVISO) , ’ ’ ) , 1 , ’ ’ )
283 | | RPAD (NVL (TRIM (COD_OPERATORE_INS_UPD) , ’ ’ ) , 20 , ’ ’
)
284 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_UTI_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
285 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_UTI_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
286 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_UTI_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
287 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_ACC_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
288 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_ACC_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
289 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_ACC_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
290 | | RPAD (NVL (TRIM (TO_CHAR (GESB_UTI_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
291 | | RPAD (NVL (TRIM (TO_CHAR (GESB_UTI_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
292 | | RPAD (NVL (TRIM (TO_CHAR (GESB_ACC_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
293 | | RPAD (NVL (TRIM (TO_CHAR (GESB_ACC_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
294 | | RPAD (NVL (TRIM (TO_CHAR (GLGB_UTI_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
295 | | RPAD (NVL (TRIM (TO_CHAR (GLGB_ACC_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
296 | | RPAD (NVL (TRIM (TO_CHAR (GB_DTA_RIFERIMENTO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
297 8 ,
298 ’ ’ )
299 | | RPAD (NVL (TRIM (GB_VAL_MAU) , ’ ’ ) , 20 , ’ ’ )
300 | | RPAD (NVL (TRIM (TO_CHAR (VAL_LGD) ) , ’ ’ ) , 20 , ’ ’ )
301 | | RPAD (NVL (TRIM (TO_CHAR (DTA_LGD, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
302 | | RPAD (NVL (TRIM (TO_CHAR (VAL_EAD) ) , ’ ’ ) , 20 , ’ ’ )
303 | | RPAD (NVL (TRIM (TO_CHAR (DTA_EAD, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
304 | | RPAD (NVL (TRIM (TO_CHAR (VAL_PA) ) , ’ ’ ) , 20 , ’ ’ )
305 | | RPAD (NVL (TRIM (TO_CHAR (DTA_PA, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
306 | | RPAD (NVL (TRIM (TO_CHAR (VAL_PD_ONLINE) ) , ’ ’ ) , 16 , ’
’ )
307 | | RPAD (NVL (TRIM (TO_CHAR (DTA_PD_ONLINE, ’YYYYMMDD’ ) ) ,
’ ’ ) ,
308 8 ,
309 ’ ’ )
310 | | RPAD (NVL (TRIM (VAL_RATING_ONLINE) , ’ ’ ) , 4 , ’ ’ )
311 | | RPAD (NVL (TRIM (TO_CHAR (VAL_PD) ) , ’ ’ ) , 20 , ’ ’ )
312 | | RPAD (NVL (TRIM (TO_CHAR (DTA_PD, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
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313 | | RPAD (NVL (TRIM (TO_CHAR (VAL_IRIS_GE) ) , ’ ’ ) , 20 , ’ ’
)
314 | | RPAD (NVL (TRIM (TO_CHAR (VAL_IRIS_CLI) ) , ’ ’ ) , 20 , ’
’ )
315 | | RPAD (NVL (TRIM (TO_CHAR (DTA_IRIS, ’YYYYMMDD’ ) ) , ’ ’ )
, 8 , ’ ’ )
316 | | RPAD (NVL (TRIM (LIV_RISCHIO_GE) , ’ ’ ) , 2 , ’ ’ )
317 | | RPAD (NVL (TRIM (LIV_RISCHIO_CLI) , ’ ’ ) , 2 , ’ ’ )
318 | | RPAD (NVL (TRIM (TO_CHAR (VAL_SCONFINO) ) , ’ ’ ) , 5 , ’ ’
)
319 | | RPAD (NVL (TRIM (COD_RAP) , ’ ’ ) , 17 , ’ ’ )
320 | | RPAD (NVL (TRIM (TO_CHAR (VAL_SCONFINO_RAP) ) , ’ ’ ) , 5 ,
’ ’ )
321 | | RPAD (NVL (TRIM (FLG_ALLINEATO_SAG) , ’ ’ ) , 2 , ’ ’ )
322 | | RPAD (NVL (TRIM (FLG_CONFERMA_SAG) , ’ ’ ) , 1 , ’ ’ )
323 | | RPAD (NVL (TRIM (TO_CHAR (DTA_CONFERMA_SAG, ’YYYYMMDD’
) ) , ’ ’ ) ,
324 8 ,
325 ’ ’ )
326 | | RPAD (NVL (TRIM (TO_CHAR (COD_MESE_HST) ) , ’ ’ ) , 8 , ’ ’
)
327 | | RPAD (NVL (TRIM (TO_CHAR (ID_DPER_FG) ) , ’ ’ ) , 8 , ’ ’ )
328 | | RPAD (NVL (TRIM (COD_PEF) , ’ ’ ) , 17 , ’ ’ )
329 | | RPAD (NVL (TRIM (COD_FASE_PEF) , ’ ’ ) , 3 , ’ ’ )
330 | | RPAD (
331 NVL (TRIM (TO_CHAR (DTA_ULTIMA_REVISIONE_PEF, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
332 8 ,
333 ’ ’ )
334 | | RPAD (NVL (TRIM (TO_CHAR (DTA_SCADENZA_FIDO, ’YYYYMMDD
’ ) ) , ’ ’ ) ,
335 8 ,
336 ’ ’ )
337 | | RPAD (NVL (TRIM (TO_CHAR (DTA_ULTIMA_DELIBERA, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
338 8 ,
339 ’ ’ )
340 | | RPAD (NVL (TRIM (FLG_FIDI_SCADUTI) , ’ ’ ) , 1 , ’ ’ )
341 | | RPAD (NVL (TRIM (TO_CHAR (DAT_ULTIMO_SCADUTO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
342 8 ,
343 ’ ’ )
344 | | RPAD (NVL (TRIM (COD_ULTIMO_ODE) , ’ ’ ) , 2 , ’ ’ )
345 | | RPAD (NVL (TRIM (COD_CTS_ULTIMO_ODE) , ’ ’ ) , 5 , ’ ’ )
346 | | RPAD (NVL (TRIM (COD_STRATEGIA_CRZ) , ’ ’ ) , 3 , ’ ’ )
347 | | RPAD (NVL (TRIM (COD_ODE) , ’ ’ ) , 2 , ’ ’ )
348 | | RPAD (
349 NVL (TRIM (TO_CHAR (DTA_COMPLETAMENTO_PEF, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
350 8 ,
351 ’ ’ )
352 | | RPAD (NVL (TRIM (VAL_RATING) , ’ ’ ) , 4 , ’ ’ )
353 | | RPAD (NVL (TRIM (ATTIVI .COD_SERVIZIO) , ’ ’ ) , 6 , ’ ’ )
112
354 | | RPAD (NVL (TRIM (TO_CHAR (ATTIVI .DTA_SERVIZIO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
355 8 ,
356 ’ ’ )
357 | | ’ ’
358 | | LPAD (NVL (TRIM (TO_CHAR (VAL_NUM_PROROGHE) ) , ’ 0 ’ ) , 5 ,
’ ’ )






365 WHERE FLG_CAMBIO_MESE = ’ 1 ’
366 AND SUBSTR (TO_CHAR (COD_MESE_HST) , 1 , 6) =
P_ID_DPER) STEV
367 ON ATTIVI .COD_ABI_CARTOLARIZZATO = STEV.
COD_ABI_CARTOLARIZZATO
368 AND ATTIVI .COD_NDG = STEV.COD_NDG
369 UNION ALL
370 SELECT RPAD (NVL (TRIM (USCITE.COD_ABI_ISTITUTO) , ’ ’ ) , 5 , ’
’ )
371 | | RPAD (NVL (TRIM (USCITE.COD_ABI_CARTOLARIZZATO) , ’ ’ ) ,
5 , ’ ’ )
372 | | RPAD (NVL (TRIM (USCITE.COD_NDG) , ’ ’ ) , 16 , ’ ’ )
373 | | RPAD (NVL (TRIM (COD_SNDG) , ’ ’ ) , 16 , ’ ’ )
374 | | RPAD (NVL (TRIM (TO_CHAR (DTA_INI_VALIDITA, ’YYYYMMDD’
) ) , ’ ’ ) ,
375 8 ,
376 ’ ’ )
377 | | RPAD (NVL (TRIM (TO_CHAR (DTA_FINE_VALIDITA, ’YYYYMMDD
’ ) ) , ’ ’ ) ,
378 8 ,
379 ’ ’ )
380 | | RPAD (NVL (TRIM (FLG_CAMBIO_STATO) , ’ ’ ) , 1 , ’ ’ )
381 | | RPAD (NVL (TRIM (FLG_CAMBIO_GESTORE) , ’ ’ ) , 1 , ’ ’ )
382 | | RPAD (NVL (TRIM (FLG_CAMBIO_COMPARTO) , ’ ’ ) , 1 , ’ ’ )
383 | | RPAD (NVL (TRIM ( ’ 0 ’ ) , ’ ’ ) , 1 , ’ ’ ) /∗FLG_CAMBIO_MESE
UGUALE A 0 PER LE USCITE∗/
384 | | RPAD (NVL (TRIM (DESC_NOME_CONTROPARTE) , ’ ’ ) , 64 , ’ ’
)
385 | | RPAD (NVL (TRIM (COD_GRUPPO_LEGAME) , ’ ’ ) , 18 , ’ ’ )
386 | | RPAD (NVL (TRIM (REPLACE (COD_GRUPPO_ECONOMICO, ’−1 ’ ,
’ ’ ) ) , ’ ’ ) ,
387 8 ,
388 ’ ’ )
389 | | RPAD (NVL (TRIM (COD_GRUPPO_SUPER) , ’ ’ ) , 20 , ’ ’ )
390 | | RPAD (NVL (TRIM (TO_CHAR (DTA_INTERCETTAMENTO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
391 8 ,
392 ’ ’ )
393 | | RPAD (NVL (TRIM (COD_FILIALE) , ’ ’ ) , 5 , ’ ’ )
394 | | RPAD ( ’ ’ , 5 , ’ ’ )
395 | | RPAD (NVL (TRIM (COD_RAMO_HOST) , ’ ’ ) , 6 , ’ ’ )
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396 | | RPAD (NVL (TRIM (COD_COMPARTO_HOST) , ’ ’ ) , 6 , ’ ’ )
397 | | RPAD (
398 NVL (TRIM (REPLACE (COD_COMPARTO_CALCOLATO_PRE, ’#’
, ’ ’ ) ) , ’ ’ ) ,
399 6 ,
400 ’ ’ )
401 | | RPAD ( ’ ’ , 6 , ’ ’ )
402 | | RPAD ( ’ ’ , 6 , ’ ’ )
403 | | RPAD (NVL (TRIM (TO_CHAR (USCITE.COD_PERCORSO) ) , ’ ’ ) ,
3 , ’ ’ )
404 | | RPAD (NVL (TRIM (USCITE.COD_PROCESSO) , ’ ’ ) , 2 , ’ ’ )
405 | | RPAD (NVL (TRIM (REPLACE (USCITE.COD_STATO, ’−1 ’ , ’ ’ )
) , ’ ’ ) ,
406 2 ,
407 ’ ’ )
408 | | RPAD (
409 NVL (TRIM (TO_CHAR (USCITE.DTA_DECORRENZA_STATO, ’
YYYYMMDD’ ) ) ,
410 ’ ’ ) ,
411 8 ,
412 ’ ’ )
413 | | RPAD (
414 NVL (TRIM (TO_CHAR (USCITE.DTA_SCADENZA_STATO, ’
YYYYMMDD’ ) ) ,
415 ’ ’ ) ,
416 8 ,
417 ’ ’ )
418 | | RPAD (
419 NVL (TRIM (REPLACE (USCITE.COD_STATO_PRECEDENTE, ’
−1 ’ , ’ ’ ) ) ,
420 ’ ’ ) ,
421 2 ,
422 ’ ’ )
423 | | RPAD (NVL (TRIM (COD_TIPO_INGRESSO) , ’ ’ ) , 1 , ’ ’ )
424 | | RPAD (NVL (TRIM (ID_TRANSIZIONE) , ’ ’ ) , 1 , ’ ’ )
425 | | RPAD (NVL (TRIM (TO_CHAR (USCITE.DTA_PROCESSO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
426 8 ,
427 ’ ’ )
428 | | RPAD (NVL (TRIM (TO_CHAR (ID_REFERENTE) ) , ’ ’ ) , 20 , ’
’ )
429 | | RPAD (NVL (TRIM (TO_CHAR (REPLACE (ID_UTENTE, ’−1 ’ , ’
’ ) ) ) , ’ ’ ) ,
430 20 ,
431 ’ ’ )
432 | | RPAD (
433 NVL (TRIM (TO_CHAR (REPLACE (ID_UTENTE_PRE, ’−1 ’ , ’
’ ) ) ) , ’ ’ ) ,
434 20 ,
435 ’ ’ )
436 | | RPAD (NVL (TRIM (TO_CHAR (DTA_INI_UTENTE, ’YYYYMMDD’ ) )
, ’ ’ ) ,
437 8 ,
438 ’ ’ )
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439 | | RPAD (NVL (TRIM (TO_CHAR (DTA_FINE_UTENTE, ’YYYYMMDD’ )
) , ’ ’ ) ,
440 8 ,
441 ’ ’ )
442 | | RPAD (NVL (TRIM (TO_CHAR (FLG_SOMMA) ) , ’ ’ ) , 1 , ’ ’ )
443 | | RPAD (NVL (TRIM (FLG_RIPORTAFOGLIATO) , ’ ’ ) , 1 , ’ ’ )
444 | | RPAD (NVL (TRIM (FLG_GRUPPO_ECONOMICO) , ’ ’ ) , 1 , ’ ’ )
445 | | RPAD (NVL (TRIM (FLG_GRUPPO_LEGAME) , ’ ’ ) , 1 , ’ ’ )
446 | | RPAD (NVL (TRIM (FLG_SINGOLO) , ’ ’ ) , 1 , ’ ’ )
447 | | RPAD (NVL (TRIM (FLG_CONDIVISO) , ’ ’ ) , 1 , ’ ’ )
448 | | RPAD (NVL (TRIM (COD_OPERATORE_INS_UPD) , ’ ’ ) , 20 , ’ ’
)
449 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_UTI_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
450 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_UTI_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
451 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_UTI_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
452 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_ACC_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
453 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_ACC_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
454 | | RPAD (NVL (TRIM (TO_CHAR (SCSB_ACC_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
455 | | RPAD (NVL (TRIM (TO_CHAR (GESB_UTI_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
456 | | RPAD (NVL (TRIM (TO_CHAR (GESB_UTI_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
457 | | RPAD (NVL (TRIM (TO_CHAR (GESB_ACC_CASSA) ) , ’ ’ ) , 20 ,
’ ’ )
458 | | RPAD (NVL (TRIM (TO_CHAR (GESB_ACC_FIRMA) ) , ’ ’ ) , 20 ,
’ ’ )
459 | | RPAD (NVL (TRIM (TO_CHAR (GLGB_UTI_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
460 | | RPAD (NVL (TRIM (TO_CHAR (GLGB_ACC_FIRMA_DT) ) , ’ ’ ) ,
20 , ’ ’ )
461 | | RPAD (NVL (TRIM (TO_CHAR (GB_DTA_RIFERIMENTO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
462 8 ,
463 ’ ’ )
464 | | RPAD (NVL (TRIM (GB_VAL_MAU) , ’ ’ ) , 20 , ’ ’ )
465 | | RPAD (NVL (TRIM (TO_CHAR (VAL_LGD) ) , ’ ’ ) , 20 , ’ ’ )
466 | | RPAD (NVL (TRIM (TO_CHAR (DTA_LGD, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
467 | | RPAD (NVL (TRIM (TO_CHAR (VAL_EAD) ) , ’ ’ ) , 20 , ’ ’ )
468 | | RPAD (NVL (TRIM (TO_CHAR (DTA_EAD, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
469 | | RPAD (NVL (TRIM (TO_CHAR (VAL_PA) ) , ’ ’ ) , 20 , ’ ’ )
470 | | RPAD (NVL (TRIM (TO_CHAR (DTA_PA, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
471 | | RPAD (NVL (TRIM (TO_CHAR (VAL_PD_ONLINE) ) , ’ ’ ) , 16 , ’
’ )
472 | | RPAD (NVL (TRIM (TO_CHAR (DTA_PD_ONLINE, ’YYYYMMDD’ ) ) ,
’ ’ ) ,
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473 8 ,
474 ’ ’ )
475 | | RPAD (NVL (TRIM (VAL_RATING_ONLINE) , ’ ’ ) , 4 , ’ ’ )
476 | | RPAD (NVL (TRIM (TO_CHAR (VAL_PD) ) , ’ ’ ) , 20 , ’ ’ )
477 | | RPAD (NVL (TRIM (TO_CHAR (DTA_PD, ’YYYYMMDD’ ) ) , ’ ’ ) ,
8 , ’ ’ )
478 | | RPAD (NVL (TRIM (TO_CHAR (VAL_IRIS_GE) ) , ’ ’ ) , 20 , ’ ’
)
479 | | RPAD (NVL (TRIM (TO_CHAR (VAL_IRIS_CLI) ) , ’ ’ ) , 20 , ’
’ )
480 | | RPAD (NVL (TRIM (TO_CHAR (DTA_IRIS, ’YYYYMMDD’ ) ) , ’ ’ )
, 8 , ’ ’ )
481 | | RPAD (NVL (TRIM (LIV_RISCHIO_GE) , ’ ’ ) , 2 , ’ ’ )
482 | | RPAD (NVL (TRIM (LIV_RISCHIO_CLI) , ’ ’ ) , 2 , ’ ’ )
483 | | RPAD (NVL (TRIM (TO_CHAR (VAL_SCONFINO) ) , ’ ’ ) , 5 , ’ ’
)
484 | | RPAD (NVL (TRIM (COD_RAP) , ’ ’ ) , 17 , ’ ’ )
485 | | RPAD (NVL (TRIM (TO_CHAR (VAL_SCONFINO_RAP) ) , ’ ’ ) , 5 ,
’ ’ )
486 | | RPAD (NVL (TRIM (FLG_ALLINEATO_SAG) , ’ ’ ) , 2 , ’ ’ )
487 | | RPAD (NVL (TRIM (FLG_CONFERMA_SAG) , ’ ’ ) , 1 , ’ ’ )
488 | | RPAD (NVL (TRIM (TO_CHAR (DTA_CONFERMA_SAG, ’YYYYMMDD’
) ) , ’ ’ ) ,
489 8 ,
490 ’ ’ )
491 | | RPAD (NVL (TRIM (TO_CHAR (COD_MESE_HST) ) , ’ ’ ) , 8 , ’ ’
)
492 | | RPAD (NVL (TRIM (TO_CHAR (ID_DPER_FG) ) , ’ ’ ) , 8 , ’ ’ )
493 | | RPAD (NVL (TRIM (COD_PEF) , ’ ’ ) , 17 , ’ ’ )
494 | | RPAD (NVL (TRIM (COD_FASE_PEF) , ’ ’ ) , 3 , ’ ’ )
495 | | RPAD (
496 NVL (TRIM (TO_CHAR (DTA_ULTIMA_REVISIONE_PEF, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
497 8 ,
498 ’ ’ )
499 | | RPAD (NVL (TRIM (TO_CHAR (DTA_SCADENZA_FIDO, ’YYYYMMDD
’ ) ) , ’ ’ ) ,
500 8 ,
501 ’ ’ )
502 | | RPAD (NVL (TRIM (TO_CHAR (DTA_ULTIMA_DELIBERA, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
503 8 ,
504 ’ ’ )
505 | | RPAD (NVL (TRIM (FLG_FIDI_SCADUTI) , ’ ’ ) , 1 , ’ ’ )
506 | | RPAD (NVL (TRIM (TO_CHAR (DAT_ULTIMO_SCADUTO, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
507 8 ,
508 ’ ’ )
509 | | RPAD (NVL (TRIM (COD_ULTIMO_ODE) , ’ ’ ) , 2 , ’ ’ )
510 | | RPAD (NVL (TRIM (COD_CTS_ULTIMO_ODE) , ’ ’ ) , 5 , ’ ’ )
511 | | RPAD (NVL (TRIM (COD_STRATEGIA_CRZ) , ’ ’ ) , 3 , ’ ’ )
512 | | RPAD (NVL (TRIM (COD_ODE) , ’ ’ ) , 2 , ’ ’ )
513 | | RPAD (
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514 NVL (TRIM (TO_CHAR (DTA_COMPLETAMENTO_PEF, ’
YYYYMMDD’ ) ) , ’ ’ ) ,
515 8 ,
516 ’ ’ )
517 | | RPAD (NVL (TRIM (VAL_RATING) , ’ ’ ) , 4 , ’ ’ )
518 | | RPAD (NVL (TRIM (COD_SERVIZIO) , ’ ’ ) , 6 , ’ ’ )
519 | | RPAD (NVL (TRIM (TO_CHAR (DTA_SERVIZIO, ’YYYYMMDD’ ) ) ,
’ ’ ) , 8 , ’ ’ )
520 | | ’ ’
521 | | ’ ’






528 WHERE FLG_CAMBIO_MESE = ’ 1 ’
529 AND TO_CHAR (
530 ADD_MONTHS (TO_DATE (COD_MESE_HST, ’
YYYYMMDD’ ) , 1) ,
531 ’YYYYMM’ ) = P_ID_DPER) STEV
532 ON USCITE.COD_ABI_CARTOLARIZZATO = STEV.
COD_ABI_CARTOLARIZZATO




537 RETURN 1 ;
538 EXCEPTIONWHEN OTHERS THEN
539
540 PKG_MCRE0_LOG.SPO_MCRE0_LOG_EVENTO(0 , ’FND_MCRE0_LOAD’ , ’ERRORE’
,SUBSTR(SQLERRM, 1 , 255) ) ;
541 DBMS_OUTPUT.PUT_LINE(SUBSTR(SQLERRM, 1 , 255) ) ;






















14 SELECT c . id_dper ,
15 c . codabidrv ,
16 c . codndgdrv ,
17 SUM (
18 CASE
19 WHEN ( c . cod_gruppo = ’ 1 ’ OR c . cod_gruppo = ’ 2 ’
)
20 THEN





26 SUM (CASEWHEN ( c . cod_gruppo = ’ 3 ’ ) THEN c . imp_acc
ELSE 0 END)
27 AS imp_acc_firma ,
28 SUM (
29 CASE








36 AS imp_util_cassa ,
37 SUM (CASEWHEN ( c . cod_gruppo = ’ 3 ’ ) THEN c . imp_util
ELSE 0 END)
38 AS imp_util_firma ,
39 SUM (CASEWHEN ( c . cod_gruppo = ’ 4 ’ ) THEN c . imp_util
ELSE 0 END)
40 AS imp_derivati ,
41 SUM (CASEWHEN ( c . cod_gruppo = ’ 4 ’ ) THEN c . imp_acc
ELSE 0 END)
42 AS imp_acc_derivati
43 FROM ( SELECT a . id_dper ,
44 a . codabidrv ,
45 a . codndgdrv ,
46 SUM ( a . imp_accordato_del iberato ) "IMP_ACC"
,
47 SUM ( a . imp_ut i l i z z i ) "IMP_UTIL" ,
48 b . cod_gruppo
49 FROM syuqz02 . qzt_ft_pcr_m a
50 INNER JOIN syuqz02 . qzt_dim_forma_tecnica b
51 ON a . id_dftc = b . id_dftc
52 WHERE cod_gruppo IN ( ’ 1 ’ ,
53 ’ 2 ’ ,
54 ’ 3 ’ ,
55 ’ 4 ’ )
56 GROUPBY a . id_dper ,
57 a . codabidrv ,
58 a . codndgdrv ,
59 b . cod_gruppo ) c
60 GROUPBY c . id_dper , c . codabidrv , c . codndgdrv ;
Listing B.1: Definizione vista QZV_TMP_MCRE0_PCR
1 PARTITION BY RANGE (ID_DPER)
2 SUBPARTITION BY LIST (COD_ABI_CARTOLARIZZATO)
3 SUBPARTITION TEMPLATE
4 (SUBPARTITION "6930" VALUES (6930) ,
5 SUBPARTITION "32737" VALUES (32737) ,
6 SUBPARTITION "32524" VALUES (32524) ,
7 SUBPARTITION "32432" VALUES (32432) ,
8 SUBPARTITION "10637" VALUES (10637) ,
9 SUBPARTITION "6385" VALUES (6385) ,
10 SUBPARTITION "6380" VALUES (6380) ,
11 SUBPARTITION "6345" VALUES (6345) ,
12 SUBPARTITION "6340" VALUES (6340) ,
13 SUBPARTITION "6315" VALUES (6315) ,
14 SUBPARTITION "6280" VALUES (6280) ,
15 SUBPARTITION "6260" VALUES (6260) ,
16 SUBPARTITION "6225" VALUES (6225) ,
17 SUBPARTITION "6165" VALUES (6165) ,
18 SUBPARTITION "6160" VALUES (6160) ,
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19 SUBPARTITION "6130" VALUES (6130) ,
20 SUBPARTITION "6125" VALUES (6125) ,
21 SUBPARTITION "6080" VALUES (6080) ,
22 SUBPARTITION "6065" VALUES (6065) ,
23 SUBPARTITION "6010" VALUES (6010) ,
24 SUBPARTITION "5748" VALUES (5748) ,
25 SUBPARTITION "3359" VALUES (3359) ,
26 SUBPARTITION "3309" VALUES (3309) ,
27 SUBPARTITION "3296" VALUES (3296) ,
28 SUBPARTITION "3249" VALUES (3249) ,
29 SUBPARTITION "3240" VALUES (3240) ,
30 SUBPARTITION "3239" VALUES (3239) ,
31 SUBPARTITION "3059" VALUES (3059) ,
32 SUBPARTITION "1025" VALUES (1025) ,
33 SUBPARTITION "1010" VALUES (1010) ,
34 SUBPARTITION ALTRI VALUES (DEFAULT)
35 )
36 (















52 ( SUBPARTITION QZP_P471212_ALTRI VALUES (DEFAULT)
TABLESPACE QZSD01 )
53 )
Listing B.2: Partizionamento tabella dei fatti
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