Abstract-In the real world, many applications are nonstationary optimization problems. This requires that optimization algorithms need to not only find the global optimal solution but also track the trajectory of the changing global best solution in a dynamic environment. To achieve this, this paper proposes a clustering particle swarm optimizer (CPSO) for dynamic optimization problems. The algorithm employs hierarchical clustering method to track multiple peaks based on a nearest neighbor search strategy. A fast local search method is also proposed to find the near optimal solutions in a local promising region in the search space. Six test problems generated from a generalized dynamic benchmark generator (GDBG) are used to test the performance of the proposed algorithm. The numerical experimental results show the efficiency of the proposed algorithm for locating and tracking multiple optima in dynamic environments.
probably becomes the global best in next new environment, so local best-fit particles are needed to guide the search in local regions of the search space. However, the question is how to determine which particles would be suitable as the neighborhood best and how to assign particles in different neighborhood to move toward different local region.
This paper proposes a clustering PSO (CPSO) that can adaptively detect local regions and assign particles in different neighborhoods. In CPSO, there are two search strategies: global search and local search. For global search, the aim is to cover promising local optima as many as possible. To achieve it, we change the learning mechanism in standard PSO that each particle learns information from its own history best position and the history best position of its nearest neighbor other than the global best one. This strategy enables particles to detect the local search region around themselves and assign them in different neighborhoods. By using clustering method, the whole swarm can be adaptively divided into a number of sub-swarms which cover different local regions. The clustering method we used is single linkage hierarchical clustering method. In order to accelerate local search, a new learning strategy for the global best particle is introduced in CPSO.
The rest of the paper is organized as follows: Section II introduces the particle swarm optimization and some research of multi-swarm techniques in dynamic environments. The CPSO is present in section III. Section IV presents the experimental study and discussions. Finally, conclusions are given in section V.
II. RELEVANT WORK

A. Particle Swarm Optimization
Particle Swarm Optimization (PSO) was first introduced by Kennedy and Eberhart in [9] , [10] . PSO is motivated from the social behavior of organisms, such as bird flocking and fish schooling. In PSO, a swarm of particles "fly" through the search space. Each particle follows the previous best position found by its neighbor particles and the previous best position found by itself. In the past decade, PSO has been actively studied and applied for many academic and real world problems with promising results due to its property of fast convergence [18] .
Ever since PSO was first introduced, several major versions of the PSO algorithms have been developed [18] . Each particle is represented by a position and a velocity, which are updated as follows:
where X d i and X d i represent the current and previous position of d−th dimension of particle i respectively, V i and V i are the current and previous velocity of particle i respectively, pbest i and gbest are the best position found by particle i so far and the best position found by the whole swarm so far respectively, ω ∈ (0, 1) is an inertia weight, which determines how much the previous velocity is preserved, η 1 and η 2 are the acceleration constants, and r 1 and r 2 are random numbers generated in the interval [0.0, 1.0].
From the theoretical analysis of the trajectory of a PSO particle [8] , the trajectory of a particle X i converges to a weighted mean of P i and P g . Whenever the particle converges, it will "fly" to the individual best position and the global best position. According to the update equation, the individual best position of the particle will gradually move closer to the global best position. Therefore, all the particles will converge onto the global best particle's position.
There are two main models of the PSO algorithms, called gbest (global best) and lbest (local best), which differs in the way of defining the neighborhood of each particle. In the gbest model, the neighborhood of a particle consists of the particles in the whole swarm, which share information between each other. On the contrary, in the lbest model, the neighborhood of a particle is defined by several fixed particles. The two models give different optimization performances on different problems. Kennedy and Eberhart [12] and Poli et al. [18] pointed out that the gbest model has a faster convergence speed with a higher chance of getting stuck in local optima than lbest. On the contrary, the lbest model is less vulnerable to the attraction of local optima but with a slower convergence speed than the gbest model.
B. Multiple Swarms
Many researchers have considered multi-populations as a means of enhancing the diversity of EAs to address DOPs. Branke et al. proposed a self organizing scouts (SOS) [5] algorithm that has been shown to give excellent results on the many peaks benchmark. Parrott and Li developed a speciation based PSO (SPSO) [16] , which dynamically adjusts the number and size of swarms by constructing an ordered list of particles, ranked according to their fitness, with spatially close particles joining a particular species.
The atomic swarm approach has been adapted to track multiple optima simultaneously with multiple swarms in dynamic environments by Blackwell and Branke [2] , [3] . In their approach, a charged swarm is used for maintaining the diversity of the swarm, and an exclusion principle ensures that no more than one swarms surround a single peak. This strategy is very efficient for the moving peaks benchmark (MPB) function [4] .
Kennedy [11] proposed a PSO that uses a k-means clustering algorithm to identify the centers of different clusters of particles in the population, and then use these cluster centers to substitute the personal bests or neighborhood bests. Brits et al. [6] proposed a nbest PSO algorithm which defines the "neighborhood" of a particle as its closest particles in the population. The neighborhood best for each particle is defined as the average of the positions of its closest particles. In [7] , a niching PSO (NichePSO) was proposed by incorporating a cognitive only PSO model and the guaranteed convergence PSO (GCPSO) [19] algorithm.
III. CLUSTERING PARTICLE SWARM OPTIMIZATION
The traditional method of using the multi-population method to track optima for multi-modal functions is to divide the whole search space into local subspaces which might be covered by one or a small number of local optima, then separately search on these subspaces. However, the difficulty is how to guide particles to move toward different promising sub-regions and how to define the area of each sub-region as well as how many sub-populations are needed. The first question requires that an algorithm should have a good global search capability to explore promising sub-regions. For the second question, if the area of sub-region is too small, there is a potential problem that the small isolated sub-populations may converge on a local optimum. In this case, the diversity will lose and the algorithm can hardly make any progress. However, if a sub-region is too large, there will be more than one peaks within the sub-region of a sub-swarm. It is very hard to know what shape a sub-region is, so particles within the neighborhood should calculate the sub-area by themselves. For the third problem, if too many sub-swarms distribute in the fitness landscape, it may waste the limited computation resources. On the contrast, if there are too small number of sub-swarms, the algorithm can not efficiently track local optima.
To overcome the above problems when using the multipopulation method, CPSO employs a global search method to detect promising sub-regions and a hierarchical clustering method to generate a proper number of sub-swarms.
A. Global Search Strategy
The population topology can greatly affect PSO's performance. Most PSO algorithms use a fixed population topology that particles learn information from some fixed neighbors. One fixed topology may be not suitable for all situations, so a dynamic topology is needed. The neighborhood size of a particle is another factor that can affect PSO's performance.
In CPSO, the neighborhood of each particle has only one particle that is the closest to it. Learning from the nearest neighbor enables a particle to explore the region of local optima around itself. Particles that are nearby a local optimum will get closer and closer to that region because the pbest is replaced only when a better position is found. Gradually, they will generate a local cluster around that local optimum. Particles in one local cluster are not influenced by those far away (other local clusters) even they have a very good fitness. This strategy can help swarm find more local optima rather than one optimum that can be usually achieved by the standard PSO, especially for multi-modal problems. The velocity update equation for the global search is as follows:
where pbest i nearest is the pbest of the closest particle to particle i.
Though the neighborhood of a particle has only one particle, this can help PSO find as many promising local regions as possible. If the neighborhood size is greater than one, there may be more than one peaks within the neighborhood. However, all the particles within the neighborhood only learn from the best one and hence, finally they will cover only one peak. So, the tracking information of other peaks is lost. On the other hand, though the neighbor of a particle is the nearest particle to itself, it is not fixed during the search process. The neighbor may change over generation to generation.
B. Hierarchical Clustering Method
Some researchers have used the k-mean clustering method to generate sub-swarms, the problem of the k-mean method is that we do not know the optimum value of k for the current population. Too large or too small k will cause the problem of an improper number of sub-swarms, discussed above. In CPSO, the single-linkage hierarchical clustering method is used to solve this problem.
Before carrying out the clustering operation, the global search method runs for several generations. When the whole population are well distributed in different sub-regions, the clustering operation is carried out. Two clustering methods are proposed in CPSO: rough clustering and refining clustering. For both clustering methods, we define the distance d(i, j) between two particles i and j in the n-dimension space as the Euclidean distance as follows:
The radius for each sub-swarm (cluster) is defined as follows:
where center is the center position of the sub-swarm, m is the population size of the sub-swarm. The distance of two clusters is the distance of two closest particles of the two clusters.
The goal of the rough clustering method is to generate temporary sub-swarms. Each temporary sub-swarm may cover several peaks, so further refining clustering is needed to get more accurate sub-swarms so that each of them covers no more than one peaks. The differences between rough clustering and refining clustering are the stop and merging criteria.
For the rough clustering method, two cluster lists are used to save the clustering results of two successive generations respectively. If two clusters from the two cluster lists respectively are the same (i.e., they have the same particles), then a temporary sub-swarm that is composed of these particles is generated.
For rough clustering, if the following condition is true, then stop the rough clustering operation.
• Stop clutering if the number of particles of all clusters is greater than 1.
Once temporary sub-swarms are produced during the rough clustering method, they are allowed for evolution for num ref generations using the global search method. Then, the refining clustering operation is carried out on these temporary sub-swarms to obtain the final sub-swarms. For refining clustering, there are three cases for merging two clusters:
Case 1: The number of particles of the two clusters are both greater than 1. In this case, merge them only if the half distance of the two clusters is less than the radius of the cluster with a larger radius. Case 2:The number of particles of one of the two clusters is equal to 1, the other is greater than 1. In this case, merge them only if the half distance of them is less than the radius of the cluster with particles greater than 1. Case 3: The number of particles of the two clusters are both equal to 1. If there are no other clusters with more than 1 particles, merge these two clusters. Otherwise, merge the two clusters only if c times the distance between them is less than the radius of the cluster whose radius is the largest in all clusters. Here, the constant c is a random number between
If the three cases above are not satisfied, then stop clustering.
C. Local Search Strategy
In original PSO, the gbest is updated only when particles find a much better position than the gbest, once it is updated, the information of all dimensions of the gbest is replaced with the better one. This updating mechanism has a disadvantage that promising information of some dimensions of one particle couldn't be kept due to bad information in other dimensions that cause its low fitness. This problem is called "Two step forward, one step back" in [20] .If a particle gets better, information of some dimension probably becomes more promising. Other particles should learn some useful information from the improved one even the particle's fitness is very low. In CPSO, the gbest learns the useful information from those dimensions of a particle that is improved, once promising information is extract from those improved dimensions of that particle, the information of corresponding dimensions of the gbest is updated. The updating happens only when particles are improved, which in the following method:
The learning method is time comsuming, we can not make all particles using this strategy, so we choose the gbest as the learner for each sub-swarm. Experimental study shows that this strategy makes the convergence speed very fast, which is favorable for dynamic environment.
In local search method, the standard PSO is used with a linear decreasing inertia weight, the framework of local search is described as:
X t gbest := X gbest 3:
if t gbest is better than gbest then 5: Update the velocity and position according to Eqs. (1) and (2) 3:
fes++;
4:
if particle i is better than it's pbest then
5:
Update pbest i 6:
Perform GbestUpdate(i,fes) for gbest
if particle i is better than gbest then The global search method is operated on the cradle swarm for num rgh generations. Then, the rough clustering method is carry out to produce temporary sub-swarms till the cradle swarm is empty. For each temporary sub-swarm, we still use the global search method for num ref generations. When the number of generations of a temporary sub-swarm is greater than num ref , the refining clustering operation is carried out to produce final sub-swarms till all temporary sub-swarms finish the refining clustering operation, then local search method is performed on all final temp sub-swarms.
Traditionally, overlapping search between two sub-swarms can be checked by comparing the distance of the best particles of the two sub-swarms, if the distance is less than their search radius, then combine or remove one of them. The above checking mechanism assumes that each sub-swarm just cover one peak. However, it is not true for real PSOs. If any one of those sub-swarms in that single local region covers more than one peaks, those swarms are within their search area shouldn't combine together or remove some of them. In CPSO, if two sub-swarms are within each other search area, a overlapping ratio is calculated, the ratio is the percentages of particles of one sub-swarm which are within another sub-swarm's search radius. The two sub-swarms are combined only both overlapping ratio are greater than a constant value of 0.7.
In dynamic optimization, the best solutions found in the current environment may be useful in the next environment. In CPSO, a converge list conver lst is used to record the best particles found in the current environment. If the radius of one sub-swarm is less than a small value σ = 0.0001, the sub-swarm is regarded to be converged on a local optimum. If a sub-swarm converges, the gbest of it is added into conver lst. Once an environment change is detected, the particles are added into the new cradle swarm.
The following is the framework of CPSO:
Algorithm 3 The CPSO Algorithm 1: Create two empty cluster lists cur clst and pre clst to store clusters of cradle swarm for current generation and previous generation. 2: Create one empty converge list conver lst to record the best particles of converged sub-swarms 3: Set fitness evaluation counter f es := 0 4: Generate an initial cradle swarm 5: while f es < T otal F es do 6: Perform cradle.global search(f es) 7: if cradle.popsize > 1 and cradle.generations > num rgh then 8: pre clst := cur clst 9: cur clst := Rough clustering(cradle) 10: end if 11: if same clusters exist in cur clst and pre clst then 12: Produce temporary sub-swarms corresponding to those clusters and remove involved particles from the cradle swarm 13: Evolve temporary sub-swarms using the global search method 14: end if 15: if the number of temporary sub-swarms > 1 then 16: for Each temporary sub-swarm[i] do Check convergence of sub-swarms, add the best particles of converged swarms into conver lst and remove them 30: if an environment change is detected then
31:
Save the best particles of all sub-swarms into conver lst, and remove all sub-swarms 32:
Generate a new cradle swarm, then add the particles of conver lst into the cradle swarm and empty conver lst 
IV. EXPERIMENTAL STUDY
A. Test problems
The performance of CPSO is tested on six problems generated by the benchmark GDBG proposed by Li et al. [13] , [14] . There are seven change types of the system control parameters in the GDBG system. They are small step change, large step change, random change, chaotic change, recurrent change, recurrent change with noise and dimensional change. The framework of the seven change types are described as follows:
Framework of DynamicChanges:
switch(change type) case small step:
case large step:
case chaotic:
case recurrent with noisy:
(6-6) case dimensional change:
where φ is the change range of φ, φ severity is a constant number that indicates change severity of φ, φ min is the minimum value of φ, noisy severity ∈ (0, 1) is noisy severity in recurrent with noisy change. α ∈ (0, 1) and α max ∈ (0, 1) are constant values, which are set to 0.04 and 0.1 in the GDBG system. A logistics function is used in the chaotic change type, where A is a positive constant between (1.0, 4.0), if φ is a vector, the initial values of the items in φ should be different within φ in chaotic change. P is the period of recurrent change and recurrent change with noise, ϕ is the initial phase, r is a random number in (−1, 1), sign(x) returns 1 when x is greater than 0, returns −1 when x is less than 0, otherwise, returns 0. N (0, 1) denotes a normally distributed one dimensional random number with mean zero and standard deviation one. ΔD is a predefined constant, which is defaulted to The six test problems defined in [14] [14] .
B. Performance Evaluation
There are total 49 test cases for the six test problems, for each test case, the average best, average mean, average worst values and STD are recorded, which are defined as in [14] :
where E last (t) = |f (x best (t)) − f (x * (t))| and x * (t) is the global optimum at time t.
For the total 49 test cases, the overall performance of CPSO is calculated according to the method proposed in [14] .
C. Parameters Setting
In the paper, the performance of CPSO is compared with the standard PSO (SPSO) and a simple genetic algorithm (SGA). Both SPSO and SGA use the restart with elitism scheme. That is, when an environment change is detected, the population is re-initialized and the best individual in the previous generation is replaced into the restarted population. For each test case, all the three algorithms were run 20 times.
In CPSO, the population size is set to 20 * n, where n is the number of dimensions. For problem F 1 , num rgh and num ref are set to 5 and 3 respectively. For F 2 -F 6 , they are set to 7 and 4. The acceleration constants η 1 and η 2 are both set to 1.7, the inertia weight ω linearly decreases from 0.6 in the first generation to 0.3 in the last generation for sub-swarm[i] as follows:
where lef t iters = (T otal F es − f es)/c particles, c particles is the current number of total particles in all sub-swarms and cradle swarm. ω max = 0.6, ω min = 0.3. For SPSO, the acceleration constants η 1 and η 2 are both set to 1.49618 and the inertia weight ω = 0.729844. The population size of SPSO and SGA are both 100. The crossover and mutation probabilities are set to 0.8 and 0.02 respectively in SGA. Table I-Table VII From the results, it can be seen that CPSO performs much better than the other two algorithms on most test cases over all change types except on F 3 . For F 3 , the results of CPSO are worse than that of SGA except with the small change type. SGA may benifit from its better diversity than CPSO. The interesting thing is that the average best result of SGA on F 3 with recurrent change is better than CPSO, but the SGA's score obtained in this case is much less than CPSO. This shows that CPSO converges faster than SGA due to its local search method.
D. Results and Discussions
By observing the results, it can be seen that the challenge of different change types is quite different. The small step change is the easiest for algorithms on most test cases. The large step and chaotic change bring in the biggest challenge on most test cases. The dimensional change is also difficult to optimize for algorithms.
The results show that different problems have a different difficulty for algorithms. Because of F 1 's smooth fitness landscape, F 1 is the simplest one to optimize. The composition problems are difficult for algorithms to get the global optima. F 3 is the most difficult one among all the test problems.
V. CONCLUSIONS
The paper proposes a clustering particle swarm optimization (CPSO) algorithm for dynamic optimization problems. CPSO employs a hierarchical clustering method to track multiple peaks based on a nearest neighbor global search strategy. A new learning mechanism of the global best particle is introduced to find the near optimal solutions in Though the clustering method is effective to generate subswarms, it is still difficult to get the accurate sub-swarms, particularly for the situation that only one particle covers a single peak. More work should be done to solve this problem. 
