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Abstract
When A ∈ B(H) and B ∈ B(K) are given, we denote by MC the operator acting on the infinite dimensional separable Hilbert
space H ⊕ K of the form MC =
(A C
0 B
)
. In this paper, we prove that⋂
C∈B(K,H)
σb(MC) = σab(A)∪ σab
(
B∗
)∪ {λ ∈ C: n(A − λI) + n(B − λI) = d(A − λI) + d(B − λI)},
where σb(T ), σab(T ), n(T ), d(T ) and T ∗ denote the Browder spectrum, Browder essential approximate point spectrum, nullity,
deficiency and conjugate of T , respectively. Some related results are obtained.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, let H and K be infinite dimensional separable Hilbert spaces, and let B(H,K) denote the
set of bounded linear operators from H to K , and abbreviate B(H,H) to B(H). If A ∈ B(H), write N(A) for the
kernel of A and R(A) for the range of A; the ascent asc(A) and the descent des(A) of A are given by asc(A) =
inf{n  0: N(An) = N(An+1)} and des(A) = inf{n  0: R(An) = R(An+1)}, respectively; the infimum over the
empty set is taken to be ∞. For A ∈ B(H), if R(A) is closed and dimN(A) < ∞, we call A an upper semi-Fredholm
operator and if dimH/R(A) < ∞, then A is called a lower semi-Fredholm operator. Let Φ+(H) (Φ−(H)) denote the
set of all upper (lower) semi-Fredholm operators on H . An operator A is called Fredholm if A ∈ Φ+(H) ∩ Φ−(H).
If A is a semi-Fredholm operator and let n(A) = dimN(A) and d(A) = dimH/R(A), then we define the index of A
by ind(A) = n(A) − d(A). An operator A is called Weyl if it is a Fredholm operator of index zero, and is called
Browder if it is Fredholm “of finite ascent and descent.” If A ∈ B(H), write σ(A) for the spectrum of A; σa(A) for
the approximate point spectrum of A. The Weyl spectrum σw(A) and the Browder spectrum σb(A) of A are defined
by: σw(A) = {λ ∈ C: A − λI is not Weyl}; σb(A) = {λ ∈ C: A− λI is not Browder}.
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Φ−+ (H) or asc(A−λI) = ∞}. It is well known that σab(A) is called the Browder essential approximate point spectrum
of A and λ /∈ σab(A) if and only if A− λI is upper semi-Fredholm of finite ascent.
When A ∈ B(H) and B ∈ B(K) are given, we denote by MC an operator acting on H ⊕K of the form
MC =
(
A C
0 B
)
,
where C ∈ B(K,H). Let M0 =
(
A 0
0 B
)
. The upper triangular operator matrices have been studied by many authors
(for example [3,4,7–9] etc.). This paper is concerned with the Browder spectrum for 2 × 2 upper triangular operator
matrices. We prove the result⋂
C∈B(K,H)
σb(MC) = σab(A) ∪ σab
(
B∗
)∪ {λ ∈ C: n(A − λI) + n(B − λI) = d(A− λI) + d(B − λI)}.
2. Main results
Suppose A ∈ B(H) and B ∈ B(K). In [3], we give the necessary and sufficient condition on A and B such that
there exists an operator C for which MC is upper semi-Fredholm. In this section, one of our main results is:
Theorem 2.1. Let A be upper semi-Fredholm with finite ascent, and let B ∈ B(K) be lower semi-Fredholm with finite
descent. If d(A) = n(B) = ∞, then there exists C ∈ B(K,H) such that MC is Browder.
Proof. Let p = max{asc(A),des(B)}. From the fact that d(A) = ∞ and n(Ap) < ∞, we know that dim[R(A) +
N(Ap)]⊥ = ∞. Also using the fact that d(B∗p) = n(Bp) = ∞ and n(B∗p) = d(Bp) < ∞, we know dim[R(B∗) +
N(B∗p)]⊥ = dim[R(B∗)⊥ ∩N(B∗p)⊥] = dim[N(B) ∩ R(Bp)] = ∞.
Since N(B) ∩ R(Bp) and [R(A) + N(Ap)]⊥ are separable, there exists a linear operator T with domain
N(B) ∩ R(Bp) and range [R(A) + N(Ap)]⊥ such that ‖Ty‖ = ‖y‖ for every y ∈ N(B) ∩ R(Bp). Define an op-
erator C : K → H by
C =
(
T 0
0 0
)
:
(
N(B) ∩R(Bp)
R(B∗) +N(B∗p)
)
→
( [R(A) + N(Ap)]⊥
R(A) + N(Ap)
)
. (1)
Then we claim that MC is Browder. We divide the proof into four steps.
(I) n(MC) < ∞.
Let
( x0
y0
) ∈ N(MC), then Ax0 +Cy0 = 0 and By0 = 0. Thus Ax0 = −Cy0 ∈ R(A)∩ [R(A)+N(Ap)]⊥ ⊆ R(A)∩
R(A)⊥ and hence Ax0 = 0 and Cy0 = 0. Let y0 = y1 +y2, where y1 ∈ [N(B)∩R(Bp)] and y2 ∈ [R(B∗)+N(B∗p)].
Then Cy0 = Ty1 = 0, this implies that y1 = 0, which means that y0 ∈ [R(B∗) + N(B∗p)]. Thus y0 ∈ [R(B∗) +
N(B∗p)] ∩N(B). Now we get that N(MC) ⊆ N(A) ⊕ {[R(B∗) + N(B∗p)] ∩N(B)}.
We claim that dim[R(B∗) + N(B∗p)] ∩ N(B) < ∞. To the contrary, we assume that [R(B∗) + N(B∗p)] ∩ N(B)
is infinite dimensional. Let {un}∞n=1 be the orthonormal sequence in [R(B∗) + N(B∗p)] ∩ N(B), and suppose un =
wn + vn, where wn ∈ R(B∗) and vn ∈ N(B∗p). Then {vn}∞n=1 ⊆ N(B∗p) is linear independent. In fact, for any
n ∈ N, if a1v1 + a2v2 + · · · + anvn = 0, then a1(u1 − w1) + a2(u2 − w2) + · · · + an(un − wn) = 0, and hence
a1u1 + a2u2 + · · · + anun = a1w1 + a2w2 + · · · + anwn ∈ [R(B∗) ∩ N(B)]. Since R(B∗) = N(B)⊥, it follows that
R(B∗)∩N(B) = N(B)⊥ ∩N(B) = {0}. Then a1u1 + a2u2 + · · ·+ anun = 0. Thus a1 = a2 = · · · = an = 0, therefore
{vn}ni=1 ⊆ N(B∗p) is linear independent for any n ∈ N. This induces that dimN(B∗p) = ∞. It is in contradiction to
the fact that dimN(B∗p) = d(Bp) < ∞.
From the preceding proof, we get that n(MC) n(A) + dim{[R(B∗) + N(B∗p)] ∩N(B)} < ∞.
(II) R(MC) is closed.
Suppose that MC
( xn
yn
)→ ( u0v0 ) (n → ∞). Then Axn + Cyn → u0 and Byn → v0 (n → ∞). Thus {Axn}∞n=1 and{Cyn}∞ are Cauchy sequences. Write yn = un+vn, where un ∈ [N(B)∩R(Bp)] and vn ∈ [R(B∗)+N(B∗p)]. Thenn=1
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the fact that R(B∗) is closed and dimN(B∗p) < ∞, we know that R(B∗) + N(B∗p) is closed. There is orthogonal
decomposition R(B∗)+N(B∗p) = N(B)⊥ ⊕M , and M ⊆ N(B). Let vn = wn +zn, where wn ∈ N(B)⊥ and zn ∈ M .
Then Bvn = Bwn, and hence {Bwn}∞n=1 is a Cauchy sequence. We claim that {wn} is a Cauchy sequence. Indeed, since
Bvn = Bwn → v0 (n → ∞) and R(B) is closed, it follows that there exists z0 ∈ N(B)⊥ such that Bvn = Bwn →
Bz0 = v0 (n → ∞) and hence B(wn − z0) → 0 (n → ∞). Since B|N(B)⊥ is invertible, we get that wn − z0 → 0
(n → ∞). Then {wn} is a Cauchy sequence.
Let y′n = un + wn. Then {y′n}∞n=1 is a Cauchy sequence. Suppose y′n → y0 (n → ∞). Then Cyn = Cy′n → Cy0
(n → ∞) and Byn = By′n → By0 (n → ∞). Suppose Axn → Ax0 (n → ∞). We get that MC
( x0
y0
) = ( u0v0 ), this
proves that R(MC) is closed.
The preceding proof tells us that MC is upper semi-Fredholm.
(III) MC has finite ascent.
We only need to prove that N(MpC) = N(Mp+1C ).
Let
( x
y
) ∈ N(Mp+1C ), then{
Ap+1x + ApCy +Ap−1CBy + · · · +ACBp−1y +CBpy = 0,
Bp+1y = 0.
Thus Bpy ∈ N(B)∩R(Bp) and CBpy ∈ [R(A)+N(Ap)]⊥ ⊆ R(A)⊥. It induces that Ap+1x+ApCy+Ap−1CBy+
· · · +ACBp−1y = −CBpy ∈ R(A) ∩ [R(A) + N(Ap)]⊥ ⊆ R(A) ∩ R(A)⊥ = {0}, then{
Ap+1x + ApCy +Ap−1CBy + · · · +ACBp−1y = 0,
CBpy = 0.
Using the definition of operator C, we know that CBpy = T Bpy = 0, this implies that Bpy = 0. Since Ap+1x +
ApCy + Ap−1CBy + · · · + ACBp−1y = A[Apx + Ap−1Cy + Ap−2CBy + · · · + ACBp−2y + CBp−1y] = 0, it
follows that Apx+Ap−1Cy +Ap−2CBy +· · ·+ACBp−2y +CBp−1y ∈ N(A). Let Apx+Ap−1Cy +Ap−2CBy +
· · · +ACBp−2y +CBp−1y = x1, where x1 ∈ N(A). Then
Apx +Ap−1Cy +Ap−2CBy + · · · +ACBp−2y − x1 +CBp−1y = 0.
It follows that Apx + Ap−1Cy + Ap−2CBy + · · · + ACBp−2y − x1 = −CBp−1y ∈ [R(A) + N(A)] ∩ [R(A) +
N(Ap)]⊥ ⊆ [R(A)+N(Ap)]∩[R(A)+N(Ap)]⊥ = {0}. Then Apx+Ap−1Cy+Ap−2CBy+· · ·+ACBp−2y−x1 =
−CBp−1y = 0, hence{
Apx +Ap−1Cy +Ap−2CBy + · · · +ACBp−2y = x1,
CBp−1y = 0.
From Apx + Ap−1Cy + Ap−2CBy + · · · + ACBp−2y = x1 we know that Ap−1x + Ap−2Cy + Ap−3CBy + · · · +
CBp−2y ∈ N(A2). Let Ap−1x +Ap−2Cy +Ap−3CBy + · · · +CBp−2y = x2, where x2 ∈ N(A2). Then
Ap−1x + Ap−2Cy + Ap−3CBy + · · · + ACBp−3 − x2 + CBp−2y = 0.
This induces Ap−1x + Ap−2Cy + Ap−3CBy + · · · + ACBp−3 − x2 = −CBp−2y ∈ [R(A) + N(A2)] ∩ [R(A) +
N(Ap)]⊥ ⊆ [R(A) + N(Ap)] ∩ [R(A) + N(Ap)]⊥ = {0}. So{
Ap−1x + Ap−2Cy +Ap−3CBy + · · · + ACBp−3 = x2,
CBp−2y = 0.
Continue this process, we can get that{
A2x +ACy = xp−1,
CBy = 0,
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Ax +Cy − xp = 0.
Thus Ax − xp = −Cy ∈ [R(A) + N(Ap)] ∩ [R(A) + N(Ap)]⊥ = {0}, hence Ax = xp and Cy = 0. It follows that
x ∈ N(Ap+1) = N(Ap). This induces that ( xy ) ∈ N(MpC), which means that N(Mp) = N(Mp+1). Thus MC has finite
ascent.
(IV) MC has finite descent.
Since R(MC) is closed, we know that des(MC) = asc(M∗C). Then we need to prove that M∗C has finite ascent. We
adopt a technique in (III).
Let
( x
y
) ∈ N(M∗Cp+1), then{
A∗p+1x = 0,
C∗A∗px +B∗C∗A∗p−1x +B∗2C∗A∗p−2x + · · · +B∗p−1C∗A∗x + B∗pC∗x +B∗p+1y = 0.
Thus −C∗A∗px = B∗C∗A∗p−1x +B∗2C∗A∗p−2x +· · ·+B∗p−1C∗A∗x +B∗pC∗x +B∗p+1y ∈ [N(B)∩R(Bp)]∩
R(B∗) ⊆ [N(B) ∩R(Bp)] ∩ [R(B∗) +N(B∗p)] = {0}. Therefore{
C∗A∗px = 0,
B∗C∗A∗p−1x +B∗2C∗A∗p−2x + · · · +B∗p−1C∗A∗x + B∗pC∗x + B∗p+1y = 0.
Since A∗px ∈ R(A∗p) ∩ N(A∗) = [R(A) + N(Ap)]⊥, it follows that C∗A∗px = T ∗A∗px = 0, which means that
A∗px = 0. Suppose C∗A∗p−1x + B∗C∗A∗p−2x + · · · + B∗p−2C∗A∗x + B∗p−1C∗x + B∗py = y1 ∈ N(B∗). Then
−C∗A∗p−1x = B∗C∗A∗p−2x + · · · + B∗p−2C∗A∗x + B∗p−1C∗x + B∗py − y1 ∈ [N(B) ∩ R(Bp)] ∩ [R(B∗) +
N(B∗)] ⊆ [N(B) ∩R(Bp)] ∩ [R(B∗) +N(B∗p)] = {0}. Thus{
C∗A∗p−1x = 0,
B∗C∗A∗p−2x +B∗2C∗A∗p−3x + · · · +B∗p−2C∗A∗x + B∗p−1C∗x +B∗py = y1.
Continue this process, we can get that{
C∗A∗2x = 0,
B∗C∗A∗x +B∗2C∗x +B∗3y = yp−2 ∈ N
(
B∗p−2
)
.
Then there exists yp−1 ∈ N(B∗p−1) such that C∗A∗x +B∗C∗x + B∗2y = yp−1. Therefore{
C∗A∗x = 0,
B∗C∗x + B∗2y = yp−1.
Suppose C∗x +B∗y = yp ∈ N(B∗p), then{
C∗x = 0,
B∗y = yp.
We get that y ∈ N(B∗p+1) = N(B∗p), hence B∗py = 0.
The above proof implies that
( x
y
) ∈ N(M∗Cp), which means that N(M∗p) = N(M∗p+1). Thus M∗C has finite ascent
and hence MC has finite descent.
Let asc(MC) = des(MC) = p. Then H ⊕ K = N(MpC)R(MpC), where M N denotes the algebraic direct sum
of M and N . Since n(MC) < ∞, we know that MC is Browder. This completes the proof. 
If A is Fredholm with finite ascent and B is Fredholm with finite descent, we have:
Theorem 2.2. Suppose A is Fredholm with asc(A) < ∞ and B ∈ B(K) is Fredholm with des(B) < ∞. If n(A) +
n(B) = d(A)+ d(B), then there exists C ∈ B(K,H) such that MC is Browder.
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with finite ascent or with finite descent, T is Browder. We only need to prove that there is C ∈ B(K,H) such that
asc(MC) < ∞ or asc(M∗C) < ∞. Let p = max{asc(A),des(B)}. There are two cases to consider.
Case 1. Suppose dim[N(B) ∩ R(Bp)] dim[R(A) +N(Ap)]⊥.
Let M ⊆ [R(A) + N(Ap)]⊥ such that dim[N(B) ∩ R(Bp)] = dimM < ∞. Then there exists a linear operator T
with domain N(B) ∩ R(Bp) and range M such that ‖Ty‖ = ‖y‖ for every y ∈ [N(B) ∩ R(Bp)]. Define an operator
C : K → H by
C =
(
T 0
0 0
)
:
(
N(B) ∩ R(Bp)
R(B∗) +N(B∗p)
)
→
( [R(A) +N(Ap)]⊥
R(A) +N(Ap)
)
. (2)
Adopting a technique in Theorem 2.2(III), we know that MC is Browder.
Case 2. Suppose dim[N(B) ∩ R(Bp)] dim[R(A) +N(Ap)]⊥.
Let M ⊆ [N(B) ∩ R(Bp)] such that dim[R(A) + N(Ap)]⊥ = dimM < ∞. Then there exists a linear operator T
with domain [R(A) + N(Ap)]⊥ and range M such that ‖Ty‖ = ‖y‖ for every y ∈ [R(A) + N(Ap)]⊥. Define an
operator C1 : H → K by
C1 =
(
T 0
0 0
)
:
( [R(A) + N(Ap)]⊥
R(A) + N(Ap)
)
→
(
N(B) ∩ R(Bp)
R(B∗) +N(B∗p)
)
. (3)
Let MC∗1 =
(A C∗1
0 B
)
. Then M∗
C∗1
has finite ascent. Thus MC∗1 has finite descent.
From the preceding proof, there is C ∈ B(K,H) such that MC is Browder. 
If MC is Browder for some C ∈ B(K,H), then A is upper semi-Fredholm with finite ascent, B is lower semi-
Fredholm with finite descent and d(A) < ∞ if and only if n(B) < ∞. If d(A) = n(B) = ∞, then n(A) + n(A) =
d(A) + d(B). But if d(A) < ∞, both A and B are Fredholm. Since MC is Weyl, it follows from the decomposition
MC =
(
I 0
0 B
)(
I C
0 I
)(
A 0
0 I
)
that ind(A) + ind(B) = 0, that is n(A) + n(B) = d(A) + d(B).
Theorem 2.3. If MC is Browder for some C ∈ B(K,H), then A is upper semi-Fredholm with finite ascent, B is lower
semi-Fredholm with finite descent and n(A) + n(B) = d(A) + d(B).
From Theorems 2.1–2.3, we get:
Corollary 2.4. An 2×2 operator matrix MC =
(
A C
0 B
)
is Browder for some C ∈ B(K,H) if and only if A is upper semi-
Fredholm with finite ascent, B ∈ B(K) is lower semi-Fredholm with finite descent and n(A) + n(B) = d(A) + d(B).
If B is lower semi-Fredholm with finite descent, then B∗ is upper semi-Fredholm with finite ascent. The following
corollary is immediate from Corollary 2.4.
Corollary 2.5. For a given pair (A,B) of operators we have⋂
C∈B(K,H)
σb(MC) = σab(A) ∪ σab
(
B∗
)∪ {λ ∈ C: n(A − λI) + n(B − λI) = d(A − λI) + d(B − λI)}.
In [6], D.S. Djordjevic´ has investigated the set⋂C∈B(K,H) σb(MC) and shown that⋂C∈B(K,H) σb(MC) ⊆ σle(A)∪
σre(B) ∪ W(A,B) ∪ W1(A,B), where W(A,B), W1(A,B) are defined in Corollary 3.3 and Theorem 3.9 in [6], and
σle(T ) and σre(T ) denote the left Fredholm spectrum and right Fredholm spectrum of T , respectively. In Corollary 2.5,
we characterize the set
⋂
C∈B(K,H) σb(MC) completely.
Corollary 2.6. For a given pair (A,B) of operators we have⋂
C∈B(K,H)
σ (MC) = σa(A) ∪ σa
(
B∗
)∪ {λ ∈ C: n(B − λI) = d(A− λI)}.
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is surjective and d(A − λ0I ) = n(B − λ0I ). Thus n(A − λ0I ) + d(A − λ0I ) = n(B − λ0I ) + d(B − λ0I ). Define
C ∈ B(K,H) as (1) or (2), then MC is Browder. For any
( x
y
) ∈ N(MC), Ax+Cy = 0 and By = 0. Then Ax = −Cy ∈
R(A) ∩ R(A)⊥, this induces that Ax = 0 and Cy = Ty = 0, thus x = 0 and y = 0, which means that N(MC) = {0}.
Therefore MC is invertible.
For the converse, suppose λ0 /∈⋂C∈B(K,H) σ (MC). Then MC − λ0I is invertible for some C ∈ B(K,H). Thus
A − λ0I is bounded from below, B − λ0I is surjective and n(A − λ0I ) + n(B − λ0I ) = d(A − λ0I ) + d(B − λ0I ),
since MC − λ0I is Browder (Corollary 2.4). Therefore n(B − λ0I ) = d(A − λ0I ). Then λ0 /∈ σa(A) ∪ σa(B∗) ∪
{λ ∈ C: n(B − λI) = d(A − λI)}. 
In [8], it was shown that the passage from σ(A) ∪ σ(B) to σ(MC) is accomplished by removing certain open
subsets of σ(A) ∩ σ(B) from the former, that is, there is equality
σ(A) ∪ σ(B) = σ(MC) ∪ W,
where W is the union of certain of the holes in σ(MC), which happen to be the subsets of σ(A)∩ σ(B). The passage
from the σb(A) ∪ σb(B) to σb(MC) is more delicate.
Theorem 2.7. For a given pair (A,B) of operators we have that for every C ∈ B(K,H),
η
(
σb(A) ∪ σb(B)
)= η(σb(MC)),
where η(·) denotes the “polynomially-convex hull.” More precisely,
σb(A) ∪ σb(B) = σb(MC) ∪W,
where W is the union of certain of the holes in σb(MC), which happen to be subsets of σab(A∗) ∩ σab(B).
Proof. For any C ∈ B(K,H), since σb(MC) ⊆ σb(A) ∪ σb(B), we only need to prove that
∂
(
σb(A) ∪ σb(B)
)⊆ ∂σb(MC),
where ∂K denotes the topological boundary of K ⊆ C. But since
intσb(MC) ⊆ int
(
σb(A) ∪ σb(B)
)
,
it suffices to show that ∂(σb(A) ∪ σb(B)) ⊆ σb(MC). Since ∂(σb(A) ∪ σb(B)) ⊆ ∂σb(A) ∪ ∂σb(B), we need to
prove that ∂σb(A) ∪ ∂σb(B) ⊆ σb(MC). Suppose MC − λ0I is Browder, then λ0 /∈ σab(A) and λ0 /∈ σab(B∗). If
λ0 ∈ [∂σb(A) ∪ ∂σb(B)], without loss of generality, we suppose that λ0 ∈ ∂σb(A). Using the perturbation theorem of
upper semi-Fredholm operator and the definition of the topological boundary, for every neighborhood U of λ0, there
exists λ1 ∈ U such that A − λ1I is bounded from below, ind(A − λ0I ) = ind(A − λ1I ) and A − λ1I is Browder.
Then A − λ1I is invertible, which means that A − λ0I is Browder since asc(A − λ0I ) < ∞. It is in contradic-
tion to the fact that λ0 ∈ ∂σb(A). Then ∂σb(A) ∪ ∂σb(B) ⊆ σb(MC). Therefore ∂(σb(A) ∪ σb(B)) ⊆ σb(MC). So
η(σb(A) ∪ σb(B)) = η(σb(MC)) for every C ∈ B(K,H).
The above proof says that the passage from σb(MC) to σb(A) ∪ σb(B) if the filling in certain of the holes in
σb(MC). But since [σb(A) ∪ σb(B)] \ σb(MC) ⊆ [σab(A∗) ∩ σab(B)], the filling some holds in σb(MC) should occur
in σab(A∗) ∩ σab(B). This gives the result. 
Corollary 2.8. If σab(A∗) ∩ σab(B) has no interior points, then
(1) σb(MC) = σb(A) ∪ σb(B) for every C ∈ B(K,H);
(2) σw(MC) = σw(M0) for every C ∈ B(K,H).
Proof. (1) The equality σb(MC) = σb(A) ∪ σb(B) for every C ∈ B(K,H) immediately follows from Theorem 2.7.
(2) For every C ∈ B(K,H), the inclusion σw(MC) ⊆ σw(M0) is clear. For the converse, let MC − λ0I is Weyl.
Then A − λ0I is upper semi-Fredholm, B − λ0I is lower semi-Fredholm and d(A − λ0I ) < ∞ if and only if n(B −
λ0I ) < ∞.
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In this case, λ0 /∈ σab(A∗) or λ0 /∈ σab(B). Then d(A − λ0I ) < ∞ or n(B − λ0I ) < ∞. This induces that d(A −
λ0I ) < ∞ and n(B − λ0I ) < ∞.
Case 2. Suppose λ0 ∈ [σab(A∗) ∩ σab(B)].
By the perturbation theorem of semi-Fredholm operator, there exists  > 0 such that A − λI is upper semi-
Fredholm, ind(A − λI) = ind(A − λ0I ) and B − λI is lower semi-Fredholm, ind(B − λI) = ind(B − λ0I ) if
0 < |λ − λ0| < . Since σab(A∗) ∩ σab(B) has no interior points, there is λ1 ∈ C such that 0 < |λ1 − λ0| <  but
λ1 /∈ [σab(A∗) ∩ σab(B)]. Then A − λ1I is lower semi-Fredholm or B − λ1I is upper semi-Fredholm. This implies
that both A − λ1I and B − λ1I are Fredholm. Then both A − λ0I and B − λ0I are Fredholm.
From Cases 1 and 2, we know that if λ0 /∈ σw(MC), A − λ0I and B − λ0I are Fredholm. Then ind(A − λ0I ) +
ind(B − λ0I ) = ind(MC − λ0I ) = 0. Therefore λ0 /∈ σw(M0). 
H. Weyl [12] has shown that every hermitian operator A ∈ B(H) satisfies the equality
σ(A) \ σw(A) = π00(A), (4)
where π00(A) = {λ ∈ isoσ(A): 0 < dimN(A − λI) < ∞}. Today we say that Weyl’s theorem holds for A ∈ B(H)
if A satisfies the equality (4). Weyl’s theorem has been extended from hermitian operators to hyponormal opera-
tors and to toeplitz operator by L. Coburn [5], to several classes of operators including seminormal operators by
S. Berberian [1,2], and to a few classes of Banach space operators [11]. But Weyl’s theorem may or may not hold
for a direct sum of operators for Weyl’s theorem holds. Thus Weyl’s theorem may fail for upper triangular operator
matrices. Weyl’s theorem for upper triangular operator matrices is more delicate in comparison with the diagonal
matrices. Recall [2] that an operator A ∈ B(H) is called isoloid if every isolated point of σ(A) is an eigenvalue of A.
We then have:
Theorem 2.9. Suppose σab(A∗)∩σab(B) has no interior points and suppose A is an isoloid operator for which Weyl’s
theorem holds. If Weyl’s theorem holds for M0, then for every C ∈ B(K,H), Weyl’s theorem holds for MC .
Proof. If Weyl’s theorem holds for M0, then σw(M0) = σb(M0) = σb(A) ∪ σb(B). By Corollary 2.8, for every C ∈
B(K,H), σw(MC) = σw(M0) = σb(A)∪ σb(B) = σb(MC), which means that σ(MC) \ σw(MC) ⊆ π00(MC). For the
converse, let λ0 ∈ π00(MC). Then MC − λI is invertible if 0 < |λ − λ0| is sufficiently small, and hence A − λI is
bounded from below and B − λI is surjective. Since λ /∈ σb(MC), it follows that λ /∈ [σb(A) ∪ σb(B)], which means
that both A − λI and B − λI is invertible if 0 < |λ − λ0| is sufficiently small. Then λ0 ∈ isoσ(M0). The remaining
part of the proof is same as the proof of Theorem 2.4 in [10]. 
Remark. (1) The condition “σab(A∗) ∩ σab(B) has no interior points” is essential in Theorem 2.9. For example if
A,B and C are operators on 	2 ⊗ 	2 defined by
A = U ⊗ I and B = U∗ ⊗ I, C =
⎛
⎜⎜⎜⎝
0
I − UU∗
I − UU∗
. . .
⎞
⎟⎟⎟⎠ ,
where U is the unilateral shift on 	2, then
(a) σab(A∗) ∩ σab(B) =D has interior points, where D denotes the closed unit disk;
(b) σ(A) = σw(A) =D and π00(A) = ∅, which says that A is isoloid and Weyl’s theorem holds for A.
Also a straightforward calculation shows that
σ(M0) = σw(M0) = σ(MC) =D, σw(MC) = T , and π00(M0) = π00(MC) = ∅,
where T denotes the closed unit disk circle, which implies that Weyl’s theorem holds for M0 but fails for MC .
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A(x1, x2, x3, . . .) =
(
0, x1,0,
1
2
x2,0,
1
3
x3,0, . . .
)
;
B(x1, x2, x3, . . .) = (0, x2,0, x4,0, x6, . . .);
C(x1, x2, x3, . . .) = (0,0, x2,0, x3,0, x4, . . .).
Then
(a) σab(A∗) ∩ σab(B) = {0} has no interior points;
(b) σ(A) = σw(A) = {0} and π00(A) = ∅, which means that Weyl’s theorem holds for A, but A is not isoloid;
(c) σ(M0) = σw(M0) = {0,1}, π00(M0) = ∅, so Weyl’s theorem holds for M0.
But since σ(MC) = σw(MC) = {0,1} and π00(MC) = {0}, it follows that Weyl’s theorem fails for MC .
(3) Also the condition “Weyl’s theorem holds for A” cannot be dropped in Theorem 2.9. For example if on 	2
A(x1, x2, x3, . . .) =
(
0,0,0,
1
2
x2,0,
1
3
x3,0,
1
4
x4, . . .
)
;
B(x1, x2, x3, . . .) = (0, x2,0, x4,0, x6, . . .);
C(x1, x2, x3, . . .) = (x1,0, x2,0, x3,0, . . .),
then Weyl’s theorem fails for A and the other conditions in Theorem 2.9 are holds, but since σ(MC) = σw(MC) =
{0,1} and π00(MC) = {0}, we know that Weyl’s theorem fails for MC .
Example. Let A,B ∈ B(	2) be defined by
A(x1, x2, x3, . . .) = (x2, x4, x6, . . .);
B(x1, x2, x3, . . .) = (0, x1,0, x2,0, x3,0, . . .).
Then
(I) σab(A∗) = ∂D = T and σab(B) = T. So σab(A∗) ∩ σab(B) has no interior points;
(II) σ(A) = σw(A) = D and π00(A) = ∅. Then A is isoloid and Weyl’s theorem holds for A;
(III) σ(M0) = σw(M0) = D and π00(M0) = ∅. Then Weyl’s theorem holds for M0.
Then for every C ∈ B(	2, 	2), Weyl’s theorem holds for MC .
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