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B. Document	  Scope	  	  The	  following	  storage	  policies	  will	  be	  integrated	  into	  the	  XSEDE	  Allocations	  policies	  presented	  on	  the	  XSEDE	  website.	  This	  information	  will	  be	  integrated	  into	  the	  general	  allocations	  information	  of	  the	  website.	  	  
Storage	  Allocations	   Page	  1	  	  
C. Storage	  Policy	  
Overview	  With	  the	  explosion	  in	  the	  quantity	  of	  digital	  information	  generated	  and	  collected	  in	  the	  process	  of	  pursuing	  scientific	  research	  activities,	  storage	  capacity	  requirements	  are	  rapidly	  increasing.	  Like	  XSEDE	  computational	  platforms,	  XSEDE	  storage	  resources	  are	  expensive	  and	  limited	  resources	  and	  must	  be	  allocated	  via	  a	  fair,	  peer-­‐review	  process	  that	  meets	  the	  needs	  of	  a	  diverse	  open	  science	  community.	  An	  XSEDE	  allocation	  should	  now	  provide	  access	  to	  storage	  in	  addition	  to	  computing,	  visualization,	  and	  extended	  support	  resources	  at	  XSEDE	  service	  provider	  (SP)	  sites.	  	  Initially	  Storage	  Allocations	  will	  be	  deployed	  as	  a	  pilot	  project.	  	  Policies,	  procedures,	  and	  support	  issues	  will	  be	  modified	  based	  on	  the	  lessons	  learned	  in	  the	  pilot.	  	  
What	  is	  a	  storage	  allocation?	  Several	  XSEDE	  SPs	  host	  storage	  platforms	  providing	  services	  such	  as	  data	  management,	  data	  collections	  hosting,	  and	  large-­‐scale	  persistent	  storage.	  XSEDE	  will	  provide	  storage	  allocations	  both	  in	  support	  of	  compute/visualization	  use	  and	  independent	  of	  compute/visualization	  allocations.	  	  	  
How	  to	  request	  a	  storage	  allocation	  Storage	  resources	  will	  be	  requested	  through	  the	  XSEDE	  proposal	  submission	  process,	  the	  same	  process	  that	  is	  used	  to	  request	  access	  to	  compute,	  visualization,	  and	  extended	  support	  resources.	  	  In	  most	  cases	  storage	  allocations	  will	  be	  in	  support	  of	  compute	  allocations	  and	  will	  be	  requested	  in	  conjunction	  with	  compute	  and	  visualization	  allocation	  requests.	  	  However,	  some	  projects	  (e.g.	  data	  hosting	  or	  data	  preservation)	  may	  request	  stand-­‐alone	  storage	  allocations.	  	  All	  allocation	  requests-­‐-­‐storage	  in	  support	  of	  compute	  or	  stand-­‐alone	  storage-­‐-­‐will	  be	  subject	  to	  peer	  review	  at	  quarterly	  XRAC	  meetings	  or	  by	  the	  service	  provider	  for	  smaller	  requested	  amounts.	  Incorporating	  this	  new	  type	  of	  allocation	  into	  the	  XRAC	  review	  will	  require	  modifications	  to	  the	  current	  process,	  including	  providing	  clear	  proposal	  submission	  instructions	  and	  guidance	  to	  reviewers	  on	  what	  constitutes	  acceptable	  use	  of	  the	  resources.	  	  	  
Storage	  resources	  The	  following	  table	  lists	  XSEDE	  SPs	  providing	  allocable	  storage	  resources,	  the	  storage	  resource	  they	  offer,	  and	  initial	  allocation	  limits	  set	  by	  the	  SP	  (SPs	  may	  modify	  their	  allocation	  limits	  as	  resources	  evolve.)	  As	  with	  compute	  and	  visualization	  allocations,	  storage	  allocation	  durations	  will	  be	  one	  year	  with	  the	  option	  to	  renew	  for	  subsequent	  one-­‐year	  periods.	  Data	  will	  be	  preserved	  for	  at	  least	  one	  quarter	  beyond	  the	  expiration	  of	  the	  storage	  allocation	  end	  date.	  Retention	  beyond	  one	  quarter	  will	  be	  at	  the	  discretion	  of	  the	  SP.	  	  
Accounting	  for	  storage	  allocations	  Storage	  allocations	  will	  be	  provided	  on	  a	  project	  basis.	  PIs	  will	  manage	  their	  storage	  allocations	  via	  the	  XSEDE	  User	  Portal’s	  account	  management	  feature.	  PIs	  will	  receive	  automatic	  notifications	  at	  pre-­‐determined	  intervals	  as	  their	  storage	  usage	  approaches	  the	  awarded	  amount	  and	  as	  their	  allocation	  approaches	  its	  expiration	  date.	  PIs	  and	  users	  are	  responsible	  for	  correctly	  managing	  their	  storage	  allocations.	  	  SPs	  will	  take	  measures	  to	  ensure	  user	  compliance	  with	  their	  allocation	  awards.	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SPs	  will	  also	  make	  modifications	  to	  their	  accounting	  software	  to	  1)	  accept	  and	  process	  all	  AMIE	  packets	  related	  to	  storage	  allocations	  and	  2)	  push	  storage	  usage	  data	  on	  a	  daily	  basis	  via	  AMIE	  for	  entry	  into	  the	  XSEDE	  central	  database	  (XDCDB).	  	  	  
	   Data	  Oasis	  
Project	  Storage	   Data	  SuperCell	   HPSS	   Ranch	  
System	  Type	  
Medium-­‐term	  disk	  storage	  (Lustre	  PFS)	  
Persistent	  disk	  storage	  (e.g.,	  archival,	  collection	  hosting)	  
Long-­‐term	  tape	  archival	  storage	   Long-­‐term	  tape	  archival	  storage	  
Provider	   SDSC	   PSC	   NICS	   TACC	  
Allows	  Storage	  in	  
Support	  of	  Compute	  
and/or	  Vis	   Yes	   Yes	   Yes	   Yes	  
Allows	  Independent	  
Storage-­Only	  
Allocations	   No	   No	   No	   Yes	  
Max.	  Capacity	  of	  
System	  (Current)	   5	  PB	   4	  PB	   16	  PB	   50	  PB	  
Capacity	  Available	  to	  
XSEDE	  Storage	  
Allocations	  (Current)	   2	  PB	   2	  PB	   13	  PB	   50	  PB	  
Max.	  storage	  reviewed	  
and	  approved	  by	  SP	   5	  TB	   See	  PSC	  note1	   50	  TB	   50	  TB	  
Max	  storage	  space	  for	  
XRAC	  request	   50	  TB	   40	  TB	   300	  TB	   1	  PB	  
Retention	  (duration)	  
beyond	  allocation	  
expiration	  date	   3	  months	   3	  months	   6	  months	   6	  months	  
	  
Figure	  1:	  Storage	  Resource	  Table	  
1PSC	  note:	  If	  requested	  storage	  in	  gigabytes	  exceeds	  0.1*requested	  SUs,	  then	  review	  by	  XRAC;	  otherwise	  review	  by	  PSC.	  
