Frequency domain conditions involving multipliers is a powerful tool for robustness analysis. The resulting analysis problem is generally infinite dimensional and numerical solutions restricted to finite dimensional subspaces need to be considered. The finite dimensional problem can be transformed to a linear matrix inequality, which can be solved with efficient algorithms. This paper presents a format for the dual of the infinite dimensional problem. The dual can be used to investigate if the primal robustness problem is feasible. It can also be used to estimate the conservatism of a particular finite dimensional subspace of the primal
Introduction
Many practical systems can be modeled as a feedback interconnection of a linear time-invariant (LTI) plant G and a perturbation A, as in Figure 1 . The perturbation contains everything in the system that cannot be modeled as an LTI plant. For example, it can contain nonlinear elements, time-varying elements, and uncertain elements with various assumptions on the uncertainty.
Several classical results from [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] give sufficient conditions for stability in terms of the Nyquist curve in the case when G is a single-input singleoutput (SISO) plant for various nonlinear and/or time-varying perturbations, see for example [3] . Since the early 1980s much progress has been made on computational methods for robustness analysis in the case of MIMO plants. For example, Doyle introduced panalysis, which can be used for robustness test of a large class of systems with structured LTI perturbations by solving an optimization problem at a preselected grid of frequencies, see [4] , [12] . However, in the case of nonlinear and/or time-varying perturbations there exists coupling between frequencies. It is then not possible to do frequency by frequency optimization. approach for analysis of systems on the form in Figure  1 , [lo] , [13] . The perturbation is described in terms of integral quadratic constraints. If 11 is a measurable Hermitean matrix function, which is bounded on the imaginary axis and satisfies IT(jw) = IT(-jw), then a bounded perturbation A is said to satisfy the IQC defined by IT if for all U E L2[0,00), where G and A T ) denotes the Fourier transforms of U and A(u). It is often possible to find a convex set IIA such that A satisfies the IQC defined by any IT E IIA. It was then proved in [13] that , under some weak conditions, the system is robustly stable if there exists II E IIA and E > 0 such that The problem of finding II E IIA such that (1) is satisfied is a convex but generally infinite dimensional problem. An approach for solving this problem is to introduce a finite dimensional rational basis for the multipliers in ITA. The frequency domain inequality in (1) can then be transformed by use of the positive real lemma to an equivalent Linear Matrix Inequality (LMI), which can be solved by efficient numerical algorithms such as LMI-lab [5] . More detailed descriptions of such computations are given in for example [7] , [6] , [9] and [2] . The effectiveness of the approach described above is generally dependent on the choice of basis multipliers.
Recently, Megretski and Rantzer introduced
We will in this paper study the dual to the problem of finding a suitable II E IIA such that (1) is satisfied.
The dual problem will give 0 Indication on the existence of a solution to (1). 0 A bound for the optimization problem, which gives an indication of the quality of the basis multipliers.
For the example in this paper it will turn out that a solution to the dual problem can be found by solving an LMI optimization problem for a preselected set of frequencies.
Mathematical Preliminaries
We will in this section give the mathematical preliminaries that will be used in the sequel. The following definitions are standard and can be found in [8] .
Let X be a normed vector space. The definition above is extended to the product of n spaces XI, . . . , X,, in an obvious manner.
DEFINITION 2
Let H : X -+ Y be a bounded linear operator, then the adjoint operator H X : Y* + X * is defined by
where z E X and y* E Y * .
0

DEFINITION 3
A set C in a vector space is said to be a cone if x E C c3
implies that CYZ E C for all CY 2 0.
DEFINITION 4
A positive cone P in X is a subset which is both convex and a cone. A positive cone P defines a relation ( 2 ) defined as follows. For any z,y E X, 0 the notation z 2 y, means that z -y E P .
DEFINITION 5
Given a positive cone P c X, then we define P @ c 0 x* as P" = (z* E X * : (z,z*) 2 0, vx E P )
DEFINITION 6
Given a subspace C c X, then its orthogonal complement Cl is defined as
Given a subspace M c X and an element c E X, then the translated subspace c + M is said to be a h e m variety. If S c X is a nonempty set then the closed linear variety generated by S, v(S), is the intersection of all closed linear varieties in X that contain S. 0
DEFINITION 8
The relative interior of a nonempty set S is the interior which results when S is regarded as a subset of tJ(S).
0
A Result from Duality Theory
We will in this section present a special case of the Fenchel duality theorem, see for example [8] . This conic formulation of the duality theorem has been used in the finite dimensional case in for example [14] . We define the primal problem as the following minimization problem
where C is a subspace of X , P is a positive cone in X, C E X * , and D E X . The corresponding dual problem is defined as the following minimization problem
We define the duality gap p as
We have p 2 0. This follows since for any z E P n (C + D) and a* E P" n (CL + C ) we have
where the left hand side is positive and were the first term on the right hand side is zero since a -D E C and z* -C E C ' .
This shows that the primal problem is lower bounded by (Dl C ) -(D, z*) for any dual feasible z* E P" n (CL + C ) .
Given some further technical conditions we have the following stronger result We show that Proposition 1 is a special case of the Fenchel duality theorem in Appendix A.
Vector Spaces and Notation
Next follows a list of notation and vector spaces used in this paper. ships.
Notation used to describe the motion of
The following convex cones will be used 
The Primal Robustness Test
We will in this section give an example that illustrates the main points of this paper. We will consider ship steering dynamics as in Example 9.6 in [l], The dynamics for the ship can, with notation as in Figure   2 , be approximated by the Nomoto model
&(t) = v(t)(-az(t) + bv(t)u(t))
where $ denotes the heading of the ship, U denotes the rudder angle and U is the speed of the ship. It is assumed that v ( t ) 2 0. We will as in 
where X E RLgXm satsifies X ( j w ) = X * ( j w ) 2 0, v w .
We can choose a subspace of X in terms o:f functions in RL, and then transform the stability condition in More generally we consider robustness tests as in (6) where we assume that IIA is a bounded convex set with 0 E IIA defined as
Here x M is an element of a suitably defined normed vector space X M . The range of x M is restricted by the We say that the robustness test in (6) is feasible if p p < 0 and if this is the case then l bpl is a measure of the robustness margin. The boundedness of IIa implies that p p > -ca and the maximal value of (6) is p p = 0, since 0 E IIA. We say that the robustness test is unfeasible if p p = 0.
The dual of the the primal robustness test will be derived next.
S g Z l
P M = PZx2 x P:', D M = (O,I), L M : S E 2 --+
The Dual Robustness Test
The primal robustness test in (6) can with the multipliers in (7) be formulated as ' we need to find the set of z E X * satisfying (z,z) = 0 for all z E t. Let z = (a, z M ,
should hold for arbitrary 7 E R and arbitrary X , E X M . Hence it follows that z7 = ( I , Z O ) and LGzM = I I~M~z +
We get
The dual robustness test can now be formulated as
We can use the dual in (9) to estimate the quality of a particular finite dimensional restriction of the primal in (8) We can also state an unfeasibility test for the primal problem in (8) in the following way. 
Computational Issues
The dual optimization problem in (9) is defined in terms of functions in S,,,,. This class of functions is very large and the corresponding optimization problem is therefore not tractable for computations.
The main purpose of this section is to show how to restrict the dual such that the resulting optimization problem involves only a finite number of matrix constraints. We will use the following notation 
Numerical Results
We will here apply our computational ideas to the For the primal problem we use X = R*UR, where R E R H g X 2 is a "basis multiplier" and U = UT 2 0 is the corresponding "coordinates". LMI computations according to the ideas in [7] gives the solution in Figure 3 . The horisontal axis corresponds to the size n of the multiplier &(s) defined as
Conclusions
We have derived a format for the dual of a large class of robustness problems involving multipliers. Solutions to the dual optimization problem can be achieved by LMI optimization. 
