Abstract-This paper presents a face representation and recognition scheme based on the theory of fractais. Each face image is represented by its fractal model which is a small collection of transformation parameters. The transformation is carried out once for known face images. For recognition, the input face image is transformed and its fractal model is then compared against the database of fractal models of known faces. Feedforward neural networks are utilised to implement the compression and recognition parts. Some experimental results are presented. The maximum compression ratio obtained for the successful recognition of known faces was observed t o be 89:l (for a compression threshold of 0.002).
I. INTRODUCTION
A fractal is a fragmented geometric shape that can be subdivided in parts, each of which is a reducedsize copy of the whole. Fractals model many realworld objects that do not correspond to simple geometric shapes, e.g. clouds, mountains, turbulence, and coastlines [9] . Fractals are generally self-similar and independent of scale.
Iterated function systems (IFSs) are linear fractal models that cap describe complex objects using selfreference. An IFS consists of a set of maps from !Rn to itself. If the maps of an IFS are contractive, then the IFS converges to a unique fixed point called an attractor. Partitioned iterated function systems (PIFSs) are generalisations of IFSs. In PIFSs, the domains of the maps are restricted. The domain of a PIFS is a subset of the transformation space, not the whole space.
Fractal theory has recently found applications in image processing. Particularly, a part of the fractal approach, which is based on the theory of PIFSs, has received a great deal of attention in image compres-
. This method assumes that image redundancy can be efficiently exploited through selfdmilarity on a blockwise basis. The basic idea is to approximate an image by the attractor of a set of PIFSs. The original image is therefore represented by copies of properly transformed parts of itself.
Important advances in face representation and recognition have employed forms of principal component analysis (PCA) which is an expansion of the Karhunen-Lo2ve representation [3], [6] , [10]-[11], 1121- [13] . In PCA, the optimal basis is given by the eigenvectors of the correlation matrix. However, the algorithm to calculate the eigenvectors of a correlation matrix has cubic complexity. Even in a simplified case [12] , if more known faces are added to the database, then (i) the calculation of the basis becomes computationally expensive, (ii) the compression ratio declines, (iii) the basis must be recalculated, and (iv) all faces within the database must be re-compressed using the new basis. This paper presents a face representation and recognition model based on the theory of fractals. Each input face image is represented by its fractal model which is a small collection of contractive transformation parameters. An input face image is partitioned into non-overlapping smaller blocks (range blocks) and overlapping larger blocks (domain blocks). For each range block, a search is done through the domain block pool to find a domain block whose contractive affine transformation best approximates the range block. Therefore, for each range block the parameters of the related transformations are stored. The union of these parameters represents the compressed image of a person's face. The input to the face recognition system are centred face images detected from an input image by a facial
The transformation is carried out once for all the face images in the database. For recognition, the input face image is transformed and its fractal model is then compared against the database of fractal models of known faces. Feedforward neural networks are employed to implement the proposed face representation and recognition system.
In Section 11, a computational model of face recognition is described. The realisation method is then explained in Section III.1.n Section IV, simulation results are presented. The performance of the system is then discussed and compared with the performance obtained for PCA. Finailly, concluding remarks are given in Section V.
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REPRESENTATION A N D RECOGNITION OF
Fractal compression performs a vector quantisation of image blocks. The vector codebook is constructed from locally averaged and subsampled larger blocks of the image. The codebook is used for coding constant regions and edges of the image. The compression is done through contractive maps from the plane to itself. The coded image is the fixed point of the maps. The images are stored by saving the parameters of the maps and are decoded by iterating the maps to find the fixed point. In this section, the computationai model of the face representation and recognition is explained. The model is based on the theory of IFSs.
A . Image Representation
An image can be represented as a collection of discrete pixels. Each pixel takes a discrete value (typically between 0 to 255) representing a gray level. A function f : sS2 -+ 8 can be thought of as an image of infinite resolution. Because real images are finite in extent, and for simplicity, the domain of f is as-
The function f ( z , y ) gives the gray level z at each point (2, y). 
B. Contractive Transformations
C. Iterated Function Systems
An IFS consists of a set of maps {~i } f " =~ from sSn to itself. If the maps of an IFS are contractive, then the IFS converges to an unique fixed point called an attractor. Given any initial nonempty bounded input image, the attractor is obtained after a finite number of iterations. Figure 2 shows different iterations of an IFS with three maps for an initial input face image. The final image represents the attractor of the IFS. Figure 4 displays the mapping of some domain blocks onto range blocks.
D. Partitioned Iterated Function Systems
As an example, Figure 5 illustrates the decomposition of a face image using the fractal technique. The original image, and the first, third, and fifth iterates of the reconstructed image are demonstrated for 8x8 range blocks and 16x16 domain blocks.
SYSTEM REALISATION
Neural networks are trained to carry out different stages of face compression and recognition. The main reason for employing neural networks is to take advantage of the highly parallel architecture of neural networks in order to achieve real-time recogni-tion. Two different feedforward networks are designed. The first network implements the search process in which the best approximation of a range block is found among the domain pool. The network accepts two groups of inputs, a domain block and a range block, and calculates the RMS error between the range block and the transformed domain block. Only one network is sufiicient to perform the search process. However to speed up the search, more networks with the same architecture can be used in parallel.
The second network has also a feedforward architecture and has been trained to recognise faces. It receives two group of inputs, the fractal model of an input image and the fractal model of a known face from the fractal database. It calculates the degree of similarity between the two fractal face models. If the output is below a threshold, the input face is considered as a known face whose fractal is currently under examination. Similar to the compression stage, more networks with the same architecture can be used to speed up the recognition process.
IV. EXPERIMENTAL RESULTS
Experiments were carried out on a database of known face images to verify the performance of the system. The database consists of 150 front-view face images of 64x64, 256 gray levels. Simulations were done in two steps: compression and recognition.
In the compression stage, the fractal model of all known faces are found and stored. The domain and range block sizes were set to 16x16 and 8x8 pixels, respectively. The compression threshold was selected as 0.002.
In the recognition stage, two groups of experiments were performed. In the first experiment, the known face images were presented to the system and the recognition process was carried out. 100% recognition was achieved in this step. The maximum compression ratio obtained for successful recognition of all known faces was 89:l. Figure 6 demonstrates recognition of the known face number 100. In the second experiment, 50 unknown face images were directed to the system and the recognition process was carried out. None of the input images were recognised by the system. Figure 7 shows the recognition result for an unknown input face image.
The proposed system is less computationally expensive than that for PCA. Moreover, when a new face is added to the database, recalculation of eigenfaces and re-compression of known faces are not necessary.
V. CONCLUSIONS
Feedforward neural networks have been employed to implement a fractal based human face representation and recognition system. An input image is transformed into its fratctal model and compared with fractal models of known faces. Simulation results show that the proposed system overcomes the shortcomings of PCA. The maximum compression ratio obtained for the successful recognition of the known faces was observed to be 89:l. A comprehensive face image database is currently being constructed by the authors. This will allow future experiments to be conducted with larger numbers of face images. 
