In this work, a version of the technique for order preference by similarity ideal solution (TOPSIS) with entropic regularization approach is developed for solving the fuzzy multi-objective nonlinear programming (MONLP) problems. Applying the basic principle of compromise of TOPSIS, the fuzzy MONLP problem can be reduced into a fuzzy bi-objective nonlinear programming problem. Moreover, following the "tolerance approach," the solution of the fuzzy bi-objective nonlinear programming problem can be obtained by solving a min-max problem. An entropic regularization approach is then applied for solving such a problem. Computational results are provided to illustrate the validity and efficiency of the proposed method.
Introduction
In the last two decades, one of the most rapidly developing methodologies is multi-criteria decision analysis of which multi-objective decision makings (MODM) plays a major role. It is well known that most decision making problems have multiple objectives which cannot be optimized simultaneously due to the inherent incommensurability and conflict between these objectives. Thus making a trade off between these objectives becomes a major subject to get the best compromise solution. A variety of methodologies for solving MODM problems have been proposed [11, 13, 15-17, 19, 20] . Among them, the goal programming and global criterion method are some of the most popular approaches. The methods only consider the criterion of the shortest distance from the given goal or the positive ideal solution. However, in practice, we might like to have a decision which not only makes as much profit as possible, but also avoids as much risk as possible. The single criterion of the shortest distance from the positive ideal solution is then not enough to satisfy decision maker(s) [9] . The technique for order preference by similarity ideal solution (TOPSIS) was first developed by Hwang and Yoon [10] to solve a multiple attribute decision making (MADM) problem. It provides the principle of compromise that the chosen alternative should have "the shortest distance from the positive ideal solution (PIS)" and "the farthest distance from the negative ideal solution (NIS)." Lately, this principle of compromise has also been suggested by Hwang et al. [9] for solving MODM problems. Recently, Abo-Sinna [1] extends the TOPSIS to solve multiobjective dynamics programming problems. Deng et al. [5] formulate the inter-company comparison process as a multicriteria analysis model, and presents an effective approach by modifying TOPSIS for solving such problem. Since vague concepts frequently represented in decision data for modeling real-life situations, multi-objective decision makings in a fuzzy environment becomes an important problem both in theory and practice. Chen [4] extends the concept of TOPSIS to develop a methodology for solving multi-person multi-criteria decision-making problems in fuzzy environment. Inspired and motivated by the recent research, in this study, a version of the TOPSIS with entropic regularization approaches is developed for solving the fuzzy MODM model in view of the following fuzzy multi-objective nonlinear programming problem (MONLP): ≤ ∼ 0 actually determines a fuzzy setC s , whose membership function is denoted by µ gs . The membership grade µ gs (x) can be interpreted as the degree to which the regular inequality g s (x) ≤ 0, s = 1, 2, · · · , m, is satisfied. To specify the membership functions µ gs , it is commonly assumed that µ gs (x) should be 0 if the regular inequality g s (x) ≤ 0 is strongly violated, and 1 if it is satisfied. This leads to a membership function in the following form: Applying the basic principle of compromise of TOPSIS, the fuzzy MONLP problem (1.1) can be reduced into a fuzzy bi-objective nonlinear programming problem. Moreover, following the "tolerance approach" [12, 21] , the solution of the fuzzy bi-objective problem can be obtained by solving a min-max problem. An entropic regularization approach is then applied for solving such a problem. The rest of the paper is organized as follows. In Section 2, the TOPSIS with entropic regularization approach for solving the fuzzy MONLP will be presented. A solution algorithm and the implementation issue on the algorithm will be discussed in section 3. Some numerical results are provided in section 4. The paper is concluded in section 5.
To mathematically formulate this principle of compromise, we first define the reference points of PIS and NIS for the fuzzy MONLP problem as follows:
where J denotes the index of objectives for maximization, f j (x) denotes the benefit objective for maximization, ∀ j ∈ J, I denotes the index of objectives for minimization, f i (x) denotes the cost objective for minimization, 
Moreover, because of the incommensurability among objectives, the component distance from PIS or NIS for each objective is normalized. The following distance functions are then considered.
where d
P IS p and d

N IS p
are the distances from the PIS and NIS, respectively, w k , k = 1, 2, · · · , K, are the relative importance (weights) of objectives, i.e., w k indicates the degree of importance of the k-th objective, and p = 1, 2, · · · , ∞ is the parameter of distance functions. The parameter p plays the role of the "balancing factor" between the distance d p and the objects; as p increases, the distance d p decreases, i.e.,
and greater emphasis is given to the largest deviation in forming the total. Specifically, p = 1 implies an equal importance (weights) for all these deviations, while p = 2 implies that these deviations are weighted proportionately with the largest deviation having the largest weight. Finally, for p = ∞, the largest deviation completely dominates the distance determination [10, 17, 19, 20] .
To approximately minimize d
P IS p
, and approximately maximize d
N IS p
, the fuzzy MONLP problem can be converted to the following fuzzy bi-objective nonlinear programming problem.m in d where p = 1, 2, · · · , ∞. The membership functions µ 1 (x) and µ 2 (x) of the two distance objective function are assumed to be non-increasing/non-decreasing monotonous functions and can be described as follows.
where
Let a fuzzy decisionD of the fuzzy MONLP problem be defined as the fuzzy set resulting from the intersection of fuzzy objectives and fuzzy constrainsC s , s = 1, 2, · · · , m, with a corresponding membership function
According to reference [12, 21] , a solution, say x * , of the fuzzy MONLP problem with a degree of satisfaction, µD(x * ), can be taken as the solution with the highest membership in the fuzzy decision setD and obtained by solving the following problem:
One major difficulty encountered in developing solution methods for solving the min-max problem (2.14) is the non-differentiability of the max function µ ′D (x). A distinct feature of the recent development centers around the idea of developing "smooth algorithms" [6, 8] . Among them, a class called "regularization methods" has been developed based on approximating the max function µ ′D (x) by certain smooth function [2, 3, 8] . Here we adopt the newly proposed "entropic regularization procedure" [7, 14] . This procedure guarantees that, for an arbitrarily small ε > 0, an ε-optimal solution of the min-max problem (2.14) can be obtained by solving the following problem:
with a sufficiently large q. It should be noted that in practice a sufficiently accurate approximation can be obtained by using a moderately large q [14] . Also because of the special "log-exponential" form of µ q (x), most over-flow problems in computation can be avoided.
An Algorithm and the Implementation Issue on the Algorithm
Based on the discussion in Section 2, a TOPSIS-based entropic regularization algorithm for solving the fuzzy MONLP is developed in this section. Algorithm:
Step
N IS p
), he should choose p = 1. On the other hand, if dominating criteria are the maximum of individual regrets and the minimum of individual rewards, p = ∞ should be chosen. Beyond both extreme cases, p = 2 will be chosen. p = 2 is similar to the popular least-square approach, and provides an approximation for the case 2 < p < · · · < ∞. Note that p = 1, 2, and ∞ are well-known standard values in the fields of control theory and multi-criteria decision making [19] .
Step 0.2 Determine the relative importance w k of the K objective functions. There are various methods for assessing w k , such as eigenvector, weighted least square, entropy and LINMAP methods [10] . In this study, we assume that w k is given from decision makers. Step 1. Determine the positive ideal solution (f * ) and the negative ideal solution (f − ) by solving equations (2.1) and (2.2).
Step 2. Solve equation (2.5).
Step 2.1 Obtain (d
′ by solving equations (2.8)-(2.11). Go to Step 2.2.
Step 2.2 Obtain membership functions µ 1 (x) and µ 2 (x) by calculating equations (2.6) and (2.7). Go to Step 2.3.
Step 2.3 Solve equation (2.15). Go to Step 3.
Step 3 If the solution obtained by the TOPSIS-based entropic regularization approach is satisfied, i.e., the degree of satisfaction obtained in Step 2.3 reaches a preference value, saȳ α, stop. Otherwise, decision makers may like to change p, w k , q,ᾱ and/or membership functions. Then, we will go back to Step 0.1, Step 0.2, or change the tolerance levels t s , s = 1, 2, · · · , m, in (1.2). The solution procedure is then repeated.
Implementation issue on the algorithm
In step 1 and step 2.1 of the proposed algorithm, we face the challenge of solving problems (2.1), (2.2), and (2.8)-(2.11). Consider the problem in (2.1).
For α ∈ [0, 1], consider the following problem:
where X α = {x | µ gs (x) ≥ α} is the α-level set ofX. Since µ gs (x) ∈ [0, 1] and it is continuous and strictly decreasing over [0, t s ], problem (3.3) is equivalent to the following problem: 
A Numerical Example
In this section, a numerical example is provided to illustrate the validity and efficiency of the proposed method. Consider the following fuzzy multi-objective nonlinear programming problem:
with the membership functions µ gs (x), s = 1, 2, are specified as follows:
Step 1. LetX
, and x 1 , x 2 , x 3 ≥ 1}. Determine the positive ideal solution (f * ) and the negative ideal solution (f − ) by solving the following problems:
To solve the problem (4.2), for α ∈ [0, 1], we consider the following parametric programming problem:
By incremental changes of α = 0, 0.1, · · · , 0.9, 1, the solution of the problem (4.6) at α can be obtained as shown in Table 1 . Taking α = 0.9, the results for solving problems (4.3), (4.4), and (4.5) are shown in Table 2 . Next, we compute d
P IS p
and d
N IS p
and obtain the following equations:
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and p = 2, solve the following problem:
Step 2.1.
′ by solving the following problems: 8) and the solution is x P IS = (1.7987, 1, 3.0187). 9) and the solution is x N IS = (1.6570, 1, 3.5857). Then, we have
Step 2.2. The membership functions µ 1 (x) and µ 2 (x) of the two distance objective function can be described as follows.
14)
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Step 2.3. The maximizing solution, x * , of the fuzzy MONLP problem can be obtained by solving the following problem: max min
This problem is equivalent to the following min-max problem:
− min max
A near-optimal solution of the "min-max" problem can be obtained by solving the following problem:
− min
with a sufficiently large q. In our implementation, we use a fixed q = 100, the compromise solution of the fuzzy MONLP problem (4.1) is (1.6889, 1.8701, 3.5180) with the degree of satisfaction being equal to 0.6712. Tables 3 and 4 ). It is because that d
. In this case, we don't need to solve Equations (2.13) and (2.15). When p ≥ 2 (p = 2, 10), solutions of "min d
P IS p
" and "max d
N IS p
" are always different. For those cases of different solutions, we need to solve Equation (2.15) to obtain a compromise solution which has the shortest distance from the positive ideal solution and the farthest distance from the negative ideal solution.
Conclusions
In this paper, the solution of a fuzzy multi-objective nonlinear programming problem is studied. A TOPSIS-based entropic regularization approach is developed for solving the Computational results are provided to illustrate the validity and efficiency of the proposed method. Also, because µ q (x) appears in a special "log-exponential" form, it is highly smooth and avoids most over-flow problems in computation. Compared to other approaches to solving fuzzy multiobjective programming problems, our work essentially reduces the problem to minimizing an infinitely smooth function without any constraints for efficient computation.
It should be noted that in the crisp MODM theory, only the feasible solutions are considered as candidates for efficient solutions (Pareto optimal solutions). For the fuzzy multi-objective nonlinear programming problem (1.1), however, solutions do not only differ with respect to the associated vales of the objectives, but also with respect to their degree of feasibility. In this case, the satisfactory (compromise) solution obtained by the proposed algorithm need not be nondominated.
Moreover, the max-min operator employed here is not compensatory. In this case, the satisfactory level of "as close to PIS as possible" cannot be increased by decreasing the satisfactory level of "as far away from NIS as possible." This may be inconsistent with the basic principle of compromise of TOPSIS. Future studies should apply compensatory operators (such as min-bounded sum operator, fuzzy "and", weighted mean operator, etc.) to obtain the compromise solution of the fuzzy MONLP problem.
