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Re´sume´ – Nous nous inte´ressons dans cet article a` l’estimation multire´solution (boıˆte, accroissement, ondelette) des exposants ζ(q) des lois
d’e´chelle de processus multiplicatifs. Nous observons, a` partir de quatre types de processus pre´sentant des lois d’e´chelle prescrites a priori, que
ces estimateurs ne rendent compte des ζ(q) que dans un intervalle de valeurs de q et se comportent ne´cessairement comme une fonction line´aire
de q en dehors. Nous e´tudions cet effet et le relions au fait que les cascades multiplicatives sont des martingales.
Abstract – In this article, we address the issue of multiresolution based estimations (box, increment, wavelet) for the ζ(q) scaling exponents of
multiplicative processes. From four different types of processes possessing a priori prescribed and controlled scaling laws, we observe that such
estimators correctly measure the ζ(q) exponents, for a limited range of values of q only and necessarily behave as a linear function of q outside
this range. We study this phenomenon and relate it to the martingale nature of these multiplicative processes.
1 Introduction
Au cours de cette dernie`re de´cennie, des comportements en
loi d’e´chelle, des phe´nome`nes d’invariance d’e´chelle ont e´te´
observe´s dans de nombreuses applications de natures tre´s diffe´rentes.
Le plus souvent, l’e´tude des comportements en loi d’e´chel-
le repose sur le principe suivant. Soit X(t) la quantite´ phy-
sique d’inte´reˆt, et soit TX(a, t) une quantite´ multire´solution,
a` l’e´chelle a, construite sur X . Par exemple, TX(a, t) peut
de´signer les accroissements du processus, X(t+ aτ0)−X(t)
(ou` τ0 est une constante arbitraire), ou bien ses coefficients
d’ondelettes. L’invariance d’e´chelle se manifeste a` travers le
fait que les moments d’ordre q (pour une gamme de valeurs de
q) se comportent en loi de puissance selon les e´chelles, pour
une gamme d’e´chelle :
E|TX(a, t)|
q = cq|a|
ζ(q). (1)
L’analyse des phe´nome`nes d’invariance d’e´chelle, sur des donne´es
expe´rimentales, consiste a` mettre en e´vidence (de´tection) ces
lois de puissance et a` mesurer (estimation) les exposants ζ(q)
correspondants.
Commune´ment, l’estimation des exposants est re´alise´e a` par-
tir de la mesure de la pente d’une droite observe´e dans un dia-
gramme ln a versus lnSn(a, q), ou` Sn(a, q) consiste en une
estimation (par moyenne temporelle) du moment d’ordre q de
|TX(a, t)|. Pour les processus autosimilaires, caracte´rise´s par
un comportement line´aire en q des ζ(q), ζ(q) = qH , cette
proce´dure d’estimation a de´ja` e´te´ largement e´tudie´e et ses per-
formances analyse´es. Expe´rimentalement, cependant, de nom-
breuses situations correspondent a` un comportement non line´aire,
ζ(q) 6= qH . Elles peuvent alors eˆtre mode´lise´es par des pro-
cessus multiplicatifs (des cascades) qui permettent de modeler
a` volonte´ la forme de la fonction ζ(q). Un nombre restreint de
travaux [1, 9, 10] s’est inte´resse´ a` l’e´tude des performances
des des estimateurs des ζ(q) pour les processus multiplica-
tifs, essentiellement parce que les seuls processus multiplica-
tifs dont les proprie´te´s e´taient connues the´oriquement ont long-
temps e´te´ les ce´le`bres cascades de Mandelbrot. Ont e´te´ pro-
pose´s re´cemment plusieurs types de processus dont les compor-
tements en lois d’e´chelle sont connus the´oriquement et peuvent
eˆtre prescrits a priori.
Dans cet article, nous nous inte´ressons uniquement a` la ques-
tion de l’estimation des exposants ζ(q) de processus multi-
plicatifs (pour lesquels les ζ(q) ne sont pas a priori e´gaux a`
qH). Nous caracte´risons les performances d’estimation de trois
types d’estimateurs multire´solution (boıˆte, accroissement, on-
delette), applique´s a` quatre cate´gories de processus multiplica-
tifs connus et documente´s dans la litte´rature. Cette caracte´risation
est essentiellement obtenue par applications des estimateurs a`
un grand nombre de re´alisations de processus synthe´tiques dont
les proprie´te´s sont prescrites a priori. Nous mettons en e´vidence
un effet ge´ne´rique de line´arisation du comportement des esti-
mateurs : ils ne rendent compte des ζ(q) que pour un intervalle
de valeurs de q ∈ [q∗−, q∗+] et se comportent ne´cessairement
comme une fonction line´aire de q en dehors. Cet effet, de´ja`
e´tudie´ dans des cas particuliers dans [10, 15, 14, 18], semble
eˆtre une proprie´te´ essentielle des estimateurs utilise´s alors qu’il
est trop souvent ignore´. Nous le relions au au fait que les cas-
cades multiplicatives sont des martingales.
2 Estimateurs
De´finissons d’abord β0(u) = 1/τ0 si 0 ≤ u < τ0 et =
0 sinon, et I0(u) = δ(t + τ0) − δ(t), ou` τ0 est une constante
arbitraire. Soit ψ0(t) une ondelette-me`re usuelle etX(t) le pro-
cessus e´tudie´. On de´finit les quantite´s multire´solutionsTX(a, t; f0),
de la fac¸on suivante :
TX(a, t; f0) =
∫
R
X(u)fa,t(u)du,
fa,t(u) = (1/a)f0((u − t)/a).
(2)
Les choix suivants des fonctions-me`res de´finissent trois cate´gories
d’estimateurs :
EI : Agre´gation f0(u) = (β0(u))∗N ,
EII : Accroissement f0(u) = (I0(u))∗N ,
EIII : Ondelette f0(u) = ψ0(u),
(3)
ou` (f(u))∗N indique que la fonction f est convolue´e N -fois
avec elle-meˆme. Ces trois cate´gories d’estimateurs sont caracte´rise´s
par un ordre N qui peut eˆtre choisi arbitrairement. Pour l’esti-
mateur en ondelette,N correspond au nombre de moments nuls
de l’ondelette.
On de´finit ensuite les fonctions de partition sur une grille
dyadique a = 2j , t = 2jk par :
Sn(q, 2
j ; f0) =
1
nj
nj∑
k=1
|TX(2
j , k2j; f0)|
q (4)
ou` n de´signe la longueur de l’observation et nj le nombre de
coefficientsTX(2j , k2j; f0) effectivement disponibles a` l’e´chelle
a = 2j . Les estimateurs ζˆ(q, n) des ζ(q) sont alors obtenus par
re´gressions line´aires de log2 Sn(q, j) en fonction de log2 2j =
j [1]. Nous n’abordons pas ici la question de la se´lection de
la gamme d’e´chelle. Nous n’abordons pas non plus la ques-
tion de l’existence des moments d’ordre q des |TX(a, t; f0)|.
Pour tous les processus e´tudie´s ici, il est possible de montrer
que ESn(q, a) < ∞ pour q ∈ R, avec EI, et q > −1 avec
EII et EIII. Nous utiliserons syste´matiquement ces valeurs de
q, l’e´valuation de la nature finie des moments est discute´e de
fac¸on inte´ressante par exemple dans [8].
3 Processus
Nous allons nous inte´resser a` quatre classes de processus
multiplicatifs aux proprie´te´s statistiques connues et pre´sentant
des lois d’e´chelle prescrites a priori (ce qui e´puise quasiment,
a` notre connaissance, la liste des processus propose´s dans la
litte´rature) : les cascades multiplicatives conservatives de Man-
delbrot (CMC) [12, 16], les processus de Poisson compose´s
(CPC) [5], les cascades infiniment divisibles (IDC) [7, 6, 3, 4],
les marches ale´atoires multifractales (MRW) [2]. Par manque
de place, il n’est pas possible de donner les de´finitions et construc-
tions de ces processus. Indiquons simplement que pour tous les
processus une densite´ Qr(t), a` la re´solution r, est explicite-
ment de´finie par le produit d’un nombre, d’ordre ∼ log r, de
variables ale´atoires strictement positives W inde´pendantes et
identiquement distribue´es. Ces multiplicateurs sont, de plus de
valeur moyenne e´gale a` 1 (d’ou` le terme de conservatif) et sont
choisis tels que ∀q ∈ R, E|W |q < ∞. Pour les CMC, CPC et
IDC, on de´finit a` partir de cette densite´ Qr(t) deux processus
ale´atoires :
A(t) = limr→0
∫ t
0 Qr(u)du,
VH(t) = BH(A(t)),
}
(5)
ou`BH(t) de´signe le mouvement brownien fractionnaire de pa-
rame`treH (voir, par exemple, [17]). Le processus VH est connu
sous le nom de mouvement brownien fractionnaire a` temps
multifractal (voir, par exemple, [16]). Pour de´finir les ζ(q), on
de´signe par ϕ(q) une fonctionnelle de E|W |q (dont l’expres-
sion de´pend du de´tail de chaque processus) et on peut montrer
que ces processus satisfont, pour les CMC, d’une part,
Pour Qr(t), ESn(q, a;β0) = cq|a|ϕ(q),
Pour A(t), ESn(q, a; I0) = c′q|a|q−ϕ(q),
Pour VH(t), ESn(q, a; I0) = c′′q |a|qH−ϕ(qH),

 (6)
pour les CPC et IDC, d’autre part,
Pour Qr(t), E|TQ(a, t;β0)|q = cq|a|ϕ(q),
Pour A(t), E|TA(a, t; I0)|q = c′q|a|q−ϕ(q),
Pour VH(t), E|TVH (a, t; I0)|q = c′′q |a|qH−ϕ(qH) .


(7)
Les processus MRW, quoiqu’a priori assez diffe´rents, ont un
statut comparable a` celui des processus VH des constructions
pre´ce´dentes, puisque leurs de´finitions impliquent e´galement des
mouvements browniens fractionnaires. Ils satisfont, avec 1 >
H > 0 et λ > 0 :
E|TVH (a, t; I0)|
q = c′′q |a|
(H+λ2)q−λ2q2/2. (8)
Ces e´quations ((6), (7) et (8)) sont a` mettre en regard de la rela-
tion (1), qui de´finit qualitativement la notion de comportement
en loi d’e´chelle.
4 Re´sultats
•ME´THODOLOGIE. Pour les densite´sQ, les trois types d’es-
timateurs peuvent eˆtre utilise´s. Aux processus A et VH a` ac-
croissements stationnaires seuls EII et EIII peuvent eˆtre ap-
plique´s. Les performances statistiques des estimateurs sont e´tudie´es
par simulation nume´rique. Pour chaque estimateur, pour chaque
type de processus, pour chaque fonction ζ(q), on effectue l’es-
timation ζˆ(q, n) sur nbreal re´alisations de longueurn synthe´tise´es
nume´riquement. On e´tudie les comportements de la moyenne
et de la variance de ces estime´es en fonction de q et n. Dans
ce travail, on a utilise´ nbreal = 1000 et 214 ≤ n ≤ 221. Les
re´gressions line´aires sont effectue´es dans une gamme d’e´chelles
am = 2
jm ≤ a = 2j ≤ aM = 2
jM bien controˆle´e et commune
a` toutes les expe´riences.
• LINE´ARISATION DES ESTIME´ES. Les e´tudes conduites montrent
le re´sultat fondamental suivant : lorsque q appartient a` un cer-
tain intervalle [q∗−, q∗+], les estime´es ζˆ(q, n) atteignent les ζ(q) ;
en dehors de cet intervalle, elles suivent ne´cessairement un com-
portement line´aire en q. Un aspect essentiel de ce re´sultat re´side
dans le fait qu’il est obtenu pour les trois estimateurs choisis
et pour tous les types de processus envisage´s. Plus pre´cise´ment,
on obtient respectivement :
EI :


ζˆ(q, n) → α− + β−q q ≤ q
∗
−,
ζˆ(q, n) → ζ(q) q∗− ≤ q ≤ q
∗
+,
ζˆ(q, n) → α+ + β+q q
∗
+ ≤ q.
(9)
EII&III
{
ζˆ(q, n) → ζ(q) −1 < q ≤ q∗+,
ζˆ(q, n) → α+ + β+q q
∗
+ ≤ q.
}
(10)
Cet effet de line´arisation est illustre´ sur la figure 4 (a & b). Nous
insistons, d’une part, sur le fait que cet exemple (CMC log-
normal) est repre´sentatif des observations obtenues pour EI,
EII et EIII pour les 4 types de processus (CMC, CPC, IDC et
MRW) et diffe´rents choix de ζ(q) ; d’autre part, sur le fait que
ce phe´nome`ne de line´arisation est essentiellement inde´pendant
de la longueur des observations (on l’observe quel que soit n et
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FIG. 1 – Effet de line´arisation des ζˆ(q, n). (a) ζˆ(q, n) pour Q
avec EI (∗) et EIII (o) compare´s a` ζ(q) (trait plein) pour une
CMC log-normale (ζ(q) = m(q − q2), m = 0.06) ; (b) ζˆ(q, n)
pour VH (H = 1/2) avec EIII (o), n = 218. Les valeurs q = q∗±
ou q = −1 sont repe´re´es par des lignes verticales. (c) & (d) :
transforme´es de Legendre correspondantes. (e) & (f) : estime´es
Dˆ∗+ en fonction de n (e) pourQ avec EI (*) et EIII (o), (f) pour
VH avec EIII.
l’estimation des parame`tres associe´s q∗±, α±, β± est faiblement
de´pendante de n).
L’effet de line´arisation des ζˆ(q, n) se visualise de fac¸on claire
lorsqu’on trace leur transforme´e de Legendre1 Dˆn(h) et la com-
pare a` celle D(h) des ζ(q). En effet, la transforme´e de Le-
gendre change une droite en un point, et donc, le(s) compor-
tement(s) line´aire(s) asymptotique(s) des ζˆ(q, n) en point(s)
d’accumulation (hˆ∗±, Dˆ∗±), avec hˆ∗± = β± et Dˆ∗± = 1 − α±.
L’existence de ces points d’accumulation est illustre´e sur la fi-
gure 4 (c & d). En notantD∗± la moyenne sur nbreal re´alisations
de Dˆ∗±, on observe expe´rimentalement que D∗+ = D∗− = 0,
pour toutes les situations ou` D(h) → −∞ quand h → ±∞.
Tout se passe donc comme si Dˆn(h) doit essentiellement rester
a` valeurs positives. On observe enfin que la position de ce point
d’accumulation est inde´pendante de n, cf. figure 4 dernie`re
ligne pour Dˆ∗+ (comportements similaires pour Dˆ∗− et hˆ∗±).
Enfin, nous notons, a` partir des observations ci-dessus et de
la connaissance a priori de D(h), qu’il est possible de de´finir
les coordonne´es the´oriques des points d’accumulation (h∗, D∗)
et des valeurs critiques q∗ par :
D∗ = D(h∗) = 0, h∗ = (dζ(q)/dq)q=q∗ . (11)
Les q∗ de´finis implicitement par ces e´quations sont positionne´s
1La transforme´e de Legendre est de´finie par [16] : D(h) = 1 +
minq (qh− ζ(q)), qui s’e´crit lorsque ζ(q) est une fonction continuˆment
de´rivable : D(h) = q(h)dζ
dq
(q(h)) − ζ (q(h)), ou` q(h) est la solution de
h = dζ
dq
(q).
sur la figure 4. La de´termination de leurs valeurs a` partir des
exposants estime´s ζˆ(q, n) est a` l’e´tude.
• BIAIS ET VARIANCE. Lorsque q ∈ [q∗−, q∗+], pour EI, ou
q ∈] − 1, q∗+], pour EII et EIII, on constate que les estima-
teurs ζˆ(q, n) sont entache´s d’un biais syste´matique dont l’am-
pleur de´pend de l’e´cart de ζ(q) a` un comportement line´aire,
en d’autres termes |ζˆ(q, n) − ζ(q)| ne tend pas vers 0 quand
n→∞, contrairement a` ce qui e´tait observe´ pour les processus
auto-similaires [1]. Cette question de´licate est en cours d’exa-
men et sera de´veloppe´e ulte´rieurement. La variance des ζˆ(q, n),
elle, pre´sente toujours une de´croissance en loi de puissance en
fonction de n, la longueur des observations : Var ζˆ(q, n) ∼
λqn
γ(q)
. Pour caracte´riser cette de´croissance, on trace γ(q) (cf.
figure 2) en fonction de q. On constate que l’on n’obtient pas le
comportement usuel en 1/n, observe´ pour les processus auto-
similaires par exemple [1]. Pour q ≥ q∗+, on n’enregistre qua-
siment aucune re´duction de variance avec l’augmentation de n
(γ(q) ' 0), un comportement analogue a` celui des situations
ou` les moments n’existent pas (q ≤ −1). Pour q ∈ [q∗−, q∗+]
(EI) ou q ∈] − 1, q∗+] (EII et EIII), γ(q) raccorde continuˆment
la de´croissance en 1/n quand q ' 0 a` une de´croissance lente
(cf. figure 2).
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FIG. 2 – Variance des estimateurs. De´croissance γ(q)
(Var ζˆ(q, n) ∼ λqnγ(q)) de la variance, estime´ par re´gression
line´aire de n = 214 a` n = 221, pour (a) : Q avec EI, (b) et (c) :
VH avec EI et EIII, CMC log-normalm = 0.06, H = 1/2.
5 Interpre´tations
• FORMALISME MULTIFRACTAL. Les 4 cate´gories de pro-
cessus utilise´s ici peuvent toutes eˆtre caracte´rise´es par leurs
proprie´te´s multifractales [16]. Il est donc naturel d’envisager
ce point de vue pour interpre´ter les re´sultats obtenus. Dans
ce cadre, la fonction D(h) = 1 + q(h)ζ′ (q(h)) − ζ (q(h))
s’interpre`te comme la dimension fractale du support de l’en-
semble des points d’exposant de singularite´ locale h du signal
scalaire e´tudie´ [16]. En re´sulte ainsi une explication intuitive
simple au phe´nome`ne de line´arisation des exposants ζ(q) : on
ne peut estimer correctement ζ(q) en dehors de l’ intervalle
[q∗−, q
∗
+] sur lequel2 D(q) prend des valeurs positives, car il
faudrait pour cela sonder des ensembles de dimension fractale
ne´gative. Une telle interpre´tation a de´ja` e´te´ formule´e plus ou
moins explicitement dans [13, 16]. Une poursuite possible de
ce raisonnement pourraıˆt consister a` supposer l’existence d’une
re´solution minimale, de´pendant de la longueur n des observa-
tions, au dela` de laquelle une dimension fractale ne peut plus
eˆtre estime´e. En pratique, il n’en est rien puisque le point d’ac-
cumulation est concentre´ en Dˆ∗+ ' 0, quelque soit n. De plus,
les observations de la section 4 restent valides meˆme si les
2Si ζ(q) est strictement convexe, ie d
2ζ
dq2
(q) < 0, ce qui est toujours le cas
ici, la relation h = dζ
dq
(q) de´finit une bijection entre h et q, et l’on peut alors
indiffe´remment parame´trer D par h ou q.
re´gressions line´aires permettant les estimations sont re´alise´es
dans des gammes d’e´chelles am ≤ a ≤ aM qui excluent la
limite des petites e´chelles (a→ 0). L’utilisation du formalisme
multifractal n’e´puise pas la compre´hension de ce phe´nome`ne
de line´arisation.
• MARTINGALES. S’appuyant sur les the´ore`mes de Kahane
et Peyrie`re [11] relatifs aux martingales multiplicatives que consti-
tuent les CMC, Ossiander et Waymire ont re´cemment donne´
des re´sultats the´oriques concernants l’estimation des exposants
ζ(q) pour les densite´s Q des CMC par la me´thode EI avec
f0 = β0 [15]. Ces re´sultats pre´voient the´oriquement l’effet de
line´arisation des estime´es ζˆ(q, n), et les valeurs critiques q∗ et
h∗. Les re´sultats obtenus ici sont en accord avec ces pre´visions
the´oriques, les illustrent et comple`tent pour les densite´s Q des
CMC et les e´tendent i) aux processus A et VH , ii) aux fa-
milles de processus CPC, IDC et MRW, iii) a` d’autres types
d’estimateurs : EI avec f0 possiblement diffe´rentes de β0, EII,
EIII. Bien que ces ge´ne´ralisations reposent sur des observa-
tions expe´rimentales, elles peuvent se comprendre par les ar-
guments suivants. D’abord, EII et EIII reposent, comme EI, es-
sentiellement sur l’e´valuation de quantite´s multire´solution, et
pre´sentent donc naturellement les meˆmes proprie´te´s ; le choix
spe´cifique f0 = β0 ou f0 = (β0)∗N n’est qu’une adaptation
ade´quate a` la nature toujours positive de la densite´ Q et n’est
plus pertinent pour l’analyse de A ou VH . Ensuite, les densite´s
Q sous-jacentes aux CPC, IDC et MRW constituent e´galement
des martingales [5, 3, 4, 6], de sorte qu’on peut envisager l’ex-
tension de la validite´ des arguments utilise´s dans [15] a` ces
nouveaux processus.
L’effet de line´arisation des ζˆ(q, n) est donc fondamentale-
ment duˆ a` la structure de construction, multiplicative, des pro-
cessus et a` leur nature de martingales plutoˆt qu’a` leurs pro-
prie´te´s multifractales.
6 Conclusion
Nous montrons, a` partir de quatre types de processus mul-
tiplicatifs pre´sentant des lois d’e´chelle connues et prescrites
a priori, que les estimateurs multire´solution (boıˆte, accroisse-
ment, ondelette) des exposants des lois d’e´chelle ne peuvent en
rendre compte correctement que pour une gamme finie de va-
leurs de q. Ces observations sont e´galement valides pour des
donne´es expe´rimentales de turbulence hydrodynamique et de
te´le´trafic informatique ; ces faits sont en cours d’e´tude.
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