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S-structures for k-linear categories and
the definition of a modular functor
Ulrike Tillmann
Introduction.
Motivation and background. Motivated by ideas from string theory and quantum
field theory new invariants of knots and 3-dimensional manifolds have been con-
structed from complex algebraic structures such as Hopf algebras [17] [22], monoidal
categories with additional structure [24], and modular functors [14] [23]. These con-
structions are closely related. Here we take a unifying categorical approach based
on a natural 2-dimensional generalization of a topological field theory in the sense
of Atiyah [1], and show that the axioms defining these complex algebraic structures
are a consequence of the underlying geometry of surfaces.
Recall the following folklore from 1+1 dimensional topological field theory. Let
S denote the oriented 1+1 dimensional cobordism category with monoidal product
defined by disjoint union. A topological field theory is just a monoidal functor
from S into the category of finite dimensional vector spaces over the ground field
k with tensor product. In particular, it takes the union of two 1-manifolds to the
tensor product of the vector spaces associated to each of them. On objects, such
a functor is then completely determined by the vector space associated to the unit
circle. It is well known that the S-structure on this vector space implies that it is
a finite dimensional algebra with a non-degenerate inner product < , > such that
< ab, c >=< a, bc >. In other words, it is a Frobenius algebra. Conversely, any
finite dimensional Frobenius algebra determines a topological field theory. One
gets a topological invariant of 2-manifolds by considering any closed surface as a
morphism from the empty manifold to itself which induces a linear map from k to
itself and hence determines an element in k.
In order to encode 3-dimensional information, one has to enrich S and make it
into a 2-category by adding the group of orientation preserving diffeomorphisms of
the surfaces as 2-morphsims. One can now obtain 3-dimensional information by
studying monoidal functors into a higher dimensional analogue of the category of
finite dimensional vector spaces. This will be a modification of the category k-CAT
of k-linear categories in which each morphism space is a vector space over k. The
category k-CAT is naturally a 2-category where the 1-morphisms are linear func-
tors and the 2-morphisms are natural transformations. The usual tensor product
of vector spaces induces a monoidal structure on this 2-category. As before, on
objects such a monoidal functor will be completely determined by the category A
associated to the unit circle. The motivating example is the category of positive
energy representations of the free loop group of a compact Lie group for a given
level [18] [19].
Results. As for TFT’s, the action of S gives A a rich structure. We show here
that A is a semi-simple, Artinian category. Indeed, it is equivalent to the category
MR-classification: 57N10, 18D10, 81E05, 16A16.
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2of finitely generated modules of a semi-simple, Artinian algebra. This is a direct
consequence of the fact that the cylinder defines a non-degenerate ‘inner product’
on A. Furthermore, A is balanced, that is braided monoidal with a compatible
twisting. The monoidal structure comes from the pair-of-pants surface. For the
braiding and the twist one considers the appropriate diffeomorphisms of the pair-
of-pants surface and the cylinder. By analysing the adjoints with respect to the
inner product, one can show that A has an involution which is compatible with the
twisting. Similar results hold for any commutative ring k. In analogy to the TFT’s
described above, we call such a category Frobenius. For k = C, we then analyse the
associated Verlinde Algebra and show that A gives rise to modular functors, which
according to Walker [23] and Kontsevich [14] are in one-to-one correspondence to
2+1 dimensional topological field theories and hence define 3-manifold invariants.
By extension it seems natural to call a monoidal functor from S to k-CAT a modular
functor.
Final remarks. The class of categories studied in connection with 3-manifold in-
variants has been the class of tortile categories, that is balanced categories with
dual objects (see [20]), a notion that is stronger than that of Frobenius. Yetter [24]
constructs 3-manifold invariants from any semi-simple tortile category thus gen-
eralizing the invariants constructed in [22] from quantum groups. The involution
in A, however, does not in general define dual objects, and therefore A cannot be
tortile. Our results suggest that one should study the notion of a Frobenius cat-
egory instead. Particularly interesting questions are whether there is a coherence
theorem for Frobenius categories and what extra conditions a semi-simple, Artinian
Frobenius category must satisfy in order to give rise to a modular functor.
In this paper we study monoidal functors from S to k-CAT which leads to a no-
tion of Frobenius categories. In principle, one could replace k-CAT by any monoidal
category. For example, in connection with string theory one considers the category
of cochain complexes which leads to Batalin-Vilkovisky algebras [6]. On the other
hand, monoidal functors to the stable homotopy category give rise to a notion of
Floer homotopy type [4]. A most general and rigorous categorical approach is taken
by Carmody in his recent thesis [3], where one can also find a proof of the above
mentioned TFT-folk theorem.
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1. Definition of a Modular Functor.
We first define the cobordism 2-category S and then define a modular functor
A as a monoidal functor from S to the 2-category k̂-CAT of k-linear, amenable
categories, k-linear functors and natural transformations. As the functor A is
monoidal, it is determined on objects by its image of the unit circle S1. Thus a
modular functor determines a linear category with an action of the 1+1 dimensional
cobordism category S.
1.1. The 1+1 dimensional cobordism 2-category. Heuristically, the 1+1
dimensional cobordism category is the category of all closed, oriented, compact
1-manifolds and oriented, compact 2-manifolds and their diffeomorphisms; disjoint
union of manifolds induces a symmetric monoidal structure. Unfortunately, so far
there is no satisfactory categorical concept to capture all its features.1 In order to
stay ‘honest’, we will ignore diffeomorphisms of 1-manifolds (but compare Section
5) and only take into account the connected components of the diffeomorphisms
of 2-manifolds. More precisely, we will work with the model [SΓ] constructed in
[21] which is a monoidal strict 2-category in the sense of [7] and has an obvious
symmetry.2 Thus define S := [SΓ] and recall its definition.
The objects of S are in one-to-one correspondence with the natural numbers,
where n ∈ N∪{0} represents n circles of radius 1/4 and centered at (1, 0), . . . , (n, 0)
in the xy-plane in R3, or the empty set.
A 1-morphism from m to n is a compact, smooth surface Σ ⊂ R2 × [0, t] with m
and n boundary circles in the planes R2×{0} and R2×{t} respectively. Composition
Σ2 ◦ Σ1 is defined by placing Σ2 on top of Σ1 (by using rigid shifts along the z-
axis). All our surfaces are assumed to have collars so that composition again yields
a smooth surface. Straight cylinders represent identities after certain identifications
have been made (see below). Note that any 1-morphism has a canonical orientation
so that its normal vector is outward pointing.
2-morphisms between Σ1 and Σ2 are the connected components Γ(Σ1,Σ2) :=
π0Diff
+(Σ1,Σ2; ∂) of orientation preserving diffeomorphisms that fix a collar (a
neighbourhood of the boundary of Σ1 and Σ2 suitably identified via a rigid shift
along the z-axis) pointwise. The set of 2-morphisms have two compositions: an
internal composition which is induced by composition of diffeomorphisms, and an
external composition which is induced by the composition of 1-morphisms. As the
diffeomorphisms fix the boundary pointwise, this latter composition is also well-
defined.
1An attempt to describe the most general cobordism category may be found in [3].
2[SΓ] has a braiding in the sense of [13] and is symmetric in the sense of [3]. However, as long
as there are no coherence theorems for symmetric or braided monoidal 2-categories there is no
need to be precise about this here. On the other hand, [SΓ] is so close to being symmetric strict
monoidal (the subcategory [SbΓ] without closed surfaces is!) that any good notion of a symmetric
monoidal 2-category will include [SΓ]. The mere existence of this model also suggests that the
abstract 1+1 dimensional cobordism category is equivalent to [SΓ] in an appropiate sense so that
there is not much loss of generality when considering this model.
4A monoidal structure ⊗ is induced by disjoint union. On objects this is n⊗m :=
n +m. In order to define Σ1 ⊗ Σ2, first the height of Σ2 must be adjusted to the
height of Σ1 by a chosen reparametrization of its z-coordinates. Then Σ2 needs
to be shifted to the right along the x-axis by possibly different amounts for each
z-coordinate.
It is clear that ⊗ is neither associative nor functorial. To solve this problem we
need to identify all surfaces which can be mapped to each other by finite repeti-
tions of the following procedure: Cut a surface Σ by a finite number of horizontal
planes into connected components Σi; Each Σi may be deformed independently by
a reparametrization of the z-coordinate or by a smooth ‘shift’ along the x-axis by
different amounts for each z-coordinate but fixing the boundary of Σi.
There are two important features of this identification. First of all, note that
different components between two horizontal planes can be moved through each
other. Thus twisted cylinders define not just a braiding but also a symmetry for
the monoidal structure. Secondly, any two surfaces so identified are not just diffeo-
morphic but the procedure above defines a unique diffeomorphism up to isotopy.
Theorem 1.1 [21]. S is a semistrict monoidal strict 2-category with a symmetric
braiding.
Ad figura. Occasionally we will use diagrams to indicate natural diffeomorphisms
between two surfaces Σ1 and Σ2 in R
3. When these are genus 0 surfaces, as they will
be most of the time, any two isotopies (relative to R3) differ at most by an isotopy
of the target surface (relative to itself), and hence define a unique 2-morphism.
However, when the genus is not zero this is no longer true! We trust that also in
these cases the picture will unambiguously suggest the definition of a 2-morphism.
1.2. Definition of a modular functor. Given a commutative ring k, let k̂-CAT
be the strict 2-category of amenable k-linear categories. Its objects are additive
and idempotent complete k-linear categories, its 1-morphisms are k-linear functors,
and its 2-morphisms are natural transformations. When k is a field, k̂-CAT is
also called a 2-vector space. The usual tensor product over k induces a symmetric
monoidal structure on k̂-CAT.3 The definition of amenable and the construction
of the tensor product as well as further details may be found in the Appendix.
Basically, a modular functor is a monoidal functor A : S → k̂-CAT. Because
of the complicated structure of the underlying categories, there are many possible
choices depending on how much structure is to be preserved on the nose, up to
isomorphisms, up to natural transformations, . . . . We will assume here that A
is a homomorphism of 2-categories which preserves the monoidal structure up to
pseudo-natural equivalences (see [12]).4 Thus, to each object n ∈ S, it assigns an
3Similar remarks as in the previous footnote also apply to k̂-CAT.
4This is a special case of a trihomomorphism in the sense of [7]. We will not need the full
strength of this definition.
5amenable k-category A(n), to a cobordisms Σ ∈ S(n,m) a functor5
FΣ := A(Σ) : A(m) −→ A(n)
and to each diffeomorphism φ : Σ1 → Σ2 a natural transformation A(φ). Further-
more, the monoidal structure is preserved. In particular there are isomorphisms
of categories A(n + m) ≃ A(n)⊗ˆA(m) which are well-behaved with respect to
1- and 2-morphisms. Finally, we will also assume that under these isomorphisms
the image A(T ) of a pair of twisted cylinders corresponds to the twist functor
τ : A(n)⊗ˆA(m) ≃ A(m)⊗ˆA(m).
In what follows we will suppress all structure maps and natural isomorphisms.
Also without loss of generality, we may assume that the monoidal unit in S is
mapped to the monoidal unit in k̂-CAT. Hence, we simply write A(n) ≃ A(1)⊗ˆn
and A(∅) = kˆ. For a cobordism from 0 to n there is a well-defined object
EΣ := FΣ(k) ∈ A(n)
where k is the canonical object in kˆ.
Let I ∈ S(1, 1) be the standard torus of length one, and FI : A(1) → A(1) be
the corresponding functor. Clearly, FI ◦ FI ≃ FI as I ◦ I = I.
1.2 Lemma. Up to natural isomorphism, FI is a projector on A. ♦
In particular FI is naturally equivalent to the identity on the subcategory gen-
erated by the elements EΣ associated to surfaces Σ as
FI(EΣ) = FI ◦ FΣ(k) ≃ FΣ(k).
As we are mainly interested in analysing the structure of A(1) induced by the S-
action coming from surfaces, we will restrict our attention to the image of A(1)
under the projection FI . This leads us to the following definition.
1.3 Definition. A modular k-functor is a monoidal functor A : S → k̂-CAT in
the above sense such that FI : A(1) → A(1) is naturally equivalent to the identity
functor. We say, the k-linear category A := A(1) has an S-structure.
2. Duality and semi-simplicity of A.
We prove that when k is a field the category A = A(1) is semi-simple for any
modular functor. More precisely, we show that A is equivalent to the category
5We will see later that there is a natural equivalence of functor categories
A(n)A(m) ≃ (kˆA(n)
op
)A(m) ≃ kˆA(m)⊗A(n)
op
Hence FΣ ∈ A(n)
A(m) naturally gives rise to an A(n) ⊗ A(m)op-module. This is the point of
view taken in [2].
6of finitely generated projective modules over a separable k-algebra which is semi-
simple when k is a field. The geometry of a modular functor is here used to establish
an analogue of a non-degenerate inner product on A, and hence self-duality. Semi-
simplicity or separability of the algebra in question now follow from results in
algebra.
2.1 Duality of A. Let C ∈ S(0, 2) denote a fixed, bent cylinder with two ingoing
boundary components. We will denote the induced functor FC : A⊗ˆA → kˆ also
by < , >, thinking of it as an inner product on A. The cylinder C˜, C rotated by
180o, defines a map in the opposite direction. Let E
C˜
∈ A⊗ˆA be the image of the
canonical element k in the category kˆ and write it as
E
C˜
= F
C˜
(k) = (Σni=1(Pi ⊗Qi); π)
where π is a projector and Qi and Pi are objects in A. In this section, a special
role is played by the element X := Σni=1Qi ∈ A and its algebra of morphims
A := A(X,X).
Let A∗ = (kˆ)A be the category of k-functors from A to the category kˆ of finitely
generated projective k-modules. Define two covariant functors:
I : A → A∗ via X 7→ FC(X, ) =< X, >
E : A∗ → A via F 7→ (F ⊗ˆidA)(EC) = (Σ
n
i=1(F (Pi)⊗Qi); (F ⊗ idA)(π)).
Theorem 2.1. The functors I and E are inverse equivalences of categories. In
particular, A ≃ A∗.
Proof. This follows immediately from the assumption that the functor associated
to the cylinder FI : A → A is an equivalence of A. More precisely, there is the
following string of natural isomorphisms. (See Figure 2.1)
E ◦ I( ) = E(FC( , ))
= (FC ⊗ idA)( , EC˜)
= (FC ⊗ idA)(idA ⊗ FC˜)( , k)
≃ (FC ⊗ FI)(FI ⊗ FC˜)( )
≃ FI( )
≃ idA( )
We have only used the functoriality of the modular functor and the natural equi-
valence A⊗ˆkˆ ≃ A. Similarly, we have the following isomorphisms of functors.
I ◦ E( ) ≃ I(( ⊗ˆidA)(FC˜k))
= (⊗FC)(FC˜ ⊗ idA)
= ( )(idA ⊗ FC)(FC˜ ⊗ idA)
≃ ( )FI = F
∗
I ( )
≃ idA∗( )
7as all functors are linear and F ∗I ≃ idA∗ by adjointness (see A.2). ♦
Figure 2.1: E ◦ I ≃ FI ≃ idA.
2.2 Semi-simplicity when k is a field. Our next goal is to prove Theorem 2.5.
As preparation we derive the following three Lemmata from Theorem 2.1. Recall
that X = ΣQi and A = A(X,X).
Lemma 2.2. A is equivalent to the category of finitely generated projective A-
modules.
Proof. The category of finitely generated projective A-modules is the additive and
idempotent completion of A(X,X) considered as a category with one object X ,
and is therefore naturally a subcategory of A as A is amenable. On the other hand,
for every objet Y ∈ A,
Y ≃ E ◦ I(Y ) = (Σi < Y, Pi > ⊗Qi;< idY , π >)
where < idY , π > is shorthand for (< , > ⊗ˆidA)(idY ⊗ π). Hence, interpreting
< Y, Pi > as the multiplicity of Qi, Y is isomorphic to a submodule of direct
sums of X . Note that < , > takes values in kˆ, the category of finitely generated
projective k-modules. Thus, E ◦ I(Y ) is a direct summand of finitely many copies
of X = Σni=1Qi. In other words, it lies in the subcategory of finitely generated
projective A-modules. By the above theorem, E ◦I is an equivalence, and therefore
A is equivalent to the category of finitely generated projective A-modules. ♦
Lemma 2.3. For all objects Y and Z in A, the morphism set A(Y, Z) is a finitely
generated k-module. In particular, A is finitely generated over k.
Proof. Under the equivalence E ◦ I, A(Y, Z) is isomorphic to
{g ∈ Σi,j hom(< Y, Pi >,< Z, Pj >)⊗A(Qi, Qj) | g < idY , π >=< idZ , π > g}
The isomorphism is explicitly given by
f −→ f˜ < idY , π >=< idZ , π > f˜
where f˜ = Σi < f, idPi > ⊗idQi . As each of the < Y, Pi > and < Z, Pi > are
finitely generated projective k-modules, the set of f˜ ’s also form a finitely generated
k-module. Hence, the isomorphic image of A(Y, Z) is a finitely generated k-module.
♦
8Lemma 2.4. If k is a field, A∗ is equivalent to the category of finitely generated
A-modules.
Proof. Note that by Lemma 2.2, A is equivalent to the additive and idempotent
completion of A, considered as a category with one element X and morphism space
A. But every functor A → kˆ has a unique extension to Aˆ ≃ A, and therefore
A∗ ≃ kˆA.
Clearly, a functor F : A → kˆ is determined by the image of X which has
to be an A-module that is finitely generated and projective as k-module, id est
finite dimensional. Vice-versa, any such module determines a functor F . Similarly,
natural transformations between functors are in one-to-one correspondence with A-
maps of the corresponding A-modules. But now, since A itself is finite dimensional
by Lemma 2.3, every finitely generated A-module is finite dimensional over k. ♦
Theorem 2.5. For k a field, A is a semi-simple, Artinian category. More pre-
cisely, A is equivalent to the category of finitely generated modules over the semi-
simple, Artinian algebra A = A(X,X).
Proof. We need to show that A is semi-simple. Theorem 2.1 gives us the equivalence
A ≃ A∗. By the above lemmata, A is equivalent to the category of projective
A-modules and A∗ is equivalent to the category of finitely generated A-modules.
Hence, every finitely generated A-module is projective. This can be true if and only
if A is semi-simple. ♦
2.3 Separability when k is any commutative ring. In the remainder of this
section we will generalize Theorem 2.5 to arbitrary commutative rings k. In this
case the algebra A turns out to be separable. Note that Lemmata 2.2 and 2.3 are
valid for any k.
Recall, an algebra R is called separable if it is projective as R ⊗ Rop-module.
This is equivalent to the existence of an idempotent e = Σi ei ⊗ fi in R⊗R
op such
that the multiplication map sends e to 1 ∈ R and er = re for all r ∈ R. e is called
the separability idempotent. We refer the reader to [5] for an extensive study of
separable algebras. From there we quote the following result [5, p.72].
Theorem. An algebra R over a commutative ring k is separable if and only if
Rm := R/mR is a separable km := k/m-module for every maximal ideal m of k.
Mitchell [16] studies a natural generalization of the notion of separability to k-
categories. It suffices to record here that this notion of separability is invariant
under Morita equivalence.
Theorem 2.6. For k a commutative ring, A is a separable category. More pre-
cisely, A is equivalent to the category of finitely generated modules of the separable
algebra A = A(X,X) which are projective as k-modules.
Proof. Let A = A(1) be determined by some k-modular functor A : S → k̂-CAT.
A homomorphism φ : k → k′ of commutative rings induces a homomorphism of
2-categories Φ = ⊗k k
′ : k̂-CAT → ̂k′-CAT which preserves the tensor product.
Then clearly, Φ ◦ A : S → ̂k′-CAT is again a modular functor. Hence, for any
9maximal ideal m of k and natural projection k → km the ring A = A(X,X) is
taken to Am = A ⊗k km = Φ ◦ A(X,X). By Theorem 2.5, Am is semi-simple and
finite dimensional over km for all maximal idealsm of k. By a similar argument also
A ⊗k k
′
m is semi-simple for all field extensions k
′
m of km. Hence, Am is separable
[16, p.49], and by the above quoted theorem, A is a separable k-module.
Now, by Lemma 2.2, A is equivalent to the category of finitely generated projec-
tive A-modules. But for a separable algebra R, every module that is projective as
k-module is also projective as R-module (see [5; p.48]). Hence the statement of the
theorem. Finally, A is the idempotent completion of A considered as a category,
and thus, by Morita equivalence, is also separable in the sense of [16]. ♦
We end this section by listing some well-known examples of separable algebras:
1. Let R be the group algebra k[G] of a finite group G such that the order of the
group |G| is invertible in k. The element e = 1|G|Σg∈G (g ⊗ g
−1) is a separability
idempotent.
2. The algebra of n × n-matrices over k. The element e = Σi,j eij ⊗ eji is a
separability idempotent where eij is the (i, j)-th elementary matrix.
3. Similarly, R = kn with componentwise addition and multiplication is separa-
ble. A separability idempotent in this case is given by e = Σi ei ⊗ ei where ei is
the i-th generator. The algebroids that arise in [2] are all Morita equivalent to such
a direct product algebra over the ground ring where n is related to the number of
Jones-Wenzel idempotents of the theory. As separability is Morita invariant, this
shows that the algebroids themselves are separable.
3. Fusion, involution, and adjoints.
A is shown to be braided monoidal with a compatible twist. The duality of the
previous section is used to construct an involution that is compatible with the inner
product. Furthermore, relating the adjoint of a functor to its conjugate under the
involution, we are able to show that the twist is self-dual. Hence, A satisfies all
properties of a tortile category except that the image of an object under involution
does not necessarily define a right dual.
3.1 Fusion and balancing in A. 6 Fix a pair of pants P with two incoming and
one outgoing boundary components. Also, fix a disk D with one outgoing boundary
circle and define
⋆ := FP : A⊗ˆA → A
1 := ED ∈ A.
A Dehn twist φ of the cylinder I induces an isomorphism of FI , and hence, of the
identity functor of A:
θ := A(φ) : idA → idA.
6Freed [9] also proves that the category in his somewhat different set-up is braided monoidal
and balanced. The proof here is the same.
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Proposition 3.1. A is a balanced category with braided product ⋆, unit 1, and
twist θ.7
Proof. The functors ⋆(⋆⊗idA) and ⋆(idA⊗⋆) are canonically isomorphic to FP (FP⊗
FI) and FP (FI ⊗FP ). The underlying surfaces are diffeomorphic via an isotopy φ.
Define the associativity natural isomorphisms to be α := A(φ). By definition, the
two maps of surfaces induced by the pentagon diagram differ by at most an isotopy
relative to the boundary of the final pairs of pants with four legs. This is the identity
as an element of the mapping class group and so is its image under A. Similarly,
we can define a left (right) identity natural isomorphism λ (ρ). For ⋆(1 ⊗ idA) is
canonically isomorphic to FP (FD ⊗ FI) which in turn is naturally isomorphic to
FI via an isotopy of the underlying surfaces, and hence to idA. Hence, ⋆ defines a
monoidal structure on A.
For the braiding we need a natural isomorphism σ : ⋆→ ⋆◦ τ where τ : A⊗A →
A⊗A interchanges the components. By assumption on the modular functor, τ is
naturally isomorphic to FT where T is some fixed twist of cylinders. Hence we need
a natural isomorphism between FP and FP ◦ FT (Figure 3.1). Define σ := A(φ)
where φ is an isotopy that induces the obvious half twist necessary. To check that
σ is indeed a braiding we need to check the two hexagon diagrams for σ and σ−1.
This corresponds to checking an equation in the mapping class group Γ(Σ0,3+1).
For σ this is done in Figure 3.2 where we have suppressed the associativity maps
and represented a twist as a permutation of labels. Compatibility of σ with λ and
ρ, that is ρ ≃ λσ and λ ≃ ρσ, can be verified in a similar way.
To check that θ is compatible with the braiding amounts to checking an equation
in the mapping class group Γ(Σ0,2+1). This is done in Figure 3.3. ♦
7These notions have been studied in [11].
11
.
Figure 3.1: σ : ⋆
∼
−→ ⋆ ◦ τ .
Figure 3.2: Hexagon relation for σ.
Figure 3.3: θA⋆B = σB,A(θB ⋆ θA)σA,B and θ1 = id1.
3.2 Involution and compatibility of the inner product. For a fixed Y ∈ A
consider the covariant functor Z → A(Y, Z). By the results of Section 2, A(Y, Z)
is a finitely generated projective k-module. Hence, we can define a functor
hom : Aop −→ A∗ via Y 7→ A(Y, ).
12
Composing this with the equivalence E : A∗ → A, we get a contravariant functor
of A to itself:
∗ : Aop −→ A via Y 7→ Y ∗ := E(A(Y, )).
Note that hom : kˆop → kˆ∗ sends a k-module V to homk(V, ) which in turn is
mapped by E to the dual module V ∗ = homk(V, k).
8
Proposition 3.2. ∗ : Aop → A is an involution on A in the sense that its square
∗◦∗ is equivalent to the identity functor.
Proof. A(Y, ) : Aop → Mod(k) is faithful and full. Thus, Aop = Aop(X,X) is
mapped isomorphically to A(X∗, X∗) where X = ΣiQi. Hence, as A is equivalent
to the category of finitely generated A-modules, it is equivalent to the category
of finitely generated A((X∗)∗, (X∗)∗)-modules. More explicitly, the sequence of
natural equivalences
Aop
hom
−→ A∗
E
−→ A
I
−→ A∗
hom
−→ (A)∗
∗
is equivalent to the canonical functor Aop → ((Aop)∗)∗ via I ◦ E ≃ idA∗ . ♦
Proposition 3.3. There is a natural equivalence A( , ) ≃< ∗, > .
Proof. For every object Y ∈ A, A(Y, ) is the image of Y via the functor hom, while
< Y ∗, > is the image of Y via the functor I ◦ E ◦hom. But by Theorem 2.1, there
is a natural equivalence I ◦ E ≃ idA∗ . Furthermore, these equivalences are natural
in Y which proves the proposition. ♦
Note that this implies that the inner product is symmetric in the sense that
< Y, Z >≃ A(Y ∗, Z) = Aop(Z, Y ∗) ≃ A(Z∗, Y ) ≃< Z, Y >
are naturally isomorphic. The first and last isomorphisms are given by Proposition
3.3 where we identify (Y ∗)∗ with Y and (Z∗)∗ with Z by Proposition 3.2. The
middle equation is the usual identification of morphisms in A and Aop as k-modules.
Using the geometric definitions, however, we can say more. Note that < , > is
naturally equivalent to tr◦⋆ where tr is the functor associated to the disk D rotated
by 180o degrees. The braiding σ induces a natural isomorphism tr(σ) :< , >≃<
, > ◦τ the square of which is < , θ−2 > (see Figure 3.4). Hence, tr(σ)◦(1idA⊗θ)
is its own inverse which proves the following.
Proposition 3.4. There is a natural equivalence < , >≃< , > ◦τ such that
its square is the identity. ♦
8I expect that in general this involution is equivalent to the functor that takes an Aop-module
M to its dual homk(M,k) which is now an A-module.
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Figure 3.4: tr(σ) =< , θ−1 >.
3.3 Adjoints. Let B = A(n). The inner product on A extends to an inner product
< , >B on B such that the associated functors E and I from the previous section
have compatible extensions to mutually inverse functors on B. Let C = A(m) and
consider the following map of categories
ad : [B, C] −→ [C∗,B∗]
(E,E)
−→ [C,B]
where the first is the dual functor (A.2) and the second is the equivalence induced
by E (A.3). By definition there are natural isomorphisms
< F (X), Y >C≃< X, ad(F )(Y ) >B
for all X ∈ B and Y ∈ C. As the inner product is non-degenerate, this defines
ad(F ) up to natural isomorphism. Let Σ˜ denote the cobordism Σ rotated by 180o
degrees. Then, from Figure 3.5 we have natural isomorphisms < FΣ(X), Y >≃<
X,FΣ˜(Y ) >, which proves the following.
Lemma 3.5. For any cobordism Σ, there is a natural isomorphism ad(FΣ) ≃ FΣ˜.
♦
Figure 3.5: ad(FΣ) ≃ FΣ˜.
We may look at the adjoint from a slightly different point of view. Using A.3,
the involution ∗ induces a natural equivalence
(∗,∗ ) : [B, C] ≃ [Bop, Cop].
We denote the image of a functor F by ∗F ∗. To compare ad(F ) and ∗F ∗ consider
the following natural equivalences of categories (see A.4):
[C,B]
≃
−→ (Bop ⊗ C)∗ via H 7→ B( , H )
[Bop, Cop]
≃
−→ (C ⊗ Bop)∗ via G 7→ C(G , )
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By Proposition 3.3, H and G represent isomorphic functors in (Bop ⊗ C)∗ = (C ⊗
Bop)∗ if there are natural equivalences < (G )∗, >≃< ∗, H >, that is H ≃
ad(∗G∗). For H = ad(F ) and G =∗ F ∗ this implies
Proposition 3.6. ad(F ) and ∗F ∗ are isomorphic as elements in Bop ⊗ C∗. ♦
Using the duality described in A.1, one may also want to compare F ∈ [B, C] =
[Bop, Cop]op with ∗F ∗ ∈ [Bop, Cop]. In general, there is no relation unless we make
further assumptions (see also Section 5). In the case when F = FΣ for some
endomorphism Σ = Σ˜ ∈ S(n, n), however, we have canonical isomorphisms
FΣ = FΣ˜ ≃ ad(FΣ) ≃
∗ F ∗Σ.
and under these isomorphisms the twist θ as morphism of the idenitity functor
idA ≃ FI is mapped to itself. This is illustrated in Figure 3.6.
Corollary 3.7. The twist θ is self-dual: θ∗Y = θY ∗ . ♦
Figure 3.6: < θ, >=< , θ >.
Using similar methods as above, the following natural equivalences can easily be
found. Here △ is defined to be ad(⋆) ≃ F
P˜
: A → A⊗ˆA.
3.8
< , ⋆ > ≃< ⋆ , >
< , >≃ tr ◦ ⋆ and < 1, >≃ tr ≃< , 1 >
(< , > ⊗idA) ◦ (idA ⊗△) ≃ ⋆ ≃ (idA⊗ < , >) ◦ (△⊗ idA)
We remark here that in a monoidal category C with involution, we can take
Proposition 3.3 as the definition of an inner product: < X, Y >:= C(X∗, Y ). Simi-
lary, the above formula gives a well defined trace. With these definitions, the
top equation is equivalent to the condition that there are natural isomorphisms
C(X∗, Y ⋆ Z) ≃ C((X ⋆ Y )∗, Z). Borrowing a term from algebra, we call a braided
monoidal category with these properties and a compatible twist Frobenius.
Conversely, note that every monoidal category C with duals satisfies the top
equation in 3.8 (hence, every tortile category [20] is Frobenius); Y and Y ∗ are
right dual to each other if and only if they are right adjoints in the bicategory (or
lax 2-category) with one object associated to C. It follows then from well-known
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results [8; I,6] that in that case there are natural isomorphisms C(X∗, Y ⋆ Z) ≃
C(Y ∗ ⋆ X∗, Z) ≃ C((X ⋆ Y )∗, Z).
4. The Verlinde algebra.
We restrict our attention now to the case when k is an algebraically closed field.
(In most applications k = C.) We show here that the irreducibles define for us a
finite set of ‘labels’ with involution. Without any further assumptions we cannot
deduce that 1 is irreducible or self-dual.
4.1 Simple objects and the dimension of A. It follows from Theorem 2.5
that A is an Abelian category. Recall the notation EA = (Σ
n
i=1Pi ⊗ Qi; π). Up
to isomorphism, we may assume that the Qi are irreducible and non-isomorphic.
Then by Schur’s lemma,
Lemma 4.1. A(Qi, Qj) = δijk for all i, j = 1, . . . , n. ♦
As we are working over an algebraically closed field, the irreducible A ⊗ A-
modules are the tensor products of irreducible A-modules. Hence, A⊗A is already
idempotent complete and we may assume that EC = Σ
n
i=1Pi ⊗ Qi with π the
identity.
Proposition 4.2. For all i = 1, . . . , n, Q∗i ≃ Pi, and in particular E
∗
C ≃ EC .
Proof. By Theorem 2.1 , Qi ≃ Σj < Qi, Pj > ⊗Qj . Hence, by the Krull-
Schmidt theorem and above lemma, < Qi, Pj >= δijk and thus by Proposition
3.3, A(Q∗i , Pj) = δijk. As each Pj is isomorphic to a sum of copies of the Ql’s, this
forces Pi ≃ Q
∗
i . ♦
Corollary 4.3. If O denotes a torus, then EO ≃ k
n, where n is the number of
non-isomorphic irreducibles Qi, which we call the dimension of A.
Proof. ET = FT (k) ≃< , > (EC) = Σ
n
i=1 < Pi, Qi >≃ Σ
n
i=1A(P
∗
i , Qi) ≃
Σni=1A(Qi, Qi) = k
n. ♦
We introduce the notation Qα with α ∈ I = {1, . . . , n}. Q
∗
α ≃ Pα is again simple
and hence must be isomorphic to some Qα˜. By Theorem 2.1 and Proposition 3.3,
every Y ∈ A is isomorphic to ΣαV
α
Y ⊗ Qα where V
α
Y = A(Qα, Y ). If Y = Qβ we
write for short V αβ and n
α
β for its dimension. Lemma 4.1 then may be stated as
V αβ = δαβk. Note that A(Qα, Qα) has a canonical basis {idQα}. Hence, by Lemma
4.1, the the dual space (V αY )
∗ can be identified with A(Y,Qα).
4.2 Verlinde algebra. We now analyse the multiplicative structure induced by
fusion and introduce the notation
Qα ⋆ Qβ ≃ Σγ V
γ
αβ ⊗Qγ
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where V γαβ = A(Qγ , Qα ∗ Qβ) is of dimension n
γ
α,β. The Z-algebra Ξ with free
generators Qα, α ∈ I, and multiplication determined by the n
γ
α,β is called the
Verlinde algebra. Ξ is associative and commutative,
4.1 nγα,β = n
γ
β,α
as A is braided monoidal. Furthermore, Ξ has a Z-linear involution taking Qα to
Qα˜, and as A is Frobenius,
4.2 nγα,β = n
β˜
γ˜,α.
For by Propositions 3.3 and the top equation of 3.8, we have the following sequence
of vector space isomorphisms:
A(Qγ, Qα ⋆ Qβ) ≃< Qγ˜ , Qα ⋆ Qβ >≃< Qγ˜ ⋆ Qα, Qβ >≃ A((Qγ˜ ⋆ Qα)
∗, Qβ)
≃ Aop(Qγ˜ ⋆ Qα, Qβ˜) = A(Qβ˜, Qγ˜ ⋆ Qα).
Now let 1 ≃ Σri=1 VβiQβi with βi ∈ I and ηβi := dimVβi > 0. From the
isomorphism Qα ⋆ 1 ≃ Qα, it follows that
4.3
Σi ηβin
α
α,βi
= 1
Σi ηβin
γ
α,βi
= 0 for γ 6= α.
From the second equation, we have that nγα,βi = 0 for all βi and γ 6= α. Now
take α = βj . The first equation then reads Σi ηβin
βj
βj ,βi
= 1. But we just saw that
nβiβi,βj = n
βi
βj ,βi
= 0 if i 6= j. Hence,
nβiβi,βi = 1 and 1 ≃ Qβ1 ⊕ · · · ⊕Qβr .
For any α ∈ I, the first equation gives us that there exist a unique i = i(α) such
that nαα,βi(α) = 1, and all others are zero. Hence, define Ii = {α |n
α
α,βi
= 1} and
write I as the union of disjoint sets
I = I1 ∪ · · · ∪ Ir.
We will now show that the subsets Ii are closed under involution and multiplica-
tion. Indeed by equations 4.1 and 4.2, nαα,βi = n
α˜
α˜,βi
, and therefore α and α˜ belong
to the same subset Ii. To see that the Ii’s are closed under multiplication, let α ∈ Ii
and α′ ∈ Ii′ with i 6= i
′ and evaluate Qβi ⋆(Qα⋆Qα′) ≃ Qα⋆Qα′ ≃ (Qα⋆Qα′)⋆Qβi′
in two different ways. The former is a sum of Qγ ’s with γ ∈ Ii and the latter is a
sum of Qγ ’s with γ ∈ Ii′ . As Ii and Ii′ are disjoint, this implies that the expression
is zero and in particular that nγα,α′ = 0.
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Proposition 4.4. The Verlinde algebra Ξ is a direct product of r = dimA(1, 1)
unital, finitely generated algebras Ξi = Z[Qα |α ∈ Ii] with involution. ♦
Note that we do not claim that the involution is an algebra homomorphism or
that it fixes the unit (see also Remark 5.2).
5. Orientation and modular functors.
Most definitions of a topological field theory or a modular functor contain a
condition on how the data transforms when the orientation of a surface is reversed.
So far, it does not make sense in our theory to reverse orientation as all surfaces
in S are oriented such that the normal vector is outward pointing. It is natural
however to consider the following canonical extension.
5.1. Extension to the oriented category. Enlarge the category S to Sc so
that its objects are pairs (n, w) where w is one of the 2n possible orientations of n.
Similarly, cobordisms come now with a chosen orientation (determined by whether
the normal vector is outward or inward pointing). The orientation of the boundary
is the induced orientation. S can be identified with a subcategory of Sc. Sc has
a slightly more complex structure than S in that it is most natural to think of it
as a double category [12] which has two types of 1-morphisms. In addition to the
cobordisms, which we think of the horizontal 1-morphisms, we also have vertical
1-morphisms induced by reflection c in the x-axis which maps a circle to itself with
opposite orientation.9 The 2-morphisms are not only those orientation preserving
diffeomorphisms which fix the boundary (2-cells with identity vertical maps) but
also those which restrict to given maps on the boundary. These give 2-cells of the
form:
(n, w1)
FΣ1−−−−→ (m,w2)
c˜1
y c˜2
y
(n, w˜1)
FΣ2−−−−→ (m, w˜2).
When the surfaces are connected any 2-cell with non-identity vertical maps can
uniquely be written as a diffeomorphism that fixes the boundary composed with
the reflection γ in the xz-plane. Clearly, the monoidal structure of S extends to a
monoidal structure of Sc. We denote a cobordism Σ with the opposite orientation
by Σ˜.10
9Indeed, one might want to impose a double category structure on S by including all orientation
preserving diffeomorphisms of the 1-manifolds as vertical 1-morphims. But up to homotopy the
diffeomorphism group of n copies of a circle is just the wreath product Σn ≀ S1 of the symmetric
group on n letters and the circle. This is already represented by crossed cylinders and their twists,
the 2-morphisms θ. Note that the relation between the 2-morphisms and 1-morphisms is given
by taking the classifying spaces. Here we have BZ ≃ S1. By Proposition 3.6, we can represent
conjugation c by the bend cylinder C.
10The following extension of A justifies the use of the same symbol for a surface rotated by
180o and its conjugate in the light of Lemma 3.5 and Proposition 3.6.
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Define now the following natural extension of A to a monoidal functor Ac : Sc →
k̂-CAT by setting
Ac(S˜1) := A(S1)op = Aop
Ac(c) :=∗
Ac(Σ˜) := FΣ˜ =
∗ F ∗Σ.
With these definitions, the 2-cell γ corresponds to the obvious natural equivalence
∗ ◦ FΣ ≃
∗ ◦FΣ ◦
∗ ◦∗ = FΣ˜◦
∗.
Lemma 5.1. For closed surfaes, EΣ˜ is canonically isomorphic to E
∗
Σ.
Proof. The canonical object k ∈ kˆ is canonically isomorphic to its dual in kˆ∗.
Hence, there is a canonical isomorphism E∗Σ = F
∗
Σ(k) ≃ F
∗
Σ(k
∗) = FΣ˜(k) = EΣ˜. ♦
Remark 5.2. As mentioned in Section 3, in general there is no relation between
FΣ and FΣ˜ so that FP˜ defines another braided monoidal structure ⋆˜ on A with
unit 1∗ = E
D˜
. By Proposition 3.7, θ is a compatible twist. The two monoidal
structures are related by natural isomorphisms (Y ⋆ Z)∗ ≃ Z∗⋆˜Y ∗. Therefore,
unless ⋆ and ⋆˜ are naturally equivalent, A cannot be tortile in the sense of [20].
Conversely, if (Y ⋆Z)∗ ≃ Z∗ ⋆ Y ∗ via natural isomorphisms then A is tortile by the
results in Section 3 [10]. In this case, note that FΣ ≃ FΣ˜ for any surface Σ and by
Lemma 5.1 every EΣ is canonically isomorphic to its dual, i.e. is an inner product
space. When k is algebraically closed, A would then be an artinian, semi-simple
tortile category in which the morphism space of the irreducibles is 1-dimensional.
Yetter [24] constructs explicitly a state sum 3-manifold invariant from such A which
generalizes that of Tuarev and Viro [22].
5.2. Modular Functor. We briefly indicate here how one can construct a modu-
lar functor in the sense of [19] and [14] from A when k = C. Modular functors are
of importance because of their one to one correspondence with 2+1 dimensional
field theories [14] [23].
In the previous section we saw that the set of irreducible objects up to isomor-
phisms is a finite set I with involution. By Proposition 4.4, we may restrict our
attention for the moment to the case when r = dimA(1, 1) = 1, in other words,
when 1 = Q0 is irreducible. We make the following non-triviality assumption:
ES2 ≃< ED, ED >≃ A(1
∗, 1) 6= 0.
As 1∗ ≃ Q0˜ is irreducible, this then implies that ES2 ≃ C and 1
∗ ≃ 1, that is 0˜ = 0
for the vacuum element 0 ∈ I.
Given a surface Σ with boundary n and a colouring σ : n→ I, define V (Σ, σ) :=
FΣ(Qσ) where Qσ = Qσ(1)⊗· · ·⊗Qσ(n). Then the mapping class group Γ(Σ) acts on
V (Σ, σ) as it acts on FΣ, and by definition of FΣ˜, γ defines a natural isomorphism
V (Σ, σ)∗ ≃ V (Σ˜, σ˜). Also, by our non-triviality assumption and equations 4.3,
V (D, σ) is 0 unless σ = 0 in which case it is C. Because the functor A is a monoidal
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functor, if Σ = Σ1∪Σ2 and σ = σ1∪σ2 then V (Σ, σ) ≃ V (Σ1, σ1)⊗V (Σ2, σ2). The
gluing law is equally implied; let Σ′ be Σ with the boundary components n−1 and n
identified. This correspondes to gluing a cylinder onto these boundary components.
Then V (Σ′, σ) ≃ FΣ(Qσ⊗EC) ≃
⊕
α∈I FΣ(Qσ⊗Qα˜⊗Qα) =
⊕
α∈I V (Σ, σ∪{α˜, α}).
Finally, the twist θ defines for each label α ∈ I a non-zero complex number
hα := θQα ∈ A(Qα, Qα) = C. As θ is self-dual by Proposition 3.7, hα˜ = hα. Also,
h0 = θED = 1 as A is balanced by Proposition 3.1. In summary, we have proved:
Theorem 5.2. Every C-linear category A with S-structure determines dimES2
many modular functors. ♦
Appendix: Linear categories.
We review some essential notions from the theory of linear categories. Let k be
a commutative ring. A k-linear category (or a k-category for short) is a category
equipped with a k-module structure on each morphism set such that composition
is k-bilinear. A k-functor between two k-categories A and A′ is a functor which is
k-linear on the morphisms, i.e. it maps A(p, q) linearly to A′(Fp, Fq). When both
A and A′ are small, we denote the category of k-linear functors from A to A′ by
[A,A′] or (A′)A.
Tensor Product. Given two k-categories A and A′, we can form their (naive) tensor
product A⊗A′ over k by setting
ob(A⊗A′) = ob(A)× ob(A′)
(A⊗A′)((p, p′), (q, q′)) = A(p, q)⊗A′(p′, q′)
with composition defined by (f ⊗ f ′)(g⊗ g′) = (fg⊗ f ′g′). Clearly, A⊗A′ is again
a k-category. We have the following canonical isomorphisms of categories
(A⊗A′)⊗A′′ ≃ A⊗ (A′ ⊗A′′)
A⊗A′ ≃ A′ ⊗A
A⊗ k ≃ A ≃ k ⊗A
where k denotes the category with one object and morphism set k.
We will always consider small k-categories also called k-algebroids. These have
been studied extensively, see for example [15] and [16], and may be thought of as
algebras with several objects. The category k-CAT of all small k-categories, k-linear
functors and natural transformations is a strict 2-category, and the tensor product
induces a symmetric monoidal structure on the underlying category. Indeed it is
easily checked that k-CAT is a monoidal 2-category in the sense of [7; 2.6].
Additive and idempotent completion. The categories of interest to us should have
the additional properties that any two objects have a coproduct and that idem-
potents split. In other words, the categories should be additive and idempotent
complete. Such categories are called amenable or also Karoubian.
20
Given any k-category A there is an amenable completion Aˆ which is unique
up to equivalence relative to A. More concretely, an additive completion of A is
given by the category Mat(A) the objects of which are finite sequences of objects
in A and the morphisms of which are matrices of morphisms in A. An idempotent
completion of A can be constructed as follows. The objects of the new category
are the idempotents (p, e) with e2 = e ∈ A(p, p), and a morphism between two
idempotents is a triple (e′, f, e) where f is a morphism of A satisfying the equation
e′f = f = fe. Composition is defined by
(e′′, f ′, e′)(e′, f, e) = (e′′, f ′f, e)
Thus M̂at(A) is an amenable completion of A. For example, consider a k-algebra A
as a category A with one object, then its amenable completion M̂at(A) is equivalent
to the category of finitely generated projective A-modules.
Every functor from a k-category to an amenable category extends to its com-
pletion and any natural transformation of two such functors extends uniquely to
a natural transformation of the extended functors. In other words, the categories
[A,A′] and [Aˆ,A′] are naturally equivalent when A′ is an amenable category. Thus
the category A is Morita equivalent to its completion in the following sense.
Let Mod(k) be the category of k-modules, and define
Mod(A) :=Mod(k)A = [A,Mod(k)]
to be the category of k-linear functors from A to Mod(k). Then two small k-
categories A and B are Morita equivalent if their module categories Mod(A) and
Mod(B) are equivalent. If p ∈ A is a fixed object, then
A(p, ) : A −→Mod(k) via q −→ A(p, q)
defines a natural element inMod(A). Letting p vary, we get a contravariant functor
hom : A −→Mod(A).
Mod(A) should not be confused with the smaller category A∗ := [A, kˆ] which we
call the dual of the category A. The hom-functor factors through A∗ if and only if
the morphism sets A(p, q) are finitely generated projective k-modules for all p and
q.
Now, let k̂-CAT ⊂ k-CAT denote the full subcategory of amenable k-categories.
The assignment A → M̂at(A) induces a 2-functor k-CAT → k̂-CAT. Replacing
the tensor product by the completed tensor product
A⊗ˆA′ := ̂(A⊗A′)
k̂-CAT is again a monoidal 2-category. Its unit is kˆ, the category of finitely gener-
ated projective k-modules. An object of A⊗ˆA′ may be written as (Σni=1(pi, qi); e)
where
e2 = e ∈ A⊗A′(Σi(pi, qi),Σi(pi, qi)) = Σi,jA(pi, pj)⊗A
′(qi, qj).
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Involution and dual. We list here some elementary facts that clarify the functori-
ality of various maps between functor categories.
A.1. If F : A → B is a covariant functor, define F op : Aop → Bop that acts on
objects like F and takes fop : p → q to F (f)op : F (p) → F (q). The assignment
F → F op defines a contravariant functor
op : [A,B] −→ [Aop,Bop].
Indeed, a natural transformation φ : F1 → F2 is mapped to (φ
op)p := (φp)
op :
F2(p)→ F1(p). Clearly, this is an involution in the sense that
op ◦ op = id[A,B].
A.2. There is a naturally defined, covariant dual functor
∗ : [A,B] −→ [Mod(B),Mod(A)]
taking a functor F to F ∗(G) := G ◦ F where G : B → Mod(k) is an element in
Mod(B). Clearly, a natural transformation φ : F1 → F2 is just send to φ
∗ : F ∗1 → F
∗
2
where φ∗G(p) := G(φp).
A.3. Let H : A → A′ and G : B → B′ be covariant equivalences with H ◦H ′ ≃ idA′
and G′ ◦G ≃ idB. Then
(H,G) : [A,B] −→ [A′,B′]
defined by F → G◦F ◦H ′ is a covariant equivalence of categories. Indeed, a natural
transformation φ : F1 → F2 is taken to the natural transformation (GφH
′)p =
G(φH′(p)).
A.4. If C is an additive k-category then there are natural isomorphisms of k-
categories
(CA)B ≃ CA⊗B.
In particular, Mod(A)B ≃Mod(A⊗ B) and [A,B∗] ≃ (B ⊗A)∗.
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