Introduction
============

Integrating information from different sensory modalities is critical for obtaining an accurate representation of the environment. On a windy day, it may be more accurate to rely on the visual modality to determine if an insect has landed on one\'s arm because the somatosensory stimulation of the skin by the breeze renders the somatosensory modality unreliable, while on a calm day the somatosensory modality may be more reliable. Behavioral experiments show that neurologically normal subjects take reliability into account when making behavioral decisions, weighting each modality by its reliability (Ernst and Banks, [@B24]; Alais and Burr, [@B1]). A better understanding of the neural mechanisms for reliability-weighted multisensory integration may help in the development of treatment and rehabilitation strategies for the many disorders in which the information from a sensory modality is degraded, such as vision loss due to macular degeneration.

Computational modeling studies have suggested that reliability weighting could occur by a simple linear summation of neuronal responses (Ma et al., [@B49]; Ma and Pouget, [@B50]). This model, which we term the "linear summation" model, predicts that increasing stimulus reliability scales the responses of neurons in sensory cortex ("early" areas) that respond to that stimulus. An explicit prediction of this model is that connection weights between early and late areas should not change (Ma et al., [@B49]). In an alternative model, which we term the "weighted connections" model, the connection weights between early and late areas change depending on the reliability of the stimulus (and are independent of the level of activity in early areas). This model receives some support from a recent electrophysiological study of visual-vestibular multisensory integration in macaque monkeys. Morgan et al. ([@B57]) found that the effective weight of visual inputs into area MST decreased when the visual stimulus was made less reliable. However, Morgan et al., derived these weights from response measurements within a single area without directly measuring connection strengths between areas.

In order to better understand the neural substrates of reliability-weighted multisensory integration, we measured activity in both early and late areas using blood-oxygen level dependent functional magnetic resonance imaging (BOLD fMRI). Subjects detected viewed and felt touches delivered to the right index finger. The reliability of each sensory modality was adjusted by varying the signal-to-noise ratio (SNR) of the stimulus.

We used the average BOLD signal change to assess the neural activity associated with visual and somatosensory processing within early sensory areas. To measure connection strengths between early sensory areas and later multisensory ones, we used structural equation modeling, a validated technique for examining the effective connectivity between different brain areas (McIntosh et al., [@B56]; Horwitz et al., [@B40]; Buchel and Friston, [@B13]; Stein et al., [@B76]). The weighted connections model predicts that connection weights should be modulated by reliability, independent of the level of activity in early sensory areas.

Materials and Methods
=====================

Experiments were conducted in accordance with the Institutional Review Boards of the University of Texas Health Science Center at Houston and the City University of New York. Written informed consent was obtained from each subject prior to experimentation.

Sensory stimuli and task
------------------------

Subjects performed a two-alternative forced choice task, deciding whether a touch was delivered to the index finger of the right hand or not. Visual stimuli consisted of a 1.5 s video of an animated triangular probe approaching the tip of the index finger of a photograph of an actor\'s hand (Figure [1](#F1){ref-type="fig"}). On "visual touch" trials, the probe contacted the finger at *t* = 1.0 s and then withdrew. On "visual no-touch" trials, the probe stopped just short of the fingertip at *t* = 1.0 s and then withdrew.

![**The visual stimulus**. The visual stimulus consisted of a video of an animated probe (triangular shape) approaching the image of a hand. Three frames of the video are shown.**(A)** Reliable visual stimulus. Dynamic random noise was overlaid on the visual stimulus. During reliable visual stimulation, the dynamic noise was transparent.**(B)** Unreliable visual stimulus. During unreliable visual stimulation, the dynamic noise was opaque.](fnsys-04-00025-g001){#F1}

The reliability of the visual stimulus was manipulated by adjusting the transparency of the dynamic noise. First, the digital video of the probe approaching the finger was generated using Apple FinalCut software. Next, single video frames containing white noise (i.e., dynamic random black and white bit maps) were generated using Matlab and overlaid on the video. Finally, Neurobehavioral Systems Presentation software was used to combine each frame of the probe video and a randomly-selected white noise frame using the alpha-channel compositing method (Porter and Duff, [@B63]). Every pixel in the image was assigned the same alpha-channel transparency value, which was then used to combine the two images, with lower values indicating more transparency of the white noise frame and high values indicating more opacity of the white noise frame. Transparency of the noise made it easy to discriminate the touch and no-touch stimuli (reliable); opacity of the noise made it difficult to discriminate the stimuli (unreliable).

Somatosensory stimuli were delivered using piezoelectric benders attached to the tip of the index finger of the subject\'s right hand. The somatosensory stimulus consisted of a small deflection of the piezoelectric benders that was perceived as a faint tap. The deflection was created by a 150 ms Gaussian-modulated sine wave delivered to the benders under computer control at *t* = 1.0 s, precisely synchronized with the visual touch during multisensory trials.

On multisensory trials, subjects perceived the visual probe touching the index finger shown on screen as "causing" the tap delivered by the bender to their index finger, an inference familiar to those who have played video games that provide tactile feedback.

To adjust the reliability of the somatosensory stimulus, a 100 Hz background oscillation of variable amplitude was introduced into the piezoelectric benders throughout the entire 1.5 s stimulus period, analogous to the dynamic noise in the visual stimulus. This background noise was perceived as a tactile hum, and was distinct from the "tap" percept produced by the Gaussian monopulse. A low amplitude of the background noise resulted in the tap being easily detectable above the background (reliable); high-amplitude noise made it difficult to detect the tap (unreliable). On "somatosensory touch" trials, taps were delivered; on "somatosensory no-touch" trials, no tap was delivered (only background noise).

Behavioral experiment
---------------------

In the first experiment, 21 subjects participated in a behavioral experiment of visual-somatosensory multisensory integration. Subjects always performed the same touch/no-touch judgment. Subjects viewed the video on a 21″ CRT display placed 42 cm from the face. The right hand was placed out-of-sight on a table in a palm up position, corresponding to the posture of the viewed right hand on the display. Subjects responded verbally as to whether or not they saw or felt a tap; each response was entered into the computer by an experimenter. In the first part of the experiment, subjects performed a staircase level-setting procedure to find the stimulus reliability level (adjusted by manipulating the SNR of the stimulus) that produced 70% correct performance on each of the modalities in isolation. Then, subjects viewed and felt unisensory visual touches, unisensory somatosensory touches, and congruent and incongruent multisensory touches. In congruent multisensory trials, a touch stimulus was presented in both modalities or a no-touch stimulus was presented in both modalities. In incongruent trials, a touch stimulus was presented in one modality (e.g., tactile tap) and a no-touch stimulus was presented in the other modality (e.g., a video showing the probe missing the finger). In the neuroimaging experiment, only congruent touches were presented.

During unisensory somatosensory touches, subjects viewed a fixation crosshairs that changed intensity to signal the beginning of each trial. Subjects were presented with the somatosensory stimulus. Then, the fixation crosshairs changed intensity again, signaling subjects to respond. During unisensory visual touches, subjects viewed the stimulus video until it was replaced by fixation crosshairs, signaling them to respond. During multisensory trials, the somatosensory and visual stimuli commenced at the same time, and trial offset was signaled by the return to fixation crosshairs. Congruent and incongruent multisensory trials were equally distributed and randomly intermixed, with 40 of each type.

Visual-somatosensory stimuli can produce changes in response criteria in addition to true changes in sensitivity (Johnson et al., [@B43]). Therefore, our primary behavioral measure was *d*′, a measure of sensitivity independent of response biases.

Neuroimaging experiment
-----------------------

In the second experiment, nine subjects participated in an fMRI experiment (data from one subject was discarded due to sleepiness). An MR-compatible eye-tracking system (Applied Science Laboratories, Bedford, MA, USA) was used to monitor fixation and behavioral state. The visual display was projected into the bore of the MR scanner using an LCD projector but was otherwise identical to the visual stimuli in the behavioral experiment. The right hand was placed out-of-sight at the side of the subject in the palm up position, corresponding to the posture of the viewed hand. Subjects responded with an fMRI compatible button box (Current Designs, Philadelphia, PA, USA) held in the left hand. Before scanning commenced, the same level-setting procedure as in the behavioral experiment was used to find the appropriate dynamic noise level for each modality.

Anatomical MRI
--------------

Anatomical MRI scans were obtained from each subject using a 3 T whole-body MR scanner (Phillips Medical Systems, Bothell, WA, USA). Images were collected using a magnetization-prepared 180° radio-frequency pulses and rapid gradient-echo (MP-RAGE) sequence optimized for gray--white matter contrast with 1 mm thick sagittal slices and an in-plane resolution of 0.938 mm × 0.938 mm. AFNI software (Cox, [@B18]) was used to analyze MRI data. 3D cortical surface models were created with FreeSurfer (Fischl et al., [@B29]) and visualized in SUMA (Argall et al., [@B4]). Surface averages were created using the FreeSurfer template (Fischl et al., [@B30]) and volume averages were created using the N27 template brain (Mazziotta et al., [@B54]).

fMRI experimental design and data analysis
------------------------------------------

Functional images were collected using a gradient-recalled-echo echo-planar-imaging sequence sensitive to the BOLD signal. Thirty-three axial slices were collected with a repetition time (TR) of 2000 ms, an echo time of 30 ms and a flip angle of 90°. Slice thickness was 3 mm and in-plane resolution was 2.75 mm × 2.75 mm. Each scan series contained 150 scans. Following motion correction and slice timing correction, data were smoothed with a spatial Gaussian filter with root-mean-square deviation of 3 mm.

Experimental conditions and region of interest creation
-------------------------------------------------------

A block design was used in all scan series. Each block contained 10 trials with total duration of 20 s followed by 10 s of fixation baseline in which no stimulus was presented. Each trial within a block consisted of the presentation of a 1.5 s stimulus, followed by a 0.5 s response window for total trial duration of 2.0 s.

There were nine block types: unisensory visual (reliable and unreliable); unisensory somatosensory (reliable and unreliable); multisensory visual + somatosensory (both modalities reliable or both modalities unreliable); multisensory visual + somatosensory (visual-reliable/somatosensory-unreliable and visual-unreliable/somatosensory-reliable); and passive tactile stimulation (touches only, with no behavioral task). The multisensory stimuli were always congruent and touch and no-touch trials were randomly intermixed within each block.

We had strong *a priori* hypotheses about three brain regions: the secondary somatosensory cortex, lateral occipital cortex, and anterior intraparietal sulcus (IPS). In previous studies using piezoelectric benders, we have observed robust activity in inferior parietal lobe and the parietal operculum (Beauchamp et al., [@B9], [@B6]), the location of secondary somatosensory cortex and associated areas (Disbrow et al., [@B20]; Francis et al., [@B31]; Ruben et al., [@B68]; Beauchamp et al., [@B9], [@B6]; Eickhoff et al., [@B23], [@B22]; Burton et al., [@B17]). fMRI studies using visual motion stimuli (such as the moving probe) and biological stimuli (such as the image of the hand) the strongest activity was observed in lateral occipital cortex (Tootell et al., [@B81]; Beauchamp et al., [@B5], [@B7], [@B8]; Downing et al., [@B21]; Wheaton et al., [@B83]; Pelphrey et al., [@B61]). Examinations of visual-somatosensory interactions have implicated the anterior IPS for visual-somatosensory integration, at the junction with the postcentral sulcus (Grefkes and Fink, [@B34]; Culham and Valyear, [@B19]; Stilla and Sathian, [@B77]; Pasalar et al., [@B60]). The somatosensory stimulus was delivered to the right hand, evoking somatosensory-related responses in the left, contralateral hemisphere, while the behavioral response was made with the left hand, resulting in motor-related responses in the right hemisphere. In order to maximize the contribution of the somatosensory stimulus and minimize the contribution of the motor response to the observed activity, ROIs were formed only in the left hemisphere. Independent data from each subject was used to create the ROIs and perform the comparisons of interest (BOLD amplitude between reliable and unreliable stimulation) to prevent bias (Simmons et al., [@B75]; Vul et al., [@B82]).

BOLD amplitude measures
-----------------------

We used the 3dREMLfit program in the AFNI package (Cox, [@B18]) to account for serial correlations in the fMRI data by fitting an autoregressive moving average model with one autoregressive term and one moving average term separately to each voxel. The time series data were analyzed with the general linear model; the motion correction estimates were used as regressors of no interest. A separate regressor of interest was used for each block type. The beta-weight of the regressor for each block type was converted to percent signal change and used as a measure of response amplitude. The full *F* (omnibus) statistic from only reliable stimuli was thresholded at *p* \< 0.001 corrected for false discovery rate (Genovese et al., [@B32]) to identify voxels that responded significantly.

Structural equation modeling
----------------------------

In BOLD fMRI, measures of activity correlation can be used to derive the connection strength between areas (Buchel and Friston, [@B13]; Stein et al., [@B76]). For each subject and each ROI, a normalized time series was constructed by subtracting the amplitude of the mean response to each condition from the average time series, preventing the high-amplitude block onset and offset from artificially inflating the correlation between ROIs (Buchel and Friston, [@B14]).We used the 1ddot program in AFNI to calculate the correlation matrix between the ROI time series. Two separate matrices were constructed, one for the time series during each of two block types: visual-reliable/somatosensory-unreliable and visual-unreliable/somatosensory-reliable. The correlation weights were calculated independently for each subject and then averaged.

Results
=======

Behavioral experiment: multisensory increases in sensitivity
------------------------------------------------------------

For reliable unisensory stimuli, subjects were able to determine with near perfect accuracy whether or not a visual or somatosensory touch occurred. For unreliable unisensory stimuli, performance decreased to 68 ± 5% SEM for visual and 58 ± 5% for somatosensory. When unreliable stimuli were presented in both modalities simultaneously, performance improved to 79 ± 3% for visual-somatosensory (Figure [2](#F2){ref-type="fig"}A). As measured with *d*′, a criterion-independent measure of performance, there was a significant benefit of multisensory stimulation, demonstrating that the visual-somatosensory stimulus successfully induced multisensory integration \[*d*′ = 1.98 ± 0.17 for visual-somatosensory vs*. d*′ = 1.44 ± 0.19 for visual and *d*′* *= 1.34 ± 0.13 for somatosensory, *F*(2,40) = 12.41; *p* = 6e-5\]. There were no differences in criterion between the conditions \[mean *c *= 0.31, *F*(2,40) = 1.78; *p* = 0.18\].

![**Behavioral measures of visual-somatosensory multisensory integration**. **(A)** In the visual condition (Vis, orange), subjects made a touch/no-touch judgment, discriminating between noisy movies of a probe touching or just missing the finger (see Figure [1](#F1){ref-type="fig"}). In the somatosensory condition (SS, blue) a touch/no-touch judgment was performed on a background vibration delivered to the finger with or without an additional touch. In the congruent multisensory condition (Vis + SS, green) the touch/no-touch judgment was performed on a touch that was both seen and felt, or neither seen nor felt. The error bars show the SEM (*n* = 21 subjects).**(B)** In the incongruent multisensory condition, subjects made a touch/no-touch judgment for stimuli which were reliable in one modality but not the other (e.g., probe clearly missed the finger in the video but a barely detectable touch was delivered in the somatosensory modality). The orange bars show the percentage of responses that corresponded to the visual stimulus; the blue bars show the percentage of responses that corresponded to the somatosensory stimulus, collapsed across touch and no-touch conditions. Subjects responses usually matched the stimulus presented in the more reliable modality, with responses corresponding to the visual modality in the visual-reliable condition (left bars) and the somatosensory modality in the somatosensory-reliable condition (right bars).](fnsys-04-00025-g002){#F2}

Reliability weighting
---------------------

In order to study the effectiveness of each modality in driving behavior, we presented incongruent multisensory stimuli in which a touch occurred in one modality but not the other. The reliability-weighting literature predicts that subjects should weight the more reliable modality more heavily in their judgment (Ernst and Banks, [@B24]; Alais and Burr, [@B1]). As predicted, subjects were much more likely to report that a touch occurred when a touch was presented in the more reliable modality (Figure [2](#F2){ref-type="fig"}B). This effect was significant for both visual and somatosensory modalities as measured with a paired *t*-test (visual-reliable: 70 ± 3% visual wins vs. 30 ± 3% somatosensory wins, *p* \< 1e − 6; Somatosensory reliable: 24 ± 4% visual wins vs. 76 ± 4% somatosensory wins, *p* \< 1e − 6).

Localizers: active brain areas
------------------------------

When subjects viewed and felt touches, the largest clusters of activity were observed in extrastriate visual areas in lateral occipital cortex, in inferior parietal lobe in the location of secondary somatosensory cortex and associated areas, and in anterior IPS near the junction with postcentral sulcus (see Figure [3](#F3){ref-type="fig"} and Table [1](#T1){ref-type="table"} for a list of all active regions). We measured BOLD fMRI activity in three regions of interest (visual, somatosensory, and IPS) in order to test the two competing models of multisensory integration (see Figure [3](#F3){ref-type="fig"} for the average time series from each ROI for each stimulus condition). As shown in Figure [4](#F4){ref-type="fig"}, the response to unreliable stimuli was slightly *greater* than the response to reliable stimuli (0.92% vs. 0.76% for somatosensory, 2.7% vs. 2.3% for visual, *p* = 0.06 in a paired *t*-test). We examined the connectivity between visual cortex, somatosensory cortex and IPS during presentation of multisensory stimuli with varying stimulus reliability (Figure [5](#F5){ref-type="fig"}). The connection weight, measured as a correlation coefficient, between somatosensory cortex and IPS was lower during somatosensory-unreliable stimulation than during somatosensory-reliable stimulation (0.24 vs. 0.38, *p* = 0.002 in a paired *t*-test), even though somatosensory cortex was slightly more activated in the unreliable condition. Similarly, the connection weight between visual cortex and IPS was lower during visual-unreliable stimulation than during visual-reliable stimulation (0.23 vs. 0.32, *p* = 0.001), even though visual cortex was slightly more activated in the unreliable condition. As predicted by the weighted connections model, the connection weights were higher for the reliable stimulus modality despite there being less activity in the unisensory cortices for the reliable as compared to the unreliable conditions. The connection weight changes (higher for reliable stimuli) were in the opposite direction as the mean BOLD signal change (lower for reliable stimuli). The connection weight between visual cortex and somatosensory cortex was unaffected by reliability (0.11 vs. 0.15, *p* = 0.3).

![**Summary of fMRI activations**. **(A)** Activation during performance of the multisensory touch detection task shown on an inflated average cortical surface model (left hemisphere, single subject). The orange circle highlights active visual areas in lateral occipital cortex. The blue circle highlights active areas in inferior parietal lobe, the location of secondary somatosensory cortex. The green circle highlights active areas in and around the intraparietal sulcus (IPS). The horizontal dashed white line shows the intraparietal sulcus, vertical dashed white line shows the postcentral sulcus. **(B)** Group activation map from *n* = 8 subjects. **(C)** Time course of the BOLD response in the visual cortex ROI during 20 s stimulation blocks of each experimental condition, averaged across blocks and subjects (black lines show the mean percent signal change, gray lines show + -SEM). **(D)** Time course of the somatosensory cortex response. **(E)** Time course of the IPS response.](fnsys-04-00025-g003){#F3}

###### 

**Summary table showing all active brain areas during the localizer scan series using the contrast of multisensory touch vs. fixation baseline**. Constructed from the group average volume activation map (*n *= 8 subjects). The active brain areas are ordered by the size of the active region, as shown in the first column, followed by the location of the peak activation within the active region, and the *t*-statistic of the peak activation. The center of the coordinate system is the anterior commissure, with left, posterior, and inferior the negative direction and right, anterior and superior the positive direction. The final column shows the anatomical description.

  Volume (ml)                              Standard coordinates of peak   Peak-statistic   Anatomical/functional description          
  ---------------------------------------- ------------------------------ ---------------- ----------------------------------- ------ -----------------------------------------------
  **LEFT HEMISPHERE**                                                                                                                 
  15.33                                    −53                            −27              30                                  9.5    Somatosensory cortex and intraparietal sulcus
  3.34                                     −45                            −61              6                                   5.3    Lateral occipital visual areas
  2.41                                     −25                            7                32                                  9.1    Inferior frontal gyrus
  2.10                                     −51                            1                26                                  7.0    Premotor cortex
  1.09                                     −31                            27               12                                  8.6    Anterior insular cortex
  0.99                                     −9                             −1               20                                  6.8    Caudate nucleus
  **RIGHT HEMISPHERE AND MIDLINE AREAS**                                                                                              
  11.10                                    11                             −87              8                                   7.8    Primary and secondary visual cortex
  5.46                                     55                             −1               32                                  9.3    Premotor cortex
  5.38                                     31                             −23              48                                  9.0    Motor cortex
  5.06                                     47                             −39              48                                  6.6    Parietal cortex
  4.34                                     −3                             −5               54                                  14.7   Supplementary motor cortex
  2.66                                     21                             −25              6                                   8.6    Thalamus
  2.33                                     39                             −65              0                                   6.7    Lateral occipital visual areas
  0.94                                     49                             −53              34                                  4.3    Supramarginal gyrus

![**Response to reliable and unreliable unisensory stimuli**. **(A)** The average BOLD signal change in the visual cortex ROI during 20 s stimulation blocks of unisensory visual-reliable stimulation (left plot) and visual-unreliable unisensory stimulation (right plot). Black line shows mean response, gray lines shows ±SEM (*n* = 8 subjects). **(B)** The average BOLD signal change in the somatosensory cortex ROI during unisensory somatosensory-reliable stimulation blocks (left plot) and somatosensory-unreliable stimulation blocks (right plot).](fnsys-04-00025-g004){#F4}

![**Connection weights during reliable and unreliable stimulation**. **(A)** Connectivity in the multisensory somatosensory-reliable/visual-unreliable condition in an individual subject, viewed on that subject\'s inflated cortical surface. Colored regions show areas with a significant fMRI response during the localizer scan used to create the regions of interest, with a different color for each region of interest (orange for visual, blue for somatosensory, green for IPS). The numbers adjacent to each arrow show the weights between that pair of ROIs, as derived from the structural equation model. **(B)** Connectivity in the multisensory somatosensory-unreliable/visual-reliable condition in the same subject. **(C)** Group data showing connection strengths across subjects during multisensory reliable and unreliable stimulation (*n* = 8 subjects). The blue bars show the connection strength from somatosensory cortex to the IPS, the orange bars show the connection strength from the visual ROI to the IPS ROI. The solid bar in each pair represents the reliable condition for that modality; the hatched bar in each pair is the unreliable condition.](fnsys-04-00025-g005){#F5}

Discussion
==========

We found that a somatosensory tap to the finger in combination with a video showing a finger touch produced behavioral visual-somatosensory multisensory integration. Behavioral studies have shown that vision can enhance touch perception, especially for touches to the hand (Kennett et al., [@B45]; Ro et al., [@B67]; Haggard et al., [@B36] for a review see Maravita et al., [@B53]). While it might seem surprising that a video of an actor\'s hand being touched by an artificial probe could result in multisensory integration, it is consistent with previous results that a video feed of the subject\'s own hand (Tipper et al., [@B80]), a flash of light near the subject\'s hand (Johnson et al., [@B43]), or an image or line drawing of a hand (Schaefer et al., [@B73]; Igarashi et al., [@B41]) can result in multisensory integration. Multisensory enhancements are even noted at the end of tools that serve to artificially extend the hand (Farne et al., [@B25]; Holmes et al., [@B39]). The behavioral multisensory integration that occurred during a touch to the finger was reliability weighted, with the more reliable modality receiving a stronger behavioral weighting. Reliability weighting during multisensory integration makes intuitive sense as an adaptation to cope with changes in sensation: as we age or in some diseases, the sensitivity of different modalities deteriorates at different rates and the brain must compensate. Ernst and Banks ([@B24]) made the important discovery that behavioral reliability weighting of visual and somatosensory stimuli is statistically optimal. By artificially adjusting the amount of noise in the visual stimulus, they showed that we weight visual stimuli in inverse proportion to their variance. This finding has been extended to other visual-somatosensory tasks (Helbig and Ernst, [@B37]) and other modality combinations (Alais and Burr, [@B1]). The ubiquitous nature of reliability weighting suggests that it may be a fundamental building block of multisensory integration.

To study the neural mechanisms of reliability weighting, we performed BOLD fMRI experiments of human subjects detecting a touch to the index finger of the hand. Consistent with previous studies of visual-somatosensory integration, brain activity was observed in a network of brain areas. These areas were subdivided into three regions of interest: visual, somatosensory, and multisensory. The visual ROI contained a group of visual areas in lateral occipito-temporal cortex, centered on posterior middle temporal gyrus and inferior temporal sulcus, which corresponds to areas that respond strongly to moving objects and pictures or videos of hands and hand-held manipulable objects (Downing et al., [@B21]; Beauchamp et al., [@B7], [@B8]; Wheaton et al., [@B83]; Pelphrey et al., [@B61]). While these areas are located in classical visual cortex, they are also responsive to touch (Amedi et al., [@B3], [@B2]; Hagen et al., [@B35]; James et al., [@B42]; Prather et al., [@B64]; Beauchamp et al., [@B9]; Summers et al., [@B78]). The somatosensory ROI contained a group of areas in the inferior parietal lobe that respond to hand stimulation that have been labeled S2+ (Disbrow et al., [@B20]; McGlone et al., [@B55]; Burton et al., [@B16], [@B17]; Beauchamp et al., [@B9]; Eickhoff et al., [@B23], [@B22]). For reasons that are not fully clear, in fMRI studies that stimulate the hand, especially with vibrotactile stimuli like those used in the present study, S2+ activation is much stronger than S1 activation (Ruben et al., [@B68]; Gizewski et al., [@B33]; Beauchamp et al., [@B9], [@B6]). S2+ is also active during observation of touch (Keysers et al., [@B46]; Blakemore et al., [@B10]; Schaefer et al., [@B72]). The multisensory ROI contained association areas in and around the IPS thought to be critical for the integration of vision and touch (Grefkes and Fink, [@B34]). Although many studies have used fMRI to show that the IPS responds to visual and somatosensory stimulation (Bremmer et al., [@B12]; Saito et al., [@B71]; Makin et al., [@B52]; Peltier et al., [@B62]; Nakashita et al., [@B58]; Stilla and Sathian, [@B77]; Tal and Amedi, [@B79]) this does not demonstrate the necessity of the IPS for behavioral multisensory integration. We recently conducted a transcranial magnetic stimulation (TMS) study that disrupted activity in the IPS while subjects performed a touch/no-touch discrimination task using visual and somatosensory stimuli similar to those used in the present study (Pasalar et al., [@B60]). Without TMS, a significant behavioral improvement for multisensory compared with unisensory stimuli was observed. However, when activity in the IPS was disrupted with TMS, multisensory behavioral improvement was eliminated. Unisensory discrimination performance was not affected, illustrating that the effect was specific to multisensory integration. Furthermore, TMS of a control brain location did not interfere with multisensory integration, illustrating that the effect could not be attributed to non-specific effects of TMS, such as the auditory click produced by each TMS pulse.

We classified the visual and somatosensory ROIs as "early" and the IPS ROI as "late," based on their location in the cortical processing hierarchy (Felleman and Van Essen, [@B26]). Early areas responded more to less reliable sensory stimuli. While this is contrary to the predictions of the linear summation model (Ma et al., [@B49]; Ma and Pouget, [@B50]) it is likely to be a result of our method of creating unreliable stimuli, and therefore does not disconfirm the linear summation model. In our experiments, we determined the threshold for visual and tactile stimulation, and then decreased the reliability of the stimuli by adding noise. This added noise is likely to evoke neural activity in a broad population of neurons in the sensory cortex, causing the observed increases in the BOLD fMRI signal. However, the linear summation model hypothesizes only that the neurons carrying information about the sensory stimulus (in this case, the touch vs. no-touch distinction) show decreased activity with decreasing reliability. With BOLD fMRI, we cannot easily distinguish the neural activity of the relatively small population of neurons in a voxel that carry information about the sensory stimulus (and presumably show a decreased response with increasing noise) from other neurons in the voxel that do not carry information about the sensory stimulus (and show an increased response to the dynamic noise present in the unreliable condition). In future experiments, it may be possible to create a better test of the linear summation model by using fMRI adaptation to measure activity in only those neurons that carry information about the sensory stimulus, or by manipulating reliability in other ways, such as decreasing the signal strength by making the visual and tactile stimuli weaker.

Unlike the linear summation model, the weighted connections model makes no predictions about the response amplitude of early sensory areas. Instead, it predicts that the connection strength between early and late areas should be proportional to reliability. To test this prediction, structural equation modeling was used to assess the connection strengths. During presentation of reliable visual stimuli, the connection strength between visual cortex and IPS was high; during presentation of unreliable visual stimuli, this connection strength decreased. Conversely, during presentation of reliable somatosensory stimuli, the connection strength between somatosensory cortex and IPS was high, and during presentation of unreliable somatosensory stimuli, this connection strength was low. These findings match the predictions of the weighted connections model.

The double dissociation of connection strengths between the IPS and somatosensory and visual cortex in the two conditions mirrored the pattern of behavioral responses observed during incongruent multisensory stimulation, in which the reliable modality was more effective at driving behavior. The correspondence between the neural connection strengths and behavior substantiates the notion that connection weight changes underlie behavioral reliability weighting.

Two recent studies in non-human primates examined visual-vestibular integration (Morgan et al., [@B57]; Fetsch et al., [@B28]). Responses in single MST neurons were a function of the weighted sum of visual and vestibular responses: the weight of the visual modality decreased as the visual stimulus was degraded, while the strength of the vestibular responses increased. This converging evidence from two different modality combinations (visual-vestibular and visual-somatosensory) and techniques (electrophysiology and BOLD fMRI) supports the weighted connections model. However, the electrophysiological data might also be consistent with a modified version of the linear-sum model (Morgan et al., [@B57]; Fetsch et al., [@B27]).

We considered the possibility that the weighted connections model could be more parsimoniously explained by visual attention. Attention to the visual modality increases the connection weights between early visual cortex and parietal regions (Buchel and Friston, [@B14]). In the attention scenario, if subjects attended more to the visual modality in the visual-reliable stimulus condition, the visual-to-IPS connection weights would increase (as predicted by the weighted connections model) but the weight change would be mediated by top-down visual attention and not by reliability. However, in addition to changing weights, visual attention also increases the response in early visual areas, including lateral occipital areas such as area MT (Beauchamp et al., [@B5]; Buchel et al., [@B15]; Kastner et al., [@B44]; Saenz et al., [@B70]). In the attention scenario, visual-reliable stimuli attract more attention and thus should evoke a *larger* response in visual areas. We saw the opposite pattern, with a trend towards reliable stimuli evoking *smaller* responses in visual areas (although this may have been a consequence of the visual noise that we added to make the stimuli less reliable). Conversely, if we suppose that subjects attended more to the unreliable visual stimuli because it was harder to see, the connection weight between visual cortex and IPS should increase for the unreliable visual condition (Buchel and Friston, [@B14]), which is the opposite of the observed weight change. Therefore, our BOLD fMRI data is incompatible with a simple effect of top-down visual attention, and consistent with behavioral studies showing that reliability weighting is independent of attention (Helbig and Ernst, [@B38]).

An caveat to the reliability-weighting model is that effective and functional connectivity methods applied to BOLD fMRI data do not necessarily correspond to direct axonal projections from one area to another (Buchel and Friston, [@B13]). Information may instead flow through a third area that is not modeled, such as thalamic nuclei in the "porpoise model" of Sherman ([@B74]). However, there is anatomical evidence for direct connections between IPS, somatosensory cortex and visual cortex. Tracer-injection studies in macaque monkeys have shown that area VIP in anterior IPS receives strong inputs from extrastriate visual areas including area MST and weak or absent connections from primary visual cortex, V1, and area VIP and nearby areas also receive direct projections from the upper-body representation of secondary somatosensory cortex (Boussaoud et al., [@B11]; Lewis and Van Essen, [@B48]). Diffusion tensor imaging tractography studies in humans have shown comparable results, with anterior IPS showing the strongest anatomical connectivity with the superior longitudinal fasciculus connecting temporal, parietal, and frontal regions (Rushworth et al., [@B69]).

The results of the present study suggest a number of promising avenues for future exploration. In the influential behavioral experiments of Ernst and Banks ([@B24]) and Alais and Burr ([@B1]), subjects made quantitative estimates about stimulus properties using different sensory modalities. When discrepancies between the modalities were introduced, the quantitative weight given to each modality in the sensory judgment could be measured experimentally. However, in our behavioral experiment, the judgment was qualitative (touch vs. no-touch) rather than quantitative, so we were unable to precisely measure the weights of different modalities. Multidimensional scaling could be used to extend optimal integration to situations in which perceptual judgments are qualitative instead of quantitative, such as word perception (Ma et al., [@B51]).

By introducing incongruent stimulation (even though the judgments were qualitative), our behavioral experiment demonstrates that subjects gave more weight to the more reliable modality in their perceptual decision. However, in our neuroimaging experiment, all of the stimuli were congruent. Therefore, we were unable to measure the perceptual reliability-weighting or compare the percept on each trial with the BOLD fMRI data from the different ROIs for that trial. The neural connection strengths could be compared with the percepts for incongruent stimuli on a trial by trial basis to ascertain the relationship between neural connection strengths and perception.

There has been a burst of interest in the use of multi-voxel pattern analysis (MVPA) to decode the sensory stimulus presented to the subject from the observed BOLD fMRI response (Norman et al., [@B59]). Recently, we demonstrated that MVPA could be used to decode the location of somatosensory stimulation from the fMRI signal across the whole brain or in somatosensory cortex (Beauchamp et al., [@B6]). An extension of the present study would be to determine the effects of stimulus reliability on MVPA decoding performance.

A further avenue for exploration will be examining connectivity changes in patients with sensory loss. For instance, macular degeneration causes the visual stimulus to be constantly degraded, as in our dynamic noise condition. Our results predict that in patients with macular degeneration, the connectivity weight between visual cortex and IPS should be low, regardless of the amplitude of the BOLD amplitude of the response in visual cortex to a given stimulus. However, it may be possible to increase this decreased connectivity through attention or other top-down mechanisms, counteracting the effects of the disease. Similarly, patients who are blinded at an early age may suffer from reduced connectivity between visual cortex and other brain areas because of the lack of normal input. Restoration of the retinal image in adulthood in these patients does not allow them to regain the visual abilities critical for daily function (Levin et al., [@B47]). A better understanding of how reliability weighting adjusts connection strengths between sensory cortex and other brain areas may help in the rehabilitation of these patients (Ro and Rafal, [@B66]).

In summary, our experiments suggest that changes in the BOLD signal amplitude and changes in connection weights between early and late areas may both be important for behavioral reliability-weighting in visual-somatosensory multisensory integration. Because reliability-weighting is a ubiquitous phenomenon across many modality combinations (Witten and Knudsen, [@B84]), in future experiments it will be necessary to test the connection weights model in a variety of modality combinations and behavioral conditions, and to investigate the synaptic and physiological mechanisms underlying changes in connection weights. Our findings suggest that particularly dramatic weight changes should be observed following brain damage affecting one sensory system (Ro et al., [@B65]).
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