ABSTRACT Quantile estimation is a fundamental method to generate the descriptions of the distribution of data for data management and analysis. Although the investigation and design of efficient quantile estimation algorithm has attracted much study, the problem of accurately finding quantiles in the case of skewed data streams, which are prevalent in many data sources like text data and IP traffic streams, is still not well addressed. In this paper, we specifically address the problem of estimating the quantiles of skewed data streams by designing and implementing an incremental quantile estimation with nonlinear-interpolation algorithm. The comprehensive experimental evaluation results demonstrate that the estimated quantiles of the proposed algorithm are more accurate than the existing methods in the literature on both synthetic and real-world datasets, especially on important extreme quantiles.
I. INTRODUCTION
Before analyzing large volumes of data, the first and foundational task is to understand the data by describing the data distribution. There are two types of methods to model the distribution of data, parametric and nonparametric. A parametric method assumes that the data follows a known probability distribution and tries to estimate a set of parameters defining the distribution, e.g., mean and standard deviation of a normal distribution. However, for practical data, a parametric method can be easily under a misspecified model and hence nonrobust, whereas a nonparametric method is applicable in a more generic setup. Quantile estimation is a widely used nonparametric method to generate the summary of the data distribution. Given a set of elements X = {x 1 , x 2 , ..., x n }, the ϕ-th (0 < ϕ < 1) quantile, denoted by q ϕ , is the infimum over q ϕ for which P r {x q} = ϕ. Obviously, the 0.5-quantile is the well-known median of a set. Quantile estimation has significant practical importance for many applications, such as network performance measurement and investment risk assessment [1] , [2] . For example, reporting the 0.5-and 0.95-quantile of the HTTP response time for every server IP in one hour is a common network analysis query.
If the time and space are sufficient, the sample quantiles can be easily computed by sorting all elements in the set and taking the appropriate order statistic. However, the problem becomes challenging in stream data, which is the most popular data processing scenario today, such as Internet traffic monitoring, real time fraud detection and high frequency trading. In stream data, elements arrive continuously in high speed and never stop. Munro and Paterson [3] proved that it requires O(n 1/p ) working memory to determine the median of a set by making at most p sequential passes through the n elements in the set. In stream data, there are two constrains that make the exact computation of sample quantiles impractical: (1) quantiles have to be obtained very quickly with limited computation resource, which allows only one pass through the elements in the set, and (2) the data set is too huge to fit in memory, for example, billions of IP packets on a 100Gbps network link. Therefore, computing the -approximate quantiles of stream data in a single pass has received considerable attention. For a given rank r, -approximate quantile estimation algorithm can find a value whose rank r is guaranteed to be within the interval [r − N , r + N ] [4] . Several earlier works have made progress towards developing spaceefficient and time-efficient -approximate quantile estimation algorithms, such as algorithms proposed in [4] - [9] . Most of existing works focus on finding a set of uniform quantiles: given 0 < φ < 1, find the -approximate quantiles of φ, 2φ, 3φ, ..., 1/φ φ. However, uniform quantiles are not suitable for describing distributions of highly skewed data, e.g. the occurrence number of words in articles [10] , the number of incoming links in each web page [11] , and the daily precipitation across the US [12] , because the relative error are huge for extreme quantiles like the 0.9 and 0.95 quantiles [2] . Therefore, several researchers started to study how to find biased quantiles, such as [2] , [12] , and [13] . However, these works focus on computing high-biased or low-biased quantiles and do not support accurate estimation of quantiles at all ranks, which is the target of this paper.
Motivated by the above, we design an Incremental Quantile-estimation with Nonlinear-interpolation algorithm, called the IQN algorithm, to accurately estimate quantiles at all ranks for skewed data streams. Different from most research works in literature, we focus on the accuracy of the estimated quantile rather than the error on the probability level of the rank, especially for extreme quantiles. The proposed algorithm combines new arrival data with an empirical model trained from historical data to periodically update the estimated quantiles. The experimental results on synthetic and real-world datasets demonstrate that the performance of our techniques outperforms existing methods for quantile estimation on highly skewed data streams. This paper is an elaborated and extended version of a conference paper presented at IEEE International Symposium on Personal, Indoor and Mobile Radio Communication [14] .
The rest of the paper is organized as follows. We describe the related work and the motivation of our work in Section II. In Section III, we present the overall process of the proposed algorithm and details of each step. We demonstrate the experimental evaluation of our algorithm with synthetic and real world data sets in Section IV. In Section V, we conclude the paper with a discussion of the proposed algorithm and future work.
II. RELATED WORK AND MOTIVATION
Categorized by the accuracy guarantee of estimated quantiles, quantile estimation algorithms can be generally classified as two types, uniform quantiles and biased quantiles oriented algorithms.
The algorithmic interest of computing quantiles can date back to the early 70's, when a comparison-based algorithm was invented to find the median and other quantiles in O(N ) worst case time [16] . In recent years, the problem of tracking quantiles in infinite data streams with limited memory has received particular attention. The most popular algorithm is the GK algorithm proposed by Greenwald and Khanna [4] . It is a deterministic algorithm inspired by the one-pass algorithm proposed in [7] to compute the -approximate quantile summary with space complexity O( 1 log N ). The GK algorithms including many others are designed to find approximated uniform quantiles on data streams. For a uniform quantile φ (0 < φ < 1), it finds an element x at rankr with the precision guarantee | φn −r| n, where (0 < 1) is a given accuracy parameter and n is the number of observed elements in the data stream.
In uniform quantiles algorithms, the error of varied φ is bounded by the same amount n. This means the accuracy of the 0.99-quantile is with the same accuracy as the median. In some cases, estimation of quantiles may focus on some particular regions of the data distribution, especially regions located at the extremes of the data distribution. For example, we present the distribution of the average HTTP response delay, which refers to the delay between the response and the request in an HTTP request, and request number of web servers calculated from one-day HTTP traffic log file as the blue curve in the upper-left corner of Figure 1 . The x-axis is the server index, which is reversely sorted on a log scale by the delay and number of received HTTP requests. The y-axis is the HTTP response delay and request number on a log scale. Note that both blue curves approximately follow a straight line on a log-log scale across several orders of magnitude, which is a clear indicator of skewed data distribution known as the Zipf model [10] . For network management, a common task is to track some particular quantile values (not the rank) of the HTTP response delay to measure the performance, for example, the median and the 90th percentile HTTP response delay. The main body of Figure 1 shows the relative error of the estimated quantile values of delay (square mark) and request number (circle mark) by the GK algorithm. We can see that the uniform quantile estimation exhibits unacceptable performance in extreme quantiles (0.7, 0.8 and 0.9-quantiles). The above examples show that a uniform quantile method for skewed data can be noninformative since the uncertainty is too large for extreme quantiles. Motivated by this, Cormode et al. [2] introduced the concept of biased quantiles and proposed a deterministic -approximate algorithm to estimate the extreme quantiles more accurately. After this, Cormode et al. [13] designed a space-efficient and faster algorithm for computing biased quantiles over the whole data stream. Mousavi and Zaniolo [12] extended the biased concept into the problem of computing histograms, and proposed an algorithm named BASH to construct the biased histograms on sliding windows over data streams. However, while the aforementioned studies of biased quantiles focus on only computing high-biased (1 − φ k ) or low-biased (φ k ) quantiles, we address the problem of accurately estimating the quantiles at all ranks. Chambers et al. [15] designed and implemented an incremental quantile estimation method, which can work under the tight computational constrains by introducing a linear interpolation F Q (x) models to describe the distribution of observed data. However, the precision of the estimated extreme quantiles of skewed data is not satisfied, which is VOLUME 6, 2018 demonstrated in the results of experimental evaluation section of this paper. Inspired by this work, we propose our method based on nonlinear interpolation to accurately estimate both normal and extreme quantiles for skewed data. As is demonstrated in the experimental evaluation, our techniques outperforms existing methods for quantile estimation using relative error as the accuracy evaluation criterion.
III. PROPOSED ALGORITHM A. OVERVIEW OF THE PROPOSED ALGORITHM
We adopt the cash register model [17] , in which only element insertions are allowed to compose the data stream, as the streaming model. An infinite data stream, S = {x 1 , x 2 , ...}, is the input of the algorithm. We aim to estimate the quantiles of S corresponding to probability values P = {p 1 , p 2 , ..., p M }. The major steps of our proposed IQN algorithm are given in Figure 2 , where Q = {q 1 , q 2 , ..., q M } stands for the quantile buffer, q i is the probability value for
. Q is estimated from the observed data {x 1 , x 2 , ..., x T }, and is incrementally updated when a batch of new data arrives. A data buffer B = {b 1 , b 2 , ...b N } holds the most recent N elements from the stream S, where N is the size of the batch. When B is full-filled by N elements, it is used to update Q together with the last round values in Q and then cleared to receive the next batch of data from the stream. To accurately estimate the extreme quantiles, we leverage the nonlinear interpolation F(x), which is the approximated distribution function estimated from the training set streamŜ = {x 1 ,x 2 , ...x m }, together with B and Q to update Q. 
B. UPDATE THE QUANTILE BUFFER
Whenever the buffer B is full-filled, we perform the following update procedure. For each x ∈ X = Q ∪ B,
Step 1: Convert Q to the cumulative distribution function (CDF) of Q as below with the estimated distribution function F(x) from a training process, which is illustrated in the next subsection.
where m = 1, 2, ..., M − 1, and the f (x, m) interpolates the x with nonlinear interpolation as: Fig. 3 shows an example process of updating the quantile buffer. Fig. 3(a) is the curve of estimated F(x). The curve is segmented into a set of pieces between adjacent probability values in P = {p 1 , p 2 , ..., p M } in y-axis. Each piece is stretched in the scale with adjacent quantiles in Q = {q 1 , q 2 , ..., q M } to get the CDF Q (x), which is the CDF of observed T elements. Fig. 3(b) shows an example of the CDF Q (x).
Step 2: Convert B to the Empirical Cumulative Distribution Function (ECDF) of B. Towards this end, we sort the elements of X in ascending order, X = X 1 , X 2 , ..., X N +M , at first. Then, we compute the ECDF B by:
where j = 1, 2, ..., N + M − 1. At last, we compute the leftcontinuous value of the ECDF B by:
where j = 1, 2, ..., N + M − 1. Fig. 3(c) shows an example of ECDF B (x).
Step 3: Compute the weighted average CDF (ACDF) and its left-continuous value by: Fig. 3(d) shows an example of ACDF(x).
Step 4: Update quantiles, ∀p m ∈ P, by computing the bracketing values:
Then, compute the updated quantile q m by:
where k =
.
C. ESTIMATION OF DISTRIBUTION
In the IQN update of the Q-buffer, the CDF F(x) is estimated from historical data to improve the accuracy of the quantile estimation. To illustrate the estimation of F(x), we take the HTTP response delay as an example. In Figure 4 , we give the log-scaled distributions of the HTTP response delay values in three days. We can see that the distributions of all three days are very similar and have several humps, which suggests that we can use the Gaussian Mixture Model (GMM) to estimate the distribution of one day to represent the other two days. GMM is a parametric probability density function represented as a weighted sum of K -component Gaussian density, which is given by
where x is a D-dimensional data vector; w i (i = 1, ..., K ) are the mixture weights that satisfy
called a component density, is a D-variate
Gaussian function with mean vector µ i and covariance matrix
In our study, x is 1-dimensional data. Therefore, the i is the covariance σ 2 i . Then, the complete GMM of our study can be parameterized by the mean vector, variance and mixture weights from all component densities as:
Taking the HTTP response delay values of one day as the training set, we use the expectation-maximization (EM) algorithm [18] to estimate the parameters λ of the GMM. The blue dashed line in Figure 4 shows the the estimated 3-component GMM curve. The fitting degree of those lines indicates that the Gaussian mixture model can well model the distribution of the HTTP response delay. In our study, parameters λ of the estimated 3-component Gaussian density are: After obtaining the estimated probability density function p(x), we can get the cumulative distribution function F(x) via integral transform on p(x), then compute the F −1 (x) by using a generalization of binary search on F(x). An interesting question is that if we can directly compute the quantiles by the F −1 (x). To answer this question, we take an experiment on the example HTTP response delay dataset. Table 1 shows the result. We can see that the relative errors of estimated VOLUME 6, 2018 quantiles by F(x) are not satisfied, especially for extreme quantiles 0.9 and 0.95.
IV. EXPERIMENTAL EVALUATION A. DATA SETS AND EXPERIMENT ENVIRONMENT
To validate the proposed algorithm and compare its performance with the alternatives from the literature, we present a set of experiments with both synthetic and real-world data sets.
We generate eight synthetic data sets SD1 SD8, each with 100,000 items. Detail information of these eight synthetic data sets are illustrated in Table 2 . Data sets SD1 and SD2 are generated following Pareto distribution [19] with scale parameter x min =1 and shape parameter k=1 and 2, respectively. Data sets SD3 and SD4 are generated following Log-normal distribution [20] with scale parameter µ=0 and shape parameter σ =1 and 2, respectively. Data sets SD5 and SD6 are generated following Weibull distribution [21] with scale parameter k = 1 and shape parameter λ=0.1 and 0.5 (when λ < 1, the Weibull distribution is long-tail), respectively. Data sets SD7 and SD8 are generated following F distribution [22] with same parameter µ = 1.25 and different degree of freedom parameters (4,10) and (10,10), respectively.
To evaluate the performance on real-world data sets, we use two types of network traffic logs. The first type of data sets are four HTTP traffic logs obtained by our selfdeveloped TMA devices [23] at high-speed links of a 1st-tier ISP in China. Each data set has thousands of HTTP traffic records with fields srcClientIP, dstWebServerIP, HTTPRequest, HTTPResponse, packets, octets and delay.
One data set, TD11, is chosen as the training set to estimate the GMM distribution of HTTP request-response delay values. Other three data sets, RD11, RD12 and RD13, are used for quantile estimation of delay values. The second type of data sets are four DNS traffic logs. Each data set has thousands of DNS traffic records with fields srcClientIP, localDNSServerIP, requestedDomainName, responseIP, and delay. One data set, TD21, is chosen as the training set to estimate the GMM distribution DNS request-response delay values. Other three data sets, RD21, RD22 and RD23, are used for quantile estimation of delay values. Table 3 presents the statistical information of delay values in these data sets.
We implemented our proposed algorithm, IQL and IQLlog [15] algorithm in Java and implemented GK algorithm [4] in C++. All programs are executed on a laptop with 2.4Ghz CPU and 8G memory.
B. MEASUREMENT OF PERFORMANCE
In our study, we care about how much the estimated quantile value is close to the real quantile value. Therefore, we use the relative error to evaluate the accuracy of algorithms. For an item set X , we sort all items as a ranked item set X =
The actual quantile value of quantile φ i iŝ
where f = φ i * T and d = φ i * T − f . The relative error δ i of quantile φ i is
C. STUDY OF PARAMETERS
Before performance comparison, we study the effect of parameters of the proposed algorithm. In our algorithm, there are three parameters, the size of quantile buffer M , the size of input data buffer N and the number of GMM components K . At first, we investigated the effect of changing two buffer sizes on estimation accuracy. We set M and N with two variables, 101 and 1001 to setup four scenarios. Table 4 shows the results of relative error and execution time. The 0.8-mean is the relative error for quantiles after 0.8-quantile. We can see that accuracy of the proposed algorithm becomes better when M and N increase. The performance improvement is brought by more accurately estimated CDF Q (x) and ECDF B (x) with more items in quantile buffer and data buffer when M and N increase, respectively. Then, we investigated the effect of parameter K of GMM model with the HTTP traffic data. In order to control the variables, we fixed N to 100, M to 101 respectively. For convenience, we set the differences between the adjacent probability values P = {p 1 , p 2 , ..., p M } to be equal.
As depicted in Figure 5 , when K < 4, run time increases linearly with the increasing of value of K . However, when K = 4, the run time increases rapidly to about 5 times longer than that when K < 4. The reason for this is that there is only one data item exists in one of the components, thus a nonlinear interpolation with a multiplier of 5 is needed to overcome overfit. The interpolation results in a 5 times longer run time.
We estimated different quantiles and computed their relative errors with several values of K to investigate the effect. As depicted in Figure 6 , K has a light influence on the performance of estimating from 0.1-quantile to 0.8-quantile; for quantiles after 0.8-quantile, relative error for K = 1 is obviously large while relative error is under 1.00% for K larger than 1. To inspect the effect of K on algorithm performance, statistics of relative error for the M quantiles are given in Table 5 .In Table 5 , the global mean stands for means of all of the M quantiles while the tail mean stands for means of quantiles after the 0.8-quantile. As is shown in Table 5 , global means of relative error on varied K are almost the same; tail means of relative error decrease with the increasing of K ; the maximums of relative error on varied K concentrate on the tail; as for 0.95-quantile, relative error decreases rapidly with the increasing of K .
Conclusions of effect of K drawn from the experimental results are: run time of IQN algorithm increases with the increasing of K ; run time increases rapidly with the increasing of K when K > 3; when K = 1, run time of IQN algorithm is the shortest while the tail relative error is the largest; when K > 1, the relative error decreases with the increasing of K at the 0.95-quantile.
To keep the balance between the run time and the accuracy, we set the value of K to 3 in our experiments.
D. PERFORMANCE COMPARISON
In this section, we apply the proposed algorithm to both synthetic datasets and real-world data sets to investigate how accurately it can handle simulated and non-simulated data compared with existing methods in literature, IQL, IQLlog and GK algorithms. Fig. 7 shows the relative errors of IQL, IQLlog and our proposed IQN algorithms on synthetic datasets (GK algorithm is not suitable for continuous value). We can see that IQN is slightly better than IQL and IQLlog on small quantiles (0.1 and 0.5). For large quantiles (0.8, 0.85, 0.9 and 0.95), performance of IQN is significantly better than IQL and IQLlog, especially on 0.95-quantile. Fig. 8 and Fig. 9 show the average relative errors of request-response delay quantiles estimation by IQL, IQLlog, GK and our proposed IQN algorithms on two types of real-world datasets, HTTP and DNS network traffic logs, respectively. In both two figures, the dotted line is the actual quantiles of HTTP or DNS response delay values, and the bars are relative errors of estimated quantiles for four algorithms. It's noted that relative errors of existing algorithm IQL, IQLlog and GK become larger when quantiles have significant changes, for example, the 0.95-quantile of HTTP and the 0.6-quantile of DNS. In addition, the relative errors of GK algorithm are significantly larger than IQL, IQLlog and IQN. IQL and IQLlog exhibit bad performance on extreme 
V. CONCLUSION AND FUTURE WORK
In this paper, we described a novel algorithm of accurate estimation of quantiles on skewed data streams. The skewed data stream is ubiquitous in many areas like nature language processing and network management. We demonstrated unsatisfied performance of accuracy of the existing uniform quantiles estimation algorithms with two examples. In order to construct accurate summary of quantiles at all ranks, we designed and implemented an incremental quantile estimation with non-linear-interpolation (IQN) algorithm. IQN maintains a buffer of incoming data items and converts them to a CDF function. The CDF function is periodically updated and interpolated by a distribution function, which is estimated from a training dataset by GMM model, to produce a buffer storing quantiles value. We evaluated the proposed algorithm on both synthetic and real-world datasets and compared it with optimal implementations of prior algorithms. The results demonstrated that our algorithm performs better than prior algorithms at all quantile ranks.
There are several interesting problems for future investigation. As we know, day-of-week and time-of-day patterns are prevalent in many data streams. We would like to improve the accuracy and performance of the distribution function estimation by utilizing these patterns. We would also like to extend the Java-based implementation of the proposed algorithm to distributed parallel computing model (like Spark streaming) based program to efficiently process high-speed data streams. 
