It is now known that the intersection of two Magnus subgroups M i = Y i (1 ≤ i ≤ 2) in a one-relator group is either the free group F on Y 1 ∩Y 2 or the free product of F together with an infinite cyclic group (so-called exceptional intersection). Using this, we give conditions under which two embedding theorems for cyclically presented groups can be obtained. This provides a new method for proving such groups infinite. We also give a combinatorial method for checking the presence of exceptional intersections.
Introduction
Let G = Y |r be a one-relator group where r is a cyclically reduced word in the free group on Y . A subset Y 1 ⊆ Y is called a Magnus subset if Y 1 omits a generator which appears in the relator r . A subgroup M 1 of G is called a Magnus subgroup if M 1 = Y 1 for some Magnus subset Y 1 of Y and so, by the Magnus Freiheitssatz [11] (or [10, page 104]), M 1 is free of rank |Y 1 |. There have been recent studies in [2, 9] on intersections of such subgroups. In fact it is shown in [2] that the intersection of two Magnus subgroups M i = Y i (1 ≤ i ≤ 2) is either the free group F(Y 1 ∩ Y 2 ) on Y 1 ∩ Y 2 or the free product of F(Y 1 ∩ Y 2 ) together with an infinite cyclic group. When the latter holds, we say that M 1 and M 2 have exceptional intersection.
Suppose now that F n denotes the free group of rank n generated by the elements of the set X = {x 0 , . . . , x n−1 } and let θ: F n → F n be the automorphism of F n for which x i θ = x i+1 (where subscripts are taken mod n). Let w be a cyclically reduced element of F n and define the group G n (w) = F n /N , where N is the normal closure in F n of the set {w, wθ, . . . , wθ n−1 }. Then a group G is said to have a cyclic presentation or is cyclically presented if G ∼ = G n (w) for some n and for some w.
In recent papers [3, 4, 7] there has been interest in finding which cyclically presented groups define the trivial group. On the other hand, the papers [5, 12, 13] primarily give examples of infinite cyclically presented groups.
In this paper we will use results from [2, 9] to give further examples of infinite cyclically presented groups. In particular, we will prove two embedding theorems.
Before stating our first theorem, we will need some further notation and definitions. Assume that k ≥ 1 and that n ≥ 4k. Let F 3k denote the subgroup of F n of rank 3k generated by the subset {x 0 , . . . , x 3k−1 } of X ; and let F k+1 denote the subgroup of F n of rank k + 1 generated by the subset {x 0 , . . . , x k } of X . Let w = w(x 0 , . . . , x k ) be a cyclically reduced element of F k+1 that involves both x 0 and x k (and perhaps other generators). Define the groups G and H 1 by putting G = G n (w) and
and
Given this, we can now state the following.
In particular, G is an infinite group.
We prove this result in Section 2. Here it is worth noting the following corollary to Theorem 1.1.
Corollary 1.2. If the Magnus subgroups x 0 , . . . , x k−1 and x 1 , . . . , x k do not have exceptional intersection in the one-relator group x 0 , . . . , x k | w , where w = w(x 0 , . . . , x k ) involves both x 0 and x k , then G n (w) is infinite for n ≥ 4k.
The proof of Corollary 1.2 is as follows. If we regard the group H 1 of Theorem 1.1 as a stem product of one-relator groups, then the condition in the statement of Theorem 1.1 is a condition about the intersections of Magnus subgroups. Since, by assumption, these intersections are non-exceptional, we have, for each i = 0, . . . , k − 1,
Suppose inductively that
The right-hand side of this last expression is contained in the non-exceptional Magnus intersection
and hence it is free on the intersection of the two generating sets: x i+1 , . . . , x k−1 .
In particular, this intersection is trivial when i = k − 1, and the result follows.
It is interesting to reflect on the bound n ≥ 4k in Theorem 1.1 and Corollary 1.2. Using different methods it may be possible to improve upon this. However, as things stand, we must have n ≥ 3k + 1 since, for example,
Observe that there is a 'gap' of k between the two subscripts involved in w in H 3k . The influence of this gap between subscripts seems significant and this is reflected in our next result, which will allow for an improvement on 4k (and indeed 3k + 1) provided that there are no exceptional intersections and the maximum gap that occurs is not too big.
First we need the following definition. Let 0 < t ≤ k. Then a cyclically reduced word w in the alphabet {x 0 , . . . , x k } will be called t-pure if:
1. w involves x 0 and x k ; 2. the Magnus subgroups Γ 0 = x 1 , . . . , x k and Γ k = x 0 , . . . , x k−1 of
3. for each i = 1, . . . , k − t, at least one of the letters x i , . . . , x i+t−1 is involved in w, so that the subsets X i,i+t−1 = {x 0 , . . . , x i−1 , x i+t , . . . , x k } of X freely generate Magnus subgroups Γ i,i+t−1 of H ; and 4. for each i = 1, . . . , k − t, and each j ∈ {0, k}, the Magnus subgroups Γ i,i+t−1 and Γ j have non-exceptional intersection.
Given this, we can now state:
Let w be a t-pure, cyclically reduced word in {x 0 , . . . , x k }. Then, for i = 0, . . . , n − 1, the group
The following corollary is immediate.
Corollary 1.4. If the Magnus subgroups x 0 , . . . , x k−1 and x 1 , . . . , x k do not have exceptional intersection in the one-relator group x 0 , . . . ,
We will prove Theorem 1.3 in Section 3 and we end the paper with some further remarks and some examples in Section 4.
Proof of Theorem 1.1
We adapt an argument due originally to Higman [8] . In addition to the groups G and H 1 defined in the introduction, we will also need the group H 2 defined by
. , x k−1 be subgroups of H 2 . Now H 1 can be expressed as a stem product of one-relator groups,
where C j = x j , . . . , x j+k−1 for 1 ≤ j ≤ 2k − 1; and a similar statement holds for H 2 . It follows that A 1 and B 1 are free subgroups of H 1 of rank k and that A 2 and B 2 are free subgroups of H 2 of rank k.
Observe that the stem product H 1 acts (without inversion) on a tree T with the fundamental region being a tree with 2k vertices u i (0 ≤ i ≤ 2k − 1) and 2k − 1 edges e i (0 ≤ i ≤ 2k − 2), where e i joins the vertex u i to u i+1 for i = 0, . . . , 2k − 2, where the stabilizer V i = Stab H 1 (u i ) of the vertex u i is the one-relator group
. , x i+k } omits x i and x i+k+1 , it follows from the Magnus Freiheitssatz [11] that E i is a free group of rank k. (For the basic theory of groups acting on trees, see [1] or [14] .)
Let a ∈ A 1 ∩ E k−1 . Then a fixes the vertices u 0 and u k and so belongs to the stabilizer of the geodesic in T 1 from u 0 to u k . It follows that a ∈ E i for 0 ≤ i ≤ k − 1 and so a 1 ∈ x 0 , . . . , x k−1 ∩ · · · ∩ x k , . . . , x 2k−1 . But this last intersection is trivial by the assumption in the statement of the theorem. This shows that A 1 ∩ E k−1 = {1}. Now the subgroups of H 1 generated by the sets {x 0 , . . . , x 2k−1 } and {x k , . . . , x 3k−1 }, respectively, are isomorphic via the map x i → x i+k . Hence we also have x k , . . . , x 2k−1 ∩ · · · ∩ x 2k , . . . , x 3k−1 = {1} in H 1 , and an argument similar to the above shows that B 1 ∩ E k−1 = {1}.
Since T is a tree, by deleting the edge e k−1 we can partition the vertex set V (T ) of T into the disjoint union Y 1 · ∪ Y 2 in which u k−1 ∈ Y 1 and u k ∈ Y 2 (so, in particular, a vertex v ∈ Y 1 if and only if there is a path in T from v to u k−1 which omits e k−1 ). A distance-preserving argument now shows that y 2 a ∈ Y 1 (∀y 2 ∈ Y 2 ) (∀a ∈ A 1 \ {1}), and that y 1 b ∈ Y 2 (∀y 1 ∈ Y 1 ) (∀b ∈ B 1 \ {1}). Using this, we can show that A 1 , B 1 = A 1 * B 1 by a Ping-Pong argument: if w = a 1 b 1 · · · a m b m is a cyclically reduced word in A 1 * B 1 with m ≥ 1, then u 0 a 1 = u 0 ∈ Y 1 , so u 0 a 1 b 1 ∈ Y 2 , u 0 a 1 b 1 a 2 ∈ Y 1 and so on. Hence u 0 w ∈ Y 2 , so u 0 w = u 0 , and so w = 1 in H 1 . Now we apply a similar analysis to H 2 , which is a stem product of n − 2k isomorphic one-relator groups. Indeed, since n ≥ 4k, the subgroup generated by any consecutive sequence x i , . . . , x i+3k−1 of generators of H 2 (subscripts modulo n) is isomorphic to H 1 . In particular, the subgroups E 3k−1 and E n−k−1 generated by {x 3k , . . . , x 4k−1 } and {x n−k , . . . , x n−1 }, respectively, are edge groups of the stem product, and satisfy A 2 ∩ E 3k−1 = {1} and B 2 ∩ E 3k−1 ⊆ B 2 ∩ E n−k−1 = {1}. Arguing as above, it follows that A 2 and B 2 generate their free product in H 2 .
We have shown that each of A 1 , B 1 ≤ H 1 , A 2 , B 2 ≤ H 2 is free on the given set of 2k generators. In particular, these groups are isomorphic. But G is the amalgamated free product
. , x i+k | wθ i embeds in either H 1 or H 2 for 0 ≤ i ≤ n − 1 and hence embeds in G.
Proof of Theorem 1.3
We first prove the following lemma on graphs of groups. For the basic definitions and theory, we refer the reader to, for example, [1] . We use the convention that all graphs are oriented; the initial and terminal vertices of an edge e are denoted ι(e) and τ (e), respectively. 
Φ(m(i M (e))) = φ(m)(i G (e)) respectively.
By hypothesis, if f is an edge of T M with one vertex in i M (Γ ) and Φ( f ) = i G (e) ∈ i G (Γ ), then the fact that f = m(i M (e)) for some m ∈ M can be used to show that f = i M (e). To see this, suppose that, for example,
) and so f = m(i M (e)) = i M (e). A similar argument holds if τ ( f ) ∈ i M (Γ ). This shows that Φ is locally injective at vertices of i M (Γ ). Since i M (Γ ) is a fundamental domain for the action of M on T M and Φ is M-equivariant, it follows that Φ is locally injective at all vertices of T M , that is, an immersion
Hence φ is injective, as claimed. Proof. Let Γ be the tree with vertices v 0 , . . . , v k+t−1 and edges e i joining v i to v i+1 for i = 0, . . . , k + t − 2. Then G = π 1 (G, Γ ), where the vertex groups are G i = G v i = x i , . . . , x i+k | wθ i and the edge groups are the free groups G e i = x i+1 , . . . , x i+k . Note that, by hypothesis, these are Magnus subgroups embedded in the adjacent vertex groups. Define M i = M v i to be the free group on A ∩ {x i , . . . , x i+k }, and M e i to be the free group on A ∩ {x i+1 , . . . , x i+k } for each i. Then this defines a graph of groups (M, Γ ) whose fundamental group M = π 1 (M, Γ ) is free on A.
Define maps φ i : M i → G i by inclusion of generating sets. We now use the t-pure condition to show that these maps satisfy the hypotheses of Lemma 3.1.
To see that φ i : M i → G i is injective, we note that the generating set of M i omits at least one generator of G i that occurs in the relator wθ i , and we apply the Freiheitssatz: M i is a Magnus subgroup of G i , and φ i is the natural inclusion. Specifically, if i < t, then x k+i is involved in wθ i (by condition 1 in the definition of t-pure) but is specifically excluded from the generators of M i . A similar remark applies to x i if i > k − 1. On the other hand, if t ≤ i ≤ k − 1, then at least one of the letters x k , . . . , x k+t−1 occurs in wθ i , by condition 3 in the definition of t-pure, while these letters are explicitly excluded from the generating set of M i .
Since the map φ i is the inclusion into G i of a Magnus subgroup M i , φ −1 i (G e i ) is just the intersection of the two Magnus subgroups M i and G e i in G i . In the notation of the definition of t-pure, and using the shift map θ : x i → x i+1 , we can write G i = H θ i , G e i = Γ k θ i , and M i is either Γ k−i,k−i+t−1 θ i or a subgroup of Γ 0 θ i or of Γ k θ i , depending on the value of i. Conditions 2 and 4 in the definition of t-pure tell us that, in all cases, the Magnus intersection G e i ∩ M i in G i is non-exceptional. Hence it is free on all the generators of M i , except possibly x i (if x i is a generator of M i ). In other words, φ −1 i (G e i ) = G e i ∩ M i = M e i . In a similar way, we can write G e i as Γ 0 θ i+1 and G i+1 = H θ i+1 . An entirely analogous argument shows that φ −1 i+1 (G e i ) is the non-exceptional intersection of Magnus subgroups M i+1 and G e i in G i+1 , and hence equal to M e i . Finally, the fact that φ i and φ i+1 agree on M e i is immediate from the fact that they agree on generators. It follows from Lemma 3.1 that the induced map M →Ĝ is injective, so A freely generates a subgroup ofĜ, as claimed.
The proof of Theorem 1.3 is similar to that of Theorem 1.1. We have G = G n (w) = x 0 , . . . , x n−1 | w(x 0 , . . . , x k ), . . . , w(x n−1 , . . . , x k−1 ) . This time we put H 1 = x 0 , . . . , x 2k+t−1 | w(x 0 , . . . , x k ), . . . , w(x k+t−1 , . . . , x 2k+t−1 ) and H 2 = x k+t , . . . , x n−1 , x 0 , . . . , x k−1 | w(x k+t , . . . , x 2k+t ), . . . , w(x n−1 , x 0 , . . . , x k−1 ) . It follows from Proposition 3.2, and the fact that n ≥ 2k + 2t, that the set {x 0 , . . . , x k−1 , x k+t , . . . , x 2k+t−1 } freely generates a free subgroup in both H 1 and H 2 so that, as in the proof of Theorem 1.1, the group G can be expressed as an amalgamated free product of H 1 and H 2 , and the result follows.
Concluding remarks

4.1
Observe that, in Corollaries 1.2 and 1.4, non-exceptional intersection is required for only two specific Magnus subgroups. For example, if we consider x 0 , x 1 , x 2 | (x 0 x 1 ) −1 x 2 (x 0 x 1 )x −2 2 then x −1 0 x 2 x 0 = x 1 x 2 2 x −1 1 and so x 0 , x 2 ∩ x 1 , x 2 = x 2 , x −1 0 x 2 x 0 = x 2 , x 1 x 2 2 x −1 1 has exceptional intersection. However, x 0 , x 1 ∩ x 1 , x 2 = x 1 is non-exceptional and so G n ((x 0 x 1 ) −1 x 2 (x 0 x 1 )x −2 2 ) is infinite for n ≥ 6 by Corollary 1.4.
4.2
The following consequence of applying Corollary 4.2 and Lemma 5.1 of [9] to our situation provides a combinatorial method for checking for the presence of exceptional intersections.
