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Abstract
We consider the set of all probability measures μ on Rd satisfying an elliptic equation L∗μ = 0 in the
weak worm. We give sufficient conditions in order that this set contains at least two different elements. We
also construct new examples of nonuniqueness for such equations.
© 2008 Published by Elsevier Inc.
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The main object of this work is the elliptic equation
L∗μ = 0 (1)
for Borel measures μ on Rd . Here L is an elliptic second order operator of the form
Lu(x) = u(x) + (b(x),∇u(x)),
where b = (bi)1id is a Borel measurable vector field on Rd . We shall say that a locally finite
(possibly, signed) Borel measure μ on Rd satisfies elliptic equation (1) if the functions bi are
integrable with respect to the measure μ on every compact set in Rd and one has
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∫
Rd
Ludμ = 0 for every function u ∈ C∞0
(
R
d
)
.
Such equations arise in the theory of diffusion processes (for example, any stationary distribu-
tion of the diffusion process with generator L satisfies (1)) and have been intensively investigated
in the last decade. In particular, the following result on regularity of measures satisfying (1) has
been proved in [4,5].
Theorem 1. Let μ be a locally finite (possibly, signed) Borel measure on Rd satisfying (1).
Assume that bi ∈ Lp(B) for every ball B ⊂ Rd with some p > d . Then μ =  dx with  ∈
Wp,1(B) for every ball B ⊂ Rd . In particular,  has a version which is Hölder continuous of
order 1 − d/p. Moreover, if μ  0, then, for every ball B ⊂ Rd , there exists a number C =
C(B) > 0 such that
sup
B
 C inf
B
.
Note that under the assumptions of Theorem 1 we can write the equation L∗μ = 0 for the
measure μ =  dx as the following equation for its density :
div(∇ − b) = 0, (2)
which is understood in the sense of the identity
∫
Rd
(∇ − b,∇u)dx = 0 for every function u ∈ C∞0
(
R
d
)
.
According to the general theory of elliptic equations (see, for example, [9, Corollary 8.11]), if
bi ∈ C∞(Rd), then  ∈ C∞(Rd). Analogous global regularity results along with upper and lower
bounds have been obtained in [10] and [6].
Some sufficient conditions for the uniqueness of solutions to Eq. (1) for probability mea-
sures μ (i.e., μ 0 and μ(Rd) = 1) in terms of Lyapunov functions have been obtained in [3,7].
For instance, it suffices to have a nonnegative function V ∈ C2(Rd) with compact sets {V  c}
such that LV (x) → −∞ as |x| → ∞ (such V is called a Lyapunov function). Moreover, if such
a function V exists, there is a probability measure μ satisfying the equation L∗μ = 0 (see [2]),
i.e., the existence of a Lyapunov function yields the existence of a unique solution in the class of
probability measures. It is worth noting that if there is a strongly continuous semigroup (Tt )t0
on L1(μ) whose generator extends L and with respect to which μ is invariant, i.e.
∫
Rd
Ttf dμ =
∫
Rd
f dμ
for all f ∈ C∞0 (Rd), then μ is a unique probability measure satisfying L∗μ = 0 (see [1]);
moreover, this semigroup is the only strongly continuous semigroup on L1(μ) whose genera-
tor extends L (see [7]).
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[3] and [7]. Here is this example. Let
bi(x) = −xi − 2xσ(i)e(x2i −x2σ(i))/2,
where σ : {1,2,3, . . . , d} → {1,2,3, . . . , d} is one-to-one such that σ(i) = i. Then our equation
has at least two solutions: one is the standard Gaussian measure μ on Rd and another one is the
measure ν = vμ, where
v(x) = cd
d∑
i=1
xi∫
−∞
e−s2/2 ds,
where cd is a normalizing constant. According to [3,7], in the case where there exist different
probability measures satisfying (1), for every such solution μ there exist different strongly con-
tinuous semigroups (T μt )t0 on L1(μ) whose generators extend L and for no such semigroup μ
is invariant. For this reason, solutions to (1) are called infinitesimally invariant measures for L.
Various problems related to uniqueness and nonuniqueness of solutions to (1) are investigated
in [8]. So far, the example constructed in [3,7] was the only known one in the case of smooth b.
Moreover, even in that example it remained unknown whether the simplex of probabilistic solu-
tions is finite-dimensional.
In this paper, we present sufficient conditions for the existence of at least two linearly inde-
pendent probability solutions of Eq. (1) under the assumption that one probability solution is
known. Furthermore, we construct an example of Eq. (1) with smooth b which has infinitely
many linearly independent probability solutions, so that one has an infinite-dimensional space of
solutions of bounded variation (in addition, we show that the example from [3,7] has this prop-
erty). As a by-product of our method, we obtain the following result: given an arbitrary strictly
positive smooth probability density  on Rd with d > 1, one can fabricate a smooth vector field b
such that the corresponding equation L∗μ = 0 is satisfied by at least two probability measures,
one of which is the given probability measure μ =  dx.
Note that the problem of nonuniqueness of solutions of the Dirichlet problem for elliptic
equations on bounded domains has already been studied in [11,12,14]. The same problem for
elliptic equations on the whole space has been investigated in [13]. It should be emphasized that
there is a principle difference between the equations considered in this article and the equations
investigated in [13], where nonuniqueness arises from the necessity to solve the equation in
weighted Sobolev spaces. Moreover, our equations are equations with L∗.
For an arbitrary domain Ω ⊂ Rd let Wp,1(Ω) denote the Sobolev space of functions belong-
ing to Lp(Ω) along with their generalized first order partial derivatives. This space is equipped
with its standard norm
‖f ‖Wp,1(Ω) := ‖f ‖p + ‖∇f ‖p,
where ‖ · ‖p denotes the Lp(Ω)-norm of scalar or vector functions. We need also higher order
Sobolev spaces Wp,r(Ω) with r ∈ N that consist of all functions which belong to Lp(Ω) along
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natural norm
‖f ‖Wp,r (Ω) := ‖f ‖p +
r∑
l=1
∥∥f (l)∥∥
p
.
If q is a locally integrable nonnegative function on Rd , n  1, then L2(Rd , q dx) denotes the
L2-space with respect to the measure q dx. Let C2b(Ω) denote the space of bounded continuous
functions on Ω with bounded continuous first order and second order derivatives. This space is
equipped with its standard norm
‖ϕ‖C2b (Ω) = supx∈Ω
(∣∣ϕ(x)∣∣+ ∣∣∂xi ϕ(x)∣∣+ ∣∣∂xi ∂xj ϕ(x)∣∣).
Let C∞(Ω) and C∞0 (Ω) be the spaces of infinitely differentiable functions and infinitely differ-
entiable functions with compact support, respectively. Let W 2,10 (Ω) be the closure of C
∞
0 (Ω)
with respect to the norm of the space W 2,1(Ω). If a vector field a = (ai)1id is locally inte-
grable with respect to Lebesgue measure on Rd , then diva denotes the divergence of a in the
sense of distributions, which is defined by the integral identity
∫
Rd
udiva dx = −
∫
Rd
(a,∇u)dx for each function u ∈ C∞0
(
R
d
)
,
where (·,·) denotes the standard inner product in Rd .
We assume throughout that bi ∈ C∞(Rd) for each 1 i  d .
Now suppose that Eq. (1) has a solution μ =  dx which is a probability measure. Then the
density  belongs to C∞(Rd), satisfies Eq. (2), and, for each ball B ⊂ Rd , there exists a number
C(B) > 0 such that (x) C(B) for every x ∈ B . Let us set
a := b − ∇.
Then a ∈ C∞(Rd) and
diva = 0.
The coefficient b is expressed in the following way:
b = ∇

+ a

. (3)
Let us seek another solution of Eq. (1) in the form ν = v · μ. The measure ν = v · μ satisfies
Eq. (1) if and only if the function v satisfies the equation
Lμv := div(∇v − av) = 0. (4)
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dition for the existence of a bounded positive solution which is not constant. By analogy with
reference [14] let us introduced the following bilinear skew-symmetric form on C∞0 (Rd):
[f,g] :=
∫
Rd
(a,∇f )g dx.
The next theorem gives sufficient conditions for the existence of a bounded positive solution
to (4) which is not constant.
Theorem 2. Assume that there exists a function ϕ ∈ C2b(Rd) such that (a,∇ϕ) ∈ L1(Rd),
[ϕ,1] = 0 and [ϕ,ϕ] < 0. (5)
Then Eq. (4) has a bounded positive solution which is not constant.
Proof. Set M := ‖ϕ‖C2b . According to [9, Theorem 8.3] there exists a solution vn ∈ W
2,1(Bn) of
the Dirichlet problem
{Lμvn = 0,
vn|∂Bn = ϕ
in the ball Bn of radius n centered at the point x = 0. Moreover, vn − ϕ ∈ W 2,10 (Bn). By
[9, Theorem 8.10], for every ball B ⊂ Bn, one has v ∈ C2b(B). According to the maximal princi-
ple, we have
sup
Bn
|vn| sup
∂Bn
|ϕ|M.
Set un := vn − ϕ. One has supBn |un| 2M and{Lμun = −Lμϕ,
un|∂Bn = 0.
Since diva = 0, we have
Lμ(un + ϕ) = div
(
∇(un + ϕ)
)− (a,∇(un + ϕ)).
Multiplying the equation Lμ(un + ϕ) = 0 by un and integrating by parts, we obtain
∫
Bn
|∇un|2 dx = I + J + K,
where
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∫
Bn
(a,∇un)un dx, J = −
∫
Bn
(∇un,∇ϕ) dx,
K = −
∫
Bn
(a,∇ϕ)un dx.
Let us consider the terms I and J . Since diva = 0, we obtain I = 0. Applying the inequality
xy  (x2 + y2)/2 to the product |∇ϕ| · |∇un|, we find
J  1
2
∫
Bn
|∇un|2 dx + 12
∫
Bn
|∇ϕ|2 dx.
Thus we arrive at the following estimate:∫
Bn
|∇un|2 dx 
∫
Bn
|∇ϕ|2 dx − 2
∫
Bn
(a,∇ϕ)un dx.
Let us extend the function un by zero outside of Bn. Since un ∈ W 2,10 (Bn), we obtain a function
from W 2,1(Rd). Consequently, for each natural number n we have the inequality∫
Rd
|∇un|2 dx 
∫
Rd
|∇ϕ|2 dx − 2
∫
Rd
(a,∇ϕ)un dx. (6)
Taking into account the estimates
sup
x∈Rd
∣∣∇ϕ(x)∣∣M, sup
x∈Rd
∣∣un(x)∣∣ 2M,
we deduce from inequality (6) the estimate∫
Rd
|∇un|2 dx M2 + 4M
∥∥(a,∇ϕ)∥∥
L1(Rd ). (7)
For every ball Bk there exists a number C1(k) > 0 such that (x)  C1(k) for every x ∈ Bk .
Hence inequality (7) implies the estimate ‖∇un‖L2(Bk)  C2(k), where the number C2(k) does
not depend on n. Since supBk |un|  2M , one has ‖un‖L2(Bk)  C3(k), where C3(k) does not
depend on n. Consequently, for every ball Bk , we have the estimate ‖un‖W 2,1(Bk)  C4(k) uni-
formly in n. Set k = 1. Let us choose a subsequence {un1,j } weakly convergent in W 2,1(B1).
Next we choose a further subsequence that is weakly convergent in W 2,1(B2). Continuing in this
way and using the diagonal method we obtain a subsequence weakly convergent in W 2,1(Bk)
for each k. Hence we can assume that {un} itself has this property. We obtain a function u on
the whole space such that, for each k, its restriction to Bk is the weak limit in W 2,1(Bk) of the
restrictions of un. Therefore, un converges to u in the norm of L2(Bk) for every ball Bk . Let
k > 1 be an arbitrary natural number. We fix the ball Bk , a natural number l > 2 + d/2 and num-
bers k − 1 = sl < sl−1 < · · · < s0 = k. Let Bs denote the ball of radius si centered at the pointi
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n > N the function un satisfies the equation Lμun = −Lμϕ on the ball Bk . Let n,m > N . Then
Lμ(un − um) = 0 on Bk . According to [9, Theorem 8.10] we have the estimate
‖un − um‖W 2,i+1(Bsi+1 )  C(si, si+1, , a)‖un − um‖W 2,i (Bsi ), (8)
where W 2,0(Bs0) := L2(Bk). If the sequence {un} converges in W 2,i (Bsi ), then, according to (8),
it converges to u in W 2,i+1(Bsi+1). Applying this reasoning for 0  i  l − 1 and using the
Sobolev embedding theorem W 2,l(Bk−1) ⊂ C2b(Bk−1), 2 < l − d/2, we obtain that the sequence
{un}nN converges uniformly to u in C2b(Bk−1). Hence u ∈ C2b(Bk−1), supBk−1 |u|  2M andLμu = −Lμϕ on the ball Bk−1. Since k is arbitrary, for every ball B there exists a number
N = N(B) such that for every n > N one has un ∈ C2b(B) and the sequence {un}n>N converges
to u in C2b(B) and, furthermore, Lμu = −Lμϕ. According to Fatou’s theorem and Lebesgue’s
theorem, inequality (6) implies the estimate
∫
Rd
|∇u|2 dx 
∫
Rd
|∇ϕ|2 dx − 2
∫
Rd
(a,∇ϕ)udx. (9)
Hence the function u does not coincide with the function −ϕ + c for any constant c because
otherwise estimate (9) and the condition
∫
Rd
(a,∇ϕ)dx = 0
immediately give the inequality
∫
Rd
(a,∇ϕ)ϕ dx  0,
contradicting the hypothesis of the theorem. Set v := u + ϕ + 3M . Finally, note that v  0,
Lμv = 0 and that v is not constant. 
Obviously, by multiplying v by a positive constant we obtain a probability measure v · μ
satisfying the equation L∗(v · μ) = 0.
Let us observe some similarity between the hypotheses of this theorem and the hypotheses of
Lemma 2.1 in [14].
Remark 1. For the verification of the conditions of Theorem 2 it is useful to keep in mind the
following expressions for [ϕ,ϕ] and [ϕ,1]. Let Ωn be increasing domains with piecewise smooth
boundaries and Rd =⋃∞n=1 Ωn. Since diva = 0, we have
[ϕ,ϕ] =
∫
d
(a,∇ϕ)ϕ dx = lim
n→∞
∫
(a,∇ϕ)ϕ dx = lim
n→∞
1
2
∫
(a, νn)ϕ
2 ds,R Ωn ∂Ωn
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∫
Rd
(a,∇ϕ)dx = lim
n→∞
∫
Ωn
(a,∇ϕ)dx = lim
n→∞
∫
∂Ωn
(a, νn)ϕ ds,
where νn is the exterior normal on ∂Ωn. Consequently, in order to ensure (5) it is enough to have
lim
n→∞
∫
∂Ωn
(a, νn)ϕ
2 ds < 0, lim
n→∞
∫
∂Ωn
(a, νn)ϕ ds = 0.
In order to give an example of Eq. (1) which has at least two different probability solutions, it
is sufficient to do the following. First of all, we find a vector field a and a function ϕ satisfying
the conditions of Theorem 2. Next, we fix an arbitrary infinitely differentiable strictly positive
function  with ‖‖L1(Rd ) = 1. Finally, we take the vector field b determined by formula (3).
Then Eq. (1) with this coefficient b has at least two different probability solutions: one is the
measure μ =  dx and another one is the measure ν = c1vμ, where c1 is a normalizing constant,
the function v is a solution (non constant) of Eq. (4), which exists by Theorem 2. Let us present
some examples of a and ϕ such that diva = 0 and conditions of Theorem 2 are fulfilled.
Example 1. Let d = 2. Let us take odd functions q,ψ,σ ∈ C2b(R1) such that
q, qψ,σ ′ ∈ L1(R1), lim
n→∞σ(n) = 1,
and qψ  0 does not vanish identically. Clearly, this is possible. Set
a(x, y) := (0,−q(x)), ϕ(x, y) := ψ(x) + σ(y).
Let us verify the conditions of Theorem 2 by using Remark 1. Let Ωn be the square with the
vertices at the points (n,n), (−n,n), (n,−n), and (−n,−n). Then
∫
∂Ωn
(a, νn)ϕ
2 ds = −(σ(n) − σ(−n))
n∫
−n
q(x)
(
2ψ(x) + σ(n) + σ(−n))dx,
∫
∂Ωn
(a, νn)ϕ ds = −
(
σ(n) − σ(−n))
n∫
−n
q(x) dx.
Consequently,
[ϕ,ϕ] = lim
n→∞
1
2
∫
∂Ωn
(a, νn)ϕ
2 ds = −2
+∞∫
−∞
q(x)ψ(x)dx < 0,
[ϕ,1] = lim
n→∞
∫
(a, νn)ϕ ds = −2
+∞∫
q(x) dx = 0.∂Ωn −∞
2698 S.V. Shaposhnikov / Journal of Functional Analysis 254 (2008) 2690–2705Hence the conditions of Theorem 2 are fulfilled. Therefore, choosing an arbitrary strictly positive
smooth probability density , we can fabricate a drift b (as explained in the remark above) such
that the corresponding equation L∗μ = 0 is satisfied by at least two probability measures, one of
which is the given probability measure μ =  dx.
Example 2. Let d = 2 and let functions q,ψ,σ ∈ C2b(R1) not vanish identically and satisfy the
following conditions:
q,σ ′ ∈ L1(R1), q > 0, lim
n→∞σ(n) = 1, limn→∞σ(−n) = 0.
Set
a(x, y) := (0,−q(x)), ϕ(x, y) := ψ(x)σ (y).
Let us calculate [ϕ,1] and [ϕ,ϕ] by using Remark 1. Let Ωn be the square with the vertices at
the points (n,n), (−n,n), (n,−n), and (−n,−n). Then
∫
∂Ωn
(a, νn)ϕ
2 ds = −(σ 2(n) − σ 2(−n))
n∫
−n
q(x)ψ2(x) dx,
∫
∂Ωn
(a, νn)ϕ ds = −
(
σ(n) − σ(−n))
n∫
−n
q(x)ψ(x)dx.
Consequently,
[ϕ,ϕ] = −1
2
+∞∫
−∞
q(x)ψ2(x) dx, [ϕ,1] = −
+∞∫
−∞
q(x)ψ(x)dx.
In order to satisfy the conditions of Theorem 2 it is sufficient to require the orthogonality of the
functions ψ and 1 in L2(R1, q dx). Again Remark 1 enables us to fabricate Eq. (1) with different
probability solutions, one of which is a given measure μ =  dx.
It is easy to extend the last example to the case d  2.
Example 3. Set x′ := (x1, x2, . . . , xd−1). Let q,ψ ∈ C2b(Rd−1) and let σ ∈ C2b(R1) not vanish
identically and satisfy the following conditions:
q ∈ L1(Rd−1), σ ′ ∈ L1(R1), q > 0, lim
n→∞σ(n) = 1, limn→∞σ(−n) = 0.
Set
ai(x) := 0 if 1 i  d − 1, ad(x) := −q(x′), ϕ(x) := ψ(x′)σ (xd).
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[ϕ,ϕ] = −1
2
∫
Rd−1
q(x′)ψ2(x′) dx′, [ϕ,1] = −
∫
Rd−1
q(x′)ψ(x′) dx′.
In order to satisfy the conditions of Theorem 2 it is sufficient to require the orthogonality of the
functions ψ and 1 in L2(Rd−1, q dx′).
Let us fix a and two different functions ϕ1 and ϕ2 satisfying the conditions of Theorem 2
and let us construct two solutions v1 and v2 according to this theorem. Theorem 2 guarantees
that 1, v1 and 1, v2 are pairs of linearly independent functions. What condition on ϕ1 and ϕ2 will
be enough in order that the three functions 1, v1 and v2 be linearly independent? The following
theorem answers this question and gives some additional information.
Theorem 3. Let n  1. Assume that there exist functions ϕ1, ϕ2, . . . , ϕn+1 from C2b(Rd) sat-
isfying the conditions of Theorem 2. Let v1, v2, . . . , vn+1 be solutions of Eq. (4) generated by
these functions according to Theorem 2. Assume also that the functions 1, v1, . . . , vn are linearly
independent and for every α = (αk)1kn the following inequality holds:
[
ϕn+1 −
n∑
k=1
αkϕk,ϕn+1 −
n∑
k=1
αkϕk
]
< 0. (10)
Then the functions 1, v1, . . . , vn, vn+1 are linearly independent.
Proof. Suppose the contrary. Then vn+1 = ∑nk=1 αkvk + γ , where γ,αk are some numbers.
Since vi = ui + ϕi + Ci whenever 1 i  n + 1, one has
un+1 −
n∑
k=1
αkuk = −
(
ϕn+1 −
n∑
k=1
αkϕk
)
+ C.
Let u = un+1 −∑nk=1 αkuk and ϕ = ϕn+1 −∑nk=1 αkϕk . As in Theorem 2, for each 1 i  n+1,
we construct a sequence of functions vi,l and, consequently, the sequence ui,l = vi,l − ϕi . Re-
peating the reasoning from Theorem 2, we choose a subsequence of functions u1,lj such that,
for every ball B ⊂ Rd , there exists a number N = N(B) such that, for every j > N , one has
u1,lj ∈ C2b(B) and the sequence {u1,lj }j>N converges to u1 in C2b(B). Suppose we have already
chosen a sequence ui,lj with the following property: for each ball B ⊂ Rd , there exists a num-
ber N = N(B, i) such that for every j > N one has ui,lj ∈ C2b(B) and the sequence {ui,lj }j>N
converges to ui in C2b(B). Then we apply the reasoning from Theorem 2 and choose a subse-
quence {ui+1,ljk } in {ui+1,lj }j1 which converges to ui+1. If i = n, then we obtain a sequence{un+1,zj }j1 converging to un+1. Moreover, whenever 1 i  n, the sequence {ui,zj }j1 con-
verges to ui as well. Set
uj := un+1,zj −
n∑
αkuk,zj .k=1
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ing the equality Lμ(uj + ϕ) = 0 by uj and acting as above in the justification of estimate (6) we
find
∫
Rd
|∇uj |2 dx 
∫
Rd
|∇ϕ|2 dx − 2
∫
Rd
(a,∇ϕ)uj dx.
Letting j to infinity, we deduce the estimate
∫
Rd
|∇u|2 dx 
∫
Rd
|∇ϕ|2 dx − 2
∫
R
(a,∇ϕ)udx.
Since u = −ϕ + C, we obtain [ϕ,ϕ] 0, which contradicts inequality (10). 
Remark 2. Let Φ = (Φij ) and h = (hi), where
Φij =
([ϕi,ϕj ] + [ϕj ,ϕi])/2, hi = [ϕi,ϕn+1] + [ϕn+1, ϕi], 1 i, j  n.
Set h0 := [ϕn+1, ϕn+1]. Then inequality (10) can be rewritten in the following form:
(Φα,α) − (h,α) + h0 < 0.
Consequently, in order to ensure condition (10) it is enough to have the following: the matrix Φ
is strictly negative and the inequality
4h0 <
(
Φ−1h,h
) (11)
holds. In particular, if n = 1, then inequality (11) has the following very simple form:
([ϕ1, ϕ2] + [ϕ2, ϕ1])2 < 4[ϕ1, ϕ1][ϕ2, ϕ2].
Remark 3. In order to verify condition (10) it is useful to keep in mind the following expression
for [ϕi,ϕj ] + [ϕj ,ϕi]. Let Ωn be increasing domains with piecewise smooth boundaries and
R
d =⋃∞n=1 Ωn. Since diva = 0, we have
[ϕi,ϕj ] + [ϕj ,ϕi] =
∫
Rd
(a,∇ϕi)ϕj dx + [ϕj ,ϕi]
= lim
n→∞
∫
Ωn
(a,∇ϕi)ϕj dx + [ϕj ,ϕi] = lim
n→∞
∫
∂Ωn
(a, νn)ϕiϕj ds,
where νn is the exterior normal on ∂Ωn.
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1 i  n+1, such that the conditions of Theorem 3 are fulfilled. Suppose we are given a strictly
positive infinitely differentiable function  with ‖‖L1(Rd ) = 1. Then Eq. (1) with the coefficient
b that is expressed via a and  by formula (3) has at least n+ 1 linearly independent probability
solutions, one of which is the measure μ =  dx, and n other ones are the measures νi = civiμ,
where ci are normalizing constants and the functions vi are solutions of Eq. (4) constructed from
the functions ϕi .
Let us present an example of a, ϕ1, and ϕ2 such that the conditions of Theorem 3 are fulfilled.
Example 4. Set x′ := (x1, x2, . . . , xd−1). Let q,ψ1,ψ2 ∈ C2b(Rd−1) and let σ ∈ C2b(R1) not
vanish identically. Assume that
q ∈ L1(Rd−1), q > 0, σ ′ ∈ L1(R1), lim
n→∞σ(n) = 1, limn→∞σ(−n) = 0.
Set
ak(x) := 0 if 1 k  d − 1, ad(x) := −q(x′),
ϕ1(x) := ψ1(x′)σ (xd), ϕ2(x) := ψ2(x′)σ (xd).
Then, whenever 1 i, j  2, we have
[ϕi,ϕj ] + [ϕj ,ϕi] = −
∫
Rd−1
ψi(x
′)ψj (x′)q(x′) dx′,
[ϕi,1] = −
∫
Rd−1
ψi(x
′)q(x′) dx′.
In order to satisfy the conditions of Theorem 3 it is enough to require the orthogonality of the
functions 1,ψ1,ψ2 in L2(Rd−1, q dx′).
This example can be easily extended to the case of an arbitrary number of functions ϕi .
Moreover, we can give an example of Eq. (1) which has a countable sequence of linearly in-
dependent probability solutions. In particular, the space of solutions of such equation in the class
of bounded measures is infinite-dimensional. It is enough to find a sequence of positive bounded
solutions {vi}i1 of Eq. (4) such that the functions 1, {vi}i1 be linearly independent. According
to Theorem 3 and Remark 2, it suffices to find a vector field a with diva = 0 and a sequence
of functions {ϕi}i∈N satisfying the conditions of Theorem 2 such that, for each n, the functions
ϕ1, ϕ2, . . . , ϕn+1 satisfy condition (11).
Example 5. Set x′ := (x1, x2, . . . , xd−1). Let q,ψi ∈ C2b(Rd−1), where i ∈ N, and let σ ∈
C2b(R
1) not vanish identically. Assume that
q ∈ L1(Rd−1), q > 0, σ ′ ∈ L1(R1), lim σ(n) = 1, lim σ(−n) = 0.
n→∞ n→∞
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ak(x) := 0 if 1 k  d − 1, ad(x) := −q(x′), ϕi(x) := ψi(x′)σ (xd), i ∈ N.
Then, for any i, j  1, we have
[ϕi,ϕj ] + [ϕj ,ϕi] = −
∫
Rd−1
ψi(x
′)ψj (x′)q(x′) dx′,
[ϕi,1] = −
∫
Rd−1
ψi(x
′)q(x′) dx′.
Let 1, {ψi}i∈N be an orthonormal system in L2(Rd−1, q dx′). Then, for each n, condition (11)
holds for the functions 1, ϕ1, . . . , ϕn+1 because the matrix Φ is diagonal with Φii = −1/2, hence
is strictly negative, h = 0 and h0 = [ψn+1,ψn+1] < 0.
Example 6. At the beginning we reproduced the example from [3,7], where Eq. (1) has at least
two different probability solutions. Now we can show that, in fact, it has a countable sequence of
linearly independent solutions that are probability measures. We have
bk(x) = −xk − 2xσ(k)e(x2k−x2σ(k))/2 and (x) = (2π)−d/2e−|x|2/2,
where |x|2 =∑nk=1 x2k and σ : {1,2,3, . . . , d} → {1,2,3, . . . , d} is one-to-one such that σ(k) = k.
Then
ak(x) = −2(2π)d/2xσ(k) exp
(
−x2σ(k) − 2−1
∑
i =k
x2σ(i)
)
.
Let Rd−1+ := Rd−1 ∩ {xσ(d) > 0} and x′ := (x1, x2, . . . , xd−1). Let us take functions ω,ψ∗∗i ∈
C∞0 (R
d−1+ ), where i ∈ N, with disjoint supports such that
−
∫
R
d−1+
ω(x′)ad(x′) dx′ = 1.
Set
ψ∗i (x′) := ψ∗∗i (x′) + ω(x′)
∫
R
d−1+
ψ∗∗i (y′)ad(y′) dy′, x′ ∈ Rd−1+ .
Note that ∫
R
d−1
ψ∗i (x′)ad(x′) dx′ = 0 for each i  1.
+
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process in the space L2(Rd−1+ ,−ad(x′) dx′) to the system {ψ∗i }i1 and obtain functions {ψi}i1.
We observe that the obtained functions have the following properties: lim|x′|→∞ ψi(x′) = 0 and∫
R
d−1+
ψi(x
′)ad(x′) dx′ = 0,
∫
R
d−1+
ψi(x
′)ψj (x′)ad(x′) dx′ = 0 for all j  1.
Let us extend ψi to the whole space Rd−1 by zero outside Rd−1+ . Clearly, we obtain functions
from C∞0 (Rd−1) since ω and ψ∗∗ are of compact support in R
d−1+ . Let σ be a smooth function
such that σ ′ ∈ L1(R1), limn→∞ σ(n) = 1 and limn→∞ σ(−n) = 0. Set ϕi(x) := ψi(x′)σ (xd).
According to Theorem 2, we can construct solutions corresponding to the functions ϕi . Simi-
larly to the previous example, we obtain a sequence of solutions 1, v1, v2, . . . that are linearly
independent.
Finally, we present one more sufficient condition for the existence of a positive bounded so-
lution of Eq. (4).
Proposition 1. Assume that there exists a function ϕ ∈ C2b(Rd) such that
2 sup
x∈Rd
∣∣ϕ(x)∣∣ ∫
Rd
|Lμϕ|dx <
∫
Rd
|∇ϕ|2 dx.
Then there exists a bounded positive solution of Eq. (4) which is not constant.
Proof. The proof is similar to the proof of Theorem 2. Set M := supx∈Rd |ϕ(x)|. As in the proof
of Theorem 2 we construct a sequence of functions vn and the corresponding functions un =
vn − ϕ. Multiplying the equality Lμun = −Lμϕ by un and integrating by parts we obtain the
following estimate: ∫
Rd
|∇un|2 dx  2M
∫
Rd
|Lμϕ|dx =
∫
Rd
|∇ϕ|2 dx − c0, (12)
where
c0 =
∫
Rd
|∇ϕ|2 dx − 2M
∫
Rd
|Lμϕ|dx > 0.
Note that c0 does not depend on n. As in the proof of Theorem 2, passing to a subsequence, we
can assume that, for every ball B , there exists a number N = N(B) such that, for every n > N ,
one has un ∈ C2b(B) and the sequence {un}n>N converges to u in C2b(B) and Lμu = −Lμϕ.
According to Fatou’s theorem, one has the estimate∫
d
|∇u|2 dx 
∫
d
|∇ϕ|2 dx − c0.
R R
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otherwise the above estimate immediately implies that c0  0, which contradicts the inequality
c0 > 0. Set v := u + ϕ + 3M . Note that v  0, Lμv = 0 and that v is not constant. 
The following example demonstrates an application of this proposition.
Example 7. Let d = 2 and let 1, 2 ∈ C∞(R1) ∩ L1(R1) be positive functions such that
‖1‖L1 = ‖2‖L1 = 1. Set (x, y) := 1(x)2(y),
ϕ(x, y) :=
x∫
−∞
1(s) ds +
y∫
−∞
2(s) ds,
a1(x, y) := −2′2(y)2(y) + c(y)2(y), a2(x, y) := −2′1(x)1(x) + d(x)1(x).
Then diva = 0 and
Lμϕ(x, y) =
(
d(x) + c(y))(x, y).
In order to satisfy the conditions of the proposition it is enough to have the following estimate:
4
∫
R2
∣∣d(x) + c(y)∣∣(x, y) dx dy < ∫
R2
(
1(x)
2 + 2(y)2
)
(x, y) dx dy.
Remark 5. Note that under the assumptions of Proposition 1 we have
∫
Rd
div(∇ϕ)dx = 0.
Hence condition (12) can be replaced by the following one:
Lμϕ  0 and
∫
Rd
|∇ϕ|2 dx + 2 sup
x∈Rd
∣∣ϕ(x)∣∣ ∫
Rd
(a,∇ϕ)dx > 0.
It should be noted that it remains unknown whether Eq. (1) can have only finitely many (but
more than one) linearly independent probability solutions in the case of smooth b. Of course,
for an arbitrary Borel measurable b this is possible even in dimension d = 1. It suffices to take
b(x) = −2x −2/x. Then there are two different probability solutions: one is given by the density
(x) = 2x2e−x2 if x  0 and (x) = 0 if x < 0; another one is given by the density (−x). It
is readily seen that any other probability solution is a linear combination of these two solutions.
However, if b is locally bounded (or locally Lebesgue integrable), then in dimension 1 Eq. (1)
cannot have more than one solution in the class of probability measures.
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