Abstract Emergence of deterministic and irreversible macroscopic behavior from deterministic and reversible microscopic dynamics is understood as a result of the law of large numbers. In this paper, we prove on the basis of the theory of algorithmic randomness that Martin-Löf random initial microstates satisfy an irreversible macroscopic law in the Kac infinite chain model. We find that the time-reversed state of a random state is not random as well as violates the macroscopic law.
Introduction

General introduction
Let us consider a macroscopic fluid in an adiabatic container. A fundamental assumption of thermodynamics is that any macroscopic system thermodynamically isolated reaches a macroscopically stationary state, called equilibrium state, after a sufficiently long time regardless of the initial state. The spatiotemporal change of macroscopic variables such as coarse-grained density fields of conserved quantities for simple fluids in this relaxation process is believed to be described universally by deterministic and irreversible hydrodynamic equations. This asymmetry on the direction of time is referred to as the macroscopic irreversibility. Meanwhile, the macroscopic system microscopically consists of many interacting molecules. If the system is microscopically isolated, the time evolution of the constituent molecules is described by deterministic and reversible equations such as classical Hamiltonian equations or quantum Schrödinger equations. Therefore, macroscopic irreversible laws should be formulated in microscopic reversible dynamical systems [1, 2] .
A crucial concept in the formulation is the law of large numbers in the probability theory. Suppose that initial microscopic states are sampled from an initial probability measure. In general, the macroscopic behavior of each microscopic state may be quite different. However, if we choose an appropriate measure corresponding to a given non-equilibrium macrostate, for instance, local Gibbs measure, as the initial probability measure, the validity of the deterministic macroscopic law is formulated as a result of the law of large numbers [3] . That is, there is a set of microscopic states satisfying the macroscopic equations with probability approaching one in a macroscopic limit. This is why the hydrodynamic equations describe even a single experimental result with high accuracy. Although to prove the law of large numbers for a given microscopic dynamics and initial probability measure is not an easy task in general, the above scenario is believed to be valid for a wide class of models and it is proved rigorously for specific models.
The law of large numbers gives a clear account of the emergence of macroscopic laws from microscopic dynamics. However, it refers to only the probability that the macroscopic law is satisfied and not tell us which microscopic states among all realizable states obey the macroscopic law. When considering the reversibility paradox, one finds that this fact becomes problematic. Loschmidt pointed out that if a microscopic trajectory satisfying the microscopic equation of motion obeys the macroscopic law, the time-reversed one is also a solution of the same equation due to the microscopic reversibility, but violates the macroscopic law due to the irreversibility of that law [4] . Thus, the apparent inconsistency between the macroscopic irreversibility and the microscopic reversibility is relevant to individual trajectories. We note that the recurrence paradox posed by Zermelo also refers to a single trajectory [5] , but this paradox is resolved by considering the thermodynamic limit first. In order to resolve the reversibility paradox, it is desirable to have a more direct formulation studying individual microscopic states in the thermodynamic limit. In particular, we need a criterion to determine whether a given microscopic state belongs to a set characterized by typical macroscopic properties.
One possible approach to such formulation is to use the theory of algorithmic randomness [6, 7, 8, 9 ]. This theory formalizes in an algorithmic manner the notion of typical sequences generated by a given stochastic process. Let us consider one-sided infinite binary sequences x = x(0)x(1) · · · ∈ 2 N obtained by tossing a fair coin infinitely many times. Here, the underlying stochastic process is the uniform probability measure λ on 2 N . Roughly speaking, a sequence x ∈ 2 N is called random if it satisfies no exceptional properties. For instance, a sequence in which 0 and 1 appear at a rate of 1/3 and 2/3 respectively is not random under this experiment because its frequencies of 0 and 1 are exceptional. Exceptional properties are mathematically formalized by null sets. A set N ⊆ 2 N is called a null set with respect to λ if there is a sequence (U n ) n∈N of open sets such that N ⊆ n U n and λ(U n ) ≤ 2 −n . This consideration motivates the following definition of randomness: A sequence x is random if x ∈ N for any null set N . However, since any sequence x is contained in a null set, for instance, a singleton {x}, this definition turns out to make no sense. We have to restrict the class of null sets in order to provide a meaningful definition of randomness. Following the celebrated idea of Martin-Löf [10] , we restrict null sets to ones that can be created feasibly in an algorithmic manner. They specified such a feasible null set as one that is contained in n U n for a sequence (U n ) n∈N of computably enumerable open sets in a uniform way with λ(U n ) ≤ 2 −n . Then, a sequence x ∈ 2 N is called Martin-Löf random with respect to λ if x ∈ N for any feasible null set N in Martin-Löf's sense. See section 2 for the details. Since the set of Martin-Löf random sequences has probability one, this definition captures some aspect of typicalness of sequences. Remarkably, Martin-Löf randomness, which characterizes random sequences as measuretheoretic typicalness, is equivalent to other notions of randomness characterized by incompressibility and unpredictability conditions. As a result, Martin-Löf randomness is regarded as a natural notion of randomness.
We apply the theory of algorithmic randomness to statistical physics on the basis of its characteristics that the algorithmically random sequences satisfy statistical properties such as the law of large numbers and of the iterated logarithm. The strong law of large numbers in the probability theory states that
for almost all x with respect to λ.
In contrast, the counterpart in the theory of algorithmic randomness states that
for random x with respect to λ.
Although the former statement refers to only the probability that the law of large numbers is satisfied, λ(lim n→∞ n−1 i=1 x(i)/n = 1/2), the latter refers to individual sequences. In the context of statistical physics, the statistical properties of random sequences imply that the probability-theoretic statement, "Almost all microscopic states with respect to a probability measure obey a macroscopic law," can be replaced by the point-wise one, "Random microscopic states with respect to a probability measure obey a macroscopic law." Since this statement is expressed at the level of individual states, the notion of algorithmic randomness is useful to discuss the foundations of statistical mechanics beyond probability-theoretic statements.
The formulation with the notion of randomness provides a new perspective on the reversibility paradox. From a measure-theoretic point of view, the microscopic reversibility is consistent with our experience since the time-reversed state of a typical state with respect to a probability measure violates the macroscopic law, but has only an extremely small probability with respect to the same measure. In contrast, from a viewpoint of algorithmic randomness, the microscopic reversibility implies that the time-reversed state of a random state is not random because it is contained in a null set involved with a violation of the macroscopic law. This fact has an implication on the relation between randomness of a physical state and ease of preparation of the state. If we can specify a description of a binary sequence x ∈ 2 N completely in an algorithmic manner, the sequence is not random because the singleton {x} is a null set in Martin-Löf's sense. Contrary to this, a sequence we generate by a stochastic device such as tossing a coin many times is algorithmically random. Now, when we prepare a state of a physical system, we cannot avoid a certain source of noises. Although the relation between a stochastic device and noises in preparation of physical states is not obvious, we may say that it is difficult to experimentally prepare the time-reversed state of a random state, which is non-random, because we have to avoid all sources of noises so as to prepare a non-random sate. In this manner, the theory of algorithmic randomness clarifies a conceptually new aspect of the reversibility paradox. We show a part of the results that the theory of algorithmic randomness reveals in this paper.
Summary of results
In this paper, we demonstrate with the aid of a pedagogical model how the emergence of macroscopic irreversible laws from reversible microscopic dynamics is formulated in terms of algorithmic randomness. We expect that the following results hold true for a wide class of models although we investigate a specific model in this paper.
We study a variant of the Kac ring model [11, 12, 13] , which consists of two kinds of degrees of freedom, particles with spin 2x(i) − 1 ∈ {−1, 1} (i ∈ Z) on one-dimensional infinite lattice Z and scatterers y(i) ∈ {0, 1} located between particles. At each discrete time steps, a particle at site i ∈ Z moves to site i + 1. Then, the bit x(i) is flipped if the scatterer at site i is present, y(i) = 1, it remains its value if absent, y(i) = 0. This evolution rule ϕ : (2 × 2) Z → (2 × 2) Z defines a discrete-time, deterministic and reversible dynamical system on (2 × 2)
Z . If we choose a set of macroscopic variables m = (m 0 , m 1 ) as the average magnetization m N 0 and the fraction of scatterers m N 1 over 2N + 1 sites around the origin, the system exhibits deterministic and irreversible behavior in the sense of the law of large numbers: Fix T ∈ N. For all i ∈ {0, 1} and t ∈ {0, . . . , T },
where µ p is the Bernoulli measure on 2 Z with parameter p ∈ [0, 1]. ϕ t (x, y) is the microscopic state at time t starting from a microstate (x, y). Φ(m) = ((1 − 2m 1 )m 0 , m 1 ) represents a macroscopic law in the model. Our main claim of this paper is that algorithmically random microstates with respect to the initial probability measure satisfy the macroscopic law in the thermodynamic limit. That is to say, for all i ∈ {0, 1} and t ∈ {0, . . . , T },
This result implies the second law of thermodynamics for individual random microstates. Thus, the notion of algorithmic randomness opens a possibility to formulate macroscopic properties such as hydrodynamic equations and the second law of thermodynamics at the level of individual microscopic states. In order to quantify the irreversibility for individual trajectories, we define a quantity called irreversible information loss as the logarithm of the ratio of probabilities at time t of a microscopic state ϕ t (x, y) and the time reversed one (π • ϕ t )(x, y) [14] . We prove that the irreversible information loss is positive for any random state, which implies the difficulty of realizing the time-reversed state of a random state in a measure-theoretic sense. The randomness notion sheds light on another aspect of the reversibility paradox. We show that the time-reversed state of a random microstate is not random 4 as well as violates the macroscopic law. This result is a manifestation of the macroscopic irreversibility which is revealed only after we apply the theory of algorithmic randomness to the problem in statistical physics.
Previous studies
There are a few works that applied the theory of algorithmic randomness to statistical physics. The basic idea of such previous studies is to employ the Kolmogorov complexity for a microscopic state, which is the shortest program length outputting the state, and to present a formulation combining the Shannon entropy with the Kolmogorov complexity [15] . For example, a new definition of entropy for microstates was proposed so as to provide some insight in Maxwell's demon problems [16, 17, 18] . It should be noted that the Kolmogorov complexity is independent of the probability measure, while the Martin-Löf randomness is defined for a probability measure. The most important relation between the two concepts is that an infinite sequence is Martin-Löf random with respect to a probability measure µ if and only if the Kolmogorov complexity of the sequence is not smaller than the optimal compression length under the probability measure, − log µ, calculated from the Shannon information theory. See Theorem 2.4.5 for the precise statement. Therefore, the difference of the optimal compression length from the Kolmogorov complexity, which is referred to as the randomness deficiency [9, 19] , is the most important quantity to identify the Martin-Löf randomness. By using the randomness deficiency, we can express our statement as "The randomness deficiency for an initial state diverges if the macroscopic behavior does not obey a macroscopic law." As far as we know, no statement using the Kolmogorov complexity of initial microstates was addressed for describing the macroscopic irreversibility.
Outline of the paper
The remainder of the paper is organized as follows.
In section 2, we review the theory of algorithmic randomness. In order to explain it in a selfcontained manner, we include a brief review of computability theory and measure theory on the binary Cantor space. In section 3, we first introduce a variant of the Kac ring model. We prove the law of large numbers in a measure-theoretic sense. With this in mind, we provide the point-wise version of the law of large numbers on the basis of algorithmic randomness. In section 4, we define the Shannon and Boltzmann entropies. The point-wise law of large numbers leads to a point-wise version of the second law of thermodynamics. In section 5, we investigate the consequence of microscopic reversibility. We define a quantity called irreversible information loss quantifying the asymmetry between a microscopic trajectory and the time-reversed one, and prove the positivity of it for random states. By using the reversibility property of microscopic dynamics, we construct a probability measure with respect to which the Boltzmann entropy decreases along the typical macroscopic trajectory. In a similar way, we prove non-randomness of time-reversed states. In section 6, we conclude with open problems and related topics.
Notations
We use the following notations throughout this paper.
N, Z, Q, R, Q ≥0 , R ≥0 denote the set of natural numbers, integers, rational numbers, real numbers, non-negative rational and real numbers respectively. 2 N denotes the set of all infinite binary sequences, which is identified the set of all functions from N to 2 = {0, 1}, 2 <N the set of finite binary string, the empty string, |σ| the length of a string σ ∈ 2 <N , and στ the concatenation of finite string σ and finite or infinite string τ . A subset of natural numbers A ⊆ N is identified with its characteristic function χ A ∈ 2 N . For finite string σ, and finite or infinite string τ , we let σ ⊑ τ to denote that σ is a prefix of τ . For finite or infinite string x, x(n) denotes the n-th element of x and x ↾ n or x(0 : n − 1) its first n bits x(0)x(1) . . . x(n − 1). 5 
Preliminaries
In this section, we review the algorithmic theory of randomness. Since it is based on computability theory, we also provide a brief review of computability theory. We hope that the paper will be read by theoretical physicists who are unfamiliar with computability theory. This section includes only a minimal set of concepts necessary for reading this paper and omit proofs of theorems. For more details of topics and proofs of theorems, see [6, 7, 8, 9] for the theory of algorithmic randomness and [20, 21, 22] for the computability theory. Informally, f is a computable function if there is a program or algorithm such that for any σ ∈ 2 <N , it either outputs f (σ) if f (σ) is defined, or outputs nothing if f (σ) is not defined. If we choose a coding function from 2 <N to a finite object such as natural numbers, k-tuples of natural numbers, integers and rational numbers, we can extend the notion of computability of functions on 2 <N to ones on the finite object. For instance, we can represent a natural number n ∈ N as a binary string β(n) ∈ 2 <N by using the binary expansion. A partial function f on N is called computable if there is a partial computable
Computability theory
All functions implemented in modern computers such as addition, multiplication, subtraction, division, and bounded summation are computable.
A set A ⊆ 2 <N is computable if its characteristic function χ A : 2 <N → {0, 1} is computable. For instance, the set of prime numbers is computable. There is a weaker notion of computability of sets.
This means that there exists an algorithm enumerating or listing all the members of the set. For example, for a polynomial p(y 1 , y 2 ) with integer coefficients, D = {x ∈ N : ∃y 1 , y 2 ∈ N p(y 1 , y 2 ) = x} may not be computable but is computably enumerable. It is easy to prove that A ⊆ 2 <N is computable if and only if both A andĀ are c.e. In particular, if A is computable, then A is c.e. Computable enumerability is a properly weaker notion than computability because there is a set that is computably enumerable but not computable. Examples of such sets are the halting problem of Turing machines and Hilbert's tenth problem.
We also define uniformly computable enumerability of sequences of sets.
A Turing machine is a special-purpose machine in the sense that the machine computes one computable function. Since we can code a program, which is just a string, by a natural number in a computable manner, we can construct a universal Turing machine, which is a model of the present-day computers. This is why today we can implement any program by using only one computer.
Theorem 2.1.4 (universal Turing machine) There is a partial computable function of two variables g such that g(e, x) = f e (x) for any input x and any partial computable function f e indexed by a natural number e. 6 We define computability of real numbers as the existence of rationals approximating the real number from below and above.
Definition 2.1.5 (computable real, computable real-valued function) A real number x ∈ R is lower semicomputabe if the set {q ∈ Q : q < x} is computably enumerable. x is upper semicomputable if −x is lower semicomputable. x is computable if it is both lower and upper semicomputable. Similarly, a real-valued function f : 2 <N → R is lower computable if the set {(σ, q) ∈ 2 <N × Q : q < f (σ)} is computably enumerable. f is upper semicomputable if −f is lower semicomputable. f is computable if it is both lower and upper semicomputable.
We note that a function f : 2 <N → R is computable if and only if there exists a computable rational-valued function g : 2 <N × N → Q such that for all σ ∈ 2 <N and n ∈ N,
Topology and measure theory on Cantor space
We review basics of topology and measure theory on the set of infinite binary sequences. For finite string σ ∈ 2 <N , we use [σ] to denote the cylinder set, that is, the set of all infinite binary sequences whose prefix is σ, It is known that a probability measure can be constructed from a premeasure with the aid of the Carathéodory's extension theorem. In the following, µ ρ denotes the induced probability measure from a premeasure ρ and is identified with the premeasure. Definition 2.2.2 (premeasure, computable measure) A probability premeasure is a function ρ : 2 <N → R ≥0 such that ρ( ) = 1 and ρ(σ0) + ρ(σ1) = ρ(σ) for all σ ∈ 2 <N . The induced probability measure µ ρ is computable if ρ is computable as a real-valued function.
Example 2.2.3
(1) A premeasure ρ(σ) = 2 −|σ| for σ ∈ 2 <N induces the uniform measure or the Lebesgue measure λ. (2) Let p be a real number such that p ∈ (0, 1). We set ρ(1) = p, ρ(0) = 1 − p, and define a probability premeasure ρ p : 2
We call the induced measure µ ρp the Bernoulli measure of parameterp, which is denoted simply by µ p . The Bernoulli measure µ p of parameter p is computable if and only if p is a computable real. We note that the Bernoulli measure with p = 1/2 is the uniform measure λ.
N be a sequence. The Dirac measure δ x concentrated on x is induced by the premeasure
We use the first Borel-Cantelli lemma to prove the strong form of the law of large numbers. Also, Martin-Löf randomness has an alternative characterization in terms of the effective version of the Borel-Cantelli lemma (see Definition 2.3.7).
Martin-Löf randomness
In the probability theory, any realization of a stochastic process is assumed to occur randomly. For an n times fair coin tossing experiment, a realization 0 n = 00 . . . 0 (n zeros) has the same probability 2 −n as any other realization. There is no difference between all realizations in this sense. However, we believe that relative frequencies of heads and tails approach asymptotically to 1/2 as n → ∞ under this experiment. This belief is represented by the strong law of large numbers in the probability theory. Although 0 N = 00 . . . (infinitely many zeros) is a realizable outcome, it is not random in the sense that it does not satisfy the law of large numbers. Thus, it is possible to distinguish between random sequences and non-random ones according to the statistical laws that have the probability one. In other words, the notion of random sequences generated by a stochastic process is defined as ones having typical properties, or equivalently, having no exceptional properties. However, it is not clear what class of typical properties or exceptional properties we should choose to define random sequences. For instance, although (01) N = 010101 . . . satisfies the law of large numbers, our intuition tells us that it is not a typical sequence generated by a fair coin tossing and therefore should not be random. Even if we require that the law of large numbers should be hold for subsequences selected from a whole sequence by countable rules, there is a sequence satisfying the requirement but violating the law of the iterated logarithm, which holds with probability one [23] . Hence, just the law of large numbers is not enough to characterize randomness. One naive idea is to consider all exceptional properties. We then define a set describing an exceptional property.
N is a null set with respect to a probability measure µ if there is a sequence (U n ) n∈N of open sets such that N ⊆ n∈N U n and µ(U n ) ≤ 2 −n .
(1) For x ∈ 2 N , the one-element set {x} is a null set with respect to λ. Indeed, {x} = n∈N U n , where
N : x(2n) = 1 for all n ∈ N} is a null set with respect to λ. Indeed, N = n∈N U n , where
Example 2.3.2 (1) shows that the naive idea fails because there is no sequence not contained in all null sets. In order to obtain a meaningful definition of random sequence, we have to restrict the class of null sets. Then, the definition must satisfy the following two requirement at least.
1. The set of random sequences is typical in measure-theoretic sense, that is, it has probability one. 2. Sequences generated by some simple rule such as (01)
N are not random with respect to λ.
We should notice that a countable union of null sets is also a null set.
Proposition 2.3.3 Let (N e ) e∈N be a sequence of null sets with respect to a probability measure µ. The countable union e∈N N e of the sequence is a null set.
Proof For each e ∈ N, there exists a sequence (V n,e ) n∈N of open sets such that N e ⊆ n∈N V n,e and µ(V n,e ) ≤ 2 −n . Let U n = e∈N V n+e+1,e . Then, the sequence (U n ) n∈N of open sets satisfies e∈N N e ⊆ n∈N U n and
Hence, e∈N N e is a null set.
Therefore, if we choose a countable family of null sets to define random sequences, the first condition is automatically satisfied. We should also impose some computability conditions on the null sets if we interpret the generation by simple rules as listing sequences in an algorithmic manner. The above argument motivates the following definition.
is Martin-Löf random with respect to µ (ML µ-random) if {x} is not a Martin-Löf null set. MLR µ denotes the set of ML µ-random sequences.
Martin-Löf randomness satisfies the first requirement. Indeed, there are only countably many ML tests because there are only countably many c.e. sets. Since the union of all ML µ-null sets is a null set with respect to µ from Proposition 2.3.3, µ-almost every sequence is ML µ-random. In order to determine whether a given sequence is random or not, we have to implement a countable number of ML tests. However, the existence of a universal Turing machine implies that the union of all ML µ-tests is also a ML µ-test. Such a test is called universal Martin-Löf µ-test. Theorem 2.3.6 (universal Martin-Löf test) There exists a Martin-Löf test {U n } n∈N with respect to µ such that for any ML µ-test {V n } n∈N , n∈N V n ⊆ n∈N U n .
ML randomness also satisfies the second requirement. If x ∈ 2 N is computable, then x is not ML λ-random because (U n ) n∈N = ([x ↾ n]) n∈N is a ML λ-test. We remark that even z = 0 N is ML random with respect to the Dirac measure δ z concentrated on z.
The notion of randomness can be extended to objects in 2 Z and 2 N × 2 N . We fix a bijective coding ι : 2 Z → 2 N in the following. We assign a two-sided infinite binary sequence x = . . .
Z to a one-sided infinite binary sequence
We let µ a computable probability measure on 2 Z . We say that x ∈ 2 Z is Martin-Löf random with respect to µ if ι(x) is ML random with respect to µ • ι −1 . Similarly, we define a coding function from
For a computable probability measure µ on 2 N × 2 N , (x, y) ∈ 2 N × 2 N is called Martin-Löf random with respect to µ if κ(x, y) is ML random with respect to µ • κ −1 . There is an alternative characterization of Martin-Löf random in term of Solovay tests.
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Definition 2.3.7 (Solovay random) Let µ be a computable probability measure. A Solovay test is a sequence (S n ) n∈N of c.e. open sets uniformly in n such that n µ(S n ) < ∞. x ∈ 2 N is Solovay µ-random if x is in only finitely many S n . Proposition 2.3.8 An element x ∈ 2 N is Martin-Löf µ-random iff it is Solovay µ-random.
Robustness of Martin-Löf randomness
The definition of Martin-Löf randomness refers to an underlying probability measure. Therefore, even if a sequence x ∈ 2 N is ML µ-random, it may not be random with respect to another measure ν. A trivial example is a sequence that is λ-random but not random with respect to the Bernoulli measure µ 1/3 . However, ML randomness is a robust notion in the sense that it is preserved by simple transformations. Here a simple transformation means a computable functional on 2 N . To formulate computable functionals, we need the notion of oracle Turing machine. Informally, a Turing machine T with an oracle x ∈ 2 N is a machine that computes in the same way as T from input n except that it can ask the oracle "Is x(m) = 1?" finitely many times and change the computational state according to the answer. See [20, 21, 22] 
N , we call F total. Hereafter, we consider only total computable functionals. We define an image measure µF
for any measurable set A. Then, computable functionals preserve the computability of probability measures and the ML randomness [24] .
Proposition 2.4.1 Let µ be a measure on 2 N and F : 2 N → 2 N be a total computable functional. If µ is computable, µF −1 is computable.
Theorem 2.4.2 (conservation of ML-randomness) Let µ be a computable probability measure on 2 N and F : 2
Martin-Löf randomness has another robustness. It has other characterizations in terms of incompressibility and unpredictability. Let us consider a sequence. If the sequence has a simple structure, it can be compressed into a shorter length one by using an algorithm. For instance, (01) 100000 can be transformed to a shorter program "output one hundred thousand 01s ". Conversely, if the sequence is "random", there is no simple description of it. This consideration leads to the idea of the Kolmogorov complexity [25, 26, 27] . Here we use a prefix-free version of the Kolmogorov complexity for technical reasons.
Definition 2.4.3 (prefix-free computable function) A set of strings A ⊆ 2
<N is called prefix-free if for any pair σ and τ of different elements in A, σ is not a prefix of τ . A partial computable function
The Kolmogorov complexity of a string σ ∈ 2 <N with respect to a prefix-free computable function f is defined as the length of a shortest program (string) τ ∈ 2 <N with f (τ ) = σ. That is,
where the minimum is taken to be ∞ if the set after the "min" is empty. Then, there exists an optimal prefix-free computable function U in the sense that if for any partial computable function f :⊆ 2 <N → 2 <N , there is a positive constant c f < ∞ such that for all σ ∈ 2 <N ,
Thus, if a string can hardly be compressed by an optimal function, then the string cannot be compressed by any computable function. In other words, the Kolmogorov complexity is an intrinsic property of strings.
Definition 2.4.4 (prefix-free Kolmogorov complexity)
We fix an optimal prefix-free computable function U and define the prefix-free Kolmogorov complexity K(σ) of a string σ ∈ 2 <N as K(σ) = K U (σ).
According to the following theorem, the Kolmogorov complexity provides a characterization of randomness in terms of incompressibility. That is to say, the measure-theoretic typicalness of a sequence is equivalent to the incompressibility of it in the sense of the Kolmogorov complexity.
Theorem 2.4.5 (equivalence between ML randomness and complexity randomness) Let µ be a computable probability measure. A binary sequence x ∈ 2 N is Martin-Löf random with respect to µ if and only if there exists a positive constant c such that for all n
There is another characterization by unpredictability. See [7, 8] for the topic.
Kac infinite chain model
We aim at understanding how deterministic and irreversible macroscopic laws emerge from deterministic and reversible microscopic dynamics. The Kac ring model has been often used as an instructive model to demonstrate the macroscopic law as the law of large numbers [11, 12, 13] . The model is also suitable as an example of an application of the randomness notion because the dynamical system is defined on infinite binary sequences.
Model
Let us consider the one-dimensional lattice Z. For each site i ∈ Z, there is one particle having a spin variable η(i) ∈ {−1, 1} and at most one scatterer. The occupation number of the scatterer at site i is denoted by y(i) ∈ {0, 1}. For convenience, we set x(i) = (1 + η(i))/2 ∈ {0, 1} for all i ∈ Z and think of them as dynamical variables. Then, a microscopic state of our model is represented by (x, y) = (x(i), y(i)) i∈Z and the state space is (2×2) Z . The discrete-time deterministic dynamical system on (2 × 2)
Z is defined by a function ϕ :
By using (3.1), we obtain the time evolution of spin variables, η(x, y)(i) = 2x(i) − 1, as
Thus, this dynamical system has the following interpretation. For each time step, the particle at site i jumps to the right site i + 1. Then, the spin η(i) of the particle is flipped if the scatterer at site i is present, y(i) = 1, or it keeps its value if absent, y(i) = 0. The dynamical system is deterministic and invertible. In fact, the map
is the inverse of ϕ. Obviously, it corresponds to jumps of particles to the left site. We discuss details of the microscopic reversibility in section 4. The dynamical system on (2 × 2) Z can be regarded as that on 2 N × 2 N and 2 N by the encoding function ι and κ. Hereafter, (x, y) (resp. ϕ) represents an element of (2 × 2)
Remark 3.1.1 Our model is a variant of the Kac ring model [11] . The original model is defined on the ring of size N . We use the infinite chain model in this paper because the randomness notion in section 2 is sharply defined for infinite sequences. Therefore, Zermelo's recurrence paradox, which is a characteristic of finite systems, does not occur. 
Measure-theoretic approach
Let us imagine the situation we observe the system macroscopically. We introduce the following two macroscopic variables over 2N + 1 sites for a microscopic state (c, s):
If we observe the time evolution of the macroscopic variables m(t) = (m 0 (t), m 1 (t)), the variables obey a macroscopic law and relax to the equilibrium values. In fact, at each time step t, we assume that the up or down spins are scattered at a rate m 1 (t) for sufficiently large N . Then, the fraction of the up or down spins changes from (1 ± m 0 (t))/2 to [1 ± (1 − 2m 1 (t))m 0 (t)]/2. Therefore, the average magnetization changes from m 0 (t) to (1 − 2m 1 (t))m 0 (t). Because the average density of the scatterers is constant, the macroscopic law has the form m(t) = Φ t (m(0)) with Φ(m) = ([1 − 2m 1 ]m 0 , m 1 ). This "molecular chaos" argument provides the form of the macroscopic law which the system should obey on average. However, the hydrodynamic equations for fluids predict the macroscopic behavior of a single experiment, not just the ensemble average. This holds true for this model. Suppose that initial microscopic states are sampled according to an initial probability measure corresponding to a non-equilibrium state. Then, the macroscopic law is understood as typical behavior with respect to the initial probability measure. This scenario is represented mathematically by the law of large numbers.
In statistical mechanics, if we have information on only the values of relevant macroscopic variables at the initial time, then one natural choice of an initial probability measure is the local Gibbs measure corresponding to the initial macroscopic state [28, 29] . In the case of Kac infinite chain model, the relevant macroscopic variables are the average magnetization m 0 and the average density of scatterers m 1 . Then, the local Gibbs measure in this case is the product of the Bernoulli measures
is an initial non-equilibrium state. Under the above settings, the weak and strong law of large numbers hold. Although the facts are widely known, we give complete proofs of the theorems in the following. Henceforth, we write µ m = µ (1+m0)/2 × µ m1 for notational simplicity and E[X] denotes the expectation value of a random variable X with respect to µ m . For instance,
(3.5)
Theorem 3.2.1 (weak law of large numbers [11, 12, 13] ) For any T ∈ N and any δ > 0,
Proof Fix T ∈ N and δ > 0. By sub-additivity of measure, it is enough to show that for any t ∈ {0, . . . , T } and any i ∈ {0, 1},
First, we show that
By using (3.2), (3.4), (3.5) and statistical independence of x(i) and y(j), we have
is obvious. Next, we evaluate the second moments of (m 2y(0) ) . . . (1 − 2y(t − 1) )
We have used translation invariance of µ m and statistical independence of random variables at different sites. We take N such that T ≤ 2N . Then, we have
for t ∈ {0, . . . , T } and T ≤ 2N . Also, we obtain the variance of m
By using Chebyshev's inequality, we have
with a constant C independent of N , which implies (3.7).
⊓ ⊔
We have the strong form of the law of large numbers from the inequality (3.14) and the first Borel-Cantelli lemma (Theorem 2.2.4). Theorem 3.2.2 (strong law of large numbers) Let T be a natural number. For all i ∈ {0, 1} and t ∈ {0, . . . , T },
almost surely with respect to µ m .
Proof For k ∈ N >0 , we set
From (3.14), we have
for N satisfying T ≤ 2N . Therefore,
By the first Borel-Cantelli lemma (Theorem 2.2.4), for sufficiently large N ,
occurs µ m -almost surely. Because k > 0 is arbitrary, the subsequence (m • ϕ t )(x, y) (N ∈ N) converges to Φ t i (m) for t ∈ {0, . . . , T } and i ∈ {0, 1} almost surely. Next, we show the convergence of the whole sequence. For any natural numbers L, M and a real number p with p ≤ (2L + 1) 
These inequalities also hold for (m
Algorithmic randomness approach
We reformulate the law of large numbers associated with the macroscopic law as properties of individual microscopic states. The concept of algorithmic randomness introduced in section 2 helps us to do that. By using the randomness notion, we have the following theorem. 
for all i ∈ {0, 1} and t ∈ {0, . . . , T }.
e. open uniformly in N . By (3.18) , it is a Solovay test. Therefore, if (x, y) ∈ 2 N × 2 N is ML random with respect to µ m , then (x, y) is in only finitely many S N,k . Hence, the subsequence (m N i • ϕ t )(x, y) (N ∈ N) converges to Φ t i (m) for any i ∈ {0, 1} and t ∈ {0, . . . , T }. The proof of the convergence of the whole sequence is the same as the proof of Theorem 3.2.2.
⊓ ⊔ According to Theorem 3.3.1, algorithmic randomness of a microscopic state is a sufficient condition that the microstate obeys the macroscopic relaxation law. Since the set of all ML random microstates has measure one (see Theorem 2.3.5), this sufficient condition is not too strong from a viewpoint of measure theoretic typicality. In particular, the strong law of large numbers (Theorem 3.2.2) follows from the effective law. We stress that the effective law of large numbers holds for a wide class of models. We discuss the generality of our result in 6.2.
Entropy and the second law of thermodynamics
Entropy is a fundamental concept in various fields such as thermodynamics, statistical physics, information theory and dynamical systems theory. Each type of entropy has a different role. We investigate the Boltzmann entropy quantifying irreversibility on transitions between macroscopic states.
Shannon entropy
Before considering the Boltzmann entropy, we review basic properties of the Shannon entropy for convenience, which is an information-theoretic quantity characterizing the optimal compression rate in information source coding problem [30] .
Definition 4.1.1 (Shannon entropy rate, self-entropy rate) The Shannon entropy rate of the joint probability measure µ on 2 N × 2 N is defined as
The self-entropy rate of (x, y) ∈ 2 N × 2 N with respect to µ is defined as
A straightforward calculation provides
where
is the binary entropy function. For x ∈ 2 N and n ∈ N, set N (x, n) = |{i :
the self-entropy rate of (x, y) with respect to µ m is given bȳ
In particular, for any random element (x, y) ∈ 2 N × 2 N with respect to µ m ,
because p x = (1 + m 0 )/2 and p y = m 1 . This type of statement is referred to as the effective version of the asymptotic equipartition property. For deterministic and reversible dynamical systems, the Shannon entropy of the probability measure describing the system does not provide useful information on irreversibility. If we define the probability measure at time t starting from the initial measure µ m as µ m,t = µ m ϕ −t , the Shannon entropy rate is invariant under the time evolution, that is,H(µ m ) =H(µ m,t ). This invariance remains true for random elements. In fact, since the initial segment of the first and second components of ϕ t (x, y) ∈ 2 N × 2 N , x t ↾ n and y t ↾ n, depend only on x ↾ n + 2t and y ↾ n + 2t (the factor 2 comes from the way of encoding ι from 2 Z to 2 N ), the inclusion relation
holds. Then,
For any random element (x, y) ∈ 2 N × 2 N , the most left and right hand sides converge toH(µ m ). Therefore, the self-entropy rate of ϕ t (x, y) with respect to µ m,t exists and equals that of (x, y) with respect to µ m :H
Boltzmann entropy and the second law of thermodynamics
Because the Shannon entropy does not change in time in reversible dynamical systems, we need another quantity to characterize the macroscopic irreversibility. According to Boltzmann's idea, the asymmetry of the direction of time in macroscopic behavior emerges from the large differences between the number of microstates consistent with macrostates. Since the number of microstates corresponding to a macrostate is proportional to the probability of the macrostate under the uniform measure λ and different macrostates has usually the exponentially different probability, it is reasonable to introduce the rate function in the large deviation theory as the Boltzmann entropy. 10) where λ is the uniform measure on 2 N .
The following scenario is well-known [1] : An initial microstate in a nonequilibrium macrostate with low Boltzmann entropy evolves typically toward macrostates with higher entropy and finally reaches the equilibrium state with the maximum entropy.
Although at first sight, it explains the macroscopic irreversibility qualitatively, it should be noticed that we must suppose an initial probability measure in order to argue the typical macroscopic behavior. The above scenario is certainly true if we assume that initial microstates are chosen according to the microcanonical measure or the local Gibbs measure. In fact, by Stirling's formula, we have
If we prepare initial microstates according to the local Gibbs measure µ m , then the initial macrostate is m and the macrostate evolves according to the law Φ with probability one according to Theorem 3.2.2. Then, the Boltzmann entropy difference is typically positive:
We can reformulate the argument from a viewpoint of randomness. If an initial state (x, y) ∈ 2 N × 2 N is ML µ m -random, the macrostate at the initial time is m and at time t is Φ t (m) (see Theorem 3.3.1). Then, the Boltzmann entropy increases in time. This is the second law of thermodynamics for algorithmic random microstates. 16 5 Microscopic reversibility and anti-Boltzmann behavior
Microscopic reversibility
The microscopic dynamics ϕ : (2 × 2) Z → (2 × 2) Z is invertible. This property is referred to as microscopic reversibility. Let us define a time-reversal transformation π : (2 × 2)
The time-reversal transformation is an involution, that is, π 2 = 1. Then, the microscopic reversibility is represented by π
is the shift map on 2 Z . In particular, the time-reversal transformation does not affect the macrostate.
Irreversible information loss
If there is a microscopic trajectory (ϕ t (x)) t=0,1,...,T whose macroscopic trajectory is (Φ t (m)) t=0,1,...,T , then the time-reversed one ((
..,T is macroscopically observed as (Φ T −t (m)) t=0,...,T . Loschmidt inquired how the above consequence of the microscopic reversibility is consistent with the macroscopic irreversibility. This question is called the reversibility paradox problem.
Sasa and Komatsu introduced the irreversible information loss quantifying the asymmetry between the trajectory (ϕ t (x)) t=0,1,...,T and the time-reversed one ((π • ϕ T −t )(x)) t=0,...,T , and investigated the relation to the Boltzmann entropy change [14] . Following this idea, we define the rate of the irreversible information loss as
The positivity of the irreversible information loss of a microstate x implies the exponential difference between the probabilities at time t of the microstate ϕ t (x) and the time-reversed one (π • ϕ t )(x). Then, it explains how difficult it is to prepare the time-reversed state (π • ϕ t )(x) relative to the state ϕ t (x) in the measure-theoretic sense. We note that this argument is different from the standard one on the reversibility paradox indicating the practical impossibility of the time-reverse transformation.
We can easily calculate the above quantity for random states x as follows. The microscopic reversibility implies that
The same type of inclusion relation as (4.7) implies
Therefore, the rate of the irreversible information loss of a random element x is given by
If m 0 = 0, m 1 = 1/2, and t > 0, then I µm,t (x) > 0. This implies the measure-theoretic difficulty of preparing the time-reversed state relative to the random state. Moreover, by explicit calculation, we have
The above equality holds for m 0 = 0, m 1 = 1/2, or t = 0. That is, the degrees of the difficulty is greater than the Boltzmann entropy change in this case.
Violation of the macroscopic law and non-randomness of time-reversed states
Suppose that an initial probability measure is µ m and (x, y) ∈ (2 × 2) Z is ML µ m -random. By the conservation of ML-randomness (see Theorem 2.4.2), ϕ t (x) is ML random with respect to the probability measure at time t, µ m,t . That is, the randomness of the initial microstate is preserved under the dynamics. An intriguing question is whether the time-reversed state (π • ϕ t )(x) is ML µ m,t -random or not. The microscopic reversibility implies that the macroscopic evolution starting from the state (π • ϕ t )(x) does not obey the macroscopic law Φ. Therefore, (π • ϕ t )(x) is not µ m,t -random. 
Since m 0 = 0, m 1 = 1/2 and t = 0, there exists s ∈ {0, . . . , 2t} such that Φ 2t−s 0
). This is a contradiction.
This consideration leads to the following argument.
As in the proof of Theorem 5.3.1,
for t ∈ {0, . . . , 2T } and ML µ m,2T π-random element z ∈ 2 N . Therefore, if we observe the macroscopic time evolution starting from a random microscopic state with respect to the initial probability measure µ m,2T π, the system exhibits the time-reversed behavior of the original macroscopic law Φ t . In particular, the Boltzmann entropy along the typical macroscopic trajectory decreases monotonically:
Thus, typical macroscopic behavior depends on the choice of an initial probability measure. Even if an initial macroscopic state is given, the initial probability measure representing the state is not unique. Therefore, we have to demonstrate why we regard the local Gibbs measure as important. See 6.1.1 for a further discussion.
6 Concluding remarks 6.1 Open problems
What is a natural choice of measure?
We need to choose an initial probability measure to state a probabilistic law of large numbers for an irreversible macroscopic law. In this paper, we have chosen the local Gibbs measure because it works well in many examples in statistical physics. Then, the system evolves typically so that the entropy increases monotonically to equilibrium. In contrast, as shown in 5.3, if we choose another initial measure carefully, the entropy decreases along the typical macroscopic evolution with respect to the measure. In order to elucidate the origin of macroscopic irreversibility, we have to clarify the difference between these two measures and to demonstrate why the measures under which the entropy increases are realized in our world. The problem also occurs when we discuss the effective law of large numbers since the notion of randomness formalizes typical states under a given probability measure.
What is a physical meaning of non-random state satisfying the macroscopic law?
We have shown that random microstates satisfy the macroscopic law. However, the reverse is not generally true because the condition on the violation of the macroscopic law is just a part of MartinLöf tests. That is to say, there are microscopic states satisfying the macroscopic law, but not passing another ML tests. Little is known about the physical meaning of such ML tests, and therefore also of non-random microstates satisfying the macroscopic law.
6.1.3 Is algorithmic randomness really relevant to statistical physics?
In the theory of algorithmic randomness, there are various classes of randomness according to the level of computability imposed on null sets besides the Martin-Löf randomness (see Chapter 7 of [8] for example). In any case, we take account of all effective null sets or corresponding statistical tests. However, all these tests are not necessarily realizable in physical experiments. Therefore, one may say that the theory of algorithmic randomness is unnecessary for the foundation of statistical physics. A critical problem here is to identify the class of null sets associated with macroscopic properties. To consider the problem, let us recall the argument in 2.3 motivating the definition of the Martin-Löf randomness. We have seen that the law of large numbers does not provide an enough characterization of randomness. Even if we add another law such as the law of the iterated logarithm to the requirement of randomness, we may find other probabilistic laws having probability one and the requirement may turn out not to be enough. Avoiding these difficulties, the theory of algorithmic randomness considers all effective statistical laws and as a result clarifies a rich structure of randomness such as the equivalence between measure-theoretic typicalness, incompressibility and unpredictability. When we attempt to specify statistical laws involved with macroscopic properties, the above idea may be useful and there may be a deep connection between algorithmic randomness and statistical physics.
Related topics
In this paper, we have shown that the algorithmic randomness of microscopic states is a sufficient condition of macroscopic relaxation in the Kac chain model. We expect to extend the theorem to wider class of models. In order to prove the effective law of large numbers, we need the upper bound on the probability of the sequence of sets involved with the violating the macroscopic law that tends to zero in the thermodynamic limit and the computable enumerability of the sequence. The former condition follows from a purely measure-theoretic argument. As long as we focus on macroscopic properties, the latter condition is also expected to be satisfied. For instance, there are deterministic and reversible dynamical systems with particle conservation that exhibit the diffusive behavior in the sense of the law of large numbers [31, 32] . The extension to this model of the effective law of large numbers is a future work.
The models we refer above are cellular automata, that is, the dynamical systems on infinite lattices with local rules. In fact, the Martin-Löf randomness in 2.3 is defined on 2 N and can be applied to only the cellular automata dynamical systems. Recently, the notion of randomness has been generalized to computable metric spaces [33, 34] and applied to the dynamical system theory [35, 36] . Applying the theory to statistical physics is an important problem.
Another direction of future study is to generalize the notion of randomness to quantum systems. As in classical setting, quantum Kolmogorov complexity of a quantum state is defined as the length of the shortest program outputting the description of the state [37, 38] . The notion of Martin-Löf random quantum state and the relation to the quantum Kolmogorov complexity has been investigated only recently [39] . In either case, the algorithmic randomness theory of quantum systems has not been studied well enough yet compared to classical systems. An example of the application of quantum randomness is the typicality of thermal equilibrium states [40, 41, 42, 43, 44] . Although there are various mathematical formulations of the typicality of thermal equilibrium in quantum systems, they all state that almost all quantum pure states in a Hilbert space spanned by a set of the energy eigenstates represent thermal equilibrium. With the analogy to the argument in classical systems, they can be expressed as the statement saying that random quantum states represent thermal equilibrium. A more challenging theoretical issue in this context is the relation between the algorithmic randomness and the eigenstate thermalization hypothesis (ETH). The ETH insist that all the energy eigenstates in an energy shell represent thermal equilibrium with the energy [45] . The ETH is regarded as a plausible sufficient condition of thermalization in isolated quantum systems. The thermodynamic structure such as the fluctuation theorem and second law of thermodynamics that has been studied on the basis of the Gibbs state is being re-examined for the energy eigenstates [46, 47] . We hope that it is important to study the ETH from a viewpoint of algorithmic randomness.
The proofs and arguments in this paper are based on the measure-theoretic typicalness aspect of randomness. However, as explained in 2.4, the randomness notion has several characterizations such as incompressibility and unpredictability. We should develop further these aspects of statistical physics. For instance, although the unpredictability aspect of randomness is relevant to the non-existence of the effective martingale that succeeds in the betting game, the martingale has not been studied well in statistical physics. Only recently, the martingale property of the exponentiated entropy production in stochastic thermodynamics has been investigated [48, 49] . Regarding this, the implication of the gametheoretic probability theory [50] in statistical physics is an interesting problem. The game-theoretic probability theory provides a new formulation of theorems in probability theory such as the law of large numbers and the central limit theorem by utilizing only the betting game without the probabilistic structure. It is quite stimulating to reformulate the statistical mechanics by using only the gametheoretic martingale without the probability theory.
