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bstract
The paper presents a stable predictive controller design based on solving a linear matrix inequality. The main idea is the aug-
entation of the state-space model with model prediction to obtain predicted values of output and input signals. Performance
pecification is a desired closed-loop poles location in a circle in the complex plane. Structure of the practical implementation is
rovided. Simulation example of light intensity control proves applicability of the controller design.
 2014 Production and hosting by Elsevier B.V. on behalf of Electronics Research Institute (ERI).
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.  Introduction
Predictive control (MPC) is one of the most popular advanced controller design techniques widely used in industrial
pplications. There exists a lot of modifications of the basic idea of using predicted system input and output (state)
ignals in the control algorithm. One of the first was Model predictive heuristic control presented by Richalet et al.
1978), Dynamic matrix control (Prett et al., 1982) and generalized predictive control (GPC) developed by Clarke et al.
1987, 1987). Extensive overview of MPC algorithms can be found in Maciejowski (2002), Rossiter (2004), Camacho
nd Bordons (1999).
Standard MPC is an optimization based algorithm which solves minimization of a cost function subject to constraints
n every sampling period. Such a controller requires big on-line computational load and does not guarantee the closed-
oop stability. Currently there is several MPC algorithms which can guarantee stability or even robust stability. Excellent
urvey can be found in Bemporad and Morari (1999), Mayne et al. (2000).This paper shows the basic predictive controller structure and design based on the ideas of Vesely´ et al. (2010),
guyen et al. (2011). The augmented system model with prediction model and integral term provides a systematic
ay for MPC design. The created structure has a form of a standard state-space model, incorporates set-point tracking
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with zero steady state error and allows to use any of the well know state or output feedback design method. Although,
it does not contains in its basic form any constraints handling it creates a good keystone for additional extensions.
The paper is organized as follows. In Section 2, the main problem and system augmentation is presented. Section 3
explains the feedback gain calculation. In Section 4, the practical implementation of the controller algorithm is explained
and finally an example of light intensity control is in Section 5.
For simplicity several notational conventions will be adopted: I  denotes the identity matrix with a corresponding
dimensions, M  > 0 (M  < 0) denotes positive (negative) definiteness of matrix M and the standard expression x(k  + h|k)
is shortened to x(k  + h) which denotes h  steps ahead prediction of x calculated in the time step k.
2.  Problem  formulation
At first an augmented system model is created. It provides set-point tracking and output prediction with arbitrary
prediction horizon. The standard system structure is preserved that allows one to use all standard techniques known
for the state-space controller design.
Consider the system model is
x(k  +  1) =  Ax(k) +  Bu(k)
y(k) =  Cx(k) (1)
where x(k) ∈  Rn, u(k) ∈  Rm, y(k) ∈  Rl are state, control input and output variables of the system respectively.
To achieve set-point tracking an integrator q(k  +  1) =  q(k) +  w(k) −  y(k) is added to the system model and the
augmented system is:
xa(k  +  1) =  Aaxa(k) +  Bau(k) +  Bww(k)
ya(k) =  Caxa(k)
(2)
where
xa(k) =
[
x(k)
q(k)
]
,  ya(k) =
[
y(k)
q(k)
]
Aa =
[
A 0
−C I
]
,  Ba =
[
B
0
]
Ca =
[
C 0
0 I
]
,  Bw =
[
0
I
] (3)
For the prediction x(k  + 2) one obtains:
xa(k + 2) = Aaxa(k + 1) + Bau(k + 1) + Bww(k + 1) = A2axa(k) + AaBau(k) + Bu(k + 1) + AaBww(k) + Bww(k + 1)
ya(k + 1) = Caxa(k + 1)
Similarly the prediction for time k  + h is
xa(k  +  1 +  h) =  Ah+1a xa(k) +
h∑
i=0
Ah−ia Bau(k  +  i) +
h∑
i=0
Ah−ia Bww(k  +  i)
ya(k  +  h) =  Caxa(k  +  h)
(4)
Let the prediction horizon be N  then from (4) system with model prediction is:xf (k +  1) =  Afxf (k) +  Bfuf (k) +  Bwfwf (k) (5)
yf (k) =  Cfxf (k) (6)
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here
xf (k) =
⎡
⎢⎢⎣
xa(k)
.
.
.
xa(k  +  N)
⎤
⎥⎥⎦ ,  wf (k) =
⎡
⎢⎣
w(k)
.
.
.
w(k +  N)
⎤
⎥⎦ ,
uf (k) =
⎡
⎢⎣
u(k)
.
.
.
u(k +  N)
⎤
⎥⎦ ,  yf (k) =
⎡
⎢⎢⎣
ya(k)
.
.
.
ya(k  +  N)
⎤
⎥⎥⎦
(7)
Af =
⎡
⎢⎢⎢⎢⎢⎣
Aa 0 · · ·  0
A2a 0 · · ·  0
.
.
.
AN+1a 0 · · ·  0
⎤
⎥⎥⎥⎥⎥⎦ ,
Cf =
⎡
⎢⎢⎢⎢⎢⎢⎣
Ca 0 ·  · ·  0
0 Ca ·  · ·  0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 ·  · ·  Ca
⎤
⎥⎥⎥⎥⎥⎥⎦
,
Bf =
⎡
⎢⎢⎢⎢⎢⎣
Ba 0 · ·  · 0
AaBa Ba · ·  · 0
.
.
.
.
.
.
.
.
.
.
.
.
ANa Ba A
N−1
a Ba · ·  · Ba
⎤
⎥⎥⎥⎥⎥⎦ ,
Bwf =
⎡
⎢⎢⎣
Bw 0 · · ·  0
AaBw Bw ·  · · 0
ANa Bw A
N−1
a Bw ·  · · Bw
⎤
⎥⎥⎦
(8)
Consider the control algorithm is
uf (k) =  FCfxf (k) (9)
The main problem is the calculation of feedback gain with guaranteed stability of the closed-loop system and
ractical implementation of the controller.
.  Calculation  of  feedback  gains
Controller feedback gain calculation is based on solving a linear matrix inequality (LMI) which guarantees stability.
erformance specification uses constraint on the location of the closed-loop poles which allow to change damping and
ettling time of the system output.The main principle of pole location specification is simply the replacing of the closed-loop system matrix (Af + BfFCf)
ith matrix ((Af + BfFCf) −  σI)/(r) where r  is radius and (σ, 0) center of a disk at the complex plane where the poles
re located.
The design procedure uses the following ((Daafouz and Bernussou, 2001; Montagner et al., 2003)) theorems:
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Theorem  1.  Let  the  |σ|  + r  ≤  1 and  |σ|  < 1.  If  there  exist  the  matrices  U,  G  and  symmetric  matrix  S  > 0 such  that  the
following LMI  is  feasible:[
r(G  +  G′  −  S) G′Af ′ +  U′Bf ′  −  σG′
AfG  +  BfU  −  σG  rS
]
>  0 (10)
then  the  closed-loop  system  is  stable  with  state  feedback  gain  F  = UG−1 (uf(k) = Fxf(k))  and  the  closed-loop  poles  are
located in  the  complex  plane  in  the  circle  with  radius  r  and  center  at  (σ, 0).
Theorem 2.  The  feedback  gain  F  ∈  Rfr×f has  the  structure  F  = [F1, 0],  F1 ∈  Rfr×fc if  matrices  U  and  G  are  deﬁned  as
follows:
U  =  [U1,  0] (11)
where  U1 ∈  Rfr×fc
G  =
[
G1 0
0 G2
]
(12)
where  G1 ∈  Rfc×fc and  G2 ∈ Rf−fc×f−fc .
Theorem  2 allows  to  design  an  output  feedback  when  the  matrix  Cf has  structure  Cf = [I, 0].  Note  that  there  always
exist a  transformation  which  can  transform  system  matrix  C  to  the  required  form.
4.  Controller  implementation
For the practical implementation it is necessary to use a state observer if the system state is not fully measurable.
The standard state observer structure can be applied.
xˆ(k  +  1) =  Axˆ(k) +  Bu(k) +  LC(x(k) −  xˆ(k)) (13)
where xˆ(k) is the observed state. The gain matrix L  can be calculated by any pole-placement technique or as a dual
problem to optimal LQ controller design. For more details see Skogestad and Postlethwaite (2005).
The direct implementation scheme of Eqs. (5), (6) and (9) is in Fig. 1. Created closed-loop guarantees stability and
allows straightforward implementation on the real processes.
Main blocks of the scheme from Fig. 1 have the following form. Matrix T  select only first part u(k) from vector
uf(k) and has the form:
T  = [ I 0 · · ·  0 ] (14)
The prediction model is
ym(k) =  Cm(Bmuf (k) +  Amx(k) +  Bmwwf (k)) (15)
where
yf (k) =
[
y(k)
ym(k)
]
Am =
⎡
⎢⎢⎢⎣
A20
.
.
.
A
Ny+1
0
⎤
⎥⎥⎥⎦ ,  Cm =
⎡
⎢⎢⎢⎢⎣
C 0 · ·  · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · ·  · C
⎤
⎥⎥⎥⎥⎦
⎡
A0B0 B0 · ·  · 0
⎤ (16)Bm =
⎢⎢⎢⎣ ... ... . . . ...
A
Ny
0 B0 A
Ny−1
0 B0 .  . .  B0
⎥⎥⎥⎦
5t
T
b
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.  Example
Simulation of light intensity of thermo-optical plant UDAQ28/LT in one working point was used to practically show
he stable model predictive controller implementation. System input is the bulb voltage and output is the light intensity.
he following state space models was obtained by identification:
A  =
⎡
⎢⎣
0.4200 1 0
−0.0531 0 1
0 0 0
⎤
⎥⎦ ,  B  =
⎡
⎢⎢⎣
0
1.3690
2.3910
⎤
⎥⎥⎦
C = [1 0 0 ]
(17)
Consider the full state measurement is possible. Then the matrix C  for the controller calculation is
C  =
⎡
⎢⎣
1 0 0
0 1 0
0 0 1
⎤
⎥⎦ (18)ut only the first state should track the set-point. Hence, the matrices Aa, Ba and Ca add only one integrator of output
(k).
Fig. 1. Closed-loop system configuration – realization 1.
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Calculated feedback gain F  with N  = 10, r  = 0.2 and σ  = 0.05 is Eq. (19).
F =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.3398 −0.3358 −0.3160 0.2155 0.0000 −0.0000 0.0000 −0.0000 −0.0000 0.0000
0.1128 0.1073 0.0782 −0.0719 −0.0000 0.0017 0.0030 0.0000 0.0017 0.0012
−0.0427 −0.0407 −0.0301 0.0272 0.0000 −0.0018 −0.0031 −0.0000 −0.0018 0.0005
0.0074 0.0069 0.0048 −0.0048 −0.0000 0.0003 0.0005 0.0000 0.0003 −0.0016
−0.0037 −0.0036 −0.0027 0.0023 0.0000 −0.0002 −0.0003 −0.0000 −0.0002 0.0002
0.0004 0.0004 0.0002 −0.0003 −0.0000 0.0000 0.0000 0.0000 0.0000 −0.0002
−0.0003 −0.0003 −0.0003 0.0002 −0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000
0.0000 0.0000 0.0000 −0.0000 −0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000
−0.0000 −0.0000 −0.0000 0.0000 0.0000 −0.0000 −0.0000 −0.0000 −0.0000 0.0000
0.0000 0.0000 0.0000 −0.0000 −0.0000 0.0000 0.0000 0.0000 0.0000 −0.0000
−0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000
−0.0000 −0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000
−0.0031 0.0000 0.0019 −0.0029 0.0005 −0.0017 −0.0022 0.0002 −0.0003 −0.0036
0.0063 −0.0000 −0.0003 0.0043 −0.0037 0.0018 0.0042 −0.0032 0.0008 0.0021
−0.0037 0.0000 −0.0015 −0.0000 0.0064 −0.0003 −0.0007 0.0043 −0.0037 0.0012
0.0008 −0.0000 0.0001 −0.0013 −0.0037 0.0002 −0.0013 −0.0001 0.0064 0.0001
−0.0003 0.0000 −0.0002 0.0002 0.0008 −0.0000 0.0001 −0.0013 −0.0037 0.0002
0.0001 0.0000 −0.0000 −0.0001 −0.0003 0.0000 −0.0001 0.0002 0.0008 0.0000
−0.0000 0.0000 −0.0000 0.0000 0.0001 0.0000 −0.0000 −0.0001 −0.0003 0.0000
0.0000 −0.0000 0.0000 −0.0000 −0.0000 0.0000 −0.0000 0.0000 0.0001 −0.0000
−0.0000 0.0000 −0.0000 0.0000 0.0000 −0.0000 0.0000 −0.0000 −0.0000 0.0000
−0.0000 0.0000 −0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000 0.0000 0.0000
−0.0000 −0.0000 −0.0000 −0.0000 −0.0000 0.0000 −0.0000 −0.0000 −0.0000 0.0000
−0.0007 −0.0002 0.0000 −0.0014 −0.0005 0.0000 −0.0000 −0.0007 −0.0002 −0.0000
−0.0014 0.0004 −0.0003 −0.0021 −0.0002 −0.0002 0.0001 −0.0006 −0.0003 0.0000
0.0041 −0.0032 0.0008 0.0019 −0.0015 0.0004 −0.0003 −0.0022 −0.0002 −0.0002
−0.0006 0.0044 −0.0037 0.0013 0.0041 −0.0032 0.0008 0.0019 −0.0015 0.0004
−0.0013 −0.0001 0.0064 0.0001 −0.0006 0.0044 −0.0037 0.0013 0.0041 −0.0032
0.0001 −0.0013 −0.0037 0.0002 −0.0012 −0.0000 0.0065 0.0001 −0.0006 0.0044
−0.0001 0.0002 0.0009 0.0000 0.0001 −0.0012 −0.0037 0.0001 −0.0012 0.0001
0.0000 −0.0001 −0.0002 −0.0000 −0.0000 0.0003 0.0010 −0.0000 0.0003 −0.0009
−0.0000 0.0000 0.0001 −0.0000 0.0000 −0.0001 −0.0003 0.0000 −0.0001 0.0004
−0.0000 −0.0000 −0.0000 0.0000 −0.0000 0.0000 0.0001 0.0000 0.0000 −0.0001
−0.0000 −0.0000 −0.0000 0.0000 0.0000 −0.0000 −0.0000 0.0000 0.0000 −0.0000
−0.0000 −0.0003 −0.0001 0.0000 −0.0000 −0.0001 −0.0000 0.0000 0.0000 −0.0000
−0.0000 −0.0004 −0.0001 −0.0000 0.0000 −0.0002 −0.0000 0.0000 −0.0000 −0.0001
0.0001 −0.0007 −0.0003 0.0001 −0.0000 −0.0005 −0.0001 0.0000 0.0000 −0.0002
−0.0003 −0.0022 −0.0002 −0.0002 0.0001 −0.0007 −0.0003 0.0001 −0.0000 −0.0005
0.0009 0.0019 −0.0015 0.0005 −0.0002 −0.0022 −0.0001 −0.0001 0.0001 −0.0007
−0.0037 0.0013 0.0042 −0.0030 0.0010 0.0018 −0.0013 0.0007 −0.0003 −0.0024
0.0066 0.0000 −0.0004 0.0047 −0.0034 0.0012 0.0045 −0.0027 0.0012 0.0016
−0.0034 0.0000 −0.0008 0.0009 0.0075 −0.0003 0.0006 0.0054 −0.0036 0.0004
0.0012 −0.0000 0.0004 −0.0008 −0.0036 0.0000 −0.0007 0.0024 0.0105 −0.0004
−0.0004 0.0000 −0.0001 0.0005 0.0016 0.0000 0.0004 −0.0010 −0.0045 0.0002
−0.0000 0.0000 −0.0000 −0.0000
−0.0000 0.0000 −0.0000 −0.0000
−0.0000 0.0000 −0.0000 −0.0000
−0.0000 0.0000 −0.0000 −0.0001
−0.0000 −0.0000 0.0000 −0.0002
−0.0002 0.0001 −0.0000 −0.0006
0.0001 −0.0002 0.0001 −0.0011
−0.0008 0.0007 −0.0004 −0.0030
0.0057 −0.0027 0.0016 −0.0001
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
(19)0.0021 0.0079 −0.0045 0.0003
−0.0008 0.0056 0.0177 −0.0002
⎦
LMI was solved with the solver (Tütüncü et al., 2003) SDPT3 version 4.0.
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Fig. 2. Closed-loop poles location.
F
l
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eig. 3. Simulated system output (blue line), input (red line) and set-point (black line). (For interpretation of the references to color in this figure
egend, the reader is referred to the web version of the article.)
Results from simulation are in Fig. 3. Location of the closed-loop poles is in Fig. 2. The figure shows that
 closed-loop is stable,
 output has zero steady-state error and
 poles are located in the circle with radius r  and center (σ, 0).
.  Conclusion
Presented predictive controller design guarantees closed-loop stability. Feedback gain calculation was solved using
ell known LMI conditions with performance specified by pole location constraint in the complex plane. This approach
as possible due to including a prediction model into the system model as its augmentation.
Details of practical implementation of the presented MPC algorithm were clearly explained and the numerical
xample shows application of the light intensity control with good performance of the closed-loop.
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