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”They are beautiful laws, laws that are fulﬁlling in a wonderful manner. The beauty
of ﬁnding unity in an inﬁnite variety of things is what science is all about”
Ignacio Rodriguez-Iturbe,
EQuadNews, Princeton University
Prefazione.
Questa tesi riguarda lo studio dell’evoluzione delle Reti Fluviali Ottime,
meglio note in ambito scientiﬁco come Optimal Channel Networks, con etero-
geneit` a non smorzata di precipitazione, per veriﬁcare l’universalit` a degli espo-
nenti caratterizzanti la geomorfologia dei bacini ﬂuviali reali.
Ricordiamo che le conﬁgurazioni delle OCNs, collegate al principio vari-
azionale di minimizzazione dell’energia totale dissipata, sono soluzioni stazionar-
ie dell’equazione generale di ”landscape evolution”, e sintetizzano nella loro
forma distribuita nello spazio ed invariante, senza cicli chiusi e dendritica, la
casualit` a, la necessit` a, e la selezione naturale [Rinaldo, 2006].
E’ di tutta evidenza come i vincoli artiﬁciali contribuiscano al raggiungi-
mento dello stato di ”ottimo imperfetto”.
Studi precedenti avevano trattato il problema introducendo nel modello
originale di Rinaldo e Rodriguez-Iturbe [Rodriguez-Iturbe e Rinaldo, 1997] dei
disturbi attenuati (”quenched randomness”), come l’eterogeneit` a dei suoli e la
variabilit` a della precipitazione [Colaiori et al., 1997].
Precedentemente altre ricerche erano state mirate allo studio dell’evoluzione
del territorio, legato alle reti ottime tramite la relazione ”ﬂusso cumulato-
gradiente”, con eterogeneit` a geologiche, imponendo una percentuale di aree
non erodibili [Caldarelli et al., 1997].
Inoltre ulteriori studi hanno chiarito l’inﬂuenza delle variazioni del clima e
del suo cambiamento sul territorio [Rinaldo et al., 1995; Dietrich et al., 1994].
Queste forme di disturbo attenuate introdotte, non erano state capaci di
produrre una variazione negli esponenti delle leggi a potenza; si era osservata
unicamente una alterazione nella relazione ”ﬂusso-gradiente” dal valore ”otti-
mo” γ = 0.5, anche per topograﬁe con basse pendenze, la cui causa ` e stataiv
ipotizzata essere la miopia del modello alla realt` a con la sempliﬁcazione di
iniezione costante ed unitaria.
Altre ricerche avevano trovato ulteriori esponenti, non comunque molto
dissimili da quelli delle OCNs, presumibilmente appartenenti ad altre classi
di universalit` a; una ricerca aveva approfondito i concetti della Self Organized
Criticality nell’evoluzione del territorio [Caldarelli et al., 2004; Stepinski et al.,
2005], altre avevano determinato le statistiche sulla superﬁcie di Marte con
le stesse tecniche adottate per lo studio dei bacini ﬂuviali terrestri [Gregoire-
Mazzocco et al., 2004], provando inoltre la presenza in passato di ﬂuidi (non
necessariamente acqua) sulla superﬁcie marziana. Quindi sia le reti SOC sia
quelle marziane presentano similarit` a alle OCNs ossia forme frattali.
Si ` e dimostrato come, anche le OCNs prodotte con campi di pioggia varia-
mente correlata, quindi fortemente ”perturbativi”, mantengono valide le con-
clusioni ricavate dal modello uniforme; si ` e notata invece una forte variazione
nella geomorfologia delle OCNs eterogenee rispetto le omogenee, e sono state
anche condotte rilevanti analisi riguardo la termodinamica del processo che
porta al loro ottenimento.
La tesi` e stata organizzata in modo che ogni sua parte possa essere letta qua-
si indipendentemente dalle altre; si fornisce, tralasciando la presente Prefazione
ed i Ringraziamenti, una breve descrizione del contenuto dei capitoli:
• Capitolo 1: introduzione e sintesi dei risultati ottenuti riguardo gli
esponenti di scala, la geomorfologia, e la termodinamica delle OCNs
eterogenee, con prime formulazioni analitiche. Si ha quindi un breve
riassunto dei capitoli chiave, 4, 5, e 6, della ricerca svolta;
• Capitolo 2: riepilogo della teoria originaria delle OCNs, implicazioni
dei principi di ottimo, cenni alla termodinamica dei processi di ottimo,
all’allometria idrologica, e alle altre reti in natura;
• Capitolo 3: deﬁnizione e derivazione delle leggi di scala, propiet` a del
bacino di Peano, risultato analiti delle OCNs omogenee ed eterogenee,
queste ultime dapprima considerate con variabilit` a attenuata nei suoli,
poi con variabilit` a attenuata nella nell’iniezione nodale. Inﬁne si sono
riportati brevemente i risultati numerici di ricerche precedenti, riguardo
il minimo locale e globale delle OCNs omogenee;v
• Capitolo 4: riepilogo delle leggi di scala dei bacini ﬂuviali, risultati
numerici per i campi isotropi a covarianza esponenziale a < ri >= 1,
con σ2 = 0.5, e σ2 = 1.0, al variare di della scala di correlazione Idella
pioggia, analisi delle gsOCNs e hotOCNs eterogenee, nonch` e delle OCNs
eterogenee su bacini reali e con campi di pioggia a diversa funzione di
covarianza, deterministici, e completamente casuali. Graﬁci di sintesi
per gli esponenti, τ delle aree cumulate e ψ delle lunghezze upstream,
conclusioni e test ”di collasso”;
• Capitolo 5: riepilogo della termodinamica delle OCNs omogenee, risul-
tati ottenuti riguardo la termodinamica delle reti eterogenee, in merito
alla dissipazione di energia e all’entropia nel Simulated Annealing. E’
stato veriﬁcato lo scaling dell’energia dissipata, chiarito il ruolo recipro-
co della velocit` a di ”raﬀreddamento” con il numero di cambiamenti con-
sentiti, al ﬁne di scegliere opportunamente le temperature, e analizzata
”l’attivit` a” della rete nel processo di ottimizzazione monitorando i siti
attivi ad ogni step;
• Capitolo 6: analisi in funzione della scala I/L per quanto riguarda la
densit` a di drenaggio media, il suo scaling, e Jmin, per diversi valori del
ﬂusso cumulato di soglia Jth. Sono state anche condotte analisi della
densit` a di drenaggio media e di Jmin, in funzione di Jthper vari valori
di I; tutte gli studi sono stati eﬀettuati per le OCNs simulate sia con
campi a σ2 = 0.5 sia con σ2 = 1.0. E’ stata inoltre studiata la funzione
di ampiezza, ed il relativo spettro, la distribuzione dei ﬂussi nel bacino,
proposte ulteriori possibili analisi, ad es. relative all’analsi frattale dei
transects, e qualche visualizzazione 3D;
• Capitolo 7: conclusioni alla ricerca svolta e prospettive di ricerche fu-
ture su temi correlati, in Idrologia, Geoﬁsica e Fisica delle Reti Comp-
lesse;
• Capitolo 8: bibliograﬁa; si ringraziano tutti gli autori che, seppur ci-
tati nella tesi con loro pubblicazioni, innavvertitamente non sono stati
riportati;
• Allegato 1: introduzione ai concetti di universalit` a, leggi a potenza e
distribuzioni a scala libera, eﬀetti di scala ﬁnita, inerenti la Fisica dellevi
Reti Complesse. Accenni alle reti biologiche riguardanti il metabolismo,
il fenomeno ”small-world” e ad altre reti ricavate da diﬀerenti principi di
selezione;
• Allegato 2: introduzione al programma HydroGen utilizzato per la gen-
erazione di campi di pioggia random a diversa struttura di correlazione,
e loro rappresentazione 3D;
• Allegato 3: presentazione sommaria delle routines FluidTurtle utiliz-
zate per lo studio delle OCNs omogenee ed eterogenee, basi teoriche per
ricavare la reti casuali tipo Eden e Scheidegger, descrizione dell’algorit-
mo di Metropolis. Elenco dei software utilizzati per la tesi, dei codici
sviluppati e modiﬁcati.
Nella tesi si parler` a spesso di ”alberi”, intendenso le reti ad albero, e di
reti eterogenee, intendendo le reti ottenute con campi di pioggia variamente
correlata, quindi non ”quenched”.
Nonostante la forte speciﬁcit` a del tema investigato, si vogliono, perlomeno
in questa premessa, tracciare le implicazioni interdisciplinari ed i principi ﬁsici
comuni ad altri vasti ambiti scientiﬁci, di questa ricerca.
Si sta sempre pi` u diﬀondendo in ambito scientiﬁco l’idea della collabo-
razione e con essa lo studio delle reti, sia naturali sia artiﬁciali, che si mani-
festano a tutte le scale. Ormai ` e ben deﬁnita la Scienza della Complessit` a o
Fisica dei Sistemi Complessi, la quale basandosi solidamente sulla Meccani-
ca Statistica, tende a studiare le propiet` a d’insieme degli ”oggetti” e non le
propiet` a microscopiche e peculiari dei singoli.
La cosa interessante ` e che lo studio della ﬁsica reti ha ormai invaso anche
campi tradizionalmente distanti dalla scienza, quali la sociologia e l’economia.
Da una parte vi ` e lo studio delle forme che la natura ”detta” alle reti,
descrivibili attraverso delle regole dinamiche, delle condizioni al contorno ed
eventualmente delle forzanti, dall’altro vi ` e lo studio della topologia di queste
reti. Forma delle reti e loro funzionalit` a sono fortemente legati, pertanto se
si conoscono le propiet` a topologiche si pu` o agire sul sitema (si veda per le
prospettive in idrologia [Sivapalan, 2005]).
Da notare che non tutte le reti sono ”visibili” come le reti ﬂuviali, in
quanto esse sono principalmente delle interazioni mutue degli elementi che
le costituiscono.vii
Nelle reti esistono delle propiet` a di scala invarianti, non sempre per` o queste
implicano automaticamente ”complessit` a” e/o ”criticalit` a”.
Non sempre le forme delle reti sono senza cicli chiusi, ad esempio nei delta
ﬂuviali ` e comune la presenza di ”loops”, o pi` u in generale nelle reti a scala
libera o in quelle random.
Tuttavia lo stesso principio base di ottimalit` a e pi` u in generale la medesima
termodinamica dei processi (es. il Principio di Produzione Massima di En-
tropia (MEP) [Kleidon et al., 2004]), utilizzato per le OCNs sia omogenee sia
eterogenee, sembra valere in disparati contesti, alcuni dei quali di straordinario
interesse per l’idrologia,
– nell’assemblamento delle proteine (”protein folding”) guidate dalle infor-
mazioni date dal DNA, attraverso la minimizzazione di un funzionale [Flam-
mini et al., 2004; Vensdruscolo et al., 2000; Rosen et al., 2000];
– nelle reti di interazione proteina-proteina (PIN) [Colizza, 2004; Vazquez
et al., 2003; Hoang et al., 2004];
– nel comportamento dei polimeri diretti in mezzi random [De Los Rios
et al., 1996; Banavar et al., 2003], nella crescita delle interfaccie e nella per-
colazione diretta [Kardar et al., 1986; Cieplak et al. 1996; Maritan et al.,
1992];
– nel sistema cardiocircolatorio umano e dei mammiferi alla cui forma cor-
risponde una legge di scala del metabolismo, ma anche altre leggi a potenza di
numerose quantit` a biologiche (es. la frequenza del battito cardiaco e la durata
della vita) [Banavar et al., 1999, 2000, 2002; West et al., 1997];
– nel sistema vascolare delle piante nella loro interezza, e nelle loro compo-
nenti, ad esempio nelle foglie [West et al., 1999b; Runions et al., 2005, Bohn
et al. 2005; Cho, 2004];
– nelle reti respiratorie, in quelle nervose [Bak, 1996], nonch` e nel sistema
vascolare del cuore, dei tumori e nella loro stessa crescita [Craciunescu, 1998];
– nella distribuzione delle dimensioni del plankton e dei microorganis-
mi in ecosistemi marini, ad esempio dell’Atlantico [Rinaldo et al., 2002] ma
pi` u in generale in tutti i sistemi acquatici, la quale porta ad una loro auto-
organizzazione;viii
– nelle reti alimentari degli ecosistemi [Garlascelli et al., 2003; Montoya
et al., 2002], le quali possono essere correlate alla distribuzione delle specie
vegetali e animali nel terriorio, e al loro tempo di vita nella dinamica preda-
predatore [Zillio, 2005; Pigolotti et al., 2005; Volkov et al., 2005, 2003];
– nelle reti elettriche soggette a forzanti, condizioni al contorno e iniziali di
diverso tipo [Bohn et al., 2006; Marani et al., 1998], nella rottura dei resistori
[Takayasu, 1984], nei ﬂussi intermittenti dei vortici magnetici all’interno di
superconduttori [Bassler et al., 1999; Nori et al., 1998], alle forme ottenute
nelle celle di Hele-Shaw a diﬀerenti rapporti di viscosit` a [Roy et al., 1996];
– nelle reti di frattura di materiali artiﬁciali, geologici, e biologici [Carpin-
teri, 1993];
– nelle reti generate da altri principi di selezione [Colizza et al., 2004] le
quali permettono di descrivere altre tipiche strutture, quelle legate al fenomeno
”small-world” ad esempio in ambito sociale [Watts e Strogatz, 1998], Internet
e il World Wide Web [Barabasi e Albert, 1999], o la trasmissione di infezioni
per via aerea [Colizza et al., 2005].
Il motore alla base di tutte queste reti ottime, o meglio pseudo-ottime
dato che l’eﬃcienza totale non ` e mai o quasi mai raggiunta (corrispondente al
minimo dell’energia dissipata), sembra essere una qualche forma di selezione
(derivante dalla ﬁsica dei fenomeni o puramente speculativa), la quale spesso
produce in esse delle forme che si ripetono a tutte le scale [Rinaldo et al., 2006;
Strogatz, 2005].
Il caso e la necessit` a nell’evoluzione delle reti sembrano pertanto essere delle
costanti reciprocamente ”in conﬂitto”, e particolarmente evidenti nel caso delle
reti ﬂuviali ma anche in quelle biologiche.
Le forme di eterogeneit` a forzata nel territorio, non perturbano quindi l’auto-
organizzazione globale delle reti ﬂuviali, cos` ı come nelle reti ecologiche ad es-
empio, la morte di tutti i topi non farebbe estinguere i gatti perch` e questi
ultimi si ciberebbero delle lucertole, e la rete manterrebbe la propria forma
[Garlaschelli, 2006].
Le eterogeneit` a sembrano invece inﬂuenzare la competizione dei singoli rami
di drenaggio, ovvero l` ı dove le propiet` a geologiche dei suoli sono pi` u scarse un
canale ha pi` u probabilit` a di formarsi rispetto ad un’altro che ”con casualit` a”
prova ad incidere il territorio in una zona rocciosa; allo stesso modo un canale
si forma con pi` u probabilit` a dove piove mediamente di pi` u nel corso del tempo.ix
Nonostante questo gli esponenti universali tengono perch` e riguardano le
propiet` a globali della rete, inﬂuenzate esclusivamente dalla forma geometrica
del bacino nel piano. Le aree occupate da canali sono evidentemente quelle
pi` u eﬃcienti con produzione e trasporto di sedimenti.
In deﬁnitiva le OCNs uniformi sono un ottimo modello per catturare le
propiet` a globali delle reti ﬂuviali.x
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1
Introduzione e sintesi dei risultati ottenuti.
La tesi ha portato alla creazione di un modello originale di sviluppo ed
analisi delle Reti Fluviali Ottime, note alla letteratura internazionale come
”Optimal Channel Networks”, con eterogeneit` a di precipitazione e sulla base
di modelli precedenti [e.g., Rigon et al., 1998, 1996, 1994, 1993; Rinaldo et al.,
1998, 1996, 1995, 1993, 1992; Rodriguez-Iturbe et al., 1994, 1992a-b; Maritan
et al., 2002; Colaiori et al., 1997].
I modelli di base sono implementati in routine denominate ”FluidTurtle”
(vedi http://www.ing.unitn.it/ rigon/indexo.html) originariamente realizzate
in Mathematica, poi in linguaggio C.
Parte di tali routine sono state modiﬁcate per poter essere utilizzate nel
caso di precipitazione pseudorandom, ossia con iniezione nodale ri non pari ad
un numero intero.
Le routine FluidTurtle costituiscono la base anche di modelli idrologici
sviluppati nel tempo come HortonMachine e PeakFlow, entrambi incorporati
in JGrass, il primo per analisi geomorfologiche, il secondo per analisi aﬄussi-
deﬂussi basato sulla teoria GIUH con funzione di ampiezza; citiamo anche
il modello GEOtop del ciclo idrologico e Trento-p per la progettazione delle
fognature bianche basato sul modello geomorfologico.
Si ` e cercato anche a partire dal lavoro di tesi di dare una unitariet` a a tutte le
routine necessarie per lo studio delle OCNs, in modo da realizzare un pacchetto
unitario e un manuale corredato come per i modelli ”FluidTurtle-basati” di cui
sopra si ` e accennato.
In particolare le integrazioni e/o modiﬁche pi` u signiﬁcative sono state eﬀet-
tuate nella routine per il calcolo del ﬂusso cumulato a partire dalle condizioni
iniziali delle direzioni di drenaggio (vedi in Allegato 3 Rtca.c), in quella imple-
mentante l’algoritmo di Metropolis fondamentale nell’ottenere le reti ottime
tramite ”Simulated Annealing” anche nel caso eterogeneo (vedi in Allegato 32
R − Metropolis.c) e per la determinazione dei siti attivi ad ogni temperatura
(Ras − Metropolis.c), inﬁne nella routine per l’estrazione delle reti ﬁssato un
valore di soglia sul ﬂusso cumulato (vedi in Allegato 3 RextractOCN.c).
Sono stati creati anche dei programmi in Matlab per la determinazione della
funzione di ampiezza W(x), del suo spettro di potenza, e della relativa rap-
presentazione graﬁca; inoltre Matlab ` e stato utilizzato anche per la creazione
dei campi di precipitazione deterministici (campi di pioggia suddivisi a met` a,
nei quali da una parte si impone ri = 1.001∀i, nell’altra ri = 0.001∀i; i val-
ori di ridelle due parti non sono stati appositamente assunti interi, poich` e
ogni sito i deve avere ﬂusso cumulato diﬀerente da quello degli otto siti cir-
costanti, per il funzionamento dell’algoritmo di Metropolis implementato) e
per la manipolazione delle matrici esportate da JGrass [Rigon et al., 2006] e
TauDEM-MapWindow [Tarboton et al., 2005] aﬃnch` e fossero importabili dalle
routine FluidTurtle.
I campi di pioggia deterministici di cui prima si ` e parlato sono sostanzial-
mente campi quasi mai aderenti alla realt` a, tranne in rari casi ad esempio
nella parte alta del bacino del Colorado (Utah) la precipitazione sia estiva sia
invernale ` e molto signiﬁcativa, nella parte attraversante le Rocky Mountains
` e sostanzialmente nulla durante tutto l’anno, e questo porta alla creazione di
ecosistemi completamente diﬀerenti uno dall’altro [Bell, 1869].
I campi di pioggia random a diversa lunghezza di correlazione e funzione
di covarianza sono stati creati con il programma HydroGen [Bellin e Rubin,
1996] sviluppato in linguaggio Fortran.
Primario obiettivo della tesi ` e stato quello di veriﬁcare quando gli esponen-
ti nelle leggi a potenza dei bacini ﬂuviali presentano variazioni oltre i limiti
stabiliti dagli studi precedenti sulle Optimal Chanel Networks [Maritan et al.,
1996, Rodriguez-Iturbe e Rinaldo, 1997].
Pi` u speciﬁcamente si ` e voluto analizzare quando la relazione di scala delle
aree cumulate Aidiverge dalla relazione di scala dei ﬂussi cumulati Ji, quindi a
quale valore di correlazione della precipitazione, la diﬀerenza tra i due esponen-
ti ` e maggiore in modulo della massima ﬂuttuazione, pari a 0.02, statisticamente
accettata per i bacini ﬂuviali.
Gli esponenti delle leggi a potenza indipendenti, cos` ı come dimostrato ad
esempio in [Colaiori et al., 1997], sono tre, e precisamente l’esponente τ del-
lo scaling delle aree cumulate Ai, ψ della legge a potenza delle lunghezze
upstream Lup(o lunghezze di Hack) e l’esponente di Hurst H della legge a3
potenza dei diametri L||[Rigon et al., 1996].
In realt` a l’esponete di Hurst pu` o essere ricavato in maniera indiretta, una
volta ricavati l’esponente h della legge di Hack ”lunghezze upstream-aree cu-
mulate”, e l’esponente dl relativo alla sinuosit` a frattale dei rivoli tributari ricav-
abile interpolando la distribuzione dei punti ”lunghezze upstream-diametri”;
la relazione analitica tra questi tre esponenti ` e la sottostante:
h =
dl
1 + H
(1.1)
Tra dl e Hvi ` e inoltre una relazione reciproca che vede il primo essere unitario
quando il secondo ` e minore di uno (bacini autoaﬃni o frattali), e il secondo
pari ad uno quando il secondo ` e maggiore di uno (bacini autosimili).
Nell’uno o nell’altro caso si hanno relazioni diﬀerenti per la determinazione
di τ e ψ [Colaiori et al., 1997].
Lo studio si ` e quindi concentrato attorno a τ e ψ dato che tutti gli altri
esponenti si derivano in cascata, noti i primi due citati.
L’argomento trattato presenta ampi contenuti teorici nell’ambito della ﬁsica
e delle scienze computazionali, ma ha forti ricadute pratiche nell’ambito della
geoﬁsica e dell’ingegneria civile e ambientale; per fare alcuni esempi, nel campo
dell’idrologia per la previsione delle piene e l’analisi degli altri fenomeni di
trasporto a scala di bacino (ad esempio la dispersione di inquinanti o altri
agenti patogeni, e dei sedimenti), della geomorfologia applicata per la sicurezza
e la salvaguardia del territorio, della biologia per lo studio della diﬀusione di
infezioni, dell’eco-zoologia per chiarire le complesse dinamiche degli ecosistemi
e i loro rapporti con il ciclo dell’acqua, ed in generale nell’ingegneria agaria e
forestale.
La ricerca eﬀettuata va a completare una serie di lavori riguardo la for-
mazione delle Optimal Channel Networks con introdotta la presenza di qualche
eterogeneit` a attenuata (quenched), ad esempio eterogeneit` a attenuata nella
precipitazione e nelle propiet` a locali del suolo [Colaiori et al., 1997], etero-
geneit` a attenuata nella non erodibilit` a del paesaggio in determinate zone (pinned
landscape evolution) [Caldarelli et al., 1997].
I risultati ricavati dallo studio presentato rilevano una sostanziale bont` a
degli esponenti anche in presenza di forte eterogeneit` a di precipitazione, si
sono notate le ﬂuttuazioni maggiori nel range L/5 ≤ I ≤ L/3, dove I` e la scala4
di correlazione-integrale della pioggia generata e L la dimensione del bacino
sintetico quadrato studiato.
Solo con i campi di pioggia deterministici si` e notata una notevole variazione
degli esponenti al di fuori dei range deﬁniti per essi, e una sostanziale diﬀerenza
nella rete di drenaggio portandola verso schemi non comuni a quelli dei bacini
naturali montani, invece piuttosto simili alle strutture globali, con zona di
produzione e zona di trasferimento alla Shumm [Shumm, 1977], tipiche di un
corso d’acqua.
La variazione degli esponenti ` e stata considerata con campi di pioggia a
covarianza esponenziale ed isotropi, ossia CZ(rx,ry) = e−r0 e Ix = Iy = I,
anche se altri campi anisotropi o a diversa funzione di covarianza (es. con
covarianza isotropica di Whittle, isotropica di Mizell, Gaussiana, o frattale
con semivariogramma a legge di potenza) sono stati utilizzati per confermare
le analisi fatte, oltre ai campi deterministici gi` a citati precedentemente e dei
campi con pioggia casuale completamente scorrelata.
Inoltre sono state analizzate molte propiet` a geomorfologiche delle Optimal
Channel Networks ”eterogenee” (d’ora in poi si user` a spesso questo agget-
tivo indicando con esso le reti ottime ottenute con pioggia random non at-
tenuata), di particolare importanza la funzione di ampiezza W(x) la quale
subisce notevoli cambiamenti rispetto quella della corrispondente rete omoge-
nea (con condizioni iniziali delle direzioni di drenaggio, e condizioni al contorno
di barriere riﬂettenti identiche), e la densit` a di drenaggio.
Si ` e posta poi particolare attenzione all’analisi della termodinamica dei
processi che portano alle reti ottime, in termini di dissipazione di energia, siti
attivi (ossia i siti che cambiano conﬁgurazione, in temini di area cumulata e
quindi direzione di drenaggio) quindi entropia, sempre confrontando i risultati
dellereti omogenee e non.
Oltre ai bacini sintetici, pi` u facili da ”manipolare” per questioni com-
putazionali (essenzialmente i tempi di calcolo si riducono notevolmente vista
la dimensione prevalente dei sistemi studiati con L = 128 o suoi multipli sec-
ondo un fattore n = 2,1/2,1/4, valori suﬃcienti per assicurare la dominanza
dell’energia sull’entropia delle OCNs derivate), si sono anche studiati i bacini
del Tanaro e del Taloro.
Per dare un ordine di grandezza il DEM del Tanaro (e non il bacino il
quale occupa un’area minore data la natura frattale dei suoi contorni1) ha
1I pixel esterni al bacino ma appartenenti al DEM in studio vengono contraddistinti in5
un’estensione in pixel di L|| × L⊥ = 296 × 178, mentre quello del Taloro ha
un’estensione di L|| × L⊥ = 898 × 1156 molto elevata il che comporta per
un normale pc tempi di calcolo molto elevati (per il solo Simulated Annealing
circa 12 ore).
Pi` u precisamente si ` e voluta studiare la formazione delle OCNs eterogenee,
con condizioni al contorno pari a quelle del bacino reale, per veriﬁcare quan-
to le reti ottime cos` ı ottenute rispecchino le reti reali rispetto le reti ottime
omogenee.
Tale analisi non ha in realt` a prodotto delle conclusioni deﬁnitive, in primo
luogo per il fatto che i campi di pioggia generati non rispecchiano quelli reali
(nessuna analisi climatologica ` e stata compiuta), poi per il basso numero di
simulazioni eﬀettuate e per il ridotto numero di bacini considerati.
Da sottolineare per` o che dalle prime analisi sembra pi` u diﬃcile indurre
una variazione negli esponenti delle leggi di scala nei bacini reali rispetto i
bacini sintetici; questo potrebbe avere anche una spiegazione geomorfologica
nella struttura elongata caratteristica della maggior parte dei bacini reali, a
prescindere dalla isotropia o anisotropia della precipitazione.
Il carattere autoaﬃne dei bacini, specialmente per bassi valori dell’espo-
nente di Hurst (quindi con L|| >> L⊥), potrebbe infatti far considerare un
campo di precipitazione come ”smorzato” (quenched) anche uno che non lo ` e,
come quelli realizzati nel presente studio.
Ricordando la relazione che intercorre tra i diametri misurati lungo i due
principali assi di inerzia, longitudinale e trasversale, dei bacini ﬂuviali,
L⊥ = LH
|| (1.2)
si ha che nei bacini sintetici quadrati generati l’esponente di Hurst ` e unitario
(quindi L⊥ × L|| = L × L dall’uguaglianza L⊥ = L|| = L), mentre per i bacini
naturali l’esponente di Hurst lo si ` e veriﬁcato compreso tra 0.75 e 0.96, anche
se esistono casi es. come per il Tug Dry Fork (Virginia, USA) con H = 1.
Nei bacini naturali quindi l’estensione del DEM L⊥×L||, data dal prodotto
dei diametri, ` e sempre maggiore della superﬁcie totale del bacino (non esistono
JGrass (formato FluidTurtle) con un 9nel ﬁle delle direzioni di drenaggio secondo il metodo
”delle otto direzioni” (il 9implica barriere riﬂettenti, il 10condizioni al contorno cilindriche
quindi barriere assorbenti), con uno 0 nel ﬁle delle aree/ﬂussi cumulati; in TauDEM si usa
−32767 per le direzioni di drenaggio, −1 per le aree/ﬂussi.6
bacini rettangolari o quadrati in natura) che coincide con l’area cumulata del-
l’outlet Aout, e a sua volta con il ﬂusso cumulato Jout nel modello ad iniezione
nodale unitaria e uniforme (ri = cost = 1∀i).
Utilizzare i contorni dei bacini reali serve quindi pi` u che altro per veriﬁcare
la similarit` a dei patterns di drenaggio ottimi con quelli reali, non per gli espo-
nenti, dato che prima del Simulated Annealing per rivavare le OCNs si eﬀettua
il cosiddetto ”bagno caldo” (hot bath2) per cancellare le condizioni iniziali.
Quindi solo nel caso di scala di correlazione molto grande nella direzione di
sviluppo della rete (la direzione del diametro L||) si nota una variazione degli
esponenti oltre i range statisticamente accettati come naturali; in sostanza
solamente tendendo verso i campi deterministici di pioggia sembra ci sia una
consistente deviazione dalle leggi a potenza.
Per le reti generate su bacini reali, nell’analisi della variazione degli espo-
nenti sembra ragionevole riferire la scala di correlazione Ialla lunghezza del
mainstream (indicata spesso con L, da non confondere con la size dei bacini
artiﬁciali), ossia il ramo della rete di drenaggio a lunghezza maggiore, cos` ı
come fatto in precedenti analisi sulle OCNs [Rodriguez-Iturbe e Rinaldo, 1997].
Tali lavori avevano confermato la invariabilit` a degli esponenti di scala anche
in presenza di eterogeneit` a random ed attenuata, e la forte comparsa di forme
di aggregazione in accordo ai bacini reali.
Lo studio svolto, in sostanza, conferma l’ottima fedelt` a delle forme ﬂuviali
naturali alle leggi a potenza che le caratterizzano, anche in presenza di forte
variabilit` a nella pioggia che determina la loro struttura.
Si ` e ricavato un ipotetico andamento degli esponenti al variare di I/L
intravedendo una sorta di funzione ad andamento tipo ”onda di piena”, con
massimo, compreso nella regione
1
5
≤ I/L ≤
1
3
, che aumenta al crescere della
varianza locale σ2imposta al campo di precipitazione.
Le funzioni di cui si parla sono ad esempio
τ
τ∗per le aree cumulate con
τ∗ = 1.43(il valore ottimo), o
ψ
ψ∗ per le lunghezze upstream.
2Il ”bagno caldo” consiste nel portare ad elevate temperature la rete reale iniziale, tipi-
camente T = 10,000 e/o T = 1000, con un elevato numero di cambiamenti per ognuna,
in genere sono suﬃcienti 1 × 106 iterazioni, per poi applicare l’algoritmo di Metropolis e
ottenere la OCN a basse T (quasi sempre a T = 0.000) che in tal modo risulta dipendente
solo dalle condizioni al contorno di ﬂusso nullo, ad eccezione dell’outlet con posizione ﬁssa.7
L’andamento di tali funzioni adimensionali in funzione del parametro adi-
mensionale I/L, perch` e la varibilit` a della pioggia ` e funzione della scala del
bacino, ` e quindi solamente ipotizzata, principalmente per due motivi; il primo
` e la mancanza di un elevato numero di simulazioni sistematiche, il secondo per
l’elevata varianza degli esponenti nelle 15 prove eseguite su diﬀerenti bacini (a
condizioni iniziali diverse ma uguali condizioni al contorno) per ogni I, quindi
l’elevata varianza della media m(I)∀I.
Le reti di drenaggio formate da campi di pioggia random presentano zone
a densit` a di drenaggio (deﬁnita Hortonianamente come D = LT/A, con LT la
lunghezza totale dei canali ”upstream” il pixel considerato, e A l’area cumulata
sottesa dallo stesso pixel) maggiore, anche di molto, rispetto quella dell’intero
bacino generato con ri = cost = 1, mentre vi sono altre zone in cui D(ri 6=
cost) ∼ 0quindi con valore molto minore di D(ri = cost).
La densit` a di dreaggio ` e stata anche studiata in merito alla sua varibilit` a
in funzione di I, e in funzione della soglia sul ﬂusso cumulato Jth ossia in base
a quali pixel vengono considerati nello ”stato canale”.
Per fare questo ` e stata deﬁnita la densit` a di drenaggio come
Dd(I/L,Jth) =
[Nsiti(Ji > Jth(ri 6= cost)]
L × L
(1.3)
e a seconda dell’analisi ` e stato tenuto fermo il parametro I o il parametro
Jth, dove L × L ` e l’area cumulata Aout dell’outlet, che coincide con il ﬂusso
cumulato Joutsolo nel caso di ri = cost = 1.
Nella realt` a ﬁsica i bacini sono caratterizzati anche da anisotropia, sem-
pre presente, dovuta alla pendenza mediamente non nulla del territorio e alla
variabilit` a della forza di gravit` a, tenute ferme le forme di randomness di cui
prima si ` e parlato ossia stato dei suoli (es. modellabile con modelli frattali
del contenuto di umidit` a del suolo), eterogeneit` a geologiche e eterogenit` a nella
precipitazione che funge da agente modellante il territorio [Dietrich et al., ].
Il modello presentato, cos` ı come quello di base delle Optimal Channel Net-
works [Rodriguez-Iturbe e Rinaldo, 1997], ` e un modello stazionario quindi non
fornsice una evoluzione dinamica della rete con variabilit` a delle condizini al
contorno e/o di precipitazione.
La variabilit` a puramente spaziale e non temporale fornisce per` o il caso pi` u
”gravoso” per testare i valori degli esponenti ottimi di scaling, infatti in tal
modo la randomness ` e forzata ad agire sempre allo stesso modo e con la stessa8
ditribuzione, annullando quindi la funzione di smorzamento del tempo che la
trasformerebbe in ”quenched randomness”, per la quale si ` e gi` a veriﬁcata la
buona tenuta degli esponenti.
Per ”OCNs eterogenee”, a cui spesso si fa riferimento all’interno della tesi,
si intendono, quindi, le reti ﬂuviali ottime sviluppate con campi random ”non
attenuati” di precipitazione.
Nella tesi verranno presentati i risultati di maggior rilievo ﬁn qui ottenuti
e le simulazioni pi` u signiﬁcative a loro supporto; si ` e creata una pagina web,
vedi
http://digilander.libero.it/matconv/ThesisMaterials.html,
la cui responsabilit` a ` e unicamente dello scrivente (per contatti scrivere a
matconv.uni@gmail.com),
nella quale verrano pubblicate tutte le altre simulazioni, i materiali aggiuntivi
come ﬁgure e dati, e i collegamenti ai software utilizzati (con FSF-GNU public
licence) debitamente commentati, che sostanzialmente per motivi di spazio non
sono stati allegati alla presente.
Presumibilmente verranno anche pubblicati in seguito degli stralci relativi
a sviluppi futuri di questo e/o altri argomenti correlati.9
2
Le Reti Fluviali Ottime.
2.1 Sommario.
Nel presente capitolo si ` e tentato di riassumere il pi` u possibile i risultati
delle ricerche sulle Optimal Channel Networks, partendo dalle origini della
teoria e giungendo ﬁno agli attuali sviluppi, estendendo brevemente i concetti
anche alle reti biologiche e alle altre reti in natura, ad esempio quelle ecologiche.
Il materiale presentato ` e pertanto, per la maggior parte, frutto di precedenti
lavori, i risultati propri della ricerca di questa tesi si trovano invece nei capitoli
seguenti, principalmente nei Capitoli 4, 5, 6, e nelle Conclusioni (Cap. 7).
Una sintesi di essi ` e nella Premessa e al Capitolo 1.
Le caratteristiche planari delle reti ﬂuviali e la ”bellezza” dei paesaggi in cui
esse sono inserite, sono descritte da un’insieme di leggi a potenza di quantit` a
come le aree contribuenti in un punto, la lunghezza dell’asta principale del
bacino, la legge di Hack [Rodriguez-Iturbe e Rinaldo, 1997].
Queste relazioni hanno validit` a a parecchi ordini di grandezza, e trovano
una possibile spiegazione nella validit` a di alcune leggi di minima energia.
Notoriamente la costruzione della teoria delle reti ﬂuviali ottime [Rodriguez-
Iturbe et al., 1992], che da ora in poi chiameremo per brevit` a e consuetudine
OCNs (da Optimal Channel Networks), basata su queste leggi, ricava dall’idro-
dinamica un funzionale da minimizzare che da esse dipende esclusivamente
attraverso l’esponente della legge a potenza [Rigon et al., 1996].
Pertanto, la conﬁgurazione ﬁnale dipende solamente dal riarrangiamento
della topologia della rete e dalla fattibilit` a delle conﬁgurazioni ottime [Rinaldo
et al., 1998].
La quantit` a che si pensa ottimizzata` e la potenza dissipata lungo i canali Es-
istono dei principi di ottimo che permettono di riprodurre in reti simulate tutte10
le caratteristiche morfologiche 2D delle reti naturali, mentre le caratteristiche
3D rimangono descritte implicitamente.
Figura 2.1: due tipi di ottimizzazione, sulla sinistra una fattibile conﬁgurazione
ottima di minimo locale ossia una OCN ”normale”, sulla destra una rete,
corrispondente al minimo assoluto della dissipazione di energia gravitazionale
totale chiamata OCN ”di base” (o ground-stateOCN); nel corso della tesi si
esamineranno altre reti, come quelle di Scheidegger, Eden, e di Peano, oltre
evidentemente le OCNs eterogenee sulle quali il lavoro si ` e concentrato.
Il materiale presentato ` e stato pubblicato in svariati articoli da A. Rinaldo, I.R.
Iturbe, R. Rigon e A. Maritan principalmente, e la pubblicazione che raccoglie
esaustivamente i risultati ottenuti in questo ﬁlone di ricerca, ma anche in
altri temi correlati, ` e ”Fractal River Basins, Chance and Self Organizations”
[Rodriguez Iturbe, I., Rinaldo, A., 2001].
Da sottolineare subito il fatto che le strutture di drenaggio formantesi in
ecosistemi a marea sono molto diﬀerenti dalle OCN secondo condizioni locali e
di sviluppo a diversi rapporti di scala; inoltre in tali ambienti possono formarsi
strutture chiuse (loops) che nelle OCNs non si hanno..
Ricordiamo che la validit` a della teoria delle reti ﬂuviali ottime la si ha
per bacini montani, o meglio nella prima zona di produzione-dreanaggio dei
deﬂussi di un corso d’acqua, caratterizzata da ramiﬁcazioni e pendenze elevate
e variabili.11
Numerosi studi sono stati anche condotti per l’analisi della formazione ed
evoluzione delle zone di deposizione terminali di corsi d’acqua, ossia i delta
e gli ambienti lagunari. Si propone una immagine N.A.S.A. del delta a rete
del Brahmaputra-Gange processata con software di rilevamento della ﬁrma
spettrale (eg. MultiSpec), ed una seconda acquisita da satellite Landsat7
dell’intricato delta del ﬁume Lena in Siberia.
Figura 2.2: a sx, immagine dallo spazio del delta del Brahmaputra-Gange, (Golfo
del Bengala), processata con tecniche che riconoscono la ﬁrma spettrale dell’acqua
[Fagherazzi et al., 1999; Rinaldo et al., 1999a-b]: l’interconnessione complessa dei
fenomeni tipici dei delta e di quelli delle strutture di drenaggio soggette a
macro-maree (con forti gradienti nella profondit` a dei canali), producono loops a
tutte le scale; a dx, ”valanghe” di vortici in un semiconduttore [Bassler et al., 1999;
Metha et al., 2006], i quali sono stati comparati al delta del Brahmaputra-Gange e
studiati attraverso le stesse tecniche di analisi dei ﬁumi reali (es. le leggi Horton);
` e stupefacente come l’autoaﬃnit` a dei multifrattali, e le relative leggi, valga sia a
scale pari a 103 km tipiche dei bacini reali, sia a scale 109 volte pi` u piccole; ` e
stata suggerita, per entrambi i fenomeni, la teoria della dinamica delle valanghe
(SOC) per spiegare il carattere meandriforme.12
(a)
(b)
Figura 2.3: esempi di reti chiaramente non ”spanning, directed and loopness”, (a)
delta del Lena, Siberia: si notano zone caratterizzate dalla presenza di canali
intersecantesi e altre con specchi d’acqua di varia ampiezza, entrambe in continua
modiﬁcazione; (b) [Zillio, 2005] rete a marea della palude S. Felice ad acqua
salmastra, nella laguna di Venezia, propriamente estratta tramite tecniche di
remote sensing [Feola et al., 1995] e con sovraimposta la classiﬁcazione della
vegetazione; le reti a marea sono osservabili a parecchi chilometri dalla superﬁcie
terrestre e ”rozzamente” presentano per lo stesso intervallo di micromarea, scale
simili ma diversa aggregazione.13
La sinuosit` a dei meandri a marea ` e stata studiata ampliamente per la laguna
di Venezia da Marani M. ed altri ricercatori nell’ambito del progetto europeo
di ricerca T.I.D.E., e si ` e visto come essa varia grandemente da sito a sito, ri-
ﬂettendo generalmente l’et` a locale dell’ecosistema ad acqua salata, e la densit` a
di drenaggio ` e anch’essa altamente variabile [Marani et al., 2002, 2003].
Da evidenziare inoltre che le reti ﬂuviali ottime non rappresentano i processi
di versante (hillslope processes) e quindi colgono esclusivamente l’analisi di
scala del paesaggio, tra l’altro, come nella presente tesi, si possono esaminare
esclusivamente le OCNs come reti piatte ossia tralasciando la coordinata di
elevazione z(x,y), quindi non trattando il tema dell’evoluzione del territorio
noto nella letteratura internazionale come landscape evolution.
Le strutture ad albero rappresentano la conﬁgurazione ottimale per qual-
siasi rete di trasporto naturale o artiﬁciale [Banavar et al., 1999, 2000, 2002].
L’esempio di rete ottima dal punto di vista della costruzione, operativit` a
e manutenzione ` e la cosiddetta rete ”spanning and loopness” ossia distribuita
nello spazio e senza cicli chiusi.14
Figura 2.4: schemi di reti di trasporto possibili utilizzati anche per studiare le
analogie biologiche alle reti ﬂuviali [Banavar et al., 1999], con LT si indica la
lunghezza totale dei percorsi, con Lx la distanza dall’origine 0 (deﬁnita come il
minimo numero di siti incontrati tra tutte le strade possibili) indicata dal numero
riportato in ogni nodo, con L la lunghezza media dei percorsi dall’origine 0
all’uscita; (a) rete completamente connessa, con LT massimo e L minimo, quindi ` e
la pi` u diretta e a favore dei singoli; (b) rete massimamente diretta in cui solo i
collegamenti orientati sono stati mantenuti, ossia quelli con valore Lx ai nodi
diﬀerente; (c) rete diretta e distribuita, o rete ”ad albero”, in cui ogni sito ` e
connesso alla sorgente 0 da un singolo percorso, il pi` u breve, appartenente alla rete
(b), LT = min(LT) pari a quella della rete (d) mentre L = min(L) pari a quello
della rete (a); (d) rete a spirale o ”comunista” per la quale si ha LT minimo e L
massimo, quindi i gradi di libert` a individuali sono congelati; Da notare che il
vincolo di connettivit` a locale impedisce di fatto un pattern ”esplos” o della rete in
cui ogni sito i` e collegato autonomamente all’origine 0.15
Si riportano nella Figura 2.5 sottostante due modelli computazionali di sistemi
vascolari, il primo nel piano, l’altro nello spazio, realizzati con gli stessi principi
di ottimo delle reti ﬂuviali, i quali implicano il carattere ad albero distribuito
e l’assenza di loops [Banavar et al., 2000].
E’ quindi il metabolismo, o meglio la necessit` a di consegnare i nutrienti
alle cellule nel modo pi` u eﬃciente possibile, a determinare la forma di tali reti
biologiche.
Figura 2.5: a sx (si veda http://ioc.ee/res/fractal.html), rete vascolare ottima con
dimensione di similarit` a DS ≈ 3.4, sviluppata su contorno frattale, e ottenuta con
i medesimi principi di quelli utilizzati per le OCNs nei bacini ﬂuviali; a dx, modello
tridimensinale del sistema circolatorio di un vertebrato [Caldarelli, 2005].
2.2 Formulazione originaria dei principi di ottimalit` a.
I principi che portano alla formazione delle reti ottime sono:
1) Principio locale di minima energia dissipata per una data portata trasporta-
ta, in ogni collegamento della rete;16
2) Principio locale di modiﬁcazione delle propiet` a dei canali verso uno stato
ottimo, in cui il tasso di energia dissipata per unit` a di area di canale ` e costante
dall’inizio alla ﬁne della rete;
3) Principio globale di organizzazione della rete al ﬁne di ottenere un
minimo possibile dell’energia totale dissipata.
2.2.1 Implicazioni dei principi di ottimalit` a locale.
Si deﬁnisce:
- Pi la potenza totale (energia dissipata per unit` a di tempo in un collega-
mento i → j);
- y la profondit` a media del canale, ossia del collegamento i → j;
- Cfil coeﬃciente di resistenza, o frizione, adimensionale;
- ρ la densit` a dell’acqua;
- τ lo sforzo tangenziale sul fondo;
- Sla pendenza adimensionale del canale;
- RH il raggio idraulico deﬁnito come rapporto tra l’area liquida ed il
perimetro bagnato;
- γ il peso di volume dell’acqua;
- γs il peso di volume dei sedimenti;
- D il diametro medio dei grani;
- Pwil perimetro bagnato.
Si assume che gli sforzi tangenziali sul fondo e sulle pareti dei canali della
rete sia gli stessi, il gradiente orizzontale della velocit` a sia trascurabile rispetto
quello verticale, la dissipazione di energia avviene in uno strato di spessore l
che pu` o essere considerato invariabile, sezione trasvarsale rettangolare.17
La potenza totale ` e quindi approssimata come:
P ∼
QL
yv

Cfv
3
+ 2yLρ

Cfv
3
= τ
2LPwv (2.1)
dove:
τ = γRHS = Cfρv2 (2.2)
e in corsi d’acqua con letto di pietrame, anche:
τ =
yS
D(γs − γ)/γ
(2.3)
L’inclusione degli eﬀetti dovuti al trasporto dei sedimenti sulla dissipazione di
energia pu` o essere fatto come descritto in [Molnar et al., 1998].
2.2.2 Implicazioni del primo principio.
Fino ad ora per ogni condizione di ﬂusso la potenza P` e risultata dipen-
dente solo dalla geometria del canale (ad esempio da y). Applicando il primo
principio questa dipendenza ` e eliminata, mentre, la larghezza del canale w e
la profondit` a del ﬂusso y diventano funzione della portata.
y ∝ w ∝ Q− 0.5m
2 (2.4)
Rimuovendo l’assunzione di sezione trasversale rettangolare si ha che la legge
di scala della profondit` a e della larghezza hanno diverso esponente.
2.2.3 Implicazioni del secondo principio.
Le principali conseguenze sono che18
Cfv3 ∼ costantenellospazio (2.5)
e
RHSv = costante. (2.6)
Come discusso in [Molnar et al., 1998], Cfv3 varia se la velocit` a media e
la resistenza al moto variano lungo la rete secondo la relazione sottostante
[Bathurst, 1993],
v ∝ Qm (2.7)
dove 0 ≤ m ≤ 0.3, il quale implica una relativa variaziome di Cfverso valle.
2.2.4 Implicazioni dei principi locali assieme.
L’applicazione contemporanea dei due principi locali di ottimalit` a rende
consistentemente la dissipazione di energia dipendente solamente dalla portata.
I dettagli della dinamica nei canali sono insiti negli esponenti e nella costante
di proporzionalit` a delle leggi a potenza.
Inoltre anche la pendenza S diventa dipendente dalla portata:
S ∝ Qs (2.8)
in cui s` e:
s = −0.5
 
1+m
2

(2.9)
Quest’ultima equazione sembra far apparire mdipendente dalla produzione
del terreno, come la relazione pendenza-portata pu` o essere derivata dato un
meccanismo di ersosione [Seidl et al., 1992].
2.2.5 Implicazioni del principio globale di ottimalit` a.19
La legge globale di ottimalit` a ` e una concettualizzazione delle interazioni
”a lunga distanza” della rete, stabilite tra un punto e il proprio bacino verso
monte e verso valle. L’eﬀettivit` a di tali interazioni dipende da molti fattori
che determinano la disponibilit` a di energia dissipabile in cambiamenti [Rigon
et al., 1998].
Come conseguenza dei principi locali l’energia totale dissipata per una rete
ﬂuviale ` e stato dimostrato essere:
P =
X
Q
η (2.10)
dove la somma ` e condotta su tutti i siti della rete con η pari a:
η = 1 + s (2.11)
Pu` o essere dimostrato che minimizzando il funzionale P di cui sopra, si ottiene,
mantenendo le stesse ipotesi generali iniziali, il risultato che l’energia poten-
ziale totale dell’acqua ` e dissipata. Si discuteranno pi` u avanti le conﬁgurazioni
possibili delle reti al variare di η.
Come riportato in [Rinaldo et al., 1998] e [Rodriguez-Iturbe e Rinaldo,
1997], la conﬁgurazione di minimo locale di una rete globalmente ottimizza-
ta, obbedisce a delle leggi di scala nell’aggregazione delle aree cumulate, delle
lunghezze, e a una forma generalizzata della legge di Hack.
Le reti ﬂuviali reali esibiscono consistentemente le stesse statistiche, mentre
le reti casuali come quelle prodotte da una crescita tipo Eden, percolation
networks [Manna et al., 1996], reti tipo Scheidegger e reti topologicamente
casuali alla Shreve non manifestano questa universalit` a.
Le analisi eﬀettuate mostrano che la combinazione dei tre principi di dissi-
pazione di energia porta a una rappresentazione uniﬁcata delle pi` u importanti
caratteristiche delle strutture di drenaggio tridimensionali. Tra di esse vi sono:
1. la velocit` a del ﬂusso vper una portata rappresentativa Q tende ad essere
costante attraverso tutta la rete;20
2. la profondit` a nei canali ` e proporzionale alla radice quadrata della portata
(d ∝ a · Q0.5), con la costante di proporzionalit` a che ` e la stessa in ogni
punto della rete;
3. verso valle la larghezza del canale varia proporzionalmente alla radice
quadrata della portata (B ∝ Q0.5);
4. il valore medio delle pendenze dei collegamenti di ordine n scala pro-
porzionalmente a (2n − 1)−0.5.
Ulteriori conseguenze geomorfologiche di questi tre principi (includendo le
leggi di Horton e di Hack) saranno investigate successivamente. La pi` u impor-
tante ` e che il carattere frattale osservato in natura nelle forme di aggregazione
delle reti di drenaggio, pu` o essere una conseguenza dei principi di minima
dissipazione di energia.
Si ` e dimostrato che la legge di Hack, una delle relazioni empiriche pi` u
comunemente veriﬁcata nei bacini ﬂuviali, deriva in modo naturale da principi
di ottimalit` a accessibili dinamicamente e trovati con procedure di ricerca non
completamente esatte. I principi di ottimalit` a pertanto riproducono bene le
propiet` a delle reti naturali; si ` e parlato di imperfezione nella ricerca della rete
ottima perch` e le conﬁgurazioni che si possono esplorare sono necessariamente
limitate.21
Figura 2.5 [Dodds et al, 1999]: rappresentazione della legge di Hack e
autosimilarit` a globale del bacino e locale dei sottobacini; i parametri principali
deﬁnenti un bacino sono l’area cumulata a, la lunghezza del corso d’acqua
principale l, L||e L⊥ le dimensioni euclidee.22
Figura 2.6: relazione tra la lunghezza del canale principale e l’area del bacino di
diﬀerenti ﬁumi nel mondo; si nota la bont` a della legge di Hack L|| ∝ Ah, con
h ' 0.6.
Le reti ottenute con ottimizzazione non tenendo conto delle limitazioni della
natura, e cio` e permettendo degli stati intermedi in cui la potenza dissipa-
ta ` e arbitrariamente grande, presentano invece caratteristiche morfologiche
innaturali.
Si suggerisce quindi che gli stati osservati dei sistemi naturali dissipativi e
con molti gradi di libert` a, possa essere spiegato dall’evoluzione verso conﬁg-
urazioni di minima potenza dissipata ma dinamicamente raggiungibili, e che
questa sia una delle ragioni dell’esistenza e della crescita delle forme frattali
rilevate in natura.
Un problema chiave ` e la veriﬁca della robustezza delle conﬁgurazioni delle
OCNs derivate da ogni procedura. Questo ` e stato studiato da Rinaldo e altri
[Rinaldo et al., 1992] rispetto a:23
• la strategia della ricerca del minimo;
• il ruolo delle condizioni iniziali;
• la robustezza delle dipendenze funzionali nella potenza dissipata comp-
lessiva
X
i
Pi;
• il ruolo delle possibili anisotropie nel reticolo;
• gli eﬀetti di disordini smorzati (quenched randomness).
Le strategie di ottimizzazione di base implementate sono simili agli algorit-
mi sviluppati nel contesto del problema del commesso viaggiatore3. Il numero
di soluzioni possibili in esso, ciscuna con valore diverso della funzione obiettivo,
cresce esponenzilmente con il numero N dei percorsi possibili, e risulta impos-
sibile risolvere il problema costruendo e valutando tutte le possibili soluzioni.
Tale tipo di problema viene detto a crescita polinomiale (NP completo).
E’ stato dimostrato che le soluzioni approssimate basate sulla ricerca ran-
dom dei miglioramenti forniscono le migliori strategie.
Vari sono gli algoritmi implementati per veriﬁcare le OCNs, tra cui si ac-
cennano il meccanismo di Lin-Kernighan e le strategie di simulated annealing
come quella di Metropolis.
Molte reti potrebbero sembrare ottime, e non solo a prima vista, ad esempio
le reti Eden hanno la stessa numerazione di Horton e la matrice di Tokuaga
delle OCNs, cos` ı come anche il bacino di Peano; tuttavia le statistiche delle
grandezze geomorfologiche, es. aree e lunghezze, di queste ”reti ottime spurie”
diﬀeriscono notevolmente da quelle delle OCNs quindi dei bacini reali.
Si ` e parlato di ”inevitabilit` a statistica” delle leggi di Horton [Kirchner,
1993], infatti esse risultano valide per qualsiasi rete distribuita e senza loops,
tuttavia le OCNs hanno i vincoli stringenti di aggregazione ed elongazione, ai
quali solo esse ubbidiscono.
In conclusione solo un’attenta analisi pu` o portare alla deﬁnizione di una
rete come ottima, a meno di conoscere il processo con cui ` e stata ottenuta.24
Le OCNs sono state successivamente utilizzate anche per studiare l’evoluzione
del territorio assegnando ad esse un campo di elevazioni e facendolo evol-
vere secondo determinate regole, tenendo conto ad esempio delle variazioni cli-
matiche e di vincoli geologici, ed introducendo anche concetti di Self Organized
Criticality.
2.3 OCNs, evoluzione del territorio, e ﬁsica delle reti.
In questo paragrafo, si riassumeranno e discuteranno i pi` u recenti svilup-
pi della teoria delle OCNs, sintetizzati nella recente pubblicazione ”Trees,
Networks, and Hydrology” [Rinaldo et al., 2006].
Si accentuer` a l’attenzione nelle questioni che riguardano la ricerca aﬀronta-
ta per il lavoro di tesi, ossia le OCNs con eterogeeit` a forzata di precipitazione.
Le reti ﬂuviali meandriformi e dendritiche sono chiari esempi di forme frat-
tali naturali che si auto-organizzano, mostrando profonde similarit` a tra le loro
parti e la loro globalit` a ﬁno a sei ordini di grandezza, con patterns ricorrenti
dappertutto [Rodriguez-Iturbe e Rinaldo, 1997].
L’area contribuente ai in ogni punto ` e relazionata al gradiente dell’ele-
vazione (la pendenza topograﬁca) del territorio nel medesimo punto.
La relazione fondamentale che esprime questo ` e
|~ ∇zi| ∝ a
γ−1
i (2.12)
con un valore numerico di γ attorno a 0.5 [Tarboton et al., 1989; Montgomery e
Dietrich, 1992]. La relazione ”pendenza-portata”, assumendo l’area cumulata
coincidere con il ﬂusso cumulato quindi nel modello di OCN uniforme, fornisce
una sintesi importante della ﬁsica dei processi che portano all’evoluzione del
territorio.
Si osserva che i bacini reali non sono statici, bens` ı si modiﬁcano su lunghe
scale temporali.
Poich` e le statistiche di molte quantit` a geomorfologiche, come la distribuzione
delle aree e delle lunghezze upstream, dipendono solamente dalla ”mappa”
bidimensionale, l’esistenza di un tempo di ”freezing” (con l’albero delle di-
rezioni di drenaggio che non cambia dopo l’erosione iniziale) molto pi` u piccolo25
del tempo di rilassamento (con proﬁlo ottenuto stabile), potrebbe fornire una
spiegazione dell’ invarianza degli esponenti per moltissimi bacini ﬂuviali, a
prescindere dalla loro ”et` a” [Rinaldo et al., 1995].
Inoltre anche alcuni segni geomorfologici dei cambiamenti del clima, come la
densit` a delle valli, misurata dall’estensione della aree concave non canalizzate,
non portano ad un’apprezzabile variazione delle statistiche, nella fattispecie τ
varia nell’intervallo 1.40 ÷1.46 mentre ψ nell’intervallo 1.67 ÷1.85 [Rinaldo
et al., 1995].
La variazione ` e maggiore di quella trovata dagli studi precedenti sui baci-
ni reali [Maritan et al., 1996], ±0.02 per le aree dal valore ottimo τ∗ =
1.43, ±0.1 per le lunghezze upstream dal valore ottimo ψ∗ = 1.80, comunque
non signiﬁcativa.
Si propone un versione sempliﬁcata dell’equazione di landscape evolution,
la quale deriva dall’originale equazione di Kardar-Parisi-Zhang (o KPZ, inizial-
mente adottata per descrivere la crescita di interfaccie per deposizione ionica),
e che risulta essere la pi` u utilizzata,
˙ z(t,x) = −αJ(t,x)|~ ∇zi(t,x)|2 + U. (2.13)
Da una parte non sono stati introdotti gli eﬀetti della diﬀusione perh` e a larga
scala sono secondari [Rinaldo et al., 2006; Passalacqua et al., 2006], dato anche
il ”coarse grained” delle elevazioni, ossia la sparsit` a con cui tale campo ` e
discretizzato.
Inoltre i processi ﬂuviali sono comandati dal temine αJ(t,x)|~ ∇zi(t,x)|2(` e
da notare che |~ J| = J, quindi il vettore bidimensionale ﬂusso diventa uno
scalare, a seguito dell’assunzione di essere parallelo a ~ ∇z [Banavar et al., 2001])
e sono responsabili della creazione della rete, incidendo il territorio attraverso
eventi casuali ed imprevedibili; viceversa i processi di versante sono regolati dal
termine diﬀusivo D∇2zi(t,x) (processi SD, da ”slope-dependent”), presente
nell’equazione KPZ, ma non sono in grado di inﬂuenzare la rete gi` a impressa
nel bacino [Rinaldo et al., 1995] in quanto la divergenza del ﬂusso agisce su
scale temporali diﬀerenti e esclusivamente ”addolcisce” il territorio.26
Figura 2.7 [Rodriguez-Iture e Rinaldo, 1997]: a sx, esempio di rete SOC ottenuta
tenendo conto anche dei processi SD, si noti la forte similarit` a con una OCN; a dx,
esempio di territorio SOC, di dimensioni 128 × 128, i cui siti canalizzati sono
deﬁniti in aree a topograﬁa convergente (∇2z ≥ 0).
Nel modello di OCN uniforme l’area contribuente minima ` e pari ad uno e
questo porta a ”lisciare” il territorio anche per D = 0, invece nel modello di
OCN eterogenea (per il quale non si confonde pi` u il ﬂusso con l’area cumulata)
` e realisticamente possibile che vi siano pixel con ﬂusso nullo, pertanto in essi
e con D = 0 si ha il cosiddetto pinning ossia zone non erose ”appuntite”.
Nell’equazione (2.13) manca anche il termine η(t,x) il quale rappresenta il
rumore, con media zero, dovuto agli eﬀetti combinati endogeni (elevazione del
terreno) ed esogeni (degradazione atmosferica), che nello stato stazionario, la
cui soluzione ` e l’OCN, sono in esatto bilancio.
La grandezza U ` e una forzante geologica, ad esempio l’innalzamento tet-
tonico.
La soluzione stazionaria dell’equazione (2.13), quindi ricavata ponendo ˙ z =
0 e assumendo J(t,x) ∼ J(x), ` e
|~ ∇z| ∝ J−1/2, (2.14)
la quale implica la (2.12) con γ = 1/2, quindi |~ ∇z| ∝ a−1/2 se J ∝ a.27
La relazione pendenza-portata rappresenta un fatto ben noto empirica-
mente in idrologia e una consistente parte della ricerca in geomorfologia, vede
nella (2.14) la migliore descrizione dei processi di transizione versante-canale.
Pi` u generalmente la (2.12) la si trova scritta nella forma
|~ ∇z| ∝ a−m/n (2.15)
per la quale, con pendenza medio-piccola, e nell’ipotesi J ∼ a, gli esponenti
sono, m = 1 e n = 2;
Tuttavia pi` u generalmente le portate che incidono il territorio, soddisfano
alla relazione
J ∝ am0, (2.16)
con m0 < 1, fatto spesso associato con il periodo di ritorno della ”bankfull
discharge” (la portata pi` u eﬃcace, vedi [Leopold et al., 1964]), tipicamente
variabile da uno a due anni.
La relazione empirica pendenza-portata si discosta quindi da quella con
esponente 1/2, questo potrebbe essere un segno degli eﬀetti della variazione
del clima, ma manca ancora un’approfondita ricerca in merito. Il modello delle
OCNs eterogenee potrebbe proprio servire a questo.
In deﬁnitiva, ogni conﬁgurazione che minimizza l’energia totale dissipata,
soddisfacendo alle regole dinamiche imposte (presenti nel’algoritmo di Metropo-
lis), corrisponde, attraverso la relazione pendenza-portata, a un campo di ele-
vazioni che ` e una soluzione stazionaria dell’equazione di base di evoluzione del
territorio [Banavar et al., 2001].
Il problema non ` e triviale: ogni soluzione stazionaria della (2.13) deve
localmente soddisfare la relazione (2.14) in ogni punto.
L’energia da minimizzare, per ogni conﬁgurazione s, ` e
E(s) =
X
i
a
γ
i (2.17)28
scrivibile anche come E(s) =
X
i
kiJi∆zi, con ki che tiene conto delle etero-
geneit` a dei suoli, e Ji∆zi come potenza in ogni collegamento i; infatti nel-
l’ipotesi di ki = cost = 1e con ∆zi ∝ J−1/2 (un corollario dell’equazione
(2.14) e (2.13)) si riottiene la (2.17).
Confondendo il ﬂusso con l’area la (2.17) ` e possibile scrivere
E(s) =
X
i
J
γ
i (s) ∼
X
i
a
γ
i (2.18)
dove Ji(s) ` e l’insieme dei ﬂussi deﬁniti nella conﬁgurazione s, associato alla
topograﬁa del territorio z, attraverso il relativo gradiente ∇z.
La relazione portata-pendenza da sola non implica stazionariet` a, perch` e il
ﬂusso pu` o essere, e in generale non ` e, nella direzione della ”discesa pi` u ripida”
(steepest descent) nel territorio ricostruito.
Una conﬁgurazione s` e detta essere di minimo locale del funzionale (2.18), se
una delle conﬁgurazioni s0 vicine ad essa (con un’unico collegamento cambiato)
corrisponde ad una maggiore energia spesa. Il minimo locale ` e quindi stabile
nella dinamica di un singolo cambiamento nei collegamenti; quindi l’insieme
dei collegamenti s ∪ s0 ` e un grafo con un singolo loop.
Un territorio ricostruito da una OCN ` e quindi consistente con il fatto che
il ﬂusso segue la direzione a massima pendenza [Rinaldo et al., 2006].
Le condizioni di minimo locale sono,
(∆E)k→j > 0, (2.19)
la quale implica,
z(j) > z(k). (2.20)
L’implicazione inversa invece non ` e valida, infatti una soluzione stazionaria
dell’equazione (2.13) non ` e necessariamente un minimo locale per E, nella
dinamica del cambiamento possibile di un solo collegamento.
Si riporteranno ora in breve i principi che dimostrano i vantaggi selettivi
degli alberi (intendenso conﬁgurazioni ad albero) nella ﬁsica ﬂuviale.29
Indicando pi` u correttamente con Jb (anzich` e con Jiper ogni pixel-nodo i)
il ﬂusso ad ogni collegamento b, l’iniezione uniforme ` e equivalente all’insieme
di vincoli per ogni nodo x,
(∂J)x =
X
b∈x
Jbθ(b,x) = 1 (2.21)
dove θ(b,x) = ±1 se b ` e orientato verso l’esterno (segno positivo) o verso
interno (segno negativo) del nodo x, rispettivamente.
Ogni minimo locale della funzione
E =
X
b
|Jb|
γ (2.22)
quando 0 < γ < 1, corrisponde a Jb 6= 0 solo sui collegamenti di un’albero
distribuito.
Il punto principale ` e nell’aﬀermazione che le reti corrispondenti ad un mini-
mo locale dell’energia dissipata, sono senza percorsi chiusi e ad albero [Banavar
et al., 2000].
La rete ` e ad albero in seguito ai seguenti vincoli:
• non ` e possibile avere Jb = 0 su tutti i collegamenti b connessi ad un sito,
quindi deve esserci almeno ”un outlet” da ogni sito x (2.23);
• un sito (o pi` u siti) deve essere dichiarato come outlet globale (2.24);
Le strutture senza loops emergono come soluzioni ottime dell’equazione
(2.22), con i vincoli (2.23) e (2.24), ed ` e precisamete il caso delle reti ﬂuviali.
Si propone ora un esempio, rimandando per le dimostrazioni a [Rinaldo et
al., 2006] e agli articoli in esso citati in merito al problema, il quale illustra il
caso di un reticolo quadrato con valori interi dell’area a, per il quale l’energia
dissipata da minimizzare ` e data da,30
E = |a|γ + |a + 1|γ + |1 − a|γ + |2 − a|γ. (2.25)
Figura 2.8 [Rinaldo et al., 2006]: (a) reticolo a quattro collegamenti, con
l’indicazione delle correnti che rispettano la continuit` a ai nodi nei quali vi ` e
un’iniezione pari a ri = 1; (b) gli unici possibili alberi corrispondenti ai casi
a = 0,−1,1,2; (c) dissipazione di energia E(a)dell’equazione (2.25) in relazione
ad a; (d) E(a) vs a per i casi γ = 0.5, 0.75, 1, 2 [Banavar et al., 2002];
Da notare il caso per γ = 2 il quale corrisponde al caso della rete di resistori con
un solo minimo per a = 1/2 [Doyle e Snell, 1989]. La semplice conﬁgurazione
scelta, porta a dire che il numero di loop ` e dato dal numero di collegamenti
meno il numero di nodi escluso l’outlet, quindi nb−nx−1 = nl, che corrisponde
ad un particlare caso del teorema di Eulero.
Le condizioni al contorno e le condizioni iniziali si ` e visto inﬂuenzano lo sta-
to ottimo fattibile [Rigon et al., 1998], e dinamicamente accessibile, a diﬀerenti
gradi a seconda del loro potere di vincolamento.
In generale l’inﬂuenza ` e forte, basti vedere come l’OCN (ma anche una
gsOCN) porti ”la ﬁrma” delle condizioni iniziali e al contorno della rete Eden
dalla quale ha tratto origine (supponiamo ad esempio condizioni al contorno
cilindriche, quindi outlets posizionati casualmente sui lati); per un esempio si
veda la Figura 5.6 al Capitolo 5.
Certo in pi` u l’OCN ha l’aggregazione e l’elongazione dei bacini reali.
Quindi sia la rete ottima con la peggior ”performance” energetica, sia quella
che descrive al meglio i pattern reali, sono pensate come manifestazioni della
ricerca miope della natura nel processo di evoluzione [Rinaldo et al., 2006].31
Si riportano ora molto brevemente alcune implicazioni della teoria delle
OCNs in campo biologico, e a riguardo di altre reti complesse, ottenibili tramite
ottimizzazione, ma derivanti da altri principi di selezione.
Per gli ulteriori chiarimenti si rimanda all’Allegato 1, invece per la trat-
tazione completa a [Rinaldo et al., 2006] e alle relative pubblicazioni in esso
citate.
L’allometria strettamente ` e la scienza che studia i rapporti diﬀerenziali di
crescita delle parti di un organismo vivente nella sua interezza, o di una sua
parte, oppure in relazione ad un processo. In idrologia ` e possibile fare uno stu-
dio analogo considerando i sottobacini come le parti fondamentali costituenti
il bacino stesso. Le analogie del modello delle OCNs con il modello biologico
degli esseri viventi ed il metabolismo, derivano dagli studi di Banavar, Maritan
e Rinaldo [Banavar et al., 1999, 2002, 2003; Maritan et al. 2002].
In particolare l’area cumulata ax assume il ruolo del tasso metabolico del
bacino B, quindi
B ∝ ax ∼
X
j∈nn(x)
aj + 1, (2.26)
mentre l’analogo della massa corporea M ` e la somma delle aree di tutti i siti
y connessi a x,
M ∝
X
y(x)
ay (2.27)
da cui si pu` o ricavare la dibattuta [Dodds et al., 2001] ”quarter power law” che
richiede esclusivamete il carattere diretto della rete, non per forza frattale,
M ∝ Bγ= D+1
D , (2.28)
nella quale D vale due per i bacini ﬂuviali, tre per gli organismi viventi, animali
e vegetali.
Attraverso delle considerazioni inerenti la legge di Hack, da sempre molto
discussa in ambito scientiﬁco [Mandelbrot, 1983], si ricava la relazione tra l’e-
sponete γ (attenzione che non ` e l’esponente della relazione (2.18) e (2.22), ossia
quello pari a ∼ 0.5 nell’espressione dell’energia dissipata) e quello di Hack h,32
γ = 1 + h (2.29)
Le OCNs e i bacini reali hanno γ nell’intervallo [1.50,1.59], le hotOCNs por-
tano a γ = 1.68, la rete di Scheidegger a γ = 1.67, il bacino di Peano a
γ = 1.5.
La propiet` a allometrica ` e quindi distintiva della struttura della rete (an-
che se eseguendo un test allometrico d’insieme, vedi Figura 2.9 dx, si ricava
γ = 1.5), diﬀerentemente dalle misure topologiche le quali sono necessarie,
piuttosto che suﬃcienti, quando si comparano due reti (ad es. si ricorda come
i rapporti di Horton e la matrice di Tokunaga del bacino di Peano, risultino
indistinguibili da quelli delle OCNs).
Figura 2.9: a sx, allometria delle reti (allometria ”intraspecie” perch` e ogni bacino ` e
relazionato con i propri sottobacini) per quattro diversi bacini (i dati sono stati
shiftati), si noti l’analogia con i graﬁci allometrici che relazionano la massa
corporea M con il metabolismo B attraverso la legge M ∝ Bγ; a dx, allometria
d’insieme (o allometria ”interspecie”) di una rete di Scheidegger, il bacino reale
Dry Tug Fork (California), una OCN e la corripondente hotOCN, e il bacino di
Peano; si nota la variazione limitata dalla retta di interpolazione con pendenza
γ = 1 + h = 3/2(γ = 4/3 nelle piante e negli organismi viventi), con h l’esponente
di Hack [Maritan et al., 2002]
La concavit` a dell’energia dissipata E nel caso dei bacini ﬂuviali, ` e dettata
direttamente dalla ﬁsica del problema di evoluzione del territorio.33
Esistono altre reti ottime in natura, es. ecologiche, ma anche reti artiﬁ-
ciali come Internet, le quali hanno possono presentare la funzione E convessa,
manifestano loops a tutte le scale, ed in genere non sono ad albero.
Si citano le reti casuali le quali favoriscono la connettivit` a e le reti a scala
libera le quali favoriscono la direttivit` a; entrambe quindi nascono da pressioni
selettive, contrapposte, e diverse da quelle delle OCNs.
L’entropia che caratterizza tale reti, ` e calcolata attraverso una relazione
avente la stessa forma di quella che fornisce l’entropia delle reti ﬂuviali nel
processo di ottimizzazione (vedi (5.8) Capitolo 5); tuttavia tale entropia non
` e funzione di T, perhc` e tutte queste reti sono ottime.
La variabile indipendente ` e λ, parametro che tiene conto della densit` a di
rete e della sua direttivit` a (si veda [Colizza, 2004]), quindi
H(λ) = −
n−1 X
k=1
PkplnPkp, (2.30)
con Pkp la frazione di nodi aventi grado kp (si veda pi` u avanti cosa si pu` o
intendere per grado di un nodo).
Figura 2.10 [Colaiori, 2004]: grado di entropia H(λ), mediato su 50 repliche, di reti
ottime; A: rete ”exponential-like”, B: rete con una distribuzione dei gradi k a legge
di potenza trocata, B’: rete intermedia tra B e C, C: rete a stella; si vede come per
H(λ) maggiore si abbia un carattere maggiormente random della rete.34
L’energia Eda minimizzare, attraverso il medesimo algoritmo di Metropolis
utilizzato per le OCNs, ` e riformulata in quanto tiene conto di distanze pesate
(si ha quindi un grafo pesato o weighted graph).
Si considerano come distanze non solo i percorsi pi` u brevi tra due nodi, ma
anche i gradi kp dei nodi p incontrati lungo tali percorsi, ad esempio il numero
di nodi a cui il generico nodo p` e connesso.
Quindi la funzione da minimizzare ` e
E =
X
i<j
dij (2.31)
dove ie j sono due generici nodi del sistema e la distanza pesata ` e cos` ı deﬁnita,
dij = minP
X
p∈P:i→j
k
α
p. (2.32)
Nel particolare caso di rete ad albero e senza loops il percorso P ` e unico, quindi
dij =
X
p∈P:i→j
k
α
p.
Il parametro α stabilisce la convessit` a o concavit` a della funzione E, e ripro-
duce il conﬂitto tra due obiettivi opposti e in competizione tra loro: per α → 0
si tende alla pi` u alta connettivit` a del sistema a prescindere dal ”traﬃco” gen-
erato (grafo capitalista), dall’altro lato si tende alla necessit` a di evitare (o
favorire per α < 0) i problemi derivanti un’alta connettivit` a, ad esempio gli
”imbottigliamenti”.35
Figura 2.11 [Colizza, 2004]: esempi di reti ottime, le quali possono subire delle
transizioni, l ` e il numero di links, n il numero di nodi; a sx, rete random o
scale-free con alcuni nodi altamente connessi ad altri periferici e relativamente non
connessi, con α = 0.4, l/n = 1.05, n = 100; a dx, rete in cui quasi tutti i nodi
hanno lo stesso grado kp = hkpi che favorisce la direttivit` a, e con
α = 2, l/n = 1.05, n = 100.
Sono state utilizzate tecniche di clustering e dei gruppi di rinormalizzazione
per investigare le transizioni di fase di queste reti, qui per` o si citano solamente.
L’idea ﬁnale ` e l’esistenza di un qualche principio di selezione delle forme
delle reti che si hanno in natura, poich` e esse spesso consistono in patterns
auto-ripetenti a tutte le scale [Song et al., 2005]. Le reti ﬂuviali, dal delta alla
zona di produzione della portata, possono essere quindi spiegate attraverso la
combinazione di meccanismi dinamici e la selezione naturale [Rinaldo et al.,
2006].
Una caretteristica importante delle OCNs ` e quella di essere originate da un
campo di elevazione, tale che localmente la relazione pendenza-portata vale in
ogni punto, e l’insieme delle direzioni di drenaggio corrispondono a una data
rete senza loops.
Ogni albero distribuito e senza percorsi chiusi, infatti, testimonia un mini-
mo locale dell’energia totale dissipata.36
3
Studio analitico e numerico delle Reti Ottime.
3.1 Sommario.
E’ stato analizzato il modello OCN per le reti ﬂuviali sia analiticamente
sia numericamente. In un modello a reticolo (lattice model) ` e stato introdotto
un funzionale descrivente la dissipazione di energia ed ` e stato minimizzato per
trovare la conﬁgurazione ottimale della rete.
Il carattere frattale delle reti ﬂuviali si riﬂette nel comportamento a legge
di potenza di varie quantit` a caratteristiche della morfologia del bacino.
Nell’ipotesi di leggi di scala dimensionalmente ﬁnite (ﬁnite size scaling) gli
esponenti descriventi il comportamento a legge di potenza sono stati calcolati
esattamente [Colaiori et al., 1997] e mostrano aderenza al comportamento ”di
campo medio”, ad eccezione di due valori limitanti del parametro caratteriz-
zante la dissipazione di energia per il quale il sistema appartiene a diﬀerenti
classi di universalit` a.
Due versioni modiﬁcate del modello OCN, incorporanti un ”disordine smorza-
to” (quenched disorder) sono state considerate:
- il primo simulante le eterogeneit` a nelle propiet` a locali del suolo;
- il secondo considerante gli eﬀetti di pioggia non uniforme nel bacino.
Nella regione di comportamento a campo medio il modello si ` e dimostrato
robusto ad sntrambe le fonti di perturbazione.
Nei due casi limitanti la precipitazione random ` e ancora irrilevante quando
l’eterogeneit` a nelle propiet` a dei suoli porta a nuove classi di universalit` a.37
Vengono ora riportati i risultati di analisi numeriche sul modello che con-
fermano e complementano le analisi teoriche del minimo globale.
Le statistiche sul minimo locale sembrano rispecchiare fortemente i dati
osservazionali dei ﬁumi reali.
3.2 Deﬁnizione e derivazione delle leggi di scala.
Un bacino ﬂuviale ` e descritto come un campo scalare delle elevazioni.
Le direzioni di drenaggio sono identiﬁcate dalla discesa pi` u ripida (steepest
descent), ossia dal maggiore locale decremento del campo di elevazione.
L’estrazione dei bacini ﬂuviali viene fatta attraverso le Digital Terrain Maps
(DTMs) con tecniche che permettono di valutare la rete di drenaggio analiz-
zando ogni pixel (es. valutandone la curvatura) del campo di elevazione in
analisi; un DTM, ma anche una Digital Elevation Map (DEM), consiste infatti
in una matrice delle altitudini di porzioni di territorio, tipicamente quadrate
di lato variabile da 10 a 30 metri, rilevate da satellite geostazionario. Ogni
porzione ` e quindi rappresentata da un pixel al cui baricentro viene attribuita
la quota media del territorio che sottende.
[Bras et al., 2005; Rinaldo et al., 1999a-b-c; Helmlinger et al., 1993]
Le direzioni di drenaggio vengono individuate con due possibili metodi, il
primo detto ”delle otto direzioni di drenaggio”, il secondo pi` u recente ”delle
inﬁnite direzioni di drenaggio” (vedi http://hydrology.neng.usu.edu/taudem/).
p
Le reti idrograﬁche si assomigliano in senso statistico (es. le leggi di Horton man-
ifestano questa similarit` a) per` o senza un riferimento esterno ` e impossibile distinguere
le dimensioni reali di ci` o che si sta osservando.
Poich` e i bacini ﬂuviali sono autosimili sino alla scala dei versanti tutte le misure
che riguardano le reti di canali, e in particolare le pendenze e le aree contribuenti,
andrebbero riferite a tale scala fondamentale.
Il coarse graining (indicato spesso con l’acronimo CG) rappresenta l’insieme
delle operazioni, descrivibili anche analiticamente in modo rigoroso, che si compiono
quando si passa da una scala di osservazione pi` u dettagliata a una pi` u grossolana.
Si introducono le seguenti grandezze, N =
A
l2, a = l2, e Ai = Nia, dove N` e il
numero totale di pixels che compongono il bacino B, A = L · L` e l’area totale del38
bacino, a ` e l’area relativa a ciascun pixel di lunghezza unitaria l, e Ai ` e l’area cumu-
lata relativa al pixel i-esimo. Tutte queste quantit` a sono pensate riferite alla scala
fondamentale Λ. Il coarse graining consiste nel creare nuovi pixels raggruppando
quelli originari e mantenendo l’area del bacino Ainalterata; i nuovi pixel generati
hanno lato pari a λldove λ ` e l’indice di coarse graining e rappresenta il numero di
pixels raggruppati per unit` a di lunghezza.
Il nuovo ”regolo” di base delle aree ` e quindi a(λ) = λ2a = λ2l2 e il nuovo numero
totale di pixels ` e N(λ) = N/(λ2l2).
Il valore medio di elevazione del nuovo pixel di lato λl, ` e calcolato come l’ele-
vazione media dei λ2 pixels costituenti di lato l, e la nuova rete di drenaggio ` e ricavata
secondo le linee di massima pendenza dal nuovo campo di elevazioni aggregato.
La densit` a di drenaggio Hortoniana, deﬁnita come D =
LT
A
con LT la lunghezza
totale della rete drenante ed A l’area totale del bacino, eﬀettuando il CG diminuisce.39
Figura 3.1 [Passalacqua et al., 2006]: (a), (b), (c), estrazione di reti con40
A = L × L = 256 × 256 da campi di elevazione in stato stazionario, diversi per
risoluzione di griglia, ed ottenuti dall’equazione sempliﬁcata di ”landscape
evolution” del modello KPZ con crescita costante; al diminuire della risoluzione
(per L = cost) l’indice di coarse graining λ aumenta, pertanto diminuisce la
precisione nella soluzione numerica delle simulazioni idro-geomorfologiche; la rete
(a) ha risoluzione 256 × 256 ossia λ = 1, la rete (b) ha risoluzione 128 × 128 quindi
λ = 2, la rete (c) ha risoluzione 64 × 64 quindi λ = 4.
L’operazione di coarse graining inoltre preserva l’elevazione media se viene eseguito
il pits eating (o pits ﬁlling), ossia la correzione della quota dei pixel circondati da
altri a maggiore elevazione, che altrimenti comporterebbe una individuazione delle
direzioni di drenaggio errata.
La trasformazione dovuta al coarse graining dello stato di un dato sistema ` e
chiamata in ﬁsica rinormalizzazione, e l’obiettivo del cos` ı chiamato gruppo di rinor-
malizzazione, ` e studiare quantitativamente il cambiamento che una quantit` a ﬁsica
manifesta, quando le osservazioni sono compiute a diﬀerenti gradi di coarse graining.
I frattali e le procedure di rinormalizzazione sono intimamente connessi; infatti
un frattale pu` o essere deﬁnito come un oggetto che ` e invariante alla trasformazione
di un gruppo di rinormalizzazione [Takayasu, 1990].
Il metodo del gruppo di rinormalizzazione usa quindi esplicitamente le propiet` a
di invarianza di scala, ed ` e risultato in passato la chiave di molti fondamentali
sviluppi in ﬁsica, geoﬁsica compresa, ad esempio si veda [Turcotte, 1992] nello studio
del ﬂusso nei mezzi porosi.
Non bisogna ricorrere nell’errore di confondere il coarse graining con l’estrazione
automatica di un bacino ﬁssando valori di soglia sull’area cumulata via via crescenti.
Le due operazioni sono nettamente diﬀerenti, sia a livello teorico sia a livello pratico.
Stabilire una soglia A∗sull’area cumulata (` e uno dei possibili metodi di estrazione
della rete) signiﬁca infatti considerare come pixel-canale esclusivamente quei pixels
con Ai > A∗, non vengono quindi creati nuovi pixels e ricalcolata la rete su di essi.
In sostanza spostare la soglia ` e equivalente ad ingrandire o rimpicciolire un’im-
magine, quindi vedere pi` u o meno dettagli.
Si ricordano altri due possibili tecniche di estrazione delle reti idrograﬁche,
quali il metodo sulla pendenza e sull’area cumulata ed il metodo della soglia sul-
l’area cumulata delle celle concave, entrambi implementati nel programma TauDEM
[Tarboton et al., http://hydrology.neng.usu.edu/taudem/].
Il metodo della soglia sull’area cumulata e quello della soglia sull’area cumulata
delle celle concave, forniscono sostanzialmente lo stesso risultato, mentre il metodo41
della pendenza e dell’area cumulata diﬀerisce apprezzabilmente dai primi a parit` a
di numero di sottobacini estratti.
(a)
(b)42
(c)
Figura 3.2: (a) (b) (c) estrazione bacino del Taloro con il metodo della soglia
sull’area cumulata (Contributing Area Threshol Method) utilizzando il programma
TauDEM [Tarboton, 2005] per A∗ = 700 ⇒ 306sottobacini,
A∗ = 2500 ⇒ 80sottobacini, e A∗ = 5000 ⇒ 43sottobacini rispettivamente;
all’aumentare di Alim il numero di sottobacini diminuisce perch` e si riduce il
numero di pixel-canale con Ai > A∗.
(a)43
(b)
Figura 3.3: (a) bacino del ﬁume Taloro estratto con ”extract-ocn” della Libreria
FluidTurtle, in seguito implementata nella HortonMachine di JGrass [Rigon et al.
2002, 2006a, 2006b; Convertino et al., 2006] con soglia A∗ = 1000, nel quale la
larghezza dei canali ` e posta proporzionale a
√
A; si nota la similarit` a alla rete
estratta di Figura 3.2 (a), la quale ` e relativa ad un valore di soglia A∗ = 700,
quindi presenta pi` u pixel canalizzati; (b) estrazione rete bacino del Taloro con
A∗ = 100 ⇒rete piumata; l’assunzione di valori di soglia troppo bassi per tutti i
possibili metodi di estrazione porta al piumaggio della rete con la creazione di
pixel-canale inesistenti, quindi una struttura di drenaggio completamente inesatta,
si preferisce pertanto una rete sempliﬁcata ma aderente alla realt` a.
y
La presenza dei laghi nel modello OCNs non ` e stata considerata, quindi l’acqua
passa per forza da un pixel all’altro, condizione equivalente ad avere tutti i laghi
saturi.
Una rete ﬂuviale pu` o essere rappresentata come un albero orientato dis-
tribuito (oriented spanning tree) in un reticolo bidimensionale di dimensione
e forma arbitraria, nel quale i collegamenti orientati, fuoriuscenti dai nodi,
corrispondono alle direzioni di drenaggio.44
Si considera un albero distribuito con outlet in un angolo su di un reticolo
di dimensione L × L.
Il sito i ` e a monte del sito j se esiste un percorso orientato da i a j.
Associato ad ogni sito c’` e un’iniezione locale di massa ri corrispondente alla
media annuale di pioggia al sito i.
Il ﬂusso Ai, a cui ci si riferisce come area cumulata, pu` o essere deﬁnito come
la somma delle iniezioni su tutti i punti a monte del sito i ed includendolo. La
variabile Ai ` e quindi espressa come:
Ai =
X
j
wi,jAj + ri, (3.1)
dove wi,j ` e 1 se j ` e a monte rispetto il sito i e il pi` u vicino ad esso, altrimenti ` e
0.L’iniezione locale ` e comunemente assunta essere omogenea e identicamente
uguale ad 1.
La distanza upstream relativa a un sito ` e deﬁnita come la lunghezza di un
corso d’acqua ottenuta partendo dal sito scelto e muovendosi ripetutamente
nella direzione a monte verso il pi` u vicino sito con area cumulata Aimaggiore
(l’outlet ` e escluso in quanto ` e un sito a valle), ﬁno a quando viene raggiunta
una sorgente, ad esempio un nodo senza collegamenti [vedi Figura 3.4 (b)].
Se si incontrano due o pi` u nodi con area cumulata uguale, uno ` e scelto a
caso.
Per un dato albero si pu` o considerare la distribuzione di probabilit` a delle
seguenti quantit` a: in un reticolo di dimensione lineare L data chiamiamo
p(a,L) la densit` a di probabilit` a delle aree cumulate a, e π(l,L) la densit` a
di probabilit` a delle distanze upstream l.
Queste rappresentano la frazione di siti con area cumulata ae lunghezza
principale l, rispettivamente.
Si considerano anche le distribuzioni di probabilit` a cumulata di superamen-
to, P(a,L) la probabilit` a di trovare un’area cumulata maggiore di a, Π(l,L)
la probabilit` a di avere un sito con lunghezza principale maggiore di l.
Entrambe queste distribuzioni di probabilit` a, qui deﬁnite nel semplice caso
di un modello a reticolo, furono originariamente introdotte per descrivere i
ﬁumi reali, e sperimentalmente ` e stato trovato che scalano come leggi a potenza
portando alla congettura di ﬁnite-size scaling, ossia leggi di potenza valide per
sitemi a taglia ﬁne (vedi Allegato 1).
Le relazioni analitiche sono le seguenti:45
p(a,L) = a−τf

a
aC

, (3.2)
π(l,L) = l−ψg

l
lC

, (3.3)
dove f(x)e g(x) sono funzioni di scala o funzioni di omogeneit` a che tengono
conto degli eﬀetti di scala ﬁnita, mentre aCe lC sono l’area e la lunghezza
caratteristica del bacino, rispettivamente.
(a)
(b)46
Figura 3.4: (a) bacino del ﬁume Taloro chiuso a Gavoi, Sardegna centro orientale,
Italia, estratto da un DTM (pixel 20 · 20m2) tramite TauDEM e JGrass con il
metodo sull’area cumulata, Alim = 700 ⇒ 306sottobacini; (b) modello di bacino a
reticolo (lattice) di dimensione L = 5, in cui in ogni sito i il valore dell’area
cumulata Ai ` e visualizzato, e la linea pi` u scura rappresenta il corso d’acqua
principale.
Le funzioni f(x) e g(x) postulate hanno le seguenti propriet` a: quando x → ∞
vanno a zero velocemente a suﬃcienza per assicurare la normalizzazione, quan-
do x → 0 tendono a una costante in modo da fornire un semplice comporta-
mento a legge di potenza (scale-free behaviour) delle distribuzioni di probabilit` a
nel limite di un’ampia dimensione.
Questo implica anche che τ e ψ siano maggiori di uno.
L’area e la lunghezza caratteristica si postula che scalino come
aC ∼ Lϕ, (3.4)
lC ∼ Ldl (3.5)
dove con L intendiamo per comodit` a L|| da qui in avanti.
Nei bacini reali le anisotropie sono sempre presenti dovute alla pendenza
media non nulla del territorio e alla presenza di gravit` a.
La relazione tra le due lunghezze caratteristiche del bacino, longitudinale
e trasversale, misurate lungo i due principali assi di inerzia, ` e
L⊥ = LH, (3.6)
da cui l’area del bacino scala come A = LL⊥ = L1+H, quindi aC ∼ L1+H →
ϕ = 1 + H; H ` e noto come l’esponente di Hurst e soddisfa alla diseguaglianza
0 ≤ H ≤ 1.
In [Colaiori et al., 1997] ` e stato considerato un bacino quadrato, ma questo
non fa venire meno le relazioni sopra riportate dato che esse valgono anche per
i sottobacini.
L’esponente dl caratterizzante la lunghezza caratteristica lCupstream, pu` o
essere assunto come la dimensione frattale di un rivolo del bacino (per reti
ﬂuviali frattali ⇔ autosimilari, ogni torrente che diparte da un sito e arriva47
all’outlet ` e un frattale con la stessa dimensione frattale), ed ` e tale che 1 ≤ dl ≤
1+H. I conﬁni del bacino corrispondono a linee dritte e coprono ogni spazio.
Per bacini auto-aﬃni cos` ı come sono la maggior parte di quelli reali (si parla
alle volte equivalentemente di bacini ”elongati”, vedi []) ci si aspetta dl = 1 e
H < 1, mentre, quando H = 1 e dl > 1 si ` e nel caso di bacini auto-similari.
Figura 3.5: a sx il bacino auto-aﬃne del ﬁume Johns, Kentucky, USA; a dx il
bacino auto-similare del ﬁume Fella, Friuli V.G., Italia; citiamo inoltre il bacino
frattale per eccellenza, quello di Peano, realizzato da un processo moltiplicativo
binomiale che porta alla multifrattalit` a.
Le funzioni di probabilit` a cumulata di a e l sono analogamente scritte in forma
di prodotto tra una legge di potenza e una legge di scala, ossia
P(a,L) = a1−τF
 
a
L1+H

, (3.7)
Π(l,L) = l1−ψG
 
l
Ldl

, (3.8)
le quali seguono dall’equazione (2) e (3) con
F(x) = xτ−1
Z +∞
x
dyy
−τf(y), (3.9)48
G(x) = xψ−1
Z +∞
x
dyy
−ψg(y), (3.10)
dove le somme sulla variabile y sono state sostituite dagli integrali nel limite
di L grande.
Dalle deﬁnizioni sopra riportate e le propiet` a di f, segue semplicemente che
hani ∼ L(1+H)(n−τ+1), (3.11)
per qualsiasi n > τ −1, mentre hani ∼ cost se n < τ −1; da notare che sia asia
l hanno un cutoﬀ inferiore che ` e uno. L’ equazione (11), valutata per n = 1,
d` a per l’area media,
hai ∼ L(1+H)(2−τ). (3.12)
L’area media cumulata hai pu` o essere facilmente dimostrato risultare uguale
alla distanza da un sito arbitrario all’outlet, mediata su tutti i siti. In eﬀetti
nella somma su tutte le distanze downstream (da monte verso valle, ossia con
i rivoli da ogni sito all’otlet), il numero di volte che ogni collegamento appare
per unit` a di lunghezza, uguaglia esattamente l’area cumulata del sito associato.
Quindi sommando su tutte le Ai ` e equivalente a sommare su tutte le lunghezze
downstream, si pu` o pertanto scrivere
hai = hldownstreami, (3.13)
dove hldownstreami pu` o essere valutato sostituendo nella somma che fornisce il
momento primo, la distanza di ogni punto dall’outlet misurata lungo il canale,
con la corrispondente distanza Euclidea d(x) alla potenza dl.
hldownstreami =
1
L2
X
x
ldownstream(x) =
1
L2
X
x
d(x)
dl ∼ L
dl (3.14)49
Questo fatto` e generale e le argomentazioni usate non necessitano della conoscen-
za della distribuzione delle distanze downstream. Questa distribuzione pu` o,
tuttavia, essere esplicitamente derivata almeno nel caso delle reti dirette.
Chiamiamo dirette quelle reti tali che, ogni collegamento orientato ha una
proiezione positiva lungo la diagonale orientata verso l’outlet.
La ragione per introdurre questa classe di reti ` e che i bacini ﬂuviali, spesso
hanno un caratterizzazione a rete quasi-diretta, dovuta al fatto che essi si
evolvono tipicamente su una porzione di terriorio in pendenza che d` a una
direzione di ﬂusso preferenziale. Inoltre le reti ad albero dirette sono molto
pi` u semplici da trattare analiticamente rispetto quelle non dirette.
Per tali ”alberi” si consideri l’insieme delle 2Ldiagonali, ortogonali a quella
passante per l’outlet, i cui punti ad esse appartenenti hanno la stessa lunghezza
downstream. Cos` ı il numero di punti Nl a una data distanza ldall’outlet pu` o
essere semplicemente espressa come
Nl = {
l + 1,l = 1,...L
2L + 1 − l,l = L + 1,...2L.
(3.15)
La densit` a di probabilit` a per le lunghezze downstream ` e quindi una legge a
potenza con esponente −1, e una funzione di scala di argomento l/L:
πdownstream(l,L) = l
−1fdownstream(
l
L
) (3.16)
con
fdownstream(x) = min(x
2,2x − x
2) e 0 ≤ x ≤ 2. (3.17)
Il momento primo di tale distribuzione fornisce nuovamente l’equazione (3.14)
con dl = 1, il quale ` e il risultato atteso per la dimensione frattale di un albero
diretto. Questo risultato assieme all’equazione (3.14), suggerisce che verso
valle, la distribuzione delle lunghezze possa avere la seguente forma a legge di
scala50
πdownstream(l,L) = l
−1fdownstream(
l
Ldl) (3.18)
per il caso generale.
Le equazioni (3.13) e (3.14) portano alla seguente espressione per l’area
cumulata media
hai ∼ Ldl. (3.19)
Dalle equazioni (12) e (19) si ha inoltre la relazione di scala
1 + H =
dl
(2 − τ)
. (3.20)
Ricordiamo una ben conosciuta legge idrologica, la legge di Hack [Hack, 1957],
che relaziona la lunghezza del pi` u lungo canale lall’area drenata a del bacino,
ossia
l ∼ ah. (3.21)
Il valore accettato di h ` e h = 0.57 ± 0.06[Gray, 1961, Langbein, 1967, Muller,
1973], la cui diﬀerenza dal valore Euclideo 0.5 porta alla prima supposizione
della natura frattale dei ﬁumi [Mandelbrot, 1983].
Dalle equazioni (3.4) e (3.5) segue che
h =
dl
1 + H
. (3.22)
Assieme con π e p si pu` o deﬁnire la probabilit` a condizionata ˜ π(l|a) di trovare
il corso d’acqua principale (mainstream) di lunghezza l, in un bacino con area
cumulata a. Il caso pi` u semplice ` e quando l’equazione (21) rimane ancora
valida e ˜ π(l|a) ` e una funzione molto ”appuntita” di l rispetto ad a, per esempio
se esiste un ben deﬁnito vincolo tra le lunghezze e le aree [Maritan et al., 1996]
come51
˜ π(l|a) = δ(l − ah), (3.23)
o pi` u genericamente [Rigon et al., 1996]
˜ π(l|a) = l
−1˜ g(
l
ah). (3.24)
Per le densit` a di probabilit` a π, p, e ˜ π, la seguente equazione di consistenza
deve tenere
π(l,L) =
Z L(1+H)
1
da˜ π(l|a)p(a,L) (3.25)
la quale fornisce, nel limite di Lgrande a suﬃcienza,
(ψ − 1)dl = (τ − 1)(1 + H) (3.26)
relazionando li esponenti della distribuzione delle lunghezze e della distribuzione
delle aree cumulate.
Le relazioni di scala (3.20) e (3.26) possono essere espresse in una forma pi` u
semplice, osservando che sia τ sia ψ dipendono da dl e Hsolo nella combinazione
dl/(1 + H) = h, dove h ` e il parametro che appare nella legge di Hack (3.21).
Quindi,
τ = 2 − h, (3.27)
e
ψ =
1
h
. (3.28)
Gli esponenti caratterizzanti le distribuzioni delle aree cumulate e delle lunghezze
upstream (da valle a monte), sono dunque relazionati dalla semplice espressione52
τ = 2 −
1
ψ
. (3.29)
Per bacini auto-aﬃni si ha
H < 1, dl = 1, (3.30)
e tutti li esponenti possono essere espressi in termini dell’esponente di Hurst
H, ottenendo
τ =
1 + 2H
1 + H
(3.31)
e
ψ = 1 + H, (3.32)
mentre nel caso di bacini auto-simili si ha
H = 1, dl > 1, (3.33)
ed esprimendo li esponenti in funzione della dimensione frattale dei rivoli dl,
si ha
τ = 2 −
dl
2
, (3.34)
e
ψ =
2
dl
(3.35)53
Da notare che in entambi i casi si ha τ ≤
3
2
, similmente ` e h ≥
1
2
. L’eguaglianza
dei due casi invece si ha solo quando H = dl = 1, la quale corrisponde alla
situazione di campo medio.
In conclusione si riportano delle tabelle rissuntive, la prima con i risultati
numerici ottenuti analizzando svariate OCNs e bacini reali, la seconda con un
riepilogo delle relazioni tra gli esponenti di scala nel caso di autoaﬃnit` a e in
quello di autosimilarit` a.
Tabella 3.1: tabella riassuntiva delle analisi delle precedenti ricerche [es. Maritan
et al., 1996]; si ` e riportata l’originaria notazione di alcuni esponeti, che alle volte
capita di incontrare, nello speciﬁco ΦL = dl, φ = 1 + H = dl/h, e ξ = ψ
Tabella 3.2: tabella rissuntiva degli esponenti di scala pi` u signiﬁcativi (attenzione
che l’esponente ψ delle lunghezze upstream ` e indicato con γ, come alcune volte si
trova nelle pubblicazioni, es. in [Caldarelli, 1996]); gli esponenti sono tutti in
funzione di dl nel caso dei bacini frattali, invece in funzione di H nel caso di bacini
autoaﬃni.
Un recente modello a reticolo formulato [Rodriguez-Iturbe et al., 1992 a-b, Ri-
naldo et al., 1992], basato su un principio di minimizzazione sembra riprodurre
piuttosto bene le caratteristiche principali delle reti ﬂuviali.54
Le giuste conﬁgurazioni, di cui si ` e gi` a parlato e chiamate Optimal Channel
Networks (OCNs), sono ottenute dalla minimizzazione di una energia dissipata,
scritta come
E =
X
i
ki4z(i)Qi (3.36)
dove Qi` e il ﬂusso (la portata media annua) nel collegamento uscente dal sito
i, 4z(i) ` e il salto di elevazione lungo la direzione di drenaggio, e kicaratterizza
le locali propiet` a del terreno come l’erodibilit` a.
Quest’ultimo parametro sar` a preso pari ad un nel caso di reti ﬂuviali
”omogenee”.
Dato un campo di elevazioni, le direzioni di drenaggio sono usualmente
identiﬁcate dalla ”discesa pi` u ripida”, ossia dal maggiore gradiente ∇z(i) verso
valle del campo scalare z(i).
Questo porta ad ottenere un’altra espressione per l’energia dissipata ag-
giungendo le seguenti ipotesi:
(i) nel caso di pioggia uniforme nello spazio e nel tempo, quindi con
Qi ∼ Ai, (3.37)
(ii) le osservazioni sperimentali sui ﬁumi suggeriscono la relazione empirica tra
la portata ed il salto di elevazione,
4z(i) ∼ Q
γ−1
i (3.38)
con un valore numerico attorno a 0.5 per γ.
Cos` ı si ottiene, a parte la costante moltiplicativa, l’espressione alternativa
all’equazione (3.36), la relazione
E =
X
i
kiA
γ
i , (3.39)55
la quale ` e stata proposta da Rinaldo e da suoi collaboratori [Rodriguez-Iturbe
et al., 1992 a-b, Rinaldo et al., 1992], e che verr` a analizzata ulteriormente in
seguito.
3.3 Un frattale esattamente autosimile: il bacino di
Peano.
Il bacino di Peano ` e un frattale deterministico ”a riempimento dei spazio”
(space-ﬁlling) sul quale possono essere condotti calcoli esatti [Flammini et al.,
1996].
Ha una struttura ad albero distribuito non troppo dissimile da quella
dei bacini reali. Le leggi di scala per tale bacino possono essere ottenute
esattamente e l’energia dissipata (337) pu` o essere stimata.
La stima dell’energia spesa nel bacino di Peano fornisce un limite superiore
per l’energia minima dissipata da una OCN, e sar` a un’ingrediente cruciale per
i calcoli che seguiranno.
La regola per ottenere il bacino di Peano ` e molto semplice e non verr` a
trattata nel dettaglio, cos` ı come saranno solo riportati i risultati principali,
senza dimostrali esplicitamente, delle distribuzioni delle aree e delle lunghezze.
(a)56
(b)
(c)
Figura 3.6: (a) bacino di Peano a iterazioni T successive, ad ogni stepT + 1
vengono generati 4 nuovi collegamenti (bonds), due risultanti dalla suddivisione a
met` a del collegamento al passo T e preservando la sua orientazione, gli altri due
aventi come comune estremo il punto a met` a del bond allo step T e orientati verso
di esso, il valore nodale ` e l’area cumulata Ai che nel caso di pioggia uniforme
coincide con il ﬂusso Ji (ri = 1∀i); (b) evidenza della auto-similarit` a del bacino di
Peano, per ottenerlo al tempo T + 1 tramite procedura ricorsiva, si prende il
bacino al tempo T, si ”taglia” l’outlet e si uniscono quattro copie del nuovo
”sottobacino” elementare ottenuto dalla generazione dei nuovi rami, quindi in (b)
se il bacino a destra ha indice di coarse graining λ = 1, il bacino centrale ha λ = 2,
quello a sinistra λ = 4; (c) bacino di Peano dopo 10 iterazioni del processo
binomiale moltiplicativo, il quale porta all’eponente esatto γ = 1 + h = 1.5, con57
hl’esponente di Hack (vedi Capitolo 2 e [Rinaldo et al., 2006]).
Dopo T iterazioni il frattale ha NT = 4T punti, escluso l’outlet, e pu` o essere
mappato su un reticolo quadrato di dimensione L = 2T, con collegamenti che
connettono il primo e il secondo punto vicino a formare un albero distribuito.
La struttura auto-simile del bacino di Peano suggerisce una ”naturale”
procedura di decimazione, sono stati infatti ricavati gli esponenti τ e ψ delle
leggi di scala tramite il metodo del gruppo di rinormalizzazione [Colaiori et
al., 1997].
La distribuzione di probabilit` a cumulata delle aree P(Ai > an,L = 2T),
assume una espressione molto semplice per an di forma pari a 4 t(si pu` o facil-
mente controllare dall’espansione binaria di an, rappresentante i distinti valori
di Aiche vengono generati iterando la costruzione del bacino di Peano, che
a2t−1 = 4 t), e risulta nello speciﬁco
P(Ai > a = 4t,L = 2T) = a1−τF
 
a
L1+H

(3.40)
avendo la forma (3.7) con
τ = 3/2, H = 1, (3.41)
e
F(x) =
1
3
(1 − x) per 0 < x < 1, (3.42)
e F(x) = 0 quando x > 1.
Similmente scegliendo l di forma l = 2 t e osservando che al passo T i
siti con lunghezza upstream maggiore o uguale a 2 t sono quelli in cui l’area
cumulata supera il valore 4 t, si trova che
Π(l ≥ 2t,L = 2T) = l1−ψG
 
l
Ldl

(3.43)
la quale ` e della forma (8) con58
ψ = 2, dl = 1, (3.44)
e
G(x) =
1
3
(1 − x
2). (3.45)
Se lo sguardo e la sensibilit` a comune non fossero suﬃcienti, sono disponibili
dimostrazioni esatte per il bacino di Peano [Colaiori et al., 1997, Marani et al.,
1991] nel quale le grandezze topologiche incontrano perfettamente quelle dei
bacini reali e delle OCNs, ma non soddisfa i vincoli stringenti di aggregazione
ed elongazione.
3.4 Risultati analitici.
3.4.1 Il caso omogeneo: omogeneit` a dei suoli e pioggia uniforme.
Si ` e proceduto alla analisi delle caratteristiche del minimo globale del
funzionale Eper γ variabile nell’intervallo [0,1] [Colaiori et al., 1997].
Si sono considerati dapprima i casi limitanti per γ = 0e 1.
Se si chiamano li le lunghezze pesate dei canali che connettono il sito i
all’outlet, calcolate assegnando a ogni collegamento il parametro ki, ` e chiaro
dimostrare che
X
i
kiAi =
X
i
li. (3.46)
Ricordiamo la premessa fatta alla relazione (3.13), in eﬀetti denotando con
D(i)[U(i)] l’insieme di punti a monte o a valle rispetto il punto i, e osservando
che A(i) eguaglia il numero di punti nell’insieme U(i) si ha Σili = ΣiΣj∈D(i)kj =
ΣjΣj∈U(i)kj = ΣikiAi.
La minimizzazione della dissipazione dell’energia per γ = 1 quindi, cor-
risponde, alla minimizzazione dei percorsi pesati che connettono ogni sito
all’outlet, indipendentemente uno dall’altro.59
Il caso per γ = 0 invece corrisponde alla minimizzazione della lunghezza
totale pesata dell’albero distribuito, espressa dalla formula
E =
X
i
ki. (3.47)
Nel caso omogeneo il fatto di avere ki = 1∀i porta ad un’elevata degenerazione
sia per γ = 1 sia per γ = 0.
3.4.2 Il caso eterogeneo ”attenuato”.
E’ stato valutato l’eﬀetto di qualche disordine ”smorzato” considerando
due tipi di eterogeneit` a:
(i) collegamenti random tra i nodi reppresentanti le locali propiet` a dei suoli;
(ii) iniezione nodale random modellando la non uniformit` a della precipi-
tazione.
Nel primo caso ` e stato dimostrato che l’energia pu` o essere limitata dal-
l’alto con la corrispondente energia in assenza di disordine. Questo fornisce,
nel limite per L grande, un valore massimo per l’esponente τ, speciﬁcamente
realizzato per γ ∈ (
1
2
,1) [Colaiori et al., 1997].
Nel caso di precipitazione casuale, ` e stato dimostrato che tale tipo di dis-
ordine non comporta cambiamenti nel comportamento di scala dell’energia
dissipata, sempre nel limite di L grande.
Tutti i risultati analitici validi per il caso omogeneo, essendo basati sulla
stima dell’energia nel limite termodinamico, possono essere quindi estesi a tale
ultimo caso e forniscono gli stessi valori degli esponenti delle leggi a potenza.
Si accenna ora alla risoluzione analitica dei due casi presentata in [Colaiori
et al., 1997]
3.4.2.1 ETEROGENEITA’ DEI SUOLI: COLLEGAMENTI RANDOM
NELLA RETE.60
Nel caso di collegamenti random si ` e associato ad ogni collegamento del
reticolo-bacino L×Lcon [2L(L−1) collegamenti], una variabile casuale atten-
uata kb, arbitrariamente distribuita in modo tale che sia hkbi = 1.
Il pedice b spazia su tutti i collegamenti del bacino, e le 2L(L−1) variabili-
collegamento sono scelte indipendenti tra loro ed identicamente distribuite.
Per la trattazione completa si rimanda a [Colaiori et al., 1997], si riporta
invece il caso per γ = 1 il quale ` e stato esattamente risolto [Maritan et al., 1996]
e corrisponde al problema di un polimero diretto in un mezzo non deﬁnito, o
equivalentemente, ad una parete di dominio in un ferromagnete bidimensionale
disordinato.
I valori degli esponenti corrispondenti sono
τ =
4
3
, ψ =
5
3
, H =
2
3
, dl = 1, h =
3
5
.
3.4.2.2 ETEROGENEITA’ DI PIOGGIA: INIEZIONI RANDOM NEI
NODI.
Il disordine pu` o essere introdotto nel sistema in altro modo rispetto il ca-
so precedente, sostituendo all’iniezione costante in ogni sito del reticolo, una
iniezione locale casuale e smorzata, ad esempio una eterogeneit` a spaziale nella
precipitazione ri nell’equazione (1). Per fare questo ` e possibile associare ad
ogni sito i del reticolo una variabile aleatoria ri, inoltre le variabili sono scelte
in modo da essere indipendenti le une dalle altre, identicamente distribuite e
con media hrii = 1.
Si vuole quindi provare ad estendere il risultato delle OCNs a bacini ”-
grandi”, facendo attenzione al signiﬁcato dell’aggettivo ”grandi” nel senso che
bisogna valutare rispetto a quale criterio si eﬀettua tale classiﬁcazione; esistono
infatti bacini di estensione relativamente limitata nei quali a causa dell’oro-
graﬁa del territorio il pattern di precipitazione ` e molto diﬀerente (es. i bacini
di alcuni aﬄuenti del Colorado e di altri ﬁumi tra cui il Sevier nello stato
dello Utah, U.S.A., hanno nella parte alta elevata precipitazione annuale con
ecosistemi alpini, e nella parte meridionale una molto ridotta precipitazione
annuale con ecosistema di tipo desertico).
In genere, nell’Italia settentrionale ed Europa centrale (clima continentale),
i bacini la cui dimensione L|| e/o L⊥` e maggiore della dimensione caratteristica
dell’evento di pioggia, sono quelli di estensione maggiore di 1000÷2000km
2; in61
tal caso ` e necessaria la conoscenza della struttura spaziale e temporale dell’in-
tensit` a di precipitazione j(x,t), la quale generabile tramite modelli stocastici
geostatistici o di kriging.
Figura 3.7 [Marani, 2005]: microscala o scala convettiva di 1 ÷ 5km, mesoscala o
scala ”di temporale” di 1 ÷ 5km, macroscala o scala sinottica > 100km; dalla
microscala alla macroscala j diminuisce e t(j)aumenta secondo il secondo principio
base dell’idrologia.
L’area cumulata deve soddisfare l’equazione (1), ossia richiamandola:
Ai =
X
j
wi,jAj + ri, (3.48)
in modo tale che
Ai =
X
j
λi,jrj, con
λi,j = {
1se i ` e connesso a j attraverso le direzioni di drenaggio ”upstream” o se i=j
0altrimenti.
(3.49)62
Il minimo dell’energia mediata su una precipitazione random sar` a indicata
come Err(γ), e per un dato valore di γ ` e data da:
Err(γ) = hmin
T ∈S
X
i
Ai({rj},T )
γi (3.50)
dove S denota l’insieme di tutti li spanning trees (alberi distribuiti nello spazio)
T e {rj} indica l’intero insieme delle variabili casuali.
Come in (85) T ∗ ` e uno degli alberi per cui il minimo dell’energia ` e realizzato
in assenza di casualit` a nella precipitazione e per un dato valore di γ.
Poi:
Err(γ) = hmin
T ∈S
X
i
Ai({ri},T )
γi ≤ h
X
i
Ai({ri},T
∗(γ))
γi (3.51)
= h
X
i
(
X
j
λi,j(T
∗(γ))rj)
γi ≤
X
i
X
j
λi,j(T
∗(γ))hrji
γ
=
X
i
Ai(T
∗)
γ = E(γ). (3.52)
Quindi:
Err(γ) ≤ E(γ) ∼ min(L
2,L
1+2γ). (3.53)
In questo caso ` e anche possibile limitare l’energia dal basso con una procedura
analoga a quella usata per il caso omogeneo. La trattazione dettagliata ` e
fornita in Appendice.
Cos` ı si pu` o concludere che:
Err(γ) ∼ min(L
2,L
1+2γ), (3.54)
e tutti i risultati analitici del caso omogeneo sono confermati.
3.5 Risultati numerici.63
3.5.1 Minimo Globale.
Sono state realizzate numerose investigazioni numeriche sulle OCNs [Co-
laiori et al., 1997] principalmente lungo due fronti:
• la ricerca del minimo globale con un algoritmo di Metropolis per γ = 1/2;
• le statistiche sul minimo locale per γ = 1/2.
Per minimo locale si intende una conﬁgurazione (un’albero distribuito) della
rete caratterizzata dal fatto che nessun collegamento pu` o essere cambiato senza
un’aumento dell’energia.
Il minimo globale ` e certamente anche un minimo locale, ma nei due casi
sopra enunciati si sono trovate diﬀerenti statistiche, la qual cosa suggerisce una
struttura molto varia della funzione energia.
Nelle simulazioni numeriche ` e stato considerato un reticolo quadrato con
tutti i siti su di un lato come possibili outlet (sezione di chiusura) per la rete,
mentre condizioni al contorno periodiche sono state imposte sulli altri lati.
La scelta di adottare outlets multipli ` e dovuta la fatto di minimizzare gli
eﬀetti di scala ﬁnita (ﬁnite-size eﬀects). La precipitazione ` e pensata uniforme
nel bacino, visto che i risultati analitici del caso eterogeneo con precipitazione
random portano a quelli del caso omogeneo (vedi Sezione 3.4.B.).
Il metodo di ottimizzazione usato ` e stato il simulated annealing, nel quale
un parametro T analogo alla temperatura ` e introdotto e diminuito progressi-
vamente durante la simulazione. Per ogni T il sistema cambia solamente in un
nuovo collegamento, scelto casualmente, tra un nodo e l’altro della rete.
La nuova conﬁgurazione ` e accettata con probabilit` a 1 se ∆E ` e negativo,
ossia se l’energia del sistema diminuisce, e con probabilit` a exp(−∆E/T) altri-
menti; nel secondo caso viene generata una probabilit` a casuale pcompresa nel-
l’intervallo [0,1], poi se exp(−∆E/T) ≤ p la nuova rete ` e adottata, altrimenti
si realizza una nuova conﬁgurazione random.
In breve l’algoritmo adottato da Colaiori e altri consiste nei seguenti passi:64
1. Generazione di una conﬁgurazione random della rete eseguendo, i passi
(2) e (3) successivi, parecchie volte;
2. Cambiamento casuale della conﬁgurazione scegliendo un sito libero, non
ancora appartenente alla rete, da connettere al nodo i in cui ci si trova;
3. Controllo geometrico veriﬁcando l’assenza di percorsi chiusi (loops), nel
qual caso si ritorna al punto (2);
4. Controllo energetico come descritto in precedenza;
5. Diminuzione del parametro T secondo la relazione T(n) = αnT(0), dove
n` e l’n-esimo step, α = 0.986 e T(0) ` e una opportuna costante.
Il processo di annealing viene fermato quando il parametro Traggiunge
valori moto bassi, tipicamente ≈ 10 −4.
La simulazione ` e stata ripetuta variando le condizioni iniziali (L = 128) ed
` e stato visto che tali non inﬂuenzano le quantit` a statistiche.
Le distribuzioni di probabilit` a cumulata delle aree cumulate e delle lughezze
dell’asta principale, mediate su dieci prove sono mostrate nella Figura sot-
tostante, e forniscono τ = 1.50±0.02 e ψ = 2.00±0.02, dove l’errore ` e fornito
dalla radice quadratica media sulle dieci prove.
I risultati sono in perfetto accordo con l’equazione (3.29) e confermano i
risultati analitici ottenuti con γ = 1/2.65
(a)
(b)
Figura 3.8 [Colaiori et al., 1997]: (a) Distribuzione P(A > a)vs a, per un bacino
simulato di dimensione L = 128, con pendenza 1 − τ = −0.50; (b) Distribuzione
Π(l > λ)vs λ con pendenza 1 − ψ = −1.00; le aree cumulate e le lunghezze
upstream sono in unit` a del parametro di reticolo quadrato scelto pari ad 1.
3.5.2 Minimo Locale.66
Le reti ﬂuviali ottimali ”omogenee”, ossia senza grandezze aleatorie nello
spazio e nel tempo, risultano in buon accordo con i dati sperimentali sui ﬁumi
quando si calcolano le statistiche basate sul minimo locale.
Questo suggerisce il concetto di ottimalit` a fattibile [Rinaldo et al., 1996]
secondo cui la natura ` e incapace di raggiungere il vero stato inferiore quando
sistemi complessi sono insiti nei problemi di ottimizzazione.
L’ottimizzazione si arresta non appena si ` e raggiunto un minimo locale e
tale risultato si pensa abbia validit` a generale e possa spiegare alcune forme
frattali naturali.
3.6 Sintesi dei risultati.
Nell’ipotesi di base di leggi di scala ﬁnita (ﬁnite-size scaling) per la dis-
tribuzione delle aree cumulate e delle lunghezze dell’asta principale dei bacini,
` e stato dedotto l’esatto comportamento di scala di una rete di drenaggio ad
albero, per la quale il minimo assoluto dell’energia dissipata si realizza sia nel
caso omogeneo sia in presenza di aleatoriet` a.
Gli esponenti di scala nel caso omogeneo sono risultati quelli del campo
medio e diﬀeriscono da quelli misurati nei corsi d’acqua reali.
I risultati numerici sono stati ottenuti sia per le statistiche sul minimo
globale (confermando le previsioni analitiche) sia per il minimo locale.
Gli esponenti statistici, ossia quelli derivanti da simulazioni, caratterizzanti
il minimo locale diﬀeriscono chiaramente da quelli di campo medio.
Essi sembrano appartenere a una diversa classe di universalit` a e in accordo
ai dati dei ﬁumi reali.
Questo suggerisce che i ﬁumi reali, durante la loro evoluzione, non visitano
tutto lo spazio delle conﬁgurazioni, ma sono presto intrappolati in uno sta-
to metastabile, per esempio quello relativo ad un minimo locale dell’energia
dissipata [Rinaldo et al., 1996].
Nonostante la teoria delle OCNs sia stata estensivamente veriﬁcata sia
nei suoi risultati numerici sia nelle sue conclusioni analitico-teoriche, esistono
alcune opinioni discordanti riguardo certe sue implicazioni, principalmente la
visione dell’evoluzione del territorio come processo di SOC (Self Organized
Criticality) e alcune analisi multifrattali [Sapozhnicov et al., 1996].67
3.7 Risultati di altre ricerche.
In [Tucker et al., 1999] ` e stato sviluppato un modello stocastico, poi seguito
dalla realizzazione del programma CHILD, di modellazione dell’evoluzione dei
bacino di drenaggio ﬂuviali con precipitazione random nello spazio e nel tempo.
Sebbene infatti l’evoluzione del territorio ` e modellata come un processo
continuo, essa ` e guidata da eventi discreti.
La topograﬁa di una montagna, per esempio, ` e formata da una sequenza
quasi random di allagamenti, terremoti, e scivolamenti di pendii, ogni processo
con la sua caratteristica distribuzione di frequenza la quale varia anch’essa nello
spazio e nel tempo al pari della forma della montagna che ne ` e il suo eﬀetto.
Il modello stocastico implementato in CHILD ` e basato sul modello di pre-
cipitazione di Eagleson [Eagleson, 1978] e descrive la distribuzione di proba-
bilit` a dell’intensit` a di pioggia, della sua durata e della sua frequenza.
La domanda principale ` e quindi stata quella di vedere le conseguenze
geomorfologiche della variabilit` a di precipitazione.68
4
Analisi delle OCNs con eterogeneit` a di precip-
itazione.
4.1 Sommario.
Si propongono di seguito i risultati ottenuti nelle simulazioni numeriche
eﬀettuate nel tentativo di rispondere alla principale domanda della tesi, ossia
quando non ` e pi` u possibile confondere l’area cumulata con il ﬂusso cumulato, di
conseguenza a quale, o quali, valori di I/L si ha una deviazione degli espoenti
di scala, in primis l’esponente τ della distribuzione di probabilit` a cumulata
delle aree contribuenti.
Dato il numero considerevole di bacini simulati si riportano in tale capitolo
quelli pi` u signiﬁcativi, e si rimanda agli allegati per la maggior parte degli altri
bacini sintetici analizzati.
La variazione degli esponenti al variare di I/L` e stata analizzata per due
diﬀerenti valori della varianza σ2del campo di precipitazione generato (varianza
relativa alla variabilit` a dalla media mdei singoli valori ri∀pixel i-esimo).
La media della precipitazione ` e stata sempre assunta unitaria ad eccezione
della simulazione del caso ”siccit` a” per il quale si ` e posto m(ri) = 0, analogo
al caso di ricadere per I/L → ∞ nella zona a pioggia mediamente nulla.
L’analisi degli esponenti per I/L come parametro variabile, ` e stata condotta
per due valori di varianza, dapprima σ2 = 0.5, poi σ2 = 1.
Per ogni valore ﬁssato di Isono state eﬀettuate quindici simulazioni su
quindici bacini aventi condizioni iniziali di drenaggio diﬀerenti.
La rete iniziale ` e stata scelta come una rete tipo Eden (vedi allegato per
la spiegazione riguardo la sua generaione) con ﬂusso cumulato Ji calcolato in
base al campo di pioggia random utilizzato.69
E’ possibile partire da condizioni iniziali diverse ma pur sempre random, ad
esempio partire da una hotOCN etrogenea, tuttavia le statistiche delle OCNs
(uniformi e non) ricavate partendo da hotOCN (uniformi e non) diﬀeriscono
da quelle delle OCNs ottenute partendo da reti completamente casuali come
le reti Eden.
I valori di Iscelti sono, I = 1, 10, 15, 20, 30, 40, 50, 80, 100, 130, 150,
abbastanza ben distribuiti da zero a un valore maggiore della size L = 128 del
bacino prevalentemente studiato.
Nella trattazione di questo capitolo si riporta per il caso di pioggia uniforme
una rete L × L = 128 × 128, poi per i casi a pioggia random si riportano le
reti ottenute a partire dalle stesse condizioni iniziali di drenaggio di quella con
ri = cost = 1.
Saranno comunque portate all’evidenza anche altre OCNs signiﬁcative ot-
tenute con campi di pioggia ”casuali”, per le altre si rimanda, come gi` a ri-
cordato, agli allegati.
Le statistiche geomorfologiche di scala delle simulazioni eﬀettuate si riferiscono
sempre a tutto il bacino, quindi per tutti gli L × L pixel, non solamente per
quelli in stato canale.
Lo studio principale ` e stato rivolto alle Optimal Channel Networks eteroge-
nee, tuttavia si sono anche analizzate le hotOCNs, le quali sembrano ripecchiare
le strutture dei delta ﬂuviali [Rodriguez-Iturbe e Rinaldo, 1997], e le ground-
stateOCNs specie per quanto riguarda il processo termodinamico che porta al
loro ottenimento.
Le hotOCNs sono risultate molto meno inﬂuenzate dalla precipitazione
random non attenuata, sia nelle leggi a potenza sia nelle strutture di drenaggio
(es. in termini di densit` a di drenaggio), rispetto le OCNs.
4.2 Riepilogo delle principali leggi di scala dei bacini
ﬂuviali.
Si riportano le principali leggi di scala delle grandezze geomorfologiche dei
bacini ﬂuviali; si ricorda che le Optimal Channel Networks sono reti piatte
ossia il loro concetto deriva dallo studio di come planimetricamente le reti
ﬂuviali si auto-organizzano.70
E’ possibile poi assegnare un campo di elevazioni ad una OCN, anche in-
troducendo concetti di Self Organized Criticality, per studiare l’evoluzione del
territorio ma per questo si rimanda a [Rodriguez-Iturbe e Rinaldo, 1997], o ad
eventuali lavori successivi a questa tesi considerando campi random ”forzati”
di pioggia.
Lo studio fatto pertanto si riferisce a reti piatte.
Si propone la rete L×L = 128 ×128con outlet casuale lungo un lato, con
vista planimetrica, plot delle direzioni di drenaggio, graﬁco di distribuzione
delle aree, e vista tridimensionale ottenuta ponendo la variabile ”elevazione”
z(i) = Ai, quindi il punto pi` u ”profondo” risulta essere l’outlet.
Si noti come le OCNs con outlet lungo un lato abbiano un loro modo molto
particolare di tendere al minimo globale, rispetto quelle con outlet su uno
dei quattro angoli, esibendo delle strutture di drenaggio molto particolari ed
esteticamente belle3.
Figura 4.1: Optimal Channel Network a T = 0.000, di diemensioni
L × L = 128 × 128, ottenuta con Simulated Annealing con sette salti di
3Potrebbe apparire atipico parlare di bellezza in una pubblicazione scientiﬁca, ma la
teoria dei frattali in generale, ed in particolare applicata alle forme naturali si ”scontra”
inevitabilmente anche con la comune osservazione umana, la quale oggettivamente porta a
confermare ”the fractal beauty of landscape” [vedi ad esempio Rodriguez-Iturbe’s course CEE
368, Princeton University; Flake, 1998; Frame, 2000].71
temperatura partendo da T = 10,000, per ognuna delle quali ` e stato ﬁssato un
numero possibile di cambiamenti pari a its = 100,000.
Figura 4.2: direzioni di drenaggio dell’Optimal Channel Network di Figura 4.1
precedente; le direzioni sono determinate assumendo lo schema semplice detto
”delle otto direzioni di drenaggio” implementato sia in JGrass, sia in TauDEM.72
Figura 4.3: density plot delle aree cumulate dell’OCN di Figura 4.1; le aree pi` u
chiare sono quelle con valore maggiore, ossia quelle corrispondenti ai pixel canale,
le aree pi` u scure quelle minori corrispondenti ai pixel versante, l’area massima ` e
quella dell’outlet e pari a 16265. Si nota come l’OCN con ri = cost = 1 abbia una
distribuzione delle aree cumulate molto uniforme nel bacino.73
Figura 4.4: rappresentazione 3D delle aree cumulate nella quale l”’elevazione” zidel
pixel i-esimo ` e stata assunta pari al corrispondente valore dell’area cumulata Ai;
non ` e stato aﬀrontanto lo studio dell’evoluzione del territorio assegnando alla OCN
un campo di elevazioni.
Il primo graﬁco si riferisce alla distribuzione della probabilit` a di superamento
delle aree cumulate, non in forma logaritmica; tale istogramma ha l’anada-
mento tipico delle grandezze che obbediscono ad una legge di potenza, anche
se non ` e condizione necessaria e suﬃciente aﬃnch` e si possa dire con certezza
questo [Newman, 2005].74
Figura 4.5: istogramma della porbabilit` a cumulata di superamento P[A > a] in
funzione di A, non in scala logaritmica; l’andamento ` e tipico delle grandezze ﬁsiche
che obbediscono ad una legge di potenza.75
Figura 4.6: distribuzione a legge di potenza del logaritmo della probabilit` a
cumulata di superamento P[A > a] in funzione di log[A]; l’esponente τ = 1.43
risulta essere l’esponete ottimo τ∗ individuato per le OCNs, quindi per i bacini
reali.
Si riporta ora la legge di scala per le distanze upstream indicate come Lup o
pi` u semplicemente con L, ossia le distanze calcolate per ogni pixel i ricavate
risalendo verso monte dal pixel i-esimo alla sorgente con Ai = 1, seguendo il
percorso-canale verso monte con area cumulata massima per ogni pixel j.
Per il caso con ri random si segue il percorso upstream con ﬂusso cumulato
massimo.
In generale si ` e visto che l’esponente ψ delle lunghezze upstream ha una
variabilit` a maggiore dell’esponente τ, sia per le reti uniformi sia per quelle non
uniformi, infatti per le prime il range di variabilit` a consentito per ψ ` e stato
ﬁssato a ψ∗ ±0.1, per τ a τ∗ ±0.02[Maritan et al., 1996], con ψ∗ e τ∗ i valori
medi delle statistiche sui bacini ﬂuviali.76
Figura 4.7: distribuzione a legge di potenza del logaritmo della probabilit` a
cumulata di superamento P[Lup > lup] in funzione di log[Lup]; l’esponente
ψ = 1.73 (a volte indicato anche come φ) diﬀerisce dall’esponete ottimo ψ∗ = 1.80
delle OCNs, tuttavia lo scostamento dal valore ottimo ` e minore della variabilt` a
massima statisticamente consentita pari a ±0.1.
La distribuzione delle distanze downstream misurate per ogni pixel i, da esso
ﬁno all’outlet, presenta esponente zero; valutando il numero di pixel aventi la
medesima distanza Ldownsi ricava la funzione di ampiezza che ` e deﬁnita dalla
seguente uguaglianza:
N(Ldown) = W(x). (4.1)
La funzione di ampiezza ` e calcolabile su tutti i pixel del bacino (in tal caso
sarebbe pi` u corretto introdurre la cosiddetta funzione di ampiezza riscalata
[D’Odorico et al., 2003], con celerit` a dell’acqua diﬀerente a seconda che essa si
trovi nello stato canale o nello stato versante), oppure solo per i pixel canaliz-
zati, quindi W(x)` e anche funzione della soglia sul ﬂusso cumulato Jth ﬁssata,
che determina la nascita dei pixel canale.77
E’ facile intuire che eseguendo il density plot (graﬁco bidimensionale che
mostra la distribuzione di una grandezza ﬁsica) delle distanze downstream, si
ottiene l’esatto opposto di quello delle distanze upstream, ossia dove Ldown(i)
` e elevato Lup(i)` e piccolo per lo stesso pixel i-esimo, e viceversa.
Vedremo che nello studio condotto W(x)` e stata calcolata su tutto il bacino.
Figura 4.8: distribuzione a legge di potenza del logaritmo della probabilit` a
cumulata di superamento P[Ldown > ldown] in funzione di log[Ldown]; l’esponente
ξ = 0.00 cos` ı come ragionevolmente dev’essere.78
Figura 4.9: legge di potenza della distribuzione di probabilit` a cumulata P[Ω > ω],
di avere un certo numero d’ordine di Horton-Strahler nei canali, in funzione di
log[Ω]; RL = 2.2 ` e il rapporto tra le lunghezze di Horton e rispecchia i valori dei
bacini reali [Tarboton et al., 1998; Rodriguez-Iturbe e Rinaldo, 1997; Strahler, 1952,
1957]. Il density plot dell’importanza di un collegamento (link magnitude) ` e
sostanzialmente uguale a quelle delle aree cumulate.
Il graﬁco sottostante rappresenta la relazione di Hack, la quale pu` o essere anche
modiﬁcata utilizzando al posto delle distanze upstream i diametri L|| [Rigon et
al., 1996], evidentemente fornendo un’esponente h0diﬀerente ha quello di Hack
h.79
Figura 4.10: relazione tra le lunghezze upstream Lup e le aree cumulate Ainota
anche come relazione di Hack; h = 0.63` e l’esponente di Hack la cui variabilit` a
statisticamente consentita dal valore ottimo ` e h = (h∗ = 0.57) ± 0.06[Langbein,
1947]. La diﬀerenza dal valore Euclideo h = 0.5 ` e una prima conferma della
natura frattale dei ﬁumi [Mandelbrot, 1983].
Il graﬁco sottostante che relaziona le distanze upstream Lup con i diametri
L||, fornisce l’esponente dlil quale esprime la tortuosit` a frattale dei canali del
bacino; ` e stato visto che se H = 1, dl > 1 (bacini frattali o autosimili), mentre
per H < 1, dl = 1 (bacini autoaﬃni o elongati) [Colaiori et al., 1997], quindi
maggiore ` e l’elongazione dei bacini minore ` e la frattalit` a del corso d’acqua e
dei suoi aﬄuenti come osservabile facilmente in natura.
I diametri topologici L||(i) sono in realt` a misurati come distanze Manhattan
(vedi ”Taxicab geometry”), al posto delle distanze Euclidee, con le coordinate
x (lungo l’asse d’inerzia longitudinale) e y (lungo l’asse d’inerzia trasversale)
dei punti, genericamente tra il pixel i-esimo e l’outlet.
Risulta quindi L|| = |xi − xo|, e L⊥ = |yi − yo|.80
Figura 4.11: graﬁco della relazione tra lunghezze upstream e diametri indicata
come L ∝ L
dl
|| ; l’esponente dl` e chiaramente legato alla frattalit` a dei canali
costituenti la rete di drenaggio e la sua variabilit` a ` e ﬁssata in dl = d∗
l ± 0.01.81
Figura 4.12: legge a potenza della distribuzione dei diametri in termini di
probabilit` a P[L|| > l||], misurati lungo l’asse d’inerzia longitudinale (nella direzione
di elongazione della rete) da ogni pixel iall’outlet; l’esponente ` e molto simile a
quello della distribuzione delle lunghezze upstream
Esistono ulteriori leggi di scala, relazioni lineari, e misure frattali per i bacini
ﬂuviali, ad esempio la relazione tra il ”link magnitude” e l’area cumulata, lo
scaling delle pendenze contro le aree, la legge di potenza dell’energia dissipata,
l’autosimilarit` a dei contorni dei bacini reali e delle linee di livello, ai quali per` o
si rimanda agli atri capitoli o per approfondimenti ulteriori a [Rodriguez-Iturbe
e Rinaldo, 1997; Rigon, 1994].
4.3 Analisi per campi di precipitazione a covarianza
esponenziale con < ri >= 1 e σ2 = 0.5.
Si propongono le OCNs, aventi le stesse condizioni iniziali di drenaggio
della rete uniforme al paragrafo precedente, ottenute con campi di pioggia a
covarianza esponenziale per I crescente, < ri >= 1, e σ2 = 0.5. Per ognuna
si allega la disribuzione delle aree cumulate con la stima dell’esponente τ.82
Sono state eseguite altre quattordici simulazioni di reti aventi diﬀerenti
condizioni iniziali (anche in termini di outlet), stesse condizioni al contorno e
forzanti (campi di precipitazione), la maggior parte di dimensione 128 × 128,
ma alcune anche 256 × 256, 64 × 64, e 32 × 32.
Ad esse si rimanda agli allegati o al gi` a citato sito (vedi Allegato 3).83
Figura 4.13: campo di pioggia random I = 1, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(I = 1, σ2 = 0.5) = 0.43.8485
Figura 4.14: campo di pioggia random I = 10, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(10, 0.5) = 0.434.86
Figura 4.15: campo di pioggia random I = 15, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(15, 0.5) = 0.446.8788
Figura 4.16: campo di pioggia random I = 20, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(20, 0.5) = 0.422.89
Figura 4.17: campo di pioggia random I = 30, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(30, 0.5) = 0.444.9091
Figura 4.18: campo di pioggia random I = 40, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(40, 0.5) = 0.441.92
Figura 4.19: campo di pioggia random I = 50, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(50, 0.5) = 0.434.9394
Figura 4.20: campo di pioggia random I = 80, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(80, 0.5) = 0.438.95
Figura 4.21: campo di pioggia random I = 100, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(100, 0.5) = 0.429.9697
Figura 4.22: campo di pioggia random I = 130, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(130, 0.5) = 0.440.98
Figura 4.23: campo di pioggia random I = 150, σ2 = 0.5, relativa OCN e scaling
delle aree cumulate con τ(150, 0.5) = 0.432.99
Si propongono ora alcune altre relazioni lineari e con legge a potenza, eﬀettuate
per il caso omogeneo, per la rete eterogenea formata con campo random di
precipitazione a scala di correlazione I = 15.
Lo scaling delle aree ` e gi` a stato proposto precedentemente.
Figura 4.24: distribuzione a legge di potenza del logaritmo della probabilit` a
cumulata di superamento P[Lup > lup] in funzione di log[Lup]; l’esponente
ψ = 1.73 risulta, per questa simulazione di rete con I = 15, uguale a quello della
corrispondente rete uniforme con stesse condizioni iniziali e ri = cost = 1.100
Figura 4.25: relazione tra le lunghezze upstream Lup e le aree cumulate Ainota
anche come relazione di Hack; h = 0.63 risulta essere uguale a quello della
corrispondente rete uniforme.101
Figura 4.26: graﬁco della relazione tra lunghezze upstream e diametri indicata
come L ∝ L
dl
|| ; l’esponente dl risulta 1.1.
Figura 4.27: legge a potenza della distribuzione dei diametri in termini di
probabilit` a P[L|| > l||], l’esponente ` e 0.78, diﬀerente da 0.76 della rete unifrome.
4.4 Analisi per campi di precipitazione a covarianza espo-
nenziale con < ri >= 1 e σ2 = 1.0.
L’analisi per campi di pioggia con covarianza esponenziale e σ2 = 0.5,
` e stata condotta per gli stessi valori della scala di correlazione I adottati
nell’analisi con campi di pioggia a σ2 = 0.5.
Si propongono le relative OCNs, aventi le stesse condizioni iniziali di quelle
ottenute con campi a σ2 = 0.5, quindi della rete uniforme, in piccola scala
accanto alle rispettive leggi di potenza delle aree cumulate.
Sono state eseguite altre quattordici simulazioni di reti aventi diﬀerenti
condizioni iniziali (anche in termini di outlet), stesse condizioni al contorno e102
forzanti (campi di precipitazione), la maggior parte di dimensione 128 × 128,
ma alcune anche 256 × 256, 64 × 64, e 32 × 32.
Ad esse si rimanda agli allegati o al gi` a citato sito (vedi Allegato 3).103
Figura 4.28: campo di pioggia random I = 1, σ2 = 1, scaling delle aree cumulate
con τ(1, 1) = 0.434e OCN in piccolo.
Figura 4.29: campo di pioggia random I = 10, σ2 = 1, scaling delle aree cumulate104
con τ(10, 1) = 0.437e OCN in piccolo.
Figura 4.30: campo di pioggia random I = 15, σ2 = 1, scaling delle aree cumulate
con τ(15, 1) = 0.434e OCN in piccolo.105
Figura 4.31: campo di pioggia random I = 20, σ2 = 1, scaling delle aree cumulate
con τ(20, 1) = 0.442e OCN in piccolo.106
Figura 4.32: campo di pioggia random I = 30, σ2 = 1, scaling delle aree cumulate
con τ(30, 1) = 0.444e OCN in piccolo.107
Figura 4.33: campo di pioggia random I = 40, σ2 = 1, scaling delle aree cumulate
con τ(40, 1) = 0.448e OCN in piccolo.108
Figura 4.34: campo di pioggia random I = 50, σ2 = 1, scaling delle aree cumulate
con τ(50, 1) = 0.428e OCN in piccolo.109
Figura 4.35: campo di pioggia random I = 80, σ2 = 1, scaling delle aree cumulate
con τ(80, 1) = 0.439e OCN in piccolo.110
Figura 4.36: campo di pioggia random I = 100, σ2 = 1, scaling delle aree
cumulate con τ(100, 1) = 0.432e OCN in piccolo.111
Figura 4.37: campo di pioggia random I = 130, σ2 = 1, scaling delle aree
cumulate con τ(130, 1) = 0.432e OCN in piccolo.112
Figura 4.38: campo di pioggia random I = 150, σ2 = 1, scaling delle aree
cumulate con τ(150, 1) = 0.432e OCN in piccolo.113
4.5 Analisi per altri campi di precipitazione.
Si riportano di seguito le OCNs ottenute con campi di precipitazione a
media zero e varianza σ2 = 0.1, con campi deterministici, con campo random
senza struttura di correlazione, e con campo frattale.
Il campo con < ri >= 0.00e σ2 = 0.1 ` e stato preso in considerazione per
ricadere nella situazione di pioggia mediamente nulla (caso ”siccit` a”) teorica-
mente per I → ∞ (per inﬁnito si intende nella pratica I/L ≥ 1).
In realt` a il campo di pioggia a media nulla pu` o essere generato con qualsiasi
valore di I (ricordiamo che la scala di correlazione determina sia la distanza
tra le zone senza precipitazione, quindi tra quelle con precipitazione, sia la
dimensione di tali zone) dato che si impone < ri >= 0.00.
Sono state condotte diverse prove a riguardo e si ` e visto che anche per
I → ∞, cos` ı come per I → 0, si tende al caso uniforme quindi τ → τ∗.
Si propone il caso per I = 20.114
Figura 4.39: campo di pioggia random con < ri >= 0.00, σ2 = 0.1, e I = 20,
relativa OCN e scaling delle aree cumulate con τ(0,0.1,20) = 0.43 = τ∗.115
Il caso con campo di pioggia completamente scorrelata, con valori nell’interval-
lo [0,1], rappresenta la situazione con ”quenched randomness” introdotta nel
modello tramite iniezione nodale ri casuale, pertanto, come veriﬁcato gi` a da
precedenti studi [Colaiori et al., 1997], la rete ”perturbata” tende alla strut-
tura dell’OCN uniforme con esponente τ all’interno del normale campo di
variabilit` a delle OCN omogenee.
Si propone un’esempio di simulazione.116
Figura 4.40: campo di pioggia random scorrelata (quenched), relativa OCN e
scaling delle aree cumulate con τ(rirand. ∈ [0,1]) = 0.443.117
Si riportano ora i casi delle OCNs derivanti da campi di pioggia deterministici,
realizzati imponendo in una met` a il valore ri = 1.001, nell’altra met` a il valore
ri = 0.001, in modo da avere ﬂusso cumulato Ji sempre diverso per ogni pixel
idella rete.
Inoltre, ponendo 1da una parte e 0 dall’altra si ha anche il problema di
individuazione dell’outlet e l’algoritmo di Metropolis non si avvia.
I campi deterministici sono gli unici che provocano una variazione sensibile
degli esponenti, non tanto nelle OCNs quadrate, quanto in quelle con contorni
pari a quelli dei bacini naturali.118
Figura 4.41: campo di pioggia deterministico ”half-half”, relativa OCN e scaling
delle aree cumulate con τ = 0.427; la variazione da τ∗ rientra nei limiti ma la119
struttura di drenaggio e la P[A > a]non rispecchiano i bacini reali.120
Figura 4.42: campo di pioggia deterministico ”up-down”, relativa OCN e scaling
delle aree cumulate con τ = 0.409; la variazione da τ∗ ` e appena al di fuori dei
limiti, la P[A > a]non rispecchia quella dei i bacini reali, anche se la struttura di
drenaggio potrebbe avere un qualche riscontro in natura.
Per ultima si propone una simulazione con campo frattale di precipitazione, o
meglio identiﬁcabile come pioggia a ”rumore Gaussiano”, generata imponendo
β = 2H = 1 come esponente del semivariogramma γ(r) = arβ=2H, con r la
coordinata spaziale e Hl’esponente di Hurst.
Il campo riportato come esempio, ` e isotropo con I = Ix = Iy = 10e non si
` e forzata la media ad essere unitaria.121
Figura 4.43: semivariogramma γ(r) = arβ=2H per rumore Gaussiano, quindi
H = 0.5; la costante ` e stata posta pari a 0.5.122
Figura 4.44: distribuzione della probabilit` a di superamento della precipitazione Ri,
generata come frattale; l’andamento ` e lo stesso (con esponente di scaling nullo)
anche per il caso con media imposta unitaria; una ricerca interessante sarebbe
quella di correlare lo scaling nello spazio-tempo di campi reali di pioggia, con lo
scaling delle aree e dei ﬂussi cumulati dei bacini.
Figura 4.45: scaling dei ﬂussi cumulati per la OCN generata con il campo di
pioggia frattale della ﬁgura precedente; l’eponente τ = 0.437 ` e molto vicino al
valore dell’esponente ottimo.123
Figura 4.46: semivariogramma γ(r) = arβ=2H per H = 1, quindi β = 2, e
a = 0.5; questo ed altri semivariogrammi sono stati creati per generare OCNs con
randomness non attenuata, ma ` e risultato diﬃcile forzare l’esponente τ oltre
l’accettato range di variabilit` a.
4.6 Alcune analisi delle ground-stateOCNs e hotOCNs
eterogenee.
Le analisi riguardo l’eterogeneit` a delle OCNs allo stato base (o ground-
state) corrispondenti al minimo globale, e delle OCNs ”calde” (o hot) casu-
ali, non sono state approfondite molto poich` e rispecchiano raramente forme
naturali dei bacini, o loro parti, tuttavia sembra si sia individuato il loro
comportamento in funzione della precipitazione random non attenuata.
Le OCNs allo stato base eterogenee vedono l’eponente τ ridotto rispetto
quello delle corrispondenti reti omogenee (ricordiamo che l’esponente ottimo
per le aree delle gsOCNs ` e l’eponente di Peano τ∗
gs = 1.50), mentre per le
hotOCNs l’esponente aumenta rispetto il valore ottimo delle corrispondenti
reti omogenee pari a τ∗
h = 1.38.
In deﬁnitiva per I → ∞l’esponente τ delle gsOCNs e delle hotOCNs tende
teoricamente all’esponente ottimo delle OCNs omogenee τ∗ = 1.43.124
Per quanto riguarda la struttura di drenaggio, le gsOCNs sono fortemente
inﬂuenzate dai campi random di precipitazione, cos` ı come le OCNs eterogenee
”normali” (quelle corrispondenti ad un minimo locale ossia quelle riscontrabili
nelle forme dei bacini ﬂuviali naturali), mentre le hotOCNs, data la loro natu-
ra fortemente casuale, non subiscono apprezzabili variazioni rispetto la loro
corrispondente conﬁgurazione omogenea.
Si riportano alcuni esempi.
Figura 4.47: scaling delle aree di una OCN omogenea quasi allo stato base,
ottenuta con raﬀreddamento lento e 5 × 106iterazioni per ogni T; l’esponente
risulta τ = 0.48 vicino a quello ottimo 0.50.125
Figura 4.48: scaling delle aree della quasi-gsOCN eterogenea, formata con campo
random a covarianza esponenziale, I = 15, < ri >= 1, σ2 = 0.5, avente le stesse
condizioni iniziali di drenaggio della precedente rete uniforme; l’esponente che ne
risulta ` e 0.45, minore di quello della corrispondente OCN uniforme, pari a 0.48.
E’ presente una deviazione dallo scaling per le aree ”a taglia ﬁne”.126
Figura 4.49: scaling delle aree di una hotOCN omogenea, ottenuta con Simulated
Annealing a its = 1 × 106 per ogni T; l’esponente risulta τ = 0.36, minore di
quello ottimo 0.36.127
Figura 4.50: scaling delle aree della hotOCN eterogenea formata con campo random
a covarianza esponenziale, I = 15, < ri >= 1, σ2 = 0.5, avente le stesse condizioni
iniziali di drenaggio della precedente hotOCN uniforme; l’esponente risulta quello
ottimo τ = τ∗
h = 0.38, e maggiore di quello della corrispondente rete uniforme.
In conclusione, appaiono molto pi` u sensibili le hotOCNs e le gsOCNs alle
eterogeneit` a indotte attraverso la precipitazione random variamente correlata.
La variazione degli esponenti (non solo in quello delle aree τ) ` e infatti molto
maggiore per queste strutture di drenaggio, rispetto la variazione subita dagli
esponenti delle OCNs ”normali” corrispondenti ad un minimo locale, a parit` a
di condizioni iniziali, al contorno e forzanti.
E’ questa probabilmente la spiegazione del perch` e i bacini naturali rispec-
chiano le strutture delle OCNs, viceversa le hotOCNs e le gsOCNs non sem-
brano trovare riscontro nella realt` a a parte qualche eccezione.
Si ` e visto come τgs e τh, di una generica gsOCN e hotOCN rispettivamente,
tendano a τ∗ in presenza di una forte eterogeneit` a di pioggia.
In verit` a le hotOCNs sembrano riprodurre le strutture a delta dei ﬁumi
[Rodriguez-Iturbe e Rinaldo, 1997], per` o queste strutture sono in continua
e ”rapida” evoluzione (comparata alla evoluzione dei bacini montani), con
maggiore instabilit` a, il che porta alla maggiore variabilit` a degli esponenti.
Sembra quindi che le eterogeneit` a, ad esempio quella della precipitazione
qui analizzata, ma anche l’eterogeneit` a nei terreni, e tutte le altre presenti
(non sapendo bene la speciﬁca importanza di ognuna di esse e le mutue inter-
relazioni), guidino le forme naturali dei bacini ﬂuviali, dalla loro formazione,
a strutture comparabili a quelle delle Optimal Channel Networks.
Le OCNs sono quindi forme tra ordine (le gsOCNs sono in ordine ”perfet-
to”) e caos (le hotOCN sono in caos ”perfetto”) governate nella loro crescita
e nella loro stazionariet` a dalle eterogeneit` a.
Assume quindi la precipitazione un ruolo indiscutibilmente importante.
4.7 Analisi con condizioni al contorno pari a quelle dei
bacini reali.128
L’analisi con condizioni al contorno pari a quelle dei bacini reali non ha
portato a diﬀerenti conclusioni, riguardo l’invarianza degli esponenti, rispetto
quelle ricavate dall’analisi dei bacini sintetici.
Sarebbe per` o interessante approfondire lo studio per la veriﬁca della simi-
larit` a delle OCNs eterogenee con le reti reali, o meglio veriﬁcare se la rete reale
` e meglio descritta da una OCN omogenea o non.
Per partire da condizioni iniziali che non rispecchino la rete reale ` e stato
eseguito un ”hot bath” ad alte temperature (per T = 10,000 e T = 1000)
con un numero di cambi possibili elevato, nella fattispecie ` e stato ﬁssato a
its = 1,000,000.
Figura 4.51: scaling della rete reale del bacino del Tanaro, eseguita per le aree
estratte con soglia Ath = 1(la rete raﬃgurata si riferisce a tale soglia) e Ath = 10;
l’esponente, 0.47, ` e evidentemente equivalente per le due e si discosta da quello
ottimo medio dei bacini, pari a τ∗ = 1.43.129
Figura 4.52: OCN(T = 0.00) ottenuta a partire dalla hotOCN di ﬁgura
sottostante, con 1 × 105 cambi consentiti per ogni T del Simulated Annealing;
l’esponente rispecchia abbastanza bene quello della rete reale e anche la struttura
di drenaggio ` e simile.130
Figura 4.53: hotOCN(T = 10,000) ottenuta da Simulated Annealing, con
its = 1 × 105, a partire dalla rete casuale ricavata da ”hot bath” della rete reale;
l’esponente τ = 0.39 ` e molto vicino a quello ottimo τ∗
h = 1.38 che cattura i
processi erosionali.
Si propone ora il caso di OCN ottenuta con campo di precipitazione scorrelato
a partire dalla rete reale dopo hot bath.131
Figura 4.54: campo di pioggia random scorrelata e scaling delle aree della
OCN(T = 0.00), ottenuta a partire dalle condizioni iniziali di drenaggio della rete
reale dopo hot bath; l’esponente ` e vicino al valore τ della rete reale, cos` ı come si
nota una forte similarit` a con la struttura di drenaggio reale.
E’ stato anche analizzato il caso di OCN ottenuta con campo anisotropo avente
Ix = 40 e Iy = 30; l’esponente di scaling delle aree che si ottiene si discosta
molto da quello della rete reale cos` ı come la struttura di drenaggio.
E’ diﬃcile tuttavia trarre delle conclusioni perch` e ridotte sono state le
simulazioni eﬀettuate per tale bacino.132
Figura 4.55: campo di pioggia anisotropo a covarianza esponenziale, con
Ix = 40, Iy = 30, < ri >= 1, σ2 = 0.5; scaling delle aree della relativa
OCN(T = 0.00), il quale mostra un esponente fortemente diverso rispetto quello
del bacino reale.
Inﬁne si riportano i casi di reti ottenute con il campo deterministico sotto
raﬃgurato, avente ri = cost = 1.001 nella met` a di sinistra, e ri = 0.001 nella
met` a di destra, i quali presentano forti deviazioni negli esponenti e strutture133
di drenaggio molto particolari, non per` o del tutto dissimili da alcuni casi in
natura.
Figura 4.56: scaling delle aree della OCN(T = 0.00, its = 1 × 106) ottenuta con
campo deterministico; l’esponente τ = 1.39 ` e molto distante dal valore ottimo dei
bacini ﬂuviali τ∗ = 1.43.134
Figura 4.57: scaling delle aree della hotOCN(T = 10,000, its = 1 × 106) ottenuta
con campo deterministico, l’esponente τ = 1.32 ` e molto distante dal valore ottimo
τ∗
h = 1.38; sembrano prodursi dei loops, in realt` a analizzando la rete pi` u da vicino
si vede che non vi sono percorsi chiusi.135
Figura 4.58: scaling delle aree della quasi-gsOCN(T = 0.00, its = 1 × 106)
ottenuta con campo deterministico; l’esponente τ = 1.45 ` e lontano dall’esponente
ottimo τ∗
gs = 1.50,ma confrontandolo con i valori di τ della OCN e della hotOCN
precedenti, aventi le stesse condizioni iniziali, risulta ragionevole.136
Figura 4.59: scaling della rete reale del bacino del Taloro, eseguita per le aree
estratte con soglia Ath = 1 e Ath = 10 (la rete raﬃgurata si riferisce a tale soglia);
l’esponente, 0.48, ` e evidentemente equivalente per le due e si discosta da quello
ottimo medio dei bacini, pari a τ∗ = 1.43.
E’ evidente come l’analisi simulata dei bacini reali con OCNs eterogenee, ab-
bia ancora bisogno di numerose veriﬁche per determinare una relazione tra il
parametro I/L e gli esponenti di scala come per i bacini sintetici.
Studiando le forme ottime di drenaggio nei bacini reali, sembra per` o pi` u
opportuno introdurre l’anisotropia nei campi di pioggia, in quanto rispecchia
molto pi` u fedelmente la realt` a.
E’ sembrato infatti pi` u diﬃcile indurre in bacini elongati, ad esempio il
Tanaro trattato, degli scostamenti signiﬁcativi negli esponenti di scala da quelli
ottimi, con campi isotropi di precipitazione realizzati su domini rettangolari.
4.8 Conclusioni riguardo le leggi a potenza delle reti
eterogenee.
Le analisi eﬀettuate mostrano che le variazioni indotte negli esponenti di
scala sono molto ridotte, anche con forte eterogeneit` a di precipitazione.
La variabilit` a maggiore, osservata direttamente negli esponenti τ e ψ, quin-
di indirettamente in He dl, si manifesta per valori di I/Lcompresi nel range
1/5 ≤
I
L
≤ 1/3.
E’ interessante notare per le reti eterogenee la deviazione dalla legge a
potenza delle aree cumulate, per i pi` u piccoli valori delle aree stesse, ossia
quelle con probabilit` a maggiore di veriﬁcarsi.
Da prime analisi sembra che l’esponete |1 − τ00| della legge di scala delle
aree ”a taglia piccola” sia proporzionale secondo qualche costante alla densit` a
di drenaggio Dddelle aree con canali fortemente aggregati; inoltre l’esponente
|1−τ| potrebbe essere proporzionale alla densit` a di drenaggio media dell’intera
rete Dd.
La densit` a di drenaggio locale ` e137
Dd =
P
i L(i)
A(i)
=
Nsiti(Ji > Jth)|inL||×L⊥
L|| × L⊥
∝ |1 − τ
00| (4.2)
dove il numero di siti in stato canale ` e misurato nell’area di interesse di
dimensioni L|| × L⊥, e quindi rapportato alla medesima area.
In merito alla densit` a di drenaggio delle OCNs eterogenee sono state fatte
parecchie analisi.
Nel capitolo dedicato alla geomorfologia delle reti eterogenee si vedr` a che
l’esponente |1 − m|della legge di scala della densit` a di drenaggio, mediata su
tutte le simulazioni di reti con I di pioggia diﬀerente, risulta essere molto simile
all’esponete |1 − τ|delle aree, quindi
m ∼ τ (4.3)
Questo risultato potrebbe confermare quanto prima ipotizzato riguardo il legame
tra densit` a di drenaggio (deﬁnibile, sia localmente sia globalmente, alla Hor-
ton, o attraverso la legge di Melton, o alla Smart in modo equivalente) media
del bacino e l’esponente τ, quindi sussisterebbe una relazione tra la probabilit` a
cumulata di superamento delle aree
P(a,L) = a1−τF
 
a
L1+H

(4.4)
e la probabilit` a cumulata di superamento delle densit` a di drenaggio
P[Dd > dd] = f(1 − m) (4.5)
funzione dell’espoente |1 − m|, con m come esponente di scala universale dei
bacini ﬂuviali.
La densit` a di drenaggio globale, o media, di un bacino ` e
Dd =
LT
Aout
=
Nsiti(Ji > Jth)
L × L
(4.6)138
con LT la lunghezza totale della rete di canali e Aoutl’area cumulata totale del
bacino quindi L × L, ` e una propiet` a geomorfologica di media che misura me-
diamente quanto un bacino ` e ”coperto” da canali; tale valore ` e molto costante
nei bacini ﬂuviali, tipicamente varia tra, pertanto ` e comprensibile e spigabile
la ridotta variabilit` a di τ anche con campi di precipitazione fortemente casuali.
Si riporta nel graﬁco sottostante un’esempio di stima dell’esponente τ00, il
quale risulta essere compreso, per ogni I (scala di correlazione della pioggia
determinante il pattern della OCN), nell’intervallo 0.90 ÷ 1.00.
Figura 4.60: esempio di stima di τ00 per la OCN a T = 0.00 con campo di pioggia
a < ri >= 1, σ2 = 1, e I = 40; la deviazione dallo scaling secondo τ, ` e
ipotizzabile essere dovuta alla struttura di aggregazione dei canali non pi` u
uniforme come per le OCNs con ri = cost = 1 , bens` ı ”a macchie di leopardo” con
zone ad elevata Dd ed altre a Dd quasi nulla.139
Figura 4.61: zoom della deviazione dallo scaling con τ delle aree, del caso
raﬃgurato nel graﬁco precedente; ` e ipotizzabile una ben deﬁnita legge di potenza
con τ00 per le aree ”a taglia ﬁne” le quali nelle OCNs eterogenee, hanno una forte
aggregazione nelle zone caratterizzate da precipitazione con
Dd  Dd[OCN(ri = cost = 1]; si ` e riportato anche uno zoom della rete.
In conclusione ` e ipotizzabile una natura bifrattale nella distribuzione delle
aree cumulate delle OCNs eterogenee, con τ e τ00 sostanzialmente invarianti al
variare di I del campo di precipitazione.
La variabilit` a degli esponenti delle aree nelle OCNs eterogenee pu` o essere
considerata essere
τ = τ∗ ± 0.02 (4.7)
per τ legato alla densit` a media Dd del bacino, con τ∗ = 1.43, e
τ00 = τ00∗ ± 0.05 (4.8)140
per τ legato alla densit` a locale Dddel bacino, con τ00∗ = 1.95.
Nelle OCN omogenee l’esponente τ00 non compare, quindi non si ha una
bifrattalit` a, poich` e le densit` a media e quelle locali vengono a coincidere, quindi
si pu` o scrivere
Dd ≈ Dd (4.9)
per le reti omogenee.
La deviazione per le lunghezze upstream piccole, dallo scaling ”principale”
con ψ, invece non si veriﬁca; questo` e pittosto comprensibile perch` e` e vero che la
precipitazione random porta ad una riorganizzazione delle aree ma globalmente
le lunghezze Luprimangono inalterate.
Si riportano ora i diagrammi che rissumono la variazione degli esponenti τ
e ψ con la lunghezza di correlazione Idella precipitazione.
I graﬁci sono stati poi resi adimensionali, Iin funzione della dimensione del
bacino Lin quanto l’estensione delle zone con precipitazione ` e relativa ad essa,
τ(I)e ψ(I) in funzione degli esponenti ottimi τ∗ e ψ∗ delle OCNs uniformi ossia
dei bacini reali.
Si sono create delle bande di variabilit` a degli esponenti, le prime quelle pi` u
restrittive corrispondenti a τ = τ∗ ± 0.01 per τ, e a ψ = ψ∗ ± 0.05 per ψ, le
seconde corrispondenti a quelle gi` a dichiarate per le OCNs omogenee [Maritan
et al., 1996] ossia τ = τ∗ ± 0.02 per τ, e ψ = ψ∗ ± 0.1 per ψ.
Considerando i limiti pi` u restrittivi le variazioni negli esponenti si notano
nel campo 1/5 ≤
I
L
≤ 1/3, inceve considerando i secondi la variabilit` a degli
esponeti delle OCNs eterogenee, rispetto le OCNs omogenee, ` e sostanzialmente
inapprezzabile.141
Figura 4.62: variazione di τ in funzione di I, ogni punto ` e la media di quindici
valori di τ relativi a quindici simulazioni su altrettante reti, aventi diﬀerenti
condizioni iniziali di drenaggio (anche la posizione dell’outlet ` e stata variata),
uguali condizioni al contorno, ed uguale forzante rappresentata dal campo di
pioggia con la medesima lunghezza di correlazione I; la varianza per ogni punto ` e
pari a 0.005, in realt` a la terza cifra decimale ` e non signiﬁcativa per tali statistiche.
Eseguendo la media aritmetica dei quindici valori di τ e ψ delle quindici
simulazioni con Iﬁssato, per ogni I, o ricavare l’esponente tramite interpo-
lazione su tutte le distribuzioni P[A > a] = f(I) poste assieme, ` e risultato
sostanzialmente equivalente, pertanto si ` e adottato il primo metodo per motivi
pratici.142
Figura 4.63: graﬁco adimensionale di
τ
τ∗ in funzione di
I
L
; in tal modo ` e possibile
riferire la lunghezza dei campi di precipitazione alla dimensione del bacino in
studio e determinare l’esponete di scaling delle Ai.143
Figura 4.64: variazione di ψ in funzione di I, ogni punto ` e la media di quindici
valori di ψ relativi a quindici simulazioni su altrettante reti, aventi diﬀerenti
condizioni iniziali di drenaggio (anche la posizione dell’outlet ` e stata variata),
uguali condizioni al contorno, ed uguale forzante rappresentata dal campo di
pioggia con la medesima lunghezza di correlazione I; la varianza per ogni punto ` e
pari a 0.01.
Figura 4.65: graﬁco adimensionale di
ψ
ψ∗ in funzione di
I
L
; in tal modo ` e possibile
riferire la lunghezza dei campi di precipitazione alla dimensione del bacino in
studio e determinare l’esponete di scaling delle Lup.144
Figura 4.66: graﬁco relativo ai casi introdotti al paragrafo 5 del presente capitolo,
si nota la sostanziale buona tenuta dell’esponente τanche per campi di pioggia con
randomness elevata; per il campo a covarianza esponenziale anisotropo, nel graﬁco
si ` e considerato un valore medio Ixy = 35.
Si riportano di seguito, due graﬁci di sintesi delle propiet` a di scaling delle OCNs
eterogenee, formate con campi di pioggia ad Idiﬀerente, < ri >= 1, σ2 = 1, e
soglia sul ﬂusso cumulato Jth unitaria.145
Figura 4.67: scaling del ﬂusso cumulato di OCNs a T = 0.00, a parit` a di soglia
Jth, e ottenute per diﬀerenti campi di pioggia; si nota la sostanziale coincidenza
delle distribuzioni per le quali ` e stata eﬀettuata l’interpolazione e la bont` a
dell’esponente τ < τ∗ + 0.02; ` e evidente il perch` e risulta
Jout(I = 1) ≈ Jout(I = 150) mentre Jout(I = 20)` e il valore minore.146
Figura 4.68: Collapse Test della probabilit` a cumulata di superamento dei ﬂussi in
funzione della scala di correlazione I della precipitazione; ` e veriﬁcata la consistenza
degli esponenti con l’ipotesi di ”ﬁnite-size scaling”, H ` e evidentemente unitario per
tutte e quattro le reti prese in considerazione.
Inﬁne si riportano due analisi analoghe alle precedenti, la prima di scaling
dei ﬂussi cumulati, la seconda il relativo test ”di collasso”, per` o riferite alla
stessa OCN(I = 20, < ri >= 1, σ2 = 1) a diﬀerenti valori di soglia sul
ﬂusso cumulato Jth. Nel capitolo sei, dedicato alla geomorfologia delle OCNs
eterogenee, sono riportate molte analisi interessanti relativa alla densit` a di
drenaggio Dd in funzione di Jth.147
Figura 4.69: scaling dei ﬂussi cumulati della OCN(I = 20, < ri >= 1, σ2 = 1) a
diﬀereti valori di Jth; l’esponente ` e in buon accordo con quello ottimo, tuttavia in
generale ` e sempre bene derivare gli esponenti delle leggi a potenza sull’intera
popolazione, non solamente su una sua parte poich` e potrebbe avere uno scaling
diﬀerente.148
Figura 4.70: Collapse Test della probabilit` a cumulata di superamento dei ﬂussi in
funzione della soglia sul ﬂusso cumulato Jth; ` e veriﬁcata la consistenza degli
esponenti con l’ipotesi di ”ﬁnite-size scaling”, H ` e evidentemente unitario per tutte
e quattro le reti prese in considerazione.
In conclusione, lo scaling delle grandezze geomorfologiche dei bacini ﬂuviali, ` e
invariante:
• al livello di coarse graining;
• alla dimensione del bacino sintetico;
• alla soglia sul ﬂusso cumulato (che coincide con la soglia sull’area cumu-
lata nel caso di uniformit` a di precipitazione con ri = cost = 1);
• alle eterogeneit` a ”non quenched” della precipitazione (presumibilmente
anche per le altre forme di eterogeneit` a, ad esempio geologiche).
Quindi assumendo Optimal Channel Networks, anche con diﬀerenti con-
dizioni iniziali di drenaggio e condizioni al contorno, a diﬀerente indice di coarse149
graining λ, e/o con diﬀerente dimensione L, e/o a diversa soglia Jth, e/o con
iniezione nodale riuniforme o non uniforme (disordine smorzato o meno), si
ottengono mediamente sempre gli stessi esponenti τ = τ∗ ±eτ, e ψ = ψ∗ ±eψ,
quindi H e dl, con τ∗ = 1.43e ψ∗ = 1.80 come valori ottimi, e eτ = 0.02 e
eψ = 0.1 che vengono superati solo nel caso di campi di pioggia deterministici.
Nulla ` e ancora possibile dire, riguardo la formazione delle OCNs ed i relativi
esponenti, determinate con campi di pioggia anisotropi o pi` u aderenti alla
realt` a ﬁsica, ad esempio quelli in cui ri` e legato all’orograﬁa locale z(i).150
5
Termodinamica delle OCNs omogenee ed etero-
genee.
5.1 Sommario.
In questo capitolo dapprima si propone una rivisitazione della termodinam-
ica delle OCNs omogenee, ad esempio, investigando la tipologia delle reti che si
ottiene al variare dell’esponente γpresente nella formula dell’energia dissipata
da minimizzare (esponente a cui viene elevato il ﬂusso cumulato, comprendendo
cos` ı anche il caso delle reti eterogenee per le quali Ji 6= ai).
Poi ` e stato veriﬁcato lo scaling dell’energia dissipata, e chiarito il ruolo
reciproco della velocit` a di ”raﬀreddamento” (imposta dal numero di tempera-
ture), dei salti di temperatura e del numero di cambiamenti random consentiti
(uguali per ogni T, ad eccezione di casi particolari come si vedr` a), al ﬁne di
regolare opportunamente i parametri del Simulated Annealaing e cos` ı ricavare
una OCN ”canonica” con gli esponenti di scala ottimi.
Inﬁne ` e stata analizzata ”l’attivit` a” della rete nel processo di ottimiz-
zazione monitorando i siti attivi ad ogni step e considerando anche la variazione
dell’entropia.
Dal punto di vista termodinamico le OCNs omogenee ed eterogenee pre-
sentano sotanzialmente lo stesso comportamento.
5.2 Termodinamica delle OCNs omogenee (ri = cost =
1).
Elemento centrale dei modelli delle reti topologicamente casuali o Random-
Topology Models [Shreve, 1969, 1967, 1966] ` e l’assunzione di uguale probabilit` a
di qualsiasi conﬁgurazione ad albero.151
Tuttavia i principi a fondamento della teoria delle Optimal Channel Net-
works, postulano che alcune reti distribuite e senza percorsi chiusi siano pi` u
probabili di altre, e la loro probabilit` a totale ` e regolata dal principio di minima
energia spesa nella loro interezza e nelle loro parti.
Quindi nella formazione delle reti oltre alla casualit` a entra in gioco il
determinismo (o necessit` a) imposto sull’energia dissipata.
Per un dato bacino B si deﬁnisce una probabilit` a P(s), come una dis-
tribuzione di Boltzmann, ad ogni particolare conﬁgurazione ad albero dis-
tribuito (spanning tree network) s, con s ∈ S dove S ` e l’insieme delle possibili
conﬁgurazioni.
Analiticamente ` e
P(s) ∝ e−Hγ(s)/T, (5.1)
dove T −1 ` e il parametro di Gibbs esprimente l’inverso della temperatura in
sistemi termodinamici classici.
Per un ﬁssato valore dell’esponente γ, Hγ(s) ` e l’Hamiltoniano del sistema
da minimizzare per ottenere le OCNs, deﬁnito come:
Hγ(s) =
L2 X
i=1
A
γ
i Li, (5.2)
dove irappresenta uno dei possibili L2siti del reticolo L × L. L’esponente γ
` e usualmente posto pari a 0.5 in modo da ”catturare” la ﬁsica dei processi
erosivi la quale porta all’aggregazione ﬂuviale ossia alla formazione della rete
di drenaggio, ed ` e assunto Li = 1 poich` e si ` e visto che le statistiche delle reti
risultano invariate assumendo unitaria ogni distanza dal centroide agli otto
possibili pixel adiacenti adottando il metodo sempliﬁcato ”delle otto direzionidi
drenaggio” [Rodriguez-Iturbe e Rinaldo, 1997].
Ricordiamo che la probabilit` a cumulata dell’area contribuente ` e espressa
dalla relazione P(A) ∝ A−(1+β)f(A/Lφ) con β = 0.43 ± 0.02 e φ ∼ 1.8, dove
f(·) ` e una funzione di omogeneit` a opportuna per tenere conto degli eﬀetti di
dimensione ﬁnita.
Da notare che le reti topologicamente casuali di Shreve sono il caso limite
del modello descritto dall’equazione (5.1) per T → ∞, mentre le OCNs ap-
partengono anche alla classe delle conﬁgurazioni descritte dall’equazione (5.2)
dove Hγ(s) ` e la dissipazione totale di energia della rete ad albero.152
La struttura della conﬁgurazione minimizzante il funzionale Hγ dipende
fortemente dal parametro γ. Si possono distinguere diﬀerenti comportamenti
di cui si propone un esempio ciascuno, nel quale la larghezza dei canali ` e
plottata ponendola proporzionale a
√
A per una migliore comprensione.
Le reti sono state ottenute applicando l’algoritmo di Metropolis partendo
dalla conﬁgurazione iniziale casuale di Figura 5.5, la quale ` e una hot OCN.
Le statistiche di una rete Eden e di una hot OCN sono leggermente diﬀerenti
e pertando partire da una condizione iniziale o l’altra ` e equivalente.
In sintesi,
• per γ < 0, le OCNs si attengono a seguire il comportamento dei cosiddetti
percorsi Hamiltoniani in cui solo un canale drena tutta l’area del bacino
(rete ”comunista” o spiral network);
(a)153
(b)
Figura 5.1: (a) rete a T = 0 ottenuta dal processo di Simulated Annealing
con γ = −0.5 e 1 × 106 iterazioni, partendo dalla rete random di Figura 5.5,
si nota che si sono formati due percorsi i quali drenano l’intero bacino; (b)
andamento della P[A ≥ a] nel quale si nota una mancanza di universalit` a,
ossia una mancanza di comportamento a legge di potenza dal quale poter
estrarre un esponente ”universale”.
• per γ > 1, le forme minimizzanti l’equazione (5.2) sono tali che la
lunghezza media del percorso da ogni sito i all’outlet ` e il pi` u corto (rete
”capitalista” o explosion network) e l’aggregazione ` e la minore possibile;
per γ = 1` e stato dimostrato che le forme di OCNs ottenute appartengono
alla classe delle reti di Scheidegger o reti reti ﬂuviali dirette.154
(a)
(b)
Figura 5.2: (a) rete a T = 0 ottenuta dal processo di Simulated Annealing155
con γ = 2 e 1 × 106 iterazioni, partendo dalla rete random di Figura 5.5, si
nota che ogni sito genera un proprio percorso indipendente e l’aggregazione ` e
presente solamente in vicinanza all’outlet; (b) distribuzione della probabilit` a
di superamento dell’area cumulata non caratterizzata da una legge di scala.
• per 0≤ γ ≤1, i sistemi esibiscono strutture varie ed aggregate a seconda
del valore speciﬁco di γ, per γ = 0.5i processi di erosione e conseguente
aggregazione ﬂuviale sono al meglio descritti; segue una OCN il cui espo-
nente β = 0.44 della P[A ≥ a], risulta essere coerente ai valori osservati
per i bacini reali (β = 0.43 ± 0.02)
(a)156
(b)
Figura 5.3: (a) OCN ottenuta con l’algoritmo di Metropolis a T = 0.00 e
1 × 106 iterazioni partendo dalla rete random di Figura 5.5; (b)
rappresentazione bilogaritmica della legge di scala della distribuzione
dell’area cumulata, si nota che all’aumentare di Ai si ha dapprima un
comportamento simile a ”devil staircase”, poi una ripida variazione ﬁno alla
Pmin[Amax ≥ a] corrispondente all’outlet, si osserva inoltre che pi` u siti hanno
in comune bassi valori di Ai, tra di essi anche i pixel sorgente;
l’interpolazione lineare per la determinazione corretta dell’esponente di scala
s = β, ` e stata eﬀettuata troncando la distribuzione a log[A] = 3.157
(a)
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Figura 5.4: (a) stessa OCN di Figura 5.3, a T = 0.00 e 1×106 iterazioni, con
la diﬀerenza che nell’algoritmo di Metropolis le direzioni di ﬂusso diagonali
Li sono assunte pari a
√
2 e quindi la (2) in tal caso risulta pesata con tale
prefattore per le direzioni diagonali di drenaggio; (b) andamento della
P[A ≥ a] con s = β = 0.45 che testimonia la sostanziale invarianza delle
weighted OCNs alle OCNs ”normali” (con Li = 1∀pixel i adiacente al
centroide) nelle statistiche, quindi la forma del reticolo non inﬂuenza la ﬁsica
dei bacini ottimi.
La dissipazione di energia attraverso l’i-esimo collegamento di lunghezza
unitaria ` e
Pi ∝ Qi∆zi (5.3)
dove Qi ` e il ﬂusso e ∆zi il salto di elevazione lungo l’i-esimo collegamento.
Si pu` o assumere Qi ∼ Ai esclusivamente in presenza di precipitazione uni-
taria uniforme (o iniziene di massa uniforme) ricorrente in ogni sito e in ogni
tempo.
L’evidenza delle osservazioni suggerisce che h∆zii ∝ A−05, e quindi
Pi ∝ A05
i . (5.4)
La dissipazione totale di energia ` e quindi ottenuta sommando su tutti i siti,
da cui discende l’equazione (5.2).
E’ possibile dimostrare che minimizzando la dissipazione totale di energia
del sistema si minimizza anche l’energia potenziale totale.
Ricordiamo che le OCNs sono ottenute selezionando la conﬁgurazione otti-
ma attraverso un algoritmo detto ”del comesso viaggiatore” partendo da una
condizione iniziale casuale, ad esempio una rete generata da una crescita Eden.
L’algoritmo procede selezionando un sito i casualmente e perturbando la
conﬁgurazione (s → s0) assegando localmente un cambiamento nella matrice
delle connessioni δWi,j. Questo porta ad un cambiamento di tutte le aree
cumulate collegate al sito i, ma la modiﬁcazione ` e accettata se H1/2(s0) <
H1/2(s). La procedura si ferma quando sono stati riﬁutati un preﬁssato numero
di cambiamenti.159
Scopo di questa tesi ` e quello di veriﬁcare quando l’ipotesi Qi ∼ Aidecade,
quindi quando non ` e pi` u possibile minimizzare l’energia locale (del collega-
mento i) scritta come in (5.4) e quindi quella totale come in (5.1); in tal caso
la potenza da rendere minima diventa quella eﬀettiva descritta dall’equazione
(5.3).
Per far questo si agir` a nel termine ri che fornisce il contributo del pixel i
all’area cumulata Ai data dall’espressione Ai =
X
j∈nn(i)
wi,jAj + ri, dove nn(i)
sono i pixel adiacenti al sito i.
Una prima simulazione verr` a eﬀettuata in modo deterministico dividendo il
bacino in due parti attraverso una sua qualsiasi diagonale e imponendo ri = 1
in una met` a, ed ri = 0nell’altra met` a; in tal modo si vedr` a la robustezza nella
detrminazione delle OCNs.
E’ possibile fare anche simulazioni ponendo ri = 1+ei, con ei una funzione
di errore Gaussiana con media unitaria e varianza via via crescente.
Pi` u semplicemente con HydroGen, nella generazione dei campi con una
certa struttura di covarianza, si ` e imposto un valore della varianza σ2 che
determina lo scostamento dalla media m, tenuta pari ad uno in tutto il campo
L × L, per ogni sito i.
Dato un livello di energia detto E ∈ Hγ(S), N(E) sia la degenarazione,
ad esempio il numero di diﬀerenti reti ad albero distribuite s per le quali
Hγ(s) = E. Si introduce la probabilit` a P(Hγ(s) = E) =
X
s:Hγ(s)=E
P(s) ∝
N(E)exp(−E/T) di avere un certo albero scon Hγ(s) = E.
Deﬁnendo l’entropia termodinamica come σ(E) = lnN(E) si ottiene per la
probabilit` a suddetta
P(Hγ(s) = E) ∝ e−F(E)/T, (5.5)
nella quale una formale energia libera F(E) = E − Tσ(E)` e stata introdotta,
quindi gli stati pi` u probabili corrispondono a un’energia E che minimizza la
F(E).
Il risultato centrale ` e che l’entropia σ(E) scala in modo sottodominante
con la dimensione del sistema comparata all’energia E [Rinaldo et al., 1996],
cosicch` e anche per un valore non nullo del parametro di Gibbs le pi` u proba-
bili conﬁgurazioni, determinate minimizzando l’energia libera F(E), possono160
essere ugualmente ben ottenute minimizando l’energia E, ponendo che Lsia
suﬃcientemente grande.
Il risultato esatto ` e che, per un’insieme S di OCNs, si ha
E = Min

Hγ(s) ∝ L2+δ
, (5.6)
con δ > 0 per γ > 1/2, e con δ = 0.1 ÷ 0.2 per γ = 1/2 come ricavato da
estensive analisi di dati di simulazioni numeriche [Rinaldo et al., 1996].
Riassumendo ` e stato ricavato che per reti ad albero distribuite (con γ ≥
1/2) l’entropia scala in modo sottodominante all’energia con la dimensione
del sistema nel limite termodinamico L → ∞, ossia minF(E) ∝ L2+δ perch` e
δ > 0.
Cos` ı la conﬁgurazione sche minimizza H, minimizza anche F(E) qual-
siasi sia il parametro di Gibbs T −1, con l’ipotesi che il sistema sia grande
abbastanza.
Le OCNs che corrispondono alla temperatura di zero gradi (ad esempio
la rete che porta al valore minF(E) ` e quella con minE solo per T → 0)
riproducono le condizioni naturali reali a qualsiasi temperatura per grandi L.
Poich` e le reti ﬂuviali usualmente sviluppano lo spostamento delli sparti-
acque e la competizione per il drenaggio in assenza di controlli geologici su
vasti domini rispetto al valore di soglia inferiore (la scala della nascita dei
canali [Rodriguez Iturbe et al., 1992]), ` e ipotizzabile che le reti naturali operi-
no in condizioni che tendono al limite termodinamico nella maggior parte del
tempo [Rinaldo et al., 1996].
E’ probabilmente questa la ragione per la quale le OCNs tendono a ripro-
durre la realt` a indiﬀerenti alla litologia di superﬁcie, alla geologia, alla vege-
tazione e al clima.
Questo suggerisce fortemente anche che gli ”eﬀetti di dimensione” dei cam-
pioni di reti ﬂuviali possono portare a risultati spuri per piccole dimensioni, in
tal caso si parla di ﬁnite size eﬀects.
Ricordiamo che le OCNs hanno una struttura vincolata (loopness e span-
ning) e derivano dalla minimizzazzione della dissipazione totale di energia.
Inoltre non esibiscono un’insieme di di stati ricorsivi dinamicamente ac-
cessibili ma hanno una struttura congelata e si comportano come un sistema
freddo a temperatura T = 0.
Questo segue dalla legge di potenza sottodominante dell’entropia con la
dimensione del sistema comparata all’energia, mentre il comportamento criti-161
co spaziale delle OCNs ` e originato dalla natura correlata della loro struttura
vincolata.
Ricordiamo che esistono in natura altri sistemi con strutture stazionarie
dendritiche come i campi elettrici con iniezione [Marani et al., 1998].
Si ` e riportato un’esempio di OCN ad entropia dominante con γ = 1/2,
ricavata utilizzando l’algoritmo di Metropolis, ad una certa temperatura T.
La rete serve per mostrare le implicazioni della massimizzazione dell’entropia,
ad esempio se T > const × Lδ l’entropia domina rispetto l’energia.
Si ` e partiti da una condizione iniziale qualsiasi, tipicamente una rete ran-
dom tipo Eden, e accettato un cambiamento di conﬁgurazione (s → s0) quando:
(i) Hγ(s0) < Hγ(s), ossia nel caso di diminuzione dell’Hamiltoniano, o,
(ii) quando si ha una nuova probabilit` a P(s0) ∝ exp{−[Hγ(s0)−Hγ(s)]/T}
altrimenti.
La Figura 5.5 mostra una OCN a T = 10000, la quale per la dimen-
sione del sistema L = 128, ` e grande abbastanza per assicurare la dominanza
dell’entropia.
Le rete risultante ` e chiaramente frattale con propriet` a nessuna delle quali
riproduce quelle che si veriﬁcano in natura [Rodriguez Iturbe et al., 1992].
Tuttavia le ”hot” OCNs, ossia le reti ottime a elevate temperature, portano
a statistiche stabili di strutture spazialmente caratterizzate da leggi a potenza
(scale free networks) e con una preponderanza di scale di tempo quando il sis-
tema raggiunge l’insieme di stati ricorsivi, in un processo che ricorda i fenomeni
ordinari tipici della criticit` a auto-organizzata (Self Organized Criticality) [Bak
et al., 1987, 1988, 1993].162
(a)
(b)
Figura 5.5: (a) hot OCN a T = 10000 e 1 × 107 iterazioni ottenuta con l’algoritmo
di Metropolis; tale rete random ` e stata utilizzata come condizione iniziale per il163
Simulated Annealing generando le reti di Figura 5.4, 5.3, 5.2, 5.1; (b) distribuzione
della P[A ≥ a]nella quale risulta s = β = 0.38 (interpolando linearmente con
cutoﬀ inferiore a log[A] = 3) pari al valore teorico valido per temperatura inﬁnita e
dominio illimitato.
(a)164
(b)
(c)
Figura 5.6: (a), (b), (c) reti 128 × 128aventi outlets casuali multipli sui lati, ed
ottenute tramite processo di Simulated Annealing con 1 × 106 iterazioni per ogni
temperatura; (a) OCN a T = 0.00 e γ = −0.5, si individua la formazione di 4 reti
di drenaggio indipendenti e a spirale, quindi 4 bacini, ossia 4outlets; (b) OCN a
T = 0.00 e γ = 0.5 (soluzione ottimale anche per l’esponente γ adottato che
cattura la ﬁsica dei processi erosivi) con 5 outlets in totale nel dominio di calcolo;
hot OCN a T = 1000 e γ = 0.5 con 5outlets.
Le hot OCNs e i fenomeni di SOC hanno parecchi attributi comuni e una
diﬀerenza chiave; entrambi hanno un’insieme di stati ricorsivi, tuttavia le reti
ottime ”calde” sono ottenute minimizzando l’energia libera, mentre i processi
auto-organizzati sono ottenuti da regole dinamiche [Rinaldo et al., 1996].
I sistemi classici auto-organizzati, per i quali il concetto di stati ricorsivi ` e
molto signiﬁcativo, ` e pensabile siano sistemi ”caldi” e possono massimizzare
l’entropia, con appropriati vincoli, nel limite termodinamico.
Poich` e la dissipazione di energia ` e misurata dal numero di siti attivi [Hwa
et al., 1992] e avviene attraverso i conﬁni del bacino, la sua legge a potenza
tende ad essere sottodominante all’entropia nel limite termodinamico.165
Strutture critiche controllate dalla temperatura sono state trovate [Mira-
montes et al., 1993] in reti neurali di elementi mobili con attivazione casuale,
ricordando le societ` a auto-organizzate delle formiche.Queste reti operano al
limite del caos con ﬂuttuazioni critiche che inoltre massimizzano l’entropia.
In questo caso la massimizzazione dell’entropia e il comportamento criti-
co sono ottenuti modulando un parametro di densit` a, il quale corrisponde
piuttosto accuratamente al valore auto-organizzato osservato in natura [Mira-
montes et al., 1993].
Inﬁne, i fenomeni critici convenzionali ottenuti da una modulazione oculata
di un parametro, ad esempio la temperatura, possono essere il risultato in cui
le propiet` a di scala (o propiet` a ”di legge a potenza”) dell’energia e dell’entropia
sono simili.
E’ inoltre possibile che le OCNs e i sistemi SOC sono distinti perch` e li ultimi
non sono ottenibili attraverso nessun principio di minimizzazione dell’energia
libera.
Tuttavia un’interessante alternativa ` e che l’evoluzione naturale di strutture
frattali in sistemi aperti, dissipativi e con molti gradi di libert` a, sia in generale
il sottoprodotto combinato dell’opportunit` a e della necessit` a, l’ultima essendo
impressa nella ricerca dell’ottimalit` a che si pu` o vedere dappertutto nelle forme
naturali [Kauﬀman, 1993].
Concentriamo ora l’attenzione sul parametro temperatura nel processo di
ottimizzazione. Anche se manca ancora una chiara valutazione geomorfolog-
ica al signiﬁcato ﬁsico del parametro ”mutazionale” T, il quale determina la
suscettibilit` a di una rete a cambiamenti planari, si osserva che le conﬁgurazioni
”calde” (hot OCNs) hanno qualcosa di simile alle reti che si sviluppano nelle
aree a bassa altitudine [Rinaldo e Rodriguez Iturbe, 1997].
Due regioni sono chiaramente identiﬁcabili nell’energia media dissipata;
una la si identiﬁca nel plateau iniziale dove hEi ` e circa costante ﬁno al valore
T ∗ che dipende dalla dimensione L della rete, l’altra oltre T ∗ si propone con
una rapida crescita sostanzialmente lineare.
La temperatura di transizione T ∗ ` e stato osservato essere circa quella tipica
al di sotto della quale si ottengono le OCNs, quindi valori bassi in genere minori
di 0.2, mentre per simulated annealing molto lunghi, con ∆T piccoli e molte
temperature, al di sotto di essa si ottengono li stati base delle reti conosciuti
come ground state OCNs.166
(a)
(b)
Figura 5.7: (a) ground state OCN a T = 0.00e 5 × 107 iterazioni dell’algoritmo di
Metropolis, si nota la forte rettilineit` a delle strutture di drenaggio delle reti di base
ﬂuviali ottimali; (b) rappresentazione bilogaritmica della P[A ≥ a]nella quale167
risulta s = β = 0.47 (con cutoﬀ inferiore ad log[A] = 3).
Le due regioni esistenti per la dissipazione di energia e l’entropia mostrano
dinamiche temporali diﬀerenti, regolate dalla temperatura T. Per valori molto
bassi di T il sistema ` e congelato e non reagisce a cambiamenti casuali della sua
connettivit` a, ossia i cambiamenti casuali operati sulle direzioni di drenaggio.
Per qualche valore maggiore di temperatura c’` e un numero non trascurabile
di siti attivi le cui dinamiche temporali riﬂettono il modo in cui il sistema
globalmente evolve [Rodriguez Iturbe e Rinaldo, 1997].
Figura 5.8: dissipazione media di energia hEi della distribuzione dei siti attivi per
le reti sviluppate tramite processo di Simulated Annealing, e speciﬁcatamente per
la OCN di Figura 5.3, la ground-stateOCN di ﬁgura 5.7 e la hotOCN di Figura 5.5,
tutte con γ = 0.5; la curva inferiore pi` u bassa ` e dovuta all’attento e lento processo
di ”raﬀreddamento” (∆T ridotti e molte temperature) che portano al
raggiungimento del minimo globale dell’energia libera per una data T tipico della
ground-state OCN; la termperatura critica, o di transizione, risulta essere per le tre
reti T∗ ≈ 0.100; il comportamento di hEi vs T per 0 ≤ γ ≤ 1` e intermedio a quello
di Figura 5.9 e 5.10.168
Figura 5.9: dissipazione media di energia hEi durante il processo di Simulated
Annealing che porta alla rete di Figura 5.1 con γ = −0.5; l’andamento ` e diﬀerente
da quello tipico per 0 ≤ γ ≤ 1 in quanto non si osserva una temperatura critica T∗,
si ha subito una rapida crescita di hEi con T e poi un plateau ﬁnale; ` e evidente che
l’energia dissipata (in unit` a di pixel) ` e compresa in un intervallo inferiore al caso
per 0 ≤ γ ≤ 1perch` e l’Hamiltoniano Hγ(s) di (5.2) ha A
γ
i con γ < 0.169
Figura 5.10: dissipazione media di energia hEi durante il processo di Simulated
Annealing che porta alla rete di Figura 5.2 con γ = 2; l’andamento ` e diﬀerente da
quello tipico per 0 ≤ γ ≤ 1 in quanto si ha un pi` u esteso plateau iniziale quindi una
temperatura di transizione T∗ maggiore, nella fattispecie ∼ 100, quindi la
successiva ripida crescita lineare; ` e evidente che l’energia dissipata (in unit` a di
pixel) ` e compresa in un intervallo maggiore al caso per 0 ≤ γ ≤ 1perch` e
l’Hamiltoniano Hγ(s) di (5.2) ha A
γ
i con γ > 0.170
Figura 5.11: dissipazione media di energia hEi durante l’applicazione dell’algoritmo
di Metropolis che porta alla weighted OCN con γ = 0.5 di Figura 5.4; l’andamento
` e molto simile a quelli di Figura 5.8 delle OCN ”normali” con Li = 1per qualsiasi
direzione di drenaggio, ma l’intervallo di hEi` e molto pi` u ampio, a parit` a di Tmin e
Tmax, quindi la variazione quasi-lineare da T∗ ≈ 1 ha ripidit` a e valore assoluto
maggiore per via del prefattore
√
2in (5.2) nelle connettivit` a diagonali.
Inoltre:
(i) Per temperature al di sotto di una certa soglia T < T ∗ la pendenza β
della probabilit` a di eccedenza delle aree contribuenti ad ogni punto, P[A ≥ a],
` e statisticamente da quelle pi` u spesso osservate in natura il cui valore ` e β =
0.43 ± 0.02;
(ii) A temperature T ∼ T ∗il sistema esibisce un equilibrio puntuale con
periodi di staticit` a di tutte le lunghezze interrotti da momenti di improvvisa
e forte attivit` a;171
(iii) Per T > T ∗ la dissipazione di energia aumenta con T e il comporta-
mento caratteristico della P[A ≥ a] si discosta dall’evidenza delle osservazioni,
quindi la pendenza β della probabilit` a di superamento dell’area cumulata ` e
signiﬁcativamente diﬀerente da quella dei bacini reali; per temperature molto
alte (T > 10000per le quali si pu` o condiderare T ' ∞) la pendenza raggiunge
il valore teorico β = 0.38 valido per temperatura inﬁnita e dominio illimitato.
L’evoluzione ”intermittente” descritta al punto (ii), tipica dei segnali come
1/f, ` e molto diversa da una graduale ad andamento lineare.
I fenomeni auto-organizzati mostrano questo tipo di dinamiche dove la
attivit` a di mutazione accumulata ` e descritta dalla tipica ”scala del diavolo”
[Sneppen et al., 1995].
Le reti con dissipazione di energia quasi ottima (ossia quasi minima) ot-
tenuta a temperature T ∼ T ∗, ` e stato osservato hanno una diversit` a dinamica
molto ampia. Quindi sebbene possano essere considerate ”fredde” dal punto
di vista dell’energia spesa, esse sono ”calde” nelle caratteristiche dell’entropia
dell’informazione [riferimento a Shannon information theory].
Quest’ultima caratteristica ` e tipica dei sistemi auto-organizzati ed ` e stata
anche osservata nelle reti ﬂuide neurali [Sol` e et al., 1995].
Alcune societ` a animali come quelle delle formiche sembrano anche scegliere
le loro densit` a spaziali al ﬁne di massimizzare l’informazione sotto forma di
entropia nella forma di attivit` a spaziale; questo ` e il punto nel quale c’` e la pi` u
grande variet` a di stati dinamici.
La prova che le reti ﬂuviali, cos` ı come ad esempio le pareti del dominio in
un ferromagnete casuale, non sono liberi di esplorare estese regioni delle loro
possibili conﬁgurazioni, suggerisce che la natura non cerca il minimo globale
volendo raggiungere l’ottimalit` a.
Questo sembra vero per moltissime conﬁgurazioni ottimali di sistemi ﬁsici
complessi con molti gradi di libert` a, che minimizzano una funzione di costo
determinabile in una ampia variet` a di contesti, ad esempio il classico problema
del commesso viaggiatore4, l’equilibrio termodinamico, i reticoli di spin (spin
glasses) e il problema dell’impaccamento delle proteine [Banavar et al., 2003].
4Il problema originario tratta del modo pi` u breve di collegare N citt` a; la peculiarit` a ` e che
il numero di soluzioni possibili, ciascuna con valore diverso della funzione obiettivo, cresce
esponenzialmente con N e risulta impossibile risolvere il problema costruendo e valutando
tutte le possibili soluzioni. Tale tipo di problema ` e detto a crescita non polinomiale (NP)
e per risolverlo si ricorre a particolari tecniche computazionali, ad esempio la procedura di
Lin-Kernigham [Lin, 1965]172
Similmente all’evoluzione biologica molti sistemi ﬂuviali sembrano evolversi
verso un regime che ` e tra ordine e chaos [Kauﬀman et al., 1991].
Essi esistono vicino ad un regime di transizione che fa loro essere ordinati
abbastanza per coordinare eﬃcacemente la loro attivit` a, e suﬃcientemente
ﬂessibili per evolvere in caso di mutamento.
5.3 Termodinamica delle OCNs eterogenee (ri random).
Si riporteranno, principalmente in forma graﬁca, i risultati dalle analisi
condotte sui processi termodinamici che portato all’ottenimento delle Optimal
Channel Networks eterogenee.
La trattazione teorica valida per le OCNs omogenee, e rissunta nel para-
grafo precedente, resta valida per quelle eterogenee.
Si sono studiate in particolare la funzione dissipazione di energia e la fun-
zione entropia, sia per confrontarle con quelle delle corrispondenti reti ottime
omogenee, a parit` a dei parametri del Simulated Annealing, sia per esaminare
meglio la dinamica che porta alla loro formazione.
Di particolare interesse ` e risultata la valutazione dell’andamento della dis-
sipazione di energia ∆E in funzione di T, per la scelta ideale della serie di
temperature da usare nell’algoritmo di Metropolis, e lo studio dei siti attivi.
E’ stato anche meglio analizzato il ruolo del ”raﬀreddamento” veloce o
lento nell’ottenere le OCNs e le gsOCN (omogenee ed eterogenee), quindi della
scelta di quali e quante temperature (che determina i salti di temperatura
∆T), e del numero di iterazioni ﬁssate itsper ognuna di esse, ossia il numero
di cambiamenti random ammessi dall’algoritmo do Metropolis ad ogni step.
Si ` e notato che con raﬀreddamento lento, in termini di poche temperature,
ma con itselevato (≥ 1 ×10 6) si ottengono delle strutture di drenaggio ”quasi-
ground state” le quali sembrano corrispondere globalmente ad uno stato di
minimo locale dell’energia dissipata, e presumibilmente ad uno stato di minimo
globale per quasi ogni ramo della rete nel bacino, quindi a livello locale.
Con raﬀreddamento lento, ossia molte Te ∆T suﬃcientemente ridotti, e its
elevato si ottengono le canoniche strutture di base corrispondenti al minimo
globale dell’energia dissipata.173
Viceversa quindi, risulta diﬃcile ottenere delle OCNs ”normali” (intese
con gli esponenti ottimi) con molte temperature per l’algoritmo di Metropolis e
itstroppo ridotto (in tal caso la rete che si ottiene ` e ancora abbstanza random),
oppure con its elevato e poche temperature (si ricade nel caso delle gsOCNs
”imperfette” di cui prima si ` e parlato).
In deﬁnitiva sembra che la funzione del numero di iterazioni per ogni T (its)
sia quella di far esplorare alle reti i cambiamenti possibili con casualit` a, cercan-
do quindi quelli ottimi in maniera miope, e la funzione del numero di temper-
ature e delle ∆T sia quella di intrappolare nel bacino le strutture dendritiche
di drenaggio tipiche delle OCNs.
In sostanza non si consente la completa ricerca dell’ottimalit` a per ogni pos-
sibile stato deﬁnito da itse NT (numero di temperature), proprio perch` e le reti
ﬂuviali reali non sperimentano tutte le ipotetiche conﬁgurazioni, ad esempio
per la presenza di vincoli e/o per le stesse forme di eterogeneit` a presenti (es.
di precipitazione e geologiche).
Inoltre in generale si ` e visto che ` e bene adottare ∆T relativamente elevati
per ottenere buone conﬁgurazioni ottime, sia omogenee sia eterogenee.
5.3.1 Dissipazione di energia nel Simulated Annealing delle reti
eterogenee.
Nell’obiettivo di chiarire ulteriormente l’importanza della scelta dello sched-
ule di temperature, quindi determinare la velocit` a del Simulated Annealing e i
salti di temperatura, e l’importanza del numero di cambiamenti random con-
cessi, si sono fatte parecchie simulazioni analizzando le reti ottenute, omogenee
e non, variando tali prametri.
La velocit` a del reﬀreddamento viene determinata dal numero di temper-
ature ﬁssate NTe dal numero di iterazioni its (cambiamenti random delle
direzioni di drenaggio) concesse ad ogni temperatura.
I cambiamenti casuali sono stati assunti costanti per ogni T del Simulated
Annealing, tipicamente its = 1×10 5 ` e un buon valore per ricavare delle OCNs,
ad eccezione del caso di simulazioni con bacini reali per i quali si ` e svolto l’hot
bath con un numero di iterazioni maggiori, es. its = its = 1 × 10 6, ad alte T
per ”annullare” l’eﬀetto delle condizioni iniziali.174
Figura 5.12: confronto tra la dissipazione di energia EE di una OCN omogenea e
della corripondente OCN eterogenea per I = 15, < ri >= 1, σ2 = 0.5; EE della
OCN eterogenea ` e sempre minore poich` e il ﬂusso cumulato risulta minore. Si nota
anche che per its = 1 × 106, in generale per I crescente, la EE ` e minore.175
Figura 5.13: Variazione di EE deﬁnita come ∆EE(Ti) = |EE(Ti) − EE(Ti−1)| e
relativa alla Figura 5.12, la quale ` e maggiore ad elevate Tper Simulated Annelaing
con itselevato, e maggiore a basse T con itsminore; si nota inoltre come EE ` e
maggiore per le reti eterogenee. Tale andamento ` e anche utile per la scelta
opportuna delle temperature, generalmente non ` e necessario andare oltre 10Tmax,
con Tmax la temperatura alla quale si ha ∆EEmax.176
Figura 5.14: confronto della dissipazione di energia nel Simulated Annealing per
varie OCN ottenute con diversi campi di pioggia; EE ` e sensibilmente minore per
ogni Ti nel caso di OCN formata con campo avente < ri >= 0.00, e σ2 = 0.5, il
quale corrisponde al caso ”siccit` a” per I/L → 1.177
Figura 5.15: Variazione di EE relativa alle simulazioni di Figura 5.14, si nota come
per il caso di Simulated Annealing con campo di pioggia a < ri >= 0.00, e
σ2 = 0.5, EE risulta minore per ogni TT; si pone in evidenza anche un
raﬀreddamento lento, meglio raﬃgurato nel graﬁco successivo di Figura 5.16,
ottenuto scegliendo non in maniera casuale le temperature.
Figura 5.16: ∆EE(Ti) in funzione di Ti per una OCN uniforme; le temperature da
T = 100 a T = 1.0 sono state scelte in modo da risultare Ti = 0.8Ti−1, poi ﬁno a
T = 0.00 si ` e imposto Ti = 0.5Ti−1 per accellerare il reﬀreddamento. Si nota che
oltre T = T∗ = 1.00 la dissipazione di energia ha un’andamento oscillante
pertanto, come gi` a ricordato, ` e ragionevole partire per il Simulated Annealing dalla
temperatura T∗ ≥ T(∆EEmax) ma minore di 10T(∆EEmax).178
Figura 5.17: Andamento di EE in funzione di T, valutata per i Simulated
Annelaing delle reti con campi di pioggia a diﬀerenti valori della scala di
correlazione I; EE risulta sensibilmente minore, per ogni Ti, per le reti con campo
di pioggia casuale scorrelata, e con i campi deterministici.
Figura 5.18: Variazione di EE relativa alle simulazioni di Figura 5.17; l’andamento179
` e comune per ogni valore di Idel campo di pioggia applicato alle reti a cui ogni
processo di Simulated Annelaing si riferisce.
Figura 5.19: scaling dell’energia dissipata EE per reti formate con campi ad I
diﬀerente, l’esponente 1.16 risulta leggermente superiore a quello mediamente
riscontrato nelle simulazioni su bacini reali [Rodriguez-Iturbe e Rinaldo, 1997] pari
a ∼ 0.95; l’interpolazione ` e stata per` o condotta su un ridotto numero di dati, per
aumentare l’accuratezza bisognerebbe aumentare il numero di T, quindi il numero
di E, nel Simulated Annealing.180
Figura 5.20: andamento del rapporto
Nsiti(Ji > Jth = 1)
Jout
durante il Simulated
Annealing; non si nota per le reti eterogenee un forte decadimento per T → 0,
come quello che si veriﬁca per le reti omogenee per le quali
Jout = Aout = L × L = cost∀T (quindi per esse la densit` a di drenaggio media
descresce sensibilmente nel processo di ottimizzazione) e Ji ≡ Ai.181
Figura 5.21: Jmax = Jout e Nsiti(Ji > Jth = 1) relativi alle stesse reti del graﬁco di
Figura 5.20 precedente.
Figura 5.22: andamento di EE nel Simulated Annealing di varie reti, con diﬀerenti182
campi di pioggia, simulate nel bacino reale del Tanaro; si nota come la gsOCN
abbia EE(T) minore poich` e ottenuta con its = 1 × 106 per ogni T, e la ridotta
EE(T), della OCN con campo deterministico di pioggia, dovuta al basso valore di
Ji rispetto ad Aidella corrispondente rete omogenea.
Figura 5.23: ∆EE(Ti) in funzione di Ti per le medesime simulazioni relative al
graﬁco di Figura 5.22 precedente.
5.3.2 Entropia nel Simulated Annealing delle reti eterogenee.
In merito all’entropia, cos` ı come per l’energia dissipata, si ` e veriﬁcato
che le reti eterogenee esibiscono lo stesso comportamento delle reti omoge-
nee, durante il Simulated Annealing che porta all’ottenimento delle rispettive
OCNs.
La temperatura T ∗, per T → 0, alla quale la dissipazione di energia diventa
sostanzialmente costante, ` e la stessa della temperatura alla quale l’entropia da
costante diminuisce rapidamente portandosi a valori molto ridotti; si ricorda
che sia la dissipazione di energia EE(Ti) sia l’entropia S(Ti), sono espresse in
unit` a di pixel.183
La temperatura risulta nelle simulazioni eﬀettuate, ma anche pi` u in gen-
erale, nel campo
0.1 ≤ T ∗ ≤ 1.0. (5.7)
L’entropia alla Shannon, o informational entropy, ` e stata calcolata come,
S(T) = −
Nas(T) X
i=1
PilogPi(5.8)
dove Pi ` e la probabilit` a cumulata di superamento di avere un certo numero
di siti attivi Nas, quindi come ogni probabilit` a ` e 0 < Pi < 1, pertanto il
logaritmo risulta negativo e per tale ragione ` e necessario il segno meno davanti
all’espressione che detrmina l’entropia.
Il numero di siti attivi ad ogni temperatura Nas(T)` e stato calcolato come
numero di pixel che cambiano valore di area cumulata da una temperatura
all’altra nel Simulated Annealing, o equivalentemente quelli con variazione nel
valore che identiﬁca la direzione di drenaggio seocndo il metodo delle otto
direzioni utilizzato.
In pratica Nas(Ti) ` e stato determinato eseguendo la diﬀerenza tra le matrici
delle aree/ﬂussi cumulati allo step di Ti e a quello di Ti−1; ` e preferibile eseguire
tale diﬀerenza tra le matrici delle direzioni di drenaggio identiﬁcate con nu-
meri interi, tuttavia sono state utilizzate le matrici delle aree/ﬂussi cumulati
poich` e si sono volute anche evidenziare le variazioni positive e negative di tali
grandezze ad ogni step.
Quindi vengono conteggiati i pixel che allo step relativo a Ti hanno cambiato
conﬁgurazione dallo step relativo alla temperatura precedente.
Nella rappresentazione sottostante si vede come l’entropia ﬁnale sia mag-
giore per la OCN eterogenea formata con campo random a σ2 = 1.0, rispetto
quella formata con campo a σ2 = 0.5 e quella omogenea.
L’entropia S(T)del modello ad iniezione ri = cost = 1 ` e sempre minore
dell’entropia delle reti eterogenee.
Sono stati eseguiti dei densityplot, alcuni, nei quali ` e visualizzabile la vari-
azione del ﬂusso cumulato in scala di grigi, i pixel pi` u chiari sono quelli la cui184
variazione ` e positiva, quelli pi` u scuri la cui variazione ` e negativa, quelli grigi
con variazione nulla.
E’ interessante notare come la distribuzione dei siti attivi nel bacino sia
molto simile a quella dei ﬂussi cumulati, completamente casuale ad alte T(hotOCNs),
frattale a basse T(OCNs). Non si ` e per` o riusciti a ricavare un’esponente di
scala per l’entropia in quanto i valori per la quale viene calcolata sono troppo
ridotti in numero, quindi risulta impossibile determinare una legge a potenza
per essa.
E’ ipotizzabile poter decsrivere la variazione dei siti attivi in funzione della
temperatura, quindi analizzare l’attivit` a delle reti nel processo di Simulat-
ed Annealing che porta all’ottimizzazione, tramite un modello a percolazione
[Stanley, 1971].
In analogia ad un modello a reticolo di gas di un sistema ﬂuido, si vede
infatti come la distanza di correlazione ξ tra i siti che cambiano ﬂusso cumulato
aumenta al tendere della temperatura a T = 0.00, la quale identiﬁca lo stato
di ordine massimo a larga scala con ξ = ξmaxls.
Viceversa lo stato di ordine massimo a piccola scala con ξ = ξmaxss e per
la temperatura critica T = Tc, sembra rappresentato dalla hotOCN, la quale
presenta delle ”isole” di siti attivi il cui diametro medio ` e mediamente ξmaxss.
Altri densityplot invece mostrano esclusivamente i siti attivi e quelli non
attivi, si riportano ora le pi` u signiﬁcative rappresentazioni delle simulazioni di
reti eﬀettuate.185
Figura 5.24: S(T) durante il Simulated Annelaing; l’entropia maggiore per basse
T` e per le reti formate con campi di pioggia a varianza maggiore, le quali
presentano OCNs ancora con segni di ”attivit` a” in termini di cambimenti di ﬂusso
cumulato, le altre sono quasi ”congelate” ossia i cambiamenti sono ridotti, a pochi
pixel ed in valore assoluto. Sono stati riportati i densityplot per alcune T
signiﬁcative, raﬃguranti in bianco le variazioni positive di Ji, in nero quelle
negative, in grigio le nulle (corrispondenti ai siti non attivi).186
Figura 5.25: Variazione di S(T)deﬁnita come ∆S(Ti) = |S(Ti)−S(Ti−1)| e relativa
alle reti di Figura 5.24, la quale presenta un andamento piuttosto simile per tutti e
tre i casi analizzati, ad eccezione di una pi` u ripida diminuzione, per T → 0, per le
reti con σ2 = 0.5.
Si notino le reti proposte, in Figura 5.25, per i tre casi alle medesime temper-
ature, quelle formate con campi a σ2 = 1.0 hanno camportamento ”opposto”
rispetto quelle formate con campi a σ2 = 0.5e quelle uniformi; per le prime
dove si ha una bioforcazione dei canali nelle seconde non si manifesta (vedi le
OCNs), e viceversa (vedi le hotOCNs).
Si ` e osservato anche un certo comportamento comune, nello speciﬁco sem-
bra che quando la hotOCN presenta biforcazioni multiple la corrispondente
OCN da essa derivante presenta un andamento del mainstream abbastanza
rettilineo e unitario, e vicerversa.
Certo queste considerazioni sono solamente ipotesi, dato che non ci si ` e
spinti molto in tali questioni riguardo la forma assunta dalle reti di drenaggio
ad ogni T, pertanto sono tutte cose da veriﬁcare con pi` u attenzione.187
Figura 5.26: numero di siti attivi Nas(T) che rispecchia l’andamento dell’entropia
S(T), deﬁnita come in (5.8), per tutti e tre i casi proposti; i densityplot raﬃgurano
in nero i pixel attivi, si noti che per T = 0.00, in realt` a anche la rete omogenea non
` e completamente congelata nella sua conﬁgurazione (stato di minimo locale, ossia
di ”minimo globale imperfetto”), quindi accetterebbe ancora ulteriori cambiamenti,
che se accuratamente prodotti, la porterebbero verso lo stato di minimo globale.188
Figura 5.27: l’andamento dei siti non attivi Nnas(T) = L × L − Nas(T)` e speculare
rispetto quello dei siti attivi, quindi dell’entropia; i pixel grigi sono i siti non attivi,
quelli bianchi sono attivi. La OCN(T = 0.00, ri = cost = 1) in realt` a non ` e
costituita completamente da siti non attivi, per` o anche da quanto si evince dal
relativo densityplot di Figura 5.24, mediamente le variazioni dei ﬂussi sono zero in
tutto il reticolo L × L; considerando la OCN(T = 0.00, σ2 = 1.0) i siti non attivi
sono maggiori rispetto quelli della rete uniforme, ma presentano fori variazioni nei
ﬂussi, mediamenti non nulli.189
Figura 5.28: tentativo di scaling dell’entropia S(T); il numero di punti sui quali
eﬀettuare l’approssimazione lineare e ricavare l’eventuale esponente della legge a
potenza ` e troppo ridotto.190
Figura 5.29: rappresentazione della probabilit` a di avere un certo numero di siti
attivi P[Nas > nas]in funzione di Nas(T); si ` e preferito riportare semplicemente
Nas(T) nella scala delle acsisse, anzich` e eseguire il logarithmic binning ed adottare
una duplice spaziatura alternata ∆x dei bin come in [Rodriguez-Iturbe e Rinaldo,
1997].
In merito alla termodinamica delle OCNs sono state eseguite importanti anal-
isi, le cui conclusioni valgono sia per il modello di rete omogenea, sia per quello
di rete eterogenea.
Si sono visualizzate le distribuzioni dei siti attivi, e chiarita l’importanza
relativa del numero di cambiamenti its imposti ad ogni step del Simulated
Annealing, e la scelta del numero e dei salti di temperatura.
E’ evidente che per confermare le ipotesi fatte serve una sistematizzazione
dei risultati soprattutto attraverso numerose simulazioni a grande scala.191
6
Geomorfologia delle OCNs eterogenee.
6.1 Sommario.
Le analisi geomorfologiche condotte sulle OCNs eterogenee sono state mi-
rate principalmente allo studio della densit` a di drenaggio e della funzione di
ampiezza, comparandole con le corrispondenti reti omogenee.
E’ stata dapprima studiata la variazione della densit` a di drenaggio me-
dia del bacino, indicata con Dd, con la scala di correlazione I dei campi di
precipitazione generati, poi in funzione della soglia sul ﬂusso cumulato Jth.
E’ stata anche considerata la variazione del ﬂusso cumulato minimo Jmin
in funzione di Ie Jth.
Sono state poi eseguite alcune rappresentazioni per evidenziare ulteriori
possibili analisi da eﬀettuare, e anche per mettere in evidenza le potenzialit` a dei
programmi utilizzati (es. per la visualizzazione di dati GIS utili in applicazioni
di Earth Observation), che per` o esulano dall’obiettivo primario di questa tesi.
6.2 Analisi in funzione della scala di correlazione adi-
mensionalizzata I/L.
La densit` a di drenaggio media del bacino Dd, deﬁnita come in (4.6), ` e stata
valutata per i campi random generati con σ2 = 0.5, e σ2 = 1.0, al variare della
scala di correlazione I per alcuni valori di soglia sul ﬂusso cumulato crescenti.
E’ evidente che il ﬂusso massimo Jmax rimane costante per ogni valore Jth
assunto, a parit` a di I, < ri >, e σ2 del campo di precipitazione, a patto che
si a evidentemente Jth < Jmax altrimenti nel bacino non vi sono canali.192
Si ` e visto che sia per il caso con σ2 = 0.5, sia per quello con σ2 = 1.0, la
densit` a di drenaggio media ha andamento crescente al crescere di I, tuttavia
la crescita ` e sostanzialmente nulla, infatti interpolando i punti come risulta dai
graﬁci sottostanti si ha un coeﬃciente angolare mediamente pari a zero.
Eseguendo lo scaling della densit` a di drenaggio, si ricava, per le reti ottenute
con i campi di pioggia aventi entrambe le varianze imposte, per ogni I, un
esponente medio di 0.42, molto simile al valore ottimo dell’esponente τnella
legge a potenza delle aree cumulate. Si rimanda per le conclusioni analitiche
al paragrafo 4.7.
In sintesi sembra che la densit` a di drenaggio media del bacino rimanga
inalterata anche con forte eterogeneit` a nella precipitazione, la quale per` o lo-
calmente produce zone con strutture di drenaggio fortemente aggregate e zone
con drenaggio chiaramente assente (vaste zone in stato canale).
Il pattern ”a macchie di leopardo” delle reti ottime eterogenee simulate,
porta per` o ad una evidente variazione nella funzione di ampiezza W(x) rispetto
quella della corripondente OCN omogenea.
Figura 6.1: andamento della densit` a di drenaggio media Dd, in funzione della scala
di correlazione Idel campo di precipitazione utilizzato per ottenere le
OCN(σ2 = 0.5); Dd(I) ` e stata calcolata per alcuni valori di Jth, ottenendo un193
anademento monotono crescente per Icrescente, ma la variazione ` e molto ridotta
secondo un’esponente ∼ 0.001. Ai lati sono riportati due esempi di reti, la
OCN(T = 0.00, I = 1) e la OCN(T = 0.00, I = 150) generate con campi di
pioggia a σ2 = 0.5, estratte per diversi valori di Jth. Si noti che
0.60 ≤ Dd[OCN(σ2 = 0.5,Jth = 1,I)] ≤ 0.85 non ` e molto aderente alla realt` a,
pertanto per trovare valori di Dd compatibili con quelli dei bacini naturali, nelle
OCNs eterogenee, bisogna adottare un valore di Jth maggiore di 1.
Figura 6.2: scaling della densit` a di drenaggio media, relativa alle simulazioni della
Figura 6.1 precedente, l’esponente m = 0.42 rispecchia il valore di Dddelle reti sia
omogenee sia eterogenee.194
Figura 6.3: andamento della densit` a di drenaggio media Dd[OCN(σ2 = 1.0)] in
funzione della scala di correlazione I, e calcolata per diversi valori di Jth; la
crescita di Dd ` e molto ridotta secondo un’esponente ∼ 0.001. Ai lati sono riportati
due esempi di reti, la OCN(T = 0.00, I = 1) e la OCN(T = 0.00, I = 150)
generate con campi di pioggia a σ2 = 1.0, estratte per diversi valori di Jth. Si noti
che 0.60 ≤ Dd[OCN(σ2 = 1.0,Jth = 1,I)] ≤ 0.85 non ` e molto aderente alla
realt` a, pertanto per trovare valori di Dd compatibili con quelli dei bacini naturali,
nelle OCNs eterogenee, bisogna adottare un valore di Jth maggiore di 1.195
Figura 6.4: scaling della densit` a di drenaggio media, relativa alle simulazioni della
Figura 6.3 precedente, l’esponente m = 0.42 rispecchia il valore di Dddelle reti sia
omogenee sia eterogenee.196
Figura 6.5: la densit` a di drenaggio media per le reti con ri = cost = 1 (identiﬁcabili
alle reti per I → 0 e per I → ∞ caso ”alluvione”, per quanto riguarda gli
esponenti ed il pattern di drenaggio, non per il valore di Dd) ` e evidentemente
sempre costante; l’aver riportato quindi Dd in funzione di I` e fuorviante. A lato ` e
riportato l’esempio della OCN(ri = cost = 1) estratta per diversi valori di Jth. Si
noti che Dd[OCN(ri = cost = 1)] ' 0.35 (aderente ai bacini reali) diﬀerisce di
molto dal valore 0.60 ≤ Dd[OCN(< ri >= 1,σ2,I)] ≤ 0.85, grandezze valuate
entrambe per Jth = 1.
Figura 6.6: andamento di Jmin(I, σ2 = 0.5) calcolato per diversi valori della
soglia Jth; ` e evidente che per Jth → L × L il ﬂusso minimo che si ha nella rete
aumenta poich` e si considerano canalizzati esclusivamente i pixel con Ji > Jth (si
vedano le relative reti riportate in Figura 6.1). Il ﬂusso massimo Jout ` e
indipendente dalla soglia, quindi ` e funzione solamente di I, a meno di non adottare
Jth > L × Lma questo non ha senso ﬁsico.197
Figura 6.7: andamento di Jmin(I, σ2 = 1.0) calcolato per diversi valori della
soglia Jth; data la varianza maggiore dei campi random di precipitazione generati,
risulta evidente il motivo per il quale risulta in generale
Jmin(σ2 = 1.0) > Jmin(σ2 = 0.5).198
Figura 6.8: andamento di Jmin(I) e Jout(I), con Jth = 1 per le altre reti simulate,
ad esempio le reti con campo di pioggia anisotropo e con campo di pioggia
deterministico, nonch` e Nsiti(I,Ji > Jth = 1); si noti che i casi di
OCN(< ri >= 0.00) e di OCN(I = 150, ”alluvione”) tendono al caso uniforme
solo per quanto concerne gli esponenti ed il pattern delle strutture di drenaggio,
non per Jmin e Jout i quali sono, ad un generico valore Jth, minori (per
< ri >= 0.00) e maggiori (per I = 150 caso ”alluvione”) dei rispettivi valori della
rete nel modello ad iniezione ri = cost = 1.199
Figura 6.9: anadamento del rapporto
Nsiti(Ji > 1)
Jout
in funzione della scala di
correlazione della pioggia I, per le OCNs(T = 0.00,I); per I → 0 e
I → L, Joutdelle OCNs formate con campi a σ2 = 1` e molto elevato rispetto quello
delle reti formate con campi a σ2 = 0.5, pertanto il rapporto investigato ` e molto
maggiore per queste ultime. Si fa notare inoltre la struttura biforcata delle reti
ottenute con campi a σ2 = 0.5 per ogni I, contrapposta a quella pi` u rettilinea
delle reti formate con campi a σ2 = 1.0. Si veda il graﬁco correlato della Figura
6.10 successiva.200
Figura 6.10: andamento del rapporto
Jout
L × L
, con L × L ≡ Aout nel caso di rete
formata con campo di pioggia avente ri = cost = 1; si vede dai densitplot come la
distribuzione delle aree sia pi` u uniforme per le OCNs(< ri >= 1, σ2 = 0.5), ma il
valore di Jout ` e maggiore per le OCNs(< ri >= 1, σ2 = 1.0).
6.3 Analisi in funzione della soglia sul ﬂusso cumulato Jth.
In questo paragrafo si riportano sinteticamente le analisi eﬀettuate sulla
densit` a di drenaggio media, deﬁnita come in (4.6), in funzione della soglia sul
ﬂusso cumulato.
E’ evidente che per Jth che aumenta Dd diminuisce, si fa notare per` o l’an-
damento e i valori sostanzialmente identici di Dd(Jth) per le reti generate con
campi di pioggia a σ2 = 0.5 e σ2 = 1.0.
E’ importante anche vedere come Dd(Jth = 1) aumenti per Idel campo
di pioggia che aumenta; infatti per scala di correlazione grande, imponendo201
la media < ri >= 1, aumenta la dimensione della zona con precipitazione e
quindi anche le aree canalizzate.
La rete del modello ad iniezione uniforme (ri = cost = 1) presenta per
I = 1 il valore di densit` a di drenaggio media minore e speciﬁcamente Dd(Jth =
1) ∼ = 0.35, contro ad esempio Dd(Jth = 1,I = 1) ∼ = 0.62 e Dd(Jth = 1,I =
150) ∼ = 0.80 per le reti con rirandomsia aventi σ2 = 0.5 sia σ2 = 1.0.
La densit` a di drenaggio della OCN con < ri >= 0e σ2 = 0.0, equivalente
al caso di ”siccit` a” per I → ∞, presenta evidentemente Dd minore anche del
valore Dd(ri = cost = 1,Jth = 1) ∼ = 0.35.
Inoltre, da Jth ∼ = 10l’andamento della densit` a di drenaggio media con Jth
tende a coincidere sempre pi` u per ogni valore della scala di correlazione I
Figura 6.11: densit` a di drenaggio media deﬁnita come in (4.6), ossia
Dd[OCNs(σ2 = 0.5)] =
Nsiti(Ji > Jth)
L × L
, in funzione dei pixel considerati canale,
quindi in funzione di Jth; da Jth = 10 l’andamento di Dd per le OCNs omogenee
ed eterogenee ` e il medesimo, inoltre il valore Dd[OCN(ri = cost = 1)] ∼ = 0.35 ` e
quello pi` u aderente ai bacini reali.202
Figura 6.12: densit` a di drenaggio media deﬁnita come
Dd[OCNs(σ2 = 1.0)] =
Nsiti(Ji > Jth)
L × L
, in funzione dei pixel considerati canale,
quindi in funzione di Jth; i valori e l’andamento di Dd sono sostanzialmente gli
stessi di quelli delle reti formate con campi a σ2 = 0.5, riportati nella ﬁgura 6.11
precedente.203
Figura 6.13: ﬂusso minimo Jmin(Jth) delle OCNs(σ2 = 0.5, I); ` e evidente
l’andamento crescente al crescere della soglia, mentre non si pu` o aﬀermare che
Jmin aumenta per I che aumenta, ad un generico e preﬁssato valore di Jth;
Jmin(Jth,I = 1) v` a a zero in quanto ` e stata scelta una soglia Jth > Jout quindi
nessun pixel ` e allo stato canale e non risulta alcun Jmin.
E’ chiaro come un valore troppo elevato di soglia porti ad una rete del tutto
inaﬃdabile per compiere analisi idrologico-idrauliche del bacino in studio.
6.4 Ulteriori analisi geomorfologiche.
Dato il ridotto numero di bacini naturali simulati, non ` e stato possibile
vedere se la funzione WOCNh(x)della OCN eterogenea (OCNh), descrive meglio
la funzione di ampiezza reale Wr(x), rispetto la funzione di ampiezza della rete
omogenea WOCN(x), con stesse condizioni iniziali e al contorno, che come gi` a
veriﬁcato da studi precedenti [Rodriguez-Iturbe e Rinaldo, 1997; Marani, M., et
al., 1994; Rigon et al., 2001] fornisce una ottima rappresentazione della realt` a.204
Ulteriori analisi che possono essere eﬀettuate sono:
(i) in merito al confronto della funzione di ampiezza determinata su tutti
i pixel del bacino Wall(x), con quella calcolata esclusivamente sui pixel-canale
Wcp(x),
(ii) in relazione al calcolo di W(x)in funzione della soglia sul ﬂusso cumu-
lato.
Per il punto (i), a rigore, la diﬀerenza tra Wall(x) e Wcp(x) dovrebbe essere
molto pi` u evidente per le OCNs eterogenee, rispetto le OCNs omogenee per le
quali vale la relaione (4.9).
Nelle OCNs eterogenee, infatti, le strutture di drenaggio non sono dis-
tribuite uniformemente nel bacino e questo porta alle principali diﬀerenze, sia
dalla WOCN(x), sia dalla propria Wall(x).
Pe il punto (ii), la funzione di ampiezza W(x)all’aumentare della soglia Jth,
quindi al diminuire del numero di pixel considerati allo stato canale, mantiene
la sua forma, ma diminuisce la fedelt` a della descrizione del bacino attraverso
le distanze di Hack e il relativo numero di pixel con tali distanze.
E’ fondamentale infatti stabilire, soprattutto per i bacini di grande esten-
sione, qual’` e la soglia Jth, quindi il numero di pixel, da considerare per il calcolo
di W(x) al ﬁne di avere una descrizione accurata del territorio, utilissima per
molte applicazioni idrologiche (ad esempio il calcolo della risposta geomor-
ﬂogica di un bacino attraverso la teoria dell’idrogramma istantaneo unitario
geomorfologico (GIUH e sue evoluzioni successive) [Rodriguez-Iturbe e Valdes,
1979]), e una rapidit` a computazionale necessaria per simulazioni a ”grande
scala” (sia in termini di numero di simulazioni, sia in termini di estensione dei
bacini considerati) o per simulazioni previsionali.205
(a)
(b)
Figura 6.14: (a) e (b) funzioni di ampiezza W(x), calcolate per tutti i pixel del
bacino, per la OCN(ri = cost = 1) e per la OCN(< ri >= 1,σ2 = 0.5,I = 15)
rispettivamente; si nota come (b) si discosta da (a) sia nell’andamento in funzione
di Ldown sia nei valori di picco, pertanto l’eterogeneit` a altera sensibilmente W(x)
cos` ı come ` e anche visulizzabile nei relativi densityplot, pur mantenendo
sostanzialmente inalterati gli esponenti come si ` e visto al Capitolo 4.206
Figura 6.15: Trasformata di Fourier S(f) della funzione di ampiezza W(x), e
densityplot nei quali sono visualizzati lo spettro e la fase; lo spettro ` e compreso tra
0.04 e 15,231.80 per la OCN(ri = cost = 1), e tra 0.06 e 14,773.00 per la
OCN(σ2 = 0.5,I = 15), la fase ` e comune ad entarmbe le reti nell’intervallo
[3.14,−3.14]. Si nota anche qui la diﬀerenza di W(x)tra la OCNs omogenea ed
eterogenea, la prima con esponente ottimo nel tratto ﬁnale di S(f) pari a ζ = 1.92.
Trovare l’esponente ζ, caratteristico dello spettro di potenza della funzione di
ampiezza ad alte frequenze, ` e un’impresa che spesso non riesce.
La funzione di ampiezza ` e infatti in generale un’oggetto diﬃcile da maneg-
giare e si rimanda a sue analisi future molto pi` u dettagliate inereneti le reti
eterogenee, sulla base delle propiet` a gi` a ricavate per le reti omogenee [Rodriguez-
Iturbe e Rinaldo, 1997].
Il comportamento notevolmente oscillante di W(x) a basse frequenze pu` o
essere interpretato assumendo l’esistenza di un meccanismo comune, regolante
l’organizzazione delle reti di drenaggio a scale piccole. Alle scale maggiori le
strutture sono invece controllate dalla forma globale del bacino [Marani et al.,
1994.].
Quindi sembra pi` u opportuno analizzare la funzione di ampiezza, la quale
non presenta molto spesso un chiaro comportamento a legge di potenza nel-207
la sua forma spettrale, assumendo un’intera gerarchia di dimensioni frattali
anzich` e una sola [Rodriguez-Iturbe e Rinaldo, 1997], come nell’analisi dei proces-
si moltiplicativi binomiali, che ad esempio portano all’ottenimento del bacino
di Peano.
Figura 6.16: W(x)del bacino reale del Tanaro; utilizzando tutti i pixel del DEM
sembra per` o pi` u opportuno introdurre la funzione di ampiezza riscalata Wr(x), la
quale tiene conto delle velocit` a diﬀerenti dell’acqua nello stato canale e nello stato
versante, la prima la maggiore, assumendo le lunghezze di Hack modiﬁcate come
L0
d = Ldc + (r = cc/ch)Ldh, dove c sta per ”channel” e h per ”hillslope”.208
Figura 6.17: W(x)della OCN ottenuta con campo deterministico e condizioni al
contorno dettate dai boundaries riﬂettenti del bacino del Tanaro; si nota la
notevole diﬀerenza rispetto il W(x) reale, sia nel maggior numero di distanze
Ldown elevate, sia nel maggior numero di pixel a grande distanza dall’outlet (es.
per Ldown ∼ 350 risulta W(x,retereale) ≈ 30, mentre W(x,campodet.) ≈ 45).
Figura 6.18: la notevole diﬀerenza delle W(x) ` e dovuta alla particolare struttura di
drenaggio della rete con campo di pioggia deterministico, il quale produce un209
pattern di canali molto inusuale in natura, in tal caso infatti si ha anche una
deviazione sensibile negli esponenti di scala, dal range statisticamente accettato
per i bacini ﬂuviali.
Figura 6.19: Trasformata di Fourier S(f) delle funzioni di ampiezza W(x) di
Figura 6.16 e 6.17, rispettivamente della rete reale del bacino del Tanaro e della
OCN ottenuta con campo deterministico sullo stesso bacino. Non si notano
comportamenti a legge di potenza, e la diﬀerenza tra i due spettri ` e ancora pi` u
marcata rispetto quelli di Figura 6.15, relativi a due OCNs sviluppate su bacino
sintetico 128 × 128.
Si sono notate quindi parecchie diﬀerenze nella funzione di ampiezza delle reti
eterogenee da quella delle rispettive reti omogenee; tale diﬀerenza per` o non
implica automaticamente una forte deviazione degli esponenti di scala (si veda
l’esempio di Figura 6.14 (a) e (b) e relativi commenti), viceversa il contrario
sembra valere, ossia una rete che mostra deviazioni negli esponenti universali,
oltre i limiti accettati per i bacini ﬂuviali, ha funzione di ampiezza fortemente
diﬀerente da quella della rete reale.
Di seguito si riportano dei ”densityplot” inerenti la distribuzione dei ﬂussi
cumulati nel bacino; in accordo alla scala dei grigi adottata le zone pi` u chiare210
corrispondono ai pixel a ﬂusso cumulato maggiore (pixel-canale), quelle pi` u
scure ai pixel-versante.
Come gi` a evidenziato analizzando la densit` a di drenaggio media, si vede
come per Iche aumenta la relativa OCN presenta un maggior numero di pixel
a ﬂusso cumulato elevato e una loro distribuzione nel bacino pi` u uniforme,
quindi rissumendo
Dd →I→∞ Dd, (6.1)
e
Nsiti(Ji > Jth)aumentaperI → ∞. (6.2)
E’ da sottolineare la validit` a generale della relazione (6.1), mentre la relazione
(6.2) vale esclusivamente quando si impone la media di pioggia pari ad un
valore non nullo (es. < ri >= 1), ossia si ricade sempre con il bacino, nella zona
con precipitazione (caso ”alluvione”) di estensione L × L del campo random
generato.
Ad esempio la (6.2) non vale nel caso ”siccit` a” per I molto grande (es.
I = 150), quindi ` e applicabile solo se contemporaneamente all’aumento di
Nsiti(Ji > Jth) si veriﬁca anche l’aumento della densit` a di drenaggio Dd.
In conclusione, per
Dd % con I → ∞, (6.3)
avendo Jth ﬁssato,
Nsiti(Ji > Jth) % con I → ∞. (6.4)
E’ interessante anche notare con maggior evidenza, nei densityplot sotto ri-
portati, il carattere frattale nella distribuzione delle aree delle OCNs, il che
rispecchia la natura dei bacini ﬂuviali, viceversa il carattere casuale nella dis-
tribuzione delle aree delle hotOCNs, OCNs e hotOCNs siano esse eterogenee
o omogenee.211
Figura 6.20: densityplot dei ﬂussi cumulati della rete ottenuta con campo di
pioggia a covarianza esponenziale, < ri >= 1, σ2 = 1.0, e I = 30, sulla sinistra
quello relativo alla OCN(T = 0.00), sulla destra quello della
hotOCN(T = 10,000). La distribuzione dei ﬂussi ` e frattale per la prima, casuale
per la seconda, ripecchaindo la natura delle relative strutture di drenaggio.
Figura 6.21: densityplot dei ﬂussi cumulati della rete ottenuta con campo di
pioggia a covarianza esponenziale, < ri >= 1, σ2 = 1.0, e I = 150, sulla sinistra
quello relativo alla OCN(T = 0.00), sulla destra quello della
hotOCN(T = 10,000).; per I → ∞, e considerando sempre il caso ”alluvione”, la
distribuzione diventa pi` u uniforme, nonostante questo non si ha un apprezzabile
aumento nella densit` a di drenaggio media del bacino, come mostrato in Figura 6.1212
e 6.3.
Si riportano ora i densityplot, dei ﬂussi cumulati del bacino del Tanaro simulato
con pioggia deterministica; le conclusioni a cui si giunge sono le stesse di quelle
ricavate per i bacini artiﬁciali precedenti.
Figura 6.22: densityplot dei ﬂussi cumulati, delle reti sviluppate con
condizioni al contorno pari a quelle del bacino reale del Tanaro, in alto quello
relativo alla OCN(T = 0.00), in basso quello della hotOCN(T = 10,000).
Si propongono di seguito alcune visualizzazioni dei bacini naturali indagati,
il Tanaro ed il Taloro, utili sia per il loro studio diretto, sia per le analisi213
delle simulazioni di Optimal Channel Networks, eterogenee ed omogenee, con
le stesse condizioni al contorno e dopo ”hot bath” della rete iniziale come pi` u
volte ripetuto.
(a)
(b)
Figura 6.23: (a) contourplot delle elevazioni fornite dal DEM5 del Tanaro, si noti la
5Un DEM (Digital Elevation Model) ` e una rappresentazione digitale della superﬁcie
topograﬁca, con le elevazioni e/o le altezze del terreno al di sopra ogni dato geodetico.
Un DTM (Digital Terrain Model) ` e invece una rappresentazione digitale delle caratteristiche
del terreno indagato, includendo oltre alle elevazioni, le pendenze, le direzioni di drenaggio e
altri attributi; un DTM ` e pertanto usualmente ottenuto da un DEM attraverso dei software,
es. JGrass e TauDEM. Alcune volte si parla anche di DSM (Digital Surface Model), tuttavia
quest’ ultimo ` e equivalente al DEM, ed in genere ` e ottenuto tramite tecniche LIDAR.214
frattalit` a delle linee di livello; (b) densityplot del DEM del Tanaro con interposta la
rete reale estratta con area di supporto pari a 10 (≡ Ath).
Figura 6.24: densityplot dei pixel appartenenti ai range di elevazione [zi,zi−1],
aventi i seguenti estremi (dal primo e da sx a dx),
2630.88, 2000, 1500, 1000, 500, e 133, l’ultimo densityplot ` e con tutti i pixel
rappresentati quindi per ogni elevazione; si noti la frattalit` a dei transects6, la quale
` e anche evidente per le linee di livello ossia per i patterns che si ottengono
visualizzando esclusivamente i pixel ad una certa elevazione zi [per
approfondimenti Rodriguez-Iturbe e Rinaldo, 1997].
6Un transect ` e un percorso lungo il quale si contano o si registrano degli eventi del
fenomeno studiato, es. la presenza di determinate specie di piante o le tracce di animali.
Nei casi riportati i transects sono costituiti dai pixel aventi elevazione pari ad uno dei due
estremi dell’intervallo di quote rappresentato, sono quindi ”i bordi” della zona plottata
avente pixel tutti all’interno del range di quote scelto.215
Figura 6.25: interessanti visualizzazioni del DEM del bacino reale del Tanaro, la
seconda ”a colori naturali”; ` e interessante cercare di riprodurre il bacino tramite
modelli di evoluzione del territorio incorporando le relative OCN, pi` u
realisticamente con tutte le eterogeneit` a presenti. Per questo si rimanda ad
ulteriori future ricerche, e a [Rodriguez-Iturbe e Rinaldo, 1997] per quelle gi` a
condotte in tale ambito.
Figura 6.26: sulla sinistra densityplot delle elevazioni del DEM del bacino reale del
Taloro, sulla destra sua rappresentazione 3D non in scala di colori reali dato il
notevole sforzo computazionale richiesto; non sono state eseguite simulazioni di
OCN in tale bacino data la sua notevole estensione che impone potenza di calcolo
di molto superiore; si veda per le analisi della risposta idrologica e della superﬁcie
vegetata e non [Convertino, 2006a].216
(a)
(b)217
(c)
Figura 6.27: (a) OCN(< ri >= 1,σ2 = 1.0,I = 1,Jth = 1,128 × 128) e sezioni
per le quali si ` e valutato il ﬂusso cumulato Ji, a una distanza dall’outlet
L|| = 2,10,50,100,129 (si ` e adottata la stessa simbologia dei diametri per la
distanza delle sezioni dall’outlet); (b) ﬂussi cumulati Ji relativi alle sezioni
individuate in (a); (c) Ji lungo la sezione diagonale per la rete (a), i ”picchi” sono
relativi ai rami principali di drenaggio del bacino.
Le analisi geomorfologiche possibili da fare sono moltissime, qui si ` e cercato di
illustrare le principali, in special modo per investigare meglio la struttura di
drenaggio delle reti eterogenee.
Si rimanda a futuri lavori per tali approfondimenti, nei quali dovranno
essere sicuramente studiate anche le evoluzioni del territorio, quindi simulazioni
tridimensionali, tenendo conto dei concetti di Self Organized Criticality gi` a
esaminati nei precedenti studi [Rodriguez-Iturbe e Rinaldo, 1997], oltre alle
varie forme di eterogeneit` a come la precipitazione, che pu` o essere collegata
alle variazioni climatiche dovute al cambiameto del clima.218
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Prospettive future di ricerca e conclusioni.
I risultati ottenuti testimoniano come l’area cumulata sia sempre ben con-
fondibile con il ﬂusso cumulato, quindi l’assunzione
Ax =
X
j∈nn(x)
Aj + 1 ∼ Jx =
X
j∈nn(x)
Jj + ri (7.1)
` e sempre fattibile nello studio dei bacini ﬂuviali.
Gli esponenti delle leggi a potenza delle caratteristiche geomorfologiche
sembrano dipendere dalla lunghezza di correlazione Idella precipitazione, tut-
tavia la loro variazione massima dagli esponenti ottimi, concentrata nel range
1
5
≤ I/L ≤
1
3
, ` e appena maggiore della variazione ”statisticamente naturale”
osservati nei bacini reali.
Le variazioni osservate da studi precedenti per reti SOC e con pinning,
risultano maggiori di quelle trovate nella presente ricerca, infatti per quelli
esponenti si era suggerita l’ipotesi dell’appartenenza ad altre classi di univer-
salit` a.
Delle consistenti diﬀerenze sono state tuttavia trovate, per le OCNs etero-
genee, nella loro geomorfologia, in particolare nella diversit` a della funzione di
ampiezza da quella delle corrispondenti OCNs uniformi, e nella forma dello
scaling (quasi un doppio scaling, si aggiunge quello per i ﬂussi minori), dettata
presumibilmente dalla non pi` u uniformit` a della densit` a di drenaggio. Si riman-
da per tali conclusioni ai capitoli nei quali tali temi sono state approfonditi,
quindi al Capitolo 4 e al Capitolo 6 rispettivamente.
Dal punto di vista termodinamico, per l’entropia e l’energia nel Simulated
Annealing, il comportamento ` e il medesimo delle reti del modello ad iniezione
uniforme.219
Solo nei casi di precipitazione a campo deterministico e a campo anisotropo,
tuttavia non sempre nelle simulazioni eﬀettuate, si ` e trovata una variazione
forte degli esponenti. Questo suggerisce che solo per i bacini con eterogeneit` a
nella precipitazione molto accentuata (es. Colorado), o per loro parti, come
nei due casi citati, si abbia una deviazione dalla classe ”di ottimo” delle leggi
a potenza.
Restano pertanto valide le assunzioni idrologico-allometriche eseguite con
l’area cumulta, o meglio valgono anche considerando il ﬂusso cumulato, e
le implicazioni ”OCNs-landscape evolution” tramite la relazione ”pendenza-
portata” con il ﬂusso approssimato con l’area.
A partire dalla sistematizzazione della ricerca compiuta, sembrano neces-
sarie simulazioni ”in grande scala” in termini di numero e di ampiezza dei baci-
ni considerati (in special modo quelli reali) per confermare i risultati ottenuti
(e/o derivarne di nuovi), nonch` e una loro pi` u accurata veriﬁca, ad esempio
tramite test statistici per veriﬁcare la bont` a delle leggi a potenza (test χ2 o
altri), molti sono gli argomenti sviluppabili a partire dalle conclusioni di questa
tesi.
Si citano i seguenti possibili temi.
(1) lo studio dell’evoluzione del paesaggio con forte eterogeneit` a di precip-
itazione ad esempio dovuta al cambiamento del clima [Rinaldo et al., 1995;
Dietrich et al., 1994];
(2) la creazione di un nuovo modello per creare campi di pioggia mag-
giormente realistici ad esempio in funzione dell’orograﬁa (ri = f(zi)), e in
funzione della portata (ri = f(Ji)), magari accoppiando analisi climatologico-
atmosferiche dei bacini reali in studio e/o analisi multifrattali della copertura
nuvolosa [Lovejoy, 2006, 1985; Foufoula-Georgiou, 2001];
(3) stabilire pi` u approfonditamente le relazioni tra le leggi di scala geomor-
fologiche dei bacini, quelle nello spazio-tempo dei campi di pioggia cumulati
[Rodriguez-Iturbe et al., 1998], quelle relative alle sequenze nel tempo della
portata all’outlet [Porporato et al., 1997, 2001] e delle inondazioni [Gupta,
V.K., et al., 1994], quelle relazionanti la densit` a di drenaggio con l’umidit` a del
terreno [Abrahams, 1994] quindi la quantit` a di vegetazione;220
(4) sviluppo di un modello completo incorporante tutte le forme di ran-
domness presenti nell’evoluzione del territorio*;
(5) analisi di ecoidrologia (es. valutazione della distribuzione, dell’abbon-
danza, e dell’evoluzione delle specie vegetali in relazione al ciclo idrologico)
unite agli studi geomorfologici con campi reali di precipitazione o campi pi` u re-
alistici quindi anisotropi [Lovejoy, 2006], intendendo la precipitazione in senso
lato;
(6) analisi allometrica del metabolismo dagli organismi agli ecosistemi [En-
quist et al., 2003], derivando per questi ultimi i ﬂussi di energia e massa a scala
di bacino con lo strato limite atmosferico [Parlange, M.B., 1995] per i quali es-
istono gi` a dei modelli di calcolo, es. GEOtop basato sulle routine FluidTurtle
[Rigon et al., 2006; Zanotti et al., 2004; Bertoldi, 2004];
(7) sviluppare tecniche alternative per lo studio dei processi geomorﬁci es.
introducendo la similarit` a con la turbolenza [Passalacqua et al., 2006] o la for-
malizzazione della teoria costrutturale [Bejan, 2000, 1997], quindi incentivando
l’idrologia e la meccanica dei ﬂuidi ad una proﬁcua interdisciplinarit` a con le
altre scienze [Rinaldo, 2006].
(8) studio di altre forme frattali che la natura esibisce sul territorio (es.
ghiacciai), di rilevanza per l’idrologia;
(9) perfezionare i modelli computazionali gi` a realizzati e pubblicare delle
guide di supporto al loro uso, inoltre, ampliare le interconnessioni e le reciproche
compatibilit` a tra di essi sviluppando ﬁles di output con formato comune.
Cos` ı come il materiale supplementare alla tesi, nella pagina web dedicata
allo studio delle OCNs eterogenee, vedi
http://digilander.libero.it/matconv/ThesisMaterials.html,
si prevede di mettere a disposizione parte dei futuri risultati, relativi ai sette
punti sopra detti o ad altre ricerche inerenti l’argomento.221
La responsabilit` a dei contenuti della pagina web sopra citata, ricadono
direttamente ed esclusivamente sull’autore della presente tesi, non su terzi
o sull’Universit` a di Padova. L’autore dichiara di non avere alcun interesse
ﬁnanziario.
In conclusione, come gi` a anticipato nella Premessa, le eterogeneit` a sem-
brano inﬂuenzare la competizione dei singoli rami di drenaggio, ovvero l` ı dove
piove di pi` u nel corso del tempo, un canale ha pi` u probabilit` a di formarsi
rispetto uno, che, per eﬀetto del caso si trova costretto a nascere in una zona
nella quale mediamente, nello stesso tempo, piove molto meno.
Quindi nelle reti ﬂuviali, oltre al caso (insito nell’algoritmo di Metropo-
lis nella scelta casuale dei collegamenti tra i nodi-pixel) e alla necessit` a di
massimizzare l’energia globale, quindi minimizzando quella dissipata al ﬁne di
tendere all’eﬃcienza totale nel trasporto dell’acqua e dei sedimenti (anche di
altre forme di materia organica ed inorganica, e/o di sostanze viventi?), agisce
anche la competizione dei costituenti la rete stessa, ossia i canali di drenag-
gio, in funzione delle eterogeneit` a, geologiche e nella precipitazione in modo
primario.
Necessit` a e Competizione sembrano quindi i concetti unitamente insiti nella
parola Auto-Organizzazione, la quale assieme al Caso, regola il comportamen-
to dei bacini ﬂuviali, cos` ı come gi` a ben sintetizzato nel titolo ”Fractal Riv-
er Basins, Chance and Self Organization” del libro degli autori della teoria,
Rodriguez-Iturbe, Rinaldo e Rigon.
Si pu` o poi complicare il modello considerando altre fonti di eterogeneit` a
(o meglio tentando di emulare sempre pi` u fedelmente la realt` a), ad esempio la
vegetazione come specie e come loro distribuzione nel bacino, ed il clima con
le sue variazioni naturali e antropiche.
Certo ` e che tutte queste eterogeneit` a sono correlate da dei cicli, tipicamente
con feedbacks, ad esempio il clima detta la distribuzione e l’intensit` a della
precipitazione, quest’ultima inﬂuenza la distribuzione della vegetazione ed i
suoli, i quali per` o sono a loro volta correlati, inﬁne i ﬂussi energetici e di massa
costituiscono gli scambi tra superﬁcie ed atmosfera.
*E’ evidente come tale modello sia dal punto di vista computazionale es-
tremamente gravoso, inoltre porterebbe quasi certamente alle stesse conclusioni
del modello semplice ed originario delle OCNs, poich` e da una parte gli eﬀetti
delle eterogeneit` a sommate tra loro si attenuano (cos` ı come nella meccanica
dei materiali un mezzo totalmente anisotropo ` e ben schematizzabile con un222
equivalente modello isotropo), dall’altra lo studio della Fisica delle Reti Com-
plesse ha come obiettivo la comprensione della forma delle reti, associata alla
loro funzione, non la ricerca e l’analisi dettagliata dei processi di micro e meso
scala.
Il modello dei bacini ﬂuviali frattali, quindi delle OCNs, ` e infatti un modello
di macroscala, cos` ı come tutti i modelli di reti studiate dall’emergente Scienza
della Complessit` a. La teoria delle OCNs non dice nulla ad esempio riguardo i
proﬁli idraulici in ogni sezione del canale o la pezzatura media in ogni tronco
dei sedimenti trasportati.
Poi da tali modelli generali si pu` o passare ad analisi pi` u dettagliate delle
loro componenti, ad esempio analisi ”di nicchia” della ﬂora presente in una
parte del bacino.
Recenti studi [Caylor et al., 2005; Porporato e Rodriguez-Iturbe, 2005], sup-
portati anche da test in ambienti semiaridi [D’Odorico et al., 2006, 2005; Al-
bertson et al., 2006], hanno anche dimostarto una ottimalit` a nella distribuzione
della vegetazione, dello stato stazionario dell’umidit` a dei suoli, degli stati di
”water-stress” nelle piante, e dei ﬂussi idrologici ad esempio la traspirazione,
a scala di bacino, quindi sempre a livello globale o di macroscala. Tale dis-
tribuzione rispecchia il carattere auto-aﬃne delle reti ﬂuviali insite nel bacino
stesso, similarit` a tra tutti i bacini, e auto-organizzazione.
Sorprendentemnte la biodiversit` a e le caratteristiche geoﬁsiche dei bacini
sembrano invarianti; tuttavia tale settore, l’ecoidrologia, ` e ancora in fase di
pieno sviluppo, quindi molte dinamiche devono ancora essere ben comprese
[Porporato et al., 2002, Eagleson, 2000].
Le nicchie locali sono molto inﬂuenzabili e modiﬁcabili da forme di disturbo
esterne, mentre le propiet` a di scala globali rimangono inalterate.
Gli esponenti universali variano di molto poco, rispetto quelli del modello
originario ad iniezione costante, perch` e descrivono le propiet` a globali della
rete, inﬂuenzate esclusivamente dal vincolo della forma geometrica del bacino
nel piano. Le aree occupate da canali sono evidentemente quelle pi` u eﬃcienti
dal punto di vista della produzione e trasporto di sedimenti, nonch` e per il
trasporto dell’acqua se si considera favorevole la sua maggiore celerit` a quando
si trova in ”stato-canale” rispetto il suo ”stato-versante”.
In deﬁnitiva le OCNs uniformi sono un ottimo modello per catturare le
propiet` a globali delle reti ﬂuviali, la relazione ”pendenza-portata” con l’area223
assunta come ﬂusso ` e veriﬁcata, cos` ı come l’energia dissipata scritta in termi-
ni di area. L”’allometria idrologica” in funzione dell’area pertanto mantiene
la sua validit` a. Attenzione v` a posta nell’analisi di bacini con eterogeneit` a
”estrema” i quali presentano deviazioni nello scaling.
”Every day is a good day. You need rain, you need sun, wind to blow things
around. Every day is a good day”
Slow Turtle, supreme medicine man,
Mashpee Wampanoag Indians (Massachusetts, USA)224
Allegato 1.
Alcuni concetti di Fisica delle Reti Complesse.
a1.1 Universalit` a.
In meccanica statistica, l’universalit` a ` e l’osservazione che ci sono propiet` a,
per una ampia classe di sistemi, che sono indipendenti dai dettagli dinamici
del sistema.
I sistemi che mostrano universalit` a tendono ad essere caotici e spesso hanno
un gran numero di parti interagenti tra loro.
La nozione di universalit` a ` e nata dallo studio delle transizioni di fase at-
traverso la meccanica statistica. Le transizioni di fase sono caratterizzate da
un parametro d’ordine, come la densit` a o la magnetizzazione, che cambiano in
funzione di un parametro del sistema, ad esempio la temperatura.
Lo speciale valore del parametro al quale il sistema cambia la sua fase ` e il
punto critico del sistema; per sistemi che esibiscono universalit` a il valore pi` u
vicino a tale parametro ` e il valore critico, mentre, per quelli meno sensibili il
parametro d’ordine dipende dai dettagli del sistema.
Se il parametro β ` e critico al valore βc, il parametro d’ordine ` e approssimato
dalla relazione:
a = a0||β − βc||α (a.1)
L’esponente α ` e un esponente critico del sistema. La rilevante scoperta fatta
nella seconda met` a del ventesimo secolo ` e che sistemi molto diﬀerenti tra loro
hanno gli stessi esponenti critici, quindi universalit` a.
Esistono per` o diﬀerenti classi di universalit` a, ossia classi caratterizzate da
diversi esponenti critici a cui i sistemi ﬁsici in esse ricadenti obbediscono.
L’universalit` a ` e anche osservata in sistemi non in equilibrio, come sitemi di
particelle interagenti, modelli di reazione-diﬀusione, o sistemi auto organizzati.225
Un esempio di universalit` a attinente alle reti ﬂuviali, ma in generale es-
tendibile a moltissime altre reti di trasporto, ` e quella del sistema circolatorio
umano; l’analogia con i corsi d’acqua ` e stata introdotta da Rinaldo coniando
il curioso termine ”hydrologic allometry” [Rinaldo et al., 2006]. Il concetto
di eﬃcienza di una rete ` e gi` a stato introdotto nella descrizione delle OCNs,
pertanto qui si ` e riporta direttamente il risultato che interessa per spiegare l’u-
niversalit` a manifestata attraverso la legge a potenza, detta relazione di Kleiber,
del sistema di trasporto e consegna dei nutrienti ad un essere vivente (animale
e essere umano), dove M` e la massa corporea, e B` e il tasso metabolico basale.
La legge ` e:
B ∝ M3/4, (a.2)
la quale discende dalle relazioni tra il volume totale di sangue Cutilizzato
(pari alla somma del ﬂusso di nutrienti) ed il tasso metabolico totale B, con
la lunghezza caratteristica Ldell’organismo, nello spazio Euclideo, quindi per
D = 3 [Banavar et al., 1999, 2002].
B ∝ LD
C = M ∝ LD+1per grafo ottimizzato

→ B = M
D
D+1
(a.3)
Questa relazione ` e sorprendentemente valida per M che spazia in un inter-
vallo di oltre 21 ordini di grandezza, dagli organismi unicellulari ai pi` u gran-
di mammiferi del pianeta. La spiegazione di tale universalit` a ` e attualmente
molto dibattuta [West et al., 1999; Banavar et al., 1999, 2002; Painter et al.,
2000; Dodds et al., 2003], quello che per` o sembra assodato ` e il concetto che il
trasporto dei nutrienti necessari alla vita debba avvenire con la quantit` a min-
ima possibile trasportata di materia, nella fattispecie del sistema circolatorio
il sangue.226
Figura a1.1 [da http://universe-review.ca/R10-35-metabolic.html]:
rappresentazione bi-logaritmica della legge di Kleiber, lnB =
3
4
lnM; in precedenza
ad essa si pensava che l’esponente fosse pari a 2/3.
L’universalit` a, tuttavia, ` e anche presente nelle statistiche di altre quantit` a
anche se esse non sono distribuite a legge di potenza.
Per esempio in un’ampia variet` a di casi la distribuzione P(x) della variabile
x non ` e invariante alla scala di analisi (scale invariant), piuttosto ` e concentrata
attorno a piccoli valori come 4, 5, 6 tipicamente. Questo ` e chiamato Small
World Eﬀect ed ` e stato studiato soprattutto per le reti sociali dove nei graﬁ
i vertici rappresentano gli individui e i lati-collegamenti un piccolo numero di
relazioni tra gli individui stessi.
L’eﬀetto Small World ` e stato inserito nello Small World Model [Watts et
al., 1998, 1999] il quale descrive particolari graﬁ il cui diametro rimane molto
piccolo mentre il numero dei vertici aumenta. Tale modello ` e risultato essere
ottimamente aderente al WWW, alle reti sociali e alle reti di coautori dove i
diversi scienziati scrivono la pubblicazione congiuntamente [Newman, 2001a,
2001b].
Un’estensiva ricerca in ambito dello Small World Model applicato alle reti
sociali ` e attualmente in corso alla Columbia University nella quale si vuole an-227
che veriﬁcare la validit` a della cosidddetta teoria ”dei sei gradi di separazione”
[Watts, 2003].
Figura a1.2 [Colizza, 2004]: il modello Small World interpola bene i modelli di rete
estremi, il primo completamente ordinato e non ”clusterizzato”, l’ultimo
completamente casuale e ”clusterizzato”; il numero di nodi n = 20 e il numero di
collegamenti, di lunghezza l, ` e costante, con p = hki/n = hCrandi (≡coeﬃciente di
clustering medio≡probabilit` a di connessione) e hki = 2hli/n = npper n grande
(≡grado medio di Erd´ ’os-R´ enyi)
a1.2 Leggi di potenza e distribuzioni a scala libera.
Quando la probabilit` a di misurare un particolare valore di qualche quan-
tit` a varia inversamente come una potenza di quel valore, la quantit` a ` e detta
seguire una legge a potenza (power law), anche conosciuta come legge di Zipf’s
o distribuzione di Pareto (in realt` a le due leggi diﬀeriscono nella rappresen-
tazione graﬁca della probabilit` a cumulata P(x), il graﬁco di Zipf pone P(x) in
ordinata e x in ascissa, quello di Pareto l’opposto).
La forma della distibuzione di probabilit` a che segue una legge a potenza ` e
generalmente descritta dalla seguente relazione:228
p(x) = Cx−α, (a.4)
da cui si ricava la relazione logaritmica,
log[p(x)] = −αlog(x) + log(C). (a.5)
La costante C nell’equazione (a.4) ` e fornita dalla richiesta di normalizzazione,
ossia
Z ∞
xmin
p(x)dx = 1 → C = (α − 1)x
α−1
min, (a.6)
nella quale ` e immediatamente visibile che deve essere α > 1 altrimenti l’e-
quazione diverge; le leggi a potenza con esponente minore dell’unit` a non pos-
sono essere normalizzate e normalmente non si veriﬁcano in natura.
La frequenza degli eventi o gli eﬀetti di variazione di dimensione in sitemi
critici auto organizzati (SOCS), per esempio la legge di Gutenberg-Richter
dell’intensit` a dei terremoti, e le leggi di Horton descriventi i sitemi ﬂuviali,
segueno una legge a potenza.
Tuttavia leggi a potenza sono osservate in svariati campi, includendo la
ﬁsica, biologia, geograﬁa, economia, linguistica, le guerre ed il terrorismo.
Le leggi a potenza sono tra le pi` u frequenti leggi di scala che descrivono
l’invarianza di scala trovabile in molti fenomeni naturali.229
Figura a1.3 [Newman, 2005]: (a) istogramma di un insieme di un milione di numeri
casuali, il quale ha una distribuzione a legge di potenza con esponente α = 2.5; (b)
lo stesso istogramma in scala logaritmica dove si notano le ﬂuttuzioni statistiche
nella coda; (c) istogramma costruito con la tecnica del ”logarithmic binning” ossia
normalizzando il numero di campioni nell’intervallo in cui ricadono; (d)
istogramma della probabilit` a cumulata P(x)la quale segue anch’essa una legge a
potenza ma con esponente α − 1 = 1.5.
Una distribuzione a legge di potenza ` e anche alle volte chiamata distribuzione
”a scala libera”. Questo perch` e la legge di potenza ` e la sola distribuzione che
` e la stessa a qualsiasi scala la si guardi7.
Sistemi a scala libera sono pi` u in generale quei sistemi nei quali la singola
lunghezza macroscopica (deﬁnita spesso come lunghezza di correlazione), la
7Poich` e sia la legge di potenza sia la distribuzione log-normale sono distribuzioni asin-
totiche, pu` o essere facile confonderle non utilizzando metodi statistici robusti come il modello
Bayesiano di selezione o test sulle ipotesi statistiche. Un graﬁco bi-logaritmico di una dis-
tribuzione log-normale pu` o spesso sembrare dritto per certi rapporti di x e y. Una regola
per veriﬁcare se la distribuzione ` e conforme a una power law ` e quella di veriﬁcare se, in un
graﬁco bi-logaritmico, risulta rettilinea a tre o pi` u ordini di grandezza (”ingrandimento”).230
dimensione di scala, o la scala di tempo che li caratterizza, diverge lasciandoli
senza scala.
Tale situazione ` e tipica dei fenomeni critici e produce una legge a potenza
seguita dalle grandezze ﬁsiche macroscopiche del sistema.
Il preciso punto al quale la lunghezza di scala diverge ` e chiamato punto
critico o punto di transizione di fase continua; si ` e quindi associato il concetto
di universalit` a al concetto di legge a potenza, ossia l’universalit` a si esibisce
attraverso una legge a potenza ed ogni classe di universalit` a ha un ”ben pre-
ciso” esponente critico. Abbiamo visto per` o come esistono delle eccezioni a
tale regola, vedi ad esempio il modello delle Small World Networks descritto
sinteticamente nella sezione precedente.
Attenzione per` o che non tutto ci` o che esibisce una legge a potenza ha
a che fare con complessit` a o criticit` a. Esistono meccanismi come i processi
moltiplicativi, le combinazioni di esponenziali, le inversioni di quantit` a, e i
cammini aleatori, i quali sono esempi di alcuni metodi di generazione di leggi
a potenza [Caldarelli, 2005; Newman, 2005].
Recentemente [Barabasi et al., 1999] il concetto di distribuzione a scala
libera ` e stato associato al concetto di reti a scala libera (scale free networks)
introdotte da Barabasi studiando dapprima la topologia del World Wide Web
e poi applicando li stessi concetti ad alcune reti sociali e biologiche [vedi anche
V´ azquez et al., 2003].
Una scale free network ` e una struttura con distribuzione a scala libera ma
non pi` u caratterizzata da una connettivit` a puramente aleatoria; sono presenti
nodi fulcro (hubs) i quali hanno pi` u collegamenti in media di tutti gli altri nodi
della rete, formati da un principio di ”attacco preferenziale” [Barabasi et al.,
2000].231
Figura a1.4 [Castillo, 2004]: (a) rete random; (b) rete a scala libera nella quale i
nodi-fulcro sono evidenziati; ogni grafo ha 32 nodi e 32 collegamenti ma entrambi
sono stati realizzati per apparire in modo chiaro nel piano, quindi nemmeno la (a)
` e una struttura puramente casuale.
a1.3 Eﬀetti di scala ﬁnita (Finite Size Eﬀects).
Ricordando la natura discreta della funzione distribuzione di probabilit` a
nella pratica, ` e da sottolineare che anche per una funzione a scala libera c’` e una
tipica scala che ` e sempre presente, dovuta alla dimensione ﬁnita dei campioni
analizzati.
Nel caso speciﬁco delle reti si ha un grado minimo che ` e uno (non si pu` o
avere meno di un collegamento in un grafo) e un grado massimo che ` e la
dimensione della rete (non si possono avere pi` u di n − 1 collegamenti). Come
nel caso del World Wide Web il grafo ` e molto ampio ed ` e possibile spostare il
cutoﬀ superiore lungo l’asse x delle ascisse quanto si vuole.
Si ha per` o una deviazione dal comportamento a legge di potenza quando x
diventa troppo simile alla dimensione del sistema e quindi si hanno errori nella
determinazione degli esponenti.
Risulta quindi controindicato prendere campioni di dati (datasets) troppo
grandi poich` e in tal caso la media, o momento primo, calcolata come sotto
indicato (Formula 10), diverge senza limiti. La distribuzione in tal caso si dice
non avere media ﬁnita, ed ` e tipica per valori di α ≤ 2 come accade per la
distribuzione delle guerre o dei pennacchi solari.
hxi =
Z ∞
xmin
xp(x)dx = C
Z ∞
xmin
x
−α+1dx =
C
2 − α
[x
−α+2]
∞
xmin (a.7)
La relazione () ` e utilizzabile per un dataset ﬁnito e quindi la si utilizza quando
la coda della distribuzione viene tagliata (tail cutoﬀ). In tal caso per ricavare
l’esponente α non si pu` o pi` u procedere con la forma analitica tradizionale di
seguito riportata (Formula 11), ma con altre tecniche abbastanza elaborate
basate sulla funzione beta di Legendre [Newman, 2005].232
α = 1 + n
"
n X
i=1
ln
xi
xmin
#
− 1 (a.8)
Spesso si pone anche il problema di stabilire un valore xmin, infatti poche
distribuzioni reali seguono una legge a potenza in tutto il campo delle ascisse,
ed in particolare per valori piccoli della variabile misurata.
Infatti la legge della distribuzione a potenza p(x) = Cx−α diverge per
x → 0 con α > 0. In tali casi l’esponente della legge viene calcolato omettendo
la regione di valori compresi tra l’origine e xmin e la distribuzione viene detta
”a coda” (power law tail distribution).
In conclusione la traduzione pi` u adatta di ﬁnite-size scaling sembra essere
quella di leggi di scala per sistemi ”a taglia ﬁne”, ossia leggi di potenza per
campioni non troppo numerosi.
E’ evidente come trovare esattamente li esponenti sia complesso, cosi come
lo sono altre rilevanti questioni relative alle reti complesse, si rimanda pertanto
a pubblicazioni speciﬁche [Caldarelli, 2005; Newman, 2005; Albert et al., 2002].233
Allegato 2
Introduzione ad HydroGen per la generazione
di campi random variamente correlati.
HydroGen ` e un codice, scritto in Ansi Fortran 77, per la generazione
di funzioni casuali bidimensionali nello spazio con un’assegnata struttura di
covarianza.
I calcoli vengono eﬀettuati in doppia precisione.
Nel programma si fa riferimento alla covarianza (o autocovarianza) con
la scrittura cov(itype,rx,ry), dove l’ argomento itype identiﬁca la funzione di
covarianza, rx e ry sono le distanze spaziali alle quali la covarianza` e computata.
Con xsp e ysp si indicano le dimensioni principali dell’area di ricerca (search
neighborhood area) nelle direzioni x e y (Figura a2.1), ed i valori per esse
suggeriti, basati sulla funzione di covarianza scelta e sulle scale integrali/di
correlazione, sono calcolate e visualizzate a monitor in automatico.
E’ fornito, anch’esso in automatico, il valore suggerito per xspa, la dimen-
sione secondaria dell’area di ricerca.
Figura a2.1: area di ricerca deﬁnita in HydroGen; le dimensioni xsp, xspa, e ysp
devono essere introdotte manualmente, tuttavia sulla base di test condotti dagli
autori Bellin e Rubin, il programma suggerisce in automatico dei valori.234
Le dimensioni dell’area di ricerca devono essere ragionevolmente piccole rispet-
to le dimensioni di campo, pena un possibile errore di segmentazione con out-
put vuoto; in tal caso si pu` o optare di assumere dimensioni dell’area di ricerca
minori di quelle suggerite, oppure eﬀettuare la simulazione con un campo pi` u
ampio.
Tuttavia poich` e le dimensioni della ”search neighborhood area” sono basate
su tests numerici degli autori del programma, vedi [Bellin e Rubin, 1996b], rela-
tivi alla riproduzione della struttura di covarianza, non ` e consigliabile adottarle
molto pi` u piccole di quelle consigliate, pertanto ` e preferibile lavorare con un
campo il pi` u ampio possibile.
Nel caso di campi frattali le dimensioni dell’ area di ricerca sono automati-
camente poste pari a quelle del campo generato, pertanto da Lx = xsp, Ly =
ysp, xspa = 0, risulta l’equivalenza delle aree Lx × Ly = xsp × ysp.
Le strutture di covarianza possibili sono:
• (0) itype = 0, funzione di covarianza discreta, introdotta con un ﬁle di
input il quale deve contenere la funzione di autocovarianza discretizzata
su una sottogriglia di dimensioni (xsp+xspa)×ysp, con spaziature ∆x
e ∆y della griglia uguali alle spaziature della rete a maglia larga;235
Figura a2.2: campo a covarianza discreta, si ` e eseguito l’esempio proposto a
corredo del manuale [Bellin et al., 1996b], (vedi anche ”addings” in
http://www.ing.unitn.it/ bellin/frames/hydrogen.php).
• (1) itype = 1, funzione di covarianza esponenziale, con CZ(rx,ry) = e−r0,
dove r0 =
p
(rx/IZx)2+(ry/IZy)2 ` e la distanza tra due punti adimension-
ale, rx = x2−x1 e ry = y2−y1 sono le componenti in xe y della distanza di
separazione tra due punti, IZx e IZy sono le scale integrali nella direzione
x e y rispettivamente, e = IZy/IZx ` e il rapporto di anisotropia;236
Figura a2.3: campo a covarianza esponenziale con
< ri >= 1, σ2 = 1.0, I = 150, e ottenuto con due raﬃnamenti di campo;
visualizzazione bidimensionale in scala di grigi, e rappresentazione
tridimensionale in modalit` a ”MeshHue”237
(a)238
(b)
(c)
Figura a2.4: (a), (b), (c), sezioni a x = 60, x = 80, e sezione diagonale del
campo di precipitazione di Figura a2.3.
• (2) itype = 2, funzione di covarianza Gaussiana, con CZ(r) = e−r02
;239
Figura a2.5: campo isotropo di pioggia a covarianza gaussiana con scala di
correlazione I = 10, ottenuto con due raﬃnamenti di campo.
• (3) itype = 3, funzione di covarianza isotropica di Whittle, con CZ(rx,ry) =
αrK1(αr), dove r =
√
r
2
x + r2
y e α = π/2IZ, ponendo IZx = IZy = IZ, e
K1(αr) ` e la funzione modiﬁcata di Bessel del terzo tipo al primo ordine;240
Figura a2.6: campo isotropo a covarianza di Whittle con I = 10, ottenuto
con due raﬃnamenti di campo.
• (4) itype = 4, funzione di covarianza isotropica di Mizell (di tipo B)
[Mizell, 1982], con CZ(rx,ry) = αrK1(αr) − (αr)2K0(αr), i cui simboli
hanno lo stesso signiﬁcato di quelli della precedente funzione di covari-
anza (3), e K0 ` e la funzione di Bessel modiﬁcata del terzo tipo di ordine
zero;241
Figura a2.7: campo isotropo a covarianza di Mizell (tipo B) con I = 10,
ottenuto con due raﬃnamenti di campo; si noti la sostanziale equivalenza del
pattern di pioggia con quello di Figura a2.6 avente covarianza di Whittle, il
valore rimax = 1.26risulta minore mentre rimin = 0.76 risulta maggiore,
sempre rispetto al precedente caso.
• (5) itype = 5, semivariogramma a legge di potenza, con γZ(rx,ry) = cr0β,
dove rx = x2 − x1, ry = y2 − y1, r0 =
p
(rx/Ix)2 + (ry/Iy)2, Ixe Iy sono242
le scale di riferimento lungo la direzione xe yrispettivamente le quali
rappresentano la minima scala di variabilit` a risolta nelle simulazioni, c ` e
una costante legata alla varianza di campo, e l’esponente β, che controlla
come γZ(rx,ry)cresce con la distanza, ` e in relazione all’esponente di Hurst
tramite la relazione β = 2H[Hurst, 1951]; per β < 1il campo appare
sgranato con valori correlati su distanze molto piccole, il fenomeno ` e
chiamato antipersistenza, viceversa per β > 1 la correlazione persiste,
da cui il nome persistenza per tale caso, su grandi distanze, il campo
appare ”lisciato” ma con forti contrasti tra una zona e l’altra. Il caso
con H = 0.5, quindi β = 1 corrisponde al rumore Gaussiano.
Ponendo Ix = Iy = I si ottiene un campo frattale o auto-simile, con
Ix 6= Iy si crea un campo auto-aﬃne; inoltre con ∆x = ∆y = Inon si ha
variabilit` a spaziale a scale minori di I.
Nel caso di covarianza ”frattale” si pu` o anche forzare la media ad essere
costante in ogni realizzazione, questo ` e equivalente per` o ad assumere
deterministiche e note le variabilit` a di campo a larga scala.243
Figura a2.8: campo isotropo con semivariogramma a legge di potenza, avente
c = 0.5, β = 1.8 quindi H = β/2 = 0.9, I = 5, e media imposta a < ri >= 1; si
vede come tale campo proposto abbia una ridotta probabilit` a di descrivere la
realt` a ﬁsica di un evento precipitativo.
All’aumentare della scala di correlazione o della scala integrale I dei campi di
pioggia generati, aumenta la distanza tra le zone a pioggia mediamente nulla,
o mediamente unitaria, dato che la media ` e stata imposta pari ad uno, e la
loro dimensione.244
Quindi per I/L grande, ad esempio tendente ad uno o maggiore, si hanno
zone di precipitazione molto estese e distanti tra loro (rispecchianti gli eventi
nella stagione invernale), viceversa per I/L piccolo si hanno zone di precipi-
tazione molto vicine tra loro e di dimensione limitata (eventi estivi), mentre
al tendere di I/La zero si ritorna al caso uniforme.
Inoltre al crescere di I/L il valore massimo di ridiminuisce in conseguenza
all’aumento dell’ampiezza del campo di precipitazione (mediamente di area
I × I e con < ri >= 1, nel bacino L × L = 128 × 128); ` e possibile infatti
ﬁssare I > L (imponendo opportunamente in HydroGen un’area di ricerca
piccola, ma non troppo, per evitare errori nella generazione dei campi) ma il
valore medio della variabile aleatoria precipitazione ` e ﬁssato sempre sul DEM
in studio, quindi nei bacini reali sull’area L × L.
L’imposizione della media ad uno nel campo di pioggia L × Lspiega il
perch` e nel caso con Ielevato, tendente alla dimensione del bacino o superiore,
si veriﬁchi sempre il caso di ”alluvione” e non di ”siccit` a”, ossia il bacino ricade
sempre nella zona caratterizzata da precipitazione.
Per ovviare a questo sono state fatte delle simulazioni con campi di precip-
itazione a media zero, quindi come se si ricadesse nella zona a precipitazione
mediamente nulla del caso con rapporto I/L elevato (es. pari ad uno); li espo-
nenti in tal caso risultano sostanzialmente uguali a quelli per I/L tendente a
zero, quindi a quelli delle reti ottime con ri = cost = 1.
L’analisi della variazione degli esponenti ` e stata condotta generando campi
di precipitazione con varianza σ2 = 0.5 e σ2 = 1
In genere, per tutte le strutture di correlazione, le lunghezze di campo Lx e
Ly, e le spaziature di griglia ∆x e ∆y, vengono sempre esplicitate come multipli
delle scale integrali/di correlazione Ix e Iy, ossia si trova scritto frequentemente
Lx,y = mIx,ye ∆x,y = mIx,ycon mnumero generico decimale e positivo.
I graﬁci vengono quasi esclusivamente forniti in forma adimensionale rispet-
to le scale integrali o le scale di correlazione (queste ultime, alle volte anche
dette, scale di riferimento).
Secondo la scelta dell’utente la generazione pu` o avvenire in due modi:
(i) generazione diretta su una griglia selezionata;245
(ii) generazione su una griglia ”aperta” (coarse grid) seguita da massimo
tre passi di raﬃnamento nei quali la dimensione del blocco di punti, quindi
l’indice di coarse graining λ, ` e ridotto di un fattore pari a due e pertanto la
densit` a di nodi della griglia raddoppia ad ogni step.
La generazione della griglia prima avviene su una griglia ”sparsa”, poi le
sottosezioni della griglia sono riﬁnite incrementando la densit` a di nodi; ad ogni
raﬃnamento, il quale avviene in due passi, il numero di nodi raddoppia.
Per esempio inserendo ∆x = 0.25e∆y = 0.025 come valori desiderati per le
spaziature di griglia del campo ﬁnale (indicati anche come dx e dy), e posto n =
1riﬁnimenti, il programma genera dapprima una griglia sparsa con spaziature
∆x = 0.50 e ∆y = 0.050 (quindi λ = 2), il quale poi ` e raﬃttita una volta al
ﬁne di ottenere la maglia di calcolo voluta.
Figura a2.9: esempio di discretizzazione isotropa del dominio (con griglia avente
∆l uguale in xe y), ed esempio di raﬃnamento; sulla sinistra il primo stage di
raﬃnamento (su coarse grid), sulla destra il secondo stage.
Nelle simulazioni condotte sulle reti ﬂuviali artiﬁciali e naturali, si ` e sempre
posto ∆x = ∆y = 1.00 pari alla dimensione unitaria dei pixel del DEM.
Sempre in merito al precedente punto (ii) in [Bellin e Rubin, 1996b] si avvisa
l’utente di rispettare il limite di tre raﬃnamenti per evitare una apprezzabile
riduzione nell’accuratezza numerica.
In generale il numero di passaggi per raﬃnare la rete dovrebbe essere suf-
ﬁcientemente grande per evitare errori di segmentazione (tipici dei casi con
area di ricerca troppo ampia), ma allo stesso tempo, abbastanza piccolo per
preservare un certo livello di accuratezza dei campi generati.246
Il numero dei passi di raﬃnamento dipende dal rapporto tra la risultante
spaziatura della griglia ”coarse” e le scale integrali; tests numerici [Bellin e
Rubin, 1996b] suggeriscono che per campi casuali regolari le spaziature della
griglia ”coarse” dovrebbero non eccedere due volte il valore delle scale integrali
(lx = λ∆x 5 2IZxe ly = λ∆y 5 2IZy), mentre per campi frattali il limite
dipende dal valore β e dalle dimensioni di campo.
Per questa ragione la spaziatura ottimale della rete a maglie larghe, dovrebbe
essere ﬁssata secondo tests performati direttamente dall’utente, usando diﬀer-
enti numeri di raﬃnamenti multipli.
Il raﬃnamento pu` o essere utile quando l’area di ricerca (neighborhood area)
` e grande; in queste situazioni lo sforzo computazionale per la generazione della
griglia a maglie larghe (coarse grid), pu` o essere ridotto senza un’apprezzabile
impatto sull’accuratezza.
Si indica con ∆x e ∆y le discretizzazioni della griglia nella direzione x e
yrispettivamente, ossia la distanza tra due centrodi di pixel adiacenti.
Per campi frattali (auto-simili) la pi` u grande area di ricerca coincide con il
dominio di generazione.
E’ importante deﬁnire nel processo di generazione la dimensione massima
della matrice contenente la funzione di covarianza.
Ad ogni step le dimensioni sono (NN2 + NN2A)×NN1 [Bellin e Rubin,
1996b], dove si deﬁnisce NN2 = xsp/∆x, NN2A = xspa/∆x, e NN1 =
ysp/∆y, con xsp e ysp le dimensioni in x e y dell’area di ricerca come mostrato
in Figura a2.1, mentre ∆x e ∆y sono le discretizzazioni della griglia lungo x e
y.
Da notare che mentre xsp e ysp rimangono costanti ad ogni step di calcolo
dopo averli inseriti, ∆xe ∆yvariano tante volte quanti sono i raﬃnamenti di
griglia utilizzati, massimo tre come consigliato; ad esempio nel caso si voglia
un solo raﬃnamento i valori di input voluti ∆xe ∆y risultano dapprima pari
a λ∆x e λ∆y, con λ indice di coarse graining, corrispondenti alla generazione
della prima griglia ”coarse”.
Nel caso di campi frattali NN2 e NN1 sono il numero di nodi nelle direzioni
x e y, perch` e l’area di ricerca coincide con il dominio generato, inoltre NN2A =
0 perch` e xspa = 0.
Il principale vantaggio del metodo usato dal programma ` e che i coeﬃci-247
enti di kriging dipendono esclusivamente dalla geometria di campo e dalla
spaziatura di griglia, e non dai loro stessi valori [Bellin e Rubin, 1996b].
L’opzione di utilizzare coeﬃcienti di interpolazione (o di kriging) generati
su simulazioni precedenti, ` e valida esclusivamente per simulazioni con identiche
spaziature di griglia ∆xe ∆y, e stessa funzione di correlazione CZ(r).
E’ possibile quindi generare un campo casuale Fi(Z) con le stesse propiet` a
statistiche di un generico campo Fi−1(Z) precedentemente simulato e avente
dimensioni Lxe Ly diﬀerenti, utilizzando i coeﬃcienti di interpolazione di
quest’ultimo.
Con Zsi indica, in genere, una funzione casuale stazionaria nello spazio (an-
che nota in letteratura come RSP, da Random Space Function) caratterizzata
da una media costante hZie una varianza σ2
Z.
Con lxe lysi indicano le dimensioni di campo ossia le dimensioni in x e
ydella griglia generata.
Al variare del tipo di covarianza (o autocovarianza) varia la funzione di
autocorrelazione deﬁnita come rapporto tra la covarianza e la varianza, ana-
liticamente ` e ρ(rx, ry) = C(rx,ry)/σ2
Z; al solito rxe ry sono le componenti in
x e y della distanza tra due punti nei quali la funzione di covarianza CZ ` e
computata, e σ2
Z` e la varianza.
Il campo casuale generato, o i campi nel caso di pi` u realizzazioni Monte
Carlo, ` e dato come output in due possibili modalit` a, formato x,y,z in colonna
dove xe y sono le coordinate spaziali e z il valore della variabile random, oppure
formato matrice in cui i valori della variabile aleatoria Z si susseguono.
L’ultimo formato ` e stato postproccessato, trasformandolo nel formato Flu-
idTurtle, per ricavare la matrice delle aree cumulate con iniezione ri eterogenea.248
Figura a2.10: campo di pioggia casuale senza struttura di correlazione, generato
con la routine FluidTurtle ”random-uncorrelated” [Rigon et al., 2002; Convertino
et al., 2006b]249
Figura a2.11: campo di pioggia deterministico imponendo nella met` a superiore
< ri >= 0.001, nella met` a inferiore < ri >= 1.001; la scelta di numeri non interi ` e
dovuta al fatto di voler avere un unico outlet, applicando tale campo ad una rete
per la determinazione del ﬂusso cumulato Ji∀ pixel i-esimo. La routine
”r-metropolis” non accetta infatti condizioni al contorno cilindriche.250
Figura a2.12: alcuni campi multifrattali isotropi, non utilizzati nelle simulazioni
proposte, ma probabilmente pi` u rappresentativi dei campi di precipitazione reali [si
veda http://www.physics.mcgill.ca/ gang/multifrac/index.htm].251
Allegato 3
Le routines FluidTurtle per lo studio delle OC-
Ns, basi teoriche, e ulteriori software utilizzati.
Oltre al gi` a citato HydroGen, sinteticamente illustrato nell’Allegato 2 prece-
dente, ed utilizzato per la generazione di campi random variamente correlati,
si riportano i principali software adottati per lo sviluppo graﬁco e numerico
della tesi.
Le simulazioni sono state realizzate grazie alle routine FluidTurtle opportu-
namente modiﬁcate come descritto al Capitolo 1; ` e in fase di sviluppo un man-
uale [Convertino et al., 2006b] comprendente una pi` u appropiata descrizione
di ogni routine, la loro compilazione e le mutue interrelazioni. Inoltre, il tutto
verr` a commentato e pubblicato in rete attraverso Doxygen.
I programmi utilizzati per la tesi, oltre alle gi` a citate routine FluidTurtle,
sono principalmente i seguenti:
• compilatori: Eclipse SDK 3.2.1, Metrowerks CodeWarrior 8.0, Blood-
Shed Dev-C++;
• per elaborazioni graﬁche e numeriche: Mathematica 5.2, Matlab 7.0 R14
e Matlab package for Excel (in VisualBasic);
• analisi DEM: JGrass 2.0 Trento, MapWindow 42SR;
• manipolazione dati e immagini: TextPad, GoBatchGS for GostScript
8.54;252
• scrittura tesi: InftyEditor for Latex, TeXnicCenter (MikTeX) e WinEdt.
a3.1 Teoria di base delle routine FluidTurtle.
a3.1.1 Eden.
Viene creata una rete iniziale random con un meccanismo di tipo ”Eden”.
Questo signiﬁca che, partendo da uno o pi` u outlets, viene costruito il conﬁne
del bacino o dei bacini. Un punto sul conﬁne il quale` e conseguentemente drena-
to ` e scelto a random; il contorno ` e poi calcolato nuovamente e la procedura va
avanti ﬁno a quando tutti i punti del bacino risultano essere drenati.
La crescita ”Eden” ` e generata da un cammino casuale auto-evitante (pi` u
noto alla comunit` a scientiﬁca nella sua terminologia anglosassone ”self-avoiding
random walk”) il quale ` e noto porta a strutture subottimali [Rodriguez Iturbe
e Rinaldo, 1997].
E’ interessante usare le strutture Eden come forme fondamentali di base
a causa della chiara presenza in esse esclusivamente del principio di selezione
dominato dalla opportunit` a (chance dominated selection principle), ossia nes-
suna necessit` a ` e richiesta dal cammino casuale e le strutture ad albero si
formano per via della natura autoevitante imposta al processo.
In passato si pensava che le strutture Eden cogliessero le essenzialit` a della
selezione naturale [Leopold et al., 1964], non coglinedo altri aspetti fondamen-
tali ad esempio quello della necessit` a.253
(a)
(b)
Figura a3.1: (a) rete Eden completamente casuale generata con campo di pioggia
random a covarianza esponenziale, e imponendo < ri >= 1, σ2 = 0.5, I = 30; (b)
densityplot dei ﬂussi cumulati nel quale si nota la loro distribuzione random, le
zone pi` u chiare sono quelle con ﬂusso cumulato maggiore (pixel canale), quelle pi` u
scure con ﬂusso minore (pixel versante).254
Figura a3.2: approssimazione lineare della distribuzione dei ﬂussi cumulati per la
rete Eden formata con campo di pioggia a covarianza esponenziale e
< ri >= 1, σ2 = 0.5, I = 1; l’esponente di scala τEd = 0.428, risulta molto vicino
al valore ottimo delle OCNs pari a τ∗ = 1.43. Da reti Eden si parte con il
Simulated Annealing per ottenere la rete ottima, sia essa omogenea sia eterogenea.
a3.1.2 Scheidegger.
Realizza una rete di Scheidegger la quale ` e il prototipo di una rete di-
retta ed ha molte propiet` a analitiche. Rispetto al modello originale il quale
richiede delle maglie di tipo triangolare [Scheidegger, 1967], l’applicazione usa-
ta genera reti di Sheidegger su maglie quadrate e con l’aggiunta della possibile
direzione di drenaggio ”7” secondo il metodo delle 8 direzioni di drenaggio
[Tarboton, 1992]; inoltre sono assunte condizioni al contorno cilindriche che
permettono alla rete di drenare anche verso l’esterno (adsorbing barriers, vedi
[Chandrasekhar, 1943]).255
Figura a3.3: a sx, rete di Scheidegger su maglia rettangolare, con condizioni al
contorno cilindriche e direzioni di drenaggio possibili 6, 7, 8 secondo il metodo
delle 8 direzioni di drenaggio, la rete drena dall’alto verso il basso; a dx,
reppresentazione delle direzioni di drenaggio della rete a sx.256
Figura a3.4: densityplot delle aree cumulate della rete di Scheidegger di Figura
a3.3 con drenaggio dall’alto verso il basso.257
Figura a3.5: scaling delle aree di una rete di Scheidegger quadrata, l’esponente
τ = 0.34 = 4/3 risulta coincidere con quello esatto determinabile analiticamente
[Maritan et al., 1996]
Pi` u semplicemete la rete di Scheidegger originale` e una costruzione derivante da
una regola stocastica: con uguale probabilit` a un ipotetico viaggiatore sceglie
di compiere il passo a destra o a sinistra solamente. Tale modello ` e stato
derivato in riferimento alla forma di drenaggio di un bacino intramontano8.
[Scheidegger, 1967] ed ` e mappato esattamente in un modello di aggregazione
random con iniezione o modello del votante9 [Takayasu et al., 1988, 1991a-b],
inoltre descrive l’attivit` a nel tempo di una valanga ”critica” auto-organizzata
[Bak et al., 1987] .
Figura a3.6: modello di rete casuale e diretta di Scheidegger su maglia quadrata; la
direzione di drenaggio ` e dall’alto al basso, mentre la direzione di ﬂusso ` e scelta in
modo casuale tra una delle due direzioni possibili delle diagonali verso sx e dx
(direzioni di ﬂusso 6 ed 8 rispettivamente, secondo il metodo delle 8 direzioni di
drenaggio); il percorso dei canali ed il contorno del bacino sono cammini aleatori
discreti.
8Scheidegger era interessato alle valli delle Alpi e giustamente considerava che tutti i
persorsi di drenaggio fossero imposti nella direzione del pi` u elevato gradiente ∇z(x,y), e
questa condizione di ﬂusso preferenziale crea la rete diretta.
9Il modello del votante ` e un semplice modello matematico di formazione delle opinioni,
nel quale i votanti sono posti ai nodi di una rete, ogni votante ha un’opinione (nel caso pi` u
semplice 0 o 1, nel caso generale n) assunta in modo casuale tra le opinioni dei suoi votanti
vicini. Vedi ad es. http://mathworld.wolfram.com/VoterModel.html.258
Figura a3.7: pattern di erosione quasi-parallelo ”a burroncelli” (gully erosion) in
un pendio (Spagna), di cui per la descrizione generale del fenomeno ` e stato
proposto il modello di Scheidegger ”modiﬁcato” con direzioni di drenaggio 6, 7, e 8
[Dunne et al., 1998].
In realt` a la rete di Scheidegger originale si sviluppa su una maglia triangolare.
Un’altra tipologia di rete molto simile alla rete di Scheidegger ` e la rete di
Shreve (o TDCN, da rete ﬂuviale topologicamente distinta) la quale si sviluppa
su dominio quadrato e permette come direzioni di drenaggio possibili la 6, 7 e
8.
Le forme delle reti random spaziano dai cammini aleatori auto-evitanti
come quelli generati dai modelli di crescita Eden, topologicamente casuali o
costruzioni di Leopold-Langbein, alle reti di tipo Scheidegger le quali sono forme
casuali di aggregazione dirette con iniezione.
Non dimentichiamo inoltre la struttura deterministica frattale della rete
di Peano la quale ` e stata studiata estensivamente anche con la prospettiva di
individuare collegamenti tra il determinismo e la stocasticit` a in ambito delle
scienze geoﬁsiche [Sivakumar, 2004].
a3.1.3 Metropolis.
Metropolis calcola alcune eccellenti reti di drenaggio partendo da reti ﬂu-
viali non ottimizzate usando un metodo simile al ”simulated annealing”. Il
programma usa come inputs:259
1. le direzioni di drenaggio e le aree cumulate come punto di partenza
per l’ottimizzazione; i ﬁle hanno lo stesso nome ma diversa estensione,
rispettivamente .ﬂow e .area;
2. il ﬁle contenente le temperature attraverso le quali l’ottimizzazione ` e
eﬀettuata (es. temperature.dat);
3. il numero di interazioni che vogliamo avere al ﬁne di ottimizzare la rete
(es. 1,000,000)per ogni temperatura assegnata;
4. l’esponente γ il quale appare nel funzionale da ottimizzare H =
X
i
(A
γ
i ·
Li), dove Ai sono le aree cumulate, Li la lunghezza del tratto di canale
tra il pixel i-esimo e il pixel subito a valle (la quale distanza pu` o essere
1 o
√
2utilizzando il metodo delle 8direzioni di drenaggio)
E’ da notare che il migliore minimo ottenuto con la regola di Metropolis
porta a statistiche signiﬁcativamente diﬀerenti da quelle osservate in natura,
tuttavia la maggior parte delle caratteristiche strutturali sono riprodotte bene.
a3.2 Codici delle routines FluidTurtle per lo studio
delle OCNs eterogenee.
Si veda per le routines FluidTurtle per lo studio delle OCNs omogenee ed
eterogenee (presto commentate con Doxygen) il sito gia menzionato,
http://digilander.libero.it/matconv/ThesisMaterials.html
Inoltre, si rimanda al manuale ”Le FluidTurtle per lo studio delle Optimal
Channel Networks: basi teoriche ed applicazioni” ([Convertino et al., 2006b]),
in corso di preparazione, per ulteriori approfondimenti riguardo l’implemen-
tazione e la compilazione dei codici.260
Si consiglia anche la guida ”The FluidTurtle Library Version 0.750, Users
and Programmers Guide” ([Rigon et al., 2002]).261
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