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Abstract
The aim of this dissertation is to introduce the world of topological four-manifolds. The
main result is Donaldson’s Theorem, which can be used to prove the existence of topolo-
gical manifolds that admit no differentiable structure.
First of all we will give preliminaries based on algebraic topology (cohomology mainly),
following with tools of differential geometry (vector bundles, connections and the basics
of gauge theories). In the most important part of this project we will check the proof
of Donaldson’s Theorem and the definition of Donaldson’s invariants. We will use these
results in order to see examples of manifolds that cannot have any differentiable structure
as well as the construction of an exotic R4 and various vanishing theorems.
Resum
L’objectiu d’aquesta dissertacio´ e´s donar una introduccio´ al mo´n de les varietats to-
polo`giques de dimensio´ 4. El resultat principal e´s el Teorema de Donaldson, el qual pot
ser utilitzat per provar l’existe`ncia de varietats topolo`giques que no admeten estructura
diferenciable.
Primer donarem preliminars de topologia algebraica (cohomologia principalment), se-
guits d’eines de geometria diferencial (fibrats vectorials, connexions i els fonaments de
les teories gauge). En la part me´s important del projecte presentarem la demostracio´ del
Teorema de Donaldson i la definicio´ dels invariants de Donaldson. Utilitzarem aquests
resultats per a veure exemples de varietats que no poden tenir cap estructura diferenciable
aix´ı com la construccio´ d’un R4 exo`tic i diversos teoremes d’anul.lacio´.
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1 Introduccio´
1.1 Motivacio´
L’estudi de les varietats topolo`giques de dimensio´ quatre han suposat la descoberta d’im-
portants teoremes sobre l’admissio´ d’estructures diferenciables. Localment aquestes vari-
etats so´n equivalents a Rn i sobre elles es poden definir coordenades locals que anomenem
cartes. L’equivale`ncia fonamental entre aquestes varietats so´n els homeomorfismes. Re-
cobrint la varietat amb cartes obtenim un atles, i demanant que el canvi de cartes sigui
diferenciable obtenim una estructura diferenciable. Una varietat topolo`gica amb una es-
tructura diferenciable s’anomena varietat diferenciable. L’equivale`ncia associada a les
varietats diferenciables so´n els difeomorfismes. Una de les preguntes me´s ba`siques que
sorgeixen en introduir aquests conceptes e´s la segu¨ent: quantes estructures diferenciables
diferents (no difeomorfes) es poden trobar en una varietat topolo`gica?
Les varietats topolo`giques de dimensio´ 3 o inferior admeten sempre una u´nica estruc-
tura diferenciable aix´ı que la pregunta la traslladem a dimensions me´s altes. Durant els
anys setanta del segle passat es van trobar invariants per a classificar varietats diferen-
ciables de dimensio´ 5 o superior. En particular les varietats compactes de dimensio´ me´s
gran o igual a 5 admenten un nombre finit d’estructures diferenciables. Tot i els avenc¸os
en dimensio´ superior, el cas de les varietats topolo`giques de dimensio´ 4 va romandre es-
tancat durant anys. Despre´s d’alguns resultats que van permetre comenc¸ar a avanc¸ar
en aquest camp, el punt clau es va produir a l’any 1986 amb el teorema de Donaldson,
principal objecte d’aquest treball. A vista d’ocell aquest resultat afirma que certa forma
bilineal anomenada forma d’interseccio´ (un invariant associat a les varietats topolo`giques
compactes i orientables de dimensio´ 4) diagonalitza sobre Z per a varietats diferenciables.
Gra`cies a aquests resultats es van poder trobar molts exemples de varietats topolo`giques
de dimensio´ 4 que no admeten cap estructura diferenciable. A me´s s’obria la porta a
la construccio´ dels anomenats R4 exo`tics, varietats topolo`giques homeomorfes pero` no
difeomorfes a R4.
Tot i que R4 e´s una de les varietats topolo`giques me´s simples realment suposa un exemple
sorprenent com a varietat diferenciable. De fet, Rn admet una u´nica estructura diferen-
ciable per a n 6= 4 pero` R4 en te´ un nombre infinit no numerable. Una altre varietat
que pot servir d’exemple e´s Sn. En la segu¨ent taula obtinguda de [Per06, Ch.3] es poden
veure el nombre d’estructures diferenciables s(n) que admet. Per a n = 4 es coneix que
hi ha com a mı´nim una estructura diferenciable, pero` es desconeix el nombre exacte i si
aquest e´s finit o infinit.
n 1 2 3 4 5 6 7 8 9 10 11 12
s(n) 1 1 1 ? 1 1 28 2 8 6 992 1
Taula 1: Nombre d’estructures diferenciables de Sn.
Les te`cniques utilitzades per a demostrar el teorema de Donaldson s’extreuen de les ano-
menades teories gauge. Aquestes teories provenen de la f´ısica, on s’utilizen per a descriure
el model esta`ndard de la f´ısica de part´ıcules i altres teories qua`ntiques de camps. Tot i que
d’origen llunya`, aquestes eines poden ser interpretades a trave´s de la geometria diferencial
mitjanc¸ant fibrats i connexions per a treure conclusions sobre la topologia de les varietats
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de dimensio´ 4. De forma me´s concreta, una teoria gauge ve donada per un G-fibrat sobre
una varietat diferenciable, on G e´s un grup de Lie, i una connexio´ A definida en aquest
fibrat. Per als nostres objectius utilizarem com a grups d’estructura U(n) o SU(n). En
aquests casos parlem de teoria de Yang-Mills. D’especial importa`ncia seran certes conexi-
ons anomenades instantons, que sorgiran com les solucions de certes equacions relatives a
la curvatura de la connexio´ A o, de forma equivalent, com certs punts cr´ıtics del funcional
d’accio´ de la teoria de Yang-Mills. L’espai dels instantons te´ unes propietats topolo`giques
que ens permetran treure conclusions sobre la forma d’interseccio´ i les condicions per a
que aquesta diagonalitzi sobre Z.
Amb aquestes idees Donaldson va ser capac¸ de trobar nous invariants per a classificar
varietats topolo`giques compactes de dimensio´ 4 que van portar a la descoberta dels teo-
remes d’anul.lacio´, entre d’altres. Tot i l’e`xit d’aquests invariants, van resultar dif´ıcils de
calcular a la pra`ctica, i a l’any 1994 es va trobar una alternativa provinent, altre cop, de
la f´ısica. L’anomenada teoria de Seiberg-Witten oferia uns altres invariants me´s fa´cils de
determinar i totalment equivalents als que va descobrir Donaldson. L’idea era molt sem-
blant a la de la teoria de Donaldson: s’utilitzava una teoria de Yang-Mills supersime`trica
i s’estudiava l’espai de solucions de certes equacions per a treure conclusions sobre la
topologia de les varietats de dimensio´ 4. Es va veure que aquestes equacions inclo¨ıen,
de certa manera, els instantons de la teoria de Yang-Mills. Encara que aquesta teoria e´s
un avenc¸ molt important dins aquesta a`rea, la demostracio´ original de Donaldson sobre
la diagonalitzacio´ de la forma d’interseccio´ segueix sent interessant per a entendre be´ la
connexio´ entre els instantons i la topologia de les varietats de dimensio´ 4.
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1.2 Estructura de la Memo`ria
L’objectiu principal e´s poder donar la demostracio´ del teorema de Donaldson i veure algu-
nes aplicacions representatives. D’aquesta manera la memo`ria esta` organitzada en quatre
parts. En les dues primeres es desenvoluparan les eines estrictament necessa`ries per al
teorema i en les dues u´ltimes es donaran els principals resultats del treball.
En el primer cap´ıtol presentarem alguns preliminars de topologia algebraica. Recor-
darem la definicio´ dels grups d’homologia i de cohomologia singulars d’un espai topolo`gic
i resumirem les eines que utilitzarem possant l’e`nfasi en la cohomologia. En aquest sentit
repassarem en format breu, sense prova, algunes construccions com la successio´ de Mayer-
Vietoris, la cohomologia relativa, els morfismes indu¨ıts... Acabarem el cap´ıtol introdu¨ınt
la forma d’interseccio´, un invariant que te´ paper protagonista tant en l’enunciat com en
la demostracio´ del teorema de Donaldson, aix´ı com en algunes propietats entre aquest
invariant i els cobordismes.
Seguirem desenvolupant les eines me´s fonamentals del treball al segon cap´ıtol amb la
teoria de Yang-Mills. En el primer apartat recordarem els conceptes de fibrat, connexio´
i curvatura per tal de definir el concepte d’instanto´. Despre´s estudiarem les equacions
de Yang-Mills i veurem que els instantons so´n punts cr´ıtics de l’anomenada accio´ de
Yang-Mills, el funcional d’accio´ d’on provenen les equacions amb el mateix nom. Com
a conclusio´ del cap´ıtol donarem l’exemple dels instantons en R4 utilizant el llenguatge
que ens proporcionaran els quaternions, dels qual farem una petita introduccio´. Com a
consequ¨e`ncia obtindrem que l’espai dels instantons e´s no buit.
El resultat principal de la memo`ria vindra` enunciat i demostrat en el tercer cap´ıtol.
Comenc¸arem amb la part me´s te`cnica de la prova del teorema de Donaldson, la qual
estara` resumida per tal de centrar-nos en les idees fonamentals del teorema. Aquestes
seran presentades en el mateix apartat. Despre´s construirem els invariants de Donald-
son i presentarem de forma breu la teoria de Seiberg-Witten per a que el lector pugui
veure cap a on s’ha dirigit amb el temps l’a`rea de les varietats topolo`giques de dimensio´ 4.
Finalment, en el quart cap´ıtol veurem algunes aplicacions del teorema de Donaldson. Es-
collirem tres aplicacions representatives. En la primera provarem l’existe`ncia de varietats
topolo`giques que no admeten cap estructura diferenciable mitjanc¸ant la forma d’intersec-
cio´ E8. Veurem amb detall que la varietat ME8#ME8 n’e´s un exemple i donarem sense
prova els enunciats dels teoremes de Freedman i de Rokhlin per a comprendre el con-
text histo`ric en el que apareix el teorema de Donaldson. En el segu¨ent apartat parlarem
dels R4 exo`tics i en donarem una construccio´ per despre´s veure una forma d’obtenir-ne
me´s a partir d’una operacio´ anomenada suma final. La tercera aplicacio´ seran els teore-
mes d’anul.lacio´, on veurem algunes condicions sota les quals els invariants de Donaldson
s’anul.len.
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1.3 Notacions i convencions
Al llarg d’aquest document utilitzarem algunes notacions que poden portar a confusio´
o que potser so´n poc habituals en altres a`rees. Per aquest motiu presentem algunes
convencions que seguirem.
• A la part de topologia algebraica utilitzarem X per a escriure un espai topolo`gic
qualsevol. Denotarem per f#, f
# els morfismes a nivell de cadenes i cocadenes,
respectivament, i per f∗, f∗ els morfismes a nivell d’homologia i de cohomologia,
respectivament.
• Quan parlem de fibrats, connexions i curvatura utilitzarem ∇ per una connexio´ i Ω
per la seva curvatura pero` quan siguem dins el context de la teoria de Yang-Mills
utilizarem A i FA, respectivament. En algun moment puntual tambe´ s’utilitzara`
una notacio´ creuada: ∇ per la connexio´ i F∇ per la seva curvatura. Quedara` clar
per context quin parell de notacions estem utilitzant en tot moment. De manera
semblant farem servir d∇ i dA per les derivades covariants exteriors.
• Els pare`ntesis 〈·, ·〉 tindran diverses interpretacions: en la majoria del treball seran
el morfisme d’evaluacio´ pero` en el tercer cap´ıtol apareixeran els pare`ntesis que de-
notaran el producte escalar en un espai addient i en la part final del cinque` cap´ıtol
denotara` certes formes bilineals especificades en el text.
Finalment presentem una petita llista de s´ımbols que es poden prestar a confusio´ per a
facilitar la lectura del treball. A la dreta consta la primera pa`gina despre´s d’aquesta en
la qual apareix el s´ımbol en qu¨estio´.
S´ımbol Significat Pa`gina
^ Producte cup 10
_ Producte cap 10
[v0, ..., vn] S´ımplex amb ve`rtexs ordenats: v0 < ... < vn 10
σ S´ımplex singular 5
σ(M) Signatura de la varietat topolo`gica M 12
(a : b : ...) Coordenades homoge`nies de CPn 7
CPn CPn amb l’orientacio´ oposada 12
AE,g Espai de les connexions ASD 20
ME,g Espai de moduli de connexions ASD 20
ME,g Compactificacio´ de M 26
MˆE,g Espai de moduli de connexions ASD irreductibles 27
M Espai de moduli dels monopols 30
M0 Espai de moduli dels monopols amb punt base 30
M#N Suma connexa de varietats topolo`giques 33
M\N Suma final de varietats topolo`giques 36
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2 Homologia, cohomologia i la forma d’interseccio´
2.1 Definicions dels grups d’homologia i de cohomologia
Comenc¸arem donant els preliminars necessa`ris de topologia algebraica que aplicarem me´s
endavant. Primer parlarem dels complexos de cadenes de forma algebraica i donarem la
definicio´ de l’homologia d’un complex de cadenes de manera abstracta. Despre´s passa-
rem a la construccio´ dels grups d’homologia d’un espai topolo`gic i farem la contrapart
d’aquestes definicions per la cohomologia.
Definicio´ 2.1. Sigui R un anell commutatiu unitari. Un complex de cadenes de R-mo`duls
e´s un parell (M∗, ∂∗) on Mn e´s una successio´ de R-mo`duls amb n ≥ 0 i ∂n : Mn →Mn−1
so´n morfismes de R-mo`duls tals que ∂n ◦ ∂n+1 = 0 per a tot n ≥ 1. L’escriurem de la
segu¨ent manera:
· · · ∂n+2−→ Mn+1 ∂n+1−→ Mn ∂n−→Mn−1 ∂n−1−→ · · ·
Si M∗ e´s un complex de cadenes de R-mo`duls definim els n-cicles i les n-vores de
M∗ com els sub-R-mo`duls de Mn donats per Zn(M∗) = ker ∂n i Bn(M∗) = im ∂n+1,
respectivament. Observem que ∂n ◦ ∂n+1 = 0 implica Bn(M∗) ⊆ Zn(M∗), fet que motiva
la segu¨ent definicio´.
Definicio´ 2.2. Per a tot n ≥ 0, el R-mo`dul d’homologia n-e`ssim d’un complex de cadenes
de R-mo`duls (M∗, ∂∗) esta` definit com:
Hn(M∗) = Zn(M∗)/Bn(M∗).
Passem a definir l’homologia singular d’un espai topolo`gic X. Donat n un enter no
negatiu definim un n-s´ımplex com:
∆n = {x ∈ Rn+1|0 ≤ xi ≤ 1, x0 + ...+ xn = 1}.
Anomenarem n-s´ımplex singular a tota aplicacio´ cont´ınua σ : ∆n → X. Aquestes aplica-
cions generen un grup abelia` lliure que denotarem per Sn(X).
Definicio´ 2.3. L’operador vora e´s un morfisme de grups ∂n : Sn(X) → Sn−1(X) donat
per:
∂nσ =
n∑
i=0
(−1)iσ ◦ δi,
on δi : ∆
n−1 → ∆n amb 0 ≤ i ≤ n e´s l’aplicacio´ cont´ınua definida com:
δi(x0, x1, ..., xn−1) = (x0, x1, ..., xi−1, 0, xi, ..., xn−1).
Fent un petit ca`lcul es pot comprovar que ∂n ◦ ∂n+1 = 0 de forma que el parell
(S∗(X), ∂∗) e´s un complex de cadenes de grups abelians.
Definicio´ 2.4. Sigui X un espai topolo`gic i n un enter no negatiu. Definim el n-e`ssim
grup d’homologia singular Hn(X) de X com el grup d’homologia n-e`ssim del complex de
cadenes (S∗(X), ∂∗), e´s a dir:
Hn(X) = Hn(S∗(X)).
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Arribats fins aquest punt anem a contruir els grups de cohomologia d’un espai topolo`gic
seguint les passes que hem fet anteriorment amb l’homologia.
Definicio´ 2.5. Sigui R un anell commutatiu unitari. Un complex de cocadenes de R-
mo`duls e´s un parell (M∗, δ∗) on Mn e´s una successio´ de R-mo`duls amb n ≥ 0 i δn : Mn →
Mn+1 so´n morfismes de R-mo`duls tals que δn+1 ◦ δn = 0 per a tot n ≥ 1. L’escriurem de
la segu¨ent manera:
· · · δn+1←− Mn+1 δn←−Mn δn−1←− Mn−1 δn−2←− · · ·
De manera ana`loga amb el que fe`iem en els complexos de cadenes, podem definir els
n-cocicles i les n-covores com Zn(M∗) = ker δn i Bn(M∗) = im δn−1, respectivament.
L’igualtat δn+1 ◦ δn = 0 implica Bn(M∗) ⊆ Zn(M∗) amb la qual cosa podem donar la
segu¨ent definicio´.
Definicio´ 2.6. Per a tot n ≥ 0, el R-mo`dul de cohomologia n-e`ssim d’un complex de
cocadenes de R-mo`duls (M∗, δ∗) esta` definit com:
Hn(M∗) = Zn(M∗)/Bn(M∗).
Anem a definir la cohomologia singular d’un espai topolo`gic X. Si (S∗(X), ∂∗) e´s un
complex de cadenes de grups abelians aleshores podem definir un complex de cocadenes
que denotarem per (S∗(X), δ∗) prenent el dual. E´s a dir, Sn(X) = Hom(Sn(X), R) amb
l’operador covora δn : Sn(X)→ Sn+1(X) donat per δn = Hom(∂n, R) formen un complex
de cocadenes de grups abelians ja que l’igualtat ∂n ◦ ∂n+1 = 0 do´na lloc a δn+1 ◦ δn = 0.
Definicio´ 2.7. Sigui X un espai topolo`gic i n un enter no negatiu. Definim el n-e`ssim
grup de cohomologia singular Hn(X) de X com el grup de cohomologia n-e`ssim del com-
plex de cocadenes (S∗(X), δ∗), e´s a dir:
Hn(X) = Hn(S∗(X)).
2.2 Construccions
Ara introduirem algunes eines que utilitzarem en properes seccions i cap´ıtols. Presentarem
la successio´ de Mayer-Vietoris aix´ı com la cohomologia relativa, entre d’altres. Alguns
d’aquests resultats no seran demostrats. Les proves es poden trobar en [Hat02].
Teorema 2.8. Sigui X un espai topolo`gic recobert pels interiors de dos subespais A i B.
Aleshores tenim la successio´ exacta llarga:
· · · −→ Hn+1(X) ∂∗−→ Hn(A ∩B) (i∗,j∗)−→ Hn(A)⊕Hn(B) k∗−l∗−→ Hn(X) −→ · · ·
on i : A ∩B → A, j : A ∩B → B, k : A→ X i l : B → X so´n inclusions.
Anomenarem successio´ de Mayer Vietoris en homologia a l’anterior successio´ exacta
llarga. El segu¨ent resultat e´s l’ana`leg en cohomologia singular.
Teorema 2.9. Sigui X un espai topolo`gic recobert pels interiors de dos subespais A i B.
Aleshores tenim la successio´ exacta llarga:
· · · −→ Hn(X) k∗⊕l∗−→ Hn(A)⊕Hn(B) i
∗−j∗−→ Hn(A ∩B) ∂∗−→ Hn+1(X) −→ · · ·
on i : A→ A ∩B, j : B → A ∩B, k : X → A i l : X → B.
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Com abans, direm successio´ de Mayer-Vietoris en cohomologia per referir-nos a la
successio´ exacta llarga del teorema anterior. Tot seguit farem un parell d’exemples d’a-
plicacio´ centrats en la cohomologia, que tindra` molt me´s protagonisme que l’homologia
alhora de provar el teorema de Donaldson. Tambe´ seran uns exemples que sortiran en la
segu¨ent seccio´. El primer sera` de caire me´s teo`ric.
Exemple 2.10. Utilitzarem la successio´ de Mayer-Vietoris per a demostrar que si X i Y
so´n dos espais topolo`gics aleshores Hn(X unionsq Y ) ∼= Hn(X)⊕Hn(Y ) per a tot n. Tenim:
· · · −→ Hn−1(X ∩ Y ) −→ Hn(X unionsq Y ) −→ Hn(X)⊕Hn(Y ) −→ Hn(X ∩ Y ) −→ · · ·
En tenir una unio´ disjunta X unionsq Y llavors X ∩ Y = ∅. Tenint en compte que Hn(∅) = 0
per a tot n:
· · · −→ 0 −→ Hn(X unionsq Y ) −→ Hn(X)⊕Hn(Y ) −→ 0 −→ · · ·
Aix´ı doncs obtenim un isomorfisme Hn(X unionsq Y ) ∼= Hn(X)⊕Hn(Y ) per a tot n.
Exemple 2.11. Calcularem la cohomologia de CPn. Primer, observem que CPn = U∪V
on U i V so´n oberts definits com:
U = {(z0 : ... : zn) ∈ CPn|z0 6= 0},
V = CPn \ {(1 : 0 : ... : 0)}.
Recordem que (z0 : ... : zn) denoten les coordenades homoge`nies d’un punt de CPn. Com
que estem sota les hipo`tesis del teorema de Mayer-Vietoris, tenim:
· · · −→ Hp(CPn) −→ Hp(U)⊕Hn(V ) −→ Hp(U ∩ V ) −→ Hp+1(CPn) −→ · · ·
Donat que U e´s contractible a un punt x, V e´s homoto`picament equivalent a CPn−1 i
U ∩ V ho e´s a S2n−1 llavors podem escriure:
· · · −→ Hp(CPn) −→ Hp({x})⊕Hp(CPn−1) −→ Hp(S2n−1) −→ Hp+1(CPn) −→ · · ·
Si 1 < p < 2n− 1 obtenim:
· · · −→ 0 −→ Hp(CPn) −→ Hp(CPn−1) −→ 0 −→ · · ·
Per tant tenim un isomorfisme Hp(CPn) ∼= Hp(CPn−1). Fem el cas p = 1 tenint en
compte que en ser CPn connex aleshores H0(CPn) = Z:
Z⊕ Z −→ Z −→ H1(CPn) −→ H1(CPn−1) −→ 0 −→ · · ·
Per exactitud, H1(CPn) ∼= H1(CPn−1) i iterant, H1(CPn) ∼= H1(CP 0) = 0. Finalment
per a p = 2n− 1:
· · · −→ 0 −→ H2n−1(CPn) −→ H2n−1(CPn−1) −→ Z −→ H2n(CPn) −→ H2n(CPn−1) −→ · · ·
Com que la dimensio´ de CPn−1 e´s 2(n−1) = 2n−2 aleshoresH2n−1(CPn) = H2n(CPn−1) =
0. Com a consequ¨encia H2n−1(CPn) = 0 i obtenim l’isomorfisme H2n(CPn) ∼= Z. Com a
conclusio´, la cohomologia de CPn e´s:
Hp(CPn) =
{
Z si p parell 0 ≤ p ≤ n,
0 en altre cas.
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A partir d’aqu´ı comentarem algunes eines me´s en format breu.
Cohomologia relativa. Si A e´s un subespai d’un espai topolo`gic X definim Sn(X,A) :=
Sn(X)/Sn(A). Tenim la successio´ exacta curta:
0 −→ Sn(A) −→ Sn(X) −→ Sn(X,A) −→ 0.
Aplicant Hom(·, G) i definint Sn(X,A;G) = Hom(Sn(X,A), G) obtenim la successio´ exac-
ta curta:
0←− Sn(A;G)←− Sn(X;G)←− Sn(X,A;G)←− 0.
Ara, tenim l’operador covora δn+1 : Sn(X,A;G) → Sn+1(X,A;G) de forma que podem
definir la cohomologia relativa de la manera ja habitual: Hn(X,A;G) = ker δn/ im δn−1.
Donada la successio´ exacta curta anterior podem escriure una successio´ exacta llarga en
cohomologia:
· · · −→ Hn(X,A;G) −→ Hn(X;G) −→ Hn(A;G) −→ Hn+1(X,A;G) −→ · · ·
Morfismes indu¨ıts. Considerem X,Y espais topolo`gics i f : X → Y una aplicacio´
cont´ınua. f s’este´n a un morfisme de grups f# : Sn(X)→ Sn(Y ) donat per:
f#
(∑
i
siσi
)
=
∑
i
sif#(σi),
on σi : ∆
n → X e´s un n-s´ımplex singular. A me´s tenim que f# commuta amb l’operador
vora:
∂f# = f#∂.
L’anterior igualtat implica que l’homologia es pot veure com un functor covariant de la
categoria dels espais topolo`gics en la categoria dels grups abelians. f# envia cicles a cicles
i vores a vores amb la qual cosa indueix un morfisme de grups f∗ : H∗(X)→ H∗(Y ). Quan
dualitzem aquest procediment obtenim una aplicacio´ a nivell de cocadenes f# : Sn(Y )→
Sn(X) de forma que l’anterior aplicacio´ commuta tambe´ amb l’operador covora:
δf# = f#δ.
Aix´ı doncs f# indueix un morfisme de grups f∗ : H∗(Y ) → H∗(X). D’aquesta manera
la cohomologia es pot veure com un functor contravariant en la categoria dels espais to-
polo`gics en la categoria dels grups abelians.
Invaria`ncia homoto`pica. Utilitzant el punt anterior tenim que si X i Y so´n dos espais
topolo`gics i f, g : X → Y dues aplicacions homoto`piques entre elles aleshores indueixen
morfismes f∗, g∗ : H∗(X) → H∗(Y ) i f∗, g∗ : H∗(Y ) → H∗(X) de manera que f∗ = g∗ i
f∗ = g∗. E´s a dir, l’homologia i la cohomologia so´n invariants per homotopies.
Teoremes dels coeficients universals. Fins ara hem considerat que els elements dels
grups de cadenes i cocadenes siguin Z-combinacions lineals dels elements de la base, pero`
no hi ha cap motiu per limitar-nos a considerar coeficients enters. En general, podem fer
la construccio´ dels grups d’homologia i de cohomologia utilitzant coeficients en un grup
abelia` G. Els denotarem per Hn(X;G) i H
n(X;G). Si no especifiquem el grup de coefici-
ents i escrivim Hn(X) i H
n(X) llavors ens estarem referint als coeficients enters com fins
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ara. La relacio´ que hi ha entre els grups d’homologia i de cohomologia amb coeficients
enters i amb coeficients en un grup abelia` general l’estableix el teorema del coeficient
universal. En tenim dues versions, una en homologia i una altre en cohomologia:
• Si M e´s un complex de cadenes de grups abelians lliures aleshores tenim la successio´
exacta curta:
0 −→ Hn(M)⊗G −→ Hn(M ;G) −→ Tor(Hn−1(M), G) −→ 0.
• Si un complex de cadenes M te´ grups d’homologia Hn(M), aleshores els grups de
cohomologia Hn(M ;G) amb coeficients en G del complex de cocadenes Hom(Mn, G)
venen determinats per la successio´ exacta curta:
0 −→ Ext(Hn−1(M), G) −→ Hn(M ;G) −→ Hom(Hn(M), G) −→ 0.
En l’enunicat dels dos teoremes en trobem els functors Tor i Ext. Anem a donar la seva
definicio´. Denotarem per R un anell i A, B so´n R-mo`duls.
Considerem la resolucio´ projectiva:
· · · −→ P2 −→ P1 −→ P0 −→ A −→ 0.
Podem formar un nou complex de cadenes si traiem A i fem producte tensorial per la
dreta amb B:
· · · −→ P2 ⊗R B −→ P1 ⊗R B −→ P0 ⊗R B −→ 0.
Definim el functor TorRi (A,B) com l’homologia de l’anterior complex de cadenes en la
posicio´ i, per a cada i.
De manera semblant, considerem la resolucio´ injectiva:
0 −→ B −→ I0 −→ I1 −→ I2 −→ · · ·
Si traiem B i apliquem el functor Hom obtenim:
0 −→ HomR(A, I0) −→ HomR(A, I1) −→ HomR(A, I2) −→ · · ·
Definim el functor ExtiR(A,B) com la cohomologia de l’anterior complex de cocadenes en
la posicio´ i, per a cada i.
Cohomologia de de Rham. Sigui M una varietat diferenciable. Denotem per Ωk(M)
l’espai de les k-formes diferencials en M . Considerem el complex de cocadenes:
0 −→ Ω0(M) d−→ Ω1(M) d−→ Ω2(M) d−→ · · ·
Aquest complex esta` ben definit ja que tenim definida una aplicacio´ anomenada derivada
exterior d : Ωk(M)→ Ωk+1(M) que compleix d2 = 0. Direm que una k-forma diferencial
α e´s tancada si dω = 0 i exacta si existeix una (k − 1)-forma diferencial β tal que
dβ = α. Observem que totes les formes exactes so´n tancades en virtut de la propietat
d2 = 0. Tot i aix´ı no totes les formes tancades so´n exactes. Definim el k-e`ssim grup de
cohomologia de de Rham com la cohomologia del complex de cocadenes anterior, e´s a dir,
HkdR(M) = Z
k(M)/Bk(M), on Zk(M) = ker(d : Ωk(M) → Ωk+1(M)) e´s l’espai de les
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k-formes diferencials tancades i Bk(M) = dΩk−1(M) e´s l’espai de les k-formes diferencials
exactes.
Els grups de cohomologia HkdR(M) so´n isomorfs a H
k(M ;R) per a tot k. Aquest
resultat e´s conegut com a teorema de de Rham. Si ω ∈ HkdR(M) i c ∈ Hk(M) aleshores
l’isomorfisme ve donat pel morfisme d’integracio´:
[ω] 7→
∫
c
ω.
La definicio´ d’aquests grups de cohomologia tambe´ funciona en el cas que tinguem formes
diferencials complexes. Aquesta segona versio´ dels grups de cohomologia de de Rham la
distingirem del cas real mitjanc¸ant la notacio´ HkdR(M ;C).
Producte cup. Utilitzarem cohomologia en un anell de coeficients R. Siguin a ∈
Sp(X;R) i b ∈ Sq(X;R), definim el producte cup com:
(a ^ b)(σ) = a
(
σ|[v0,...,vp]
)
b
(
σ|[vp,...,vp+q ]
)
,
on σ : ∆p+q → X e´s un s´ımplex singular. Tot seguit veurem que aquesta aplicacio´ indueix
un producte cup en cohomologia ^: Hp(X;R) × Hq(X;R) → Hp+q(X;R). Per fer-ho
observem que si σ : ∆p+q+1 → X es un altre s´ımplex singular aleshores:
(δa ^ b)(σ) =
p+1∑
i=0
(−1)ia (σ|[v0,...,vˆi,...,vp+1]) b (σ|[vp+1,...,vp+q+1]) ,
(−1)p(a ^ δb)(σ) =
p+q+1∑
i=p
(−1)ia (σ|[v0,...,vp]) b (σ|[vp,...,vˆi,...,vp+q+1]) .
Sumant obtenim δ(a ^ b) = δa ^ b+ (−1)p(a ^ δb). Gra`cies a aquesta igualtat podem
concloure:
1. El producte cup de dos cocicles e´s un cocicle. En efecte, si a i b so´n cocicles
aleshores δa = 0 i δb = 0 amb la qual cosa δ(a ^ b) = δa ^ b + (−1)p(a ^ δb) =
0 ^ b+ (−1)p(a ^ 0) = 0, e´s a dir, a ^ b e´s un cocicle.
2. El producte cup d’un cocicle amb una covora o a l’inreve´s e´s una covora ja que si a
e´s un cocicle i b una covora com que δa = 0 llavors δ(a ^ b) = δa ^ b+ (−1)k(a ^
δb) = (−1)p(a ^ δb), cosa que implica a ^ δb = (−1)−pδ(a ^ b).
En definitiva, s’indueix un producte cup en cohomologia ^: Hp(X;R) × Hq(X;R) →
Hp+q(X;R) que e´s associatiu i distributiu, propietats que hereda del producte cup a ni-
vell de cocadenes.
Dualitat de Poincare´. Anem a veure la relacio´ que hi ha entre l’homologia i la co-
homologia en el cas de tenir una varietat topolo`gica compacta i orientable. L’idea e´s
construir una aplicacio´ Hk(M ;R) → Hn−k(M ;R) que esdevindra` un isomorfisme. Per a
fer-ho utilitzarem l’anomenat producte cap.
Si tenim un espai topolo`gic X, definim el producte cap com una aplicacio´ _: Sk(X;R)×
Sl(X;R) → Sk−l(X;R) donada per σ _ ϕ = ϕ
(
σ|[v0,...,vl]
)
σ|[vl,...,vk] amb l ≤ k, σ :
∆k → X i ϕ ∈ Sl(X;R). Per veure que aquesta aplicacio´ indueix un producte cap en
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homologia i cohomologia utilitzarem la fo´rmula ∂(σ _ ϕ) = (−1)l(∂σ _ ϕ − σ _ δϕ).
Es demostra per un ca`lcul directe que es pot veure a [Hat02, p.240]. D’aquesta fo´rmula
es dedueix que el producte cap d’un cicle i d’un cocicle e´s un cicle i si ∂σ = 0 aleshores
∂(σ _ ϕ) = ±(σ _ δϕ) amb la qual cosa el producte d’un cicle amb una covora e´s una
vora. Finalment si δϕ = 0 llavors ∂(σ _ ϕ) = ±(∂σ _ ϕ), per tant el producte cap
d’una vora i un cocicle e´s una vora. En definitiva, el producte cap indueix una aplicacio´
_: Hk(X;R)×H l(X;R)→ Hk−l(X;R) que e´s R-lineal en cada variable i que seguirem
anomenant producte cap.
Abans d’enunciar el teorema de dualitat de Poincare´, necessitem un parell de concep-
tes me´s. Primer, una R-orientacio´ d’una varietat topolo`gica M e´s una assignacio´ d’un
generador de Hn(M,M \ {x};R) per cada x ∈ M . D’altre banda, la classe fonamental
de M e´s un element [M ] ∈ Hn(M ;R) tal que la seva imatge en Hn(M,M \ {x};R) e´s
un generador per cada x ∈ M . La seva existe`ncia esta` demostrada al teorema 3.26 de
[Hat02].
Teorema 2.12. Sigui M una varietat topolo`gica i R−orientable amb classe fonamen-
tal [M ] ∈ Hn(M ;R). Aleshores l’aplicacio´ D : Hk(M ;R) → Hn−k(M ;R) definida per
D(α) = [M ] _ α e´s un isomorfisme per a tot k.
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2.3 La forma d’interseccio´
Un dels ingredients fonamentals a la prova del teorema de Donaldson e´s la forma d’in-
terseccio´. Aquest e´s un invariant que es fa servir per a classificar certs tipus de varietats
topolo`giques. En aquesta seccio´ la definirem i veurem les seves principals propietats, en
especial la que es relaciona amb els cobordismes.
L’aplicacio´ 〈·, ·〉 : Sn(X) × Sn(X) → Z donada per 〈ϕ,ψ〉 = ϕ(ψ) indueix una aplica-
cio´ 〈·, ·〉 : Hn(X;R)×Hn(X;R)→ R que anomenarem morfisme d’evaluacio´.
Definicio´ 2.13. Sigui M una varietat topolo`gica compacta i orientable de dimensio´ 4.
La forma d’interseccio´ e´s la forma bilineal sime`trica QM : H
2(M ;Z) × H2(M ;Z) → Z
donada per QM (a, b) = 〈a ^ b, [M ]〉.
Tambe´ utilitzarem la notacio´ QM (a, b) = (a ^ b)[M ]. Si a me´s suposem que M e´s
simplement connexa aleshores la seva topologia es simplifica molt. En aquest cas tenim
H0(M) ∼= Z i H1(M) ∼= pi1(M)/[pi1(M), pi1(M)] ∼= 0. A me´s obtenim que H2(M) e´s
lliure de torsio´. Aix´ı doncs H2(M) ∼= Hom(H2(M),Z) ∼= H2(M). Finalment aplicant la
dualitat de Poincare´, H4(M) ∼= Z i H3(M) ∼= 0.
El nom que rep la forma d’interseccio´ ve justificat per la segu¨ent interpretacio´ geome`trica.
Si afegim l’hipo`tesi de ser varietat diferenciable a M llavors podem representar cada classe
s ∈ H2(M) com una superf´ıcie Σ compacta i orientable. En concret, existeix un embed-
ding (diferenciable) ι : Σ ↪−→ M tal que ι∗([Σ]) = s, on Σ e´s la classe fonamental de
Σ. Ara, si s1, s2 ∈ H2(M) estan representades per superf´ıcies Σ1 i Σ2 respectivament,
aleshores les dues superf´ıcies s’intersecten de forma transversal i el producte cup de les
classes duals e´s:
[Σ1] · [Σ2] =
∑
p∈Σ1∩Σ2
ε(p),
on (p) = +1 si les orientacions de TpΣ1 i TpΣ2 donen l’orientacio´ de TpM i ε(p) = −1 en
cas contrari.
Anem a parlar de l’invariant me´s important associat a la forma d’interseccio´: la seva
signatura. En ser QM una forma bilineal sime`trica aleshores diagonalitza sobre R, fet que
ens porta a donar la segu¨ent definicio´.
Definicio´ 2.14. Sigui b+ (resp. b−) la dimesio´ d’un subespai maximal on QM e´s definida
positiva (resp. definida negativa). Definim la signatura σ de M com la signatura de QM ,
e´s a dir, σ(M) = b+ − b−.
Ara veurem alguns exemples de formes d’interseccio´ i de signatures. Podr´ıem comenc¸ar
prenent M = S4 per ser e´s el cas me´s simple pero` com que H2(S
4) ∼= H2(S4) ∼= 0 llavors
la forma d’interseccio´ no te´ intere`s. E´s per aixo` que donarem exemples una mica me´s
complexos.
Exemple 2.15. Calculem la forma d’interseccio´ de CP 2. Utilitzant l’exemple que hem
tractat a l’anterior seccio´ tenim H2(CP 2) = Z{l} on l e´s una classe tal que l · l = 1 i el
seu dual de Poincare´ e´s la classe fonamental d’una recta projectiva [L] =
[
CP 1
]
. Donada
una segona recta projectiva L′ diferent de L llavors la seva interseccio´ L ∩ L′ es un punt.
Aixo` implica QCP 2 = (+1). Observem que la seva signatura e´s σ(CP 2) = +1. Si denotem
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per CP 2 el pla projectiu complex amb l’orientacio´ oposada aleshores seguint el mateix
argument tenim QCP 2 = (−1) i la seva signatura e´s σ(CP 2) = −1.
Exemple 2.16. Considerem ara M = S2 × S2. Tenim H2(S2 × S2) = Z2, i esta` generat
per a =
[
S2 × {x}] i b = [{x} × S2], on x e´s un punt. Calculant obtenim que la forma
d’interseccio´ en la base {a, b} e´s:
QS2×S2 =
(
0 1
1 0
)
.
Si diagonalitzem obtenim els valors propis +1 i −1. Per tant σ(S2 × S2) = 0.
Exemple 2.17. Com a u´ltim exemple donarem la superf´ıcie K32. La definim com el
conjunt K3 = {(z1 : z2 : z3 : z4) ∈ CP 3|z41 + z42 + z43 + z44 = 0}. Aquesta e´s una superf´ıcie
complexa (per tant te´ dimensio´ real 4) i la seva forma d’interseccio´ e´s:
QK3 = ⊕2(−E8)⊕ 3H,
on la matriu H e´s l’anomenada forma hiperbo`lica:
H =
(
0 1
1 0
)
.
Tot seguit parlarem d’algunes caracter´ıstiques de la forma d’interseccio´ que aniran
sortint durant les segu¨ents seccions.
Definicio´ 2.18. Sigui QM una forma d’interseccio´.
• Anomenarem rang de QM a la dimensio´ de H2(M).
• Direm que QM e´s parella si QM (a, a) e´s parell per a tot a i direm que QM e´s senar
en cas contrari.
• QM sera` definida positiva si QM (a, a) > 0 per a tot a 6= 0, definida negativa si
QM (a, a) < 0 per a tot a 6= 0 i indefinida si QM (a, a) > 0 per alguns a i QM (b, b) < 0
per alguns b.
• Direm que QM e´s unimodular si e´s invertible sobre els enters.
Un dels fets que utilitzarem a la prova del teorema principal del treball e´s que la
signatura e´s invariant per cobordismes.
Definicio´ 2.19. Siguin M i N varietats diferenciables compactes i orientables de dimen-
sio´ d. Un cobordisme orientat entre M i N e´s una varietat diferenciable W compacta i
orientable de dimensio´ d+ 1 amb vora tal que ∂W = M unionsqN . En aquest cas diem que M
i N so´n cobordants.
Per a provar el resultat abans esmentat necessitarem un lema previ: la signatura d’una
varietat e´s additiva.
Lema 2.20. Siguin M i N dues varietats topolo`giques compactes i orientables de dimensio´
4. Aleshores σ(M unionsqN) = σ(M) + σ(N).
2En honor als matema`tics Kummer, Kodaira i Ka¨hler.
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Demostracio´. Hem de provar σ(M unionsq N) = σ(M) + σ(N), que e´s equivalent a veure
QMunionsqN = QM + QN . Per definicio´ de forma d’interseccio´ QMunionsqN = (a ^ b)[M unionsq N ],
σ(M) = (aM ^ bM )[M ] i σ(N) = (aN ^ bN )[N ] amb [M unionsq N ] ∈ H4(M unionsq N), [M ] ∈
H4(M) i [N ] ∈ H4(N). Si aconseguim demostrar que [M unionsq N ] = [M ] + [N ], haurem
acabat. Aixo` e´s equivalent a provar que H4(M unionsq N) ∼= H4(M) ⊕ H4(N), pero` aquest
isomorfisme e´s el cas n = 4 del primer exemple que vam veure d’aplicacio´ de la successio´
de Mayer-Vietoris. Finalment:
QMunionsqN = (a ^ b)[M unionsqN ] = (a ^ b)([M ] + [N ]) = (a ^ b)[M ] + (a ^ b)[N ] = QM +QN

Proposicio´ 2.21. Siguin M i N dues varietats diferenciables compactes i orientables de
dimensio´ 4 cobordants. Aleshores σ(M) = σ(N).
Demostracio´. E´s suficient veure que M unionsqN te´ signatura 0 ja que en aquest cas utilitzant
el lema anterior i pel fet que QM = −QM implica σ(M) = −σ(M) tenim:
0 = σ(M unionsqN) = σ(M) + σ(N) = σ(M)− σ(N)⇒ σ(M) = σ(N)
Sigui W un cobordime de M a N . W te´ vora ∂W = M unionsq N . Volem demostrar que
σ(∂W ) = 0. Considerem el segu¨ent diagrama commutatiu:
H2(W ;R)
∼=

i∗ // H2(∂W ;R)
∼=

δ∗ // H3(W,∂W ;R)
∼=

H3(W,∂W ;R)
δ∗ // H2(∂W ;R)
i∗ // H2(W ;R)
Les seves files so´n exactes i els morfismes verticals son isomorfismes per la dualitat de
Poincare´. Denotem per i : ∂W ↪−→W l’inclusio´ de la vora de W en W . Anem a demostrar
que Q s’anul.la en i∗H2(W ). Tenim:
Q(i∗(a), i∗(b)) = i∗(a ^ b)[∂W ] = i∗(a ^ b)(δ∗[W,∂W ]) = δ∗i∗(a ^ b)[W,∂W ] = 0
En la primera igualtat hem fet servir que i∗(a) ^ i∗(b) = i∗(a ^ b) i en l’u´ltima hem
utilitzat l’exactitud de les files del diagrama anterior.
Ara, observem que per l’exactitud de la fila superior del diagrama anterior tenim
H2(∂W ) ∼= im i∗⊕ im δ∗. Com que im δ∗ = im i∗ i pel fet que i∗ e´s el morfisme dual de i∗
llavors H2(∂W ) ∼= im i∗ ⊕ im i∗. E´s a dir, dim H2(∂W ;R) = 2dim i∗H2(W ;R).
Finalment si diagonalitzem la matriu deQ sobre R obtenim una descomposicio´H2(∂W ;R) =
H2+(∂W ;R) ⊕ H2−(∂W ;R) on H2+(∂W ;R) e´s un subespai on Q e´s definida positiva i
H2−(∂W ;R) un subespai onQ e´s definida negativa. Tenim dimH2+(∂W ;R) = dimH2−(∂W ;R)
ja que en cas contrari si dim H2+(∂W ;R) ≥ 12dim H2(∂W ;R) + 1 = dim i∗H2(W ;R) + 1
aleshores i∗H2(W ;R) i H2+(∂W ;R) s’intersecarien en un subespai de dimensio´ 1 o supe-
rior. Com a consequ¨e`ncia Q no s’anul.la en i∗H2(W ), cosa que e´s una contradiccio´ amb
el que acabem de veure. Per tant H2+(∂W ;R) i H2−(∂W ;R) tenen la mateixa dimensio´,
cosa que implica σ(∂W ) = 0. 
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3 Instantons i l’equacio´ de Yang-Mills
En aquesta seccio´ desenvoluparem la segona eina indispensable per a demostrar el teorema
de Donaldson: els instantons. Aquests so´n un tipus de connexions definides sobre fibrats
vectorials. Per aquest motiu dedicarem un apartat a recordar els conceptes ba`sics relatius
als fibrats, les connexions i la seva curvatura. Seguidament definirem els instantons i
veurem que so´n solucions de l’anomenada equacio´ de Yang-Mills. Finalment donarem
exemples concrets en R4.
3.1 Fibrats, connexions i curvatura
Definicio´ 3.1. Sigui M una varietat diferenciable. Un fibrat vectorial de rang n e´s una
varietat diferenciable E amb una aplicacio´ diferenciable pi : E →M exhaustiva tal que:
• Cada conjunt pi−1(x) e´s un espai vectorial real de dimensio´ finita.
• Per a tot punt x ∈ M existeix un entorn obert U ⊂ M que conte´ x, tenim un
difeomorfisme ϕ : U × Rn → pi−1(U) tal que (pi ◦ ϕ)(x, v) = x per a tot v ∈ Rn i
l’aplicacio´ v 7→ ϕ(x, v) e´s un isomorfisme entre Rn i pi−1(x).
Durant el text direm espai base a M , espai total a E, morfisme de projeccio´ a l’a-
plicacio´ pi i fibra a pi−1(x). Tambe´ utilitzarem Ex com a notacio´ alternativa a pi−1(x).
Anomenarem seccio´ de E a tota aplicacio´ diferenciable s : M → E tal que pi ◦ s = IdM .
Denotarem per Γ(E) l’espai vectorial de seccions de E.
Un dels exemples me´s habituals de fibrat vectorial e´s el fibrat tangent TM sobre una
varietat diferenciable M . Com a conjunt es defineix mitjanc¸ant l’unio´ disjunta dels espais
tangents TpM a cada punt p ∈M :
TM =
⊔
p∈M
TpM.
En aquest exemple la projeccio´ pi : TM → M ve donada per pi(x, v) = x. Les seccions
so´n els camps vectorials tangents sobre M . De manera ana`loga podem parlar del fibrat
cotangent :
T ∗M =
⊔
p∈M
T ∗pM,
on T ∗pM e´s l’espai cotangent, dual a TpM . Ara, les seccions so´n 1-formes diferencials. Un
tercer exemple e´s el fibrat normal d’una subvarietat diferenciable M ⊂ Rn, consistent en
l’assignacio´ d’un espai normal (el complement ortogonal de TpM) en cada punt de M .
Donat un fibrat vectorial E, hi ha un recobriment per oberts {Uα} de manera que la com-
posicio´ ϕα◦ϕ−1β : (Uα∩Uβ)×Rn → (Uα∩Uβ)×Rn ve donada per ϕα◦ϕ−1β (x, v) = (x, gαβv)
on gαβ : Uα ∩ Uβ → GL(n). Aquestes aplicacions gαβ determinen el fibrat vectorial E
juntament amb una condicio´ addicional anomenada condicio´ de cocicle:
gαβ(x)gβδ(x)gδα(x) = Id.
Com que les aplicacions gαβ tenen la seva imatge continguda en GL(n) llavors diem que
E e´s un GL(n)-fibrat i que GL(n) e´s el grup d’estructura de E. En general, si les imatges
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estan contingudes en un subgrup G de GL(n) aleshores diem que E e´s un G-fibrat3 i que
hem redu¨ıt el grup d’estructura de E a G. Per als nostres propo`sits ens centrarem en els
fibrats vectorials que tenen espais vectorials complexos com a fibres.
Definicio´ 3.2. Diem fibrat vectorial complex a un fibrat vectorial E amb una aplicacio´
lineal J : E → E tal que J2 = J ◦ J = −Id.
De fet, un fibrat vectorial complex el podem obtenir fent una reduccio´ del grup d’es-
tructura d’E a GLC(n).
Definicio´ 3.3. Una me`trica Hermı´tica en un fibrat vectorial complex E e´s una seccio´
h ∈ Γ(E ⊗ E∗) tal que:
• hp(η, ζ) = hp(ζ, η), per a tot η, ζ ∈ Ep.
• hp(ζ, ζ) > 0, per a tot ζ ∈ Ep \ {0}.
Els fibrats en els que ens centrarem tindran grup d’estructura U(n) i SU(n). Recordem
que aquests so´n els grups unitari i unitari especial, respectivament. Com a conjunts estan
definits com U(n) = {U ∈ GLC(n)|U †U = UU † = Id} i SU(n) = {U ∈ U(n)|detU = 1},
on † denota la conjugada trasposta. Nosaltres a me´s els veurem amb l’estructura de grups
de Lie, e´s a dir, els veurem com a grups i varietats diferenciables alhora.
Definicio´ 3.4. Un fibrat U(n) e´s un fibrat vectorial complex E amb una me`trica Hermı´tica
h. Un fibrat SU(n) e´s un fibrat U(n) amb una seccio´ o de ΛnE de longitud unitat.
Ara passarem a definir connexions en fibrats vectorials. Tot i que el me´s habitual e´s
introduir-les a partir del transport paral.lel, nosaltres no ho necessitarem aix´ı que seguirem
un camı´ me´s abstracte.
Definicio´ 3.5. Sigui E → M un fibrat vectorial. Una connexio´ o derivada covariant en
E e´s una aplicacio´ ∇ : Γ(TM) × Γ(E) → Γ(E), que escriurem com (X,Y ) 7→ ∇XY , tal
que, per a tot f, g ∈ C∞(M) i a, b ∈ R:
• ∇ e´s C∞(M)-lineal en Y :
∇fX1+gX2Y = f∇X1Y + g∇X2Y.
• ∇ e´s R-lineal en Y :
∇X(aY1 + bY2) = a∇XY1 + b∇XY2.
• Es satisfa` la segu¨ent regla del producte:
∇X(fY ) = f∇XY +X(f)Y.
Donat que el nostre intere`s esta` centrat en els fibrats U(n) i SU(n) tot seguit donarem
una definicio´ de connexio´ que preserva l’estructura d’aquests fibrats. Denotarem per 〈·, ·〉
el producte escalar associat a una me`trica hermı´tica. Posarem E per anomenar els fibrats
U(n) o SU(n), depenent del context.
3Per motius d’espai utilitzarem el concepte de G-fibrat per a el.laborar els objectius principals del
treball. Tot i aixo` el lector ha de saber que tots els resultats es poden enunciar i demostrar en termes dels
G-fibrats principals, concepte potser me´s utilitzat en la literatura.
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Definicio´ 3.6. Sigui ∇ una connexio´ definida en un fibrat U(n). Direm que ∇ e´s una
connexio´ U(n) si es compleix, per a totes les seccions s1 i s2:
d 〈s1, s2〉 = 〈∇s1, s2〉+ 〈s1,∇s2〉 .
De la mateixa manera si ∇ e´s una connexio´ definida en un fibrat SU(n), direm que ∇ e´s
una connexio´ SU(n) si e´s una connexio´ U(n) tal que ∇ΛnE = 0.
A vegades tambe´ parlarem de U(n)-connexio´ i SU(n)-connexio´. Una manera equivalent
de donar una connexio´ e´s mitjanc¸ant una aplicacio´ d∇ : Γ(E)→ Γ(E ⊗ T ∗M) tal que:
d∇(fs) = fd∇s+ s⊗ df.
Sovint l’anomenarem derivada covariant exterior. Es compleix ∇Xs = (d∇s)X. Tambe´
podem donar una connexio´ de forma local gra`cies a la connexio´ trivial d. Si U e´s un obert
de M llavors E|U ∼= U × Rn i podem escriure:
∇ = d+ ω,
on ω e´s una matriu quadrada de 1-formes d’ordre n que determina la connexio´ ∇ lo-
calment. L’anomenem 1-forma de connexio´. Si (e1, ..., en) e´s la base esta`ndard de Rn
aleshores:
∇s(x) =
∑
i
dsi +∑
j
ωijsj
 ei.
De la mateixa manera podem donar la descripcio´ local de d∇ en termes de la 1-forma de
connexio´ ω:
d∇ = d+ ω.
Composant dues vegades la connexio´ trivial d obtenim d2 = d ◦ d = 0 pero` en general
d2∇ = d∇ ◦ d∇ 6= 0. Aquest fet motiva la introduccio´ del segu¨ent concepte:
Definicio´ 3.7. La curvatura d’una connexio´ ∇ e´s una 2-forma Ω ∈ C∞(Λ2M ⊗ End(E))
donada per Ω ∧ s(x) = d2∇s(x).
Diem que una connexio´ ∇ e´s plana si Ω = 0. En cas de que l’espai base M sigui
simplement connex aleshores ∇ e´s trivial si i nome´s si el fibrat E e´s trivial, e´s a dir, si e´s
de la forma E ∼= M × Rn.
Tot seguit donarem una fo´rmula per a Ω que utilizarem en la segu¨ent seccio´.
Proposicio´ 3.8. Es compleix Ω = dω + 12 [ω, ω].
Demostracio´. Prenent la descripcio´ local de la derivada covariant exterior d∇ podem
escriure, per a tota seccio´ s:
Ω ∧ s = d∇(ds+ ω ∧ s)
= d(ds+ ω ∧ s) + ω ∧ (ds+ ω ∧ s)
= d2s︸︷︷︸
0
+dω ∧ s−ω ∧ ds+ω ∧ ds+ ω ∧ (ω ∧ s)
= dω ∧ s+ ω ∧ (ω ∧ s)
= dω ∧ s+ 1
2
[ω, ω] ∧ s.
Cosa que demostra la proposicio´. 
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Recordem que si A i B so´n una p-forma diferencial i una q-forma diferencial respec-
tivament aleshores [A,B] = A ∧ B − (−1)pqB ∧ A. D’aquesta manera [ω, ω] = 2ω ∧ ω i
podem escriure:
Ω = dω + ω ∧ ω.
Utilitzarem ambdues expresions segons ens calgui.
Proposicio´ 3.9. Es compleix l’anomenada identitat de Bianchi d∇Ω = 0.
Demostracio´. Tenim:
d∇Ω = dΩ + [ω,Ω]
= d2ω︸︷︷︸
0
+
1
2
d[ω, ω] + [ω, dω] +
1
2
[ω, [ω, ω]]
=
1
2
d(2ω ∧ ω) + [ω, dω] + 1
2
[ω, [ω, ω]]
= −[ω, dω] +[ω, dω] + 1
2
[ω, [ω, ω]]
= 0.

Definicio´ 3.10. Sigui E un fibrat SU(n). Una transformacio´ gauge e´s un automorfisme
de E.
Les transformacions gauge formen un grup amb la composicio´. L’anomenarem grup
gauge i actua sobre les connexions com ∇ 7→ g∇g−1, per a tota una transformacio´ gauge
g. De forma semblant Ω 7→ gΩg−1.
La curvatura d’un fibrat vectorial do´na lloc a importants invariants que seran realit-
zats com classes de cohomologia. Direm que una funcio´ polinomial f : gl(n,C) → C
e´s invariant si f(M−1AM) = f(A), per a tota M ∈ GL(n). L’a`lgebra dels polinomis
invariants esta` generada per elements σi(A) amb i = 1, ..., n, que so´n polinomis invariants
dels valors propis d’A, per a tot A ∈ gl(n,C). Tambe´ es pot veure que aquesta mateixa
a`lgebra esta` generada per elements de la forma Tr(Ai), amb i = 1, ..., n. Aquest fet sera`
utilitzat a la segu¨ent proposicio´. Ara, l’idea e´s veure que si f e´s un polinomi invariant
aleshores f(Ω) defineix una classe de cohomologia en H2kdR(M) i, a me´s, no depe`n de la
connexio´.
Proposicio´ 3.11. Si f e´s un polinomi invariant de grau k aleshores f(Ω) ∈ Ω2k(M) e´s
una forma tancada.
Demostracio´. Abans hem probat que Ω = dω + 12 [ω, ω]. Aplicant la derivada exterior
en ambdo´s costats obtenim dΩ = Ω ∧ ω − ω ∧ Ω. Com que Tr(AB) = Tr(BA) llavors
Tr(Ω ∧ ω) = Tr(ω ∧ Ω). Per tant Tr(dΩ) = 0. 
Aix´ı doncs aquesta proposicio´ implica que f(Ω) defineix una classe de cohomologia
[f(Ω)] ∈ H2kdR(M).
Proposicio´ 3.12. Si f e´s un polinomi invariant de grau k llavors [f(Ω)] ∈ H2kdR(M) no
depe´n de la connexio´ ∇.
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Demostracio´. Ho demostrarem mitjanc¸ant la invaria`ncia homoto`pica de la cohomologia.
Siguin ∇0 i ∇1 dues connexions en E amb formes de curvatura Ω0 i Ω1, respectivament.
Prenem pi1 : M × R → M la projeccio´ natural en el primer factor. Considerem els
pullbacks ∇˜0 = pi∗1∇0 i ∇˜1 = pi∗1∇1 i les seves formes de curvatura Ω˜0 i Ω˜1 en pi∗1E,
respectivament. Definim una nova connexio´ en pi∗1E com ∇˜ = t∇˜0 + (1 − t)∇˜1, per a
tot t ∈ [0, 1]. Denotarem la seva curvatura per Ω˜. Si k = 0, 1 definim les inclusions
ik : M ↪−→ M × R donades per ik(x) = (x, k). Tenim i∗kΩ˜ = Ωk i i∗kf(Ω˜) = f(Ωk).
Finalment com que i0 i i1 so´n aplicacions homoto`piques aleshores:
[f(Ω0)] = [i
∗
0f(Ω˜] = [i
∗
1f(Ω˜)] = [f(Ω1)].

En conclusio´, [f(Ω)] ∈ H2kdR(M) e´s un invariant del fibrat vectorial. L’anomenarem
classe caracter´ıstica de E i la denotarem per f(E). En el cas concret de que f sigui el
polinomi (
− 1
2pii
)k
σk
aleshores parlarem de classes de Chern, i les denotarem per ck(E). Finalment definim la
classe total de Chern com c(E) = 1 + c1(E) + ...+ cn(E). Es pot demostrar:
c(E) =
[
det
(
I − 1
2pii
Ω
)]
.
Me´s endavant utilitzarem altres invariants relacionats amb les classes de Chern anomenats
classes de Pontryagin, definides com pk(E) = (−1)kc2k(E ⊗ C) ∈ H4k(M).
Ara, sigui M una varietat Riemanniana de dimensio´ n. L’orientacio´ de M ens porpo-
ciona una forma de volum que localment ve donada per volM = e
1∧ ...∧ en, on (e1, ..., en)
e´s una base ortonormal de T ∗M .
Definicio´ 3.13. L’operador estrella de Hodge e´s l’aplicacio´ ? : Λk(T ∗M)→ Λn−k(T ∗M)
determinada per la propietat α∧?β = 〈α, β〉 volM , on α i β so´n formes diferencials i 〈·, ·〉
e´s el producte escalar.
Tot seguit donarem exemples il.lustratius d’aquest operador. En ambdo´s suposarem
que la me`trica e´s el producte escalar euclidia`.
Exemple 3.14. Sigui (e1, e2, e3) la base cano`nica de R3 i (e1∧ e2, e1∧ e2, e2∧ e3) base de
Λ2R3. Tenim definit l’operador estrella de Hodge ? : Λ2R3 → Λ1R3 . Utilitzant la seva
definicio´ podem escriure:
?(e1 ∧ e2) = e3, ?(e2 ∧ e3) = e1, ?(e1 ∧ e3) = −e2.
Per linealitat obtenim que si u, v ∈ R3 aleshores u×v = ?(u∧v), on × denota el producte
vectorial.
Exemple 3.15. Treballarem ara en R4. Si (e1, e2, e3, e4) e´s la base cano`nica llavors
(e1 ∧ e2 ∧ e3, e1 ∧ e2 ∧ e4, e1 ∧ e3 ∧ e4, e2 ∧ e3 ∧ e4) e´s base ortonormal de Λ2R4 i tindrem
definit ? : Λ1R4 → Λ3R4:
?e1 = −e2 ∧ e3 ∧ e4, ?e2 = e1 ∧ e3 ∧ e4, ?e3 = −e1 ∧ e2 ∧ e4, ?e4 = e1 ∧ e2 ∧ e3.
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D’altra banda una base ortonormal de Λ2R4 e´s (e1∧e2, e1∧e3, e1∧e4, e2∧e3, e2∧e4, e3∧e4).
L’operador estrella de Hodge sera` una aplicacio´ ? : Λ2R4 → Λ2R4. Tindrem:
?(e1 ∧ e2) = e3 ∧ e4, ?(e1 ∧ e3) = −e2 ∧ e4, ?(e1 ∧ e4) = e2 ∧ e3,
?(e2 ∧ e3) = e1 ∧ e4, ?(e2 ∧ e4) = −e1 ∧ e3, ?(e3 ∧ e4) = e1 ∧ e2.
En el cas particular n = 4 i k = 2 l’operador estrella de Hodge e´s un endomorfis-
me ? : Λ2(T ∗M) → Λ2(T ∗M). Per tant si σ e´s una permutacio´ del conjunt {1, 2, 3, 4}
llavors tenim ?(eσ(1) ∧ eσ(2)) = (σ)eσ(3) ∧ eσ(4), on (σ) e´s la signatura de σ. Aquest
fet implica ?? = Id. Aix´ı doncs ? te´ valors propis ±1 i obtenim la descomposicio´
Λ2(T ∗M) = Λ2+(T ∗M)⊕Λ2−(T ∗M). De forma ana`loga tenim l’operador estrella de Hodge
? : Ωk(M) → Ωn−k(M) donat per (?ω)(x) = ?(ω(x)) que en el cas n = 4 i k = 2 ens
do´na una descomposicio´ Ω2(M) = Ω2+(M) ⊕ Ω2−(M), on Ω2± e´s l’espai de seccions de
Λ2±(M). Els elements de Ω2+(M) i Ω2−(M) so´n anomenats 2-formes auto-duals i 2-formes
anti-auto-duals, respectivament. D’aquesta manera si A e´s la 1-forma de connexio´ 4, la
seva curvatura descomposa en una part auto-dual i en una part anti-auto dual:
FA = F
+
A + F
−
A .
Definicio´ 3.16. Sigui M una varietat Riemanniana de dimensio´ 4 i E → M un fibrat
SU(n) o U(n). Anomenem connexio´ anti-auto-dual o instanto´ a tota SU(n)- o U(n)-
connexio´ A tal que F+A = 0.
A les connexions anti-auto duals les anomenarem connexions ASD, per les sigles en
angle`s Anti-Self Dual connections. Observem que es satisfa` F±A = (FA ± ?FA)/2 amb la
qual cosa una connexio´ e´s ASD si i nome´s si ?FA = −FA.
En el segu¨ent cap´ıtol estudiarem la topologia de l’espai de solucions de l’equacio´ F+A = 0.
Considerarem que dues connexions so´n equivalents si estan relacionades per una transfor-
macio´ gauge.
Definicio´ 3.17. Sigui AE,g el conjunt de totes les connexions ASD i G el grup de trans-
formacions gauge. Definim l’espai de moduli de les connexions ASD com el quocient
ME,g = AE,g/G.
Un fet important que hem volgut reflectir en la notacio´ e´s que l’espai de moduli de
connexions ASD depe`n de la me`trica g.
3.2 L’accio´ de Yang-Mills
Tot seguit ens centrarem en els fibrats SU(n). Localment tindrem una connexio´ dA = d+A
on A e´s una 1-forma amb valors a l’a`lgebra de Lie su(n), formada per les matrius quadrades
U tals que U † = −U i tenen trac¸a zero. Podem definir un producte escalar mitjanc¸ant la
trac¸a:
〈A,B〉su(n) = Tr(AB†).
4Tot i que fins ara utiliza`vem la notacio´ ω per a la 1-forma de connexio´ i Ω per la curvatura de ∇
en aquest context e´s me´s habitual utilizar A i FA, respectivament. De fet ens permetrem un abu´s de
llenguatge i direm que A e´s una connexio´. Aquesta notacio´ te´ el seu origen en F´ısica, on A e´s conegut
com a potencial gauge i FA com a camp gauge.
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En el cas de formes diferencials:
〈α, β〉Ω∗(M) =
∫
M
α ∧ ?β.
Amb aquests ingredients podem definir un funcional d’accio´ que estara` molt relacionat
amb les connexions ASD.
Definicio´ 3.18. Sigui M una varietat Riemanniana compacta de dimensio´ 4 i E → M
un fibrat SU(n). L’accio´ de Yang-Mills es defineix com:
SYM(dA) =
∫
M
|FA|2 dvol :=
∫
M
Tr FA ∧ ?FA.
Anomenarem connexio´ de Yang-Mills a tota connexio´ A que sigui punt cr´ıtic de l’accio´
de Yang-Mills, e´s a dir, que anul.li totes les derivades direccionals:
d
dt
SYM(A+ ta)
∣∣∣∣
t=0
= 0.
Tot seguit demostrarem que aquesta condicio´ e´s equivalent a una equacio´ en derivades
parcials en A. Ho farem seguint el fil de [Fig19, Ch.3]. Treballant localment tenim:
FA+ta = d(A+ ta) +
1
2
[A+ ta, A+ ta]
= dA+ tda+
1
2
[A,A] +
t
2
([A, a] + [a,A]) +
1
2
t2[a, a]
= FA + t
(
da+
1
2
([A, a] + [a,A])
)
+
1
2
t2[a, a]
= FA + t(da+ [A, a]) +
1
2
t2[a, a]
= FA + tdAa+
1
2
t2[a, a].
Per tant:
|FA+ta|2 =
∣∣∣∣FA + tdAa+ 12 t2[a, a]
∣∣∣∣2 = 〈FA + tdAa+ 12 t2[a, a], FA + tdAa+ 12 t2[a, a]
〉
= |FA|2 + 2t 〈dAa, FA〉+ t2
(|dAa|2 + 〈FA, [a, a]〉)+ t3 〈dAa, [a, a]〉+ 1
4
t4|[a, a]|2.
Apliquem el principi variacional:
0 =
d
dt
SYM(A+ ta)
∣∣∣∣
t=0
=
∫
M
d
dt
|FA+ta|2
∣∣∣∣
t=0
dvol = 2
∫
M
〈dAa, FA〉 dvol = 2
∫
M
〈a, d∗AFA〉 dvol,
on d∗A e´s l’adjunt formal de dA, definit precisament per l’igualtat que acabem d’escriure.
D’aqu´ı obtenim l’equacio´:
d∗AFA = 0.
Finalment provarem que ?d∗AFA = dA ? FA. Com que la forma de volum e´s una 4-forma
diferencial llavors la seva derivada exterior s’anul.la de manera que:
0 =
∫
M
dA(a ∧ ?FA) =
∫
M
(dAa ∧ ?FA − a ∧ dA ? FA) =
∫
M
dAa ∧ ?FA −
∫
M
a ∧ ?(?dA ? FA)
= 〈dAa, FA〉 − 〈a, ?dA ? FA〉 .
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D’aqu´ı traiem que 〈dAa, FA〉 = 〈a, ?dA ? FA〉. Observem que 〈dAa, FA〉 = 〈a, d∗AFA〉 de
forma que substitu¨ınt a la fo´rmula anterior obtenim 〈a, d∗AFA〉 = 〈a, ?dA ? FA〉 per a tota
connexio´ a. Aquesta igualtat implica ?dAFA = d ? FA. Aplicant el que acabem de provar
l’equacio´ d∗AFA = 0 s’escriu com:
dA ? FA = 0.
Aquesta e´s l’anomenada equacio´ de Yang-Mills. A vegades es parla d’equacions de Yang-
Mills en plural considerant tambe´ l’identitat de Bianchi dAFA = 0 tal i com es pot veure
en [Nab00, Ch.2].
Proposicio´ 3.19. Tota connexio´ ASD e´s un mı´nim absolut de l’accio´ de Yang-Mills.
Demostracio´. Tenim:∫
M
|FA|2dvol = 1
2
∫
M
(〈FA, FA〉+ 〈?FA, ?FA〉)
=
1
2
∫
M
(〈FA, FA〉+ 〈?FA, ?FA〉+ 2 〈FA, ?FA〉 − 2 〈FA, ?FA〉)
=
∫
M
(
1
2
(〈FA, FA〉+ 〈?FA, ?FA〉+ 2 〈FA, ?FA〉)− 〈FA, ?FA〉
)
=
∫
M
(
1
2
〈FA + ?FA, FA + ?FA〉 − 〈FA, ?FA〉
)
≥ −
∫
M
〈FA, ?FA〉 .
En definitiva, hem arribat a la desigualtat:
SYM (dA) =
∫
M
Tr FA ∧ ?FA ≥ −
∫
M
Tr FA ∧ FA.
I tenim l’igualtat quan ?FA = −FA, e´s a dir, quan A e´s una connexio´ ASD. Per tant les
connexions ASD so´n mı´nims absoluts de l’accio´ de Yang-Mills i, en particular, satisfan
l’equacio´ de Yang-Mills. 
3.3 Instantons en R4
Donarem un exemple senzill d’instanto´ prenent de gu´ıa [Per06, Ch.12] i [Fig19, Ch.4]. Per
a fer-ho utilitzarem el llenguatge dels quaternions. Recordem que aquests so´n nombres de
la forma q = q0 +iq1 +jq2 +kq3 amb i
2 = j2 = k2 = ijk = −1. Denotarem per H l’a`lgebra
dels quaternions. Observem que H ∼= R4 mitjanc¸ant l’aplicacio´ q = q0 + iq1 + jq2 + kq 7→
(q0, q1, q2, q3). De la mateixa manera que succeeix amb els nombres complexos, podem
parlar del conjugat d’un quaternio´ q = q0 − iq1 − jq2 − kq3 i de les seves parts real i
imagina`ria definides com Re(q) = q0 i Im(q) = iq1 + jq2 + kq3, respectivament. La norma
d’un quaternio´ vindra` donada per |q|2 = qq. Els quaternions poden ser identificats amb
matrius de la forma segu¨ent: (
q0 + iq1 q2 + iq3
−q2 + iq3 q0 − iq1
)
.
En cas de que els quaternions siguin unitaris, e´s a dir, que pertanyin al grup Sp(1) =
{q ∈ H : |q| = 1} llavors aquestes matrius pertanyen a SU(2). D’aquesta forma obtenim
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un isomorfisme de grups de Lie Sp(1) ∼= SU(2) que indueix un isomorfisme d’a`lgebres de
Lie Im(H) ∼= sp(1) ∼= su(2).
Ara treballarem amb el fibrat trivial H × SU(2) ∼= R4 × SU(2). Sigui ∇ = d + A una
connexio´ SU(2). Com que A e´s una 1-forma amb valors a su(2) ∼= Im(H) aleshores sera`
de la forma A = Im(fdq), on f : H→ H. La seva curvatura vindra` donada per:
FA = dA+
1
2
[A,A] = dA+A∧A = d Im(fdq)+Im(fdq)∧Im(fdq) = Im(df∧dq+fdq∧fdq)
Imposem l’equacio´ F+A = 0, que ja hem vist que e´s equivalent a FA = − ? FA. En
components:
F01 = F23,
F02 = −F13,
F03 = F12.
Observem que la segu¨ent 2-forma e´s anti-auto dual:
dq ∧ dq = 2[(dq0 ∧ dq1 − dq2 ∧ dq3)i+ (dq0 ∧ dq2 − dq3 ∧ dq1)j + (dq0 ∧ dq3 − dq1 ∧ dq2)k].
Per tant proposem una solucio´ de l’equacio´ FA = − ? FA de la forma:
FA =
dq ∧ dq
(1 + |q|2)2 .
De fet FA e´s la curvatura de la 1-forma:
A =
1
1 + |q|2 Im (qdq) .
En efecte:
FA = Im
(
d
(
q
(1 + |q|2)2
)
∧ dq +
(
q
(1 + |q|2)2
)
dq ∧
(
q
(1 + |q|2)2
)
dq
)
= Im
(
dq ∧ dq
1 + |q|2 −
qdq + qdq
(1 + |q|2)2 ∧ qdq +
qdq ∧ qdq
(1 + |q|2)2
)
=
dq ∧ dq
(1 + |q|2)2 .
En l’u´ltim pas hem tret la part imagina`ria perque` la curvatura e´s imagina`ria pura. Ara
si calculem el quadrat de la norma de l’anterior curvatura obtenim:
|FA|2 = 48
(1 + |q|2)4 .
Tot i que la gra`fica d’aquesta funcio´ no la podem representar per una qu¨estio´ de dimensions
el que fem e´s donar una seccio´ fixant tres variables de manera que si q1 = q2 = q3 = 0
llavors:
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−2 −1 1 2
10
20
30
40
50
q0
|FA|2
Diem que aquest instanto´ esta´ centrat en 0 i te´ mida 1. Gra`cies a ell podem determinar
tota una famı´lia d’instantons. Per a obternir-los de forma expl´ıcita utilitzarem l’inva-
ria`ncia conforme de l’equacio´ F+A = 0. Considerem l’aplicacio´ f : H → H donada per
f(q) = λ(q − c), on λ > 0 i c ∈ H. Calculant el pullback Ff∗A = f∗FA obtenim:
|Ff∗A|2 = 48λ
2
(1 + λ2|q − c|2)4 .
Per a interpretar l’anterior resultat fem una gra`fica de diferents instatons centrats en zero
i de mida λ:
−2 −1 1 2
10
20
30
40
50
q0
|FA|2
En aquesta gra`fica s’han representat instantons de mides 1 (blau), 0.75 (vermell) i 0.5
(verd). Com podem observar, quan λ→ 0 la densitat de curvatura es concentra en el zero.
En definitiva, a me´s de donar un exemple concret d’instanto´, hem acabat demostrant que
l’espai de solucions de l’equacio´ F+A = 0 e´s no buit, e´s a dir, ME,g 6= ∅ .
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4 Teorema de Donaldson
Ara anem a provar el teorema central del treball. Per a fer-ho dividirem la demostracio´
en diferents parts que presentarem en forma de proposicio´ i teoremes a causa de la seva
longitud, tot seguint [Per06, Ch.11]. Primer parlarem de la topologia l’espai de solucions
de l’equacio´ F+A = 0 que defineix els instantons, despre´s l’utilizarem per a relacionar-
lo amb cert cobordisme i finalment donarem la demostracio´ del teorema de Donaldson,
basada en els resultats anteriors combinats amb raonaments que involucren la forma
d’interseccio´.
4.1 Diagonalitzacio´ de la forma d’interseccio´
Anem a veure alguns resultats relatius a la topologia de l’espai de moduli de connexions
ASD i acabarem donant un cobordisme entre la varietat base M i l’unio´ disjunta d’un
nombre finit de co`pies de CP 2. Per a fer-ho suposarem algunes propietats de l’espai de
moduli ME,g. La prova es pot veure a [Per06] i a [FU84]. El lector interessat en els
detalls de la part me´s te`cnica pot consultar [Don83].
Sigui M una varietat topolo`gica simplement connexa tal que QM e´s definida negativa.
Direm que una connexio´ A e´s reductible si A = A1 ⊕ A2 i irreductible en cas contrari.
Llavors:
1. Existeix un subconjunt R ⊂ME,g format per connexions reductibles mo`dul trans-
formacions gauge de manera que R conte´ q punts, on q e´s la meitat del cardinal del
conjunt C = {c ∈ H2(M)|c2 = −1}/± 1.
2. El complementari ME,g \ R e´s una varietat diferenciable de dimensio´ 5.
3. Per a cada connexio´ reductible s ∈ R existeix un entorn Us contenint s tal que
l’homeomorfisme (Us, s)→ (C3/S1, [0]) e´s diferenciable en Us \ {s}.
4. Existeix un obert K ⊂ME,g tal queME,g \K conte´ R i e´s compacte. A me´s tenim
un difeomorfisme K ∼= M × (0, 1).
Respecte el tercer punt observem que C3/S1 e´s homeomorf a un con en CP 2 en virtut de
l’homeomorfisme
f : C3/S1
∼=−→ CP
2 × R+
CP 2 × {0}
donat per f [a, b, c] = [(a : b : c), a2 + b2 + c2].
A partir d’ara per qu¨estions de comoditat revertirem l’orientacio´ de M i suposarem que
QM e´s definida positiva.
Teorema 4.1. Sigui M una varietat topolo`gica compacta, orientable i simplement con-
nexa de dimensio´ 4 tal que QM e´s definida positiva. Aleshores existeix un cobordisme
orientat entre M i l’unio´ disjunta de q co`pies de CP 2, on q e´s la meitat del cardinal del
conjunt {x ∈ H2(M)|Q(x, x) = 1}.
Demostracio´. Utilitzant el tercer punt abans esmentat tenim un compacte K ∼= M×(0, 1).
A partir d’aqu´ı podem compactificarME,g substituint M × (0, 1) per M × (0, 1/2]. Com
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a resultat obtenim un espai que anomenaremME,g. Ara, per a cada connexio´ reductible
s ∈ R traiem un entorn B/S1 ⊂ C3/S1 ∼= Us ⊂ ME,g. En consequ¨e`ncia obtenim un
espai compacte i orientable amb vora igual a l’unio´ de la varietat base M i q co`pies de
CP 2, e´s a dir, hem obtingut un cobordisme entre M i l’unio´ disjunta de q co`pies de CP 2.

ME,g
CP 2
.
.
.
CP 2
CP 2 p2
p1
pn
M
Figura 1: Topologia de l’espai de moduli dels instantons.
Proposicio´ 4.2. Sigui Q una forma bilineal, sime`trica i definida positiva en Zn. Alesho-
res existeixen com a ma`xim n parells desordenats {a,−a} on a ∈ Zn tals que Q(a, a) = 1.
L’igualtat es do´na si i nome´s si Q e´s equivalent a la forma esta`ndard 〈1〉n.
Demostracio´. Sigui a ∈ Zn tal que Q(a, a) = 1. Aleshores l’igualtat x = Q(x, a)a+ (x−
Q(x, a)a) do´na lloc a una descomposicio´ Zn = 〈1〉 ⊕ a⊥. Fent induccio´ sobre n obtenim
Zn = 〈1〉 ⊕ ... ⊕ 〈1〉 ⊕ a⊥. A partir d’aquesta descomposicio´ e´s clar que l’igualtat de
l’enunciat es donara` si i nome´s si Q e´s equivalent a 〈1〉n. 
Finalment estem en disposicio´ de veure el principal resultat del treball fent servir el
teorema anterior juntament amb les proposicions que hem vist en aquesta seccio´.
Teorema 4.3. (Donaldson, 1983) Sigui M una varietat diferenciable compacta, ori-
entable i simplement connexa de dimensio´ 4 tal que la seva forma d’interseccio´ QM e´s
definida positiva. Aleshores existeix una base de H2(M) en la qual QM diagonalitza i e´s
equivalent a 〈1〉q.
Demostracio´. Utilitzant els resultats que hem vist anteriorment tenim un cobordisme
entre M i l’unio´ disjunta de q co`pies de CP 2. Com que la signatura e´s invariant per
cobordismes aleshores σ(M) = 1 + ...+ q, on i = ±1 e´s la signatura de la co`pia i-e`ssima
de CP 2. Donat que QM e´s definida positiva aleshores rg(QM ) = σ(QM ) ≤ q. Pel lema,
rg(QM ) = q, QM diagonalitza i QM e´s equivalent a 〈1〉q. 
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Observacio´ 4.4. En el cas que QM sigui definida negativa podem aplicar igualment el
teorema revertint l’orientacio´ de M . En aquest cas, QM ser´ıa equivalent a 〈−1〉q. Ara
tambe´ podem veure que les q co`pies de CP 2 han de ser orientades per tal de tenir signatura
+1.
4.2 Invariants de Donaldson
Per a demostrar l’anterior teorema Donaldson va aplicar eines de la teoria de Yang-Mills
per a treure conclusions sobre la topologia de les varietat de dimensio´ 4. A partir d’aqu´ı va
anar desenvolupant tota una teoria basada en eines semblants que descriurem en aquesta
seccio´. El que farem sera` contruir un conjunt d’invariants topolo`gics basats en l’espai de
moduli de connexions ASD.
Sigui E un fibrat SU(2). Denotarem per MˆE,g l’espai de moduli de connexions ASD ir-
reductibles. L’idea per a definir els invariants sera` considerar una aplicacio´ µ : H2(M)→
H2(MˆE,g) de manera que si [Σ1], ..., [Σd] ∈ H2(M) aleshores tindrem un enter:〈
µ(Σ1) ^ ... ^ µ(Σd), [MˆE,g]
〉
,
on d = 12dim MˆE,g (donat que les classes µ(Σi) so´n de dimensio´ 2). Aquest primer intent
de definicio´, pero`, te´ alguns inconvenients:
1. L’espai de moduli MˆE,g no e´s compacte. Per tant no podem parlar d’una classe
fonamental per tal d’avaluar-la amb µ(Σ1) ^ ... ^ µ(Σd).
2. Cal definir l’aplicacio´ µ de manera que l’anterior avaluacio´ tingui sentit.
Adrecem el primer punt. Per a poder solucionar-ho el que farem sera` compactificar l’espai
de moduli MˆE,g. No donarem els detalls de la construccio´ ja que no l’utilitzarem per res
me´s. L’explicacio´ amb tots els detalls es pot trobar a [Per06] i [FU84]. El resultat e´s
l’anomenada compactificacio´ d’Uhlenbeck ME,g. Redefinirem el nostre invariant avaluant
µ(Σ1) ^ ... ^ µ(Σd) amb la classe fonamental [ME,g].
Pel que fa al segon punt, hem de donar µ. Com que hem d’enviar una classe de H2(M)
a H2(MˆE,g) llavors la segu¨ent definicio´ e´s natural:
µ(Σi) = −1
4
p1(E)/[Σi].
L’operacio´ / esta` determinada d’aquesta manera. Si
−1
4
p1(E) =
∑
i
βi ⊗ γi,
aleshores:
−1
4
p1(E)/[Σi] =
∑
i
〈βi, [Σi]〉 ⊗ γi.
D’aquesta manera, µ(Σi) pertany a H
2(MˆE,g). Tot i aixo` tenim un u´ltim obstacle: µ(Σi)
hauria de perta`nyer a H2(ME,g) i no a H2(MˆE,g) per a poder avaluar µ(Σ1) ^ ... ^
µ(Σd) amb [ME,g]. No donarem els detalls pero` tenim que l’aplicacio´ µ es pot extendre
a una aplicacio´ µ : H2(M)→ H2(ME,g).
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Ara ja podem definir els invariants. Per qu¨estions te`cniques suposem 4k ≥ 5 + 3b2+(M)
on b2+(M) e´s la dimensio´ d’un subespai maximal definit positiu de H
2(M ;R). En aquest
cas es diu que k esta` en el rang estable Una explicacio´ detallada del perque` d’aquesta
suposicio´ es pot veure a [DK90, Ch.9].
Definicio´ 4.5. Anomenarem invariants de Donaldson a les aplicacions γk : H2(M) ×
...×H2(M)→ Z donades per:
γk(Σ1, ...,Σd) =
〈
µ(Σ1) ^ ... ^ µ(Σd), [ME,g]
〉
Les aplicacions γk es poden identificar amb un polinomi a trave´s de polaritzacio´. El
resultat e´s una aplicacio´ γk : H2(M) → Z, que denotarem de la mateixa manera que els
invariants de Donaldson, donada per γk(Σ) =
〈
µ(Σ) ^ ... ^ µ(Σ), [ME,g]
〉
. L’anomena-
rem polinomi de Donaldson.
Els invariants de Donaldson compleixen les segu¨ents propietats:
1. γk no depe´n de la me`trica escollida.
2. γk e´s una forma bilineal sime`trica.
3. Si revertim l’orientacio´ de H2+(M ;R) aleshores γk canvia de signe.
4. γk e´s invariant per difeomorfismes que preservin l’orientacio´ de M i de H
2
+(M ;R).
Donat que hi han infinits invariants de Donaldson e´s convenient agrupar-los tots en una
sola aplicacio´ lineal. Si A(M) = Sym(H2(M) ⊕ H0(M)) aleshores podem definir una
aplicacio´ DM : A(M)→ Q com:
DM =
∞∑
k=0
1
k!
γk.
Considerem l’anterior se`rie com una suma formal, e´s a dir, no es preocupem per la seva
converge`ncia.
Tot seguit veurem com obtenir els invariants de Donaldson com a nombres d’intersec-
cio´. Per a fer-ho utilitzarem la notacio´ MˆkE,g per a enfatitzar la depende`ncia de MˆE,g
amb k i suposarem que per tot 0 ≤ j < k l’espai Mˆk−jE,g e´s una varietat diferenciable de
dimensio´ 2d− 8j i que no conte´ connexions reductibles.
Seguint els arguments que es presenten a [DK90, Ch.9], escollim classes d’homologia
en H2(M) que vindran representades per superf´ıcies Σi de M . Prenem entorns tubulars
ν(Σi) tals que l’interseccio´ de tres entorns diferents e´s buida, e´s a dir:
ν(Σi) ∩ ν(Σj) ∩ ν(Σk) = ∅, per a tot i 6= j 6= k.
Ara prenem una seccio´ si d’un fibrat de l´ınia sobre l’espai de moduli de connexions
irreductibles (espai que conte´ MˆE,g), per a cada i. Denotarem per VΣi el seu conjunt de
zeros. Suposem que per qualsevol I ⊂ {1, ..., d} i qualsevol j amb 0 ≤ j < k, llavors la
segu¨ent interseccio´ e´s transversal:
Mˆk−jE,g ∩
(⋂
i∈I
VΣi
)
.
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Aixo` implica que els elements de MˆkE,g ∩ VΣ1 ∩ ... ∩ VΣd so´n punts a¨ıllats. Mitjanc¸ant
arguments d’ana`lisi es prova que l’anterior interseccio´ e´s compacta i per tant finita. Ara,
per orientabilitat, podem assignar un signe ±1 a cada punt de MˆkE,g ∩VΣ1 ∩ ...∩VΣd . Aix´ı
doncs te´ sentit definir γk(Σ1, ...,Σd) com el nombre d’interseccio´ de Mˆ
k
E,g ∩VΣ1 ∩ ...∩VΣd
i si compactifiquem ens trobem amb els invariants que hem definit anteriorment.
Si revisem un altre cop la definicio´ dels invariants de Donaldson veurem que no so´n
gens evidents de calcular. De fet, els exemples so´n bastant dif´ıcils. En la segu¨ent seccio´
veurem una eina que va permetre simplificar els ca`lculs considerablement.
4.3 Teoria de Seiberg-Witten
A la tardor de l’any 1994 el f´ısic nord-america` Edward Witten va presentar una conjec-
tura que va canviar la forma d’aproximar-se a l’estudi de les varietats topolo`giques de
dimensio´ 4. L’ara anomenada teoria de Seiberg-Witten resulta` ser equivalent a la teoria
de Donaldson pero` l’avantatge va ser que es podien calcular els invariants de Donaldson
de forma me´s ra`pida i donar demostracions me´s senzilles. En aquesta seccio´ veurem l’idea
d’aquest enfocament, basat en el de Donaldson, i enunciarem una conjectura deguda a
Witten que relaciona els anomenats invariants de Seiberg-Witten amb els invariants de
Donaldson. Seguirem [Don96], [HT97] i [Wit94], on estan tots els detalls.
Primer introdu¨ım un grup essencial per l’estructura de la qual anem a parlar. Definim el
grup Spinc(n) mitjanc¸ant la successio´ exacta curta:
0 −→ Z/2Z −→ Spinc(n) −→ SO(n)× SU(n) −→ 0
Una estructura Spinc(n) sobre una varietat Riemanniana orientable M e´s un parell de
fibrats vectorials que denotarem perW+ iW− sobreM amb un isomorfisme Λ2W± = L on
L e´s un fibrat de l´ınia sobre M . Denotarem per SM el conjunt d’estructures Spinc(n) sobre
M . E´s conegut que aquestes estructures sempre existeixen en les varietats orientables de
dimensio´ 4.
Una connexio´ ∇ en L ens do´na una aplicacio´ D : Γ(W+) → Γ(W−) anomenada
operador de Dirac definida per D2 = D∗D = ∆, on ∆ e´s l’operador laplacia` en M .
L’aplicacio´ D compleix l’anomenada fo´rmula de Lichnerowicz. Tenim, per a tot ψ ∈
Γ(W+):
D∗Dψ = ∇∗∇ψ + 1
4
Rψ − 1
2
F+∇ (ψ).
En aquesta expressio´, R denota la curvatura escalar i F+∇ e´s la parta auto-dual de la
curvatura.
Tal i com es pot consultar a [Don96], l’idea de la teoria de Seiberg-Witten e´s semblant
a la de Donaldson en el sentit que te´ com a objectiu treure conclusions topolo`giques
d’una varietat a partir de l’espai de moduli de certes equacions. En el cas de la teoria
de Donaldson utilitza`vem l’equacio´ dels instantons F+A = 0. Ara, tindrem una connexio´
U(1) que denotarem per A en L, una seccio´ ψ ∈ Γ(W+) i una certa forma sesquilineal
τ : W+×W+ → Λ2+⊗C. Aquestes dades ens permeten escriure les anomenades equacions
de Seiberg-Witten:
DAψ = 0,
F+A = −τ(ψ,ψ).
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Anomenarem monopols a una solucio´ (A,ψ) d’aquestes equacions. Denotarem l’espai
de moduli dels monopols mo`dul transformacions gauge per M i l’espai de moduli dels
monopols mo`dul transformacions gauge que fixen un punt base per M0. A difere`ncia
del que passava en la teoria de Donaldson, M e´s compacte, orientable amb una bijeccio´
entre les orientacions de M i les de l’espai vectorial H0(M ;R)⊕H1(M ;R)⊕H2+(M ;R)
i si b2+ > 0 llavors e´s varietat diferenciable. D’altre banda M0 e´s varietat diferenciable
sempre. Ara, suposant que es compleixen aquestes equacions, tenim:
0 = D∗ADAψ = ∇∗A∇Aψ +
1
4
Rψ +
1
2
F+A (ψ).
Prenem el producte escalar L2 per ψ. El denotem per (·, ·). Obtenim:∫
M
|∇Aψ|2 + 1
2
(F+A (ψ), ψ) +
1
4
R|ψ|2dµ = 0.
Com que (F+A (ψ), ψ) = −(τ(ψ,ψ)(ψ), ψ) i 2τ(ψ,ψ)(ψ) = |ψ|2ψ llavors:∫
M
|∇Aψ|2 + 1
4
|ψ|4dµ = −
∫
M
1
4
R|ψ|2dµ = 0.
Per tant si R ≥ 0 les solucions de les equacions de Seiberg-Witten es donen quan ψ = 0
i F+A = 0. E´s a dir, en aquest cas recuperem l’equacio´ dels instantons. Finalment, les
equacions de Seiberg-Witten so´n les equacions del moviment del funcional d’accio´:
SSW(A,ψ) =
∫
M
|∇Aψ|2 + 1
2
|FA|2 + 1
8
(|ψ2|+R)2dµ.
Si comparem aquesta accio´ amb la de la teoria de Yang-Mills veiem que la segona e´s un
cas particular de la teoria de Seiberg-Witten. L’anterior accio´ es pot reescriure en els
segu¨ents termes:
SSW(A,ψ) =
∫
M
|DAψ|2 + |FA + τ(ψ,ψ)|2dµ+
∫
M
R2
8
dµ+ 2pi2c1(L)
2.
D’aquesta manera e´s clar que les equacions del moviment associades a aquesta accio´ so´n
les equacions de Seiberg-Witten.
De la mateixa forma que succeeix amb la teoria de Donaldson, anem a definir invariants
per a varietats topolo`giques compactes i orientables de dimensio´ 4. Suposem b2+(M) > 1 i
fixem una orientacio´ de H0(M ;R)⊕H1(M ;R)⊕H2+(M ;R). Si b2+−b1 e´s imparell aleshores
la dimensio´ de l’espai de moduli e´s 2d, on b1 e´s la dimensio´ de H1(M ;R). Tal com s’expli-
ca en [HT97, Ch.3], definim l’invariant de Seiberg-Witten com l’aplicacio´ SWM : SM → Z
que compleix les segu¨ents condicions:
• SWM (s) = 0 si b2+ − b1 e´s parell.
• Si d < 0, SWM (s) = 0 per a tot s ∈ SM .
• Si d = 0, SWM (s) = ΣM ± 1 ja que en aquest cas M esta` format per un nombre
finit de punts.
• Si d > 0:
SWM (s) =
〈
c1(M0) ^ d...^ c1(M0), [M]
〉
=
∫
M
c1(M0) ^ d...^ c1(M0).
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Com hem dit anteriorment, la teoria de Seiberg-Witten e´s equivalent a la teoria de
Donaldson. L’enunciat prec´ıs ve donat per l’anomenada conjectura de Witten.
Conjectura. Sigui M una varietat topolo`gica compacta i orientable de dimensio´ 4 amb
b1(M) = 0 i b
+(M) > 1 senar. Aleshores:
DM (h) = c(M) exp
(
Q(h, h)
2
) s∑
r=1
(−1)(w2+Kr·w)/2SW(Kr)eKr·h.
On K1, ...,Ks ∈ H2(M) i c(M) = 22+(7χ(M)+11σ)/4, amb χ(M) la caracter´ıstica d’Euler
de M i σ la seva signatura.
De la definicio´ dels invairants de Seiberg-Witten se’n deriven les segu¨ents propietats
ba`siques:
• Si b2+ > 0 llavors SWM (s) nome´s depe´n de s i SWM : SM → Z e´s invariant per
difeomorfismes.
• SWM (s) = 0 per un nombre finit de s ∈ SM .
• SW
M#CP 2 conte´ la mateixa informacio´ que SWM .
• Si M = N#X i b2+(N), b2+(X) > 0 aleshores SWM ≡ 0.
• Existeix una aplicacio´ s 7→ s anomenada conjugacio´ de ca`rrega de manera que
c1(L) 7→ −c1(L) i SWM (s) = ±SWM (s).
Gra`cies a la teoria de Seiberg-Witten es pot trobar una demostracio´ alternativa del teo-
rema de Donaldson que es pot trobar a [Sco05, Ch.10].
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5 Aplicacions de la teoria de Donaldson
De les importants implicacions que te´ el teorema de Donaldson nosaltres n’explorarem
tres. Primer veurem exemples concrets de varietats topolo`giques que no admeten estruc-
tura diferenciable, despre´s aquests exemples ens permetran construir de manera impl´ıcita
un R4 exo`tic i finalment provarem alguns teoremes relatius a l’anul.lacio´ dels invariants
de Donaldson sota diferents hipo`tesis.
5.1 La forma d’interseccio´ E8
Per a donar exemples de varietats topolo`giques que no admenten cap estructura diferen-
ciable a trave´s del teorema de Donaldson ens cal trobar varietats compactes, orientables
i simplement connexes de dimensio´ 4 tals que la seva forma d’interseccio´ sigui definida
positiva pero` que no sigui equivalent a la forma esta`ndard 〈1〉n. Per aixo` introduirem una
forma d’interseccio´ que no hem vist fins ara. Considerem la matriu:
E8 =

2 1
1 2 1
1 2 1
1 2 1
1 2 1 1
1 2 1
1 2
1 2

.
Els termes en blanc so´n nuls. Per a veure algunes de les propietats d’aquesta matriu
efectuem les segu¨ents transformacions de files. Denotarem per Fi la fila i-e`ssima de la
matriu E8 i escriurem les transformacions en la forma Fi → Fi−λFj per a λ nombre real
adequat i i, j = 0, ..., 8. Els passos intermedis no els explicitarem per motius d’espai. Es
pot trobar el ca`lcul amb detall a [Sco05, p.126]. Fem les transformacions:
F2 → F2 − 1
2
F1, F3 → F3 − 2
3
F2,
F4 → F4 − 3
2
F3, F5 → F5 − 4
5
F4,
F5 → F5 − 1
2
F8, F6 → F6 − 10
7
F5,
F7 → F7 − 7
4
F6.
Com a resultat obtenim la matriu diagonal:
DE8 =

2
3/2
4/3
5/4
7/10
4/7
1/4
2

.
Un cop diagonalitzada la matriu e´s immediat veure les segu¨ents propietats de E8:
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1. E´s una matriu definida positiva perque` tots els seus valors propis so´n positius.
2. La seva signatura e´s 8, resultat de la difere`ncia entre el nombre de valors propis
positius (8) i el nombre de valors propis negatius (cap).
3. El seu determinant e´s 1, resultat del producte dels elements de la diagonal de DE8 .
4. E´s parella.
De fet la matriu E8 e´s la forma d’interseccio´ d’una varietat topolo`gica. Aquest fet e´s
consequ¨e`ncia del segu¨ent resultat.
Teorema 5.1. (Freedman, 1982) Sigui Q una forma bilineal sime`trica unimodular.
Aleshores existeix una varietat topolo`gica M compacta, orientable i simplement connexa
tal que Q = QM . A me´s:
• Si Q e´s parella aleshores M e´s u´nica llevat d’homeomorfisme.
• Si Q e´s senar aleshores existeixen dues varietats no homeomorfes entre elles que
tenen Q com a forma d’interseccio´.
En el nostre cas que el determinant de E8 sigui 1 vol dir que e´s unimodular amb la qual
cosa el teorema anterior aplica. Donat que E8 e´s parella llavors estem en el primer punt
del teorema i existeix una u´nica varietat topolo`gica amb les propietats que el teorema
esmenta de manera que E8 e´s la seva forma d’interseccio´. Denotarem per ME8 aquesta
varietat topolo`gica. No donarem la prova d’aquest teorema per no allunyar-nos massa
dels nostres objectius. A [Sco05, Ch.5] es pot trobar l’idea principal de la demostracio´.
Ara ja estem en disposicio´ de veure la primera aplicacio´ del teorema de Donaldson.
Proposicio´ 5.2. La varietat topolo`gica ME8#ME8 no adment cap estructura diferencia-
ble.
Demostracio´. Utilitzant l’additivitat de la forma d’interseccio´, tenimQME8#ME8 = QME8⊕
QME8 = E8 ⊕ E8. Aix´ı doncs aquesta forma d’interseccio´ e´s definida positiva per ser-ho
E8, pero` no diagonalitza sobre els enters perque` tampoc ho fa E8. Aplicant el teorema
de Donaldson obtenim que ME8 ⊕ME8 no adment cap estructura diferenciable. 
Hom podria preguntar-se perque` no hem estudiat abans l’existe`ncia d’estructures di-
ferenciables en ME8 . El motiu e´s que, encara que ME8 tampoc admet cap estructura
diferenciable, aquest e´s un fet que ja era conegut abans del descobriment del teorema de
Donaldson. El resultat es compleix en virtut del segu¨ent teorema.
Teorema 5.3. (Rokhlin, 1952) Sigui M e´s una varietat diferenciable compacta, orien-
table i simplement connexa amb forma d’interseccio´ QM parella. Aleshores la signatura
σ(M) e´s divisible per 16.
El lector interessat por trobar una demostracio´ d’aquest teorema a [Sco05, Ch.11].
Abans hem vist que E8 e´s parella i σ(ME8) = 8. Com que 16 no divideix 8 aleshores ME8
no admet estructura diferenciable. Podem arribar a la mateixa conclusio´ mitjanc¸ant el
teorema de Donaldson ja que E8 e´s definida positiva pero` no e´s equivalent a 〈1〉8. Tot i
aixo` abans hem vist que ME8 ⊕ME8 te´ signatura 16 de forma que el teorema de Rokhlin
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no ens permet concloure res sobre l’admisio´ d’estructures diferenciables de ME8 ⊕ME8 .
L’importa`ncia del teorema de Donaldson radica en que` ens obre la porta a molts exem-
ples de varietats topolo`giques que no admeten estructures diferenciables de les quals fins
aleshores no es podia saber res. De fet, ens do´na un exemple per cada forma d’interseccio´
no equivalent a 〈1〉n.
A partir d’aquests exemples sorgeixen d’altres de manera trivial. Per exemple m 〈1〉#nE8
no admet cap estructura diferenciable per a m > 0 i n ≥ 0.
5.2 Un R4 exo`tic
Tot seguit presentarem una varietat diferenciable homeomorfa pero` no difeomorfa a R4
amb l’estructura diferenciable esta`ndard. E´s el que s’anomena R4 exo`tic. Donada la
complexitat de la construccio´ ens centrarem en l’aplicacio´ del teorema de Donaldson i
oferirem nome´s les idees principals en les parts de caire me´s te`cnic.
Lema 5.4. Prenem M = CP 2#9CP 2. Aleshores no existeix cap varietat diferenciable N
tal que M = N#CP 2 sigui una descomposicio´ diferenciable.
Demostracio´. Tenim QM = (+1) ⊕ 9(−1) respecte una base (e0, ..., e9) de H2(M) tal
que QM (e0, e0) = 1, QM (ej , ej) = −1 per a tot j = 1, ..., 9 i QM (ej , ek) = 0 per a tot
j 6= k. Considerem α = 3e0 + e1 + ... + e8 ∈ 〈e0, ..., e8〉 ⊂ H2(M). Calculant s’obte´
QM (α, α) = 1 i, per a tot β = x0e0 + ... + x9e9 ∈ H2(M), es compleix QM (α, β) =
3x0 − x1 − ... − x8. Per tant β ∈ 〈α〉⊥ si i nome´s si 3x0 = x1 + ... + x8. Una base de
〈α〉⊥∩〈e0, ..., e8〉 e´s (e2−e1, e2−e3, e4−e3, e4−e5, e6−e5, e6−e7, e8−e7, e0 +e6 +e7 +e8).
La matriu de QM restringida a l’interseccio´ en aquesta base e´s −E8, amb la qual cosa
QM = −E8⊕(−1)⊕(+1). Pel teorema de Freedman aquesta forma d’interseccio´ correspon
a la descomposicio´M = N#CP 2, onN e´s la varietat diferenciable amb forma d’interseccio´
QN = −E8⊕(−1). Tot i aixo` QN e´s definida negativa, per tant pel teorema de Donaldson
N no adment cap estructura diferenciable. E´s a dir, no e´s possible fer una descomposicio´
diferenciable de la forma M = N#CP 2. 
La forma −E8 ⊕ (−1) esta` definida a 〈α〉⊥ = H2(N) de manera que α genera el segon
grup d’homologia de CP 2. En altres seccions hav´ıem vist que les classes del segon grup
d’homologia com ara α es poden representar com superf´ıcies diferenciables compactes i
orientables en M . Ara raonarem que α no es pot representar mitjanc¸ant una esfera amb
un embedding diferenciable. En donarem nome´s l’idea. Suposem que α es pot representar
amb una esfera S i arribarem a una contradiccio´. Es pot veure que un entorn de S en M
e´s de fet un entorn tubular de CP 1 dins de CP 2 tal que la seva vora consta de S3 i del
complement d’una bola oberta de dimensio´ 4. Podem tallar S juntament amb un entorn
seu i enganxar-hi la bola de dimensio´ 4 de forma que obtenim una varietat diferenciable
amb forma d’interseccio´ −E8⊕ (−1). Com hem vist abans, aixo` no e´s possible, i per tant
α no es pot representar com una esfera en M amb un embedding diferenciable.
Tot i aixo` es pot provar que α s´ı pot ser representat com una esfera en M amb un
embedding topolo`gic. El denotarem per Σ. Aquesta esfera te´ un entorn U que resulta
ser un fibrat sobre S2 i esdeve´ homeomorfic a un subconjunt de CP 2. D’aquesta manera
utilitzant un embedding de U en CP 2 podem pensar l’esfera Σ dins de CP 2. Per uns
resultats de Freedman el complement CP 2 \ Σ e´s una bola de dimensio´ 4, per tant ho-
34
meomorf a R4. L’embedding a CP 2 indueix una estructura diferenciable en CP 2 \Σ que
resultara` no ser l’estructura esta`ndard de R4.
Proposicio´ 5.5. CP 2 \Σ no e´s difeomorf a R4 amb l’estructura diferenciable esta`ndard.
Demostracio´. Raonem per reduccio´ a l’absurd. Suposem que CP 2 \ Σ e´s difeomorf a R4
amb l’estructura diferenciable esta`ndard. Aleshores el compacte CP 2 \ U pot ser rodejat
per una 3-esfera (diferenciable) que denotarem per S′. Donat que S′ esta` dins de U llavors
podem pensar S′ dins de M de manera que Σ esta` rodejada d’un entorn acotat per S′.
Aquest entorn pot ser escindit de M i ser subtitu¨ıt per una bola de dimensio´ 4. D’aquesta
manera obtenim una varietat diferenciable N amb forma d’interseccio´ QN = −E8⊕ (−1),
cosa que no e´s possible pel lema anterior. Com a consequ¨e`ncia el compacte CP 2\U no pot
ser rodejat per cap 3-esfera en CP 2 \Σ, contrastant amb el fet que al R4 esta`ndard s´ı que
succeeix. Com a conclusio´, CP 2 \ Σ no e´s difeomorf a R4 amb l’estructura diferenciable
esta`ndard. 
De manera ana`loga al procediment que acabem de veure podem contruir altres R4
exo`tics. Comentarem un parell me´s de forma breu.
Exemple 5.6. Considerem M = CP 2#10CP 2. Aquesta varietat topolo`gica te´ una forma
d’interseccio´ QM que es pot escriure com −E8 ⊕ (−1) ⊕ H. H esta` generat per dues
classes α, β que vindran representades per dues esferes Σα, Σβ. Aquestes esferes es poden
transportar a S2 × S2 i el seu complementari do´na lloc a un R4 exo`tic.
Exemple 5.7. De manera semblant a l’anterior exemple, considerem la superf´ıcie K3.
La seva forma d’interseccio´ e´s QK3 = ⊕2(−E8)⊕ 3H. Podem representar les classes que
generen el terme 3H mitjanc¸ant esferes (embeddings topolo`gics d’esferes). Transportant-
les a #3S2 × S2 i fent el complementari obtenim un altre R4 exo`tic.
Aquests exemples d’R4 exo`tics s’anomenen R4 grans. Tambe´ en tenim d’un segon tipus
anomenants R4 petits. Aquesta distincio´ esta` feta en base a si existeixen o no embeddings
diferenciables d’aquests R4 exo`tics en compactes de l’R4 esta`ndard.
Ara que ja hem vist diversos exemples d’R4 exo`tics ens disposem a enunciar el fet que R4
admet infintes estructures diferenciables. No farem la demostracio´ aix´ı que el resultat es
donara` per propo`sits il.lustratius. Es pot trobar l’informacio´ me´s ampliada a [AB07, Ch.8].
Sigui X = #3S
2 × S2 \ Int D4. Un corol.lari del teorema de Freedman ens diu que
un subconjunt de K3 corresponent a l’homologia de 3H en la seva forma d’interseccio´
QK3 = ⊕2(−E8)⊕3H es pot representar mitjanc¸ant un embedding topolo`gic i : X ↪−→ K3
amb un entorn producte de i(∂X) de la forma Ci = ∂(i(X))× R. De la mateixa manera
tenim un embedding topolo`gic j : K3 ↪−→ #3S2 × S2 amb Cj = ∂(i(X)) × R tal que
U = i(X) ∪ Ci i V = j(X) ∪ Cj so´n difeomorfs amb l’estructura diferenciable indu¨ıda.
Aquest difeomorfisme φ : U → V es pot escollir de manera que φ ◦ i = j.
Com que Ci e´s un entorn producte de i(X) llavors Ci e´s homeomorf a (0, 1) × S2. De-
notarem per St l’imatge de {t} × S3 respecte aquest homeomorfisme en Ci, on t ∈ (0, 1).
Aleshores i(∂X) es pot expressar com l’unio´ dels St, per cada t ∈ (0, ) amb  petit.
Definim:
Ur = i(X) ∪
⋃
t∈(0,r)
St, Vr = φ(Ur), R4r = #3S2 × S2 \ Vr.
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Es pot demostrar que R4r e´s homeomorf a R4 per a tot r ∈ (0, 1).
Teorema 5.8. Siguin R4r i R4s amb 0 < r < s < 1 dues varietats topolo`giques definides
per l’explicacio´ anterior. Si r 6= s aleshores R4r i R4s no so´n difeomorfs amb les estructures
diferenciables indu¨ıdes per #3S
2 × S2.
E´s a dir, R4 admet infinites estructures diferenciables exo`tiques i aquest infinit e´s no
numerable.
Tot seguit introdu¨ım una nova operacio´ topolo`gica (la versio´ no-compacta de la suma
connexa) que ens permetra` trobar nous R4 exo`tics a partir d’altres ja coneguts.
Definicio´ 5.9. Siguin R, R′ dos R4 exo`tics i γ : [0,+∞) → R, γ′ : [0,+∞) → R′
embeddings diferenciables de rajos amb entorns tubulars ν ⊂ R i ν ′ ⊂ R′, respectivament.
Considerem els difeomorfismes φ : ν → [0, 1/2)× R3 i φ′ : ν ′ → (1/2, 1]× R3. Definim la
suma final de R i R′ com:
R\R′ = R ∪φ I × R3 ∪φ′ R′.
La suma final ens do´na un nou R4 exo`tic ja que R\R′ no e´s difeomorf a R ni a R′.
Amb aquesta definicio´ podem enunciar el segu¨ent resultat.
Teorema 5.10. Sigui Rs una famı´lia uniparame`trica de R4 exo`tics. Aleshores el conjunt
{Rs,t = Rs\Rt| < s, t < +∞} defineix una famı´lia 2-parame`trica de R4 exo`tics tal que
existeix un embedding de Rs,t en Rs′,t′ si i nome´s si s ≤ s′ i t ≤ t′.
Observem que amb aquestes notacions R0,0 e´s l’R4 esta`ndard.
5.3 Teoremes d’anul.lacio´
La tercera i u´ltima aplicacio´ que veurem de la teoria de Donaldson consisteix en demostrar
alguns resultats sobre l’anul.lacio´ dels invariants de Donaldson. Provarem que sota con-
dicions topolo`giques adequades (molt semblants a les que estem considerant en aquestes
darreres seccions) en una varietat diferenciable que descompon en una suma connexa de la
forma M#N es compleix γk = 0. Despre´s estudiarem alguns casos particulars relatius a
superf´ıcies algebraiques complexes, resultats que fins l’aparicio´ del teorema de Donaldson
eren inaccesibles.
Primer enunciem l’anomenat teorema de la suma connexa el qual utilitzarem en alguns
casos particulars.
Teorema 5.11. Sigui M una varietat diferenciable compacta, orientable i simplement
connexa de dimensio´ 4 tal que b+2 (M) = dim H
+
2 (M) e´s senar i suposem que M e´s
difeomorf a M1#M2 (preservant l’orientacio´) amb b
+
2 (M1) > 0 i b
+
2 (M2) > 0. Aleshores
els invariants de Donaldson de M s’anul.len.
Proposicio´ 5.12. Si m ≡ 3 (mod 4) llavors els invariants de Donaldson de mCP 2#nCP 2
s’anul.len.
Demostracio´. Sigui M = mCP 2#nCP 2. L’aplicacio´ de conjugacio´ complexa en CP 2 e´s
un difeomorfisme i indueix l’aplicacio´ −1 en H2(M). E´s a dir, si e1, .., em i f1, ..., fn
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so´n generadors de H2(M) llavors podem construir un difeomorfisme de M que indueix
un automorfisme h que canvia de signe algun dels ei. D’aquesta manera h reverteix
l’orientacio´ de H+ i per tant γk canvia de signe. Quan expressem γk com un polinomi en
els ei i fi tenim que cada terme diferent de zero conte´ ei amb exponent senar, per a tot
i = 1, ...,m. De la mateixa manera quan apliquem el difeomorfisme que cambia de signe
algun dels fi llavors obtenim que cada terme en γk conte´ fi amb exponent parell. Donat
que m e´s senar nome´s tenim dues possibilitats: γk = 0 o be´ γk te´ grau imparell. Pero` el
segon cas nome´s passa quan m ≡ 1 (mod 4), que contradiu l’hipo`tesi. En consequ¨e`ncia,
γk = 0. 
Observacio´ 5.13. En el cas que m ≡ 1 (mod 4) tambe´ es pot concloure γk = 0 sempre
que m ≥ 5.
Proposicio´ 5.14. Si M = N#(S2 × S2) amb b+2 (M) senar aleshores els invariants de
Donaldson de X s’anul.len.
Demostracio´. Si prenem v ∈ H2(X) complint QM (v, v) = 1 o 2 llavors la reflexio´ en
l’hiperpla` ortogonal a v
fv(x) = x− 2
(
QM (v, x)
QM (v, v)
)
v
defineix un automorfisme en H2(X). Veient els invariants de Donaldson com polinomis
γk : H2(M ;R)→ R i utilitzant que fv reverteix l’orientacio´ de H+ aleshores si QM (v, x) =
0 llavors γk = −γk = 0. E´s a dir, els invariants de Donaldson s’anul.len en el subconjunt
K ⊂ H2(M ;R) donat per:
K =
⋃
v∈H2(M)
QM (v,v)=1 o 2
〈v〉⊥ .
La proposicio´ seguira` d’aqu´ı utilitzant que K e´s dens en H2(M ;R). Per a veure-ho
utilitzem la classificacio´ de formes indefinides (el teorema concret es pot trobar a [Per06,
Ch.6] o en [Sco05, Ch.5]). Aix´ı doncs n’hi ha prou en comprovar els casos en que la forma
sigui (+1)⊕ (+1)⊕ (−1)⊕ (−1) i:(
0 1
1 0
)
⊕
(
0 1
1 0
)
.
Farem el cas d’aquesta u´ltima forma a mode d’il.lustracio´. Hem de veure que tots els
vectors enters de la forma a = (a1, a2, a3, a4) amb m.c.d.(a2, a4) = 1 estan continguts en
l’adhere`ncia de K. Prenem s, t de manera que sa2 + ta4 = 1 i N un enter gran. Fixem
a′ = (a1, a2, a3, a4 − δ) on δ ve donat per:
δ =
< a, a > +2
2(t−Na2) .
D’aquesta manera a′ → a quan N → ∞. Finalment a′ ∈ K ja que es ortogonal a
v = (s+Na4, a2, t−Na2, a4), que e´s un vector enter complint < v, v >= 2. 
Ara anem a donar un parell de resultats per a superf´ıcies algebraiques complexes. Re-
cordem que aquestes so´n superf´ıcies complexes definides com el lloc de zeros d’un conjunt
de polinomis homogenis en un espai projectiu complex. En ser superf´ıcies complexes la
seva dimensio´ real e´s 4. Anteriorment hem vist un exemple: la superf´ıcie K3.
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Teorema 5.15. Sigui M una superf´ıcie algebraica complexa compacta i simplement con-
nexa amb b+2 (M) senar i major que 1. Aleshores, per a tot k suficientment gran, γk 6= 0.
Gra`cies a aquest resultat podrem demostrar de forma senzilla la segu¨ent proposicio´.
Proposicio´ 5.16. Sigui M una superf´ıcie algebraica complexa compacta, simplement
connexa amb forma d’interseccio´ parella i b+2 (M) senar i major que 1. Suposem que
M e´s difeomorf a M1#M2 (preservant l’orientacio´) amb b
+
2 (M1) > 0 i b
+
2 (M2) > 0.
Aleshores M1 o M2 tenen segon grup d’homologia trivial.
Demostracio´. M1 i M2 so´n compactes i simplement connexes per ser-ho M . Aplicant el
teorema anterior, γd no s’anul.la per a d suficientment gran. Pel teorema 5.11, tenim
b+2 (M1) = 0 o be´ b
+
2 (M2) = 0. Suposem b
+
2 (M1) = 0 sense pe`rdua de generalitat.
D’aquesta manera, b2(M) = 0 o M1 te´ una forma d’interseccio´ definida negativa. Si
b2(M) 6= 0 llavors pel teorema de Donaldson la forma d’interseccio´ de M1 e´s equivalent a
la forma esta`ndard 〈−1〉n. Pero` per hipo`tesi la forma d’interseccio´ de M e´s parella, cosa
que implica que la forma d’interseccio´ de M1 tambe´ ho e´s. En definitiva, no existeix cap
classe x tal que QM1(x, x) = −1. Per tant b2(M) = 0 i H2(M) = 0. 
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6 Conclusions
Tot i la complexitat te`cnica de la teoria de Donaldson i en especial de la prova del te-
orema que porta aquest mateix nom, la memo`ria ha servit per veure les idees que han
canviat radicalment la forma de veure les varietats topolo`giques de dimensio´ 4. La forma
d’interseccio´ i la seva signatura so´n uns invariants que han provat ser fonamentals per a
entendre la topologia d’aquestes varietats. Desenvolupaments en aquesta l´ınia permeten,
a me´s, contruir nous invariants per varietats de dimensio´ 4 i arribar a resultats pura-
ment topolo`gics que abans eren inaccessibles. Com hem pogut veure en el darrer cap´ıtol
aquesta teoria va me´s enlla` de la topologia i troba aplicacions en altres a`rees com ara les
varietats algebraiques. Encara que ens allunya una mica del nostre objectiu aprofitem per
dir que, de fet, e´s possible treballar amb els invariants de Donaldson mitjanc¸ant eines de
geometria algebraica.
La barreja d’eines tan diferents com so´n la cohomologia i les teories gauge han donat
com a producte una resposta fonamental a les preguntes formulades per la part me´s fun-
dacional de les varietats diferenciables. Aquest cap´ıtol de l’histo`ria de la geometria i la
topologia esdeve´ una interessant interaccio´ entre la f´ısica i les matema`tiques. De forma
me´s tradicional l’expectativa inicial e´s que la topologia doni aplicacions per a entendre
millor les equacions de la f´ısica pero` les varietats topolo`giques ens presenta l’altre direccio´
en la qual s’apliquen idees origina`ries en la f´ısica per a introduir noves matema`tiques.
Aquestes aplicacions no so´n un fet puntual d’aquesta a`rea sino´ que tambe´ podem trobar
altres parts de la topologia on so´n efectives com ara en els invariants de nusos.
Per acabar farem esment al fet que la teoria de Seiberg-Witten suposa realment un gran
avenc¸ en la construccio´ d’invariants que distingeixin l’estructura diferenciable de les va-
rietats. No hem dedicat massa temps a aquest tema per a poder introduir correctament
les idees relatives a la teoria de Donaldson que so´n en les que es basen totes aquestes
eines. Una continuacio´ de l’estudi de les varietats de dimensio´ 4 passaria per la teoria de
Seibeg-Witten i les equacions que porten el mateix nom.
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