N-Body Simulation Program by Kollárová, Martina
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV INTELIGENTNI´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
PROGRAMPROSIMULACIGRAVITACˇNI´HOPU˚SOBENI´
TEˇLES
N-BODY SIMULATION PROGRAM
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE MARTINA KOLLA´ROVA´
AUTHOR
VEDOUCI´ PRA´CE Dr. Ing. PETR PERINGER
SUPERVISOR
BRNO 2011
Abstrakt
Simulátor problému n těles předpovídá pohyb astronomických objektů pomocí numeri-
cké integrace pohybových zákonů. Gravitační interakce jsou počítány pomocí klasické
Newtonovy mechaniky, tělesa jsou modelována jako hmotné body a neberou se v úvahu
jiné síly než gravitační. Aplikace umožňuje nastavit počáteční polohy a rychlosti těles, ani-
movat jejich pohyb, změnit numerickou metodu a bude dostupná pod licencí GPL. Může
být použita při vyučování spojitých simulací na ukázání rozdílu mezi numerickými integrá-
tory s různými časovými kroky. Dále může být použita studenty fyziky jako experimentační
nástroj. Jsou dodány základní ukázky jako Sluneční soustava a problém tří těles se Zemí,
Měsícem a Sluncem.
Abstract
The n-body problem simulator predicts the motion of celestial bodies by numerically inte-
grating the laws of motion. Gravitational interactions are computed directly between the
bodies using Newton’s classical mechanics and the bodies are modelled as point masses.
The application animates the problem and will be available under the GPL licence. It can
be used while teaching continuous simulation to show accuracy differences between nume-
rical integrators with various time steps. It can also serve as an experimentation tool for
physics students. Some basic examples are included in the project, like the Solar System
and the three body problem with the Earth, Moon and Sun.
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Chapter 1
Introduction
The aim of this thesis is to provide a tool for experiments with celestial bodies and for
comparing numerical algorithms. The gravitational n-body problem is to predict motions
of n bodies and has been stated centuries ago, but no general analytical solution has
been found for more than two bodies. Numerical integration methods have to be used to
approximate the trajectories of the bodies. Further information on the problem, a short
description of used numerical methods and available software are in Chapter 2.
The continuous simulator computes the gravitational force interactions directly for each
particle (the direct Particle-Particle method, as explained further) and thereby obtains
accelerations, which are numerically integrated to get the positions of celestial bodies.
The model is simplified, so the bodies are represented only by point masses without any
volume. The application is designed to simulate and animate smaller systems with less
than approximately 100 bodies. Implementation of the simulator and visualization was
done using C++, Qt4 and OpenGL, details are described in Chapter 3.
Experiments were done with a Solar System model in Chapter 4 and results have been
compared with an external simulation program and ephemerides (data tables with positions
of astronomical objects) to show the validity of the model. Further examples include the
Earth-Moon-Sun system and a gravity assist maneuver of Voyager 2 when flying by Jupiter.
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Chapter 2
The N-Body Problem
The gravitational n-body problem is a simple problem that remains fascinating and in-
completely understood after centuries of intensive study by generations of physicists and
mathematicians. It inspired nonlinear dynamics and chaos theory, and is one of the oldest
unsolved problems in physics.
It is assumed that n point masses are moving under their gravitational attraction, that
there are no other celestial bodies outside the system, no external forces and no internal
forces except for gravity. Each point mass is fully described by its mass, position and
velocity vector. If the positions and velocities at the initial time are known, the task is to
find the trajectories for all times future or past.
m2m1
F -F
Figure 2.1: Force interaction between two bodies.
According to Newton’s Law of Gravity, every particle in the universe attracts every
other particle and the force vector F between two point masses is
F = G
m1m2
|r|2 rˆ (2.1)
where G is the universal gravitational constant, amounting to G = 6.67×10−11m3kg−1s−2,
m1 and m2 are the masses of the particles and |r| is the distance between them. Vectors are
shown in bold, so r is the displacement vector between the bodies and |r| is it’s magnitude,
defined as |r| =
√
r2x + r
2
y + r
2
z . The symbol rˆ is the unit vector of size one, defined as
rˆ = r/|r| and holds information about the orientation of r.
When considering a system of n bodies, where a body is only a point mass without
volume, the force on a body of index i is a sum of interactions between this body and all
the others. The acceleration is more useful for our purposes, so we use Newton’s Second
Law of Motion (F = ma) and get an equation set for the ith body acceleration. The
equation from [3] for a body of index i in a system containing n bodies takes the form
x¨i = −G
n∑
j=1, j 6=i
mj
xi − xj
|xi − xj |3 i = 1, 2, 3, . . . n . (2.2)
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The symbol x¨i denotes the acceleration of the ith particle1, where xi is the position vector.
Given the initial conditions mi, xi, x˙i for the mass, coordinates and velocity of each body at
some instant t0, the set of 3n second-order differential equations (2.2) defines the positions
at all times in the future or in the past. The n-body problem is also known as a Initial
Value Problem — given a differential equation (or a set of them) and initial conditions, it
is possible to find out how it evolves with time. It satisfies the Lipschitz condition, which
means that given any particular initial condition, there can be only one possible outcome.
As stated in [10], this set of equations can be transformed into 6n first-order ordinary
differential equations (ODEs):
x˙i = vi
v˙i = −G
n∑
j=1, j 6=i
mj
xi − xj
|xi − xj |3 i = 1, 2, 3, . . . n .
(2.3)
The 2-body problem has been solved analytically by Newton in Principia, and a detailed
guide can be found in [2]. It can be expressed as two independent 1-body problems, the
motion of the barycenter and the displacement vector between the bodies. The second
1-body problem can be reduced to the central force problem — to determine the motion
of a particle under influence of a single central force that points from the particle directly
towards or away from the center. It is further shown that the center of mass is moving
with constant speed and that the two bodies move on a plane. Kepler’s second law, that
equal areas are swept out in equal times as a planet orbits the Sun, can also be derived from
this problem. The result is an equation of a conic section — a circle, ellipse, parabola or
hyperbola, when one of the bodies has negligible mass.
The 2-body problem has exact solutions, but all that is known with certainty about
the general n-body problem is that there exist ten integrals of motion [1], which imply the
following, among others:
• The total energy of the system must be conserved.
• The total linear momentum of the system must be conserved.
• The total angular momentum of the system must be conserved.
• The center of mass moves in a straight line and with a constant speed.
Once there are three bodies, the problem becomes very hard to solve. In the short
run, paths of the bodies seem smooth and predictable, but in the long run, predictions
are hard to make and small differences in initial conditions can lead to wildly different
results. The chaotic nature of the problem is mainly due to close encounters of bodies
where initial conditions matter the most. Since the problem has not yet been solved by
analytically analysing the differential equations, numerical analysis is used. At each point
of the simulation, the current particle forces are calculated and the particles take a small
step under the influence of these forces. The step is taken using a numerical method that
approximates the next positions and velocities. The motion is essentially cut into very small
segments. Thus we get the solution at time tn + h where tn is a time at which a solution
is already known and h is the time step. This produces discrete and imprecise solutions,
unless the time step h is infinitely small. More information are available in Section 2.2.
1For historical reasons, Newton’s notation for differentiation is used. A dot over a function denotes the
time derivative of that function, two dots the second time derivative.
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2.1 Existing Software
The n-body problem is a basic, yet unsolved problem in classical physics and is often taught
in intermediate physics courses, thus making it a popular target for small visualization
applications, especially Java web applets. More precise simulations compute ephemerides
tables (data tables of astronomical objects position in time), such as the program to generate
the DE118 ephemeris table [5] described in Subsection 2.1.3, which was compared to the
experiments in Chapter 4. Ephemerides tables are also available trough the JPL Horizons
interface as described in Subsection 2.1.4.
2.1.1 Simple Visualizations
There are many n-body visualization applications available. Some use ephemeris tables
as input and do not really compute the results, which makes the animation very fast.
They are useful as planetariums, but experiments cannot be made with them. Examples
are Celestia2, which creates a 3D visualization of the Solar System, thousands of stars,
spacecrafts, asteroids and other objects. The user can travel in space and time all around
the universe, even outside our galaxy. Another visualization application is KStars3 that
lets the user view the night sky as seen from a location on Earth.
There are hundreds of small visualization applications that do compute the n-body
problem on their own, but do not allow a change in the initial conditions or the extraction
of results. They usually do not try to make the computation accurate, with the exception
of XStars4, originally a screen saver. According to its documentation, the seventh order
Adams-Bashforth and Adams-Moulton numerical integration methods (see Section 2.2) are
available, but no means of checking their accuracy are provided. Most of these visualizations
are Java applets that can be shown in a web browser, like sets of applets for teaching
astrophysics5 or the figure eight 3-body simulator6. For three bodies of equal mass, there
are a couple of known stable configurations, where the three masses will orbit each other
always in the same way. The figure eight is one of the more recently discovered.
2.1.2 Astrophysical Software
Astrophysical simulation software with good accuracy is usually meant for scientists and
is hard for an amateur to use. Some compute ephemerides tables, for example DE118
(see Subsection 2.1.3) and others are more interested in the evolution of galaxies and star
clusters than in accuracy. Software used to compute an ephemeris table tries to make the
results more precise by making relativistic corrections, computing the rotational movement
of bodies, tidal forces and other corrections.
The applications able to approximate the movements of large star clusters and galaxies
use optimizations of the direct particle-per-particle method of force computation, for ex-
ample treating clusters of more distant objects as a single body at their barycenter, thus
reducing the number of force evaluations [11]. The simulations can be made faster by mak-
ing them parallel and using general-purpose computing on graphics processing units7, also
2http://www.shatters.net/celestia/
3http://edu.kde.org/kstars/
4http://www.schlitt.net/xstar/
5http://astro.u-strasbg.fr/~koppen/apindex.html
6http://merganser.math.gvsu.edu/david/reed03/projects/salomne/index.html
7http://http.developer.nvidia.com/GPUGems3/gpugems3_ch31.html
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referred to as GPGPU.
An useful toolbox for n-body simulations is NEMO8. It has various programs to create,
integrate, analyze and visualize n-body systems that can be combined. Sverre Aarseth,
a n-body problem researcher, has a web page9 containing code for some of his simulations.
2.1.3 The DE118 Ephemeris Table Simulator
This program generates the DE118 ephemeris table and is available at [5]. Results from
this simulator have been compared with the Solar System model in Section 4.1. It’s model
contains the Sun, planets and Pluto, Earth’s Moon and five asteroids. The physics model
includes gravitational harmonics of the Earth and Moon, Earth tides, Lunar liberations and
relativity theory corrections. The integrator is an Adams-Bashforth-Moulton predictor-
corrector method up to the 13th order (see Section 2.2 for the method’s description).
2.1.4 JPL Horizons Interface to the DE405 Ephemerides Tables
JPL (Jet Propulsion Laboratory) Horizons [6] provides an interface to DE405 /DE406
ephemerides tables using a web or telnet10 interface. The data tables contain positions
of the Sun, planets, satellites, asteroids, spacecrafts and other objects. Data are fitted from
observations and numerically integrated into the past and future using complex approxi-
mations, including tidal and rotational forces, relativity corrections and others. They are
referenced to the ICRS system (International Celestial Reference System), which is tied to
distant radio quasars. The DE406 extended tables are the same data as in DE406 stored
with slightly less accuracy to reduce its size, but cover a much longer time baseline, from
3000 B.C. to A.D. 3000.
8http://carma.astro.umd.edu/nemo/
9http://www.ast.cam.ac.uk/~sverre/web/pages/nbody.htm
10Network protocol for communication using a text terminal, see http://en.wikipedia.org/wiki/Telnet
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2.2 The Simulation and Numerical Integration Methods
A simulation is a process of getting new informations about a system by experimenting
with it’s model. The model is an imitation of a system, in this case the computer model
imitates a planetary system. The imitation is always imperfect when modelling a reality —
the measurements can’t be infinitely accurate due to basic physics laws and a computer is
discrete while reality is continuous, therefore time and space have to be discretized. Models
are usually abstract, without details that are unimportant in respect to what we want to
accomplish with the simulation.
The simulation model has to be validated to show that it adequately imitates the mod-
elled system. Validity is the extend to which the results are usable or accurate. Results
have been compared in Chapter 4 to data tables of observed celestial positions (data-fit
to observations and a numerical integration to the past and future) and to an external
simulator of the Solar System.
The algorithms use the direct method of force computation, which consists of the fol-
lowing steps:
• Compute the forces between the particles.
• Integrate the equations of motion.
• Update time.
The computation of the force interaction resulting in acceleration is described in the Al-
gorithm 2.1. It computes the acceleration of one particle based on the equation (2.2),
page 3.
Algorithm 2.1 Pseudo code to compute the acceleration of a particle “body”.
computeAcceleration(body):
result = [0, 0, 0]
foreach(otherBody in universe):
if(body == otherBody) continue
distance = magnitude(body.position - otherBody.position)
if(distance < MINIMUM DISTANCE) crash
result += otherBody.mass * (body.position - otherBody.position)
/ distance**3
return -G * result
This method of force evaluation is also called the Particle-Particle method, all-pairs
method or simply the direct method, since it directly computes the force interactions for
all bodies. It is very slow — we have to compute the force of n particles by n − 1 other
particles, the time complexity is O(n2). This is unbearable when simulating large star
clusters or galaxies, so various optimizations are used, for example the Barnes-Hut tree code
algorithm where space is divided into cubes and saved in an octree (a tree data structure
where each node has eight children). Distant objects may be treated as a single point mass
at the barycenter of the cube and close objects can be treated individually, thus reducing
the number of force evaluations. Another example is the particle mesh algorithm where
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space is discretized and the gravitation potential is computed. An overview of the common
optimizations can be found in [11]. These have not been implemented, since the application
is aimed for small n-body visualizations and not for scientific purposes like computing how
galaxies evolved in time.
2.2.1 Euler Method
The Euler method is a single step explicit integration method — it uses only the current
state to approximate the next. It is a first order method and very imprecise, but because
it is very simple, it will be described in more detail to explain the basic principles.
The formulas for the Euler method when solving two first-order ordinary differential
equations (2.3) are
xn+1 = xn + hf(tn, xn, vn)
vn+1 = vn + hg(tn, xn, vn)
where xn and vn are the position and velocity of a body in the current time tn and h is a
small time step. The functions f and g are defined as
x˙ = f(tn, xn, vn) x(t0) = x0
v˙ = g(tn, xn, vn) v(t0) = v0
(2.4)
The function f simply returns the velocity vn at time tn and the function g is equivalent
to the Algorithm 2.1, the sum of particle interactions. Using the Algorithm 2.1 and given
a time step h, we can compute the state of the universe in time t+h using Algorithm 2.2.
Algorithm 2.2 Pseudo code to make one step of the Euler integration.
EulerIntegrationStep(int h):
foreach(body in universe):
acc = computeAcceleration(body)
body.position = body.position + h*body.velocity
body.velocity = body.velocity + h*acc
A simplified continuous simulation runner then may look like Algorithm 2.3, where
variable universe is the model.
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Algorithm 2.3 Simplified simulation control.
universe = dataLoad(file)
time = 0
h = 0.01
while(time < endTime):
EulerIntegrationStep(h)
print universe
time = time + h
2.2.2 Runge-Kutta Methods
These are one of the most used single step methods for approximations to solutions of
ordinary differential equations (ODEs). The most common is the fourth-order method,
also called the classical Runge-Kutta method [10]. The form for two ODEs, in our case
equations (2.3) on page 4, can be written as:
xn+1 = xn +
1
6h(k1 + 2k2 + 2k3 + k4)
vn+1 = vn +
1
6h(l1 + 2l2 + 2l3 + l4)
(2.5)
k1 = f(tn, xn, vn) l1 = g(tn, xn, vn)
k2 = f(tn +
1
2h, xn +
1
2hk1, vn +
1
2hl1) l2 = g(tn +
1
2h, xn +
1
2hl1, vn +
1
2hk1)
k3 = f(tn +
1
2h, xn +
1
2hk2, vn +
1
2hl2) l3 = g(tn +
1
2h, xn +
1
2hl2, vn +
1
2hk2)
k4 = f(tn + h, xn + hk3, vn + hl3) l4 = g(tn + h, xn + hl3, vn + hk3)
where f(tn, xn, vn) and g(tn, xn, vn) are the same as in the Euler method, described in
equations (2.4). This method is very inefficient since it has to evaluate the function g four
times in every step and this evaluation has quadratic complexity (see Algorithm 2.1).
2.2.3 Adams-Bashforth Methods
The Adams-Bashforth numerical integration methods are multi-step and explicit, meaning
that they use a history of previous results and the current state. The acceleration gets
evaluated only once per step, which makes this methods notably more efficient than the
Runge-Kutta methods and more optimal for the n-body problem, since the evaluation is
expensive. The general formula for a k-step Adams-Bashforth method is
yn+1 = yn + h(b1fn + b2fn−1 + · · ·+ bkfn+1−k) (2.6)
where b1, b2, . . . , bk are coefficients that can be obtained using polynomial interpolation [9].
When k is equal to one, the method reduces to the single step Euler method (Section 2.2.1).
The fourth order version applied to our problem can be written as:
xn+1 = xn +
h
24(55fn − 59fn−1 + 37fn−2 − 9fn−3)
vn+1 = vn +
h
24(55gn − 59gn−1 + 37gn−2 − 9gn−3)
9
where fn and gn are equivalent to f(tn, xn, vn) and g(tn, xn, vn) as described in equa-
tions (2.4). The functions fn−1 and gn−1 are the velocity and acceleration at the previous
step, in time tn−1. The method is not self-starting, the history of k − 1 function evalua-
tions has to be computed using a single-step method (usually the fourth order Runge-Kutta
method) when the Adams-Bashforth method is started.
2.2.4 Adams-Bashforth-Moulton Predictor-Corrector
The Adams-Bashforth explicit method [9] may be used as a prediction of the result and
made more accurate using a corrector — an implicit multi-step method, usually the Adams-
Moulton integration method of the same order. An implicit method uses a function eval-
uation of the current state in time tn and the next state at time tn+1. It has the general
form
yn+1 = yn + h(b1fn+1 + b2fn + b2fn−1 + · · ·+ bkfn+1−k). (2.7)
Note that a k-step Adams-Moulton method has an order of k+1, while the Adams-Bashforth
has order of k. The coefficients bk can be obtained using polynomial interpolation in a
similar manner than in the Adams-Bashforth method.
Applied to the n-body problem, the formulas for the fourth order Adams-Bashforth-
Moulton predictor-corrector are:
xp = xn +
h
24(55fn − 59fn−1 + 37fn−2 − 9fn−3)
vp = vn +
h
24(55gn − 59gn−1 + 37gn−2 − 9gn−3)
xn+1 = xn +
h
24(9f(tn+1, xp, vp) + 19fn − 5fn−1 + fn−2)
vn+1 = vn +
h
24(9g(tn+1, xp, vp) + 19gn − 5gn−1 + gn−2)
where xp and vp are the predictions of the position and velocity at time tn+1.
The Adams predictor-corrector has the advantage that it needs only two evaluations of
the force per step, independently on the order of the method.
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Chapter 3
Design and Implementation of the
Simulation Program
The simulation program is meant to be used by students to experiment with the n-body
problem and display differences between numerical methods and time steps. Most of the
available astrophysical simulation software is meant for scientists and is usually not user-
friendly. These simulations are able to approximate the movements of large star clusters
and galaxies or create very accurate approximations of astronomical data, but present the
results in a format that an amateur does not understand and needs to spend large amounts
of time to make use of them. Another category of n-body simulation software are small
visual applets, often without a way to change the bodies positions and velocities and without
the option to export the resulting data and compare them with other sets of results. These
are useful only for the pretty visualizations. A overview of n-body applications can be
found in Section 2.1.
This program should be able to fill the gap between those two categories. The interface
has to be simple enough to be used without knowledge of astronomy, provide a animation
of the bodies movement and represent data in a simple manner. On the other hand, the
computation is not optimized for large systems and it is not recommended to use it on
more than about 100 bodies, since the direct computation method of forces between bodies
has quadratic complexity O(n2), where n is the number of bodies. More information about
the capabilities of the application may be found in Subsection 3.2.4. The main application
is graphical, but a command line interface is additionally provided for data analysis and
makes it possible to visualize them with an external application (see Subsection 3.2.2).
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3.1 Application Design
The main components of the application are the simulation and animation objects, which
are communicating trough a data buffer of computation results (Figure 3.1). Both are
controlled by the user actions in the GUI. For simplicity, only one thread is used — Qt’s
timer events create the illusion of parallelism [4]. One timer in the OpenGL visualization
animates the bodies and another timer runs the simulation for a few steps when there are
no other pending events. The animation reads the buffer and displays the data. It pauses
for a few seconds when there are no more data in the buffer, waiting for the simulation to
make further computations. No direct communication is required between the simulation
and animation, as they are controlled by the users actions. The simulation may continue
computing in the background when the animation is paused, so that data are available after
it is resumed. This way, the user with a slower computer can wait for the computation and
continue when the results are ready. The data buffer holds a list of simulation results, both
positions and velocities. The simulation may jump to a specified time, load data from the
data buffer as initial conditions and continue computing using a different algorithm or time
step.
Figure 3.1: Collaboration diagram of the core components.
The simulation may use various numerical integration algorithms (described in Sec-
tion 2.2) for the computation and the user may change them trough the graphical interface
without having to restart the application. The Strategy design pattern [7] is used to imple-
ment this functionality (Figure 3.2). Using this pattern, a family of algorithms should get
encapsulated and become interchangeable. The aim is to hide implementation in derived
classes and let the client see only the abstract interface, without understanding any details.
Thanks to this, algorithms may be changed independently of the client (in this case, the
simulation). The algorithm is practically stateless and the client gives it the context.
The context consists of the model encapsulated in the class UniverseModel and of the
time step. A pointer to the model is passed to the algorithm when the algorithm instance
is created. The algorithm is then called to make one step of the integration and writes
the newly computed data to the model. The simulation manages the computation — calls
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core::Simulation
<<client>>
# universe
# time
+ start()
+ stop()
+ setAlgorithm()
algorithms::Base
<<interface>>
 
+ computeStep()
algorithms::Euler
<<implementation>>
 
+ computeStep()
algorithms::RK4
<<implementation>>
 
+ computeStep()
...
Figure 3.2: Strategy design pattern
the algorithm, updates the simulation time, writes results into the data buffer and when
needed, changes algorithm type or time step.
A simplified class diagram of the application can be seen in Figure 3.3 on page 14.
The class UniverseModel represents the current state of the simulation and is described
in Subsection 3.2.3. It is an array of n Body structures and gets passed to the numerical
algorithms so they can read the state, make one step of the integration and write the new
state into it.
The command line interface is compiled separately and does not use the classes prefixed
with gui, nor the simulation class or buffer. The simulation control algorithm without the
need to change the numerical algorithm or time step is simple, so it is directly written in
the main function and output is simply written to stdout.
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Figure 3.3: UML
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3.2 Implementation
3.2.1 Graphical User Interface
The GUI has been implemented using Qt and OpenGL and resembles the interface of a
movie player, as can be seen on Figure 3.4. Colors in the animation are inverted because of
printing, the normal color of the background is black and the planets are white. The Sun
and planets are magnified, otherwise they could not be visible at such distances. The user
can easily speed up or slow down the animation and jump in time using the keyboard. The
simulation continues to compute in the background even after the pause button is pressed
so that he user has data available when he or she decides to continue the animation. When
the algorithm or time step is changed and the “Apply” button gets pressed, the simulation
results computed ahead of the current time get erased and replaced by the computation
with the new algorithm or time step. A more detailed description of the user interface is
available in the program sources, in the README file (see Appendix A).
Figure 3.4: Application screenshot. Please note that colors in the animation have been in-
verted because of printing. The bodies are magnified as specified in the input file, otherwise
they would be to small to be visible.
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3.2.2 The Command Line Interface
It is often useful to get raw data of the simulation, so they can be further analysed with
external tools. All plots of experiments shown in this document were generated using this
interface and gnuplot [8]. Simple scripts in the Perl1 scripting language and the Bash2 Unix
shell were used to filter and compare data. Both of these tools are open-source and freely
available. All scripts used to make the plots come together with the program and are
located in the directory plots.
Output of this interface is a simple table of data separated by spaces as described in
Subsection 3.2.3. All parameters have to be set with the start of the program and therefore
it is not possible to change the simulation time step or type of the numerical integration
method. Required parameters are the input file and duration of the simulation. Other
options include the time step, algorithm and time interval between printing of results.
More specific information can be obtained when using the -h help option.
3.2.3 Data Representation, Input and Output
The current state of the system is stored in a list of bodies named UniverseModel. Celes-
tial bodies are primarily represented by their position, velocity and mass, but additional
data such as name or radius are added too. The position or velocity are vectors (in the
physics sense) in three dimensional space. The structure Vector3D is used to store this
information and also handles vector addition and operations with scalars. Long double
precision is used to store floating point numbers. Internal units are always in the standard
kms (kilograms, meters, seconds) system, converted to units specified in the input file only
when printing output. The coordinate origin is an absolute point [0, 0, 0] as it was given
by initial conditions and does not change internally. Output positions may be relative to a
specified object or the system’s barycenter (center of mass).
Input data are in taken from a XML file. A simple example may look like this:
<nsim>
<settings>
<units>
<length> km </length>
</units>
</settings>
<universe>
<body name=‘‘Sun’’>
<radius> 6.960e5 </radius>
<mass> 1.9891e30 </mass>
<position> -6.057E+05, 1.649E+04, 2.15+03 </position>
<velocity> 2.95E-03, -1.03E-02, -4.58-05 </velocity>
</body>
</universe>
</nsim>
Further options are possible, for example the trajectory colors, simulation name, start
date and time, etc. An option called a visual size multiplier may be set to increase the
apparent size of objects. This is useful when the bodies have a small diameter compared
to their distances, and would be otherwise invisible in the animation. More detailed infor-
mation is available in the program sources in the file README.
1http://www.perl.org/
2http://www.gnu.org/software/bash/
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The output of the graphical interface is of course the animation. The command line
interface output is a table of positions separated by spaces, for example:
# time Mercury x Mercury y Mercury z Venus x Venus y Venus z
15 21075.82 -7635.93 -71672.225 63969.42 8704.8 -2509.295
...
The bodies are in the same order as in the input XML file and the units are set to the
input units. As it was already mentioned, the coordinates may be relative to a specific
body (default is the first body in the input file) or the barycenter.
3.2.4 The Application Capabilities and Drawbacks
The application can show orbits of all the bodies, centered on a selected body or the
system barycenter. The numerical integration algorithm and time step can be changed
dynamically. The user is able to move in the simulation time, animate it faster or slower,
or jump a minute/hour backward or forwards in time. Bodies can be magnified for better
visibility, for example where the bodies are extremely small compared to their distances.
There is also a command line interface available that can be used to save simulation
results in a data file and visualize them with a different application, such as gnuplot [8].
All the examples in Chapter 4 were created using this interface and are included on the CD
(see Appendix A) together with scripts that generate the figures.
Unfortunately, processing and memory requirements are high — the force computation
alone has O(n2) complexity (n is the number of bodies in the model) and the results have to
be saved in a buffer (at some interval usually bigger than the time step of the simulation)
so the user can move in time in the animation. Since multi threading is not used and
no serious optimizations were done, it can happen that the user interface seems slow and
unresponsive. Because of the quadratic complexity and high memory usage, it cannot be
useful as a planetarium — there is a lot of software that uses pre-computed data tables such
as [6] that is more appropriate for this role. It is not recommended to simulate more than
100 bodies unless strong computational power is available.
Bodies in the simulation are considered to be only point masses without any volume
(even when they are shown in the animation with a certain diameter), therefore lots of
information are not taken into account, such as the rotation around its own axis or its
shape irregularities.
3.3 Testing
The application is platform independent and has been tested on 32-bit and 64-bit systems.
The testing systems were
• GNU/Linux i686 with Qt version 4.7 using gcc 4.5.2,
• GNU/Linux x86-64 with Qt version 4.6 using gcc 4.4.6
• Microsoft Windows 7 x86 with Qt version 4.6 using mingw 4.5.2.
Data have been compared and no significant differences emerged. The validity of results
has been shown in the experiments in Chapter 4 where the simulation output got compared
to external data and showed only small and expected errors.
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Chapter 4
Experiments
The experiments are to show that the simulation approximates reality with an error that is
within bounds and the results are not too different from what they should be. The model of
the Solar System is compared in Subsection 4.1.1 with the DE405 ephemerides tables that
provide data about astronomical objects. Another tool to which data have been compared
is the DE118 Solar System simulator, the results can be found in Subsection 4.1.2. Both
have been already mentioned in Section 2.1.
Data for plots have been generated using the application’s command line interface (de-
tails in Section 3) with the 8th order Adams-Bashforth integration method (Section 2.2)
and gnuplot [8].
4.1 Solar System
The model contains the Sun, eight planets of the Solar System, Pluto and the following
moons selected by their mass and effect on the planets trajectories:
Earth Moon
Jupiter Io, Europa, Ganymede and Callisto
Saturn Titan and Rhea
Uranus Ariel, Oberon and Titania
Neptune Triton
Trajectories of the planets are shown on Figure 4.1 displaying the inner and outer Solar
System planets and Pluto. The inner Solar System is a traditional name for a region closer
to Sun containing terrestrial planets, which are relatively small, rocky and with few or no
moons. The outer planets are gas giants with large moons and their orbit around Sun may
take hundreds of years (Neptune’s orbital period is 164.79 years).
The Figure 4.2 shows the trajectories of Mercury, Venus and Mars in five years with the
coordinate origin at Earth, clearly showing the retrograde1 motion of the planets, explained
by Ptolemaic epicycles2 in the past when the universe was thought to be geocentric.
1The apparent movement of planets when viewed from the Earth, making it seem that they sometimes
slow down, stop and move backwards for a while.
2Geometrical model of the planets that tried to explain their retrograde motion and relative distances
by adding small circles that move on larger circles.
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Figure 4.1: Inner and outer Solar System planets and Pluto, 250 years generated with time
step 10 hours and the 8th order Adams-Bashforth integration method.
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Figure 4.2: Movement of Mercury, Venus and Mars in 5 years as viewed from Earth.
4.1.1 Accuracy Comparison with DE405 Ephemerides tables
The simulation output is compared with data from the JPL Horizons interface [6], a tool
to access DE405, the NASA JPL (Jet Propulsion Laboratory) ephemerides tables that
describe the orbits of the Sun, planets, satellites, spacecraft and other astronomical bod-
ies. The positions are a data-fits of observations and integrated into the past and future
(see Section 2.1). The differences between the simulation results and ephemerides tables
within one year are shown in Figure 4.3.
As was found during the model creation, the main error is due to mass imprecisions and
lack of all the small bodies that exist in our planetary system. When the model was created
without moons and with imprecise masses, the error was very high, but as bodies were added
and more accurate masses were obtained, the error significantly dropped. Masses of the
bodies are not exactly known — they are computed using the gravitational constant G,
which is one of the hardest constants to measure precisely. A small change of body mass
may increase the error by millions of kilometers. The giant planets of the outer Solar System
that have many satellites, from which most were not included in the model. This planets
show the largest error (difference relative to the ephemeris table). The differences grow
bigger when no moons are included, as shown in Figure 4.4. The errors increase linearly
and do not significantly change with a different numerical integration method. Another
imprecision may stem from the omitting of axis rotation and tidal forces, not taking into
account the irregular mass distribution of bodies and a small part may be because relativity
effects were not taken into account.
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Figure 4.3: Difference between data generated by the simulation and data obtained from
ephemerides in 1 year.
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Figure 4.4: Simpler Solar System model without moons. Difference between data generated
by the simulation and data obtained from ephemerides in 1 year in a logarithmic scale.
21
4.1.2 Accuracy Comparison with DE118 Simulation
The DE118 simulation contains significantly less objects than the DE405, thus making
it easier to reproduce the results. It contains only the Sun, the eight planets, Pluto and
Earth’s Moon. The ephemeris was generated using 12th order Adams-Bashforth-Moulton
predictor-corrector with a time step of 0.01 days. It contains relativistic corrections, Moon
liberations and others, described in Section 2.1. The simulation data were generated using
the 8th order Adams-Bashforth integration method with a time step of 6 minutes, but no
significant deviations have been found when using a slightly smaller or bigger time step.
The difference in trajectories may be seen on Figure 4.5. The error (distance between a
trajectory in the DE118 and in the simulation) is most significant in the Moon, which may
be attributed to the liberation computation in DE118. Mercury has a big error a part of
could be attributed to relativistic effects, since it is the closest to the Sun.
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Figure 4.5: Difference between model and the DE118 ephemeris table.
4.2 Gravitational Slingshot Effect
A gravitational slingshot, also known as a gravity assist maneuver or swing-by, is the use of
the gravity and movement of a planet to change the speed and trajectory of a spacecraft.
First used by the Mariner 10 probe3 when passing Venus in 1974, it is now commonly
employed to bend the flight path and accelerate to save fuel. The Voyager 1 and Voyager 2
probes4 were launched to a mission in the year 1977 when the constellation of the giant
outer planets allowed to use the slingshot effect to gain energy and get out of the Solar
3http://history.nasa.gov/SP-424/contents.htm
4http://voyager.jpl.nasa.gov/science/planetary.html
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System. Voyager 2 flew by Jupiter, Saturn, Neptune and Uranus, the flyby of Jupiter is
shown on Figure 4.6.
Input data are from the DE405 ephemeris table (described in Section 2.1.4) at 8th of July 1979 00:00 CT.
Each point shows the spacecrafts position in intervals of two hours, ending 4 days later.
Figure 4.7 shows the speed of Voyager 2, increasing when getting close to Jupiter and then
slowing down when flying away, pulled back by Jupiter’s mass.
4.3 The Earth-Moon-Sun System
This section shows the trajectories of Earth and Moon orbiting around the Sun, while the
model contains only these three bodies, as shown on Figure 4.8. Note that the z -axis is in
different units, the movement of the Moon is only slightly tilted relative to the Sun-Earth
motion plane. The moon perturbations on Earth’s trajectory can be seen in Figure 4.9.
If the model contained only the Sun and Earth, the movement would be smooth and in
only one two-dimensional plane. The Adams-Bashforth 8th numerical integration method
(Section 2.2) with a time step of 6 minutes was used to create the data. The results in
the z -axis are compared to DE405 ephemerides tables that were computed with an almost
complete model of the Solar System. The effects on the x and y-axis are not so significant.
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Chapter 5
Conclusion
The aim of this work was to create a tool that could be used for experimenting with
the gravitational n-body problem and for comparing the results of numerical integration
methods. The program’s graphical interface animates the movement of bodies and shows
the orbits and provides means to change the numerical method directly during the run
time. It also makes it possible to move in the simulation time and in the three dimensional
space. The additional command line interface is useful for data plotting and comparison.
The simulation results were compared to a Solar System DE118 ephemeris simulator
and to the DE405 ephemerides tables with data-fits of real astronomical observations.
The differences between the DE118 ephemeris and the application were minimal, because
they were computed with a limited model that could be easily imitated. However, the
DE405 ephemeris model has a lot more details that cause the differences between it and
the simulation to be larger, since the implemented model does not contain all the bodies as
the model used to compute the ephemeris. The errors can be further explained by imprecise
initial data (the masses of the bodies are not known accurately) and simplifications in the
model — the bodies are considered to be only point masses without any volume or mass
irregularities, axis rotational movement and tidal forces are omitted and only the main
bodies of the systems were computed (there are thousands of asteroids and small moons in
the Solar System).
The application could be further extended to to handle discrete events (such as space-
craft’s course corrections) as this would enable simulations of spacecraft trajectories, such
as the Apollo missions or the Voyager space probes. Making the program multi-threaded
would be very useful and not so problematic, since the animation and simulation commu-
nicate mainly trough a single data buffer. The force evaluation could be made parallel,
because the acceleration of a body does not depend on the accelerations of other bodies.
Two computations could be run simultaneously, each with a different numerical integrator
and differences between the results would be shown on a plot or directly in the animation.
The results could be made more accurate by adding relativity corrections and rotational
forces. The program will be released as an open-source project and further extensions may
depend on user requests.
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Appendix A
Content of CD
src/ Source code in C++.
examples/ N -body input examples.
thesis/ The LATEX source code of this document.
plots/ Perl, Bash and gnuplot scripts to generate the figures used in this doc-
ument.
plots/data/ Data from the DE-118 and DE-405 ephemerides tables used to compare
results of the simulation.
doc/ Doxygen documentation of the source code, generated by make doxygen
Makefile Main Makefile, compiles the program.
README Project description, installation guide, GUI and command line interface
description.
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