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Abstract
We consider Random Schro¨dinger operators on ℓ2(Zd) with α-Ho¨lder
continuous (0 < α ≤ 1) single site distribution. In localized regime we
study the distribution of eigenfunctions in space and energy simulta-
neously. In a certain scaling limit we prove limit points are Poisson.
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1 Introduction
The Random Schro¨dinger operators {Hω}ω∈Ω on ℓ
2(Zd) is given by
Hω = ∆+ V ω, ω ∈ Ω (1.1)
where ∆ is discrete Laplacian defined by
(∆u)(n) =
∑
|m−n|=1
u(m) ∀ n ∈ Zd u ∈ ℓ2(Zd)
and random potential V ω is defined by
V ω =
∑
n∈Zd
ωn|δn〉〈δn|. (1.2)
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where {δn}n∈Zd is the standard basis for ℓ
2(Zd) and {ωn}n∈Zd are real valued
iid random variables with common probability distribution µ with compact
support. The probability space (RZ
d
,B
RZ
d ,⊗Zdµ) is constructed via Kol-
mogorov theorem and will be denoted by (Ω,B,P), and ωn : Ω → R are
projection on nth coordinate.
For any bounded set B ⊂ Rd we consider the orthogonal projection χB onto
ℓ2(B ∩ Zd) and define the matrices
HωB =
(
〈δn, H
ωδm〉
)
n,m∈B
, GB(z;n,m) = 〈δn, (H
ω
B−z)
−1δm〉, G
B(z) = (HωB−z)
−1.
(1.3)
Note that HωB is the matrix
χBH
ωχB : ℓ
2(B)→ ℓ2(B) a.e ω.
Let EHω
B
(·) be the spectral projection of HωB.
Set the resolvent operator and it’s matrix elements (Green’s function) as:
G(z) = (Hω − z)−1, G(z;n,m) = 〈δn, (H
ω − z)−1δm〉 z ∈ C
+.
Throughout this article we will be assuming following two conditions:
(a) The single site distribution µ is uniformly α-Ho¨lder continuous for some
0 < α ≤ 1.
(b) For any 0 < s < 1 there exists r, C > 0 such that for any Λ ⊆ Zd
sup
z∈C+
Re(z)∈[a,b]
E
[∣∣GΛ(z;n,m)∣∣s] ≤ Ce−r|n−m| (1.4)
for any n,m ∈ Λ.
When the energy E lies in [a, b], then we say that E is in localized regime.
Using the resolvent identity we have
lim
Λ↑Zd
GΛ(z;n,m) = G(z;n,m) a.e ω
for z ∈ C+, so (1.4) holds for E [|G(z;n,m)|s] with same constant C, r.
The condition (b) was established by Aizenman-Molchanov [2] at high disor-
der for α-Ho¨lder continuous single site distribution. Refer to [2, inequalities
(2.10), (3.19) and (3.20)] for more details.
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It was shown by Krishna [22], Combes-Hislop-Klopp [6] and Combes-Germinet-
Klein [7] that whenever the single site distribution is uniformly α-Ho¨lder
continuous the Integrated density of states (IDS) is also uniformly α-Ho¨lder
continuous, 0 < α ≤ 1.
Before describing our main result, we need some notations in place. Let ν
be the Integrated density of states (IDS) for the operator Hω. Define the
fractional derivatives:
dαν (x) = lim
ǫ→0
ν(x− ǫ, x+ ǫ)
(2ǫ)α
and Dαν (x) = lim
ǫ→0
ν(x− ǫ, x+ ǫ)
(2ǫ)α
(1.5)
Let g : Rd −→ R+ and f : R −→ R+ be compactly supported continuous
functions. For a self adjoint operator H on ℓ2(Zd) with pure point spectrum
i.e σ(H) = σpp(H), define Mg as the multiplication operator by g:
(Mgu) = g(n)u(n) ∀n ∈ Z
d, u ∈ ℓ2(Zd).
Let {Ej}j be the eigenvalues (repeated according to multiplicity) of H and
ψj be the normalized eigenfunction corresponding to eigenvalue Ej . Then
Tr
(
Mgf(H)
)
=
∑
j
∑
n∈Zd
f(Ej)g(n)|ψj(n)|
2. (1.6)
Define the random measure ξω on R1+d by∫
R×Rd
f(E, x)dξω(E, x) =
∑
j
∑
n∈Zd
f(Ej, n)|ψj(n)|
2 ∀ f ∈ Cc(R× R
d),
(1.7)
following the notations of (1.6). Following the notation from physics litera-
ture
dξω(E, x) =
∑
j
∑
n
|ψj(n)|
2δ(E −Ej)dEδ(x− n)dx (1.8)
where δ(x) is the Dirac-delta distribution. So for any Borel set I ∈ BR and
Q ∈ BRd we have
ξω
(
I ×Q
)
= Tr
(
χ
Q
EHω(I)χQ
)
(1.9)
Killip-Nakano [19] studied eigenfunction statistics for discrete Anderson Model
with bounded density. There they studied the sequence of random measures
given by∫
f(E, x)dθωL,λ(E, x) =
∫
R×Rd
f
(
Ld(E−λ),
x
L
)
dξω(E, x) ∀ f ∈ Cc(R×R
d)
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and proved its convergence to Poisson point process. Nakano in [26] worked
with Continuum Schro¨dinger operator and was able to show the infinite di-
visibility of the limiting process. We are interested in similar object, we will
study the limit of the random measures ξωL,λ defined by∫
R×Rd
f(E, x)dξωL,λ(E, x) :=
∫
R×Rd
f
(
βL(E−λ),
x
L
)
dξω(E, x) ∀ f ∈ Cc(R×R
d),
(1.10)
where λ ∈ [a, b] satisfying (1.4); equivalently
ξωL,λ
(
I ×Q
)
= Tr
(
χ
LQ
EHω(λ+ β
−1
L I)χLQ
)
, I ∈ BR, Q ∈ BRd , (1.11)
with βL = L
d/α. βL is chosen based on the work of Dolai-Krishna [11]. They
used βL as scaling factor for eigenvalue statistics and showed the convergence
to a Poisson random variable. Our main result is the following theorem.
Theorem 1.1. Let ξωL,λ be defined by (1.10) where H
ω is given by (1.1) and
µ, λ follow assumptions (a) and (b). Let I ⊂ R be a bounded symmet-
ric interval and Q ⊂ Rd be a rectangles with sides parallel to axes. Then
there exists a subsequence {Ln} such that the sequence of random variables{
ξωLn,λ
(
I × Q
)}
converge in distribution to a Poisson random variable with
parameter |I|αDαν (λ)|Q| = γλ(I ×Q), whenever 0 < D
α
ν (λ) <∞.
Remark 1.2. For sequence {ξωLn,λ
(
I×Q
)
}n to converge, the sequence {Ln}n
depends only on I and λ but not on Q. This is because:
γλ(I ×Q) = lim
n→∞
E
[
ξωλ,Ln(I ×Q)
]
= lim
n→∞
E

 ∑
m∈LQ∩Zd
〈
δm, EHω(λ+ β
−1
L I)δm
〉
= lim
n→∞
(|Q|Ldn + o(L
d−1
n ))E[
〈
δ0, EHω(λ+ β
−1
Ln
I)δ0
〉
]
= |Q| lim
n→∞
Ldn E[
〈
δ0, EHω(λ+ β
−1
Ln
I)δ0
〉
]
= |Q| lim
n→∞
Ldn ν(λ+ β
−1
Ln
I) = |Q||I|αDαν (λ)
the limit is obtained through lemma 2.6.
Dαν is defined using symmetric intervals. In general, left and right α-derivatives
does not coincide with symmetric α-derivative, while in case of usual deriva-
tive all three are same. It is also hard to determine the set {x : Dαν (x) > 0},
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so we have kept Dαν (λ) > 0 in the hypothesis and considered the case of
symmetric intervals only.
To compute the limit of ξωL,λ as a random measure over a subsequence {Ln}n,
we should be able to compute lim
n→∞
Eω[ξ
ω
Ln,λ
(I×Q)] for any bounded interval
I. Even if we consider ξωL,λ as random measure on the Borel σ-algebra B
generated by {(−b, b) \ (−a, a) : 0 < a < b < ∞}, we have to take different
subsequences for different I ∈ B. On other hand if dαν (λ) exists, then
lim
L→∞
E
ω
[ξωL,λ(I ×Q)] = α2
α−1dαν (λ)|Q|
∫
I
xα−1dx.
where I is a generator of B. In this case one can prove convergence as
random measures. As a special case, we can consider {ξωLn,λ(I × ·)}n as
random measure for fixed interval, then
Corollary 1.3. For a fixed symmetric bounded interval I ⊂ R, we consider
the random measure
{
ξωL,λ
(
I × ·
)}
on Rd. There exists a subsequence {Ln}
such that
{
ξωLn,λ
(
I × ·
)}
converges weakly to a Poisson point process with
intensity measure |I|αDαν (λ) dx, where dx is the Lebesgue measure on R
d.
Using (iv) of [17, Theorem 16.16], the above Corollary is immediate once we
have Theorem 1.1.
Eigenvalue statistics for one dimension was studied by Molchanov [24], and
later for higher dimension by Minami [23]. In region of fractional localization
(where (1.4) holds), they showed that the statistics is Poisson. Subsequently
the Poisson statistics was shown for the trees by Aizenman-Warzel in [3] and
recently Poisson statistics was obtained by Geisinger [12] for regular graphs.
In recent results Germinet-Klopp [13] extended the results of [19].
Recently Kotani-Nakano [21] investigated the statistics for one dimensional
decaying random Schro¨dinger operators on L2(R). An analogue of Minami’s
[23] work was done by Dolai-Krishna [11] with α-Ho¨lder continuous single
site distribution. In [10] Dolai-Krishna considered the Anderson Model with
decaying Random Potentials and showed that the statistics inside [−2d, 2d]
in dimension d ≥ 3 is independent of the randomness and agrees with that
of the free part ∆.
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2 Preliminaries
Given L large enough, define lL such that lL ≈ L
a for some 0 < a < 1. Define
the boxes
Bp(L) = {x ∈ Z
d : pjlL ≤ xj < (pj+1)lL, for i = 1, 2, · · ·d}, p ∈ Z
d. (2.1)
Let HωBp(L) denote the restriction of H
ω to Bp(L). For λ in localized regime,
define the random measure ηωp,λ associated with H
ω
Bp(L)
by:
∫
R×Rd
f(E, x)dηωp,λ(E, x) =
∑
j
∑
n∈Bp(L)
f
(
βL(Ej−λ),
n
L
)
|ψj(n)|
2, f ∈ Cc(R×R
d),
(2.2)
where {Ej}j are the eigenvalues of H
ω
Bp(L)
and ψj are corresponding eigen-
functions. Equivalently
ηωp,λ
(
I ×Q
)
= Tr
(
χ
LQ
EHω
Bp(L)
(λ+ β−1L I)χLQ
)
, I ∈ BR, Q ∈ BRd . (2.3)
Since HωBp(L) is a matrix, for |I| <∞ and |Q| <∞ we have,
ηωp,λ
(
I ×Q
)
<∞.
But it should be noted that it is not a point process.
Related to Bp(L) we will need:
∂Bp(L) = {x ∈ Bp(L) : ∃ x
′ ∈ Zd \Bp(L) such that |x− x
′| = 1}
int(Bp(L)) = {x ∈ Bp(L) : dist(x, ∂Bp(L)) > NL},
where {NL}L is a increasing sequences of positive integer such that NL ≈
γ lnL, we will specify γ later. Observe
|Bp(L) \ int(Bp(L))| = O(l
d−1
L lnL), NL ≈ γ lnL. (2.4)
Let Cp(L) be the cube in R
d corresponding to Bp(L) defined by
Cp(L) = {x ∈ R
d : pjlL ≤ xj < (pj + 1)lL, for i = 1, 2, · · ·d}, p ∈ Z
d.
So Bp(L) = Cp(L) ∩ Z
d.
Observe that Zd (resp Rd) can be expressed as disjoint union of Bp(L) (re-
spectively Cp(L)).
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For a Borel set Q of finite diameter (i.e sup{|x − y|, x, y ∈ Q} < ∞), there
exists a finite finite set Γ such that Q ⊆ ∪Γ∈pCp(L). Let ΓL ⊂ Z
d be such
that
LQ =
⋃
p∈ΓL
(
Cp(L) ∩ LQ
)
(2.5)
Then {ηωp,λ}p∈ΓL are statistically independent. Also
|ΓL| ≤
(
L
lL
)d
|Q|. (2.6)
In the following whenever we write sum over p, we mean the sum is taken
over ΓL.
We will need Wegner and Minami type estimates given in Combes-Germinet-
Klein [7]. Hence following there notations, set Sµ(s) = sup
a∈R
µ[a, a + s] for
probability measure µ and define
Qµ(s) =
{
‖ρ‖∞ s if µ has bounded density
8Sµ(s) otherwise.
(2.7)
If µ is uniformly α-Ho¨lder continuous with 0 < α ≤ 1, then Sµ(s) ≤ Us
α for
small s > 0 for some constant U . Following estimates will be used:
Lemma 2.1. For all bounded interval I ⊂ R and any finite volume Λ ⊂ Zd,
we have
E
(
〈δn, EHω(I)δn〉
)
≤ Qµ(|I|) ∀ n ∈ Z
d, (2.8)
E
(
Tr(EHωΛ (I))
)
≤ Qµ(|I|) |Λ|, (2.9)
E
(
Tr(EHωΛ (I))
(
Tr(EHωΛ (I))− 1
))
≤
(
Qµ(|I|) |Λ|
)2
. (2.10)
Proof can be found in Combes-Germinet-Klein [7, inequality (2.2)] for (2.8),
[7, Theorem 2.3] for inequality (2.9) and [7, Theorem 2.1] for the inequality
(2.10).
The following Corollary is immediate from the above lemma.
Corollary 2.2. Consider ν the IDS of the operators Hω satisfying the con-
dition (a). Then for any ψ ∈ Cc(R) and n ∈ Z
d , we have∫
R
ψ(x)dν(x) = E
(
〈δn, ψ(H
ω)δn〉
)
≤ ‖ψ‖∞ Qµ(|sψ|), sψ = supp ψ. (2.11)
E
(
Tr(ψ(HωΛ))
)
≤ ‖ψ‖∞ Qµ(|sψ|) |Λ|. (2.12)
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Proposition 2.3. For any f ∈ Cc(R× R
d) we have,
E
ω
{∣∣∣∣
∫
f(E, x)dξωL,λ(E, x)−
∑
p
∫
f(E, x)dηωp,λ(E, x)
∣∣∣∣
}
−→ 0 as L→∞.
(2.13)
Proof. Take f(E, x) = h(E)g(x) where g is continuous function with compact
support on Rd and h is of the form
h(E) = Im
1
E − z
, Imz > 0. (2.14)
Since linear combination of functions of form f are dense in Cc(R× R
d), to
prove (2.13) it is sufficient to prove for f , see [15, Appendix: The Stone-
Weierstrass Gavotte] for details. Let supp g = Q ⊂ Rd (because g has
compact support, we have sup{|x − y|, x, y ∈ Q} < ∞ and |Q| < ∞). We
have ∫
f(E, x)dξωL,λ(E, x) =
∑
n
gL(n)〈δn, hL(H
ω)δn〉 (2.15)
=
1
βL
∑
n
gL(n)ImG(zL;n, n).
and∑
p
∫
f(E, x)dηωp,λ(E, x) =
∑
p
∑
n
gL(n)〈δn, hL(H
ω)δn〉 (2.16)
=
1
βL
∑
p
∑
n
gL(n)ImG
Bp(zL;n, n), Bp = Bp(L)
where gL(x) = g
(
x
L
)
, zL = β
−1
L z, Imz > 0 and hL is given by
hL(E) = h
(
βL(E − λ)
)
=
1
βL
Im
1
E − λ− β−1L z
.
The support of gL is LQ, so from the inequalities (2.5) and (2.6) we see that
the support of gL intersect only O
(
L
lL
)d
( i.e |ΓL|) many disjoint cubes Bp(L).
So from (2.15) and (2.16) we have∣∣∣∣
∫
fdξωL,λ −
∑
p
∫
fdηωp,λ
∣∣∣∣ = 1βL
∣∣∣∣
∑
n∈LQ
gL(n)ImG(zL;n, n)−
∑
p∈ΓL
∑
n∈Bp(L)
gL(n)ImG
Bp(zL;n, n)
∣∣∣∣
(2.17)
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≤
‖g‖∞
βL
∑
p∈ΓL
∑
n∈Bp(L)
∣∣ImG(zL;n, n)− ImGBp(zL;n, n)∣∣.
For n ∈ int(Bp(L)) and z ∈ C
+, we have the perturbation formula
G(zL;n, n)−G
Bp(zL;n, n) =
∑
(m,k)∈∂Bp(L)
G(zL;n, k)G
Bp(zL;m,n), (2.18)
(m, k) ∈ ∂Bp(L) means m ∈ ∂Bp(L), k ∈ Z
d \ Bp(L) such that |m− k| = 1.
Following steps from Minami [23], we use (2.18) in (2.17) and get
∣∣∣∣
∫
fdξωL,λ −
∑
p
∫
fdηωp,λ
∣∣∣∣ ≤ ‖g‖∞βL
∑
p∈ΓL
∑
n∈Bp\int(Bp)
[
ImG(zL;n, n) + ImG
Bp(zL;n, n)
]
(2.19)
+
‖g‖∞
βL
∑
p∈ΓL
∑
n∈int(Bp(L))
∑
(m,k)∈∂Bp(L)
∣∣G(zL;n, k)GBp(zL;m,n)∣∣
= AL +BL.
For BL we have
BL =
‖g‖∞
βL
∑
p∈ΓL
∑
n∈int(Bp(L))
∑
(m,k)∈∂Bp(L)
∣∣G(zL;n, k)GBp(zL;m,n)∣∣ (2.20)
=
‖g‖∞
βL
∑
p∈ΓL
∑
n∈int(Bp(L))
∑
(m,k)∈∂Bp(L)
|G(zL;n, k)||G
Bp(zL;m,n)|
s|GBp(zL;m,n)|
1−s.
Now (m, k) ∈ ∂Bp(L) and n ∈ int(Bp(L)) so we have |n − k| > NL, using
the exponential decay of Green’s function given in (1.4) we have
E
ω(|GBp(zL;n, k)|
s) ≤ Ce−rNL, (2.21)
we also have
|G(zL;n, k)| ≤
1
|ImzL|
and |GBp(zL;m,n)|
1−s ≤
1
|ImzL|1−s
.
So using above together with (2.21) in (2.20) we get
E
ω(BL) ≤
C ‖g‖∞
βL|ImzL|2−s
|ΓL| l
d
L l
d−1
L NL e
−rNL . (2.22)
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We have lL ≃ L
a (0 < a < 1), ΓL = O
(
L
lL
)d
, ImzL = β
−1
L τ , τ > 0 taking
z = σ + iτ , and βL = L
d/α. Choose γ so that
γ >
1
r
[
(1− s)
d
α
+ d+ (d− 1)a
]
in definition of NL in (2.4). Then from (2.22) we get
E
ω(BL) = O(γL
−δlnL), δ = rγ −
[
(1− s)d/α+ d+ (d− 1)a
]
> 0. (2.23)
From Combes-Germinet-Klein [7, A.9] we have, for any k > 0
Imz E[ImGΛ(z;n, n)] ≤ π
(
1 +
k
2
)
Sµ
(
2 Imz
k
)
. (2.24)
Since ImzL = β
−1
L Imz with Imz > 0 so using Sµ(s) ≤ Us
α (α-Ho¨lder
continuity of µ) we get
1
βL
E
[
ImGΛ(zL;n, n)
]
≤
1
Imz
π
(
1 +
k
2
)
Sµ
(
2 ImzL
k
)
, Λ = Cp, ΛL
(2.25)
≤ C
(
2 β−1L Imz
k
)α
≤ C L−d, (since βL = L
d/α).
From (2.19) and (2.4) we have
E
ω(AL) ≤ 2C
‖g‖∞
βL
|ΓL| |Bp(L) \ intBp(L)|NL L
−d (2.26)
≈ C
(
L
lL
)d
ld−1L γlnL L
−d
= O(L−alnL), ll = L
a, 0 < a < 1.
Combining (2.23) and (2.26) gives
E
ω(AL) + E
ω(BL)
L→∞
−−−→ 0
The above convergence together with (2.19) completes the proof.
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For ease of computation we will define the point process η˜ωp,λ,
∫
R×Rd
f(E, x)dη˜ωp,λ(E, x) =
∑
j
f
(
βL(Ej − λ),
plL
L
)
, (2.27)
= Tr
(
f
(
βL(H
ω
Bp(L) − λ),
plL
L
))
where {Ej}j are eigenvalues of H
ω
Bp(L)
(following notation of (1.8) we can
write dη˜ωp,λ(E, x) =
∑
j δ(βL(Ej − λ)− E)dEδ(x−
plL
L
)dx). One can prove
E
ω
[∣∣∣∣
∫
fdξωL,λ−
∑
p
∫
fdη˜ωp,λ
∣∣∣∣
]
−→ 0 as L→∞, f ∈ Cc(R×R
d) (2.28)
by observing that, for f(E, x) = h(E)g(x) where g ∈ Cc(R
d) and h is given
by (2.14), we have
∣∣∣∣
∫
fdξωL,λ −
∑
p
∫
fdη˜ωp,λ
∣∣∣∣ ≤
∣∣∣∣
∫
fdξωL,λ −
∑
p
∫
fdηωp,λ
∣∣∣∣+
∑
p
∣∣∣∣
∫
fdηωp,λ −
∫
fdη˜ωp,λ
∣∣∣∣
(2.29)
≤
∣∣∣∣
∫
fdξωL,λ −
∑
p
∫
fdηωp,λ
∣∣∣∣
+
∑
p
max
n∈Bp(L)
∣∣g ( n
L
)
− g
(
plL
L
)∣∣
βL
∑
n∈Bp(L)
∣∣ImG(zL;n, n)− ImGBp(zL;n, n)∣∣
Repeating the steps of proposition 2.3, and using density of function of type
f in Cc(R × R
d) we have (2.28). So using η˜ωp,λ one can note that any limit
point of ξωL,λ is a limit point of the point process define by:
ηωL,λ :=
∑
p
η˜ωp,λ. (2.30)
Remark 2.4. For bounded interval I ⊂ R and bounded set Q ⊂ Rd, using
the equation (2.28) on χI(E)χQ(x) we have
E
(∣∣ξωL,λ(I ×Q)− ηωL,λ(I ×Q)∣∣)→ 0 as L→∞. (2.31)
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Lemma 2.5. The weak convergence of {ξωL,λ} and {η
ω
L,λ} are equivalent, i.e
lim
L→∞
E
ω
[∣∣∣∣e−
∫
fdξω
L,λ − e−
∫
fdηω
L,λ
∣∣∣∣
]
= 0, ∀ f ∈ C+c (R× R
d). (2.32)
Proof. We have |e−x − e−y| < |x − y| for x, y > 0; then using this together
with (2.28) will give (2.32). Hence the lemma.
Lemma 2.6. Given Dαν (λ) > 0 and a symmetric bounded interval I ⊂ R,
there exists a sequence {Ln}n such that
lim
n→∞
Ldnν(λ + β
−1
Ln
I) = |I|αDαν (λ). (2.33)
Proof. We have
0 < Dαν (λ) = lim
ǫ→0
ν(λ− ǫ, λ+ ǫ)
(2ǫ)α
<∞.
Choose β−1L+1 < ǫ ≤ β
−1
L , then for interval I = [−c, c] (for c > 0) we have
λ+ ǫI ⊆ λ+ β−1L I ⇒ ν(λ+ ǫI) ≤ ν(λ + β
−1
L I).
Using βαL+1ǫ
α ≥ 1,
βαLν
(
λ + β−1L I
)
|I|α
≥
(
βL
βL+1
)αν(λ+ ǫI)
(ǫ|I|)α
(2.34)
=
(
βL
βL+1
)α
ν(λ− cǫ, λ+ cǫ)
(ǫ|I|)α
,
From above we get
sup
L≥M
βαLν
(
λ+ β−1L I
)
|I|α
≥
(
1
1 + 1
M
)d
sup
ǫ∈(β−1
L+1,β
−1
L
], L≥M
ν
(
λ + ǫI
)
(ǫ|I|)α
≥
(
1
1 + 1
M
)d
sup
ǫ∈(0,β−1
M
]
ν
(
λ+ ǫI
)
(ǫ|I|)α
. (2.35)
Here we used the fact that
⋃
L≥M
(β−1L+1, β
−1
L ] = (0, β
−1
M ] and
(
βL
βL+1
)α
≥
(
1
1 + 1
M
)d
, for L ≥M.
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Taking limit M →∞ in (2.35) and using definition of limsup, we get
lim
L→∞
βαLν
(
λ+ β−1L I
)
|I|α
≥ Dαν (λ). (2.36)
Similarly starting with ǫ ∈ (β−1L+1, β
−1
L ] we get the inequality
βαL+1ν
(
E + β−1L+1I
)
|I|α
≤
(
βL+1
βL
)αν(λ + ǫI)
(ǫ|I|)α
and proceed as in the above argument, with upper bounds now, to get
lim
L→∞
βαLν
(
E + β−1L I
)
|I|α
≤ Dαν (λ). (2.37)
Putting the inequalities (2.36) and (2.37) we get
lim
L→∞
βαLν
(
λ+ β−1L I
)
|I|α
= Dαλ(λ).
Now using the fact βL = L
d/α we have
lim
L→∞
Ldν(λ+ β−1L I) = |I|
αDαν (λ). (2.38)
The above imply that there exist a subsequence {Ln} such that
lim
n→∞
Ldnν(λ + β
−1
Ln
I) = |I|αDαν (λ).
3 Proof of the Theorem 1.1.
We have
E
∣∣eitξωL,λ(I×Q) − eitηωL,λ(I×Q)∣∣ ≤ |t|E(∣∣ξωL,λ(I ×Q)− ηωL,λ(I ×Q)∣∣) (3.1)
We are using the following fact
|eitx − eity|2 = 2(1− cos t(x− y)) = 4 sin2
t(x− y)
2
≤ |t(x− y)|2.
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From (2.30) and (2.5) we have
E
[
eitη
ω
L,λ
(I×Q)
]
= E
[
eit
∑
p∈ΓL
η˜ω
p,λ
(I×Q)] (3.2)
= E
[
eitη˜
ω
p,λ
(I×Q)
]|ΓL|.
By definition of η˜ωp,λ we have
E
[
eitη˜
ω
p,λ
(I×Q)
]
=
∞∑
k=0
eitmP
(
η˜ωp,λ(I ×Q) = k
)
(3.3)
= 1 + E
[
η˜ωp,λ(I ×Q)
]
(eit − 1) +RL.
where RL is given by
RL =
∞∑
k=0
eitkP
(
η˜ωp,λ(I ×Q) = k
)
− 1− E
[
η˜ωp,λ(I ×Q)
]
(eit − 1) (3.4)
=
∞∑
k=0
eitkP
(
η˜ωp,λ(I ×Q) = k
)
−
∞∑
k=0
P
(
η˜ωp,λ(I ×Q) = k
)
− (eit − 1)
∞∑
k=0
k P
(
η˜ωp,λ(I ×Q) = k
)
=
∞∑
k=2
(eitk − keit + k − 1)P
(
η˜ωp,λ(I ×Q) = k
)
.
Set IL,λ = λ+ β
−1
L I and using |e
itk − keit + k − 1| ≤ 2k for k ≥ 2 we get
|RL| ≤
∞∑
k=2
|eitk − keit + k − 1|P
(
η˜ωp,λ(I ×Q) = k
)
(3.5)
= 2
∞∑
k=2
kP
(
η˜ωp,λ(I ×Q) = k
)
≤ 2
∞∑
k=2
k(k − 1)P
(
η˜ωp,λ(I ×Q) = k
)
= 2E
[
(η˜ωp,λ(I ×Q)
(
η˜ωp,λ(I ×Q)− 1
)]
≤ 2E
[
(η˜ωp,λ(I × R
d)
(
η˜ωp,λ(I × R
d)− 1
)]
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= 2E
[
Tr(EHω
Bp(L)
(IL,λ))
(
Tr(EHω
Bp(L)
(IL,λ))− 1
)]
≤ 2
(
Qµ(|IL,λ|)|Bp(L)|
)2
(using 2.10)
≤ 2
(
|IL,λ|
α ldL
)2
= O
(
L−2d l2dL
)
Using |ΓL| ≃ O
((
L
lL
)d)
(see (2.6)) in above we get
|ΓL||RL| ≤ O
(
ldL
Ld
)
→ 0 as L→∞. (3.6)
Combining above with (3.3), (3.2) and (3.1) will give
lim
L→∞
E
[
eitξ
ω
L,λ
(I×Q)] = lim
L→∞
E
[
eitη
ω
L,λ
(I×Q)
]
(3.7)
= lim
L→∞
(
1 +
|ΓL|
[
E(η˜ωp,λ(I ×Q))(e
it − 1) +RL
]
|ΓL|
)|ΓL|
= lim
L→∞
(
1 +
|ΓL|E(η˜
ω
p,λ(I ×Q))(e
it − 1)
|ΓL|
)|ΓL|
.
To compute the limit, we use the subsequence so that (2.33) holds. Using
that subsequence we get:
lim
n→∞
|ΓLn|E(η˜
ω
p,λ(I ×Q)) = lim
n→∞
∑
p∈ΓLn
E(η˜ωp,λ(I ×Q)) (3.8)
= lim
n→∞
E(ηωLn,λ(I ×Q) (using (2.30))
= lim
n→∞
E(ξωLn,λ(I ×Q) (using 2.31)
= lim
n→∞
∑
n∈LnQ
E(〈δn, EHω(λ+ β
−1
Ln
I)δn〉)
= |Q| lim
Ln→∞
Ldnν(λ + β
−1
Ln
I)
= |I|αDαν (λ)|Q| (using(2.33))
Using above in the (3.7) together with the fact
(
1 + zn
n
)n
→ ez, whenever
zn → z as n→∞ gives
E
[
eitξ
ω
Ln,λ
(I×Q)
] n→∞
−−−→ e|I|
αDαν (λ)|Q|(e
it−1).
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Which shows that {ξωLn,λ(I ×Q)} converges in distribution to a Poisson ran-
dom variable with parameter |I|αDαν (λ)|Q|.
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