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Wie untersucht man eine Gruppe? Eine oftmals nützliche Idee ist es, die Gruppe
als Symmetriegruppe eines Objektes zu verstehen. Das heißt, man lässt die Gruppe
auf einem geeigneten Raum X wirken. In dieser Arbeit möchten wir diese Idee zur
Anwendung bringen.
Sei H eine Quaternionenalgebra über Q und O ⊂ H eine Z-Ordnung. Die Gruppen,
die uns interessieren, sind die spezielle lineare Gruppe SLn(O) und torsionsfreie Nor-
malteiler dieser Gruppe. Der Raum auf dem wir diese Gruppen operieren lassen, ist ein
geeigneter symmetrischer Raum X. Diesen symmetrischen Raum erhält man als Quo-
tienten X = KG, wobei G die Gruppe der reellen Punkte der algebraischen Gruppe
SLn(H) ist und K ⊂ G ist eine maximal kompakte Untergruppe. Sei nun Γ ⊂ SLn(O)
ein torsionsfreier Normalteiler. Auf oﬀensichtliche Weise wirkt diese Gruppe von rechts
auf X, und wegen der Torsionsfreiheit der Gruppe, ist diese Wirkung strikt diskontinu-
ierlich. Der Bahnenraum XupslopeΓ ist also eine Mannigfaltigkeit. Wie kann man nun einen
solchen Raum untersuchen? Die naheliegende Idee ist die Bestimmung wichtiger topolo-
gischer Invarianten. Zum Beispiel: Die Fundamentalgruppe vonXupslopeΓ ist Γ, weilX einfach
zusammenhängend ist und die kanonische Abbildung X → XupslopeΓ eine Überlagerung ist.
Der naheliegende nächste Schritt wäre die Bestimmung der Homologie oder Kohomolo-
gie der Raumes XupslopeΓ. Dies ist im Allgemeinen sehr schwierig, weshalb wir etwas anderes
machen werden.
Auf der Quaternionenalgebra H hat man die Konjugationsabbildung H → H, diese
ist eine Involution1 der Q-Algebra H. Durch sie erhält man auch eine Involution auf der
zentralen einfachen Q-AlgebraMn(H), und weiter einen Automorphismus der Ordnung
zwei τ : SLn(H) → SLn(H). Das heißt, wir haben eine Wirkung der zweielementigen
Gruppe c2 = {1, τ} auf SLn(H). Diese Wirkung induziert viele weitere: zunächst auf
der Gruppe der reellen Punkte, dann eine isometrische Wirkung auf X und schließlich
auch eine Wirkung auf XupslopeΓ. Das Ziel dieser Arbeit ist, die Fixpunkte dieser Wirkung
zu verstehen.
Wir werden mit einer Methode von Rohlfs sehen, dass wir die Menge der Fixpunkte
(XupslopeΓ)
c2 als diskunkte Vereinigung zusammenhängender abgeschlossener Teilmannigfal-







Sei η ∈ H1(c2,Γ) und sei b ein Kozykel dieser Klasse. Wir werden zeigen, dass F(η)
diﬀeomorph zu X(b)upslopeΓ(b) ist, wobei X(b) die Menge der Fixpunkte der b-verdrehten τ -
Wirkung aufX ist und Γ(b) die Gruppe der Fixpunkte der b-verdrehten τ -Wirkung auf Γ
bezeichnet. Außerdem werden wir sehen, dass die auftretenden Mannigfaltigkeiten X(b)
1Involutionen auf Algebren nennen wir auch gelegentlich involutive Antiautomorphismen.
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symmetrische Räume der Form Sp(p)× Sp(q)Sp(p, q) oder U(n)Sp(n,R) sind, abhän-
gig davon, ob H über R verzweigt oder zerfällt. Wir werden dies für n = 2 speziﬁzieren
und werden in diesem Fall die Anzahl der Zusammenhangskomponenten abschätzen.
Das Ergebnis ist Theorem 3.28, welches im Detail Folgendes besagt:
Theorem. Es seiH eine Quaternionen-Divisionsalgebra über dem Körper der ratio-
nalen Zahlen Q, sowie O ⊂ H eine Z-Ordnung. Wir nehmen an, O sei ein Hauptidealring
dessen Bild unter der reduzierten Spur von H ganz Z ist. Es bezeichne ι : Γ ↪→ SL2(O)
die Inklusion und ι∗ : H1(c2,Γ)→ H1(c2,SL2(O)) die davon induzierte Abbildung. Sei
außerdem Γ ⊂ SL2(O) ein torsionsfreier, τ -invarianter Normalteiler vom Index `.
(1) Falls H über R zerfällt, ist (XupslopeΓ)
c2 disjunkte Vereinigung von jeweils höchstens `















und die Komponenten der Art F2 treten nur auf, falls ein Kozykel (1, b) für H1(c2,Γ)
existiert, der zu dem Kozykel (1, I1,1) bzgl. SL2(O) kohomolog ist. In diesem Fall gilt
F2 ∼= X(b)upslopeΓ(b) mit X(b) ∼= U(2)Sp(2,R).
(2) Falls H über R verzweigt, zerlegt sich (XupslopeΓ)
c2 in eine disjunkte Vereinigung von










Komponenten der Art F3 treten nur auf, wenn es einen Kozykel (1, b) für H1(c2,Γ) mit






Außerdem bezeichnet hier P (bzw. N ) den positiv (bzw. negativ) deﬁniten Teil der
Kohomologie H1(c2,SL2(O)), d.h. die Klassen aller Kozykel mit Signatur (2, 0) (bzw.
(0, 2)).
Zusätzlich werden wir zeigen, dass die Komponenten F2 und F3 nicht auftreten,
falls Γ ⊂ SL2(O) eine Kongruenzuntergruppe ist (siehe Satz 3.30).
Warum sind diese Fixpunkte interessant? Die Idee für die Bestimmung der Fixpunk-
te haben wir aus diversen Arbeiten von Rohlfs [8, 9, 10]. In [9] betrachtet Rohlfs (ähn-
lich dem vorliegenden Fall) Kongruenzuntergruppen Γ von SLn(Z) und eine Involution τ
auf XupslopeΓ, die in seiner Arbeit durch Transposition und Inversion auf SLn(R)→ SLn(R)
induziert ist. Er zeigt in Proposition 1.9 [9], dass die Lefschetzzahl von τ gleich der Eu-
ler Charakteristik der Fixpunktmenge (XupslopeΓ)
τ ist. Für uns bedeutet das: Die Struktur
der Fixpunktmenge (XupslopeΓ)
τ enthält Information über die Kohomologie von XupslopeΓ.
Wir werden in dieser Arbeit allerdings nicht weiter auf den Zusammenhang zur
Lefschetzzahl eingehen und uns vornehmlich der Bestimmung der Fixpunkte und der
nicht-abelschen Kohomologie H1(c2,SL2(O)) widmen. Die nicht-abelsche Galoiskoho-
mologie wird eine wichtige Rolle in dieser Arbeit spielen. Denn um H1(c2,SL2(O)) zu
verstehen, ist es hilfreich erst H1(c2,SL2(H)) zu kennen. Wir haben für den Leser im
EINLEITUNG 3
Anhang A eine kurze Einführung in die nicht-abelsche Galoiskohomologie zusammenge-
stellt, die alles enthält was in dieser Arbeit benötigt wird. Weiterführendes ﬁndet man
bei Serre [11]. Wir wollen eine kurze Übersicht des Inhalts der drei Kapitel geben.
Im ersten Kapitel führen wir zunächst ein, was Quaternionenalgebren sind. Außer-
dem stellen wir Resultate vor, die für uns nützlich sein werden. Wir möchten dann
die nicht-abelsche Kohomologiemenge H1(c2,SLn(H)) bestimmen. Dies können wir in
der Tat für allgemeines n tun. Dazu betrachten wir zunächst hermitesche Formen auf
H-Rechtsvektorräumen und klassiﬁzieren diese. Das entscheidende Hilfsmittel ist der
Normensatz von Hasse, Schilling und Maass (Theorem 1.14). Die Stärke dieses Satzes
erlaubt es uns, einen Teil der Ergebnisse auch für Quaternionenalgebren über allge-
meinen Zahlkörpern zu beweisen. Insbesondere werden wir sehen, dass es im Falle einer
QuaternionenalgebraH, die an allen reellen Stellen des Zahlkörpers zerfällt, genau einen
nicht-degenerierten quaternionischen Raum der Dimension n gibt (siehe Korollar 1.29).
Für Quaternionenalgebren über Q, die über R verzweigen, werden wir zeigen, dass alle
quaternionische Räume durch ihre Signatur bis auf Isomorphie bestimmt sind (siehe
Korollar 1.36). Danach müssen wir die Ergebnisse lediglich umformulieren, um zu er-
kennen, dass wir die Kohomologie H1(c2,SLn(H)) damit verstehen.
Im zweiten Kapitel betrachten wir dann Z-Ordnungen O in H, wobei wir natürlich
zunächst die notwendigen Begriﬀe einführen. Uns interessiert weiter die Kohomologie-
menge H1(c2,SL2(O)). Unter der Voraussetzung, dass O ein Hauptidealring ist, können
wir diese Menge bestimmen. Das wichtige Ergebnis ist Satz 2.20, der den sogenann-
ten indeﬁniten Teil von H1(c2,GL2(O)) beschreibt. Am Ende des Kapitels führen wir
dann die Hauptkongruenzuntergruppen Γn(q) ⊂ GLn(O) ein und zeigen, dass diese für
q ≥ 3 torsionsfrei sind. Die Gruppen Γn(q)∩SLn(O) werden unsere wichtigsten Beipiele
für torsionsfreie, τ -invariante Normalteiler der SLn(O) sein. Wir werden außerdem eine
Abschätzug für den Index dieser Gruppen herleiten (Lemma 2.30).
Kapitel drei widmet sich dann den geometrischen Eigenschaften der untersuchten
Gruppen. Dazu müssen wir die Involution τ : SLn(H)→ SLn(H) zunächst auf der Grup-
pe der reellen Punkte fortsetzen. Die auftretenden Gruppen sind bekannte halbeinfache
zusammenhängende Lie Gruppen, nämlich SL2n(R) und SLn(H). Wir deﬁnieren was ein
symmetrischer Raum ist und werden sehen, dass X = KG die Struktur eines symme-
trischen Raumes trägt, wenn G eine halbeinfache zusammenhängende Lie Gruppe und
K die Fixpunktgruppe einer Cartan Involution ist. Danach erklären wir, wie Wirkungen
auf G isometrische Wirkungen auf X induzieren. Dies werden wir verwenden, um zu zei-
gen, dass τ eine isometrische Wirkung auf dem symmetrischen Raum induziert. Wie wir
sehen werden, kann man diese Wirkung mit Kozykeln fürH1(c2,SLn(H)) verdrehen und
erhält wieder eine isometrische Wirkung. Wir werden dann die Struktur der Fixpunkt-
mannigfaltigkeiten X(b) aller verdrehten Wirkungen von τ bestimmen. Schlussendlich
untersuchen wir dann die Wirkung eines torsionsfreien Normalteilers Γ ⊂ SL2(O) aufX,
sowie die durch τ induzierte Wirkung auf XupslopeΓ. Wir sind dann in der Lage mit der Me-
thode von Rohlfs den Raum (XupslopeΓ)
c2 in seine Zusammenhangskomponenten zu zerlegen,
sowie die Struktur dieser Komponenten zu bestimmen.
Wir haben uns bemüht eine klare und verständliche Notation zu verwenden. Sollte
es dennoch Unklarheiten geben, so könnte die Liste verwendeter Notationen im Anhang
B hilfreich sein.
Die Idee zu dieser Arbeit kommt von Herrn Prof. Schwermer, dem ich für seine
Unterstützung und sein reichhaltiges Hintergrundwissen herzlich danken möchte.

KAPITEL 1
Quaternionenalgebren und quaternionische Formen
1. Quaternionenalgebren
In diesem Abschnitt wollen wir zunächst erklären, was eine Quaternionenalgebra
ist, und werden dann grundlegende Eigenschaften herleiten. Viele Tatsachen werden
allerdings ohne Beweis angeführt. Genaueres zu Quaternionenalgebren ﬁndet man zum
Beispiel bei Vignéras [14]. Später werden wir dann hermitesche Formen auf Vektor-
räumen über Quaternionenalgebren betrachten. Im Folgenden sei K immer ein Körper,
dessen Charakteristik nicht zwei ist.
1.1. Konstruktion von Quaternionenalgebren. Ist R ein kommutativer Ring
mit Eins und ist σ : R → R ein Endomorphismus von R, so bezeichne R[X]σ den




i mit ai ∈ R zusammen mit der oﬀensichtlichen Addition

















Klarerweise bildet R[X]σ einen (i.A. nicht kommutativen) Ring mit Eins.
Diese Konstruktion macht es uns nun einfach, Quaternionenalgebren zu konstruie-
ren. Seien dazu a, b ∈ K×. Sei außerdem R = K[X] der (gewöhnliche) Polynomring
über K. Wir betrachten den K-Endomorphismus σ : K[X] → K[X] mit σ(X) = −X.
Weiter betrachten wir den Quotientenring L = K[X]/〈X2−a〉. Hier bezeichnet 〈X2−a〉
das von X2 − a erzeugte Ideal in K[X]. Wie man leicht sieht, ist L = K ⊕ Ki, wo-
bei i die Klasse von X in L bezeichne. Es gilt i2 = a. Da σ das Polynom X2 − a
fest lässt, faktorisiert σ zu σ¯ : L → L. Genauer ist hier σ¯(u + iv) = u − iv für alle
u, v ∈ K. Wie oben eingeführt, sei nun L[Y ]σ¯ der Schiefpolynomring zu L bezüglich σ¯.
Die Quaternionenalgebra Q(a, b|K) ist deﬁniert durch
Q(a, b|K) := L[Y ]σ¯/〈Y 2 − b〉.
Hier bezeichnet 〈Y 2− b〉 das von Y 2− b erzeugte zweiseitige Ideal. Da allerdings Y 2− b
im Zentrum von L[Y ]σ¯ liegt, stimmt dieses mit dem von Y 2 − b erzeugten Links- bzw.
Rechtsideal überein. Es bezeichne j ∈ Q(a, b|K) die Klasse von Y . Wie man sieht,
besitzt Q(a, b|K) eine direkte Summenzerlegung
Q(a, b|K) = L⊕ Lj = K ⊕Ki⊕Kj ⊕Kij
mit i2 = a, j2 = b und ji = −ij, sowie jz = σ¯(z)j für alle z ∈ L. Q(a, b|K) ist eine
4-dimensionale K-Algebra, denn K liegt in L und ist invariant unter σ¯. Folglich liegt
K also auch im Zentrum von L[Y ]σ¯ .
Definition 1.1. Eine Quaternionenalgebra ist eine K-Algebra, welche zu einer der
konstruierten Algebren Q(a, b|K) mit a, b ∈ K× isomorph ist.
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Bemerkung 1.2. In dieser Konstruktion der Quaternionenalgebren scheint es eine
Asymmetrie bezüglich a und b zu geben, dies ist aber nicht der Fall. Man kann sich
überlegen, dassQ(a, b|K) = K[X][Y ]σ/〈X2−a, Y 2−b〉 gilt. In dieser Darstellung spielen
a und b vertauschbare Rollen, denn es gilt K[X][Y ]σ = K[X,Y ]−, wobei K[X,Y ]− der
Polynomring in zwei antikommutierenden Variablen (XY = −Y X) sei. Man sieht somit
Q(a, b|K) ∼= Q(b, a|K).
Mit dieser Bemerkung ist auch klar, dass die Elemente a und b nicht eindeutig sind.
Es gilt übrigens auch Q(a, b|K) ∼= Q(au2, bv2|K) für alle u, v ∈ K×. Folgendes Lemma
ist sehr nützlich, um zu erkennen ob eine gegebene Algebra eine Quaternionenalgebra
ist (vgl. [4, S.301]).
Lemma 1.3. Ist A eine 4-dimensionale K-Algebra mit einer Basis e1, e2, e3, e4 über
K, sodass gilt e1 = 1, e22 = a, e
2
3 = b und e4 = e2e3 = −e3e2, dann gilt A ∼= Q(a, b|K).
Beweis. Wegen e2e3 = −e3e2 existiert ein eindeutiger Homomorphismus von K-
Algebren ϕ : K[X,Y ]− → Amit ϕ(X) = e2 und ϕ(Y ) = e3. Dieser ist surjektiv, da e4 =
e2e3 gilt und e1, e2, e3, e4 eine Basis von A ist. Da das (zweiseitige) Ideal 〈X2−a, Y 2−b〉
im Kern von ϕ liegt, erhalten wir einen K-Homomorphismus ϕ¯ : Q(a, b|K)→ A. Dieser
ist surjektiv und aus Dimensionsgründen auch injektiv. 
1.2. Quaternionenalgebren sind zentral einfach. Die gerade gegebene Kon-
struktion von Quaternionenalgebren verbirgt die eigentliche Natur dieser Algebren. Wir
wollen in diesem Abschnitt kurz erläutern, warum Quaternionenalgebren genau die zen-
tralen einfachen K-Algebren der Dimension 4 sind.
Zunächst bemerken wir, dass die Algebra M2(K) der 2 × 2-Matrizen eine Qua-




















. Diese Elemente erfüllen die Relatio-
nen aus Lemma 1.3 mit a = b = 1. Wir schließen daraus Q(1, 1|K) ∼= M2(K). Damit
können wir die für uns interessante Proposition beweisen.
Proposition 1.4. Die Quaternionenalgebren sind genau die zentralen einfachen
K-Algebren der Dimension vier.
Beweis. Sei H = Q(a, b|K) eine Quaternionenalgebra. H ist zentral, denn ist x =
x0 + x1i+ x2j + x3ij im Zentrum, so vertauscht x mit i und j, d.h. [i, x] = ix− xi = 0
und [j, x] = jx− xj = 0. Rechnet man dies aus, so ergibt sich
0 = ix− xi = 2x2ij + 2ax3j , 0 = jx− xj = −2x1ij − 2bx3i.
Man schließt also x1 = x2 = x3 = 0 und damit x ∈ K. Klarerweise liegt K im Zentrum
von H, weil wir schon festgestellt haben, dass H eine K-Algebra ist. Also ist H zentral.
Die Einfachheit von H folgt auf ähnliche Weise. Ist I 6= (0) ein zweiseitiges Ideal und
x 6= 0 aus I, so kann man durch zweifaches Kommutator nehmen mit i,j bzw. ij zeigen,
dass I eine Einheit enthält. Details ﬁndet man in Jantzen, Schwermer [4, S.302].
Sei nun S eine zentrale, einfache K-Algebra der Dimension vier. Wir wollen zeigen,
dass S eine Quaternionenalgebra ist. Nach dem Struktursatz von Wedderburn (siehe
z.B. Jantzen, Schwermer [4, S.315, Satz 5.1]) gibt es eine ganze Zahl s und eine zentrale
K-Divisionsalgebra D, sodass S ∼= Ms(D) gilt. Wegen dimK S = 4 = s2 dimK D gilt
s = 1 oder s = 2.
Ist s = 2, so ist S ∼=M2(K) ∼= Q(1, 1|K), also eine Quaternionenalgebra.
Ist s = 1, so ist S = D eine Divisionsalgebra. Unter Verwendung von [4, S.325, Satz
7.9] erhalten wir einen strikt maximalen Teilkörper L von D, sodass L/K eine separable
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Körpererweiterung ist. In unserem Fall ist L/K sogar eine Galoiserweiterung, weil es
sich um eine quadratische Erweiterung handelt. Sagen wir L = K(
√
a) für ein a ∈ K×,
und sei σ : L→ L der nicht-triviale Galoisautomorphismus. Notieren wir mit ι : L ↪→ D
die Inklusion von L in D und betrachten wir den K-Algebrenhomomorphismus ι ◦ σ :
L → D. Da L eine einfache und D eine zentral einfache Algebra über K ist, existiert
nach dem Satz von Skolem und Noether [4, S.320, Satz 6.1] eine Einheit j ∈ D×, sodass
σ(x) = jxj−1
für alle x ∈ L gilt. Es gilt natürlich j /∈ L, weil σ nicht die Identität auf L ist und damit
D = L ⊕ Lj. Und wegen σ2 = idL ist j2 ∈ L×. Wendet man nun σ auf j2 an, so sieht
man σ(j2) = j2, also sogar j2 = b ∈ K×. Setzt man nun i = √a ∈ L, so ist 1, i, j, ij eine
K-Basis von D und mit Lemma 1.3 folgt, dass D eine Quaternionenalgebra ist. 
Korollar 1.5. Jede Quaternionenalgebra ist entweder isomorph zu M2(K) oder
eine Divisionsalgebra.
Es ist relativ einfach zu überprüfen, ob eine Quaternionenalgebra Q(a, b|K) eine
Divisionsalgebra ist. Folgendes Kriterium ﬁndet sich z.B. bei Vignéras [14, S.11,Cor.3.2].
Proposition 1.6. Sei H = Q(a, b|K) mit a, b ∈ K×. Folgende Aussagen sind
äquivalent
(1) H ist isomorph zu M2(K)
(2) Die quadratische Form q(x, y, z) = ax2 + by2 − z2 ist isotrop1 über K.
(3) Es gibt x, y ∈ K mit ax2 + by2 = 1
So sieht man beispielsweise, dass Quaternionenalgebren der Form Q(a, b|Q) mit
negativen a und b immer Divisionsalgebren sind.
1.3. Konjugation, Norm und Spur. Sei H = Q(a, b|K) eine Quaternionenal-
gebra. Die oben betrachtete Abbildung σ¯ : L → L heißt Konjugation auf L. Diese
notieren wir im Weiteren mit x := σ¯(x). Es gilt also u+ vi = u− vi. Diese Konjugation
wollen wir nun auf die Quaternionenalgebra H ausdehnen. Ist x = w1 + w2j ∈ H mit
w1, w2 ∈ L so deﬁnieren wir
x = w1 − w2j.
Dies deﬁniert eine Abbildung von H nach H: die Konjugation auf H.
Lemma 1.7. Die Konjugation auf H ist ein involutiver Antiautomorphismus, d.h.
es gilt x+ y = x+ y, xy = y x und x = x für alle x, y ∈ H.
Beweis. Die Additivität der Konjugation ist klar, ebenso x = x. Betrachten wir
also x = w1 + w2j und y = v1 + v2j aus H. Dann gilt
xy = (w1v1 + bw2v2) + (w2v1 + w1v2)j
und damit erhält man
xy = (v1 w1 + bv2w2)− (w2v1 + w1v2)j = (v1 − v2j)(w1 − w2j) = y x

1Isotrop bedeutet hier, dass eine nicht-triviale Lösung der Gleichung q(x, y, z) = 0 mit x, y, z in K
existiert.
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Man überlegt sich leicht, wie die Konjugation bezüglich der Zerlegung H = K ⊕
Ki ⊕Kj ⊕Kij aussieht. Es gilt für x = x0 + x1i + x2j + x3ij mit x0, x1, x2, x3 ∈ K
nämlich x = x0 − x1i− x2j − x3ij.
Wichtig für das Arbeiten mit Quaternionenalgebren sind zwei Abbildungen von H
nach K: Die (reduzierte) Norm und die (reduzierte) Spur. Wir deﬁnieren für x ∈ H die
Norm n(x) und die Spur t(x) von x durch:
n(x) = xx , t(x) = x+ x.
Lemma 1.8. Für alle x ∈ H liegen n(x) und t(x) in K, wobei wir hier K mit dem
Bild der natürlichen Einbettung K ↪→ H, deﬁniert durch k 7→ k ·1, identiﬁzieren. Weiter
gilt n(xy) = n(x)n(y) für alle x, y ∈ H und die Spur t ist K-linear.
Beweis. Ist x = x0 + x1i+ x2j + x3ij aus H, so zeigt man durch Rechnung
n(x) = x20 − ax21 − bx22 + abx23 , t(x) = 2x0,
damit ist klar, dass Norm und Spur in K liegen. Ebenso folgt sofort, dass die Spur
K-linear ist. Die Multiplikativität der Norm folgt nun aus der Tatsache, dass K im
Zentrum von H liegt, denn es ist
n(xy) = xyxy = xyy x = xn(y)x = n(x)n(y),
wobei im letzten Schritt n(y) mit x vertauscht wird. 
Die Spur liefert zusätzlich eine nicht-degenerierte Bilinearform auf H.
Lemma 1.9. Die Abbildung 〈·, ·〉H × H → K, deﬁniert durch 〈x, y〉 := t(xy), ist
K-bilinear und nicht-degeneriert.
Beweis. Aufgrund der Linearität der Spur-Abbildung: t : H → K ist die Bilinea-
rität leicht einzusehen. Sei nun x ∈ H mit 〈x, y〉 = 0 für alle y ∈ H. Wir werden x = 0
zeigen. Schreibe x = x0 + x1i+ x2j + x3ij. Man sieht leicht, dass gilt
0 = t(x1) = 2x0
0 = t(xi) = 2ax1
0 = t(xj) = 2bx2
0 = t(xij) = −2abx3.
Nun kann man sofort x = 0 schließen, da wir immer a, b 6= 0 und char(K) 6= 2 voraus-
setzen. 
1.4. Quaternionenalgebren über Zahlkörpern. Wir interessieren uns vor al-
lem für Quaternionenalgebren über algebraischen Zahlkörpern, das heißt über endlichen
algebraischen Erweiterungen von Q. Wir wollen in diesem Abschnitt dazu wichtige Re-
sultate ohne Beweis zitieren.
Bemerkung 1.10. Ist K ein beliebiger Körper von Charakteristik ungleich zwei
und ist F/K eine Körpererweiterung, so sieht man mit Lemma 1.3 leicht, dass gilt
Q(a, b|K)⊗K F ∼= Q(a, b|F ).
Dies kann man verwenden, um eine Quaternionenalgebra an ihren verschiedenen
Stellen zu betrachten. Wichtig dabei ist, dass es an den lokalen Stellen nur sehr wenige
verschiedene Quaternionenalgebren gibt. Nachstehender nützlicher Satz ﬁndet sich z.B.
bei Vignéras [14, S.31].
1. QUATERNIONENALGEBREN 9
Theorem 1.11 (Klassiﬁkation von Quaternionenalgebren auf lokalen Körpern). Ist
K 6= C ein lokaler Körper (z.B. R oder eine endliche Erweiterung von Qp), so gibt es
bis auf Isomorphie genau eine Quaternionenalgebra über K, die Divisionsalgebra ist.
Beispielsweise ist über den reellen Zahlen R diese eindeutige quaternionische Divisi-
onsalgebra gerade der Schiefkörper H = Q(−1,−1|R) der Hamiltonschen Quaternionen.
Über dem Körper der komplexen Zahlen C istM2(C) (bis auf Isomorphie) die einzige
Quaternionenalgebra, weil C algebraisch abgeschlossen ist. Dies folgt aus der Tatsache,
dass über algebraisch abgeschlossenen Körpern jede endlich dimensionale Divisionsal-
gebra schon isomorph zum Körper selbst ist (siehe [4, S.306]).
Sei nun K ein algebraischer Zahlkörper. Wir bezeichnen mit V die Menge der Stel-
len von K, mit V∞, bzw. Vf bezeichnen wir die Menge der archimedischen, bzw. nicht
archimedischen Stellen. Ist v ∈ V eine Stelle, so notieren wir mit Kv die Vervollständi-
gung von K an dieser Stelle. Die Einbettung von K in die Vervollständigung Kv nennen
wir σv : K → Kv.
Definition 1.12. IstH eine Quaternionenalgebra überK und v ∈ V eine Stelle von
K, so sagen wir H zerfällt an der Stelle v, falls H⊗KKv ∼=M2(Kv). Sonst sagen wir H
verzweigt in v. In diesem Fall ist H ⊗K Kv der eindeutige quaternionische Schiefkörper
über Kv.
Die Menge aller Stellen an denen H verzweigt, bezeichnen wir mit Ram(H). Auch
die Quaternionenalgebren über Zahlkörpern sind vollständig klassiﬁziert. Den folgenden
Satz ﬁndet man in [14, S.74].
Theorem 1.13. Für jede Quaternionenalgebra H über einem Zahlkörper K besteht
die Menge Ram(H) aus einer endlichen, geraden Anzahl von Stellen. Umgekehrt gibt
es für jede endliche Menge von Stellen S ⊆ V mit gerader Kardinalität |S|, eine bis auf
Isomorphie eindeutige Quaternionenalgebra H über K, sodass S = Ram(H) gilt.
Wenn wir im nächsten Abschnitt Vektorräume und hermitesche Formen auf sol-
chen Vektorräumen betrachten, wird die Normabbildung eine wichtige Rolle spielen.
Die wichtige Frage wird sein: Welche Werte nimmt die Normabbildung n : H → K an?
Diese Frage wird mit folgendem sehr nützlichen Resultat beantwortet.
Theorem 1.14 (Normensatz von Hasse, Schilling und Maass). Sei H eine Quater-
nionenalgebra über einem algebraischen Zahlkörper K. Ein Element y ∈ K× liegt genau
dann im Bild der Normabbildung n : H → K, wenn für alle reellen Stellen v ∈ Ram(H)
das Bild von y unter der Einbettung σv : K ↪→ R positiv ist.
Dieser Satz gilt auch allgemein für zentrale einfache Algebren, wobei die Normab-
bildung dann die reduzierte Norm ist. Einen Beweis ﬁndet man bei Vignéras [14, S.80,
Thm. 4.1] für Quaternionenalgebren und allgemein für zentrale einfache Algebren bei
Reiner [7, S.289, Thm. 33.15].
Beispiel 1.15. Wir wollen den Satz in einigen einfachen Fällen zur Anwendung
bringen. Sei zunächst K = Q und H/Q eine Quaternionenalgebra. Der Körper Q hat
genau eine reelle Stelle, wir müssen also zwei Fälle unterscheiden.
• Ist H ⊗QR ∼= H, so ist n(H) = Q+ die Menge der positiven rationalen Zahlen.
• Ist H ⊗Q R ∼=M2(R), so gilt n(H) = Q.
Ist K ein algebraischer Zahlkörper, der keine reellen Einbettungen besitzt (z.B. Q(i)),
so ist für jede Quaternionenalgebra über K das Bild der Normabbildung ganz K.
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2. Quaternionische Formen und Vektorräume
Wir wollen uns in diesem Abschnitt mit Vektorräumen über quaternionischen Schief-
körpern und quaternionischen Formen auf diesen beschäftigen. Sei K ein Körper2 und
sei H immer eine Quaternionen-Divisionsalgebra über K.
2.1. Quaternionische Vektorräume. Wir betrachten jetzt endlich dimensionale
H-Rechtsvektorräume, die wir quaternionische Vektorräume nennen wollen. Es sei kurz
erwähnt, dass für Rechtsvektorräume über Divisionsalgebren beinahe alle grundlegen-
den Ergebnisse der linearen Algebra erhalten bleiben. Es gibt insbesondere Basen und
Vektorraumkomplemente für jeden Untervektorraum. Jeder H-Rechtsvektorraum E ist
in natürlicher Weise auch ein K-Vektorraum und es gilt dimK E = 4dimH E. Sind E
und F zwei quaternionische Vektorräume, so bezeichnen wir mit HomH(E,F ) die Men-
ge der H-Vektorraumhomomorphismen von E nach F . HomH(E,F ) ist in natürlicher
Weise eine abelsche Gruppe. Denn sind ϕ,ψ ∈ HomH(E,F ), so auch die Abbildung
ϕ+ ψ, deﬁniert durch (ϕ+ ψ)(v) := ϕ(v) + ψ(v) für alle v ∈ E. Im Spezialfall F = H
wird HomH(E,H) sogar ein H-Linksvektorraum, indem man für ϕ ∈ HomH(E,H)
und a ∈ H das Produkt aϕ deﬁniert durch (aϕ)(v) := aϕ(v) für alle v ∈ E. Die-
sen H-Linksvektorraum E∗ = HomH(E,H) nennen wir den Dualraum von E. Es gilt
dimH E = dimH E∗, weil wir (wie im Falle von Vektorräumen über Körpern) zu einer
gegebenen Basis von E eine duale Basis in E∗ ﬁnden können.
Ist V ein H-Linksvektorraum, so kann man diesen leicht zu einen Rechtsvektorraum
über H machen, indem man v · a := av setzt für alle v ∈ V und a ∈ H. Wir wollen auf
diese Weise den Dualraum E∗ eines quaternionischen Vektorraumes E selbst wieder als
quaternionischen Vektorraum auﬀassen.
2.2. Basen und Matrix-Algebren. Seien E und F quaternionische Vektorräu-
me. Wie im kommutativen Fall können wir, nach Wahl von Basen für E und F , Vek-
torraumhomomorphismen E → F als Matrizen darstellen. Seien E = (e1, . . . , en) und
F = (f1, . . . , fm) geordnete H-Basen von E bzw. F . Wir erhalten einen Isomorphismus
φE : E
'→ Hn durch ∑ni=1 eiai 7→ (a1, . . . an)T . Und analog erhält man φF : F → Hm
für F . Ist also ϕ ∈ HomH(E,F ), so können wir diesen Homomorphismus bzgl. der
Basen E und F als Matrix schreiben. Man schreibt ϕ(ej) =
∑m
i=1 ficij und setzt
C = (cij) ∈M(m×n)(H). Dann gilt φF (ϕ(v)) = CφE(v) für alle v ∈ E.
Wir wollen uns nun die MengeMn(H) aller n×nMatrizen über H genauer anschau-
en. Da H eine zentrale einfache K-Algebra ist, ist auch Mn(H) eine zentrale einfache
K-Algebra, denn Mn(H) ∼= H ⊗K Mn(K), und Tensorprodukte zentraler einfacher K-
Algebren sind zentral einfach (siehe z.B. [4, S. 314]). Die Multiplikation auf Mn(H)
ist dabei die gewöhnliche Multiplikation von Matrizen. Die Gruppe der Einheiten in
Mn(H) bezeichnen wir mit GLn(H). Im Allgemeinen gibt es für Matrizen über nicht-
kommutativen Ringen keine sinnvolle Deﬁnition für die Determinante. In unserem Fall
ﬁnden wir aber einen nützlichen Ersatz, was wir der Tatsache verdanken, dass Mn(H)
zentral einfach über K ist. Holen wir dazu etwas weiter aus:
Sei A eine zentrale, einfache, endlich dimensionaleK-Algebra. So gibt es bekanntlich
einen Erweiterungskörper L von K welcher A zerfällt, d.h. A ⊗K L ∼= Ms(L) für eine
natürliche Zahl s. Sei also ψ : A⊗K L '→ Ms(L) eine solche Zerfällung. Wir deﬁnieren
für alle x ∈ A die reduzierte Norm nrdA/K(x) durch nrdA/K(x) = det(ψ(x⊗ 1)) und die
reduzierte Spur trA/K(x) = tr(ψ(x⊗ 1)). Nach [7, Thm. 9.3, S.113] ist diese Deﬁnition
2Wie immer gelte char(K) 6= 2.
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unabhängig vom gewählten Zerfällungskörper L und unabhängig von der gewählten
Zerfällung ψ. Außerdem nehmen reduzierte Norm und Spur nur Werte inK an. Wie man
leicht sieht, ist die reduzierte Spur K-linear und die reduzierte Norm ist multiplikativ.
Außerdem ist die Gruppe der Einheiten in A gegeben durch
A× = { x ∈ A | nrdA/K(x) 6= 0 }.
Bemerkung 1.16. Die auf der Quaternionenalgebra H deﬁnierte Norm n bzw. Spur
t sind genau die reduzierte Norm bzw. reduzierte Spur, wenn man H als zentral einfache
K-Algebra betrachtet.
Die reduzierte Norm auf Mn(H) wird uns als Ersatz für die Determinante dienen.
Wir wollen sie kurz mit nrd statt nrdMn(H)/K notieren. Nach den gerade gefundenen
Eigenschaften der reduzierten Norm gilt also:
GLn(H) = {X ∈Mn(H) | nrd(X) 6= 0 }.
Außerdem liefert uns die reduzierte Norm einen Gruppenhomomorphismus
nrd : GLn(H)→ K×.
Bemerkung 1.17. Sei L eine Körpererweiterung von K. Wegen Mn(H) ⊗K L ∼=
Mn(H ⊗K L) zerfällt Mn(H) über L genau dann, wenn H über L zerfällt. Ist K ein
algebraischer Zahlkörper, so verwenden wir den Normensatz von Hasse, Schilling und
Maass in seiner allgemeinen Version für zentral einfache Algebren (siehe [7, S.289, Thm.
33.15]) um zu schließen, dass die reduzierte Norm nrd aufMn(H) genau dieselben Werte
annimmt, wie die Norm n der Quaternionenalgebra H.
Wir wollen jetzt mit Hilfe der Konjugation auf H einen involutiven Antiauto-
morphismus auf Mn(H) ﬁnden. Sei zunächst C ∈ M(m×n)(H), wir bezeichnen mit
C∗ := CT ∈ M(n×m)(H) die Matrix, die man erhält, indem man alle Einträge von C
konjugiert und anschließend die Matrix transponiert. Genauer: Der i-j-te Eintrag von
C∗ ist C∗ij = Cji. Dieselbe Notation wollen wir auch für Vektoren in H
n verwenden,
wobei wir diese immer als Spaltenvektoren auﬀassen.
Lemma 1.18. Für beliebige Matrizen C ∈ M(m×n)(H) und D ∈ M(n×k)(H) gilt
(CD)∗ = D∗C∗, sowie (C∗)∗ = C. Insbesondere deﬁniert die Abbildung
·∗ :Mn(H)→Mn(H) mit C 7→ C∗
einen involutiven Antiautomorphismus auf Mn(H).
Beweis. Seien C ∈M(m×n)(H) und D ∈M(n×k)(H) gegeben.
Für alle i ∈ {1, . . . , k} und j ∈ {1, . . . ,m} gilt













Damit folgt die Behauptung, denn für C,D ∈ Mn(H) sind (C + D)∗ = C∗ + D∗ und
(C∗)∗ = C oﬀensichtlich. 
Diesem Lemma liegt ein allgemeines Prinzip zu Grunde: Eine Involution - oder
involutiver Antiautomorphismus, wie wir etwas pedantisch sagen - auf einer Algebra
A lässt sich immer zu einer Involution auf der Matrixalgebra Mn(A) fortsetzen, indem
man sie mit der Transposition kombiniert.
Im Weiteren wollen wir noch einige nützliche Eigenschaften der reduzierten Norm
auf Mn(H) herleiten. Dazu werden wir eine Zerfällung von Mn(H) explizit angeben.
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2.2.1. Reduzierte Norm und Zerfällung. Wir betrachten eine Quaternionenalgebra
H = Q(a, b|K), die nicht isomorph zu M2(K) sei. Dann ist das Polynom X2 − a irre-
duzibel über K, wie man z.B. durch Proposition 1.6 sieht. Setze
L = K(
√
a) ∼= K[X]/ 〈X2 − a〉 .
Die Algebra H zerfällt über L, denn H ⊗K L ∼= Q(a, b|L) ∼= M2(L). Man kann eine
Zerfällung z nun explizit angeben, indem man Lemma 1.3 verwendet.
z :H ⊗K L → M2(L)
i⊗ 1 7→ (√a 0
0 −√a
)
j ⊗ 1 7→ ( 0 b1 0 )
Damit erhält man














Wie wir bei der Konstruktion von Quaternionenalgebren gesehen haben, giltH = L⊕Lj
mit j2 = b und jz = zj für alle z ∈ L. Verwendet man dies, so erhält man eine einfachere
Formel, die man sich leicht merken kann:






Dies werden wir benutzen, um eine Zerfällung von Mn(H) zu konstruieren, welche sich
noch als nützlich erweisen wird. Dazu verknüpfen wir mehrere einfache Isomorphismen.
Mn(H)⊗K L '→ Mn(H ⊗K L) '→ Mn(M2(L)) '→ M2(Mn(L)) '→ M2n(L)
Der zweite Isomorphismus ist dabei der von der Zerfällung z induzierte. Nun müssen wir
nur nachvollziehen, was dies für eine Matrix A = (akl)nk,l=1 ergibt. Sei dazu A = B+Cj
mit B,C ∈ Mn(L) , also akl = bkl + cklj mit bkl, ckl ∈ L. Lassen wir also A ⊗ 1 obige
Folge von Isomorphismen durchlaufen:
















Wir werden auch diese Zerfällung mit z notieren. Des Weiteren erhalten wir eine Formel






Lemma 1.19 (Eigenschaften der reduzierten Norm). Sei nrd : Mn(H) → K die
reduzierte Norm auf der zentralen einfachen K-Algebra Mn(H). Es gilt für alle A =
B + Cj ∈Mn(H):
(1) nrd(A∗) = nrd(A).
(2) Ist D = diag(ω1, . . . , ωn) eine Diagonalmatrix, so ist nrd(D) =
∏n
i=1 n(ωi).
(3) Ist ω ∈ H, dann gilt nrd(ωA) = n(ω)nnrd(A).









, wobei 1n hier die Einheitsmatrix in
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Damit folgt die Behauptung, denn es gilt
nrd(A∗) = det(z(A∗)) = det(uz(A∗)u−1) = det(z(A)T ) = nrd(A).
Zu (2): Aufgrund der Multiplikativität der reduzierten Norm nrd genügt es die Be-
hauptung für Matrizen der Form D = diag(ω, 1, . . . , 1) zu zeigen. Dies sieht man aber
leicht ein, denn durch umsortieren erhält man
nrd(D) = det







 = xx− byy = n(ω)
wobei ω = x+ yj mit x, y ∈ L sei.
Zu (3): Dies folgt sofort mit (2), denn nrd(ωA) = nrd(ω1n)nrd(A). 
Wir werden uns später hauptsächlich mit dem Fall n = 2 befassen. Deshalb wollen
wir nun eine explizite Formel für die reduzierte Norm nrd :M2(H)→ K herleiten.




mit x, y, z, w ∈ H.
Dann gilt
nrd(A) = n(x)n(w) + n(y)n(z)− t(zxyw).
Beweis. Der Beweis ist lediglich eine längere Rechnung. Man schreibt x = x1+x2j,




x1 z1 bx2 bz2
y1 w1 by2 bw2
x2 z2 x1 z1
y2 w2 y1 w1
 .
Zunächst erhält man (z.B. durch Entwicklung an der ersten Spalte) 24 Terme:
nrd(A) = x1
(












by2z1z1 + b2x2w2z2 + bw1z2x1 − b2y2z2z2 − bw1x2z1 − bw2z1x1
)
Nun sortiert man alle Terme heraus die Produkt zweier Normen sind, z.B. x1x1w1w1,
und ordnet die anderen Terme schön an. Man erhält
nrd(A) = n(x1)n(w1)− bn(w2)n(x1)− bn(y1)n(z2) + n(y1)n(z1)
+ b2n(x2)n(w2)− bn(w1)n(x2)− bn(z1)n(y2) + b2n(z2)n(y2)
+ x1z1(by2w2 − y1w1) + bx1z2(w2y1 − y2w1)
− y1w1(z1x1 − bx2z2)− by1w2(x2z1 − z2x1)
+ bx2z1(y2w1 − w2y1) + bx2z2(w1y1 − by2w2)
− by2w2(bx2z2 − x1z1)− by2w1(z2x1 − x2z1)
Wegen n(x) = n(x1)− bn(x2) erhält man aus den ersten zwei Zeilen genau n(x)n(w) +
n(z)n(y). Durch weiteres Ausklammern erhält man aus den letzten vier Zeilen noch
t
(
b(x1z2 − z1x2)(w2y1 − y2w1) + (x1z1 − bz2x2)(by2w2 − w1y1)
)
. Wie man leicht nach-
rechnet ist dieser Ausdruck genau −t(zxyw). Dies beendet den Beweis. 
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2.3. Quaternionische Formen. Im Folgenden werden wir hermitesche Formen
auf quaternionischen Vektorräumen betrachten. Dazu ﬁxieren wir eine Quaternionen-
algebra H. Alle quaternionischen Vektorräume in diesem Abschnitt sind Vektorräume
über dieser Divisionsalgebra H.
Definition 1.21. Sei E ein quaternionischer Vektorraum. Eine quaternionische
Form auf E ist eine Abbildung b : E × E → H, die folgende Eigenschaften besitzt:
(1) b(u+ v, w) = b(u,w) + b(v, w) und b(u, v + w) = b(u, v) + b(u,w),
(2) b(u, vx) = b(u, v)x und b(ux, v) = xb(u, v),
(3) b(u, v) = b(v, u),
für alle u, v, w ∈ E und x ∈ H.
Jede quaternionische Form b : E × E → H induziert einen Homomorphismus bˆ :
E → E∗ quaternionischer Vektorräume durch bˆ(v)(w) := b(v, w). Die Additivität von
bˆ folgt aus Eigenschaft (1) von b. Um bˆ(va) = bˆ(v)a einzusehen für a ∈ H und v ∈ E,
ist es wichtig zu beachten, dass wir E∗ als Rechtsvektorraum auﬀassen. Es gilt also
bˆ(va)(u) = b(va, u) = ab(v, u) = (abˆ(v))(u) = (bˆ(v) · a)(u).
Definition 1.22. Wir nennen eine quaternionische Form b : E × E → H nicht-
degeneriert, falls die induzierte Abbildung bˆ : E → E∗ ein Isomorphismus ist.
Aus der Gleichheit der Dimensionen von E und E∗ folgt sofort, dass b nicht-
degeneriert ist, sobald bˆ injektiv oder surjektiv ist. Ein Paar (E, b), bestehend aus einem
quaternionischen Vektorraum E und einer quaternionischen Form b : E ×E → H, nen-
nen wir ab sofort einfach quaternionischer Raum. Ist F ⊆ E ein Untervektorraum, so
bezeichnen wir mit b|F die Restriktion von b auf F × F . Die Restriktion ist klarerweise
eine quaternionische Form auf F .
Wie im klassischen Fall können wir, nach Wahl einer Basis für E, eine quaternioni-
sche Form durch eine Matrix beschreiben. Sei E = (e1, . . . , en) eine geordnete H-Basis
von E und sei b : E × E → H eine quaternionische Form, so erhalten wir eine Matrix
BE = (bij)ni,j=1 ∈ Mn(H) deﬁniert durch bij = b(ei, ej). Aufgrund von Eigenschaft (3)
von b gilt bij = bji, d.h. B∗E = BE . Wir nennen eine solche Matrix hermitesch. Sei au-
ßerdem φ : E '→ Hn der durch die Basis E gegebene Isomorphismus, so gilt für alle
u, v ∈ E die Gleichung
b(u, v) = φ(u)∗ BE φ(v).
Dies sieht man leicht ein, indem man u und v in der Basis E entwickelt. Ist umgekehrt
B ∈Mn(H) eine hermitesche Matrix, so deﬁniert b(u, v) := u∗Bv eine quaternionische
Form aufHn. Die Eigenschaften (1) und (2) aus Deﬁnition 1.21 sind oﬀensichtlich erfüllt,
weil die Konjugation ein Antiautomorphismus ist. Die Gleichheit b(u, v) = b(v, u) folgt
durch folgende Rechnung
b(v, u) = b(v, u)∗ = (v∗ B u)∗ = u∗ B∗ v = u∗ B v.
Hier verwendet man Lemma 1.18 und die Voraussetzung B hermitesch. Diese Form
b auf Hn, die von der hermiteschen Matrix B deﬁniert wird, werden wir künftig mit
〈·, ·〉B notieren. Ist B = I die Einheitsmatrix, so nennen wir 〈u, v〉I = 〈u, v〉 = u∗ v die
Standardform auf Hn. Des Weiteren stellt man leicht fest, dass die Form 〈·, ·〉B genau
dann nicht-degeneriert ist, wenn B invertierbar ist.
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2.4. Klassiﬁkation quaternionischer Räume.
Definition 1.23. Zwei quaternionische Räume (E, b) und (F, c) heißen isometrisch,
wenn es einen Isomorphismus ϕ : E → F von H-Rechtsvektorräumen gibt, sodass
c(ϕ(u), ϕ(v)) = b(u, v)
für alle u, v ∈ E gilt.
Wir möchten nun die Gesamtheit der quaternionischen Räume klassiﬁzieren. Das
heißt, wir wollen eine Beschreibung aller Klassen isometrischer Räume geben. Dazu
verfahren wir analog zur Klassiﬁkation von symmetrischen Bilinearformen auf reellen
Vektorräumen. Zunächst führen wir noch etwas Notation ein. Sei (E, b) ein quaternioni-
scher Raum. Zwei Vektoren u, v ∈ E mit b(u, v) = 0 heißen orthogonal. Ist M ⊆ E eine
Teilmenge, so heißt M⊥ = { u ∈ E | ∀ v ∈M b(v, u) = 0 } das orthogonale Komplement
von M . Die Menge M⊥ ist immer ein Untervektorraum von E.
Lemma 1.24. Sei (E, b) ein quaternionischer Raum und F ⊆ E ein Untervektor-
raum. Ist b|F nicht-degeneriert, so gilt
E = F ⊕ F⊥.
Ist zusätzlich b nicht-degeneriert, so ist auch die Restriktion von b auf F⊥ nicht-dege-
neriert.
Beweis. Wir zeigen zuerst F ∩ F⊥ = {0}. Es ist F ∩ F⊥ = ker(b̂|F ), denn
ker(b̂|F ) =
{
u ∈ F | ∀ v ∈ F b̂|F (u)(v) = 0
}
= {u ∈ F | ∀ v ∈ F b(u, v) = 0 } .
Nach Voraussetzung ist die induzierte Abbildung b̂|F : F → F ∗ ein Isomorphismus,
hat also insbesondere einen trivialen Kern. Es bleibt zu zeigen, dass F + F⊥ = E ist.
Sei dazu u ∈ E beliebig und sei α = bˆ(u) ∈ E∗. Dann ist α|F ein Element aus dem
Dualraum F ∗ von F . Weil nach Voraussetzung b̂|F surjektiv ist, gibt es ein v ∈ F
mit b̂|F (v) = α|F . Besser ausgedrückt heißt das: Für alle w ∈ F gilt die Gleichheit
b(u,w) = b(v, w). Damit ist u− v aber im orthogonalen Komplement von F und somit
u = v + u− v ∈ F + F⊥.
Sei nun zusätzlich b nicht-degeneriert. Wir wollen zeigen, dass auch b|F⊥ nicht-
degeneriert ist. Dazu genügt es, die Injektivität von b̂|F⊥ zu zeigen. Sei also u im Kern
von b̂|F⊥ , d.h. für alle v ∈ F⊥ gilt b(u, v) = 0. Da aber E = F ⊕ F⊥ gilt, folgt sofort
b(u, v) = 0 für alle v ∈ E. Somit ist u ∈ ker(bˆ) = {0}. 
Ist beispielsweise (E, b) ein quaternionischer Raum und e ∈ E mit b(e, e) 6= 0, so ist
die Einschränkung von b auf den von e erzeugten Unterraum nicht-degeneriert. Es gilt
also E = eH ⊕ (eH)⊥.
Lemma 1.25. Ist (E, b) ein quaternionischer Raum, so heißt E0 := E⊥ der Null-
Raum von (E, b). Ist F ⊆ E ein beliebiges Vektorraum-Komplement zum Null-Raum
E0, so ist b|F nicht-degeneriert.
Beweis. Sei u ∈ F beliebig mit b(u, v) = 0 für alle v ∈ F . Ist w ∈ E beliebig, so
können wir w schreiben als w = w0 + v mit w0 ∈ E0 und v ∈ F . Also gilt b(u,w) =
b(u,w0) + b(u, v) = 0 und es folgt u ∈ E0. Wegen F ∩ E0 = {0} folgt u = 0 und damit
auch b|F nicht-degeneriert. 
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Lemma 1.26. In jedem nicht-degenerierten quaternionischen Raum (E, b) mit Di-
mension ungleich 0, gibt es ein e ∈ E mit b(e, e) 6= 0.
Beweis. Wir wollen die Aussage indirekt beweisen und nehmen an b(e, e) = 0 für
alle e ∈ E. Da dimH E > 0 angenommen wurde, gibt es ein u 6= 0 in E. Weiter ist (E, b)
nicht-degeneriert, folglich gibt es ein v ∈ E mit b(u, v) 6= 0. Da H ein Schiefkörper ist,
können wir b(u, v) = 1 annehmen. Es gilt also
2 = b(u, v) + b(v, u) = b(u, u) + b(u, v) + b(v, u) + b(v, v) = b(u+ v, u+ v) = 0.
Dies ist ein Widerspruch, da wir immer voraussetzen, dass der zugrundeliegende Körper
K nicht Charakteristik 2 hat. 
Satz 1.27. Jeder nicht-degenerierte quaternionische Raum (E, b) besitzt eine Basis
e1, . . . , en mit b(ei, ej) = 0 für alle i 6= j und b(ei, ei) ∈ K×.
Beweis. Wir führen den Beweis mittels vollständiger Induktion nach n = dimH E.
Ist n = 0, so ist nichts zu zeigen. Sei also nun n > 0 und wir nehmen an, der Satz sei
bewiesen für alle Räume mit Dimension n − 1. Nach Lemma 1.26 gibt es ein e1 ∈ E
mit b(e1, e1) 6= 0. Damit ist der von e1 erzeugte Unterraum e1H nicht-degeneriert und
wir erhalten mit Lemma 1.24 eine Zerlegung E = e1H ⊕ (e1H)⊥. Außerdem wissen
wir, dass F = (e1H)⊥ nicht-degeneriert ist. Nach Induktionsannahme gibt es, wegen
dimH F = n − 1, eine Basis e2, . . . , en von F mit den gewünschten Eigenschaften. Es
gilt aber auch b(e1, ei) = 0 für alle i > 1, weil F das orthogonale Komplement von e1H
ist. Wegen b(e1, e1) = b(e1, e1) liegt b(e1, e1) in K× und der Satz ist somit vollständig
bewiesen. 
Korollar 1.28. Jeder quaternionische Raum (E, b) der Dimension n ist isome-
trisch zu einem Raum (Hn, 〈·, ·〉D) mit 〈u, v〉D = u∗ D v für eine Diagonalmatrix
D ∈Mn(K).
Beweis. Wir verwenden zunächst Lemma 1.25 um E = E0⊕F zu schreiben, dabei
ist (F, b|F ) nicht-degeneriert. Wir können nun eine Basis f1, . . . , fm von F wählen, mit
b(fi, fj) = 0 für i 6= j und b(fi, fi) ∈ K×. Wir ergänzen diese Basis mit passenden
Vektoren fm+1, . . . , fn aus E0 zu einer Basis von E. Der von dieser Basis gegebene
Isomorphismus zu Hn liefert die Behauptung mit D = diag(b(f1, f1), . . . , b(fn, fn)). 
Die Einträge der Diagonalmatrix D sind nicht eindeutig. Zum einen kann man durch
Permutation der Basis die Reihenfolge der Einträge ändern. Zum anderen kann man die
Basisvektoren mit Skalaren aus H variieren. Genauer: Ist x ∈ H und e ∈ E, so ist
b(ex, ex) = x b(e, e) x = n(x)b(e, e). Also können wir die Einträge auf der Diagonalen
aus einem beliebigen Representantensystem von K×/n(H×) wählen.
Korollar 1.29. Ist H eine Quaternionenalgebra mit n(H) = K, so gibt es für
jedes d ∈ N bis auf Isomorphie genau einen nicht-degenerierten quaternionischen Raum
(E, b) der Dimension d über H.
Insbesondere gilt dies für Quaternionenalgebren über Q, welche über R zerfallen.
Beweis. Man wählt nun im vorangehenden Korollar die Basisvektoren e1, . . . , ed
so, dass b(ei, ei) = 1 gilt. Dann sieht man, dass (E, b) isometrisch zu Hd mit der Stan-
dardform 〈u, v〉 = u∗ v ist.
Sei H eine Quaternionenalgebra über Q, welche über R zerfällt. Der Normensatz
(Theorem 1.14) impliziert, dass die Voraussetzung n(H) = Q erfüllt ist. 
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Es ist sofort klar, dass der Normensatz auch in anderen Fällen sehr nützlich ist.
Ist beispielsweise H eine Quaternionenalgebra über einem Zahlkörper K ohne reelle
Einbettungen, so ist die Voraussetzung n(H) = K ebenfalls direkt erfüllt.
Bemerkung 1.30. Sei H eine Quaternionenalgebra über Q, welche über R ver-
zweigt. Wir wollen diese Situation nun etwas genauer untersuchen. In diesem Fall gilt
laut Normensatz n(H) = Q+. Wie oben sehen wir, dass jeder nicht-degenerierte qua-
ternionische Raum (E, b) zu einem der Räume (Hm, 〈·, ·〉Ip,q) isometrisch ist. Hier be-
zeichnet Ip,q die Diagonalmatrix diag(1, . . . , 1︸ ︷︷ ︸
p
,−1, . . . ,−1︸ ︷︷ ︸
q
) mit p+ q = m = dimH E.
Wir müssen allerdings noch die Frage klären, ob diese Formen wirklich nicht isome-
trisch sind für verschiedene p und q. Wir werden dazu einfach den Beweis des Sylves-
ter'schen Trägheitssatzes für den Fall quaternionischer Formen übertragen. Wir orien-
tieren uns dabei an Greubs Darstellung [2].
2.5. Deﬁnite und Semideﬁnite Formen. Es sei im ganzen Abschnitt H eine
Quaternionenalgebra über Q, welche über R verzweigt. Insbesondere nimmt die redu-
zierte Norm auf H nur positive Werte an. Beachte außerdem, dass jede quaternionische
Form auf der Diagonalen nur Werte in Q annimmt.
Definition 1.31. Ein quaternionischer Raum (E, b) heißt positiv semideﬁnit, falls
für alle v ∈ E
b(v, v) ≥ 0
gilt. Er heißt positiv deﬁnit, falls zusätzlich gilt: b(v, v) = 0 genau dann, wenn v = 0.
Der Raum (E, b) heißt negativ (semi-)deﬁnit, falls (E,−b) positiv (semi-)deﬁnit ist.
Wir können nun eine ganze Reihe klassischer Resultate ohne weiteres für unsere
Zwecke übersetzen.
Lemma 1.32 (Cauchy-Schwarz Ungleichung). Ist (E, b) positiv semideﬁnit, so gilt
für alle u, v ∈ E
n(b(u, v)) ≤ b(u, u)b(v, v).
Beweis. Für alle x ∈ H gilt
(2.1) 0 ≤ b(u+ vx, u+ vx) = b(u, u) + n(x)b(v, v) + xb(v, u) + b(u, v)x.
Falls b(u, u) = b(v, v) = 0 gilt, wähle x = −b(v, u) = −b(u, v). Dann wird Ungleichung
2.1 zu 0 ≤ −2n(b(u, v)). Man kann nun schließen, dass n(b(u, v)) = 0 sein muss und
die Behauptung stimmt. Ist b(u, u) oder b(v, v) ungleich Null, so dürfen wir o.B.d.A.
b(v, v) 6= 0 annehmen. Setzen wir nun x = −b(v, u)b(v, v)−1 in 2.1 ein, so erhalten wir
0 ≤ b(u, u) + n(b(v, u))b(v, v)−1 − 2n(b(v, u))b(v, v)−1.
Jetzt multiplizieren wir mit der positiven rationalen Zahl b(v, v) und bringen n(b(v, u))
auf die andere Seite. 
Das selbe Resultat gilt oﬀensichtlich auch für negativ semideﬁnite Räume.
Bemerkung 1.33. Ist ein Raum (E, b) positiv (oder negativ) deﬁnit, so ist er nicht-
degeneriert, denn b(x, x) 6= 0 für alle x 6= 0 in E.
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Satz 1.34. Sei H eine Q-Quaternionenalgebra, die über R verzweigt. Ist (E, b) ein
quaternionischer Raum über H, so gibt es eine Zerlegung
E = E0 ⊕ E+ ⊕ E−.
wobei E+ mit der Einschränkung von b positiv und E− negativ deﬁnit ist. Außerdem
bezeichnet E0 den Null-Raum von (E, b).
Weiter gilt: Die Dimensionen von E+ und E− sind eindeutig durch b festgelegt.
Beweis. Um die Existenz einer solchen Zerlegung zu zeigen, können wir, wegen
Lemma 1.25, (E, b) als nicht-degeneriert annehmen. Sei E+ ein (beliebiger) maximaler
positiv deﬁniter Teilraum von E. Dieser ist nicht-degeneriert und wir deﬁnieren E− =
E⊥+ . Durch Lemma 1.24 sehen wir, dass E = E+ ⊕ E− gilt und E− ebenfalls nicht-
degeneriert ist. Wir zeigen nun, dass E− wirklich negativ deﬁnit ist. Sei v ∈ E− beliebig
gewählt, so gilt b(v, v) ≤ 0. Denn wäre b(v, v) > 0, könnten wir mit vH + E+ einen
echt größeren positiv deﬁniten Teilraum von E wählen. Dies widerspricht der Wahl
von E+. Wir schließen also, dass E− negativ semideﬁnit ist. Mit der Cauchy-Schwarz
Ungleichung sehen wir, dass E− sogar negativ deﬁnit ist. Sei dazu v ∈ E− mit b(v, v) =
0. Es gilt nun
0 ≤ n(b(v, u)) ≤ b(v, v)b(u, u) = 0
und damit b(v, u) = 0 für alle u ∈ E−. Da E− nicht-degeneriert ist, muss v = 0 sein.
Damit ist E− negativ deﬁnit.
Kommen wir nun zur Eindeutigkeit der Dimensionen von E+ und E−. Betrachten
wir dazu zwei Zerlegungen von E
E = E0 ⊕ E1+ ⊕ E1− = E0 ⊕ E2+ ⊕ E2−.
Insbesondere gilt
dimH E = dimH E0 + dimH E1+ + dimH E
1
−
= dimH E0 + dimH E2+ + dimH E
2
−.(2.2)
Der Schnitt von E1+ mit E
2− ⊕ E0 muss trivial sein. Also gilt
dimH E1+ + dimH E
2
− + dimH E0 ≤ dimH E
Damit erhält man dimH E1+ ≤ dimH E2+ und durch vertauschen der Rollen folgt
dimH E1+ = dimH E
2
+.
Mit 2.2 folgt sofort die Gleichheit der Dimensionen von E1− und E2−. 
Definition 1.35. Ist (E, b) ein quaternionischer Raum, so heißt das eindeutige
Tripel sig(b) = (dimH E+,dimH E−,dimH E0) die Signatur von (E, b). Ist E nicht-
degeneriert, so ist dimH E0 = 0 und wir verwenden die kurze Notation
sig(b) = (dimH E+,dimH E−).
Isometrische quaternionische Räume haben die selbe Signatur, denn eine Isometrie
erhält positiv (bzw. negativ) deﬁnite Teilräume.
Korollar 1.36. Sei H eine Q-Quaternionenalgebra, die über R verzweigt und
sei (E, b) ein nicht-degenerierter quaternionischer Raum der Dimension m. Dann gibt
es eindeutige natürliche Zahlen p und q mit p + q = n, sodass (E, b) isometrisch zu
(Hm, 〈·, ·〉Ip,q) ist.
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Beweis. Wie in Bemerkung 1.30 sehen wir, dass E zu einem Raum (Hm, 〈·, ·〉Ip,q)
isometrisch ist. Die Eindeutigkeit von p und q leitet sich aus Satz 1.34 ab, da sig(b) =
sig(〈·, ·〉Ip,q) = (p, q) gilt. 
3. Interpretation durch nicht-abelsche Galoiskohomologie
Wir wollen die eben gefundenen Ergebnisse nun in Termen nicht-abelscher Galois-
kohomologie interpretieren. Eine kurze Einführung ﬁndet der Leser in Appendix A. Für
eine detaillierte Erklärung sei auf Serres Cohomologie Galoisienne [11] verwiesen.
Sei K ein Körper (char(K) 6= 2) und H eine Quaternionen-Divisionsalgebra über
K. Wir betrachten die zentrale einfache K-Algebra Mn(H). Die reduzierte Norm auf
Mn(H) notieren wir mit nrd : Mn(H)→ K (siehe Abschnitt 2.2). Uns interessiert nun
die spezielle lineare Gruppe
SLn(H) := { x ∈Mn(H) | nrd(x) = 1 }
über H. Diese ist eine normale Untergruppe der Gruppe GLn(H). Auf GLn(H) deﬁnie-
ren wir eine Involution3 τ : GLn(H)→ GLn(H), gegeben durch
τ(A) := τA := (A∗)−1 = (A−1)∗.
Man prüft leicht nach, dass τ ein Automorphismus ist:
τ(AB) = ((AB)∗)−1 = (B∗A∗)−1 = τA τB.
Auch τ( τA) = A ist oﬀensichtlich. Weiter sieht man mit Lemma 1.19, dass sich τ
zu einer Involution auf SLn(H) einschränkt. Mittels τ erhalten wir also eine Wirkung
der zweielementigen Gruppe c2 = {1, τ} auf SLn(H), die auch verträglich mit der Mul-
tiplikation ist. Wir bezeichnen SLn(H) mit dieser Wirkung gelegentlich als c2-Gruppe.
In dieser speziellen Situation ist ein Kozykel mit Werten in SLn(H) gegeben durch ein
Paar (1, η) mit η ∈ SLn(H), sodass gilt
η τη = 1.
Hier bezeichnet 1 = 1n immer das neutrale Element (d.h. die Einheitsmatrix) in SLn(H).
Durch Multiplikation mit η∗ sehen wir, dass diese Bedingung zu η = η∗ äquivalent ist. In
diesem Fall ist somit ein Kozykel gegeben durch eine hermitesche Matrix η ∈ SLn(H).
Zwei Kozykel (1, η) und (1, γ) heißen kohomolog, falls ein b ∈ SLn(H) existiert mit
(3.1) γ = b−1η τb = b−1η(b−1)∗.
Dies deﬁniert eine Äquivalenzrelation auf der Menge der Kozykel. Die Klasse des Kozy-
kels (1, η) bezeichnen wir mit [1, η]. Die Menge der Äquivalenzklassen von Kozykeln be-
zeichnen wir mitH1(c2,SLn(H)). Diese Menge heißt die erste Kohomologiemenge von c2
mit Werten in SLn(H). Wir betrachten diese als punktierte Menge mit ausgezeichnetem
Element [1, 1]. Ganz analog deﬁniert man H1(c2,GLn(H)), die erste Kohomologiemenge
mit Werten in GLn(H).
Ohne dies zu merken, haben wir in den vorangegangenen Abschnitten zu quater-
nionischen Formen die Kohomologiemenge H1(c2,GLn(H)) bestimmt. In Abschnitt 2.3
haben wir gesehen, dass hermitesche Matrizen in GLn(H) genau den nicht-degenerierten
quaternionischen Formen auf Hn entsprechen. Nun haben wir gerade festgestellt, dass
hermitesche Matrizen in GLn(H) nichts anderes sind als Kozykel für H1(c2,GLn(H)).
Grob gesprochen: Kozykel sind quaternionische Formen auf dem Hn. Weiter sind zwei
Kozykel kohomolog genau dann, wenn die entsprechenden Formen isometrisch sind.
3Involution bedeutet hier: Automorphismus der Ordnung 2.
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Proposition 1.37. Sei H eine Quaternionen-Divisionsalgebra über K mit n(H) =
K, so besteht die erste Kohomologiemenge H1(c2,GLn(H)) aus einem Element:
H1(c2,GLn(H)) = { [1, 1] }.
Beweis. Dies folgt nun direkt aus Korollar 1.29. 
Proposition 1.38. Sei H eine Quaternionen-Divisionsalgebra über Q, die über R
verzweigt, dann ist die erste Kohomologiemenge gegeben durch
H1(c2,GLn(H)) = { [1, Ip,q] | p+ q = n }.
Beweis. Auch diese Aussage folgt direkt aus Korollar 1.36. 
Korollar 1.39. Sei H eine Quaternionen-Divisionsalgebra über Q, die über R
verzweigt, dann gilt
H1(c2,SLn(H)) = { [1, Ip,q] | p+ q = n }.
Beweis. Man beachte zunächst, dass wegen Lemma 1.19 die Matrizen Ip,q immer
in SLn(H) liegen. Ist X ∈ SLn(H) eine hermitesche Matrix, so gibt es nach vorange-
gangener Proposition ein A ∈ GLn(H) mit A∗XA = Ip,q für gewisse natürliche Zahlen
p und q mit p + q = n. Nehmen wir die reduzierte Norm auf beiden Seiten der Glei-
chung, so erhalten wir nrd(A)2 = 1. Da H über R verzweigt, nimmt die reduzierte
Norm laut Normensatz nur positive Werte an. Es folgt somit nrd(A) = 1 und damit
auch A ∈ SLn(H). 
Man möchte natürlich gerne auch für den Fall n(H) = K aus Proposition 1.37 die
erste Kohomologiemenge von c2 mit Werten in SLn(H) angeben. Hier muss man etwas
vorsichtiger vorgehen. Wegen n(H) = K erhält man eine kurze exakte Sequenz von
Gruppen
1 −→ SLn(H) −→ GLn(H) nrd−→ K× −→ 1.
Diese induziert eine exakte Sequenz punktierter Mengen (siehe Lemma A.6 oder [11,
I-66,Prop. 38])
1→ SLn(H)c2 −→ GLn(H)c2 −→ (K×)c2 δ−→ H1(c2,SLn(H)) ι∗−→ H1(c2,GLn(H))
Hier notiert Gc2 für eine der vorkommenden Gruppen G die Menge der Fixpunkte
der Wirkung von c2 auf G. Wegen nrd( τA) = nrd(A)−1, ist die induzierte Wirkung
der zweielementigen Gruppe c2 auf K× durch die Inversion gegeben. Das heißt, es gilt
τx := x−1 für alle x ∈ K×. Die Fixpunkte dieser Wirkung auf K× sind damit also 1
und −1. Nach Proposition 1.37 besteht die Menge H1(c2,GLn(H)) aus einem Element.
Die betrachtete Sequenz nimmt also eine einfach Form an:
(3.2) 1→ SLn(H)c2 −→ GLn(H)c2 nrd−→ {±1} δ−→ H1(c2,SLn(H)) ι∗−→ 1
Damit erhält man folgendes
Korollar 1.40. Ist H eine Quaternionen-Divisionsalgebra mit n(H) = K, so be-
steht H1(c2,SLn(H)) aus einem oder zwei Elementen. Genauer gilt: H1(c2,SLn(H))
ist einelementig genau dann, wenn ein A ∈ GLn(H) existiert mit A∗A = 1n und
nrd(A) = −1.
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Beweis. Wir schließen aus der exakten Sequenz 3.2, dass ι∗ trivial und die Abbil-
dung δ surjektiv ist. Folglich besteht H1(c2,SLn(H)) aus einem oder zwei Elementen.
Weiter sieht man: H1(c2,SLn(H)) besteht aus einem Element genau dann, wenn −1 im
Kern von δ liegt. Wegen der Exaktheit ist dies äquivalent dazu, dass −1 im Bild der
reduzierten Norm (eingeschränkt auf GLn(H)c2) liegt. Man bemerkt nun GLn(H)c2 =
{A ∈ GLn(H) |A∗A = 1 } und kann damit die Behauptung einsehen. 
3.1. Kohomologie mit Werten in der SL2(H). Wir werden uns nun auf den
Fall n = 2 einschränken und die nicht-abelsche Kohomologiemenge H1(c2,SL2(H)) (für
Quaternionenalgebren H mit n(H) = K) bestimmen. Dazu wollen wir für hermitesche
Matrizen in M2(H) den Begriﬀ der Determinante einführen.





mit x, y ∈ K und z ∈ H eine hermitesche
Matrix, so deﬁnieren wir die Determinante von A durch det(A) := xy − n(z) ∈ K.
Oﬀensichtlich verwenden wir hier die gewöhnliche Formel für die Determinante von
2 × 2-Matrizen. Die Nichtkommutativität von H macht hierbei keine Probleme, weil
sowohl x und y, als auch z und z vertauschen.
Bemerkung 1.42. Die Determinante von hermiteschen Matrizen ist in gewisser
Weise feiner als die reduzierte Norm. Es gilt für hermitesches A ∈M2(H) die Identität




mit x, y ∈ K und z ∈ H, dann sieht man direkt
nrd(A) = n(x)n(y) + n(z)n(z)− t(zxzy) = x2y2 + n(z)2 − 2xyn(z) = det(A)2.
Folgendes rechenlastiges Lemma liefert einen weiteren interessanten Zusammenhang
zwischen reduzierter Norm und Determinante.
Lemma 1.43. Ist A ∈M2(H) hermitesch und X ∈M2(H) beliebig, so gilt
det(X∗AX) = nrd(X) det(A)











u1, u2, v1, v2 ∈ H. Eine einfache Rechnung ergibt:
X∗AX =
(
xn(u1) + t(u1zu2) + yn(u2) xu1v1 + u2 zv1 + u1zv2 + yu2v2
xv1u1 + v2 zu1 + v1zu2 + yv2u2 xn(v1) + t(v1zv2) + yn(v2)
)
Nun werden wir versuchen die Determinante zu bestimmen. Zunächst berechnen wir
D1 :=
(
xn(u1) + t(u1zu2) + yn(u2)
)(
xn(v1) + t(v1zv2) + yn(v2)
)
= x2n(u1v1) + xn(u1)t(v1zv2) + xyn(u1v2)
+ xn(v1)t(u1zu2) + t(u1zu2)t(v1zv2) + yn(v2)t(u1zu2)
+ xyn(u2v1) + yn(u2)t(v1zv2) + y2n(u2v2)
und vergleichen dies mit
D2 := n(xv1u1 + v2 zu1 + v1zu2 + yv2u2)
= x2n(v1u1) + n(z)(n(v2u1) + n(v1u2)) + y2n(v2u2)
+ xn(u1)t(v1zv2) + xn(v1)t(u2 zu1) + xyt(v1u1u2v2)
+ t(v2 zu1u2 zv1) + yn(v2)t(u2 zu1) + yn(u2)t(v1zv2).
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Hierbei verwenden wir mehrmals die nützliche Gleichung t(uv) = t(vu) für alle u, v in
H. Jetzt können wir die Determinante von X∗AX bestimmen. Es gilt det(X∗AX) =
D1 − D2 und man stellt sofort fest, dass sich viele Terme kürzen. Man erhält unter
Verwendung der expliziten Normformel (Lemma 1.20) das gewünschte Resultat:
det(X∗AX) = (xy − n(z))(n(u1v2) + n(v1u2))− xyt(v1u1u2v2)
+ t(u1zu2)t(v1zv2)− t(v2 zu1u2 zv1)
= xy nrd(X)− n(z)(n(u1v2) + n(v1u2))
+ t(v2 zt(u1zu2)v1)− t(v2 zu1u2 zv1)
= xy nrd(X)− n(z)(n(u1v2) + n(v1u2))
+ t
(
v2 z(t(u1u2 z)− u1u2 z)v1
)




= (xy − n(z)) nrd(X)

Diese einfachen Ergebnisse über den Zusammenhang zwischen Determinante und
reduzierter Norm genügen, um die erste Kohomologie von c2 mit Werten in SL2(H) zu
bestimmen.
Proposition 1.44. Sei H eine Quaternionen-Divisionsalgebra mit n(H) = K. Es
gilt
H1(c2,SL2(H)) = { [1, 1], [1, I1,1] }
Beweis. Durch Korollar 1.40 wissen wir, dass H1(c2,SL2(H)) aus höchstens zwei
Elementen besteht. Wir müssen uns noch überlegen, warum die zwei Kozykel (1, 1) und
(1, I1,1) nicht kohomolog sind als Kozykel mit Werten in der SL2. Wegen det(12) = 1
und det(I1,1) = −1 folgt dies jedoch sofort aus Lemma 1.43. 
Bemerkung 1.45. Es scheint naheliegend, dass für allgemeines n die erste Ko-
homologiemenge H1(c2,SLn(H)) ebenfalls aus zwei Elementen besteht. Das nützliche
Argument mit der Determinante lässt sich aber nicht auf oﬀensichtliche Weise verallge-
meinern, weshalb eine andere Methode zur Beantwortung dieser Frage gefunden werden
muss. Im Fall K = Q werden wir später sehen, dass diese Vermutung für jedes n stimmt
(siehe Kapitel 3 Abschnitt 3).
KAPITEL 2
Ordnungen
In diesem Kapitel wollen wir Ordnungen in Quaternionenalgebren über Q studieren.
Dazu werden wir zunächst wichtige Begriﬀe einführen. Im Weiteren soll dann die nicht-
abelsche Kohomologie der c2 mit Werten in SL2(O) für Ordnungen O bestimmt werden.
1. Grundlegendes
Sei im Folgenden immer H = Q(a, b|Q) eine Quaternionenalgebra über Q. Wir
nehmen immer an H sei eine Divisionsalgebra.
Definition 2.1. Sei V ein Q-Vektorraum. Ein Z-Gitter Λ in V ist ein endlich
erzeugter Z-Untermodul von V . Das Gitter Λ heißt vollständig, falls Λ eine Basis von
V als Q-Vektorraum enthält, d.h. QΛ = V .
Definition 2.2. Eine Z-Ordnung O ⊆ H ist ein vollständiges Z-Gitter in H, wel-
ches auch ein Unterring1 von H ist.
Ordnungen in endlich dimensionalen Algebren über Q sind eine Verallgemeinerung
des Ringes der ganzen Zahlen in algebraischen Zahlkörpern. Es handelt sich um Ringe
die aus ganzen Elementen bestehen. Wir werden dies kurz (im Fall von Quaternio-
nenalgebren) genauer erläutern.
Definition 2.3. Ein Element x ∈ H heißt ganz (über Z), falls ein normiertes
Polynom f 6= 0 ∈ Z[X] existiert, sodass gilt: f(x) = 0.
Es gilt bekanntlich: x ∈ H ist ganz genau dann, wenn der Ring Z[x] ein endlich
erzeugter Z-Modul ist. Dies ﬁndet man z.B. bei Jantzen, Schwermer [4, S.351]. Wir
können dieses Ergebnis aus dem kommutativen Fall verwenden, denn für festes x ∈ H
berühren beide Aussagen nur den (kommutativen!) Teilkörper Q(x) ⊂ H. Oder anders
ausgedrückt: x ∈ H ist ganz genau dann, wenn x ganz ist als Element von Q(x). Im
Gegensatz zum kommutativen Fall sind Summen und Produkte von ganzen Elementen
im Allgemeinen nicht ganz. Das heißt, die Menge der ganzen Elemente von H bildet
i.A. keinen Ring. Bei Vignéras [14, S.19] ﬁndet sich ein nützliches Kriterium für die
Ganzheit eines Elementes einer Quaternionenalgebra.
Lemma 2.4. Ein Element x ∈ H ist genau dann ganz, wenn seine reduzierte Norm
n(x) und Spur t(x) in Z liegen.
Beweis. Es seien zunächst n(x) und t(x) ganze Zahlen. Setzen wir f(X) := X2 −
t(x)X + n(x), so ist f ein normiertes Polynom in Z[X] mit f(x) = 0.
Umgekehrt sei nun x ∈ H ein ganzes Element. Es gibt ein normiertes Polynom
f ∈ Z[X] mit f(x) = 0 aber f 6= 0. Dann ist aber auch x ganz, denn f(x) = f(x) = 0.
Da x und x vertauschen, können wir wie im kommutativen Fall zeigen, dass xx = n(x)
1Als Unterringe bezeichnen wir additive Untergruppen, die unter Multiplikation abgeschlossen sind
und welche auch die 1 enthalten.
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und x+ x = t(x) ganz sind. Da reduzierte Norm und Spur aber in Q liegen und Z in Q
ganz abgeschlossen ist, erhalten wir n(x) ∈ Z und t(x) ∈ Z. 
Den folgenden Satz ﬁndet man sowohl bei Reiner [7, Thm. 10.3,S.126], als auch bei
Vignéras [14, Prop.4.2, S.20].
Satz 2.5. Sei O ein Unterring der Quaternionenalgebra H. Folgende Aussagen sind
äquivalent:
(1) O ist eine Ordnung, d.h. vollständiges Z-Gitter.
(2) O besteht aus ganzen Elementen und QO = H.
Beweis. (1) =⇒ (2):
Die Eigenschaft QO = H ist sofort klar, weil O ein vollständiges Gitter ist. Sei nun
x ∈ O beliebig, wir müssen zeigen, dass x ganz ist. Der Ring Z[x] liegt aber auf natürliche
Weise in O, weil dies ein Unterring und Z-Modul ist. Da Z sicherlich ein noetherscher
Ring ist und O nach Voraussetzung ein endlich erzeugter Z-Modul, muss auch der
Untermodul Z[x] endlich erzeugt sein. Wie wir oben bemerkt haben, folgt dadurch die
Ganzheit von x.
(2) =⇒ (1):
Zunächst bemerken wir, dass O ein Z-Untermodul von H ist, denn O ist ein Unterring,
enthält also 1 und damit auch Z. Wir müssen also zeigen, dass es sich um einen endlich
erzeugten Z-Modul handelt. Wegen QO = H gibt es eine Q Basis v1, . . . , v4 von H mit
Elementen aus O. Aus Lemma 1.9 wissen wir, dass die Spurform (x, y) 7→ t(xy) auf H
nicht-degeneriert ist. Es gibt also eine zu v1, . . . , v4 duale Q-Basis in H, d.h. es gibt eine
Q-Basis w1, . . . , w4 von H mit t(wkvl) = δkl. Sei nun x ∈ O beliebig. Wir entwickeln x in
der Basis w1, . . . , w4 und stellen fest: x =
∑4
k=1 t(xvk)wk. Da x und vk für k = 1, . . . , 4
in dem Ring O liegen, folgern wir xvk ∈ O. Nach Voraussetzung handelt es sich um
ganze Elemente und nach Lemma 2.4 liegen die Koeﬃzienten t(xvk) in Z. Wir sehen
nun, dass O als Untermodul des noetherschen Moduls ∑4k=1 Zwk endlich erzeugt ist.
Klarerweise ist O vollständiges Gitter, wegen QO = H. 
Bemerkung 2.6. Mit der gefundenen zweiten Beschreibung von Ordnungen sieht
man leicht ein, dass es maximale Ordnungen gibt2. Weiter sieht man, dass jede Ordnung
in einer maximalen Ordnung enthalten ist.
Bemerkung 2.7. Jede Ordnung einer Quaternionenalgebra ist invariant unter Kon-
jugation. Dies sieht man wie folgt: Sei x ∈ O, so ist x = t(x)− x. Es gilt aber t(x) ∈ Z
und Z ⊂ O, also liegt auch x in der Ordnung O.
Wir schließen aus dem gerade bewiesenen Satz, dass die reduzierte Norm und Spur
der Quaternionenalgebra H, für jede Ordnung O ⊂ H, Abbildungen von O in die
ganzen Zahlen Z liefern. Wegen der bekannten Linearität der Spur, ist diese sogar ein
Z-Modulhomomorphismus t : O → Z. Das Bild t(O) einer Ordnung O unter der Spur
ist somit ein Ideal. Wegen 1 ∈ O und t(1) = 2 sieht man: Für jede Ordnung O ⊂ H ist
das Bild unter der Spur entweder Z oder 2Z.
Beispiel 2.8. Wir wollen an einem einfachen Beispiel die eingeführten Begriﬀe er-
läutern. Betrachten wir dazu die Quaternionenalgebra H := Q(−1,−1|Q). Wie man mit
Proposition 1.6 leicht sieht, ist H eine Divisionsalgebra. Wir suchen nun Z-Ordnungen
in H. Ein Beispiel, das man sofort ﬁndet, ist O1 = Z[1, i, j, ij]. Hier bezeichnen wir
2Wobei man hier auf Zorn's Lemma zurückgreifen kann.
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durch Z[1, i, j, ij] den kleinsten Unterring von H, welcher sowohl Z als auch 1, i, j, ij
enthält. Wir führen hier die überﬂüssigen Elemente 1 und ij in der Hoﬀnung auf, dass
dann die Identität Z[1, i, j, ij] = Z+Zi+Zj+Zij schneller ins Auge springt. Damit ist
O1 per deﬁnitionem ein Unterring von H und er enthält eine Q-Basis, nämlich 1, i, j, ij.
Die Tatsache, dass O1 nur aus ganzen Elementen besteht, sieht man mit Lemma 2.4
ebenfalls sehr leicht ein. Wir haben also eine Ordnung in H gefunden. Es gilt übri-
gens t(O1) = 2Z. Wir können sogar das Bild unter der Normabbildung bestimmen: Die
Menge n(O1) besteht aus allen nicht-negativen ganzen Zahlen. Dies folgt aus Lagranges
Satz, wonach jede positive ganze Zahl Summe von vier Quadraten ist. Die Ordnung O1
ist keine maximale Ordnung, wie wir gleich sehen werden.
Man ﬁndet leicht eine größere Ordnung O2, welche O1 enthält. Wir setzen O2 :=
Z[1, i, j, ω] mit ω = 12(1 + i+ j + ij) und werden nun zeigen, dass es sich dabei um eine
Ordnung handelt. O2 ist ein Unterring von H und er enthält die Q-Basis 1, i, j, ω von
H. Wir müssen also nur noch zeigen, dass O2 ein endlich erzeugter Z-Modul ist. Dazu
betrachten wir das vollständige Z-GitterM = Z+Zi+Zj+Zω inH. Wir wollenM = O2
zeigen. Da die Elemente 1, i, j, ω in M liegen und M ⊆ O2 gilt, ist es ausreichend zu
zeigen, dass M selbst ein Unterring ist, d.h. wir müssen die Abgeschlossenheit von M
unter der Multiplikation nachprüfen. Unter Verwendung der Distributivität genügt es,
dies für alle Produkte der Elemente i, j und ω zu testen. Es sind i2 = −1 = j2 und
ji = −ij in M . Weiter sieht man durch Rechnung ω2 = ω − 1, iω = ω − 1 − j,
jω = ω − 1 − ij = ωi und ωj = ω − 1 − i, folglich liegen auch diese Elemente in M .
Wir sehen also, dass O2 eine Ordnung ist, und es gilt t(O2) = Z. Wie wir später noch
feststellen werden, ist O2 wirklich eine maximale Ordnung .
Ein (evtl. nicht kommutativer) Ring R ohne Nullteiler heißt Links-Hauptidealring,
wenn jedes Linksideal von der FormRx für ein x inR ist. Er heißt Rechts-Hauptidealring,
wenn jedes Rechtsideal von der Form xR für ein x ∈ R ist.
Lemma 2.9. Eine Ordnung O einer Quaternionenalgebra H ist Links-Hauptidealring
genau dann, wenn sie Rechts-Hauptidealring ist.
Beweis. Die Konjugation induziert eine Bijektion zwischen der Menge der Links-
ideale von O und der Menge der Rechtsideale. Genauer: ist I ⊆ O ein Linksideal, so
ist I ein Rechtsideal und umgekehrt. Weiter ist Ox = xO, d.h. Hauptideale gehen auf
Hauptideale. Also können wir schließen: Es sind alle Linksideale von O Hauptideale
genau dann, wenn alle Rechtsideale Hauptideale sind. 
Wir nennen eine Ordnung nun schlicht Hauptidealring, wenn diese ein Rechts-
Hauptidealring ist. Wie wir gerade festgestellt haben, ist sie dann auch immer ein
Links-Hauptidealring. Wie im kommutativen Fall gibt es einen damit eng verwandten
Begriﬀ:
Definition 2.10. Eine Ordnung O heißt rechts-euklidisch bzgl. der Norm, falls für
alle a, b ∈ O mit b 6= 0 Elemente q, r ∈ O existieren, sodass gilt
a = bq + r und |n(r)| < |n(b)| .
Analog deﬁniert man links-euklidisch, indem man einfach a = qb+ r oben einfügt.
Wir interessieren uns hier nur für Division mit Rest bzgl. der Norm, d.h. wir be-
trachten keine anderen möglichen Gradfunktionen für die Division. Deshalb werden wir
den Zusatz bzgl. der Norm in Zukunft einfach weglassen. Wieder sieht man, dass wir
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für Ordnungen in Quaternionenalgebren nicht zwischen Links und Rechts unterscheiden
müssen.
Lemma 2.11. Eine Ordnung O in H ist genau dann links-euklidisch, wenn sie rechts-
euklidisch ist.
Beweis. Nehmen wir an O sei rechts-euklidisch. Es seien a, b ∈ O beliebig mit
b 6= 0 gegeben. Nach Voraussetzung gibt es nun q, r ∈ O, sodass
a = bq + r und |n(r)| < ∣∣n(b)∣∣
gilt. Setze q′ = q und r′ = r. Es gilt q′, r′ ∈ O wie wir in Bemerkung 2.7 festgestellt
haben. Außerdem sieht man
a = q′b+ r′ mit
∣∣n(r′)∣∣ < |n(b)| ,
also ist O links-euklidisch. Die andere Richtung sieht man analog. 
Wir werden also in Zukunft schlicht von euklidischen Ordnungen sprechen.
Lemma 2.12. Eine euklidische Ordnung O ist immer auch Hauptidealring.
Beweis. Sei O eine euklidische Ordnung und sei I ⊆ O ein Rechtsideal in O.
Wähle x ∈ I \ {0}, sodass |n(x)| minimal ist. Man beachte n(x) 6= 0, da wir immer
voraussetzen, dass H Divisionsalgebra ist. Sei y ∈ I beliebig. Da O rechts-euklidisch
ist, gibt es q, r ∈ O mit
y = xq + r und |n(r)| < |n(x)| .
Weil r ∈ I gilt und |n(x)| minimal gewählt war, folgt r = 0. Man kann nun schließen:
I = xO. 
Lemma 2.13. (Vignéras [14, S.91] ) Eine euklidische Ordnung ist immer maximal.
Beweis. Sei O eine nicht maximale Ordnung. Wir werden zeigen, dass O nicht
euklidisch ist. Nach Voraussetzung gibt es eine maximale Ordnung O′, welche O enthält.
Da O nicht maximal ist, existiert ein x ∈ O′ mit x /∈ O. Schreibe x = b−1a mit a, b ∈ O.
Dies ist möglich, weil O eine Ordnung und somit vollständiges Gitter ist3. Für alle
q, r ∈ O mit a = bq + r gilt somit b(x− q) = r. Da x− q ∈ O′ liegt, ist es ganz und die
Norm ist eine ganze Zahl. Weil weiter x /∈ O, folgt auch x− q 6= 0. Damit erhalten wir
|n(r)| = |n(b)n(x− q)| ≥ |n(b)|. Insbesondere kann O nicht euklidisch sein. 
Beispiel 2.14. Betrachten wir wieder H = Q(−1,−1|Q) und die Ordnung O =
Z[1, i, j, ω] mit ω = 12(1 + i + j + ij) wie in Beispiel 2.8. Wir werden nun darlegen,
warum diese Ordnung euklidisch ist. Im Speziellen wissen wir dann, dass es sich um
eine maximale Ordnung handelt.
Ist x ∈ H beliebig, so ﬁnden wir immer ein y ∈ Z[1, i, j, ij] ⊂ O mit x − y =
z0 + z1i + z2j + z3ij und |zk| ≤ 12 für alle k = 0, . . . , 3. Es gilt also n(x − y) ≤ 1 und
n(x − y) = 1 genau dann, wenn |zk| = 12 für alle k = 0, . . . , 3 gilt. Man stellt aber
leicht fest, dass alle Elemente der Form ±12 ± 12 i ± 12j ± 12 ij in der Ordnung O liegen.
Zusammenfassend haben wir gerade konstatiert: Für jedes x ∈ H gibt es y ∈ O mit
n(x − y) < 1. Nun ist es aber einfach einzusehen, dass O euklidisch ist. Seien a, b ∈ O
mit b 6= 0. Es gibt, wie wir gerade festgestellt haben, ein q ∈ O mit n(b−1a − q) < 1.
Folglich gilt auch n(a − bq) < n(b) und wir haben die gewünschte Division mit Rest:
a = bq − r wobei r := a− bq ∈ O gesetzt wurde.
3Wir können also sogar b ∈ Z wählen.
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Beispiel 2.15. Wir möchten noch ein weiteres Beispiel im Detail durchgehen. Dieses
Mal mit einer Quaternionenalgebra, die über R zerfällt. Sei H = Q(2, 5|Q) und wir
betrachten die Ordnung O = Z[1, i, 1+j2 , i+ij2 ]. Um einzusehen, dass es sich wirklich
um eine Ordnung handelt, zeigen wir (analog zum vorangegangenen Beispiel) O =
Z+Zi+Z1+j2 +Z
i+ij
2 . Dazu genügt es festzustellen, dass das vollständige Gitter M :=
Z + Zi + Z1+j2 + Z
i+ij
2 unter Multiplikation abgeschlossen ist. Unter Verwendung der
Distributivität ist es ausreichend folgende Tabelle zu bestimmen.
· i 1+j2 i+ij2








2 1− j 3i+ij2 −2
Man sieht sofort, dass alle Einträge der Tabelle wieder Elemente von M sind. Wir
wissen somit, dass O eine Ordnung ist. Wir bemerken zusätzlich t(O) = Z. Schließlich
wollen wir auch hier zeigen, dass es sich um eine euklidische Ordnung handelt. Dazu
beweisen wir zunächst: für alle x ∈ H gibt es y ∈ O mit |n(x− y)| < 1. Sei also
x = x0 + x1i + x2j + x3ij ∈ H beliebig. Wähle zuerst k2 ∈ Z so, dass
∣∣∣x2 − k22 ∣∣∣ ≤ 14
gilt. Als nächstes wählen wir k0 ∈ Z mit
∣∣∣x0 − k22 − k0∣∣∣ ≤ 12 . Sodann wählen wir k3 ∈ Z,
welches
∣∣∣x3 − k32 ∣∣∣ ≤ 14 erfüllt und schließlich noch k1 ∈ Z mit ∣∣∣x1 − k32 − k1∣∣∣ ≤ 12 . Wir
setzen nun y := k0+k1i+k2 1+j2 +k3
i+ij
2 und betrachten z := x−y = z0+z1i+z2j+z3ij.

















und damit |n(x− y)| < 1 wie behauptet.
Jetzt verfahren wir wie in Beispiel 2.14. Seien a, b ∈ O und b 6= 0. Es gibt q ∈ O mit∣∣n(b−1a− q)∣∣ < 1. Damit folgt sofort |n(a− bq)| < |n(b)|. Folglich ist O eine euklidische
Ordnung und somit ebenfalls maximal.
Bemerkung 2.16. Wir wollen kurz noch auf eine wichtige Tatsache hinweisen: Ist
O eine maximale Ordnung, so gilt immer t(O) = Z. Wir skizzieren kurz den Beweis,
allerdings ohne dabei alle Begriﬀe genau zu erklären. Mehr zu Diskriminante und Dif-
ferente ﬁndet der Leser bei Reiner [7, S. 217 ﬀ.] und Vignéras [14, S.24 ﬀ.].
Bekanntlich induziert die reduzierte Spur t auf H eine nicht-degenerierte Bilinear-
form H × H → Q. Mit Hilfe dieser Form deﬁniert man O∗ := { x ∈ H | t(xO) ⊆ Z }
das duale Gitter. Dieses ist ein zweiseitiger O-Modul und vollständiges Z-Gitter in H.
Weiter kann man für jedes vollständige Z-Gitter Λ ⊂ H ein neues Gitter Λ−1 deﬁnieren
durch
Λ−1 := { x ∈ H | ΛxΛ ⊆ Λ } .
Auch dieses ist ein vollständiges Z-Gitter in H. Des Weiteren gilt: Ist Λ ein O-Links-
modul, so ist Λ−1 ein O-Rechtsmodul und umgekehrt. Wir deﬁnieren nun die Diﬀe-
rente D von O durch D(O) := (O∗)−1. Man kann zeigen, dass diese ein zweiseitiges
Ideal in O ist. Weiter deﬁniert man die reduzierte Diskriminante d(O) als das von
{ n(x) | x ∈ D(O) } erzeugte Ideal in Z. Diese Diskriminante enthält viel Information
über die Ordnung. Man kann z.B. anhand der Diskriminante erkennen, ob eine gege-
bene Ordnung maximal ist. Es gilt: Die Ordnung O ist maximal genau dann, wenn
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d(O) = ∏p6=∞∈Ram(H) p (vgl. Vignéras [14, S.85]). Insbesondere ist die reduzierte
Diskriminante einer maximalen Ordnung immer quadratfrei.
Wenden wir dies nun auf die Frage an, ob eine Ordnung O mit t(O) = 2Z maxi-
mal sein kann. Man stellt fest, dass in diesem Fall O∗ ⊇ 12O sein muss. Damit folgt4
aber weiter D(O) ⊆ 2O und außerdem d(O) ⊆ 4Z. Damit ist die Diskriminante nicht
quadratfrei und die betrachtete Ordnung nicht maximal.
Wir werden später an einer wichtigen Stelle voraussetzen, dass die betrachtete Ord-
nung ein Hauptidealring ist. Wie wir gerade gesehen haben, gibt es Ordnungen, die
diese Voraussetzung erfüllen. Es gibt noch viele weitere Beispiele für Ordnungen, die
Hauptidealringe oder sogar euklidisch sind.
2. Nicht-abelsche Kohomologie der SL2 über Ordnungen
Es sei also weiterhin H eine Quaternionenalgebra über Q. Wie immer setzen wir
voraus, dass es sich um einen Schiefkörper handelt. Des Weiteren sei O eine Z-Ordnung
in H. Wir betrachten nun die allgemeine lineare Gruppe über dieser Ordnung:
GL2(O) = {X ∈M2(O) |X invertierbar in M2(O) } .
Betrachten wir nrd : M2(H) → Q, die reduzierte Norm der zentralen einfachen Q-
AlgebraM2(H). Anhand der expliziten Normformel aus Lemma 1.20 zusammen mit der
Tatsache, dass Norm und Spur ganzer Elemente ganz sind (Lemma 2.4), sehen wir, dass
die Einschränkung der reduzierten Norm auf M2(O) nur ganzzahlige Werte annimmt.
Durch die Multiplikativität der reduzierten Norm sehen wir außerdem nrd(X) = ±1 für
alle X ∈ GL2(O). Weiter interessiert uns die spezielle lineare Gruppe
SL2(O) = {X ∈ GL2(O) | nrd(X) = 1 } .
Ist H eine total deﬁnite Quaternionenalgebra, d.h. sie verzweigt über R, so nimmt die
reduzierte Norm ohnehin nur positive Werte an: Es gilt also GL2(O) = SL2(O).
Die Involution τ : GL2(H) → GL2(H) aus Abschnitt 3, deﬁniert durch τA :=
(A∗)−1, schränkt sich oﬀensichtlich zu einer Involution auf GL2(O) ein. Mit Lemma
1.19 (1) sieht man außerdem, dass sich τ zu einer Involution auf SL2(O) einschränkt.
Wir betrachten die induzierte Linkswirkung der zweielementigen Gruppe c2 = {1, τ} auf
GL2(O) bzw. SL2(O). Die nicht-abelsche Galoiskohomologie der Gruppe c2 mit Werten
in GL2(O) bzw. SL2(O) ist also deﬁniert, und diese wollen wir nun bestimmen. Wir
erinnern daran, dass ein 1-Kozykel durch eine hermitesche Matrix gegeben ist, die wir
immer auch als hermitesche Form betrachten können.
Es sei außerdem daran erinnert, dass wir die Kohomologiemenge H1(c2,GL2(H))
bereits bestimmt haben (siehe Proposition 1.37 und 1.38). Wir unterscheiden zwei Fälle:
(1) H1(c2,GL2(H)) = { [1, 1] }, falls H über R zerfällt.
(2) H1(c2,GL2(H)) = { [1, 1], [1,−1], [1, I1,1] }, falls H über R verzweigt.






Die Inklusion ι : GL2(O) ↪→ GL2(H) induziert eine natürliche Abbildung (siehe
Appendix A)
ι∗ : H1(c2,GL2(O))→ H1(c2,GL2(H)).
4Dieser Schritt erfordert einige Überlegungen: Es gilt erstens (O∗)∗ = O. Dies erhält man z.B.
mit Hilfe einer dualen Basis, denn O muss ein freier Z-Modul sein. Man sieht zweitens: ist x ∈ D(O),
so gilt O∗xO∗ ⊆ O∗ und insbesondere 1
2
xO∗ ⊆ O∗. Damit folgt t( 1
2
xO∗) ⊆ t(O∗) ⊆ Z und damit
1
2
x ∈ (O∗)∗ = O.
2. NICHT-ABELSCHE KOHOMOLOGIE DER SL2 ÜBER ORDNUNGEN 29
Wir wollen zunächst das Urbild der Klasse [1, I1,1] ∈ H1(c2,GL2(H)) unter ι∗ be-
stimmen. Dieses Urbild werden wir gelegentlich den indeﬁniten Teil der Kohomolo-
gie nennen. Im Fall (1) umfasst der indeﬁnite Teil die ganze erste Kohomologiemenge
H1(c2,GL2(O)), da [1, 1] = [1, I1,1] als Kohomologieklassen bzgl. GL2(H) gilt.
Vorab eine Warnung an den Leser: Es treten nun zwei Arten von Kohomologieklassen
auf - die Elemente von H1(c2,GL2(O)) und die von H1(c2,GL2(H)). Unsere Notation
ist also etwas ungenau, dennoch hoﬀen wir ausreichend klar formuliert zu haben.
2.1. Der indeﬁnite Teil der Kohomologie. Sei dazu im FolgendenX ∈ GL2(O)
eine hermitesche Matrix, d.h. X∗ = X. Wir nehmen an, die Klasse des Kozykels (1, X)
in H1(c2,GL2(O)) liege im Urbild ι−1∗ ([1, I1,1]). Durch X erhalten wir eine hermitesche
Form b : O2×O2 → O, deﬁniert durch b(u, v) := u∗X v für alle u, v ∈ O2. Wir werden
nun die Eigenschaften dieser Form untersuchen.
Lemma 2.17. Die Form b ist isotrop über O, d.h. es gibt ein u 6= 0 ∈ O2 mit
b(u, u) = 0.
Beweis. Nach Voraussetzung gibt es eine Matrix A ∈ GL2(H) mit A∗XA = I1,1.
Oﬀensichtlich gibt es (viele) Vektoren v ∈ H2 mit v 6= 0 und v∗I1,1v = 0. Das bedeutet
aber (Av)∗X(Av) = 0. Wir deﬁnieren u′ = Av und bemerken, dass u′ 6= 0 gilt, weil A
invertierbar ist. Da O eine Ordnung und damit ein vollständiges Z-Gitter ist, gibt es
m ∈ Z \ {0}, sodass u := mu′ ∈ O2 ist. Man sieht nun, dass b(u, u) = m2(u′)∗Xu′ = 0
ist. Damit ist b eine isotrope Form. 
Definition 2.18. Ein Vektor u ∈ O2 heißt links primitiv, wenn seine Einträge als
Linksideal ganz O erzeugen. Genauer: u = (u1, u2)T ist links primitiv genau dann, wenn
Ou1 +Ou2 = O.
Man deﬁniert ganz analog den Begriﬀ rechts primitiv. Es ist leicht festzustellen, dass
u = (u1, u2)T links primitiv ist genau dann, wenn u = (u1, u2)T rechts primitiv ist.
Lemma 2.19. Ist u ∈ O2 links primitiv, so gibt es ein v ∈ O2 mit b(u, v) = 1.
Beweis. Da u links primitiv ist, ist u rechts primitiv, d.h. u1O + u2O = O. Es
gibt also w1, w2 ∈ O mit u1w1 + u2w2 = 1. Nach Voraussetzung ist X invertierbar in
M2(O), es gibt insbesondere ein v ∈ O2 mit Xv = w, wobei w = (w1, w2)T sei. Es gilt
nun b(u, v) = u∗Xv = u∗w = 1. 
Wir können nun das Urbild ι−1∗ ([1, I1,1]) bestimmen, wenn wir O als Hauptideal-
ring annehmen. Wir werden sehen, dass der indeﬁnite Teil immer aus einem oder zwei







Im Beweis orientieren wir uns an Serres Darstellung [12, S.48] des klassischen Falls von
quadratischen Formen über Z.
Satz 2.20. Ist die Ordnung O ein Hauptidealring, so gilt: Ist X ∈ GL2(O) eine
hermitesche Matrix mit ι∗([1, X]) = [1, I1,1], dann folgt [1, X] = [1, I1,1] oder [1, X] =
[1, J ] als Klassen in H1(c2,GL2(O)).
Weiter gilt [1, J ] = [1, I1,1] genau dann, wenn t(O) = Z.
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Beweis. Wir betrachten zu X wieder die assoziierte Form b. Nach Lemma 2.17 gibt
es ein x ∈ O2 mit x 6= 0 und b(x, x) = 0. Sei x = (x1, x2)T mit x1, x2 ∈ O.
Wir wollen nun zeigen, dass x auch links primitiv gewählt werden kann: Wir be-
trachten das von x1 und x2 erzeugte Linksideal Ox1 +Ox2 in O. Nach Voraussetzung
ist O ein Hauptidealring, es gilt also Ox1 +Ox2 = Oa für ein a 6= 0 ∈ O. Insbesondere
können wir x1 = u1a und x2 = u2a schreiben mit u1, u2 ∈ O. Wir stellen fest, dass
u = (u1, u2)T ein links primitiver Vektor ist, denn Oa = Ox1 +Ox2 = (Ou1 +Ou2)a.
Wegen 0 = b(x, x) = au∗Xua = n(a)b(u, u) und a 6= 0 folgt b(u, u) = 0. Wir können
also x links primitiv annehmen.
Wir verwenden nun Lemma 2.19 und ﬁnden ein y ∈ O2 mit b(x, y) = 1. Sei ω ∈ O
beliebig und betrachte z := y − xω. Es gilt b(z, z) = b(y, y) − t(w). Wegen Z ⊂ O ist
2Z ⊆ t(O). Wir können also durch richtige Wahl von ω immer erreichen, dass b(z, z) = 1
oder b(z, z) = 0 gilt. Diese Fälle wollen wir nun getrennt behandeln.
Fall 1, b(z, z) = 0 :
Wir zeigen, dass x und z eine Basis des freien O- Rechtsmoduls O2 bilden. Wegen
b(x, z) = 1 sind x und z linear unabhängig über H. Wir betrachten O2 hier als Gitter
im H-Rechtsvektorraum H2. Also spannen sie zusammen ganz H2 auf. Sei nun u ∈ O2,
so gibt es h1, h2 ∈ H mit xh1 + zh2 = u. Wir zeigen nun, dass h1 und h2 in O liegen.
Dies folgt einfach aus h1 = b(z, u) ∈ O und h2 = b(x, u) ∈ O. Damit ist x, z eine Basis
von O2. Ist A die invertierbare Matrix mit Spalten x, z, so gilt A∗XA = J und damit
folgt die Behauptung.
Fall 2, b(z, z) = 1 :
Ähnlich wie in Fall 1 behaupten wir nun, dass x′ = x − z und z eine Basis des O-
Rechtsmoduls O2 bilden. Man stellt fest, dass b(x′, x′) = −1, b(x′, z) = 0 und b(z, z) = 1
gelten. Oﬀenbar sind x′ und z linear unabhängig über H und sie erzeugen damit H2.
Sei u ∈ O2, wir schreiben u = x′h1 + zh2 mit h1, h2 ∈ H. Man sieht leicht, dass h1, h2
in der Ordnung O liegen, denn es ist
h1 = −b(x′, u) ∈ O, h2 = b(z, u) ∈ O.
Sei nun A die Matrix mit den Spalten z und x′, so gilt A∗XA = I1,1 und somit folgt
die Behauptung.
Wir wollen nun noch zeigen, dass genau dann [1, J ] = [1, I1,1] ist, wenn t(O) = Z
gilt. Es sei zunächst daran erinnert, dass t(O) ein Ideal in Z ist und dieses Ideal entweder
t(O) = Z oder t(O) = 2Z ist.
Ist t(O) = Z, so können wir in obigem Beweis, durch geschickte Wahl von ω, beide
Fälle erreichen. Es gilt also [1, J ] = [1, X] = [1, I1,1]. Es genügt also zu zeigen: Ist
[1, J ] = [1, I1,1], so gibt es ein Element mit Spur 1 in O. Die Annahme [1, J ] = [1, I1,1]
impliziert, dass die von J bzw. I1,1 induzierten hermiteschen Formen auf O2 äquivalent
sind. Sie stellen also die selben Werte dar. Die von I1,1 kommende Form stellt die 1
dar, also auch die von J induzierte. Es gibt somit u = (u1, u2)T ∈ O2 mit 1 = u∗Ju =
t(u1u2). 
Bemerkung 2.21. Der Fall t(O) = 2Z ist mit Vorsicht zu genießen. Dem Autor ist
kein Beispiel einer Ordnung bekannt, welche Hauptidealring ist und t(O) = 2Z erfüllt.
Andererseits ist ebenfalls nicht klar, warum es solche Ordnungen nicht geben sollte. Es
sei nochmals darauf hingewiesen: die wichtige Klasse der maximalen Ordnungen erfüllt
immer t(O) = Z (siehe Bemerkung 2.16). Wir werden diesen Fall weiter mit uns her-
umtragen, auch weil die Hoﬀnung besteht, dass die Voraussetzung O sei Hauptidealring
noch abgeschwächt werden könnte. Diese Voraussetzung wird im Beweis nur an einer
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Stelle verwendet: zum Finden eines links primitiven isotropen Vektors für die von X
induzierte Form. Findet man solche Vektoren auch unter schwächeren Voraussetzungen,
so lässt sich der Satz direkt übertragen.
Wir möchten nun dieses Ergebnis nutzen, um die erste Kohomologiemenge mit Wer-
ten in der Gruppe SL2(O) zu verstehen. Ist H eine Quaternionenalgebra, welche über
R verzweigt, so gilt SL2(O) = GL2(O). Wir kennen also in diesem Fall den indeﬁniten
Teil der Kohomologie bereits. Wenden wir uns dem Fall zu, dass H über R zerfällt.
Bemerkung 2.22. Sei O eine Z-Ordnung in einer Quaternionenalgebra H, welche
über R zerfalle. Ist O ein Hauptidealring, so gibt es eine Matrix A ∈ GL2(O) mit
nrd(A) = −1. Dies sieht man wie folgt ein: Da H über R zerfällt, ist der indeﬁnite
Teil gleich der gesamten Kohomologie. Nach Satz 2.20 muss der Kozykel (1, 1) zu einem
der Kozykel (1, J) und (1, I1,1) kohomolog sein. Falls die Kozykel (1, J) und (1, I1,1)
für H1(c2,GL2(O)) nicht kohomolog sind (d.h. t(O) = 2Z), nimmt die zu J assoziierte
Form nur gerade Werte an. Es kann somit (1, 1) nur kohomolog zu (1, I1,1) sein. Somit
gibt es eine Matrix A ∈ GL2(O) mit A∗A = I1,1. Nehmen wir die Determinante auf
beiden Seiten, so erhalten wir mit Lemma 1.43 das gewünschte Resultat:
nrd(A) = det(I1,1) = −1.
Korollar 2.23. Sei H eine Quaternionenalgebra über Q, welche über R zerfällt.
Sei weiter O ⊂ H eine Z-Ordnung. Ist O ein Hauptidealring, so besteht H1(c2,SL2(O))
aus zwei oder vier Elementen. Genauer gilt:
(1) t(O) = Z impliziert H1(c2,SL2(O)) =
{
[1, 1], [1, I1,1]
}
.
(2) t(O) = 2Z impliziert H1(c2,SL2(O)) =
{
[1, 1], [1, I1,1], [1, J ], [1, A∗JA]
}
.
Hier bezeichnet A ∈ GL2(O) eine Matrix mit nrd(A) = −1. Eine solche existiert, wie
wir in Bemerkung 2.22 gesehen haben.
Beweis. Man sieht sofort, dass alle genannten Kozykel wirklich Kozykel für SL2(O)
sind. Weiter sei (1, X) ein Kozykel für H1(c2,SL2(O)), es gibt nach Satz 2.20 eine
Matrix B ∈ GL2(O) mit B∗XB gleich I1,1 oder J . Gilt nrd(B) = 1, so ist (1, X) zu
(1, I1,1) bzw. (1, J) kohomolog in H1(c2,SL2(O)). Andernfalls gilt nrd(B) = −1 und wir
wählen A ∈ GL2(O) mit A∗I1,1A = 1 und nrd(A) = −1 (siehe Bemerkung 2.22). Dann
ist A∗B∗XBA gleich 1 oder A∗JA. Also ist jeder Kozykel einer der vier genannten
Klassen zuzuordnen. Nun überlegen wir noch warum bzw. wann diese Klassen nicht
zusammenfallen. Wegen des Zusammenhangs von Determinante und reduzierter Norm
aus Lemma 1.43 kann der triviale Kozykel (1, 1) nie zu (1, I1,1) oder (1, J) kohomolog
bzgl. SL2(O) sein. Dasselbe gilt für (1, A∗JA). Wählen wir A ∈ GL2(O)mit A∗I1,1A = 1
wie oben, so sieht man sofort: Die Kozykel (1, 1) und (1, A∗JA) sind kohomolog bzgl.
SL2(O) genau dann, wenn die Kozykel (1, I1,1) und (1, J) kohomolog bzgl. SL2(O) sind.
Wiederum folgt mit dem Zusammenhang von Determinante und reduzierter Norm aus
Lemma 1.43, dass dies genau dann der Fall ist, wenn sie kohomolog bzgl. GL2(O) sind.
Diese Frage haben wir aber in Satz 2.20 schon beantwortet. 
Beispiel 2.24. Wir werden dies an den uns bekannten Beispielen von Ordnungen
kurz explizit machen. Sei H = Q(2, 5|Q) und O = Z[1, i, 1+j2 , i+ij2 ] wie in Beispiel 2.15.
Wir wissen, dass O ein Hauptidealring ist und t(O) = Z gilt. Da H über R zerfällt,
kennen wir durch Korollar 2.23 die erste Kohomologiemenge
H1(c2,SL2(O)) =
{




Betrachten wir nun den total deﬁniten Fall H = Q(−1,−1|Q) mit O = Z[1, i, j, ω]
aus Beispiel 2.14. Wieder ist O ein Hauptidealring mit t(O) = Z, allerdings verzweigt





} ∪ ι−1∗ ([1, 1]) ∪ ι−1∗ ([1,−1]).
Wir nennen die zwei weiteren Teile der Kohomologiemenge den positiv bzw. negativ
deﬁniten Teil.
3. Hauptkongruenzuntergruppen
In diesem Abschnitt wollen wir kurz den Begriﬀ der Hauptkongruenzuntergruppen
in GLn(O) einführen und zeigen, dass diese Gruppen unter geeigneten Annahmen tor-
sionsfrei5 sind.
Es sei H eine Quaternionenalgebra über Q, welche keine Matrixalgebra ist. Weiter
betrachten wir eine Z-Ordnung O ⊂ H. Ist J ⊂ O ein zweiseitiges Ideal, so ist O/J
ein Ring und die kanonische Projektion pi : O → O/J ist ein Homomorphismus von
Ringen. Dieser liefert einen Homomorphismus von Ringen pin : Mn(O) → Mn(O/J),
indem pi auf alle Einträge einer Matrix angewandt wird. Weiter induziert pin einen
Gruppenhomomorphismus pi×n : GLn(O)→ GLn(O/J) der Einheitengruppen.
Definition 2.25. Die normale Untergruppe GLn(O, J) := ker(pi×n ) von GLn(O)
heißt Hauptkongruenzuntergruppe zum Ideal J .
Auf analoge Art und Weise lassen sich Hauptkongruenzuntergruppen in der GLn(R)
eines beliebigen (üblicherweise kommutativen) Ringes R deﬁnieren. Ein klassisches Re-
sultat besagt, dass die Hauptkongruenzuntergruppen GLn(Z, (q)) für alle q ≥ 3 tor-
sionsfrei sind (vergleiche Jantzen, Schwermer [4, S.372 ﬀ.]). Auf sehr ähnliche Weise
werden wir die Torsionsfreiheit für eine bestimmte Familie von Hauptkongruenzunter-
gruppen in GLn(O) zeigen. Dazu werden wir wieder die nützliche Voraussetzung, O sei
Hauptidealring, treﬀen.
Ist q ∈ Z, so ist qO = Oq ein zweiseitiges Ideal in O. Wir notieren die Hauptkon-
gruenzuntergruppe zum Ideal qO im Folgenden kurz mit Γn(q) := GLn(O, qO).
Satz 2.26. Sei H eine Q-Quaternionenalgebra und O eine Z-Ordnung. Ist O ein
Hauptidealring, so gilt: Für alle q ∈ Z mit q ≥ 3 ist die Hauptkongruenzuntergruppe
Γn(q) torsionsfrei.
Beweis. Angenommen Γn(q) ist nicht torsionsfrei, dann ﬁnden wir ein Torsionsele-
ment g ∈ Γn(q) mit g 6= 1n. Es gibt also eine ganze Zahl m > 1, sodass gm = 1n gilt. Da
g Element der Hauptkongruenzuntergruppe ist, können wir g = 1n + qB schreiben mit
einer Matrix B = (bst)s,t ∈Mn(O). Das von den Einträgen von B erzeugte Rechtsideal





5Eine Gruppe G heißt torsionsfrei, wenn sie außer dem neutralen Element keine Elemente endlicher
Ordnung enthält.
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Wir können also B = aB′ schreiben, mit B′ = (b′st)s,t ∈ Mn(O). Weiter gilt natürlich∑
s,t b
′
stO = O. Unter Verwendung der Binomischen Formel erhalten wir








Wir verwenden hier, dass q im Zentrum von O liegt. Es gilt also für alle 1 ≤ s, t ≤ n
mqab′st = q
2axst
mit gewissen Elementen xst ∈ O. Weil m ∈ Z ist, können wir qa kürzen und erhalten




stO = O können wir Elemente wst ∈ O ﬁnden, sodass∑
s,t b
′








Also sehen wir q | m. Wegen q ≥ 3 folgt sofort: Γn(q) enthält keine Elemente der
Ordnung 2. Wir können ohne Beschränkung der Allgemeinheit annehmen, dass m eine
ungerade Primzahl p ist, denn ist p Primteiler von m, so ist gm/p Torsionselement der
Ordnung p. Wegen q 6= 1 folgt aus q | m = p natürlich q = p. Da p eine ungerade





= pp−12 . Mit Gleichung (3.1) erhalten
wir für alle s, t
p2ab′st = p
3ayst
mit gewissen yst ∈ O. Durch Kürzen sehen wir b′st = pyst. Dies ist ein Widerspruch




stO = O. Wir können nun schließen, dass Γn(q) keine
Torsionselemente besitzt. 
3.1. Abschätzungen für den Index. Wir möchten nun noch eine einfache Ab-
schätzung für den Index der Hauptkongruenzuntergruppen Γn(q) in GLn(O) herleiten.
Da wir dies später nur für den Fall n = 2 benötigen, werden wir uns auf die Behandlung
dieses Falles beschränken. Man stellt übrigens leicht fest, dass O/qO genau q4 Elemente
besitzt. Dies sieht man wie folgt: Ist v1, . . . , v4 eine Z-Basis von O, so sind die Bilder
pi(v1), . . . , pi(v4) unter der kanonischen Projektion pi : O → O/qO eine Z/qZ-Basis
von O/qO. Oﬀensichtlich erzeugen die Bilder O/qO. Wir zeigen, dass sie auch linear
unabhängig sind: Angenommen
∑4




Es gibt somit ein x ∈ O mit∑4k=1mkvk = qx. Man schreibt x bzgl. der Basis v1, . . . , v4
als x =
∑4
k=1 xkvk und stellt fest, dass mk = qxk für alle k = 1, . . . , 4 gilt. Dies
verwenden wir, um die Größe der Gruppe GL2(O/qO) abzuschätzen.
Lemma 2.27. Die Gruppe GL2(O/qO) hat höchstens (q8 − 1)(q8 − q4) Elemente.
Beweis. Es sei A ∈ GL2(O/qO). Da A invertierbar ist, liefert A einen Automor-
phismus φA des O/qO-Rechtsmoduls (O/qO)2. Wegen der Injektivität von φA kann die
erste Spalte nicht Null sein, es gibt also höchstens (q4)2 − 1 mögliche erste Spalten6.
Außerdem kann die zweite Spalte kein O/qO Rechts-Vielfaches der ersten Spalte sein.
Es sei (x, y)T ∈ (O/qO)2 die erste Spalte. Angenommen (x, y)u = (x, y)v für irgend-
welche u 6= v ∈ O/qO, dann ist u − v 6= 0 und es gilt x(u − v) = 0 und y(u − v) = 0.
6Hat O/qO viele Nullteiler, gibt es natürlich wesentlich weniger zulässige erste Spalten.
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Das heißt φA((u − v, 0)T ) = 0, folglich ist φA nicht injektiv. Dies ist ein Widerspruch
zur Wahl von A, also gibt es q4 verschiedene Vielfache der ersten Spalte. Wir erkennen
also, dass es höchstes q8 − q4 mögliche zweite Spalten gibt. 
Beispiel 2.28. Wir möchten ein warnendes Beispiel geben, welches illustriert, dass
diese Abschätzung im Allgemeinen sehr schlecht sein kann.
Wir betrachten H = Q(−1,−1|Q) und die Z-Ordnung O = Z[1, i, j, ω] mit ω =
1+i+j+ij
2 . Weiter wählen wir q = 3. Man stellt leicht fest, dass O/3O = F3⊕F3i⊕F3j⊕
F3ij mit i2 = 2, j2 = 2 und ij = −ji gilt. Hierbei bezeichnet F3 = Z/3Z = {0, 1, 2}
den Körper mit drei Elementen. Das heißt, es gilt O/3O ∼= Q(2, 2|F3). Da es keine
nicht-kommutativen endlichen Divisionsalgebren gibt7, giltO/3O ∼=M2(F3). Folglich ist
die allgemeine lineare Gruppe GL2(O/3O) isomorph zu GL4(F3). Die Kardinalität der




aus Lemma 2.27 ergibt eine obere Schranke von (38 − 1)(38 − 34) = 42 508 800 obwohl
die Gruppe nur (34 − 1)(34 − 3)(34 − 32)(34 − 33) = 24 261 120 Elemente hat.
Schränken wir die reduzierte Norm nrd : M2(H) → Q auf M2(O) ein, so erhalten
wir eine multiplikative Abbildung mit ganzzahligen Werten. Dies sieht man z.B. aus
der expliziten Normformel (Lemma 1.20) und der Tatsache, dass Norm und Spur gan-
zer Elemente ganz sind (Lemma 2.4). Man sieht mit der expliziten Formel außerdem,
dass sie zu einer multiplikativen Abbildung nrd : M2(O/qO) → Z/qZ faktorisiert. Wir
bekommen somit einen Gruppenhomomorphismus nrd : GL2(O/qO) → (Z/qZ)×. Wir
bezeichnen das Bild dieser Abbildung temporär mit B. Damit deﬁnieren wir die Gruppe
SL2(O/qO) := {A ∈ GL2(O/qO) : | nrd(A) = 1 ∈ Z/qZ }.
Es gilt nach dem Homomorphiesatz |SL2(O/qO)||B| = |GL2(O/qO)|. Da B sicherlich
alle Quadrate aus (Z/qZ)× enthält, können wir die Kardinalität von SL2(O/qO) nach
oben abschätzen.
Lemma 2.29. Es gilt
|SL2(O/qO)| ≤ (q
8 − 1)(q8 − q4)
α(q)
,
wobei α(q) die Anzahl der Quadrate in (Z/qZ)× sei.











Dies sieht man z.B. aus der Tatsache, dass (Z/pnZ)× ∼= Z/(p− 1)pn−1Z für alle n ≥ 1
und p 6= 2, sowie (Z/2nZ)× ∼= Z/2Z× Z/2n−2Z für alle n ≥ 3 gilt (siehe z.B. [1, S.115
ﬀ.]). Mit Hilfe des Homomorphiesatzes haben wir damit auch Abschätzungen für den
Index der Kongruenzuntergruppe Γ2(q) hergeleitet.
Lemma 2.30. Der Index von Γ2(q) in GL2(O) ist kleiner oder gleich (q8−1)(q8−q4).
Der Index von Γ2(q) ∩ SL2(O) in SL2(O) ist kleiner oder gleich (q
8−1)(q8−q4)
α(q) .
Beweis. Es ist, nach dem Homomorphiesatz, GL2(O)/Γ2(q) isomorph zum Bild
der Abbildung pi×2 : GL2(O) → GL2(O/qO). Hat also höchstens so viele Elemente wie
GL2(O/qO). Analog sieht man die Behauptung für Γ2(q) ∩ SL2(O). Hier verwendet
man, dass das Bild pi×2 (SL2(O)) in SL2(O/qO) liegt. 
7Dies ﬁndet man bei Weil [15, Thm.1, S.1] oder Jantzen,Schwermer [4, Satz 7.13, S.328].
KAPITEL 3
Geometrie der speziellen linearen Gruppe
In diesem Kapitel möchten wir die geometrischen Eigenschaften von gewissen Un-
tergruppen der speziellen linearen Gruppe über einer Ordnung verstehen. Das heißt, wir
werden diese Untergruppen von SLn(O) auf geeigneten Räumen wirken lassen. Diese
Räume werden Riemannsche symmetrische Räume sein. Um eine gute Grundlage zu
schaﬀen, werden wir dazu auch einige allgemeine Resultate zu symmetrischen Räumen
und isometrischen Wirkungen herleiten. Insbesondere werden uns die Fixpunkte solcher
Wirkungen interessieren.
Im Folgenden bezeichnet H immer eine Quaternionenalgebra über dem Körper der
rationalen Zahlen Q. Wir werden immer voraussetzen, dass H eine Divisionsalgebra ist.
Wir werden zunächst H und Mn(H) bzw. SLn(H) an der reellen Stelle betrachten und
uns überlegen, wie sich die Involution τ entsprechend fortsetzen lässt. Weiter werden
wir dann einen torsionsfreien Normalteiler Γ ⊆ SL2(O) auf dem zugehörigen symme-
trischen Raum X wirken lassen. Wir erhalten den Raum XupslopeΓ auf dem die Involution
τ : SL2(H)→ SL2(H) eine Wirkung der zweielementigen Gruppe induziert. Ziel ist es,
die Fixpunktmannigfaltigkeit dieser Wirkung zu verstehen.
1. Reelle Fortsetzungen und Lie Gruppen
Untersuchen wir die Quaternionenalgebra H an der reellen Stelle HR := H ⊗ R,
so müssen wir immer zwei Fälle unterscheiden: entweder H verzweigt (HR = H) oder
H zerfällt (HR ∼= M2(R)). Im ersten Fall ist Mn(H) ⊗ R ∼= Mn(H), im zweiten gilt
Mn(H)⊗ R ∼= M2n(R). Wir werden gleich explizit solche Isomorphismen angeben, um
dann ohne weitere Erwähnung Mn(H) ⊗ R mit Mn(H) bzw. M2n(R) zu identiﬁzieren.
Außerdem setzt sich der involutive Antiautomorphismus ·∗ : Mn(H) → Mn(H) aus
Lemma 1.18 durch (A ⊗ µ)∗ := A∗ ⊗ µ auf Mn(H) ⊗ R fort. Wir werden auch klären,
wie diese Fortsetzung auf Mn(H) bzw. M2n(R) aussieht. Wir nennen involutive Anti-
automorphismen auf Algebren küftig schlicht Involutionen oder Algebren-Involutionen.
Diese sind von unseren Involutionen auf Gruppen, im Sinne von Automorphismen der
Ordnung zwei, sorgfältig zu trennen. Schließlich werden wir noch einige Lie Gruppen
vorstellen, denen wir in dieser Arbeit noch begegnen werden.
1.1. Was ist Mn(H) ⊗ R? Im Fall HR = H ist dies ganz einfach. Ist H =
Q(−a,−b|Q) mit rationalen a, b > 0, so ist H = Q ⊕ Qi′ ⊕ Qj′ ⊕ Qi′j′ mit i′2 = −a,
j′2 = −b und i′j′ = −j′i′. Außerdem haben wir die Hamiltonschen Quaternionen
H = R ⊕ Ri ⊕ Rj ⊕ Rij mit i2 = −1, j2 = −1 und ij = −ji. Oﬀensichtlich deﬁ-
niert folgende Abbildung einen Isomorphismus α : HR → H: x0 + x1i′ + x2j′ + x3i′j′ ⊗






abij. Damit erhalten wir sofort einen Isomorphismus
f : Mn(H) ⊗ R → Mn(H) durch (akl)k,l ⊗ 1 7→ (α(akl ⊗ 1))k,l. Weiter sehen wir, weil
α äquivariant bzgl. der Konjugationen auf H und H ist, dass f(A∗ ⊗ 1) = f(A ⊗ 1)∗
gilt. Einfacher ausgedrückt: Konjugieren und Transponieren auf Mn(H) setzt sich zu
Konjugieren und Transponieren auf Mn(H) fort.
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Auch im zweiten Fall (HR ∼=M2(R)) wollen wir einen Isomorphismus
f :Mn(H)⊗ R→M2n(R)
explizit angeben. Wir konstruieren f genau wie die Zerfällung z aus Kapitel 1 Abschnitt
2.2.1. Man muss lediglich folgendes beachten: Ist H = Q(a, b|Q) und zerfällt H über R,
so ist a oder b positiv. Wegen Q(a, b|Q) ∼= Q(b, a|Q) können wir ohne Einschränkung
a > 0 annehmen. Wir können also den Körper L = K(
√
a) in R einbetten L ↪→ R. Wir
betrachten stillschweigend L als Teilkörper der reellen Zahlen (d.h. wir haben eine der
beiden möglichen Einbettungen ﬁx gewählt) und wir erhalten:
Mn(H)⊗Q R '→ (Mn(H)⊗Q L)⊗L R z⊗id→ M2n(L)⊗L R '→M2n(R)
Sei υ : L ↪→ R die andere Einbettung von L in R. Wir können den Isomorphismus f







Wobei wir hier mit υ(B) bzw. υ(C) meinen, dass υ auf jeden Eintrag der Matrix ange-
wandt wird. Wie sieht nun die Involution ·∗ auf M2n(R) aus? Sei wieder A = B + Cj
mit B,C ∈Mn(L). Dann ist A∗ = B∗ − CT j. Wir sehen damit










u−1 = uf(A⊗ 1)Tu−1,





bezeichnet. Erstaunlicherweise erhalten wir hier durch
·∗ auf Mn(H) eine Involution vom symplektischen Typ auf M2n(R). Das heißt, es gilt
uT = −u. Insbesondere kann man damit zeigen, dass es keinen Isomorphismus von
Algebren mit Involution zwischen (M2n(R), ·T ) und (Mn(H)⊗ R, ·∗) gibt. Wir stellen
also fest: X∗ = uXTu−1 für alle X in M2n(R). Nochmals eine deutliche Warnung: ·∗ ist
nicht die Transposition auf M2n(R).
1.2. Assoziierte reelle Gruppen. Wir wollen jetzt die reellen Entsprechungen
der allgemeinen und speziellen linearen Gruppe über H betrachten. Was soll das heißen?
Wir haben die Gruppen G1 = GLn(H) bzw. G2 = SLn(H), diese sind algebraische
Gruppen deﬁniert über den rationalen Zahlen Q. Dazu muss man sich nur überlegen,
dass die reduzierte Norm durch ein Polynom1 mit rationalen Koeﬃzienten gegeben ist.
Uns interessiert nun die zugehörige Gruppe der reellen Punkte Gi(R). Da wir hier keine
Details benötigen, werden wir uns damit begnügen die entsprechenden (oﬀensichtlichen)
reellen Gruppen anzugeben.
• Falls H über R zerfällt, ist G1(R) = GL2n(R) und G2(R) = SL2n(R).
• Falls H über R verzweigt, ist G1(R) = GLn(H) und G2(R) = SLn(H).
Die Gruppe SLn(H) ist deﬁniert als SLn(H) := { A ∈ GLn(H) | nrd(A) = 1 }. Hier be-
zeichnet nrd :Mn(H)→Mn(H) die reduzierte Norm der zentralen einfachen R-Algebra
Mn(H). Diese nimmt übrigens nur positive reelle Werte an. Für spätere Referenz for-
mulieren wir folgendes
Lemma 3.1. (i) Für n ≥ 2 ist SLn(R) eine halbeinfache, zusammenhängende reelle
Lie Gruppe der Dimension n2 − 1.
(ii) Für n ≥ 1 ist SLn(H) eine halbeinfache, einfach zusammenhängende reelle Lie
Gruppe der Dimension 4n2 − 1.
1Genauer: Ein Polynom in den Koeﬃzienten der Einträge der Matrix bzgl. einer gewählten Q-Basis
von H.
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Beweis. Dies ist wohlbekannt: siehe z.B. Knapp [5, S.110 ﬀ.] oder Helgason [3,
S.339 ﬀ.]. Der einfache Zusammenhang von SLn(H) folgt aus dem einfachen Zusam-
menhang von Sp(n) (siehe unten) und der Cartan-Zerlegung. 
Wir haben in Kapitel 1 insbesondere die Involution τ auf der allgemeinen und
speziellen linearen Gruppe über H untersucht. Diese setzt sich auf der entsprechen-
den reellen Gruppe fort. Da wir in Abschnitt 1.1 schon gesehen haben, wie die In-
volution ·∗ : Mn(H) ⊗ R → Mn(H) ⊗ R aussieht, können wir sofort die Fortsetzung
τ : G1(R)→ G1(R) angeben.
• Für A ∈ GL2n(R) deﬁnieren wir τA := u(AT )−1u−1.
• Für A ∈ GLn(H) deﬁnieren wir τA := (A∗)−1.
Oﬀensichtlich schränkt sich τ in beiden Fällen zu einem involutiven Automorphismus
auf SL2n(R) bzw. SLn(H) ein. Weiter werden wir später auch auf die Gruppe G1(R)τ
der Fixpunkte von τ treﬀen. Wir erhalten die folgenden beiden reellen Lie Gruppen:
• GL2n(R)τ = {A ∈ GL2n(R) |ATuA = u } =: Sp(n,R)
• GLn(H)τ = {A ∈ GLn(H) |A∗A = 1n } =: Sp(n)
Die Gruppe Sp(n,R) heißt die reelle symplektische Gruppe. Die Gruppe Sp(n) heißt
quaternionische unitäre Gruppe. In manchen Büchern wird die Gruppe Sp(n) leider auch
symplektische Gruppe genannt, was auch die Notation Sp erklärt. Da diese Notation sehr
gebräuchlich ist, werden wir sie verwenden. Der Leser möge bitte aufmerksam zwischen
Sp(n,R) und Sp(n) unterscheiden. Wir werden wieder einige einfache Eigenschaften
dieser Gruppen auﬂisten.
Lemma 3.2. (i) Für alle n ≥ 1 ist die reelle symplektische Gruppe Sp(n,R) eine
halbeinfache, zusammenhängende Lie Gruppe der Dimension n(2n+ 1).
(ii) Für alle n ≥ 1 ist die quaternionische unitäre Gruppe Sp(n) eine halbeinfache,
kompakte, einfach zusammenhängende Lie Gruppe der Dimension n(2n+ 1).
Beweis. Dies ﬁndet man bei Knapp [5, S.110 ﬀ.]. 
Es sei darauf hingewiesen, dass beide Gruppen in der entsprechenden speziellen li-
nearen Gruppe liegen. Das heißt: Sp(n,R) ⊂ SL2n(R) und Sp(n) ⊂ SLn(H). Dies folgt
aus dem Zusammenhang dieser Gruppen, indem man sich überlegt, dass die Determi-
nante bzw. reduzierte Norm auf diesen Gruppen nur die Werte ±1 annehmen kann.
Es gibt noch zwei weitere Familien von Lie Gruppen, denen wir später begegnen
werden. Seien p, q natürliche Zahlen mit p + q = n. Wir bezeichnen wieder durch Ip,q
die Diagonalmatrix diag(1, . . . , 1︸ ︷︷ ︸
p
,−1, . . . ,−1︸ ︷︷ ︸
q
). Wir deﬁnieren die Gruppe
Sp(p, q) := {A ∈ GLn(H) |A∗Ip,qA = Ip,q }.
Diese ist eine abgeschlossene Untergruppe der GLn(H), also eine Lie Untergruppe. Man
sieht sofort, dass Sp(p, q) ⊂ SLn(H) ist. Wir stellen außerdem fest: Sp(n, 0) = Sp(0, n) =
Sp(n).
Lemma 3.3. Für alle p, q mit p + q = n ≥ 1 ist Sp(p, q) eine halbeinfache, einfach
zusammenhängende Lie Gruppe der Dimension n(2n+ 1).
Man sieht durch eine einfache Rechnung, dass
Sp(p, q) ∩ Sp(n) = Sp(p)× Sp(q)
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gilt. Dies kann man auch verwenden, um den einfachen Zusammenhang von Sp(p, q)
zu erkennen: Wir wissen bereits, dass Sp(p) und Sp(q) einfach zusammenhängend sind.
Dann folgt mit Hilfe der Cartan Zerlegung (siehe unten) auch, dass Sp(p, q) einfach
zusammenhängend ist.
Zum Schluss wollen wir noch den Schnitt der Gruppe Sp(n,R) mit der speziellen






mit A1, . . . , A4 ∈Mn(R). Aus ATA = 12n und ATuA = u folgt uA = Au. Das führt zu







Das ist genau die bekannte Darstellung der komplexen Matrix A1+iA3 als reelle Matrix
der doppelten Größe. Die Bedingung ATA = 12n impliziert, dass diese eine unitäre
Matrix ist. Damit haben wir gezeigt, dass
Sp(n,R) ∩ SO2n ∼= U(n)
gilt. Wir werden im Folgenden die Gruppe Sp(n,R) ∩ SO2n mit der unitären Gruppe
U(n) identiﬁzieren. Zur Erinnerung noch einige Eigenschaften der unitären Gruppe.
Lemma 3.4. Für alle n ≥ 1 ist die unitäre Gruppe U(n) eine reduktive, zusammen-
hängende Lie Gruppe der Dimension n2.
2. Riemannsche Geometrie und Symmetrische Räume
Wir wollen in diesem Abschnitt etwas Diﬀerentialgeometrie treiben. Wir werden
deﬁnieren was ein Riemannscher symmetrischer Raum ist und zeigen, wie man aus einer
halbeinfachen zusammenhängenden Lie Gruppe einen symmetrischen Raum gewinnt.
Außerdem wollen wir uns mit Fixpunktmengen isometrischer Wirkungen auf Riemann-
Mannigfaltigkeiten befassen.
2.1. Symmetrische Räume. Sei M eine glatte reelle Mannigfaltigkeit. Den Tan-
gentialraum an M im Punkt p notieren wir mit TpM , außerdem bezeichnen wir die
Menge der glatten Vektorfelder auf M durch X(M). Eine Riemann-Metrik auf M ist
ein zweifach kovariantes Tensorfeld g : X(M) × X(M) → C∞(M,R), so dass gilt: Für
alle p ∈M ist gp : TpM×TpM → R eine symmetrische, positiv deﬁnite Bilinearform. Sei
M eine glatte Mannigfaltigkeit zusammen mit einer Riemann-Metrik g, so nennen wir
(M, g) eine Riemannsche Mannigfaltigkeit. Eine Isometrie f : (M, g)→ (N,h) zwischen
Riemannschen Mannigfaltigkeiten ist ein Diﬀeomorphismus, der die Riemann-Metrik
erhält, d.h. f∗(h) = g. Anders ausgedrückt: für alle p ∈ M und alle X,Y ∈ TpM gilt
hf(p)(Tpf(X), Tpf(Y )) = gp(X,Y ). Wir erinnern daran, dass auf einer Riemannschen
Mannigfaltigkeit, für jedes p ∈ M , die Exponentialabbildung expp : U ⊂ TpM → M
auf einer oﬀenen Umgebung U von 0 ∈ TpM deﬁniert ist. Die Kurve t 7→ expp(tX)
ist die eindeutige Geodäte durch p mit Richtung X ∈ TpM . Eine Teilmannigfaltigkeit
N ⊂M heißt total-geodätisch, wenn für jeden Punkt p ∈ N gilt: Ist γ eine Geodäte von
M durch p, die bei p tangential an N ist, dann liegt γ schon komplett in N . Folgendes
Lemma wird sich später als nützlich erweisen.
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Lemma 3.5. Sei f : (M, g)→ (M, g) eine Isometrie auf einer Riemannschen Man-
nigfaltigkeit.
(1) Für alle p ∈M gilt f ◦ expp(X) = expf(p)(Tpf(X)) für alle X ∈ TpM die im
Deﬁnitionsbereich von expp liegen.
(2) Die Menge der Fixpunkte Mf := {p ∈M |f(p) = p} ist eine total-geodätische
Teilmannigfaltigkeit von M .
Beweis. Zu (1): Dies folgt aus der Tatsache, dass f Geodäten auf Geodäten abbil-
det.
Zu (2): Sei p ∈ Mf , wir müssen eine bei p zentrierte Karte ϕ : U ⊂ Rm → M
ﬁnden, sodass es einen linearen Teilraum F ⊆ Rm gibt mit Mf ∩ ϕ(U) = ϕ(U ∩ F ).
Die Tangentialabbildung von f bei p ist ein linearer Isomorphismus TpM
'→ TpM . Sei
F = { x ∈ TpM | Tpf(x) = x } die Menge der Fixpunkte der Tangentialabbildung. F ist
ein linearer Unterraum von TpM . Es gibt eine oﬀene Umgebung U ′ von 0 ∈ TpM und
eine oﬀene Umgebung N ′ von p in M , sodass expp : U ′ → N ′ ein Diﬀeomorphismus ist.
Wir wählen eine etwas kleinere oﬀene Umgebung U ⊆ U ′ von 0, sodass Tpf(U) ⊆ U ′ gilt.
Es seiN = expp(U). Dies ist die gesuchte Karte, wenn wir zeigen: expp(U∩F ) = N∩Mf .
Sei q ∈ N∩Mf . Es gibt y ∈ U mit q = expp(y). Wegen (1) gilt: q = f(q) = f(expp(y)) =
expp(Tpf(y)) und wir schließen y ∈ F , denn Tpf(y) = y ∈ U ′. Genauso: Ist y ∈ F ∩ U ,
so ist q := expp(y) ein Fixpunkt von f , denn f(q) = f(expp(y))) = expp(Tpf(y)) = q.
Weiter sehen wir, dass Mf total-geodätisch ist: Sei γ eine Geodäte mit γ(0) = p ∈Mf
und x = γ′(0) ∈ F . Wir müssen zeigen, dass γ vollständig in Mf liegt. Es gilt aber
γ(t) = expp(tx) mit tx ∈ F , folglich liegt γ in Mf . 
Mit dem selben Argument sieht man, dass auch die Fixpunkte MF einer Menge F
von Isometrien eine Teilmannigfaltigkeit bilden.
Eine Isometrie f : (M, g) → (M, g) heißt involutiv, wenn f2 = idM aber f 6= idM
gilt.
Definition 3.6. Eine zusammenhängende Riemannsche Mannigfaltigkeit heißt Rie-
mannscher symmetrischer Raum, wenn es für alle p ∈ M eine involutive Isometrie sp
von M gibt, sodass p ein isolierter Fixpunkt von sp ist.
Mit Lemma 3.5 sieht man sehr leicht, dass eine solche involutive Isometrie lokal
bei p einfach alle Geodäten umkehrt. Es gilt also Tpsp = − idTpM . Da eine detail-
lierte Behandlung symmetrischer Räume den Rahmen dieser Arbeit sprengen würde,
verweisen wir den Leser mit allen weitergehenden Fragen zu Helgason [3]. Bei Michor
[6, 28.5] ﬁndet man eine nützliche Liste wichtiger Eigenschaften symmetrischer Räu-
me. Ein Riemannscher symmetrischer Raum ist immer eine vollständige Riemannsche
Mannigfaltigkeit, d.h., M ist mit der von g induzierten Metrik dg ein vollständiger me-
trischer Raum. Äquivalent dazu ist nach Hopf und Rinov, dass alle Geodäten unendlich
lang sind. Des Weiteren wirkt die Gruppe der Isometrien immer transitiv auf einem
Riemannschen symmetrischen Raum.
Uns interessiert im Folgenden nur eine bestimmte Art symmetrischen Raumes.
Wir werden sehen, dass man zu jeder halbeinfachen Lie Gruppe einen symmetrischen
Raum assoziieren kann.
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2.2. Halbeinfache Lie Gruppen und symmetrische Räume. Ist G eine hal-
beinfache zusammenhängende Lie Gruppe mit endlichem Zentrum und ist K eine ma-
ximal kompakte Untergruppe von G, so kann man dem homogenen Raum KG auf na-
türliche Weise die Struktur eines Riemannschen symmetrischen Raumes geben. Dies
wollen wir hier erläutern. Dazu müssen wir allerdings ein wenig ausholen.
Ist g eine reelle Lie Algebra, so sei ad : g→ EndR(g) die adjungierte Darstellung von
g, deﬁniert durch ad(X)(Y ) := [X,Y ]. Hier bezeichnet übrigens EndR die Menge der
linearen Endomorphismen von g. Diese bildet mit der Kommutator-Klammer eine Lie
Algebra und ad ist diesbezüglich ein Homomorphismus von Lie Algebren. Das Bild von
ad liegt immer in der Lie Teilalgebra aller Derivationen auf g (siehe Serre [13, I.Thm.3]).
Mit der adjungierten Darstellung deﬁnieren wir die Killing-Form B : g× g→ R durch
B(X,Y ) := Tr(ad(X) ad(Y )). Die Killing-Form ist eine symmetrische Bilinearform auf
g mit nützlichen Eigenschaften:
• Ist α ein Automorphismus von g, so gilt B(α(X), α(Y )) = B(X,Y ).
• Für alle X,Y, Z ∈ g gilt B(X, [Y, Z]) = B(Y, [Z,X]) = B(Z, [X,Y ]).
Diese Eigenschaften sind sehr einfach zu beweisen. Details ﬁndet man bei Helgason [3,
S.121]. Einen Lie Algebren Automorphismus θ : g → g der Ordnung zwei nennen wir
eine Involution auf g.
Definition 3.7. Eine Involution θ auf einer reellen halbeinfachen Lie Algebra g
heißt Cartan Involution, wenn die symmetrische Bilinearform
Bθ(X,Y ) := −B(X, θ(Y ))
positiv deﬁnit ist.
Theorem 3.8. Jede reelle halbeinfache Lie Algebra g besitzt eine Cartan Involution
θ. Diese induziert eine Zerlegung von g
g = k⊕ p
in die beiden Eigenräume zum Eigenwert 1 bzw. −1. Die Killing-Form B ist einge-
schränkt auf k negativ deﬁnit und eingeschränkt auf p positiv deﬁnit. Die Räume k und
p stehen orthogonal bzgl. der Killing-Form. Weiter gilt
[k, k] ⊆ k, [p, p] ⊆ k, [k, p] ⊆ p.
Insbesondere ist k eine Lie Teilalgebra von g.
Beweis. Dies ﬁndet man bei Knapp [5, S.354 ﬀ.] und bei Helgason [3, S.156 ﬀ.]. 
Diese Zerlegung ﬁndet natürlich seine Entsprechung auf dem Niveau der Lie Grup-
pen. Folgenden Satz aus [5] werden wir häuﬁg benötigen und zitieren ihn deshalb aus-
führlich
Theorem 3.9 ( Theorem 6.31 in [5] ). Sei G eine zusammenhängende halbeinfache
Lie Gruppe mit Lie Algebra g. Sei θ eine Cartan Involution auf g und g = k ⊕ p die
induzierte Zerlegung von g. Sei K die eindeutige zusammenhängende (virtuelle) Lie
Untergruppe von G mit Lie Algebra k. Dann gelten folgende Aussagen:
(1) Es gibt einen involutiven Lie Gruppen Automorphismus Θ : G→ G mit Θ′ = θ.
(2) K ist die Gruppe der Fixpunkte von Θ; insbesondere ist K abgeschlossen
(3) Die Abbildung K × p → G deﬁniert durch (k,X) 7→ k exp(X) ist ein Diﬀeo-
morphismus.
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(4) K enthält das Zentrum von Z(G) von G und K ist genau dann kompakt, wenn
Z(G) endlich ist. In diesem Fall ist K eine maximale kompakte Untergruppe.
Den Automorphismus Θ : G→ G nennen wir ebenfalls Cartan Involution.
Beispiel 3.10. (1) Auf der Lie Gruppe SLn(R) ist die Abbildung A 7→ (AT )−1 eine
Cartan Involution. Auf der Lie Algebra sl(n,R) = {X ∈ gl(n,R) | Tr(X) = 0 } ist die
entsprechende Cartan Involution durch X 7→ −XT gegeben. Die Gruppe der Fixpunkte
K ist die spezielle orthogonale Gruppe SOn.
(2) Auf der Lie Gruppe SLn(H) ist die Abbildung A 7→ (A∗)−1 eine Cartan Involution.
Die Gruppe der Fixpunkte ist K = Sp(n). Ganz wie in (1) ist die Abbildung X 7→ −X∗
die Cartan Involution auf der Lie Algebra sl(n,H) = {X ∈ gl(n,H) | Re(Tr(X)) = 0 }.
Wir sind nun in der Lage zu beweisen, dass der homogene Raum KG der Rechts-
nebenklassen ein symmetrischer Raum ist, wenn die Voraussetzungen von Theorem 3.9
erfüllt sind. Es sei daran erinnert: der homogene Raum KG ist eine Mannigfaltigkeit
der Dimension dimG− dimK. Die kanonische Abbildung pi : G→ KG ist eine surjek-
tive Submersion. Des Weiteren ist die Abbildung ρ : KG×G→ KG mit (x, g) 7→ xg
glatt. Wir verwenden die Notation ρg : KG→ KG für die Rechtstranslation mit dem
Element g ∈ G.
Satz 3.11. Sei G eine halbeinfache zusammenhängende Lie Gruppe mit Lie Algebra
g. Sei g = k ⊕ p die Cartan Zerlegung bzgl. einer Cartan Involution θ : g → g. Sei
Θ : G→ G die zugehörige Cartan Involution auf G und sei K die Gruppe der Fixpunkte
von Θ.
Die Killing-Form B von g induziert auf natürliche Weise eine rechtsinvariante
Riemann-Metrik Q auf KG. Die Riemannsche Mannigfaltigkeit (KG,Q) ist ein sym-
metrischer Raum.
Beweis. Sei X := KG. Wir erklären zunächst die einfache Idee hinter dem Beweis.
Die Killing-Form B ist eingeschränkt auf p positiv deﬁnit. Es bezeichne e das neutrale
Element in G und o = pi(e). Die Tangentialabbildung Tepi : g → ToX hat Kern k
und induziert einen Isomorphismus p
'→ ToX. Damit übertragen wir B auf diesen
Tangentialraum und müssen dieses nur noch mit Rechtstranslationen auf X verteilen.
Die involutive Isometrie mit isoliertem Fixpunkt o ist dann schnell gefunden: wir ziehen
einfach Θ runter auf X.
Wir notieren die Umkehrfunktion zum erwähnten Isomorphismus p
'→ ToX mit
α : ToX
'→ p. Es gilt Tepi ◦ α = idToX und α ◦ (Tepi)|p = idp. Sei y ∈ X und sei g ∈ G
mit yg = ρg(y) = o. Wir deﬁnieren die Riemann-Metrik Q im Tangentialraum an X in
o durch
Qo(η, ξ) := B(α(η), α(ξ))
für alle η, ξ ∈ ToX. Und dann deﬁnieren wir weiter
Qy(η, ξ) := Qo(Tyρg(η), Tyρg(ξ))
für alle η, ξ ∈ TyX. Da g nicht eindeutig ist, müssen wir zeigen, dass dies wohldeﬁniert
ist. Dazu überlegen wir uns Folgendes: ist k ∈ K, so haben wir die Identität ρk−1 ◦ pi =
pi ◦ κk. Wobei κk : G→ G die Konjugation mit k bezeichne, d.h. κk(g) = kgk−1. Durch
Diﬀerenzieren erhalten wir:
(2.1) Toρ
k−1 ◦ Tepi = Tepi ◦Ad(k).
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Hier bezeichnet Ad(k) die Tangentialabbildung der Konjugation. Ad(k) : g→ g ist ein
Lie Algebren Automorphismus. Die Identität Θ◦κk = κk◦Θ liefert durch Diﬀerenzieren:
θ ◦Ad(k) = Ad(k) ◦ θ.
Insbesondere sehen wir, dass k und p beide Ad(k) invariant sind. Somit folgt aus Glei-
chung (2.1) auch
(2.2) α ◦ Toρk−1 = Ad(k) ◦ α.
Nun ist es leicht einzusehen, dass Q wohldeﬁniert ist. Denn ist yg = o = yhmit g, h ∈ G,
so gibt es ein k ∈ K mit hk−1 = g. Damit erhalten wir
Qo(Tyρg(η), Tyρg(ξ)) = Qo(Ty(ρk
−1 ◦ ρh)(η), Ty(ρk−1 ◦ ρh)(ξ))
= Qo(Toρk
−1 ◦ Tyρh(η), Toρk−1 ◦ Tyρh(ξ))
(2.2)
= B(Ad(k) ◦ α(Tyρh(η)),Ad(k) ◦ α(Tyρh(ξ)))
= B(α(Tyρh(η)), α(Tyρh(ξ)))
= Qo(Tyρh(η), Tyρh(ξ)),
wobei die vorletzte Zeile aus der Invarianz von B unter Lie Algebren Automorphismen
folgt.
Es ist nun leicht zu zeigen, dass diese Riemann-Metrik rechtsinvariant ist. Sei g ∈ G,
wir müssen (ρg)∗Q = Q zeigen. Sei y ∈ X und h ∈ G mit yh = o, so sehen wir direkt:
Qyg(Tyρg(η), Tyρg(ξ)) = Qo(Tygρg
−1h ◦ Tyρg(η), Tygρg−1h ◦ Tyρg(ξ))
= Qo(Tyρh(η), Tyρh(ξ))
= Qy(η, ξ)
für alle η, ξ ∈ TyX. Insbesondere sind die Abbildungen ρg Isometrien auf X.
Wir wollen jetzt zeigen, dass (X,Q) ein symmetrischer Raum ist. Dazu ﬁnden wir
zunächst eine involutive Isometrie so mit isoliertem Fixpunkt o. Haben wir diese gefun-
den, so setzen wir sy = ρg
−1 ◦ so ◦ ρg für ein beliebiges g ∈ G mit yg = o. Wir deﬁnieren
so durch die Gleichung so◦pi = pi◦Θ. Dies ist wohldeﬁniert, denn ist pi(g) = pi(h) so gibt
es ein k ∈ K mit g = kh. Also gilt pi(Θ(g)) = pi(Θ(kh)) = pi(kΘ(h)) = pi(Θ(h)). Weiter
ist so glatt, weil pi eine surjektive Submersion ist. Oﬀensichtlich ist so auch involutiv.
Wir müssen nun zeigen, dass so eine Isometrie mit isoliertem Fixpunkt o ist. Anhand
der deﬁnierenden Gleichung sehen wir, dass so◦ρg = ρΘ(g)◦so gilt. Durch Diﬀerenzieren
der Identität so ◦ pi = pi ◦Θ sehen wir
Toso ◦ Tepi = Tepi ◦ θ
und weil θ den Raum p invariant lässt auch
α ◦ Toso = θ ◦ α.
Nun stellen wir für alle y ∈ X und g ∈ G mit yg = o fest, dass
Qso(y)(Tyso(η), Tyso(ξ)) = Qo(Tso(y)ρ
Θ(g) ◦ Tyso(η), Tso(y)ρΘ(g) ◦ Tyso(ξ))
= Qo(Toso ◦ Tyρg(η), Toso ◦ Tyρg(ξ))
= B(θ ◦ α ◦ Tyρg(η), θ ◦ α ◦ Tyρg(ξ))
= B(α ◦ Tyρg(η), α ◦ Tyρg(ξ))
= Qy(η, ξ)
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für alle η, ξ ∈ TyX gilt. Wegen Toso = − idToX ist 0 ein isolierter Fixpunkt im Tangen-
tialraum und damit o ein isolierter Fixpunkt von so (siehe Lemma 3.5). 
Dieser Satz ist eine für unsere Zwecke modiﬁzierte Version von Proposition IV 3.4
bei Helgason [3].
Bemerkung 3.12. Falls G nicht kompakt ist, sagt man die gerade konstruierten
symmetrischen Räume KG sind vom nicht-kompakten Typ. Ist G kompakt, so heißt
KG symmetrischer Raum vom kompakten Typ. Es ist sehr nützlich zu wissen, dass
symmetrische Räume vom nicht-kompakten Typ überall eine negative Schnittkrümmung
besitzen. Die symmetrischen Räume vom kompakten Typ hingegen besitzen eine überall
positive Schnittkrümmung (siehe Helgason [3, V 3]).
Uns interessieren im Folgenden hauptsächlich die symmetrischen Räume nicht-kom-
pakten Typs. Diese sind vollständige Riemannsche Mannigfaltigkeiten, mit negativer
Schnittkrümmung. Außerdem sehen wir durch die Cartan Zerlegung in Theorem 3.9,
dass ein solcher Raum diﬀeomorph zu p ist. Insbesondere sind diese Räume einfach
zusammenhängend. Den folgenden nützlichen Satz übernehmen wir ohne Beweis von
Helgason [3].
Theorem 3.13. Es sei M eine vollständige, einfach zusammenhängende Riemann-
sche Mannigfaltigkeit mit negativer Schnittkrümmung. Weiter sei K eine kompakte Lie
Gruppe mit einer glatten Wirkung K×M →M . Falls K durch Isometrien auf M wirkt,
haben die Elemente von K einen gemeinsamen Fixpunkt.
Beweis. Helgason [3, S.75] Kapitel I, 13, Theorem 13.5. 
Nun können wir uns beruhigt den zwei symmetrischen Räumen zuwenden, die uns
im Folgenden interessieren.
Beispiel 3.14. (1) Sei G = SLn(R). Es ist uns bereits bekannt, dass G halbeinfach
ist. Außerdem kennen wir eine Cartan Involution A 7→ (AT )−1 auf G. Die Gruppe K ist
die spezielle lineare Gruppe SOn. Wir erhalten also auf SOn
SLn(R) die Struktur eines
symmetrischen Raumes vom nicht-kompakten Typ. Die Dimension dieses Raumes als
reelle Mannigfaltigkeit ist n(n+1)2 − 1.
(2) Sei G = SLn(H). G ist bekanntlich halbeinfach und wir haben eine Cartan Involution
gegeben durch A 7→ (A∗)−1. Es ist also K = Sp(n). Der symmetrische Raum X =
Sp(n)SLn(H) ist somit vom nicht-kompakten Typ. Seine Dimension ist n(2n− 1)− 1.
2.3. Isometrische Wirkungen auf symmetrischen Räumen. Nachdem wir
gerade die symmetrischen Räume kennengelernt haben, wollen wir nun isometrische
Wirkungen auf diesen Räumen besprechen. Starten wir mit einem Beispiel, welches auch
aufzeigt, wozu wir dies später benötigen. Wir haben zu Beginn dieses Kapitels festge-
stellt, dass SLn(H) die Gruppe der reellen Punkte der algebraischen Gruppe SLn(H)
ist, sofern die Quaternionenalgebra H über R verzweigt. Weiter haben wir die durch
Konjugation, Transposition, Inversion gegebene Abbildung τ : SLn(H)→ SLn(H) nach
SLn(H) hochgehoben und festgestellt, dass τ auch dort durch die selbe Vorschrift ge-
geben ist. τ ist in diesem Fall eine Cartan Involution auf SLn(H). Insbesondere lässt
diese die maximal kompakte Untergruppe K = Sp(n) invariant, d.h. τ(Sp(n)) ⊆ Sp(n).
Damit induziert sie eine glatte Abbildung τ˜ : X → X auf dem symmetrischen Raum
X = Sp(n)SLn(H). Da τ hier die Cartan Involution ist, gilt τ˜ = so wie wir im Beweis
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von Satz 3.11 gesehen haben. Also ist τ˜ eine Isometrie auf X. Die Wirkung der zwei-
elementigen Gruppe auf SLn(H) durch τ induziert also eine isometrische Wirkung der
zweielementigen Gruppe auf X.
Da im Falle einer über R zerfallenden Quaternionenalgebra H, die Abbildung τ
keine Cartan Involution ist, müssen wir uns überlegen, ob wir trotzdem eine isometrische
Wirkung auf X erhalten.
Lemma 3.15. Sei G eine halbeinfache zusammenhängende Lie Gruppe mit Cartan
Involution Θ : G → G und sei K die Gruppe der Fixpunkte von Θ. Ist f : G → G ein
Isomorphismus von Lie Gruppen mit der Eigenschaft f ◦Θ = Θ ◦ f , so induziert f eine
Isometrie f˜ : X → X auf dem symmetrischen Raum X = KG.
Beweis. Wir verwenden die Notation aus dem Beweis von Satz 3.11.
Zunächst stellt man fest, dass aufgrund der Identität f ◦Θ = Θ ◦ f die Gruppe K
von f invariant gelassen wird: Ist k ∈ K, so gilt Θ(f(k)) = f(k) und somit f(k) ∈ K.
Also induziert f eine Abbildung f˜ : X → X mit f˜ ◦ pi = pi ◦ f . Da pi eine surjektive
Submersion ist, folgt die Glattheit von f˜ . Weiter ist f ein Isomorphismus, also induziert
die Umkehrabbildung von f ein Inverses zu f˜ . Das heißt, f˜ ist ein Diﬀeomorphismus.
Bleibt zu zeigen, dass er die Riemann-Metrik erhält.
Durch Diﬀerenzieren der Gleichung f ◦ Θ = Θ ◦ f erhalten wir ein inﬁnitissimales
Analogon: f ′ ◦ θ = θ ◦ f ′. Insbesondere lässt f ′ : g→ g den Teilraum p invariant. Damit
erhalten wir aus der Identität Tof˜ ◦ Tepi = Tepi ◦ f ′ auch
α ◦ Tof˜ = f ′ ◦ α.
Nun führen wir die gleiche Rechnung wie im Beweis von Satz 3.11 durch:
Qf˜(y)(Tyf˜(η), Tyf˜(ξ)) = Qo(Tf˜(y)ρ
f(g) ◦ Tyf˜(η), Tf˜(y)ρf(g) ◦ Tyf˜(ξ))
= Qo(Tof˜ ◦ Tyρg(η), Tof˜ ◦ Tyρg(ξ))
= B(f ′ ◦ α ◦ Tyρg(η), f ′ ◦ α ◦ Tyρg(ξ))
= B(α ◦ Tyρg(η), α ◦ Tyρg(ξ))
= Qy(η, ξ)
für alle y ∈ X, η, ξ ∈ TyX und g ∈ G mit yg = o. Wir schließen, dass f˜ eine Isometrie
ist. 
Beispiel 3.16. Betrachten wir die folgende Situation: Es sei G = SL2n(R) mit
Cartan Involution Θ : G → G gegeben durch A 7→ (AT )−1. Es ist also K = SO2n die
Gruppe der Fixpunkte. Wir betrachten den involutiven Automorphismus τ : SL2n(R)→






tische Matrix bezeichnet. Wie bereits erwähnt, ist dies keine Cartan Involution auf
SL2n(R). Es gilt aber Θ ◦ τ = τ ◦Θ, denn für alle A ∈ SL2n(R) hat man
τΘ(A) = uAu−1 = (uA−1u−1)−1 = ((u(AT )−1u−1)T )−1 = Θ( τA),
weil uT = u−1 = −u gilt. Mit Lemma 3.15 sehen wir somit, dass τ eine Isometrie
τ˜ : X → X induziert.
Wir werden Lemma 3.15 oft verwenden. Um die Notation nicht zu überladen,
werden wir die Tilde ·˜ über den induzierten Isometrien immer weglassen. Das heißt,
τ : SL2n(R)→ SL2n(R) induziert eine Isometrie X → X, welche wir ebenfalls τ nennen
werden.
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2.4. Fixpunkte isometrischer Wirkungen. Sei im ganzen Abschnitt, wie ge-
habt, G halbeinfach und zusammenhängend, sowie K ⊂ G die Fixpunktgruppe der
Cartan Involution Θ. Es sei weiter F eine endliche Gruppe, welche durch Isomorphis-
men von Lie Gruppen von links auf G wirke. Für diese Wirkung F ×G→ G verwenden
wir die Notation (f, g) 7→ fg. Wir nehmen außerdem immer an, dass alle f ∈ F mit der
Cartan Involution vertauschen. In diesem Fall erhalten wir auch eine Wirkung von F
auf K. Die Inklusion ι : K → G liefert uns folglich eine Abbildung (siehe Appendix A
Abschnitt 3)
ι∗ : H1(F,K) −→ H1(F,G).
In vielen Fällen ist diese Abbildung eine Bijektion (siehe z.B. Rohlfs [9, Lemma 1.4]).
Wir werden dies, der Darstellung von Rohlfs folgend, etwas allgemeiner beweisen.
Satz 3.17. Es sei G eine halbeinfache, zusammenhängende und nicht kompakte Lie




Beweis. Wir zeigen zuerst die Surjektivität der Abbildung ι∗. Sei dazu a = (af )f∈F
ein Kozykel für H1(F,G). Wir werden zeigen, dass seine Klasse im Bild liegt. Nach Vor-
aussetzung wirkt F auf G durch Gruppenisomorphismen, die mit der Cartan Involution
vertauschen. Mit Lemma 3.15 erhalten wir eine isometrische Wirkung F ×X → X die
wir mit (f, x) 7→ fx notieren. Wir betrachten die mit a verdrehte Wirkung auf X, diese
ist gegeben durch (f, x) 7→ f(a)x := fxa−1f . Da auch Rechtstranslationen auf X Isome-
trien sind, handelt es sich hierbei um eine isometrische Wirkung. Da G nicht kompakt
ist, ist X vom nicht-kompakten Typ. Nach Theorem 3.13 besitzt die verdrehte Wirkung
einen Fixpunkt x ∈ X. Es gilt also xaf = fx für alle f ∈ F . Sei g ∈ G ein Element
welches x nach o verschiebt, d.h. xg = o. Anders ausgedrückt, haben wir die Gleichheit
Kg−1af = K f(g−1). Wir stellen fest, dass kf := g−1af fg in K liegt. Die Klasse des
Kozykels (kf )f∈F in H1(F,K) ist folglich ein Urbild der vorgegebenen Klasse.
Nun zeigen wir die Injektivität. Sind (hf )f∈F und (kf )f∈F zwei Kozykel in Z1(F,K)
deren Klassen unter ι∗ das selbe Bild haben, dann gibt es ein g ∈ G mit
(2.3) g−1hf fg = kf für alle f ∈ F.
Nach Theorem 3.9 ist die Abbildung K × p → G mit (k, η) 7→ k exp(η) ein Diﬀeomor-
phismus. Wir setzen P := exp(p) und stellen Folgendes fest:
(1) F lässt P invariant, d.h. fp ∈ P für alle f ∈ F und p ∈ P . Dies folgt aus der
Tatsache, dass alle f mit der Cartan Involution vertauschen.
(2) Für alle k ∈ K ist k−1Pk = P . Dies folgt aus der Tatsache, dass p ein Ad(k) inva-
rianter Teilraum in der Lie Algebra ist.
Schreibe nun g = kp mit k ∈ K und p ∈ P . Mit (2.3) erhält man
kf = p−1k−1hf fk fp = k−1hf fkp′ fp
mit einem p′ ∈ P . Aus der Eindeutigkeit der Zerlegung G = KP sieht man p′ fp = e
und kf = k−1hf fk. Die Kozykel (hf )f und (kf )f sind also Repräsentanten der selben
Klasse in H1(F,K). 
Wir betrachten weiterhin die gleiche Situation. Wir haben gesehen, dass die Wir-
kung von F auf G eine isometrische Wirkung von F auf dem symmetrischen Raum X
induziert. Im Beweis des Satzes haben wir weiterhin gesehen, dass auch die verdrehten
46 3. GEOMETRIE DER SPEZIELLEN LINEAREN GRUPPE
Wirkungen bzgl. eines Kozykels isometrisch sind. Aus Lemma 3.5 wissen wir, dass die
Menge der Fixpunkte einer solchen Wirkung eine total-geodätische Teilmannigfaltigkeit
bildet. Wir wollen nun die Struktur dieser Fixpunkt-Mannigfaltigkeiten untersuchen.
Wir notieren die Wirkung von F × X → X mit (f, x) 7→ fx. Die mit einem Kozy-
kel b = (bf )f∈F verdrehte Wirkung bezeichnen wir mit (f, x) 7→ f(b)x := fxb−1f . Es
bezeichne X(b) = { x ∈ X | ∀ f ∈ F f(b)x = x } die Menge der Fixpunkte der mit b ver-
drehten Wirkung. Die Struktur dieser Fixpunktmengen möchten wir nun untersuchen.
Im nächsten Lemma werden wir dies ganz allgemein tun und später wollen wir vorallem
wissen, wie stark diese Mengen von dem Kozykel b abhängen.
Lemma 3.18. Es sei b = (bf )f ein beliebiger Kozykel für H1(F,G). Ist G nicht
kompakt, so ist X(b) eine nicht-leere, zusammenhängende und total-geodätische Teil-
mannigfaltigkeit von X.
Beweis. Da auch die verdrehte Wirkung isometrisch ist, sind die X(b) total-geo-
dätische Teilmannigfaltigkeiten (siehe Lemma 3.5). Ist G nicht kompakt, so ist X
ein symmetrischer Raum nicht-kompakten Typs. Wir können somit aus Theorem 3.13
schließen, dass die Mengen X(b) nicht leer sind. Um zu zeigen, dass X(b) zusammenhän-
gend ist, greifen wir auf Theorem 13.3 , I.13 aus [3] zurück. Da X eine einfach zusam-
menhängende und vollständige Riemannsche Mannigfaltigkeit mit negativer Schnitt-
krümmung ist, liefert uns dieser Satz, dass für jeden Punkt p ∈ X die Exponentialab-
bildung expp : TpM →M ein Diﬀeomorphismus ist. Sind also p, q ∈ X(b), so gibt es eine
eindeutige Geodäte γ : t 7→ expp(tη), welche p mit q verbindet und q = expp(η) = γ(1)
erfüllt. Wir werden zeigen, dass diese Geodäte komplett in X(b) liegt. Da q ein Fix-
punkt der verdrehten Wirkung ist, ist η ein Fixpunkt der Ableitungen bei p. Hierzu
verwenden wir, dass expp Diﬀeomorphismus ist. Damit muss aber die ganze Gerade Rη
aus Fixpunkten bestehen. Wir schließen, dass γ zur Gänze in X(b) verläuft. 
Lemma 3.19. Sind a = (af )f und (bf )f äquivalente Kozykel für H1(F,G), so sind
X(a) und X(b) diﬀeomorph.
Beweis. Nach Voraussetzung gibt es ein g ∈ G mit bf = g−1af fg. Wir behaupten,
dass die Abbildung x 7→ xg den gesuchten Diﬀeomorphismus X(a) '→ X(b) liefert.
Zunächst überprüfen wir die Wohldeﬁniertheit: Sei x ∈ X(a), es gilt
f(b)(xg) = fx fgb−1f =
fxa−1f g = xg.
Wir sehen, dass xg ein Element von X(b) ist. Die Umkehrabbildung ist oﬀensichtlich
durch x 7→ xg−1 gegeben. Weil X(a) und X(b) Teilmannigfaltigkeiten von X sind,
können wir schließen, dass die betrachteten Abbildungen glatt sind. Dies folgt, weil sie
Einschränkungen von glatten Abbildungen X → X sind. 
Sei b = (bf )f∈F ein Kozykel für H1(F,G). Wir betrachten nun die mit b verdrehte
Wirkung von F auf G (siehe Appendix A). Diese ist gegeben durch (f, g) 7→ f(b)g :=
bf
fgb−1f . Es bezeichne G(b) = { g ∈ G | ∀ f ∈ F f(b)g = g } die Untergruppe der
Fixpunkte der verdrehten Wirkung. Diese ist oﬀensichtlich abgeschlossen, also eine Lie
Untergruppe von G. Falls alle bf in K liegen, können wir auch die verdrehte Wirkung
auf K betrachten. Durch Satz 3.17 wissen wir, dass wir in jeder Klasse in H1(F,G)
einen Kozykel (bf )f ﬁnden können, der bf ∈ K für alle f ∈ F erfüllt. Des Weiteren
wissen wir durch Lemma 3.19, dass es ausreicht sich auf diese Kozykel zu konzentrieren,
wenn man die Struktur der X(b) verstehen will. Das nächste Lemma erklärt uns diese
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Struktur, wobei wir die Voraussetzung machen G habe endliches Zentrum, damit K
kompakt ist (siehe Theorem 3.9).
Lemma 3.20. Es sei G eine halbeinfache, zusammenhängende, nicht kompakte Lie
Gruppe mit endlichem Zentrum. Ist b = (bf )f∈F ein Kozykel für H1(F,K) (d.h. bf ∈ K
für alle f), dann gilt
X(b) ∼= K(b)G(b).
Das Zeichen ∼= steht hier für diﬀeomorph.
Beweis. Sei b = (bf )f∈F ein Kozykel mit bf ∈ K für alle f ∈ F . Wir bemerken
zunächst, dass auch die mit b verdrehte Wirkung mit der Cartan Involution vertauscht:
Θ( f(b)g) = Θ(bf fgb−1f ) = bf
fΘ(g)b−1f . Der Grund ist, dass K die Gruppe der Fixpunkte
von Θ ist. Wir notieren die erste nicht-abelsche Kohomologiemenge bezüglich der mit
b verdrehten Wirkung mit H1(Fb, G) (bzw. H1(Fb,K)). Durch die Inklusion K ↪→ G
erhalten wir eine exakte Sequenz punktierter Mengen (siehe Lemma A.6)
1→ K(b) → G(b) → X(b) δ→ H1(Fb,K) ι∗−→ H1(Fb, G)
Aufgrund von Satz 3.17 ist ι∗ bijektiv und somit δ trivial. Die glatte Wirkung von G(b)
auf X(b) durch Rechtstranslationen ist also surjektiv. Es liegt o = pi(e) in X(b), weil
bf ∈ K für alle f . Der Stabilisator dieses Punktes (bzgl. der Rechtswirkung von G(b))
ist die Gruppe K(b). Wir erhalten also eine bijektive glatte Abbildung ϕ : K(b)G(b)→
X(b). Es bleibt zu zeigen, dass diese ein Diﬀeomorphismus ist.
Man beachte zunächst, dass die kanonische Projektion pi : G → KG eine abge-
schlossene Abbildung2 ist. Dazu verwenden wir die Kompaktheit von K: Ist A ⊆ G
abgeschlossen, so ist bekanntlich auch KA ⊆ G abgeschlossen. Wir schlussfolgern dar-
aus, dass auch die Abbildung pi|G(b) : G(b) → X(b) abgeschlossen ist, weil G(b) in G
und X(b) in X abgeschlossen sind. Damit sehen wir, dass die betrachtete Abbildung
ϕ : K(b)G(b)→ X(b) abgeschlossen ist. Sie ist also ein Homöomorphismus. Weiter ist
ϕ eine Immersion (siehe [6, S.68, Thm. 6.4]). Da wir bereits wissen, dass die Abbildung
ϕ−1 stetig ist, können wir wegen ϕ ◦ ϕ−1 = idX(b) auf ihre Glattheit schließen. 
3. Auftretende Fixpunktmannigfaltigkeiten unter der Wirkung von τ
Wir haben jetzt alle Utensilien beisammen, um dies auf die Fälle anzuwenden, die
uns interessieren. Es sei nun immer c2 die zweielementige Gruppe, welche auf SLn(H)
bzw. SL2n(R) via des (entsprechenden) Automorphismus τ operiere. Wie bereits in
Beispiel 3.16 festgestellt, vertauscht τ mit der Cartan Involution. Die beiden Grup-
pen erfüllen alle im vorigen Abschnitt getroﬀenen Voraussetzungen. Wir betrachten die
Gruppen SLn(H) immer als Untergruppen von SLn(H) bzw. SL2n(R). Dies geschieht
über die in Abschnitt 1.1 erklärten Isomorphismen.
Korollar 3.21. Es sei H eine Quaternionenalgebra, welche über R verzweigt. Ist
(1, b) ein Kozykel für H1(c2,SLn(H)) mit Signatur3 sig(b) = (p, q), dann gilt
X(b) ∼= Sp(p)× Sp(q)Sp(p, q).
Damit ist X(b) eine Mannigfaltigkeit der Dimension 4pq.
2Abgeschlossen bedeutet hier: Bilder abgeschlossener Mengen sind abgeschlossen.
3Hier meinen wir die Signatur aus Deﬁnition 1.35.
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Beweis. Nach Voraussetzung ist (1, b) in der selben Kohomologieklasse wie der Ko-
zykel (1, Ip,q) in H1(c2,SLn(H)). Mit Lemma 3.19 sehen wir also X(b) ∼= X(Ip,q). Aber
die Gruppe der Fixpunkte der verdrehten Wirkung ist (nach Deﬁnition) die Gruppe
Sp(p, q). Es gilt oﬀensichtlich Ip,q ∈ Sp(n) und wegen Sp(p, q) ∩ Sp(n) ∼= Sp(p)× Sp(q)
folgt die erste Behauptung aus Lemma 3.20. Die Dimension rechnet man einfach aus:
dimX(b) = n(2n+ 1)− p(2p+ 1)− q(2q + 1) = 4pq. 
Wie wir in Korollar 1.39 festgestellt haben, besitzt jeder Kozykel eine eindeutige
Signatur. Wir kennen also die Struktur aller möglichen auftretenden Fixpunktmannig-
faltigkeiten unter den verdrehten Wirkungen.
Ein ähnliches Resultat wollen wir nun für Quaternionenalgebren beweisen, welche
über R zerfallen. Zuerst möchten wir allerdings die Frage klären, wie viele Elemente
H1(c2,SLn(H)) eigentlich besitzt. In Korollar 1.40 haben wir gesehen, dass die Kohomo-
logiemenge ein- oder zweielementig ist. Außerdem ﬁnden wir dort ein Kriterium um dies
herauszuﬁnden: H1 besteht aus einem Element genau dann, wenn es ein A ∈ GLn(H)
gibt mit A∗A = 1n und nrd(A) = −1. Anders ausgedrückt heißt dies, es gibt Elemente
in der Fixpunktgruppe von τ mit reduzierter Norm −1. Wir haben aber in unserem Fall
eine Einbettung GLn(H) ↪→ GL2n(R) unter welcher die Gruppe der Fixpunkte von τ
gerade die symplektische Gruppe Sp(n,R) ist. Es ist bekannt, dass alle Elemente der
symplektischen Gruppe Determinante 1 haben. Wir schließen also, dass H1(c2,SLn(H))
aus zwei Elementen besteht. Man stellt leicht fest, dass ein Repräsentant der nicht-
trivialen Klasse durch den Kozykel (1, In−1,1) gegeben ist. Dazu verwendet man einfach
die Deﬁnition der Einhängungsabbildung δ : {±1} → H1(c2,SLn(H)) (siehe Appendix
A, Proposition A.7), den man aus der exakten Sequenz
1 → SLn(H) → GLn(H) nrd−→ Q× → 1
erhält.
Es sind also diese zwei Arten von Fixpunktmannigfaltigkeiten X(b) zu bestimmen.
Mit Lemma 3.20 sieht man sofort, dass für alle Kozykel (1, b) in der trivialen Klasse
X(b) ∼= U(n)Sp(n,R) gilt. Für Kozykel in der nicht-trivialen Klasse wollen wir zeigen,
dass dies ebenfalls gilt.
Korollar 3.22. Es sei H eine Quaternionenalgebra, welche über R zerfällt. Ist
(1, b) ein Kozykel für H1(c2,SLn(H)), so gilt
X(b) ∼= U(n)Sp(n,R).
Insbesondere ist X(b) eine Mannigfaltigkeit der Dimension n(n+ 1).
Beweis. Für alle Kozykel (1, b) in der trivialen Klasse ist nichts zu zeigen. Sei
also (1, b) nicht kohomolog zu (1, 1) bzgl. SLn(H). Aufgrund von Proposition 1.37 sind
diese Kozykel aber bzgl. GLn(H) kohomolog. Das heißt, es gibt ein g ∈ GLn(H) mit
g−1bτg = 1. Aufgrund der Surjektivität der Abbildung H1(c2,SO2n)→ H1(c2,SL2n(R))
(Satz 3.17) gibt es ein b˜ ∈ SO2n und h ∈ SL2n(R) mit b = h−1b˜ τh. Beides zusammen
ergibt (hg)−1b˜ τ(hg) = 1. Weil wir durch Lemma 3.19 X(b) ∼= X(b˜) wissen, können wir
zur Vereinfachung der Notation b ∈ SO2n und g−1b τg = 1 mit g ∈ GL2n(R) annehmen.
Sei a ∈ O2n beliebig mit Determinante −1. Es gilt (ga)−1b τ(ga) = a−1 τa. Wegen
det( τa) = det a−1 ist a−1 τa ein Element der speziellen orthogonalen Gruppe. Mit Hilfe
der Injektivität der Abbildung H1(c2,SO2n) → H1(c2,SL2n(R)) sehen wir, dass die
Kozykel (1, b) und (1, a−1 τa) schon in H1(c2,SO2n) die gleiche Klasse beschreiben. Es
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gibt also ein k ∈ SO2n mit k−1b τk = a−1 τa. Wir setzen c := ka−1 ∈ O2n und sehen
c−1b τc = 1.
Ist h ein Element der orthogonalen Gruppe, dann deﬁniert die Konjugation κh einen
Gruppenisomorphismus SL2n(R) → SL2n(R), welcher mit der Cartan Involution ver-
tauscht. Wegen Lemma 3.15 induziert dieser eine Isometrie κ˜h : X → X. Wegen
τ ◦ κh = κτ(h) ◦ τ gilt auch τ ◦ κ˜h = κ˜τ(h) ◦ τ als Abbildungen X → X.
Wir behaupten, dass κ˜c einen Diﬀeomorphismus X(1)→ X(b) liefert. SeiK = SO2n
und Kx ∈ X(1), dann gilt
τ(b)κ˜c(Kx) = κ˜τ(c)(
τ(Kx))b−1 = K τcx( τc)−1b−1
= K τcc−1︸ ︷︷ ︸
∈K
cx( τc)−1b−1cc−1 = Kcxc−1 = κ˜c(Kx).
Klarerweise ist κ˜c glatt und die Umkehrabbildung ist κ˜c−1 . 
4. Spezielle geometrische Zykel
In diesem Abschnitt werden wir eine diskrete torsionsfreie Untergruppe Γ ⊂ G auf
dem symmetrischen Raum X = KG durch Rechtstranslationen wirken lassen. Uns in-
teressiert die Struktur des Bahnenraumes XupslopeΓ als Mannigfaltigkeit. Weiter werden wir
dann feststellen, dass (unter gewissen Annahmen) die betrachteten isometrischen Wir-
kungen F ×X → X auch Wirkungen auf XupslopeΓ induzieren. Wir werden dann die Menge
der Fixpunkte (XupslopeΓ)
F untersuchen. Dabei greifen wir auf eine Methode von Rohlfs zu-
rück, indem wir die Zusammenhangskomponenten von (XupslopeΓ)
F mittels der Kohomologie-
menge H1(F,Γ) parametrisieren. Rohlfs hat diese Zerlegung bereits in vielen konkreten
Fällen untersucht, siehe [8], [9] und [10].
Es sei Γ eine Gruppe die von rechts auf einem topologischen Raum X wirkt. Wir
nennen diese Wirkung strikt diskontinuierlich, wenn es für alle x ∈ X eine oﬀene Um-
gebung U von x gibt, sodass gilt:
(4.1) Uγ ∩ U 6= ∅ =⇒ γ = 1
für alle γ ∈ Γ.
Lemma 3.23. Es sei G eine topologische Gruppe und K eine kompakte Untergruppe
von G. Ist Γ ⊂ G eine diskrete torsionsfreie Untergruppe von G, so wirkt Γ strikt dis-
kontinuierlich auf X = KG durch Rechtstranslationen. Insbesondere ist die kanonische
Projektion X → XupslopeΓ eine Überlagerung.
Beweis. Es sei x = Kg in X. Wir werden eine Umgebung U wie in (4.1) konstru-
ieren.
Die Gruppe gΓg−1 ist isomorph zu Γ, also diskret und torsionsfrei. Folglich gilt
K ∩ gΓg−1 = {1}.
Wir wählen eine oﬀene Menge W ⊃ K mit W ∩ gΓg−1 = {1}. Dies ist möglich, weil
Γ diskret ist. Betrachte die stetige Abbildung µ : G × G × G → G gegeben durch
(g1, g2, g3) 7→ g1g2g3. Das Urbild von W unter µ ist oﬀen und enthält K × K × K.
Nach Wallaces Lemma gibt es, weil K kompakt ist, eine oﬀene Umgebung V von K mit
V ×V ×V ⊂ µ−1(W ). Durch Verkleinern können wir V = V −1 annehmen. Insbesondere
gilt V −1V 2 ∩ gΓg−1 = {1}. Es bezeichne pi : G → X die kanonische Projektion, diese
ist stetig und oﬀen. Wir behaupten U := pi(V g) sei die gesuchte Umgebung von x. Die
Menge U ist oﬀensichtlich eine oﬀene Umgebung von x = Kg. Sei γ ∈ Γ mit Uγ∩U 6= ∅,
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wir müssen γ = 1 zeigen. Es sei Kv1gγ = Kv2g in diesem nicht-leeren Schnitt, dann
gilt v1gγ = kv2g für ein k ∈ K. Wir sehen also
gγg−1 = v−11 kv2 ∈ V −1V 2
und damit γ = 1. 
Insbesondere ist eine solche Wirkung immer eine freie Wirkung. Das heißt, für alle
x ∈ X und alle γ ∈ Γ gilt:
xγ = x =⇒ γ = 1.
Außerdem sehen wir: Wenn G eine Lie Gruppe ist, so erhalten wir auf XupslopeΓ ebenfalls
die Struktur einer glatten Mannigfaltigkeit der selben Dimension. Ist X einfach zu-
sammenhängend (z.B. ein symmetrischer Raum vom nicht-kompakten Typ), so ist die
Fundamentalgruppe von XupslopeΓ bekanntlich isomorph zu Γ.
4.1. Zerlegung in Fixpunktkomponenten. Wir kehren nun zurück zu der Si-
tuation, die wir in Abschnitt 2.4 betrachtet haben. Es sei G halbeinfach, zusammenhän-
gend, nicht kompakt mit endlichem Zentrum. Sei außerdemK die (kompakte) Fixpunkt-
gruppe einer Cartan Involution Θ. Wir betrachten wieder die Linkswirkung (f, g) 7→ fg
einer endlichen Gruppe F auf G, welche mit der Cartan Involution verträglich ist. Auch
die induzierte isometrische Wirkung von F auf X = KG notieren wir mit (f, x) 7→ fx.
Zusätzlich sei nun Γ ⊂ G eine diskrete torsionsfreie Untergruppe. Wir setzen voraus,
dass sie invariant unter der Wirkung von F ist. Anders ausgedrückt: Wir können die
Wirkung von F auf G zu einer Wirkung von F auf Γ einschränken.
Wir stellen fest, dass die sich Linkswirkung von F auf X mit der Rechtswirkung
von Γ auf X in folgendem Sinne verträgt: f(xγ) = fx fγ für alle x ∈ X, f ∈ F und
γ ∈ Γ. Also erhalten wir eine F Linkswirkung auf XupslopeΓ, deﬁniert durch
f(xΓ) := fxΓ.
Uns interessiert im Folgenden die Menge der Fixpunkte dieser Wirkung:
(XupslopeΓ)
F := { y ∈ XupslopeΓ | ∀ f ∈ F fy = y }.
Lemma 3.24. Es sei q : X → XupslopeΓ die kanonische Projektion. Weiter sei b = (bf )f∈F
ein Kozykel für H1(F,Γ), dann gilt:
(1) Das Bild von X(b) unter q liegt in der Fixpunktmenge: q(X(b)) ⊆ (XupslopeΓ)F .
(2) Ist c = (cf )f ein zu b (bzgl. Γ) kohomologer Kozykel, so gilt q(X(b)) = q(X(c)).
(3) Es gibt eine oﬀene Umgebung Ub von X(b) so, dass Ub ∩ X(c) = ∅ für alle
anderen Γ-Kozykel c gilt.
Beweis. Zu (1): Es sei x ∈ X(b), d.h. fx = xbf für alle f ∈ F . Wegen bf ∈ Γ sieht
man direkt f(xΓ) = xbfΓ = xΓ. Also ist q(x) = xΓ ein Fixpunkt der Wirkung von F .
Zu (2): Es seien c = (cf )f und b = (bf )f kohomolog bzgl. Γ, dann gibt es γ ∈ Γ
mit γ−1bf fγ = cf für alle f ∈ F . Aus Symmetriegründen genügt es, die Inklusion
q(X(b)) ⊆ q(X(c)) zu zeigen. Sei x ∈ X(b). Wir werden zeigen, dass xγ ein Element
von X(c) ist. Dies sieht man durch folgende Rechnung
f(xγ) = fx fγ = xbf fγ = xγcf .
Also gilt q(x) = q(xγ) ∈ q(X(c)).
Zu (3): Betrachte die glatte Abbildung
χ : X →
∏
f∈F
X deﬁniert durch x 7→ ( fxb−1f )f∈F .
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Es sei ∆ die Diagonale in
∏
f∈F X. Oﬀensichtlich gilt X(b) = χ
−1(∆). Nach Lemma
3.23 ist die Wirkung von Γ strikt diskontinuierlich. Es gibt also für alle x ∈ X eine oﬀene
Umgebung Vx von x mit Vxγ ∩ Vx = ∅ für alle γ 6= 1. Setze W =
⋃
x∈X Vx × · · · × Vx.
Man stellt fest, dass dies eine oﬀene Umgebung von ∆ in
∏
f∈F X ist. Folglich ist
Ub := χ−1(W ) eine oﬀene Umgebung von X(b). Sei c ein Kozykel für H1(F,Γ). Es wird
gezeigt, dass aus X(c) ∩ Ub 6= ∅ schon c = b folgt. Sei x ∈ X(c) ∩ Ub. Es gibt also ein
y ∈ X, sodass χ(x) = ( fxb−1f )f ∈ Vy × · · · × Vy gilt. Insbesondere liegt x = exb−1e in
Vy, wenn e ∈ F das neutrale Element bezeichnet. Wir sehen also fxc−1f = x ∈ Vy für
alle f ∈ F . Daraus folgt aber fx ∈ Vycf ∩ Vybf für alle f . Nach Wahl der Mengen Vy
können wir cf = bf schließen. 
Wir deﬁnieren nun für eine beliebige Kohomologieklasse η = [b] ∈ H1(F,Γ), die
Menge
F(η) := q(X(b)).
Wegen (2) in Lemma 3.24 ist dies wohldeﬁniert, d.h. unabhängig von der Wahl von b.
Mit (1) sehen wir, dass F(η) nur aus Fixpunkten besteht.







Des Weiteren sind die Fixpunktkomponenten F(η) genau die Zusammenhangskompo-
nenten von (XupslopeΓ)
F . Sie sind insbesondere abgeschlossen (in XupslopeΓ) und nicht leer.
Beweis. Als erstes möchten wir erklären, warum die Vereinigung disjunkt ist. Seien
dazu b = (bf )f∈F und c = (cf )f∈F zwei Kozykel für H1(F,Γ). Wir nehmen an es sei
q(X(b)) ∩ q(X(c)) 6= ∅ und zeigen, dass die Kozykel dann bereits in der selben Klasse
liegen. Dies sieht man wie folgt: Nach Annahme existieren x ∈ X(b) und y ∈ X(c) mit
xΓ = yΓ. Es gibt also γ ∈ Γ so, dass x = yγ ist. Man stellt somit fest, dass
ycf
fγ = f(yγ) = fx = xbf = yγbf
ist. Durch Lemma 3.23 wissen wir insbesondere, dass die Wirkung von Γ auf X frei ist.
Damit sehen wir cf fγ = γbf und schließen, dass c und b kohomolog sind.
Als nächstes möchten wir zeigen, dass wir wirklich alle Fixpunkte in einer der Men-
gen F(η) ﬁnden. Sei dazu xΓ ∈ (XupslopeΓ)F . Wir müssen einen Kozykel b konstruieren mit
x ∈ X(b). Da xΓ ein Fixpunkt der F -Wirkung ist, gibt es für alle f ∈ F genau ein
bf ∈ Γ mit fx = xbf . Wir behaupten b = (bf )f ist ein Kozykel. Es seien s, t ∈ F , dann
gilt
xbst = stx = s(xbt) = xbs sbt.
Aufgrund der Freiheit der Wirkung von Γ auf X können wir bst = bs sbt schließen. Somit
ist b = (bf )f ein Kozykel und nach Konstruktion x ∈ X(b). Genauer haben wir gerade
gesehen, dass das Urbild von (XupslopeΓ)
F genau die Vereinigung aller X(b) mit Kozykeln b
für H1(F,Γ) ist.
Der Zusammenhang der F(η) folgt aus dem Zusammenhang der X(b) (siehe Lemma
3.18), weil die kanonische Projektion q : X → XupslopeΓ stetig ist. Ebenso wissen wir bereits,




 steht hier für disjunkte Vereinigung.
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Bleibt zu zeigen, dass die F(η) genau die Zusammenhangskomponenten sind. Dazu
verwenden wir die oﬀenen Mengen Ub aus (3) in Lemma 3.24. Sei η eine ﬁxe Kohomolo-
gieklasse. Wir setzen U =
⋃
b∈η Ub, dies ist eine oﬀene Menge inX. Da q : X → XupslopeΓ eine
Überlagerungsabbildung ist, ist q(U) eine oﬀene Umgebung von F(η). Nach Konstruk-
tion schneidet q(U) keine der anderen Mengen F(η′). Daraus schließen wir, dass F(η)
in (XupslopeΓ)
F oﬀen ist. Da F(η) das Komplement der Vereinigung aller anderen Mengen
F(η′) ist, können wir schließen, dass F(η) abgeschlossen in (XupslopeΓ)F ist. Da wir bereits
wissen, dass F(η) zusammenhängend ist, handelt es sich um eine Zusammenhangs-
komponente. Da übrigens auch (XupslopeΓ)
F selbst abgeschlossen ist, ist F(η) auch in XupslopeΓ
abgeschlossen. 
Wir wollen die Struktur der Komponenten F(η) genauer untersuchen. Sei b =
(bf )f∈F ein Kozykel der Klasse η ∈ H1(F,Γ). Wir deﬁnieren die mit b verdrehte Wir-
kung von F auf Γ durch (f, γ) 7→ f(b)γ := bf fγb−1f . Es bezeichne Γ(b) die Menge
der Fixpunkte dieser Wirkung. Dies ist eine Untergruppe von Γ und sie wirkt durch
Rechtstranslationen auf X(b). Dies sieht man wie folgt: Ist x ∈ X(b) und γ ∈ Γ(b),
dann gilt
f(b)(xγ) = fx fγb−1f =
fx(bf )−1bf fγb−1f = xγ.
Lemma 3.26. Sei b ein Kozykel der Klasse η ∈ H1(F,Γ). Die stetige Abbildung
q|X(b) : X(b)→ F(η) faktorisiert zu einem Homöomorphismus
X(b)upslopeΓ(b)
'−→ F(η)
Beweis. Da Γ(b) auf X(b) wirkt, faktorisiert q|X(b) : X(b)→ F(η) zu einer stetigen
surjektiven Abbildung qˆ : X(b)upslopeΓ(b) → F(η). Wir zeigen nun, dass diese oﬀen und
injektiv ist.
Die stetige Abbildung q|X(b) : X(b) → F(η) ist oﬀen. Um dies einzusehen, nimmt
man V ⊆ X(b) oﬀen und betrachtet q(V ). Es gibt eine oﬀene Menge U ⊂ X mit
X ∩ U = V . Wegen (3) in Lemma 3.24 können wir annehmen, dass U keine andere
der Mengen X(c) für c 6= b schneidet. Da q oﬀen ist, ist q(U) oﬀen in XupslopeΓ und damit
q(V ) = q(U)∩F(η) oﬀen in F(η). Insbesondere muss dann auch qˆ eine oﬀene Abbildung
sein.
Zur Injektivität: Seien x und y in X(b) mit q(x) = xΓ = yΓ = q(y). Es existiert
daher γ ∈ Γ mit xγ = y. Wir zeigen γ ∈ Γ(b) durch eine einfache Rechnung:
ybf = fy = fx fγ = xbf fγ = yγ−1bf fγ.
Hieraus folgt bf = γ−1bf fγ, weil die Wirkung von Γ auf X frei ist. Dies impliziert
γ ∈ Γ(b). 
Man nennt die Mannigfaltigkeiten X(b)upslopeΓ(b) auch spezielle geometrische Zykel.
Unter Verwendung dieses Lemmas sieht man übrigens auch, dass F(η) eine Teil-
mannigfaltigkeit von XupslopeΓ ist. Dazu genügt es zu zeigen, dass qˆ : X(b)upslopeΓ(b)→ F(η) eine
Einbettung5 ist. Dies folgt aus dem kommutativen Diagramm
X(b) −−−−→ Xy yq
X(b)upslopeΓ(b)
qˆ−−−−→ XupslopeΓ
5Unter einer Einbettung verstehen wir eine glatte Immersion, welche ein Homöomorphismus auf
ihr Bild ist.
5. SPEZIALISIERUNG AUF UNTERGRUPPEN DER SL2(O) 53
und aus der Tatsache, dass die Abbildungen X(b) → X(b)upslopeΓ(b) und X → XupslopeΓ lokale
Diﬀeomorphismen und X(b) ↪→ X eine Immersion ist.
5. Spezialisierung auf Untergruppen der SL2(O)
Im Folgenden möchten wir uns auf den Fall n = 2 beschränken und versuchen mehr
über die Zerlegung herauszuﬁnden. Hierzu werden wir die Ergebnisse aus Kapitel 2
Abschnitt 2 benötigen. Wir betrachten weiterhin eine Q-Quaternionenalgebra H. Des
Weiteren betrachten wir die Wirkungen der zweielementigen Gruppe c2 via τ auf SL2(H)
und der entsprechenden Gruppe der reellen Punkte. Außerdem ﬁxieren wir nun eine Z-
Ordnung O ⊂ H. Es sei O immer ein Hauptidealring und es gelte t(O) = Z. Wir können
somit alle früheren Ergebnisse jederzeit verwenden. Wir schränken uns der Einfachheit
halber auf den Fall t(O) = Z ein. Im Falle t(O) = 2Z kann man auf ähnliche Weise
Aussagen treﬀen. Wir erinnern nochmals an das für uns wichtige Resultat:
• Es gilt H1(c2,SL2(O)) = { [1, 1], [1, I1,1] }, falls H über R zerfällt.
• Es gilt H1(c2,SL2(O)) = P ∪N ∪{[1, I1,1]}, falls H über R verzweigt. Hier be-
zeichnet P (bzw. N ) den positiv (bzw. negativ) deﬁniten Teil der Kohomologie,
d.h. die Klassen aller Kozykel mit Signatur (2, 0) (bzw. (0, 2)).
Dies ist haben wir in Satz 2.20 und Korollar 2.23 gesehen. Wir kennen also die nicht-
abelsche Kohomologie der SL2(O) ziemlich gut, abgesehen von der Tatsache, dass wir
keine Information über die Kardinalität des positiv bzw. negativ deﬁniten Teils haben.
5.1. Torsionsfreie Normalteiler der SL2. Die Gruppe SL2(O) bettet sich über
die vorgestellten Abbildungen in SL2(H) bzw. SL4(R) ein. Sie ist dort eine diskrete
Untergruppe. Leider ist die Gruppe SL2(O) nicht torsionsfrei. Da die Torsionsfreiheit
der Gruppe Γ für die Zerlegung von (XupslopeΓ)
c2 sehr wichtig ist, können wir nicht die ganze
SL2(O) als Γ verwenden. Es sei im Folgenden stets Γ ⊆ SL2(O) ein torsionsfreier Nor-
malteiler, der invariant unter τ ist. Weiter nehmen wir immer an, dass der Index von
Γ in SL2(O) endlich ist, wir bezeichnen diesen immer mit ` := [SL2(O),Γ]. Übrigens
kennen wir bereits eine Familie von Beispielen für solche Gruppen: die Hauptkongru-
enzuntergruppen.
Es sei ι : Γ ↪→ SL2(O) die Inklusion. Wir betrachten die induziere Abbildung
ι∗ : H1(c2,Γ) −→ H1(c2,SL2(O)).
Lemma 3.27. Sind η1 und η2 in H1(c2,Γ) mit ι∗(η1) = ι∗(η2), dann gilt
F(η1) ∼= F(η2).
Beweis. Es seien (1, a) und (1, b) Kozykel Repräsentanten für η1 bzw. η2. Aus
Lemma 3.26 wissen wir, dass F(η1) ∼= X(a)upslopeΓ(a) und F(η2) ∼= X(b)upslopeΓ(b) gilt. Da (1, a)
und (1, b) kohomolog bzgl. SL2(O) sind, gibt es g ∈ SL2(O) mit b = g−1a τg. In Lemma
3.19 haben wir festgestellt, dass die Abbildung x 7→ xg einen Diﬀeomorphismus X(a)→
X(b) liefert. Wir behaupten nun, dass die Abbildung γ 7→ g−1γg einen Isomorphismus
Γ(a) → Γ(b) deﬁniert. Wir müssen zunächst die Wohldeﬁniertheit zeigen. Da Γ ein
Normalteiler von SL2(O) ist, liegt das Bild dieser Abbildung in Γ. Wir sehen leicht ein,
dass für alle γ ∈ Γ(a) das Element g−1γg ein Fixpunkt der b-verdrehten Wirkung ist:
τ(b)(g−1γg) = b τg−1 τγ τgb−1 = g−1a τγa−1g = g−1γg.
Damit ist die Abbildung wohldeﬁniert. Es gibt eine oﬀensichtliche eine Umkehrabbil-
dung, also handelt es sich um einen Isomorphismus. Man stellt fest, dass die angegebenen
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Wir haben also gerade festgestellt: Viele der Fixpunktkomponenten F(η) sehen
gleich aus. Genauer gibt es in beiden Fällen höchstens zwei Arten von Komponenten.
Betrachten wir zunächst den Fall, dass H über R zerfällt. Dann besteht die Ko-
homologiemenge H1(c2,SL2(O)) aus zwei Elementen und das eben bewiesene Lemma
sagt uns, es gibt höchstens zwei Arten von F(η). Es sei (1, 1) der triviale Kozykel,
wir führen die Notation F1 für die Komponente F([1, 1]) ein. Falls es einen Kozykel
(1, b) für H1(c2,Γ) mit ι∗([1, b]) = [1, I1,1] gibt, so bezeichnen wir F([1, b]) mit F2. Die
Menge (XupslopeΓ)
c2 ist also eine disjunkte Vereinigung von Zusammenhangskomponenten,
die entweder zu F1 oder zu F2 diﬀeomorph sind. Die interessante Frage ist, wie viele
solcher Komponenten in der Vereinigung auftauchen. Es sei noch auf eine kleine Ge-
fahr hingewiesen: In Korollar 3.22 haben wir gesehen, dass X(b) immer diﬀeomorph zu
U(2)Sp(2,R) ist. Außerdem kann man sich leicht überlegen, dass wenn Γ sogar normal
in GL2(O) ist, die Gruppen Γ(b) für alle Kozykel b isomorph sind. Dies bedeutet aber
nicht unbedingt, dass die Komponenten F1 und F2 diﬀeomorph sein müssen. Übrigens
sind F1 und F2 Mannigfaltigkeiten der Dimension 6.
Befassen wir uns nun mit dem Fall einer total deﬁniten QuaternionenalgebraH. Hier
ist H1(c2,SL2(O)) unter Umständen relativ groß, weil wir nicht wissen wie viele Klas-
sen im positiv und negativ deﬁniten Teil liegen. Allerdings sind alle Kozykel (1, b) für
H1(c2,Γ) mit ι∗([1, b]) ∈ P ∪N langweilig, denn sie haben Signatur (2, 0) oder (0, 2).
Dies bedeutet nach Korollar 3.21, dass X(b) (und damit auch F([1, b])) ein isolierter
Punkt ist. Falls es eine Kohomologieklasse η im Urbild von [1, I1,1] unter ι∗ gibt, nennen
wir die Fixpunktkomponente F(η) kurz F3. Bekanntlich ist F3 eine 4-dimensionale Man-
nigfaltigkeit. Wir wissen somit: Die Fixpunktmenge (XupslopeΓ)
c2 ist disjunkte Vereinigung
von isolierten Punkten und Kopien von F3.
Wir möchten nun noch einfache Abschätzungen für die Anzahl der Komponenten
F1,F2 bzw. F3 angeben. Dazu müssen wir die Kardinalität der Urbilder der Klassen in
H1(c2,SL2(O)) unter ι∗ abschätzen. Ist (1, b) ein Kozykel für H1(c2,Γ), so betrachten
wir die mit b verdrehte Wirkung von c2 auf Γ. Die kurze exakte Sequenz
1→ Γ ι−→ SL2(O) −→ SL2(O)upslopeΓ → 1
induziert eine exakte Sequenz in der Kohomologie (siehe Proposition A.7):
1→ Γ(b)→ SL2(O)τ(b) → (SL2(O)upslopeΓ)τ(b)
δ→ H1((c2)b,Γ) ι∗→ H1((c2)b,SL2(O)).
Da der Kern von ι∗ das Bild von δ ist, gilt die einfache Abschätzung
|ker(ι∗)| ≤ [SL2(O) : Γ] =: `.
Wie man im Appendix bei Lemma A.5 nachlesen kann, steht der Kern von
ι∗ : H1((c2)b,Γ)→ H1((c2)b,SL2(O))
in Bijektion mit dem Urbild der Klasse [1, b] unter ι∗ : H1(c2,Γ) → H1(c2,SL2(O)).
Wir schließen daraus, dass wir die Kardinalität jedes Urbildes von oben durch den
Index abschätzen können. Zusammengefasst haben wir also folgendes
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Theorem 3.28. Es sei H eine Quaternionen-Divisionsalgebra über dem Körper der
rationalen Zahlen Q, sowie O ⊂ H eine Z-Ordnung. Wir nehmen an, O sei ein Haupt-
idealring mit t(O) = Z. Sei außerdem Γ ⊂ SL2(O) ein torsionsfreier, τ -invarianter Nor-
malteiler vom Index `. Es bezeichne ι : Γ ↪→ SL2(O) die Inklusion und ι∗ : H1(c2,Γ)→
H1(c2,SL2(O)) die davon induzierte Abbildung. Es gilt:
(1) Falls H über R zerfällt, ist (XupslopeΓ)
c2 disjunkte Vereinigung von jeweils höchstens `









Hierbei ist F1 diﬀeomorph zu X(1)upslopeΓ(1). Die Komponenten F2 treten nur auf, falls eine
Kohomologieklasse [1, b] in ι−1∗ ([1, I1,1]) existiert. In diesem Fall gilt F2 ∼= X(b)upslopeΓ(b).
(2) Falls H über R verzweigt, zerlegt sich (XupslopeΓ)
c2 in eine disjunkte Vereinigung von










Die Komponenten F3 treten nur auf, wenn es einen Kozykel (1, b) für H1(c2,Γ) mit
Signatur (1, 1) gibt. In diesem Fall gilt F3 ∼= X(b)upslopeΓ(b).
Die Struktur der Komponenten F1, F2 und F3 hängt selbstverständlich von Γ ab.
In der Notation sind wir übrigens etwas ungenau, denn die Komponenten F2 bzw. F3
sind gar nicht deﬁniert, falls sie nicht auftreten. Solange wir nichts über die Kardinali-
tät von P und N wissen, ist diese Abschätzung nicht sehr hilfreich. Wie im klassischen
Fall sollte es möglich sein, Abschätzungen für die Kardinalität der deﬁniten Teile mit-
tels Reduktionstheorie herzuleiten. Dies werden wir allerdings nicht in dieser Arbeit
in Angriﬀ nehmen. Wir werden uns stattdessen nun auf Hauptkongruenzuntergruppen
einschränken und schauen, ob wir mehr Informationen über die Zerlegung bekommen
können.
5.2. Details für Kongruenzuntergruppen. Es sei nun q ≥ 3 eine ganze Zahl.
Wir setzen Γ := Γ2(q)∩SL2(O), hier bezeichnet Γ2(q) die Hauptkongruenzuntergruppe
zum Ideal qO (siehe Kapitel 2 Abschnitt 3). Aus Satz 2.26 wissen wir, dass Γ torsionsfrei
ist. Da Γ2(q) ein Normalteiler von GL2(O) ist, sehen wir außerdem, dass Γ normal in
SL2(O) ist. Wir zeigen nun, dass Γ auch τ -invariant ist. Dies sieht man leicht ein, weil
Γ2(q) invariant unter ·∗ ist: Sei A = 12 + qB ∈ Γ2(q), dann ist auch A∗ = 12 + qB∗
oﬀensichtlich in Γ2(q) und damit auch τA. Die Gruppe Γ erfüllt also alle Voraussetzungen
aus dem vorangegangenen Abschnitt.
Wir werden nun zeigen, dass in der Zerlegung aus Theorem 3.28 die Komponenten
F2 bzw. F3 für Kongruenzuntergruppen nicht existieren. Das heißt, wir wollen erklären,
wieso keine Kozykel im Urbild der Klasse [1, I1,1] existieren. Dazu werden wir auf den
nützlichen Determinanten-Trick aus Kapitel 1 Abschnitt 3.1 zurückgreifen.
Lemma 3.29. Für alle q ≥ 3 und alle hermiteschen Elemente X ∈ Γ2(q) gilt
det(X) = 1.
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Beweis. Es sei A ∈ Γ2(q) eine hermitesche Matrix, das heißt, es gilt A∗ = A. Als
Element von Γ2(q) können wir A schreiben als
A =
(
1 + qx qz
qz 1 + qy
)
mit gewissen x, y ∈ Z und z ∈ O. Die Tatsache, dass x und y in Z liegen, folgt übrigens
aus O∩Q = Z, denn die Ordnung O besteht aus ganzen Elementen und Z ist in Q ganz
abgeschlossen. Nun rechnen wir die Determinante aus:
det(A) = (1 + qx)(1 + qy)− q2n(z) = 1 + qx+ qy + q2xy − q2n(z) ≡ 1 mod q.
Nach Voraussetzung ist A ein Element von GL2(O), also gilt nrd(A) = ±1. Durch Be-
merkung 1.42 wissen wir, dass nrd(A) = det(A)2 gilt. Insbesondere sehen wir nrd(A) = 1
und det(A) = ±1. Schlussendlich folgern wir aus q ≥ 3 und det(A) ≡ 1 mod q, dass
det(A) = −1 nicht möglich ist, 
Unter Verwendung von Lemma 1.43, das uns sagt, dass die Determinante für alle
Elemente einer Kohomologieklasse in H1(c2,SL2(O)) gleich ist, können wir den für uns
wichtigen Satz beweisen.
Satz 3.30. Es sei q ≥ 3 und Γ := Γ2(q) ∩ SL2(O). Es bezeichne weiter α(q) die
Anzahl der Quadrate in (Z/qZ)×. Dann gilt:
(1) Falls H über R zerfällt, ist (XupslopeΓ)









wobei hier F1 ∼= (U(2)Sp(2,R))upslope(Γ ∩ Sp(2,R)) ist.
(2) Falls H über R verzweigt, ist (XupslopeΓ)
c2 disjunkte Vereinigung von höchstens




Beweis. Die Aussagen folgen direkt aus Theorem 3.28 und Lemma 3.29, denn Lem-
ma 1.43 sagt uns, dass äquivalente Kozykel für H1(c2,SL2(O)) dieselbe Determinante
haben. Da I1,1 von Determinante −1 ist, kann die Klasse [1, I1,1] nicht im Bild von ι∗
liegen. Die Zahl (q
8−1)(q8−q4)
α(q) kommt aus der in Lemma 2.30 hergeleiteten Abschätzung
für den Index von Γ. 
Wir sind nun in der Lage etwas über die Euler Charakteristik der Menge (XupslopeΓ)
c2
auszusagen.
Korollar 3.31. (1) Falls H über R zerfällt, ist die Euler Charakteristik von
(XupslopeΓ)
c2 genau dann Null, wenn die Euler Charakteristik von
F1 = (U(2)Sp(2,R))upslope(Γ ∩ Sp(2,R))
verschwindet.
(2) Falls H über R verzweigt, ist die Euler Charakteristik von (XupslopeΓ)
c2 positiv.
Fazit und Ausblicke
Wie so oft, stehen wir am Ende dieser Arbeit wahrscheinlich vor mehr oﬀenen Fragen
wie zu Anfang. Wir möchten die Gelegenheit nutzen, um unseren Weg zu rekapitulieren
und dabei auf spannende oﬀene Fragen, sowie nötige weitere Überlegungen hinzuweisen.
Kehren wir zunächst zurück zur Einleitung. Dort haben wir dargelegt, was unsere
Motivation zur Untersuchung der Fixpunktmenge (XupslopeΓ)
c2 ist, nämlich der erhoﬀte Zu-





und der Lefschetzzahl der
Abbildung τ : XupslopeΓ→ XupslopeΓ. Dieser Zusammenhang muss natürlich in unserem Fall noch
sauber bewiesen werden. Wir haben uns entschlossen, dies nicht in dieser Arbeit zu tun,
weil der Autor das Gefühl hatte, dies nicht in der gewünschten Ausführlichkeit und Tie-
fe behandeln zu können, ohne dabei die Arbeit deutlich aufzublähen. Der wissbegierige
Leser sei nochmals zu Rohlfs [9, prop. 1.9] verwiesen. Wenn man diesen Zusammenhang
hergestellt hat, kann man natürlich auf Korollar 3.31 zurückgreifen.
Im Fall total deﬁniter Quaternionenalgebren wissen wir, dass die Euler Charakteris-
tik nicht Null ist. Leider haben wir keine obere Schranke, weil wir die Größe der beiden
deﬁniten Teile der nicht-abelschen Kohomologiemenge H1(c2,SL2(O)) nicht kennen.
Dies ist eine der wichtigen oﬀenen Fragen in dieser Arbeit. Wie bereits erwähnt, scheint
es eine naheliegende Idee hier Methoden der Reduktionstheorie anzuwenden.
Im Falle einer über R zerfallenden Quaternionenalgebra ist die entscheidende Fra-
ge sicherlich: Was ist die Euler Charakteristik von (U(2)Sp(2,R))upslope(Γ ∩ Sp(2,R))? Auch
diese Frage ist sicher nicht aussichtslos, weil die Dimension dieser Mannigfaltigkeit (Di-
mension 6) nicht erschreckend groß ist. In diesem Fall könnte man dann sogar eine
Schranke mit Hilfe des Indexes angeben.
Apropos Index, wir haben auch schon erwähnt, dass unsere Abschätzung für den
Index der Kongruenzuntergruppen im Allgemeinen ziemlich schlecht zu sein scheint.
Eine Verbesserung dieser Abschätzung wäre nützlich, denn sie schlägt sich direkt in
einer Verbesserung von Korollar 3.30 nieder. Eine weitere zu lösende Frage in diesem
Zusammenhang ist, ob die Abbildung SLn(O) → SLn(O/qO) eigentlich surjektiv ist.
Für Dedekindringe ist dies bekanntlich der Fall (vgl. [4, S.382]).
Zwei weitere Verallgemeinerungen der angestellten Betrachtungen springen natür-
lich sofort ins Auge.
(1) Was passiert wenn wir als Grundkörper einen beliebigen algebraischen Zahl-
körper wählen?
(2) Was passiert für beliebiges n ?
Der erste Fall erscheint lösbar. Im ersten Kapitel haben wir, auf erstaunlich einfa-
che Weise, die quaternionischen Formen auf H-Rechtsvektorräumen klassiﬁziert. Das
entscheidende Hilfsmittel war der Normensatz von Hasse, Schilling und Maass (Thm.
1.14). Da dieser für beliebige algebraische Zahlkörper gilt, könnte man sich ohne Angst
an weitere Fälle wagen. Wie wir schon in Teilen des ersten Kapitels angedeutet ha-
ben, könnte die Behandlung für Zahlkörper ohne reelle Einbettungen sogar einfacher
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werden. Für allgemeine Zahlkörper wird es auf die reellen Stellen und das verhalten
von H an diesen Stellen ankommen. Auch der entscheidende Satz 2.20 aus Kapitel 2
wird, keine Probleme bereiten, denn die einzige wichtige Voraussetzung war, dass O ein
Hauptidealring ist.
Um die Beschänkung n = 2 fallenzulassen, müsste man Satz 2.20 per Induktion
verallgemeineren. Hier scheint es keinen Grund zu geben, warum dies nicht analog zum
klassichen Fall möglich sein sollte. Die Struktur der Mengen X(b) in Kapitel 3 haben
wir ja bereits für allgemeines n bestimmt. Genauso kennen wir die nicht-abelsche Ko-
homologie H1(c2,SLn(H)) bereits.
Ein letzter Punkt, den der Autor für sehr spannend hält, ist die Frage, ob die
VoraussetzungO sei Hauptidealring wirklich wesentlich ist. Gibt es ein einfaches Beispiel
für eine Ordnung O, die kein Hauptidealring ist und für die die Konklusion von Satz
2.20 nicht richtig ist? Es gibt viele Beispiele von Ordnungen die keine Hauptidealringe
sind, aber wie ﬁndet man eine Form die zu keiner der angegebenen Formen äquivalent
ist?
In der Kombination all dieser Punkte ergibt sich eine enorme Vielfalt an spannenden
Fragen, die es zu lösen gilt. Zum Glück sind in der Mathematik weite Felder immer
ein Antrieb.
Ach, Luise, laß ... das ist ein zu weites Feld.
Theodor Fontane - Eﬃ Briest
ANHANG A
Nicht-abelsche Galoiskohomologie
In diesem Anhang soll kurz die nicht-abelsche Galoiskohomologie eingeführt werden.
Wir werden uns dabei auf jene Teile beschränken die in dieser Arbeit auftauchen. Für
alles weitergehende verweisen wir auf Serre [11].
1. Grundlagen
Es sei F eine beliebige Gruppe. Eine F -Menge ist eine Menge X mit einer F -
Linkswirkung. Diese notieren wir meist mit (f, x) 7→ fx. Eine F -Gruppe G ist eine
Gruppe zusammen mit einer F -Linkswirkung durch Gruppenhomomorphismen F×G→
G, notiert durch (f, g) 7→ fg. Da F durch Homomorphismen wirkt, gilt für alle f ∈ F
und g, h ∈ G
f(gh) = fg fh.
Definition A.1. Ist X eine F -Menge, so deﬁnieren wir
H0(F,X) = XF = { x ∈ X | ∀ f ∈ F fx = x }
und nennen diese die nullte nicht-abelsche Kohomologiemenge von X bzgl. der Wirkung
von F . Für jede F -Gruppe G ist H0(F,G) eine Untergruppe von G.
Es sei G eine F -Gruppe. Ein Kozykel in G bzgl. der Wirkung von F ist ein Tupel
b = (bf )f∈F mit der Eigenschaft
∀ s, t ∈ F bst = bs sbt.
Die Menge der Kozykel in G bzgl. der Wirkung von F bezeichnen wir mit Z1(F,G).
Wir lassen den Nebensatz bzgl. der Wirkung von F  gewöhnlich weg, wenn klar ist,
welche Wirkung gemeint ist.
Es sei 1 das neutrale Element in G. Den Kozykel b mit bf = 1 für alle f ∈ F
nennt man den trivialen Kozykel. Ist e ∈ F das neutrale Element von F , so folgt aus
be = bee = be ebe = bebe, dass für jeden Kozykel b immer be = 1 gilt. Man stellt leicht
fest: Ist g ∈ G und b = (bf )f ein Kozykel in G, so ist auch cf := g−1bf fg ein Kozykel.
Dies sieht man durch folgende Rechnung:
cst = g−1bst stg = g−1bs s(bt tg) = g−1bs sg s(g−1bt tg) = cs sct.
Zwei Kozykel b = (bf )f und c = (cf )f heißen kohomolog (geschrieben b ∼ c), wenn
g ∈ G existiert, sodass cs = g−1bs sg für alle s ∈ F . Dies deﬁniert oﬀensichtlich
eine Äquivalenzrelation auf der Menge Z1(F,G) aller Kozykel. Die Äquivalenzklassen
bzgl. dieser Relation heißen Kohomologieklassen. Die Klasse des Kozykels b = (bf )f∈F
bezeichnen wir durch [b] oder [bf ]f . Die Klasse des trivialen Kozykels notieren wir mit
[1].
Definition A.2. Die Menge aller Kohomologieklassen von Kozykeln mit Werten in
G heißt erste nicht-abelsche Kohomologiemenge von F in G.
H1(F,G) := Z1(F,G)upslope∼
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Diese ist eine punktierte Menge mit ausgezeichnetem Element [1].
Zu einem Kozykel b = (bf )f ∈ Z1(F,G) sagen wir oft, er sei ein Kozykel für
H1(F,G).
2. Verdrehte Wirkungen
Es sei b = (bf )f ein Kozykel fürH1(F,G). Wir deﬁnieren die mit b verdrehte Wirkung
von F auf G durch (f, g) 7→ bf fgb−1f . Gewöhnlich verwenden wir die Notation f(b)g =
bf
fgb−1f , um deutlich zu machen, dass f durch b verdreht wirkt. Man rechnet leicht
nach, dass es sich hierbei um eine Wirkung handelt:





Da F durch Homomorphismen wirkt und wir diese nur mit inneren Automorphismen
zusammensetzen ist auch die verdrehte Wirkung eine Wirkung durch Gruppenhomo-
morphismen.
Selbstverständlich können wir nun auch Kozykel für die mit b verdrehte Wirkung
betrachten. Um anzudeuten, dass die mit b verdrehte Wirkung gemeint ist, schreiben wir
Fb anstatt F . Für die Menge der Kozykel in G bzgl. der verdrehten Wirkung schreiben
wir also Z1(Fb, G) und für die erste Kohomologiemenge H1(Fb, G).
Es gibt natürlich einen Zusammenhang zwischen H1(F,G) und H1(Fb, G).
Lemma A.3. Es sei b = (bf )f ∈ Z1(F,G). Die Abbildung rb, deﬁniert durch
rb : (af )f∈F 7→ (afbf )f∈F ,
ist eine Bijektion rb : Z1(Fb, G)
'→ Z1(F,G). Weiter faktorisiert sie zu einer Bijektion
ρb zwischen den ersten Kohomologiemengen
ρb : H1(Fb, G)
'−→ H1(F,G).
Die triviale Klasse in H1(Fb, G) wird dabei auf die Klasse von b in H1(F,G) abgebildet.
Beweis. Wir zeigen, dass die Abbildung rb wohldeﬁniert ist. Sei dazu (af )f ∈
Z1(Fb, G). Dass (afbf )f ein Kozykel für H1(F,G) ist, folgt aus der Rechnung
astbst = as s(b)atbs sbt = asbs satb−1s bs
sbt = asbs s(atbt).
Man rechnet analog nach, dass die Umkehrabbildung r−1b : Z
1(F,G)→ Z1(Fb, G) durch
(cf )f 7→ cfb−1f wohldeﬁniert ist.
Es seien (af )f und (a′f )f Kozykel für H
1(Fb, G), dann gilt:
a ∼ a′ ⇔ ∃ g ∈ G ∀ s ∈ F g−1as s(b)g = a′s
⇔ ∃ g ∈ G ∀ s ∈ F g−1asbs sg = a′sbs
⇔ rb(a) ∼ rb(a′).
Folglich ist die Abbildung ρb : H1(Fb, G) → H1(F,G) durch ρb([a]) := [rb(a)] wohlde-
ﬁniert und injektiv. Sie ist surjektiv, weil rb surjektiv ist. 
Es sei hier noch auf einen anderen Sonderfall von verdrehten Wirkungen hingewie-
sen. Sei N ⊂ G eine normale Untergruppe, welche invariant unter der Wirkung von F
ist. Insbesondere ist N selbst eine F -Gruppe. Nehmen wir einen Kozykel (bs)s mit Wer-
ten in G, so können wir auch die Wirkung auf N mit b verdrehen, denn es ist bs shb−1s
in N für alle h ∈ N .
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Wir möchten außerdem kurz erklären wie wir auch andere Wirkungen verdrehen
können. Sei zusätzlich X eine Menge auf welcher F von links (Notation (f, x) 7→ fx)
und G von rechts (Notation (x, g) 7→ x.g) wirken. Wir fordern, dass diese Wirkungen
kompatibel mit der Wirkung von F auf G sind. Kompatibel heißt hier, es gilt
s(x.g) = sx. sg
für alle s ∈ F , x ∈ X und g ∈ G.
Ist b = (bf )f ein Kozykel für H1(F,G), dann deﬁnieren wir die mit b verdrehte
Wirkung von F auf X durch (f, x) 7→ fx.b−1f =: f(b)x. Man kann leicht nachrechnen,
dass dies tatsächlich eine Wirkung ist:





Diese Wirkung ist nun kompatibel mit der b-verdrehten Wirkung von F auf G, denn es
gilt
s(b)(x.g) = s(x.g).b−1s =




für alle s ∈ F , x ∈ X und g ∈ G.
3. Exakte Sequenzen
Natürlich erwartet man gewisse funktorielle Eigenschaften von der eben deﬁnierten
Kohomologie. Diese wollen wir nun kurz vorstellen. Es seien im folgenden G und H zwei
F -Gruppen, sowie X und Y zwei F -Mengen.
Definition A.4. Ein Morphismus von F -Mengen u : X → Y ist eine F -äquivariante
Abbildung. Ein Morphismus von F -Gruppen u : G→ H ist ein Gruppenhomomorphis-
mus, welcher F -äquivariant ist. Genauer: Für alle g ∈ G und f ∈ F gilt
u( fg) = fu(g).
Oﬀensichtlich schränkt sich jeder Morphismus von F -Mengen u : X → Y zu einer
Abbildung H0(F,X)→ H0(F, Y ) ein. Ist u : G→ H ein Morphismus von F -Gruppen,
dann ist die Abbildung H0(F,G) → H0(F,H) sogar ein Gruppenhomomorphismus.
Weiter gilt: u : G → H induziert eine Abbildung uˆ : Z1(F,G) → Z1(F,H), gegeben
durch uˆ((bs)s∈F ) := (u(bs))s∈F . Diese ist wohldeﬁniert, weil u eine F -äquivariante
Abbildung ist. Sind b = (bs)s und c = (cs)s kohomolog, so stellt man leicht fest, dass
auch uˆ(b) ∼ uˆ(c) gilt. Wir erhalten also eine Abbildung punktierter Mengen
u∗ : H1(F,G)→ H1(F,H) deﬁniert durch u∗([bs]s) := [uˆ(b)] = [u(bs)]s.
Diese Abbildung ist oﬀensichtlich funktoriell, d.h. H1 ist ein kovarianter Funktor von
der Kategorie der F -Gruppen in die Kategorie der punktierten Mengen.
Dieser Funktor ist auch verträglich mit dem verdrehen von Wirkungen. Es sei
u : G→ H
ein Morphismus von F -Gruppen und es sei b ∈ Z1(F,G). Verdrehen wir die Wirkung
von F auf G mit b und die Wirkung auf H mit c := uˆ(b), so ist u : G → H auch bzgl.
der verdrehten Wirkungen ein Morphismus. Dies ist klar, denn
u( s(b)g) = u(bs sgb−1s ) = u(bs)
su(g)u(bs)−1 = s(c)u(g).
Wir erhalten also auch eine Abbildung u∗ : H1(Fb, G)→ H1(Fc,H).
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Lemma A.5. Es sei u : G→ H ein Morphismus von F -Gruppen und b ∈ Z1(F,G),






Beweis. Es sei a = (as)s ∈ Z1(Fb, G) ein Kozykel in G für die verdrehte Wirkung.
Man sieht sofort
ρc(u∗([as]s)) = ρc([u(as)]s) = [u(as)u(bs)]s = u∗([asbs]s) = u∗(ρb([as]s)),
was die Behauptung beweist. 
Betrachte nun folgende Situation: Es sei G eine F -Gruppe und H eine Untergruppe
von G, auf welche sich die F -Wirkung einschränkt. Wir sagen in diesem Fall H sei F -
invariant. Dann ist H ebenfalls eine F -Gruppe. Wir erhalten eine F -Wirkung auf der
Menge der Linksnebenklassen X := GupslopeH, deﬁniert durch
f(gH) := fgH. Diese Wirkung
ist wohldeﬁniert, weil H invariant unter F ist. Außerdem ist H0(F,X) eine punktierte
Menge mit ausgezeichnetem Element H.
Lemma A.6. Ist G eine F -Gruppe und H eine F -invariante Untergruppe, dann
erhält man eine exakte Folge punktierter Mengen
1→ H0(F,H) ι→ H0(F,G)→ H0(F,GupslopeH)
δ−→ H1(F,H) ι∗−→ H1(F,G).
Hierbei bezeichnet ι : H ↪→ G die Inklusion und δ heißt Einhängungsabbildung.
Beweis. Wir deﬁnieren zunächst δ. Es sei gH ∈ H0(F,GupslopeH), wir konstruieren
einen Kozykel. Für alle s ∈ F gibt es as ∈ H mit sg = gas, weil nach Vorausset-
zung sgH = gH gilt. Es ist a = (as)s ein Kozykel für F mit Werten in H, denn
stg = sgat = gas sat. Wir behaupten die Klasse von (as)s in H1(F,H) hängt nicht
von g, sondern nur von gH ab. Man überlegt sich dazu Folgendes: ist gh ein ande-
rer Repräsentant der Klasse gH, so erhält man s(gh) = gas sh = (gh)h−1as sh. Der
durch gh erhaltene Kozykel ist also kohomolog zu a. Wir haben also eine Abbildung
δ : H0(F,GupslopeH)→ H1(F,H) gefunden. Diese ist oﬀensichtlich eine Abbildung punktier-
ter Mengen.
Die Exaktheit der Folge an den ersten beiden Stellen ist klar. Bei H0(F,GupslopeH) sieht
man dies leicht, denn ist gH im Bild der Abbildung H0(F,G)→ H0(F,GupslopeH), so können
wir g ∈ H0(F,G) annehmen. Insbesondere haben wir sg = g1 für alle s ∈ F , damit
ist δ(gH) die triviale Klasse. Ist andererseits gH im Kern von δ, so ist der Kozykel
as deﬁniert durch sg = gas in der trivialen Klasse bzgl H. Das heißt, es gibt h ∈ H
mit as = h−1 sh. Damit sieht man s(gh−1) = gh−1 für alle s ∈ F . Wir schließen, dass
gH = gh−1H im Bild von H0(F,G)→ H0(F,GupslopeH) liegt.
Die Exaktheit bei H1(F,H) ist ebenfalls leicht nachzuprüfen. Ist [as]s im Bild von
δ, so können wir annehmen, dass es ein g ∈ G gibt mit gH ∈ H0(F,GupslopeH) und sg = gas
für alle s. Folglich ist as = g−1 sg in der trivialen Klasse in H1(F,G). Umgekehrt:
Ist [as]s im Kern, so ist as = g−1 sg für ein g ∈ G. Also folgt gH ∈ H0(F,GupslopeH) und
δ(gH) = [as]s. 
Ist H ein Normalteiler, so ist GupslopeH oﬀensichtlich eine F -Gruppe und wir können
obige Sequenz noch um eine Stelle verlängern.
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Proposition A.7. Jede kurze exakte Sequenz von F -Gruppen mit F -Morphismen
1 → H α−→ G β−→ K → 1
induziert eine exakte Sequenz punktierter Mengen
1→ H0(F,H) α→ H0(F,G) β→ H0(F,K) δ→ H1(F,H) α∗→ H1(F,G) β∗→ H1(F,K).
Beweis. Wir beginnen wieder mit der Deﬁnition von δ. Diese funktioniert natürlich
analog zur Deﬁnition von δ in Lemma A.6. Ist k ∈ H0(F,K), so können wir ein Urbild
g ∈ G wählen, da β surjektiv ist. Weil k Fixpunkt bzgl. der F -Wirkung auf K ist, gilt
für alle f ∈ F
k = fk = fβ(g) = β( fg).
Also liegt g−1 fg im Kern von β und damit im Bild von α. Es existieren folglich für
alle s ∈ F Elemente hs ∈ H mit α(hs) = g−1 sg. Man prüft leicht nach, dass (hs)s ein
Kozykel für F mit Werten in H ist. Wählt man ein anderes Urbild g′ von k, dann gilt
g′ = gα(x) für ein x ∈ H. Es ist leicht einzusehen, dass die entsprechenden Urbilder h′s
von g′−1 sg′ einen kohomologen Kozykel deﬁnieren, denn es gilt
α(h′s) = g
′−1 sg′ = α(x)−1g−1 sg sα(x) = α(x−1hs sx).
Wir erhalten somit eine wohldeﬁnierte Abbildung δ : H0(F,K)→ H1(F,H).
Die Exaktheit der Sequenz an den ersten beiden Stellen folgt aus der Exaktheit der
kurzen Sequenz. Die Exaktheit bei H0(F,K) und H1(F,H) folgt genau wie in Lemma
A.6 aus der Deﬁnition von δ. Bleibt die Exaktheit bei H1(F,G) zu prüfen. Oﬀensichtlich
liegt das Bild von α∗ im Kern von β∗, denn β∗ ◦α∗ = (β ◦α)∗ ist die triviale Abbildung.
Sei umgekehrt b = (bs)s ein Kozykel mit Werten in G so, dass β(bs) in der Klasse
der trivialen Kozykels liegt. Es gibt also k ∈ K mit β(bs) = k−1 sk. Wir nutzen die
Surjektivität von β und schreiben k = β(g) für ein g ∈ G. Es liegt also gbs s(g−1) im
Kern von β und damit auch im Bild von α. Wir ﬁnden für alle s ∈ F Elemente as ∈ H
mit α(as) = gbs s(g−1). Durch die Injektivität von α sehen wir, dass (as)s ein Kozykel




In der ganzen Arbeit bezeichnet H eine Quaternionenalgebra, und ab Kapitel 2 ist
H immer über Q deﬁniert. Wir nehmen fast immer an, dass H eine Divisionsalgebra
ist. Weiter ist O immer eine Z-Ordnung in H. Die Konjugation auf H (siehe Kapitel
1 Abschnitt 1.3) notieren wir mit x 7→ x. Die Abbildung ·∗ : Mn(H) → Mn(H) ist
gegeben durch Konjugation und Transposition. In den entsprechenden reellen Gruppen
gilt:






(2) ·∗ :Mn(H)→Mn(H) deﬁniert durch A∗ = AT .
Die Involution τ auf der entsprechenden allgemeinen linearen Gruppe ist deﬁniert durch
τA := (A∗)−1.
Weitere verwendete Notationen:
H1(·, ·) erste nicht-abelsche Kohomologiemenge (siehe Appendix A).
n reduzierte Norm auf der Quaternionenalgebra H.
t reduzierte Spur auf der Quaternionenalgebra H.
nrd reduzierte Norm der zentralen einfachen Algebra Mn(H).
nrdA/K reduzierte Norm der zentralen einfachen K-Algebra A.
trA/K reduzierte Norm der zentralen einfachen K-Algebra A.
Tr gewöhnliche Spur von Endomorphismen von Vektorräumen.
Z Ring der ganzen Zahlen.
Q Körper der rationalen Zahlen.
R Körper der reellen Zahlen.
C Körper der komplexen Zahlen.
H Schiefkörper der Hamiltonschen Quaternionen.
Mn(·) Menge der n× n-Matrizen.
M(m×n)(·) Menge der m× n Matrizen.
Ip,q Diagonalmatrix diag(1, . . . , 1︸ ︷︷ ︸
p
,−1, . . . ,−1︸ ︷︷ ︸
q
).
Γn(q) Hauptkongruenzuntergruppe (siehe Kapitel 2 Abschnitt 3).
TpM Tangentialraum an die Mannigfaltigkeit M im Punkt p.
δkl Kronecker Delta deﬁniert durch δkl = 1 wenn k = l und δkl = 0 sonst.
1n n× n Einheitsmatrix.
Sp(n) quaternionische unitäre Gruppe (siehe Lemma 3.2).




Die vorliegende Arbeit beschäftigt sich mit der speziellen linearen Gruppe SL2(O)
über Ordnungen O in Q-Quaternionenalgebren H, sowie torsionsfreien Normalteilern
Γ ⊂ SL2(O) dieser Gruppe. Die grundlegende Idee ist, dass man diese Gruppen studiert,
indem man sie auf einem passenden RaumX wirken lässt. Dieser RaumX ist in unserem
Fall ein symmetrischer Raum, insbesondere eine Riemannsche Mannigfaltigkeit. Der
Bahnenraum XupslopeΓ enthält dann Information über die wirkende Gruppe.
Auf der Gruppe SLn(H) gibt es eine natürliche Involution τ , die von der Konju-
gation auf der Quaternionenalgebra herkommt. Diese induziert eine Wirkung der zwei-
elementigen Gruppe c2 = {1, τ} auf XupslopeΓ. Wir werden die Fixpunkte dieser Wirkung
bestimmen. Wie Rohlfs in [8, 9, 10] erreichen wir dies, indem wir die Zusammenhangs-
komponenten der Fixpunktmannigfaltigkeit über die erste nicht-abelsche Kohomologie-
menge H1(c2,Γ) parametrisieren. Die Bestimmung dieser Kohomologiemengen umfasst
einen großen Teil dieser Arbeit.
Nach einer kurzen Einführung von Quaternionenalgebren, ist das wichtige Ergeb-
nis des ersten Kapitels die Bestimmung der ersten nicht-abelschen Kohomologiemenge
H1(c2,SLn(H)) (siehe Korollar 1.39 und 1.40). Dazu nehmen wir in Abschnitt 2 den
Umweg über die Klassiﬁkation von hermiteschen Formen auf H-Rechtsvektorräumen.
Danach müssen die Ergebnisse lediglich umformuliert werden, um zu erkennen, dass die
Kohomologie H1(c2,SLn(H)) damit bestimmt wurde.
Im zweiten Kapitel wird dann eine Z-Ordnung O in H betrachtet, wobei natürlich
zunächst die notwendigen Begriﬀe eingeführt werden. Es wird die Kohomologiemenge
H1(c2,SL2(O)) bestimmt, unter der Voraussetzung, dass O ein Hauptidealring ist. Das
wichtige Resultat ist Satz 2.20, der den sogenannten indeﬁniten Teil der Kohomologie
beschreibt. Am Ende des Kapitels werden die Hauptkongruenzuntergruppen Γn(q) ⊂
GLn(O) eingeführt und es wird gezeigt, dass diese für alle q ≥ 3 torsionsfrei sind.
Außerdem ﬁndet man dort eine Abschätzung für den Index dieser Gruppen in GLn(O).
Kapitel drei widmet sich dann den geometrischen Eigenschaften dieser Gruppen.
Die Involution τ : SLn(H)→ SLn(H) wird zunächst auf der Gruppe der reellen Punkte
fortgesetzt. Die auftretenden Gruppen sind bekannte halbeinfache zusammenhängende
Lie Gruppen. Es wird deﬁniert was ein symmetrischer Raum ist und es wird weiter
erklärt wieso X = KG die Struktur eines symmetrischen Raumes trägt, wenn G eine
halbeinfache zusammenhängende Lie Gruppe und K die Fixpunktgruppe einer Cartan
Involution ist. Danach wird dargestellt, wie Wirkungen auf G isometrische Wirkungen
auf X induzieren. Schlussendlich wird mit der Methode von Rohlfs die Fixpunktmenge
(XupslopeΓ)
c2 untersucht, wobei Γ ein torsionsfreier, τ -invarianter Normalteiler von SL2(O)
sei. Es wird gezeigt, dass (XupslopeΓ)
c2 in zwei Arten von Zusammenhangskomponenten zer-
fällt und, dass die Anzahl der Komponenten einer Art mit dem Index der Gruppe Γ
abgeschätzt werden kann (siehe Theorem 3.28). Wenn Γ eine Kongruenzuntergruppe
ist, wird außerdem gezeigt, dass nur eine Art von Zusammenhangskomponenten auf-




This thesis deals with the special linear group SL2(O) over orders O in quaternion
algebras H deﬁned over Q. Moreover, we consider torsion free normal subgroups of
SL2(O). The basic idea is to study these groups by letting them act on suitable spaces
X. In particular, we will choose X to be a riemannian symmetric space. Apparently,
the orbit space XupslopeΓ contains information on the acting group.
Furthermore, there is a natural involution τ : SLn(H) → SLn(H), induced by the
conjugation of the quaternion algebra H. From this, one obtains an action of the
group c2 = {1, τ} on the space XupslopeΓ. The aim is to determine the ﬁxed points of this
action. We achieve this by parametrising the connected components of the ﬁxed point
manifold (XupslopeΓ)
c2 with the elements of the ﬁrst non-abelien cohomology set H1(c2,Γ).
This technique was developped by Rohlfs [8, 9, 10]. A large part of this thesis is
devoted to the understanding of the ﬁrst non-abelien cohomology of c2 with values in
several diﬀerent groups.
After a short introduction to the theory of quaternion algebras, the important results
of the ﬁrst chapter are the corollaries 1.39 and 1.40, which give a precise description of
the cohomology H1(c2,SLn(H)), depending on the behavior of H over R. In order to
obtain these results we take a short detour through the classiﬁcation of hermitian forms
on right H-vectorspaces. Afterwards a simple reformulation, yields the description of
H1(c2,SLn(H)).
In the second chapter we focus on Z-orders O in H. A careful introduction of all
important concepts is given. Subsequently, the cohomology set H1(c2,SL2(O)) is deter-
mined under the useful assumption, that O is a principle ideal domain (for rightsided
ideals). The important result is theorem 2.20, which describes the so-called indeﬁnite
part of the non-abelien cohomology. In the end of this chapter the congruence subgroups
Γn(q) ⊂ GLn(O) are deﬁned and it is proven, that these groups are torsion free for all
q ≥ 3. Moreover, we will give an estimate for the index of these groups in GLn(O).
Finally, chapter three is concerned with the geometric properties of these groups.
The involution τ : SLn(H) → SLn(H) can be lifted to the corresponding group of real
points. These groups of real points are well-known semisimple connected Lie groups.
Furthermore, the deﬁnition of riemannian symmetric spaces is given and we give an
explanation why the space X = KG can be considered as such, where G is a semisimple
connected Lie group and K is the group of ﬁxed points of a Cartan involution on G.
Afterwards, we quickly describe how group actions on G induce isometric actions on the
symmetric space X. Eventually, let Γ be a torsion free, τ -invariant normal subgroup
in SL2(O). The ﬁxed point manifold (XupslopeΓ)c2 is investigated using the technique of
Rohlfs. It will be shown, that (XupslopeΓ)
c2 is the disjoint union of only two diﬀerent kinds
of connected components. Furthermore, the index of Γ in SL2(O) is an upper bound for
the number of connected components of the same kind (theorem 3.28). In addition, it is
proven, that, in the case of Γ being a congruence subgroup, only one type of connected
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