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Abstract
This paper is part II of a series of papers on the deformation quantization on the cotangent
bundle of an arbitrary manifold Q. For certain homogeneous star products of Weyl ordered type
(which we have obtained from a Fedosov type procedure in part I, see q-alg/9707030) we con-
struct differential operator representations via the formal GNS construction (see q-alg/9607019).
The positive linear functional is integration over Q with respect to some fixed density and is
shown to yield a reasonable version of the Schro¨dinger representation where a Weyl ordering
prescription is incorporated. Furthermore we discuss simple examples like free particle Hamilto-
nians (defined by a Riemannian metric on Q) and the implementation of certain diffeomorphisms
of Q to unitary transformations in the GNS (pre-)Hilbert space and of time reversal maps (in-
volutive anti-symplectic diffeomorphisms of T ∗Q) to anti-unitary transformations. We show
that the fixed-point set of any involutive time reversal map is either empty or a Lagrangean
submanifold. Moreover, we compare our approach to concepts using integral formulas of gener-
alized Moyal-Weyl type. Furthermore we show that the usual WKB expansion with respect to
a projectable Lagrangean submanifold can be formulated by a GNS construction. Finally we
prove that any homogeneous star product on any cotangent bundle is strongly closed, i. e. the
integral over T ∗Q w.r.t. the symplectic volume vanishes on star-commutators. An alternative
Fedosov type deduction of the star product of standard ordered type using a deformation of the
algebra of symmetric contravariant tensor fields is given.
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1 Introduction
Deformation quantization is a now well-established quantization concept introduced by Bayen,
Flato, Fronsdal, Lichnerowicz, and Sternheimer [4]. For any symplectic manifold the existence of
the formal associative deformation (the star product) of the pointwise multiplication of smooth
functions which are identified with the classical observables had been shown by [14] and [18]. A
recent preprint by Kontsevich states that such star products even exist for any Poisson manifold
[22]. The classification for star products on symplectic manifolds up to equivalence transformations
by formal power series in the second de Rham cohomology group is due to [23, 24] and [5].
The particular case of a cotangent bundle T ∗Q where Q is the physical configuration space
is of great importance for physicists and there is a large amount of literature concerning various
ways of quantization of such physical phase spaces. Deformation quantization and star products on
cotangent bundles are considered e. g. in [12, 13, 25]. Moreover differential operator representations
and their symbolic calculus including integration techniques are considered in e. g. [29, 30, 16, 17].
For geometric quantization of cotangent bundles see e. g. [31] and references therein.
In order to formulate states and Hilbert space representations of the deformed algebra of formal
power series of smooth complex-valued functions on a symplectic manifold two of us (M. B. and
S. W.) have recently transferred the concept of GNS representations in the theory of C∗-algebras
to deformation quantization [9]. In that paper this concept was shown to be physically reason-
able by applying it mainly to flat R2n: integration over configuration space at fixed momentum
value 0 turned out to be a formally positive linear functional whose GNS representation yielded
the usual formal Schro¨dinger representation as formal differential operators on Rn by means of the
Weyl ordering prescription (see [8] for details). In another paper these results had been extended
to the following situation: integration over a projectable submanifold L of R2n with respect to a
geometrically defined volume preceded by a geometrically defined formal series of differential op-
erators yielded a formally positive linear functional whose GNS representation contained the usual
WKB expansion of an eigenfunction of some Hamiltonian operator to its eigenvalue E provided L
is contained in the energy surface of the classical Hamiltonian to the value E [10].
This paper is part II of a series of papers devoted to the study of certain star products on
the cotangent bundle of an arbitrary manifold Q and applications of the GNS construction for
this particular physically important situation. In part I (see [8]) we had prepared the ground by
constructing a star product of standard ordered type ∗S (in which the first function is differentiated
in vertical ‘momentum’ directions only) and a representation of this algebra where those functions
on T ∗Q canonically corresponding to symmetric contravariant tensor fields T on Q (i. e. which
are polynomial in the momenta) are mapped to differential operators on Q where T is naturally
paired with a multiple covariant derivative with respect to some torsion-free connection on Q. This
had been done by a Fedosov type construction. Moreover we had constructed a star product ∗W of
Weyl type on T ∗Q equivalent to ∗S and a
∗-representation (with respect to complex conjugation)
of this algebra as generalized Weyl ordered differential operators.
The aim of this paper is to generalize the results of [9, 10] to arbitrary cotangent bundles, that
is to obtain the Schro¨dinger-like differential operator representation as well as the WKB expansion
as GNS representations. Moreover we discuss some simple applications and compare our results
with the approaches using integral formulas like for instance Underhill’s quantization [29] and
[26, 16, 17] and give an elementary proof that any homogeneous star product on any cotangent
bundle is strongly closed in the sense of [12].
The paper is organized as follows: Section 2 contains notation and results of the first part. In
section 3 we give another independent construction for the star product ∗S which provides another
way to show that this star product is differential. In section 4 we consider a linear functional
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which is integration over the configuration space Q with respect to some chosen positive density
and show that this turns out to be a formally positive linear functional. Hence it induces a GNS
representation which is explicitly computed. In the following section 5 we mention some easy
but physically important convergence properties and discuss simple physical examples. Moreover
we consider particular symmetries of T ∗Q and their implementation as automorphisms of the
star product algebras and as unitary maps in the GNS Hilbert spaces. We prove that involutive
anti-symplectic diffeomorphisms have either no fixed points or the fixed-point set is a Lagrangean
submanifold and describe such maps for certain coadjoint orbits. In section 6 we compare our
formulas using integral formulas for the representations with other approaches already mentioned.
Section 7 is devoted to the WKB expansion where we generalize the previous results to the case
of projectable Lagrangean submanifolds in a cotangent bundle. Finally we prove in section 8 that
any homogeneous star product on T ∗Q is strongly closed.
2 Preliminary results and notation
In this section we shall remember some results from [9, 8] and establish our notation: Let Q be
a smooth n-dimensional manifold and π : T ∗Q → Q its cotangent bundle with the canonical one-
form θ0 and the canonical symplectic form ω0 = −dθ0. Moreover we denote by ξ the canonical
Liouville vector field defined by iξω0 = −θ0. Let i : Q → T
∗Q be the canonical embedding of
Q as zero section. Moreover we shall fix a torsion-free connection ∇ on Q and make use of local
bundle Darboux coordinates q1, . . . , qn, p1, . . . , pn induced by local coordinates q
1, . . . , qn on Q. A
function f ∈ C∞(T ∗Q) is called polynomial in the momenta of degree k if Lξf = kf and the
set of polynomial functions in the momenta of degree k is denoted by C∞pp,k(T
∗Q) and we set
C∞pp(T
∗Q) :=
⊕∞
k=0C
∞
pp,k(T
∗Q). Then C∞pp(T
∗Q) is canonically isomorphic as graded algebra to
Γ(
∨
TQ) together with the symmetric product ∨ via the canonical isomorphism Γ(
∨k TQ) ∋ T 7→
T̂ ∈ C∞pp,k(T
∗Q) given by T̂ (αq) :=
1
k!T (αq, . . . , αq) where αq ∈ T
∗
qQ. For some easy homogeneity
properties of C∞pp(T
∗Q) see e. g. [8, Lemma A.2]. We shall use Einstein’s summation convention,
i. e. summation over repeated indices is understood.
Throughout this paper we denote the formal deformation parameter by λ which corresponds
directly to Planck’s constant ~. Using the connection ∇ on Q we had constructed a star product of
standard ordered type ∗S in [8] which is the natural generalization of the standard ordered product
in flat R2n. A more physically star product of Weyl type having the complex conjugation as
involutive antilinear anti-automorhism has been shown to exist and is constructed by the following
equivalence transformation: we consider the operator
∆ := ∂pi∂qi + pr(π
∗Γrij)∂pi∂pj + (π
∗Γiij)∂pj + (π
∗αj)∂pj (1)
where locally α = αjdq
j is a one-form satisfying trR = −dα where R is the curvature tensor of ∇.
This operator is globally defined and induces the equivalence transformation (see [8, Section 7])
N := e
λ
2i
∆ (2)
which yields the star product ∗W by
f ∗W g := N
−1((Nf) ∗S (Ng)) (3)
where f, g ∈ C∞(T ∗Q)[[λ]]. This equivalence is again the natural generalization of the flat case
and hence we shall call ∗W the star product of Weyl ordered type. Both star products have the
important property of being homogeneous in the sense of [13]: the following operator
H := λ
∂
∂λ
+ Lξ (4)
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is a derivation of ∗S and ∗W. Furthermore a representation on C
∞(Q)[[λ]] for the standard ordered
product ∗S was shown to be given by the following explicit formula
̺S(f)ψ := i
∗(f ∗S π
∗ψ) =
∞∑
r=0
1
r!
(
λ
i
)r
i∗
(
∂rf
∂pi1 · · · ∂pir
)
is(∂qi1 ) · · · is(∂qir )
1
r!
Drψ (5)
where f ∈ C∞(T ∗Q)[[λ]] and ψ ∈ C∞(Q)[[λ]] and where D := dqk ∨ ∇∂qk justifying the notion of
‘standard ordered type’ by analogy to the flat case. Then a representation ̺W for ∗W on the same
representation space is given by
̺W(f)ψ := ̺S(Nf)ψ = i
∗((Nf) ∗S π
∗ψ) (6)
yielding the explicit formula
̺W(f)ψ =
∞∑
r=0
1
r!
(
λ
i
)r
i∗
(
∂rNf
∂pi1 · · · ∂pir
)
is(∂qi1 ) · · · is(∂qir )
1
r!
Drψ. (7)
In [9] a generalization of the well-known GNS construction for C∗-algebras to deformation
quantization was proposed where the crucial ingredient is the notion of positivity in the ring of
formal power series R[[λ]] (see e. g. appendix A). We have argued that it is advantageous to
consider the field of formal Laurent series instead of R[[λ]] which is in a canonical way an ordered
field. Moreover it turned out that certain field extensions (the formal NP and CNP series) are even
more suitable for the definition of the GNS representation and ‘formal’ Hilbert spaces. In appendix
A we provide several lemmata and definitions how the results obtained for the more convenient
formal power series can be extended to these more general formal series justifying thereby our
sloppy usage of the notion of ‘Hilbert’ spaces etc. In fact all relevant structures are completely
determined in the setting of formal power series, see lemma A.4 and A.5.
3 Another Fedosov-like construction of the standard ordered star
product ∗S
In this section we shall give a different method to obtain the standard ordered star product ∗S
as in [8] avoiding the additional technical ingredient of a lifted connection. To do so we first
notice that it is enough to consider C∞pp(T
∗Q)[[λ]] instead of C∞(T ∗Q)[[λ]] since the star product
is given by bidifferential operators, which are uniquely determined by their values on C∞pp(T
∗Q).
Using the canonical algebra isomorphism ̂ between Γ(∨TQ) and C∞pp(T ∗Q) the task of finding
a deformation of the pointwise multiplication in C∞pp(T
∗Q) is equivalent to the deformation of the
∨-product in the symmetric algebra Γ(
∨
TQ). Therefore we start a Fedosov procedure similar
to the construction in [6] to deform the ∨-product using a connection on Q and show that this
deformation is compatible to the standard ordered representation of functions that are polynomial
in the momentum variables, giving an alternative method to construct the star product ∗S.
A deformation ⋆S of the ∨-product
We consider the slightly modified Fedosov algebra
W⊗
∨
⊗Λ := (X∞s=0C (Γ (
∨sT ∗Q⊗∨TQ⊗∧T ∗Q))) [[λ]].
To avoid clumsy notation we drop the explicit mention of the complexification that shall be taken
for granted. To define the important mappings we make use of factorized sections of the shape
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Fi = λ
qifi ⊗ Si ⊗ αi with fi ∈ Γ(
∨si T ∗Q), Si ∈ Γ(∨di TQ), αi ∈ Γ(∧ai T ∗Q). In addition we
consider the obvious degree maps degs, deg
∗
s, dega, and degλ with
degsFi = siFi, deg
∗
sFi = diFi, degaFi = aiFi, degλFi = qiFi.
The additional symmetric degree with respect to deg∗s is referred to as dual symmetric degree. The
undeformed multiplication in W⊗
∨
⊗Λ of two sections F1, F2 is defined by
µ ◦ (F1 ⊗ F2) = F1F2 := λ
q1+q2(f1 ∨ f2)⊗ (S1 ∨ S2)⊗ (α1 ∧ α2).
By σ we denote the linear map σ : W⊗
∨
⊗Λ → Γ(
∨
TQ)[[λ]] that projects onto the part of
symmetric and antisymmetric degree zero. Given a torsion-free connection ∇ on Q we define the
connection ∇ in W⊗
∨
⊗Λ using a chart q1, . . . , qn of Q by
∇ := (1⊗ 1⊗ dql)∇∂
ql
,
which turns out to be a globally defined homogeneous super derivation of the pointwise product
of degree (0, 0, 1). Now we define the fibrewise associative deformed multiplication ◦S for F,G ∈
W⊗
∨
⊗Λ by
F ◦S G := µ ◦ e
λ
i
i∗s(dq
l)⊗is(∂ql )F ⊗G,
where i∗s(dq
l) denotes the symmetric insertion of the one-form dql and is(∂l) denotes the symmetric
insertion of the vector field ∂ql . Following Fedosov we define the mappings
δ := (1⊗ 1⊗ dql)is(∂ql) and δ
∗ := (dql ⊗ 1⊗ 1)ia(∂ql),
which are super derivations of the undeformed product of degree (−1, 0, 1) and (1, 0,−1) and for
which the following identities hold:
δ2 = δ∗2 = 0, δδ∗ + δ∗δ = degs + dega, ∇δ + δ∇ = 0.
In addition one easily verifies, that δ resp. ∇ are super derivations with respect to ◦S of degree
(−1, 0, 1) resp. (0, 0, 1). In analogy to the known Fedosov construction we define
δ−1F1 :=
{ 1
s1+a1
δ∗F1 for s1 + a1 6= 0
0 for s1 + a1 = 0
with which a ‘Hodge-decomposition’ for any F ∈ W⊗
∨
⊗Λ is valid, i. e.
F = δδ−1F + δ−1δF + σ(F ).
Finally we define dega-graded super commutators with respect to ◦S by [F1, F2] := adS(F1)F2 :=
F1 ◦S F2 − (−1)
a1a2F2 ◦S F1 and the total degree map Deg := 2degλ +degs + deg
∗
s being a ◦S super
derivation of degree (0, 0, 0). The operator corresponding to the homogeneity derivation H as in
(4) is given by H := deg∗s+degλ and is a (only C-linear!) derivation of ◦S. After these preparations
we have the first little lemma being of importance for the construction of the Fedosov derivation:
Lemma 3.1 For RS := −
1
2R
l
kijdq
k⊗∂ql⊗dq
i∧dqj denoting by Rlkij the components of the curvature
tensor of the connection ∇ we have
∇2 =
i
λ
adS(RS), δRS = 0, ∇RS = 0.
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Proof: The first assertion is a straight forward computation and the others are just reformulations of the
Bianchi-identities. 
For the Fedosov derivation DS satisfying D
2
S
= 0 we make the usual Ansatz
DS = −δ +∇+
i
λ
adS(rS)
with rS ∈ W⊗
∨
⊗Λ1 (i. e. degarS = rS) and completely analogously to the usual Fedosov procedure
(see e. g. [18, 8]) we obtain a uniquely determined such rS obeying the conditions δ
−1rS = 0 and
δrS = ∇rS +RS +
i
λrS ◦S rS. Moreover rS =
∑∞
k=3 r
(k)
S with Degr
(k)
S = krS is given by the following
recursion formula
r
(3)
S = δ
−1RS r
(k+3)
S = δ
−1
(
∇r
(k+2)
S +
i
λ
k−1∑
l=1
r
(l+2)
S ◦S r
(k−l+2)
S
)
.
Using this recursion formula one can show by induction on the total degree that HrS = rS and
hence HDS = DSH implying together with the particular shape of ◦S the following easier recursion
formula
r
(3)
S = δ
−1RS r
(k+3)
S = δ
−1
(
∇r
(k+2)
S −
1
2
k−1∑
l=1
{
r
(l+2)
S , r
(k−l+2)
S
}
fib
)
denoting by { · , · }fib the fibrewise Poisson bracket given by {F,G}fib = is(∂ql)Fi
∗
s(dq
l)G −
i∗s(dq
l)Fis(∂ql)G. Obviously this implies that rS does not depend on λ at all. Moreover we have
the following proposition:
Proposition 3.2 WDS := ker(DS) ∩ W ⊗
∨
is a subalgebra of (W⊗
∨
⊗Λ, ◦S) and the map σ
restricted to WDS is a C[[λ]]-linear bijection onto Γ(
∨
TQ)[[λ]]. Denoting by τS : Γ(
∨
TQ)[[λ]] →
WDS ⊂ W⊗
∨
the inverse of the restriction of σ to WDS we have the following recursion scheme
to calculate τS(T ) for T =
∑m
t=0 T
(t) (m ∈ N) and T (t) ∈ Γ(
∨t TQ): The Fedosov-Taylor series
τS(T ) =
∑∞
l=0 τS(T )
(l) with DegτS(T )
(l) = lτS(T )
(l) is given by
τS(T )
(0) = T (0) (8)
τS(T )
(k+1) = δ−1
(
∇τS(T )
(k) +
i
λ
k−1∑
t=1
adS
(
r
(t+2)
S
)
τS(T )
(k−t)
)
+ T (k+1) for 0 ≤ k ≤ m− 1(9)
τS(T )
(k+1) = δ−1
(
∇τS(T )
(k) +
i
λ
k−1∑
t=1
adS
(
r
(t+2)
S
)
τS(T )
(k−t)
)
for k ≥ m. (10)
In addition the C[[λ]]-linear mapping τS satisfies
HτS(T ) = τS(HT ) ∀T ∈ Γ(
∨
TQ)[[λ]]. (11)
Proof: The recursion formula is proven analogously to [8, Theorem 2.2] and the homogeneity of τS follows
directly from HDS = DSH. 
Remark: Observing the homogeneity of τS with respect to H the recursion formula for τS(T ) =∑∞
k=0 τS(T )(k) with (degs+degλ)τS(T )(k) = kτS(T )(k) for T ∈ Γ(
∨
TQ) can be rewritten in a more
convenient manner, i. e.
τS(T )(0) = T, τS(T )(k+1) = δ
−1
(
∇τS(T )(k) +
i
λ
k∑
t=1
adS
(
r
(t+2)
S
)
τS(T )(k−t)
)
.
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Now the associative product ⋆S for Γ(
∨
TQ)[[λ]] is defined by pull-back of ◦S via τS, i. e.
S⋆ST := σ(τS(S) ◦S τS(T ))
for S, T ∈ Γ(
∨
TQ)[[λ]], that induces an associative product ∗S for C
∞
pp(T
∗Q)[[λ]] by pull-back via
the natural isomorphism ̂ i. e.
Ŝ ∗S T̂ := ̂(S⋆ST ) (12)
for Ŝ, T̂ ∈ C∞pp(T
∗Q)[[λ]]. We shall now prove that this definition indeed coincides with the standard
ordered product as in [8]. Using (11) and the fact that H is a ⋆S-derivation one can show that H is
a derivation of ∗S and thus ∗S is homogeneous.
A representation of (Γ(
∨
TQ)[[λ]], ⋆S)
This subsection is dedicated to construct a representation of (Γ(
∨
TQ)[[λ]], ⋆S), that is compatible
with the standard representation we constructed in [8, Section 6]. As a starting point we find a
fibrewise representation of (W⊗
∨
, ◦S). First we define the representation space
H :=W⊗
∨
∩ ker(deg∗s)
and the projection P : W⊗
∨
→ W⊗
∨
∩ ker(deg∗s) that projects onto the subspace of dual
symmetric degree zero. For T ∈ W⊗
∨
and Ψ ∈ H we define the fibrewise standard representation
ρ˜S :W⊗
∨
→ End(H) by
ρ˜S(T )Ψ := P (T ◦S Ψ). (13)
Lemma 3.3 The map ρ˜S is a ◦S-representation of W⊗
∨
on H, i. e. for S, T ∈ W⊗
∨
we have
ρ˜S(S ◦S T ) = ρ˜S(S)ρ˜S(T ).
Proof: The C[[λ]]-lineartity of ρ˜S is obvious and the representation property is proved by straight forward
computation using the associativity of ◦S and the validity of the equation P (F ◦S G) = P (F ◦S PG) for
F,G ∈ W⊗
∨
, which follows from the particular shape of ◦S. 
What we have in mind is to define a ⋆S-representation on the representation space C
∞(Q)[[λ]]
that can canonically be identified with W⊗
∨
∩ ker(deg∗s)∩ ker(degs), thus for ψ ∈ C
∞(Q)[[λ]] and
T ∈ Γ(
∨
TQ)[[λ]] the following expression is well-defined
ρS(T )ψ := p(T⋆Sψ), (14)
denoting by p the projection from Γ(
∨
TQ)[[λ]] to the part of dual symmetric degree zero, i. e.
C∞(Q)[[λ]]. The representation property of ρS can now be easily proven:
Proposition 3.4 Let DS be the Fedosov derivation constructed above and let τS be the corresponding
Fedosov-Taylor series and ⋆S the deformation of the ∨-product. Then
DSP = PDS (15)
and
ρS(T )ψ = p(T⋆Sψ) = σ(ρ˜S(τS(T ))τS(ψ)) (16)
defines a ⋆S-representation of Γ(
∨
TQ)[[λ]] where ψ ∈ C∞(Q)[[λ]] and T ∈ Γ(
∨
TQ)[[λ]].
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Proof: As an abuse of notation we also denoted by P the mapping P ⊗ 1 : W⊗
∨
⊗Λ1 → W⊗
∨
⊗Λ1 ∩
ker(deg∗s). Then one immediately checks that δ and ∇ commute with P . Moreover adS(rS) commutes with P
due to the particular shape of ◦S and deg
∗
srS = rS. Using this and the obvious equation p(σ(F )) = σ(P (F ))
for F ∈ W it is straight forward proving the representation property of ρS observing equation (15) and
P (F ◦S G) = P (F ◦S PG) for F,G ∈ W⊗
∨
. 
To conclude this section we shall now show the compatibility of the representation ̺S to the
standard representation constructed in [8], implying that ∗S defined on C
∞
pp(T
∗Q)[[λ]] by pull-back
of ⋆S as above coincides with the standard ordered star product we considered in [8]. Moreover
the star product ∗S for f, g ∈ C
∞(T ∗Q)[[λ]] is completely determined by this construction since
bidifferential operators are completely determined by their values on functions which are polynomial
in the momenta.
Proposition 3.5 For ψ ∈ C∞(Q)[[λ]] the Fedosov-Taylor series is given by
τS(ψ) = e
Dψ with D := dql ∨ ∇∂
ql
. (17)
Therefore the representation ρS can be calculated explicitly for T ∈ Γ(
∨
TQ)[[λ]] and is given by
ρS(T )ψ =
∞∑
r=0
1
r!
(
λ
i
)r
p
(
i∗s(dq
i1) . . . i∗s(dq
ir )T
)
is(∂qi1 ) . . . is(∂qir )
1
r!
Drψ (18)
and thus
ρS(T )ψ = ̺S(T̂ )ψ. (19)
Hence the obvious injectivity of ρS implies that the product defined by (12) indeed coincides with
∗S.
Proof: The formula for τS(ψ) can be proven by induction on the total degree using the recursion formula
given in (8). The equation (18) then follows by direct calculation from the definition of the representation
ρS in equation (14). Clearly (19) follows by direct comparison with (5). 
At last in this section we should mention that our considerations yield an alternative proof of
the fact that the standard representation for functions polynomial in the momenta gives rise to a
standard ordered star product ∗S of Vey type since we have the following proposition:
Proposition 3.6 For S, T ∈ Γ(
∨
TQ) there are bidifferential operators Nr (r ∈ N) on Γ(
∨
TQ)
that are of order r in both arguments such that S⋆ST can be written as
S⋆ST =
∞∑
r=0
(
λ
i
)r
Nr(S, T ).
Proof: The proof is an easy consequence of the definition of ⋆S and the fact that the mapping Γ(
∨
TQ) ∋
T 7→ τS(T )(r),l ∈ Γ(
∨l
T ∗Q ⊗
∨
TQ) is a differential operator of order r for all 0 ≤ l ≤ r (where we have
written τS(T )(r) =
∑r
l=0
(
λ
i
)r−l
τS(T )(r),l), what can be proven by straight forward induction on r using the
recursion formula for τS(T )(r). 
Remark: At this instance we should mention that we use the notion of differential operators
on the commutative, associative algebra (Γ(
∨
TQ),∨) as a purely algebraic concept. For the
reader unfamiliar with this point of view, we just give a short definition: By lT we denote the left
multiplication by T ∈ Γ(
∨
TQ) that is defined to be a differential operator of order 0. Recursively
the differential operators of order k ∈ N are defined by the set of all endomorphisms D of Γ(
∨
TQ)
satisfying that [D, lT ] is a differential operator of order k−1. Similarly one defines multi-differential
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operators between modules over a commutative and associative algebra. In view of this definition
the insertions i∗s(β) for a one-form β have to be considered as differential operators of order 1 on
Γ(
∨
TQ) since for all T ∈ Γ(
∨
TQ) we have [i∗s(β), lT ] = li∗s(β)T .
Moreover the conjugation with the natural algebra-isomorphism ̂ leaving invariant the order
of differential operators yields bidifferential operators Nr of order r in every argument on C
∞
pp(T
∗Q)
given by Nr(Ŝ, T̂ ) = ̂Nr(S, T ) implying that the star product ∗S is of Vey type.
4 A GNS construction for a Schro¨dinger representation
For a given complex number γ let |
∧
|γT ∗Q be the bundle of γ-densities on Q (see e. g. [3, p.119–
121]): this bundle can be obtained by taking the bundle of linear frames L(Q) over Q and by
associating the typical fibre C by means of the Lie group action of the structure group GL(n,R) on
C given by (g, z) 7→ |det(g)|γz. The smooth sections of |
∧
|γT ∗Q are called complex γ-densities. In
case γ is real the bundle |
∧
|γT ∗Q contains an obvious real subbundle (where the above action of
the general linear group is restricted to the real numbers in C) which we shall call the bundle of real
γ-densities. The particular cases γ = 1 and γ = 12 , respectively, are called the bundle of (real or
complex) densities and half-densities, respectively. By a standard partition of unity argument there
always exist nonvanishing sections of the bundle of real densities and hence the density bundles
are trivial. Let us fix once and for all an arbitrary nonvanishing real positive density µ on Q.
This density locally defines a Riemann integral φ 7→
∫
φµ1···ndq
1 · · · dqn for any continuous real-
valued function φ with support in a coordinate neighbourhood U in which µ takes the local form
µ1···ndq
1 · · · dqn, which is extended to all of Q by means of the usual partition of unity argument
and Riesz’ theorem to a Lebesgue integral on Q.
The connection ∇ now defines a unique one-form α by
∇Xµ =: α(X)µ (20)
for an arbitrary vector field X on Q where the extension of ∇ to the bundle of γ-densities is obvious.
For any two vector fields X,Y on Q we get upon evaluating ∇X∇Y µ − ∇Y∇Xµ − ∇[X,Y ]µ the
formula
trR(X,Y ) = −dα(X,Y ). (21)
Thus having fixed the one-form α we can now take the operator N as in (2) and pass to the star
product of Weyl type ∗W given by (3).
Let C∞Q (T
∗Q)[[λ]] denote the space of all formal series in λ whose coefficients lie in the space
of all those smooth complex-valued functions on T ∗Q whose support intersected with (the zero-
section) Q is compact. This is clearly a two-sided ideal of (C∞(T ∗Q)[[λ]], ∗W) stable under complex
conjugation. Moreover, let C∞0 (Q)[[λ]] denote the space of all formal series in λ whose coefficients
are smooth complex-valued functions of compact support. This space carries a C[[λ]]-sesquilinear
form defined by
〈φ,ψ〉 :=
∫
Q
φψ µ. (22)
Lemma 4.1 The formal series of differential operators corresponding to the standard and Weyl
representation ̺S and ̺W enjoy the following symmetry properties for f ∈ C
∞(T ∗Q)[[λ]] and φ,ψ ∈
C∞0 (Q)[[λ]]:
〈̺S(f)φ,ψ〉 =
〈
φ, ̺S(N
2f)ψ
〉
and 〈̺W(f)φ,ψ〉 =
〈
φ, ̺W(f)ψ
〉
. (23)
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Proof: The first equation is proved by integration by parts analogously to the proof given in [8, Theorem 7.3]
where this equation had been proved for functions φ, ψ having their support in a coordinate neighbourhood.
By writing the coefficients of φ and ψ in each order of λ as finite linear combinations of smooth complex-
valued functions with support in coordinate neighbourhoods of an atlas and by (anti-) linearity the local
proof can be extended to the above statement. Then the second equation is an immediate consequence of
the first and the definition of ̺W. 
We are now ready to define and discuss a GNS construction analogous to the one considered
for flat R2n in [9, Proposition 11]. The positive functional which we want to consider is just the
integration over the configuration space with respect to the fixed densitiy µ:
Proposition 4.2 Let ωµ : C
∞
Q (T
∗Q)[[λ]]→ C[[λ]] be the following C[[λ]]-linear functional
ωµ(f) :=
∫
Q
i∗f µ (24)
then ωµ is well-defined and we have
ωµ(Nf) = ω(f) (25)
ωµ(f ∗W g) =
∫
Q
i∗(N−1f)i∗(Ng) µ. (26)
It follows that ωµ is formally positive, i. e.:
ωµ(f ∗W f) =
∫
Q
i∗(Nf)i∗(Nf) µ ≥ 0 (27)
and its Gel’fand ideal is given by
Jµ =
{
f ∈ C∞Q (T
∗Q)[[λ]] | i∗Nf = 0
}
. (28)
Proof: To prove (25), (26) and (27) it is sufficient to consider functions in f, g ∈ C∞Q (T
∗Q) due to lemma
A.5. Since i∗f has compact support it follows that ωµ is well-defined. Let χ be a smooth function with
values in [0, 1] and compact support on Q which is equal to 1 on an open neighbourhood containing the
support of i∗f . Clearly,
i∗f = χi∗fχ = χi∗(fπ∗χ) = χi∗(f ∗S π
∗χ) = χ̺S(f)(χ)
where the second to last equality follows from the fact that the vertical derivatives of f at the zero section
vanish outside the intersection of the support of f with Q whereas the covariant derivatives of χ vanish on
the intersection of the support of f with Q. Integrating the above equation over Q with respect to µ and
using lemma 4.1 we get
ωµ(f) = 〈χ, ̺S(f)χ〉 =
〈
̺S(N
2f)χ, χ
〉
=
∫
Q
̺S(N
−2f)(χ)χ µ =
∫
Q
i∗(N−2f) µ = ωµ(N
−2f).
Hence (using the fact that N is invertible) ωQ((N − id)(N + id)f) = 0 and since N starts with id it follows
that id + N is still invertible on C∞Q (T
∗Q)[[λ]] whence ωµ((N − id)f) = 0 for all f ∈ C
∞
Q (T
∗Q)[[λ]] which
proves (25). For equation (26) we get using the first one and the definition of ∗W that
ωµ(f ∗W g) =
∫
Q
i∗((Nf) ∗S (Ng))χχ µ =
∫
Q
i∗((Nf) ∗S (Ng)π
∗χ)χ µ
=
∫
Q
i∗(((Nf) ∗S (Ng)) ∗S π
∗χ)χ µ = 〈χ, ̺S((Nf) ∗S (Ng))χ〉
=
〈
̺S(Nf)
†χ, ̺S(Ng)χ
〉
=
〈
̺S(Nf)χ, ̺S(Ng)χ
〉
=
∫
Q
i∗(N−1f)χi∗(Ng)χ µ =
∫
Q
i∗(N−1f)i∗(Ng) µ,
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where χ was chosen as above obeying the condition to be equal to one on an open set in Q containing the
union of the supports of i∗f and i∗g. Then equation (27) is an obvious particular case of equation (26) and
implies that ωµ(f ∗W f) = 0 iff i
∗Nf = 0 vanishes since the integrand on the right hand side of equation
(27) is formally positive: this proves the simple formula for the Gel’fand ideal of ωµ. 
Now we use the positive functional ωµ to define a GNS representation in the following standard
way: Let Hµ := C
∞
Q (T
∗Q)[[λ]]/Jµ be the GNS (pre-) Hilbert space and denote the equivalence
class in Hω of a function f by ψf . Then the C[[λ]]-valued Hermitian product in Hµ is given by
〈ψf , ψg〉 := ωµ(f ∗W g) and the representation πµ(f) is determined by πµ(f)ψg := ψf∗Wg. First
we notice that the representation πµ is not only defined for functions in C
∞
Q (T
∗Q)[[λ]] but for all
functions C∞(T ∗Q)[[λ]] since Jµ is even a left ideal in C
∞(T ∗Q)[[λ]] which can be verified directly
using the Cauchy-Schwartz inequality and the fact that C∞Q (T
∗Q)[[λ]] is a two-sided ideal stable
under complex conjugation. Now we can easily state the main theorem of this section characterising
the representation more explicitly:
Theorem 4.3 With the notations from above we have:
i.) The representation space Hµ is canonically isometric to C
∞
0 (Q)[[λ]] equipped with the C[[λ]]-
valued Hermitian product (22) via the isometric isomorphism
Φ : ψf 7→ i
∗Nf and its inverse Φ−1 : χ 7→ ψπ∗χ (29)
where f ∈ C∞Q (T
∗Q)[[λ]] and χ ∈ C∞0 (Q)[[λ]].
ii.) The GNS representation πµ carried to C
∞
0 (Q)[[λ]] via Φ is just the Weyl representation ̺W:
Φπµ(f)Φ
−1χ = i∗N(f ∗W π
∗χ) = ̺W(f)χ. (30)
Proof: Using the preceding proposition the proof is very simple: First one observes that Φ is indeed
well-defined and bijective due to (28) with inverse as stated above. Then
〈ψf , ψg〉 = ω(f ∗W g) =
∫
Q
i∗(Nf)i∗(Ng) µ =
∫
Q
Φ(ψf )Φ(ψg) µ = 〈Φ(ψf ),Φ(ψg)〉
due to (26) which proves that Φ is isometric. Moreover we simply calculate
Φπµ(f)Φ
−1(χ) = Φπµ(f)ψpi∗χ = Φψf∗Wpi∗χ = i
∗N(f ∗W π
∗χ)
and thus (30) directly follows form the definition (6) of ̺W. 
Notice that in view of appendix A the whole construction can be done in the setting of formal
Laurent or CNP series as well which justifies the terminology of ‘Hilbert spaces’ and ‘Hermitian
products’ in sense of the definitions in [9, Appendix A, B], in particular C∞0 (Q)〈〈λ〉〉 was shown to
be already Cauchy-complete with respect to the topology induced by 〈·, ·〉 in [9, Theorem 7].
5 Several simple physical applications
Convergence properties
We shall briefly consider the question of convergence if one substitutes the formal parameter λ by
the numerical value ~ ∈ R+ of Planck’s constant (after having chosen some suitable unit system). In
general this is a quite tricky problem and there has been a lot of work (and success!) to understand
the convergence properties of the (a priori) formal star products, see e. g. [11, 19, 9, 7, 26]. In the
situation of homogeneous star products on a cotangent bundle the problem is luckily almost trivial
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since one has the C[λ]-submodule C∞pp(T
∗Q)[λ] of those functions which are polynomial in the
momenta. Here the substitution λ 7→ ~ makes no trouble at all since λ appears only polynomially
and furthermore the representations ̺S and ̺W make C
∞
0 (Q)[λ] to a C
∞
pp(T
∗Q)[λ]-submodule of
the C∞(T ∗Q)[[λ]]-module C∞0 (Q)[[λ]] and thus again there is no problem to substitute λ by ~ in
the representations. We shall formulate this obvious fact not as a lemma but mention that the
functions polynomial in the momenta are the most interesting observables for the physicist since
in many examples the typical Hamiltonians and the typical integrals of motion are of this type.
Physical Examples
Now we want to consider additional structures on T ∗Q which are motivated by various physical
situations: Usually the Hamiltonian of a free particle moving on Q is determined by a Riemannian
metric g on Q by (setting the mass of the particle equal to 1)
Hfree(q, p) :=
1
2
g♯(q)(p, p) =
1
2
gij(q)pipj (31)
where g♯ ∈ Γ(
∨2 TQ) is the ‘inverse’ metric tensor. Obviously Hfree ∈ C∞pp,2(T ∗Q) where the
corresponding tensor field is just g♯ ∈ Γ(
∨2 TQ). In this case we shall use the Levi-Civita connection
∇LC of g to construct the star product ∗S and since the metric induces a canonical volume density
µg we shall use this density to define the one-form α, the corresponding operator N , and the star
product of Weyl ordered type ∗W. Now ∇
LCµg = 0 and hence α = 0 which leads to
N = e
λ
2i
∆ with ∆ = ∂pi∂qi + pr(π
∗Γrij)∂pi∂pj + (π
∗Γiij)∂pj . (32)
Furthermore it is easy to calculate using (7) that the operator corresponding to Hfree is given by
̺W(Hfree) = −
λ2
2
∆g (33)
where ∆g is the Laplacian of the metric g. Moreover no ‘quantum potentials’ in ̺W(Hfree) like e. g.
a multiple of the Ricci scalar occur as in the approach of Underhill [29]. If in addition a smooth
potential V ∈ C∞(Q) is present then the physical Hamiltonian will be given by
H = Hfree + π
∗V (34)
and the corresponding operator is
̺W(H) = −
λ2
2
∆g + V (35)
where V acts simply as left multiplication. Another important physical example is given by func-
tions linear in the momenta since they generate the point transformations of the configuration
space Q. Let X̂ ∈ C∞pp,1(T
∗Q) be a function linear in the momenta and let X ∈ Γ(TQ) be the
corresponding vector field then we obtain
̺W(X̂) =
λ
i
(
LX +
1
2
divgX
)
(36)
where LX denotes the Lie derivative with respect to X and divgX denotes the metric divergence
of X. Note that any homogeneous star product of Weyl type ∗ is covariant under C∞pp,1(T
∗Q), i. e.
X̂ ∗ Ŷ − Ŷ ∗ X̂ = iλ{X̂, Ŷ } for all X,Y ∈ Γ(TQ) (see e. g. [2] for further definitions of different
types of invariance).
Summarizing we observe that the well-known ‘ad-hoc quantization rules’ on cotangent bundles
are obtained by deformation quantization and GNS representation in a very systematic way.
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Symmetries of T ∗Q
At last we shall discuss the action of geometrical symmetries ofQ and T ∗Q as (anti-) automorphisms
of the star product algebra C∞(T ∗Q)[[λ]]. Firstly we shall remember some easy facts about the
way (anti-) automorphisms induce (anti-) unitary maps via the GNS construction in a more general
setting adapted form the usual C∗-theory (see appendix A and [9] for definitions, notation and
further properties).
Proposition 5.1 Let A,B be associative ∗-algebras over C := R(i) where R is an ordered field
and i2 = −1 and ∗ is an involutive C-antilinear (with respect to the complex conjugation in C)
anti-automorphism of A resp. B. Moreover let ω : B → C be a positive linear functional with
Gel’fand ideal Jω and GNS representation πω on Hω := B/Jω. Furthermore let A : A → B be a
∗-homomorphism and A˜ : A → B be a ∗-anti-homomorphism. Then we have:
i.) The functionals ωA := ω◦A and ωA˜ := ω◦A˜ are positive linear functionals of A with Gel’fand
ideals JA = A
−1(Jω) and JA˜ = A˜
−1(Jω
∗).
ii.) Let πA resp. πA˜ be the GNS representations on HA := A/JA resp. HA˜ := A/JA˜ induced by
ωA resp. ωA˜ then the maps
UA :
HA → Hω
ψAf 7→ ψAf
resp. UA˜ :
HA˜ → Hω
ψA˜f 7→ ψA˜(f∗)
(37)
(where ψ·, ψ
A
· , and ψ
A˜
· denote the equivalence classes in Hω, HA, and HA˜) are well-defined
and isometric resp. anti-isometric and one has
UAπA(f) = πω(Af)UA resp. UA˜πA˜(f) = πω(A˜f
∗)UA˜. (38)
iii.) If moreover A resp. A˜ is surjective then UA resp. UA˜ is unitary resp. anti-unitary and the
inverse of UA resp. UA˜ is (well-defined!) given by
U−1A ψg = ψ
A
f resp. U
−1
A˜
ψg = ψ
A˜
f (39)
where f ∈ A−1({g}) resp. f ∈ A˜−1({g∗}).
Proof: The proof is a straight forward computation using the (anti-) homomorphism property of A (resp.
A˜) as well as the compatibility of A and A˜ with the ∗-involution. 
A homomorphism which respects the involution will also be called a real homomorphism.
Corollary 5.2 With the notations from above let A (resp. A˜) : A → A be a real (anti-) auto-
morphism and let ω : A → C be a positive A-invariant (resp. A˜-invariant) linear functional, i. e.
ω = ω ◦A (resp ω = ω ◦ A˜). Then UA (resp. UA˜) : Hω → Hω is a (anti-) unitary map with inverse
U−1A ψf = ψA−1f resp. U
−1
A˜
ψf = ψA˜−1f∗ and
πω(f) = U
−1
A πω(Af)UA resp. πω(f) = U
−1
A˜
πω(A˜f
∗)UA˜. (40)
Note that all these results are still correct if one considers an ordered ring R instead of an ordered
field as we shall do in the following using R[[λ]] and C[[λ]].
Now we come back to the particular situation T ∗Q. Let φ : Q → Q be a diffeomorphism of Q
leaving invariant the connection ∇, i. e. ∇XY = φ
∗(∇φ∗Xφ∗Y ) for all vector fields X,Y ∈ Γ(TQ).
Moreover we consider the canonical lift T ∗φ : T ∗Q→ T ∗Q of φ to a symplectic diffeomorphism of
T ∗Q (where we use the convention such that T ∗φ ◦ i = i ◦ φ and not i ◦ φ−1).
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Lemma 5.3 Let ∇ be a φ-invariant torsion-free connection on Q where φ : Q→ Q is a diffeomor-
phism then the pull back Aφ := (T
∗φ)∗ : C∞(T ∗Q)[[λ]]→ C∞(T ∗Q)[[λ]] is a real automorphism of
the corresponding star product ∗S, i. e.:
Aφ(f ∗S g) = Aφf ∗S Aφg. (41)
Proof: We shall only indicate the proof very briefly: First we notice that in the Fedosov setting as desribed
in [8] the map Aφ naturally extends to the whole Fedosov algebra and defines a real automorphism of
the fibrewise standard ordered product. This is a straight forward computation using the invariance of ∇
under φ. Next one proves that Aφ commutes with the Fedosov derivation DS using the recursion formulas
for the curvature part of DS. Finally one applies proposition 2.3 in [8] and the rather obvious fact that
Aφ commutes with the Fedosov Taylor series to prove the fact that the fibrewise automorphism induces
indeed an automorphism of the star product, namely Aφ. Another possibility is given by proving (41) by
first restricting to functions polynomial in the momenta which turns out to be sufficient to prove (41) and
secondly using the explicit formula for the representation ̺S and the invariance of ∇. 
Now if Aφ is an automorphism of ∗S it is an automorphism of ∗W too, if it commutes with the
operator N which is clearly the case if the one-form α is φ-invariant: φ∗α = α. Note that a priori
we only know from the φ-invariance of ∇ that dα = −trR is φ-invariant. But assuming φ∗α = α we
obtain that Aφ is an automorphism of ∗W as well. Note that in the case where ∇ is uni-modular,
i. e. trR = 0 (and in particular in the Riemannian case with the Levi-Civita connection), with the
choice α = 0 this will automatically be fulfilled.
Corollary 5.4 Let α ∈ Γ(T ∗Q) be a one-form such that dα = −trR and φ∗α = α then Aφ = (T
∗φ)∗
is a real automorphism of the corresponding star product ∗W and commutes with N .
Assuming in addition that we have a φ-invariant volume density µ we automatically obtain that
α defined by (20) is φ-invariant. Moreover ωµ defined as in (24) is an Aφ-invariant positive linear
functional and hence we can apply corollary 5.2 to obtain the following easy lemma:
Lemma 5.5 Let both ∇ and µ be φ-invariant then φ∗α = α and Aφ is a real ∗W-automorphism.
Furthermore ωµ is Aφ-invariant and the induced unitary map Uφ in the GNS Hilbert space is simply
given by
Uφχ = φ
∗χ χ ∈ C∞0 (Q)[[λ]]. (42)
This lemma covers obviously all kinds of (Lie-) group actions onQ which leave invariant a connection
and a volume density and ensures that such classical group actions are implemented as group
actions of automorphisms of the observable algebra as well as unitray group actions on the GNS
Hilbert space both realized by pull backs. This is of course a well-known implementation but again
deformation quantization and the GNS representation provide a very systematical way to study
such geometric symmetries and their realizations in quantum mechanics.
At last we shall discuss the ‘time reversal’ on a kinematical level, i. e. as a geometrical property
of the classical phase space (see e. g. [1, p. 308]):
Definition 5.6 Let (M,ω) be a symplectic manifold and T : M →M a diffeomorphism then T is
called time reversal map if T ∗ω = −ω.
Lemma 5.7 If (M,ω) has a time reversal map T then T ◦ φ is again a time reversal map for any
symplectic diffeomorphism φ and any time reversal map of M is obtained this way. If ω is not
exact then T is a ‘large diffeomorphism’ i. e. not isotopic to the identity. If the fixed point set of
T is a submanifold then it is isotropic.
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In the case of a cotangent bundle we canonically have such a time reversal map namely T : T ∗qQ ∋
αq 7→ −αq with the additional property T
2 = id. In a local bundle Darboux chart this reads
T : (q, p) 7→ (q,−p) which justifies the name ‘time reversal’. The following proposition should be
well-known:
Proposition 5.8 Let (M,ω) be a symplectic manifold and T : M → M a time reversal map with
T 2 = idM . Then the set of fixed points of T is either empty or a (not necessarily connected)
Lagrangean submanifold of M .
Proof: First we notice that there always exists a symplectic torsion-free and T -invariant connection ∇.
Now assume that L := {p ∈ M |T (p) = p} is not empty and let p ∈ L. Then TpT : TpM → TpM has
square idTpM and hence it is diagonalizable with eigenspaces E
±
p to the eigenvalues ±1. Clearly E
±
p are both
Lagrangean subvector spaces of TpM . Now the exponential mapping expp of ∇ is locally a diffeomorphism
and maps a neigbourhood of 0p in E
+
q into L due to the T -invariance of ∇ and thus the local inverse of
expp is a submanifold chart for L in a neighbourhood of p proving thereby that L is indeed a submanifold
(even totally geodesic with respect to ∇) with tangent space Ep at p for all p ∈ L. This implies that L is
Lagrangean. 
Certain coadjoint orbits carry time reversal maps with nonempty fixed-point set:
Proposition 5.9 Let g a real finite-dimensional Lie algebra and g∗ its dual space. For any µ ∈ g∗
consider the coadjoint orbit Oµ through µ, i. e. Oµ := {exp(ad
∗(ξ1)) · · · exp(ad
∗(ξn))µ ∈ g
∗ | n ∈
N, ξ1, . . . , ξn ∈ g}.
i.) Let furthermore s : g → g an involutive automorphism of Lie algebras (i. e. s2 = idg).
Then g∗ decomposes into the direct sum of the eigenspaces k∗ and m∗ of s∗, the dual map
to s, corresponding to the eigenvalues 1 and −1, respectively. Pick µ ∈ m∗ and consider the
coadjoint orbit Oµ through µ. Then the map T : Oµ → Oµ defined by the restriction of −s
∗
is an involutive time reversal map of the symplectic manifold Oµ with its Kirillov-Kostant-
Souriau form whose fixed point set is equal to the intersection of m∗ and Oµ.
ii.) For each element µ in the dual space g∗ of a semisimple compact Lie algebra g there is an
involutive automorphism s of g such that µ is in the eigenspace m∗ of s∗. In view of i.) it
follows that every coadjoint orbit in g∗ with semisimple compact g admits an involutive time
reversal map with nonempty fixed point set.
Proof: i.) Since s∗ad∗(ξ) = ad∗(sξ)s∗ it follows that −s∗ restricts to Oµ whence T is well-defined and the
fixed point set is equal to the intersection of the orbit with m∗. Moreover, this implies that for all ξ, η ∈ g
and ν ∈ Oµ we have TνTξOµ(ν) = (sξ)Oµ(Tν) for all the vector fields ξOµ(ν) = ad
∗(ξ)ν implying that
(T ∗ω)(ν)(ξOµ (ν), ηOµ(ν)) = −(s
∗ν)([sξ, sη]) = −ν([ξ, η]) = −ω(ν)(ξOµ(ν), ηOµ(ν)).
ii.) Identifying the Lie algebra and its dual space by means of the Killing form we can put µ ∈ g in some
Cartan subalgebra ih of g. Using the root space decomposition
g =
∑
α∈∆
R(Xα −X−α) ⊕ ih ⊕
∑
α∈∆
Ri(Xα +X−α)
where ∆ is the set of all roots of g, and Xα are normalized vectors in the eigenspaces gα (see [21, p. 182]
for definitions and details) we see that the first summand is a subalgebra k of g whereas the second plus the
third summand is a subspace m of g such that [k, k] ⊆ k, [k,m] ⊆ m, and [m,m] ⊆ k, where we have made
use of [21, Theorem 5.5]. Hence g is an orthogonal symmetric Lie algebra (see [21, p. 213]) where s can be
defined by being 1 on k and −1 on m. 
Now we come back to cotangent bundles and consider a Fedosov star product of Weyl ordered
type ∗W on T
∗Q then we have the following lemma which is proved directly using the Weyl type
property and the homogeneity of ∗W:
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Lemma 5.10 The canonical time reversal map T induces via pull back a real anti-automorphism
of any ∗W on T
∗Q, i. e. for any f, g ∈ C∞(T ∗Q)[[λ]] and AT := T
∗ we have
AT (f ∗W g) = AT g ∗W AT f. (43)
Since AT is an anti-automorphism of ∗W we obtain an anti-unitary map UT in each GNS Hilbert
space Hµ since obviously ωµ ◦ AT = ωµ for all volume densities µ. As expected it turns out that
UT is just the complex conjugation of the wave functions:
Lemma 5.11 Let AT be the time reversal ∗W-anti-automorphism and let ωµ be the positive linear
functional as in (24) then the induced anti-unitary map UT in the GNS Hilbert space C
∞
0 (Q)[[λ]]
is given by complex conjugation
UTχ = χ χ ∈ C
∞
0 (Q)[[λ]]. (44)
6 Comparison with other approaches and integral formulas
In this section we shall compare our differential operator representations we constructed to some
different approaches using integral representations. Before we can translate our explicit formulas
to integral expressions we have to substitute the formal parameter λ by the real positive number
~ ∈ R+ which is done most easily by restricting to functions polynomial in the momenta. The
substitution λ 7→ ~ ∈ R+ is denoted by . . . |λ=~. In general the integral expressions will be well-
defined for a larger class of functions namely certain symbol classes which are smooth functions on
T ∗Q with controllable fibrewise increase. Then our formal results can be obtained by asymptotic
expansions.
First of all we shall show that the integral expression given by [26] in the framework of sym-
bol calculus when applied to functions that are polynomial in the momenta coincides with the
representation ̺S we introduced in a purely algebraic fashion. Moreover we define some integral
representations that are quite natural generalizations of the Weyl quantization in the case of flat
T ∗Rn (c. f. [19]) and have been already studied by [16, 17] in the case of a Riemannian manifold Q.
In so far our results are generalizing since we drop those technically simplifying preconditions. On
the other hand we can show that this alternative approach to a Weyl quantization directly yields
(when applied to polynomial functions in the momenta) the Weyl representation we used to define
our star product ∗W in order to do the GNS construction.
6.1 An integral expression for the standard representation
In the flat case it is well-known that the standard representation ̺S(T̂ ) of T̂ ∈ C
∞
pp(T
∗Rn) applied
to a function φ ∈ C∞0 (R
n) can be given by the integral representation:
(̺S(T̂ )φ)(q)
∣∣∣
λ=~
=
1
(2π~)n
∫
Rn
T̂ (q, p)
∫
Rn
e−
i
~
〈p,v〉φ(q + v)dnvdnp,
and therefore we first report on the generalization of such an expression as it has been proposed in
[26] and give an analogue that can be defined pointwise for a fixed q ∈ Q by integrations over T ∗qQ
and TqQ using the canonical symplectic volume form Ωq on TqQ× T
∗
qQ. The expression φ(q + v)
in the above formula obviously makes no sense in the case of an arbitrary manifold Q but can be
viewed as φ(expq(vq)) for vq ∈ TqR
n denoting by exp the exponential mapping with respect to the
flat connection. In general the exponential mapping not being globally defined we aim to define such
an expression just in a neighbourhood of 0q. To do so, we choose an open neighbourhood O ⊆ TQ
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of the zero section that is mapped diffeomorphically to an open neighbourhood of the diagonal
in Q × Q by π × exp. By possibly shrinking this neighbourhood we may assume that for every
vq ∈ π
−1(q) ∩ O also −vq is contained in π
−1(q) ∩ O. This will be important for the definition of
the Weyl representation later. By Urysohn’s lemma there is a smooth function χ : TQ→ [0, 1] and
an open neighbourhood O˜ ⊆ O of the zero section such that χ|O˜ = 1 and supp(χ) ⊆ O. Using this
so-called cut-off function we may assign to any smooth function φ on Q a function φχq ∈ C∞0 (TqQ)
by
φχq (vq) :=
{
χ(vq)φ(expq(vq)) for vq ∈ π
−1(q) ∩ O
0 else.
After these preparations the mapping
S(T̂ ) : C∞(Q) ∋ φ 7→
(
q 7→
1
(2π~)n
∫
T ∗q Q
T̂ (αq)
∫
TqQ
e−
i
~
αq(vq)φχq (vq)Ωq
)
(45)
is obviously well-defined for T̂ ∈ C∞pp(T
∗Q) by well-known properties of the Fourier transform. At
first sight it might seem that this expression depends on the special choice of the function χ, what
actually is not the case for functions polynomial in the momenta, and in addition it is a priori not
clear whether the function S(T̂ )φ is again a smooth function. But we have the following:
Lemma 6.1 For all T̂ ∈ C∞pp(T
∗Q) and φ ∈ C∞(Q) we have
S(T̂ )φ = ̺S(T̂ )φ|λ=~.
Proof: First of all we notice that (S(T̂ )φ)(q) is defined independently on the choice of the basis of TqQ
and T ∗qQ one introduces to carry out the integrations, therefore it is convenient to use a coordinate basis
induced by a normal chart around q. In addition it suffices to prove the assertion for homogeneous T̂ . By
an obvious calculation one gets (S(T̂ )φ)(q) =
(
~
i
)k 1
k!T
i1...ik(q)
∂kφχq (vq)
∂vi1 ···∂vik
∣∣∣∣
vq=0q
. Now by construction of the
cut-off function χ all its derivatives at 0q vanish and we get the coordinate expression for (̺S(T̂ )φ)(q)|λ=~
in a normal chart around q proving the assertion since in a normal chart around q the symmetric covariant
derivative is given by (Dkφ)(q) = ∂
kφ
∂qi1 ···∂qik
(q)dqi1 ∨ . . . ∨ dqik (c. f. [8, Lemma A.9]). 
6.2 An integral expression for the Weyl representation
Again motivated by the flat case in [16, 17] an integral expression has been introduced to generalize
the Weyl quantization in the following manner. For φ,ψ ∈ C∞0 (Q) and T̂ ∈ C
∞
pp(T
∗Q) one considers
using the same notation as in the preceding subsection the mapping
W(T̂ ) : (φ,ψ) 7→
(
q 7→
1
(π~)n
∫
T ∗q Q
T̂ (αq)
∫
TqQ
e−
2i
~
αq(vq)φχq (−vq)ψ
χ
q (vq)Ωq
)
,
that shall serve as an integral kernel to define the Weyl representation W(T̂ )ψ by its ‘Matrix
elements’ 〈φ,W(T̂ )ψ〉 :=
∫
QW(T̂ )(φ,ψ)µ. This is clearly well-defined, since (C
∞
0 (Q), 〈 · , · 〉) is a
pre-Hilbert space and as we shall see in the next lemma W(T̂ ) is a differential operator acting on
the functions φ,ψ.
Lemma 6.2 W(T̂ )(φ,ψ) is defined independently on the choice of the cut-off function χ and in a
local chart of Q it is given for T̂ ∈ C∞pp,k(T
∗Q) by
W(T̂ )(φ,ψ) =
1
k!
(
~
2i
)k
i∗s(dq
i1) . . . i∗s(dq
ik)T
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×k∑
r=0
(−1)r
(
k
r
)
is(∂qi1 ) . . . is(∂qir )
1
r!
Drφ is(∂qir+1 ) . . . is(∂qik )
1
(k − r)!
Dk−rψ,
hence it obviously is smooth, and since the functions φ,ψ have compact support this implies that∫
QW(T̂ )(φ,ψ)µ is well-defined.
Proof: By a straight forward computation as in the case of the standard representation using a normal
chart around q one obtains W(T̂ )(φ, ψ)(q) = 1
k!
(
~
2i
)k
T i1...ik(q)
∂k(φχq (−vq)ψ
χ
q (vq))
∂vi1 ···∂vik
∣∣∣∣
vq=0q
. By the Leibniz rule
and the construction of χ one gets the assertion observing the shape of the symmetric covariant derivative
in a normal chart around q. 
After this preparation we can state the following Lemma:
Lemma 6.3 The Weyl representation W(T̂ )ψ being well-defined by the equation 〈φ,W(T̂ )ψ〉 =∫
QW(T̂ )(φ,ψ)µ coincides with the Weyl-representation ̺W defined as in (6) after the substitution
λ 7→ ~, i. e.
W(T̂ )ψ = ̺W(T̂ )ψ
∣∣∣
λ=~
= ̺S(NT̂ )ψ
∣∣∣
λ=~
,
where N is given as in (2).
Proof: The proof is an easy but lengthy calculation using iterated integrations by parts in the same fashion
as they were nessecary to prove the equations (23). 
Finally, note that other approaches like Underhill’s (see [29]) use compactly supported half-
densities as representation space instead of compactly supported functions on Q. But although
there is an isomorphism between these spaces by choosing a fixed positive density µ and assigning
to φ ∈ C∞0 (Q) the half-density φˇ = φµ
1/2 the corresponding operators turn out to differ e. g. by
additional terms proportional to ~2 times the scalar curvature for the free particl Hamiltonian(31):
this difference is due to whether the reference density µ1/2 is pulled-back by means of the exponential
map or not, see e. g. [16, 518–520] for a detailed discussion.
7 WKB expansion for projectable Lagrangean submanifolds
In this section we shall discuss how the usual WKB expansion can be formulated in the framework
of deformation quantization using particular GNS representations in the case of cotangent bundles.
We consider here a Hamiltonian H ∈ C∞(T ∗Q) and assume that for a fixed energy value E ∈ R in
the image of H there exists a Lagrangean submanifold Lβ contained in H
−1({E}), i. e.
H|Lβ = E (46)
which is furthermore given by the graph of a closed one-form β ∈ Γ(T ∗Q), i. e.
Lβ = graph(β) = {αq ∈ T
∗Q | ∀q ∈ Q : αq = β(q)} . (47)
Such Lagrangean submanifolds are called projectable and it is well-known that dβ = 0 is equivalent
to the statement that graph(β) is Lagrangean, see e. g. [1, Prop. 5. 3. 15]. For later use we denote
by
iβ : Lβ → T
∗Q (48)
the embedding of Lβ in T
∗Q. Since dβ = 0 we have dπ∗β = 0 which implies that the vector field
X ∈ Γ(T (T ∗Q)) defined by iXω0 = π
∗β is symplectic with the following well-known properties (see
e. g. [3, Sec 3.2]:
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Lemma 7.1 Let β ∈ Γ(T ∗Q) be a closed one-form then the symplectic flow φs of the symplectic
vector field X defined by iXω0 = π
∗β is complete and given by
φs(αq) = αq − sβ(q) (49)
for αq ∈ T
∗
qQ and s ∈ R and for Lsβ := graph(sβ) we have
φ−s(i(Q)) = isβ(Lsβ). (50)
Clearly φ−s determines a diffeomorphism Φs : Q→ Lsβ by q 7→ sβ(q) such that
φ−s ◦ i = isβ ◦ Φs (51)
for all s ∈ R. For s = 1 we obtain from (46) and (50)
i∗φ∗−1H = E. (52)
Until now the setting was completely classical and we shall now construct a quantum mechanical
automorphism as analogue to φs using Appendix B: Since dπ
∗β = 0 the quantum mechanical time
evolution with respect to this one-form determines a one-parameter group of real automorphisms
As : C
∞(T ∗Q)[[λ]]→ C∞(T ∗Q)[[λ]] of the star product ∗W of the form
As = φ
∗
s ◦ Ts where Ts = id+
∞∑
r=1
λrT (r)s (53)
and each T
(r)
s is a differential operator which can be computed in principle by iterated integrals as
in appendix B. Note that Asπ
∗ = π∗. Then the image of the two-sided ideal C∞Q (T
∗Q)[[λ]] under
As is again a two-sided ideal stable under complex conjugation since As is real and it can easily be
determined: let C∞Lsβ (T
∗Q) be the set of those functions f such that suppf ∩ isβ(Lsβ) is compact,
then we have the following lemma:
Lemma 7.2 With the notations from above we have for all s ∈ R
As
(
C∞Q (T
∗Q)[[λ]]
)
= C∞Lsβ (T
∗Q)[[λ]] (54)
and hence the C[[λ]]-linear functional
ωs := ωµ ◦ A−s : C
∞
Lsβ
(T ∗Q)[[λ]] → C[[λ]] (55)
is well-defined and positive and for f ∈ C∞Lsβ (T
∗Q)[[λ]] we have
ωs(f) =
∫
Lsβ
i∗sβ (T−s(f)) µs where µs := Φ
−1
s
∗
µ. (56)
Proof: Equation (54) follows easily from (53) and (50) since T
(r)
s is a differential operator. Then the well-
definedness of ωs is obvious and the positivity follows from the fact that A−s is a real ∗W-automorphism.
Equation (56) is a straight forward computation using (51) and (53). 
Now we can apply proposition 5.1 and consider the GNS representation πs induced by ωs on
the Hilbert space Hs := C
∞
Lsβ
(T ∗Q)[[λ]]/Js where Js is the Gel’fand ideal of ωs.
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Lemma 7.3 The Gel’fand ideal Js of ωs is given by Js = As(Jµ) and Hs is canonically isometric
to C∞0 (Lsβ)[[λ]] endowed with the Hermitian product
〈χ,ϕ〉s :=
∫
Lsβ
χϕ µs where χ,ϕ ∈ C
∞
0 (Lsβ)[[λ]] (57)
via the C[[λ]]-linear unitary map
ψ
(s)
f 7→ Φ
−1
s
∗
i∗NA−s(f) and its inverse χ 7→ φ
(s)
π∗Φ∗sχ
, (58)
where f ∈ C∞Lsβ (T
∗Q)[[λ]] and χ ∈ C∞0 (Lsβ)[[λ]]. Moreover As induces due to proposition 5.1 a
unitary map Us : C
∞
0 (Q)[[λ]]→ C
∞
0 (Lsβ)[[λ]] which is given by
Us : χ 7→ Φ
−1
s
∗
χ for χ ∈ C∞0 (Q)[[λ]] (59)
and the induced GNS representation πs on C
∞
0 (Lsβ)[[λ]] is given by
πs(f)χ = Us̺W(A−sf)U
−1
s χ = Φ
−1
s
∗
̺W(A−sf)Φ
∗
sχ (60)
for all f ∈ C∞(T ∗Q)[[λ]] and χ ∈ C∞0 (Lsβ)[[λ]].
Proof: It is a straight forward computation to prove that the first map in (58) is well-defined, bijective
and has the inverse as in (58) due to Asπ
∗ = π∗ = Nπ∗. The fact that (58) is isometric is computed the
same way. Using the definition of the unitary map as in proposition 5.1 and (58) the equations (59) and
(60) easily follow. 
The WKB expansion is now obtained form the following eigenvalue problem: We consider the
case s = 1 then Lβ ⊆ H
−1({E}) and (52) is valid. Then we ask for an eigenfunction χ˜ ∈ C∞0 (Lβ)[[λ]]
of π1(H) with eigenvalue E, i. e.
π1(H)χ˜ = Eχ˜ (61)
and due to (60) it is equivalent to the corresponding eigenvalue problem in C∞0 (Q)[[λ]] namely
̺W(A−1H)χ = Eχ (62)
where χ = Φ∗1χ˜. Now (62) is in each order of λ a coupled linear partial differential equation
for χr ∈ C
∞
0 (Q) if we write χ =
∑∞
r=0 λ
rχr. Hence it is well-defined to ask for a solution in a
distributional sense, i. e. we ask for χ ∈ C∞0 (Q)
′[[λ]] to solve (62) where C∞0 (Q)
′ denotes the space
of distributions on Q which is obtained as usual as the topological dual of C∞0 (Q) with respect to
its locally convex topology. The main observation is now that we get a linear (first order) partial
differential equation for the χr which can be solved recursively. The result is a straight forward
computation expanding (62) in powers of λ completely analogously to [10, Theorem 3] (where we
used a slightly different notation):
Theorem 7.4 (Formal WKB Expansion) Let H ∈ C∞(T ∗Q) and Lβ ⊆ H
−1({E}) be a pro-
jectable Lagrangean submanifold such that Lβ = graph(β) with β ∈ Γ(T
∗Q) and let As be the
one-parameter group of ∗W-automorphisms induced by β. Then the WKB eigenvalue problem (62)
for χ =
∑∞
r=0 λ
rχr ∈ C
∞
0 (Q)
′[[λ]] is equivalent to the following recursive system of linear first order
partial differential equations for χ:
The homogeneous WKB transport equation for χ0
i∗{iφ∗−1H,π
∗χ0}+ i
∗
(
i∆
2
φ∗−1H + φ
∗
−1T
(1)
−1H
)
χ0 = 0 (63)
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and the inhomogeneous WKB transport equation for χr, r ≥ 1
i∗
{
iφ∗−1H,π
∗χr
}
+ i∗
(
i∆
2
φ∗−1H + φ
∗
−1T
(1)
−1H
)
χr
= −
∑
a+b+c+d=r+1
a,b,c,d≥0,d<r
i∗Ma
(
1
b!
(
i∆
2
)b
φ∗−1T
(c)
−1H,π
∗χd
)
(64)
where ∆ as in (1) and Ma is the following bidifferential operator as in the standard ordered repre-
sentation, i. e.
i∗Ma(f, π
∗χ) =
1
a!ia
i∗
(
∂af
∂pi1 · · · ∂pia
)
is(∂qi1 ) · · · is(∂qia )
1
a!
Daχ (65)
and T
(c)
−1 as in (53).
Proof: The proof is a simple computation of ̺W(A−1H)χ by expanding this in powers of λ and (52). 
Note that the question whether this system has a formal solution χ and whether this solution
can be ‘sumed up’ to an eventually regular distribution after the substitution λ→ ~ is not answered
by this theorem. Nevertheless it provides a rather explicit recursion scheme for the formal eigendis-
tribution χ (the only problem are the operators T
(c)
−1 which are less explicit but could be computed
by iterated integrals as in appendix B). In physical applications the Hamiltonian is often of the
form (34) and in this case the above recursion scheme is simplified even more due to the following
lemma which implies that in the WKB transport equations all terms involving the operators T
(c)
−1
with c ≥ 1 applied to such Hamiltonians vanish and thus all operators in the recursion are explicitly
given.
Lemma 7.5 Let H ∈ C∞pp(T
∗Q) be at most quadratic in the momenta and let β ∈ Γ(T ∗Q) be a
closed one-form and As = φ
∗
s ◦Ts the corresponding time development operator. Then AsH = φ
∗
sH
and thus TsH = H.
Proof: This is a simple consequence of the homogeneity and the Weyl type property of ∗W. 
Note furthermore that the usual WKB phase can be recovered by the same argument as in [10]
form the ∗W-automorphism As interpreted as the conjugation by the star-exponential e
∗W
ipi∗S
~ =
e
ipi∗S
~ (see [4] for a definition) where locally S is a solution of the Hamilton Jacobi Equation, i. e.
dS = β and λ is substituted by ~.
8 The trace for homogeneous star products on T ∗Q
This section was motivated by a conversation with Markus Pflaum who proved a particular case
of the result we present in this section by using symbol calculus for pseudo differential operators
on Riemannian manifolds (cf. [27]). Compare also with [12] for the case of a compact Riemannian
configuration space where another calculus for pseudo differential operators was used.
We shall show in this section in a more algebraically way that the integration over T ∗Q is a
trace (i. e. a linear form vanishing on star-commutators of two functions where one has compact
support) for all homogeneous star products and hence all homogeneous star products are strongly
closed in the sense of [12]. In particular the star products ∗S, ∗W, and the Fedosov star product ∗F
defined in [8] are strongly closed.
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Lemma 8.1 Let D : C∞(T ∗Q) → C∞(T ∗Q) be a homogeneous differential operator of degree −r
with r ≥ 1, i. e. [Lξ,D] = −rD, then ∫
T ∗Q
D(g) Ω = 0 (66)
for all g ∈ C∞0 (T
∗Q) where Ω = 1n!ω
∧n
0 is the symplectic volume form.
Proof: First we consider a function g such that suppg is contained in the domain of a local bundle chart
with coordinates q1, . . . , qn, p1 . . . , pn. Then due to the homogeneity D is locally given by
D(g) =
∑
I,K with |I|≥r
DKI
∂|I|+|K|g
∂pI∂qK
where we used the usual notation for multiindices I = (i1, . . . , i|I|). The homogeneity of D implies LξD
K
I =
(|I| − r)DKI for the coefficient functions D
K
I . Let l := |I| and I
′ := (i1, . . . , il−1) then
∂pil
(
DKI
∂|I|−1+|K|g
∂pI′∂qK
)
=
(
∂pilD
K
I
) ∂|I|−1+|K|g
∂pI′∂qK
+DKI
∂|I|+|K|g
∂pI∂qK
since |I| ≥ r ≥ 1. Hence we can conclude by induction on l ≥ r since for l = r the first term vanishes due to
the homogeneity of DKI that there exist smooth functions N
K
iJ defined in the domain of the chart such that
DKJ
∂|I|+|K|g
∂pI∂qK
= ∂pi
 ∑
|J|≤l−1
NKiJ
∂|J|+|K|g
∂pJ∂qK

which clearly implies (66) for such g. Now let g ∈ C∞0 (T
∗Q) be arbitrary then using a partition of unity g
can be decomposed into a finite sum of functions each having their support in the domain of a bundle chart.
With the local argument from above the proof is completed. 
Corollary 8.2 Let ∗ be a homogeneous star product for T ∗Q and let T̂ ∈ C∞pp,k(T
∗Q) and g ∈
C∞0 (T
∗Q) then ∫
T ∗Q
T̂ ∗ g Ω =
k∑
r=0
λr
∫
T ∗Q
Cr(T̂ , g) Ω (67)
and analogously for
∫
T ∗Q g ∗ T̂ Ω where Cr denotes the bidifferential operator of ∗ in order λ
r.
Lemma 8.3 Let ∗ be a homogeneous star product for T ∗Q and T̂ ∈ C∞pp(T
∗Q)[[λ]] and g ∈
C∞0 (T
∗Q)[[λ]] then ∫
T ∗Q
(
T̂ ∗ g − g ∗ T̂
)
Ω = 0. (68)
Proof: Firstly we can assume that suppg is contained in the domain of a bundle chart and extend the
statement afterwards by a partition of unity argument as in the proof of lemma 8.1. Since in such a
chart any T̂ ∈ C∞pp(T
∗Q)[λ] can be written locally as a ∗-polynomial in functions at most linear in the
momenta with coefficient in C[λ] (due to [8, Prop. 3.7.ii ]) it is sufficient to consider such polynomials.
Clearly
∫
T∗Q
(π∗χ ∗ g − g ∗ π∗χ) Ω = 0 for χ ∈ C∞(Q) and for X̂ ∈ C∞pp,1(T
∗Q) we obtain from (67)∫
T∗Q
(X̂ ∗ g − g ∗ X̂) Ω = λ
∫
T∗Q
(C1(X̂, g)− C1(g, X̂)) Ω = iλ
∫
T∗Q
{X̂, g} Ω = 0
since the integral over a Poisson bracket vanishes. Now a simple induction and the C[[λ]]-linearity of
∫
. . .
completes the proof. 
Finally we have to extend the statement of this lemma to arbitrary smooth functions:
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Lemma 8.4 Let D be a differential operator with compact support such that for any T̂ ∈ C∞pp(T
∗Q)
the integral of D(T̂ ) Ω over T ∗Q vanishes. Then for any function f ∈ C∞(T ∗Q)∫
T ∗Q
D(f) Ω = 0. (69)
Proof: We shall prove this by induction on the order of D. If D is a differential operator of order 0 then
it is just a left multiplication by a function D0 having compact support. Now if
∫
T∗Q
D0T̂ Ω = 0 then
D0 = 0 since the functions polynomial in the momenta are uniformly dense on any compactum in all smooth
functions due to the Stone-Weierstraß theorem. Now let D be a differential operator of order k and we may
again firstly assume that suppD is contained in a local bundle chart and extend the result afterwards by a
partition of unity. Writing D(f) =
∑
|I|≤kD
I ∂
|I|f
∂xI
we obtain by integration by parts that∫
T∗Q
D(f) Ω =
∫
T∗Q
D˜(f) Ω where D˜(f) = −
∑
|I|=k
∂DI
∂xik
∂|I|−1f
∂xI′
+
∑
|I|<k
DI
∂|I|f
∂xI
is a differential operator of order k − 1 and obviously
∫
T∗Q
D˜(T̂ ) Ω = 0 for all T̂ ∈ C∞pp(T
∗Q). Hence by
induction the proof is complete. 
Collecting the results we obtain that any homogeneous star product on T ∗Q is strongly closed:
Theorem 8.5 Let ∗ be a homogeneous star product for T ∗Q and f, g ∈ C∞(T ∗Q)[[λ]] where the
coefficients of g have compact support. Then we have∫
T ∗Q
(f ∗ g − g ∗ f) Ω = 0 (70)
and hence any homogeneous star product is strongly closed, in particular ∗S, ∗W, and ∗F.
A Formal completed Newton-Puiseux series
In this appendix we shall briefly remember the definition and some basic facts about formal Laurent
series, formal Newton-Puiseux series (NP series) and formal completed Newton-Puiseux series (CNP
series). For proofs and further references we mention [9, 28]. These formal series will generalize
the formal power series in a natural way allowing more general exponents of the formal parameter.
We define the allowed exponents in the following way: a subset S ⊂ Q is called L-admissable iff S
has a smallest element and S ⊂ Z, it is called NP-admissable iff it has a smallest element and there
exists a natural number N such that N · S ⊂ Z, it is called CNP-admissable iff S has a smallest
element and S ∩ [i, j] is finite for any i, j ∈ Q. Now let K be a field, V a vector space over K and
f : Q → V a map, then we define the λ-support suppλf of f by suppλf := {q ∈ Q | f(q) 6= 0}.
Then the formal Laurent series, the formal NP series and the formal CNP series all with coefficients
in V are defined by
V ((λ)) := {f : Q→ V | suppλf is L-admissable }
V 〈〈λ∗〉〉 := {f : Q→ V | suppλf is NP-admissable }
V 〈〈λ〉〉 := {f : Q→ V | suppλf is CNP-admissable }.
(71)
Note that clearly V ((λ)) ⊆ V 〈〈λ∗〉〉 ⊆ V 〈〈λ〉〉 are all K-vector spaces. Moreover we denote by V (λ) the
subspace of V ((λ)) of those elements with finite support and similarly V 〈λ〉. An element f ∈ V 〈〈λ〉〉
is now usually written as formal series in the formal parameter λ
f =
∑
q∈suppλf
λqfq where fq := f(q). (72)
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Then the vector space structure of V 〈〈λ〉〉 means just addition of the coefficients of the same power
of λ and scalar multiplication of each coefficient and the vector space V itself can be identified
with the subspace of those elements in V 〈〈λ〉〉 with exponent 0 via the linear and injective map
V ∋ v 7→ λ0v ∈ V 〈〈λ〉〉. Note that V 〈〈λ〉〉 and hence all its subspaces can be metrisized by the
following construction: we define for 0 6= f ∈ V 〈〈λ〉〉 the order o(f) := min(suppλf) and set
o(0) := +∞ and define ϕ(f) := 2−o(f) resp. ϕ(0) = 0 and for f, g ∈ V 〈〈λ〉〉 we set
dϕ(f, g) := ϕ(f − g) (73)
which turns out to be an ultra-metric. Then V [[λ]] and V ((λ)) are known to be complete metric
spaces with respect to dϕ and V [λ] is dense in V [[λ]] as well as V (λ) is dense in V ((λ)). Moreover
it was shown in [9] that V 〈〈λ〉〉 is a complete metric space too and V 〈λ〉 as well as V 〈〈λ∗〉〉 are
dense subspaces. The topology induced by dϕ is usually called the λ-adic topology and the induced
topology for V ⊆ V 〈〈λ〉〉 is the discrete topology.
Next we consider an algebra A over K and define for a, b ∈ A〈〈λ〉〉 a product by
ab =
 ∑
q∈suppλa
λqaq
 ∑
p∈suppλb
λpbp
 := ∑
t∈suppλa+suppλb
λt
∑
q+p=t
aqbp (74)
where suppλ(ab) = suppλa + suppλb := {q + p | q ∈ suppλa, p ∈ suppλb} which turns out to be
again a CNP-admissable subset of Q. Note that in each order of λ the sum is finite and hence ab is
again a well-defined element in A〈〈λ〉〉. The following proposition is proved as in the case of formal
power series:
Proposition A.1 Let A be an algebra over K and let A〈〈λ〉〉 be endowed with the product (74) then
A〈〈λ〉〉 is again a K-algebra which is associative resp. commutative resp. unital iff A is associative
resp. commutative resp. unital. Moreover A[[λ]] ⊆ A((λ)) ⊆ A〈〈λ∗〉〉 are subalgebras of A〈〈λ〉〉. Let
in addition V be an A-module then V ((λ)) resp. V 〈〈λ∗〉〉 resp. V 〈〈λ〉〉 is an A((λ))- resp. A〈〈λ∗〉〉-
resp. A〈〈λ〉〉-module with the multiplication analogously to (74).
In particular one can show that (74) applied for the field K itself defines on K((λ)) resp. K〈〈λ∗〉〉 resp.
K〈〈λ〉〉 again the structure of a field and in this case ϕ defines a non-archimedean and non-trivial
absolute value for these fields. In the case when K is algebraically closed the Newton-Puiseux
theorem ensures that K〈〈λ∗〉〉 is again algebraically closed and by Ku¨rscha´k’s theorem one obtains
that K〈〈λ〉〉 is algebraically closed too and metric complete with respect to dϕ. These two features
were the main motivation to consider formal CNP series instead of formal power series or formal
Laurent series. As application of proposition A.1 one obtains that V ((λ)) resp. V 〈〈λ∗〉〉 resp. V 〈〈λ〉〉
are vector spaces over the fields K((λ)) resp. K〈〈λ∗〉〉 resp. K〈〈λ〉〉.
In a next step we consider linear mappings between vector spaces of formal series. Let V andW
be vector spaces over K and φ : V →W a K-linear map. Then there exists a unique K[[λ]]-linear map
φ˜ : V [[λ]]→ W [[λ]] such that φ˜|V = φ which is simply obtained by the ‘K[[λ]]-linear continuation’
of φ. The same result is true for formal Laurent, NP, and CNP series and for simplicity we shall
always identify φ with its continuation and use the same symbol. Using this identification we get
the following natural inclusions:
HomK(V,W )[[λ]] ⊆ HomK[[λ]](V [[λ]],W [[λ]])
HomK(V,W )((λ)) ⊆ HomK((λ))(V ((λ)),W ((λ)))
HomK(V,W )〈〈λ
∗〉〉 ⊆ HomK〈〈λ∗〉〉(V 〈〈λ
∗〉〉,W 〈〈λ∗〉〉)
HomK(V,W )〈〈λ〉〉 ⊆ HomK〈〈λ〉〉(V 〈〈λ〉〉,W 〈〈λ〉〉)
(75)
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Similar inclusions are valid for multilinear maps as well. In the case of formal power series it
is known that any K[[λ]]-linear map φ : V [[λ]] → W [[λ]] is of the form φ =
∑∞
r=0 λ
rφr with
φr ∈ HomK(V,W ) and hence the first inclusion in (75) is in fact an equality [15, Prop. 2.1]. This
is in general no longer the case for the other three inclusions: let dimV = ∞ and dimW > 0 and
let {en}n∈N be a set of linear independent vectors in V and hence they are still linear independent
over K((λ)) in V ((λ)). Complete this set to a base of V ((λ)) by some vectors {fν}ν∈I and define a
K((λ))-linear map φ : V ((λ))→ W ((λ)) by φ(en) := λ
−nw and φ(fν) := 0 where 0 6= w ∈W is some
chosen vector. Then clearly φ 6∈ HomK(V,W )((λ)). Nevertheless we are mainly interested in those
linear maps which can be written as formal series in K-linear maps.
Now we consider certain continuous functions between vector spaces of formal series: let V,W
be K-vector spaces and let T : V 〈〈λ〉〉 → W 〈〈λ〉〉 be a not necessarily linear map such that there
exists a q ∈ Q such that
o(T (v) − T (v′)) ≥ o(v − v′) + q (76)
for all v, v′ ∈ V 〈〈λ〉〉. Then we say that T raises the degree at least by q. For such maps we have
the following property which is proved straight forward:
Lemma A.2 Let T : V 〈〈λ〉〉 → W 〈〈λ〉〉 be a map raising the degree at least by q ∈ Q. Then T is
Lipschitz-continuous with respect to the metric dϕ with Lipschitz-constant 2
−q. In particular those
K〈〈λ〉〉-linear maps of the form φ =
∑
q∈suppλφ
λqφq ∈ HomK(V,W )〈〈λ〉〉 are Lipschitz-continuous
with Lipschitz-constant 2−min (suppλφ). The same is true for formal power, Laurent, and NP series.
Then a nice consequence of the metric completeness of V [[λ]], V ((λ)), and V 〈〈λ〉〉 is the following
formal version of Banach’s fixed point theorem:
Proposition A.3 (Formal Banach’s fixed point theorem) Let K be a field and V a vector
space over K and T : V 〈〈λ〉〉 → V 〈〈λ〉〉 a map raising the degree at least by q > 0. Then there exists
a unique fixed point v0 ∈ V of T , i. e.
T (v0) = v0 (77)
and v0 can be obtained by v0 = limn→∞ T
n(v) where v ∈ V 〈〈λ〉〉 is arbitrary and the limit is with
respect to the λ-adic topology. The same result holds for formal power series and Laurent series.
Note that the proposition is not true in general for the formal NP series since V 〈〈λ∗〉〉 is not Cauchy-
complete. The above proposition is useful in many situations in deformation quantization where
one has to ‘solve an equation by recursion’, e. g. in the construction of Fedosov star products or
for the construction of the time development operator (see e. g. appendix B).
In the following we shall consider the possibility to extend several structures which are defined
for formal power series to formal Laurent, NP, and CNP series. In particular we are interested in
algebra deformations in the sense of Gerstenhaber (see e. g. [20]): Let (A, µ0) be an algebra over
K and let µi : A × A → A be bilinear maps for i ≥ 1. Then we consider the formal deformation
(A[[λ]], µ) where µ :=
∑∞
r=0 λ
rµr as a module over K[[λ]]. (Usually one has additional conditions
for the deformation µ, for example it should be associative if µ0 is associtive etc.)
Lemma A.4 Let (A, µ0) be an algebra over K and let (A[[λ]], µ =
∑∞
r=0 λ
rµr) be a deformation of
(A, µ0). Then (A((λ)), µ) resp. (A〈〈λ
∗〉〉, µ) resp. (A〈〈λ〉〉, µ) are algebras over K((λ)) resp. K〈〈λ∗〉〉
resp. K〈〈λ〉〉 which are associative resp. Lie resp. commutative iff (A[[λ]], µ) is associative resp.
Lie resp. commutative. Let (B[[λ]], µ˜) be another deformed algebra and φ : A[[λ]] → B[[λ]] a
K[[λ]]-linear map. Then φ is an (anti-) homomorphism of K[[λ]]-modules iff the extension φ :
(A((λ)), µ) → (B((λ)), µ˜) resp. φ : (A〈〈λ∗〉〉, µ) → (B〈〈λ∗〉〉, µ˜) resp. φ : (A〈〈λ〉〉, µ) → (B〈〈λ〉〉, µ˜) is
an (anti-) homomorphism of K((λ))- resp. K〈〈λ∗〉〉- resp. K〈〈λ〉〉-algebras. The same is true for a
K[[λ]]-linear derivation D of (A[[λ]], µ).
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This easy lemma is very useful since it justifies to perform many calculation only in the setting of
formal power series and extend the results afterwards.
A last important concept in particular for the general GNS construction as proposed in [9] is the
notion of positivity. Here we consider an ordered field R and a quadratic field extension C := R(i)
where i2 := −1 (Of course we have in mind to use the fields of real and complex numbers). Then
R[[λ]] is an ordered ring and R((λ)), R〈〈λ∗〉〉, and R〈〈λ〉〉 are ordered fields by the following definition:
an element a =
∑
q∈suppλa
λqaq is called positive iff aq0 > 0 in R where q0 := min(suppλa).
Complex conjugation in C is defined as usual and extended to C[[λ]], C((λ)), C〈〈λ∗〉〉, and C〈〈λ〉〉 by
the definition that the formal parameter (and all its powers) should be real: λ := λ. Note that the
topology induced by the order coincides with the metric topology induced by dϕ.
Now let (A, µ0) be an associative C-algebra and µ =
∑∞
r=0 λ
rµr an associative deformation of
µ0. Let moreover
∗ : A[[λ]] → A[[λ]] be an involutive C[[λ]]-antilinear anti-automorphism of the
form ∗ =
∑∞
r=0 λ
r∗r ∈ HomK(A,A)[[λ]]. Then a C[[λ]]-linear functional ω : A[[λ]]→ C[[λ]] is called
positive iff for all A ∈ A[[λ]] we have ω(µ(A∗, A)) ≥ 0 in R[[λ]] ⊂ C[[λ]] and analogously for formal
Laurent, NP, and CNP series. Then the following lemma shows that the positivity of a linear
functional is already determined by the elements in A:
Lemma A.5 Let A, µ and ∗ be as above and let ω : A〈〈λ〉〉 → C〈〈λ〉〉 be a C〈〈λ〉〉-linear functional
of the form ω =
∑
q∈suppλω
λqωq ∈ (A
∗)〈〈λ〉〉 (where A∗ denotes the algebraic dual of A) such that
for all A ∈ A one has ω(µ(A∗, A)) ≥ 0. Then ω is a positive functional on A〈〈λ〉〉. The analogous
result holds for formal power, Laurent, and NP series.
Proof: Let A =
∑
q∈suppλA
λqAq ∈ A〈〈λ〉〉 then we have to prove ω(A
∗A) ≥ 0. Using the Cauchy-Schwartz
inequality for ω applied for Aq ∈ A which is valid due to the assumption we notice that if ω(A
∗
qAq) = 0
then non of the terms involving Aq in ω(A
∗A) contributes. Hence we can assume that ω(A∗qAq) > 0 for
all q ∈ suppλA. Now let suppλA = {q0 < q1 < . . .} and we can furthermore assume q0 = 0. Let c :=
ω(A∗0A0) > 0, a := ω(A
∗
q1
Aq1) > 0 and b := ω(A
∗
0Aq1) then the positivity of ω applied for A0 and Aq1 implies
ω(A∗q1A0) = b and bb ≤ ac. This implies on the other hand that ω((A0+tAq1)
∗(A0+tAq1)) = at
2+(b+b)t+c
is non-negative for all t = t ∈ R〈〈λ〉〉 and hence it is non-negative for t = λq1 . Now one proceeds analogously
by induction to obtain that ω is positive for all finite sums AN :=
∑
q≤N λ
qAq but then the continuity of µ,
∗ and ω according to lemma A.2 guarantees that ω is in fact a positive linear functional on all A ∈ A〈〈λ〉〉
since the order topology for R〈〈λ〉〉 coincides with the metric topology induced by dϕ. 
B Time development in deformation quantization
In this appendix we shall briefly remember some well-known facts about the time development in
deformation quantization (see e. g. [9, Sec. 5] and Fedosov’s book [19, Sec. 5.4]). Let (M,ω) be a
symplectic manifold and let ∗ be a star product for C∞(M)[[λ]]. Let X be a symplectic vector field
with complete flow φt and β = iXω the corresponding closed but not necessarily exact one-form.
Then locally β is exact and we have β = dH. We use this locally defined Hamiltonian H to define
star product commutators locally and notice that ad(H) does not depend on the choice of H but
only on β and hence one obtains a globally defined map which we shall denote by ad(β). Then we
consider the Heisenberg equation of motion
d
dt
f(t) =
i
λ
ad(β)f(t) (78)
with respect to β and ask for a solution t 7→ f(t) ∈ C∞(M)[[λ]] for a given initial value f(0):
26
Theorem B.1 Let X be a symplectic vector field with complete flow and let β = iXω. Then
the Heisenberg equation of motion (78) has a unique solution f(t) for any initial value f(0) ∈
C∞(M)[[λ]] and t ∈ R.
Proof: Equation (78) is equivalent to the equation d
dt
g(t) = φ∗−t ◦ Hˆ ◦ φ
∗
t g(t) where Hˆ :=
i
λ
ad(β) − LX
and g(t) = φ∗−tf(t). This equation can be rewritten as a fixed point equation by integrating over t. Then
proposition A.3 shows that there exists a unique solution since Hˆ raises the λ-degree at least by one. 
This theorem allows us to define a quantum mechanical time development operator At for the
symplectic vector field X such that f(t) = Atf is the unique solution with initial condition f .
Then At is a C[[λ]]-linear map for all t ∈ R and clearly A0 = id. Moreover At clearly satisfies the
Heisenberg equation as operator equation
d
dt
At =
i
λ
ad(β)At. (79)
The quantum mechanical time development operator At is obtained by a quantum correction of
the classical time development operator which is just φ∗t . We denote this correction by
Tt := φ
∗
−t ◦ At (80)
and prove the following proposition by a straight forward computation:
Proposition B.2 The operator Tt is a formal power series of differential operators Tt = id +∑∞
r=1 λ
rT
(r)
t and Tt satisfies the following differential equation with initial condition T0 = id
d
dt
Tt = φ
∗
−t ◦ Hˆ ◦ φ
∗
t ◦ Tt (81)
and the equivalent integral equation
Tt = id+
∫ t
0
φ∗−τ ◦ Hˆ ◦ φ
∗
τ ◦ Tτdτ (82)
where Hˆ = iλad(β)−LX is defined as in the proof of theorem B.1. If the star product is of the Vey
type then T
(r)
t is a differential operator of order 2r.
In a last step we prove that At is a one-parameter group of automorphisms of the star product
using the fact that the solution f(t) of (78) is uniquely determined by f(0):
Theorem B.3 The quantum mechanical time development operator At of the symplectic vector
field X with complete classical flow has the following properties where β = iXω:
i.) AtAs = At+s = AsAt and A0 = id for all t, s ∈ R.
ii.) Atad(β) = ad(β)At for all t ∈ R.
iii.) At(f ∗ g) = Atf ∗ Atg for all f, g ∈ C
∞(M)[[λ]] and t ∈ R.
iv.) A−t is the time development operator for the vector field −X and (Tt)
−1 = φ∗−t ◦ T−t ◦ φ
∗
t .
v.) If in addition f ∗ g = g ∗ f then At is a real automorphism, i. e. Atf = Atf .
Remark: All statements are still correct if one replaces the closed one-form β by β +
∑∞
r=1 λ
rβr
where βr are again closed one-forms which encloses the case of some ‘quantum corrections’. Fur-
thermore all statements can be transfered to the case of formal Laurent and CNP series including
the corresponding quantum corrections (but not necessarily to formal NP series since we used the
formal Banach’s fixed point theorem).
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