Abstract. The random-adversary technique is a general method for proving lower bounds on randomized parallel algorithms. The bounds apply to the number of communication steps, and they apply regardless of the processors' instruction sets, the lengths of messages, etc. This paper introduces the random-adversary technique and shows how it can be used to obtain lower bounds on randomized parallel algorithms for load balancing, compaction, padded sorting, and finding Hamiltonian cycles in random graphs. Using the random-adversary technique, we obtain the first lower bounds for randomized parallel algorithms which are provably faster than their deterministic counterparts (specifically, for load balancing and related problems).
1. Introduction. Randomization has been a useful tool in developing fast parallel algorithms for a vast spectrum of problems, from computational geometry and graph theory to routing and load balancing. Often these randomized parallel algorithms are significantly faster than the best possible deterministic parallel algorithms. This prompts the question, "To what extent can randomization improve the speed of parallel algorithms?" We have developed the random-adversary technique to help answer this question.
The random-adversary technique can be thought of as an extension or generalization of the random-restriction technique [18] . It is the most general technique to date, and in fact, to date, all known asymptotic lower bounds for the randomized parallel random access machine (PRAM) model (which assume no restrictions on processors' instruction sets nor restrictions on memory) can be proven using the randomadversary technique. In this paper, we will focus on lower bounds for the strongest of the PRAM models, the concurrent-read concurrent-write (CRCW) PRAM. There has been a tremendous amount of work in the area of lower bounds on this model, and tight lower bounds have been shown for many fundamental problems in the deterministic case [4, 5, 8, 9, 11, 14, 16, 25] . The only previous parallel randomized lower bounds known for this model (again, which assume no restrictions on processors' instruction sets nor restrictions on memory), however, were the lower bounds for parity and related problems [1, 4, 31] . Using the random-adversary technique, we have been able to prove lower bounds on the randomized CRCW PRAM model for many other problems, including the fundamental load-balancing problem. Moreover, the randomadversary technique seems to be a very natural way for proving these lower bounds. One key feature of the method is that one abstracts the difficulty of the problem (by sorting [37] and compaction [22, 28] on the CRCW PRAM. The definitions for these problems are as follows.
Padded sort. Given n values taken from a uniform distribution over the unit interval [0, 1] , arrange them in sorted order in an array of size n + o(n), with the value NULL in all unfilled locations.
Compaction. Given an array of n cells with at most h containing one item each and all others being empty, insert the items into an array of size O(h).
Matias and Vishkin [39] give a Θ(log * n) expected time algorithm for compaction with arbitrary h ∈ {1, . . . , n}, and Hagerup and Raman [29] give a Θ(log * n) expected time algorithm for padded sort. Consequently, our lower bounds are tight.
Recently, Chaudhuri [10] gave an Ω(log log n) deterministic lower bound for compaction, proving that randomization is necessary in obtaining a faster solution. Our lower bound for compaction is the first for a problem that has a provably faster parallel randomized solution than parallel deterministic solution.
We should mention that a further result obtained from the lower bound on compaction is an Ω(log * n) time separation between the standard randomized CRCW PRAM and the randomized CRCW-bit PRAM [6] , in which O(log (k) n) processors are allowed to simultaneously write into different bits of the same word, for some constant k ≥ 1. This follows from the constant time algorithm for compaction in the randomized CRCW-bit PRAM model given by Goodrich [24] .
Random graph properties.
By a random graph on n vertices, denoted G n,p , we mean that each of the n 2 edges is included with probability p, where p is a constant, 0 < p < 1. Random graphs have been extensively studied and have very interesting properties. For instance, with high probability, in G n,p a Hamiltonian cycle exists; every breadth first spanning tree has height 2; and, for n even, there is a maximal matching which includes all the vertices.
Bollobás, Fenner, and Frieze [7] give an algorithm which constructs a Hamiltonian cycle in G n,p if one exists. This algorithm runs in polynomial expected time for p ≥ 1/2 [7, Theorem 1.2]. Gurevich and Shelah [26] and Thomason [40] independently improve on this result, giving algorithms which run in linear expected time for any constant p. These algorithms are optimal, since linear time is needed just to write the output. Frieze [17] gives a parallel algorithm which constructs a Hamiltonian cycle from G n,p in O((log log n)
2 ) expected time and uses n log 2 n processors. MacKenzie and Stout [38] show that one can find a Hamiltonian cycle, a maximal matching, and a breadth first spanning tree in G n,p , all in Θ(log * n) expected time using only n/ log * n processors. Implicit in each of the problems above is finding an edge cover. Using the randomadversary technique we show that finding an edge cover in G n,p from its adjacency matrix requires Ω(log * n) expected time on an n processor CRCW PRAM. MacKenzie and Stout [38] give a simpler proof specific to this problem, but we wish to show how the much more general random-adversary technique can produce the same lower bound.
1.3. Parity on CRCW PRAMs. The random-adversary technique can also prove a lower bound for computing parity using a randomized CRCW PRAM algorithm. The problem of parity is important in that lower bounds for computing parity (using a polynomial number of processors) provide lower bounds for sorting, bit summation, majority, and many other problems (see [4] ).
Beame and Håstad [4] gave an Ω(log n/ log log n) lower bound for determinstic CRCW PRAM algorithms, which matched the known upper bound. Using the results of Ajtai and Ben-Or [1] on converting randomized circuits into deterministic circuits, one could show that this lower bound also holds for randomized CRCW PRAM algorithms. This can also be shown more directly. Beame and Håstad show that given a uniform distribution of inputs, with nonzero probability an algorithm taking fewer than Ω(log n/ log log n) steps will output an incorrect answer, but Håstad [32] shows that in the circuit model, this can be extended to high probability. With minor adjustments, the high probability result also holds in the CRCW PRAM model, and it was known that by using Yao's theorem [41] , one could obtain the equivalent lower bound for randomized algorithms over a worst case input. This is actually the first example of the random-adversary technique, though not in its most general form. (It would not be sufficient to prove many of the other lower bounds shown in this paper.)
1.4. Related results. The random-adversary technique has been used in MacKenzie [36] to prove lower bounds for computing some Boolean functions on exclusive-write PRAMs which asymptotically match the previous best lower bounds in Dietzfelbinger, Kuty lowski, and Reischuk [13] (and, in fact, improve the constants on some of those lower bounds) and to prove lower bounds on restricted domain compaction problems on exclusive-write PRAMs.
The random-adversary technique has also been used in Goldberg, Jerrum, and MacKenzie [23] to prove a lower bound for a fundamental routing problem on the optical communication parallel computer (as defined by Anderson and Miller [2] under the name "local memory PRAM"). We refer the reader to that paper for a full overview of the results and a discussion of the model and the specific routing problem.
Finally, the random-adversary technique has been used in MacKenzie [35] to prove a lower bound for compaction on the queue-read queue-write (QRQW) PRAM (see Gibbons, Matias, and Ramachandran [19] for a description of the QRQW PRAM).
Definitions.
In this paper, we will be concerned only with the PRAM model. See [23] for the definition changes required for the optical communication parallel computer (OCPC) model. Relevant definitions for other models should be relatively easy to develop.
In the PRAM model, processors communicate by reading and writing to a global shared memory. The PRAM model is further subdivided depending on whether concurrent accesses are allowed to memory on reads and/or writes. An exclusive-read (ER) model does not allow concurrent reads to a memory cell, whereas a concurrentread (CR) model does allow concurrent reads. An exclusive-write (EW) model does not allow concurrent writes to a memory cell, whereas a concurrent-write (CW) model does allow concurrent writes. On concurrent writes, there is also the issue of a contention protocol. In the priority CW model, if two or more processors write to any memory cell, the lowest-numbered processor succeeds in writing its value to that cell. (For more information on PRAM models see, for example, [34] .)
Consider an algorithm with multiple inputs. An instantiation of the set of inputs to this algorithm will be called an input map. (This will be defined formally in the next section.) We define a randomized algorithm as one in which each processor can generate some number of random bits. In our lower bounds, we make no assumption on the number of random bits a processor can generate. The expected time of a randomized algorithm will be the average time of the algorithm over the distribution of input maps and the random bits. If we make no assumptions on the distribution of input maps, then the expected time will simply be the worst of the average times (taken over the random bits) for any input map.
We define high probability as meaning probability at least 1 − n −1 , and we define very high probability as meaning probability at least 1−e −n α for some constant α > 0. For any base z ≥ 2, we define log (1) z n as log z n and log (i) z n as log z (log
We define log * z n as the smallest integer i such that log (i) z n ≤ 1. When z is omitted we assume base 2. It is well known that log * n is an extremely slow growing function of n, and, in fact, log * n ≤ 5 for n ≤ 2 65536 . Lemma ?? in the appendix shows a relation between log * functions with different bases.
3. Random-adversary technique. The random-adversary technique allows one to prove a lower bound on the time required for a parallel randomized algorithm to solve a given problem. The first step of the technique is to decide on an input distribution for the problem. By Yao's theorem (see below), a lower bound on deterministic algorithms over this distribution provides the same lower bound for randomized algorithms.
The next step is to create a random adversary that proceeds through the given deterministic algorithm step by step, fixing some of the inputs in order to ensure some desired properties. (As shown below, this entails filling in the details of a procedure called REFINE.) Note that the random adversary is similar to a standard deterministic adversary in most parallel lower-bound proofs. However, unlike deterministic adversaries that can fix inputs arbitrarily, the random adversary must fix inputs according to the chosen input distribution, i.e., using the procedure RANDOMSET, as described below. Also, depending on how RANDOMSET fixes the inputs, the desired properties might not hold. Therefore, it is possible that the random adversary might have to make repeated calls to RANDOMSET to ensure the desired properties.
The final step is to show that these desired properties (such as knowledge about the inputs still being widely dispersed among the processors and that the number of inputs left unset is still large) hold with some given probability.
In the rest of this section we formalize this method.
3.1. Definitions. Let P be a problem with multiple inputs and let I be the set of inputs to P . Let Q be the set of possible values to which each input could be set. Define a partial input map to be a function f from I to {{ * } ∪ Q}. Here " * " will denote a "blank" or "unset" input. A partial input map is an input map if no inputs are mapped to " * ." Let f * denote the partial input map which maps every input to " * ." A partial input map f ′ is called a refinement of a partial input map f if for all i ∈ I, and q ∈ Q, f (i) = q implies f ′ (i) = q. (We denote this by f ′ ≤ f .) If we wish to restrict our attention to a subset of the possible input maps, we would call that subset the relevant input maps. Likewise, we would say that a partial input map is a partial relevant input map if it has a refinement that is a relevant input map. We will often omit the word relevant when it is clear from the context.
3.2.
Yao's theorem. The following theorem shows that a lower bound on the average time of a deterministic algorithm over any distribution of input maps implies the same lower bound for the expected time of any randomized algorithm over a worst-case input map or over the same distribution of input maps.
Theorem 3.1 (see Yao [41] ). Let D be a distribution of input maps. Let T 1 be the expected running time for a randomized algorithm solving problem P , either over a worst-case input map or over the distribution D. Let T 2 be the average running time over the distribution D, minimized over all possible deterministic algorithms that solve
A nice proof of this theorem is given in Fich et al. [16] .
Function RANDOMSET(f, S) For each i ∈ S (sequentially) Set f (i) according to the conditional distribution of i given that the input is drawn from D and is a refinement of f Return f End RANDOMSET This theorem greatly simplifies the problem of proving lower bounds for randomized algorithms, as it converts the original problem to one where the only randomness comes from the distribution of input maps, and this can often be set as one wishes. It is of course necessary to choose a distribution that will be difficult for any deterministic algorithm. Note that the distribution cannot place all the probability on one input map (i.e., a worst-case input map), since then a simple deterministic algorithm which checks for this input map and outputs the precomputed answer will succeed with probability 1.
3.3. RANDOMSET procedure. We will assume the distribution chosen is D. Function RANDOMSET in Figure 3 .1 can be used to randomly generate an input map one input at a time. It is called with a partial input map f obtained through calls to RANDOMSET and a set S of elements which are mapped to " * ." The elements in S are then randomly set one by one according to the distribution D, conditional on f .
Claim 3.2. If f is generated solely by calls to RANDOMSET, then f will be generated according to the distribution D.
Proof. The proof is straightforward.
REFINE and GENERATE.
Say f is t-good if it satisfies certain properties, which will be defined with respect to the problem P and the input distribution D. For some T ≤ n, we would like to prove that the problem P cannot be solved in T steps. Let A be an algorithm which allegedly solves problem P over the input distribution D in T steps.
Given this algorithm A, we create a procedure REFINE, which tells the random adversary how to fix the inputs at each step. Formally, REFINE(t, f ) takes a time t and a partial input map f and returns a new partial input map f ′ that is a refinement of f . We need to prove that the procedure REFINE has two important properties, the first of which is concerned with preservation of "t-goodness." Lemma 3.3. If t < T and REFINE is called with parameters (t, f ), where f is t-good, then with probability at least 1 − n −2 REFINE will return a partial input map f ′ that is (t + 1)-good. The second property is that REFINE is unbiased. Consider the function GENER-ATE in Figure 3 .2 that starts with the partial input map f 0 = f * and applies REFINE T times to generate a sequence of partial input maps
) is a refinement of f t−1 , and f is an input map generated according to the conditional distribution over D from the set of refinements of f T . Then we need to prove the following lemma.
Lemma 3.4. The input map f returned by GENERATE is generated according to the distribution D.
In all REFINE procedures we construct in this paper, all inputs are set by calls to RANDOMSET. Consequently, by Claim 3.2, Lemma 3.4 will always hold.
Note that from Lemma 3.3 we also have the following. Lemma 3.5. With probability at least 1−n −1 , the partial input map f T is T -good. Proof. Let Z t be a binary random variable which is equal to 1 exactly when REFINE returns a t-good function at step t. Then the probability of failing at any
By Lemma 3.3, this is at most T n −2 ≤ n −1 . In summary, to fill in the random-adversary framework for a specific problem P , we must specify 1. an input distribution D, 2. a definition for t-good, 3. a function REFINE, 4. a time T , and 5. a proof for Lemma 3.3. Once this is done, we can use Lemmas 3.4 and 3.5, along with the specific definition of t-good, to prove the desired lower bound. Since this is highly problem dependent, we do not include it in the description of the general random-adversary technique.
3.5.
Comparison to random restriction. In the random-restriction procedure first used in Furst, Saxe, and Sipser [18] , a random set of inputs is randomly set according to a uniform distribution over binary inputs. The random adversary extends this idea to carefully chosen sets of inputs, and possibly other input distributions, some in which the inputs are not independent. Also, with random restrictions, there was never a notion of possibly setting more inputs in a single step. In the random adversary, the adversary is allowed to randomly set more inputs if the induction hypothesis does not yet hold.
A recent paper by Impagliazzo, Paturi, and Saks [33] gives a proof of a lower bound for the depth of threshold circuits computing majority using a technique similar to the random adversary, where inputs to be randomly set are chosen carefully. However, the inputs are not set according to any predefined distribution. Thus Yao's theorem would not apply, and this would not translate into a lower-bound proof for randomized threshold circuits.
4. PRAM-specific definitions. Let A be any deterministic algorithm for an n processor PRAM, and let f be any input map. Trace(p, 0, f ) is defined to be the tuple p . Trace(p, t, f ) (for t > 0) is defined to be the tuple p, λ 1 , . . . , λ t in which λ j is the contents of the cell read in step j, if any, and λ j is the null symbol otherwise. Similarly, Trace(c, 0, f ) is defined to be the tuple c, λ 0 , where λ 0 is the initial value in cell c. Trace(c, t, f ) (for t > 0) is defined to be the tuple c, λ 0 , . . . , λ t in which λ j is the contents of the cell after step j.
For the following, assume that v is either a processor or a cell. Let g be any relevant partial input map. We will define Know(v, t, g) as the smallest set of inputs such that the following property P K is satisfied: for any relevant input maps f 1 and f 2 that refine g and have f 1 (q) = f 2 (q) for all q ∈ Know(v, t, g), Trace(v, t, f 1 ) is the same as Trace(v, t, f 2 ). (Intuitively, v is not dependent on inputs outside Know(v, t, g), since these could not affect its trace, and v is dependent on every input inside Know(v, t, g) by the fact that it is the minimum set of inputs which could affect its trace.) Claim 4.1. For all v, t, g, Know(v, t, g) exists and is unique. Proof. Know(v, t, g) exists since at least one set (the set of all inputs) satisfies P K, and there are a finite number of sets from which the smallest can be chosen.
Know(v, t, g) is unique since if two sets satisfy P K, then their intersection satisfies P K (i.e., there cannot be two different smallest sets, since the intersection of them is smaller than either and also satisfies P K). To see this consider two sets A and B which satisfy P K. Consider two input maps f 1 and f 2 that refine g and have f 1 (q) = f 2 (q) for all q ∈ A ∩ B. Define f 3 as follows.
Then by the property P K, Trace(v, t, f 1 ) = Trace(v, t, f 3 ), and Trace(v, t,
Let AffProc(i, t, g) contain each processor p for which i ∈ Know(p, t, g). Let AffCell(i, t, g) contain each cell c for which i ∈ Know(c, t, g).
5
. General CRCW PRAM lower bound. Before we prove a lower bound on load balancing, we will prove a general lower bound on the amount of information which can be transferred between processors given a general random input.
Assume the set of possible values for inputs Q = {v 1 , . . . , v |Q| }. The input distribution we will use is that each input is independently assigned value v j (1 ≤ j ≤ |Q|) with probability p j for some p 1 , . . . , p |Q| with p 1 + · · · + p |Q| = 1. Let p 0 = min{p 1 , . . . , p |Q| }, and P = 1/p 0 .
We now define the following constants and functions of n:
Then the following facts are easily proved (use Lemma ?? for Fact 5.1).
Fact 5.1. k T ≤ log log n.
For each p ∈ W (in order by proc. number) (6) Let g = RANDOMSET(g, Know(p, t, g)) (7)
If p does not write to c
Return f ′ End REFINE A partial input map f is called t-good if the following three conditions are satisfied.
3. f maps at most r t inputs to something other than " * ."
We now describe the algorithm REFINE (shown in Figure 5 .1) which is called with a time t and a partial input map f , and which returns a partial input map f ′ which is a random refinement of f . This random refinement is based on the action of algorithm A at step t + 1. (A step is assumed to be a write followed by a read.) Let U be the set of inputs that f maps to " * ." Let U ′ be the set of inputs that f ′ maps to " * ." Say a processor p write-affects a cell c with a partial input map g if for some input map g ′ which refines g, p writes to cell c at step t + 1. Say a cell c read-affects a processor p with a partial input map g if for some input map g ′ which refines g, p reads from cell c at step t + 1. Let WRITE(c, g) be the set of processors that write-affect cell c with a partial input map g, and let READ(c, g) be the set of processors that c read-affects with a partial input map g. Let L be the set of cells for which
kt . In algorithm REFINE, we simply go through the processors (in order by processor number) which write-affect (with the current partial input map) each cell in L, and randomly set the inputs in their knowledge sets until one is sure to write or none of them write. Note that at step (4), we use the set WRITE(c, g) instead of WRITE(c, f ). Since g ≤ f , WRITE(c, g) ⊆ WRITE(c, f ), but the sets may not be equal. We must use WRITE(c, g) so as not to set all the inputs in a set Know(p, t, g) if p has already been forced not to write to cell c by previous refinements to f .
We say REFINE fixes a processor p if REFINE executes step (6) for processor p.
The following claim formally proves the intuitive idea that when the inputs that affect the state of a processor or cell are all fixed, then the state of the processor or cell is fixed.
Claim 5.3. Let f be a partial input map, and let v be a processor or cell. Then if f ′ refines f and for all i ∈ Know(v, t, f ), f ′ (i) does not equal " * ," then |Know(v, t, f ′ )| = 0. Proof. Take any input maps f 1 and f 2 which refine f ′ , Then f 1 and f 2 also refine f and for every input q ∈ Know(v, t, f ), f 1 (q) = f 2 (q). By the definition of Know(v, t, f ), this implies that Trace(v, t, f 1 ) = Trace(v, t, f 2 ). Thus the minimum set that satisfies the necessary conditions for Know(v, t, f ′ ) is the empty set. The following claim formally proves that REFINE causes the contents of each cell c ∈ L to become fixed. It does this by fixing the contents of c previous to the step and then fixing processors that possibly write to c one-by-one until either (1) a processor writes a fixed value to the cell and no lower numbered processor writes to the cell, or (2) 
′ ≤ p, |Know(p ′ , t, f ′ )| = 0, and thus the action of p ′ is fixed at step t + 1 for any input map which refines f ′ . If p = ∞, then for any input map which refines f ′ , no processor writes to c (i.e., no processor affects Trace(c, t + 1, f ′ )), and thus Know(c, t + 1, f ′ ) will contain only those inputs in Know(c, t, f ′ ), which is empty. If p = ∞, then the contents of c will contain the value written by p (i.e., only the inputs in the Know(p, t, f ′ ) could affect the Trace(c, t + 1, f ′ )), and thus Know(c, t + 1, f ′ ) will contain only those inputs in Know(p, t, f ′ ), which is empty.
′ ) contains at most those inputs in Know(c, t, f ) and those inputs in Know(p, t, f ) for each processor p of the (400P 2 ) kt processors in WRITE(c, f ), and thus affect Trace(c, t + 1, f ′ ). Therefore |Know(c, t
kt . For a processor p, let C be the set of cells c such that p ∈ READ(c, f ). Then |C| ≤ |Q| kt , since that is the maximum number of possible settings of inputs in Know(p, t, f ). Know(p, t + 1, f ′ ) contains at most the inputs in Know(p, t, f ) plus the inputs in Know(c, t
For an input i ∈ U ′ , let P ′ be the set of processors p for which i ∈ Know(p, t, f ). Then |P ′ | ≤ k t . For a processor p ∈ P ′ , let C p be the set of cells c such that p ∈ WRITE(c, f ). Then |C p | ≤ |Q| kt . Thus i could be contained in Know(c, t + 1, f ′ ) for at most those cells c ∈ p∈P ′ C p and each of the at most k t cells c for which i ∈ Know(c, t, f ). Then i is contained in Know(c, t
For an input i ∈ U ′ , let C be the set of cells c for which i ∈ Know(c, t
For a cell c ∈ C, let P c be the set of processors p such that p ∈ READ(c, f ). Then |P c | ≤ (400P 2 ) kt . Then i could be contained in Know(p, t + 1, f ′ ) for at most those processors p ∈ c∈C P c and the at most k t processors p for which i ∈ Know(p, t, f ). Then i is contained in Know(p, t + 1, f ′ ) for at most k t + (k t + k t |Q| kt )(400P 2 ) kt processors p. The four claims in the lemma then follow from the fact that 1 ≤ |Q| ≤ P and Lemma ??.
We say that REFINE(t, f ) is successful if it calls RANDOMSET with at most n 8(2 t+1 ) inputs.
Lemma 5.6. If f is t-good and REFINE is successful, then f ′ is t + 1-good. Proof. This follows from Lemma 5.5 and the fact that
.
Without loss of generality, let the cells c ∈ L be numbered 1 to |L| in the order in which they are processed by REFINE. Let f ′ 0 = f , and let f ′ c be the partial input map obtained after REFINE is finished with cell c.
Let M be the set of partial input maps which could possibly be obtained after REFINE is finished with cell c − 1. For any g ∈ M , let W c,g be the set of processors in WRITE(c, g) and assume without loss of generality that these processors are numbered from 0 to |W c,g | − 1. Construct a set S c,g from W c,g inductively by inserting into S c,g the lowest-numbered processor p from W c,g such that Know(p, t, g) is disjoint from Know(p ′ , t, g) for every processor p ′ already in S c,g . Say the jth processor inserted into S c,g has rank j.
Claim 5.7. The number of the jth processor inserted into S c,g is at most k
Proof. Let p be one of the first j − 1 processors inserted into S c,g . Then |Know(p, t, g)| ≤ k t , and since for each i ∈ Know(p, t, g), |AffProc(i, t, g)| ≤ k t , i is contained in Know(p ′ , t, g) for at most k t processors p ′ . In total for processor p,
for some p which is one of the first j − 1 processors inserted into S c,g .
Let [g] be the event that g is the partial input map obtained after REFINE is finished with cell c − 1. For a set G ⊆ M , let [G] be the event that the partial input map obtained after REFINE is finished with cell c − 1 is contained in G. Let X c be the random variable denoting the number of processors in S c,g that REFINE fixes while fixing cell c. (Note that the probability distribution of X c is taken over the calls to RANDOMSET which define which g ∈ M is used, and over the calls to RANDOMSET for fixing the processors in S c,g .) Let Y be a random variable with a geometric distribution with parameter P −kt . Claim 5.8. For any real a ≥ 1 and any g ∈ M with Pr(
Proof. Let j = ⌊a⌋. Given [g], the probability that REFINE has not forced any processors numbered no larger than the jth ranked processor in S c,g to write is less than the probability that it has not forced the first j processors in S c,g to write. The probability of the processor of rank i writing given that the processors of ranks 1 through i − 1 did not write is at least P −kt , since they are independent, and RANDOMSET sets the at most k t inputs in Know(i, t, g) randomly. Then
Claim 5.9. For any real a ≥ 1 and any
Proof. Note that for any real a, the event (X c > a) ∧ [G] can be formulated as
Also note that the terms in this disjunction are disjoint. Then using Claim 5.8,
For any natural numbers b 1 , . . . , b c−1 , let G b1,. ..,bc−1 be the set of partial input maps for which
Lemma 5.10. Given independent random variables Y 1 , . . . , Y |L| with geometric distributions with parameter P −kt ,
Proof. Using Claim 5.9, for any natural numbers
Then the lemma follows from Theorem ??. Lemma 5.11. If f is t-good then REFINE(t, f ) is successful with probability at least 1 − n −2 . Proof. From Claim 5.7, given that REFINE fixes X 1 + · · · + X |L| processors in the sets S c,g , (1 ≤ c ≤ |L|), it calls RANDOMSET with at most k 3 t (X 1 + · · · + X |L| ) inputs (at most k t inputs from Know(p, t, g) for each processor p ∈ W c,g is fixed).
Let m = |L| and let m * = 2nP kt /(400P 2 ) kt . Note that by the definition of the set L, m ≤ m * . From Lemma 5.10 and using the Chernoff bound for sums of geometric distributions given in the appendix to bound
, and the fact that 1 2 ≤ q < 1), we see that
for k t ≥ 1. Note that for sufficiently large n, when k t ≤ log log n and P ≤ log n, e −m * /4 ≤ e − √ n . With very high probability then, the number of inputs set by RANDOMSET in this step is bounded by
for k t ≥ 1. Since k 0 = 1, and k t grows much faster than t, it is easy to see that k t ≥ t + 1 for all t ≥ 0. Thus we have shown that with very high probability, at most n/8(2 t+1 ) processors are set by RANDOMSET at step t. Lemma 5.12. If t < T and REFINE is called with parameters (t, f ), where f is t-good, then with probability at least 1 − n −2 REFINE will return a partial input map f ′ that is (t + 1)-good. Proof. This follows from Lemma 5.11 and Lemma 5.6. From Lemma 5.12, Fact 5.1, and Fact 5.2 we obtain the following corollary. Corollary 5.13. For any processor or cell p, |Know(p, T, f T )| ≤ k T ≤ log log n, and the number of inputs set by RANDOMSET is at most r T ≤ n/8 with probability at least 1 − n −1 .
6. Load-balancing lower bound. Instead of directly proving a lower bound on the general load-balancing problem, it will be convenient to prove a lower bound on the following variation of the load-balancing problem.
Chromatic load balancing (CLB). Let m ≥ 1, and let Q be a set of 8m colors. Assume that there is a set of n groups of 4m objects each, and each group of objects is randomly assigned a color from Q. Then the chromatic load-balancing problem is to choose any color and distribute the objects of that color into n groups of at most m objects.
Without loss of generality, we will assume the objects are tagged with their original group number and their original rank (1 to 4m) within that group.
Enhanced chromatic load balancing (ECLB). The enhanced chromatic load-balancing problem is the same as the CLB problem with the added requirement that one must produce an n×4m array of pointers such that in each row corresponding to a group of the chosen color, and each column corresponding to the rank of a given object, there must be a pointer to the destination group of the object.
Claim 6.1. Given a solution to the CLB problem, one can construct a solution to the ECLB problem on a priority CRCW PRAM in m additional steps.
Proof. Assign one processor per destination group (of the CLB solution) to step through the at most m objects assigned to that group. For each object with tag (group, rank), have the processor write that destination in the array at location (group, rank).
Lemma 6.2. For m = o(log * n), a deterministic algorithm which solves the ECLB problem on a priority CRCW PRAM requires Ω(log * n) expected time. Proof. Assume we have finished step T of a deterministic algorithm that solves the ECLB problem. Then k T ≤ log log n and r T ≤ n/8. Consider a color q ∈ Q. Consider a group g that has not been assigned a color by f T (i.e., for such a group i, f T (i) = " * ") and an object o in group g. Let c be the cell holding the array location (g, o) in the pointer array. Consider the contents of c (the pointer in (g, o) ) assuming that the input map which was refined from f T assigned the color q to all inputs (groups) in Know(c, T, f T ). Do this for all objects in all such groups that have not been assigned a color by f T . This defines a potential object map F . Then F is a function with a domain of size at least (7n/8)(4m) = 28nm/8 and a range of size at most n. By a simple counting argument, we can find n disjoint sets of m+1 cells, all of which point to the same destination group. (To see this, consider iteratively removing sets of m + 1 cells that point to the same destination group. One can do this until there are at most m cells pointing to any destination group, or at most nm leftover cells. Then the number of sets removed is at least (28nm/8 − nm)/(m + 1) ≥ n.)
Let S be one of the disjoint sets of cells that we have just found. Each of the m+1 cells c ∈ S have Know(c, T, f T ) ≤ k T ≤ log log n, and thus at most (m + 1) log log n inputs affect the contents of these cells. Each of these inputs is in Know(c ′ , T, f T ) for at most log log n other cells c ′ , so at most (m + 1)(log log n) 2 cells are affected by the same inputs that affect the cells in set S. Thus from the n disjoint sets of m + 1 cells which are mapped by F to the same processor, we can find a subset of B = ⌊n/(m + 1)(log log n)
2 ⌋ sets whose cell contents are completely independent. Number these sets from 1 to B.
Claim 6.3. With very high probability, at least one of these B sets uses the same pointers as F .
Proof. We can see that the probability of all cells c in one of these sets using the pointers from F is at least the probability that f maps all inputs in Know(c, T, f T ) for each c in the set to the color q, which is at least 1/(8m) (m+1) log log n . Now for all sets i, let X i be a random variable which is one if this event occurs, and zero otherwise. Let X ′ i = 1 − X i . Let Y i be a random variable which is one with probability 1/(8m) (m+1) log log n , and zero otherwise. Let
Then for all sets i and any real number a, P r(X
Since the X ′ i 's are independent, they obviously satisfy the conditions of Theorem ??, and thus
The number of sets in which this event occurs can then be bounded from below using the Chernoff bound for binomial random variables given in the appendix, as follows.
For sufficiently large n, this implies a very high probability bound. Also for sufficiently large n, B/2(8m) (m+1) log log n ≥ 1, and thus with very high probability, at least one set of m + 1 objects will be mapped to the same processor.
By Claim 6.3, with very high probability the mapping provided by the algorithm for the color q at this point will not be a valid solution to the ECLB problem. (Remember we required that at most m objects map to any one destination group.)
Since with very high probability the mapping will be invalid for any color we choose, and since there are only 8m colors, with very high probability there will be no valid solution to the ECLB problem. The lemma follows since T = Ω(log * n). Corollary 6.4. For m = o(log * n), a deterministic algorithm which solves the CLB problem on a priority CRCW PRAM requires Ω(log * n) expected time. Proof. This follows from Claim 6.1 and Lemma 6.2. Theorem 6.5. Solving the load-balancing problem on a randomized priority CRCW PRAM requires Ω(log * n) expected time. Proof. Assume there is an algorithm that solves load balancing in expected time t. Then by Yao's theorem, for any input distribution, there is a deterministic algorithm which solves load balancing over that distribution in expected time t. Consider the chromatic load-balancing problem (with m = log log * n) and choose one of the 8m colors. (We choose log log * n because it increases with n and is o(log * n), as required in Corollary 6.4.) Let D be the input distribution of the objects of that color, and let A be the algorithm given by Yao's theorem for distribution D. We can then solve the chromatic load-balancing problem using the following procedure. First run A for the objects of the chosen color. Without loss of generality, for some constant C assume A assigns at most C(1 + h/n) objects to each processor, when h objects are given as input. Also assume n is large enough so that 2C < m. If at most m objects are assigned to each processor then one can easily assign each processor's objects to a destination group. If not, then run a Θ(log n) time algorithm to solve chromatic load balancing (for example, using prefix operations).
We now analyze the expected time of this procedure. On average, there will be 4nm/8m objects of the chosen color, and with very high probability, there will be at most n objects of that color. If there are at most n objects of that color, at most 2C of them will be assigned to any one processor by A. Because of the very high probability of this occurring, the Θ(log n) time algorithm (that is run when more than m objects are assigned to any processor) will not asymptotically increase the expected time of the procedure. Thus the chromatic load-balancing problem can be solved in the same asymptotic expected time as A, and by Corollary 6.4, t = Ω(log * n).
Related lower bounds.
In this section, we show further applications of the lower-bound technique.
Theorem 7.1. Solving compaction on a randomized priority CRCW PRAM requires Ω(log * n) expected time. Proof. Assume there is an algorithm that solves compaction in expected time t. Then by Yao's theorem, for any input distribution, there is a deterministic algorithm which solves compaction over that distribution in expected time t. Consider the chromatic load-balancing problem (with m = log log * n) and choose one of the 8m colors. Consider an item to be a group of objects of that color, and let D be the input distribution of the items. Let A be the algorithm given by Yao's theorem for distribution D. We can then solve the chromatic load-balancing problem using the following procedure. First run A with h = n/4m. Without loss of generality, for some constant C assume A inserts the items into an array of size Ch, when h is the parameter given in the definition of compaction and the input consists of at most h items. Also assume n is large enough so that C < m. If A succeeds, then one can easily assign each item to four destination groups (i.e., m objects to each destination group), and this solves the chromatic load-balancing problem. If A does not succeed, then run a Θ(log n) time algorithm to solve chromatic load balancing (for example, using prefix operations).
We now analyze the expected time of this procedure. On average, there will be n/8m items, and with very high probability, there will be at most n/4m items. If there are at most n/4m items, then A will succeed. Because of the very high probability of this occurring, the Θ(log n) time algorithm (that is run when A fails) will not asymptotically increase the expected time of the procedure. Thus the chromatic load-balancing problem can be solved in the same asymptotic expected time as A, and by Corollary 6.4, t = Ω(log * n). Theorem 7.2. Solving the padded-sort problem on a randomized priority CRCW PRAM requires Ω(log * n) expected time. Proof. (We actually prove that this lower bound holds for sorting into any array of size linear in n, not just n + o(n).) We can reduce the chromatic load-balancing problem (with m = log log * n) to the padded-sort problem with no asymptotic increase in running time as follows. Assign the colors individual integers from 0 to 8m − 1. For each group with color i, uniformly choose a random real number from the range (i/8m, (i + 1)/8m]. Thus each group will be assigned a number from (0, 1] and these will be uniformly distributed. Now assume we have a padded-sort algorithm which will place these numbers in sorted order into an array A of size kn for some constant k. Run this padded-sort algorithm. Next we find a color which is mapped to ≤ 3kn/8m consecutive positions in constant time as follows.
Assign one processor to each group. Say a processor is of color i if it is assigned to a group of color i. For each i ∈ {0, . . . , 8m − 1} perform the following steps. Each processor of color i writes its group's position in A to position i in a new array P [0 . . 8m − 1]. (It can easily be detected if a color i has no representative processors, and in that case, color i can be used as a trivial solution to the chromatic loadbalancing problem.) Then each processor of color i subtracts P [i − 1] from P [i + 1] and checks if the result is ≤ 3kn/8m. Assuming all the colors are present, then one color will find its result is ≤ 3kn/8m. (Otherwise, every set of three consecutively numbered colors is mapped into > 3kn/8m consecutive positions, and thus |A| > (3kn/8m)(8m/3) = kn.) Each processor of color i whose check succeeds writes i to a variable V . We choose the color corresponding to the contents of V .
Assume this color is j. Since 3kn/8m ≤ n/4 for large enough n, we know that the groups of color j are mapped into A[P [j − 1], P [j − 1] + n/4], so we can easily assign four destination groups to each group of color j (i.e., m objects to each destination group). This solves the chromatic load-balancing problem.
8. Random graphs. The input will consist of an adjacency matrix with a 1 entry if an edge exists, and a 0 entry otherwise. Thus Q = {0, 1}. For a random graph G n,p there will be will be n 2 inputs, and the input distribution will be that each input is 1 with probability p and 0 with probability 1 − p.
Let T , the function REFINE, and the notion of t-good be defined as in the general CRCW PRAM lower bound. Then Lemma 5.12 holds.
Theorem 8.1. For any constant 0 < p < 1, any problem which requires the construction of an edge cover (with high probability) in a random graph G n,p represented as an adjacency matrix requires Ω(log * n) expected time on an n processor CRCW PRAM.
Proof. Assume there is an algorithm that finds an edge cover in a random graph G n,p in expected time t. Then by Yao's theorem, there is a deterministic algorithm that finds an edge cover in a random graph G n,p in the same expected time t. Thus a lower bound for deterministic algorithms will provide the same lower bound for any (randomized) algorithm.
Assume we have finished step T of a deterministic algorithm that finds an edge cover in a random graph G n,p . Assume the edge cover is given in an output array EC [1. .n] of size n such that EC[i] = j if (i, j) is the alleged edge covering vertex i. (For the rest of the proof, we will also use the index i to denote the memory cell corresponding to the array element EC[i].) By Lemma 5.12, k T ≤ log log n and r T < n/8. Consider all the vertices which are only covered by edges which f maps to " * ." There will be at least 3n/4 of these. We will find a subset of the array indices corresponding to these vertices for which the sets Know(i, T, f T ) are disjoint. To do this, we will use a greedy algorithm and obtain a set S of size 3n 4k 2 T ≥ 3n 4(log log n) 2 . The probability of this occurring for any index in S is ≥ (1 − p) log log n and is independent of any other cells in S. Thus the average number of indices j in which the existence of (j, EC[j]) does not affect EC[j] will be at least 3n 4(log log n) 2 (1 − p) log log n = Ω( √ n).
Assuming n is large, and using a Chernoff bound, we can show that this occurs for at least half of these indices with high probability. Thus Ω( √ n) vertices will have a 1 − p chance of not being covered. Since an edge can only possibly cover two vertices, at most two vertices will point to the same alleged edge. Thus Ω( √ n) vertices point to different alleged edges. Then using another Chernoff bound, it is easy to show that with high probability, many of these will point to nonexistent edges. Thus with high probability the edge cover is invalid. Since T = Ω(log * n), the expected time of this deterministic algorithm must be Ω(log * n). Corollary 8.2. For any constant 0 < p < 1, in a random graph G n,p represented as an adjacency matrix, constructing a Hamiltonian cycle, spanning tree, or maximal matching requires Ω(log * n) expected time on an n processor CRCW PRAM. Proof. With high probability a Hamiltonian cycle, a spanning tree, and a maximal matching exist in G n,p , and constructing any of these implies construction of an edge cover. Thus by Theorem 8.1, the stated lower bound holds.
9. Conclusion. We have developed a technique which provides lower bounds on randomized PRAM algorithms. Using this technique, we have been able to prove tight lower bounds for many problems, including the fundamental problem of load balancing, even on the most powerful CRCW PRAM model. In view of the increasing amount of attention being paid to the area of fast randomized algorithms on the PRAM, we believe this lower-bound technique is very important. We hope that this general technique can be used to prove lower bounds on other problems for which very fast randomized algorithms have been developed, including integer chain-sorting [27] and parallel hashing [21] . in which the inequality holds because X i is independent of all Y j 's, and by the condition placed on X i in the theorem. Using this fact, we can see that Pr(X 1 + · · · + X n > a) ≤ Pr(X 1 + · · · + X n−1 + Y n > a) . . .
We use the Chernoff bound to bound the distribution of a random variable Z which is the sum of n independent random variables. For a binomial random variable Z ∼ B(n, p), where Z is the sum of n independent Bernoulli trials with probability of success p, Angluin and Valiant [3] show that for 0 < β < 1, one can obtain the bounds Pr(Z ≥ (1 + β)np) ≤ e We prove this here. First we prove that for x ≥ 0, 1 + x e x ≤ e −x 2 /2e
x .
This can be shown by using the facts that for all real y, 1 + y ≤ e y and e y = x .
Next we prove that for x ≥ 1, 1 + x e x ≤ e −x/4 .
This follows from the fact that e 3x/4 − x − 1 ≥ 0 for x ≥ 1, which can be derived from the facts that e 3/4 − 2 ≥ 0, and that the derivative of e 3x/4 − x − 1 ( Now let X 1 , . . . , X n be independent random variables with geometric distributions with parameter p, and let Z = X 1 + · · · + X n . Let β > 0 and t > 0. Then following along the lines of Hagerup and Rüb [30] , Pr(Z ≥ (1 + β)nq/p) = e −t(1+β)nq/p e t(1+β)nq/p P (e tZ ≥ e t(1+β)nq/p ) ≤ e −t(1+β)nq/p E(e tZ ).
Then since X 1 , . . . , X n are independent and identically distributed, we get E(e tZ ) = E(e t(X1+···+Xn) ) = E(e tX1 · · · e tXn ) = which can be bounded using the bounds on 1+x e x derived above. Note that for 0 < q < 1 and β > 0, ln((1 + β)/(1 + qβ)) < ln(1/q).
