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. ( ) Weiss and Wolfowitz $[\mathrm{W}\mathrm{W}74$]
(Akahira and Takeuchi[AT81], Ibragimov
and Has’minskii [IH81], Akahira [A91], Shono [S96] $)$ . , Blyth [B82] ,
, ,
(Weiss $\mathrm{w}86]$). , Bayes , -{?} ,
(Ohyauchi and Akahira [OAOI], Ohyauchi [O02]),
Bayes
(Akahira and Ohyauchi[AO02]).




, , , , ,
MPE . , , , Bayes (
) .
2
, $X_{1},$ $X_{2},$ $\cdots,$ $X_{n},$ $\cdots$ ( $\sigma$- $\mu$
) (p.d.f.) $p(x, \theta)(\theta\in\Theta)$ , $\Theta$ $\mathrm{R}^{1}$
. , $\mathrm{X}:=(X_{1}, \cdots, X_{n})=\mathrm{x}:=(x_{1}, \cdots, x_{n})$ , $\theta$
$L_{\mathrm{x}}( \theta)=.\cdot\prod_{=1}^{n}p(x:, \theta)$
. , $\mathrm{X}$ $\mathcal{X}$ , $\theta$ (experiment)
$(\mathrm{X}, \mathcal{X}, L.(\theta), \theta\in\Theta)$ , . , $\theta$
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$\mathrm{i}_{n}$ $:=\hat{\theta}_{n}(\mathrm{X})$ $\{c_{n}\}$ . , $r$
$\int_{d-(r/c_{n})}^{d+(r/c_{n})}L_{\mathrm{x}}(\theta)d\theta$
$d$ $\theta$ (maximum probability estimator, $\mathrm{M}\mathrm{P}\mathrm{E}$)
, $\hat{\theta}_{MP}^{r}$ ([WW74]). , MPE $r$ .
, $c_{n}$ $\sqrt{n}$ , $n^{1/\alpha}(0<\alpha<2),$ $\sqrt{n\mathrm{o}\mathrm{g}n}$
( Akahira and Takeuchi[AK81] ). , MPE
$l_{r}(\theta, d)=\{$
0 $(|\theta-d|\leq r/c_{n})$ ,
1 $(|\theta-d|>r/c_{n})$
, (generalized Bayes
estimator, GBE) . , $\int_{\Theta}L_{\mathrm{x}}(\theta)d\theta<\infty$ .
3
2 , ( ) p.d.f. $p$ $(\mathrm{A}1)\sim(\mathrm{A}3)$
.
(A1) $p(x)>0(a<x<b),$ $p(x)=0$ ( ).
(A2) $p$ $(a, b)$ , $p’(x)<0(a<x<b)$ .
(A3) $k:= \lim_{xarrow a+0}p(x)(>0)$ .
, $-\infty<a<b\leq\infty$ . , $\Theta=\mathrm{R}^{1}$ , $\theta$ , $X_{1}$
p.d.f. $p(x-\theta)$ . , $a=0$ .
$\theta$ , $c_{n}=n$ ([AT81]). , $\theta$
$L_{\mathrm{x}}( \theta)=\prod_{i=1}^{n}p(x_{i}-\theta)>0$
$(\underline{\theta}<\theta<\overline{\theta})$
. , $\underline{\theta}:=\max_{1\leq i\leq n}x_{i}-b,\overline{\theta}:=\min_{1\leq i\leq n}x_{i}$ . , (A2) ,
$\underline{\theta}<\theta<\overline{\theta}$
$\frac{\partial}{\partial\theta}\log L_{\mathrm{x}}(\theta)=-\sum_{i=1}^{n}\frac{p’(x_{i}-\theta)}{p(x_{i}-\theta)}>0$
, 1Og $L_{\mathrm{x}}$ ( $(\underline{\theta},\overline{\theta})$ . , $\theta$










. , (3.1) $\hat{\theta}_{ML},\hat{\theta}_{MP}^{r}$ 2 (AMSE)
$\mathrm{A}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{\theta}_{ML})=E_{\theta}[\{n(\overline{\theta}-\theta)\}^{2}]=\frac{2}{k^{2}}+o(1)$ , (3.2)
$\mathrm{A}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{\theta}_{MP}^{r})=E_{\theta}[\{n(\overline{\theta}-\frac{r}{n}-\theta)\}^{2}]=(r-\frac{1}{k})^{2}+\frac{1}{k^{2}}+o(1)$ (3.3)
. , (3.3) $\mathrm{A}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(\hat{\theta}_{MP}^{r})$ $r$ 1 $r=1/k$ ,




, $\mathrm{M}\mathrm{P}\mathrm{E}$ $\mathrm{M}\mathrm{L}\mathrm{E}$ 50%
.
, AMSE (asymptotic mean absolute error,
AMAE) , $\theta$ MLE $\hat{\theta}_{ML}$ , MPE $\hat{\theta}_{MP}^{r}$ , (3.1)
$\mathrm{A}\mathrm{M}\mathrm{A}\mathrm{E}_{\theta}(\hat{\theta}_{ML})=E_{\theta}[n|\overline{\theta}-\theta|]=-.[perp]-+o(1)$ ,$\mathrm{A}\mathrm{M}\mathrm{A}\mathrm{h}_{\theta}’(\theta ML)=B_{\theta}’[n|\theta-\theta||=\overline{k}+o(1)$ (3.5)
$\mathrm{A}\mathrm{M}\mathrm{A}\mathrm{E}_{\theta}(\hat{\theta}_{MP}^{r})=E_{\theta}[n|\hat{\theta}_{MP}^{r}-\theta|]=r+\frac{2}{k}e^{-kr}$ $+o(1)$ (3.6)




$\frac{\mathrm{A}\mathrm{M}\mathrm{A}\mathrm{E}_{\theta}(\hat{\theta}_{MP}^{r_{0}})}{\mathrm{A}\mathrm{M}\mathrm{A}\mathrm{E}_{\theta}(\hat{\theta}_{ML})}\approx\log 2$ $(\approx 0.693)$ $(narrow\infty)$
, $\hat{\theta}_{MP}^{r0}$ $\hat{\theta}_{ML}$ 70% .
, , $\theta$ $\hat{\theta}=\hat{\theta}(\mathrm{X})$ , $\epsilon>0$ , $\hat{\theta}$
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(error probability, $\mathrm{E}\mathrm{P}$ ) $\mathrm{E}\mathrm{P}_{\mathit{0}}(\ovalbox{\tt\small REJECT})\ovalbox{\tt\small REJECT} Po\{n|\ovalbox{\tt\small REJECT}-\theta|>\epsilon\}$ , $\theta$ MLE










, MPE $\hat{\theta}_{MP}^{\epsilon}$ MLE .
, AMSE, AMAE MPE MLE
, 50%, 70% , EP ,






, $(\mathrm{A}1)\sim(\mathrm{A}3)$ , $k=1$ . , (3.9)
$\frac{\mathrm{E}\mathrm{P}_{\theta}(\hat{\theta}_{MP}^{\epsilon})}{\mathrm{E}\mathrm{P}_{\theta}(\hat{\theta}_{ML})}\approx e^{-\epsilon}$
, $\epsilon=1/2$ $e^{-\epsilon}\approx 0.607$ , $\hat{\theta}_{MP}^{1/2}$ $\hat{\theta}_{ML}$










, $\epsilon\ovalbox{\tt\small REJECT} 1/2$ $\ovalbox{\tt\small REJECT}^{\mathrm{e}}1\ovalbox{\tt\small REJECT}-\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT} 0671$ , $\ovalbox{\tt\small REJECT}\approx\ovalbox{\tt\small REJECT}$ $\ovalbox{\tt\small REJECT}_{L}$$e$
$67\ovalbox{\tt\small REJECT}$ .
, 3.1, 32 $e^{-\epsilon},$ $e^{-\epsilon\sqrt{2/\pi}}$ , $\epsilon=0.05(0.05)0.50$




2 , ( ) p.d.f. $p$
$p(x, \theta)=\frac{1}{\theta}q(\frac{x}{\theta})$ (4.1)
, $q$ $\mathrm{R}^{1}$ 3 . , $\theta\in\Theta=(0, \infty)$





$h(d):= \int_{d-(r/\cap n}^{d+(r/\sqrt n}3\frac{1}{\theta^{n}}\dot{.}\prod_{=1}^{n}q(\frac{x_{i}}{\theta})d\theta$ (4.2)
$d$ , $\theta$ MPE $\hat{\theta}_{MP}^{r}$ . (4.1)
$h’(d)=(d+ \frac{r}{\sqrt{n}})^{-n}\prod_{i=1}^{n}q(\begin{array}{l}\mathrm{i}^{X}d+\frac{r}{\sqrt{n}}\end{array})-(d-\frac{r}{\sqrt{n}})^{-n}\prod_{i=1}^{n}q(_{d-\frac{\mathrm{i}_{r}}{\sqrt{n}}}^{X})=0$ (4.3)
$d$ . , (4.3)
$\log(d+\frac{r}{\sqrt{n}})-\frac{1}{n}\sum_{i=1}^{n}\log q(\begin{array}{l}\mathrm{i}^{X}d+\ovalbox{\tt\small REJECT}_{n}^{r}\end{array})=\log(d-\frac{r}{\sqrt{n}})-\frac{1}{n}\sum_{i=1}^{n}\log q(\begin{array}{l}\mathrm{i}^{X}d-\frac{r}{\sqrt{n}}\end{array})$
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$z_{1}( \mathrm{x}):=-\frac{1}{n}\sum_{i=1}^{n}x_{i}(\log q(x_{i}))’$ ,






. , (4.4) , .
$X_{1},$ $X_{2},$ $\cdots,$ $X_{n},$
$\cdots$ , p.d.f. (4.1) e
. ,
$d=dz_{1}( \frac{1}{d}\mathrm{X})-\frac{r^{2}}{3dn}+\frac{r^{2}}{dn}\{z_{1}(\frac{1}{d}\mathrm{X})+z_{2}(\frac{1}{d}\mathrm{X})+\frac{1}{6}z_{3}(\frac{1}{d}\mathrm{X})\}+o_{p}(\frac{1}{n})$ (4.5)





4.1 $\theta$ Lx( , (4.3) $\mathrm{M}\mathrm{P}\mathrm{E}$ . ,
$h’(d)=L_{\mathrm{x}}(d+ \frac{r}{\sqrt{n}})-L_{\mathrm{x}}(d-\frac{r}{\sqrt{n}})$
Lx( , $h’(d)=0$ $d=d^{*}$ , $d<d^{*}$ $h’(d)>0$ ,
$d>d^{*}$ $h’(d)<0$ , $h$ . , $h(d)$ $d^{*}$





, (4.1) $p(x, \theta)=(1/\theta)q(x/\theta)$ , $\theta$ p.d.f. .
, $\log q(x)=-x$ , $z_{1}( \mathrm{x})=\overline{x}:=(1/n)\sum_{i=1}^{n}x:,$ $z_{2}(\mathrm{x})=z_{3}(\mathrm{x})=0$
. , $z_{1}(\mathrm{x})=\overline{x}$ , $\cdot(4.6)$ $\theta$ MPE , $narrow\infty$
$\wedge MPr=-+\frac{2r^{2}}{3n\overline{X}}+o_{p}(\frac{1}{n})$ (4.7)
. $\overline{X}=(1/n)\sum_{i=1}^{n}X_{\dot{\iota}}$ . , $P(\overline{X}=0)=0$ .
, $\theta$ MLE $\hat{\theta}_{ML}=\overline{X}$ , MPE $\hat{\theta}_{MP}^{r}arrow\hat{\theta}_{ML}(rarrow \mathrm{O})$
, (4.7) .





, $Z:= \sum_{1=1}^{n}.X\dot{.}$ p.d.f.
$f_{Z}(z)= \frac{1}{\Gamma(n)}\frac{z^{n-1}}{\theta^{n}}e^{-z/\theta}$ $(0<z<\infty;\theta>0)$
$g( \text{ })=\int_{\frac{n}{e}(\theta-(/\int n\gamma)}^{\frac{n}{e}(\theta+r/\sqrt{n})}‘\frac{1}{\Gamma(n)}\frac{z^{n-1}}{\theta^{n}}e^{-\frac{z}{\theta}}dz$
22





, , MPE $\hat{\theta}_{MP}^{r}$ $1/n$ .
, Bayes $\theta$ . $\theta$ (improper prior
density)
$\pi(\theta)=\{\begin{array}{l}1/\theta(\theta>0)0(\theta\leq 0)\end{array}$
, $z:= \sum_{i=1}^{n}x_{i}$ , $\theta$ (posterior density)
$\pi(\theta|z)=\frac{z^{n}}{\Gamma(n)}\frac{1}{\theta^{n+1}}e^{-z/\theta}$ $(\theta>0)$
. , $\theta$ (posterior mode) \mbox{\boldmath $\theta$}^M , ( Bayes
) $\hat{\theta}_{BA}$ ,
$\theta\hat M\text{ }=\frac{1}{n+1}\sum_{i=1}^{n}X_{i}=:\frac{1}{n+1}Z$ , $\hat{\theta}_{BA}=\frac{1}{n-1}\sum_{i=1}^{n}X_{i}=:\frac{1}{n-1}Z$
. ,
$l(\theta, d)=(d-\theta)^{2}/\theta^{2}$




, \mbox{\boldmath $\theta$}^M . ,
$l( \theta, d)=\frac{d}{\theta}-1-\log\frac{d}{\theta}$
23





, $\mathrm{M}\mathrm{L}\mathrm{E}$ $\hat{\theta}_{ML}$ .
4.2 $q$
$.q(x)= \frac{1}{\sqrt{2\pi}}$e
, (4.3) $p(x, \theta)=(1/\theta)q\Leftarrow/\theta)$ $\theta$ $N(0,\theta^{2})$ p.d.f.
. ,
$\log q(x)=-\frac{1}{2}\log(2\pi)-\frac{x^{2}}{2}$
$(\log q(x))’=-x,$ $(\log q(x))’’=-1,$ $(\log q(x))’’’=0$
$z_{1}( \mathrm{x})=\frac{1}{n}\sum_{i=1}^{n}x^{2}\dot{.},$ $z_{2}( \mathrm{x})=\frac{1}{n}\dot{.}\sum_{=1}^{n}x_{\dot{\iota}}^{2},$ $z_{3}(\mathrm{x})=0$
. $z_{1},$ $z_{2}$ , (4.5) $\theta$ MPE
$\hat{\theta}_{MP}^{r}=\sqrt{M_{2}}(1+\frac{r^{2}}{6M_{2}n})+o_{p}(\frac{1}{n})$






$[succeq]\not\supset^{-}\mathrm{n}\uparrow\ovalbox{\tt\small REJECT}^{\backslash }\backslash ,$ $(4.3)\emptyset p(x, \theta)=(1/\theta)q(x/\theta)l\ovalbox{\tt\small REJECT} \mathrm{R}\mathrm{P}\mathrm{x}\mathrm{f}3\backslash \ovalbox{\tt\small REJECT}\theta k\not\in j^{\vee}\supset ff^{\backslash \backslash }\grave{\sqrt}^{-}\nabla 9\hslash i\emptyset \mathrm{p}.\mathrm{d}.\mathrm{f}$. $l^{arrow f_{\mathrm{c}}\zeta}$..
,
1Og $q(x)=\alpha\log\beta-\log\Gamma(\alpha)+(\alpha-1)\log x-\beta x$ $(x>0)$
$( \log q(x))’=\frac{\alpha-1}{x}-\beta,$ $( \log q(x))’’=\frac{-(\alpha-1)}{x^{2}},$ $( \log q(x))’’’=\frac{2(\alpha-1)}{x^{3}}$
$z_{1}(\mathrm{x})=-(\alpha-1)+\beta\overline{x},$ $z_{2}(\mathrm{x})=\alpha-1,$ $z_{3}(\mathrm{x})=-2(\alpha-1)$
. $z_{1},$ $z_{2},$ $z_{3}$ , (4.5) $\theta$ MPE
$\hat{\theta}_{MP}^{r}=\frac{\beta}{\alpha}\overline{X}+\frac{2\alpha r^{2}}{3n\beta\overline{X}}+o_{p}(\frac{1}{n})$
. , $\theta$ MLE , $\hat{\theta}_{ML}=(\beta/\alpha)\overline{X}$ .
4.4 $q$
$q(x)= \frac{1}{2}e^{-|x|}$ (- $\circ$ $<x<\infty$ )
, (4.3) $p(x, \theta)=(1/\theta)q(x/\theta)$ $\theta$ $\mathrm{p}.\mathrm{d}.\mathrm{f}$.
. ,
$\log q(x)=-\log 2-|x|$
$(\log q(x))’=-sgnx$ , $(\log q(x))’’=(\log q(x))’’’=0$
$z_{1}(\mathrm{x})=|\mathrm{I},$ $z_{2}(\mathrm{x})=z_{3}(\mathrm{x})=0$
. , $\overline{|x|}:=(1/n)\sum_{i=1}^{n}|x_{i}|$ . $z_{1}$ , (4.6) $\theta$ MPE
$\hat{\theta}_{MP}^{r}=\overline{|X|}+\frac{2r^{2}}{3n\overline{|X|}}+o_{p}(\frac{1}{n})$
. , $\overline{|X|}$ $:=(1/n) \sum_{i=1}^{n}|X_{i}|$ . $-\text{ }$ , $\theta$ MLE , $\hat{\theta}_{ML}=\overline{|X|}$
25




, (4.3) $p(x, \theta)=(1/\theta)q\Leftarrow/\theta)$ $\theta$ (logistic
distribution) p.d.f. . , $q(x)$ $x=0$ .
,
$\log q(x)=-x-2\log(1+e^{-x})$
$( \log q(x))’=-1+\frac{2}{e^{x}+1}$ , $( \log q(x))’’=-\frac{2e^{x}}{(e^{x}+1)^{2}}$ ,
$( \log q(x))’’’=\frac{2e^{x}(e^{x}-1)}{(e^{x}+1)^{3}}$ ,
$z_{1}( \mathrm{x})=\overline{x}-\frac{2}{n}\dot{.}\sum_{=1}^{n}e^{x}\cdot \mathrm{i}^{X}.+1$ , $z_{2}( \mathrm{x})=\frac{2}{n}\dot{.}\sum_{=1}^{n}\frac{x^{2}e^{x}}{(e^{x}\cdot+1)^{2}}.\cdot.\cdot.$,
$z_{3}( \mathrm{x})=-\frac{2}{n}\sum_{i=1}^{n}.\cdot\frac{x^{3}e^{x}\cdot(e^{x}\dot{\cdot}-1)}{(e^{x}\cdot+1)^{3}}.$.




$=: \overline{x}-\frac{2}{n}\sum_{i=1}^{n}.\mathrm{i}^{x}-\frac{r^{2}}{3dn}+\frac{r^{2}}{dn}\Delta e^{x./d}+1(\frac{1}{d}\mathrm{x})+o_{p}(\frac{1}{n})$ (4.9)
. $q$ (4.9) u $\theta$ $\mathrm{M}\mathrm{P}\mathrm{E}$ . ,
$\theta=\overline{X}-\frac{2}{n}\sum_{i=1}^{n}\mathrm{i}^{X}e^{X/\theta}+1$






$d_{k+1}= \overline{x}-\frac{2}{n}\sum_{i=1}^{n}\frac{x_{i}}{e^{x_{i}/d_{k}}+1}-\frac{r^{2}}{3d_{k}n}+\frac{r^{2}}{d_{k}n}\triangle(\frac{1}{d_{k}}\mathrm{x})+o_{p}(\frac{1}{n})$ $(k=1,2, \cdots)$
, $k$ , $d_{k}$ $\theta$ $\mathrm{M}\mathrm{P}\mathrm{E}$
.




, Bayes , (best MPE)
. , Bayes
. , , Bayes ,
.
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