Following the seminal works of Asorey-Ibort-Marmo and Muñoz-Castañeda-Asorey about selfadjoint extensions and quantum fields in bounded domains, we compute all the heat kernel coefficients for any non-negative selfadjoint extension of the Laplace operator over the finite line [0, L]. The derivative of the corresponding spectral zeta function at s = 0 (partition function of the corresponding quantum field theory) is obtained. In order to compute the correct expression for the a 1/2 heat kernel coefficient, it is necessary to know in detail which non-negative selfadjoint extensions have zero modes and how many of them they have. This question is also answered in detail.
Introduction. Basic formulas and results
The physical system on which we will focus is a free massless scalar quantum field theory defined over the finite interval [0, L]. The quantum hamiltonian that describes the one particle states of this quantum field theory is given by the Laplace operator over the finite line [0, L] . It is a very well known fact that the Laplace operator over the finite line [0, L] is not an essentially selfadjoint operator but instead admits an infinite set of selfadjoint extensions. Physically speaking this means that there is an infinite set of possible quantum field theories that describe the behaviour of a free quantum massless scalar field confined to propagate in the interval [0, L] . In order to respect the unitarity principle of quantum field theory we must only take into account those selfadjoint extensions of the Laplace operator that give rise to non-negative selfadjoint operators (see [1] ). As described in [1] among the set of non-negative selfadjoint extensions we can distinguish between two different types:
1. Non-negative selfadjoint extensions of ∆ over [0, L] that are non-negative only for certain values of the finite length L of the interval. Typically these selfadjoint extensions are non-negative for L ≥ L 0 for a given L 0 that depends on the selfadjoint extension. When L < L 0 these selfadjoint extensions have negative eigenvalues and thus give rise to non unitary quantum field theories. We will call these selfadjoint extensions weakly consistent selfadjoint extensions.
2. Non-negative selfadjoint extensions of ∆ over [0, L] that are non-negative for any value of the finite length L of the finite line. These selfadjoint extensions have only zero and positive eigenvalues for any value of L ∈ (0, ∞). We will call these selfadjoint extensions strongly consistent selfadjoint extensions and following [1] we denote by M F the set of strongly consistent selfadjoint extension.
In this paper we will focus only on those free massless scalar quantum field theories defined by selfadjoint extensions of ∆ over [0, L] that are non-negative for all L ∈ (0, ∞). Hence we will only be interested in the selfadjoint extensions contained in M F . Typically one distinguishes separated and coupled boundary conditions [2] , but in the formulation of [1] this will not be necessary.
In order to be able to characterize the selfadjoint extensions of M F we will use the AsoreyIbort-Marmo (AIM) formalism (see [3] ) to characterize the selfadjoint extensions 1 of ∆ over the finite line [0, L] . From the first AIM theorem (see [3, 1] ) the set of selfadjoint extensions of ∆ over [0, L] is in one-to-one correspondence with the group U(2). Given any U ∈ U(2) we will denote the corresponding selfadjoint extension by ∆ U . Each selfadjoint extension ∆ U is defined by its domain of functions
, C) that defines the selfadjoint extension ∆ U is given in terms of the matrix U ∈ U(2) (see [3, 1] ) by
where ϕ andφ are the boundary data for ψ ∈ L 2 ([0, L], C):
Following the notation in [1] for any ψ ∈ L 2 ([0, L], C) we introduce the 2 dimensional column vectors ϕ ± (ψ):
We can write the boundary condition given in eq. (1.1) in terms of ϕ ± (ψ) as
Following the conventions and notation used in [1] we parameterize the elements U ∈ U(2) by using 5 parameters: 5) where I is the 2x2 identity matrix, σ = (σ 1 , σ 2 , σ 3 ) are the Pauli matrices, n is a 3 dimensional unit vector (n Using this parametrization we can characterize the non-zero part of the spectrum for any ∆ U ∈ M including multiplicities of eigenvalues (see the consistency lemma in [1] ). The secular equation obtained in [1] for any ∆ U ∈ M is given by
The non-zero partσ(∆ U ) of the spectrum of ∆ U ∈ M is given bỹ 8) where Z(h U ) denotes the set of zeroes of the function h U (k). For any non-zero root of h U (k) the multiplicity d U (k 2 ) of the corresponding eigenvalue is
Let us mention, that the bound states of a given selfadjoint extension ∆ U ∈ M are given by zeroes of h U (z) of the form k = iκ with κ > 0, i.e. k 2 < 0. Furthermore, note that from eq. (1.7) it is easy to see that lim k→0 h U (k) = 0. This fact does not ensure that the corresponding selfadjoint extension ∆ U admits zero modes. The question about which selfadjoint extensions of M F admit zero modes will be solved in the next section.
Once all the selfadjoint extensions of M have been explicitly characterized using the AIM formalism (see [3] for details), following [1] we can characterize all the selfadjoint extensions that belong to M F and hence that give rise to strongly consistent quantum field theories 2 . One of the main results in [1] is the characterization of the set M F ⊂ M of non negative selfadjoint extensions ∀L ∈ (0, ∞) ("strong consistency lemma"):
(1.10)
In Figure 1 we can see a representation of the set M F in the αβ-plane. Whereas extensive results on the spectral zeta functions and the heat kernel are available for the standard boundary conditions like Dirichlet, Neumann, Robin or periodic [4, 5, 6, 7, 8] , general boundary conditions as described in (1.4) have not been analyzed in comparable detail. This is the topic of the current paper. Generic interest in the analysis of spectral functions stems from their relevance in global analysis [5, 9] and quantum field theory topics such as the Casimir effect [10, 11, 12, 13, 14, 15, 16, 17] . The paper is organized as follows. In Section 2 we will answer the question which selfadjoint extensions within the strongly consistent extensions allow for zero modes. This is necessary as the details of the zeta function analysis depend on this input. Based upon the function h U (k), eq. (1.7), a contour integral representation of the zeta function for any strongly consistent selfadjoint extension will be derived. As usual, residues and certain values of the zeta function determine the associated heat kernel coefficients. The cases with and without zero modes are treated in different subsections of Section 3. Results for standard boundary conditions are verified as a check. In Section 4 we use the integral representation of the zeta function to compute its derivative at s = 0, once again for all possible cases. Checks for known results are provided. In the conclusions we summarize the most important aspects of our work together with possible future directions of research.
Zero modes of
The purpose of this section is to study the zero mode structure of selfadjoint extensions contained in M F . In particular we will focus our attention on two main questions:
• Study the zero mode structure and compute dim (ker ∆ U ) of any ∆ U ∈ M
F . The motivation to study these two questions about the zero modes of the selfadjoint extensions contained in M F is to obtain a correct result of the a 1/2 heat kernel coefficient, for which we must know explicitly dim (ker ∆ U ). There are no contributions of zero modes to residues of the zeta function.
The differential equation for the zero modes is 2) and its general solution is given by
where a and b are complex constant numbers. Notice that:
• When ∆ is defined over the whole real line, the only solution to eq. (2.2) given by (2.3) with finite L 2 norm is given by a = b = 0. Hence when ∆ is defined over the real line there are no zero modes.
• On the other hand, when ∆ is defined over the finite line [0, L], due to the finite length of the interval the general solution (2.3) has always finite L 2 norm. Hence when ∆ is defined over the finite interval there exists the possibility of having constant and linear zero modes.
Given a selfadjoint extension ∆ U ∈ M F , in order to decide if it admits zero modes of the general form (2.3) we must impose over (2.3) the corresponding boundary condition given by (1.1). From eq. (1.3) we obtain for ψ 0 (x)
Using (2.4) in the boundary condition (1.4) we obtain the linear system
This linear system is nothing else than the boundary condition for the zero modes. Given its importance in this section, let us call the matrix of the linear system D U :
Next we investigate the solutions of the linear system (2.5).
The first question: characterization of M (0) F
From basic algebra we know that ∆ U ∈ M F will admit zero modes if and only if the linear system (2.5) has non-trivial solutions, i.e.
Hence the characterization of
F is given by
To explicitly compute all the selfadjoint extensions contained in M
F we need to solve the secular equation of the linear system (2.5)
Introducing the parametrization (1.5) in (2.6) and simplifying we obtain
Therefore neglecting the global factor 2e iα that is never zero the equation to solve is
with the restrictions ensuring that the corresponding solution gives a matrix U that is in M F :
The simplest way to solve (2.11) is by imposing cos α − cos β = 0 =⇒ α = ±β,
necessary. In fact, these are all possible solutions. Because if cos α − cos β = 0, we have
with L > 0. However, with the parameters confined by the conditions in (2.12) one can show that the right hand side is always negative. As a consequence we have shown that all the solutions to (2.11) that satisfy conditions (2.12) are given by In terms of the parametrization given in (1.5) the unitary matrices contained in M
F are given by
Using the expression above for the matrices contained in M
F and the definition (2.6), we find
As can be seen from this expression above, when U ∈ M
F the matrix D U has indeed zero determinant.
The second question: dim (ker(∆
Taking into account eq. (2.5) and the meaning of the constants a and b, see eq. (2.3), the second question will be answered by studying the explicit solutions to (2.5) when D U is given by expression (2.15), i.e. U ∈ M (0) F . We will answer this second question in two lemmas with their corresponding demonstrations.
F admits a constant zero mode.
Proof. To proof the lemma we only need to demonstrate that the column vector 
c is a solution to the linear system (2.5). Hence taking (2.3) into account for any
F there exists a constant zero mode. This lemma ensures that any selfadjoint extension ∆ U ∈ M (0) F has at least a constant zero mode, i.e.
F has a constant zero mode the only possibility to be explored now is the possibility of having selfadjoint extensions ∆ U ∈ M (0)
F that also admit a linear zero mode. The condition for a selfadjoint extension ∆ U ∈ M (0) F to admit a linear zero mode is given by
This condition ensures the existence of a linear zero mode for any selfadjoint extension ∆ U ∈ M because any solution to (2.5) with b = 0 will be linearly independent of the vector v
F that admit a linear zero mode.
F the necessary and sufficient condition to admit a linear zero mode is (2.20) . Since for ∆ U ∈ M (0) F the associated D U matrix is given by (2.15) the condition D U = 0 is given by the equation
Because L is the length of the interval −2/L ≤ 0. Therefore there is no α
F admits a linear zero mode.
To conclude this section we compile all the results in the following theorem.
F and the unique zero mode is the constant function over the interval [0, L].
3 The heat kernel expansion of ∆ U ∈ M F Using standard methods described for example in reference [7] we will next compute all the coefficients of the asymptotic expansion of the heat kernel corresponding to any selfadjoint extension ∆ U ∈ M F . Before going over the explicit calculation let us introduce the general results contained in [7] that will be necessary in our calculation.
LetÔ be an elliptic non-negative selfadjoint second order differential operator (in one dimension) over a Hilbert space H. Let fÔ(z) be a holomorphic function over the complex plane such that lim 1) and such that the non-zero part of the spectrum ofÔ is given by
F the angle α is restricted to lie in the interval [0, π/2]. 4 We will denote by σ(Ô) the spectrum of the operatorÔ andσ(Ô) the non zero part of σ(Ô). Given a function f (z) over the complex plane we will denote by Z(f ) the set of its zeroes over the complex plane.
where the multiplicities of eigenvalues are reflected in the order of the zeroes. When fÔ satisfies the conditions stated above, the spectral zeta function of the operatorÔ can be written as:
The integral in (3.3) in the current context will be convergent in the region 1/2 < s < 1. However, expression (3.3) admits an analytical continuation to the whole complex plane with, in general, poles at
The heat kernel coefficients can be computed in terms of the residues at the poles and the values at non-positive integers of ζÔ(s) [18] :
In eq. (3.6), N Z (Ô) denotes the number of zero modes of the operatorÔ. Hence, according to formulas (3.5) and (3.6), in order to know all the heat kernel coefficients we only need to know the residues at the poles and the values at the non-positive integers of the spectral zeta function ζÔ(s). To use formula (3.3) we will need to use the secular equation given in formula (1.7). But directly from formula (1.7) it is easy to see that
Therefore using formula (3.3) to compute the residues and the values at the non-positive integers of ζ U (s) for any ∆ U ∈ M F is not possible using the function (1.7) because it does not satisfy the condition (3.1). Hence we need to extract from (1.7) the suitable function by studying the behaviour of h U (z) as z → 0.
Behaviour of h
If we perform power series expansion in k around k = 0 of the secular equation given by (1.7) up to first order in k we obtain
Taking into account eq. (2.10) for any ∆ U ∈ M F we can write the power series expansion above as
Hence for any ∆ U ∈ M F − M
F the function that satisfies the required conditions to be used in the representation of the spectral zeta function given by eq. (3.3) is
When the selfadjoint extension has zero modes (∆ U ∈ M (0) F ) the first order in k of the power expansion (3.9) is zero. Therefore we must expand h U up to order 3 (notice from eq. (1.7) the function h U is odd in k) to study the behavior at the origin:
Hence, in order to obtain the function that satisfies the conditions under which (3.3) is valid, we must divide by an extra k 2 when ∆ U ∈ M
F :
(3.12)
Heat kernel coefficients for
For this case the appropriate function is given by eq. (3.10). Using (1.7) we can rewrite (3.10) for k = ix as
Notice that the exponentially suppressed terms in (3.13) do not contribute to the poles and the values of ζ ∆ U (s) at the non-positive integers. Therefore, we can neglect them in the following formulas and just denote them as e.s.t. Hence log(f U (ix)) will be given by log(f U (ix)) = log cos(α) + cos(β) 2 + log(x) + xL + log(1 + τ U (x)), (3.14) where τ U (x) is given by
Now if we take into account the series expansion
we can write Using Newton's binomial formula we can write
After reordering the double summation we obtain 20) where m = 1, 2, 3, .... Note that the coefficients b m are not well defined when cos(α)+cos(β) = 0. This specific case must be studied separately, and from now on we will assume that cos(α)+cos(β) = 0. Hence, finally we obtain the following asymptotic series for ∂ x log(f U (ix)),
Taking into account the integral representation (3.3) we can write for any selfadjoint extension
With this splitting all the information about the poles and the values of ζ ∆ U (s) at the nonpositive integers is contained in the integration from 1 to ∞. Therefore, in order to perform the analytic continuation of ζ ∆ U (s) to the complex plane, we have to perform the analytic continuation of sin(πs) π
to the complex plane. In order to do so we must remember the following identities:
Hence, the relevant information about the analytic continuation of (3.23) is contained in 27) where in the bracket of the right hand side an analytic function of s has been neglected as it is irrelevant for our purposes in this section. Using this analytic continuation, the poles of ζ ∆ U (s) can be easily computed:
Furthermore, it gives the values of ζ ∆ U (s) at the non-positive integers:
F such that cos(α) + cos(β) = 0 it is easy to compute the heat kernel coefficients using the general formulas (3.5) and (3.6). Namely, we find 
Again the analytical continuation of sin(πs) π
provides the residues at the half integers and the values at the non-positive integers of ζ
Once we use formulas (3.5) and (3.6) we obtain the corresponding heat kernel coefficients,
Finally, the case α = π, β = 0, has to be treated separately and
From here,
with all other residues and relevant values respectively heat kernel coefficients equal to zero.
Taking into account (2.23) we can write (3.12) as
Hence the analytical continuation gives as before the required residues and values of ζ
To obtain the heat kernel coefficients, we must take into account that there is one zero mode in all cases as demonstrated previously. Therefore we must add 1 to a 1/2 :
The heat kernel coefficients obtained above for ∆ U ∈ M (0)
F become singular for α = π/2. In this case instead
and therefore the spectral zeta function ζ
will only have a residue at s = 1/2 and non zero value at s = 0,
Hence the only non-vanishing heat kernel coefficients are given by
3.4 Heat kernel coefficients for common boundary conditions.
As a check of our calculations let us compare the results found for the heat kernel coefficients with the known ones for the most common boundary conditions.
• Periodic boundary conditions. The periodic boundary conditions are usually written as
Equivalently we can write the following two independent equations for periodic boundary conditions
Hence following the notation of eq. (1.3) we can write the periodic boundary conditions in the form of (1.4) as
being σ 1 the corresponding Pauli matrix. Therefore the unitary matrix that characterizes periodic boundary conditions is given by
The heat kernel coefficients are given by (3.58).
• Dirichlet boundary condition. The usual form of the Dirichlet boundary condition for any manifod M with boundary ∂M is
As can be seen the normal dervatives ∂ n ψ| ∂M do not enter in the boundary condition. Form eq. (1.1) the general boundary condition for those unitary operators U ∈ M such that 1 / ∈ σ(U ) can be written as
From this last expression, it is immediate to notice that the Dirichlet boundary condition is obtained when U = −I. Therefore the Dirichlet boundary condition is given by
The heat kernel coefficients are given by (3.44).
• Neumann boundary condition. The usual form of the Neumann boundary condition for any manifod M with boundary ∂M is
where ∂ n denotes the normal derivative to ∂M . As can be seen the boundary value ψ| ∂M does not enter in the boundary condition. Form eq. (1.1) the general boundary condition for those unitary operators U ∈ M such that −1 / ∈ σ(U ) can be written as
are not necessarily smooth. Therefore the condition ψ(0) = ψ(L) does not neceessarily give rise to periodic boundary conditions. As an example it is worth to mention the case of Dirac delta potentials (see references [19, 20, 21] for recent developements in the interpretation of Dirac delta potentials as boundary conditions and infinitely thin kinks) where the condition ψ(0) = ψ(L) is satisfyed but obviously the system does not satisfy periodic boundary conditions. Therefore in order to distinguish periodic boundary conditions from other types of point interactions it is necessary to include the second condition over the derivatives:
From this last expression it is immediate to notice that the Neumann boundary condition is obtained when U = I. Therefore the Neumann boundary condition is given by U N = I ∈ M (0)
It is of note that in this case sin(α) = 0. Therefore from (3.52)-(3.54), • Robin boundary conditions. The common expression for the family of Robin boundary conditions is given by (see for example reference [22] )
For the case in which the boundary manifold ∂M has several disjoint components ∂M = ∪ i Ω i the family of Robin boundary conditions can be written as
The extreme values g i = 0, ∞ correspond to Dirichlet and Neumann boundary conditions respectively in the i th component of ∂M . Note that in the most general case the set of constants g i do not have to be the same for all the disjoint components Ω i of ∂M . For M = [0, L] the boundary is formed by two points and therefore it has two disjoint components. The most simple choice of Robin boundary conditions in this case is
In a more compact notation we can write
Taking into account eq. (3.64) and comparing it with expression (3.70) the unitary operator U R for Robin boundary conditions satisfies the equation
Therefore the unitary operator that characterizes the family of Robin boundary conditions given by (3.69) is given by U R = e iα I as was firstly pointed out in references [23, 24] . Note that U R (α = 0) = I = U N and U R (α = π) = −I = U D . In the parametrization (1.5) Robin boundary conditions correspond to β = 0. For α ∈ (0, π) U R (α) ∈ M F − M Using now eqs. (3.32) and (3.33) it is inmediate to compute the heat kernel coefficients for Robin boundary conditions to any desired order using any symbolic calculation software.
As an example we show the first ten heat kernel coefficients:
The functional determinant of ∆ U . Derivative at s = 0 of the spectral zeta function
In this section we compute the derivative of the zeta function at s = 0 for each of the different cases considered in Sections 3.2 and 3.3. As is well known, this derivative is a natural constituent when defining functional determinants of elliptic operators [9] . As usual we subtract and add back a suitable number of the asymptotic k → ∞ terms of ∂ k log fÔ(ik) in (3.3). In the current context we have to subtract terms up to the order 1/k to make the integral well defined at k = ∞ once s = 0 is set. Introducing a small mass, that will be sent to zero at a suitable point of the computation, into our consideration, a presentation of (3.22) valid about s = 0 is given by
The integral in the first line by construction is analytic about s = 0 and its derivative at s = 0 is trivially computed. The needed integrals in the second line are known [25] ,
and ζ ∆ U (0) = − log 2f U (im) me mL (cos α + cos β) − Lm − log m is found. As m → 0 we use
The case treated in Section 3.2.1, for α = π, follows along the same lines from
In the limit as m → 0 we obtain
For α = π, β = 0, instead we start with
We are left to treat the cases with a zero mode dealt with in Section 3.3. There, for α = π/2, the starting point is These results can be confronted with the easily computed answers for periodic, Dirichlet and Neumann boundary conditions. For Dirichlet boundary conditions the spectrum is λ n = (πn/L) 2 , n ∈ N, with associated zeta function ζ Dir (s) = (π/L) −2s ζ R (2s). This gives ζ Dir (0) = − log(2L) in agreement with (4.2).
For Neumann boundary conditions the spectrum is as above but with zero included. For the determinant the answers therefore again reads ζ N eu (0) = − log(2L), which agrees with (4), once α = β = 0 has been put.
Finally, for periodic boundary conditions the spectrum is λ n = (2πn/L) 2 , n ∈ Z, with associated zeta function (zero mode excluded) ζ per (s) = 2(2π/L) −2s ζ R (2s). This shows ζ per (0) = −2 log L, again in agreement with (4.3).
As a specific new result, Robin boundary conditions as described above follow from (4.1) as ζ ∆ U R (0) = − log 2 tan α 2 L tan α 2 + 2 .
Conclusions
In this article we have analyzed the spectral zeta function resulting from the Laplacian on the interval [0, L] for the case when strongly consistent selfadjoint extensions are applied. Contour integral representations for the zeta functions are obtained for this class of selfadjoint extensions. These are used to compute leading heat kernel coefficients and the functional determinant in this context. Our results agree with known results for standard boundary conditions like Dirichlet, Neumann and periodic. The generalisation of these results to a scalar quantum field theory in D + 1 spacetime confined between two D − 1 dimensional plane parallel plates is straight forward for the heat kernel coefficients due to the factorization properties of the heat kernel in the same way as it is done in ref. [1] . The current article represents the start of further investigations into the details of heat kernel coefficients. Heat kernel coefficients are usually represented in terms of geometric invariants with universal multipliers depending on the boundary condition. The question arises how the multipliers depend on the chosen selfadjoint extension. In order to get some nontrivial boundary geometry involved a similar computation should be done for balls along the lines of [26, 27, 28] , where choosing general selfadjoint extensions will lead to different combinations of Bessel functions. Furthermore, following [29] , surfaces of revolution are possible candidates to analyze how different selfadjoint extensions impact spectral functions.
Finally, the presented analysis could also be done for selfadjoint extensions that allow for finitely many negative eigenvalues by using a variation of the current procedure [30] .
