The article studies prediction under some background assumptions and tests the assumptions. We use a conformal predictors framework and obtain predictions as regions. This is done by an on-line compression model that satisfies our assumptions. If the assumptions are appropriate for data, the prediction regions are automatically valid. The validity means that for successive predictions an error rate does not exceed a prefixed significance level (up to statistical fluctuation). It is important to test our assumptions to maintain the validity property; or otherwise the predictions can be misleading. We perform testing by calculating martingales. The martingales here are functions of p-values that are the output of the on-line compression model. Large values of the martingales reflect departures from the assumptions. This article extends our previous work on martingale testing and focusses on the Gauss linear assumption. The article presents experiments for the predictions and testing. We use four synthetic datasets as well as a benchmark Abalone dataset that is assumed to agree with the Gauss linear assumption.
Prediction with confidence
Consider a classical problem of machine learning: having a training set of examples {(x 1 , y 1 ), . . . , (x n , y n )}, where x i is called an object and y i is called its label, the goal is to predict a label for a new object x. This article focuses on the regression problem where labels are real numbers.
Many algorithms (such as ridge regression, support vector machine, kernel methods and others) have been developed to deal with the regression problem. Their usual output is a bare prediction meaning that they do not provide any measure of confidence in it. Although Bayesian methods provide such guarantees, they use prior information. If the prior is incorrect then the predictions are misleading [3] . In this work we use the conformal predictors framework [3, 9, 10] for two main reasons: firstly under some background assumptions it allows us to make predictions and supply corresponding confidence measures; secondly we employ the predictors to generate p-values that we use for testing the assumptions.
Conformal predictors, in general, output a prediction region. The region has to hold two important properties:
-validity states that the probability that the true label is outside the region does not exceed a significance level chosen beforehand; -efficiency allows us to compare the usefulness of the prediction regions: the narrower a region is, the more efficient the prediction.
So, our main aim is to develop algorithms that produce valid prediction regions. In the on-line mode examples arrive one after another and predictions are obtained from the accumulated data. We observe a new object and use previous examples to output a prediction region. Then we observe a true value of its label and check our prediction. Practically, the validity of the predictions means that for a significance level ε the ratio number of errors number of examples is about ε or less.
Testing
To prove that our algorithms produce valid prediction regions we impose some assumptions on data. Therefore to guarantee that the validity of the predictions would not be violated it is important to test the assumptions. Usually the data are high-dimensional and traditional approaches to testing are inappropriate (see [7] , pp. 6-7). In this article we describe some general testing ideas expressed in [1, 10] and apply them to the Gauss linear assumption.
The main tool of testing is a martingale. To calculate the martingale we first employ a conformal predictor which outputs a sequence of p-values for given data. Then we calculate a martingale as a function of the sequence. If a martingale grows to a large value the assumptions can be rejected with high probability.
It has been shown [9] that the conformal predictions are valid if data satisfy the exchangeability assumption. The martingale approach was introduced for testing the assumption. Actually we can test a slightly stronger assumption that the data is independent and identically distributed (i.i.d.), which implies the exchangeability assumption. By de Finetti's theorem (see [5] , p. 28) any exchangeable distribution is a mixture of distributions under which data are i.i.d. So both of the assumptions have the same meaning for testing.
In this work we consider another assumption on data and use an on-line compression model (OCM) to obtain prediction regions and generate p-values. The OCM can be used with different assumptions, but this work deals with the Gauss linear assumption.
The rest of the article is organised as follows. There are two main parts: prediction under assumptions and testing the assumptions. In the first part, Sect. 2, we impose some assumptions on data and study predictions. We define an OCM and then consider OCM predictions for the Gauss linear assumption. To conclude we present experiments on predictions with synthetic datasets and discuss their properties. The second part of the article, Sect. 3, is devoted to testing the assumptions. We start by describing calculating of p-values by the OCM. Afterwards we define martingales and explain their use for testing. Then we describe calculation of the martingales that we use. Finally we report experiments on testing both synthetic and benchmark data. And in Sect. 4 we summarise the work.
Prediction with OCM
Data always can be considered following certain assumptions, for example, being i.i.d. or normally distributed or uniformly distributed. To produce valid predictions we use an OCM which satisfies desired assumptions. We start with the general definition of an OCM and then consider the case of the Gauss linear assumption.
On-line compression model (OCM)
The theory of OCM is described in [9] . The OCM is constructed to extract information from data which is important according to our assumptions. It is called a summary of the data. The summary is analogous to the notion of sufficient statistics.
Formally an OCM consists of four elements: allow us to perform a step back and define a joint probability distribution of a previous summary and an example, conditional on a current summary.
In this work we use the OCM for the Gauss linear assumption. Next we reiterate the definition of the Gauss linear model and describe the corresponding OCM.
Gauss linear model
Consider examples of data as pairs (x n , y n ), where x n is a vector of K attributes (x n,1 , . . . , x n,K ) and y n is a number. Denote z n = (1, x n ), then the linear regression model has the form
where
) is a vector of K + 1 unknown coefficients and ξ n , n = 1, 2, . . . are random variables. For the Gauss linear model the random variables ξ n are assumed to be independent of each other and normally distributed with zero mean and a variance σ 2 > 0 (the same for all the variables).
OCM for the Gauss linear assumption
To specify the OCM for the Gauss linear assumption consider an example space as we have defined before in Sect. 2.2.
Define a summary as
Update from S n to S n+1 is straightforward: we augment S n with the object x n+1 and through term insert information about the example (x n+1 , y n+1 ) into each of the sums
The backward kernels define a joint distribution of (S n−1 , (x n , y n )) for given S n . According to the definition of the summary for the Gauss linear assumption S n contains all the observed objects x i , i = 1 . . . , n. Therefore for given S n the backward kernels B n actually describe a distribution of sequences (ỹ 1 , . . .ỹ n ) that are consistent with the summary S n . The sequences have to agree with K + 1 linear equations (for each of K + 1 coordinates of a vector z n ) and the sum n i=1 y 2 i is fixed. Consider a sphere which is an intersection of the n-dimensional sphere of radius n i=1 y 2 i centred at the origin and the hyperplane (c 1 , . . . , c n ) defined by:
Then the sequences (ỹ 1 , . . .ỹ n ) distribute uniformly over the sphere of intersection. These sequences specify corresponding values for S n−1 and y n that gives us the conditional distribution of (S n−1 , (x n , y n )).
OCM predictions

Prediction region for the Gauss linear assumption
where z i denotes the transposition of z i . Thus Z l is a matrix size of l × (K + 1), y l is a column vector of length l.
When n − 1 > K + 1 and Rank(Z n−1 ) = K + 1 we can obtain a prediction region using Algorithm 1. First we estimate the regression coefficients from the observed examples by the least squares method. Then we use a well-known fact [4] that (2) has the t-distribution with n − K − 2 degrees of
Algorithm 1 Prediction region for the Gauss linear assumption
predict the interval
where t ε/2 n−K −2 is the upper ε/2-quantile of the t-distribution with n − K − 2 degrees of freedom freedom and obtain the prediction region for a chosen significance level ε. From the definition of a quantile follows that the true label y n falls into the interval (3) with the probability 1 − ε. So Algorithm 1 outputs valid prediction regions.
General way to make predictions by OCM
The OCM can calculate prediction regions without help of t-distributed variable (2). First we define a sequence of realvalue measurable functions
that are called "nonconformity" measures. Based on the prediction algorithm each of the functions estimates strangeness of a pair (x, y) regarding a summary S n−1 . A natural nonconformity measure for the model (1) is
whereŷ is the least squares estimate of y. Then to obtain a prediction region for the significance level ε we follow Algorithm 2. There we try all possible values y * as a label of the new object x. Then we estimate a p-value for the label and form the prediction region using the labels that provide p-values higher than the chosen level.
Next we discuss a calculation of the probability (5) by Monte-Carlo simulation. Algorithm 3 summarises the method. For every iteration we generate a random vector instead of (y 1 , . . . , y n−1 , y * ) regarding S n . Consider the vector as coordinates of a point in the n-dimensional space. Then to estimate (5) we generate points that distribute uniformly over an (n − K − 1)-dimensional sphere. We construct each point from an n-dimensional normally distributed point a (see step 1 of Algorithm 3). A summary S n defines a (K +1)-dimensional hyperplane and an n-dimensional sphere. First Algorithm 2 Prediction region for the Gauss linear assumption (general scheme) Input: ε -significance level Output: prediction region on y n for all y * do y * is a label for x p y * = P A n S n−1 , (x, y * * )
where y * * is another possible label for x include y * in the prediction region if p y * > ε end for we project a onto the (n − K − 1)-dimensional space where an intersection of the sphere and the hyperplane lies. Then we find the position and radius of the sphere of intersection: we calculate the distance between the hyperplane and the origin and then use the Pythagorean theorem. Finally to get the desired property for the point a we move it onto the sphere. Then we use the coordinates of the point as labels of our objects and calculate corresponding "nonconformity" score. To estimate the probability (5) we compare the"nonconformity" scores of the generated labels with the actual "nonconformity".
Computational cost
To estimate p y * by Algorithm 3 we perform Monte-Carlo simulation. We use M = 100 samples to obtain acceptable precision of the p-value. Steps 2 and 4 can be computed once for each y * . There we perform an orthonormalisation, that by the Gram-Schmidt process has O(n) operations, and we solve the quadratic programming problem, that is usually a polynomial time O(n p ) for some constant p. In the next evaluations we assume that n K . Then for each iteration we perform O(n 2 ) multiplications and additions in step 3, O(n) multiplications and additions in step 5. Altogether computing p-values accurate to
, where n is the number of observed examples.
The outputs of Algorithms 1 and 2 coincide. In the first method the prediction regions are obtained without explicit calculation of p-values. So Algorithm 1 is faster, but it is based on the properties of the Gauss linear model. We have described Algorithm 2 to show the general process of obtaining predictions by an OCM. In a similar way we can make OCM predictions for other assumptions as well.
Experiments
In this section we demonstrate predictions on synthetic and randomly generated datasets. We evaluate validity and efficiency of the predictions when the data are generated
Algorithm 3 Estimating p-values
Input:
M is a number of samples Output: p y * is a p-value for y * Begin S * n−1 = S n−1 ((x 1 , y 1 ) , . . . , (x n−1 , y n−1 )) α * = A n S * n−1 , (x, y * ) for i = 1 to M do begin{Generate a vector of labels y regarding S n } 1. a = (a 1 , . . . , a n ) is a point from the normal distribution with zero mean. 
By the Pythagorean theorem calculate centre O and radius R of the sphere of intersection.
End
according to the Gauss linear model as well as when the assumption is violated.
Synthetic datasets
For the next experiments we use four different datasets.
The datasets have N = 2,000 examples. Each example is described by K = 100 explanatory attributes and a label. The attributes have been generated independently from the normal distribution with zero mean and variance one. The label is a dependent attribute and has been calculated using According to the settings the first ten attributes are more important than the rest. For the GaussData dataset the noise variables ξ i have been generated from the normal distribution with zero mean and variance one. For the LaplaceData, ExponentialData and UniformData datasets ξ i have been drawn respectively from the Laplace distribution with location parameter zero and scale parameter
, the exponential distribution with rate parameter one and the uniform distribu-
. The parameters of the distributions have been chosen to result in variance one and mean zero (except the exponentially distributed noise where mean is one). Figure 1 illustrates the validity property of the predictions obtained by the OCM for the Gauss linear assumption. For the datasets the number of attributes is K = 100 so we start to obtain on-line predictions by Algorithm 1 from an example with the index K + 3 = 103 (see Sect. 2.4.1).
We set the significance level to 5 % and calculate error rates in the on-line mode. The validity for the datasets and the significance level means that after 1897 successive on-line predictions (starting from the index 103) an overall number of errors does not exceed 1897 × 0.05 ≈ 95. The dashed line (expected for level 5 %) in Fig. 1 shows this allowed number of errors for the on-line predictions. The graphs support theoretical expectations: when the assumption is satisfied for data (the GaussData dataset) the error rate (the solid line) is about the significance level of 5 % (up to statistical fluctuation).
In Fig. 1 we can see different error rates when the underlying assumption is violated: for the LaplaceData and ExponentialData datasets (the line with dots and the line with squares) the error rates are higher than it is expected, whereas for the UniformData dataset (the line with triangles) the number of errors is lower than we expect.
Next Fig. 2 illustrates the efficiency of the predictions for the GaussData dataset. Theoretically, if a distribution is approximately Gaussian then about 95 % of values fall within two standard deviations around mean. In our settings (the standard deviation for the data is 1) it would give a region of width 4 and the OCM generates regions of width 4.2 as soon as a sufficient number of examples has been observed.
In Fig. 1 , prediction quality (the number of errors) for the UniformData dataset seems better than for the GaussData dataset. This is because of some properties of the uniformly distributed noise. The uniform distribution is symmetric and platykurtic so there is no significant departure from the Gauss distribution. Also the uniform distribution has zero tails and therefore puts stronger bounds on possible values than the Gauss distribution does. But of course, this particular result for UniformData might not be relevant in general, there is no guarantee of the validity for other datasets with a uniformly distributed noise.
The next section of the article is devoted to the problem of testing underlying assumptions. There we describe an on-line testing approach and show that it detects even small deviations from the Gauss linear assumption. As Fig.1 shows the results of testing are important to be sure that the validity of OCM predictions would not be violated.
Algorithm 4 Generating p-values on-line
Input: { (x 1 , y 1 ), (x 2 , y 2 ) 
On-line testing
In this section we present on-line testing: the procedure provides a number which reflects a degree of deviation from our assumptions after observing every example of data. Following [10] we calculate a martingale and when the martingale value is large the assumptions are rejected. Our martingales are functions of p-values. For testing the Gauss linear assumption the p-values are output by the OCM. We start by describing calculation of the p-values and then give some intuition behind martingales in general and the plug-in martingale particularly.
Generating p-values by OCM
Consider a sequence of examples { (x 1 , y 1 ), (x 2 , y 2 ) . . .}. To translate it into a sequence of p-values the OCM outputs the p-values that correspond to the true labels of the examples. The calculations are similar to obtaining a prediction region in Sect. 2. Again, there are two possible ways to calculate a p-value: either we use (5) in Algorithm 2 or we construct the t-distributed variable (2) in Algorithm 1. Next we describe the second approach that allows to calculate a p-value without expensive computations of Monte-Carlo simulation.
Consider examples { (x 1 , y 1 ) , . . . , (x i−1 , y i−1 )} and an example (x i , y i ). To find a p-value p i corresponding to y i we calculate the value t i of the random variable (2). Denote t |t i | i−K −2 for the |t i |-th quantile of the t-distribution with i − K − 2 degrees of freedom. Then the p-value is
To be more precise we use the same notation as in Algorithm 1 and Algorithm 4 summarises the calculation of the p-values.
In Algorithm 4 we use matrix operations to compute a p-value so its complexity is polynomial in the number of examples n.
In the theory of conformal predictors the next result has been proven (see [9] , Theorem 8.1).
Theorem 1 If data agree with assumptions of the OCM then p-values output by Algorithm 4 are independent and distributed uniformly in
This property allows us to test the data on satisfying the OCM assumptions by constructing martingales that are functions of the p-values.
Martingale
Our goal in on-line testing is to get a number that reflects the strength of our belief in the assumptions. The number is provided by martingales. Next is the general intuition about the martingales.
Let us imagine a tossing coin game. A gambler places bets on head or tail: he does not bet more than the current capital and never risks bankruptcy. The gambler would like to test the coin on fairness. One way to do this is to place bets according to some strategy against the fairness of the coin. Suppose he decides to bet on the head. If the chosen strategy leads to a large growth of his initial capital then either the coin is biased or a rare event for the fair coin has happened. In the game, the strategy of the gambler can be thought as a martingale.
To define martingales formally let z 1 , z 2 , . . . be drawn from a probability distribution P. Then a sequence of nonnegative random variables M 0 , M 1 , . . . is a martingale if each M n is a measurable function of z 1 , . . . , z n and the conditional expectation of
where E refers to the expectation of M n+1 in the probability space P that generates z 1 , z 2 , . . ..
According to Ville's inequality (see [8] , p. 100) it is unlikely for any M n to have a large value
Applying the fact we can test the assumption that data are drawn from the distribution P. If the final value of the martingale is large then the assumption for the data can be rejected with a corresponding probability.
Plug-in martingales
The martingales that we use are functions of p-values and called the plug-in martingales. The martingales were introduced in [1] . Next we give some intuition behind them and describe their calculation.
As we have explained a martingale can be thought of as a betting strategy. The plug-in martingale bets according to the probability density function of observed p-values. If the distribution has any peak then it is used to bet when a new p-value arrives. Such martingale (under reasonable and mild assumptions) asymptotically grows better than other martingales that have been introduced. The martingale properties have been proven in [1] and next we outline calculation of the martingale.
The plug-in martingale has a form (6) is a martingale. The estimate is recalculated for every iteration of the testing and the martingale is updated using the new estimate.
Density estimation
For the experiments presented in this article we have used statistical environment and language R. The density estimate was calculated by the density function in the Stats package. The function computes the kernel density estimate. For the results presented in the article the parameters used are the Gaussian kernel and Silverman's "rule of thumb" for bandwidth selection.
Next we show performance of the martingale with several datasets.
Experiments
In this subsection we present testing of datasets. First we use synthetic datasets to show that the procedure leads to reasonable and expected results. Second we present testing of benchmark data and obtain conformal predictions for the data as well.
Synthetic dataset
In Sect. 2.5 the four datasets (GaussData, LaplaceData, ExponentialData and UniformData) have been described. According to the way of generating the datasets only the GaussData dataset agrees with the Gauss linear assumption and for the rest of three datasets the assumption is violated. So we expect the martingales to keep small values for the GaussData dataset but grow significantly for the rest of the three datasets. Figure 3 shows the martingale growth for the datasets. First we generate p-values in the on-line mode by Algorithm 4. Then we calculate the martingale growth: the pvalues are observed one after another and the martingale (6) is calculated. The vertical axis in Fig. 3 is for the logarithm 
Abalone dataset
To demonstrate testing of a benchmark dataset we use Abalone data from the UCI repository [2] . The dataset addresses the problem of prediction the age of abalone from various physical measurements.
We consider this as a regression problem with K = 7 numerical attributes and a numerical label; overall number of examples is 4,177. Using the results from [6] we have decided to check two assumptions:
1. The age of abalone depends on the attributes according to the model (1) (described in Sect. 2.2) with the normally distributed noise. 2. The same as 1 but instead of the age we use the logarithm of abalone age. Figure 4 shows the martingale growth for the assumptions. The final martingale value is 10 36 for the assumption 1 and it is 10 3.5 for the assumption 2. So the assumption 2 seems to be more realistic. Figure 5 shows error rates for predictions based on the assumption 2 and for the significance levels of 5 and 1 %. The number of errors for the predictions (the solid dark line and the dark line with dots) are close to the expected number of errors for the chosen significance levels (the solid grey line and the grey line with dots). In other words, the results are practically valid (in the sense mentioned in Sect. 1.1). We illustrate the efficiency of predictions by calculating the median width of prediction regions. Figure 6 shows the widths of prediction regions for the significance levels. 
Conclusion
In this article we have studied OCM predictions under the Gauss linear assumption and testing the assumption.
We have described the OCM under the assumption and have shown two ways to calculate prediction regions. Our experiments illustrate properties of the predictions for both cases when data agree with the accepted model as well as when the assumption is violated.
Then we have described on-line testing of the assumption. We have used the plug-in martingale and have shown its performance. The results support our theoretical expectations: even for small departures from the assumption the final martingale values are large (it is more than 10 11 for the datasets of 2,000 examples) and the martingale value is close to zero when the assumption is satisfied.
To show the benefit of martingale testing let us compare Figs. 3, 1: the martingale extracts information about agreement of data with the Gauss linear assumption that can not be seen clearly from tracking numbers of errors in predictions.
We have presented testing the Gauss linear assumption on a benchmark Abalone dataset. Then predictions on the logarithm of abalone age have been obtained by the OCM. Again, the validity and efficiency for the predictions have been shown.
Though the article mainly discusses predictions and testing for the Gauss linear assumption this approach is wider in the sense that OCM predictions and martingale testing are adaptable to other assumptions analogously. This work has also been supported by the EraSysBio+ grant SHIPREC from the European Union, BBSRC and BMBF and by the VLA grant on machine learning algorithms. We thank reviewers for their advice on improving the article.
