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ABSTRACT

Learning to categorize visual stimuli is a fundamental cognitive skill underlying both
everyday functioning and professional competencies in domains such as radiology and airport
security screening. Categories may be very simple or highly complex, with accurate
categorization dependent on multiple interacting features. General recognition theory (GRT)
models uniquely allow examination of feature dimension interactions, but basic questions remain
about the applicability of such models and the 2x2 categorization tasks (four-alternative forced
choice) employed in studies which use them. Findings in several studies that factorially combine
2 levels of 2 stimulus dimensions indicate a common pattern of perceptual advantage for the
category that is high on both dimensions, despite examining stimuli as diverse as simulated
human faces, baggage x-rays, and mammograms. Because of the ambiguous ground truth of
these applied studies, their conclusions are limited by the inability to rule out the influence of
task artifacts on their results. The present work fills this gap in the literature and seeks to
disambiguate such findings by examining the contributions of task artifacts such as response
mapping and assessing the sensitivity of the modeling paradigm using simple stimuli.
Participants learned categories of simple two-dimensional stimuli produced by various
manipulations of a basic category construction, and GRT-wIND models were fit to their
responses. Results indicate that the model is sensitive to manipulations of the perceptual space
and category structures. Further, the previously observed pattern advantaging one of four
categories is observed here despite the absence of such a relationship between the feature
dimensions in the objective category constructions. The effect is largely mitigated, however, by
altering the response locations such that they are no longer orthogonally mapped to their
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corresponding categories. These findings further evidence the utility and sensitivity of the GRTwIND model and suggest updates to best practices in applying the four-alternative forced choice
task.
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CHAPTER 1: CATEGORIZATION

Learning to categorize visual stimuli is a fundamental cognitive skill, and humans are
remarkably adept categorizers. Throughout life we learn, update, and modify a huge number of
categories comprised of almost innumerable objects. Some of these categories are easily defined
and quickly learned, while others may be distinguished from similar groups only by a complex
and subtle combination of features. Learning to classify the latter is an exercise in acquiring
expertise, which is what distinguishes, for example, a tenured radiologist from a medical student.
Expertise in many domains (e.g., refereeing, baggage screening, radiology) relies primarily on
the learning and fine-tuning of specialized category representations, especially of visual
information (Chase & Simon, 1973; Klein & Hoffman, 1993). Acquiring visual expertise is a
result of many factors, but perceptual learning has long been regarded as a primary factor
distinguishing novice from expert.
Radiology is a medical specialty in which success depends largely on the kind of visual
expertise that is acquired with large amounts of practice (Gunderman et al., 2002; Nodine et al.,
1999) accreted over the course of many years (McLoud, 2010) . This is a high-stakes visual
categorization task, and errors carry sizeable costs. In the case of breast cancer, delaying
detection can reduce the 5-year survival rate by more than 70% (American Cancer Society,
2019), while overdiagnosis prompts (unnecessary) invasive follow-up testing and costs a patient,
on average, an additional $800, to say nothing of the emotional costs (Ong & Mandl, 2015). Yet,
despite the sizeable cost, errors are common. As many as one third or more of breast cancer
cases could have been diagnosed earlier, with retrospective analysis of the most recent prediagnosis mammogram revealing that the cancer was visible and simply was missed (Lee et al.,

1

2013; Palazzetti et al., 2016) and this error rate is similar to the rate estimated in radiology as a
whole almost 60 years ago (Garland, 1959). Though the blame for these errors is to be placed
partly on system factors, like mishandled or incomplete records or organizational pressure to see
more patients, cognitive factors have been implicated in the vast majority of diagnostic errors
(Graber et al., 2005). Despite the extensive literature regarding causes of and remedies for
diagnostic error, it seems likely there are still gains to be made.
Another high-stakes visual categorization example presents itself in airport baggage
screening. Baggage screeners are responsible for examining passenger baggage (or checked
baggage destined for the hold of the airplane, though this is less frequently studied) for
prohibited items. In this example, false alarms may prompt unnecessary searches and detention
of innocent passengers, while misses have potentially catastrophic costs in the form of hijackings
and bombings. Despite the stakes, like radiology, baggage screening too suffers from a
conspicuously high error rate: Estimates of misses from covert tests have ranged from 50-95%
(Costello & Johnson, 2015; Kerley & Cook, 2017).
In both radiology and baggage screening, much is known about the types of errors and
the circumstances under which they occur. Dense breast tissue can obscure or camouflage tumors
(Buist et al., 2004; Freer et al., 2015; Sprague et al., 2015) and radiologists can fail to properly
synthesize the available information to render an informed and accurate judgment (Graber et al.,
2005). In a similar manner, prohibited items in passenger baggage may be obscured by other
objects or be oriented in a way that reduces saliency (Schwaninger et al., 2008, 2004; Wales et
al., 2009). These and other factors have been identified and interventions have been tested, but
the rate of error in both domains remains high. Attaining a more complete understanding not
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only of the factors related to errors but of how these factors relate could suggest novel methods
of improving performance.
Signal detection theory (SDT) provides a tremendously useful model of decision making,
producing measures of perception and decision that allow researchers to draw conclusions more
complete than those possible when examining simple accuracy. That it is used in virtually all of
the research cited to this point is a testament to its utility and accessibility. Like all models,
however, SDT comes prepackaged with a few key assumptions. Among these is that the percept
is unidimensional: Evidence is collapsed onto one dimension (see Figure 1). As such, even
complex percepts (such as how dangerous or malignant an x-rayed mass appears) are reduced to
a single dimension (e.g., “evidence of cancer”) into which all perceptual information is pooled.
This prevents examination of multiple dimensions of a complex stimulus, or at least of
interactions between dimensions, because even though experiments may be designed which
independently vary stimuli along one dimension or another, these dimensions do not often exist
separately or vary independent of one another in natural stimuli. General recognition theory
(GRT), by contrast, is well-equipped to assess such interactions because it is not constrained to
the unidimensional use case.
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CHAPTER 2: GENERAL RECOGNITION THEORY

Relation to Signal Detection Theory
General recognition theory (GRT; Ashby & Townsend, 1986) is, as is implied by its
name, a generalization, specifically of signal detection theory (SDT; Green & Swets, 1966),
which has seen widespread use in all domains of psychology and beyond. GRT, at least as it is
most commonly instantiated (referred to as the general Gaussian recognition model), rests on a
characteristic foundational assumption. This is the same assumption upon which SDT is built –
that there exists some degree of variability in the perceptual information associated with stimuli
within categories (e.g., “tall” people are not all the same height) and that this variability
describes a roughly normal distribution of perceptual magnitudes.

Figure 1. Classifying a mass detected in an x-ray as conceptualized by signal detection theory.

GRT is an extension of signal detection theory, and it is in this context that it is typically
framed given the legacy of SDT in psychological research. However, it is conversely true that
4

signal detection theory is a special case of GRT restricted to a single dimension. Signal detection
theory is likely the most widely used model of decision making, and part of its versatility is that
it is relatively simple. Analyses based on signal detection assume a unidimensional perceptual
space which includes both signals (stimuli to be detected, of one or more kind) and noise
(meaningless perceptual variance) and in which decisions must be made about the class of a
given percept, whether a signal is present or absent. This is conceptually identical to a
classification task in which the two categories are “noise” and “signal plus noise”. Perception is
assumed to vary along a single axis depending on whether noise alone is present or a signal is
present within the noise. Observers evaluate the strength of percepts and make decisions about
whether a given percept indicates a signal is present. Signal detection theory estimates
parameters of the discriminability (d’) of noise distributions from signal plus noise distributions
and of decision bias (ß) along a single dimension.
Multiple theoretical advances have been made which expand on SDT. Most recent among
these is fuzzy signal detection theory (Hancock et al., 2000; Parasuraman et al., 2000; Szalma &
Hancock, 2013), which applies tenets of fuzzy logic (Cintula & Noguera, 2017; Zadeh, 1965) to
the classic SDT framework. Fuzzy logic posits that truth values (i.e., ground truth, the actual
state of the world) are represented by a spectrum of overlapping categories rather than by binary,
mutually exclusive options. While classic SDT treats perception as inherently variable, with
evidence for potentially confusable categories represented as overlapping normal distributions, it
treats the ground truth (objective state of the world) as binary, non-overlapping options; an input
is either signal or noise, with no grey area between. Fuzzy SDT, by contrast, treats the ground
truth as potentially ambiguous as well: Signal and noise represent a spectrum of possible values,
from unambiguously signal to unambiguously noise. Further, FSDT posits that the ground truth
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may at some values present equal evidence for two categories. A classic illustrative example of
the differences between the SDT and FSDT is the temperature of a cup of tea. Both treat an
observer’s perception of the temperature similarly, but where classic SDT represents the actual
temperature of the liquid as the binary options “hot” or “cold”, fuzzy SDT might include such
intermediate categories as “warm” and “cool” which overlap to some degree with one another
and with the extremes such that the ground truth might have a value (say, between “warm” and
“hot”) that evidences two categories equally. Both models, however, must collapse stimuli onto a
single evidence dimension.
General recognition theory, by contrast, makes the same assumptions about ground truth
as does signal detection: Stimuli belong in reality wholly to one category or another, and those
categories describe normal distributions (see Figure 2). While fuzzy SDT allows for more
nuanced treatment of real stimuli, the unique analytic advantage of applying GRT is that the
perceptual space to be modeled is not restricted to a single dimension. Instead, perceptual and
decisional processes can be modeled as they interact across dimensions of a stimulus. This
allows for more complete disentanglement of the effects associated with individual dimensions
of a stimulus. While signal detection theory modeling necessarily collapses all relevant
dimensions onto a single evidence axis, general recognition theory modeling allows the
researcher to separate two or more individual dimensions onto different axes when describing the
stimulus space. This is chiefly advantageous because interactions between dimensions can be
examined, both at perceptual and decisional levels.
Take, for example, the task of a radiologist examining a mammogram. If an abnormality
(e.g., a mass) is detected, the radiologist is then faced with a categorization judgment: Does this
pose a serious risk to the patient’s health, is it malignant or is it benign? While the ultimate
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judgment about the nature of the mass is a single decision, the factors that drive that judgment
are numerous. The Breast Imaging Reporting and Data System (BIRADS) is a standard
classification and reporting system for screening and diagnostic breast imaging, including a

Figure 2. Extending the SDT model to 2 dimensions.
section dedicated to x-ray mammography (Sickles et al., 2013), in the United States. The
BIRADS specifies a lexicon for use in describing various types of abnormalities found via
mammogram, such as calcifications or masses. For masses, three physical characteristics
are identified by the BIRADS atlas – shape, margin type, and density. Each of these
characteristics may be further classified by application of one of three to five standard
descriptors such as (for density) high, low, or equal density, or fat-containing. The dimensions of
the detected abnormality (e.g., shape, margin, and density) are ultimately synthesized into a
categorical assessment on a 6-point scale of the probability of malignancy. (Although the
BIRADS assessment categories includes a 7th possible assessment, “known, biopsy-proven
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malignancy,” this category is not a decision rendered solely by examination of the patient and
radiograph.) Signal detection modeling conceptualizes the outcome (the rating or diagnosis) as a
function of the radiologist’s perception of the mass. However, this perception is not monolithic,
rather being some function of all the characteristics visible in the image (shape, margin, and
density). How these dimensions are weighted, and how they interact with one another, drive the
ultimate judgment. Using SDT, these interactions are inscrutable.
The GRT-wIND Model
Before reviewing the relevant literature, the GRT-wIND model and the relevant measures
it provides are examined and discussed. What follows is a brief overview of the ways in which
two dimensions of a stimulus may interact perceptually and decisionally, as well as how these
interactions may be examined using GRT.
Perceptual Independence
One perceptual hypothesis tested by the model is perceptual independence (PI), or
whether the dimensions interact within categories. PI is the assumption that the value of a given
stimulus on one dimension (e.g., the pitch of an auditory stimulus) has no effect on how its value
on the other dimension (e.g., the loudness of that same auditory stimulus) is perceived. PI may
hold for some stimuli but not others within a stimulus set, and within this model may manifest as
one or more categories exhibiting covariance. Non-zero covariance within a category constitutes
a violation of PI and indicates that participants do not perceive the dimensions independently for
that stimulus or category. In Figure 3, the top right category violates PI as evidenced by the
positive covariance within the category’s contour.
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Figure 3. A hypothetical GRT model plot.
Perceptual Separability
Perceptual separability (PS) is the between-categories analog to PI. PS is the hypothesis
that a stimulus’ perceived value on one dimension is independent of its level on the other
dimension. In other words, dimensions A and B are perceptually separable if perception of a
stimulus on dimension B is unaffected by its category membership on dimension A. PS provides
an assessment of whether categories are qualitatively different from one another as a function of
some perceptual entanglement between two stimulus dimensions. For example, two tones may be
presented at the same objective loudness, but one may be perceived as louder because of a
difference in pitch. If category distributions differ in variance or central tendency across levels of
the orthogonal dimension, PS can be said to have been violated. In Figure 3, the distribution of
category A2B2 is shifted rightward (upward along dimension A) relative to A2B1 – note that the
means differ on dimension A. This mean shift would suggest that stimuli in the higher categories
on dimension A are perceived differently (in this case, are more discriminable on dimension A)
if they are also high on dimension B than if they are low. Categories A1B1 and A1B2 (see Figure
9

3) illustrate a variance shift; the category’s variance on A is greater at B1 than at B2. Such
unequal variances suggest that members of a category are perceived as more (or less) confusable
in their value on one dimension as a function of their value on the other dimension.
Decisional Separability
Decisional separability (DS), like perceptual separability, provides information about the
interaction of the stimulus dimensions across categories. DS is the hypothesis that the placement
of decision bounds on each dimension is independent of the value of the other dimension, or that
biases in classifying a stimulus along one dimension are agnostic to the level of the other.
Decision bounds divide the shared perceptual space in a manner analogous to ß in signal
detection theory, and DS is the assumption that the bias (bound placement) on each dimension is
equal across levels of the other dimension. Decisional separability can be assumed when bounds
are linear and orthogonal to their respective axes, independent of where they intercept the axes.
In Figure 3, the bound intercepting Dimension A supports the hypothesis of decisional
separability. The bound on Dimension B does not, however, indicating that responses are more
biased toward “B1” when A is high. Violations of decisional separability suggest that observers
employ different criteria for one dimension as a function of the other.
Comparing GRT and SDT
Applications of SDT
Categorization accuracy in real-world settings has rarely been analyzed using GRT
metrics. However, modeling perception and decision processes involved in classifying
naturalistic stimuli is exceedingly common, with applied psychology and medical research
almost universally utilizing signal detection metrics. The impact of the SDT framework can
hardly be overstated in applied research areas, and particularly in the domains of interest for this
10

review. The application of psychology in baggage screening uses signal detection modeling
extensively (Biggs & Mitroff, 2014, 2015; Mendes et al., 2011; Mitroff et al., 2015; Mitroff &
Biggs, 2014; Riegelnig & Schwaninger, 2006; Schwaninger et al., 2008, 2004; Wales et al.,
2009). The medical and psychological literatures concerning radiology – specifically, as
reviewed here, screening and diagnostic mammography – is similarly dominated by SDT
analyses (Beam et al., 1996; Berlin, 2007; Bleyer & Welch, 2012; Buist et al., 2004; Burnside,
2005; Graber et al., 2005; Lee et al., 2013; Mohan et al., 2012; Nodine et al., 1999; Ong &
Mandl, 2015; Palazzetti et al., 2016; Swets, 1998).
Other modeling approaches have been developed for medical applications, including
what are known as latent class models, which model individual observer perception and decision
bias as a probability function of a latent ground-truth variable such as disease severity
(Dendukuri & Joseph, 2001; Lin et al., 2018; Qu et al., 1996; Wang et al., 2019). Application of
such models, however, has been limited, and even these approaches still must collapse the
percept in question onto a single evidence dimension. For example, the decision bound
placement of expert classifiers such as radiologists has been a topic of much study. The findings
have largely indicated that experts possess similar perceptual discrimination abilities and widely
variable decision criteria (Beam, 1996; Swets, 1986; Swets, 1998; Swets et al., 2000).
Accordingly, efforts have been undertaken to alter decision criteria to improve accuracy. What
these findings exclude, however, is the possibility of perceptual error beyond simple
discriminability. This is no indictment of the researchers; research in radiology that utilizes
signal detection modeling certainly acknowledges the complexity of the judgment and makes
efforts to compensate through clever design. These efforts, however, are hindered by the nature
of the analytical tools they employ, as SDT analysis is ultimately limited in its ability to explain
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complex decisions by virtue of being a unidimensional model. In order to examine the decision
about the nature of a mass, it is unavoidable that multiple dimensions of the stimulus be
collapsed if a signal detection framework is employed. Direct examination of interaction
between the dimensions is, consequently, impossible without generalizing the theoretical
framework to multiple dimensions.
Applications of GRT
GRT has been widely applied in categorization research to two-alternative choice tasks
(e.g., Ashby & Maddox, 1990; Ashby & Gott, 1988) and four-alternative choice tasks using two
dimensions (for a review, see Ashby & Maddox, 2011). The model can be used to assess
interactions between more than 2 dimensions (e.g., Ashby & Lee, 1991; Kadlec & Townsend,
1992). However, 3 (or more) dimensional applications are far less common than the 2-

Figure 4. An exemplar four category distribution.
dimensional case, in part because factorial combination of 2 levels of 2 dimensions (a 2x2
paradigm; see Figure 4) represents the simplest means of assessing dimensional interactions.
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The application of GRT in categorization research has been widespread, and the findings
have greatly advanced understanding of the nature of human category learning. Applying GRT
has been instrumental in gaining the ability to discriminate between competing theories of
categorization (e.g., exemplar, prototype). The most common instantiation of GRT in basic
science is referred to as decision bound modeling. Decision bound modeling differs from the
modeling described here in that it does not assume only linear decision bounds. Instead, the
bound may be a quadratic function or some more complex product of, for example, a conjunctive
decision rule. The best-fitting bound employed by each participant is indicative of the strategy
being used as well as the brain system likely being engaged by the task (Ashby et al., 1998;
Maddox & Ashby, 1993).
One early point of disagreement about category learning was whether humans
exclusively utilized linear bounds or were capable of learning categories that were optimally
divided by a curvilinear bound. This question was answered by application of decision bound
modeling (GRT) to category structures that required integrating information from multiple
stimulus dimensions, known as information integration categories (Ashby & Maddox, 1992).
Another hypothesis about category learning concerned the way in which, once categories are
learned, subsequent stimuli are determined to belong to one category or another. The minimum
distance classifier posits that the observer’s response is a function of which category mean is
closest (equivalent to a prototype theoretic model), while the general linear classifier assumes a
linear decision bound is used to divide the space. For some category constructions, namely those
with perfectly uniform variability around the category means, the minimum distance classifier
provides an adequate account. In fact, this pattern can be accounted for by a number of
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categorization theories, including prototype or exemplar theory. If variability is anything but
uniform, however, a linear decision bound model often produces a more parsimonious account
of classification than a minimum distance classifier (Ashby & Maddox, 1990; Ashby & Gott,
1988) which is difficult to account for with, particularly, prototype theory. This application of
GRT was instrumental in distinguishing the predictive validity of several extant theories of
categorization and moved the field forward at a basic level.
General recognition theory, at least by comparison with signal detection, has not seen
widespread adoption in applied research; simple, highly controllable stimuli are the rule in the
GRT (and more generally categorization) literature (e.g., straight lines; Hélie et al., 2017;
Maddox & Ashby, 1993). Despite its impact in categorization and memory systems research,
technical challenges in applying GRT as a modeling tool have previously been substantial, and
the framework has been applied only sparingly outside of basic science. One early application
(McCarley & Krebs, 2006) examined the perceptual effects of sensor fusion, a multimodal image
creation technique by which inputs from multiple single-band sensors (e.g., infrared, thermal,
and visible light) are overlaid to create imagery that is more information-rich than any singlesensor’s output. The authors utilized a four-category identification task, computing
discriminability (d’) to assess interaction between image contrast (low or high) and color
(present or absent) and found some degree of interaction between image contrast and color
across categories. This application of GRT, however, was incomplete; other forms of perceptual
interaction (i.e., perceptual independence, or within-category covariance) were not tested, nor
were decision bounds computed. More recently, the framework was applied in social
psychology. Researchers examining men’s perceptions of a woman’s degree of sexual interest
(simply friendly or sexually interested) and style of dress (conservative or provocative) found
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that men who more readily endorsed rape myths also perceived an illusory correlation between
women’s affect and style of dress (Farris et al., 2010). This article represents a more complete
application of GRT in an applied setting, but it has been accompanied by few like it until very
recently.
While previous applications of GRT modeling have required substantial domain expertise
and were largely done by mathematical psychologists, theoretical and technical advances have
recently been made which facilitate GRT modeling considerably. The approach described here is
known as GRT with Individual Differences (GRT-wIND; Soto et al., 2015). GRT-wIND corrects
shortcomings identified in prior applications of GRT, such as the inability to fully disambiguate
perception and decision processes (Silbert & Thomas, 2013) and allows for the analysis of
individual differences in perceptual bias and decision bound placement. This approach utilizes a
software package (Soto et al., 2017) built in R (R Core Team, 2017). Model fitting proceeds by
first fitting a single model to all participants’ data simultaneously to produce a shared perceptual
space. To do this, participant responses are converted into confusion matrices – in the case of a
four-category task, a 4x4 matrix produced by factorial combination of possible ground truths
(i.e., category membership of the stimulus) and possible responses. Individual attention weights
(λ) are calculated to assess each participant’s relative attention focus toward one dimension or
the other, and these values are used to scale a perceptual space shared across observers (similar
to multidimensional scaling with individual differences – or indscal – models of perceptual
representation). Decision bounds are then estimated for individual participants on each
dimensional axis.
Since the publication of Soto and colleagues’ software, several avenues for application
have been explored. A selection of recent applications of the GRT-wIND model are reviewed
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here. This is not an exhaustive list, as the body of work applying the model to simple perceptual
stimuli is substantial, but instead highlights those publications which describe application to
complex or naturalistic stimuli, which is of interest to the work proposed here.
Applications of GRT-wIND with Natural Stimuli
Race adaptation is the observed adaptation to the features associated with faces of a
particular race that may influence perceptions of, or decisions about, the race of other faces
viewed later. Blaha and colleagues (2011) used an identification task to examine this
phenomenon by varying grayscale, computer-altered faces on (1) percentage of AfricanAmerican features present and (2) skin tone. Results indicated both perceptual and decisional
effects of race adaptation, in the form of sensitivity (d’) decrements and criterion (ß) shifts
toward the locus of adaptation, respectively. Perhaps most interesting for our purposes,
participants appeared to integrate feature type and skin tone perceptually, perceiving with great
accuracy the categories either high or low on both dimensions (light tone/Caucasian features,
dark tone/African features) while frequently confusing the categories low on one dimensions and
high on the other (see Figure 5, left). This effect produces a perceptual space with striking
similarities to those observed in classification tasks using both mammography and baggage
stimuli.
Kleider-Offutt et al. (2018) studied racial bias using an identification task with four Black
faces of varying emotional expression (neutral or threatening) and stereotypicality of facial
features (i.e., wide nose, full lips; Afrocentric). Perceptual separability was violated by mean
shift; modeling results indicated both perceptual and decisional biases toward classifying
expressions as “threatening” when facial features were stereotypical (see Figure 5, middle). The
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authors concluded that theoretically orthogonal dimensions were being integrated at both
perceptual and cognitive levels.
Williams et al. (2019) tasked participants with classifying phishing emails varied on
email structure (normal or abnormal), style of prose (normal or awkward) and the premise of the
message (plausible or implausible). The authors created three tasks by factorially combining all
unique pairs of the three studied dimensions. Neither perceptual separability nor decisional
separability held for any combination of the dimensions. Discriminability was generally highest
when an email contained two normal (plausible) or two abnormal (implausible) elements, and
decision criteria similarly favored “spam” when an abnormal characteristic on one dimension
was accompanied by an abnormal characteristic on the other.

Figure 5. From left: Blaha et al. (2011), Kleider-Offutt et al. (2018), Killingsworth & Bohil
(under review).
Thomas (2001) sought to assess the perceptual separability of various facial feature
characteristics (eye separation, nose width, and mouth width) using semi-realistic line drawings.
Data from a speeded identification task indicated that, at least when all facial features were
present in each stimulus, perceptual separability held while perceptual independence did not.
Thomas concluded the interaction between perceptions of various facial features occurs within a
single face, that a single feature is perceived relative to other features of that face but not relative
to other features more generally, or across categories. Most germane to the present review is the
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implication that the examined dimensions are truly orthogonal, intra-stimulus integration
notwithstanding.
In a series of studies conceptually similar to Thomas (2001), Wenger & Ingvalson (2002,
2003) again found facial features to be perceptually separable. They also concluded that
perceptual independence held as well, suggesting facial features were integrated only at the
decisional level. Of note is the difference in stimuli; the categories utilized here were not strictly
human faces (or representations thereof) but included images of animals, cars, and simple shapes
possessing gross face-like features.
Soto and Ashby (2015) further characterized the construct of perceptual separability. The
authors constructed categories of simulated faces that varied along two dimensions. Attending to
one of these dimensions was necessary to successfully learn the categories, while the other
dimension was task irrelevant. After learning the two categories, participants (and untrained
controls) completed a four-alternative identification task using exemplars varied along the two
dimensions. Results indicated that the relevant dimension was perceptually separable for those
who had received training, but not for controls. The authors concluded that perceptual
separability can be trained, or at least increased with training, and is at least partly a
characteristic of the observer rather than a fundamental attribute of the category to be learned.
Cohen (1997) used a GRT framework to assess the perceptual independence of two basic
stimulus attributes, color and shape. Simple visual stimuli were presented in a matrix composed
of distractors and, on some trials, targets. Single attributes were designated as targets (e.g., a
square as a target shape, black as a target color) such that a target might possess one (either
square or black) or both (a black square) characteristics, while a distractor (a white circle) would
possess neither. Participants were tasked with detecting whether a trial contained a target and
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producing the correct response on a keyboard (affirmative or negative). Cohen found that
participants detected “coincident” targets (those having both color and shape target status, e.g., a
black square) were detected better than would be expected if color and shape were perceptually
independent. Further, “disparate” trials (trials in which two targets each possessing only one
target characteristic were present, e.g. a black circle and a white square) produced an interference
effect such that detection performance was worse than predicted. In the language of the present
discussion, performance was disproportionately high on the “extremes”, or trials presenting
either a target with two target attributes or no targets, and suffered in the intermediate categories,
or those presenting targets possessing only one target attribute (either shape or color).
Motivating Problem
The apparent success of these first applications of GRT to more complex stimuli suggests
various directions for further inquiry in their various domains. However, methodological
questions remain which bear on any such future work. Unpublished works in the authors’ lab
exploring baggage screening and mammogram classification have also found dimensional
interactions among theoretically orthogonal dimensions (see Figure 6). In an examination of
baggage screening using a four-alternative forced choice task, categories were constructed from
pilot data in which participants rated individual bag images on dimensions “clutter” (how full the
bag appears, how busy the image) and “threat” (confidence that a bag either does or does not
contain a prohibited item). These categories were then learned by naïve participants and the
results modeled. Modeling results, along with accuracy data, suggested that participants
integrated the dimensions perceptually, producing more accurate classification responses and
lower perceptual variance in the “extreme” categories (the low-low and high-high categories).
The same pattern of findings was present in a similar study of mammogram classification in
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which the dimensions were constructed from analogous variables: tissue density (low/high) and
nature of a detected mass (benign/cancerous).
Multiple explanations of this high-high/low-low effect are plausible. The authors initially
concluded the effect indicated a perceptual bias arising from low-level visual characteristics of
the stimuli. For example, high-density soft tissue and malignant masses absorb more x-rays than
either low-density tissue or benign masses. A holistic image-processing account, similar to that
found by others examining perceptual integration of semi-complex stimuli (e.g., Blaha et al.,
2011; Cohen, 1997; Thomas, 2001), is then plausible.

Figure 6. Comparing category construction (left) to participants' representation.
However, neither these data nor the existing literature allowed other causes to be
satisfactorily excluded. An alternative explanation of the integration effect would be that it points
to a characteristic of the stimuli themselves. If this is indeed the case, more domain-specific
research is required to confirm and characterize this relationship, and such an explanation –
while interesting – places the onus on domain experts: Researchers in the field from which such
the stimuli are drawn (e.g., radiology).
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If the apparent integration is to be believed, it is valuable to find out the degree, if any, to
which it may be an artifact of the task or a category learning strategy. One explanation for the
pattern is that participants preferentially learn the extreme categories (low-low and high-high)
early in the task. This explanation could, hypothetically, be assessed using the same data in
which the integration was originally observed by comparing the rate at which each category was
mastered. The original data cannot, however, be conclusively shown to represent asymptotic
performance, so ambiguity would remain in any re-examination. The former explanation – that
the effect results from some artifact of the four-alternative forced-choice task – is not presently
answered by the category learning literature.
The studies described here primarily addresses two questions. The first pertains to the
relationship between stimulus space and perceptual space; specifically, whether changes in
objective category characteristics are reflected faithfully in the perceptual representations of
those categories. The pattern of results described above has emerged repeatedly in applications
of GRT to natural stimuli (see Figure 5) but does not yet have a satisfactory explanation, and it
remains difficult to decide among the candidate explanations precisely because the stimuli are
natural. Faces, for example, are composed of a multiplicity of dimensions – perhaps some of
them existing as emergent properties of other dimensions. The faces selected as stimuli to study
two such dimensions may also vary systematically on dimensions other than those under study.
Conclusions about the cause of the observed patterns remain equivocal until task artifacts can be
ruled out, which is exceedingly difficult to do with natural stimuli in all their multivariate
complexity. Applied studies, then, have generated more theoretical (or methodological)
questions that can only be answered with very basic experiments in which the objective category
structures are well understood. To address this, Experiment 1 sought to elucidate the relationship
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between the stimulus space and the psychological space through a variety of manipulations of the
underlying category structure (see Figure 7).

Figure 7. Example violations of perceptual assumptions tested by GRT-wIND.
The second aim of this study was to examine the effects of a variety of task artifacts in
four-category classification. There are many elements of the typical experimental categorization
task, as with all experimental tasks, that while unrelated to the constructs studied may
nevertheless color the results. The instructions given to participants, the location of or
relationship between response locations, and myriad other elements of the task may influence the
representations of the categories in such studies. For example, Ashby et al. (2003) demonstrated
an interaction between type of category construction and response location fungibility: When
learning a two-category classification task, participants were able to maintain accurate
responding after remapping the location of the response keys for rule-based categories (those
defined by a unidimensional rule) but not for information-integration categories (those defined
by an integrative rule). This study demonstrated a link between the type of category construction
to be learned and the neural system responsible for its learning. Extending understanding of this
motor involvement with category learning would serve to further clarify the role of the
laboratory in the data. If other task-specific effects are present, identifying these artifacts may
inform best-practices for similar experiments. Observing patterns in categorization of simple
stimuli similar to those seen in more complex applications – and, further, identifying the task
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conditions under which they are elicited – could expand our current understanding of
categorization as a cognitive task. To this end, Experiments 2 and 3 examined two components
of the basic categorization task. Experiment 2 examined the relationship between response
location and category structure by disrupting altering or disrupting the classic orthographic
mapping of response keys to category structures (as when plotted). Experiment 3 compared the
objective category constructions to those produced when participants rate individual stimuli. A
common means of producing (ostensibly) objective values for natural stimuli on various
dimensions is with a pre-rating pilot (e.g., baggage screening; see Figure 6). This method asks
participants in the pilot study to rate all stimuli, one by one, on one or more of the relevant
dimensions. These ratings are then used to construct the categories used in the classification task.
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CHAPTER 3: METHOD

General Design
The basic task used here is a four-alternative forced-choice task commonly used in
categorization research (see Figure 8). Participants were instructed to learn to accurately classify
individual stimuli into 4 arbitrary categories constructed by factorial combination of two levels
each along two physical dimensions. To avoid interference from prior experience, simple visual
stimuli (straight lines varying in length and angle of orientation) will be used. After the

Figure 8. The progression of a single trial of the basic experimental design.
presentation of a stimulus, participants pressed one of four designated response keys to indicate
the category membership of the stimulus. Corrective feedback, including true category
membership, was presented immediately following every trial, which participants used to learn
the categories.

24

Participants
Participants (N = 330) were young adults aged 18-35 years (M = 24.11, SD = 3.42) with
normal or corrected-to-normal visual acuity. Potential participants were excluded if they met one
or more of the following criteria: Motor impairments which would preclude the extended use of
a mouse and keyboard; present or former neurological illness, injury, disorder, or impairment;
present or former diagnosis of an attention disorder such as ADHD; a present diagnosis of a
condition that may impair working memory or attention, such as depression or anxiety.
Stimuli
Straight lines varying in length and angle (degrees rotated clockwise from vertical; see
Figure 8) were presented one at a time against a grey background. All categories were composed

Figure 9. The basic, symmetrical category construction.
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of 35 exemplars describing a bivariate normal distribution with equal variance on both
dimensions (see Figure 9). Each experiment presented four blocks of 140 trials each. In the first
three blocks (the learning phase), corrective feedback was presented after each trial. Corrective
feedback was removed for the last block (the test phase) such that feedback only confirmed that a
response was made. To control for memory effects arising from repeated presentation of specific
exemplars, the stimuli presented in the test phase were different from those in the learning phase
while describing the same category distributions – category means, variances, and covariances
were identical across training and test phases.
Procedure
After completing a prescreening questionnaire, participants were directed to the study
hosted at pavlovia.org. Following the informed consent process, in which participants were
informed of the nature and duration of the study as well as where to reach members of the study
team or reviewers at the IRB, instructions were presented detailing the task. Upon task
completion, participants were redirected to the SONA site confirming that course
credit has been awarded.
Experiment 1: Model Sensitivity
Experiment 1 tasked participants (n = 99) with learning to accurately classify line stimuli
into four categories. No specific information about the nature of the categories was provided
beyond indicating that the stimuli varied on length and angle and that the categories could be
learned with a degree of accuracy. Participants then completed the task with self-paced breaks of
up to 2 minutes after each block. Categories were produced by manipulating the original
unbiased category construction (see Figure 9) to present violations of perceptual assumptions of
the GRT-wIND model. Two conditions presented violations of PS, either by translating one level
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of one dimension – that is, two categories – along the angle dimension by one standard deviation
unit (PS-level condition; Figure 10, left) or by similarly shifting only one category (PS-category
condition; Figure 10, center). These represent violations of PS by mean shift. A third condition
presented a violation of PI by increasing intra-category covariance to 1 (Figure 10, right).

Figure 10. Category constructions used in Experiment 1 conditions.
Experiment 2: Response Mapping
Experiment 2 tasked participants (n = 103) with learning to classify the basic category
construction (see Figure 9) using varied response schemes. Rather than the canonical Euclidean
plane, in which values on both axes proceed in the positive direction from the origin in the lower
left field, the first condition reverses the abscissa such that values decrease with distance from
the origin. That is, the categories on the X dimension are swapped (see Figure 11, top center).
Swapping the categories in this way changes nothing about the mathematical relationship
between the categories, the stimuli, or the space, but only which categories are associated with
the “extremes” (high on both dimensions or low on both dimensions). In the first (control)
condition, responses “C” and “Y” are the extremes; in the second, “B” and “R”. This
manipulation addresses the hypothesis that dimensions of the response space, in addition to or in
place of any truly stimulus-specific characteristics, influence the representational space.
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The third condition (x-shift condition; Figure 11, top left) examined was the relationship
among the response locations, in this case the keys on a keyboard. Participants learned the same
categories as were presented in the control condition using different responses. Response keys
were remapped to increase distance along the X dimension – from C, B, R, and Y to X, M, E,
and I (Figure 11, bottom). This seeks to addresses the role of an apparently arbitrary decision by
the researcher – which keys to assign to which category – on participants’ representation of the

Figure 11. Category-response key relationships in Experiment 2 control (top right), x-flip
(top middle), and x-shift (top left) conditions.
categories in question. Because the optimal decision bounds remained linear and orthogonal to
their axes, participants were not expected to utilize associative learning and thus would not
expected to be hindered by remapping response locations. However, while Ashby and colleagues
(2003) examined remapping in a 2-category task, the effects of altering the fundamental
relationship between the response locations in the 4-category GRT approach had not been
examined.
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Experiment 3: Stimulus Space Generation
Experiment 3 tasked unique, naïve participants (N = 80) with rating the stimuli (lines) used in the
basic category construction (see Figure 9) one at a time on one dimension or the other (length or angle).
Ratings were provided on a 7-point Likert scale, replicating previous experiments that utilized pre-rating to
create a stimulus space for subsequent classification tasks (e.g., Figure 5). Each participant rated only on
one dimension to minimize cross-contaminating perceptions of one dimension by having previously rated
on the other. Thus, 40 ratings were obtained for each stimulus on each dimension. Ratings were used to
model the perceptual space occupied by the stimuli (as in Figure 6) and compared to the objective category
construction (the ground truth).
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CHAPTER 4: RESULTS

Experiment 1: Model Sensitivity
The first experiment examined the models of participant representations produced by
category structures that violate an assumption about the perceptual space or category structures.
The first condition, PS-level, presents a violation of PS by an upward mean shift of two
categories (long lines; categories 2 and 4) on the opposite dimension (angle) (see Figure 13,
right). The second condition, PS-category, replicates the first except only one category (long
length/high angle; category 4) is shifted upward. The third condition, PI, presents a violation of
PI in one category (long length/low angle; category 2) by increasing intra-category covariance to
1. Analysis of each condition proceeded after excluding non-learners, defined as participants
who failed to achieve at least 30% accuracy (chance = 25%) in the last block of trials.
PS-level Condition
The PS-level condition shifted two categories (categories 2 and 4) upward along the
angle dimension (see Figure 13). In the PS-level condition, 31 participants’ data were analyzed
after exclusion of 8 non-learners. For learners, categorization accuracies (see Figure 12) were
compared across blocks of trials to assess learning. Block 1 accuracies were above chance (M =
.46, SD = .11) and improved throughout the experiment in block 2 (M = .55, SD = .14), block 3
(M = .57, SD = .16) and block 4 (M = .60, SD = .14). A repeated-measures ANOVA indicated
that accuracy improved significantly over blocks (F(3,90)=22.53, p < .001, η2p = .43), with a
significant increase only from block 1 to block 2 (pholm < .001). All other blockwise increases
were nonsignificant (all pholm > .181), indicating that on average participants had achieved
asymptotic accuracy.
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A one-way repeated-measures ANOVA indicated that, in the final block of trials,
response accuracy was affected by stimulus category membership, F(3,90) = 23.64, p < .001, η2p
= .44. A subsequent 2x2 repeated measures ANOVA provided further insight: Main effects were
found for length (F(1,30) = 48.31, p < .001, η2p = .62) and angle (F(1,30) = 11.54, p = .002, η2p =
.278), and there was a significant interaction between length and angle, F(1,30) = 14.43, p <

Figure 12. PS-level accuracy by category and block.
.001, η2p = .32. Post-hoc comparisons indicated a significant advantage for category 4 (long
length/high angle) when compared to all other categories (all pholm < .001). No other comparisons
were significant (all pholm > .122).
GRT-wIND models were also fit to participants’ classification data. The full,
unconstrained model (see Figure 13, right) provides the most complete account of the data (R2 =
.97) and its parameters are reported below. Perceptual separability held along the length
dimension (χ2(4) = 5.64, p = .228) and was violated along the angle dimension, χ2(4) = 33.10, p <
.001. Perceptual independence was also violated, χ2(4) = 10.59, p = .032. Note that the status of
PI does not affect conclusions about PS or DS. Because PI is of theoretical interest only in one
condition of experiment 1, it will not be examined in depth elsewhere.
Dip-tests of unimodality (Hartigan & Hartigan, 1985) were conducted on all individual
difference parameters to test for the presence of qualitatively distinct sub-groups within the
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sample. Many of the following analyses assume unimodal distributions, so precluding a
multimodal distribution is an important consideration when determining whether the mean
presents an unbiased characterization of the sample’s central tendency. Dip-tests of the
distribution of individual difference parameters identified no sub-groups within the sample (all p
> .494), suggesting that mean values provide accurate characterization for these parameters. A
modest sample-wide attentional bias was present, however, with 23 participants attending to
length and 8 attending to angle, χ2(1) = 7.26, p = .007.
Decisional separability was violated both on the length dimension (X2(31) = 118.87, p <
.001) and on the angle dimension, X2(31) = 121.24, p < .001. The average bound along the length

Figure 13. PS-level stimulus (left) and model plots.
dimension was rotated counterclockwise (M = -4.23 degrees, SD = 16.79), though this did not
represent a significant deviation from the DS bound along that dimension, t(30) = 1.40, p = .172.
The average bound along the angle dimension was rotated significantly counterclockwise (M = 16.36 degrees, SD = 13.31) from the orthogonal DS bound, t(30) = 6.85, p < .001.
PS-category Condition
The PS-category condition presents the same pattern as PS-level, but here only one
category is shifted: Category 4 (long/high). In the PS-category condition, 30 participants’ data
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were analyzed after exclusion of 3 non-learners. For learners, categorization accuracies were
compared across blocks of trials to assess learning (Figure 14, left). Block 1 accuracies were
above chance (M = .53, SD = .11) and improved throughout the experiment in block 2 (M = .62,
SD = .13), block 3 (M = .68, SD = .11) and block 4 (M = .69, SD = .10). A repeated-measures
ANOVA indicated that accuracy improved significantly over blocks (F(3,87) = 52.16, p < .001,
η2p = .64), with significant increases from block 1 to block 2 (pholm < .001) and block 2 to block 3
(pholm < .001) and a nonsignificant increase from block 3 to block 4 (pholm = .448), indicating
participants reached asymptote.

Figure 14. PS-category accuracy by category and block.
A one-way repeated-measures ANOVA indicated that, in the final block of trials,
response accuracy was affected by stimulus category membership, albeit marginally, F(3,87) =
21.46, p < .001, η2p = .43. A subsequent 2x2 repeated measures ANOVA found main effects for
length (F(1,29) = 22.46, p < .001, η2p = .44) and angle (F(1,29) = 33.90, p < .001, η2p = .54), and
there was a significant interaction between length and angle, F(1,29) = 10.93, p = .003, η2p = .27.
Post-hoc comparisons indicated a significant advantage for category 4 (long length/high angle)
when compared to all other categories (all pholm < .001). No other comparisons were significant
(all pholm > .999).
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The full model (Figure 15, right) fit the data well (R2 = .99). Perceptual separability was
violated along the length dimension (χ2(4) = 19.99, p < .001) and along the angle dimension,
χ2(4) = 84.43, p < .001. Perceptual independence was also violated, χ2(4) = 25.25, p < .001.
Discriminability appears to again be substantially greater for long lines (categories 2 and 4), with
distinct advantages in both accuracy and discriminability for category 4 (long/high) especially.

Figure 15. PS-category condition accuracy by block (left) and block 4 model plot.
Dip-tests of the distribution of individual difference parameters identified no sub-groups
within the sample (all p > .255), suggesting that mean values provide accurate characterization
for these parameters. Sample-wide attentional bias was not significant: 20 participants attended
to length and 10 attended to angle, χ2(1) = 7.26, p = .068.
Decisional separability was violated both on the length dimension (X2(30) = 129.78, p <
.001) and on the angle dimension, χ 2(30) = 91.08, p < .001. The average bound along the length
dimension was rotated counterclockwise (M = -0.93 degrees, SD = 12.55), though this did not
represent a significant deviation from the DS bound along that dimension, t(29) = 0.41, p = .688.
The average bound along the angle dimension was rotated significantly clockwise (M = 13.80
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degrees, SD = 10.96) from the orthogonal DS bound, t(29) = 6.89, p < .001. Together, these
bounds represent a decision bias toward categories 1 (short/low) and 4 (long/high).
PI Condition
In the PI condition, 38 participants’ data were analyzed after exclusion of 2 non-learners.
For learners, categorization accuracies were compared across blocks of trials to assess learning
(see Figure 16). Block 1 accuracies were above chance (M = .61, SD = .11) and improved
throughout the experiment in block 2 (M = .71, SD = .15), block 3 (M = .72, SD = .14) and block
4 (M = .72, SD = .14). A repeated-measures ANOVA indicated that accuracy improved
significantly over blocks (F(3,111) = 55.45, p < .001, η2p = .60), with a significant increase only
from block 1 to block 2 (pholm < .001). All other comparisons were nonsignificant (all pholm > .98).
A one-way repeated-measures ANOVA indicated that, in the final block of trials,

Figure 16. PI accuracy by category and block.
response accuracy was affected by stimulus category membership, F(3,111) = 35.80, p < .001,
η2p = .49. A subsequent 2x2 repeated measures ANOVA found main effects for length (F(1,37) =
92.39, p < .001, η2p = .71) and angle (F(1,37) = 16.95, p < .001, η2p = .31), but no interaction was
found between length and angle, F(1,37) = 0.39, p = .393, η2p = .01. Post-hoc comparisons
indicated a significant advantage for both long lines categories (categories 2 and 4) when
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compared to short lines categories (all pholm < .019) and for category 2 (long/low) when
compared to category 4 (long/high; pholm = .035).
The full model (Figure 17, right) provided the most complete account of the data (R2 =
.98) and is reported below. Perceptual separability was violated along the length dimension
(χ2(4) = 241.74, p < .001) and along the angle dimension, χ2(4) = 724.13, p < .001. Perceptual
independence was also violated, χ2(4) = 78.43, p < .001.

Figure 17. PI stimulus (left) and model plots.
Dip-tests of the distribution of individual difference parameters identified no sub-groups
within the sample (all p > .583), suggesting that mean values provide accurate characterization
for these parameters. A significant sample-wide attentional bias was indicated, with 30
participants attending to length and only 8 attending to angle, χ2(1) = 12.74, p < .001.
Decisional separability was violated both on the length dimension (χ 2(38) = 266.19, p <
.001) and on the angle dimension, χ 2(38) = 144.68, p < .001. The average bound along the length
dimension was rotated clockwise (M = 27.53 degrees, SD = 9.74) a significant amount compared
to the orthogonal DS bound along that dimension, t(37) = 17.42, p < .001. The average bound
along the angle dimension also differed significantly from the corresponding DS bound, being
rotated 16.26 degrees clockwise (SD = 19.82), t(37) = 5.06, p < .001.
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Experiment 2: Response Mapping
The second experiment examines the influence of response location mapping on
participants’ representations of the underlying category structure. A control condition and two
experimental conditions (referred to as x-flip and x-shift) are reported; all utilize the same
category constructions. Category means, variances, and covariances remained unchanged across
experiment 2 conditions. Analysis of each condition proceeded after excluding non-learners,
defined as participants who failed to achieve at least 30% accuracy (chance = 25%) in the last
block of trials.
Control Condition
In the control condition, 33 participants’ data were analyzed after exclusion of 12 nonlearners. For learners, categorization accuracies were compared across blocks of trials to assess
learning (Figure 18, left). Block 1 accuracies were above chance (M = .47, SD = .10) and
improved throughout the experiment in block 2 (M = .54, SD = .13), block 3 (M = .58, SD = .17)
and block 4 (M = .59, SD = .16). A repeated-measures ANOVA indicated that accuracy
improved significantly over blocks, F(3,96) = 12.67, p < .001, η2p = .28, with a significant
increase from block 1 to block 2 (pholm = .005) and nonsignificant increases between other blocks
(all pholm > .164), indicating that participants had reached asymptotic accuracy.
The effect of stimulus category on classification accuracy was also assessed. A one-way
repeated-measures ANOVA indicated that, in the final block of trials, response accuracy was
affected by stimulus category membership. A 2x2 repeated-measures ANOVA found main
effects found for length (F(1,32) = 18.31, p < .001, η2p = .36) and angle, F(1,32) = 19.98, p <
.001, η2p = .38. There was also a significant interaction (see Figure 18, right) between length and
angle, F(1,32) = 16.84, p < .001, η2p = .35. Post-hoc comparisons indicated significantly higher
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accuracy for category 4 (long length/high angle) when compared to other categories (all pholm <
.001). No other comparisons between categories were significant (all pholm > .99).
GRT-wIND models were also fit to participants’ classification data. The unconstrained
model (see Figure 18) provides the most complete account of the data (R2 = .97). Perceptual
separability was violated along the length dimension, χ2(4) = 20.27, p < .001, and along the angle
dimension, χ2(4) = 10.95, p = .027. There was greater perceptual discriminability (separation
between contours) along the length dimension when the angle was high. That is, perceptual
discrimination of length was lower (i.e., perceptual confusability was higher) for lines nearer
horizontal. Perceptual independence was also violated, χ2(4) = 15.00, p=.005. Note that the status
of PI does not affect conclusions about PS or DS.

Figure 18. Control condition accuracy by block (left) and block 4 model plot.
Dip-tests suggested no extant sub-groups (all p > .06), which, when considered in light of
a sample size greater than 30, indicated that mean values should sufficiently characterize trends
for these parameters. In the final block, there was no sample-wide attentional bias toward either
dimension, χ2(1) = 0.03, p=.862. Seventeen participants attended more to length (i.e.,  > .5) and
16 attended more to angle ( < .5).
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Decisional separability was violated both on the length dimension, X2(33) = 134.28, p <
.001, and on the angle dimension, X2(33) = 100.18, p < .001. As shown in Figure 18, the average
bound along the length dimension was rotated slightly clockwise (M = 1.56 degrees, SD = 19.98)
relative to the orthogonal DS bound along that dimension, t(32) = 0.45, p =.65. The average
bound along the angle dimension was rotated slightly clockwise (7.80 degrees, SD = 15.16) from
orthogonal. This is a small but significant deviation from an unbiased decision bound, t(32) =
3.00, p = .005. Together, these bounds indicate a decision bias toward categories 1 and 4 (the
extremes: short/low and long/high).
X-shift Condition
In the x-shift condition, 38 participants’ data were analyzed after exclusion of 7 nonlearners. For learners, categorization accuracies were compared across blocks of trials to assess
learning (Figure 19, left). Block 1 accuracies were above chance (M = .45, SD = .11) and
improved throughout the experiment in block 2 (M = .55, SD = .14), block 3 (M = .58, SD = .17)
and block 4 (M = .61, SD = .16). A repeated-measures ANOVA indicated that accuracy
improved significantly over blocks ( F(3,111)=37.70, p < .001, η2p = .51), with a significant
increase only from block 1 to 2 (pholm < .001). All other blockwise increases were nonsignificant
(all pholm > .104), indicating that participants had reached asymptotic accuracy.
A one-way repeated-measures ANOVA Indicated that, in the final block of trials,
response accuracy was affected by stimulus category membership, F(3,111) = 29.31, p < .001,
η2p = .44. A 2x2 repeated-measures ANOVA found main effects for length (F(1,37) = 48.05, p <
.001, η2p = .57) and angle (F(1,37) = 6.20, p = .017, η2p = .14) and there was a significant
interaction between length and angle, F(1,37) = 13.90, p < .001, η2p = .27. Post-hoc comparisons
indicated a small but significant advantage for category 4 (long length/high angle) when
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compared to category 3 (short length, high angle; pholm = .039). No other comparisons were
significant (all pholm > .157).

Figure 19. X-shift condition accuracy by block (left) and block 4 model plot.
GRT-wIND models were also fit to participants’ classification data. The full model
(Figure 19, right) fit the data well (R2 = .97) and is reported here. Perceptual separability held
along the length dimension, though marginally (χ2(4) = 9.23, p = .056) and was violated along
the angle dimension, χ2(4) = 49.01, p < .001. As in the control condition, there was greater
perceptual discriminability for length when angle was high (nearer vertical). However, this
difference in discriminability is less pronounced; that is, perceptual discrimination of length is
less dissimilar as a function of angle, even failing to violate PS. Perceptual independence was
also violated, χ2(4) = 56.72, p < .001.
Dip-tests suggested no sub-groups within the sample (all p > .07). In the final block, there
was no sample-wide attentional bias toward either dimension, with 21 participants attending to
length and 17 attending to angle, χ2(1) = 0.41, p=.516.
Decisional separability was violated both on the length dimension, X2(38) = 75.84, p <
.001, and on the angle dimension, X2(38) = 96.13, p < .001. The average bound along the length
dimension was rotated slightly but nonsignificantly counterclockwise (M = -1.86 degrees, SD =
9.91) relative to the DS bound along that dimension, t(37) = 1.19, p =.244. The average bound
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along the angle dimension was rotated slightly clockwise (4.71 degrees, SD = 12.79) from
orthogonal. Like the control condition, this is a small but significant deviation from an unbiased
decision bound (t(37) = 2.19, p = .035) that indicates a decision bias toward categories 1 and 4
(the short/low and long/high categories).
X-flip Condition
In the x-flip condition, 32 participants’ data were analyzed after exclusion of 16 nonlearners. For learners, categorization accuracies were compared across blocks of trials to assess
learning (Figure 20, left). Block 1 accuracies were above chance (M = .42, SD = .09) and
improved throughout the experiment in block 2 (M = .51, SD = .14), block 3 (M = .55, SD = .14)
and block 4 (M = .60, SD = .14). A repeated-measures ANOVA indicated that accuracy
improved significantly over blocks ( F(3,93) = 22.86, p < .001, η2p = .42), with statistically
significant increases from blocks 1 to 2 (pholm < .001) and 3 to 4 (pholm = .048) and a
nonsignificant increase from 2 to 3 (pholm = .116), suggesting that participants may have reached
asymptotic accuracy.
A one-way repeated-measures ANOVA indicated that, in the final block of trials,
response accuracy was affected by stimulus category membership, albeit marginally, F(3,93) =
2.78, p = .045, η2p = .08. A 2x2 repeated-measures ANOVA found neither a main effect for
length (F(1,31) = 2.24, p = .145, η2p = .07) nor angle, F(1,31) = 0.604, p = .443, η2p = .02. There
was, however, a significant interaction between length and angle, F(1,31) = 5.94, p = .021, η2p =
.16. Post-hoc comparisons indicated a small but significant advantage for category 4 (long
length/high angle) when compared to category 3 (short length, high angle; pholm = .039). No other
comparisons were significant (all pholm > .157).
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The full model (Figure 20, right; R2 = .97) is presented here. Perceptual separability held
along the length dimension (χ2(4) = 5.28, p = .260) and was violated along the angle dimension,
χ2(4) = 18.54, p < .001. In stark relief to the control and x-shift conditions, there was no clear
perceptual advantage for category 4 when response locations did not map directly to category
centroids. Perceptual independence also held, χ2(4) = 8.86, p < .001.
Dip-tests suggested no sub-groups within the sample (all p > .54). In the final block, there
was no sample-wide attentional bias toward either dimension, with 14 participants attending to
length and 18 attending to angle, χ2(1) = 0.50, p=.480. Decisional separability was violated both

Figure 20. X-flip condition accuracy by block (left) and block 4 model plot.
on the length dimension, χ 2(32) = 262.32, p < .001, and on the angle dimension, X2(32) = 59.74,
p = .002. The average bound along the length dimension was rotated significantly clockwise (M
= 8.51 degrees, SD = 19.46) relative to the DS bound along that dimension, t(31) = 2.46, p =.020.
The average bound along the angle dimension was rotated counterclockwise (M = -9.08 degrees,
SD = 12.66) from orthogonal. Like the control condition, this is a small but significant deviation
from an unbiased decision bound (t(31) = 3.99, p < .001) that indicates a decision bias toward
categories 2 and 3 (long/low and short/high). This directly contrasts with the control and x-shift
conditions, which showed the same pattern of response bias but favoring categories 1 and 4
42

(short/low and long/high). Altering the relationship between the response locations and the
categories themselves, then, appears to at least mitigate the advantage for category 4 (long/high)
and perhaps even reverses it in favor of other categories.
Experiment 3: Stimulus Space Generation
Experiment 3 tasked participants (n = 80) with rating the stimuli used in the control
condition on one of the two dimensions using a 7-point Likert scale. Length ratings were
obtained from 40 participants and angle ratings were obtained from 40 discrete participants.
Ratings on length and angle for each stimulus were averaged and the resulting stimulus space
plotted (see Figure 21, left). Raw category means and standard deviations (see Table 1)
suggested that rating produced a space comparable to the underlying stimulus space.
Table 1. Category means and standard deviations produced by rating stimuli.
Category
1
2
3
4

Length

Angle

M

SD

M

SD

2.88
5.18
3.02
5.55

1.15
1.17
1.23
1.17

3.01
3.22
5.03
5.03

1.29
1.31
1.35
1.32

Means on the length dimension indicated some degree of bias not present in the stimuli
was introduced by the ratings as means on the length dimension were on average higher when
angle was high. Paired-samples t-tests found a significant difference in length ratings between
long lines categories – categories 2 and 4 – (t(34) = 9.34, p < .001) while differences between
short lines – categories 1 and 3 – were not significant, t(34) = 1.97, p = .057. Paired-samples ttests comparing ratings on the angle dimension found a significant difference between low angle
categories 1 and 2 (t(34) = 3.48, p = .001) but no difference between high angle categories 3 and
4, t(34) = 0.51, p = .611.
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While these results suggest a significant bias is introduced by creating a stimulus space
via rating, the magnitude of the mean shifts is relatively small. On the length dimension, the

Figure 21. The control condition stimulus space (left) and the space produced by participant
ratings.
largest difference lies between categories 1 (short/low) and 2 (long/low), which is 0.37 on the
present scale. Scaled to the category average SD, however, this represents a shift of less than
one-third of one SD unit (0.37/1.18 = 0.31 SD units). On the angle dimension, the largest shift
was between the high angle categories (category 3 – category 4 = 0.21), which so scaled is only
0.21 SD units. Overall, a rightward shift (along the length dimension) of categories 3 and 4 and
an upward shift (along angle) of category 2 presents a pattern similar to what is frequently
observed in GRT studies using naturalistic stimuli, including those incorporating pre-rating pilot
studies in their designs (see Figure 5). Implications of this finding are considered more in the
discussion.
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Table 2. Comparing category means using frequentist and Bayesian t-tests.
Comparison

1-3
2-4
1-2
3-4

Frequentist

Bayesian

t

p

BF01

BF10

1.97
9.34
3.48
0.51

.057
<.001
.001
.611

3.42
0.54
2.32
3.99

0.29
1.85
0.43
0.25
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Conclusion
Outcome
Strength of
Evidence
1=3
Moderate
4>2
Inconclusive
1=2
Inconclusive
3=4
Moderate

CHAPTER 5: DISCUSSION

These studies sought to address possible confounding factors arising from design and task
factors hypothesized in light of previous research using a 2x2 categorization task. Experiment 1
assessed the sensitivity of the model to changes in the stimulus space, experiment 2 addressed
the effect of response mapping on resulting representations, and experiment 3 examined the
effect of producing a stimulus space by participant ratings on stimulus dimensions. Findings
from each experiment will be discussed individually, followed by a more general discussion
synthesizing the study’s overall outcomes.
Experiment 1: Model Sensitivity
The first experiment assessed the sensitivity of the GRT-wIND model to aberrations in
the stimulus space to be learned. Three conditions presented violations of perceptual assumptions
tested by the modeling approach. Two conditions violated PS by mean shift, one (PS-level) by
shifting one level of the length dimension (two categories) and the other (PS-category) by
shifting one category (high/high), and the third (PI) presented a violation of PI by increasing
covariance within one category (low length/high angle) to 1. Participants learned to classify one
of these stimulus sets and their resulting representations were assessed by model fitting to
determine if (1) participants were sensitive to these manipulations of the category structure and
(2) the model was sensitive to these characteristics of participant representations. Overall, results
of the first experiment bolster evidence that the GRT-wIND model is sensitive to violations of
the assumptions it purports to test (see Figure 22; note all R2 > .96).
Models of participant data in the PI condition suggest that the model and the participants
are sensitive to violations of PI. Covariance was accurately represented for the manipulated
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category (category 2; long/low). Representations of the other categories are less clearly
reflections of the underlying category characteristics, however, and perhaps represent an avenue
for future inquiry. The model suggests these categories are perceived to have high intra-category
covariance as well, and further that the nature of the interaction within these categories is
opposite that of the interaction within category 2. While this may be an artifact of the strength of
the manipulation, synthesizing the model and category-wise accuracy findings suggest it is an
accurate reflection of participants’ representations of these categories explained by a
combination of high variance in category 2 and severe decision biases. That category 2 displayed
the theoretical maximum for covariance may limit the generalizability of this finding; natural or
complex stimuli would rarely be expected to display such high intra-category covariance, if only
because their associated percepts result from a greater number of features and thus are more
inherently noisy. Alternatively, participants may have perceived covariance in category 2 while
failing to perceive its absence in the other categories. Replication is needed to clarify under what
conditions this effect presents, and similar manipulations using other kinds of simple stimuli with
two or more dimensions (e.g., gabors, greebels, etc.), or with less extreme intra-category
covariances, could serve to determine whether this effect extends beyond the present paradigm.
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Figure 22. Comparing stimulus spaces (top) and modeled perceptual representations for each
category in Experiment 1.
Models of participant data in the PS-level condition indicated that the upward shift
present in two categories of the stimuli was reflected in the model, and the PS-category condition
corroborates this account. Taken together, results of the PS conditions indicate that the category
that was mean shifted in both (category 4; long/high) was represented similarly across
conditions. The category that was shifted only in the PS-level condition (category 2; long/low)
but not in PS-category provides possibly the clearest evidence for the model’s sensitivity to such
category characteristics. In the PS-level model, category 2 was shifted up, as expected, while in
the PS-category model it appeared to be shifted down relative to its canonical mean (i.e.,
identical to the control condition). This suggests both that participant representations are
sensitive to relatively small shifts of category means and that the GRT-wIND model provides a
believable account of these representations. Less clear is why the category 2 (long/low) mean
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appears to be represented as lower (here, lower angle) than the mean of category 1 (short/low)
when the underlying stimulus space contains no such shift. It is possible this is an artifact of
comparatively high noise, as perceptual variability on both dimensions is highest in category 2.
Examining future studies for a “reactive mean shift” of this kind may prove fruitful. However, in
sum, these data indicate that the model is sensitive to violations of PS and PI and accurately
reflects at least gross category characteristics where such violations are present.
Experiment 2: Response Mapping
The second experiment examined the influence of response location mapping on learned
category representations. Findings suggest that response locations do indeed affect the mental
representations participants form when learning a novel categorization scheme. The “high-high
advantage” was observed in classification of simple stimuli with dimensions known to be
orthogonal in the control condition. This presents a troubling replication of several recent
publications using the 2x2 categorization paradigm (see Figure 5). While this is only one sample,
the influence of response location is further evinced by models of the two experimental (noncontrol) conditions.
When, in the x-shift condition, response locations were altered to increase distance along
the “X” dimension – compare the relationship, on a QWERTY keyboard, between C, B, R, and
Y to that between X, M, E, and I – participants’ representations of the categories reflected this.
Increasing the physical distance between response locations along just one dimension appears to
produce representations that are similarly discriminable along that dimension. Further, this
perceptual change was substantial enough to mute the accuracy advantage of category 4
(long/high). In the control condition, accuracy was significantly higher only for category 4.
While, in the x-shift condition, category 4 again produced the highest accuracy, category 2 (the
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other high length category, assigned to keys B and M in the control and x-shift conditions,
respectively) was also significantly higher in accuracy than the remaining 2 categories (see
Figure 19, left). Modeling results further clarify this effect. Decision bounds are qualitatively
comparable between control and x-shift conditions – near-orthogonal on length and modest
clockwise rotation on angle – suggesting that any differences are due to differences in
perceptions. Perceptual separability held in x-shift but not in the control, with the most notable
perceptual difference in category 2 (long/low), which was shifted rightward along the length
dimension. This mirrors the shift in response locations to such a degree that it effectively negates
the perceptual advantage of category 4. While accuracy remained highest in category 4, this can
be attributed primarily to the decision bias on the angle dimension favoring categories 1 and 4.
Trends observed thus far were largely replicated by the x-flip condition. In this condition,
category construction remained unchanged and participants again responded with the C, B, R,
and Y keys but the key-category relationship was mirrored from that of the control such that C
was paired with category 2, B with category 1, R with category 4, and Y with category 3 (see
Figure 11). Here, as in the x-shift condition, the distinct advantage for category 4 was mitigated
by changing the mapping of responses without changing the categories to be learned. While
accuracy was again highest in category 4 (long/high), the difference was only significant when
compared to category 3 (short/high), which yielded the lowest accuracy. Disrupting the
orthogonal response-category relationship appears, then, to virtually nullify the advantage for
category 4. Decision bounds here mirror the pattern observed in the prior two conditions; the
bound on length is rotated clockwise, and the bound on angle is rotated counterclockwise.
Together, the bounds indicate a substantial decision bias toward category 3 (short/high) and, less
extremely, category 2 (long/low). In this condition (x-flip), categories 2 and 3 were assigned to
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the C and Y keys, which in the control condition were assigned categories 1 and 4. In both
control and x-shift, decision bounds favored responses of C and Y. In x-flip, however, this bias
reverses to favor responses of B and R. This bias, then, appears to be a function of the response
location, rather than of the underlying category. Perceptual effects largely support this line of
reasoning, as PS on length held in the x-flip condition, compared to a violation and nearviolation (p = .056) in the control and x-shift conditions, respectively.
A typical practice in category learning experiments involves closely mapping response
location relationships to the underlying category structure. This convention originally served to
encourage decisional separability, a necessary control to accommodate mathematical limitations
of earlier GRT modeling approaches and avoid model overfitting (Silbert & Thomas, 2013).
GRT-wIND, however, affords examination of violations of decisional separability and allows
researchers to fully disambiguate perceptions and decisions even when decisional separability
cannot be assumed (Soto et al., 2015). Taken together, these findings suggest that the seemingly
banal methodological decision to follow the convention of mapping response space to stimulus
space may tint participants’ resulting perceptual representations. This in turn limits the
conclusions that can be drawn from such designs, particularly when the goal is examining the
relationship between stimulus dimensions. The present findings thus recommend an update to
best practices for the design of categorization experiments. Arranging responses in a line, as
opposed to the current standard square arrangement, may prove sufficient, or it may be
preferable to randomize response locations by participant. What arrangement is best is presently
an open question.
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Experiment 3: Stimulus Space Generation
Experiment 3 tasked participants with rating the control condition stimuli from
experiment 1 on one dimension (length or angle). Ratings were obtained from separate
participants for the two dimensions in an effort to minimize the influence of perception of one
dimension on perceptions of the other. Ratings for each unique stimulus were averaged across
participants and used to create a stimulus space in a manner similar to that commonly employed
in categorization tasks for which the ground truth – the objective values of each stimulus on the
dimensions in question – is not known. This addressed a fundamental question about naturalistic
categorization tasks; whether this approach yields a valid approximation of the underlying
category characteristics is not clear, nor is whether doing so enshrines any systematic biases in
the “ground truth”. Category mean ratings were compared and gross characteristics of the
distribution of stimuli were juxtaposed with those of the ground truth stimulus values. Results
indicated that rating stimuli in this way produces a stimulus space bearing many of the same
characteristics of the objective stimulus space. This similarity recommends the method for use in
creating categorizations where ground truth is unknown. Some degree of bias, however, was
introduced by the rating task. Ratings on both the length and angle dimensions differed
significantly as a function of the opposite dimension, suggesting a tendency for participants to
integrate the dimensions at a perceptual level even when rating stimuli on dimensions known to
be unrelated, as is the case in this experiment. The direction of this bias corresponds roughly
with the direction of apparent integration found in experiment 1 and several prior studies. The
difference, however, was comparatively small at approximately 0.3 SD, by comparison with the
1+ SD mean shift observed in GRT-wIND models of participant perception in prior classification
studies (Blaha et al., 2011; Killingsworth & Bohil, 2020). Using pilot-study ratings as a means to
approximate a ground truth, then, shows the same perceptual bias as classification studies of the
52

same kind. Whether this pre-biasing ultimately increases or decreases the magnitude of the bias
observed in classification responses is unclear.
These results present the possibility that using ratings as ground truth serves as a kind of
correction against the dimension integration often observed in prior GRT-wIND studies. That is,
using participant ratings to divide the stimulus space into categories to be learned may actually
reduce the integration effect found in subsequent classification data by accounting for it in the
construction of categories. If participant ratings display some degree of integration, as here, then
subdividing the resulting space serves to correct for this by reproducing a categorization defined
by unbiased category boundaries after accounting for some degree of dimensional integration. In
this case, some stimuli may be placed in a different category if categorization is derived from
ratings rather than objective stimulus values. Whether this mitigates the apparent integration so
often observed in such studies, including this one, is an empirical question. Future studies might
use similarly impoverished stimuli to compare participant representations produced by learning
the objective classification rules to those produced by learning rules produced by a pilot study
soliciting ratings on the stimuli. Comparing thus the products of the mathematical ground truth to
those of the rated “ground truth” could clarify the degree to which such approaches reflect the
underlying stimulus characteristics. In total, however, the results of this experiment suggest that
dimension rating is a functional, if imperfect, substitute for objective stimulus values in simple
stimuli when ground truth is not known. Whether the same is true of more complex stimuli,
however, is an empirical question yet to be answered.
General Discussion
Experiment 2 suggests that choosing response locations, and the relationship between
them, is not so trivial a design decision as it might appear. The practice of using a response
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scheme that maps orthogonally to the underlying categorization scheme likely influences the
pattern of responses, encouraging perceptual and decisional bias toward the “extremes” –
categories either high or low on both dimensions. This effect is most pronounced for category 4,
which is high on both dimensions, and frequently exhibits relative advantages in classification
accuracy and perceptual discriminability. Notably, findings from the x-flip condition indicate
that these advantages are largely nullified when response locations are not mapped precisely to
category construction. It may be advisable, then, that researchers studying dimension interaction
using a four-alternative forced choice task not map response locations directly to the relationship
between the categories to be learned.
Future studies will be required to determine whether the effects observed here replicate in
more complex stimuli and what alternative response arrangement is preferable. Deciding among
alternative response arrangements might be achieved with a design that randomizes responsecategory mappings for each participant. Further, results in the x-shift condition suggest that
keyboard-based response schemes may introduce stimulus-irrelevant effects beyond those due to
response-category mapping differences. Perceptual differences between x-shift and control
conditions could be attributable not wholly to the increased distance between responses along the
x-dimension but also to the increased number of items (i.e., keys on the keyboard) along the xdimension serving as demarcations. Deciding between these explanations suggests a future study
which replicates experiment 2 replacing the keyboard with a response box such that distance and
demarcations can be manipulated independently (i.e., distance along the x-dimension can be
increased without introducing visual segmentation along the same). In any case, such studies
may also benefit from direct comparison of model parameters in experimental conditions (e.g., x-
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flip and x-shift) to those produced in the control condition, which could serve as a test of
significance of any differences produced by alternative response schemes.
Experiment 1 largely corroborates the purported sensitivity of the GRT-wIND model to
violations of PS and PI in classification tasks using simple stimuli. In all conditions, the
manipulation of the category characteristics was reflected in models of participants’
representations of those categories that fit the data well. Some questions as to the boundary
conditions for these effects remain, and here too replications are needed with more complex and
multidimensional stimuli. In sum, however, this experiment bolsters the credibility of claims that
the model faithfully reflects characteristics of the categories under study.
Experiment 3 suggests that pre-rating stimuli when a mathematical ground truth cannot
be ascertained is, at minimum, a viable strategy. There may be some degree of bias introduced
by this approach, as participant ratings show dimension integration where none exists. However,
the magnitude of this bias is small in the present study. These findings constitute a cautionary
note and present further questions in need of empirical interrogation. For example, soliciting
ratings from the same participants on both dimensions of the stimuli, rather than from unique
participants for each dimension, as done here, may produce qualitatively different stimulus
spaces – perhaps by violations of perceptual independence.
Results across experiments 1 and 2 show a persistent advantage for category 4 when
response-category mappings are orthographic. One candidate explanation for this advantage
could be decided by examining reaction times among categories. Response times (RT) have been
shown to indicate decisional confidence such that responses are faster when categorizing a
stimulus distant from the decision bound than one near the decision bound (see Ashby &
Maddox, 1991, for an integration of RT in GRT). This suggests examination of RT as a means to
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assess decisional contributions to the observed category advantage, or integration of RT as a
weighting factor for each response or each category.
Observing the presence or absence of the observed category 4 advantage in experts may
clarify the nature of the apparent bias. To date, no study has used this experimental paradigm to
study experts classifying objects of their expertise; the literature reporting four-category tasks
modeled with GRT uses novice observers (i.e., university undergraduates) almost exclusively.
This is hardly unique to the present experimental paradigm – studies of this demographic are the
rule in the broader psychological literature – but it leaves unanswered whether the observed
category bias can coexist with domain expertise. Whether, for example, seasoned radiologists
tested in a four-alternative forced-choice task also show a decision bias toward malignant masses
in high-density tissue (category 4 as reported in Killingsworth & Bohil, 2020) is open to
speculation. If future empirical investigations found, in experts, similar perceptual advantages
and decision biases toward category 4 to those observed in novices, one might conclude that
these findings indicate a true task artifact. Another plausible explanation for such findings could
be a truly stimulus-driven effect – that is, that acquiring expertise does not mitigate the apparent
integration of stimulus dimensions as previously observed in novices. Given the findings herein
reported, however, the balance of the evidence points to an artifact of the task.
What the findings of experiments 1 and 2 indicate about naturalistic categorization tasks,
especially with complex visual stimuli, is equivocal. The use of very impoverished stimuli (e.g.,
lines, sinusoid grates, gabor patches) serves to eliminate the kind of stimulus dimension
integration that could explain a pattern of results like the one observed in the present research.
Indeed, the body of research supporting the predominant neuropsychological theory of
categorization, COVIS (for Competition between Verbal and Implicit Systems; Ashby et al.,
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1998), is built upon research using such simple stimuli in various category constructions to
clearly dissociate implicit and explicit categorization. Using the theoretical framework of
COVIS, learning in naturalistic tasks involving complex visual stimuli is assumed to involve
some degree of dimensional integration as simpler characteristics of a stimulus fuse to produce
emergent characteristics. This kind of perceptual learning would, presumably, proceed in much
the same manner as implicit learning tasks using simple stimuli: Accuracy of classification, as
well as perceptual discriminability among categories, should describe steady improvement across
many trials. Perception, however, is only half of the challenge for domains such as radiology;
optimal decision-making is also required for proficient performance. Learning the optimal
decision rules in such cases should follow a pattern more like that observed in explicit learning
of simple stimuli, in which classification accuracy increases following a roughly stepwise
function as the observer implements successively more optimal decision strategies. Given the
impoverished nature of the present stimuli, however, the present findings are at most unlikely to
be attributable to true integration of stimulus dimensions, leaving task artifacts as the most
plausible explanation.
Care is required in the design of four-alternative forced-choice experiments, especially
when the goal is examination of stimulus dimension interactions. Updates to the best practices
thereof may be due, as current modeling tools present fewer design constraints and seemingly
innocuous design conventions may obscure or confound stimulus-relevant effects. How and
when such effects manifest are determinations that require further research. On balance,
however, the studies reported here provide clear evidence that using GRT-wIND as a means of
studying the interaction of stimulus dimensions produces believable results that effectively
explain classification data. The model faithfully reflects participant representations of
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categorization schemes under the circumstances it is intended to test and affords gaining a more
fine-grained understanding of the nature of interaction between stimulus dimensions.
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