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1. Einfu¨hrung
In vielen Bereichen lassen sich reale Prozesse sehr pra¨zise mit Hilfe eines mathema-
tischen Modells beschreiben. Bei dynamischen Abla¨ufen besteht ein solches Modell
meist aus Differentialgleichungen, die das Zusammenwirken und die gegenseitige Be-
einflussung unterschiedlicher Systemkomponenten beschreiben.
Die Theorie optimaler Steuerprozesse bescha¨ftigt sich mit Modellen, auf deren Ab-
lauf man von außen Einfluss nehmen kann, indem man zeitabha¨ngige Steuerfunk-
tionen in das System einfu¨hrt. Man mo¨chte diejenigen Steuerfunktionen bestimmen,
die einen fu¨r den Anwendungsfall spezifischen optimalen Nutzen bewirken.
Bei einem optimalen Steuerprozess wird das System zu jedem Zeitpunkt durch einen
Zustand beschrieben, mit welchem alle zeitabha¨ngigen Gro¨ßen des Modells durch
numerische Werten quantifiziert werden. Die Dynamik des Systems beschreibt die
kontinuierliche A¨nderung des Zustands x und die Einflussnahme seitens der Steue-
rung u durch ein System von gewo¨hnlichen Differentialgleichungen der Form
x˙ = f(x, u).
Von dieser Dynamik eines Steuerprozesses wird u¨blicherweise gefordert, dass die
Funktion f in jedem Zeitpunkt zumindest stetig sein sollte. Ist diese Forderung je-
doch durch die realita¨tsnahe Modellierung nicht zu erfu¨llen, so fu¨hrt dies auf die
Verwendung von optimalen Multiprozessen, die eine Verallgemeinerung des stan-
dardma¨ßigen optimalen Steuerprozesses darstellen. Bei einem Multiprozess wird das
gesamte Problem in mehrere zeitliche Abschnitte untergliedert und auf jedem der
Teilabschnitte ein eigensta¨ndiger Steuerprozess mit individueller Dynamik und Ziel-
funktional formuliert.
Des Weiteren ergibt sich aus dem realen Prozess oft, dass die Zustandskomponenten
nicht beliebige Werte annehmen ko¨nnen, sondern auf einen bestimmten Bereich be-
schra¨nkt sind. Daher fu¨hrt man reine Zustandsbeschra¨nkungen ein, die dafu¨r sorgen,
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dass sich der Zustand im Laufe des Prozesses durch die Dynamik nicht außerhalb
des zula¨ssigen Wertebereiches bewegt.
Diese Arbeit bescha¨ftigt sich mit optimalen Multiprozessen mit reinen Zustandsbe-
schra¨nkungen. Zu Beginn werden in Kapitel 2 die grundlegenden Begriffe und Be-
zeichnungen zur Formulierung eines optimalen Steuerprozesses in der Standardform
zusammengestellt. Hierbei wird zuna¨chst bewusst auf reine Zustandsbeschra¨nkungen
verzichtet, die in Kapitel 3 besprochen werden. Es wird die Transformierbarkeit zwi-
schen verschiedenen Formulierungen optimaler Steuerprozesse erla¨utert, die es ei-
nem ermo¨glicht, das Modell auf eine fu¨r die jeweilige Anwendung gu¨nstige Form zu
u¨bertragen. Anschließend werden mit dem Minimumprinzip von Pontryagin et al.,
[PONTRYAGIN 1967], notwendige Bedingungen fu¨r die Optimalita¨t einer Lo¨sung
pra¨sentiert. Unter gewissen Konvexita¨tsannahmen sind diese Bedingungen sogar hin-
reichend fu¨r die Optimalita¨t.
In Kapitel 3 wird der zuvor diskutierte Steuerprozess um Beschra¨nkungen im Zu-
standsraum erweitert. Derartige Probleme treten oft bei mechanischen Prozessen
auf. Typische Anwendungsfelder sind die Robotik und der Maschinenbau, bei denen
bespielsweise Gro¨ßen wie der Ort oder die Geschwindigkeit beteiligter Systemkom-
ponenten aufgrund des physikalischen Rahmens beschra¨nkt werden mu¨ssen. Weitere
Anwendungen sind durch Modelle aus den Wirtschaftswissenschaften und aus der
Luft– und Raumfahrt gegeben.
Zuna¨chst werden funktionalanalytische Grundlagen erla¨utert, die fu¨r das Versta¨nd-
nis der folgenden Theorie notwendig sind. Anschließend werden aufbauend auf den
Resultaten des vorigen Kapitels notwendige Optimalita¨tsbedingungen in Gestalt ei-
nes erweiterten Minimumprinzips vorgestellt. Dieses Minimumprinzip ist in der Li-
teratur hinla¨nglich bekannt und ausgiebig diskutiert worden. Es gibt zahlreiche un-
terschiedliche Ansa¨tze zur Formulierung und Herleitung, siehe [KNOBLOCH 1975],
[MAURER 1979b], [HARTL 1995] oder [BONNANS 2010]. Anschließend wird auf
die Differenzierbarkeit einer im Minimumprinzip auftretenden Multiplikatorfunkti-
on eingegangen, welche es ermo¨glicht, die adjungierte Integralgleichung in einer fu¨r
die Praxis nu¨tzlichen Form als Differentialgleichung zu schreiben. Fu¨r einige Klas-
sen von zustandsbeschra¨nkten Steuerprozessen gibt es zudem hinreichende Optima-
lita¨tsbedingungen. Falls die sogenannte strikte Legendre–Clebsch–Bedingung erfu¨llt
ist, machen [MAURER 1995] und [MALANOWSKI 2004] Aussagen zu hinreichen-
den Optimalita¨tsbedingungen. Fu¨r Probleme, deren optimale Lo¨sung von bang–bang
Struktur ist, sind hinreichende Optimalita¨tsbedingungen in [MAURER 2004] und
[OSMOLOVSKII 2005, 2007] diskutiert worden.
In Kapitel 4 wird die Theorie auf optimale Multiprozesse mit reinen Zustands-
beschra¨nkungen u¨bertragen. Ein optimaler Multiprozess in der allgemeinen Form
ist gegeben durch ein dynamisches Optimierungsproblem, welches aus mehreren
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unabha¨ngigen Steuerprozessen mit individuellen Dynamiken und Zielfunktionalen
besteht. Diese Einzelprozesse werden durch Bedingungen an die Zusta¨nde in den
Anfangs– und Endzeitpunkten miteinander verknu¨pft. Ein ha¨ufig auftretender Spe-
zialfall ist ein Steuerprozess, bei dem das Systemverhalten in endlichen vielen Zeit-
punkten zwischen verschiedenen gegebenen Dynamiken wechselt. Dies kann in An-
wendungen durch Reibungseffekte oder impulsartigen A¨nderungen von einwirkenden
Kra¨ften bedingt sein.
Fu¨r optimale Multiprozesse ohne reine Zustandsbeschra¨nkungen werden notwendi-
ge Optimalita¨tsbedingungen in [CLARKE 1989a, 1989b] vorgestellt. Hinreichende
Optimalita¨tsbedingungen zweiter Ordnung, die auf der Positiv–Definitheit einer zu-
geordneten quadratischen Form basieren, findet man in [AUGUSTIN 2000].
Das zentrale Resultat in Kapitel 4 ist die Herleitung eines erweiterten Minimumprin-
zips fu¨r optimale Multiprozesse mit reinen Zustandsbeschra¨nkungen. Zur Vorberei-
tung werden zuna¨chst wichtige theoretische Grundlagen optimaler Multiprozesse
erla¨utert. Außerdem werden Techniken zur Transformation optimaler Multiprozesse
aufgezeigt, die fu¨r den Beweis des Minimumprinzips eine wichtige Rolle spielen.
Bei vielen Anwendungsmodellen ist es nicht mo¨glich, auf analytischem Wege eine
optimale Lo¨sung herzuleiten. In diesen Fa¨llen ist man auf numerische Rechenverfah-
ren angewiesen. In Kapitel 5 werden deshalb effiziente numerische Lo¨sungsverfahren
fu¨r optimale Steuer– und Multiprozesse vorgestellt. Dabei liegt der Schwerpunkt auf
den sogenannten direkten Verfahren, deren wesentliche Idee darin besteht, den kon-
tinuierlichen Steuerprozess zu diskretisieren und dadurch ein endlich–dimensionales
Optimierungsproblem zu erhalten, welches mit geeigneten Algorithmen gelo¨st wer-
den kann. Es werden verschiedene Diskretisierungstechniken erla¨utert und Zusam-
menha¨nge zwischen den Optimalita¨tsbedingungen des diskreten Problems und des
optimalen Steuerprozesses untersucht.
Die in den Kapiteln 2–4 vorgestellte Theorie wird im abschließenden Kapitel 6 mit
Hilfe praxisrelevanter Modelle aus unterschiedlichen Anwendungsfeldern numerisch
u¨berpru¨ft. Im Vordergrund steht dabei die Diskussion und Auswertung der notwen-
digen und hinreichenden Optimalita¨tsbedingungen.
Zuna¨chst wird die optimale Steuerung eines einachsigen Roboterarms untersucht.
Der betrachtete Multiprozess besitzt reine Zustandsbeschra¨nkungen und ist wegen
seiner vergleichsweise geringen Komplexita¨t gut geeignet, um das erweiterte Mini-
mumprinzip detailliert auszuwerten und mit den numerischen Ergebnissen zu ver-
gleichen.
Das na¨chste Anwendungsmodell handelt von der optimalen Steuerung eines Servo-
motors. Bei der Modellierung muss eine Coulombsche Reibungskraft beru¨cksichtigt
werden, die auf Unstetigkeiten in der Dynamik fu¨hrt. Folglich fa¨llt auch dieses Pro-
blem in die Klasse optimaler Multiprozesse. Reine Zustandsbeschra¨nkungen dienen
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der Einhaltung physikalischer Rahmenbedingungen. Die Trajektorien der optimalen
Lo¨sung wurden in einem Testlabor des Institut fu¨r Prozess– und Produktionsleit-
technik an der TU Clausthal unter realen Bedingungen validiert. Die Vorteile in der
Anwendung optimaler Steuerprozesse konnten durch diese Simulation eindrucksvoll
besta¨tigt werden.
Im Folgenden wurde die optimale Steuerung von Werkzeugmaschinen diskutiert.
Bei diesen Maschinen wird großer Wert auf die Vibrationsda¨mpfung von beteilig-
ten Systemkomponenten gelegt. Diese Zielsetzung la¨sst sich einerseits durch reine
Zustandsbeschra¨nkungen realisieren und andererseits durch die Minimierung eines
Penalty–Funktionals, welches große Schwingungen in den entsprechenden Variablen
bestraft.
Das letzte Modell entstammt dem Gebiet der Kernspinresonanz–Spektroskopie. Ba-
sierend auf der zeitabha¨ngigen Schro¨dinger–Gleichung wird ein optimaler Steuer-
prozess vorgestellt, mit Hilfe dessen die zeitoptimale U¨berfu¨hrung eines gekoppelten
Spin–Systems in einen gewu¨nschten Zielzustand bestimmt wird.
Im Anhang dieser Arbeit befindet sich der Sourcecode von drei ausgewa¨hlten Pro-
grammen zur numerischen Lo¨sung der verschiedenen Anwendungsmodelle. Das ers-
te Programm in der Modellierungssprache AMPL veranschaulicht exemplarisch die
zeitoptimale Lo¨sung eines Multiprozesses nach dem Prinzip der vollen Diskretisie-
rung. Das folgende NUDOCCCS–Programm implementiert die Energie–minimie-
rende Steuerung des Servomotors. Zusa¨tzlich werden einige Sensitivita¨ten berech-
net. Anschließend wird ein Programm zur optimalen Steuerung eines gekoppelten
Spin–Systems vorgestellt. Zur numerischen Lo¨sung des Spin–Modells hat sich die
Interface–Anbindung des Innere–Punkte–Verfahrens Ipopt an das Software–Paket
MATLAB als effiziente und vielseitige Mo¨glichkeit zur numerischen Behandlung her-
ausgestellt.
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2. Grundlagen optimaler
Steuerprozesse
In diesem Kapitel werden anhand eines einfachen optimalen Steuerprozesses ohne
Beschra¨nkungen die wichtigsten Bezeichnungen und Begriffe fu¨r die Theorie opti-
maler Steuerprozesse eingefu¨hrt. Zuna¨chst werden die Bausteine eines allgemeinen
Steuerprozesses erla¨utert, um diesen anschließend in kompakter Weise formulieren
zu ko¨nnen. Eines der zentralen Resultate auf dem Gebiet der Optimalsteuerung ist
das Minimumprinzip von Pontryagin et al. [PONTRYAGIN 1967], welches notwen-
dige Optimalita¨tsbedingungen einer Lo¨sung beschreibt. Dieses wird in Abschnitt 2.2
pra¨sentiert. Anschließend wird gezeigt, dass unter gewissen Konvexita¨tsannahmen
sogar hinreichende Optimailta¨t durch das Minimumprinzip gewa¨hrleistet ist. Zu-
letzt wird auf die Unterschiede bei der Behandlung optimaler Steuerprozesse in
Abha¨ngigkeit vom linearen bzw. nichtlinearen Auftreten der Steuerung eingegan-
gen.
2.1. Formulierung des Standardproblems
Man betrachtet ein zeitabha¨ngiges dynamisches System, dessen Zustand x zum Zeit-
punkt t durch einen Zustandsvektor x(t) = (x1(t), x2(t), ..., xn(t))
T ∈ Rn beschrieben
wird. Hierbei variiert die Zeitvariable t in einem Intervall [t0, T ], wobei im Folgenden
ohne Einschra¨nkung die Anfangszeit t0 = 0 gewa¨hlt wird. Die Endzeit T ist entweder
fest vorgegeben oder frei. Mittels der Steuerung u(t), welche wieder als vektorwertig
angesehen wird, d.h. u(t) = (u1(t), u2(t), ..., um(t))
T ∈ Rm, la¨sst sich der Ablauf des
Prozesses beeinflussen. Die Vera¨nderung des Zustands x(t) durch die Steuerung u(t)
erfolgt gema¨ß eines Differentialgleichungssystems erster Ordnung, der sogenannten
Dynamik.
Definition 2.1 (Dynamik des Systems).
Die Dynamik eines optimalen Steuerprozesses beschreibt die Wirkung der Steuerung
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u(t) auf die zeitliche A¨nderung des Zustands x(t) und ist gegeben durch ein System
von n gewo¨hnlichen Differentialgleichungen (DGL) erster Ordnung
x˙(t) =
d
dt
x(t) = f(t, x(t), u(t)), t ∈ [0, T ] . (2.1)
Hierbei sei f : [0, T ] × Rn × Rm → Rn hinreichend oft differenzierbar bzgl. aller
Argumente.
An dieser Stelle sei bereits angemerkt, dass der Einfachheit halber die explizite Anga-
be der Zeitvariablen t als Funktionsargument des Zustands x(t) oder der Steuerung
u(t) oft entfa¨llt, wenn dies aus dem Zusammenhang offensichtlich ist; somit schreibt
man (2.1) meist kurz als x˙ = f(t, x, u).
Definition 2.2 (Lo¨sung der DGL). Man nennt ein Funktionenpaar
(x, u) ∈W1,∞([0, T ],Rn)× L∞([0, T ],Rm)
Lo¨sung der Differentialgleichung (2.1), wenn fu¨r fast alle t ∈ [0, T ] von u gilt
x˙(t) =
d
dt
x(t) = f(t, x(t), u(t)).
Mit L∞([0, T ],Rm) bezeichnet man den Banachraum der messbaren und wesentlich
beschra¨nkten Funktionen. W1,∞([0, T ],Rn) ist der Sobolew–Raum der messbaren
und wesentlich beschra¨nkten Funktionen, die eine schwache Ableitung im Raum
L∞([0, T ],Rn) besitzen, vergleiche [EVANS 1998]. Die zugeho¨rigen Normen sind
die Supremumsnorm ||u||∞ := ess sup {|u(t)|, 0 ≤ t ≤ T} bzw. die Sobolew–Norm
||x||1,∞ := |x(0)| + ||x˙||∞, wobei | · | eine beliebige Norm im R
n bezeichnet und
mit x˙ die Ableitung von x im schwachen Sinne gemeint ist. Eine messbare Funk-
tion u : [0, T ] → Rm heißt wesentlich beschra¨nkt und geho¨rt somit zum Raum
L∞([0, T ],Rm), falls ||u||∞ <∞ gilt.
Ist (x, u) ∈ W1,∞([0, T ],Rn) × L∞([0, T ],Rm) eine Lo¨sung von (2.1), so nennt man
die Kurve γ(t) = (t, x(t)) ∈ [0, T ]× Rn auch Zustandstrajektorie.
Aus der mathematischen Modellierung des zu behandelnden Problems ergibt sich
in der Regel, dass der Zustand x(t) zu bestimmten Zeitpunkten ti, i = 0, ..., N mit
0 ≤ t0 < t1 < ... < tN ≤ T gewissen Beschra¨nkungen unterliegt, die sich formulieren
lassen als ϕi(x(ti)) = 0, i = 0, ..., N, oder allgemeiner durch eine Gleichung
ϕ(x(t0), x(t1), ..., x(tN)) = 0. (2.2)
Im Folgenden sei zuna¨chst N = 1. Steuerprozesse mit den allgemeineren Zustandsre-
striktionen (N > 1) lassen sich durch Bildung eines erweiterten ”Super”–Zustands-
vektors auf Prozesse mit einfachen Randbedingungen (N = 1) zuru¨ckfu¨hren. Dies-
bezu¨glich sei auf das Kapitel 4 u¨ber Multiprozesse verwiesen.
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Definition 2.3 (Randbedingung fu¨r den Zustand). Sei ϕ : Rn × Rn → Rs stetig
differenzierbar mit 0 ≤ s ≤ 2n. Dann ist eine allgemeine Randbedingung fu¨r den
Zustand x gegeben durch die Gleichung
ϕ(x(0), x(T )) = 0. (2.3)
Meist unterliegt nicht nur der Zustand, sondern auch die Steuerung gewissen Be-
schra¨nkungen, die oft durch Angabe eines zula¨ssigen Wertebereichs U ⊂ Rm, des
sogenannten Steuerbereichs, beschrieben werden.
Definition 2.4 (Steuerbereich). Die nichtleere, konvexe und abgeschlossene Menge
U ⊆ Rm wird als Steuerbereich bezeichnet und beschreibt die zula¨ssige Wertemenge
fu¨r den Steuervektor u(t):
u(t) ∈ U fu¨r alle t ∈ [0, T ] . (2.4)
Im Weiteren sei vorausgesetzt, dass das topologische Innere int(U) des Steuerbe-
reichs U nichtleer sei. Man nennt ein Funktionenpaar (x, u) ∈ W1,∞([0, T ],Rn) ×
L∞([0, T ],Rm) zula¨ssig zur Endzeit T > 0, wenn die Bedingungen (2.1), (2.3) und
(2.4) erfu¨llt sind. Um unter einer Vielzahl von zula¨ssigen Lo¨sungen eine
”
mo¨glichst
gute“ Lo¨sung finden zu ko¨nnen, bedarf es einer Beschreibung der Zielsetzung die-
ses Steuerprozesses. Hierzu dient das Ziel– oder Kostenfunktional, welches es zu
minimieren gilt.
Definition 2.5 (Zielfunktional). Seien g : Rn × Rn → R stetig differenzierbar und
f0 : [0, T ]× R
n × Rm → R stetig und stetig partiell differenzierbar bezu¨glich x und
u. Das Funktional
F (x, u) := g(x(0), x(T )) +
∫ T
0
f0(t, x(t), u(t))dt (2.5)
heißt Ziel– oder Kostenfunktional.
Das Zielfunktional besteht also in dieser allgemeinen Bolza–Form aus zwei Kompo-
nenten: einer Funktion g, die den Anfangszustand x(0) und den Endzustand x(T )
bewertet, und einem Integral, durch welches eine Wertung entlang der gesamten
Trajektorie (x, u) vorgenommen wird.
Nun liegen alle Bausteine eines optimalen Steuerprozesses vor, der in kompakter
Schreibweise folgendermaßen formuliert werden kann.
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Definition 2.6 (Optimaler Steuerprozess). Ein Optimierungsproblem der Form
(P)
Minimiere F (x, u) = g(x(0), x(T )) +
∫ T
0
f0(t, x, u)dt
unter x˙ = f(t, x, u), 0 ≤ t ≤ T,
ϕ(x(0), x(T )) = 0,
u(t) ∈ U, 0 ≤ t ≤ T.
nennt man einen optimalen Steuerprozess.
Die Aufgabenstellung besteht nun darin, eine Steuerung u ∈ L∞([0, T ],Rm) zu be-
stimmen, die der Dynamik (2.1), den Randbedingungen (2.3) und der Steuerbe-
schra¨nkung (2.4) genu¨gt und das Zielfunktional minimiert.
Bemerkung 2.7 (Zeittransformation). Es kann ohne Einschra¨nkung angenommen
werden, dass das Problem (P) die feste Endzeit T = 1 besitzt. Ein Problem mit
freier Endzeit kann auf ein a¨quivalentes Problem mit fester Endzeit transformiert
werden. Diese Transformation basiert auf der Hinzunahme einer ku¨nstlichen Zu-
standsvariablen, welche die freie Endzeit repra¨sentiert. Dazu fu¨hrt man zuna¨chst
eine Zeittransformation durch gema¨ß t = s · T, 0 ≤ s ≤ 1, und betrachtet s ∈ [0, 1]
als neue Zeitvariable. Zustand und Steuerung operieren dann auf dem Einheitsin-
tervall entsprechend der Vereinbarung
x˜(s) := x(s T ) = x(t), u˜(s) := u(s T ) = u(t).
Differenziert man x˜ nach s, erha¨lt man als neue Dynamik
dx˜
ds
= ˙˜x =
dx˜
dt
·
dt
ds
= f(s T, x˜(s), u˜(s)) · T.
Entsprechend u¨bertra¨gt sich das Zielfunktional bzgl. s ∈ [0, 1] gema¨ß
g(x(T )) +
∫ T
0
f0(t, x(t), u(t))dt = g(x˜(1)) +
∫ 1
0
T · f0(s T, x(s), u(s))ds.
Die freie Endzeit T interpretiert man nun als neue Zustandsvariable xn+1(s) := T,
wobei formal der Anfangs– und Endzustand von xn+1 frei sind. Dies fu¨hrt zu einem
erweiterten Zustandsvektor
x¯(s) =
(
x˜(s)
xn+1(s)
)
∈ Rn+1.
Mit den Bezeichnungen
u¯(s) = u˜(s), g¯(x¯(1)) = g(x˜(1)), ϕ¯(x¯(0), x¯(1)) = ϕ(x˜(0), x˜(1)),
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f¯0(s, x¯, u¯) = xn+1 · f0(s · xn+1, x˜, u˜),
f¯(s, x¯, u¯) =
(
xn+1 · f(s · xn+1, x˜, u˜)
0
)
,
formuliert man das zu (P) a¨quivalente Steuerproblem mit fester Endzeit T˜ = 1:
Minimiere F¯ (x¯, u¯) := g¯(x¯(1)) +
∫ 1
0
f¯0(s, x¯(s), u¯(s))ds
unter ˙¯x(s) = f¯(s, x¯(s), u¯(s)),
ϕ¯(x¯(0), x¯(1)) = 0,
u¯(s) ∈ U.
(2.6)
Man nennt einen Steuerprozess autonom, wenn die Zeitvariable t weder in dem Inte-
granden der Zielfunktion f0 noch in der Dynamik f explizit als Argument auftritt.
Man kann einen nicht–autonomen Steuerprozess durch Aufstockung der Dynamik
und Hinzunahme einer zusa¨tzlichen Differentialgleichung in einen a¨quivalenten au-
tonomen Steuerprozess transformieren. Dazu sind a¨hnliche Techniken wie in Bemer-
kung 2.7 notwendig. Man kann ferner einen Prozess mit Bolza–Funktional (2.5) zu
einem Prozess mit Mayer–Funktional der Gestalt F (x, u) = g(x(0), x(T )) vereinfa-
chen. Auf diesem Vorgehen basieren die meisten Implementationen zur numerischen
Lo¨sung der in Kapitel 6 behandelten Anwendungsfa¨lle.
Voraussetzung 2.8. Fu¨r diese Arbeit wird vereinbart, dass der Steuerprozess in
autonomer Form vorliege und die Endzeit T fest sei.
Der Begriff der Optimalita¨t einer Steuerung u wird schließlich wie folgt pra¨zisiert.
Definition 2.9 (Optimale Steuerung). Sei u∗ ∈ L∞([0, T ],Rm) eine zula¨ssige Steue-
rung mit korrespondierender Zustandstrajektorie x∗ ∈W1,∞([0, T ],Rn) zum Steuer-
prozess (P) mit fester Endzeit T . Man nennt die Steuerung u∗
(a) global optimal, wenn fu¨r alle zula¨ssigen Steuerungen u mit Zustandstrajekto-
rien x gilt
F (x∗, u∗) ≤ F (x, u). (2.7)
(b) lokal optimal im Sinne der L1–Norm, wenn es ein ε > 0 gibt, so dass fu¨r alle
zula¨ssigen Steuerungen u mit ||u− u∗||1 + |x(0)− x
∗(0)| ≤ ε gilt
F (x∗, u∗) ≤ F (x, u). (2.8)
Im Folgenden ist mit einer optimalen Lo¨sung immer eine lokal optimale Lo¨sung
gemeint, falls nicht explizit auf die Globalita¨t hingewiesen wird.
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2.2. Notwendige Optimalita¨tsbedingungen fu¨r den
unbeschra¨nkten Steuerprozess: Das
Minimumprinzip von Pontryagin
Die Theorie der optimalen Steuerprozesse hat ihren Ursprung in der Variations-
rechnung, vergleiche [GELFAND 1963]. Sie hat sich in den 1950er Jahren als ei-
gensta¨ndige mathematische Disziplin entwickelt. Notwendige Optimalita¨tsbedingun-
gen erster Ordnung fu¨r (P) wurden u.a. von der russischen Schule um Pontryagin,
Boltjanskij, Gamkrelidze und Miscenko entwickelt. Eines der bedeutendsten Resul-
tate in der Theorie optimaler Steuerprozesse ist das sogenannte Minimumprinzip von
Pontryagin, [PONTRYAGIN 1962]. Unter zusa¨tzlichen Voraussetzungen (Konvexi-
ta¨tsannahmen) erha¨lt man sogar hinreichende Optimalita¨tsbedingungen. Das Mini-
mumprinzip spielt nicht nur in der Theorie eine zentrale Rolle, sondern bildet auch
das Fundament fu¨r diverse numerische Lo¨sungsalgorithmen. So la¨sst in vielen An-
wendungsfa¨llen ein Problem (P) mit Hilfe des Minimumprinzips auf ein Randwert-
problem zuru¨ckfu¨hren, fu¨r welches es effiziente numerische Lo¨sungsmethoden gibt
wie beispielsweise das einfache Schießverfahren oder dessen Weiterentwicklung durch
die Mehrzielmethode, siehe [BULIRSCH 1971], [BOCK 1984] und [OBERLE 1989].
Zur Formulierung des Minimumprinzips wird die sogenannte Hamilton–Funktion be-
no¨tigt.
Definition 2.10 (Hamilton–Funktion). Gegeben sei ein optimaler Steuerprozess
(P). Die diesem Prozess zugeordnete Funktion
H(x, λ, u) = λ0f0(x, u) + λf(x, u) =
n∑
i=0
λifi(x, u),
λ0 ∈ R, λ ∈ R
n Zeilenvektor,
(2.9)
heißt Hamilton–Funktion. Die Komponenten λi, i = 1, ..., n, des Vektors λ ∈ R
n
heißen adjungierte Variablen.
Vereinbarung 2.11. Zwecks u¨bersichtlicher Notation wird fu¨r diese Arbeit festge-
legt, dass sa¨mtliche Vektoren, die mit einem Buchstaben des griechischen Alphabets
bezeichnet werden, als Zeilenvektoren aufzufassen sind.
Die Argumente x, λ, u der Hamilton–Funktion sind als formale Variablen aufzufas-
sen. Die Notation la¨sst bereits darauf schließen, dass man in die Hamilton–Funktion
stets die zueinandergeho¨renden Werte (x(t), λ(t), u(t)) einsetzen wird, wobei das
Paar (x, u) eine Lo¨sung von (P) mit adjungierter Funktion λ ist. Die Variable λ0
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wird nicht als Argument der Hamilton–Funktion aufgenommen, da sie u¨blicherweise
nur die Werte
”
0“ oder
”
1“ annimmt. Im
”
normalen“ Fall gilt λ0 = 1.
Satz 2.12 (Das Minimumprinzip von Pontryagin et al., [PONTRYAGIN 1962]).
Sei (x∗, u∗) ∈W1,∞([0, T ],Rn)×L∞([0, T ],Rm) eine optimale Lo¨sung von (P). Dann
gibt es eine reelle Zahl λ0 ≥ 0, eine stetige und stu¨ckweise stetig differenzierbare
adjungierte Funktion λ : [0, T ] → Rn und einen Mutiplikator ρ ∈ Rr, so dass
folgenden Aussagen gelten:
(i) Nichttrivialita¨t:
(λ0, λ(t), ρ) 6= 0 fu¨r t ∈ [0, T ] . (2.10)
(ii) Minimumbedingung:
H(x∗(t), λ(t), u∗(t)) = min
u∈U
H(x∗(t), λ(t), u) (2.11)
fu¨r fast alle t ∈ [0, T ]
(iii) Adjungierte Differentialgleichung:
λ˙(t) = −Hx(x
∗(t), λ(t), u∗(t)), (2.12)
fu¨r fast alle t ∈ [0, T ].
(iv) Transversalita¨tsbedingungen:
λ(0) = −
∂
∂xa
(λ0g + ρϕ)(x
∗(0), x∗(T )), (2.13)
λ(T ) =
∂
∂xe
(λ0g + ρϕ)(x
∗(0), x∗(T )), (2.14)
wobei g : Rn × Rn → R und ϕ : Rn × Rn → Rr als Funktionen mit dem
Argument (xa, xe) ∈ R
n × Rn aufzufassen sind.
(v) Fu¨r autonome Probleme mit ∂H
∂t
= 0 gilt
H(x∗(t), λ(t), u∗(t)) = const., t ∈ [0, T ] . (2.15)
(vi) Fu¨r Probleme mit freier Endzeit gilt fu¨r die optimale Endzeit T ∗
H(x∗(T ∗), λ(T ∗), u∗(T ∗)) = 0. (2.16)
Bemerkung 2.13. Die Bedingungen (2.11) und (2.12) gelten lediglich fu¨r fast alle
t ∈ [0, T ], weil die optimale Steuerung u∗ in einigen Punkten unstetig sein kann. In
solchen Punkten sind diese Bedingungen links– bzw. rechtsseitig zu verstehen.
11
Kapitel 2: Grundlagen optimaler Steuerprozesse
Definition 2.14. Eine Lo¨sung (x∗, u∗) ∈W1,∞([0, T ],Rn)×L∞([0, T ],Rm), die mit
geeigneten Lagrange–Multiplikatoren den Bedingungen (2.10) – (2.16) genu¨gt, heißt
Extremale.
Die Originalarbeit [PONTRYAGIN 1962] liegt auch in einer deutschen U¨bersetzung
vor, siehe [PONTRYAGIN 1967]. Ein Minimumprinzip in a¨hnlicher Form wurde
unabha¨ngig zu dieser Arbeit in [HESTENES 1966] hergeleitet. Man kann optima-
le Steuerprozesse als verallgemeinerte Variationsprobleme auffassen. Ein wichtiges
Hilfsmittel bei der Beweisfu¨hrung ist die Einfu¨hrung einer
”
needle Variation“ der
Steuerung.
Um nicht bei jedem Auftreten der Hamilton–Funktion H die etwas aufwa¨ndige
Schreibweise aus dem Minimumprinzip 2.12 mitsamt aller Argumente benutzen zu
mu¨ssen, vereinbart man meist folgende abku¨rzende Notation:
H [t] := H(x∗(t), λ(t), u∗(t)). (2.17)
Damit schreibt sich die adjungierte Differentialgleichung in Kurzform als λ˙(t) =
−Hx [t]. A¨hnliche Notationen werden benutzt fu¨r f0[t], f [t], und fu¨r partielle Ablei-
tungen fx[t], fu[t], etc.
2.3. Hinreichende Optimalita¨tsbedingungen fu¨r den
unbeschra¨nkten Steuerprozess
Im vorigen Abschnitt wurden Kriterien vorgestellt, denen eine optimale Lo¨sung des
Problems (P) genu¨gen muss. Allerdings kann man durch U¨berpru¨fung dieser Bedin-
gungen nicht ohne Weiteres auf die Optimalita¨t der berechneten Lo¨sung schließen,
sondern hat lediglich einen potentiellen Kandidaten fu¨r die optimale Lo¨sung ge-
funden. Um sicherzustellen, dass ein solcher Kandidat auch wirklich optimal ist,
ko¨nnte man theoretisch die Existenz einer optimalen Lo¨sung durch Verifizierung ge-
eigneter Existenzresultate zeigen und dann beweisen, dass nur die eine gefundene
Lo¨sung den notwendigen Optimalita¨tsbedingungen aus Abschnitt 2.2 genu¨gt, ver-
gleiche [CESARI 1983].
Im Folgenden wird gezeigt, dass das Pontryaginsche Minimumprinzip unter gewis-
sen Konvexita¨tsannahmen nicht nur ein notwendiges sondern sogar ein hinreichendes
Optimalita¨tskriterium darstellt. Somit sind lediglich die zusa¨tzlichen Konvexita¨ts-
bedingungen zu pru¨fen, um sich von der Optimalita¨t eines auf Basis des Pontryag-
inschen Minimumprinzips berechneten Kandidaten zu u¨berzeugen.
In diesem Zusammenhang spielt der Begriff der Konvexita¨t einer Funktion eine zen-
trale Rolle.
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Definition 2.15 (Konvexe Funktion). Eine Funktion f : D → R mit konvexem
Definitionsbereich D ⊂ Rn heißt konvex, wenn fu¨r alle x, y ∈ D und α ∈ [0, 1] gilt
f(αx+ (1− α) y) ≤ α f(x) + (1− α) f(y). (2.18)
A¨hnlich wie in der endlichdimenionalen Optimierung lassen sich notwendige Opti-
malita¨tsbedingungen durch Konvexita¨tsforderungen zu hinreichenden Kriterien ver-
sta¨rken. Im Umfeld der Optimalsteuerung beno¨tigt man an dieser Stelle den Begriff
der minimierten Hamilton–Funktion.
Definition 2.16 (Minimierte Hamilton–Funktion). Die Funktion
H0(x, λ) := min
u∈U
H(x, λ, u) (2.19)
nennt man die minimierte Hamilton–Funktion.
Mit Hilfe dieser Funktion lassen sich hinreichende Optimalita¨tsbedingungen fu¨r (P)
formulieren. Bei der Energie–minimierenden Steuerung des Anwendungsmodells aus
Kapitel 6.2 la¨sst sich durch folgendes Resultat die Optimalita¨t einer Extremalen
verifizieren.
Satz 2.17 (Hinreichende Optimalita¨tsbedingungen fu¨r (P)).
Sei (x∗, u∗) ∈ W1,∞([0, T ],Rn) × L∞([0, T ],Rm) ein zula¨ssiges Funktionenpaar fu¨r
den Steuerprozess (P). Es liege der normale Fall mit λ0 = 1 vor und es existiere
eine adjungierte Funktion λ : [0, T ] → Rn sowie ein Multiplikator ρ ∈ Rr, so dass
die Bedingungen des Minimumprinzips 2.12 erfu¨llt sind. Zusa¨tzlich seien
(i) ϕ(x) affin–linear,
(ii) g konvex,
(iii) H0(x, λ(t)) konvex in x ∈ Rn fu¨r alle t ∈ [0, T ].
Dann ist (x∗, u∗) eine optimale Lo¨sung von (P).
Einen Beweis dieses Resultats findet man in [FEICHTINGER 1986], Kapitel 2.5,
Satz 2.2. Hinreichend fu¨r die Konvexita¨t der minimierten Hamilton–Funktion H0 ist
die positive Semidefinitheit der Hesse–Matrix von H ,
Hess H(x, u) =
(
Hxx Hxu
Hux Huu
)
.
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Hinreichende Optimalita¨tskriterien zweiter Ordnung, welche auf der positiven Defi-
nitheit einer zugeordneten quadratischen Form beruhen, werden bewiesen in [MAU-
RER 1981, 1995], siehe auch [ZEIDAN 1994] und [MILYUTIN 1998]. Die positi-
ve Definitheit der entsprechenden Matrix ist jedoch numerisch nur schwer nachzu-
pru¨fen. Man kann allerdings durch die Existenz von einer beschra¨nkten Lo¨sung eines
bestimmten Randwertproblems (RWP) mit einer Riccati–Differentialgleichung auf
die positive Definitheit schließen. Dieses Vorgehen wird ebenfalls in [MAURER 1995]
dargestellt.
2.4. Steuerprozesse mit linear auftretender
Steuerung: bang–bang und singula¨re
Steuerungen
Je nachdem, wie die Steuervariable u in (P) auftritt, unterscheidet man zwischen
optimalen Steuerprozessen mit linear eingehender und solchen mit nichtlinear ein-
gehender Steuerung. Die Steuerung tritt linear in (P) auf, wenn der Integrand des
Zielfunktionals und die Differentialgleichung der Dynamik affin–lineare Funktionen
der Variablen u sind, d.h.
f0(x, u) = a0(x) + b0(x)u,
f(x, u) = a(x) + b(x)u,
(2.20)
wobei a0 : R
n → R, b0 : R
n → Rm (Zeilenvektor), a : Rn → Rn, b : Rn → Rn×m
stetig differenzierbare Funktionen seien.
Eine solche Unterscheidung ist sinnvoll hinsichtlich der verschiedenen Ansa¨tze, mit
welchen man ein vorliegendes Steuerungsproblem bearbeitet. Tritt die Steuerung li-
near auf, so besitzt die optimale Steuerung typischerweise Unstetigkeitsstellen und
nimmt meist Werte vom Rand des konvexen und abgeschlossenen Steuerbereichs U
an. Dem stehen Steuerprozesse mit nichtlinear eingehender Steuerung gegenu¨ber,
die im na¨chsten Abschnitt 2.5 behandelt werden. Bei solchen Problemen ist die op-
timale Steuerung in der Regel stetig.
Eine zentrale Rolle bei der Untersuchung von Steuerprozessen mit linear eingehender
Steuerung nimmt die Schaltfunktion σ ein.
Definition 2.18 (Schaltfunktion). Einem Steuerprozess (P) mit linear eingehender
Steuerung u(t) ∈ Rm ordnet man die Rm–wertige Funktion
σ(x, λ) := b0(x) + λb(x), λ ∈ R
n∗ (2.21)
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zu. Diese wird als Schaltfunktion bezeichnet. Entlang einer Lo¨sung (x, λ) des Mini-
mumprinzips definiert man zudem
σ(t) := σ(x(t), λ(t)). (2.22)
Durch die Auswertung der Minimumbedingung (2.11) folgert man fu¨r die Schalt-
funktion die Beziehung
σ(t)u∗(t) = min
u∈U
σ(t)u. (2.23)
An dieser Stelle sei aus Gru¨nden der Vereinfachung m = 1 und der konvexe Steuer-
bereich U somit ein abgeschlossenes Intervall, d.h. U = [umin, umax]. Dann liefert die
Minimumbedingung (2.23) die Vorschrift
u∗(t) =

umin, falls σ(t) > 0,
umax, falls σ(t) < 0,
unbestimmt, falls σ(t) = 0.
(2.24)
Definition 2.19 (bang–bang und singula¨re Steuerungen). Gegeben sei ein Steu-
erprozess (P) mit linear eingehender Steuerung gema¨ß (2.20) sowie ein Intervall
[t1, t2] ⊂ [0, T ] mit t1 < t2.
(i) Die Steuerung u heißt bang–bang im Intervall [t1, t2], falls die Schaltfunktion
σ nur isolierte Nullstellen in [t1, t2] besitzt. Wegen (2.24) gilt dann u(t) ∈
{umin, umax} fu¨r fast alle t ∈ [t1, t2].
(ii) Die Steuerung u heißt singula¨r im Intervall [t1, t2], falls σ(t) = 0 fu¨r alle
t ∈ [t1, t2] gilt. In diesem Fall heißen die Punkte t1 und t2 Verbindungspunkte,
falls es ein ε > 0 gibt, so dass u bang–bang ist in den Intervallen [t1 − ε, t1]
und [t2, t2 + ε].
Fu¨r allgemeines m ∈ N ergeben sich m Schaltfunktionen σi(t), i = 1, . . . , m, und
Definition 2.19 ist komponentenweise zu verstehen.
Fu¨r die numerische Behandlung eines Steuerprozesses, dessen optimale Steuerung
bang–bang Struktur mit endlich vielen Schaltpunkten t1, . . . ts und freier Endzeit
ts+1 = T hat, bietet es sich an, diese Kenntnis auszunutzen und den Steuerprozess
auf ein a¨quivalentes endlich–dimensionales Optimierungsproblem in den Zeitpunk-
ten t1, . . . ts, ts+1 zu u¨bertragen. Bei der arc parametrization–Methode, vergleiche
[KAYA 1996] und [MAURER 2005], optimiert man statt der Schaltpunkte die zu-
geho¨rigen Intervallla¨ngen ξi = ti − ti−1, i = 1, . . . s + 1. Dieses Vorgehen wird in
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Kapitel 5.2.3 erla¨utert.
Die Transformation auf ein finites Optimierungsproblem ermo¨glicht außerdem die
Herleitung hinreichender Optimalita¨tsbedingungen 2. Ordnung (SSC: Second Or-
der Sufficient Conditions), siehe [AGRACHEV 2002], [MAURER 2004], auf Basis
der endlich–dimensionalen Optimierung, [FIACCO 1976]. Dazu beno¨tigt man den
Begriff der Lagrange–Funktion fu¨r das transformierte finite Optimierungsproblem
Minimiere G(z) unter Ψ(z) = 0 (2.25)
mit G : Rs+1 → R, Ψ : Rs+1 → Rr, welches in Abschnitt 5.2.3 hergeleitet wird. Der
Vektor z ∈ Rs+1 umfasst dabei die Optimierungsvariablen t1, . . . , ts, ts+1 und die
optimale Steuerung sei gegeben durch u(t) := uk, uk ∈ {umin, umax}, tk−1 ≤ t ≤ tk.
Definition 2.20 (Lagrange–Funktion). Man ordnet dem Optimierungsproblem
(2.25) die Lagrange–Funktion
L(z, ρ) := G(z) + ρΨ(z) = G(z) +
r∑
i=1
ρiΨi(z) (2.26)
zu. Die Komponenten ρi, i = 1, . . . , r, des Zeilenvektors ρ ∈ R
r heißen Lagrange–
Multiplikatoren.
Die folgenden hinreichenden Optimalita¨tsbedingungen werden in den Arbeiten von
[AGRACHEV 2002] und [OSMOLOVSKII 2005, 2007] bewiesen.
Satz 2.21 (Hinreichende Bedingungen fu¨r bang–bang Steuerungen).
Fu¨r das transformierte finite Optimierungsproblem (2.25) bezu¨glich der Variable
z = (t1, . . . , ts, ts+1)
T seien fu¨r einen Punkt z die hinreichenden Bedingungen zweiter
Ordnung erfu¨llt, d.h. es gebe Lagrange–Multiplikatoren ρ1, . . . , ρr, so dass mit der
Lagrange–Funktion L gilt
1. Lz(z, ρ) = 0,
2. rang (Ψz(z)) = r,
3. vT Lzz(z, ρ) v > 0 ∀ v ∈ R
s+1 \ {0} , Ψz(z) v = 0.
Wenn zusa¨tzlich die Bedingungen
(a) −σ˙(tk)(u(t
+
k )− u(t
−
k )) > 0 fu¨r k = 1, . . . , s,
(b) σ(t) 6= 0 fu¨r t 6∈ {t1, . . . , ts}
erfu¨llt sind, dann ist die bang–bang Steuerung u(t) mit u(t) = uk fu¨r tk−1 ≤ t ≤ tk
ein striktes lokales Minimum bzgl. der L1–Norm.
16
2.4: Steuerprozesse mit linear auftretender Steuerung
Bei einer der in Kapitel 6.2 diskutierten Varianten des Servomotors handelt es sich
um einen Steuerprozess mit linear eingehender Steuerung und sogenannten reinen
Zustandsbeschra¨nkungen, welche in Abschnitt 3.1 eingefu¨hrt werden. In diesem Zu-
sammenhang trifft man auf eine formale Parallele zwischen singula¨ren Steuerungen
und Randsteuerungen bzgl. der Zustandsbeschra¨nkung. Daher sollen in diesem Ab-
schnitt einige Eigenschaften von singula¨ren Steuerungen vorgestellt werden.
Das Steuergesetz (2.24) liefert fu¨r ein mo¨gliches singula¨res Teilstu¨ck [t1, t2] lediglich
die unbefriedigende Aussage
”
u(t) = unbestimmt“ fu¨r alle t ∈ [t1, t2]. Im Folgen-
den soll gezeigt werden, dass es oft mo¨glich ist, die Steuerung auf einem singula¨ren
Teilstu¨ck durch einen von x und λ abha¨ngigen Ausdruck u sing(x, λ) anzugeben. Die
Idee bei dieser Berechnung ist die mehrfache Differentiation der Schaltfunktion σ
nach der Zeit t, bis erstmals die Steuervariable u explizit auftritt. Hierzu definiere
man Funktionen σ(k), 0 ≤ k ≤ k¯ ≤ ∞, ausgehend von σ(0)(x, λ) := σ(x, λ) durch
σ(k+1) =
dσ(k)
dt
=
∂σ(k)
∂x
x˙+ λ˙
∂σ(k)
∂λ
=
∂σ(k)
∂x
f(x, u)−Hx(x, λ, u)
∂σ(k)
∂λ
.
Falls ∂
∂u
σ(k) = 0 fu¨r alle k ≥ 0 gilt, la¨sst sich die singula¨re Steuerung nicht na¨her
bestimmen. Andernfalls gibt es ein k¯ ∈ N, fu¨r welches gilt
∂
∂u
σ(k) = 0 fu¨r k = 0, . . . , k¯ − 1,
∂
∂u
σ(k¯) 6≡ 0.
Die folgende Eigenschaft wird in [KRENER 1977] bewiesen.
Satz 2.22 (Ordnung einer singula¨ren Steuerung). Falls gilt k¯ < ∞, so ist k¯ = 2q
eine gerade Zahl. Die Zahl q ≥ 1 heißt die Ordnung der singula¨ren Steuerung.
Man kann zeigen, dass bei einer singula¨ren Steuerung der Ordnung q die Funktion
σ(k¯) (affin–)linear von u abha¨ngt:
σ(k¯) = A(x, λ) +B(x, λ) u. (2.27)
Die Schaltfunktion verschwindet auf einem singula¨ren Teilstu¨ck, d.h. die singula¨re
Steuerung ist charakterisiert durch
σ(k)(x(t), λ(t)) = 0, t1 ≤ t ≤ t2, k = 0, 1, . . . , k¯ − 1,
σ(k¯)(x(t), λ(t), u(t)) = A(x(t), λ(t)) +B(x(t), λ(t))u(t) (2.28)
= 0, fu¨r t1 ≤ t ≤ t2, A, B geeignet.
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Satz 2.23 (Verallgemeinerte Legendre–Clebsch–Bedingung).
Sei (x∗, λ, u∗) eine optimale Lo¨sung eines Steuerprozesses mit linear eingehender
Steuerung, und sei q die Ordnung einer (mo¨glichen) singula¨ren Steuerung.
(i) Entlang der Lo¨sung (x∗, λ, u∗) gilt die verallgemeinerte Legendre–Clebsch–Be-
dingung
0 ≤ (−1)q B(x∗(t), λ(t)) = (−1)q
∂
∂ u
(
d2q
dt2q
Hu(x
∗(t), λ(t), u∗(t))︸ ︷︷ ︸
=σ(k¯)
).
(ii) Gilt in (i) sogar die strenge Ungleichung, so spricht man von der strikten
verallgemeinerten Legendre–Clebsch–Bedingung.
Ist die strikte Legendre–Clebsch–Bedingung erfu¨llt, so gilt B(x(t), λ(t)) 6= 0, t1 ≤
t ≤ t2 und man erha¨lt mithilfe von (2.27) und (2.28):
using(x, λ) = −
A(x, λ)
B(x, λ)
bzw. using(t) = −
A(x(t), λ(t))
B(x(t), λ(t))
. (2.29)
Einen Beweis dieser Aussage findet man in [KRENER 1977]. Untersuchungen von
singula¨ren Teilstu¨cken wurden in [KELLEY 1967] durchgefu¨hrt.
2.5. Steuerprozesse mit regula¨rer Hamilton–Funktion
In diesem Abschnitt werden Steuerungsprobleme behandelt, deren Hamilton–Funk-
tion H nichtlinear von der formalen Variablen u abha¨ngt. Solche Probleme besitzen
u¨blicherweise eine regula¨re Hamilton–Funktion, siehe nachfolgende Definition 2.24.
Wie sich zeigen wird, ist die optimale Steuerung eines regula¨ren Hamiltonproblems
eine stetige Funktion.
Definition 2.24 (Regula¨re Hamilton–Funktion).
(a) Eine Hamilton–Funktion H heißt regula¨r bezu¨glich einer Trajektorie (x, λ) :
[0, T ]→ Rn×Rn, wenn es ein ε > 0 gibt, so dass die Abbildung u 7→ H(x, λ, u)
fu¨r jedes (x, λ) mit ||x−x(t)|| < ε und ||λ−λ(t)|| < ε ein eindeutiges Minimum
u∗(x, λ) := argminu∈U H(x, λ) besitzt.
(b) Eine Hamilton–Funktion H heißt Ck–regula¨r (k ≥ 1) bezu¨glich einer Trajek-
torie (x, λ) : [0, T ]→ Rn × Rn, wenn H regula¨r ist und die Funktion
u∗ : (x, λ) 7→ argmin
u∈U
H(x, λ)
eine Ck–Funktion ist.
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Ein Steuerungsproblem mit einer regula¨ren Hamilton–Funktion ermo¨glicht es, die
optimale Steuerung u∗ als Funktion der optimalen Zustandstrajektorie x und der
adjungierten Variablen λ zu berechnen. Gema¨ß der Minimumbedingung (2.11) aus
dem Pontryaginschen Minimumprinzip gilt na¨mlich
u∗(t) = u∗(x(t), λ(t)) ∀ t ∈ [0, T ] . (2.30)
Entscheidenden Einfluss auf die Struktur und die Differenzierbarkeit der Steuerung
u hat die Topologie des Steuerbereichs U ⊆ Rm. Im Falle einer offenen Steuermenge
U ist bei Ck–regula¨rer Hamilton–Funktion die optimale Steuerung selbst eine Ck–
Funktion. Ein offener Steuerbereich liegt beispielsweise vor, wenn die Steuerung
keinen direkten Restriktionen unterliegt, d.h. U = Rm. Fu¨r solche Prozesse muss
wegen der Minimumbedingung (2.11) gelten:
Hu(x(t), λ(t), u(t)) = 0, Huu(x(t), λ(t), u(t)) ≥ 0. (2.31)
Dabei bedeutet Huu[t] ≥ 0, dass die m × m–Matrix Huu[t] positiv semidefinit ist.
Dieses Kriterium nennt man Legendre–Clebsch–Bedingung. Es stellt fu¨r gegebenes
(x(t), λ(t)) die u¨blichen notwendigen Bedingungen fu¨r ein Minimum der Funktion
u 7→ H(x(t), λ(t), u) dar. Gilt sogar die Verscha¨rfung Huu(x(t), λ(t), u
∗(t)) > 0 (pos.
def.), so spricht man von der strikten Legendre–Clebsch–Bedingung, siehe Satz 2.23.
Die Voraussetzungen vom Satz u¨ber implizite Funktionen sind dann erfu¨llt und
dieser ermo¨glicht die lokale Auflo¨sung der Gleichung Hu(x, λ, u) = 0 nach einer
Funktion u∗(x, λ).
Voraussetzung 2.25. Im Folgenden wird stets angenommen, dass die strikte Le-
gendre–Clebsch–Bedingung
Hu(x(t), λ(t), u(t)) = 0, Huu(x(t), λ(t), u(t)) > 0. (2.32)
erfu¨llt ist.
Bei einer Ck–regula¨ren Hamilton–Funktion kann man das Lo¨sen des Steuerungspro-
blems auf das Lo¨sen eines Randwertproblems zuru¨ckfu¨hren. Die Idee hierbei ist, die
Variable u in der Differentialgleichung x˙ = f(x, u) und der adjungierten Differenti-
algleichung λ˙ = −Hx(x, λ.u) zu eliminieren, indem man sie durch die C
k–Funktion
u∗(x, λ) ersetzt. Dies fu¨hrt zu einem Differentialgleichungssystem mit den Variablen
x und λ,
x˙ = f(x, u∗(x, λ)) =: h1(x, λ),
λ˙ = −Hx(x, λ, u
∗(x, λ)) =: h2(x, λ)
T ,
19
Kapitel 2: Grundlagen optimaler Steuerprozesse
oder in kompakter Schreibweise(
x
λT
)•
=
(
h1(x, λ)
h2(x, λ)
)
=: h(x, λ). (2.33)
Es handelt sich hierbei um ein Differentialgleichungssystem erster Ordnung mit ins-
gesamt 2n Variablen (x1, . . . , xn, λ1, . . . , λn). Sind die Randbedingungen des Steue-
rungsproblems in der Form x(0) = x0, xi(T ) = ci, i = 1, . . . , r gegeben, so muss die
Lo¨sung (x, λ) von (2.33) den Randbedingungen
x(0) = x0, xi(T ) = ci, i = 1, . . . , r,
λi(T ) =
∂g
∂xi
(x(T )), i = r + 1, . . . , n,
genu¨gen. Die Bedingungen fu¨r λ(T ) ergeben sich durch Auswertung der Transver-
salita¨tsbedingung (2.13). Eines der Standardverfahren zur Lo¨sung dieses Randwert-
problems (RWP) ist das Einfach–Schießverfahren, vergleiche [BULIRSCH 1971] und
[STOER 2005]. Dieses Verfahren wird in Kapitel 5.3.1 vorgestellt.
Bei einem kompakten Steuerbereich U ist die optimale Steuerung in der Regel zu-
sammengesetzt aus inneren Teilstu¨cken mit u(t) ∈ int(U) und Randstu¨cken mit
u(t) ∈ ∂U . Auf einem Randstu¨ck [t1, t2] kann man nicht erwarten, dass entlang
der optimalen Lo¨sung die Legendre–Clebsch–Bedingung Hu [t] = 0 erfu¨llt ist. Daher
la¨sst sich die optimale Lo¨sung u∗ auch nicht auf dem kompletten Zeitintervall [0, T ]
durch diese Bedingung bestimmen.
Fu¨r die weiteren Betrachtungen sei die Hamilton–Funktion Ck–regula¨r auf einer
hinreichend großen offenen Umgebung V des kompakten Steuerbereichs U . Auf
inneren Teilstu¨cken la¨sst sich die optimale Steuerung u∗ wie zuvor erla¨utert be-
stimmen: man berechnet u∗(x, λ) mithilfe der strikten Legendre–Clebsch–Bedingung
Hu(x, λ, u) = 0,Huu(x, λ, u) > 0 und erha¨lt wegen der Minimumbedingung (2.11) die
Beziehung u∗(t) = u∗(x∗(t), λ(t)). Auf Randstu¨cken gilt allerdings nicht Hu [t] = 0.
Handelt es sich um ein Randstu¨ck mit u∗(t) = umin, so folgtHu [t] ≥ 0. Entsprechend
gilt fu¨r Randstu¨cke mit u∗(t) = umax die Bedingung Hu [t] ≤ 0.
Satz 2.26. Die Hamilton–Funktion H sei regula¨r. Dann ist die optimale Steuerung
u∗ stetig in jedem Eintritts– bzw. Austrittspunkt eines Randstu¨cks.
Auch bei kompaktem Steuerbereich U la¨sst sich das Lo¨sen des Steuerungsproblems
auf das Lo¨sen eines Randwertproblems fu¨r x und λ zuru¨ckfu¨hren. Gema¨ß Lemma
2.26 handelt es sich nun allerdings um ein Mehrpunkt–Randwertproblem, bei wel-
chem fu¨r jeden Eintritts– und Austrittspunkt t1 ∈ (0, T ) die zusa¨tzlichen ”
Innere–
Punkt–Bedingungen“ u∗(x(t1), λ(t1)) = umin bzw. u
∗(x(t1), λ(t1)) = umax beru¨ck-
sichtigt werden mu¨ssen.
20
2.5: Steuerprozesse mit regula¨rer Hamilton–Funktion
Auf diesem Lo¨sungsansatz basiert u.a. auch die FORTRAN–Routine BNDSCO, sie-
he [OBERLE 1989], in welcher dieMehrzielmethode zur Berechnung von Mehrpunkt-
Randwertproblemen implementiert ist. Die Anwendung der Mehrzielmethode auf
optimale Steuerprozesse wird in [BOCK 1984] behandelt. Die grundlegende Vorge-
hensweise dieser Methode wird in Kapitel 5.3.2 erla¨utert.
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3. Theorie optimaler
Steuerprozesse mit reinen
Zustandsbeschra¨nkungen
In Kapitel 2 wurden Steuerprobleme betrachtet, bei denen nur der Steuerbereich
U ⊂ Rm beschra¨nkt war, wa¨hrend die Komponenten der Zustandstrajektorie x kei-
nen Beschra¨nkungen unterlagen. In diesem Abschnitt geht es nun um Prozesse, deren
Zustandstrajektorie entlang des zu betrachtenden Zeitintervalls [0, T ] einer Restrik-
tion S(x(t)) ≤ 0 mit einer gegebenen Funktion S : Rn → Rk unterliegt. Derartige
Probleme treten ha¨ufig in mechanischen Prozessen auf, bei denen Zustandsgro¨ßen
wie beispielsweise Ort oder Geschwindigkeit einer Systemkomponente beschra¨nkt
werden sollen oder aufgrund des physikalischen Rahmens sogar beschra¨nkt werden
mu¨ssen. Weitere Anwendungen stellen Modelle aus den Wirtschaftswissenschaften
und aus der Luft– und Raumfahrt dar.
Zuna¨chst werden einige neue Bezeichnungsweisen eingefu¨hrt, welche im Zusam-
menhang mit reinen Zustandsbeschra¨nkungen von Bedeutung sind. Aufbauend auf
der Theorie des vorigen Kapitels werden anschließend notwendige Optimalita¨ts-
bedingungen in Gestalt eines Minimumprinzips vorgestellt. In der Fachliteratur
existieren zahlreiche unterschiedliche Ansa¨tze zur Formulierung und Herleitung ei-
nes Minimumprinzips, siehe beispielsweise [JACOBSON 1971], [KNOBLOCH 1975],
[MAURER 1979b], [HARTL 1995] oder [VINTER 2000]. Einen neueren Beweis des
erweiterten Minimumprinzips mit Hilfe des Ekeland–Prinzips, [EKELAND 1979],
findet man in [BONNANS 2010]. U¨blicherweise wird die Zustandsbeschra¨nkung u¨ber
einen Multiplikator an die Hamilton–Funktion angekoppelt, siehe Definition 3.35.
Dieser Multiplikator ist gegeben durch ein Maß, welches man durch eine Funktion
von beschra¨nkter Variation repra¨sentieren kann. Eine ha¨ufig auftretende Ungenau-
igkeit in der Beweisfu¨hrung des Minimumprinzips ist der Aspekt, dass die Differen-
zierbarkeit dieser Funktion zum Ankoppeln der Zustandsbeschra¨nkung einfach ange-
nommen, nicht aber rigoros bewiesen wird. Die Differenzierbarkeit ist von Interesse,
damit die adjungierte Integralgleichung in einer fu¨r die Praxis nu¨tzlicheren Form
dargestellt werden kann. Abschließend wird eine Auswahl an Junction–Theoremen
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vorgestellt, welche als notwendige Optimalita¨tsbedingungen in Verbindungspunkten
zwischen inneren Teilstu¨cken und Randstu¨cken angesehen werden ko¨nnen.
3.1. Einfu¨hrung von reinen Zustandsbeschra¨nkungen
Als Grundlage fu¨r dieses Kapitel betrachte man folgende Erweiterung des Steuer-
prozesses (P).
Definition 3.1 (Steuerprozess mit reinen Zustandsbeschra¨nkungen). Einen opti-
malen Steuerprozess der Form
(ZP)
Minimiere F (x, u) = g(x(0), x(T )) +
∫ T
0
f0(x, u)dt
unter x˙ = f(x, u), 0 ≤ t ≤ T,
ϕ(x(0), x(T )) = 0,
u(t) ∈ U ⊂ Rm konvex, 0 ≤ t ≤ T,
S(x(t)) ≤ 0, 0 ≤ t ≤ T,
nennt man einen Steuerprozess mit Zustandsbeschra¨nkung. Dabei ist die reine Zu-
standsbeschra¨nkung
S(x(t)) ≤ 0, 0 ≤ t ≤ T, (3.1)
gegeben durch eine Funktion S : Rn → Rk.
Die Funktionen g : Rn × Rn → R, f0 : R
n × Rm → R, f : Rn × Rm → Rn und
ϕ : Rn×Rn → Rs (0 ≤ s ≤ 2n) seien hinreichend oft stetig differenzierbar bezu¨glich
aller Argumente. Die Funktion S : Rn → Rk sei im Hinblick auf Definition 3.5
hinreichend oft stetig differenzierbar.
Bemerkung 3.2.
(a) Die in den Definitionen 2.1 – 2.5 vereinbarten Bezeichnungen der Dynamik
und Randbedingungen sowie des Steuerbereichs und des Zielfunktionals gelten
auch fu¨r den zustandsbeschra¨nkten Steuerprozess. Der Begriff der Zula¨ssigkeit
eines Funktionenpaares (x, u) wird durch die Forderung (3.1) erweitert.
(b) Die Optimalita¨t eines Funktionenpaares (x, u) wird wie in Definition (2.9)
festgelegt.
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Falls in einem Zeitpunkt t ∈ [0, T ] die Gleichung Si(x(t)) = 0 fu¨r ein i ∈ {1, . . . , n}
gilt, so sagt man, die Zustandsbeschra¨nkung Si ist in diesem Punkt aktiv. Durch die
Menge
I(t) := {i ∈ {1, . . . , k} | Si(x(t)) = 0} (3.2)
werden die zum Zeitpunkt t ∈ [0, T ] aktiven Komponenten der Zustandsbeschra¨n-
kung S beschrieben. Je nach Verlauf der Zustandstrajektorie unterteilt man das
Intervall [0, T ] in innere Teilstu¨cke, Randstu¨cke und Kontaktpunkte bezu¨glich der
Komponenten Si der Zustandsbeschra¨nkung.
Definition 3.3.
1. Ein Randstu¨ck (boundary arc) bezu¨glich der Zustandsbeschra¨nkung Si(x(t)) ≤
0 ist ein Intervall [t1, t2], 0 ≤ t1 < t2 ≤ T mit Si(x(t)) = 0 fu¨r t1 ≤ t ≤ t2.
2. Ein inneres Teilstu¨ck (interior arc) bezu¨glich der Zustandsbeschra¨nkung
Si(x(t)) ≤ 0 ist ein Intervall (t1, t2), 0 ≤ t1 < t2 ≤ T mit Si(x(t)) < 0
und t1 < t < t2.
3. Ein Punkt t1 ∈ (0, T ) heißt Eintrittspunkt (entry point) eines Randstu¨cks
[t1, t2], wenn es ein  > 0 gibt mit Si(x(t)) < 0 fu¨r t1 −  < t < t1.
4. Ein Punkt t2 ∈ (0, T ) heißt Austrittspunkt (exit point) eines Randstu¨cks [t1, t2],
wenn es ein  > 0 gibt mit Si(x(t)) < 0 fu¨r t2 < t < t2 + .
5. Ein Punkt τ ∈ (0, T ) heißt Kontaktpunkt (contact point) von Si, falls es ein
 > 0 gibt mit Si(x(τ)) = 0 und Si(x(t)) < 0 fu¨r τ− < t < τ und τ < t < τ+ε.
6. Eintritts–, Austritts– und Kontaktpunkte werden zusammenfassend als Ver-
bindungspunkte (junction points) bezeichnet.
Andere Bezeichnungen fu¨r Ein– und Austrittspunkte sind Auftreff– bzw. Absprung-
punkte. Kontaktpunkte τ ∈ [0, T ] mit d
dt
Si(x(τ)) = 0 werden auch als Beru¨hrpunkte
bezeichnet. Notwendige Optimalita¨tsbedingungen fu¨r Verbindungspunkte werden in
Abschnitt 3.6 vorgestellt.
Bemerkung 3.4. Man spricht von einem Randstu¨ck [t1, t2] von S : R
n → Rk, falls
[t1, t2] ein Randstu¨ck bezu¨glich jeder Komponente Si : R
n → R, i = 1, . . . , k, ist.
In Anwendungen kann man ha¨ufig zeigen, dass verschiedene Komponenten Si nicht
gleichzeitig aktiv werden ko¨nnen, so dass es zu jedem Zeitpunkt t ∈ [0, T ] maximal
eine aktive Beschra¨nkung gibt. Dies vereinfacht die Diskussion des Modells, wie man
am Beispiel des Anwendungsbeispiels
”
Voice Coil–Motor“ in Kapitel 6.2 sieht.
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Eintrittspunkt Austrittspunkt Kontaktpunkt
Inneres TeilstückRandstück
S(x(t))
t
0
Abb. 3.1.: Beispiel: Verlauf einer Trajektorie mit reinen Zustandsbeschra¨nkungen
Unter gewissen Voraussetzungen ist es mo¨glich, auf einem Randstu¨ck [t1, t2] eine
feedback–Steuerung u = u(x) herzuleiten. Anders als die sogenannten
”
gemischten
Beschra¨nkungen“ der Form C(x, u) ≤ 0 ha¨ngen Zustandsbeschra¨nkungen nicht von
der formalen Variablen u ab, so dass es auch nicht mo¨glich ist, aus der Gleichung
S(x) = 0 direkt Informationen u¨ber die Randsteuerung u zu erhalten. Da der Zu-
stand x aber u¨ber die Dynamik x˙ = f(x, u) durch die Steuerung u beeinflusst wird,
ist die naheliegende Idee, durch gegebenenfalls mehrfache Differentiation von S(x(t))
nach t ein explizites Auftreten der Variablen u zu bewirken.
Definition 3.5 (Ordnung einer Zustandsbeschra¨nkung).
Gegeben sei ein optimaler Steuerprozess (ZP) mit der reinen Zustandsbeschra¨nkung
S(x(t)) ≤ 0, 0 ≤ t ≤ T,
wobei S : Rn → R an dieser Stelle als skalare Funktion angenommen wird. Man
definiere rekursiv die Funktionen Sj = Sj(x, u), j ≥ 0, durch
S0(x) := S(x),
Sj+1(x, u) := (Sj(x, u))x f(x, u).
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Die Zahl p ∈ N+ heißt Ordnung der Zustandsbeschra¨nkung S(x) ≤ 0 bzgl. der
Dynamik x˙ = f(x, u), falls gilt
∂Sj
∂u
= 0 fu¨r j = 0, 1, . . . , p− 1,
∂Sp
∂u
6≡ 0.
Unter Beru¨cksichtigung der Differentialgleichung x˙ = f(x, u) erha¨lt man
Sj(x(t)) =
dj
dtj
S(x(t)) fu¨r j = 0, 1, . . . , p− 1,
Sp(x(t), u(t)) =
dp
dtp
S(x(t)).
(3.3)
Die Ordnung p ≥ 1 gibt also an, wie oft man die Zustandsbeschra¨nkung S(x(t))
nach t differenzieren muss, um erstmals die Variable u explizit zu erhalten. Im Fal-
le einer mehrdimensionalen Zustandsbeschra¨nkung S : Rn → Rk definiert man die
Ordnung pi ∈ N+, i = 1, . . . , k der Funktion Si : R
n → R komponentenweise wie
in Defintion 3.5. Zustandsbeschra¨nkungen von erster Ordnung sind im Vergleich
zu Beschra¨nkungen ho¨herer Ordnung einfacher zu handhaben und wurden auch in
der Literatur ausfu¨hrlicher diskutiert. Solche Restriktionen treten ha¨ufig in prak-
tischen Anwendungen auf. Formal erha¨lt man fu¨r p = 0 eine gemischte Steuer–
Zustandsbeschra¨nkung, welche neben dem Zustand x auch die Steuerung u entha¨lt,
und somit von der Gestalt C(x(t), u(t)) ≤ 0, t ∈ [0, T ] ist. Fu¨r Steuerprozesse mit
derartigen Beschra¨nkungen existiert ebenfalls ein Minimumprinzip, worauf in dieser
Arbeit jedoch nicht weiter eingegangen wird.
Auf einem Randstu¨ck [t1, t2] gilt S(x(t)) = 0. Daher verschwinden dort auch sa¨mt-
liche zeitlichen Ableitungen, d.h., es gelten die Beziehungen
Sj(x(t)) = 0 fu¨r t1 ≤ t ≤ t2, j = 0, 1, . . . , p− 1
Sp(x(t), u(t)) = 0 fu¨r t1 ≤ t ≤ t2.
(3.4)
Wegen des Eindeutigkeitssatzes bei Differentialgleichungen, vgl. [WALTER 2000],
lassen sich die Bedingungen Sj(x(t)) = 0 fu¨r t1 ≤ t ≤ t2, j = 0, 1, . . . , p−1, auf den
Punkt t1 reduzieren, so dass (3.4) a¨quivalent ist zu den Bedingungen
Sj(x(t1)) = 0 fu¨r j = 0, 1, . . . , p− 1,
Sp(x(t), u(t)) = 0 fu¨r t1 ≤ t ≤ t2.
(3.5)
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Zur weiteren Analyse von zustandsbeschra¨nkten Steuerprozessen wird an mehreren
Stellen eine Voraussetzung fu¨r die Zustandsbeschra¨nkung beno¨tigt, die meist mit
dem Begriff Regularita¨t bezeichnet wird.
Voraussetzung 3.6 (Regularita¨tsbedingung (constraint qualification)). Die Gra-
dienten
∂
∂u
Spii (x(t), u(t)), i ∈ I(t),
der aktiven Zustandsbeschra¨nkungen seien linear unabha¨ngig fu¨r alle t ∈ [0, T ].
Hierbei bezeichnet I(t) die Menge der aktiven Indizes zum Zeitpunkt t, siehe (3.2).
A¨quivalent zu dieser Forderung ist die Bedingung, dass die k × (m+ k)–Matrix
M :=

∂
∂u1
Sp11 · · ·
∂
∂um
Sp11 S1 · · · 0
...
...
...
. . .
...
∂
∂u1
Spkk · · ·
∂
∂um
Spkk 0 · · · Sk
 (x(t), u(t))
entlang der Trajektorie (x(t), u(t)) zu jedem Zeitpunkt t ∈ [0, T ] vollen Zeilenrang
k besitzt. Daraus ergibt sich folgende Aussage u¨ber den Zusammenhang zwischen
aktiven Zustandsbeschra¨nkungen und der Dimension m des Steuerbereichs U .
Bemerkung 3.7. Falls fu¨r einen Steuerprozess (ZP) die Regularita¨tsbedingung 3.6
erfu¨llt ist, so sind ho¨chstens m Komponenten der Zustandsbeschra¨nkung S(x(t)) ≤ 0
gleichzeitig aktiv.
Im Falle einer skalaren Zustandsbeschra¨nkung S : Rn → R wird durch 3.6 lediglich
verlangt, dass die partielle Ableitung von Sp nach u entlang eines jeden Randstu¨cks
[t1, t2] nicht verschwindet, d.h.
∂Sp
∂u
(x(t), u(t)) 6= 0, fu¨r alle t ∈ [t1, t2]. (3.6)
Da die Regularita¨tsbedingung nicht erfu¨llt sein kann, wenn die Steuerbeschra¨nkung
und die reine Zustandsbeschra¨nkung gleichzeitig aktiv sind, fordert man meist fu¨r
ein Randstu¨ck [t1, t2] die Bedingung u(t) ∈ int(U) fu¨r t ∈ (t1, t2).
3.2. Notwendige Optimalita¨tsbedingungen
In diesem Abschnitt werden notwendige Optimalita¨tsbedingungen fu¨r Steuerungs-
probleme mit reinen Zustandsbeschra¨nkungen durch eine Erweiterung des Pontryag-
inschen Minimumprinzips 2.12 behandelt.
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3.2.1. Funktionalanalytische Grundlagen
Als Vorbereitung fu¨r die Formulierung notwendiger Optimalita¨tsbedingungen wer-
den an dieser Stelle einige funktionalanalytische Begriffe vorgestellt, die in diesem
Zusammenhang von Bedeutung sind. Bei der Herleitung dieser Bedingungen auf
Basis der Optimierungstheorie in Banachra¨umen spielen die sogenannten KKT–
Bedingungen, die benannt sind nach den Autoren W. Karush, H.W. Kuhn und A.W.
Tucker, eine zentrale Rolle, vgl. [KARUSH 1939], [KUHN/TUCKER 1951] und auch
[NEUSTADT 1976]. U¨bertra¨gt man diese formal auf einen optimalen Steuerprozess,
so ergibt sich, dass die adjungierte Funktion λ aus dem Dualraum der stetigen Funk-
tionen auf C([0, T ],Rn) stammen. Diesen Dualraum C([0, T ],Rn)∗ kann man mit
dem Raum der Funktionen von beschra¨nkter Variation identifizieren.
Definition 3.8 (Funktionen von beschra¨nkter Variation). Man nennt eine Funktion
f : [0, T ]→ R von beschra¨nkter Variation, wenn es eine Konstante K ∈ R+ gibt, so
dass fu¨r jede Unterteilung
UN := {0 = t0 < t1 < · · · < tN = T}
des Intervalls [0, T ] gilt
N∑
i=1
|f(ti)− f(ti−1)| ≤ K.
Die Totale Variation von f auf [0, T ] wird dann definiert als
TV[0, T ](f) := sup
UN
N∑
i=1
|f(ti)− f(ti−1)|. (3.7)
Die Menge BV ([0, T ],R) aller reellwertigen Funktionen von beschra¨nkter Variation
auf [0, T ] bildet zusammen mit der Norm
||f ||BV := |f(0)|+ TV[0, T ](f)
einen normierten Vektorraum, vgl. [HEUSER 2006], Kap. 9.
In [NATANSON 1975] werden Funktionen beschra¨nkter Variation ausfu¨hrlich disku-
tiert. Einige Eigenschaften, die im Zusammenhang mit optimalen Steuerprozessen
von Interesse sind, sind in folgender Bemerkung aufgefu¨hrt.
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Bemerkung 3.9.
• Die Identifizierung des Raumes BV ([0, T ],R) als Dualraum C([0, T ],R)∗ der
stetigen Funktionen ist erkla¨rt durch beschra¨nkte, lineare Funktionale vom Typ
Fη : C([0, T ],R)
∗ → R, Fη(f) =
∫ T
0
f(t)dη(t), (3.8)
wobei η ∈ BV ([0, T ],R). Das Integral ist ein Stieltjes–Integral, vgl. Defini-
tion 3.10. Alle stetigen linearen Funktionale C([0, T ],R) → R besitzen nach
dem Rieszschen Darstellungssatz eine Repra¨sentation (3.8) mit geeignetem
η ∈ BV ([0, T ],R), siehe [NATANSON 1975], S. 266.
• Der sogenannte normalisierte Raum von Funktionen beschra¨nkter Variation
BV 0([0, T ],R) besteht aus allen Funktionen η ∈ BV ([0, T ],R), die linksstetig
auf (0, T ) sind und fu¨r die η(T ) = 0 gilt. Durch diese Vereinbarung wird die
obige Identifizierung als Dualraum von C([0, T ],R) eindeutig.
• Jede monotone Funktion f : [0, T ] → R ist eine Funktion von beschra¨nkter
Variation.
• Jede Lipschitz–stetige Funktion f : [0, T ] → R ist eine Funktion von be-
schra¨nkter Variation. f heißt Lipschitz–stetig auf [0, T ], wenn es eine Kon-
stante K gibt, so dass fu¨r alle x, y ∈ [0, T ] gilt.
|f(x)− f(y)| ≤ K|x− y|.
• Jede Funktion von beschra¨nkter Variation ist beschra¨nkt.
• Summe, Differenz und Produkt zweier Funktionen von endlicher Variation sind
Funktionen von endlicher Variation.
Fu¨r die Formulierung von notwendigen Optimalita¨tsbedingungen fu¨r (ZP) wird
ferner eine Verallgemeinerung des Riemann–Integrals durch das Stieltjes–Integral
beno¨tigt.
Definition 3.10 (Stieltjes–Integral). Seien f, g : [0, T ] → R beschra¨nkte Funktio-
nen und
UN := {0 = t0 < t1 < · · · < tN = T}
eine Unterteilung von [0, T ]. Fu¨r N beliebige Punkte τi ∈ [ti−1, ti], i = 1, . . . , N
bilde man die Summe
Σ(UN ; τ1, . . . , τN) =
N∑
i=1
f(τi) (g(ti)− g(ti−1)) . (3.9)
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Falls Σ(UN ; τ1, . . . , τN ) fu¨r max1≤i≤N(ti−ti−1)→ 0 gegen einen endlichen Grenzwert
Σ¯ konvergiert, der weder von der Zerlegung UN noch von der Auswahl der Punkte
τi abha¨ngt, so heißt dieser Grenzwert Stieltjes–Integral der Funktion f nach der
Funktion g. Man schreibt
Σ¯ =
∫ T
0
f(t)dg(t).
Das Stieltjes–Integral ist als Verallgemeinerung des gewo¨hnlichen Riemann–Integrals
anzusehen, welches man nach Definition 3.10 als Spezialfall des Stieltjes–Integral mit
g(t) = t erha¨lt. Funktionen von beschra¨nkter Variation sind genau die Funktionen,
nach denen das Stieltjes–Integral von allen stetigen Funktionen existiert. Fu¨r Un-
tersuchungen der adjungierten Differentialgleichung bei zustandsbeschra¨nkten Steu-
erprozessen ist folgender Zusammenhang zwischen Stieltjes– und Riemann–Integral
von Interesse.
Bemerkung 3.11. Fu¨r Funktionen f ∈ C([0, T ], R) und g ∈ BV ([0, T ],R) existiert
das Stieltjes–Integral
∫ T
0
f(t)dg(t). Ist g stu¨ckweise differenzierbar mit h(t) := g˙(t)
fu¨r fast alle t ∈ [0, T ], so la¨sst sich das Stieltjes–Integral berechnen durch∫ T
0
f(t)dg(t) =
∫ T
0
f(t)h(t)dt.
Das Integral auf der rechten Seite ist ein gewo¨hnliches Riemann–Integral. Diese
Aussage wird in [NATANSON 1975] gezeigt und basiert auf der Anwendung des
Mittelwertsatzes auf die Ausdru¨cke g(ti)− g(ti−1) in (3.9).
3.2.2. Erweitertes Minimumprinzip mit Stieltjes–Integral
Fu¨r die Bezeichnungen des folgenden Satzes sei auf die Vereinbarung 2.11 hingewie-
sen, wonach man λ(t), η(t), ρ, γa und γe als Zeilenvektoren aufzufassen hat.
Satz 3.12 (Notwendige Optimalita¨tsbedingungen fu¨r (ZP)).
Sei (x∗, u∗) ∈W1,∞([0, T ],Rn)×L∞([0, T ],Rm) eine lokal optimale Lo¨sung (im Sin-
ne der L1–Norm) des zustandsbeschra¨nkten Steuerprozesses (ZP). Dann existieren
1. eine reelle Zahl λ0 ≥ 0 und Multiplikatoren ρ ∈ R
s, γa, γe ∈ R
k,
2. eine Funktion λ ∈ BV ([0, T ],Rn),
3. eine Funktion η ∈ BV ([0, T ],Rk) mit η(T ) = 0,
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so dass die folgenden Aussagen gelten:
(i) Nichttrivialita¨t:
(λ0, ρ, λ(t), η(t)) 6= 0 fu¨r alle t ∈ [0, T ]. (3.10)
(ii) Minimumbedingung:
H(x∗(t), λ(t), u∗(t)) = min
u∈U
H(x∗(t), λ(t), u) (3.11)
fu¨r fast alle t ∈ [0, T ].
(iii) Adjungierte Integralgleichung:
λ(t) = λ(T ) +
∫ T
t
Hx(x
∗(t), λ(t), u∗(t))dt
+
k∑
i=1
∫ T
t
(Si)x(x
∗(t))dηi(t)
(3.12)
fu¨r alle t ∈ [0, T ].
(iv) Transversalita¨tsbedingungen:
λ(0) = −
∂
∂xa
(λ0 g + ρϕ) (x
∗(0), x∗(T ))− γa Sx(x
∗(0)), (3.13)
λ(T ) =
∂
∂xe
(λ0 g + ρϕ) (x
∗(0), x∗(T )) + γe Sx(x
∗(T )), (3.14)
wobei γa ≥ 0, γe ≥ 0 und γa S(x
∗(0)) = γe(x
∗(T )) = 0 gilt und g : Rn×Rn → R
bzw. ϕ : Rn ×Rn → Rr als Funktionen mit dem Argument (xa, xe) ∈ R
n ×Rn
aufzufassen sind.
(v) Sprungbedingung:
Fu¨r jeden Verbindungspunkt τ eines Randstu¨cks gilt die Sprungbedingung
λ(τ+) = λ(τ−)− (η(τ+)− η(τ−))(Si)x(x
∗(τ)). (3.15)
(vi) Komplementarita¨tsbedingung:
dη ≥ 0 und
k∑
i=1
∫ T
0
Si(x(t))dηi(t) = 0. (3.16)
(vii) Fu¨r die Hamilton–Funktion H gilt im autonomen Fall mit ∂H
∂t
= 0
H(x∗(t), λ(t), u∗(t)) ≡ const. fu¨r t ∈ [0, T ]. (3.17)
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Die klassische Beweisfu¨hrung dieser notwendigen Optimalita¨tsbedingungen ist bei-
spielsweise zu finden in [KNOBLOCH 1975] in Verbindung mit [HESTENES 1966]
und [PONTRYAGIN 1967]. Dieser Ansatz liefert jedoch im Allgemeinen nur fu¨r
Zustandsbeschra¨nkungen erster Ordnung ein zufriedenstellendes Minimumprinzip.
Im Gegensatz dazu erha¨lt man durch die Beweisfu¨hrung mittels Optimierung in
unendlich–dimensionalen Banachra¨umen unabha¨ngig von der Ordnung p allgemeine
notwendige Optimalita¨tsbedingungen, vgl. [NEUSTADT 1967], [GIRSANOV 1972],
[JACOBSON 1971], [MAURER 1976b] und [IOFFE 1979]. Ein Problem fu¨r den
praktischen Nutzen dieser Aussage ist jedoch dadurch gegeben, dass man die Mul-
tiplikatorfunktion η aus der Klasse der Funktionen beschra¨nkter Variationen zu
wa¨hlen hat. Durch das in diesem Zusammenhang auftretende Stieltjes–Integral la¨sst
sich kein Optimierungsverfahren entwickeln, welches auf der numerischen Integrati-
on der adjungierten Differentialgleichung 3.12 basiert, vgl. Kapitel 5. Man beno¨tigt
an dieser Stelle gewisse Regularita¨tsbedingungen, welche die Differenzierbarkeit von
η auf Randstu¨cken gewa¨hrleisten, siehe Abschnitt 3.2.3.
Fu¨r allgemeinere optimale Steuerprozesse mit Volterra–Integralgleichungen wurde
Satz 3.12 ku¨rzlich in [BONNANS 2010] bewiesen. Ein wichtiges Hilfmittel hierbei
ist das Ekeland–Prinzip, vgl. [EKELAND 1979].
Bemerkung 3.13.
• Auf inneren Teilstu¨cken bzgl. der Zustandsbeschra¨nkung Si ist wegen der Kom-
plementarita¨tsbedingung (3.16) der Multiplikator ηi konstant.
• Die adjungierte Differentialgleichung (3.12) ist a¨quivalent zur Bedingung
λ(τ+1 )− λ(τ
+
0 ) = −
∫ τ1
τ0
Hx(x
∗(t), λ(t), u∗(t))dt
−
k∑
i=1
∫ τ1
τ0
(Si)x(x
∗(t))dηi(t)
fu¨r alle Punkte τ0, τ1 mit 0 ≤ τ0 < τ1 ≤ T .
Ein hinreichendes Kriterium fu¨r λ0 > 0 erha¨lt man durch Anwendung der soge-
nannten Slater–Bedingung aus der Optimierungstheorie. Man formuliert (ZP) als
unendlich–dimensionales Optimierungsproblem in Banachra¨umen und u¨bertra¨gt die
Slater–Bedingung auf dieses Problem, vgl. [MAURER 1979a]. Bei praktischen An-
wendungen ist dieses Kriterium jedoch schwierig zu u¨berpru¨fen, so dass es eher von
theoretischem Interesse ist.
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3.2.3. Eigenschaften der Multiplikatorfunktion
Als Basis fu¨r numerische Algorithmen zur na¨herungsweisen Lo¨sung eines Steuerpro-
zesses (ZP) sind die notwendigen Optimalita¨tsbedingungen in Gestalt 3.12 wegen der
Darstellung der adjungierten Differentialgleichung mit dem Stieltjes–Integral unge-
eignet. Es ist ohne Weiteres nicht mo¨glich, durch Diskretisierung ein endlichdimen-
sionales Optimierungsproblem zu erzeugen, welches zur Approximation der optima-
len Lo¨sung benutzt werden kann. Wu¨nschenswert wa¨re eine Darstellung der adjun-
gierten Differentialgleichung, in welcher das Stieltjes–Integral durch Differentiation
der Funktion η in ein Riemann–Integral u¨berfu¨hrt werden kann, vgl. Bemerkung
3.11. Der folgende Satz aus [MAURER 1979b] gibt an, unter welchen Voraussetzun-
gen die Differenzierbarkeit der Multiplikatorfunktion η auf einem Randstu¨ck [t1, t2]
gewa¨hrleistet ist. Diese wird beno¨tigt, um das Minimumprinzip 3.12 auf die Gestalt
3.17 zu u¨berfu¨hren, welche man als Grundlage numerischer Optimierungsverfahren
nutzen kann.
Satz 3.14. Sei (x∗, u∗) eine optimale Lo¨sung des zustandsbeschra¨nkten Steuerpro-
zesses (ZP) mit Randstu¨ck [t1, t2] ⊂ [0, T ]. Die Komponenten Si, i = 1, . . . , k, der
Zustandsbeschra¨nkung S seien ihrer Ordnung pi nach aufsteigend sortiert, d.h., es
gelte p1 ≤ · · · ≤ pk. Folgende Voraussetzungen seien erfu¨llt:
1. Die Funktionen f und S seien (pk + l)–mal stetig differenzierbar (l ≥ 0).
2. Fu¨r t ∈ (t1, t2) gelte u
∗(t) ∈ int (U) und u∗ sei (pk+ l)–mal stetig differenzier-
bar.
3. Es gelte die Regularita¨tsbedingung 3.6.
Dann sind die Funktionen λ und η aus dem Minimumprinzip 3.12 (l+1)–mal stetig
differenzierbar auf dem Randstu¨ck (t1, t2). Die Funktion µ :=
d
dt
η ist fu¨r den Fall
p1 = . . . = pk =: p explizit gegeben durch
µ(t) = (−1)p−1λ(t)(ψ1p(t), . . . , ψ
k
p (t))
[(
(Spi )uj (x(t), u(t))
)i=1,...,k
j=1,...,k
]−1
,
(3.18)
wobei ψ1p(t), . . . , ψ
k
p(t) die ersten k Spalten der Matrixfunktion ψp : (t1, t2)→ R
n×m
sind, welche durch die Rekursion
ψ0(t) := fu(x(t), u(t)), ψi+1(t) = ψ˙i(t)− fx(x(t), u(t))ψi(t), (3.19)
definiert ist.
Zur Wohldefiniertheit der Matrix
(
(Spi )uj(x(t), u(t))
)i=1,...,k
j=1,...,k
aus (3.18) sei auf Be-
merkung 3.7 hingewiesen, wonach in Satz 3.14 k ≤ m gilt. Die Untersuchungen der
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Differenzierbarkeit der Multiplikatorfunktion bei optimalen Multiprozessen in Kapi-
tel 4 stu¨tzen sich auf dieses Resultat. Deshalb werden zum besseren Versta¨ndnis die
zentralen Beweisschritte fu¨r den skalaren Fall m = k = 1 an dieser Stelle erla¨utert.
Beweisskizze von Satz 3.14. Sei m = k = 1 und p := p1. Die Menge der Testfunk-
tionen h auf dem Randstu¨ck [t1, t2] sei
T ∞0 [t1, t2] =
{
h ∈ C∞[t1, t2] | h
(k)(t1) = h
(k)(t2) = 0 fu¨r alle k ≥ 0
}
.
(3.20)
Da nach Voraussetzung u∗ fu¨r t ∈ (t1, t2) (pk+l)–mal stetig differenzierbar ist, ergibt
sich aus der Rekursion (3.19), dass ψi(t), i = 0, . . . , p, mindestens (p + l − i)–mal
stetig differenzierbar nach t ist. Per Induktion la¨sst sich dann mit Hilfe partieller
Integration folgende Gleichung herleiten, siehe [MAURER 1979b]:∫ t2
t1
h(p)(t)Hu[t]dt
=
 (−1)
i
∫ t2
t1
h(p−i)(t)λ(t)ψi(t)dt, i = 0, . . . , p− 1,
(−1)p
∫ t2
t1
h(t) (λ(t)ψp(t)dt− (−1)
p−1(Sp)u[t]dη(t)) , i = p.
(3.21)
Wegen der Annahme u(t) ∈ int(U) liefert die Minimumbedingung (3.11) Hu[t] = 0
fu¨r fast alle t ∈ (t1, t2). Nutzt man dies in (3.21) aus, so folgt fu¨r i = 0, . . . , p− 1
0 =
∫ t2
t1
h(p−1)(t)λ(t)ψi(t)dt, i = 0, . . . , p− 1. (3.22)
Da diese Gleichung fu¨r alle Testfunktionen h ∈ T ∞0 [t1, t2] gilt, muss bereits
λ(t)ψi(t) = 0 fu¨r fast alle t ∈ (t1, t2) (3.23)
gelten. Die Funktionen ψi, i = 0, . . . , p− 1 sind stetig und die adjungierte Funktion
λ ∈ BV ([0, T ],Rn) ist rechtsstetig, womit die Verscha¨rfung
λ(t)ψi(t) = 0 fu¨r alle t ∈ (t1, t2) (3.24)
folgt. Setzt man die Sprungbedingung (3.15) in (3.24) ein, so erha¨lt man fu¨r i = p−1
0 = λ(t+)ψp−1(t) = −(η(t
+)− η(t−))Sx(x(t))ψp−1(t). (3.25)
Die folgende Formel wird beno¨tigt, deren Beweis auch schon in [HAMILTON 1972]
zu finden ist:
Sx(x(t))ψp−1(t) = (−1)
p−1(Sp)u(x(t), u(t)). (3.26)
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Aus (3.25) und (3.26) erha¨lt man
(−1)p(η(t+)− η(t−))(Sp)u(x(t), u(t)) = 0 (3.27)
und wegen der Regularita¨tsbedingung (3.6)
η(t+) = η(t−) fu¨r alle t ∈ (t1, t2). (3.28)
Die Multiplikatorfunktion η und die adjungierte Funktion λ sind somit stetig inner-
halb des Randstu¨cks (t1, t2). Mit (3.21) und Hu[t] = 0 ergibt sich fu¨r i = p
0 =
∫ t2
t1
h(p)(t)Hu[t]dt
= (−1)p
∫ t2
t1
h(t)
(
λ(t)ψp(t)dt− (−1)
p−1(Sp)u(x(t), u(t))dη(t)
)
.(3.29)
Da diese Gleichung wieder fu¨r alle Testfunktionen h ∈ T ∞0 [t1, t2] gilt, muss bereits
λ(t)ψp(t)dt− (−1)
p−1(Sp)u(x(t), u(t))dη(t) = 0 (3.30)
gelten, woraus sich eine explizite Darstellung des Maßes dη ergibt:
dη =
(−1)p−1λψp
(Sp)u
dt. (3.31)
Wegen der Stetigkeit von λ auf (t1, t2) folgt daraus die Formel (3.18) fu¨r m = k = 1:
µ(t) :=
d
dt
η(t) =
(−1)p−1λ(t)ψp(t)
(Sp)u[t]
, (3.32)
wobei µ stetig auf (t1, t2) ist. Die C
l+1–Differenzierbarkeit von λ und µ ergibt sich
aus folgender Darstellung der adjungierten Differentialgleichung unter Verwendung
der Differenzierbarkeitseigenschaften von fx, ψ und (S
p)u:
λ˙ = −λfx −
(−1)p−1λψp
(Sp)u
· Sx. (3.33)
Mit Hilfe der Bemerkung 3.11 liefert dieser Satz die
Folgerung 3.15. Ist die Multiplikator–Funktion η aus dem Minimumprinzip 3.12
auf einem Randstu¨ck (t1, t2) differenzierbar mit Ableitung µ(t) :=
d
dt
η(t), so ergibt
sich aus der adjungierten Integralgleichung (3.12) die Differentialgleichung
λ˙ = −Hx(x(t), λ(t), u(t))−
k∑
i=1
(Si)x(x(t))µi(t). (3.34)
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3.2.4. Erweitertes Minimumprinzip mit Riemann–Integral
Die U¨berlegungen im vorigen Abschnitt motivieren eine angepasste Formulierung des
erweiterten Minimumprinzips, bei welchem in der adjungierten Differentialgleichung
das Stieltjes–Integral durch ein geeignetes Riemann–Integral ersetzt wird. Hierfu¨r
wird der Begriff der erweiterten Hamilton–Funktion beno¨tigt. Die folgenden Begriffe
und Sa¨tze gelten fu¨r beliebiges m ∈ N+ und k ∈ N+.
Definition 3.16 (Erweiterte Hamilton–Funktion). Gegeben sei ein optimaler Steu-
erprozess mit reinen Zustandsbeschra¨nkungen in der Form (ZP). Die diesem Prozess
zugeordnete Funktion
H˜(x, λ, µ, u) = λ0f0(x, u) + λf(x, u) + µS(x),
λ0 ∈ R, λ ∈ R
n, µ ∈ Rk,
(3.35)
heißt erweiterte Hamilton–Funktion. Die Komponenten λi, i = 1, ..., n, des Vektors
λ ∈ Rn heißen wie in Definition 2.9 adjungierte Variablen und die Komponenten
µi, i = 1, ..., k, des Vektors µ ∈ R
k bezeichnet man als Multiplikatoren.
Bezu¨glich der Notation in diesem Abschnitt sei an die Vereinbarung 2.11 erinnert.
Satz 3.17 (Erweitertes Minimumprinzip bei Zustandsbeschra¨nkungen).
Sei (x∗, u∗) ∈W1,∞([0, T ],Rn)×L∞([0, T ],Rm) eine optimale Lo¨sung des zustands-
beschra¨nkten Steuerprozesses (ZP). Die Regularita¨tsbedingung 3.6 sei erfu¨llt und fu¨r
jedes Randstu¨ck [t1, t2] einer Komponente Si gelte u
∗(t) ∈ int(U) fu¨r t1 ≤ t ≤ t2.
Dann existieren
1. eine reelle Zahl λ0 ≥ 0 und Multiplikatoren ρ ∈ R
s, γa, γe ∈ R
k,
2. eine stu¨ckweise stetige und stu¨ckweise stetig differenzierbare Funktion λ :
[0, T ]→ Rn,
3. eine stu¨ckweise stetige Multiplikatorfunktion µ : [0, T ]→ Rk und
4. Multiplikatoren ν(ti) ∈ R
k, νj(ti) ≥ 0, 1 ≤ j ≤ k, in jedem Eintritts–,
Austritts– oder Kontaktpunkt ti ∈ (0, T ),
so dass die folgenden Aussagen gelten:
(i) Fu¨r fast alle t ∈ [0, T ] gilt die Minimumbedingung
H˜(x∗(t), λ(t), µ(t), u∗(t)) = min
u∈U
H˜(x∗(t), λ(t), µ(t), u). (3.36)
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(ii) Es gelten die adjungierte Differentialgleichung
λ˙(t) = −H˜x(x
∗(t), λ(t), µ(t), u∗(t)) (3.37)
fu¨r fast alle t ∈ [0, T ] und die Transversalita¨tsbedingungen
λ(0) = −
∂
∂xa
(λ0 g + ρϕ) (x
∗(0), x∗(T ))− γa Sx(x
∗(0)), (3.38)
λ(T ) =
∂
∂xe
(λ0 g + ρϕ) (x
∗(0), x∗(T )) + γe Sx(x
∗(T )), (3.39)
wobei γa ≥ 0, γe ≥ 0 und γa S(x
∗(0)) = γe S(x
∗(T )) = 0.
(iii)
µ(t) ≥ 0 und µ(t)S(x∗(t)) = 0 fu¨r alle t ∈ [0, T ] . (3.40)
(iv) In jedem Ein– oder Austrittspunkt eines Randstu¨ckes oder Kontaktpunkt ti ∈
(0, T ) gilt die Sprungbedingung fu¨r die adjungierte Funktion λ:
λ(t+i ) = λ(t
−
i )− ν(ti)Sx(x(ti)), (3.41)
d.h., λ kann in Eintritts–, Austritts– und Kontaktpunkten unstetig sein.
(v) Falls T frei ist, gilt
H˜(x∗(T ), λ(T ), µ(T ), u∗(T )) = 0. (3.42)
(vii) Im autonomen Fall mit ∂H˜
∂t
= 0 gilt
H˜(x∗(t), λ(t), µ(t), u∗(t)) ≡ const. fu¨r t ∈ [0, T ]. (3.43)
3.3. Die indirekte Methode zur Ankopplung der
Zustandsbeschra¨nkung
Zur Formulierung des Minimumprinzips in Gestalt von 3.17 wird die reine Zu-
standsbeschra¨nkung S u¨ber eine Multiplikatorfunktion µ direkt an die Hamilton–
Funktion H angekoppelt. Diese Technik wird auch als direkte Methode oder direct
adjoining approach bezeichnet. Eine alternative Variante ist die indirekte Metho-
de, auch indirect adjoining approach genannt, bei welcher man nicht S sondern
Si fu¨r ein i ∈ {1, . . . , p} an die Hamilton–Funktion angekoppelt. Dieser Ansatz
ist in [BRYSON 1963], [JACOBSON 1971], [MAURER 1979b] und [HARTL 1995]
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erla¨utert. An dieser Stelle wird insbesondere der Zusammenhang von der indirek-
ten Methode mit der direkten Methode aus Abschnitt 3.2 erla¨utert. Der einfacheren
Notation halber gelte im Folgenden m = k = 1 und es liege der normale Fall
mit λ0 = 1 vor. Die optimale Lo¨sung besitze ein Randstu¨ck [t1, t2] ⊂ [0, T ] mit
S(x(t)) = 0 sowie einen Kontaktpunkt t3. Bei mehreren Randstu¨cken und Kon-
taktpunkten lassen sich die folgenden Ausfu¨hrungen entsprechend verallgemeinern,
siehe [MAURER 1979b]. Bei dem indirekten Ansatz wird die dem Problem (ZP)
zugeordnete Hamilton–Funktion wie folgt definiert.
Definition 3.18 (Erweiterte Hamilton–Funktion der indirekten Methode).
Gegeben sei ein optimaler Steuerprozess mit reinen Zustandsbeschra¨nkungen in der
Form (ZP). Die diesem Prozess zugeordnete Funktion
H˜ i(x, λi, µi, u) = f0(x, u) + λ
if(x, u) + µiSi, λi ∈ Rn, µi ∈ R, (3.44)
fu¨r ein i ∈ {0, 1, . . . , p} heißt erweiterte Hamilton–Funktion der indirekten Methode.
Im Folgenden wird davon ausgegangen, dass die Regularita¨tsbedingung 3.6 erfu¨llt
ist und fu¨r die optimale Steuerung u(t) ∈ int(U) fu¨r t1 ≤ t ≤ t2 gilt. Das Ziel ist
nun, fu¨r jedes i ∈ {1, . . . , p} mit der entsprechenden Hamilton–Funktion H i ein
Minimumprinzip zu formulieren. Die Abbildungen Si, i = 0, 1, . . . , p, sind rekursiv
definiert wie in 3.5. Auch die adjungierte Variablen λi und die Multiplikatoren µi
sind wie folgt rekursiv gegeben. Fu¨r i = 0 seien λ0 := λ und µ0 := µ die Varia-
blen der direkten Methode aus dem vorigen Abschnitt. Die erweiterte Hamilton–
Funktion H˜ der direkten Methode entspricht also der Hamilton–Funktion aus (3.44)
fu¨r i = 0. Der Multiplikator µi ergibt sich durch Integration des Multiplikators µi−1
fu¨r i = 1, . . . , p. Außerhalb des Randstu¨cks, d.h. fu¨r t 6∈ (t1, t2), gilt wegen der
Komplementarita¨tsbedingung 3.40 µ0(t) = µ(t) = 0. Dies u¨bertra¨gt sich auf µi, d.h.
es gilt
µi(t) = 0, t 6∈ (t1, t2), i = 1, . . . , p. (3.45)
Auf dem Randstu¨ck erha¨lt man µi durch i–fache Integration von µ0 = µ = η˙ unter
Beru¨cksichtigung des Sprungparameters ν(t2) = η(t
+
2 )− η(t
−
2 ) folgendermaßen:
µ1(t) = ν(t2) +
∫ t2
t
µ0(τ)dτ = η(t+2 )− η(t) fu¨r t ∈ (t1, t2), (3.46)
µi(t) =
∫ t2
t
µi−1(τ)dτ, fu¨r t ∈ (t1, t2), i = 2, . . . , p. (3.47)
Des Weiteren definiert man fu¨r jedes i ∈ {1, . . . , p} einen Sprungparameter νi1 fu¨r
das Randstu¨ck gema¨ß
ν11 = η(t
+
2 )− η(t
−
1 ) und ν
i
1 = µ
i(t+1 ), i = 2, . . . , p, (3.48)
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sowie einen Sprungparameter νi2 fu¨r den Kontaktpunkt t3 durch ν
i
2 = ν(t3), i =
1, . . . , p. Mit diesen Bezeichnungen stellen sich die adjungierten Funktionen λi fu¨r
i = 1, . . . , p dar als
λi(t) = λ0(t)−
i∑
j=1
µj(t)(Sj−1)x(x(t)), t ∈ [0, T ]. (3.49)
Da die Funktion µi fu¨r i = 2, . . . , p nach (3.47) stetig im Austrittspunkt t2 ist, folgt
aus (3.49)
λi(t+2 )− λ
i(t−2 ) = λ(t
+
2 )− λ(t
−
2 ) +
i∑
j=1
(µj(t−2 )− µ
j(t+2 ))(S
j−1)x(x(t2))
= λ(t+2 )− λ(t
−
2 ) + (µ
1(t−2 )− µ
1(t+2 ))Sx(x(t2)).
Einsetzen der Sprungbedingung λ(t+2 ) − λ(t
−
2 ) = −ν(t2)Sx(x(t2)) liefert unter Be-
ru¨cksichtigung von µ1(t+2 ) = 0 und Gleichung (3.46) die Stetigkeit von λ
i im Aus-
trittspunkt t2. Die adjungierte Funktion kann bei der indirekten Methode also nur im
Eintrittspunkt eines Randstu¨cks unstetig sein. Man beachte, dass man auch umge-
kehrt aus (3.45) – (3.49) mit hinreichend oft stu¨ckweise differenzierbaren Funktionen
λi, µi und Parametern νi1, ν
i
2 durch Differentiation λ
0 und µ0 erha¨lt. Fu¨r t ∈ [t1, t2]
gilt
H˜ i[t] = f0[t] + (λ(t)−
i∑
j=1
µj(t)(Sj−1)x[t]) · f [t] + µ
i(t)Si[t]
= f0[t] + λ(t)f [t]−
i∑
j=1
µj(t) (Sj−1)x[t]f [t]︸ ︷︷ ︸
=Sj [t]=0
+µi(t)Si[t]︸ ︷︷ ︸
=0
= H [t].
Fu¨r t 6= [t1, t2] gilt µ
j(t) = 0, j = 1, . . . , p. Daraus folgt, dass die Werte der
Hamilton–Funktionen H˜ i und H entlang der optimalen Lo¨sung (x∗, u∗) u¨berein-
stimmen.
Man kann nun unter der Voraussetzung der Regularita¨tsbedingung 3.6 fu¨r die Ha-
milton–Funktion H i ein Minimumprinzip der Gestalt 3.17 mit adjungierter Funkti-
on λi und Multiplikator–Funktion µi formulieren, siehe [MAURER 1979b]. Fu¨r die
Multiplikator–Funktion µi erha¨lt man a¨hnlich zur Formel (3.32) die Darstellung
µi(t) =
(−1)p+1−iλi(t)ϕp−i(t)
(Sp)u[t]
, (3.50)
wobei ϕp−i rekursiv wie in Satz 3.14 definiert ist.
In praktischen Anwendungen zur Lo¨sung von optimalen Steuerprozessen – wie auch
in den in Kapitel 6 diskutierten Steuerprozessen – wird meist auf den Ansatz des
direct adjoining zuru¨ckgegriffen.
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3.4. Existenz einer optimalen Lo¨sung
Der Vollsta¨ndigkeit halber soll an dieser Stelle ein Existenztheorem fu¨r eine optimale
Lo¨sung des Steuerprozesses (ZP) angegeben werden.
Satz 3.19 (Existenz einer optimalen Lo¨sung). Gegeben sei ein optimaler Steuerpro-
zess (ZP). Es existiere ein zula¨ssiges Funktionenpaar (x, u) und folgende Bedingun-
gen seien erfu¨llt:
(a) Roxins Bedingung: Die Menge
N(x) = {(F (x, u) + γ, f(x, u)) | γ ≥ 0, u ∈ U} ⊂ Rn+1
sei fu¨r alle x ∈ Rn konvex.
(b) Der Steuerbereich U ⊂ Rm sei beschra¨nkt.
(c) Es gebe ein δ > 0, so dass ||x(t)|| < δ fu¨r alle zula¨ssigen Paare (x, u) gelte,
d.h. der Wertebereich aller Zustandstrajektorien x(t) sei beschra¨nkt.
Dann gibt es eine optimale Lo¨sung (x∗, u∗) ∈W1,∞([0, T ],Rn)× L∞([0, T ],Rm).
Dieses Resultat wird in [CESARI 1983] bewiesen.
3.5. Hinreichende Optimalita¨tsbedingungen
In Abschnitt 3.2 wurden notwendigen Optimalita¨tsbedingungen fu¨r eine Lo¨sung des
Problems (ZP) vorgestellt. Mit Hilfe dieser Bedingungen ist es mo¨glich, Kandi-
daten fu¨r eine optimale Lo¨sung zu bestimmen. Zur Verifizierung der Optimalita¨t
ist die U¨berpru¨fung von hinreichenden Optimalita¨tsbedingungen erforderlich. Au-
ßerdem bilden hinreichende Optimalita¨tsbedingungen die Grundlage fu¨r die Sen-
sitivita¨tsanalyse und die Echtzeitsteuerung optimaler Steuerprozesse, da sie den
Nachweis der sogenannten Lo¨sungsdifferenzierbarkeit ermo¨glichen. Analog zu den
U¨berlegungen in Abschnitt 2.3 lassen sich die notwendigen Optimalita¨tsbedingungen
des Pontryaginschen Minimumprinzips bei Problemen mit reinen Zustandsbeschra¨n-
kungen unter zusa¨tzlichen Konvexita¨tsannahmen zu hinreichenden Kriterien ver-
sta¨rken. Zur Formulierung dieser Bedingungen benutzt man erneut die minimier-
te Hamilton–Funktion, vgl. Definition 2.16. Neben der Konvexita¨t dieser Funktion
muss im zustandsbeschra¨nkten Fall außerdem die Beschra¨nkung S selbst konvex
sein, um Optimalita¨t auf Basis des Minimumprinzips 3.17 garantieren zu ko¨nnen.
Dieser Ansatz wird in dem folgenden Resultat dargestellt, vgl. [SEIERSTAD 1977],
[FEICHTINGER 1986] und [HARTL 1995], Kap. 8.
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Satz 3.20 (Hinreichende Optimalita¨tsbedingungen fu¨r (ZP)).
Sei (x, u) ein zula¨ssiges Funktionenpaar fu¨r das zustandsbeschra¨nkte Steuerungspro-
blem (ZP). Es gebe Funktionen λ : [0, T ]→ Rn, µ : [0, T ]→ Rk und Multiplikatoren
ν(ti) ∈ R
k, ρ ∈ Rr, so dass die notwendigen Bedingungen aus dem Minimumprinzip
3.17 erfu¨llt sind mit λ0 = 1. Zusa¨tzlich seien
(i) g(x) konvex,
(ii) ψ(x) affin–linear,
(iii) S(x) konvex und
(iv) H0(x, λ(t)) konvex bezu¨glich x fu¨r alle t ∈ [0, T ].
Dann ist (x, u) eine optimale Lo¨sung von (ZP).
In den Arbeiten von [PICKENHAIN 1991], [ZEIDAN 1994], [MAURER 1995] und
[MALANOWSKI 2001] werden hinreichende Optimalita¨tsbedingungen zweiter Ord-
nung (SSC) fu¨r optimale Steuerprozesse mit reinen Zustandsbeschra¨nkungen oder
auch mit gemischten Steuer–Zustandsbeschra¨nkungen diskutiert. Diese Bedingun-
gen fu¨hren auf eine gewisse quadratische Form der zweiten Variation, deren Positiv–
Definitheit auf einem Kegel, welcher aus Variationen erster Ordnung fu¨r eine gege-
bene Trajektorie besteht, gezeigt werden muss. Falls die strenge Legendre–Clebsch–
Bedingung erfu¨llt ist, reicht es zu zeigen, dass eine assoziierte Riccati–Matrix–Dif-
ferentialgleichung eine beschra¨nkte Lo¨sung entlang einer Extremalen besitzt, vgl.
auch [MAURER 2004].
Andere hinreichende Optimalia¨tsbedingungen, die keine Konvexita¨tsannahmen als
Voraussetzung haben, sind durch die direkten Bedingungen von Leitmann–Stalford
gegeben, siehe [LEITMANN 1971b]. Einen U¨bersichtsartikel u¨ber hinreichende Be-
dingungen dieses Typs liefert [PETERSON 1978].
3.6. Existenz und Eigenschaften von
Verbindungspunkten: Junction Theoreme
Dieser Abschnitt handelt von Verbindungspunkten eines zustandsbeschra¨nkten Steu-
erprozesses. Es geht um die Fragestellung, inwieweit es mo¨glich ist, anhand charakte-
ristischer Gro¨ßen wie der Ordnung p einer Zustandsbeschra¨nkung Voraussagen u¨ber
das mo¨gliche Auftreten von Verbindungspunkten zu machen. Insbesondere sollen
Zusammenha¨nge zwischen der Ordnung p, der Stetigkeit der Steuerung u und ggf.
derer Ableitungen u(j) in einem Verbindungspunkt, der Sprungbedingung fu¨r die
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Adjungierte λ gema¨ß (3.41) sowie dem Typ des betrachteten Punktes t1 (Eintritts–,
Austritts– oder Kontaktpunkt) erla¨utert werden.
Fu¨r beliebige m ∈ N und k ∈ N gibt es noch keine zufriedenstellenden Aussagen.
In diesem Abschnitt sei m = 1, k = 1, d.h., der Steuerbereich sei gegeben durch
U = [umin, umax] und die skalare Zustandsbeschra¨nkung S : R
n → R.
Mit Kenntnis der folgenden Resultate lassen sich qualitative Aussagen u¨ber die
Struktur einer optimalen Lo¨sung machen. Man erha¨lt dadurch ein Hilfsmittel, um
die Gu¨te eines auf Basis von notwendigen Optimalita¨tsbedingungen numerisch be-
rechneten Kandidaten fu¨r eine optimale Lo¨sung zu beurteilen. Unter Umsta¨nden
la¨sst sich auf diese Weise eine potentielle Lo¨sung als optimale Lo¨sung ausschlie-
ßen. Desweiteren ko¨nnen diese Informationen bei der Implementierung von nume-
rischen Lo¨sungsalgorithmen wichtig sein, beispielsweise bei der Aufstellung eines
Mehrpunkt–Randwertproblems und der Lo¨sung desselben mit dem Schießverfahren,
vgl. Kapitel 5.
Aufgrund der unterschiedlichen Ansa¨tze zur Behandlung des entsprechenden opti-
malen Steuerprozesses ist es sinnvoll, die Analyse des Auftretens von Verbindungs-
punkten separat fu¨r Prozesse mit linear auftretender Steuerung und fu¨r solche mit
regula¨rer Hamilton–Funktion durchzufu¨hren.
3.6.1. Linear auftretende Steuerung
Bei Untersuchungen von zustandsbeschra¨nkten Steuerungsproblemen mit linear auf-
tretender Steuerung spielt die Schaltfunktion σ(t) = Hu[t] eine zentrale Rolle. Dies
ist auf die im Folgenden dargestellte formale Parallele zwischen Randsteuerungen
und singula¨ren Steuerungen zuru¨ckzufu¨hren.
Sei daher ein Randstu¨ck [t1, t2] mit S(x(t)) = 0 gegeben. Man kann zeigen, dass
durch die Linearita¨t von f bzgl. u auch Sp (affin–)linear von u abha¨ngt, d.h., Sp hat
die Gestalt
Sp(x, u) = α(x) + β(x)u. (3.51)
Die Regularita¨tsbedingung 3.6 fordert
∂Sp
∂u
(x(t), u(t)) = β(x(t)) 6= 0, t ∈ [t1, t2] .
Damit gewinnt man aus (3.51) und der Gleichung Sp(x, u) = 0 die feedback–
Steuerung
u(x(t)) = −
α(x(t))
β(x(t))
, t ∈ [t1, t2] . (3.52)
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Weiter erha¨lt man unter der Voraussetzung, dass auf einem Randstu¨ck die Bedingung
u(t) ∈ int U, t ∈ (t1, t2), erfu¨llt ist, die Gleichung
0 = Hu [t] = σ(t) fu¨r t ∈ (t1, t2).
Somit verha¨lt sich die Randsteuerung im linearen Fall formal wie eine singula¨re
Steuerung. Die Herleitung notwendiger Optimalita¨tsbedingungen von Verbindungs-
punkten zwischen Ein– und Austrittspunkten eines Randstu¨cks verlaufen daher auch
a¨hnlich zu den Aussagen u¨ber Junction Theoreme zwischen singula¨ren und nicht–
singula¨ren Teilstu¨cken, vgl. [MCDANELL 1971] und [MAURER 1977].
Voraussetzung 3.21. Fu¨r diesen Abschnitt seien folgende Voraussetzungen erfu¨llt.
1. Die Steuerfunktion u und die Zustandsbeschra¨nkung S seien skalar, d.h., es
gelte m = k = 1.
2. Auf einem Randstu¨ck [t1, t2] mit S(x(t)) = 0 gelte u(t) ∈ int(U) fu¨r t ∈ (t1, t2).
3. Wegen (2.) gilt Hu[t] = 0. Die Randsteuerung ist somit formal eine singula¨re
Steuerung. Fu¨r diese gelte die strenge verallgemeinerte Legendre–Clebsch–Be-
dingung
(−1)q ·
∂
∂ u
σ(2q)(t) > 0, t ∈ [t1, t2], (3.53)
wobei q die Ordnung der singula¨ren Steuerung bezeichne.
4. Es gelte p ≤ 2q (p Ordnung der Zustandsbeschra¨nkung, q Ordnung der sin-
gula¨ren Steuerung). Dies ist beispielsweise fu¨r p ≤ 2 immer erfu¨llt.
5. Die Steuerung u sei stu¨ckweise analytisch.
Fu¨r die Schaltfunktion σ auf einem Intervall (t1 − ε, t1), welches einem Randstu¨ck
[t1, t2] vorausgeht, gibt es zwei Mo¨glichkeiten: Entweder es gilt σ(t) 6= 0 fu¨r fast alle
t ∈ (t1 − ε, t1), d.h. die optimale Steuerung ist bang–bang, oder es ist σ(t) = 0 fu¨r
t ∈ (t1 − ε, t1), d.h. man hat ein singula¨res Teilstu¨ck. Bei der optimalen Steuerung
des in Kapitel 6 diskutierten Servomotors tritt nur der erstgenannte Fall auf. Daher
wird an dieser Stelle nur auf diese Alternative eingegangen. Die folgende Aussage
gilt analog fu¨r den Austrittspunkt t2.
Satz 3.22. Die Voraussetzungen 3.21 seien erfu¨llt. Fu¨r einen Punkt t1 ∈ (0, T ) gelte
S(t1) = 0 und die optimale Steuerung u sei bang–bang auf einem Intervall (t1−ε, t1),
ε > 0, und unstetig in t1. Die Ordnung p der Zustandsbeschra¨nkung S sei ungerade.
Falls λ dann im Punkt t1 unstetig ist, kann t1 nur ein Kontaktpunkt sein.
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Als Umkehrschluss zu dieser Aussage la¨sst sich festhalten, dass λ stetig im Punkt t1
sein muss, falls die Voraussetzungen von Satz 3.22 erfu¨llt sind und t1 Eintrittspunkt
in ein Randstu¨ck [t1, t2] ist.
Bemerkung 3.23.
• Die Aussage von Satz 3.22 la¨sst sich fu¨r Zustandsbeschra¨nkungen S von un-
gerader Ordnung p ≥ 3 insofern erweitern, als dass der Kontaktpunkt t1 in
diesem Fall wegen S1(x(t1)) = 0 ein Beru¨hrpunkt ist.
• Fu¨r eine gerade Ordnung p ≥ 2 ko¨nnen sowohl Beru¨hrpunkte als auch Rand-
stu¨cke auftreten.
3.6.2. Regula¨re Hamilton–Funktion
Wenn die Steuervariable u nichtlinear in das System eingeht, ist die Hamilton–
Funktion meist regula¨r. In diesem Fall genu¨gt die optimale Steuerung gewissen
Stetigkeits– und Differenzierbarkeitsbedingungen in einem Verbindungspunkt t1.
Diese kann man sich bei numerischen Lo¨sungsverfahren wie dem multiple shooting–
Verfahren zunutze machen, vgl. Kapitel 5. Ist die einfache Regularita¨t der Hamilton–
Funktion gegeben, so gilt zuna¨chst folgende grundlegende Stetigkeitsaussage.
Satz 3.24. Die dem Steuerprozess (ZP) zugeordnete Hamilton–Funktion H sei re-
gula¨r. Dann ist die optimale Steuerung u∗ stetig in allen Verbindungspunkten t1 ∈
[0, T ].
Der Beweis erfolgt unter Ausnutzung der Minimumbedingung 3.11 und der Regu-
larita¨t, vgl. [FEICHTINGER 1986]. Zusammen mit Lemma 2.26 erha¨lt man die
Stetigkeit von u∗ in allen Punkten t ∈ [0, T ].
Gema¨ß der Sprungbedingung (3.41) aus dem erweiterten Pontryaginschen Minimum-
prinzip kann die adjungierte Funktion λ in einem Verbindungspunkt t1 der Zustands-
beschra¨nkung unstetig sein. Fu¨r Zustandsbeschra¨nkungen erster Ordnung lassen sich
jedoch Unstetigkeiten unter Voraussetzung der Regularita¨tsbedingung ausschließen,
wie folgender Satz zeigt.
Satz 3.25. Die Hamilton–Funktion H sei regula¨r und die Zustandsbeschra¨nkung sei
von der Ordnung p = 1. Es gelte die Regularita¨tsbedingung 3.6. Dann ist ν(t1) = 0
fu¨r jeden Verbindungspunkt t1 ∈ (0, T ), d.h. die adjungierte Funktion λ ist stetig in
t1.
Ein Beweis dieser Aussage ist in [FEICHTINGER 1986] zu finden.
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Bemerkung 3.26. Die Stetigkeit der adjungierten Variablen in einem Verbindungs-
punkt t1 la¨sst sich auch folgern, falls die Trajektorie nicht–tangential in die Zustands-
beschra¨nkung eingeht bzw. aus der Zustandsbeschra¨nkung austritt.
Ferner kann man zeigen, dass bei Zustandsbeschra¨nkungen erster Ordnung im Nor-
malfall keine Kontaktpunkte auftreten. Wird eine solche Zustandsbeschra¨nkung ak-
tiv, so bildet sich direkt ein Randstu¨ck [t1, t2]. Ausgenommen sind Sonderfa¨lle, bei
denen die Zustandsbeschra¨nkung den Verlauf der optimalen Steuerbeschra¨nkung im
Vergleich zum unbeschra¨nkten Problem nicht vera¨ndert und nur in einem Punkt
aktiv ist.
Sei nun die Hamilton–Funktion Cp–regula¨r. Als analoge Aussage zu Satz 3.24 kann
man fu¨r Zustandsbeschra¨nkungen der Ordnung p ≥ 2 folgenden Satz auffassen.
Satz 3.27. Die Hamilton–Funktion H sei Cp–regula¨r und die Zustandsbeschra¨nkung
S(x(t)) ≤ 0 sei von mindestens zweiter Ordnung. Außerdem sei die Steuerung u
stu¨ckweise aus der Klasse Cp in einer Umgebung eines Verbindungspunktes t1. Dann
sind die ersten p− 2 Ableitungen u(k), k = 0, . . . , p− 2, stetig in t1.
In [JACOBSON 1971] werden neben den notwendigen Optimalita¨tsbedingungen fu¨r
(ZP) auch einige Folgerungen derselben bzgl. der Eigenschaften von Verbindungs-
punkten diskutiert. Ein wesentliches Resultat ist die folgende Aussage
Satz 3.28. Gegeben sei ein optimaler Steuerprozess (ZP) mit einer reinen Zustands-
beschra¨nkung der Ordnung p ∈ N. Die Hamilton–Funktion sei Cp+1–regula¨r und der
Punkt t1 ∈ (0, T ) sei Eintrittspunkt in ein Randstu¨ck [t1, t2]. Dann gilt
(−1)p
Huu[t
−
1 ] (u
(p−1)(t−1 )− u
(p−1)(t+1 ))
2
d2p−1
dt2p−1
S(x(t−1 ))
≥ 0.
Hierbei sei t−1 := limt↗t1 t der linksseitige und t
+
1 := limt↘t1 t der rechtsseitige
Grenzwert im Punkte t1. Fu¨r den Austrittspunkt t2 gilt obige Ungleichung unter
Vertauschung von links– und rechtseitigem Grenzwert. Einen Beweis findet man in
[JACOBSON 1971]. Unter der Annahme, dass u(p−1) unstetig in t1 ist, la¨sst sich aus
dieser Ungleichung eine interessante Folgerung formulieren.
Folgerung 3.29. Gegeben sei ein optimaler Steuerprozess (ZP) mit einer reinen Zu-
standsbeschra¨nkung der Ordnung p ≥ 3, p ungerade, und Cp+1–regula¨rer Hamilton–
Funktion. Die Zustandsbeschra¨nkung S sei hinreichend oft differenzierbar und u(p−1)
sei unstetig in einem Punkt t1 ∈ [0, T ]. Dann kann t1 kein Verbindungspunkt zwi-
schen einem inneren Teilstu¨ck und einem Randstu¨ck sein.
46
3.6: Junction Theoreme
Ein akademisches Beispiel eines Steuerprozesses mit einer Zustandsbeschra¨nkung
dritter Ordnung, deren optimale Steuerung nur Kontaktpunkte aufweist und diese
Aussage besta¨tigt, findet man in [JACOBSON 1971].
Die Vermutung, dass in diesem Fall keine Randstu¨cke sondern ausschließlich Kon-
taktpunkte auftreten ko¨nnen, ist falsch. Eine optimale Zustandstrajektorie kann
eine Folge von Kontaktpunkten aufweisen, welche gegen den Anfangspunkt eines
Randstu¨cks konvergiert. Der Grenzwert dieser Folge ist somit kein Eintrittspunkt
eines Randstu¨cks im Sinne von Definition 3.3. In [ROBBINS 1980] wird ein solches
Pha¨nomen untersucht und am Beispiel des zustandsbeschra¨nkten Steuerungspro-
blems
Min.
∫ ∞
0
x(t) +
1
2
u(t)2dt, unter
d3x
dt3
= u, S(x) = −x ≤ 0, (3.54)
mit gegebenen Anfangswerten x(0) = x0, x˙(0) = y0, x¨(0) = z0 diskutiert. Diese
Zustandsbeschra¨nkung ist von dritter Ordnung und man kann beweisen, dass es ein
t¯ > 0 gibt, so dass fu¨r die optimale Zustandstrajektorie gilt x(t) = 0 fu¨r t ≥ t¯. Der
Punkt t¯ ist somit ein Anfangspunkt eines Randstu¨cks, jedoch kein Eintrittspunkt im
Sinne von Definition 3.3, da es kein Intervall (t¯ − ε, t¯), ε > 0 mit S(x(t)) < 0 gibt.
Eine formale Herleitung dieses Verhaltens ist jedoch nur in Ausnahmefa¨llen mo¨glich.
Bei dem in Kapitel 6 diskutierten Voice Coil–Motor treten unter anderem Zustands-
beschra¨nkungen dritter Ordnung mit einer regula¨ren Hamilton–Funktion auf. Auch
hier ergeben die Berechnungen, dass unter bestimmten Voraussetzungen Randstu¨cke
auftreten. Die numerischen Ergebnisse deuten auf ein a¨hnliches Verhalten wie bei
dem von Robbins beschriebenem Pha¨nomen hin.
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4. Optimale Multiprozesse mit
reinen Zustandsbeschra¨nkungen
Ein allgemeiner Multiprozess ist ein dynamisches Optimierungsproblem, welches aus
einer Anzahl von Einzelprozessen mit indiviuellen Dynamiken und Zielfunktiona-
len besteht, die durch Bedingungen an den Zustand in den Anfangs– und Endzeit-
punkten miteinander verknu¨pft werden. Insofern la¨sst sich ein Multiprozess als Ver-
allgemeinerung eines Steuerprozesses (ZP) auffassen. Die Motivation fu¨r den hier
behandelten Problemtyp stammt aus Anwendungensfa¨llen fu¨r Steuerprozesse, bei
denen das Systemverhalten in endlichen vielen Zeitpunkten zwischen verschiede-
nen gegebenen Dynamiken wechselt. Diese Schaltpunkte sind im Allgemeinen unbe-
kannt und werden bei der Optimierung beru¨cksichtigt. Typische Anwendungsgebiete
optimaler Multiprozesse stammen aus der Luft– und Raumfahrt ([HAGUE 1965],
[CHUDEJ 1994,1996]), der Finanz– und Investmentbranche ([TOMIYAMA 1985],
[CLARKE 1989b]) und der Robotik ([CLARKE 1989b]).
Optimale Multiprozesse ohne reine Zustandsbeschra¨nkungen wurden erstmals in
[GUTENBAUM 1977, 1979] und [TOMIYAMA 1985] systematisch diskutiert. Et-
was spa¨ter folgten weitere umfassende Arbeiten zu diesem Thema von [CLARKE
1989a, 1989b]. In diesen Beitra¨gen werden notwendige Optimalita¨tsbedingungen
fu¨r Multiprozesse in einem sehr allgemeinen Rahmen mit Techniken der nicht–
differenzierbaren Analysis behandelt. Hinreichende Optimalita¨tsbedingungen zwei-
ter Ordnung, die auf der Positiv–Definitheit einer zugeordneten quadratischen Form
basieren, findet man in [AUGUSTIN 2000].
In diesem Kapitel werden zuna¨chst die verschiedenen Komponenten eines optimalen
Multiprozesses mit Zustandsbeschra¨nkungen vorgestellt. Anschließend wird gezeigt,
dass sich ein optimaler Multiprozess auf einen a¨quivalenten Steuerprozess vom Typ
(ZP) transformieren la¨sst. Mit Hilfe dieses Vorgehens werden dann notwendige Opti-
malita¨tsbedingungen in Gestalt eines erweiterten Pontryaginschen Minimumprinzips
fu¨r allgemeine Multiprozesse mit Zustandsbeschra¨nkungen hergeleitet. Anschließend
werden einige ha¨ufig auftretende Sonderfa¨lle diskutiert. In Kapitel 6 wird die vorge-
stellte Theorie im Detail auf praxisrelevante Modelle angewandt.
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4.1. Problemformulierung
Man betrachte ein Zeitintervall [0, T ] mit freier Endzeit T und gliedert dieses Inter-
vall in eine gegebene Anzahl von N Teilintervallen [tj−1, tj] gema¨ß der Unterteilung
0 = t0 < t1 < · · · < tj−1 < tj < · · · < tN−1 < tN = T. (4.1)
Die Intervallla¨ngen bezeichne man mit ξ(j) := tj − tj−1, j = 1, . . . , N , vgl. Abb. 4.1.
Da die Zeitpunkte tj meist die Unstetigkeitsstellen der Dynamik oder des Zielfunk-
t2 tN−1tN−2 tN = T0 = t0 t1
ξ(1) ξ(2) ξ(N−1) ξ(N)
Abb. 4.1.: Unterteilung t0 < t1, · · · < tN des Intervalls [0, T ]
tionals und a priori nicht bekannt sind, werden sie als zusa¨tzliche Optimierungsva-
riablen aufgefasst. Im Folgenden werden diese N Variablen stets zu einem Vektor
z = (t1, . . . , tN)
T ∈ RN zusammengefasst. Fu¨r jedes Teilintervall [tj−1, tj] werden
eine individuelle Dynamik
x˙(t) = f (j)(x(t), u(t)), t ∈ [tj−1, tj] , j = 1, . . . , N, (4.2)
sowie ein zu minimierendes Zielfunktional
F (j)(x, z, u) = g(j)(x(tj)) +
∫ tj
tj−1
f0
(j)(x(t), u(t))dt, j = 1, . . . , N,
definiert mit hinreichend glatten Funktionen f (j) : Rn × Rm → Rn, g(j) : Rn → R
und f0
(j) : Rn × Rm → R. Hierbei liegt wieder ohne Einschra¨nkung der autonome
Fall vor. In den Schaltpunkten tj ist die Ableitung x˙(tj) links– bzw. rechtsseitig zu
verstehen.
Definition 4.1. (Lo¨sung der Differentialgleichung (4.2))
Ein Tripel (x, z, u) ∈ W1,∞([0, T ],Rn) × RN × L∞([0, T ],Rm) heißt Lo¨sung der
Differentialgleichung (4.2), falls fu¨r den Vektor z = (t1, . . . , tN ) gilt 0 < t1 < t2 <
· · · < tN und fu¨r j = 1, . . . , N, die Gleichung x˙ = f
(j)(x, u) fu¨r fast alle t ∈ [tj−1, tj]
erfu¨llt ist.
Der Zustand x genu¨ge abschnittsweise einer reinen Zustandsbeschra¨nkung
S(j)(x(t)) ≤ 0, t ∈ [tj−1, tj ], j = 1, . . . , N, (4.3)
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mit hinreichend glatten Funktionen S(j) : Rn → Rkj . Fu¨r die Steuerung u wird die
u¨bliche Steuerbeschra¨nkung
u(t) ∈ U ⊂ Rm fu¨r fast alle t ∈ [0, T ], (4.4)
mit einem konvexen Steuerbereich U eingefu¨hrt. Auf eine allgemeinere Steuerbe-
schra¨nkung der Form
u(t) ∈ U (j) ⊂ Rm fu¨r fast alle t ∈ [tj−1, tj ], j = 1, . . . , N,
wird hier mangels praxisrelevanter Modelle verzichtet. Des Weiteren stellt man in
der Regel an den Zustand Innere–Punkte–Bedingungen der Gestalt
ψ(x(0), x(t1
−), x(t1
+), . . . , x(tj
−), x(tj
+), . . . , x(tN)) = 0.
Dies erlaubt Unstetigkeiten des Zustandes x in den Schaltpunkten tj. Bei dem An-
wendungsmodell des Roboterarms in Kapitel 6.1 muss beispielsweise aufgrund des
Impulserhaltungssatzes eine unstetige Zustandskomponente zugelassen werden. Ty-
pischerweise la¨sst sich die Funktion ψ bezu¨glich der Schaltpunkte tj separieren und
man kann die Innere–Punkte–Bedingungen folgendermaßen beschreiben
ϕ(0)(x(t0)) = 0,
ϕ(j)(x(t+j ), x(t
−
j )) = 0, j = 1, . . . , N − 1, (4.5)
ϕ(N)(x(tN )) = 0,
mit ϕ(0) : Rn → Rs0 , ϕ(j) : Rn × Rn → Rsj , j = 1, . . . , N − 1, ϕ(N) : Rn → RsN .
In Abschnitt 4.3 werden notwendige Optimalita¨tsbedingungen zuna¨chst fu¨r Multi-
prozesse mit Bedingungen des Typs (4.5) hergeleitet. Anschließend werden einige
Folgerungen fu¨r den ha¨ufig auftretenden Spezialfall diskutiert, bei welchem diese
Bedingungen die Stetigkeit des Zustandes x in den Schaltpunkten tj sicherstellen
und zusa¨tzlich die Werte einiger Komponenten xi an ausgewa¨hlten Zeitpunkten tj
vorschreiben, d.h.,
ϕ(j)(x(t+j ), x(t
−
j )) =
 x(t+j )− x(t−j )(
xi(tj)− a
(j)
i
)
i∈Ij
 fu¨r j = 1, . . . , N − 1, (4.6)
mit Indexmengen Ij ⊂ {1, . . . , n} und a
(j)
i ∈ R. Zwecks einfacherer Notation la¨uft
hierbei der Index fu¨r die Komponenten des Vektors a(j) ∈ Rsj , sj = |Ij|, nicht von 1
bis sj , sondern von i1 bis isj , ik ∈ Ij , k = 1, . . . , sj.
Definition 4.2. (Zula¨ssige Lo¨sung eines Multiprozesses)
Eine Tripel (x, z, u) ∈W1,∞([0, T ],Rn)×RN×L∞([0, T ],Rm) heißt zula¨ssige Lo¨sung,
wenn es die Bedingungen (4.2), (4.3), (4.4) und (4.5) erfu¨llt.
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Fu¨r die folgende Definition sei vorausgesetzt, dass sa¨mtliche Zielfunktionale F (j) in
Lagrange–Form gegeben sind (g(j) = 0, j = 1, . . . , N).
Definition 4.3 (Optimaler Multiprozess). Ein Optimierungsproblem der Form
(MP)
Minimiere F (x, z, u) :=
N∑
j=1
F (j)(x, z, u) =
N∑
j=1
∫ tj
tj−1
f0
(j)(x(t), u(t))dt
mit (x, z, u) ∈W1,∞([0, T ],Rn)× RN × L∞([0, T ],Rm)
unter x˙ = f (j)(x, u) fu¨r fast alle t ∈ [tj−1, tj], j = 1, . . . , N,
ϕ(0)(x(t0)) = 0, ϕ
(N)(x(tN )) = 0,
ϕ(j)(x(t+j ), x(t
−
j )) = 0, j = 1, . . . , N − 1,
u(t) ∈ U ⊂ Rm fu¨r fast alle t ∈ [0, T ],
S(j)(x(t)) ≤ 0 fu¨r fast alle t ∈ [tj−1, tj], j = 1, . . . , N,
nennt man einen optimalen Multiprozess mit reinen Zustandsbeschra¨nkungen.
Der Begriff der Optimalita¨t einer Steuerung u wird wie folgt angepasst.
Definition 4.4 (Optimale Lo¨sung von (MP)).
Sei u∗ ∈ L∞([0, T ],Rm) eine zula¨ssige Steuerung mit korrespondierender Zustand-
strajektorie x∗ ∈ W1,∞([0, T ],Rn) und Zeitvektor z∗ = (t∗1, . . . , t
∗
N )
T ∈ RN . Man
nennt u∗ global optimal, falls fu¨r alle zula¨ssigen Steuerungen u mit korrespondieren-
dem Zustand x und Zeitvektor z gilt
F (x∗, z∗, u∗) ≤ F (x, z, u).
Bei fester Endzeit T spricht man von einer lokal optimalen Lo¨sung im Sinne der
L1–Norm, wenn es ein ε > 0 gibt, so dass fu¨r alle zula¨ssigen Steuerungen u ∈
L∞([0, T ],Rm) mit ||u− u∗||1 + |x(0)− x
∗(0)|+ |z − z∗| < ε gilt
F (x∗, z∗, u∗) ≤ F (x, z, u).
Bemerkung 4.5. Im Falle einer freien Endzeit T kann man die lokale Optimalita¨t
nicht wie in Definition 4.4 erkla¨ren, da u und u∗ auf unterschiedlichen Interval-
len [0, T ] bzw. [0, T ∗] operieren und die Differenz u − u∗ daher nicht mittels der
L1–Norm abgescha¨tzt werden kann. Diese Problematik la¨sst sich prinzipiell folgen-
dermaßen behandeln. Man definiert fu¨r eine beliebige Funktion g : [tj−1, tj ] → R
n
die Translation auf das Intervall [t∗j−1, t
∗
j ] als Funktion
g˜(t) :=

g(tj−1) fu¨r t
∗
j−1 ≤ t ≤ t
max
j−1,
g(t) fu¨r tmaxj−1 ≤ t ≤ t
min
j ,
g(tj) fu¨r t
min
j ≤ t ≤ t
∗
j .
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mit tmaxj−1 := max
{
t∗j−1, tj−1
}
und tminj := min
{
t∗j , tj
}
. Fu¨r [tj−1, tj ] ⊂ [t
∗
j−1, t
∗
j ] ist
g˜ die stetige, konstante Fortsetzung von g auf [t∗j−1, t
∗
j ]. Man definiert eine ε–Um-
gebung des Tripels (x∗, z∗, u∗) als die Menge der Tripel (x, z, u) ∈W1,∞([0, T ],Rn)×
RN × L∞([0, T ],Rm), fu¨r die gilt:
1. |t∗j − tj| < ε, j = 1, . . . , N .
2. Fu¨r die Translation u˜(j) : [t∗j−1, t
∗
j ] → R
m von u(t)| [tj−1, tj ] auf das Intervall
[t∗j−1, t
∗
j ] gelte || u
∗| [t∗j−1, t∗j ] − u˜
(j)||1 < ε, j = 1, . . . , N.
3. Fu¨r die Translation x˜(j) : [t∗j−1, t
∗
j ] → R
n von x(t)| [tj−1, tj ] auf das Intervall
[t∗j−1, t
∗
j ] gelte |(x
∗| [t∗j−1, t∗j ] − x˜
(j))|∞ < ε, j = 1, . . . , N.
Dann heißt (x∗, z∗, u∗) erweitertes lokales Minimum, falls es ein ε > 0 gibt, so dass
fu¨r alle zula¨ssigen Tripel (x, z, u) aus der ε–Umgebung von (x∗, z∗, u∗) gilt
F (x∗, z∗, u∗) ≤ F (x, z, u).
Diese Idee wird ausfu¨hrlicher in [KAGANOVICH 2010], Abschnitt 1, vorgestellt.
4.2. Transformation eines Multiprozesses auf einen
gewo¨hnlichen Steuerprozess
Ein Multiprozess der Form (MP) la¨sst sich auf einen a¨quivalenten Steuerprozess (ZP)
transformieren. Diese Transformation basiert auf einer Aufstockung des Zustands
bzw. der Steuerung sowie einer Skalierung jedes der Teilintervalle [tj−1, tj] auf das
Einheitsintervall [0, 1] gema¨ß
s =
t− tj−1
ξ(j)
, ξ(j) := tj − tj−1, j = 1, . . . , N. (4.7)
Auf dem Einheitsintervall definiert man fu¨r j = 1, . . . , N die Zusta¨nde
x(j)(s) := x(tj−1 + s ξ
(j)), s ∈ [0, 1] , (4.8)
und die Steuerungen
u(j)(s) := u(tj−1 + s ξ
(j)), s ∈ [0, 1] . (4.9)
Fu¨r diese skalierten Funktionen sowie die zu optimierenden Intervallla¨ngen ξ(j) la¨sst
sich unter Beru¨cksichtigung von (4.7) die Dynamik (4.2) schreiben als
x˙(j)(s) =
dx(j)
ds
(s) = ξ(j)(s) · f (j)(x(j)(s), u(j)(s)), (4.10)
ξ˙(j)(s) =
dξ(j)
ds
(s) = 0. (4.11)
53
Kapitel 4: Optimale Multiprozesse mit reinen Zustandsbeschra¨nkungen
Die Intervallla¨ngen ξ(j) ha¨ngen natu¨rlich nicht direkt von der Zeitvariablen s ab,
was auch durch (4.11) zum Ausdruck kommt. Da sie aber als Komponenten des
aufgestockten Zustandsvektors aufgefasst werden und daher im Zusammenhang mit
dem Minimumprinzip formal als Zustandsvariablen auf dem Intervall [0, 1] (mit zu-
geordneten adjungierten Variablen λ
(j)
ξ (s)) zu interpretieren sind, vgl. Abschnitt 4.3,
wird an einigen Stellen s als Argument von ξ(j)(s) explizit aufgefu¨hrt. Als ξ(j) ist
dann formal der Wert der konstanten Funktion ξ(j)(s) anzusehen. Zur besseren Un-
terscheidung des aufgestockten Zustandes bzw. der Steuerung des Multiprozesses
von dem auf [0, T ] definierten Zustand x bzw. der Steuerung u des urspru¨nglichen
Problems wird als neue Zustandsvariable y und als neue Steuervariable v gewa¨hlt.
Diese Abbildungen sind dann definiert auf dem Einheitsintervall. Der Zustand y
entha¨lt neben sa¨mtlichen Zusta¨nden x(j) aus (4.8) auch die freien Intervallla¨ngen
ξ(j), wa¨hrend v die Komponenten u(j) aus (4.9) umfasst, d.h.
y(s) :=

x(1)(s)
ξ(1)(s)
x(2)(s)
ξ(2)(s)
...
x(N)(s)
ξ(N)(s)

∈ Rny , v(s) :=

u(1)(s)
u(2)(s)
...
u(N)(s)
 ∈ Rnv . (4.12)
mit ny = N · (n + 1), nv = N ·m, s ∈ [0, 1]. Nach (4.10) und (4.11) genu¨gen y und
v der Differentialgleichung
y˙(s) = f(y(s), v(s)), s ∈ [0, 1] , (4.13)
mit der rechten Seite f : Rny × Rnv → Rny ,
f(y, v) :=

ξ(1) · f (1)(x(1), u(1))
0
. . . . . . . . . . . . . . .
. . .
ξ(N) · f (N)(x(N), u(N))
0

. (4.14)
Der Steuerbereich V ⊂ Rnv fu¨r die transformierte Steuervariable v stellt sich als
N–faches Produkt des Steuerbereiches U dar, d.h.,
V :=
N∏
j=1
U = U × · · · × U. (4.15)
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Die Konvexita¨t von U ⊂ Rm u¨bertra¨gt sich auf V ⊂ Rnv . Die Innere–Punkte–Be-
dingungen (4.5) liefern folgende Randbedingungen:
ϕ(0)
(
x(1)(0)
)
= 0, (4.16)
ϕ(j)
(
x(j+1)(0), x(j)(1)
)
= 0, j = 1, . . . , N − 1, (4.17)
ϕ(N)
(
x(N)(1)
)
= 0. (4.18)
Die Skizze 4.2 veranschaulicht die Zuordnung dieser Randbedingungen des aufge-
stockten Prozess zu den Zeitpunkten tj des urspru¨nglichen Zeitintervalls [t0, tN ].
ϕ(0)(x(1)(0)) ϕ(N)(x(N)(1))
0 = t0 t1 t2 tN = TtN−1
x(1) x(2) x(N)
tN−2
x(N−1)
ϕ(1)(x(2)(0), x(1)(1))
ϕ(2)(x(3)(0), x(2)(1)) ϕ(N−2)(x(N−1)(0), x(N−2)(1))
ϕ(N−1)(x(N)(0), x(N−1)(1))
Abb. 4.2.: Lokalisierung der Randbedingungen des aufgestockten Prozesses bzgl. des
urspru¨nglichen Zeitintervall [0, T ].
Mit den Bezeichnungen
ya :=

x
(1)
a
x
(1)
ξ, a
...
x
(N)
a
x
(N)
ξ, a
 , ye :=

x
(1)
e
x
(1)
ξ, e
...
x
(N)
e
x
(N)
ξ, e
 , ϕ(ya, ye) :=

ϕ(0)(x
(1)
a )
ϕ (1)(x
(2)
a , x
(1)
e )
...
ϕ (N−1)(x
(N)
a , x
(N−1)
e )
ϕ(N)(x
(N)
e )

,
(4.19)
wobei ϕ : Rny×Rny → Rs, s =
∑N
j=0 sj , unterliegt y : [0, 1]→ R
ny zusammenfassend
der Randbedingung
ϕ(y(0), y(1)) = 0. (4.20)
Schließlich u¨bertra¨gt man die Funktionen S(j) : Rn → Rkj , j = 1, . . . , N , der
Zustandsbeschra¨nkungen auf eine Abbildung S : Rn → Rk, k :=
∑N
j=1 kj , gema¨ß
S(y(s)) :=
 S
(1)
(
x(1)(s)
)
...
S(N)
(
x(N)(s)
)
 ≤ 0, s ∈ [0, 1]. (4.21)
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Fu¨r das Funktionenpaar (y, v) lautet das zu minimierende Zielfunktional
F (y, v) :=
∫ 1
0
f0(y(s), v(s))ds (4.22)
mit f0(y, v) :=
∑N
j=1 ξ
(j)·f0
(j)(x(j), u(j)). Insgesamt ergibt sich folgender gewo¨hnlicher
Steuerprozess
(M˜P)
Minimiere F (y, v) :=
∫ 1
0
f0(y(s), v(s))ds
=
∫ 1
0
N∑
j=1
ξ(j) · f0
(j)(x(j)(s), u(j)(s))ds
unter y˙ = f(y, v), 0 ≤ s ≤ 1,
ϕ(y(0), y(1)) = 0,
v(s) ∈ V, 0 ≤ s ≤ 1,
S(y(s)) ≤ 0, 0 ≤ s ≤ 1.
Dieses Problem ist ein optimaler Steuerprozess mit reinen Zustandsbeschra¨nkungen
der Gestalt (ZP), S. 24, auf dem Zeitintervall [0, 1].
4.3. Ein Minimumprinzip fu¨r optimale Multiprozesse
mit reinen Zustandsbeschra¨nkungen
In diesem Abschnitt werden notwendige Optimalita¨tsbedingungen erster Ordnung in
Form eines Pontryaginschen Minimumprinzips fu¨r den zustandsbeschra¨nkten Mul-
tiprozess (MP) diskutiert. Eine wichtige Rolle u¨bernimmt wieder die Hamilton–
Funktion, die in Definition 2.10 fu¨r (P) eingefu¨hrt wurde alsH(x, λ, u) = λ0f0(x, u)+
λf(x, u). Da bei Multiprozessen abschnittsweise verschiedene Funktionen f
(j)
0 [t] und
f (j)[t] fu¨r t ∈ [tj−1, tj ] gegeben sind, muss die Hamilton–Funktion entsprechend
angepasst werden und man erha¨lt fu¨r j = 1, . . . , N ,
H(j)(x, λ, u) = λ0f
(j)
0 (x, u) + λf
(j)(x, u). (4.23)
Diese stu¨ckweise Definition der Hamilton–Funktion fu¨r Multiprozesse deutet bereits
darauf hin, dass bei dem folgenden Minimumprinzip die Minimumbedingung und die
adjungierten Differentialgleichungen ebenfalls abschnittsweise erkla¨rt sind. Es wird
hierbei aus Gru¨nden der u¨bersichtlicheren Notation auf das hochgestellte
”
∗“ zur
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Kennzeichnung der optimalen Lo¨sung verzichtet. Gema¨ß der Vereinbarung 2.11 sind
auch die in diesem Abschnitt auftretenden Vektoren und Funktionen, welche mit
einem griechischen Buchstaben bezeichnet werden, grundsa¨tzlich als Zeilenvektoren
aufzufassen.
Satz 4.6 (Notwendige Optimalita¨tsbedingungen fu¨r (MP)).
Sei (x, z, u) ∈W1,∞([0, T ],Rn)× RN × L∞([0, T ],Rm) eine lokal optimale Lo¨sung
des zustandsbeschra¨nkten Multiprozesses (MP). Dann existieren
(i) eine reelle Zahl λ0 ≥ 0,
(ii) eine Funktion λ ∈ BV ([0, T ],Rn),
(iii) Funktionen η(j) ∈ BV ([tj−1, tj ], R
kj), j = 1, . . . , N ,
(iv) Multiplikatoren ρ(j) ∈ Rsj , j = 0, . . . , N,
γ
(j)
a , γ
(j)
e ∈ Rkj mit γ
(j)
a ≥ 0, γ
(j)
e ≥ 0, j = 1, . . . , N,
so dass folgende Aussagen gelten:
1. Minimumbedingung:
H(j)(x(t), λ(t), u(t)) = min
u∈U
H(j)(x(t), λ(t), u) (4.24)
fu¨r fast alle t ∈ [tj−1, tj ], j = 1, . . . , N ,
2. Adjungierte Integralgleichung:
λ(t) = λ(t−j ) +
∫ tj
t
H(j)x [τ ]dτ +
kj∑
i=1
∫ tj
t
(S
(j)
i )x[τ ] dη
(j)
i (τ) (4.25)
fu¨r alle t ∈ [tj−1, tj ], j = 1, . . . , N ,
3. Transversalita¨tsbedingungen:
λ(0) = −
d
dx
(
ρ(0) ϕ(0) + γ(1)a S
(1)
)
(x(0)), (4.26)
λ(T ) =
d
dx
(
ρ(N) ϕ(N) + γ(N)e S
(N)
)
(x(T )), (4.27)
wobei γ(1)a S
(1)(x(0)) = γ(N)e S
(N)(x(T )) = 0.
4. Sprungbedingung fu¨r λ in den Schaltpunkten tj , j = 1, . . . , N − 1:
λ(t+j ) = λ(t
−
j )− ρ
(j)
(
ϕ(j)xa (x(t
+
j ), x(t
−
j )) + ϕ
(j)
xe
(x(t+j ), x(t
−
j ))
)
−γ(j+1)a S
(j+1)
x (x(t
+
j ))− γ
(j)
e S
(j)
x (x(t
−
j )), (4.28)
wobei γ(j+1)a S
(j+1)(x(t+j )) = γ
(j)
e S
(j)(x(t−j )) = 0, (4.29)
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5. Sprungbedingung fu¨r λ in jedem Eintritts–, Austritts– oder Kontaktpunkt
t¯ ∈ [tj−1, tj ] von S
(j), j = 1, . . . , N :
λ(t¯+) = λ(t¯−)−
(
η(j)(t¯+)− η(j)(t¯−)
)
S(j)x (x(t¯)), (4.30)
6. Komplementarita¨tsbedingung: Fu¨r j = 1, . . . , N und fu¨r fast alle t ∈ [tj−1, tj ]
gilt:
η˙(j)(t) ≥ 0 und
kj∑
i=1
∫ tj
tj−1
S
(j)
i (x(τ))dη
(j)
i (τ) = 0. (4.31)
Beweis. Der Beweis dieser Aussage basiert auf der Anwendung des Pontryaginschen
Minimumprinzip 3.12 auf den transformierten Prozess (M˜P) und anschließender
U¨bertragung der Resultate auf den Prozess (MP).
1. Schritt: Anwendung des Minimumprinzips 3.12 auf (M˜P).
Die Hamilton–Funktion fu¨r das Problem (M˜P) lautet
H(y, λ¯, v) = λ0 f0(y, v) + λ¯f(y, v)
=
N∑
j=1
λ0 · ξ
(j) · f0
(j)(x(j), u(j)) +
N∑
j=1
λ¯(j) · ξ(j) · f (j)(x(j), u(j))
=
N∑
j=1
ξ(j) ·H(j)(x(j), λ¯(j), u(j)),
mit H(j) wie in (4.23) und λ¯ := (λ¯(1), λ¯
(1)
ξ , λ¯
(2), λ¯
(2)
ξ , . . . , λ¯
(N), λ¯
(N)
ξ ) ∈ R
ny , λ¯(j) ∈
Rn, λ¯
(j)
ξ ∈ R, j = 1, . . . , N.
Da die Probleme (MP) und (M˜P) a¨quivalent sind, ergibt sich eine optimale Lo¨sung
(y, v) ∈ W1,∞([0, 1], Rny)× L∞([0, 1], Rnv) von (M˜P) durch Aufstockung und Zeit-
transformation der optimalen Lo¨sung (x, z, u) von (MP), vergleiche Abschnitt 4.2.
Gema¨ß des Minimumprinzips 3.12 gibt es zu (y, v)
(i) eine reelle Zahl λ0 ≥ 0,
(ii) eine Funktion λ¯ ∈ BV ([0, 1], Rny),
(iii) eine Funktion η¯ ∈ BV ([0, 1], Rk) mit η¯(1) = 0,
(iv) Multiplikatoren γa, γe ∈ R
k und ρ ∈ Rs,
so dass folgende Aussagen gelten:
1. Nichttrivialita¨t:
(λ0, ρ, λ¯(s), η¯(s)) 6= 0, fu¨r alle s ∈ [0, 1]. (4.32)
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2. Minimumbedingung:
H(y(s), λ¯(s), v(s)) = min
v∈V
H(y(s), λ¯(s), v) fu¨r fast alle s ∈ [0, 1].
(4.33)
3. Adjungierte Integralgleichung:
λ¯(s) = λ¯(1)+
∫ 1
s
Hy[τ ]dτ+
∫ 1
s
Sy[τ ]dη¯(τ) fu¨r alle s ∈ [0, 1]. (4.34)
4. Transversalita¨tsbedingungen:
λ¯(0) = −
∂
∂ ya
ρϕ(y(0), y(1))− γaSy(y(0)), (4.35)
λ¯(1) =
∂
∂ ye
ρϕ(y(0), y(1)) + γeSy(y(1)), (4.36)
γa ≥ 0, γaS(y(0)) = 0, γe ≥ 0, γeS(y(1)) = 0.
5. Sprungbedingung: Fu¨r jeden Eintritts–, Austritts– oder Kontaktpunkt s¯ ∈
[0, 1] gilt
λ¯(s¯+) = λ¯(s¯−)− (η¯(s¯+)− η¯(s¯−))︸ ︷︷ ︸
≥0
Sy(y(s¯)). (4.37)
6. Komplementarita¨tsbedingung: Es gilt
˙¯η(s) ≥ 0 fu¨r fast alle s ∈ [0, 1] und
∫ 1
0
S(y(s))dη¯(s) = 0. (4.38)
7. Da der Prozess autonom ist, gilt fu¨r die Hamilton–Funktion H
H(y(s), λ¯(s), v(s)) ≡ const. fu¨r s ∈ [0, 1]. (4.39)
2. Schritt: U¨bertragung der Optimalita¨tsbedingungen auf (MP).
Man bezeichne die Komponenten der Funktionen und Vektoren aus dem Minimum-
prinzip gema¨ß der besonderen Struktur des aufgestockten Prozesses (M˜P) wie folgt:
λ¯(s) = (λ¯(1)(s), λ¯
(1)
ξ (s), . . . , λ¯
(N)(s), λ¯
(N)
ξ (s)),
λ¯(j) ∈ BV ([0, 1], Rn), λ¯
(j)
ξ ∈ BV ([0, 1], R), j = 1, . . . , N,
η¯(s) = (η¯(1)(s), . . . , η¯(N)(s)), η¯(j) ∈ BV ([0, 1], Rkj ), j = 1, . . . , N,
ρ =
(
ρ(0), . . . , ρ(N)
)
, ρ(j) ∈ Rsj , j = 0, . . . , N,
γa = (γ
(1)
a , . . . , γ
(N)
a ) mit γ
(j)
a ∈ Rkj , j = 1, . . . , N,
γe = (γ
(1)
e , . . . , γ
(N)
e ) mit γ
(j)
e ∈ Rkj , j = 1, . . . , N.
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Die Komponenten von z ∈ RN , also die optimalen Schaltpunkte tj, ergeben sich als
Summen der optimierten Intervallla¨ngen, welche durch die zusa¨tzlichen Zustandsva-
riablen ξ(j) beschrieben werden, d.h.,
tj :=
j∑
i=1
ξ(i), j = 1, . . . , N.
Insbesondere ist die optimale Endzeit gegeben durch T := tN =
∑N
j=1 ξ
(j). Es wird
nun gezeigt, dass fu¨r die optimale Lo¨sung (x, z, u) von (MP) die Aussagen von Satz
4.6 mit den ru¨cktransformierten Funktionen λ : [0, T ] → Rn und η(j) : [tj−1, tj ] →
Rkj , j = 1, . . . , N ,
λ(t) := λ¯(j)
(
(t− tj−1) / ξ
(j)
)
, fu¨r t ∈ [tj−1, tj], j = 1, . . . , N,
η(j)(t) := η¯(j)
(
(t− tj−1) / ξ
(j)
)
, fu¨r t ∈ [tj−1, tj ], j = 1, . . . , N,
sowie den Elementen λ0, ρ
(j), j = 0, . . . , N, und γ
(j)
a , γ
(j)
e , j = 1, . . . , N, erfu¨llt sind.
Die Minimumbedingung 4.24 fu¨r (MP) ergibt sich als Folgerung aus der Mini-
mumbedingung 4.33 fu¨r (M˜P) unter Beru¨cksichtigung der Tatsache, dass die Hamil-
ton–Funktion H bezu¨glich der Teilintervalle [tj−1, tj ] separiert werden kann gema¨ß
H(y, λ¯, v) =
N∑
j=1
ξ(j) ·H(j)(x(j), λ¯(j), u(j)).
Dadurch u¨bertra¨gt sich die Minimalita¨tseigenschaft von v auf die einzelnen Kompo-
nenten u(j).
Die adjungierte Integralgleichung (4.34) lautet komponentenweise
λ¯(j)(s) = λ¯(j)(1) +
∫ 1
s
ξ(j)H
(j)
x(j)
[τ ]dτ +
∫ 1
s
S
(j)
x(j)
[τ ]dη¯(τ) fu¨r alle s ∈ [0, 1].
λ¯
(j)
ξ (s) = λ¯
(j)
ξ (1) +
∫ 1
s
H(j)[τ ]dτ fu¨r alle s ∈ [0, 1]. (4.40)
Fu¨r den U¨bergang von (4.34) zu (4.25) fu¨hrt man gema¨ß der Zeittransformation (4.7)
eine Substitution der Integrationsvariablen τ durch. Wendet man dann die Substi-
tutionsregel der Integralrechnung an, so verschwindet der Faktor ξ(j) als formale
Ableitung der Zeittransformation t(τ) = tj−1 + ξ
(j) · τ , τ ∈ [0, 1], im Integranden
und man erha¨lt aus der Integralgleichung fu¨r λ¯(j) die Integralgleichung (4.25) fu¨r λ
auf dem Intervall [tj−1, tj ].
Die Transversalita¨tsbedingungen (4.26) und (4.27) erha¨lt man aus den Trans-
versalita¨tsbedingungen (4.35) und (4.36) fu¨r λ¯(1)(0) bzw. λ¯(N)(1). Hierbei ist zu
beachten, dass die formalen Variablen x
(0)
a bzw. x
(N)
e ausschließlich als Argument
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von ϕ(0) bzw. ϕ(N) auftreten, vergleiche auch Skizze 4.2 und Notation (4.19). Die
Einschra¨nkung der Bedingungen γa S(y(0)) = 0 bzw. γe S(y(1)) = 0 auf die Kompo-
nenten x(1)(0) bzw. x(N)(1) liefert unter Beru¨cksichtigung der Vorzeichen γa, γe ≥ 0
und S(y(s)) ≤ 0 die Bedingungen γ
(1)
a S(1)(x(0)) = γ
(N)
e S(N)(x(T )) = 0. Ferner
erha¨lt man aus (4.35) und (4.36)
λ¯
(j)
ξ (0) = λ¯
(j)
ξ (1) = 0, j = 1, . . . , N.
Man kann zeigen, dass aus (4.39) die Gleichungen H(j)[s] ≡ const., s ∈ [0, 1], j =
1, . . . , N, folgen, vgl. [CLARKE 1989b], Korollar 3.1. Zusammen mit (4.40) liefert
dies λ¯
(j)
ξ (s) = 0, s ∈ [0, 1], j = 1, . . . , N.
In analoger Weise erha¨lt man die Sprungbedingungen von λ in den Schalt-
punkten tj, j = 1, . . . ,N− 1, durch U¨bertragung der Transversalita¨tsbedingungen
(4.35) und (4.36). Die Differenz λ(t+j )−λ(t
−
j ) entspricht gema¨ß der Aufstockung der
Differenz λ¯(j+1)(0)− λ¯(j)(1). Im Zeitpunkt s = 0 gilt fu¨r j = 2, . . . , N nach (4.35)
λ¯(j)(0) = −
∂
∂ x
(j)
a
ρ(j−1) ϕ(j−1)(x(j)(0), x(j−1)(1))− γ(j)a S
(j)
x (x
(j)(0)).
Fu¨r den Zeitpunkt s = 1 liefert (4.36) fu¨r j = 1, . . . , N − 1,
λ¯(j)(1) =
∂
∂ x
(j)
e
ρ(j)ϕ(j)(x(j+1)(0), x(j)(1)) + γ(j)e S
(j)
x (x
(j)(1)).
Daraus folgert man die Sprungbedingung (4.28).
Die Sprungbedingung fu¨r λ in einem Eintritts–, Austritts– oder Kon-
taktpunkte t¯ ∈ [tj−1, tj] von S
(j) ergibt sich durch Auswertung der Sprungbe-
dingung fu¨r λ(j). Sei also t¯ ∈ [tj−1, tj ] ein solcher Verbindungspunkt. Dann ist
s¯ = (t¯ − tj−1)/ξ
(j) ein Verbindungspunkt bezu¨glich S(j). Fu¨r die Komponente λ(j)
liefert (4.37) in diesem Fall
λ¯(j)(s¯+) = λ¯(j)(s¯−)− (η¯(j)(s¯+)− η¯(j)(s¯−))S(j)x (x
(j)(s¯)).
Durch Ru¨cktransformation auf das Intervall [tj−1, tj ] erha¨lt man wegen λ(t¯) =
λ¯(j)(s¯), η(j)(t¯) = η¯(j)(s¯) und x(t¯) = x(j)(s¯) die Sprungbedingung (4.30).
Schließlich liefert die Komplementarita¨tsbedingung (4.38), welche komponen-
tenweise
˙¯η(j)(s) ≥ 0 fu¨r fast alle s ∈ [0, 1] und
∫ 1
0
S(j)(x(j)(s))dη¯(j)(s) = 0
lautet, die entsprechende Bedingung (4.31).
Im Hinblick auf die Anwendungsfa¨lle optimaler Multiprozesse in Kapitel 6 werden
nun einige Folgerungen aus Satz 4.6 fu¨r spezielle Typen von (MP) vorgestellt. Eine
ha¨ufige grundlegende Annahme bei der Behandlung von Multiprozessen ist die
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Voraussetzung 4.7. Gegeben sei ein optimaler Multiprozess (MP). Die Zustands-
beschra¨nkungen seien im Anfangs– und Endzeitpunkt sowie in allen Schaltpunkten
der optimalen Lo¨sung nicht aktiv, d.h. es gelten die Bedingungen
S(j)(x(t+j−1)) < 0 und S
(j)(x(t−j )) < 0, (4.41)
fu¨r j = 1, . . . , N .
Folgerung 4.8. Gegeben sei ein Problem (MP). Unter Voraussetzung 4.7 verschwin-
den die Multiplikatoren γa und γe aus Satz 4.6 wegen der Komplementarita¨t (4.29)
und die Transversalita¨tsbedingungen (4.26) und (4.27) sowie die Sprungbedingung
(4.28) vereinfachen sich zu
λ(0) = −ρ(0) ϕ(0)x (x(0)), λ(T ) = ρ
(N) ϕ(N)x (x(T )),
λ(t+j ) = λ(t
−
j )− ρ
(j)
(
ϕ(j)xa (x(t
+
j ), x(t
−
j )) + ϕ
(j)
xe
(x(t+j ), x(t
−
j ))
)
.
Fu¨r den ha¨ufig auftretenden Spezialfall der Innere–Punkte–Bedingungen (4.6), d.h.,
ϕ(j)(x(t+j ), x(t
−
j )) =
 x(t+j )− x(t−j )(
xi(tj)− a
(j)
i
)
i∈Ij
 fu¨r j = 1, . . . , N − 1,
mit Indexmengen Ij ⊂ {1, . . . , n} und a
(j)
i ∈ R, erha¨lt man aus (4.28) fu¨r die adjun-
gierte Funktion λ folgende Stetigkeitsaussage.
Folgerung 4.9. Die Voraussetzung 4.7 seien fu¨r ein Problem (MP) erfu¨llt und
die Innere–Punkte–Bedingungen besitzen die Gestalt (4.6). Dann ist die adjungierte
Funktion λi stetig im Schaltpunkt tj, falls i /∈ Ij.
Im Falle von einfachen Multiprozessen ohne reine Zustandsbeschra¨nkungen kann
man aus Satz 4.6 folgendes Resultat ableiten.
Folgerung 4.10. Gegeben sei ein Problem (MP) ohne Zustandsbeschra¨nkungen, d.h.
es gelte kj = 0, j = 1, . . . , N . Falls die Randbedingungen vom Typ ψ(x(0), (x(T )) =
0 sind und keine Innere–Punkte–Bedingungen vorliegen, d.h. es gelte sj = 0, j =
1, . . . , N − 1, dann ist λ stetig in jedem Zeitpunkt t ∈ [0, T ].
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Die große Komplexita¨t von praktischen Modellen erlaubt ha¨ufig keine analytische
Herleitung der optimalen Lo¨sung, so dass man auf numerische Rechenverfahren an-
gewiesen ist. Mit numerischen Methoden lassen sich Lo¨sungen optimaler Steuer–
bzw. Multiprozesse mit hoher Genauigkeit approximativ bestimmen. Mittlerweile
gibt es ausgereifte Optimierungsalgorithmen, welche im Zusammenspiel mit immer
leistungssta¨rkerer IT–Hardware in der Lage sind, komplizierte, hochdimensionale
Probleme zuverla¨ssig und effizient zu lo¨sen.
Die Methoden zur numerischen Lo¨sung optimaler Steuerprozesse ko¨nnen im Wesent-
lichen in zwei Klassen unterteilt werden: die direkten und die indirekten Verfahren.
Bei den direkten Verfahren besteht die Idee darin, den kontinuierlichen Steuerpro-
zess zu diskretisieren und dadurch ein endlich–dimensionales Optimierungsproblem
zu erhalten. Dieses Optimierungsproblem la¨sst sich mit geeigneten numerischen Ver-
fahren lo¨sen. Im ersten Abschnitt 5.1 dieses Kapitels werden die Grundlagen von
nichtlinearen Optimierungsprobleme diskutiert. Nach der Vorstellung des Standard-
problems werden zuna¨chst notwendige und hinreichende Optimalita¨tsbedingungen
pra¨sentiert, bevor eine Einfu¨hrung in das Gebiet der Sensitivita¨tsanalyse gegeben
wird. Anschließend wird mit dem Programm Ipopt ein Algorithmus zur Lo¨sung von
hochdimensionalen Problemen vorgestellt. Mit Hilfe dieses Verfahrens wurden die in
Kapitel 6 behandelten Anwendungsmodelle numerisch gelo¨st.
Abschnitt 5.2 geht schließlich auf die direkten Verfahren ein. Es werden Diskretisie-
rungstechniken erla¨utert, Zusammenha¨nge zwischen den Optimalita¨tsbedingungen
des diskreten Problems und des optimalen Steuerprozesses untersucht und auf eini-
ge Besonderheiten bei der numerischen Behandlung von Steuerprozessen mit linear
auftretenden Steuerung eingegangen. Direkte Verfahren besitzen im Vergleich zu
indirekten Verfahren einen recht großen Konvergenzradius und zeichnen sich durch
eine gewisse Anwenderfreundlichkeit aus, da zu ihrer Anwendung keine tiefgreifenden
Kenntnisse in der Theorie optimaler Steuerprozesse erfoderlich sind. Um allerdings
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die Gu¨te einer numerisch berechneten optimalen Lo¨sung beurteilen zu ko¨nnen, soll-
te der Nutzer gleichwohl einen U¨berblick u¨ber die notwendigen und hinreichenden
Optimalita¨tsbedingungen besitzen.
Obwohl die indirekten Verfahren keine unmittelbare Anwendung in dieser Arbeit
finden, wird der Vollsta¨ndigkeit halber in Abschnitt 5.3 auf die wesentlichen Ideen
dieser Klasse eingegangen und mit dem Einfach–Schießverfahren und der Mehrziel-
methode zwei wichtige Hilsmittel vorgestellt.
Im Anhang dieser Arbeit befindet sich der Sourcecode von drei ausgewa¨hlten Pro-
grammen zur numerischen Lo¨sung der verschiedenen Anwendungsmodelle aus Ka-
pitel 6. Zuna¨chst wird anhand eines AMPL–Programms exemplarisch die zeitop-
timale Lo¨sung eines Multiprozesses nach dem Prinzip der vollen Diskretisierung
veranschaulicht. Das folgende NUDOCCCS–Programm implementiert die Energie–
minimierende Steuerung eines mechatronischen Bauteils. Zusa¨tzlich werden einige
Sensitivita¨ten berechnet. Abschließend wird ein MATLAB–Programm zur optimalen
Steuerung eines gekoppelten Spin–Systems vorgestellt. Hier wird mittels Interface–
Anbindung auf den Innere–Punkte–Solver Ipopt zuru¨ckgegriffen.
5.1. Nichtlineare Optimierungsprobleme
Im Allgemeinen unterscheidet man je nach Struktur des Problems zwischen linea-
ren und nichtlinearen Optimierungsproblemen, da sich die Theorie und die Numerik
zur Behandlung dieser Probleme in einigen Punkten unterscheiden. Man spricht von
nichtlinearen Problemen, wenn mindestens eine Optimierungsvariable in der Ziel-
funktion oder einer Nebenbedingung nichtlinear auftritt. In diesem Abschnitt werden
einige Grundlagen von nichtlinearen Optimierungsproblemen pra¨sentiert. Zuna¨chst
sollen die wichtigsten Definitionen und Begriffe bezu¨glich des Standardproblems der
nichtlinearen Optimierung zusammengetragen werden, bevor notwendige und hin-
reichende Optimalita¨tsbedingungen pra¨sentiert werden. Im Anschluss daran werden
die wesentlichen Ideen der Sensitivita¨tsanalyse vorgestellt.
Anwendung finden die in diesem Kapitel diskutierten Resultate bei der numerischen
Lo¨sung optimaler Steuerprozesse durch direkte Verfahren in Kapitel 5.2.
5.1.1. Problemformulierung
Bei der nichtlinearen Optimierung geht es um die Minimierung von Funktionen
f : Rn → R, wobei in der Regel zusa¨tzliche Nebenbedingungen definiert werden. So
interessiert man sich u¨blicherweise nur fu¨r das Minimum von f auf einer gegebenen
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Teilmenge S ⊂ Rn, der zula¨ssigen Menge. La¨sst sich diese Menge durch Gleichungen
und Ungleichungen beschreiben, liegt ein Optimierungsproblem in folgender Stan-
dardform vor.
Definition 5.1 (Nichtlineares Optimierungsproblem (NLP)). Seien f : Rn → R,
g : Rn → Rm und sei k ∈ {0, 1, . . . , m}. Das Problem
Minimiere f(x)
unter gi(x) ≤ 0, i = 1, . . . , k,
gi(x) = 0, i = k + 1, . . . , m,
(5.1)
heißt Standardproblem der nichtlinearen Optimierung. Die Funktion f heißt Ziel-
funktion und die Menge
S := {x ∈ Rn | gi(x) ≤ 0, i = 1, . . . , k, gi(x) = 0, i = k + 1, . . . , m}
nennt man zula¨ssige Menge. Ein Punkt x ∈ S ist dann ein zula¨ssiger Punkt.
Man unterscheidet zwischen lokalen Minimalstellen, die nur in einer bestimmten
Umgebung optimal sind, und globalen Minimalstellen, welche Optimalita¨t bezu¨glich
der gesamten zula¨ssigen Menge liefern.
Definition 5.2 (Minimalstelle). Ein zula¨ssiger Punkt x∗ ∈ S heißt
1. lokale Minimalstelle des Problems (5.1), falls es eine Umgebung V ⊂ Rn von
x∗ gibt mit
f(x∗) ≤ f(x) fu¨r alle x ∈ S ∩ V,
2. strikte lokale Minimalstelle des Problems (5.1), falls es eine Umgebung V ⊂ Rn
von x∗ gibt mit
f(x∗) < f(x) fu¨r alle x ∈ S ∩ V, x 6= x∗,
3. globale Minimalstelle des Problems (5.1), falls gilt
f(x∗) ≤ f(x) fu¨r alle x ∈ S,
4. strikte globale Minimalstelle des Problems (5.1), falls gilt
f(x∗) < f(x) fu¨r alle x ∈ S mit x 6= x∗.
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Im Folgenden wird mit dem Zeilenvektor f ′(x) := ( ∂f
∂x1
(x), . . . , ∂f
∂xn
(x)) bzw. mit
dem Spaltenvektor ∇f(x) := (f ′(x))T der Gradient der Funktion f : Rn → R an
der Stelle x ∈ Rn bezeichnet. Fu¨r die Abbildung g : Rn → Rm definiert man die
m× n–Jacobi–Matrix an der Stelle x ∈ Rn durch
Dg(x) :=
(
∂ gi
∂ xj
(x)
)
i = 1, . . . , m
j = 1, . . . , n
. (5.2)
5.1.2. Notwendige und hinreichende Optimalita¨tsbedingungen
Effiziente numerische Lo¨sungsverfahren zur Bestimmung von Minimalstellen des
Problems (5.1) verwenden in der Regel Informationen des Gradienten der Zielfunk-
tion f und der Funktionen gi, i = 1, . . . , m. Man spricht von differenzierbarer Opti-
mierung, wenn f zumindest in einer Umgebung einer lokalen Minimalstelle x∗ ∈ S
differenzierbar ist und die Nebenbedingungen gi, i = 1, . . . , m, stetig differenzierbar
sind. In diesem Abschnitt werden notwendige Optimalita¨tsbedingungen fu¨r differen-
zierbare Optimierungsprobleme (5.1) vorgestellt. Wie die meisten Lo¨sungsverfahren
basiert auch das in Abschnitt 5.1.4 vorgestellte Programm Ipopt auf der nume-
rischen Auswertung der in Satz 5.6 dargestellten Optimalita¨tskriterien. Zur Vor-
bereitung auf die Formulierung von notwendigen Optimalita¨tsbedingungen werden
zuna¨chst einige wichtige Begriffe bereitgestellt.
Definition 5.3 (Aktive Indizes). Sei x ∈ S ein zula¨ssiger Punkt des Problems (5.1).
Man betrachtet die Mengen
I(x) := {i ∈ {1, . . . , k} | gi(x) = 0} ,
J(x) := I(x) ∪ {k + 1, . . . , m} .
Die Menge J(x) wird als Menge der aktiven Indizes bezeichnet.
Mit Hilfe dieser Indexmengen lassen sich die zwei bedeutenden Eigenschaften der Re-
gularita¨t und Normalita¨t von zula¨ssigen Punkten x ∈ S definieren. Insbesondere die
Regularita¨tsbedingung ist in zahlreichen unterschiedlichen Varianten in der Literatur
bekannt, vergleiche [LUENBERGER 1973], [ZOWE 1979] oder [WERNER 1984].
Die folgende Definition der Regularita¨t bezeichnet man alsMangasarian–Fromowitz–
Bedingung, siehe [MANGASARIAN 1969].
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Definition 5.4 (Regularita¨t und Normalita¨t).
1. Ein Punkt x ∈ S heißt regula¨r, wenn die Gradienten g′k+1(x), . . . , g
′
m(x) ∈ R
n
linear unabha¨ngig sind und es einen Vektor v ∈ Rn gibt mit
g′i(x)v < 0 fu¨r i ∈ I(x) und
g′i(x)v = 0 fu¨r i = k + 1, . . . , m.
2. Ein Punkt x ∈ S heißt normal, wenn die Gradienten g′i(x), i ∈ J(x), linear
unabha¨ngig sind.
Bei den notwendigen Optimalita¨tsbedingungen fu¨r Steuerprozesse ist die Hamilton–
Funktion von zentraler Bedeutung, siehe Kapitel 2.2, 3.2 oder 4.3. Diese Rolle
u¨bernimmt bei nichtlinearen Optimierungsproblemen die Lagrange–Funktion.
Definition 5.5 (Lagrange–Funktion). Einem Optimierungsproblem (5.1) ordnet
man die Lagrange–Funktion
L(x, λ) := f(x) + λ g(x) = f(x) +
m∑
i=1
λi gi(x) (5.3)
zu. Die Komponenten λi, i = 1, . . . , m, des Zeilenvektors λ ∈ R
m heißen Lagrange–
Multiplikatoren.
Diese Lagrange–Funktion findet Anwendung bei der Formulierung des Hauptresul-
tats dieses Abschnitts, den notwendigen Optimalita¨tsbedingungen fu¨r Problem (5.1).
Diese werden in der Literatur auch als KKT–Bedingungen nach den Autoren Karush,
Kuhn und Tucker bezeichnet, siehe [KARUSH 1939], [KUHN/TUCKER 1951]. Fu¨r
die folgende Aussage wird vorausgesetzt, dass die Normalita¨tsbedingung 5.4 fu¨r die
betrachtete Minimalstelle x∗ ∈ Rn erfu¨llt ist.
Satz 5.6 (Notwendige Optimalita¨tsbedingungen (KKT–Bedingungen)).
Der Punkt x∗ ∈ Rn sei eine lokale Minimalstelle des Problems (5.1) und erfu¨lle die
Normalita¨tsbedingung aus Definition 5.4. Dann existiert ein eindeutig bestimmter
Zeilenvektor λ∗ = (λ∗1, . . . , λ
∗
m) ∈ R
m, so dass folgende Aussagen gelten:
1. Lx(x
∗, λ∗) = f ′(x∗) + λ∗g′(x∗) = f ′(x∗) +
m∑
i=1
λ∗i gi
′(x∗) = 0, (5.4)
2. λ∗i = 0 fu¨r i 6∈ J(x
∗), (5.5)
3. λ∗i ≥ 0 fu¨r i ∈ I(x
∗). (5.6)
67
Kapitel 5: Numerische Lo¨sungsverfahren
Einen Beweis findet man außer in den Originalquellen auch in den Arbeiten von
[LUENBERGER 1973], [FLETCHER 1987] und [ALT 2002]. Statt der Normalita¨t
des Punktes x∗ kann man auch nur die Regularita¨t gema¨ß Definition 5.4 vorausset-
zen, wodurch man allerdings die Eindeutigkeit der Lagrange–Multiplikatoren ver-
liert. In diesem Fall bildet die Menge der Lagrange–Multiplikatoren zu einem Punkt
x∗, welche die Bedingungen aus Satz 5.6 erfu¨llen, eine nichtleere, konvexe und
kompakte Menge. Im Spezialfall der unbeschra¨nkten Optimierung reduzieren sich
die KKT–Bedingungen zum wohl bekannten Optimalita¨tskriterium erster Ordnung
f ′(x∗) = 0.
Ein zula¨ssiger Punkt heißt Extremalpunkt oder kritischer Punkt, wenn er den Bedin-
gungen aus Satz 5.6 genu¨gt. Neben Minimalstellen ko¨nnen jedoch auch Maximalstel-
len und Sattelpunkte diese Bedingungen erfu¨llen. Insofern beno¨tigt man hinreichen-
de Optimalita¨tsbedingungen, die garantieren, dass es sich bei dem kritischen Punkt
auch wirklich um eine Minimalstelle handelt. Falls diese Bedingungen neben den
Gradienten, also den ersten Ableitungen von f und gi, i = 1, . . . , m, auch die zwei-
ten Ableitungen in Form der Hessematrizen von f und gi beru¨cksichtigen, spricht
man von hinreichenden Optimalita¨tsbedingungen zweiter Ordnung (SSC: Second
Order Sufficient Conditions). Diese spielen außerdem im Zusammenhang mit der
Sensitivita¨tsanalyse eine wichtige Rolle, siehe Kapitel 5.1.3. Der Einfachheit hal-
ber sei an dieser Stelle die strikte Komplementarita¨t der Lagrange–Multiplikatoren
vorausgesetzt.
Definition 5.7 (Strikte Komplementarita¨t). Seien λ∗1, . . . , λ
∗
m die Lagrange–Multi-
plikatoren zu x∗ ∈ S. Man sagt, dass die Bedingung der strikten Komplementarita¨t
erfu¨llt ist, wenn gilt
λ∗i > 0 fu¨r alle i ∈ I(x
∗). (5.7)
Unter der Voraussetzung der strikten Komplementarita¨t lassen sich hinreichende
Optimalita¨tsbedingungen fu¨r (5.1) in folgender Form darstellen.
Satz 5.8 (Hinreichende Optimalita¨tsbedingungen 2. Ordnung).
Der Punkt x∗ ∈ Rn sei normal und es gebe einen Zeilenvektor λ∗ = (λ∗1, . . . , λ
∗
m) ∈
Rm, so dass die KKT–Bedingungen (5.4), (5.5) und (5.6) erfu¨llt sind. Zusa¨tzlich sei
die strikte Komplementarita¨tsbedingung (5.7) erfu¨llt und es gelte
vT Lxx(x
∗, λ∗) v > 0 fu¨r alle v ∈ Rn\ {0} mit gi
′(x∗)v = 0, i ∈ J(x∗). (5.8)
Dann gibt es Konstanten c > 0 und α > 0 mit
f(x) ≥ f(x∗) + c ||x− x∗||2 fu¨r alle x ∈ S mit ||x− x∗|| ≤ α. (5.9)
Insbesondere ist x∗ eine strenge lokale Minimalstelle von (5.1).
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Fu¨r einen Beweis dieser Aussage vergleiche man [FLETCHER 1987]. Wird die strik-
te Komplementarita¨t nicht vorausgesetzt, muss man die Bedingung (5.8) verallge-
meinern und die positive Definitheit der Hesse–Matrix der Lagrange–Funktion auf
einem Kegel bezu¨glich der Nebenbedingungen untersuchen, siehe [ALT 2002].
5.1.3. Sensitivita¨tsanalyse
Ha¨ufig entha¨lt ein Anwendungsproblem Parameter, deren Werte durch Messungen,
Hochrechnungen oder gar Scha¨tzungen bestimmt werden mu¨ssen. Die Genauigkeit
dieser Parameter ist daher beschra¨nkt. In diesem Abschnitt geht es um die Fra-
gestellung, welche Auswirkungen geringfu¨gige A¨nderungen einzelner Parameter auf
die optimale Lo¨sung haben. Man untersucht also, wie empfindlich die zu einem fes-
ten nominellen Parameter berechnete Lo¨sung auf Sto¨rungen reagiert. Eine geringe
Abha¨ngigkeit von den Werten der Modellparameter ermo¨glicht eine zuverla¨ssigere
Berechnung der optimalen Lo¨sung.
Als Verallgemeinerung des nichtlinearen Optimierungsproblems (5.1) betrachte man
das folgende parameterabha¨ngige Problem.
Definition 5.9 (Das parametrische Optimierungsproblem).
Sei p ∈ Rq und die Funktionen f : Rn × Rq → R und g : Rn × Rq → Rm seien
zweimal stetig differenzierbar.
1. Das Problem
P(p)
Minimiere f(x, p)
unter gi(x, p) ≤ 0, i = 1, . . . , k,
gi(x, p) = 0, i = k + 1, . . . , m,
heißt parametrisches Standardproblem der nichtlinearen Optimierung.
2. Der Parameter p = (p1, . . . , pq)
T ∈ Rq heißt Sto¨rparameter.
3. Das zu einem festen Parameter p0 ∈ R
q, dem nominellen oder Referenz–
Parameter, geho¨rende Optimierungsproblem P (p0) heißt ungesto¨rtes, nomi-
nelles oder Referenz–Problem.
4. Die zula¨ssige Menge S(p) von P (p) ist definiert durch
S(p) := {x ∈ Rn | gi(x, p) ≤ 0, i = 1, . . . , k,
gi(x, p) = 0, i = k + 1, . . . , m} .
(5.10)
5. Als aktive Indizes der Ungleichungsrestriktionen eines Punktes x∗ ∈ S(p0)
bezeichnet man die Indexmenge
I(x∗) := { i ∈ {1, . . . , k} | gi(x
∗, p0) = 0 } . (5.11)
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Ferner spielt die Menge J(x∗) := I(x∗) ∪ {k + 1, . . . , m} bei der Formulierung
des Sensitivita¨tssatzes 5.11 eine Rolle.
Ein wichtiges Hilfsmittel aus der Analysis fu¨r die Sensitivita¨tsanalyse ist der Satz
u¨ber implizite Funktionen, siehe [FORSTER 1987] oder [ALT 2002].
Satz 5.10 (Satz u¨ber implizite Funktionen). Sei F : Rn × Rq → Rn eine stetig
differenzierbare Funktion und (x0, p0) ∈ R
n × Rq ein Punkt mit F (x0, p0) = 0. Die
n×n–Jacobi–Matrix Fx(x0, p0) sei regula¨r. Dann gibt es Umgebungen U von p0 und
V von x0 und eine stetig differenzierbare Funktion x : U → V mit x(p0) = x0 und
F (x(p), p) = 0 fu¨r alle p ∈ U.
Die Jacobi–Matrix Dx ist gegeben durch
Dx(p) = −Fx(x(p), p)
−1 Fp(x(p), p).
Der folgende Sensitivita¨tssatz basiert auf der Arbeit [FIACCO 1983]. Er zeigt, dass
unter bestimmten Voraussetzungen die Lo¨sung x(p) und der zugeho¨rige Lagrange–
Multiplikator λ(p) des Problems P (p) in einer Umgebung von dem nominellen Pa-
rameter p0 stetig differenzierbar vom Parameter p abha¨ngen.
Satz 5.11 (Der Sensitivita¨tssatz). Sei P (p0) das ungesto¨rte Optimierungsproblem
zu dem nominellen Parameter p0 ∈ R
q und x∗ ∈ S(p0) eine lokale Minimalstelle
von P (p0). Weiter sei der Punkt x
∗ normal und es gebe Lagrange–Multiplikatoren
λ∗i , i ∈ J(x
∗), so dass die KKT–Bedingungen (5.4) – (5.6) sowie die hinreichenden
Optimalita¨tsbedingungen aus Satz 5.8 erfu¨llt sind. Insbesondere gelte damit λi > 0,
i ∈ I(x∗). Dann existieren eine Umgebung P0 ⊂ R
q von p0 und stetig differenzierbare
Abbildungen
x : P0 → R
n,
λi : P0 → R, i ∈ J(x
∗),
so dass folgende Aussagen gelten:
1. x(p0) = x
∗,
λi(p0) = λ
∗
i , i ∈ J(x
∗)
2. Fu¨r p ∈ P0 erfu¨llen x(p) und λi(p), i ∈ J(x
∗), die hinreichenden Optima-
lita¨tsbedingungen 5.8 fu¨r das gesto¨rte Problem P (p). Insbesondere ist x(p)
strenge lokale Minimalstelle von P (p).
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Einen Beweis dieses Satzes findet man beispielsweise auch in [ALT 2002]. Die grund-
legende Beweisidee basiert darauf, dass man fu¨r das reduzierte Lagrange–System (zur
Aufstellung dieses Systems beachte man die Eigenschaften (5.5) und (5.7))
F (x, ν, p) :=
(
L˜x(x, ν, p)
T
G(x, p)
)
= 0 (5.12)
mit
L˜(x, ν, p) = f(x, p) + ν G(x, p) = f(x, p) +
∑
i∈J(x∗)
λi gi(x, p),
G(x, p) = (gi(x, p))i∈J(x∗) ,
ν = (λi1 , . . . , λil) ∈ R
l, ik ∈ J(x
∗), l = |J(x∗)|,
die Voraussetzungen vom Satz u¨ber implizite Funktionen nachrechnet und mithilfe
dessen dann auf die lokale Existenz der Funktion x(p) und λ(p) schließen kann. Der
Satz 5.10 liefert neben dieser Erkenntnis zusa¨tzlich eine Formel fu¨r die Ableitungen
der implizit definierten Funktionen x(p) und λ(p), was einem in diesem Zusammen-
hang die Bildung der sogenannten Sensitivita¨ts–Differentiale ermo¨glicht.
Satz 5.12 (Sensitivita¨ten und Schattenpreisformel).
Fu¨r die im Sensitivita¨tssatz 5.11 auftretenden Funktionen x : P0 → R
n und λi :
P0 → R, i ∈ J(x
∗), gelten folgende Aussagen:
1. Mittels des Satzes u¨ber implizite Funktionen und der Bezeichnungen
A0 :=
(
L˜xx(x
∗, ν∗, p0) Gx(x
∗, p0)
T
Gx(x
∗, p0) 0
)
, B0 :=
(
L˜xp(x
∗, ν∗, p0)
Gp(x
∗, p0)
)
berechnet man die Sensitivita¨ts–Differentiale(
dx
dp
(p0)
dν
dp
(p0)
T
)
= −A0
−1B0. (5.13)
2. Es gilt die Verallgemeinerte Schattenpreisformel
d
dp
f(x(p), p) |p=p0 = L˜p(x
∗, ν∗, p0). (5.14)
Die Sensitivita¨ts–Differentiale finden Anwendung in der Echzeit–Optimierung, bei
der es darum geht, sehr schnell auf Sto¨rungen in den Systemparametern reagieren
zu ko¨nnen und
”
in Echtzeit“ eine approximierte Lo¨sung des gesto¨rten Problems zu
berechnen. Dazu berechnet man im Voraus oﬄine die optimale Lo¨sung (x∗, ν∗) samt
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Sensitivita¨ts–Differentiale (5.13) des ungesto¨rten Problems P (p0), um dann mittels
einfacher Matrizenmultiplikation online die Taylor–Approximation erster Ordnung
von (x(p), ν(p)) durchzufu¨hren:(
x(p)
ν(p)T
)
≈
(
x∗
(ν∗)T
)
+
(
dx
dp
(p0)
dν
dp
(p0)
T
)
. (5.15)
Die Echzeitoptimierung von Steuerprozessen wird u.a. in den Arbeiten von [PESCH
1989a, 1989b] und in dem Buch [GRO¨TSCHEL 2001], in welchem die Ergebnisse
des DFG–Schwerpunktprogramms Online Optimization of Large Systems vorgestellt
werden, behandelt.
5.1.4. Lo¨sungsverfahren fu¨r nichtlineare Optimierungsprobleme:
Das Optimierungsverfahren Ipopt
Bei den meisten numerischen Berechnungen zur Lo¨sung der Anwendungsmodelle
in Kapitel 6 wurden direkte Verfahren eingesetzt. Bei diesem Vorgehen wird der
Steuerprozess zuna¨chst durch Diskretisierung in ein hochdimensionales nichtlineares
Optimierungsproblem transferiert, bevor man dieses durch geeignete Verfahren nu-
merisch lo¨st. In diesem Abschnitt werden daher grundlegende Techniken zur nume-
rischen Lo¨sung von nichtlinearen Optimierungsproblemen des Typs (5.1) vorgestellt.
Im Mittelpunkt steht die Erla¨uterung des numerischen Algorithmus, welcher dem
Large–Scale Solver Ipopt1 von A. Wa¨chter und L. Biegler ([WA¨CHTER 2006]) als
mathematische Grundlage dient.
Die Programm–Bibliothek Ipopt ist ein Softwarepaket zum Lo¨sen von nichtlinea-
ren Optimierungsproblem. Bis zur Version 2.3 erfolgte die Implementierung in der
Programmiersprache FORTRAN; seit der Version 3 basiert Ipopt auf C++. Insbe-
sondere bei hochdimensionalen du¨nnbesetzten Problemen hat sich dieser Solver in
den letzten Jahren zunehmend bewa¨hrt und wird in der Forschung und Entwicklung
gerne eingesetzt. Derartige hochdimensionale Probleme resultieren beispielsweise aus
der vollen Diskretisierung eines optimalen Steuerprozesses, siehe Kapitel 5.2.1.
Zwecks u¨bersichtlicher Notation liege ein nichtlineares Problem in folgender Gestalt
vor:
Minimiere f(x),
unter g(x) = 0,
x ≥ 0,
(5.16)
1http://www.coin-or.org/Ipopt/
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mit f : Rn → R, g : Rn → Rm und x ∈ Rn. Viele Optimierungsprobleme lassen
sich durch Skalierungen, zusa¨tzlich ku¨nstlichen Optimierungsvariablen oder anderen
Transformationen auf die Form (5.16) u¨bertragen. Fu¨r das in Kapitel 5.1.1 vorge-
stellte Standardproblem der nichtlinearen Optimierung (5.1) fu¨hrt man dazu fu¨r
jede Ungleichungsrestriktion gi(x) ≤ 0, i = 1, . . . , k, eine Schlupfvariable yi ≥ 0 ein
und ersetzt diese Nebenbedingung durch die Gleichungsrestriktion gi(x) + yi = 0,
i = 1, . . . , k. Die Schlupfvariablen yi werden als zusa¨tzliche Optimierungsvariablen
aufgefasst, wobei sie nicht im Zielfunktional auftreten und daher den Charakter des
Problems nicht vera¨ndern. Falls ferner die Variable xi im Ursprungsproblem frei ist
und keiner Vorzeichenbedingung xi ≥ 0 genu¨gt, so kann man xi = ui − vi setzen
mit ui = max {0, xi} und vi = max {0,−xi}. Dann ersetzt man die Optimierungs-
variable xi durch die Variablen ui und vi, fu¨r welche ui, vi ≥ 0 gilt. Ipopt wu¨rde
diese Transformation intern jedoch nicht durchfu¨hren und mit der freien Variable xi
rechnen. Die Formulierung des Problems in Gestalt (5.16) vereinfacht allerdings die
nachfolgende Diskussion des Algorithmus und sorgt fu¨r eine u¨bersichtliche Notation.
Der grundlegende Algorithmus von Ipopt basiert auf einem Innere–Punkte–Verfah-
ren. Diese Verfahrensklasse wurde ausgiebig in [FIACCO 1968] diskutiert und besitzt
gegenu¨ber alternativen Methoden wie den Active–Set–Verfahren, siehe beispielswei-
se [NOCEDAL 2000], Konvergenzvorteile bei sehr großen du¨nnbesetzten Problemen.
Daher eignet sie sich gut zur numerischen Lo¨sung von diskretisierten Steuerprozes-
sen.
Bei Innere–Punkte–Verfahren ersetzt man die Beschra¨nkung x ≥ 0 durch Ankopp-
lung eines logarithmischen Barriere– oder Strafterms −α ·
∑n
i=1 ln(xi) an die Ziel-
funktion. Das Problem (5.16) wird ersetzt durch das Hilfsproblem
Minimiere ϕα(x) := f(x)− α
n∑
i=1
ln(xi),
unter g(x) = 0.
(5.17)
Fu¨r einen festen Barriere–Parameter α > 0 gilt ϕα(x)→∞, falls sich eine der Varia-
blen xi der unteren Schranke 0 anna¨hert. Die Idee besteht also darin, durch den Bar-
riereterm in der Zielfunktion die Zula¨ssigkeit x ≥ 0 zu gewa¨hrleisten. Die Pra¨ferenz
zwischen der Minimierung der eigentlichen Zielfunktion f und der Einhaltung der
Vorzeichen–Nebenbedingung x ≥ 0 la¨sst sich durch die Wahl des Parameters α
steuern. Man kann zeigen, dass fu¨r eine Folge {αj}j∈N, αj > 0 mit αj
j→∞
−−−→ 0 un-
ter bestimmten Voraussetzungen die zugeho¨rige Folge von optimalen Lo¨sungen des
Hilfsproblems (5.17) gegen die optimale Lo¨sung x∗ vom Ausgangsproblem (5.16)
konvergiert, vergleiche [FORSGREN 2002]. Ipopt verwendet als Start–Parameter
den Wert α0 = 0.1 und verkleinert diesen Wert in jedem Schritt. Es wird also in
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jedem Iterationsschritt der
”
a¨ußeren Schleife“ das Hilfsproblem (5.17) mit einer ge-
eigneten Folge {αj}j∈N von Barriere–Parametern gelo¨st. Als Startpunkt wird jeweils
die optimale Lo¨sung des vorigen Schritts genommen.
Die Lagrange–Funktion zum Problem (5.16) lautet
L(x, λ, µ) = f(x) + λg(x)− µx (5.18)
mit Lagrange–Multiplikatoren λ ∈ Rm und µ ∈ Rn. Zur Lo¨sung des Barriere–
Problems (5.17) betrachtet man nun das System
f ′(x) + λDg(x)− µ = 0, (5.19)
g(x) = 0, (5.20)
µixi − α = 0, i = 1, . . . , n, (5.21)
xi, µi ≥ 0, i = 1, . . . , n. (5.22)
Man beachte, dass dieses System fu¨r den Zielparameter α = 0 die notwendigen Op-
timalita¨tsbedingungen nach Karush, Kuhn und Tucker aus Satz 5.6 fu¨r das Problem
(5.16) darstellt, wobeiDg(x) ∈ Rm×n die Jacobi–Matrix von g ist. Den Ansatz, dieses
System mehrfach fu¨r eine absteigende Folge {αj} zu lo¨sen und die Lo¨sung des vorigen
Schritts als Startlo¨sung des nachfolgenden Iterationsschritts zu nutzen, bezeichnet
man als Homotopie–Verfahren. In [GOULD 2001], Kapitel 2.1, wird gezeigt, dass
dieses Vorgehen a¨quivalent ist zur Lo¨sung der entsprechenden Barriere–Probleme
(5.17) und somit gegen die gesuchte Lo¨sung x∗ des Problems (5.16) konvergiert.
Zur Lo¨sung des Gleichungssystem (5.19) – (5.21) bzgl. eines festen Parameters αj > 0
verwendet Ipopt ein ausgefeiltes modifiziertes Newton–Verfahren, welches Line–
Search–Techniken und Filtermethoden zur Schrittweitenbestimmung nutzt. Im Fol-
genden werden die Grundideen dieses Verfahrens dargestellt. Durch die internen
Updateregeln ist sichergestellt, dass bei jeder Iteration x > 0 und µ > 0 gilt, so dass
auch die Bedingung (5.22) stets erfu¨llt ist. Im Folgenden bezeichnet j ∈ N die Itera-
tionsvariable der
”
a¨ußeren Schleife“, welche sich auf das j–te Barriere–Problem mit
Parameter αj bezieht, wa¨hrend mit k ∈ N die Za¨hlvariable der ”
inneren Schleife“ be-
zeichnet wird, die der Newton–Iteration zur Lo¨sung des entsprechenden Gleichungs-
systems entspricht. Bei dem k–ten Iterationsschritt des einfachen Newton–Verfahren
zur Bestimmung einer Lo¨sung (x, λ, µ) ∈ Rn × Rm × Rn der Gleichungen (5.19) –
(5.21) wird das folgende Gleichungssystem gelo¨st, L
(k)
xx (Dg(x(k)))T −I
Dg(x(k)) 0 0
M (k) 0 X(k)
 ·
 ∆x(k)∆λ(k)
∆µ(k)
 = −
 ∇xL(x(k), λ(k), µ(k))g(x(k))
M (k)X(k)e− αje

(5.23)
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mit den Bezeichnungen
L
(k)
xx := Hess(f(x(k))) +
∑m
i=1 λ
(k)
i Hess(gi(x
(k)) ∈ Rn×n,
M (k) = diag(µ(k)) ∈ Rn×n, X(k) := diag(x(k)) ∈ Rn×n,
∆x(k) := x(k+1) − x(k), ∆λ(k) := λ(k+1) − λ(k),
∆µ(k) := µ(k+1) − µ(k), e = (1, . . . , 1)T ∈ Rn
Aufgrund der speziellen Blockstruktur des Gleichungssystems (5.23) la¨sst sich ∆µ(k)
durch Auflo¨sen der dritten Zeile gema¨ß
∆µ(k) = αj(X
(k))−1e− (µ(k))T − (X(k))−1M (k)∆x(k) (5.24)
und anschließendes Einsetzen in die erste Zeile aus dieser eliminieren. Das reduzierte
System in den Variablen x(k) und λ(k) lautet(
L
(k)
xx + Σ(k) (Dg(x(k)))T
Dg(x(k)) 0
)
·
(
∆x(k)
∆λ(k)
)
=
(
∇ϕαj (x
(k)) + (λDg(x(k)))T
g(x(k))
)
,
wobei Σ(k) := (X(k))−1M (k). Zur Bestimmung der Lo¨sung (∆x(k),∆λ(k),∆µ(k)) von
(5.23) lo¨st Ipopt zuna¨chst dieses reduzierte Gleichungssystem und berechnet an-
schließend durch (5.24) den Vektor ∆µ(k).
Um die Vorzeichenbedingung (5.22) fu¨r die nachfolgende Newton–Iteration zu ge-
wa¨hrleisten, werden zuna¨chst die maximale Schrittweiten hx,maxk , h
µ,max
k ∈ (0, 1]
bestimmt, fu¨r welche die Bedingungen
x(k) + hx,maxk ∆x
(k) ≥ (1− τ)x(k), (5.25)
µ(k) + hµ,maxk ∆µ
(k) ≥ (1− τ)µ(k). (5.26)
mit einer Konstanten τ ∈ (0, 1) erfu¨llt sind. Daraufhin wird ein Line–Search–
Verfahren mit den Test–Schrittweiten hxk, l = 2
−l hx,maxk , l = 0, 1, . . . , durchgefu¨hrt.
Man halbiert also die Schrittweite hx,maxk so lange, bis man eine zufriedenstellende
Verbesserung erreicht und den na¨chsten Newton–Punkt
x(k+1) = x(k) + hxk, l∆x
(k), λ(k+1) = λ(k) + hxk, l∆λ
(k),
µ(k+1) = µ(k) + hµ,maxk ∆µ
(k)
(5.27)
akzeptiert. Man beachte, dass die Schrittweite fu¨r µ(k) von denen fu¨r x(k) und λ(k) ab-
weichen kann. Um zu entscheiden, ob der Fortschritt durch Anwendung der Schritt-
weite hxk, l ausreichend ist, fu¨hrt Ipopt eine Filter–Methode durch. Dabei wird h
x
k, l
akzeptiert, falls entweder der Zielfunktionswert ϕαj (x
(k+1)) oder die Norm der Ne-
benbedingung ||g(x(k+1))||1 im Vergleich zu einer bestimmten Menge von vorherge-
henden Iterierten, dem Filter, hinreichend verkleinert wird. In [WA¨CHTER 2005]
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wird gezeigt, dass das Gesamtverfahren durch die Filter–Methode global konvergent
wird. Eine detaillierte Beschreibung des Verfahrens findet man in der Originalarbeit
von Wa¨chter und Biegler [WA¨CHTER 2006].
5.2. Direkte Verfahren zur Lo¨sung optimaler
Steuerprozesse
In diesem Abschnitt werden direkte Verfahren zur Lo¨sung optimaler Steuerprozes-
se vorgestellt. Bei diesen Verfahren wird der Steuerprozess durch Diskretisierungs-
methoden auf ein endlich–dimensionales Optimierungsproblem zuru¨ckgefu¨hrt und
anschließend mit einem geeigneten Verfahren wie dem in Kapitel 5.1.4 vorgestell-
ten Algorithmus Ipopt gelo¨st. Ein Vorteil der direkten gegenu¨ber den indirekten
Verfahren besteht darin, dass der Nutzer keine tiefgreifenden Kenntnisse u¨ber die
Theorie optimaler Steuerprozesse beno¨tigt. Außerdem besitzen direkte Verfahren im
Vergleich zu den indirekten Verfahren einen recht großen Konvergenzradius. Auf
genaue Startscha¨tzungen der Anfangswerte von den adjungierten Variablen kann
verzichtet werden. Eine umfassende Zusammenstellung verschiedener direkter Ver-
fahren ist in [BU¨SKENS 1998] enthalten. Fu¨r einen aktuellen U¨berblick u¨ber dieses
Forschungsgebiet sei auf [BETTS 2010] verwiesen.
5.2.1. Diskretisierung eines optimalen Steuerprozesses
Das Ziel einer Diskretisierung besteht darin, einen kontinuierlichen, dynamischen
Steuerprozess auf ein endlich–dimensionales Optimierungsproblem zu u¨bertragen.
Dieses kann man auf dem Computer numerisch lo¨sen. Die optimale Lo¨sung des
diskreten Problems wird dann als Approximation der optimalen Lo¨sung des Steu-
erprozesses aufgefasst. In diesem Abschnitt wird die Diskretisierung des folgenden
optimalen Steuerprozess mit reinen Zustandsbeschra¨nkungen in Mayer–Form vorge-
stellt,
Minimiere F (x, u) = g(x(0), x(T ))
unter x˙ = f(x, u), 0 ≤ t ≤ T,
ϕ(x(0), x(T )) = 0,
u(t) ∈ U ⊂ Rm konvex, 0 ≤ t ≤ T,
S(x(t)) ≤ 0, 0 ≤ t ≤ T,
(5.28)
Fu¨r die Diskretisierung eines allgemeineren optimalen Multiprozesses (MP) bietet
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es sich an, diesen zuna¨chst wie in Kapitel 4.2 beschrieben auf einen gewo¨hnlichen
Steuerprozess vom Typ (5.28) zu transformieren und anschließend mit den hier vor-
gestellten Techniken zu diskretisieren.
Man wa¨hle zuna¨chst ein Zeitgitter 0 = t0 < t1 < · · · < tN−1 < tN = T. Bei
dem diskretisierten Problem betrachtet man den Zustand x und die Steuerung u
nur zu diesen Zeitpunkten ti, i = 0, . . . , N . Somit liefert auch die optimale Lo¨sung
des diskreten Problems nur Na¨herungen der optimalen Lo¨sung von (5.28) in diesen
Zeitpunkten. Interessiert man sich fu¨r Zwischenwerte in einem Intervall [ti−1, ti],
so lassen sich diese zum Beispiel durch Interpolation na¨herungsweise bestimmen.
Ha¨ufig unterteilt man das Zeitintervall [0, T ] in N + 1 a¨quidistante Gitterpunk-
te ti = i · h mit der Schrittweite h =
T
N
. Unter Umsta¨nden ist es sinnvoll, eine
variable Schrittweite zuzulassen und diese an die Charakteristik des Problems anzu-
passen, siehe [HORN 1989] oder [BETTS 1996]. Nachfolgend bezeichnen xi und ui
die Na¨herungswerte des Zustands x bzw. der Steuerung u in den Zeitpunkten ti,
xi ≈ x(ti), ui ≈ u(ti).
Der Steuerprozess (5.28) kann mit diesen Vereinbarungen wie folgt in diskretisierter
Form dargestellt werden:
Minimiere g(x0, xN )
unter xi+1 = xi + hf(xi, ui), i = 0, . . . , N − 1,
ϕ(x0, xN) = 0,
ui ∈ U, i = 0, . . . , N,
S(xi) ≤ 0, i = 0, . . . , N.
(5.29)
Statt des Euler–Verfahrens zur Integration der Dynamik kann natu¨rlich auch ein Ver-
fahren von ho¨herer Ordnung genutzt werden, wie das Heun–Verfahren mit Ordnung
2 oder das klassischen Runge–Kutta–Verfahren mit Ordnung 4, siehe beispielswei-
se [BU¨SKENS 1998] oder [DONTCHEV 2000b]. In der Regel beno¨tigt man jedoch
bei Einschritt–Verfahren ho¨herer Ordnung Na¨herungswerte der Steuerung u an Zwi-
schenpunkten des Zeitgitters. Dies la¨sst sich prinzipiell durch die Interpolation mit
konstanten, linearen oder kubischen Splines realisieren.
Die numerischen Berechnungen in Kapitel 6 haben gezeigt, dass bei Steuerprozes-
sen mit linear auftretender Steuerung durch eine Diskretisierung mit dem Euler–
Verfahren die bang–bang Eigenschaft der optimalen Lo¨sung pra¨ziser widergegeben
werden kann als durch Verfahren ho¨herer Ordnung. Dort fu¨hrt die Beru¨cksichtigung
von Na¨herungswerten an mehreren Zwischenpunkten bei der Integration zu einer
Gla¨ttung des Graphens der optimalen Steuerung in den Schaltpunkten.
Die folgende Diskussion beschra¨nkt sich auf die Diskretisierung der Differentialglei-
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chung mittels des einfachen Euler–Verfahrens. Bei dem Prinzip der vollen Diskreti-
sierung eines optimalen Steuerprozesses muss der Anwender den Steuerprozess in der
Regel zuna¨chst
”
per Hand“ auf ein finites Optimierungsproblem transformieren. Das
hochdimensionale nichtlineare Optimierungsproblem muss dann in geeigneter Form
auf den Rechner u¨bertragen werden, um es mit einem numerischen Verfahren wie
Ipopt lo¨sen zu ko¨nnen. Solche Probleme ko¨nnen hunderttausende Optimierungsva-
riablen und ebensoviele Nebenbedingungen besitzen.
Fu¨r die effiziente Implementierung gibt es spezielle Software–Produkte, wie die Mo-
dellierungssprachen AMPL ([FOURER 2003]) oder GAMS ([KALLRATH 2004]).
Diese stellen ein nutzerfreundliches Interface dar und ermo¨glichen eine unkompli-
zierte Formulierung der Optimierungsprobleme. Die Syntax ist leicht versta¨ndlich.
Ein weiterer Vorteil bei der Verwendung von AMPL besteht in der automatischen
Differentiation vom Zielfunktion und der Funktionen der Nebenbedingungen, siehe
[GAY 1991]. Dadurch entfa¨llt die Bereitstellung der Gradienten oder sogar ho¨heren
Ableitungen, welche von fast allen Large–Scale Solver bei der Suche nach der na¨chs-
ten Iterierten beno¨tigt werden.
5.2.2. Konsistenz der Lagrange–Multiplikatoren
In diesem Abschnitt werden die notwendigen Optimalita¨tsbedingungen 5.6 von Ka-
rush, Kuhn und Tucker fu¨r den diskretisierten Steuerprozess (5.29) ausgewertet.
Zwecks u¨bersichtlicher Notation liege ein skalarer Steuerbereich U = [umin, umax]
vor. In der Standardform (5.1) lautet das diskretisierte Optimierungsproblem damit
Minimiere g(x0, xN)
unter xi+1 − xi − hf(xi, ui) = 0, i = 0, . . . , N − 1,
ϕ(x0, xN) = 0,
ui − umax ≤ 0, i = 0, . . . , N,
−ui + umin ≤ 0, i = 0, . . . , N,
S(xi) ≤ 0, i = 0, . . . , N.
(5.30)
Die Optimierungsvariablen xi ∈ R
n und ui ∈ R lassen sich zu Vektoren
X := (xT0 , . . . , x
T
N )
T ∈ Rn(N+1), U := (u0, . . . , uN)
T ∈ R(N+1)
zusammenfassen. Mit den Lagrange–Multiplikatoren
λ = (λ1, . . . , λN) ∈ R
nN , λi ∈ R
n, i = 1, . . . , N,
µ = (µ0, . . . , µN) ∈ R
k(N+1), µi ∈ R
k, i = 0, . . . , N,
ρ(1) ∈ RN+1, ρ(2) ∈ RN+1, ν ∈ Rs,
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lautet die Lagrange–Funktion fu¨r dieses Problem
L(X, U, λ, ν, ρ(1), ρ(2), µ) = g(x0, xN) +
N−1∑
i=0
λi+1 (xi+1 − xi − hf(xi, ui))
+νϕ(x0, xN ) +
N∑
i=0
(
ρ
(1)
i (ui − umax) + ρ
(2)
i (−ui + umin)
)
+
N∑
i=0
µiS(xi).
Unter der Voraussetzung der Regularita¨t liefern die notwendigen Optimalita¨tsbedin-
gungen die Gleichungen
0 = Lx0(. . . ) = gxa(x0, xN)− λ1 − λ1hfx(x0, u0)
+νϕxa(x0, xN ) + µ0Sx(x0),
0 = Lxi(. . . ) = λi − λi+1 − λi+1hfx(xi, ui) + µiSx(xi),
i = 1, . . . , N − 1,
0 = LxN (. . . ) = gxe(x0, xN ) + λN + νϕxe(x0, xN ) + µNSx(xN),
0 = Lui(. . . ) = −λi+1hfu(xi, ui) + ρ
(1)
i − ρ
(2)
i ,
i = 1, . . . , N − 1,
0 = LuN (. . . ) = ρ
(1)
N − ρ
(2)
N .
Die Vorzeichenbedingung (5.5) ergibt ferner
µi = 0, falls S(xi) < 0, i = 0, . . . , N
ρ
(1)
i = 0, falls ui < umax, i = 0, . . . , N,
ρ
(2)
i = 0, falls ui > umin, i = 0, . . . , N.
Unter der Annahme S(xN) < 0, welche in Anwendungen oft durch Randbedingungen
an den Zustand gegeben ist — so auch in Kapitel 6.2 bei der Diskussion des Voice
coil–Motors — verschwindet daher insbesondere der Multiplikator µN , so dass sich
aus den Optimalita¨tsbedingungen die Gleichung
λN = −gxe(x0, xN )− νϕxe(x0, xN )
ergibt. Diese Gleichung entspricht dem diskreten Analogon der Transversalita¨tsbe-
dingung (3.39). Fu¨r umin < ui < umax ergibt sich wegen ρ
(1)
i = ρ
(2)
i = 0 und h > 0
außerdem λi+1fu(xi, ui) = 0. Diese Beziehung repra¨sentiert die aus der Minimum-
bedingung folgende Eigenschaft Hu[t] = 0 fu¨r u(t) ∈ int (U). Schließlich erha¨lt man
die Gleichungen
(λi+1 − λi) / h = −λi+1fx(xi, ui) + hµi Sx(xi), i = 1, . . . , N − 1,
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welche als einfache Ru¨ckwa¨rts–Differenzenquotienten zur Approximation der adjun-
gierten Differentialgleichung (3.37) zu verstehen sind. Man beachte dabei, dass die
Na¨herungen µi der Multiplikator–Funktion µ(t) zur direkten Ankopplung der Zu-
standsbeschra¨nkung mit der Schrittweite h skaliert werden mu¨ssen, d.h.
µ(ti) ≈ h · µi.
Es la¨sst sich also insgesamt festhalten, dass die notwendigen Optimalita¨tsbedingun-
gen des diskretisierten Steuerprozesses (5.29) (in Form der KKT–Bedingungen aus
Satz 5.6) mit den notwendigen Optimalita¨tsbedingungen des Steuerprozesses (5.28)
(in Form des erweiterten Minimumprinzips, Satz 3.17) konsistent sind.
Basierend auf dieser Tatsache la¨sst sich die Konvergenz der diskretisierten Lo¨sung
gegen die optimale Lo¨sung des Steuerprozesses untersuchen. Hierzu sei auf die Arbeit
[MALANOWSKI 1998b] von Malanowski, Bu¨skens und Maurer in Verbindung mit
[MAURER 1979c] und [IOFFE 1979] verwiesen.
5.2.3. Steuerprozesse mit bang–bang Steuerungen
In diesem Abschnitt wird auf Besonderheiten bei der numerischen Behandlung von
optimalen Steuerprozessen mit linear eingehender Steuerung und bang–bang Struk-
tur eingegangen. Die Theorie solcher Steuerungsprobleme wird in Kapitel 2.4 dis-
kutiert. Prinzipiell lassen sich solche Probleme auch mit den gerade beschriebenen
direkten Verfahren numerisch lo¨sen. Falls mit Hilfe dieses Ansatzes die Struktur der
optimalen Lo¨sung, d.h. die Abfolge von bang–bang Intervalle, bekannt ist, so kann
man in einem zweiten Schritt diese Erkenntnis ausnutzen und die Schaltpunkte der
optimalen Steuerung direkt optimieren. Dadurch lassen sich die optimalen Schalt-
punkte mit einer sehr hohe Genauigkeit bestimmen.
Fu¨r die folgenden U¨berlegungen wird ein Steuerprozess in Mayer–Form zu Grunde
gelegt:
Minimiere g(x(0), x(T ))
unter x˙ = f(x, u), 0 ≤ t ≤ T,
ϕ(x(0), x(T )) = 0,
u(t) ∈ U, 0 ≤ t ≤ T.
(5.31)
Die Steuervariable u trete in f linear auf. Der Einfachheit halber liege ein skalarer
Steuerbereich U = [umin, umax] vor und die Endzeit T sei frei. Die optimale Steue-
rung u∗ besitze s Schaltpunkte t∗j , j = 1, . . . , s mit
0 = t∗0 < t
∗
1 < · · · < t
∗
s < t
∗
s+1 = T
∗
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und es gelte u∗(t) ≡ u∗j fu¨r t ∈ [t
∗
j−1, t
∗
j ], u
∗
j ∈ {umin, umax}, j = 1, . . . , s, s+ 1.
Formulierung als Multiprozess
Bevor im folgenden Abschnitt die direkte Schaltpunktoptimierung vorgestellt wird,
geht es zuna¨chst um die formale Darstellung eines Steuerprozesses mit bang–bang
Steuerung als optimalen Multiprozess. Man betrachtet die freien Variablen t1, . . . , ts,
ts+1 = T mit
0 =: t0 < t1 < · · · < ts < ts+1 = T.
Die Steuerung la¨sst sich vollsta¨ndig aus dem Problem eliminieren, indem man das
Problem als Multiprozess bezu¨glich der Intervalle [tj , tj+1], j = 0, . . . , s, darstellt
und die Steuervariable u in der Dynamik von (5.31) durch die Werte u∗j ersetzt, d.h.
x˙ = f (j)(x) := f(x, u∗j), t ∈ [tj, tj+1].
Das Problem (5.31) lautet dann als Multiprozess
Minimiere g(x0, x(T ))
unter x˙ = f (j)(x) fu¨r fast alle t ∈ [tj , tj+1], j = 0, . . . , s,
ϕ(x(t0), x(T )) = 0.
Dieses Problem la¨sst sich wieder durch die Zeitskalierung (4.7) und die Aufstockung
des Zustands in ein a¨quivalentes Problem auf dem festen Zeitintervall [0, 1] trans-
formieren.
Direkte Schaltpunktoptimierung
Falls die Abfolge der bang–bang Intervalle bekannt ist, lassen sich die Schaltpunkte
zwischen den einzelnen Teilstu¨cken sehr effizient und mit hoher Genauigkeit di-
rekt optimieren. Die Idee der direkten Schaltpunktoptimierung besteht darin, das
Problem (5.31) auf ein a¨quivalentes endlich–dimensionales Optimierungsproblem in
den Variablen t1, . . . ts, ts+1 zu u¨bertragen. Man definiert die von diesen Variablen
abha¨ngige Steuerung und den Zustand,
u(t) := u(t; t1, . . . , ts) = u
∗
j fu¨r t ∈ [tj , tj+1], j = 0, . . . , s,
x(t) := x(t; t1, . . . , ts)
= Lo¨sung der AWA
{
x˙(t) = f(x(t), uj) fu¨r t ∈ [tj , tj+1],
x(0) = x0,
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wobei x0 ∈ R
n im allgemeinen Fall als zusa¨tzlicher Optimierungsvektor aufgefasst
wird. Mit den Bezeichnungen
z := (x0, t1, . . . , ts+1),
G(z) := g(x0, x(ts+1; t1, . . . , ts)),
Φ(z) := ϕ(x0, x(ts+1; t1, . . . , ts))
lautet das zu dem Steuerproblem a¨quivalente Optimierungsproblem
Minimiere G(z) unter Φ(z) = 0. (5.32)
Bei der numerischen Behandlung eines solchen Problems mit NUDOCCCS geht
man in der Regel nach der
”
arc parametrization method“ vor und betrachtet als
Optimierungsvariablen statt der Schaltpunkte tj die Intervallla¨ngen ξj := tj − tj−1,
j = 1, . . . , s + 1. Dieser Ansatz wird in [KAYA 1996] und [MAURER 2005] vorge-
stellt. Um auch singula¨re Teilstu¨cke beru¨cksichtigen zu ko¨nnen, berechnet man wie
in Abschnitt 2.4 erla¨utert die singula¨re Steuerung und setzt an den entsprechenden
Positionen in der Dynamik den feedback–Ausdruck fu¨r diese Steuerung ein, siehe
dazu [VOSSEN 2010]. Allerdings la¨sst sich nicht jede singula¨re Steuerung durch
einen feedback–Ausdruck darstellen, weshalb dieses Vorgehen nicht bei allen Pro-
zessen mit linear eingehenden Steuerungen anwendbar ist. Falls man bei einem zu-
standsbeschra¨nkten Problem (ZP), bei dem die Steuervariable linear auftritt, einen
feedback–Ausdruck u(t) = urand(x(t)) fu¨r die Steuerung auf Randstu¨cken herleiten
kann, so la¨sst sich analog zum Vorgehen bei singula¨ren Steuerungen die Steuerva-
riable in der Dynamik elimieren.
Bei der Optimierung der Anwendungsmodelle in Kapitel 6 wurde im Falle einer linear
auftretenden Steuerung folgendermaßen vorgegangen. Zuna¨chst wurde der optima-
le Steuerprozess diskretisiert und das resultierende nichtlineare Problem mit AMPL
und Ipopt gelo¨st, siehe [FOURER 2003] und [WA¨CHTER 2006]. Anschließend wur-
de gema¨ß der arc parametrization–Methode in NUDOCCCS, vgl. [BU¨SKENS 1996],
eine direkte Schaltpunktoptimierung durchgefu¨hrt und die hinreichenden Optima-
lita¨tsbedingungen zweiter Ordnung aus Satz 2.21 u¨berpru¨ft sowie verschiedene Sen-
sitivita¨ten berechnet.
5.3. Indirekte Verfahren zur Lo¨sung optimaler
Steuerprozesse
Zur numerischen Lo¨sung der Anwendungsprobleme in Kapitel 6 wurden die im vori-
gen Kapitel erla¨uterten direkten Verfahren genutzt. Der Vollsta¨ndigkeit halber wer-
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den in diesem Abschnitt kurz die wesentlichen Aspekte der zweiten Klasse, der indi-
rekten Verfahren, dargestellt. Bei der Lo¨sung von optimalen Steuerprozessen mit in-
direkten Verfahren besteht die Idee darin, den Steuerprozess mit Hilfe des Minimum-
prinzips von Pontryagin auf ein Randwertproblem zu u¨bertragen. In Abschnitt 2.5
wurde diese Methodik fu¨r Steuerprozesse mit regula¨rer Hamilton–Funktion erla¨utert.
Man eliminiert unter Ausnutzung der Regularita¨t und der Minimumbedingung die
Steuervariable u aus der Dynamik und der adjungierten Differentialgleichung und
erha¨lt ein Randwertproblem in den Variablen x ∈ Rn und λ ∈ Rn,
x˙ = f(x, u∗(x, λ)) =: h1(x, λ),
λ˙ = −Hx(x, λ, u
∗(x, λ)) =: h2(x, λ)
T ,
Die Randbedingungen sind durch die Randbedingungen des Zustands und die Trans-
versalita¨tsbedingungen gegeben. Die Anwendung indirekter Verfahren erfordert um-
fangreiche Kenntnisse der Theorie optimaler Steuerprozesse. Außerdem werden zur
Lo¨sung des Randwertproblems relativ genaue Startscha¨tzungen der adjungierten
Funktion beno¨tigt, welche oft schwierig herzuleiten sind. Andererseits zeichnet sich
die berechnete Lo¨sung durch eine sehr hohe Genauigkeit aus.
5.3.1. Das Einfach–Schießverfahren
In diesem Abschnitt gehen wir von folgendem Randwertproblem aus.
Definition 5.13 (Randwertproblem). Seien f : Rn → Rn und ψ : Rn × Rn → Rs.
Unter einem Randwertproblem (RWP) versteht man die Aufgabe, eine Lo¨sung x :
[0, T ]→ Rn der Differentialgleichung
x˙(t) = f(x(t)) =

f1(x1(t), x2(t), . . . , xn(t))
f2(x1(t), x2(t), . . . , xn(t))
...
fn(x1(t), x2(t), . . . , xn(t))
 , 0 ≤ t ≤ T, (5.33)
zu bestimmen, die den Randbedingungen
ψ(x(0), x(T )) = 0, (5.34)
genu¨gt.
Eines der Standardverfahren zur Lo¨sung von Randwertproblemen ist das Einfach–
Schießverfahren. Bei diesem Verfahren betrachtet man statt des Randwertproblems
(5.33), (5.34) das Anfangswertproblem
x˙(t) = f(x(t)), x(0) = s ∈ Rn. (5.35)
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Es sei x(t; s) die Lo¨sung dieses Anfangswertproblems in Abha¨ngigkeit von dem Pa-
rameter s ∈ Rn. Das Ziel des Einfach–Schießverfahrens ist die Bestimmung des
Parameters s¯, fu¨r welchen die Abbildung x(t; s¯) die Randbedingungen (5.34) erfu¨llt.
Der gesuchte Parameter s¯ ist Nullstelle der Funktion
F (s) := ψ(s, x(T ; s)). (5.36)
Zur numerischen Bestimmung einer Nullstelle dieser Abbildung F : Rn → Rs la¨sst
sich das (modifizierte) Newton–Verfahren verwenden. Dieses Verfahren besitzt einen
vergleichsweise großen Konvergenzradius. In jedem Iterationsschritt muss dabei das
Anfangswertproblem (5.35) durch ein geeignetes Einschritt– oder Mehrschrittver-
fahren gelo¨st werden. Eine ausfu¨hrliche Darstellung des Einfach–Schießverfahrens
findet man z.B. in [BULIRSCH 1971] und [STOER 2005].
5.3.2. Die Mehrzielmethode
Die mit dem Einfach–Schießverfahren berechnete Lo¨sung x(t; s) des Anfangswert-
problems (5.35) ha¨ngt sehr empfindlich von dem Parameter s ∈ Rn ab. Der Appro-
ximationsfehler im Zeitpunkt t ∈ [0, T ] ha¨ngt im Wesentlichen von dem Abstand
von t zum Anfangszeitpunkt ab. Bei großen Intervallen [0, T ] ist es daher unter
Umsta¨nden schwierig, den Parameter s so zu bestimmen, dass die Lo¨sung x(t; s)
auf dem gesamten Intervall der gesuchten Lo¨sung des Randwertproblems (5.33),
(5.34) entspricht. Die Idee der Mehrzielmethode besteht darin, durch Unterteilung
des Intervalls [0, T ]
0 = t0 < t1 < · · · < tN−1 < tN = T
und simultane Anwendung des Einfach–Schießverfahren auf jedem der Teilintervall
[ti−1, ti] die Konvergenzeigenschaften zu verbessern. Hierzu bezeichne x(t; ti, si) die
Lo¨sung des Anfangswertproblems
x˙(t) = f(x(t)), ti ≤ t ≤ ti+1, x(ti) = si ∈ R
n, i = 0, . . . , N − 1. (5.37)
Die stetige Lo¨sung x(t) des urspru¨nglichen Randwertproblems soll sich durch Zusam-
mensetzung der Lo¨sungen x(t; ti, si) der einzelnen Anfangswertprobleme ergeben,
d.h.
x(t) = x(t; ti, si), ti ≤ t ≤ ti+1, i = 0, . . . , N − 1.
Bei der Mehrzielmethode werden die Parameter si so bestimmt, dass die zusammen-
gesetzte Funktion x(t) in den Gitterpunkten ti stetig ist und die Randbedingung
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(5.34) erfu¨llt. Es werden also die Bedingungen
x(ti+1; ti, si) = si, i = 0, . . . , N − 1,
ψ(s0, x(tN ; tN−1, sN−1)) = 0
beru¨cksichtigt. Mit der Bezeichnung s = (s0, . . . , sN−1) ist also eine Nullstelle der
Funktion
F (s) :=

x(t1; t0, s0)− s1
...
x(tN−1; tN−2, sN−2)− sN−1
ψ(s0, x(tN ; tN−1, sN−1)
 (5.38)
zu bestimmen. Hierzu la¨sst sich wieder das modifizierte Newton–Verfahren verwen-
den. In jedem Iterationsschritt sind N Anfangswerte zu lo¨sen. Außerdem erfordert
die numerische Approximation der Jacobi–Matrix DF (s) weitere Lo¨sungen von An-
fangswertproblemen. Es existieren jedoch ausgereifte Techniken zur Reduzierung die-
ses Rechenaufwands. So wird in der Regel nicht die Jacobi–Matrix selbst eingesetzt,
sondern lediglich eine leicht zu berechnende Na¨herungsmatrix. Die Mehrzielmetho-
de hat sich als robustes und zuverla¨ssiges Verfahren zur Lo¨sung von Randwertpro-
blemen bewa¨hrt. Sie ist beispielsweise implementiert in der FORTRAN–Routine
BNDSCO, siehe [OBERLE 1989]. Dieses Verfahren wurde ausgiebig in der Literatur
untersucht, vergleiche [BULIRSCH 1971], [BOCK 1984] und [STOER 2005].
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6. Anwendungsmodelle
In diesem Kapitel wird die Theorie der vorangegangen Abschnitte auf praktische
Modelle angewendet. Im Vordergrund steht dabei die Diskussion und Auswertung
der notwendigen und hinreichenden Optimalita¨tsbedingungen. Die theoretischen Re-
sultate sollen anhand von numerisch berechneten Lo¨sungen u¨berpru¨ft werden.
Zuna¨chst wird in Abschnitt 6.1 die optimale Steuerung eines Roboterarms unter-
sucht. Der betrachtete Multiprozess besitzt reine Zustandsbeschra¨nkungen und ist
wegen seiner vergleichsweise geringen Komplexita¨t gut geeignet, um das Minimum-
prinzip (4.6) detailliert auszuwerten und mit den numerischen Ergebnissen zu ver-
gleichen.
Abschnitt 6.2 handelt von der optimalen Steuerung eines Servomotors. Bei der Mo-
dellierung muss eine Coulombsche Reibungskraft beru¨cksichtigt werden, die auf Un-
stetigkeiten in der Dynamik fu¨hrt. Folglich fa¨llt auch dieses Problem in die Klas-
se optimaler Multiprozesse. Reine Zustandsbeschra¨nkungen dienen der Einhaltung
physikalischer Rahmenbedingungen. Die Steuerung erfolgt mit zwei unterschiedli-
chen Zielsetzungen. Einerseits interessiert man sich fu¨r eine zeitoptimale Lo¨sung des
Problems, was auf eine optimale bang–bang Steuerung fu¨hrt, siehe Abschnitt 2.4.
Andererseits versucht man, die zugefu¨hrte Energie zu minimieren. Dieser Ansatz lie-
fert ein Problem mit regula¨rer Hamilton–Funktion und stetiger optimaler Steuerung.
Die Trajektorien der optimalen Lo¨sung wurden in einem Testlabor des Institut fu¨r
Prozess– und Produktionsleittechnik an der TU Clausthal unter realen Bedingungen
validiert.
Das na¨chste Anwendungsmodell entstammt dem Gebiet der Werkzeugmaschinen, bei
welchen die Vibrationsda¨mpfung von beteiligten Systemkomponenten von Bedeu-
tung ist. Diese Zielsetzung la¨sst sich einerseits durch reine Zustandsbeschra¨nkungen
realisieren und andererseits durch die Minimierung eines sogenannten Penalty–Funk-
tionals, das große Schwingungen in den entsprechenden Variablen bestraft.
Das letzte Modell entstammt dem Gebiet der Kernspinresonanz–Spektroskopie. Ba-
sierend auf der zeitabha¨ngigen Schro¨dinger–Gleichung wird ein optimaler Steuer-
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prozess vorgestellt, mit Hilfe dessen die zeitoptimale U¨berfu¨hrung eines gekoppelten
Spin–Systems in einen gewu¨nschten Zielzustand bestimmt wird.
6.1. Optimale Steuerung eines einachsigen
Roboterarms
In diesem Abschnitt wird ein relativ einfaches Anwendungsmodell untersucht, bei
welchem ein optimaler Wechsel zwischen zwei gegebenen Dynamiken zu einem un-
bekannten Zeitpunkt t1 ∈ [0, T ] gesucht wird. t1 wird daher bei der Optimie-
rung als zusa¨tzliche Optimierungsvariable aufgefasst. Dieser Modelltyp ist typisch
fu¨r viele Anwendungsgebiete wie beispielsweise der mehrstufigen Raketensteuerung
([HAGUE 1965]) oder der Investmentplanung ([TOMIYAMA 1985]). Die geringe
Komplexita¨t dieses Modells erlaubt eine detaillierte Auswertung des erweiterten
Minimumprinzips und einen anschließenden Vergleich dieser Informationen mit den
numerischen Resultaten.
Das Problem besteht darin, einen Roboterarm der Masse m1 mit einer einzigen
translatorischen Achse so zu steuern, dass er in minimaler Zeit aus der Ruhelage
heraus eine Last der Masse m2 von einem Startpunkt a ∈ R zu einem vorgegebe-
nem Ziel b ∈ R befo¨rdert und anschließend zum Ausgangspunkt zuru¨ckkehrt. Die
Bilder 6.1(a) und 6.1(b) zeigen einen typischen Roboterarm. Allerdings werden fu¨r
das Optimierungsproblem die dort abgebildeten Rotationsachsen vernachla¨ssigt und
die Diskussion auf eine lineare Translationsachse beschra¨nkt. Mehrachsige Roboter-
arme ko¨nnen in a¨hnlicher Weise mathematisch modelliert werden. Der Zustand des
Roboterarms zum Zeitpunkt t ∈ [0, T ] ist gegeben durch die beiden Variablen
• x1(t): Position des Roboterarms,
• x2(t): Geschwindigkeit des Roboterarms,
die zu einem Vektor x(t) = (x1(t), x2(t))
T zusammengefasst werden. Die Endzeit T
sei frei. Als skalare Steuerung u(t) betrachtet man die Beschleunigungskraft, welche
auf den Roboterarm einwirkt. Diese Kraft ist beschra¨nkt durch den Steuerbereich
U = [−umax, umax]. Die Randbedingungen fu¨r den Zustand lauten
x1(0) = x2(0) = x1(T ) = x2(T ) = 0. (6.1)
Des Weiteren sei t1 ∈ [0, T ] der unbekannte Zeitpunkt, zu welchem der Roboterarm
die Last am Ziel b ablegt. Die Position x1(t) ist natu¨rlich stetig in allen Punkten,
was insbesondere die Innere–Punkt–Bedingung
x1(t
−
1 ) = x1(t
+
1 ) = b (6.2)
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(a) Industrieller Greifarm, Fa. Ro¨hm GmbH (b) Roboterarm als Modellbausatz
Abb. 6.1.: Typischer Modellaufbau eines Roboterarms
liefert. Der Impulserhaltungssatz aus der Physik besagt, dass der Gesamtimpuls in
einem abgeschlossenem System konstant ist. Fu¨r das Modell bedeutet dies, dass der
Impuls vor dem Ablegen der Last dem Impuls nach dem Ablegen entspricht. Dies
liefert fu¨r den Punkt t1 die zusa¨tzliche Bedingung (m1 +m2) · x2(t
−
1 ) = m1 · x2(t
+
1 )
oder umgeformt
x2(t
+
1 ) =
m1 +m2
m1
x2(t
−
1 ). (6.3)
Es ist also ein Sprung in der Zustandsvariablen x2 zum Zeitpunkt t1 mo¨glich. Die
Dynamik ist durch die Bewegungsgleichung gegeben und lautet
x˙1(t) = x2(t), (6.4)
x˙2(t) =

1
m1+m2
u(t) fu¨r 0 ≤ t < t1,
1
m1
u(t) fu¨r t1 ≤ t ≤ T.
(6.5)
Schließlich soll aus physikalischen Gru¨nden die maximale Geschwindigkeit des Ro-
boterarms beschra¨nkt werden. Dies fu¨hrt auf eine reine Zustandsbeschra¨nkung der
Gestalt |x2(t)| ≤ c mit einem c > 0. In der u¨blichen Standardform S(x(t)) ≤ 0
lautet diese Beschra¨nkung
S1(x(t)) = x2(t)− c ≤ 0 und S2(x(t)) = −x2(t)− c ≤ 0, t ∈ [0, T ].
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Der Einfachheit halber seien die Masse des Roboterarms m1 und die Masse der
Transportlast m2 normiert, d.h., es gelte m1 = m2 = 1. Als Startpunkt wa¨hle man
a = 0 und als Zielpunkt b = 6. Die betragsmaximale Geschwindigkeit liege bei c = 2.
Der optimale Multiprozess zur Minimierung der Prozessdauer lautet dann
Minimiere F (x, u) = T
unter x˙1(t) = x2(t),
x˙2(t) =

1
2
u(t), fu¨r 0 ≤ t < t1,
u(t), fu¨r t1 ≤ t ≤ T,
x1(0) = x2(0) = x1(T ) = x2(T ) = 0,
x1(t
−
1 ) = x1(t
+
1 ) = 6, x2(t
+
1 ) = 2 · x2(t
−
1 ),
| x2(t) | ≤ 2, fu¨r t ∈ [0, T ],
| u(t) | ≤ 1, fu¨r t ∈ [0, T ].
(6.6)
Zur numerischen Lo¨sung dieses Problems wurde der Multiprozess (6.6) nach dem
Prinzip der vollen Diskretisierung mittels Heun–Verfahren und N = 10000 Gitter-
punkten auf ein hochdimensionales nichtlineares Optimierungsproblem u¨bertragen,
siehe Kapitel 5.2.1. Dieses wurde in AMPL implementiert und durch den Innere–
Punkte–Solver Ipopt gelo¨st, vergleiche [FOURER 2003] bzw. [WA¨CHTER 2006].
Die optimalen Zustandstrajektorien, die optimale Steuerung sowie die adjungierten
Funktionen λ1 und λ2 und die Multiplikator–Funktionen µ1 und µ2 sind in Abbildung
6.2 dargestellt. Es gilt x2(t) ≡ −c entlang eines Randstu¨cks [t2, t3], siehe Abbildung
6.2(b). Der optimale Schaltpunkt t1, die Eintritts– und Austrittspunkte t2 und t3
des Randstu¨cks und die optimale Endzeit T lauten
t1 = 6.329019, t2 = 8.928204, t3 = 9.931532, T = 11.92321. (6.7)
Fu¨r das Problem (6.6) sind notwendige Optimalita¨tsbedingungen gegeben durch
das Minimumprinzip fu¨r zustandsbeschra¨nkte Multiprozesse gema¨ß Satz 4.6. Zur
Auswertung dieser Bedingungen beno¨tigt man fu¨r die beiden Teilintervalle [0, t1]
und [t1, T ] die jeweiligen Hamilton–Funktionen H
(1) und H(2) mit λ0 = 1:
H(1)(x, λ, µ, u) = 1 + λ1x2 +
1
2
λ2u+ µ1(x2 − c) + µ2(−x2 − c),
H(2)(x, λ, µ, u) = 1 + λ1x2 + λ2u+ µ1(x2 − c) + µ2(−x2 − c),
mit λ = (λ1, λ2) ∈ R
2 und µ = (µ1, µ2) ∈ R
2. Daraus ergibt sich die Schaltfunktion
σ(t) =
{
H
(1)
u [t] = 12 λ2(t) fu¨r 0 < t < t1,
H
(2)
u [t] = λ2(t) fu¨r t1 < t < T.
(6.8)
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Die adjungierten Funktionen λ1(t) und λ2(t) erfu¨llen die Differentialgleichungen
λ˙1 = −H
(j)
x1
[t] = 0,
λ˙2 = −H
(j)
x2
[t] = −λ1 − µ1 + µ2,
fu¨r t ∈ [tj−1, tj], j = 1, 2. Fu¨r die Auswertung der Transversalita¨tsbedingungen ist
zu beachten, dass wegen der Randbedingungen x2(0) = x2(T ) = 0 die Zustandsbe-
schra¨nkungen S1 und S2 im Anfangs– und Endzeitpunkt nicht aktiv sein ko¨nnen.
Allerdings liefern die Transversalita¨tsbedingungen keine Randbedingungen fu¨r λ1
und λ2, da neben x2 auch die Zustandsvariable x1 gema¨ß (6.6) fest vorgegebene
Randwerte besitzt.
Zu der Auswertung der Sprungbedingung fu¨r die adjungierte Funktion λ im Punkt
t1 schreibe man die Innere–Punkte–Bedingung gema¨ß der Notation aus Kapitel 4 als
ϕ(1)(x(t+1 ), x(t
−
1 )) =
 x1(t
+
1 )− 6
x1(t
+
1 )− x1(t
−
1 )
x2(t
+
1 )− 2x2(t
−
1 )
 ,
wobei man ϕ(1) : R2 × R2 → R3 als Funktion in den Variablen (x
(2)
a , x
(1)
e ) auffasst.
Die numerischen Resultate zeigen, dass die Zustandsbeschra¨nkung in t1 nicht aktiv
ist. Daher gilt γ
(1)
a = γ
(2)
a = 0, d.h., in der Sprungbedingung (4.28) verschwinden die
zur Zustandsbeschra¨nkung geho¨renden Terme. Mit dem zugeho¨rigen Multiplikator
ρ(1) = (ρ
(1)
1 , ρ
(1)
2 , ρ
(1)
3 ) ∈ R
3 erha¨lt man damit
λ1(t
+
1 ) = λ1(t
−
1 )− ρ
(1)
(
∂
∂ x
(2)
a,1
ϕ(1)(x(t+1 ), x(t
−
1 )) +
∂
∂ x
(1)
e,1
ϕ(1)(x(t+1 ), x(t
−
1 ))
)
= λ1(t
−
1 )− ρ
(1)
(
(1, 1, 0)T + (0,−1, 0)T
)
= λ1(t
−
1 )− ρ
(1)
1 ,
λ2(t
+
1 ) = λ2(t
−
1 )− ρ
(1)
(
∂
∂ x
(2)
a,2
ϕ(1)(x(t+1 ), x(t
−
1 )) +
∂
∂ x
(1)
e,2
ϕ(1)(x(t+1 ), x(t
−
1 ))
)
= λ2(t
−
1 )− ρ
(1)
(
(0, 0, 1)T + (0, 0,−2)T
)
= λ1(t
−
1 ) + ρ
(1)
3 .
Das Minimumprinzip sieht somit Spru¨nge von beiden Adjungierten im Punkt t1
vor. Diese Bedingungen werden von den numerischen Ergebnissen besta¨tigt, siehe
Abbildung 6.2(c) und 6.2(d).
Auch im Eintritts– und Austrittspunkt des Randstu¨cks [t2, t3] ko¨nnen Unstetigkeiten
vorliegen. Da die Zustandsbeschra¨nkung jedoch nur von der Zustandsvariablen x2
abha¨ngt, betrifft die Sprungbedingung (4.30) auch nur λ2, d.h. es gilt
λ2(τ
+) = λ2(τ
−)− ν(τ)Sx2(x(τ)),
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Abb. 6.2.: Zeitoptimale Steuerung des Roboterarms (Problem (6.6)).
mit einem Multiplikator ν(τ) ∈ R2 ≥ 0 und τ ∈ {t2, t3}. Die Zustandsbeschra¨nkun-
gen S1 und S2 sind auf beiden Teilintervallen [0, t1] und [t1, T ] von der Ordnung
p = 1, da u bereits in der jeweils ersten zeitlichen Ableitung explizit auftritt:
d
dt
S1(x) =
1
2
u, d
dt
S2(x) = −
1
2
u, fu¨r t ∈ [0, t1],
d
dt
S1(x) = u,
d
dt
S2(x) = −u, fu¨r t ∈ [t1, T ].
Fu¨r das Randstu¨ck [t2, t3] ⊂ [t1, T ] mit S2(x(t)) = 0 ergibt sich daraus die Rand-
steuerung
urand(t) = 0, fu¨r t ∈ [t2, t3].
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Daher gilt urand(t) ∈ int(U) und somit σ(t) = λ2(t) = 0 fu¨r t ∈ [t2, t3]. Insgesamt
gilt die Steuervorschrift
u(t) =

1, fu¨r λ2(t) < 0,
0, fu¨r λ2(t) = 0,
−1, fu¨r λ2(t) > 0.
(6.9)
Diese Beziehung wird durch die numerischen Ergebnisse besta¨tigt, vergleiche Abbil-
dung 6.2(d) und 6.2(f). Mit λ˙(t) = 0 erha¨lt man schließlich
µ1(t) = −λ1(t) und µ2(t) = λ1(t) (6.10)
fu¨r t ∈ [t2, t3], siehe dazu die Abbildung 6.2(c) und 6.2(e).
6.2. Optimale Steuerung eines Voice Coil–Motors
Die Mikrosystemtechnik (MEMS — micro electro mechanical systems) bescha¨ftigt
sich mit mikromechanischen Bauelementen und mikroelektronischen Schaltungen,
welche zu einem komplexen System kombiniert werden. Typischerweise entha¨lt ein
solches System verschiedene Aktoren und Sensoren. Als Aktoren werden dabei ha¨ufig
lineare Elektromotoren eingesetzt. Abbildung 6.3 zeigt den Modellaufbau eines linea-
ren Elektromotors Institut fu¨r Prozess– und Produktionsleittechnik der TU Claus-
thal. Ein wesentliches Einsatzgebietes dieses Aktors liegt im Bereich der Schallwand-
lertechnik als elektrodynamische Antriebseinheit in Lautsprechern. Daher bezeich-
net man ihn als Voice Coil–Motor. Die Aufgabe eines Voice Coil–Motors ist die
hochfrequente Umwandlung von elektrischen Impulsen in mechanische Schwingun-
gen, welche u¨ber die Lautsprechermembran akustische Schallwellen erzeugen. Wei-
tere Anwendungsmo¨glichkeiten sind durch die optische Industrie gegeben, wo diese
Antriebstechnik vor allem bei hochdynamischen Applikationen wie dem optischen
Scannen, Fokussieren oder Stabilisieren eingesetzt wird.
Die bisherigen Untersuchungen von Linearmotoren erfolgten hauptsa¨chlich auf der
Grundlage der Regelungstechnik und nicht mit Hilfe der Theorie optimaler Steuer-
prozesse. Hierbei werden Simulationswerkzeuge wie MATLAB R©/Simulink R© einge-
setzt. Abbildung 6.4 zeigt exemplarisch ein Blockschaltbild zur Simulation des Voice
Coil–Motors am Institut fu¨r Prozess– und Produktionsleittechnik der TU Clausthal.
In industriellen Anwendungen wird die Position dieses Motors normalerweise kas-
kadiert geregelt mit unterlagertem Geschwindigkeits– und u¨berlagertem Positions-
regelkreis. Diese beiden Regelkreise sind im linken Teil des Bildes dargestellt. Die
Sollwerte fu¨r die Positionsregelung werden von einer numerischen Steuerung (NC —
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Numerical Control) generiert. Im mittleren Teil ist eine Repra¨sentation des elektri-
schen Stromkreislaufs als Blockschaltbild und im rechten Teil sind die Sensoren zur
aktuellen Positionsbestimmung dargestellt. Die Abbildungen 6.5(a) und 6.5(b) zei-
gen die Ergebnisse des geregelten Voice Coil–Motors auf sprung– und rampenfo¨rmige
Sollwerte. Daraus wird deutlich, dass die Untersuchung von Linearmotoren mittels
Methoden der Regelungstechnik mit einigen Schwierigkeiten verbunden ist.
1. Die Pra¨zision bei der Positionierung von beteiligten Systemkomponenten ist
eingeschra¨nkt.
2. Ha¨ufig treten durch die sogenannten closed loop–Steuerungen der Regelungs-
technik unerwu¨nschte Vibrationen und U¨berschwingungen von einzelnen Kom-
ponenten auf, vergleiche Abbildung 6.5(b). Es bedarf sehr
”
weicher“ Sollwerte,
wie z.B. einer beschleunigungsbegrenzten Positionsrampe mit kleiner Steigung,
um U¨berschwingen und Vibrationen der Last wirkungsvoll zu vermeiden.
3. Es ist nicht mo¨glich, einen Prozess zeitoptimal zu steuern.
Die Anwendung von Zustandsreglern in Verbindung mit sogenannten Vorsteuer–
Filtern kann zwar die Da¨mpfung verbessern, jedoch bleiben bei entsprechend rauen
Sollwerten immer sto¨rende Vibrationen zuru¨ck. Das Ziel besteht nun darin, durch
Abb. 6.3.: Modellaufbau eines Voice Coil–Motors zur Simulation u¨ber MATLAB
und Simulink (Institut fu¨r Prozess– und Produktionsleittechnik, TU
Clausthal)
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Abb. 6.4.: MATLAB R©/Simulink R© – Blockschaltbild,
(Institut fu¨r Prozess– und Produktionsleittechnik, TU Clausthal)
(a) Position des Schlittens (b) Position der Last
Abb. 6.5.: Reales Beschleunigungs– und Bremsverhalten durch Vorgabe von Soll-
wert–Kurve fu¨r die Position des Schlittens.
die Herleitung eines dynamischen Modells und die numerische Lo¨sung eines darauf
aufbauenenden Steuerprozesses, diese Nachteile zu eliminieren. Zuna¨chst werden im
folgenden Abschnitt die Modellierung dieses Bauteils beschreiben, ein kleiner Ein-
blick in die physikalischen Abla¨ufe der beteiligten Komponenten gegeben und das
Zusammenspiel dieser Einzelkomponenten im Hinblick auf die Dynamik des optima-
len Steuerprozesses erla¨utern.
6.2.1. Modellbeschreibung
Der Voice Coil–Motor besteht im Wesentlichen aus einer beweglichen Spule, die von
einem Permanentmagneten umgeben ist. Durch Anlegen einer Spannung U an den
Enden des Wicklungsdrahtes entsteht nach den Gesetzen der elektromagnetischen
Induktion ein Magnetfeld, welches mit dem Feld des Permanentmagneten in Wech-
selwirkung tritt und die Spule mitsamt der an ihr befestigten Membraneinheit des
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Lautsprechers in Bewegung versetzt. Die Membran erzeugt dadurch Schallwellen,
welche der Mensch akustisch wahrnehmen kann, sofern die Frequenz dieser Wellen
in einem ho¨rbaren Bereich liegen.
Wie bereits in den einfu¨hrenden Worten erwa¨hnt, basieren diese Arbeiten auf einem
Laboraufbau des Voice Coil–Motors am Institut fu¨r Prozess– und Produktionsleit-
technik der TU Clausthal. Abbildung 6.3 zeigt diesen Modellaufbau. Es lassen sich
sa¨mtliche beteiligte Einzelkomponenten erkennen. Die Spule befindet sich in dem
Wirkungsfeld eines Permanentmagneten und ist mit einem beweglichen Schlitten
verbunden, dessen Bahn durch eine lineare Fu¨hrung gegeben ist. Man fasst Spule
und Schlitten zu einer Masse m1 zusammen. Außerdem ist an dem Schlitten eine
Last der Masse m2 mittels einer beweglichen Feder angekoppelt. Wird an den En-
den des Wicklungsdrahtes der Spule eine Spannung U angelegt, so erzeugt diese
Spule ein magnetisches Feld, welches mit dem Magnetfeld des Permanentmagne-
ten in Wechselwirkung tritt und auf den Schlitten eine Beschleunigungkraft ausu¨bt.
Der Bewegungsrichtung entgegengesetzt wirkt die Reibungskraft FR der Fu¨hrung.
Sa¨mtliche Modellparameter sind in der Tabelle 6.1 aufgefu¨hrt. Eine Messvorrichtung
dient der exakten Bestimmung der Position x1(t) des Schlittens. Der Zustand des
betrachteten Systems la¨sst sich zu jedem Zeitpunkt t ∈ [0, T ] durch die folgenden
fu¨nf Komponenten beschreiben:
• x1(t): Position des Schlittens,
• v1(t): Geschwindigkeit des Schlittens,
• x2(t): Position der elastisch angekoppelten Last,
• v2(t): Geschwindigkeit der elastisch angekoppelten Last,
• I(t): Stromsta¨rke.
Man fasst diese Komponenten zum Zustandsvektor x = (x1, v1, x2, v2, I)
T ∈ R5
zusammen. Zu beachten ist hierbei, dass die u¨bliche Bezeichnungsweise xi fu¨r die
i–te Zustandskomponente zu vermeiden ist, um Komplikationen bei der Notation
aus dem Weg zu gehen, da die Variablen x1 und x2 fu¨r die Ortskoordinaten des
Schlittens bzw. der angekoppelten Last verwendet werden. Die fu¨nf Zustandskom-
ponenten entsprechen den fu¨nf Energietra¨ger des Systems. Die Ortsvariablen x1(t)
und x2(t) stellen jeweils potentielle Energien dar, wa¨hrend die Geschwindigkeiten
v1(t) und v2(t) Energien in kinetischer Form repra¨sentieren. Schließlich la¨sst sich
durch die Stromsta¨rke I(t) nach den Gesetzen der elektromagnetischen Indukti-
on auf eine magnetische Energie schließen. Im Folgenden wird die Systemdynamik
x˙(t) = f(x(t), u(t)) komponentenweise hergeleitet. Die Geschwindigkeit vi(t) eines
Objektes ist die zeitliche Ableitung des Weges xi(t) zum Zeitpunkt t, was auf die
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beiden einfachen Differentialgleichungen
x˙1(t) =
d
dt
x1(t) = v1(t), (6.11)
x˙2(t) =
d
dt
x2(t) = v2(t), (6.12)
fu¨hrt. Die zeitlichen Ableitungen der Geschwindigkeiten v1(t) bzw. v2(t) stellen die
Beschleunigungen des Schlittens bzw. der angekoppelten Last dar und setzen sich
aus verschiedenen Komponenten zusammen. Auf den Schlitten wirken die folgenden
drei Beschleunigungskra¨fte ein.
Die Lorenzkraft KF ·I(t) stellt die Motorkraft dar, wobei KF eine Motor–spezifische
Kraftkonstante KF ist, welche vor allem von der Magnetfeldsta¨rke des Permanent-
magneten und der Windungszahl der Spule abha¨ngt. Die Beschleunigungskraft des
Motors ist also proportional zur Stromsta¨rke I, mit welcher dieser bestromt wird.
Die zweite Kraft, die auf den Schlitten einwirkt, ist die Federkraft K · (x1(t)−x2(t)).
Das Hookesche Gesetz besagt, dass die ru¨cktreibende Kraft einer Feder proportio-
nal zur Auslenkung l ist. Der Proportionalita¨tsfaktor ist durch eine Federkonstante
K gegeben. Die Feder verbindet die Massen m1 und m2 und ist somit Ruhelage,
falls x1(t) = x2(t). Daher ist die Auslenkung l(t) der Feder durch die Differenz
x1(t)− x2(t) gegeben.
Schließlich wird noch die Coulombsche Reibungskraft beru¨cksichtigt. Reibung ent-
steht, wenn zwei sich beru¨hrende Ko¨rper relativ zueinander bewegt werden. Die
Coulombsche Reibungskraft wirkt der relativen Bewegungsrichtung entgegen. Da
der Schlitten sich durch die Fu¨hrung nur in einer Dimension fortbewegen kann,
ha¨ngt die Coulombsche Reibungskraft lediglich vom Vorzeichen der Geschwindig-
keit des Schlittens ab, d.h. man erha¨lt mit einer Reibungskonstanten FR die Kraft
DSPACE Sampling–Rate TS = 0.1ms
Masse von Spule und Schlitten m1 = 1.03 kg
Masse der elastisch angekoppelten Last m2 = 0.56 kg
Federkonstante K = 2.4 kN/m
Kraftkonstante des Motors KF = 12 N/A
Spannungskonstante des Motors KS = 12 Vs/m
Reibungskraft der Fu¨hrung FR = 2.1N
Ohm’scher Widerstand der Spule R = 2Ω
Induktivita¨t der Spule L = 2mH
Tab. 6.1.: Modellparameter des Voice Coil–Motors
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FR · sign(v1(t)). Hierbei ist
sign (v1) :=

+1, falls v1 > 0,
0, falls v1 = 0,
−1, falls v1 < 0.
(6.13)
Nach dem Superpositionsprinzip wirkt auf den Schlitten die folgende Gesamtkraft
F (t) = KF · I(t)−K · (x1(t)− x2(t))− FR · sign(v1(t)) (6.14)
ein. Die Beschleunigung des Schlittens ergibt sich dann durch das zweite Newtonsche
Axiom zu
v˙1(t) =
1
m1
F (t) =
1
m1
(KF · I(t)−K · (x1(t)− x2(t))− FR · sign(v1(t))). (6.15)
Durch die Signumfunktion auf der rechten Seite von (6.15) erha¨lt die Dynamik des
Systems einen Term, welcher unter Umsta¨nden fu¨r Unstetigkeitsstellen bzgl. der Zu-
standsvariablen v1 sorgt. Ob die Komponente v1 im Laufe des Steuerprozesses das
Vorzeichen wechselt, ha¨ngt von dem gewa¨hlten Zielfunktional und dem vorgegebe-
nen Steuerbereich U ab, siehe Abschnitt 6.2.2. Die Problematik einer unstetigen
Dynamik fu¨hrt zu der Verwendung von optimalen Multiprozessen. Gilt v1(t) ≥ 0 fu¨r
alle t ∈ [0, T ], so vereinfacht sich (6.15) zu
v˙1(t) =
1
m1
(KF · I(t)−K · (x1(t)− x2(t))− FR)). (6.15 a)
Insgesamt erha¨lt man ein lineares System mit konstanten Koeffizienten.
Auf die elastisch angekoppelte Lastm2 wirkt ausschließlich die FederkraftK ·(x1(t)−
x2(t)). Allerdings kehrt sich nun das Vorzeichen der Auslenkung um, so dass die
Federkraft die Masse m2 in die entgegengesetzte Richtung beschleunigt. Es ergibt
sich in Analogie zu obiger U¨berlegung
v˙2(t) =
d
dt
v2(t) =
K
m2
· (x1(t)− x2(t)). (6.16)
Zur Herleitung der Dynamik fu¨r die Stromsta¨rke I(t) werden nun die elektrischen
Vorga¨nge im Stromkreis gema¨ß Abbildung 6.7 erla¨utert. Eine wichtige Rolle spielt
die 2. Kirchhoffsche Regel, die sogenannte
”
Maschenregel“. Sie macht Aussagen u¨ber
die Energieerhaltung in einem geschlossenen elektrischen Stromkreis. Demnach ad-
dieren sich sa¨mtliche Teilspannungen eines Stromkreises zu Null, d.h. bei n Teil-
spannungen Uj , j = 1, . . . , n, eines elektrischen Gleichstromnetzes gilt die Formel∑n
j=1Uj = 0. Der physikalische Hintergrund dieses Gesetzes basiert auf der Tatsa-
che, dass sich in einem geschlossenen Stromkreis sa¨mtliche Potentialdifferenzen (=
Spannungen) gegenseitig ausgleichen. Der Stromkreis des Voice Coil–Modells entha¨lt
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vier relevante Teilspannungen. Zuna¨chst ist eine Speisespannung U0 no¨tig, die von
außen an den Stromkreis angelegt wird und mit welcher der Motor betrieben wird.
Die Spule besitzt einen elektrischen Widerstand der Gro¨ße R. Fließt ein Strom der
Sta¨rke I durch die Spule, so gilt nach dem Ohmschen Gesetz, dass an den Enden
des Wicklungsdrahtes eine Spannung U1 = R · I anliegt. Wenn sich die Spule rela-
tiv zu dem Wirkungsfeld des Permanentmagneten bewegt, wird außerdem durch die
elektromagnetische Induktion eine Spannung U2 = KS · v1 erzeugt. Der Proportio-
nalita¨tsfaktor KS ha¨ngt von dem konstanten Magnetfeld des Permanentmagneten
und der Wicklungszahl der Spule ab. Neben der durch den Permanentmagneten in-
duzierten Spannung tritt bei elektrischen Spulen stets auch eine weitere induzierte
Spannung aufgrund der sogenannten Selbstinduktion auf. Diese ist proportional zur
A¨nderung des Stromes und ihre Polarita¨t ist der Erregerspannung, also der fu¨r den
Stromfluß verantwortlichen Spannung, entgegengesetzt. Der Proportionalita¨tsfaktor
ist hierbei gegeben durch die Induktivita¨t der Spule L und ha¨ngt wiederum von
konstanten, Spulen–spezifischen Gro¨ßen ab. Demzufolge gilt fu¨r die von der Spule
selbstinduzierte Spannung U3 = L ·
d
dt
I. Wendet man nun die Kirchhoffsche Ma-
schenregel auf den Stromkreis aus Abbildung 6.7 an, so erha¨lt man mit U1, U2 und
U3 sowie unter Beachtung der unterschiedlichen Polarita¨ten der verschiedenen Span-
nungen
U0(t) = U1(t) + U2(t) + U3(t) = R · I(t) +KS · v1(t) + L ·
d
dt
I. (6.17)
Dies liefert die Dynamik fu¨r I:
I˙(t) =
d
dt
I =
1
L
(U0(t)−R · I(t)−KS · v1(t)) . (6.18)
Im Folgenden entfa¨llt der Index 0 bei der Speisespannung U0. Da die Spannung,
mit welcher der Motor betrieben wird, eine Einflussnahme auf das System (6.19)
Abb. 6.6.: Prinzipskizze des Voice
Coil–Motors, [ZIRN 2006]
Abb. 6.7.: Stromkreislauf der Spule,
[ZIRN 2006]
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ermo¨glicht, stellt sie die Steuerung dar, welche von nun an mit u bezeichnet wird.
Der Voice Coil–Motor wird mit Gleichstrom betrieben und fu¨r das Modell sei die
angelegte Spannung begrenzt durch
|u(t)| ≤ umax, 0 ≤ t ≤ T.
Der U¨bersicht halber sei an dieser Stelle die komplette Dynamik zusammengefasst.
x˙1(t) = v1(t),
v˙1(t) =
1
m1
(KF I(t)−K(x1(t)− x2(t))− FR sign(v1(t))) ,
x˙2(t) = v2(t), (6.19)
v˙2(t) =
K
m2
(x1(t)− x2(t)),
I˙(t) =
1
L
(u(t)− RI(t)−KS · v1(t)) .
Zu Beginn des Steuerprozesses befinden sich der Schlitten und die elastisch angekop-
pelte Last in Ruhelage auf dem Nullpunkt einer eindimensionalen Ortsskala. Zum
Endzeitpunkt T sollen sich Schlitten und Last im Punkte x1(T ) = x2(T ) = 0.01
befinden, wobei die Geschwindigkeit der beiden Komponenten wieder Null sein soll.
Des Weiteren fließe zu Beginn und am Ende des Prozesses kein Strom durch den
Kreislauf. Diese fu¨hrt zu folgenden Randbedingungen fu¨r den Zustand:
x1(0) = 0, v1(0) = 0, x2(0) = 0, v2(0) = 0, I(0) = 0,
x1(T ) = 0.01, v1(T ) = 0, x2(T ) = 0.01, v2(T ) = 0, I(T ) = 0.
(6.20)
Es sind also alle Zustandskomponenten im Anfangs– und Endzeitpunkt fest vorge-
geben. Da der Schlitten m1 eine positive Wegstrecke zuru¨ckzulegen hat, ist es nahe-
liegend, dass bei der optimalen Steuerung auch die Geschwindigkeit v1 u¨berwiegend
positiv sein wird. Falls sogar v1(t) ≥ 0 fu¨r alle t ∈ [0, T ] gilt, so ergibt sich ein
lineares System mit konstanten Koeffizienten
x˙ = A · x+B · u+ C, (6.21)
mit
A =

0 1 0 0 0
− K
m1
0 K
m1
0 KF
m1
0 0 0 1 0
K
m2
0 − K
m2
0 0
0 −KS
L
0 0 −R
L
 ,
B = (0, 0, 0, 0, 1/L)T , C = (0,−FR, 0, 0, 0)
T .
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Nimmt die Geschwindigkeit v1(t) im Laufe des Steuerprozesses negative Werte an,
so ergibt sich ein stu¨ckweise lineares System x˙ = A · x+B · u ± C.
Bei der Steuerung dieses Prozesses wurden zwei verschiedene Zielsetzungen verfolgt.
Zuna¨chst wurde die Endzeit T minimiert, in welcher der Schlitten samt elastisch
angekoppelter Last zum Zielpunkt x(T ) = (0.01, 0, 0.01, 0, 0)T ∈ R5 befo¨rdert wird
und die u¨brigen Nebenbedingungen aus (6.20) eingehalten werden. Es stellte sich
heraus, dass zur Minimierung der Endzeit ein hoher Energieaufwand in Form der
angelegten Spannung u notwendig ist. Wie sich im folgenden Abschnitt 6.2.2 zeigen
wird, liegt dies an der Linearita¨t des Steuerprozesses und der daraus resultierenden
bang–bang Struktur der optimalen Steuerung. Daher wurde zusa¨tzlich untersucht,
wie sich die Energiekosten verhalten, wenn zu einer bestimmten Steuerbeschra¨nkung
umax statt der freien eine feste Endzeit T gewa¨hlt wird, die geringfu¨gig oberhalb der
optimalen Endzeit Topt liegt, d.h. T = Topt + ε, ε > 0. Dies fu¨hrt auf das ener-
gieminimierende Zielfunktional F (x, u) =
∫ T
0
u(t)2dt. Die Wahl des Zielfunktionals
hat Folgen auf die Analyse und die Struktur der optimalen Steuerung. So fu¨hrt das
zeitoptimale Zielfunktional auf einen linearen Steuerprozess mit der typischen bang–
bang Struktur, wa¨hrend die Minimierung der Energie ein quadratisches Auftreten
der Steuerung u in der Hamilton–Funktion bewirkt und in den Bereich der Probleme
mit regula¨rer Hamilton–Funktion und stetiger Steuerung fa¨llt. Man sieht also, dass
sich das Modell des Voice Coil–Motors durch leichte Modifikationen des Steuerpro-
zesses dazu eignet, verschiedene Typen optimaler Steuerungen praktisch anwenden
zu ko¨nnen. Zusammenfassend la¨sst sich das Modell durch folgenden optimalen Steu-
erprozess beschreiben.
Minimiere F (x, u) = T (6.22 a)
bzw. F (x, u) =
∫ T
0
u(t)2dt, T fest (6.22 b)
unter x˙1(t) = v1(t),
v˙1(t) =
1
m1
(KF · I(t)−K · (x1(t)− x2(t))− FR · sign(v1(t))) ,
x˙2(t) = v2(t),
v˙2(t) =
1
m2
K · (x1(t)− x2(t)),
I˙(t) = 1
L
(u(t)−R · I(t)−KS · v1(t)) ,
x1(0) = 0, v1(0) = 0, x2(0) = 0, v2(0) = 0, I(0) = 0,
x1(T ) = 0.01, v1(T ) =0, x2(T ) = 0.01, v2(T ) =0, I(T ) = 0,
−umax ≤ u(t) ≤ umax, 0 ≤ t ≤ T.
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6.2.2. Die zeitoptimale Steuerung
In diesem Abschnitt wird der optimale Steuerprozess (6.22 a) mit zeitminimierendem
Zielfunktional betrachtet. Fu¨r das lineare System (6.21) la¨sst sich die 5×5 Kalman–
Matrix
D := (B, AB, A2B, A3B, A4B) (6.23)
mit dem CAS–Programm MAPLE, siehe [KOFLER 2004], ermitteln. Mit den Wer-
ten der Modellparameter gema¨ß Tabelle 6.1 besitzt diese Matrix vollen Rang 5.
Daher ist (6.21) vollsta¨ndig steuerbar auf Teilstu¨cken mit v1(t) > 0 oder v1(t) < 0.
In diesem skalaren Fall ist die vollsta¨ndige Steuerbarkeit a¨quivalent zur Norma-
lita¨t des Systems, was bedeutet, dass die optimale Steuerung u bang–bang ist. Die
numerischen Berechnungen ergaben, dass die optimale Steuerung fu¨r beliebige Steu-
erschranken umax aus dem physikalisch sinnvollen Bereich 1 ≤ umax ≤ 10 insgesamt
fu¨nf bang–bang Intervalle besitzt gema¨ß der Struktur
u(t) =

umax, fu¨r 0 ≤ t < t1
−umax, fu¨r t1 ≤ t < t2
umax, fu¨r t2 ≤ t < t3
−umax, fu¨r t3 ≤ t < t4
umax, fu¨r t4 ≤ t ≤ T

. (6.24)
Zur Erfu¨llung der fu¨nf Endbedingungen fu¨r den Zustand sind fu¨nf Freiheitsgrade
fu¨r die optimale Steuerung notwendig. Diese Freiheitsgrade entsprechen den vier
Schaltpunkten t1, . . . , t4 und der optimalen Endzeit T . Des Weiteren stellte sich
heraus, dass die Geschwindigkeit v1(t) des Schlittens — also das Argument der
Vorzeichen–Funktion in der Dynamik (6.19) — nur fu¨r Steuerschranken umax aus
einem gewissen Bereich
1.85476 =: u(1)max ≤ umax ≤ u
(2)
max := 2.38327 (6.25)
positiv u¨ber dem gesamten Intervall [0, T ] ist. Fu¨r Werte außerhalb dieses Bereichs
existiert ein Intervall [tv1, t
v
2] mit t1 ≤ t
v
1 ≤ t2 ≤ t
v
2 ≤ t3, so dass fu¨r v1(t) gilt
v1(t) =

≥ 0 fu¨r 0 ≤ t ≤ tv1,
< 0 fu¨r tv1 < t < t
v
2,
≥ 0 fu¨r tv2 ≤ t ≤ T.
(6.26)
Ein mo¨gliches Intervall [tk−1, tk] mit v1(tk) ≡ 0 widerspricht der intuitiven Vorstel-
lung einer zeitoptimalen Steuerung des Schlittens vom Start– zum Zielpunkt. Es
la¨sst sich jedoch auch wie folgt formal ausschließen.
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Angenommen es existiert ein solches Intervall [tk−1, tk] mit v1(t) ≡ 0, t ∈ [tk−1, tk].
Dann liefert die DGL (6.11) die Gleichung x1(t) ≡ xc ∈ R. Mit sign (v1(t)) = 0 fu¨r
t ∈ [tk−1, tk] und (6.15) ergibt sich die Beziehung KF I(t)−K(xc − x2(t)) = 0 bzw.
fu¨r die Ableitung unter Ausnutzung der Gleichungen (6.12) und (6.18) KF (±umax−
RI(t))+Kv2(t) = 0. Erneute Differenzierung und Ausnutzung von (6.16), (6.18) so-
wie K(xc−x2(t)) = KF I liefern die Gleichung
KFR
L2
(±umax−RI(t)) +
KFK
m2
I(t) = 0.
Somit ist I konstant auf [tk−1, tk] und daher gilt mit (6.18) I˙(t) = ±umax − RI =
0. Dies liefert dann I(t) = 0 fu¨r t ∈ [tk−1, tk], was jedoch im Widerspruch zu
±umax−RI(t) = 0 und umax > 0 steht. Somit kann es kein Teilstu¨ck [tj−1, tj ] geben
mit v1(t) = 0.
Notwendige Optimalita¨tsbedingungen
Notwendige Optimalita¨tsbedingungen fu¨r das Problem (6.22 a) sind gegeben durch
das Minimumprinzip fu¨r Multiprozesse, vergleiche Satz 4.6. Die abschnittweisen
Hamilton–Funktionen mit λ0 = 1 und einem Zeilenvektor λ = (λ1, . . . , λ5) ∈ R
5
lauten
H(1)(x, λ, u) = 1 + λ · (A · x+B · u+ C) , fu¨r v1(t) ≥ 0, (6.27)
H(2)(x, λ, u) = 1 + λ · (A · x+B · u− C) , fu¨r v1(t) ≤ 0. (6.28)
Daraus ergeben sich die adjungierten Differentialgleichungen
λ˙1 =
K
m1
λ2 −
K
m2
λ4, λ˙2 = −λ1 +
KS
L
λ5,
λ˙3 = −
K
m1
λ2 +
K
m2
λ4, λ˙4 = −λ3,
λ˙5 = −
KF
m1
λ2 +
R
L
λ5,
(6.29)
oder in kompakter Schreibweise λ˙ = −λ · A. Die adjungierten Differentialgleichun-
gen ha¨ngen nicht von der Reibungskonstanten FR ab, da der Term C· sign (v1)
stu¨ckweise konstant ist und beim Differenzieren der Hamilton–Funktionen H(1) bzw.
H(2) bezu¨glich x verschwindet. Die Transversalita¨tsbedingungen liefern keine Rand-
bedingungen fu¨r λ, weil der Anfangs– und Endzustand aller Zustandskomponenten
vorgegeben ist. Die Auswertung der Minimumbedingung fu¨hrt zur Vorschrift
σ(t) · u(t) = min
−umax≤u≤umax
σ(t) · u (6.30)
mit der Schaltfunktion
σ(t) = Hu [t] =
1
L
λ5(t). (6.31)
103
Kapitel 6: Anwendungsmodelle
Somit gilt fu¨r die optimale Steuerung u die Vorschrift
u(t) =
{
umax, falls λ5(t) < 0,
−umax, falls λ5(t) > 0.
(6.32)
Fu¨r Steuerschranken umax mit u
(1)
max ≤ umax ≤ u
(2)
max liegt ein optimaler Multiprozess
vom Typ (MP) vor. Die abschnittsweise verschiedenen Dynamiken sind durch den
Reibungsterm FR · sign(v1(t)) erkla¨rt. Der Vorzeichenwechsel in den Punkten t
v
1 und
tv2 liefert die zusa¨tzlichen Innere–Punkte–Bedingungen
v1(t
v
1) = 0 und v1(t
v
2) = 0. (6.33)
Gema¨ß der Sprungbedingung (4.28) bzw. der Folgerung 4.9 kann λ2 Spru¨nge in den
Punkten tv1 und t
v
2 besitzen. Die numerischen Berechnungen ergeben allerdings, dass
die Sprungparameter verschwinden und die Adjungierte λ2 stetig in t
v
1 und t
v
2 ist.
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Abb. 6.8.: umax = 2: Zeitoptimale Lo¨sung auf skaliertem Zeitintervall [0, 1].
Um die unterschiedlichen Strategien bei der Wahl der Steuerschranke umax gema¨ß
(6.25) zu illustrieren, werden im Folgenden die numerischen Ergebnisse fu¨r die Be-
schra¨nkungen umax = 2 und umax = 3 vorgestellt. Abbildung 6.8 zeigt die Zustand-
strajektorien, die Schaltfunktion σ und die Steuerung u der zeitoptimalen Lo¨sung fu¨r
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Abb. 6.9.: umax = 3: Zeitoptimale Lo¨sung auf skaliertem Zeitintervall [0, 1].
die Schranke umax = 2. Hierfu¨r wurde Problem (6.22 a) mittels Euler– oder Heun–
Verfahren diskretisiert und das hochdimensionale Optimierungsproblem in AMPL
implementiert und mit dem Solver IPOPT gelo¨st, siehe Kapitel 5.2.1. Man beachte,
dass die Geschwindigkeit v1(t) wa¨hrend der gesamten Prozessdauer positiv ist, siehe
Abbildung 6.8(b). Der Coulombsche Reibungsterm in der Dynamik bewirkt in die-
sem Fall keine Unstetigkeiten. Zur Bestimmung der exakten Schaltzeiten wurde die
arc parametrization–Methode in der Fortran–Routine NUDOCCCS implementiert,
vergleiche [MAURER 2005] und [BU¨SKENS 1996]. Dieser Ansatz liefert die Werte
t1 = 0.0741402, t2 = 0.0820268, t3 = 0.101444,
t4 = 0.110420, T = 0.111184.
(6.34)
Abbildung 6.8(d) stellt die Schaltfunktion σ und die Steuerung u in einem Bild dar,
wobei die Schaltfunktion zur besseren Veranschaulichung auf die Gro¨ßenordnung
des Steuerbereichs skaliert wurde. Die Anfangswerte fu¨r die Lo¨sung λ(t) ∈ R5 der
adjungierten Differentialgleichungen (6.29) lauten
λ(0) = (−4.82918, −0.100808, −4.09481, −0.057766, −0.001074).
(6.35)
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Mit diesen Werte la¨sst sich nachvollziehen, dass die Schaltfunktion σ = 1
L
λ5(t) das
Schaltgesetz (6.32) mit hoher Genauigkeit erfu¨llt, siehe Abbildung 6.8(d). Der Voll-
sta¨ndigkeit halber sind in Tabelle 6.2 fu¨r unterschiedliche Steuerbeschra¨nkungen
t1 t2 t3 t4 t5
ξ1 ξ2 ξ3 ξ4 ξ5Umax
||x1 − x2||∞ ||v1 − v2||∞
0.188708 0.199648 0.221527 0.227224 0.228136
0.188708 0.010940 0.021879 0.005697 0.0009121.0
0.000584 0.060390
0.108020 0.120790 0.142574 0.149635 0.150386
0.108020 0.012770 0.021784 0.007061 0.0007511.5
0.001012 0.110584
0.084099 0.093661 0.112559 0.119787 0.120540
0.084099 0.009562 0.018898 0.007228 0.0007531.854
0.001240 0.108887
0.073995 0.081749 0.102131 0.110107 0.110882
0.073995 0.007754 0.020382 0.007976 0.0007752.0
0.001609 0.132352
0.056952 0.064381 0.089439 0.098354 0.099146
0.056952 0.007429 0.025058 0.008915 0.0007922.33
0.002320 0.205657
0.041551 0.052336 0.078504 0.087698 0.088494
0.041551 0.010785 0.026168 0.009194 0.0007963.0
0.002979 0.337792
0.027053 0.041966 0.065347 0.074265 0.075014
0.027053 0.014913 0.023381 0.008918 0.0007495.0
0.004054 0.540601
0.017631 0.034265 0.053578 0.061614 0.062362
0.017631 0.016634 0.019313 0.008036 0.00074810.0
0.005700 0.868697
Tab. 6.2.: U¨bersicht der optimalen Schaltpunkte ti, Intervallla¨ngen ξi = ti − ti−1
und maximalen Positions– bzw. Geschwindigkeitsdifferenzen |x1(t)−x2(t)|
bzw. |v1(t)− v2(t)|
umax die mit AMPL/IPOPT berechneten optimalen Schaltpunkte t1, . . . , t4, die op-
timale Endzeit t5 := T , sowie die zugeho¨rigen Intervallla¨ngen ξi = ti − ti−1 der
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bang–bang Steuerung und die maximalen Absta¨nde der Position x1 des Schlittens
zur Position x2 der angekoppelten Last bzw. die Unterschiede der Geschwindigkei-
tenen v1 und v2 aufgefu¨hrt.
Schließlich ergibt sich, dass die 5× 5 Jacobi–Matrix der Endbedingungen bezu¨glich
der Schaltzeiten und der freien Endzeit regula¨r ist. Daher sind die hinreichenden Op-
timalita¨tsbedingungen erster Ordnung fu¨r diesen zeitoptimalen Steuerprozess erfu¨llt,
siehe [MAURER 2004] und [OSMOLOVSKII 2005].
Abbildung 6.9 zeigt die numerischen Resultate der zeitoptimalen Lo¨sung fu¨r die
Steuerbeschra¨nkung umax = 3. Fu¨r diese Beschra¨nkung gibt es nach (6.25) ein In-
tervall [t1v, t
2
v], so dass v1(t) < 0 fu¨r t
1
v < t < t
2
v gilt. Bei der Schaltpunktoptimierung
aus Kapitel 5.2.3 muss man diesen Aspekt beru¨cksichtigen, indem man t1v und t
2
v
als zusa¨tzliche Optimierungsvariablen einfu¨hrt. Die Ergebnisse bei diesem Ansatz
lauten
t1 = 0.0416854, t
v
1 = 0.0480052, t2 = 0.0525894,
tv2 = 0.0563559, t3 = 0.0786491, t4 = 0.0878590, T = 0.088618.
(6.36)
Der Startwert der adjungierten Variablen ergibt sich zu
λ(0) = (−4.40300, −0.065128, 1.34424, −0.005169, −0.00692).
Das Schaltgesetz (6.32) wird durch die numerischen Ergebnisse besta¨tigt, siehe Ab-
bildung 6.9(d).
SSC und Sensitivita¨tsanalyse
Mithilfe der Fortran–Routine NUDOCCCS kann man die Auswirkungen von Sto¨-
rungen einiger Systemparameter auf die optimale Lo¨sung untersuchen. Dies wird
an dieser Stelle fu¨r den zeitoptimalen Steuerprozess (6.22 a) mit umax = 3 durch-
gefu¨hrt. Bei der arc parametrization–Methode besteht die Optimierungsvariable aus
den 7 Intervallla¨ngen ξj = tj − tj−1, j = 1, . . . , 7. In der Dynamik wurde entlang
der bang–bang Stu¨cke die Steuerung auf den entsprechenden Wert ±umax gesetzt,
vergleiche Abschnitt 5.2.3. Es wurden nun beispielhaft als Sto¨rparameter die Gro¨ßen
m2 (Masse der angekoppelten Last) und R (Ohmscher Widerstand der Spule) mit
ihren nominellen Werten aus Tabelle 6.1 gewa¨hlt. Die Tabelle 6.3 fasst die optima-
len Intervallla¨ngen ξi und die Sensitivita¨tsableitungen nach den beiden Parametern
zusammen. NUDOCCCS u¨berpru¨ft fu¨r dieses 7–dimensionale Optimierungsproblem
ebenfalls die hinreichenden Optimalita¨tsbedingungen 2. Ordnung auf Basis von Satz
2.21. Dazu sind einige Anmerkungen zur U¨berpru¨fung der dort angegebenen Bedin-
gung
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(3.) vT Lzz(z
∗, ρ) v > 0 ∀ v ∈ Rs+1 \ {0} , Ψz(z
∗) v = 0
hilfreich:
i ξi dξi/dm2 dξi/dR
1 0.041685 0.008917 0.010355
2 0.0063199 −0.003495 0.001788
3 0.0045841 0.002253 −0.003302
4 0.0037666 0.007321 −0.002233
5 0.022931 0.001764 0.000936
6 0.0092098 0.001446 0.003410
7 0.00075901 0.2879e− 6 −0.000449
Tab. 6.3.: umax = 3 : Optimierte Intervallla¨ngen ξi = ti − ti−1 und ausgewa¨hlte
Sensitivita¨tsdifferentiale
1. Satz 2.21 bezieht sich auf den Optimierungsvektor z = (t1, . . . , ts, ts+1)
T be-
stehend aus den Schaltpunkten t1, . . . , ts und der freien Endzeit ts+1. Fu¨r die
Berechnungen mit NUDOCCCS wurde jedoch gema¨ß der arc parametrization–
Methode, vergleiche Kapitel 5.2.3, der Vektor z˜ = (ξ1, . . . , ξs, ξs+1)
T , ξi =
ti − ti−1, zugrunde gelegt. Man kann zeigen, dass Bedingung (3.) genau dann
erfu¨llt ist, wenn die auf das a¨quivalente Optimierungsproblem in der Variablen
z˜ u¨bertragene Bedingung
(III.) vT L˜z˜z˜(z˜
∗, ρ˜) v > 0 ∀ v ∈ Rs+1 \ {0} , Ψ˜z˜(z˜
∗) v = 0
erfu¨llt ist. Weitere Informationen hierzu findet man in [MAURER 2005].
2. Die Hesse–Matrix L˜z˜z˜(z˜
∗, ρ˜) muss also positiv definit auf dem Kern der r×(s+
1)–Matrix Ψ˜z˜(z˜
∗) sein. Bildet man aus s−r+1 Basisvektoren des Unterraumes
Kern (Ψ˜z˜(z˜
∗)) eine (s+1)×(s−r+1)–MatrixN , so ist die numerisch schwierig
nachzupru¨fende Bedingung (III.) a¨quivalent zu der Forderung
NT L˜z˜z˜(z˜
∗, ρ˜)N > 0 (positiv definit). (6.37)
NUDOCCCS u¨berpru¨ft die hinreichenden Bedingungen zweiter Ordnung, indem die
Positiv–Definitheit dieser projizierten Hesse–Matrix NT L˜z˜z˜(z˜
∗, ρ˜)N mittels Berech-
nung der Eigenwerte gezeigt wird. Sind alle Eigenwerte echt positiv, dann sind die
Bedingungen (6.37) und somit auch (3.) aus Satz 2.21 erfu¨llt.
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Fu¨r die berechneten bang–bang Steuerungen von dem zeitoptimalen Steuerprozess
(6.22 a) wird diese Forderung von NUDOCCCS besta¨tigt und die Optimalita¨t ist
somit sichergestellt.
Vergleich der numerischen Lo¨sung mit experimentellen Daten
Die numerisch berechnete Lo¨sung wurde im Testlabor des Instituts fu¨r Prozess–
und Produktionsleittechnik, TU Clausthal, angewendet, um einen Eindruck vom
Systemverhalten unter realen Bedingungen zu bekommen. Hierzu wurden gema¨ß
der DSPACE Sampling–Rate Ts = 0.1ms bei einer Prozessdauer von ungefa¨hr 0.1
Sekunden circa 1000 Werte der optimalen Lo¨sung benutzt. Sowohl fu¨r die Schranke
umax = 2 als auch fu¨r den Wert umax = 3, bei welchem die Zustandskomponen-
te v1(t) einen Vorzeichenwechsel besitzt und daher Unstetigkeiten in der Dynamik
auftreten, ergibt sich eine sehr gute U¨bereinstimmung der vorgegebenen optimalen
Lo¨sung mit dem simulierten Ergebnis mit 1000 Kontrollpunkten und dem experimen-
tellen Verlauf, siehe Abbildung 6.10 und 6.11. Die kleinen Abweichungen zwischen
den vorgegebenen und den gemessenen Daten resultieren aus Ungenauigkeiten der
auftretenden Reibungskraft und Rauscheffekten der analogen Vorrichtung zur Posi-
tionsbestimmung des Schlittens.
Einfu¨hrung von Zustandsbeschra¨nkungen
Fu¨r zunehmende Werte von umax wa¨chst auch die im Laufe des Steuerprozesses er-
reichte maximale Entfernung des Schlittens von der Spule, vergleiche Tabelle 6.2.
Ebenso werden die maximalen Unterschiede bei den Geschwindigkeiten v1(t)− v2(t)
gro¨ßer, weil durch gro¨ßere Spannungen sta¨rkere Beschleunigungen erzeugt werden
ko¨nnen, die sich u¨ber die Spule zuna¨chst nur auf den Schlitten und erst mit Verzo¨ge-
rung u¨ber die Feder auf die angekoppelte Last auswirken. Die physikalischen Gege-
benheiten des Modells fordern jedoch eine Einschra¨nkung der maximalen Auslen-
kung der Feder. Daher ist es sinnvoll, den Steuerprozess (6.22 a) dahingehend zu
erweitern, dass diese Beschra¨nkung der Auslenkung beru¨cksichtigt wird. Dies fu¨hrt
auf die Verwendung von reinen Zustandsbeschra¨nkungen.
Das Ziel einer Beschra¨nkung des Abstands vom Schlitten zur Last la¨sst sich direkt
u¨ber eine Zustandsbeschra¨nkung |x1(t)− x2(t)| ≤ cx, 0 ≤ t ≤ T mit cx > 0 realisie-
ren. Allerdings hat sich durch Berechnungen gezeigt, dass sich die Auslenkung der
Feder auch indirekt u¨ber die Beschra¨nkung |v1(t) − v2(t)| ≤ cv, cv > 0 verringern
la¨sst:
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S1(x(t)) := v1(t)− v2(t)− cv ≤ 0,
S2(x(t)) := −v1(t) + v2(t) + cv ≤ 0.
(6.38)
(a) Positionen x1(t) und x2(t) (b) Stromsta¨rke I(t)
Abb. 6.10.: umax = 2: Vergleich der vorgegebenen (durchgezogene Linie), si-
mulierten (gepunktete Linie) und experimentell ermittelten Lo¨sung
(Strichpunktlinie).
(a) Positionen x1(t) und x2(t) (b) Stromsta¨rke I(t)
Abb. 6.11.: umax = 3: Vergleich der vorgegebenen (durchgezogene Linie), si-
mulierten (gepunktete Linie) und experimentell ermittelten Lo¨sung
(Strichpunktlinie).
Tabelle 6.2 la¨sst sich entnehmen, dass fu¨r die zeitoptimale Steuerung mit umax = 3
die maximale Geschwindigkeitsdifferenz bei ||v1−v2||∞ = 0.337792 liegt. Fu¨r die Zu-
standsbeschra¨nkung (6.38) sei die restriktive Schranke cv = 0.1 gegeben. Bei dieser
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Beschra¨nkung werden sowohl S1 als auch S2 aktiv und man erha¨lt daher Randstu¨cke
fu¨r beide Restriktionen, siehe Abbildung 6.12(a). Die Struktur der optimalen Steue-
rung u gestaltet sich allerdings durch das Auftreten von Randsteuerungen u
(1)
rand (fu¨r
S1 = 0) und u
(2)
rand (fu¨r S2 = 0) komplizierter als im Falle der einfachen bang–bang
Steuerung (6.24):
u(t) =

umax, fu¨r 0 ≤ t < t1
−umax, fu¨r t1 ≤ t < t2
u
(1)
rand, fu¨r t2 ≤ t < t3
umax, fu¨r t3 ≤ t < t4
−umax, fu¨r t4 ≤ t < t5
umax, fu¨r t5 ≤ t < t6
u
(2)
rand, fu¨r t6 ≤ t < t7
umax, fu¨r t7 ≤ t < t8
−umax, fu¨r t8 ≤ t < t9
u
(1)
rand, fu¨r t9 ≤ t < t10
−umax, fu¨r t10 ≤ t < t11
umax, fu¨r t11 ≤ t ≤ T
(6.39)
Der Preis fu¨r die Einhaltung der Zustandsbeschra¨nkung |v1(t) − v2(t)| ≤ 0.1 ist
natu¨rlich eine deutlich ho¨here optimale Endzeit T = 0.098725. Im Gegensatz zur
unbeschra¨nkten Steuerung mit einer Endzeit von T = 0.088494 entspricht dies einem
Zuwachs von etwa 11.56%. Wa¨hlt man weniger restriktive Werte fu¨r cv, so na¨hert
sich die Endzeit der optimalen Zeit aus der unbeschra¨nkten Lo¨sung an.
Fu¨r die Randsteuerungen u
(1)
rand und u
(2)
rand lassen sich explizite feedback–Ausdru¨cke
herleiten. Dazu bestimme man zuna¨chst die Ordnung p der Zustandsbeschra¨nkung
(6.38). Wegen der Symmetrieeigenschaften des Zustandsbeschra¨nkung genu¨gt es, nur
die Komponente S1 zu behandeln.
S01 = S1 = v1 − v2 − cv,
S11 =
d
dt
S01 = v˙1 − v˙2 =
1
m1
KF I −
m1 +m2
m1m2
k (x1 − x2),
S21 = −
RKF
Lm1
I −
(
KS KF
Lm1
+
m1 +m2
m1m2
k
)
v1 +
m1 +m2
m1m2
k v2︸ ︷︷ ︸
=: α(x)
+
KF
Lm1︸ ︷︷ ︸
=: β(x)
u.
Also gilt entlang der Randstu¨cke mit S1(x) = 0
d
du
Sk1 = 0 fu¨r k = 0, 1 und
d
du
S21 = β(x) =
KF
Lm1
6= 0.
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Abb. 6.12.: umax = 3, |v1− v2| ≤ 0.1: Zeitoptimale Lo¨sung auf normalisiertem Inter-
vall [0, 1] unter reinen Zustandsbeschra¨nkungen |v1(t)− v2(t)| ≤ 0.1.
Somit ist die Zustandsbeschra¨nkung von der Ordnung p = 2 und die Regulari-
ta¨tsbedingung 3.6 erfu¨llt. Die Randsteuerung u
(1)
rand erha¨lt man durch Auflo¨sen der
Gleichung S21(x, u) = 0 nach u:
u
(1)
rand(t) = −
α(x(t))
β(x(t))
. (6.40)
Wegen S21 = −S
2
2 folgt u
(2)
rand(t) = −
α(x(t))
β(x(t))
. Setzt man diese feedback–Ausdru¨cke in
die Struktur der optimalen Steuerung (6.39) ein, so ließe sich mit den Prinzipien der
arc parametrization–Methode ein endlich–dimensionales Optimierungsproblem auf-
stellen und mit NUDOCCCS eine hochgenaue Schaltpunktoptimierung durchfu¨hren.
Die notwendigen Optimalita¨tsbedingungen sind gegeben durch das erweiterte Pon-
tryaginsche Minimumprinzip 3.17. Die erweiterte Hamilton–Funktion erha¨lt man,
indem man an die Hamilton–Funktion u¨ber einen Multiplikator µ ∈ R2 die Zu-
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standsbeschra¨nkung ankoppelt:
H˜(x, λ, µ, u) = H(x, λ, u) + µ · S(x)
Aus den numerischen Ergebnissen erha¨lt man die Erkenntnis, dass die Voraussetzung
urand
(k)(t) ∈ int(U), k = 1, 2, auf allen Randstu¨cken erfu¨llt ist, siehe Abbildung
6.12(d). Daher gilt auf Randstu¨cken Hu [t] = 0 und somit λ5(t) = 0, was ebenfalls
durch Abbildung 6.12(d) zum Ausdruck kommt. Dies entspricht dem in Abschnitt
3.6.1 beschriebenen formalen Zusammenhang zwischen singula¨ren Steuerungen und
Randsteuerungen. Die Minimumbedingung
H˜(x(t), λ(t), µ(t), u(t)) = min
u∈U
H˜(x(t), λ(t), µ(t), u)
liefert auf den inneren Teilstu¨cken formal das Schaltgesetz (6.32).
Die Zustandsbeschra¨nkungen S1(x) und S2(x) ko¨nnen offensichtlich nicht gleichzeitig
aktiv sein. Auf den zwei Randstu¨cken [t2, t3] und [t9, t10] gilt S2(x(t)) < 0 und daher
µ2 = 0. Die adjungierte Differentialgleichung
λ˙(t) = −H˜x [t] = −Hx [t]− µ(t)Sx(x(t))
erha¨lt durch die Ankoppelung der Zustandsbeschra¨nkung lediglich A¨nderungen ge-
genu¨ber dem unbeschra¨nkten Fall in den Komponenten
λ˙2 = −H˜v1 [t] = −λ1 +
KS
L
λ5 − µ1, (6.41)
λ˙4 = −H˜v2 [t] = −λ3 + µ1, (6.42)
da S nur von den Zusta¨nden v1 und v2 abha¨ngt. Entlang der Randstu¨cke gilt λ˙5(t) =
−KF
m1
λ2+
R
L
λ5 = 0 und daher auch λ2(t) = 0. Schließlich erha¨lt man wegen λ˙2(t) = 0
aus Gleichung (6.41) die Beziehung
µ1(t) = −λ1(t), fu¨r t ∈ [t2, t3] ∪ [t9, t10] . (6.43)
Analog hierzu la¨sst sich fu¨r das Randstu¨ck [t6, t7] die Beziehung µ2(t) = λ1(t) her-
leiten, so dass der Multiplikator µ = (µ1, µ2) gegeben ist durch
µ1(t) =
{
−λ1(t), fu¨r t ∈ [t2, t3] ∪ [t9, t10] ,
0, sonst.
(6.44)
µ2(t) =
{
λ1(t), fu¨r t ∈ [t6, t7] ,
0, sonst.
(6.45)
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Diese Beziehungen werden durch die numerischen Ergebnisse besta¨tigt, siehe Ab-
bildung 6.12(c). Die bei optimalen Steuerprozessen mit Zustandsbeschra¨nkungen
mo¨glichen Unstetigkeiten der adjungierten Funktionen treten nur bei λ2 und λ4 auf,
was daran liegt, dass die Beschra¨nkung S nur von der zweiten und vierten Zustands-
komponente abha¨ngt. Gema¨ß der Sprungbedingung (3.41) gilt
λ2(ti
+) = λ2(ti
−)− ν(ti),
λ4(ti
+) = λ4(ti
−) + ν(ti),
mit ν(ti) ≥ 0, fu¨r die Eintritts– und Austrittspunkte t2, t3, t9 und t10 der Zustands-
beschra¨nkung S1 sowie
λ2(ti
+) = λ2(ti
−) + ν(ti),
λ4(ti
+) = λ4(ti
−)− ν(ti),
mit ν(ti) ≥ 0, fu¨r die Eintritts– und Austrittspunkte t6 und t7 der Zustandsbe-
schra¨nkung S2, siehe Abbildung 6.12(b).
6.2.3. Die energieminimale Steuerung
In diesem Abschnitt wird der Steuerprozess (6.22 b) behandelt. Der wesentliche Un-
terschied zu dem zeitminimierenden Steuerprozess (6.22 a) besteht in dem nichtlinea-
ren Auftreten der Steuerung u in der Hamilton–Funktion, was auf ein Problem mit
regula¨rer Hamilton–Funktion fu¨hrt. Man hat also nun keine bang–bang Struktur zu
erwarten, sondern es wird sich zeigen, dass u stetig ist. Die einzige A¨nderung bei der
Hamilton–Funktion gegenu¨ber dem zeitoptimalen Fall ist durch das energieminimale
Zielfunktional begru¨ndet, da die Dynamik unvera¨ndert bleibt, d.h.
H(x, λ, u) = u2 + λ(Ax+Bu+ C sign (v1)). (6.46)
Es gilt Hu = 2u+
1
L
λ5 und Huu = 2. Also ist H regula¨r und die eindeutig bestimmte
Minimalstelle der Abbildung u→ H(x, λ, u) ist gegeben durch
u∗(x, λ) = arg min
|u|≤umax
H(x, λ, u) = −
1
2L
λ5. (6.47)
Da der Steuerbereich U = [−umax, umax] eine kompakte Menge ist, erwartet man
typischerweise eine Zusammensetzung aus inneren Teilstu¨cken mit |u(t)| < umax
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und Randstu¨cken mit |u(t)| = umax. Aus (6.47) erha¨lt man die Vorschrift
u∗(x, λ) = Projektion von −
1
2L
λ5 auf [−umax, umax]
=

−umax, falls −
1
2L
λ5 ≤ −umax,
− 1
2L
λ5, falls − umax ≤ −
1
2L
λ5 ≤ umax,
umax, falls −
1
2L
λ5 ≥ umax.
So ergeben sich bei der Steuerbeschra¨nkung umax = 3 und der festen Endzeit T =
0.09 (zum Vergleich: Topt = 0.08849) insgesamt vier Randstu¨cke, die durch drei
innere Teilstu¨cke voneinander getrennt sind, siehe Abbildung 6.13(d),
u(t) =

umax, fu¨r t ∈ [0, t1] ,
− 1
2L
λ5, fu¨r t ∈ [t1, t2] ,
umax, fu¨r t ∈ [t2, t3] ,
− 1
2L
λ5, fu¨r t ∈ [t3, t4] ,
−umax fu¨r t ∈ [t4, t5] ,
− 1
2L
λ5, fu¨r t ∈ [t5, t6] ,
umax fu¨r t ∈ [t6, T ] .
(6.48)
Fu¨hrt man schließlich auch die Zustandsbeschra¨nkung (6.38) in das energieminimale
System ein und wa¨hlt als feste Endzeit T = 0.1 (optimale Endzeit T = 0.098725)
fu¨r umax = 3 und cv = 0.1, vermischen sich die Teilstu¨cke der Struktur (6.39) von
der zeitoptimalen, zustandsbeschra¨nkten Steuerung mit der Struktur der energie-
minimalen Steuerung (6.48) mit dessen inneren Teilstu¨cken, so dass man eine kom-
plizierte Abfolge von Randstu¨cken bzgl. der Steuerbeschra¨nkung mit |u(t)| = umax,
Randstu¨cken bzgl. der Zustandsbeschra¨nkung mit urand(t) = −
α(x(t))
β(x(t))
sowie inneren
Teilstu¨cken mit u(t) = − 1
2L
λ5(t) erha¨lt.
Pru¨fung der hinreichenden Optimalita¨tsbedingungen
Es wird nun gezeigt, dass fu¨r die berechnete Lo¨sung des Steuerprozesses, welche
den notwendigen Optimalita¨tsbedingungen des erweiterten Minimumprinzips 3.12
genu¨gt, auch die hinreichenden Bedingungen aus Satz 3.20 erfu¨llt sind. Dazu sind
die dort angegebenen Konvexita¨tsforderungen (i) – (iv) unter der u¨blichen Norma-
lita¨tsforderung λ0 = 1 nachzupru¨fen:
(i) Es gilt g(x) = 0, da das Zielfunktional nur aus dem Integral
∫ T
0
u(t)2dt besteht.
Insbesondere ist g(x) konvex.
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(ii) Der Endzustand ist fest vorgegeben, d.h. es gilt
ψ(x(T )) = x(T )− x¯T , mit x¯T = (0.01, 0, 0.01, 0, 0)
T .
Somit ist ψ(x) eine affin–lineare Abbildung.
(iii) Mit S1(x) = v1 − v2 − cv bzw. S2(x) = −v1 + v2 − cv ist auch die Zustandsbe-
schra¨nkung S konvex.
(iv) Die minimierte Hamilton–Funktion erha¨lt man, indem man in der Hamilton–
Funktion
H(x, λ, u) = u2 + λ (Ax+Bu+ C)
die Variable u durch u∗(x, λ) = − 1
2L
λ5 ersetzt (vergleiche 6.47). Es gilt folglich
Hmin(x, λ) =
1
4L2
λ5
2 + λ
(
Ax−
1
2L
Bλ5 + C
)
= α1(λ) + α2(λ) · x
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(a) x1(t) und x2(t) fu¨r T = 0.09
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(c) Steuerung u und Schaltfunktion σ fu¨r
T = 0.09
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(d) Steuerung u(t) fu¨r die Endzeiten T =
0.09, T = 0.1 und T = 0.11
Abb. 6.13.: umax = 3: Energieoptimale Lo¨sung auf skaliertem Zeitintervall [0, 1].
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mit α1(λ) =
1
4L2
λ5
2 − λ
(
1
2L
Bλ5 − C
)
und α2(λ) = λA. Also ist H
min(x, λ(t))
fu¨r jedes t ∈ [0, T ] affin–linear und somit auch konvex bzgl. x.
Die Konvexita¨tsforderungen (i) – (iv) aus Satz 3.20 sind daher erfu¨llt, und die Lo¨sung
des erweiterten Minimumprinzips ist nachweislich die optimale Lo¨sung des energie-
minimalen Steuerprozesses (6.22 b).
6.3. Optimale Steuerung von Werkzeugmaschinen
Werkzeugmaschinen werden fu¨r viele verschiedene Zwecke in der verarbeitenden
Industrie eingesetzt. U¨blicherweise handelt es sich dabei um spanende Aufgaben
wie dem Fra¨sen oder dem Honen eines Werkstu¨cks. Abbildung 6.3 zeigt typische
Werkzeugmaschinen, deren grundlegende Funktionsweise durch das in diesem Ab-
schnitt behandelte dynamische Modell beschrieben wird. In [ZIRN 2007] werden un-
terschiedliche Werkzeugmaschinen auf Basis der Regelungstechnik untersucht. Ein
wichtiger Aspekt bei dieser Untersuchung besteht darin, dass fu¨r den effizienten Be-
trieb von Werkzeugmaschinen auftretende Vibrationen von beteiligten Systemkom-
ponenten geda¨mpft werden mu¨ssen. Diese Zielsetzung fu¨hrt auf beschleunigungs–
und ruckbegrenzte Sollwertkurven. Allerdings ist es mithilfe der Regelungstechnik
nur begrenzt mo¨glich, Oszillationen und U¨berschwingungen wirkungsvoll zu verrin-
gern. Ferner la¨sst sich die minimale Prozessdauer zur Kalibrierung einer Maschine
nicht bestimmen. Die Motivation fu¨r die Anwendung von optimalen Steuerprozes-
sen auf dem Gebiet der Werkzeugmaschinen ist mit dem Vorhaben verbunden, diese
Defizite zu eliminieren.
(a) Industrielle Fra¨smaschine (b) Spindel einer Honmaschine
Abb. 6.14.: Beispiele fu¨r industrielle Werkzeugmaschinen.
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6.3.1. Problemformulierung
Die dominierenden Elastizita¨ten bei Werkzeugmaschinen sind meist durch die flexi-
ble Verankerung der Basis (Stator) und die tranlatorische und rotatorische Bewe-
gungen des sogenannten Tool Center Points (TCP) gegeben. Dies ist ein gedachter
Referenzpunkt, der sich an geeigneter Stelle der Maschine befindet.
Das dynamische Modell bezieht sich entweder auf eine fest oder freie Endzeit T . wird
Der Zustand des zugrundeliegenden dynamischen Modells zum Zeitpunkt t ∈ [0, T ]
besteht aus den folgenden 7 Komponenten :
• xb(t) : Position des Stators,
• xs(t) : Position des TCP,
• ϕ(t) : Rotationswinkel des TCP,
• vb(t) : Geschwindigkeit des Stators,
• vs(t) : Geschwindigkeit des TCP,
• vϕ(t) : Rotationsgeschwindigkeit des TCP,
• F (t) : Motorkraft.
Die Zustandskomponenten werden zu einem Vektor x = (xb, xs, ϕ, vb, vs, vϕ, F )
T ∈
R7 zusammengefasst. Als Steuerung fasst man die Sollwert–Motorkraft Fset(t) auf,
welche als Vorgabe fu¨r die eigentlich Motorkraft F (t) zu verstehen ist und sich zeit-
lich verzo¨gert auf diese auswirkt. Sie wird im Folgenden gema¨ß der u¨blichen Notation
mit u(t) bezeichnet. Das dynamische System ist linear im Zustand und der Steue-
rung und lautet komponentenweise
x˙b(t) = vb(t) , v˙b(t) = −
1
mb
(kbxb(t) + dbvb(t) + F (t)) ,
x˙s(t) = vs(t) , v˙s(t) =
1
ms
F (t) ,
ϕ˙(t) = vϕ(t) , v˙ϕ(t) =
1
J
(rF (t)− kϕ(t)− dvϕ(t)) ,
F˙ (t) =
1
T
(u(t)− F (t)) .
(6.49)
Die Systemparameter sind in Tabelle 6.4 aufgefu¨hrt. Wegen der Linearita¨t der Dif-
ferentialgleichungen la¨sst sich die Dynamik in kompakter Matrixschreibweise formu-
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Masse des Stators mb = 450 kg
Masse der Last ms = 750 kg
Tra¨gheitsmoment der Drehfeder J = 40 kgm2
Exzentrizita¨t Gewichtsschwerpunkts — Fu¨hrung r = 0.25m
Exzentrizita¨t Gewichtsschwerpunkts — TCP h = 0.21m
Steifigkeit der Verankerung kb = 16 · 10
6 N/m
Da¨mpfung der Verankerung db = 8.5 · 10
3 Ns/m
Steifigkeit der fiktiven Drehverbindung k = 8.2 · 106 Nm/rad
Da¨mpfung der fiktiven Drehverbindung d = 1.8 · 103 Nms/rad
Zeitkonstante des Stromreglers T = 2.5ms
Versta¨rkungsregelung der Geschwindigkeit KP = 1 · 10
5 Ns/m
Zeitkonstante des Geschwindigkeitsreglers Tn = 45ms
Maximale Sollwert–Motorkraft umax = 4kN
Tab. 6.4.: Liste der Systemparameter
lieren als x˙ = Ax+Bu mit
A =

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
− kb
mb
0 0 − db
mb
0 0 − 1
mb
0 0 0 0 0 0 1
ms
0 0 − k
J
0 0 − d
J
r
J
0 0 0 0 0 0 − 1
T

, B =

0
0
0
0
0
0
1
T

.
Die Steuerung u, also die vorgegebene Sollwert–Motorkraft, unterliege der Beschra¨n-
kung
−umax ≤ u(t) ≤ umax, 0 ≤ t ≤ T, (6.50)
wobei fu¨r umax aus mechanischen Gru¨nden gema¨ß Tabelle 6.4 Maximalwerte von 4kN
verwendet werden. Die Anfangs– und Endbedingungen fu¨r den Zustand x lauten
x(0) = (0, 0, 0, 0, 0, 0, 0)T , x(T ) = (0, undef., 0, 0, 0.1, 0, 0)T . (6.51)
Als Basiseinheiten fu¨r die Positions– bzw. Geschwindigkeitswerte liegen hierbei m
bzw. m/s zugrunde. Mit Ausnahme des freien Endzustands der Komponente xs
liegen also fu¨r alle Variablen fest vorgegebene Anfangs– und Endzusta¨nde vor.
U¨blicherweise wird die Funktionsweise von mechatronischen Werkzeug–Manipula-
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toren auf Grundlage der Regelungstechnik untersucht, vergleiche [ZIRN 2007]. Ei-
ne Werkzeugmaschine mit computergestu¨tzter Achsbewegung wird CNC–Maschine
(Computerized Numerical Control) genannt. Die Ansteuerung zu Testzwecken er-
folgt typischerweise mit Hilfe von Simulationswerkzeugen wie MATLAB/Simulink.
Abbildung 6.15 zeigt die closed loop–Steuerung des Modells 6.49 als Blockdiagramm.
Im linken Teil dieses Schaubilds wird anhand von Sollwert–Vorgaben fu¨r die Sys-
temkomponenten, welche von dem CNC–System generiert werden, die Sollwert–
Motorkraft Fset bestimmt. Die generierten Werte sind begrenzt bzgl. der Geschwin-
digkeit, der Beschleunigung und des Rucks. Der Ruck beschreibt in der Kinematik
die zeitliche A¨nderung der Beschleunigung. Zur CNC–gestu¨tzten Ansteuerung der
Werkzeugmaschine werden heutzutage hauptsa¨chlich sogenannte Kaskadenregelun-
gen eingesetzt, bei denen mehrere Regelkreise fu¨r die Positionen und Geschwindig-
keiten verschachtelt sind, siehe [ZIRN 2007]. Die so erzeugte Gro¨ße Fset ist als Input
fu¨r das
”
Plant Model“ aufzufassen, welches im rechten Teil des Schaubilds 6.15 dar-
gestellt ist. Dieses repra¨sentiert das dynamische Modell (6.49) als Blockdiagramm.
Abbildung 6.16 zeigt einen typischen Verlauf der Rotationsgeschwindigkeit vϕ(t) und
der Beschleunigung v˙ϕ(t) bei der CNC–Steuerung vom Modell (6.49). Zwei Proble-
me werden ersichtlich: Einerseits ist es nicht mo¨glich, den vorgegebenen Endzustand
pra¨zise anzusteuern. Es kommt na¨mlich zum U¨berschwingen von beteiligten Sys-
temkomponenten gegen Ende des Prozesses. Andererseits ist die Transferzeit fu¨r
die gewu¨nschte Positionierung der Maschine wesentlich ho¨her als die theoretische
minimale Endzeit, welche man durch die zeitoptimale Lo¨sung eine optimalen Steu-
erprozesses erha¨lt, vergleiche Abschnitt 6.3.2. Diese Nachteile lassen sich durch eine
aufwa¨ndigere Regelung der Maschine mittels Zustandsreglern in Verbindung mit
Vorsteuer–Filtern nicht zufriedenstellend beheben, siehe Abbildung 6.16(b).
Abb. 6.15.: Blockdiagramm zur Steuerung einer CNC–Maschine
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Die Anwendung der Theorie optimaler Steuerprozesse ist mit der Hoffnung ver-
bunden, diese Nachteile zu eliminieren und neue Erkenntnisse fu¨r die Performance
regelungsbasierter CNC–Steuerungen zu bekommen.
(a) Kaskadenregelung (b) Verbesserte Performance durch Zustands-
regler
Abb. 6.16.: Ergebnisse der CNC–Steuerung (open loop) des Maschinenwerkzeugs
6.3.2. Die zeitoptimale Steuerung
Die Prozessdauer fu¨r die pra¨zise Ansteuerung eines vorgegebenen Endzustands ist
ein entscheidendes Kriterium fu¨r den effizienten Betrieb von Werkzeugmaschinen.
In diesem Abschnitt wird daher die Endzeit T minimiert bzgl. der Dynamik (6.49),
der Steuerbeschra¨nkung (6.50) und den Randbedingungen (6.51). Es liegt also ein
zeitoptimaler Steuerprozess mit linear eingehender Steuerung u vor, so dass man als
optimale Steuerung eine bang–bang Steuerung erwarten kann. Notwendige Optima-
lita¨tsbedingungen fu¨r dieses Problem sind durch das Minimumprinzip von Pontrya-
gin in seiner Standardform von Satz 2.12 gegeben. Zur Auswertung dieser Bedin-
gungen betrachte man die Hamilton–Funktion mit λ0 = 1
H(x, λ, u) = 1 + λ(Ax+Bu), (6.52)
mit der adjungierten Variablen λ ∈ R7. Zu einer optimalen Lo¨sung (x(t), u(t))
existiert dann eine stetige Funktion λ : [0, T ] → R7, welche die adjungierte Dif-
ferentialgleichung λ˙(t) = −Hx[t] = −λ(t)A lo¨st. Komponentenweise lautet diese
Differentialgleichung
λ˙1 =
kb
mb
λ4, λ˙2 = 0, λ˙3 =
k
J
λ6, λ˙4 = −λ1 +
db
mb
λ4,
λ˙5 = −λ2, λ˙6 = −λ3 +
d
J
λ6, λ˙7 =
1
mb
λ4 −
1
ms
λ5 −
r
J
λ6 +
1
T
λ7.
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Die Transversalita¨tsbedingungen (2.14) liefern die Endbedingung λ2(T ) = 0, da
die zweite Zustandsvariable xs im Endzeitpunkt T frei ist. Mit der adjungierten
Differentialgleichung ergibt sich daraus λ2(t) ≡ 0 und λ5(t) ≡ const. fu¨r alle t ∈
[0, T ]. Gema¨ß der Minimumbedingung (2.11) minimiert die optimale Steuerung die
Hamilton–Funktion, d.h.
H(x(t), λ(t), u(t)) = min
u∈U
H(x(t), λ(t), u), . (6.53)
Dies liefert die Steuervorschrift
u(t) =
{
umax falls λ7(t) < 0
−umax falls λ7(t) > 0
}
. (6.54)
Die Schaltfunktion ist gegeben durch σ(t) = Hu[t] =
1
T
λ7(t). Die lineare Dynamik
(6.49) ist vollsta¨ndig steuerbar, da die 7× 7 Kalman–Matrix
D = (B, AB, A2B, A3B, A4B, A5B, A6B)
maximalen Rang besitzt. Also ist das System normal und die optimale Steuerung
u(t) besitzt bang–bang Struktur, vergleiche [HERMES 1969].
Fu¨r die numerische Lo¨sung des optimalen Steuerprozesses wurde der Zustand und
die Steuerung mit N = 10000 Gitterpunkten diskretisiert und die Dynamik durch
das Heun–Verfahren approximiert. Das resultierende endlich–dimensionale Optimie-
rungsproblem wurde in AMPL ([FOURER 2003]) implementiert und an den Large–
Scale Solver IPOPT ([WA¨CHTER 2006]) u¨bergeben. Die Berechnungen fu¨r zahlrei-
che verschiedene Steuerschranken umax haben gezeigt, dass die optimale Steuerung
stets aus 6 bang–bang Intervallen besteht und folgende Struktur bezu¨glich der Un-
terteilung 0 =: t0 < t1 < · · · < t5 < t6 = T aufweist:
u(t) =

umax fu¨r t0 ≤ t < t1
−umax fu¨r t1 ≤ t < t2
umax fu¨r t2 ≤ t < t3
−umax fu¨r t3 ≤ t < t4
umax fu¨r t4 ≤ t < t5
−umax fu¨r t5 ≤ t ≤ t6

. (6.55)
Die Anzahl der bang–bang Intervalle la¨sst sich dadurch erkla¨ren, dass durch die
5 Schaltpunkte zusammen mit der freien Endzeit insgesamt 6 Freiheitsgrade ge-
geben sind, welche zur Einhaltung der 6 Endbedingungen in (6.51) genu¨gen. Man
beachte, dass der Zustand xs im Endzeitpunkt frei ist. Die berechnete zeitoptimale
Lo¨sung fu¨r die Steuerschranke umax = 2000 ist in Abbildung 6.17 dargestellt. Um
die Genauigkeit der berechneten Schaltpunkte zu erho¨hen, wurde mittels NUDOC-
CCS, [BU¨SKENS 1996], und der arc–parametrization–Methode, [MAURER 2005],
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Abb. 6.17.: umax = 2000: Zeitoptimale Lo¨sung zur Steuerung der Werkzeugmaschine
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eine direkte Schaltpunktoptimierung durchgefu¨hrt, siehe Kapitel 5.2.3. Die Schalt-
zeiten der bang–bang Steuerung und die optimale Endzeit lauten
t1 = 0.009337, t2 = 0.009668, t3 = 0.036552,
t4 = 0.037653, t5 = 0.041942, T = 0.043505.
(6.56)
Die Anfangswerte fu¨r die Lo¨sung λ(t) ∈ R7 der adjungierten Differentialgleichung
λ˙ = −λA sind gegeben durch
λ(0) = (−11.87902, 0.00000, 14.75425, 0.05508,
−0.23018, 0.01149, −1.2503 · 10−6 ).
Mit diesen Werte la¨sst sich nachvollziehen, dass die Schaltfunktion σ(t) = Hu[t] =
1
T
λ7(t) das Schaltgesetz (6.54) mit hoher Genauigkeit erfu¨llt, vergleiche Abbildung
6.17(h). Die Jacobi–Matrix der Endbedingungen bzgl. der Schaltpunkte t1, . . . , t5
und der freien Endzeit t6 hat vollen Rang. Daher sind die hinreichenden Optima-
lita¨tsbedingungen erster Ordnung ([MAURER 2004], [OSMOLOVSKII 2005]) fu¨r
dieses Problem erfu¨llt.
Zustandsbeschra¨nkungen
Wie bereits in den einfu¨hrenden Worten zu Beginn dieses Abschnittes erwa¨hnt,
legt man bei der Steuerung von Werkzeugmaschinen auf geringe Vibrationen der
beteiligten Systemkomponenten großen Wert. Die zeitoptimale Positionierung des
hier betrachteten Modells bewirkt jedoch insbesondere fu¨r hohe Steuerschranken
umax starke Schwingungen von einigen Zustandsvariablen, siehe Abbildung 6.17.
Zur Reduzierung dieser Auslenkungen lassen sich reine Zustandsbeschra¨nkungen
verwenden. Exemplarisch soll die Geschwindigkeit vϕ(t) des oszillationsanfa¨lligen
TCP, dessen schwingungsarme Bewegung von besonderem Interesse ist, durch die
Beschra¨nkung |vϕ| ≤ cϕ mit einer geeigneten Schranke cϕ > 0 geda¨mpft werden. In
der Standardform S(x(t)) ≤ 0 lautet diese Beschra¨nkungen
S1(x(t)) = vϕ(t)− cϕ ≤ 0, S2(x(t)) = −cϕ − vϕ(t) ≤ 0, (6.57)
fu¨r alle t ∈ [0, T ]. Eine reduzierte Rotationsgeschwindigkeit ergibt eine geda¨mpfte
Auslenkung des TCP, so dass durch diese Zustandsbeschra¨nkung gleichzeitig ||ϕ||∞
verringert wird.
Notwendige Optimalita¨tsbedingungen fu¨r den zustandsbeschra¨nkten Prozess sind
gegeben durch das erweiterte Minimumprinzip von Pontryagin 3.12. Bei den Be-
schra¨nkungen vom Typ (6.57) kann offensichtlich zu jedem Zeitpunkt t ∈ [0, T ]
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nur eine der Beschra¨nkungen S1 bzw. S2 aktiv sein. Sie besitzen ferne die gleiche
Ordnung p. Daher wird die Diskussion auf die Komponente S1 reduziert. Es gilt
d
dt
S1(x) =
1
J
(rF (t)− kϕ(t)− dvϕ(t)),
d2
dt2
S1(x) =
d2 − k
J
vϕ +
dk
J
ϕ−
(
r
JT
+
rd
J2
)
F +
r
JT
u.
Die Steuervariable erscheint also erstmals in der zweiten zeitlichen Ableitung von S1.
Somit besitzt die Zustandsbeschra¨nkung die Ordnung p = 2. Auf einem Randstu¨ck
[tein, taus] gilt S1(x(t)) = 0 und daher auch
d2
dt2
S1(x(t)) = 0 fu¨r t ∈ [tein, taus].
Durch Auflo¨sung nach der Steuerung u erha¨lt man als Randsteuerung den feedback–
Ausdruck
urand(x) =
T (k − d2)
r
vϕ −
Tdk
r
ϕ+ (1 +
Td
J
)F .
Die Regularita¨tsbedingung (3.6) ist erfu¨llt. Daher gilt das Minimumprinzip in der
Gestalt von Satz 3.17 und man kann die Zustandsbeschra¨nkung u¨ber eine Multipli-
kator–Funktion µ : [0, T ]→ R2 an die Hamilton–Funktion H ankoppeln. Dies liefert
die erweiterte Hamilton–Funktion
H˜(x, λ, µ, u) = 1 + λ(Ax+Bu) + µS(x).
Anhand der numerischen Resultate in Abbildung 6.18(d) erkennt man, dass die
Randsteuerung im Inneren des Steuerbereichs liegt, d.h. |urand(t)| ≤ umax. Wegen der
Minimumbedingung (3.36) gilt dann, dass die Schaltfunktion σ(t) = Hu[t] entlang
eines Randstu¨cks verschwindet:
σ(t) =
1
T
λ7(t) = 0 fu¨r tein ≤ t ≤ taus. (6.58)
Abbildung 6.18(d) besta¨tigt dieses Verhalten. U¨ber die Folgerung d
2
dt2
σ(t) = 0,
t ∈ [tein, taus], erha¨lt man die Beziehung
µ1 =
J
rmb
λ1 − λ3 −
Jdb
rmb2
λ4. (6.59)
Die Sprungbedingung (3.41) des erweiterten Minimumprinzips erlaubt Unstetigkei-
ten der adjungierten Funktion λ im Eintrittspunkt tein und Austrittspunkt taus. Da
die Zustandsbeschra¨nkung in diesem Fall nur von der sechsten Zustandsvariablen vϕ
abha¨ngt, betrifft die Sprungbedingung lediglich die Komponente λ6. Es gilt
λ6(τ
+) = λ6(τ
−)− ν(τ), τ ∈ {tein, taus} ,
mit ν(τ) ≥ 0. Abbildung 6.18 zeigt die optimale Lo¨sung fu¨r die restriktive Schranke
cϕ = 5 · 10
−3. Die optimale Steuerung besitzt ein Randstu¨ck mit vϕ(t) = cϕ, eine
Randstu¨ck mit vϕ(t) = −cϕ und insgesamt 9 bang–bang Stu¨cke. Die optimale End-
zeit lautet T = 0.0522 und ist um 23% gro¨ßer als die Endzeit der unbeschra¨nkten
Steuerung des vorigen Abschnitts.
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Abb. 6.18.: umax = 2000, |vϕ(t)| ≤ 0: Zeitoptimale Lo¨sung
6.3.3. Die da¨mpfungsoptimale Steuerung: Ruckbegrenzung
Die Reduzierung der auftretenden Vibrationen la¨sst sich auch erreichen, indem man
die Auslenkungen der betroffenen Variablen direkt u¨ber das Zielfunktional mini-
miert. Dies ist die Motivation fu¨r die Bestimmung einer da¨mpfungsoptimalen Steue-
rung, welche das Funktional∫ T
0
(u2 + c1x
2
b + c2ϕ
2 + c3v
2
b + c4v
2
ϕ ) dt,
minimiert, wobei die Endzeit T fest gewa¨hlt wird. Sie sollte geringfu¨gig gro¨ßer als
die minimale Endzeit aus Abschnitt 6.3.2 sein. Die Gewichte ci, i = 1, . . . , 4, werden
anhand der Daten der zeitoptimalen Lo¨sung so gewa¨hlt, dass der Einfluss der 5
Summanden auf das Zielfunktional in etwa gleich groß ist. Die Hamilton–Funktion
H(x, λ, u) = u2 + c1x
2
b + c2ϕ
2 + c3v
2
b + c4v
2
ϕ + λ(Ax+Bu) (6.60)
ist regula¨r und besitzt bzgl. u das eindeutige Minimum
Fset(t) = Proj[−umax,umax] (−λ7(t) / 2T ), (6.61)
wobei mit
”
Proj“ die Projektion auf den Steuerbereich bezeichnet wird. Daraus folgt
die Stetigkeit der optimalen Steuerung u. Die adjungierte Differentialgleichung lautet
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in diesem Fall λ˙ = −2Dx− λA mit der Diagonalmatrix D = diag(c1, 0, c2, c3, 0, c4).
Um die Da¨mpfungseigenschaften zwischen der zeitoptimalen Lo¨sung mit reinen Zu-
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Abb. 6.19.: umax = 2000: Da¨mpfungsoptimale Lo¨sung
standsbeschra¨nkungen und der da¨mpfungsoptimalen Lo¨sung vergleichen zu ko¨nnen,
wurde fu¨r die numerische Berechnung die feste Endzeit T = 0.0522 gewa¨hlt. Dies
ist die optimale Endzeit des zustandsbeschra¨nkten Prozesses aus dem vorigen Ab-
schnitt. Abbildung 6.19 zeigt die Ergebnisse der da¨mpfungsoptimalen Steuerung.
Hierbei wurden fu¨r die Gewichte c1, . . . , c4 die Werte
c1 = 2.8211 · 10
14, c2 = 1.0884 · 10
15, c3 = 4.2526 · 10
10, c4 = 2.2866 · 10
10.
(6.62)
gewa¨hlt.
Die Steuervorschrift wird durch die numerische Lo¨sung besta¨tigt, vergleiche Abbil-
dung (6.19(d)). Man erha¨lt fu¨r die da¨mpfungsminimale Steuerung eine maximale
Auslenkung von ||vϕ(t)||∞ = 0.008916. Dieser Wert ist erwartungsgema¨ß gro¨ßer als
die Schranke cϕ = 0.005 der zustandsbeschra¨nkten Steuerung, allerdings auch deut-
lich kleiner als der entsprechende Wert ||ϕ(t)||∞ = 0.022444 der unbeschra¨nkten
zeitoptimalen Lo¨sung.
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6.4. Optimale Steuerung von gekoppelten
Spin–Systemen
Die optimale Steuerung von gekoppelten Spin–Systemen hat Anwendungen bei der
Kernspinresonanzspektroskopie, auch NMR–Spektroskopie (Nuclear Magnetic Reso-
nance) genannt. Spektroskopische Methoden sind Analyseverfahren zur Aufkla¨rung
von Struktur und Dynamik von Moleku¨len. Die NMR–Spektroskopie wird insbeson-
dere in der organischen Chemie, der Biochemie und bei der medizinischen Bildgebung
eingesetzt.
Viele spektroskopische Gebiete, wie die NMR–Spektroskopie, die Elektronenspin-
resonanz–Spektroskopie oder die optische Spektroskropie, basieren auf einer endli-
chen Menge von Impulsvariablen, mit welchen gewu¨nschte unita¨re Abbildungen er-
zeugt werden ko¨nnen. Die quantenmechanischen Grundlagen der NMR–Spektrosko-
pie sind beispielsweise in [ERNST 1987] dargestellt.
Bei der NMR–Spektroskopie werden unita¨re Abbildungen dazu benutzt, eine Menge
von Kernspins zu beeinflussen, um Koha¨renzeigenschaften von gekoppelten Spins
zu manipulieren oder um Quantengatter in NMR–Quantencomputern zu realisie-
ren, siehe [GERSHENFELD 1997]. Die zur Steuerung eingesetzten Impulssequen-
zen sollten dabei so kurz wie mo¨glich sein, um Relaxations– und Dekoha¨renzeffekte
zu minimieren. Bisher ist kein allgemeingu¨ltiger Ansatz bekannt, um die minimale
Endzeit fu¨r die Generierung einer gewu¨nschten unita¨ren Transformation analytisch
zu bestimmen. Die Motivation, die Steuerung eines gekoppelten Spin–Systems als
optimalen Steuerprozess aufzufassen, ist unter anderem dadurch begru¨ndet, die mi-
nimale Endzeit numerisch zu bestimmen, um qualitative Aussagen fu¨r die NMR–
Spektroskopie ableiten zu ko¨nnen.
In der Quantenmechanik wird die zeitliche Entwicklung eines Quantensystems durch
die zeitabha¨ngige Schro¨dingergleichung
U˙(t) = −iH(t)U(t), U(0) = I, (6.63)
beschrieben. Diese Matrix–Differentialgleichung operiert auf der speziellen unita¨ren
Gruppe
SU(2N) :=
{
U ∈ C2
N×2N : UU∗ = E2N , det(U) = 1
}
, (6.64)
wobei E2N die 2
N–dimensionale Einheitsmatrix ist. H ist der Hamilton–Operator,
welcher die zeitliche A¨nderung des Zustands U des Spin–Systems beschreibt. Hierbei
ist U als sogenannter Zeitentwicklungsoperator bzw. Propagator aufzufassen, durch
welchen die Evolution einer Dichtematrix ρ(t) ∈ C2
N×2N gema¨ß der Gleichung
ρ(t) = U(t)ρ(0)U∗(t) (6.65)
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bestimmt ist. Der Hamilton–Operator setzt sich bei endlich–dimensionalen Quanten-
systemen zusammen aus dem systemspezifischen Drift–Operator Hd und den zu den
beeinflussbaren Amplituden uk korrespondierenden Kontroll–Operatoren Hk gema¨ß
H(t) := Hd +
2N∑
k=1
uk(t)Hk. (6.66)
Die Amplituden uk, k = 1, . . . , 2N, stellen Impulssequenzen dar und ko¨nnen extern
manipuliert werden. Sie u¨bernehmen in dem Steuerprozess die Rolle der Steuerfunk-
tionen. Die grundsa¨tzliche Zielsetzung ist die Ermittlung der optimalen Endzeit T ,
in welcher die Dichtematrix ρ von einem Anfangszustand ρ0 in einen Zielzustand
ρT u¨berfu¨hrt wird, um auftretende Relaxationseffekte zu minimieren. Dies liefert fu¨r
den Zeitentwicklungsoperator U mit Gleichung (6.65) die Endbedingung U(T ) = UT
mit UT ρ0 U
∗
T = ρT .
Dieses Problem wurde in den Arbeiten [KHANEJA 2002, 2005] von N. Khaneja,
S. Glaser, et al. diskutiert. Zur Bestimmung der minimalen Endzeit T wurde in
[KHANEJA 2005] ein gradientenbasiertes Abstiegsverfahren vorgestellt. Die Grund-
idee dieses GRAPE–Algorithmus (Gradient Ascent Pulse Engineering) soll an dieser
Stelle kurz erkla¨rt werden.
Man betrachte zu einer festen Endzeit T das a¨quidistante Zeitgitter 0 = t0 < t1 <
· · · < tm−1 < tm = T mit Schrittweite h =
T
m
. Die Steuerfunktionen uk nehme man
als stu¨ckweise konstant an, d.h., es gelte uk(t) = ukj fu¨r tj−1 < t < tj , 1 ≤ j ≤ m,
1 ≤ k ≤ 2N . Unter dieser Annahme la¨sst sich die Lo¨sung der Schro¨dinger–Gleichung
(6.63) mit dem Anfangszustand U(tj−1) als Exponentialfunktion auf dem Intervall
[tj−1, tj] fu¨r 1 ≤ j ≤ m analytisch angeben:
U(t) = exp
(
−i(t− tj−1)(Hd +
2N∑
k=1
ukjHk)
)
· U (tj−1) .
Mit der Notation Uj := exp
(
−ih
(
Hd +
∑2N
k=1 ukjHk
))
fu¨r j = 1, . . . , m, erha¨lt man
dann durch m-fache Matrixmultiplikation ausgehend von dem Startzustand U0 den
Endzustand
U(T ) = Um · Um−1 · · · · · U1 · U0.
Der GRAPE–Algorithmus bestimmt durch ein Abstiegsverfahren die Elemente ukj,
1 ≤ k ≤ 2N , 1 ≤ j ≤ m, so, dass sie folgendes 2Nm–dimensionale Optimierungs-
problem lo¨sen:
Minimiere ‖UT − U(T )‖
2
F = ‖UT − UmUm−1 . . . U0‖
2
F . (6.67)
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Dabei wird die mit der euklidischen Norm vertra¨gliche Frobenius–Norm ||A||F :=√
Spur(A
T
A) verwendet. Die Spur einer Matrix ist gleich der Summe ihrer Diago-
nalelemente. Wegen der Beziehung
‖UT − U(T )‖
2
F = ‖UT‖
2
F︸ ︷︷ ︸
=2N
−2Re(Spur(U
T
T U(T ))) + ‖U(T )‖
2
F︸ ︷︷ ︸
=2N
ist das Problem (6.67) a¨quivalent zu
Maximiere Re ( Spur (U
T
T Um . . . U1U0) ). (6.68)
Durch Variierung der Endzeit T und mehrfache Lo¨sung des Problems (6.68) wird
versucht, einen Na¨herungswert fu¨r die minimale Endzeit zum Erreichen des Endzu-
stand UT zu bestimmen. In diesem Fall ha¨tte das Problem (6.68) den Optimalwert
2N .
Im Folgenden wird ein alternatives Vorgehen zur Bestimmung der optimalen Endzeit
pra¨sentiert. Man betrachte dazu den optimalen Steuerprozess
(QC)
Minimiere T + α ||U(T )− UT ||
2
F
unter U˙(t) = −i
(
Hd +
2N∑
j=1
Hjuj(t)
)
U(t),
U(0) = I.
So wird sichergestellt, dass sich zum einen der Propagator U(t) im Endzeitpunkt T
dem gewu¨nschten Zielzustand UT anna¨hert und zum anderen die Endzeit minimiert
wird. Durch Variierung des Gewichtungsfaktors α > 0 regelt man die Pra¨ferenz zwi-
schen diesen Zielsetzungen.
Zur numerischen Lo¨sung dieses Problems hat sich die Interface–Anbindung des
Innere–Punkte–Verfahrens Ipopt ([WA¨CHTER 2006]), siehe Kapitel 5.1.4, an das
Software–Paket MATLAB ([MOLER 2004]) als effiziente und vielseitige Mo¨glichkeit
zur numerischen Behandlung herausgestellt. Einerseits steht einem durch diese Vor-
gehensweise der komplette Funktionsumfang der MATLAB–Programmiersprache
zur Verfu¨gung, andererseits nutzt man mit Ipopt einen der momentan effizientes-
ten und am meisten genutzten Large–Scale–Optimierungsverfahren. Der Quellcode
eines Beispielprogramms ist im Anhang C zu finden.
Es wird exemplarisch der Fall N = 3 behandelt. Zur Vereinfachung wird eine Ket-
te von drei gekoppelten 1
2
–Spins zugrunde gelegt, d.h., die a¨ußeren beiden Spins
beeinflussen sich nicht in direkter Weise. Daraus ergeben sich die normierten Kopp-
lungskonstanten J12 = J23 = 1 und J13 = 0. Der Drift–Operator Hd sowie die
Kontroll–Operatoren Hk, k = 1, . . . , 6 = 2N , berechnen sich mit Hilfe der drei
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Pauli–Matrizen
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
, (6.69)
benannt nach dem Physiker Wolfgang Pauli, siehe dazu [GASIOROWICZ 2005].
Diese Matrizen bilden eine Basis des Raumes aller hermiteschen 2 × 2–Matrizen,
deren Spur verschwindet. Man berechnet mit den Drehimpulsoperatoren Ij :=
1
2
σj ,
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Abb. 6.20.: Optimale Impulsketten fu¨r das Problem (QC) mit N = 3 linear gekop-
pelten Spins auf skaliertem Zeitintervall [0, 1].
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die Matrizen Ijx, Ijy, Ijz ∈ R
8, j = 1, 2, 3,
I1x := Ix ⊗ E2 ⊗E2, I2x := E2 ⊗ Ix ⊗ E2, I3x := E2 ⊗ E2 ⊗ Ix,
I1y := Iy ⊗ E2 ⊗E2, I2y := E2 ⊗ Iy ⊗ E2, I3y := E2 ⊗E2 ⊗ Iy,
I1z := Iz ⊗ E2 ⊗E2, I2z := E2 ⊗ Iz ⊗E2, I3z := E2 ⊗E2 ⊗ Iz.
Hierbei symbolisiert ⊗ das Kronecker–Produkt zweier Matrizen und mit E2 ∈ R
2×2
wird wie bisher die Einheitsmatrix bezeichnet. Mit diesen Bezeichnungen ergibt sich
der freie Drift–Operator Hd als
Hd := 2piJ12I1zI2z + 2piJ23I2zI3z ∈ R
8.
Die Kontroll–Operatoren Hj , j = 1, . . . , 6, lauten
H1 := 2piI1x, H2 := 2piI1y, H3 := 2piI2x,
H4 := 2piI2y, H5 := 2piI3x, H6 := 2piI3y.
Sa¨mtliche Matrizen werden innerhalb des MATLAB–Programms, siehe Anhang C,
generiert, so dass prinzipiell die optimale Lo¨sung fu¨r eine beliebige Anzahl N von
gekoppelten Spins bestimmt werden kann. Abbildung 6.20 zeigt die berechneten
optimalen Steuerungen u1, . . . , u6 fu¨r N = 3 Spins und m = 250 Diskretisierungs-
punkten. Hierbei wurde als Gewichtungsparameter α = 0.1 benutzt. Die optimale
Endzeit lautet T = 0.71011.
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A. Sourcecode des AMPL/IPOPT -
Programms zur zeitoptimalen
Steuerung des Roboterarms
#########################
# file: minT.mod #
#########################
# Roboterarm #
#########################
# Zielfunktion: min T #
#########################
# Anzahl Diskretisierungspunkte
param N := 10001;
# Skalierte feste Endzeit
param T := 1;
# Schrittweite
param h := T/N;
# Modellparameter
param L := 6;
# Randwerte des aufgestockten Prozesses
param x1_0 := 0;
param x2_0 := 0;
param x1_T := L;
param x2_T := 0;
param y1_0 := L;
param y2_0 := 0;
param y1_T := 0;
param y2_T := 0;
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# Steuerbereich: [-u_max, u_max]
param u_max := 1;
# Maximale Geschwindigkeit
param v_max := 2;
# Zustandsvariablen:
# x1: Position vor Ablegen der Masse
# x2: Geschwindigkeit vor Ablegen der Masse
# y1: Position nach Ablegen der Masse
# y2: Geschwindigkeit nach Ablegen der Masse
var x1 {i in 0..N};
var x2 {i in 0..N};
var y1 {i in 0..N};
var y2 {i in 0..N};
# Intervalla¨ngen der Teilprozesse
var T1 := 1;
var T2 := 1;
# Steuervariablen vor bzw. nach dem Ablegen der Masse
var u1 {i in 0..N-1};
var u2 {i in 0..N-1};
# Zielfunktion
minimize ZF : T1+T2;
# Dynamik (Diskretisierung durch Euler-Verfahren)
s.t. lambda1 {i in 0..N-1}: x1[i+1]-x1[i] = T1*h*x2[i];
s.t. lambda2 {i in 0..N-1}: x2[i+1]-x2[i] = T1*h*u1[i]/2;
s.t. lambda3 {i in 0..N-1}: y1[i+1]-y1[i] = T2*h*y2[i];
s.t. lambda4 {i in 0..N-1}: y2[i+1]-y2[i] = T2*h*u2[i];
# Randbedingungen des aufgestockten Prozesses
s.t. lambdax1_0 : x1[0] - x1_0 = 0;
s.t. lambdax2_0 : x2[0] - x2_0 = 0;
s.t. lambdax1_T : x1[N] - x1_T = 0;
#s.t. lambdax2_T : x2[N] - x2_T = 0;
s.t. lambday1_0 : y1[0] - x1[N] = 0;
s.t. lambday2_0 : y2[0] - 2*x2[N] = 0;
134
s.t. lambday1_T : y1[N] - y1_T = 0;
s.t. lambday2_T : y2[N] - y2_T = 0;
# Steuerbeschra¨nkungen
s.t. control1 {i in 0..N-1}: -u_max<=u1[i]<=u_max;
s.t. control2 {i in 0..N-1}: -u_max<=u2[i]<=u_max;
# Reine Zustandsbeschra¨nkung
s.t. stateConstraintsX {i in 0..N}: -v_max <= x2[i] <= v_max;
s.t. stateConstraintsY {i in 0..N}: -v_max <= y2[i] <= v_max;
# Untere Schranken fu¨r die Intervalle
s.t. T1gt0: T1 >= 0.001;
s.t. T2gt0: T2 >= 0.001;
# Auswahl der Solvers
option solver ipopt;
# Optionen fu¨r den Solver
option ipopt_options "max_iter=5999 tol=1e-10";
#option loqo_options "verbose=1 timing=1 inftol=1e-8 maxit=1999";
# Start der Optimierung
solve;
# Ausgaben
printf {i in 0..N} "%18.12f%18.12f%18.12f\n",
h*i*T1,x1[i],x2[i] > ’stateX.out’;
printf {i in 0..N} "%18.12f%18.12f%18.12f\n",
T1+h*i*T2,y1[i],y2[i] > ’stateY.out’;
printf {i in 0..N-1} "%18.12f%18.12f%18.12f\n",
h*i*T1,lambda1[i],lambda2[i] > ’adjointX.out’;
printf {i in 0..N-1} "%18.12f%18.12f%18.12f\n",
T1+h*i*T2,lambda3[i],lambda4[i] > ’adjointY.out’;
printf {i in 0..N-1} "%18.12f%18.12f\n",
h*i*T1,stateConstraintsX[i]/(h*T1) > ’muX.out’;
printf {i in 0..N-1} "%18.12f%18.12f\n",
T1+h*i*T2,stateConstraintsY[i]/(h*T2) > ’muY.out’;
printf {i in 0..N-1} "%18.12f%18.12f\n",
h*i*T1,u1[i] > ’u1.out’;
printf {i in 0..N-1} "%18.12f%18.12f\n",
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T1+h*i*T2,u2[i] > ’u2.out’;
printf "%18.12f\n", T1 > ’T1.out’;
printf "%18.12f\n", T2 > ’T2.out’;
# Anzeige der optimalen Intervalla¨ngen
display T1;
display T2;
display ZF;
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B. Sourcecode des NUDOCCCS -
Programms zur
energieoptimalen Steuerung des
Voice Coil–Motors
C********************************************************
C* Die energieminimale Steuerung des Voice Coil-Motors *
C* Steuerbeschraenkung UMAX = 3, feste Endzeit T = 0.09 *
C********************************************************
PROGRAM SENSIA
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
integer NDGL
PARAMETER(
C # Differentialgleichungen inkl. Zielfunktional (Mayer-Form)
A NDGL = 6,
C # Steuervariablen
B NSTEUER = 1,
C # Diskretisierungspunkte
C NDISKRET = 300,
C # freie Anfangswerte
D NUNBE = 1,
C # zusaetlicher Mehrzielknoten
E NSTUETZ = 1,
C # Nebenbedingungen (ohne Zustandsbeschraenkungen)
F NNEBEN = 1,
C # davon Ungleichungsrestriktionen
G NUGLNB = 1,
C # Endbedingungen fu¨r den Zustand
H NRAND = 5,
C # Stoerparameter
I NSTOER = 1,
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C I NART = 2,
J NARTADJ = 2,
C J IFAIL =-1,
K IPRINT = 5,
L DEL1 = 1.0D-6,
L DEL2 = 1.0D-4,
K EPS = 1.0D-14,
K EPS2 = 1.0D-4,
K EPS3 = 1.0d-6,
P NZUSATZ = NUNBE*NSTUETZ,
Q N = (NDISKRET+2)*NSTEUER+NZUSATZ,
R M = NDISKRET*NNEBEN+NRAND+NZUSATZ-NUNBE,
S ME = M-NDISKRET*NUGLNB,
T MAX1M = M)
CHARACTER*1 ALF
CHARACTER*5 NORM(9)
DIMENSION X(NDGL,NDISKRET),U(NSTEUER,NDISKRET+2),DFDU(N),
1 G(MAX1M),T(NDISKRET),UNBE(NUNBE,NSTUETZ),
2 UHELP(N),DCDU(MAX1M,N),BL(N+M),BU(N+M),
3 WORK(3*N*N+2*N*M+21*N+22*M),IWORK(4*N+3*M),
3 MSDGL(NUNBE),MSSTUETZ(NSTUETZ),IUSER(22+NUNBE+NSTUETZ),
4 USER(10+7*NDGL+NNEBEN+NSTEUER+NDISKRET*(NDGL+NSTEUER+5)),
5 ADJ(NDGL,NDISKRET),PDLUCDP(N+N+M,NSTOER),HESS(N+N+M,N+N+M),
5 HESSINV(N+N+M,N+N+M),
6 G1(MAX1M),AIJMAX(N+N+M),INC(N+N+M),D(N+N+M),NPOS(N+N+M),
7 UINV(N+N+M,N+N+M),DU(N+N+M),U12(NDISKRET+2),DULDP(N+N+M,NSTOER),
8 U2(NSTEUER,NDISKRET+2),X2(NDGL,NDISKRET+2),SMULT(N+M),
9 UNBE2(NUNBE,NSTUETZ),UNBE12(NDGL),X3(NDGL,NDISKRET+2),
9 PDXDU(NDGL,NDISKRET,N),PDXDP(NDGL,NDISKRET,NSTOER),
9 DXDP(NDGL,NDISKRET,NSTOER),X4(NDGL,NDISKRET),X5(NDGL,NDISKRET),
9 ADJ2(NDGL,NDISKRET),ADJ3(NDGL,NDISKRET),DFDP(NSTOER),
9 DLDU(NDGL,NDISKRET,N+N+M),PDLDP(NDGL,NDISKRET,NSTOER),
9 DLDP(NDGL,NDISKRET,NSTOER),ADJ4(NDGL,NDISKRET),
9 DLDX(NDGL,NDISKRET,NDGL,NDISKRET),DCDP(N+M,NSTOER),
9 SLAG(N),FVEC(N),FJAC(N,N),S(N),V(N,N),IW(N),
9 W2(8*N+N*N+N*(N)/2),W(15,7),ADJH(NDGL),T2(2*NDISKRET),
9 DSDXH(NNEBEN*NDGL+2*NDGL),DFDXH(NDGL*NDGL+2*NDGL),
9 P0(10),P1(10),G3(MAX1M),G4(MAX1M),PD2LD2P(NSTOER,NSTOER),
9 D2FD2P(NSTOER,NSTOER),STOERH(NSTOER),DISERR(NDISKRET),
9 PDSDX(NDGL),PD2SD2X(NDGL,NDGL),PDFDX(NDGL,NDGL),
9 CONORDER(NNEBEN+1),CONH(4*NNEBEN+1),
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9 XHELP(2*NDGL,NDISKRET),UHELP2(2*NSTEUER,NDISKRET),
9 AHELP(2*NDGL,NDISKRET),
9 GHIN(M+N,N),RHIN(M+N,N),QHIN(N,N),PROJHESS(N,N),
9 x2a(ndgl,ndiskret),x3a(ndgl,ndiskret),
9 U3(NSTEUER,NDISKRET+2),UNBE3(NUNBE,NSTUETZ),
9 U4(NSTEUER,NDISKRET+2),UNBE4(NUNBE,NSTUETZ),
1 rtK(NDGL,5),XH(NDGL),UH(NSTEUER),F(NDGL),
2 H(NDISKRET),
3 AM(NSTEUER,NDISKRET),AH1(NDISKRET),AH2(NDISKRET),AH3(NDISKRET)
COMMON/RK/rkeps,tol
common /zaehler/nwert1,nwert2
common /film/nfilmx,nfilmu,factor,ndofilm
common /test/testwert
common/stoer/p(10)
C OPTIONALE ANGABE DER ORDNUNG DER ZUSTANDSBESCHRAENKUNGEN-
c conorder(1) = 2
C PARAMETERSETZUNGEN FUER ONSCREENDARSTELLUNG--------------
nwert1 = 0
nwert2 = 0
ndofilm =0
nfilmx = 2
nfilmu = 1
factor = 1.0d0
write(*,*) ’NDISKRET zum Start :’
read(*,*) ndis1
N1 = (NDIS1+2)*NSTEUER+NZUSATZ
M1 = NDIS1*NNEBEN+NRAND+NZUSATZ-NUNBE
ME1 = M1-NDIS1*NUGLNB
MAX1M1 = MAX(1,M1)
C AEQUIDISTANTE DISKRETISIERUNG----------------------------
DO 104 I=1,NDIS1
C FESTE ENDZEIT: 0.09
T(I) = 0.09d0/(NDIS1-1)*(I-1)
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104 CONTINUE
C GENAUIGKEITSFORDERUNGEN FUER NUDOCCCS--------------------
epsgit = 1.0d-12
C GENAUIGKEITSFORDERUNGEN FUER STEIFE ODER DAE SYSTEME------
rkeps = 0.0d0
tol = 1.0d-12
C STARTSCHAETZUNG DER STEUERUNG----------------------------
do 202 i=1,ndis1/2.
u(1,i) = 2.d0
202 CONTINUE
do 203 i=ndis1/2.+1,ndis1
u(1,i) = -2.d0
203 CONTINUE
C STARTSCHAETZUNG DER FREIEN ANFANGSWERTE------------------
write(*,*) ’NDISKRET fuer naechste Rechnung :’,ndis1
401 write(*,*) ’NART :’
read(*,*) nart
iter = 0
ifail = -1
C FESTLEGUNG DER NOMINELLEN STOERPARAMETERWERTE
C Nomineller Parameter fuer m2: 0.56
P(1) = 0.56d0
CALL NUDOCCCS(NDGL,NSTEUER,NDIS1,NUNBE,NNEBEN,NUGLNB,NRAND,
1 NZUSATZ,nart,N1,M1,ME1,MAX1M1,ITER,IFAIL,IPRINT,DEL1,epsgit,
2 X,U,DFDU,FF,G,DCDU,BL,BU,T,UNBE,UHELP,
3 NSTUETZ,MSDGL,MSSTUETZ,IWORK,WORK,IUSER,USER)
CALL ADJUNG(NDGL,NSTEUER,NDIS1,NUNBE,NNEBEN,NUGLNB,NRAND,
1 NZUSATZ,NART,NARTADJ,N1,M1,ME1,MAX1M1,ITER,IFAIL,IPRINT,DEL1,
2 EPSGIT,X,U,DFDU,FF,G,DCDU,BL,BU,T,UNBE,UHELP,NSTUETZ,MSDGL,
3 MSSTUETZ,IWORK,WORK,IUSER,USER,ADJ,DSDXH,DFDXH,ADJH)
CALL AUSGABE(FF,x,adj,UHELP,T,G,NDGL,NSTEUER,NDIS1,NNEBEN,
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1 NRAND,N1,M1)
write(*,*) ’Zustand, Adjungierte und Steuerung sind gespeichert’
write(*,*) ’<ENTER> zum Start der Sensitivitaetsanalyse’
read(*,*)
CALL SENSITIV(NDGL,NSTEUER,NDIS1,NUNBE,NNEBEN,NUGLNB,NRAND,
1 NZUSATZ,NART,N1,M1,ME1,MAX1M1,ITER,IFAIL,IPRINT,DEL1,DEL2,EPS2,
2 X,U,DFDU,FF,G,DCDU,BL,BU,T,UNBE,UHELP,NSTUETZ,MSDGL,
3 MSSTUETZ,IWORK,WORK,IUSER,USER,PDLUCDP,NSTOER,HESS,HESSINV,G1,
4 AIJMAX,INC,D,NPOS,UINV,DU,NHDIM,DULDP,DCDP,
5 N,M,ME,MAX1M,NDISKRET)
write(*,*) ’SENSITIVITAETEN DER STEUERUNG IN DULDP .............’
write(*,*) ’SENSITIVITAETEN DER LAG. MULTIPL. IN DULDP .........’
CALL OBJSTOER(NDGL,NSTEUER,NDIS1,NUNBE,NNEBEN,NUGLNB,NRAND,
1 NZUSATZ,NART,N1,M1,ME1,MAX1M1,ITERH,IFAIL,IPRINT,DEL,DEL2,
2 EPS,X,U,DFDU,FF,G,DCDU,BL,BU,T,UNBE,UHELP,NSTUETZ,MSDGL,
3 MSSTUETZ,IWORK,WORK,IUSER,USER,DFDP,NSTOER,D2FD2P,PD2LD2P,
4 DULDP,PDLUCDP,N,M,ME,MAX1M,NDISKRET)
write(*,*) ’SENSITIVITAETEN (1. ABL.) DER ZIELFUNKT. IN DFDP ...’
write(*,*) ’SENSITIVITAETEN (2. ABL.) DER ZIELFUNKT. IN D2FD2P .’
CALL MATXDXDY(NDGL,NSTEUER,NDIS1,NUNBE,NNEBEN,NUGLNB,NRAND,
1 NZUSATZ,NART,N1,M1,ME1,MAX1M1,ITER,IFAIL,IPRINT,DEL1,DEL2,EPS2,
2 X,U,DFDU,FF,G,DCDU,BL,BU,T,UNBE,UHELP,NSTUETZ,MSDGL,
3 MSSTUETZ,IWORK,WORK,IUSER,USER,NSTOER,PDXDU,PDXDP,DULDP,DXDP,
4 X2,X3,N,M,ME,MAX1M,NDISKRET)
write(*,*) ’SENSITIVITAETEN DES ZUSTANDES IN DXDP ..............’
CALL MATXDLDY(NDGL,NSTEUER,NDIS1,NUNBE,NNEBEN,NUGLNB,NRAND,
1 NZUSATZ,NART,NARTADJ,N1,M1,ME1,MAX1M1,ITER,IFAIL,IPRINT,DEL1,
2 DEL2,EPS2,X,U,DFDU,FF,G,DCDU,BL,BU,T,UNBE,UHELP,NSTUETZ,MSDGL,
3 MSSTUETZ,IWORK,WORK,IUSER,USER,NSTOER,DLDX,DXDP,DLDU,PDLDP,
4 DULDP,DLDP,ADJ2,ADJ3,DSDXH,DFDXH,ADJH,N,M,ME,MAX1M,NDISKRET)
write(*,*) ’SENSITIVITAETEN DER ADJUNGIERTEN IN DLDP ...........’
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CALL PROJHIN(NHDIM,GHIN,QHIN,RHIN,PROJHESS,HESS,NPOS,HESSINV,
1 N1,M1,N,M,NDIS1)
CALL SENSAUS(FF,dxdp,dldp,duldp,T,G,NDGL,NSTEUER,NDIS1,NNEBEN,
1 NRAND,N1,M1,N,M,NSTOER)
1243 CALL GITTERFIT(NDGL,NSTEUER,NDISKRET,NUNBE,NNEBEN,NUGLNB,NRAND,
1 NZUSATZ,NART,N1,M1,ME1,MAX1M1,ITER,IFAIL,IPRINT,DEL1,
2 DEL2,EPSGIT,EPS,EPS3,X,U,DFDU,FF,G,DCDU,BL,BU,T,UNBE,UHELP,
3 NSTUETZ,MSDGL,MSSTUETZ,IWORK,WORK,IUSER,USER,CONORDER,
4 NDIS1,N1,M1,ME1,MAX1M1,DISERR,X2,U2,T2,pdsdx,pd2sd2x,pdfdx,
5 conh,FINISH)
goto 401
STOP
END
SUBROUTINE MINFKT(X,U,T,MIN,NDGL,NSTEUER,NDISKRET)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DOUBLE PRECISION MIN,LAGINT,B1,D1
DIMENSION U(NSTEUER,NDISKRET),X(NDGL,NDISKRET),T(NDISKRET)
common/stoer/p(10)
C Zusaetzliche Zustandsvariable X(6) (Mayer-Form)
min = X(6,ndiskret)
RETURN
END
Subroutine INTEGRAL(INT,X,U,T,NDGL,NSTEUER)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DOUBLE PRECISION INT
DIMENSION U(NSTEUER),X(NDGL)
common/stoer/p(10)
RETURN
END
SUBROUTINE DGLSYS(X,U,T,DX,NDGL,NSTEUER)
142
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DOUBLE PRECISION B1,D1,W1,S1,Q1,R1,C1,A1
DIMENSION X(NDGL),U(NSTEUER),DX(NDGL),rhelp(3),uhelp(3)
common/stoer/p(10)
C Modellparameter
CM1 = 1.03d0
C nomineller Parameter CM2 = 0.56
CM2 = P(1)
CK = 2400.d0
CKF = 12.d0
CKS = 12.d0
CR = 2.d0
CL = 2.d-3
CFR = 2.1d0
C Dynamik
DX(1) = X(2)
C v1(t)>0 fuer 0<t<T
DX(2) = ( CKF*X(5)- CK*(X(1)-X(3)) - CFR) / CM1
DX(3) = X(4)
DX(4) = CK*(X(1)-X(3)) / CM2
DX(5) = (U(1)-CR*X(5)-CKS*X(2)) / CL
DX(6) = U(1)*U(1)
RETURN
END
SUBROUTINE ANFANGSW(AWX,UNKNOWN,NDGL,NUNBE)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION AWX(NDGL),UNKNOWN(NUNBE)
common/stoer/p(10)
AWX(1) = 0.0d0
AWX(2) = 0.0d0
AWX(3) = 0.0d0
AWX(4) = 0.0d0
AWX(5) = 0.0d0
AWX(6) = 0.0d0
RETURN
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END
SUBROUTINE RANDBED(X,U,T,R,NDGL,NSTEUER,NDISKRET,NRAND)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION X(NDGL,NDISKRET),U(NSTEUER,NDISKRET),R(NRAND)
DIMENSION T(NDISKRET)
common/stoer/p(10)
R(1) = x(1,ndiskret)-0.01d0
R(2) = x(2,ndiskret)
R(3) = x(3,ndiskret)-0.01d0
R(4) = x(4,ndiskret)
R(5) = x(5,ndiskret)
RETURN
END
SUBROUTINE NEBENBED(X,U,T,CON,NDGL,NSTEUER,NNEBEN)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION X(NDGL),CON(NNEBEN),U(NSTEUER)
common/stoer/p(10)
RETURN
END
SUBROUTINE CONBOXES(NSTEUER,NDISKRET,NNEBEN,BL,BU,BLCON,BUCON,T)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION BL(NSTEUER),BU(NSTEUER),BLCON(NNEBEN),BUCON(NNEBEN)
common/stoer/p(10)
UMAX = 3.0d0
BL(1) = -UMAX
BU(1) = UMAX
RETURN
END
SUBROUTINE MAS(NDGL,AM,LMAS,RPAR,IPAR)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION AM(LMAS,NDGL)
COMMON/MASS/IMAS,MLMAS,MUMAS,idx1dim,idx2dim,idx3dim,MLJAC,MUJAC
RETURN
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C. Sourcecode des MATLAB -
Programms zur Lo¨sung des
gekoppelten Spin-Problems
Der U¨bersicht halber ist an dieser Stelle nur der Quellcode des Hauptprogramms spin.m
aufgefu¨hrt. Die zusa¨tzlich beno¨tigten MATLAB-Routinen getMatrices.m, objective.m,
gradient.m befinden sich auf der CD zu dieser Arbeit.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% file: spin.m %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Steuerung gekoppelter Spins %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Zielfunktional: min T + a ||U(T)-U_F|| %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Folgende Software wird zum Ausfu¨hren dieses Programms beno¨tigt:
% - MATLAB
% - Ipopt ab V.3.x (A. Wa¨chter, L.T. Biegler, OpenSource:
% https://projects.coin-or.org/Ipopt)
% - MATLAB Interface fu¨r Ipopt (P. Carbonetto, OpenSource:
% https://projects.coin-or.org/Ipopt/wiki/MatlabInterface)
clear all;
global N Nspins m T h alpha U0 UF H objValue
% Anzahl der Spins
Nspins = 3;
% Anzahl Diskretisierungspunkte
N = 1000;
% Anzahl der Steuervariablen
m = 2*Nspins;
% Startscha¨tzung fu¨r die Steuerung
u0 = 2*rand(1,N*m)-1;
145
Kapitel C: MATLAB–Sourcecode: Spin–System
u0 (N*m+1) = 0.7;
% Anfangszustand des Zeitentwicklungsoperators
U0 = eye(2^Nspins);
% untere und obere Schranken fu¨r die Steuervariablen
lb = -inf*ones(1,N*m);
ub = inf*ones(1,N*m);
lb = [lb 1e-3];
ub = [ub inf];
% Parameter zur Berechnung des Zielpropagators
alpha=pi/4;
% skalierte Endzeit
T=1;
% Schrittweite
h=T/N;
% Die Methode getMatrices generiert den freien Drift-Operator,
% die Hamilton-Operatoren und den gewu¨nschten Zielzustand
% des Zeitentwicklungspropagators
[UF H]=getMatrices();
% Initialisierung des Optimierungsvektors u
u = u0;
% Aufruf des Ipopt-Interfaces. Die Parameter sind
% - u0: Vektor mit Startscha¨tzungen der Optimierungsvariablen
% - lb: untere Schranken des Optimierungsvektors
% (-inf, fualls unbeschra¨nkt)
% - ub: obere Schranke des Optimierungsvektors
% (+inf, falls unbeschra¨nkt)
% - [],[]: keine Schranken fu¨r Nebenbedingungen
% - ’objective’: Dateiname der Zielfunktion
% - ’gradient’: Dateiname des Gradienten der Zielfunktion
% - ’’,’’,’’,[],’’: Optionale Parameter wie Nebenbedingungen
% inkl. erster und zweiter Ableitung
% - ’hessian_appoxrimation’ = ’limited-memory’: Berechnung
% der Hesse-Matrix der Lagrange-Funktion
% - ’tol’ = 1e-8: Gewu¨nschte Konvergenz-Toleranz von Ipopt
% - ’max_iter’ = 5000: Maximale Anzahl an Iterationen
u = ipopt(u0,lb,ub,[],[],’objective’,’gradient’,...
’’,’’,’’,[],’’,’hessian_approximation’,’limited-memory’,...
’tol’,1e-8,’max_iter’,5000);
% Speichern der Ergebnisse
save (’results.mat’);
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D. Eidesstattliche Erkla¨rung
Hiermit versichere ich, dass ich diese Arbeit selbsta¨ndig verfasst habe. Alle zitierten
Quellen sind im Literaturverzeichnis explizit aufgefu¨hrt. Die Programme zu den
verschiedenen numerischen Berechnungen wurden von mir selbst geschrieben und
liegen der Doktorarbeit in digitaler Form auf CD-ROM bei.
Mu¨nster, im November 2010
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