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Abstract
The prevalent approaches of Chinese word
segmentation task almost rely on the Bi-LSTM
neural network. However, the methods based
the Bi-LSTM have some inherent drawbacks:
hard to parallel computing, little efficient in
applying the Dropout method to inhibit the
Overfitting and little efficient in capturing the
character information at the more distant site
of a long sentence for the word segmentation
task. In this work, we propose a sequence-to-
sequence transformer model for Chinese word
segmentation, which is premised a type of
convolutional neural network named tempo-
ral convolutional network. The model uses
the temporal convolutional network to con-
struct an encoder, and uses one layer of fully-
connected neural network to build a decoder,
and applies the Dropout method to inhibit the
Overfitting, and captures the character infor-
mation at the distant site of a sentence by
adding the layers of the encoder, and binds
Conditional Random Fields model to train pa-
rameters, and uses the Viterbi algorithm to in-
fer the final result of the Chinese word seg-
mentation. The experiments on traditional
Chinese corpora and simplified Chinese cor-
pora show that the performance of Chinese
word segmentation of the model is equivalent
to the performance of the methods based the
Bi-LSTM, and the model has a tremendous
growth in parallel computing than the models
based the Bi-LSTM.
1 Introduction
Chinese word segmentation (CWS) is a prelimi-
nary task for Natural Language Processing (NLP)
of Chinese. The CWS has regarded as a label-
ing problem since Xue (2003). Previous research
of the CWS focussed on statistical methods based
on supervised machine learning algorithms, such
∗* Corresponding author.
as Maximum Entropy (Berger et al., 1996) and
Conditional Random Fields (Lafferty et al., 2001).
However, those methods heavily depend on the se-
lecting of handcrafted features.
Recently, the neural network models have
widely adhered to solving the NLP tasks for their
ability to minimize the effort in feature engi-
neering. The research attention in the CWS has
shifted to deep-learning (Zheng et al., 2013; Pei
et al., 2014; Chen et al., 2015; Cai and Zhao,
2016; Chen et al., 2017; Yang et al., 2017; Ma
et al., 2018). Deep-learning practitioners com-
monly regard recurrent architectures as a de-
fault starting point for sequence modeling tasks.
Chen (2015) built a recurrent neural network
(RNN) for the CWS and applied Long short-term
memory (LSTM) (Hochreiter and Schmidhuber,
1997) as the cell operator of the RNN. Cai (2016)
employed gate combination neural network and
LSTM to establish a word-based model of the
CWS. Ma (2018) Proposed a relatively simple and
efficient model by stacking forward and backward
LSTM cell chains, which is one of the best models
based the Bi-LSTM for the CWS.
However, the methods based on the Bi-LSTM
have some inherent drawbacks. First, they are
hard to parallel computing for the correlation that
the computing of each hidden state of the Bi-
LSTM needs the value of the previous hidden
state. Second, they are little efficient in apply-
ing the Dropout (Srivastava et al., 2014) method
to inhibit the Overfitting for the correlation. Third,
for the word segmentation task, they are little effi-
cient in capturing the character information at the
more distant site of a long sentence for the van-
ishing gradients. Contrasted the Bi-LSTM, Con-
volutional Neural Network (CNN) has more ad-
vantages in parallel computing and extraction of
features.
It is difficult that using the traditional convo-
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lutional neural network builds a sequence model.
For language modeling task, the extraction of the
information of context is a key obstacle for us-
ing the traditional convolutional neural network.
Kim (2014) used CNN to extract features from
character-based embeddings and concatenate the
features as the input of the LSTM neural net-
work that predicted the next word in a sentence.
Gehring (Gehring et al., 2017a,b) proposed an
architecture composed of an encoder and a de-
coder for machine translation that the encoder
was a primitive temporal convolutional network.
Bai (2018) proposed a generic temporal convo-
lutional network architecture for numerous tasks,
which was a systematical description of the tem-
poral convolutional network firstly. However, The
temporal convolutional network that Bai proposed
is weak in the tasks of language modeling liking
the CWS.
In this paper, we propose a sequence-to-
sequence transformer model for the task of Chi-
nese word segmentation. The base of the model
is temporal convolutional network. The temporal
convolutional network, which derives from Bai’s
model and is improved by us, mends the short-
comings of Bai’s model and adheres to the task
of Chinese word segmentation. The model uses
the temporal convolutional network to construct
an encoder and uses one layer of fully-connected
neural network to build a decoder. Meanwhile, the
model applies the Dropout method to inhibit the
Overfitting and captures the character information
at the distant site of a sentence by adding the lay-
ers of the encoder. The most key points are that
the model binds the Conditional Random Fields
model to train parameters, and the model uses the
Viterbi algorithm to infer the final result of the
Chinese word segmentation. For further research,
we release the data and the source code publicly 1.
In summary, the contributions of this paper are
concluded as follows:
• We firstly take a tentative that we introduce
the temporal convolutional network to solve
the task of Chinese word segmentation.
• We improve the generic temporal convolu-
tional network (TCN) in three aspects, ar-
chitecture, training, inference. It makes the
model sticking to the task of Chinese word
1https://github.com/Johnwei386/Tcn CWS
segmentation. The experiments in perfor-
mance of the CWS will show that our model
achieves the best result and a tremendous
growth contrasted the generic temporal con-
volutional network.
2 The Transformer Model
The transformer model that we propose, as shown
in Figure 1, consists of an encoder and a decoder.
The encoder is a temporal convolutional network.
The temporal convolutional network is composed
of an input layer, many hidden layers, and an out-
put layer. The hidden layers are dilated convo-
lutional layers that are the results after perform-
ing the operations of Convolutional Blocks and
Residual Connection to the inputs from previ-
ous layers. The dilated convolutional layers have
a mechanism named dilated convolution for cap-
turing the receptive field. The convolutional neu-
ral network has two important concepts, receptive
field and filter. A receptive field is a scope of artifi-
cial neurons for a convolutional operator in CNN.
For example, in our model, the receptive field of
a convolutional operator of the first hidden layer
is a range of characters or words in a sentence. If
the elements of the receptive field are successive in
the previous layer, the convolutional operator is a
regular convolution, otherwise, it is a dilated con-
volution. When the elements of the receptive field
are captured from the previous layer, a picked el-
ement has an interval with another picked element
that they are both in the previous layer. It is the
core idea of the dilated convolution. In general,
the interval is a hyper-parameter named dilation
factor that is set as an exponent of two generally.
The input of each dilated convolutional layer is a
concatenation by numerous receptive fields of di-
lated convolution operators binding the elements
of this layer.
Chinese word segmentation task is usually re-
garded as a sequence labeling task by characters.
Specifically, each character in a Chinese sentence
is classified as a label of L = {B,M,E, S}, in-
dicating the begin site of a word, the middle site
of a word, the end site of a word, or a word
with a character. A sentence with m charac-
ters can be described as X = {x1, x2, . . . , xm},
and the aim of the CWS is to figure out the
a true label sequence that can be described as
Y = {y1, y2, . . . , ym}, yt ∈ L, t = 1, 2, . . . ,m,
t indicating an index of characters in the sen-
tence. The original X cannot be applied di-
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Figure 1: The architecture of Seq-to-Seq transformer. The bottom layer of the encoder is the input layer. A blue
dotted line indicates the capturing of a receptive field. A blue block encompassed by the black solid line is an
element of layers. A zero block that contains a zero is a zero padding block. The dilation factors for hidden layers
are set as d = 20, 21, 22.
rectly to our model. It is necessary to transform
X to pre-trained embedding vectors. The pre-
trained embedding vectors can be described as
E = {e1, e2, . . . , em}, et ∈ Rn, the et binding the
xt, which is the input layer of the temporal con-
volutional network. n is a hyper-parameter indi-
cating the dimensions of a pre-trained embedding
vector.
2.1 The Encoder
The encoder is a convertor that converts the input
layer to the output layer. The input layer is a con-
catenation of pre-trained embedding vectors that it
indicates a sentence. For the task of Chinese word
segmentation, it is necessary to keep the length of
the input layer equivalent to the length of the out-
put layer. It is an alignment mechanism between
the input layer and the output layer. It also means
that every character of the sentence inputted to the
encoder binds the element of the output layer with
the same index.
The hidden layers gain receptive fields by the
dilated convolution, each receptive field binding
an element of the hidden layer where the dilated
convolution is performed. As the reason of the
alignment mechanism, each element of the hidden
layers at the same index with the character of the
sentence inputted to the encoder has a receptive
field. It is equivalent to that a convolutional filter
slides on the hidden layers from left to right with
the stride equalling 1 to cruising the elements one
by one. A Convolutional filter is an extractor of
features, which has a set of independent parame-
ters. When an element of a hidden layer gained
the receptive field, an operation of the Convolu-
tional Blocks on the receptive field is performed
to generate a result, and an operation of Residual
Connection is performed with the result and the el-
ement of the previous layer at the same index with
the element of the hidden layer to generate the out-
put of the element of the hidden layer. The output
of the last hidden layer is the output layer.
A improvement of our model in architecture is
that a receptive field of a hidden layer is captured
only from an element to the elements at the right
direction in the previous layer that the element has
the same index with the spot in the hidden layer
where a convolutional filter is staying. It is named
future scheme. Instead, the scheme that only fo-
cusses the capturing of the elements at the left di-
rection is named past scheme.
2.2 Dilated convolution
The dilated convolution gains the elements that a
receptive field needs. For a sentenceX inputted to
the encoder, the elements can be described as a set
of xt+d·i, t indicating the site where the convolu-
tional filter is staying, d indicating the dilation fac-
tor, i indicating an index of the receptive field. The
dilation factor of each hidden layer is an exponent
of 2, but the power of the exponent is incremental
that it is different for each hidden layer.
The dilated convolution causes that the recep-
tive fields of the last elements of hidden layers can-
not capture sufficient elements of previous layers,
So, it is necessary adding zero padding blocks to
the tail of the layers. A zero padding block also
is the element of the layers but without the recep-
tive field, and the value of the zero padding block
is zero. As the layers of the encoder adding, the
transformer model can capture the character infor-
mation at the distant site of a sentence by the di-
lated convolution.
2.3 Convolutional Blocks
A convolutional block is composed of three trans-
formations for the elements of a receptive field.
The transformations are Convolutional Operator,
Layer Normalization, Dropout. Numerous convo-
lutional blocks are stacked as an integral opera-
tion named Convolutional Blocks. In our model,
as shown in Figure 2, we only stack two convolu-
tional blocks.
The Convolutional Operator is the traditional
convolutional operator of one-dimension in CNN.
The Layer Normalization is a simple normal-
ization method to improve the training speed
for various neural network models proposed by
Jimmy (Ba et al., 2016), which is designed to over-
come the drawbacks of batch normalization (Ioffe
and Szegedy, 2015). The Dropout is a prevalent
method to avoid the Overfitting for numerous neu-
ral networks.
Convolutional operator
Layer normalization
Dropout
Convolutional operator
Layer normalization
Dropout
Figure 2: The Convolutional Blocks.
2.4 Residual Connection
The Residual Connection is a connection way be-
tween different layers of a neural network, which
was first applied in computer vision study. Tra-
ditionally, The input of a layer of the neural net-
work is the output of the previous layer directly.
However, by the Residual Connection, The input
of a layer of the neural network is the sum of the
primitive output after all operations of the previ-
ous layer and the input of the previous layer. In
our model, an output of an element of a hidden
layer is described as:
output = ReLU(ve+ cblocks) (1)
In Eq 1, we use ReLU as the activation function,
and ve is the value of the element of the previous
layer that has the same index with the character
of the sentence where a convolutional filter is pro-
cessing, and cblocks is the output of the Convo-
lutional Blocks for the element, and output is the
final output for the element. The concatenation of
all output is the output of the hidden layer.
2.5 The Decoder
When the encoder processed a concatenation of
pre-trained embedding vectors that indicates a
s1 α2
s2
α3
s3
αm-1
sm-1
αm
sm
. . . . . .
Figure 3: The computing precedure of α.
sentence, the output layer of the encoder is a con-
catenation of vectors that the dimensions of the
vectors are equivalent to pre-trained embedding
vectors. The decoder is constructed by one layer
of fully-connected neural network, and it is also
a convertor that converts the vector of the output
layer to the vector contained the score of each la-
bel that is one of the classification labels of the
CWS. The dimensions of the vector contained the
score are set as 4, indicating the four classifica-
tions for the CWS.
3 Training
We bind the Conditional Random Fields (CRF) to
train our model. The CRF is a simple and effec-
tive model for the task of sequence labelling. The
idea of the CRF is that seeing adjacent labels in
a sequence is dependent instead of independent.
In common, the CRF has a transform matrix in-
dicating the weight to transfer between the adja-
cent labels and holds two paths at forward-path
and backward-path for a sequence. In our model,
for simple in practice, we only consider the inter-
action between two successive labels at forward-
path. For a training sample to our model (xt, yt)m,
where yt is the true label for xt andm is the length
of the sentence inputted to the encoder, the Yˆ , the
probability for all true labels in the sentence, is de-
signed as:
Yˆ =
exp
(∑m
t=1 (scoret(yt) + ϕ(yt−1, yt))
)∑
l∈L
exp(αm(l))
(2)
In Eq 2, The score is the result of the the de-
coder, and scoret(yt) means the score with true
label at the index step t. The ϕ is the function in-
dicating the probability from the label of the previ-
ous step to transfer next one and ϕ(y0, y1) is zero,
which means for the first step without the depen-
dent relationship, and ϕ(r, c) is the mapping to the
transform matrix that r indicates the row of the
matrix and c indicates the column of the matrix.
It is hard to sum over an exponential number of
state sequences for the CRF because it requires to
compute the score based on the whole sentence.
Algorithm 1 The Viterbi algorithm
Input:
The set of score, score;
The transform matrix, M ;
Process:
T1 = score1
for i = 2 to m do
Vi = Ti−1 · I +M
for c = 1 to τ do
bi(c) = argmax
k
Vi[k, c]
Ti(c) = scorei(c) +
[
max
k
Vi[k, c]
]T
end for
end for
wm = argmax(Tm)
for j = m to 2 do
wj−1 = bj(wj)
end for
return W = {w1, w2, . . . , wm}
The score is the sum over all possible labeling
schemes. The Forword-Backward algorithm is a
key solution to compute the score (Collins), where
α indicates the score at the forward direction. In
our model, we only compute the score at forward-
path. It is an iterative procedure to compute the
α value. The α value at step t for the label l is
described as:
αt(l) = scoret(l) + log
∑
l
′∈L
exp(αt−1(l
′
) + ϕ(l
′
, l)) (3)
The initial value for α1(l) at the first step is
equal to score1(l). The αm means the score at
the last index step m, which is the final score and
describes the whole sentence. The procedure to
compute α is shown at Figure 3 and st is the score
at index step t for a character, as well s1 equaling
to α1.
We employ the Adam optimizer with β1 = 0.9,
β2 = 0.999 and  = 10−8 to optimize the model
parameters (Kingma and Ba, 2014), which can get
training away from plateau. Then, we use cross-
entropy loss to train the model, and the loss func-
tion for a sentence is designed as:
loss = −log
(
Yˆ
)
(4)
4 Inference
In common, it is a simple way to infer the labels
by directly hitting the one that has the maximum
score value label in the score for each character
in a sentence. However, this way is not to take
the interaction between two successive labels into
account. So, we use the Viterbi algorithm to infer
the labels that are a true label sequence Y . It is a
dynamic programming algorithm.
As shown in Algorithm 1, the M is the trans-
form matrix indicating the interaction between
two adjacent tags, M ∈ Rτ×τ , and τ indicates
the size of label sets L, and m is the size of a
sentence, and score1 is the score for each labels
at first character in a sentence, score1 ∈ Rτ×1,
and Ti is a intermediate variable, and Vi is a in-
termediary matrix with the row index k and the
column index c, Vi ∈ Rτ×τ , and I is a vector,
I = [1, 1, . . . , 1], I ∈ R1×τ , and wi indicates the
inferred label result for the character, and bi in-
dicates the row index having maximum value at
column c in matrix Vi, bi ∈ R1×τ . The return of
the Viterbi algorithm is a serial wi as well as W .
5 Experiments
5.1 Datasets
We use the NLPCC2016, a shared task for Weibo
segmentation, as our main dataset (Qiu et al.,
2016). It is split as Training, Development and
Test set. In order to evaluate our proposed archi-
tecture, we additionally experiment on two preva-
lent CWS datasets, CITYU and PKU, which both
derive from SIGHAN 2005 bake-off (Emerson,
2005), where the standard split is used. CITYU
is a traditional Chinese corpus. NLPCC2016 and
PKU are simplified Chinese corpora. For gener-
ating the pre-trained embedding vectors, We ap-
ply wang2vec2 (Ling et al., 2015), to pre-train the
character-based embedding vectors.
5.2 Hyper-parameters
Hyper-parameters of neural network model sig-
nificantly impacts its performance. To train our
model and get a set of suitable hyper-parameters,
we divide the training data into two sets, train-
ing set and development set. The development
set contains 2000 sentence for each corpus exper-
imented, and the rest of the corpus is the training
set. The hyper-parameters of our model are shown
in Table 1. For the dropout rate, it is only avail-
able in the training procedure but has no impact in
2https:github.com/wlin12/wang2vec
Paramter Description Value
Dimensions of embedding vector n = 100
Learn rate lr = 0.001
Filters number fs = 100
Hidden layers ly = 4
Kernel size s = 3
Dropout rate dp = 0.3
Dilation factors d = 2i
Stride length sl = 1
Epochs ep = 100
Batch size bs = 32
Table 1: The Hyper-parameters
Figure 4: The F-score for the models adopting the fu-
ture scheme or the past scheme.
the test procedure. The kernel size and the dila-
tion rate are set by commonly configuration pol-
icy. The stride length is the stride of a convolu-
tional filter sliding to next spot, and it is only set
as 1. Other hyper-parameters are trained by hand-
manipulated.
5.3 Experiment Environment and Evaluation
Criteria
The hardware environment is composed of an In-
tel Core i5 3.2GHz CPU with 8GB RAM and an
Nvidia GeForce GTX 1050 Ti GPU. The software
environment is composed of the Linux operating
system, Tensorflow, Numpy. We apply the F1
score to evaluate the performance of the CWS,
which can be described as an F score. The F1
score is the harmonic average of the precision (P)
and recall (R), where an F1 score reaches its best
value at 1 (perfect precision and recall) and worst
at 0.
5.4 Future Scheme and Past Scheme
In generic temporal convolutional network, it fo-
cusses on the information at left scope in a sen-
Scheme P R F
The past scheme 91.27 92.81 92.03
The future scheme 91.74 92.94 92.34
Table 2: Performance of the CWS comparison between
the schemes
Figure 5: The F-score for three models.
tence (the past scheme). However, in our model,
we only focus on the information at the right scope
in a sentence (the future scheme). We compare the
difference between the schemes for convolutional
scope in performance of the CWS on the test set of
NLPCC2016. As shown in Table 2, this is a little
difference between the schemes in performance,
but the future scheme hits the better F score than
the past scheme. The reason is that starting a di-
lated convolution from zero paddings by adopting
the past scheme will lose the information of char-
acters in front of a sentence. Instead, the future
scheme is without the problem that is the loss of
the information in front of a sentence.
5.5 Model Analysis
The current state-of-the-art models for the task
of Chinese word segmentation are mostly based
the Bi-LSTM combining the CRF that can be
named Bi-LSTM-with-CRF. The generic tempo-
ral convolutional network is without combining
the CRF to train parameters and without using the
Viterbi algorithm to infer true labels, which can
be named Tcn-no-CRF. Our model has two im-
portant improvements contrasted the Tcn-no-CRF,
combining the CRF to train parameters and using
the Viterbi algorithm to infer true labels, and our
model can be named Tcn-with-CRF. By the im-
provements, our model has a tremendous growth
in performance of CWS contrasted the Tcn-no-
CRF. By the dilated convolution, our model is
without the correlation problem that is an inherent
Model F Size Speed
Tcn-no-CRF 82.89 2000 1287
Bi-LSTM-with-CRF 90.81 2080 120
Tcn-with-CRF 92.34 2000 263
Table 3: Performance comparison of the models. Size
means the number of parameters of the models. Speed
is the training speed of models and its unit of measure-
ment is sentences/s meaning that how many sentences
are processed per second.
problem of the Bi-LSTM-with-CRF, so the power
of parallel computing of our model is better than
the Bi-LSTM-with-CRF.
We select the Bi-LSTM-with-CRF and the Tcn-
no-CRF as the baseline models, and experiment
these models on NLPCC2016 dataset, and show
the performance comparison between our model
with the models on the test set. As shown in Fig-
ure 5 and Table 3, the Tcn-with-CRF boosts the
performance of the CWS approximately 10% con-
trasted the Tcn-no-CRF. The training speed is an
important performance to evaluate the power of
parallel computing in identical hardware and soft-
ware environment. Meanwhile, if a product based
on the algorithm of deep-learning is trained more
quickly, the product is released more early before
the other similar product. As shown in Table 3, the
training speed of the TCN-with-CRF has a tremen-
dous growth than the Bi-LSTM-with-CRF, and the
F-score of the TCN-with-CRF is better than the F-
score of the Bi-LSTM-with-CRF.
To better evaluate the performance of the CWS
our model with other models premised the Bi-
LSTM that other researchers proposed, we con-
trast the performance of the CWS between our
model with prevalent models on the datasets of
CITYU and PKU. As shown in Table 4, our model
achieves the performance of the CWS equivalent
to these models approximately.
6 Conclusions
In this paper, we propose a sequence-to-sequence
transformer model for the task of Chinese word
segmentation. The model can apply the Dropout
method to inhibit the Overfitting and can cap-
ture the character information at the distant site
of a sentence by adding the layers of the encoder.
Experiments show that our model has a tremen-
dous growth in parallel computing than the models
based on the Bi-LSTM, and our model achieves
Models
CITYU PKU
P R F P R F
(Zheng et al., 2013) - - - 93.5 92.2 92.8
(Pei et al., 2014) - - - 94.4 93.6 94.0
(Chen et al., 2015) - - - 95.1 94.4 94.8
(Cai and Zhao, 2016) - - - 95.8 95.2 95.5
(Yang et al., 2017) - - 96.9 - - 96.3
(Chen et al., 2017) 95.4 95.7 95.6 94.9 93.8 94.3
(Ma et al., 2018) - - 97.2 - - 96.1
This work 93.8 94.4 94.1 94.6 94.2 94.4
Table 4: Comparison between our model with other prevalent models of the CWS.
the performance of the CWS equivalent to the
models based the Bi-LSTM approximately. How-
ever, our model gains a better of F-score than the
baseline model based Bi-LSTM.
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