Abstract-The class of 2-D nonseparable geometrically anisotropic localization operators is defined, from the representation of a function via a family of coherent states, by restricting the states in the reconstruction formula. The eigensystem of operators in a set family is determined, this specifying optimally localized anisotropic functions, and their degree of localization. These functions are suitable for analysis of inhomogeneous anisotropic random fields.
I. INTRODUCTION
This correspondence introduces a new class of spatially anisotropic and nonseparable 2-D localization operators, the class of geometrically anisotropic operators. The operation of "localization" in this context refers to limiting variation in a 2-D square integrable function to that limited to a set of spatial locations and spatial frequencies. By using a localization operator, the energy concentration of a given function to a region of frequencies and locations, may be exactly quantified. Optimally localized functions are thus derived. The anisotropy of the proposed family of operators, are parameterized by a single transformation matrix, and by changing this matrix a set of operators ranging from isotropic to directional are defined.
The motivation for deriving optimally localized functions is to construct local representations of structure, see Section II-A. A Fourier transform (FT) represents a signal globally, by decomposing a signal in terms of modes present over the full length of the signal. Many signals exhibit transient features, making this global representation inappropriate. Alternative local decompositions include the wavelet transform (WT). To be able to form a local decomposition, a set of well-localized decomposition functions must be used, or the utility of the decomposition vanishes.
By the form of the WT, the locality of any member of the family of functions used for analysis, is equivalent to the locality of the mother wavelet. Thus, determining appropriate mother wavelets is sufficient for deriving decompositions with high resolution. The eigensystem of a localization operator corresponds to a set of mutually orthogonal and optimally localized functions where the eigenvalues of the functions measure their degree of localization to a given region [1] , [2] . Eigenfunctions of localization operators are suitable to use as mother wavelets. We seek to develop operators to obtain optimal mother wavelets that exhibit geometric anisotropy, discussed in Section II-B. Our motivation for studying this class of variation is that it contains isotropic functions, and anisotropic functions that are nearly unidirectional, as well as the full continuum of structure in between the two extremes. Geometric anisotropy is used for modelling covariance structures in geostatistics, see for example Christakos [3, p. 61] , as well as modeling texture, see Eom [4] . By determining the eigensystem of the operators proposed in this correspondence, we obtain classes of mother wavelets suitable for analysis of inhomogeneous random fields. Furthermore the families of eigenfunctions of different operators permit us to study the effects of directionality on localization. These facts justify the construction and study of the proposed operators. The 1-D localization operators have already been the focus of considerable study, see [2] , [5] , and [6] . Consecutive truncations form a possible method of localization and such procedures treat the space and spatial frequency variables inhomogeneously. This results in an unequal compromise in space and frequency concentration. To overcome this restriction, Daubechies and Paul [5] defined a set of homogeneous localization operators treating time and frequency on an equal footing. The operators were used to derive optimal 1-D mother wavelet functions [5] , and were extended to 2-D by Metikas and Olhede [1] .
We define the anisotropic operator with great care, in a series of steps in Section II to ensure that its eigensystem can be determined. We start by defining the "fiducial vector" from which the operator is built. Geometric anisotropy is characterized by a transformation matrix, and a transformed distance metric. The fiducial vector is picked to be a function marginally well localized in space in terms of the transformed distance metric as well as in transformed frequency. From the fiducial vector a family of coherent states is defined. We construct the family in Section II-B by a set of transformed operations.
We determine the marginal localization of an arbitrary element of the family of coherent states, as this in conjunction with the choice of region of integration, will determine the localization of the operator, see Section II-C. We define a general operator for localizing to regions of anisotropy in Section II-C, and assuming the function to be localized is geometrically anisotropic a simpler operator is also defined in Section II-D. We determine the eigensystem of the simpler family of localization operators, see Section III, deriving explicit forms for the eigensystem. These approximate eigenfunctions of the general operators defined for arbitrary functions. We apply the eigenfunctions to characterize inhomogeneous random fields, and show the improved resolution of the WT in Section IV. This combines to define new classes of "optimally" localized nonseparable and anisotropic functions, spanning previous developments of Metikas and Olhede [1] . A cohesive framework for treating geometrically anisotropic 2-D variation is thus proposed.
II. CONSTRUCTING THE GEOMETRICALLY ANISOTROPIC OPERATOR

A. Local Decompositions
We shall construct the localization operator starting from a local decomposition, similar to the 2-D continuous WT. We define a family of "coherent states" fv 2 ) by
if v(x) is an admissible mother wavelet, with admissibility constant C v , then
The interpretability of (1) and (2) depends on the locality of v (x); in turn determined from the locality of v(x), and the choice of operations denoted by .
B. Functions of Geometric Anisotropy and Their Localization
A function g A (x) is said to exhibit geometric anisotropy if for a fixed non-negative 2 2 2 symmetric matrix H and gr (1) 
]).
The function becomes approximately unidirectional as " ! 0:
We form the decomposition of H as H = P T H P H . This specification does not uniquely determine P H , but we only seek to determine the optimal decomposition for a set H, and so any possible P H will work. With Q H = P 01 H define the transformed spatial variable y x and the transformed frequency variable . If P H
is itself a rotation, thenR ;H is a rotation, otherwiseR ;H is a rotation in the transformed space. The generalized shift for any function g(x) (1) by (see Cohen [7] H;
We determine that (see (19) and (20) are given by (7) and (8) 
D. Geometrically Anisotropic Localization
Metikas and Olhede [1, eq. 22] defined a genuinely 2-D localization operator, but were only able to determine its approximate eigenfunctions. To be able to derive eigenfunctions, they defined an operator only valid for radial functions, in [1, eq. 12]. We intend to define an operator only valid for a geometrically anisotropic function, denoted g A (x).
When calculating the act of localization for a radial function using coherent states of the form given in (3), it is possible to integrate out the azimuthal wavenumber, the orientation and position b direction. This yields a coherent state that is a function only of !, and is only indexed by a and b = b (8)). h! ! !iH( ) only depends on a (see (7)).
In analog with Metikas and Olhede [1] we note that the inner product of two geometrically anisotropic functions simplifies to n;l;m (x) , which we denote by f n;r;H (C)g. Thus, the geometrically anisotropic eigensystem is given by: 9 (A) n;l;m;H (! ! !) = 9 (e) n;l;m Q T H ! ! ! , n;r;H (C) = n;r(C). Thus, whenever a set of eigenfunctions are determined for the operator of (7) and (21) in [1] , these automatically correspond to eigenfunctions of the geometrically anisotropic localization operator, once the argument of the eigenfunctions has been adjusted. Determining the exact eigenfunctions of (15) : We obtain increasing anisotropy as " approaches zero, or becomes very large.
In the isotropic limit (P H = I) we obtain the results of Metikas and Olhede [1] . In Fig. 1 the range of possible localization regions that may be found in this class can be compared. As we do not change the values of l and m these functions have the same localization value for a fixed value of C. As we are for the highly anisotropic case extending the extent of the function in one direction trivially to conserve the area size, it is compressed in the corresponding canonical variable, as is apparent from the frequency domain plot. As the spatial extent extends in x2, the function squashes towards f2 = 0. The proposed framework allows the quantification of the stretching explicitly, and the discussion of " ! 0 and " ! 1.
IV. EXAMPLES
To illustrate the resolution of the anisotropic wavelets we discuss analysis of two simple random fields, namely a deterministic function immersed in white noise and an anisotropic random field, generated from the family of long correlation (LC) image models, see Eom [4] . LC models are quite flexible and replicate structure These four realizations are then joined into a inhomogeneous random field, by contiguous placement of the individual fields, see Fig. 2(e) , and denoted p(x), x 1 ; x 2 = 1; . . . ; 256. The FT of this random field has also been calculated and its magnitude plotted on a decibel scale in Fig. 2(f) . In the Fourier domain the inhomogeneous regions cannot be resolved. We calculate the isotropic and an anisotropic Morse WT, again with l = 8, m = 3, k = 0 and P H = diag ( (3=2) ; (2=3)), at scale a = 3:14. The result is displayed in Fig. 2(g) and (h) . The WT absolute value square is plotted at a range of values scaled between 0 and its maximum. The WT at this scale is supposed to retain field (iv), and this is mainly done in Fig. 2(g) . Clearly from the Figure, we can discriminate directional variation much better, and unlike subplot (h), we retain less of the field specified by component (iii). This then illustrates the improved directional resolution of the anisotropic wavelets (not a surprising result) but for which this class of wavelets was constructed.
V. CONCLUSION
This correspondence has defined geometric anisotropic localization operators, and derived the optimally local functions to geometrically anisotropic nonseparable regions of space and spatial frequency. Metikas and Olhede [1] had previously introduced general nonseparable localization operators in 2-D, based on the construction of Daubechies and Paul [5] . In [1] the form of the localization operator was simplified for radial functions. A localization operator only valid for radial functions was introduced. In the special case of the Morse family of coherent states, the eigenfunctions of the radial localization operator were determined by Metikas and Olhede.
In contrast we have proposed a family of geometrically anisotropic localization operators, containing the radial family of Metikas and Olhede. The form of the operator was simplified, and an operator was introduced with simpler form defined for geometrically anisotropic functions only. In comparison to the radial family of operators, this corresponds to a generalization. A full set of eigenfunctions with associated eigenvalues were determined for the class of geometric anisotropy in this correspondence, useful for the study of nonstationary random fields. Generalizations of these operators would include classes where nonaffine transformations of the argument of the fiducial vector would be permitted. Such operators would naturally link with spatial deformation modelling of random fields, as proposed by Sampson and Guttorp [9] , and generalizations thereof. We demonstrated the power of additional directional resolution given by the geometrically anisotropic wavelets on synthesized inhomogeneous random fields. 
