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1. はじめに
システム開発では上位設計における振る舞い性質の検
証を行っておくことが設計の後戻りを少なくする意味で
大事である.モデル検査は状態遷移系としてモデル化さ
れたシステムと期待される(あるいは期待されない)振
る舞い性貿記述の二つを入力とし，前者の振る舞いが後
者を満たすか否かを総当りで調べる形式的手法である.
状態表現の簡約化や，状態走査の高速化の研究が進み，
近年ではシステム上位設計における検証技術として実用
的観点から注目を浴びている.
また，近年SysML(System Model Language)[l]が
注目を浴びている.SysMLはUML2をもとに拡張を行
い，物理系，物理デバイス，ソフトウェアシステムからな
る混合システムを表現することを目指している.これら
の拡張により各ブロック聞に流れる信号や物理的フロー
などに関する制約や関係をよりわかりやすく提示できる
ようになっている.システムの振る舞いを記述する振る
舞い図についてはUML2と向様に四つの国 (diagram)
をサポートしている.とりわけHarelのStatechartにも
とづく状態遷移図はサブシステムの内部の振る舞いを記
述するのに適しており，状態の階層化，並列など表現能
力も高い.
状態遷移闘を用いていくつかのサブシステムの振る舞
いを記述したときに，このシステムの入出力がブロック
のポートに指定した制約条件等を満たすかどうかを設計
の早い段階でチェックできることが望ましい.
以時，本稿では， t辰る舞ーいモデルの形式検証技術，と
りわけ，時間オートマトンのモデル検査と確率オートマ
トンのモデル検査について述べる
2. 時間オートマトン
時間オートマトン [3-5]は有限価のクロックを付加し
たオートマトンである.時間オートマトン府のモデル検
査ツールは複数知られているが，ここではUPPAAL[2]
について述べる.
第1図に時間オートマトンの例をあげる.これは二つの
時間オートマトンから構成されているが，左の時間オート
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第 1凶 時間オートマトン
マトン(以降Producerとよぶ)が本質である.Producer 
はクロック tを一つもち，時間制約式が選移や状態(ロ
ケーションとよばれる)に与えられている.前者をガー
ドとよび，後者をインバリアントとよぶ.initialと名づ
けられているロケーションが初期ロケーション(二重丸
で初期ロケーションを意味する)である.
Tlの値を 25，TOの値を 24とすると，この時間オー
トマトンの動作は簡単にはつぎのようにみなせる.イベ
ント(またはアクションともよぶ)In!を発生させ，その
際クロック tをOリセットする.その後は前のイベント発
生時刻からちょうど24単位時間経過したのち， 25単{立
時間に達するまでのどこかの在意の時刻でイベント In!
を発生させることを繰り返す.
以降，もう少し詳しく説明する.時間オートマトン
の意味モデルは状態遷移系として与えられる.初期ロ
ケーションに位置し，各クロックの値をOとした状態を
意味モデルの初期状態とみなす.意味モデルでの遷移は
時間違移(delaytransition)と，アクション選移(action
transition)の二つがある.時間選移はロケーションの滞在
を意味する.ロケーションに与えられたインバリアントを
満たす範聞で，各クロックに一様かつ調密な時間選移を許
している.initialでは特別なインバリアントlU(Urgent)
が与えられており， initialでの時間滞在が許されないこ
とを意味している.したがってProducerは初期状態から
瞬時に実行可能なアクション遷移(この例ではinitialか
らstableの遷移)を実行することとなる.一般に，アク
ション遷移は瞬時に実行される.アクション遷移が実行
できる条件はガードを満たすこと，選移先のロケーシヨ
ンにおけるインバリアントを満たすこと，および遷移の
イベントが同期可能であることである.仰jの遷移はガー
ドがないので実行可能となり，イベント In!が発生する.
1正確にはインバリアントで時間制約が与えられるので
はなく，このロケーションの出力選移に待問制約t::;O
が与えられる，と解釈する.
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このとき，クロックtが値Oにリセットされstableに移
る.stableに付加されたインバリアント t'5:.T1が満た
される間，滞在することができる(この間，時間遷移が
おこり，クロック tの値が増力Dしていく). stableから
はセルフループの遷移があり，インバリアントとガード
を満たす任意の時点で瞬時にイベント In!を発生させ，
そのつど，クロック tをリセットさせることを以降繰り
返す.
一般に複数の遷移が実行可能なときは非決定的に選択
できる.時間選移にともなって実行可能なアクション遷
移が変化することもある.一般に，あるロケーションに
滞在したときに，インバリアントを満たす範囲で実行可
能なアクション遷移がない場合はデッドロックとなる.
なお，インバリアントが与えられてないロケーション
(すなわちいつまでも滞在可能なロケーション)におい
ても，出次選移が定義されていない場合はデッドロック
とされる.
UPPAALでは複数の時間オートマトンを並列合成し，
複雑なシステムを記述することができる.並列合成され
たシステムの初期状態は各オートマトンの初期状態で定
される.時間違移はすべてのクロックに一様に適用さ
れる.一方，イベント遷移は，基本的に開ーのイベントが
ラベル付けされている遷移の中ですべてのガード条件を
満たす遷移可能な遷移が選択される.ただし， UPPAAL 
ではさらに強い制約をおいており， CCSのように!が付
けられたイベントは?と付けられた向名のイベントとし
か同期できない.またこの制約を満たす可能な遷移の組
合せのうち!??のペアの遷移が非決定的に選択される.
j二述の説明で、はガード条件さえ合えば，イベント In!が
発生可能であるかのように説明したが，実際は右の時間
オートマトンに対応する遷移があり，無条件かっ任意の
時刻で実行可能にしているため，このごつの並列合成が
全体として，先ほどの説明にあうように動作する.
なお， UPPAAL独自の拡張により，クロック以外に
有限の値域をもっ整数変数などをガード式に用いたり，
選移において簡単な計算をさせたりすることができる.
また，これらのクロックや変数のスコープをローカル，
グローパルに設定することができる.さらに，イベント
による同期とグローパルに設定された変数の共有を用い
て時間オートマトン問で、柔軟なデータ交換を行うシステ
ムを記述することができる.
Il寺開選移は各クロックの値を同H守に任意の正実数の
値で増加させることに注意されたししたがって，時間
オートマトンの意味モデルの状態はロケーションと各ク
ロックの値の紐で表現することができるが，意味モデル
の状態(や選移)は一般に無限に存在することになる.
モデル検査で、はflj日約条刊二式の特:徴を活かし，無!眠状態遷
移系を等侃iな有i現状態jZ移系でとらえ直し扱っている.
また，さまざまな効率化の工夫を行っている.
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2.1 記述例
簡単な例題を通じてこの時間オートマトンの検証の実
際についてやや詳しく述べる.
第1図のコンポーネント (Producer)において， TO 
とT1がある髄Tに近い場合は，ほほ一定の}習期Tでイ
ベント Inを繰り返し発生させるとみなせる.そのイベ
ントを受けて，やや長い処理時間Lを要したのち別のイ
ベント Outを発生させるコンポーネント (Consumer)
を考・える.一般に一つの Producerに対し L/T個J;J、上
のConsumerをパイプライン式に配置することにより，
滞りなく，各イベントの処理ができると期待される.問
題をやや複雑にするために，Outの発生時刻は別のコ
ンポーネント Synchronizerの発生させる居期Pのイベ
ント Syncに同期して出力されることとする.すなわち
処理時間 Lを終えた後の最初の Syncのタイミングで
Outが出力される.このとき，各パラメータ T，LヲP，
Consumer、の個数などの設計値により，イベント Outの
throughputぅjitter，Inとの latency(これらの定義は後
述)などが変わり得る.
第 2図にConsumerうSynchronizerの各時間オートマ
トンを示す.
ready Inっ processing
{偽一一ーでー→偽t<=0在LAYI明噂「寸言了「伊
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第 2図 ConsumerとSynchronizer
Consumerはイベント Inを受けてロケーションpro-
cessingに遷移する.この状態で少なくとも DELAYm
単位時間，多くとも DELAYlvI単位時間滞在したのち，
ロケーションwaitToSyncに遷移する.ここでSyncを
受信すればただちにOutを送信し，初期ロケーションに
遷移する.このように複数の遷移を優先的，連続的かっ
瞬時に動作させることをロケーションにC(Committed) 
をつけることにより要請している.これも UPPAAL独
自の拡張である.
Synchronizerは周期 Pでイベント Syncを発生させ
る.Consumerが複数あるとしても一般に，定期的に発
生する Syncをそのタイミングで受信する相手が常にい
るとは限らない.解決方法として，無条件にSyncと同
期する時間オートマトンRecを新たに導入し，大域変数
にセマフォーを設定し，全体をコントロールする方法，同
様にRecを導入した上でプロセスの後先度を設定する方
法，など複数あるが，ここではRecは導入せず，ブロー
ドキャストチャネルを用いる方法を使う .Syncをブロー
ドキャストチャネルに指定すると!と指定されたイベン
トは?と指定されたO個以上の複数のイベントと可能な
らば河時に遷移を行う.すなわち，同期するイベントが
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なくてもデッドロックにはならない.
システムのあるモジュールが一定の間隔で同一信号を
出力しつづけることなどシステムの(周期的な)時間性
質を早期の上位設計で検証，保証することは有用である.
このような時間性質はtimelinessQoSとよばれる.
timeliness QoSとして以下の例をあげることができる.
以下では，イベント Zのt回目の発生時刻を町とする.
• L単位時間にk回以上のイベント Zが発生する.
(throughput) 'Vn: 1 Xn+k -Xn 1三L
・T単位時間間隔，誤差dでイベント Zが発生する.
(jitter) 'Vn: T -d三1Xn+l -Xn 1三T+d
・二つのイベント x，yについて発生時刻の差はL単位
時間以内である.
(latency) 'Vη1 Yn -Xn 1三L
2.2 テストオートマトン
UPPAALでは時間オートマトンの並列合成として与
えられたシステムに対して，与えられた検査式が成り立
っか否かをモデル検査できる.UPPAALではかなり限
定された TCTL式しか扱えないが，それでも「システ
ムがどのように振舞ったとしても悪い状況pにならない
こと(安全性)(A口notp)J，1システムがいつかは指定さ
れた状況pにたどり着くこと(活性)(AOp)J ， 1システム
がある指定された状況pにたどり着く可能性があること
(到着可能性)(Eく>p)Jなどが検証できる.pとしては各
プロセスのクロック値に関する制約や各プロセスが位置
するロケーションに関する表現が記述できる.
残念ながら timelinessの性質はUPPAALの検査式で
は表現が難しいと思われる.一般に複雑な性質はテスト
オートマトンを用いると解決できることがある [6].検
査対象システムを Sとし，テストオートマトンを Tと
すると T，Sの並列合成 TIISがデッドロックを起こす
とき，性質を満たさないと規定することができる.した
がってモデル検査で、デッドロック判定(検査式はA口not
deadlock)を行うことによりこれらの性質をシステムS
が持っか否かを判定できる.
第3図の時間オートマトンのパラメータをTO，T，i，Kの
四つとし，以降この時間オートマトンをTAd(TO，T，i，K) 
で表す.
第4図のテストオートマトンTATはTAd(TO，TムK)
のパラメータを変えた三つの時間オートマトンの並列合成
T Ad(O，T，O，l) 1 T Ad(O，T，l，l) 11 T Ad(O，T，2， -2)として
構成されており， (throughput) 'Vn: 1 Outn+3 -Outn 1 < 
Tを判定する.
TATは以下のように動作する.最初，整数カウンタ C
の値はOである.このときイベント Outが発生すると最
左の時間オートマトンTAd(O，T，O，l)が起動し，ガード
c==Oをi前たすのでロケーションを sleepから active
に変化させる.このときカウンタを一つインクリメン
トさせ，同時にローカルクロック toを値Oにリセット
22 
1 >= TO && 1 <= T && 
C == I 
1:=0， 
eワ C :=c + K 
eワ
第 3図 イベント Eの監視をするテストオートマトン TAd
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c==o 
1>=O&&t<=L&& 
c:=2 
1:=0， 
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第4図 throughput K = 3のテストオートマトン
する.この時点でさらに Outが発生したとする.こん
どは二つ目のTAd(O，T，l，l)が起動し，ロケーションを
sleepから activeに変化させる.同時にカウンタ C を
一つインクリメン卜する.三つ目の信号が発生したと き
はTAd(O，T，2，-2)が起動し，同様の動作を行うが，カ
ウンタの値は c:=c-2でOにセットする.これ以降， z 
番目の信号Outがi-3番目の信号Outの発生時刻から
区間 [O，T]の聞に発生する限り，各時間オートマトンが
順次， activeから activeへの選移を繰り返すこととな
る.信号の発生時刻がこの条件を満たさないとき，いず
れかの時間オートマトンがfailureロケーションに移行
し，それにともなって他の時間オートマトンも failure
ロケーションに移行する.最終的にシステム全体がデッ
ドロックに陥り，このスループットが満たされないこ と
をデッドロック判定で検証できる.
同様に一つのTAd(T-d，T+d，O，l)をこのパラメータ
でインスタンス化すると (Jitter)'Vn: T-d三1Xn+l-
xnl三T+dのテストオートマトンとなる.
第5図の時間オートマトンTALはlatencyを観測す
るための時間オートマトンである.throughputと同様
に，複数合成して用いる.T，K，iをパラメータとしてお
り，Tは計測したいlatencyの値を表し，υまTALの識
別子に用いる.クロ ックtは各オートマトン固有のもの
であり，信号X，y聞の遅延を計測するのに用いる.Kは
TAdと同様に，これらの時間オートマトンをサイクリ ッ
クに再利用するコントロールに用いる.カウンタ cX，cy
はグローパルに共用され現在いくつのイベントが計測
の対象になっているかを表す.TALをパラメータ込み
でTAL(i，L，K)で表すことにする.
予想される latencyがM で信号の発生間隔がおよそ
Tのとき，TALを少なくとも Aダ/T個用意し，以下のよ
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CX == I 
xワ
t :=0， CX := CX + K 
ノ/' ¥¥、 cy==i&&I>T
cox ス上っす→υ官"‘¥ /'￥、J
50 \\~ 
v 、 failure
cy==i&&t<=T 
yつ
cy:=cy+K 
第5図 latencyのテストオートマトン
二手与7ヤ
第6図 UPPAALによるシミュレーションの様子
うに並列合成する必要がある.
TAL(lム0)1 TAL(lム1)1ー 1TAL(lムη-2) 1 
TAL(-(η-2)ムη-1)
2.3 検証例
Producer， Syncronizerのプロセスを一つ， Consumer 
のプロセスを四つ，そのイ也，イベント Outとフリー
で同期するプロセスをパラメータ (TO=24;Tl=253
DELAYm=79;DELAYM=80;P=2)で並列に動作
させる.このとき， UPPAALにおいて，シミュレーショ
ンで動作の進行を視覚的に確かめることができるし，検証
結果としてdeadlockに陥らないことも検証できる (第6
図). 
この状況でConsumerのプロセスを三つに減らすと，
Producerの信号を受けるプロセス数の絶対数が足りず，
進行不能 (deadlock)になることも容易に確かめられる.
また，ブロードキャストを用いたため，Syncに同期
して，複数の Consumerが同時に Outを出す可能性が
生じるが，そういうことは指定パラメータのもとでは生
じないことも次の検証式で検証できる.
A口(¥fi:idt¥fj: idtPTOcessT(i).ωαitToSyηc^  
PTocessT(j).zωitToSync→i==j) 
この式は二つの相異なる ProcessT(i)が同時にwait-
ToSyncに入らないことを意味している.
イベント Outとフリーで同期するプロセスの代わり
に，各TAを入れると throughput，jitter， latecyの判定
ができる.deadlockに陥らない各パラメータの値およ
び，標準的なPCで、行った検証時間を第 1表にまとめる.
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パラメータ表
timeliness QoS parameters 検証時間 [s]
throughput L=78，K=3 60 
jiter TO=22，T=29 5 
latency L=82，K=5 10 
3. 確率オートマトン
確率的モデルを対象としたモデル検査は，ランダム
な振る舞いをもっシステムのパフォーマンスや信頼性，
安定性を見積もるための形式的手法である.本節では，
本手法に用いられる確率的モデル検査ツールPRISM[7]
(以降， PRISMとする)について簡単に述べる.
PRISMは離散時間マルコフ鎖(DTMC)，連続時間マ
ルコフ鎖(CTMC)，マルコフ決定過程(MDP)を状態遷
移系としてとれる.DTMCは遷移確率っきの有限オー
トマトンとみなせる.クロック変数などの概念はないが
1状態遷移をクロックによる時間遷移とみなすことがで
きる (MDPは本質的にDTCMにアクションの概念と非
決定的選択を追加した派生とみなせる).一方， CTMC 
では指数分布のパラメータを状態選移に与える(時間要
素は遷移の遅延時間として意味づけされる).なお，時
間オートマトンに直接確率を導入したモデルPTA[9]も
提案されているが，現時点では計算効率の問題等もあり，
ツールではサポートされていない.
PRISMのWEBサイト [8]のチュートリアルから，
DTMCの例として自己安定分散アルゴリズム， CTMC 
の例としてパワ コー ントローラについて簡単に触れる.
その前に性質記述の言語PCTL(Probabilistic Com 
putation Logic)， CSL (Continuous Stochastic Logic) 
についてごく簡単に紹介する.
3.1 PCTLとCSL
これらはともにCTLをもとに確率に関する表現を追加
した言語である.ともにほぼ同じ構文を有するが，解釈
モデルとしてPCTLはDTMCとMDPを， 一方， CSL 
はCTMCのモデルをそれぞれ用いる.
PCTL(CSL)式はP三ppathprop， Sとppathpropなど
の形をしている.前者は，たとえば，パス式pathprop
が真である確率がp以上であるかを表す式である.三以
外の比較式も用いることができる.P，Sオベレータはそ
れぞれ確率，定常状態、の確率を意味する.後者はCTMC
のみで用いられる.他に，期待値(利益)に関するRオ
ペレータも用意されている.P，S，Rはいずれも，クエリ
形を持っており P=?などでツールに対して，値を問うこ
ともできる.MDPに対してはP=?の代わりに，Pmax? 
Pmin?が用いられる.
パス式pathpropはCTL式のようにX，U， U!， F， G 
オベレータを許している.
PCTLのパス式の集合は可測で、あることが証明されて
いる.基本的にはCTLの拡張であるので，これらの式の
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/ / module for process 1 
module process1 
x1 [0..1J init 1; 
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0.5・(x1'=0)+0.5:(x1'=1); 
(x1 '=x7); 
[step J (x1=x7) ー〉
[step J ! (x1=x7)ー 〉
endmodule 
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/ / add further processes through re印naml川n
module process2=process1 [xl=x2， x7=xlJ endmodule 
module process3=process1 [xl=x3， x7=x2J endmodule 
module process4=process1 [x1=x4， x7=x3J endmodule 
module process5=process1 [x1=x5， x7=x4J endmodule 
module process6=process1 [xl=x6， x7=x5J endmodule 
module process7=processl [xl=x7， x7=x6J endmodule 
// costs ー 1 in every state 
rewards 
true 1; 
end rewards 
SQとSP
3.3 J¥ワーコ ン トローラ
富士通のハードディスクの電源管理システムをモデル
化している文献[10]の例題を紹介する. Service Queue 
(SQ)， Service Provider (SP)， Power Manager (PM) 
の三つのモジュールからなる.まずPMなしの簡単なモ
デルでみていく.SQはキュー長qmω 平均到着率入の典
型的な待ち行列でモデル化される.SPも単位時間あた
りの平均処理数μを遷移のラベルにもつ状態遷移系とし
てモデル化される(第9図). 
各モジ、ユールの遷移にはアクションがラベル付けされ
ており，各モジュールで同一アクションによる同期がと
られる.なお，各モジュールは第7図と同様にテキスト
ベースで定義される.
この二つのモジュールで典型的な待ち行列を構成して
おり，これだけでも様々な解析が可能である.
チュートリアルで、はキュー長を20，到着率を1/0.72[I/s]，
処理率を 1/0.008[I/s]としたときに，1状態遷移の様子J，
「初期のキューをOから開始したときに，キュー長が1を
超えないことJ，I初期のキュー長を 20にしても定常状態
ではキュー長1以下に落ち着くこと」などがツールで、確
認できることが示されている.
つぎにPMモジュールを追加する .PMはキュー長を
監視し，それが闘値を超えた場合は SPをslepからidle
に遷移させるコマンドを発行し， 0のときは逆方向に遷
移させるコマンドを発行させる.SPではそれに対応し
た遷移を設け，各コマンドの処理時間に相当する遅延時
間を与えている(第10図). 
このモデルに対して， PRISMのツールでは以下の事
項が CSL式を用いて検査できる.1指定された時刻間隔
におけるキューがフルになる確率を表すグラフの提示J，
「定常状態、においてキューがフルになる確率が指定され
第 9図Hermanの自己安定アルゴリズム(ノ ドー 7)
真偽判定や，クエリに対する値をもとめるアルゴリズム
が存在する.同様に CSLのモデル検査アルゴリズムも示
されており，これらがPRISMのツールで使われている.
3.2 自己安定分散アルコ.リズム
DTMCの例として Hermanの自己安定分散アルゴリ
ズム [1]の例が示されている.このアルゴリズムは確率
を使った自己安定アルゴリズムである.複数のノードが
リング構成をなし，各ノードは各ラウンドで0，1のコイ
ントスを繰り返す.安定状態は一つのノードだけが自身
の左のノードと同じ値を持つこととしている.各ノード
は以下のような振る舞いをもっ番目のラウンドで左
隣と同じ値である場合， i+l番目のラウンドでコイント
スをする.そうでなければ i+l番目のラウンドの値は
i番目のラウンドの左隣の値に更新する.1番目のラウン
ドの初期値は各ノードとも 1でスタートする.
第7図は CTMCによる 7ノードの Hermanアルゴリ
ズムの記述である.一つのノード (processl)の振る舞い
を記述した後，他の6ノードは変数名の名前変えを call
by nameで行い，定義している.processlの記述ではア
クション stepが発生したときの動作が二つ定義されてい
る.たとえば，前者では条件xl=x7が成り立つとき実
行される.実行動作は確率が付加され，変数xlの次状
態での値が規定されている.+は動作の選択を表す.
PRISMのプロパティータブ上で，1いつかは確率1で
安定状態にたどり着くこ と(P:目 (trueU“stable"))Jや，
110ラウンド以内で安定状態にたどり着く確率が0.5以上
ある (P>0.5(trueU 90“stαble"))Jものの， 1ではないこ
とや， 1安定状態にたどり着くまでのラウンド数の期待値
(R=?(F“stαble") (結果は約5.49409)Jなどを PCTL
式を使い解析することができる.第8図のようにグラフ
を得ることもできる.
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sleep2idle idel2sleep 
q>q_tligger q=O 
coコu ，
第 10図改良されたSPとPM
た値より低いことが保証されるか否か?J .これらの結果
から，たとえば，定常状態でキューがフルになる確率が
0.00105を超えることがないことや，キュー長の期待値
が3.198であることなどが分析できる.
4. おわりに
本稿では，設計上位の形式検証(モデル検査)のツー
ルとして時間オートマトン，確率オートマトンそれぞれ
のツールのあらましを述べた.
UPPAALの WEBサイトでは適用例として，時間
制約が問題となるプロトコルやパス制御， Lego 
MINDSTROMS™ Systemsを用いたシステム制御の
例題などがあげられている.また SaveCCM[12]との連
携も提案されている.SaveCCMはコンポーネン トベー
ス開発 (CBD)の技法として提案されており，そのコン
ポーネ ントの記述モデルではコンポーネントのポートの
定義を与え，コンポーネントの振る舞いを時間オートマ
トンで与えている.SaveCCMを用いたシステム設計を
サポートする Eclipse上のIDEも存在する.
一方， PRISMを用いたケーススタデイは，確率分散
アルゴリズム，通信プロトコル，セキュリテイ，生体内作
用，高信頼システム，ゲーム理論など多岐にわたる.これ
らはPRISMのWEBサイトにまとめられている.PTA 
を用いたケーススタデイとして Firewire， CSMA/CD 
などがあげられている.
PRISMの欠点としてモデル検査で満たされない場合
に反例が出力されないことがあげられる.UPPAALはこ
の場合に反例としてそのような実行系列を得ることがで
きる.また， PRISMにけおるモデルの入力はプロセス代
数的な構文でテキストベースであるのに対し， UPPAAL 
は図入力ができ，直感的にはわかりやすい.UPPAAL 
はこの 10数年間の例題適用実績もあり，いくつかのサブ
プロジェク トが展開され，実用観点からも有用性が期待
できるが，商用利用には制限がある.一方で、 PRISMは
ソースコードが公開されている.研究が進み，ツールの
開発も進めばシステムの抽象レベルの振る舞いを解析，
検証するツールとして今後の発展が期待できる.
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