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Resumo
Big Data trouxe a necessidade de análise de grandes volumes de dados. Como nova
tendência para armazenamento e processamento de informações em Big Data, foram ap-
resentados os sistemas gerenciadores de banco de dados NoSQL ( Not Only SQL). Man-
tendo contrato com a Apache/Hadoop, a instituição financeira Beta detém como estrutura
de armazenamento e processamento de Big Data o ecossistema Hadoop, tendo o HBase,
que é o sistema gerenciador de banco de dados NoSQL no qual a estrutura é baseada
em armazenamento em colunas. Este trabalho tem como objetivo analisar o desempenho
de processamento com a alteração de uma estrutura de base de dados, atualmente em
sistemas gerenciadores de banco de dados relacional, para um sistema distribuído NoSQL
colunar. Desta forma, era esperada uma redução no tempo de geração e disponibilização
de valores para acompanhamento do resultado gerencial da instituição financeira Beta.
Para uma análise da atividade, foram demonstrados os resultados de desempenho de
cargas dos dados no Apache HBase e o tempo de processamento destes dados. Como
resultado, segundo comparação com o processamento atual dos cálculos dos componentes
de resultados gerenciais atualmente realizados na instituição, demonstrou uma melhora
considerável.
Palavras-chave: NoSQL. NoSQL Colunar. Hadoop. HBase. Big Data.
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Abstract
Big Data has brought the need for analyzing large quantities of data. In order to meet
these requirements Not Only SQL (NoSQL) systems were developed. The financial in-
stitute Beta uses the Apache/Hadoop ecosystem to store and analyze its data. HBase
is a NoSQL Columar Storage System. This paper analyzes a switch from a relational
DBMS, to a distributed columnar NoSQL system. This should lead to a reduction in
the generation time and availability of values to monitor the management results of the
financial institution Beta. For an activity analysis, data load performance results was
demonstrated in Apache HBase and the processing time of this data. As a result, com-
pared to the current processing of management result component calculations currently
performed at the institution, it has shown a considerable improvement.
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Um sistema contábil abrange os registros dos eventos financeiros e econômicos da organi-
zação. Ele tem a finalidade de organizar e resumir informações que possam ser consultadas
a qualquer momento, além do perfil econômico de um determinado período [1].
A contabilidade gerencial é um processo de identificação, mensuração, análise e co-
municação de informações financeiras, utilizado pela administração para planejamento e
controle de uma empresa, para assegurar o uso apropriado de seus recursos. Além de au-
xiliar na tomada de decisões das empresas a contabilidade gerencial serve como base para
a controladoria, principalmente na formação do painel de controle [2]. A contabilidade
gerencial fornece informações necessárias para a administração e para o desenvolvimento
de uma empresa.
Um grande diferencial da contabilidade gerencial é a apresentação de seus relatórios.
Enquanto a contabilidade financeira deve seguir a legislação para a emissão de seus de-
monstrativos, a contabilidade gerencial não precisa seguir estas normas, e sim atender as
necessidades dos usuários.
A boa gestão de uma empresa (e consequentemente sua lucratividade) depende de um
plano financeiro com valores e metas bem definidos. Para que esse plano financeiro seja
executado com o máximo de rigor e eficiência, o empresário poderá buscar os recursos
da contabilidade gerencial. Essas informações fornecidas são transmitidas ao cliente por
meio de relatórios, que detalham onde a empresa está desperdiçando dinheiro, quais as
fontes de prejuízo, bem como as fontes de lucro.
Podem-se destacar como principais benefícios da contabilidade gerencial [3]:
• Disponibilizar informações que ajudam a administrar diversas áreas, utilizando me-
lhor os recursos da organização;
• Subsidiar a organização para que ela tenha vantagem competitiva e crescimento
sustentável;
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• Aumentar a eficiência e eficácia de todas as funções de gestão empresarial;
• Ajudar a dar foco no objetivo, com as tomadas de decisão, formações de preços,
etc.;
• Contribuir com a previsão dos controles financeiros;
• Ajudar a evitar excessos e desperdícios;
• Colaborar para a comunicação entre todos os níveis de gestão;
• Auxiliar no controle do custo de produção, aumentando o percentual de lucro;
• Oportunizar alternativas de redução de custos e despesas;
• Orientar as estratégias do processo decisório;
• Geração de indicadores do negócio e de seus departamentos.
Com o crescimento da geração de dados estruturados e não estruturados nos sistemas
atuais, assim como também na Internet, com as redes sociais, Internet das Coisas, e
outros, tem-se um massivo volume de dados que precisa ser armazenado e consultado.
Para a gestão deste grande volume de dados foram criados os sistemas gerenciadores de
banco de dados NoSQL (Not only SQL). Os NoSQL foram criados para trabalhar em sua
maioria como sistemas abertos, distribuídos e que suportam o processamento de grandes
volumes de dados.
Primeiramente, faz-se necessário informar que, de acordo com políticas de segurança
da empresa onde o responsável por este estudo trabalha, não é possível identificá-la pelo
nome de registro. Por isso, ela será aqui denominada Instituição Financeira Beta.
As operações financeiras são divididas em três tipos específicos. Operações de aplicação
são operações em que o cliente aplica dinheiro na instituição; operações de serviço são
situações bancárias realizadas na instituição; e operações de crédito são operações em que
a instituição financeira concede crédito ao cliente.
Até o presente momento, somente 26 sistemas da instituição se encontram em ambiente
corporativo para apreciação desses resultados gerenciais. Esses 26 sistemas administram
somente operações de crédito na instituição. Os dados gerenciais da empresa Beta foram
considerados como massivos volumes de dados, uma vez que em seus 26 sistemas são
gerados diariamente 800 MB de quantidade de dados para cada sistema. Para ter seus
resultados gerenciais calculados, a contabilidade gerencial manipula um grande volume
de dados, uma vez que para se ter os cálculos de resultado gerencial, existe a necessidade
de utilização dos dados referentes às operações dos clientes da instituição.
Os NoSQL podem ser classificados, segundo Nayak et al. [4], como: baseado em grafo,
baseado em documento, baseado em chave-valor ou colunar. Uma das formas de gerenciar
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esse grande volume de dados é utilizando um banco de dados NoSQL, que para evidenci-
ação de resultados, em sua versão colunar segundo [5] [6] [7] [8], detém bons desempenhos
para elaboração de Data Warehouse na visualização dos resultados em diversas granula-
ridades e dimensões.
1.1 Definição do Problema
A Controladoria de uma instituição financeira é institucionalmente responsável por apurar
o resultado gerencial de todas as operações realizadas em suas unidades, o que demanda
um grande volume de dados. A estrutura de armazenamento de dados utilizada na ins-
tituição financeira Beta tem sido a base de dados relacional, contudo, com o crescente
volume de informações a serem tratadas e analisadas esse Sistema Gerenciador de Banco
de Dados Relacional (SGBDR) tem se mostrado insatisfatório quanto ao tempo de pro-
cessamento para gerar tais resultados.
Atualmente, na Instituição Financeira Beta, esse trabalho de geração de valores para
a contabilidade gerencial abrange mais de 26 sistemas com aproximadamente 40 milhões
de registros em cada um. O modelo do banco de dados é relacional e há uma sequência de
passos preestabelecidos para executar o cálculo dos componentes que formam o resultado
gerencial das operações. Todos os dados são estruturados e contêm valores numéricos.
Este processo tem execução nos finais de semana e tem um tempo de execução do processo
de aproximadamente 30 horas.
No caso, os dados são fornecidos por sistemas legados que em seguida são disponi-
bilizados para processamento. Devido aos problemas de armazenamento e desempenho,
é realizado um agrupamento dos valores para que haja menos dados a serem processa-
dos. O sistema de resultado gerencial, propriamente, só tem processamento aos finais
de semana e o processo de fechamento dos resultados é realizado no primeiro final de
semana após o encerramento do mês de referência, cujos valores são gerados para o De-
monstrativo de Resultado do Exercício (DRE). Por sua vez, o DRE indica o resultado,
apresentando exclusivamente dados voltados ao desempenho da empresa no intervalo, ou
seja, seu resultado - receitas, despesas e custos [9].
O resultado desse processamento é disponibilizado em dois sistemas evidenciadores de
resultado, com formato e granularidade distintos. Um sistema apresenta os resultados
agrupados por prefixo (cada unidade da instituição contém um número de prefixo) e cada
componente de resultado presente em uma linha distinta. E o outro sistema demonstra
os resultados por cliente e operação, com cada componente de resultado presente em um
atributo da tabela de resultado gerencial. Vale lembrar que esse procedimento é executado
3
para todas as operações de todos os clientes da instituição (aproximadamente 65,2 milhões
de clientes).
Diante do exposto, surgem alguns questionamentos, os quais esse trabalho pretende
investigar. Seria possível usar NoSQL Colunar para armazenar os dados objeto da con-
tabilidade gerencial? Essa alteração traria uma melhora considerável no tempo de pro-
cessamento dos resultados gerenciais das operações? Haveria uma redução no tempo de
apuração dos valores em questão?
1.2 Justificativa
A hipótese dessa dissertação é que com a alteração do banco de dados para NoSQL Co-
lunar, seria possível propor a alteração do sistema de resultado gerencial para processa-
mentos diários de acompanhamentos dos resultados das operações de crédito contratadas
até o dia anterior, tendo em vista que diminuiria o tempo para processamento dos dados.
Sendo possível também incluir uma demonstração desses valores processados em uma base
de dados para consultas e validação dos stakeholders.
O desenvolvimento deste projeto se torna relevante para a atuação da Controladoria
ao se ter em vista o impacto na redução do tempo que a hipótese levantada traria na
apresentação das informações ali administradas, visto que as demandas desses dados têm
prazo curto para entrega, já que interferem diretamente nos resultados contábeis, servindo
de base para muitas tomadas de decisão e definição de condutas.
1.3 Objetivo
O objetivo geral desta dissertação é analisar o processamento de resultados gerenciais da
instituição financeira beta utilizando um banco de dados NoSQL colunar, assim como
também, analisar o desempenho do processo de apuração de resultado gerencial com a
alteração da estrutura de dados. Devido à diferença de estruturas entre as operações de
crédito, operações de aplicação e de serviços, este trabalho utilizará somente operações
de crédito.
1.3.1 Objetivo Específico
Para alcançar o objetivo geral, foram definidos os seguintes objetivos específicos:
• Levantar a granularidade necessária para atender os evidenciadores disponibilizados
dos resultados gerenciais;
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• Definir um processo de ETL (Extração, Transformação e Carga - Extract, Transfor-
mation e Load) para importar dados do modelo relacional para o modelo NoSQL
colunar de banco de dados;
• Desenvolver um programa para realizar os processamentos de cálculos dos compo-
nentes de resultado gerencial;
• Realizar o armazenamento dos valores de resultado gerencial em ambiente Ha-
doop/Hive;
• Comparar o desempenho em termos de tempo de processamento das soluções pro-
postas.
1.4 Estrutura do Documento
Este documento está dividido da seguinte forma:
• O Capítulo 2 traz o referencial teórico necessário para a pesquisa, com um breve
conceito de banco de dados relacional e banco de dados NoSQL. Faz uma descrição
sobre Data Warehouse e sobre o ecossistema Hadoop. Além disso, apresentação
sobre os trabalhos relacionados sobre este tema.
• No Capítulo 3 é descrita a proposta de solução para o problema apresentado nesta
dissertação.
• O Capítulo 4 descreve a análise de resultados obtida com o processamento da me-
todologia proposta para o trabalho.
• A conclusão e os trabalhos futuros estão descritos no Capítulo 5.
As figuras ou tabelas de outros autores apresentam a indicação da fonte após a legenda.
As tabelas e figuras resultantes dessa pesquisa não apresentam indicação da fonte por




Este capítulo apresenta conceitos fundamentais para o desenvolvimento desta pesquisa.
Na Seção 2.1 tem-se o conceito sobre Banco de Dados Relacionais. Na Seção 2.2 introduz-
se o Banco de Dados NoSQL, apresentando conceitos básicos sobre o Banco de Dados
baseado em Armazenamento de Documentos, Banco de Dados de Grafos, Banco de Dados
de Chave-Valor, sendo dada ênfase ao Armazenamento de Colunas na Subseção 2.2.1, por
ser essa a modalidade a ser trabalhada na dissertação. O conceito sobre Data Warehouse
é apresentado na Seção 2.3. Na Seção 2.4 é descrito o Ecossistema Hadoop, contendo
cinco subseções descrevendo estruturas utilizadas para execução do trabalho. Estudos
relacionados ao tema proposto na dissertação são apresentados na Seção 2.5.
2.1 Banco de Dados Relacional
Um banco de dados relacional é uma coleção de dados com relacionamentos predefinidos
entre si [10]. Esses itens são organizados como um conjunto de tabelas com colunas
e linhas. As tabelas são usadas para armazenar informações sobre os objetos a serem
representados no banco de dados.
Um esquema de banco de dados representa a configuração lógica da totalidade ou de
parte de uma base de dados relacional. Ele pode existir tanto como uma representação
visual quanto como um conjunto de fórmulas conhecidas como restrições de integridade
que regem um banco de dados [11]. Como parte de um dicionário de dados, um esquema
de banco de dados indica como os atributos que compõem o banco de dados se relacionam,
incluindo tabelas, exibições, procedimentos armazenados e muito mais.
As restrições de integridade auxiliam a evitar danos em banco de dados, assegurando
que mudanças feitas por usuários autorizados não resultem na perda de consistência de
dados. As tabelas no modelo relacional podem ter relacionamentos, que são gerados a
partir de chaves primárias (PK - Primary Key) e chave estrangeira (FK - Foreing Key).
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A Figura 2.1 apresenta um modelo de relacionamento entre Empregado e Departamento.
Como pode ser observado, o Empregado tem uma chave primária idEmpregado e uma
chave estrangeira Departamento_idDepartamento, que cria a associação entre o Empre-
gado e o Departamento.
Figura 2.1: Exemplo de relacionamento entre duas tabelas em ambiente relacional.
2.2 Banco de Dados NoSQL
Armazenamento de Big Data é uma combinação de dados estruturados, semi-estruturados
e não estruturados em larga escala [12]. Tem-se que o Big Data é caracterizado com
4v [13] [14] [8]: Volume, Veracidade, Velocidade e Variedade. Presente em [15] e [16] uma
quinta dimensão, se tratando de análise de Big Data - Valor. Descrevendo que a análise
de dados sem gerar valor não oferece contribuição para a organização. Ma-Lin Song et
al. [17] colocam os 4 V (Volume, Veracidade, Velocidade e Variedade) como características
de Big Data, porém acrescentam Valorização, descrevendo como 5 V estas características
que acrescentam significativamente a complexidade de resolver problemas relevantes.
Nayak et al. [4] descrevem que para o armazenamento de Big Data, foram criados
novos sistemas gerenciadores de banco de dados, os NoSQL, que podem ser categorizados
em 4 tipos:
• Banco de Dados Baseado em Armazenamento de Documentos:
Os bancos de dados de documentos usam um modelo orientado a documentos para
armazenar dados. Eles armazenam um registro e seus dados associados em uma
única estrutura chamada "documento". Cada documento contém vários atributos
e valores associados [18]. Os documentos podem ser recuperados com base em
valores de atributos usando várias interfaces de programação de aplicativos (API
- Application Programming Interface) ou linguagens de consulta fornecidas pelo
SGBD.
O armazenamento de documentos é caracterizado pela organização de dados sem
esquema. Isso significa que os registros não precisam ter uma estrutura uniforme,
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ou seja, registros diferentes podem ter atributos diferentes. Os tipos de valores de
atributos individuais podem ser diferentes para cada registro. Os registros também
podem ter uma estrutura aninhada, enquanto os atributos podem ter mais de um
valor, como um vetor.
Os armazenamentos de documentos geralmente usam formatos padrão, como Ja-
vaScript Object Notation (JSON) ou Extensible Markup Language (XML) para ar-
mazenar os registros. Isso permite que os registros sejam processados diretamente
nos aplicativos. Documentos individuais são armazenados e recuperados por meio
de uma chave. Além disso, os armazenamentos de documentos dependem de índices
para facilitar o acesso aos documentos com base em seus atributos [19].
• Banco de Dados de Grafos:
Bancos de dados de grafos são sistemas de gerenciamento de banco de dados que
foram otimizados para armazenar, consultar e atualizar estruturas em grafo. Os
grafos consistem em nós e arestas, em que os nós atuam como objetos e as arestas
atuam como relacionamento entre os objetos [20].
Em geral, os bancos de dados de grafos são bastante úteis quando os relacionamentos
entre dados são mais importantes do que o próprio dado [21]. Por exemplo, ao
representar redes sociais, gerar recomendações (por exemplo, venda cruzada) ou
conduzir investigações forenses (por exemplo, detecção de padrões).
Os bancos de dados de grafos são especializados no gerenciamento eficiente de da-
dos fortemente vinculados [22]. Portanto, aplicativos baseados em dados com muitos
relacionamentos são mais adequados para bancos de dados de grafos, já que opera-
ções de alto custo, como junções recursivas, podem ser substituídas por percursos
eficientes.
• Banco de Dados Chave-Valor:
Os bancos de dados pertencentes a esse grupo são, essencialmente, tabelas hash
distribuídas que fornecem pelo menos duas operações: get (key) e put (key, value) [5].
Um banco de dados de chave-valor mapeia itens de dados para um espaço de chave
que é usado para alocar pares de chave/valor para computadores e localizar um valor
com eficiência, considerando sua chave. Esses bancos de dados são projetados para
escalar para terabytes ou até petabytes, além de milhões de operações simultâneas
adicionando computadores na horizontal.
Um exemplo simples de um armazenamento de chave-valor é um serviço de con-
teúdo da Web distribuído, em que cada chave representa a URL do elemento e o
valor pode ser qualquer tipo de arquivo, desde PDFs e JPEGs até documentos JSON
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ou XML. Dessa forma, os designers de aplicativos podem aproveitar os nós dispo-
níveis em um cluster de máquinas para gerenciar um grande número de solicitações
e grandes quantidades de conteúdo da Web [23].
• Banco de Dados Orientados por Coluna ou Colunar:
Os bancos de dados colunares armazenam dados coluna por coluna, o que torna
as operações baseadas em colunas específicas, como funções agregadas, muito rápi-
das [6]. Por ser o Sistema Gerenciador de Banco de Dados escolhido para solução
do problema apresentado no trabalho, este tipo de SGBD está descrito na Subse-
ção 2.2.1.
2.2.1 Armazenamento de Colunas
Os avanços na tecnologia da informação levaram a uma quantidade cada vez maior de
dados disponíveis, criando demanda para analisá-los usando algoritmos de uma variedade
de abordagens, por exemplos, estatísticas, clusterização e previsão. Tais análises são tipi-
camente executadas no sistema de banco de dados, pois fornecem uma execução otimizada
e um escalonamento eficiente no volume de dados usado [24].
Os bancos de dados de Coluna Larga, Coluna de Famílias ou Colunar armazenam
dados por colunas e não impõem um esquema rígido aos dados do usuário. Isso significa
que algumas linhas podem ou não ter colunas de um determinado tipo. Uma das principais
diferenças entre eles é com relação aos valores nulos. Considerando um caso de uso com
diferentes tipos de atributos, o banco de dados relacional deverá armazenar cada valor
nulo em sua respectiva coluna. Ao contrário disso, o banco de dados colunar salva somente
a chave-valor do campo, se for realmente necessário [22].
Enquanto o SGBD Relacional mantém a forma conhecida de apresentação e armaze-
nagem dos dados, disposto entre linhas e colunas, o NoSQL colunar mantém cada coluna
separada. Como demonstrado na Figura 2.2 adaptada de [25], cada valor contém uma
coordenada de valor composta de sua Row Key, nome da coluna, chave da coluna, o nome
da família da coluna e timestamp (representa um ponto específico na linha do tempo e
leva em consideração o fuso horário em questão).
A chave de linha serve para identificar os valores de coluna pertencentes à mesma tupla.
O nome da coluna permite identificar o atributo de um valor, podendo ser composto pelo
nome da família da coluna e pelo nome da coluna. De fato, a coluna pode ser composta ou
simples. Se o nome da coluna for prefixado, isso significa que o nome da coluna consiste
no nome da família de colunas (prefixo) e no nome da coluna aninhada. Nesse caso, ele
é chamado de atributo composto (pertence a uma família de colunas), caso contrário, é
considerado um atributo simples. Finalmente, o timestamp permite verificar a coerência
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dos dados. Cada valor recebe um registro de data e hora pelo sistema para a proposição
de consistência de dados.
Figura 2.2: Estrutura de composição de um valor em NoSQL Colunar.
Bancos de dados orientados a colunas usam tabelas como modelo de dados, mas não
suportam a associação de tabelas. Os bancos de dados orientados por colunas possuem
as seguintes características [18]:
• os dados são armazenados por coluna, ou seja, os dados são armazenados separada-
mente para cada coluna;
• cada coluna de dados é o índice do banco de dados;
• acessam apenas as colunas envolvendo o resultado das consultas para reduzir o I/O
do sistema;
• consultam processos simultaneamente, ou seja, cada coluna é tratada por um pro-
cesso.
As Figuras 2.3 e 2.4 demonstram um exemplo de tabelas em ambiente relacional
com seus dados disponibilizados em linhas, como por exemplo na Tabela Departamento
podemos ver os itens dispostos em ordem "1, ’Departamento Pessoal’, 8; 2, ’Almoxarifado’,
8; 3, ’Vendas’, 8;" e para a Tabela de Empregado "1, ’Felipe’, ’Rezende’, ’1986-11-18’, 2;
2, ’João’, ’Bosco’, ’1965-01-16, 2; 3, ’Fernanda’, ’Santos’, ’1965-02-03’, 3; 4, ’Fabiano’,
’Silveira’, ’1986-11-18’, 3; 5, ’Carlos’, ’Silva’, ’1963-09-30’, 1; 6, ’Roberta’, ’Andrade’,
’1986-11-18’, 1;".
Figura 2.3: Exemplo de tabela
de departamentos em ambiente
relacional.
Figura 2.4: Exemplo de tabela de empregados em
ambiente relacional.
Transformando esses dados em um banco de dados colunar, os dados ficariam dis-
postos por coluna, não mais em linhas, sendo assim demonstrado na ordem de "1, 2, 3;
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’Departamento Pessoal, ’Almoxarifado’, ’Vendas’; 8, 8, 8;" para a tabela de departamen-
tos e para a tabela de funcionário "1, 2, 3, 4, 5, 6; ’Felipe’, ’João’, ’Fernanda’, ’Fabiano’,
’Carlos’, ’Roberta’; ’Rezende’, ’Bosco’, ’Santos’, ’Silveira’, ’Silva’, ’Andrade’; ’1986-11-18’,
’1965-01-16’, ’1965-02-03’, ’1986-11-18’, ’1963-09-30’, ’1986-11-18’; 2, 2, 3, 3, 1, 1;".
Figura 2.5: Exemplo de tabela em NoSQL Colunar.
A Figura 2.5 demonstra um exemplo de carga de dados em ambiente NoSQL colunar,
em que a chave primária do banco de dados relacional se transforma em Row Key. Definir
uma "Família de Coluna" não é obrigatório, porém neste exemplo foi definido que a família
de coluna seria composta com o nome da tabela de onde se originam os dados. O campo
Coluna contém o nome da coluna e o campo Valor recebe o valor referente àquela coluna.
Para finalizar, existe o campo Timestamp, que registra o momento exato em que estes
dados foram carregados na tabela. Neste exemplo o valor de Timestamp é algo fictício.
Este exemplo demonstra de forma prática a diferença entre as disposições de dados
entre as duas estruturas de armazenamento de dados. Enquanto a estrutura de banco
de dados relacional organiza seus dados em linhas, o modelo de banco de dados colunar
armazena seus dados dispostos em colunas.
2.3 Data Warehouse
Um data warehouse é uma base de dados para um processo analítico online (OLAP) para
tomada de decisões [25]. Ele é projetado de acordo com uma modelagem dimensional que
tem por objetivo observar fatos por meio de medidas, também chamadas de indicadores,
de acordo com as dimensões que representam os eixos de análise. Segundo Khaled et
al. [26], os bancos de dados relacionais têm demonstrado limitações para armazenar e
gerenciar Big Data em um data warehouse.
Estudos como [13] [27] [28] mostram que a migração de SGBD tradicionais para NoSQL
colunar pode ser positiva em se tratando de desempenho de evidenciação de resultados.
No geral, a vantagem do modelo de dados NoSQL colunar é a aplicação mais adequada
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na agregação e no data warehouse [5], pois o modelo orientado a colunas mantém alta
performance em análise de dados e processos de Business Intelligence.
2.4 Ecossistema Hadoop
O Apache Hadoop é uma estrutura de computação escalável que abstrai os problemas de
distribuição de dados, agendamento e tolerância a falhas dos aplicativos [29]. O Hadoop é
o núcleo de um ecossistema sobre o qual vários provedores estão construindo plataformas
como um serviço. A seguir, são descritos os componentes do Hadoop utilizados neste
trabalho.
2.4.1 Hadoop Distibuted File System - HDFS
Em 2006, a Google desenvolveu e implementou um sistema de armazenamento distribuído
chamado Bigtable [30]. Bigtable usa Google File System (GFS) para armazenar log e
arquivos de dados. GFS é um sistema de arquivos distribuídos que mantém múltiplas
réplicas de cada arquivo para melhor disponibilidade e confiabilidade.
Um sistema similar ao GFS [31] [32] é o Hadoop Distributed File System (HDFS), um
sistema de armazenamento de dados que suporta centenas de nós em um cluster e fornece
uma capacidade de armazenamento econômica e confiável. Para a camada de consistência,
HDFS utiliza o Zookeeper. Ele utiliza o protocolo Zab para propagar as atualizações do
estado incremental do nó primário para os nós de backup, o que torna este sistema de
armazenamento tolerante a falhas com um mecanismo de réplicas.
2.4.2 Zookeeper
Segundo descrito em [33], Zookeeper fornece a seus clientes a abstração de um conjunto
de nós de dados (znodes), organizados de acordo com um espaço de nomes hierárquico.
Os znodes nessa hierarquia são objetos de dados que os clientes manipulam como a API
do Zookeeper. Espaços de nomes hierárquicos são comumente usados em sistemas de
arquivos. É uma maneira desejável de organizar objetos de dados, já que os usuários
estão acostumados a essa abstração e permitem uma melhor organização dos metadados
de aplicativos.
Protocolo Zab [34] possui dois modos de operação: recuperação e transmissão. Quando
o serviço é iniciado ou após uma falha de líder, o Zab passa para o modo de recuperação.
O modo de recuperação termina quando um líder aparece e um quorum de servidores
sincroniza seu estado com o líder. Sincronizar seu estado consiste em garantir que o líder
e o novo servidor tenham o mesmo estado.
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2.4.3 Map/Reduce
MapReduce é um modelo de programação para processamento e geração de grandes con-
juntos de dados. Os usuários especificam uma função de Map que processa um par de
chave/valor para gerar um conjunto de pares de chave/valor intermediários e uma função
Reduce que opera com todos os valores intermediários associados à mesma chave interme-
diária [35]. O MapReduce fornece tolerância a falhas de granularidade fina para trabalhos
grandes, uma falha no meio de uma execução de várias horas não requer a reinicialização
do trabalho do zero. Similar ao HDFS, a estrutura do Hadoop MapReduce [36] também
adota uma arquitetura master-slave: um JobTracker (master) e um número de TaskTrac-
kers (slaves). O JobTracker coordena todos os trabalhos em execução no sistema por uma
tarefa de agendamento para rodar os TaskTrackers.
Figura 2.6: Exemplo de estrutura MapReduce.
A Figura 2.6 apresenta um exemplo da estrutura do MapReduce, sendo realizado o
mapeamento dos valores a serem processados. Antes do Reduce é feita uma ordenação do
valores e depois são demonstrados os valores produzidos no MapReduce.
2.4.4 HBase
HBase, um projeto de código aberto da Apache, é um sistema distribuído tolerante à
falha e com alta escalabilidade, orientado por colunas, constituindo um banco de dados
NoSQL construído sob o HDFS. É utilizado para leituras e escritas de acesso aleatório
em base de dados muito grandes [36]. Todos os acessos aos dados são feitos por meio da
chave primária e de qualquer verificação dos resultados da tabela HBase em um trabalho
MapReduce. Verificação paralela, em termos de resultados de trabalho MapReduce em
tempo de resposta de consulta é mais rápido e tem melhor rendimento geral.
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Similar ao HDFS e aoMapReduce [36], HBase também adota arquitetura master-slave.
O HMaster (master) é responsável por atribuir regiões a HRegionServers (slaves) e pela
recuperação de falhas do HRegionServer. O HRegionServer é responsável por gerenciar as
solicitações do cliente para leitura e gravação. O HBase usa o Zookeeper, outra estrutura
do Hadoop já apresentada neste trabalho, para gerenciar o cluster do HBase. Não há
suporte para a linguagem de consulta SQL no HBase. No entanto, há um projeto de
integração Hive/HBase que permite que instruções SQL escritas no Hive acessem tabelas
do HBase.
A Tabela 2.1 [14] apresenta um comparativo entre as características do HDFS e do
HBase. O HDFS é um sistema de arquivos distribuído apropriado para armazenar grandes
arquivos, e o HBase é um banco de dados não relacional distribuído desenvolvido no topo
do HDFS. Em se tratando de armazenamento, o HDFS armazena arquivos grandes (de
Gigabytes a Terabytes de tamanho) nos servidores do Hadoop, enquanto o HBase coloca
internamente em "StoredFiles" indexados que existem no HDFS para pesquisas de alta
velocidade. O acesso aos dados no HDFS é feito principalmente por meio de MapReduce
e o HBase fornece acesso a linhas únicas de bilhões de registros.
Tabela 2.1: Comparativo entre as características do HDFS e HBase.
Propriedades HDFS HBase
Sistema HDFS é um Sistema de Arquivos
Distribuído apropriado para armaze-
nar grandes arquivos.
HBase é um banco de dados não re-





O HDFS não é um sistema de arqui-
vos de propósito geral. Não fornece
pesquisa rápida de registros em ar-
quivos.
Ele permite pesquisas de registro rá-
pidas (e atualizações) para tabelas
grandes.
Armazenamento O HDFS armazena arquivos grandes
(gigabytes a terabytes de tamanho)
nos servidores do Hadoop.
O HBase coloca internamente em
"StoredFiles" indexados que existem
no HDFS para pesquisas de alta ve-
locidade.
Processamento O HDFS é adequado para processa-
mento em lote de operações de alta
latência.
O HBase é construído para opera-
ções de baixa latência.
Acesso Os dados são acessados principal-
mente por meio do MapReduce.
O HBase fornece acesso a linhas úni-
cas de bilhões de registros.
Operações de
I/O
O HDFS é projetado para processa-
mento em lote e, portanto, não su-
porta operações de leitura/gravação
aleatórias.
O HBase permite operações de lei-
turas/gravações. Os dados são aces-
sados por meio de comandos shell,




Um método de ETL para carga de dados em ambiente Big Data é o Sqoop, também pre-
sente no Ecossistema Hadoop [37]. Sqoop foi projetado com o propósito de transferência
de grande volume de dados entre Apache Hadoop e estruturas de banco de dados relaci-
onais [38]. O Sqoop realiza cópias rapidamente de sistemas externos, inclusive de data
warehouse corporativo para o Hadoop. Garante um desempenho rápido ao paralelizar a
transferência de dados. Sqoop suporta análise de dados de maneira eficiente [38].
Figura 2.7: Exemplo da funcionalidade de importação e exportação do Sqoop.
A Figura 2.7 demonstra a possibilidade de realização, tanto para a importação como
a exportação de dados de uma estrutura SGBDR para o HDFS/HBase. Para o objetivo
proposto no trabalho, de importação dos dados da estrutura SGBDR para o HBase,
existem duas formas distintas de execução. Pode-se realizar a carga por completo da
tabela de um ambiente para outro, até mesmo selecionando algumas colunas específicas
para a carga, como pode-se realizar a carga por meio de uma consulta em SQL.
2.4.6 Pig
Apache Pig é uma plataforma para analisar grandes conjuntos de dados que consiste em
uma linguagem de alto nível para expressar programas de análise de dados, juntamente
com infraestrutura para avaliar esses programas. A principal propriedade dos programas
Pig é que sua estrutura é passível de paralelização substancial, o que, por sua vez, lhes
permite lidar com conjuntos de dados muito grandes [39].
Apache Pig é uma álgebra de consulta simples que permite ao usuário declarar trans-
formação de dados em arquivos ou grupos de arquivos [40]. O Pig Latin suporta um
conjunto limitado de operadores de agregação, por exemplo contagem, média, mínimo e
máximo. Estes não incluem medidas estatísticas comuns como variância e correlação.
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2.4.7 Hive
Apache Hive é um projeto de data warehouse de código aberto da Fundação Apache. O
Hive integrou armazenamento, consulta e gerenciamento de dados para grandes conjun-
tos de dados. Hive é uma aplicação de data warehouse construída em cima do Hadoop
MapReduce. Ele permite que os usuários lidem com os dados armazenados no Hive, da
mesma forma que os dados são armazenados em um banco de dados regular. O HiveQL é
uma linguagem semelhante ao SQL, permite armazenamento do usuário e solicita dados
no Hive. O Hive permite que o usuário com experiência no tradicional execute consultas
familiares no MapReduce.
Hive é uma estrutura para soluções em data warehouse com código aberto construído
pela Fundação Apache [41] para integrar armazenamento de dados e consultas com a es-
trutura do Hadoop MapReduce, com funcionalidades similares ao SGBDR. Suporta expres-
sões similares ao SQL para consultas, chamado de Hive Query Language (HiveQL) [42].
Além do que, HiveQL suporta códigos de MapReduce personalizados para serem ligados
a consultas.
Os dados em Hive são organizados em [42] [43]:
• Tabelas: São tabelas análogas a tabelas de banco de dados relacionais. Cada tabela
tem uma pasta correspondente no HDFS. Os dados da tabela são serializados e
armazenados em arquivos dentro do diretório.
• Partições: Cada tabela pode ter uma ou mais partições que determinem a distri-
buição dos dados dentro de sub diretórios na pasta da tabela.
• Buckets: Os dados em cada partição podem ser divididos por buckets baseado no
hash da coluna na tabela. Cada bucket é armazenado em um arquivo dentro do
diretório da partição.
2.5 Trabalhos Relacionados
Esta seção apresenta os trabalhos relacionados a esta dissertação. Os trabalhos são apre-
sentados da seguinte maneira: inicialmente, trabalhos de comparativos entre desempenho
de SGBDR e NoSQL são apresentados, em seguida trabalhos com NoSQL colunar e por
último são descritos trabalhos que utilizam armazenamento de Data Warehouse em am-
biente Big Data utilizando a estrutura Apache/Hive.
Yasin N. Silva et al. descrevem em [44] estruturas para utilização de SGBD NoSQL em
comparação com SQL, utilizando diversas estruturas de NoSQL. Descrevem tratando da
importância desse conceito de banco de dados relacional em termos históricos de proces-
samento de dados, dentre outros assuntos, mas descrevem o NoSQL como uma tendência
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para tratamento de grande volume de dados. Chegam a uma conclusão de que muitos
cenários de aplicativos exigem o processamento de conjuntos de dados muito grandes em
uma forma altamente escalonável e distribuída, e que diferentes tipos de sistemas de Big
Data foram projetados para lidar com esse desafio.
Sourav Mukherjee descreve em [45] que bancos de dados NoSQL foram desenvolvi-
dos nos últimos anos como uma resposta às limitações dos SGBDR e para fornecer de-
sempenho, escalabilidade e flexibilidade essenciais para aplicativos modernos. Apresenta
exemplos dos quatro tipos de NoSQL, explicando suas características e quais os SGBD
mais utilizados para cada categoria. No final, conclui que a tecnologia está se movendo
muito rápido e que análises em tempo real podem ajudar as organizações a se manter
atualizadas. O NoSQL permite implantação confiável em banco de dados distribuído que
pode atender aos requisitos da organização.
O estudo apresentado por Rashid Zafar et al. em [46] também descreve comparativos
entre as SGBDR e NoSQL, descrevendo os modelos existentes em NoSQL, com exemplos
de SGBD nesta característica. Como conclusão, insere um exemplo de ganho apresentado
pela Netflix com a migração do sistema Oracle para banco de dados colunar. Depois da
conversão, a companhia teve uma capacidade de escrita de mais de dez mil linhas por
segundo em sua base de dados. Sistemas NoSQL são basicamente utilizados para aplica-
ções com necessidade de alta performance e confiabilidade dos dados, e são executados
em vários nós conectados a um cluster.
Um comparativo entre o SGBD tradicional, utilizando o MySQL, e o NoSQL com base
em documentos, utilizando o MongoDB, é encontrado em [47], que apresenta uma com-
paração envolvendo quatro operações fundamentais de um banco de dados: Instanciação,
Leitura, Escrita e Exclusão. No geral, apesar do ajuste de desempenho no MySQL, o
MongoDB ainda apresenta desempenho mais rápido do que o MySQL, desde um pequeno
número de linhas até um milhão de linhas. No futuro, o MySQL poderá acompanhar as
últimas tendências de Big Data adicionando mais recursos, como nos últimos vinte anos
de desenvolvimento [47]. Nos próximos anos, os bancos de dados SQL e NoSQL terão que
evoluir para armazenar e organizar dados com mais eficiência.
Em [48], existe a execução da análise de recursos de oitenta soluções NoSQL, tendo
em vista os critérios de seleção de tecnologia para sistemas de Big Data, juntamente com
uma avaliação cumulativa de casos de uso apropriados e inadequados para cada modelo de
dados. Todo momento é mencionado SGBDR em comparação com determinadas caracte-
rísticas existentes no NoSQL e o porquê seria melhor esta solução. Neste estudo conclui-se
que o NoSQL provou ser uma solução viável para o problema de Big Data, principalmente
por ter quatro tipos de estruturas diferentes e para cada uma dessas estruturas, diversas
opções em código aberto. Depois que o modelo de dados correto é determinado para um
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problema de Big Data, é necessário encontrar uma solução que suporte o modelo de dados
junto com os recursos desejados conforme os requisitos do sistema de Big Data. O Ha-
doop fornece maneiras melhores de armazenar e formatar dados em arquivos. Na maioria
dos cenários de Big Data estruturado, sabe-se [48] que os formatos de armazenamento
baseados em colunas têm um desempenho melhor que os equivalentes baseados em linhas,
pois a maioria das consultas requer a recuperação de algumas colunas para várias linhas.
Ameya Nayak et al. relatam em [49] que NoSQL é uma alternativa emergente aos
bancos de dados relacionais mais amplamente utilizados. Como o nome sugere, ele não
substitui completamente o SQL, mas complementa de tal forma que eles podem coexistir.
Este trabalho descreve os prós e contras de utilizar NoSQL, assim como as vantagens
e desvantagens de cada tipo de banco de dados NoSQL e casos particulares em que
cada um poderia ser utilizado. Os usuários devem primeiro considerar vários parâmetros,
como linguagem de consulta, interface, disponibilidade, redundância, consistência, custo,
suporte e analisar os prós e contras de vários modelos de dados antes de escolher um
modelo de dados específico [49].
Como encontrado em diversos estudos, NoSQL não é somente algo que "substitui" o
SGBDR, eles devem coexistir. Cada um segue sendo muito útil para requisitos específicos.
Para utilização em Big Data, atualmente a tendência é a utilização de estruturas NoSQL,
com o tipo que atenda a sua questão.
O tamanho dos conjuntos de dados que estão sendo coletados e analisados no setor
para Business Intelligence está crescendo rapidamente, tornando as soluções de armazena-
mento tradicionais proibitivamente caras [42]. O Hadoop é uma implementação popular
de código aberto, utilizando a estrutura Map-Reduce que está sendo usada como uma
alternativa para armazenar e processar conjuntos de dados extremamente grandes em
hardware comum.
Em [43], Ashish Thusoo et al. descrevem como uma alternativa para Data Warehouse
de grande volume de dados a estrutura Hive, presente no ambiente Hadoop. Hive é uma
estrutura de dados bem conhecida com conceito de banco de dados contendo tabelas,
colunas, linhas e partições. Semelhante aos bancos de dados tradicionais, o Hive armazena
dados em tabelas, em que cada tabela consiste em um número de linhas e cada linha
consiste em um número especificado de colunas. Cada coluna tem um tipo associado.
Em [50], Chih-Hung Chang et al. descrevem em seu estudo as vantagens da estru-
tura Hive. Utilizado para Visualização de dados portáteis e múltiplas. Na estrutura
Hive, existem padrões bem definidos e usando bancos de dados relacionais. Mantém alta
performance, integrado com o Java.
A proposta de contribuição acadêmica deste trabalho está no conceito de realização de
análise de desempenho do processamento de resultado gerencial das operações de crédito
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de uma instituição financeira, com seus valores sendo gerados diariamente e do processo
de captura das informações em um ambiente relacional, realizando a carga em Ambiente
de Big Data, utilizando as estruturas existentes no Apache Hadoop. Armazenamento dos
dados brutos em ambiente HBase, preparação dos dados e processamento dos resultados
gerenciais utilizando a estrutura Pig Script com programas pré-estabelecidos em Python,




Neste capítulo é descrita a proposta para consecução dos objetivos estabelecidos no tra-
balho de dissertação para o mestrado. O capítulo está dividido em quatro seções. A
Seção 3.1 descreve como é executado o sistema atual de resultado gerencial da institui-
ção financeira Beta. Na Seção 3.2 é descrita uma proposta de solução para o problema
apresentado nesta dissertação, com referenciais teóricos sobre o assunto, e a Seção 3.3
apresenta como foi realizada a implementação da proposta descrita na Seção anterior. O
ambiente computacional para a proposta é descrito na Seção 3.4.
3.1 Atual Forma de Processamento
O processo atual de geração de resultado gerencial se inicia em duas atividades totalmente
desvinculadas, conforme a Figura 3.1. A primeira atividade realiza em cada um dos
processos é a busca das informações necessárias em uma base de dados específica. Para o
cálculo de resultado gerencial de operações, é realizada uma busca de informações em um
sistema interno que mantém as operações dos clientes da instituição. Alguns componentes
de resultado são produzidos em fontes externas, portanto em uma outra atividade desse
processo busca-se essas informações na base de dados que detém esses dados armazenados.
Sendo assim, realizado o cálculo dos componentes de resultado gerencial de outras fontes.
Após os cálculos iniciais, tem-se a atividade de realização do agrupamento de infor-
mações em uma tabela temporária em ambiente relacional, tendo em vista que as duas
atividades (cálculo com informações no sistema interno e em fontes externas) realizam
apuração de resultados das mesmas operações e que, para realizar o cálculo final de re-
sultado gerencial deve-se realizar um agrupamento dessas informações. Cada operação de
crédito contratada pelos clientes da instituição tem uma chave de classificação (informa-
ções que a definem como única na instituição). Este agrupamento é realizado colocando
todos os componentes de resultado apurados nas duas atividades distintas para a mesma
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Figura 3.1: Processamento atual do sistema de resultados gerenciais existente na Insti-
tuição Financeira Beta.
operação. Então é realizada uma adição de informações dos atributos com campos espe-
cíficos do sistema evidenciador de resultado gerencial, dessa forma, preparando os valores
encontrados para que sejam demonstrados para as áreas interessadas da instituição finan-
ceira.
A última atividade a ser realizada é a disponibilização para os sistemas evidenciadores
de resultado. Essa geração é realizada somente uma vez ao mês, gerando dois arquivos
com granularidades e formatos distintos, para atenderem aos sistemas evidenciadores.
Devido ao grande volume de dados a serem trabalhados e ao tempo de processamento
dessas informações, foi definido que a execução desse processo seja realizada aos finais de
semana. Os valores são processados novamente, toda semana, repetindo-se o processo do
início do mês até o final de semana, até o fechamento do mês de referência, obtendo-se o
resultado final a partir do primeiro fim de semana do mês subsequente.
3.2 Proposta de Solução
Um dos grandes problemas encontrados na forma atual de processamento do resultado
gerencial da Instituição Financeira, além do tempo de processamento, é a necessidade de
esperar o encerramento do mês de referência para se ter o valor do resultado realizado
das operações da instituição financeira. A principal vantagem a ser trabalhada com a
alteração para um sistema que suporte processamento de grande volume de dados é a
possibilidade de executar o processamento dessas informações diariamente, realizando o
armazenamento dos valores prévios de resultado com defasagem de um dia - dispensando
a espera do encerramento do mês.
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Como encontrada na literatura, por exemplo em [51] e [7], uma das melhores opções
para o processamento do cálculo de resultados gerenciais em grande volume de dados é a
armazenagem em Banco de Dados NoSQL Colunar.
A proposta de solução ao problema levantado no Capítulo 1 é a implementação do
armazenamento dos dados com os valores necessários para o cálculo do resultado gerencial
em NoSQL colunar. Depois, iniciar a realização do processamento desses dados e o cálculo
do resultado gerencial em ambiente Big Data. Por último realizar o armazenamento destes
resultados obtidos em uma estrutura de Data Warehouse existente no ecossistema Hadoop
- o Hive.
A Figura 3.2 demonstra o processamento proposto para o novo formato de realização
do cálculo gerencial das operações da instituição. A busca das informações na base de
dados das Operações e das Fontes Externas continuaria igual ao processo apresentado
anteriormente, com a diferença que não existiria o cálculo prévio desses valores de resul-
tado gerencial. O último passo descrito na figura demonstra o armazenamento em uma
estrutura Data Warehouse existente no ambiente Hadoop. Sendo assim, podem-se criar
diversas bases de dados com dimensões e formatos distintos para atenderem aos sistemas
evidenciadores de resultado.
Figura 3.2: Proposta de macro processo de carga de dados em NoSQL.
Por dia, cada sistema gera aproximadamente 800 MB de dados. Atualmente, a ins-
tituição Beta tem 26 sistemas, que geram aproximadamente 20,8 GB de dados a serem
processados e armazenados diariamente para este projeto de geração de valores de resul-
tado gerencial da instituição financeira. Para o trabalho, foram utilizadas as operações
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desses sistemas da instituição Beta (por política da instituição financeira, os nomes dos
sistemas não podem ser descritos em trabalhos acadêmicos externos à instituição). Ao se
levantar a granularidade necessária para atender aos evidenciadores dos resultados geren-
ciais, optou-se por manter as mesmas colunas existentes no processamento de cálculo de
resultado gerencial existente hoje, na instituição.
Figura 3.3: Tabelas em ambiente relacional.
Figura 3.4: Tabelas criada no HBase.
No sistema de armazenamento atual da empresa, os dados estão distribuídos em três
tabelas relacionais, cada uma com um grupo de informações distintas. Atendendo à
granularidade necessária para o processo de geração de valores de resultado gerencial das
operações financeiras da instituição, somente foram capturados os atributos específicos de
cada tabela que já existem no processo atual de geração desses resultados, sendo treze os
atributos da primeira tabela, vinte e sete os atributos da segunda tabela e vinte e oito os
atributos da última tabela.
Para armazenamento das informações em HBase, foi criada somente uma tabela, po-
rém, como descrito na Seção 2.4.4, criaram-se três famílias de colunas, cada uma recebendo
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valores de uma das três tabelas em ambiente relacional. A Figura 3.3 exemplifica as três
tabelas em ambiente relacional, e a Figura 3.4, como foi criada a tabela em HBase. Como
pode ser observado, a Row Key da nova tabela no HBase é uma composição das três
chaves do modelo relacional.
A Tabela 1, presente na Figura 3.3, é como se fosse uma "tabela mãe", ela contém
o número do contrato de crédito e todas as informações descritivas dessa operação. A
Tabela 2 é uma tabela que contém a descrição específica daquela operação; na instituição
alguns tipos de contratos permitem a contratação de mais de uma operação. A Tabela 3
mantém as mesmas características da Tabela 2, exceto que seu conteúdo contém os saldos
referentes à operação. Dessas três tabelas, a Tabela 1 só contém uma chave primária,
esta chave também está presente nas Tabelas 2 e 3. Na Tabela 2 e Tabela 3 existem 2
campos como chave primária a mais, que definem qual é a operação para aquele contrato
de crédito.
Figura 3.5: Solução proposta para o problema.
A Figura 3.5 apresenta a arquitetura abstrata para a proposta. A proposta é dividida
em três principais módulos:
• Transferência de dados: para se executar o processamento das informações em am-
biente Big Data faz-se necessário o processo de ETL nos dados para o ambiente
Hadoop. Este processo é realizado com o Sqoop. Foi criado um arquivo shell script
para a realização de cada processamento. Todos os scripts desta dissertação podem
ser acessados no github em [52]. Diariamente foi executado um processo de Sqoop
24
incremental, em que se realiza a atualização de todas as operações que sofreram
alteração em seu estado de condução (se a operação foi liquidada, deixou de estar
em estado normal ou foi contratada neste dia). Uma atualização dos saldos para
cálculo do resultado gerencial é realizada diariamente, sobrescrevendo os valores já
existentes.
• Processamento: com os dados armazenados em ambiente Hadoop, pode-se processar
os cálculos de resultado gerencial. Para este procedimento, existe a estrutura Pig
Latin, já descrita neste trabalho. Também foi criado um script que deverá ser
executado diariamente após a realização dos processos de Sqoop com incremento dos
valores atualizados. Algumas metodologias de cálculo não podem ser executadas em
Pig Latin, e para isso foram criados dois programas em Python para estas execuções.
• Armazenamento: depois de todo o processamento das informações descritas no item
anterior, os dados de resultado gerencial das operações de crédito da instituição
financeira devem ser armazenados em ambiente Hive, para processos em Data Wa-
rehouse. Para otimização de desempenho, as tabelas são particionadas por ano e
mês, tendo em vista ser o agrupamento necessário para evidenciar os resultados
gerenciais da instituição.
3.3 Implementação da Solução Proposta
Nesta seção são apresentados detalhes da implementação da proposta, desde a criação do
banco de dados Colunar até o cálculo dos resultados gerenciais das operações.
As informações disponíveis em ambiente relacional, necessárias para o cálculo gerencial
estão presentes em três tabelas distintas, sendo duas contendo informações descritivas
sobre as operações. Como regra de definição de número de contrato da operação, existe
um contrato "Pai", em que se mantém as informações descritivas sobre este contrato na
Tabela 1. Cada contrato "Pai" pode ter diversos contratos "Filhos", e suas descrições estão
presentes na Tabela 2. A Tabela 3 contém os saldos atualizados de todos os contratos
"Filhos". A Figura 3.6 apresenta uma demonstração do relacionamento entre as três
tabelas descritas acima.
Inicialmente, realizou-se a criação de uma tabela em ambiente HBase, contendo três
famílias de colunas, conforme apresentada na Figura 3.4. Cada família de coluna, deverá
receber os dados necessários de uma das tabelas de ambiente relacional. Para a realiza-
ção das cargas de dados, foi implementado o shell script, apresentado na Figura 3.7. A
Figura 3.7 apresenta o scrip desenvolvido para a execução do processo Sqoop, realizando
a conexão no ambiente relacional e a extração dos dados por meio de uma consulta SQL.
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Figura 3.6: Demonstração do relacionamento entre as tabelas responsáveis pelos valores
para cálculo do resultado gerencial.
A carga dos dados é feita na estrutura HBase em uma família de coluna específica. O
processo se inicia com o comando import, haja vista ser a ação desejada para o momento.
Em seguida se insere o caminho de onde serão consultados os dados em ambiente relaci-
onal, utilizando o parâmetro connect. Para realizar a conexão no servidor do ambiente
relacional, inserem-se os parâmetros username e password, informando o usuário e senha
para acesso ao servidor. Como demonstrado na Figura 3.4, para cada Tabela em ambiente
relacional, foi criada uma família de colunas específica. Portanto, no parâmetro column-
family deve-se preencher a família de coluna específica da fonte de dados em ambiente
relacional.
Figura 3.7: Processo para carga de dados utilizando a estrutura Sqoop.
Como descrito na Seção 2.4.5, existem duas maneiras de acesso à base de dados.
Podemos utilizar o parâmetro table, que faz a inserção de toda a tabela em ambiente
relacional para o ambiente Hadoop, ou podemos utilizar o parâmetro query, que realiza
uma consulta específica na base de dados. Sendo possível, inclusive, a utilização de Join,
filtros e outros tratamentos necessários. Para este trabalho, foi utilizado o parâmetro
query para a execução do tratamento de concatenação das chaves primárias das três
tabelas, descrito logo abaixo. A cláusulaWhere, presente no parâmetro query, foi utilizada
para que sejam inseridas somente as operações que sofreram alteração em seu estado de
condução, ou seja, as operações que foram encerradas, liquidadas, ou contratadas até o
dia útil anterior ao processo.
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Para inserção do Row key, que é um campo único, e neste caso temos três chaves
primárias distintas, realizamos o Sqoop com a opção de Query na hora de busca na base em
ambiente relacional. Desta forma realizamos um Join entre a Tabela 1 e a Tabela 2 como
chave de batimento a chave primária presente nas duas tabelas, e trazendo as duas chaves
primárias da Tabela 2. Com isso faz-se uma concatenação destes três campos, gerando um
valor único para cada operação de crédito da instituição financeira. A necessidade desse
Join só existe para o processo de carga de dados da Tabela 1, para que seja alterada para
a mesma granularidade das Tabelas 2 e 3. Nas outras duas Tabelas, como já possuem
as três chaves primárias, só é realizada a concatenação destes três campos formando o
item que será inserido como Row key no processo de carga ao HBase. Porém para cada
uma dessas tabelas, foi criado um processo em Sqoop para a realização das cargas em
sua família de dados correspondente. A partir daí se inserem os valores para carga em
ambiente Big Data. O parâmetro hbase-table contém o nome da tabela criada em ambiente
HBase anteriormente ao processo de carga dos dados. Para determinar qual família de
coluna receberá os valores desse processo de Sqoop, utiliza-se o parâmetro column-family,
informando o nome da família de colunas que receberá os valores. Outro parâmetro
necessário para a execução deste processo é o hbase-row-key, em que se deve fornecer
qual o campo será utilizado como a chave das linhas no HBase, necessidade descrita na
Seção 2.2.1, quando descrevemos as características do modelo de banco de dados NoSQL
colunar.
É possível inserir campos específicos para que seja realizada a divisão do processamento
de MapReduce, assim como em quantos nós ele será dividido. Neste processo utilizou-se
como campo de divisão a chave primária existente nas três tabelas do ambiente relacional,
aqui denominada como COLUNA_1, e fez-se a divisão em 128 nós.
O cálculo dos resultados gerenciais é realizado em ambiente Big Data utilizando Pig
Script 1 e metodologias de cálculos em Python, e os resultados armazenados em Hive para
evidenciação em painéis específicos.
Uma das diferenças nesse novo processamento é a ausência de cálculos de resultados
gerenciais em três fases distintas, como no processo anterior. Neste novo processo, é
realizado o carregamento dos dados brutos em ambiente Hadoop e armazenado no HBase.
Depois disso é que se processam os cálculos do resultado gerencial das operações, ainda
em ambiente Big Data. Os resultados são armazenados em um Data Warehouse para que
sejam evidenciados em painéis de divulgação.
O primeiro passo no processo para realização dos cálculos de resultado gerencial uti-
lizando o Pig Script é a leitura da base de dados em HBase. Conforme a Figura 3.8, é
realizada a leitura das três famílias de colunas da tabela em HBase, cada uma gerando
1https://github.com/feliperezende86/PPCA
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um campo específico do tipo map. Map é um tipo de dado existente no ambiente Pig
Script que contém campos do tipo {CHAVE}#{VALOR} como estutura e que consegue
realizar o armazenamento das informações no formato do ambiente NoSQL Colunar.
Figura 3.8: Processo de leitura da tabela em HBase.
O próximo passo para a realização dos cálculos de resultado gerencial é descrito na
Figura 3.9, em que é realizada a criação de um conjunto de dados estruturados com
relação à base existente em ambiente HBase. Para isto, utiliza-se o comando foreach
{VARIÁVEL} generate passando o tipo de dado da coluna, separando por $ e depois
informando o nome do campo # e o nome da coluna. Deve-se também renomear a coluna
que receberá esse valor. Faz-se isso para todas as colunas que deseja utilizar, existentes
na variável com os dados da base de dados lida no processo anterior.
Figura 3.9: Processo de geração de um conjunto de dados estruturado.
Como mencionado no trabalho, os cálculos necessários para apuração do resultado
gerencial foram desenvolvidos utilizando a linguagem Python. Foram criados dois pro-
gramas, o primeiro é onde será realizado o cálculo de volume de operações de crédito na
instituição, onde se aplica o saldo da operação dividido pela quantidade de dias corridos
do mês de referência. O outro programa realiza o cálculo de "Despesa de Oportunidade".
Valor existente no DRE da operação e para realizar o cálculo deve-se informar à função
alguns atributos existentes na base de dados a ser tratada e como saída teremos o valor
deste componente calculado para o resultado gerencial. Um recurso disponível em Pig
Script é a utilização de programas criados nessa linguagem, bastando utilizar os coman-
dos da Figura 3.10, onde é descrito o caminho onde está salvo o programa em Python e
qual o "Alias" será chamado.
Figura 3.10: Definição de um Alias e o caminho onde se encontra o programa em Python.
Com isso, conforme ilustrado na Figura 3.11, novamente é executado o comando fore-
ach e generate, trazendo todos os atributos já existentes na variável que contém o conjunto
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de dado estruturado e chamando a função existente no programa em Python ele tem o
retorno da função como novos atributos do conjunto de dados estruturados.
Figura 3.11: Execução e chamado do programa em Python.
Para manter armazenado o resultado gerencial calculado neste processo, utilizou-se,
como estrutura disponível para Data Warehouse existente no ambiente Hadoop, o Hive. A
Figura 3.12 apresenta o código utilizado para a realização da carga do conjunto de dados
estruturados na base de dados Hive em que já se tem criada uma tabela com as colunas a
serem recebidas, e em que, devido ao grande volume de dados apurados diariamente, foi
realizada a criação da tabela com um particionamento de ANO e MÊS.
Figura 3.12: Processo de carga em ambiente Hive.
3.4 Ambiente Computacional para a Proposta
Como problema apresentado no trabalho, a frequência mensal de processamento do re-
sultado gerencial das operações traz um déficit de informações gerenciais de curto prazo.
Uma solução proposta para o estudo foi a utilização de um sistema NoSQL Colunar
(HDFS/HBase). Como método aplicado, tem-se a criação de um ambiente HDFS/HBase
e uma rotina de carga diária das informações utilizando a ferramenta Sqoop e o processa-
mento dos dados utilizando Pig Script com a carga dos valores produzidos no ambiente
Hive, todos presentes no ecossistema Hadoop. Dessa forma, ter a possibilidade de reali-
zação do processo de cálculo dos resultados gerenciais diariamente com um tempo menor
de finalização de execução é o resultado esperado pelo trabalho proposto.
Como mencionado anteriormente, por sigilo profissional muitas informações são im-
possíveis de serem divulgadas em trabalhos externos, mesmo como conteúdo acadêmico.
Porém, é possível acessar, por meio de {link do servidor}:{porta de acesso}/cluster/apps,
a demonstração de algumas informações sobre a configuração do cluster, como demonstra
a Figura 3.13, assim como as atividades já executadas, tempo de duração, e as tarefas
que estão sendo executadas no cluster naquele momento.
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Figura 3.13: Captura de tela de visualização das operações em execução no cluster.
Neste painel, vê-se a configuração de um cluster com um total de memória RAM de
22.91 TB, um total de cores de 3.318 e 61 nodes. Estes são valores disponíveis no painel
com data do acesso em 16/10/2019, podendo ser disponibilizados mais recursos a partir
do momento que seja necessário.
Para execução em ambiente Big Data, a instituição criou máquinas virtuais de acesso
remoto, para que seja facilitado o acesso a aplicativos necessários para a execução das
tarefas. Estas máquinas virtuais utilizam sistema operacional Windows 10 e dispõem de
processadores Intel I5 e 16 GB de memória RAM.
Quando se criam comandos em shell script, descritos anteriormente, estes são execu-
tados por meio do aplicativo MobaXTerm, um aplicativo free source que fica disponível
para instalação nas máquinas virtuais de usuários que trabalham com Ciência dos Dados.
Este aplicativo simula a execução de um terminal Linux, e desta forma é possível executar
os comandos no cluster configurado no servidor.
As versões utilizadas para solução do problema proposto no trabalho são:
• Hadoop - versão 2.7.3.2.6.1.0-129
• HBase - versão 1.1.2.2.6.1.0-129
• Sqoop - versão 1.4.6.2.6.1.0-129
• Hive - versão 1.2.1000.2.6.1.0-129
• Python - versão 3.6.5
Desta forma e neste ambiente foram executados os processos, tanto de captura das
informações em ambiente relacional (Sqoop), como o processamento das informações ge-
renciais (processamento em Pig) e o armazenamento dos valores apurados para possíveis




Este capítulo apresenta uma análise dos resultados da implementação da proposta apre-
sentada no capítulo anterior. A Seção 4.1 contém a descrição da aplicação do projeto
desenvolvido e apresenta os resultados obtidos. A Seção 4.2 apresenta a discussão dos
resultados apresentados.
4.1 Descrição dos Testes
Durante o mês de julho de 2019, foram executados os processos de captura dos dados do
ambiente relacional, necessários para o cálculo gerencial e armazenados em ambiente Big
Data no Hadoop - HBase e também o processamento desses dados utilizando Pig, assim
como a carga do resultado gerencial em ambiente Hive. Os processos foram executados
em diversas horas do dia para verificar as características de processamento do ecossistema
Hadoop configurado na instituição. Os horários de execução foram escolhidos de forma
aleatória para que se pudesse analisar se teria alteração de desempenho de acordo com o
horário do dia.
Os primeiros testes realizados foram referentes ao processo de transferência dos dados.
Para esses testes, foi criado um script em shell script. Neste script foram descritos os três
processos de Sqoop para envio dos dados do ambiente relacional para o Hadoop - HBase,
sendo primeiramente os dois processos referentes às tabelas de informações das operações,
onde se executa somente uma atualização das operações em que o estado de condução
foi alterado no último dia útil anterior, lembrando que o estado de condução identifica
as operações que ainda estão vigentes na instituição. O terceiro processo, referente à
tabela de saldo, executava a inserção diária dos dados disponíveis em ambiente relacional,
sobrescrevendo os valores anteriormente armazenados no HBase.
A Tabela 4.1 ilustra os tempos de processamento diário das cargas de dados realizadas
pelo Sqoop. Todos esses processos de carga permaneceram dentro da média geral de tempo
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Tabela 4.1: Tempos de processamento do Sqoop diário.
MOVIMENTO PROCESSO 1 PROCESSO 2 PROCESSO 3
01/07/2019 00:06:27 00:05:24 01:54:41
02/07/2019 00:15:30 00:15:35 04:49:48
03/07/2019 00:02:43 00:02:50 01:51:00
04/07/2019 00:06:15 00:04:40 01:43:07
05/07/2019 00:02:47 00:02:31 01:45:03
08/07/2019 00:03:15 00:02:52 01:33:23
09/07/2019 00:03:32 00:02:42 03:41:06
10/07/2019 00:04:14 00:02:20 01:48:20
11/07/2019 00:04:35 00:02:38 01:41:57
12/07/2019 00:06:42 00:11:08 01:22:00
15/07/2019 00:03:30 00:02:57 01:58:16
16/07/2019 00:02:50 00:02:29 01:27:37
17/07/2019 00:03:10 00:03:37 01:59:52
18/07/2019 00:04:08 00:03:55 03:17:47
19/07/2019 00:04:55 00:04:06 02:16:10
22/07/2019 00:02:51 00:03:20 01:38:22
23/07/2019 00:03:37 00:02:51 01:45:16
24/07/2019 00:03:23 00:02:42 04:00:34
25/07/2019 00:03:23 00:02:34 01:44:41
26/07/2019 00:03:30 00:02:40 01:42:30
29/07/2019 00:02:59 00:02:29 01:47:08
30/07/2019 00:03:33 00:02:46 01:47:23
31/07/2019 00:04:23 00:03:23 01:49:31
de processamento, sendo para o Processo 1 um total de 4 minutos e 27 segundos, para o
Processo 2 um total de 4 minutos e 1 segundo e para o Processo 3 de carga uma média
de 2 horas e 8 minutos. Se considerarmos a mediana dos tempos, teríamos 3 minutos e
32 segundos para o Processo 1, 2 minutos e 51 segundos para o Processo 2 e 1 hora 47
minutos e 23 segundos para o Processo 3. Um tempo total de 1 hora 53 minutos e 46
segundos para a realização da carga total das três tabelas de ambiente relacional para o
HBase utilizando o Sqoop. O Gráfico disponível na Figura 4.1 demonstra o processamento
dia a dia das realizações do processo de Sqoop, em que o Processo 1 é referente à carga da
Tabela 1, o Processo 2 é referente à carga da Tabela 2 e o Processo 3 é referente à carga
da Tabela 3, lembrando que o Processo 3 executa a carga dos valores dos saldos existentes
em todas as operações da instituição financeira.
Em relação ao tempo total para execução do processo, destaca-se o dia 02/07/2019, em
que houve uma reestruturação de perfil dos usuários do ambiente Hadoop, determinando
as prioridades de execução das tarefas no cluster. Houve uma variação no tempo de
processamento de 393% para o processo 1, de 446% para o processo 2 e de 238% para
o processo 3. Estes valores não foram removidos dos resultados para que fosse possível
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Figura 4.1: Gráfico do tempo de processamento do Sqoop diário.
destacar a importância da correta configuração das características de prioridades dos
usuários no ambiente Hadoop.
Como apresentado na Figura 3.5, depois de realizar as transferências dos dados,
armazenando-os no HBase, é passado o comando para o processamento do resultado
gerencial, utilizando o Apache Pig.
Na Tabela 4.2 estão presentes os tempos de processamento do Pig Script contendo,
como início e término, os horários de execução da rotina. Como entrada, a quantidade
de valores lidos em HBase para geração dos valores de resultado gerencial das operações
da instituição financeira. Como saída, os valores processados e armazenados em ambiente
Hive. Há uma grande diferença entre valores de entrada e de saída, haja vista que a Tabela
1 mantém contratos que não são escopo do trabalho. São contratos de outras linhas da
instituição financeira, o objetivo do trabalho é a realização dos cálculos de resultado
gerencial somente das operações de crédito da instituição. Como dito anteriormente,
utilizaram-se todas as operações de crédito existentes nas três tabelas, portanto, na hora
de execução, estas não são processadas e consequentemente não são armazenadas na saída.
Para cálculo do tempo total de processamento dos valores de resultado gerencial, faz-se a
diferença entre momento do término do processo e o momento de início deste, lembrando
que esse processo em Pig Latin executa a leitura dos dados armazenados em HBase,
processa os dados com algumas metodologias aplicadas em Python para apuração dos
resultados gerenciais e realiza a carga dos valores em ambiente Hive. A coluna "Tempo
Total"demonstra o tempo de processamento para conclusão do processo descrito como
solução do problema levantado no trabalho.
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Tabela 4.2: Tempos de processamento do Pig Script diário.
MOVIMENTO INÍCIO TÉRMINO ENTRADA SAÍDA TEMPO TOTAL
01/07/2019 16:33:17 17:54:50 414.209.740 42.179.745 01:21:33
02/07/2019 13:48:57 20:54:07 414.314.768 42.088.591 07:05:10
03/07/2019 21:36:33 22:14:06 414.226.370 42.105.061 00:37:33
04/07/2019 13:19:31 13:56:22 414.451.067 41.873.887 00:36:51
05/07/2019 09:50:44 10:22:35 414.545.445 42.325.852 00:31:51
08/07/2019 10:48:54 11:22:00 414.671.376 42.269.152 00:33:06
09/07/2019 13:27:46 14:00:05 414.250.293 42.124.466 00:32:19
10/07/2019 10:05:32 10:37:13 414.330.735 42.022.513 00:31:41
11/07/2019 15:38:56 16:08:36 414.407.627 42.101.600 00:29:40
12/07/2019 11:59:10 12:31:52 415.148.678 41.823.157 00:32:42
15/07/2019 13:53:49 14:30:44 415.251.215 41.445.451 00:36:55
16/07/2019 11:05:00 11:39:48 414.527.938 42.032.680 00:34:48
17/07/2019 11:48:43 12:18:11 415.434.880 41.261.948 00:29:28
18/07/2019 14:35:14 15:12:37 415.496.014 41.160.870 00:37:23
19/07/2019 12:16:37 12:51:25 415.594.420 41.034.569 00:34:48
22/07/2019 11:28:08 12:02:21 415.716.101 40.967.883 00:34:13
23/07/2019 13:39:43 14:12:21 415.804.190 40.931.844 00:32:38
24/07/2019 12:05:31 12:41:13 415.865.184 40.820.099 00:35:42
25/07/2019 10:10:41 10:45:02 415.946.027 40.967.426 00:34:21
26/07/2019 10:05:09 10:36:16 416.029.512 40.700.992 00:31:07
29/07/2019 09:18:39 09:51:10 416.126.306 40.686.278 00:32:31
30/07/2019 10:19:56 10:54:50 416.207.746 40.406.500 00:34:54
31/07/2019 08:05:32 08:34:35 416.265.769 40.361.864 00:29:03
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Analisando o tempo de processamento, registrou-se como média de quantidade de
entrada um total de 415.166.148 linhas e como saída do processamento uma média de
41.464.888 linhas. O tempo médio necessário para a execução da rotina ficou em 52 mi-
nutos e 37 segundos, porém tem-se que atentar ao descrito no processo de carga de dados
que o tempo de processamento do dia 01/07/2019, assim como do dia 02/07/2019 foi
um valor bem superior à média geral de processamento, devido a situações específicas de
configuração do cluster. Para fins de análise final de desempenho, estamos utilizando a
mediana que, para este processo, o valor foi de 34 minutos e 13 segundos. Na Tabela 4.2
existe a coluna "Entrada"e "Saída", que descrevem diariamente o total de operações pro-
cessadas.
Provavelmente, no primeiro caso, como o processo foi iniciado no final da tarde,
acredita-se que já estivesse com as alterações das preferências de execução das tarefas
no cluster. Para estes casos, houve uma alteração com relação à média de processamento
de 243% e de 1269%, respectivamente. Caso desconsidere estes dois dias atípicos e com de-
sempenho justificável, a média de tempo de processamento ficaria descrita em 33 minutos
e 30 segundos.
Se realizarmos as somas totais do processo de carga das tabelas e de processamento
das informações de resultado gerencial e armazenamento em ambiente Big Data, temos
um tempo total de 2 horas 27 minutos e 59 segundos para este processo de cálculo de
resultados gerenciais com processamentos e divulgação das informações de maneira diária.
4.2 Discussão dos Resultados
Analisando os resultados obtidos no trabalho, foi possível identificar que o tempo médio
de processo é de apenas 2 horas 27 minutos e 59 segundo e que o NoSQL para esse tipo
de operação poderia trazer redução de tempo de processamento. Sendo assim, gerando
um Data Warehouse em ambiente Big Data com os componentes de resultado gerencial
obtidos no processo.
Como descrito no início do trabalho, hoje só existe o processamento no primeiro final
de semana subsequente ao encerramento do mês de referência. Como foi mencionado,
atualmente o processo de geração de resultado gerencial tem um tempo total de proces-
samento em aproximadamente 30 horas. Alterando o sistema gerenciador de banco de
dados para um NoSQL colunar e utilizando a estrutura Hadoop, sendo possível a rea-
lização destes processamentos de forma paralela. Com esta alteração, seria possível a
realização de processamento diário para que se tivesse acompanhamento dos resultados
gerenciais das operações da instituição com apenas um dia de defasagem, melhorando
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com isso a possibilidade de gestão dos recursos administrados pela instituição, podendo
gerar melhores resultados.
Figura 4.2: Gráfico demonstrando o tempo total de processamento dos resultados geren-
ciais de todas as operações de crédito da instituição.
Quando se verifica o gráfico com o tempo total de processamento diário das informações
na Figura 4.2, vê-se que se manteve uma constante em aproximadamente 30 minutos,
excetuando-se os dias iniciais, com o motivo destacado no trabalho.
O processamento foi realizado todos os dias do mês, conseguindo-se dessa forma obter
o resultado gerencial das operações exatamente no momento em que se encerra o mês de
referência. Todos os valores foram apurados diariamente e o resultado acumulado para o
resultado em competência mensal.
Um dos problemas encontrados nos primeiros dias do mês de execução tem referência
com a ordem de prioridade de utilização dos recursos do cluster. Quando é criado o
usuário de acesso ao cluster, é possível definir sua ordem de prioridade na execução de
suas tarefas. Por questões de alteração de grupo de trabalho responsável por este controle
de concorrência, o usuário que executava os processos descritos no trabalho foi inserido
em um grupo de baixa prioridade, o que fazia com que todos os processos que entravam na
fila para execução tivessem prioridade superior de conclusão, fazendo com que os tempos
de resposta tivessem seus valores majorados. A partir do momento que o cadastro de
preferência foi regularizado, os tempos de processamento voltaram para a média de 33
minutos de execução.
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Tabela 4.3: Tabela demonstrando quantidade de operações e valor de somatório de com-
ponente de resultado gerencial por sistema.
SISTEMA TOTAL DE LINHAS VALOR (R$)
SISTEMA 1 322.148.817 3.514.330.139,48
SISTEMA 2 249.826.097 269.248.658,09
SISTEMA 3 122.797.777 400.325.604,99
SISTEMA 4 7.355.349 172.694.379,93
SISTEMA 5 6.864.615 21.981.756,63
Para analisarmos o desempenho do armazenamento dos dados em um Data Warehouse
para eventuais consultas e evidenciações em relatórios de resultado gerencial, foi realizada
uma consulta na tabela em Hive que contém os resultados. Como descrito no trabalho,
tanto o sistema como o componente de resultado pesquisado não serão descritos por ques-
tão de política de privacidade da instituição. A Figura 4.3 apresenta o resultado da
pesquisa realizada na Tabela de resultado do processo realizado em Pig Script, com a
contagem de quantas linhas existem no sistema e qual o somatório do componente de
resultado financeiro para o mês de referência. A Tabela apresenta os cinco primeiros sis-
temas em ordem de maior quantidade de linhas (operações), sendo o Sistema 1 (contendo
322.148.817 operações e totalizando um valor de 3.514.330.139,48) como o maior valor
em quantidade de operações e de valor do componente de resultado gerencial. O Sistema
5 contou com 8.864.615 operações e 21.981.756,63 de resultado gerencial como o último
nessa escala de cinco sistemas, lembrando que foram realizados componentes de resultado
para os 26 sistemas da instituição.
Outra pesquisa realizada para verificação de desempenho foi com relação à quantidade
de linhas existentes na Tabela de resultado do processamento. Para esta pesquisa, teve-se
como resultado o total de 951.995.909 linhas, ou seja, foram quase um bilhão de operações
processadas ao longo do mês de referência.
A Figura 4.3 contém o tempo total para realizar a consulta contando quantas linhas
existem na Tabela de saída do processo de geração de resultado gerencial armazenada em
ambiente Hive, com um total de 41 segundos. Para realização desta consulta, o Apache
Hive realizou o processamento em 675 maps paralelamente.
A Figura 4.4 demonstra o log contendo o tempo necessário para realizar a consulta,
realizando o agrupamento de todos os valores do componente de resultado e contando
quantas operações existem no mês de referência da tabela. Neste caso o tempo total
ficou em 43 segundos. Para este caso, foram utilizados 686 maps para processamento em
paralelo.
Como demonstrado neste Capítulo, foi possível realizar o armazenamento dos dados,
assim como a realização dos cálculos gerenciais utilizando estrutura de Big Data. A rea-
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Figura 4.3: Log de resultado da consulta de total de linhas na Tabela.
Figura 4.4: Log de resultado da consulta da Tabela 4.3.
lização de armazenamento foi em Hive, para eventuais evidenciações por meio de painéis
de resultado. Todos os processos obtiveram um tempo de processamento satisfatório para





Nesse trabalho foi apresentada a migração de um modelo relacional da instituição Beta
para um modelo de dados baseado em NoSQL Colunar. Os resultados atenderam aos
objetivos prepostos no trabalho, devido a seu tempo de processamento ser algo satisfatório
para processamentos diários desse grande volume de dados para a geração dos resultados
gerenciais da instituição.
Pôde-se constatar, com os resultados obtidos com o trabalho, que existe uma maneira
mais eficiente de processamento das informações gerenciais para a instituição financeira.
Como mencionado, atualmente o processo de geração de resultado gerencial tem um tempo
total de processamento de aproximadamente 30 horas. O formato proposto no trabalho
teve um tempo total de execução dos cálculos de resultado gerencial e armazenamento
dos dados de 2 horas e 28 minutos. O tempo de processamento das informações existentes
de todas as operações em situação vigente é algo a se considerar de grande ganho para o
trabalho.
Por atender ao trabalho e não ser de grande alteração dos resultados e dos processos
da instituição, optou-se por utilizar os mesmos atributos das tabelas detentoras das infor-
mações base para os cálculos gerenciais como granularidade para os cálculos gerenciais.
Os dados necessários para a realização dos cálculos de resultado gerencial foram carrega-
dos em ambiente Big Data por meio da estrutura Sqoop, presente no ecossistema Hadoop.
Também podemos constatar, dentro da estrutura do ecossistema Hadoop, a presença do
Pig Script, uma estrutura para processamento de Big Data muito eficiente que utiliza o
MapReduce para otimizar seus desempenhos.
Um dos problemas levantados na pesquisa é o tempo de divulgação das informações
processadas, outro ponto de destaque para o trabalho. Haja vista a estrutura de Data
Warehouse disponível no Hive, possibilitando a evidenciação das informações em Dashbo-
ards tão logo sejam realizados os cálculos de resultados gerenciais. Sempre realizando o
acúmulo das informações para o mês de referência.
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Dependendo de comandos manuais para execução dos trabalhos, todos os processos
foram executados em horário de expediente. Sabe-se que poderia ser realizada a análise
do processo em horários de baixa utilização dos recursos do cluster, porém não foi possível
agendar as rotinas para serem executadas em horário diferente da jornada de trabalho do
responsável pelo estudo.
Toda esta estrutura de processamento de grande volume de dados já vem sendo utili-
zada em outras áreas da diretoria para tratamento de informações de forma mais granular
e conseguindo realizar evidenciações em diversos formatos. Alguns processamentos não
eram possíveis serem realizados por um total de clientes, tendo em vista o grande volume
de dados necessário para esse processamento. Foi realizado o processo de carga dos dados
em ambiente Big Data e realizado o processamento utilizando o ecossistema Hadoop.
Está previsto como trabalho futuro o agendamento destes processos para realização
de forma automatizada, sendo assim as execuções devem acontecer durante a madrugada,
momento em que se tem uma baixa concorrência para quaisquer tipos de processamentos.
Também inserido como trabalho futuro fica a execução do processamento em ambiente
Apache Spark para verificar o possível ganho de desempenho da geração dos valores de
resultado gerencial. Melhora esta considerada a alteração da estrutura do MapReduce en-
contrada no Apache Spark. Outro ponto passível de implementação futura é a elaboração
dos painéis de evidenciação dos resultados obtidos no processamento, de acordo com os
existentes atualmente na instituição financeira. Como o trabalho focou em operações de
crédito, seria necessária a ampliação do processo para os outros tipos de operações, para
se ter um resultado gerencial por completo dos valores produzidos na instituição.
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