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Abstract
This thesis mainly focuses on visual-information based daily activity classifi-
cation, anomaly detection, and video tracking through using visual sensors.
The main reasons for adopting visual-information based methods are due to:
(i) vision plays a major role in recognition/classification of activities which
is a fundamental issue in a human-centric system; (ii) visual sensor-based
analysis may possibly offer high performance with minimum disturbance to
individuals’ daily lives.
Manifolds are employed for efficient modeling and low-dimensional repre-
sentation of video activities, due to the following reasons: (a) the nonlinear
nature of manifolds enables effective description of dynamic processes of
human activities involving non-planar movement, which lie on a nonlinear
manifold other than a vector space; (b) many video features of human ac-
tivities may be effectively described by low-dimensional data points on the
Riemannian manifold while still maintaining the important property such
as topology and geometry; (c) the Riemannian geometry provides a way
to measure the distances/dissimilarities between different activities on the
nonlinear manifold, hence is a suitable tool for classification and tracking.
In this thesis, six different methods for visual analysis of human activities
are introduced, including fall detection in video, activity classification in im-
age and video, and video tracking using single camera and multiple cameras.
Considering the contribution in theoretical aspects, the use of Riemannian
manifolds was investigated for mathematical modeling of video activities,
and new methods were developed for characterizing and distinguishing dif-
ferent activities. Experiments on real-world video/image datasets were con-
ducted to evaluate the performance of each method. Results, comparisons,
and evaluations showed that the methods achieved state-of-the-art perfor-
mance. From the perspective of application, the methods have a wide range
of potential applications such as assisted living, smart homes, eHealthcare,
smart vehicles, office automation, safety systems and services, security sys-
tems, situation-aware human-computer interfaces, robot learning, etc.
Keywords: Activity classification, fall detection, video tracking, activities
of daily living (ADL), assisted living, smart homes, Riemannian manifold
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Part I
Introductory chapters

Chapter 1
Introduction
With the rapid technological advancement of optical electronics and data
storage over the past few decades, digital imaging sensors and devices have
become ubiquitous, ranging from visual cameras, thermal/infrared (IR)
cameras, near-infrared (NIR) cameras, to range/depth cameras and so on.
This has led to the rise of computer vision that is considered as an interdis-
ciplinary field related to artificial intelligence (AI), machine learning, signal
processing and pattern recognition. Activity classification and video track-
ing have been two fundamental tasks in the field of computer vision. Activ-
ity classification generally aims to determine to which of several distinct and
exclusive activity classes each input image or video belongs. Video tracking
is concerned with estimation of location and shape of dynamic targets in the
image plane throughout all the video frames. Such analyses of video activ-
ities have attracted a great deal of research interest in recent years, largely
driven by the wide range of real-world applications, for example, assisted
living, smart home, eHealthcare, smart vehicle, office automation, safety
systems and services, security systems, situation-aware human-computer
interfaces, robot learning, etc. Designing effective and robust methods for
the analysis of video activities is far from being a simple mission, due to a
variety of challenges and constraints. Commonly encountered difficulties in-
clude illumination variance, scale variance, viewpoint variance, appearance
change, background clutter, occlusions, camera motion, and real time con-
straint. Despite the efforts and success made by previous methods, achieving
consistently high performance in various applications remains an open issue.
Ambient assisted living is one of the most demanding applications that
aims to offer intelligent services supporting people’s daily lives. An ambi-
ent assisted living system creates human-centric smart environments that
are sensitive, adaptive and responsive to human needs, habits, gestures and
emotions. As shown in Fig 1, on creating a human-centric smart environ-
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Figure 1.1: The key factors for ambient intelligence in assisted living.
ment for assisted living, three of the most fundamental issues are (a) to
classify normal daily activities; (b) to detect abnormal activities; (c) to be
aware of the person’s location. Key functionalities of ambient assisted living
include detecting anomalies like falls, robbery or fire at home, recognizing
daily living patterns, and obtaining statistics of various daily activities over
time. Among all activities, detecting falls is one of the basic topics at-
tracting much attention, due to the associated risks [1], e.g. bone fracture,
stroke, or even death. Triggering emergent help is desired, especially for
persons who live alone.
Many different methods have been developed by exploiting different
types of sensors, e.g., smartwatches [2], sound sensors, wearable motion de-
vices (gyroscopes, speedometers, accelerometers), visual, range and infrared
(IR) cameras. Sound sensors could be used for collecting sound related to
sudden falls, while smartwatches and other wearable devices measure the
motion and can be used for fall detection as well. However, they are not
always feasible, e.g., one does not always wear the device especially during
showering, and the false alarm could be high if sound detection is used alone
without combining other sensor information. Devices with imaging sensors
(e.g., RGB, depth, near or thermal IR) that offer real time analysis have
drawn considerable attentions. In such cases, only analysis results, statistics
and triggering information are stored without saving person’s video infor-
mation. Although some privacy concerns exist in video-based analytics,
this issue can be mitigated by near real-time feature/information extrac-
tion from video followed discarding the original image data, or, by using
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very low resolution on depth or IR data that does not provide personal de-
tails where only the shape of a person is visible.
This thesis mainly focuses on visual-information based daily activity
recognition, anomaly detection, and video tracking through using visual
sensors. The main reasons for adopting visual-information based methods
are due to: (i) vision plays a major role in recognition/classification of
activities which is a fundamental issue in a human-centric system; (ii) visual
sensor-based analysis may possibly offer high performance with minimum
disturbance to individuals’ daily lives.
1.1 State of the Art: an Overview
1.1.1 Existing Work on Activity/Action Classification
For recognizing human activities from visual sensors, many different meth-
ods have been proposed, including both image-based and video-based meth-
ods. Some activity analyses only exploit static cues from still images or key
image frames [3, 4], while others use the dynamics of entire video (e.g.
falls) [5, 6]. Surveys of image/video-based methods can be found in [7–10].
There are many different ways to categorize the methods used for vi-
sual analysis of human activities. In this section, we follow a taxonomical
breakdown based on representations. That is, we categorize the methods
according to how video activities are represented or how the features are
learned. We first describe global and local representations, and then review
some state-of-the-art methods based on manifolds and deep learning.
Global Representations
In this category, video activities are represented by global features of human
body motion, shape, and pose. Examples of global representation using mo-
tion cues include motion energy image (MEI), motion history image (MHI),
and their variants. MEI and MHI were introduced by Bobick and Davis [11]
with the idea to encode motion information by single images. MEI captures
where the motion happens, and MHI shows how the motion proceeds. Based
on the gradient of MHI, Tian et al. [12] proposed a method to filter out the
moving and cluttered background by determining key motion regions in MHI
using Harris interest point detector and detecting regions with inconsistent
motions around the interest points. Moreover, effort were made to extend
MEI and MHI to spatio-temporal volumes. Blank et al. [13] introduced the
volumetric extension of MEI with the idea to represent video activities by
3-D shapes that are induced from spatio-temporal silhouettes. Weinland et
al. [14] suggested to represent video activity using spatio-temporal volume
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of MHIs. Shape is also an important feature for global representation, for
example, Yilmaz and Shah [15] proposed a method to characterize actions
using space-time volume (STV) which is built by temporally stacking ob-
ject contours. Other types of global representation also exist. Sadanand
and Corso [16] described actions by a large set of detectors acting as the
bases of a high-dimensional action space. Shao et al. [17] used the Laplacian
of 3-D Gaussian filters to construct the action space. Global representations
can preserve the spatial and temporal structure of video activities to some
extent, however, they may be too rigid to capture possible variations such
as view point, appearance change, and occlusions. Besides, it is argued that
silhouette-based representations are not capable of capturing fine details
within the silhouette.
Local Representations
Methods in this category represent video activities by local features, start-
ing from interest point detection. For example, Laptev [18] extended the
2-D Harris corner detector to 3-D Harris detector for detecting space-time
interest points (STIPs) that has large spatial variations and non-constant
motions. Willems et al. [19] also extended 2-D Hessian detector to a 3-D
version that uses the second order derivatives for detecting spatio-temporal
interest points. Based on detected interest points, local descriptors are
formed. Some local descriptors are based on edge and motion, for exam-
ple, Kla¨ser et al. [20] spanned the Histogram of Oriented Gradients (HOG)
descriptor [122] to the spatio-temporal domain (HoG3D). Laptev et al. [21]
proposed to use the Histogram of Optical Flow (HOF) over local regions as a
spatio-temporal descriptor. Kantorov and Laptev [22] used the motion fields
of MPEG compression for obtaining HOF descriptors, which avoids comput-
ing optical flow fields for computational efficiency. Besides, several methods
that describes local volumes based on Local Binary Pattern (LBP) [123]
were proposed, such as [23] and [24]. It is worth mentioning that recently
there is a growing trend towards extracting local features from trajectories
instead of cuboids [25] [26] [27] [28]. Aggregation of extracted local descrip-
tors also plays an important role. Commonly used aggregation methods in-
clude Bag of Visual Words (BOVW) [29], Fisher Vector (FV) [30] [31] [32],
and Vector of Locally Aggregated Descriptor (VLAD) [33] [34].
Manifold-Based Methods
Using manifolds to characterize video activities has drawn increased interest
in recent years. Human actions can be represented as a sequence of silhou-
ettes, shapes, or contours on the manifold. For example, Veeraraghavan
et al. [35] used a shape manifold to model human shapes, and extracted
a sequence of shape changes from the tangent space. Shape sequences are
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compared for gait and activity recognition, using a nonparametric method
based on dynamic time warping (DTW), and a parametric method based on
an AutoregressiveMoving-Average (ARMA) model. The space spanned by
the parameters of the ARMA model was identified as an element on a Grass-
mann manifold. Turaga et al. [36] extended this ARMA representation of
human activity to clustering, and conducted action recognition by treating
the cascade of ARMA models as a regular expression grammar and applying
grammatical inference from it. Further, Turaga et al. [37, 38] investigated
statistical modeling Grassmann and Stiefel manifolds for human activity
recognition. Abdelkader et al. [39] modeled contour shapes as points in a
shape space of closed curves that is endowed with Riemannian geometry,
and characterized trajectories on the shape space by a Markovian graphical
model for action classification. Different from ARMA models that extract
shapes and dynamics from the observability matrix, Lui et al. [40] [41] mod-
eled the appearance, horizontal motion, and vertical motion on three factor
manifolds each being a Grassmann manifold, based on a modified High Or-
der Singular Value Decomposition (HOSVD). The geodesic distance on the
product manifold formed by combining the three factor manifolds was used
for action classification. Several methods conducted spatial and/or tempo-
ral alignment for video activity classification on the manifold. For example,
Veeraraghavan et al. [42] studied the rate-invariant temporal alignment for
video activities. Li and Chellappa [43] employed particle filters to optimize
alignment parameters on Stiefel manifolds for spatio-temporal alignment.
Another school of thought addresses the problem of activity classification
using covariance descriptors that can be viewed as points on a Rieman-
nian manifold of symmetric positive definite (SPD) matrices, e.g., [44, 45].
Last but not least, the approximate nearest neighbor search on Riemannian
manifolds [46, 47] and Grassmann manifolds [47] was also applied to video
activity analysis.
Deep Learning-Based Methods
Recent years have witnessed a significant advancement in various machine
learning tasks using deep learning. Deep neural networks such as Con-
volutional Neural Networks (CNNs) [48] and Recurrent Neural Networks
(RNNs) [49] have become common choices for image and video analysis,
including the representation of video activities. The first category extends
2-D frame-based deep nets to 3-D domain, i.e., spatio-temporal domain. Ji
et al. [50] introduced 3-D convolutional networks that uses 3-D kernels with
filters extended along the time axis to extract features from both spatial
and temporal dimensions. Other methods also investigated how to incorpo-
rate temporal information of video activities into convolutional networks,
e.g., [51], [52]. Besides, some methods used recurrent networks to exploit
the temporal information, such as [53] and [54]. Another school of thought
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separates appearance from motion for activity recognition. For example,
Simonyan and Zisserman [55] introduced the structure of two parallel deep
convolutional networks, where the spatial stream network is fed by raw
video frames, and the temporal stream network takes optical flow fields as
input. This structure is extended by Wang et al. [56] through aggregating
dense trajectories [28] of convolutional features from the two streams using
the Fisher vector. Also, Wu et al. [57] extended the structure by adding a
third stream using audio signal to the network. Deep generative models are
another class of deep nets that can be used for video analysis in an unsuper-
vised manner and predict the future of a video sequence. Examples of deep
generative models are Dynencoder [94], Long-Short TermMemories (LSTM)
autoencoder model [59], and adversarial models [60] [61]. Moreover, a deep
model can be used to learn temporal coherency of video activities by feeding
it with ordered and disordered sequences as positive and negative samples,
e.g., [62], [63], and [64].
1.1.2 Existing Work on Video Tracking
Visual object occlusion is one of the most commonly encountered issues in
visual object tracking. It occurs when other objects obstruct the line of
sight between camera sensors and the object of interest (or, target). In the
view of camera sensors, the object of interest is partially or fully occluded
by other objects in images, and its appearance is more or less altered by the
occluding objects. Tracking occluded objects becomes more difficult, which
is likely to cause tracking drift. Hence, occlusion handling is required for
mitigating the drift.
Single-Camera Tracking
Many existing approaches deal with occlusions in a single camera view.
Wu et al. [65] employ a dynamic Bayesian network which accommodates
an extra hidden process for occlusion to cope with occlusions. Huang and
Essa [66] represent and estimate occlusion relationships between objects by
using hidden variables of depth ordering of objects towards the camera.
Pan and Hu [67] analyze occlusion by exploiting spatio-temporal context
information and indicate occluded pixels by template matching. Amezquita
et al. [68] detect occlusions by a probabilistic classifier and adapt motion
prediction corresponding to the cases of entering occlusion, full occlusion
and exiting occlusion. Papadakis and Bugeau [69] propose to track occluded
objects by segmenting them into visible and occluded parts based on graph
cuts. Chao et al. [70] recognize the start and end of occlusion frames through
merging or splitting dynamic objects, and applies different template search
approaches for data association between detected blobs and targets. Kwak
et al. [71] divide target into regular grid cells and detects occlusion for each
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cell using a classifier. Riemannian manifold-based trackers with a single
camera are applied in [72–74], where dynamic learning is applied to mitigate
the tracking drift. All these methods can handle occlusions to some extent,
but become less feasible when objects undergo long-term full occlusions.
Multi-Camera Tracking
On the other hand, tracking using multiple cameras has drawn growing in-
terest in recent years [75], largely driven by multiple view coverage that is
advantageous in handling complex scenarios, including full occlusions.
Several object tracking schemes using multiple cameras with occlusion
handling have been proposed recently [75]. One category of multi-view
tracking methods handles the occlusion issue through using calibrated cam-
eras, where the camera parameters (intrinsic/extrinsic) are known for pro-
jecting 3-D points into the image plane of each camera. For example, Mittal
and Davis [76] detect 3-D points on an object by applying a region-based
stereo algorithm, and analyze object occlusions by pixel-based classification
of visible and occluded parts under Bayesian framework. Chen and Ji [77]
model 3-D upper body using tree-structured probabilistic graphical model
(PGM) to address self-occlusion, based on the likelihood of body part in
each view. Harguess et al. [78] apply a 3-D cylinder head model for face
tracking, where self-occlusion is handled by a weighted facial mask and full
occlusion is detected by template matching. For outdoor scenarios where
objects are located at large distances to cameras, it is difficult to accurately
estimate 3-D point correspondences, where accurate camera calibration is
non-trivial.
Another category of methods uses uncalibrated cameras, where the cam-
era parameters are unknown. These methods exploit cross-view correspon-
dences and transformations directly, without the attempt to compute cam-
era parameters. For example, Kang et al. [79] map object trajectories across
different views by registering multiple cameras via series of concatenated ho-
mography matrices (or, projective transformations). Wang et al. [80] and
Fan et al. [81] each propose a spatio-temporal Bayesian filtering approach
for multi-camera tracking, and use an affine transformation/homography
to transform the image coordinates in difference camera views, respectively.
Similarly, Zhou et al. [82] compute similarity transformation between differ-
ent views in every previous frame for cross-view correspondence. However,
the collinearity relation between points by assuming 2-D transformations
may not hold for tracking objects that are not in the dominating ground
plane. Instead, many methods in this category exploit underlying multi-
view geometric constraints of the scene. Two constraints are often used,
e.g., Chu et al. [83] use ground plane homography and Qu et al. [84] use
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epipolar geometry. Sankaranarayanan and Chellappa [85] study the problem
of combining estimates of ground location obtained from multiple cameras
via an optimal fusion scheme based on planar homography, but the prob-
lem formulation is limited to tracking the ground point of object only. Du
and Piater [86] estimate the foot position of an object in a top-view ground
plane by first mapping principal axis (or, vertical axis) of the object in each
view to that plane by homography, and then taking the intersection of these
mapped axes. The drawback is that vertical axes can only be mapped to
the common ground plane, thus the direct relation of object between dif-
ferent views is not established. Yue et al. [87] conduct two-view tracking
by using a particle filter in each view, and detects occlusions by comparing
pixel differences between tracked and template object. Kwolek [88] consid-
ers two-view tracking, where particle swarm optimization is used to track
objects in each view, and occlusion is detected by computing the distance
between the region covariance of tracked and template object. Both meth-
ods [87] [88] maintain the tracking in occluded views by mapping a trans-
formation matrix of object bounding box from an un-occluded view using
ground plane homography. However, applying homography solely is not
sufficient for mapping object bounding box between views, as the bound-
ing box is in the image plane rather than ground plane. Hence, additional
geometric constraints should be added. To this end, Calderara et al. [157]
combine the geometric constraints of planar homography, epipolar geome-
try and vertical vanishing point to map the vertical axis of object between
views for cross-view consistent labeling.
1.2 Applications to Assisted Living, eHealth-
care, and Smart Home
In this section, we show some examples of applying video activity analysis
to the field of assisted living, smart home, and eHealthcare. These meth-
ods are primarily categorized into three different aspects: (a) daily living
at home environments; (b) eHealthcare, hospital/nursing home monitoring,
and rehabilitations; (c) falls and other abnormal activities.
Recognition of Activities of Daily Living (ADL) at Home
Environments
The main purpose of such activity analysis is for life logging and the assess-
ment of health conditions/functions. Context plays an important role for
understanding ADL. One way of exploiting context is to use the location
information, e.g., by dividing the living area into different functional re-
gions and tracking the sequence of regions visited by the person for activity
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analysis [90]. Alternatively, one could track the sequence of human-object
interactions (e.g., enter the door, open fridge, put food into oven) as an-
other type of contextual information to recognize an activity [91]. It is also
beneficial to jointly use the location, speed, shape and motion of the person
for activity recognition [92]. Further, a variety of methods can be found by
applying different models, e.g. using bag-of-words (BoW) model based on
HOG and HOF features [93], or extracting features from local body parts
under deformable part models (DPM) [94].
Recognition of Activities for Hospital/Nursing Home
Monitoring, eHealthcare, and Rehabilitations
A number of studies were conducted on visual analysis of behaviors of pa-
tients with stroke, Alzheimer’s disease and other dysfunctions in hospitals
or nursing homes, including medicine or food intake [95, 96], sit-to-stand
motion [97] or the gait patterns [98, 99]. The activity analysis often in-
volves recognizing human-object interactions [95], the interactions of hu-
man body parts [96], and human-to-human interactions [100]. Studies were
also conducted on nursing activities from caregivers to the elderly (e.g. hy-
giene, feeding, giving medicine, taking vital signs), through identification
of related objects or tools (e.g., paper towels, pillbox, diaper, plate, cup,
sphygmomanometer) [101]. Different techniques can be applied for such
analysis, e.g., hidden Markov model (HMM) [96, 100], dynamic time warp-
ing (DTW) [102], and a variety of classification methods (k-NN, LogitBoost,
SVM) [103].
Detection of Falls and Other Abnormal Activities
Fall detection is a major issue in anomaly detection, due to its poten-
tial severe impact. Detection of falls is often realized through classifica-
tion based on the one-against-all strategy. A variety of features related
to falls were studied, including shape features based on extracted silhou-
ettes [104, 105], curvature scale space (CSS) [164] and Riemannian mani-
folds [5], motion features based on optical flows [6], features based on target
bounding box such as the aspect ratio [107, 108] and centroid position of
the box [6, 108], and 3D modeling of human body [109–111]. Many different
types of classifiers were employed for fall detection, such as SVM [5, 6, 107],
AdaBoost [108], Gaussian mixture model (GMM) [104], Gustafson-Kessel
(GK) clustering [105], extreme learning machine (ELM) [164] and decision
trees [111]. Further, a range of camera types and settings were utilized,
e.g., distributed cameras [107], IR [105], depth [6, 105, 111, 164], RGB cam-
eras [5, 104, 105, 107–109], in day and night scenes [105].
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Remark: There are many other applications beyond assisted living, smart
home, and eHealthcare, for example, smart vehicle, office automation, safety
systems and services, security systems, situation-aware human-computer in-
terfaces, robot learning, etc. It is expected that the significance of activity
recognition will be found even larger over time as it eventually merges into
the background (ambient environment) together with powerful computa-
tional electronics.
1.3 Outline of the Thesis
This thesis consists of two parts. Part I is a general introduction to the field
and puts the appended papers into context. Part II contains the appended
papers.
The remainder of this introductory part (Part I) is organized as follows:
Chapter 2 reviews several fundamental theories and methods upon which
our methods are built. Chapter 3 summarizes the main work and contribu-
tion of this thesis, followed by Chapter 4 on conclusion and possible future
work.
Chapter 2
Review of Related
Theories and Methods
This chapter reviews several fundamental theories and methods upon which
our methods are built.
2.1 Manifolds and Metrics
What is a manifold: Roughly speaking, a manifold can be considered as
a set of low dimensional spaces embedded in a higher dimensional space.
An intuitive example of manifold is the earth which is globally a sphere in
3D space but locally flat in 2D maps. Manifold-based methods are often
employed for efficient low-dimensional representation of high-dimensional
data meanwhile maintaining important properties of the data such as topol-
ogy and geometry [112]. In case of nonlinear manifolds that are not in a
single vector space, the Euclidean calculus and conventional operators do
not apply. A Riemannian manifold is a smooth manifold that is differen-
tiable [112], where a set of metrics can be defined to measure the distance,
angle, and mean on the manifold. In the tangent spaces of Riemannian
manifold points, linear operations can be performed. The geodesic is the
shortest curve between two points on a manifold. The geodesic distance, the
length of geodesic, is used to measure the distance between two manifold
points.
Why we need manifold: Manifold is found useful in many vision tasks
where (a) measured data naturally reside on nonlinear curved spaces, e.g.,
dynamic processes of video activities involving non-planar motion; (b) data
representation requires low-dimensional and efficient description or dimen-
sionality reduction, e.g., image, video, and other multidimensional signals;
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(c) non-Euclidean metrics better capture the non-linear relationship be-
tween data elements. Hence, manifolds may be exploited for efficiently
characterizing the dynamic process of human activities in videos.
Below, we give two examples of manifolds with the Riemannian geometry,
namely the space of symmetric positive definite (SPD) matrices and the
unit n-sphere.
2.1.1 Space of Symmetric Positive Definite Matrices
The space of d× d SPD matrices (Symd+) is an open convex cone
Symd+ =
⋂
x∈Rd
{P ∈ Symd : xTPx > 0}, (2.1)
whose strict interior is a Riemannian manifold [112]. To compute the statis-
tics on Symd+, the affine-invariant metric [113] and the log-Euclidean met-
ric [114] are commonly used. These two metrics are mathematically equiv-
alent, however, numerical results can slightly differ. Log-Euclidean metric
is usually computationally more efficient [114].
Two operators, the exponential map and the logarithm map, are defined
over differentiable manifolds to switch between the manifold and tangent
space at a given point [115].
Exponential map (TP 7→ Symd+) is a function that maps a tangent vector
∆ (in the tangent space TP associated with a manifold point P ∈ Symd+)
to its corresponding point Q on the manifold Symd+ (as shown in Fig. 1).
Under the log-Euclidean metric [116], it is given by
expP(∆) = exp(log(P) +∆) = Q, (2.2)
where exp(·) is the matrix exponential [114], and log(·) is the principal
logarithm of a matrix which is defined as the inverse of the matrix expo-
nential [114]. Under the affine invariant metric [113], it is given by
expP(∆) = P
1
2 exp(P−
1
2∆P−
1
2 )P
1
2 = Q. (2.3)
Logarithmic map (Symd+ 7→ TP) is a function that maps a manifold point
Q ∈ Symd+ to its corresponding tangent vector ∆ in the tangent space TP
associated with another manifold point P ∈ Symd+ (as shown in Fig. 1).
Under the log-Euclidean metric [116], it is given by
logP(Q) = log(Q)− log(P) =∆. (2.4)
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Figure 2.1: Example of Symd+ (d = 2) embedded in a 3D space R
3. O
is the origin. P and Q are manifold points, i.e., P,Q ∈
Symd+. TP is the tangent space at P. ∆ ∈ TP is the
tangent vector whose projected point on the manifold is
Q. The geodesic ρ is the shortest curve between P and Q
on the manifold.
Under the affine invariant metric [113], it is given by
logP(Q) = P
1
2 log(P−
1
2QP−
1
2 )P
1
2 =∆. (2.5)
Geodesic is the shortest curve ρ between two manifold points P, Q on
Symd+. The geodesic distance is the length of ρ given by
d(P,Q) = ‖ logP(Q)‖ = ‖ log(Q)− log(P)‖, (2.6)
where (4) is defined under the log-Euclidean metric [116], and ‖ · ‖ is the
Frobenius norm. Under the affine invariant metric [113], it is given by
d(P,Q) =
√
tr[log2(P−
1
2QP−
1
2 )]. (2.7)
Another alternative for computing the geodesic distance [117] is
d(P,Q) =
√√√√ n∑
i=1
ln2 λi(P,Q), (2.8)
where {λi(P,Q)}ni=1 are the generalized eigenvalues of P and Q, computed
from λiPxi −Qxi = 0, i = 1, . . . , d, and xi 6= 0 are the generalized eigen-
vectors.
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Karcher mean (intrinsic mean), also known as the Fra´chet or Rieman-
nian mean, is the mean of a set of points computed directly on a Riemannian
manifold. Given a set of manifold points {Xi}Ni=1, the Karcher mean X∗ is
defined as
X∗ = argmin
X
N∑
i=1
wid
2(X,Xi), (2.9)
where wi ∈ R is the weight for each point, and d(·, ·) is the geodesic dis-
tance defined in (4). The minimization problem can be solved by itera-
tively mapping from manifold to tangent spaces and vice versa until con-
vergence [115, 116]:
Xj+1 = expXj
(
N∑
i=1
wi logXj (Xi)/
N∑
i=1
wi
)
, (2.10)
where exp·(·) and log·(·) are the pair of exponential and logarithm mapping
functions defined in (2) and (3) under log-Euclidean metric.
Extrinsic mean is computed in the tangent space. Given a set of manifold
points {Xi}Ni=1, the extrinsic mean X† is defined as [115]
X† = expI
(
1
N
N∑
i=1
logI(Xi)
)
, (2.11)
where I ∈ Symd+ is the identity matrix. In general, the process of estimat-
ing extrinsic means is computationally faster than its intrinsic counterpart.
The Riemannian geometry of Symd+ can be exploited when the extracted
feature descriptors are covariance matrices, e.g., region covariance [117],
due to the fact that SPD cone is exactly the set of non-singular covariance
matrices. Since covariance matrices C ∈ Symd+, they may be viewed as
points on a Riemannian manifold [118].
2.1.2 The Unit n-Sphere
The unit n-sphere, Sn, is an n-dimensional sphere with a unit radius, cen-
tered at the origin of (n+1)-dimensional Euclidean space. It is mathemat-
ically defined by
Sn = {p ∈ Rn+1 : ‖p‖ = 1}. (2.12)
An example where n = 2 is illustrated in Fig. 2. It can be considered
as the simplest Riemannian manifold after the Euclidean space [119]. The
geodesic distance between two manifold points p, q on Sn is the great-circle
distance:
ρ(p,q) = arccos(pTq), (2.13)
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where arccos(·) : [−1, 1] → [0, π] is the inverse cosine function [120]. The
great-circle distance between two manifold points is unique.
p
q
ρ
Sn
Figure 2.2: Example of an n-sphere Sn (n = 2) embedded in an (n+1)-
D space Rn+1. p and q are manifold points, i.e., p,q ∈ Sn.
The geodesic ρ is the shortest curve between p and q on
the manifold.
The Riemannian geometry of unit n-sphere can be utilized when the ex-
tracted feature vectors are normalized by the ℓ2 norm, e.g., SIFT [121],
HOG [122], LBP [123]. The descriptors hence lie on a unit n-sphere Sn, for
some n.
2.2 Feature Descriptors
Several candidates of feature descriptors are reviewed in this section, includ-
ing traditional hand-crafted features, and features that are automatically
learned from deep learning.
In vision tasks, a feature is a measurable property (usually numeric) of
an object or a scene being observed. The process of feature learning can
be considered as a transformation of raw input data (usually complex, re-
dundant, and highly variable, e.g., images, videos) to a representation that
captures important properties of the original data, and that are mathemat-
ically and computationally more convenient to the task.
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2.2.1 Histogram of Oriented Gradients (HOG)
Histogram of oriented gradients (HOG) is a feature descriptor for object
detection and classification in images/videos [122]. The basic idea is that
object shape can often be characterized by the distribution of intensity gra-
dients through voting the dominant edge directions.
Figure 2.3: An overview of HOG feature extraction (The picture is
taken from [124]).
Given an image I, gradient values in horizontal/vertical direction are
computed by filtering the image with a 1-D derivative mask [−1, 0, 1] along
x-axis, or [−1, 0, 1]T along y-axis. For each pixel, given its gradient value
Ix and Iy in both directions, the gradient magnitude and orientation can
be computed by
√
I2x + I
2
y and arctan(Iy/Ix), respectively.
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The image region is divided into non-overlapping cells of size m × m.
For each cell, a histogram is formed, containing l histogram bins that are
evenly spread over 0 to 180 degrees if the gradient is unsigned (or, 0 to
360 degrees if signed). Every pixel in the cell casts a vote to one of the
histogram bins according to its gradient orientation, weighted by its gradient
magnitude. After grouping r× r adjacent cells into blocks with overlapping
rate η, the grouped cell histograms are normalized block-wisely, e.g., by
L2 norm. Finally, the HOG feature descriptor is a vector concatenating
the normalized histograms from all blocks. The process of extracting HOG
features is illustrated in Fig. 2.3.
2.2.2 Optical Flow-Based Features
Optical flow is the pattern of apparent motion that is contained in a visual
scene, as shown in Fig. 2.4. By estimating optical flows between video
frames, the motion of objects can be characterized and quantified, e.g.,
the velocities of moving objects can be estimated. Optical flow algorithms
are often based on three assumptions, namely intensity constancy, gradient
constancy, and smoothness.
Figure 2.4: Example of optical flow (The picture is taken from [125]):
(a) Time t1; (b) Time t2; (c) Optical flow.
Consider a pixel I(x, y, t) in current frame, which moves by distance
(dx, dy) in next frame taken after dt time. Due to intensity constancy, we
have
I(x, y, t) = I(x+ dx, y + dy, t+ dt). (2.14)
By taking Taylor series approximation of the right-hand side of (2.14), re-
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moving common terms and dividing it by dt, we get
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
= 0, (2.15)
where u =
dx
dt
and v =
dy
dt
are the x and y components of the optical
flow. This is an equation with two unknowns which cannot be solved di-
rectly (aperture problem). To estimate the optical flow, two techniques are
commonly used, namely the Horn-Schunk method and Lucas-Kanade algo-
rithm [126].
Given the optical flow between two consecutive video frames, histogram-
based features of optical flow can be computed. The basic idea is similar to
HOG that object motion can be represented by the distribution of optical
flows as the votes for dominant directions of movement. Examples of such
optical flow-based features are Histogram of Optical Flow (HOF) [127], His-
togram of Oriented Optical Flow (HOOF) [128], and Histogram of Optical
Flow Orientation and Magnitude (HOFM) [129].
2.2.3 Gabor Wavelet-Based Features
Gabor wavelets with properly selected frequencies and orientations can be
assembled to form a filter bank that is similar to the model of human visual
system, thus being found to be particularly appropriate for the use of pat-
tern classification. Different representations of 2-D Gabor filters exist, and
here we describe the one from [130]. In the spatial domain, a 2-D Gabor
filter g(x, y) is formed by modulating a Gaussian kernel function w(x, y)
with a sinusoidal plane wave s(x, y) (shown in Figure 2.5):
g(x, y) = w(x, y) · s(x, y) (2.16)
= exp(− xˆ
2 + yˆ2
2σ2
) · exp(j2πfxˆ)
where {
xˆ = x cos θ + y sin θ
yˆ = −x sin θ + y cos θ (2.17)
and θ is the rotation angle, the spread σ is the same for both x- and y-
dimensions, and f is the spatial frequency.
If frequencies f and orientations θ are properly chosen, a bank of Gabor
filters that covers the entire frequency domain can be obtained. Example of
such a filter bank is shown in Figure 2.6 and 2.7. The Gabor wavelet-based
representation of an image is obtained by convolving the image with each
Gabor filter in the bank. Let I(x, y) be the pixel intensity at coordinate
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(a) A 2D Gaussian
envelope.
(b) Real part of a
sinusoidal plane wave.
(c) Real part of the
corresponding 2-D
Gabor filter.
Figure 2.5: A 2-D Gabor filter is obtained by modulating a Gaussian
envelope with a sinusoidal plane wave.
(a) Real parts in spatial
domain.
(b) Imaginary parts in
spatial domain.
(c) Gabor wavelets in
frequency domain.
Figure 2.6: A bank of Gabor filters. For each column in sub-figures
from left to right: θ = 0 (π), π/4 (5π/4), π/2 (6π/4), 3π/4
(7π/4). For each row of from top to bottom, σ = 16, 8, 4, 2,
where f = 1/σ.
Figure 2.7: A bank of Gabor filters in frequency domain. For each
layer, θ = 0 (π), π/4 (5π/4), π/2 (6π/4), 3π/4 (7π/4).
For each circle from outer to inner layer, σ = 2, 4, 8, 16,
where f = 1/σ.
(x, y) in a grayscale image, its convolution with a Gabor filter g(x, y) is de-
fined as h(x, y) = I(x, y)∗g(x, y). Since the filter responses are complex val-
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ued, the real part ℜ{h(x, y)} or the magnitude√ℜ2{h(x, y)}+ ℑ2{h(x, y)}
of each filter response is used, which is reshaped into a 1-D vector and nor-
malized for enhanced robustness against illumination variance. The final
feature vector based on Gabor wavelets is formed by concatenating all the
1-D vectors.
2.2.4 Covariance Descriptors
Covariance descriptors enable effective representation of various objects in
spatial, temporal, or spatio-temporal domain. Instead of the joint represen-
tation of several different features through concatenation, one may compute
the covariance matrix of these features and use it as the final feature descrip-
tor. The covariance matrix provides a natural way of combining multiple
features. The diagonal entries of the covariance matrix represent the vari-
ance of each feature, and the non-diagonal entries represent the correlations.
The noise corrupting individual samples is effectively filtered out during the
covariance computation.
Example: A typical application of covariance descriptor is region covari-
ance [117]. Given a rectangular image regionR, let {fk}|R|k=1 be l-dimensional
pixel-wise feature vectors, where |R| is the total number of pixels in R. The
features can be, e.g., intensity, color, gradient, or filter responses. For in-
stance, a feature vector can be formed as
fk = [x, y, r, g, b, |Ix|, |Iy |, |Ixx|, |Iyy|,
√
I2x + I
2
y , arctan(
Iy
Ix
)]T (2.18)
where (x, y) is the pixel coordinate, r, g, b are RGB color values of pixel,
|Ix|, |Iy|, |Ixx|, |Iyy | are magnitudes of the first and second derivatives along
x, y directions,
√
I2x + I
2
y and arctan(
Iy
Ix
) are the gradient magnitude and
orientation, respectively. Another choice of feature vector can be Gabor
wavelet-base features [72]
fk = [x, y, I, I
1
g , · · · , IMg ]T (2.19)
where (x, y) is the pixel coordinate, I is the image intensity, and Img , m =
1, . . . ,M are filtered images from 2-D Gabor filters of different orientations
and frequencies [130]. The image regionR is described by an l×l covariance
matrix
CR =
1
|R| − 1
|R|∑
k=1
(fk − µ)(fk − µ)T (2.20)
where µ is the mean feature vector.
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2.2.5 Bag of Words (BoW) Model
The bag-of-words (BoW) model is originally used in document classification,
where each document is considered as a bag of words and is represented as
a vector of occurrence counts of words (a histogram over the vocabularies).
This model has also been applied to image classification [131], treating each
image as a document (a bag of visual words). The BoW representation of
an image is obtained by first clustering a set of selected local image descrip-
tors such as SIFT (usually with k-means clustering) to generate a visual
vocabulary (or, codebook), followed by extracting a histogram by assigning
each descriptor to its closest visual word. The basic idea of BoW model is
depicted in Fig. 2.8.
(a) Bag of visual words.
(b) Histogram over vocabularies (a vector of occurrence counts of visual
words).
Figure 2.8: The basic idea of bag-of-words model in computer vision
(The picture is taken from [132]).
As shown in Fig. 2.9, learning and recognition are important parts of the
BoW model. Commonly used methods can be roughly divided into two
categories, namely generative and discriminative models. Generative mod-
els estimate the probability of BoW features given a class, including Na¨ıve
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Figure 2.9: The pipeline of a typical bag-of-words model in computer
vision (The picture is taken from [133]).
Bayes classifier, and hierarchical Bayesian models such as probabilistic la-
tent semantic analysis (pLSA) and latent Dirichlet allocation (LDA). Dis-
criminative models learn a decision rule (classifier) to assign BoW represen-
tation of images to different classes, including nearest-neighbor classifier,
SVM, AdaBoost, and kernel methods such as pyramid match kernel. There
also exist toolboxes for BoW, for example, a software package can be down-
loaded from [133].
Since the BoW model is an orderless representation that counts frequen-
cies of visual words from a dictionary, efforts have been made to incor-
porate spatial information into the model. For example, one can compute
BoW features from sub-windows of the entire image, or based on part-based
models [134]. Also, spatial pyramid representation is an extension of BoW
features that gives locally orderless representation at several levels of reso-
lution [135].
2.2.6 Automatically Learned Features from Deep Learn-
ing
Deep learning architectures (deep nets) attempt to learn multiple layers
of representation of the input data with increased complexity and abstrac-
tion [136], which have recently demonstrated a remarkable success in various
machine learning tasks using image, speech and video data. Different from
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aforementioned feature extraction methods in previous subsections, deep
nets learn multiple levels of representation, i.e., features, and completely
automate the feature extraction from raw input data without requiring hu-
man intervention or expert knowledge.
(a) The picture is taken from [137].
(b) The picture is taken from [138].
Figure 2.10: The basic idea of deep learning that learns hierarchical
representations.
In deep nets, the output of each intermediate layer is a different represen-
tation of the original input data, as depicted in Fig. 2.11. For each layer, the
representation output from its previous layer is used as input. The raw data
is fed to the input layer, and the final output layer produces the final low-
dimensional feature or representation. Usually, the higher level of represen-
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tations are more abstract and nonlinear, capturing structures that are not
obvious from the input data [136]. Typical examples of such deep architec-
tures for feature learning are Restricted Boltzmann machines (RBM) [139],
Autoencoders [140] [141], Convolutional Neural Networks (CNNs) [142], and
Recurrent Neural Networks (RNNs) [54] [143].
2.3 Classification Methods
The classification problem can be viewed as determining to which of several
distinct and exclusive classes each newly observed data belongs.
In this section, two commonly used classification methods in machine learn-
ing are described, namely SVM and AdaBoost. In addition, distances and
kernels for time series classification are discussed.
2.3.1 Support Vector Machines (SVMs)
Support vector machine (SVM) is a classification method, developed under
the statistical learning theory, for supervised learning. A most commonly
discussed form is SVM for binary classes [144]. Given a set of labeled feature
vectors {(xi, yi)}Ni=1 where xi ∈ Rd and yi ∈ {−1,+1}, an SVM aims to
find a classifier that has the minimum generalization error on the test set.
This is related to finding maximum-margin hyperplane, formulated by
min
w,b
(
1
2
‖w‖2 + C
N∑
i=1
ξi
)
, (2.21)
s.t. yi(〈w,xi〉+ b) ≥ 1− ξi, ∀i
ξi ≥ 0, ∀i
where 〈·, ·〉 denotes the inner product, w is a weight vector, b is a bias,
C > 0 is a regularization coefficient, and ξi is a slack variable. The Lagrange
functional for the primal problem in (2.21) is
LP =
1
2
‖w‖2 + C
N∑
i=1
ξi −
N∑
i=1
αi{yi(〈w,xi〉+ b)− 1 + ξi} −
N∑
i=1
µiξi,
(2.22)
where αi, µi ≥ 0 are Lagrange multipliers. Then, the problem becomes
min
w,b
max
αi
LP . (2.23)
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By substituting the Karush-Kuhn-Tucker (KKT) conditions [144] into (2.22),
the dual Lagrangian is found to be
LD =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαjyiyj〈xi,xj〉. (2.24)
The dual problem is formulated as
max
αi
LD, (2.25)
s.t.
{
0 ≤ αi ≤ C∑N
i=1 αiyi = 0
which can be solved by applying quadratic programming.
x2
x1
w
· x
+
b
=
0
w
· x
+
b
=
1
w
· x
+
b
=
−
1
2‖w
‖
b‖w
‖
w
Figure 2.11: The illustration of SVM that separates the two classes
with maximum-margin hyperplane. The support vectors
are red colored.
For nonlinear separable classes, a mapping (φ : Rd 7→ H) is usually
applied to map the feature vectors xi ∈ Rd to a higher dimensional space.
This produces a reproducing kernel Hilbert space (RKHS) H with an inner
product (kernel function) K(xi,xj) = 〈φ(xi), φ(xj)〉H. In this way, classes
may become more close to linearly separable. For extension of a binary
SVM to a multi-class SVM, one-against-all or one-against-one strategies
are often adopted for simplicity [145].
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2.3.2 Adaptive Boosting (AdaBoost)
Adaptive boosting (AdaBoost) is an ensemble learning method based on
game theory, which is a special case of general algorithm for solving games
through repeated plays [146]. It enables online sequential learning, and is
solved by linear programming [147]. Comparing to SVM that is solved by
quadratic programming, boosting is less computationally demanding [147].
The main idea of AdaBoost is to combine many weak learners to produce
a powerful committee, where a set of weak learners are trained sequentially
and weighted according to their accuracies. In each training iteration, train-
ing samples are also assigned weights, where wrongly classified samples gain
weights and correctly classified ones lose weights. AdaBoost is originally in-
tended only for binary problems [146].
AdaBoost is equivalent to forward stagewise additive modeling (FSAM).
It sequentially adds new basis functions (weak learners) to the ensemble
without adjusting the parameters and coefficients of those that have been
already added. The optimization problem is based on the exponential loss
function:
L(y, f(x)) = exp(−yf(x)) (2.26)
Given a set of labeled feature vectors {(xi, yi)}Ni=1 where xi ∈ Rd and yi ∈
{−1,+1}, AdaBoost aims to solve:
(α(m), T (m)) = argmin
α,T
N∑
i=1
exp[−yi(f (m−1)(xi) + αT (xi))], (2.27)
where T (m)(x) ∈ {−1, 1} is the weak learner to be added at m-th iteration,
and α(m) is the corresponding weight. This can be rewritten as
(α(m), T (m)) = argmin
α,T
N∑
i=1
w
(m)
i exp(−αyiT (xi)), (2.28)
where
w
(m)
i = exp(−yif (m−1)(xi)). (2.29)
Since w
(m)
i is independent on α and T (xi), it can be regarded as a weight
factor that is applied to each training sample. This weight depends on
f (m−1)(xi), so it changes during each iteration. It is observed that
yiT (xi) =
{
+1, if yi = T (xi);
−1, if yi 6= T (xi). (2.30)
Hence, the criterion in (2.28) can be expressed as
e−α
∑
yi=T (xi)
w
(m)
i + e
α
∑
yi 6=T (xi)
w
(m)
i , (2.31)
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which can be further rewritten as
(eα − e−α)
N∑
i=1
w
(m)
i I(yi 6= T (xi)) + e−α
N∑
i=1
w
(m)
i . (2.32)
Apply gradient descent method to (2.32) and solve for α, by taking partial
derivative respect to α and setting the resulting equation to 0, we get
α(m) =
1
2
log
1− ǫ(m)
ǫ(m)
, (2.33)
where ǫ(m) is the minimized weighted error rate:
ǫ(m) =
∑N
i=1 w
(m)
i I[yi 6= T (m)(xi)]∑N
i=1 w
(m)
i
, (2.34)
where I[·] is the indicator function. Then, the ensemble is updated by
f (m)(x) = f (m−1)(x) + α(m)T (m)(x). (2.35)
The sample weights for the next iteration are updated by
w
(m+1)
i = exp(−yif (m)(xi)) = w(m)i · e−α
(m)yiT
(m)(xi). (2.36)
Considering the fact that
−yiT (m)(xi) = 2 · I(yi 6= T (xi))− 1, (2.37)
the updating scheme of sample weights becomes
w
(m+1)
i = w
(m)
i · eβ
(m)
I(yi 6=T (xi)) · e−α(m) (2.38)
where β(m) = 2α(m). The multiplication factor e−α(m) is applied to all
weights so it can be ignored. The conventional AdaBoost algorithm is sum-
marized in Table 2.1.
2.3.3 Distances and Kernels for Time Series
A time series is an ordered finite set (a sequence) of data points, typi-
cally consisting of measurements observed successively over a time interval.
Some commonly used distance measures for time series classification in-
clude dynamic time warping (DTW) [149], edit distance with real penalty
(ERP) [150], time warp edit distance (TWED) [151]. Based on these dis-
tances, kernel functions can be constructed to measure the similarity be-
tween time series. Although these kernel functions perform relatively well,
they are not strictly positive definite [152]. Positive definiteness is a prefer-
able property for kernel functions ensuring that the optimization problem
is convex and the solution is unique [153]. To this end, some positive def-
inite kernels for time series classification have been suggested, e.g., global
alignment (GA) kernels [154], recursive edit distance kernels (REDK) [152],
which are shown to perform better than indefinite kernels in general.
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Table 2.1: Summary of AdaBoost algorithm [147].
1. Initialize sample weight for each training sample, wi = 1/N , i =
1, 2, · · · , N , and the total number of iterations M .
2. For m = 1 to M :
(a) Fit a weak learner T (m)(x) to the training dataset using weights wi.
(b) Compute weighted training error rate for the weak learner:
ǫ(m) =
N∑
i=1
wiI
(
yi 6= T (m)(xi)
)
/
N∑
i=1
wi.
(c) If ǫ(m) ≤ 0 or ǫ(m) ≥ 0.5, then abort loop.
(d) Compute ensemble weight for the weak learner:
β(m) = log
1− ǫ(m)
ǫ(m)
.
(e) Update sample weight for each training sample:
wi ← wi · exp
(
β(m) · I
(
yi 6= T (m)(xi)
))
,
for i = 1, 2, · · · , N .
(f) Re-normalize the distribution of sample weights: wi ← wi/
∑N
i=1 wi.
3. Output class predictions:
C(x) = arg max
k∈{−1,+1}
M∑
m=1
β(m) · I
(
T (m)(x) = k
)
2.4 Tracking Methods
2.4.1 Sequential Bayesian Estimation
The aim of sequential Bayesian estimation is to estimate the posterior pdf
p(xt|y1:t) of state vector xt, given all observations y1:t = {y1, · · · ,yt} up
to time t [155]. Two common criteria for estimating state xt are:
• Minimum mean square error (MMSE):
xˆMMSEt = argmin
xˆ
E[‖xt − xˆt‖2|y1:t] = E[xt|y1:t]. (2.39)
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• Maximum a posteriori (MAP):
xˆMAPt = argmax
xˆ
p(xˆt|y1:t). (2.40)
Based on Bayes theorem, the law of total probability and Markov assump-
tion, the posterior pdf p(xt|y1:t) can be rewritten as
p(xt|y1:t) = p(y1:t|xt)p(xt)
p(y1:t)
=
p(yt, y1:t−1|xt)p(xt)
p(yt, y1:t−1)
=
p(yt|y1:t−1, xt)p(y1:t−1|xt)p(xt)
p(yt|y1:t−1)p(y1:t−1)
=
p(yt|y1:t−1, xt)p(xt|y1:t−1)p(y1:t−1)p(xt)
p(yt|y1:t−1)p(y1:t−1)p(xt)
=
p(yt|xt)p(xt|y1:t−1)
p(yt|y1:t−1) . (2.41)
The second term in the numerator of (2.41) can be further expanded by
marginalizing over the previous state xt−1:
p(xt|y1:t−1) =
∫
p(xt, xt−1|y1:t−1)dxt−1
=
∫
p(xt|xt−1, y1:t−1)p(xt−1|y1:t−1)dxt−1
=
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1. (2.42)
The denominator of (2.41) is the normalization constant
p(yt|y1:t−1) =
∫
p(yt, xt|y1:t−1)dxt
=
∫
p(yt|xt)p(xt|y1:t−1)dxt. (2.43)
Combining (2.41), (2.42) and (2.43) yields
p(xt|y1:t) ∝ p(yt|xt)
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1, (2.44)
which is the recursive formula for Bayesian estimation. As shown in (2.44),
the posterior density p(xt|y1:t) is characterized by three terms:
• The likelihood p(yt|xt).
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• The priori p(xt−1|y1:t−1).
• The state transition probability p(xt|xt−1).
Hence, posterior pdf can be calculated sequentially, given (i) the prior pdf
p(x0); (ii) the motion model p(xt|xt−1); (iii) the observation model p(yt|xt).
2.4.2 Particle Filters
Based on Monte Carlo sampling approximation, particle filter estimates the
posterior pdf by a weighted sum of N ≫ 1 independent and identically
distributed (i.i.d.) samples drawn from the posterior space
p(x0:t|y1:t) ≈
N∑
i=1
ω
(i)
t δ(x0:t − x(i)0:t), (2.45)
where ω
(i)
t are the importance weights that sum up to 1.
It is practically not feasible to sample from the true posterior pdf. Instead,
a proposal distribution q(x0:t|y1:t) is used, and the weights are defined as
ω
(i)
t =
p(x
(i)
0:t|y1:t)
q(x
(i)
0:t|y1:t)
. (2.46)
For recursive update of the weights, the proposal distribution is supposed
to have the following factorized form:
q(x0:t|y1:t) = q(xt|x0:t−1,y1:t)q(x0:t−1|y1:t−1). (2.47)
Similar to the derivation steps in (2.41), the posteriori p(x0:t|y1:t) can be
factorized as
p(x0:t|y1:t) = p(x0:t−1|y1:t−1)p(yt|xt)p(xt|xt−1)
p(yt|y1:t−1) (2.48)
Plugging (2.47) and (2.48) into (2.46) yields
ω
(i)
t ∝ ω(i)t−1
p(yt|x(i)t )p(x(i)t |x(i)t−1)
q(x
(i)
t |x(i)0:t−1,y1:t)
. (2.49)
Based on Markov assumption, (2.49) is modified to
ω
(i)
t ∝ ω(i)t−1
p(yt|x(i)t )p(x(i)t |x(i)t−1)
q(x
(i)
t |x(i)t−1)
. (2.50)
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Using (2.50), expression to approximate the posterior pdf can be written as
p(xt|y1:t) ≈
N∑
i=1
ω
(i)
t δ(xt − x(i)t ).
There are many different types of particle filters, we only briefly review
sequential importance sampling (SIS) here. For SIS, it is commonly as-
sumed that the proposal distribution q(xt|xt−1) is the state transition den-
sity p(xt|xt−1), i.e., q(xt|xt−1) = p(xt|xt−1). Hence, particle weights are
updated by
ω
(i)
t ∝ ω(i)t−1p(yt|x(i)t ), (2.51)
followed by weight normalization. To avoid the degeneracy phenomenon,
re-sampling is performed according to the criterion based on effective sample
size Neff [155], when its estimate Nˆeff is found below a threshold NT :
Nˆeff =
1∑N
i=1(ω
(i)
t )
2
< NT , (2.52)
where NT can be either a predefined value (say N/2 or N/3) or the median
of the weights, and N is the total number of particles. After re-sampling,
(2.51) can be further simplified as
ω
(i)
t = p(yt|x(i)t ). (2.53)
The pseudo code for SIS with re-sampling is summarized in Table 2.2, and
the process is visualized in Fig. 2.12.
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Figure 2.12: Visualization of sequential importance sampling with re-
sampling (The picture is taken from [156]).
Table 2.2: Pseudo code for SIS with re-sampling [155].
1. Input: number of particles N , number of time steps T .
2. Initialization (t = 0): initial true state x0; for i = 1, · · · , N , generate
particles x
(i)
0 ∼ p(x0), with equal weights ω(i)0 = 1/N .
3. For time steps t = 1, 2, · · · , T , Do
(a) Importance sampling: for i = 1, · · · , N , generate particles xˆ(i)t ∼
p(xt|x(i)t−1).
(b) Weight update: calculate particle weights ω
(i)
t according to (2.51).
(c) Weight normalization: normalize the weights ω˜
(i)
t = ω
(i)
t /
∑N
j=1 ω
(j)
t .
(d) Re-sampling only if (2.52): generate new particle set {x(j)t }Nj=1 by re-
sampling with replacement from the set {xˆ(i)t }Ni=1 according to the nor-
malized weights ω˜
(i)
t , s.t. P (x
(j)
t = xˆ
(i)
t ) = ω˜
(i)
t , then reset the weights
ω˜
(i)
t = 1/N .
4. End {t}
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2.5 Multiple View Geometry for Vision Tasks
2.5.1 Camera Calibration
Camera calibration is the process of approximating a camera with a model
(e.g., pinhole model, as shown in Fig. 2.13) and estimating its model pa-
rameters using 2-D images of the 3-D scene. The model parameters can be
used to correct for lens distortion, measure the size of an object in world
coordinates, or determine the location of the camera in the scene. For each
camera, the model parameters are represented in a 3 × 4 matrix called the
camera matrix, or projection matrix P, which maps a 3-D (homogeneous)
point position X = [x, y, z, 1]T in world coordinates to a 2-D point position
x = [u, v, 1]T in pixel coordinates (in image plane). Mathematically, this
projective mapping is denoted as x = PX = K[R|t]X, where K is a 3 × 3
upper triangular matrix containing intrinsic parameters (focal length, op-
tical center, etc.), and the remaining are extrinsic parameters R as a 3× 3
rotation matrix and t as a 3× 1 translation vector [158].
Figure 2.13: Pinhole camera geometry (Pictures are taken from [158]).
C is the camera center (optical center), and p the prin-
cipal point. The camera center is placed at the origin.
The image plane is placed in front of the camera center.
To estimate the camera parameters, one needs to have 3-D world points
and their corresponding 2-D image points. These correspondences can be
obtained using multiple images of a calibration pattern, such as a checker-
board [159]. Using the correspondences, the camera parameters in the cam-
era matrix P can be solved. For example, for each camera, given a set of
images of a checkerboard viewed from different angles (sizes of the checker-
board and its square grids are known), followed by detecting corner points
and origin in the images, all intrinsic and extrinsic parameters can be es-
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timated (e.g., using calibration toolboxes [160]). Intrinsic parameters only
have to be estimated once. Extrinsic parameters have to be estimated for
each set of measurement separately, in case of changes in camera’s relative
position in the scene.
Remark: One category of multi-view tracking methods handles occlusions
through using calibrated cameras, where the camera parameters (intrin-
sic/extrinsic) are known for projecting 3-D points into the image plane of
each camera. For outdoor scenarios where objects are located at large dis-
tances to cameras, it is difficult to accurately estimate 3-D point correspon-
dences, where accurate camera calibration is non-trivial. Another category
of methods uses uncalibrated cameras, where the camera parameters are
unknown. These methods exploit cross-view correspondences and trans-
formations directly, without the attempt to compute camera parameters.
Some useful geometric constraints and an example of using uncalibrated
cameras for cross-view matching are described in subsequent subsections.
2.5.2 Planar Homography
Figure 2.14: Illustration of planar homography (The picture is taken
from [158]).
When a planar object is imaged from two views, the two images are
related by a unique homography. The planar homography (2-D projec-
tive transformation) is a non-singular linear relationship between points on
planes. Images of points on a plane in one view are related to corresponding
image points in another view by this planar homography using a homoge-
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neous representation. Is is a projective transformation since it only depends
on the intersection of planes with lines. The homography can be used to
map points from one view to the other if the points are on a common plane,
as shown in Fig. 2.14.
2.5.3 Epipolar Geometry
Consider two different camera views of a scene S as shown in Fig.2.15,
where ci and cj are their optical centers, respectively. Given a 3-D point
X ∈ S, if x is the image of X in the image plane Ii of i-th view, then its
corresponding point x′ in the image plane Ij of j-th view is constrained to
lie on a line ℓ′ ∈ Ij (the epipolar line) associated with x. The epipolar line
ℓ′ is the intersection of Ij and the plane Π (the epipolar plane), which is
defined by x, ci and cj .
Figure 2.15: Illustration of 2-view epipolar geometry (The picture is
reproduced from [158]). Conjugate epipolar lines (ℓ, ℓ′)
are generated by intersecting any plane Π containing the
baseline (ci × cj) with the pair of image planes (Ii, Ij),
where × is the homogeneous cross product operation.
The epipoles (e,e′) are obtained by intersecting (ci×cj)
with (Ii, Ij).
Mathematically, this relation is expressed by the fundamental matrix F
satisfying x′Fx = 0, where the epipolar line is defined as ℓ′ = Fx [158].
Thus, the epipolar geometry constrains the corresponding points that lie on
the conjugate pairs of epipolar lines, such that the match to a point x ∈ ℓ
must lie on ℓ′ and vice versa.
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2.5.4 Vertical Vanishing Point
It is observed that, in perspective projection, the image of an object that
stretches off to infinity can have finite extent. For example, parallel lines
in real world such as railway lines appear to converge in a camera view.
The intersection in the image is the vanishing point for the direction of the
railway. This phenomenon is illustrated in Fig. 2.16.
Figure 2.16: Illustration of vanishing points in different perspective
views (The picture is taken from [161]).
Geometrically, the vanishing point of a line is obtained by intersecting
the image plane with a ray that is parallel to a line in the real world and
passing through the camera center [158]. Therefore, a vanishing point de-
pends only on the direction of a line, not on its position. As a result, a set of
parallel lines in the real world have a common vanishing point. As shown in
Fig. 2.16, a three-point perspective view gives 2 horizontal vanishing points
and 1 vertical vanishing point.
2.5.5 Cross-View Warping of Vertical Axis by Combin-
ing Geometric Constraints
To establish the relation of object between different views, one way is
through exploiting the correspondences of object’s vertical axes. The ver-
tical axis of an object is the line segment connecting its top and ground
points (see the dotted line segment in Fig. 2.17). Under the assumption
that objects move or stand uprightly on a planar ground, which usually
holds for outdoor scenes, the constraints of planar homography, epipolar
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geometry and vertical vanishing point are combined to warp the vertical
axis of tracked object between views [157].
Figure 2.17: Warping vertical axis of a tracked object from i-th view
to j-th view by combining the constraints of planar ho-
mography, epipolar geometry and vertical vanishing point
(The picture is reproduced from [157]).
Let 2-D homogeneous points x1 ↔ x′1 and x2 ↔ x′2 denote the correspond-
ing top and ground points of object between i-th and j-th views. Given
the homography Hij induced by the plane Π from the i-th view to the j-th
view, the correspondence of object ground position is related by x′2 = H
ijx2.
However, the top point x1 is off the plane Π, x
′
1 6= Hijx1 (see Fig. 2.17).
Homography is not sufficient for warping the vertical axis of object, addi-
tional geometric constraints should be added.
Given x1 in the i-th view, its corresponding point in the j-th view x
′
1 lies on
the projection of the preimage of x1 onto the j-th view. This relation is ex-
pressed by using the fundamental matrix Fij satisfying x′1F
ijx1 = 0. Since
the preimage of x1 is a line, the projection of this line onto the j-th view
gives the line L(x1) = F
ijx1, which is the epipolar line associated with x1
(see Fig. 2.17). Thus, the epipolar geometry constrains the corresponding
points that lie on the conjugate pairs of epipolar lines.
To obtain the warped axis inclination, the vertical vanishing point vj of
j-th view is used. As depicted in Fig. 2.17, the warped axis lies on a
straight line passing through vj and x′2. The top point x
′
1 is obtained
as the intersection between the epipolar line and the straight line of the
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axis, x′1 = (F
ijx1)× (vj × x′2), where × is the homogeneous cross product
operation [158]. Using the same procedure, the vertical axis of tracked
object in the j-th view may be warped to the i-th view.
Chapter 3
Contributions of this
Thesis Work
In this section, we first summarize the main work of this thesis. We then
describe each method and its main contributions in detail.
The main work
of this thesis
Fall detection
in video: Method-1
(Section 3.1,
Paper 1 & 2)
Activity
classification
Image:
Method-4
(Section 3.4,
Paper 6)
Video:
Method-2
(Section 3.2,
Paper 3 & 4)
Method-3
(Section 3.3,
Paper 5)
Video
tracking
Single camera:
Method-5
(Section 3.5,
Paper 7)
Multiple cameras:
Method-6
(Section 3.6,
Paper 8)
Figure 3.1: The main work of this thesis.
As shown in Fig. 3.1, 6 different methods for visual analysis of human
activities are listed. Method-1 (Section 3.1, Paper 1 & 2) conducts fall detec-
tion in video. Method-2 (Section 3.2, Paper 3 & 4) and Method-3 (Section
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3.3, Paper 5) deal with activity classification in video, while Method-4 (Sec-
tion 3.4, Paper 6) does it in image. Method-5 (Section 3.5, Paper 7) and
Method-6 (Section 3.6, Paper 8) handle video tracking by using a single-
view video and multi-view videos, respectively.
All these methods utilize Riemannian manifolds, however they differ in
the following aspects:
• Method-1 converts the problem of fall detection to the study of veloc-
ity statistics of points moving on the manifold.
• Method-2 uses 3 manifolds in layers (each corresponds to a different
type of features) by adopting a divide and conquer strategy.
• Method-3 represents video activities as time sequences of BoW fea-
tures on the manifold, and classifies them by a kernel machine based
on DTW and geodesic distances.
• Method-4 exploits static cues in image and unifies different types of
features as a point on the manifold for activity representation.
• Method-5 conducts online learning of target model by using one-class
SVM and a kernel based on Riemannian manifolds.
• Method-6 employs multiple view geometry for occlusion handling with
online learning on Riemannian manifolds.
3.1 Method-1: Fall Detection in Video 41
3.1 Method-1: Fall Detection in Video
by Analyzing Velocity Statistics of Manifold Fea-
tures
(Summary for Papers 1 & 2)
Problem Addressed by Method-1: This method addresses issues in
fall detection from videos. In this method, fall detection is formulated as
a binary classification problem (total number of classes K = 2) that dis-
tinguishes falls from other activities. That is, all remaining activities are
treated as one negative class.
t−∆t t t+∆t
pt−∆t
pt
pt+∆tM
Figure 3.2: The basic idea of Method-1 that converts the analysis of
dynamic features of a fall to the study of velocity statistics
of points (e.g., pt−∆t, pt, and pt+∆t) on a manifold M.
Basic Ideas: It is observed that a falling person undergoes large appear-
ance change, shape deformation, and physical displacement, thus the focus
of this method is to analyze these features that vary drastically when a fall
occurs. This method performs the analysis on Riemannian manifolds, due
to the following reasons:
• The nonlinear nature of manifolds is suitable for characterizing such
dynamic processes caused by non-planar motion;
• Dynamic appearance, shape and motion can be effectively represented
by points on low-dimensional Riemannian manifolds;
• Riemannian geometry provides a metric for measuring distances on the
manifold, which allows the study of dynamics of manifold features.
By representing dynamic features of each type as points on a Riemannian
manifold, the analysis of these features are converted to the study of velocity
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statistics on that manifold. Intuitively, the more drastically the appearance
changes, shape deforms or the physical movement varies, the more rapidly
the corresponding manifold point moves. This idea is depicted in Fig. 3.2.
The Big Picture: The big picture of Method-1 is given in Fig. 3.3, with 4
major steps: (i) manifold representation of dynamic features; (ii) extraction
of statistical features from the manifold; (iii) weighting of statistical features
from different manifolds; (iv) fall detection by boosting and fusion. As the
rectangular area in dashed line indicates, the core part of this method lies
in step (ii), (iii) and (iv).
Figure 3.3: The big picture of Method-1.
Main Contributions:
• Dynamic features are represented as points moving on manifolds;
• Falls are characterized by velocity statistics of manifold points based
on geodesics;
• Statistical features are combined and weighted by mutual information;
• Results are comparable to multi-camera and multi-modal methods.
Results: Method-1 is tested on 2 video datasets for fall detection. Dataset-
A (collected from [162]) contains 184 “Fall” videos and 216 other activities.
Dataset-B (collected from [165]) contains 60 “Fall” videos and 40 other ac-
tivities . Key frames from the two datasets are shown in Fig. 3.4.
Method-1 is compared with 6 existing methods on these two datasets in
terms of sensitivity and specificity [167], as shown in Table 3.1. It can be
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(a) Dataset-A
(b) Dataset-B
Figure 3.4: Key frames from the two video datasets on fall detection.
For each dataset, upper row: falls; lower row: other activ-
ities.
observed that this method achieves comparable results with multi-camera
methods on Dataset-A, and outperforms other methods on Dataset-B.
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Table 3.1: Comparison of Method-1 and other existing methods: sen-
sitivity (Sens) and specificity (Spec) on the test set of
Dataset-A and Dataset-B.
(a) Dataset-A
Method Sensor Type Sens (%) Spec (%)
Auvinet et
al. [109]
Multiple RGB Views 80.6 100
Rougier et
al. [104]
Multiple RGB Views 95.4 95.8
Hung et al. [163] Multiple RGB Views 95.8 100
Ma et al. [164] RGB+Depth 99.93 91.97
Method-1 Arbitrary RGB View 98.55 95.84
(b) Dataset-B
Method Sensor Type Sens (%) Spec (%)
Kwolek et al. [165] Depth+Accelerometer 100 96.67
Bourke et al. [166] Accelerometer 100 90.00
Method-1 Arbitrary RGB View 100 97.25
3.2 Method-2: Activity Classification in Video
Using 3 Riemannian Manifolds
(Summary for Papers 3 & 4)
Problem Addressed by Method-2: This method addresses the problem
of classifying human activities in video. Activities of interest include (but
not limited to) activities of daily living, e.g., “Eat”, “Drink”, “Use-laptop”,
“Read”, “Lie-down”, “Walk”, “Sit-down”, and anomalies like “Fall”.
Basic Ideas: Method-2 extracts part-based features from body parts (head,
hands, waist center, feet) that matter to perform a certain type of activity,
as they are key to characterize and distinguish that type of activity from
remaining ones. The main idea for employing both local and global features
is to extract features from body parts that are the key in performing one
set of human activities (e.g., “Eat”, “Drink”, “Use-laptop”, “Read”), while
extract features from global body features they are key to another set of
activities (e.g., “Fall”, “Lie-down”, “Walk”, “Sit-down”).
The motivations for exploiting Riemannian manifolds in feature represen-
tation are threefold:
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1. The nonlinear nature of manifolds enables effective description of dy-
namic processes of human activities involving non-planar movement,
which lie on a nonlinear manifold other than a vector space;
2. Many video features of human activities may be effectively described
by low-dimensional data points on the Riemannian manifold while
still maintaining the important property of human activities such as
topology and geometry;
3. The Riemannian geometry provides a way to measure the distances
of different activities on the nonlinear manifold, hence is suitable tool
for the classification.
The essence for using 3 different Riemannian manifolds in a layered struc-
ture is to solve the classification problem with a divide and conquer strategy.
“Eat” “Drink” “Use-laptop” “Read” “Fall” “Lie-down” “Walk” “Sit-down”
Input Video
Layer-1
Layer-2L Layer-2R
Figure 3.5: The big picture of Method-2 that has a layered structure,
consisting of 3 Riemannian manifolds for activity classifi-
cation using a divide and conquer strategy.
The Big Picture: As shown in Fig. 3.5, Method-2 is based on Rieman-
nian manifolds that uses a tree structure of two layers, where nodes in
each tree branch are on a Riemannian manifold, and correspond to different
part-based covariance features and induce a geodesic-based kernel machine
for classification. In the first layer, activities are classified according to
the dynamics of body pose and the movement of hands or arms, where
activities with similar body pose and motion but different human-object
interaction are coarsely classified into the same category. In the second
layer, the coarsely classified activities are further fine classified according to
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the appearance of local image patches at hands in key frames, where the
interacting objects as discriminative cues are likely to be attached.
Main Contributions:
• Motion of body parts for each video activity is characterized by global
features, i.e., a covariance matrix of distances between each pair of key
points and the orientations of lines that connect them;
• Human-object interaction is described by local features, i.e., the ap-
pearance of local regions around hands in key frames, where key frames
are selected using the proximity of hands to other key points;
• Classification of human activities is formulated by a geodesic distance-
induced kernel machine by exploiting pairwise geodesics on Rieman-
nian manifolds under the log-Euclidean metric.
Results: Method-2 is tested on 2 video datasets for activity classification.
Dataset-A, made on our university campus, contains a total number of 943
video activities from 8 classes (key frames shown in Fig. 3.6). Test results
on Dataset-A in Table 3.2 have shown high classification accuracy (average
94.27%) and small false alarm rate (average 0.80%).
Figure 3.6: Key frames from Dataset-A containing activities from 8
classes. Upper row from left to right: “Eat”, “Drink”,
“Use-laptop”, and “Read”. Lower row from left to right:
“Fall”, “Lie-down”, “Walk”, and “Sit-down”.
Dataset-B [168] contains a total of 224 videos from 7 activity classes
(key frames shown in Fig. 3.7). For Dataset-B, test results from Method-2
are compared with 6 existing methods in Table 3.3, where Method-2 has
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Table 3.2: Performance of Method-2 on activity classification (8
classes) using Dataset-A: classification accuracy, and false
positive rate (FPS) on the test set.
Accuracy (%) FPR (%)
“Eat” 96.30 0
“Drink” 90.74 0.24
“Use-laptop” 88.46 1.71
“Read” 90.38 2.21
“Fall” 96.30 0.24
“Lie-down” 100 0.48
“Walk” 94.57 0.77
“Sit-down” 97.33 0.77
Overall (*) 94.46 –
Average 94.27 0.80
(*) Overall: the total number of true positives for all classes divided by the
total number of videos in the test set.
outperformed all these existing methods.
Figure 3.7: Key frames from Dataset-B containing activities from 7
classes. Upper row from left to right: “Drink”, “Eat”,
“Use-laptop”, and “Read-cellphone”. Lower row from
left to right: “Make-phonecall”, “Read-book”, and “Use-
remote”.
It is worthing noting the performance drop on Dataset-B, comparing
to Dataset-A. This is probably due to the fact that key points used for
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Table 3.3: Comparison of Method-2 and other existing methods on
activity classification (7 classes) using Dataset-B: classifica-
tion accuracy on the test set.
Method Accuracy (%)
All the features + Boosting [168] 71.4
All the features + SVM [168] 68.7
Skeleton + LoP [173] 66.0
DSTIP + DCSF [170] 61.7
EigenJoints [171] 49.1
Moving Pose [172] 38.4
Method-2 74.11
experiments on Dataset-B are automatically estimated by Kinect, which
may be less accurate than manually marking.
3.3 Method-3: Activity Classification in Video
Using Time-Dependent BoW on Manifolds
(Summary for Paper 5)
Problem Addressed by Method-3: This method also addresses the
problem of classifying human activities in video. Activities of interest are
similar to that of Method-2.
Basic Ideas: The basic idea of Method-3 is to model the dynamic process
of each video activity as a temporal sequence of bag of words (BoW) fea-
tures on a Riemannian manifold, and classifies such time series with a kernel
based on dynamic time warping (DTW), taking into account the underly-
ing manifold geometry. The main idea for extracting both appearance and
structural features from body parts is that one may give important cues for
local human-object interaction while the other provide information on the
global body pose and motion. The motivations for exploiting Riemannian
manifolds in feature representation are similar to that of Method-2. The
essence for using DTW-based kernels and geodesic distance-based local ker-
nels is to fit for the classification of video activities with different lengths
and the dynamic processes caused by non-planar movement of human that
are described on the manifold.
The Big Picture: As shown in Fig. 3.8, Method-3 treats each video ac-
tivity as a temporal sequence of BoW features on a Riemannian manifold,
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Figure 3.8: The big picture of Method-3. It is the t-th frame of the
video activity, and L is the total number of frames. In
frame It, “◦” are key points (head, hands, waist center,
midpoint of feet), and the areas with dotted edges are lo-
cal patches centered at hands. C ∈ Symd+ is the covari-
ance descriptor of local appearance and global structural
features extracted from frame It. The codebook is gener-
ated by clustering covariance descriptors on the manifold of
SPD matrices. The video activity is temporally segmented
and represented by the BoW+T model as a sequence of
BoW features. It is a time series of manifold points on a
unit n-sphere that is classified by a kernel machine based
on geodesic distance on the sphere.
and classifies such time series with a kernel based on dynamic time warping
(DTW) and geodesic distances.
Main Contributions:
• A unified covariance matrix is used to represent structural features of
body pose and appearance features of interacting objects at hands in
each frame as a manifold point in the space of SPD matrices;
• Time-dependent BoW features on a unit n-sphere are extracted from
each video activity as a time sequence of covariance descriptors;
• A positive definite kernel is formulated based on DTW and geodesic
distances on the unit n-sphere for activity classification using time-
dependent BoW features.
Results: Method-3 is tested on 2 video datasets (the same datasets used
by Method-2) for activity classification. Dataset-A, made on our university
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campus, contains a total number of 943 video activities from 8 classes (key
frames shown in Fig. 3.6). Test results on Dataset-A in Table 3.4 have
shown high classification accuracy (average 89.66%) and small false alarm
rate (average 1.43%).
Table 3.4: Performance of Method-3 on activity classification (8
classes) using Dataset-A: classification accuracy, and false
positive rate (FPS) on the test set.
Accuracy (%) FPR (%)
“Eat” 90.74 1.67
“Drink” 85.19 1.18
“Use-laptop” 86.54 2.36
“Read” 88.46 2.84
“Fall” 92.59 0.95
“Lie-down” 92.45 0.95
“Walk” 89.33 0
“Sit-down” 92.00 1.50
Overall (*) 89.77 –
Average 89.66 1.43
(*) Overall: the total number of true positives for all classes divided by the
total number of videos in the test set.
Dataset-B [168] contains a total of 224 videos from 7 activity classes
(key frames shown in Fig. 3.7). For Dataset-B, test results from Method-2
are compared with 6 existing methods in Table 3.5, where Method-3 has
outperformed all these existing methods.
It is worth noting the performance drop on Dataset-B, comparing to
Dataset-A. This is probably due to the fact that key points used for exper-
iments on Dataset-B are automatically estimated by Kinect, which may be
less accurate than manually marking.
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Table 3.5: Comparison of Method-3 and other existing methods on
activity classification (7 classes) using Dataset-B: classifica-
tion accuracy on the test set.
Method Accuracy (%)
All the features + Boosting [168] 71.4
All the features + SVM [168] 68.7
Skeleton + LoP [173] 66.0
DSTIP + DCSF [170] 61.7
EigenJoints [171] 49.1
Moving Pose [172] 38.4
Method-3 72.34
3.4 Method-4: Activity Classification in Im-
age
Using Part-Based Features on Manifolds
(Summary for Paper 6)
Problem Addressed by Method-4: This method addresses the problem
of activity classification in image, where only static cues are available.
Basic Ideas: Despite the fact that temporal information and motion cues
in video provide discriminative features for activity classification, many hu-
man activities can be identified from individual images by purely exploiting
static cues. Body pose is often used as the main feature for recognizing ac-
tivities (e.g., sport actions) in still images. However, for activities of daily
living in indoor environments, body poses are sometimes similar. There-
fore, Method-4 also uses appearance of local image regions that may contain
human-object interactions for feature representation of activities.
The reason for using image patches centered at hands is that an in-
teracting object can be a useful cue for activity classification, and it is
likely to be in the vicinity of a human hand (e.g. “Eat”, “Drink”, “Use-
laptop”, “Read”). The idea of employing covariance descriptors is to effec-
tively and efficiently combine the appearance and structural features using a
low-dimensional representation. The main motivation of applying geodesic-
based kernel for SVM classification is that covariance descriptors are SPD
matrices residing on a Riemannian manifold. Hence, the underlying Rie-
mannian geometry shall be exploited for improved results.
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Figure 3.9: The big picture of Method-4 for activity classification in
image. Areas with dashed edges are local image patches
centered at detected hand points.
The Big Picture: As shown in Fig. 3.9, Method-4 mainly consists of the
following steps (for each image):
1. Extraction of appearance features from local image patches at hands,
and structural features from key points (head, hands, waist center) of
human upper body;
2. Representation of activity by a unified covariance matrix as a fusion
of different types of features;
3. Activity classification taking into account the underlying Riemannian
geometry of covariance matrices.
Main Contributions:
• Activities in images are represented by appearance features from local
patches at hands containing interacting objects, and by structural
features formed from key parts of human upper body;
• A kernel function is formulated based on geodesics on Riemannian
manifolds under the log-Euclidean metric;
• Results achieved outperform non-manifold or tangent-space methods.
Results: Method-4 is tested on an image dataset (collected from [173])
containing a total number of 2750 still images from 7 different classes (ex-
ample images shown in Fig. 3.10). Results are reported in Table 3.6, with
comparisons to three closely related classification methods.
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• Classifier-1 (C1) (non-manifold SVM): directly applies SVM with
RBF kernel to covariance descriptors;
• Classifier-2 (C2): uses the identity matrix I ∈ Sym+d as the base
point, and applies linear SVM in the tangent space of I;
• Classifier-3 (C3): uses a global mean µ ∈ Sym+d as the base point,
and applies linear SVM in the tangent space of µ.
Figure 3.10: Example images of human activities in each class. Up-
per row from left to right: (1) “Drink”, (2) “Eat”, (3)
“Read”, (4) “Make-phonecall”. Lower row from left to
right: (5) “Use-laptop”, (6) “Vacuum-clean”, and (7)
“Play-guitar”.
From Table 3.6, one can see that Method-4 achieves good classification
accuracy (average 95.83%) while maintaining small false alarms (average
0.71%). Comparing with other classifiers, the method has significantly im-
proved the performance.
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Table 3.6: Comparison of Method-4 and three other methods: classi-
fication accuracy and false positive rate on the test set.
Activities
Accuracy (%)
C1 C2 C3 Method-4
“Drink” 58.33 45.83 36.67 87.50
“Eat” 75.00 100 83.33 100
“Read” 95.00 94.17 92.50 100
“Make-phonecall” 13.33 60.00 54.17 83.33
“Use-laptop” 100 100 99.17 100
“Vacuum-clean” 82.50 86.67 85.00 100
“Play-guitar” 95.83 100 100 100
Average 74.29 83.81 78.69 95.83
Activities
False positive rate (%)
C1 C2 C3 Method-4
“Drink” 5.69 8.54 10.90 2.12
“Eat” 5.71 0 2.95 0
“Read” 0.88 1.03 1.36 0
“Make-phonecall” 13.03 6.45 7.86 2.82
“Use-laptop” 0 0 0.14 0
“Vacuum-clean” 2.46 2.19 2.50 0
“Play-guitar” 0.7 0 0 0
Average 4.07 2.60 3.67 0.71
3.5 Method-5: Single-Camera Video Track-
ing
by Manifold-Based One-Class SVM with Online
Learning
(Summary for Paper 7)
Problem Addressed by Method-5: This method addresses the problem
of object tracking in single-camera video, with online learning of the target
model to mitigate tracking drift.
Basic Ideas: Tracking can be regarded as a one-class classification problem
of domain-shift objects. The proposed tracker is inspired by the fact that
the positive samples can be bounded by a closed hypersphere generated by
one-class support vector machines (SVM), leading to a solution for robust
learning of target model online.
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In Method-5, object appearances are represented by covariance matrices.
This is motivated by the fact that covariance matrices are low-dimensional
descriptions of object appearances on a Riemannian manifold, and object
dynamics such as appearance change and non-planar (or, out-of-plane) pose
change may be more efficiently described by this nonlinear smooth manifold.
Figure 3.11: Illustration of Method-5 for tracking with online learning
by one-class SVM on Riemannian manifolds. Ct−1, Ct
and Ct+1 are covariance matrices computed from tracked
object regions at t − 1, t and t + 1, respectively. The
closed loops encircling manifold points are hyperspheres
generated by one-class SVM on the manifold M.
The Big Picture: Manifold points corresponding to tracked object regions
in a temporal window of fixed size are kept. These points are used as pos-
itive samples for online learning of target model by one-class SVM, taking
into account the underlying geometry of Riemannian manifolds. This will
yield a hypersphere as a closed loop encircling the points on the manifold,
where newly observed points corresponding to candidate object regions in
next frame are classified as inliers if they are inside the loop, and outliers
otherwise. Inliers with highest score (or, confidence) are picked as the de-
tected object region. Then, the temporal window of manifold points is
updated on a first-in-first-out (FIFO) basis, as depicted in Fig.3.11. Hence,
the hypersphere generated by one-class SVM essentially characterize the
object dynamics, as a cluster of points flowing on the manifold.
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Main Contributions:
• Target model is represented by a set of positive samples as a cluster
of points on Riemannian manifolds;
• Online learning is performed as obtaining a dynamic cluster of points
that flows on the manifold, in an alternate manner with tracking;
• A kernel function for one-class SVM is formulated based on geodesics
on the manifold under the log-Euclidean metric.
Results: The method is compared with 5 other methods, namely On-
line Boosting (OB) [174], Beyond SemiBoosting (BSB) [175], Mean Shift
(MS) [176], Compressive Tracker (CT) [177], and Covariance Tracker [178].
The tracking results in some key frames and error curves on center deviation
of the bounding boxes are shown in Fig. 3.12, 3.13 and 3.14, respectively.
Lost! Lost!
OB BSB MS CT RIE
130# 220# 310# 347# 432#
86# 168# 251# 416# 462#Lost! Lost! Lost! Lost!
15# 28# 40# 62# 71#
Lost! Lost!
Figure 3.12: Tracking results of Method-5 (RIE) in key frames of
“girl”, “David” and “deer” sequences, compared with 4
other methods.
Observing the results in Fig. 3.12, 3.13 and 3.14, one can see that
Method-5 follows the object with high accuracies and consistently low errors,
under various appearance and pose changes in different videos.
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Figure 3.13: From left to right columns: center deviation error of
Method-5 (RIE) on “girl”, “David” and “deer” sequences,
compared with 4 other methods. Horizontal line means
that tracking is completely lost.
Figure 3.14: Tracking results of Method-5 (green box) in key frames
of “race” sequence, compared with [178] (red box).
3.6 Method-6: Multi-Camera Video Tracking
with Manifold-Based Online Learning and Occlu-
sion Handling by Exploiting Multiple View Ge-
ometry
(Summary for Paper 8)
Problem Addressed by Method-6: This method addresses the problem
of object tracking using multi-camera video, with online learning of the tar-
get model to mitigate tracking drift caused by occlusions. It is assumed that
objects are visible in at least one view and move uprightly on a common
planar ground that may induce a homography relation between views.
Basic Ideas: In Method-6, multiple uncalibrated cameras with overlap-
ping fields of view are employed. The essence for using multiple cameras to
exploit the wide spatial coverage that is advantageous in handling complex
scenarios, including long-term full occlusions. We treat an object in different
views as different points on a same manifold. Hence, the solution of multi-

3.6 Method-6: Multi-Camera Video Tracking 59
As shown in Fig. 3.15, for the tracking part, we adopt a three-layer scheme
where tracking is first done independently in each individual view. Then,
tracking results are mapped from each view to the remaining views by ge-
ometrical constraints. Finally, a manifold-based maximum likelihood (ML)
criterion is applied to obtain the optimal tracking result.
Main Contributions:
• A similarity measure is defined, based on geodesics between a candi-
date object and a set of mapped references from multiple views on a
Riemannian manifold;
• Multi-view maximum likelihood (ML) is employed for the estimation
of object bounding box parameters, based on Gaussian-distributed
geodesics on the manifold;
• Online learning of target model is performed as updating the posi-
tion of a point on the manifold, with a criterion to detect possible
occlusions;
• Projective transformations are used for mapping objects between views,
where parameters are estimated from warped vertical axis by com-
bining planar homography, epipolar geometry and vertical vanishing
point;
Results: Method-6 is tested on different sets of multi-view videos contain-
ing occlusions. Key frames in several cases are shown in Fig. 3.16, 3.17,
and 3.18 as examples of the tracking performance. It can be observed that
the tracker follows the target person accurately despite of frequent occlu-
sions. Also, the method is evaluated with objective measures and compared
with some existing multi-view trackers. For example, Table 3.7 shows the
comparison with [179], where Method-6 gives smaller tracking errors.
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(a) Top view (b) Camera views
Figure 3.16: Tracking results of Method-6 in Case-e. (a) Trajectories
of tracked object (magenta) and the ground truth (yel-
low) on the ground plane through planar homography
mapping. (b) Rows 1-2: Camera views 1-2. Key frames
(# 19, 73) are selected.
Figure 3.17: Tracking results of Method-6 in Case-f. Rows 1-3: Cam-
era views 1-3. Key frames (# 3201, 3272, 3702, 3835) are
selected.
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Figure 3.18: Comparison: Tracking results from Method-6 and [179]
in Case-h. Upper row: from [179] for views 1-3 (Column
1-3). Lower row: from Method-6 for views 1-3 (Column
1-3). Key frames (# 510, 1089, 1481) are selected.
Table 3.7: Comparison: Tracking errors based on different criteria of
Method-6 and [179] in Case-h.
(a) Euclidean distance
Method View 1 View 2 View 3 Average
Roth et al. [179] 119.89 103.40 101.37 108.22
Method-6 8.1616 6.4158 6.4999 7.0258
(b) Bhattacharyya distance
Method View 1 View 2 View 3 Average
Roth et al. [179] 0.4364 0.3360 0.2917 0.3547
Method-6 0.0639 0.0506 0.0503 0.0549
(c) Geodesic distance
Method View 1 View 2 View 3 Average
Roth et al. [179] 2.8850 2.5056 2.6074 2.6660
Method-6 0.5536 0.3805 0.5428 0.4923
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3.7 Discussion and Comparison of Proposed
Methods
Method-1 (fall detection in video): Since falls are dynamic processes
containing abrupt motion that cannot be easily detected from still images
or be distinguished from other activities by using static cues alone, we ad-
dressed the problem of fall detection in videos, instead of images.
Method-2, 3, 4 (activity classification): Each of Method-2, Method-3,
and Method-4 has a multi-class problem of activity classification. Different
from the other two, Method-4 deals with still images, based on the fact that
many activities can be identified from individual images using the informa-
tion of body pose and human-object interaction. Inspired by this image-
based method, Method-2 recognizes some video activities from key frames
that are automatically selected based on criteria. Also, Method-3 extracts
similar features that are used in Method-4 from each frame, and represent
video activities as time sequences of manifold points based on these features.
Method-3 and Method-4 were tested on the same video datasets, where
experimental results showed that Method-3 has better performance. How-
ever, one cannot simply draw a conclusion that Method-3 is better. From
a methodological point of view, Method-3 is less dependent on time, which
may not be suitable for distinguishing activities where temporal information
is important, e.g., “Sit-down” vs “Sit-up”. On the other hand, Method-4
has more parameters to tune, for example, the number of clusters for learn-
ing the codebook, and the number of segments for each video activity. The
comparison between Method-3 and Method-4 is summarized in Table 3.8.
Table 3.8: Comparison between Method-2 and Method-3 on activity
classification in video.
Method Description Pros Cons
Method-2 3 layered
manifolds
Suitable for activ-
ities that can be
identified from key
frames
Less dependent on
time, not suitable
for activities that are
heavily dependent on
time
Method-3 Temporal
BoW on
manifolds
Suitable for time-
dependent activities
Parameter tuning is
not trivial
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Method-5, 6 (video tracking): Method-5 deals with tracking drift and
possible occlusions in a single camera view. It can handle occlusions to
some extent, but is not suitable for tracking objects that undergo long-term
full occlusions. Method-6 that employs multiple cameras is more suitable
for handling complex scenarios including full occlusions, at the cost of in-
creased complexity. The comparison between Method-5 and Method-6 is
summarized in Table 3.9.
Table 3.9: Comparison between Method-5 and Method-6 on video
tracking.
Method Description Pros Cons
Method-5 Single cam-
era
Less complex, can
handle short-term
partial occlusions
Not suitable for long-
term full occlusions
Method-6 Multiple
cameras
Suitable for complex
scenarios includ-
ing long-term full
occlusions
Increased complexity
related to the num-
ber of cameras
Chapter 4
Conclusion
In this thesis, six different methods for visual analysis of human activi-
ties are introduced, including fall detection in video, activity classification
in image and video, and video tracking using single camera and multiple
cameras. Considering the contribution in theoretical aspects, we have in-
vestigated the use of Riemannian manifolds for mathematical modeling of
video activities, and developed new methods for characterizing and distin-
guishing different activities. The methods can be used to recognize activities
of daily living, to detect abnormal activities, and to track targets in various
scenarios. Experiments on real-world datasets were conducted to evalu-
ate the performance of the proposed methods. Results, comparisons, and
evaluations showed that the methods achieved state-of-the-art performance.
From the perspective of application, the methods have a wide range of po-
tential applications such as assisted living, smart home, eHealthcare, smart
vehicles, office automation, safety systems and services, security systems,
situation-aware human-computer interfaces, robot learning, etc.
4.1 Future Work
Despite the notable progress and promising results, there remain many open
issues in visual analysis of human activities. Among them are robust esti-
mation of body pose or skeleton that serves as a crucial pre-processing step
for feature extraction, accurate segmentation of video activities that clearly
defines the start and end of an activity, as well as privacy concerns and the
related ethic or safety issues. Moreover, deep learning can be employed and
combined with the proposed methods to further improve the performance.
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