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ABSTRACT
The Epoch of Reionization (EoR) features a rich interplay between the first luminous sources and
the low-density gas of the intergalactic medium (IGM), where photons from these sources ionize the
IGM. There are currently few observational constraints on key observables related to the EoR, such
as the midpoint and duration of reionization. Although upcoming observations of the 21 cm power
spectrum with next-generation radio interferometers such as the Hydrogen Epoch of Reionization
Array (HERA) and the Square Kilometre Array (SKA) are expected to provide information about
the midpoint of reionization readily, extracting the duration from the power spectrum alone is a
more difficult proposition. As an alternative method for extracting information about reionization,
we present an application of convolutional neural networks (CNNs) to images of reionization. These
images are two-dimensional in the plane of the sky, and extracted at a series of redshift values to
generate “image cubes” that are qualitatively similar to those HERA and the SKA will generate in
the near future. Additionally, we include the impact that the bright foreground signal from the Milky
Way galaxy imparts on such image cubes from interferometers, but do not include the noise induced
from observations. We show that we are able to recover the duration of reionization ∆z to within 5%
using CNNs, assuming that the midpoint of reionization is already relatively well constrained. These
results have exciting impacts for estimating τ , the optical depth to the CMB, which can help constrain
other cosmological parameters.
Keywords: cosmology: theory — intergalactic medium — methods: numerical — dark ages, reioniza-
tion, first stars
1. INTRODUCTION
The Epoch of Reionization (EoR) is a portion of the
Universe’s history characterized by a large scale phase
change of the intergalactic medium (IGM) from neu-
tral gas to ionized. The neutral hydrogen gas in the
Corresponding author: Paul La Plante
plaplant@sas.upenn.edu
IGM emits radiation at radio frequencies with a wave-
length of λ = 21 cm due to the hyperfine transition of
the ground state, which is being pursued observationally
through radio interferometer telescopes such as the Hy-
drogen Epoch of Reionization Array (HERA1), the Low
1 https://reionization.org
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Frequency Array (LOFAR2), and the Square Kilometre
Array (SKA3). These arrays seek to generate images of
the EoR, which would provide insight into the topology
of reionization and yield vital clues as to the astrophysi-
cal sources responsible for reionization. The images gen-
erated by these instruments can be useful for learning
valuable information about these sources; for instance,
locating highly ionized regions can pinpoint regions to
perform follow-up analysis with other instruments such
as the James Webb Space Telescope, or for cross corre-
lating with data from other surveys.
These images from the EoR can also be used to help
constrain key properties of reionization, such as the mid-
point and duration of reionization. However, extracting
these parameters directly from the images may be chal-
lenging, due to the large degree of contamination from
bright foreground emission from the Milky Way galaxy.
This emission is typically several orders of magnitude
larger than the target signal, making simple imaging
of the sky impossible. Due to their spectral smooth-
ness, these foregrounds are mostly constrained to low
k‖-values in Fourier space. One approach for extracting
information about reionization from such observations
is to compute the power spectrum using Fourier modes
that are uncontaminated by the foregrounds. Impor-
tantly, removing the k‖ = 0 mode precludes referencing
an absolute scale, and so the resulting images are fluc-
tuations about the mean temperature of the map rather
than an absolute scale. However, such approaches do
not leverage all of the information present in the images
produced by these instruments. In particular, the power
spectrum is insensitive to any non-Gaussian information
present in the images. The 21 cm field is expected to
be highly non-Gaussian during the EoR, and so there
is valuable information that such approaches are poten-
tially insensitive to.
An alternative approach to computing power spectra
is to apply machine learning techniques of image pro-
cessing to simulated maps of the EoR. Such an approach
allows for extracting non-Gaussian information present
in the maps, without having to resort to explicitly com-
puting higher-point statistics. We present here the use
of convolutional neural networks (CNNs) to extract key
features of the reionization history in semi-numeric re-
alizations of the EoR. In particular, we use CNNs to
regress on the parameters of the midpoint of reioniza-
tion z50 and duration of reionization ∆z. These two pa-
rameters are sufficient to characterize many of the key
2 https://www.lofar.org
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features of the reionization history, such as the opti-
cal depth to the CMB τ . Constraining τ is useful in a
broader cosmological context: providing tight priors on
τ from observations of the EoR can yield smaller uncer-
tainties on other cosmological parameters, specifically
As, when analyzing CMB data (Liu et al. 2016).
Machine learning has been used in a variety of cos-
mological and astrophysical applications, including uti-
lizing weak lensing beyond 2-point statistics to produce
tighter cosmological parameter constraints (Gupta et al.
2018), parameter inference from weak lensing maps (Ri-
bli et al. 2018), classifying reionization sources (Hassan
et al. 2018), identify lensing signals in images (Lanusse
et al. 2018), reducing errors in cluster dynamical mass
measurements (Ntampaka et al. 2015), and morphologi-
cal classification of galaxies (Dieleman et al. 2015). Con-
volutional Neural Networks (CNNs, e.g. Fukushima &
Miyake 1982; LeCun et al. 1999; Krizhevsky et al. 2012)
are a class of machine learning algorithms that are typi-
cally used for image recognition and classification tasks.
These networks are typically deep, utilizing many hid-
den layers to extract features from the input images by
learning filters, weights, and biases to minimize a loss
function on labeled training data. The authors of Gillet
et al. (2018) have used CNNs to extract semi-analytic
reionization model parameters. This work builds on
their findings, and demonstrates that information about
the reionization history can be extracted even when ac-
counting for some of the effects from observational fore-
grounds.
We organize the paper as follows. In Sec. 2, we de-
scribe the reionization model used and the method by
which the input images are generated. In Sec. 3, we de-
scribe the machine learning approach we employed. In
Sec. 4, we present the results of our trained CNN and its
ability to reconstruct the reionization history. In Sec. 5,
we provide discussion of interpreting the intermediate
output of CNNs. In Sec. 6, we conclude. Throughout
the work, we employ a ΛCDM cosmology with cosmolog-
ical constants given by the Planck 2015 results (Planck
Collaboration et al. 2015).
2. MAKING IMAGES OF THE EOR
The input to the CNNs discussed later are typically
two-dimensional “images”, to which various mathemat-
ical functions such as convolutions are applied. Because
the 21 cm field in principle provides a tomographic, fully
three-dimensional picture of the Universe as a function
of wavelength/redshift, the input images must be con-
verted to be two-dimensional by some method. In Gillet
et al. (2018), the authors take one dimension to be in
the plane of the sky, and the other to be along the line-
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of-sight axis. This approach generates images of reion-
ization “from the side,” in a sense, where the light cone-
induced redshift evolution is explicitly presented to the
CNN as one of the axes in the input images. However,
actual images from interferometers in the near future
will suffer from effects related to foreground contamina-
tion (Beardsley et al. 2015), and so this work endeavors
to include a subset of such effects to investigate their
impact on the ability of CNNs to extract useful infor-
mation.
The approach presented in this work is to leverage the
fact that CNNs can take multiple two-dimensional im-
ages as input. Each two-dimensional image is referred
to as a “channel,” due to their typical usage of pro-
viding color information to CNNs in traditional image-
recognition applications. As we outline in detail below,
we generate a two-dimensional image of 21cm signal in
the plane of the sky, taking into account several fore-
ground features imparted by interferometers. We gener-
ate images at multiple different redshifts, and pass each
redshift image into the CNN as a separate channel. This
approach results in input images that are more represen-
tative of what current and next-generation interferome-
ters will be capable of than have been presented previ-
ously in the literature.
To provide input images to the CNNs discussed later,
suitable images must first be generated representing
reionization. To explore the effects of foreground con-
tamination, we include several key instrumental effects,
such as a finite angular resolution specific to HERA and
the foreground wedge. We begin by discussing the semi-
numeric reionization model used in this project, then the
observational effects included in the images, and finally
how realizations were generated.
2.1. Reionization Model
The reionization model used in this work is based off
of Battaglia et al. (2013b). It has been used to model the
EoR (La Plante et al. 2014), and to understand the im-
pact of patchy reionization on the kSZ effect (Battaglia
et al. 2013a; Natarajan et al. 2013). We summarize here
some of the key features of the model, and refer to the
other papers for a detailed discussion of the method.
The model of Battaglia et al. (2013b) assumes the
“redshift of reionization field” zre(x), defined as
δz(x) ≡ [zre(x) + 1]− [z¯ + 1]
z¯ + 1
, (1)
is a biased tracer of the dark matter overdensity field
δm(x) ≡ ρm(x)− ρ¯m
ρ¯m
(2)
on large scales (≥ 1 h−1Mpc). To quantify the precise
relationship between the fields, a bias parameter bzm(k)
is introduced:
b2zm(k) ≡
〈δ∗zδz〉k
〈δ∗mδm〉k
=
Pzz(k)
Pmm(k)
. (3)
We parameterize the bias parameter bzm(k) as a func-
tion of spherical wavenumber k in the following way:
bzm =
b0(
1 + kk0
)α . (4)
The value b0 can be predicted using excursion set for-
malism in the limit k → 0 (Barkana & Loeb 2004). We
use the value of b0 = 1/δc = 0.593. The reionization
field for a given density field is then completely speci-
fied by the three values of the parameters z¯ in Eqn. (1),
which determines the midpoint of reionization, and k0
and α in Eqn. (4), which determine the duration.
An important feature to point out of the semi-analytic
model is that the redshift when the volume is 50% ion-
ized z50 is in general not exactly equal to z¯ in Eqn. (1).
This is due to the fact that the distribution of redshift
values in the zre(x) field are not symmetric about the
mean, and so the median redshift is not equal to the
mean. As such, throughout the rest of this paper, we
will refer to the semi-analytic model parameter as z¯ and
the redshift when the volume is 50% ionized (by vol-
ume) as z50. Additionally, to quantify the duration of
reionization ∆z, we compute the difference in redshift
between when the volume is 25% ionized z25 and 75%
ionized z75. Mathematically,
∆z ≡ z25 − z75. (5)
Other works have introduced parameters to quantify the
asymmetry of reionization (Trac 2018), but for the cur-
rent work we deal only with the midpoint and duration.
These two numbers capture many of the physical reion-
ization scenarios precipitated by Population II stars. So-
called “exotic” reionization scenarios featuring Popula-
tion III stars or mini-quasars are likely not accurately
captured by this relatively simple semi-numeric model
of reionization, but we leave an investigation of these
scenarios to future work.
2.2. Observational Effects
Map-making of the EoR using interferometers such as
HERA or the SKA will include several interesting ob-
servational effects. First, the angular resolution of the
instrument, determined by the longest baseline in the
array, sets a lower limit on the spatial scales that can
be probed by the instrument. Given a baseline vector
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connecting two interferometer elements b, associated co-
ordinates in the uv-plane are (Thompson et al. 2001):
u =
b
λ
, (6)
where λ is the wavelength of the radiation of interest.
For the redshifted 21 cm line, this is simply λ = λ0(1 +
z), with λ0 = 21 cm. The uv-coordinates are related to
the comoving wavenumber k⊥ in the plane of the sky
through (Thyagarajan et al. 2015):
k⊥ =
2piu
Dc
, (7)
where Dc is the comoving distance along the line of sight
to the observed redshift:
Dc(z) = c
∫ z
0
dz′
H(z′)
, (8)
where H(z) is the Hubble parameter. In general, an in-
terferometer is not sensitive to information for Fourier
modes with k⊥ ≥ k⊥,max defined by its largest baseline.
For the fully constructed HERA-350 array, the longest
baseline will be ∼870 m (DeBoer et al. 2017). This
corresponds to k⊥,max ∼ 0.5 h−1 Mpc at z = 8. To gen-
erate images that reflect this limited angular resolution,
we apply a mask in Fourier space where the value of all
modes is set to 0 where k⊥ > k⊥,max (discussed below
in detail in Sec. 2.3).
Another more subtle observational effect is the im-
pact that the aforementioned smooth foregrounds has
on the signal. The dominant signal in the radio por-
tion of the electromagnetic spectrum at these wave-
lengths is “foreground” emission from our own Milky
Way galaxy. Specifically, the galactic synchrotron radi-
ation has a brightness temperature of several thousand
Kelvin at 150 MHz. Because synchrotron radiation fol-
lows a power law as a function of frequency, it is very
smooth in Fourier space. Naively, all of the power from
these foregrounds would fall into bins of small values of
k‖.
Unfortunately, due to the chromaticity of an interfer-
ometer, the power from these small-k‖ modes scatters
to higher values of k‖. (For an explanation of why this
happens, see Parsons et al. 2012.) The amont of con-
tamination is a function of k⊥, and increases sharply as
k⊥ increases. The resulting foreground contamination
is affectionately referred to as “the wedge” in the litera-
ture (Datta et al. 2010; Vedantham et al. 2012; Morales
et al. 2012; Liu et al. 2014). The slope of the wedge m in
k⊥-k‖ space is largely independent of the specifics of the
instrument, and can be written as (Thyagarajan et al.
2015):
m(z) ≡ k‖
k⊥
=
λDcf21H
c2(1 + z)2
, (9)
where λ = λ0(1+z) is the wavelength of the 21 cm signal
at the redshift of interest, Dc is the comoving distance
to a redshift z, f21 is the rest-frame frequency of the 21
cm signal, and H is the Hubble parameter of redshift
z. For the redshifts of interest, m ∼ 3. In this expres-
sion, we have assumed the maximal horizon contami-
nation: physically, the bright foreground contamination
extends down to the horizon of the interferometer beam.
4 In practice, with foreground mitigation and removal
schemes, the slope of the wedge may not be as steep
as the expression in Eqn. (9). If the contamination is
not as dire as that specified by Eqn. (9), then the ac-
curacy of the predictions should only increase, because
there is more information available to the CNN in the in-
put images during training. Conversely, if more modes
are contaminated than those which na¨ıvely should be
foreground-free, the resulting images of the EoR from
interferometers such as HERA may in fact be worse than
those presented here. The quality of actual images will
depend on the processing details of mapmaking using
the visibility data, and so future studies may require a
more nuanced treatment of foreground contamination.
2.3. EoR Input Image Generation
To actually construct the reionization realizations
used as input images, we first perform an N -body sim-
ulation to generate the dark matter density field δm
used in Eqn. (2). The N -body simulation uses a P3M
algorithm described in Trac et al. (2015), and contains
20483 dark matter particles in a volume of 2 h−1Gpc
on a side. At regularly spaced intervals in redshift, the
particles are deposited on a grid using a cloud-in-cell
(CIC) scheme onto a uniform grid of 20483 resolution
elements. In order to obtain the density field at an
arbitrary redshift, the two neighboring matter density
fields are loaded into memory, and interpolated in scale-
factor a for every point in the volume. This allows for
the construction of an approximate density field for any
desired redshift without having to run a new simulation
ab initio.
To generate a new series of input images, a new set
of model parameters {z¯, k0, α} are chosen. The den-
sity field δm(x) is generated for the mean redshift z¯,
according to the scheme described in the previous para-
graph. Then, the density field is Fourier transformed
into k-space to generate δm(k), and the bias relation
4 The foreground contamination actually extends slightly be-
yond the horizon limit. This “supra-horizon buffer” is due to the
intrinsic spectral unsmoothness of the foreground signal (Pober
et al. 2013). The amount of additional leakage is relatively small,
especially for the longest baselines which are most important for
forming images.
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Figure 1. A visualization of the 21 cm images before (top) and after (bottom) the application of the foreground effects
described in Sec. 2.2. The different columns are different redshift slices, with the redshift shown on the image. The most
dramatic change is that the zero-level is no longer the absence of the 21 cm signal, as in the top row, but the mean value of the
Fourier-transformed slab. This effect is due to the removal of the k‖ = 0 mode as part of the foreground effects, which ensures
that the resulting inverse-Fourier transformed slab must have mean 0. Also note that the structures in the top panel are no
longer in the corresponding places in the bottom panel, another effect of the application of the foreground wedge. Although
this effect makes matching the locations of individual sources difficult, statistically, the fields seem to have similar properties.
See Sec. 2.3 for more discussion.
defined in Eqn. (4) is applied as a function of spherical
wavenumber k to generate δz(k).
5 The field is inverse
Fourier transformed to arrive at δz(x), and Eqn. (1) is
inverted to get the field zre(x). This field encodes the
entire reionization history for the volume given the den-
sity field and model parameters chosen.
As discussed in Sec. 2, the next task is to generate the
21 cm field T21 at a fixed series of redshifts, and apply
the foreground effects described in Sec. 2.2. This process
generates input images which attempt to be representa-
tive of images generated by HERA in the next 2-3 years–
images from a next-generation experiment, such as the
SKA, will presumably provide images with even higher
sensitivity and fidelity. Given a snapshot i with redshift
zi, the matter density field is generated by interpolating
using bracketing redshifts as described earlier to gener-
ate δm(x, zi). The 21 cm brightness temperature field
δTb corresponding to this redshift is then generated by
5 As in Battaglia et al. (2013b), the CIC window from parti-
cle deposition is deconvolved, and the field is smoothed using a
spherical tophat window with a radius of 1 h−1Mpc.
using the formula (Madau et al. 1997):
δTb = 26(1 + δm)xHi
(
TS − Tγ
TS
)(
Ωbh
2
0.022
)
×
[(
0.143
Ωmh2
)(
1 + z
10
)] 1
2
mK, (10)
where xHi is the neutral fraction field for a given point in
the volume, TS is the spin temperature of the gas, and
Tγ is the temperature of the CMB at redshift zi. For
simplicity, we assume that the ionization field only takes
on values of 0 (for a totally ionized part of the volume)
or 1 (for a neutral region). In particular, if zre(x) < zi,
then the model predicts a later redshift of reionization
than the redshift in question, and so that part of the
volume is neutral. Also, we assume that the spin tem-
perature is much greater than the CMB temperature,
so (TS − Tγ)/TS → 1. This assumption is valid once
the spin temperature is coupled to the kinetic tempera-
ture of the gas, which happens once the gas is ionized at
the ∼25% level (Santo´s et al. 2008). As shown in Greig
& Mesinger (2017), incorrectly assuming spin temper-
ature saturation can bias the recovery of semi-analytic
model parameters, especially when applied at high red-
shift (z & 15) when the spin temperature is not satu-
rated. Because we are interested in extracting the tim-
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Figure 2. A visualization of the convolutional neural network (CNN) architecture used in the analysis. The input images
are 512× 512× 20, and the output is two meta-parameters z50 and ∆z quantifying the midpoint and duration of reionization,
respectively. As shown in the figure, there are many hidden layers between the input and output. The addition of hidden
layers has been shown to increase the efficacy of the network in processing image-like data (Schmidhuber 2014). See Sec. 3 for
a detailed description of the full architecture of the network.
ing of the midpoint and central duration of reionization,
the assumption of spin temperature saturation was used
in the application at hand. It should be noted, though,
that this model is overly na¨ıve for understanding how
the brightness temperature behaves at the very onset
of reionization, and may be inaccurate for the highest
redshift layers in our input images (z ∼ 12). A more
detailed treatment of the spin temperature should be
used if applying this technique to simulated images of
the pre-reionization epoch.
Once a new reionization history has been generated
given the model parameters {z¯, α, kb}, a series of snap-
shot images is generated. To avoid biasing the results of
the CNN by tracing out the same density structure with
different reionization histories, starting indices (i, j, k)
are chosen randomly, as well as a random line-of-sight
along the x-, y-, or z-axis. Starting at these coordinates,
a series of 20 snapshots spanning the range 5.5 ≤ z ≤ 12
are chosen along the line of sight, evenly divided in co-
moving distance. At a given redshift snapshot zi, a two-
dimensional slab is generated, with the axes in the plane
of the sky spanning the full size of the simulation volume
(2 h−1Gpc × 2 h−1Gpc) and the axis along the line of
sight spanning ∼ 48.8 h−1Mpc. The redshift evolution
along this distance is small enough that the slab can be
approximately considered comoving, and so there is no
light cone effect induced (La Plante et al. 2014). This
slab is then Fourier transformed, and Equations (7) and
(9) are applied (the maximum angular resolution observ-
able for HERA and the effect of foreground contamina-
tion, respectively). Specifically, all Fourier modes where
k⊥ > k⊥,max for HERA are removed, as well as all modes
for which k‖ ≤ mk⊥. Additionally, to reduce the final
size of the output images, we downselect to the smallest
N/4 Fourier modes along the k⊥ axes. With these ob-
servational effects applied, we inverse Fourier transform,
and then select the central slice of this slab. This ap-
proach roughly approximates performing a narrow-band
measurement of the interferometer, though the impact
of thermal noise has been neglected. Its impact can
be fairly significant for different interferometer designs
(Hassan et al. 2018), but for this initial analysis we ig-
nore its effect.
Having generated a series of 20 redshift snapshots in
the above manner (which results in an array with di-
mensions of 512× 512× 20 pixels), the result is saved as
a single “image” to be used for training the CNN and
evaluating its performance. The axis of evolution along
redshift is treated as different “color channels” in the
CNN architecture. Additionally, the reionization history
is computed, and the midpoint and duration are saved.
These values will serve as the “labels” when training the
CNN. Altogether, we generate 1,000 of these images to
use for training and testing purposes. In the analysis
that follows, we keep z¯ fixed, and allow the other reion-
ization model parameters α and kb to vary, effectively
changing the duration of reionization while keeping the
midpoint nearly constant. This type of analysis could
apply if the midpoint of reionization were derived from,
e.g., power spectrum analysis (Lidz et al. 2006), but
with the duration being relatively unconstrained. In fu-
ture analysis, we plan to extend this work to regress on
the duration and midpoint simultaneously, which would
help serve as an independent confirmation of the reion-
ization history derived from other methods.
Figure 1 shows a side-by-side comparison of a typi-
cal “image” (20 redshift layers which serve as a single
input image to the CNN), both with and without the
instrumental effects discussed in Sec. 2.2. Notably, the
zero-level of the image is adjusted when the foreground
effects are applied and the k⊥ = 0 modes are removed.
In essence, the bottom row of Figure 1 shows just the
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Figure 3. The loss of the CNN network as a function of
epoch for the training (solid) and test (dashed) sets. The
loss is generally decreasing, showing that the network is con-
verging on a solution. The loss for the train set is not sig-
nificantly lower than that of the test set, indicating that the
model is not overfitting. The loss function is presented only
out to epoch 50, with the full data for all epochs shown in
Figure 4.
dynamic range of the images, rather than an absolutely
referenced scale of the signal, as seen in the top row.
In other words, although the reionization history is en-
coded in the sky-averaged global signal of the redshifted
21 cm line, this information is not presented to the CNN
trained as part of the analysis—the CNN only ever re-
ceives images like the bottom row as “input”. Also, the
features in the images shift once the foreground effects
are applied, due to the cuts made in Fourier space. Also
note that the features generally become blurrier and less
well resolved, and effect of the finite resolution of HERA.
3. MACHINE LEARNING TECHNIQUES
Convolutional Neural Networks (CNNs, e.g. Fukushima
& Miyake 1982; LeCun et al. 1999; Krizhevsky et al.
2012) are a class of feed-forward machine learning algo-
rithms commonly used in image recognition tasks. They
employ a deep network with hidden layers, and require
very little preprocessing of the input images because
the network learns the convolutional filters necessary to
extract relevant features for classification or regression
tasks.
The architecture of the our CNN is shown in Figure
2 and is based loosely on the architecture of Simonyan
& Zisserman (2014), but with fewer hidden layers. Fea-
ture extraction is performed with three convolutional
and pooling layers. The convolutional layers use 3 × 3
convolutional filters, and are coupled with 2 × 2 max
pooling layers with a stride of 2 (e.g. Riesenhuber &
0 50 100 150 200
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0.150
0.175
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Fold 5
Figure 4. The loss of the CNN network as a function of
epoch for the training sets for all epochs. The fact that
the loss is generally decreasing for all epochs shows that the
network is converging on a solution. Several of the folds
converge at earlier epochs, indicating that for certain models
the full 200 epochs may not have been required.
Poggio 1999). In between the convolutional and max
pooling layers, a batch normalization layer is applied to
provide regularization (Ioffe & Szegedy 2015). Follow-
ing feature extraction, regression is performed by three
hidden, fully connected layers. The fully connected lay-
ers employ rectified linear unit (ReLU, Nair & Hinton
2010) activation. A 20% dropout after each fully con-
nected layer is used to prevent overfitting (Srivastava
et al. 2014).
The full architecture is as follows:
1. 3× 3 convolutional layer with 16 filters
2. batch normalization
3. 2× 2 max pooling layer
4. 3× 3 convolutional layer with 32 filters
5. batch normalization
6. 2× 2 max pooling layer
7. 3× 3 convolutional layer with 64 filters
8. batch normalization
9. 2× 2 max pooling layer
10. global average pooling layer
11. 20% dropout
12. 200 neuron fully connected layer
13. 20% dropout
14. 100 neuron fully connected layer
15. 20% dropout
16. 20 neuron fully connected layer
17. output neurons
See also Schmidhuber (2014) and references therein for
a review of deep neural networks.
We perform a 5-fold crossvalidation, cyclically training
on 80% of the images, and reporting the results of the re-
maining 20%. Each model is trained for 200 epochs and
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Figure 5. The predicted value of z50 as a function of the
input (true) value of z50. These points show that for most of
the folds, recovery of the input parameter is highly accurate.
However, Folds 1 and 2 are biased low for large values of z50,
in that the predicted value for the midpoint is systematically
lower than the true values. This discrepancy is likely due to
the relatively large gaps in redshift between layers in the
training data, which can make precise prediction of the mid-
point difficult. These errors are typically much smaller than
1%, even for the biased folds. See Sec. 4 for more discussion.
trains to minimize a root mean squared error (RMSE)
loss function. The CNN architecture described above
is implemented using the Keras package (Chollet et al.
2015), with the TensorFlow package (Abadi et al. 2016)
providing the backend computation engine to take ad-
vantage of GPU processing. Also, by construction all
images in the training set had the same mean redshift
of reionization z¯ = 8; however, as discussed above in
Sec. 2.1, the midpoint of reionization z50 was not iden-
tically the same as z¯, and varied from 7.7 . z50 . 7.9.
Empirically, better results were achieved by training the
CNN to regress on both the midpoint and duration, and
we present results for both parameters below.
Figures 3 and 4 show the loss as a function of epoch.
The solid lines show the loss for the training set and the
dashed lines are the loss for the test set. The oscillations
in the test set decrease significantly after the first ∼25
epochs, showing that the majority of the “learning” hap-
pens during this initial set of epochs. Afterwards, the
small disparity between the training and test set loss
values demonstrates that the CNN is not overfitting the
training set. The fact that the loss is generally decreas-
ing for all epochs shows that the network is converging
on a solution. Although some of the folds seem to have
converged before 200 epochs, the loss does not increase,
meaning the networks have not overfitted the data.
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Figure 6. The accuracy of the predicted value of ∆z as a
function of the input (true) value of ∆z. The accuracy of the
prediction is generally within ±5% of the true value, demon-
strating that the CNN can accurately predict the duration
from the series of training images it receives. See Sec. 4 for
more discussion.
4. RESULTS
As discussed in Sec. 3, the CNNs were trained by min-
imizing the RMSE of the predicted reionization parame-
ters relative to the true ones. Here we present the results
of predicting the midpoint z50 and duration of reioniza-
tion ∆z. Note that both the midpoint and duration were
used as output “prediction” neurons, and were regressed
on as part of the RMSE loss function.
Figure 5 shows the output of the CNN regression for
the midpoint of reionization z50. As discussed in Sec. 3,
the CNN produces estimates of both z50 and ∆z for the
input images, despite the fact that z50 remained rela-
tively constrained for the different input images. For
most of the folds, the trained network is able to re-
cover the input value of z50 highly accurately, with errors
much less than 1% percent. However, for Folds 1 and 2,
the output values are biased low for high values of z50.
This is likely due to the relatively large gaps in between
the central redshifts of the input layers: the gap in red-
shift between adjacent layers δz is typically δz ∼ 0.3,
which can make very precise prediction of the midpoint
difficult. Decreasing the spacing between adjacent red-
shift snapshots should help eliminate the bias, though
the accuracy of the current results is still quite good.
Figure 6 shows the output of the CNN regression for
the duration of reionization ∆z. The top panel of Fig-
ure 6 shows the absolute deviation from the correct
value, and the lower panel shows the relative deviation
of the value of ∆z. As can be seen in the lower panel,
the variation is typically ±5% or smaller, implying that
the CNN trained using the input data can predict the
duration of reionization reasonably well. As with some
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of the folds in Figure 5, some of the folds show a biased
result that changes as a function of the true value of ∆z.
Interestingly, this bias tends not to be consistently pos-
itive or negative for all values of ∆z. As with the bias
in Figure 5, the bias is likely due to the relatively large
spaces in redshift space between adjacent snapshots. De-
creasing this spacing may increase the accuracy of the
ultimate predictions.
The results in Figure 6 show that the CNN is able to
accurately predict the duration of reionization from a
single 512 × 512 × 20 input image to the CNN. Given
the field-of-view of HERA and its observation strategy,
it is expected to generate a modest number (10-20) of
such independent observations. Assuming that statisti-
cal errors dominate the uncertainty over systematic er-
rors, the ultimate accuracy with which HERA would be
able to constrain the duration of reionization ∆z should
be even better than the 5% show in the figure. Part of
this extrapolation assumes that the duration of reion-
ization is well-characterized by the semi-analytic model
used in this analysis, and so in future work we plan
to use additional semi-analytic tools, such as 21cmfast
(Mesinger et al. 2011) to test whether the results are
robust when using a different semi-analytic model. As
discussed in Sec. 2.2, we also plan to incorporate the ef-
fect of thermal noise from interferometer measurements
in future analysis.
5. DISCUSSION
Gaining physical insight from deep networks is diffi-
cult, but not impossible. CNNs are often utilized as a
black box that takes an unprocessed image as an input
and outputs an image label, but this need not be the
case. Filter visualization is one way to interpret these
systems to add a human layer of interpretability and
physical understanding to the tool.
Motivated by the work in Chollet (2016) to visualize
filters of an image classifier, we explore the types of in-
put images that maximize neurons of the global average
pooling layer. This type of analysis is useful for under-
standing the types of images that the CNN has been
trained to interpret, and can be useful for seeing which
types of features are most important to the CNN. Other
approaches to visualizing “what the CNN sees”, such
as passing the input images through one or several con-
volutional layers, can be useful for understanding how
the images are modified as they pass through the series
of convolutional filters. However, they do not neces-
sarily show which features in particular the network is
responding to. The reason for this is that those types
of analysis rely on permuting some typical input, rather
than allowing the input images to maximize the response
of a given neuron deep in the network. Though the visu-
alization approaches are related, they are fundamentally
showing different aspects of the CNN learning process.
We create an input image that is the same size (512×
512 × 20) as one training image. These images are ini-
tially white noise; for each of the 20 redshift slices, the
pixels are populated by random numbers that span a
typical pixel value range of the input data at that red-
shift. Through the iterative process described in detail
in Chollet (2016), the pixel values of these noisy input
images are altered through gradient ascent over 10 it-
erations to maximize the response at the global max
pooling layer.
After each iteration, we employ a normalization to
prevent single pixels from dominating the effect as well
as a smoothing to make the resulting images easier to
visually interpret. The normalization is achieved simply
by multiplying each pixel value by 0.8 to minimize very
bright pixels. The smoothing is accomplished with a
Gaussian blur with σ = 5 pixels that extends along the
512 × 512 single-redshift image but does not blur one
redshift slice into another.
A sample of these images is shown in Figure 7. This
visualization shows the input images that maximize the
response to 8 different nodes deep in the CNN, for the
same redshift layer (one corresponding to z ∼ 5.8). In-
terestingly, the shapes and patterns for a given node do
not vary significantly across the different redshift layers.
This behavior suggests that each neuron is responding
to a particular pattern in the input data at different
redshifts, though the relative importance between these
patterns can change by changing the weights. We have
selected several of the typical patterns seen for the differ-
ent nodes, which represent nearly all of the different ones
seen in the various filters. We may be able to ascribe
some physical interpretation to the different patterns,
which will help in understanding which trends are most
important to the CNN when regressing on the duration
of reionization.
The first few filters on the left side of the figure show,
broadly, variations in the large-scale structure present
in the input maps. The input images to the CNN repre-
sent comoving volumes that are 2 h−1Gpc in size, and
so these large scale fluctuations are tens to hundreds of
Mpc on a side. Rather than detecting individual ion-
ized regions, these filters seem to be picking up on the
large-scale contrast present in the maps. The size of the
connected regions can also change, and seem to range
from large scales, to intermediate scales, and finally rel-
atively small scales. Additionally, the dynamic range
and sign of the contrast can change for the different fil-
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Figure 7. An visualization of the input-layer-maximization approach described in Sec. 5. Each of the two-dimensional images
are 512×512 input layers at the same redshift snapshot (z ∼ 5.8), and are the patterns that maximize the response of different
neurons in the global average pooling layer (Step 10 in the architecture in Sec. 3). Of the 64 output neurons from this layer,
8 of the “typical” output patterns are presented. The different filters seem to be keying in on different features in the images:
the patters on the left describe large-scale differences in the patterns of the input images, whereas the ones on the right identify
small-scale contrast. See Sec. 5 for additional comments.
ters, suggesting that different neurons are not equally
sensitive to all types of contrast.
In the two rightmost panels of Figure 7, there are two
input images that focus on the small-scale contrast of
the input images. However, there is a distinct differ-
ence in the shape of this small-scale structure: one has
more circular features, and the other has elliptical ones.
This may be a reflection of the CNN using the degree of
anisotropy of the small-scale structure as a way of deter-
mining the duration of reionization. As seen in Figure 4
of La Plante et al. (2014), shorter reionization scenarios
tended to have more anisotropic features compared to
longer reionization histories. Though this may be a fea-
ture of the common semi-analytic model used in both
works, it nevertheless points to an interesting feature
that the CNN may be using to determine the reioniza-
tion history. More generally, the degree of anisotropy in
the 21 cm maps may hint at the relative bias of the lumi-
nous sources contributing to reionization. If these types
of features are present in similar analysis employed by
other semi-analytic models of reionization, it may point
to a common underlying physical property being used
by the CNN. We plan to pursue such comparisons in
future work.
6. CONCLUSION
In this work, we show that we are able to train a CNN
to accurately predict the duration of the EoR to 5% or
better. The input images for this task have been modi-
fied to reflect some of the effects that foreground avoid-
ance and removal strategies in HERA data processing
are expected to impart to real-world images generated
in the next few years, though the inclusion of thermal
noise is saved for future work. We show that despite
the degradation in input image quality, the CNN is able
to extract the target parameter with reasonable accu-
racy. The ultimate accuracy of such a method will be
improved by combining independent image cubes gener-
ated from statistically independent portions of the sky.
Constraining the duration of reionization with a rela-
tively high degree of accuracy has exciting implications
on the ability to provide priors on τ , the optical depth
to the CMB. Such a constraint can be used to decrease
the uncertainty of other cosmological parameters, such
as AS , which are partially degenerate with τ .
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