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Dalam analisis regresi, pada umumnya pengujian signifikansi parameter selain 
menggunakan statistik 𝐹 (uji keseluruhan) juga digunakan uji-𝑡 (uji parsial). Suatu ide alternatif 
yang menarik adalah pengujian parameter regresi secara parsial dengan menggunakan Jumlah 
Kuadrat Ekstra. Penelitian ini bertujuan mengkaji penggunaan Jumlah Kuadrat Ekstra dalam 
pemilihan model regresi terbaik menggunakan metode Seleksi Maju pada kasus faktor-faktor yang 
mempengaruhi prestasi akademik mahasiswa FMIPA Unhas Angkatan 2012-2013. Jumlah 
Kuadrat Ekstra tidak hanya digunakan untuk uji parsial parameter regresi, tetapi juga berkaitan 
erat dengan perhitungan koefisien determinasi atau kuadrat korelasi parsial. Untuk uji parsial 
signifikansi parameter regresi, nilainya diperoleh dari hasil bagi antara Jumlah Kuadrat Ekstra 
dengan Rataan Kuadrat Error. Setelah menguji signifikansi parameter regresi baik secara 
keseluruhan maupun parsial, diperoleh faktor nilai rapor SMA, biaya hidup, total waktu untuk 
organisasi dan total waktu untuk belajar signifikan mempengaruhi indeks prestasi mahasiswa 
FMIPA Unhas Angkatan 2012-2013 masing-masing sebesar 0,0072;  1,01 × 10−7;  −0,0012 dan 
0,0014. Namun pengaruh dari empat faktor ini hanya mampu dijelaskan oleh regresi sekitar 
20,61%, selebihnya dipengaruhi faktor-faktor lain yang belum dimasukkan dalam penelitian ini. 
Tampak hasil belum maksimal, artinya data yang diperoleh kurang sesuai dianalisis dengan teknik 
ini. 
Kata Kunci: Jumlah Kuadrat Ekstra, Model Regresi Terbaik, Metode Seleksi Maju, Prestasi      
Akademik. 
 
1.      Pendahuluan 
Keberhasilan mahasiswa dalam bidang akademik ditandai dengan prestasi 
akademik yang dicapai, ditunjukkan melalui indeks prestasi (Daruyani dkk, 2013). 
Untuk mengetahui faktor-faktor yang mempengaruhi indeks prestasi maka 
dilakukan analisis regresi. Dalam analisis regresi, misalkan tersedia 𝑘 peubah 
bebas 𝑋1,𝑋2,⋯ ,𝑋𝑘  dan sebuah peubah terikat 𝑌. Untuk mencari model yang 
terbaik maka perlu dilakukan pemilihan terhadap peubah bebas yang mana saja 
akan diikutsertakan dalam model (Pahira, 2003). Salah satu metode yang paling 
sederhana dan populer digunakan dalam dekade terakhir ini adalah metode seleksi 
maju (Forward Selection). Salah satu kelebihan dari metode seleksi maju adalah 
proses pembentukan model tahap demi tahap dapat dilihat secara jelas (Sembiring, 
1995). 
Pada metode seleksi maju, pengujian parsial signifikansi parameter regresi 
menggunakan Jumlah Kuadrat Ekstra. Gerard E. Dallal, Ph.D (1998) telah 
membahas mengenai prinsip Jumlah Kuadrat Ekstra untuk membandingkan dua 
model untuk respon yang sama, dimana satu model memuat sebuah atau beberapa 
peubah bebas (yang telah masuk dalam model) dan model lain memuat keduanya 
(peubah-peubah bebas awal dan peubah bebas yang baru dimasukkan ke dalam 
model). Saeed et al (2014) juga telah membahas mengenai prinsip untuk 
kesalahan (error) bersyarat atau Jumlah Kuadrat Ekstra, dimana ide dasarnya 
adalah untuk menghitung jumlah kuadrat sesuai hipotesis dengan terlebih dahulu 
mendapatkan Jumlah Kuadrat Error pada model reduksi dikurangi dengan Jumlah 
Kuadrat Error pada model lengkap. 
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Jumlah Kuadrat Ekstra tidak hanya digunakan untuk uji parsial parameter 
regresi, tetapi juga berkaitan erat dengan perhitungan koefisien determinasi atau 
kuadrat korelasi parsial yang dapat digunakan untuk menguji kesesuaian model 
yang digunakan dengan data (Kutner et al, 2004). Analisis error yang rinci dan 
dekomposisi serta interpretasi geometrinya akan lebih memperkaya penelitian ini. 
Disamping itu penurunan rumus dan keterkaitan antara satu dan lainnya akan 
dijelaskan secara rinci. 
 
2.      Tinjauan Pustaka 
2.1    Model Regresi Linier Ganda 
Model regresi linier ganda berbentuk (Kutner et al, 2004): 
𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + ⋯+ 𝛽𝑝−1𝑋𝑖,𝑝−1 + 𝜀𝑖 , 𝑖 = 1,2,…𝑛           (2.1) 
dimana 𝑋𝑖1 ,𝑋𝑖2 ,⋯ ,𝑋𝑖𝑝−1;𝑌𝑖 ;  𝛽0 ,𝛽1 ,⋯ ,𝛽𝑝−1;𝑝 dan ε masing-masing merupakan 
peubah-peubah bebas pada pengamatan ke-i; peubah terikat; parameter regresi; 
banyaknya parameter dan error berdistribusi 𝑁(0,𝜎2) 









                           (2.2) 
2.2    Jumlah Kuadrat Error dan Dekomposisi Jumlah Kuadrat Total 
Mean dari model (2.2) adalah 
𝐸 𝑌 = 𝑋𝛽                     (2.3) 
dan taksirannya adalah 
𝐸(𝑌) = 𝑋 𝛽                          (2.4) 
Dari persamaan (2.2) dan (2.3)  diperoleh hubungan: 
𝜀 = 𝑌 − 𝑋𝛽                             (2.5) 
Misalkan 𝑏 = 𝛽   maka Jumlah Kuadrat Error S merupakan fungsi dari 𝑏, yaitu 
𝐽𝐾𝐸 = 𝑆 𝑏 = 𝜀 ′𝜀                (2.6) 
Dekomposisi deviasi total, didefinisikan sebagai: 
𝑌𝑖 − 𝑌 =  𝑌 𝑖 − 𝑌  +  𝑌𝑖 − 𝑌 𝑖                               (2.7) 
Dimana 𝑌𝑖 − 𝑌  merupakandeviasi total, 𝑌 𝑖 − 𝑌  merupakan penyimpangan akibat regresi 
dan 𝑌𝑖 − 𝑌  adalah error, bagian yang tidak dapat dijelaskan oleh  regresi. 
Jumlah Kuadrat Total ini mempunyai sifat istimewa (Kutner et al, 2004) yaitu: 
  𝑌𝑖 − 𝑌  
2 =   𝑌 𝑖 − 𝑌  
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𝑖=1          (2.8) 
atau 𝐽𝐾𝑇 =  𝐽𝑢𝑚𝑙𝑎ℎ 𝐾𝑢𝑎𝑑𝑟𝑎𝑡 𝑅𝑒𝑔𝑟𝑒𝑠𝑖 + 𝐽𝑢𝑚𝑙𝑎ℎ 𝐾𝑢𝑎𝑑𝑟𝑎𝑡 𝐸𝑟𝑟𝑜𝑟  
Tabel 2.1 ANAVA regresi linier secara umum dengan 𝑝 parameter 
Sumber Keragaman Jumlah Kuadrat (JK) dk Rataan Kuadrat (RK) E(RK) 
Regresi 𝐽𝐾𝑅 = 𝑏′(𝑋 ′𝑌) − 𝑛𝑌 2  𝑝 − 1 𝑅𝐾𝑅 =
𝐽𝐾𝑅
𝑝 − 1
 𝜎2 + konstanta nonnegatif 




Total 𝐽𝐾𝑇 = 𝑌′𝑌 − 𝑛𝑌 2 𝑛 − 1   
Sumber: Kutner et al, 2004 
2.3    Jumlah Kuadrat Ekstra  
Jumlah Kuadrat Ekstra adalah ukuran besarnya reduksi marginal pada Jumlah 
Kuadrat Error jika sebuah atau beberapa peubah bebas ditambahkan kedalam model 
regresi dengan syarat peubah bebas lainnya telah berada dalam model. Ekivalen dengan 
penambahan marginal pada Jumlah Kuadrat Regresi ketika sebuah atau beberapa peubah 
bebas ditambahkan ke dalam model regresi dengan syarat telah ada peubah bebas lainnya 




Secara umum Jumlah Kuadrat Ekstra dapat dituliskan sebagai 
𝐽𝐾𝑅 𝑋𝑘  𝑋1 ,⋯ ,𝑋𝑘−1 ,𝑋𝑘+1 ,⋯ ,𝑋𝑝−1 = 𝐽𝐾𝐸 𝑋1 ,⋯ ,𝑋𝑘−1,𝑋𝑘+1 ,⋯ ,𝑋𝑝−1 −            
𝐽𝐾𝐸 𝑋1 ,⋯ ,𝑋𝑘−1 ,𝑋𝑘 ,𝑋𝑘+1,⋯ ,𝑋𝑝−1               (2.9) 
dimana model lengkap mengandung 𝑝 parameter atau (𝑝 − 1) peubah bebas, sedangkan 
model reduksi mengandung (𝑝 − 1) parameter (kecuali 𝛽𝑘) atau (𝑝 − 2) peubah bebas 
(kecuali 𝑋𝑘). Persamaan (2.9) ini  ekivalen dengan  
𝐽𝐾𝑅 𝑋𝑘  𝑋1 ,⋯ ,𝑋𝑘−1 ,𝑋𝑘+1 ,⋯ ,𝑋𝑝−1 = 𝐽𝐾𝑅 𝑋1 ,⋯ ,𝑋𝑘−1 ,𝑋𝑘 ,𝑋𝑘+1 ,⋯ ,𝑋𝑝−1 −
𝐽𝐾𝑅 𝑋1 ,⋯ ,𝑋𝑘−1 ,𝑋𝑘+1,⋯ ,𝑋𝑝−1             (2.10) 
2.4    Penggunaan Jumlah Kuadrat Ekstra dalam Pengujian Parameter Regresi 
2.4.1 Uji F keseluruhan  
Hipotesis   
H0:𝛽1 = 𝛽2 = ⋯ = 𝛽𝑝−1 = 0                                             
H1:𝑝𝑎𝑙𝑖𝑛𝑔 𝑠𝑒𝑑𝑖𝑘𝑖𝑡 𝑠𝑒𝑏𝑢𝑎ℎ 𝛽𝑘 ≠ 0,𝑘 = 1,2,⋯ , 𝑝 − 1
         (2.11) 
Statistik Uji 
𝐹∗ =
𝐽𝐾𝑅  𝑋1 ,⋯,𝑋𝑝−1 
𝑝−1
÷





                                              (2.12) 
Kriteria keputusan untuk  error 𝛼: 
 
Terima 𝐻0 , jika 𝐹
∗ ≤ 𝐹 1 − 𝛼;𝑝 − 1;𝑛 − 𝑝 
Tolak 𝐻0, jika 𝐹
∗ > 𝐹 1 − 𝛼; 𝑝 − 1;𝑛 − 𝑝   
                                        (2.13) 
2.4.2 Uji F Parsial untuk Sebuah Parameter 
Hipotesis 
𝐻0:  𝛽𝑘 = 0                 
𝐻1:𝛽𝑘 ≠ 0                  
                                         (2.14) 




            (2.15) 
dimana  𝑠(𝑏𝑘) adalah taksiran standar deviasi dari parameter 𝛽𝑘 . 
Kriteria hipotesisnya adalah terima 𝐻0 jika  𝑡
∗ ≤ 𝑡  1 −
𝛼
2
,𝑛 − 𝑝 , sebaliknya tolak 𝐻0 
jika 𝑡∗ > 𝑡  1 −
𝛼
2
,𝑛 − 𝑝 , dimana 𝑡  1 −
𝛼
2
,𝑛 − 𝑝  merupakan persentil distribusi t 
yang sering disebut t tabel.  
Alternatif untuk statistik uji dalam kasus ini adalah penggunaan Jumlah Kuadrat Ekstra 
dengan statistik uji 
𝐹∗ =
𝐽𝐾𝑅  𝑋𝑘  𝑋1 ,⋯,𝑋𝑘−1 ,𝑋𝑘+1 ,⋯,𝑋𝑝−1 
1
÷ 
𝐽𝐾𝐸 𝑋1 ,⋯,𝑋𝑝−1 
𝑛−𝑝
=
𝑅𝐾𝑅 𝑋𝑘  𝑋1 ,⋯,𝑋𝑘−1 ,𝑋𝑘+1 ,⋯,𝑋𝑝−1 
𝑅𝐾𝐸
 (2.16) 
Kriteria keputusan untuk  error 𝛼: 
 
Terima 𝐻0 , jika 𝐹
∗ ≤ 𝐹 1 − 𝛼; 1;𝑛 − 𝑝 
Tolak 𝐻0 , jika 𝐹
∗ > 𝐹 1 − 𝛼; 1;𝑛 − 𝑝   
                                                     (2.17) 
Statistik uji (2.15) ekivalen dengan statistik uji (2.16), kesamaan ini diberikan oleh: 





=  𝑡∗ 2                                      (2.18) 
2.4.3 Uji F Parsial untuk Beberapa Parameter  
Hipotesis  
 𝐻0: 𝛽𝑞 = 𝛽𝑞+1 = ⋯ = 𝛽𝑝−1 = 0                                          
𝐻1:𝑝𝑎𝑙𝑖𝑛𝑔 𝑠𝑒𝑑𝑖𝑘𝑖𝑡 𝑠𝑒𝑏𝑢𝑎ℎ 𝛽𝑘  ≠ 0, 𝑘 = 𝑞,⋯ ,𝑝 − 1
      (2.19) 
Uji statistiknya (statistik 𝐹) menggunakan Jumlah Kuadrat Ekstra  (Kutner et al, 2004)  
𝐹∗ =
𝐽𝐾𝑅  𝑋𝑞 ,⋯,𝑋𝑝−1 𝑋1 ,𝑋2 ,⋯,𝑋𝑝−1 
𝑝−𝑞
÷
𝐽𝐾𝐸  𝑋1 ,⋯,𝑋𝑝−1 
𝑛−𝑝
=
𝑅𝐾𝑅 𝑋𝑞 ,⋯,𝑋𝑝−1 𝑋1 ,𝑋2 ,⋯,𝑋𝑝−1 
𝑅𝐾𝐸
 (2.20) 
Kriteria keputusan untuk error 𝛼: 
 
Terima 𝐻0 , jika 𝐹
∗ ≤ 𝐹 1 − 𝛼;𝑝 − 𝑞;𝑛 − 𝑝 
Tolak 𝐻0, jika 𝐹
∗ > 𝐹 1 − 𝛼; 𝑝 − 𝑞;𝑛 − 𝑝   
                               (2.21) 
Statistik uji (2.20) dapat dilakukan dengan statistik uji alternatif menggunakan 
koefisien determinasi sebagai berikut  
𝐹∗ =
𝑅 𝑌 1,⋯,𝑝−1 




1−𝑅 𝑌 1,⋯,𝑝−1 
2
𝑛−𝑝
                    (2.22) 
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dimana 𝑅 𝑌 1,⋯,𝑝−1 
2  merupakan koefisien determinasi ketika 𝑌 diregresikan terhadap 
semua peubah bebas 𝑋 dan 𝑅 𝑌 1,⋯,𝑞−1 
2  merupakan koefisien determinasi ketika Y 
diregresikan hanya  pada sebagian  peubah 𝑋1 ,𝑋2 ,⋯ ,𝑋𝑞−1 (Kutner et all, 2004). 
2.5    Koefisien korelasi Determinasi dan Koefisien determinasi Parsial 
2.5.1 Koefisien korelasi dan Koefisien determinasi  
Koefisien korelasi r mengukur keeratan hubungan antar dua peubah atau lebih. 
Korelasi  produk momen antara peubah 𝑌 dengan 𝑋 diberikan oleh  
𝑟𝑌𝑋 = 𝑟12 =
𝑛  𝑋𝑌−  𝑋   𝑌 
  𝑛  𝑋2−  𝑋 2  𝑛  𝑌2−  𝑌 2 
              (2.23) 
Koefisien determinasi (𝑅2) adalah suatu nilai untuk mengukur proporsi atau 
persentase total variasi dalam 𝑌 yang dijelaskan oleh model regresi, didefinisikan sebagai 
𝑅2 =
  𝑌 𝑖−𝑌  
2




             (2.24) 
2.5.2  Koefisien determinasi Parsial  
Koefisien determinasi parsial, mengukur konstribusi marginal dari sebuah peubah 
bebas 𝑋, ketika semua peubah bebas lainnya telah berada dalam model. Bentuk umum 
koefisien determinasi parsial adalah: 
𝑅 𝑌𝑘 1,2,…, 𝑘−1 , 𝑘+1 ,…,(𝑝−1) 
2 =
𝐽𝐾𝑅  𝑋𝑘  𝑋1 ,…,𝑋(𝑘−1),𝑋 𝑘+1 ,𝑋(𝑝−1) 
𝐽𝐾𝐸  𝑋1 ,…,𝑋(𝑘−1),𝑋 𝑘+1 ,𝑋(𝑝−1) 
        (2.25) 
dimana 𝑅 𝑌𝑘 1,2,…, 𝑘−1 , 𝑘+1 ,…,(𝑝−1) 
2  merupakan koefisien determinasi parsial antara 𝑌 
dengan 𝑋𝑘  bila diketahui peubah 𝑋1 ,… ,𝑋(𝑘−1),𝑋 𝑘+1 ,𝑋(𝑝−1) telah berada di dalam 
model. Tampak bahwa 𝐽𝐾𝑅 𝑋𝑘  𝑋1 ,… ,𝑋(𝑘−1),𝑋 𝑘+1 ,𝑋(𝑝−1)  merupakan Jumlah 
Kuadrat Ekstra. 
2.6     Koefisien korelasi parsial   
Koefisien korelasi parsial dimaksudkan untuk mengukur keeratan dua peubah 
dengan menganggap peubah lainnya adalah tetap atau dikontrol (Pahira, 2003). Misalkan 
terdapat tiga peubah 𝑋,𝑌,𝑍, maka koefisien korelasi parsial antara 𝑋 dan 𝑌 bila  𝑍 
dikontrol  (dipertahankan konstan) didefinisikan sebagai  
𝑟𝑥𝑦 .𝑧 =




            (2.26) 
Akar kuadrat dari koefisien determinasi parsial disebut koefisien korelasi parsial.  
2.7     Memilih Persamaan Regresi 
Apa yang sebenarnya disebut model regresi “terbaik” bergantung sebahagian pada 
tujuan yang diinginkan dalam membuat model (Tiro, 2002). Kata yang “terbaik” belum 
tentu tunggal dan masing-masing mempunyai keunggulan dan kelemahan. Kesederhanaan 
dan keefektifan model merupakan pertimbangan yang akan selalu diperhatikan dalam 
pemilihan model. Makin besar  𝑝 − 1  makin besar pula 𝑣𝑎𝑟(𝑦 ). Ini berarti bahwa bila 
kemampuan dua atau lebih model sama atau hampir sama dalam menggambarkan 
persoalan yang hendak dibahas maka akan cenderung dipilih yang paling sedikit 
mengandung peubah bebas di dalamnya atau paling sederhana (Sembiring, 1995).  
2.8     Metode Seleksi Maju 
Secara esensial, metode ini bekerja dengan cara memasukkan peubah bebas satu 
demi satu menurut urutan besar pengaruhnya terhadap model, kemudian menguji 
signifikansi parameter regresi dan proses berhenti bila semua peubah bebas yang 
memenuhi syarat telah masuk ke dalam model yang dibangun (Sembiring, 1995). 
Perhatikan bahwa apakah pengaruh (korelasi) positif atau negatif tidak dipersoalkan 
karena yang diperhatikan hanyalah eratnya hubungan antara suatu peubah bebas dengan 
𝑌. Salah satu keuntungannya ialah  dapat melihat proses pembentukan model itu tahap 





3.      Metodologi Penelitian 
3.1    Sumber Data 
Jenis data yang digunakan adalah data primer melalui penyebaran kuesioner secara 
langsung. Dengan mempertimbangkan waktu survei dan biaya yang dibutuhkan, maka 
jumlah responden untuk survei ini ditetapkan berjumlah 20% dari total populasi. Dalam 
hal ini populasinya yaitu mahasiswa FMIPA Unhas angkatan 2012-2013 yang berjumlah 
806 orang, dimana terbagi menjadi beberapa program studi (subpopulasi) yaitu 
Matematika, Statistika, Fisika, Geofisika, Kimia dan Biologi, yang masing-masing 
berjumlah 99, 127, 122, 104, 139 dan 215 orang. Jumlah responden dari tiap program 
studi ditentukan berdasarkan proporsinya masing-masing. Cara ini dianggap dapat 
mewakili populasi karena responden menyebar di subpopulasi. Setelah ditentukan jumlah 
responden di masing-masing program studi, responden perorangan dipilih dengan cara 
mewawancarai responden siapapun yang ditemui di lapangan.  
3.2     Identifikasi Peubah 
 𝑌 : Indeks Prestasi Kumulatif (IPK) mahasiswa 
𝑋1  : Rata-rata nilai rapor mahasiswa sewaktu SMA 
𝑋2  : Nilai Ujian Nasional (UN) mahasiswa 
𝑋3  : Biaya hidup mahasiswa dalam sebulan (Rp) 
𝑋4  : Total waktu yang dihabiskan mahasiswa untuk organisasi (jam/bulan) 
𝑋5  : Total waktu yang dihabiskan mahasiswa untuk belajar di luar perkuliahan 
(jam/bulan) 
3.3     Metode Analisis 
1. Melakukan pengambilan data primer. 
2. Melakukan tabulasi data. 
3. Menentukan matriks korelasi dari semua peubah yang terlibat dalam model. 
Peubah bebas yang memiliki korelasi maksimum terhadap peubah terikat, menjadi 
kandidat pertama yang dimasukkan ke dalam model regresi. Uji F (individu) 
merupakan syarat untuk melihat pengaruh peubah bebas ini. 
4. Menentukan kuadrat korelasi parsial dari semua peubah yang tersisa tanpa 
mengikutsertakan peubah yang telah masuk ke dalam model regresi. Peubah bebas 
𝑋 yang memiliki kuadrat korelasi parsial terbesar terhadap peubah terikat 𝑌 
menjadi kandifdat berikutnya yang  dimasukkan ke dalam model regresi. 
5. Melakukan uji parameter keseluruhan dan uji parameter parsial (individu) dengan 
menggunakan Jumlah Kuadrat Ekstra untuk mengetahui signifikansi dari peubah 
yang telah masuk ke dalam model.  
6. Ulangi langkah (3) hingga semua peubah yang memenuhi syarat masuk ke dalam 
model. 
 
4.       Hasil dan Pembahasan 
4.1     Interpretasi Dekomposisi Deviasi Total 










Gambar 4.1 Dekomposisi deviasi total 
Sumber: Kutner et all, 2004 
Y Y Y 
X X X 
𝑌 = 𝑏0 + 𝑏1𝑋 𝑌  






𝑌 = 𝑏0 + 𝑏1𝑋 
𝑌 1 
𝑎.𝐷𝑒𝑣𝑖𝑎𝑠𝑖 𝑡𝑜𝑡𝑎𝑙 𝑌𝑖
− 𝑌  
𝑏.𝐷𝑒𝑣𝑖𝑎𝑠𝑖  𝑌𝑖 − 𝑌 𝑖  𝑐.𝐷𝑒𝑣𝑖𝑎𝑠𝑖  𝑌
 
𝑖 − 𝑌  
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Deviasi total  𝑌𝑖 − 𝑌   bersifat tetap, sedangkan   𝑌𝑖  –  𝑌 𝑖  bersifat acak. Diharapkan 
bagian deviasi yang dapat dijelaskan oleh regresi   𝑌 𝑖  –  𝑌    proporsinya lebih besar dari 
proporsi error.  Bagian yang tidak terjelaskan ini bisa muncul akibat, misalnya masih 
terdapat beberapa peubah berpengaruh yang belum dimasukkan dalam model, ataupun 
pengukuran yang tidak valid dan sebagainya.  
4.2     Hubungan Jumlah Kuadrat Ekstra, Uji F, 𝑹𝟐 dan  𝑹 𝟐 
1. Uji parsial 𝐹 dapat digunakan untuk memilih model terbaik dari sekelompok model 
yang saling bersaing. Dalam rumus uji parsial 𝐹 melibatkan Jumlah Kuadrat 
Ekstra pada bagian pembilang untuk suku pertama.  
2. Jika hendak membandingkan dua model regresi, yang satu bukan himpunan bagian 
dari yang lainnya, maka uji 𝐹 tidak lagi banyak menolong. Dalam hal ini 
penggunaan R2 lebih sesuai. Sesungguhnya antara 𝑅2 dan uji 𝐹, terdapat hubungan 






 .Terlihat bahwa 
𝑅2 merupakan fungsi yang monoton naik dari F. 
3. Salah satu kelemahan 𝑅2 adalah bahwa 𝑅2 membesar bersama 𝑝 yaitu 𝑅2 
dipengaruhi oleh banyaknya peubah dalam model. Untuk mengatasi hal ini, 
digunakan 𝑅2 yang disesuaikan, dinotasikan  𝑅 2. Hubungan antara  𝑅 2 dan 𝑅2 
ditunjukan sebagai berikut: 𝑅 2 = 1 −  
𝑛−1
𝑛−𝑝
  1 − 𝑅2 . Penyesuaian ini membuat 
𝑅 2 tidak selalu membesar bersama 𝑝. 
4.3    Penggunaan Jumlah Kuadrat Ekstra pada Kuadrat Korelasi Parsial 
Untuk menghitung kuadrat korelasi parsial 𝑟 𝑌3 12 
2 , dapat menggunakan  rumus  
(i)  𝑟 𝑦3 12  
2
=
 𝑟 𝑦3 2 −𝑟 𝑦1 2 𝑟 13 2  
2
 1−𝑟 𝑦1 2 
2   1−𝑟 13 2 
2  
      

















Alternatifnya, dapat menggunakan rumus koefisien determinasi parsial yang 
melibatkan Jumlah Kuadrat Ekstra seperti rumus (ii) berikut. 
(ii) 𝑅 𝑌3 12 
2 =
𝐽𝐾𝑅  𝑋3 𝑋1 ,𝑋2 
𝐽𝐾𝐸  𝑋1 ,𝑋2 
 
bahwa rumus (ii) ini jauh lebih praktis dibandingkan rumus (i). 
4.4     Rataan Kuadrat Error  
Salah satu patokan yang baik digunakan dalam menilai kesesuaian suatu model 
dengan data ialah RKE 𝑠2, makin kecil nilai 𝑠2, makin baik modelnya. 𝑠2 kemungkinan 
akan membesar bila penurunan dalam JKE akibat pemasukan suatu peubah tambahan ke 
dalam model tidak dapat mengimbangi penurunan dalam derajat kebebasan (sebesar 1).  
Bila model telah jenuh (telah mengandung semua peubah yang diperlukan) maka 
penambahan peubah baru akan membuat nilai 𝑠2 berfluktuasi disekitar nilai 𝜎2, seperti 









Gambar 4.2 Model regresi jenuh 














1 −  𝑛 − 1 
𝑠2
𝐽𝐾𝑇
. Jadi, jika 𝑠2 mengecil, maka 𝑅 2 membesar. 
 
4.5   Penerapan Metode Seleksi Maju dalam Menentukan Faktor-Faktor yang 
Mempengaruhi IPK Mahasiswa FMIPA Unhas Angkatan 2012-2013 
a)      Deskripsi Data Responden 
Survei dilakukan terhadap 161 responden mahasiswa FMIPA Unhas angkatan 2012 
dan 2013 pada bulan Januari 2015. Karakteristik responden dapat dilihat pada Tabel 4.1.  
Tabel 4.1 Karakteristik responden 




















Sumber: Data primer, 2015 
b)    Asumsi Data 
Dengan menggunakan bantuan software (SPSS) diperoleh hasil berikut. 
                           
Gambar 4.3 P-P Plot hasil uji normalitas        Gambar 4.4 Scatterplot hasil uji homoskedastisitas 












Pada Gambar 4,1, terlihat pola data menyebar secara merata di sekitar garis lurus 
sehingga model regresi memenuhi asumsi distribusi normal. Kemudian pada Gambar 4.2, 
dapat dilihat titik-titik menyebar secara acak, tidak membentuk suatu pola, ini berarti 
tidak terjadi heteroskedastisitas (homokedastisitas). Pada Tabel 4.2, diperoleh nilai 
Tabel 4.2. Hasil uji autokorelasi 
 
   
Model R R Square 
Adjusted R 
Square 






 .214 .188 .27104 1.185 
a. Predictors: (Constant), Jam Organisasi, Nilai Rapor, Jam Belajar, 
Biaya Hidup, Nilai UN 




1 (Constant)   
Jam Belajar .981 1.020 
Nilai Rapor .990 1.010 
Nilai UN .913 1.096 
Biaya Hidup .924 1.082 
Jam Organisasi .895 1.117 
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Durbin-Watson sebesar 1,185 yang berarti tidak terjadi autokorelasi pada error. 
Kemudian pada Tabel 4.3, dapat dilihat nilai VIF pada kelima peubah bebas tidak jauh 
dari angka 1 dengan nilai Tolerance mendekati 1, sehingga diindikasikan tidak terjadi 
multikolinieritas antara peubah bebas tersebut. Berdasarkan hasil-hasil tersebut dapat 
disimpulkan bahwa data yang diperoleh memenuhi asumsi model regresi linier berganda. 
c)       Analisis Data 
Langkah 1 
Memeriksa matriks korelasi antarpeubah yang ditunjukkan pada Tabel 4.2 berikut: 
Tabel 4.4 Matriks korelasi antar peubah 
  X1 X2 X3 X4 X5 Y 
X1 1 
    
  
X2 0.05109 1 
   
  
X3 -0.0118 -0.1226 1 
  
  
X4 -0.0186 -0.2105 -0.2148 1 
 
  
X5 0.07877 -0.1006 0.0211 -0.0241 1   
Y 0.25529 0.10089 0.21305 -0.266 0.24216 1 
Tampak peubah 𝑋4 memiliki korelasi terkuat terhadap peubah 𝑌, sehingga 𝑋4 menjadi 
kandidat pertama masuk ke dalam model dengan persamaan 𝑌 = 3,3632 − 0,00142𝑋4. 
Tabel 4.5 ANAVA dengan parameter 𝛽4 
Sumber Keragaman Jumlah Kuadrat (JK) dk Rataan Kuadrat (RK) 𝐹ℎ𝑖𝑡  
Regresi 1,025 1 1,025 12,1104 
Error 13,458 159 0,0846  
Total 14,483 160   
Untuk 𝛼 = 0,05, 𝐹𝑡𝑎𝑏𝑒𝑙 = 3,9. Terlihat 𝐹ℎ𝑖𝑡 > 𝐹𝑡𝑎𝑏 , maka tolak 𝐻0 yang berarti 𝛽4 ≠ 0. 
Dengan kata lain peubah bebas 𝑋4 berpengaruh signifikan terhadap peubah terikat 𝑌. 
Langkah 2 
 Memilih dari peubah bebas yang tersisa. 
Tabel 4.6 𝑟 𝑌𝑋𝑗  𝑋4 
2  , 𝑗 = 1, 2, 3, 5 dan nilai 𝐹 masuk 
𝑋𝑗  𝑟 𝑌𝑋𝑗  𝑋4  𝑟 𝑌𝑋𝑗  𝑋4 

















Dari Tabel 4.6, tampak bahwa 𝑋1  memiliki kuadrat korelasi parsial terbesar dengan 𝑌 
ketika 𝑋4 dikontrol, begitu juga dengan 𝐹 masuknya. Dengan demikian peubah 𝑋1 
memenuhi syarat untuk masuk ke dalam model sehingga diperoleh model regresi terbaik 
dengan dua peubah bebas 𝑋1 dan 𝑋4: 𝑌 = 2,7304 + 0,0076𝑋1 − 0,0014𝑋4.  
Perhitungan nilai-nilai  𝑟 𝑌𝑋1 𝑋4 
2  dan 𝐹𝑚𝑎𝑠𝑢𝑘 ↑ menggunakan rumus yang 
melibatkan Jumlah Kuadrat Ekstra (2.25) dan (2.16) sebagai berikut: 
 𝑟 𝑌𝑋1 𝑋4 
2 = 𝑅 𝑌𝑋1 𝑋4 
2  =
𝐽𝐾𝑅  𝑋1 𝑋4 
𝐽𝐾𝐸  𝑋4 
=
𝐽𝐾𝐸  𝑋4 −𝐽𝐾𝐸 𝑋1 ,𝑋4 
𝐽𝐾𝐸 (𝑋4)
 = 0,0675  
 𝐹∗ 𝑋1 ↑  =
𝐽𝐾𝑅  𝑋1 𝑋4 
1
:
𝐽𝐾𝐸  𝑋1 ,𝑋4 
𝑛−𝑝
 =





 = 11,437  
Nilai 𝐹∗ 𝑋1  ini lebih besar dari 𝐹𝑡𝑎𝑏 = 𝐹(0.95,1,158) = 3,9 sehingga  tolak 𝐻0 yang 
artinya 𝛽1 ≠ 0, atau 𝑋1 berpengaruh signifikan terhadap peubah terikat 𝑌. 
Langkah 3 
Tabel 4.7 𝑟 𝑌𝑋𝑗  𝑋1𝑋4 
2  (𝑗 = 2, 3 dan 5) serta nilai 𝐹 masuk 
𝑋𝑗  𝑟 𝑌𝑋𝑗  𝑋1𝑋4  𝑟 𝑌𝑋𝑗  𝑋1𝑋4 















Dari Tabel 4.7, tampak bahwa 𝑋5 memiliki korelasi terbesar dengan 𝑌, sehingga 𝑋5 
memenuhi syarat masuk ke dalam model, menghasilkan persamaan regresi dengan 3 
peubah bebas yaitu 𝑌 = 2,6649 + 0,00713𝑋1 − 0,00137𝑋4 + 0,00147𝑋5. 
Nilai 𝐹∗ 𝑋5  lebih besar dari 𝐹𝑡𝑎𝑏 = 𝐹(1−𝛼;1,157 ) = 3,9, sehingga  tolak 𝐻0 yang berarti 
𝛽5 ≠ 0 atau 𝑋5 berpengaruh signifikan terhadap peubah terikat 𝑌. 
Langkah 4 
Tabel 4.8 𝑟 𝑌𝑋𝑗  𝑋1𝑋4𝑋5 
2  (𝑗 = 2 dan 3) serta nilai 𝐹 masuk 
𝑋𝑗  𝑟 𝑌𝑋𝑗  𝑋1𝑋4  𝑟 𝑌𝑋𝑗  𝑋1𝑋4 









Dari Tabel 4.8, tampak bahwa 𝑋3 memiliki korelasi terbesar dengan 𝑌, begitu juga 
dengan nilai 𝐹 masuknya, sehingga 𝑋3 memenuhi syarat masuk ke dalam model, dengan 
persamaan 𝑌 = 2,5513 + 0,0072𝑋1 + 1,01 × 10
−7𝑋3 − 0,0012𝑋4 + 0,0014𝑋5. 
Untuk 𝛼 = 0.05,  𝐹𝑡𝑎𝑏 = 𝐹 0,95;1;156 = 3,9. 𝐹ℎ𝑖𝑡
∗  𝑋3 > 𝐹𝑡𝑎𝑏  sehingga tolak 𝐻0 yang 
artinya 𝛽3 ≠ 0 atau 𝑋3 berpengaruh signifikan terhadap peubah terikat 𝑌.  
Langkah 5 
Sekarang tinggal 𝑋2 yang berada di luar model dengan kuadrat korelasi parsial 
𝑟 𝑌𝑋2 𝑋1 ,𝑋3 ,𝑋4 ,𝑋5 
2 = 0,0097 dan 𝐹∗ 𝑋2 ↑ = 1,5218. Untuk 𝛼 = 0,05,  𝐹𝑡𝑎𝑏 =
𝐹 0,95;1;155 = 3,9. Tampak 𝐹
∗ 𝑋2 < 𝐹𝑡𝑎𝑏 , sehingga 𝑋2 tidak memenuhi syarat untuk 
dimasukkan ke dalam model regresi. Oleh karena itu, analisis diselesaikan. Sehingga 
menurut metode seleksi maju, model regresi terbaik untuk kasus ini yaitu 
𝒀 = 𝟐,𝟓𝟓𝟏𝟑 + 𝟎,𝟎𝟎𝟕𝟐𝑿𝟏 + 𝟏,𝟎𝟏 × 𝟏𝟎
−𝟕𝑿𝟑 − 𝟎,𝟎𝟎𝟏𝟐𝑿𝟒 + 𝟎,𝟎𝟎𝟏𝟒𝑿𝟓  
Sehingga dapat diambil kesimpulan bahwa dari kelima faktor yang diteliti, hanya faktor 
nilai rapor, biaya hidup, total waktu untuk organisasi dan total waktu untuk belajar yang 
mempengaruhi IPK mahasiswa FMIPA Unhas angkatan 2012-2013, dengan koefisien 





  𝑌 𝑖−𝑌  
2




= 0,2061  
 𝑅 2 = 1 −  
𝑛−1
𝑛−𝑝
  1 − 𝑅2 = 1 −  
160
156
  1 − 0,2061 = 0,1857 
Tabel 4.9 ANAVA dengan parameter 𝛽1 ,𝛽3 ,𝛽4 ,𝛽5 
Sumber Keragaman Jumlah Kuadrat (JK) dk Rataan Kuadrat (RK) 𝐹ℎ𝑖𝑡  
Regresi 2,402 4 0,601 10,1228 
Error 9,794 140 0,070  
Total 12,196 144   
 
5.      Kesimpulan dan Saran 
5.1    KESIMPULAN 
Berdasarkan uraian dan pembahasan dalam penelitian ini, dapat ditarik beberapa 
kesimpulan sebagai berikut:  
1. Untuk membandingkan dua model regresi dimana model yang satu dapat diperoleh 
dari yang lainnya, misalnya yang satu diperoleh dengan menambah atau 
mengeluarkan sebuah peubah bebas, maka uji 𝐹 parsial (individu)  dapat digunakan 
yaitu dengan membandingkan Jumlah Kuadrat Ekstra  dengan Rataan Kuadrat 
Error. Tetapi jika model yang satu bukan himpunan bagian dari model lainnya, 
maka penggunaan koefisien determinasi  𝑅2 lebih sesuai. 
2. Untuk 𝛼 = 0,05, dari kelima faktor yang diteliti, hanya faktor nilai rapor, biaya 
hidup, total waktu untuk organisasi dan total waktu untuk belajar yang 
mempengaruhi IPK mahasiswa FMIPA Unhas angkatan 2012-2013. Model akhir 
yang terbentuk adalah 
𝑌 = 2,5513 + 0,0072𝑋1 + 1,01 × 10
−7𝑋3 − 0,0012𝑋4 + 0,0014𝑋5  
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Namun hasil yang diperoleh belum maksimal dikarenakan pengaruh dari empat 
faktor ini hanya mampu dijelaskan oleh regresi sekitar 20,61% (kurang dari 50%), 
selebihnya sekitar 79,39% dipengaruhi faktor-faktor lain yang belum dimasukkan 
dalam penelitian ini. Oleh karena itu data yang diperoleh kurang sesuai dianalisis 
dengan teknik ini. 
5.2     SARAN 
Penelitian ini juga membahas mengenai faktor-faktor yang mempengaruhi prestasi 
akademik mahasiswa FMIPA Unhas angkatan 2012-2013, dimana peubah bebas adalah 
nilai rapor SMA, nilai UN, biaya hidup, total waktu untuk organisasi dan total waktu 
untuk belajar. Namun hasil analisis yang diperoleh belum maksimal, oleh karena itu bagi 
pembaca yang berminat dapat melakukan analisis dengan teknik lain yang lebih sesuai 
atau melakukan penelitian dengan peubah-peubah bebas lain yang dianggap lebih 
berkorelasi dengan prestasi akademik. 
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