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Abstract
The paradigm of Ambient Intelligence (AmI) aims at supporting humans in achiev-
ing their everyday objectives by enriching physical environments with networks of
distributed devices, such as sensors, actuators, and computational resources. AmI
is not only the convergence of various technologies (i.e. sensor networks and indus-
trial electronics) and related research fields (i.e. pervasive, distributed computing,
and artificial intelligence), but it represents a major effort to integrate them and to
make them really useful for everyday human life. In particular, the recognition of
human activities, coupled with the knowledge of the user’s position in the indoor
environment, represent two of the main pillars of the so-called “context-awareness”.
A context-aware system is aware of what sensory data mean: it is able to asso-
ciate meaning to observations, and to make the best use of sensory data once their
meaning has been assessed. In this context, one of the most important research
and development areas is represented by assisted living environments. The general
goal of Ambient Assisted Living (AAL) solutions is to apply ambient intelligence
technologies to enable people with specific demands, e.g. with disabilities or elderly,
to live longer in their preferred environment.
This thesis deals with two major problems that still prevent the spreading of
AAL solutions in real environments: (i) the need for a common medium to transmit
the sensory data and the information produced by algorithms and (ii) the unob-
trusiveness of context-aware applications in terms of both placement of devices and
period of observations (i.e. long-term care offering services or assistance on a daily
basis over a long period of time for people who are not independent).
In order to address these challenges, this thesis contributes to the Ambient Intel-
ligence research field, applied to assisted living environments, by means of a holistic
solution composed of a beyond the state-of-the-art middleware infrastructure, pro-
viding interoperability and service abstraction, and a suite of unobtrusive applica-
tions, built on top the proposed middleware, that allows the detection of the user’s
context and behavioral deviations of his routine in indoor activities. The proposed
solution has been thoroughly evaluated in the laboratory and in real testbeds of-
fered by European FP7 projects, namely GiraffPlus and DOREMI, that showed its
effectiveness in dealing with the requirements coming from the application of the
AAL paradigm in the real world.

Chapter 1
Ambient Assisted Living:
Concepts, technologies, and
applications
In the founding text of ubiquitous computing [1], Mark Weiser describes a world
where computers would be quiet, seamless, proactive and would serve us without
“invading” our consciousness or occupying our attention. This vision is closer to
reality than it was in 1991, anticipating a technological revolution in which the
computation has a dominant role in our everyday world. This means not only that
computation is embedded into the technology of everyday life, but also that we use
computers as everyday objects. The new reality of disappearing technologies into
the environment has been enabled by the miniaturization of mobile devices, new
possibilities offered by wireless communication, new localization techniques, falling
costs, sizes and power requirements. The interaction between people and ubiquitous
computing is sometimes idealized as a Smart Environment (SE), in which there is a
seamless integration of people, computation, and physical reality.
SE is any area of interest where there are means to detect the occupants context,
so that contextual information can be used to support and enhance their abilities in
executing application-specific actions by providing information and services tailored
to their user’s immediate needs [2]. The SE paradigm depends on communication
and cooperation between numerous devices, sensor networks embedded in the envi-
ronment itself, servers in a fixed infrastructure and the increasing number of mobile
devices carried by people.
In this context, different scenarios have been defined, focusing on supporting
individuals daily operations in diverse physical environments [3]. Figure 1.1 shows
a graphical representation of typical scenarios for SEs together with their main
applications. The areas of interest could be both industrial, civil, or cultural sites
like Smart Home, Smart Health environments, Smart Transportation, Smart Cities,
and Smart Shopping. One of the goals of a SE is to support and enhance the
abilities of its occupants in executing tasks. These tasks can range from navigating
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- Monitoring and 
controlling
- Saving Energy 
comfortably
- Interacting with 
appliances
- Finding things 
easily
- Consuming media 
everywhere
- Getting notified
- Leaving the home 
safely
- …
Smart Home
- Monitoring 
medicine intake
- Personalized 
assistance
- Monitoring health 
parameters
- Monitoring activity
- Enhancing social 
contacts
- Protecting falls
- Living 
independently
- Detecting 
emergencies
- …
Smart Health
- Promoting 
carpooling
- Minimizing taxi 
delays
- Avoiding traffic 
jams
- Reporting traffic 
incidents
- Rewarding eco-
driving
- Monitoring
incoming trains
- …
Smart Transport
- Managing spark 
deals
- Getting advice on
buying goods
- Retrieving 
discount
- Buying a second 
hand product
- Purchasing with 
smart carts
- Purchasing using 
self-service
- Updating 
consumer profiles
- …
Smart Shopping
- Managing parking 
space
- Lighting up a city 
efficiently
- Watering gardens
- Monitoring air 
quality
- Discovering 
emergency routes
- Charging electric 
vehicles
- Accessing locally-
wise apps
- …
Smart City
Ambient Assisted Living
Figure 1.1: Typical smart environments scenarios.
through an unfamiliar space, to providing reminders for activities, to assist elderly
or disabled in their everyday life, and so on.
As highlighted in Figure 1.1, we choose as reference scenario a typical field of SEs:
the Ambient Assisted Living (AAL). AAL puts together the target applications and
the requirements derived from the Smart Home and Smart Health paradigms. It is
defined as assistant systems for the constitution of intelligent environments aiming
at compensating predominantly age-related functional limitations of different target
groups through technological information and communication support in everyday
life. At the same time, they take charge of control and supervision of services for
an independent course of life [4].
AAL solutions are driven by societal and economical challenges arose in the last
decade due to the increasing aging of the population in the western countries [5].
A recent statistical spotlight from the European Parliamentary Research Service [6]
shows the projections on the aging population between 2010 and 2060 for the EU27
countries pointing out that a decreasing birth rate and an increase in life expectancy
are expected to transform the shape of the EUs age pyramid and also raise the
median age. In the 50 years from 2010 to 2060, the population aged 65 or over as
a proportion of the working age population (aged 15-64) will almost double, rising
from one older person for every four workers to one for every two (Figure 1.2).
As shown in Figure 1.3, this aging process also has a big impact on public
expenditure on long-term care. Long-term care refers to services or assistance on
a daily basis over a long period of time for people who are not independent. The
services may include supported living arrangements or care in a nursing home or at
home. In this regard, the possibility to exploit an intelligent environment to reduce
the use of dedicated nursing personnel or avoid the hospitalization represents a key
5factor in the adoption of AAL solutions.
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1. EU27 population by age and sex Data source: Eurostat (demo_pjangroup,  proj_10c2150p) and UN
Total: 500 million Total: 517 million
Population
EU27 China Japan India Russia USA
2010 2060 2010 2060 2010 2060 2010 2060 2010 2060 2010 2060
80+ 5% 12% 1% 7% 6% 19% 1% 3% 3% 5% 4% 8%
65 - 79 13% 18% 7% 21% 17% 18% 4% 12% 10% 17% 9% 15%
15 - 64 67% 56% 74% 57% 64% 50% 65% 66% 72% 61% 67% 60%
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Ageing of the European Union (EU) 
population has a major impact on so-
ciety and in terms of economics. A de-
creasing birth rate and an increase in 
life expectancy are expected to trans-
form the shape of the EU’s age pyra-
mid and also raise the median age.
In the 50 years from 2010 to 2060, the 
population aged 65 or over as a pro-
portion of the working age population 
(aged 15-64) will almost double, rising 
from one older person for every  four 
workers to one for every two. Persons 
active in the labour force will face an 
increasing tax burden and higher so-
cial contributions in order to support 
their elders. Alternatively, older citi-
zens will need to accept lower levels of 
support and services or a higher pen-
sion age. 
This spotlight highlights the major 
changes projected to take place in the 
five decades from 2010. It looks at the 
age profile of the EU population and 
shows the expected evolution in life 
expectancy, median age and labour 
force in Member States. Finally it shows 
the implications of an ageing society 
on social expenditure on old-age pen-
sions, healthcare and long-term care.
Figure 1.2: EU27 population by ge and sex. The two pyramid graphs represent
the female and male population for the years 2010 and 2060. The percentage is the
share that each age group represents of the total population.
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Figure 1.3: Public expenditure on long-term care. The graph shows the value of
this expenditure in terms of GDP for the year 2010 (blue bar) and 2060 (red bar).
In order to assist people in their homes, an AAL environment must provide useful
services personalized on the user’s needs. They can be used for preventing, curing,
and improving wellness and health conditions of older adults [7]. AAL tools such as
medication management tools and medication reminders allow the older adults to
take control of their health conditions [8, 9]. AAL technologies can also provide more
safety for the elderly, using mobile emergency response systems [10], fall detection
systems [11], and video surveillance systems [12]. Other AAL technologies provide
help with daily activities, based on monitoring Activities of Daily Living (ADL) and
issuing reminders [13], as well as helping with mobility and automation [14]. Finally,
such technologies can allow older adults to better connect and communicate with
their peers, as well as with their family and friends [15, 16]. Table 1.1 summarizes
the AAL application areas.
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Table 1.1: Ambient Assisted Living application areas.
Area Applications
Cognitive Orthotics Medication Reminders, Navigators, Wandering
Prevention, Planning
Continuous Health Monitoring Vital Signs, Sleep, and ADLs monitoring
Therapy Tele-Health and Rehabilitation Systems
Emergency Detection Fall, Medical Emergency, and Hazard
Detection
Emotional Wellbeing Social Inclusion, Facilitating Communication
Persuasive Applications Medical and General Wellbeing Promotion
These applications are made possible due to the recent advancements in key tech-
nological areas such as smart homes, mobile and wearable sensors. A smart home
is a regular home which has been augmented with various types of sensors and ac-
tuators [17]. Some of the most widely used smart home sensors are summarized in
Table 1.2. An increasingly important device in our scenario is represented by the
smart phone. It is equipped with various sensors such as accelerometer, gyroscope,
proximity sensor, and Global Positioning System (GPS), which can be used for de-
tecting user activity and mobility. Regarding wearable sensors, recent advances in
epidermal electronics and Microelectro Mechanical Systems (MEMS) technology al-
low to develop health-monitoring sensor technologies,such as non-invasive sensors in
form of patches, small Holter-type devices, body-worn devices, and smart garments
to monitor health signals (see Table 1.3 for further details).
The application domains and the used technologies described above give rise to
a set of requirements and research challenges that characterize a SE. They can be
summarized in: complexity and heterogeneity of devices and applications; interoper-
ability; scalability; energy-awareness; security and privacy preservation (i.e. devices
can manage sensitive information); safety preservation (e.g. by using emergency re-
sponse, fall detection, or surveillance systems); unobtrusiveness. In particular, when
building application for the AAL target scenario, the following challenges become
crucial:
• Heterogeneity, interoperability, and scalability: the considered applica-
tion areas are built upon devices that are extremely heterogeneous in terms
of access mechanisms and data produced. In particular, devices come from
various vendors and are designed for different purposes. They differ with re-
spect to the hardware and software modules, the communication protocols,
the interaction paradigms, and the data rate. Furthermore, the applications
7Table 1.2: Ambient sensors used in Smart Environments.
Sensor Measurement Data Format
Passive Infrared Motion Sensor (PIR) Motion Boolean
Radio Frequency Identification (RFID) Motion Boolean
Pressure/Smart Tiles Pressure on Boolean
Mat, Chair, Floor
Magnetic Switches Door/Cabinet Boolean
Opening/Closing
Ultrasonic Motion Numeric
Camera Activity Image
Microphone Activity Sound
Table 1.3: Typical wearable and mobile sensors for AAL.
Sensor Measurement Data Rate
Accelerometer Acceleration Very High
Gyroscope Angular Velocity Very High
Glucometer Blood Glucose High
Pressure Blood Pressure Low
CO2 Respiration Very Low
Electrocardiography (ECG) Cardiac Activity High
Electroencephalography (EEG) Brain Activity High
Electromyography (EMG) Muscle Activity Very High
Electrooculography (EOG) Eye Movement Very High
Pulse Oximeter Blood Oxygen Saturation Low
Galvanic Skin Response (GSR) Perspiration Very Low
Thermal Body Temperature Very Low
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themselves produce heterogeneous data that need to be uniformed in order to
be used by other applications. An inter-operable infrastructure should hide all
the technical complexity concerning the access of devices in the AAL environ-
ment, by offering simplified interfaces to devices or humans willing to access
such devices. The increasing number of connected devices gives also rise to
scalability issues, such as giving communication capabilities to a large number
of devices installed and dynamically added to the SE.
• Context-awareness: the context is any information that can be used to
characterize the situation of an entity, where an entity can be a person, a place,
or a physical or computational object [18]. In AAL environments, applications
and devices must be aware of the context in order to react properly. A primary
source of contextual information is the position and the movements of the user
in the environment. This is important to infer the user’s behavior, to prevent
wandering, or to provide specific location-based services. Another required
contextual information when dealing with AAL scenarios is the knowledge of
the activities performed by the user during his daily life. This is important
both to allow the older adults to overcome their physical limitations by helping
them in their daily activities (such as feeding, dressing, grooming, etc.) and to
assist them in specific movements or gestures when dealing with rehabilitation
tasks. The user activity itself can be represented and recognized at different
resolutions, such as a single movement, action, activity, group activity, and
crowd activity.
• Unobtrusiveness: an AAL environment should provide innovative human-
machine interactions characterized by pervasive, unobtrusive, and anticipatory
communications. In this regard, devices and applications must be as much as
possible unobtrusive to reach a high acceptance. It is needed to correctly bal-
ance the presence of assistive solutions in order to let the user feel safe and
protected by the environment but not continuously controlled. This is partic-
ularly important in the long-term monitoring of the user and it also affects the
choice of algorithms to be used.
1.1 Research questions and objectives
The list of challenges reported in the previous section highlights that the coop-
eration among devices and applications in an AAL environment is a complex task.
Furthermore, the development of context-aware applications complying with the un-
obtrusiveness requirement is a non-trivial task. This thesis addresses these research
challenges by means of an enabling infrastructure, providing device interoperability
and service abstraction (Section 1.1.1), and a suite of unobtrusive applications that
allows the detection of the user’s context (Section 1.1.2) and behavioral deviations
of his routine indoor activities (Section 1.1.3).
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It is worth to notice that this thesis was inspired by several EU projects on AAL
environments. We exploited these projects in order to test the results described in
this thesis with real-world experimentations. The following sections describe into
details the objectives of this thesis.
1.1.1 Enabling infrastructure
Making software a commodity by developing an industry of reusable components
was set as a goal in the early days of software engineering. Evolving access to in-
formation and computing resources into a utility is also a big target in the current
Information and Communication Technology (ICT) research fields. While signifi-
cant progress has been made towards these goals, their achievement still remains a
long-term challenge. This is true for AAL system especially when integrated with
Healthcare Information Systems (HIS), which should become far more portable from
one site to another in order to limit development and maintenance costs. On the
way to meeting this challenge, designers and developers of distributed software ap-
plications are confronted with more concrete problems in their day-to-day practice.
Reusing legacy software, developing mediation systems, component-based architec-
tures, or implementing client adaptation through proxies are situations where appli-
cations use intermediate software that resides on top of the operating systems, and
communication protocols to perform the following functions:
• hiding distribution: an application is usually made up of many interconnected
parts running in distributed locations;
• hiding heterogeneity: various hardware components, operating systems and
communication protocols that are used by the different parts of an application;
• providing uniform and standard high-level interfaces: so that applications can
easily inter-operate and be reused, ported, and composed;
• supplying a set of common services: to perform various general-purpose func-
tions, in order to avoid duplicating efforts and to facilitate collaboration be-
tween applications.
This intermediate software layer have come to be known under the generic name
of middleware. Using middleware has many benefits, most of which derive from
abstraction: hiding low-level details, providing language and platform independence,
reusing expertise and possibly code, easing application evolution. As a consequence,
the application development cost is reduced, while quality (since most efforts may
be devoted to application-specific problems), portability and interoperability are
increased [19].
Sensing and gathering environmental information is the first step and one of the
most fundamental tasks in building intelligent pervasive computing systems. With
the “intelligence” expectation increasing, using multiple sensors is the only way
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to obtain the required breadth of information, and fusing the outputs from multi-
ple sensors is often the only way to obtain the required depth of information [20].
However, different sensors may use different physical principles, cover different infor-
mation space, generate data in different formats at different updating rates, and the
sensor-generated information may have different resolution, accuracy, and reliability
properties. At the same time, application adaptation is also required in response to
changes from the environment.
For these reasons, the interconnections among components sharing the same
context is crucial and a key role in this scenario is played by the middleware in-
frastructure as it provides the central connection point that is shared by all the
components according to the needed information exchanges. A middleware infras-
tructure provides a set of basic services for the development of AAL applications.
Objectives, proposed approach, and main achievements
This thesis contributes to resolving the problem of device interoperability and ser-
vice abstraction through the design and creation of an enabling infrastructure rep-
resented by a communication middleware aimed at integrating services, running on
fixed and mobile nodes, and resource-constraint devices with several target net-
works. We show the strength of our approach for the AAL target environment by a
throughly performance analysis conducted in the real use-cases provided by the EU
FP7 projects GiraffPlus 1 and DOREMI 2.
We first design and implement the communication middleware based on the Open
Services Gateway initiative (OSGi) execution model for fixed node, on the Android
Interface Definition Language (AIDL) model for mobile Android-based nodes, and
on the Arduino model for resource-constraint devices. Then, we evaluate the mid-
dleware both with qualitative and quantitative metrics for different scenarios.
1.1.2 Context-Awareness
In order to support the occupants, a smart environment must be able to both detect
the current state or context of the environment, and to determine what actions to
take based on context information. We define context any information that can be
used to characterize the situation of an entity, where an entity can be a person, a
place, and a physical or computational object. This information can include physical
gestures, relationship between the people and objects in the environment, features
of the physical environment, identity and location of people and objects in the
environment, etc. We define applications that use context to provide task-relevant
information and/or services to a user to be context-aware.
Context-aware systems are concerned with the acquisition of context, the ab-
straction and understanding of context, and application behavior based on the
1 http://www.giraffplus.eu/
2 http://www.doremi-fp7.eu/
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recognized context [21]. As the user’s activity and location are crucial for many
applications, context awareness has been focused more deeply in the research fields
of location awareness and activity recognition.
Objectives, proposed approach, and main achievements
This thesis contributes to addressing the need for context-awareness in AAL by
developing unobtrusive solutions for indoor localization and activity recognition.
In particular, for the detection of the indoor position of the user during his daily
activities, we implemented a device-free indoor localization system that parasites
the existing smart environment infrastructure without adding dedicated positioning
sensors. In this scenario, we exploited simple binary sensors that are usually present
in the SE, such as light and appliance switches or intrusion detection sensors, to
obtain a rough estimate of the position of the user. This application is device-free,
meaning that the user is not required to carry any device in order to be localized.
Recently, an international competition, called Evaluating AAL systems through
competitive benchmarking (EvAAL), has been organized in order to evaluate and
compare indoor localization and activity recognition systems for AAL solutions [22,
23]. In this thesis we present Context Event Only (CEO), a software-only system
which we evaluate along the technical guidelines of the EvAAL competition. While
the localization performance of CEO is lower with respect to most EvAAL competi-
tors of past editions, it has the benefit of being non-intrusive, easy to install and
perfectly compatible with other software systems: these characteristics would made
it a potentially significant EvAAL competitor. While developing CEO, we only ex-
ploited the definition of the EvAAL competition environment as it was presented
to competitors. The only inputs to CEO are the context events generated during
the competition, which in 2012 and 2013 were limited to pressing light switches
and using a stationary bicycle. We compare the performance of CEO against the
results of those editions of EvAAL and show how it can be used to easily improve
the performance of any EvAAL competitor.
The same competition has been used as reference scenario in the development of
an activity recognition algorithm. In this case we presented our work as competitors
in 2013 and we won the second place. The proposed activity recognition system,
called Activity Recognition system based on Multisensor data fusion (AReM), clas-
sifies in the near real-time a set of common daily activities exploiting both the data
sampled by sensors embedded in a smartphone carried out by the user and the re-
ciprocal Received Signal Strength (RSS) values coming from worn wireless sensor
devices and from sensors deployed in the environment. In order to achieve an effec-
tive and responsive classification, a decision tree based on multisensor data-stream
is applied fusing data coming from embedded sensors on the smartphone and envi-
ronmental sensors before processing the RSS stream. To this end, we model the RSS
stream, obtained from a Wireless Sensor Network (WSN), using Recurrent Neural
Network (RNN)s implemented as efficient Echo State Network (ESN)s, within the
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Reservoir Computing (RC) paradigm. The performance of the proposed activity
recognition system is assessed on a purposely collected real-world dataset, taking
also into account a competitive neural network approach for performance compari-
son.
1.1.3 Long-term monitoring
According to EPA 3 and UNECE 4, urban residents spend more than 90% of their
times in buildings, such as homes, schools, and offices. The presence of intelligent
systems that support long term monitoring of selected behaviors and, more generally,
human well-being can prevent the emergence of illnesses or pathological situations
related to unhealthy buildings or bad users habits like sedentariness, poor socializa-
tion, and nutritional issues. For a these reasons, the development of techniques and
unobtrusive technologies enabling the long-term monitoring of human well beings is
an urgency to be researched, especially in the AAL scenario.
Among the possible physical conditions to be monitored by an automatic moni-
toring system in AAL scenarios, emergency situations and chronic diseases are the
most relevant. These two kinds of situations can be clearly distinguished on the
basis of different perspectives. Prompt detection and timely notice are fundamental
requirements of an emergency, which usually occurs in a short time. In contrast,
a disease is characterized by a gradual detection of long-term deviations from the
typical behavior or by critical trends in the users vital parameters. Active user
involvement (e.g. pressing buttons on wearable alarm devices) can be appropriate
while dealing with an emergency, but it is not acceptable for disease situations,
which are initially characterized by a lack of noticeable symptoms and then by the
absence of an emotional involvement that could activate decision-making.
The behavioral profile of a user can be used to detect changes possibly related
to a deterioration of the user’s physical and psychological status. In this scenario,
unsupervised or semi-supervised algorithms should be used, since also the collection
of ground truth information for a long time period in a real home can be very
obtrusive for the user.
Objectives, proposed approach, and main achievements
In this thesis we present a novel approach for monitoring elderly people living alone
and independently in their own homes. The proposed system is able to detect be-
havioral deviations of the routine indoor activities on the basis of a generic indoor
localization system and a swarm intelligence method. For this reason, an in-depth
study on the error modeling of state-of-the-art indoor localization systems is pre-
sented in order to test the proposed system under different conditions in terms of
localization error. More specifically, spatiotemporal tracks provided by the indoor
3 http://www.epa.gov/
4 http://www.unece.org/
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localization system are augmented, via marker-based stigmergy, in order to enable
their self-organization. This allows a marking structure appearing and staying spon-
taneously at runtime, when some local dynamism occurs. At a second level of pro-
cessing, similarity evaluation is performed between stigmergic marks over different
time periods in order to assess deviations. The purpose of this approach is to over-
come an explicit modeling of users activities and behaviors that is very inefficient to
be managed, as it works only if the user does not stray too far from the conditions
under which these explicit representations were formulated. The effectiveness of the
proposed system has been evaluated on real-world scenarios.
1.2 The proposed solution
The main achievements briefly introduced in the previous section contribute to a
holistic solution aimed at addressing the requirements identified for an effective AAL
system: heterogeneity, interoperability, scalability, context-awareness, and unobtru-
siveness. Figure 1.4 shows the main contributions of this thesis as part of a whole.
We can see that the proposed context-aware applications are built on top of the de-
veloped middleware, providing a gluing layer that offers service abstraction, context
data sharing, and control capabilities to distributed software artifacts.
service bus
context bus
control bus
MQTT
Broker
Internet
Mobile sensors 
and applications
Middleware
Desktop applications 
and tools
Middleware
Resource constrained 
devices and gateways
Middleware
Long-term monitoring
Middleware
Activity 
recognition
Indoor 
localization
Other
AAL services
Other
AAL services
Other
AAL services
Algorithmic point of view
Deployment point of view
Figure 1.4: The proposed context-aware solutions are built on top of the devel-
oped middleware that provides service abstraction, context sharing, and control
capabilities.
From a deployment point of view, the presence of a middleware, running on
different kind of platforms like mobile, desktop, and resource-constrained devices,
allows the realization of a concrete distributed AAL system addressing the require-
ments of heterogeneity, interoperability, and scalability. These features are exposed
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as remote services that opens interesting Internet of Things (IoT) scenarios. A
detailed analysis of these aspects will be given in Chapter 3.
From an algorithmic point of view, the proposed applications exploit the pres-
ence of the middleware to collect data from sensing devices and inject new context
information through the middleware. We propose an indoor localization solution,
namely CEO, and an activity recognition system, namely AReM, that unobtrusively
collect data from the WSNs deployed in the environment and provide new context
information to be elaborated by a long-term monitoring system in order to detect
behavioral deviations of the user’s routine in indoor activities. Chapters 4 and 5
describe the details of how the context-awareness and unobtrusiveness requirements
have been addressed.
The proposed solution as a whole has been thoroughly evaluated in the lab-
oratory and in real testbeds offered by European FP7 projects, namely GiraffPlus
and DOREMI, that showed their effectiveness dealing with the requirements coming
from the application of the AAL paradigm in the real world.
1.3 Structure of the thesis
The remainder of this thesis is structured as follows:
Chapter 2 reviews the background concepts and the state-of-the-art concerning the
research questions addressed in this thesis, namely the middleware infrastructure,
the context-awareness, and the long-term monitoring.
Chapter 3 presents the GiraffPlus middleware as well as its experimentation phase.
We present use-cases in which we evaluate both qualitative and quantitative evalu-
ation metrics. The results presented in this chapter have been published in [24, 25,
26, 27, 28, 29, 30, 31, 32, 33, 34, 35].
Chapter 4 presents the design of CEO and AReM, and explains how these al-
gorithms exploit the data collected by the middleware in order to perform indoor
localization and activity recognition in the target scenario. The results presented in
this chapter have been published in [36, 37, 38, 39, 40].
Chapter 5 presents the performance evaluation of the long-term monitoring algo-
rithm developed. First we describe some features of the used technique, and then
the evaluation metrics adopted, as well as the experimental campaign performed.
The results presented have been published in [41, 42, 43].
Chapter 6 presents the conclusions for the research issues addressed and a descrip-
tion of future research.
Chapter 2
Background and related works
This Chapter introduces the background concepts and related works for the re-
search questions described in Chapter 1, namely the enabling platforms for AAL,
the context-awareness, and the long-term monitoring.
Concerning the enabling platforms for AAL, this chapter surveys the state-of-
the-art middleware infrastructures enabling the pervasive computing paradigm. We
also provide a dedicated focus on the OSGi [44] model used by the inter-operable
middleware for SE resulting from the universAAL EU project experience. As part
of the consortium, we participated in the design and implementation phases, and we
exploited its results to develop an evolution of the middleware that has been used
in the GiraffPlus EU project. The GiraffPlus test sites were used to validate the
solution described in this thesis.
Concerning the context-awareness, this chapter first describes the main sources
of context information for building context-aware services for the elder and his care-
givers. Then, we focus on two pillars of AAL context-awareness: indoor localization
and activity recognition. For this purpose we consider the EvAAL scenario, an an-
nual international competition that addresses the challenge of evaluation and com-
parison of AAL systems and platforms. As part of the technical program committee
for the indoor localization track and as competitors for the 2013 activity recognition
track, we participated in the consolidation process of the tracks’ technical annexes,
and we exploited the datasets gathered in the last two competitions to develop a
new device-free localization algorithm and an activity recognition system that will
be described in the Chapter 4.
Finally a survey on the state-of-the-art solutions for the long-term monitoring in
AAL scenarios is provided, showing the differences in terms of requirements between
short-term and long-term context detection and analysis.
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2.1 Enabling platforms for AAL
After surveying the latest research products on middleware system [45] in the field of
mobile computing [46], pervasive computing [47], and wireless sensor networks [48],
we describe the emerging features characterizing existing pervasive computing mid-
dlewares classifying their main design dimensions:
• programming abstractions: defining the interface of the middleware to the
application programmer;
• system architecture: defining the modes of system control and interaction
among system components;
• system services: providing implementations to achieve abstractions.
Programming abstractions are the foundations of a pervasive computing mid-
dleware. They provide high-level programming interfaces to the application pro-
grammer, with the goal of separating the development of pervasive computing ap-
plications from the operations in the underlying infrastructures. They also provide
the basis for developing desirable middleware services. Three aspects are involved in
developing the programming abstractions: abstraction level, programming paradigm,
and interface type. Abstraction level refers to how the application programmer views
the system. It can be: node-level and system-level. Node level abstraction models
the environment as a distributed system consisting of a collection of heterogeneous
computing devices, and provides programming support for individual devices for
their actions and cooperation. System level abstraction depicts the environment as
a single system. It allows the programmer to express a single centralized program
(global behavior) into subprograms that can execute on local nodes (nodal behav-
ior), leaving only a small set of programming primitives for the programmer, while
making transparent the low-level concerns, such as the distributed code generation,
remote data access and management, and inter-node program flow coordination.
The second aspect in developing programming abstractions is the programming
paradigm, which refers to the model of programming the applications. It is often
dependent on the applications as well as the system architecture. Pervasive comput-
ing applications can adopt any of the following three programming models: context-
based, component-based, or decentralized interaction-based. For the context-based
model, event triggering takes place by context change. For the component-based
model, an application is composed of several component modules. And for the de-
centralized interaction-based model, multiple programmable smart entities interact
by using some rules.
The third and final aspect in developing programming abstractions is interface
type, which refers to the style of the application programming interface (API). As a
matter of fact, programming abstraction is embodied as the programming interface.
Pervasive computing applications require different programming interfaces based on
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the underlying system architecture and functionalities, such as task, software agents,
libraries or event communications.
System architectures mostly focus on two aspects: the system control and the
interaction among system components [45]. Mode of system control can be either
centralized or decentralized. For centralized control, there will be some central com-
ponent which controls the rest of the devices and makes decisions on their behalf.
In case of centralized systems, certain functions in the central entity are responsi-
ble to free resources in other entities. Centralized systems have a single point of
failure. In case of dynamic environment, maintaining data in the central entity is
quite costly. For decentralized control, no single device takes any final decision,
instead, various devices are supposed to work collaboratively in order to reach a
global decision. Mode of interaction among system components can be facilitated
using any available communication primitives. The usual choices made by existing
pervasive computing middlewares are message passing [49], tuple space [50], and
publish/subscribe (pub/sub) [51]. Message passing is a direct interaction paradigm
in which communications are made by sending messages to recipients. Tuple space
and publish/subscribe are indirect interaction paradigms, with the particularity for
tuple space that entities communicate with each other only through the tuple space.
System services embody the functionalities and form the core of a pervasive com-
puting middleware. They are exposed to the application programmer through an
abstraction interface, and provide support for application deployment and execution,
as well as devices and network management. System services help the applications
managing information and the environment infrastructure. The common function-
alities provided by a middleware include the management of:
• context : for contextual data acquisition, processing, and derivation of higher-
level contexts;
• service: for service discovery, service composition, and service hand-off in a
pervasive computing environment;
• control : for ensuring correct functioning of the system through several hard-
ware and software related faults.
Figure 2.1 shows the reference framework which identifies the core system service
and runtime supports required to be provided by a common pervasive computing
middleware. Context-aware applications can be service-based, in this case, service
discovery and access become common operations to serve user needs. Service hand-
off is also necessary to provide users seamless service access by pro-actively finding
new matching services if the original service becomes unavailable due to any rea-
son. Also, many applications may require dynamic service composition in order
to build higher-level services, composed of several atomic or lower-level services.
Context-aware applications often require features such as contextual historical data
(Storage Support in Figure 2.1). Special mechanisms are necessary to support those
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Figure 2.1: Reference model for pervasive computing middleware.
objectives, in the form of raw context collection and storage. The raw context data
collected tends to be noisy and inconsistent, which calls for proper context pre-
processing, inconsistency detection and resolution mechanisms (Processing Support
in Figure 2.1). After processing, context is represented using particular pattern or
design descriptions, called context models. Context modeling is about constructing
high-level abstraction of contextual data and building relationships among them.
Context fusion and reasoning is the process of deriving high-level contexts from el-
ementary raw context data and also about deriving implicit contexts from explicit
contexts. It is not necessary for a specific middleware to include all the components
and also, functions of several components may be combined together and imple-
mented as one component. In the deployment, the functions of the middleware can
be distributed to sensor nodes, other small computing entities, and high-level appli-
cation servers. The distributed middleware components, located in different nodes
of the network, can communicate with each other to achieve some common goals
(Communication Support in Figure 2.1).
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2.1.1 Middleware for pervasive computing
In recent years, many works have been done on pervasive computing middleware,
focusing on different aspects, and for diverse purposes. After surveying the state-of-
the-art in the field [45], we considered the following inclusion criteria for comparing
existing middleware solutions:
• impact on research: we consider for comparison the existing solutions that
assessed an impact on science, in terms of the dissemination of knowledge to
the scientific community and opportunities for further projects to exploit their
outcomes;
• available documentation: the possibility to adequately investigate the de-
tails of the architecture and to follow clear indications in developing the capa-
bilities offered by the system is a key factor in the spreading of a middleware
solution. In this regard, we consider the presence of technical documentation,
communities, and open source code.
Following these indications, we selected Gaia [52, 53], Aura [54, 55], PICO/SeSCo
[56, 57], CORTEX [58], and One.World [59, 60]. These middleware solutions are
popular and showcase the different design choices of the pervasive computing mid-
dleware paradigm. Furthermore, when we try to address the additional requirements
deriving from the AAL scenario, we should also consider the universAAL 5 project
and its middleware solution. The universAAL project (abbreviated to uAAL in the
following) is the most recent European initiative aimed at delivering a software plat-
form for AAL, which started to consolidate the architecture and software developed
in other recent research projects, like PERSONA 6, SOPRANO 7, OASIS 8, and
mPOWER 9. Tables 2.1, 2.2, and 2.3 show how these projects addressed the above
described features of the reference model.
Gaia Aura SeSCo/PICO One.World CORTEX uAAL
Abstraction Level
Node Level   
System Level   
Programming Model
Component-based  
Context-based   
Decentralized   
Table 2.1: Comparison of programming abstractions offered by middleware sys-
tems.
5 http://universaal.org/
6 http://www.aal-persona.org/
7 http://www.soprano-ip.org/
8 http://oasis-project.eu/
9 http://www.sintef.no/Projectweb/MPOWER/
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From the programming abstraction point of view (Table 2.1), Gaia and Aura
use a component-based programming model. The Gaia application infrastructure
is composed of distributed components organized similarly to the traditional Mod-
elViewController (MVC) pattern. In MVC the model directly manages the data and
logic of the application developed against the middleware, the view represents any
output representation of information, while the controller accepts input and con-
verts it to commands for the model or view. In Aura, each user’s personal space is
composed of a task manager, an environment manager, and context observer compo-
nents. Also, user tasks are represented by a set of abstract services. SeSCo/PICO,
instead, uses both context-based and decentralized programming models. Mission-
oriented community formation is triggered by events generated through context
changes. Distributed coordination among the community members is observed sim-
ilar to autonomous multi-agent interactions. One.World also uses a context-based
model, where event-triggering takes place by context change notified to the applica-
tions. CORTEX uses a decentralized programming model with autonomous collab-
oration among sentient objects, defined as mobile intelligent software components
that accept input from different sensors allowing them to sense the environment in
which they operate before deciding how to react. UniversAAL offers a system level
abstraction that hides the complexity of the underlying distributed nodes, while us-
ing, like SeSCo/PICO, both context-based and decentralized programming models.
Control Interaction
Gaia Centralized Message passing, Pub/Sub
Aura Centralized Pub/Sub
SeSCo/PICO Hierarchical Message passing
One.World Centralized Tuple space
CORTEX Decentralized Pub/Sub
uAAL Decentralized Message passing, Buses
Table 2.2: Comparison of system architecture for middleware systems.
Regarding the system architecture (Table 2.2), Gaia, Aura, and One.World as-
sume a centralized control. In particular, the Gaia kernel is the management and
deployment system for its components. In a similar way, Aura task manager co-
ordinates the task migration, monitors Quality of Service (QoS), and adapts user
tasks. CORTEX and universAAL, instead, use a decentralized control model, while
PICO/SeSCo uses a hybrid approach. CORTEX allows interaction of a very large
number of autonomous components in a wired environment, while universAAL of-
fers a full decentralized approach where nodes can be accessed by dedicated buses.
System control in PICO/SeSCo is hierarchical, in which resource-rich devices per-
form management functionalities for resource-constraint devices. In Table 2.2 is also
shown the mode of interaction implemented in the surveyed solutions. Aura and
CORTEX use the pub/sub approach. In particular, Aura reports relevant data to
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the Task Manager and the Environment Manager by means of context observers,
while the CORTEX environment may act either as a producer or as a consumer of
information while interacting with smart components and the environmental state
and its changes are considered as events. Gaia system components use both pub/sub
and message passing approaches. Events are used to notify entities in the environ-
ment about added or removed resources, error conditions, file system changes, and
application state changes. Message passing is implemented with CORBA 10 and
it is possible to port Gaia to other communication mechanisms including SOAP 11
and RMI 12. SeSCo/PICO uses message passing-based communication among soft-
ware agents, called delegents, while One.World uses a tuple space-based approach,
where events serve to explicitly notify applications of changes in their runtime con-
text. UniversAAL realizes a message passing interaction by means of software buses
shared among all the underlying nodes.
Gaia Aura SeSCo/PICO One.World CORTEX uAAL
Context mgmt
Collection and Storage    
Modeling    
Fusion and Reasoning    
Service mgmt
Discovery    
Composition   
Hand-off   
Table 2.3: Comparison of middleware services.
Finally, Table 2.3 shows which of the above discussed core system services com-
monly offered by middleware systems are implemented in the analyzed solutions. In
particular, we considered the context management (collection and storage of contex-
tual data, context modeling, fusion and reasoning) and service management (service
discovery, composition, and hand-off). From Table 2.3, we can see that universAAL
offers all the considered services. Furthermore, it is based on a system level abstrac-
tion and decentralized programming model, that are key features for distributed
AAL systems.
For these reasons, we select universAAL as reference architecture in the devel-
opment of the proposed GiraffPlus middleware. Indeed, GiraffPlus is inspired by
the concrete architecture of the universAAL middleware and partially derived from
the PERSONA project. One of the main goals of the GiraffPlus middleware is to
be compatible at the level of reference architecture with universAAL-based systems.
This means that with some simple adapter, the components used in GiraffPlus will
be able to run in a universAAL-based system. In the following section, we will
describe in details the universAAL architecture and the shortcomings that we tried
to overcome with the GiraffPlus middleware proposed in this thesis.
10 http://www.omg.org/spec/CORBA/
11 https://www.w3.org/TR/soap12-part1/
12 http://www.oracle.com/technetwork/java/index.html
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2.1.2 Background: The OSGi model and the universAAL
project
Following the reference model identified in the previous Section, we identify as re-
quired features for the middleware: to offer the possibility of running different mid-
dleware instances on distributed nodes; to be component-based and decentralized
with the possibility to expose context information; to offer collection and storage
functionalities for model, fuse, and reason on context data; to provide service discov-
ery interfaces for composition and hand-off of services. In order to develop such an
infrastructure we need a programming and execution framework allowing to address
the above requirements. In this regard, OSGi represents a reference programming
model.
The OSGi specification [44] defines a service oriented, component-based model
for Java developers. This specification also defines the component (or OSGi bundles)
life-cycle. In particular a bundle can be installed, removed, started, and stopped
at run time. An OSGi bundle is a jar file that contains Java classes, resources and
metadata describing the dependencies with other bundles. The main features that
OSGi offers are:
• a service model where every component can be registered as service in a reg-
istry;
• an execution environment where multiple components can run on the same
virtual machine;
• a set of Application Program Interface (API)s for the control of the component
life-cycle;
• a secure environment where multiple components coexist without affecting
each other;
• a cooperative and distributed environment where components can discover
other components.
The OSGi bundles, wishing to detect the presence of a particular OSGi service,
send a service subscription to the Service Registry. As soon as the service needed is
available, the OSGi Service Registry notifies the requester.
OSGi is considered the reference dynamic module system for Java. In 2010,
the OSGi Alliance has extended the specification with the OSGi Remote Services
Specification (O-RSS). O-RSS defines how to extend the service registry mechanism
to discover and access OSGi services deployed on a remote host. A further step
forward has been done by some interesting projects [39] that not only focus on the
cooperation among distributed OSGi instances, but also on the cooperation among
devices and objects that implement the Devices Profile for Web Services (DPWS)
specification.
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Figure 2.2: The OSGi architecture.
The OSGi architecture is composed by several layers running on top of a native
OS and a Java Virtual Machine, Figure 2.2 shows its layered architecture. Concern-
ing the Module layer, OSGi defines every software module as a bundle. A bundle
is the atomic software packaging unit for the OSGi framework. Its life cycle is de-
scribed with a set of execution states and the transitions among states are performed
by the bundle itself, when some events occur, or by other bundles that have the right
permissions to change the status. The set of possible states are:
• installed: the bundles may require some external resources such as software
dependencies and configuration files or media contents. The OSGi framework
installs a bundle if all the resources required are available;
• started/stopped: the bundle is activated and de-activated;
• updated: the bundle execution is stopped, and the bundle code, as well as its
resources, are replaced with a new version of the bundle;
• uninstalled: the bundle is stopped and the code and its resources are removed
from the system.
Another important layer of the OSGi architecture is the Service registry that
implements a cooperation model for bundles. In particular, bundles can cooperate
via traditional class sharing but class sharing is not compatible with dynamically
installing and un-installing code. A more flexible solution is offered by the OSGi Ser-
vice Platform that provides the bundle Service Registry to register service objects.
A service object is a Java class implementing a set of methods, OSGi defines a rich
collection of events to discover new or existing services. With this approach a bun-
dle checks if a required service is available in the framework, only if this operation
succeeds the bundle invokes the service, otherwise it stops its execution.
Thanks to these features, OSGi has proven [61] to be suitable for acting as a
smart gateway able to link different network technologies, but still providing the easy
extendability and configurability of the system, which are valuable properties to meet
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the interoperability requirements of dynamic environments. For these reasons, OSGi
has been chosen as a reference framework in the development of the middleware
solution integrated in the universAAL project.
The EU-FP7 project universAAL [62] was set up in 2010. Its main goal is the
design and development of an open platform that provides a standardized approach
for an easy and economic development of AAL solutions. The system provides sup-
port in three main areas: runtime support, development support, and community
support. The runtime support provides the reference model, the reference architec-
ture and a concrete architecture implementing the universAAL specifications. The
developer support provides a set of resources for developers such as guidelines, de-
velopment tools, training and other materials useful to easy the integration with
universAAL. The community support deals with tools and facilities for the open
source communities. The universAAL project has a strong focus on standardiza-
tion activities. As for example, the universAAL framework for user interaction has
obtained the official IEC PAS status for its specification. It is documented as a Pub-
licly Available Specification by the International Electrotechnical Commission (IEC)
with the reference IEC/PAS 62883 Ed. 1.0. Moreover, the universAAL project has
attracted the attention of the EU commission and it has been selected for a massive
experimentation with a large number of end-users.
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Figure 2.3: The universAAL components.
The universAAL reference architecture is composed by different building blocks
as shown in Figure 2.3. The most relevant are:
• the middleware: it acts as a broker between the nodes. In particular, it han-
dles the exchange of messages among nodes and it hides the heterogeneity of
the hardware devices. It is decomposed by different sub-blocks: the Container
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that provides an abstraction to the execution environment used for running
universAAL, the Discovery and Peering responsible for discovering nodes and
to build an overlay-network among nodes, Communication and Data Repre-
sentation Model implementing the communication primitives;
• the Local Device Discovery Integration (LDDI): it implements a sensor and
abstraction layer in order to integrate sensors and actuators with the univer-
sAAL platform.
• the Context Management: it deals with the management of the context in-
formation. The context information is used by the AAL Services to adapt
themselves to the environment or the end-users status;
• the Service Management: it deals with the definition and implementation of
the universAAL service infrastructure, in particular it offers a service-oriented
model to the functionalities provided by the AAL applications;
• the User Interaction (UI) Management: it offers a framework for the user
interaction that separates the content exchanged between the users and the
applications from its actual presentation;
• the Remote Interoperability: it implements a mechanism for remotely adminis-
trate a set of nodes, for example to remotely configure or install an application;
• the Security module: it provides for trust, privacy-awareness and access con-
trol. This building block addresses the protection of the privacy of personal
data related to people involved in the universAAL experimentation. As a no-
table example, the security components aim to prevent unwanted disclosure
of health details, personal preferences, habits, and lifestyle leading to possible
discriminations.
UniversAAL creates a service-oriented cooperation model based on two core com-
munication buses: the context and the service bus. The context bus is used by any
application running on top the universAAL in order to publish context events. The
events are published without specifying a receiver, rather any other universAAL-
aware node can be notified asynchronously about the events generated. The nodes
generating context events are named context publisher, while nodes receiving events
are context subscribers. Examples of context events are the installation of new de-
vices in the SE, any kind of sensor reading, anomalies of the devices or more complex
events such as the health status of an elderly and the posture/activity of a person at
home. The context bus is implemented by the Context Management building block.
The service bus is used to register any functionality that an universAAL-aware node
wants to share with any other node. As an example, a node can register a health
monitor service in order to remotely control a patient. Services are registered by
announcing the service profile on the service bus. The service profile is also named
26 CHAPTER 2. BACKGROUND AND RELATED WORKS
service advertisement and it contains some information about: the kind of service,
the node providing the service and how to invoke the service. A node willing to
access a service, first discovers the service by querying the service bus with a query.
One of the major tenets of the universAAL approach is to separate the refer-
ence architecture used to lay out the smart-home environment from the concrete
architecture and implementation used to realize the intelligent services. This ab-
straction allows the design of different platforms, for example the ones based on
different paradigms and technology, but still sharing common building blocks. In
this way, common building blocks enable the creation of an ecosystem by ensuring
the interoperability at the level of the interface or functional services.
With the constantly increasing number of platforms available for the development
of pervasive services (e.g., mobile platforms, IoT solutions, Arduino 13 and Rasp-
berryPi 14 devices used by the MAKER movement [63]), new requirements raise in
terms of control capabilities and programming models. Furthermore, mobile and
resource-constrained devices need a lighter middleware layer in order to preserve
their limited computational and memory resources. Exploiting the possibilities of-
fered by the separation between reference and concrete architecture of universAAL,
in this thesis, we propose the GiraffPlus concrete architecture featuring an enriched
set of control functionalities and new programming models for mobile and resource-
constrained devices. One of the main goals of the GiraffPlus middleware is to be
compatible at the level of reference architecture with universAAL-based systems.
This means that with some simple adapter, the components used in GiraffPlus will
be able to run in a universAAL-based system.
Table 2.4 shows a comparison between universAAL and GiraffPlus in terms of
functionalities. It can be seen that, in order to lower the computational and mem-
ory burden of mobile and resource-constraint devices, we moved the context mod-
eling functionalities from the middleware layer to the application layer. In this
way, fixed nodes, with higher computational and memory capabilities, can run more
complex applications or dedicated context modeling tools exporting data to univer-
sAAL nodes with the same model and format (i.e. ontologies 15). In the universAAL
framework, in order to interact with a mobile node, dedicated proxy classes must
be implemented 16. Furthermore, the lighter communication layer of the GiraffPlus
middleware, based on text-based messages exchanged on publish/subscribe topics,
opens a wide set of possibilities in the IoT field, making it suitable for different
scenarios besides AAL. A detailed description of the GiraffPlus architecture and a
deep analysis of the functionalities offered is given in Chapter 3.
13 http://www.arduino.cc/
14 http://www.raspberrypi.org/
15 https://github.com/universAAL/ontology
16 https://github.com/universAAL/nativeandroid/wiki/Design-of-the-uAAL-Android-App
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universAAL GiraffPlus
Abstraction Level
Node Level  
System Level  
Programming Model
Component-based  
Context-based  
Decentralized  
Control Decentralized  
Interaction
Service bus  
Context bus  
Control bus 
Context mgmt
Collection and Storage  
Modeling 
Fusion and Reasoning  
Service mgmt
Discovery  
Composition  
Hand-off  
Supported platforms
Fixed nodes  
mobile nodes partially 
resource-constrained nodes 
Table 2.4: The capabilities and services offered by universAAL and GiraffPlus.
2.2 Context-awareness in AAL
Many researchers gave their own definition for context-awareness and for what con-
text actually includes, indeed in [64] a comprehensive survey on the various defini-
tions is given. In literature the term context-aware appeared for the first time in
[65], where the authors describe the context as location, identities of nearby people,
objects and changes to those objects. In [66], the author defines context as the users
emotional state, focus of attention, location and orientation, date and time, as well
as objects and people in the users environment. In [67], the author defines con-
text to be the elements of the users environment which the computer knows about.
However, these definitions are too wide. For our purposes, one of the most accurate
definitions is given in [68]. The authors refer to context as:
any information that can be used to characterize the situation of entities
(i.e., whether a person, place or object) that are considered relevant to
the interaction between a user and an application, including the user and
the application themselves.[68]
We embrace and refine this definition considering as context any information
that can be used to characterize the situation of an entity, where an entity can
be a person, a place, and a physical or computational object. This information
can include physical gestures, relationship between the people and objects in the
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environment, features of the physical environment, identity and location of people
and objects in the environment, etc. We define applications that use context to
provide task-relevant information and/or services to a user to be context-aware.
Among all the possible dimensions of the context information, the most fre-
quently used is the location information [69, 70], but, when dealing with AAL sce-
narios, together with the position of the user in the SE, it is important as well to
characterize the activities performed by the user at home [71, 72, 73]. For these
reasons, Sections 2.2.1 and 2.2.2 survey the state-of-the-art systems in the area of
indoor localization and activity recognition.
However, developing context-aware applications to be seamlessly deployed in real
AAL environments is a non-trivial task since they usually deal with very specific is-
sues. AAL is an emerging, multi-disciplinary, convergent area, whose complete adop-
tion still faces many barriers [74]. In the Ambient Assisted Living Roadmap [75],
authors particularly identify, as technical issues, the impairment between real needs
and proposed solutions and the lack of standards and references for technological de-
sign. Moreover, under the economical view, the lack of proven business models and
the high cost of ad-hoc solutions are also pointed out as major problems. One of the
ways to overcome these limitations is by comparing existing solutions in real world
scenarios and creating consensus among stakeholders on the adoption of the most
efficient ones. For this reason, as an initiative proposed by the universAAL project
and promoted by the AAL Open Association, a competition about AAL systems
has been launched in 2011: EvAAL 17. The competition has Indoor Localization
and Tracking and Activity Recognition as its internal tracks.
A dedicated Section (2.2.3) describes in details the two tracks of the competition,
in order to give an overview of the scenario used to test and validate the techniques
proposed in this thesis for device-free indoor localization and activity recognition.
2.2.1 Indoor localization
Localization of people and devices is one of the main building blocks of context
aware systems [69, 70], since the user position represents the core information for
detecting user’s activities, devices activations, proximity to points of interest, etc.
It has proven useful in different scenarios spanning from single and multiple object
tracking [76], to human behavior analysis [41], and activity detection and recogni-
tion [77]. While for outdoor scenarios GPS constitutes a reliable and easily available
technology, for indoor scenarios GPS is largely unavailable. For this reason, several
systems have been proposed for indoor localization. Each solution has advantages
and shortcomings, which, in most cases, can be summarized in a trade-off between
precision, installation complexity (thus costs), and privacy issues. In practice, al-
though indoor localization has been a research topic for several decades, there is
still not a de-facto standard. Among the possible solutions presented in the last
17 http://evaal.aaloa.org/
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years [78], WSN- and WiFi-based techniques are the most promising, since they
overcome the privacy issues related to vision-based positioning systems.
Today one of the most common consumer technology used in the absence of
GPS is WiFi. Coarse WiFi positioning is already integrated into many mobile
platforms, providing urban localization on the scale of tens of meters. In the case of
WiFi indoor positioning, the so-called fingerprinting method based on WiFi signal
strength observations is generally used. It is a two-phases process: in the first
off-line phase some characteristics of the environment are measured at different
locations and the data is stored along with a spatial reference information, in the
second on-line phase the same parameters are measured by an hand-held device and
the results are compared to the stored values. This method is very efficient if the
environment is precisely surveyed and the devices accurately calibrated. However
it presents several disadvantages, mainly due to the required setup time, the costly
signal strength system calibration in the off-line phase, and the high data volume to
be managed. Furthermore, any change in the configuration such as moving a beacon
or modifying the environment, will imply creating a new database [79].
In the case of a mobile WSN-based fingerprinting system, partial to complete up-
dates are frequently necessary. Because of this, when based on WSN technologies,
indoor localization systems mostly use range-based localization methods. These
systems exploit measurements of physical quantities related to beacon packets ex-
changed between the mobile and the anchors (devices deployed in the environment
whose position is a priori known) [80]. In order to guarantee a high localization
precision, these systems require dedicated hardware. This is a major drawback, in
particular for applications where low price and unobtrusive hardware are required.
A possible solution, that overcomes the limits related to the off-line phase of WiFi-
based systems and the need of dedicated hardware required by WSN-based solutions,
is represented by Bluetooth anchors broadcasting their presence in the indoor en-
vironment. As WiFi, this consumer technology is largely available in personal and
wearable devices and as WSNs, it can be pervasively deployed. In the past years,
practical issues mostly related to the lengthy scan procedure, have limited the use
of Bluetooth in localization and tracking applications. However, the recent intro-
duction of the Bluetooth 4.0 specification has potentially addressed these problems
by means of the Bluetooth Low Energy (BLE, also known as Bluetooth Smart) sub-
system [81]. BLE devices are small, inexpensive and designed to run on batteries
for many months. It is expected that many buildings will contain a high density of
BLE devices in the near future.
Clearly with fingerprinting there is a clear trade-off between the number of points
in the grid (the larger this number, the more accurate the localization is) and the
overhead due to the off-line phase [82]. In practice, the main drawback of this
method is the high number of extensive and accurate measurements required during
the off-line phase to create the database. In fact, the creation of the database is not
automatic: it is a human-based, time-consuming procedure and this is a practical
barrier to its wider adoption, making it unsuitable for rapid or ad-hoc deployment.
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Many researchers have faced this challenge by proposing systems based on ad-hoc
solutions [83, 84, 78]. These indoor localization systems can be classified based on
the signal types and technologies used (infrared, ultrasound, ultra wideband, radio
frequency identification, packet radio), signal metrics (angle of arrival AoA, time of
arrival ToA, time difference of arrival TDoA, and received signal strength RSS), and
the metric processing methods (range-based and range-free algorithms). A useful
overview is given in [85] and Table 2.5 summarizes the most used sensor technologies
at a highlevel. The values specified for accuracy and coverage are given in form of
intervals wherein most approaches reside. There are many exceptions exceeding
these intervals. Similarly, only the main measuring principles and applications are
mentioned in the table.
Methods alternative to fingerprint make use of signal propagation models, which
are analytical models that relate Received Signal Strength Indicator (RSSI) mea-
sures with distances. In this context, the position estimation of a mobile node can be
achieved by using two different approaches, namely range-based and range-free. The
former is defined by protocols that use absolute point-to-point distance estimates to
calculate the position. The latter makes no assumption about the availability or va-
lidity of such an information. The effectiveness of these two localization approaches
depends on the precision required by the applications that use the location infor-
mation. Acknowledging that the range-free solutions have a coarse accuracy [86],
these techniques are unsuitable in applications where the location precision is one
of the main requirements. On the other hand, range-based localization exploits
measurements of physical quantities related to beacon packets exchanged between
the mobile and the anchors. The main range-based indoor localization approaches
are based on fingerprint and on signal propagation models. In both cases a mobile
sensor is localized by means of a set of anchors that exchange beacon packets with
the mobile node in order to collect sequences of RSSIs.
Among the most successful commercial and research systems we find: Active
Badge [87] that uses infrared sensors, Active Bat [88] that uses ultrasonic sensors,
Easy Living [89] based on vision sensors, MotionStar [90] that uses a dc magnetic
tracker, RADAR [91] that uses a wireless local area network, SmartFloor [92] based
on pressure sensors to measure proximity to a known set of points, WhereNet 18
that employs radio frequency identification technology, and other research projects
based on inertial methods [93, 94] and passive infrared sensors [95, 96] to localize
and trace the resident.
Device-free indoor localization
Each solution seen above has advantages and shortcomings, which in most cases
can be summarized as a trade-off between several metrics, such as accuracy, user
acceptance, installation complexity, and cost. When we consider the AAL scenario,
18 http://www.wherenet.com/
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Table 2.5: Overview of indoor positioning technologies. Coverage refers to ranges
of single nodes [85].
Technology Typical
Accuracy
Typical
Coverage
[m]
Typical
Measuring
Technique
Typical
Application
Cameras mm - dm 1 - 10 angle measure-
ments from
images
metrology,
robot naviga-
tion
Infrared cm - m 1 - 5 thermal imag-
ing
people detec-
tion, tracking
Tactile & Po-
lar Systems
µm - mm 3 - 2000 mechanical, in-
terferometry
automotive,
metrology
Sound cm 2 - 10 distances from
time of arrival
hospitals,
tracking
WLAN/WiFi m 20 - 50 fingerprinting pedestrian
navigation
RFID dm - m 1 - 50 proximity, fin-
gerprinting
pedestrian
navigation
UWB cm - m 1 - 50 time of arrival robotics, au-
tomation
High Sensi-
tive GNSS
10m global parallel cor-
relation,
assistant GPS
location
based ser-
vices
Pseudolites cm - dm 10 - 1000 carrier phase
ranging
GNSS chal-
lenged pit
mines
Other Radio
Frequencies
m 10 - 1000 fingerprinting,
proximity
person track-
ing
Inertial Navi-
gation
1% of
distance
walked
10 - 100 dead reckoning pedestrian
navigation
Magnetic
Systems
mm - cm 1 - 20 fingerprinting
and ranging
hospitals,
mines
Infrastructure
Systems
cm - m building fingerprinting,
capacitance
ambient as-
sisted living
32 CHAPTER 2. BACKGROUND AND RELATED WORKS
the user acceptance becomes critically important. Many AAL scenarios require
continuous monitoring of the user position, e.g. in emergency situations like falls,
in assisting the elderly in house navigation and mobility tasks, or in the long-term
monitoring of user rooms occupancy to control his mobility behavior. In these cases
the localization system must be easily accepted by the user and, possibly, requiring
few or no worn devices [97].
In device-free localization systems, people do not need to carry devices or tags.
This is important, as people are generally unwilling to wear extra devices, especially
at home [98], or they can forget to put the device on. Furthermore, mobile posi-
tioning devices use batteries and require regular monitoring and changing. Some
device-free localization systems use cameras [99, 89], but they raise privacy concerns
as most people are unwilling to install any system that they perceive as intrusive in
their homes [100, 101].
The main technologies that can be used in device-free localization are based on
pressure sensors [102], sound source localization [103], ultrasound [104], and Radio
Frequency (RF) [105, 106, 107]. The main drawback of these methods is the large
number of devices that must be deployed in the environment, their deployment, and
their cost that is usually high.
A solution to this problem is using infrastructure-mediated sensing techniques
which exploit existing devices in a building for positioning purpose. They include
air conditioning channels [108], electrical wires and switches [109], and water pipes
and plumbing [110]. This is the approach adopted by CEO in this thesis, which has
the advantage of not requiring the installation of new sensing infrastructure in a
home. Hence, it is easy to install and maintain since it is based on a software-only
component exploiting usually inexpensive and aesthetically pleasing devices already
deployed in the house. On the other hand, the accuracy of the proposed localization
technique, like all this kind of systems, is low compared to other ad hoc positioning
systems outside the AAL scenario.
2.2.2 Activity recognition
One of the main basic mechanisms of AAL systems is the recognition of human
activities. This can be achieved by means of different tools and technologies spanning
from smart homes (regular homes augmented with various type of environmental
sensors, including cameras, and actuators), mobile devices, and wearable sensors [7].
The activity itself can be represented and recognized at different resolutions, such as
a single movement, action, activity, group activity, and crowd activity. The degree
of the resolution should be chosen properly, according to the particular application
to be deployed. In the case of tools assisting the elderly doing rehabilitation tasks,
a fine-grained resolution is needed in order to recognize the particular movement
performed. Such systems, even though present an higher level of obtrusiveness
(robotic tools [111]) or privacy issues (cameras [112, 113]), are normally accepted
since they are seen by the user as medical equipment with a precise and temporary
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scope. Within the broader context of a long-term monitoring AAL system, it is
expected to be up and running all day long and over long periods of time in order to
prevent cognitive or physical deterioration of the user. In this scenario, a system able
to recognize simple activities (e.g. lying, sitting, standing, walking, bending, cycling,
falling), instead of a single movement or action performed, is a good compromise
between the possibility of inferring high-level activities (i.e. to infer activities of
daily living) and the low level of obtrusiveness required together with the lower
amount of data generated by the system. Furthermore, it enables short-term tasks
dealing with in-home emergencies, like fall detection. In this field, solutions that
make use of wearable and mobile sensors are the more established and studied [114,
115, 116]. Data are mostly gathered from accelerometer and gyroscope sensors
in the form of time series. Simple actions such as walking, jogging, and running
can be represented in the form of periodic time-series patterns. Important issues
in these kinds of solution are the number of the devices to be deployed and their
position on the user’s body. In [117], authors perform a study on how the position
of the used device (embedding a triaxial accelerometer and a light sensor) influences
the performance. They demonstrate that some positions are better for particular
activities but confirm that there is not a generally valid position for all the possible
activities to be recognized. Furthermore, in [118] authors suggest that for some
activities more sensors improve the recognition. Also the use of ambient sensors has
been deeply analyzed in the literature (e.g. [119, 120, 121]) in order to recognize
more complex activities. In these solutions, a network of ambient sensors is usually
used to model resident activities in the environment, as a sequence of sensor events.
The main issue here is that the assumption of consistent predefined activities as
a sequence of events does not hold in reality. Due to several physical, cognitive,
cultural, and lifestyle differences, not all individuals perform the same set of tasks
in similar sequences [7].
Recently, Machine Learning techniques have found wide applications in building
human activity recognition systems based on data generated from sensors. Depend-
ing on the nature of the treated data, of the specific scenario considered and of the
admissible trade-off among efficiency, flexibility and performance, different Machine
Learning methods have been applied in this application area [122]. From a learn-
ing perspective, human activity recognition problems often involve computational
learning tasks characterized by a sequential nature. In this sense, the various es-
timations to be provided in relation to specific activities can be considered to be
discernible basing on specific patterns of activations/values from a typically het-
erogeneous set of possibly noisy sensor sources (with potentially both continuous
and discrete values), and based on the temporal order of such series. Focusing on
supervised learning models for human activity recognition applications, a first ex-
ample is represented by probabilistic-generative methods, including the family of
Na¨ıve Bayes classifiers and Hidden Markov Models (HMMs) [123] based classifiers,
which have been applied to problems of daily-life human activity recognition (see
e.g. [124, 125, 126]). However, the class of probabilistic-generative models often
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results to be severely limited in dealing with large amounts of low-level heteroge-
neous and noisy sensor data (see e.g. [127]). In this sense, discriminative methods
often provide interesting approaches in terms of computational effort and predictive
accuracy. For instance, the works in [128, 129] make use of feed-forward neural
networks for recognition of human activities from an accelerometer sensor placed on
the waist of the user. Other works in the area of human activity recognition adopt
Support Vector Machines (SVMs) [130]. For example, in [131] SVMs are used to
approach an activity recognition problem considering a user in a smart environment
with a variegate set of sensors. In [132, 133, 134] SVMs are used for problems of
activity recognition using input from triaxial accelerometer data. Some approaches,
instead, are based on the use of multiple classification systems within a hierarchical
activity recognition model (e.g. [135, 136]). However, all these aforementioned dis-
criminative approaches are based on learning models suitable for flat data domains,
and therefore they are often restricted in the processing of sequential/temporal in-
formation. Other approaches which are also limited in the processing of dynamical
information are based on decision tree models (e.g. [115, 117, 137]), instance based
learning (e.g. [138]) or linear discriminant analysis (e.g. [139]).
On the other hand, in the neurocomputing area, neural network models for se-
quential domains processing represent good candidates for applications in human
activity recognition problems, as they are characterized by the ability to effectively
learn input-output temporal relations from a potentially huge set of noisy and im-
precise heterogeneous streams of sensed data. In this context, delay neural networks
are popular classes of models [140], which represent temporal context using window-
ing/buffering techniques in conjunction with feed-forward neural architectures. In
this concern, the Input Delay Neural Network (IDNN) model [141, 142] represents
a paradigmatic approach, and it is therefore considered in this thesis for perfor-
mance comparison with the proposed activity recognition system. Several works in
literature report examples of applications of delay neural networks to problems in
the field of human activity recognition. For example, in [143, 144] delay networks
are used to classify daily-life activities from accelerometer data, whereas a similar
approach is used in [145] for human gesture recognition, and in [146] for recognition
of workers activities. In [147] a delay network based approach is used to recognize
human postures and activities from data collected by a smart-shoe device. More
recently, in [148], delay neural networks are used for daily activity monitoring us-
ing accelerometer and gyroscope data generated by a smartphone. An alternative
approach is represented by RNNs architectures [140, 149] with explicit recurrent
connections, which are capable of dealing with sequential/temporal data through
recursive processing based on the presence of feedback delay connections. A partic-
ular efficient approach to RNN training is represented by RC [150, 151] networks,
and in particular by ESNs [152, 153]. Recently, promising results have been reported
in applications of RC networks in the fields of AAL and human activity recognition.
In this concern, the RC approach has been introduced and successfully experimen-
tally assessed in tasks related to robot localization [154] and indoor user context
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localization in real-world environments from RSS data streams [155, 156]. A fur-
ther application of RC models for real-time user localization in indoor environments
is presented in [157], in which by adopting a hybrid approach, RC networks have
been showed to provide significant benefits to the accuracy of RSS-based localiza-
tion systems. Further applications of ESNs in the area of AAL are reported in [158],
in which ESNs are used to classify physical activities in equestrian sports from a
triaxial accelerometer, a gyroscope, and a magnetic sensor stripped to a horse rider
wrist, and in [159], in which standard ESNs are used to estimate people count from
multiple PIRs in indoor corridors at the Fraunhofer IAIS facilities.
2.2.3 Background: The EvAAL competition
AAL is a highly interdisciplinary field that involves many different areas of ICT. De-
spite the effort of research in AAL, the evaluation and comparison of AAL solutions
and platforms is far from being a reality [160]. Complexity of such solutions and the
heterogeneity of quantitative (i.e. performance) and qualitative (availability, user
acceptance or interoperability) metrics in the evaluation caused this failure. It is in
this framework that the EvAAL competition (standing for Evaluating AAL Systems
through Competitive Benchmarking) was born. EvAAL is an annual international
competition promoted by the AALOA association that addresses the challenge of
evaluation and comparison of AAL systems and platforms, with the final goal to
assess the autonomy, independent living and quality of life that AAL systems plat-
forms may grant to their end users. The EvAAL competition is composed of two
tracks:
• indoor localization and tracking for AAL, chosen because it is a key component
of many AAL services, that has also attained an increasing attention by the
research community motivated by the need for location-based services and
applications;
• activity recognition for AAL, it covers real-time monitoring of human activi-
ties representing a useful tool for many purposes and future applications such
as lifelog, healthcare or entertainment. The automatic and unobtrusive iden-
tification of user activities is one of the challenging goals of context-aware
computing.
The event is a live competition, meaning that the competing artifacts are evalu-
ated in a real home environment in almost-real settings. Competitors are requested
to install and run their systems during a set of benchmarks, within a time frame of
three hours.
Indoor localization track
The benchmarks defined in this track are built making no assumption on the tech-
nologies used in the competing artifacts. A reference localization system is present
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Figure 2.4: The EvAAL 2012 and 2013 paths.
Table 2.6: Scoring criteria for the localization competition
Criterion Quote Type
Accuracy 0.35 hard, automated
Availability 0.20 hard, automated
Installation complexity 0.10 hard, manual
User acceptance 0.20 soft, interview
Interoperability with AAL systems 0.15 soft, interview
and a set of evaluation tools and metrics are developed aimed at collecting in real-
time the localization data from the competing systems, and at evaluating the com-
peting systems output to produce the final scores.
During the benchmark phase, an actor wears the equipment the competitors
requires to carry (if any) and moves along a set of predefined paths (Figure 2.4).
While moving, the localization data produced by the competing system are collected
in real time by the data collection tool. The competing systems have also access
to the domotic equipment of the Living Lab, which includes configurable switches,
lights, movement sensors, as well as electronic kitchen appliances.
Scoring in EvAAL is based on different criteria, the final score is the sum of five
parts, illustrated in table 2.6.
Accuracy and availability are hard measures, that is numbers obtained from an
objective procedure, and are both relative to the real-time output of the competitor
system. Accuracy describes how well the location estimate approximates the real
position, while availability depends on how regularly the system generates real-time
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Table 2.7: The winning competing systems’ scores (with 10 being the highest
possible score for each metric).
Competitor Accuracy Availability Installation User Interoperability Final
complexity acceptance score
n-Core 5.96 9.88 10 7.6 6.5 7.14
RealTrac 4.14 9.87 10 7.42 8.68 7.21
position estimates at the required rate of two per second. Both measures only
depend on the samples sent by the competing system and can be measured in an
automated way.
Installation complexity is still a hard measure, but needs human intervention, as
it is based on the number of people who perform the system installation and the
length of time needed to complete the installation.
User acceptance and interoperability with AAL systems are soft measures: they
are both based on answers given to a predefined interview. While the interviews are
designed to allow as an objective an answer as possible, there is still some room for
expert judgment on the part of the interviewing pool.
The balance between the weights of these measures is given in Table 2.6. It
reflects the relative importance of various factors to be considered when evaluating
a localization system to be included in a generally complex AAL environment [22].
The six teams competing in EvAAL 2012 were n-core Polaris (University of
Salamanca), AIT (Austrian Institute of Technology), iLoc (Stuttgart University of
Applied Sciences and iHomeLab at Lucerne University of Applied Sciences), OwlPS
(University of FrancheComt), GEDES-UGR (University of Granada), and SNTUmi-
cro (Sevastopol National Technical University). While in EvAAL 2013, seven teams
competed: AALocation (BioRobotics Institute of Scuola Superiore Sant’Anna),
AmbiTrack (Fraunhofer Institute for Computer Graphics Research of Darmstadt),
IPNlas (Instituto Pedro Nunes - Associac¸a˜o para a Inovac¸a˜o e Desenvolvimento
em Cieˆncia e Tecnologia), LOCOSmotion (University of Duisburg-Essen), Magsys
(DFKI GmbH Kaiserslautern), RealTrac (RTL-Service & PetrSU), and SHMPS (In-
stitut FEMTO-ST, DISC Department, OMNI team). In 2012, the winning team was
n-Core Polaris, while in 2013, RealTrac won the competition. Table 2.7 shows the
winning competing systems’s scores.
The n-Core [161] indoor localization system is based on the fusion of two com-
plementary technologies: inertial integration and RFID trilateration. The inertial
solution uses an Inertial Measurement Unit (IMU) mounted on the foot of the per-
son. The IMU approach generates a very accurate estimate of the user’s trajectory
shape (limited by the drift in yaw), however, being a dead-reckoning method, it
requires an initialization in position and orientation to provide absolute positioning.
The IMU-based system is updated at 100 Hz and is always available. The RFID-
based localization system provides the absolute position using the RSS from several
long-range active tags installed in the building. Since the transmitted RF signals are
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subject to many propagation artifacts (e.g., reflections, absorption, etc.), the team
uses a probabilistic RSS-to-Range model and a Kalman filter. The output of both
IMU- and RFID-based methods are integrated into a fused position estimation. The
fusion is done with an adaptive fitting of both IMU and RFID trajectories.
The RealTrac [162] technology, instead, features diverse hardware and software
artifacts including, besides the local positioning system, the possibility of data trans-
fer and voice communication. The RealTrac system is based on the nanoLOC (IEEE
802.15.4a) radio standard. Radio access is provided by gateway units connected by
wired network to a system server. Repeater units are used to increase the radio
coverage area. Both gateway and repeater units serve as access points in the sys-
tem. Mobile hand-held units periodically enter into active state and initiate the
Time-of-Flight (ToF) ranging. Access points measure the RSS of the incoming ra-
dio signal. ToF and RSS data is processed by the server using a particle filter within
localization algorithms. The following information is taken into consideration: ToF,
RSS, structure of the building, line-of-sight or non-line-of-sight conditions of signal
propagation, air pressure value, and inertial measurement unit data. The team also
developed a dedicated InterNanoCom Protocol (INCP) to provide communication
between the radio devices and the server. Client software gets information from the
server through HTTP interaction using the developed Real Time Location Systems
Communication Protocol (RTLSCP).
Considering the score balance adopted by the EvAAL competition and the results
obtained by the competing teams, it makes sense to think about a system that is
built to maximize the EvAAL’s score shown in Table 2.6. Our basic idea is that
a software-only system has the potential of obtaining a high score, provided it is
written with attention to standards and is distributed as free software, because
such system would be able to easily obtain the maximum score in all criteria from
the second one on. In fact, real localization systems may have a problem with
availability because of their real-time nature and the difficulty of managing several
sources of continuous data and possibly complex computations while communicating
with the base system, usually in wireless mode. Examples are systems that use
data fusion based on particle filtering, which is particularly computing intensive,
or those reading data streams from cameras, which generate a lot of data. Also
wireless communication can cause problems, one specific case was LOCOSmotion,
which had a perfect availability score in 2012 yet, due to a problem with wireless
communications in an Android library, got a low score in 2013. All these issues are
nonexistent as far as a software-only system based on context data like the proposed
CEO is concerned: computation is very simple, to the point of being insignificant;
input data are reduced to a minimum, as only context events from user interaction
with the environment are considered; and communication need not be wireless, and
does not even require a network, as CEO can run side-by-side with the system that
consumes the real-time location estimates.
CEO does not require any installation, as it needs no hardware devices other
than those that are already present in the environment. On the other side, every
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localization system that is not purely software requires some sort of installation, and
the time required is the base for the installation complexity score.
The user acceptance score is based on how well the system integrates with the
furniture, how annoying is to wear it and how much maintenance it requires, but
nothing of this is relevant for CEO: the first two are not an issue for software, and
maintenance is not to be considered because CEO can run on the same hardware as
the system that consumes the real-time location estimates.
Finally, the interoperability with AAL systems score is based on criteria such as
standards conformance, availability of documentation and licensing of source code,
all of which are completely satisfied by the system presented in this thesis. This
aspect is further enhanced by the fact that CEO is built on top of the GiraffPlus
middleware, that is compliant with the universAAL platform.
The only remaining problem is the first and foremost scoring criterion: accuracy.
In Chapter 4 we will show that it is possible to exploit the little context informa-
tion given by the EvAAL environment to obtain a non-negligible accuracy score
comparable with the one obtained by other competing system. In addition, CEO
has coupled with each system in a straightforward way to demonstrate how a small
software-only addition can improve the performance of heterogeneous systems by
data fusion with low quality, binary-only context information.
Activity recognition track
The main objective of this track is to evaluate Activity Recognition System (ARS)s
that recognizes the following activities: lie, sit, stand, walk, bend, fall and cycle
(using a stationary bike). In this track there is no limitation to the number of
devices that can be used and competing solutions can be based on a variety of
sensors and technologies, including: accelerometers, gyroscopes, magnetometers,
pressure sensors, microphones, sensor networks, mobile phones, cameras, etc.. Other
technologies or combinations of them are also considered acceptable, provided they
are compatible with the constraints of the hosting Living Lab. Figure 2.5 shows the
Living Lab map.
During the benchmark phase, the ARSs are evaluated. An actor performs a
predefined physical activity trip across the smart home. Audio signals synchronize
the actor movements in each performance in order to get the same ground truth
for all the participants. The path followed by the actor and the activities are the
same for each performance, and they were not disclosed to competitors before the
application of the benchmarks. Similarly, the position of the stationary bike and
the place of the fall are not revealed either.
Similarly to the indoor localization track, an evaluation committee oversees ARSs
scoring according to the following five criteria (criterion’s weight in the 2012 and
2013 editions):
• Recognition accuracy (25%, 35%): How accurately the system recognizes the
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Figure 2.5: The map of the EvAAL Living Lab.
target activities. The F-measure is used as a harmonic mean of the recall and
precision values, averaged over the number of target activities.
• Recognition delay (20%, 20%): How much time elapses between the user be-
ginning an activity and the system recognizing it. The maximum allowed delay
is 20 seconds; after that, the system gets 0 points.
• Installation complexity (25%, 20%): How much effort is required to install the
AR system in the living lab. It is measured in minutes of work per person
required to complete the installation. The maximum allowed installation time
is 60 minutes; after that, the system gets 0 points.
• User acceptance (15%, 15%): How invasive is the system in the users daily
life. The committee evaluates this criterion using a questionnaire.
• Interoperability with AAL systems (15%, 10%): The evaluation committee
evaluates interoperability using the questionnaire and three metrics: use of
open source solutions, availability of libraries for development, and integration
with standard protocols.
The four teams competing in EvAAL 2012 were Chiba University (Japan),
CMU/Utah (US), Dublin City University (Ireland), and University of Sevilla (Spain).
While in EvAAL 2013, the four teams were the AReM system presented in this the-
sis, Chiba University (Japan), Jozˇef Stefan Institute (Slovenia), and University of
Sevilla (Spain). In 2012, the winning team was the University of Sevilla, while
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Table 2.8: The winning competing systems’ scores (with 10 being the highest
possible score for each metric).
Competitor Accuracy Delay Installation User Interoperability Final Final
complexity acceptance score 2012 score 2013
University of Sevilla 4.33 9 10 7.47 7.63 7.39 7.07
Jozˇef Stefan Institute 6.94 10 10 8.55 7.2 8.45 8.36
in 2013, Jozˇef Stefan Institute won the competition. Table 2.8 shows the winning
competing systems’s scores.
The AMEVA [163] algorithm presented by the University of Sevilla uses an ap-
proach based on the use of discrete variables which employ data from accelerometer
sensors. To this end, a discretization and classification technique is used to make
the recognition process at low energy cost, based on the χ2 distribution. The en-
tire process is executed on the smartphone, trying to take into account the system
energy consumption.
The Jozˇef Stefan Institute system [164] competed only in the 2013 edition, yet
achieved the highest ranking overall across both competition years. The system is
composed of two accelerometers sewn into clothing and placed on the user’s abdomen
and thigh. That placement was chosen as a trade-off between physical intrusiveness
and accuracy in the preliminary test. The accelerometers use Bluetooth to transmit
data to a laptop, where activity recognition is performed. The system’s software
architecture deals with activity recognition and fall detection separately. First, the
fall detection module checks whether a fall has occurred; if not, the AR module
outputs the activity.
As we can see, the most used approach in the Activity Recognition field is based
on accelerometer data. In this thesis, we propose a different approach that, besides
the use of an inertial system embedded in the smartphone for detecting a fall, tries to
exploit the presence of different devices deployed on the user and in the environment
communicating among them. This approach, although showing a lower accuracy,
extends the capabilities of the system exploiting different sources of information. In
particular, in recent years, a lot of new wearable devices have been introduced in the
market (e.g., fitness wristbands, smart shoes, smart textile, etc.) which communicate
with the smartphone by means of standard protocols, like bluetooth low energy. This
offers the possibility to measure the RSSI of the packets sent. In this regards, the
proposed AReM system is ready to take advantage of new devices deployed in the
environment both from an algorithmic (it uses the RSSI of messages sent among
ad-hoc devices, easily replaceable by off-the-shelf products) and infrastructure point
of view, being built on top of a pervasive middleware and not as a vertical solution.
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2.3 Long-term monitoring
A key parameter when developing an AAL monitoring system is the time of inter-
vention. Among the possible physical conditions to be monitored by an automatic
monitoring system in AAL scenarios, emergency situations and chronic diseases are
the most relevant. These two kinds of situations can be clearly distinguished on the
basis of different perspectives. Prompt detection and timely notice are fundamental
requirements of an emergency, which usually occurs in a short time. For this reason
we call the systems dealing with such events short-term monitoring systems.
In contrast, a disease is characterized by gradual long-term deviations from the
typical behavior or by critical trends in the user’s vital parameters. Active user
involvement (e.g. pressing buttons on wearable alarm devices) can be appropriate
while dealing with an emergency, but it is not acceptable for disease situations,
which are initially characterized by a lack of noticeable symptoms and then by the
absence of an emotional involvement that could activate decision-making. We call
this kind of systems long-term monitoring systems.
In order to detect a disease situation, we first need to create a behavioral profile of
the user. This can be done recognizing recurrent behavioral patterns from mobility
traces, ADLs, and Instrumental Activities of Daily Living (IADL) over the long
period. ADLs are daily activities carried out by individuals, such as eating, dressing,
sleeping, walking, bathing, etc. [165, 166], while IADL are the activities that people
do once they are up and dressed, they include: cooking, driving, using the telephone
or computer or tv, managing medication, etc. These activities act as a basis to
represent habits of healthy people. Health professionals can thus refer to the ability
or inability to perform ADLs as a measurement of the functional status of people
with disabilities.
Once we have a behavioral profile, we can detect anomalies in order to be
aware of possible behavioral deviations that can lead to emergency situations re-
lated to emerging diseases. We call this phase situation-awareness. Figure 2.6
graphically represents the situation-awareness process related to anomaly detection.
Many anomaly detection techniques have been proposed in the literature, such as
clustering-based methods, statistical methods, and information theoretic methods,
among others [167]. In the context of AAL systems, anomaly detection has been
used for detecting anomalies in daily activities or medication compliance, by using
rule-based techniques, similarity-based techniques, and temporal relation discovery
techniques [168, 169, 170, 171]. Anomaly detection also has been used for detecting
wandering patterns or hazardous situations using heuristic methods based on using
spatiotemporal information [172], classification [173], and goal analysis [174].
As we have seen in previous Sections, in the AAL scenario, data sources can be
different parametric sensors (e.g., location, movement, interaction, vital data, etc.),
which feed a multi-level and hierarchic processing [175]. There are many possible pa-
rameters, derived from sensors that can be intrusive and whose management costly.
Moreover, their tracking is often related to specific situations to detect. In practice,
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monitoring elderly behavior in real-time requires choosing a trade-off between what
to monitor and how to notice it. Actually, much work still has to be done before
such systems can be used on a regular basis. One of the most important lessons
learned from these efforts is that the parametric aggregation must use a limited
amount of states, be highly flexible and able to handle uncertainty [176, 7, 177].
When dealing with uncertainty, the logic of automatic detection is intrinsically
different between emergency and disease. An emergency event can either be true
or false. As a boolean event, the single emergency has no doubt in the human
experience. Uncertainty arises in an automatic system from the question whether
or not the system perception correctly classified the event. The system assessment
can be based on the frequency that an event is actually true or false over a high
number of cases. Instead, in a disease situation, uncertainty is an aspect of human
experience, characterized by a “gray zone” where the situation can be classified as
both true and false. The system assessment can be based on the similarity degree
of an event to the two classes, based on the proximities of an observation to the
different truths. The final point is that emergency modeling involves conventional
single-valued classification, whereas disease modeling involves multi-valued classifi-
cation. Another relevant difference between emergency event and disease situation
is related to the standardization versus personalization of the logic. When detect-
ing emergency events, it is relatively easy to reuse logic for many individuals. In
contrast, there are significant differences between individuals when detecting disease
situations.
2.3.1 Background: Cognitivist vs emergent approach
Many efforts in the AAL field aimed at supporting system-oriented analyses based
on mathematical and logical models. Typically, this approach deploys an arsenal of
techniques, including machine learning and probabilistic modeling, in the attempt to
deal with the inherently complex, user-dependent, time-varying and incomplete na-
ture of human-driven sensory data and behavioral logic. Another important problem
of this approach is that domain modeling raises proprietary and privacy concerns,
due to the direct access and processing of personal data sources and to the modeling
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of personal behavior. We call this approach cognitivist, because the domain model is
a formalized description synthesized by a cognitive task of a human designer [178].
The representation of a functional or logical structure is then predicated on the
descriptions of the designer.
In this thesis, we adopt a new modeling perspective, which can be achieved
by considering a different design approach: emergent [178]. With an emergent
approach, the focus is on the low level processing: sensory data are augmented
with structure and behavior, locally encapsulated by autonomous subsystems, which
allow an aggregated perception in the environment. Emergent paradigms are based
on the principle of the self-organization of the data, which means that a functional
structure appears and stays spontaneous at runtime when local dynamism occurs.
Emergent approaches represent the application of biologically-inspired patterns to
software design. The purpose is to overcome explicit top-down domain-dependent
representations of data, which are more efficient to be computed but more inefficient
to be managed in the entire lifecycle. By using an emergent paradigm, the collective
properties or interactions between sensory data can be described with a domain-
independent spatiotemporal logic.
The fact that simple individual behaviors can lead to a complex emergent be-
havior has been known for decades. It has been noted that this type of emergent
aggregated behavior is a desirable property in pervasive computing [179, 180]. For
instance, in [181] stigmergy has been used for tracing the intelligent navigation of
people in ubiquitous computing environments. Here the idea of digital pheromone
trails is adopted with the purpose of finding the optimal route from the history of
peoples behavior. Although the problem considered is different with respect to our
scenario, the paper is an example of implementation of the emergent paradigm with
stigmergy: to find the answer to a problem in people’s emergent behavior, rather
than in the environment via a cognitivist strategy.
With the maturity of sensing and pervasive computing techniques, extensive re-
search is being carried out in using different sensing techniques for understanding
human behavior [182]. Behavior modeling can be realized through different ap-
proaches. Probabilistic models are the most commons. Discriminative approaches,
as well as approaches based on behavior pattern clustering and variability, are also
used. The main distinction among these techniques is the modality of inferring the
context and identifying an emergency or significant situation in the user’s behavior:
sensor data-driven and knowledge-based methods [183]. The former approach faces
the problem of the recognition of human activities and the detection of anomalies
during their performance by using the information provided by sensors in order to
build, infer, or calibrate a behavior model [184]. Machine-learning techniques have
been extensively used with this purpose, and, more specifically, probabilistic mod-
els [101, 185], data mining [186, 187], and inductive learning [117, 188]. The latter
are systems equipped with semantic tools, in which well-defined meaning is given to
context information so that it enables computers and people to work in cooperation.
Semantic tools for the recognition of human behavior are represented by ontologies
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models enabling reasoning, information sharing, and knowledge representation [189].
In both data-driven and knowledge-based approaches for monitoring the elderly
behavior, an important role is played by the information gathered from the position
of the user in the home over a long period of time. Several research works have been
conducted in indoor localization in order to offer solutions in elderly care facilities.
These solutions are based on dedicated positioning sensors, like PIR and magnetic
sensors [190], fall sensors [191], wireless sensor networks and RFID sensors [192],
and off-the-shelf conventional home automation sensors [193].
All the cited techniques use the earlier defined cognitivist approach, as they apply
a domain model to the data that are strictly related to the type of sensors used or to
the a-priori semantic knowledge applied. In the literature, effort has been spent in
order to create unsupervised algorithms for the analysis of human behavior in homes
equipped with sensor networks, but in any case bound to a specific domain model.
Models based on Latent Dirichlet Allocation (LDA), which can detect patterns in
sensor data in an unsupervised manner, have been proposed in [194]. Another
interesting system has been presented in [195], where a human behavioral model
is constructed according to observed distribution laws of presence activations in
specific rooms. The model is able to detect behavioral deviations in comparison to
the resident own habits using the Chebyshev inequality, which makes no assumption
about the shape of the data distributions but it uses the knowledge of the rooms
and the sensors’ placement as an a priori information. A hybrid cognitivist/emergent
approach has been proposed in [196], where a data mining algorithm is applied to a
set of rules (associations between events e.g., ”kitchen sink cold water on”, ”kitchen
sink cold water off”, ”dishwasher open”, ”dishwasher closed”, and ”dishwasher on”)
in order to discover emergent inter-transaction associations rules. Also in this case,
however, the proposed technique starts from an a-priori knowledge of the events.

Chapter 3
The GiraffPlus middleware
infrastructure
In SEs a key role is played by applications able to adapt their behavior to the current
context without explicit request. The context information may be retrieved in a
variety of ways, such as applying sensors, retrieving network information and device
status (hard data), or using user profiles (soft data). In a typical smart environment
scenario, a context-aware system faces several challenging issues. Firstly, the system
employs multiple networked sensor nodes. Coordination and management of such
a large number of sensors are non-trivial tasks since these sensory devices may
be resource-constrained hardware entities that may suffer frequent failures, due to
energy depletion, or processing power and memory size limitation. Secondly, the
sensors continuously keep collecting huge amounts of raw data about the actions and
physical conditions of the user. For this reason, managing huge sets of raw data,
storing and processing them, are also non-trivial tasks. Moreover, the raw data
need to be processed and reasoned properly in order to capture meaningful context
information about the user. All these issues represent a good motivating scenario
to appreciate the benefits of an effective middleware for pervasive computing.
The development of an effective middleware is the first task of this Thesis. Our
aim is to develop a system that, starting from the requirements of a typical use case
like the AAL scenario introduced previously, provides to the involved components
of the overall system a sort of “gluing” layer that makes easier the integration and
deployment of services and applications. Figure 3.1 shows the components entangled
in a context-aware system. Modules for all the levels (low, intermediate, and high)
of the sensor fusion process can interact with the middleware to fetch raw data from
the sensors and send decision to actuators. All the application and services that are
involved in the interaction between users and devices (Human Computer Interaction
modules) should be able to collect the elaborated data from the middleware, to
present it as meaningful information to the user and send commands and update
the configuration of sensors and actuators based on the user’s preferences. In the
long-term monitoring of the context and activities of the assisted user, a key role is
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Figure 3.1: The middleware as a “glue”.
played by historical data logging mechanisms that should be able to listen to data
that flow through the middleware to store them to databases locally or remotely
deployed. Furthermore, the middleware must deal with the heterogeneity of the
connectivity protocols used by the different sensors and devices in order to offer the
before mentioned hiding and abstraction functionalities to the applications.
Exploiting the experience acquired in the universAAL project (described in Sec-
tion 2.1.2), we address the above mentioned requirements with the middleware in-
frastructure developed for the EU FP7 GiraffPlus framework. For this reason, we
first describe the GiraffPlus reference scenario (Section 3.1), then we show the archi-
tectural details of the GiraffPlus middleware (Section 3.2), inspired by the concrete
architecture of the universAAL middleware. The described infrastructure has been
extensively tested and evaluated in its performance and the results are shown in
Section 3.3. Thanks to its features, the GiraffPlus middleware is also used in the
EU FP7 DOREMI 19 project [34] and in the framework of the “Renewable Energy
and ICT for Sustainability Energy” 20 project from the Italian DIITET Department
of CNR [32].
The results presented in this Chapter have been published in [24, 25, 26, 27, 28,
29, 30, 31, 32, 33, 34, 35].
19 http://www.doremi-fp7.eu/
20 http://energia.isti.cnr.it/
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3.1 The GiraffPlus reference scenario
This section describes the overall architecture of the GiraffPlus system. Figure 3.2
shows the general component diagram of the GiraffPlus system. In particular,
three main components have been identified: (a) Physical Environment and Soft-
ware Infrastructure; (b) Data Visualization, Personalization and Interaction Ser-
vice; (c) Middleware Infrastructure.
Software Infrastructure 
Infrastructure 
PersonalizedData 
ProactiveData 
Sensor Network 
Giraff Robot 
Data Visualization, 
Personalization and Interaction 
Service 
Interaction Service 
Personalization 
Service 
Proactive Service 
Middleware 
Pilot 
Physical Environment 
Middleware Infrastructure 
Service Discovery and 
Communication Service 
Storage Service Intelligent Monitoring 
and Adaptation Service 
Figure 3.2: The GiraffPlus system architecture
The Physical Environment and Software Infrastructure component rep-
resents the basic level of functionalities of the GiraffPlus system. All the data ser-
vices are grounded on functionalities of this part of the system. This module is also
in charge of providing the common and interoperable communication service. In
particular, the:
• Software Infrastructure component includes information management soft-
ware, storage management software, IT operations management and security
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software, and other infrastructure software. This component provides data
integration for achieving the consistent access and delivery of data across the
spectrum of data subject areas and data structure types in the system to meet
the data consumption requirements of all application and business process of
the GiraffPlus services.
• Physical Environment component includes the Sensor Network and the Giraff
Robot. The role of the Sensors Network is to gather the data generated by
the sensors (deployed in the elderly home) as well as to provide the rest of
the system with the (possibly pre-processed) collected data. The Giraff Robot
component implements the GiraffPlus tele-presence functionalities, also pro-
viding a Pilot service to remotely control the robot.
The Data Visualization, Personalization and Interaction Service
(DVPIS) component is the part of the system responsible for creating user-oriented
service. A broad way to summarize the module is to provide different end-users with
suitable interaction modalities for the available services [27]. The module is subdi-
vided into a Front-End part, the Interaction Service, and a Back-end part based on
two basic services, the Personalization and the Proactive services:
• Interaction Service: the basic front-end of GiraffPlus to all the human users’
contacts. It will provide visualization services adapted to the different in-
teraction created within the system. Depending on the classes of end-users,
personalized services and specific dialog boxed are offered which take into ac-
count his/her specific needs/roles.
• Personalization Service: it acts as a back-end of the Interaction service and
is in charge of collecting and keeping up-to-date all the data needed to gener-
ate personalized interactions. It basically creates and dynamically maintains
profiles for all the end users involved in GiraffPlus and also provides some
reasoning services specifically tailored for the persons involved (e.g., the re-
minding setting and associated dialogs).
• Proactive Services : they are responsible for collecting specific functionalities to
prepare content to be sent from the technological modules to users. Examples
of GiraffPlus proactive services can be, for example, the Reminder and the
Warning Report Builder.
Finally, the interconnections among components are also relevant. In this re-
gard, a crucial role is played by the Middleware Infrastructure component as
it provides the central connection point that is shared by all the components ac-
cording to the needed information exchanges. It provides to the DVPIS and to any
other advanced service to be integrated in the GiraffPlus system a common way to
interact with the key functionalities of the system. In particular:
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• Service Discovery and Communication Service: it provides the primary func-
tions to establish and maintain connections between nodes of the GiraffPlus
ecosystem. It enables different services on different nodes to share, modify,
and manipulate data.
• Storage Service: it acts as a proxy for accessing the storage management
functionalities deployed remotely. Thanks to this service a generic service built
upon the middleware can access historical data and configurations stored on
the database without caring about connectivity and how to access it.
• Intelligent Monitoring and Adaptation Service: it acts as a proxy for accessing
the context/activity recognition and configurations functionalities deployed on
a dedicated server. As for the Storage Service this component is necessary to
avoid that other high level components must be aware of connectivity and
access settings.
The entire data and work flow in the GiraffPlus system uses the Middleware
Infrastructure to realize a distributed assistive system. For instance, the Sensor
Network provides the Data Storage with the data collected through the sensors and
that need to be placed in the database; the Context Inference System retrieves the
sensors data from the Data Storage and exploits them in order to reason on the
person/ambient status; the Configuration Planning System selects the set of sensors
needed to implement a requested monitoring activity; the Personalization Service
dynamically provides user profiles that are stored in the database. All these actions
are done interacting with the Middleware Infrastructure that enables independently
designed applications, software components or services to work together, supporting
data consistency, composite application and multi-step process styles of integra-
tion by connecting various, heterogeneous devices and services to a single, unified
network.
3.1.1 Hardware Components
In the following section we briefly describe the most important components used in
the system. We first consider the sensors that are used for monitoring physiological
parameters, then the sensors for monitoring activities and behaviors and finally
the sensors used to alert of emergency situations. The sensors have been selected
according to the results of a user requirement study involving both primary and
secondary users that have identified the activities and data that are important to
monitor. The Giraff robot is also presented.
Monitoring of physiological parameters
The GiraffPlus system includes sensors for blood pressure monitoring, glucose level
measurements, temperature measurements, weight, and oxygen saturation that are
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provided by Intellicare 21. These devices use Blootooth as transport layer:
• The blood pressure monitor has a cuff that should be placed around the upper
arm. The measurement is performed automatically, and the system provides
automatic averaging of three measurements within two minutes and detects
pulse irregularities during the measurements.
• The glucose meter is recommended to be used before and after a meal by
patients with diabetes, to control the glucose level and adjust the insulin in-
jection. The system uses a small sample volume of blood (a drop), and the
blood sample is performed by use of a so called safe strip injection, which
avoids hand contact with the test strip. The test is received within 5 s.
• The thermometer measures the temperature in the ear and deliverables a result
in 1 s.
• By the weight scale, changes in weight can be monitored. This is an important
warning in patients with heart failure as a sign of increased body water and
load for the heart.
• The pulse oximeter available is called NONIN OnyxII. The device is certified
compliant to the ContinuaTM Version One Design Guidelines. It connects via
Bluetooth 2.0 Wireless Technology and can connect to communication devices
(cell phones, PDAs, PCs, etc.). It is designed to meet the requirements of the
emerging open standards such as the Bluetooth Health Device Profile (HDP),
IEEE11073 and Continua, and it is equipped with memory for storing up to
20 measurements and algorithms for selecting measurements.
Behavior and activity monitoring
The sensors used for behavioral and activity monitoring are provided by Tunstall22.
FAST Passive Infrared motion detectors (PIR), Electrical Usage Sensor, Body Fluid
Sensors, and an universal sensor that can be configured according to different needs
(Door Usage, Bed/Chair Occupancy) have been used in this work:
• Typically several FAST Passive Infrared motion detectors (PIR) are placed in
the bedroom, the bathroom and other rooms according to needs. From these
sensors, information about the time spent in different rooms can be monitored.
• The Electrical Usage Sensor is plugged in between an electrical appliance, such
as a water boiler, and provides information about how often the appliance is
used.
21 http://www.isasensing.com/
22 http://www.tunstall.co.uk/
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• Door usage can be monitored by the Tunstall Universal sensor 23. Both the
case where the door normally is open and normally closed can be monitored;
also internal doors, as a bedroom door, or the door of a refrigerator can be
monitored.
• Using the Bed/Chair Occupancy Sensor, the presence of a person can be de-
termined. The sensor is a pressure sensitive mat and detects pressure/no
pressure and requires a Universal sensor. In combination with a PIR, it can
report more complex activity behavior (bed sensor turns off, bath room PIR
turns on, etc.).
• The Body Fluid Sensors (Enuresis Sensors) should be placed between the
mattress and sheet, and provide a warning on detection of moisture.
Emergency situation detection
A number of emergency situation detection sensors have been used, in particular:
Telecare Flood detector, Wireless Carbon Monoxide Detector, Wireless Smoke de-
tector, and Wireless Heat Detector provided by Tunstall:
• The Telecare Flood detector provides an early warning of flood situations, such
as taps being left on. It should be placed on a flat surface close to a bath,
wash basin, toilet or sink.
• The wireless Carbon Monoxide Detector provides warnings in case of danger-
ous CO levels.
• The natural gas detector provides an early warning of dangerous levels of gas.
It can be linked to the Gas Shut Off Valve to automatically cut the gas supply
off, if a leak is detected.
• The wireless Smoke detector alarms if smoke is detected and also provides
auto low battery reporting.
• The wireless Heat Detector provides additional protection against the risk of
fires in rooms where smoke detectors are unsuitable e.g. kitchen. The detector
raises an alarm when the temperature reaches between 54 ◦C and 62 ◦C.
• The Temperature extremes sensor monitors for low and high temperature ex-
tremes in addition to the rate of rise in temperature. The sensor helps to
minimize the risks associated with changes in temperature.
• Two types of fall sensors are used, either worn around the wrist or waist. The
sensors raise an alarm in case of a fall. If normal activity is detected after the
fall, the alarm can be canceled.
23 http://www.tunstall.co.uk/Uploads/Documents/Universal%20sensor%20datasheet.pdf
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These sensors, like the ones used for the behavior and activity monitoring, op-
erate on the European social alarm frequency 869 MHz.
3.1.2 The Giraff robotic platform
The Giraff platform has three main architectural components (Figure 3.3):
”Sentry” (management system) 
Internet 
Figure 3.3: The Giraff platform
• The “Giraff” is a remotely controlled mobile, human-height physical avatar in-
tegrated with a videoconferencing system (including a camera, display, speaker
and microphone). It is powered by motors that can propel and turn the device
in any direction, even backwards. The Giraff is placed in a home or care facil-
ity and allows a caregiver (formal or informal) to virtually visit the residents
there, move about and freely interact with them (talk and listen, see and be
seen) just as if that caregiver were physically present.
• The Giraff is accessed and controlled over a standard Internet connection via
the “Pilot” computer/laptop client. From a remote location a person with no
prior computer training can “visit” a home and intuitively navigate the Giraff
down hallways, through doorways and around tables and chairs. Visitors can
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also look around via a pan/tilt/zoom camera, and be seen and heard in real
time via a life-size portrait image from their webcam.
• Care organizations manage Giraffs and users via “Sentry”, a user manage-
ment policy and supporting administration database that ensures only care-
givers authorized by the resident can connect to the home, and only under the
circumstances (day, time, etc.) dictated by the resident. Some trusted care-
givers may be allowed in certain situations to connect without the call being
answered by the resident.
3.2 The middleware
GiraffPlus is a set of software modules that helps to build the so-called “assistive
systems” by connecting various, heterogeneous technical devices into a single, unified
network. In GiraffPlus, a single device that is connected to the system is referred to
as being a “node”. There are two ways to integrate a device into GiraffPlus system,
assuming that the device in question is networked (can send and receive data using
a network protocol, either wired or wireless). The first way is to install a specific
piece of the GiraffPlus platform on the device, the so-called “Middleware” (as in the
case of the Giraff Robot). The Middleware software contains the communication
infrastructure of the GiraffPlus platform and all devices that run the Middleware
can actively participate in the communication of the system. The second way of
connecting devices to the GiraffPlus system does not require a given device to run
the GiraffPlus Middleware. The device in question is rather connected to a node
that runs the Middleware, and this node is used as an intermediary by the system
in order to control the additional device. For many devices, such as low-power
wireless sensors, this is the only possible way of connecting them to the system,
simply because they cannot run any additional software beyond their firmware. And
although these slave-devices cannot actively participate in the communication with
the rest of the system (as they are just queried for data), their advantage over regular
nodes is that they can simply be “plug-and-played” into a running system [28].
The GiraffPlus middleware is inspired by the concrete architecture of the univer-
sAAL middleware and one of its major tenets is to separate the reference architecture
used to lay out the smart-home environment from the concrete architecture and im-
plementation used to realize the intelligent services. This abstraction allows the
design of different platforms, for example the ones based on different paradigms and
technology but still sharing common building blocks. In this way, common building
blocks enable the creation of an ecosystem by ensuring interoperability at the level of
interface or functional services. One of the main goals of the GiraffPlus middleware
is to be compatible at the level of reference architecture with universAAL-based sys-
tems. It means that with some simple adapter, the components used in GiraffPlus
will be able to run in a universAAL-based system.
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Besides the Middleware, the GiraffPlus platform is made up of various other
software parts which we will refer to as “higher level components”. The Middleware
is the basis for all these higher level components. Components rely upon it, as the
Middleware is capable of hiding the distribution and heterogeneity of the diverse
devices that make up the system. From an application programmer’s perspective,
this means that he does not need to worry about the fact that some of the applica-
tions (and higher level platform components) involved in the work flow may actually
be running on other devices. The application simply forwards all of its messages
and requests to the Middleware component, which makes sure that each message
reaches its recipient. The Middleware does of course not hinder any application from
accessing a device’s operating system API. It simply eliminate the need of resolving
dependencies.
Hiding the distribution and heterogeneity of the devices is actually just a part of
the Middleware job. The Middleware Infrastructure is composed by different mod-
ules and connectors offering APIs to access the main functionalities of the GiraffPlus
system. Its architecture presents two main layers implemented as a set of OSGi bun-
dle: a Connector Layer and a Module Layer. The architecture of the Middleware
Infrastructure is reported in Figure 3.4.
Middleware Infrastructure 
Module Layer 
Connector Layer 
<< component >> 
Service Discovery and 
Communication Module 
<< component >> 
Storage Module 
<< component >> 
Intelligent Monitoring  
and Adaptation Module 
<< component >> 
Communication Connector 
<< component >> 
RESTful Connector 
Figure 3.4: An in-depth view of the middleware component
The Connector Layer provides a pluggable mechanism in order to enable com-
munication capabilities among nodes and the possibility to access remote resources
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via RESTful interfaces. The Connector Layer is a set of artifacts that make use of
third party libraries. Some notable examples are Message Queue Telemetry Trans-
port (MQTT) 24 for the Communication Connector and Jersey 25 for the RESTful
Connector.
The Module Layer is designed in order to detach the connectors from the rest of
the architecture by providing a connector-independent set of APIs. The GiraffPlus
Middleware implements a specific module for the service discovery and communica-
tion, intelligent monitoring and adaptation, and storage capabilities:
• The Service Discovery and Communication Module is responsible for
ensuring that communication can take place across all the networked nodes.
To do this, nodes must firstly be discovered and enabled to exchange messages.
The communication building block defines how data is transported from the
sender to the receivers. For the data exchange between the communicating par-
ties, different communication modes (publish/subscribe and REST methods
invocation) may be supported. Additionally, possible roles that are involved
in the communication (e.g., publisher and subscriber) are specified.
• The Storage Module is responsible for providing a general database service
for all the data generated by parts of the system and providing data access
functionalities. Specifically, the role of this component is to manage a database
containing all the data collected through the Middleware service and generated
by other system’s components (for instance, the Sensors Network). Addition-
ally, it enables other components to access the information and reason over
it (also considering historical evolution). This module guarantees permanent
data to be gathered as well as offers the general possibility to use the future
long-term experimentation as a benchmark gathering.
• The Intelligent Monitoring and Adaptation Module is the component
responsible for context/activity recognition and configuration planning. This
part of the system encompasses two general reasoning systems namely:
– The Context Inference System, which is in charge of implementing
the requested monitoring activities by means of context/activity recogni-
tion and relies on a timeline-based representation of the data generated
by the sensors.
– The Configuration Planning System, which is responsible for pro-
viding suitable configuration settings for the Sensors Network according
to the requested monitoring activities.
The details about the middleware interfaces and the functionalities of each mod-
ule are illustrated in the following sections.
24 http://mqtt.org/
25 http://jersey.java.net/
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3.2.1 Service Discovery and Communication
Within the proposed AAL ecosystem, an AAL space is intended to be the physical
environment (such as the home of an assisted person) in which independent living
services are provided to people that need any sort of assistance. In such a virtual
ecosystem, hardware as well as software components can “live” while being able to
share their capabilities. In this space, the proposed platform facilitates the sharing
of three types of capabilities: Service (description and discovery of components),
Context (data based on shared models), and Control (state of the component of
the system). Therefore, connecting components to the platform is equivalent to
using the brokerage mechanism of the middleware in these areas for interacting
with each other. Such connectors together with the application logic behind the
connected component are called altogether AAL Services [24]. As at its core, an
assistive system is nothing else but a local private network of technical devices.
When additional nodes try to (re-) join the system, the discovery mechanisms of the
Middleware automatically recognize and integrate all qualified nodes within reach.
The GiraffPlus Middleware has different mediators to discover nodes and reach them,
and each of them is responsible for the delivery of a certain message category: the
buses. On these buses, a listen-announce protocol has been implemented to let nodes
being discovered. A publish-subscribe pattern is used to send and receive messages.
The Buses
The service discovery and communication functionalities are realized by intelligent
buses, namely the Context, Service, and Control buses. All communications be-
tween services can happen in a round-about way via one of them, even if physically,
the services are located on the same hardware node. Each of the buses handles a
specific type of message/request and is realized by different kinds of topics. Topics
are realized exploiting the communication connector interface based on the MQTT
protocol. MQTT is a machine-to-machine (M2M) connectivity protocol designed as
an extremely lightweight publish/subscribe messaging transport [197].
A GiraffPlus node can discover and be discovered by other nodes publishing and
subscribing to topics belonging to the service bus. A generic service bus URI scheme
(topic) has the following format:
<<location>>/serviceBus/<<serviceURI>>
where location identifies the house of the assisted person, serviceBus is the keyword
that identifies the topic as a service bus topic and serviceURI is the unique identifier
of the service with its path (i.e. sensor/pressure/kitchen/chair/sensor-01).
A service can publish and retrieve context information using the context bus.
Context bus topics have the same format of service bus topics except for the keyword
used to identify topics:
<<location>>/contextBus/<<serviceURI>>
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The system provides a dedicated set of topics to publish and retrieve the “health
status” of a service or system information (i.e. heartbeat monitor or permissions
attached to a service). These topics are grouped under the control bus root:
<<location>>/controlBus/<<serviceURI>>
Figure 3.5 shows a typical usage scenario of the buses. The Giraff robot an-
nounces its presence on the service bus, collects and publishes data (i.e. positions)
to the context bus and retrieve the status of the system from the control bus. The
sensor network only publish environmental data (i.e. temperature, pressure, pres-
ence). The Data Visualization, Personalization and Interaction Service (DVPIS)
discovers the services in the house and retrieves real time sensory data (i.e. it dis-
plays to the user which sensors are installed in a particular room and its current
readings). The server infrastructure listens to all sensors readings (i.e. to store
the data in the database) and publishes information about the status of the server
components (i.e. connectivity issues).
Service Bus 
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Control Bus 
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Middleware 
Server 
Infrastructure 
Middleware 
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Middleware 
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Middleware 
Figure 3.5: Interaction between components and buses
The Listen-Announce Protocol
The middleware is in charge of presenting the available sensors and services in the
system implementing a listen-announce mechanism on the service bus. The resources
are presented with a message on the relative topic in the service bus. The message
is a JSON-formatted26 descriptor document called ServiceDescriptor :
{ "id":"56a2fc89",
"category":"sensor",
"messageFormat" :[{"unit":"degC",
"name":"temp"}],
"type":"Temperature Sensor",
"recipient":[],
"contextBusTopic":"sensor/56a2fc89",
26 http://www.json.org/
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"serviceBusTopic":"sensor/56a2fc89",
"URI":"sensor/56a2fc89",
"room":"kitchen" }
containing the id associated with the service, the category of the service (a sensor
in the example), the message format field indicating the unit or the format of the
value to be published, a type (i.e. a reminder service or a temperature sensor), a
recipient list field (an empty set means everybody), the topics where the information
and messages will be published, a URI for the RESTful interface, and the room where
the sensor is installed (null for pervasive services).
Once a resource has been announced on the service bus a generic service can
search for it, filtering on the descriptor fields (i.e. on the category or the room
and so on), and use it. The sample sequence diagram in Figure 3.6 shows the in-
teraction between services in the discovery phase. A generic service announces its
presence using the Service Discovery and Communication module API. The module
publishes a message on the service bus that contains the ServiceDescriptor of the
service, serialized as a JSON document. These messages are retained, exploiting the
functionality of the MQTT protocol that records the latest value of a topic. New
subscribers to retained topics immediately receive the most recent value. All the
Service Bus topics are retained, so when the GiraffPlus middleware starts it can
forward the ServiceDescriptor to services that add their listener after an announce
is made by a service running on another middleware instance. When a service wants
to use another service that meets a set of properties, it defines a ServiceDescriptor
filter and it queries the middleware providing a listener. If a service that satisfies
the requests is already present or became available, the Service Discovery and Com-
munication module invokes the listener’s callback, passing the relative descriptor as
argument. Now the listener can begin to subscribe to the right topics (listed in the
descriptors). A service listener has different callbacks to be notified when a service
is found, changed or removed.
The Publish-Subscribe Pattern
The aim of the middleware is to provide a publish-subscribe mechanism for accessing
the context information about the physical environment, physiological data and
system information. The principle of the publish-subscribe communication model
is that components which are interested in consuming certain information register
their interest (subscribers). Components which want to produce certain information
do so by publishing their information (publishers). The middleware takes care of
dispatching information by means of buses. Any service interested in monitoring
these data can subscribe to the relative service, context, and control bus topics
using the middleware API.
There are three principal types of publish-subscribe systems: topic-based, type-
based and content-based [198]. With topic-based systems, the list of topics is usually
known in advance. In type-based systems, a subscriber states the type of data it
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Service1 
(announcer) 
Service2 
(listener) 
Service 
Bus 
Service3 
(announcer) 
announce(ServiceDescriptor s1) 
announce(ServiceDescriptor s3) 
addServiceListener(ServiceDescriptor filter, ServiceListener s2) 
serviceFound(ServiceDescriptor s1) 
remove(ServiceDescriptor s1) 
serviceRemoved(ServiceDescriptor s1) 
serviceFound(ServiceDescriptor s3) 
serviceChanged(ServiceDescriptor s3) 
announce(ServiceDescriptor s3) 
updated(Dictionary props) 
Figure 3.6: The announce-listen protocol model
is interested in. In the content-based systems, the subscriber describes the content
of messages it wants to receive. The GiraffPlus system tries to put together the
benefits from the different types using the information provided in the announce
phase of the services. When a listener receive a set of descriptors that matches with
the filter used, it can refine further its search and than subscribe only on the topics
listed in the descriptor of the desired services. A service can also subscribe only to
topics that belong to a particular type: service, context or control bus topics.
Once a service has been notified by the middleware that a requested resource
is available with its ServiceDescriptor, it can fetch from it the relative context bus
topic and can subscribe to it starting receiving messages. Each message that flows
on the context bus topics has a standard message format that reflects what declared
in the descriptor with the addition of the source id and a timestamp:
{ "id":"56a2fc89",
"timestamp":"2014.01.13.13.50.57+0100",
"values":{"temp":"18.5"}} }
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3.2.2 The Mobile Middleware and the ASIP programming
model
In the vision of smart cities, elderly people are supported by pervasive and smart
environments in their daily mobility and activities, with which they interact by
means of their personal devices (like smartphones). Such environments are composed
by a large number of objects that offer a variety of services which, in turn, are
requested, negotiated, and consumed by the personal devices of the users.
The GiraffPlus reference scenario offers the opportunity to create a more generic
smart environment where not only fixed nodes (like laptops and set top boxes) but
also mobile and resource-constrained devices are present. Micro-controllers such as
Arduino 27 are used widely by all kinds of makers worldwide. Popularity has been
driven by Arduino’s simplicity of use and the large number of sensors and libraries
available to extend the basic capabilities of these controllers.
In order to offer an AAL enabling infrastructure that can cope with diverse de-
vices with different hardware and computational capabilities, we developed a mobile
version of the middleware and a programming model for resource-constraint devices
like Arduino that exposes the sensors embedded on the board in a homogeneous way,
i.e. same data format and communication primitives. The mobile version of the mid-
dleware is called GP-m [31], while the GiraffPlus-compatible programming model is
called Arduino Service Interface Programming (ASIP) [35] and are described in the
following Sections.
GP-m Mobile Middleware Infrastructure
In order to collect and aggregate data from physiological sensors (Subsection 3.1.1)
and to give the primary user a personal device connected to the GiraffPlus network, a
mobile version of the middleware running on Android platforms has been developed.
The mobile middleware has been designed aiming at optimizing both its per-
formances and its modularity, and to reflect the OSGi-based reference architecture.
The GP-m middleware is made of two components running as services in the back-
ground and providing the required functionalities on demand. These two compo-
nents, shown in Figure 3.8, are the Middleware and the CommunicatorConnector.
On top of them, several services (Android applications) can be created to send or re-
ceive sensor data through the network by interacting with other devices. The scope
of the Middleware component is to provide to the upper level applications a com-
mon interface for discovering other sensors/services in the network, subscribing to
services in order to receive their updates as consumers, or publishing data as produc-
ers. The CommunicatorConnector component is used to decouple the business logic
contained at the middleware level (handling the control and context information)
from the actual mechanism used to exchange messages in the network. This module
27 http://www.arduino.cc/
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is in charge of dispatching and delivering the messages based on a given communi-
cation protocol. The communication protocol currently used is MQTT28, a TCP/IP
based lightweight telemetry protocol based on a publish/subscribe paradigm. This
protocol provides one-to-many message distribution, low latency communications,
very small transport overhead (down to 2 bytes only) and three types of QoS (at
most once, at least once, exactly once), fitting well on devices with limited processor
or memory resources [197].
Both the Middleware and the CommunicationConnector components are imple-
mented as bounded services, a particular type of service that exists only when serving
another application. The interprocess communications among the components are
performed using a well-specified interface defined with the Android Interface Def-
inition Language (AIDL). The AIDL interface definition has been used to handle
multithreading, that means potentially concurrent Android Interprocess Communi-
cations (IPCs) on the same service.
Figure 3.7 shows the diagram of the interfaces used to allow the communications
among the different modules. In the proposed system, the IMiddleware interface
offers a simple but complete set of functionalities to the upper level applications:
announce - it is used by a service for announcing itself during the start-up phase.
In this way any other component in the network is aware of it and can, if inter-
ested, subscribe to it. To be announced, a service has to provide a descriptor
that is a record containing its main features (ID, type, category, location, URI,
etc.);
remove - it is used when a service stops providing its functionalities or when the
device providing the service leaves the network. Remove takes as input the
descriptor of the service;
addServiceListener - it is the basis for the service discovery mechanism. When
a service looks for another service with precise properties, defined by means
of a filter, it registers an IMiddlewareCallback object to be notified when the
required service becomes available. The filter is created defining the required
matching fields of the target service descriptor (setting a field to null means
that any value is acceptable). The registered callback is called every time the
state of the monitored target service changes;
removeServiceListener - it is used to revoke the notifications about the status
of other services by the middleware;
publish - it is used by a producer to publish a message into the network. All the
consumers of the service receive the message.
28 http://mqtt.org/
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<<interface>>
ICommunicationConnector
+register(listener:ICommunicatorConnectorCallback): void
+publish(topic:String,payload:String,retained:boolean,
         resultListener:IMiddlewareResultCallback): void
+subscribe(topic:String,resultListener:IMiddlewareResultCallback): void
+unsubscribe(topic:String,resultListener:IMiddlewareResultCallback): void
+unregister(listener:ICommunicationConnectorCallback): void
<<interface>>
IMiddleware
+announce(descriptor:Bundle,resultListener:IMiddlewareResultCallback): void
+remove(descriptor:Bundle,resultListener:IMiddlewareResultCallback): void
+addServiceListener(filter:Bundle,listener:IMiddlewareCallback,
                    resultListener:IMiddlewareResultCallback): void
+removeServiceListener(listener:IMiddlewareCallback,
                       resultListener:IMiddlewareResultCallback): void
+publish(topic:String,payload:String,retained:boolean,
         resultListener:IMiddlewareResultCallback): void
+subscribe(topic:String,listener:IMiddlewareCallback,
           resultListener:IMiddlewareResultCallback): void
+unsubscribe(listener:IMiddlewareCallback,
             resultListener:IMiddlewareResultCallback): void
<<interface>>
IMiddlewareCallback
+serviceFound(descriptor:Bundle): void
+serviceRemoved(descriptor:Bundle): void
+serviceChanged(descriptor:Bundle): void
+messageReceived(topic:String,payload:String): void
<<interface>>
ICommunicationConnectorCallback
+messageReceived(topic:String,payload:String): void
android.app.Service
MiddlewareCommunicationConnector
Figure 3.7: Main interfaces class diagram.
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Android device
<<service>>
Service A
<<service>>
Middleware
<<service>>
Service B
IMiddlewareIMiddlewareCallback IMiddlewareCallback
ICommunicationConnectorCallbackICommunicationConnector
<<service>>
CommunicationConnector
Message Broker
MQTT Broker
<<protocol>> TCP/IP
Figure 3.8: The Android middleware architecture.
subscribe - it is used by a consumer to subscribe to producer services in which it
is interested. The provided IMiddlewareCallback object is notified every time
the target service publishes a message;
unsubscribe - it is used by a consumer to stop receiving messages from a subscribed
producer service;
The IMiddlewareCallback interface contains all the methods to notify an appli-
cation about the possible events that could be generated by a service:
serviceFound - it is triggered when a service appears in the network and an-
nounces itself. It is invoked by the middleware on all the interested subscribers.
serviceRemoved - it is triggered when a service leaves the network. It is invoked
by the middleware on all the interested subscribers.
serviceChanged - it is triggered when a service changes its descriptor after it
already announced itself. It is invoked by the middleware on all the interested
subscribers.
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messageReceived - it is triggered when a message is received from a producer to
which the consumer is subscribed. The topic is used to distinguish the service
that sent the message.
The CommunicationConnector interface contains the methods exposed by the
low level component to handle the transport protocol:
register - it is used to register the callback that notifies a message arrival;
publish - it is used to publish a message on a given topic;
subscribe - it is used by the consumer to be notified about messages sent by a
producer;
unsubscribe - it is used to stop being notified about messages of a given topic;
unregister - it is used to remove a previously set ICommunicatorConnectorCall-
back object.
Finally, the ICommunicatorConnectorCallback interface contains only one method,
messageReceived, used to notify the middleware layer about an incoming message
from the network. All the methods defined in the AIDL interfaces are asynchronous
(”oneway”). Therefore, when some kind of feedback is required to be sent back at
the end of the call, a resultListener is expected to be passed.
Both the Middleware and the CommunicationConnector services are loaded on
demand by invoking an intent identified by a predefined action string. Intents are
an Android technique to perform late runtime binding between different applica-
tions. This allows a running application to select at runtime an implementation
of a given service in a very flexible and modular way. Whenever an application
launch an intent with BIND TO MIDDLEWARE, Android takes care of providing to the
caller a reference to the Middleware service, starting it if is not running yet. Since
the user application might start to use the middleware functions before the com-
munication connector is ready, a queuing mechanism is used to buffer the requests
and dispatch them later when the underlying module is running. For the same
reason, the communication connector buffers the requests received until a connec-
tion is established with the remote server. In both the components, the buffering
is obtained by keeping an array of Runnable tasks, each of them containing the
operation to be performed. Once a module is ready, the queued tasks are executed
in the same order they have been accepted. Since both services are expected to be
long-running and given that Android kills lower priority processes in case it is low
on memory, these services are started with the START STICKY flag29. The Middle-
ware manages the service descriptors announced or removed from the network to
notify the clients about their presence when requested. Moreover, it handles the
subscription/unsubscription to the services (identified by a topic) by keeping track
29 This instructs the OS to restart them when the resources are again available.
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of all the clients who are interested in each service, in order to delivery the published
messages to the correct recipients. The GP-m middleware uses the same buses to
exchange messages becoming fully integrated with the GiraffPlus middleware. The
example in Figures 3.9 and 3.10 show the sequence diagram for the discovery of
the mobile device with its services and for client subscriptions and unsubscriptions
highlighting the Middleware behavior.
:ServiceA :ServiceB :Middleware :CommunicatorConnector
addServiceListener("ServiceB")
announce("ServiceB") publish("serviceBus","ServiceB")
messageReceived("serviceBus","ServiceB")serviceFound("ServiceB")
remove("ServiceB") publish("serviceBus","ServiceB")
messageReceived("serviceBus","ServiceB")serviceRemoved("ServiceB")
announce("ServiceB") publish("serviceBus","ServiceB")
messageReceived("serviceBus","ServiceB")serviceChanged("ServiceB")
Figure 3.9: The sequence diagram of the service discovery mechanism.
:ServiceA :ServiceB :Middleware :CommunicatorConnector
subscribe("TopicX")
subscribe("TopicX")
subscribe("TopicX")
subscribe("TopicY") subscribe("TopicY")
unsubscribe("TopicX")
unsubscribe("TopicX")
unsubscribe("TopicY")
unsubscribe("TopicX")
unsubscribe("TopicY")
publish("TopicY","Value1") publish("TopicY","Value1")
messageReceived("TopicY","Value1")messageReceived("TopicY","Value1")
Figure 3.10: The sequence diagram of the subscription mechanism.
Arduino Service Interface Programming
The last decade has witnessed a surge of software engineering solutions for “the Inter-
net of Things”, but in several cases these solutions require computational resources
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that are more advanced than simple, resource-limited micro-controllers. Surpris-
ingly, in spite of being the basic ingredients of complex hardware-software systems,
there does not seem to be a simple and flexible way to (1) extend the basic capa-
bilities of micro-controllers, and (2) to coordinate inter-connected micro-controllers.
Indeed, new capabilities are added on a per-application basis and interactions are
mainly limited to bespoke, point-to-point protocols that target the hardware I/O
rather than the services provided by this hardware.
In this Section we present the Arduino Service Interface Programming (ASIP)
model, a new model that addresses the issues above by (1) providing a “Service”
abstraction to easily add new capabilities to micro-controllers, and (2) providing
the GiraffPlus capabilities for networked boards using a range of strategies, includ-
ing socket connections, bridging devices, MQTT-based publish-subscribe messaging,
and discovery services.
Applications for the AAL typically involve heterogeneous components, both in
terms of software and hardware. The ASIP programming model addresses this issue,
together with a mechanism to integrate with existing protocols such as MQTT. We
note that, while providing a seemingly Arduino-specific solution, our programming
model is generic and can be implemented on top of micro-controllers with very
limited resources. Our choice for Arduino has been motivated by the open-source
nature of the project and by the availability of hardware. Specifically, ASIP builds
upon the notion of “service” for micro-controllers: a service could be a temperature
sensor, a servo motor, or any other input or output device connected to a micro-
controller. Each micro-controller can be controlled using textual messages, and
each micro-controller reports data using messages to so-called clients. The core
ASIP implementation running on a micro-controller deploys one or more services:
this enables the re-usability of both micro-controller-specific code and of client code,
and it opens the possibility of model-based development for complex applications
involving multiple micro-controllers, as described below.
In summary, the ASIP model provides:
• A software architecture for code running on the micro-controller.
• A textual protocol for messages exchanged between ASIP clients and micro-
controllers implementing the software architecture mentioned above.
• A network architecture for the connection between micro-controllers and client
that can be written in several high-level programming languages.
At the core of ASIP is the notion of service. We model it by means of the
class AsipServiceClass (see right-hand side of Figure 3.11). Each service, e.g. a
distance sensor, must have a unique ID and it can reuse existing Arduino libraries
developed specifically for the given component (sensor, shield, motor, etc.) to obtain
data from that component. Each service must implement the following methods:
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AsipClass
in : InputStream
out : OutputStream
run()
begin()
AsipServiceClass
id : char
begin()
processRequest()
reportValues()
1 n
Figure 3.11: ASIP simplified class diagram
• begin(), to set up the service appropriately, for instance by initialising the
pins or by enabling interrupts.
• processRequest(), to process messages for the service dispatched by the class
AsipClass, as described below.
If the service returns values, for instance in the case of a temperature or dis-
tance sensors, then the service should also implement the method reportValues().
This method converts data into ASIP messages, using the syntax of ASIP messages
described below. A number of services is already provided with the ASIP imple-
mentation that we describe in this paper, but additional ones could be defined by
implementing an AsipServiceClass to handle appropriate messages. It is assumed
that all implementations of ASIP support at least the basic Input/Output ASIP
service, which provides basic I/O operations at the pin level. On an Arduino board
these operations include writing and reading values from digital and analog pins,
thus permitting the control of LEDs or reading potentiometer values.
Service are put together in the class AsipClass (left-hand-side of Figure 3.11.
The AsipClass is the core of ASIP and is responsible for managing services. The
AsipClass on the microcontroller is connected to a stream, which can be a serial
channel, a TCP socket or a MQTT pub/sub mechanism. The AsipClass must
implement a run method that executes the main ASIP loop. Before the execution
of the main loop, an initialization mechanism is called to set up the communication
streams. The main loop performs the core operations to handle ASIP, acting like a
dispatcher of messages to/from services. First of all, it listens for incoming messages,
and redirects them to the proper service by recognizing the service identifier in the
ASIP message header. A particular set of messages, called systems messages, are
not handled though a service but are processed through proper methods supplied
by the AsipClass. Moreover, the loop allows services to reply continuously in case
periodic status messages have been enabled, for instance to report a distance reading
at regular time intervals.
Messages exchanged between micro-controllers and clients are plain text mes-
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Request explicit distance measurement:
Header Separator Tag Terminator
‘D’ , ‘M’ ‘\n’
Request distance autoevents:
Header Separator Tag Separator Period [ms] Terminator
‘D’ , ‘A’ , Numeric value ‘\n’
Reply:
Header Separator Tag Separator Distance [cm] Terminator
‘D’ , ‘M’ , Numeric digits ‘\n’
Figure 3.12: ASIP Messages: example of syntax for a distance service
sages with a standard format. They can be divided into command messages and
event messages. The first are sent by ASIP clients to micro-controllers, while the
latter are sent on the opposite direction by the micro-controller. ASIP messages con-
sist of an ASCII header, followed by ASCII character fields separated by commas,
and terminated by the newline character.
Command (or request) messages to a micro-controller begin with a single char-
acter to indicate the desired service, followed by a comma and a single character tag
to identify the nature of the request. Requests that contain a parameter are sepa-
rated from the tag with a comma. As an example, the message I,d,13,1 invokes
the service with ID I (typically, an Input/Output service), requesting an operation
d (in this case it is a request to write on a digital pin) with parameters 13 and 1.
These parameters indicate, respectively, pin 13 and the value 1 (high).
In the other direction, reply messages from the micro-controller begin with one
of the following characters:
• ”@” defines an event message responding to a request or autoevent. These
messages are composed of three bytes following the ”@” character: a charac-
ter indicating the service, a comma, and the tag indicating the request that
triggered this event respectively.
• ”˜” defines an error message reporting an ill formed request or some other
problems affecting the server. These messages contain the service and tag
associated with the error followed by an error number and error string.
• ”!” defines an informational or debug message consisting of unformatted ASCII
text terminated by the newline character.
Some reply event messages have a payload with a variable number of fields with
the following format:
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• a numeric value that precedes the message body indicating the number of fields
in the body
• curly brackets used to indicate the start and end of fields in the message body
• if a message contains sub fields, these are separated by a colon (for instance,
in case of analog pin mapping message)
• all numeric values are expressed as ASCII text digits and are decimal unless
otherwise stated.
Figure 3.12 reports the syntax for a distance service. Micro-controllers can be
connected to clients in a number of way: directly using a serial connection (over
USB), by means of TCP sockets, or using an MQTT-based publish/subscribe mes-
saging mechanism. Serial sockets and TCP connections are used in point-to-point
connections, when a client has exclusive access to a device, for instance for con-
trolling a robot. The MQTT-based architecture allows sending and receiving data
to and from multiple devices, thus resulting useful in applications such as sensor
networks (like in the GiraffPlus reference scenario).
In order to let the devices know the presence of other devices and their embedded
sensors/actuators exposed as services, we use the GiraffPlus service discovery over-
lay that exploits the MQTT protocol capabilities (the buses). In particular, as soon
as a micro-controller is turned on, it announces his presence publishing a message
containing his unique identifier on the service bus topic (asip/servicebus) and it
subscribes to the same topic in order to be notified by the MQTT broker about
existing (already announced) or new services to be announced. In this way, all the
devices can discover its presence and start to listen for its messages subscribing to
the relative context bus topic (asip/BOARDNAME/out). Micro-controllers, if capable,
can also accept commands, subscribing to their control bus (asip/BOARDNAME/in)
and waiting for messages published by other micro-controllers/services on the same
topic. Figure 3.13 shows an example of a possible interaction among different micro-
controllers (B1,...,B4) and a remote service translating MQTT topics to REST
resources. A micro-controller can also expose different sensors/actuators as services
(B4 in the figure announcing sensor S1 and actuator S2). In the example, B4 an-
nounces itself and its sensors/actuators publishing the relative identifiers on the
service bus topics:
PUBLISH asip/servicebus B4
PUBLISH asip/servicebus/B4 S1
PUBLISH asip/servicebus/B4 S2
then, it starts publishing data from B4/S1 on the relative context bus topic
and it subscribes to the context bus topic relative to B4/S2, waiting for incoming
commands:
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service bus 
context bus 
B1 
B3 
B2 
B4 
S1 
S2 
http://example.com/B4/S1/ 
http://example.com/B4/S2/ 
PUBLISH 
asip/servicebus B4 
asip/servicebus/B4 S1 
asip/servicebus/B4 S2 
PUBLISH 
asip/B4/S1/out data 
data data data 
SUBSCRIBE asip/B4/S1/out SUBSCRIBE asip/servicebus 
B4, B4/S1, B4/S2 
control bus 
Broker 
REST 
PUBLISH 
asip/B4/S2/in command 
Figure 3.13: An application scenario exploiting the service discovery functionality.
PUBLISH asip/B4/S1/out data
SUBSCRIBE asip/B4/S2/in
In the depicted example, micro-controllers B1, B2, and B3 are consumers of B4/S1
and they have already subscribed to the relative context bus topic, so they start
receiving the required data. In the meantime, the REST service exposes B4/S1 and
B4/S2 as web resources and can send a command to the actuator B4/S2 publishing
on the relative control bus topic:
PUBLISH asip/B4/S2/in command
3.3 Performance evaluation
The goal of the proposed middleware infrastructure is to abstract heterogeneous
devices in a common way in order to discover them, gather data, and control them.
An application build upon the middleware can become in turn a source of informa-
tion for other context-aware applications. The presence of the middleware should
not influence the performance of the overall system. For this reason, we evaluate its
performance via experiments performed in the laboratory reproducing the settings
present in the GiraffPlus real test sites. In order to achieve this, we analyze the
interactions among fixed nodes (desktop, laptop, or set-top-boxes with high compu-
tational capabilities), mobile nodes (smartphones), and resource-constraint devices
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(micro-controllers). We present results in terms of latency (how long a message takes
to travel among nodes), energy consumption, and throughput (how many messages
can travel among nodes in a period).
3.3.1 Mobile/Fixed node interaction
In order to evaluate the GP-m middleware performances, we run several tests on an
experimental platform composed of a GiraffPlus middleware instance on a desktop
computer (fixed node) running also a MQTT broker 30 and two instances of GP-m
middleware running on smartphones (mobile nodes) equipped with an ARM Cortex
A8 1.2GHz processor and Android 4.0.4. We measured the performances of GP-m
in terms of latency introduced by the middleware to manage the publish requests
made by a producer and to dispatch messages to a consumer. In particular, we aim
at observing how latency scales with the number of requests per second (rps) and
the number of consumers and producers concurrently running on the same device.
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Figure 3.14: Middleware latency with 1 producer and 1 consumer varying the
requests per seconds.
Figure 3.14 shows the time (in milliseconds) spent by the GP-m to accomplish
the publish request of a producer sending a message of 100 bytes to the network
(Producer time) and to dispatch the message to a consumer once it is received from
the network layer (Consumer time). We observe that the aggregated time remains
in the range of 5 ± 0.5 ms from 1 to 100 rps and grows up to 14 ms at 300 rps. After
that value the GP-m middleware stops handling the requests returning a Transac-
tionTooLargeException. This behavior is strictly connected to the hardware limit of
30 http://mosquitto.org/
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the tested device: the GP-m process cannot handle such a high number of requests
per second, that saturate the Binder transaction buffer (that has a limited fixed
size (1Mb) and it is shared by all transactions in progress for the process). This
is reasonable especially because in AAL application the system should react with
timings compatible with the user, which hardly requires high frequencies [22]. Note
however that, if higher frequency in data sampling is required, the actual rate of
communication is generally lower due to the need for data aggregation and fusion
techniques [37]. In further tests on scalability we have considered frequencies up to
5 rps for a producer service. Figure 3.15 shows the scalability of GP-m in terms
of number of concurrent producers on the same device. We identified a limit of 40
producers at 5 rps with 100B of message payload. Also in this case the limitation is
due to the hardware of the tested device for the same reason of the previous case.
Finally, Figure 3.16 shows the scalability of GP-m in terms of number of concurrent
consumers on the same device varying the number of concurrent producers trans-
mitting at 5 rps with 100B of message payload. Each consumer is subscribed to all
the present producers in the network. The GP-m middleware can handle, with an
aggregated latency under 30 ms, up to 10 concurrent consumers in presence of 50
producers, up to 20 consumers when 25 producers are transmitting simultaneously,
up to 30 consumers with 10 concurrent producers, and more than 100 consumers
subscribed to a single producer. We tested the GP-m middleware in particular stress
conditions with the mobile device acting as a single aggregation point of all the pos-
sible services installed in the home environment. We tested GP-m fully integrated
in a GiraffPlus system installed in 15 real homes (5 in Sweden, 5 in Spain, and 5 in
Italy respectively) where the system has been deployed and used for one entire year.
We tested the context-awareness of GP-m developing a concrete application that
turn off unnecessary network adapters like Bluetooth or WiFi once it detects an out-
side scenario. We believe that such an application is very useful to limit the energy
consumption of mobile devices exploiting the context data coming from the Giraff-
Plus network. Elderly people living alone in their house is a scenario particularly
dear to the AAL community. Also in the GiraffPlus test sites, elderly people live
alone, so when no presence sensor data is sent on the context buses, we can infer
that the user is outside the house. To estimate the increased battery saving of
this solution, we compared the power consumption of the context-aware application
built upon GP-m with a generic application that periodically scans the WiFi signal
strength to fingerprint the home WLAN. We also compared our solution with a
generic situation where the user forgets all the used network interfaces on when he
goes outside (ALL-ON ).
Table 3.1 shows the energy consumption of the network adapters present in our
test device taken from its power profile file. In the proposed solution, GP-m sends a
heartbeat of 100B each 30s using the 3G radio. We estimated the active state of the
radio while transmitting the heartbeat during 0.13ms (with an uplink bandwidth of
5.76Mbps). During the duration of the tests (1 hour) the radio was in on mode, so
the total radio consumption was 120 × 0.686W × 0.00013s + 3600s × 0.00795W =
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Figure 3.15: Middleware latency with 1 consumer varying the number of producers
transmitting at 5 requests per seconds.
Table 3.1: Energy consumption in mW
WiFi Bluetooth Radio
on scan active on active on active
5.1 192.7 229.7 2.59 32 7.95 686
28.63J . The WiFi scan application calls a wifi.scan with the same period (30s),
the scan operation last 500ms in which the adapter is in the active state, and the
WiFi was on during the duration of the test, so the total consumption of the WiFi
adapter was 120 × 0.422W × 0.5s + 3600s × 0.0051W = 43.68J . We measured
the CPU consumption of GP-m with the proposed application and the WiFi scan
application using the PowerTutor31 model. In the ALL-ON scenario, we left the
default WiFi scan period of 15s, and we estimated the additional consumption of
the Bluetooth interface left on and undiscoverable in 3600s×0.00259W = 9.32J . In
Figure 3.17 the overall results are shown. Using the context information provided
by GP-m, a simple application can optimize the power consumption of the device
remaining connected to the GiraffPlus system and reachable from caregivers.
31 http://ziyang.eecs.umich.edu/projects/powertutor/
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Figure 3.16: Middleware latency varying the number of consumers with 1, 10, 25,
and 50 producers transmitting at 5 requests per seconds.
3.3.2 Resource-constrained/Fixed node interaction
In this section we provide a quantitative experimental evaluation of ASIP. In par-
ticular, we to assess the throughput and the latency for the possible interaction
with the fixed GiraffPlus nodes: direct serial connection, TCP socket, and MQTT
publish/subscribe.
Throughput
We define throughput for ASIP as the number of messages per second that can be
sent over a communication channel. Intuitively, this corresponds to the maximum
frequency of updates that can be achieved.
Figure 3.18 sketches our experimental set-up. At a high level, we use a signal
generator to generate periodic impulses that are received by a micro-controller run-
ning ASIP on input pin 2. A client is connected to the Arduino using one of the
possible channels (serial, TCP, MQTT) and it sets the value of output pin 13 ac-
cording to the value read on pin 2. We then use an external oscilloscope to track
the original signal entering pin 2 and the signal generated by the ASIP client on pin
13 to make sure that the frequencies are the same. If this is the case, then ASIP
can process this number of messages per second. More in detail, in Figure 3.18:
• The Arduino depicted on top acts as the signal generator by emitting a signal
on pin 9. The Arduino is running a simple sketch that generates a periodic
signal with a specific frequency (in our sketch this value can be changed on-
the-fly).
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Figure 3.17: Comparison of energy consumptions in one hour of test of the two
different approaches analyzed with respect to the ALL-ON situation. The WiFi Scan
saves 60.5% while the proposed solution saves the 67.5% still remaining connected
to the GiraffPlus system.
• The Arduino depicted on the lower part of the figure runs ASIP and is con-
nected to a client through pins 0 and 1.
• The Raspberry Pi runs ASIP client code, which could be written in Java or in
Python. Notice that the Raspberry Pi could be replaced by a laptop connected
to the Arduino using a USB connection, or it could be replaced by a bridge
for TCP or MQTT, which could in itself be a Raspberry Pi or an ESP 8266
chip.
• An external two-input oscilloscope (not depicted in the figure) compares the
signal generated by the Arduino depicted on top with the signal generated on
pin 13 of the Arduino depicted on the bottom.
We used an oscilloscope in order to see the difference between the wave generated
by the wave generator and the resulting wave obtained after “travelling” through
the ASIP network. This allowed to have a visual feedback about the throughput,
in order to check the maximum rate allowed by ASIP. An example output for the
oscilloscope is depicted in Figure 3.19. In this figure, the signal in the lower part is
the signal from the signal generator, while the signal on top is the signal from the
ASIP board (the drift between the two waves is the latency, assessed separately in
the section below). The figure depicts a frequency for which the ASIP client can
track the signal correctly, because the number of peaks is the same in both traces.
When the frequency of the original signal increases above a certain threshold, the
top wave fails to track the signal and misses some of the peaks.
Notice that the logic of the test is all performed in the ASIP client. The incoming
signal from pin 2 is sent through an ASIP message from Arduino to the client. The
client processes the message, reads the value and establishes the value of pin 13.
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Arduino UNO wave generator
Arduino UNO + ASIP
Raspberry PI 2 + ASIP
Resulting wave to 
oscilloscope
Original wave to 
oscilloscope
Figure 3.18: Serial testing set-up.
Finally it sends a message to the Arduino with the new value for pin 13. Essentially,
the aim of this set-up is to replicate the behaviour of the signal generator using
ASIP. The parameters that can be varied are:
• Type of connection: serial, TCP or MQTT.
• Software for the ASIP client: Java or Python language.
• Hardware where the client is running: Raspberry Pi or other machine. We
have used a Macbook Pro and a Macbook Air (see below for details).
• In the case of networked connection: hardware and software configuration of
the bridge.
• In the case of MQTT: broker location. Notice that we employ MQTT QoS
level 0 (“at most once”).
We present throughput experimental results separately for Java and for Python
clients. The possible hardware configurations are:
• MacBook Pro: 2.4 GHz Intel Core i7, 16 GB of RAM, running Mac OS X
10.10.
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Figure 3.19: Oscilloscope output.
• MacBook Air: 1.7 GHz Intel Core i5, 4 GB of RAM, running Mac OS X 10.8.
• RPi 2: Raspberry Pi, 900MHz quad-core ARM CPU, 1GB RAM, running the
default Raspbian Linux image.
• Micro-controller: Arduino Uno running the default ASIP code 32
Additionally, in terms of network architecture for the experiments, we employ
the following abbreviations:
• MacBook Pro, MacBook Pro Air: the client and the TCP bridge (or MQTT
broker) all run on the same machine to which the Arduino is connected using
a USB cable.
• RPi 2: the client runs on a Raspberry Pi 2. In the case of TCP or MQTT
connections, the bridge or the broker run on a separate Raspberry Pi. The
two Raspberry Pi are connected using ethernet cables and a router.
• RPi 2 bridge + MBP client: in this configuration the software client runs on
the MacBook Pro while the TCP bridge (or the MQTT broker) runs on the
Raspberry Pi. Connection is through a router and ethernet cables.
32 https://github.com/michaelmargolis/asip
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Figure 3.20: Throughput for Java clients with various testbed network configura-
tions.
90
60
40
- - -
80
50
20
80
50
-
50 50
14
80
50
10
0
20
40
60
80
100
120
140
160
180
200
MacBook Pro MacBook Air RPi 2 RPi 2 bridge
 + MBP client
RPi 2 bridge
 + MBA client
RPi 2 bridge
 + MB broker
T
h
ro
u
g
h
p
u
t 
[m
s
g
/s
]
Testbed configuration
Serial
TCP
MQTT
Figure 3.21: Throughput for Python clients with various testbed network config-
urations.
• RPi 2 bridge + MBA client: as above, but the client runs on the MacBook
Air.
• RPi 2 + MB broker: the MQTT broker runs on the MacBook Air and the
client runs on the Raspberry Pi.
Figure 3.20 presents the experimental results for the assessment of throughput
using Java clients. The serial library is provided by JSSC 33 while the MQTT library
is provided by the Paho Java client 34. The MacBook Pro runs Oracle JVM 1.8, the
MacBook Air and Raspberry Pi run Oracle JVM 1.6.
Figure 3.21 presents the experimental results for the assessment of throughput
33 https://code.google.com/p/java-simple-serial-connector/
34 https://eclipse.org/paho/clients/java/
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Arduino UNO + ASIP Raspberry PI 2 + ASIP
Figure 3.22: The hardware set-ups used for latency testing with serial connection.
using Python clients. In this set-up we use the serial library provided by pySerial 35,
while the MQTT library is provided by the Paho Python client 36. All experiments
have been run using Python 2.7, but notice that the code is compatible with Python
3.
The results presented in figures 3.20 and 3.21 show that ASIP can achieve a rate
of messages up to 200 messages per second when the serial connection is used. In
this case the limiting factor is the CPU speed of the client. As expected, TCP and
MQTT performance is inferior to direct serial communication, but it is still more
than adequate even for applications that require continuous monitoring, such as
controlling a robot. The reduction in throughput is associated to the multiple com-
munication layers introduced by the network libraries. Java outperforms Python in
all tests; we argue that this is caused by the better performance of the Oracle JVM
and its Just-in-Time compiler with respect to the Python interpreter. Interestingly,
the throughput for TCP and MQTT connections is similar, with only minor dif-
ferences in some circumstances. As mentioned above, MQTT connections are run
at QoS level 0, and therefore there is no guarantee of message delivery, while TCP
connections have built-in retransmission and sequencing guarantees. On the other
hand, MQTT messaging allows broadcasting and the easy deployment of sensor
networks.
Overall, we consider these results extremely promising and, in the case of serial
connections, very close to the physical capacity of the communication channel, as
explained in the following sections.
35 http://pyserial.sourceforge.net/
36 https://eclipse.org/paho/clients/python/
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Figure 3.23: The hardware set-ups used for latency testing with TCP and MQTT
connection.
Latency
Testing for latency is performed using a single board. At a very high level, the test
is performed by connecting an output pin with an input pin on the board, and then
writing an ASIP client that sets the first pin to high and waits for a notification
for the change of value of the second pin. The time difference between setting the
output pin and measuring the change in the input pin is assumed to be the latency.
Similarly to the throughput test, we perform an assessment for serial connections
(see Figure 3.22) and for networked architectures using either TCP or MQTT (see
Figure 3.23).
For each one of the configurations described above we perform 100 tests and we
take the average value.
As in the case of throughput, we perform latency measures both for Java and for
Python clients. The results for Java are reported in Figure 3.24, while the results
for Python are reported in Figure 3.25.
In nearly all the cases, with the exception of two configurations running on
resource-limited Raspberry Pi, the latency remains below 15 ms. We consider these
very positive results, as the physical limitations of the serial communication channel
introduce a latency of approximately 6.7 ms. This figure is computed by considering
that 32 ASCII characters are exchanged in the ASIP messages for this application,
by considering the additional bits required in each serial frame, and by considering
the serial speed of 57600 baud.
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Figure 3.24: Latency for Java clients with various testbed network configurations.
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Figure 3.25: Latency for Python clients with various testbed network configura-
tions.
It is interesting to notice that latency is only minimally affected by the choice of
the programming language and by the communication channel.
3.3.3 Evaluation of results with respect to reference require-
ments
In order to give a more specific interpretation of the results obtained by the pro-
posed middleware infrastructure, we derive reference parameters, in terms of non-
functional requirements, from the functional requirements identified for the AAL
scenario in Chapter 1 and compare them with the obtained performance.
Regarding the heterogeneity and interoperability, we can identify as reference
non-functional requirement the possibility of running distributed applications on
fixed, mobile, and resource-constrained nodes. These applications must be aware of
the context in order to properly react. When developing context-aware applications
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Table 3.2: The non-functional requirements identified and how they are addressed
by the proposed middleware infrastructure.
Non-functional re-
quirement
Reference value GP-m ASIP
Latency ≤ 50 ms  
Throughput ≈ 60 messages (re-
quests) per second
(rps)
up to 300 rps with 1
producer and 1 con-
sumer
over 65 rps when not
limited by the CPU
Interoperability Fixed, Mobile, and
Resource-constrained
nodes
Android for Mobile
nodes
Arduino and Rasp-
berry Pi for Resource-
constrained nodes
Scalability at least 10 artifacts @
5 rps simultaneously
up to 50 producers and
10 consumers on the
same device
up to 15 producers
transmitting to the
same consumer
for the AAL scenario, it is important that the underlying middleware provides the
enough amount of data in a timely manner. For this reason, we identify as non-
functional requirements for context-awareness a latency reference value allowing a
response in the near-real time. In our reference scenario we deal with the identifica-
tion of the user’s indoor position and activities. This requires an estimates at least
each second in order to be useful for the user [22, 199]. Furthermore, the presented
middleware solution enables the possibility to control a tele-presence robot offer-
ing Voice over IP (VoIP) functionalities. In this case we need a quality of service
with 150 milliseconds as maximum latency, as recommended by the ITU-T G.114
standard. Since this includes the entire voice path, part of which may be on the
public Internet, the underlying network should have transit latencies of considerably
less than 150 ms. For this reason we considered 50 ms as reference parameter for
latency. Another non-functional requirement for context-aware applications is the
throughput. When dealing with inertial data or RSS to build an ARS, the most
common sampling rates used are under 60 Hz [200]. This value can be translated in
messages (the actual inertial or RSS value) or requests per second. The last reference
non-functional requirement identified is the scalability of the system offered by the
middleware infrastructure, i.e. how many devices or software artifacts can simulta-
neously run and produce data using the middleware. In this case, we must consider
that the middleware usually run on devices (like mobile and resource-constrained
nodes) acting as gateways for the particular technology used. When a high data
sampling frequency is required, the actual rate of communication is generally lower
due to data aggregation and fusion techniques [114], transmitting only pertinent
features to the applications in the upper layers. For this reason we consider as refer-
ence value for scalability the possibility to manage at least 10 artifacts (software or
hardware entities) simultaneously transmitting at 5 rps from the same middleware
instance guaranteeing the low latency requirement.
Table 3.2 shows how the proposed solution addresses the identified non-functional
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requirements for AAL middleware. It is worth noticing that the results shown in the
table are highly influenced by the limited computational and memory capabilities
offered by the underlying hardware platform (mobile and resoruce-constrained).
3.4 Summary
Concerning the device interoperability and service abstraction and discovery, this
Chapter describes the GiraffPlus middleware, that was developed in the framework
of the EU FP7 GiraffPlus project. This middleware provides an infrastructure that,
by means of its features, allows the integration of different devices and sensors
embedded on mobile, resource-constraint, or desktop platforms through dedicated
gateways. The GiraffPlus middleware is inspired by the reference architecture of
universAAL and exploits the OSGi features on resource-rich devices capable of run-
ning a Java Virtual Machine, the AIDL programming interfaces on Android, and the
presented ASIP programming model on resource-constrained devices like Arduino.
The presented solution addresses the research challenge represented by the het-
erogeneity of sources, their interoperability, and scalability. This is achieved due
to:
• a modular and distributed architecture: it allows the separation of system’s
functionalities into independent, interchangeable modules, such that each con-
tains everything necessary to execute only one aspect of the desired function-
ality and can easily access the interfaces exposed by other parts of the overall
distributed system. The different modules can run on different remote devices.
• a service abstraction and discovery mechanism: it is realized by means of buses
that separate the concerns regarding the discovery of devices and services
(service bus), the data collection (context bus), and the commands invocation
(control bus). The service discovery mechanism also offers a common way to
invoke services (service descriptors) and gather data (data format).
• a lightweight software layer: the presence of the middleware introduces very
low latencies and scales well with an increasing number of devices and services
deployed in the SE.
The GiraffPlus middleware has obtained good results in the EU FP7 project
framework and attracted the attention of other EU and Italian consortiums that have
chosen it as the reference infrastructure in their projects (DOREMI 37 project [34]
and “Renewable Energy and ICT for Sustainability Energy” 38).
37 http://www.doremi-fp7.eu/
38 http://energia.isti.cnr.it/

Chapter 4
Context-awareness: indoor
localization and activity
recognition
The presence of a middleware infrastructure enables the possibility to easily access
and control sensors in an AAL environment. We exploit the functionalities of the
GiraffPlus middleware, described in Chapter 3, to build context-aware applications
focusing on two of the main pillars of context-awareness in AAL: indoor localization
and activity recognition. Following the recommendations offered by the analysis of
the state-of-the-art provided in Chapter 2, we developed Context Event Only (CEO)
and Activity Recognition system based on Multisensor data fusion (AReM). CEO
is an indoor localization system that, exploiting the activations of domotic sensors,
provides both a raw estimate of the user’s position and a data fusion mechanism
to enhance the accuracy of a generic indoor localization system. AReM provides
online information regarding the activities performed by the user by means of worn
devices and exploiting the presence of environmental sensors. Both the algorithms
share the same EvAAL reference scenario that, in the case of CEO, is used as dataset
to validate the algorithm, while in the case of AReM, it is used as the framework
where the algorithm has been tested as competitor. For these reason we first recap
the EvAAL evaluation criteria, then we present CEO in details, finally we describe
AReM.
The results presented in this Chapter have been published in [36, 38] describing
the CEO algorithm, and in [40, 37] that describes the AReM system. Additional
results in the field of indoor localization, using Bluetooth Low Energy beacons, have
been presented in [39].
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4.1 The EvAAL reference scenario
Recently, an international competition, called EvAAL, has been organized in order
to evaluate and compare indoor localization and activity recognition systems for
AAL solutions. EvAAL is a yearly competition aimed at defining benchmarks for
the evaluation of AAL systems. It was born in 2011 as an offspring of the universAAL
FP7 project, financed by the European Union for creating a Free and Open Source
Software (FLOSS) platform for AAL systems. EvAAL is a project hosted by the
AALOA 39 open association, which is devoted to: “Bring together the resources,
tools and people involved in AAL in a single forum that makes it much easier to
reach conclusions on provisions needed to achieve AAL progress [201].”
Defining comprehensive benchmarks for AAL systems is a daunting task, and
during its first three editions, EvAAL has concentrated on evaluating AAL subsys-
tems, with the long-term goal of gradually expanding the evaluation procedure to
groups of subsystems and, eventually, to complete AAL systems.
There have been two subsystems considered so far in EvAAL, specifically: local-
ization of single persons in a domestic environment and low-level activity recognition.
To be consistent with the mission of the competition, the evaluation procedures de-
fined for both has kept into account several criteria, some of which relative to the
performance of the subsystems, others relative to how well the competing systems
could integrate within an AAL environment. All in all the final score awarded to a
competing system is composed by summing five different scores, of which the one
relative to accuracy accounts for 35% of the total, while the others relate to reliability
or delay of the measures, installation complexity, user acceptance and interoperabil-
ity with AAL systems. The purpose of considering so many different criteria is to
set a balance among the quality of the main output of the system, that is the ac-
curacy, and all the other qualities that make the localization or activity recognition
subsystem a “good citizen” of a complex AAL system.
In this thesis, we exploit the datasets collected in the 2012 and 2013 editions
of EvAAL to validate the CEO approach, Furthermore, in 2013 we participated as
competitors with our AReM system for the activity recognition track. We evaluate
our solutions along the technical guidelines of the EvAAL competition, together
with additional tests performed in the laboratory and we compare our results with
state-of-the-art techniques described in Section 2.
We first present the CEO algorithm and its performance evaluation in terms
of accuracy, than we describe the AReM system and its performance during the
competition and in the further experiments conducted in the laboratory.
39 http://www.aaloa.org/
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4.2 CEO: a Context Event Only indoor localiza-
tion technique for AAL
In the 2012 and 2013 editions of EvAAL, the competitors were provided with some
simple context information, namely events corresponding to light switches activa-
tions and the use of a stationary bicycle. These events were meant to ease the work
of the competing localization systems and increase their accuracy. However, few of
the competitors have used that information, probably because doing so would have
required changes to their systems that were deemed too expensive. This observation
leads to some questions: is that simple context information really useful? how much
would a competing system be advantaged by using it rather than ignoring it? and,
more radically: is it possible to build a viable localization system that only uses
that context information, and how well would it perform in comparison to the other
competing systems? This Section is meant to answer these questions.
In the literature, the concept of using context information in an AAL system
is well established. Two examples are [202], where motion sensors and appliance
switches are used to monitor the patterns of activity of a person at home and [203],
where light, appliance switches, bed and chair usage sensors are used to detect
abnormal behavior of a person at home. We believe that the importance of us-
ing context information from already-installed devices is bound to keep growing.
Specifically, information parasitically obtained from light, appliance, and intrusion
detection switches can be very precious in any smart home environment and a good
starting point for localizing the user at home.
We think that investigating the above questions is in fact significant to further
the state-of-the-art in indoor localization meant for AAL systems, that is with a
required accuracy not smaller than a person’s body footprint and not bigger than
the size of a room. One important reason is that we think that real-life systems will
necessarily gather input from different sources and fuse them to obtain the location
estimate. In fact, many of the most successful systems that competed in EvAAL
have used some sort of data fusion from different sources. Data fusion is particularly
appealing because it is robust with respect to varying availability and quality of data
sources, and can take advantage of low-quality data, such as the context information
provided during the EvAAL competition. The winner of the localization track in
2013 has been RealTrac, a system that relies heavily on data fusion using a particle
filter [162]. Data fusion applied to indoor localization for AAL is recently receiving
more and more attention [204, 205, 206].
4.2.1 The device-free indoor localization algorithm
We now describe the method implemented for obtaining a position estimate from
context data only, using the little information that was provided to competitors of
the 2012 and 2013 EvAAL competitions. The method is thought to be as simple
90 CHAPTER 4. CONTEXT-AWARENESS
as possible, so no knowledge of the map is introduced, apart from the perimeter
(a rectangle in EvAAL’s case). We call it CEO. The source code of the proposed
algorithm is available in [207] together with the used datasets.
CEO does not require any installation, as it needs no hardware devices other
than those that are already present in the environment. On the other side, every
localization system that is not purely software requires some sort of installation,
and the time required is the base for the installation complexity score in the EvAAL
criteria.
The user acceptance score is based on how well the system integrates with the
furniture, how annoying is to wear it and how much maintenance it requires, but
nothing of this is relevant for CEO: the first two are not an issue for software, and
maintenance is not to be considered because CEO can run on the same hardware as
the system that consumes the real-time location estimates.
Finally, the interoperability with AAL systems score is based on criteria such as
standards conformance, availability of documentation and licensing of source code,
all of which are completely satisfied by the present system.
The only remaining problem is the first and foremost scoring criterion: accuracy.
So the question is: is it possible to exploit the little context information given by
the EvAAL environment to obtain a non-negligible accuracy score? It is not easy
to give a significant answer in a general fashion, but the environment we decided
to consider gives us a reference not only for the scoring criteria, but also for the
evaluation.
We start by dividing the competition area into Voronoi cells, where the seeds of
the tessellation are the event generators, that is the light switches and the static
bicycle, as shown in figure 4.1. When an event is produced by a given generator,
the estimated position is set to that generator. It remains to be decided how to deal
with what happens before any event is generated and after each event is generated,
keeping in mind that the algorithm should work in real time, so it needs to be causal
(no future knowledge of events).
As far as the starting point is concerned, we consider the centroids of the Voronoi
cells, which are marked with red squares in figure 4.1. Then we consider the centroid
of the convex hull of the cell centroids, which is marked with a black diamond in
Figure 4.1; we call centre this point. The centre is the starting point, that is the
estimated position when no event has been received yet. When an event is received,
the estimation is set to the event generator position; from then on, it moves linearly
so that it gets to the event cell centroid in 7.5 s; from then on, it moves linearly so
that it gets to the centre in 7.5 s more. From that moment on, it stands still. The
estimate jumps immediately to the event generator position as soon as a further
event is received.
Figure 4.2 shows the Finite State Machine (FSM) describing the steps performed
by the CEO algorithm. Each state, called v0, v
i
1, and v
i
2, represents the velocities
at which the estimate changes its position on the map. Specifically, v0 has a null
speed and it is used to indicate that the estimate is still on the centre position. This
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Figure 4.1: Position of switches are marked with blue circles, Voronoi cells relative
each to an event generator (a switch or the the static bicycle) are marked with
thin red lines and their centroids with squares. The black diamond represents the
centroid of the convex hull of the cell centroids.
is the initial state that is kept if no event is received (e¯i) during the time t. When
an event is received (ei), the estimate is set to the event generator position and t
is set to zero. In this case, the FSM goes into the state vi1 where the velocity is
directed from the event generator position to the centroid ci of the relative Voronoi
cell and has speed:
vi1 =
|position(ei)− position(ci)|
τ1
(4.1)
where τ1 is set to 7.5 s. In this state the estimate moves towards the cell’s centroid
ci with speed v
i
1 until t ≤ τ1 or a new event is received. In the latter case, the FSM
remains in the current state, but the estimate is moved to the new event generator
position and t is reset to zero. If on the other hand no event is received and t > τ1,
the FSM changes its state to vi2, indicating that the estimate will move from ci to
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Figure 4.2: The finite state machine representing CEO.
the centre position with speed:
vi2 =
|position(ci)− position(centre)|
τ2 − τ1 (4.2)
where τ2 is set to 15 s. The FSM remains in this state until t ≤ τ2, when it returns
to the initial state v0, or until a new event is received, in which case it returns to
the state vi1.
This almost trivial algorithm can be easily extended and improved, first of all by
adding some knowledge of the map, such as the positions of doors, internal walls and
furniture. Additionally, instead of using simple Voronoi cells, supervised algorithms
where one can draw the cells by hand or semi-supervised algorithms based on meta-
information and artificial intelligence can be used, trying to guess what are the places
where someone would typically go after pressing a light switch. Some memory of
the past history of switching sequences may be retained, so that it can be used to
forecast future movements of the actor. All these improvements would only need
additional software, and would not consequently change the nature of the proposed
method.
4.2.2 Performance analysis of CEO
The performance of CEO in terms of accuracy that is illustrated here cannot be
directly compared with the performance of systems in table 4.1, because it would
unduly advantage CEO. In fact, we only consider scenarios without a “disturber”,
that is a second actor moving in the same scenario as the first one and generating
switch events in addition to the actor to be localized. The reason is that CEO is
simply not sophisticated enough to give significant results in such situations. The
exclusion of the paths including a “disturber” allows a comparison on an equal basis,
which is the object of the next section.
Figures 4.3a and 4.3b illustrate the performance in the 2012 and 2013 scenarios,
as far as the error distribution is concerned, that is, not accounting for the Area of
Interest (AoI) paths. As expected, the results are not particularly appealing, with a
median error of 2.5 m and 2.8 m in the two years, and a third quartile of 4.4 m and
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Table 4.1: Competitors of the 2012 and 2013 localization track
Competitor Accuracy Total Method Device Fusion,
score score free Context
EvAAL 2012
CAR 7.57 7.70 RFID trilat-
eration and
PDR
no F
CPS Group @
Utah
6.98 7.45 ZigBee radio to-
mography
yes -
iLocPlus 3.64 4.86 ultrasound trilat-
eration
no -
LOCOSmotion 0.64 5.23 WiFi RSS fin-
gerprinting and
PDR
no F
OwlPS 0.78 6.29 WiFi RSS finger-
printing and tri-
lateration
no -
Smart-Condo 2.81 5.41 PIR and tracking yes C
TAIS 0.67 4.22 ZigBee RSS fin-
gerprinting
no -
EvAAL 2013
AALocation 4.20 2.15 ZigBee RSS with
sector antennas
and PIR
no F
AmbiTrack 2.46 6.18 3D videocamera
processing
yes -
IPNlas 1.12 6.18 WiFi RSS fin-
gerprinting with
Kalman filter
no -
LOCOSmotion 3.47 6.02 WiFi RSS fin-
gerprinting and
PDR
no F,C
Magsys 1.55 5.66 resonant mag-
netic fields
no -
RealTrac 4.14 7.21 UWB ToF and
RSS ranging
no F
SHMPS 0.52 5.25 WiFi RSS finger-
printing, trilater-
ation and marker
detection
no F
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Figure 4.3: Comparing CEO with a “blind” system.
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4.0 m respectively. These numbers are significantly better than those that would be
obtained by a “blind” system, one which generates a random estimate with uniform
distribution over the whole map, shown in Figure 4.3c. This is all that is needed
to tell that CEO is able to add information to an existing localization system by
means of data fusion, or even to provide a really cheap and non-intrusive low-quality
estimate in the absence of other information.
We mentioned before about two lessons learned from the analysis of the EvAAL
competitors. We are going to verify that they are indeed valid. First, we verify
that the performance of CEO is comparable to those of the competitors. Second,
we verify that a trivial fusion of CEO’s output with the competitor’s output brings
an improvement at very little cost.
Direct comparison of CEO with EvAAL competing systems
Figure 4.4 provides a direct comparison among all the Cumulative Function Dis-
tributions (CDF) of errors for all the competitors in 2012 and 2013, together with
the same results from CEO. The results from CEO are the same as those shown in
Figure 4.3, where they are compared with a “blind” system.
We observe that CEO is definitely not the worst system. This is true in 2012 and
even more in 2013, when the overall quality of the competing systems was lower,
as far as only the accuracy scoring is considered. Remembering that the EvAAL
score is composed for the 35% by accuracy and for the 65% by the criteria above
mentioned, all of which would be at the maximum for CEO, we see that CEO would
have mounted the podium both in the 2012 and 2013 editions, in both cases without
“cheating”, that is, while obtaining a respectable accuracy performance.
Improving the EvAAL competing systems through CEO
Here we try to improve the performance of the competing systems by adopting a
simple fusion mechanism with CEO. In a real implementation, localization systems
that already include some sort of fusion should probably use that to include data
provided by CEO.
The fusion method we adopted consists in defining a circle around CEO’s esti-
mate, whose radius depends on the reliability of the estimate, which we set at 1 as
soon as the context event is produced and then decays with time. The radius of
the circle is null at maximum reliability and increases with decreasing reliability. If
the competing system’s estimate falls outside of the circle, it is simply substituted
by CEO’s estimate. This method may in principle worsen the overall performance,
especially when the competing system has good performance right from the start.
In practice, the application of this method almost always produces an improvement.
The way the radius of the circle grows is defined as follows. Every time a context
event is received by the system, an exponentially decaying function representing
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Figure 4.4: CDFs comparison of systems accuracy in EvAAL editions 2012 and
2013.
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function fused_estimate (competitor_estimate, CEO_estimate, tau)
reliability = exp(-tau/decay)
radius = maxradius * (1 - reliability)
if (Euclid_dist(competitor_estimate, CEO_estimate)) < radius)
return competitor_estimate
else
return CEO_estimate
Figure 4.5: Algorithm for fusing CEO results with another system’s results.
reliability is started:
reliability = exp(− τ
decay
) (4.3)
where decay is set to 10 seconds and τ is the time elapsed from the last event. The
radius is then computed as
radius = maxradius(1− reliability) (4.4)
where maxradius is set to 10 meters. Note that maxradius is the size of the location
setting, and that maxradius/decay is about the maximum speed one can expect in
an AAL environment. The box in Figure 4.5 illustrates pseudo-code that produces a
fused estimate starting from a competing system’s estimate and the CEO estimate.
Figures 4.6 and 4.7 depict the cumulative distribution functions of errors for all
competing systems before (red thick line) and after (blue thin line) application of
fusion with CEO.
In Table 4.2 the 75◦percentile of estimation error is shown for each competing
system, for each path and overall. Next to the error is the variation obtained after
fusing the competitor’s trace with CEO: most variations are negative or null, indi-
cating an improved performance, while positive variation are always less than ten
centimeters.
As it should be expected, the best performing systems show no or very little
improvements after fusion with CEO: CAR and CPS Group in 2012, RealTrac in
2013, show no visible improvement. Systems that used the context info, that is
Smart-Condo in 2012 and LOCOSmotion in 2013, also exhibit little improvement.
On the other hand, the worst-performing systems as far as accuracy is concerned
show the highest improvements after fusing with CEO. Improvements are sometimes
significant, with values greater than 35 cm in three cases in 2012 and two cases in
2013. In particular, LOCOSmotion in 2012 and SHMPS in 2013, which internally
have used some form of data fusion, could have significantly benefited from the
context info at very little cost, yet disregarded this possibility.
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Figure 4.6: Error distribution for all competitors in 2012 with and without fusion
with CEO.
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Figure 4.7: Error distribution for all competitors in 2013 with and without fusion
with CEO.
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Table 4.2: Third quartile error of competing systems and its variation after fusion
with CEO (negative variations indicate improved performance).
Competitor Overall Path 1 Path 2 Path 3
EvAAL 2012
CAR 0.95 -0.02 0.77 +0.00 1.00 -0.01
CPS Group @ Utah 0.73 -0.01 0.75 -0.02 0.71 -0.01
iLocPlus 1.88 -0.23 2.03 -0.04 1.75 -0.16
LOCOSmotion 5.20 -0.61 4.71 -1.19 5.43 -0.30
OwlPS 4.25 -0.40 4.62 -0.42 4.21 -0.84
Smart-Condo 2.54 -0.07 2.32 -0.02 2.65 -0.14
TAIS 4.10 -0.40 3.99 -0.59 4.25 -0.38
CEO 4.02 4.07 3.94
EvAAL 2013
AALocation 5.73 -0.18 3.68 -0.03 4.65 -1.98 5.92 -0.00
AmbiTrack 3.22 -0.24 2.43 +0.00 2.82 +0.00 4.47 -1.17
SHMPS 6.42 -0.99 3.80 +0.00 4.78 -0.55 7.20 -0.53
IPNlas 3.86 -0.36 3.81 -0.05 5.34 -1.31 3.17 -0.03
LOCOSmotion 2.62 -0.07 2.21 -0.06 2.89 -0.15 2.61 -0.03
Magsys 3.71 -0.21 3.84 +0.00 3.11 -0.10 3.95 -0.65
RealTrac 2.35 -0.00 3.06 -0.08 2.07 +0.08 1.83 +0.00
CEO 4.40 4.93 3.21 4.71
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4.3 AReM: Activity Recognition from Multisen-
sor data fusion
Following the recommendations of the technical annex of the EvAAL competition,
the main objective of the proposed system is to implement an ARS that identifies
the following activities: Lying, Sitting, Standing, Walking, Bending (both keeping
the legs straight and keeping the legs folded), Falling and Cycling (using a stationary
bike).
We used a WSN that is partly worn by the user and partly deployed in the envi-
ronment together with a smartphone carried out by the user. Specifically, we used
four wearable (three part of the WSN and a smartphone) and one environmental sen-
sors. The sensors composing the WSN are capable of measuring the signal strength
of the incoming packets. The wearable sensors are placed on the chest and on the
ankles of the user, while the smartphone was placed in the user’s trouser pocket.
Furthermore, the WSN wearable sensors, which are connected in a clique, exchange
among themselves beacon packets, with the purpose of measuring the respective
RSS among themselves. The environmental sensor filters the beacon packets emit-
ted by the wearable sensors to receive only the beacons coming from the sensor on
the left ankle. The smartphone carried out by the user is used to exploit the data
coming from the embedded inertial measurement system. All the data acquired
by the wearable sensors are collected by the gateway that uses an instance of the
communication middleware to transmit data to the other modules of the distributed
system. The smartphone, instead, runs a mobile middleware instance.
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Figure 4.8: The Activity Recognition multisensor processing chain.
The proposed AReM system can be described as a chain of processing steps,
where each step is responsible for carrying out a particular task. The first task is to
collect the raw data coming from the deployed WSN and the inertial system embed-
ded in the smartphone (Section 4.3.1). The data collected are forwarded to the next
computational step by means of dedicated gateways exploiting the functionalities of
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the middleware. Then the data are processed to extract significant features and a
first classification layer based on a custom decision tree is applied (Section 4.3.2),
and finally the filtered data and features are given as input to dedicated learning
modules, implemented by means of ESNs, for the final classification layer to provide
the output activity (Section 4.3.3). The ARS chain created is shown in Figure 4.8.
4.3.1 Sensor data collection and processing
Recognizing human activities depends directly on the features extracted for motion
analysis. In our activity recognition system we fuse information coming from inertial
sensor embedded in a smartphone carried out by the user and the implicit alteration
of the wireless channel due to the movements of the user, which is given by wireless
sensors placed in the environment and on the user himself. These devices measure
the RSS of the beacon packets they exchange among themselves in the WSN [208].
We collect RSS data using IRIS nodes embedding a Chipcon AT86RF230 radio
subsystem that implements the IEEE 802.15.4 standard and programmed with a
TinyOS firmware. Three of them are placed on the user’s chest and ankles, another
one is placed on a furniture in the environment representing a meaningful place
for a particular activity (i.e. a stationary bike for cycling activity recognition).
For the purpose of communications, the beacon packets are exchanged by using
a simple virtual token protocol that completes its execution in a time slot of 50
milliseconds [105]. A modified version of the Spin [209] token-passing protocol is used
to schedule node transmission, in order to prevent packet collisions and maintain
high data collection rate. When an anchor is transmitting, all other anchors receive
the packet and perform the RSS measurements. The payload of the transmitting
packet is the set of RSS values between the transmitting node and the other sensors
sampled during the previous cycle. This packet has been received also by a sink node
along with the node’s unique ID. The sink collects all the payloads for storage and
later processing. The RSS values are acquired for a given channel c for all the nodes
n = 1 . . . N in the network, i.e., when the last node of the network has transmitted
by using the channel c, the first sensor node starts with a new cycle by using a new
channel. The data collected from each sensor pair (ai, aj), in the following called
link, are formatted as a string with the following fields: the identifier of the receiver
(ID), the RSS values measured between the receiver and the others transmitting
sensors, the timestamp at which the string was acquired, and finally the channel
used for the acquisition.
We used the inertial system embedded in a Huawei G510 smartphone to col-
lect accelerometer data. The smartphone inertial system worn by the user was
placed along its sagittal plane and the sampling rate was set according to the SEN-
SOR DELAY FASTEST setting of the Android operating system that for the par-
ticular model used has proved to be ≈ 60Hz.
The data collected through the WSN and the smartphone come from differ-
ent hardware and communication protocols (i.e. the WSN sink running TinyOS,
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the desktop gateway running Linux operating system, the mobile gateway running
Android system). In order to hide this hardware and software heterogeneity, we
exploited the GiraffPlus middleware (Chapter 3) capabilities in terms of service
discovery and communication. Figure 4.9 shows the main components of the pro-
posed system interacting with the middleware buses in our distributed scenario.
We exploited the adaptivity of the GiraffPlus middleware to integrate new sensors
and communication protocols (like in the case of the 802.15.4-based TinyOS MAC
protocol).
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Figure 4.9: The bus-based communication middleware integration.
We integrated the inertial measurement system embedded in the smartphone
using the mobile version of the GiraffPlus middleware running on Android devices
(Section 3.2.2), while the WSN sink was integrated in the system by means of the
desktop version of the middleware through an OSGi TinyOS wrapper. Finally, we
developed the AReM module as a GiraffPlus service that collects data exploiting the
middleware context bus, processes the data extracting the requested features for the
next steps of computation, applies the decision tree (Section 4.3.2), and activates
the selected ESN (Section 4.3.3).
As a result of the data gathering process, we obtain data sampled at different
frequencies with high dimensionality. Furthermore, consecutive values of a time
series are usually highly correlated, thus there is a lot of redundancy. In this step
of the activity recognition chain we extract the needed time-domain features to
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Sample Data
% -------
% No. WSN nodes: 4 Time Slot [ms]: 50
% No. Inertial: 1 Time Slot [ms]: 14
% Step Time [ms]: 250
% M:Magnitude, Ax,Ay:Accelerations
% 1:Chest, 2:Left Ankle, 3:Right Ankle, 4:Bicycle
% -------
%
%timestamp,minM,maxM,Ax,Ay,P14,std14,P12,std12,P13,std13,P23,std23
%
1368548213503,0.97,0.98,2.33,3.70,25.75,23.50,0.50,18.00,1.41,31.25,0.43
1368548213753,0.98,1.10,2.41,3.66,24.68,23.10,0.40,18.50,0.40,30.80,0.50
1368548214003,0.95,1.20,2.44,3.55,23.52,22.50,0.50,18.50,0.00,30.55,0.20
1368548214253,1.10,1.15,2.34,3.79,24.05,22.50,0.00,17.50,0.50,31.25,0.80
1368548214503,0.96,1.05,2.34,3.76,23.89,23.50,0.50,18.00,0.20,31.50,0.10
%...
Figure 4.10: A sample output sequence of the sensor data processing block.
compress the time series and slightly remove noise and correlations. We choose an
epoch time of 250 milliseconds according to the EvAAL technical annex. In such
a time slot we elaborate 5 samples of RSS (sampled at 20 Hz) for each of the four
couples of WSN nodes (i.e. Chest-Right Ankle, Chest-Left Ankle, Right Ankle-Left
Ankle, Bicycle-Left Ankle) and approximately 17 readings of accelerometer values
(sampled at ≈ 60 Hz).
The time-domain features extracted from these samples are shown in the Ag-
gregate Values section of Figure 4.10. They include the mean value and standard
deviation for each reciprocal RSS reading from worn WSN sensors, the mean and
standard deviation of the RSS between environmental node and left ankle worn sen-
sor, the mean value of x and y axis accelerometer data and its max and min value
magnitude over the 250 milliseconds time-slot. We consider the magnitude M as
root-sum-of-squares of the three signals from the embedded tri-axial accelerometer
sensor streaming expressed in g (9.80665 m/s2):
M =
√
x2 + y2 + z2 (4.5)
Based on these features, the decision tree system, by means of the selected ESN,
makes a prediction about the user activity.
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4.3.2 Decision Tree
Starting from the output given by the sensor data processing block of the proposed
activity recognition chain, we arrive to the decision of the user activity output ap-
plying to each time-slot data a first layer of classification using a custom decision
tree classification algorithm. This classification technique has been successfully ap-
plied to activity recognition in numerous previous works [210, 211, 143, 212]. It uses
state-of-the-art techniques in order to discriminate a falling activity [213, 214, 215],
to recognize the proximity of the user to a meaningful furniture in the environ-
ment [216], and to understand if the user is in a horizontal or vertical position [144].
We used a decision tree to discriminate the sub-group of activities to be recog-
nized by the specific ESN module (see Section 4.3.3) in the second layer of clas-
sification. The advantages of custom decision trees include low computation re-
quirements, a simple implementation, and a good understanding of the classifier’s
structure. The structure of the custom decision tree constructed is depicted in Fig-
ure 4.11. The tree has three binary decision nodes and four leaf nodes, the latter
representing the ESN to use except for the first one representing the falling activity.
UPV > UFT  
OR  
LPV < LFT 
PAL,CY ≥ Pτ 
FALLING 
Ax > Ay 
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SITTING LYING BENDING 2 
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Figure 4.11: Structure of the decision tree fusion mechanism.
The first decision node uses the magnitude M of the tri-axial accelerometer data
to decide if a falling activity is happening. As proved in [215] the magnitude is a
good measure to identify thresholds for falls detection. We define upper and lower
fall thresholds as follows:
• Upper Fall Threshold (UFT): set at the level of the smallest magnitude Upper
Peak Value (UPV) of 100 falls recorded. The UFT is related to the peak impact
force experienced by the body segment (thigh) during the impact phase of the
fall.
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• Lower Fall Threshold (LFT): set at the level of the smallest magnitude Lower
Peak Value (LPV) of 100 falls recorded. The LFT is related to the acceleration
of the thigh at or before the initial contact of the body segment with the
ground.
Figure 4.12 shows the magnitude plot of one of the test made in the laboratory.
Setting up a UFT of 2.74g and a LFT of 0.6g according to the results shown in
[215], all the tests made were correctly recognized as falling activity. If the input
data LPV = min(M) is greater than LFT, or UPV = max(M) is less than UFT,
the second decision node is applied to the received time-slot data, otherwise a falling
activity is detected.
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Figure 4.12: Magnitude plot of the tri-axial embedded accelerometer, with thresh-
olds used for falling detection. When stationary, the root-sum-of-squares signal from
the tri-axial accelerometers is a constant +1 g.
The second decision node estimates the proximity [216] of the device placed on
the user’s left ankle to one of the WSN node placed to the stationary bike. We
define a device i to be in-range of device j if the received signal strength at j of the
packet transmitted by i, Pi,j, falls below a power threshold Pτ . Thus, the proximity
Qi,j is defined as:
Qi,j =
{
1, Pi,j ≥ Pτ
0, Pi,j < Pτ
(4.6)
If the PAL,CY (i = ankle left AL, j = stationary bicycle CY ) is greater than the
threshold set to Pτ = 20dBm we infer that the user is near the stationary bike
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assuming that he can be in the cycling or standing state. In this case, the RSSs vector
is given as input to the ESN trained to recognize those activities. If not, the third
decision node is applied to the received time-slot data. The RSSs vector is composed
of the means and standard deviations of the reciprocal received signal strengths of
the motes in the body area WSN. Specifically, the RSS between sensors placed at
chest and left ankle (P¯C,AL, σ(PC,AL)), chest and right ankle (P¯C,AR, σ(PC,AR)), and
left and right ankles (P¯AL,AR, σ(PAL,AR)).
The last decision node uses the x and y axis accelerometer mean values to deter-
mine if the user is in a vertical or horizontal position. As demonstrated in [144], it is
clear that if the user is in a vertical or horizontal position, even if it exhibits periodic
behavior related to the particular activity, he has distinctive patterns based on the
relative magnitudes of the x, y, and z values. Figures 4.13 and 4.14 show that
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Figure 4.13: Acceleration plot for the vertical position.
for vertical position activities like standing, walking, and bending keeping the legs
straight (bending 1), the x relative magnitude Ax is usually less than the y relative
magnitude Ay express in the figures as m/s
2. Conversely, if the user performs activ-
ities with his legs in a horizontal position like sitting, lying, and bending keeping the
legs folded (bending 2), the x relative magnitude Ax is usually greater than the y
relative magnitude Ay (Figure 4.15 shows the two types of bending activity). Based
on this decision we choose which trained ESN to use.
4.3.3 Echo State Networks
We now describe the last processing step that is realized by means of Echo State
Networks (ESNs). In this regard, we have to acknowledge the colleagues that co-
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Figure 4.14: Acceleration plot for the horizontal position.
Figure 4.15: The two types of bending activity. Bending 1 on the left and bending
2 on the right.
authored [40] from the Department of Computer Science, University of Pisa, for their
expertise in the field of RNNs and their contribution in building the ESN-based
nodes of the proposed decision tree. For sake of completeness, in the following,
we describe the implementation details, since they play an important role in the
evaluation phase.
The activity recognition process is realized by the means of RNNs [140, 149],
which are dynamical neural networks models particularly suitable for processing
temporal sequences of noisy data, such is the case of human activity recognition. In
this context, RNNs are used to produce a classification output at each time step,
based on the history of the RSS signals received in input. Based on a training set
of data samples, learning is used to adapt the network parameters to the specific
context and input patterns. For modeling of RNN we take into consideration the
efficient RC paradigm [150]. This results in an approach which, on the one hand
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strongly reduces the computational cost of training, and on the other hand has been
experimentally proved to be particularly effective in real-world problems pertaining
to AAL applications.
Within the RC/ESN paradigm, we focus on the Leaky Integrator ESN (LI-
ESN) [217], which is particularly suitable for treating input data with the peculiarity
of the RSS originated from a WSN [155, 218].
The architecture of a LI-ESN is composed of an input layer with NU units, a
large and sparsely connected reservoir layer with NR recurrent non-linear units, and
a readout layer with NY feed-forward linear units. The reservoir encodes the input
history of the driving input signal into a network state. The readout computes the
output of the model by linearly combining the activation of the reservoir units.
At each time step t, the reservoir of the LI-ESN computes a state x(t) ∈ RNR
according to a state transition function:
x(t) = (1− a)x(t− 1) + af(Winu(t) + Wˆx(t− 1)) (4.7)
where u(t) ∈ RNU is the input of the LI-ESN at time step t, Win ∈ RNR×NU is
the input-to-reservoir weight matrix (possibly including a bias term), Wˆ ∈ RNR×NR
is the recurrent reservoir weight matrix, f is the element-wise applied activation
function, which typically is a non-linearity of a sigmoidal type (we use tanh), and
a ∈ [0, 1] is the leaking rate parameter, used to control the speed of the reservoir
dynamics [217, 150] (when a = 1 the standard ESN state transition function is
obtained).
At each time step t, the readout computes the output of the model y(t) ∈ RNY
through a linear combination of the elements in the state x(t), i.e.:
y(t) = Woutx(t) (4.8)
where Wout ∈ RNY ×NR is the readout-to-reservoir weight matrix (possibly including
a bias term).
In particular, we consider the case of multi-classification learning tasks among
K classes, where each class corresponds to one of the activities. In this case, every
element in the output vector at time step t, i.e. yi(t), corresponds to one of the
considered activities, which means that NY = K. In general, at time step t, the i-th
activity is considered as identified if the corresponding element in the readout has
a positive activation, i.e. whenever yi(t) > 0. When it is required to identify one
single activity at each time step, as in our application, the identified activity is the
one corresponding to the readout unit with the largest activation, i.e. activity i is
recognized at time step t whenever
yi(t) = max
NY
j=1(yj(t)) (4.9)
The readout is the only part of the LI-ESN which undergoes a process of training,
typically by using efficient linear methods, e.g. pseudo-inversion and ridge regres-
sion [150]. The reservoir parameters are left untrained after a proper initialization
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under the constraints of the Echo State Property (ESP) [152, 219]. A sufficient
and necessary condition for the ESP to hold are provided in literature [153, 217]. In
practical applications, the sufficient condition is often considered too restrictive, and
the necessary condition is generally considered for the initialization of the reservoir
parameters. Such necessary condition states that the system governing the reservoir
dynamics (eq. 4.7) is locally asymptotically stable around the zero-state. For the
case of LI-ESN, the necessary condition for the ESP can be expressed as:
ρ(W˜) < 1 (4.10)
where ρ(W˜) is the spectral radius of the matrix
W˜ = (1− a)I + aWˆ (4.11)
In general, in order to meet the condition in eq. 4.10, a simple process consists in
randomly initializing the weight values in the matrices Win and Wˆ, and then rescale
the matrix Wˆ to obtained the desired value of the spectral radius [150, 153, 219]. In
particular, we adopt the efficient weight encoding strategy [155, 220] consisting in
randomly selecting the weight values in matrices Win and Wˆ from a small alphabet
of possible values. Such approach has the advantage of greatly reducing the memory
requirements for the storage of the network parameters, while not decreasing the
performances of the RC models in applications [155, 220].
4.3.4 The EvAAL experience
The proposed activity recognition system aims at becoming a robust solution for
automatic and unobtrusive identification of user’s activities in AAL scenarios. Real-
time monitoring of human movements could be a useful tool for many purposes and
future applications such as life-log, health care or entertainment. To this purpose,
we have performed a “deployment-and-evaluation” approach that includes different
testbeds for each phase of development of the technology.
Specifically, we have conceived an approach that is based on the deployment and
iterative refinement of the technology in three main steps. Once a prototype has been
developed, it was first evaluated dealing with a subset of activities (i.e. standing up
and down) in a laboratory settings. The results obtained in this phase are described
in [37] and have been used to present the system to the EvAAL competition. After
peer review, our team was accepted to the competition together with the teams:
IJS (from the Jozˇef Stefan Institute of Ljubljana, Slovenia) [164], AmevaActivity
(from the University of Seville, Spain) [221], and CUJ (from the University of Chiba,
Japan) [222]. Competitors were invited to install and run their Activity Recognition
System (ARS) during a predefined time slot. An actor performed a physical activity
trip across the smart home with a reference ARS used to obtain the ground truth
data. In order to get approximately the same ground truth for all the contestants,
audio signals were used to synchronize the actor movements [23].
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Table 4.3: Number of sequences for each activity in the Activity Recognition
dataset.
Activity N. of sequences
Bending1 7
Bending2 6
Cycling, Lying, Sitting, Standing, Walking 15
Starting from the encouraging results obtained in laboratory settings on the
restricted set of activities, we performed further experiments in order to address
the requirements of the EvAAL competition. With the aim of properly training
the LI-ESNs for the activity recognition phase, a new measurement campaign was
conducted collecting training data from the body area sensor network that would
have been used in the competition. Three IRIS motes were used for the campaign,
placed on the chest, right and left ankle of the test subject. Data from such a small
WSN was recorded while an actor performed the activities: bending keeping the legs
straight (i.e. bending 1), bending keeping the legs folded (i.e. bending 2), cycling,
lying, sitting, standing, walking.
Ground-truth was obtained manually, labeling each sequence of activities. Data
gathered during this measurement campaign was organized into an Activity Recog-
nition dataset, containing the RSS measured among the IRIS nodes during the
aforementioned activities, at the frequency of 4 Hz (i.e. 4 samples per second).
Each sequence in the dataset has the duration of 2 minutes (480 time steps) and
corresponds to the actor performing a specific activity. The dataset contains a total
number of 88 sequences, pertaining to the different activities, Table 4.3 shows the
number of available sequences for each activity. Figure 4.17 shows the sensors used
for the measurement campaign, installed in the CIAMI living lab in Valencia, venue
of the competition. In addition to the body area sensor network, an environmental
IRIS mote was installed on the stationary bike and a smartphone was placed in the
actor’s trousers pocket.
Figure 4.16 shows the results in terms of accuracy obtained by the proposed
system. It is easy to note that the graph presents period of inactivity/failure of the
system due to connectivity losses of the smartphone to the wireless area network set
up for the experiments (time-slots [277− 392], [599− 898], and [921− 1105]). This
caused incorrect estimates, since the system, for each time-slot, sent the last activity
recognized. Nevertheless, the proposed AReM system achieved a good overall ac-
curacy score that, together with a very low installation complexity, low recognition
delay and high interoperability, has allowed us to won the second place (Table 4.4).
Furthermore, the presence of the GiraffPlus middleware, besides the possibility to
well adapt with existing AAL infrastructure, guarantees a buffering of estimates in
case of network failures. This aspect is not considered in the EvAAL scoring criteria,
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Figure 4.16: Graphical representation of the results obtained by the AReM system
at the EvAAL competition. X-axis represents the progressive time-slots of 250
milliseconds. Y-axis represents the activity: 0 for standing, 1 for walking, 2 for
sitting, 3 for bending, 4 for cycling, 5 for falling, 6 for lying, and -1 for the not
evaluated null class.
Table 4.4: EvAAL 2013 activity recognition track final scores.
Team Accuracy Delay Installation User Interoperability Final
Complexity Acceptance Score
IJS 6.94 10 10 8.35 7.2 8.36
AReM 4.04 10 10 7.04 6.15 6.94
AmevaActivity 4.68 9 10 6.99 5.54 6.89
CUJ 4.43 10 0 5.44 2.24 4.86
since it was required to send estimates in the near real-time (250-millisecond time
slot allowed for producing the estimate). In a long-term monitoring perspective, the
possibility of storing estimates to be sent after a network failure recovery becomes
relevant, since no information is lost during the period of observation.
We exploited the difficulties faced during the competition to further refine both
the mobile gateway built upon the middleware, implementing a more robust con-
nector with a faster response to network failures, and the training process of the
Echo State Network model. The results in terms of robustness and accuracy of the
AReM system obtained from this refinement process, with particular attention to
the effectiveness of the decision tree fusion model, are described in details in the
following Section.
After the competition, the enhanced system presented in this thesis was tested
again under laboratory settings in order to perform a complete experimental assess-
ment of the reservoir computing networks used for the activity recognition system,
and to compare the obtained results with alternative methods (IDNNs) considered
as baseline reference. The obtained results are illustrated in the following Section.
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Figure 4.17: The sensors setup during the competition.
4.3.5 Performance analysis of AReM
Based on the overall architecture of the AReM system, here we describe the results
obtained by the learning modules performing the activity recognition process. As
described in Section 4.3.2, the fall detection mechanism in the AReM system is
implemented by exploiting state-of-the-art solutions. Therefore, for the purposes
of assessing the performance of our RC-based activity recognition process, here we
restrict the attention to the remaining activities: Bending1, Bending2, Cycling,
Lying, Sitting, Standing and Walking. Moreover, the performance achieved with
the proposed RC-based approach is compared with the one obtained using IDNNs,
representing a popular paradigmatic approach in the field of neurocomputing models
for application in human activity recognition problems. Through such a comparison
it is also possible to investigate whether the use of a recurrent approach for learning
in sequence domains (such is the case of RC), not limited to the use of finite-size
windows for treating streams of input data (as instead is the case of IDNN), allows
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Table 4.5: Organization of the computational learning tasks and activities involved
in the different ARS settings.
ARS Setting Activities
RSS-based AReM
Bending1, Bending2, Cycling, Lying, Sitting,
Standing, Walking
Heterogeneous AReM
task 1 Cycling, Standing
task 2 Bending1, Standing, Walking
task 3 Bending2, Lying, Sitting
to effectively take advantage on the considered tasks.
For our experiments, we considered both the settings in which only the RSS data
from the wearable sensors are available to the ARS, and the case in which also data
from additional sensors (additional environmental RSS and smartphone accelerom-
eter) are available. In the former setting, referred in the following as RSS-based
AReM setting, or simply RSS-based, all the aforementioned activities are consid-
ered, and classification of the user actions is performed by a single learning model.
In the latter case, referred in the following as Heterogeneous AReM setting, or simply
Heterogeneous, the augmented set of available data allows to apply the rule-based
classification process, through the application of the decision tree in Figure 4.11. Ac-
cording to the structure of the considered decision tree, the classification of the user
activity is performed in this case by resorting to 3 learning models, each of which
specialized by training on sub-groups of activities, and allowing a more accurate
activity discrimination.
Through a comparison of performances achieved under the RSS-based and the
Heterogeneous settings, it is possible to experimentally assess the advantages brought
by the availability of an augmented set of input data sources and by the design of
the data fusion process, exploiting the specialization of the learning models trained
on sub-sets of activities.
According to these settings, the collected Activity Recognition dataset was used
for the definition of different multi-classification learning tasks. In particular, 4
multi-classification learning tasks were arranged, the first one for the RSS-based
ARS setting, and the remaining 3 for the different sub-systems of the Heterogeneous
setting. Table 4.5 provides the information about the organization of the learning
tasks based on the different settings considered.
For each learning task in Table 4.5, we split the available data into a training
set and an external separate test set (for performance evaluation only). In order to
simulate the EvAAL scenario, the test set has been constructed collecting data from
a set of activities performed by the same user in a different session with a freshly
installed body sensor network 40. The number of sequences in the training set and in
40 In the EvAAL competition, the body sensor network was worn by a different user.
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the test sets is 64 and 24, respectively, for the learning task in the RSS-based setting.
For the learning tasks in the Heterogeneous setting, the number of sequences in the
training and test sets is 22 and 8, respectively, for task 1, 27 and 10, respectively,
for task 2, and 26 and 10 respectively, for task 3 (note that the Standing activity is
present in both tasks 1 and 2). For each multi-classification learning task, the values
of the hyper-parameters of LI-ESNs and IDNNs were selected (in order to maximize
the K-class classification accuracy, see eq. 4.15) on a validation set, according to
a holdout model selection scheme over the training set of data. For every task in
Table 4.5, the number of sequences in the validation set was ≈ 25% of the number
of sequences in the training set, i.e. 14 for the learning task in the RSS-based ARS
setting, and 4, 6 and 6, respectively, for the three learning tasks in the Heterogeneous
ARS setting.
For model selection purposes (on the validation sets) in our experiments with
LI-ESNs, we considered, for every learning task, networks with reservoir dimension
NR ∈ {10, 50, 100, 300, 500}, 10% of connectivity, leaking rate a ∈ {0.1, 0.3, 0.5, 0.7,
1}. According to the weight encoding scheme described in [155, 220] (see Sec-
tion 4.3.3), the weights values in matrices Win and Wˆ were randomly chosen from
a weight alphabet uniformly sampled in the range [−0.4, 0.4], leading to a spectral ra-
dius (eq. 4.10) of approximately 0.9 for every setting. A number of 5 reservoir guesses
were independently generated for each reservoir hyper-parametrization, and results
were averaged over such guesses. The readout of LI-ESNs was trained using pseudo-
inversion and ridge regression with regularization parameter: λr ∈ {0.0001, 0.001,
0.01, 0.1, 0.5, 1, 5, 10, 100, 1000}.
For what concerns the comparative experiments carried out using IDNNs, we
considered networks trained using Back-propagation with learning rate η ∈ {0.0001,
0.002, 0.0025, 0.003, 0.005, 0.01, 0.1} and momentum α ∈ {0, 0.001, 0.0001}. The
values of the weight decay parameter and the number of hidden units were set
to λwd = 0.00001 and NH = 100, respectively, based on the results achieved on the
validation set during preliminary experiments involving the ranges of values λwd ∈
{0, 0.01, 0.001, 0.0001, 0.00001} and NH ∈ {10, 50, 100, 500}. The length of the input
window (i.e. the input order of the delay network) was set to 10 (corresponding to
2.5 seconds), which is in line with typical settings adopted in literature. IDNNs
were trained for a maximum number of 5000 epochs, stopping the training process
whenever the error on the training set was stable for 10 consecutive epochs.
The predictive performance of the ARSs proposed was assessed by computing
accuracy and F1 score obtained for each learning task in Table 4.5, in accordance
to the evaluating criteria of the EvAAL competition (see e.g. [223, 224, 225]).
In particular, the performance of the models on each activity was evaluated by
computing per-class (i.e. per-activity) measures of accuracy, recall, precision and
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F1 score, according to:
accuracyi =
1
Ni
∑Ni
j=1
tpi+tni
tpi+tni+fpi+fni
recalli =
tpi
tpi+fni
precisioni =
tpi
tpi+fpi
F1i = 2
precisionirecalli
precisioni+recalli
(4.12)
where Ni is the number of samples available for the classification task involving
the i-th activity, tpi, tni, fpi, fni are respectively the number of true positive,
true negative, false positive and false negative classifications for the i-th activity.
The overall performance of the ARSs (multi-classification case) were computed by
averaging per-class accuracy, recall and precision over the activities:
accuracyav =
1
K
∑K
i=1 accuracyi
recallav =
1
K
∑K
i=1 recalli
precisionav =
1
K
∑K
i=1 precisioni
(4.13)
Based on the averaged recall and precision, the F1 measure for the case of multi-
classification is computed as a macro-F1 score:
F1macro = 2
(precisionavrecallav)
precisionav + recallav
(4.14)
A further measure of the performance of the models in the multi-classification case
is given by the K-class classification accuracy, i.e. the accuracy computed over the
prediction matrix for the complete set of activities (confusion matrix), defined as:
accuracyK =
∑K
i=1 tpi∑K
i=1Ni
(4.15)
where the maximum value of K used in our experiments is 7.
In the results reported in the following, performances (accuracy and F1 scores)
were averaged, and standard deviations were computed, over the 5 reservoir guesses
considered for each LI-ESN hyper-parametrization. Analogously, for the experi-
ments with IDNNs the performance corresponding to each network setting was av-
eraged over 5 different runs, corresponding to different initializations of the weight
values from a uniform distribution in [−0.001, 0.001]. In particular, it should be
noted that the obtained standard deviations are very small in correspondence of
every experimental setting considered (in the order of 0.1 percentage points for the
accuracy and of 0.1-1 percentage points for the F1 score), not affecting the perfor-
mance evaluation nor the comparison among the different cases. As such, for the
sake of compactness of results presentation, standard deviations are not explicitly
shown in the Tables reported in this Section.
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Table 4.6: Test set per-class accuracy and F1 score achieved by LI-ESNs and
IDNNs on the activities in the RSS-based ARS setting. The last row reports the
accuracy averaged over the different activities and the macro-F1 score.
Activity Accuracy F1
LI-ESN IDNN LI-ESN IDNN
Bending1 0.981 0.968 0.897 0.833
Bending2 0.977 0.947 0.842 0.620
Cycling 0.999 0.961 0.997 0.888
Lying 0.976 0.900 0.931 0.632
Sitting 0.825 0.850 0.464 0.297
Standing 0.855 0.862 0.552 0.657
Walking 0.999 0.972 0.997 0.913
Overall 0.944 0.923 0.816 0.723
The performance achieved by LI-ESNs on the multi-classification learning task
corresponding to the RSS-based ARS setting is shown in Table 4.6, which reports
the test per-class accuracy and F1 score for each activity, along with the averaged
accuracy (eq. 4.13) and macro-F1 (eq. 4.14) of the resulting ARS system. For
performance comparison, Table 4.6 also reports the performance achieved by IDNNs
in the same experimental conditions. Moreover, the confusion matrices for the two
cases of LI-ESNs and IDNNs are graphically illustrated in Figure 4.18, considering
an enumeration of the activities according to the order in Table 4.6. Figure 4.18
shows for each case a compact graphical representation where each row of the matrix
corresponds to the class assigned by the classifier (Output), while each column
represents the activity actually performed (Target). A classification method with
ideal performance will only have bars (Frequency) on the main diagonal of the
matrix. The more bars on the non-diagonal cells are high, the worst the classification
performance.
There results show that the performance obtained by LI-ESNs in the RSS-based
setting is already good, with averaged test accuracy of 0.944, macro F1 score of
0.816 and K-class classification accuracy of 0.805. As can be seen from Table 4.6
and Figure 4.18, in general, single activities are well recognized, with per-activity
accuracy between 0.825 and 0.999. However, due to the nature of the RSS input
signals used, the activities Sitting and Standing results to be hardly distinguishable
between each other (see Figure 4.18a), with F1 scores close to 0.5. Specifically, the
activities Sitting and Standing, as described in the EvAAL technical annex, do not
include the phases of sitting down and standing up, in which the proposed system
presents good results [23, 37].
Indeed, when the user is seated, even though the sensors are closer than the
standing still position, the most part of the body along with the chair is interposed
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(a) RSS-based LI-ESN (AReM)
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(b) RSS-based IDNN
Figure 4.18: Confusion matrices of the performance in the multi-classification
learning task obtained by the proposed LI-ESN based (AReM) system (a) and the
IDNN based one (b), respectively. The two axes on the base of each graph represent
the target activity class and the output class predicted by the system, respectively.
The height of the bars represent the number of instances normalized to the total
number of target elements in the corresponding class (Frequency). The smaller the
bars outside of the main diagonal, the better is the performance. Activities are
enumerated according to the same order as in Table 4.6: 1 for Bending1, 2 for
Bending2, 3 for Cycling, 4 for Lying, 5 for Sitting, 6 for Standing, 7 for Walking.
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Table 4.7: Test set per-class accuracy and F1 score achieved by LI-ESNs and
IDNNs on the activities pertaining to the Heterogeneous ARS setting, task 1 (in-
volving the activities Cycling and Standing). The last row reports the accuracy
averaged over the different activities and the macro-F1 score.
Activity Accuracy F1
LI-ESN IDNN LI-ESN IDNN
Cycling 1.000 0.995 1.000 0.995
Standing 1.000 0.995 1.000 0.995
Overall 1.000 0.995 1.000 0.995
between the sensors, compensating the increment of RSS due to the closer positions.
This makes the resulting RSS streams for Sitting practically very similar to the ones
collected for Standing. Furthermore, it is worth to note that both such activities,
involving the user in a still position, do not significantly perturb the streams of
gathered RSS data. Table 4.6 also shows that the performance achieved by LI-ESNs
is also generally higher than the one achieved by IDNNs. Indeed, in the RSS-based
setting, IDNNs resulted in an averaged test accuracy of 0.923, macro F1 score of
0.723 and K-class classification accuracy of 0.675, which are respectively 2.1, 9.3
and 13 percentage points lower than the results obtained with LI-ESNs. Moreover,
the proposed ARS setting based on LI-ESNs outperforms the analogous case with
IDNNs also in terms of per-class accuracy for all the considered activities, with the
exception of the aforementioned Sitting and Standing. In such cases, indeed, the
per-class accuracy achieved by IDNNs is slightly higher than the one obtained by
LI-ESNs, reflecting the fact that on specific tasks the windowing approach can be
effective, and that in principle it is possible to obtain a good performance on single
specific tasks using the LI-ESN recurrent approach or the IDNN windowing one.
However, as a global result of an activity recognition system over a whole set of
activities, a recurrent approach (such is the LI-ESN based one), which does not
make use of an input window of a-priori determined length, results in a system of
a more general applicability with better average performance, in particular in cases
in which no specific information is available for ad hoc tuning of the window length.
The performance of LI-ESNs on the 3 multi-classification learning tasks corre-
sponding to the Heterogeneous ARS setting are reported in Tables 4.7, 4.8 and 4.9,
which also present the results of IDNNs in the same experimental settings, for the
sake of comparison.
Results shown in such tables are computed by considering for each learning task
only the sequences pertaining to the involved activities. In general, LI-ESNs showed
very good performances on these 3 learning tasks, with average accuracy and macro
F1 score above 0.93 and 0.89, respectively, for every task. In particular, for task 1,
involving the activities Cycling and Standing (see Table 4.7), average accuracy and
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Table 4.8: Test set per-class accuracy and F1 score achieved by LI-ESNs and
IDNNs on the activities pertaining to the Heterogeneous ARS setting, task 2 (in-
volving the activities Bending1, Standing and Walking). The last row reports the
accuracy averaged over the different activities and the macro-F1 score.
Activity Accuracy F1
LI-ESN IDNN LI-ESN IDNN
Bending1 0.996 0.987 0.990 0.969
Standing 0.995 0.996 0.994 0.995
Walking 1.000 1.000 1.000 1.000
Overall 0.997 0.995 0.995 0.988
Table 4.9: Test set per-class accuracy and F1 score achieved by LI-ESNs and
IDNNs on the activities pertaining to the Heterogeneous ARS setting, task 3 (in-
volving the activities Bending2, Sitting, Lying). The last row reports the accuracy
averaged over the different activities and the macro-F1 score.
Activity Accuracy F1
LI-ESN IDNN LI-ESN IDNN
Bending2 0.941 0.889 0.832 0.728
Sitting 0.933 0.783 0.914 0.753
Lying 0.930 0.830 0.920 0.769
Overall 0.935 0.834 0.896 0.754
macro F1 score are both equal to 1. For task 2, involving the activities Bending1,
Standing and Walking (see Table 4.8), average accuracy and macro F1 score are
0.997 and 0.995, respectively. For task 3, involving the activities Bending2, Sitting
and Lying (see Table 4.9), average accuracy and macro F1 score are 0.935 and 0.896,
respectively. It is also worth to note that Tables 4.7, 4.8, and 4.9 show that LI-ESNs
generally outperform IDNNs on the three tasks considered in the Heterogeneous ARS
setting. Indeed, the performance achieved by LI-ESNs improves the one obtained
by IDNNs up to 10.1 and 14.2 percentage points, respectively, in terms of averaged
accuracy and macro F1. The performance improvement obtained by the LI-ESN
approach is particularly evident in correspondence of the activities in task 3, i.e.
Bending2, Sitting and Lying (see Table 4.9).
The performance evaluation of the Heterogeneous ARS system as a whole is
computed by aggregating the results of the learning models for tasks 1, 2 and 3,
according to the decision tree in Figure 4.11. It is worth to recall that in this case the
classification output of the activity recognition system is the activity corresponding
to the readout unit with the highest activation (see eq. 4.9) in the LI-ESN activated
by the decision tree in Figure 4.11 (analogously for the case of IDNNs).
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Table 4.10 reports the test performance achieved by LI-ESNs and IDNNs for the
Heterogeneous setting, considering all the sequences for all the activities.
Table 4.10: Test set per-class accuracy and F1 score achieved by LI-ESNs and
IDNNs on the activities in the Heterogeneous ARS setting. The last row reports
the accuracy averaged over the different activities and the macro-F1 score.
Activity Accuracy F1
LI-ESN IDNN LI-ESN IDNN
Bending1 1.000 0.995 1.000 0.972
Bending2 0.976 0.950 0.832 0.728
Cycling 1.000 0.998 1.000 0.995
Lying 0.971 0.930 0.920 0.722
Sitting 0.972 0.911 0.914 0.771
Standing 1.000 0.997 1.000 0.992
Walking 1.000 1.000 1.000 1.000
Overall 0.988 0.969 0.956 0.885
Note that results for the activity Standing are averaged between the two possible
cases represented in task 1 and task 2 (i.e. proximity and non-proximity to the
bicycle). Graphical representations of the confusion matrices for the results of LI-
ESNs and IDNNs under the Heterogeneous ARS setting are shown in Figure 4.19.
Figure 4.20 reports the output of the LI-ESN (Figure 4.20a) and of the IDNN
(Figure 4.20b) models in correspondence of the Heterogeneous ARS setting. For
the sake of clarity of representation, data pertaining to the different activities are
grouped in Figure 4.20 based on the ground-truth and concatenated according to
the same order as in Tables 4.6 and 4.10.
As it can be observed in Table 4.10 and in Figures 4.19 and 4.20, results obtained
by LI-ESN on single activities are extremely good, with test average accuracy be-
tween 0.971 and 1.000 and F1 scores between 0.832 and 1.000. In particular, the
performance obtained for the two activities Standing and Sitting is greatly improved
with respect to the RSS-based setting, showing the great advantage of the availabil-
ity of the augmented set of sensor data to the ARS, which is also appreciable through
a comparison between the confusion matrices in Figures 4.18 and 4.19. Averaged
accuracy and macro F1 score for the Heterogeneous setting with LI-ESNs are 0.988
and 0.956, respectively, which represents an improvement of 4.4 and 14 percentage
points with respect to the RSS-based case. The K-class classification accuracy for
the Heterogeneous setting with LI-ESNs is 0.959, which overcomes the K-class clas-
sification, in the corresponding RSS-based case, by more than 15 percentage points.
Moreover, the comparison between the results obtained by LI-ESN and by IDNN
in the Heterogeneous ARS setting, reported in Table 4.10 and Figures 4.19 and
4.20, confirms the general superiority of the LI-ESN approach in this application
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(a) Heterogeneous LI-ESN (AReM)
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(b) Heterogeneous IDNN
Figure 4.19: Confusion matrices of the performance obtained under the Hetero-
geneous ARS settings by the proposed LI-ESN based (AReM) system (a) and the
IDNN based one (b), respectively. Activities are enumerated according to the same
order as in Tables 4.6 and 4.10: 1 for Bending1, 2 for Bending2, 3 for Cycling, 4 for
Lying, 5 for Sitting, 6 for Standing, 7 for Walking.
context. Indeed, the performance of LI-ESNs is always higher than or equal to the
performance of IDNNs on the single activities considered, with an improvement up
to approximately 6 and 20 percentage points in terms of per-class accuracy and F1,
respectively. In this regard, it is also worth to observe that the advantage of IDNNs
on the accuracy for the activities Sitting and Standing, noted for the RSS-based
setting, does not hold anymore in the Heterogeneous setting. IDNNs in the Hetero-
geneous setting resulted in an average test accuracy of 0.969, macro F1 score of 0.885
and K-class classification accuracy of 0.897, which are respectively approximately 2,
7 and 6 percentage points lower than the results obtained with LI-ESNs. It is also
interesting to observe that the results achieved with IDNNs in the two ARS settings
considered, although generally inferior to the corresponding ones obtained with the
proposed LI-ESN based ARS system, show also in this case a substantial improve-
ment of the performance obtained in the Heterogeneous setting with respect to the
RSS-based one. This aspect represents a further confirmation of the effectiveness
of the use of the augmented set of available sensors within the decision tree fusion
mechanism shown in Figure 4.11 and described in Section 4.3.2.
4.4 Summary
This Chapter presented the context-awareness problem in SE in terms of how to
provide to context-aware applications information regarding the indoor position and
activities of a user. We study indoor localization and activity recognition among
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Figure 4.20: Graphical representation of the results obtained by LI-ESN (AReM)
(a) and by IDNN (b) under the Heterogeneous ARS setting on the test set of the
activity recognition dataset. X-axis represents the progressive time-slots of 250
milliseconds. Y-axis represents the activity: 1 for Bending1, 2 for Bending2, 3 for
Cycling, 4 for Lying, 5 for Sitting, 6 for Standing, 7 for Walking.
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all the possible source of context because they represent two of the main pillars of
context-awareness in SE. This view is also supported by the background scenario
chosen, the EvAAL competition. In this framework, we propose two algorithms
named CEO and AReM. CEO provides indoor position estimates on the basis of
only domotic sensor’s activations and its most important achievements are:
• the possibility to use CEO not only as stand-alone solution, but also as data-
fusion mechanism for existing indoor localization systems.
• the use of context data only. The method is thought to be as simple as possible,
so no knowledge of the map is introduced, apart from the perimeter.
• the absence of physical installation. No dedicated hardware devices are needed
other than those already present in the environment. Furthermore, no oﬄine
training phase is required. The user acceptance is thus guaranteed since the
system integrates with the furniture, there is no need to wear devices, and no
maintenance is required.
• the interoperability with AAL systems. It can run on the proposed GiraffPlus
middleware infrastructure, which has been designed to be compatible with
universAAL.
• a good accuracy for the AAL scenario and the possibility to increase the ac-
curacy of already installed indoor localization systems. Indeed, the algorithm
used to fuse the two position estimates is provided and results are presented,
showing a significant increase in the overall accuracy.
AReM provides online information regarding the activities performed by the user
by means of worn devices and exploiting the presence of environmental sensors. Its
most important achievements are:
• the good accuracy on real-world activity recognition dataset. It has been
collected with iterative rounds of measurements campaign and the system has
been tested on the EvAAL competition as competitor.
• the possibility to recognize subsets of activities in a modular way, due to the
presence of a decision tree that routes the data collected online to the dedicated
neural network.
• the interoperability with AAL systems. It run on the proposed GiraffPlus
middleware infrastructure, that has been designed to be compatible with uni-
versAAL. In particular on the mobile and resource-constrained version of the
middleware, proving its capability in the development of distributed applica-
tions.
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The proposed algorithms are particularly interesting since they can constitute the
premise not only for the vertical applications proposed (i.e. indoor localization and
activity recognition), but they can be part of a more general solution for horizontal
applications regarding the user monitoring in AAL, as we will show in the next
Chapter.

Chapter 5
Long-term behavioral monitoring
Supporting the long term monitoring of human well-being can prevent the emer-
gence of illnesses or pathological situations related to unhealthy users habits like
sedentariness, poor socialization, and nutritional issues. In this regard, we present
a novel approach for monitoring elderly people living alone and independently in
their own homes. The proposed system is able to detect behavioral deviations of
the routine indoor activities on the basis of a generic indoor localization system
and a swarm intelligence method. For this reason, an in-depth study on the error
modeling of state-of-the-art indoor localization systems is presented in order to test
the proposed system under different conditions in terms of localization error.
More specifically, the spatiotemporal tracks provided by a generic indoor local-
ization system are augmented, via marker-based stigmergy, in order to enable their
self-organization. This allows a marking structure appearing spontaneously at run-
time, when some local dynamism occurs. At a second level of processing, similarity
evaluation is performed between stigmergic marks over different time periods in or-
der to assess deviations. The purpose of this approach is to overcome an explicit
modeling of user’s activities and behaviors that is very inefficient to be managed,
as it works only if the user does not stray too far from the conditions under which
these explicit representations were formulated. The effectiveness of the proposed
system has been experimented on real-world scenarios.
The results presented in this Chapter have been published in [41], while more
general results in the field of the long-term monitoring for AAL have been presented
in [42] and [43]. In [42] we apply the long-term monitoring system to the particular
case of GiraffPlus test sites, while in [43] only energy consumption data are used,
collected by an Non-Intrusive Appliance Load Monitoring (NIALM) system.
5.1 Overall architecture
We show how an emergent approach can be implemented by discussing a multi-
level scheme for the detection of disease situations, structured into four levels of
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Figure 5.1: UML activity diagram of the macro activities of the proposed approach
to anomaly detection.
information processing. The first level is managed by a generic localization system
with different accuracies and precisions. The second level is in charge of a marking
subsystem leaving marks in the environment in correspondence to the position of
the person. The accumulation of marks creates an aggregated mark, observed by a
perception subsystem, which compares the current aggregated mark with a reference
aggregated mark. The reference aggregated mark is a stigmergic track, sampled in
a period determined by a relative and a health care professional, in which the el-
derly is stable in her health conditions. Finally, a detection subsystem processes the
similarity in order to extract indicators of a behavioral change. For a better distinc-
tion of the progress of unfolding deviation events, we adopt a smoothed activation
function for behavioral changes.
Figures 5.1 shows the UML activity diagram of the overall information pro-
cessing. Here, the localization and the monitoring systems are represented as a
rectangle. The monitoring system is in turn made of the subsystems: environment,
marking, perception, and detection. Activities (represented by gray oval shapes) are
connected via data flow (dashed arrow) through input/output data objects (white
rectangles). The black circle represents the initial step, while the black circle with
white border represents the final step. More specifically: (i) localization takes a
person (in our scenario, the elderly) and provides his position; (ii) marking takes
a position and produces a mark; (iii) aggregating takes marks and provides aggre-
gated marks; (iv) comparing takes reference and aggregated marks and provides
similarity between them; (iv) activation takes similarity and produces events; (v)
collecting takes events and produces event collections; (vi) and finally scoring takes
event collection and provides anomaly.
The system does not characterize specific disease situations: it alerts relatives
or health care professional on a behavioral change that might be better investigated
in person. This strategy is characterized by the use of an unobtrusive positioning
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system, a very standardized logic, and a broad-spectrum monitoring. We prove that
the proposed technique is quite insensitive to the different levels of localization error.
5.2 Error modeling of indoor localization systems
Localization is a key component for achieving context-awareness. The proposed
stigmergic system is based on the emergent paradigm, in contrast with a cognitivist
approach. The indoor positions are used to create a stigmergic track over the pe-
riod of observation that is completely decoupled from the knowledge of the specific
location. For this reason, we need generic statistics on the localization error instead
of a location-dependent model.
Recent years have witnessed an increasing trend of location-based services and
applications. In most cases, however, location information is limited by the accessi-
bility to Global Navigation Satellite Systems (GNSS), largely unavailable for indoor
environments. Recently, an international competition on localization systems for
AAL scenarios has been created: EvAAL [22]. The objective of this competition
is to reward the best indoor localization system from the point of view of AAL
applications [23].
We selected the three best localization systems presented at EvAAL, namely
CPS [226], n-Core [161], and RealTrac [162], and we used the estimated positions
by these systems as an input to the monitoring system. The description of their
systems is as follows:
• CPS is a device-free localization and tracking system, where people to be
located do not carry any device. It is based on a wireless sensor network
that uses a tomographic approach to localize the users. A static deployed
wireless network measures the RSS on its links and locates people based on
the variations caused by the movements of people.
• The n-Core localization system exploits the Ambient Intelligence (AmI) and
the Link Quality Indicator (LQI) measures between a mobile unit worn by the
user and a static deployed ZigBee wireless network. The system applies a set
of locating techniques to estimate the position of each mobile unit in the mon-
itored environment. These locating techniques include signpost, trilateration,
as well as a fuzzy logic.
• The RealTrac localization system exploits the ToF and the RSS measures
between a mobile unit worn by the user and a static deployed wireless network.
In particular, ToF and RSS measures are processed by the server using a
particle filter that also takes into consideration the structure of the building,
the air pressure value, and the inertial measurement unit data.
In order to evaluate how the proposed stigmergy-based technique performs when
applied with a real localization system, we modeled the localization error introduced
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by the selected localization systems and we apply it to the real positions of the
monitored users. The selected traces (pair of coordinates) analyzed to model the
localization error introduced by the localization systems were collected during the
EvAAL competitions. In particular, the traces are related to a typical AAL sce-
nario where the user is alone in the house, he moves along a path from one room
to another, including some waiting points, where the user stands for at least 5 sec-
onds. Table 5.1 shows the statistics of the localization systems evaluated during the
EvAAL competition. In particular, the mean, the variance, and the percentiles of
the localization error (the distance between the real point where the actor is and
the estimated coordinates) are shown.
Table 5.1: Performance statistics: mean, variance, and percentiles in meters of
the localization error for the selected systems during the EvAAL competition.
mean
error [m]
error
variance [m]
first
quantile [m]
second
quartile [m]
third
quartile [m]
CPS 0.5333 0.0562 0.3658 0.5196 0.7129
n-Core 1.0133 0.2863 0.5939 0.9471 1.2869
RealTrac 1.3525 0.5714 0.8700 1.1891 1.7340
In order to model the errors that the selected localization systems undergo, we
analyze the distribution of the error values of each system. To test the behavior of
the localization error, we analyzed about 400 position’s measures for each system.
Table 5.2 reports the values of the skewness (a measure of the asymmetry of the
probability distribution) and of the kurtosis (a measure of the shape of a probability
distribution) for the error along the x and y direction, respectively. As shown in
Table 5.2 the skewness and the kurtosis values are near to 0 and 3, respectively
(except for the n-CORE system along the y direction). This indicated that the
Probability Distribution Function (PDF) of the error along the x and y direction
should follow the Gaussian distribution.
Figures 5.2, 5.3, and 5.4 show the scatter plots of the estimated coordinates
together with the histogram bar plots evaluated along the x-y directions, for each
localization system. From this preliminary analysis we supposed that a bivariate
Gaussian distribution could model the error distribution of the selected localization
systems. Indeed, we superimpose to each scatter plot a bivariate Gaussian distri-
bution with mean and covariance shown in Table 5.3 and estimated from the traces
collected during the EvAAL competition.
If a set of variables is distributed as a multivariate normal, then each vari-
able must be normally distributed. However, when all individual variables are
normally distributed, the set of variables may not be distributed as a multivari-
ate normal [227]. Hence, testing each variable for univariate normality only is not
sufficient. The best-known method of assessing the degree to which multivariate
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Figure 5.2: Scatter and histogram bar plots of the CPS localization system
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Figure 5.3: Scatter and histogram bar plots of the n-Core localization system
132 CHAPTER 5. LONG-TERM BEHAVIORAL MONITORING
Table 5.2: Skewness and kurtosis values of the localization error for the selected
systems during the EvAAL competition.
axis Skewness Kurtosis
CPS
x 0.19 2.34
y -0.35 3.09
n-Core
x 0.0815 2.1434
y 0.7479 4.0761
RealTrac
x -0.22 2.55
y -0.19 2.56
Table 5.3: The parameters chosen for the bivariate gaussian distributions
µx µy covariance
CPS -0.0274 0.0314
0.2283 0.0320
0.0320 0.1116
n-Core 0.0362 0.4608
0.6240 -0.1026
-0.1026 0.4783
RealTrac 0.0239 -0.1469
1.1083 -0.1115
-0.1115 0.7500
data deviate from multinormality is the Mardia’s tests [228]. This method allows
testing the null hypotheses that the traces are compatible with the assumption of
multinormality, based on sample measures of multivariate skewness and kurtosis.
Moreover, we tested the assumption of multinormality by using also other two tests:
the Kolmogorov-Smirnov [229] and the Doornik-Hansen [230] normality test. The
Kolmogorov-Smirnov statistic quantifies a distance between the empirical distribu-
tion functions of two samples, while the Doornik-Hansen is a powerful alternative
to the Shapiro-Wilk test and, like the Mardia’s test, is based on the skewness and
kurtosis of multivariate data.
In Figure 5.5 the chi-square quantile-quantile plot is shown. For each localization
system, we plot the squared Mahalanobis distances against corresponding quantiles
of the limiting chi-square distribution. If data are distributed as a multivariate nor-
mal, then the points should fall on a straight line with slope one and intercept zero.
Outliers can be visually detected; indeed, they will show up as points on the upper
right side of the plot for which the Mahalanobis distance is notably greater/lesser
than the chi-square quantile value.
Although the localization errors exhibit distributions which slightly deviate from
a multivariate normal distribution (Figures 5.2, 5.3, 5.4, and 5.5), we verified that
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Figure 5.4: Scatter and histogram bar plots of the RealTrac localization system
the localization errors have been corroborated to be bivariate Gaussian distributed.
Indeed, we successfully test, at 0.025 significance level, that the error traces and the
bivariate Gaussian distributions (with the parameters estimated in Table 5.3) pass
the Mardia, the Doornik-Hansen, and the Kolmogorov-Smirnov tests. From hereon,
we will assume that the bivariate Gaussian assumption of the localization error is
valid.
5.3 The monitoring system
The proposed monitoring system has been designed according to the emergent
paradigm. More specifically, we adopt the principles of the marker-based stigmergy,
which, in social insect colonies, employs chemical markers (pheromones) that the
insects deposit on the ground in specific situations. Multiple deposits at the same
location aggregate in strength. Members of the colony who perceive pheromones
of a particular flavor may change their behavior. Pheromone concentrations in the
environment disperse in space and evaporate over time, because pheromones are
highly volatile substances.
Marker-based stigmergy can be employed as a powerful computing paradigm ex-
ploiting both spatial and temporal dynamics, because it intrinsically embodies the
time domain. Moreover, the provided mapping is not explicitly modeled at design-
time and then it is not directly interpretable. This offers a kind of information
blurring of the human data, and can be enhanced to solve privacy issues. Further-
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Figure 5.5: Quantile-quantile plot of the squared Mahalanobis distance versus the
corresponding quantiles of the chi-square distribution.
more, analog data provided by marker-based stigmergy allows measurements with
continuously changing qualities, suitable for multi-valued classification.
5.3.1 The marking process
In the marking process, a mark structure is encapsulated by a marking subsystem.
A marking subsystem takes as an input coordinates generated by the localization
system at the micro-level and leaves marks in a computer-simulated spatial envi-
ronment, thus allowing the accumulation of marks. Consider the entire localization
error model as the input for the marking subsystem implies a lot of statistical pro-
cessing that needs to be done prior to deploying the actual AAL monitoring system
and will impact the applicability of the proposed system in new environments, where
different localization solutions may be available. While the marking process need to
be transparent and not tied up to a specific localization system.
(a) Single mark (b) Aggregation of two
overlapping marks
(c) Track left by a person who
has stopped after a brief walk
Figure 5.6: Basic scenarios of the marking process.
Figure 5.6 shows some basic scenario of the marking process. More specifically,
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Figure 5.6a shows the structure of a single mark. The levels of mark intensity are
represented by different gray gradations: the darker the gradation is, the higher the
intensity of the mark. The highest intensity of the mark, IMAX , is in the middle,
which corresponds to the position of the person when the mark is left. Mark intensity
decreases with the number of squares from the position of the person, of a percentage
σ (called spatial decay) for each square. Further, mark intensity has a temporal decay,
i.e., a percentage τ of decrease after a period of time. Hence, an isolated mark after
a certain time tends to disappear.
Marks are periodically left by the marking subsystem, with frequency ν. The
time that a mark takes to disappear is longer than the period used by the marking
subsystem to release a new mark. Hence, if the user is still in a specific position,
new marks at the end of each period will superimpose on the old marks, thus in-
creasing the intensity up to a stationary level. It can be demonstrated that the
exact superimposition of a sequence of marks yields the maximum intensity level to
converge to the stationary level IMAX/τ [231]. If the person moves to other loca-
tions, consecutive marks will be partially superimposed and intensities will decrease
with the passage of time without being reinforced. Figure 5.6b shows two consecu-
tive and overlapping marks, and Figure 5.6c shows the track left by a person who
has stopped after a brief walk. The area with the highest intensity (on the right
bottom) corresponds to the place where the person is still. The track with lower
intensity is the area where the person was moving. Thus, when the person is still,
the superimposition of marks causes their intensities sum up, and then the resulting
intensities tend to be higher than in other places.
The stigmergic track can then be considered as a short-term and a short-size ac-
tion memory. The marking level allows capturing a coarse spatiotemporal structure
in the domain space, which hides the complexity and the variability in data. As a
real-world pilot scenario, Figure 5.7a shows the layout of an apartment where an
elderly with some risk of disease progression has been monitored. Here, a black or
gray region represents non-walkable areas (e.g., wall, wardrobe, TV, etc.), whereas
a white region represents an area where the person can walk or stay (e.g., floor, bed,
armchair, etc.).
Figure 5.7b shows the stigmergic track generated in the morning of a normal
day, for two hours and a half, up to 10.30 A.M. Here, a relevant intensity is located
on two points of the apartment, which might correspond to Point of Interest (POI).
Figure 5.7c shows the stigmergic track generated in the same day of the week for
the same timetable, when the person had disease symptoms. Here, top-right track
is larger and the bottom-left track is smaller than the corresponding track in the
normal day of Figure 5.7b.
In the above example, it is clear that a stigmergic track provides comprehensive
information that can be handled to automatically detect behavioral changes with-
out explicit activity modeling, with simple processing, and preserving privacy. An
in-depth (cognitivist) investigation reveals that the above-mentioned disease’s symp-
toms are sleep changes and loss of energy, causing more sleep and late breakfast,
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(a) Pilot scenario: layout of the apartment
(b) Stigmergic track in a normal day (c) Stigmergic track in a day with disease pro-
gression
Figure 5.7: Two scenarios of marking process in a real-world apartment with an
elderly with some risk of disease progression.
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with a shift of about 20 minutes with respect to the normal day. Indeed, the two
major tracks are placed on the bed (top-right) and on the living room (bottom-left).
5.3.2 The perception process
At the second level there is the perception process, consisting in the sensing of the
track accumulated in the environment at the macro-level. Here, we take advantage
of stigmergy (computed at the first level) as a means of information aggregation of
the human spatiotemporal tracks. Indeed, the process of information aggregation is
a vehicle of abstraction, leading to the emergence of high-level concepts beyond oc-
curring fluctuations. Such fluctuations can be caused by the underlying localization
system, but mostly by physical, mental, cultural, and lifestyle differences between
individuals. The perception subsystem performs a comparison, called similarity, be-
tween the current and a reference track. In other terms, similarity aims at sensing
the variation of the current behavior situation with respect to what was judged a
normal behavior. The normal behavior of the elderly is established in a period of
stable health conditions by a relative and a health-care professional. Of course, since
the normal behavior can change in the long-term, the related reference track can be
updated when necessary.
Figure 5.8 shows a three-dimensional representation of the similarity imple-
mented by the perception subsystem. Formally, given two marks X and Y , their
similarity is a real value calculated as the volume covered by their intersection
(X
⋂
Y in the figure) divided by the total volume (the union of them). The lowest
similarity is zero, i.e., for tracks with no intersection, whereas the highest is one,
i.e., for identical marks.
Figure 5.9 shows an illustrative example of similarity between tracks. More
specifically, Figure 5.9b shows the track of Figure 5.6c, whereas Figure 5.9c shows
the same track shifted two cells right and two down. Figure 5.9d and Figure 5.9e
shows their intersection and union, respectively.
Figure 5.10 shows the similarity values in a time frame of about 6 hours, between
a track in a normal day of the week and a track in the same day of the week with
a disease progression. A sample of the two tracks in a specific instant of time is
shown in Figure 5.7b and Figure 5.7c. Here, the reduction in similarity values in
the interval 90-130 is due to the differences discovered in Figure 5.7b and 5.7c.
5.3.3 The detection process
The anomaly detection is handled at the third processing layer, called detection,
involving the discovery of patterns from the similarity provided by the perception
layer. The detection subsystem provides a domain-related output. More specifi-
cally, we apply to similarity a smoothed activation function. The term “activation
function” is taken from the neural sciences and it is related to the requirement that
a signal must reach a certain level before a processing layer fires to the next layer.
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(a) |X| = 1× 8 + 1× 2 = 10 (b) |Y | = 1× 8 + 1× 2 = 10
(c) |X⋃Y | = |{max(X,Y )}| = 16 (d) |X⋂Y | = |{min(X,Y )}| = 1× 4 = 4
Figure 5.8: An illustrative example of Similarity between two consecutive marks,
S = |X⋂Y |/|X⋃Y | = 4/16 = 0.25.
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(a) Legend
(b) |X| = 154 (c) |Y | = 154
(d) |X⋃Y | = |{max(X,Y )}| = 254 (e) |X⋂Y | = |{min(X,Y )}| = 54
Figure 5.9: An illustrative example of Similarity between tracks, S =
|X⋂Y |
|X⋃Y | =
54
254
= 0.21.
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Figure 5.10: Similarity function for the two marks represented in Figure 5.7 over
a time frame of about 6 hours.
A smoothed activation function allows achieving a better distinction of the critical
phenomena during unfolding deviation events, with a better detection of progressing
levels of the anomaly. For this purpose we employ the s-shaped activation function
to the similarity output. An example of activation function is shown in Figure 5.11,
with α = 0.7 and β = 0.8, considering the following definition:
f(x) = f(x) =

0, if x ≤ α
2× (x− α)
2
(β − α)2 , if α ≤ x ≤
α + β
2
1− 2× (x− α)
2
(β − α)2 , if
α + β
2
≤ x ≤ β
1, if x ≥ β
(5.1)
Figure 5.12 shows the resulting output when applying the activation function of
Figure 5.11 to the similarity of Figure 5.10 . As an effect of the s-shape activation
function, values lower than α are further decreased, whereas values higher than β
are further amplified, in order to evidence major dissimilarity. Each sample of the
s-shaped similarity of Figure 5.12 is then associated to one of two event classes:
Positive (i.e., behavioral deviation) and Negative (i.e., no deviation). The actual
anomaly is established by the Daily Positive Rate, an online anomaly score defined
as the percentage of positive samples with respect to the total samples of the day.
The Daily Positive Rate supports the decision process of the health-care professional
with a kind of augmented perception, because it increases when the normal behavior
of the elderly is affected by significant deviations. The next section provides real-
world examples and related illustrations of the different processing layers.
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Figure 5.11: S-shape activation function with α = 0.7 and β = 0.8
Figure 5.12: S-shaped similarity
5.4 Performance evaluation
We show a real-world application on an elderly with some risk of disease progression,
living alone in the apartment of Figure 5.7a. The experimentation aims at assessing
the effectiveness of the system in recognizing a reliable measurement of the deviations
from the routine indoor activities, by applying different localization systems. In
order to assess the effectiveness of our system, human-based observation and system-
based detection must be connected for each sample of the considered time period.
In this way, the results provided by the system could be interpreted thanks to data
and meta-data provided by the human observation. In the following we explain how
experimental data were collected and how the system assessment was carried out.
5.4.1 The experimental setup
Despite of the advantages of ambient assisted living, identifying human paths in
home remains a difficult issue due to privacy-related concerns. In order to preserve
the privacy of the patient and to avoid interfering with his daily life, positioning
and behavioral data were reported by a relative of the patient. The relative was in
charge of observing every week off-line video tracks of the elderly, living alone and
independently. The video tracks were provided by a collection of cameras, placed one
per room. More specifically, first, continuous video acquisition sessions were made,
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Table 5.4: Main parameters set in the tuning session.
Symbol Value
Maximum mark intensity IMAX 20
Size of the cells grid - 100× 100 cells
Spatial decay σ 10 cells (≈ 1.4 m)
Temporal decay τ 0.1 (single mark life ≈ 30 periods)
Marking period ν−1 5 min
S-shape parameter α 0.4
S-shape parameter β 0.4
each lasting for a week. For each week, a list of behavioral deviations occurred
in the session was extracted by the relative. After some sessions were collected,
two sessions were selected by the relative: a week considered as an healthy period
(i.e., with no significant behavioral deviations), and a week with some behavioral
deviation. For the two selected weeks, the position of the elderly in the apartment
was sampled by the relative, every 5 minutes (i.e., 12 samples per hour) and with 0.6
meters of uncertainty 41. Thus, we were supplied at most with 24× 12 = 288 actual
position samples per day. When the patient is away from home, there are no position
samples available and then there is no system output. To asses the robustness of our
system, different indoor positioning systems were simulated by taking into account
the actual position samples. In order to evaluate how the proposed monitoring
system performs with the three different localization systems considered, we took
reference locations and added errors according to the models previously obtained.
In this way, we derived three cases having exactly the same mobility scenario, but
differing on the localization error. Indeed, the purpose of the experimentation is
to show that our monitoring system is not sensitive to the particular localization
technology.
The healthy session was used as a tuning session, whereas the other session was
used for testing. Hence, during the first session, the main parameters were set.
Table 5.4 shows the main parameter values used. More specifically, the spatial de-
cay was set to 10 cells, i.e. about 1.4 meters in the discretized marking space of
100 × 100 cells. Since we want to be independent of the localization systems we
chose the mark size equal to the maximum localization error of the analyzed sys-
tems. This value represents an upper bound of the localization error along the x
direction of the RealTrac system. The setting process of this parameter is quite
simple: it depends on the expected position uncertainty of the localization systems.
Indeed, 1.4 meters proved large enough to cover such uncertainty, while being suf-
41 For this purpose, the floor of any room was previously labeled with markers visible in the video
tracks. To reduce uncertainty, we used inverse perspective algorithm which is very standard in
imaging field.
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ficiently small to distinguish the closest point of interests. The maximum mark
intensity is usually provided with the same scale value of the spatial decay (i.e.,
20) in order to reduce the approximation errors in computing numbers that have
different orders of magnitude. However, the maximum mark intensity is a very in-
sensitive parameter. Temporal decay was set so as to provide sufficient historical
memory in a single mark: 30 periods, i.e., 150 minutes. This duration proved suffi-
cient to cover the largest behavioral deviations occurring with disease progression.
Indeed, the setting of this parameter is a two-step process. First, the health-care
professional establishes how disease progression is commonly manifested, and the
relative contextualizes such candidate symptoms on the elderly to monitor. This al-
lows establishing an order of magnitude of the parameter value. Second, behavioral
deviations are simulated in order to assess a more precise value. In this stage, the
low sensitivity of the parameter on the set value is also assessed. More specifically,
with the CPS localization system, the system performance (F-measure) calculated
with a temporal decay of 0.09, 0.10 and 0.11 are 0.729, 0.728, 0.727 respectively.
We set the two s-shape parameters to the same value because both the health-care
professional and the relative established that there are no transients in the expected
deviations. In the second phase, significant deviation events are artificially gener-
ated to assess a more precise value, and the low sensitivity on the set value has been
verified. More specifically, with the CPS localization system, the exact value 0.4
was selected after a very few alternatives determined as follows: the lower bound
must be higher than the baseline, whereas the highest bound must fit the most sig-
nificant deviation events. The baseline is computed by the similarity between two
corresponding healthy days of the week, e.g., two Mondays, because it represents
the noise generated by micro behavioral differences during a healthy period. Finally,
the system performance (F-measure) calculated with α and β equals to 0.3, 0.4, and
0.5 are 0.72, 0.73, and 0.69, respectively.
For the reasons above discussed, the approach followed is semi-supervised, be-
cause samples are assumed only for normal data. Essentially, a basic setting is
established via heuristic supported by the health-care professional, whereas close-to-
optimum values are established by using simulation and sensitivity. This approach
avoids configuring a system specialized on specific behavioral deviations. Indeed,
disease cases are usually rare, and then the use of them for training would cause
over fitting. Although we tested the system on a specific disease, the behavioral de-
viations simulated can occur in many diseases. It is worth noting that the anomaly
is not detected via the output of the activation function: it is assessed via the Daily
Positive Rate, an anomaly score combining many activation events.
5.4.2 System assessment
We now measure the match between the behavioral deviations annotated by the
human observer in Table 5.5 and the correspondent results provided by the system.
For this purpose, each output sample was considered as a point belonging to one
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Table 5.5: Behavioral deviations observed in the testing session.
Id Day Start-End Duration Description of the observed behavioral
(ticks) (ticks) deviation
1 Tue 185-204 20 He had a shorter lunch
2 Wen 096-100 5 He woke up later in the morning
3 Wen 150-158 9 He had a shorter lunch
4 Wen 181-230 50 He had a longer nap and shorter tasks
in the afternoon
5 Thu 098-107 10 He woke up later in the morning
6 Thu 150-153 4 He had a shorter lunch
7 Thu 195-240 46 He had a longer nap and shorter tasks
in the afternoon
8 Fri 092-095 4 He woke up later in the morning
9 Fri 108-119 12 He carried out less housekeeping tasks
10 Fri 170-173 4 He had a longer nap in the afternoon
11 Fri 190-216 27 He carried out less tasks in the afternoon
12 Fri 246-250 5 He had a shorter dinner
13 Sat 103-107 5 He woke up later in the morning
14 Sat 158-164 7 He had a shorter lunch
15 Sat 188-242 55 He had a longer nap and shorter tasks
in the afternoon
16 Sun 109-113 5 He woke up later in the morning
17 Sun 119-122 4 He did not carry out self-care tasks
18 Sun 153-156 4 He did not carry out self-care tasks
19 Sun 241-246 6 He had a shorter dinner
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of two classes: Positive (P , i.e., behavioral deviation) and Negative (N , i.e., no
deviation). Considering only the period when the patient was at home, the total
number of available samples in the experimentation week was 1822, of which 1544
were negative samples and only 278 were positive samples. Class unbalancing is
common in the AAL domain, because behavioral deviations must be discovered at
the early stage, i.e., when there are few symptoms. Table 5.6 shows the confusion
matrices generated by using the three localization systems. Here, each column
counts the instances in a predicted class (i.e., P ′ and N ′), while each row represents
the instances in an actual class (i.e., N and P ). Thus, the diagonal cells (gray)
count the number of correct classifications made for each class, and the off-diagonal
cells (white) count the errors made. The former are called True Positives (TP ) and
True Negatives (TN), whereas the latter False Positives (FP ) and False Negatives
(FN), considering correct predictions as true, and wrong predictions as false.
Table 5.6: Confusion Matrices.
(a) CPS
Prediction
P ′ N ′
A
ct
u
al P
216 62
(TP) (FN)
N
99 1445
(FP) (TN)
(b) n-Core
Prediction
P ′ N ′
A
ct
u
al P
221 57
(TP) (FN)
N
114 1430
(FP) (TN)
(c) REALTrac
Prediction
P ′ N ′
A
ct
u
al P
221 57
(TP) (FN)
N
134 1410
(FP) (TN)
Table 5.7 shows the most important oﬄine assessment indicators of the system.
More specifically, accuracy is the classification rate, i.e., the number of correctly
classified samples with respect to the total number of samples. This indicator is
often high when dealing with a small (positive) class against a large (negative) class,
because the latter dominates the ratio despite of the results on the positive class.
Two better indicators are precision and recall, meaning the number of behavioral
deviations correctly returned, with respect to the total returned and to the total
actually occurred, respectively. As both indicators are important, in Table 5.7 a
combination of them, called F-measure, is also reported. It is worth noting that
the system assessment is very insensitive to the different levels of noise (localization
error) coming from the different localization systems.
Table 5.8 shows true positive, false positive, and the positive rate as an online
assessment indicator, averaged per day of a week. Again, the result obtained is
very insensitive to the different levels of noise coming from the different localization
systems, and consistent with what is shown in Table 5.7. Indeed, starting from
Monday, the number and the duration of the behavioral deviations observed in the
testing session are increasing up to Sunday.
In order to directly assess how the output of the system was computed during
the testing session, Figure 5.13, 5.14, and 5.15 show the outputs of the perception
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Table 5.7: Oﬄine assessment indicators.
Accuracy Precision Recall F-Measure
TP+TN
TP+FP+TN+FN
TP
TP+FP
TP
TP+FN
2×Precision×Recall
Precision+Recall
CPS 0.912 0.686 0.777 0.728
n-Core 0.906 0.660 0.795 0.721
REALTrac 0.895 0.623 0.795 0.698
Table 5.8: Online assessment indicators.
Positive Rate = TP+FP
TP+FP+TN+FN
CPS n-Core REALTrac
Day TP FP
Positive
Rate
TP FP
Positive
Rate
TP FP
Positive
Rate
Mon 0 2 0.008 0 3 0.012 0 9 0.036
Tue 15 15 0.115 15 20 0.134 14 21 0.134
Wed 46 9 0.191 47 9 0.194 46 11 0.198
Thu 52 7 0.242 53 10 0.258 52 13 0.266
Fri 34 28 0.215 35 30 0.226 39 34 0.254
Sat 53 8 0.212 54 9 0.219 53 11 0.222
Sun 16 30 0.228 17 33 0.248 17 35 0.257
(analogical black signal), the detection (digital black signal), and the human ob-
servation (digital gray signal), when the error model of the analyzed localization
systems is applied on each day of the week. Here, it is possible to realize that the
system manifests an “inertial” character: chains of behavioral deviation events are
better recognized than isolated ones. This is consistent with the memory effect of
the marking process. Moreover, it is possible to realize that events shorter than
the event duration considered in the tuning stage are more difficult to be recog-
nized. Actually this is not a problem: for a given localization system, different
duration events may be recognized by different instances of the monitoring system
with different parameters tuning.
Marking is a general purpose data processing mechanism that may fit phenomena
of different sizes and nature such as: fluctuations of a localization system, transitions
between points of interest of an apartment, human mobility patterns, human diseases
patterns, and so on. The proposed system focuses on the application of stigmergy
to behavioral dynamics in indoor mobility generated by human diseases. For this
purpose, the design is not specialized to fit the error of a specific localization system.
By experimenting that the used approach is not sensitive with respect to benchmark
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Figure 5.13: Outputs of the perception, detection, and of the human observation
when the error model of the CPS localization system is applied on each day of the
observed week.
localization systems, we obtain that localization error is naturally compensated.
Similarly, the design of the marking process is not specialized to fit the structure
of the apartment: having marks large enough to distinguish the closest point of
interests it is sufficient for our purposes. Different stigmergic layers may be designed
for each (sub-)dynamics. However, this would lead to an expensive, reductionist and
cognitivist design. For this reason, the proposed stigmergic processing is focused on
human mobility patterns, showing that the approach is intrinsically able to tackle
other kinds of uncertainty.
5.5 Summary
Supporting the long term monitoring of human well-being can prevent the emer-
gence of illnesses or pathological situations related to unhealthy users habits like
sedentariness, poor socialization, and nutritional issues. For a these reasons, the
development of unobtrusive techniques enabling the long-term monitoring of hu-
man well beings is an urgency to be researched, especially in the AAL scenario.
The behavioral profile of a user can be used to detect changes possibly related to a
deterioration of his physical and psychological status.
In this Chapter we presented an approach for monitoring elderly behavior, by
focusing on diseases events. In contrast with the literature in the field, our approach
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Figure 5.14: Outputs of the perception, detection, and of the human observation
when the error model of the n-Core localization system is applied on each day of
the observed week.
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Figure 5.15: Outputs of the perception, detection, and of the human observation
when the error model of the REALTrac localization system is applied on each day
of the observed week.
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does not require explicit modeling of activities of daily living since it is based on the
emergent paradigm. We have shown how localization systems with different error
models can be used for this purpose. Moreover, we have discussed and analyzed
a real-world case of application, discovering the most interesting properties of the
approach. In particular, its most important achievements are:
• the unobtrusiveness of the system. It allows to infer the behavioral profile
of the user without specific hardware to be carried by the user. Indeed, the
proposed system exploit the presence of a generic indoor localization system.
• the adaptivity of the system to different localization systems. We showed
the performance of the system coping with different localization accuracies.
Indeed, a thoroughly analysis and modeling of the error of state-of-the-art
indoor localization system has been described.
• the absence of an explicit modeling of the disease to be detected. Our emergent
approach does not need a precise modeling of the user’s activities and behavior
that is very inefficient to be managed, since it works only if the user behaves
accordingly to a precise scheme.
In future works we will design and develop an auto-adaptive scheme in the mark-
ing detection process, in contrast with the current adaptable scheme. More specifi-
cally, one of the problems to solve when optimizing parameters is that optimization
encompasses all available scenarios at once and concerns the tuning of all param-
eters over the overall training set, which should be spread across the entire space
of diseases. This optimization scheme is usually referred to as global tuning, and
leads to increasing difficulties from the practical perspective, due to fitting different
scaled spatiotemporal behavioral deviations. An alternative is local modeling. For
example, the design paradigm of the receptive fields is based on local tuning, i.e., on
sub-models that focus predominantly on some selected regions of the entire diseases
domain. An overall model is then formed by combining such local models. This
modular layer may provide a topology offering a considerable level of flexibility, as
the resulting receptive fields can be highly diversified according to the distribution
of the different behavioral deviations [232].

Chapter 6
Conclusions and future work
The paradigm of Ambient Intelligence, which aims at supporting humans in achiev-
ing their everyday objectives by enriching physical environments with networks of
distributed devices, has made huge steps with the advances in device manufactur-
ing and available open platforms. However, the complexity in the implementation
and application of the ambient intelligence vision to real-world cases raises many
issues. Especially when we consider the ambient assisted living scenario, these issues
are related to the availability of a flexible infrastructure enabling the development
of distributed context-aware applications, to the need for a long-term monitoring
system coping with the social and economical challenges of the aging population,
and to the concerns about how obtrusive these applications can be in order to be
accepted by the user.
These concerns represent the major problems that still prevent the spreading of
ambient assisted living solutions in real environments. This thesis addresses these
challenges proposing: (i) a beyond the state-of-the-art middleware communication
infrastructure that has proven perfectly suitable for the reference scenario, (ii) a suite
of unobtrusive applications that allows the detection of indoor position and activities
of the users in his home, and (iii) a long-term monitoring system that, exploiting the
context information about the user position, is able to detect behavioral deviations
of the user’s routine indoor activities related to disease situations.
Enabling infrastructure
This Thesis describes the GiraffPlus middleware, an enabling infrastructure that,
by means of its features, allows the integration of different devices and sensors
embedded on mobile, resource-constraint, or desktop platforms through dedicated
gateways. The GiraffPlus middleware is inspired by the reference architecture of
universAAL and exploits the OSGi features on resource-rich devices capable of run-
ning a Java Virtual Machine, the AIDL programming interfaces on Android, and the
presented ASIP programming model on resource-constrained devices like Arduino.
It is built as a modular and distributed system, allowing the separation of system’s
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functionalities into independent, interchangeable modules, such that each contains
everything necessary to execute only one aspect of the desired functionality and can
easily access the interfaces exposed by other parts of the overall distributed system.
The different modules can run on different remote devices. It also provides a ser-
vice abstraction and discovery mechanism realized by means of buses that separate
the concerns regarding the discovery of devices and services (service bus), the data
collection (context bus), and the commands invocation (control bus). All of these
capabilities are provided without adding latency to applications and it has proved
to scale well with the increasing number of devices and services deployed in the SE.
Future work will focus on the consolidation process of the platform. In this
regard, the source code is available to the community 42 and it is already used by
different partners in EU (i.e. FP7 DOREMI 43) and Italian (i.e. “Renewable Energy
and ICT for Sustainability Energy” 44) projects. This will allow not only the con-
tinuous maintenance of the available solution, but also the implementation of new
features arising from the new requirements of the particular use cases related to the
projects. Our results do not solve all the problems concerning the heterogeneity of
access and deployment of devices and services in SE. Some barriers still need to be
removed especially in terms of device interoperability since new issues emerge with
the introduction of new technologies on the market. In this regard, a continuous
“External Technology Watch” (ETW, a term for monitoring how emerging technolo-
gies can impact a system [233]) is needed. We think that the modular architecture
of the proposed middleware is the key feature for addressing this challenge.
Context-awareness
This thesis studies the context-awareness problem in AAL environments in terms
of how to provide to context-aware applications information regarding the position
and activities of a user indoor. We study indoor localization and activity recog-
nition among all the possible source of context because they represent two of the
main pillars of context-awareness in SE. This view is also supported by the back-
ground scenario chosen, the EvAAL competition. In this framework, we propose
two algorithms named CEO and AReM.
CEO provides indoor position estimates on the basis of only domotic sensor’s ac-
tivations representing a device-free indoor localization algorithm. We augment the
capabilities of an already present domotic system with the indoor positioning feature
that has proven to be comparable in accuracy with existing solutions. We demon-
strated that the presented algorithm can also be used to enhance the performance
of a dedicated indoor localization system improving its accuracy.
Future work will see the further investigation in the field of device-free indoor
42 http://ala.isti.cnr.it/svn/wnlab/SensorWeaver/middleware/
https://github.com/mdxmase/asip
43 http://www.doremi-fp7.eu/
44 http://energia.isti.cnr.it/
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localization using more contextual data coming from the energy consumption in the
user’s home. Furthermore, the issues related to the presence of more people in the
environment will be studied, even if the AAL scenario usually deals with people
living alone in their homes. In this regard, the use of “increasingly personal” de-
vices like smartphone and smartwatches/wristbands will be analyzed. In particular,
the investigation on the use of Bluetooth Low Energy (BLE) beacons pervasively
deployed in the environment is ongoing [39]. This in order to localize the user by
means of BLE-equipped devices enabling the multi-user tracking.
The presence of deployed sensor capable of transmitting data packet, from which
calculate the received signal strength, is also exploited by the AReM activity recog-
nition system presented. Measuring the proximity of the user to these sensors, the
proposed algorithm provides online information regarding the activities performed
applying a decision tree. It decides which neural network to be used, each of them is
trained on specific subsets of activities using data coming worn devices. We showed
that the system achieves a good accuracy on real-world activity recognition dataset
and that it is ready to be integrated in existing AAL system due to its modularity
and interoperability.
Future work will focus on the adaptation of AReM to different sensors and signal
types and on its application over long period of time. Indeed, this process is ongoing
in the EU FP7 DOREMI project where physiological parameters (i.e. heart rate
and steps by means of a worn bracelet) and environmental sensors are used to
detect the user’s energy expenditure and indoor socialization events, instead of RSSs.
This demonstrates the high level of interoperability and adaptivity of the proposed
approach.
Long-term monitoring
The proposed algorithms for the context-detection are particularly interesting since
they can constitute the premise not only for the vertical applications proposed (i.e.
indoor localization and activity recognition), but they can be part of a more general
solution for horizontal applications regarding the long-term monitoring of the user’s
behavior. Indeed, we presented a novel approach for monitoring elderly behavior,
by focusing on diseases events. Instead of the cognitive approach, widely used in the
field, we propose an emergent paradigm, based on stigmergy, that does not require
a particular knowledge of the disease to be detected. An explicit modeling of users
activities and behaviors is very inefficient to be managed, as it works only if the user
does not stray too far from the conditions under which these explicit representations
were formulated. The proposed system is able to detect behavioral deviations of the
routine indoor activities on the basis of a generic indoor localization system and a
swarm intelligence method. We have shown how localization systems with different
error models can be used for this purpose and how the proposed system cope with
different localization errors. The effectiveness of the proposed system has been tested
on real-world AAL scenarios.
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In future work, we will design and develop an auto-adaptive scheme in the mark-
ing detection process, in contrast with the current adaptable scheme. More specifi-
cally, one of the problems to solve when optimizing parameters is that optimization
encompasses all available scenarios at once and concerns the tuning of all param-
eters over the overall training set, which should be spread across the entire space
of diseases. This optimization scheme is usually referred to as global tuning, and
leads to increasing difficulties from the practical perspective, due to fitting different
scaled spatiotemporal behavioral deviations. An alternative is local modeling. For
example, the design paradigm of the receptive fields is based on local tuning, i.e., on
sub-models that focus predominantly on some selected regions of the entire diseases
domain. An overall model is then formed by combining such local models. This
modular layer may provide a topology offering a considerable level of flexibility, as
the resulting receptive fields can be highly diversified according to the distribution
of the different behavioral deviations [232].
Furthermore, we will evaluate how the proposed system can be applied on dif-
ferent sources of information, both raw (energy consumption, environmental sensors
activations, and physiological measurements) and refined, as results of underlying
subsystems not only related to indoor localization and activity recognition. The
application of the stigmergic approach can be useful to detect emergent behavioral
markers of diverse nature. We plan to refine the proposed algorithm to fit the sleep
monitoring scenario, where the behavioral profile of the user is a key factor in order
to detect anomalies related to sleep disorders [234, 235].
6.1 Impact and lessons learned
Ambient Intelligence, and in particular the Ambient Assisted Living paradigm, is
not only the convergence of various technologies (i.e. sensor networks and industrial
electronics) and related research fields (i.e. pervasive, distributed computing, and
artificial intelligence), but it represents a major effort to integrate them and to make
them really useful for everyday human life.
In this regard, this thesis offers an in-depth analysis of how to integrate different
platforms and devices and how to exploit heterogeneous data to offer short-term
(i.e., activity recognition and indoor localization) and long-term (i.e., behavioral
monitoring and deviations detection) services to user.
Dealing with real test sites during the evaluation of the proposed solutions gave
us experiences to be actively taken into account in future work:
• when developing a middleware infrastructure, the adaptability of the system to
new solutions introduced on the market plays a key role; this can be achieved
through modularity;
• the performance of context-aware algorithms can effectively improve when
different sources of information are fused together;
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• even the use of only existing devices already deployed in the environment can
be effective when analyzing their usage over the long period;
• the environment in which the user lives should pervasively provide functional-
ities without being seen as an obtrusive medical device itself.
We proved that the presence of a shared communication infrastructure, together
with context-aware applications built upon it, can unobtrusively facilitate relatives
and specialists to take care of the assisted user. We showed that the various sources
of information, both hardware and software, can be effective exploited only if we
offer a standard medium to applications (i.e., the middleware). In this way, the
unsupervised detection and analysis of changes in everyday physical activity data is
made possible. This opens up new research possibilities in the analysis of emergent
information coming from the use of devices, deployed for a different scope (e.g.,
domotics, energy monitoring, HVAC, etc.), on the long-term.
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