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1. Introduction
The theory of Gromov hyperbolic spaces, introduced by Gromov in the 1980s, has been
considered in the books [4–8,10,11] and in several papers, but it is often assumed that the
spaces are geodesic and usually also proper (closed bounded sets are compact). A notable
exception is the paper [3] of Bonk and Schramm.The purpose of the present article is to give
a fairly detailed treatment of the basic theory of more general hyperbolic spaces. However,
we often (but not always) assume that the space is intrinsic, which means that the distance
between two points is always equal to the inﬁmum of the lengths of all arcs joining these
points.
We do not assume that the reader has any previous knowledge on hyperbolic spaces.
A motivation for this article was my work [16], where I generalize some results of Bonk,
Heinonen and Koskela [2] for domains in Banach spaces with the quasi-hyperbolic metric.
These metric spaces are intrinsic, but they need not be geodesic, and they are proper only
in the ﬁnite-dimensional case.
The main idea in this article is that geodesics are replaced by h-short arcs. An arc  with
endpoints x and y is h-short with h0 if its length l() is at most |x−y|+h. Geodesic rays
to a boundary point will be replaced by certain sequences of h-short arcs, called roads, and
geodesic lines between boundary points will be replaced by another kind of arc sequences,
called biroads.
Alternatively, we could sometimes make use of the result of Bonk and Schramm [3,
4.1] stating that every -hyperbolic metric space can be isometrically embedded into a
-hyperbolic geodesic space. The proof of this embedding theorem involves transﬁnite
induction, and I have preferred direct and more elementary proofs.
Some results and proofs are rather obvious modiﬁcations of the classical case where the
space is geodesic and proper. Presumably, a part of the theory belongs to the folklore. On
the other hand, some concepts are genuinely more complicated than in the classical case.
For example, the center of an h-short triangle consists of three arcs and not of three points,
and the roads and biroads mentioned above are clumsier than geodesic rays and lines.
Hyperbolic spaces play an important role in group theory, but connections with group
theory are not considered in this article. See [9] for a recent survey.
2. Hyperbolic spaces
2.1. Summary. I start each sectionwith a brief summary. In Section 2,wegive the deﬁnition
and the basic properties of hyperbolic spaces. The deﬁnition is given in terms of the Gromov
product. An alternative characterization for intrinsic hyperbolic spaces in terms of slim
triangles is also given.
2.2. Notation and terminology. By a spacewemean ametric space.The distance between
points x and y is usually written as |x−y|. An arc in a space X is a subset homeomorphic to
a real interval. Unless otherwise stated, this interval is assumed to be closed. Then the arc
is compact and has two endpoints.We write  : xy if  is an arc with endpoints x and y. If
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needed, this notation also gives an orientation for  from x to y. Occasionally, we consider
a singleton {x} as an arc  : xx.
A space X is intrinsic if
|x − y| = inf{l()|  : xy}
for all x, y ∈ X. Intrinsic spaces are often called length spaces or path-metric spaces in the
literature.
Let h0. We say that an arc  : xy is h-short if
l() |x − y| + h.
Thus  is a geodesic iff it is 0-short. We see that X is intrinsic iff for each pair x, y ∈ X and
for each h> 0 there is an h-short arc  : xy.
The basic notation is fairly standard. We let R and N denote the sets of real numbers and
positive integers, respectively. Balls and spheres are written as
B(a, r)= {x : |x − a|<r}, B¯(a, r)= {x : |x − a|r},
S(a, r)= {x : |x − a| = r}.
More generally, if ∅ 
= A ⊂ X, we set
B¯(A, r)= {x ∈ X : d(x,A)r}.
The distance between nonempty sets A,A′ ⊂ X is d(A,A′), and the diameter of a set A
is d(A). The Hausdorff distance between A and A′ is deﬁned by
dH (A,A
′)= inf{r : A′ ⊂ B¯(A, r), A ⊂ B¯(A′, r)}.
For an arc , we let [u, v] denote the closed subarc of  between points u, v ∈ , and
for half open subarcs we write [u, v) = [u, v]\{v}. For real numbers s, t we set s ∧
t = min{s, t}, s ∨ t = max{s, t}. To simplify notation we often omit parentheses writing
f x = f (x) etc.
2.3. Convention. Throughout the article, we let X denote a metric space.
2.4. Lemma. Every subarc of an h-short arc is h-short.
Proof. Suppose that  : xy is h-short and that u, v ∈  with u ∈ [x, v]. Then
|x − u| + l([u, v])+ |v − y| l() |x − y| + h
 |x − u| + |u− v| + |v − y| + h,
which yields l([u, v]) |u− v| + h. 
2.5. Remark. Assume that  : xy is an h-short arc of lengthL=l(), and let : [0, L] →
 be its arc length parametrization. Then
|s − t | − h |(s)− (t)| |s − t |
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for all s, t ∈ [0, L]. Thus the arc length parametrization of an h-short arc is an h-rough
geodesic in the sense of Bonk and Schramm [3]. The converse is not true, because an h-
rough geodesic is deﬁned by |s − t | − h |(s)−(t)| |s − t | + h, and it need not even
be continuous.
2.6. Arcs or paths? It is usually possible to work alternatively with arcs or paths (maps
of an interval).Whenever possible, I prefer arcs because of shorter notation. However,
paths are unavoidable when studying quasi-isometries, which need not be continuous or
injective.
2.7. The Gromov product. For x, y, p ∈ X we deﬁne the Gromov product (x|y)p by
2(x|y)p = |x − p| + |y − p| − |x − y|.
A geometric interpretation of the Gromov product is obtained by mapping the triple
(x, y, p) isometrically onto a triple (x′, y′, p′) in the euclidean plane. The circle inscribed
to the triangle x′y′p′ meets the sides [p′, x′] and [p′, y′] at points x∗ and y∗, respectively,
and we have (x|y)p = |x∗ − p| = |y∗ − p|.
A useful property of the Gromov product is that in hyperbolic spaces, it is roughly equal
to the distance between p and an h-short arc  : xy; see 2.33.
We next give some elementary properties of the Gromov product.
2.8. Lemma. (1) (x|y)p = (y|x)p, (x|y)y = (x|y)x = 0.
(2) |x − y| = (x|z)y + (y|z)x .
(3) 0(x|y)p |x − p| ∧ |y − p|.
(4) |(x|y)p − (x|y)q | |p − q|.
(5) |(x|y)p − (x|z)p| |y − z|.
(6) If  : py is h-short and if x ∈ , then
|x − p| − h/2(x|y)p |x − p|.
Proof. (1) is trivial, and (2) follows by direct computation. The ﬁrst inequality of (3) is the
triangle inequality. Furthermore,
2(x|y)p |x − p| + |y − p| − (|x − p| − |y − p|)= 2|x − p|
and similarly 2(x|y)p2|y − p|, so (3) is true. The proof of (4) is equally easy
2|(x|y)p − (x|y)q | = ||x − p| − |x − q| + |y − p| − |y − q||2|p − q|
and also (5) follows from the triangle inequality.
The second inequality of (6) follows from (3). Since  is h-short, we have |p− x| + |x−
y| l() |p − y| + h, which implies the ﬁrst inequality of (6). 
2.9. Lemma. Suppose that  : yz is h-short and that x ∈ X.Then (y|z)xd(x, )+h/2.
In particular, (y|z)ph/2 for all p ∈ .
J. Väisälä / Expo. Math. 23 (2005) 187–231 191
Proof. Let p ∈ . Since |z−p|+ |y−p| l() |y− z|+h, the triangle inequality gives
2|x − p| |x − z| − |z− p| + |x − y| − |y − p|2(y|z)x − h
and the lemma follows. 
2.10. Deﬁnition. Let 0. A space X is (Gromov) -hyperbolic if
(x|z)p(x|y)p ∧ (y|z)p −  (2.11)
for all x, y, z, p ∈ X.A space isGromov hyperbolic or brieﬂy hyperbolic if it is -hyperbolic
for some 0.
Alternatively, the deﬁnition can be written as
|x − z| + |y − p|(|x − y| + |z− p|) ∨ (|x − p| + |y − z|)+ 2. (2.12)
A third formulation of (2.11) is given in (4.6). We shall occasionally make use of the
inequality
(x|u)p(x|y)p ∧ (y|z)p ∧ (z|u)p − 2, (2.13)
which is obtained by iterating (2.11).
2.14. Examples. The real line is 0-hyperbolic. A classical example of a hyperbolic space
is the Poincaré half-space xn > 0 in Rn with the hyperbolic metric deﬁned by the element of
length |dx|/xn. This space is -hyperbolic with = log 3 [7, 4.3]. More generally, uniform
domains with the quasi-hyperbolic metric are hyperbolic; see [2, 1.11] for domains in Rn
and [16] for arbitrary Banach spaces.
Every bounded space is trivially hyperbolic, but only unbounded hyperbolic spaces are
interesting.
In the rest of this section we study h-short arcs in hyperbolic spaces.The following useful
result is usually (for h = 0) mentioned together with the so-called tripod map; see [8, pp.
38,41]. However, tripods are not needed in this article.
2.15. Tripod lemma. Suppose that i : abi, i=1, 2, are h-short arcs in a -hyperbolic
space. Let x1 ∈ 1 be a point with |x1 − a|(b1|b2)a , and let x2, x′2 ∈ 2 be points with|x2 − a| = |x1 − a| and l(2[a, x′2])= l(1[a, x1]). Then
|x1 − x2|4+ h, |x1 − x′2|4+ 2h.
Proof. Set t = |x1 − a| = |x2 − a|. By 2.8(6) we have (xi |bi)a t − h/2. Hence
t − |x1 − x2|/2= (x1|x2)a(x1|b1)a ∧ (b1|b2)a ∧ (b2|x2)a − 2 t − h/2− 2,
which implies the ﬁrst inequality.
Let li denote the length metric of i , i = 1, 2, that is, li (u, v)= l(i[u, v]). We have
|x2 − x′2| l2(x2, x′2)= |l2(a, x2)− l2(a, x′2)| = |l2(a, x2)− l1(a, x1)|.
Since t li (a, xi) t + h for i = 1, 2, we obtain |x2 − x′2|h, and the second inequality
follows. 
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2.16. Length maps. Suppose that  and  are rectiﬁable arcs with l() l(). A map
f : →  is a length map if
l(f [u, v])= l([u, v])
for all u, v ∈ .
Suppose that 1, 2 : ab are h-short arcs in a -hyperbolic space with common end-
points and that l(1) l(2). Let f : 1 → 2 be the length map ﬁxing a. Then |f x −
x|4 + 2h for all x ∈ 1 by the tripod Lemma 2.15. The following two lemmas give
related results for somewhat more general situations.
2.17. Ribbon lemma. Let X be an intrinsic -hyperbolic space, let i : aibi be h-short
arcs in X, i = 1, 2, let l(1) l(2), |a1 − a2|, d(b1, 2), and let f : 1 → 2 be
the length map with f a1 = a2. Then |f x − x|8+ 5+ 5h for all x ∈ 1.
Proof. Let again li denote the length metric of i , i = 1, 2. Choose a point y ∈ 2 with
|b1 − y|. Then
l2(y, f b1) |l2(a2, y)− l2(a2, f b1)| = |l2(a2, y)− l1(a1, b1)|
 ||a2 − y| − |a1 − b1|| + h2+ h.
Let x ∈ 1 and set s= l1(a1, x), L= l(1). If sL−−h, then l2(f x, f b1)= l1(x, b1)
+ h and
|f x − x| |f x − f b1| + |f b1 − y| + |y − b1| + |b1 − x|
(+ h)+ (2+ h)+ + (+ h)= 5+ 3h.
Assume that sL− − h. Choose an h-short arc 0 : a1y. Since
|a1 − y| |a1 − b1| − |y − b1|L− h− s,
there is a point x0 ∈ 0 with l0(a1, x0)= s where l0 is the length metric of 0. We have
2(b1|y)a1 = |a1 − b1| + |a1 − y| − |b1 − y|L− h+ s − 2s.
Hence |x − x0|4+ 2h by 2.15. Set t = l(0)− s = l0(y, x0). If t |a2 − y| − , then
s = l(0)− t |a1 − y| + h− |a2 − y| + 2+ h and
|f x − x| |f x − a2| + |a2 − a1| + |a1 − x|2s + 5+ 2h.
Assume that t |a2− y| − . There is a point x2 ∈ 2[a2, y] with l2(x2, y)= t . We have
2(a1|a2)y = |a1 − y| + |a2 − y| − |a1 − a2|2|a2 − y| − 22t ,
whence |x0 − x2|4+ 2h by 2.15. Hence
|f x − x| |f x − x2| + |x2 − x0| + |x0 − x|
 |s + t − l2(a2, y)| + (4+ 2h)+ (4+ 2h).
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Here
|s + t − l2(a2, y)| = |l(0)− l2(a2, y)|‖|a1 − y| − |a2 − y|‖ + h+ h,
and we obtain the desired estimate |f x − x|8+ + 5h. 
2.18. Second ribbon lemma. Let X be an intrinsic -hyperbolic space and let i : aibi
be h-short arcs in X, i=1, 2, with |a1−a2|, ‖b1−b2|. Then the Hausdorff distance
dH (1, 2) is at most 8+ 5+ 5h.
Proof. Let x ∈ 1.Wemust ﬁnd a point y ∈ 2 with |x−y|8+5+5h. If l(1) l(2),
this is given by 2.17.Assume that l(2)< l(1) and let f : 2 → 1 be the length map with
f a2= a1. If x ∈ f 2, we may choose y=f−1x by 2.17.Assume that x ∈ 1[f b2, b1] and
let li denote the length metric of i . We have
|x − b1| l1(f b2, b1)= l1(a1, b1)− l1(a1, f b2)
= l1(a1, b1)− l2(a2, b2) |a1 − b1| + h− |a2 − b2|2+ h.
Hence |x − b2|3+ h, and we may choose y = b2. 
2.19. Lemma. Let i : pai, i = 1, 2, be h-short arcs in a -hyperbolic space, let q0
and let yi ∈ i be points with |p − yi |(a1|a2)p − q. Then
|(y1|y2)p − (a1|a2)p|6+ q + 3h.
Proof. Wewrite (x|y)=(x|y)p forx, y ∈ X. Set t=(a1|a2). Since |p−yi |−h/2(yi |ai)
|p − yi | by 2.8(6), we obtain
(y1|y2)(y1|a1) ∧ (a1|a2) ∧ (a2|y2)− 2
 |w − y1| ∧ t ∧ |p − y2| − h/2− 2 t − 2− q − h/2.
It remains to show that
(y1|y2) t + 6+ q + 3h. (2.20)
We have
t(a1|y1) ∧ (y1|y2) ∧ (y2|a2)− 2
 |p − y1| ∧ (y1|y2) ∧ |p − y2| − h/2− 2.
Wemay assume that |p−y1| |p−y2|. If |p−y1|> t+h/2+2, then (y1|y2) t+h/2+2,
and (2.20) holds.Assume that |p−y1| t+h/2+2. Let zi ∈ i be points with |p−zi |= t .
Since 1 is h-short, we obtain
|y1 − z1| ||p − y1| − t | + h(h/2+ 2) ∨ q + h2+ q + 2h.
As |z1− z2|4+h by 2.15, we have |y1− z2|6+q+3h, whence (y1|y2)(z2|y2)+
6+ q + 3h |p − z2| + 6+ q + 3h, and (2.20) follows. 
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2.21. Triangles. By a triangle in X we mean a triple of arcs  : bc,  : ac,  : ab.
The points a, b, c are the vertices and the arcs ,,  are the sides of the triangle=(,, ).
A triangle is h-short if each side is h-short. We set
ra = (b|c)a, rb = (a|c)b, rc = (a|b)c, || =  ∪  ∪ .
From 2.8(2) we get
|a − b| = ra + rb, |a − c| = ra + rc, |b − c| = rb + rc. (2.22)
In fact, the numbers ra, rb, rc are uniquely determined by (2.22).
a
 
 γ
a
 α
c
γb
αb
cα 
bα 
bγ
 b
c
βα
ατ
cβ
β
c
aγ
β
γ
α* *
*
Let a and b be the points of  such that setting a = [a, a] and b = [b, b] we
have l(a) = ra and l(b) = rb. Then  is the union of successive subarcs a, ∗, b where
∗ = [a, b] is called the center of the side  in the triangle . The arc ∗ may degenerate
to a point; this happens iff  is a geodesic. We say that the subdivision
= a ∪ ∗ ∪ b
is the subdivision of  induced by the triangle  (or by the point c). The sides  and  are
divided similarly. The center of the triangle  is the set
Z()= ∗ ∪ ∗ ∪ ∗.
Observe that for each vertex v of  we have
|| ∩ S(v, rv) ⊂ Z().  (2.23)
2.24. Lemma. Suppose that X is -hyperbolic and that  is an h-short triangle in X. Then
(1) l(∗)h for each side  of ,
(2) d(Z())4+ 4h.
Proof. Let  be as in 2.21. By (2.22) we get
|a − b| + l(∗)= ra + l(∗)+ rb = l() |a − b| + h,
which implies (1). Furthermore, |a − a|4 + 2h by the tripod Lemma 2.15, and (2)
follows from (1). 
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2.25. Lemma. Suppose that  is an h-short triangle. Then
(1) d(v, Z())rv − h for each vertex v of .
(2) If x ∈ X and if d(x, ) t for each side  of , then d(x, Z())3t + h/2.
Proof. Let  be as in 2.21. We have d(a, ∗)ra − h for  = , . By 2.9 we have
d(a, )ra − h/2, and (1) follows.
To prove (2), choose a point y ∈ with |x−y| t . It sufﬁces to show that d(y, ∗)2t+
h/2. We may assume that y ∈ b. By 2.9 we obtain
rbd(b,)+ h/2 |b − y| + |y − x| + d(x,)+ h/2 |b − y| + 2t + h/2.
Moreover, |b − y| + |y − b| l(b) = rb, whence d(y, ∗) |y − b|2t + h/2 as
desired. 
2.26. Slim triangles and the Rips condition. Let 0.A triangle in a spaceX is -slim
if each side  of  is contained in B¯(||\, ).
LetA be a family of arcs in X such that
(1) If  ∈A, then every subarc of  is inA.
(2) For each x, y ∈ X, x 
= y, and h> 0 there is an h-short member  : xy ofA.
Observe that (2) implies that X is intrinsic. For example, the family of all arcs in an
intrinsic space satisﬁes (1) and (2). In [16], I consider the case where the space is a domain
in a Banach space with the quasi-hyperbolic metric and A is the family of all c-quasi-
geodesics with a ﬁxed c.
We say that X is a (, h,A)-Rips space if every h-short triangle in X with sides inA is
-slim. In the case whereA is the family of all arcs in X, we simply say that X is (, h)-Rips.
2.27. Hyperbolicity and the Rips condition. We shall show that for intrinsic spaces, the
(, h,A)-Rips condition is quantitatively equivalent to -hyperbolicity. We formulate this
in 2.34 and 2.35, but we remark that from 2.15 and 2.24 it easily follows that an intrinsic
-hyperbolic space is (′, h,A)-Rips with ′=4+2h for each handA, which is a slightly
weaker result than 2.35.
Indeed, let = (,, ) be an h-short triangle and let x ∈  : bc. If |x − b|rb, then
d(x, )4+h by the tripod Lemma 2.15. Similarly |x−c|rc implies that d(x,)4+
h. In the remaining case we have x ∈ ∗, and then d(x, )d(b, )+ l(∗)4+ 2h by
2.15 and 2.24.
As a by-product, the following proof gives Lemma 2.33, which will be very useful in
applications.
2.28. Lemma. Suppose that X is (, h,A)-Rips and that , : xy are h-short members
ofA. Then  ⊂ B¯(, ).
Proof. This follows from the deﬁnition by dividing  into two subarcs. 
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We introduce an auxiliary notion.
2.29. Deﬁnition. A space X has property P(, h,A) if
(a|b)p ∧ (a|c)p
whenever  : bc is h-short,  ∈A, a ∈ X and p ∈ .
2.30. Lemma. A -hyperbolic space has property P( + h/2, h,A) for every h> 0 and
for everyA.
Proof. With the notation of 2.29 we have
(a|b)p ∧ (a|c)p(b|c)p + .
Here (b|c)ph/2 by 2.9, and the lemma follows. 
2.31. Lemma. A (, h,A)-Rips space has property P(+ h/2, h,A).
Proof. With the notation of 2.29, choose h-short members  : ac and  : ab ofA. By
the Rips condition, there is a point q ∈  ∪  with |q − p|. We may assume that q ∈ .
Then
|a − p| + |p − c| |a − q| + |q − p| + |p − q| + |q − c|
 l()+ 2 |a − c| + h+ 2,
whence (a|c)p+ h/2. 
2.32. Lemma. Suppose that X has property P(, h,A) and that  : bc is an h-short
member ofA. Then
d(p, )(b|c)p + 2
for each p ∈ X.
Proof. The arc  is the union of the closed sets A = {x ∈  : (p|b)x} and B = {p ∈
 : (p|c)x}. Since b ∈ A, c ∈ B and since  is connected, there is a point y ∈ A ∩ B.
Then
42(p|b)y + 2(p|c)y = 2|p − y| + |b − y| + |c − y| − |p − b| − |p − c|
2d(p, )+ |b − c| − |p − b| − |p − c| = 2d(p, )− 2(b|c)p. 
Combining Lemmas 2.9, 2.30 and 2.32 we get the following useful result, which shows
that in a hyperbolic space, the Gromov product (x|y)p is roughly equal to the distance
d(p, ) for any h-short arc  : xy.
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2.33. Standard estimate. Suppose that X is -hyperbolic, that p ∈ X and that  : xy is
h-short. Then
d(p, )− 2− h(x|y)pd(p, )+ h/2.
The second inequality is true in every space. 
2.34. Theorem. If X is (, h,A)-Rips, then X is ′-hyperbolic with ′ = 3+ 3h/2.
Proof. Let a, b, c, p ∈ X. Choose h-short members  : bc,  : ac,  : ab of A.
Since  ⊂ B¯( ∪ , ) by the Rips condition, we obtain by 2.9
(a|c)p ∧ (a|b)pd(p,) ∧ d(p, )+ h/2d(p, )+ + h/2.
SinceX has propertyP(+h/2, h,A) by 2.31, Lemma2.32 gives d(p, )(b|c)p+2+h.
Consequently,
(a|c)p ∧ (a|b)p(b|c)p + 3+ 3h/2,
and the theorem follows. 
2.35. Theorem. If X is -hyperbolic, then X is (′, h,A)-Rips with ′ = 3 + 3h/2 for
each h> 0 and for eachA.
Proof. Suppose that = (,, ) is an h-short triangle in X and let x ∈ . We must show
that
d(x, ∪ )3+ 3h/2. (2.36)
Let a, b, c be the vertices of as in 2.21.By 2.30, the spaceX has propertyP(+h/2, h,A),
and hence 2.32 gives
d(x, )(a|b)x + 2+ h, d(x,)(a|c)x + 2+ h.
Consequently,
d(x, ∪ )= d(x,) ∧ d(x, )(a|b)x ∧ (a|c)x + 2+ h
(b|c)x + 3+ h.
Since (b|c)xh/2 by 2.9, this yields (2.36). 
2.37. Remark. Theorems 2.34 and 2.35 show that the properties -hyperbolic and
(, h,A)-Rips are quantitatively equivalent. Moreover, the property (, h,A)-Rips is
quantitatively independent of the familyA.
2.38. Notes. The classical versions of the results of Section 2 in geodesic spaces can be
found in most of the books mentioned in the introduction. In the geodesic case, the center of
aside of a triangle degenerates to one point, and thus the center Z() of a geodesic triangle
 contains at most three points.
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3. Geodesic stability
3.1. Summary. We study quasi-geodesics and more general arcs and paths in an intrinsic
hyperbolic space.We show that two such arcs or paths joining given points a and b run close
to each other even if |a − b| is large. This property of hyperbolic spaces is called geodesic
stability.We also show that conversely, this property implies that the space is hyperbolic.As
applications we show that a quasi-isometry between intrinsic spaces preserves hyperbolicity
and study the behavior of the Gromov product in a quasi-isometry.
3.2. Terminology. Let 	1 and 0. We say that a map f : X → Y between metric
spaces is a (	,)-quasi-isometry if
	−1|x − y| −  |f x − fy|	|x − y| +  (3.3)
for all x, y ∈ X. The map f need not be continuous. In the case where f : I → Y is a map
of a real interval I, we say that such a map is a (	,)-quasi-isometric path.
These and related maps appear with various names in the literature. For example, [3] calls
a map satisfying (3.3) a rough quasi-isometry. In my earlier papers on the free quasi-world
I replaced the left-hand side of (3.3) by 	−1(|x − y| − ) and called such maps -coarsely
or -roughly 	-bilipschitz. My reason was that if f is bijective, then f−1 satisﬁes exactly
the same condition.
For = 0, (3.3) reduces to the 	-bilipschitz condition
	−1|x − y| |f x − fy|	|x − y|.
A bilipschitz map between metric spaces is always an embedding.
An arc  : ab in a space X is a 	-quasi-geodesic, 	1, if
l([u, v])	|u− v|
for all u, v ∈ . Then the arc length parametrization  : [0, l()] →  satisﬁes the inequal-
ities
	−1|s − t | |(s)− (t)| |s − t |,
and thus  is 	-bilipschitz.
3.4. Remark. The quasi-isometry condition (3.3) is often implied by seemingly different
conditions. For example, suppose that f : X → Y is a bijective map between intrinsic
spaces such that f and f−1 are uniformly continuous. Then f is a quasi-isometry. To see
this, let x, y ∈ X and choose a number q > 0 such that |f u− f v|1 whenever u, v ∈ X
and |u − v|q. Let h> 0 and choose an h-short arc  : xy. Let k0 be the unique
integer with kq l()< (k+1)q. Choose successive points x=x0, . . . , xk+1=y such that
l([xj−1, xj ])q for all j. Then |f xj−1 − f xj |1, whence
|f x − fy|k + 1 l()/q + 1 |x − y|/q + h/q + 1.
As h→ 0, we get |f x−fy| |x− y|/q+ 1, which is the ﬁrst inequality of (3.3). Treating
similarly the inverse map f−1 we obtain the second part of (3.3).
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More generally, the result holds for roughly quasi-convex spaces, which means that each
pair x, y can be joined by an arc  with l()c1|x − y| + c2.
To prove the stability Theorem 3.7 we need two lemmas. The ﬁrst lemma is valid in every
metric space.
3.5. Lemma. Suppose that  : xy is an h-short arc in a space X. Let r > 0, s0, and
suppose that Q ⊂ X is a set such that {x, y} ⊂ Q ⊂ B¯(, r) and such that d(Q1,Q2)s
wheneverQ=Q1 ∪Q2, x ∈ Q1, y ∈ Q2. Then  ⊂ B¯(Q, 2r + s + h).
Proof. Assume that the lemma is false. Set t = 2r + s+ h. There is ε > 0 and a point z ∈ 
such that d(z,Q) = t + 4ε. Since l([x, z]) |x − z| t + 4ε, there is x1 ∈ [x, z] with
l([x1, z])= t/2+ 2ε. Similarly, there is x2 ∈ [z, y] with l([z, x2])= t/2+ 2ε. Set
′ = [x1, x2], 1 = [x, x1], 2 = [x2, y], U ′ = B(′, r + ε), Ui = B(i , r + ε),
i = 1, 2.
If U ′ meets Q, there is a point z′ ∈ ′ with d(z′,Q)< r + ε. Since r t/2, we obtain the
contradiction
t + 4ε = d(z,Q)< r + ε + |z− z′|r + ε + t/2+ 2ε t + 3ε.
HenceQ∩U ′ =∅.AsQ ⊂ B¯(, r), we thus haveQ=Q1∪Q2 withQi=Q∩Ui . From the
condition on Q it follows that there are points qi ∈ Qi with |q1− q2|<s+ ε. Furthermore,
there are yi ∈ i such that |yi − qi |<r + ε. Then |y1 − y2|< 2r + s + 3ε, and we get the
contradiction
t + 4ε l(′) l([y1, y2]) |y1 − y2| + h< 2r + s + 3ε + h= t + 3ε. 
3.6. Projection lemma. Suppose that X is an intrinsic (, h)-Rips space. Let  ⊂ X be an
h-short arc and let x1, x2 ∈ X and y1, y2 ∈  be points such that
(1) |xi − yi | = d(xi, )R> 0 for i = 1, 2,
(2) |x1 − x2|< 2R − 4− h.
Then |y1 − y2|8+ 2h.
Proof. Pick y0 ∈ [y1, y2] with |y0 − y1| = |y0 − y2|. Choose h-short arcs i : yixi and
 : x1x2. Applying twice the Rips condition we obtain [y1, y2] ⊂ B¯(1 ∪  ∪ 2, 2).
Hence there is z ∈ 1 ∪  ∪ 2 with |z− y0|2.
If z ∈ , then
Rd(xi, ) |xi − z| + |z− y0| |xi − z| + 2
for i = 1, 2, and we obtain
2R |x1 − z| + |x2 − z| + 4 |x1 − x2| + h+ 4,
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which is a contradiction by (2). Thus z ∈ 1 ∪ 2, and we may assume that z ∈ 1. Then
|x1 − y1| = d(x1, ) |x1 − z| + |z− y0| |x1 − z| + 2,
|x1 − z| + |z− y1| l(1) |x1 − y1| + h,
whence |z− y1|2+ h. Consequently,
|y1 − y2|2|y1 − y0|2|y1 − z| + 2|z− y0|8+ 2h. 
3.7. Stability theorem. Suppose that X is an intrinsic -hyperbolic space and that
 : [a, b] → X and ′ : [a′, b′] → X are (	,)-quasi-isometric paths with (a)= ′(a)
and (b)= ′(b). Then dH (im, im′)M(, 	,).
Proof. Fix h> 0 and choose an h-short arc  : (a)→ (b). It sufﬁces to ﬁnd an estimate
dH (, im)M(	,, , h). The space X is (′, h)-Rips with ′ = 3+ 3h/2 by 2.35. We
show that
im ⊂ B¯(,M1),  ⊂ B¯(im,M2), (3.8)
whereM1 = 30	4(4′ + h)+ 8	2 andM2 = 2M1 + + h.
Set r=5	(4′ +h), R=	r+, I =[a, b], and deﬁne g : I → R by g(t)=d((t), ).
Let s ∈ I . For the ﬁrst inclusion of (3.8) we must show that g(s)M1.
We may assume that g(s)>R. Set
a0 = sup{t ∈ I : t < s, g(t)R},
b0 = inf{t ∈ I : t > s, g(t)R},
L= b0 − a0 − r .
Choose points u0, v0 ∈ I such that
a0 − r/2u0a0, g(u0)R, b0v0b0 + r/2, g(v0)R.
We may assume that s − a0b0 − s. Then
g(s)g(u0)+ |(s)− (u0)|R + 	(s − u0)+ R + 	(L/2+ r)+ .
It sufﬁces to show that
L8	R + 2	, (3.9)
because then
g(s)R + 4	2R + 	2+ 	r + 6	2R + 2	2=M1.
Wemayassume thatL> 0. Settingu=a0+r/2, v=b0−r/2wehaveL=v−u. Letnbe the
integer with (n− 1)rL<nr . If n4, then (3.9) is clearly true. Suppose that n5. Since
nL/r + 1, we have n5L/4r . Divide [u, v] into subintervals Ii = [ti−1, ti], 1 in,
by points ti = u+ iL/n. For each i ∈ {0, . . . , n} let yi ∈  be a point closest to (ti). For
all i we have |(ti)− yi | = g(ti)R and
|(ti−1)− (ti)|	(ti − ti−1)+ <R< 2R − 4′ − h.
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Hence the projection Lemma 3.6 gives |yi−1 − yi |8′ + 2h. Since
|(u)− y0| = g(u)g(u0)+ |(u0)− (u)|R + 	r + = 2R
and similarly |(v)− yn|2R, we get
|(u)− (v)| |(u)− y0| +
n∑
i=1
|yi−1 − yi | + |yn − (v)|4R + 2n(4′ + h).
As |(u)− (v)|L/	− , this yields
L4	R + 2	n(4′ + h)+ 	.
Here n5L/4r , whence the middle term on the right is at most L/2, and (3.9) follows.
To prove the second part of the theorem, observe thatQ= im satisﬁes the condition of
3.5 with s=. Hence we can apply 3.5 with s=, r=M1 and obtain  ⊂ B¯(Q,M2). 
3.10. Remarks. 1. Theorem 3.7 holds withM =M1 +M2 for each h> 0. As h→ 0, we
get the explicit boundM = 1080	4+ 25	2.
2. The stability Theorem 3.7 holds, in fact, in every hyperbolic space. As observed in [3,
5.4], this follows from the embedding Theorem [3, 4.1] of Bonk and Schramm.
The following special case of the stability Theorem 3.7 is frequently needed in applica-
tions:
3.11. Theorem. Suppose that  : ab is an h-short arc and that  : ab is a c-quasi-
geodesic in an intrinsic -hyperbolic space. Then dH (,)M(, c, h). 
We next give a converse of 3.7. Its simple proof may be well known but perhaps not
previously published. A related but deeper result was proved by Bonk [1]. He considers the
following weaker form of geodesic stability: For each 	1 there is M> 0 such that for
each 	-quasi-geodesic  : xy there is a geodesic  : xy such that  ⊂ B(,M). This
does not mean that  ⊂ B(,M) for every geodesic  : xy. He shows that this condition
implies that a geodesic space is Gromov hyperbolic.
3.12. Theorem. Let h> 0, > 0. Suppose that X is an intrinsic space such that  ⊂
B¯(, ) whenever  and  are arcs in X with common endpoints such that  is h-short and
l([u, v])3|u− v| + 4h (3.13)
for all u, v ∈ . Then X is (, h)-Rips.
Proof. Let = (,, ) be an h-short triangle with vertices a, b, c as in 2.21. Let w be the
point of  closest to a and let 
 : aw be h-short. Let p be the ﬁrst point of 
 in . Then
 = 
[a, p] ∪ [p, b] is an arc from a to b. We show that  satisﬁes the condition of the
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theorem. It sufﬁces to show that
l(
[u, p])+ l([p, v])3|u− v| + 4h (3.14)
for all u ∈ 
[a, p], v ∈ [p, b].
Since
|a − u| + |u− p| l(
) |a − w| + h= d(a, )+ h
 |a − v| + h |a − u| + |u− v| + h,
we have |u−p| |u−v|+h, and thus |p−v| |p−u|+|u−v|2|u−v|+h. Consequently,
l(
[u, p]) |u− p| + h |u− v| + 2h,
l([p, v]) |p − v| + h2|u− v| + 2h,
and (3.14) follows.
By the condition of the theorem we obtain [p, b] ⊂  ⊂ B¯(, ). Similarly [p, c] ⊂
B¯(, ), and the theorem is proved. 
3.15. Terminology. We say that a map f : X → Y between metric spaces is -roughly
injective if the diameter of each point-inverse is at most . A (	,)-quasi-isometry is
clearly 	-roughly injective. A map f : X → Y is -roughly surjective if for each y ∈ Y
there is x ∈ X with |f x − y|. Some authors include this condition in the deﬁnition
of a (rough) quasi-isometry; maps without this condition are then called (roughly) quasi-
isometric embeddings or (rough) quasi-isometries into.
A map g : Y → X is a -rough inverse of f : X → Y if |gf x−x| and |fgy−y|
for all x ∈ X and y ∈ Y .
3.16. Lemma. If f : X → Y has a -rough inverse, then f is 2-roughly injective and
-roughly surjective. Conversely, if f is i-roughly injective and s-roughly surjective, then
there is a map g : Y → X such that
|gf x − x|i , |fgy − y|s
for all x ∈ X and y ∈ Y . Thus g is a -rough inverse of f with = i ∨ s .
Proof. Assume that g : Y → X is a -rough inverse of f. If a, b ∈ X and f a = f b, then
|a− b| |a− gf a| + |gf b− b|2, so  is 2-roughly injective. Furthermore, if y ∈ Y ,
then |y − fgy|, whence f is -roughly surjective.
In the converse part of the lemma, deﬁne g : Y → X as follows: For each y ∈ Y choose
a point y′ ∈ fX with |y − y′|s . If y ∈ fX, we let y′ = y. Choose a point x′ ∈ f−1{y′}
and set gy = x′. Then fgy = y′, whence |fgy − y|s . If x ∈ X, then gf x in f−1f x,
which yields |gf x − x|i by i-rough injectivity. 
3.17. Lemma. (1) If X f1→Y f2→Z and if fi is a (	i ,i )-quasi-isometry, then f2 ◦ f1 is a
(	,)-quasi-isometry with 	= 	1	2 and = 	21 + 2.
(2) If f : X → Y is a -roughly surjective (	,)-quasi-isometry, then f has a 	-rough
inverse, which is a (	, 3	)-quasi-isometry.
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Proof. (1) follows by direct computation. In (2), the map f is 	-roughly injective and
-roughly surjective, so it has a 	-rough inverse g : Y → X satisfying |fgy − y| for
all y ∈ Y by 3.16. If y, y′ ∈ Y , then
	−1|gy − gy′| −  |fgy − fgy′|	|gy − gy′| + ,
|y − y′| − 2 |fgy − fgy′| |y − y′| + 2,
which yield
	−1|y − y′| − 3	−1 |gy − gy′|	|y − y′| + 3	,
and the lemma follows. 
We next show that hyperbolicity is preserved by quasi-isometries.
3.18. Theorem. Let X and Y be intrinsic spaces and let f : X → Y be a (	,)-quasi-
isometry. If Y is -hyperbolic, then X is ′-hyperbolic with ′ = ′(, 	,).
Proof. We show that X satisﬁes the condition of 3.12 with h= 3/4 and =M(, 	,). Al-
ternatively, one can easily show by stability that X satisﬁes a Rips condition. Let ,  : ab
be arcs in X with common endpoints such that  is h-short and  satisﬁes (3.13). It sufﬁces
to ﬁnd a numberM(, 	,) such that  ⊂ B¯(,M).
Let  and  be the arc length parametrizations of  and , respectively. Then  is (1, h)-
quasi-isometric and is (3, 4h/3)-quasi-isometric.As h=3/4, both paths are (3, 1)-quasi-
isometric. By 3.17(1), the paths g ◦, g ◦ are (3	, 	+)-quasi-isometric. By the stability
Theorem 3.7, there isM0(, 	,) such that im (f ◦ ) ⊂ B¯(im (f ◦ ),M0).
Let x ∈ . There is a point x′ ∈  with |f x − f x′|M0. Thus M0	−1|x′ − x| − ,
whence |x − x′|M = 	(M0 + ), and the theorem follows. 
3.19. Remark. Theorem 3.18 is not true without the condition that X be intrinsic. For
example, letX={(x, y) ∈ R2 : y=|x|}with the euclidean metric and let f : X → R be the
projection f (x, y)= x. Now f is bilipschitz and R is 0-hyperbolic but X is not hyperbolic.
This is seen, for example, by taking x = (0, 0), y = (−2r,−2r), z= (2r, 2r), p = (r, r)
in 2.11 and letting r →∞.
On the other hand, it is possible to omit the condition thatY be intrinsic. By the embedding
theorem [3, 4.1] there is an isometry g : Y → Z into a geodesic -hyperbolic space Z.
Applying 3.18 to the map g ◦ f : X → Z we see that X is ′-hyperbolic.
We next give a version of 3.18 where the space X is assumed to be hyperbolic.
3.20. Theorem. Suppose that X and Y are intrinsic spaces and that f : X → Y is a -
roughly surjective (	,)-quasi-isometry. If X is -hyperbolic, then Y is ′-hyperbolic with
′ = ′(, 	,).
Proof. By 3.17(2) there is a (	, 3	)-quasi-isometry g : Y → X, and the theorem follows
from 3.18. 
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As another application of stability we study the behavior of the Gromov product (x|y)p
in a quasi-isometry.
3.21. Theorem. Suppose that X andY are intrinsic -hyperbolic spaces and that f : X →
Y is (	,)-quasi-isometry. Let x, y, z, p ∈ X and write x′ = f x etc. for images. Set
s=(x|y)p−(x|z)p and s′ =(x′|y′)p′ −(x′|z′)p′ . Then there is a numberC=C(, 	,)> 0
with the following properties:
(1) 	−1(x|y)p − C(x′|y′)p′	(x|y)p + C,
(2) 	−1|s| − C |s′|	|s| + C,
(3) If s0, then 	−1s − Cs′	s + C.
Proof. Setting z= p in (2) we see that (1) follows from (2). To prove (2) and (3), let h> 0
and let y,z be h-short triangles in X with vertices p, x, y and p, x, z, respectively, such
that y and z have a common side  : px. We may assume that s0. Choose points
uy, uz ∈  such that
|uy − p| = (x|y)p, |uz − p| = (x|z)p, uz ∈ [p, uy].
Since  is h-short, we have
s |uy − uz|s + h. (3.22)
Next choose h-short triangles ′′y,′′z in Y with vertices p′, x′, y′ and p′, x′, z′, respec-
tively, and with a common side ′′ : p′x′. Let u′′y, u′′z ∈ ′′ be points with
|u′′y − p′| = (x′|y′)p′ , |u′′z − p′| = (x′|z′)p′ .
As above, we get |s′| |u′′y − u′′z | |s′| + h.
LetC1, C2, . . . denote positive constants depending only on (, 	,, h). To get constants
independent of h we may put h= 1 or, for better estimates, let h→ 0.
The space X is (′, h)-Rips with ′ = 3 + 3h/2 by 2.35. If  is a side of y or z,
its arc length parametrization is (1, h)-quasi-isometric, and f ◦  is (	, 	h + )-quasi-
isometric. By the stability theorem 3.7, the image ′=f =im (f ◦) lies in a neighborhood
B¯(′′,M) of the corresponding side ′′ of′′y or′′z withM=M(, 	,, h). By 2.24we have
d(Z(y))4+3h, and thus d(fZ(y))4	+3	h+. Since uy ∈ Z(y) by (2.23), the
point u′y=f uy lies within distanceC1=M+4	+3	h+ from the sides of′′y . By 2.25(2)
this implies that d(u′y, Z(′′y))3C1+h/2. Moreover, u′′y ∈ Z(′′y), d(Z(′′y))4+3h,
and we obtain
|u′y − u′′y |3C1 + h/2+ d(Z(′′y))3C1 + 4+ 4h= C2 (3.23)
and similarly
|u′z − u′′z |C2. (3.24)
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These estimates and (3.22) imply that
|s′| |u′′y − u′′z | |u′y − u′z| + 2C2	|uy − uz| + + 2C2	s + 	h+ + 2C2,
which is the second inequality of (2).
The ﬁrst inequality of (2) is obtained similarly
|s′| |u′′y − u′′z | − h |u′y − u′z| − h− 2C2
	−1|uy − uz| − − h− 2C2	−1s − − h− 2C2.
The second inequality of (3) follows from (2).Also the ﬁrst inequality of (3) follows from
(2) if s′0. Assume that s′< 0. It sufﬁces to ﬁnd an estimate
|s′|C3, (3.25)
because then s′ + C30, and (2) gives
	−1sC3 + Cs′ + 2C3 + C.
Since |u′′y − p′| − |u′′z − p′| = s′< 0, we may assume that u′′y ∈ ′′[p′, u′′z ]. We may also
assume that |s′|>C2. Then (3.24) gives
|u′z − p′| |u′′z − p′| − C2> |u′′z − p′| − |s′| = |u′′y − p′|.
Hence there is a point v ∈ [p, uz] with |v′ − p′| = |u′′y − p′|. Since ′ ⊂ B¯(′′,M), we
can choose a point v′′ ∈ ′′ with |v′′ − v′|M . We show that
|v′′ − u′′y |M + h. (3.26)
If v′′ ∈ ′′[u′′y, x′], the h-shortness of ′′ gives
|v′′ − u′′y | + |u′′y − p′| |v′′ − p′| + h |v′′ − v′| + |v′ − p′| + h
M + |u′′y − p′| + h,
which implies (3.26). If v′′ ∈ ′′[p′, u′′y], we similarly get |u′′y−v′′|+|v′′−p′| |u′′y−p′|+h.
Here |v′′ − p′| |v′ − p′| − |v′ − v′′| |u′′y − p′| −M , and (3.26) follows.
By (3.26) we have |v′ − u′′y |2M + h. Thus (3.23) gives
|v′ − u′y | |v′ − u′′y | + |u′′y − u′y |2M + h+ C2 = C4,
whence
|v − uz| |v − uy | + h	C4 + 	+ h.
By (3.24) we obtain
	|v − uz| +  |v′ − u′z| |u′′y − u′′z | − |v′ − u′′y | − |u′z − u′′z |
 |s′| − 2M − h= |s′| − C4.
These estimates imply (3.25) with C3 = C4 + 	(	C4 + 	+ h)+ . 
3.27. Notes. This section is mainly based on [1] and [3].
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4. Quasi-symmetric and quasi-möbius maps
4.1. Summary. We give the theory of quasi-symmetric and quasi-möbius maps needed in
Section 5. These maps are also considered in the relative setting and in metametric spaces.
4.2. Metametric spaces. Let M be a set. A function d : M × M → [0,∞) is a meta-
metric if
(1) d(a, b)= d(b, a) for all a, b ∈ M ,
(2) d(a, c)d(a, b)+ d(b, c) for all a, b, c ∈ M ,
(3) d(a, b)= 0 implies that a = b.
In other words, d satisﬁes the axioms of a metric except that the possibility d(a, a)> 0 is
allowed.The pair (M, d) is ametametric space. In the subsetmetM={x ∈ M : d(x, x)=0},
d deﬁnes a metric.
It is possible that this concept has been considered (probably with another name) in the
literature, but the author has not been able to ﬁnd it. A trivial example of a metametric is
the constant function d(x, y)= 1 for all x, y ∈ M .
We say that a point a ∈ M is small or large according as d(a, a)= 0 or d(a, a)> 0.
A metametric d of M induces a Hausdorff topology in the usual way: Write B(a, r) =
{x ∈ M : d(x, a)< r} and observe that B(a, r) = ∅ if rd(a, a)/2, because if d(a, x)<
d(a, a)/2, then d(a, a)d(a, x) + d(x, a)< d(a, a). A set U ⊂ M is open if for each
a ∈ U there is r > 0 such that B(a, r) ⊂ U . We see that each large point ofM is isolated in
this topology. A basis for this topology is given by balls B(a, r) for small points a and by
singletons {b} for large points b.
A metametric space is metrizable. In fact, a metametric d can be changed to a metric
d1 simply by setting d1(x, x) = 0 and d1(x, y) = d(x, y) for x 
= y.Then d and d1 deﬁne
the same topology. By this trick one could avoid the use of metametrics, but this would
be artiﬁcial and unnatural, for example, with the metametric dp,ε, to be considered in
Section 5.
Some familiar results on metric spaces fail to be true for metametric spaces. For example,
if a is a large point, then the constant sequence (xi) with xi = a converges to a (because all
points xi lie in each neighborhood of a), but d(xi, a) does not tend to 0. A map satisfying
the (ε, )-condition is continuous, but the converse is only true at small points.
Let (M ′, d ′) be another metametric space. We say that a map f : M → M ′ is positive
if d ′(f x, fy)> 0 whenever d(x, y)> 0. In other words, the inverse image f−1{y} of each
small point y ∈ fX consists of a single small point of X. A map between metric spaces is
positive iff it is injective. A map f : M → M ′ is 	-bilipschitz if
	−1d(x, y)d ′(f x, fy)	d(x, y)
for all x, y ∈ M . A bilipschitz map is always positive and continuous, but it need not be
injective.
4.3. Quasi-symmetry. Let (M, d) be a metametric space.We say that a triple T = (x, y, z)
of points in M is positive if d(x, z)> 0. The ratio of a positive triple T = (x, y, z) is the
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number
|T | = d(x, y)/d(x, z)0.
Suppose that (M ′, d ′) is another metametric space. A positive map f : M → M ′ maps
every positive triple T = (x, y, z) in M to a positive triple f T = (f x, fy, f z) in M ′. Let
 : [0,∞)→ [0,∞) be a homeomorphism. We say that f is -quasi-symmetric if
(1) f is positive,
(2) |f T |(|T |) for each positive triple T.
A 	-bilipschitz map is -quasi-symmetric with (t)= 	2t .
We next consider relative quasi-symmetry. Let M and M ′ be as above and let A ⊂ M .
We say that a triple T = (x, y, z) in M is a triple in (M,A) if x ∈ A or {y, z} ⊂ A. A
map f : M → M ′ is positive relA if d(f x, fy)> 0 whenever d(x, y)> 0 and x ∈ A. This
implies that f maps every positive triple in (M,A) to a positive triple in M ′. We say that f
is -quasi-symmetric relA if
(1) f is positive relA,
(2) |f T |(|T |) for each positive triple T in (M,A).
We see that a map f : M → M ′ is -quasi-symmetric iff f is -quasi-symmetric relM .
If f is -quasi-symmetric relA, the restriction f |A is -quasi-symmetric.
We next show that in order that f be quasi-symmetric rel A it sufﬁces to verify (2) for
each triple T = (x, y, z) with x ∈ A. However,  must be replaced by another function.
4.4. Lemma. Let  : [0,∞) → [0,∞) be a homeomorphism, let (M, d) and (M ′, d ′) be
metametric spaces, and let A ⊂ M . Suppose that f : M → M ′ is positive relA and that
|f T |(|T |) for each triple T = (x, y, z) in (M,A) with x ∈ A. Then f is 1-quasi-
symmetric relA with 1 depending only on .
Proof. Let T = (x, y, z) be a positive triple in M with {y, z} ⊂ A. For T1 = (z, y, x) we
have
|T1| = d(z, y)
d(z, x)
 d(z, x)+ d(x, y)
d(z, x)
= 1+ |T |
and similarly |f T |1+ |f T 1|. Hence |f T |0(|T |) with 0(t)= 1+ (1+ t).
To complete the proof we show that |f T |2(2|T |) for small |T |. Assume that
|T | 12 ∧
(
1+ −1( 12 )−1
)−1
.
Then T2 = (y, x, z) is positive, and
|T2| = d(y, x)
d(y, z)
 d(y, x)
d(z, x)− d(y, x) =
1
1/|T | − 1
−1( 12 ) ∧ 2|T |.
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Hence |f T 2|1/2, and
|f T | d
′(f x, fy)
d ′(fy, f z)− d ′(f x, fy) =
|f T 2|
1− |f T 2|
2|f T 2|2(|T2|)2(2|T |). 
4.5. Cross differences and cross ratios. LetQ= (x, y, z, w) be a quadruple of points in
a metametric space (M, d). The cross difference of Q is the real number
cdQ= cd (Q, d)= d(x, y)+ d(z,w)− d(x, z)− d(y,w).
The quadruple Q is positive if d(x, z)> 0 and d(y,w)> 0, and then the cross ratio of Q is
the number
crQ= cr (Q, d)= d(x, y)d(z,w)
d(x, z)d(y,w)
0.
Permutating the points x, y, z, wwe get at most 6 different numbers for crQ (three numbers
and their reciprocals). The reader should be warned that in the literature, at least 5 of them
are called the cross ratio of (x, y, z, w).
In a metric space, the cross difference (or half of it) can be considered as a four-point
version of the Gromov product, because we have
cd (x, p, y, p)= 2(x|y)p
for all x, y, p ∈ M . It is easy to see that a metric space X is -hyperbolic iff
cd (x, y, z, p) ∧ cd (x, y, p, z)2 (4.6)
for all x, y, z, p ∈ X.
It is possible to consider the cross ratio also in the extended space M˙ =M ∪ {∞}, but in
the present article we only consider quasi-möbius maps between bounded spaces.
Let X be a metric space. A direct computation shows that
1
2 cd (x, y, z, w)=−(x|y)p − (z|w)p + (x|z)p + (y|w)p (4.7)
for all x, y, z, w, p ∈ X. Consequently, the right-hand side is independent of the point p.
This is the key fact behind the quantitative quasi-möbius invariance of the metametric dp,ε
of the Gromov closure X∗ of a hyperbolic space X, to be considered in Section 5.
4.8. Quasi-möbius maps. Let (M, d) and (M ′, d ′) be metametric spaces. Observe that a
positive map f : M → M ′ maps every positive quadruple Q in M to a positive quadruple
fQ in M ′. Let  : [0,∞) → [0,∞) be a homeomorphism. A map f : M → M ′ is said to
be -quasi-möbius if
(1) f is positive,
(2) cr fQ(crQ) for each positive quadruple Q in M.
LetA ⊂ M . A map f : M → M ′ is -quasi-möbius relA if f is positive relA and satisﬁes
(2) for each positive quadrupleQ= (x, y, z, w)with {x,w} ⊂ A. This implies that (2) also
holds for quadruples Q with {y, z} ⊂ A, because cr (x, y, z, w)= cr (y, x,w, z).
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4.9. Properties. We list some properties of quasi-symmetric an quasi-möbius maps.
1. Let f : M → M ′ be bijective, letA ⊂ M , and assume that fmaps each small point ofA
to a small point. If f is -quasi-symmetric or -quasi-möbius relA, then f−1 : M ′ → M
is ′-quasi-symmetric or ′-quasi-möbius rel fA with ′ = −1(t−1)−1.
The condition for small points is needed to guarantee that f−1 is positive rel fA, but
it holds automatically except in some trivial cases where M and A contain just a few
points. For example, assume that x ∈ A is small and that there are points y ∈ M and
z ∈ A such that the points x, y, z are all distinct. Then the quadruple Q = (x, x, y, z)
is positive and crQ= 0. If f is quasi-möbius relA, then cr fQ= 0, which implies that
d ′(f x, f x)= 0.
2. Iff : M → M ′ is -quasi-symmetric (relA), then f is -quasi-möbius (relA)with =.
The proof in [15, 6.25] for metric spaces holds almost verbatim in the metametric case.
4.10. Notes. Quasi-symmetricmaps inmetric spaceswere introduced in [12], quasi-möbius
maps in [13], and the relative case in [14]. Lemma 4.4 is from [15, 6.17], where its proof
contains misprints. The metametric case has not been previously considered. It will turn out
to be relevant in 5.35 and 5.38.
5. The Gromov boundary and closure
5.1. Summary. Weassociate to each-hyperbolic space a setX, called theGromovbound-
ary of X. For each p ∈ X and for small ε > 0 we deﬁne a metametric dp,ε in the Gromov
closure X∗ =X ∪ X, and dp,ε|X is a metric of X. The space X with dp,ε is complete
but, in general, not compact as in the case of proper spaces. The identity map (X∗, dp,ε)→
(X∗, dq,ε′) is -quasi-möbius with  depending only on ε′/ε. Each quasi-isometry f : X →
Y between hyperbolic spaces extends to a map f ∗ : X∗ → Y ∗, which is quasi-möbius in
the metametrics dp,ε and dq,ε.
5.2. Gromov sequences. Let X be a metric space. We ﬁx a base point p ∈ X; the pair
(X, p) is then a pointed space. We shall write brieﬂy
(x|y)= (x|y)p
for x, y ∈ X. For a sequence of points (xi) of points in X we use the notation
x¯ = (xi)= (xi)i∈N = (x1, x2, . . .).
We say that a sequence x¯ in X is a Gromov sequence if (xi |xj ) → ∞ as i → ∞ and
j → ∞. This implies that |xi − p| = (xi |xi) → ∞. Since |(x|y)p − (x|y)q | |p − q|,
this concept is independent of the choice of the base point. In the literature, the Gromov
sequences are usually called sequences converging at inﬁnity or tending to inﬁnity.
Convention: In the rest of this section we assume that (X, p) is a pointed -hyperbolic
space, but now X need not be intrinsic.
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We say that two Gromov sequences x¯ and y¯ in X are equivalent and write x¯ ∼ y¯ if
(xi |yi)→∞ as i →∞. Since (xi |zi)(xi |yi)∧ (yi |zi)− , we see that this is indeed an
equivalence relation. The following observations are sometimes useful:
5.3. Lemma. (1) A Gromov sequence is equivalent to each of its subsequences.
(2) If x¯ ∼ y¯, then (xi |yj )→∞ as i, j →∞.
(3) If x¯ ∼ y¯, then the sequence (x1, y1, x2, y2, . . .) is a Gromov sequence equivalent to
x¯ and y¯.
(4) If u¯ and v¯ are nonequivalent Gromov sequences, then the set of all numbers (ui |vj )
is bounded.
(5) If x¯ is a Gromov sequence and if y¯ is a sequence such that (xi |yi)→∞, then y¯ is a
Gromov sequence equivalent to x¯.
(6) If x¯ is a Gromov sequence and if y¯ is a sequence such that
lim sup
i→∞
|xi − yi |
|xi − p| < 1,
then y¯ is a Gromov sequence equivalent to x¯.
Proof. (1) is obvious, (2) follows from the inequality (xi |yj )(xi |yi) ∧ (yi |yj )− , and
(3) follows from (1) and (2). If (4) is false, there are subsequences u¯′ of u¯ and v¯′ of v¯ such
that
(
u′i |v′i
)→∞, and then u¯′ ∼ v¯′, which implies that u¯ ∼ v¯.
(5) follows from the inequality (yi |yj )(yi |xi)∧ (xi |xj )∧ (xj |yj )−2, and (6) follows
(5) and from the estimate
2(xi |yi)= |xi − p| + |yi − p| − |xi − yi |
 |xi − p|(1− |xi − yi |/|xi − p|)→∞. 
5.4. More deﬁnitions. We let xˆ denote the equivalence class containing the Gromov se-
quence x¯. The set of all equivalence classes
X = {xˆ : x¯ is a Gromov sequence in X}
is the Gromov boundary of X, and the set
X∗ =X ∪ X
is theGromov closure of X. We may use the notation ∗X for the Gromov boundary if there
is a danger of misunderstanding.
5.5. Remark on rays. A geodesic ray in a space X is an isometric image of the half line
[0,∞). In the classical case (X geodesic and proper) one can alternatively deﬁne a boundary
point as an equivalence class of geodesic rays [8, p.119], and the geodesic rays are widely
used as a tool. In the general case, joining a point in x ∈ X to a point a ∈ X is some what
problematic, because (1) geodesics do not exist and (2) theAscoli theorem is not available.
We shall return to this problem in 6.2.
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We want to deﬁne the Gromov product (a|b) for all a, b ∈ X∗. Suppose that a, b ∈ X
and choose Gromov sequences x¯ ∈ a, y¯ ∈ b.The numbers (xi |yj ) need not converge to a
limit but they converge to a rough limit in the following sense:
5.6. Lemma. Let a, b ∈ X, a 
= b, and let x¯, x¯′ ∈ a, y¯, y¯′ ∈ b, z ∈ X. Then
lim sup
i,j→∞
(
x′i |y′j
)
 lim inf
i,j→∞ (xi |yj )+ 2<∞,
lim sup
i→∞
(
x′i |z
)
 lim inf
i→∞ (xi |z)+ <∞.
Proof. We prove the ﬁrst part of the lemma; the proof of the second part is similar but
simpler. Set s = lim inf i,j→∞(xi |yj ). Then s <∞, because otherwise x¯ ∼ y¯ and thus
a = b. Since (xi |x′k) → ∞ and (yj |y′l ) → ∞ as i, j, k, l → ∞, there is m ∈ N such that
(xi |x′k)s + 3 and (yj |y′l )s + 3 for all i, j, k, lm. For these indices we have
(xi |yj )+ 2(xi |x′k) ∧ (x′k|y′l ) ∧ (y′l |yj )(s + 3) ∧ (x′k|y′l ).
As i, j → ∞, this implies that s + 2(s + 3) ∧ (x′k|y′l ), whence (x′k|y′l )s + 2 for
k, lm. The lemma follows. 
5.7. Deﬁnitions. Given a, b ∈ X, we could try four possible deﬁnitions for (a|b). Choose
Gromov sequences x¯ ∈ a, y¯ ∈ b, form the liminf and the limsup of (xi |yj ), and then the
supremum and the inﬁmum over all members of a and b. By 5.6, these four numbers lie in
an interval of length 2. We choose the smallest of these numbers and deﬁne
(a|b)= inf
{
lim inf
i,j→∞ (xi |yj ) : x¯ ∈ a, y¯ ∈ b
}
. (5.8)
The same deﬁnition is used in [11,7], but [5,8] have sup instead of inf. However, with sup I
cannot extend the basic inequality (a|c)(a|b) ∧ (b|c) −  to points a, b, c ∈ X unless
 is replaced by 2.
Observe that for a ∈ X we have (a|a)=∞ and that (a|b)<∞ for a 
= b.
For a ∈ X and y ∈ X we set
(a|y)= (y|a)= inf
{
lim inf
i→∞ (xi |y): x¯ ∈ a
}
.
Then (a|y) |y − p|<∞ by 2.8(2).
5.9. Notation. For sequences x¯ and y¯ in X and for z ∈ X we set
li (x¯|y¯)= lim inf
i→∞ (xi |yi), ls (x¯|y¯)= lim supi→∞ (xi |yi),
li (x¯|z)= lim inf
i→∞ (xi |z), ls (x¯|z)= lim supi→∞ (x¯|z).
5.10. Lemma. If a, b ∈ X, then (a|b)= inf{li (x¯|y¯): x¯ ∈ a, y¯ ∈ b}.
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Proof. Let s denote the right-hand side. Trivially (a|b)s. We may assume that a 
=
b and thus (a|b)<∞. Choose t > (a|b). There are sequences x¯ ∈ a and y¯ ∈ b with
lim inf i,j→∞(xi |yj )< t . Hence there are increasing sequences of integers (ik) and (jk)
such that the sequence k → (xik |yjk ) tends to a limit t ′ t . Now the subsequence (xik ) is
in a and similarly (yjk ) ∈ b by 5.3(1), whence s t ′ t , and the lemma follows. 
5.11. Lemma. Suppose that x¯ ∈ a ∈ X, y¯ ∈ b ∈ X, z ∈ X. Then
(a|b) li (x¯|y¯) ls (x¯|y¯)(a|b)+ 2,
(a|z) li (x¯|z) ls (x¯|z)(a|z)+ ,
Proof. The case a = b is clear, and we may assume that a 
= b. The ﬁrst inequality
in both cases follows from the deﬁnition of (a|b) and (a|z). The last inequalities follow
from 5.6. 
5.12. Proposition. If a, b, c ∈ X∗, then (a|c)(a|b) ∧ (b|c)− .
Proof. We prove the case a, b, c ∈ X. Let x¯ ∈ a, y¯ ∈ b, z¯ ∈ c. Then (xi |zi)(xi |yi) ∧
(yi |zi)−  for each i ∈ N, and hence
li (x¯|z¯) lim inf
i→∞ ((xi |yi) ∧ (yi |zi))− 
= li (x¯|y¯) ∧ li (y¯|z¯)− (a|b) ∧ (b|c)− .
By 5.10 this implies the lemma. 
5.13. The functions  and d. Let 0<ε1. For a, b ∈ X∗ we write
ε(a, b)= p,ε(a, b)= e−ε(a|b)
with the agreement e−∞ = 0. Then ε(a, b) = ε(b, a), and ε(a, b) = 0 if and only if
a = b ∈ X. Furthermore, for a, b, c ∈ X∗ we have
−(log ε(a, c))/ε = (a|c)(a|b) ∧ (b|c)− ,
and hence
e−εε(a, c)ε(a, b) ∨ ε(b, c). (5.14)
We set
dε(a, b)= dp,ε(a, b)= inf
n∑
j=1
ε(aj−1, aj ) (5.15)
over all ﬁnite sequences a = a0, . . . , an = b in X∗.
5.16. Proposition. Suppose that ε 15 . Then the function dε is a metametric in X∗, and
the corresponding metric space metX is X. Moreover,
ε(a, b)/2dε(a, b)ε(a, b) (5.17)
for all a, b ∈ X∗.
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Proof. Clearly dε satisﬁes the conditions (1) and (2) of a metametric in 4.2 and the second
inequality of (5.17). Since ε(a, b)=0 iff a=b ∈ X, it sufﬁces to prove the ﬁrst inequality
of (5.17). I follow [8, 7.10].
Since eεe1/5< 54 , (5.14) gives
4
5ε(a, c)ε(a, b) ∨ ε(b, c) (5.18)
for all a, b, c ∈ X∗. Let a=a0, . . . , an=b ∈ X∗ and setR=∑nj=1ε(aj−1, aj ). It sufﬁces
to show that ε(a, b)/2R. This is trivially true if n = 1, and we proceed by induction
on n. Let k be the largest integer with
∑k
j=1ε(aj−1, aj )R/2. Then 0kn − 1 and∑n
j=k+2ε(aj−1, aj )R/2.
Case 1: 1kn− 2. By the induction hypothesis we have
ε(a, ak)R, ε(ak+1, b)R.
Moreover, ε(ak, ak+1)R. Applying twice the estimate (5.18) we obtain
ε(a, b)/2 1625ε(a, b)ε(a, ak) ∨ ε(ak, ak+1) ∨ ε(ak+1, b)R.
Case 2: k = 0. Arguing as in Case 1 we get
4
5ε(a, b)ε(a, a1) ∨ ε(a1, b)R.
Case 3: k = n− 1 This case is similar to Case 2. 
5.19. Convention. From now on I always assume that ε1∧(1/5). Then ε/2dεε.
5.20. Remarks. 1. In the literature, the distance dε(a, b) is usually only considered for
points a, b ∈ X. It is deﬁned by the formula (5.15), where all points aj lie in X. This
gives a number d ′ε(a, b), and we have dεd ′εε2dε by 5.16.
2. The condition ε1 is mainly for convenience; most considerations are valid whenever
ε 15 .
3. If a ∈ X, then (a|x) |a−p|=(a|a) for all x ∈ X∗. Hence ε(a, x)ε(a, a), which
implies that dε(a, a)= ε(a, a)= e−ε|a−p|.
4. The points of X are large in the metametric dε and the points of X are small.
5.We have dε(p, a)= ε(p, a)= 1 for all a ∈ X∗, whenceX∗ is bounded with diameter
1d(X∗)2.
6. A sequence in X is Gromov iff it is Cauchy in the metametric dε. Hence we may
consider X∗ as the completion of X. A proof for the completeness is given in 5.31.
5.21. Lemma. Let x¯ be a sequence in a hyperbolic space X and let a ∈ X. Then the
following conditions are equivalent:
(1) (xi |a)→∞,
(2) dε(xi, a)→ 0,
(3) x¯ is a Gromov sequence and x¯ ∈ a.
Proof. Clearly (1) is equivalent to the condition ε(xi, a) → 0, and the equivalence
(1)⇔(2) follows from (5.18).
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(3) ⇒(1) Let M> 0. Since x¯ is a Gromov sequence, there is an integer m such that
(xi |xj )M for i, jm. For im we thus have lim infj→∞(xi |xj )M . By 5.11 this
yieldsM(xi |a)+ , whence (xi |a)→∞.
(1) ⇒(3) Since (xi |xj )(xi |a) ∧ (xj |a) −  → ∞ by 5.12, x¯ is a Gromov sequence.
Setting b = xˆ we have (xi |b) → ∞ by the part (3) ⇒(1) of the lemma. It follows that
(a|b)(a|xi) ∧ (b|xi)− →∞, whence (a|b)=∞ and thus a = b. 
5.22. Corollary. If x¯ ∈ a ∈ X and y¯ ∈ b ∈ X, then dε(xi, yi) → dε(a, b). If z ∈ X,
then dε(xi, z)→ dε(a, z). 
5.23. Remark. Considering X∗ as the completion of X in the metametric dε, we could
extend dε from X to X∗ without deﬁning the Gromov product for boundary points.
We next give an improvement of Lemma 5.10. The result is not needed later in this article.
5.24. Lemma. If a, b ∈ X, then there are sequences x¯ ∈ a and y¯ ∈ b such that (xi |yi)→
(a|b). If z ∈ X, there is x¯ ∈ a such that (xi |z)→ (a|z).
Proof. We only prove the ﬁrst part of the lemma. We may assume that (a|b) = t <∞.
From 5.10 it follows that for each n ∈ N there are sequences x¯n ∈ a and y¯n ∈ b such
that li (x¯n|y¯n)< t + 1/n. Passing to subsequences and using 5.3(1) we may assume that
(xni |yni )< t + 1/n for all i and n. By 5.21 we have
(
xni |a
) → ∞ and (yni |b) → ∞
as i → ∞. For each n we can therefore choose an index i(n) with
(
xni(n)|a
)
>n and(
yni(n)|b
)
>n. Deﬁne sequences x¯′ and y¯′ by x′n = xni(n), y′n = yni(n). By 5.21 we have
x¯′ ∈ a, y¯′ ∈ b. Moreover, (x′n|y′n)< t + 1/n for all n, whence ls (x¯′|y¯′) t . On the other
hand, li (x¯′|y¯′)(a|b)= t , and the lemma follows. 
5.25. The role of p and . We study how the metametric dp,ε of X∗ depends on p and ε.
Suppose that 0<ε, ε′1∧(1/5) and set =ε′/ε. The deﬁnition of p,ε gives p,ε′ =p,ε.
By (5.17) this yields
dp,ε(x, y)
/2dp,ε′(x, y)2dp,ε(x, y) (5.26)
for all x, y ∈ X∗. This means that the identity map (X, dp,ε) → (X, dp,ε′) is a snowﬂake
map in the sense of Bonk and Schramm [3, p. 281]. In particular, this map is -quasi-
symmetric with (t)= 2+1t.
Next let p, q ∈ X and set r = |p− q|, 	= er . By 2.8(4) we have |(x|y)p − (x|y)q |r .
As ε1, we obtain p,ε/	q,ε	p,ε. By (5.17) this yields
dp,ε(x, y)/2	dq,ε(x, y)2	dp,ε(x, y) (5.27)
for all x, y ∈ X∗. In otherwords, the identitymap (X∗, dp,ε)→ (X∗, dq,ε) is 2	-bilipschitz.
It follows that this identitymap is -quasi-symmetric with (t)=4	2t . The dependence of
 on |p− q| cannot be avoided. Similar estimates show that the identity map (X∗, dp,ε)→
(X∗, dq,ε′) is -quasi-symmetric with (t)= 2+3	2t. The family of metrics dp,ε|X has
been called the canonical quasi-symmetric gauge; see [2, p. 18].
J. Väisälä / Expo. Math. 23 (2005) 187–231 215
The quasi-möbius version is more quantitative:
5.28. Proposition. Let X be a -hyperbolic space, let 0<ε, ε′1∧ (1/5) and let p, q ∈
X. Then the identity map (X∗, dp,ε)→ (X∗, dq,ε) is -quasi-möbius with (t)= 16t , and
the identity map (X∗, dp,ε) → (X∗, dq,ε′) is -quasi-möbius with (t) = 4+1t where
= ε′/ε.
Proof. LetQ= (x, y, z, w) be a quadruple in X. From (4.7) it follows that the number
p,ε(x, y)p,ε(z, w)
p,ε(x, z)p,ε(y,w)
is independent of p. By (5.17) this implies that cr (Q, dq,ε)16cr (Q, dp,ε). By 5.22 this
holds for all quadruples Q in X∗.
The second part follows similarly by the equality q,ε′ = q,ε. 
5.29. A topology of X∗. LetT∗ be the topology ofX∗ induced by the metametric dε; see
4.2. From (5.26) and (5.27) it follows thatT∗ is independent of p and ε. In this topology,
every point of X is isolated, and X is the topological boundary of X in X∗.
It is possible (and perhaps more useful) to deﬁne a topologyT∗1 of X∗ that induces the
original topology of X and the same topology of X asT∗; see [5, p. 429], [9, p. 6]. This
topology consists of all U ∈T∗ such that U ∩X is open in the original topology of X.
5.30. Completeness. ACauchy sequence in a metametric space (M, d) is deﬁned as usual,
but a convergent sequence need not be Cauchy. Indeed, if d(a, a)> 0, then the constant
sequence (a, a, . . .) converges to a but it is not Cauchy.
A metametric space is said to be complete if every Cauchy sequence is convergent. A
closed subset of a complete metametric space is complete.
5.31. Proposition. If X is hyperbolic, then (X∗, dε) is a complete metametric space and
(X, dε) is a complete metric space.
Proof. Since X is closed in X∗, it sufﬁces to show that X∗ is complete. Assume that
a¯ = (ai) is a Cauchy sequence in X∗. We ﬁrst consider the special case where the points ai
lie in X. Since
−ε(ai |aj )= log ε(ai, aj ) log 2dε(ai, aj )→−∞
as i, j →∞, the sequence a¯ is Gromov. By 5.21 it converges to aˆ ∈ X.
Next let a¯ be arbitrary. For each iwe can ﬁnd a point xi ∈ Xwith dε(xi, ai)< 1/i by 5.21.
For i < j we have dε(xi, xj )dε(ai, aj ) + 2/i. Hence x¯ is a Gromov sequence. Setting
b = xˆ we have dε(ai, b)1/i + dε(xi, b)→ 0 by 5.21, whence a¯ converges to b. 
5.32. Boundary extension of quasi-isometries. In the previous results of this section, the
spaces are not assumed to be intrinsic. From now on, intrinsicness is required, because we
want tomake use of Theorem 3.21 on the change of the Gromov product in a quasi-isometry.
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Suppose that X and Y are intrinsic -hyperbolic spaces and that f : X → Y is a (	,)-
quasi-isometry. We ﬁrst choose the base points p ∈ X and q ∈ Y so that q = fp. Let
0<ε1 ∧ (1/5). We consider X∗ and Y ∗ with the metametrics dε = dp,ε and d ′ε = dq,ε;
see 5.13.
Wewant to extend f to amap f ∗ : X∗ → Y ∗ between theGromov closures. The following
considerations are essentially from [3, Section 6]. Let x¯ be a Gromov sequence in X. Then
3.21(1) yields (f xi |f xj )	−1(xi |xj )− C →∞ as i, j →∞, whence f x¯ = (f xi) is a
Gromov sequence. Furthermore, if x¯ ∼ y¯, then f x¯ ∼ f y¯ by 3.21(1). Consequently, f has an
extension to a map f ∗ : X∗ → Y ∗, deﬁned by f ∗xˆ= zˆ where z¯=f x¯, and f ∗ is continuous
in the topologies deﬁned by the metametrics dε and d ′ε. (But f need not be continuous in the
original topologies of X and Y.) Moreover, f ∗ deﬁnes a continuous map f : X → Y
between metric spaces.
The assignment f → f ∗ has clearly the functorial properties id∗ = id and (f ◦ g)∗ =
f ∗ ◦ g∗.
We show that f is injective. Suppose that a, b ∈ X with f ∗a = f ∗b. Choosing
Gromov sequences x¯ ∈ a and y¯ ∈ b we have (f xi |fyi) → ∞. By 3.21(1), this implies
that (xi |yi)→∞, whence a = b.
It follows that f ∗ is a positive map in the metametrics dε and d ′ε.
We prove that f ∗ is quasi-symmetric in the metametrics dε and d ′ε. Let (x, y, z) be a
positive triple in X∗ and set t = dε(x, y)/dε(x, z). Writing x′ = f x etc. we must ﬁnd an
estimate
d ′ε(x′, y′)(t)d ′ε(x′, z′) (5.33)
where (t)→ 0 as t → 0.Wemay assume that x, y, z ∈ X, because (5.33) can be extended
to X∗ by continuity.
We have tε(x, z)/2ε(x, y)2tε(x, z), whence
− log 2tε(x|y)− ε(x|z) − log t
2
. (5.34)
Case 1. t 12 . Now (x|y)− (x|z)0, and 3.21(3) gives
ε(x′|y′)− ε(x′|z′) − 	−1 log 2t − εC
with C = C(, 	,). Since ε1, this and (5.17) imply (5.33) with (t)= 4eCt1/	.
Case 2. t > 12 . Now (5.34) gives
ε|(x|y)− (x|z)|(log 2t) ∨
∣∣∣∣log t2
∣∣∣∣ ,
and by 3.21(2) we get
ε(x′|z′)− ε(x′|y′)	
(
(log 2t) ∨
∣∣∣∣log t2
∣∣∣∣
)
+ εC.
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Consequently, (5.33) holds with
(t)=


4eCt1/	 for 0< t 12 ,
22	+1eC for 12 < t < 1,
2	+1eCt	 for t1.
We see that f ∗ is in fact power quasi-symmetric ((t) of the form c(t∨ t1/)). The function
 depends on (, 	,) but not on ε.
The map f : X → Y need not be surjective; see 5.37. It is known to be surjective if f
is roughly surjective [3, 6.3(4)]. We prove that f is surjective if f is weakly surjective, by
which we mean that
lim sup
|y−q|→∞
d(y, fX)
|y − q| < 1.
The deﬁnition is independent of the choice of the base point q of Y. A roughly surjective
map is trivially weakly surjective.
Let y¯ ∈ b ∈ Y .Writing ri=d(yi, fX)/|yi−q|we have lim supi→∞ ri=r < 1. Choose
a number s with r < s < 1. Replacing y¯ by a subsequence we may assume that ri < s for
all i. We can ﬁnd points xi ∈ X with |yi − f xi |<s|yi − q| for all i. Then f x¯ = (f xi) is a
Gromov sequence equivalent to y¯ by 5.3(6). Since
(f xi |f xj )	(xi |xj )+ C
by 3.21, also x¯ is a Gromov sequence. Moreover, f xˆ = b, whence f is surjective. In
fact, f is a homeomorphism, which follows from quasi-symmetry and can also be easily
proved directly.
We summarize these results in the following theorem.A more quantitative result is given
in 5.38 in terms of quasi-möbius maps.
5.35. Theorem. Suppose that X and Y are pointed intrinsic -hyperbolic spaces and that
f : X → Y is a base point preserving (	,)-quasi-isometry. Then f has an extension
f ∗ : X∗ → Y ∗,which is continuous in the metametrics dε and d ′ε,where 0<ε1∧(1/5).
Moreover, f ∗ deﬁnes an injective map f : X → Y .
The map f ∗ is -quasi-symmetric in dε and d ′ε and hence -quasi-symmetric rel X with
 depending only on , 	,. If f is weakly surjective, then f is a homeomorphism onto Y .
5.36. Remark. A quasi-isometry f : X → Y need not be injective. In the metametrics dε
and d ′ε it is nevertheless quasi-symmetric. This phenomenon cannot occur in metric spaces,
where a quasi-symmetric map is injective by deﬁnition.
5.37. Examples. 1. Let X be the Poincaré 2-disk with its hyperbolic metric and letY be the
3-disk. The natural embedding f : X → Y is an isometry. The induced boundary map f
is the inclusion of the circle X into the sphere Y . It is not surjective.
2. Let Y be the Poincaré half-plane and let X ⊂ Y be the half disk {x ∈ Y : |x|< 1}
where |x| is the euclidean norm, equipped with the metric inherited from Y. Then GY is
the extended real line, GX = [−1, 1], and the inclusion f : X → Y induces the inclusion
f : GX → GY , which is not surjective.
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In these examples, X and Y are geodesic locally compact hyperbolic spaces. In the ﬁrst
example f is not open, and in the second example X is not proper. This is natural in view of
the following result, which can be proved by standard path lifting arguments.
Suppose that f : X → Y is a locally 	-bilipschitz open map between metric spaces,
where X is proper and Y rectiﬁably connected. Then f is surjective.
We next give a base point invariant quasi-möbius version of Theorem 5.35.
5.38. Theorem. Suppose that X andY are intrinsic -hyperbolic spaces and that f : X →
Y is a (	,)-quasi-isometry. Let p ∈ X and q ∈ Y . Then f has an extension f ∗ : X∗ → Y ∗,
which is continuous in the metametrics dp,ε and dq,ε, where 0<ε1∧ (1/5).Moreover,
f ∗ deﬁnes an injective map f : X → Y .
The map f ∗ is -quasi-möbius in dp,ε and dq,ε and hence -quasi-möbius rel X with 
depending on , 	, but not on the base points p and q and not on ε. If f is weakly surjective,
then f is a homeomorphism onto Y .
Proof. Set q ′ = fp. The map f deﬁnes a base point preserving map f1 : (X, p)→ (Y, q ′),
and the extension f ∗1 is -quasi-symmetric with  = ,	, by 5.35. By 4.9.2, the map f ∗1
is -quasi-möbius with =  in dp,ε and dq ′,ε. From 5.28 it follows that f ∗ is 16-quasi-
möbius. 
6. Roads and biroads
6.1. Summary. We give the basic theory of roads and biroads, which work as substitutes
of geodesic rays and geodesic lines in an intrinsic hyperbolic space.
6.2. Roads. In the theory of proper geodesic hyperbolic spaces, geodesic rays have turned
out to be useful. For example, one can deﬁne a boundary point as an equivalence class
of geodesic rays. In a general intrinsic space they are no longer available. One can join
points of X to points of X by roughly geodesic rays; see [3, 5.2, 9, 2.16] and Remark 6.4
below. One could probably rewrite most of the present paper in a setting where the space is
h-roughly geodesic for some h0 and the h-short arcs are replaced by h-rough geodesics.
This would lead to a more general but somewhat less elementary theory, where one could
still work with rays.
In the present article, we shall replace geodesic rays by certain sequences of h-short arcs,
called roads. Similarly, geodesic lines will be replaced by another kind of arc sequences,
called biroads and considered in 6.10. Unfortunately, this makes the theory somewhat more
complicated than in the classical case.
Let X be a metric space and let 0, h0. A (, h)-road in X is a sequence ¯ of arcs
i : yiui with the following properties:
(1) Each i is h-short.
(2) The sequence of lengths l(i ) is increasing and tends to∞.
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(3) For ij , the length map gij : i → j with gij yi = yj satisﬁes |gij x − x| for all
x ∈ i .
Observe that (3) implies that |yi − yj | for all i and j. If yi = yj = y for all i and j, we
say that ¯ is a road from y. The locus |¯| of a road ¯ is the union of all arcs i .
In the case =0, h=0 we have a geodesic ray.More precisely, the locus |¯| is a geodesic
ray, and each i is an initial subarc.
The indexing set for a road is usually N, but occasionally it is convenient to use a subset
{i ∈ N : ik} for some k1. For example, if ¯ is a road indexed by N and if z ∈ k , we
can deﬁne a subroad ¯ of ¯, i : ziui, ik, by
zi = gkiz, i = i[zi, ui].
6.3. Lemma. Suppose that ¯ is a (, h)-road, i : yiui . Then (ui) is a Gromov sequence.
Proof. Let ij and let gij : i → j be the length map as above. By 2.8(6) we obtain
(gij ui |uj )yj  |gijui − yj | − h/2 l(i )− 3h/2.
Since |yj − y1| and |gijui − ui |, this and 2.8 imply that (ui |uj )y1 l(i )− 3h/2−
2→∞ as i →∞. 
6.4. Remark. Let ¯ be a (, h)-road, i : yiui , and set Li = l(i ), L0 = 0. Let
i : [0, Li] → i be the arc length parametrization of i with i (0) = yi . Deﬁne a map
 : [0,∞)→ X by (t)= i (t) for Li−1 t <Li .
Let 0s t and choose indices ij with Li−1s <Li, Lj−1 t <Lj . Then
|s − t | − h |j (s)− j (t)| |s − t |.
Since |i (s)− j (s)|, we see that  satisﬁes the rough isometry condition
|s − t | − − h |(s)− (t)| |s − t | + 
for all s, t0.
However, we prefer to work with the sequence ¯ instead of the function .
6.5. Roads in a hyperbolic space. Suppose that X is a -hyperbolic space and that ¯ is
a (, h)-road in X, i : yiui . By 6.3 the sequence (ui) is Gromov and thus deﬁnes an
element b = uˆ of the Gromov boundary X. We write ¯ : y¯b and say that ¯ joins the
sequence y¯ = (yi) to b. If yi = y for all i, we write ¯ : yb.
We show that if X is intrinsic, then each pair y ∈ X, b ∈ X can be joined by a road.
This result will be given in 6.7, and it follows immediately from the following more precise
result.
6.6. Lemma. Let X be a -hyperbolic space, let y ∈ X, let u¯ be a Gromov sequence in
X and let m : yum be a sequence of h-short arcs. Then there is a (4 + 2h, h)-road
¯ : yuˆ such that each i is a subarc of some m(i) with l(i )= i.
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Proof. Since (uj |uk)y → ∞, we can choose for each i ∈ N an integer m(i) such
that (uj |uk)y i for j, km(i) and such that m(1)<m(2)< ... We have |y − um(i)| =
(um(i)|um(i))y i, which implies that there is a subarc i = m(i)[y, vi] of length i. We
show that ¯ is the desired road.
By 2.8(6) we have
(vi |um(i))y |y − vi | − h/2 i − 3h/2.
This implies that v¯ is a Gromov sequence equivalent to u¯; see 5.3(5). Let ij and let
g : i → j be the length map ﬁxing y. For x ∈ i we have |x − y| i(um(i)|um(j))y .
By 2.15 this yields |gx − x|4+ 2h, whence ¯ is a (4+ 2h, h)-road. 
6.7. Theorem. Let X be an intrinsic -hyperbolic space and let y ∈ X, a ∈ X, h> 0.
Then there is a (4+ 2h, h)-road ¯ : ya. 
If  : yb ∈ X is a geodesic ray in a hyperbolic space X, then (x|b) → ∞ as x ∈ 
tends to the end b. We next give a version of this result for roads.
6.8. Lemma. Let ¯ : y¯b ∈ X be a (, h)-road in a hyperbolic pointed space (X, p)
and letM> 0. Then there is a subroad (see 6.2) ¯ of ¯ such that (x|b)M for all x ∈ |¯|.
Proof. The result is clearly independent of p, and we may assume that p = y1. Write
i : yiui . As u¯ is a Gromov sequence by 6.3, there is k such that (uk|uj )M + + 4+
3h/2 for all jk. Let ¯ : z¯b be the subroad of ¯ deﬁned by i = i[gkiuk, ui], i > k.
Suppose that x ∈ i for some i > k. It sufﬁces to show that (x|b)M .
Let j i. Since j is h-short, we have |gij x − yj | |gkjuk − yj | − h. By 2.8(6) this
yields (gij x|uj )yj (gkjuk|uj )yj − 3h/2, which implies that
(x|uj )(uk|uj )− 4− 3h/2M + .
As j →∞, we obtain (x|b)M by 5.11. 
If  and  are geodesic rays in a geodesic -hyperbolic space X converging to the same
point b ∈ X, then  and  run eventually close to each other. More precisely, there are
subrays 1 ⊂  and 1 ⊂  such that the bijective length map f : 1 → 1 satisﬁes
|f x − x|16 for all x ∈ 1; see [8, 7.2]. Similar results can be obtained for (, h)-roads
in an intrinsic hyperbolic space.We prove the following result, which seems to be sufﬁcient
in several applications. See also 6.25.
6.9. Closeness lemma. Let X be an intrinsic -hyperbolic space and let ¯ : y¯b and
¯ : z¯b be (, h)-roads in X converging to the same point b ∈ X. Then for each x0 ∈ X
there is R> 0 such that d
(
x, |¯|
)
7+ + 3h for all x ∈ |¯|\B(x0, R).
Proof. The result is clearly independent of x0, and we choose x0 = y1. Write i : yiui ,
i : zivi and setK=|y1−z1|.We show that the lemmaholdswithR=K+1+7+4+4h.
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Assume that x ∈ |¯|\B(y1, R) and choose i with x ∈ i . Since (uj |vj )y1 → ∞, there is
m i with (um|vm)y1 |x − y1| + 3. Choose h-short arcs  : ymvm and  : ymzm.
There is a point x1 ∈ m with |x1 − x|. We have
|x1 − ym| |x1 − x| + |x − y1| + |y1 − ym|(um|vm)y1 − (um|vm)ym .
By the tripod lemma 2.15 we can ﬁnd a point x2 ∈  with |x2 − x1|4 + h. As X is
(3, 3h/2)-Rips by 2.35, there is a point x3 ∈ m∪ with |x3−x2|3+3h/23+2h.
We have l() |ym − zm| + hK + 2+ h, whence  lies in the ball B¯(y1,K + 3+ h).
Since
|x2 − y1| |x − y1| − |x − x1| − |x1 − x2|R − 4− − h,
we obtain
d(x2, )R −K − 4− 4− 2h= 1+ 3+ 2h.
Hence x3 ∈ m. This implies the lemma, because |x3 − x|7+ + 3h. 
6.10. Biroads. Let X be a metric space and let 0, h0. By a (, h)-biroad in X we
mean a sequence ¯ of arcs i : uivi in X together with length maps gij : i → j for ij
with the following properties:
(1) Each i is h-short.
(2) For some (and hence for all) x1 ∈ 1 we have |ui − x1| → ∞, |vi − x1| → ∞.
(3) gii = id, gik = gjk ◦ gij for ijk.
(4) |gij x − x| for all ij and x ∈ i .
The locus |¯| is again deﬁned as the union of all arcs i .
In the case  = 0, h = 0 we have a geodesic line. More precisely, the locus |¯| is a
geodesic line, and the maps gij are inclusions.
Each point y1 ∈ 1 divides a (, h)-biroad ¯ into two (, h)-roads ¯ and ¯, where
i = i[g1iy1, ui], i = i[g1iy1, vi].
6.11. Lemma. Suppose that  is a (, h)-biroad, i : uivi . Then u¯ and v¯ are Gromov
sequences and (ui |vi)p+ h/2 for all p ∈ 1 and for all i.
Proof. Dividing  into two roads we see from 6.3 that u¯ and v¯ are Gromov sequences. The
inequality follows from 2.8(4) and (2.9). 
6.12. Biroads in a hyperbolic space. Let X be a -hyperbolic space and let  be a (, h)-
biroad inX, i : uivi . By 6.11, the sequences u¯ and v¯ deﬁne distinct elements a= uˆ and
b= vˆ of the Gromov boundary X. We write ¯ : ab and say that the biroad ¯ joins a to b.
6.13. Lemma. Let X be an intrinsic -hyperbolic space and let a, b ∈ X, a 
= b, h> 0.
Then there is a (, h)-biroad ¯ : ab with = 12+ 10h.
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Proof. Fix a base point p ∈ X. By 6.3 there are (0, h)-roads ¯ : pa, i : pui and
¯ : pb, i : pvi with 0 = 4 + 2h. Observe that  = 30 + 4h. Since a 
= b, the
sequence of numbers (ui |vi) is bounded by 5.3(4). Passing to subsequences wemay assume
that
|(ui |vi)− (uj |vj )|h (6.14)
for all i and j. Moreover, we may assume that
l(i+1) l(i )+ 3h, l(i+1) l(i )+ 3h (6.15)
for all i. We choose h-short arcs i : uivi and show that the sequence ¯ with suitable
length maps gij is the desired biroad.
For each i ∈ N, the h-short triangle i = (i ,i , i ) induces the subdivisions
i = ′i ∪ ∗i ∪ ′′i , i = ′i ∪ ∗i ∪ ′′i , i = ′i ∪ ∗i ∪ ′′i
of the sides with p ∈ ′i ∩ ′i , ui ∈ ′i ; see 2.21. The lengths of the centers ∗i ,∗i , ∗i are at
most h by 2.24. Moreover,
l(′i )= l(′i )= (ui |vi), l(′′i )= l(′i ), l(′′i )= l(′′i ). (6.16)
We write ∗i = i[yi, zi] with yi ∈ ′i , zi ∈ ′′i .
Let i < j . We show that
l(′i ) l(′j )− h. (6.17)
By (6.16) we have
l(i ) l(′i )+ l(′′i )= (ui |vi)+ l(′i ),
l(j )= l(′j )+ l(∗j )+ l(′′j )(uj |vj )+ h+ l(′j ).
By (6.14) and (6.15) these inequalities imply (5.17).
Similarly l(′′i ) l(′′j )−h, whence l(∗i )+ l(′′i ) l(∗j )+ l(′′j ). It follows that there is a
well deﬁned orientation preserving length map g= gij : i → j with gyi = yj . It remains
to show that
|gx − x| (6.18)
for each x ∈ i . We consider three cases.
Case 1: x ∈ ′i . This case is rather similar to Case 2 but easier. We omit the proof, which
gives (6.18) in the improved form |gx − x|30 + 2h= − 2h.
Case 2: x ∈ ′′i . Set s = l(i[zi, x]). There is a bijective length map i : ′′i → ′′i ﬁxing
vi with |ix − x|0; see 2.15. Let f : i → j be the length map ﬁxing p. Since ¯ is a
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(0, h)-road, we have |fix − ix|0. Furthermore,
l(j [p, fix])= l(i[p,ix])= (ui |vi)+ l(∗i )+ s. (6.19)
The point w = j zj is the common endpoint of ∗j and ′′j .
Subcase 2a: fix ∈ ′′j . Setting z = −1j fix we have |x − z|30. By (6.19) we
obtain
l(j [yj , z])= l(∗j )+ l(j [w, fix])
= l(∗j )+ (ui |vi)+ l(∗i )+ s − (uj |vj )− l(∗j ).
On the other hand,
l(j [yj , gx])= l(i[yi, x])= l(∗i )+ s.
Since the length of each center arc is at most h, these estimates and (6.14) yield
|z− gx| |l(∗j )+ l(∗i )− l(∗i )− l(∗j )| + |(ui |vi)− (uj |vj )|3h,
whence |gx − x|30 + 3h= − h.
Subcase 2b: fix /∈′′j . Set t = l(j [fix, w]). By (6.19) we have
(uj |vj )+ l(∗j )− t = (ui |vi)+ l(∗i )+ s,
which yields s + t2h. If gx ∈ ∗j , then |gx − zj |h. If gx /∈ ∗j , then
|gx − zj | l(j [yj , gx])= l(i )+ sh+ s,
which is thus valid in both cases. As w = j zj , we get
|gx − x| |gx − zj | + |zj − w| + |w − fix| + |fix − x|
h+ s + 0 + t + 20 = 30 + 3h= − h.
Case 3: x ∈ ∗i . Now |x− yi |h and |gx− yj |h. By Case 1 we have |yi − yj |= |yi −
gyi |− 2h. These estimates yield |gx − x|, and the theorem is proved. 
We next give a version of the standard estimate 2.33 for biroads.
6.20. Extended standard estimate. Let X be -hyperbolic, let p ∈ X and let ¯ : ab be
a (, h)-biroad. Then
d(p, |¯|)− 4− h(a|b)pd(p, |¯|)+ + h/2.
Proof. Write i : uivi . Then 2.33 gives
d(p, i )− 2− h(ui |vi)pd(p, i )+ h/2.
Since d(p, |¯|)d(p, i )d(p, |¯|)+  for large i, the lemma follows from 5.11. 
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6.21. Strings. Workingwith a road or a biroad ¯=(i ) is somewhat uncomfortable, because
one must often choose a particular member i and then go from onemember to another with
the length maps gij . It is sometimes easier to work with an object obtained by identifying
the members of ¯. This object is called the string of ¯, and it is deﬁned as follows:
Let ¯ : y¯b, i : yiui be a (, h)-road in a domain G and let du ¯ be the disjoint
union of all i , that is,
du ¯= {(x, i) : i ∈ N, x ∈ i}.
Deﬁne an equivalence relation in du ¯ by setting (x, i) ∼ (y, j) if either ij, y= gij x or
j i, x = gjiy. The set str ¯ of all equivalence classes is the string of ¯. For each i, we let
i : i → str ¯ (6.22)
denote the natural map, deﬁned by (x, i) ∈ ix.
If ,  ∈ str ¯, we can ﬁnd representatives (x, i) ∈ , (z, i) ∈  with the same index i.
Since the maps gij are length maps, the number
l(, )= l(i[x, z])
depends only on  and . The function l is a metric in str ¯, and the maps i of (6.22) are
length maps in a natural sense. The initial points yi of i deﬁne an initial point y∗ of str ¯,
and we obtain a bijective isometry : str ¯→ [0,∞) by setting()= l(y∗, ). The map
 also deﬁnes a linear order in str ¯; then  iff there are i ∈ N and (x, i) ∈ , (z, i) ∈ 
such that the points yi, x, z, ui are in this order on i .
The locus || of an element  ∈ str ¯ is the set of all x ∈ G such that (x, i) ∈  for some
i. Then |¯| =⋃{|| :  ∈ str ¯}.
The string of a (, h)-biroad ¯ : ab, i : uivi, in G is deﬁned similarly. Now there
is a bijective order preserving isometry  : str ¯ → R, and  is unique up to an additive
constant. We shall use obvious notation like [1, 2] and [−∞, 0] for intervals in str .
6.23. Extended triangles. It is possible to extend parts of the theory of h-short triangles
(see 2.21) to the case where some of the vertices lie on the Gromov boundary X. Some
sides of such a generalized triangle will be (, h)-roads or (, h)-biroads with suitable 
and h. We consider only the case where all vertices lie on the boundary and prove ﬁrst the
following version of the Rips condition for such triangles:
6.24. Theorem. Let X be an intrinsic -hyperbolic space, let a, b, c ∈ X, let ¯ : bc,
¯ : ca, ¯ : ab be (, h)-biroads and let x ∈ |¯|. Then d(x, |¯| ∪ |¯|)C(,, h) =
46+ 11+ 22h.
Proof. Expressing ¯ as a union of two (, h)-roads we ﬁnd by 6.9 a member i : b1c1
of ¯ such that
d(x, i ), d(b1, |¯|)C1, d(c1, |¯|)C1,
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where C1 = 7+ + 3h. Similarly we ﬁnd an arc j : c2a2 such that
d(a2, |¯|)C1, d(c1,j )C1 + .
Choose h-short arcs ′ : c1a2 and ′ : a2b1. There is a point x1 ∈ i with |x1− x|.
SinceX is (3+ 2h, h)-Rips by 2.35, we ﬁnd a point x2 ∈ ′ ∪ ′ with |x2− x1|3+ 2h.
If x2 ∈ ′, it follows from the second ribbon Lemma 2.18 that there is y ∈ j with
|x2 − y|C2 = 8+ 5(C1 + )+ 5h. Then |y − x|+ 3+ 2h+ C2 = C.
If x2 ∈ ′, we choose k ∈ N such that d(a2, k)C1 +  and d(b1, k)C1 + . By
2.18 we again ﬁnd a point y ∈ k with |x2 − y|C2, and then |x − y|C. 
In order to prove a version of the tripod Lemma 2.15 for extended triangles we make
some preparation. Let X be a hyperbolic space, let a, b, c be distinct points in X, and let
¯ : bc, ¯ : ca, ¯ : ab
be (, h)-biroads. Then (¯, ¯, ¯) is an extended (, h)-triangle. For i ∈ N, we let i denote
each of the natural maps i → str ¯, i → str ¯, i → str ¯. Given an element  ∈
str ¯, the intervals (−∞, ] and [,∞) deﬁne two (, h)-roads converging to b and c,
respectively. If, in addition,  ∈ str ¯ and  ∈ str ¯, there are three natural (orientation
reversing) bijective length maps and their inverses between the corresponding intervals, for
example, f : [,∞)→ (−∞, ] with f  = .
6.25. Extended tripod lemma. Let X be an intrinsic -hyperbolic space and let (¯, ¯, ¯)
be an extended (, h)-triangle as above. Then there are elements  ∈ str ¯,  ∈ str ¯,
 ∈ str ¯ such that the corresponding length maps f satisfy the inequality
d(|f |, ||)C(,, h)
for all  in the domain of f.
Proof. By the closeness lemma 6.9 we ﬁnd elements (, b), (, c) ∈ str ¯, (, c),
(, a) ∈ str ¯ and (, a), (, b) ∈ str ¯ such that
d(|(, a)|, |(, a)|) ∨ d(|(, b)|, |(, b)|) ∨ d(|(, c)|, |(, c)|)C1
with C1 = 7 + 2 + 3h. Choose an integer i such that the natural image ii covers the
interval [(, b), (, c)] and such that the corresponding relations hold for ii and ii .
Choose points b, c ∈ i , c, a ∈ i , a, b ∈ i such that, for example, b is the unique
point with ib = (, b). Then
|a − a| ∨ |b − b| ∨ |c − c|C1 + 2. (6.26)
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Choosingh-short arcs′ : ca and ′ : abweobtain anh-short trianglewith sides
i[b, c],′, ′. Choose points x ∈ i , x′ ∈ ′, x′ ∈ ′ in the center of this triangle; see
2.21. By (6.26) and by the second ribbon lemma 2.18 we ﬁnd points x ∈ i and x ∈ i
with |x − x′| ∨ |x − x′|C2 = 8+ 5(C1 + 2)+ 5h. Since the diameter of the center
is at most 4+ 4h by 2.24, we have
|x − x| ∨ |x − x| ∨ |x − x|C3 = 4+ 4h+ 2C2. (6.27)
We show that the lemma holds with  = ix,  = ix,  = ix.
Consider the intervals [,∞) ⊂ str ¯, (−∞, ] ⊂ str ¯, and let f : [,∞) →
(−∞, ] be the length map with f  = . Let > . It sufﬁces to ﬁnd an estimate
d(|f |, ||)C(,, h). (6.28)
By the closeness lemma 6.9 we can ﬁnd elements  ∈ str ¯ and  ∈ str ¯ such
that > , < , d(||, ||)C1C3. Choose integers m and n such that writing
n : unvn we have
[, ] ⊂ mm, [, ] ⊂ nn, l(m) l(nun, ).
Let y, z ∈ m, y, z ∈ n be the unique points with my = , mz = , ny =
, nz= . Then |y− y| ∨ |z− z|C3+ 2 by (6.27). Let g : m[y, z] → n be
the orientation reversing length map with gy = y. There is a point x ∈ m[y, z] with
nx=. By the ribbon Lemma 2.17 we have |gx− x|C4= 8+ 5(C3+ 2)+ 5h. Since
x ∈ || and gx ∈ |f |, this implies(6.28) with C = C4 = 458+ 110+ 125h. 
6.29. Extended stability. Wenext extend the stability theory of Section 3 to the case where
at least one endpoint lies on the Gromov boundary, The main result is given in 6.32. We
start with the easy case of two roads or biroads with common endpoints.
6.30. Lemma. Suppose that X is an intrinsic -hyperbolic space. If ¯, ¯′ are (, h)-roads
y¯b ∈ X or (, h)-biroads ab, then dH (|¯|, |¯′|)43+ 11+ 20h.
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Proof. We prove the case of biroads. Let x ∈ |¯|. By 6.9 we can ﬁnd members i : uivi
of ¯ and ′j of ¯
′ such that
d(ui, ′j )C, d(vi, ′j )C, d(x, i ),
where C = 7+ 2+ 3h. By Lemma 2.18 this yields i ⊂ B¯(′j , 8+ 5C + 5h), whence
d(x, |¯′|)43+ 11+ 20h. 
6.31. Lemma. Suppose that X is an intrinsic -hyperbolic space and that  : [0,∞)→ X
is a (	,)-quasi-isometry; see (3.3). Then (t) converges to a point b ∈ X as t →∞.
If  : R → X is a (	,)-quasi-isometry, then (t) converges to limits a, b ∈ X as
t →−∞ or t →∞.
We shall write a = (−∞) and b = (∞).
Proof. It sufﬁces to prove the ﬁrst part of the lemma. Let 0<s t . We must show that
((s)|(t)) → ∞ as s → ∞. Let h = 1 and choose an h-short arc st : (s)(t). By
3.7 we have dH (st ,[s, t])M(, 	,). By the standard estimate 2.33 we get
((s)|(t))d(p, st )− 2− hd(p,[s, t])−M − 2− h.
For each u ∈ [s, t] we have
|p − (u)| |(0)− (u)| − |(0)− p|s/	− − |(0)− p| → ∞
as s →∞, and the lemma follows. 
6.32. Theorem (Extended stability). Suppose that X is an intrinsic -hyperbolic space.
(1) Let  : [0,∞) → X be a (	,)-quasi-isometry and let ¯ : (0)(∞) be a (, h)-
road. Then dH (|¯|, im )M(, 	,, h).
(2) Let  : R → X be a (	,)-quasi-isometry and let ¯ : (−∞)(∞) be a (, h)-
biroad. Then dH (|¯|, im )M(, 	,, h).
Proof. We prove part (2); the proof of (1) is rather similar. We may assume that 0<h.
LetM0 be the numberM(, 	,) given by the stability Theorem 3.7. Deﬁne a sequence of
numbers R0<R1< ... by
R0 = 0, Ri+1 = 	(	Ri + 2M0 + 2+ h+ 1).
Setui=(−Ri), vi=(Ri) and chooseh-short arcsi : uivi .We show that the sequence
¯ is a (1, h)-biroad ¯ : (−∞)(∞) with 1 = 1(, 	,, h).
We have dH (i ,[−Ri, Ri])M0. Hence we can choose points yi ∈ i with |yi −
(0)|M0. Setting si = l(i[yi, vi]) we have
si |yi − vi | + h |yi − (0)| + |(0)− (Ri)| + hM0 + 	Ri + + h,
si+1 |yi+1 − vi+1| |(0)− (Ri+1)| − |(0)− yi+1|Ri+1/	− −M0,
whence si+1si + 1. Similarly ti+1 ti + 1 for ti = l(i[ui, yi]). Consequently, for each
pair ij there is a unique orientation preserving length map gij : i → j with gij yi=yj .
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Since d(ui,j ) ∨ d(vi,j )M0, it follows by the ribbon Lemma 2.17 that
|gij x − x|8+ 5M0 + 5h= 1(, 	,, h)
for all x ∈ i . Hence ¯ is a (1, h)-biroad from (−∞) to (∞).
Since dH (|¯|, im )M0, the theorem follows from 6.30. 
6.33. Roughly starlike spaces. LetX be a-hyperbolic space and letK0, 0, h0.
We say that X is (K,, h)-roughly starlike with respect to a point y ∈ X if for each x ∈ X
there is a (, h)-road ¯ : yb ∈ X with d(x, |¯|)K .
In the case = 0, h= 0, the condition is the same as in [2, p. 18].
The space X is said to be (K,, h)-roughly starlike with respect to a boundary point
a ∈ X if for each x ∈ X there is a (, h)-biroad ¯ : ab ∈ X with d(x, |¯|)K .
If X is (K,, h)-roughly starlike with respect to z ∈ X∗ for all h> 0, we say that X is
(K,)-roughly starlike with respect to z.
The essential parameter of rough starlikeness is K . In fact, in intrinsic spaces we can
always choose h to be arbitrarily small and  fairly small:
6.34. Lemma. Suppose that X is an intrinsic -hyperbolic space.
(1) If X is (K0,0, h0)-roughly starlike with respect to y ∈ X, then X is (K1,1, h)-
roughly starlike with respect to y for every h> 0 and for 1 = 4+ 1, K1 =K1(K0,
0, h0, ).
(2) If X is (K0,0, h0)-roughly starlike with respect to a ∈ X, then X is (K2,2, h)-
roughly starlike with respect to a for every h> 0 and for 2 = 12+ 1, K2 =K2(K0,
0, h0, ).
Proof. We may assume that h 12 . Let x ∈ X and choose a (0, h0)-road ¯ : yb with
d(x, |¯|)K0. By 6.7 there is a (1, h)-road ¯ : yb. By 6.30 we have
dH (|¯|, |¯|)C = 43+ 11(1 ∨ 0)+ 20(1 ∨ h0),
whence d(x, |¯|)K0 + C.
(2) is proved similarly with the aid of Lemma 6.13. 
6.35. Lemma (Two-point starlikeness). Suppose that X is an intrinsic -hyperbolic space
and that X is (K,)-roughly starlike with  = 12 + 1 with respect to a0 ∈ X. Let
x1, x2 ∈ X, h> 0. Then there is a (, h)-biroad ¯ : a1a2 such that d(xi, |¯|)K1(K, )
for i = 1, 2.
Proof. We may assume that h 110 . There are (, h)-biroads ¯i : a0ai, i = 1, 2, such
that d(xi, |¯i |)K . If a1 = a2, we can choose ¯ = ¯1 by 6.30. Assume that a1 
= a2 and
set C = 46 + 11 + 3. Choose points yi ∈ |¯i | with |xi − yi |K + 1, i = 1, 2. We
may assume that d(y2, |¯1|) ∧ d(y1, |¯2|)>C, since otherwise we may take ¯ = ¯1 or
¯= ¯2. Choose a (, h)-biroad ¯3 : a1a2. By the extended Rips condition 6.24 we have
d(yi, |¯3|)C, i = 1, 2, and the lemma holds with ¯= ¯3, K1 =K + C + 1. 
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In [16], we shall make use of roads and biroads to study hyperbolic domains with the
quasi-hyperbolic metric in Banach spaces. These domains are always roughly starlike with
respect to each point in the domain and in its boundary.
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