Abstract -The conversion of time domain data via the fast Fourier (FFT) and Hilbert-Huang (HHT) transforms is compared. The FFT treats amplitude vs. time information globally as it transforms the data to an amplitude vs. frequency description. The HHT is not constrained by the assumptions of stationarity and linearity, required for the FFT, and generates both amplitude and frequency information as a function of time. The behavior and flexibility of these two transforms are examined for a number of different time domain signal types.
I. INTRODUCTION
A common approach in spectrum analysis for extracting frequency information from time series data is to use the fast Fourier transform (FFT) [DON, 05] . A more recent method [HUA, 98] , [HUA, 05] , which generates amplitude and frequency vs. time spectra, is the Hilbert-Huang transform (HHT). These two approaches are fundamentally different. The FFT assumes stationarity and linearity of the data and relies on globally defined orthogonal basis states. The HHT does not require the same assumptions of the data. In order to represent nonlinear and nonstationary data, global basis states must be replaced with adaptive, locally determined ones, a process the first stage of the HHT does perform. The resulting basis states are, in general, not strictly orthogonal.
After a very brief review of the FFT, the HHT is described. The comparative behavior of the two transforms is then explored. Various data sets with different signal characteristics are examined. Finally, the chirp of a bat is analyzed.
II. THE FAST FOURIER TRANSFORM
The fast Fourier transform (FFT) provides an efficient algorithm for converting data from the time domain into the frequency domain. Typically, the data to be transformed consists of N uniformly spaced points xj -x(tj), where N= 2 withnan integer, and tj = j At where j ranges from 0 to N -1.
The discrete Fourier transform can be expressed in several ways. A commonly used form is the following (with i= g ):
where k =-N/2, ..., -1,0, 1, ..., N/2 -1, and where xj represent the time domain data and Xk their representation in the frequency domain. The algorithm for the FFT conversion process (CooleyTukey or any of several other comparable algorithms) makes the FFT widely applicable as it reduces the number of computations from something on the order of n2 to n log(n), which obviously provides an enormous reduction in computation time.
The frequency data are typically displayed in one of two ways: an amplitude spectrum or a power spectrum. The amplitude spectrum is typically expressed by the relation A-= |2 
III. THE HILBERT-HUANG TRANSFORM
The Hilbert-Huang transform is carried out in two stages: 1) the empirical mode decomposition (EMD) process, which deconstructs the signal into a set of intrinsic mode functions (IMF) and 2) the extraction of frequency vs. time information from each of the IMF's in combination with its Hilbert transform (HT). A brief summary of the process for discretely sampled signals follows.
The EMD process deconstructs the original signal into a set of IMF's. Each IMF, extracted from the signal by a series of siftings, has two fundamental properties: 1) the number of extrema and the number of zero crossings differ, at most, by one and 2) the mean value of the envelopes defined by the local maxima and local minima is zero. Unlike the harmonic functions of a Fourier series, these oscillatory functions may vary in both amplitude and frequency over time. In this decomposition process, the first IMF contains the highest frequencies associated with the original signal; each subsequent IMF contains lower-frequency components.
Amplitudes and frequencies are extracted from these IMF's in the second stage of the HHT process. The instantaneous amplitude and angular frequency associated with each IMF depend on the amplitude and phase of a complex number that the IMF and its Hilbert transform (HT) define. The real part of the complex number is the IMF; the imaginary part of the number is the IMF's HT. The instantaneous amplitude is the amplitude of this complex number. The instantaneous angular frequency associated with that IMF is the derivative of the unwrapped phase. The entire process is repeated for each IMF to extract the complete frequency versus time information from the original data.
The computation of the HT is essentially a convolution of an IMF, x(t), with 1/t. The effect of this convolving is to emphasize the local properties of x(t). This locality preserves the time structure of the signal's amplitude and frequency.
The EMD process is designed to deconstruct the complete signal into a set of IMFs, each of which is extracted from a starting data set via a sifting process. This sifting process is repeated until the criteria listed above are satisfied and the difference between successive siftings is suitably small (there is some discussion as to what the terminating difference between siftings should be; it depends to some extent on the data set being examined). The process of extracting IMF's terminates when the residual contains no significant frequency information. This sifting process comprises several steps. Given a discretely sampled signal y(t), 1. Determine the location of all maxima, ymax(t), and minima ymin(t) ofy(t). 2. Fit a cubic spline through the ymax(t) and another through the ymin(t). 3. Calculate the mean of the spline curves at each point m(t) = (ymax(t) + ymin(t)) 2. 4. Remove the trend, m(t). Let d(t) = y(t) -m(t). The first signal considered consists of two cycles of a sine wave with frequency equal to one followed after a brief pause by four cycles of a sine wave with a frequency equal to two. Fig. 1 shows both the signal and its HHT. The oscillations in the HHT are typical and vary only slightly with the amplitude of the original signal. The low frequency end of the FFT for this example is shown in Fig. 2 . While it does show the major peaks at frequencies equal to one and two, it has a rather rough appearance. The complex structure of the FFT arises because, in effect, the FFT has to create a Fourier series to fit the signal comprising both the two frequencies as well as the portions where the signal is zero. The second signal has a fixed frequency sine wave with amplitude increasing with time. The HHT, Fig. 3 , is not daunted by this amplitude variation. The FFT on the other hand has an amplitude which is consistent with an average value of the peak amplitudes for the time domain data.
The third signal, a chirp, has a constant amplitude and a variable frequency which increases over time by one order of magnitude. The HHT provides an accurate representation of the frequency as long as the signal is sampled with sufficient frequency. If the number is too small the oscillations in the frequency curve grow and can have negative values. Fig. 4 shows the frequency response; here N=2048 and there are more than twenty computed sample points in the last (highest frequency) cycle. The FFT (Fig. 5.) is nearly constant for the frequency spanned but drops off near the ends. An example which clearly contrasts the behavior of the FFT and HHT and which demonstrates which process is more correct physically, is that of a sum of two sine waves with frequencies close enough to readily show a beat pattern (fi = 1, J2 = 1.08). The FFT of such a pattern is shown in Fig. 6 figure. There is a weak second harmonic which can be extracted from the data when using the FFT process. However, that signal is too weak for the HHT to recognize. 
V Final Comments
The combination of sifting associated with the EMD process, and then taking the HT, unwrapping the phase, and taking the derivative of each IMF is computationally much more demanding than taking the FFT. However, the HHT not only provides instantaneous frequency and amplitude descriptions, it results in representations that are more meaningful physically.
