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1. Brief introduction to Complex Langevin
The Complex Langevin equation models the Euclidean path integral measure ρ = e−S for some
complex action S∈C. This is done by complexifying the manifold (R→C or SU(N)→ SL(N,C))
and then setting up a stochastic process in the real and imaginary part of the complexified variable.
In case of a simple model, this corresponds to
dx
dt
=−Re
(
dS(z)
dz
)
+η = Kx+η
dy
dt
=−Im
(
dS(z)
dz
)
= Ky , (1.1)
where z= x+ iy, t is Langevin time and η is a Gaussian random variable with mean zero and stan-
dard deviation
√
2. The process gives rise to an evolving probability measure P(x,y; t). However,
physics is described by the complex measure ρ(z; t)→ e−S(z) (for t→ ∞). This can be formalized
[1, 2, 3] by demanding that
〈O(t)〉ρ =
∫
R
O(z)ρ(z; t)dz=
∫
R2
O(x+ iy)P(x,y; t)dxdy= 〈O(t)〉P , (1.2)
for all times t, provided the initial conditions are chosen such that (1.2) is true at t = 0. In order to
prove said equivalence, one defines an interpolating quantity
FO(t,τ) =
∫
P(x,y; t− τ)O(x+ iy;τ)dxdy , (1.3)
which can be shown to have properties FO(t, t) = 〈O(t)〉ρ and FO(t,0) = 〈O(t)〉P. Hence, (1.2) is
fulfilled if
∂
∂τ
FO(t,τ) = 0 , (1.4)
expressing the vanishing of certain boundary terms. Another problem of Complex Langevin simu-
lations not discussed here is the problem of non-holomorphic actions, arising for instance by zeroes
in the fermion determinant. The latter is discussed in [4, 5, 6]; a possibility to tackle the appearance
of poles in QCD has been proposed in [7].
2. Boundary terms for Complex Langevin
So far, the argument has been rather mathematical. Here we derive an explicit quantity which
can be computed from a Monte Carlo simulation to determine a posteriori whether the simulation
results correspond to the correct expectation values 〈O〉ρ (a more detailed derivation can be found
in [8]). The starting point for this derivation is (1.4), which can ultimately be simplified to [1]
∂FO
∂τ
=
∫
[(∂yKy)P(x,y; t− τ)]O(x+ iy;τ)dxdy
+
∫
P(x,y; t− τ)Ky∂yO(x+ iy)dxdy . (2.1)
1
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The integrand is a total derivative in y, hence the integration yields an explicit expression for the
boundary term, if we introduce a finite cutoff Y in the noncompact direction. This cutoff has to be
taken to infinity numerically in the end. The boundary term then reads
BO(Y ; t,τ) =
∫
[Ky(x,Y )P(x,Y ; t− τ)O(x+ iY ;τ)
−Ky(x,−Y )P(x,−Y ; t− τ)O(x− iY ;τ)]dx . (2.2)
The evaluation of the boundary term is practically impossible for theories other than toy models as
it involves the calculation of O(x,y, tau) for τ > 0. Generally in a compact space the observables
will be of the form
O =∑
k
ckeikx , (2.3)
where now the Fourier coefficients carry the time evolution. To gain more insight on how to sim-
plify this we investigate a simple model
S(x) = iβcos(x) , (2.4)
which has been shown [9] to lead to the following the stationary probability distribution under
Complex Langevin evolution
P(y) =
1
4picosh2(y)
. (2.5)
It turns out that this does not give the correct results following ρ(z) = e−S(z). Since this model is
simple, one can explicitely solve the Fokker-Planck equation of the system to see what goes wrong.
From this solution one can draw some conclusions, which are depicted in fig. 1. (1) initially the
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Figure 1: Left: Time evolution of O1 = eix; Right: F1(t,τ) vs. τ for different t. Both figures are for β = 0.1.
evolution goes to the correct value but then starts to deviate around t 20; (2) ∂τFO(t,τ) appears
to be maximal at τ = 0 for times t after the plateau, which suggests that the effect of possible
boundary terms is the strongest at that point. Taking (2) to heart and setting τ = 0 in (2.2) makes
the numerical evaluation much simpler, since at τ = 0 the observable is just given by the initial
condition for the evolution ofthe observable. For the model (2.4) using O = exp(ikx) and taking
t→ ∞ the boundary term becomes
B1(Y ;∞,0) =− iβ2 tanh(Y ) . (2.6)
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B1(Y ;∞,0) can also be evaluated within a Complex Langevin simulation. This is done by
simply doing a binning in Y during the simulation and then computing (2.2). The result is shown
in fig. 2.
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Figure 2: Boundary term as a function of Y from a
Complex Langevin simulation.
We are currently working on extending this
criterion to higher dimensional spaces (es-
pecially lattice simulations), where it is also
possible to compute the boundary term ex-
plicitely. Hence, this is a definite criterion
which can be used to determine a posteriori
whether the result of a Complex Langevin
simulation can be trusted. Generally those
boundary terms appear due to the simulation
travelling to far in the noncompact direction.
This can be often be avoided by gauge fixing
or gauge cooling [12] to yield correct results.
Adding a regularisation term damping the drift in the imaginary direction also helps [10] but needs
extrapolation to the non-regularized model [11].
3. The deconfinement transition from Complex Langevin
3.1 Complex Langevin for QCD
So far we have looked at validity and convergence of the Complex Langevin method. Ulti-
mately we are interested in application to more interesting theories, the most interesting of which
arguably is QCD. Here we adopt the Wilson fermion discretization without improvement and simu-
late lattice QCD with N f = 2 fermion flavors, for a recent investigation see also [13]. We simulate at
coupling β = 5.9 and hopping κ = 0.15, where the mass is large enough (we have mpi ∼ 2.1GeV)
for zeroes of the determinant not to show up. The results presented here are for a low volume
Ns = 8, but we are currently simulating larger volumes. The Complex Langevin updating prescrip-
tion for QCD reads [14]
Ux,ν(t+ ε) = exp
[
i∑
a
λa
(
εKa,x,ν +
√
εηa,x,ν
)]
Ux,ν(t) , (3.1)
with the Gell-Mann matrices λa, Gaussian noise with zero mean and
√
2 standard-deviation and the
Langevin drift Ka,x,ν = −Da,x,νSYM +NFTr
[
M−1(µ,U)Da,x,νM(µ,U)
]
with the Wilson fermion
matrix M and the derivative defined as Da,x,ν f (U) = ∂α f (e−iαλaUx,ν)|α=0. As discussed in the
last section, Complex Langevin simulation typically are plagued by the appearance of boundary
terms. QCD is no exception to this rule. One can measure how far the simulation travels in the
noncompact direction by means of the unitarity norm [15]
NU =
〈
Tr
(
U†U− I)〉x,ν , (3.2)
where I is the unit matrix. If the evolution stays in SU(3) the unitarity norm is zero. It becomes
larger the further the evolution departs from SU(3). The unitarity norm can be controlled by em-
3
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ploying gauge cooling [12], which simply consists of gauge transformations in the opposite direc-
tion of the gauge gradient of the unitarity norm (3.2). A different approach to controlling the uni-
tarity norm, called “dynamical stabilisation” [11] is not discussed here. A typical evolution of the
unitarity norm under gauge cooling can be seen in fig. 3. As one can see, even with gauge cooling
the unitarity norm rises. Typically the evolution starts to deviate from the correct value, if NU > 0.1,
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Figure 3: Two examples for typical evolutions of the
unitarity norm. If it rises above 0.1, we choose to dis-
card the following values. At which point in t is rises
above this value is mostly random.
which will be reached in most simula-
tions. However, as long as all observ-
ables we are interested in thermalize and
give sufficient statistics before the unitar-
ity norm becomes too large, one still can
extract physical results. This is similar to
the plateaus that occured in the model in
the previous section: As long as one only
takes expectation values while the evolu-
tion is on the plateau, the results will be
correct. In QCD this leads to many re-
peated shorter simulations being averaged
over.
3.2 Determination of Tc(µ)
We determine the transition line of QCD by keeping the parameters of the action β , κ , µ
as well as the spatial volume fixed and to vary the temporal lattice extent in order to vary the
temperature. This is done for several values of the chemical potential µ , such that in the end we
are able to determine the transition temperature as a function of chemical potential, Tc(µ). The
observable we choose to characterize the crossover is the Polyakov loop
Px = Tr
[
Nt−1
∏
i=0
U(x,t=i),µ=4
]
(3.3)
which is the order parameter for the deconfinement transition in pure Yang-Mills theory and indi-
cates a crossover in full QCD similar to the chiral condensate. Typically in Taylor expansion and
analytic continuation approaches another observable, the chiral condensate is used, since it is less
noisy than the Polyakov loop. Here we choose the Polyakov loop because the chiral condensate
susceptibility shows a rather weak signal, which is possibly due to the rather large mass of our
quarks. The Polyakov loop is depicted in fig. 4 as a function of 1/Nt for different values of µ .
Here, one can observe that the Polyakov loop 〈P(T )〉 has the same form as and can be related
to 〈P(T = 0)〉 by a simple shift in T . Hence, we adapt an approach similar in spirit to the one
presented in [16]. Given the Polyakov loop at some µ , 〈P(T,µ)〉, we choose P(0) as a reference
and determine a shift in temperature by minimizing
|〈P(T,0)〉−〈P(T − τ,µ)〉| (3.4)
4
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Figure 4: Left: (unrenormalized) Polyakov loop vs. of 1/Nt; Right: Tc(µ) transition line and quadratic fit.
with respect to τ . I.e. we compute how far in T the Polyakov loop has to be shifted to match
the curve at µ = 0. Provided the transition temperature at µ = 0 is known, one can compute the
transition temperature as a function of µ via
Tc(µ) = Tc(0)− τ . (3.5)
The curvature coefficient κ2 is then extracted by fitting
Tc(µ)
Tc(0)
= 1−κ2
(
µ
Tc(0)
)2
(3.6)
to the data. This ansatz is usually used in Taylor expansion and analytic continuation approaches to
determine the curvature of the transition line at µ = 0 [17, 18, 19]. Our approach differs from that
definition in the sense that we do not only determine the curvature at µ = 0 but in a certain range
of µ .
In this work we use the bare Polyakov loop. This will not give the correct physics in the continuum
and thermodynamic limit. The Polyakov loop renormalizes multiplicatively as [20, 21]
Pren(Nt ,µ) =
(
P∗
Pref(N∗t ,µ = 0)
) Nt
N∗t
Pbare(Nt ,µ) , (3.7)
where the idea is to set the Pref(N∗t ,µ = 0) to some reference value P∗. A good choice is to set
the Polyakov Loop to P∗ = 1 at high temperature, which corresponds to free energy F = 0. We
postpone the analysis with proper renormalization to future work.
Alternatively a good way to extract the transition temperature is by means of the Binder cumulant
(3.8), where multiplicative renormalization drops out.
We determine the transition temperature at µ = 0 by finding the inflection point of the Binder
cumulant 〈
P4
〉
〈P2〉2
, (3.8)
which interpolates between the value 3 in the confined phase and 1 in the deconfined phase. Typ-
ically one would extract the transition temperature from the susceptibility, but since we only have
datapoints at integer values of Nt , there are not enough points in the transition region, which makes
it impossible to fit a peak to extract a good value for Tc(0). We define the crossover temperature as
5
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the inflection point of the Binder cumulant fitted by a logistic curve, giving a transition temperature
of
Tc(0) = 0.115(2) . (3.9)
Combining this with (3.6) allows us to determine Tc(µ), which is depicted in fig. 4. The fit was
done over two different region (R1) the full range and (R2) only the first 5 points (µ/Tc(0) < 2).
The resulting curvatures are
κR12 = 0.0013139(652) and κ
R2
2 = 0.0031176(1) . (3.10)
Note that those do not agree within errorbars, which suggests that the actual functional form of the
transition is not quadratic.
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