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ON TIIE EFFECTIVENESS OF ITERATION FOR TI-lE
GALERKIN METHOD EQUATIONS
Jahn R. Rice





This note reports on an experimental study of the effectiveness of matrix
iteration methods when applied to the systems of linear equations obtained from
the Galerkin method using bicubic Hermite polynomials for two-dimensional elliptic
partial differential equations. TWo iterative methods are used from ITPACK: son
and the Jacobi Conj ugate Gradient. They are compared to the recent LINPACK rou-
tine for synunetric positive definite band matrices. The entire study was done
within the ELLPACK system for the performance evaluation of software for partial
differential equations. The data shows conclusively that iterative methods are
eventually (as the accuracy desired increases) more efficient than direct methods
and the expected "value for the cross-over point between iterative and Gauss elimina-
tion is for a 7 x 7 to 9 x 9 mesh which corresponds to an accuracy of about 0.1%.
The implications for pipeline, Varallel and microprocessor array computers are
discussed.
2
ON THE EFFECTIVENESS OF ITERATION FOR THE
GALERKIN METHOD- EQUATIONS
John Rice*
I. THE EXPERIMENT. Large linear systems of equations are generated by finite
element methods, such as the Galerkin method, when applied to linear elliptic
partial differential equations. These systems have been solved traditionally by
direct methods e.g. variants of Gauss elimination. On the other hand, iterative
methods are cOlJlJJlonly applied to the systems that arise from finite difference
methods. Much of-the theory for iterative methods does not apply directly
to the systems generated by finite element methods and the systems are less
sparse (the Galerkin system has 36 non-zero terms per equation compared to
5 for ordinary finite differences). These two facts probably explain why
iterative methods have rarely been applied to linear systems arising from finite
element methods. In this paper we study the effectiveness of iterative
methods for such systems and conclude that the situation is similar to that
for linear· systems generated by finite difference methods; Gauss elimination
is more efficient for smaller systems (lower accuracy). but iterative
methods catch up at some cross-over point as the system size (accuracy re-
quirement) gets higher. Furthermore. iterative methods use substantially
less computer memory except for the smallest systems.
The study is experimental of the following nature: A set
of 13 partial differential equations (PDEs) are chosen from the population
of [Rice et aI, 1981J; their numbers are:
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1-1, 4-1, 5-1, 5-4, 6-1, 7-1, 10-2, 10-3, 28-3, 41-1, 44-1, 44-2,
44-5
For the convenience of the reader these are given in the appendix of
this paper. Each of these equations is self-adjoint on a rectangular
domain with homogeneous boundary conditions so that the. Galerkin method
.can be applied in a straight forward manner. The discretization is done
SOR
by the program P3CI GALERKIN written by E. N. Houstis and incorporated
in the ELLPACK system [Rice,1977]. The resulting systems of equations
are then solved by three different methods:
SPD BAND: A LINPACK program for symmetric positive definite band
matrices [Dongarra, 1979]
An ITPACK program for successive overrelaxation [Kincaid, Grimes
and Young, 1979]
JACOBI CG: An ITPACK program for the Jacobi ~eth?d acc~lerated by
a conjugate gradient technique [K~nca~d, Gr~mes and Young, 1979].
Thes.c. three programs are part of the ELLPACK sys~em. A small study sug-
gestcu that for these equations, they are the most efficient of the five
Jl'PACK programs in ELLPACK.
The ELLPACK system is itself part of a system for the performance-
evaluation of software for partial differential equations [Boisvert:
Houstis and Rice, 1979]. The methodology used for this study is pre-
sented in [Rice, 1979] and [Houstis and Rice, 1980].
I I. 'Olr: PERFORMANCE DATA. The basic criterion of performance is· the computer·
time required to solve the linear system, All problems were solved on a
uniform, square mesh of size NX by NX and the linear system is of order
4(NX_l)2. As hoped, log(time) increases linearly with log(NX) for all
the problems considered so the slope of time versus NX (on a log-log
scale) is taken as the primary measure of performance. In all cases,
LINPACK is faster for NX = 3, so there is the question of where the
cross-over points lie. These are the points where iteration and Gauss
elimination are equal.
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Less precise but perhaps more interesting is the reltltion~hip
between accuracy achieved and computer time required. We present some
data for the performance measure of time needed to achieve a ccrt,ain
accuracy for three levels of accuracy - S%, 0.5% and 0.05%.
This experiment has been repeated on two different computers - the
CDC 6500 using the MNF compiler and the VAX using the UNIX compiler. The
results are given in Tables 3 and 4 of the Appendix and are quite compatible.
The performances of the methods are ranked (1 is best) for each
rroblem. Thes"e ranks are then averaged and -a non-parametric statistjctll
test [Hollander and Wolfe, 1973] is applied to see if the difference in
ranks is significant.
Table 1 presents the average ranks for four measures of performanecs
for the VAX data.
Table 1. Average performance ranks for three methods to solve the Ga 1crkill
equation on the VAX.
Slope of time Time to achieve accuracy of
versus NX 5% 0.5% ll. 05%
LINPACK SPD BAND 3.00 1. 23 1. 54 2.08
IT PACK SOR 1.77 2.46 2.38 2.46
ITPACK JACOBI CG 1.23 2.31 2:08 1.46
The differences in the average ranks of the slopes of time verSllS NX
between LINPACK and ITrACK arc significant at the 99~o level. The
corresponding average ranks for the CDC 6500- data are 3.00, 1.85 and
1.15 \qhose differences are also significant at the 99% level. In
summary, the slope of time versus NX is worse for LINPACK in every
case. A typical example of the plot of the Jata is shown l.n Figure 1.
The data of Table 1 clearly show that LINPACK is better for low
accuracy (the value of NX required varies from problem to problem).
For the better accuracy of 0.05%, the !TPACK performance ranks improve
3nd therc is no significant difference in these ranks. The corresponding
t13ta for the CDC 6500 is similar, with LINPACK clearly better for low
accuracy anti lTPACK .JACOBI CG puLling aheaJ for 0.05"0 accuracy.
The cross-over points occurI' with NX. = 7 to 9 for all problems
except 28-3. This corresponds to computer time used on the VAX ranging
from .~ to 15 seconds \~ith 6 as the average. Problem 28-3 is extremely
difficult with jump discontinuities in the coefficients of the PDE.
Thc cross-over point in this case is at NX = 17, but this corresponds
to about the same level of accurracy as for the other problems. The
data is'again very consistant between the two computers.
It is well known for PDE problems that iterative methods inherently
reql.,lirc less memory than direct methods. The advantage for finite
element methods is not so dramatic as for finite difference methods
(there UTC 36 non-zeros per equation for the particular method used
rather than 5). but it still can be quite significant for large problems.
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Fi~~re 1. A typical set of data comparing the linear equations
solution time for iterative and direct methods. The
plot is log of error on a 20x20 grid versus log of
time in seconds.
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III. IMPLICATIONS FOR PARALLEL COMPUTERS. The application of parallel computers
to solving linear systems has been studied in detail [Voight, 1977] and
it is well known that it is delicate to develop programs which achieve
most of the potential speed-up of parallel computers. Without going in-
to a detailed analysis, we note that iterative methods have an inherent
speed-up advantag~ over direct methods for micro-processor array computers.




Figure 2. A simple band matrix of order N with band width K; all the
non-zeros are in the shaded area.
For two dimensional elliptic PDE K is aboutJN , for three-dimensional
ones K is about. 3JN2.
Consider first the use of vector oriented computers (e.g. CDC STAR-IOO,
TI-ASC or Cray-l) to solving this system directly. It is difficult~ per-
haps infeaSible in practice, to effectively use vectors of length more
than K in a direct method of solution for a band matrix. Thus~ it will
be difficult to effectively use a vector computer with a thousand pro-
cessors on most applications. Many applications do not even require K to be
be 100, while electronic fabrication teCh~ology is making it quite feasible
to build computers with 1000 processors.
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On the other hand, iterative methods allow one to effectively
use vectors of length N rather than length K. This means that iterative
methods potentially allow one to make full use of highly parallel machines
except for relatively small problems. In the latter case the problem is
quickly solved anyway.
Several groups are exploring the use of arrays of microcomputers for
solving PDEs by finite element method. The natural idea is to have one pro-
cessor per element which generates the linear system; thus the microprocessor
array in some sense roodels the physical context of the PDE. Once the linear
system is generated, it is not so easy to convert the microprocessor array
to an efficient machine for solving the linear system directly. However.
iterative methods are naturally adaptable to such arrays, one has one pro-
cessor per equation or, more likely. one processor per group of equations.
Our performance evaluation has been for sequential computations and the
reasoning outlined above suggests that the relative performance of direct
and iterative methods would remain unchanged for~arallel computers with a
low level of parallislI\. However, for computers which are highly parallel
(involving laOs or perhaps 1000s of processors), the iterative methods have
an inherent advantage which appears to make them the method of choice.
This conjecture must, of course. be tested by analysis and implementation of
real problems on actual machines.
IV. CONCLUSIONS. We conclude that iterative methods for the Galerkin equations
converge at rates compar9ble to that expected for finite difference equa~
tions. The data show conclusively that iterative methods gain in efficiency
in the direct methods as the requested accuracy increases (mesh refinement
becomes smaller). 1hus there is a "cross-over point" where the two methods
are of equal efficiency; the data suggests this ocurrs for NX = 7 to 9 or at
accuracies of about 0.1% (we expect the cross-over to be at a lower accuracy
8
for more difficult problems, but we have no actual evidence of this).
We believe that iteratives applied to the linear systems from Galerkin
methods (as well as other finite element methods) offers an inherent ad-
vantage over direct methods when one is using highly parallel computers
such as arrays of micro processors.
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APPENDIX: THE PDEs AND THE DATA
The partial differential equation problems used for this study are
1istcd belO\~. The domain for each problem is the unit square 0 :':.. x, y < 1
and the boundary conditions are all homogeneous i. e u(x,y) = 0 on the









(cxy u) + (e-xyu )y - u/ (I + x + y) = fx x y
u + u = fxx yy
4u + u = fxx yy
4u + u IOu = fxx yy
u + " (100 + cos(31fx) + sin(2Tl'Y))u = fxx yy
" + u = Ixx yy
" + " = fxx yy
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3 u +u =fxx yy
3 (wu) + (wu) = 1 where w
x x y y
100 for 0 ~ x,y < 1
= 1 otherwise
41 I u + u + lOu = fxx yy
44 I u + u + wu w w = -2.030625 e(r/(I+r/2)) r(x,y) tabulatedxx yy
4' 2 " + u + wu = w w =
-100 e(r/(I+r/2)) r(x,y) tabulatedxx yy
44 3 " + u + I~U = W W = _2.030625(I_r)e(r/(I+r/25)), r(x,y) tabulatedxx yy
The performance data collected is listed in Tables 3 and 4 for each
problem. MESH refers to the number of mesh lines, ACCURACY is the maximum error
measured on a 20x20 grid of points. The execution times in seconds for a CDC 6500
or DEC VAX are given for solving the system of linear equations with each of
three methods.
Table 3. The performance data for the CDC 6500. The SPD BAND solution
times are independent of the POE and are 0.06, 0.65, 2.18 and
3.52 seconds, respectively for 3x3, 5xS, 7x7 and 8x8 meshes.
POE I-I POE 4-1 POE 5-1
MESH ACCURACY SDR JACOBI ACCURACY SOR JACOBI ACCURACY SOR JACOBI
3x3 9.5E-3 0.16 0.39 3.0E-3 0.15 0.19 2.5E-2 O.IB 0.31
SxS 7.7£-4 1.06 1.45 2.8E-4 1.02 1.1.0 1..4E-3 1.06 0.85
7x7 1.6£-4 2.79 3.32 5.6E-5 2.56 2.74 4.8E-4 2.91 2.61
8x8 1.0£-4 3.3E-5 2.5E-4
--
POE 5-4 POE 6-1 POE 7-1
3x3 2.7E-2 0.18 0.31 3.3E-0 0.26 0.30 7.1£-4 0.18 0.17
5x5 1.4E-3 1. 05 0.88 2.8E-2 1.09 0.76 1.2E-4 0.99 0.66
?x7 4.8£-4 3.01 2.52 5.5E-3 2.55 2.20 3.4E-5 2.58 2.05
8x8 2.5E-4 3.2E-5
POE 10-2 POE 10-3 POE 28-3
3x3 5.2E-2 0.13 0.17 6.3E-2 0.13 0.17 4.1E-2 0.40 0.19
5x5 6.9F.-3 0.86 0.65 8.7E-3 0.83 0.70 1.2E-2 1.99 1. 57
?x7 9.1£-4 2.30 2.18 5.0E-3 2.21 2.27 1.3E-2 5.03 4.09
8x8 1.4 E-4 1.2E-3
POE 41-1 POE 44 I POE 44-2 .
3,3 6.4E-2 0.20 0.17 1. OE-3 0.17 0.17 4.3E-l 0.47 0.21
SxS 1.4E-3 1. 51 0.68 2.4E-4 1.03 0.68 1. 5E-2 1.29 0.78
?x7 1.4E-3 2.81 2.03 6.9E-5 2.61 2.20 4.5E-3 2.98 2.23
8x8 5.8E-5 2.8E-3
POE 44-3
3x3 1.6£-3 0.17 0.17
5x5 2.4E-4 1.05 0.68
7x7 6.9£-5 2.61 2.22
BxB 5.7£-5
Table 4. The J?erformance data .for the DEC VAX. The SPD BAND solution times

































POE 1-1 PDE 4-1 PDE 5-1
MESH ACCURACY SOR JACOBI ACCURACY SOR JACOBI ACCURACY SOR JACOBI
3x3 9.5E-3 0.3 0.4 3.0E-3 0.3 0.2 2.5E-2 0.3 0.4
5x5 7.7E-'1 1.4 1.8 2.8E-4 1.3 1.5 1.4£-3 1.4 1.3
7x7 1.6E-4 3.6 4.6 5.5£-5 3.4 3.8 4.8E-4 3.7 3.-8
9x9 6.3£-5 8.0 8.2 2.1E-5 7.8 8.1 1.1£-4 8.3 8.1
13x13 1.1£-5 29.3 25.9 4.1E-6 29.0 23.4 4.2E-5 25.0 23.0
17x17 3.6£-6 75.8 61.1 1.4E-6 51.8 51.0 1.9£-5 71.3 47.9
2lx2l 2.3£-6 111.1 119.6 1.lE-6 113.1 96.9 7.3E-6 121.5 86.6
25x25 4.0E.,.6 181.1 207.7 2.0E-6 213.1 173.8 5.2E-6 181.9 149.1
29x29 6.4E-6 317.1 333.4 1.1E-6 349.2 262.2 3.8E-6 287.6 231.0
PDE 5-4 PDE 6-1 PDE 7-1
3x3 2.7E-2 0.3 0.4 3.3E-l 0.4 0.4 7.1E-4 0.2 0.2
5x5 1.4E-3 1.5 1.3 2.8E-2 1.7 1.1 1.2E-4 1.2 1.0
7x7 4.8£-4 3.9 3.9 5.5E-3 3.5 3.4 3.4E-5 3.3 3.0
9x9 1.1E-4 8.3 8.3 1.8E-3 6.7 7.1 2.9E-5 7.8 6.6
13x13 4.0E-5 24.8 22.7 3.9£-4 17.6 18.2 6.1E-6 30.5 19.1
17x:l7 1.4E-5 64.7 47.2 1.8E-4 35.0 32.3 9.3E-7 74.2 39.6
21x21 8.6£:-6 117.4 84.9 6.7E-5 67.0 56.6 1. 3E-6 110.8 81.5
25x25 1.0£-5 187.4 141. 7 3.5£-5 116.4 96.7 4.5E-7 202.7 140.7
29x29 4.0E-6 282.3 234.9 2.4E-5 195.7 149.3 5.3E-7 303.0 202.6
POE 10-2 POE 10-3 PDE 28-3
3x3 5.2E-2 0-.3 0.3 6.3E-2 0.3 0.2 4.1£-2 0.9 0.3
5x5 6.9E-3 1.2 1.0 8.7E-3 1.2 1.0 1.2E-2 2.9 2.6
7x7 9.1£-4 3.2 3.2 5.0E-3 3.1 3.6 1.3£-2 6.5 6.8
9x9 1.7£-4 7.9 6.9 1.2E-3 7.3 6.8 2.0E-2 11.0 12.3
13x13 7.2£-5 27.2 20.7 2.0£-4 26.5 20.5 3.0E-2 30.9 35.3
17x17 4.1F.-5 60.8 41.2 1.0E-4- 62.0 42.8 2.9£-2 55.3 65.3
2lx2l 1.9E-5 118.1 70.6 4.7£-5 120.9 76.3 3.3E-2 119.2 119.0
25x25 6.3E-6 218.9 118.9 1.4£-5 197.3 127.5 3.5E-2 214.5 209.5
29x29 1.2£-6 271. 7 170.7 2.8£-6 302.6 184.8 3.7E-2 294.2 327.7
PDE 41-1 POE 44-1 PDE 44-2
MESH ACCURACY SDR JACOBI ACCURACY SDR JACOBI ACCURACY SDR JACOBI
3x.3 6.4E-2 D.4 0.3 1.6£-3 0.3 0.3 4.3E-1 0.8 0.3
5x5 1.4E-3 1.4 1.0 2.4£-4 1.3 1.0 1. 5£-2 1.6 1.2
7x7 1.4E-3 3.8 3.0 6.9£-5 3.6 3.4 4.5£-3 4.1 3.7
9x9 1.4£-3 6.6 6.2 5.1E-5 7.6 7.4 2.7£-3 7.1 7.7
13x13 1.4£-3 16.2 16.2 3.9E-6 28.7 20.1 5.7£-4 16.4 19.2
17x17 1.4E-3 33.5 32.0 1.0E-5 77 .9 41.0 6.3£-4 35.4 34.0
21x21 1.4E-3 61.2 51.5 1.1£-5 111.9 72.5 . 7.0£-4 56.2 52.7
25x25 1.4£-3 102.1 87.6 8.1E-6 204.5 123.4 7.2£-4 95.5 89.0
29x29 1.4E-3 165.0 144.5 7.6E-6 324.0 216.3 4.7E-4 135.6 135.5
POE 44-3
3x3 1.6£-3 0.3 0.3
5x5 2.4£-4 1.3 1.0
7x7 6.9£-5 3.4 3.4
9x9 5.1£-5 8.0 5.7
13x13 3.8E-6 28.7 19.5
17xl7 1.11:-5 78.4 40.7
21x21 1.1£-5 109.6 71.1
2Sx25 8.4£-(; 202.1 137.5
29x29 8.0£-6 320.3 187.1
