Vision neuroscience research and vision lighting research have historically run on parallel paths. The former discipline is primarily interested in understanding the basic neurophysiological and biophysical characteristics of the visual system, while the latter is primarily interested in understanding the best means for designing and engineering perceptions of architectural spaces and for improving safety and productivity of indoor and outdoor applications. This review frames vision lighting research conducted over the past century in terms of current vision neuroscience research, illustrating the similarities in the two research paths. It is also argued that visual lighting research could be more impactful on society at large if the basic framework established by vision neuroscience were considered in planning and conducting applications research. Specifically, studies aimed at understanding the luminous environment in terms of the what and the where of visual subsystems would provide the foundation for developing unique and highly valuable lighting applications and standards.
Introduction
Many of the pages in Lighting Research and Technology have been devoted to investigating the relationship between lighting and vision. This body of vision lighting research has informed many of the lighting applications and the standards that we have today. In parallel, there has been a great deal of progress toward understanding the neuroscience of vision. Despite a common interest in vision, there has been very little impact of vision lighting research on vision neuroscience and vice versa. This seems a pity and, indeed, a disservice to society. The neuroscience community could take an active interest in relating basic neuroscience to application and the lighting community could be more serious about grounding applications research in neuroscience. The present review tries to address this issue by organising the vision lighting research in terms of some basic principles from vision neuroscience. The express hope is that the conceptual framework offered here provides new insights into the vision lighting literature and for conducting a new type of applied research that enhances the value of lighting for society.
The visual system
From a neurophysiological perspective, the visual system can be conveniently divided into two main sub-systems, each responding differently to the same luminous environment. 1 One sub-system deals with object detection, visual search, apparent motion and eye movements (where) and the other deals with perceived shape, colour and brightness (what). This division between sub-systems is revealed by an examination of neural channel ) showing the formation of the P and M pathways. Cones (C) and rods (R) in the photoreceptor layer, send signals to the outer-plexiform layer, the midget bipolar neurons (MB) in the P pathway and the flat bipolar neurons (FB) in the M pathway. One small cone forms the centre of the MB receptive field. The surround of the MB receptive field is formed through horizontal neuron (H) lateral connections to other cones. This lateral inhibitory mechanism from H neurons on MB neurons increases spatial resolution in the retina. The MB receptive fields are also spectrally opponent whereby its receptive field centre is formed by either a long-wavelength sensitive (LWS) cone or a morphologies, channel spectral sensitivities, electrophysiological responses, and the neural pathways from the retina to discrete sites at higher stages of visual processing, including the cortex of the brain. 2 
The M and P channels
Vision begins in the retina, which can be conveniently segregated into two major channels, one specific to rapid detection and eye movements and the other specific to inspection, colour and spatial discernment. These two main channels are physiologically distinct with well-defined neurons in the retina that project through the thalamus before reaching the primary visual cortex where they then divide into projections to the inferior (lower) temporal (what) and parietal (where) cortices ( Figure 1 ). It is important to note that the same retinal photoreceptors can provide input to both of these channels; it is the subsequent neurons and areas of the brain that support the visual system's ability to discern what and where in the luminous environment.
A major difference between the retinal neurons in the two channels is simply their size. The magnocellular (M) channel comprises physically large (magnus) neurons, whereas the neurons in parvocelluar (P) channel are quite small (parvus). The P channel retinal neurons are organized into very small, centre-surround receptive fields. Often the centre of these receptive fields corresponds to a single cone, providing either an excitatory or an inhibitory response to a light stimulus. The receptive field surround is formed by lateral connections across the retina to other photoreceptors and provides the opposite response to a light stimulus than its centre; if the receptive field has an excitatory centre, it has an inhibitory surround and vice versa. This single-cone centre with multiple-photoreceptor surround organisation provides the visual system with high spatial resolution (e.g. acuity) because there is a nearly one-to-one correspondence between receptive field sizes in the retina, through the midget bipolar and midget ganglion cells in the retina, through the lateral geniculate nucleus (LGN) and all the way to the visual cortex in the occipital lobes of the brain. The much larger M channel neurons receive inputs from many photoreceptors, resulting in large receptive fields, highly sensitive to luminous modulations in those receptive fields. The afferent (receiving) dendrites emanating from the cell bodies of the M channel neurons, both bipolar and ganglion cells, are many and more widely distributed across the retina than those from P channel neurons. Also, the M channel efferent (sending) ganglion axons, which exit the eye, are thicker and more insulated with myelin middle-wavelength sensitive (MWS) cone and its surround, via H neuron connections, is formed by the other cone type, thus forming the red-versus-green (or vice versa) colour mechanism. MB neurons form connections to the midget ganglion neurons (MG) in the P channel and the FB neurons to the diffuse ganglion neurons (DG) in the M channel. Like the H neurons, amacrine (A) neurons form lateral connections in the retina. There are more than 20 A neurons, but the roles that many of them play in visual processing are unknown. The AII amacrine, however, is known to control the transition from rod to cone sensitivity at mesopic light levels. The MG and DG axons form the optic nerve. These axons then terminate in distinct layers of the LGN. Not shown is the K channel originating from short-wavelength sensitive (SWS) cones in spectral opposition to the sum of the LWS and MWS cones, thus forming the blue-versus-yellow colour mechanism. (c) Cross-section of the LGN showing distinct layers for the P, K and M channels. Notice there are more layers devoted to the P channel than to the K or M channels. These layers feedforward to the primary visual cortex and also receive feedback from it. (d) Cross-section of the visual cortex illustrating its columnar structure (layers I through IV) and the terminations of the P, K and M channel from the LGN. These terminations form 'blobs' (middle-grey shading) regions and 'interblobs' (dark-grey shading) where the different channels are integrated into spatial, temporal and chromatic units that correspond to specific regions of the retina. Cortical neurons in these 'blobs' and 'interblobs' then project to the higher order processing in the inferior temporal (what) and parietal (where) lobes, via the associated visual cortex (adapted from McGill University website) than the P channel ganglion axons. The lower impedance and greater insulation result in faster transmission speeds from the retina to the brain for the M channel than for the P channel 3,4 ( Figure 2 ). Another distinction between M and P subsystems is associated with the architecture of the human retina. The P channel is primarily formed in and near the fovea, while the M channel is largely, but not exclusively, formed in the peripheral retina. 7 The centre of the fovea contains a very high density of long wavelength sensitive (LWS) and middle wavelength sensitive (MWS) cone photoreceptors which, reinforced by lateral inhibitory input to midget bipolar neurons by horizontal neurons in the retina, underlie fine spatial discrimination. 8 Lateral inhibition is a key mechanism for enhancing the apparent contrast of objects and for increasing visual acuity in the fovea. More light on the entire retina increases the stimulation of all cones, including those providing input to the horizontal cells which, in turn, increase the surrounding inhibitory input to the midget bipolar neurons. This inhibitory input functionally increases signal-to-noise, or contrast, of objects on the retina while simultaneously reducing the effective size of the receptive field centre, also increasing spatial resolution, or visual acuity.
The P channel neurons use the same centresurround organisation in the retina to create spectrally opponent red-versus-green colour vision. This spectral opponent response begins at the bipolar cell layer, placing output signals from LWS cones in opposition to output signals from the MWS cones. Interestingly, there are four combinations of red-versusgreen receptive fields, namely, LWS and MWS cones can be excitatory or inhibitory and can be in receptive field centres or surrounds. Apparently, the four combinations create LWS plus MWS achromatic contrast responses segregated from their spectrally opponent, red-versus-green colour responses at higher levels of the visual system. As a consequence, these P channel receptive fields provide the visual system with colour as well as high spatial resolution achromatic information. The peripheral retina is dominated by the M channel. M channel retinal neurons receive input mainly from the LWS and MWS cones and the rods distributed throughout the peripheral retina. Because the bipolar and ganglion neuron dendrites are so large, receiving input from many types of photoreceptors, the M channel exhibits relatively poor spatial resolution and exhibits only achromatic spectral sensitivity based upon LWS plus MWS cone and/or rod inputs. A primary role of the M channel is to detect movement or changes across the retina and since the peripheral retina receives input from both rods and cones, movement detection is preserved over a large dynamic range of light levels, from starlight to bright sunshine.
Another distinction between the M and P channels is their response characteristic to the same retinal stimulus. Kaplan and Shapely 9 showed that the suprathreshold responses to changes in contrast were quite different for the P and the M channels, the former exhibiting a nearly linear response to changes What and where of vision lighting research 17 in contrast whereas the M channel, in response to exactly the same stimulus, showed a law of diminishing returns whereby incrementally higher contrast produced decrementally smaller responses (Figure 3 ). These response characteristics are also exhibited at the cortical level 10 and psychophysically.
11-13 Figure 3 shows the speed and accuracy of processing numerals together with magnitude estimations of contrast to the same stimuli; note the similarity between the psychophysical and the electrophysicological responses in Figure 3 .
The diffuse ganglion cells of the M channel in the retina project to areas in the LGN distinct from the midget ganglion cells of P channel projections (Figure 1 ). It will be noted that the P channel has greater representation in the LGN than the M channel. The P channel has still greater representation in the primary visual cortex than the M channel. In fact, the amount of primary visual cortex in the occipital lobe devoted to processing visual information comes from the P dominated fovea. Figure 4 illustrates what is known as 'cortical magnification.' Although the fovea represents only about 2% of the retina, it corresponds to the largest amount of primary visual cortex.
From the primary visual cortex, neural projections go to the adjacent, visual association cortex in the occipital lobes and then branch to the inferior temporal lobes and to the parietal lobes of the brain (Figure 1 ). These two regions of the cortex receive their primary inputs from the P channel 15 and the M channel, 16 respectively, where they process what and where information, respectively from the luminous environment. The inferior temporal cortex is mainly concerned with identifying and recognising objects in space while the parietal cortex is concerned with locating targets for the inferior temporal cortex to process. The fovea is prominently represented in the inferior temporal lobes, dealing with such complex perceptions as face recognition, colour coding and shape recognition. Although the peripheral retina dominates input to the parietal lobes, the fovea is also well represented, dealing with target ). Psychophysical measurements of the speed and accuracy and subjective ratings of 5-digit numeral contrast as a function of target contrast (right: adapted from Rea 11 ). It should be noted that both responses in each panel were to the same physical stimulus detection, reaching behaviour and eye movements. It is interesting to note that the parietal lobes operate more or less independently, and enable precise eye movements to the left or to the right, while the inferior temporal lobes communicate across hemispheres, so that objects can be recognised independent of location in the visual field. 1 
The K channel
There is a third channel emanating from the retina with somewhat less certain functionality than the P and M channels. In fact, this koniocelluar, or K, channel appears in some ways to be a blend of the other two subsystems. Like the P channel, the K channel cell bodies are small (the prefix konio-is Greek for dust), but more like the M channel, the retinal dendrites are relatively large. Also like the P channel, the K channel neurons are spectrally opponent, but unlike the P channel dominated by red-(LWS cone) versus-green (MWS cone) input, the K channel neurons code for blue-(short-wavelength sensitive, SWS, cone) versus-yellow (LWS þ MWS cones). Also, unlike the P channel where the receptive fields are small and have centresurround organisation, the receptive fields in the K channel are fairly large and are not spatially separate. Like the P and M channels, the K channel projects to specific, although somewhat less discrete, regions of the LGN. K cells are, however, also present in the M and P sublayers of the LGN 17 ( Figure 1 ). By deduction, it would appear that the P and K channels combine in the LGN as a first step toward providing us with trichromatic colour vision, an important aspect of what, and the M and K channels combine to provide wide, short-wavelength to long-wavelength, spectral sensitivity to movement in the periphery, an important aspect of where.
Like the M and P channels emanating from the LGN to the visual cortex, K channel neurons project to specific regions of the primary visual cortex. Although these three sub-systems process information in parallel, providing humans with different kinds of information about the luminous environment, they become integrated by projecting to common columns in the primary visual cortex that correspond to specific retinal locations ( Figure 1 ).
Intrinsically photosensitive retinal ganglion cells
The roles of the newly discovered 18 intrinsically photosensitive retinal ganglion cells (ipRGCs) in vision are not altogether clear. It is known that this class of neuron/photoreceptor is distributed throughout the retina and is in the same retinal layer as the other ganglion cells (Figure 1 ). Further, there are perhaps six sub-types of ipRGCs that project to different parts of the brain. 19 One type of ipRGCs is central to circadian phototransduction 18 and, thus, to behavioural and physiological entrainment to local position on Earth. Another type contributes to iris constriction in response to light. 20 The exact roles that the other types of ipRGCs play in visual processing by the P, M, and K channels is not, as yet, clear. Dacey et al. 21 for example, found that one ipRGC sub-type (not the subtype affecting the circadian system) made projections to the macaque lateral geniculate nucleus (LGN), the major relay centre for visual processing ( Figure 1 ). Similar connections to visual centres were also found in studies of mice. 22, 23 Psychophysical evidence suggests that these projections affect brightness perception. 24, 25 Still, there is much more to be studied before there is a full understanding of the impact of ipRGCs on the what and the where of vision.
Integration
The neural columns in the primary visual cortex are composed of, so-called, 'blobs' and 'interblobs.' Interblobs lie between blobs and are of two types. Both types combine inputs from both eyes, but one is concerned with high spatial resolution of static lines and edges (P channel input) while the other is concerned with movement (M channel input). These blobs and interblobs form the starting points for projections from the primary visual cortex to the associated visual cortex in the occipital lobes and then to the inferior temporal cortex and to the parietal cortex to process the what (P and K channels) and the where (M channel) information in the luminous environment.
The primary visual cortex also appears to receive feedback from the inferior temporal and parietal cortices helping to orchestrate the what and the where information into a holistic perception of the luminous environment ( Figure 1 ). Deco and Lee 26 have argued that the primary visual cortex, serves as the site for continuous integration of the what and the where information processed by the inferior temporal and parietal cortices, respectively. By recurrent feedback and feedforward neural pathways from the primary visual cortex, we form a holistic perception of the what and where of the luminous environment. Even though we form a holistic perception of the environment, it is important to note that conscious perception is primarily associated with the P channel response (Figure 3 ) processed by the inferior temporal cortex (what) and not the M channel response (Figure 3 ) processed by the parietal cortex (where). 27, 28 Finally, it is worth noting that this holistic view of the luminous environment is also integrated with other sense modalities (e.g. audition, Fishman and Michael 29 ), apparently through K channel inputs to the superior colliculus. 17 This small region of the brain receives input from all sense modalities and, interestingly, provides feedback to sites like the LGN, strongly suggesting that the brain is organised, as we know phenomenologically, to provide a coherent appreciation of our entire sensory environment. Indeed, there is no sharp separation between the P, K and M channels, as possibly suggested here. Only through electrophysiology or careful psychophysical manipulations (e.g. illusions) are the segregated, channel-specific responses revealed.
Vision lighting research
Vision lighting research has not been neatly organised around neurophysiological principles. Rather, it has almost always been aimed at providing guidance for different lighting applications, such as security lighting, 30 driving safety, [31] [32] [33] [34] [35] task performance, [36] [37] [38] [39] [40] [41] [42] [43] or associated problems, such as discomfort glare [44] [45] [46] or poor colour rendering. [47] [48] [49] [50] From the perspective of vision neuroscience, it is hard to establish sound general principles from this type of vision lighting research because each application is unique with regard to the seamless organisation of the what and the where sub-systems. Once stated, this tight integration of what and where seems rather obvious, and indeed important to study, because an effective lighting application must serve both of these visual functions. Notwithstanding, some lines of vision lighting research have taken a more analytic approach by focusing, at least intuitively, 51, 52 on the characteristics of one sub-system more than the other. From the perspective of vision neuroscience, there have been two foci in the analytic vision lighting research, studies of visual performance, largely reflecting the operational characteristics of the M channel, both on-axis and off-axis, and the where subsystem, and studies of visual brightness, exhibiting P channel achromatic and chromatic characteristics, and the what sub-system responses to the luminous environment.
Visual performance
Visual performance has been defined among lighting researchers as the speed and accuracy of processing visual stimuli. Visual performance is directly related to productivity and to safety at a variety of tasks, from accounting to wayfinding. A wide variety of tasks have been studied over the many years of research into visual performance of onaxis, foveal tasks such as numerical verification, 41 reading for comprehension, 42, 43, 53 proofreading, 40 visual inspection, 54 visual search, 55 driving an automobile 56 and wayfinding. [57] [58] [59] The common aim of these face validity studies was to determine the amount of illumination needed to achieve 'good' visual performance and, thereby to provide a basis for recommended levels of illumination in schools, offices, exit corridors and roadways. All of these studies, albeit to varying degrees of certainty, revealed a law of diminishing returns, namely, there is a rapid rise in speed and accuracy from low to medium light levels, followed by ever smaller increments in performance at higher and higher levels of illumination.
These face validity studies are consistent with less realistic, but more narrowly defined investigations of how speed and accuracy are affected by parametrically controlling foveal target contrast and size as well as background luminance, [60] [61] [62] [63] spectral content of illumination, 41, 64 and distribution of luminance outside the target area. [65] [66] [67] These more analytic studies, conducted for threshold as well as for suprathreshold conditions, provided greater experimental precision and thereby gave better insight into the functional relationships between visual speed and accuracy and the distilled attributes of visual stimuli that might be encountered in actual applications.
Based largely on reaction times to flashed targets, Rea and Ouellette 68 developed a model of relative visual performance (RVP), where the speed and accuracy of response varied as a function of target contrast and size over a wide range of background luminance levels that might be encountered in both indoor and outdoor applications. As can be seen from Figure 5 , the RVP model can be nominally described by its 'plateau and escarpment' characteristics. 69 More specifically, as light level increases three aspects of visual performance are observed. First, the contrast and size thresholds for detection becomes lower, so the speed and accuracy of processing lower contrasts and smaller sized targets increases as light level increases. Second, the maximum speed of response becomes faster and fewer errors of omission and commission are exhibited at higher light levels. Third, the rise from threshold to maximum visual performance becomes steeper. Thus, the visual performance 'escarpment' becomes steeper and the 'plateau' becomes broader as light level increases. The RVP model has been used successfully to What and where of vision lighting research 21 predict performance at a variety of tasks, validating its predictions. [70] [71] [72] [73] [74] Visual performance as described by the RVP model appears to reflect M channel response characteristics (Figure 3) . 9 Recall that the M channel is responsible for where the target is located, so it seems reasonable that the M channel responses measured electrophysiologically by Kaplan and Shapely 9 ( Figure 3 ) would determine the speed and accuracy of detecting the sudden appearance of a target (in the fovea). It might seem somewhat counterintuitive that the RVP model, based upon on-axis reaction times, can also predict performance at realistic tasks like the numerical verification task (NVT). 71 Briefly, the NVT is comprised of comparing side-by-side lists of twenty 5-digit numerals. 71 Recall too that the M channel governs eye movements. 76 To perform the NVT task the eyes must quickly and accurately move from one list of 5-digit numerals to the adjacent list and assess their correspondence. To perform this task then, the near-periphery of the retina must locate where the eyes should move to make the comparison, a behaviour controlled by the M channel. Significantly, however, once the eyes have arrived at the right location, it is also important to discern what digits are present. Thus, the NVT, as well as reading in general, is an example of a holistic task where both what and where must be quickly and accurately integrated. So even though holistic tasks like the NVT require both channels to operate, the M channel response characteristics define the limiting behaviour at this task and therefore determine the functional response characteristics of visual performance. Thus, the RVP model appears useful for predicting speed and accuracy of on-axis detection tasks as well as tasks requiring controlled eye movements, like reading or visual search. The RVP model does not directly address issues related to the luminous uniformity of visual field, which also affects visual performance.
66,77 Lythgoe 65 was probably the first to show how acuity continuously increased with light level, at least up to 5000 cd/m 2 , as long as the entire visual field was of the same luminance as the immediate background of the acuity target. Indeed, for completely uniform luminous fields, visual acuity continues to improve with higher and higher uniform background luminances even though the density of cones in the fovea never changes. What does change with light level and uniformity is the size of the centre of the functional receptive field, which does determine visual acuity. As light level and uniformity increase the effective centre of the receptive field becomes smaller through lateral inhibition, as was discussed previously. With higher levels of stimulation of receptive field surround, either by increasing light level or increasing the luminous uniformity of the surround, lateral inhibition from the surround grows and encroaches more and more on the receptive field centre, effectively making the receptive field centre smaller and, as a result, acuity increases. Reducing the light level or uniformity reduces lateral inhibition and consequently increases the size of receptive field centre. Therefore, higher light levels not only broaden and raise the plateau of visual performance (M channel response), but also increase the spatial resolution of the fovea by functionally reducing the receptive field centre (P channel response). Both of these changes enhance visual performance.
Non-uniform luminous environments can also cause glare. Unlike discomfort glare, which is a sensation in response to a bright light source (discussed in the next section), disability glare is a collateral, negative effect of a bright light source on performance of onaxis tasks ( Figure 6 ); even without discomfort, disability glare can compromise visual performance (e.g. automobile dashboard lighting at night). Imperfections in the optics of the eye, due to small particles in the optical media of the eye, mainly throughout the crystalline lens, 78 scatter the light reaching the retina. This scattered light reduces the contrast of targets imaged on the retina by creating a luminous veil over the target and the background. Reducing retinal contrast reduces on-axis visual performance, particularly for inherently small, low contrast targets near threshold. The closer a bright light source is to the line of sight and the greater the amount of light entering the eye, the lower the contrast of the target. Since these small particles are large with respect of wavelength, disability glare is not affected by the spectral power distribution of the bright light. This phenomenon has been well described and quantified. 67 From these quantitative studies, it is possible to estimate the incrementally greater contrast reductions from scattered light in the eye due to ageing; as one ages the optical clarity of the eye is systematically reduced. Those age-dependent estimates of retinal contrast reduction have been successfully used to predict changes in visual performance from 20 to 60 years of age 79 and have been incorporated into the RVP model.
More recent studies have examined visual performance for targets presented in the periphery. 52, 56, [82] [83] [84] [85] [86] Like visual performance for foveal tasks, the speed and accuracy of detecting the onset of peripheral targets also follows a law of diminishing returns with increasing light level. Unlike the fovea, however, the spectral sensitivity of target detection in the periphery changes with light level because different photoreceptors contribute to speed and accuracy as light levels change (Figure 7) . At high levels the spectral sensitivity of both on-axis and off-axis detection is defined in terms of the achromatic M channel What and where of vision lighting research 23 response with a peak spectral sensitivity at 555 nm, reflecting the summation of LWSand MWS-cone spectral sensitivities. (Although there are slight, but reliable differences between the foveal and peripheral spectral sensitivities due to the spatial extent of pre-retinal filtering by the macular screening pigment.) Descending through mesopic light levels, cones become less sensitive to light and rods in the peripheral retina, which have a peak spectral sensitivity at 507 nm, become the more dominant photoreceptor. Consequently, the spectral sensitivity of the speed and accuracy of detecting movement or flashes by the M channel in the periphery begins to shift to shorter wavelengths until, at very low light levels, cones are no longer sensitive and the spectral sensitivity of offaxis detection can be defined in terms of rod sensitivity only. In contrast, the cone-only fovea maintains its LWS-plus MWS-cone spectral sensitivity at all light levels until light levels become so low that cones become insensitive to light.
Visual brightness
Visual brightness is less well understood than visual performance in both the basic and applied research literature. The uncertainties in neuroscience may reflect subtle interactions among the operating characteristics of the P and the K channels. It will be recalled that the P channel carries both spatial and chromatic information formed from the retinal, LWS-and MWS-cone lateral-inhibitory mechanism. This basic mechanism provides the visual system with fine spatial resolution, contrast perception and spectral-opponent, red-versus-green hue information. From the K channel, the visual system gains luminous information from the SWS-cone which provides, in combination with the achromatic sum of LWS-and MWS-cone response [V()], the second set of spectrally opponent hues, blue-versus-yellow. The interrelationships between the K and P channels (and for that matter between the K and M channels) is not fully understood, but it seems clear that visual brightness perception does not depend simply on the achromatic P channel response characterised by LWS-and MWS-cone responses but, to varying degrees, input from the SWScone as well, either directly or, more likely, through the spectrally opponent, blue-versusyellow mechanism. Characterising visual brightness is particularly challenging given the differences in spectral sensitivities of the P and K channels at different levels of retinal stimulation. For example, the Bezold-Bru¨ke effect illustrates how the blue-versus-yellow colour mechanism begins to dominate over the red-versus-green colour mechanism to affect perceived hues and perceived brightness as the amount of light incident on the retina increases. 90, 91 The exact mechanisms underlying these observations have not been clearly delineated in neuroscience, however.
Notwithstanding this basic uncertainty, empirically there are at least three aspects of visual brightness that can be considered. The first deals specifically with the apparent brightness of light-reflective objects within a visual scene; high-reflectance objects are seen as brighter than low-reflectance objects. The apparent brightness of a light-reflective object is, however, more a matter of contrast perception than brightness perception. It is the relative brightness of an object seen against its background that evokes a sensation of contrast. An object can be seen as What and where of vision lighting research 25 white or black depending upon the brightness of its surround. The functional relationship between object brightness, or contrast, perception is linear. 12 Thus, the apparent brightness of two luminous objects seen against a common background will be proportional to their luminous contrast against that background. The P channel response, measured electrophysiologically (Figure 3) , exhibits this linear behaviour in response to changes in contrast. Chromatic content does influence apparent contrast. Saturated colours are generally seen as brighter than their measured achromatic contrast would suggest. 92 Printed coloured letters may have zero achromatic contrast against a coloured background but can still be visible. 93 This suggests that both the achromatic and the chromatic signals in the P and the K channels play important roles in contrast perception.
The second aspect of visual brightness can be conveniently defined as the magnitude of sensation when viewing the entire luminous scene. 'Brightness engineering,' as it was described by Robinson 94 and later by Waldram, 95 was primarily concerned with discomfort glare (below) and surface luminance ratios created by non-uniform light distributions. To a lesser extent, brightness engineering also included perceptions of the overall amount of light reaching the observer's eyes. This last aspect, scene brightness, was, and perhaps still is by some, termed 'adaptation level. ' Hopkinson 96 attempted to tackle the problem of characterising adaption level, but his approach to defining adaptation level was subject to much debate, specifically how it might be photometrically measured and whether it was independent of other luminous elements in the visual field.
Hopkinson thought that adaptation level should be measured simply as the illuminance at the plane of the cornea, whereas Waldram believed adaptation level was specific to the local field around the object. 96 Later Marsden 97 questioned the concept of adaptation level entirely (below). Rather, he suggested that the average luminance within a scene, normalised to the maximum brightness in the scene (i.e. the light source) could be used to predict apparent brightness without invoking the adaptation level concept. 97 After Marsden's important studies, a few studies of the effects of light source spectral content on apparent scene brightness were undertaken. 98, 99 With the exception of the notable work by Thornton et al., 100 the effects of spectral content were not considered particularly important until, in 1990, Berman et al. 101 reported that surfaces illuminated by sources with relatively more short-wavelength radiation were consistently seen as brighter even though they were of lower photopic luminance. Their findings created new interest among vision lighting researchers in characterising scene brightness in large part because traditional characterisations of scene brightness in terms of photopic luminance appeared to be invalid. Berman et al. 101 argued that rod participation in perceptions of scene brightness was responsible for these observations even though the light levels employed in their study were well above those where rods should not participate in visual perception. 102, 103 They argued that two sources of equal photopic (LWS-and MWS-cone) luminance but of differential short-wavelength content would not be seen as equally bright because of differential rod participation in brightness perception. Specifically, the source with relatively greater short-wavelength content would have relatively greater rod stimulation and would therefore be perceived as having relatively greater brightness. Fotios and Levermore 104 questioned their deduction, arguing, consistent with conventional thought in visual neuroscience, that rods were unlikely to affect scene brightness at the light levels being tested. Their results supported the inference that SWS-cones were a more likely participant in scene brightness perception. Subsequent research by Rea et al. 88 have reinforced their conclusions, namely that the apparent brightness of large visual fields is strongly affected by SWS-cones (Figure 7) , not rods, again suggesting that both the P and K channels play an important role in visual brightness. More specifically, Rea and colleagues have developed a model of apparent scene brightness where all three cone types, LWS-, MWS-and SWS-cones contribute to brightness perception, with SWS-cones playing a more dominant role as light level increases (Figure 7) . This model has been used successfully to predict brightness perceptions at light levels typically experienced indoors 87 and outdoors. 105 In practice, this implies, and has shown 106, 107 that scenes illuminated by light sources with higher correlated colour temperatures (CCTs) (i.e. ones with relatively greater SWS cone stimulation) will be seen as brighter at the same photopic illuminance.
The third aspect of apparent brightness is concerned with the apparent brightness of light sources. Vision lighting research has examined this phenomenon under two operating conditions, first as studies of light source discomfort glare and second as studies of light source brightness without regard to discomfort. Perhaps the most informative studies of apparent brightness of light sources without regard to discomfort glare were conducted by Marsden 97 as briefly mentioned above. Following the earlier work of Stevens, 108 Stevens and Marks 109 and Hopkinson, 96 Marsden showed that light source brightness perception closely followed a 'cube root' power law, although he empirically found the best exponent to be 0.37 rather than 0.33. 97 In other words, subjective judgements of light source brightness increased linearly with the luminance raised to an exponent of 0.37 ( Figure 8 ). Beyond these reinforcing inferences about perceived brightness of the light source, Marsden showed that the apparent brightness of illuminated surfaces and objects in the scene also followed a power law; however, their perceived brightness increased with the luminance of these surfaces raised to an exponent of about 0.6. Marsden also showed that the brightness ratings of illuminated surfaces and objects were anchored to the maximum brightness in the scene, i.e. of the light source. In other words, illuminated objects in the scene were always perceived as dimmer than the light source by the fractional luminance raised to the power of 0.6 (Figure 8 ). It will be recalled that changes in contrast perception are proportional to the changes in physical contrast ( Figure 3) . Thus, contrast also follows a power law, but the exponent is 1.0. Although never tested, it is tempting to infer and from Rea 11 ). The single heavy solid line shows the functional relationship between the luminance of the light source and subjective judgements of its brightness, shown as solid discs. The solid lines show the functional relationship between luminance and illuminated surfaces like walls and tables and subjective judgements of brightness. The dashed lines show the linear relationship between the achromatic contrast of reflective objects like print on paper and subjective judgements of relative brightness that the results of Marsden's studies of perceived brightness of illuminated surfaces follow a simple average of exponents, one for contrast perception (exponent of 1.0) and one for source brightness perception (exponent of 0.37). Although Marsden did not consider the spectral sensitivity of perceived brightness, his analysis of light source brightness and the objects and surfaces illuminated by those sources would appear to be state-of-the-art despite their publication date nearly a halfcentury ago.
Discomfort glare is the second phenomenon associated with the apparent brightness of light sources ( Figure 6 ). Discomfort glare is an uncomfortable sensation or even pain caused by viewing very bright sources of light in the field of view. This aspect of visual brightness was of central concern in the discussions of 'brightness engineering' in the 1950s, 94, 95 much as it is today. 110 Similar perhaps to the inferences drawn from Marsden's analysis, there appears to be two mechanisms in play for discomfort glare, one simply associated with the amount of light reaching the retina and the other related to its apparent brightness as a distinct, high-contrast luminous field. In a series of studies, Bullough et al. 80, 81 have systematically explored the various factors that affect discomfort glare. From those studies the following conclusions have been reached. Discomfort glare from a small source (less than 0.3 o in spatial extent) is mainly a function of its angular distance to the line of sight and to the flux density it provides at the eye; like disability glare, more intense sources closer to the line of sight will cause more discomfort glare. The radiance of the light source also becomes important for somewhat larger glare sources (greater than 0.3 o spatial extent), i.e. when the discomfort glare source is seen as a self-luminous object. If however, a high-brightness surround is provided to the somewhat larger glare source (i.e. more light is added), discomfort glare is reduced.
In other words, reducing the contrast of the glare source against its background reduces discomfort glare. These findings suggest that at least two fundamentally different mechanisms contribute to discomfort glare, one simply associated with too much light in the overall scene brightness and the other associated with, for somewhat larger glare sources, the apparent contrast of the source itself. The spectral composition of the light source also affects discomfort glare. Specifically, for the same photopic illuminance at the eye, sources with relatively greater short wavelength content can cause more discomfort glare because the SWS cones as well as the LWS and MWS cones underlying V() contribute to the sensations of discomfort glare. It would seem, therefore, that both the P and the K channels contribute to perceptions of discomfort glare, the P channel contributing to the size-dependent contrast perception of the glare source and the K channel contributing to the spectral sensitivity of discomfort glare in combination with the achromatic P channel response.
It should also be noted that discomfort glare is affected by psychological factors, specifically ones related to the difficulty of the visual task while making the glare rating. Sivak et al. 111 asked observers to identify the position of a gap (top or bottom) in a square shown on a display in the presence of a glare source while simultaneously judging discomfort caused by that source. Even for the same glare source intensity, the observers reported greater discomfort glare for the smaller gap size. Similar findings were obtained by Van Derlofske et al. 112 in a reaction time experiment. A flip-dot target was illuminated by the observer's car headlights. While in the presence of headlight glare from an oncoming car, observers responded as quickly as possible to a change in the target reflectance, from black to either grey ( ¼ 0.2) or white ( ¼ 0.4). Observers rated the discomfort glare as greater when the target had the lower reflectance (i.e. was more difficult to see). Tuaycharoen and Tregenza 113 showed too that discomfort glare from windows could be reduced by making the view more interesting. So, in addition to neurological factors, and quite unlike disability glare, discomfort glare is affected by subjective judgements of task difficulty and visual interest.
Future research
Neuroscience has been concerned with developing a detailed understanding of the physiological mechanisms underlying vision. Much of what we know about spatial vision, colour perception and even mechanisms in the retina related to non-visual neural processing has come from analytic neuroscience research. The significance of vision lighting research, and in sharp contrast to neuroscience, is its potential direct value to society. Vision lighting research has informed many important applications like emergency lighting, 58, 59 mitigation of glare, 114 signal light detection, 115 colour rendering [116] [117] [118] and paint inspection, 119 all of which add significant value to society and none of which were directly informed by neuroscience.
Despite its successes, vision lighting research is arguably too isolated from neuroscience, compromising our collective ability to deliver still greater social value. Understanding the regions of the retina and the channels responsible for visual brightness versus visual performance should help narrow our research questions. Knowing, for example, the photopic luminous efficiency function is not an appropriate function for characterising the spectral sensitivity of visual brightness should reframe the way we study how lighting affects the appearance of illuminated spaces. This deeper understanding of the visual system should also broaden the lighting research agenda. Understanding how the neural mechanisms responsible for what and where are integrated into a holistic perception of the luminous environment could alter the way we provide lighting to society, including the development of novel lighting technologies and the rewriting of decades-old lighting standards and guidelines. Therefore broadening our vision lighting research agenda may have the most positive impact on society.
Perhaps roadway lighting is the best example of how vision lighting research, informed by neuroscience, can help us deliver better lighting to our roadways in the future. In framing the research question, we first have to recognise that driving an automobile is a holistic experience formed from processing of parallel sub-systems. While driving we have a sense of moving through the visual environment as well as a sense of the important features in the visual environment that are worth considering (including even our smart phones!). The peripheral retina provides us with a sense of velocity and direction as well as means of alerting us to variations in the flow pattern that might be hazards to our driving. In other words, the peripheral retina tells us where we are and where are the objects that might need our attention. The fovea provides us with conscious perception, including object identification, colour and texture perception and an ability to read and interpret written information. The fovea enables us to identify what objects are in the environment that might be benign or hazardous.
These two sub-systems are operating in parallel, but also together. A sudden movement on the side of the road is detected by the peripheral retina, which then compels the eyes to shift their gaze to where that movement occurred so that the fovea can identify what type of hazard might exist -is that leaves blowing or a small child entering the road? Similarly, the peripheral retina maintains a safe trajectory on the roadway while the fovea scans the visual environment -is that the house address of the new babysitter?
In fact, we cannot drive a car without both channels functioning separately and in What and where of vision lighting research 29 unison. In a very nice review of eye-tracking studies, Land 120 discusses many aspects of driving dynamics and the parallel processing of on-axis and off-axis vision. Consider the following demonstration that breaks the holistic bond between the what and the where of driving an automobile. The fovea is about the size of the thumbnail held at arm's length. You can keep a car moving in the right direction and speed while looking at your thumbnail even though you cannot see the license plate of the car in front of you. If instead you curl your fingers to make a small tube with the palm of your hand and look through the tube, you can easily read the license plate in front of you but nothing is visible in the periphery. This later experience of looking through the tube is so disturbing that you cannot prolong the view of the license plate for more than a few seconds because you lose all sense of the car's velocity and direction. It is interesting that the what sub-system so dominates our conscious awareness the processing by the critical where sub-system is almost entirely subconscious while driving.
One of the few studies attempting to characterise the holistic spectral sensitivities of driving was conducted by Bullough and Rea 84 who looked at on-axis and off-axis performance simultaneously. Subjects were asked to drive a simulated race course projected on a screen and, while driving, to as quickly as possible detect the onset of a luminance decrement to an illuminated liquid crystal display target located in the lower left corner of the screen. Both the screen and the target were illuminated by a given source to different mesopic (rod plus cone) light levels, representing a range of illuminances typically recommended for roadways. Figure 9 shows the apparatus and selected results.
There was no difference between the speed of driving the simulated race course for the different light sources at the same photopic illuminance. As would be expected from the on-axis RVP model, 68 the speed of driving gradually increased with higher levels of photopic illuminance for any light source. There were, however, clear differences between the light sources in terms of detecting changes in the reflectance of the target, as would be expected from the off-axis detection model. 85 For the same photopic illuminance on the target, more errors occurred for the light source with relatively less short-wavelength energy (high pressure sodium) than with the light source emitting relatively more short-wavelength energy (metal halide). These results, informed by an understanding of the neuroscience, clearly show, from a practical perspective that high pressure sodium is a much less appropriate source of illumination than metal halide for detecting potential hazards entering the roadway. Yet, with regard to current lighting standards, both light sources are considered equally acceptable because those standards do not consider the spectral power distribution of the light source. The results of this study are clear, consistent with basic neurophysiology, and profoundly important for roadway safety, but they have had no effect on lighting standards.
Another aspect of this holistic approach to lighting as it can affect roadway safety is to examine how aging affects driving performance. Epidemiology suggests that both young and old drivers are more likely to have collisions. 121 These deficits are clearly not a matter of visual acuity, as we currently test for competency, but more likely because the neural mechanisms that integrate what and where are less robust at the two age extremes. Lighting systems that enhance areas of greater potential risk, likely by enhancing off-axis detection of objects on the edges of the roadway, 122 could have a significant impact on increasing roadway safety. Here again, the implications for roadway safety are clear. It should also be noted that a better understanding of this important holistic task would also go a long way toward reducing wasted, ineffective light that causes different forms of light pollution. 123 A deeper understanding of driving is just one example of how neuroscience can help inform the design of vision lighting research aimed at providing greater social value. Importantly, however, this type of research will never be undertaken by orthodox neuroscientists concerned with ever deeper and more complete understanding of vision. Increasing social value will depend upon application research, so the questions asked by vision lighting researchers can be significantly more impactful if they are framed in terms of neuroscience. It remains to be seen, however, whether such studies of direct importance to society will have any tangible impact on lighting standards. 
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Background luminance (cd /m 2 ) Figure 9 Driving simulator apparatus with selected results from Bullough and Rea. 84 Subjects were expected to navigate through the simulated driving course projected onto a screen as quickly and accurately as possible and to detect randomly occurring luminance decrements of an off-axis target. The screen and the off-axis target were simultaneously illuminated by a given light source to different mesopic light levels. Shown here are the results for the high pressure sodium (HPS) and metal halide (MH) light sources, both of which are commonly used to illuminate roadways
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