ABSTRACT Rectified linear unit (ReLU) plays an important role in today's convolutional neural networks (CNNs). In this paper, we propose a novel activation function called Rectified Exponential Unit (REU). Inspired by two recently proposed activation functions: Exponential Linear Unit (ELU) and Swish, the REU is designed by introducing the advantage of flexible exponent and multiplication function form. Moreover, we propose the Parametric REU (PREU) to increase the expressive power of the REU. The experiments with three classical CNN architectures, LeNet-5, Network in Network, and Residual Network (ResNet) on scale-various benchmarks including Fashion-MNIST, CIFAR10, CIFAR100, and Tiny ImageNet demonstrate that REU and PREU achieve improvement compared with other activation functions. Our results show that our REU has relative error improvements over ReLU of 7.74% and 6.08% on CIFAR-10 and 100 with the ResNet, the improvements of PREU is 9.24% and 9.32%. Finally, we use the different PREU variants in the Residual unit to achieve more stable results.
I. INTRODUCTION
In the past few years, convolutional neural networks (CNNs) have achieved great success in the field of computer vision [1] - [4] . Even though they have been proposed for more than 20 years [5] , one of the key factors leading to the recent revival of CNNs is the invention of Rectified Linear Unit (ReLU) [6] , [7] . Compared with sigmoid or hyperbolic tangent function, ReLU uses an identity map in the positive part. This special design alleviates the vanishing gradient problem and accelerates the training process so that we can train very deep CNNs.
Although there are lots of advantages, the main drawback of ReLU is its zero derivative for negative inputs. This blocks the back-propagated error signal from the layer above, which may prevent the network from reactivating dead neurons. To overcome this problem, Leaky Rectified Linear Unit (LReLU) [8] assigns a non-zero slope to the negative The associate editor coordinating the review of this manuscript and approving it for publication was Sambit Bakshi. part of ReLU. Unlike ReLU, it allows a small portion of the back-propagated error signal to pass to the layer below. By using a small value, the network can still output sparse activations and preserve its ability to reactivate the dead units. The performance of LReLU is sensitive to the slope value. In order to avoid specifying the slope value, Parametric Rectified Linear Unit (PReLU) [9] adaptively learns its value. Experiments have shown that learning the slope parameter gives better performance than manually setting it to a constant value.
Further, Exponential Linear Unit (ELU) [10] uses the exponential function for negative part, this design not only speeds up training but also improves performance. Scaled Exponential Linear Unit (SELU) [11] extends ELU to have self-normalizing properties. A recently proposed important activation function is the Swish [12] - [14] . Swish's simple multiplication function form is superior to other activation functions across a number of datasets.
In this paper, inspired by ELU and Swish, we propose a novel activation function: Rectified exponential unit (REU). See Fig. 1(a) for the graph of REU. Like Swish, REU is unbounded above and bounded below. In addition, we propose the Parametric Rectified exponential unit (PREU). To verify the effectiveness of REU and PREU, we test them with three classical CNNs, LeNet-5 [15] , Network in Network (NIN) [16] , and Residual Network (ResNet) [4] on four datasets with different scales, including Fashion-MNIST [17] , CIFAR10 [18] , CIFAR100, and Tiny ImageNet [19] . The experimental results have shown improvement over other activation functions. Furthermore, we use different PREU variants in the Residual unit to achieve more stable results.
The remanding of this paper contains the following sections. Section II lists some classical activation functions. Section III describes our approach in detail. In Section IV, we compare our method with other activation functions. Section V analyzes the learning behavior and results. In Section VI, we summarize this paper.
II. RELATED WORK
In this section, we review several activation functions. Some activation functions have been proposed [20] - [28] , we only compare the most common activation functions.
• ReLU [6] :
Here x is the input and f (x) is the output. ReLU uses an identity map in the postive quadrant. Identity map alleviates the problem of vanishing gradients, so we can train deep CNNs. Compared with traditional sigmoid or hyperbolic tangent function, ReLU not only accelerates the training process but also significantly improves the overall network performance. However, ReLU uses an constant value 0 in the negative quadrant. The zero gradient of the negative quadrant prevents the propagation of information and results in some neurons never being activated during training.
• LReLU [8] :
LReLU addresses the problem of deactivated neurons by assigning a non-zero fixed slope value to the negative part. However, LReLU is sensitive to the slope value. Here α = 0.01.
• PReLU [9] :
In order to avoid specifying the slope value by hand, PReLU set it to be trainable. The subscript i in α i indicates that PReLU allows the nonlinear activation to vary on different channels. Here α i = 0.25.
• Softplus [29] :
Softplus is the primitive function of sigmoid. It is strictly positive and monotonic. It can be considered as a smooth version of ReLU. Compared with ReLU, it loses the exact sparsity.
• ELU [10] :
The exponential function is used in the negative part which pushes the mean of the activations closer to zero. Zero mean activation speeds up the training by bringing the gradient closer to the natural gradient [30] . In contrast to LReLU and PReLU, there is a saturation plateau in the negative part of ELU, enabling it to learn a more robust and stable representation. Here α = 1.
• SELU [11] :
SELU extends ELU to have self-normalizing properties. SELU pushs the activation of neurons to zero mean and unit variance thereby enabling robust learning of many layers.
Here α ≈ 1.6733 and λ ≈ 1.0507.
• Swish [12] :
Swish is a continuously differentiable function. As shown in Fig. 1 , the major difference between Swish and the most commonly used activation functions is its non-monotonicity. Here β i can be fixed or trainable. The subscript i in β i indicates that Swish allows the nonlinear activation to vary on different channels. If β is set to be trainable, this variant is called Swish-β. 1 β i is initialized to 1.
III. PROPOSED METHOD
In this section, we firstly describe our REU. Then, we present the PREU.
A. RECTIFIED EXPONENTIAL UNIT
Inspired by the ELU and Swish, we propose the REU:
Firstly, similar to ReLU, LReLU, PReLU, and ELU, we also use an identity map in the positive part. This feature has proven to be very effective. Secondly, we think that Swish's success comes from the non-monotonicity property in the negative quadrant. This property is obtained from its multiplication function form. We use an exponential function instead of sigmoid so that we can retain more information in the negative part. As shown in Fig. 1 , REU and Swish are non-monotonic in the negative quadrant.
B. PARAMETRIC RECTIFIED EXPONENTIAL UNIT
Consider that the fixed activation function may impede the expressive ability of deep CNN. We propose the PREU:
Here α i and β i can be fixed constants or trainable parameters. Subscripts i indicate that α i and β i can vary on different channels. Similar to PReLU, we have not used any regularization on α i and β i since that may damage the flexibility of PREU. For the sake of simplicity, when PREU has a fixed β i = 1, we call this variant REU-α. When PREU has a fixed α i = 1, we call this variant REU-β. As shown in Fig. 2(a) and Fig. 2(b) , each parameter in (9) controls different aspect of PREU. Parameter α mainly controls the slope in the positive quadrant while β controls the saturation in the negative quadrant. We use α i = 1 and β i = 1 as the initialization throughout this paper. We use backpropagation to train the parameters of the PREU simultaneously with the network. We use the chain rule to derive the update rule of PREU:
here o i ∈ {α i , β i , x i } and E represents the output objective function. The term ∂E ∂f (x i ) is the gradient backpropagated from the deeper layer of PREU. The summation x i is applied in all positions of the feature map. For the channel-shared variant, the gradient of o i is
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i is the sum over all channels in each layer. The gradient of α and β is
In this way, the gradient of input is
In our method, we learn an independent PREU following each channel of kernels. Thus the number of the parameters for PREU is only 2N, where N is the total number of kernel channels in the whole network. Compared with the large number of parameters in CNN, such an increase in the number of parameters is negligible.
After visualizing the layer-wise parameter averaged values of PREU in ResNet, in order to improve parameter utilization efficiency, we use different PREU variants in a Residual Unit, as shown in Fig. 3(b) . See Section V-B for more details.
IV. EXPERIMENTS
At first, we must demonstrate that the main idea of this paper is to show that the proposed approach can be used to improve the performance compared against other activation functions rather than trying to achieve the most advanced performance in a certain dataset by all manner of means. We evaluated the proposed method on four benchmark datasets with three classical CNN architectures. For fair comparison, all models were initialized with Xavier initialization [31] . We used Keras [32] for implementation. We report the median of 5 different running results. For all models, we use the categorical cross entropy loss function. 
A. FASHION-MNIST
Fashion-MNIST (F-MNIST) is a grayscale image dataset of 10 categories of fashion products released by Zolanda Research. It includes 60 000 training images and 10 000 testing images. The size of these images is 28x28 pixels. These images contain ankle boots, bags, coats, dresses, pullovers, sneakers, sandals, shirts, trousers, and t-shirts. F-MNIST is intended to be a more challenging direct alternative to MNIST.
We used LeNet-5 to compare different activation functions on F-MNIST. For the experiments, we only divided the images by 255 without any other image preprocessing. The batch size is 128. The entire training period is 20. We adopted the cosine shape learning rate schedule [33] , [34] and set the initial learning rate to be 0.01. We set the weight decay to be 0.0005 and the momentum to be 0.9.
The results are listed in Table 1 . LeNet-5 with REU increases the test accuracy of LeNet-5 with ReLU from 90.34% to 90.57%. LeNet-5 with PREU further increases the test accuracy from 90.57% to 90.89%. As a result, LeNet-5 with PREU surpasses LeNet-5 with ReLU by 0.55%. As presented in Table 1 , LeNet-5 with PREU achieves the highest test accuracy.
B. CIFAR
The CIFAR-10 [18] is a colored natural image dataset of 10 categories. It contains 50 000 training images and 10 000 testing images. All 10 categories have the same number of training and test images. The size of these images is 32x32 pixels. These images contain airplanes, automobiles, birds, cats, deers, dogs, frogs, horses, ships, and trucks. CIFAR-100 is similar to CIFAR-10. CIFAR-100 has ten times categories than CIFAR-10, but the total number of images is the same, so the CIFAR-100 dataset is considered as a harder classification problem than CIFAR-10.
We used the NIN [16] and ResNet [4] models. For NIN, we only divided the images by 255 and randomly flipped horizontally. The batch size is 128 and we set the initial learning rate to be 0.01. The learning rate is divided by 2 after the epoch 80, and by 5 after the epoch 140. The model is trained for 200 epochs. We set the weight decay to be 0.0001 and the momentum to be 0.9. For ResNet-110, we use the original experiment settings [4] except the extra three epochs gradual warm-up [35] for converge. A summary of the results is provided in Table 2 . Softplus always can not converge. SELU can converge on CIFAR-10 but can not converge on CIFAR-100. In NIN model, Swish and Swish-β can converge on CIFAR-10 but can not converge on CIFAR-100. The experimental results demonstrate the advantage of PREU. PREU got all the best results, except for the NIN model on the CIFAR100 dataset, REU got the best result.
C. TINY IMAGENET
The Tiny ImageNet dataset consists of a subset of ImageNet images [36] . There are 200 classes, each of which has 500 training images, 50 validation images and 50 test images(with no published labels). The size of these images is 64x64 pixels. In this section, we will perform performance evaluation of various activation functions on Resnet-110. All results are evaluated on the validation set. To make the CIFAR ResNet-110 model suitable for Tiny ImageNet, the stride of the first convolution layer in the model is expanded to 2. For image preprocessing, we use simple mean/std normalization. We use the widely used standard data augmentation scheme (mirror/shift) [4] , [16] , except that the image is zero-filled with 8 pixels on each side. Due to lack of time, we did not cross-validate the hyperparameters extensively on Tiny ImageNet, but only applied the hyperparameters we found to work well on CIFAR.
The results are listed in Table 3 . ResNet-110 with PREU increases the test accuracy of ResNet-110 with ReLU from 52.04% to 52.51%. LeNet-5 with REU further increases the test accuracy from 52.51% to 52.92%. As a result, ResNet-110 with REU surpasses ResNet-110 with ReLU by 0.88%. As presented in Table 3 , ResNet-110 with REU achieves the highest test accuracy.
V. ANALYSIS
In this section, we analyze the learning behavior and results of different activation functions.
A. CONVERGENCE PROPERTY
It is well known that very deep models have difficulties to converge. After the proposal of ReLU, Xavier, BN [37] , and ResNet, nowadays the convergence problem gets less attention. In our experiments, the difference between different models is just the activation function. Table 2 offers some interesting observations, activation function has an important influence on the network convergence property. Softplus always can not converge. SELU can converge on CIFAR-10 but can not converge on CIFAR-100. In NIN model, Swish and Swish-β can converge on CIFAR-10 but can not converge on CIFAR-100. It should be noted that the NIN model with Swish and Swish-β on CIFAR-10 dataset can not converge in the first several epochs. As they claim [4] , identity shortcut can help train very deep neural network. On CIFAR-100, Swish and Swish-β can not converge in the shallow NIN but work well with ResNet-110. On Tiny ImageNet dataset, all activation functions converge well with ResNet-110. In the positive quadrant, Softplus and Swish approach the identity map from two different directions. SELU has a slope value greater than 1 in the positive part. All other stable convergence activation functions use identity map in the positive part. The experimental results show that the identity map in the positive quadrant can suppress the vanishing/exploding gradient problem in training models, which is very important for stable convergence. And this is the major difference between REU and Swish.
B. VISUALIZATION AND ANALYSIS OF PREU
In order to analyze the learned parameters of PREU, the layerwise average parameter values of ResNet-110 are demonstrated in Fig. 4(a) . The layer-wise averaging value is calculated as below:
here α m,i and β m,i refer to the values of α and β for the ith channel in layer m. Layer-wise averaged values of α and β are shown in Fig. 4(a) . As we can see, the average values of αs reset, oscillate, and decrease. The average values of βs oscillate. The repeated curve of α follows the CIFAR10 ResNet-110 model's three stages. Fig. 3(a) illustrates the basic building block of ResNet. ResNet is formed by stacking multiple residual units. So there are only two locations for the activation function in the ResNet. We think PREU, after Batch Normalization (BN) or add operation, behaves differently. So we plot them separately in Fig. 4(b) . It is clear that the location of PREU affects its behavior. The curve of the PREU's parameters are consistent with the three stages of the ResNet model.
1) AFTER BN
The average values of αs are close to 1 in most layers. Similar to ReLU, the positive part approximates the identity map, this feature alleviates the problem of exploding/vanishing gradients. When encountering the down sampling layer, αs become greater than 1 to reduce the information attenuation.
The average values of βs are greater than 1 in most layers. As shown in Fig. 2(b) , this makes less negative value information flow through PREU. And PREU behaves like ReLU. This can partly explain why the combination of BN and ReLU can achieve good performance. When encountering the down sampling layer, βs become smaller, let more negative value information flow through PREU to reduce the information loss. Compared with the later layers, the first layer learns larger αs and smaller βs, which allows the network to get more information from the original images.
2) AFTER ADD
The average values of βs are close to 1 in most layers, which indicates that the design of REU in the negative quadrant is reasonable. In addition, it ensures the negative value information flow through PREU. When encountering the down sampling layer, βs become smaller than 1 to reduce the information loss in the negative quadrant. In the earlier layers, the smaller βs allow the network to get more information from the original images. The average values of αs follow the CIFAR10 ResNet-110 model's three stages, which is resets, oscillates, and decreases. At the beginning of each stage, αs are greater than 1 to copy with the previous information attenuation. With the addition operation, the information flow is larger and larger in each stage, so reduce α to maintain the magnitude of the information within a reasonable range. As we can see from Fig. 4(b) , the values of αbn and βadd are very close to the initial value 1 in most layers. So we think that we can use REU-β after BN and use REU-α after the addition operation to further improve the parameter efficiency. As shown in Fig. 3(b) , we called it REU-αβ residual unit.
C. RESULT AND PARAMETER EFFICIENCY
PREU is a parameterization of the REU. If we review the activation functions listed in section II, we can find another two pair parameterizations: ReLU/PReLU, Swish/Swish-β. Parameterization is popular in today's activation functions. From Table 4 we can see that adding more parameters to the same activation function can improve performance in most cases. There are some cases where the activation function without parameters has better performance. The underlying cause is still unclear and will be studied in the future. It seems that better accuracy comes from more parameters. From Table 4 , we can see that in most cases, REU is better than PReLU and Swish-β. Therefore, adding more parameters does not always lead to better accuracy and design is the core issue of activation function. The non-monotonic nature of REU and Swish in the negative quadrant increases the expressive power of the network. Compared to Swish, REU uses an exponential function instead of sigmoid to retain more information in the negative quadrant to further improve its expressive ability. In our experiments, REU and PREU achieved all the best results.
After the analysis in Section V-B, we propose the REU-αβ model to improve the parameter efficiency of PREU. REU-αβ is a ResNet model formed by stacking multiple REU-αβ residual unit. It should be noted that we use PREU in the early and down sampling layers of REU-αβ for reducing the information attenuation. In Table 5 , we analyzed REU, PREU, and REU-αβ in detail. The performance of REU-αβ is between REU and PREU. The standard deviation of REU-αβ is the smallest. Therefore, this specially designed residual unit always has more stable performance.
VI. CONCLUSION
In this paper, we first proposed REU to improve CNN. Second, we proposed PREU to further increase the expressive power of REU. Furthermore, we used different PREU variants in the residual unit to achieve more stable results. Experiments with three classical CNN architectures on four scale-various benchmarks demonstrate that our work achieves improvement compared with other activation functions. In the future, we will investigate how different PREU variants can be used for other models and we want to apply our work to other areas, such as natural language processing.
