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Abstract
Learning an empirically effective model with generalization
using limited data is a challenging task for deep neural net-
works. In this paper, we propose a novel learning framework
called Purified Learning to exploit task-irrelevant features ex-
tracted from task-irrelevant labels when training models on
small-scale datasets. Particularly, we purify feature represen-
tations by using the expression of task-irrelevant informa-
tion, thus facilitating the learning process of classification.
Our work is built on solid theoretical analysis and extensive
experiments, which demonstrate the effectiveness of Purified
Learning. According to the theory we proved, Purified Learn-
ing is model-agnostic and doesn’t have any restrictions on the
model needed, so it can be combined with any existing deep
neural networks with ease to achieve better performance. The
source code of this paper will be available in the future for
reproducibility.
Introduction
With sufficient manually annotated training samples, deep
neural networks could automatically perform feature extrac-
tion and achieve unprecedented performances on various
classification tasks (Gu et al. 2018). However, collecting
and annotating adequate training data is an extremely time-
consuming and expensive process, leading that in many in-
stances the training samples are insufficient and even noisy
(Zhang et al. 2020). Under this circumstance, the perfor-
mance of deep models always drops gravely on most classifi-
cation tasks (Ajiboye, Abdullah-Arshah, and Hongwu 2015;
Prusa, Khoshgoftaar, and Seliya 2015). The essential rea-
son for the phenomenon is that the goal of “minimizing the
empirical risk” is not reliable when the training data is in-
adequate (Wang et al. 2020), as a result, deep neural models
will easily overfit the training data. Therefore, training ef-
fective deep neural models with remarkable generalization
performance on small training samples is of great practical
importance in terms of vastly expanding the scalability of
deep learning methods.
Many techniques have been developed to tackle the is-
sue. Some approaches directly expanding training samples
(Cubuk et al. 2018; Bowles et al. 2018; Chen et al. 2020;
Zhang et al. 2014; Shinohara 2016a) to alleviate the short-
age of annotated data, but may be limited because expan-
*The first three authors have equal contribution.
sion based on small-scale training samples is only of theo-
retical significance and not operability. On the other hand,
previous studies also attempt to break through the limita-
tion of a specific dataset and find training samples in a broad
sense. Based on this motivation, transfer learning (Wang and
Hebert 2016; Luo et al. 2017) exploits knowledge from ad-
ditional datasets with relevant content and labels, achiev-
ing remarkable improvements on the target task. However,
they only achieve good results when labels are relevant
enough since irrelevant labels could bring out massive nega-
tive transfer (Weiss, Khoshgoftaar, and Wang 2016; Rosen-
stein et al. 2005). And to date, there have been few studies
that use task-irrelevant features to improve the performance
of deep learning models. In this paper, we argue that while
transferring task-relevant labels from other datasets, task-
irrelevant labels could also be utilized to improve the gener-
alization of classification on small datasets without conflicts.
Consider a running example in computer vision: facial ex-
pression recognition a.k.a FER, which aims at constructing
a model to accurately predict the expression of unseen fa-
cial pictures. In this task, it is obvious that smiling is a task-
relevant feature, while hair color is a proper task-irrelevant
one. Assume we have a small-scale FER dataset, which is
often the case in real-world deep learning tasks. Since the
training dataset is extremely small, it is unavoidable that the
distribution of task-irrelevant features i.e., hair color have
non-negligible bias. For example, most people with black
hair might be labeled as happy and people with white hair
are exactly labeled as sad. This kind of bias is a ubiquitous
problem when training samples are insufficient, which has
already been observed in many previous works (Tommasi
et al. 2017; Torralba and Efros 2011).
As we mentioned before, the task-irrelevant features cre-
ate a substantial barrier for the learning process due to the
problem of “minimizing the empirical risk”, which leads to
the models inevitably overfit hair features. As a result, the
performance of the trained models on unseen facial expres-
sion samples are severely affected. An intuitive method to
address the issue is to make use of massive related facial in-
formation from other facial datasets by transfer learning, but
as we mentioned, there would be severe negative transfer
when using irrelevant facial information (hair color). Our
methodology is motivated by the predicament, which is to























In this paper, we propose Purified Learning to explore
task-irrelevant features from large-scale and easily available
datasets with the same content as the training set. By min-
imizing the Wasserstein distance between the distribution
of representation extracted from samples with a fixed task-
irrelevant label and that from the entire dataset, we reduce
the influence of task-irrelevant features. This suppression of
task-irrelevant features plays a “two negatives make a posi-
tive” role that further highlights the representation ability of
task-relevant features and finally improve model generaliza-
tion. In summary, in this paper we make three-fold contribu-
tions:
• We theoretically prove that task-irrelevant labels can help
to extract helpful features while only small-scale training
dataset is available.
• We propose Purified Learning, which use task-irrelevant
labels to facilitate the learning process, finally derive a
purified feature representation that has minimum task-
irrelevant components.
• We conduct extensive experiments and analyses on FER
and digit recognition. Results show that we achieve state-
of-the-art performance on digit recognition task when the
training set is small.
Theory
Unreliability of Minimizing Empirical Risk
For a learning task T , a training sample set including I la-
beled instances Dtrain = {(x1, y1), (x2, y2), ...(xI , yI)} is
given. Let p(x, y) be the ground-truth joint probability dis-
tribution of sample x and label y. We denote the space of in-
put instance by X , and the space of task labels by Y , x ∈ X
and y ∈ Y . The goal of deep learning is to learn a model
f(x; θ) : {X ; Θ} → Y parameterized by θ ∈ Θ from train-





L(f(x; θ), y)dp(x, y), (1)
where L refers to a certain loss function, e.g., mean squared
error or cross entropy loss.
As p(x, y) is unknown, the most classical approach is to
approximate the expected risk by minimizing the empiri-
cal risk (Vapnik 1991; Mohri, Rostamizadeh, and Talwalkar
2012), which is the average of sample losses over the train-








L (yi, f (xi)) , s.t. (xi, yi) ∈ Dtrain.
(2)
However, obviously that when the distribution of the
training sample differs greatly from the true distribution
p(x, y), especially when I is small, the empirical risk
Remp(f) may then be far from being a good approximation
of the expected risk R(f), which makes it no longer reliable
(Wang et al. 2020). The bias of task-irrelevant features in the
training dataset is one of the main causes of the deviation be-
tween training data distribution and p(x, y). We believe that
weakening the impact of task-irrelevant features will help
train models with better generalization performance, which
requires introducing knowledge of task-irrelevant features
from samples with task-irrelevant labels.
Task-Irrelevant Labels
Task-irrelevant features are defined as the features irrelevant
to the target task, and task-relevant features are features rel-
evant to the target task. For example, hair color is a task-
irrelevant feature for the FER task. Correspondingly, if sam-
ples from some irrelevant tasks contain the same content but
different labels with the target task, the labels are termed as
task-irrelevant labels, and the samples are termed as task-
irrelevant samples. Note that in practice, the task irrelevance
of a label is related to the performance loss of transfer learn-
ing, not by human judgments. The more negative the trans-
ferring effect is, the more irrelevant the label is.
For a specific target task, and a dataset with task-irrelevant
labels, S = {(x, ytir)}, we denote the feature space by X ,
x ∈ X , and the label space of task-irrelevant labels by Y ,
Y = {y1, y2, y3...yn}, ytir ∈ Y . Input x contains some
features that are task-relevant, denoted by xtr and the distri-
bution of xtr in S is denoted by S.
We select all samples whose ytir = y1 from S, denoted
by Sy1 :
Sy1 = {(x, ytir)|ytir = y1, (x, ytir) ∈ S}, (3)
and the distribution of xtr in Sy1 is denoted by Sy1 . Since
ytir is irrelevant with xtr, we have:
S = Sy1 . (4)
In deep models, the feature extractor fe is used to extract
representation r from input data. Here, R and Ry1 are ex-
tracted from S and Sy1 ,
R = {(r, ytir)|r = fe(x), (x, ytir) ∈ S}
Ry1 = {(r, ytir)|r = fe(x), (x, ytir) ∈ Sy1}.
(5)
Similarly, the distributions of r in R and Ry1 are denoted by
R and Ry1 .
Under ideal conditions, a good extractor only extracts
task-relevant features, so R = Ry1 . However, in reality,
the extractor inevitably extracts task-irrelevant features and
leads to R 6= Ry1 . The greater the difference between R and
Ry1 , the more the extractor is influenced by task-irrelevant
features. To reduce this difference, Purified Learning aims
to minimize the divergence between these two distributions,
min(WD(R,Ry1)), (6)
WD is Wasserstein distance that is used to measure the di-
vergence between two distributions.
Theoretical Analysis of Purified Learning
Motivated by (Shen et al. 2017), we provide a theoretical
analysis of Wasserstein distance’s efficacy and its general-
ization bound here. The classification model is divided into
two parts, a classifier fc, and a feature extractor fe. Af-
ter sending an input instance to the extractor fe, we get a
representation r, so fe : X → R where R denotes and
fc : R → Y where Y is the space of labels as defined be-
fore.
H is a hypothesis class that for every h ∈ H , h : R → Y
and h is K-Lipschitz continuous. In neural networks, we
limit the scale of the weights so that fc is K-Lipschitz con-
tinuous and fc ∈ H . For every distribution D on X , the
corresponding distribution of representation is denoted by
R, R = fe(D). The difference of h1 and h2 (h1, h2 ∈ H) on
R are defined by:




εD(h1 ◦ fe, h2 ◦ fe) = E
x∼D
||h1(fe(x))− h2(fe(x))||. (8)
Theorem 1: For representation distributions R1,R2 on
R, and h1, h2 ∈ H . Then the following holds:
εR1 (h1, h2) ≤ εR2 (h1, h2) + 2K ·WD (R1,R2) . (9)
Proof. We first prove that |h1 − h2| is 2K-Lipschitz contin-
uous. Using the triangle inequality, we have:
||h1(r)− h2(r)|| ≤||h1(r)− h1(r′)||+ ||h1(r′)− h2(r)||




||h1(r)− h2(r)|| − ||h2(r′)− h2(r′)||
≤||h1(r)− h1(r′)||+ ||h1(r)− h2(r′)||,
(11)
then, because both h1 and h2 are K-Lipschitz continuous,







Thus, |h1 − h2| is 2K-Lipschitz continuous. Then we have:













= 2K ·WD (R1,R2) .
(13)
So far, Theorem 1 is proven.
Next, we give the upper bound of generalization error
by Wasserstein distance. Denoting the ideal classifier for a
specific classification task by f∗c , both fc and f
∗
c are K-
Lipschitz continuous. To achieve the optimal performance,
fc needs to approach the ideal classifier f∗c . So the error of
fc on distribution R is defined as γR(fc):
γR(fc) = εR(fc, f
∗
c ). (14)
For two distribution of input instances , denoted by D1 and
D2, their corresponding representation distributions are R1
and R2 According to Theorem 1, we have:
εR1(fc, f
∗
c ) ≤ εR2(fc, f∗c ) + 2K ·WD (R1,R2) , (15)
thus,
γR1(fc) ≤ γR2(fc) + 2K ·WD (R1,R2) . (16)
Correspondingly,
γD1(fc ◦ fe) ≤ γD2(fc ◦ fe) + 2K ·WD(R1,R2). (17)
WD is Wasserstein distance that is used to measure the di-
vergence between two distributions. Thus, for an unknown
test distribution D1, minimizing error on D1 can be divided
into two goals. The first one is to minimize error on the given
training sample distribution D2. The second is to minimize
the Wasserstein distance between R1 and R2. Since R1 is
unknown, we need to approximate it using another dataset.
According to unreliability of empirical risk, we need another
large-scale dataset to approximate the distribution of R1.
Large-scale data ensures that the distribution is more close
to the testing set. In practice, we use the feature distribution
R of S, mentioned in Sec. to do the approximation.
Framework of Purified Learning
Purified Learning focuses on exploiting the knowledge con-
tained in task-irrelevant labels from auxiliary samples and
transferring it to the target task. With this knowledge, we
measure the influence of task-irrelevant features, and then
use the adversarial learning method based on Wasserstein
distances to limit such influence during feature extraction. In
this way, original extract features is purified, increasing the
percentage of task-relevant features. Generally, the frame-
work is divided into three parts: a feature extractor fe, a lin-
ear classifier fc and an additional discriminator fd, as shown
in Figure 1. We denote the dataset of the target task by Stgt,
and the task-irrelevant dataset by Ssrc. Note that Purified
Learning is a theoretically validation framework, the extrac-
tor, discriminator and classifier are all flexible and have mul-
tiple choices. A practice choice is to set them according to
performance. To utilize both Stgt and Ssrc, two optimization
goals are set according to Sec. .
Goal 1: Empirical Risk Minimization
For training sample x and label y, (x, y) ∈ Stgt, the classi-
fication probability p = softmax(fc(fe(x))), and the clas-
sification loss is calculated by cross-entropy loss, which is





y ∗ log (softmax (fc(fe(x)))) . (18)
Goal 1 is the empirical risk minimization that we min-
imize the classification error so that the model learns the
knowledge contained in the samples of Stgt. However, the
generalization ability of the model trained on Goal 1 de-
pends heavily on the consistency of the training data distri-
bution and the real data distribution as we discussed before,
which is usually hard to achieve on a small dataset. Thus, a
new optimization goal should be imported to utilize large-
scale task-relevant or task-irrelevant data to reduce this bias.
Classifier fc
Training Samples of Target Task
Smiling Sad
Task-irrelevant Samples
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Task-Irrelevant Transfer Learning 
(TIRTL)
min
fe (− 𝔼x∈C [fd (fe(x))])
max
fd ( 𝔼x∈A [fd (fe(x))] − 𝔼x∈B [fd (fe(x))])
Representations
Backprop and produced derivatives





Figure 1: An overview of Purified Learning framework, which contains a feature extractor, a discriminator and a classifier. The
top of the diagram shows how it can be easily combined with existing models that use task-relevant information, see Appendix
A for details.
Goal 2: Wasserstein Distance Minimization
This goal aims to minimize the Wasserstein distance be-
tween Ry1 and R as Equation 6, and it is necessary to es-
timate the two distributions by sampling. For Ssrc, we ran-
domly select two groups of samples, one from samples with
a specific task-irrelevant label y1 in Ssrc, denoted by A, and
the other from the entire Ssrc, denoted by B.
For A and B, the representations extracted by fe are de-
noted by RA, RB :
RA ={fe(x)|x ∈ A}
RB ={fe(x)|x ∈ B}.
(19)
When the sizes of A and B are large enough, the repre-
sentation distributions of RA and RB , denoted by RA and
RB , are used as reasonable estimations of Ry1 and R. Thus,
Equation 6 is rewritten as:
min(WD(RA,RB)). (20)














Inspired by WGAN (Arjovsky, Chintala, and Bottou
2017), Equation 21 could be divided into two steps. Firstly,











Secondly, we select a group of training samples, C, from
training dataset of target task Stgt. The feature representa-
tions extracted by fe are denoted by RC ,
RC = {fe(x)|x ∈ C}, (23)
















where ‖C‖ is the size of the sample group C.
Combining Lclassification and Lwasserstein, the complete loss
function is written as follows, where λ1 and λ2 are weight-
ing factors:
LPurify Learning = λ1Lclassification + λ2Lwasserstein. (26)
In practice, the training algorithm is shown in Alg. 1.
Experiments
We conduct extensive experiments to evaluate the effective-
ness of our proposed Purified Learning in terms of improv-
ing the model generalization. A series of subsidiary experi-
ments are carried out for deep analysis and some of the re-
sults are reported in Appendix D.








ck+→ mmi 35.91 38.28 33.73 34.57 37.61
ck+→ oulu 34.75 25.54 33.08 33.15 38.31
mmi→ ck+ 56.36 44.97 57.09 57.94 61.45
mmi→ oulu 22.12 19.89 23.66 28.73 22.61
oulu→ ck+ 55.03 54.42 54.67 43.52 59.64
oulu→ mmi 39.46 40.00 40.30 28.33 45.36
Average 40.61 37.18 40.42 37.37 44.16
ResNet34
ck+→ mmi 50.42 46.54 46.54 44.35 50.42
ck+→ oulu 50.94 54.29 47.24 43.75 51.78
mmi→ ck+ 65.33 68.73 66.18 64.61 69.21
mmi→ oulu 44.87 46.13 40.96 42.15 42.43
oulu→ ck+ 73.45 73.33 72.93 66.18 80.12
oulu→ mmi 54.13 49.01 51.43 41.99 54.30
Average 56.52 56.34 54.21 50.51 58.04
VggNet19
ck+→ mmi 45.53 41.10 37.10 33.05 45.53
ck+→ oulu 56.66 44.52 32.24 47.66 57.22
mmi→ ck+ 65.33 62.30 64.61 57.82 66.79
mmi→ oulu 45.08 32.17 46.69 40.20 46.76
oulu→ ck+ 76.73 71.27 72.12 31.88 78.91
oulu→ mmi 45.03 43.68 40.00 20.24 51.43
Average 55.73 49.17 48.79 38.48 57.77
Table 1: Results (Accuracy %) on FER task, where TL refers to transfer learning, MTL refers to multi-task learning, AMTL
refers to adversarial multi-task learning, and PL refers to Purified Learning. ck+→mmi means model is trained on ck+ and
tested on mmi dataset. TL (Hair Color) means using hair color label in transfer learning.
Experimental Setup
Model As mentioned before, the framework of Purified
Learning consists of three parts: a feature extractor, a linear
classifier, and a discriminator. The discriminator consists of
four fully connected layers. The linear classifier is a fully
connected layer with the number of neurons depending on
the specific task. The flexibity of Purified Learning enables
that various mainstream models can be embed as feature ex-
tractor.
Evaluation Metrics To evaluate the results of model gen-
eralization, the cross-dataset test results are taken as evalua-
tion metrics. This is based on a reasonable assumption: the
training set and the real data distribution are different, and
the unseen test set is sampled from the real data distribution,
so there exists a gap between the distribution of test data and
that of training data. Therefore, the higher the accuracy in
our test means the better the generalization performance of
the model.
Hyperparameters We implement all experiments without
data augmentation. The model is trained by an SGD opti-
mizer with an initial learning rate of 0.001, the momentum
of 0.9, StepLR(step size is 7), and γ of 0.1. We apply widely
used classification models (e.g ResNet) as a feature extrac-
tor and set the output dimension of the penultimate layer to
128. The classifier is a fully connected layer and the output
dimension is equal to the number of classes (7 for FER and
10 for digit recognition). The discriminator consists of four
fully connected layers with 512, 256, 10, 1 nodes, the dis-
criminator is trained using an Adam with the same learning
rate, and a weight limit 0.1.
In addition, the step ratio of n2 in Alg.1 is 3. The factors
λ1 and λ2 are both 1. We use batch size 32 in FER, and 128
in digit recognition. All results are obtained after the model
has been trained for 50 epochs.
Experiments on Facial Expression Recognition
In this part, we compare Purified Learning with some meth-
ods related to our work on the FER task. These methods are
briefly described below, and their implementation details are
shown in Appendix B:
• Goal 1 Only: As an empirical baseline, we use labeled
training data to train the model with the optimization goal
1 only.
• Transfer learning : We use the hair color recognition task
to pre-train the network, and then fine-tune on FER task.
• Multi-task learning : We train FER and hair color recog-
nition tasks using a shared feature extractor.
• Adversarial multi-task learning: We add a gradient in-
version layer for the hair color recognition task on the
multi-task learning method above.
Datasets and Feature Extractors In FER experiments,
we use small-scale datasets, including ck+ (Lucey et al.
2010), oulu (Zhao et al. 2011) and mmi (Pantic et al. 2005)
for cross-dataset evaluation. We select AlexNet (Krizhevsky,
Sutskever, and Hinton 2012), VggNet19 (Simonyan and Zis-
serman 2015) and ResNet34 (He et al. 2016) as feature ex-
tractors. The datasets used in the experiment are detailed in
Appendix C.
Algorithm 1 Algorithm of Purified Learning.
Require: target training sample set Stgt; task-irrelevant
sample set Ssrc; learning rate for discriminator α1; learn-
ing rate for feature extractor and classifier α2; batch size m;
Iteration numbers n1, n2.
Notation: function fitted by the feature extractor, fe; func-
tion fitted by the classifier, fc; function fitted by the discrim-
inator, fd.
1: Initialize feature extractor, linear classifier, discrimina-
tor with random weights θe , θc , θd.
2: for n1 steps do
3: Sample minibatch A = {a(i)}mi=1 from Ssrc with a
fixed task-irrelevant label.
4: Sample minibatch B = {b(i)}mi=1 from Ssrc with
random task-irrelevant labels.




6: θd ← θd + α1Adam(θd, gd)
7: for n2 steps do










13: θe ← θe − α2SGD(θe, ge)
14: Goal 2:
15: ge ←5e( 1m
∑m
i=1(−fd(fe(x(i)))))
16: θe ← θe − α2SGD(θe, ge)
We use 224 × 224 resolution for all RGB pictures and
preprocess them through MTCNN (Zhang et al. 2016) for
alignment. More importantly, the hair color label in CelebA
(Liu et al. 2015) is regarded as task-irrelevant label. There-
fore, we select samples with fixed hair color labels and sam-
ples randomly selected from CelebA, and then using Purified
Learning on them.
Results Table 1 is the comparison between Purified Learn-
ing and baseline methods, which shows that our method
achieves better results in 14 of 18 cross-dataset tests.
Since hair color is not relevant to FER, it leads to nega-
tive transfer for transfer learning methods including trans-
fer learning, multi-task learning and adversarial multi-task
learning (lower accuracy even than Goal 1 Only in most
cases). The performance of the adversarial multi-task learn-
ing is the worst because it requires training samples with
both task label and task-irrelevant label. However, in our
experiments, the training samples are only annotated with
task labels, and the task-irrelevant labels are from additional
samples. By contrast, Purified Learning is able to make use
of the knowledge from task-irrelevant labels, so it improves
the accuracy of Goal 1 only, thus successfully resolving neg-












DenseNet121 13.85 10.64 16.44
EfficientNet 22.99 13.99 33.74
MobileNetV2 20.06 11.35 22.11
ResNet18 15.01 12.00 18.83
SeNet 15.44 10.69 18.22
ShuffleNetV2 14.29 11.98 20.72
VggNet11 19.50 13.79 25.71
Average 17.31 12.06 22.25
MNIST→
MNIST-M
DenseNet121 25.26 14.28 35.21
EfficientNet 40.78 38.71 57.64
MobileNetV2 29.77 21.75 48.76
ResNet18 25.10 22.54 37.64
SeNet 17.24 15.83 39.71
ShuffleNetV2 27.96 20.34 47.65
VggNet11 39.18 42.09 48.98
Average 29.33 25.08 45.08
Table 2: Results (Accuracy %) on digit recognition task.
Experiments on Digit Recognition
In this part, we evaluate Purified Learning on Digit Recog-
nition task. In this experiment, we add another baseline,
DANN (Ajakan et al. 2014), a domain transfer framework
based on adversarial multi-task learning. DANN is currently
the state-of-the-art method of transferring from MNIST to
MNIST-M1. Since we use small-scale training set, our ac-
curacy is lower than original paper. The model details of
DANN and the experiment results to verify the correctness













ck+→ mmi 35.91 32.38 37.61
ck+→ oulu 34.75 33.91 38.31
mmi→ ck+ 56.36 35.39 61.45
mmi→ oulu 22.12 18.77 22.61
oulu→ ck+ 55.03 49.33 59.64
oulu→ mmi 39.46 38.45 45.36
Average 40.61 34.71 44.16
ResNet34
ck+→ mmi 50.42 47.89 50.42
ck+→ oulu 50.94 50.31 51.78
mmi→ ck+ 65.33 65.70 69.21
mmi→ oulu 44.87 39.22 42.43
oulu→ ck+ 73.45 73.70 80.12
oulu→ mmi 54.13 51.43 54.30
Average 56.52 54.71 58.04
VggNet19
ck+→ mmi 45.53 40.47 45.53
ck+→ oulu 56.66 42.99 57.22
mmi→ ck+ 65.33 63.64 66.79
mmi→ oulu 45.08 44.59 46.76
oulu→ ck+ 76.73 75.03 78.91
oulu→ mmi 45.03 50.59 51.43
Average 55.73 52.89 57.77
Table 3: Results (Accuracy %) on FER task, using different
labels (smiling and hair color) in Purified Learning.
1Link to Paperwithcode
Datasets and Feature Extractors In the digit recogni-
tion experiments, regarding background color as the task-
irrelevant features, we also use a small-scale training set,
which are 20000 pictures selected from MNIST (LeCun
et al. 1998). The test sets are SVHN (Netzer et al. 2011)
and MNIST-M (Ganin et al. 2016). The two groups of sam-
ples are randomly sampled from MNIST and the combina-
tion of MNIST and SVHN respectively. Besides, all pictures
are converted to RGB pictures and we use 32×32 resolution
for them. The datasets used in the experiment are detailed in
Appendix C.
Additionally, we select ResNet18 (He et al. 2016), Vg-
gNet11 (Simonyan and Zisserman 2015), DenseNet121
(Huang et al. 2017), SeNet (Hu, Shen, and Sun 2018), Ef-
ficientNet (Tan and Le 2019), MobileNetV2 (Sandler et al.
2018) and ShuffleNetV2 (Ma et al. 2018) as feature extrac-
tors.
Results Table 2 is the comparison between our method
and two baselines. Compared with baselines, Purified Learn-
ing achieves higher accuracy than DANN and Goal 1 Only
method. The Although transferring from MNIST to SVHN
is difficult since SVHN is much more complex than MNIST,
Purified Learning improves DANN by more than 10% accu-
racy, which proves the effectiveness of using task-irrelevant
features. We also achieve better results than DANN in the
”MNIST to MNIST-M” task.
Discussion
The impact of different levels of task-irrelevance. As
different task-relevance can affect the performance of trans-
fer learning, it is essential to study the impact of different
levels of task-irrelevance on Purified Learning. Except for
the hair color label, we use the smiling label from CelebA.
We apply these labels to the Purified Learning framework
and compare their performance.
Table 3 indicates that the experiment results that com-
pared with Goal 1 Only method, the performance of Puri-
fied Learning remains the same or gets worse when using
the smiling label, but have significant improvement when us-
ing the hair color label. The experiment results suggest that
using a more irrelevant label is better for the Purified Learn-
ing framework to improve the performance since it tries to
use the knowledge of task-irrelevant features. On the other
hand, if we misuse task-relevant samples in Purified Learn-
ing, it will have a negative impact. This is similar to negative
transfer while using task-irrelevant labels in transfer learn-
ing. In general, this phenomenon means that Purified Learn-
ing differs from transfer learning, since it benefits from the
irrelevance of data instead of relevance.
PCA analysis on feature representations Based on the
maximum variance theory (Tipping and Bishop 1999), if the
percentage of variance explained by principal components
increase, the representation vector will contain more infor-
mation about task-relevant features, and task-relevant infor-
mation will be better retained during the process of dimen-
sion reduction. Due to the limitation of paper length, we only
show the results of ResNet18 as an example, the rest of them













Goal 1 Only DANN TIRTL
Principal component 1 Principal component 2 Others
Figure 2: PCA results of ResNet18 on digit recognition task.
The larger the proportion of the dark green part (principal
component 1 & 2), the larger the proportion of the compo-
nents that are decisive to the task in the representation.
Figure 2 shows the proportion of principal components of
different methods in digit recognition tasks. Compared with
other methods (Goal 1 Only and DANN), the proportion of
task-relevant information is significantly higher in Purified
Learning, which means that Purified Learning learns knowl-
edge from task-irrelevant labels and avoid extracting task-
















ck+→ mmi 35.91 37.61 60.71 61.98
ck+→ oulu 34.75 38.31 51.64 53.31
mmi→ ck+ 56.36 61.45 79.88 81.82
mmi→ oulu 22.12 22.61 51.92 52.06
oulu→ ck+ 55.03 59.64 82.67 83.39
oulu→ mmi 39.46 45.36 56.70 59.70
Average 40.61 44.16 63.92 65.36
ResNet34
ck+→ mmi 50.42 50.42 58.52 59.53
ck+→ oulu 50.94 51.78 64.62 64.62
mmi→ ck+ 65.33 69.21 79.27 80.00
mmi→ oulu 44.87 42.43 60.64 60.57
oulu→ ck+ 73.45 80.12 85.45 86.42
oulu→ mmi 54.13 54.30 65.43 67.12
Average 56.52 58.04 68.99 69.71
VggNet19
ck+→ mmi 45.53 45.53 61.21 66.61
ck+→ oulu 56.66 57.22 61.27 61.13
mmi→ ck+ 65.33 66.79 81.33 82.79
mmi→ oulu 45.08 46.76 59.46 59.73
oulu→ ck+ 76.73 78.91 86.18 90.18
oulu→ mmi 45.03 51.43 58.68 60.20
Average 55.73 57.77 68.02 70.11
Table 4: Results (Accuracy %) of the combined model on
FER task. TL (Expression) + PL (Hair Color) refers to a
combined model using both task-relevant and task-irrelevant
labels.
Combining Purified Learning with Other Methods
Above experiments demonstrate that Purified Learning uti-
lizes task-irrelevant samples to improve the target learner,
while many existing methods such as transfer learning
use task-relevant samples to achieve the same goal. This
prompts us to consider combining both task-relevant and
task-irrelevant samples to obtain better performance. Due
to the scalability and flexibility of Purified Learning, it can
be integrated easily with existing methods. Specifically, we
pre-train the model on a large FER dataset, RAF (Li, Deng,
and Du 2017a), and then fine-tune it on a small-scale train-
ing dataset with Purified Learning. Table 4 indicates that
although task-relevant transfer learning brings great per-
formance improvement itself, combining with the Purified
Learning framework can yield better performance of model
generalization.
Conclusion
In this paper, we propose a novel framework, Purified Learn-
ing, to exploit the knowledge from additional task-irrelevant
labels in order to solve the problem caused by the unreli-
able empirical risk minimization when the training dataset
is small. Based on detailed theoretical analysis, we illustrate
that samples with task-irrelevant labels can be used in im-
proving the generalization performance of the model, based
on which we propose Purified Learning, which directly ob-
tains and utilizes knowledge from a wide range of task-
irrelevant labels. Furthermore, Purified Learning can be well
combined with the existing task-relevant learning methods.
We believe that the exploration of task-irrelevant labels in
our work provides a valuable insight for future research.
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A. Methods on how to combine with existing
models
Purified Learning can be integrated with other methods
without any conflict. As shown in Figure 1 in the paper,
to combine our Purified Learning with task-relevant trans-
fer learning, the straightforward way is to perform a mature
transfer learning method with task-relevant samples at first
and then use Purified Learning. The combined model could
be jointly optimized:
L = LPurified Learning + LOthers, (27)
where LOthers denotes the loss of other learning methods
such as transfer learning which often use task-relevant sam-
ples. Here, LPurified Learning utilizes training samples as well
as task-irrelevant samples, and LOthers utilizes training sam-
ples as well as task-relevant samples. The integrated model
makes better use of the knowledge in both task-irrelevant
samples and task-relevant samples, and empirical studies
show that the integrated model achieves better generaliza-
tion performance than solely using transfer learning.
B. Experimental implementation details
We provide implementation details of the comparison
method used in our experiments.
Facial Expression Recognition
• Transfer learning: We adopt the pre-training and fine-
tuning approach to transfer learning based on shared pa-
rameters (Yosinski et al. 2014). We first pre-train the fea-
ture extractor as well as the classifier on CelebA for hair
color classification and then train the whole model on the
expression dataset.
• Multi-task learning: We adopt the multi-task learning
approach with hard parameter sharing of hidden layers
(Caruana 1993). Specifically, a shared feature extractor
accepts both images with hair color tags from CelebA and
images with expression tags from a training set. And two
independent classifier networks make separate predictions
for hair color and expressions. The entire network gets
trained by backpropagating the final loss which is calcu-
lated by adding up the classification loss of hair color and
the classification loss of expression.
• Adversarial Multi-task Learning: Based on the multi-
tasking learning model, a new gradient reversal layer
(GRL) is added between the feature extractor and the hair
color classifier, where the idea is consistent with Shino-
hara (Shinohara 2016b).
Digit Recognition
• DANN: DANN is a framework for unsupervised domain
adaptation based on adversarial multitasking learning pro-
posed by Ganin (Ganin et al. 2016). As a comparison
method for the simultaneous use of MNIST and SVHN
data, it is implemented by adding a new gradient reversal
layer (GRL) and a domain classifier with 2-dimensional
outputs for domain classification to the existing feature
extractor and classifier. The feature extractor accepts both
images from MNIST and SVHN. One classifier then clas-
sifies the feature representation of the MNIST data from 0
to 9, and another classifier distinguishes whether the fea-
ture representation originates from MNIST or SVHN.
C. Datasets Details
Facial Expression Recognition
• CK+ (we use 927 images): The Extended Cohn-Kanade
(CK+) dataset has the facial behavior of 210 adults
was recorded using two hardware synchronized Pana-
sonic AG-7500 cameras. Participants were 18 to 50 years
of age, 69% female, 81%, Euro-American, 13% Afro-
American, and 6% other groups (Lucey et al. 2010).
CK+ is available at http://www.consortium.ri.cmu.edu/
ckagree/.
• Oulu (we use 1440 images): The Oulu Multi-pose Eye
Gaze Dataset includes 200 image sequences from 50 sub-
jects (For each subject it includes four image sequences).
Each sequence consists of 225 frames captured when peo-
ple are fixating on 10 targeting points on the screen (Zhao
et al. 2011). Oulu is available at https://sites.google.com/
site/oulunpudatabase/.
• MMI (we use 639 images): The MMI Facial Expression
Database, which includes more than 1500 samples of both
static images and image sequences of faces in frontal and
in profile view displaying various expressions of emotion,
single and multiple facial muscle activation (Pantic et al.
2005). MMI is available at https://mmifacedb.eu/.
• CelebA: CelebFaces Attributes Dataset (CelebA) is a
large-scale face attributes dataset with more than 200K
celebrity images, each with contains 40 attribute annota-
tions without detailed emotion labels. It is noteworthy that
there is a “smile” expression label in CelebA, but we do
not use it in our experiment (Liu et al. 2015). CelebA is
available at http://mmlab.ie.cuhk.edu.hk/projects/CelebA.
html.
• RAF: Real-world Affective Faces Database (RAF) is a
large-scale dataset of facial expressions containing ap-
proximately 30,000 diverse facial images downloaded
from the Internet, where includes a 7-dimensional expres-
sion distribution vector for each image (Li, Deng, and







Figure 3: Examples of datasets used in the facial expres-
sion recognition experiments, which have been preprocessed
through MTCNN for alignment. Notice that the characters
have a more homogenous hair color (black in CK+ and
brown in Oulu), while the hair color is richer in MMI. Hair is
usually not visible in the task-relevant dataset RAF, whereas




Figure 4: Examples of datasets used in the digital recogni-
tion experiments. Note that MNIST contains only the black
background and white numbers, while SVHN and MNIST
contain a variety of colored backgrounds and numbers.
Digit Recognition
• MNIST: The MNIST handwritten digit database has a
training set of 60,000 samples and a test set of 10,000
samples (LeCun et al. 1998). The numbers have been
size-standardized to a 28 × 28 image size and are cen-
tered on a fixed digital center. MNIST is available at
http://yann.lecun.com/exdb/mnist/.
• SVHN: The Street View House Numbers Dataset
(SVHN) is a real-world image dataset (Netzer et al. 2011).
It can be seen as similar in flavor to MNIST (e.g., the im-
ages are of small cropped digits), but incorporates an or-
der of magnitude more labeled data (over 600,000 digit
images) and comes from a significantly harder, unsolved,
real-world problem (recognizing digits and numbers in
natural scene images). SVHN is available at http://ufldl.
stanford.edu/housenumbers/.
• MNIST-M: The acquisition of MNIST-M is the same as
(Ganin et al. 2016). Specifically, we blend digits from the
MNIST over patches randomly extracted from color pho-
tos from BSDS500 (Arbelaez et al. 2010).
D. Additional Experimental Results
Verify the correctness of the DANN
implementation
The method (DANN) proposed in (Ajakan et al. 2014) to
achieve unsupervised domain adaptation based on the ad-
versarial multi-task learning framework has achieved great
success and has been widely used. We found in experiments
(refer to experiments on digit recognition) that it is very
difficult to implement domain adaptation from MNIST to
SVHN, and the DANN framework will even weaken the
original performance of the model. For this reason, we add
an experiment that realizes domain adaptation from SVHN
to MNIST dataset to verify the correctness of our DANN’s
implementation. The experimental results are shown in Ta-
ble 1.
In the additional experiment, the model using
DenseNet121 as the feature extractor achieved an ac-
curacy of 83.36 on the MNIST test dataset under the DANN
framework, which is higher than the result(73.85) reported
in the original paper (Ganin and Lempitsky 2015). Note
that we only use 20,000 pictures from SVHN as a training
dataset. The experiment also shows that the DANN frame-
work would greatly improve some models (DenseNet121,
SeNet, and ShuffleNetV2), but the improvement effect is
not obvious for other models. In contrast, Purified Learning
is significantly more general. Also noticed that although
the average performance of Purified Learning under the
MNIST test dataset is not as good as that of DANN, Purified
Learning has achieved better performance on the MNIST-M
test dataset. This is because DANN as a domain adaptation
method focuses on improving the model in a known target
domain, while Purified Learning focuses on improving the
generalization performance of the model under the unseen
test samples. Also, it is worth noting that the background
and foreground colors of the pictures in SVHN are more
evenly distributed than MNIST, which is the main reason
why the improvement effect of Purified Learning on SVHN
is not obvious.
Other PCA analysis results
Due to the paper’s length limitation, we only use the results
of ResNet18 as an example, and the other results are shown
in Figure 5. It can be guided from Figure 5 that the results
on other models are the same as our results using ResNet
as an example. The proportion of task-relevant information
is much higher in Purified Learning on all models, which
indicates that the feature representation vectors are easier to
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Principal component 1 Principal component 2 Others
VggNet11 DenseNet121 SeNet
EfficientNet MobileNetV2 ShuffleNetV2












DenseNet121 67.36 83.36 63.05
EfficientNet 50.63 55.23 64.38
MobileNetV2 62.50 64.20 66.99
ResNet18 59.80 60.36 62.73
SeNet 50.72 77.34 57.04
ShuffleNetV2 47.52 66.60 48.94
VggNet11 62.96 54.14 61.07
Average 57.36 65.89 60.60
SVHN→
MNIST-M
DenseNet121 39.80 44.38 40.06
EfficientNet 35.50 35.80 46.62
MobileNetV2 40.86 40.82 42.08
ResNet18 35.52 35.91 40.94
SeNet 31.14 37.34 40.48
ShuffleNetV2 33.70 38.81 33.42
VggNet11 43.13 41.20 42.14
Average 37.09 39.18 40.82
Table 5: Additional results (Accuracy %) on digit recognition task.
