Abstract This note shows the equivalence of two projection operators which both can be used in cylindrical algebraic decomposition (CAD) . One is known as Brown's Projection (C. W. Brown (2001)); the other was proposed by Lu Yang in his earlier work (L.Yang and S. H. Xia (2000)) that is sketched as follows: given a polynomial f in x1, x2, · · · , by f1 denote the resultant of f and its partial derivative with respect to x1 (removing the multiple factors), by f2 denote the resultant of f1 and its partial derivative with respect to x2, (removing the multiple factors), · · · , repeat this procedure successively until the last resultant becomes a univariate polynomial. Making use of an identity, the equivalence of these two projection operators is evident.
Introduction
Cylindrical algebraic decomposition (CAD) is a key constructive tool in real algebraic geometry. Given such a decomposition in R n it is easy to obtain a solution of a given semialgebraic system. The CAD-algorithm was established by collins [1] in 1975 as the basis of his quantifier elimination method in real closed fields and has been improved over the years (see [2] , [3] , [4] , [5] , [6] , [7] ).
CAD construction proceeds in two phases, projection and lifting. The projection phase computes a set of polynomials called projection factor set which consists of the irreducible factors of given polynomials. The focus of this note is projection phase, while lifting phase is not described. The readers are referred to (Collins, 1988 [1] ; Collins and Hong,1991 [4] ) for a detailed description of the lifting phase.
An identity involving resultants, discriminants and leading coefficients
Let f and g be two non-zero polynomials of degree n and m in R [x] .
We define the Sylvester matrix associated to f and g and the resultant of f and g as follows.
Definition 1 The Sylvester matrix of f and g, denoted by S(f, g), is the matrix
It has m + n columns and m + n rows. The resultant of f and g, denoted by Res(f, g, x), is the determinant of S(f, g). The other formula on Res(f, g, x) is as follows. If a n = 0 and b m = 0 then
where x 1 , . . . , x n are roots of f and y 1 , · · · y m are roots of g in C.
Definition 2 Let f ∈ R[x] be a polynomial of degree n, f = a n x n + a n−1 x n−1 + · · · + a 0 , and let x 1 , . . . , x n be the roots of f in C (repeated according to their multiplicities). The discriminant of f , Dis(f ), is defined by
The following proposition holds clearly from (1) and Definition 2. By f ′ denote the derivative of f , here
Then we have the following formula
where Lc(f, x) is the leading coefficient. Using the equations (1) and (2) the following equation may be easily proved,
The equation (4) is also equivalent to the classical formula ( I. M. Gelfand, M. M. Kapranov,
.
. Then the equation (4) is the following.
Note that the equation of Example 1 is an identity relative to a, b, c, a 1 , c 1 . In other words, the equation (4) still holds when we replace the ring R[x] with the ring R[x 1 , · · · , x n ] and the variable x with x i . The book Algebra (M. Artin (1991) , pages 456-457. [12] ) has a very brilliant discussion how to give a strict proof of this kind of identities.
We present a key Lemma now . Lemma 1 Let s ≥ 2, k ≥ 2 and let f, f 1 , · · · , f s be squarefree polynomials of positive degree in R[x 1 , . . . , x k ]. Then the following two identities hold,
Res(
Where Lc, Dis and Res denote the leading coefficients, discriminants and resultants respectively.
Proof It is clear that the identity (5) comes from (3).
The following is the proof of (6) by induction on the number of polynomials s. Base case: s = 2. From (4), (5) and Remark 1, we have
Induction step: suppose s = t > 2, the following holds,
From (5) we have the identity
From the base case s=2 we have
We need yet the multiplicativity of resultant ( [8] ).
Res(
Res(f i , f t+1 , x 1 ).
Res(f t+1 ,
Using the inductive hypothesis (7) and the equations (9) , (10), we obtain at once that
The proof is completed.
The equivalence of two projection for CAD
The first projection Proj comes from C.W. Brown (2001) [6] .
, where k ≥ 2. Definite the projection Proj(A, x j ) of A to be the union of the set of all leading coefficients of elements of A in variable x j , the set of all discriminants of elements f of A in variable x j , and the set of all resultants of pairs f , g of distinct elements of A in variable x j .
Output: P , the projection factor set of a sign-invariant CAD for A.
(1) P 0 := IrreducibleFactorsOf(A), P := P 0 . (2) for j from 1 to k − 1 do
The other projection ResP comes from L. Yang et al. (2000 Yang et al. ( , 2001 ) [11] , [12] . Definition 4 (L. Yang et al. (2000) ) Let A be a squarefree basis in Z[x 1 , · · · , x k ], where k ≥ 2. Definite the projection ResP(A, x j ) of A to be the squarefree polynomial, which is the product of irreducible factors of the resultant
(1) P 0 := IrreducibleFactorsOf(A), P := P 0 .
(2) for j from 1 to k − 1 do
According to Lemma 1, it is clear that the projection Proj and ResP generate the same projection factor set. So they are equivalent for CAD.
ResP for one polynomial
The projection ResP is firstly applied to solving the global optimization problems for algebraic functions by L. Yang et al. (2000 Yang et al. ( , 2001 [11] , [12] . Recently, J. J. Han, L. Y. Dai, B. C. Xia (2014) [7] improve the method by adding GCD computation. In the same paper, they have proved that improved HP (ResP) still guarantees obtaining at least one sample point from every connected component of the highest dimension.
Using the projection ResP to only one polynomial f ∈ R[x 1 , · · · , x n ], we can usually obtain a triangular system, the real zeros of which contain all of the real critical points of f . Namely the real zeros of the system is of only a variable T. If the optimal value of function f exists in R n , say f min , then f min has to satisfy equation (11) .
