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It is possible to discriminate between grating contrasts over a 300-fold contrast range, whereas V1 neurons have very limited
dynamic ranges. Using populations of model neurons with contrast-response parameters taken from electrophysiological studies
(cat and macaque), we investigated ways of combining responses to code contrast over the full range. One model implemented a
pooling rule that retained information about individual response patterns. The second summed responses indiscriminately. We
measured accuracy of contrast identiﬁcation over a wide range of contrasts and found the ﬁrst model to be more accurate; the
mutual information between actual and estimated contrast was also greatest for this model. The accuracy peak for the population of
cat neurons coincided with the peak of the distribution of contrasts in natural images, suggesting an ecological match. Macaque
neurons seem better able to code contrasts that are slightly higher on average than those found in the natural environment.
 2003 Elsevier Science Ltd. All rights reserved.
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It is a popular tenet that visual systems are suited to
the tasks they must carry out (e.g. Atick, 1992; Barlow,
1989; van Hateren, 1992; Laughlin, 1983; Lythgoe, 1991;
Marr, 1982). One implication is that the mammalian
visual system is suited to tasks involving natural images,
or stimuli with statistics typical of natural images. This
has been argued from studies of receptive-ﬁeld organi-
sation or spatial tuning of neurons (Atick & Redlich,
1992; Baddeley & Hancock, 1991; Burton & Moorhead,
1987; Dan, Atick, & Reid, 1996; Field, 1987; van Hat-
eren & van der Schaaf, 1998; Law & Cooper, 1994;
Scwartz & Simoncelli, 2001; Srinivasan, Laughlin, &
Dubs, 1982), the spectral absorption of cones (Osorio &
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Super, & Gallogly, 2001; Knill, Field, & Kersten, 1990;
Parraga, Troscianko, & Tolhurst, 2000; Tadmor &
Tolhurst, 1994; Thomson & Foster, 1997; Tolhurst &
Tadmor, 2000).
Natural images contain a wide range of contrasts, the
distribution of which is not uniform (Brady & Field,
2000; Laughlin, 1981; Lauritzen & Tolhurst, 2000;
Tadmor & Tolhurst, 2000; Tolhurst, 1996). Behavioural
and psychophysical performance of animals and hu-
mans in contrast identiﬁcation and discrimination tasks
also vary with contrast in a non-uniform manner (Blake
& Petrakis, 1984; Bradley & Ohzawa, 1986; Campbell &
Kulikowski, 1966; Foley, 1994; Itti, Koch, & Braun,
2000; Kiper & Kiorpes, 1994; Legge & Foley, 1980;
Nachmias & Sansbury, 1974; Tolhurst & Barﬁeld, 1978).
One might hypothesise that this variation in perfor-
mance is matched to the diﬀerential distribution of
contrasts to which the animal has been exposed. This
matching could have occurred gradually over an evo-
lutionary time-scale, whereby the ability to identify
contrast well gives a selective advantage, or over an in-
dividuals lifetime (possibly during a brief critical pe-
riod) as a result of a plastic visual system, or both.served.
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between a simple contrast measure in natural images
and the responses of ﬂy visual neurons. He measured
contrast-response functions of neurons using spot
stimuli of known Weber contrast. Contrasts in natural
images were calculated from one-dimensional luminance
scans of the images. The sigmoidal contrast-response
functions of the neurons followed closely the cumulative
probability distributions of contrasts in the natural
images; the non-uniform input distribution of contrasts
is mapped through a neurons non-linear contrast-
response function so that all possible discrete responses
of the neuron are equally likely. Laughlin (1981) sug-
gested that the match between the contrast-response
function of a neuron and the cumulative distribution of
natural contrasts is akin to ‘‘histogram equalisation’’:
each ﬁxed increment of response amplitude codes for a
ﬁxed proportion of contrast occurrences. The neuronal
responses would be particularly eﬃcient at encoding the
contrasts in natural scenes because the code would have
maximum entropy. Tadmor and Tolhurst (2000) per-
formed analogous comparisons for cat and monkey
retinal and lateral geniculate nucleus (LGN) neurons,
using two-dimensional greyscale images, and they
showed a similar relationship between cumulative dis-
tributions of image contrast and most neuronal re-
sponses. This relationship was not, however, evident for
LGN cells in the monkey parvocellular pathway.
When we study the visual cortex, however, a simple
histogram equalisation is unlikely to be appropriate,
since the variance of cortical responses is multiplicative,
changing with response level (Dean, 1981b; Geisler &
Albrecht, 1997; Tolhurst, Movshon, & Thompson, 1981,
1983; Vogels, Spileers, & Orban, 1989; Wiener, Oram,
Liu, & Richmond, 2001) whereas at lower levels in the
visual system the variability is additive (Croner, Pur-
pura, & Kaplan, 1993; Kremers, Silveira, & Kilavik,
2001). Rather than equal increments of response mag-
nitude, it is more likely that each equally discriminable
increment of response (e.g. d 0 steps) would code for a
ﬁxed proportion of contrast occurrences.
The contrast-response functions of single neurons in
the retina and LGN may be suited to and are, perhaps,
determined by the contrasts encountered in the natural
environment. However, contrast-response functions of
neurons in the visual cortex are quite diﬀerent. They too
are sigmoidal, but with dynamic ranges much narrower
than the range of contrasts found in natural images
(Albrecht & Hamilton, 1982; Dean, 1981a; Sclar,
Maunsell, & Lennie, 1990; Tolhurst et al., 1981, 1983).
The diﬀerential ﬁring of a single neuron would therefore
be unable to encode the whole variety of contrasts in the
natural environment. If the full range of contrasts is to
be encoded, there must be pooling of the responses of
populations of neurons with dynamic ranges centred on
diﬀerent parts of the contrast range.It is not certain how neuronal responses are pooled.
One possible method might be simple summation of
activity across the neurons in a population, with this
summed activity being used to identify contrast (cf.
Boynton, Demb, Glover, & Heeger, 1999; Britten,
Shadlen, Newsome, & Movshon, 1992; Heeger, Huk,
Geisler, & Albrecht, 2000). This method does not take
account of any information available in the diﬀerential
activity of each neuron. For example, if a neuron re-
sponsive only to high contrasts were to generate an ac-
tion potential, that would be a sure sign that the contrast
was high. However, if that single action potential were
simply added in to a population response, it would be
swamped by the larger, noisy responses of neurons that
are responsive to low contrasts as well as to high. Geisler
and Albrecht (1995, 1997) used signal detection theory
to model the identiﬁcation and discrimination of con-
trasts by single neurons. Performance of populations of
neurons was calculated using Bayesian decision theory.
Such a model does account for the diﬀerential activity of
diﬀerent neurons, as well as for any response-dependent
variability.
In this paper, we describe two computational models
of mammalian simple cells in a contrast identiﬁcation
task. We compare the performance of individual neu-
rons and of two realistic populations of neurons, having
response parameters taken from studies in cat and ma-
caque monkey with the distribution of contrasts in
natural images, calculated using an ‘‘equivalent con-
trast’’ metric (Brady & Field, 2000; Tadmor & Tolhurst,
2000). For populations of neurons, two neural pooling
methods are compared. Both are based on a Bayesian
maximum a posteriori estimate of contrast, but one
takes account of the diﬀerential responses of all of the
neurons whereas the other takes account only of the
summed ﬁring rates of the neurons. For both models,
the neuron population modelled on neurophysiological
data from cat is most accurate at identifying those
contrasts which are most prevalent in natural images.
However, for the population of neurons modelled on
monkey data, the most accurately identiﬁed contrasts
match natural image contrasts slightly less well. Some of
this work has been reported brieﬂy (Clatworthy, Chi-
rimuuta, Lauritzen, & Tolhurst, 2001; Lauritzen &
Tolhurst, 2000; Tolhurst, 1996).2. Methods
2.1. Modelling cortical neuronal contrast-response func-
tions
The mean response, l, of a neuron to presentation of a
grating of contrast, c, was modelled according to Eq. (1)
(Naka & Rushton, 1966), which approximates to the
contrast-response function of mammalian striate cortex
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Ohzawa, & Freeman, 1999; Sclar et al., 1990; Tolhurst &
Heeger, 1997),
l ¼ Rmax c
q
cq50 þ cq
ð1Þ
where l is the mean number of action potentials pro-
duced during one ‘‘presentation’’ of contrast, c, in a
contrast identiﬁcation task; Rmax is the mean neuronal
response at which full saturation is reached; c50 (the
semi-saturation contrast) is the contrast at which the
mean response equals half Rmax. The exponent, q, has an
average value of about 2 for cortical neurons in cat and
monkey (Albrecht & Hamilton, 1982; Sclar et al., 1990).
In fact, Heeger (1992a, 1992b) models neuronal re-
sponses with the Naka–Rushton equation with an ex-
ponent of exactly 2, based on the hypothesis that striate
cortical neurons are encoding contrast energy. Gotts-
chalk (2002) also shows that an exponent of 2 is ideal for
information transmission under certain constraints. In
our study, therefore, q takes a value of 2 for almost all of
our simulations. We have also examined a formulation
in which the neurons are modelled as having a ‘‘hard
threshold’’: two percent of Rmax is subtracted from l in
Eq. (1), and, when the result is negative, it is set to zero.
A sinusoidal grating has Michelson contrast, c, de-
ﬁned as
c ¼ Lmax  Lmin
Lmax þ Lmin ð2Þ
where Lmax and Lmin are the maximum and minimum
values of luminance in the grating.
The variance of distributions of neuronal responses to
presentation of a contrast is, to a good approximation,
proportional to the mean response (see also Kontsevich,
Chen, & Tyler, 2002); the variance exceeds the mean by
a factor of about 2 (Dean, 1981b, Geisler & Albrecht,
1997; Tolhurst et al., 1981, 1983; Vogels et al., 1989;
Wiener et al., 2001). For our model, the probability
density function (pdf) of a neurons response to one
‘‘presentation’’ of a contrast (one ‘‘trial’’) was calculated
by combining two sets of Poisson probability density
function. Eﬀectively we could build up the response pdf
P ðrjcÞ by sampling many times from the Poisson dis-
tributions; the ﬁrst Poisson, with parameter l calculated
from Eq. (1), gave an integer value, x, which was used as
the parameter for a second Poisson decision. This sec-
ond Poisson gave a value that was the neurons ﬁnal
integer response, r, to that contrast on that trial. This
method gave a pdf of neuronal responses, P ðrjcÞ, similar
to that of a Poisson distribution (see Fig. 1A), but with a
variance twice its mean.
Thus, for a given mean response, l, the ﬁrst Poisson
would give events of magnitude x with probability:
P ðxÞ ¼ e
l  lx
x!
ð3Þand the probability of a given action potential count, r,
at a given contrast, c, after sampling from the second
Poisson is given by
P ðrjcÞ ¼
X
x
P ðxÞ e
x  xr
r!
 
ð4Þ
Examples of modelled single neuron contrast-response
functions are shown in Fig. 1A and B. Fig. 1A also
shows sample response distributions based on diﬀerent
mean responses (labelled (i) to (iii)). It can be seen that
the distributions of responses for individual neurons are
not normally distributed, but become closer to being
normal as the mean response increases, as is the case for
a simple Poisson distribution (Tolhurst, 1989). The error
bars in Fig. 1A and B are the square roots of the vari-
ance. They are drawn symmetrically about the mean,
but clearly at low contrast the response distribution is
not and cannot be symmetrical. It can be seen, however,
that the standard deviation of the response distribution
increases with the mean. Although the form of the
contrast-response function is identical for Rmax values of
10 (Fig. 1A) and 100 (Fig. 1B), the proportionate vari-
ation in response is very diﬀerent. This has implications
for how precisely contrast can be estimated, based on
the responses of each neuron. It might be expected that
increasing Rmax (thereby decreasing the coeﬃcient of
variation) would increase the ability of the neuron to
encode contrast accurately (cf. Tolhurst, 1989).
2.2. Estimation of contrast from neuronal responses using
a Bayesian method
In order to model how individual neurons and pop-
ulations of neurons perform in contrast identiﬁcation
tasks, we used a Bayesian maximum a posteriori meth-
od. For each neuron, we calculated the probability that
each contrast in our models range of contrasts might
have been presented, P ðcjrÞ, contingent on the neurons
response:
P ðcjrÞ ¼ P ðrjcÞ  P ðcÞ
P ðrÞ ð5Þ
P ðrjcÞ was given by the pdf of our neuronal response
distribution, as calculated from Eqs. (3) and (4). P ðrjcÞ
was calculated for 311 contrasts, covering the range of
contrasts from 0.001 to 1.26 in logarithmic steps. Ob-
viously, we cannot have a sinusoidal grating with con-
trast greater than 1.0; however, it is possible for a
neuron with band-pass tuning to encounter stimuli
whose eﬀective contrast exceeds unity (e.g. the funda-
mental of a square wave grating of unit contrast).
P ðcÞ is the prior probability of a contrast being pre-
sented in a trial. In a natural setting this might be the
relative frequency of that contrast in the environment
(see below). In our model, however, a ﬁnite range of
contrasts was used and, in most procedures, we presumed
Fig. 1. Single neuron contrast-response functions and probability distributions PðcjrÞ. (A) Naka–Rushton contrast-response function for a model
single neuron with Rmax of 10, q of 2 and c50 of 0.1. Symbols with error bars are examples of mean responses, l and the square roots of the response
variance. Probability density function (pdf) of responses, P ðrjcÞ, for this neuron and mean responses of (i) 0.29, (ii) 3.44 and (iii) 9.94 are shown. The
arrows indicate the mean response values, l. The shape of the distributions becomes closer to a normal distribution at high mean response rates. (B)
Model single neuron contrast-response function for Rmax of 100, q of 2 and c50 of 0.1. The error bars are much smaller proportionately than in (A),
since the variance of the responses are still roughly twice the mean response and the error bars represent the square roots of the variances. (C)
Posterior probability distributions, P ðcjrÞ, for the neuron shown in (A) and responses, r, of 0, 4 and 10 action potentials. (D) PðcjrÞ distributions for
the neuron shown in (B), for responses of 0, 40 and 100. The curves are sharper than in (C), indicating less variation in the distributions.
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P ðcÞ is uniformly distributed across the 311 contrasts.
We did, however, examine the eﬀect of accounting for
the non-uniform distribution in natural images (Fig. 8).
P ðrÞ was determined according to:
P ðrÞ ¼
X
c
P ðrjcÞ ð6Þ
Fig. 1C and D show calculated posterior probability
distributions based on diﬀerent neuron response values,
r, for two values of Rmax (10 and 100). Consistent withthe relatively small standard deviation of the responses
of the model neuron with higher Rmax (Fig. 1D), the
functions relating PðcjrÞ to contrast for this neuron are
sharper than for the neuron with lower Rmax (Fig. 1C).2.3. Accuracy of contrast identiﬁcation by a single neuron
For each of the 311 contrasts used, a mean neuronal
response, l was calculated using Eq. (1), and from this a
pdf P ðrjcÞ, was calculated according to Eqs. (3) and (4).
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ulated for each contrast. On every trial a single response,
r, was sampled at random from vector P ðrjcÞ, and vector
P ðcjrÞ was calculated from this according to Eq. (5). For
a single neuron, the estimate of contrast made by the
model was that for which the posterior probability
P ðcjrÞ was a maximum.
The performance measure used to evaluate the ac-
curacy of the models prediction of presented contrast
was the inverse of the squared diﬀerence between the
logarithms of estimated (c^) and actually presented (c)
contrasts, averaged over the 10,000 (t) trials. This mea-
sure of accuracy is similar to the inverse of the variance
of the contrast estimates, but whereas a large persistent
systematic error might give a small variance, our per-
formance measure would give an appropriately poor
accuracy:
accuracy ¼ tP
t logðc^Þ  logðcÞ
 2 ð7Þ2.4. Populations of neurons
When the contrast identiﬁcation accuracy of a pop-
ulation of n neurons was modelled, two methods of
neural pooling were compared:
For the ﬁrst pooling method (cf. Geisler & Albrecht,
1997), the overall posterior probability P ðcjrÞ for a
population of n neurons was calculated by combining
the individual posterior probabilities according to Eq.
(8), where r is the set of n individual responses
½r1; r2; r3; . . . ; rn
, and P ðcjriÞ is the probability of a given
contrast given that the ith neuron gave a response ri
P ðcjrÞ ¼
Q
n PðcjriÞ
P ðrÞ ¼
Q
n P ðcjriÞQ
n P ðriÞ
ð8Þ
For the second pooling method (cf. Boynton et al.,
1999; Britten et al., 1992; Heeger et al., 2000), the out-
puts of the n neurons were simply summed, to give a
combined response, R, which was then used to estimate
contrast in the same manner as for single neurons, as
described by (compare Eq. (5)):
R ¼
Xn
i¼1
ri ð9ÞP ðcjRÞ ¼ PðRjcÞ  PðcÞ
P ðRÞ ð10Þ
P ðRÞ and P ðRjcÞ were not be calculated explicitly, but
were built up by many simulations of the responses, ri,
of the n neurons.2.5. Calculating the contrasts in natural images
Contrasts were calculated for a set of 64 grey-scale
images of a variety of natural scenes (Tolhurst, Tadmor,
& Chao, 1992). Monochrome photographs were digi-
tised, giving grey-scale images of 256-by-256 pixels and
with over 1000 grey levels. Calibration against Munsell
grey-paper charts accounted for any non-linearities in
the camera and ﬁlm, so that pixel value was directly
proportional to luminance. The images were not scaled
to ﬁt the available grey levels; the lowest pixel value
represented the lowest luminance present in the scene.
Image content was representative of the type of scene
encountered by the visual system during its everyday
experience, and included plants, animals, landscapes,
buildings, people, faces and still life.
Contrasts in these natural images were calculated
using the ‘‘equivalent contrast’’ method (Brady & Field,
2000; Tadmor & Tolhurst, 2000; Tolhurst, 1996). Odd-
symmetric Gabor ﬁlters were used as local contrast
operators, these having similar receptive-ﬁeld properties
to simple cells in striate cortex (Field & Tolhurst, 1986;
Jones & Palmer, 1987; Marcelja, 1980). We did not use
even-symmetric Gabor ﬁlters since these have a d.c. re-
sponse and are not, therefore, ideal models of real
simple cells (Field & Tolhurst, 1986). Eight spatial fre-
quencies in logarithmic steps from 3 to 32 cycles per
image, at 8 evenly spaced orientations were used in all
possible combinations, giving 64 ﬁlters. We performed
calculations with several sets of ﬁlters with spatial-fre-
quency bandwidths ranging from 1.0 to 2.0 octaves (full
width at half height). Orientation bandwidths for the
ﬁlter sets were approximately 22–48 (half width at half
height). Bandwidth values for spatial frequency and
orientation thus accorded well with data from cat and
monkey striate cortex (De Valois, Albrecht, & Thorell,
1982; De Valois, Yund, & Heppler, 1982; Ikeda &
Wright, 1975; Movshon, Thompson, & Tolhurst, 1978;
Tolhurst & Thompson, 1981).
Each of the 64 natural images was convolved with
each of the 64 Gabor ﬁlters. The images were also
convolved with two-dimensional Gaussians with the
same spreads as the Gabors, to provide an estimate of
the mean luminance within each ﬁlters ‘‘receptive ﬁeld’’.
The ﬁlter-response was divided by the appropriate
Gaussian-response to model light adaptation, thereby
giving a 256 256 image corresponding to the contrast
response of the ﬁlter (cf. Peli, 1990). Some authors take
the logarithms of the pixel values as their model of light
adaptation and contrast coding, before performing
subsequent linear stages (e.g. Brady & Field, 2000; van
Hateren & van der Schaaf, 1998); there is no neuro-
physiological guidance as to which is a better model of
contrast coding.
In order to relate these response values to contrast
values, we also calculated how well each ﬁlter would
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spatial frequency, orientation and spatial phase, and of
known Michelson contrast (see Eq. (2)). The ratio of
grating contrast to the response of a ﬁlter to its optimal
grating, was used as the scaling factor by which each
point in the contrast ‘‘images’’ was converted to an
equivalent Michelson contrast, q.
For each point in each image, and for each ﬁlter, the
equivalent Michelson contrast was calculated. Due to
the nature of the fast Fourier transform, however, this
contrast image contained edge eﬀects, and so only the
central 158 158 points were included in our ﬁnal dis-
tributions of natural-image contrasts. These 158 158
(pixels) · 64 (ﬁlters) · 64 (images) contrast values were
placed in logarithmic bins to give a single histogram of
the distribution of contrasts within our image set for
each of the ﬁlter bandwidths. Any negative values were
made positive, as if they had been the positive responses
from simple cells with complementary receptive-ﬁeld
organisation.2.6. Normalised contrast in images
In order to model contrast normalisation in striate
cortex (cf. Heeger, 1992a, 1992b; Marr, 1970), the con-
trast response of each ﬁlter at each point in the image
was also normalised according to the local averaged
squared responses of the full set of 64 ﬁlters:
qi;norm ¼
qiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ki
P64
i¼1 q
2
i
q ð11Þ
qi;norm is the equivalent normalised contrast at a point in
the image for a particular ﬁlter; qi is the non-normalised
contrast response of that ﬁlter to the image; and ki is a
constant for each ﬁlter, such that the normalised re-
sponse of that ﬁlter to a sinusoidal grating of optimal
spatial frequency, orientation and phase is equal to 1.
The normalising signal (the divisor in Eq. (11)) is made
up of terms q2i , each of which is the contrast energy in
the ith ﬁlter averaged over some area in the image. We
tried diﬀerent spatial extents of the averaging, with very
similar results; we report the results of convolving the
contrast energies in each ﬁlter by a two-dimensional
Gaussian with spread of 17 pixels (the same Gaussian as
used to make the 1.5 octave Gabor ﬁlter with carrier
frequency 6 cycles per image). Brady and Field (2000)
also modelled contrast normalisation; they used quadr-
ature pairs of odd- and even-symmetric ﬁlters, and
combinations of these would eﬀect some spatial ‘‘blur-
ring’’. Note that the square of qi;norm in Eq. (11) would
represent normalised contrast energy, and that addition
of a term analogous to c50 would give us Heegers ver-
sion of Eq. (1). Only the ﬁlter set with 1.5 octaves spatial
frequency bandwidth was used in these calculations, i.e.
those ﬁlters most similar to mammalian striate cortexneurons (De Valois, Albrecht, et al., 1982; De Valois,
Yund, et al., 1982; Movshon et al., 1978; Tolhurst &
Thompson, 1981). Our model of normalisation assumes
that neurons of all spatial frequencies and all orienta-
tions contribute equally to the normalising signal, and
that the spatial spread of normalisation is independent
of, say, orientation. In detail, these assumptions may
prove to be inconsistent with neurophysiological studies
(e.g. Walker, Ohzawa, & Freeman, 1999).2.7. Mutual information
We also calculated the mutual information, Iðc; c^Þ,
between the natural range of test contrasts, c, and the
estimated contrasts, c^, as an alternative metric for the
performance of the models. When calculating the mu-
tual information, each stimulus contrast between 0.001
and 1.0 was simulated a number of times proportional
to its estimated frequency of occurrence P ðcÞ in natural
scenes:
Iðc; c^Þ ¼
X
c
X
c^
P ðc; c^Þ  log2
P ðc; c^Þ
P ðcÞ  P ðc^Þ ð12Þ3. Results
3.1. Accuracy of contrast identiﬁcation by single neurons
We simulated a large number of presentations of a
range of contrasts to single neurons. A neurons mean
response to each contrast was ﬁrst calculated, according
to the Naka–Rushton equation (Eq. (1), Section 2).
Then, for each trial, a neuronal response was sampled
from a distribution modelled with variance roughly
equal to twice the mean, and this integer response was
used to make a Bayesian maximum a posteriori estimate
of the presented contrast (Eqs. (3)–(6), Section 2). This
estimate was based on the assumption that all contrasts
were presented with equal probability. The diﬀerence
between the estimated and presented contrasts was used
to give a measure of the accuracy of the models contrast
prediction. Accuracy was deﬁned as the inverse of the
mean squared diﬀerence between the logarithms of es-
timated and presented contrasts, averaged over all trials
for that contrast (Eq. (7)).
Fig. 2 shows the general form of graphs of the per-
formance of single neurons in the simulated contrast
identiﬁcation task, calculated as accuracy by our model.
The two curves correspond to two diﬀerent Rmax values
(50––triangles; and 180––diamonds), for neurons with
the same c50 (0.1) and an exponent, q, of 2. They show a
central peak of accuracy at a slightly lower contrast than
the neurons c50, ﬂanked by two regions of much lower,
approximately uniform accuracy. There is also an in-
Fig. 2. Accuracy of contrast identiﬁcation by single model neurons.
Symbols represent the contrast identiﬁcation performance (accuracy)
of single neurons with Rmax of 50 (triangles) and 180 (diamonds). Both
neurons have c50 values of 0.1 and q values of 2. Both reach a peak at a
similar contrast value, slightly below c50, and also show an increase of
accuracy towards the lowest contrast in the range. Data represent
accuracy calculated over 10,000 trials.
Fig. 3. Eﬀect of changing c50 on contrast identiﬁcation accuracy of
single modelled neurons. Symbols show the contrast identiﬁcation
performance (accuracy) of single neurons with c50 values of 0.003
(squares), 0.03 (circles) and 0.3 (triangles). For all neurons, Rmax was 50
and q was 2. Data represent accuracy calculated over 10,000 trials. For
each neuron, the peak in accuracy occurs at just below the c50 value for
that neuron. All neurons demonstrate an increase in accuracy towards
the lowest contrast in the range; the size of this increase is greatest for
the neuron with highest c50, intermediate for that with lowest c50, and
lowest for the neuron with medium c50. For the neuron with a c50 of 0.3
there is also an increase in accuracy at the upper end of the contrast
range, which is not evident for the other neurons.
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This low-contrast increase was a consequence of using a
minimum contrast (resulting from our inability to rep-
resent zero on a logarithmic scale) in our contrast dis-
tribution. In our model, if a neuron produced a response
of zero to the presented contrast, the estimated contrast
was always the lowest contrast in our range (i.e.
P ðcjrÞ ¼ 1 for c ¼ 0:001 and r ¼ 0). Thus, for low con-
trasts, where neuronal responses were most often zero
(see Fig. 1A(i)), accuracy varied almost entirely ac-
cording to the diﬀerence between the presented contrast
and the lowest possible contrast. This eﬀect was more
prominent for the neuron with the lower Rmax, (trian-
gles), since this neuron would have a high probability of
giving a response of zero for a wider range of contrasts
than would the neuron with higher Rmax. The eﬀect of
changing Rmax on maximum accuracy will be shown in
more detail in Fig. 5.
This ‘‘artefactual’’ rise in accuracy at the lowest
modelled contrast results from the use of a continuous
function like the Naka–Rushton function (Eq. (1)); zero
is only ﬁnally attained at a contrast of zero. We exper-
imented by applying a hard-threshold to the function,
such that any response less than, say, 2% of Rmax would
be set to zero. This had the eﬀect that many low con-
trasts would now have been equally likely to have
evoked a response of zero; we then had to ‘‘guess’’ which
of those many contrasts had been presented. The only
eﬀect of this was to spread the artefactually accurate
guesses of low contrasts over a wider range. There was
no eﬀect on any other features of our results.
Fig. 3 shows how changing the parameter c50 aﬀects
the accuracy of a modelled neurons identiﬁcation of
contrast, while keeping Rmax constant at 50. Again, the
exponent, q, was 2. The peak value of accuracy is in-dependent of c50, while the position of the accuracy peak
along the contrast axis is consistently close to but, in-
terestingly, slightly below the neurons c50 (cf. Geisler &
Albrecht, 1997). The contrast at which accuracy is a
maximum corresponds neither to the steepest gradient
of the contrast-response function along a linear contrast
dimension nor along a logarithmic contrast dimension.
The low-contrast artefact is also evident here, and is
largest for the neuron with the highest c50 value (trian-
gles), where the probability of getting a response of zero
is higher than for the other neurons at all contrasts, and
is particularly high at low contrasts. An additional fea-
ture is also evident at high contrasts: as c50 increases,
contrast identiﬁcation accuracy increases towards the
upper end of the contrast range, a consequence of there
being a maximum contrast. This is only evident at high
values of c50, where saturation has not been reached; any
high value of response is interpreted as coming from the
highest contrast available.
Fig. 4 shows the eﬀect of changing the exponent, q, of
the single neuron contrast-response function, where Rmax
is 10 and c50 is 0.1. Fig. 4A demonstrates that, as q is
increased, so is the gradient of the contrast-response
function for single neurons with identical Rmax and c50
values. The increasing gradient is translated into an in-
crease in peak contrast identiﬁcation accuracy (Fig. 4B)
from an exponent of 0.5 (squares) to 2.5 (diamonds),
such that the relationship between the maximum accu-
racy and q is a steep straight line on log–log co-ordinates
Fig. 4. Eﬀect of changing contrast-response function exponent, q, on
contrast identiﬁcation accuracy of single modelled neurons. (A) Naka–
Rushton contrast-response functions for single neurons with expo-
nents, q, of 0.5 (squares), 1.0 (circles), 1.5 (upright triangles), 2.0
(inverted triangles) and 2.5 (diamonds). Rmax is 50. As q increases, the
gradient of the function increases, and the range of contrasts over
which the neurons mean response changes dynamically decreases. (B)
Accuracy of contrast identiﬁcation of neurons with identical q values
to those shown in (A), Accuracy was calculated over the contrast range
0.001–1.26; results of calculations over the restricted range 0.01–0.32
are shown. Increasing q increases the peak accuracy of a single neuron
while reducing the range of contrasts that can be identiﬁed with more
than baseline accuracy. Accuracy is shown over a restricted range of
contrasts, in order to avoid showing the low-contrast artefact, which
has already been described. This is also the case for Fig. 5. (C) Scatter
plot of the relationship between q and peak contrast identiﬁcation
accuracy. This relationship is a straight line on log–log co-ordinates.
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accuracy curve narrows. This makes intuitive sense be-
cause, as the gradient increases for the same Rmax, the
range of contrasts over which the response changes
signiﬁcantly must narrow. The area under the accuracy
proﬁle changes rather little.3.2. Populations of neurons
Populations of neurons were modelled by calculating
the Bayesian posterior probability distribution P ðcjriÞ
for each neuron, and combining these probability dis-
tributions in a way that retained the information pro-
vided by the diﬀerential responses of individual neurons
(Section 2, Eq. (8)). The models estimate of contrast
was that at which this overall probability distribution
P ðcjrÞ was a maximum. This is the ﬁrst of the two
models described in the Section 2. The second model is
discussed later in this section.
Fig. 5 compares the eﬀect of changing Rmax for a
single neuron with the eﬀect of changing the number of
neurons in this model, each with identical Rmax. All
neurons had identical c50 and q values (0.1 and 2 re-
spectively). Accuracy increases with Rmax (Fig. 5A), and
in an identical manner with number of neurons (Fig.
5B). To change the maximum accuacy, therefore, re-
quires only a change in the product of Rmax and number of
neurons, i.e. the total number of action potentials gen-
erated on average (Fig. 5C); for a given accuracy, there
is a simple trade-oﬀ between the number of neurons and
the response amplitude of individual neurons. The dot-
ted line has a gradient of 1, and provides a good ﬁt to
the results.
Accuracy of contrast identiﬁcation was also calcu-
lated for populations of neurons with c50 values taken
from neurophysiological single neuron studies in cat
(Tolhurst, unpublished; see ﬁgure legend), and we were
generously provided with numerous and detailed data
for macaca fascicularis by Ringach, Hawken, and
Shapley (personal communication) (see e.g. Ringach,
Hawken, & Shapley, 1997). Fig. 6 shows the full distri-
butions of c50 values for these populations of 138 cat
neurons (Fig. 6A; median 0.11) and 219 macaque neu-
rons (Fig. 6B; median 0.21). These distributions of c50
are consistent with other studies (e.g. Anzai, Bearse,
Freeman, & Cai, 1995; Geisler & Albrecht, 1997; Sclar
et al., 1990; Sengpiel, Baddeley, Freeman, Harrad, &
Blakemore, 1998) although these monkey data are less
weighted to high contrasts than those of Sclar et al.
(1990). All neurons were modelled with an Rmax value of
10 and exponent, q, of 2, and both populations consisted
of eighteen neurons, sampled at uniform intervals from
the populations arranged in ascending order of c50
value, except that we did not include any of the monkey
Fig. 5. Eﬀect of changing maximum response, Rmax, and number of
neurons, n, on contrast identiﬁcation accuracy. (A) Eﬀect of changing
Rmax on contrast identiﬁcation accuracy of single neurons with q of 2
and c50 of 0.1. Results of calculations are shown over the restricted
range 0.01–0.32. Rmax values are 5 (squares), 20 (circles), 50 (upright
triangles), 100 (inverted triangles) and 180 (diamonds). Increasing Rmax
increases the contrast identiﬁcation accuracy of single neurons at all
contrasts, most obviously the peak accuracy, without changing the con-
trast at which accuracy is a maximum. (B) Eﬀect of changing n on con-
trast identiﬁcation accuracy of single neurons with Rmax of 5, q of 2 and
c50 of 0.1. Results of calculations are shown over the restricted range
0.01–0.32. n values are 1 (squares), 4 (circles), 10 (upright triangles), 20
(inverted triangles) and 36 (diamonds). Increasing n, like increasing
Rmax, increases the contrast identiﬁcation accuracy of single neurons at
all contrasts (most obviously the peak accuracy), without changing the
contrast at which accuracy is a maximum. (C) Scatter plot of the re-
lationship between the product of Rmax and n, and peak contrast
identiﬁcation accuracy. For values of this product above approxi-
mately 20, the relationship is a straight line on log–log co-ordinates
with a slope of 1.
Fig. 6. Distributions of c50 in modelled populations. Histograms of c50
values from single neuron recordings in striate cortex. (A) Cat (Tol-
hurst, unpublished): values from all 138 neurons are shown, in loga-
rithmic bins. The distribution median was 0.11. The data are from a
variety of studies including (Dean, 1981a; Dean & Tolhurst, 1986;
Tolhurst et al., 1983; Tolhurst & Dean, 1990, 1991). (B) Macaca fas-
cicularis. Generously given to us by Ringach, Hawken, and R. Shapley
(personal communication) (see e.g. Ringach et al., 1997). Values from
all 219 neurons are shown, in logarithmic bins. Semi-saturation con-
trast values above 1.0 (30 neurons) were not sampled in our models.
Median c50 of the sampled 189 neurons 0.18.
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high c50 neurons diﬀered with respect to other response
parameters, and so could not be seen as part of a
homogenous neuronal population (see Section 4).
Fig. 7 shows the contrast identiﬁcation performance
of these two modelled populations of neurons. The
symbols show the calculated accuracy for cat (triangles)
and monkey (squares) neurons. Both curves are notice-
ably wider than for single neurons with contrast-
response functions with an exponent of 2 (compare Fig.
2). The curve for the population of cat neurons (trian-
gles) lies to the left of that for the monkey neurons
(squares), i.e. the cat model performs better at lower
Fig. 7. Accuracy of contrast identiﬁcation for models of realistic
neural populations. Symbols show contrast identiﬁcation accuracy for
sets of eighteen neurons with c50 values sampled at uniform intervals
from population data in cat (triangles; Fig. 6A) and monkey (squares;
Fig. 6B), arranged in ascending order of c50 value. The line without
symbols shows contrast identiﬁcation accuracy for an imaginary
population of eighteen neurons, with c50 values at uniform intervals of
logarithmic contrast along the range 0.001–1.26. The peaks in the
distributions are a result of the non-uniform distributions of c50 values;
the equally spaced c50 data (line without symbols) are equally accurate
across the range of contrasts, with the exception of small increases in
accuracy at the lowest and highest contrasts.
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forms better at higher contrasts, as would be expected
from the diﬀerences in median c50. The peaks of the
accuracy curves are positioned slightly below the median
values of the c50 distributions.
The curve without symbols corresponds to a popu-
lation of an equal number of neurons (18), again with
identical Rmax (10) and exponent q (2), but with sigma
values distributed in equal logarithmic steps along the
whole contrast range in our model. In this case there is
no central accuracy peak, but the artefactual peaks at
low and high contrasts are evident.Fig. 8. Comparison of population contrast identiﬁcation accuracy and
the distribution of contrasts in natural images. (A) Calculated distri-
butions of contrasts in a set of 64 natural images. Distributions are
shown for 3 separate sets of 64 Gabor ﬁlters; the 3 sets had spatial-
frequency bandwidths of 1 octave (solid curve), 1.5 octaves (dashed
curve) and 2 octaves (dotted curve), and orientation bandwidths of
22, 36 and 48, respectively (half-width at half height). (B, C) Sym-
bols show contrast identiﬁcation accuracy for populations of 18 neu-
rons from cat (triangles; Fig. 6A) and monkey (squares; Fig. 6B),
assuming (B) that all contrasts were equally likely to have been pre-
sented in the simulated contrast identiﬁcation task, and (C) using the
distribution of contrasts in natural images (for ﬁlters of 1.5 octave
spatial-frequency bandwidth) as a priori knowledge of the probability
of each contrast being presented P ðcÞ. The dashed curve shows the
distribution of natural image contrasts calculated using ﬁlters with 1.5
octave spatial-frequency bandwidth (dashed curve in (A)).3.3. The contrasts in natural images
Contrasts in a set of 64 natural images were calcu-
lated as the Michelson contrasts of sinusoidal gratings
producing equal responses in a set of Gabor ﬁlters to
those produced by the images (see Section 2). We used
three sets of Gabor ﬁlters, with spatial frequency
bandwidths of 1.0, 1.5 and 2.0 octaves, and corre-
sponding orientation bandwidths of 22, 36 and 48
(half-width at half height). Fig. 8A shows the distribu-
tion of contrasts calculated in our set of images, for the
three diﬀerent bandwidths of Gabor ﬁlters. Each of the
three ﬁlter sets gave a distribution following a similar
bell-shaped curve, but broadening the ﬁlters bandwidth
had the eﬀect of shifting the distribution to the right, i.e.
to higher equivalent contrasts. The broader-band ﬁlters
‘‘see’’ more energy in their passband than do the nar-
Fig. 9. Contrast identiﬁcation accuracy using an alternative response-
pooling model. (A) Population contrast-response function, for a
population of 18 neurons, based on data from cat (Fig. 6A). Symbols
show the mean total response of the 18 neurons, with error bars which
are the square roots of the response variance, calculated from 1 million
simulated presentations of each contrast. The curve is the best ﬁt of the
Naka–Rushton equation to the total mean population response. The
parameters of this ﬁt were: q ¼ 1:34, Rmax ¼ 178, c50 ¼ 0:121. This
curve approaches saturation at the highest contrasts. (B) Contrast
identiﬁcation accuracy for two models of neural pooling, both using 18
neurons based on the data from cat. The ﬁrst model (triangles) ac-
counts for the diﬀerential activity of all the neurons in the model, while
the second (circles) accounts only for the diﬀerence in total ﬁring rate
of the 18 neurons. The peak accuracies of the ﬁrst (diﬀerential activity)
model exceed those of the second (total activity) by a factor of ap-
proximately 1.61.
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the broader-band ﬁlters.
In making a comparison between population accu-
racy of contrast identiﬁcation and the distribution of
natural image contrasts, we used two methods for cal-
culating accuracy. First, as previously, accuracy was
calculated assuming that P ðcÞ (Eq. (5)) was the same for
each of the contrasts in our range (Fig. 8B is the same as
Fig. 7). To compare this with the contrasts in the natural
world, we chose to compare with Gabor ﬁlters with
bandwidths of 1.5 octaves and 36, because these are
most similar to the mean values for real cortical neurons
(e.g. De Valois, Albrecht, et al., 1982; De Valois, Yund,
et al., 1982; Tolhurst & Thompson, 1981). The dashed
line in Fig. 8B (re-plotted from Fig. 8A) is the distri-
bution of contrasts in natural images as measured with
ﬁlters of 1.5 octaves bandwidth. The accuracy of con-
trast encoding by the population of cat neurons (trian-
gles) follows the distribution of contrasts in natural
images very closely: the neurons are most accurate at
encoding the contrasts that occur most often. The ac-
curacy of encoding by monkey neurons (squares) ap-
pears to be a poorer match to the contrasts in natural
images.
Second, in making a decision about the presented
contrast from neuronal responses, the brain may be in-
ﬂuenced by a priori knowledge of how often diﬀerent
contrasts occur in natural scenes. Thus, instead of using
a uniform P ðcÞ, we can make PðcÞ the same as the
probability of occurrence of diﬀerent contrasts (the da-
shed curve of Fig. 8A in the range of contrasts 0.001–
1.26). Fig. 8C shows the calculated accuracy of contrast
identiﬁcation for the populations of 18 cat neurons
(triangles) and 18 monkey neurons (squares) when the
prior probability is determined by the frequency of oc-
currence of contrasts in our set of 64 natural images as
calculated with the 1.5 octave Gabor ﬁlters. The major
eﬀect is that the accuracy curves become more unimo-
dal, and the ‘‘artefacts’’ at very low and very high con-
trasts are removed; these very low and very high
contrasts are unlikely to occur and so they are rarely
chosen from the neuronal responses. Instead, there is a
small mode at moderate to low contrasts. With the prior
probabilities taken into account, the encoding by the cat
population (triangles) resembles the distribution of
natural contrasts calculated with 1.5 octave Gabors even
more closely (dashed curve), but the curve for the
monkey population is still slightly oﬀset.
3.4. Contrast estimation using an alternative model of
neural pooling
A second model for pooling of neuronal responses
was used to calculate contrast identiﬁcation accuracy,
where information from the diﬀerential ﬁring of single
neurons was not accounted for (cf. Boynton et al., 1999;Britten et al., 1992; Heeger et al., 2000). Rather, the total
summed activity in the population of neurons was used
in the estimation of contrast (Section 2, Eqs. (9) and
(10)). We show only the results for the cat model since
the monkey model produced a similar eﬀect. On each
trial at each contrast, the responses of the 18 neurons
were drawn from the appropriate probability distribu-
tions, and these 18 responses were simply summed be-
fore a contrast estimate was made.
Fig. 9A shows the contrast-response function for the
summed population responses of cat neurons. The
Fig. 10. Population responses and natural image contrasts. (A) The
dashed curve shows the contrast-response function for a modelled
population of 18 neurons, based on data from cat (Fig. 9A). The solid
curve shows the cumulative distribution of contrasts in our set of 64
natural images, expressed as probability of occurrence, P ðcÞ. The
vertical scales are manually adjusted to give the best-ﬁt possible. The
two curves do not match. (B) The dashed curve shows the square roots
of the mean responses to a range of contrasts from 0.0001 to 1.26, for
the same population of 18 neurons as in (A). The distribution of square
roots of the mean responses represents the cumulative distribution of
discriminable steps in the total response. The solid curve shows the
cumulative distribution of contrasts as shown in (A). The two curves
match reasonably.
1994 P.L. Clatworthy et al. / Vision Research 43 (2003) 1983–2001symbols in the graphs show examples of means and
standard deviations of summed responses after 1 million
trials (the simulation was actually done over 311 con-
trasts). The solid line is the best ﬁtting Naka–Rushton
function. It is similar in form to those for individual
neurons but with shallower slope (see ﬁgure legend). The
increase in response variance of individual neurons with
increasing ﬁring rate is reﬂected in the variance of the
population response, which is twice the population
mean response. In the simulation of Fig. 9B, it made no
diﬀerence whether we simulated the responses of the 18
model neurons and then summed them, or whether we
modelled a single neuron whose contrast-response
function was the best ﬁt to the results of Fig. 9A.
Fig. 9B compares contrast identiﬁcation accuracy for
modelled populations of cat neurons, for both models of
neuronal pooling, assuming a uniform PðcÞ. The trian-
gles show the results for the ﬁrst pooling model, re-
drawn from Fig. 8. The contrast identiﬁcation accuracy
based on the summed population responses is shown as
circles. The contrast at which the accuracy peak occurs
does not vary between models, but peak accuracy is
greater when the diﬀerential activity of individual neu-
rons is accounted for (triangles). Overall, in the contrast
range 0.01–1.0, the area under the triangles is 1.61 times
greater than that under the circles. The same propor-
tionate diﬀerence in accuracy for the two models was
found when we modelled populations with 10, 18, 28 or
35 neurons. We also examined the eﬀect of a ‘‘hard
threshold’’ (see Section 2); this slightly exaggerated the
diﬀerence between the two pooling models.
3.5. Histogram equalisation
The match between encoding accuracy and the dis-
tribution of natural contrasts (Fig. 8), implies some
form of ‘‘histogram equalisation’’ of responses (Laugh-
lin, 1981). This means that all equally discriminable
steps in response level will be used with equal frequency.
Fig. 10A plots the cumulative probability of occurrence
of diﬀerent natural contrasts (solid curve), and the
population response of the 18 model cat neurons (da-
shed curve) is redrawn from Fig. 9A. The two ordinates
are scaled arbitrarily against each other. The match
between the two curves is poor, much poorer than those
for ﬂy neurons (Laughlin, 1981) or for most kinds of cat
and monkey retinal and LGN cells (Tadmor & Tolhurst,
2000). This mismatch is not surprising since the multi-
plicative dependence of response variance on average
response magnitude in cortex means that equal incre-
ments of response magnitude will not signal increased
contrast with equal reliability.
In Fig. 10B, the cat population responses are trans-
formed so that equal steps are almost equally reliable,
i.e. each step approximates to a ﬁxed number of d 0 units.
This can be approximated (except at the very lowestresponse levels, perhaps) by dividing each response by
the standard deviation of that response (strictly, by the
square root of the variance); since variance is propor-
tional to mean, this is equivalent to taking the square
root of the response itself. The transformed response
curve (dashed curve in Fig. 10B) does give a passable
match to the cumulative distribution of natural con-
trasts (solid curve).3.6. Contrast normalisation
Our analysis of the contrast in natural images implies
that each neuron responds independently to features in
its passband. However, it is widely believed that a neu-
Fig. 11. The eﬀect of contrast normalisation on the distribution of
image contrasts. (A) The distribution of the normalising signal, i.e. the
spatially weighted total contrast in the image, for our set of 64 natural
images. The ﬁlters used in the calculation of the normalising signal had
a spatial-frequency bandwidth of 1.5 octaves. The distribution is rather
narrow along a logarithmic contrast dimension. (B) The solid curve
shows the distribution of ‘‘normalised contrasts’’ in our set of 64
natural images (i.e. the contrasts calculated using independent ﬁlters of
spatial-frequency bandwidth 1.5 octaves, divided by a spatially
weighted average of the total local contrast, the normalising signal
shown in (A)). The dotted curve shows the distribution of contrasts in
natural images, calculated using independent ﬁlters of spatial-fre-
quency bandwidth 1.5 octaves (Fig. 8A). The solid curve is slightly
narrower than the dotted curve, and peaks at slightly higher contrast.
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activity of neurons responsive to other features (e.g.
Bonds, 1989; Heeger, 1992a, 1992b). There is a process
of contrast normalisation whereby the response of each
neuron is thought to be divided by the total contrast
energy or the total response of the neuronal population.
Thus, it is possible that a feature of given contrast in
diﬀerent natural scenes might evoke diﬀerent responses
from the population of neurons responsible for encoding
that contrast, depending upon the presence or absence
of other features. Diﬀerences in overall contrast energyin diﬀerent natural scenes would lessen the accuracy of
contrast coding in our simpliﬁed case.
We calculated the normalising signal as the total
contrast at each point in each of the 64 natural images,
by squaring the responses of each of the 64 Gabor ﬁlters
(1.5 octave bandwidth), summing the squared responses;
averaging the sum over an area of the image (see Section
2) and then square-rooting the averaged sum (Section 2,
Eq. (11)). Fig. 11A shows the distribution of this nor-
malising signal in the set of natural images. It is notable
that the distribution is very narrow, implying that the
summed contrast across all orientations and spatial
frequencies varies rather little within and between nat-
ural images (Lauritzen & Tolhurst, 2000; Tolhurst et al.,
1997). Fig. 11B shows the distribution of contrasts as
estimated by independent Gabor ﬁlters (dotted curve,
redrawn from Fig. 8) and the distribution of contrasts
after normalisation (solid curve), calculated by dividing
each contrast estimate by the value of the local nor-
malising signal and a constant k (Eq. (11)). The distri-
bution of normalised contrasts is slightly narrower than
for the independent contrast estimates (Brady & Field,
2000), and the peak of the curve has moved to slightly
higher contrasts. Normalisation has had little eﬀect
on the distribution of natural contrasts. We will con-
sider the circumstances in which normalisation does
have an eﬀect elsewhere (Lauritzen & Tolhurst, 2000).4. Discussion
In this paper, we have investigated how well popu-
lations of neurons in striate, primary cortex (V1) might
encode the contrast of a simple stimulus. We have
simulated a task in which an animal must estimate the
contrast of a sinusoidal grating from the numbers of
action potentials generated by one or more neurons in
response to that stimulus. Our models allow that any
one cortical neuron responds diﬀerentially over only
a limited range of contrasts and that there is large trial-
to-trial variability in the numbers of action potentials
generated in response to identical stimuli. The estimated
contrast is the one most likely to have evoked that
pattern of responses from the several neurons (Geisler &
Albrecht, 1997).
4.1. An ecological match to the contrasts in natural
scenes?
We have demonstrated by computer modelling how
stylised striate cortex neurons could contribute to con-
trast identiﬁcation and how varying the parameters of a
single neurons contrast-response function would aﬀect
its potential for estimating contrast. Single neurons can
allow accurate identiﬁcation over only a limited range of
contrast. However, the range of contrasts that can be
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from neurons with dynamic ranges covering diﬀerent
contrasts. In particular, we have compared two diﬀerent
pools of neurons, based on populations of neurons from
neurophysiological studies in cat and monkey, and we
have related the performance of the two pools in the
simulated contrast identiﬁcation task to the distribution
of contrasts actually found in natural scenes.
Populations of neurons with contrast-response curves
similar to those modelled would not allow uniform
contrast identiﬁcation accuracy across all possible con-
trasts. Instead, accuracy would be greatest at interme-
diate contrasts (Michelson contrasts of 0.05–0.3), and
would fall considerably at lower and higher contrasts,
especially if an animals decisions included some a priori
knowledge or experience of the non-uniform distribu-
tion of contrasts in the natural world. We have related
the results of our simulations to the distribution of
contrasts in natural scenes (Fig. 8), and have found that
the contrasts best identiﬁed by neuronal populations
based on data from cat and monkey studies are those
most frequently found in natural scenes.
The close match of the accuracy proﬁle to the dis-
tribution of contrasts in natural images implies an evo-
lutionary or adaptive match: an optimisation of the
visual cortex for encoding natural contrasts. But, in
what sense is the encoding optimised? Table 1 summa-
rises several performance measures for a variety of
models that we have described that incorporate 18
neurons with Rmax of 10 and q of 2. In fact the model
giving the greatest accuracy at a single contrast consists
of 18 neurons with identical c50 rather than the model
based on realistic cat c50 values! The total area under the
accuracy proﬁle is rather similar for all models. So it
seems that the height of the accuracy peak can be traded
oﬀ against the range of contrasts over which the model
performs well. We also calculated mutual information
between actual and estimated contrast (Section 2, Eq.
(12)) as a more recognisable metric of coding perfor-
mance. The mutual information is greatest for the re-
alistic cat model, but the superiority over the other
models is not dramatic, so that the good match of the
accuracy proﬁle to the distribution of natural contrastsTable 1
Three measures of coding performance for several model populations of neu
Peak accuracy
18 identical neurons, c50 ¼ 0:1 282
18 neurons, evenly spaced c50 71
18 cat neuron c50 values, pooling rule 1 167
18 cat neuron c50 values, pooling rule 2 121
All neurons had Rmax ¼ 10 and q ¼ 2. The peak accuracy, the area under the a
between estimated and actual contrast are shown. In the latter case, each con
natural scenes. Pooling rule 1: the diﬀerential activity of diﬀerent neurons is ta
summed before a decision is made. Graphs for the four models are shown in
Fig. 9 (circles) respectively.still demands a convincing metric. There is an important
point: the model that notes the diﬀerential activity of
diﬀerent neurons conveys more information than the
model that simply sums neuronal activity without dis-
crimination.
However, the contrasts best identiﬁed by neuronal
populations based on studies in monkey do not match
natural scene contrasts as well. This may reﬂect the
ﬁndings of Tadmor and Tolhurst (2000) who showed
that retinal and LGN neurons in cat have contrast-
response functions that closely match the cumulative
distribution of contrasts in natural images, whereas only
cells in the magnocellular pathway in monkey match this
distribution. The contrast-response functions of monkey
parvocellular cells show a poor match to the cumulative
distribution of contrasts in natural images. In fact, some
monkey cortical neurons have very high c50 values (Fig.
6B; Sclar et al., 1990) and we did not include any neu-
rons with c50 above 1 in our models. Model neurons
with high c50 and exponent q of 2 would produce very
little response in the range of physically achievable
contrasts (up to 1). This shows the limitations of our
simpliﬁcation that all neurons will have the same q and
Rmax. For example, neurons with high c50 are in fact
likely to have had very shallow contrast-response func-
tions in the achievable range of contrasts, and the high
c50 results from extrapolation of the data beyond the
measured range. A more realistic model of monkey vi-
sual cortex might include a more realistic acceptance
that neuronal behaviours may vary and may not be
stereotyped (Geisler &Albrecht, 1995, 1997). However, it
is still the case that monkey c50 values tend to be higher
than those of the cat, so that the cat and monkey models
will not provide the same match to natural contrasts.
Perhaps the match between identiﬁcation perfor-
mance (especially in cat) and natural image contrasts
results from experience of the natural contrasts to which
the visual system is exposed. Whilst the maximum ﬁring
rates of individual neurons, and the numbers of neurons
within a population, may aﬀect overall contrast identi-
ﬁcation accuracy (see Fig. 5), it is primarily the neurons
c50 values that determine the contrasts at which identi-
ﬁcation will be most accurate (Fig. 3). Thus it seems thatrons
Area under accuracy proﬁle Mutual information (bits)
3509 2.42
2468 2.23
3779 2.46
2354 2.16
ccuracy proﬁle between contrasts 0.01 and 1.0, the mutual information
trast was simulated a number of times proportional to its occurrence in
ken into account. Pooling rule 2: the activity of the 18 neurons is simply
Fig. 5B (triangles), Fig. 7 (line without symbols), Fig. 7 (triangles) and
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tem (or a combination of the two) has caused the c50
values of the visual systems neurons to become matched
to the contrasts it encounters. We are not aware of any
studies that have measured contrast-response functions
of neurons throughout their development, and so it is
not yet clear whether their c50 values change throughout
their lifetimes (suggesting plasticity in visual cortex) or
whether they are ﬁxed (suggesting a purely evolutionary
basis for our ﬁndings). It is still an important question
why monkey cortical neurons (and P-cells in more pe-
ripheral pathways) are not as well matched to the task of
luminance contrast identiﬁcation.
Perhaps, the cat and monkey neurons perform better
over slightly diﬀerent contrast ranges because the cat is
nocturnal and the monkey is diurnal. At the light levels
generally used for laboratory experiments, the monkey
might be at a lower level of light adaptation compared
to the cat, but with the capacity to have increased con-
trast sensitivity at higher light levels. In direct sunlight,
the contrasts in the natural world are some 15% higher
than in diﬀuse illumination because of the added con-
trast of the highlights and shadows cast in direct light
(Lauritzen & Tolhurst, 2000). Perhaps, a diurnal lifestyle
is met more often with direct, ‘‘shadowy’’ illumination
whilst a nocturnal lifestyle is met more often with dif-
fuse, ‘‘ﬂat’’ illumination. The selection of photographs
from which we estimated the distribution of contrasts in
natural scenes included images of direct and diﬀuse il-
lumination.
The monkeys visual system with its smaller receptive
ﬁelds is responsive to higher spatial frequencies than the
cats. This might contribute to any diﬀerence in the level
of light adaptation in the retina. It is also possible that
the diﬀerent contrast sensitivity of V1 neurons matches a
diﬀerence in the contrasts of high and low spatial fre-
quencies in natural scenes. However, the Fourier spectra
of natural scenes fall oﬀ steeply with spatial frequency
(Tolhurst et al., 1992), more steeply than can be com-
pensated for with neurons of ﬁxed logarithmic band-
width (Field, 1987). The puzzle of the low sensitivity of
monkey neurons remains and it may be resolved when
any conﬂicting constraints on the dual role of P-cells in
coding colour as well as luminance information are
better understood.
We propose that the population contrast-response
properties of cat cortical neurons particularly suit them
to the task of encoding naturally encountered contrasts.
In fact, there is no straightforward deﬁnition of contrast
in a complex image (Field & Brady, 1997; Peli, 1990;
Tadmor & Tolhurst, 1994). Contrast is a measure of
luminance modulation divided by a measure of local
mean luminance, and a pragmatic deﬁnition of contrast
must match the receptive-ﬁeld properties of the neurons
under consideration. The magnitude of the contrast of a
feature in a natural scene depends upon the bandwidthof the ‘‘operator’’ (the receptive ﬁeld model) used to
calculate it (see Fig. 8A). The spatial-frequency and
orientation bandwidths vary considerably between stri-
ate cortex neurons, and there tends to be a systematic
variation of spatial-frequency bandwidth with the opti-
mal spatial-frequency (e.g. Baker, Thompson, Krug,
Smyth, & Tolhurst, 1998; De Valois, Albrecht, et al.,
1982; De Valois, Yund, et al., 1982; Tolhurst &
Thompson, 1981). Accounting for diﬀerences in spatial-
frequency and orientation bandwidth might slightly
alter our conclusion about how well cortical neurons are
matched to encoding natural contrasts, but it is unlikely
that this would account for the slight mismatch of
monkey cortical neurons.
Our interpretation has not accounted fully for the
phenomenon of contrast normalisation (Heeger, 1992a,
1992b) where the response of one cortical neuron to a
given contrast is aﬀected by the presence of contrasts at
other spatial frequencies or orientations. If a given fea-
ture is presented in many diﬀerent contexts in natural
scenes, it may evoke diﬀerent responses at diﬀerent
times. Hence, a simple contrast identiﬁcation task will
be subject to error, unless the task is reformulated to be
one of identifying the normalised contrast instead of
contrast per se. This is similar to Marrs (1970) proposal
that the responses of a cortical neuron encode the
probability that the stimulus consists entirely of its own
‘‘trigger feature’’; a high ﬁring rate can never be evoked
by a non-optimal stimulus, even if it is of very high
contrast (Geisler & Albrecht, 1995). In fact, we have
found in our sample of digitised photographs of natural
scenes that the total contrast energy (the normalising
signal) does not vary much within and between scenes
(Fig. 11A), and so we believe that the diﬀerence between
identifying contrast and normalised contrast in natural
scenes will not be very great.
4.2. Models of neuronal response and of response pooling
In detail, the predictions of our models depend on the
validity of our assumptions about the responses of
striate cortex neurons to contrast. The Naka–Rushton
equation has been established as a close description of
an individual neurons contrast-response function
(Albrecht & Hamilton, 1982; Gardner et al., 1999; Sclar
et al., 1990; Tolhurst & Heeger, 1997). Although the
exponent, q, is perhaps not always equal to 2, there is a
sound basis for modelling a value of 2 (e.g. Heeger,
1992a, 1992b), with the exception of, perhaps, neurons
with very high c50s. The exact values taken in our model
by the maximum response rate, Rmax, and the number of
neurons, n, are not important for the interpretation of
our present results, as we claim only to evaluate the
relative contrast identiﬁcation performance of diﬀerent
models. Our particular choice of 18 neurons with an
Rmax of 10 was guided by attempts (Chirimuuta et al., in
1998 P.L. Clatworthy et al. / Vision Research 43 (2003) 1983–2001preparation) to ﬁt the exact form of the experimentally
measured ‘‘dipper function’’ for contrast discrimination
(e.g. Legge & Foley, 1980). We have generally modelled
small values of Rmax since cortical neurons often do not
generate very high ﬁring rates in response to their op-
timal stimuli and, in the 100–200 ms that one might
reasonably allow for a perceptual decision, a total action
potential count of only 10 is not unreasonable (Geisler
& Albrecht, 1997; Sclar et al., 1990; Smyth, Willmore,
Thompson, Baker, & Tolhurst, in press). In our expe-
rience of cat cortex, it is only special complex cells
(Gilbert, 1977) that have high ﬁring rates.
We have found some evidence for a correlation be-
tween Rmax and c50 in the population of cat neurons
(Tolhurst, unpublished), but this is not strong, and we
have found the eﬀect on our model to be small. There
might also, of course, be other correlations between, say,
c50 and q (see our discussion of the monkey neurons with
very high c50), or between the parameters of the Naka–
Rushton ﬁt and other neuronal parameters such as noise
amplitude, optimal spatial frequency or tuning band-
width. The exact behaviour of a real set of neurons
could only be seen in detail by modelling each neurons
exact properties (Geisler & Albrecht, 1997); one would
have to ensure that the neuronal sample is a fair sample
of those neurons contributing to perception and that the
population parameters are not aﬀected by samples of,
say, interneurons or corticothalamic neurons, whose
properties may be diﬀerent. Our modelling is based on
stylised neurons so that we can examine the diﬀerent
contributions of diﬀerent neuronal properties.
We have used a two-stage Poisson model to simulate
the trial-by-trial variance of neuronal responses. This
gives the desired result that variance is twice the mean
response, and it also produces response distributions
that look realistic (cf. Tolhurst, 1989). A Gaussian noise
model would be very unrealistic at the low mean ﬁring
rates that we believe are appropriate to the model. We
have taken the simplistic view that the response of a
single neuron to a single stimulus trial can be repre-
sented as an action-potential count. It may be that the
exact timing of action potentials in the responses of real
neurons may convey some extra information (e.g. Reich,
Mechler, & Victor, 2001).
In considering how a population of neurons could
combine to encode a wide range of contrasts, we have
compared two ways of pooling the information pro-
vided by the individual neurons in the population. One
of the simplest pooling rules would be to sum the action-
potential counts of the neurons in the population,
discarding any speciﬁc information regarding which
neurons gave which response (cf. Britten et al., 1992).
Indeed, in the present simulations, the pool of 18 dif-
ferent neurons behaved just like a single neuron with
shallower contrast-response function and higher ﬁring
rate. This pooling model has the attraction that such apopulation response might actually be measurable with,
say, fMRI where it is argued that the BOLD signal may
be proportional to the population action potential count
(Boynton et al., 1999; Heeger et al., 2000). However, it
has recently been argued that the BOLD signal relates
more to synaptic potentials than to action potentials
(Logothetis, Pauls, Augath, Trinath, & Oeltermann,
2001). But a simple pooling of responses begs the
question why the cortex should have neurons with lim-
ited dynamic ranges that need to be pooled, when the
earlier stages of the visual pathway have neurons whose
responses cover the whole range of natural contrasts.
The more complicated pooling rule takes into ac-
count the diﬀerential ﬁring of the diﬀerent neurons by
estimating contrast from knowledge of how each neuron’s
responses depend on contrast (Geisler & Albrecht, 1997).
The accuracy of contrast identiﬁcation would obviously
be higher if the responses of individual neurons were
interpreted separately, rather than just being indiscrim-
inately summed (Fig. 9). However, the simple pooling
model is not greatly inferior. Given the simple trade-oﬀ
between the number of neurons in the models and their
maximum ﬁring rates (Fig. 5), we can easily imagine that
any deﬁciency of the simple pooling rule could be
overcome if the number of neurons in the pool were
increased by about 60%. This is true, at least, for the
task that we are simulating in this paper: the accurate
identiﬁcation of the contrast of a single stimulus pre-
sentation. It will be interesting to discover whether there
may be other tasks, such as contrast discrimination or
masking, where the predictions of the simple and com-
plex pooling rules are more diﬀerent.
4.3. Histogram equalisation and sparse responses
The population of cat cortical neurons encodes con-
trasts most accurately when they are similar to those
found in natural scenes. The cumulative distribution of
contrasts in natural scenes is not a particularly good
match to the population contrast-response function, but
it does match the way in which equally discriminable
response steps (equivalent to d 0 steps) increase with
contrast. This is analogous to a form of histogram
equalisation (Laughlin, 1981), implying that the non-
uniform distribution of natural contrasts will map into a
uniformly spaced distribution of equally reliable re-
sponses. Thus, the code for contrast will have maximum
entropy. However, this seems to imply that response
states evoking many action potentials would be about as
likely as states evoking few, and it has been estimated
that the generation of action potentials in cerebral cor-
tex may be costly (Attwell & Laughlin, 2001; Levy &
Baxter, 1996). It has been argued that the cortex might
sacriﬁce the ideal of a maximum-entropy code in order
to minimise the energy costs of action potential gener-
ation, so that the use of high ﬁring rates would be
P.L. Clatworthy et al. / Vision Research 43 (2003) 1983–2001 1999minimised (Baddeley et al., 1997; Balasubramanian,
Kimber, & Berry, 2001). An energy-eﬃcient contrast
code would show a non-uniform distribution of re-
sponse states. Experimental studies of single cortical
neurons (Baddeley et al., 1997; Smyth et al., in press;
Vinje & Gallant, 2000) and theoretical studies (e.g. Bell
& Sejnowski, 1997; Field, 1994; van Hateren & van der
Schaaf, 1998; Hyvarinen & Hoyer, 2001; Olshausen &
Field, 1997; Ruderman, 1994; Willmore & Tolhurst,
2001) suppose that the responses of cortical neurons to
natural scenes should be highly non-uniform.
The paradox can be resolved (Tolhurst et al., 2002) by
remembering that we are concerned not with equal in-
crements of response magnitude but with equally dis-
criminable increments of response. Because low response
magnitudes suﬀer less variability than high ones, more
of the code steps can fall at low ﬁring rates. Many
cortical neurons might give non-uniform, kurtotic re-
sponses yet still contribute to a maximum entropy, his-
togram equalised code for natural contrasts.Acknowledgements
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