Differential operators commuting with convolution integral operators  by Grunbaum, F.Alberto
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 91, 80-93 (1983) 
Differential Operators Commuting with 
Convolution Integral Operators 
F. ALBERTO GRUNBAUM * 
Department of Mathematics and Lawrence Berkeley Laboratory, 
University of California, Berkeley, California 94720 
Submitted by P. D. Lax 
Received March 13, 1981 
1. INTRODUCTION 
The need to make a detailed study of the spectral structure of the 
convolution type integral operator 
acting on L*(B) arises in a number of applications, including optics [ 11, 
radio astronomy [2,3], electron microscopy [4], and x-ray tomography 
[5,6]. 
For instance, consider the problem of determining the values of a function 
g(x), x E R, which is known to be supported in the set B, from the 
knowledge of its Fourier transform g(L) for A E A (both A and B are 
compact and have nonempty interiors). 
While in principle g(x) is completely determined by analytic continuation, 
the practical solution of this problem is a different matter. One is led to the 
consideration of the operator (1), where k(r) stands for the Fourier 
transform of the characteristic function of the set A. K turns out to be a 
compact operator with spectrum in (0, 1), and a detailed spectral decom- 
position of K exhibits the directions along which the problem is ill posed 
[6, 71. 
In the case when A and B are intervals centered at the origin the detailed 
structure of the eigenfunctions and eigenvalues of (1) has been displayed in 
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171, see also 18-121. Central to these papers is the observation that the 
integral operator in (1) commutes with a selfadjoint second-order dfferential 
operator. Since they both have a simple spectrum in L’(B) they must have 
the same eigenfunctions, and thus the search for eigenfunctions of (1) is 
reduced to a much simpler problem. 
Anyone looking at the remarkable series of papers by Slepian, Landau. 
and Pollak cannot resist the temptation to extend their methods-and 
hopefully their success-to other situations. The purpose of this paper is to 
show that in the one-dimensional case this is not possible. 
More explicitly we take B to be the interval [ - 1, 1 ] and allow k(r) to be 
the Fourier transform of an arbitrary even (Lebesgue) integrable nonnegative 
function P(X) with compact support 
k(r) = 1’ e’l”p(dx). 
Of these four conditions on p(x) the first three are most natural in 
applications and so is the last one. It has the effect that k(r) is an entire 
function of the complex variable r. One may want to relax the last condition, 
however, by asking that p(x) decay at infinity fast enough, so as to insure 
that k(c) is analytic at the origin < = 0. More on this in Sections 2 and 10. 
We shall prove that the commutator of the operator K contains a (selfad- 
joint) differential operator of order two or four only for very special k(c). 
and moreover, when this is the case, the commutator in question has a very 
simple structure, as given by Eq. (7) which is the main result in the paper. 
2. THE COMMUTATIVITY EQUATIONS 
Consider a selfadjoint fourth-order differential operator 
(D4f)(x) = (a(x) f”(x)>” + (b(x) f’(-r))’ + 4x1 fk) (2) 
with (smooth enough) coefficients a(x), b(x), c(x). To guarantee that D, can 
be extended as a selfadjoint operator to L I( I-1, 1 ]) we impose the 
conditions 
(2’) 
Under these conditions, it is a simple matter of integrating by parts to see 
that the condition 
D,Kf=KD,f 
82 F. ALBERT0 GRUNBAUM 
for all f in L,([-1, I]) which are smooth enough is equivalent to the 
equation 
ki”(X -y)@(x) - a(y)) + 2k”‘(X - y)(a’(x) + u’(y)) 
+ k”(X -Y)[(U”(X) -U”(Y)) + (b(x) - b(Y))1 
+ k’(x - YW(X) + b’(Y)) 
+ 0 - YMX) - 4 Y>) = 0 
for all x,yE (-1, 11. (3) 
Setting x-y = E, and denoting by eED the operator of translation by the 
amount E, Eq. (3) can be expressed, after applying the invertible operator 
D(ecD - 1) - ’ 
(k“‘(e)D + 2k”‘(c) D2 cash &D/2 + k”(e) D3)a 
+ (k”(&)D + k’(x) D2 cos eD/2)b + k(e) DC = 0. (3’) 
The first three terms of the Taylor expansion of (3’) in powers of E give the 
equations 
k,u”‘(x) + k,c’(x) + 3k,b’(x) + Sk,u’(x) = 0, 
k, b”‘(x) + 5kqu”‘(x) + 3k,c’(x) + Sk,b’(x) + 7k,u’(x) = 0, 
k,b”(x) + 2k,u”(x) - lOk,b”‘(x) - 35k,u(x)“’ - 15k,c’(x) 
- 2lk,b’(x) - 27k,u’(x) = 0. 
One can use the first two of these equations to eliminate b“(x) and u”(x) 
from the last one, which is then replaced by 
(k; - k, k4) c”‘(x) + 2k, k, b”‘(x) + (14k, k, - 5k,Z) u”‘(x) 
+ 7k, k,b’(x) + 9k,k,u’(x) = 0. 
This new set of three equations has the form 
k, 
% 
14k,k,-5k,z 2k,k, k;-k,k, 
5k, 3k, k, a’ 
7k, Sk, 3k, b’ . 
9k,k, 7k,k, 5k,k, I[ 1 c’ 
(4) 
If we were dealing with the second-order case 
D, f = (bf’)’ + cf, 
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we would get a simpler set of equations, which we could proceed to solve. 
This has actually been done by Morrison [ 131 in an unpublished manuscript. 
The result is quoted in [ 141 and was proved independently in 115 1. 
Morrison proves that, assuming k(c) to be analytic at the origin, one gets 
0) = 1 - .& R c *I , c(x) = (a; - Qf) b(x) + 52, 
with a,, J2,, R, arbitrary constants. 
Our assumptions on k(r) are stronger than his, and we must take 0: = 0 
leading to, except for a multiplicative factor, 
k(t) = sin W/t, b(x)=(l -XI). c(x)=LP(l -.u?)+&C2R,. 
Now back to consider the fourth-order case as in (2). 
3. MAIN RESULT AND PLAN FOR THE PROOF 
The plan is as follows: 
(a) Show that Eq. (3)--and its consequence (4timply that a(x), 
h(x), c(x) are polynomials of degree at most four. Especially from (2’) it 
follows that if a(x) f 0, 
a(x) = a( 1 - Xl)> (5) 
for some (r. This is the subject of Sections 4-6, and the result is proved in 
Section 8. 
(b) Show that from (3) you get, except for a multiplicative constant 
k(t) = sin @/r (6) 
for some appropriate R. This is done in Section 7. With (a) and (b) the proof 
is arrived at as follows: Define the operator T by 
Tf= ((1 -x*)f’)‘+D*(l -s”)f 
with Q from (6). Observe that the selfadjoint differential operator 
D, - aT2, 
with a from (5), is of order no higher than two. One checks directly that T 
commutes with the finite convolution integral operator given by k(r) in (6). 
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and thus this commutativity extends to D, - aT2. By using the result of 
Morrison, mentioned earlier, this implies that 
D,--aT2=/3T+yI 
for an appropriate choice of p and y, and we conclude that 
D,=aT2+/?T+yZ. (7) 
The rest of the paper is devoted to establishing (a) and (b), and thus proving 
(7), which is the main result in the paper. 
4. AN EXPRESSION FOR a, b, c 
Notice that the matrix on the left-hand side of (4) is invertible. Indeed 
from 
k(r) = (_ e”“p(x) dx 
one gets 
k,, = (-1)” I‘x”$(x) dx 
and thus k, # 0 (unless k(c) E 0) while Schwartz’s inequality or more 
generally the fact that log 1 k,, 1 is a convex function of n shows that 
k,k, ,< k;. 
The equal sign is ruled out easily from our assumptions on p(x) being 
measurable. 
Therefore (4) can be rewritten in the form 
[~]]‘=M[~;]. (4’) 
This system of three second-order differential equations can be converted in 
the usual manner into a system of six first-order differential equations 
involving the vector 
V(x) E (a’(x), b’(x), c’(x), a”(x), b”(x), c”(x))~, 
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namely, 
V’= O I v 
L I MO. 
The matrix 
0 I L I II4 0 
(8) 
(9) 
has for its characteristic polynomial the expression det(A’/ - M). Therefore 
its eigenvalues are the square roots of those of M. 
If lli denote the distinct eigenvalues of the matrix in (8) we obtain for 
a’(x), b’(x), c’(x) an expression of the form 
a’(x) = 2: P”,(x) eAix, b’(x) = x o,(x) e.4+, c’(x) = \’ ITi ,-‘I’. 
(10) 
The degree of the polynomials pi(x), Q,(x), xi(x) is at most one less than 
the multiplicity of the corresponding Ai as an eigenvalue for the matrix (9) in 
(8). In going from a’(x), b’(x), c’(x) to a(x), b(x), c(x) one obtains 
a(x) = \’ P,(x) e*‘“, - b(x) = z] Qi(x) eA+, c(x) = \‘ Ri(x) e-‘IX. - (11) 
Observe that t_he degr_ee of e_ach polynomial Pi(x), Qi(x), Ri(x) is not higher 
than that of Pi(x), Q,(x), Ri(x), respectively, except in the case of Ai = 0, 
where the degree can increase at most by one. We shall see later that Ai = 0 
must be among the eigenvalues of M. The additive constant encountered in 
going from (10) to (11) can thus be properly included in (11). 
5. a, 6, c ARE POLYNOMIALS 
In this section we look closer at commutativity equations (3) and use 
expressions (11) to conclude that if Ai # 0, then Pi(x) = Q,(x) = R&C) EZ 0. 
Therefore, a(x), b(x), c(x) are actually polynomials (of degree not higher 
than six). 
Setting x - y = z, and substituting the expressions 
a(x) = y P,(x) e.+, a’(x) = 1 [P;(x) + LiPi e-‘c-‘, 
a”(x) = x [P;(x) + 2AiP( + AfP,(x)I e-‘J, 
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and similar ones for b(x), b’(x), and c(x) in (3) we obtain 
h’“(z) x [Pi( y + z) eAi’ - Pi(y)] eniy 
+ 2k”‘(z) y [ (Pl( y + z) + liPi( y + z) eAir + Pf( y) + iiPi( y)] eAiy 
+ k”(Z) x [ (P;( y + Z) + 2~iP1( y + Z) + A,‘P,( y + Z)) eAiL 
- (pf( Y) + 2AiPi( JJ) + nfPi( y)) + (Qi( y + z) eAiz -- Qi( v))] eniy 
+-k’(Z)\‘ [<Q~(Y+Z)+~~Q~(JJ+~)))~~~‘+Q~(~)+~~Q~(JJ)]~~~~ 
+ k(Z) x [Ri( y + z) eai’ - Ri( y)] eniy = 0. (12) 
Now hold z fixed and rewrite (12) in the form 
1 Si( y, z) eniy = 0 
with Si polynomials in y with coefficients dependent on z. This implies that 
for each i we get 
Si( y, z) z 0. (13) 
This last relation gives rise to several differential equations for k(z), 
obtained by setting equal to zero the coeffkients of different powers of y. 
If we have 
Pi(y) = aiy”i + ... lower order terms, 
Qi( v) = pi y”j + . . . lower order terms, 
Ri( y) = yi y”’ + . . . lower order terms, 
with ai, pi, yi not all zero, we get from the coefficient of y”i in (13) the 
equation 
k”(z) ai(eAiL - 1) + 2/?“‘(z) L,ai(eAiZ + 1) 
+ k”(z)[lfai(e’i2 - 1) + Pi(eAiz - l)] 
+ k’(z)[Ai/li(e*iL + l)] + k(z) ai(eAiz - 1) = 0. (13’) 
If li # 0 this is a nontrivial equation which can be put in the form 
sinh g (a,k’“(z) + (ail: +/I,) k”(z) + y,k(z)) 
+ 2 $ cash G z(2a,k”‘(z) + P,/?(z)) = 0. (13”) 
We intend to show that Ai # 0 and ai, pi, yi not all zero leads to a 
contradiction with our assumptions on k(r). 
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Below use the substitution 
U(z) = k(z) sinh(li/2)z 
(which is legitimate since Li # 0), the abbreviations 
s E sinh(Li/2)z, c E cosh(&/2)z, k E k(z), 
and the relations 
U(z) = ks, 
U’(z) = k’s + (&/2) kc, 
U”(z) = k” + 2(,$/2) k’c + (/li/2)2 ks, 
U”‘(Z) = k”‘s + 3(&/2) k”c + 3(Li/2)2 k’s + &/2)” kc. 
b”“(z) = k’“s + 4(,$/2) k”‘c + 6(1,/2)’ k”s + 4(1,/2)” k’c + (11;/2)’ ks. 
When substituting this into (13”), one obtains 
a,( u’” - 4(&/2) k”‘c - 6@;/2)’ k”s - 4(&/2)’ k’c - &24ks) 
+ (a,Af + pi){ U” - 2(&/2) k’c -- (/$/2)’ ks} + yi U 
+ 2(di/2)(2aik”‘c + /?,k’c) = 0 
= ai( r/‘” - 6(1i/2)2 k”s - ;L; k’c - (&/2)” ks} 
+ (aJf + &.)( U” - (&/2)’ ks) t yi U 
= ai( u” - $I: U” + s(L~/~)~ U) 
+ (aiLf +p,){U' -(nJ2)' U) + CliU 
= ai u’“(z) + (pi - (nj/2)‘) U”(z) 
+ (a,(A,/2)” - P,@,/2)’ + ai) U(z) = 0. ( 1 3 “’ ) 
Notice that if this is a trivial equation, i.e., if all its coefficients are zero. 
we conclude against our assumptions that ai = pi = yi = 0. 
Any solution of this equation can be expressed in one of the following four 
forms: 
Acosh~,z+Bsinh,~,z+Ccosh,u~z+DSinh~~z. 
Acosh,u,z+Bsinh~,z+C+Dz, 
A coshp,z + B sinhp,z + z(Ccoshy,z t D sinhP,z). 
A +Bz + Cz2 + Dz’, 
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depending on the nature of the roots of the corresponding characteristic 
equation. 
We can eliminate most of these instances by recalling that 
k(z) = U(z)/sinh(Af/2)z 
should be real, even, and the Fourier transform of an L’ function with 
compact support. 
These conditions rule out very easily all the choices above except for 
U(z)=B sinhp,z + D sinh,uu,z (14) 
provided that ,D,, ,LI~ are chosen to be integer multiples of A,/2. No other 
choice of U(z) will cancel the zeros in the denominator of k(z). 
We finally conclude that k(z) is given by 
k(z) = (B sinh m,(Ai/2)z/sinh(Ai/2)z) + (C sinh m,(&/2)z/sinh(Ai/2)z). 
But this can be expressed as a polynomial in cosh(A,/2)z and it does not 
meet the requirements k(z) is supposed to meet. 
We have thus shown that Ai # 0 implies Pi, Qi, Ri are all zero. 
6. THE MULTIPLICITY OF 0 AS AN EIGENVALUE OF A4 
The previous section, coupled with (11) shows that a, b, c are polynomials 
whose degrees are not higher than twice the multiplicity of zero as an eigen- 
value of the matrix A4 in (4’). This follows from (9)-(11). 
If this multiplicity were one or less we would eventually get that 
u(x)---and similarly b(x), c(x)---is a polynomial of degree not higher than 
two. But this cannot happen since a(* 1) = a’(* 1) = 0 and a(x) is assumed 
to be nonidentical to zero. 
We conclude that zero must be an eigenvalue of it4 with multiplicity at 
least two. If this multiplicity is two, then the degree of a(x) is at most four, 
and we conclude from (2’) that 
u(x) = a( 1 - x2>*. (5’) 
If this multiplicity is three, a(x), b(x), c(x) would be of degree at most six; 
but we shall argue in Section 8 that this degree is actually four. This will 
establish (5) in general. The next sections use only the already established 
fact that a, 6, c are polynomials. 
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7. AN EXPRESSION FOR k(c) 
The polynomial nature of a, b, c can be used to prove that k(t) is given. 
except for a multiplicative constant by 
k(z) = (sin Q,z/z) + a(sin Q?L/z). (15) 
In this section we first show that k(z) is given by (15) and simplify things 
even further by showing that (6’), below, holds. 
Write 
u(x) = U6X6 + u5x5 + . . . t a, 
b(x) = b6x6 + b5x5 + ... + b, 
c(x)= C6X6 + c5x5 + .*. $ co. 
Set x - JJ = z in (3) and substitute these expressions there to get six different 
differential equations for k(z). The first one, corresponding to the coefficients 
of .v’ in (3) is 
~(a,k’“(z) + b,k”(z) + c6k(z)) + 4a6k”‘(z) + 2b,k’(z) = 0. 
The substitution 
gives 
zk(z) = U(z) 
a6 U”(z) + 6, U”(z) + c, U(z) = 0. 
The second equation, from the coeffkient of y4 in (3) reads 
a, u”(z) + b, U”(z) + c5 U(z) = 0. 
If at least one among the quantities us, b,, c,, a,, b,, c, does not vanish we 
can stop here and go on to (16) below. Otherwise, from the coefficient in y’, 
and using u6 = b, = 0, as well as the equations given above, we obtain 
u4 u”(z) + b, U”(z) + c4 U(z) = 0. 
From (2’) we have that u6, a,, u4 cannot all be zero, and thus we have 
trapped U(z) into at least one nontrivial fourth-order equation. say 
c, u”(Z) + c, U”(Z) + c3 U(z) = 0. (16) 
This equation is of the same form as (13) and an analysis entirely 
analogous to the one done in the latter part of Section 5 shows that except by 
a multiplicative constant k(z) is given by 
k(z) = (sin 0, z/z) + a(sin f12 z/z). (17) 
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This expression can be trimmed down even further. Indeed for any k(z), 
analytic at z = 0, the coefficient of x in the expression det(xl- M) can be 
seen to be given by 
3k,(3k, k, - 28k, k, + 25k:)/(k, k, k, - k;). 
Using k(z) as given by (17) the factor in parenthesis above is given by 
faf2$#2, - Q,)4 (l2, + lq4. (18) 
This should vanish since 0 is an eigenvalue of M with multiplicity at least 
equal to two, and thus, 
det(x1 - M) = x2(x - v). 
The vanishing of (18) means that k(r) can be expressed, except for a 
multiplicative factor, as 
k(r) = sin a</<. (6’) 
8. a, b,c HAVE DEGREE NOT HIGHER THAN FOUR 
Assume now that M has 0 as an eigenvalue of multiplicity three, and using 
the expressions 
k(x) = sin Qx/x 
a(x) = (1 - x’)~ (a, + a,x + a,x’) 
b(x) = (1 -X2)(& + b,x + b,x2 + b,X3 + b,x2) 
degree c < 6 
in Equation (3) one concludes by an analysis similar to the one carried out 
in Sections 5 and 7 that a, = a2 = 0. This establishes (5). 
9. HIGHER ORDER CASES 
The result given above for operators of order four has been verified for 
operators of order up to ten. The crucial part of the work is to arrive at a 
system of equations like (4) in Section 2. After that point one proceeds along 
the same lines as in this paper. As an illustration we indicate the first part of 
the proof in the case of the operator 
D, = (af”)” + (bf”‘)“’ + (qf”)” + (df’)’ + ef: 
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Instead of (4) we arrive at a system of equations of the form 
with M”’ a lower triangular matrix whose diagonal entries are given by 
MI’,’ = Mii’ = k,, M$ = k, k, - kj, Mi\’ = 3k,(k2 k, - ki), and finally 
M”’ = k2 det kk 4 
Since k is the Fourier transform of a nonnegative L’ function we can 
conclude, using logarithmic convexity of the moments or the positivity of the 
appropriate quadratic forms (see [ 16]), that M (‘) is invertible. In this way we 
can get an equation like (4’) in Section 4, and the rest proceeds as before. A 
better method is clearly needed. 
10. SECOND ORDER CASE WITHOUT ANALYTICITY 
In dealing with the second-order case 
D2 f = (bf’)’ + cf 
with b, c smooth enough one can get a proof different from that in ] 13 ] or 
] 15 ] which does not use the analyticity of k(z) at z = 0. 
Commutativity equations (3) are replaced by 
If 
k”(z)(b(z + y) - b(y)) + k’(z)(b’(z + 4’) t- b’(y)) 
+ k(z)(c(z + y) - c(y)) = 0. (19) 
A(z y> = b’(z + Y) + b’(y) C(Z + Y) - C(Y) 
3 
b(z + Y> - 0) ’ B(z’ ‘) = b(z + y) - b(y) ’ 
one concludes easily that 
B(z, Y)lA (G Y) 
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is independent of y, i.e., 
(c(z + Y) - c(Y))/@‘(z + v> + b’(~)) = Q(z) (20) 
for some function Q(Z) with Q(0) = 0. Dividing (20) by z and letting z 
approach zero we conclude 
c’(Y)/~~‘(Y) = Q'(O) 
which gives 
c(x) = 2Q’(O) b(x) + con&. 
Going back to (19) with this expression for c(x) you get 
(k”(z) + 2Q’(O) k’(z)) + k’(z)(b’(z + y) + b’(y))/(b(z + Y) - b(y)) = 0 
which leads, as before, to 
(Wz + Y> - OY@‘(z + Y> + b’(Y)) = R(z) (21) 
with some function R(z) satisfying R(0) = 0. Put z = x - JJ, x = r - II, 
y = r + q, and define 
w? Y> = 0) - NY) 
which gives 
Therefore (2 1) can be written as 
(i ) H t” =I&) (21’) 
leading to 
and for fixed g, we finally have the following functional equation: 
This is a generalized form of D’Alembert’s functional equation whose 
solutions can be found in [ 17, p. 1701. 
With these expressions for b(x) and c(x) one can now solve for k(x). A 
similar approach should work for order higher than two. 
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