Abstract -A vital problem in evaluating the picture quality of an image compression system is the difficulty in describing the amount of degradation in reconstructed image, Wavelet transforms are set of mathematical functions that have established their viability in image compression applications owing to the computational simplicity that comes in the form of filter bank implementation. The choice of wavelet family depends on the application and the content of image. Proposed work is carried out by the application of different hand designed wavelet families like Haar, Daubechies, Biorthogonal, Coiflets and Symlets etc on a variety of bench mark images. Selected benchmark images of choice are decomposed twice using appropriate family of wavelets to produce the approximation and detail coefficients. The highly accurate approximation coefficients so produced are further quantized and later Huffman encoded to eliminate the psychovisual and coding redundancies. However the less accurate detailed coefficients are neglected. In this paper the relative merits of different Wavelet transform techniques are evaluated using objective fidelity measures-PSNR and MSE, results obtained provide a basis for application developers to choose the right family of wavelet for image compression matching their application.
I. INTRODUCTION
Memory and channel bandwidth are the prime constraints in image transmission and storage applications. In view of the growing energy requirements of wireless data services, the volume of multimedia data being transmitted over wireless channels may be reduced using various compression techniques, image compression entails transforming and organizing the data in an easy way of representation in which images of various types and sizes are compressed using different methodologies.
Image compression is one of the most visible applications of wavelet transforms additional to diversified fields as biomedical applications, wireless communications, computer graphics etc. [1] Wavelet based image coders like JPEG2000 standard easily outperform the traditional discrete cosine transform based JPEG image compression. Unlike in DCT based JPEG image compression, the performance of a wavelet based image coder depends to a large extent on the selected wavelet family but standard wavelets normally perform well with photographic images but most images do not possess similar statistical properties as photographic images like medical images, fingerprints, scanned documents and satellite images etc., Active research is carried out on multimedia data compression techniques like JPEG, JPEG2000 and MPEG with more emphasis on achieving high compression ratios, better peak signal to noise ratio (PSNR) and Less mean square error(MSE) measures without degrading the reconstructed image quality. [2, 3] Wavelets provide good compression ratios for high resolution images and perform better than competing technologies like JPEG, in terms of signal to noise ratio and visual quality. Unlike JPEG, wavelets show no blocking affects but allows for a degradation of the image quality while preserving the significant details of the image. In JPEG2000 standard wavelet based image compression system the entire image is transformed and compressed as a single data object rather than block by block as in a DCT based compression system there by allowing uniform distribution of the compression error across the entire image to provide better image quality and high compression ratio. This paper is organized as follows. Section 2 discusses the proposed transform based image compression system. Section 3 details the objective fidelity measures to assess the quality of reconstructed image. Section 4 briefs about discrete wavelet transform. Section wavelet families for image compression. Section 6 explains the results, followed by conclusion in section 7.
II. TRANSFORM BASED IMAGE COMPRESSION SYSTEM
Image compression techniques are broadly classified as lossy compression techniques and lossless compression techniques, depending on whether or not an exact replica of the original image could be constructed using the compressed image.
Lossless image compression techniques are limited in terms of compression ratios, they encode data exactly such that decoded image is identical to the original image. Lossless compression uses predictive encoding which uses the gray level of each pixel to predict the gray value of its right neighbor, the overall result is the reduction of redundancy in the data. Lossless image compression techniques are mainly preferred for applications with stringent requirements such as medical imaging and diagnosis etc. [3, 12] Lossy compression techniques result in high compression ratios and are widely used based on the fact that decompressed image is only a close approximation to the original image. Lossy image compression techniques normally involve Transform coding, Quantization and Entropy encoding operations. In transform coding every image is mathematically transformed similar to Fourier transform, separating image Information on gradual spatial variation of brightness, from regions with faster variations in brightness at edges of the image. Quantization is an irreversible operation in which the slowly changing information is transmitted entirely lossless while information that changes rapidly is transmitted with less accuracy. Transformation Coding techniques, Vector quantization, Fractal coding, Block Truncation coding and Sub band coding etc are few lossy compression techniques. Transform based compression techniques are the mostly used lossy compression techniques, as shown in Fig 2 Initially the input image is processed with selected wavelet Transform to decorrelate the input image; the transform coefficients so obtained are quantized to eliminate the psychovisual redundancy. A good quantizer normally assigns more bits for coefficients with more information content or perceptual significance and fewer bits for coefficients with less information content. The choice of a quantizer depends on the wavelet transform selected.
The last step in transform based quantization is entropy coding, which removes redundancy in the form of repeated bit patterns in the output of the quantizer. Here frequently occurring symbols are replaced with longer bit patterns, resulting in a small bit pattern. The most common entropy coding techniques are Run-Length Encoding (RLE), Huffman encoding, Arithmetic coding and Lempel-Ziv algorithms (LZW) .Arithmetic coder is more effective than others allowing arithmetic codes to outperform Huffman codes and consequently Arithmetic codes are more commonly used in wavelet based algorithms [3] . 
A. Mean Square Error (MSE)
MSE refers to a sort of average or sum of squares of the error between two images. In analogy to standard deviation, taking the square root of MSE yields the root mean squared error or RMSE.
MSE for monochrome images is given by
MSE for color images is given by
Where r (i, j), g (i, j) and b (i, j) represents the color pixels at location (i, j) of the original image. r* (i, j), g* (i, j) and b*(i, j) represent the color pixel of the reconstructed image, while N x N denotes the size of the pixels of the color images [2] .
B. Peak Signal to Noise Ratio (PSNR)
Peak signal to Noise Ratio is the ratio between signal variance and reconstruction error variance. PSNR is usually expressed in Decibel scale. The PSNR is mostly used as a common measure of the quality of reconstruction in image compression etc. PSNR = 10log 10 2 255 MSE (3) Here 255 represent the maximum pixel value of the image, when the pixels are represented using 8 bits per sample. PSNR values range between infinity for identical images, to 0 for images that have no commonality. PSNR is inversely proportional to MSE and CR as well i.e PSNR decreases as the compression ratio increases, for an image.
C. Compression Ratio (CR)
Compression ratio is defined as the ratio between the original image size and compressed image size. The power of wavelets comes from the use of multiresloution rather than examining entire signals through the same window, different parts of the wave are viewed through different sized windows where high frequency parts of the signal uses small window to give good time resolution while the low frequency parts uses big window to extract good frequency information.
[3]Wavelet transform analysis represents image as a sum of wavelet functions with different locations and scales. Wavelet transforms exhibit high dé correlation and energy compaction properties. Problems like blocking artifacts and mosquito noise are absent in wavelet based image coders, also distortion due to aliasing is totally eliminated through design of proper filters. These properties made wavelets suitable for image compression. Similar to other linear transforms, wavelet transforms reduce the entropy of an image i.e. the wavelet coefficient matrix has lower entropy than the image itself and hence coefficient matrix is more efficiently encoded.
Wavelet transform allows good localization in frequency and space, there exist fast O (n Log n) algorithms for implementation. Wavelet decomposition of an image involve a pair of waveforms to represent the high frequencies Corresponding to the detailed parts of an image (wavelet function) clearly showing the Vertical, Horizontal and Diagonal details of the image while the low frequencies or Smooth parts of an image (scaling function) correspond to approximation coefficients. If the high frequency coefficients are very small they can be set to zero without significantly changing the image , the value below which these details can be considered small enough to be set to zero is known as threshold. The greater the number of zeros the greater is the compression that can be achieved.
[1] The amount of information retained by an image after encoding and decoding operations is known as energy retained, which is proportional to the sum of squares of pixel values. If the energy retained is 100% then the compression is lossless as the image can be reconstructed exactly. This occurs when the threshold value is set to zero; it means that the details have not been changed. If any values are changed then energy is lost leading to a lossy compression. Ideally, during compression the number of zeros and the energy retention are as high as possible. However, as more zeros are obtained more energy is lost; hence a balance among the two is required.
Wavelet transforms are classified to be continuous and discrete. For long signals continuous wavelet transform is time consuming, as it needs to be integrated at all times. Discrete wavelet transform (DWT) can be implemented through sub band coding and is useful because it can localize signals in time and scale, whereas the DFT or DCT can localize signals in the frequency domain. DWT is obtained by filtering the signal through a series of digital filters of different scales. The scaling operation is done by changing the resolution of the signal through sampling [13] . 
B.
Daubechies Wavelets A major problem in the development of wavelets during the 1980's was the search for scaling functions that are compactly supported, orthogonal and continuous. These scaling functions were first constructed by Ingrid Daubechies, this construction amounts to finding the low pass filter h, or equivalently, the Fourier series. Ingrid Daubechies invented compactly supported orthonormal wavelets-thus making discrete wavelet analysis practicable [7] . Daubechies wavelet transform signal is defined by the scaling and wavelet functions that are expressed in terms of and β coefficients, respectively. Wavelets with fewer vanishing moments give less smoothing and remove less details, but wavelets with more vanishing moments produce distortions. Daubechies wavelets are widely used to solve broad range of problems like for example, self-similarity Properties of a signal or fractal problems, signal discontinuities etc. The wavelet functions Psi of the next nine members of the family are listed in fig.4 , in which xaxis represents the time and y-axis represents the frequency.
C. Symlet Wavelets
The [4, 8] .
Symlets, as shown in fig.5 , when applied to signal performs better and the Signal to Noise Ratio (SNR) of reconstructed or denoised signal is improved. Symlets are found to be more efficient in denoising applications. 
D. Coiflet Wavelts
Coiflets and the well known Daubechies wavelets are similar in a certain level, but the Coiflet was constructed with vanishing moments not only for wavelet function φ(x), but also for scaling function ø(x). .Coiflets, as shown in fig.6 , are near symmetric; their wavelet functions have N/3 vanishing moments and scaling functions N/3 -1. They are used in many applications using Calderon-Sigmund Operators. Both scaling and Wavelet functions have to be normalized by a factor 1/ 2.The scaling function of coiflets exhibit interpolating characteristics, which implies that this wavelet allows a good approximation of polynomial function at different resolutions. [7] Further, the property of symmetry in coiflets is desirable in signal analysis work due to the linear phase of the transfer function, although coiflet method is less flexible in visualizing any frequency of interest, its discrete form is useful for digital implementation. 
E. Biorthogonal Wavelets
Biorthogonal wavelets extend the family of orthogonal wavelets and have applications in signal and image processing. The periodic biorthogonal wavelet transforms are realized by Matrix-vector products with sparse, structured matrices [7, 9] . An open fact in filter theory community is that when same FIR filters are used for decomposition and reconstruction process, the symmetry and Perfect reconstructions are totally incompatible. To circumvent this difficulty, dual scaling and wavelet functions with following properties are used: i)
They are zero outside a segment and Calculation algorithms maintained are simple. ii) Filters associated are symmetrical. iii) Functions used for calculations are easier to build than those used in Daubechies wavelets. Biothogonal wavelets, as shown in figs.7 to 8, exhibit the property of linear phase for signal and image reconstruction, by using two wavelets for decomposition and reconstruction.The asymmetric nature of Biorthogonal wavelets causes artifacts at the borders of wavelet subbands. These wavelets along with Meyer wavelets are capable of perfect reconstruction. 
VI. EXPERIMENTAL ANALYSIS
In the proposed analysis work, different gray scale images and color images with varying content of details are considered for two level decomposition as well as Different color images have also been considered for analysis however the experimental results of two of them are tabulated but it was observed that the metrics so obtained for color images are numerically less in magnitude. In the case of gray scale images it was observed that Daubechies family wavelet Db8 produced highest PSNR of order 48.6538 for Medium detail image1, while the Biorthogonal family wavelet Bior6.8 produced highest CR of order 63.4034 for the same Medium detail image1.
In the case of color images it was observed that Biorthogonal family wavelet Bior3.3 and Symlet family wavelet Sym6 produced better PSNR and CR values of order 27.0686 and 57.1390 for the same color image1-ganesh.
The results obtained clearly indicate that Biorthogonal functions offer good compression performance than remaining ones; however the Daubechies functions do perform better in statistical terms. Since each wavelet filter gives a different performance for different fidelity metrics and different images, it can be concluded that compression performance depends on the size and content of the image therefore it is appropriate to tailor the choice of wavelet based on image size and content for desired quality of reconstructed image.
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