This last is the starting point for the present paper. Although the upper semicontinuity of s -> Sp s T for s e (0,1) is a purely topological statement, its proof in [44] depends upon properties of analytic functions. This state of affairs seems somewhat unsatisfactory: surely from such a proof it should be possible to draw analytic conclusions. We do just that, using the recently developed tools from the theory of analytic multivalued functions. This theory was first applied by Z. Sίodkowski in [38] to describe the spectrum of an analytically varying operator on a Banach space; by contrast we keep the operator fixed and allow the space to vary. One of our two main results (2.7) asserts that the map λ -> Sp (Reλ) Γ is an analytic multivalued function on{λ;0<Reλ<l}. Unfortunately, technical problems force us to impose a mild condition on T for the proof to 445 446 T. J. RANSFORD
Preliminaries.
The purpose of this section is to sketch some background from two areas of analysis: analytic multivalued functions, and interpolation theory. We shall also take the opportunity to establish some notation.
We begin with analytic multivalued functions. Let X and Y be Hausdorff topological spaces and denote by κ(Y) the collection of nonempty compact subsets of Y. A map K: X -» κ(Y) is said to be upper semicontinuous (u.s.c 
.) if whenever U is open in Y, the set (JC e X; K(x) c U) is open in X. The graph of K is defined as graphic) = {(x,y)tΞXX 7; y^K(x)}.
Also if X x c X, then K\X λ denotes the restriction of K to X v The following fundamental result was proved by Z. Siodkowski in [38] (further information on pseudoconvex sets and plurisubharmonic functions may be found for example in [23] ). Aupetit, this breakthrough enabled him to solve the generalised Pelczyhski conjecture (see [38] ). Since then, a number of other applications have been found, both in spectral theory [3, 4, 6, 7, 30, 31, 38, 39, 53] , and in uniform algebras [4, 38, 41, 42] . Progress has also been made in investigating the abstract properties of a.m.v. functions (see [1, 2, 4, 5, 6, 8, 30, 32, 33, 34, 38, 40, 41, 53] ), and we shall occasionally need to refer to some of these papers. Now we turn to interpolation theory. Almost everything in this section is taken from the fundamental paper of A. P. Calderόn [12] ; details may also be found in [9] . Let 
Henceforth we shall always assume that Δ is dense in both B o and B v
Let G be the open strip {λe C O < Reλ< 1}. Define & to be the class of all bounded continuous functions f:G-*Σ which are analytic on G, such that for j = 0,1, the function / -» f(j + it) takes values in B J9 is || 11 ^-continuous and tends to zero as |/| -» oo. On the vector space J^, we introduce the norm ||/|U= max sup{||/(y + it)l; -oo < t < 00} and this makes & a Banach space. For each λ ^ G, the Banach space [B o , £J λ is defined to be the quotient of & by the closed subspace its norm || || λ being just the quotient norm. Usually we shall abbreviate it simply to B λ . Of course, it depends on λ only through Re λ, but it will be convenient for us to define B λ for all AGG. Also it appears that we have two definitions for the spaces 2? 0 , B λ and their norms, but the density assumption on Δ above ensures that these definitions coincide. It also implies that Δ is dense in B λ for every λeG.
If (Z, II II) is a Banach space, let us write Z* for its dual, equipped with the usual dual norm || ||*. Then λ is defined to be the quotient of ^ by the closed subspace its norm || || λ being just the quotient norm. The whole point of introducing ^ is that it can be shown that if λ ^ G, then [2?<f, 5f] λ is isometrically isomorphic to 2?*. Also, if on their common domain of definition.
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Let / e J^, g e^ and λ G G; we shall denote by [/] N+l and since the right-hand term converges to zero uniformly on some neighbourhood of λ 0 , we deduce that p is analytic on a neighbourhood of λ 0 . D
We shall also require a rather more recent result: this is the Reiteration Theorem, which originally appeared as [12, 12.3 ], but with a hypothesis that has since been proved redundant (see [13] (1.4) . Also, if S is an operator on a Banach space Z, we shall denote its spectrum in L(Z) by SpίS; Z); in the case when Z = B λ , this will often be abbreviated simply to Sp λ *S. In this section we shall investigate the properties of the set-valued map λ -> Sp λ Γ: G -> fc(C).
In carrying out such investigations one must beware of the following pitfall: the fact that T may be invertible in both L(B 0 ) and L{B λ ) does not imply that the two inverses of T must agree on Δ = B o Π B v An example of this phenomenon will be outlined below. However, something positive can be said. Define W τ to be the set ofzGC such that 
(see [9, Chapter 5] We are therefore led to make the following definitions.
(I) T satisfies the uniqueness-of-resolυent (U.R.) condition if whenever 0 < 5 < / < 1 and z ί Sp s (Γ) U Sρ,(Γ), then the inverses of (T -zl) in L(B S ) and L(B t ) agree on Δ.
(II) T satisfies the local uniqueness-of-resolvent (U.R.) condition if whenever 0 < s < 1 and z ί Sp,(Γ) for all t in some neighbourhood of s, then the inverses of (T -zl) in L(B t ) agree on Δ for all / in some (possibly smaller) neighbourhood of s.
The first definition was introduced in [52] . The second definition is new: it is much milder than the first and may possibly be vacuous. Certainly the author knows of no T which fails to satisfy it, though there is a hint of a counterexample in [44] . However, it will be useful to assume it later on.
Combining (1.3), (2.1) and the definition (I) above immediately yields the following crude but useful corollary. (If Q e κ(C), then we shall write Q for its polynomial hull, which equals the union of Q with all the bounded components of C \ Q.)
Now we give some simple criteria which are sufficient to ensure that T satisfies the U.R. conditions. First we need another piece of terminology. Let (X, μ) be a σ-finite measure space; a complex Banach space (Z, || II) of measurable functions on X (with two functions being identified if they agree μ-almost everywhere) is a Banach lattice if whenever /e Z and g is measurable with \g\ < |/|, then g & Z and ||g|| < ||/||. Also Z is said to satisfy the dominated convergence condition if whenever f n is a sequence of elements of Z converging pointwise to zero on X in such a way that |/J < / for some / ^ Z, then ||/J| -> 0. PROPOSITION 
(I) Each of the following two conditions ensures that
In order to prove this result we require a lemma which is a variant of a classical result of E. M. Stein 
Our task is to prove that φ is subharmonic on G v Note that for each λ e G l9 since z -» -log|z -α -λ6| is subharmonic on a neighbourhood of K(λ), it attains its maximum over K(λ) on the boundary of K(λ), which is contained in Sp λ Γ, which in turn is contained in K(λ). Thus if λ G G l9 then
Fix an arbitrary λ 0 G G x : we shall prove that φ is subharmonic on a neighbourhood of λ 0 . 8 ) and L(2? λo+5 ), and the two inverses agree on (B λo _ δ ) Π(5 λo+δ ).
Assertion. There exists δ > 0 such that T -{a + λ o b)I is invertible in both L(B XQ _

Assume this for the time being, and set
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so that by (1.3), if B' μ -[B(>, B[) Therefore φ will be subharmonic on a neighbourhood of λ 0 if φ' is subharmonic on a neighbourhood of 1/2. All this shows that we may "delete the primes" and assume without loss of generality that λ 0 = δ =
1/2. Thus T -(α + λ o b)I is invertible both in L(B 0 ) and L(B ± ), and its inverses agree on Δ. Set
M -max(|(Γ -{a + λ^)/)-1^, |(Γ -(β + λ o b)l)-\).
It follows from (1.4) that T -(a -f λ o b)I is invertible in each L(B λ ), all the inverses agree on Δ, and
lίΓ-ίfl + λofcJ/Γ'I^Λf (λ€=G).
Set r = min(δ,l/2M|6|). Then if |λ -λ o | < r, the operator T{a 4-λb)I is invertible in L(B λ ).
Since by (6) φ(λ) = logr λ ((Γ~(α + Xό)/)" 1 ) (|λ -λ o | < r), it follows that φ is the limit of the decreasing sequence of functions It is therefore sufficient to prove that for each integer k > 1, the map is subharmonic on the set H = {λ; |λ -λ o | < r}, and we shall do this by verifying that the family of operators S λ & L(B λ ) defined by satisfies the hypotheses (i) and (ii) of (2.5). (ii) Suppose |λ -λ o | < r. In the space L(B χ ), we then have 
the convergence of the right-hand side being uniform on H. For each j > 0, the function is analytic on G, by (1.2). Hence the right-hand side of (7) is analytic on H, whence so also is the left-hand side, as was to be proved. -ness' only for K(λ) rather than for Sp λ Γ, which is the more natural object to consider. Our second main result rectifies this situation, though at the cost of making an extra assumption about the operator T.
Proof, (a) This part is due to I. Ya. Sneiberg [44] ; his ingenious argument is repeated in the less obscure reference [52] .
(b) The proof is almost identical to that of (2.4)(b) with K replaced by L. The only difference is that the Assertion made in the middle of the proof now follows directly from the local U.R. assumption on T. Π REMARKS.
(1) As already pointed out, it may well be the case that every T satisfies the local U.R. condition: if this is true, then (2.7)(b) is stronger than (2.4)(b) because dK(λ) c L(λ) c K(λ) for every λeG.
(2) Sneiberg's proof of (2.7)(a) is completely different from that of (2.4)(a). Though at first sight his result appears to be stronger, this is not quite the case, for (2.4)(a) asserts the upper semicontinuity of K on the whole of G, whereas (2.7)(a) does not guarantee that L is u.s.c. on 3G. Indeed, this can sometimes fail to be true, even if T satisfies the U.R. condition. The following example is an adaptation of one due to Sneiberg [44] . mapping l λ to L^, and / 2 to L 2 . By (1.4), T interpolates to an operator on each B λ which is also of the form (9). Now 0 £ Sp λ Γ if and only if S' ^oReλ ~> ^iReλ * s iπvertible. For Reλ = 1 this is indeed the case, since S: l 2 -> L 2 is well known to be an isomorphism (even an isometry), but if Reλ < 1 then this cannot happen, because if p < 2 < q then l p and L q arc not even isomorphic Banach spaces. Thus Sp λ Γ fails to be u.s.c. at λ = 1. In fact, it is easy to show that \{z;|z|-l), if Reλ. 1. Before going on to consider applications, we state one more general result due to C. J. A. Halberg and A. E. Taylor. A partial proof, which uses the ideas developed in this paper, will be given in the next section. For the full proof the reader is referred to [17] . THEOREM Finally, if either a or β happens to be -oo, then the result follows easily by applying what has already been proved to sequences a n and β n decreasing to a and /? respectively. D
As a corollary, we deduce a simple 'constancy condition' for Sp λ Γ. It is a generalisation of a theorem of P. Sarnak [36] , who stated it for the special case when T is a convolution operator on the Z^-spaces of a locally compact Abelian group.
First we recall that a subset P of C is said to be polar if there exists a subharmonic function u: C -» [-00, 00) which identically -00 on P but not on C. A compact polar set is totally disconnected and so automatically has empty interior and connected complement. A countable subset of C is always polar. Details on polar sets may be found in [20] . (1) The constancy of Sρ λ Γ need not extend to λ e 3G. Indeed from [36, 11] , if T is the operator on the L^-spaces of the circle group defined as convolution with the Cantor-Lebesgue measure, then Sp(T; L 2 ) is a countable set of real numbers, whereas Sp(Γ; L λ ) is not entirely real.
(2) An operator S is said to be quasi-algebraic if there exist monic polynomials p n of degree n such that n^0 as«^ 00.
By a result of P. Halmos [18] , an operator S is quasi-algebraic if and only if its spectrum is a polar set. Thus (3.2) shows that if T\B λo is quasi-algebraic for some λ 0 e G, then T\B λ is quasi-algebraic for all λeG. This result is an analogue of a theorem of M. Krasnoselskii [24] which shows that the same holds if 'quasi-algebraic' is replaced by 'compact', at least provided that B o and B t satisfy certain conditions.
The proof of (3.2) made use of Halberg and Taylor's Theorem (2.8), or rather, its corollary (2.9). It is interesting to note that the methods of this paper can be used to prove at least the following partial form of (2.8) (the only difference being that λ 0 is assumed to be in G rather than just iπG). which is a contradiction. D
It is perhaps worth noting (as was done in [15] for the special case of /^-spaces) that with almost no extra work we can deduce the following strengthened form of (3.3). Proof. From (3.3) we know C Π Sp λi Γ and C Π Sp λ2 Γ are non-empty closed subsets of C. By (2.2)(b) their union equals C, so if they were disjoint then they would disconnect C, which is impossible. D Theorems (2.4)(a) and (2.7)(a) were results about upper semicontinuity. We also have a form of lower semicontinuity. 
