We consider the problem of robust output feedback control of set-valued discrete time systems. Such systems appear frequently in applications such as process control. The aim is to motivate and obtain an efficient formulation of robust control problems and the resulting structure of the controller for such systems. This formulation, and the controller structure are obtained by taking small noise limits of the information state dynamics arising in a related risk-sensitive stochastic control problem. The necessary and sufficient conditions for solvability are also presented.
Introduction
Robust control addresses the problem of designing high performance controllers when there is uncertainty in the system to be controlled. The most demanding problems in robust control deal with model uncertainty. In most practical situations these types of uncertainties cannot be described as an additive disturbance; which is the typical model used in the literature on robust or H , control. This is more profound in the case of nonlinear systems, but even in the case of linear systems where the parameters are known to lie in certain numerical intervals (but their precise numerical values are not known). These considerations can be addressed if the problem of robust output feedback control is formulated in the context of systems modeled as where F and G are set-valued maps, and Z k E R" are the states, U k E U C Rm are the control inputs, and y k E R is the measured variable. Furthemore, 50 is assumed to be 0. The aim of this paper is to provide an appropriate formulation, and solution of the robust control problem for such systems. In particular, if we were given a regulated output z along with the above dynamics, what would be an appropriate way to set up a control problem to minimize the influence of setvaluedness on z , while achieving certain performance objectives. Here, the set-valuedness is assumed to be due to bounded perturbations (additive and nonadditive) of a nominal single-valued system. We deal with the restricted case (i.e. having 20 = 0), the results can be extended to the case of non-zero zo.
We aim at obtaining the structure of the controller without invoking ad hoc assumptions on the structure, and without restricting to overtly simplified system classes. A key idea used in our approach to achieve this, following [5] , is to study carefully the relationship between an associated risk-sensitive stochastic control problem and the dynamic game formulation of the robust control problem. The two are related via a small noise limiting procedure which helps to establish crisply the structure of the dynamic controller. The approach correctly constructs the information state of the controller and its dynamics; a key concept.
The main steps are as follows. In section 2, we consider a risk-sensitive stochastic control problem. We employ the idea in [5] , where the small noise limit of a risk-sensitive stochastic control problem is taken to formally obtain an information state solution to the deterministic nonlinear H , control problem. In [5] an exponential cost function motivated from [3] was used, and small noise limits taken. We use the information state recursion derived from the stochastic control problem as the basis for the derivation of the dynamics of the controller for the deterministic problem. From our viewpoint, the stochastic control problem is entirely motivational, and we drop most of the assumptions associated with the small noise limit derivation when considering the deterministic problem in section 3. The information state has a natural cost interpretation associated with it, and we postulate the minimization of this cost as a candidate formulation for the deterministic robust control prob- 
We now consider the following control problem for ments that can be generated by the closed loop system E"".
Remark: The above result yields a separation principle, since one now deals solely with the information state system (6) , where the information states p plays the role of the states, and y the role of disturbance. Hence, we have converted a partially observed system (4) to a fully observed (infinite dimensional) system control problems for the system E. Consider for ex-
where Xk evolve via the dynamics (4). One could now consider attenuating the (Lipschitz) induced norm of 2, (provided of course that h is not, say, uniformly
Such a problem is considered in detail in [l] , and an example of its application to disturbance attenuation for a discontinuous system subject to parameter variations and additive noise is given in [2], where its performance is compared to an If, controller. to the dynamic programming equation (9) such that
Controller Structure
Before, proceeding further, we define the following pairing, (p, q) = sUp,,Rn ( p ( x ) + q ( z ) } . We now state the solvability of the robust control problem in terms of a new cost function involving the information state T h e o r e m 3 (Suficiency) Assume there exists a solution M to the dynamic programming equation (9) on some non-empty domain
Pk.
Then it can be shown that this satisfies the following dynamic programming equation Hence, the policy is separated, and the information state contains all the relevant information required for control. We now take the small-noise limit of the information state recursion to construct an analogow filter for the deterministic robust control problem.
Small Noise Limit
We first define some spaces following [5] .
for some y E M } We equip these spaces with the topology of uniform 
Under the assumptions made on the system, a straightforward application of the Varadhan-Laplace 0 lemma (Appendix) yields the result.
Remark:
In particular, setting ufizs = e: @ in equation (a), and employing the result of theorem l, we obtain 2304 3 
Robust Control
We now consider the deterministic system (corresponding to E + 0) defined by for k = 0,. . . , K -1. We assume that the system (4) satisfies the relevant assumptions of section 2. Namely, that F , G take on compact values with nonempty interior, and u k E U , with U compact. We h s t simplify the information state recursion (3) for this case. Here it is assumed that we have access to the function L, which is tied to the particular kind of robust control problem being considered. More will be said about this in the next subsection. Note that we have forced 50 = 0 here. The reason being that it simplifies the development. The general case can be dealt with in a similar manner [l] .
We carry out the following change of variables in equation (3)
P O b ) e h(2) . k-1
Then equation (3) can be written as
Using the convention that the supremum over an empty set is -CO, we can place a natural restriction on(. D e h e fib, Y, U ) {S E R" I 2 E m, U ) and Y E G ( t ) ) This just ensures that the values of are compatible with 2, U and y, given the dynamics (4). Then equation (5) can be written as Pk+1 (2) suP<Efl(z,y*+~,Uk) (Pk((E) + SUPTEF(<,Uk) ( L(z, z -r, U k ) -* 1 2 -r I"} (6) or by (compactly) writing H @ k , yk+l, u~)(z) for the right hand side of (6) as
yielding the information state recursion for the deterministic system. Here, b~( . )
Remark: Since, 20 = 0, we require po = 6{o}. This forces us to drop the requirement that p be continuous for the deterministic case. However, if zo were The result follows.
0
It is clear that under P t , yf, and zf are independent.
Furthermore, the existence of P t is guaranteed by Kolmogorov's extension theorem. In a similar manner, we define the inverse transformation relating Pu to Pt as follows.
Information State
Consider the space L m ( R n ) and its dual ,,*(En).
We will denote the natural bilinear pairing between L m ( R n ) and Lm*(Rn) by < ~, q > for T E Lm*(Rn),
We define the information state process ailE E q E Lm(Rn).
La* (R") by 
2305
=< Cfi'E*(U&l, yg).i-l, q > for any q E Lm(R").
0
Observe that for all U E U O , K -~, we have
Thus, the cost can be expressed as a function of a$' alone, and hence the name information state for ailE is justified. We can now obtain the solution to the risk-sensitive stochastic control problem via dynamic programming. This methodology is well known in the stochastic control literature [5] , [4] . Define the value function for Q E L1(R") by lem. We also present necessary and sufficient conditions for the solvability of the deterministic problem. These conditions are derived independently of section 2. Thus, once the structure of the controller has been discovered by taking small noise limits to the risk-sensitive stochastic control problem, the actud deterministic results can be derived directly with less restrictive assumptions and easier mathematical arguments.
Risk-Sensitive Stochastic Control
We will consider a special case of the risk sensitive stochastic control problem. On a probability space (0, F , P") consider the stochastic control problem 
A3.
A4. 
A5.

A6.
Denote by
A8. x: has density p ( x ) = ( 2~) -~/~ exp(+lx12).
We could let q$, and U; be generated by other (nonuniform) densities. However, the uniform density assumption allows simplification of the mathematical development. Note that assumption A7 places restrictions on F and G. An example of F which satisfies these assumptions is
where, A, and B are matrices of appropriate dimen- and the partially observed risk-sensitive stochastic control problem is to find U* E U O , K -~ such that
Z1EUO.K-1
We further assume that
A9
. L E C ( R n x Rn x R m ) is single-valued, nonnegative, bounded and uniformly continuous. Remark: Thus, we see that the information state can be transformed by a simple limiting operation to the indicator function of the set of feasible states. This has implications on the computability of the problem, as suppose the system starts from rest (i.e. xo = 0). Then, clearly by lemma 3, the information state is always nonpositive. Hence, it is zero on feasible states, and -CO elsewhere. Thus, instead of computing the information state via (6), one could consider propagating the set of feaible states (the SO called problem of guaranteed estimation [7] , [6] ).
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