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Systémy pre synchronizácie dát sú v dnešnej dobe veľkým prínosom hlavne pre 
programátorské tímy, ktoré pracujú na projektoch z rôznych geografických miest. Taktiež 
ponúkajú široké využitie bežným užívateľom. Veľkou výhodou je možnosť vracať sa 
k predchádzajúcim verziám projektu v prípade vzniku chyby. Existuje mnoho 
synchronizačných nástrojov, v tejto práci boli vybrané dva nástroje, ktoré patria medzi 
najpoužívanejšie Subversion a rsync. Hlavnou výhodou vybraných nástrojov je kompatibilita 
s najpoužívanejšími operačnými systémami a licencia GNU/GPL. 
Subversion patrí medzi skupinu nástrojov na správu verzií zdrojového kódu. Primárna úloha 
je udržiavanie viacerých verzií zdrojového kódu pomocou virtuálneho súborového systému, 
ktorý uchováva verzie celej adresárovej štruktúry. Každému súboru a adresáru sa priradí číslo 
verzie. V prípade vzniku kritickej chyby, ktorá spôsobí že je zdrojový kód nepoužiteľný sa 
vykoná obnova predchádzajúcej verzii zdrojového kódu. Toto riešenie je vhodné pre firmy 
s externými pracovníkmi. 
 
Rsync je rozšírený nástroj, ktorý slúži na súborovú a adresárovú synchronizáciu v lokálnych a 
verejných sieťach. Je to vhodná náhrada za zastaraný protokol FTP ,oproti ktorému poskytuje 
zabezpečený prenos a viacnásobne vyššiu rýchlosť. Taktiež je vhodný na denné zálohy 
dátových serverov alebo projektov. 
 
V druhej a tretej kapitole sa práca zaoberá laboratórnymi úlohami z predmetu BSOS. 
Obsahujú vysvetlenie primárneho pracovného postupu, konfiguráciu servera Subversion 









Riadenie zmien na dokumentoch (Revision control system - RCS ) sa používa ak tím ľudí, na 
rôznych geografických miestach pracuje na jednom súbore alebo projekte a požadujú stále 
jeho najaktuálnejšiu verziu. 
Nástroj typu RCS slúži nielen k úplnému prehľadu všetkých zmien, ale tiež umožňuje vidieť 
presný stav sledovaných dát kedykoľvek v minulosti a tiež vrátiť sa k predchádzajúcej verzii 
daného programu v prípade, že behom ďalšieho vývoja dôjde k chybám. Každej zmene 
vykonanej v zdrojových kódoch je priradené unikátne číslo označované  ako číslo revízie.  
Správca verzií sa využíva všade tam, kde pracujete so súborom alebo súbormi, ktoré sa dajú 
nejako zmysluplne radiť do verzií. To pre bežného užívateľa skladajúceho na počítači hudbu 
znamená, že systém pre správu verzií môže použiť na vylepšenie svojich piesní, pre 
sekretárku to môže znamenať ukladanie verzií šablónalebo dokumentov a tak ďalej.  
Správcu verzií je možné použiť na textové i binárne dáta. Správcovia verzií sa dajú v drvivej 
väčšine prípadov nasadiť v sieťovom prostredí. 
Prvá verzia RCS systému vznikla v roku 1985. Autor je Walter F. Tichy. [5] 
 
Obrázok 1.1 Princíp systému Subversion v sieťovom prostredí 
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Pri práci  so systémami RCS sa používajú nasledujúce pojmy: 
SCM - source content management – manažovanie zdrojového kódu 
RCS - revision control system – systém pre správu verzií. 
Projekt - to, čo chceme radiť do verzií. Napríklad zdrojový kód, dokument a podobne. Pre 
jednoduchosť  je možné si predstaviť ako zložku s viacerými pod zložkami a súbormi 
Úložisko (repository) - Umožňuje organizovať projekt a spravovať jeho verzie. Úložisko má 
formát, ktorý určuje jeho vlastnosti. Môže sa jednať o zložku na serveri alebo o kus databázy. 
Vetva - slúži k organizácii repository, jedná sa o akúsi analógiu s adresármi. Ak sa  z úložiska 
stiahne vetva, na klientovi vznikne adresárová štruktúra, ktorá presne zodpovedá vetvám v 
úložisku.  
Revision (revízia) - Revízia je poradové číslo každej zmeny. Slúži k sledovaniu zmien vo 
vetvách v čase. Každá zmena v nejakej vetve vytvorí novú revíziu v rámci celého repository. 
Revízia obsahuje informácie o tom, čo bolo zmenené, kto zmenu urobil, poznámku a čas.  
Pracovná kópia (working copy) - Kópia dát z úložiska v aktuálnej revízii na pevný disk 
lokálneho klienta. Do pracovnej kópie je možné robiť zmeny, ktoré je možné príkazom 
commit uložiť späť do úložiska.  
Checkout - postup, pri ktorom si klient stiahne na lokálny disk z úložiska aktuálnu  verziu 
projektu. 
Commit - postup, pri ktorom uložíte svoju pracovnú kópiu projektu do úložiska. Ak sa 
vykonáva commit celej pracovnej kópie, jedná sa o atomickú operáciu, sú odoslané všetky 
zmeny vo všetkých objektoch v správe verzií, ak dôjde k chybe pri prenose, nie je commit pre 
ostatných užívateľov repository viditeľný, nie je vytvorená nová revízia. 
Konflikt verzií - je stav, ktorý signalizuje, že rovnaký objekt, ktorý má byt práve uložený do 
úložiska, bol zmenený niekým iným a nachádza sa v repository v aktuálnej revízii v inej 
podobe, ako ten čo je v pracovnej kópii. Nedá sa urobiť commit celej pracovnej kópie, ak sa v 
nej nachádza jeden alebo viac súborov v konflikte. 
Server - v tomto kontexte sa jedná buď o stroj, na ktorom je umiestnené úložisko, alebo o 
software, ktorý úložisko spravuje (vykonáva príkazy checkout a commit, rieši konflikty a 
podobne).  
Klient/client - počítač, na ktorom sa nachádza pracovná verzia projektu. (Tá sa pri ukončení 




1.1 Prehľad súčasných RCS systémov 
V nasledujúcej kapitole nasleduje zoznam najpoužívanejších RCS nástrojov a ich stručná 
charakteristika. Kvôli prehľadnosti sú rozdelené na 3 typy: 
- pod licenciou GNU/GPL  
- platené/komerčné 
- Alternatívne riešenie 
 
GNU/GPL: 
CVS – (Concurrent Versions System) je založený na architektúre client/server. Môže byť 
použitý na rôzne programovacie jazyky (ASSEMBLER,C/C++, internetové  stránky, atď.) 
V rokoch minulých a čiastočne aj dnes, bol tento nástroj najviac rozšírený a používaný. 
SVN – (Subversion) Je moderný nástroj, ktorý nahradil CVS. Je založený na architektúre 
client/server. Podporuje kódovanie UTF-8, čím umožňuje písať dokumenty anglicky, rusky, 
slovensky atď. Podporuje ľubovoľné programovacie jazyky.  
Bazaar – distribuovaný systém pre správu verzií. Podporuje viacero pracovných postupov. Je 
napísaný v programovacom jazyku Python  
GIT - distribuovaný nástroj pre správu verzií, určený na prácu od malých až po veľké 
projekty. Nie je závislý na prístupe k sieti alebo k centrálnemu serveru. 
Mercurial - distribuovaný nástroj pre správu verzií naprogramovaný v jazyku Python a C. 
Pôvodne bol navrhnutý pre OS Linux, ale v súčasnosti sa môže používať už aj na iných 
operačných systémoch. 
Rsync je integrovaná aplikácia pre unixové systémy, ktorá dokáže synchronizovať súbory a 
zložky z jedného umiestnenia do iného. Používa dôveryhodný algoritmus, na rýchlu 
synchronizáciu súborov na sieti. Je rýchly, pretože posiela cez sieť iba rozdiely v súboroch, 
namiesto posielania celých súborov. Dokáže synchronizovať súbory aj zložky, z jedného 





The Perforce SCM – (Software Configuration Management System) Založený na 
architektúre client/server. Využíva grafické rozhranie klienta. Podporuje prácu na projektoch 
2-8000 užívateľov. Na trhu je už 12 rokov. 
ClearCase – (Rational software IBM) dokáže pracovať s veľkými binárnymi súbormi a 
s veľkým počtom súborov a stovkami užívateľov.  
BitKeeper – Distribuovaný nástroj pre správu verzií používaný vývojármi Linuxu. 




Google docs – Online nástroj pre správu verzií. V rovnakom čase môže dokumenty prezerať a 
upravovať viac používateľov. Na obrazovke je okno chatu pre tabuľky a v revíziách 
dokumentu je možné jednoznačne zistiť, kto a kedy upravil ktorú časť. Zobrazenie a 
prezentácia s ostatnými je veľmi jednoduchá vec. Ktorýkoľvek pripojený používateľ môže 
automaticky sledovať prezentujúceho. Aplikácia Google Dokumenty podporuje väčšinu 
bežných formátov súborov, vrátane DOC, XLS, ODT, ODS, RTF, CSV, atď. Služba vyžaduje 
konto Gmail. Online ukladací priestor a automatické ukladanie znamenajú, že nehrozí 
















Je voľne šíriteľný systém na správu verzií. Primárne sa používa na správu zdrojového kódu 
pri programovaní a pri práci viacerých ľudí na jednom projekte, ktorý sú na rozdielne 
vzdialených geografických miestach.  
 
Obrázok 1.2 Subversion architektúra [12] 
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Medzi jeho hlavné výhody patrí, udržiavanie viacerých verzií zdrojového kódu projektu. 
V prípade vzniku kritickej chyby, ktorá spôsobí že je zdrojový kód nepoužiteľný, sa môžeme 
kedykoľvek vrátiť k predchádzajúcej verzii. V podstate umožňuje, aby viac ľudí v jednom 
okamihu, napr. cez LAN získalo najnovší zdrojový kód a prípadne, ak na to majú právo, nový 
kód pridávali do centrálneho úložiska. Dokáže spravovať a radiť do verzií zdrojový kód, ale aj 
binárne dáta. Tento systém vznikol v roku 2001 ako náhrada za známy systém CVS. 
 
Na obrázku 1.2 je zobrazená Subversion architektúra. Spodná vrstva je úložisko Subversion, 
v ktorom sa nachádzajú všetky dáta. Najvyššia  vrstva predstavuje klientsky program, ktorý 
slúži na úpravu pracovej kópie. Medzi týmito vrstvami je  viacero ciest cez vrstvy prístupu 
k úložisku (RA – repository acces layers). Niektoré z týchto ciest vedú cez počítačovú sieť a 
cez sieťové servery, ktoré pristupujú k úložisku. Ostatné cesty obchádzajú sieť  a pristupujú 





Základné komponenty Subversion: 
 
 Svn: Príkazový riadok – klientsky program. 
 
 Svnversion: Program ktorý ukazuje stav pracovnej kópie. 
 
 Svnlook: Program pre priame kontrolovanie Subversion. 
 
 Svnadmin: Nástroj na vytváranie, vylepšovanie a upravovanie úložiska.   
 
 mod_dav_svn: Plugin modul pre Apache HTTP Server, sprístupňuje úložisko v sieti. 
 
 Svnserve: Samostatný serverový program, spustiteľný ako daemon proces alebo volaný cez 
SSH. Prípadne jedna z  možností ako sprístupniť svoje úložisko cez sieť ostatným 
užívateľom. 
 
 Svnsync: Program na vytváranie obrazov (mirror) z jedného úložiska do druhého cez sieť.  
 
 
Zapisovanie verzií adresárov: 
Systém pre synchronizáciu využíva virtuálny súborový systém, ktorý uchováva verzie celej 
adresárovej štruktúry. Každému súboru a adresáru priradí číslo verzie. 
 
História verzií: 
Systém umožňuje vytvárať, mazať, kopírovať a premenovávať adresáre a súbory. Ak pridáme 
do úložiska nový súbor alebo adresár, začína s jeho vlastnou novou históriu. 
 
Atomický commit: 
Môžeme určiť ako často budeme do úložiska vkladať jednotlivé modifikácie nášho projektu. 
V tomto spočíva výhoda pre vývojárov, nahrávať do úložiska projekt v jednotlivých 





Verzie metadát  
Nová možnosť u Subversion je, že každému súboru a adresáru sa môže priradiť množina 
metadát (alebo “vlastností”). Je to v podstate hodnota - kľúč priradené súboru alebo adresáru 
vo vašej pracovnej kópii. Môžeme vytvoriť a uchovávať ľubovoľné páry hodnota - kľúč. 
Metadata sú radené do verzií, podobne ako obsah súborov.  
 
Podporované viaceré typy serverov 
Subversion bol navrhnutý s abstraktnou sieťovou vrstvou. To znamená, že úložisko môže byť 
programovo dostupné akýmkoľvek serverovým procesom a klientom, ktorí majú doňho 
prístup. Je možné ho prevádzkovať na známom a často používanom serveri Apache pomocou 
modulu mod_dav_svn. Apache umožní prístup do úložiska a urobí ho prístupné klientom cez 
WebDAV/DeltaV protokol, čo je rozšírenie HTTP. Apache podporuje SSL komunikáciu, 
logovanie, a vstavané prehliadanie úložísk cez web. 
Subversion je možné spustiť aj ako samostatný daemon s názvom svnserve, ktorý využíva 
vlastný protokol svn://. Umožňuje taktiež autentifikáciu a autorizovanie užívateľov 
pripájajúcich sa do úložiska. Tento protokol je implicitne navrhnutý pre Subversion preto 
poskytuje rýchlejšiu sieťovú komunikáciu ako HTTP. Nepodporuje ale logovanie a nemá 
vstavané prehliadanie úložísk cez web. Napriek niektorým nevýhodám je pomerne 
jednoducho konfigurovateľný. Hodí sa hlavne pre malé tímy, ktoré začínajú so Subversion. 
Disponuje možnosťou spustiť daemon svnserve cez zabezpečený prenos SSH. 
 
Konzistentné narábanie s údajmi  
Subversion zisťuje zmeny súborov binárnym rozlišovacím algoritmom, ktorý funguje 
identicky pre textové aj binárne súbory. Súbory sú rovnocenne komprimované v úložisku a 
rozdiely sú posielané v oboch smeroch cez sieť.  
 
Podpora 
Subversion nemá žiadne historické pozadie. Je implementovaný ako balík zdieľaných C 
knižníc, s veľmi dobre definovanými API. Toto robí Subversion extrémne spracovateľným a 
použiteľným inými aplikáciami a jazykmi. 
Vetva (branch) 
Línia vývoja, ktorá existuje nezávisle na inej línii, pričom zdieľa spoločnú históriu, ak sa 
pozrieme dostatočne naspäť v čase. Obr. 1.3 [12] 
 




Efektívne vetvenie značkovanie  
Subversion vytvára vetvy a značky jednoducho kopírovaním projektu. Preto tieto operácie 
vyžadujú len veľmi málo času.  
 
Obrázok 1.4 Subversion - základný pracovný cyklus [9] 
The Repository – úložisko: 
Subversion je centralizovaný systém na zdieľanie informácií. Jeho jadrom je úložisko, ktoré je 
centrálnym skladom dát. Úložisko ukladá informácie vo forme stromového súborového 
systému, čo je typická hierarchia súborov a adresárov. Ľubovoľné množstvo klientov sa môže 
pripojiť do úložiska a čítať alebo zapisovať doňho dáta. Zapisovaním dát,  klient sprístupní 
informácie ostatným. Pri čítaní dát klient získa informácie od ostatných. 
 
Obrázok 1.5 Typický klient/server systém [10] 
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Riešenie - Zamknutie a odmoknutie 
Táto metóda umožňuje meniť určitý súbor v úložisku, len jedeným užívateľom. Jeden 
užívateľ musí zamknúť súbor, ak chce doňho zapisovať. Ak je tento súbor zamknutý, druhý 
užívateľ ho nemôže zamknúť a tým pádom vykonávať zmeny tohto súboru. Všetko čo môže 
urobiť je čítať tento súbor a čakať, kým prvý užívateľ dokončí svoju prácu a uvoľní 
zamknutie. Po tejto operácii už môže druhý užívateľ zamknúť a upravovať daný súbor 
v úložisku. Toto riešenie obsahuje niekoľko nevýhod. Keď jeden užívateľ zabudne, že súbor 
zamkol tak, druhý nemôže k nemu pristupovať. Zamykanie súborov je nutné v prípade, že 
pracujeme s binárnym súborom (zvuk, grafické formáty), kde je takmer nemožné vyriešiť 
konflikt v prípade jeho vzniku. 
 
Riešenie - Kopírovanie – zmena – zlúčenie 
Je alternatívne riešenie na zmenu jedného, alebo viacerých súborov skupinou užívateľov 
namiesto ich zamykania. V tomto prípade si každý užívateľ, ktorý má v pláne upravovať 
projekt stiahne z úložiska vlastnú pracovnú kópiu. Každý pracuje na projekte samostatne. 
Nakoniec sú pracovné kópie zlúčené do jednej novej verzie. Subversion ponúkne asistovanie 
pri zlučovaní, kde je nutná asistencia užívateľov. 
Príklad zobrazený na obr 1.6. Harry a Sally si vytvoria pracovné kópie jedného projektu 
z úložiska. Obaja vykonajú zmeny v súbore ”A” vo vlastných pracovných kópiách. Sally 
vykoná commit do úložiska prvá. Neskôr chce Harry uložiť svoje zmeny do úložiska dostane 
však informáciu, že súbor “A“, ktorý sa nachádza v úložisku je novšej verzie, ako ten čo sa 
nachádza v jeho pracovnej kópii. Harry sa pomocou klientskeho programu zlúči (merge) 
všetky nove zmeny súboru “A” z úložiska do vlastnej pracovnej kópie. Ak sa jeho zmeny 
neprekrývajú so Sallinými, súbor “A” sa zlúči. Po tejto operácii je možné nahrať súbor do 
úložiska. 
 
V prípade, že sa Sallyho zmeny prekrývajú s Harryho zmenami, táto situácia sa nazýva 
konflikt. Ak sa Harry snaží zlúčiť jeho pracovnú kópiu s najnovšou v úložisku klientsky 
program mu vyznačí tie časti súboru “A” ktoré sú v konflikte a on musí manuálne vybrať 
ktoré časti zlúči. Subversion nemôže automaticky vyriešiť konflikt. Po tom ako sa Sally 
a Harry dohodnú na zlúčení súboru “A” môže byť nahraný znova do úložiska. Prináša to 
niekoľko výhod oproti zamykaniu súboru. Užívatelia môžu pracovať na jednom súbore 





Obrázok 1.6 Riešenie - Kopírovanie – zmena – zlúčenie [11] 
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1.2.1 Bezpečnosť SVN 
Možné bezpečnostné riziká: 
 Mená a heslá užívateľov sú uložené v textovom súbore 
 Nešifrovaný prenos  
 Nastavenie prístupu rôznych skupín užívateľov na server  
Optimálna možnosť ako zabezpečiť vaše úložisko: 
V prípade použitia serveru svnserve sa z hľadiska bezpečnosti odporúča vytvoriť jedného 
užívateľa a spustiť server (svnserve) z jeho konta. V tomto prípade majú ostatní užívatelia  
zakázaný prístup do jeho domovského adresára. Teda úložisko je chránené prístupovými 
právami súborového systému.  Je nutné rozumne nastaviť prístupové práva k súboru 
s heslami, ktoré sú uložené v textovej podobe. 
Bezpečnostné opatrenia: 
 
 štandardná aktualizácia a záplaty 
 využiť SSH protokol na prenos dát 
 prevádzkovať server s read-only prístupom pre anonymných užívateľov.  
 
Server svnserve podporuje zabezpečený prenos dát pomocou SSH. Príklad: 
svn co svn+ssh://10.0.2.15/home/student_bsos/ulozisko 
/home/student_bsos/pracovni 
Cestu k úložisku je nutné uviesť v celom tvare a následne je nutné uviesť heslo užívateľa. 
Pre overenie šifrovaného prenosu, bol simulovaný odchyt paketov útočníkom pomocou 





Rsync je rozšírený nástroj, ktorý slúži na súborovú a adresárovú synchronizáciu. Medzi jeho 
hlavné výhody patrí podpora zabezpečeného prenosu dát, zachovanie majiteľa a práv súborov. 
Primárne sa používa na synchronizáciu a zálohu obsahu ftp a http serverov, na distribúciu a 
zálohy zdrojových kódov aplikácií. Program rsync je možné viacerými spôsobmi 
modifikovať, čo využíva mnoho správcov počítačových systémov a počítačových sietí, kde 
prevádzkujú vlastné alebo prevzaté nástroje postavené na rsync. 
 
 





Protokol rsync, používa dva typy kontrolných súčtov. Súčty, ktoré identifikujú jednotlivé 
bloky dát a umožňujú nájsť zhodné časti starej a novej verzie synchronizovaného súboru. 
Slabý kontrolný súčet sa vypočíta pomocou algoritmu, ktorý používa kĺzavé okno. Tento 
algoritmus umožňuje pomerne veľmi  rýchly výpočet nasledujúceho súčtu len zo znalosti 
posledného súčtu a nového vstupného bajtu. V anglickej literatúre býva tento súčet  
označovaný ako "weak checksum" alebo "rolling checksum". Silný kontrolný súčet je vlastne  
kontrolný súčet s veľmi nízkou pravdepodobnosťou vzniku kolízie. 
K jeho výpočtu je použivaný algoritmus MD5 (od verzie protokolu 3). V predchádzajúcich 





Procesy a role 
Obe komunikujúce strany môžu v priebehu algoritmu vystupovať ako rôzne entity - procesy 
operačného systému alebo role v algoritme. V tabuľke 1.1 je uvedené jednotlivých entít a ich 
úloha v algoritme 
 
Entita Typ Popis 
klient rola začína synchronizáciu 
server rola 
vzdialený proces (rsync) alebo systém, ku 
ktorému sa klient pripojuje a to buď ako lokálny 
prenos alebo cez vzdialený shell a sieťový socket
daemon rola, proces 
trvale bežiaci proces, ktorý čaká na pripojenie 
klientov 
vzdialený shell rola, mn. Procesov 
jeden alebo viac procesov, ktoré poskytujú 
spojenie medzi klientom a vzdialeným serverom 
odosielateľ rola, proces 
proces s prístupom k súborom určeným k 
synchronizácii 
prijímač rola, proces 
ako rola cieľový systém, ako proces príjíma a 
vykonáva zmeny 
generátor proces vykonáva identifikáciu zmenených súborov 




Na začiatku je vytvorené spojenie medzi klientskym a serverovým procesom. Spojenie sa 
vytvorí v závislosti od typu. Môže byť vytvorené pomocou rúr, kedy je výstup jedného 
procesu odovzdaný ako vstup inému procesu, alebo pomocou sieťového socketu. 
 
Obidve strany rsync klient a server komunikujú prostredníctvom rúr cez vzdialený prístup. 
V prípade, že komunikuje klient a daemon komunikácia prebieha vždy cez sieťový soket. Na 
začiatku každého spojenia si klient a server vymenia najvyššiu podporovanú verziu protokolu 




Následne odosielateľ vytvorí a pošle zoznam súborov, ktorý obsahuje jednotlivé cesty, 
veľkosť, práva, majiteľa, prípadne kontrolný súčet. Pokiaľ je vytváraný, každý záznam je 
prenesený na prijímaciu stranu v sieti. 
Po prenose k príjemcovi je zoznam lexikografické roztriedený na oboch komunikujúcich 
stranách a záznamy sú indexované a odkazované pomocou nového indexu. V prípade nutnosti 
je zostavené tiež mapovanie medzi užívateľmi a skupinami medzi systémami.  
Program rsync je vytvorený pomocou  procesov, ktoré spolu komunikujú hlavne jednosmerne. 
Po prenose zoznamu súborov je typické správanie: generátor → odosielateľ → prijímač. 
Každý proces beží relatívne nezávisle. Výstup generátora sa tak stáva vstupom pre 








Práca generátora spočíva v porovnávaní zoznamu súborov s lokálnym stromom. Ak je to 
potrebné najprv sú chýbajúce, resp. zmazané, súbory zmazané na strane príjemcu. 
Zoznam sa prehľadá a o jednotlivých súboroch sa rozhodne, či je na oboch komunikujúcich 
stranách najaktuálnejšia verzia súboru (v tom prípade môžu byť preskočené), alebo či sa líšia 
v čase zmeny, veľkosti alebo kontrolnom súčte. Adresáre a symbolické odkazy nie sú 
vynechávané, adresáre ktoré chýbajú  sú vytvorené. 
Všetky súbory, ktoré sú určené na synchronizáciu sa stanú základným súborom, ktorý sa 
použije ako zdroj dát. V zdrojovom i cieľovom súbore sa označia zhodné tie dáta, ktoré nie je 
potrebné synchronizovať. Toto sa dosiahne vytvorením blokových súčtov, odoslaných spolu s 





Všetky indexované súbory a blokové kontrolné súčty si odosielateľ načítava z generátora, ku 
každému zaslanému súboru je vytvorené asociatívne pole súčtov. Po tomto kroku je čítaný 
lokálny súbor a pre každý blok je vygenerovaný súčet. 
Po dokončení čítania sa začne od prvého bajtu načítavať lokálny súbor a sú generované 
kontrolné súčty. Súčet sa vyhľadá v množine súčtov, ktorý odoslal generátor. V prípade, že 
nie je nájdená zhoda, je práve spracovaný bajt pripojený k nezhodným dátam. Po tomto kroku 
sa pokračuje s ďalším bajtom a týmto spôsobom sa počíta posuvný kontrolný súčet. 
Ku každej nájdenej zhode blokového súčtu sa odošlú všetky údaje, ktoré sa zhromaždili 
vrátane pozície a dĺžky na strane prijímača. Generátor blokových súčtov sa posunie na ďalší 
bajt za zodpovedajúcim blokom. Tento spôsob dokáže identifikovať aj bloky v inom poradí 
alebo na rozdielnych pozíciách. 
Odosielateľ pošle príjemcovi popis a dáta, ako premeniť pôvodný súbor na súbor s novým 
obsahom. Po ukončení synchronizačného procesu každého súboru je spočítaný a zaslaný 
kontrolný súčet celého súboru. Vytváranie slabého kontrolného súčtu a hľadanie 
zodpovedajúcich súčtov  predstavuje najväčšiu  zaťaž na procesor. 
 
Prijímač 
Funkcia prijímača spočíva načítavaní dát od odosielateľa, jednotlivé súbory identifikované 
jednoznačným indexom otvorí a následne vytvorí dočasný súbor. 
Prijímač čaká na dáta, ktoré neboli rovnaké, alebo postupnosť záznamov zodpovedajúcich 
dát. V prípade že sa dáta nezhodujú sú zapisované do dočasného súboru. Ak je prijatý záznam 
o zhodnom bloku, prijímač sa v súbore posunie za tento blok a blok samotný je skopírovaný 
do dočasného súboru. Týmto spôsobom je postupne vytvorený celý nový súbor. 
Na konci procesu synchronizácie súboru je spočítaný kontrolný súčet a je porovnaný so 
súčtom od odosielateľa. V prípade neúspechu sa vykoná ďalší pokus vytvorenia nového 
súboru. Druhý neúspešný pokus je už ohlásený ako chyba. Naopak v prípade úspechu je 
dočasnému súboru nastavený majiteľ, práva a čas zmeny a je premenovaný na pôvodné meno. 
Kopírovanie dát zo zdrojového do dočasného súboru  najviac zaťažuje pevný disk. 
 
Daemon 








 Všetko je posielané cez dobre definované pakety s hlavičkou, telom alebo užitočnými 
dátami 
 V hlavičke každého paketu je uvedený príkaz a typ 
 Každý paket má definovanú dĺžku 
Ďalšími prvkami dobrého návrhu sú medzi-packetová nezávislosť, čitateľnosť pre ľudí alebo 
schopnosť obnovenie prerušeného spojenia.  
Dáta sú protokolom rsync prenášané v neprerušených prúdoch bajtov, použité nie sú žiadne 
počítadla, význam jednotlivých bajtov je závislý na kontexte. V zozname súborov sú 
jednotlivé položky ukončené nulovým bajtom. 
Tento spôsob prenosu dát funguje dobre na spoľahlivých linkách a dosahuje menšie dátové 
zaťaženie než formálne protokoly. Na druhú stranu to spôsobuje výrazne sťaženú možnosť 
dokumentácie a ladenia. [2] 
 
 
Obrázok 1.8 Príklad použitia rsync - zrkadlenie serverov v LAN 
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2 POČÍTAČOVÉ CVIČENÍ – SVN SUVERSION 
 
Cíle cvičení: 
 Stažení programu a instalace zdrojového balíčku 
 Nastavení SVN 
 Konfigurace uživatelů 
 Konfigurace firewallu 
 Spuštění serveru a práce s programem  
 
2.1 Teoretický úvod 
SVN se používá vždy tam kde tým lidí, který se nachází na různých geografických místech 
pracuje na jednom projektu a požadují jeho nejaktuálnější verzi. 
Používá architekturu klient/server. Podporuje kódovaní UTF-8, čímž umožňuje psát 
dokumenty anglicky, rusky, slovensky apod.  Pracuje na principu uchování revizí (uchovává 
stav dokumentu z doby kdy je vykonán příkaz commit. Podporuje libovolné programovací 
jazyky. 
Skládá se ze dvou hlavních částí: klientská a serverová. 
 
Klientská část pracuje s nástroji pro práci s verzemi přímo v pracovním adresáři a komunikaci 
se serverovou částí, která se stará o úložiště.  
Subversion nabízí možnost samostatného serveru, který používá svůj protokol 
(svn), tím pádem odpadá nutnost instalovat a konfigurovat Apache server. Tento server je 
primárně určený pro Subversion, je teda rychlejší než Apache server. Komunikace může být 
zprostředkována přes SSH. 
Subversion pracuje se dvěma typy úložišť: 
Berekley DB - je používané od r. 2001 (a tudíž velmi spolehlivé), ale nedoporučuje se jej 
umísťovat na síťové disky. Je větší než FSFS.  
FSFS - "Souborové" úložiště je relativně mladé (vzniklo v polovině roku 2004), ale je lepší 
než databázové. Není tak náchylné na poruchy úložiště při násilném přerušení zápisu změn, 




V každém případě při tvorbě úložiště musíte myslet na to, že subversion musí mít k úložišti 
přístup - nastavené oprávnění. Pokud nebude subversion schopné do úložiště zapisovat, 
nebude správa verzí fungovat. [6] 
2.2 Pokyny a postup pro vypracování 
Stáhnete si program a nainstalujte zdrojový balíček pomocí yum instalátora, který se postará o 
vše potřebné. 
 
yum install mod_dav_svn subversion 
 
Jestli je  Subversion nainstalován správně, zjistíte pomocí následujícího příkazu: 
 svn --version  
 
2.2.1 Nastavení SVN 
 
Při práci s programem budeme pracovat s dvěma příkazy. Svn je příkaz pro práci s 
projektem, svnadmin ovládá úložiště. 
 
Vytvoření úložiště: 
cd /home/student_bsos  
mkdir repository  
svnadmin create /home/student_bsos/repository 
Pokud se nyní podíváte do úložiště, uvidíte tam soubory. Ty slouží pro práci programu 
subversion a rozhodně byste je neměli "ručně" měnit nebo odstraňovat. Na veškerou práci s 
úložištěm byste měli použít příkazy svn a svnadmin. 
 
Výchozí chování příkazu svnadmin create je to, že použije "databázové" úložiště. 
Pokud to chcete změnit, použijte přepínač: 
 
svnadmin create /home/student_bsos/repository --fs-type fsfs  
 
Spustíme server jako daemona, který čeká na příkazy. Spustíme ho příkazem: 
 
svnserve -d 
# svnserve is now running, listening on port 3690 
 
Spuštěním serveru je teď každé úložiště ve vašem systému přístupné v síti. Jestli chce klient 
přistoupit k úložišti, které se nachází např. v home/student_bsos/repository  




Toto je z hlediska bezpečnosti nevhodné proto spustíme server s přepínačem-r , který zakryje 
v adrese skutečnou cestu k úložišti: 
svnserve -d -r /home/student_bsos/repository 
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2.2.2  Konfigurace užívatelů 
Kdykoli se klient připojí přes svnserve proces, provedou se následující kroky: 
- Klient si vybere konkrétní úložiště 
- Server zpracuje úložiště v souboru conf /svnserve.conf a použije autentifikační a autorizační 
  politiky které najde. 
V súboru úložiště 
 home/student_bsos/repository/conf/svnserve.conf  
se nachází všechny proměnné, které potřebujete, příklad:  
 
[general] 
anon-access = read 
auth–access = write 
password-db = passwd 
realm = Uloziste BSOS 
V souboru  home/student_bsos/repository/conf/passswd 
nakonfigurujeme jména a hesla jednotlivých uživatelů, kteří budou moci číst a zapisovat do 
úložiště. Uvádí se ve tvaru: (jmeno = heslo) 
[user] 
student = student2010 
studentka = studentka2010 
realm je název který definujete vy a bude se zobrazovat jako identifikace úložiště. 
Proměnné  anon-access a auth-access mohou mít hodnoty none, read, nebo write. 
Nastavením hodnot na none zakáže čtení i zápis, read povolí jen stažení dat z úložiště a 
write povolí úplný zápis aj čtení z/do úložiště. Proměnná password-db odkazuje na 




Pro funkčnost SVN je potřeba správně nastavit firewall případně jej úplně vypnout příkazem 
/sbin/chkconfig iptables off, což se ale nedoporučuje z hlediska bezpečnosti. 
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V souboru iptables se nastavuje firewall, jeho umístění:/etc/sysconfig/iptables 
Příklad nastavení firewall-u v souboru iptables (povolené porty 22,80,3690): 
*filter 
:INPUT ACCEPT [0:0] 
 
# DEFAULTNĚ ZAKÁŽEME VŠE 
-P INPUT DROP 
 
# POVOLENI LOOP-u 
-A INPUT -i lo -j ACCEPT 
-A INPUT -p icmp -j ACCEPT 
 
# POVOLÍME SSH z eth0 
-A INPUT -m state --state NEW -i eth0 -p tcp --dport 22 -j ACCEPT 
 
# POVOLÍME WEB SERVER 
-A INPUT -m state --state NEW -i eth0 -p tcp --dport 80 -j ACCEPT 
 
# POVOLÍME SVN NA 3690 
-A INPUT -m state --state NEW -i eth0 -p tcp --dport 3690 -j ACCEPT 
 
-A INPUT -m state --state ESTABLISHED,RELATED -j ACCEPT 
################################### 
:FORWARD ACCEPT [0:0] 
 
# POVOLENIE LOOP 
-u-A FORWARD -i lo -j ACCEPT 
################################### 
:OUTPUT ACCEPT [0:0] 
COMMIT 
Po nastavení pravidel je potřebné firewall restartovat, aby se uplatnili politiky pomocí  
příkazu: 
/sbin/service iptables restart 
2.2.3 Práce s programem 
Import projektu do úložiště: 
Vytvoříme si nový projekt: 
cd /home/student_bsos  
mkdir projekt 
cd projekt 
touch test.txt  
echo "Tento text bude v souboru test.txt">test.txt 
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A následně ho importujeme do úložiště: 
svn import /home/student_bsos/projekt/ 
file:///home/student_bsos/repository / -m "Import projektu" 
1. Příkaz svn import budeme za celou dobu práce s projektem potřebovat jen jednou 
2. Adresa úložiště musí být uvedena jako URL. Protože úložiště mohou být vzdálené a 
dostupné (například) pomocí protokolu http(s) nebo svn. 
3. Přepínač -m specifikuje zprávu, která vám může později připomenout, proč jste danou akci 
udělali. 
4. Importovaný adresář může obsahovat adresářovou strukturu, i vnořenou. V takových 
případech je na importované všechno. 
5. Importované soubory či adresáře ve svém původním umístění zůstávají. 
Běžný pracovní postup s úložištěm: 
1. Z úložiště si stáhneme pracovní kopii projektu. 
2. Na projektu provedeme úpravy projektu. Což v praxi znamená přidání nových souborů se 
zdrojovým kódem, vytvoření adresářů, případně smazání adresářů nebo souborů. 
3. Po ukončení práce seznámíme systém s novými soubory a odešleme výsledky zpět do 
úložiště. 
Stáhneme si pracovní kopii z úložiště:  
svn co svn://localhost:3690 /home/student_bsos/pracovni/ 
Ve složce /home/student_bsos/pracovni/ se nachází nejen soubor "test.txt", ale     
i složka. svn obsahující několik souborů. To jsou pomocné soubory vyžadované úložištěm 
(a ty bychom neměli přímo měnit). Tím je připravena pracovní verze projektu a můžeme na ní 
provádět změny. 
mkdir dokumenty  
echo "Druhý radek v souboru">test.txt 
touch test2.txt  
echo "Tento text bude v souboru test2.txt">test2.txt 
Nově vytvořené soubory musíme "zviditelnit" pro systém SVN příkazem: 
svn add *  
Provedené změny uložíme zpět do úložiště: 
svn ci -m "upraveny projekt v.2" 
Následně, když jsme vyzváni se autorizovat, použijeme přihlašovací jméno a heslo, které jsme 
nastavili v souboru passwd. 
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2.2.4 Doplňkové příkazy: 
Pro zobrazení informací o úložišti se používá příkaz svn info [cesta] v našem případě 
tedy zvolíme: 
svn info svn://localhost 
Soubory které se nacházejí v pracovní kopii zobrazíme příkazem svn list [cesta] v 
našem případě: 
svn list /home/student_bsos/pracovni 
Informace o revizích v pracovní kopii zobrazíme příkazem svn log [cesta]  v našem 
případě: 
svn log /home/student_bsos/pracovni 
Pokud si chceme do naší pracovní kopie stáhnout nejnovější verzi úložiště, provedeme to 
následujícím příkazem: 
svn update home/student_bsos/pracovni  
Podrobné informace o zvoleném souboru (kdo a co změnil) zobrazíme následovně: 
svn blame test.txt home/student_bsos/pracovni 
2.2.5 Samostatný úkol: 
Se svým sousedem si vyměňte přístupové údaje a pokuste se do sousedova úložiště přidat 
nové soubory. Pomocí příkazu svn blame zobrazte podrobné informace o vašem úložišti a 
výsledek ukažte vyučujícímu. 
Se svým sousedem si stáhnete pracovní kopie projektu, kde je textový soubor. Ve své kopii 
napište text do souboru a uložte změny do úložiště. Váš soused vloží do své pracovní kopii 
odlišný text a pak udělá commit ten se mu nepovede, protože tady vznikl konflikt. Příkazem 
svn update si stáhne verzi z úložiště a pokuste se po dohodě ručně vyřešit konflikt a poté 
udělat commit.  
2.3 Kontrolní otázky 
 Otázka 1. K čemu slouží úložiště v programu SVN? 
 Otázka 2. Proč musíme vždy po dokončení práce použít příkaz commit? 
 Otázka 3. Jaký protokol využívá program SVN při spuštěném serveru svnserve na 






 Otázka 1: Umožňuje organizovat projekt a spravovat jeho verze. Je přístupné v síti. 
 Otázka 2: Proto, aby byla v úložišti dostupná nejnovější verze, dostupná pro všechny 
uživatele. Je to proces, při kterém uložíte vaši pracovní kopii do úložiště. 
 Otázka 3: Využívá vlastní protokol svn. 
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3 POČÍTAČOVÉ CVIČENÍ – RSYNC 
 
Cíle cvičení: 
 Základní syntax rsync 
 Lokální záloha 
 Vzdálená záloha 
 Konfigurace serveru 
 Automatické zálohovaní 
 
3.1 Teoretický úvod 
Rsync je aplikace pro unixové systémy, která dokáže synchronizovat soubory a složky 
z jednoho umístění do jiného. Využívá algoritmus minimalizující množství přenášených dat 
po síti a počet spojení. 
Největší výhodou je pravděpodobně optimalizace velikosti přenášených dat. Celý proces 
kopírování je rychlejší díky tomu, že pokud je to možné, rsync nekopíruje celé soubory, ale 
jen rozdíly mezi nimi. Platí to nejen pro lokální kopírování, ale i pro přenos po komunikační 
lince, kdy má cílový PC již jinou verzi stejné struktury. Rsync k tomu používá speciální 
algoritmus, který zefektivní přenos struktury. Další výhody rsync jsou kopírování 
symbolických odkazů, zachování oprávnění a vlastnické informace souborů nebo například 
při přenosu je možné zapnout kompresi dat, což je výhoda hlavně při zálohování. 
Pro běžného uživatele se potřeba použití rsync projeví ve chvíli, kdy po relativně dlouhém 
stahování souboru zjistíme, že je poškozený. Stává se to například při stahování instalačních 
obrazů distribuce linuxu. Za normálních okolností by bylo potřeba začít celé stahování znovu, 
ale rsync umí vše opravit během několika sekund. 
Rsync špecifikace: 
 Aktualizace celé stromové struktury adresářů a souborových systémů 
 Nevyžaduje žádné zvláštní práva na instalaci 
 Je možné použít rsh, ssh 





Rsync - algoritmus: 
Vlastníme dvě stanice alpha a beta. Na stanici alpha je soubor A a na stanici beta je soubor B. 
Soubory A a B mají být mezi sebou synchronizovány. Mezi alpha a beta je pomalá linka. 
rsync algoritmus funguje následovně: 
 Stroj beta rozdělí soubor B do nepřekrývajících se bloků velikosti S bytů (s možnou 
výjimkou posledního). 
 Pro každý z těchto bloků spočítá 2 kontrolní součty: slabý tzv.. 'Rolling' (32bitů) a 
silný MD5. 
 beta pošle tyhle kontrolní součty na stroj alpha. 
 alpha prohledá soubor A, aby našel všechny bloky délky S (na libovolném místě, 
nejen násobky S), které mají stejné kontrolní součty, jako nějaký z bloku B. Toto 
může být provedeno jedním průchodem a velmi rychle díky speciálním vlastnostem 
kontrolního součtu 'rolling'. 
 Alpha pošle na stroj beta instrukce jak sestavit kopii A. Každá instrukce je buď 
odkazem na blok z B, nebo příslušná data, které se v B nevyskytují. Výsledkem je, že 
beta obsahuje přesnou kopii souboru A. Sítí jsou přeneseny pouze potřebná data a pár 
"služebních" informací (instrukce a kontrolní součty). Potřebu pouze dvou spojení 
oceníme zvláště na linkách s velkou latencí. [3] 
3.2 Pokyny a postup pro vypracování 
3.2.1 Základná syntax rsync 
Rsync je součástí výchozí instalace distribuce CentOS. Prohlédněte si manuálové stránky:  
man rsync  
Základní syntaxe rsync je jednoduchá rsync [volby] cestaA cestaB, kde cesta A je zdrojový 
adresář a cesta B je cílový adresář. V případě, že chceme data obnovit ze zálohy stačí přehodit 
cesty A a B. Práci si ukážeme na složce se soubory. Vytvořte si vlastní složku dokumenty, do 
které zkopírujte obsah libovolné strukturované složky. 
mkdir dokumenty 
cp –r /etc/httpd /home/student_bsos  
rsync -av /home/student_bsos/dokumenty /home/student_bsos 
/zaloha/ 
Rozdíl v použití lomítka na konci zdrojové adresy: 
Jestli-že použijeme následující zápis: 
rsync -av /home/student_bsos/dokumenty /home/student_bsos /zaloha/ 
zkopíruje se složka dokumenty do složky záloha. 
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V případě že použijeme následující zápis: 
rsync -av /home/student_bsos/dokumenty/ /home/student_bsos /zaloha/ 
zkopíruje se obsah složky dokumenty do složky záloha 
Rozdíl je jen v jednom znaku na konci adresy zdroje, proto je třeba na to dohlédnout. 
V příkladu jsme použili dvě volby. Volba -a zajistí to, že rsync bude pracovat v archivačním 
módu. To znamená, že u kopírovaných souborů zachová oprávnění a vlastnické informace, 
zkopíruje symbolické odkazy, soubory zařazení, atd. Volba -v, jak je zvykem, nastavuje 
množství vypisovaných informací. Může se použít až třikrát, když -v vypisuje jen několik 
základních informací o provedených činnostech, volba -vv poskytne o něco více informací a     
-vvv vás detailně informuje o všech činnostech, které rsync právě provádí, i když pak výpis 
není tak přehledný. 
 
Další důležitou volbou je -exclude. Ukážeme to na příkladu zálohy /etc adresáře. 
Nechcete ale do zálohy zařazovat např. soubory s koncovkou bak. Použijeme na to příkaz: 
$ rsync -av --exclude="*.bak" /etc/home/student_bsos/zaloha/ 
3.2.2 Lokální záloha 
V případě že chceme zálohovat složku se soubory, v němž se často mění obsah (vytváření 
nových, mazání starých souborů), na příkladu si ukážeme, jak lze efektivně zálohovat tato 
data. 
Zkopírujeme si obsah adresáře a vytvoříme složku pro zálohu: 
cp –r /etc/httpd /home/student_bsos 
mkdir zaloha2 
vytvoříme první zálohu: 
rsync -av /home/student_bsos/httpd /home/student_bsos/zaloha2 
Aktualizujeme soubory, v zkopírované složce http, přepíšeme jejich obsah a některé smažeme 
a následně je zálohujeme. Použijeme ale volbu -delete, která zajistí že z cílové složky 
odstraní soubory, které již v zdrojové neexistují. Tuto volbu ale používejte velmi opatrně. S 
její pomocí se dají smazat gigabajty dat během několika sekund. Příklad použití: 
rsync -av --delete /home/student_bsos/httpd 
/home/student_bsos/zaloha2  
3.2.3 Vzdálená záloha:  
Pomocí SSH (zabezpečeného shellu), který není tak rychlý jako rsyncd, ale vaše data se s jeho 
pomocí přenášejí zašifrované. Nikdo nepovolaný nemůže zjistit, jaké informace přenášíte. 
Jako první si vytvoříme, nakonfigurujeme a spustíme rsyncd server. 
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Xinetd je rozšířený daemon, zajišťuje kontrolu nebo přístup nad všemi službami které pracují 
v síti nebo s adresami vzdálených hostingů. 
Přidáme xinetd službu do systému 
/sbin/chkconfig --add xinetd 
Ujistíme se jestli xinetd běží na init 3 a 5 
/sbin/chkonfig --list xinetd  
Zapneme rsync server: 
vi /etc/xinetd.d/rsync 
kde hodnotu disable = yes změníme na no. 
Vytvoříme uživatelská jména a hesla: 
vi /etc/rsyncd.secrets 
zadáváme se ve tvaru uzivatel:heslo 
Nakonfigurujeme server: 
vi /etc/rsyncd.conf 
max connections = 2 
log file = /var/log/rsync.log 
timeout = 300 
 
[shares] 
comment = shared data stored here 
path = /home/student_bsos/shares 
read only = false  
list = yes 
uid = student_bsos 
gid = student_bsos 
auth users = student_bsos 
secrets file = /etc/rsyncd.secrets 
hosts allow = 10.0.2.15/24 
 
hosts allow zadáte vaši IP adresu nebo *, což umožní přístup všech, (vaši IP adresu 
zjistíte příkazem /sbin/ifconfig ) 
Restartujeme  xinetd: 
/sbin/service xinetd restart 
Spustíme server: 
rsync --daemon 
Konfigurace je dokončena, nyní můžete zkoušet funkčnost zálohování dat přes SSH.  
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Dále je možné doplnit volby jako: 
 
--compress-level=NUM  příkaz zkomprimuje zálohu. Za NUM se dosadí číslo, nula 
vypne kompresi 
 
--progress ukazuje proces zálohování. 
 




Pokud chceme každý den vytvářet zálohy, můžeme použít nástroj cron, pomocí kterého 
můžeme nastavit automatické každodenní zálohy. 
Spustíme příkaz crontab -e  
a přidáme následující příkaz. Díky tomu se každých 10 min spustí zálohování zvolené složky. 
0,10,20,30,40,50 * * * * rsync –a 
home/student_bsos/semestralna-praca/ 
home/student_bsos/semestralka-zaloha/denna 
Kde 0,10,20,30,40,50 znamená, že záloha se vykoná každých 10 min (interval je 0-59) 
Prvá * značí hodinu v intervale 0-23, 
Druhá * značí den v měsíci v intervale 1-31, 
Třetí * značí měsíc v roku v intervale 1-12, 
Čtvrtá * značí den v týdnu v intervale 0-6, kde 0 je neděle a 6 sobota. 
Hodnoty je možné oddělit čárkou a tým provozovat spuštění například každých 10 minut jak 
je napsáno. 








Samostatný úkol: Nastavte automatickou zálohu tak, aby se vykonávala každý den o 18:00 
na sousedovo PC. Pokud nebude soused dostupný, záloha se uloží na váš pc do složky zálohy 
a výsledek ukažte vyučujícímu. 
Pomocí ssh-keygen –t ssh-rsa vygenerujte identifikační klíče.  
Pomocí scp zkopírujte veřejní klič id_rsa.pub na sousedův pc do složky .ssh 
scp –P <cislo portu> ~/.ssh/id_rsa.pub 
<ucet>@<pocitac>:~/.ssh/<jmeno_pocitace>.pub 
 
ssh -p <cislo_portu> <ucet>@<pocitac> 
mkdir ~/.ssh 
chmod go-rw ~/.ssh 
cd ~/.ssh/ 
more <jmeno_pocitace>.pub >> authorized_keys 
chmod go-rw authorized_keys 
 
Do souboru crontab přidejte příkaz pro automatickou zálohu a také příkaz na provedení 
lokální zálohy do složky “Zálohy” v případě že nebude vzdálené pc dostupné. 
 
Kontrolné otázky:  
 Otázka 1. jaký je rozdíl v zálohování souborů, pokud použijeme na konci adresy 
zdroje lomítko, a když ho nepoužijeme. 
 Otázka 2. Pomocí jakého nástroje se mohou spravovat automatické zálohy? A jakým 
příkazem ho spustíme. 
 Otázka 3. Je přenos dat při vzdálené záloze pomocí rsync zabezpečený? 
 
Odpovede 
 Otázka 1: V případě použití lomítka se zkopíruje složka, bez lomítka se zkopíruje 
obsah složky. 
 Otázka 2. Nástroj cron, příkaz crontab-e, 








Bakalárska práca sa zaoberá distribuovanými systémami Subversion a rsync pre 
synchronizáciu a zálohovanie dát v lokálnych a verejných sieťach. 
 
Systémy pre správu verzií  sú pre vývojárov v dnešnej dobe veľmi užitočným nástrojom. Na 
trhu sa ich vyskytuje pomerne mnoho. Subversion disponuje jednoduchosťou ovládania 
a množstvom funkcií. V súčasnosti je veľmi rozšírený na najpoužívanejších operačných 
systémoch. Podporuje prácu v sieti, s vlastným serverom (svnserve) s jednoduchou 
konfiguráciu a bezproblémovým funkčnosťou. Východzia hodnota firewallu - iptables blokuje 
port, na ktorom pracuje svnserve preto pre správnu funkčnosť je potrebné nastaviť pravidlo, 
ktoré prepustí komunikáciu na porte 3690. 
Nástroj rsync zálohuje dáta veľkou rýchlosťou vďaka tomu, že nekopíruje celé súbory, ale len 
rozdiely medzi nimi. Kontroluje integritu dát a je výborne konfigurovateľný. Oproti FTP 
protokolu je mnohonásobne rýchlejší a prenos dát je zabezpečený cez SSH. Programom rsync 
disponuje drvivá väčšina distribúcií Linux. Je ale náročný na výkon CPU na strane vysielača. 
Obidva tieto nástroje sa javia ako vhodné riešenie pre mnohých užívateľov, vývojárov 
a správcov serverov, ktorí svoje dáta spoľahlivo zálohujú a svoje projekty majú radené do 
verzií. V prípade vzniku nenávratnej chyby, sa jednoducho môžu vrátiť k predchádzajúcej 
verzii svojho projektu bez ujmy, prípadne obnoviť dennú zálohu dátového servera. 
Súčasťou bakalárskej práce je vytvorenie dvoch laboratórnych úloh, so zameraním na prácu 
s distribuovanými programami synchronizácie dát. Prvá úloha popisuje konfiguráciu servera 
subversion, riadenie prístupu užívateľov do úložiska, synchronizáciu súborov lokálne ako aj 
prostredníctvom siete.  
Druhá úloha sa zaoberá nástrojom na zálohovanie dát rsync. Úloha obsahuje konfiguráciu 
rsync servera, konfiguráciu užívateľov a zálohu dát na lokálnej stanici, ale aj sieti.  
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API Application programming interface - rozhranie implementované softwarovým  
 programom na umožnenie interakcie s ostatným softwarom. 
 
C++   Objektovo orientovaný programovací jazyk. 
 
CVS Concurrent versions system - systém pre spravovanie verzií súborov. 
 
FTP  File transfer protocol - protokol aplikačnej vrstvy určený pre prenos súborov medzi
 počítačmi. 
 
FSFS Fast Secure File system – typ úložiska Subversion. 
 
GPL General Public Licence - najrozšírenejšia licencia na voľné šírenie softwaru. 
 
HTTP Hypertext Transfer Protocol - protokol aplikačnej vrstvy pre prenos informácii  
 prostredníctom internetu. 
LAN Local Area Network – počítačová sieť malého rozsahu napr. sieť v dome, kancelárii. 
MD5   Message Digest algorith - je skupina hašovacích funkcií, ktoré vytvárajú zo vstupných  
 dát otlačok fixnej dĺžky . 
RCS Revision control system - slúži na správu verzií súborov 
RSH Remote shell - počítačový program  ktorý vykoná príkazy na počítači ako iný užívateľ, 
na inom vzdialenom počítači cez sieť. 
SCM Source content management - manažovanie zdrojového kódu. 
SVN Subversion - systém pre spravovanie verzií súborov. 
SSH Secure shell - počítačový program ako aj sieťový protokol určený na prihlasovanie  
 a vykonávanie príkazov na vzdialenom počítači v sieti. 
UTF Unicode transformation format - umožňuje kódovať dokumenty v rôznych formátoch. 
 
