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Abstract
Generalized Effective Field Theory (GEFT) is the non-renormalizable extension of an Ef-
fective Field Theory where the Wilson coefficients are endowed by their own, independent scale
dependence. Such an effective theory can be constructed by quantizing a Lagrangian in the
presence of all internal symmetry respecting operators of any mass dimension. The resulting
theory may be practically useful in regimes of its phase diagram where the perturbative expan-
sion and a truncation of the infinite tower of Higher Dimensional Operators (HDO) are valid.
The massless limit of GEFT is especially interesting as the spontaneous breaking of internal
symmetry and of scale invariance are correlated.
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2
1 Introduction
There are various methods to compute the path integral in a field theory. In the continuum
among approximate methods perhaps the most popular one is the loop expansion. The practical
recipe starts by considering a classical Lagrangian consisting of a kinetic term and then add to
it interactions. For a Lorentz invariant scalar field theory in d = 4 dimensions, invariant under
an internal, global Z2 symmetry φ −→ −φ, we have (the 0 subscript is used to denote bare
quantities; for simplicity we use the same notation for bare and renormalized fields)
L = −1
2
φφ− 1
2
m20φ
2 − λ0
4!
φ4 + · · · = L(2) + Lint , (1.1)
with L(2) = Lkin + Lmass, Lkin = −12φφ and Lmass = −12m20φ2. The interaction part typically
contains the marginal operators, for example in the basic, ”renormalizable” context
Lint ≡ L(4) = −λ0
4!
φ4 , (1.2)
but we should point out that there is no fundamental reason why Lmass can not be part of Lint
too. The quantum theory is defined through the path integral
Z =
∫
Dφei
∫
d4xL+Jφ (1.3)
and its functional derivatives. We do not know how to compute Z exactly so we resort to various
expansions. The expansion in small λ0 results in the loop expansion. Renormalization absorbs
infinities in counter-terms, eliminates the bare couplings m20 and λ0 and returns finite, but scale
dependent renormalized couplings m2 and λ. The renormalized Lagrangian has the same form
as the bare Lagrangian, with the bare couplings and fields replaced by renormalized ones. The
computation of all terms in the loop expansion reconstructs entire non-perturbative sectors of
the quantum theory. Let us now fix the loop order and ask if there are processes at 1-loop that
generate ”effective” terms that do not appear in L. Indeed, the Triangle diagram
proportional to λ3 generates the new interaction φ6. It is fixed by the couplings appearing
already in L -and it is finite. As such it does not introduce a new running coupling and does not
affect renormalization. It is a physical process, a prediction of perturbation theory correcting
the tree level scattering of 3 φ by 3 φ fields by the exchange of a single φ, analogous to the
one-loop box correction to the 4-fermion scattering in QED. Similarly, there is a Box diagram
generating a finite λ4φ8 contribution (analogous to the light by light scattering in QED since it
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does not correct a tree level process) and so forth. The entire perturbative, one-loop effective
action is then
Leff = −1
2
φ(+m2)φ− λ
4!
φ4 +
∑
n=3,···
w2n
λn
Λ2n−4
φ2n . (1.4)
The scale Λ is not an independent scale. It is an internal scale of mass dimension one, deter-
mined by m2 and/or by dynamically generated scales such as the vacuum expectation value
(vev) of φ in a broken phase. The coefficients of the infinite sum, the Wilson coefficients,
are experimentally measurable quantum effects and are predictions of perturbation theory in a
renormalizable quantum field theory. The corresponding operators are generally called Higher
Dimensional Operators (HDO) because they have classical dimensions higher than the relevant
and (classicaly) marginal operators contained in L. The w2n are numerical factors computable
in perturbation theory. Clearly, the only independent β-functions are βm2 and βλ, the running
of the Wilson coefficients being determined by the running of m2 and λ. The resulting extension
of the renormalizable theory is chracterized as an Effective Field Theory (EFT). The nice thing
about this simple scalar field theory is that there is only one independent HDO for each n. For
the Standard Model the corresponding basis, the Warsaw basis [1], contains 2499 independent
operators and the theory extended by this (or another, equivalent) basis is what we call the
Standard Model EFT (SMEFT).
In the above we first renormalized the theory and then computed the effect of the HDO.
Let us now see what happens if we do things in the opposite order. Then we must quantize the
classical Lagrangian
L = −1
2
φ0(+m20)φ0 −
λ0
4!
φ40 +
∑
n=3,···
c
(2n)
0
Λ2n−4
φ2n0 . (1.5)
There are several new features in the above Lagrangian. It has the same structure at the
relevant-marginal level but the Wilson coefficients are now replaced by the new couplings c
(2n)
0
which are dimensionless (in d = 4) due to the powers of the suppressing scale Λ. Also, its
HDO are pure polynomial terms even though we could have added also terms containing any
number of  operators, consistently with the internal symmetry. To begin, renormalization
will return the same β-functions βm2 and βλ to leading order in
1
Λ with corrections of order
1
Λ2n−4 due to the fact that now the Wilson coefficients acquire a scale dependence dictated by
independent β-functions βc(2n) . We call such a non-renormalizable extension, a Generalized EFT
(GEFT). This is a point of view that has been taken before, especially in the context of the
SMEFT [2, 3], where the Wilson coefficients get renormalized so that the associated counter-
terms absorb the divergences induced on SM processes by the HDO. As a consequence, one can
define renormalization group equations for the Wilson coefficients which run independently. The
one-loop Triangle diagram on the other hand is still finite and has the same expression as before
proportional to λ3, with the effect of the HDO encoded indirectly in the modified running of
λ. At one-loop the modification goes to zero in the massless limit. Apparently this approach is
’more’ than just perturbation theory. It is an extension of it, as it contains the predictions of
the renormalizable approach in the limit where the c(2n) → w2nλn. Note that Λ is still not an
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independent scale. In fact we could have inserted the HDO multiplied by dimensionfull couplings
or suppress them by a function of the regulating scale. In Dimensional Regularization (DR) we
could consider for example µ = Λ which amounts to identifying Λ with the scale regulating the
loop diagrams. In a cut-off regularization instead, Λ could be identified with the cut-off used to
regulate UV-divergent integrals. Or better, in a lattice regularization, Λ = 1/a with a the lattice
spacing. Note that on the lattice this is the natural context because the lattice action expanded
near the naive continuum limit (i.e. for small a) yields a classical action analogous to Eq. (1.5)
with coefficients that non-perturbatively depend on a. In lattice perturbation theory one then
truncates the expansion in the lattice spacing at some order and performs the loop expansion at
some fixed order as usual, with the understanding that the truncation is only valid in domains
of the phase diagram where the lattice spacing is small. The important thing to keep in mind
here is that by doing this one obtains a generalization of perturbation theory with independently
running Wilson coefficients at the price of having to deal with a ’non-renormalizable’ effective
action which generates an ever growing number of new counter-terms. Of course none of this
should matter if we could keep the entire series of HDO and be able to compute any number of
loops. In other words, the validity of the loop expansion comes from an assumption about the
weakness of couplings and the appearance of an independent expansion in HDO is an artifact of
truncation. Non-perturbatively the two expansions are related and the decoupled double series
may be valid only in certain regimes of the phase diagram. This may seem to be too restrictive
but it is perhaps one way to extend perturbation theory to obtain new pieces of the exact result.
A certain generalization of perturbation theory takes into account also the expectation value
of operators 〈O〉
〈O〉 ∼
∫
DφO ei
∫
d4xL , (1.6)
after the renormalization of L. The operator O (with an associated coupling c) develops an
anomalous dimension when the arguments of the fields it contains coincide, a fact slightly beyond
basic, perturbative quantum field theory. Similarly, correlations of multiple operators at different
points give divergences when some of those points coincide. All these divergences contribute to
a total anomalous dimension structure. Finiteness of the insertions in the path integral demands
then that the counter-tem of c is determined by this anomalous dimension structure and vice
versa. This allows us to use the kinetic term as the pivot Lagrangian and treat any other operator
as an insertion, including the mass and quartic interactions. In fact, for insertions of operators
like φ2 and φ4 these operations are rather trivial as they just reproduce the known counter-terms
of the mass and λ. More interesting things happen when we insert operators of higher than four
mass dimension, like φ2n, n = 3, 4, · · · because then the anomalous dimension structure imposes
a scale dependence on the corresponding coupling c(2n). The non-trivial statement here is that
if one takes into account all possible operator insertions then the phase diagram obtained should
coincide with the phase diagram obtained from the quantization of Eq. (1.5).
The equivalence of Eq. (1.5) and Eq. (1.6), the fact that Λ is an internal to the theory scale
together with the fact that in the standard renormalizable picture the HDO represent finite
quantum effects, imply that in the extension Eq. (1.6) the HDO may also be associated with
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quantum effects, thus contributing to the breaking of scale invariance a spontaneous amount.
This is to be contrasted with m2φ2 where m2 is an explicit scale invariance breaking coupling
that does not go away in the classical limit. This is an important point for several reasons one
of them being that in the massless limit and in a Z2 broken phase the breaking of the internal
and scale symmetries have the same origin.
In Section 2 we describe the renormalization process and the derivation of the β-functions
in a GEFT using the operator insertion method. In Section 3 we derive the renormalization
and the phase diagram of the φ4 theory extended by dimension-6 terms, using the algorithm of
Section 2. In this section we also tackle a problem associated with higher derivative operators
that introduce ghosts in the spectrum. In Section 4 we discuss dimension-8 operators and in
Section 5 we state our Conclusions. In Appendix A we show how scaleless integrals are treated
in dimensional regularization. To illustrate the method and notation used in the main part of
the paper, in Appendix B we review the renormalization of the φ4 theory using the operator
insertion method. This is the extended version of the much shorter letter [4] where many of the
results derived here in detail can be found.
2 GEFT β-functions and anomalous dimensions
We are interested in the evaluation of β-functions and anomalous dimensions for the Lagrangian
of Eq. (1.5) with n = 3, 4. This is just the massive φ4 theory extended by HDO of dimension-
(6, 8). The associated Wilson coefficients run independently of the marginal and relevant cou-
plings, which determines the model as a GEFT. An operator insertion of level-w is an ex-
pectation value 〈· · ·O(r1) · · ·O(rw)〉, generated by the quantum theory, perturbatively or non-
perturbatively.
In the case of only one independent operator at every mass dimension, as it is the case for
the scalar theory we are interested in here, the β-function of the coupling c(l) associated with the
operator O(l) (c(2) = m2 and c(4) = λ etc.), as obtained from the renormalization of Eq. (1.5),
can be expressed as [5]
βc(l) = (dO(l) − d)c(l) + ql+2 Γl+2m m2 + ΓO(l) c(l) + Γlrs c(r)c(s) + · · · , (2.1)
with l, r, s = 2, 4, 6, 8, · · · (sum over the indices r and s is implied),
ql+2 =
0 when l = 22
l otherwise
(2.2)
The dots represent higher than level-2 insertions and 1-loop corrections. In case where there are
several operators of a given dimension, the couplings and the Γ’s acquire extra indices. Γl+2m and
ΓO(l) are the anomalous dimensions of the operator O
(l), induced by the relevant and marginal
operators respectively. For the mass operator, when l = 2, the terms Γl+2m m
2 and ΓO(l) c
(l)
coincide, so a coefficient ql+2 in front of Γ
l+2
m is needed to avoid double counting. Moreover,
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ql+2 protects Γ
l+2
m from numerical factors infiltrating from the classical dimension of O
(l). The
quantity Γlrs in the non-linear term represents the anomalous dimension associated with the
level-2 operator insertion 〈· · ·O(r)O(s)〉, r, s ≥ 2. For l ≤ 8 we have only r = s, otherwise mixing
of HDO of different mass dimensions starts to appear. Renormalization of Eq. (1.5) indeed gives
this total structure but it is not sensitive to the entire substructure implied by the Γ-matrices.
It is our intention here to reconstruct βc(l) to expose this substructure, by applying the operator
insertion method.
Consider the operator O
(l)
0 and its associated coupling c
(l)
0 . Renormalization (with Dimen-
sional Regularization) indicates that
φ0 =
√
Zφφ =
√
(1 + δφ)φ , c
(l)
0 = Zc(l) c
(l) = (1 + δc(l))c
(l) , (2.3)
and introduces the regulating scale µ so that in d-dimensions c
(l)
0 → c(l)0 µd−dO(l) since (denoting
the dimension of an operator by [· · · ])
[c(l)O(l)] = dc(l) + dO(l) = d⇒ dc(l) = d− dO(l) , (2.4)
where dO(l) and dc(l) are the classical dimensions of O
(l) and c(l) respectively. Now c(l) is di-
mensionless in d dimensions. An observation here is that Eq. (2.3) is not the full story of
renormalization since O
(l)
0 may include bare fields located at the same space-time point and this
generates extra UV divergences. So Green’s functions which include composite operators are
divergent even in an already renormalized theory. The simplest example that demonstrates this
is O
(2)
0 (y) = φ
2
0(y) (see [7]), as then < O
(2)
0 > is
〈0|T [φ20(y)]|0〉 ≡ limx→y〈0|T [φ0(x)φ0(y)]|0〉 = limx→y
∫
d4k
(2pi)4i
eik(x−y)
k2 −m2 =
∫
d4k
(2pi)4i
1
k2 −m2 ,
which is the known (divergent) A0(m
2) Tadpole integral. Thus, a bare operator, a product of
m-fields φ0, should be renormalized as
O
(l)
0 = Z
m/2
φ ZO(l)O
(l) = ZO(l)O
(l) , (2.5)
with
ZO(l) = Z
m/2
φ ZO(l) = 1 + δO(l) or (ZO(l))
−1 = 1− δO(l) . (2.6)
Let us now recall how the anomalous dimension ΓO(l) of an operator fits in the β-function (see
for example [6, 9]). To this effect, let us assume for a moment that level-1 insertions are the
only ones present. Acting on c
(l)
0 µ
d−d
O(l) = Zc(l)c
(l)µd−dO(l) with µd/dµ on both sides we have
µ
d(c
(l)
0 µ
d−d
O(l) )
dµ
= µ
d(Zc(l)c
(l)µd−dO(l) )
dµ
0 = µ
dZc(l)
dµ
c(l)µd−dO(l) + Zc(l)
(
µ
dc(l)
dµ
)
µd−dO(l) + (d− dO(l))Zc(l)c(l)µd−dO(l)
while acting from the left with Z−1
c(l)
and isolating the µdc
(l)
dµ ≡ βc(l) term, we obtain
βc(l) = (dO(l) − d)c(l) −
(
Z−1
c(l)
µ
dZc(l)
dµ
)
c(l) . (2.7)
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Since c(l) is contained in the insertion of c
(l)
0 O
(l)
0 , the extra UV divergences that O
(l)
0 carries are
cancelled when
Z−1
c(l)
= ZO(l) . (2.8)
Then Eq. (2.7) becomes
βc(l) = (dO(l) − d)c(l) −
(
ZO(l) µ
d(ZO(l))
−1
dµ
)
c(l)
= (dO(l) − d)c(l) + (ZO(l))−1 µ
dZO(l)
dµ
c(l)
= (dO(l) − d)c(l) + ΓO(l)c(l) (2.9)
where we defined
ΓO(l) = (ZO(l))
−1 µ
dZO(l)
dµ
, (2.10)
the anomalous dimension of the operator O(l). In case where the only marginal operator is O(4),
at 1-loop, the simple formula ΓO(l) = (dO(4) − d)
δ
O(l)
c(4)
can be used. The contribution of the mass
insertion to βc(l) in Eq. (2.1) is analogously defined by (see Eq. (2.21) below)
Γl+2m =
∑
k
(Z l+2k )
−1µ
dZ l+2k
dµ
. (2.11)
Here one can use the 1-loop formula Γl+2m =
∑
k(dO(l+2) − d) δ
(l+2)
k
c(l+2)
, with k = 2, 4, 6, 8 · · · .
This is of course just one part of Eq. (2.1) because higher level insertions are also generated,
affecting the β-function already at 1-loop. Such a case is the level-2 insertion. Applying the OPE
on the double insertion and repeating the steps above yields the contribution Γlrs c
(r)c(s) ∈ βc(l) .
The level-2 anomalous dimension for every triplet of indices is then
Γlrs = εδlrs , (2.12)
where δlrs = Zlrs − 1 is the renormalization counter-term of the double insertion.
Now let us be more specific about the operator insertion method, according to which every
operator can be considered as a deformation of the kinetic term. Let us assume for simplicity
that Zφ = 1, which is true at 1-loop. The basic path integral of a pure scalar theory with action
S[φ0] and inserted operators O
(l)
0 is given by
Z[J, J (l)] =
∫
Dφ0 eiS[φ0]+Jφ0+J(l)O
(l)
0 ,
with summation over l implied. Then the n-point Green’s function is
〈φ(x1) · · ·φ(xn)〉0 = 1Z[J, J (l)]in
∂
∂J(x1)
· · · ∂
∂J(xn)
Z[J, J (l)]
∣∣∣
J=J(l)=0
. (2.13)
In order to insert w times the O
(l)
0 operator we must act with ∂
w/iw∂J (l)(y1) · · · J (l)(yw) on
the partition function. w defines the level of the insertion in the sense that w = 1 is a single
8
insertion, w = 2 is a double insertion and so on. A single insertion for example affects the
n-point function as
〈φ(x1) · · ·φ(xn)O(l)(y)〉0 = 1Z[J, J (l)]in
∂
∂J(x1)
· · · ∂
∂J(xn)
∂
i∂J (l)(y)
Z[J, J (l)]
∣∣∣
J=J(l)=0
. (2.14)
Since the functional derivatives wrt J and J (l) are independent, each group of derivatives should
be renormalized independently. That is to say, any n-point Green’s function can be affected by
any operator O
(l)
0 .
Now, the action depends on a Lagrangian which we split in two parts:
S[φ0] =
∫
ddx
[
Lkin,0 + Lint,0
]
, (2.15)
with Lkin,0 and Lint,0 the kinetic and interaction parts of the Lagrangian. The former determines
the propagator while the latter contains the vertices. The l.h.s of Eq. (2.13) is given by
G
(n)
0 (x1, · · · , xn) ≡ 〈φ(x1) · · ·φ(xn)〉0 = 〈0|T [φ0(x1) · · ·φ0(xn)]|0〉 , (2.16)
where T [· · · ] denotes time-ordering. Following [7], the expectation value in Eq. (2.16) is
〈0|T [φ0(x1) · · ·φ0(xn)]|0〉 = N−1〈0|T [φ0(x1) · · ·φ0(xn)ei
∫
ddxLint,0 ]|0〉 , (2.17)
with
N = 〈0|T [ei
∫
ddxLint,0 ]|0〉 ,
necessary for the cancellation of disconnected and bubble diagrams. φ represents the field as a
quantum operator.
The algorithm is the following: start with a bare, free massless action so that any operator
(including the mass term) added to the kinetic term can be viewed as an operator insertion.
Since the mass term is considered as part of the operator-insertion, massless propagators will
run in the loops. Then, Lint,0 =
∑
l c
(l)
0 O
(l)
0 (y) which means that
〈φ(x1) · · ·φ(xn)〉0 = N−1〈0|T [φ0(x1) · · ·φ0(xn)ei
∫
ddy
∑
l c
(l)
0 O
(l)
0 (y)]|0〉 . (2.18)
Next, single out one operator with label l from the sum in the exponent and apply the series
expansion to it [9]. The rest of the operators remain summed over in the exponent, in a reduced
sum over l′. Then Eq. (2.18) becomes
〈φ(x1) · · ·φ(xn)〉0 = N−1
∞∑
w=0
∫
ddy1 · · · ddyw (ic
(l)
0 µ
d−d
O(l) )w
w!
×
〈0|T [φ0(x1) · · ·φ0(xn)O(l)0 (y1) · · ·O(l)0 (yw)ei
∫
ddy
∑
l′ c
(l′)
0 O
(l′)
0 (y)]|0〉
=
∞∑
w=0
∫
ddy1 · · · ddyw (ic
(l)
0 µ
d−d
O(l) )w
w!
〈φ(x1) · · ·φ(xn)O(l)(y1) · · ·O(l)(yw)〉0
=
∞∑
w=0
∫
ddy1 · · · ddyw (ic
(l)
0 µ
d−d
O(l) )w
w!
G
(n,w)
0 (2.19)
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The correlator G(n,w) on the r.h.s of Eq. (2.19) expresses the way that the w times inserted
operator O(l) affects the n-point Green’s function, in the presence of interactions specified by
the sum
∑
l′ . For example, for a single insertion w = 1 and G
(n,1) gives the l.h.s of Eq. (2.14).
Now we are ready to evaluate the different parts of Eq. (2.1). At level-1 of insertions, for
n-external legs and operators O(l), there are two relevant cases:
• n = l
In this case the l.h.s of Eq. (2.14) is
〈φ(x1) · · ·φ(xn)O(l)(y)〉0 ≡ 〈φ(x1) · · ·φ(xl)O(l)(y)〉0
and its renormalization requires that
〈φ(x1) · · ·φ(xl)O(l)(y)〉0 = ZO(l)〈φ(x1) · · ·φ(xl)O(l)(y)〉 , (2.20)
from which the ΓO(l) part of Eq. (2.1) can be extracted.
• n 6= 2 and l = 2
The above shows the way that a mass operator affects n-external legs. Then the l.h.s of
Eq. (2.14) is given by
〈φ(x1) · · ·φ(xn)O(2)(y)〉0 .
After renormalization we have n 6= 2 but all the possible insertions, so that
〈φ(x1) · · ·φ(xn)O(2)(y)〉0 =
∑
k
Zn+2k 〈φ(x1) · · ·φ(xn)O(k)(y)〉 . (2.21)
This will give us Γn+2m of Eq. (2.1) through Eq. (2.11).
The remaining contribution to βc(l) has its origin in double operator insertions and specifies the
anomalous dimension Γlrs. Double insertions can be generated by acting one more time with
∂/i∂J (l) on Eq. (2.14). Then, for n-external legs and two O(l) operators, we obtain the following
two cases:
• n = l
The relevant expectation value is
〈φ(x1) · · ·φ(xn)O(l)(y)O(l)(z)〉0 ≡ 〈φ(x1) · · ·φ(xl)O(l)(y)O(l)(z)〉0 ,
therefore renormalization indicates that
〈φ(x1) · · ·φ(xl)O(l)(y)O(l)(z)〉0 = Zlrs〈φ(x1) · · ·φ(xl)O(r)(y)O(s)(z)〉 , (2.22)
where we have set O
(l)
0 (y)O
(l)
0 (z) = ZlrsO
(r)
0 (y)O
(s)
0 (z).
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• n 6= k′ with k′ the dimension of the inserted operators.
In this case double insertions are just
〈φ(x1) · · ·φ(xn)O(k′)(y)O(k′)(z)〉0 ,
while renormalizing the above, now with O
(k′)
0 (y)O
(k′)
0 (z) = ZqrsO
(r)
0 (y)O
(s)
0 (z), we get
〈φ(x1) · · ·φ(xn)O(k′)(y)O(k′)(z)〉0 = Zqrs〈φ(x1) · · ·φ(xn)O(r)(y)O(s)(z)〉 , (2.23)
where Zqrs ≡ Zq(n,k′)rs. By the subscript (n, k′) on q we stress the fact that the β-function
can in general be affected by the level-2 insertion of a dimension-k′ 6= n operator into the
n-point function.
From these, the non-linear contribution Γlrsc
(r)c(s) to βc(l) can be obtained.
There are a couple of subtle points here. The first regards the possible contractions of the
fields in the expectation value. When we consider double insertions there is no need to use Lint
to contract fields. So couplings do not participate in the calculation. The second refers to the
absorption of divergences. In particular the two sides of Eq. (2.23), when l ≤ 8, give the same
loop integral but the l.h.s is divergent while the r.h.s is finite. The equality of the two sides
holds since Zlrs is divergent, which means that the diagram at the r.h.s should be considered
as a finite vertex. Finally, in the following calculations we meet only two kinds of divergent
integrals. These are the scalar integrals A0 and B0 evaluated in Appendix A. When massless
propagators participate in the loop, these integrals are scaleless. When scaleless, the former is
identically zero in DR, while the latter can be broken into a UV and an IR part. Depending on
the situation, we keep only its UV part (operator insertion) or we consider both its UV and IR
parts in which case B0 is zero (renormalization of Eq. (1.5)) in DR. There are two more 1-loop
integrals, a Triangle (C0) and a Box (D0), already mentioned in the Introduction, which are
finite.
3 Inserting dimension-6 operators
Consider the Lagrangian L = L(2) + L(4) + L(6) which includes also the classically irrelevant
HDO of dimension-6 [10]. We would like to determine its RG flows and symmetry breaking
patterns. There are three such operators (up to total derivatives), which respect Lorentz and
Z2 symmetry:
(O
(6)
1 , O
(6)
2 , O
(6)
3 ) =
(
φ2φ2
Λ2
,
φ2φ
Λ2
,
φ6
Λ2
)
(3.1)
and they introduce the respective dimensionless couplings c
(6)
1 , c
(6)
2 and c
(6)
3 . Nevertheless, as we
will see, only one of them is independent. Λ is a cut-off scale and it is present to regulate the
dimension of the inserted operators.
With this in mind we add to L(4) in Eq. (1.1), the terms
L(6) = c
(6)
1
4!Λ2
φ2φ2 + c
(6)
2
2Λ2
φ2φ+ c
(6)
3
6!Λ2
φ6 , (3.2)
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so that the dimension-6 GEFT Lagrangian is
L = −1
2
φφ− 1
2
m2 φ2 − λ
4!
φ4
+
c
(6)
1
4!Λ2
φ2φ2 + c
(6)
2
2Λ2
φ2φ+ c
(6)
3
6!Λ2
φ6 (3.3)
and defines the O(2)-O(4)-O(6) system. Let us call the set of dimension-6 operators in Eq. (3.2)
the G-basis. Notice that upon integration by parts and dropping total derivatives, the box
operator commutes with φ and all positions of it in the operator are equivalent. There is an
obstruction to compute directly RG flows in this basis since O
(6)
1 can result in superluminal
propagation when c
(6)
1 < 0 [11], in addition O
(6)
2 contains an Ostrogradsky ghost (the O-ghost)
[12], as it adds an extra, ghost-like pole to the propagator. The analysis of the phase diagram
is expected to be simplified and more transparent in the basis where only O
(6)
3 exists. We call
this the W-basis, by analogy to the Warsaw basis of dim-6 operators in the Standard Model [1]
which is ghost free.
Indeed, there is a freedom in Eq. (3.3) because we can perform a field redefinition that allows
to eliminate any HDO we want. To see how this works, take L0 (the bare version of Eq. (3.3)),
introduce the field redefinition 1
φ0 → φ0 + x
Λ2
φ0 +
y
Λ2
φ30 (3.4)
and substitute it back into L0. Keeping consistently terms up to O(1/Λ2), we obtain the
transformed Lagrangian
L0 = −1
2
[
1 + 2x
m20
Λ2
]
φ0φ0 − 1
2
φ0m
2
0φ0 −
[
λ0
4!
+
ym20
Λ2
]
φ40
+
[
c
(6)
1,0 − y − x6λ0
4!Λ2
]
φ20φ20 +
[
c
(6)
2,0 − x
2Λ2
]
φ02φ0 +
[
c
(6)
3,0 − yλ06
6!Λ2
]
φ60 . (3.5)
Perform also the extra redefinition
φ0 → 1√
1 + 2x
m20
Λ2
φ0 (3.6)
in order to bring the kinetic term into a canonical form. Now we can try to eliminate some
operators in favour of others. The preferred elimination is that of the ones with higher deriva-
tives. This can be done by requiring the coefficients of those terms to vanish, which happens if
x = c
(6)
2,0 and y = c
(6)
1,0 − (c(6)2,0/6)λ0. With these conditions we obtain the Lagrangian
L0 = −1
2
φ0φ0 − m
2
0
2
[
1− 2c
(6)
2,0m
2
0
Λ2
]
φ20 +
[
−λ0
24
+
m20(−c(6)1,0 + 13λ0c
(6)
2,0)
Λ2
]
φ40
+
[
c
(6)
3,0 − 16c
(6)
1,0λ0 +
1
36c
(6)
2,0λ
2
0
Λ2
]
φ60 , (3.7)
1Whether field redefinitions and renormalization commute is a fair question at this point and there are argu-
ments that they do [13].
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where indeed only φ6 remains as the only HDO.
Unfortunately this can not be the full story since in general, field redefinitions affect the
measure of the path-integral [10]. To clarify this aspect we renormalize L0 diagrammatically in
the on-shell scheme, considering the HDO as part of the classical Lagrangian and we demonstrate
how ghosts can be discarded from the spectrum. Having obtained a ghost-free theory with a
reduced set of operators (the W-basis), we can safely apply the operator insertion algorithm for
the evaluation of the anomalous dimensions.
3.1 Ghosts induced by higher derivative operators
The main problem of Eq. (3.3) is the existence of the O-ghost, originating from O
(6)
2 , which
makes the model ill-defined. Consistency suggests that we must add a sector whose purpose is
to cancel the pole of the O-ghost. The sector that does the job is
LRg,0 = −1
2
χ¯0χ0 +
m2χ,0
2
χ¯0χ0 − λχ,0
4
χ¯0χ0 φ
2
0 , (3.8)
featuring the Grassmann fields χ0 and χ¯0 which we call the R-ghosts for reasons that will become
clear. The total G-basis Lagrangian then becomes
L0 = L(4)0 + L(6)0 + LRg,0
= −1
2
φ0φ0 − m
2
0
2
φ20 −
λ0
4!
φ40 +
c
(6)
1,0
4!Λ2
φ20φ20 +
c
(6)
2,0
2Λ2
φ02φ0
+
c
(6)
3,0
6!Λ2
φ60 −
1
2
χ¯0χ0 +
m2χ,0
2
χ¯0χ0 − λχ,0
4
χ¯0χ0φ
2
0 . (3.9)
The Feynman rules that this Lagrangian generates are:
• Scalar Propagator
=
i
p2 −m20 + c(6)2,0 p
4
Λ2
• Ghost Propagator
=
i
p2 +m2χ,0
• Four-point self interaction vertex
p3
p4
p1
p2
= −iλ0 − ic(6)1,0
p2
Λ2
.
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• Scalar-ghost vertex
p3
p4
p1
p2
= −iλχ,0
2
.
• Six-point self interaction vertex
p5
p6
p1
p2
p3
p4
= i
c
(6)
3,0
Λ2
,
We are about to renormalize Eq. (3.9) using these rules. Clearly, this is in the spirit of Eq. (1.5)
rather than in the spirit of the operator insertions. It is a more familiar process, which is however
numb to the decomposition of the β-functions in terms of the various anomalous-dimension
contributions that comprise it. At the end though, we will obtain the same β-functions from
both methods.
The presence of the O-ghost is manifest through the scalar propagator which now has two
poles. The extra pole can be exposed if we rewrite the scalar propagator as
G
(2)
0 (x1, x2) =
i
p2 −m20 + c(6)2,0 p
4
Λ2
=
Λ2
c
(6)
2,0
i
(p2 −m2+,0)(p2 −m2−,0)
(3.10)
and breaking the denominator as
G
(2)
0 (x1, x2) =
1√
1 + 4m20
c
(6)
2,0
Λ2
(
i
(p2 −m2+,0)
− i
(p2 −m2−,0)
)
=
i
b0(p2 −m2+,0)
− i
b0(p2 −m2−,0)
, (3.11)
where
b0 =
√
1 + 4m20
c
(6)
2,0
Λ2
. (3.12)
This shows that the propagator describes two scalar fields with masses
m2±,0 =
Λ2
2c
(6)
2,0
(−1± b0) , (3.13)
where m2+,0, m
2−,0 correspond to the bare masses of φ and of the O-ghost respectively.
14
In order to arrive at a ghost-free and finite theory in this basis we should first deal with the
extra pole and its possible connection to the R-ghosts. Our expectation is that the unphysical
pole of the O-ghost somehow cancels due to the presence of the R-ghosts and this should happen
order by order in the loop expansion. To fulfill this expectation we need the 1-loop part of the
action, which includes the quantum corrections and the renormalized version of Eq. (3.9). Let
us denote the 1-loop corrections to the 2-, 4- and 6-point functions of φ as M2,φ, B4,φ and B6,φ
respectively. The correction of χ’s propagator isM2,χ while the φ-χ vertex is corrected by B4,χ.
For the finite parts of the diagrams we use the notation [ ]f . Relating bare and renormalized
quantities in the usual way, Eq. (3.9) gives in momentum space
L = LR + Lct , (3.14)
where
LR = p
2
2
φ2 − m
2
2
φ2 − λ
4!
φ4 − c
(6)
1 p
2
4!Λ2
φ4 +
c
(6)
2 p
4
2Λ2
φ2 +
c
(6)
3
6!Λ2
φ6
+
p2
2
χ¯χ+
m2χ
2
χ¯χ− λχ
4
χ¯χφ2 ,
featuring the renormalized field and couplings and
Lct = δφ p
2
2
φ2 − δm+m
2δφ
2
φ2 − δλ+ 2λδφ
4!
φ4 − (δc
(6)
1 + 2c
(6)
1 δφ) p
2
4!Λ2
φ4 +
(δc
(6)
2 + c
(6)
2 δφ) p
4
2Λ2
φ2
+
δc
(6)
3 + 3c
(6)
3 δφ
6!Λ2
φ6 +
δχ p2
2
χ¯χ+
δmχ +m
2
χδχ
2
χ¯χ− δλχ + λχ(δχ+ δφ)
4
χ¯χφ2
+
M2,φ
2
φ2 +
B4,φ
4!
φ4 +
B6,φ
6!
φ6 +
M2,χ
2
χ¯χ+
B4,χ
4
χ¯χφ2
which contains the counter-terms and the 1-loop diagrams. The next step is to use the above
expressions to choose the renormalization conditions which simultaneously make vertices and
propagators finite and leave φ with a single pole. Start with the 2-point Green’s function. For
the scalar field the renormalized, double pole, propagator is
G(2)(x1, x2) =
i
Ap4 +Bp2 + C
with
A =
c
(6)
2 + δc
(6)
2 + c
(6)
2 δφ
Λ2
B = 1 + δφ
C = M2,φ −m2 − δm−m2δφ
and the R-ghost propagator is
G
(2)
Rg(x1, x2) =
i
p2 +m2χ + δmχ + δχ(p
2 +m2χ) +M2,χ
. (3.15)
Following steps analogous to Eq. (3.10), we break G(2) in two parts to obtain the renormalized
version of Eq. (3.11) and we get
G(2)(x1, x2) =
i
A[M+ −M−](p2 −M+) −
i
A[M+ −M−](p2 −M−) (3.16)
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with
M± =
B
2A
[
−1±
√
1− 4AC
B2
]
. (3.17)
The pole-cancelation condition that we want to impose amounts to forcing G
(2)
Rg to cancel the
wrong-sign term in Eq. (3.16). In other words we need
A[M+ −M−](p2 −M−) = p2 +m2χ + δmχ + δχ(p2 +m2χ) +M2,χ .
This contains two pole-cancellation conditions. The first is
p2 = A[M+ −M−]p2
= b0 p
2 + ~
b0 2m2(δc
(6)
2 + 2c
(6)
2 δφ) + c
(6)
2 (−2M2,φ + 2δm+ Λ
2
c
(6)
2
δφ)
c
(6)
2 (4m
2 + Λ
2
c
(6)
2
)
 p2 ,
which, comparing the two sides order by order in ~, gives
b0 = 1
2m2(δc
(6)
2 + 2c
(6)
2 δφ) + c
(6)
2 (−2M2,φ + 2δm+
Λ2
c
(6)
2
δφ) = 0 .
Checking back to Eq. (3.12) it is easy to see that the first constraint is fulfilled when c
(6)
2 = 0
or when m2 = 0. The former is rejected since it gets us to a basis where there are no O-ghosts
from the beginning and the pole cancelation is meaningless. Therefore, we have to choose the
m2 = 0 solution. Substituting this in the second constraint we have
2
c
(6)
2
Λ2
(−M2,φ + δm) + δφ = 0 . (3.18)
The second pole-cancellation condition is
−A[M+ −M−]M− = m2χ + δmχ + δχ(p2 +m2χ) +M2,χ ,
which, keeping terms up to O(~) and using the constraints from the first condition, becomes
Λ2
c
(6)
2
+ ~
[
3(δm−M2,φ)− Λ
2
c
(6)
2
(
δc
(6)
2
c
(6)
2
)
+
Λ2
c
(6)
2
δφ
]
= m2χ + ~
(
δmχ + δχ(p
2 +m2χ) +M2,χ
)
.
At O(~0) the constraint
m2χ =
Λ2
c
(6)
2
(3.19)
is obtained, a relation that connects the O- and R-ghosts and defines the mass of the latter in
terms of the coupling of the former. It also implies the useful identity
δmχ
m2χ
= −δc
(6)
2
c
(6)
2
. (3.20)
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At O(~) level we obtain
3(δm−M2,φ)−m2χ
δc
(6)
2
c
(6)
2
+m2χδφ = δmχ + δχ(p
2 +m2χ) +M2,χ ⇒
3(δm−M2,φ) +m2χδφ = δχ(p2 +m2χ) +M2,χ . (3.21)
Notice that even though we are forced to set the renormalized mass to zero, there is a mass
counterterm δm left over, whose purpose is to absorb M2,φ. Eq. (3.18) resembles the way that
the single-pole propagator of a pure scalar theory gets renormalized after resummation. This
behaviour is inherited by the G-basis propagator when
δm =M2,φ and δφ = 0 . (3.22)
Then Eq. (3.21) fixes the counter-term δχ:
δχ = − M2,χ
p2 +m2χ
. (3.23)
It is now easy to check that using all the constraints, the renormalized φ-propagator takes the
form
G(2)(x1, x2) =
i
p2
− i
p2 +m2χ
, (3.24)
with the second term the same as the R-ghost propagator, with the opposite sign. Bringing the
φ and χ propagators in this relative form is a necessary condition but its sufficiency is not yet
obvious.
The only ingredient left at the 2-point function level is the computation of M2,φ and M2,χ.
Starting with the former, we consider contributions from two vertices. The first comes from the
4-point vertex given by
q q
k
= iM12,φ
whose evaluation gives
iM12,φ = −i
(
λ+ c
(6)
1
q2
Λ2
)
SM1
∫
d4k
(2pi)4
[
i
k2
− i
k2 +m2χ
]
⇒
M12,φ =
1
2
(
λ+ c
(6)
1
q2
Λ2
)∫
d4k
(2pi)4i
[
1
k2
− 1
k2 +m2χ
]
⇒
M12,φ =
1
2
(
λ+ c
(6)
1
q2
Λ2
)[
A0(0)−A0(−m2χ)
]
, (3.25)
with the symmetry factor SM1 = 12 and Eq. (3.24) used for the scalar propagator. The second
two-point contribution comes from the φ-χ vertex:
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q q
k
= iM22,φ
It evaluates to
iM22,φ = (−1)(−i)
λχ
2
SM2
∫
d4k
(2pi)4
i
k2 +m2χ
⇒
M22,φ = −
λχ
2
∫
d4k
(2pi)4i
1
k2 +m2χ
≡ −λχ
2
A0(−m2χ) , (3.26)
with symmetry factor SM2 = 1. Notice the extra minus sign in the above due to the anti-
commuting ghost which runs in the loop. Adding Eq. (3.25) and Eq. (3.26) we get the complete
1-loop correction to the scalar two-point function
M2,φ = 1
2
(
λ+ c
(6)
1
q2
Λ2
)[
A0(0)−A0(−m2χ)
]− λχ
2
A0(−m2χ) (3.27)
or, in DR,
M2,φ =
λm2χ
16pi2ε
+
c
(6)
1
c
(6)
2
q2
16pi2ε
+
λχm
2
χ
16pi2ε
+ [M2,φ]f . (3.28)
We complete the 2-point function analysis with the correction to R-ghost’s propagator. In this
case only one digram contributes, coming from the φ-χ vertex:
q q
k
= iM2,χ
Its explicit form is given by
iM2,χ = (−i)λχ
2
SMχ
∫
d4k
(2pi)4
[
i
k2
− i
k2 +m2χ
]
⇒
M2,χ = λχ
2
∫
d4k
(2pi)4i
[
1
k2
− 1
k2 +m2χ
]
⇒
M2,χ = λχ
2
[
A0(0)−A0(−m2χ)
]
, (3.29)
with symmetry factor SMχ = 1. In DR this is
M2,χ =
λχm
2
χ
16pi2ε
+ [M2,χ]f . (3.30)
Using these results, Eq. (3.22) and Eq. (3.23) become
δm =
λm2χ
16pi2ε
+
c
(6)
1
c
(6)
2
q2
16pi2ε
+
λχm
2
χ
16pi2ε
+ [M2,φ]f
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δχ =
−1
p2 +m2χ
[
λχm
2
χ
16pi2ε
+ [M2,χ]f
]
δφ = 0 . (3.31)
Up to this point we have managed to secure a scalar-field whose extra propagator component
is of the opposite sign with respect to the propagator of the R-ghost and to renormalize these
propagators. To render the theory finite, renormalization conditions associated with the 4- and
6-point functions are also needed.
Starting with the φ4 vertex, Lct indicates that
δλ+ δc
(6)
1
p2
Λ2
+ 2(λ+ c
(6)
1
p2
Λ2
)δφ = B4,φ ⇒
δλ+ δc
(6)
1
p2
Λ2
= B4,φ , (3.32)
where we have used Eq. (3.22). The diagrammatic set of B4,φ consists of three 1-loop box
diagrams. The first contribution is a pure scalar box with pinched external legs, i.e. a Candy.
It has three channels given by Eq. (B.19). The s-channel, denoted by B1,s4,φ
p3
p4
p1
p2
k + q
k
= iB1,s4,φ
is evaluated as
iB1,s4,φ = (−i)(−i)
(
λ+ c
(6)
1
q2
Λ2
)2
SB1φ
∫
d4k
(2pi)4
[
i
k2
− i
k2 +m2χ
] [
i
(k + q)2
− i
(k + q)2 +m2χ
]
⇒
B1,s4,φ =
1
2
(
λ+ c
(6)
1
q2
Λ2
)2 ∫
d4k
(2pi)4i
[
1
k2
− 1
k2 +m2χ
] [
1
(k + q)2
− 1
(k + q)2 +m2χ
]
⇒
B1,s4,φ =
1
2
(
λ+ c
(6)
1
q2
Λ2
)2 [
B0(q
2, 0, 0)−B0(q2, 0,−m2χ)−B0(q2,−m2χ, 0) +B0(q2,−m2χ,−m2χ)
]
,
where the symmetry factor is SB1φ =
1
2 and p1 + p2 + p3 + p4 = 0. Including the other two
channels, we obtain
B14,φ = B1,s4,φ + B1,t4,φ + B1,u4,φ ≡
∑
q2=s,t,u
1
2
(
λ+ c
(6)
1
q2
Λ2
)2
F (q2,m2χ) , (3.33)
with
F (q2,m2χ) = B0(q
2, 0, 0)−B0(q2, 0,−m2χ)−B0(q2,−m2χ, 0) +B0(q2,−m2χ,−m2χ) .
The next contribution to the four-point vertex comes from the φ-χ interaction. The diagram is
another Candy whose s-channel is
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p3
p4
p1
p2
k + q
k
= iB2,s4,φ
evaluating to
iB2,s4,φ = (−1)(−i)(−i)
λ2χ
4
SB2φ
∫
d4k
(2pi)4
i
k2 +m2χ
i
(k + q)2 +m2χ
⇒
B2,s4,φ = −
λ2χ
4
∫
d4k
(2pi)4i
1
[k2 +m2χ][(k + q)
2 +m2χ]
≡ −λ
2
χ
4
B0(q
2,−m2χ,−m2χ) , (3.34)
with symmetry factor SB2φ = 1 and momentum conservation p1 +p2 +p3 +p4 = 0. The complete
contribution of this diagram is
B24,φ = −
λ2χ
4
∑
q2=s,t,u
B0(q
2,−m2χ,−m2χ) . (3.35)
The third, and last, diagram which corrects the φ4-vertex comes from the six-point function.
The s-channel diagram is
p1 p3
k
p2 p4
= iB3,s4,φ
This contribution is the same as that of Eq. (3.25) except from an extra vertex factor. We can
then directly write
B3,s4,φ = −
c
(6)
3
2Λ2
[
A0(0)−A0(−m2χ)
]
. (3.36)
This diagram gives an A0-integral which is channel-independent, so its total contribution is just
three times B3,s4,φ:
B34,φ = −
3c
(6)
3
2Λ2
[
A0(0)−A0(−m2χ)
]
. (3.37)
Adding Eq. (3.33), Eq. (3.35) and Eq. (3.37) we end up with the full 1-loop correction to the
pure scalar 4-point vertex
B4,φ =
∑
q2=s,t,u
1
2
(
λ+
q2
m2χ
c
(6)
1
c
(6)
2
)2
F (q2,m2χ) −
λ2χ
4
∑
q2=s,t,u
B0(q
2,−m2χ,−m2χ)
− 3c
(6)
3
2Λ2
[
A0(0)−A0(−m2χ)
]
. (3.38)
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Decompressing and calculating the integrals in DR, we obtain
B4,φ = − 3λ
2
16pi2ε
− 3λ
2
χ
32pi2ε
− 3c
(6)
3
Λ2
m2χ
16pi2ε
+ [B4,φ]f , (3.39)
where we have used the identity s+ t+ u = 0 and kept terms up to O(1/Λ2).
For the φ-χ vertex, according to Lct, we get the condition
δλχ + λχ(δχ+ δφ) = B4,χ ⇒
δλχ + λχδχ = B4,χ , (3.40)
using Eq. (3.22). In this case the 1-loop correction comes only from one box diagram. It is again
a Candy and its s-channel is
p3
p4
p1
p2
k + q
k
= iBs4,χ
It is of the form Eq. (3.33) except from the vertex factor. Thus,
Bs4,χ =
λχ
4
(
λ+ c
(6)
1
q2
Λ2
)
F (q2,m2χ) . (3.41)
Even though this diagram is a Candy with scalar fields in the loop, it has only two channels, so
its total contribution is
B4,χ =
∑
q2=s,t
λχ
4
(
λ+ c
(6)
1
q2
Λ2
)
F (q2,m2χ) . (3.42)
Computing in DR the integrals, we get
B4,χ = − λχ λ
16pi2ε
+ [B4,χ]f , (3.43)
where we have used that s+ t = 0.
The renormalization condition that ensures the finiteness of the 6-point vertex is
δc
(6)
3 + 3c
(6)
3 δφ = −Λ2B6,φ ⇒
δc
(6)
3 = −Λ2B6,φ . (3.44)
The related diagrammatic set includes K1φ6 , K2φ6 and Bφ6 . The first and the second come from
the φ4 and φ-χ vertices respectively, while the third is a combination of the φ4 and φ6 vertices.
K1φ6 is a triangle diagram with only one channel. It is
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p1
p2
p5
p6
p3
p4
k
k′
k′′ = iK1φ6
where k′ = k + p1 + p2, k′′ = k′ + p3 + p5. In addition, momentum conservation demands that
p1 + p2 + p3 + p4 + p5 + p6 = 0. Now the propagators in the loop come from Eq. (3.24) so the
calculation of this diagram involves eight parts. It is useful to see how K1φ6 scales as a function of
the loop momentum. Each one of the contributing parts contributes as K1φ6 ∼
∫
d4k 1
k6
which is
just a finite correction, proportional to a C0-integral. In other words, the above 1-loop Triangle
is finite and we can write it as
K1φ6 ≡
[
K1φ6
]
f
. (3.45)
This is the diagram mentioned in the Introduction and it is in fact the only correction associated
with a dimension-6 operator in the usual EFT, at 1-loop. The second diagram in the GEFT is
another Triangle diagram, originating from the interaction of the scalar field with the R-ghost.
It is a contribution with only one channel, given by
p1
p2
p5
p6
p3
p4
k
k′
k′′ = iK2φ6
evaluating to
iK2φ6 = (−1)(−i)3
λ3χ
8
SK2
φ6
∫
d4k
(2pi)4
i3
[k2 +m2χ][(k
′)2 +m2χ][(k′′)2 +m2χ]
⇒
K2φ6 = −
λ3χ
8
∫
d4k
(2pi)4i
1
[k2 +m2χ][(k
′)2 +m2χ][(k′′)2 +m2χ]
≡ −λ
3
χ
8
C0(P1, P2,−m2χ,−m2χ,−m2χ) ,
with symmetry factor SK2
φ6
= 1 and momentum conservation p1 + p2 + p3 + p4 + p5 + p6 = 0.
It also gives a finite C0-integral which has no effect on the β-function of the corresponding
coupling. So,
K2φ6 =
[
K2φ6
]
f
. (3.46)
This calculation ends with one more 1-loop diagram which corrects the φ6-vertex and has five
channels, labelled by sσ with σ = 1, 2, 3, 4, 5. The diagram itself is a 2 → 4 Candy whose first
channel is
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p3
p4
p1
p2
p5
p6
k + q
k
= iBs1
φ6
It is equal to B1,s4,φ barring the vertex factor. Therefore, it is equal to
Bs1
φ6
= −1
2
(
λ+
q2
m2χ
c
(6)
1
c
(6)
2
)
c
(6)
3
Λ2
F (q2,m2χ) . (3.47)
Adding all channels we get
Bφ6 = −
∑
q2=s1,···,s5
1
2
(
λ+
q2
m2χ
c
(6)
1
c
(6)
2
)
c
(6)
3
Λ2
F (q2,m2χ) . (3.48)
Adding Eq. (3.45), Eq. (3.46) and Eq. (3.48) in DR, we have
Λ2B6,φ = 5λc
(6)
3
16pi2ε
+ Λ2
[
K1φ6
]
f
+ Λ2
[
K2φ6
]
f
+ Λ2
[Bφ6]f ⇒
Λ2B6,φ = 5λc
(6)
3
16pi2ε
+ Λ2 [B6,φ]f , (3.49)
where s1 + s2 + s3 + s4 + s5 = 0 and
[B6,φ]f =
[
K1φ6
]
f
+
[
K2φ6
]
f
+
[Bφ6]f .
An important comment is in order. We calculated the 1-loop diagrams using the function
F (q2,m2χ) that contains the scaleless version of the B0-integral. To extract the counter-terms
we use the fact that in DR this integral is zero. This seems to be in contrast with the operator
insertion method where they also contributed to the renormalization but we took them to be
non-zero. The reason is that here the loop integrals see momenta from IR to UV and this is why
they give zero in DR. In contrast the renormalized correlation function of a composite operator
has extra UV divergences that are possible to extract by separating the UV from the IR part
of the scaleless B0-integrals. The A0 integral on the other hand does not have this flexibility
because its UV and IR limits are non-separable, therefore it vanishes identically when scaleless.
Having completed the computation of the 1-loop corrections we can now determine the
counter-terms of the vertices. Substituting the four-point vertex in Eq. (3.32) we have
δλ =
3λ2
16pi2ε
+
3c
(6)
3
16pi2ε
m2χ
Λ2
+ [B4,φ]f and
p2
Λ2
δc
(6)
1 = −
6λ2
16pi2ε
− 3λ
2
χ
32pi2ε
− 6c
(6)
3
Λ2
m2χ
16pi2ε
(3.50)
where we have added ±3(λ2 + c(6)3
m2χ
Λ2
)/(16pi2ε), taking advantage of the arbitrariness of δc
(6)
1 .
The φ-χ vertex, substituted in Eq. (3.40), gives the condition
δλχ = − λχ λ
16pi2ε
+ [B4,χ]f +
λχ
p2 +m2χ
(
λχm
2
χ
16pi2ε
+ [M2,χ]f
)
, (3.51)
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and the 6-point vertex substituted in Eq. (3.44) gives
δc
(6)
3 = −
5λc
(6)
3
16pi2ε
− Λ2 [B6,φ]f . (3.52)
Notice here that the above renormalization conditions should be enough to render the theory
finite. This means that δc
(6)
2 , or equivalently δmχ, remains undetermined. Nevertheless it has a
significant role which we will uncover soon.
Using Eq. (3.22), Eq. (3.23), Eq. (3.32), Eq. (3.40) and Eq. (3.44) in Eq. (3.14), the renor-
malized Lagrangian becomes
L = 1
2
(
p2 +m2χ
)( p2
m2χ
φ2 + χ¯ χ
)
− 1
4!
(
λ+ c
(6)
1
p2
Λ2
)
φ4 +
c
(6)
3
6!Λ2
φ6
+
δc
(6)
2
2c
(6)
2
(
p4
m2χ
φ2 −m2χ χ¯ χ
)
. (3.53)
An observation from the above analysis is that the φ-χ vertex did not contribute to the pole-
cancelation conditions of the scalar propagator. Recall that the ghost-like pole did not disappear
through cancellation between diagrams, rather only the kinetic part of the R-ghost was used.
In other words even if χ was decoupled, we would have ended up with the above, single-pole,
Lagrangian. This is why in L, without loss of generality, we have set λχ = 0. However, Eq. (3.53)
still needs refinement since the pole cancellation and renormalization left δc
(6)
2 undetermined in
the Lagrangian. In fact, in the last term in Eq. (3.53) it appears as a Lagrange multiplier so we
can integrate it out. By doing so we obtain
χ¯ χ =
p4
m4χ
φ2 ,
a condition that relates the R-ghost to φ. Substituting back into Eq. (3.53) and defining the
composite field
Φ2 =
p2
m2χ
(
p2
m2χ
+ 1
)
φ2
the Lagrangian, in position-space, becomes
LΦ = −1
2
Φ
(
−m2χ
)
Φ− λ
′
4!
Φ4 +
c
(6)′
3
6!Λ2
Φ6 (3.54)
with
λ′ =
λ− c(6)1 Λ2[

m2χ
(

m2χ
− 1
)]2 and c(6)′3 = c(6)3[ 
m2χ
(

m2χ
− 1
)]3 .
Finally, the counter-terms determine the 1-loop contributions to the β-functions (with λχ = 0)
βq
m2
=
λm2χ
16pi2
+
c
(6)
1
c
(6)
2
q2
16pi2
βqλ =
3λ2
16pi2
+
3c
(6)
3
16pi2
m2χ
Λ2
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βq
c
(6)
3
= −5λc
(6)
3
16pi2
. (3.55)
A few additional comments are in order. The comparison between L and LΦ shows that the
original local theory with all the dimension-6 operators and R-ghosts present is equivalent to
a non-local and ghost-free theory including only the polynomial dimension-6 operator. Moving
from L to LΦ the pole is shifted and from the viewpoint of the non-local field Φ, is located
at −m2χ. On the other hand, even though the propagator of the original local field φ had a
pole at m2 = 0, there is a non-trivial counter-term δm. This is reminiscent of the Coleman-
Weinberg model [15]. Note also that the original basis of Eq. (3.9) becomes consistent only after
renormalization, having imposed both tree and loop level conditions. This can be considered as a
hint of the quantum nature of the HDO. Note finally that the equivalence of the two Lagrangians
renders the operators O
(6)
1 and O
(6)
2 redundant since Eq. (3.54) contains only one dimension-6
operator, O
(6)
3 .
The only nuisance is the non-local nature of Eq. (3.54) which makes the computation of RG
flows difficult. In the next section we will show that LΦ is equivalent to a local and ghost-free
theory, connected to Eq. (3.9) via the redefinition of Eq. (3.4).
3.2 The pure polynomial W-basis
In the previous section we showed how the non-physical degrees of freedom present in the G-
basis are cancelled by the R-ghost Lagrangian, which was added though by hand. How can this
structure be better motivated? Suppose that we start with the local, ghost-free Lagrangian
L˜0 = −1
2
φ0φ0 − 1
2
m˜20φ
2
0 −
λ˜0
4!
φ40 +
c˜
(6)
3,0
6!Λ2
φ60 , (3.56)
that includes only one, non-derivative dimension-6 operator. This ”tilded” basis is just our
previous W-basis. We have seen that the field redefinition of Eq. (3.4) transforms us back to
G-basis but without the R-ghosts. Not to miss those one must be careful since after the field
transformation a non-trivial Jacobean develops. This can be made clear if we consider the
path-integral in the absence of sources
Z[0] =
∫
Dφ0 eiS˜[φ0] , S˜[φ0] =
∫
d4x L˜0 .
Now since Eq. (3.56) is ghost-free then the field redefinition2
φ0 → φ′0 = φ0 +
x
Λ2
φ0 +
y
Λ2
φ30
2In the presence of sources the term J0 φ0 should also be properly transformed, otherwise the S-matrix can
not be kept unchanged. Also, one could reduce the operator basis by using the equations of motion and dropping
operators that are proportional to them. This would give the basis of reduced β-functions [2]. This can also
reduce the derivative order of the HDO avoiding the O-ghost but it is not clear if it leads to an equivalent theory
[10].
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should move us to another ghost-free basis without changing anything, if performed consistently.
This means that if in
Z[0] =
∫
Dφ0
∣∣∣∣dφ′0dφ0
∣∣∣∣ eiS˜[φ0+ xΛ2φ0+ yΛ2 φ30] (3.57)
the Jacobean of the transformation is non-trivial, it must be accounted for. Now the new
degrees of freedom φ′0 and (φ0)′ are a function of two independent functions, the field φ0
and φ0. Clearly since everything (both the Lagrangian and the field redefinition) is valid
up to total derivatives there is an arbitrariness involved in the choice of the independent field
variables. To choose a gauge in the equivalence class of the ∂2nφ variables we demand that in
the transformed basis a pole cancellation mechanism should be at work. This amounts to a
”diagonal” or ”physical” gauge where φ′0 is a function only of φ0 and (φ0)′ is a function only
of φ0. In the diagonal gauge the Jacobean is a diagonal matrix given by
dφ′0
dφ0
=
[
1 + x
Λ2
+ 3y
Λ2
φ20 0
0 1 + x
Λ2
+ 3y
Λ2
φ20
]
with determinant
D(φ0) = det
[
dφ′0
dφ0
]
=
(
1 +
x
Λ2
+ 3y
Λ2
φ20
)2
≡ 1 + 2x
Λ2
+ 6y
Λ2
φ20 , (3.58)
keeping terms to O(1/Λ2). Now recall that an operator depending on commuting variables, like
D(φ0), can be rewritten as a path integral of the form
D(φ0) =
∫
Dχ¯′0Dχ′0 e−i
∫
d4xχ¯′0D(φ0)χ
′
0 ,
with χ¯′0, χ′0 two real Grassmann variables. Then the transformed path integral of Eq. (3.57)
includes also the anti-commuting, ”reparametrization” ghost-fields. It becomes
Z[0] =
∫
Dφ0Dχ¯′0Dχ′0 eiS˜[φ0+
x
Λ2
φ0+ y
Λ2
φ30]−i
∫
d4xχ¯′0D(φ0)χ
′
0 (3.59)
and the correct version of Eq. (3.56) is
L˜0 = L˜red,0 + LRg,0 (3.60)
with
L˜red,0 = −1
2
[
1 + 2x
m˜20
Λ2
]
φ0φ0 − 1
2
m˜20 φ
2
0 −
[
λ˜0
4!
+
y m˜20
Λ2
]
φ40 +
[
−y − x6 λ˜0
Λ2
]
φ20φ20
+
[−x
Λ2
]
φ02φ0 +
[
c˜
(6)
3,0
6!Λ2
− yλ˜0
6Λ2
]
φ60 ,
LRg,0 = −2x
Λ2
χ¯′0χ′0 − χ¯′0χ′0 −
6y
Λ2
χ¯′0χ
′
0φ
2
0 . (3.61)
The kinetic term of φ0 and χ
′
0 can be made canonical using Eq. (3.6) and the redefinition
(χ¯′0, χ′0)→
√
Λ2
2x (χ¯0, χ0). Then
L˜0 = −1
2
φ0φ0 − m˜
2
0
2
[
1− 2xm˜
2
0
Λ2
]
φ20 +
[
− λ˜0
4!
− ym˜
2
0
Λ2
+
xλ˜0m˜
2
0
6Λ2
]
φ40
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+[
−y − x6 λ˜0
Λ2
]
φ20φ20 +
[−x
Λ2
]
φ02φ0 +
[
c˜
(6)
3,0
6!Λ2
− yλ˜0
6Λ2
]
φ60
−χ¯0χ0 − Λ
2
2x
χ¯0χ0 − 6y
2x
[
1− 2xm˜
2
0
Λ2
]
χ¯0χ0φ
2
0
= −1
2
φ0φ0 − m
2
0
2
φ20 −
λ0
4!
φ40 +
c
(6)
1,0
4!Λ2
φ20φ20 +
c
(6)
2,0
2Λ2
φ02φ0
+
c
(6)
3,0
6!Λ2
φ60 − χ¯0χ0 +
Λ2
c
(6)
2,0
χ¯0χ0 − λχ,0
2
χ¯0χ0φ
2
0 , (3.62)
where in the last expression we made the identifications
m20 = m˜
2
0
[
1− 2xm˜
2
0
Λ2
]
λ0 = λ˜0 + 4!
m˜20
Λ2
(
y − x
6
λ˜0
)
c
(6)
1,0 = 4!
(
−y − x
6
λ˜0
)
c
(6)
2,0 = 2 (−x)
c
(6)
3,0 = c˜
(6)
3,0 − 6!
y
6
λ˜0
λχ,0 =
6y
x
[
1− 2xm˜
2
0
Λ2
]
. (3.63)
As we expected, we started from a ghost-free basis and the redefinition gave us back exactly
Eq. (3.9) (up to a harmless normalization of χ), justifying the original insertion of LRg. To com-
plete the connection between the G and W-bases we need to relate the corresponding couplings.
Using the renormalized form of Eq. (3.63) to move from the tilded to the un-tilded Lagrangian,
we got
x = −1
2
c
(6)
2 and y = −
1
4!
(c
(6)
1 − 2λ˜c(6)2 ) . (3.64)
In addition, recall that the R-ghost decouples if λχ = 0 which can be achieved when y = 0 or
m˜2 = −m2χ. The former happens if c(6)1 = 2λ˜c(6)2 and the latter ensures that m2 = 0 and we
need both in order to get an equivalent to Eq. (3.54) theory. With these constraints, we have
λ = −λ˜ and c(6)3 = c˜(6)3 .
We are now ready to use directly the W-basis given by the Lagrangian Eq. (3.56) for the
evaluation of the phase diagram and of the RG flows. For this, we return to the algorithm of
Sect. 2. Like we considered the mass and φ4 term deformations of the kinetic term, we will do
the same for the φ6 operator. We can fully exploit the detailed example of Sect. B where the
operator insertion method was applied and the notation was set up. Our Lagrangian now has
the form
L˜ = L˜4 + c˜(6)3 O˜(6)3
with L˜4 the tilded version of Eq. (B.1). c˜(2)O˜(2) and c˜(4)O˜(4) were defined in Sect. B and the
new entry here is O˜
(6)
3 = φ
6/(6!Λ2) with coupling c˜
(6)
3 . The classical dimension of the coupling
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is
d
c˜
(6)
3
= 2(4− d) = 2ε , (3.65)
while the classical dimension of its associated operator, using dφ =
d−2
2 , is
d
O˜
(6)
3
= 3d− 8 = 4− 3ε . (3.66)
Since the extra deformation is just another polynomial term there is no new contribution to δφ
which remains zero at 1-loop.
Here we admit three β-functions, since l = 2, 4, 6, so let us start with the determination of
βc˜(2) . Its general form is given by Eq. (B.3). Only the non-linear part is affected since, apart
from Z˜222 and Z˜244, there is now one more contribution, Z˜266. In particular, this is given by
Eq. (2.23) with n = 2, l = r = s = 6 and q(2,6) = 2 whose effect starts at 3-loop level. Hence
Z˜266 and Γ˜266 are trivial. Then βc˜(2) is the same as in Eq. (B.13) and reads
βc˜(2) = −2m˜2 +
λ˜m˜2
16pi2
. (3.67)
Next we look at the β-function of c˜(4) whose general form is
βc˜(4) = −εc˜(4) +
m˜2
2
Γ˜6m + Γ˜O˜(4) c˜
(4) + Γ˜422 c˜
(2)c˜(2) + Γ˜444 c˜
(4)c˜(4) + Γ˜466 c˜
(6)
3 c˜
(6)
3 . (3.68)
In this case there are two extra contributions to βc˜(4) with respect to Appendix B. The first
refers to Γ˜6m which is non-zero here and the second to Γ˜466.
The former is calculated using Eq. (2.21) for n = 4 and k = 2, 4, 6
〈φ(x1)φ(x2)φ(x3)φ(x4)O˜(2)(y)〉0 = Z˜62 〈φ(x1) · · ·φ(x4)O˜(2)(y)〉+ Z˜64 〈φ(x1) · · ·φ(x4)O˜(4)(y)〉
+ Z˜66 〈φ(x1) · · ·φ(x4)O˜(6)3 (y)〉 (3.69)
where now the bare part of the expression involves L˜int,0 = −c˜(4)0 O˜(4)0 + c˜(6)3,0O˜(6)3,0. Expanding the
exponential in the expectation value to order O(c˜(4)0 , c˜(6)3,0), the l.h.s becomes
〈φ(x1)φ(x2)φ(x3)φ(x4)φ
2(y)
2
−iλ˜ φ4(z)
4!
〉0 + 〈φ(x1)φ(x2)φ(x3)φ(x4)φ
2(y)
2
ic˜
(6)
3 φ
6(z)
6!Λ2
〉0
The first term above contributes only disconnected and bubble diagrams while the second term
gives
×
×
(3.70)
corresponding to a scaleless B0-integral. Its explicit form is given by Eq. (A.9), where remember,
we must now extract its UV divergent part. Apart from this, it has three channels given in
Eq. (B.19). From the r.h.s of Eq. (3.69) only the second term gives a counter-term at 1-loop
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which can absorb the remnant divergence. This fixes Z˜64 = 3c˜
(6)
3 /(16pi
2Λ2ε) and from the
definition of Eq. (2.11) we get
Γ˜6m = −6
c˜
(6)
3
16pi2Λ2
. (3.71)
Next we consider the non-linear term, Γ˜466. For the evaluation of this contribution we use
Eq. (2.23) for n = 4, l = r = s = 6 and q(4,6) = 4 getting back only greater than 1-loop scaleless
Tadpoles. Collecting all the ingredients, the picture of βc˜(4) is complete:
βc˜(4) = −ελ˜+
3λ˜2
16pi2
− 3c˜
(6)
3 m˜
2
16pi2Λ2
. (3.72)
As a last step we consider Eq. (2.1) for l = 6 which gives the general form
β
c˜
(6)
3
= −2εc˜(6)3 +
m˜2
3
Γ˜8m + Γ˜O˜(6)3
c˜
(6)
3 + Γ˜622 c˜
(2)c˜(2) + Γ˜644 c˜
(4)c˜(4) + Γ˜666 c˜
(6)
3 c˜
(6)
3 . (3.73)
Since the Lagrangian does not include dim-8 operators, the second term of Eq. (3.73) is absent.
We start with the linear part using Eq. (2.20) for n = l = 6 and the corresponding expectation
value is
〈φ(x1) · · ·φ(x6)O˜(6)3 (y)〉0 = Z˜O˜(6)3 〈φ(x1) · · ·φ(x6)O˜
(6)
3 (y)〉 , (3.74)
or using Eq. (2.6),
〈φ(x1) · · ·φ(x6)O˜(6)3 (y)〉0 − δ˜O˜(6)3 〈φ(x1) · · ·φ(x6)O˜
(6)
3 (y)〉 = 〈φ(x1) · · ·φ(x6)O˜(6)3 (y)〉 . (3.75)
The l.h.s of this expression should be evaluated with L˜int,0 = −c˜(2)0 O˜(2)0 − c˜(4)0 O˜(4)0 . Doing so, we
have
N−1〈0|T [φ0(x1) · · · φ0(x6)φ
6
0(y)
6!Λ2
e−i
∫
ddz
m˜20
2
φ20(z)+
λ˜0
4!
φ40(z)]|0〉 − δ˜
O˜
(6)
3
〈φ(x1) · · ·φ(x6)φ
6(y)
6!Λ2
〉
with disconnected and 2-loop diagrams to O(m˜2, λ˜0). On the other hand, to O((m˜2)0, λ˜) it gives
×
× − ×
where apart from the 6 external legs, which imply 5 different channels and the coupling multi-
plying the diagram, it gives the same contribution as in Eq. (3.70). Keeping only the UV part
of the scaleless integral involved, finiteness forces
δ˜
O˜
(6)
3
= − 5λ˜
16pi2
1
ε
, (3.76)
while using Eq. (2.10) or its 1-loop version below, we get
Γ˜
O˜
(6)
3
=
5λ˜
16pi2
. (3.77)
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The only thing left is the evaluation of the non-linear part in Eq. (3.73). The first two of the
three non-linear terms, Γ˜622 and Γ˜644, are determined from Eq. (2.23) with n = 6, l = r = s = 2,
q(6,2) = 6 and n = 6, l = r = s = 4, q(6,4) = 6 respectively. Both expectation values admit
disconnected (finite or 1-loop) diagrams. As a consequence, Γ˜622 and Γ˜644 vanish. The third
non-linear term, Γ˜666, is given by Eq. (2.22) for l = r = s = 6 and has the same fate with the
previous cases since it gives a 2-loop diagram as the lowest order contribution. Putting all the
pieces together we get
β
c˜
(6)
3
= −2εc˜(6)3 +
5λ˜ c˜
(6)
3
16pi2
. (3.78)
Using Eq. (3.67), Eq. (3.72) and Eq. (3.78) we summarize. Then the quantum parts of the
β-functions are
~βq
c˜(l)
=

βq
c˜(2)
βq
c˜(4)
βq
c˜
(6)
3
 =

λ˜m˜2
16pi2
−3c˜
(6)
3 m˜
2
16pi2Λ2
+ 3λ˜
2
16pi2
5λ˜ c˜
(6)
3
16pi2
 (3.79)
while the full 1-loop β-functions are
~βc˜(l) =

βc˜(2)
βc˜(4)
β
c˜
(6)
3
 =

−2m˜2 + λ˜m˜2
16pi2
−ελ˜+ 3λ˜2
16pi2
− 3c˜
(6)
3 m˜
2
16pi2Λ2
−2εc˜(6)3 + 5λ˜ c˜
(6)
3
16pi2
 . (3.80)
Check that using the relations below Eq. (3.63) which connect the tilded and untilded couplings,
we have arrived at the same β-functions as in Eq. (3.55).
One of our original goals was to search for a broken phase in the absence of an explicit mass
term. Let us then take m˜2 → 0 in Eq. (3.79) and Eq. (3.80) so that we are left with only
two operator insertions, O˜(4) and O˜
(6)
3 . This defines the O
(4)-O(6) system. Now we can finally
evaluate the phase diagram of the theory in d = 3, 4 and 5 dimensions. Regarding the breaking
of the Z2 internal symmetry, its fate is governed by the renormalized scalar potential
V˜ (6) =
λ˜
4!
φ4 − c˜
(6)
3
6!Λ2
φ6 . (3.81)
According to the signs of λ˜ and c˜
(6)
3 , there are the following cases:
• λ˜ > 0 and c˜(6)3 > 0
φ6 is dominant so the overall sign of the potential is minus. As a consequence, it becomes
unstable and since the relative sign of the couplings is negative there are two maxima.
• λ˜ > 0 and c˜(6)3 < 0
The overall sign of the potential and the relative sign of the couplings is positive. Therefore,
the potential is stable but the theory does not exhibits broken phase.
• λ˜ < 0 and c˜(6)3 > 0
This case resembles the previous one with the difference that now the overall sign of the
potential is negative making the system unstable.
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• λ˜ < 0 and c˜(6)3 < 0
The potential is stable since the dominant term, φ6, has a positive sign. The relative sign
of the couplings is negative and the theory has a broken phase with two minima.
In the last case the minimization of the potential inherits to the scalar field a non-trivial vev,
given by
v˜ = ±
√
20
√√√√ |λ˜|
|c˜(6)3 |
Λ . (3.82)
Observe that the vev depends explicitly on the cutoff, Λ, which in general should be considered
a function of the renormalization scale. Performing now the expansion φ→ φ± v˜ in Eq. (3.81)
and looking at the extrema of the potential, we obtain the physical mass
m˜2φ =
|λ˜|
3
v˜2 , (3.83)
which also depends on Λ.
We proceed by constructing the phase diagram. Following the same steps as for the O(2)-
O(4) system, the main ingredients are the RG equations of the couplings λ˜, c˜
(6)
3 , the possible
fixed points of the RG flow and the determination of the nature of the associated operators.
Regarding the first of these ingredients, we need to solve the RG equations µdλ˜/dµ = β
λ˜
and
µdc˜
(6)
3 /dµ = βc˜(6)3
. The solution for the RG evolution of λ˜ in d = 4 is
λ˜(µ) =
λ˜
1− 3λ˜2
16pi2
ln µµR
, (3.84)
while in d 6= 4 it is
λ˜(µ) =
λ˜
3λ˜
16pi2ε
+ µ
ε
µεR
(
1− 3λ˜
16pi2ε
) . (3.85)
The solution for c˜
(6)
3 in d = 4− ε is
c˜
(6)
3 (µ) = c˜
(6)
3
(
µ
µR
)−2ε+ 5λ˜
16pi2
, (3.86)
with µR the usual arbitrary renormalization scale. Recalling that the RG equation of the mass
in the φ4 theory is given by
m2(µ) = m2
( µ
m
)−2+ λ
16pi2 (3.87)
and comparing it with Eq. (3.86) one observes that c˜
(6)
3 acts like a mass term in d = 3 and as an
inverse mass in d = 5. The above solutions allow us to combine Eq. (3.83) with Eq. (3.84) and
Eq. (3.86), and compute the running of m˜2φ as a function of µ. To be more specific, in d = 4 we
get
m˜2φ(µ) =
|λ˜(µ)|
3
v˜2 , (3.88)
whose running is depicted on Fig. 1 and shows that it sees the Landau pole in the UV.
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μ
m˜φ2 (μ)
Figure 1: The running of the physical mass, after SSB, as a function of the renormalization scale in
four dimensions. Eq. (3.88) shows that the running of m˜φ is dominated by λ˜ which diverges when µ
reaches the Landau pole. This is a representation of the naturalness problem.
The next step is to check for possible fixed points in the RG flow, which is done by demanding
that the β-functions vanish for specific values of the couplings. In four dimensions β
λ˜
vanishes
only when
λ˜ = λ˜• = 0 (3.89)
and on that point β
c˜
(6)
3
vanishes for any value of c˜
(6)
3 . A special case is when both couplings are
zero since then, the flow reaches a trivial fixed point, (λ˜•, c˜
(6)
3• ). Regarding the d = 4 case, the
picture therefore is that of a WF line formed by all possible values of c˜
(6)
3 , when Eq. (3.89) is
true. This line ends on the G fixed-point where both couplings vanish simultaneously. On the
other hand, in d 6= 4, β
λ˜
has both • and ? points corresponding to
λ˜• = 0 and λ˜? =
16pi2
3
ε , (3.90)
while β
c˜
(6)
3
vanishes only for vanishing c˜
(6)
3 . This is true in any dimension, except four, and
indicates that c˜
(6)
3 has only one fixed point given by
c˜
(6)
3? = c˜
(6)
3• = 0 .
The last ingredient we need for the description of the phase diagram is the behaviour of the
operators O˜(4) and O˜
(6)
3 with respect to the fixed points, as we move from the UV to the IR.
For this we apply the rules reviewed in Appendix B. In what follows we present these results for
−1 ≤ ε ≤ 1.
∂β
λ˜
∂λ˜
= −ε+ 6
16pi2
λ˜ =

• : −ε

d = 4 : 0 (IR from Eq. (3.84))
d = 3 : −1 < 0→ UV
d = 5 : +1 > 0→ IR
? : +ε

d = 4 : −
d = 3 : +1 > 0→ IR
d = 5 : −1 < 0→ UV
(3.91)
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c˜
(6)
3
∂c˜
(6)
3
= −2ε+ 5λ˜
16pi2

• : −2ε

d = 4 : 0 (IR from Eq. (3.86) for ε = 0)
d = 3 : −2 < 0→ UV
d = 5 : +2 > 0→ IR
? : − ε3

d = 4 : −
d = 3 : −13 < 0→ UV
d = 5 : 13 > 0→ IR
(3.92)
where Eq. (3.92) shows that O˜
(6)
3 sees both fixed points as UV and as IR in d = 3 and d = 5
respectively. The way to determine the nature of the two operators is through their scaling
dimensions as reviewed in Appendix B. From Eq. (B.27) and Eq. (B.28) we get
∆
O˜(4)
= 4− 2ε+ 6λ˜
16pi2
(3.93)
for O˜(4), while for O˜
(6)
3 , keeping in mind Eq. (3.66),
∆
O˜
(6)
3
= 4− 3ε+ 5λ˜
16pi2
. (3.94)
Applying these expressions to the two fixed points we obtain the 1-loop exponent that determines
the nature of an operator:
∆O − d • ?
O˜(4) −ε+ 2 3λ˜
16pi2
−ε ε
O˜
(6)
3 −2ε+ 5λ˜16pi2 −2ε − ε3
and this fixes the following characterizations:
d = 4 d = 3 d = 5
O˜(4) • : irrel ? : − • : rel ? : irrel • : irrel ? : rel
O˜
(6)
3 • : irrel ? : − • : rel ? : rel • : irrel ? : irrel
The construction of the phase diagram follows the rules given in the last part of Appendix B.
Let us start with d = 4 where the RG flows are determined by Eq. (3.84) and Eq. (3.86)
for ε = 0. There are four possible combinations for the sign of the couplings, two for λ˜ > 0
and two for λ˜ < 0. In each case the theory has a Landau pole when the scale reaches µL =
exp[16pi2/3λ˜]µR. Notice that the broken phase here mimics the one of L(4) for λ < 0 in Fig. 8.
In fact, when λ˜ < 0 the absolute value of the coupling c˜
(6)
3 (µ) increases towards the IR which
indeed resembles the behaviour of a mass operator. These features are depicted in Fig. 2.
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Figure 2: RG flows for L˜, in d = 4. The λ˜, c˜(6)3 < 0 (green) flow corresponds to the broken phase.
Next we consider the d = 3 RG flows, given by Eq. (3.85) and Eq. (3.86) for ε = 1. The RG
equation of λ˜(µ) is exactly the same as that of λ(µ) in Appendix B. Moreover, notice that for
λ˜ < 32pi
2
5 , the coupling c˜
(6)
3 (µ) has the same behaviour as the mass, Eq. (3.87). Therefore the
phase diagram on the left of Fig. 3 is qualitatively similar to the left part of Fig. 9. The last
case regards the d = 5 RG flows given by Eq. (3.85) and Eq. (3.86) but now for ε = −1. The
flows are depicted on the right of Fig. 3. In this case the WF point is negative and we can take
λ˜ as negative we want, however we restrict ourselves here to −32pi25 < λ˜, to keep the exponent in
the RG equation of c˜
(6)
3 (µ) positive. Similarly to the d = 3 case, we see two Landau branches,
for λ˜ < 0, λ˜ < λ˜? and λ˜ > 0. The flow of the broken phase here starts off G in the IR where
both couplings vanish and tends to a constant λ˜ and a diverging c˜
(6)
3 in the UV.
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Figure 3: Left: RG flows for L˜, in d = 3. The λ˜, c˜(6)3 < 0 (green) flow corresponds to the broken phase.
Here, ? denotes the WF fixed point where scale invariance is restored while the system is still interacting.
Right: RG flows for L˜, in d = 5.
3.3 Filling a couple of remaining holes
We have repeatedly argued that Λ is not an external to the system scale but we have not given
any quantitative argument to that effect. In DR we argued in particular that at a general
point of the phase diagram Λ is a function of µ. At special points it may be easily related to
specific scales like a Landau pole or a vev (which is a function of µ) but in general there is an
arbitrariness in fixing this function. Let us analyze a bit one simple case here, the case Λ = µ
and demonstrate that this choice does not affect qualitatively the phase diagrams. To see this,
recall that for the construction of the phase diagrams in d-dimensions we used Eq. (3.85) and
Eq. (3.86) and focus on c˜
(6)
3 (µ). In Eq. (3.86), the number in the first term of the exponent is
determined by the dimensionality of c˜
(6)
3 (µ) and ε determines the nature of the running. Suppose
now that the dimension-6 operator insertion is
c˜
(6)
3 O˜
(6)
3 = c˜
(6)
3
φ6
µ2
.
Dimensional analysis shows that d
c˜
(6)
3
is still given by Eq. (3.65). Therefore in this case the
running of c˜
(6)
3 follows Eq. (3.86), leading to the same phase diagrams.
There is another possibility, one where the inserted coupling c˜
(6)
3 is dimensionfull, with [c˜
(6)
3 ] =
−2. In such scenario the β-function is given by
β
cˆ
(6)
3
= (2− 2ε)cˆ(6)3 + βqcˆ(6)3
since in d-dimensions c˜
(6)
3 = cˆ
(6)
3 µ
d−d
O˜
(6)
3 ≡ cˆ(6)3 µ−2(1−ε), with cˆ(6)3 dimensionless. In any case,
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the above leads to the RG equation
cˆ
(6)
3 (µ) = cˆ
(6)
3
(
µ
µR
)2−2ε+βq
cˆ
(6)
3
/cˆ
(6)
3
⇒
cˆ
(6)
3 (µ)
µ2
=
cˆ
(6)
3
µ2R
(
µ
µR
)−2ε+βq
cˆ
(6)
3
/cˆ
(6)
3
,
indicating that the RG equation for the dimensionfull coupling reads
c˜
(6)
3 (µ) = c˜
(6)
3
(
µ
µR
)−2ε+βq
cˆ
(6)
3
/cˆ
(6)
3
which is equivalent to Eq. (3.86).
Finally, we have said nothing about unitarity in GEFT. It would be interesting to establish
the unitarity bounds that the theory respects in the presence of the HDO. This is quite important
since unitarity violation imposes on the theory an energy scale above which it cannot be trusted.
Focusing on our case, recall that the O(4)-O(6) system contains only one HDO, O
(6)
3 . This
operator was introduced along with Λ which regulates its strength. Therefore, connecting this
scale with unitarity bounds indicates how the internal scale µ is related to the violation of
unitarity. Moreover, as we have seen, both the vev and the physical mass of the scalar field
depend on Λ. This means that through unitarity we can obtain bounds for the scale where SSB
takes place and see how the bound affects m˜φ. To make these arguments more concrete, we
follow Appendix A of [14]. There, a general formula for placing bounds in tree-level scattering
amplitudes was derived using unitarity. In our case we want to constrain the six-point vertex
which in potential-form is given by
V˜ ∼ c˜
(6)
3
6!Λ2
φ6
and resembles Eq. (A.12) of [14] for n1 = 6, n2 = · · · = nr = 0 and n = n1 + n2 · · · nr = 6
with λ6 =
c˜
(6)
3
Λ2
. Treating the 6-point vetrex as a 3→ 3 scattering process corresponds to the case
k1 =
n1
2 = 3 hence Eq. (A.18) of [14] can be used directly leading to the optimal energy bound
E3 ≤ 16
√
6pi3/2√
|c˜(6)3 |
Λ ≈ 218 Λ√
|c˜(6)3 |
. (3.95)
Therefore, the W-basis remains unitary as long as the energy scale respects this bound.
4 Dimension-8 operators
Consider now the most general (up to total derivatives) dimension-8 extension of Eq. (3.3)
L(8) = c
(8)
1
Λ4
φ3φ3 + c
(8)
2
Λ4
φ22φ2 + c
(8)
3
Λ4
φ3φ+ c
(8)
4
Λ4
φ8 . (4.1)
Dropping tildes from now on, we immediately attempt to rotate onto a pure polynomial basis.
The most general field redefinition up to total derivatives is
φ→ φ+ x
Λ2
φ+ y
Λ2
φ3 +
z
Λ4
2φ+ u
Λ4
φφ2 + w
Λ4
φ5 . (4.2)
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Then we follow steps similar to those that lead us to Eq. (3.7). We will not go through the analy-
sis of operator elimination. Things should work out in an analogous, alas more complicated way.
The final result is coefficients x, y, z, u, w that can be chosen3 so that after the transformation
the Lagrangian becomes
L = −1
2
φφ− 1
2
m2φ2 − λ
4!
φ4 +
c
(6)
3
6!Λ2
φ6 +
c
(8)
4
8!Λ4
φ8 . (4.3)
The potential in this Lagrangian is
V (8) =
1
2
m2φ2 +
λ
4!
φ4 − c
(6)
3
6!Λ2
φ6 − c
(8)
4
8!Λ4
φ8 . (4.4)
This is now our dimension-8 W-basis. Regarding insertions, the dimension-8 extension has the
three operator insertions of Eq. (3.56) plus O
(8)
4 with its associated coupling c
(8)
4 . The extra
operator, as a function of the field, is O
(8)
4 = φ
8/(8!Λ4) and its classical dimension is
d
O
(8)
4
= 4d− 12 = 4(1− ε) , (4.5)
while the classical dimension of the corresponding coupling is
d
c
(8)
4
= 3(4− d) = 3ε . (4.6)
In this case we have l = 2, 4, 6, 8 in Eq. (2.1) while the interaction Lagrangian will always include
three terms. At 1-loop φ8 does not affect the one-point function and δφ stays zero. We have
demonstrated in great detail how the insertion algorithm works in the previous sections, so here
we will be more concise.
Starting with βc(2) , we have the form of Eq. (3.67) plus one more non-linear contribution,
Γ288. This is given by Eq. (2.23) for n = 2, l = r = s = 8 and q(2,8) = 2 which gives higher
than 1-loop diagrams at lowest order. This means that Z288 and Γ288 are trivial. Then, the
β-function of c(2) remains as in the dimension-6 model:
βc(2) = −2m2 +
λm2
16pi2
. (4.7)
The same goes for βc(4) as Eq. (3.68) is enhanced by the non-linear term Γ488c
(8)
4 c
(8)
4 . Eq. (2.23)
with n = 4 and l = r = s = 8 along with q(4,8) = 4 generates higher than 1-loop diagrams hence,
βc(4) = −ελ−
3c
(6)
3 m
2
16pi2Λ2
+
3λ2
16pi2
. (4.8)
The first non-trivial contribution here comes from the effect of O
(8)
4 on O
(6)
3 due to the mass
operator. Eq. (2.1) for l = 6 reads
β
c
(6)
3
= −2εc(6)3 +
m2
3
Γ8m+ΓO(6)3
c
(6)
3 +Γ622 c
(2)c(2) +Γ644 c
(4)c(4) +Γ666 c
(6)
3 c
(6)
3 +Γ688 c
(8)
4 c
(8)
4 (4.9)
3Even though we have explicitly calculated x, y, z, u, andw eliminating the derivative operators of the redefined
Lagrangian, we do not adduce their values here since they are not illuminating. However, in [4] a simple example
is presented where these coefficients have a transparent form. A relevant calculation is given in Passarino’s paper
at [10].
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where now Γ8m is non-zero and Γ688 is added. The former is evaluated using Eq. (2.21) for n = 6
and k = 2, 4, 6, 8
〈φ(x1) · · ·φ(x6)O(2)(y)〉0 = Z82 〈φ(x1) · · ·φ(x6)O(2)(y)〉+ Z84 〈φ(x1) · · ·φ(x6)O(4)(y)〉
+ Z86 〈φ(x1) · · ·φ(x6)O(6)3 (y)〉+ Z88 〈φ(x1) · · ·φ(x6)O(8)4 (y)〉 .
(4.10)
Now the bare part of the above expression involves Lint,0 = −c(4)0 O(4)0 + c(6)3,0O(6)3,0 + c(8)4,0O(8)4,0.
Expanding the exponential in the expectation value to order O(c(4)0 , c(6)3,0, c(8)4,0), the l.h.s becomes
〈φ(x1) · · ·φ(x6)φ
2(y)
2
−iλ φ4(z)
4!
〉0 + 〈φ(x1) · · ·φ(x6)φ
2(y)
2
ic
(6)
3 φ
6(z)
6!Λ2
〉0
+ 〈φ(x1) · · ·φ(x6)φ
2(y)
2
ic
(8)
4 φ
8(z)
8!Λ4
〉0 (4.11)
The first and second terms give only disconnected 1-loop diagrams while the third gives
×
×
This is once more a scaleless B0-integrals, given by Eq. (A.9) and we keep only its UV part.
There are five independent channels. From the r.h.s of Eq. (4.10) only the third term gives, at
1-loop, a counter-term which absorbs the remnant divergence. Notice that on one side there is
a 1/Λ4 contribution while on the other only 1/Λ2 which fixes Z86 = 5c
(8)
4 /(16pi
2Λ2ε). From the
definition of Eq. (2.11) we then get
Γ8m = −15
c
(8)
4
16pi2Λ2
. (4.12)
This expression generates the opposite sign term in the β-function compared to the diagrammatic
calculation. The mismatch is an artifact of the operator insertion method, for level-1 insertions
are defined up to an overall sign. For the determination of Γ688 we need Eq. (2.23) with n = 6,
l = r = s = 8 and q(6,8) = 6 that involves higher loop diagrams so it does not contribute to βc(6)3
.
Then,
β
c
(6)
3
= −2εc(6)3 −
5 c
(8)
4
16pi2
m2
Λ2
+
5λ c
(6)
3
16pi2
. (4.13)
The last β-function is of the form Eq. (2.1) for l = 8:
β
c
(8)
4
= −3εc(8)4 +
m2
4
Γ10m + ΓO(8)4
c
(8)
4 + Γ822 c
(2)c(2) + Γ844 c
(4)c(4) + Γ866 c
(6)
3 c
(6)
3 + Γ888 c
(8)
4 c
(8)
4 .
(4.14)
There is no dim-10 operator in the action so the second term does not contribute. However, the
third term is non-trivial and the same is true only for the non-linear term Γ866, at 1-loop. The
former is evaluated from Eq. (2.20) for n = l = 8 and the associated expectation value is
〈φ(x1) · · ·φ(x8)O(8)4 (y)〉0 = ZO(8)4 〈φ(x1) · · ·φ(x8)O
(8)
4 (y)〉 . (4.15)
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From Eq. (2.6) this is
〈φ(x1) · · ·φ(x8)O(8)4 (y)〉0 − δO(8)4 〈φ(x1) · · ·φ(x8)O
(8)
4 (y)〉 = 〈φ(x1) · · ·φ(x8)O(8)4 (y)〉 , (4.16)
where the l.h.s involves Lint,0 = −c(2)0 O(2)0 − c(4)0 O(4)0 + c(6)3,0O(6)3,0. Then we get
N−1〈0|T [φ0(x1) · · ·φ0(x8)φ
8
0(y)
8!Λ4
e−i
∫
ddz
m20
2
φ20(z)+
λ0
4!
φ40(z)−c(6)3,0
φ60
6!Λ2 ]|0〉−δ
O
(8)
4
〈φ(x1) · · ·φ(x8)O(8)4 (y)〉
and the only non-trivial contribution comes at order O((m2)0, λ, (c(6)3 )0):
×
× − ×
The first diagram has seven channels and belongs to the scaleless integrals of Eq. (A.9). The
second is just a vertex multiplied with a counter-term. Keeping only the UV part, finiteness
requires
δ
O
(8)
4
= − 7λ
16pi2
1
ε
(4.17)
and Eq. (2.10) (or its 1-loop version below) indicates that
Γ
O
(8)
4
=
7λ
16pi2
. (4.18)
The last step is the evaluation of Γ866. We take Eq. (2.23) for n = 8 and l = r = s = 6, with
q(8,6) = 8, so that
〈φ(x1) · · ·φ(x8)O(6)3 (y)O(6)3 (z)〉0 = Z866〈φ(x1) · · ·φ(x8)O(6)3 (y)O(6)3 (z)〉 . (4.19)
The l.h.s gives the divergent diagram
×
×
another scaleless B0-integral with seven channels. The r.h.s of Eq. (4.19) gives the finite version
of the above diagram. Since Z866 is divergent, according to the discussion below Eq. (2.23), the
latter diagram should be thought as a finite vertex. Then the remnant divergence is absorbed
by δ866 = 7/(16pi
2ε) which determines
Γ866 =
7
16pi2
. (4.20)
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Assembling all parts of β
c
(8)
4
, we arrive at the final expression
β
c
(8)
4
= −3εc(8)4 +
7λ c
(8)
4
16pi2
+
7(c
(6)
3 )
2
16pi2
. (4.21)
Let us collect for easier reference all β-functions from Eq. (4.7), Eq. (4.8), Eq. (4.13) and
Eq. (4.21) into
~βc(l) =

−2m2 + λm2
16pi2
−ελ+ 3λ2
16pi2
− 3c
(6)
3 m
2
16pi2Λ2
−2εc(6)3 + 5λc
(6)
3
16pi2
− 5 c
(8)
4
16pi2
m2
Λ2
−3εc(8)4 + 7(c
(6)
3 )
2
16pi2
+
7λc
(8)
4
16pi2
 (4.22)
The phase diagram is a four-dimensional space and its full analysis is straightforward but quite
complicated. As in the previous section we are particularly interested in the massless limit
which reduces the dimensionality of the phase diagram by one unit. A further limit that can
be considered is the one of vanishing quartic coupling. The resulting two-dimensional phase
diagram could be just the projection on the λ = 0 plane in the three-dimensional phase diagram
or it could be the phase diagram of a system that for some reason, generates only irrelevant
interactions. The potentially interesting fact is that even in this drastic limit there is a non-trivial
scalar potential
V (8) = − c
(6)
3
6!Λ2
φ6 − c
(8)
4
8!Λ4
φ8 . (4.23)
The Z2 broken phase is the one where c
(6)
3 > 0 and c
(8)
4 < 0 since the dominant term, φ
8, has a
positive sign. Then the scalar field acquires a non-trivial vev at the minimum
v = ±
√
42
√√√√ c(6)3
|c(8)4 |
Λ . (4.24)
Expanding the field around its vev φ→ φ± v we obtain the mass of the scalar field:
m2φ =
7
10
(c
(6)
3 )
2
|c(8)4 |
v2 , (4.25)
which shows that it depends on Λ through the vev, as expected.
RG flows in this context have not been examined before to our knowledge, so let us proceed
further. In the double limit the β-functions simplify to
~βc(l) =
[
−2εc(6)3
−3εc(8)4 + 7(c
(6)
3 )
2
16pi2
]
(4.26)
and according to Eq. (B.28) the anomalous dimensions of O
(6)
3 and O
(8)
4 are
γ
O
(6)
3
= 0 , γ
O
(8)
4
= 0 , (4.27)
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which means that the scaling dimensions of both operators coincide with the classical ones. The
RG flows are determined by the solution to
µ
dc
(6)
3 (µ)
dµ
= β
c
(6)
3
= −2εc(6)3 and µ
dc
(8)
4 (µ)
dµ
= β
c
(8)
4
= −3εc(8)4 +
7(c
(6)
3 )
2
16pi2
. (4.28)
Here we will meet behaviour of the couplings that can be quite exotic, depending on d.
In d = 4 the β-function of c
(6)
3 vanishes and the coupling does not run: c
(6)
3 (µ) ≡ c(6)3 . The
other β-function is
β
c
(8)
4
=
7(c
(6)
3 )
2
16pi2
. (4.29)
This distinguishes two cases:
• c(6)3 = 0
For ε = 0, β
c
(8)
4
vanishes independently of c
(8)
4 . Neither c
(6)
3 nor c
(8)
4 runs and the phase
diagram has a WF-line with points labelled by c
(8)
4 ending on a Gaussian fixed point where
c
(6)
3• = c
(8)
4• = 0. The potential in Eq. (4.23) becomes
V (8) = − c
(8)
4
8!Λ4
φ8
and determines Z2-symmetric phase that is stable or unstable when c
(8)
4 < 0 or c
(8)
4 > 0
respectively.
• c(6)3 6= 0
β
c
(8)
4
is strictly non-zero. The RG flow does not move towards or away from a fixed point.
Nevertheless, c
(8)
4 has a non-trivial flow at a constant distance equal to c
(6)
3 from the WF-
line that forces it to vanish in the IR at some scale µL and to diverge in the UV. The
corresponding RG equation is given by
c
(8)
4 (µ) = c
(8)
4 +
7(c
(6)
3 )
2
16pi2
ln
µ
µR
(4.30)
and its running is depicted in Fig. 4. It vanishes at the scale
µL = e
− 16pi
2c
(8)
4
7(c
(6)
3 )
2
,
while at scales µ < (>)µL it admits negative (positive) values.
We can now combine Eq. (4.25) with Eq. (4.29) and Eq. (4.30) to evaluate the running of m2φ
as a function of µ in d = 4, to obtain
m2φ(µ) =
7
10
(c
(6)
3 )
2
|c(8)4 (µ)|
v2 .
This scale dependence is depicted in Fig. 5. The case here is particular since the behaviour of
m2φ is the opposite to that of the mass in Fig. 1. Recall that in the latter case there was a
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c(8)4 (μ)
Figure 4: The running of c(8)4 (µ) as a function of the renormalization scale µ when the physical coupling,
c
(8)
4 , is positive and the potential is stable. As the scale decreases, the coupling becomes less positive and
at some small scale µL it vanishes. After that scale, c
(8)
4 flips sign and as µ→ 0 it increases up to minus
infinity.
high but not infinite scale (the UV Landau pole) where λ(µ) and as a consequence the scalar
mass, became infinite. Instead, Fig. 4 shows that c
(8)
4 (µ) decreases for decreasing scale and
when µ reaches a small but non-zero value the coupling vanishes and the scalar mass blows up.
Therefore here we have an ”inverse” or IR Landau pole. Let us now turn to d 6= 4 where β
c
(6)
3
6-8, d=4
μ
mφ2 (μ)
Figure 5: The running of the physical mass in d = 4, after SSB, as a function of the renormalization
scale.
is not necessarily zero. Then c
(6)
3 is a function of µ and the solution to Eq. (4.28) admits a
non-trivial RG flow given by
c
(6)
3 (µ) = c
(6)
3
(
µ
µR
)−2ε
. (4.31)
Notice that the above relation matches Eq. (3.86) in the limit λ˜ → 0. For the other coupling,
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Eq. (4.28) suggests the RG flow
c
(8)
4 (µ) = c
(8)
4 (µR)
(
µ
µR
)−3ε
+
7(c
(6)
3 )
2
48pi2ε
[
1−
(
µ
µR
)−3ε]
(4.32)
and choosing for simplicity the renormalization prescription c
(8)
4 (µR) = c
(8)
4 +
7(c
(6)
3 )
2
48pi2ε
, we get
c
(8)
4 (µ) = c
(8)
4
(
µ
µR
)−3ε
+
7(c
(6)
3 )
2
48pi2ε
. (4.33)
Regarding the fixed points things are simpler here than in the previous case since, the only point
that eliminates both β
c
(6)
3
and β
c
(8)
4
simultaneously is
c
(6)
3• = 0 and c
(8)
4• = 0 . (4.34)
This means that O(6)-O(8) system admits only a Gaussian fixed point. All the above information
is depicted in Fig. 6 for d = 4 and in Fig. 7 for d = 3, 5. To complete the picture we look at the
behaviour of the operators O
(6)
3 and O
(8)
4 with respect to the fixed points, as we move from UV
to IR. We need to know also the nature of the fixed points and this is given in the following:
∂β
c
(6)
3
∂c
(6)
3
= −2ε

• : −2ε

d = 4 : 0 (c
(6)
3 does not run)
d = 3 : −2 < 0→ UV
d = 5 : +2 > 0→ IR
? : −2ε

d = 4 : −
d = 3 : −
d = 5 : −
(4.35)
∂β
c
(8)
4
∂c
(8)
4
= −3ε

• : −3ε

d = 4 : 0 ( G exists only for c
(6)
3 , c
(8)
4 = 0. Otherwise no fixed-points)
d = 3 : −3 < 0→ UV
d = 5 : +3 > 0→ IR
? : −3ε

d = 4 : − ( WF-line only for c(6)3 = 0 and c(8)4 6= 0. There is no flow)
d = 3 : −
d = 5 : −
(4.36)
As we have already mentioned,
∆O(6) = dO(6) = 4− 3ε and ∆O(8) = dO(8) = 4− 4ε . (4.37)
Therefore, we have for the 1-loop exponent that determines the nature of an operator:
∆O − d • ?
O
(6)
3 −2ε −2ε −
O
(8)
4 −3ε −3ε −
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and this distinguishes the following cases:
d = 4 d = 3 d = 5
O
(6)
3 truly marginal(for c
(6)
3 6= 0) • : rel ? : − • : irrel ? : −
O
(8)
4 irrelevant(from Eq. (4.30)) • : rel ? : − • : irrel ? : −
As a last comment, recall that unitarity sets energy bounds when a HDO is inserted in the
Lagrangian. Such a constraint can be calculated following [14] as in Sect. 3.2 and for n1 = 8
and k1 =
n1
2 = 4, the bound
E4 ≤ 16
√
3pi5/4(
c
(8)
4
)1/4 Λ ≈ 116 Λ(
c
(8)
4
)1/4 . (4.38)
is obtained.
c(8)4 (μ)
c(6)3
Figure 6: The 4d RG flows for L in Eq. (4.3) at m2 = λ = 0 limit. The flow is non-trivial only
when c
(6)
3 6= 0. The stable, broken branch of the flow (green lines) is for 0 < µ < µL with µL =
µR exp[16pi
2v2/10m2φ] and µR < µL the renormalization scale.
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c(8)4 (μ)
c(6)3 c
(6)
3
c(8)4 (μ)
Figure 7: Left: RG flows for L in Eq. (4.3) at m2 = λ = 0 limit, in d = 3. The phase admits a Gaussian
fixed point, which is UV, while the couplings both diverge in the IR. Right: RG flows of Eq. (4.3) at
m2 = λ = 0 limit, in d = 5. The phase admits a Gaussian fixed point, which is IR, hence both couplings
decrease for deceasing renormalization scale.
5 Conclusion
We considered the example of a scalar Generalized Effective Field Theory, which is an Effective
Field Theory where the couplings associated with Higher Dimensional Operators run with the
renormalization scale in an independent fashion. Such extensions are non-renormalizable, possess
in general Ostrogradsky ghosts and superluminal propagation of information. Despite of all
these drawbacks they can be meaningful in certain regimes of their phase diagram. A necessary
condition for this is that the infinite tower of HDO can be truncated. In order to do this in a
systematic way we parametrized them by inverse powers of an auxiliary scale Λ and truncated
the series at fixed powers of Λ. In this context we showed how the GEFT can be made ghost-free
and subsequently finite. The couplings of the HDO contribute to the β-function of the marginal
coupling in GEFT which could be observable.
An interesting corner of effective field theories is the massless limit, the reason being that to
the extent that the breaking of scale invariance induced by the presence of Λ is spontaneous, it is
connected to the spontaneous breaking of the internal symmetry in the broken phase. Then we
could have a Coleman-Weinberg like mechanism [15] where instead of gauge fields, the breaking
is triggered by the HDO. Indeed, the phase diagrams that we have seen, do possess such phases.
We also extended the analysis to dimensions d 6= 4, exploiting the flexibility of the ε-
expansion. In this case the phase diagram has more structure as Wilson-Fisher fixed points
or lines start to appear where the system becomes scale invariant or approximately scale invari-
ant, given that our analysis was restricted to 1-loop.
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Appendices
A Scaleless integrals
Here the calculation of divergent, scaleless integrals is reviewed. Our interest is restricted to the
scalar integrals A0 and B0.
Let as start with A0 which comes from Tadpole diagrams. As an example consider a two-
point diagram of the form
k
p p = iM1
with only one momentum running the loop. In addition, we assume that there is a mass scale
m20 that on-shell forces the external momentum to be p
2 = m20. Then the above diagram in
d-dimensions, evaluates to
M1 '
∫
ddk
(2pi)di
1
k2 −m20
= A0(m
2
0) , (A.1)
which is equal to the known result in Dimensional Regularization
A0(m
2
0) = m
2
0
[2
ε
+ ln
µ2
m20
+ 1
]
. (A.2)
Now the question that we want to address is how the integral of Eq. (A.1) is calculated in the
absence of a scale or, in other words, when m0 → 0. The result is a scaleless integral of the form
A0(0) =
∫
ddk
(2pi)di
1
k2
. (A.3)
Of course if we take the m20 → 0 limit of Eq. (A.2) the integral is zero. Nevertheless, let us look
at the behaviour of A0(0) performing an explicit calculation of Eq. (A.3). The first step is to
move to Euclidean space and remove i from the above expression. Then, we get that
A0(0) =
∫
ddkE
(2pi)d
1
k2E
⇒
A0(0) ∼ Ωd
∫ ∞
0
dkE
kd−1E
k2E
, (A.4)
where we have performed the integration in the (d − 1)-spherical surface, extracting the solid
angle
Ωd =
2pi
d
2
Γ(d2)
.
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Now, this scaleless integral gives
A0(0) ∼ Ωd
∫ ∞
0
dkEk
d−3
E ⇒
A0(0) ∼ Ωd
[∫ M
0
dkEk
d−3
E +
∫ ∞
M
dkEk
d−3
E
]
, (A.5)
and notice that it does not converge in any dimension and for that reason we inserted an arbitrary
scale M to split the integral into its IR and UV parts. The next step is to calculate Eq. (A.5)
close to 4-dimensions. To do so we take d = 4 − ε. Here we should be careful since the way
we move away from 4 − d is different for the IR and UV limits. For the former case we define
εIR < 0 with d = 4− εIR and for the latter ε ≡ εUV > 0 with d = 4− εUV. With these in mind
we obtain
A0(0) ∼ Ωd
[M2−εIR
2− εIR −
M2−εUV
2− εUV
]
⇒
A0(0) ∼ M2Ωd
[M−εIR
2− εIR −
M−εUV
2− εUV
]
,
and expanded for εIR, εUV << 1 the above expression becomes
A0(0) ∼M2Ωd
[εIR
2
(1
2
− lnM
)
− εUV
2
(1
2
− lnM
)]
.
It is easy to check that for εIR 6= εUV, lnM is not canceled between the two parts of the
parenthesis. This indicates that A0 depends on the way that we split the integrals into an IR
and a UV part which should not be the case. Therefore the only solution is εIR = εUV when
the integral is identically zero. This shows that A0 is both IR- and UV-divergent and as a
consequence
A0(0) = 0 . (A.6)
Let us now turn to the scaleless integral with two propagators, the B0-integral. Consider
the two-point function diagram
>
<
p p
k + p
k
= iM2
which in d-dimensions, when the masses are non-zero, reads
M2 '
∫
ddk
(2pi)di
1
k2 −m21,0
1
(k + p)2 −m22,0
= B0(p,m1,0,m2,0) . (A.7)
Evaluating it in DR, the known result
B0(p,m1,0,m2,0) =
2
ε
+
∫ 1
0
dx ln
µ2
∆B
, (A.8)
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with ∆B = −p2x(1 − x) + m21,0 + m22,0 is obtained. Similarly to the previous case, we want
to calculate this integral in the limit m0,1,m
2
0,2 → 0. Following the same steps with the A0
calculation, we go to Euclidean space for general d and then B0 becomes
B0(p, 0, 0) =
∫
ddkE
(2pi)d
1
k4E
⇒
B0(p, 0, 0) ∼ Ωd
∫ ∞
0
dkE
kd−1E
k4E
⇒
B0(p, 0, 0) ∼ Ωd
∫ M
0
dkEk
d−5
E + Ωd
∫ ∞
M
dkEk
d−5
E
where we have extracted the solid angle Ωd and inserted an arbitrary scale M to separate the
IR from the UV divergent part. This integral does not converge in any dimension.
Close to d = 4 demands that d = 4 − εIR with εIR < 0 and d = 4 − εUV with εUV > 0. The
integral then evaluates to
B0(p, 0, 0) ∼ Ωd
[
−M
−εIR
εIR
+
M−εUV
εUV
]
⇒
B0(p, 0, 0) ∼ Ωd
[
lnM − 1
εIR
− lnM + 1
εUV
]
⇒
B0(p, 0, 0) ∼ Ωd
[ 1
εUV
− 1
εIR
]
,
which is independent of the arbitrary scale M . This shows that for the above integral, IR and
UV divergences can be split from each other. This is summarized in the following:[
B0(p, 0, 0)
]
IR
=
1
16pi2
2
εIR
and
[
B0(p, 0, 0)
]
UV
=
1
16pi2
2
εUV
. (A.9)
We finish by a discussion of the role of these scaleless integrals in our computations. First of all,
they appear in the computations involved in the operator insertion method because we chose
to consider any operator, including the mass operator, as a deformation of the kinetic term.
As a result the propagators in the loops are massless and the resulting integrals scaleless. Now
according to our discussion about operator insertions, the method is sensitive to particular UV
divergences. This means that when a scaleless integral is encountered during operator insertion
operations, if possible, its UV divergent part must be extracted. We saw above that this is not
possible for A0(0) which is always identically zero, but it is possible for B0 that has a non-trivial
UV divergent part. On the other hand when we renormalize Eq. (1.5) directly as in Sect. 3.1
there is no reason to split the IR from the UV part which means that in such a case we must
use the exact result, that is B0(p, 0, 0) = 0.
B Review of the L(2) + L(4) (usual φ4) theory
In this section we review the renormalizable φ4-theory, rederiving textbook results [7], but using
for renormalization the operator-insertion method. The Lagrangian is
L = −1
2
φφ− c(2)O(2) − c(4)O(4) , (B.1)
48
where O(2) = φ
2
2 with coupling c
(2) = m2 and O(4) = φ
4
4! with coupling c
(4) = λ. The classical
dimension of φ in d = 4 − ε dimensions is [φ] = dφ = d−22 . The classical dimensions of the
inserted operators are
dO(2) = 2− ε and dO(4) = 4− 2ε . (B.2)
For this model we face two β-functions which, according to Eq. (2.1), are given by
βc(2) = −2c(2) + ΓO(2) c(2) + Γ222 c(2)c(2) + Γ244 c(4)c(4) (B.3)
for l = 2 and by
βc(4) = −εc(4) +
m2
2
Γ6m + ΓO(4) c
(4) + Γ422 c
(2)c(2) + Γ444 c
(4)c(4) (B.4)
for l = 4. The anomalous dimensions in the above β-functions are evaluated through the
procedure described in Sect. 2. As a first step we consider Eq. (2.18) for n = 1 and the insertion
of only one field, φ(y). Then renormalization gives
〈φ(x1)φ(y)〉0 = Zφ〈φ(x1)φ(y)〉 , (B.5)
where Lint,0 = −c(2)0 O(2)0 − c(4)0 O(4)0 and Zφ defined in Eq. (2.3). Performing the expansion of the
exponential, at order O(c(2)0 , c(4)0 ), we get
〈φ(x1)φ(y)−im
2φ2(z)
2
〉0 + 〈φ(x1)φ(y)−iλφ
4(z)
4!
〉0 = Zφ〈φ(x1)φ(y)〉 . (B.6)
The contractions on the first term on the l.h.s result in a finite propagator from x1 to y. The
second term on the same side gives the divergent diagram
× (B.7)
where the mark on the loop indicates the spot where the operator is inserted. This is the two-
point Tadpole integral A0 which here is scaleless, so according to Appendix A it is equal to
zero. Since also the r.h.s of Eq. (B.6) gives a finite propagator from x1 to y, equivalence holds
if Zφ = 1 which gives the known result, δφ = 0.
Next we focus on βc(2) . For its linear part the relevant Green’s function is given by Eq. (2.20)
for n = l = 2:
〈φ(x1)φ(x2)O(2)(y)〉0 = ZO(2)〈φ(x1)φ(x2)O(2)(y)〉 , (B.8)
with ZO(2) given by Eq. (2.6). It can be rewritten as
〈φ(x1)φ(x2)O(2)(y)〉0 − δO(2)〈φ(x1)φ(x2)O(2)(y)〉 = 〈φ(x1)φ(x2)O(2)(y)〉 . (B.9)
According to the discussion below Eq. (2.19), Lint,0 = −c(4)0 O(4)0 , therefore the l.h.s is
N−1〈0|T [φ0(x1)φ0(x2)φ
2
0(y)
2
ei
∫
ddz
−λ0
4!
φ40(z)]|0〉 − δO(2)〈φ(x1)φ(x2)
φ20(y)
2
〉 . (B.10)
49
Expanding the exponential to O(λ0) and performing contractions we get, at 1-loop, the diagrams
×
− ×
The first diagram looks like a usual scalar tadpole but it is in fact a three-point function con-
tributing to G(2)(x1, x2). The second diagram corresponds to a counter-term insertion. Again,
the mark on the loop indicates the spot where the operator is inserted. Now recall that the
propagators in the loop are massless, so the first diagram is a scaleless B0-integral given by
Eq. (A.9). Extracting only its UV part, finiteness requires
δO(2) = −
λ
16pi2
1
ε
, (B.11)
while using Eq. (2.10) or its 1-loop version below, we get
ΓO(2) =
λ
16pi2
. (B.12)
For the non-linear part of Eq. (B.3) there are two possible contributions. The first will determine
Γ222 and corresponds to n = l = r = s = 2 in Eq. (2.22). The second gives Γ244 using Eq. (2.23)
for n = 2 and l = r = s = 4 with q(2,4) = 2. Both anomalous dimensions vanish in this case.
With each part of βc(2) determined, Eq. (B.3) takes the form
βc(2) = −2c(2) +
λ
16pi2
c(2) ≡ −2m2 + λm
2
16pi2
. (B.13)
Let us now move on to βc(4) . Since the Lagrangian does not include a dim-6 operator, the
second term of Eq. (B.4) is absent. The linear part on the other hand, is evaluated through
Eq. (2.20) for n = l = 4 and the corresponding expectation value is
〈φ(x1)φ(x2)φ(x3)φ(x4)O(4)(y)〉0 = ZO(4)〈φ(x1)φ(x2)φ(x3)φ(x4)O(4)(y)〉 , (B.14)
or using Eq. (2.6),
〈φ(x1)φ(x2)φ(x3)φ(x4)O(4)(y)〉0 − δO(4)〈φ(x1) · · ·φ(x4)O(4)(y)〉 = 〈φ(x1) · · ·φ(x4)O(4)(y)〉 .
(B.15)
Now the bare part of the above expression involves Lint,0 = −c(2)0 O(2)0 . Then the l.h.s gives
N−1〈0|T [φ0(x1) · · · φ0(x4)φ
4
0(y)
4!
ei
∫
ddz
−m20
2
φ20(z)]|0〉 − δO(4)〈φ(x1) · · ·φ(x4)
φ4(y)
4!
〉
with the first term contributing only bubble and disconnected diagrams and the second giving
a 4-point vertex. Thus, at 1-loop, there is no non-vanishing contribution to ZO(4) which means
that δO(4) = 0. Using Eq. (2.10) the anomalous dimension of O
(4) is
ΓO(4) = 0 . (B.16)
The last step here is the evaluation of the non-linear part in Eq. (B.4). The first of the two
non-linear terms, Γ422, is determined using the formula of Eq. (2.23) for n = 4 and l = r = s = 2
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along with q(4,2) = 4. This admits only disconnected propagators and then, Z422 is trivial and as
a consequence Γ422 vanishes. For the the second non-linear term, Γ444, we have a non-vanishing
contribution. The relevant expectation value follows from Eq. (2.22) for l = r = s = 4:
〈φ(x1)φ(x2)φ(x3)φ(x4)O(4)(y)O(4)(z)〉0 = Z444〈φ(x1)φ(x2)φ(x3)φ(x4)O(4)(y)O(4)(z)〉 . (B.17)
With the level-2 inserted operator O(4) = φ4/4!, this is
〈φ(x1) · · ·φ(x4)φ
4(y)
4!
φ4(z)
4!
〉0 − δ444〈φ(x1) · · ·φ(x4)φ
4(y)
4!
φ4(z)
4!
〉 = 〈φ(x1) · · ·φ(x4)φ
4(y)
4!
φ4(z)
4!
〉 .
(B.18)
The bare part after the contractions gives the known 1-loop diagram
×
×
=M44
without any coupling included. The diagram has three possible channels, s, t and u, given by
s = (p1 + p2)
2 t = (p1 + p3)
2 u = (p1 + p4)
2 , (B.19)
with each channel contributing a scaleless B0 integral. Separating only the UV part of Eq. (A.9)
and adding the three channels we get
M44 = (−i) 3
16pi2
1
ε
+ finite , (B.20)
The renormalized term on the l.h.s of Eq. (B.18) gives exactly the same diagram, multiplied by
δ444, but now this is finite. Notice that both sides of Eq. (B.18) include the extra (−i) factor.
According to the discussion below Eq. (2.23), such expectation values should be considered as
finite vertices so that the corresponding counter-term absorbs any remnant divergence. In other
words finiteness requires δ444 =
3
16pi2
1
ε determining
Γ444 =
3
16pi2
. (B.21)
Putting all the pieces together we can reconstruct βc(4) :
βc(4) = −εc(4) +
3
16pi2
(c(4))2 ≡ −ελ+ 3
16pi2
λ2 . (B.22)
With Eq. (B.13) and Eq. (B.22) in hand, the quantum parts of the β-functions are
~βq
c(l)
=
[
βq
c(2)
βq
c(4)
]
=
[
λm2
16pi2
3λ2
16pi2
]
(B.23)
and the full 1-loop β-functions are
~βc(l) =
[
−2m2 + λm2
16pi2
−ελ+ 3λ2
16pi2
]
.
As mentioned, these are the right expressions expected from standard treatments. Based on
these β-functions we review the properties of the phase diagrams for d = 4, 3, 5. On Figs. 8
and 9 we plot the corresponding renormalization group (RG) flows according to the following
conventions:
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• We denote by • the Gaussian fixed points and by ? the Wilson-Fisher fixed points.
• µL is the Landau pole.
• The arrow on an RG flow line points towards the IR. This means that it points to the
direction of an increasing mass, when the mass is non-zero. For a flow line where the mass
remains constant, the arrow indicates the flow of λ towards the IR.
• We keep in mind that when λ < 0, an instability eventually develops for large field values.
• We also consider flows with λ > |λ?| and λ < −|λ?| even though they may lie beyond the
validity of the ε expansion.
• The green flows are the regions on the phase diagram where a stable mechanism of spon-
taneous breaking of Z2 is at work.
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Figure 8: RG flows for Eq. (B.1), in d = 4. The λ > 0,m2 < 0 (green) flow corresponds to the Z2
broken phase.
Let us summarize the features of the phase diagrams. Each fixed point is seen by the
couplings as either a UV fixed point or an IR fixed point. This is decided by the derivative of
the β-function evaluated at the fixed point. In the case where the two couplings featuring in the
model are m2 and λ, we have (we consider only ε = 0,±1):
∂βm2
∂m2
= −2 + λ
16pi2

• : −2 < 0 for any d→ UV
? :
d = 4 : −−2 + ε3 < 0 for any d 6= 4→ UV
(B.24)
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Figure 9: Left: RG flows for Eq. (B.1), in d = 3. The λ > 0,m2 < 0 (green) flow corresponds to the
broken phase. Here, ? denotes the WF fixed point where scale invariance is restored while the system is
still interacting. Right: RG flows for Eq. (B.1), in d = 5. The broken phase has a Landau pole brach
where λ diverges as µ reaches µL, similarly to the ε = 0 case.
∂βλ
∂λ
= −ε+ 6
16pi2
λ =

• : −ε

d = 4 : 0 → IR
d = 3 : −1 < 0→ UV
d = 5 : +1 > 0→ IR
? : +ε

d = 4 : −
d = 3 : +1 > 0→ IR
d = 5 : −1 < 0→ UV
(B.25)
From Eq. (B.24) we see that the mass feels both fixed points as UV.
The nature of an operator is decided by the quantity ∆O(l) − d according to:
∆O(l) − d :

< 0→ relevant
> 0→ irrelevant
= 0→ RG equation
(B.26)
An appropriate definition for the scaling dimension ∆O(l) is needed. In general it is defined as
∆O(l) = dO(l) + γO(l) (B.27)
with dO(l) defined in Eq. (2.4). The second term on the r.h.s refers to the full anomalous
dimension of the associated operator and it should not be confused with ΓO(l) of Eq. (2.10),
which comes from just the linear part of βc(l) . Taking into account the full quantum part of the
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β-function, define [7]
γO(l) =
∂βq
c(l)
(c(l))
∂c(l)
∣∣∣∣∣
c(l)→c(l)?
. (B.28)
Note that γO(l) contributes to Eq. (B.27) only for d 6= 4 where a c(l)? exists, so any error in the
characterization of the operators using γO(l) vs ΓO(l) in the definition of the scaling dimension
is invisible in d = 4. These results are summarized in the following tables. The nature of the
fixed points in various dimensions, as determined by
∂βqλ
∂λ |•,? are:
d • ?
4 trivial (UV whenλ = 0) −
3 UV IR
5 IR UV
The 1-loop exponent is determined by the nature of an operator, according to Eq. (B.27) using
Eq. (B.2) and Eq. B.23 combined with Eq. (B.28). With respect to the IR, when it is negative
the operator is relevant, if it is positive then the operator is irrelevant and if it is zero it is
marginal and the RG running must decide (when it applies):
∆O(l) − d • ?
O(2) −2 + λ
16pi2
−2 −2 + ε3
O(4) −ε+ 2 3λ
16pi2
−ε (irrel. in d = 4) ε
Finally, the chracterization of operators at the fixed points according to the above is:
d = 4 d = 3 d = 5
O(2) • (λ = 0) : rel ? : − • : rel ? : rel • : rel ? : rel
O(4) • : marg. irrel ? : − • : rel ? : irrel • : irrel ? : rel
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