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0. Introduction
Let k0 be a field and p be a prime number different from the characteristic of k0. In [1], Voevodsky constructs Steenrod
operations on themotivic cohomologyH∗,∗(X, Z/p) of a general scheme over k0. However, when p is odd orwhen p = 2 and
−1 is a square in k×0 , such operations vanish on the motivic cohomology groups H i,i(Spec k, Z/p) for i > 0 of the spectrum
of a field extension k of k0. Here, we study operations on H i,i(Spec k, Z/p)which are defined only for fields.
The same phenomenon happens in étale cohomology, where Steenrod operations, as defined by Epstein in [2], vanish on
the étale cohomologyH iet(Spec k, Z/p) of a field if p is odd or if p = 2 and
√−1 ∈ k. Under the assumption of the Bloch–Kato
conjecture, our operations give secondary operations relatively to Steenrod operations on the étale cohomology of fields.
Given a base field k0 and a prime number p, an operation on KMi /p is a function K
M
i (k)/p→ KM∗ (k)/p defined for all fields
k/k0, compatible with extension of fields. In other words, it is a natural transformation from the functor KMi /p : Fields/k0 →
Sets to the functor KM∗ /p : Fields/k0 → Fp − Algebras. It is important for our purpose that our operations should be
functions and not only additive functions, the reason being that additive operations will appear to be trivial in some sense
(see Section 3.5). In these notes, we determine all operations KMi /p→ KM∗ /p over any field k0, no matter if p 6= char k0 or
not. This is striking, especially in the case when i = 1.
Let n be a non-negative integer and k any field. Let x = ∑lr=1 sr be a sum of l symbols in KMi (k)/p, the mod p Milnor
K -group of k of degree i. We define the nth divided power of x, given as a sum of symbols, by
γn(x) =
∑
1≤l1<···<ln≤l
sl1 · · · · · sln ∈ KMni (k)/p.
Such a divided power may depend on the way x has been written as a sum of symbols and thus a well-defined map
γn : KMi (k)/p → KMni (k)/p may not exist. However, γ0(x) = 1 and γ1(x) = x and as such, γ0 and γ1 are always well-
defined. The axioms for divided powers (see Properties 2.3) formalize the properties of x
n
n! in a Q-algebra, see [3] for some
general discussion of a divided power structure on an ideal in a commutative ring. In his paper [4], Kahn shows that the
above formula gives well-defined divided powers γn : KM2i (k)/p → KM2ni(k)/p for p odd and γn : KMi (k)/2 → KMni (k)/2 for
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k containing a square root of−1. Kahn’s result is based on previous work by Revoy on divided power algebras, [5]. Divided
powers are also mentioned in a letter of Rost to Serre, [6]. In this paper, we show that in these cases, divided powers define
operations in the above sense and form a basis for all possible operations on mod pMilnor K -theory.
In the remaining case, when−1 is not a square in the base field k0, divided powers as defined above are not well-defined
on mod 2Milnor K -theory. However, we will define some new, weaker operations, and show that these new operations are
all the possible operations on mod 2 Milnor K -theory.
Precisely, we will prove:
Theorem 1 (p Odd). Let k0 be any field, p an odd prime number. The algebra of operations KMi (k)/p → KM∗ (k)/p commuting
with field extensions over k0 is
• If i = 0, the free KM∗ (k0)/p-module of rank p of functions Fp → KM∗ (k0)/p.
• If i ≥ 1 is odd, the free KM∗ (k0)/p-module
KM∗ (k0)/p · γ0 ⊕ KM∗ (k0)/p · γ1.
• If i ≥ 2 is even, the free KM∗ (k0)/p-module⊕
n≥0
KM∗ (k0)/p · γn.
Theorem 2 (p = 2). Let k0 be any field. The algebra of operations KMi (k)/2→ KM∗ (k)/2 commuting with field extensions over
k0 is
• If i = 0, the free KM∗ (k0)/2-module of rank 2 of functions F2 → KM∗ (k0)/2.
• If i = 1, the free KM∗ (k0)/2-module of rank 2, generated by γ0 and γ1.
• If i ≥ 2, the KM∗ (k0)/2-module
KM∗ (k0)/2 · γ0 ⊕ KM∗ (k0)/2 · γ1 ⊕
⊕
n≥2
Ker(τi) · γn,
where τi : KM∗ (k0)/2→ KM∗ (k0)/2 is the map x 7→ {−1}i−1 · x.
Actually, the divided powers γn are not always defined with the assumptions of Theorem 2. However, if yn ∈ Ker(τi), the
map yn · γn will be shown to be well-defined. Notice that when−1 is a square in k0, the map τi is the zero map, and hence
Ker(τi) = KM∗ (k0)/2.
Also, the divided powers satisfy the relation γm · γn =
(
m+ n
n
)
γm+n. Together with the algebra structure on KM∗ (k0)/p,
this gives the algebra structure of the algebra of operations KMi /p → KM∗ /p over k0. In fact, divided powers satisfy all the
relations mentioned in Properties 2.3 and make Milnor K -theory into a divided power algebra in Revoy’s notation [5].
As Nesterenko–Suslin [7] and Totaro [8] have shown, there is an isomorphism Hn,n(Spec k, Z) '−→ KMn (k) where
Hn,n(Spec k, Z) denotes motivic cohomology. This isomorphism, together with Theorem 1, provides operations on the
motivic cohomology groupsHn,n(Spec k, Z/p). Also, since the Bloch–Kato conjecture seems to have been proven by Rost and
Voevodsky (see [9] and Weibel’s paper [10] that patches the overall proof by using operations from integral cohomology to
Z/p cohomology avoiding Lemma2.2 of [9]which seems to be false as stated), this gives the operations in Galois cohomology
of fields, with suitable coefficients.
We also describe some new operations in integral Milnor K -theory over any base field k0. Under some reasonable
hypothesis on an operation ϕ : KMi → KM∗ defined over k0, we are able to show that ϕ is in the KM∗ (k0)-span of our weak
divided power operations. See Sections 2.5 and 3.4.
Finally, we are able to determine operations KMi /p→ KMj /p in the more general setup of smooth schemes over a field k.
The Milnor K -theory ring of a smooth scheme X over k is defined to be the subring of the Milnor K -theory of the function
field k(X)whose elements are unramified along all divisors on X , i.e. which vanish under all residue maps corresponding to
codimension-1 points in X . An operation KMi /p → KMj /p over the smooth k-scheme X is a function that is functorial with
respect to morphisms of X-schemes (see Section 4). Once again, if p is odd and i ≥ 2 is even, or if p = 2 and k contains a
square-root of−1, we have
Theorem 3. Operations KMi /p→ KM∗ /p over the smooth k-scheme X are spanned as a KM∗ (X)/p-module by the divided power
operations.
Assuming the Bloch–Kato conjecture, we obtain in this way all the operations for the unramified cohomology of smooth
schemes over the field k.
The paper is organised as follows. In the first section, we start by recalling some general facts about Milnor K -theory,
particularly the existence of residue and specialization maps. In the second section, we give a detailed account on divided
power operations and extend the resultsmentioned in [4] to the case p = 2,√−1 6∈ k×.We also describe someweak divided
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power operations for integral Milnor K -theory. Some applications to cohomological invariants are discussed. Section 3
contains the main results, Theorems 1 and 2 are proven (see Propositions 3.8, 3.12 and 3.13), the integral case is discussed
(Proposition 3.19) and additive operations are determined integrally (Proposition 3.21). In Section 4, we extend our results
to the case of the Milnor K -theory of smooth schemes over a field k and prove Theorem 3.
Finally, in the last section we mention that all the previous results hold in the more general setup of operations from
Milnor K -theory to cycle modules with a ring structure as defined by Rost in [11]. In particular, this determines all the
operations mod p from Milnor K -theory to Quillen K -theory of a field.
1. General facts
All the results in this section can be found in [12], Chapter 7.
Let k be a field. The nth Milnor K -group KMn (k) is the quotient of the n-fold tensor power (k
×)⊗n of the multiplicative
group k× of the field k by the relations a1⊗· · ·⊗an = 0 as soon as ai+aj = 1 for some 1 ≤ i < j ≤ n. Wewrite {a1, . . . , an}
for the image of a1 ⊗ · · · ⊗ an in KMn (k), such elements are called symbols. Thus, elements in KMn (k) are sums of symbols.
The relation {x, 1− x} = 0 in KM2 (k) is often referred to as the Steinberg relation. In particular KM0 (k) = Z and KM1 (k) = k×.
This construction is functorial with respect to field extension. There is a cup-product operation KMn (k)× KMm (k)→ KMn+m(k)
induced by the tensor product pairing (k×)⊗n × (k×)⊗m → (k×)⊗(m+n). We write KM∗ (k) for the direct sum
⊕
n≥0 KMn (k). As
a general fact, for any elements x and y in k×, we have the relation {x, y} = −{y, x}. Thus, cup product turns KM∗ (k) into a
graded commutative algebra. We now state the easy but important
Remark 1.1 (See e.g. [12]). It follows directly from the Steinberg relations that {x, x} = {x,−1}. The equality {x, x} =
{x,−1} = 0 happens
• in KM2 (k)/p if p 6= 2.
• in KM2 (k)/2 if−1 ∈ (k×)2.
• in KM2 (k) if k has characteristic 2.
Let K be a field equipped with a discrete valuation v : K× → Z, and Ov its associated discrete valuation ring. Fix a local
parameter pi and let κ be its residue field. Then, for each n ≥ 1, there exists a unique set of homomorphisms ∂v : KMn (K)→
KMn−1(κ) and spi : KMn (K)→ KMn (κ) satisfying ∂v({pi, u2, . . . , un}) = {u¯2, . . . , u¯n} and spi ({pi i1u1, . . . , pi inun}) = {u¯1, . . . , u¯n}
for all units u1, . . . , un inOv , where u¯i denotes the image of ui in κ . Themaps ∂v are called the residuemaps and themaps spi
are called the specialization maps. The specialization maps depend on the choice of a local parameter, whereas the residue
maps don’t. It is easy to see that thesemaps induce well-definedmaps on the quotients KM∗ /p. Moreover, for any x ∈ KM∗ (K),
they are related by the formula:
spi (x) = ∂v ({−pi} · x) .
Let k(t) be the function field over k in one variable. A closed point P in the projective line P1k over k determines a discrete
valuation on k(t) and can be viewed as an irreducible polynomial in k[t] (for P = ∞, take P = t−1). Let ∂P (resp. sP ) be the
corresponding residue map (resp. specialization map) and κP the residue field corresponding to the valuation induced by P .
Then, we have Milnor’s exact sequence
0→ KMn (k)→ KMn (k(t))
⊕∂P−→
⊕
P∈P1k\{∞}
KMn−1(κP)→ 0
where the injective arrow is induced by the inclusion of fields k ⊆ k(t). Moreover, this sequence is split by s∞. This yields
an exact Milnor sequence mod p for any prime number p.
Kummer theory defines a map in Galois cohomology ∂ : k× → H1(k, µm) where µm is the group of mth roots of
unity in a fixed separable closure of k. Consider the cup-product H1(k, µm) ⊗ · · · ⊗ H1(k, µm) → Hn(k, µ⊗nm ). We get a
map ∂n : k× ⊗ · · · ⊗ k× → Hn(k, µ⊗nm ). Bass and Tate prove in [13] that this map factors through KMn (k) and yields a
map hnk,m : KMn (k) → Hn(k, µ⊗nm ). The map hnk,m is called the Galois symbol. The Bloch–Kato conjecture asserts that the
Galois symbol induces an isomorphism KMn (k)/m → Hn(k, µ⊗nm ) for all n ≥ 0, all fields k and all integer m prime to the
characteristic of k. The case when m is a power of 2 is known as Milnor’s conjecture and has been proven by Voevodsky
in [14]. The case n = 0 is trivial, the case n = 1 is just Kummer theory and Hilbert 90, and the case n = 2 is known as
the Merkurjev–Suslin theorem (cf. [15]). Rost and Voevodsky have announced a proof of the Bloch–Kato conjecture in the
general case, see [9,10]. The proof relies on the existence of reduced power operations.
In what follows, p will always denote a prime number, cup product in Milnor K -theory will be denoted by ‘‘·’’ and by
definition the group KMi (k)will be 0 as soon as i < 0. We also write K
M∗ (k) for
⊕
i≥0 K
M
i (k). By ring, we mean commutative
ring with unit.
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2. Divided powers
2.1. Existence of divided powers in Milnor K-theory
In [4], Kahn mentions the existence of divided powers in all cases of the following proposition. However, we recall the
construction of divided powers, as it will prove to be useful for the determination of our operations.
Definition 2.1. Let n be a non-negative integer and F any field. Let x = ∑lr=1 sr be a sum of l symbols of degree i in some
Milnor K -group. A divided power of x is
γn(x) =
∑
1≤l1<···<ln≤l
sl1 · · · · · sln .
Of course, it is not clear that γn should give a well-defined map KMi (k)/p→ KMni (k)/p. However, we have
Proposition 2.2. γ0 = 1 and γ1 = id are always well-defined.
1. If i is even≥ 2 and p is an odd prime number, then there exists a divided power
γn : KMi (F)/p→ KMni (F)/p.
2. If −1 ∈ (F×)2, then for all i ≥ 2, there exists a divided power
γn : KMi (F)/2→ KMni (F)/2.
3. If i is even≥ 2 and char F = 2, then there exists a divided power
γn : KMi (F)→ KMni (F).
Proof. We are going to prove that γn as defined explicitly doesn’t depend on how we write x as a sum of symbols. We will
give the proof only in the first case. The two remaining cases can be proven exactly the same way, once one remarks that
the conditions (i even and p odd), (p = 2 and−1 ∈ (F×)2) and (i even and char F = 2) are here to force:
• {a, a} = 0
• The algebras⊕n≥0 KMni (F)/p,⊕n≥0 KMni (F)/2 and⊕n≥0 KMni (F) are commutative.
LetMi,F be the free Z-module generated by elements in (F×)i, and define
Γ˜n : Mi,F → KMni (F)/p
l∑
r=1
nr sr 7→
∑
1≤l1<···<ln≤l
nl1sl1 · · · · · nlnsln .
Themap Γ˜n is well-defined because of the commutativity of
⊕
n≥0 K
M
ni (F)/p andwewant to show that Γ˜n factors through
(F×)⊗i. For this purpose, it is enough to show that Γ˜n takes the same value on each equivalence class for the quotient map
Mi,F → (F×)⊗i.Wenotice that, given x and y inMi,F , the sum formula Γ˜n(x+y) =∑nj=0 Γ˜j(x)Γ˜n−j(y)holds. Thus, if x and x+y
have same image in (F×)⊗i, wewant to show that Γ˜n(x+y) =∑nj=0 Γ˜j(x)Γ˜n−j(y) = Γ˜n(x). For this, it is enough to prove that
Γ˜j(y) = 0 for all j ≥ 1 and ymapping to 0 in (F×)⊗i. Still using the sum formula, it is enough to prove that for any 1 ≤ j ≤ i,
elements of the form (a1, . . . , aj−1, b, aj+1, . . . , ai)+ (a1, . . . , aj−1, c, aj+1, . . . , ai)− (a1, . . . , aj−1, bc, aj+1, . . . , ai)map to
0 under Γ˜n. This happens, when i ≥ 2, because {a, a} = 0 in KM2 (F)/p for all a ∈ F×.
Therefore, we get a map Γn : (F×)⊗i → KMni (F)/p that satisfies the sum formula.
Now, Γn factors through γ˜n : KMi (F) → KMni (F)/p. Let x = x1 + x2 with x2 a pure tensor satisfying Steinberg’s relation.
Then Γn(z) = Γn(z1)+ Γn−1(z1)Γ1(z2)+ · · ·, but Γn(z2) is clearly 0 for n ≥ 1. Hence a map γ˜n : KMi (F)→ KMni (F)/p.
Finally, γ˜n factors through γn : KMi (F)/p→ KMni (F)/p as easily seen. 
In all cases of Proposition 2.2, the divided powers satisfy the following properties. Moreover, they are the only set of
maps satisfying such properties. See e.g. [4, Theorem 2].
Properties 2.3. 1. γ0(x) = 1, γ1(x) = x.
2. γn(xy) = xnγn(y).
3. γm(x)γn(x) =
(
m+ n
n
)
γm+n(x).
4. γn(x+ y) =∑ni=0 γi(x)γn−i(y).
5. γm(γn(x)) = (nm)!m!n!m γnm(x).
6. γn(s) = 0 if n ≥ 2 and s is a symbol.
All these properties imply that Milnor K -theory is a divided power algebra in the sense of Revoy [5].
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2.2. Divided powers and length
Definition 2.4. The length of an element x ∈ KMi (F)/p (resp. KMi (F)) is the minimum number of symbols appearing in any
decomposition of x as a sum of symbols.
Remark 2.5. If x ∈ KMi (F)/p has length l and if the divided power γn is well-defined on KMi (F)/p, then n > l implies
γn(x) = 0. That is, γn vanishes on elements of length strictly less than n.
As was noted by Kahn in [4], the existence of divided powers implies
Proposition 2.6. If there exists an integer l such that the length of any element in KM2 (F)/p (resp. K
M
2 (F)/2, K
M
2 (F)) is≤ l, then
for all n ≥ 2l+ 2, we have
• KMn (F)/p = 0, if p is odd.• KMn (F)/2 = 0, if −1 is a square in F×.• KMn (F) = 0, if char F = 2.
Proof. Let x = {x1, . . . , xn} be a symbol inKMn (F)/pwith p odd and n ≥ 2l+2. Then x = γl+1 ({x1, x2} + · · · + {x2l+1, x2l+2})·{x2l+3, . . . , xn}. By assumption {x1, x2} + · · · + {x2l+1, x2l+2} has length at most l and maps therefore to 0 under γl+1. The
two other cases are similar. 
Examples 2.7. In [16], Becher shows that if KM1 (F)/p = F×/(F×)p is finite of order pm, then the length of elements in
KM2 (F)/p is always less or equal than
m
2 if p is odd, and is always less or equal than
m+1
2 if p = 2. Hence, if KM1 (F)/p =
F×/(F×)p is finite of order pm, the higher Milnor K -groups KMn (F)/p are zero whenever n > 2[m2 ] + 1 if p is odd and
n > 2[m+12 ] + 1 if p = 2. It is worth saying that Becher also shows that these upperbounds are sharp.
2.3. Stiefel–Whitney classes of a quadratic form
Let q be a quadratic form of rank r over a field F of characteristic 6= 2. Then q admits a diagonal form 〈a1, . . . , ar〉. The
total Stiefel–Whitney class of q is defined to be w(q) = (1 + {a1}) · · · (1 + {an}) ∈ KM∗ (F)/2. In [17], Milnor shows that
w(q) is well-defined and doesn’t depend on a particular choice of a diagonal form for q. The kth Stiefel–Whitney classwk is
defined to be the degree k part ofw.
Proposition 2.8 (Milnor, Becher). We have w1w2 = w3 and more generally if n = ∑ εi2i is the binary decomposition of n,
thenwn =∏i,εi=1w2i . Also, when−1 ∈ (F×)2,w2n = γn(w2) and sow2n+1 = w1 · γn(w2). We also have
wn = wε01 ·
∏
i≥1,εi=1
γ2i−1(w2).
Proof. The first point is proved in [17]. The last point was pointed out by Becher in [18, paragraph 9] and is a direct
consequence of the existence of divided powers mod 2 when −1 is a square in F×, and of the explicit formula defining
both the Stiefel–Whitney classes and the divided powers. 
This result confirms that the invariantsw1 andw2 of a quadratic form are important. In the literature,w1 is often referred
to as the determinant, andw2 as the Hasse invariant. Also, the Witt invariant can be expressed in terms of the determinant
and the Hasse invariant (see e.g. [19], Proposition V.3.20). A natural question is to ask whether or not a non-degenerate
quadratic form is determined, up to isometry, by its total Stiefel–Whitney class. This has been answered by Elman and
Lam in [20]: let F be a field of characteristic not equal to 2, withW (F) its Witt ring of anisotropic quadratic forms, and IF
its ideal of even-dimensional forms. Let InF denote the nth power (IF)n. Then, the equivalence class of a non-degenerate
quadratic form over F is determined by its dimension and Stiefel–Whitney invariant if and only if I3F is torsion free (as an
additive abelian group). This is for example the case of the field of real numbers. However, a real non-degenerate quadratic
form of given rank is not solely determined by w1 and w2 and as such, the higher Stiefel–Whitney classes do carry a little
information beyond what w1 and w2 give. On the other hand, Proposition 2.8 shows that when −1 is a square in the base
field F , the higher Stiefel–Whitney classes are completely determined by w1 and w2. This helps to explain why the classes
wi for i ≥ 3 have played very little role in quadratic form theory. Also, in general, it is known that two non-degenerate
quadratic forms q and q′ of same dimension≤ 3 are isometric if and only if they have samew1 andw2 (see [19], Proposition
V.3.21.). Finally, Elman and Lam gave a description of fields for which non-degenerate quadratic forms of given dimension
are totally determined, up to isometry, by their determinantw1 and Hasse invariantw2. This happens if and only if I3F = 0
(cf. [21]).
By Milnor’s conjecture (proven by Voevodsky in [14]), Proposition 2.2 gives divided powers in Galois cohomology. Let
Etn be the functor that associates to any field F over k0 the set of étale algebras of rank n over F . In [6], it is proven that the
H∗(k0, Z/2)-module Invk0(Etn, Z/2) of natural transformations from the functor Etn over k0 to the functor H
∗(−, Z/2) over
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k0 is free with basis the Galois–Stiefel–Whitney classes 1, w
gal
1 , . . . , w
gal
m , m = [ n2 ]. Moreover, wgali = 0 for i > m. Given an
étale algebra E over k0, we can consider the non-degenerate quadratic form qE on E viewed as a k0-vector space, defined as
qE(x) = TrE/k0(x2). Therefore, we have some invariants, coming from the Stiefel–Whitney classes of quadratic forms. In [22],
Kahn proves that for E ∈ Etn(k0), wgali (E) = wi(qE) if i is odd and wgali (E) = wi(qE) + (2) · wi−1(qE) if i is even. When −1
is a square in k0, we get that the higher Galois–Stiefel–Whitney invariants are determined byw
gal
1 andw
gal
2 in the following
way:wgal2n+1 = wgal1 · γn(wgal2 − {2} · wgal1 ) andwgal2n = γn(wgal2 − {2} · wgal1 )+ {2} · wgal1 · γn−1(wgal2 − {2} · wgal1 ).
However, there are some examples where the divided powers act trivially. For instance, MacDonald computes, for n
odd ≥ 3, the mod 2 cohomological invariants for the groups SO(n), Z/2 n PGL(n), PSp(2n), and F4. These correspond, for
r = 0, 1, 2, and 3 respectively, to Invk0(J rn, Z/2), the group of mod 2 invariants for odd degree n ≥ 3 Jordan algebras with
associated composition algebra of dimension 2r (0 ≤ r ≤ 3) over the base field k0 of characteristic supposed to be different
from 2. Such algebras are known to be of the form H(C, q) = {x ∈ Mn(C), B−1q x¯tBq = x} for q an n-dimensional quadratic
formof determinant 1with associated bilinear form Bq and C a composition algebra over k0 of dimension 2r . The composition
algebra comes with a norm form ϕ, which turns out to be a Pfister form. The group of invariants for r-Pfister forms (r > 0) is
the free H∗(k0, Z/2)-module generated by 1 and er , where er(〈〈a1, . . . , ar〉〉) = (a1) · · · · · (ar). Write J = ϕ⊗ q for a Jordan
algebra J , then we have invariants vi = er ⊗ w2i and it is shown in [23] that Invk0(J rn, Z/2) is the free H∗(k0, Z/2)-module
generated by 1, v0, . . . , vm, with m satisfying n = 2m+ 1. For r > 0, when−1 is a square in k0 and because er · er is zero,
we see that the divided powers vanish on the vi’s.
2.4. Divided powers in Milnor K-theory mod 2
In this section, we no longer assume−1 ∈ (F×)2. We define the map
τi : KM∗ (F)/2→ KM∗ (F)/2, x 7→ {−1}i−1 · x.
Let’s say a few words about this map. If F has characteristic p > 0, then {−1} is zero in KM1 (F)/2 if p ≡ 1 mod 4, and in
any case {−1,−1} = 0 since the groups KMn (Fq) vanish for finite fields Fq and n ≥ 2. So, considering a function field over
a finite field, we see that the maps τi for i ≥ 2 are neither injective nor surjective, even when −1 is not a square in F . If
F is a number field (or a global field), let r1 be the number of real places of F and denote them by σi : F → R. Bass and
Tate show in [13] that for n ≥ 3, the embeddings σi : F → R corresponding to the real places of F induce an isomorphism
KMn (F)
⊕σi−→⊕r1i=1 KMn (R)/2 ∼= (Z/2)r1 . Then, clearly KMn (F)/2 ∼= (Z/2)r1 for n ≥ 3. Also, KM1 (F)/2 is countably infinite. This
shows that τi cannot be injective.
Hence Ker (τi), or equivalently the annihilator ideal of {−1}i−1 in KM∗ (F)/2, is non-trivial in general.
Proposition 2.9. Let n be an integer ≥ 2 and F any field. Let yn be in the kernel of τi. Then, if s1, . . . , sl are symbols in KMi (F)/2,
(yn · γn)(s1 + · · · + sl) = yn ·
∑
1≤sl1<···<sln≤l
sl1 · · · · · sln
is a well-defined map over KMi (F)/2.
Proof. We proceed exactly the same way as in Proposition 2.2, from which we take up the notations. The map yn · Γ˜n :
Mi,F → KM∗ (F)/2,
∑l
r=1 nr sr 7→ yn ·
∑
1≤l1<···<ln≤l nl1sl1 · · · · · nlnsln is well-defined due to the commutativity of the
F2-algebra KM∗ (F)/2. As before, Γ˜n satisfies a sum formula which we write yn · Γ˜n(x + y) =
∑n
j=0 Γ˜j(x) · yn · Γ˜n−j(y)
for all x and y in Mi,F . To prove that Γ˜n factors through (F×)⊗i, it is enough to show that elements of the form y =
(a1, . . . , ai−1, b) + (a1, . . . , ai−1, c) − (a1, . . . , ai−1, bc) map to zero under yn · Γ˜j for all j ≥ 1. This is clear for j = 1
and j > 3. In the case j = 2, we have
yn · Γ˜2(y) = yn · ({a1, . . . , ai−1, b, a1, . . . , ai−1, c}
+ {a1, . . . , ai−1, b, a1, . . . , ai−1, bc} + {a1, . . . , ai−1, c, a1, . . . , ai−1, bc}).
Notice that
{a1, . . . , ai−1, a1, . . . , ai−1} = {−1}i−1{a1, . . . , ai−1}
to conclude yn · Γ˜2(y) = 0. The case j = 3 is similar.
Thus, we have a well-defined map yn · Γn : (F×)⊗i → KM∗ (F)/2, and as in the proof of Proposition 2.2, it factors through
a well-defined map yn · γn : KMi (F)/2→ KM∗ (F)/2. 
Example 2.10. Consider again quadratic forms over F , but this time without assuming −1 is a square in F , and their
Stiefel–Whitney invariants. If y ∈ KM∗ (F)/2 is such that {−1} · y = 0, then
y · w2n = (y · γn)(w2).
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If we write w2 as an ordered sum of symbols
∑
i si, we can consider γn(w2) to be
∑
i<j si · sj. Of course, this may not be
independent on the choice of the si’s. However, we have for all y ∈ ker τ2, y · (γn(w2) − w2n) = 0. Hence, γn(w2) − w2n
must be in the subgroup G of KM2n(F)/2 consisting of elements z such that z · y = 0 for all y ∈ ker τ2. In particular, G
contains {−1} · KM2n−1(F)/2. This means that knowingw1 andw2 gives some restriction on the possible values of the higher
Stiefel–Whitney classes even when−1 is not a square.
2.5. Divided powers in integral Milnor K-theory
In this section, τi is the map on integral Milnor K -theory KM∗ (F)→ KM∗ (F), x 7→ {−1}i−1 · x. The same examples as in the
previous section show that this map is not necessarily injective nor surjective.
Proposition 2.11. Let n and i be integers ≥ 2 with i even, and F any field. Let yn be an element in the kernel of τi. Then, if
s1, . . . , sl are symbols in KMi (F),
(yn · γn)(s1 + · · · + sl) = yn ·
∑
1≤sl1<···<sln≤l
sl1 · · · · · sln
is a well-defined map over KMi (F).
Proof. Same as for Proposition 2.9 since the algebra
⊕
r≥0 K
M
2r (F) is commutative. 
Proposition 2.12. Let n and i be integers ≥ 2 with i odd, and F any field. Let yn be an element in the kernel of τi, which is of
2-torsion. Then, if s1, . . . , sl are symbols in KMi (F),
(yn · γn)(s1 + · · · + sl) = yn ·
∑
1≤sl1<···<sln≤l
sl1 · · · · · sln
is a well-defined map KMi (F) to K
M
ni (F).
Proof. Notice that the map yn · Γ˜n : Mi,F → KM∗ (F),
∑r
l=1 nlsl 7→ yn ·
∑
1≤l1<···<ln≤r nl1sl1 · · · · ·nlnsln is well-defined because
yn is of 2-torsion. Now, the proof is the same as for Proposition 2.9. 
3. Operations in Milnor K -theory of a field
We start this section with a result that will be of constant use.
Proposition 3.1. Let a be in KMn (k0) and suppose that for all extension k/k0 and for all x ∈ KM>0(k) we have a · x = 0, then a is
necessarily 0 in KMn (k0). Moreover the same result holdsmod p.
Proof. Let a be as in the proposition. Consider the map KMn (k0) → KMn+1(k0(t)), a 7→ {t} · a. This map is injective since
it admits a left inverse, namely the residue map ∂M0 at the point 0 ∈ P1k0 . Indeed, we have the formula ∂M0 ({t} · a) = a.
The residue map, as defined in [12, Chapter 7], is a homomorphism and hence induces a well-defined residue map mod p,
KMn+1(k0(t))/p→ KMn (k0)/p. Hence, the same arguments apply in the mod p case. 
Definition 3.2. An operation ϕ : KMi /p → KM∗ /p over a field k0 is a natural transformation from the functor KMi /p :
Fields/k0 → Sets to the functor KM∗ /p : Fields/k0 → Fp − Algebras. In other words, it is a set of functions ϕ : KMi (k)/p →
KM∗ (k)/p defined for all extensions k of k0 such that for any extension l of k, the following diagram commutes:
KMi (l)/p
ϕ / KM∗ (l)/p
KMi (k)/p
ϕ /
O
KM∗ (k)/p
O
Example. Divided powers are indeed operations in the above sense (when they are well-defined). So, if for instance p is odd
and i is even, any sum of divided power operations with coefficients in KM∗ (k0)/p gives an operation KMi /p→ KM∗ /p over k0.
Our main theorems say that this gives all the possible operations.
Example. Suppose p is odd, i ≥ 2 is even and k is an extension of k0. The map KMi (k)/p → KM2i (k)/p, x 7→ x2 defines an
operation over k0. It is easy to check that this operation corresponds to 2 · γ2. More generally, it is straightforward to check
that anymap of the form x 7→ xq defines an operation KMi (k)/p→ KMqi (k)/p and that it is a sum of divided powers. Of course,
this is a particular case of Theorem 1. More precisely, xq is equal to 0 if i is odd and is equal to q!γq(x) if i is even.
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Definition 3.3. Let k0 be any field and K an extension of k0 endowed with a discrete valuation v such that its valuation ring
R = {x ∈ K , v(x) ≥ 0} contains k0, so that the residue field κ is an extension of k0. We say that specializationmaps commute
with an operation ϕ : KMi −→ KM∗ over k0 if for any extension K/k0 as above, we have a commutative diagram
KMi (K)/p
ϕ /
spi

KM∗ (K)/p
spi

KMi (κ)/p
ϕ / KM∗ (κ)/p
where pi is any uniformizer for the valuation v.
Example. Divided power operations over k0 do commute with specialization maps. This is clear from the definition of
specialization maps.
3.1. Operations KM1 /p× · · · × KM1 /p→ KM∗ /p
The following theorem is essential in the determination of operations KMi /p→ KM∗ /p for i ≥ 2.
Theorem 3.4. Let k0 be any field and let p be a prime number. The algebra of operations
KM1 (k)/p× · · · × KM1 (k)/p︸ ︷︷ ︸
r times
−→ KM∗ (k)/p
for fields k ⊇ k0 and commuting with field extension over k0 is the free module over KM∗ (k0)/p with basis the operations
({a1}, . . . , {ar}) 7→ {ai1 , . . . , ais} for all subsets 1 ≤ i1 < · · · < is ≤ r.
For example, given an operation ψ : KM1 (k)/p× KM1 (k)/p→ KM5 (k)/p, there exist a ∈ KM5 (k0)/p, b1 and b2 ∈ KM4 (k0)/p
and c ∈ KM3 (k0)/p, such that for any ({x}, {y}) ∈ KM1 (k)/p×KM1 (k)/p, we haveψ({x}, {y}) = a+b1 · {x}+b2 · {y}+ c · {x, y}.
Proof of Theorem 3.4. The proof goes in three steps. In the first step, we show that an operation KM1 /p→ KM∗ /p over k0 is
determined by the image of {t} ∈ KM1 (k0(t))/pwhere t is a transcendental element over k0. In the second step, we determine
the image of {t}. Finally, in the last step we conclude by induction on the number r of factors. Let ϕ : KM1 /p→ KM∗ /p be an
operation over k0.
Step 1. The operation ϕ : KM1 /p→ KM∗ /p over k0 is determined by the image ϕ({t}) of {t} ∈ KM1 (k0(t))/p in KM∗ (k0(t))/p,
for t transcendental over k0. Indeed, consider a field extension k/k0 and an element e ∈ k. If e is not algebraic over k0, then
ϕ({e}) is the image in KM∗ (k)/p of the element {e} ∈ KM1 (k0(e))/p. If e is algebraic and if k possesses a transcendental element
t over k0, then etp is transcendental over k0. Also, in KM1 (k)/p, {etp} = {e}, and so ϕ({e}) is determined by ϕ({etp}). Finally,
if e ∈ k is algebraic over k0, consider the function field k(t) and the commutative diagram
KM1 (k)/p
ϕ

i / KM1 (k(t))/p
ϕ

KM∗ (k)/p
i / KM∗ (k(t))/p
where i is the map induced by the inclusion of fields k ⊂ k(t). We can write ϕ(i({e})) = i(ϕ({e})). The element ϕ(i({e})) is
determined by the previous case. By Milnor’s exact sequence, i is injective. Therefore, ϕ({e}) is uniquely determined.
Step 2. The elementϕ({t}) ∈ KM∗ (k0(t))/phas residue 0 for all residuemaps corresponding to closed points inP1k0\{0,∞}.
To prove this, let X be a transcendental element over k0(t) and denote by ι the homomorphism in Milnor K -theory
induced by any inclusion of field k ⊂ k(X) for k any extension of k0. By definition, the map ι commutes with ϕ. We start by
proving that ι ◦ ϕ({t}) ∈ KM∗ (k0(t, X))/p has only residue at polynomials with coefficients in k0.
Recall that Milnor’s exact sequence
0→ KMn (k0)→ KMn (k0(t))
⊕∂P−→
⊕
P∈P1k\{∞}
KMn−1(κP)→ 0
is split. Write ψP for a splitting map to ∂P so that, for any x ∈ KM∗ (k0(t)), we have
x = s∞(x)+
∑
P∈P1k\{∞}
ψP ◦ ∂P(x).
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For P a closed point in P1k0 \ {∞}, it is possible to view it as a monic non-constant irreducible polynomial in k0[t]. Let’s write
∂P⊗k0(X) (resp. ψP⊗k0(X)) for the residue map (resp. a splitting to the residue map) at the polynomial P ∈ k0[t] seen as a
polynomial in k0(X)[t] via the obvious inclusion of fields k0 ⊂ k0(X). Then, we have the following commutative diagrams
(See Lemma 3.16).
KM∗ (k(t))
∂P

ι / KM∗ (k(t, X))
∂P⊗k0(X)

KM∗−1(κP)
ι / KM∗−1(κP(X))
KM∗−1(k(t))
ψP

ι / KM∗−1(k(t, X))
ψP⊗k0(X)

KM∗ (κP)
ι / KM∗ (κP(X))
Therefore,
ι ◦ ϕ({t}) = s∞ (ι ◦ ϕ({t}))+
∑
P∈P1k\{∞}
ψP⊗k0(X) ◦ ∂P⊗k0(X) (ι ◦ ϕ({t})) ,
which shows our claim.
Now, given a polynomial Q in k0[t], let’s write QX for the polynomial in k0(X)[t] defined by QX (t) = Q (tXp). Then, via
the isomorphism k0(t)
'→ k0(tXp), t 7→ tXp, we get that ϕ({tXp}) has non-zero residues only at polynomials of the form QX .
Exploiting the fact that {t} = {tXp} in KM1 (k0(t, X))/p, we deduce that if ϕ({t}) = ϕ({tXp}) has non-zero residue at some
polynomial QX as above, then QX must come from a polynomial P ∈ k0[t]. Concretely, we must have
Q (tXp) = α(X)P(t), for some α(X) ∈ k0(X), P ∈ k0[t].
Having in mind that P is monic irreducible, this implies P = t as easily seen.
So, we have proven that ϕ({t}) is unramified outside {0,∞}. Writing a for ∂0ϕ({t}), ϕ({t}) − a · {t} is then unramified
on P1 \ {∞}. By Milnor’s exact sequence, this implies that this element comes from an element b ∈ KM∗ (k0)/p. Therefore,
we have ϕ({t}) = a · {t} + b. Combining with step 1, this tells us that there exist a and b in KM∗ (k0)/p, such that for any field
extension k/k0 and for any x ∈ KM1 (k)/p, ϕ(x) = a · x+ b. This defines an operation as one can easily check.
Step 3. We conclude by induction on r . The case r = 1 has been treated in steps 1 and 2. Now, write (KM1 (k)/p)r =(
KM1 (k)/p
)r−1 × KM1 (k)/p and write (x, {ar}) for the element ({a1}, . . . , {ar}) ∈ (KM1 (k)/p)r . Fix a field k/k0 and x ∈(
KM1 (k)/p
)r−1, then ϕ(x, {ar}) defines an operation KM1 /p→ KM∗ /p over k. Steps 1 and 2 yield the existence of elements cx
and dx in KM∗ (k)/p such that ϕ(x, {ar}) = cx · {ar}+ dx. The maps x 7→ cx and x 7→ dx define operations
(
KM1 /p
)r−1 → KM∗ /p
over k0. By the induction hypothesis, they are of the form stated in the theorem. It is now easy to see that ϕ(x, {ar}) =
cx · ar + dx is of the required form. It remains to prove that the operations ({a1}, . . . , {ar}) 7→ {ai1 , . . . , ais} for subsets
1 ≤ i1 < · · · < is ≤ r form a free basis. Let ϕ be an operation
(
KM1 /p
)r → KM∗ /p over k0. By the above, we know that there
exist elements λi1,...,is ∈ KM∗ (k0)/p such that for all field extension k/k0 and all r-tuple ({a1}, . . . , {ar}) ∈
(
KM1 (k)/p
)r ,
ϕ({a1}, . . . , {ar}) =
∑
1≤i1<···<is≤r
λi1,···,is · {ai1 , . . . , ais}.
Assume ϕ is 0. Fix a subset 1 ≤ i1 < · · · < is ≤ r and consider the field k = k0(ti1 , . . . , tis) where ti1 , . . . , tis
are indeterminates. Let a be the element in
(
KM1 (k)/p
)r with entry {tiq} in the iqth coordinate for all q and zero
elsewhere. Consider also the residue maps corresponding to the local parameters tiq , ∂q : KM∗
(
k(ti1 , . . . , tiq)
)
/p →
KM∗−1
(
k(ti1 , . . . , tiq−1)
)
/p. Then, λi1,...,is = ∂s ◦ · · · ◦ ∂1(ϕ(x)) = 0. 
As a consequence of the very nice form of the operations KM1 /p→ KM∗ /p over k0, we get
Corollary 3.5. Let k0 be any field. Then, specialization maps commute with operations ϕ : KM1 /p −→ KM∗ /p over k0.
Proof. For K and v as in Definition 3.3, specialization maps spi are KM∗ (k0)/p-linear for any choice of uniformizer pi , as easily
seen from their definition. 
Remark 3.6. In [6], Theorem 3.4 is proven in Galois cohomology for base fields k0 of characteristic different from p. The
proof relies on the fact that it is possible to show first that operations H1(−, Z/p) → H∗(−, Z/p) over k0 commute with
specialization maps in the above sense. Roughly, this is done by proving that the specialization maps admit right inverses
that are induced by some inclusion of fields. Here, we first determine all the operations and obtain a posteriori that the
operations commute with specialization maps. Also, using the Faddeev exact sequence for Galois cohomology with finite
coefficients ([12, Cor. 6.9.3]) and thanks to Kummer theory, the proof of Theorem 3.4 translatesmutatis mutandis to the case
of operations H1(−, Z/p) → H∗(−, Z/p) over k0. Thus, this gives a new proof of [6, Theorem 16.4], without assuming the
Bloch–Kato conjecture.
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Remark 3.7. In the case p = char k0 the differential symbols ψnk : KMn (k)/p → ν(n)k, {x1, . . . , xn} 7→ (dx1/x1) ∧ · · · ∧
(dxn/xn) are isomorphisms for all n ≥ 0 (Bloch–Gabber–Kato Theorem) and hence give us the operations for logarithmic
differentials. For more details on the differential symbols, we refer to [12, Ch. 9].
3.2. Operations in Milnor K-theorymod p
In this section, we determine the group of operations KMi /p → KM∗ /p over any field k0, except in the case when p = 2
and−1 is not a square in k0. The proof of this last case is postponed to the next section. Thus we prove here Theorems 1 and
2 in the particular case when −1 is a square in k0. Proposition 3.8 covers the cases when divided powers are well-defined
on KMi (k0)/p (as in Proposition 2.2) and Proposition 3.12 deals with the case where p and i are both odd.
Proposition 3.8. Let k0 be a field and p a prime number. The algebra of operations KMi (k)/p→ KM∗ (k)/p commuting with field
extensions over k0 is
• If i = 0, the free KM∗ (k0)/p-module of rank p of functions Fp → KM∗ (k0)/p.
• If i = 1, the free KM∗ (k0)/p-module of rank 2, generated by γ0 and γ1.
• If i is even≥ 2 and p is an odd prime, the free KM∗ (k0)/p-module generated by the divided powers γn for n ≥ 0 and the action
of one of its element (y0, y1, . . .) is given by
x 7→ y0 + y1 · x+ y2 · γ2(x)+ · · · + yl · γl(x)+ · · ·
• If i ≥ 2, p = 2 and−1 is a square in k×0 , likewise, the free KM∗ (k0)/2-module generated by the divided powers γn for n ≥ 0.
Remark 3.9. Assume k0 is a field of characteristic 6= p and k is any extension of k0. Via the Galois symbol KMi (k)/p →
H i(k, Z/p(i)) and under the assumption of the Bloch–Kato conjecture, this gives all operations H i(−, Z/p(i)) →
H∗(−, Z/p(∗)) over k0 (by H i(k, Z/p(i)), we mean the étale cohomology of the field k with values in µ⊗ip ). Since k0 has
characteristic not p, we get by Galois descent that H i(k, Z/p(j)) = H i(k, Z/p(i))⊗µ⊗(j−i)p . Thus, if p is an odd prime, i ≥ 2 is
even and if j is any integer, there is a well-defined divided power operation γn : H i (−, Z/p(j))→ Hni (−, Z/p(ni+ j− i))
over k0.
Proof. In the first case (i = 0), the functor KM0 /p is just the constant functor with value Fp, hence the result. The second case
is Theorem 3.4. We now restrict our attention to the two last cases, that is either i even and p odd, or p = 2 and k0 has a
square-root of −1. By Proposition 2.2 the given maps define operations. Therefore, the inclusion ‘‘⊇’’ holds in each case if
we can prove that the algebra of such operations is a freemodule over KM∗ (k0)/p. Letψ = yl ·γl+yi1 ·γi1+· · ·+yir ·γir with
l < i1 < · · · < ir be an operation on KMi (k)/pwhich is zero, with minimal l such that yl 6= 0. We are going to see that this is
contradictory. If l = 0, ψ(0) = y0 = 0. If l ≥ 1, let’s consider the field extension F = k0(xj,k)1≤j≤i,1≤k≤l in il indeterminates
over k0 and the element x =∑lk=1{x1,k, . . . , xi,k} of length at most l in KMi (F)/p, thenψ(x) = yl · γl(x) = yl · {x1,1, . . . , xi,l},
which is zero only if yl = 0 by Proposition 3.1.
It is thus enough to prove that given an operation ϕ : KMi /p→ KMj /p over k0, ϕ must be of the form ϕ = y0 + y1 · id+
y2 · γ2 + · · · + yl · γl + · · ·.
Let k be an extension of k0 and let e be an element ofKMi (k)/p, say of length≤ l.Write e =
∑l
k=1{e1,k, . . . , ei,k} ∈ KMi (k)/p
and adjoin il indeterminates Xm,k, 1 ≤ m ≤ i, 1 ≤ k ≤ l, to the field k. Then the same arguments as in Step 1 of the proof of
Theorem 3.4 show that ϕ(e) is determined by ϕ
(∑l
k=1{e1,kXp1,k, . . . , ei,kXpi,k}
)
∈ KMi
(
k(Xm,k)1≤m≤i,1≤k≤l
)
/p. Moreover, the
elements em,kX
p
m,k are independent transcendental elements over the field k.
Therefore, given the field F = k0(xj,k)1≤j≤i,1≤k≤l in il indeterminates over k0, it is enough to study the image under ϕ of
the element x = ∑lk=1{x1,k, . . . , xi,k} ∈ KMi (F)/p of length ≤ l. For this purpose, define the set Ei,l = {(m, k), 1 ≤ m ≤
i, 1 ≤ k ≤ l} and equip it with the lexicographic order: (m, k) ≤ (m′, k′) if either k < k′ or k = k′ and m ≤ m′. Consider
an element a in P (Ei,l) the set of subsets of Ei,l. We will write ax = ∏(m,k)∈a{xm,k} for the ordered product of the {xm,k}’s
for (m, k) ∈ a, and if a is the empty set, ax = 1. With our notations, Theorem 3.4 tells us that there are unique elements
ca ∈ KMj−#(a)(k0)/p for a ∈ P (Ei,l) that make the equality
ϕ(x) =
∑
a∈P (Ei,l)
ca · ax
true for all elements x as above. We want to prove that the only non-zero terms in this sum are the ones which correspond
to ‘‘concatenation’’ of the symbols sk = {x1,k, . . . , xi,k}. Precisely, let Ai,l be the subset of P (Ei,l) consisting of elements a
such that if (m, k) ∈ a for somem and k, then (m′, k) ∈ a for all integerm′ ∈ [1, i]. Also, let Bi,l be the complement of Ai,l in
P (Ei,l). Notice that elements in Ai,l have cardinality a multiple of i.
Lemma 3.10. ca 6= 0 implies a ∈ Ai,l.
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Proof of Lemma 3.10. We will proceed by induction on #(a). Let Pn be the proposition ‘‘For all a ∈ Bi,l such that #(a) ≤ n,
ca = 0’’.
P0 is true since if #(a) = 0, a is not in Bi,l. Now, assume Pn is true for some n, and let’s prove that Pn+1 holds. Let a ∈ Bi,l
be of cardinal n+ 1. Consider the element x =∑lk=1{x1,k, . . . , xi,k} where xm,k = 1 if (m, k) 6∈ a. To be precise, this means
that we are considering the image of
∑l
k=1{x1,k, . . . , xi,k} under the successive application of the specialization maps sxm,k
for (m, k) 6∈ a. Then, by induction hypothesis,
ϕ(x) =
∑
a′⊆a
ca′ · a′x = ca · ax +
∑
a′ a
a′∈Ai,l
ca′ · a′x.
Also, because Ai,l is stable under union, we have⋃
a′ a
a′∈Ai,l
a′ a.
So now, consider an element (m, k) ∈ a−
(⋃
a′⊂a,a∈Ai,l a
′
)
for some m and k, then there exists an m′ such that (m′, k) 6∈ a.
As xm′,k = 1, we see that ϕ(x) doesn’t depend on xm,k. The only term in ϕ(x)where xm,k appears is ca · ax. Therefore, for any
field extension k/k0, and for any values taken in KM1 (k)/p assigned to the elements xm,k for (m, k) belonging to a, we must
have ca · ax = 0. Proposition 3.1 implies ca = 0. 
Hence we obtain
ϕ(x) =
∑
a∈Ai,l
ca · ax.
Lemma 3.11. If a, a′ ∈ Ai,l are such that #(a) = #(a′) = ri ∈ Zi, then ca = ca′ ∈ KMj−ri(k0)/p.
Proof of Lemma 3.11. It suffices to impose l− r of the symbols appearing in the decomposition of x to be 0 and to use the
commutativity of addition. 
All in all, noticing that
∑
a∈Ai,l,#(a)=ri ax = γr(x), we obtain the existence of elements yr ∈ KMj−ri(k0)/p such that for all
x ∈ KMi (k)/p,
ϕ(x) =
∑
r≥0
yr · γr(x). 
Proposition 3.12. In the case where i and p are odd, the algebra of operations is the free KM∗ (k0)/p-module of rank 2 generated
by γ0 and γ1.
Proof. The module is clearly free and its elements do define operations. So now, let ϕ be an operation KMi (k)/p→ KMj (k)/p
over k0 and let x = s1 + · · · + sl ∈ KMi (k)/p be an element of length at most l. With the same notations as in the proof of
Proposition 3.8, we have ϕ(x) =∑a∈Ei,l ca · ax and Lemma 3.10 applies. So, actually, ϕ(x) =∑a∈Ai,l ca · ax. We want to show
that ca = 0 as soon as #(a) > i. It is possible to write
ϕ(s1 + · · · + sl) = s1 · s2 · ϕ0(s3 + · · · + sl)+ s1 · ϕ1(s3 + · · · + sl)+ s2 · ϕ2(s3 + · · · + sl).
If s1 and s2 are permuted,we should obtain the same result. Substracting both identities and considering that s1 ·s2 = −s2 ·s1,
we get the equality
2s1 · s2 · ϕ0(s3 + · · · + sl)+ (s1 − s2) · (ϕ1(s3 + · · · + sl)− ϕ2(s3 + · · · + sl)) = 0.
Setting s2 = 0 gives s1 · (ϕ1(s3 + · · · + sl)− ϕ2(s3 + · · · + sl)) = 0 for all s1, s3, . . . , sl and Proposition 3.1 implies
ϕ1(s3 + · · · + sl) = ϕ2(s3 + · · · + sl). Hence, we are led to the equality
2s1 · s2 · ϕ0(s3 + · · · + sl) = 0
for all symbols s1, . . . , sl. Since 2 is invertible in KM0 (k0)/p = Fp, Proposition 3.1 implies ϕ0(s3+· · ·+sl) = 0 for all s3, . . . , sl
that is ϕ0 = 0, since lwas arbitrary. The result follows by taking all the different pairs of symbols in place of s1 and s2. 
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3.3. Operations in Milnor K-theory mod 2
We finish proving Theorem 2 by considering the remaining case, that is p = 2 and−1 is not necessarily a square in the
base field. Let k0 be any field and consider again, as in Section 2.4, the map τi : KM∗ (k0)/2→ KM∗ (k0)/2, x 7→ {−1}i−1 · x.
Proposition 3.13. The algebra of operations KMi (k)/2→ KM∗ (k)/2 over k0 commuting with field extensions is
• If i = 0, the free KM∗ (k0)/2-module of rank 2 of functions F2 → KM∗ (k0)/2.• If i = 1, the free KM∗ (k0)/2-module of rank 2, generated by γ0 and γ1.• If i ≥ 2, the KM∗ (k0)/2-module
KM∗ (k0)/2 · γ0 ⊕ KM∗ (k0)/2 · γ1 ⊕
⊕
n≥2
Ker(τi) · γn.
Proof. The cases i = 0 and i = 1 have already been treated. Now, suppose i ≥ 2. Given l ≥ 2 and yl ∈ Ker(τi), the map
yl · γl is a well-defined operation by Proposition 2.9. The inclusion ‘‘⊇’’ holds for the very same reason as in the proof of
Proposition 3.8.
The proof of Proposition 3.8 shows that if ϕ is an operation KMi (k)/2→ KMj (k)/2, then necessarily there exist elements
yr ∈ KMj−ri(k0)/2 such that ϕ = y0 + y1 · γ1 + · · · + yl · γl + · · ·. All we have to prove is that necessarily, for a given integer
l ≥ 2, yl must satisfy yl · {−1}i−1 = 0. Let x = s1 + · · · + sl be a sum of l ≥ 2 symbols. Suppose s1 = {x1, . . . , xi−1, xi} and
s2 = {x1, . . . , xi−1, yi}. Then
ϕ(x) = y0 + y1 · x+ · · · + yl · γl(s1 + s2 + · · · + sl)
but also
ϕ(x) = y0 + y1 · x+ · · · + yl−1 · γl−1({x1, . . . , xi−1, xiyi} + s3 + · · · + sl)
It is easy to check that the difference of these two equalities lead to the equality
yl · {x1, . . . , xi−1, xi, x1, . . . , xi−1, yi} · s3 · · · · · sl = 0.
Recall that {x, x} = {x,−1} for all x ∈ k× and that KM∗ (k)/2 is a commutative algebra. Hence yl must satisfy yl · {−1}i−1 ·
{x1, . . . , xi−1, xi, yi} · s3 · · · · · sl = 0. Proposition 3.1 then implies that necessarily yl · {−1}i−1 = 0. 
As a consequence of Theorems 1 and 2, we get
Corollary 3.14. Let k0 be any field and let i be an integer. Then, the operations ϕ : KMi /p −→ KM∗ /p over k0 commute with
specialization maps. 
3.4. Operations in integral Milnor K-theory
Operations KMi → KM∗ over k0 are not as nice as in the mod p case since such operations are not determined by the
image of a transcendental element. For example, let a and b be distinct elements in KM1 (k0) (for k0 not the field with only 2
elements). Consider the operation ϕ : KM1 → KM2 that assigns to each element t transcendental over k0 the value {t} · a and
to each element e algebraic over k0 the value {e} · b. This is a well-defined operation since for any extension k of k0, and any
transcendental element t ∈ k and any algebraic element e ∈ k, we have {t} 6= {e} in KM1 (k). Also, such an operation is not of
the form described in Theorem 3.4 because of Proposition 3.1.
Nonetheless, the image ϕ({t}) of any transcendental element t over k0 determines the image ϕ({u}) of any other
transcendental elementu over k0, via the obvious isomorphism k0(t) ' k0(u). Also, it seemsnatural to impose the operations
ϕ : KM1 → KM∗ to commutewith specializationmaps, inwhich case the image of any algebraic element over k0 is determined
by ϕ({t}).
Definition 3.15. Let k0 be any field. We say that an operation ϕ : KMi −→ KM∗ over k0 commutes with specialization maps
if ϕ satisfies the conclusion of Definition 3.3. In particular, ϕ commutes with specialization maps only if for any extension
k/k0, any t transcendental over k and for any closed point P in P1k , we have a commutative diagram
KMi (k(t))
ϕ /
spi

KM∗ (k(t))
spi

KMi (κP)
ϕ / KM∗ (κP)
where κP denotes the residue field of k(t)with respect to the valuation vP corresponding to the polynomial P , and pi is any
uniformizer for the valuation vP .
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Before we describe operations commuting with specialization maps, we need two lemmas. Firstly, residue maps and
specialization maps are well-behaved with respect to transcendental field extensions.
Lemma 3.16. For any field F and any u transcendental over F , let ιu : KM∗ (F) → KM∗ (F(u)) be the injective map induced by
the inclusion of field F ⊂ F(u). Let k be a field and P a closed point in the projective line P1k with residue field κP . Let vP be the
valuation on k(t) corresponding to P and let pi be a local parameter for vP in k(t).
Then, the valuation vP extends naturally to a valuation, that we still write vP , on k(u)(t), and pi seen as an element in k(u)(t)
defines a uniformizer for vP in k(u)(t). Moreover, the residue map ∂vP and the specialization map spi commute with ιu. Precisely,
the following diagrams commute:
KM∗ (k(t))
∂vP

ιu / KM∗ (k(u, t))
∂vP

KM∗−1(κP)
ιu / KM∗−1(κP(u))
KM∗ (k(t))
spi

ιu / KM∗ (k(u, t))
spi

KM∗ (κP)
ιu / KM∗ (κP(u))
Proof. The fact that vP and pi extend respectively to a valuation and to a uniformizer on k(u)(t) is straightforward. The
commutativity of the diagrams is an immediate consequence of the definition of the residue map and of the specialization
map. 
Secondly, we need to relate the specialization maps spi and spi ′ for two different choices of uniformizers pi and pi ′. If P is
a closed point in P1k −{∞} and vP is the corresponding valuation on k(t), then P is a local parameter for vP . Now, if Q ∈ k(t)
is such that vP(Q ) = 0, then PQ defines another local parameter for vP . Therefore, it is possible to consider specialization
maps sP and sPQ mapping KM∗ (k(t)) to KM∗−1(κP).
Lemma 3.17. Let k be a field and x be an element in KM∗ (k(t)). If P is a closed point in P
1
k − {∞} and Q ∈ k(t) is such that
vP(Q ) = 0, then we have the formula
sPQ (x) = sP(x)− sP ({−Q (t)}) · ∂vP (x).
Proof. Under the assumption made on Q , the element PQ is a uniformizer for the valuation vP . Hence, we have sPQ (x) =
∂vP ({−PQ } · x) = sP(x)+ ∂vP ({−Q } · x). It is thus enough to show that ∂vP ({−Q } · x) = −sP ({−Q }) · ∂vP (x). The element
Q being a unit in the ring {a ∈ k(t), vP(a) ≥ 0}, this follows from the very definition of the residue and specialization maps.

Proposition 3.18. Let k0 be a field.
• The algebra of operations KM0 (k) → KM∗ (k) over k0 commuting with specialization maps is the KM∗ (k0)-module of functions
Z→ KM∗ (k0).
• The algebra of operations KM1 (k)→ KM∗ (k) over k0 commuting with specialization maps is the free KM∗ (k0)-module generated
by γ0 and γ1.
Proof. For the first statement, KM0 is the constant functor with value Z. Also, inclusion of fields and specialization maps
induce the identity on the KM0 -groups of fields. Hence the result.
For the second statement, such an operation ϕ : KM1 (k) → KM∗ (k) is determined by the image of {t} ∈ KM1 (k0(t)) as
discussed above. Let ϕ : KM1 → KM∗ be an operation over k0 commuting with specialization maps. We are going to show
that, for t a transcendental element over k0, ϕ({t}) is unramified outside {0,∞}. By Milnor’s exact sequence, this will prove
the Proposition.
Let’s consider the function field in one indeterminate k = k0(u) and a monic irreducible polynomial P ∈ k0[t] that we
can also see as a monic irreducible polynomial in k[t] with coefficients in k0, via the obvious inclusion of k0 into k. Let vP
denote the valuation on k(t) corresponding to P . The choice of a uniformizer pi ∈ k(t) is equivalent to the choice of an
element Q ∈ k(t) such that vP(Q ) = 0, by setting piQ = PQ . Let α be the image of t in the residue field κP = k[t]/P . By
definition of ϕ, we have a commutative diagram for any Q ∈ k0(u, t) such that vP(Q ) = 0
KM1 (k0(u, t))
ϕ /
spiQ

KM∗ (k0(u, t))
spiQ

KM1 (κP(u))
ϕ / KM∗ (κP(u))
For any field F , let ιu : KM∗ (F) → KM∗ (F(u)) be the injective map induced by the inclusion of field F ⊂ F(u). For
{t} ∈ KM1 (k0(t)), we then have spiQ ◦ ϕ ◦ ιu({t}) = ϕ ◦ spiQ ◦ ιu({t}). If P 6= t , Lemma 3.17 says that, on the one hand,
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ϕ ◦ spiQ ◦ ιu({t}) = ιu (ϕ({α})) and on the other hand spiQ ◦ ϕ ◦ ιu({t}) = spiQ ◦ ιu ◦ ϕ({t}) = {−Q−1(α)} · ∂vP (ιu ◦ ϕ({t}))+
sP (ιu(ϕ({t}))). Also, since P has its coefficients in k0, Lemma 3.16 implies that ∂vP (ιu ◦ ϕ({t})) = ιu
(
∂vP ◦ ϕ({t})
)
and also
that sP (ιu ◦ ϕ({t})) = ιu (sP ◦ ϕ({t})). All in all, we have
ιu (ϕ({α})) = {−Q−1(α)} · ιu
(
∂vP ◦ ϕ({t})
)+ ιu (sP(ϕ({t}))) ∈ KM∗ (κP(u)).
Basically, we have just been expressing the fact that apart fromQ , everything exists before adjoining that indeterminate u. So
now, let Q be the constant polynomial in k0(u)[t] equal to−u−1 and consider the residue map ∂u : KM∗ (κP(u))→ KM∗−1(κP).
Applying ∂u to the above equality, and using the injectivity of ιu, we get
∂vP ◦ ϕ({t}) = 0. 
Proposition 3.19. Let k0 be any field and i an integer ≥ 2. Write τi : KM∗ (k0)→ KM∗ (k0) for the homomorphism x 7→ {−1}i−1 ·x.
• If i is even, the algebra of operations KMi (k)→ KM∗ (k) over k0 commuting with specialization maps is the KM∗ (k0)-module
KM∗ (k0)⊕ KM∗ (k0) · id⊕
⊕
n≥2
Ker(τi) · γn.
• If i is odd, the algebra of operations KMi (k)→ KM∗ (k) over k0 commuting with specialization maps is the KM∗ (k0)-module
KM∗ (k0)⊕ KM∗ (k0) · id⊕
⊕
n≥2
2Ker(τi) · γn.
Proof. The proof is the same as for Theorems 1 and 2. An operation ϕ : KMi → KM∗ over k0 is necessarily a sum of divided
power operations and it is well-defined if and only if these are weak divided power operations as in Section 2.5. 
When char k0 = 2, the maps τi are zero for i ≥ 2. Also, in [24], Izhboldin proves that if k0 has characteristic p then the
Milnor K -groups KMn (k0) have no p-torsion (result conjectured by Tate). Hence, when char k0 = 2, 2KM∗ (k0) = 0, the above
Proposition becomes
Proposition 3.20. Let k0 be a field of characteristic 2 and i an integer ≥ 2.
• If i is even, the algebra of operations KMi (k)→ KM∗ (k) over k0 commuting with specialization maps is the free KM∗ (k0)-module
KM∗ (k0)⊕ KM∗ (k0) · id⊕
⊕
n≥2
KM∗ (k0) · γn.
• If i is odd, the algebra of operations KMi (k)→ KM∗ (k) over k0 commuting with specialization maps is the free KM∗ (k0)-module
KM∗ (k0)⊕ KM∗ (k0) · id. 
3.5. Additive operations
An additive operation ϕ : KMi → KM∗ over k0 is an operation which enjoys the following property: for all field k/k0
and for all x and y in KMi (k), ϕ(x + y) = ϕ(x) + ϕ(y). The set of additive operations over k0 has clearly the structure of a
KM∗ (k0)-module.
For example, an operation in mod pMilnor K -theory is a sum of divided power operations, and from there it is possible
to prove that an additive operation KMi /p→ KM∗ /p is necessarily of the form x 7→ a · x for some a ∈ KM∗ (k0)/p. As already
mentioned in Section 3.4, operations KMi → KM∗ over k0 can be pathological. However, additive operations in integral Milnor
K -theory have a nice description (and the mod p case can be proven the same way):
Proposition 3.21. Let k0 be a field. The algebra of additive operationsϕ : KMi → KM∗ over k0 is the free KM∗ (k0)-module generated
by the identity map. In other words, given an additive operation ϕ over k0, there exists a ∈ KM∗ (k0) such that for all field k/k0 and
all x ∈ KMi (k), ϕ(x) = a · x.
Proof. We start by proving the case i = 1. Let ϕ : KM1 → KM∗ be an additive operation over k0. The proof is very much
the same as the proof of Theorem 3.4. We first claim that ϕ is determined by ϕ({t}) for t a transcendental element over k0.
Indeed, if u is another transcendental element over k0, the isomorphism k0(t) ' k0(u)mapping t to u determines ϕ({u}). If
e is an algebraic element over k0, then et is transcendental over k0 and ϕ({e}) = ϕ({et})−ϕ({t}) in KM∗ (k0(e, t)). ByMilnor’s
exact sequence, KM∗ (k0(e)) embeds into KM∗ (k0(e, t)) and thus ϕ({e}) is uniquely determined as an element of KM∗ (k0(e)).
Therefore, it is enough to show that ϕ({t}) ∈ KM∗ (k0(t)) has possibly non-zero residue only at the points 0 and∞ ∈ P1k0 .
For this purpose, let t and u be two algebraically independent transcendental elements over k0. By additivity, we have
ϕ({ut}) = ϕ({u})+ϕ({t}) in KM∗ (k0(u, t)). Let P be a point in P1k0 , i.e. a monic irreducible polynomial with coefficients in k0.
C. Vial / Journal of Pure and Applied Algebra 213 (2009) 1325–1345 1339
Let’s write Pu for the polynomial Pu(t) = P(ut) ∈ k0(u)[t]. The same arguments as in Step 2 of the proof of Theorem3.4 show
that Pu must be equal to αP for some α ∈ k0(u). This implies that P must be equal to t . Moreover, if c is the specialization
at infinity of ϕ({t}), the formula c = s∞ϕ({ut}) = s∞ϕ({u})+ s∞ϕ({t}) = 2c shows that ϕ has vanishing specialization at
infinity. Therefore, if a = ∂0ϕ({t}) ∈ KM∗ (k0), we have for all field extension k/k0 and all x ∈ KM1 (k), ϕ(x) = a · x. This clearly
defines an additive operation.
We now finish the proof by induction on i. Assume all additive operations KMi−1 → KM∗ over k0 are of the form a · id for
some a ∈ KM∗ (k0) and consider an operation ϕ : KMi → KM∗ . By additivity, it is enough to determine the image of symbols.
Let k be a field extension of k0 and x1, . . . , xi−1 be elements in k×. Let F be a field extension of k and x ∈ F×. The map
x 7→ ϕ({x1, . . . , xi−1, x}) defines an additive operation KM1 → KM∗ over k. Hence, there exists ax1,...,xi−1 ∈ KM∗ (k) such that
ϕ({x1, . . . , xi−1, x}) = ax1,...,xi−1 · {x} for all extension F/k and all x ∈ F×. Now, it is easy to check (thanks to Prop. 3.1 for
example) that the map {x1, . . . , xi−1} 7→ ax1,...,xi−1 induces an additive operation KMi−1 → KM∗ over k0. We conclude with the
induction hypothesis. 
4. Operations in Milnor K -theory of a smooth scheme
In this section, we generalize the results about operations inMilnor K -theory of fields to the case of smooth schemes over
a field k. We are first interested in the Milnor K -theory of a regular k-scheme defined as the kernel of the first map in the
Gersten complex. Such a definition coincides with Rost’s Chow groups with coefficients as constructed in [11]. Indeed, for X
a regular k-scheme of dimension d, with Rost’s notations, we have KMn (X) = Ad(X, n−d)where Ap(X, q) is the pth homology
group of the Gersten complex C∗(X, q) defined by Cp(X, q) =⊕x∈X(p) KMp+q (k(x)) and X(p) denotes the p-dimensional points
in X . It is then a fact that KMn defines a contravariant functor from the category of smooth k-schemes to the category of
groups. As in the case of fields, we are able to determine all operations KMn /p→ KM∗ /p over a smooth k-scheme X . In view
of the Gersten complex, we can write KMn (X) = H0(X,KMn ). It is then possible, under the assumption of the Bloch–Kato
conjecture, to relate for p 6= char k the Milnor K -group KMn (X)/p and the unramified cohomology group H0
(
X,Hnet(Z/p)
)
,
and thus to describe all the operations on the unramified cohomology of smooth schemes over k.
We are then interested in the Milnor K -theory K¯Mn (A) of a ring A defined as the tensor algebra of the units in A subject to
the Steinberg relations. This defines a covariant functor from the category of rings to the category of sets. If k is an infinite
field and if A is a regular semi-local k-algebra, we are also able to determine all operations K¯Mn /p→ K¯M∗ /p over A.
4.1. The unramified case
Let X be a regular (in codimension-1) scheme, and denote by X (r) the set of codimension-r points in X . If x is a
codimension-0 point of X , e.g. the generic point of X if X is irreducible, then the codimension-1 points in the closure of
x define discrete valuations on the function field k(x) of x, and thus residue maps on the Milnor K -theory of k(x). We define
the Milnor K -theory of the scheme X to be
KMn (X) = Ker
⊕
x∈X(0)
KMn (k(x))
∂−→
⊕
y∈X(1)
KMn−1 (k(y))
 .
In particular, this definitionmakes sense for regular rings. For a regular schemeX assumed to be irreducible and for any i ≥ 1,
an element x ∈ KMi (X) is an element ofKMi (k(X))which is unramified along all codimension-1 points ofX , i.e. which has zero
residue for all residuemaps corresponding to codimension-1 points inX .We say that an element x ∈ KMi (k(X)) is unramified
if it belongs to KMi (X). It is therefore possible to write an element x of K
M
i (X) as a sum of symbols sk = {x1,k, . . . , xi,k},
1 ≤ k ≤ l, with all the xj,k’s in k(X)×. Given an integer n and an element yn ∈ KM∗ (X), an nth divided power of xwritten as a
sum
∑l
k=1 sk is
yn · γn(x) = yn ·
∑
1≤l1<···<ln≤l
sl1 · · · · · sln .
Lemma 4.1 ([12, Prop 7.1.7]). Let K be a field equipped with a discrete valuation v, and let OK be its ring of integers and κ be
its residue field. Then, Ker
(
KMn (K)
∂v−→ KMn−1(κ)
)
is generated as a group by symbols of the form {x1, . . . , xn}where the xi’s are
units in OK for all i.
Let’s mention that this lemma implies the following.
Corollary 4.2. Let X be a regular scheme. The cup-product on KM∗ (k(X)) endows the group KM∗ (X) =
⊕
n≥0 KMn (X) with a ring
structure.
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Proposition 4.3. If X is a regular scheme, divided powers are well-defined on KMi (X)/p in the following cases:
• if i = 0 or i = 1.
• if p = 2, i ≥ 2 and yn ∈ Ker
(
τi : KM∗ (X)/2→ KM∗ (X)/2, x 7→ {−1}i−1 · x
)
.
• if p is odd and i ≥ 2 is even, and yn is any element in KM∗ (X)/p.
Proof. For simplicity, assume X is irreducible with field of rational functions k(X). By the results of Section 2, it suffices to
check that if x = ∑lk=1 sk ∈ KMi (k(X)) is unramified then γn(x) := ∑1≤l1<···<ln≤l sl1 · · · · · sln ∈ KMi (k(X)) is unramified.
So, let y be a codimension-1 point in X with local ring OX,y, and let a and b be symbols in KMi (k(X)) unramified along y.
Then, thanks to Lemma 4.1, we can write a as a sum of symbols {a1, . . . , an} and b as a sum of symbols {b1, . . . , bn} with
a1, . . . , an, b1, . . . , bn being units in OX,y. It is then clear that a · b is also unramified along ywhich finishes the proof. 
The definition of Milnor K -theory we gave is functorial with respect to open immersions of regular schemes. Indeed, if
U ↪→ X is an open immersion of regular scheme, the group homomorphism KMn (X)→ KMn (U) is just defined by restriction.
Indeed, divisors on U map injectively into the set of divisors on X , and thus an element x unramified along divisors in X will
surely be unramified along divisors in U . We define the Zariski sheafKM∗ on X to be
U 7→ KM∗ (U)
for any Zariski open subset U of X . Clearly, we have KMi (X) = H0(X,KMi ). By a map of sheaves ϕ : KMi /p → KM∗ /p, we
mean a map that commutes with open immersions, i.e. if U ↪→ X is an open immersion of regular schemes, the following
diagram commutes
KMi (X)
ϕ /

KM∗ (X)

KMi (U)
ϕ / KM∗ (U)
As a straightforward consequence of the above, we have
Proposition 4.4. Let p be a prime number and X be a regular scheme. Then, there exist divided powers of sheaves of sets on X
γn : KMi /p→ KM∗ /p
in the following cases:
• if i = 0 or i = 1.
• if p = 2, i ≥ 2 and−1 is a square in OX (X).• if p is odd and i ≥ 2 is even.
Proof. This is clear from the definitions and Proposition 4.3. 
Remark 4.5. In the case when p = 2, i ≥ 2 and −1 is not a square in OX (X), it is still possible to define some operations
KMi /2 → KM∗ /2. Indeed, if τi : KM∗ (OX (X))/2 → KM∗ (OX (X))/2, x 7→ {−1}i−1 · x and if yn ∈ Ker τi, then we have an
operation of sheaves on X , yn · γn : KMi /2→ KM∗ /2.
We have seen that KMn is functorial with respect to open immersions of regular schemes. If k is a field, it is actually
functorial with respect to any map between smooth k-schemes. Given a map f : Y → X between smooth k-schemes, Rost
constructs in [11, section 12] a pullback group homomorphism f ∗ : KMn (X) → KMn (Y ), and shows that it is functorial. In
particular, if f : Y → X is a dominant map of smooth k-schemes, it induces an embedding of the field of functions k(X) of
X into the function field k(Y ) of Y , and the map f ∗ : KMn (X) → KMn (Y ) is induced by the map i : KMn (k(X)) → KMn (k(Y ))
coming from the inclusion of fields k(X) ↪→ k(Y ) ([11, Lemma 12.8.]), so that an unramified element of KMn (k(X))will map
to an unramified element of KMn (k(Y )) under i.
Let k be a field and X be a smooth k-scheme. Let’s denote by SmX the category of smooth k-schemes with a morphism to
X and with morphisms being morphisms of k-schemes respecting the X-structure, i.e. commutative diagrams
Y /
?
??
??
??
Z
  
  
  
 
X
In particular, if X is irreducible, the spectrumof its field of rational functions belongs toSmX . ThemapKMn /p : SmX → Sets is
a contravariant functor, andwe define an operation over a smooth scheme X to be a natural transformation from the functor
KMn /p : SmX → Sets to the functor KM∗ /p : SmX → Fp − Algebras. Under these assumptions, all the results concerning
fields translate to the case of smooth k-schemes and it is possible to describe all such operations. First, we show that divided
powers commute with Rost’s pullback map f ∗ : KMn (X)→ KMn (Y ), for a morphism f : Y → X .
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Lemma 4.6. Let X and Y be smooth schemes over a field k, and let f : Y → X be amorphism. The pullbackmap f ∗ : KMn (X)/p→
KMn (Y )/p commutes with the divided powers of Proposition 4.3.
Proof. The morphism f : Y → X factors through Y i−→ Y × X pi−→ X , where i is the closed immersion i(y) = (y, f (y))
and pi is the projection pi(y, x) = x. By functoriality, we have f ∗ = i∗ ◦ pi∗. Divided powers commute with pi∗ because pi
is a dominant map and as such induces a map on Milnor K -theory coming from an inclusion of fields, see above. It remains
to show that divided powers commute with the pullback maps induced by closed immersions. Let i : Z ↪→ X be a closed
immersion of codimension c . By [11, Corollary 12.4.], i∗ : KMn (X)→ KMn (Z) is the restriction of a composition of specialization
maps s1 ◦ · · · ◦ sc : KMn (k(X))→ KMn (k(Z)). But we already know that divided powers commute with specialization maps.

Theorem 4.7. Let k be any field, p be a prime number and X be a smooth scheme over k. Operations KMi /p → KM∗ /p over the
smooth k-scheme X are spanned as a KM∗ (X)/p-module by the divided power operations of Proposition 4.3.
Proof. Lemma 4.6 shows that divided powers are operations over X . As such, any element in their KM∗ (X)/p-span defines
an operation.
For simplicity, assume X is irreducible. An operation ϕ : KMi /p → KM∗ /p over X induces naturally an operation ϕ¯ over
the field k(X) of rational functions on X . By Theorems 1 and 2, the operation ϕ¯ is a sum of divided power operations with
coefficients in KM∗ (k(X)) /p. For any irreducible smooth scheme Y with field of rational functions k(Y ), let’s write ι for the
inclusion of KM∗ (Y )/p inside KM∗ (k(Y )) /p. There exist elements y0, . . . , yn in KM∗ (k(X)) /p such that for all smooth scheme
Y over X and for all x ∈ KMi (Y )/p, we have ϕ ◦ ι(x) =
∑n
k=0 yk · γk(x). We also have, by definition of an operation,
ϕ ◦ ι(x) = ι ◦ ϕ(x) for all x. If we can prove that the yk’s are actually in KM∗ (X)/p, then we will be done. First, y0 is indeed
in KM∗ (X)/p. This is because ϕ(0) = y0 must be in KM∗ (X)/p. Suppose we have shown that y0, . . . , yl−1 are in KM∗ (X)/p
and let’s show that yl is in KM∗ (X)/p. Let Y = Spec OX [tj,k]1≤j≤i,1≤k≤l be the smooth scheme X × Ail. Then, the field of
rational functions of Y is k(X)(tj,k)1≤j≤i,1≤k≤l and if x =∑lk=1{t1,k, . . . , ti,k}, ϕ(x) = y0 + y1 · x+ · · · + yl · γl(x). Therefore,
yl · γl(x) = yl · {t1,1, . . . , ti,1, . . . , t1,l, . . . , ti,l}must be in KM∗ (Y )/p.
Also, the closed subschemes Z in X correspond bijectively to the closed subschemes of the form Z ×X Y in Y . Let u be
a codimension-1 point in X with residue field k(u), then u corresponds to the codimension-1 point v = u×X Y in Y . The
residue at v of yl ·γl(x) considered as an element of KM∗ (k(Y )) /p is 0 since yl ·γl(x) ∈ KM∗ (Y )/p. We also have ∂v (yl · γl(x)) =
∂u(yl) · γl(x) in KM∗
(
k(u)(tj,k)1≤j≤i,1≤k≤l
)
/p. This in turn implies, by Proposition 3.1, that ∂u(yl) = 0 ∈ KM∗ (k(u)) /p. Thus, by
definition of the Milnor K -theory of a scheme, we get yl ∈ KM∗ (X)/p. 
Remark 4.8. Actually, if X is a regular scheme over k and if pi : X × Ar → X is the first projection or more generally if pi
is an affine bundle over X , then the induced homomorphism pi∗ : KMn (X)→ KMn (X × Ar) is an isomorphism. See [11, Prop.
8.6.].
Let k be a field and p a prime number different from the characteristic of k. We define H i(Z/p) to be the Zariski sheaf
on the category of smooth schemes over k corresponding to the Zariski presheaf U 7→ H iet (U, Z/p(i)). If X is a smooth
scheme over k, the unramified cohomology of X is defined to be H0
(
X,H i(Z/p)
)
. This group is birationally invariant when
X is proper over k, see Theorem 4.1.1 and Remark 4.1.3 of [25]. It is worth saying that our unramified cohomology group is
not the same as the one considered by Colliot-Thélène in [25]. The unramified cohomology is then clearly functorial with
respect to morphisms of smooth k-schemes. Under the assumption of the Bloch–Kato conjecture, the sheaf KMi /p maps
isomorphically to the sheafH i(Z/p). Indeed, there is a morphism of exact Gersten complexes
0 / KMi /p /

⊕
x∈X(0) K
M
i (k(x)) /p
∂ /

⊕
x∈X(1) K
M
i−1 (k(x)) /p

0 / H i(Z/p) /
⊕
x∈X(0) H iet (k(x), Z/p(i))
∂ / ⊕
x∈X(1) H
i−1
et (k(x), Z/p(i− 1))
where the bottom residue map has a description in terms of Galois cohomology as the edge homomorphisms of a
Hochschild–Serre spectral sequence. It is a fact (see e.g. [12, section 6.8]) that both residue maps are compatible with the
Galois symbol. Hence the claimed isomorphism of sheaves. In particular, both sheaves have same global sections, i.e. there
is an isomorphism
KMi (X)/p
'−→ H0 (X,H i(Z/p)) .
Moreover, it can be shown that this isomorphism is compatible with the pullback map f ∗ induced by any morphism
f : X → Y between smooth k-schemes. This proves
Theorem 4.9. Let k be a field and p be a prime number different from the characteristic of k. The algebra of operations in
unramified cohomology H0
(−,H i(Z/p)) → H0 (−,H∗(Z/p)) is spanned as a H∗et (k, Z/p(∗))-module by the divided powers
of Proposition 4.3.
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4.2. Operations in Milnor K-theory of rings
A natural question is to ask if KMn (A), for a ring A, can be presented with generators and relations. This is optimistic for a
general A. However, notice that for a domain A, the natural map (A×)⊗n → KMn (F) factors through
K¯Mn (A)=def
(
A× ⊗ · · · ⊗ A×) /StA,
where StA is that ideal inA×⊗· · ·⊗A× generated by elements of the form a⊗(1−a)with a, 1−a ∈ A×. A ring homomorphism
A→ B induces a ring homomorphism K¯M∗ (A)→ K¯M∗ (B) and this is functorial.
If A is an excellent ring, there is a Gersten complex
0→ K¯Mn (A)→
⊕
x∈A(0)
KMi (k(x))
∂−→
⊕
x∈A(1)
KMi−1 (k(x))
∂−→ · · · ,
where A(r) is the set of codimension-r points in Spec A and κ(x) is the residue field at x. In order to determine all operations
K¯Mi /p→ K¯M∗ /p over a ‘‘nice’’ ring A, wewill be concernedwith the exactness of that complex. Let A be an essentially smooth
semi-local k-algebra, where by essentially smooth we mean that A is a localization of a smooth affine k-algebra. Gabber
(unpublished), Elbaz-Vincent and Mueller-Stach have established the exactness of the complex
K¯Mn (A)→
⊕
x∈A(0)
KMi (k(x))
∂−→
⊕
x∈A(1)
KMi−1 (k(x))
∂−→ · · ·
in the case when A has infinite residue field (see [26,27]). This last condition has been removed by Kerz in [28]. Moreover,
in [29], Kerz shows that the Gersten complex is also exact at the first place when A has infinite residue field. All in all,
Theorem 4.10 (Gabber, Elbaz-Vincent, Mueller-Stach, Kerz). Let A be an essentially smooth semi-local algebra over a field k with
quotient field F . If A has infinite residue field, the Gersten complex is exact, and in particular
K¯Mn (A) = Im
(
A× ⊗ · · · ⊗ A× −→ KMn (F)
) = Ker (KMn (F) ∂−→ ⊕
x∈A(1)
KMn−1 (k(x))
)
.
Without assuming A has infinite residue field,
Im
(
A× ⊗ · · · ⊗ A× −→ KMn (F)
) = Ker (KMn (F) ∂−→ ⊕
x∈A(1)
KMn−1 (k(x))
)
.
From now on, k is an infinite field and A is a fixed essentially smooth semi-local k-algebra. Let us denote by CA the
category of rings over A (i.e. the rings Rwith a morphism R→ A) with morphisms compatible with the structure maps to A.
Note that fields containing A are objects in the category CA. The map K¯Mn /p : CA → Sets is a functor, and an operation
over the regular semi-local domain A is a natural transformation from the functor K¯Mn /p : CA → Sets to the functor
K¯M∗ /p : CA → Fp − Algebras. Under these assumptions, all the results concerning fields translate to the case of essentially
smooth semi-local k-algebras and it is possible to describe all such operations.
Theorem 4.11. Let k be an infinite field and A be an essentially smooth semi-local k-algebra. Operations K¯Mi /p→ K¯M∗ /p over A
are in the KM∗ (A)/p-span of divided powers.
Proof. Indeed, by Theorem 4.10, the functors K¯M∗ /p and KM∗ /p agree on essentially smooth semi-local k-algebras. The proof
of Theorem 4.7 applied to Spec A shows that an operation over A must be in the span of divided power operations as in
Proposition 4.3. It remains to say that such operations do exist. For this purpose, it is enough to check that {b, b} = {−1, b} ∈
K¯M∗ (B) for all k-algebra B and all b ∈ B×. This is the case because k is infinite. Indeed, the relation {b,−b} = 0 ∈ K¯M∗ (B) holds
for all b ∈ B× whenever the field k is infinite, see e.g. [7]. 
5. Operations fromMilnor K -theory to a cycle module for fields
The notion of cyclemodule has been defined and thoroughly studied by Rost in [11]. A cyclemodule is a Z-graded functor
M∗ : Fields→ Abgroups equippedwith four structural data and satisfying certain rules and axioms. In particular, for all field
k,M∗(k) is a left KM∗ (k)-module such that the product respects the grading. It is also a right KM∗ (k)-module in the following
way: ifρ ∈ KMn (k) and x ∈ Mm(k), then x·ρ = (−1)mnρ·x. Examples of cyclemodules are given byGalois cohomology,Milnor
K -theory and Quillen K ′-theory, see Theorem 1.4 and Remark 2.5 of loc. cit.. These examples are actually cycle modules with
a ring structure [11, Def 1.2].
Our results in this section applied to Quillen’s K -theory of fields say that operations mod p from Milnor K -theory to
Quillen K -theory are spanned by divided power operations. Precisely, let k0 be a field and p be a prime number. We are
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interested in operations KMi /p→ K∗/p over the field k0, that is, natural transformations from the Milnor K -theory functor
KMi /p : Fields/k0 → Sets to the Quillen K -theory functor K∗/p : Fields/k0 → Fp−Algebras. There is a natural transformation
KM∗ → K∗ for fields induced by cup-product, which is identity in degrees 0 and 1. A divided power γn : KMi (k) → Kni(k)
is the composition of the divided power γn : KMi (k) → KMni (k) on Milnor K -theory with the natural map KMni (k) → Kni(k).
Divided powers are well-defined in the same cases as divided powers in Milnor K -theory, e.g. mod p for p odd and i even.
Note that composingwith the naturalmap KMni (k)→ Kni(k) amounts tomultiply by 1when K∗(k) is seen as a KM∗ (k)-module.
Obviously, divided powers, when well-defined, are indeed operations. Theorem 5.3 say that divided power operations span
as a K∗(k0)-module the algebra of operations KMi /p→ K∗/p over k0.
Some properties of cycle modules of most interest to us are the following
Proposition 5.1 (Homotopy Property for A1). Let k be a field. There is a short exact sequence
0 −→ M∗(k) ι−→ M∗(k(t)) ∂−→
⊕
P∈(A1k )(1)
M∗−1(κ(P)) −→ 0.
The map ι is induced by the inclusion of fields k ↪→ k(t) and ∂ is the sum of the residue maps at the closed points of the affine line
A1k .
Proof. This is Proposition 2.2. of [11]. 
Corollary 5.2. If ∂0 : M∗(k(t))→ M∗(k) is the residue map at 0, then for any x ∈ M∗(k), we have the formula
∂0({t} · x) = x.
In particular, the map M∗−1(k)→ M∗(k(t)), x 7→ x · {t} is injective.
Proof. By the previous proposition, we have ∂0(x) = 0. The rule R3f of [11] then gives ∂0({t}·x) = ∂0({t})·st(x) = st(x) = x.

5.1. Operationsmod p
Let k0 be a field and p be a prime number. We are interested in operations KMi /p → M∗/p over the field k0, that
is, natural transformations from the Milnor K -theory functor KMi /p : Fields/k0 → Sets to the cycle module functor
M∗/p : Fields/k0 → Fp − Algebras. A divided power is a map a · γn : KMi (k) → M∗(k), where a ∈ M∗(k) and γn is the
divided power defined on Milnor K -theory. Theorems 1 and 2 generalize to cycle modules with ring structure.
Theorem 5.3. Let k0 be any field and p be a prime number. Suppose M∗ is a cycle module with ring structure. The algebra of
operations KMi /p→ M∗/p over k0 is
• If i = 0, the free M∗(k0)/p-module of rank p of functions Fp → M∗(k0)/p.
• If i = 1, the free M∗(k0)/p-module of rank 2 generated by γ0 and γ1.
• If i ≥ 1 odd and p odd, the free M∗(k0)/p-module of rank 2 generated by γ0 and γ1.
• If i ≥ 2 even and p odd, the free M∗(k0)/p-module⊕
n≥0
M∗(k0)/p · γn.
• If i ≥ 2 and p = 2, the M∗(k0)/2-module
M∗(k0)/2 · γ0 ⊕M∗(k0)/2 · γ1 ⊕
⊕
n≥2
Ker(τi) · γn,
where τi is the map M∗(k0)/2→ M∗(k0)/2, x 7→ {−1}i−1 · x.
Proof. The main ingredients used in the proof of this theorem in the case of operations from Milnor K -theory to itself
were the following. We first determined the operations KM1 /p → KM∗ /p over k0, and showed that they were of the form
x 7→ a · x+ b. From there, it was easy to determine the operations (KM1 /p)r → KM∗ /p. In order to determine the operations
KMi /p → KM∗ /p for i ≥ 2, we used the fact that Milnor K -theory of a field is generated as a ring by the degree 1 elements
and also the important fact that for t transcendental over k0 the map KMn−1(k0)→ KMn (k0(t)), x 7→ x · {t} is injective.
The case i = 0 is easy.
Let’s first deal with the case i = 1. Let ϕ : KM1 → M∗ be an operation over k0. Then, ϕ is determined by the image of
a transcendental element t over k0. This is because the map M∗(k) → M∗(k(t)) induced by the transcendental extension
k(t)/k is injective by Proposition 5.1. We claim that the element ϕ({t}) ∈ M∗(k0(t))/p has residue 0 for all residue maps
corresponding to closed points in A1k0 \ {0}. The proof is essentially the same as step 2 of the proof of Theorem 3.4 using the
homotopy property of Proposition 5.1 in place of Milnor’s exact sequence.
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So,ϕ({t}) is unramified outside 0. Let b = ∂0 (ϕ({t})), then thanks to Proposition 5.1 and its corollary,we get the existence
of a ∈ M∗(k0)/p such that
ϕ({t}) = a+ {t} · b ∈ M∗(k0(t))/p.
This defines an operation as one can easily check.
From there, it is routine to check (cf. Step 3 of the proof of Theorem 3.4) that given an operation ϕ : (KM1 /p)r → M∗/p,
there exist elements λi1,...,is ∈ M∗(k0)/p such that for all field extension k/k0 and all r-tuple ({a1}, . . . , {ar}) ∈
(
KM1 (k)/p
)r ,
ϕ({a1}, . . . , {ar}) =
∑
1≤i1<···<is≤r
λi1,...,is · {ai1 , . . . , ais}.
It remains to prove the cases for which i ≥ 2. In each cases of the theorem, divided powers are well-defined and do
define operations. It is thus enough to prove that an operation ϕ : KMi /p → M∗/p over k0 must be of the form stated. A
close look at the proof of Proposition 3.8, as well as the proofs of Propositions 3.12 and 3.13, shows that the property asked
to the functor M∗ for the proofs to translate mutatis mutandis to the case of operations KMi /p → M∗/p is that the map
M∗−1(k)→ M∗(k(t)), x 7→ x · {t} is injective. This is the object of the corollary to Proposition 5.1. 
5.2. Integral operations
Let k be a fieldwith discrete valuation v, and letpi be a uniformizer for v. Given a cyclemoduleM∗, there is a specialization
map spi : M∗(k)→ M∗(κ(v)) defined by
spi (x) = ∂v({−pi} · x).
Definition 5.4. Let k0 be any field and K an extension of k0 endowed with a discrete valuation v such that its valuation ring
R = {x ∈ K , v(x) ≥ 0} contains k0, so that the residue field κ is an extension of k0. We say that specializationmaps commute
with an operation ϕ : KMi −→ M∗ over k0 if for any extension K/k0 as above, we have a commutative diagram
KMi (K)/p
ϕ /
spi

M∗(K)/p
spi

KMi (κ)/p
ϕ / M∗(κ)/p
where pi is any uniformizer for the valuation v.
Theorem 5.5. Let k0 be a field and suppose M∗ is a cycle module with ring structure. The algebra of operations KMi → M∗ over
k0 commuting with specialization maps is
• If i = 0, the M∗(k0)-module of functions Z→ M∗(k0).
• If i = 1, the free M∗(k0)-module generated by γ0 and γ1.
• If i is even≥ 2, the M∗(k0)-module
M∗(k0)⊕M∗(k0) · id⊕
⊕
n≥2
Ker(τi) · γn.
• If i is odd≥ 2, the M∗(k0)-module
M∗(k0)⊕M∗(k0) · id⊕
⊕
n≥2
2Ker(τi) · γn.
Here, τi is the map M∗(k0)→ M∗(k0), x 7→ {−1}i−1 · x.
Proof. Same as for Milnor K -theory. See Section 3.4. 
Theorem 5.6. Let k0 be a field and suppose M∗ is a cycle module with ring structure. The algebra of additive operations
ϕ : KMi → M∗ over k0 is the free M∗(k0)-module generated by the identity.
Proof. Same as for Milnor K -theory. See Section 3.5. 
Corollary 5.7. A natural map from KMi : Fields→ Sets to Ki : Fields→ AbGroups is an integral multiple of the usual natural
map.
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5.3. Operations for smooth schemes
As in the case of Milnor K -theory, the operations KMi /p → H0(−,M∗) for smooth schemes over k are spanned as a
M∗(k)/p-module by divided powers.
Theorem 5.8. Let k be any field, p be a prime number and X be a smooth scheme over k. Operations KMi /p → H0(−,M∗/p)
over the smooth k-scheme X are spanned as a H0(X,M∗/p)-module by the divided powers.
Proof. Same as for Milnor K -theory. See Section 4.1. 
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