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Abstract: While studying the recombinant behaviour of DNA
molecules, Head (1987) introduced a new operation, called
splicing on words or strings, which are finite sequences of sym-
bols. There has been intensive research using the concept of
splicing on strings in the context of DNA computing, establish-
ing important theoretical results on computational universality.
A particular class of splicing, known as flat splicing on strings
was recently considered and this operation was extended to pro-
vide picture array generating two-dimensional models. Making
use of the operation of flat splicing on arrays, we propose here
a grammar system, called flat splicing regular array grammar
system (FSRAGS), as a new model of picture generation. The
components of a FSRAGS generate picture arrays working in
parallel using the rules of a two-phase grammar called 2RLG
and with two different components of the FSRAGS communi-
cating using the array flat splicing operations on columns and
rows of the arrays. We establish some comparison results bring-
ing out the generative power of FSRAGS and also exhibit the
power of FSRAGS in generating certain “floor designs”.
Keywords: Flat splicing, Picture array, Picture language, Formal
languages, Grammars, Grammar systems
I. Introduction
In the quest for creating alternatives for the classical silicon-
based computing, the field of DNA computing [13, 14],
besides others, was born with Adleman solving a small
instance of Hamilton path problem [1] based on the use
of DNA molecules and operations on DNA sequences. In
the study of modelling the DNA recombination process
under the action of restriction enzymes and a ligase, Head
[8] abstracted this phenomenon in his seminal paper on
a formal model of the recombinant behaviour of DNA
molecules and defined the operation of splicing of words,
which are strings of symbols. This operation of splicing of
two words u = u1u2 and v = v1v2 involves “cutting” u,
between u1 and u2 and v, between v1 and v2, as dictated
by certain rules known as “splicing rules” and “pasting” the
prefix u1 of u with the suffix v2 of v yielding a new word
w = u1v2. Subsequently, this opened up several theoretical
investigations [6, 10, 11] giving rise to important and deep
language-theoretic results in the area of formal language
theory, which is widely accepted to be the backbone [5, 12]
of theoretical computer science.
Based on the fact that DNA occur in circular form,
Head [9, 10] introduced the operation of splicing on circular
words. Motivated by a specific form of splicing on circular
words, recently, a different form of splicing, called flat
splicing on words has been introduced in [2]. The operation
of flat splicing on a pair of words (α, β) involves “cutting”
α and “inserting” β into it, as directed by a rule, called flat
splicing rule.
Inspired by problems in image processing, several gen-
erative models of two-dimensional picture arrays based on
language theory, have been proposed and studied (see, for
example, [7, 15, 16, 21, 24]). Recently, the operation of flat
splicing on words has been extended to picture arrays [23]
and an array flat splicing system (AFS) has been defined to
describe picture array languages.
On the other hand, the notion of a grammar system
consisting of several grammars or other language identifying
mechanisms cooperating according to some well-defined
protocol, was introduced as a formal framework for mod-
elling distributed complex systems [3]. Based on different
motivations, a variety of grammar system models have been
proposed and intensively investigated. A different type of
grammar system, called Splicing Grammar System was
introduced in [4] with the component grammars working
in parallel and communication between components being
done by the bio-inspired operation of splicing on strings of
symbols introduced by Head [8]. This system was extended
to arrays in [22] by introducing splicing array grammar
system.
Here we make use of the array flat splicing operation
and introduce a grammar system called flat splicing regular
array grammar system (FSRAGS) and examine the power
of this system in generating picture array languages. The
components of the FSRAGS involve the rules of the two-
1
phase grammar 2RLG [7, 19] working in parallel and the
array flat splicing operation [23] is used for communication
among two different components in terms of “insertion” of
an array generated in a component into an array generated
in a different component. We establish some comparison
results bringing out the power of (FSRAGS). We also
exhibit the use of (FSRAGS) in generating certain “floor
designs”. A preliminary version of this paper appears in
[18].
II. Preliminaries
For notions and results related to formal string languages
and array languages, we refer to [7, 17].
A linear word or simply, a word w = a1a2 · · · an is a
finite sequence of symbols ai, 1 ≤ i ≤ n, taken from a finite
alphabet Σ. The empty word with no symbols, is denoted
by λ. The set of all words over Σ is denoted by Σ∗. The
length |w| of a word w is the number of symbols in the word,
including repetitions of symbols. For example,the length of
the word abaab is 5. For any word w, we denote by tw the
word w written vertically. For example, if w = abbab over
{a, b}, then
tw =
a
b
b
a
b
.
A picture array or simply, an array M of size m× n over an
alphabet Σ is a rectangular array withm rows and n columns
and is of the form
M =
a11 · · · a1n
...
. . .
...
am1 · · · amn
where each symbol aij ∈ Σ, 1 ≤ i ≤ m, 1 ≤ j ≤ n.
We denote by |M |r and |M |c, the number of rows and the
number of columns of M respectively. The set of all rectan-
gular arrays over Σ is denoted by Σ∗∗, which includes also
the empty array λ with no symbols. Σ++ = Σ∗∗ − {λ}.
A picture language is a subset of Σ∗∗. The column catena-
tion X ◦ Y of an array X of size p × q and an array Y of
r × s is defined only when p = r and likewise the row cate-
nation X  Y is defined only when q = s. In other words,
in column catenation X ◦ Y , Y is attached to the right of X
while in row catenation X  Y , Y is attached below X . Also
X ◦ λ = λ ◦X = X  λ = λ X = X , for every array X .
For example, if
X =
a a b b
a b a b
b a b a
, Y =
a b b
a b a
b a b
, Z =
b b a
a a b
then
X◦Y =
a a b b a b b
a b a b a b a
b a b a b a b
, Y Z =
a b b
a b a
b a b
b b a
a a b
,
An array grammar model of the non-isometric variety gen-
erating rectangular arrays of symbols is the two-dimensional
right-linear grammar (originally called 2D matrix grammar
[19]), which we call here as a two-dimensional right-linear
grammar, consistent with the terminology used in [7].
Definition 1 A two-dimensional right-linear grammar
(2RLG) [7, 19] is
G = (Vh, Vv, Vi, T, S,Rh, Rv) where Vh, Vv, Vi are finite
sets of symbols, respectively called as horizontal nonter-
minals, vertical nonterminals and intermediate symbols;
Vi ⊂ Vv; T is a finite set of terminals; S ∈ Vh is the start
symbol; Rh is a finite set of horizontal rules of the form
X → AY,X → A X,Y ∈ Vh, A ∈ Vi; Rv is a finite
set of vertical rules of the form X → aY or X → a,
X, Y ∈ Vi, a ∈ T ∪ λ.
There are two phases of derivation in a 2RLG. In the first
horizontal phase, starting with S the horizontal rules are
applied (as in a regular grammar) generating strings over
intermediates, which act as terminals of this phase. In the
second vertical phase each intermediate in such a string
serves as the start symbol for the second phase. The vertical
rules are applied in parallel in this phase for generating
the columns of the rectangular arrays over terminals. In
this phase at a derivation step, either all the rules applied
are of the form X → aY, a ∈ T or all the rules are
of the form X → Y or all the rules are the terminating
vertical rules of the form X → a, a ∈ T or all of the
form X → λ. When the vertical generation halts, the
array obtained over T, is collected in the picture language
generated by the 2RLG. Note that the picture language
generated by a 2RLG consists of rectangular arrays of
symbols. We denote by L(2RLG) the family of array lan-
guages generated by two-dimensional right-linear grammars.
We illustrate the working of 2RLG with an example.
Example 1 Consider the 2RLG GL with regular horizontal
rules S → AX,X → BX,X → B where A,B are the
intermediate symbols and the vertical rules A → aA,A →
a,B → bB,B → a where a, b are the terminal symbols. In
the first phase, as in a string grammar, the horizontal rules
generate words of the form ABn, n ≥ 1. For example, the
generation of AB3 is as given below:
S ⇒ AX ⇒ ABX ⇒ ABBX ⇒ ABBB = AB3
on applying the three horizontal rules one after another, with
the rule X → BX applied twice. In the second phase
every symbol in such a word ABn is rewritten in paral-
lel either by using the rules A → aA,B → bB in which
case the derivation can be likewise continued adding rows
of the form ab · · · b or by using the rules A → a,B → a
in which case the derivation terminates adding a row of the
form aa · · · a, thus generating picture arrays, one member of
which is shown in Fig. 1. In fact, for this picture array, the
derivation in the second phase is as follows:
A B B B ⇒ a b b b
A B B B
⇒
a b b b
a b b b
A B B B
⇒
a b b b
a b b b
a b b b
A B B B
on applying the nonterminal rules A→ aA,B → bB. When
the terminal rules A → a,B → bB,B → a are applied
together, derivation terminates yielding the array in Fig. 1.
a b b b
a b b b
a b b b
a a a a
Figure. 1: A picture array generated in Example 1
An extension of the 2RLG, which we call here as
two-dimensional tabled right-linear grammar (2TRLG)
(originally referred to as 2D tabled matrix grammar in
[20]) was introduced in [20] to generate picture languages
that cannot be generated by any 2RLG. A 2TRLG is
defined similar to a 2RLG with the following difference:
In the second phase, the right-linear rules are grouped into
different sets, called tables such that i) all the rules in a
table are nonterminal rules of the form either A → aB only
or A → B only or ii) all are terminal rules of the form
either A → a only or A → λ only and at a time rules from
only one table are used in the second phase. We denote
by L(2TRLG) the family of array languages generated by
two-dimensional tabled right-linear grammars.
As an illustration, we give an example of a 2TRLG.
Example 2 Consider the 2TRLGGH with regular horizon-
tal rules S → AX,X → BX,X → BY, Y → A where
A,B are the intermediate symbols and the tables of vertical
rules are t1 = {A → aA,B → bB}, t2 = {A → aC,B →
cD}, t3 = {C → aC,D → bD}, t4 = {C → a,D → b}
where a, b, c are the terminal symbols. In the first phase, the
horizontal rules generate words of the form ABnA, n ≥ 1.
In the second phase every symbol in such a word ABnA is
rewritten in parallel by using the tables of rules. Application
of the table t1 certain number of times, followed by t2 once
which is then followed by t3 again certain number of times
and finally terminating the derivation in this second phase,
generates picture arrays, one member of which is shown in
Fig. 2.
a b b b b a
a b b b b a
a b b b b a
a c c c c a
a b b b b a
a b b b b a
Figure. 2: A picture array generated in Example 2
An operation, called flat splicing on linear words, is consid-
ered by Berstel et al. [2]. A flat splicing rule r is of the form
(α|γ−δ|β), where α, β, γ, δ are words over a given alphabet
Σ. For two words u = xαβy, v = γzδ, an application of
the flat splicing rule r = (α|γ− δ|β) to the pair (u, v) yields
the word w = xαγzδβy. In other words, the second word v
is inserted between α and β in the first word u as a result of
applying the rule r.
The notion of flat splicing on words [2] has been ex-
tended to arrays in [23], by introducing two kinds of
flat splicing rules, called column flat splicing rule and
row flat splicing rule and thus a new model of picture gen-
eration, called array flat splicing system is introduced in [23].
Definition 2 [23] Let V be an alphabet.
(i) A column flat splicing rule is of the form
(t(a1a2)|t(x1x2) − t(y1y2)|t(b1b2)) where
a1, a2, b1, b2 ∈ Σ ∪ {λ} with |a1| = |a2| and
|b1| = |b2|, x1, x2, y1, y2 ∈ Σ ∪ {λ} with |x1| = |x2|
and |y1| = |y2|.
(ii) A row flat splicing rule is of the form
(c1c2|u1u2 − v1v2|d1d2) where
c1, c2, d1, d2 ∈ Σ ∪ {λ} with |c1| = |c2| and
|d1| = |d2|, u1, u2, v1, v2 ∈ Σ ∪ {λ} with |u1| = |u2|
and |v1| = |v2|.
(iii) Let r1, r2, · · · , rm−1 be a sequence of (m− 1) column
flat splicing rules given by
ri = (
t(αiαi+1)|t(γiγi+1)− t(δiδi+1)|t(βiβi+1)),
for 1 ≤ i ≤ (m − 1). Let X,Y be two picture arrays,
each with m rows, for some m ≥ 1, and given by
X = X1 ◦ t(α1α2 · · ·αm) ◦ t(β1β2 · · ·βm) ◦X2,
Y = t(γ1γ2 · · · γm) ◦ Y ′ ◦ t(δ1δ2 · · · δm),
where X1, X2, Y ′ are arrays over Σ with m rows,
αi, βi, ∈ Σ ∪ {λ} (1 ≤ i ≤ m), with |α1| = |α2| =
· · · = |αm|, |β1| = |β2| = · · · = |βm|, γi, δi, (1 ≤
i ≤ m), ∈ Σ ∪ {λ} with |γ1| = |γ2| = · · · = |γm|,
|δ1| = |δ2| = · · · = |δm|. An application of the column
flat splicing rules r1, r2, · · · , rm−1 to the pair of arrays
(X,Y ) yields the array Z
= X1 ◦ t(α1α2 · · ·αm) ◦ t(γ1γ2 · · · γm)◦
Y ′ ◦ t(δ1δ2 · · · δm) ◦ t(β1β2 · · ·βm) ◦X2.
The pair (X,Y ) yielding Z is then denoted by
(X,Y ) `c Z.
(iv) Let s1, s2, · · · , sn−1 be a sequence of (n − 1) row flat
splicing rules given by
sj = (ηjηj+1|(µjµj+1)− (νjνj+1)|θjθj+1),
for 1 ≤ j ≤ (n − 1). Let U, V be two picture arrays,
each with n columns, for some n ≥ 1, and given by
U = U1  (η1η2 · · · ηn)  (θ1θ2 · · · θn)  U2,
V = (µ1µ2 · · ·µn)  V ′  (δ1δ2 · · · δn)
where U1, U2, V ′ are arrays over Σ with n columns,
ηj , θj , (1 ≤ j ≤ n), ∈ Σ ∪ {λ} with |η1| = |η2| =
· · · = |ηn|, |θ1| = |θ2| = · · · = |θn|, µj , νj , (1 ≤
j ≤ n), ∈ Σ ∪ {λ} with |µ1| = |µ2| = · · · = |µn|,
|ν1| = |ν2| = · · · = |νn|. An application of the row
flat splicing rules s1, s2, · · · , sn−1 to the pair of arrays
(U, V ) yields the array W
= U1  (η1η2 · · · ηn)  (µ1µ2 · · ·µn)  V ′
(δ1δ2 · · · δn)  (θ1θ2 · · · θn)  U2.
The pair (U, V ) yielding W is then denoted by
(U, V ) `r W.
(v) An array flat splicing rule is either a column flat splic-
ing rule or a row flat splicing rule. The notation ` de-
notes either `c or `r.
(vi) For a picture language L ⊆ Σ∗∗ and a set R of array
flat splicing rules, we define
f(L) = {M ∈ Σ∗∗ | (X,Y ) `M, forX,Y ∈ L,
and some rule in R}.
(vii) An array flat splicing system (AFS) is A =
(Σ,M,Rc, Rr) where Σ is an alphabet, M is a finite
set of arrays over Σ, called initial set, Rc is a finite
set of column flat splicing rules and Rr is a finite set
of row flat splicing rules. The picture language L(A)
generated by A is iteratively defined as follows:
f0(M) = M ; For i ≥ 0,
f i+1(M) = f i(M) ∪ f(f i(M));
L(A) = f∗(M) = ∪i≥0f i(M).
The family of picture languages generated by array flat
splicing systems is denoted by L(AFS).
An illustration of the application of column and row flat
splicing rules as well as the working of an array flat splicing
system is given in the following example.
Example 3 Consider the array flat splicing system AR
with alphabet {a, b} and the initial set consisting of the
array M = { a b
a b
}. The column flat splicing rule is
c where c = (
a
a
| a
a
− b
b
| b
b
). The row flat splicing
rules are r1, r2, r3 where r1 = (aa|aa − aa|aa), r2 =
(ab|ab− ab|ab), r3 = (bb|bb− bb|bb).
The column flat splicing rule c is applicable to the
pair (M,M). Note that both the components in the pair
being the same initial array M, the requirement of equal
number of rows for the application of column flat splicing
rule c is satisfied. Also the second array in the pair begins
with the column
a
a
and ends with the column
b
b
, as
required in the rule c. The first array is “cut” between the
columns
a
a
and
b
b
while the second array is “inserted”
between them, yielding the array
a a b b
a a b b
. On the
other hand, the row flat splicing rules r1, r2 can be used to
expand the array rowwise. For example, the sequence of
rules r1, r2, r3 could be applied to the pair of arrays with
both components having the same array
a a b b
a a b b
.
Again note that both the components in the pair being the
same array, the requirement of equal number of columns
for the application of a sequence of row flat splicing rules,
is satisfied. In fact, the first array is “cut” between the
first row a a b b and the second row which is also
a a b b . The second array satisfies the require-
ments of the sequence of rules r1, r2, r3. The second array
therefore can be “inserted” into the first array to yield the
array
a a b b
a a b b
a a b b
a a b b
. Proceeding like this, we compute the
successive terms f0(M), f1(M), · · · . In fact
f0(M) = M = { a b
a b
},
f1(M) = M∪f(M) = { a b
a b
,
a a b b
a a b b
,
a b
a b
a b
a b
, },
· · · .
Thus the picture language L(AR) = f∗(M) consists of rect-
angular arrays of even side length over the symbols a, b. Also
if the number of columns in such an array is 2n, then the first
n columns are over a while the next n columns are over b.
a a a b b b
a a a b b b
a a a b b b
a a a b b b
Figure. 3: A member of the language of AR
One such picture array is shown in Fig. 3.
III. Flat Splicing Regular Array Grammar
System
We now introduce a new model of picture generation, called
flat splicing array gramnmar system.
Definition 3 A flat splicing regular array grammar system
(FSAGS) is a construct
Gas = (Vh, Vv, Vi, T, (S1, R
h
1 , R
v
1), ..., (Sn, R
h
n, R
v
n), F )
where Vh, Vv, Vi are respectively, the finite sets of horizontal,
vertical and intermediate nonterminals; Vi ⊆ Vv; T is the
terminal alphabet; Si, 1 ≤ i ≤ n is the start symbol of
the corresponding component; Rhi , 1 ≤ i ≤ n is a finite
set of horizontal rules, which are regular of the forms
X → AY,X → A, X, Y ∈ Vh, A ∈ Vi; Rvi , 1 ≤ i ≤ n
is a finite set of right-linear vertical rules of the forms
A → aB,A → B,A → a, A,B ∈ Vv, a ∈ T ; F is a finite
set of array flat splicing rules The derivations take place in
two phases as follows :
Each component grammar generates a word called in-
termediate word, over intermediates starting from its own
start symbol and using its horizontal rules ; the derivations
in this phase are done with the component grammars
working in parallel.
In the second phase any of the following steps can
take place:
(i) each component grammar can rewrite as in a two di-
mensional matrix grammar using the vertical rules,
starting from its own intermediate word generated in the
first phase. (The component grammars rewrite in par-
allel and the rules are applied together). Note that the
component grammars together terminate with all rules
used in the form A → a or together continue rewriting
in the vertical direction with all rules used either in the
form A→ aB or in the form A→ B.
(ii) At any instant the picture array X generated in the
ith component for some i, 1 ≤ i ≤ n and the pic-
ture array Y generated in the jth component for some
j, 1 ≤ j ≤ n can be flat spliced using array flat splicing
rules, either column or row flat splicing rules as in defi-
nition 2, thus yielding picture array Z in ith component.
In any other component (other than ith component), the
arrays generated at this instant will remain unchanged
during this flat splicing process.
There is no priority between steps (i) and (ii).
The language Li(Gas) generated by the ith compo-
nent of Gas consists of all picture arrays, generated over T ,
by the derivations described above. This language will be
called the individual picture array language of the system
and we may choose this to be the language of the first com-
ponent. The family of individual picture array languages
generated by FSRAGS with at most n components is
denoted by Ln(FSRAGS).
We illustrate the working of FSRAGS with an example.
Example 4 Consider the FSAGS G1 with two components
given by
({S1, S2, X, Y }, {A,C,D}, {A,C,D}, {a, c, d},
(S1, R
h
1 , R
v
1), (S2, R
h
2 , R
v
2), F )
where
Rh1 = {S1 → AX,X → CX,X → A, },
Rh2 = {S2 → Z,Z → DZ,Z → D},
Rv1 = {A→ aA,C → cC,A→ a,C → c},
Rv2 = {A→ aA,D → dD,A→ a,D → d}
and F consists of the column flat splicing rule
c1 = (
a
a
| d
d
− d
d
| c
c
).
a c c c a
a c c c a
a c c c a
a c c c a
(a)
d d d d
d d d d
d d d d
d d d d
(b)
Figure. 4: (a) Picture array generated in the first component
of G1 (b) Picture array generated in the second component
of G1
a d d d d c c c a
a d d d d c c c a
a d d d d c c c a
a d d d d c c c a
Figure. 5: A picture array generated by G1
Starting from S1, the horizontal regular rules in the first
component generate a word of the form ACn−1A on apply-
ing the rule S1 → AX once followed by the application of
the rule X → CX (n− 1) times and finally the rule X → A
once, terminating the derivation in the first component
in the horizontal phase. At the same time in the second
component derivations in the horizontal phase take place in
parallel starting from S2 and applying the rule S2 → Z once
followed by the application of the rule Z → DZ (n − 1)
times and finally the rule Z → D once, yielding the word
Dn for the same n.
In the second phase vertical derivations in both the
components take place in parallel. In the first component
an m × (n + 1) picture array as in Fig. 4(a) is generated
while in the second component an m × n picture array as
in Fig. 4(b) is generated. At this point, using the column
flat splicing rule c1 as many times as needed, the array in
Fig. 4(b) is inserted in the array in Fig. 4(a) between the
first column of a′s and the second column of c′s to yield a
picture array of the form as in Fig. 5.
Theorem 1
L2(FSRAGS) \ L(AFS) 6= ∅.
Proof 1 The picture array language L generated by the
FSRAGS G1 in Example 4 consists of picture arrays M
each of which has the following property P : M has exactly
two columns of a′s with one, the leftmost column and the
other, the rightmost column, besides other columns made of
either c′s or d′s. But L cannot be generated by any AFS
since the flat splicing rules will “insert” one array of L into
another, thereby yielding picture arrays which will violate
the property mentioned above.
Theorem 2
L(2RLG) = L1(FSRAGS) ⊂ L2(FSRAGS).
Proof 2 The equality L(2RLG) = L1(FSRAGS) follows
by noting that the FSRAGS with one component will have
rewriting rules as in a 2RLG and the set of array flat splic-
ing rules can be taken to be an empty set as these rules
can be applied only when there are at least two compo-
nents. The picture array language L of Example 4, is gen-
erated by a FSRAGS with two components. An array
of L has the property that there are (n + 1) consecutive
columns of d′s (starting from the second column) followed
by n columns of c′s. But this property which involves a pro-
portion in the number of columns of c′s and the number of
columns of d′s (analogous to the context-free string language
{d(n+1)cn|n ≥ 1}) cannot be maintained by regular hori-
zontal rules of a 2RLG and hence L cannot be generated by
any 2RLG. Since L(2RLG) = L1(FSRAGS) it follows
that any FSRAGS with only one component cannot gen-
erate the picture array language L. This proves the proper
inclusion L1(FSRAGS) ⊂ L2(FSRAGS).
Theorem 3 L2(FSRAGS) \ L(2TRLG) 6= ∅
Proof 3 As noted in the proof of Theorem 2, the picture
array language L of Example 4, which is generated by a
FSRAGS with two components, has the feature that an ar-
ray of L involves a proportion in the number of columns of
c′s and the number of columns of d′s. This property cannot
be handled by any 2TRLG as the rules in the first phase of a
2TRLG are only regular rules. Thus L cannot be generated
by any 2TRLG.
In [20], analogous to 2TRLG, a two-dimensional grammar,
here called two-dimensional tabled context-free grammar
2TCFG (originally called 2D tabled CF matrix grammar)
was considered in [20] and this 2D grammar has context-free
grammar kind of rules in the first phase while the second
phase has tables of right-linear rules as in a 2TRLG. Deriva-
tions are done as in a 2TRLG. We denote by L(2TCFG),
the family of picture array languages generated by 2TCFG.
Also, when there are exactly two tables in the second phase
of a 2TCFG, with one table consisting of all right-linear
rules of the form A → aB and another table consisting of
all terminal rules of the form A → a, where A,B are non-
terminals and a is a terminal symbol, the 2TRLG is indeed
a 2RLG. We now show that the family L3(FSRAGS) of
picture languages generated by flat splicing regular array
grammar systems with three components,contains picture
languages that cannot be generated by any 2TCFG.
Theorem 4 L3(FSRAGS) \ L(2TCFG) 6= ∅
Proof 4 Consider the picture array language L2 whose ele-
ments are picture arrays with two rows of the forms
M1 =
a · · · a b · · · b e d
a · · · a b · · · b e d
or
M2 =
a · · · a b · · · b c · · · c e d
a · · · a b · · · b c · · · c e d
with the columns of a′s being equal in number to the columns
of b′s in the former array while this number also equals the
number of columns of c′s in the latter array. This kind of
picture language cannot be generated by any 2TCFG as the
feature present in the arrays of the form M2, namely, equal
number of columns of a′s, b′s and c′s is analogous to the
context-sensitive string language {anbncn|n ≥ 1} cannot be
handled by the context-free kind of rules in the first phase of
a 2TCFG.
But the languageL2 is generated by the followingFSRAGS
G2 with three components: Define
G2 = (Vh, Vv, Vi, T, (S1, R
h
1 , R
v
1),
(S2, R
h
2 , R
v
2), (S3, R
h
3 , R
v
3), F )
where
T = {a, b, c, d, e, f}, Vh = {S1, S2, S3, X, Y, Z},
Vi = {A,D,B,E,C, F},
Vv = {A,D,B,E,C, F,A′, D′, B′, E′, C ′, F ′,
A′′, D′′, B′′, E′′, C ′′, F ′′}.
Rh1 = {S1 → AS1, S1 → AX,X → D},
Rh2 = {S2 → BS2, S2 → BY, Y → E},
Rh3 = {S3 → CS3, S3 → CZ,Z → F},
Rv1 = {A→ aA′ , D →
d
D′ , A
′ → A′′, B′ → B′′,
D′ → D′′, E′ → E′′, A′′ → a,B′′ → b,D′′ → d,
E′′ → e, C ′′ → c, F ′′ → f}
Rv2 = {B → bB′ , E →
e
E′ ,
B′ → B′′, E′ → E′′, B′′ → b, E′′ → e}
Rv3 = {C → cC ′ , F →
f
F ′ ,
C ′ → C ′′, F ′ → F ′′, C ′′ → c, F ′′ → f}
F consists of the following column flat splicing rules:
(
a
A′ |
b
B′ −
e
E′ |
d
D′ ), (
b
B′′ |
c
C ′′ −
f
F ′′ |
e
E′′ )
Derivations in the three components take place in parallel
with the application of the horizontal rules S1 → AS1, S1 →
AX,X → D in the first component yielding the word
AnD for some n ≥ 1, while, likewise, in the second and
third components, the horizontal rules yield respectively the
words BnE and CnF. At a time all three words derived in-
volve the same n. If the vertical rules A → a
A′ , D →
d
D′ in the first component are applied, an array of the
form
a
A′ · · ·
a
A′
d
D′ is generated in the first compo-
nent while, likewise, application of similar rules in the sec-
ond and third components genrate the arrays respectively
of the forms
b
B′ · · ·
b
B′
e
E′ and
c
C ′ · · ·
c
C ′
f
F ′ . If
at this stage, the column flat splicing rule (
a
A′ |
b
B′ −
e
E′ |
d
D′ ) is applied, then the array obtained is of the
form
a
A′ · · ·
a
A′
b
B′ · · ·
b
B′
e
E′
d
D′ If now the ver-
tical rules such as A′ → A′′ that change the primed symbols
Figure. 6: A floor design
Figure. 7: Primitive Patterns
into double primed symbols are applied followed by the ap-
plication of terminal rules, then picture arrays of the form
a
a
· · · a
a
b
b
· · · b
b
e
e
d
d
are generated which are collected in the picture language of
G2. On the otherhand, prior to the application of the ter-
minal rules, if the column flat splicing rule (
b
B′′ |
c
C ′′ −
f
F ′′ |
e
E′′ ) is applied and the double primed symbols are
changed into terminals by the application of terminal rules,
then arrays of the form
a
a
· · · a
a
b
b
· · · b
b
c
c
· · · c
c
f
f
e
e
d
d
are generated and are also collected in the picture language
of G2.
IV. Application to Generation of Floor Designs
Generation of certain picture patterns, such as “floor de-
signs” (see, for example, Fig. 6), using array generating
grammar models has been done [19]. The idea is to consider
the picture pattern as an array over certain terminal symbols
and generate the array with an array grammar. Then
substitute for each symbol some relevant primitive pattern
of the picture to be generated, yielding the pattern. Here we
explain how to construct a FSRAGS with two components
to generate the collection of floor designs, one member of
which is shown in Fig. 6. The primitive patterns involved
in this floor design are shown in Fig. 7. The picture array
encoding the floor design is given in Fig. 8. The picture
array language consisting of picture arrays such as the one
given in Fig. 8, along with picture arrays as the one given
b du du du du b du du du du b
dl d d d d eh d d d d dr
b eu eu eu eu b eu eu eu eu b
dl d d d d eh d d d d dr
b db db db db b db db db db b
Figure. 8: A picture array generated by GF using array flat
splicing
b du du du du b
dl d d d d eh
b eu eu eu eu b
dl d d d d eh
b db db db db b
Figure. 9: A picture array generated by GF
in Fig. 9, can be generated by a FSRAGS GF with two
components. We do not give the formal details of GF but
informally describe the idea.
The idea is to allow the first component generate the
left half of the picture array (with the rightmost column
made of only eh) while the second component generates
the second half and array flat splicing rules are created
to concatenate the “right half” to the right of the “left
half”, yielding the picture array of the form in Fig. 8.
When the relevant primitive patterns are substituted for the
corresponding symbols, this yields the floor design patterns
as in Fig. 6.
V. Conclusion and Discussion
We have considered here a grammar system that involves
regular rules as defined in the two-phase 2RLG and array
flat splicing rules introduced in [23]. One could also con-
sider in the flat splicing array grammar system, CF horizon-
tal rules as in the two-phase two-dimensional grammar called
context-free matrix grammar considered in [19], and exam-
ine the generative power of the resulting system, which might
help describe more complex floor designs. In fact it will be
of interest to explore the theoretical model proposed here for
other possible applications in terms of experimental studies.
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