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Abstract
The existing connection between the theory of orthogonal polynomials and other branches of mathema-
tics, physics and engineering is truly astonishing. There is no better proof of the usefulness of the theory
than the recognition of its constant development and the wide generalizations that the original meaning of
orthogonal polynomial has experienced since the dawn of the theory. The original concepts were generalized
at the same time as the techniques for their study. Many of these new techniques were suggested by the
new connections that kept appearing with different branches of mathematics. The approach that this thesis
presents towards the study of the orthogonal polynomials is an example of such an interrelationship among
disciplines, sharing tools and ideas with the theory of integrable systems.
A privileged role throughout this thesis will be played by the notion of semi infinite Gram matrices. These
will be associated to a sesquilinear form suited to the kind of orthogonality under study. Additionally, some
conditions will be imposed on the Gram matrix with the aim of guaranteeing the existence and uniqueness
of the associated biorthogonal sequences. The following step consists of searching for any symmetry that the
Gram matrix may have. There are two main reasons why such a task is worth the effort. In the first place,
each found symmetry can be translated into a property of the biorthogonal sequences, for example: The
Hankel structure of the matrix is equivalent to the well known three term recurrence relation satisfied by
the standard orthogonal polynomials; the symmetry that the classical (Hermite, Laguerre, Jacobi) matrices
possess induces the existence of the second order linear differential operator of which the classical orthogonal
polynomials are solutions; etc. In the second place, the matrices that codify these kind of symmetries also
help to surmise possible deformations of the problem, this is, they suggest wise perturbations of the Gram
matrix. Whenever these deformations preserve the initial conditions that where imposed on the original
Gram matrix, new biorthogonal sequences associated to the deformed case and related to the original ones
will arise. If these perturbations are allowed to be modeled by a set of parameters, the resulting coefficients
of the deformed biorthogonal polynomials will accordingly inherit this parametric or time evolution. It turns
out that these time dependent coefficients are the solutions of differential equations that are well known in
the theory of infinite dimensional integrable systems. This fact evidences the profound relationship between
the theory of orthogonal polynomials and that of integrable systems and at the same time motivates and
justifies the approach of this thesis.
The techniques that have been developed and that flesh out our results allow for the construction of
adapted Gram matrices for each kind of biorthogonality and try to shed light both on their common proper-
ties and special symmetries. From this information the properties of its associated biorthogonal sequences
are easy to extract. Additionally, the construction is ready for the corresponding deformations that allow to
obtain new sequences from known ones. The method has been successfully applied to the following kinds of
biorthogonality.
In the real line: standard, matrix, multivariate, multiple and Sobolev biorthogonalities.
In the unit circle: standard, matrix and multivariate biorthogonalities.
As can be observed there is an asymmetry in the number of cases that we have considered in each context.
A study for the multiple and Sobolev cases in the unit circle is still missing. These two cases are certainly
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worth studying with the techniques mentioned above; we plan to devote special attention to them in the
near future.
Resumen
La conexio´n existente entre los polinomios ortogonales y otras ramas de la matema´tica, la f´ısica o la
ingenier´ıa es verdaderamente asombrosa. Adema´s, no hay mejor prueba de la utilidad de estos que el propio
florecimiento, avance perpetuo y generalizacio´n en diversas direcciones de lo que se entend´ıa por polinomio
ortogonal en los albores de la teor´ıa. Conforme el concepto se fue generalizando, tambie´n fueron evolu-
cionando las te´cnicas para su estudio, algunas de estas claramente influenciadas por aquellas disciplinas
matema´ticas con las que iban surgiendo conexiones. La perspectiva que esta tesis adopta frente a los poli-
nomios ortogonales es un ejemplo de este tipo de influencias, compartiendo herramientas y entrelaza´ndose
con la teor´ıa de los sistemas integrables.
Una posicio´n privilegiada en esta tesis la ocupara´n las matrices de Gram semi infinitas; cada cual aso-
ciada a una forma sesquilineal adaptada al tipo de biortogonalidad en cuestio´n. A estas matrices se les
impondra´n una serie de condiciones cuyo objeto sera´ el de garantizar la existencia y unicidad de las secuen-
cias biortogonales asociadas a las mismas. El siguiente paso consistira´ en buscar simetr´ıas de estas matrices
de Gram. Existen dos razones por las que este esfuerzo resulta ventajoso. En primer lugar, cada simetr´ıa
encontrada podra´ traducirse en propiedades de las secuencias biortogonales, por ejemplo: una estructura
Hankel de la matriz es equivalente a gozar de la recurrencia a tres te´rminos de los polinomios ortogonales; la
simetr´ıa propia de las matrices asociadas a pesos cla´sicos (Hermite, Laguerre, Jacobi) implica la existencia
del operador diferencial lineal de segundo orden de que los polinomios cla´sicos son solucio´n; etc. En segundo
lugar, las matrices que codifican este tipo de simetr´ıas tambie´n sugerira´n posibles deformaciones del pro-
blema, es decir, permitira´n plantear perturbaciones bastante sensatas de la matriz de Gram. Cuando estas
deformaciones preserven las condiciones inicialmente impuestas a la matriz de Gram de partida, sera´ posible
construir secuencias biortogonales desde el caso deformado y relacionar estas u´ltimas con las originales. En
caso de que dichas perturbaciones vengan modeladas por para´metros, se obtendra´n secuencias biortogonales
con coeficientes teniendo su correspondiente dependencia parame´trica. Resulta que dichos coeficientes son
solucio´n de ecuaciones diferenciales propias de la teor´ıa de los sistemas integrables, quedando as´ı patente el
entrelazamiento entre las dos disciplinas matema´ticas que como dec´ıamos motiva el enfoque de esta tesis.
Las te´cnicas que hemos desarrlollado y que dan cuerpo a nuestros resultados permiten construir matrices
de Gram adaptadas a cada tipo de biortogonalidad y tratan de poner de manifiesto tanto sus propiedades
como sus simetr´ıas, quedando estas pra´cticamente listas para ser transferidas a las secuencias biortogonales y
para posteriormente ser deformadas con el a´nimo de construir nuevas secuencias partiendo de unas conocidas.
El me´todo se ha aplicado con e´xito a los siguientes tipos de biortogonalidad:
En la recta real: biortogonalidad esta´ndar, matricial, multivariable, mu´ltiple y Sobolev.
En la circunferencia unidad: biortogonalidad esta´ndar, matricial y multivariable.
Como puede observarse existe una disimetr´ıa en cuanto a los casos tratados en la recta real y la circunferencia
que dejan en desventaja nume´rica a esta u´ltima. Ser´ıa una buena idea aplicar los me´todos aqu´ı propuestos
a los dos casos que restan por estudiar. Esto presenta por tanto, una posible l´ınea de investigacio´n a futuro.
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1Cap´ıtulo 1
Introduccio´n
Polinomios ortogonales y su conexio´n con los sistemas integrables
Hablar de un personaje y momento de la historia precisos a los que vincular los or´ıgenes de los poli-
nomios ortogonales en la recta real (OPRL) no es tarea sencilla. Una serie de resultados aislados pueden
encontrarse en la obra Recherches sur l’attraction des spheroides homoge´nes de A. M. Legendre (1752-1833)
o bien en los trabajos de de P. S. Laplace (1749-1827) respecto a la teor´ıa de la probabilidad. Un primer
paso hacia el estudio de los OPRL lo dio J. C. F. Gauss (1777-1855) [65] en sus consideraciones acerca de lo
que hoy se conoce como cuadratura de Gauss-Jacobi. A pesar de ello, muchos expertos coinciden en asociar
el nacimiento de los OPRL a C. G. J. Jacobi (1804-1851) quien observo´ la conexio´n entre los OPRL y las
fracciones continuas [83]. El estudio de los OPRL como materia en s´ı misma lo comienza por un lado P.
L. Tchebychev (1821-1894) (y su estudiante A. A. Markov (1856-1922)) en sus trabajos relacionados con la
probabilidad y la aproximacio´n por el me´todo de mı´nimos cuadrados, y por otro T. J. Stieltjes (1856-1894)
en sus consideraciones respecto a las fracciones continuas y el problema de momentos [116]. Un tratamiento
sistema´tico de los OPRL, similar al que tenemos hoy en d´ıa, ha de esperar hasta la primera mitad del
siglo XX esta vez de la mano de N. Abramesco [2],[3], J. Shohat (1886-1944) [112] y especialmente por
los influyentes y detallados diecise´is cap´ıtulos de [119] por G. Szego˝ (1895-1985). Fue este mismo ilustre
matema´tico quien, en los comienzos de su carrera profesional [118] (y en las numerosas publicaciones que
siguieron a esta), motivado por una conjetura propuesta por G. Polya (1887-1985), se convirtio´ en el alma
ma´ter de una pequen˜a pero importante parte de la teor´ıa general de los polinomios ortogonales: los polino-
mios ortogonales en la circunferencia unidad (OPUC). A parte de la tarea de G. Szego˝ en este contexto se
deben mencionar los esfuerzos dedicados en esta misma direccio´n por la escuela matema´tica de Cracovia,
con reputados representantes como Ya. L. Geronimus (1898-1984), N. I. Akhiezer (1901-1980) o M. G. Krein
(1907-1989). Lamentablemente, todo el trabajo llevado a cabo por los anteriormente citados no obtuvo la
atencio´n merecida por la comunidad matema´tica de la e´poca. Un ejemplo notorio de esta situacio´n lo vivio´
S. Verblusnky (1906-1996) cuyos resultados [126] [127] tuvieron que ser redescubiertos posteriormente. No
fue hasta mediados del siglo XX en que los OPUC obtuvieron el reconocimiento que merec´ıan. El uso de
polinomios ortogonales de Laurent1 resulta especialmente u´til y adaptado al caso de la circunferencia unidad,
siendo la base propuesta por los matema´ticos M. J. Cantero, L. Moral y L. Vela´zquez [37] la piedra angular
para establecer la conexio´n entre los OPUC y los polinomios de Laurent ortogonales en la circunferencia
unidad (OLPUC).
Con el tiempo, las te´cnicas de estudio de los OPRL y los OPUC y su comprensio´n han ido avanzando,
lo que ha permitido una larga serie de generalizaciones de los conceptos iniciales; aquellas que se mencionan
a lo largo de esta tesis son las siguientes:
1La idea de generalizar el concepto de ortogonalidad de polinomios a ortogonalidad de polinomios de Laurent fue inicialmente
considerada para un problema de momentos en el caso de la recta real [86], [85] y generalizada posteriormente au´n ma´s, dando
lugar al concepto de las funciones ortogonales [35].
2 CAPI´TULO 1. INTRODUCCIO´N
Biortogonalidad: Consiste en considerar dos secuencias de polinomios biortogonales entre ellas; el caso
particular en que ambas coinciden es justo el caso ortogonal.
Biortogonalidad matricial: Supone tomar los coeficientes de los polinomios, del anillo de las matrices
de taman˜o n× n.
Biortogonalidad en varias variables: Implica una dependencia multivariable de los polinomios.
Biortogonalidad mu´ltiple: Las condiciones de ortogonalidad en lugar de venir dadas por una u´nica
forma sesquilineal vendra´n dadas por un nu´mero entero (no negativo) de estas.
Biortogonalidad tipo Sobolev: Consiste en permitir, en las relaciones de ortogonalidad, la aparicio´n de
las derivadas de los polinomios.
Tanto los casos iniciales como sus generalizaciones tienen aplicaciones en diferentes ramas de la ma-
tema´tica como son las funciones trigonome´tricas, hipergeome´tricas, de Bessel, el´ıpticas y especiales; los
operadores de Jacobi, los problemas de momentos, la teor´ıa de matrices aleatorias; fracciones continuas,
aproximaciones de Pade´, teor´ıa de nu´meros, interpolacio´n y cuadratura; electrosta´tica, meca´nica cua´ntica,
matema´tica estad´ıstica, ecuaciones diferenciales e integrales, etc. Como no puede ser de otro modo, la teor´ıa
de los polinomios ortogonales tambie´n se ha beneficiado de aquellas aplicaciones donde estos han sido de
utilidad; as´ı, una serie de me´todos propios de otras disciplinas han demostrado su idoneidad para tratar los
polinomios ortogonales. Este ha sido precisamente el caso de nuestro enfoque del tema en cuestio´n desde
los “sistemas integrables”. En lo que sigue, el te´rmino sistemas integrables no se referira´ al concepto de
integrabilidad cla´sico (teorema de Arnold–Liouville, variables accio´n-a´ngulo) que se centra en sistemas que
evolucionan en un espacio de fases de dimensio´n finita y por lo tanto propiamente “integrables”, sino a
aquellos sistemas ligados a la integrabilidad de ecuaciones no lineales en derivadas parciales y las soluciones
“solito´nicas”.
Los or´ıgenes de los solitones los podemos encontrar ya en el siglo XIX apareciendo estos bien como soluciones
de problemas no lineales de ondas (KdV, [33] [89]), o bien en geometr´ıa diferencial (Sine–Gordon [32]). El
te´rmino solito´n, un paquete “solitario” que se propaga sin deformarse por un medio no lineal y por lo tanto
con un comportamiento que se asemeja al de una part´ıcula, lo acun˜aron N. J. Zabusky y M. D. Kruskal [128]
tras estudiar nume´ricamente las soluciones de la ecuacio´n de KdV. Estos, mediante el uso de estas soluciones
solito´nicas fueron capaces de explicar los misteriosos resultados previamente obtenidos por E. Fermi, J. Pas-
ta y S. Ulam [61] en sus estudios computacionales relativos a una cadena unidimensional de part´ıculas con
interacciones no lineales entre pro´ximos vecinos. El paso definitivo en cuanto a dar la solucio´n al problema
de condiciones iniciales (de Cauchy) de la ecuacio´n de KdV vino de la mano de C. S. Gardner, J. M. Green,
M. D. Kruskal y R. M. Miura [64] con el descubrimiento del me´todo de la transformada espectral inversa. El
me´todo toma como inspiracio´n la ecuacion de KdV modificada y la transformacio´n de Miura, desde donde
infirieron la posibilidad de asociar a la ecuacio´n de KdV un operador diferencial de Schro¨dinger para el que
la solucio´n, au´n desconocida, de la ecuacio´n de KdV juega el papel de potencial cua´ntico y los autovalores
resultan constantes del movimiento de la misma. Su procedimiento para dar con la solucio´n final puede
resumirse en tres pasos: En primer lugar, resolver la ecuacio´n de Schro¨dinger con el potencial cua´ntico dado
en t = 0 (condiciones iniciales de la ecuacio´n de KdV) con idea de obtener los datos de scattering iniciales.
En segundo lugar, obtener la ma´s “simple” (dada por la ecuacio´n de KdV) evolucio´n temporal de estos
datos. En tercer y u´ltimo lugar tomar las te´cnicas del problema de scattering inverso (Faddeev, Marchenko
[59], [97]) para la ecuacio´n de Schro¨dinger que permiten expresar el potencial cua´ntico una vez conocidos los
datos de scattering. A este notable descubrimiento le siguieron una serie de avances que permit´ıan deducir
ecuaciones no lineales en derivadas parciales resolubles mediante el comentado me´todo de la transformada
espectral inversa: los pares de Lax para la ecuacio´n de KdV [92], la representacio´n de curvatura nula de
Zakharov–Shabat para Schro¨dinger no lineal [129], y las te´cnicas propuestas por Ablowitz, Kaup, Newel
Segur para la ecuacio´n de Sine–Gordon [1]).
La descripcio´n de las jerarqu´ıas integrables desde la teor´ıa de los grupos de Lie se hizo esperar hasta que
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llegaron los influyentes trabajos de M. Sato [108],[109] y las subsiguientes aportaciones de la escuela de Kyo-
to [49],[50],[51]. Poco despue´s M. Mulase [103] conecto´ por fin los problemas de factorizacio´n, la te´cnica del
revestimiento y la integrabilidad. M. Adler y P. van Moerbeke [4], [5], [6], [7], [9] no tardaron en darse cuenta
de que tanto la factorizacio´n de Gauss–Borel como la te´cnica del revestimiento no so´lo estaban presentes en
la teor´ıa de los sistemas integrables (Toda bidimensional o jerarqu´ıa KP discreta) sino tambie´n en el estudio
de los polinomios ortogonales, lo que les permitio´ esclarecer la estrecha relacio´n entre estos dos temas. En
pocas palabras, esta conexio´n se resume en que los coeficientes de los polinomios ortogonales son solucio´n
de ecuaciones no lineales en derivadas parciales presentes en la teor´ıa de los sistemas integrables. Podemos
considerar este resultado como semilla del enfoque con que esta tesis se acerca a los polinomios ortogonales.
Metodolog´ıa
A continuacio´n se enumeran los cinco pasos que esta´n presentes en cada uno de nuestros estudios de las
secuencias de polinomios biortogonales.
1. Definicio´n de una forma sesquilineal sobre R[z] (los polinomios con coeficientes en el anillo R y con
variables tomando puntos de Cd) mediante un funcional bivariado uz1,z2 .
Definicio´n 1. Se denota por 〈∗, ∗〉u : R[z1]×R[z2] −→ R a la forma sesquilineal asociada al funcional
bivariado uz1,z2.
La sesquilinealidad supone que, dados tres polinomios p(z), q(z), r(z) ∈ R[z] y coeficientes A,B,∈ R
se cumpla:
〈Ap(z1) +Br(z1), q(z2)〉u = A〈p(z1), q(z2)〉u +B〈r(z1), q(z2)〉u,
〈p(z1), Aq(z2) +Br(z2)〉u = 〈p(z1), q(z2)〉uA† + 〈p(z1), r(z2)〉uB†.
Dado un un conjunto de medidas de Borel µ := {µm,n(z1, z2)} cada cual con su soporte correspondiente
Ωm,n (conteniendo al menos uno de ellos un conjunto infinito de puntos) el tipo propuesto de forma
sesquilineal va a incluir a aquellas del tipo:
〈p(z1), q(z2)〉µ =
∑
0≤n,m≤∞
∫
Ωm,n
∂np(z1)
∂zn1
dµm,n(z1, z2)
(
∂nq(z2)
∂zn2
)†
.
2. Construccio´n de la matriz de Gram G. Se introduce un vector semi infinito de monomios adaptado
al caso en cuestio´n χ(z) cuya componente j-e´sima sera´ denotada por χj(z) ∈ R[z] y mediante el cual
cualquier polinomio p(z) ∈ R[z] de grado k podra´ escribirse del siguiente modo: p(z) = ∑kj=0 pjχj(z),
con pj ∈ R. La relevancia de este vector de monomios reside en su utilidad a la hora de construir la
matriz de Gram.
Definicio´n 2. A continuacio´n se define la matriz semi infinita de Gram G con entradas Gi,j ∈ R:
G := 〈χ(z1), χ(z2)〉u, Gi,j := 〈χi(z1), χj(z2)〉u.
No´tese co´mo esta definicio´n junto con la sesquilinealidad permiten, dados dos polinomios p(z), q(z) ∈
R[z] de grados k, l respectivamente, escribir 〈p, q〉u =
∑k
i=0
∑l
j=0 piGi,jq
†
j ∈ R.
3. Factorizacio´n LU de G. Sera´n de relevancia u´nicamente aquellas formas sesquilineales cuyas matrices
de Gram asociadas satisfagan unas condiciones concretas relativas a sus menores. Estas condiciones tie-
nen por objeto garantizar que la matriz de Gram admita una u´nica factorizacio´n LU (o de Gauss–Borel)
generalizada desde donde construir la secuencia de polinomios biortogonales mo´nicos. Por factoriza-
cio´n LU generalizada de la matriz de Gram entendemos una factorizacion G := S−11 HS
−†
2 en la que H
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es una matriz diagonal por bloques cuyos taman˜os quedan fijados una vez impuestas las condiciones
precisas anteriormente mencionadas relativas a los menores de G. Por su parte, S1, S2, son matrices
unitriangulares inferiores con matrices identidad de los mismos taman˜os que los de H a lo largo de su
diagonal principal.
Definicio´n 3. Los vectores semi infinitos de polinomios mo´nicos se dan en te´rminos de las matrices
de la factorizacio´n:
Pα(z) := Sαχ(z) =

Pα,0(z)
Pα,1(z)
...
Pα,k(z)
...
 , Pα,k(z) :=
j∑
k=0
(Sα)k,jχj(z), α = 1, 2.
Sus entradas son los polinomios mo´nicos biortogonales associados a la forma sesquilineal, es decir:
〈P1,i, P2,j〉u =
i∑
k=0
j∑
r=0
(S1)i,k〈χk(z1), χr(z2)〉u(S†2)r,j =
(
S1GS
†
2
)
i,j
= Hi,j .
4. La bu´squeda de simetr´ıas de G. La propia definicio´n de G en te´rminos del vector de monomios
adaptado as´ı como las caracter´ısticas de la misma forma sesquilineal van a inducir algu´n tipo de
simetr´ıa u orden en las entradas de G. Un ejemplo notorio de este tipo de simetr´ıas son los casos de
matrices de Gram de tipo Hankel o Toeplitz. Estas estructuras de G pueden ser traducidas a simetr´ıas
de la forma sesquilineal, y lo que es ma´s importante, dotan a los polinomios biortogonales asociados
de ciertas propiedades. Por poner un ejemplo, el caso Hankel al que antes nos refer´ıamos dota a los
polinomios asociados de su conocida ley de recurrencia a tres te´rminos.
5. Deformaciones continuas y discretas de G. Existen una serie de transformaciones concretas y mo-
deladas por para´metros que permiten deformar la matriz de Gram. Una manera de entender estas G
deformadas es como matrices de Gram con una evolucio´n dependiente de los para´metros involucrados
en la transformacio´n. Estas deformaciones esta´n ı´ntimamente relacionadas con las simetr´ıas de G y
son las responsables de la conexio´n existente entre la secuencia de polinomios biortogonales y las je-
rarqu´ıas integrables. Las deformaciones continuas enlazan con las ecuaciones de tipo Toda mientras
que las discretas lo hacen con las transformaciones de Darboux.
Conclusiones y resultados
Como ocurre en las distintas disciplinas de la matema´tica, los polinomios ortogonales admiten una gran
variedad de enfoques diferentes desde los que estudiarlos, cada cual con sus ventajas e inconvenientes. El
punto de partida elegido para el desarrollo de esta tesis es la matriz de Gram, su factorizabilidad LU, sus
simetr´ıas y sus deformaciones. La motivacio´n para elegir este enfoque la encontramos en la fuerte conexio´n
existente entre las secuencias de polinomios biortogonales y los sistemas integrables de tipo Toda. A pesar de
no ser la perspectiva ma´s popular en la literatura al respecto, queda patente que las ideas que se derivan de
la misma son lo suficientemente generales y potentes para ser aplicadas en un buen rango de ortogonalidades:
esta´ndar, matricial, mu´ltiple, multivariada y Sobolev. Como es lo´gico, cada caso particular precisa de su
necesaria serie de cuidados, propios de la idiosincrasia de cada situacio´n, pero en rasgos generales, las ideas
subyacentes son las mismas en cada una de las ortogonalidades sometidas a estudio. Tomando prestadas las
siguientes palabras de G. H. Hardy [77]; “Los hombres humildes no hacen buenos trabajos. Es una de las
principales tareas de un investigador exagerar un poco respecto a la importancia de su tema de estudio as´ı
como en cuanto a la relevancia de sus propias contribuciones al mismo”, presentamos la siguiente lista de
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publicaciones que bien resumen nuestros esfuerzos:
1. G. Ariznabarreta and M. Man˜as, Matrix orthogonal Laurent polynomials on the unit circle and Toda
type integrable systems, Adv. Math. 264, 396-463, (2014).
2. G. Ariznabarreta and M. Man˜as, A Jacobi type Christoffel-Darboux formula for multiple orthogonal
polynomials of mixed type Linear Algebra and its Applicatios 468, 154-170, (2014).
3. G. Ariznabarreta and M. Man˜as, Multivariate orthogonal polynomials and integrable systems, Adv.
Math. 302,628-739, (2016).
4. C. A´lvarez-Ferna´ndez, G. Ariznabarreta, J. C. Garc´ıa-Ardila, M. Man˜as and F. Marcella´n, Christoffel
Transformations for Matrix Orthogonal Polynomials in the Real line and the non-Abelian 2D Toda
Lattice Hierarchy. International Mathematics Research Notices. 5, 1285-1341, (2017).
5. G. Ariznabarreta, M. Man˜as and P. Tempesta, Generalized Sobolev orthogonal polynomials, matrix
moment problems and integrable systems, arXiv:1612.07229.
6. G. Ariznabarreta and M. Man˜as, Darboux transformations for multivariate orthogonal polynomials,
arXiv:1503.04786.
7. G. Ariznabarreta and M. Man˜as, Linear spectral transformations for multivariate orthogonal polyno-
mials and multispectral Toda Hierarchies, arXiv:1511.09129.
8. G. Ariznabarreta and M. Man˜as, Multivariate orthogonal Laurent polynomials and integrable systems,
arXiv:1506.08708.
9. C. A´lvarez-Ferna´ndez, G. Ariznabarreta, J. C. Garc´ıa-Ardila, M. Man˜as and F. Marcella´n, Trans-
formation theory and Christoffel formulas for matrix biorthogonal polynomials on the real line (with
applications to the non-Abelian Toda lattice and nonconmmutative KP hierarchies), arXiv:1605.04617.
10. G. Ariznabarreta, M. Man˜as and A. Toledano, CMV biorthogonal Laurent polynomials: Christoffel
formulas for Christoffel and Geronimus perturbations, arXiv:1610.02008.
11. G. Ariznabarreta, M. Man˜as and A. Toledano, CMV biorthogonal Laurent polynomials II: Christoffel
formulas for Geronimus–Uvarov transformations arXiv:1611.03547.
Los art´ıculos que se incluyen en esta tesis son los cinco que encabezan la lista. Los cuatro primeros
forman ya parte de revistas indexadas mientras que el quinto au´n espera su publicacio´n. A continuacio´n
me dispongo a resumir las principales contribuciones que los mismos han aportado al campo as´ı como su
relacio´n con el resto de art´ıculos que completan la lista:
El objeto de la publicacio´n nu´mero 1, es la ortogonalidad matricial en la circunferencia unidad empleando
la base CMV (versus Szego˝). Con el propo´sito de recuperar la recurrencia de Szego˝ desde el enfoque CMV
introducimos la matriz de entrelazamiento; esta nos permite encontrar nuevas relaciones entre los nu´cleos de
Christoffel–Darboux. Extendemos la versio´n no abeliana de la red de Toeplitz presentada en [36] mediante
la incorporacio´n de unos nuevos flujos parciales. Inspirados por las te´cnicas empleadas en el caso escalar
consideramos deformaciones que llamamos discretas o elementales (de primer grado). Es necesario sen˜alar
que, dado que los polinomios matriciales no factorizan necesariamente como producto de factores lineales,
estas transformaciones de primer grado no merecen el calificativo de elementales puesto que iteraciones de
las mismas no nos permitir´ıan construir cualquier polinomio. Esta observacio´n pone de manifiesto que las
deformaciones discretas matriciales en la circunferencia unidad y de grado arbitrario, au´n esperan su estudio.
A pesar de ello, puedo afirmar que tal ana´lisis no debiera ser excesivamente complicado; esta afirmacio´n la
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baso en los art´ıculos 10 y 11 de la lista, en los que este tipo de deformaciones en la circunferencia unidad,
pero en el caso escalar, son examinadas y en los art´ıculos 4 y 9, en los que tratamos deformaciones matriciales
pero en el caso real.
En el art´ıculo nu´mero 2, en el contexto de la ortogonalidad mu´ltiple de tipo mixto, aportamos, basa´ndonos
en la recurrencia (o en la correspondiente matriz de Jacobi) una fo´rmula de Christoffel-Darboux alternativa
a la expuesta en [11] o [44] alcanzada desde el teorema ABC. La ventaja que tiene nuestra fo´rmula sobre
la anterior es que u´nicamente involucra a la secuencia inicial de polinomios ortogonales. El inconveniente
que presenta es que la fo´rmula contiene un nu´mero mayor de polinomios as´ı como precisa del conocimiento
previo de los coeficientes de la recurrencia.
En la contribucio´n nu´mero 3, comenzamos reobteniendo una pequen˜a parte de los resultados contenidos
en [53] desde la perspectiva de una factorizacio´n LU de la matriz de Gram que involucra bloques de taman˜o
creciente. Cabe citar nuestra propuesta para las funciones de segunda especie definidas como transformadas
de Cauchy multivariables de los polinomios. Las deformaciones discretas y continuas que presentamos nos
permiten escribir ecuaciones no lineales en derivadas parciales y diferencias cuya solucio´n son matrices de
taman˜o creciente. Las deformaciones discretas en primer lugar motivan nuestra definicio´n de las cuasifuncio-
nes tau, en te´rminos de las cuales reescribimos tanto los polinomios como las funciones de segunda especie;
y en segundo lugar, proporcionan una expresio´n en te´rminos de cuasideterminantes para los polinomios
transformados en funcio´n de los no transformados evaluados en un conjunto equilibrado2 de nodos. Mientras
que las ecuaciones de tipo Toda nos relacionan tres posiciones contiguas en la red, el uso de congruencias en
el espacio de las matrices semi infinitas nos permite conseguir ecuaciones de tipo Kadomstev–Petviashvili
que exclusivamente involucran una u´nica posicio´n en la red. La iteracio´n de las transformaciones discretas
de primer orden consideradas en 3 (donde las llamamos transformaciones elementales de Darboux y trans-
formaciones adjuntas de Darboux) suponen una primera aproximacio´n al problema general de las llamadas
transformaciones espectrales lineales de la medida en las que se pretende hallar fo´rmulas que relacionen los
elementos transformados con los originales. Dado que en el caso multivariable, los polinomios irreducibles
pueden tomar cualquier grado (longitud para ser precisos), era necesaria una discusio´n ma´s completa que
la expuesta en 3; por este preciso motivo, escribimos los art´ıculos 6 y 7 de la lista, en los que expresiones
a´ la Chrisfoffel en te´rminos de cuasideterminantes para los polinomios transformados espectral linealmente
son finalmente formuladas generalizando as´ı las expresiones correspondientes al caso unidimiensional. En el
art´ıculo 8 de la lista realizamos un examen similar del caso multivariable pero esta vez en el toro multidi-
mensional.
En el escrito nu´mero 4 estudiamos las transformaciones matriciales de tipo Christoffel, es decir, par-
tiendo de una medida matricial multiplicamos esta, bien por su derecha o bien por su izquierda, por un
polinomio matricial de grado arbitrario y nos preocupamos por obtener una expresio´n que nos permita dar
los polinomios asociados a la medida transformada en te´rminos de aquellos asociados a la original. Este
resultado que busca´bamos lo conseguimos dar en te´rminos de cuasidetermintantes en caso de que el polino-
mio perturbador tenga, por coeficiente director, una matriz no singular (u´nicamente en tal caso tenemos a
nuestra disposicio´n la informacio´n completa dada por las herramientas de la teor´ıa espectral de los polino-
mios matriciales). Tambie´n consideramos, desde otra perspectiva, algunos casos (relevantes en la literatura)
con coeficiente director singular. Puesto que no imponemos ninguna restriccio´n sobre el grado del polinomio
perturbador, conseguimos extender resultados existentes (en los que so´lo se ten´ıan en cuenta iteraciones de
perturbaciones de grado uno) en cuanto a la conexio´n con las ecuaciones propias de la jerarqu´ıa no abeliana
de Toda bidimensional. Un art´ıculo que complementa a la vez que extiende este u´ltimo es el nu´mero 9 de la
lista, en el que se considera la teor´ıa de la transformacio´n de las formas sesquilineales matriciales con total
generalidad.
2Del ingle´s poised.
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Finalmente, en el art´ıculo nu´mero 5 se puede encontrar un estudio de la biortogonalidad de tipo Sobolev
realizada, como el resto de nuestras publicaciones, desde el prisma de la factorizacio´n LU. Con tal propo´sito
se introduce un nuevo objeto matema´tico que llamamos matriz de medidas con el que construir una forma
bilineal de Sobolev bastante general que incluye el caso diagonal habitualmente estudiado. Interesados por
las deformaciones de esta matriz (y por supuesto, por las secuencias biortogonales asociadas) comenzamos
considerando sus perturbaciones aditivas. La te´cnica desarrollada nos permite no solo recuperar el fruct´ıfero
concepto de los pares coherentes de medidas sino incluso generalizarlos de un modo que resulta natural desde
la perspectiva propuesta. En segundo lugar, poniendo de manifiesto la libertad que da la integracio´n por
partes, introducimos la idea de considerar dentro de ciertas clases de equivalencia a las matrices de medidas.
Esta idea es particularmente u´til cuando las matrices de medidas esta´n formadas a base de medidas cla´sicas,
puesto que en tal caso, dentro de la clase de equivalencia de dicha matriz de medidas asociada a una forma
bilineal de tipo Sobolev, uno puede encontrar, bajo ciertas condiciones, otra matriz de medidas cuya forma
bilineal asociada no sea de tipo Sobolev, lo que permite una conexio´n directa entre secuencias ortogonales
de tipo Sobolev y de tipo esta´ndar. Posteriormente obtenemos la generalizacio´n de las transformaciones
espectrales lineales en este contexto (concordando con los resultados generales que desde otra perspectiva
obtuvimos en el art´ıculo nu´mero 4), es ma´s, introducimos un tipo nuevo de transformacio´n involucrando ya
no solo polinomios, sino tambie´n operadores diferenciales. Bien es cierto que u´nicamente son los casos mas
sencillos de estas transformaciones los que estudiamos, dejando el caso general (que involucrar´ıa ecuaciones
diferenciales para distribuciones) como tarea pendiente. Por u´ltimo se presenta una breve conexio´n con los
sistemas integrables.
Estructura y organizacio´n de la tesis
Esta tesis comienza con dos partes bien diferenciadas: la primera dedicada a la biortogonalidad ligada
a la recta real y la segunda al mismo concepto pero en el contexto de la circunferencia unidad. Ambas
partes tienen una estructura semejante que se divide en dos cap´ıtulos. En el primero contienen una parte
introductoria que trata de motivar, a base de recuperar resultados cla´sicos de la teor´ıa de los polinomios
ortogonales, el uso las te´cnicas que hemos perfeccionado y de las que se nutren los resultados principales
que componen la tesis. En el segundo incluyen una serie de pequen˜os resu´menes en cuanto a posibles
generalizaciones de los resultados cla´sicos mencionados y en los que las te´cnicas anteriormente motivadas
siguen siendo aplicables. Dichos resu´menes pretenden por un lado ser nexo de unio´n entre las dos partes
introductorias y los art´ıculos que se incluyen en la tercera y u´ltima parte de la tesis y por otro, animar a la
lectura de aquellos art´ıculos que au´n no han sido publicados y no han sido aqu´ı incluidos.
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1
Polinomios ortogonales en
recta real
Como dijo Nicola´s Cope´rnico: “Las matema´ticas esta´n escritas para matema´ticos” [43], aun as´ı entiendo
que una exposicio´n de notaciones y metodolog´ıa claras en un caso sencillo o conocido debiera ser bien
acogida por un lector dispuesto a considerar los casos ma´s elaborados que se pretenden exponer como
resultados de esta tesis. Por este motivo, en lugar de introducir la notacio´n y herramientas principales en
los casos que hemos estudiado, incluyo el presente cap´ıtulo introducctorio en el que se repasan resultados
bien conocidos ([119] [63], [40], [104], [66], [82], [28]) pero siempre desde el enfoque de la factorizacio´n LU.
Comenzare´ por explicar el caso ma´s sencillo que se da al trabajar con los polinomios R[x] y suponer la
reduccio´n al caso univariado del funcional. Concretamente nos interesaremos por el caso de funcionales
lineales definidos positivos 〈p(x1), q(x2)〉u = Lu [p(x)q(x)]. El teorema de la representacio´n de Riesz nos
permite hablar indistintamente, en este caso, de medidas definidas positivas con soporte contenido en la
recta real. Me dispongo, por tanto, a dar los cinco pasos enumerados en el apartado Metodolog´ıa del resumen
introductorio de esta tesis. Definida la forma sesquilineal (en este caso funcional lineal) construire´ la
matriz de Gram (en este caso matriz de momentos) asociada; su factorizacio´n LU (en este caso Cholesky)
me permitira´ obtener la secuencia de polinomios biortogonales (en este caso ortogonales); las simetr´ıas de
G dara´n pie a formular propiedades generales de los OPRL (por ejemplo: la recurrencia a tres te´rminos).
Puesto que con estos ejemplos pretendo conseguir que el lector se sienta co´modo con nuestra notacio´n, me
detendre´ para considerar muy brevemente las tan conocidas e indudablemente importantes medidas cla´sicas.
En quinto lugar nos preguntaremos acerca de las posibles deformaciones de G que nos pudieran relacionar
nuevas secuencias de polinomios asociadas al caso deformado con las secuencias originales. El primer caso
que nos ocupara´ consiste en perturbar el funcional lineal mediante una funcio´n racional. El segundo tipo de
deformaciones vendra´ dado por un conjunto infinito de para´metros, que podemos considerar como tiempos,
respecto de los cuales dependera´ la matriz de momentos deformada. Consideraremos esta dependencia de los
para´metros como una evolucio´n temporal de G con condicio´n inicial dada por el caso no deformado. Sera´n
este tipo de deformaciones las responsables de la conexio´n entre los OPRL y las ecuaciones de tipo Toda
mediante un par de Lax.
1.1 Funcional definido positivo, matriz de momentos y factorizacio´n LU
Como adelantaba anteriormente, se puede introducir la estructura matema´tica sobre la que se sostendra´
nuestro estudio bien mediante una medida de Borel definida positiva dµ(x) con soporte x ∈ Ω ⊆ R o
equivalentemente mediante un funcional lineal continuo definido positivo Lµ : V → R sobre un espacio de
funciones V . La equivalencia de estos dos enfoques se sigue del teorema de representacio´n de Riesz–Markov–
Kakutani, [107],[98],[87] que asegura la existencia de una representacio´n integral involucrando una medida
de Borel para cualquier funcional lineal continuo, es decir: Lµ[f ] =
∫
Ω f(x)dµ(x). La idea es construir el
espacio de funciones V como aquel formado por las funciones1 reales de norma finita.
1Para ser precisos clases de equivalencia de funciones: [f ] = {fi con ||fi|| = ||f ||}.
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Definicio´n 4. La norma de una funcio´n se define como sigue,
||f ||2 := Lµ[f2] =
∫
Ω
f2(x)dµ(x) <∞.
No´tese co´mo el cara´cter definido positivo del funcional lineal Lµ[f
2] > 0 es imprescindible para que ||f ||
sea verdaderamente una norma. Dicha norma hace de V un espacio de Banach L2[Ω]. Como es habitual, la
norma en L2[Ω], induce un producto interno que nos permite calificar a nuestro espacio vectorial de espacio
de Hilbert.
Definicio´n 5. El producto interno entre dos funciones f, g ∈ L2[Ω] se escribe como sigue,
〈f, g〉µ := Lµ[fg] =
∫
Ω
f(x)g(x)dµ(x).
La desigualdad de Cauchy-Schwarz |〈f, g〉µ| 6 ||f ||||g|| asegura que este producto interno es siempre
finito.
Previo a la construcio´n de la matriz de momentos es imprescindible la siguiente definicio´n:
Definicio´n 6. Sean el vector de monomios χ(x) y el vector auxiliar χ∗(x) los siguientes vectores semi
infinitos:
χ(x) :=(1, x, x2, x3, . . .)>, χ∗(x) :=
1
x
χ
(
1
x
)
.
Existe un resultado interesante cuando se multiplican ambos:
χ(y)>χ∗(x) = χ∗(x)χ(y) =
1
x− y , ∀ |y| < |x|.
Una vez hechas estas presentaciones se define por fin el objeto central de nuestro estudio, la matriz de
Gram, que en este caso no es sino una matriz de momentos.
Definicio´n 7. La matriz de momentos es la matriz que resulta de la organizacio´n Hankel de los momentos
del funcional lineal,
G := Lµ[χχ
>] = 〈χ, χ>〉µ =
∫
Ω
χ(x)dµχ(x)>, Gi,j := Lµ[xi+j ] = 〈xi, xj〉µ =
∫
Ω
xi+jdµ.
Un problema cla´sico relacionado con esta u´ltima definicio´n se encarga de la situacio´n inversa, esto es,
dada una secuencia infinita de nu´meros {mk}∞k=0, determinar en que´ casos estos pueden considerarse como
los momentos asociados a una medida definida positiva. No es mi intencio´n detenerme en este tema, me
conformare´ con mencionar que dicho problema recibe diferentes nombres en funcio´n del soporte del funcional
involucrado; el problema de momentos de Stieltjes, considerado inicialmente por este mismo en el marco
de las funciones continuas [116] y tambie´n por Chebyshev [39], estudia el caso con soporte en la semirecta
positiva. Por otro lado, si es la recta real completa la que hace de soporte, el problema se asocia al nombre
de Hamburger [76]. Por u´ltimo, el caso soportado sobre un intervalo cerrado de la recta real se denota por
problema de momentos de Hausdorff [79].
En tanto que cualquier polinomio f(x) = f0 + f1x+ f2x
2 + f3x
3 + . . . puede expresarse como sigue:
f(x) = f>χ(x) o bien f(x) = χ(x)>f , donde f = (f0, f1, f2, . . . )>,
y empleando la siguiente notacio´n para denotar las matrices truncadas al taman˜o l:
A =
(
A[l] A[l,≥l]
A[≥l,l] A[≥l]
)
, A[l] :=

A0,0 A0,1 . . . A0,l−1
A1,0 A1,1 . . . A1,l−1
...
. . .
Al−1,0 Al−1,0 . . . Al−1,l−1
 ,
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es posible, dados dos polinomios f(x), h(x) siendo k el grado ma´s alto de los dos, expresar matricialmente
su producto interno as´ı como sus normas como sigue:
〈f, h〉µ = f>G[k]h, ||f ||2 = f>G[k]f , ||g||2 = g>G[k]g.
Es importante destacar que el cara´cter definido positivo del funcional lineal Lµ hace de 〈f, f〉µ una forma
cuadra´tica definida positiva, lo que asegura que todos y cada uno de los autovalores de G[k] sera´n positivos.
Puesto que esta afirmacio´n ha de ser cierta sea cual fuere el valor de k, ha de cumplirse que det
(
G[k]
)
> 0 ∀k.
Esta es condicio´n suficiente para que exista una u´nica factorizacio´n LU de G. En cuanto a la correspondiente
condicio´n necesaria y suficiente, bastar´ıa con pedir que el funcional tuviera una matriz de momentos satisfa-
ciendo que det
(
G[k]
) 6= 0. Este sera´ el tipo de funcionales por los que nos interesaremos en las publicaciones
incluidas, pero en estas l´ıneas introductorias seguiremos trabajando con los funcionales definidos positivos.
En el caso que nos ocupa, la factorizacio´n es de tipo Cholesky.
Definicio´n 8. La factorizacio´n de Cholesky de la matriz de momentos es:
G = S−1HS−>, H :=

h0 0 0 . . .
0 h1 0 . . .
0 0 h2 . . .
...
...
...
. . .
 , S :=

1 0 0 . . .
S1,0 1 0 . . .
S2,0 S2,1 1 . . .
...
...
...
. . .
 .
La razo´n de considerar esta factorizacio´n no es otra que la de construir mediante las matrices involucradas,
la secuencia de polinomios mo´nicos ortogonales.
Definicio´n 9. La secuencia mo´nica de polinomios ortogonales y sus normas se definen del siguiente modo:
P (x) := Sχ(x) =

P0(x)
P1(x)
...
Pk(x)
...
 , hk := ||Pk(x)||
2.
Proposicio´n 1. Dichos polinomios satisfacen las siguientes condiciones de ortogonalidad:
〈Pk, xj〉µ = hkδk,j , ∀j ≤ k.
Demostracio´n. Reescribiendo la factorizacio´n LU del siguiente modo, SG = HS−> y usando la definicio´n
G = 〈χ, χ>〉µ se tiene:
SG = S〈χ, χ>〉µ = 〈Sχ, χ>〉µ = 〈P, χ>〉µ = HS−>.
Tomando de la u´ltima igualdad las primeras k + 1 componentes de la fila k + 1-e´sima se puede ver que:
〈Pk,
(
1, x, x2, . . . , xk−1, xk
)〉µ = hk(0, 0, . . . , 0, 1).
No´tese co´mo las condiciones de ortogonalidad que satisfacen los polinomios mo´nicos suponen un sistema
lineal de ecuaciones para sus coeficientes que hace de ellos la u´nica solucio´n posible al mismo. Esta observacio´n
es equivalente a la unicidad de la factorizacio´n LU de G. Es ma´s, este me´todo de expresar los polinomios
ortogonales en te´rminos de las matrices de la factorizacio´n no es otro que el proceso de ortogonalizacio´n de
Gram–Schmidt codificado.
Existen diferentes representaciones para los polinomios ortogonales. Un primer ejemplo (que se deducira´
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pro´ximamente) consiste en darlos en funcio´n de un cociente de determinantes de la matriz de momentos
truncada:
Pk(x) =
1
det
[
G[k]
] · det

G[k]
1
x
...
xk−1
Gk,0 Gk,1 . . . Gk,k−1 xk
 .
Desde este resultado se puede deducir, sin demasiada complicacio´n, un segundo ejemplo conocido como la
representacio´n integral de Heine:
Pk(x) =
1
k! det
[
G[k]
] ∫ k∏
j=1
(x− xj)
∏
1≤j<n≤k
(xn − xj)2dµ(x1)dµ(x2) . . . dµ(xk).
A pesar de todo esto, en lugar de determinantes propondre´ aqu´ı una expresio´n empleando cuasideterminan-
tes2. Como vamos a comprobar, en este caso particular escalar y univariado, las expresiones que involucran
determinantes y las correspondientes en te´rminos de cuasideterminantes son equivalentes. La razo´n que jus-
tifica optar por los cuasideterminantes reside en que a la hora de generalizar a otros tipos de ortogonalidad,
estas seguira´n siendo va´lidas all´ı donde sus homo´logas determinantales carecer´ıan de sentido. Dada la cons-
tante aparicio´n de dicha operacio´n matema´tica a lo largo de esta tesis, merece la pena detenerse un instante
para introducirlos al menos desde su conexio´n con el problema de la factorizacio´n LU de una matriz dada.
Para una exposicio´n ma´s completa del tema recomiendo la lectura de [68] y de [106]. Comencemos con una
matriz M =
(
A B
C D
)
∈ M(n+m) con A ∈ Mn, det (A) 6= 0 y D ∈ Mm. En tal caso, el cuasideterminante
respecto del u´ltimo bloque se define en te´rminos del resto de bloques como sigue:
Θ∗[M ] = Θ∗
[
A B
C D
]
:= D − CA−1B.
De entre todos los cuasideterminantes de una matriz, este es el ma´s simple, que adema´s coincide con el
complemento de Schur respecto del bloque A y que se suele denotar por SC(M) = M/A := Θ∗[M ]. Como
dec´ıamos, es interesante conectar esta operacio´n con la factorizacio´n LU por bloques de la matriz M :
M =
(
In 0
CA−1 Im
)(
A 0
0 Θ∗[M ]
)(
In AB−1
0 Im
)
.
Tomando determinantes a ambos lados de la igualdad uno se encuentra con lo siguiente;
det (M) = det (A) det (Θ∗[M ]) .
De modo que en caso de que m = 1, tendremos que D no es sino un escalar d e igualmente, un escalar sera´
el cuasideterminante Θ∗[M ]. Por lo que det (Θ∗[M ]) = Θ∗[M ], y en este caso, el cuasideterminante podra´
expresarse, como anticipa´bamos, cual cociente de determinantes:
Θ∗
[
A B
C d
]
=
det (M)
det (A)
.
Dicho todo esto nos encontramos en posicio´n de dar las ya tan anunciadas expresiones para los polinomios
ortogonales en te´rminos de cuasideterminantes en la siguiente proposicio´n.
2Los complementos de Schur (SC), introducidos en [78] y revisados en [130] pueden considerarse como predecesores a la vez
que casos particulares de los cuasideterminantes; tema especialemente influenciado por los trabajos de Gel’fand [67] [68].
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Proposicio´n 2. La secuencia de polinomios ortogonales mo´nicos y el cuadrado de sus normas se escriben
como cuasideterminantes:
Pk(x) = Θ∗

G[k]
1
x
...
xk−1
Gk,0 Gk,1 . . . Gk,k−1 xk
 , hk = Θ∗

G[k]
G0,k
G1,k
...
Gk−1,k
Gk,0 Gk,1 . . . Gk,k−1 Gk,k
 .
Demostracio´n. Desde la factorizacio´n LU no es complicado observar que,
(
Sk,0 Sk,1 . . . Sk,k−1 Sk,k
)
G0,0 G0,1 . . . G0,k−1
G1,0 G1,1 . . . G1,k−1
Gk,0 Gk,1 . . . Gk,k−1
 = (0 0 . . . 0 0) .
Por lo tanto, puesto que Sk,k = 1,(
Sk,0 Sk,1 . . . Sk,k−1
)
G[k] = − (Gk,0 Gk,1 . . . Gk,k−1) .
De modo que siempre que G[k] sea invertible (recordemos que esta era la condicio´n impuesta sobre los
menores de G) tendremos,
(
Sk,0 Sk,1 . . . Sk,k−1
)
= − (Gk,0 Gk,1 . . . Gk,k−1) (G[k])−1 .
Desde donde se deduce la expresio´n para los polinomios. Para las normas, volvamos una vez ma´s a la
factorizacio´n LU:
hk =
(
Sk,0 Sk,1 . . . Sk,k−1 Sk,k
)

G0,k
G1,k
...
Gk−1,k
Gk,k
 =
(
Sk,0 Sk,1 . . . Sk,k−1
)

G0,k
G1,k
...
Gk−1,k
+Gk,k.
Y usando la expresio´n previa para las filas de S en funcio´n de G la proposicio´n queda probada.
La decisio´n arbitraria de tomar la versio´n mo´nica de los polinomios no es necesariamente la ma´s comu´n
que uno puede encontrar en la literatura, dado que en ciertos contextos puede resultar ma´s ventajoso
elegirlos ortonormales o incluso fijar su valor en cierto punto concreto. Otro ingrediente de gran utilidad en
las discusiones que siguen son lo que llamare´ funciones de segunda especie y que defino a continuacio´n:
Definicio´n 10. Llamaremos funciones de segunda especie a las siguientes transformadas de Cauchy de los
polinomios ortogonales
Cl(x) :=
∫
Ω
Pl(y)
x− ydµ(y), ∀x /∈ Ω.
Estas funciones admiten la siguiente representacio´n alternativa:
Proposicio´n 3. Las funciones de segunda especie, en la regio´n adecuada, pueden darse en te´rminos de las
matrices de la factorizacio´n,
C(x) = H(S−1)>χ(x)∗, |y| < |x|, y ∈ Ω.
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Demostracio´n. En el intervalo de convergencia mencionado, se verifica la siguiente cadena de igualdades:
H(S−1)>χ∗(x) = Sgχ∗(x) =
∫
Ω
[Sχ(y)] dµ(y) (χ(y))> χ∗(x)
=
∫
Ω
[Sχ(y)] dµ(y)
1
x
∞∑
n=0
(y
x
)n
=
∫
Ω
P (y)
x− ydµ(y).
Como se puede observar directamente desde la proposicio´n anterior, las funciones de segunda especie
Cl(x) = hl
∑∞
j=l(S
−>)l,jx−(j+1) no son polinomios. En lugar de estas funciones, la literatura emplea un
elemento muy relacionado con el que aqu´ı se presenta, y que si que es un polinomio de grado (l − 1):
Ql(x) :=
1
h0
∫
Ω
Pl(x)− Pl(y)
x− y dµ(y) =
Pl(x)
h0
∫
Ω
1
x− ydµ(y)−
1
h0
∫
Ω
Pl(y)
x− ydµ(y) =
Pl(x)C0(x)− Cl(x)
h0
,
Estos polinomios Ql(x) reciben el nombre de polinomios de segunda especie, numeradores mo´nicos (por una
razo´n que ahora comprenderemos) o bien polinomios asociados.
Corolario 1. Desde la proposicio´n 3 es sencillo comprobar que:
C0(x) =
∫
Ω
1
(x− y)dµ(y) =
G0,0
x
+
G0,1
x2
+ · · ·+ G0,k
xk+1
+ · · · =
∞∑
j=0
G0,k
xk+1
.
Siendo por lo tanto C0 la transformada de Stieltjes de la medida.
Resulta apropiado desde este corolario, rendir, aunque sea breve, un merecido homenaje a uno de los
temas indisociable de los or´ıgenes de los polinomios ortogonales: las fracciones continuas.
B1
A1 +
B2
A2+
B3
A3+
B4
...
.
Aproximaciones de las mismas vienen dadas por sus n-e´simos convergentes,
Sn
Rn
:=
B1
A1 +
B2
A2+
B3
...+Bn
An
,
y cuyos numeradores y denominadores satisfacen las fo´rmulas de Wallis (para las que se definen R0 = 1,
R−1 = 0 y S0 = 0, S−1 = 1),
Rn = AnRn−1 +BnRn−2, Sn = AnSn−1 +BnSn−2, ∀n ≥ 1.
Las fraciones continuas son especialmente u´tiles a la hora de aproximar algunas funciones. Este es el caso
de la transformada de Stieltjes de la medida que se hab´ıa denotado por C0 y que admite la siguiente
aproximacio´n (teorema de Markov):
C0(x) =
∫
Ω
1
(x− y)dµ(y) =
∞∑
j=0
G0,k
xk+1
=
B1
(x−A1) + B2
(x−A2)+ B3(x−A3)+...
.
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Sorprendentemente el numerador y denominador que aparecen en los convergentes de esta fraccio´n continua
no son otros que, ¡los numeradores mo´nicos (de aqu´ı su nombre) y los polinomios ortogonales!
Sn(x)
Rn(x)
=
B1
(x−A1) + B2(x−A2)+... Bn(x−An)
= h0
Qn(x)
Pn(x)
.
Es ma´s, recuperando las fo´rmulas de Wallis en este caso particular se obtiene la afamada relacio´n de recu-
rrencia a tres te´rminos para los polinomios ortogonales y los numeradores mo´nicos.
Qn = (x−An)Qn−1 +BnQn−2, Pn = (x−An)Pn−1 +BnPn−2, ∀n ≥ 1.
Lo cual hace de perfecto final para esta seccio´n e introduccio´n de la que sigue.
1.2 Simetr´ıas de la matriz de momentos: la ley de recurrencia
A continuacio´n introducire´ una herramienta en forma de matriz semi infinita que llamare´ matriz de
translacio´n y que nos sera´ de gran utilidad en consideraciones subsiguientes. En el caso que nos ocupa,
esta matriz tiene todas sus entradas nulas salvo aquellas situadas en la primera super diagonal en la que
encontramos la unidad:
Definicio´n 11. La expresio´n de la matriz de translacio´n es la siguiente:
Λ :=

0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...
...
...
. . .
 ,
la cual satisface las siguientes propiedades:
Λχ(x) = xχ(x), Λχ∗(x) =
1
x
χ∗(x).
Denotando por (Ei,j)s,t := δs,iδt,j a la base cano´nica matricial, es sencillo comprobar que:
Por un lado ΛΛ> = I; mientras que por el otro, Λ>Λ = I− E0,0.
Λ>χ(x) = 1x(I− E0,0)χ(x).
Proposicio´n 4. El cara´cter autoadjunto del operador multiplicacio´n por x en las entradas del producto
interno se traduce en la estructura tipo Hankel de la matriz de momentos.
〈xf, h〉µ = 〈f, xh〉µ ⇒ ΛG = GΛ> ⇒ Gi,j = Gi+j .
Empleando la factorizacio´n LU en la simetr´ıa anterior y reorganizando te´rminos se observa lo siguiente:
SΛS−1 = H(SΛS−1)>H−1.
La matriz u operador resultante (la matriz translacio´n revestida por las matrices de la factorizacio´n) tiene
especial relevancia y merece un nombre propio:
Definicio´n 12. Se define la matriz de Jacobi J mediante la expresio´n:
J := SΛS−1 = H(SΛS−1)>H−1. (1.1)
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Desde su definicio´n como la matriz de translacio´n revestida por las matrices de la factorizacio´n, las
entradas de la misma pueden escribirse como sigue:
J :=

−S10 1 0 0 0 0 . . .
h1h
−1
0 S10 − S21 1 0 0 0 . . .
0 h2h
−1
1 S21 − S32 1 0 0 . . .
0 0 h3h
−1
2 S32 − S43 1 0 . . .
0 0 0 h4h
−1
3 S43 − S54 1 . . .
0 0 0 0
. . .
. . .
. . .
...
...
...
...

.
Proposicio´n 5. Las entradas de la matriz de Jacobi dan los coeficientes de la recurrencia de los polinomios
ortogonales y de las funciones de segunda especie:
JP (x) = xP (x) =⇒ ∀k > 0, hk
hk−1
Pk−1 + (Sk,k−1 − Sk+1,k)Pk + Pk+1 = xPk, (1.2)
JC(x) = xC(x)− h0e0 =⇒ ∀k > 0, hk
hk−1
Ck−1 + (Sk,k−1 − Sk+1,k)Ck + Ck+1 = xCk, (1.3)
donde e0 := (1, 0, 0, . . . , 0, . . . )
>.
Demostracio´n. Se sigue directamente desde las definiciones de los elementos involucrados.
No´tese co´mo la condicio´n impuesta sobre los menores de la matriz de momentos hace que el coeficiente
que acompan˜a a Pk−1, Ck−1 en la ley de recurrencia no pueda ser cero; es ma´s, en el caso definido positivo
que estamos considerando, ha de ser un te´rmino positivo. Es preciso mencionar que muchas de las discusiones
sobre polinomios ortogonales parten desde la ley de recurrencia. Este enfoque siempre va ligado al nombre
de Favard (se puede consultar [60] para justificar tal mencio´n, as´ı como [95] donde se repasa algo de historia
y sus generalizaciones).
Aun no siendo un tema del que me vaya a ocupar en esta tesis, por la simplicidad que supone incluir algu´n
comentario al respecto en este preciso momento, me permito enunciar la siguiente proposicio´n en la que se
ligan los ceros de los polinomios ortogonales con la recientemente introducida matriz de Jacobi.
Proposicio´n 6. Los ceros de Pk son reales, simples (multiplicidad 1) y coinciden con los autovalores de
J [k].
Demostracio´n. Se tiene que,
(
J [k]
)
P0(x)
P1(x)
...
Pk−1(x)
 = x

P0(x)
P1(x)
...
Pk−1(x)
−

0
0
...
Pk(x)
 .
De modo que si α es un cero de Pk(α) = 0 la ecuacio´n anterior queda,
(
J [k]
)
P0(α)
P1(α)
...
Pk−1(α)
 = α

P0(α)
P1(α)
...
Pk−1(α)
 .
Por lo tanto, los autovalores de J [k] coinciden con los ceros de Pk. Si en lugar de considerar la matriz
J [k] se toma la matriz semejante L :=
√
H [k]J [k]
(√
H [k]
)−1
= L> donde se ha denotado por
√
H [k] :=
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diag{√h0,
√
h1, . . . } se puede emplear el resultado que asegura que una matriz, con entradas reales, sime´tri-
ca y tridiagonal tiene todos sus autovalores reales; si adicionalmente, todas las entradas en la super y
subdiagonal son no nulas (este es nuestro caso pues a lo largo de las mismas se encuentran las
√
hj) se
puede afirmar que todos los autovalores sera´n diferentes.
Nos encontramos en este punto en una situacio´n semejante a la de la seccio´n anterior cuando se mencio-
naron las fracciones continuas. No ser´ıa justo avanzar sin dedicarle unas breves l´ıneas a otro de los temas
bajo el que subyacen los or´ıgenes de los polinomios ortogonales: la cuadratura de Gauss. La primera ob-
servacio´n reside en que siendo {αk,j}kj=1 los ceros de Pk(x), la proposicio´n anterior puede reescribirse como
sigue:
(
J [k]
)j
= P

αjk,1
αjk,2
. . .
αjk,k
P−1, P :=

1 1 . . . 1
P1(αk,1) P1(αk,2) . . . P1(αk,k)
...
Pk−1(αk,1) Pk−1(αk,2) . . . Pk−1(αk,k)
 .
Como segunda observacio´n, esta vez desde la ley de recurrencia, se tiene que:
xjP (x) = J jP (x) =⇒ xj = (J j)0,0 + (J j)0,1P1(x) + · · ·+ (J j)0,jPj(x).
Por lo tanto,
〈xj , 1〉µ =
∫
Ω
xjdµ(x) = (J j)0,0〈1, 1〉+ (J j)0,1〈P1, 1〉+ · · ·+ (J j)0,j〈Pj , 1〉 = (J j)0,0h0.
En tercer lugar, la estructura (2 + 1)-diagonal que presenta J garantiza la igualdad
(
J j
)
0,0
=
([
J [k]
]j)
0,0
siempre y cuando 0 ≤ j ≤ 2k − 1. De este modo, usando la diagonalizacio´n de J j y denotando por P−1c1 a
la primera columna de la matriz P−1, se obtiene lo siguiente:∫
Ω
xjdµ(x) =
([
J [k]
]j)
0,0
h0 = h0
(
αjk,1 α
j
k,2 . . . α
j
k,k
)
P−1c1 =
k∑
l=1
λj,lα
j
k,l, 0 ≤ j ≤ 2k − 1.
Lo que implica que los ceros de Pk son los k puntos para la cuadratura de µ con exactitud
3 (2k − 1).
1.3 El nu´cleo de Christoffel–Darboux
De acuerdo al teorema de aproximacio´n de Weierstrass, los polinomios ortogonales en un intervalo finito
de la recta real Ω son un sistema denso en el espacio de funciones continuas en dicho intervalo en la norma
||f ||∞ = supx∈Ω|f(x)|, es decir, si f(x) es una funcio´n continua en Ω, existe un polinomio p(x) tal que
||f(x)−p(x)||∞ < ε; lo cual implica que tambie´n lo son en la norma L2[Ω]. El espacio de funciones continuas
es denso a su vez en L2[Ω], por lo tanto la familia de polinomios ortogonales va a ser un sistema ortogonal
completo en L2[Ω]. Esto significa que los polinomios ortogonales permitira´n aproximar los elementos de L2[Ω]
con una precisio´n prefijada por el nu´mero de polinomios involucrados en la aproximacio´n. La herramienta
encargada de dar cuenta de esta propiedad es el nu´cleo de Christoffel–Darboux, que como estamos a punto
de ver, puede interpretarse como la representacio´n integral de la proyeccio´n sobre el espacio lineal generado
por la secuencia de polinomios ortogonales.
3Fijado el nu´mero de puntos, la exactitud m de la cuadratura mide la precisio´n de la misma y se define como el grado ma´s
alto de todos los polinomios cuya cuadratura es una igualdad. Cuando µ tiene soporte sobre la recta real el valor ma´s alto que
puede tomar m es 2n−1 y dicha cota superior se obtiene precisamente cuando los puntos coinciden con los ceros de la secuencia
ortogonal asociada a µ.
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Definicio´n 13. Se define el nu´cleo de Christoffel–Darboux del siguiente modo:
K [l](x, y) :=
l−1∑
k=0
Pk(x)h
−1
k Pk(y) = [P (x)
>][l]
(
H−1
)[l]
[P (y)][l] =
(
χ(x)[l]
)> (
G[l]
)−1
χ(y)[l]. (1.4)
La u´ltima de las igualdades, que puede deducirse sin ma´s que reescribiendo los polinomios ortogonales
en funcio´n de las matrices de la factorizacio´n, se conoce en la literatura como teorema ABC (Aitken, Berg,
Collar, [42], [30]). Como observacio´n cabe destacar que el super ı´ndice [l] hace referencia al nu´mero de
te´rminos presentes en la suma, no as´ı al grado ma´s alto de los polinomios involucrados en la misma.
Puesto que K [l](x, y) se trata de un proyector, no debiera sorprender la siguiente igualdad:
〈K [l](x, z),K [l](z, y)〉µ = K [l](x, y),
tampoco sorprende que este de´ la mejor de las posibles aproximaciones (minimizando la norma ||f−Π[l][f ]||)
de una funcio´n f dada sobre el espacio lineal generado por la secuencia de polinomios ortogonales hasta el
grado (l − 1),
Π[l][f ](y) := 〈f(x),K [l](x, y)〉µ =
l−1∑
j=0
βjPj(y), βj =
〈f, Pj〉µ
hj
.
En caso de que f fuera un polinomio, la proyeccio´n (al orden apropiado) sera´ una mera igualdad que descubre
otra de las propiedades inherentes a nuestra secuencia de polinomios: los polinomios mo´nicos ortogonales
minimizan, de entre todos los polinomios mo´nicos, la norma L2[Ω].
Una caracter´ıstica notoria de la que goza K [l] es que, mientras los Pl(x) satisfagan una ley de recurrencia cuyo
nu´mero de te´rminos no crezca con l, admitira´ una expresio´n alternativa en la que en lugar de estar presentes
los primeros l polinomios, solo sera´n precisos un nu´mero menor de estos. Este es el caso que tenemos entre
manos (ley de recurrencia a tres te´rminos) lo que me permite enunciar la siguiente proposicio´n.
Proposicio´n 7. El nu´cleo K [l](x, y) puede reescribirse en te´rminos de dos polinomios consecutivos u´nica-
mente:
K [l](x, y) =
1
hl−1
Pl(x)Pl−1(y)− Pl−1(x)Pl(y)
x− y , (1.5)
Su expresio´n confluente es:
l−1∑
k=0
P 2k (x)
hk
=
1
hl−1
(
P ′l (x)Pl−1(x)− P ′l−1(x)Pl(x)
)
.
Demostracio´n. Para la expresio´n principal, desde (1.2) y (1.1) escribimos,
H−1JP (y) = yH−1P (y) =⇒ (H−1J)[l] P (y)[l] + (H−1J)[l,≥l] P (y)[≥l] = y (H−1)[l] P (y)[l],
P (x)>H−1J = xP (x)>H−1 =⇒ [P (x)>][l] (H−1J)[l] + [P (x)>][≥l] (H−1J)[≥l,l] = x[P (x)>][l] (H−1)[l] .
Multipl´ıquese la primera ecuacio´n desde la izquierda por [P (x)>][l] y la segunda desde la derecha por P (y)[l].
Restando ambas se obtiene,
[P (x)>][l]
(
H−1J
)[l,≥l]
P (y)[≥l] − [P (x)>][≥l] (H−1J)[≥l,l] P (y)[l] = (y − x)[P (x)>][l] · (H−1)[l] P (y)[l].
Operando en la parte izquierda de la igualdad e identificando en la parte derecha el nu´cleo de Chrisfoffel–
Darboux, probamos la expresio´n. Para probar la confluente basta con tomar en la anterior el l´ımite y → x
al que basta con an˜adir y sustraer una cantidad apropiada.
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Definicio´n 14. Definimos el nu´cleo mixto de Christoffel–Darboux como sigue:
K[l](x, y) :=
l−1∑
k=0
Pk(x)h
−1
k Ck(y) = [P (x)
>][l]
(
H−1
)[l]
[C(y)][l] =
(
χ(x)[l]
)> (
Il×l (S>)[l]([S>]−1)[j,≥l]
)
χ∗(y).
Proposicio´n 8. Se cumple el siguiente resultado:
K[l](x, y) + 1
x− y =
1
hl−1
Pl(x)Cl−1(y)− Pl−1(x)Cl(y)
x− y .
Como corolario de este resultado se cumple que:
hl = Pl+1(x)Cl(x)− Pl(x)Cl+1(x).
Demostracio´n. Para probar el primer resultado basta con recordar la prueba empleada en el caso del nu´cleo
no mixto, esto es, considerar las dos maneras posibles para calcular
P (x)>
[
H−1JC(y)
]
,
[
P (x)>H−1J
]
C(y).
El corolario se consigue al tomar el l´ımite x = y.
La suma en l del resultado de la proposicio´n permite dar la siguiente expresio´n:
Proposicio´n 9. La suma de las normas de los polinomios ortogonales satisface lo siguiente,
l∑
j=0
hl = P
>(x)
[(
Λ> − Λ
)[l+2]]
C(x).
Definicio´n 15. El nu´cleo de Christoffel-Darboux de las funciones de segunda especie se define del siguiente
modo:
Q[l](x, y) :=
l−1∑
k=0
Ck(x)h
−1
k Ck(y) = [C(x)
>][l]
(
H−1
)[l]
[C(y)][l] =
(
χ∗(x)[l]
)> (
G[l]
)
χ∗(y).
Y satisface la siguiente relacio´n,
Q[l](x, y)−
[
C0(x)− C0(y)
(x− y)
]
=
1
hl−1
Cl(x)Cl−1(y)− Cl−1(x)Cl(y)
(x− y) . (1.6)
La primera expresio´n alternativa para escribir Q[l](x, y) se sigue de la propia definicio´n de las funciones
de segunda especie, mientras que la relacio´n que esta satisface es casi razonable teniendo en cuenta que las
Cl tienen “pra´cticamente” ide´ntica relacio´n de recurrencia a la de Pl. El hecho de que sean “pra´cticamente”
ide´nticas, se traduce en el te´rmino adicional que aparece entre pare´ntesis acompan˜ando a Q[l](x, y).
1.4 Polinomios ortogonales cla´sicos y simetr´ıas adicionales
En la seccio´n que comienza escogeremos, de entre todas las posibles medidas definidas positivas con
soporte contenido en la recta real, las llamadas medidas cla´sicas: Hermite, Laguerre y Jacobi. Los polinomios
ortogonales asociados a estas medidas son, sin duda alguna, los polinomios ortogonales ma´s famosos de
entre todas las secuencias ortogonales. Ser´ıa imposible sobreestimar su importancia y ubiquidad en ana´lisis
nume´rico, ingenier´ıa y f´ısica matema´tica. Por ejemplo, los polinomios de Hermite son necesarios para describir
un oscilador cua´ntico s´ımple; los polinomios de Laguerre aparecen al resolver la parte radial de la ecuacio´n
de Schro¨dinger para el a´tomo de hidro´geno; los polinomios de Jacobi son imprescindibles en el estudio de
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ecuaciones armo´nicas con simetr´ıa esfe´rica. Incluso la localizacio´n de los ceros de estos polinomios esta´ ligada
a problemas de optimizacio´n energe´tica dependiente de la posicio´n relativa de un nu´mero establecido de
cargas en ciertos potenciales electrosta´ticos. A pesar de que se podr´ıa continuar con la lista de aplicaciones
de estos polinomios durante varios volu´menes, en este caso los hemos escogido porque las matrices de
momentos asociadas a las medidas respecto de las que son ortogonales gozan de unas simetr´ıas adicionales
que dara´n cuenta de las propiedades t´ıpicas de los polinomios cla´sicos. Como se puede deducir observando
los resultados de las secciones anteriores, basta con conocer ciertos elementos de las matrices de factorizacio´n
para expresar aquellos en funcio´n de estos. Dichos elementos son las hn (el cuadrado de las normas) y las
Sn+1,n (entradas de la subdiagonal de las matrices de la factorizacio´n) para todos los valores n = 0, 1, 2 . . . .
De este modo, nuestro propo´sito sera´ el de extraer de algu´n modo la informacio´n necesaria para conocer
una expresio´n para los mismos.
En lo que resta de seccio´n denotaremos a las medidas involucradas por dµ(x) = uγ(x)dx; donde uγ sera´
cualquiera de los pesos cla´sicos y γ los para´metros que caracterizan estas: Hermite (γ = {∅}), Laguerre
(γ = {α}), Jacobi (γ = {α, β}). Recordemos que los polinomios de Jacobi contienen como casos particulares
los polinomios de segunda especie de Chebyshev (α = β = ±12), los polinomios de Legendre (α = β = 0) y
los de Gegenbauer o ultraesfe´ricos (α = β).
1.4.1 Propiedades de los pesos cla´sicos
Los polinomios cla´sicos se pueden caracterizar por ejemplo como las u´nicas secuencias de polinomios
ortogonales que son autofunciones de un operador diferencial lineal de segundo orden prefijado [31], bien
como aquellos con una expresio´n determinada en te´rminos de una fo´rmula de Rodrigues’ [123], o bien
como aquellos cuyas derivadas no pierden la propiedad de ortogonalidad [74] [75]. A nosotros nos interesa
caracterizarlos desde las medidas respecto de las que estos son ortogonales, es decir, como aquellos asociados
a medidas que satisfacen una ecuacio´n diferencial dada (Pearson). Estas propiedades espec´ıficas de estas
medidas van a inducir las simetr´ıas adicionales de las matrices de momentos que buscamos. Nos interesamos
por las dos siguientes:
1. Ecuacio´n diferencial de tipo Pearson.
Definicio´n 16. El peso uγ se considerara´ cla´sico en caso de existir polinomios p2(x) = ax
2 + bx+ c
y p1,γ(x) = (Aγ − 2a)x+ (Bγ − b) con Aγ 6= 0 de modo que uγ satisfaga la siguiente ecuacio´n:
p2(x)
d
dx
uγ = p1,γuγ . (1.7)
Por completitud enumeraremos aqu´ı los posibles pesos uγ(x), sus correspondientes p1,γ , p2 y soporte
Ω.
Hermite u(x) = e−x2 , x ∈ R. Con p1 = −2x, p2 = 1.
Laguerre uα(x) = x
αe−x, α > −1, x ∈ R+. Con p1,α = (α− x), p2 = x.
Jacobi uα,β(x) = (1− x)α(1 + x)β, α, β > −1, x ∈ (−1, 1). Con p1,α,β = −[(α− β) + (α+ β)x],
p2 = 1− x2.
Dichos pesos dependen de: cero (γ = {∅}), uno (γ = {α}) y dos para´metros (γ = {α, β}) respectiva-
mente.
2. Aumento en una unidad de cada uno de los para´metros.
Denotaremos por uγ+1(x) a cualquiera de los pesos anteriores pero con la adicio´n de la unidad a cada
uno de los para´metros presentes en su definicio´n; en el peso de Hermite no habra´ cambio alguno, en el
de Laguerre pasaremos de α a α+ 1 y finalmente en el de Jacobi pasaremos de α, β a α+ 1, β + 1. La
razo´n de este apunte tiene que ver con la siguiente proposicio´n.
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Proposicio´n 10. El polinomio p2 tiene la siguiente propiedad,
p2(x)uγ(x) = uγ+1(x). (1.8)
Demostracio´n. Basta con comprobarlo en las definiciones.
1.4.2 Simetr´ıas adicionales de las matrices de momentos cla´sicas
Veamos ahora que las dos propiedades de los pesos cla´sicos que acabamos de enumerar se traducen bien
en caracter´ısticas de los productos internos asociados o bien en simetr´ıas de las matrices de momentos. Una
integracio´n por partes y el uso de la primera de las propiedades anteriores nos permite escribir para dos
funciones f, h de nuestro espacio de Hilbert,
〈p2f ′, h〉uγ = −〈f, (p′2 + p1)h〉uγ − 〈f, p2h′〉uγ . (1.9)
No´tese co´mo tambie´n usamos impl´ıcitamente la segunda de las propiedades gracias a la cual se anulan los
te´rminos de contorno,
p2uγ
∣∣∣
∂Ω
= uγ+1
∣∣∣
∂Ω
= 0.
Para entender todo esto como una ecuacio´n matricial que involucre a las matrices de momentos es preciso
introducir la siguiente matriz relacionada con Λ>.
Definicio´n 17. La representacio´n matricial del operador derivada respecto de la base χ(x) es la siguiente:
D :=

0 0 0 0 . . .
1 0 0 0 . . .
0 2 0 0 . . .
0 0 3 0 . . .
0 0 0 4
. . .
...
...
...
...

, Dχ(x) = χ(x)′.
Empleando esta notacio´n, dado un polinomio cualquiera f(x) = (f0, f1, . . . )χ(x) = f
>χ(x) podremos
expresar su multiplicacio´n por x o su derivada como sigue:
xf(x) = f>Λχ(x), f(x)′ = f>Dχ(x).
De este modo, es pra´cticamente directo desde (1.9) comprobar que,
DGγ+1 = −Gγ
(
p′2(Λ) + p1,γ(Λ) +Dp2(Λ)
)>
.
Donde pi(Λ) no son otros que los operadores que aparecen al sustituir en los polinomios correspondientes
las x por la matriz Λ.
La factorizacio´n LU de las matrices de momentos en la relacio´n anterior permite enunciar la siguiente
proposicio´n.
Proposicio´n 11. Las matrices de la factorizacio´n LU de la matriz de momentos satisfacen,
SγDS
−1
γ+1 = −Hγ
(
Sγ+1
(
p′2(Λ) + p1,γ(Λ) +Dp2(Λ)
)
S−1γ
)>
H−1γ+1. (1.10)
Ecuacio´n que en componentes se reescribe como,
(Sγ)n+1,n = (n+ 1)
B + nb
A+ 2na
, (1.11)
(hγ)n =
−n
Aγ + (n− 1)a(hγ+1)n−1. (1.12)
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Recordemos que estos son precisamente los coeficientes de la teor´ıa que se trataban de encontrar.
Demostracio´n. Mientras la parte izquierda de la primera ecuacio´n impone al resultado tratarse de una matriz
con entradas no nulas u´nicamente a lo largo de las diagonales m-e´simas siendo estas m = −1,−2, . . . , la parte
derecha dictamina un resultado semejante pero esta vez para las diagonales j-e´simas con j = −1, 0, 1, 2, . . . .
Para que ambas condiciones sean equivalentes sera´ preciso que j = m = −1. Adema´s, la parte derecha y la
parte izquierda de la igualdad proporcionan dos maneras alternativas de calcular cada una de las entradas
de la matriz resultante, con lo que tendremos una ecuacio´n para cada entrada de la misma desde las que
deducir el resto de relaciones.
Para m = −2,
(Sγ)n+1,n =
n+ 1
n
(Sγ+1)n,n−1, n = 1, 2, . . . .
Para j = 0,
(Sγ)1,0 =
B
A
, (Sγ+1)n,n−1(Aγ + [n− 1]a) +Bγ + nb = (Sγ)n,n+1(Aγ + na).
Combinando ambos resultados se obtiene la expresio´n para las (Sγ)n,n+1.
Volviendo a la ecuacio´n (1.9) y emplea´ndola para el producto interno 〈p2f ′′, h〉 se deduce que,〈[
p2
d2
dx2
+ (p′2 + p1,γ )
d
dx
]
f, h
〉
uγ
=
〈
f,
[
p2
d2
dx2
+ (p′2 + p1,γ )
d
dx
]
h
〉
uγ
. (1.13)
Este no es sino un operador diferencial de segundo orden con coeficientes polino´micos y autoadjunto. La
versio´n matricial de esta propiedad la resumimos en la siguiente proposicio´n.
Proposicio´n 12. Las matrices de momentos cla´sicas gozan de la siguiente simetr´ıa adicional dada por la
representacio´n matricial de un operador diferencial lineal de segundo orden con coeficientes polino´micos:
[D2(aΛ2 + bΛ + c) +D(AγΛ +Bγ)]Gγ = Gγ
[
D2(aΛ2 + bΛ + c) +D(AγΛ +Bγ)
]>
.
Factorizando la matriz de momentos y despejando adecuadamente nos encontramos con una interesante
observacio´n.
Proposicio´n 13. Las matrices de la factorizacio´n diagonalizan el operador diferencial autoadjunto,
Nγ := Sγ
[
D2(aΛ2 + bΛ + c) +D(AγΛ +Bγ)
]
S−1γ =

0 0 0 0 0 . . .
0 Aγ 0 0 0 . . .
0 0 2(Aγ + a) 0 0 . . .
0 0 0 3(Aγ + 2a) 0 . . .
0 0 0 0
. . .
...
...
...
...

.
Donde los elementos de la diagonal (Nγ)n juegan el papel de autovalores de la secuencia de polinomios
ortogonales, siendo estos u´ltimos sus autofunciones, es decir,
Fγ := p2
d2
dx2
+ (p′2 + p1,γ )
d
dx
=⇒ Fγ [Pγ(x)] = NγPγ(x).
Por completitud, y con a´nimo de ilustrar las conclusiones de esta seccio´n, enumeramos para cada peso
cla´sico los resultados correspondientes.
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Hermite. Ecuacio´n diferencial: dudx = −2xu; valores de los coeficientes: A = −2, B = 0, a = 0, b =
0, c = 1; condicio´n inicial: h0 =
√
pi; resto de coeficientes:
Sn+1,n = 0, hn =
√
pi
n!
2n
, Nn = −n.
Laguerre. Ecuacio´n diferencial: xduαdx = (α−x)uα; valores de los coeficientes: Aα = −1, Bα = (1+α),
a = 0, b = 1, c = 0; condicio´n inicial: (hα)0 = Γ(α+ 1); resto de coeficientes:
(Sα)n+1,n = −(n+ 1)[(n+ 1) + α], (hα)n = n!Γ(α+ n+ 1), (Nα)n = −2n.
Jacobi. Ecuacio´n diferencial: (1 − x2)duα,βdx = −[(α − β) + (α + β)x]uα,β; valores de los coeficientes:
Aα,β = −[(β + α) + 2], Bα,β = −(α − β), a = −1, b = 0, c = 1; condicio´n inicial: (hα,β)0 =
Γ(α+1)Γ(β+1)2α+β+1
(α+β+1)Γ(α+β+1) ; resto de coeficientes:
(Sα,β)n+1,n =
(n+ 1)(α− β)
(α+ β + 2) + 2n
,
(hα,β)n = n!2
(α+β+2n+1) Γ(α+ β + n+ 1)Γ(α+ n+ 1)Γ(β + n+ 1)
(α+ β + 2n+ 1)Γ2(α+ β + 2n+ 1)
,
(Nα,β)n = −n(β − α+ 1 + n).
1.5 Deformaciones discretas
Partiendo de la idea de que cualquier nueva secuencia de polinomios ortogonales siempre sera´ bien
recibida, en esta seccio´n me encargare´ de explicar distintos me´todos que permiten construir nuevas secuencias
a partir de una previa conocida. La idea consiste en proponer transformaciones sencillas de la medida cuya
secuencia de polinomios se conoce y preguntarse por la posibilidad de que la nueva medida deformada tenga
una secuencia deformada de polinomios asociada, y en el caso afirmativo, por su expresio´n en te´rminos de
elementos de la teor´ıa original.
1.5.1 Transformaciones espectrales lineales de la medida
Esta primera parte trata del tipo de deformaciones sencillas que se engloban bajo el nombre de trans-
formaciones espectrales lineales de la medida4 y que consisten en multiplicar a la medida inicial por una
funcio´n racional dµ(x) −→ dµ˜(x) := R(x)Q(x)dµ(x). Detenga´monos un instante para enumerar los siguientes
comentarios:
Para que la definicio´n tenga sentido, los ceros de Q(x) no podra´n pertenecer al soporte Ω de la medida
inicial.
En caso de partir de una medida definida positiva y querer mantener esta propiedad se habra´ de exigir
que R(x)Q(x) sea positivo en Ω.
El concepto de deformar una medida puede generalizarse de una manera sencilla si la deformacio´n se
considera actuando sobre el funcional lineal, es decir Lµ −→ Lµ˜ donde el funcional deformado y el
inicial se relacionan del siguiente modo Lµ˜ [f(x)Q(x)] = Lµ [f(x)R(x)]. Esta es una ecuacio´n que debe
entendenderse entre elementos del dual del espacio de polinomios µ˜Q = µR con lo que su solucio´n
µ˜ = µRQ + ν donde νQ = 0 tiene un cara´cter funcional y sera´ ma´s general que la correspondiente
restriccio´n al espacio de medidas (ν no tiene por que´ ser u´nica).
4Este es el nombre por el que se conoce a estas transformaciones en el contexto de los polinomios ortogonales [119]; en el
estudio de los sistemas integrables se les denota por transformaciones de Darboux [100]; finalmente se las llama transformaciones
de Le´vy en el caso de la teor´ıa de las transformaciones de superficies preservando ciertas propiedades [57].
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Entenderemos mejor estos comentarios tras introducir las siguientes definicio´nes.
Definicio´n 18. Dados dos polinomios mo´nicos y coprimos R(x) :=
∏d
i=1(x − ri)mi y Q(x) :=
∏s
i=1(x −
qi)
ni con grados
∑d
i=1mi = M y
∑s
i=1 ni = N respectivamente, y tales que {q1, q2, . . . qs} ∩ Ω = ∅; las
transformaciones de Christoffel (Q(x) = 1) y de Geronimus (R(x) = 1) de un funcional inicial µ son,
µˆ(x) := R(x)µ(x), Ωˆ = Ω.
µˇ(x) :=
µ(x)
Q(x)
+
s∑
i=1
(ni−1)∑
l=0
(−1)l ξi,l
l!
δ(l)(x− qi), Ωˇ = Ω ∪ {q1, q2, . . . qs}.
La composicio´n de las anteriores da lugar a la citada transformacio´n espectral lineal,
µ˜(x) := (̂µˇ)(x) =
R(x)µ(x)
Q(x)
+
s∑
i=1
(ni−1)∑
l=0
(−1)l ξi,l
l!
R(x)δ(l)(x− qi), Ω˜ = Ω ∪ {q1, q2, . . . qs}.
Donde entenderemos por δ(l) la derivada distribucional l-e´sima de la delta de Dirac.
No´tese co´mo salvo en el caso Christoffel en el que partiendo de una medida se llegara´ a tambie´n a otra
medida, en los casos Geronimus y espectral lineal, de restringir la solucio´n u´nicamente a medidas sera´ ne-
cesario tomar ξi,j = 0 ∀j > 0. A misma cantidad de esfuerzo, resulta ventajoso considerar la generalizacio´n
al concepto de deformacio´n del funcional lineal. An˜adamos a la notacio´n el conjunto de elementos transfor-
mados: matrices de momentos deformadas Gˆ, Gˇ, G˜, polinomios ortogonales Pˆn(x), Pˇn(x), P˜n(x), normas (en
caso de seguir siendo normas) hˆn, hˇn, h˜n, etc. Es de destacar que de permitir R → Q en el caso espectral
lineal, se obtendra´ que µ˜(x) = µ(x), es decir, la transformacio´n identidad, mientras que de componer las
transformaciones en orden contrario se tendra´ ˇ(µ̂)(x) = µ(x) +
∑s
i=1
∑(ni−1)
l=0 (−1)l
ξi,l
l! δ
(l)(x− qi) que es una
transformacio´n de Uvarov generalizada y de la que se hablara´ ma´s adelante.
El enfoque cla´sico de este tipo de deformaciones procede desde la transformada de Stieltjes de la medida
que nosotros hemos denotado por C0(y), la primera entrada del vector de las funciones de segunda especie,
C0(y) =
∫
dµ(x)
y − x .
El motivo de partir desde este punto reside en las siguientes expresiones que relacionan las C0 transformadas
en te´rminos de las originales y que adema´s ponen de manifiesto el adjetivo “espectral lineal” del nombre
que llevan estas deformaciones5. Consideremos por un segundo que deformamos una medida dada mediante
polinomios de orden uno; en tal caso, las C0 transformadas se escribira´n de acuerdo a las expresiones,
Cˆ0(y) =
∫
(x− r)dµ
y − x = (y − r)
∫
dµ
y − x −
∫
dµ(x) = (y − r)C0(y)− h0,
Cˇ0(y) =
∫
dµ
(x− q)(y − x) + ξ
∫
δ(x− q)dµ
y − x =
1
(y − q)
[∫
dµ
y − x −
∫
dµ(x)
x− q
]
+ ξ
1
y − q =
C0(y)− C0(q) + ξ
(y − q) ,
C˜0(y) =
∫
(x− r)dµ
(x− q)(y − x) + ξ
∫
δ(x− q)(x− r)dµ
y − x =
(y − r)C0(y)− (q − r)C0(q) + (q − r)ξ
(y − q) .
5El adjetivo espectral lineal es acertado u´nicamente en el contexto escalar y univariado. Aunque resulta algo menos apropiado
en sus versiones generalizadas lo mantendre´ a lo largo de la memoria.
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La transformacio´n de Christoffel
Presentada por primera vez por Elwin Chrisfoffel en sus discusiones realacionadas con la cuadratu-
ra gaussiana [41] y considerada posteriormente en el contexto de la teor´ıa de Sturm-Liouville en [47], la
transformacio´n de Christoffel µˆ, puede describirse por la siguiente relacio´n entre las respectivas matrices de
momentos,
Gˆ = R(Λ)G = GR(Λ>).
Asumiendo la posibilidad de factorizar LU ambas matrices de momentos se considera la siguiente matriz,
Definicio´n 19. Sea el conector de la transformacio´n la siguiente matriz:
ωˆ := SˆR(Λ)S−1 = Hˆ
(
SSˆ−1
)>
H−1.
Proposicio´n 14. El conector permite relacionar los polinomios transformados y los originales,
ωˆP (x) = R(x)Pˆ ,
y tiene u´nicamente (M + 1) diagonales no nulas:
ωˆ =

ωˆ0,0 ωˆ0,1 . . . ωˆ0,(M−1) ωˆ0,M 0
0 ωˆ1,1 ωˆ1,M ωˆ1,(M+1) 0 . . .
0 0
. . .
. . .
ωˆk,k ωˆk,k+M−1 ωˆk,k+M 0
. . .
. . .
 .
Siendo cierto que ωˆk,k+M = 1 y ωˆk,k =
hˆk
hk
.
Demostracio´n. La fo´rmula de conexio´n es la simple consecuencia de la definicio´n de ωˆ, mientras que su
estructura de (M + 1) diagonales no nulas se sigue de la ecuacio´n que resulta de la factorizacio´n LU de las
matrices de momentos.
Con el propo´sito de manejar una notacio´n lo ma´s clara posible, se propone la siguiente definicio´n.
Definicio´n 20. Dado un conjunto de tuplas, en nuestro caso ceros y sus multiplicidades r = {(ri,mi)}di=1
definimos para cualquier funcion f(x) el siguiente operador Jr[f ] : F(x) −→ RM cuyas entradas son los
coeficientes de (mi − 1)-jets donde i = 1, 2, . . . , d:
Jr[f ] :=
(
f (0)(r1)
0!
,
f (1)(r1)
1!
, . . . ,
f (m1−1)(r1)
(m1 − 1)! ;
f (0)(r2)
0!
, . . . ,
f (m2−1)(r2)
(m2 − 1)! ; . . . ;
f (0)(rd)
0!
, . . . ,
f (md−1)(rd)
(md − 1)!
)
.
En caso de que la funcio´n f dependiera de ma´s de una variable f(x1, x2, . . . ), J (j)r [f ] denotara´ al co-
rrespondiente vector de jets tomado respecto de la variable j-e´sima y considerando al resto de estas como
para´metros.
Por fin estamos listos para dar la relacio´n entre las secuencias de polinomios transformadas y las originales
que se presenta a continuacio´n.
Proposicio´n 15. Los polinomios deformados bajo una transformacio´n de Christoffel se pueden expresar en
funcio´n de los originales como sigue:
Pˆn(x) =
1
R(x)
Θ∗

Jr

Pn
Pn+1
...
Pn+M−1

Pn(x)
Pn+1(x)
...
Pn+M−1(x)
Jr[Pn+M ] Pn+M (x)
 ,
hˆn
hn
= Θ∗

Jr

Pn
Pn+1
...
Pn+M−1

1
0
...
0
Jr[Pn+M ] 0
 .
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Demostracio´n. Tomando la componente n-e´sima de la fo´rmula de conexio´n,
(
ωˆn,n ωˆn,n+1 . . . ωˆn,n+M−1 1
)

Pn(x)
Pn+1(x)
...
Pn+M−1(x)
Pn+M (x)
 = R(x)Pˆn(x).
Tras evaluar en los ceros de R(x) se puede comprobar que,
(
ωˆn,n ωˆn,n+1 . . . ωˆn,n+M−1 1
)Jr

Pn
Pn+1
...
Pn+M−1
Pn+M
 =
(
0 0 . . . 0
)
.
Por lo tanto,
(
ωˆn,n ωˆn,n+1 . . . ωˆn,n+M−1
)Jr

Pn
Pn+1
...
Pn+M−1
 = −Jr[Pn+M ],
(
ωˆn,n ωˆn,n+1 . . . ωˆn,n+M−1
)
= −Jr[Pn+M ]
Jr

Pn
Pn+1
...
Pn+M−1


−1
.
Desde donde se sigue el resultado que se quer´ıa demostrar.
Proposicio´n 16. Los nu´cleos de Christoffel–Darboux transformados y originales esta´n relacionados,
K [n+1](x, y) = R(y)Kˆ [n+1](x, y)
− (Pˆn+1−M . . . Pˆn)
hˆ
−1
n+1−M
. . .
hˆ−1n

ωˆn+1−M,n+1 0... . . .
ωˆn,n+1 . . . ωˆn,n+M

Pn+1(y)...
Pn+m(y)
 .
Demostracio´n. La prueba se basa en las fo´rmulas de conexio´n,
Hˆ−1ωˆP (y) = R(y)Hˆ−1Pˆ (y),(
Pˆ (x)
)>
Hˆ−1ωˆ = P (x)H−1.
Dicha relacio´n permite dar una expresio´n alternativa a la anterior para los polinomios transformados.
Proposicio´n 17. La siguiente expresio´n alternativa para los polinomos transformados en funcio´n del nu´cleo
de Christoffel–Darboux original es cierta,
Pˆn(x)
hˆn
= Θ∗
 Jr
 Pn+1...
Pn+M
 0...
1
J (2)r [K [n+1](x, y)] 0
 .
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Demostracio´n. Para probar esta expresio´n es necesario seguir un procedimiento ide´ntico al de la prueba de
la proposocio´n 15, pero esta vez partiendo desde la ecuacio´n (16).
Antes de concluir con la seccio´n, y volviendo a la definicio´n 19 pongamos nombre a la matriz SSˆ−1.
Definicio´n 21. Se define la siguiente matriz unitriangular inferior relacionada con el conector,
Ωˆ := SSˆ−1, ωˆ = HˆΩˆ>H−1.
Esta definicio´n adquiere sentido una vez se observa la siguiente proposicio´n,
Proposicio´n 18. La ωˆ y la Ωˆ son los factores triangular superior e inferior que proporcionan las siguientes
factorizaciones LU y UL del polinomio perturbador evaluado en las matrices de Jacobi J y Jˆ .
Ωˆωˆ = R(J), ωˆΩˆ = R(Jˆ).
Demostracio´n. Este resultado es consecuencia directa de expresar cada uno de los elementos que aparecen
en el mismo en te´rminos de las matrices de la factorizacio´n y operar desde all´ı.
La transformacio´n de Geronimus
El primero en considerar la transformacio´n de Geronimus µˇ fue Y. L Geronimus en [72]. Una vez ma´s,
nos interesa la definicio´n de esta deformacio´n en te´rminos de las matrices de momentos involucradas,
Q(Λ)Gˇ = GˇQ(Λ>) = G.
A partir de los coeficientes del polinomio perturbador Q(x) = (Q0, Q1, . . . , QN−1, 1, 0, . . . , 0, . . . )χ(x), se
construye la siguiente matriz semi infinita que sera´ de utilidad en los razonamientos que siguen,
Q :=

Q1 Q2 Q3 . . . QN−1 1 0 . . .
Q2 Q3 . . . QN−1 1 0 . . .
Q3 . . . QN−1 1 0 . . .
. . . QN−1 1 0 . . .
QN−1 1 0 . . .
1 0 . . .
0 . . .

.
Asumiendo que ambas matrices de momentos admiten su factorizacio´n LU correspondiente es posible defirnir
el conector.
Definicio´n 22. El conector de la transformacio´n de Geronimus es:
ωˇ := SˇS−1 = Hˇ
(
Sˇ−1
)>
Q(Λ>)S>H−1.
Proposicio´n 19. El conector permite relacionar elementos deformados con los originales,
ωˇP (x) = Pˇ (x), ωˇC(x) = Q(x)Cˇ(x)− Hˇ (Sˇ−1)>Qχ(x).
Y de entre todas sus diagonales, tiene u´nicamente (N + 1) subdiagonales no nulas,
ωˆ =

ωˇ0,0 0 0 . . . . . . 0
ωˇ1,0 ωˇ1,1 0 . . . . . . 0
...
...
. . . 0
ωˇN,0 ωˇN,1 ωˇN,N 0
0 ωˇN+1,1 ωˇN+1,N ωˇN+1,N+1
0 0
. . .
. . .
...
... ωˇk,k−N ωˇk,k
0 0 . . . 0
. . .
. . .

.
Especificando: ωˇk,k−N = hˇkhk−N , ∀k > N y ωˇk,k = 1.
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Demostracio´n. La fo´rmula de conexio´n para los polinomios es consecuencia directa de la definicio´n de ωˇ.
La conexio´n para las funciones de segunda especie es algo ma´s delicada, y se basa en la de los polinomios.
En primer lugar recordemos que Cl(x) = Lµ
[
Pl(y)
x−y
]
, volvamos ahora a la fo´rmula de conexio´n entre los
polinomios para entender que
(ωˇC)l (x)−Q(x)Cˇl(x) = Lµ
[
(ωˇP )l (y)
x− y
]
−Q(x)Lµˇ
[
Pˇl(y)
x− y
]
= Lµ
[
Pˇl(y)
x− y
]
− Lµˇ
[
Pˇl(y)
x− yQ(x)
]
= Lµˇ
[
Pˇl(y)
Q(y)−Q(x)
x− y
]
.
En segundo lugar notemos que denotando por Sn(x, y) := x
n + xn−1y + xn−2y2 + · · · + yn al polinomio
homoge´neo comple´tamente sime´trico en dos variables, y ayuda´ndonos de una matriz de entrelazamiento(
η(n+1)
)
i,j
:= δi,n−j es posible inferir las siguientes propiedades:
Sn(x, y) = χ(y)
>η(n+1)χ(x) =⇒ (y − x)Sn(x, y) = χ(y)>
[
Λ>η(n+1) − η(n+1)Λ
]
χ(x) = yn − xn.
De modo que,
Q(y)−Q(x)
x− y = −
N∑
n=0
Qn
yn − xn
y − x = −
N∑
n=0
QnSn(x, y) = −
N∑
n=0
Qnχ(y)
>η(n+1)χ(x) = −χ(y)>Qχ(x).
Con lo cual se obtiene lo siguiente:
Lµˇ
[
Pˇl(y)
Q(y)−Q(x)
x− y
]
= −Lµˇ
[
Pˇl(y)χ(y)
>Qχ(x)
]
= −SˇLµˇ
[
χ(y)χ(y)>
]
Qχ(x) = −SˇGˇQχ(x).
Es preciso hacer dos definiciones adicionales antes de enunciar la siguiente proposicio´n.
Definicio´n 23. En primer lugar se definen polinomios reducidos como sigue:
Qi(x) :=
Q(x)
(x− qi)ni , i = 1, 2, . . . , s.
En segundo lugar, condensando la informacio´n de los para´metros libres ξj,l presentes en la definicio´n de µˇ
en una matriz Ξ ∈ N × N diagonal por bloques, cada cual siendo Ξj ∈ nj × nj triangular superior , se
construyen las siguientes matrices:
Ξ :=

Ξ1 0 . . . 0
0 Ξ1 0
... 0
. . .
0 Ξs
 ,
Ξj :=

ξj,nj−1 ξj,nj−2 . . . ξj,1 ξj,0
ξj,nj−1 ξj,1
. . .
...
. . . ξj,nj−2
ξj,nj−1


Q
(0)
j (qj)
0!
Q
(1)
j (qj)
1! . . .
Q
(nj−2)
j (qj)
(nj−2)!
Q
(nj−1)
j (qj)
(nj−1)!
Q
(0)
j (qj)
0!
Q
(nj−2)
j (qj)
(nj−2)!
. . .
...
. . .
Q
(1)
j (qj)
1!
Q
(0)
j (qj)
0!

.
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Proposicio´n 20. Los polinomios deformados bajo una transformacio´n de Geronimus son expresables, me-
diante cuasideterminantes, en te´rminos de los polinomios y las funciones de segunda especie originales:
Para ∀k ≥ N se tiene,
Pˇk = Θ∗
 Jq
Ck−N...
Ck−1
− Jq
Pk−N...
Pk−1
Ξ Pk−N...
Pk−1
Jq[Ck]− Jq[Pk]Ξ Pk(x)
 , hˇk(x) = hk−NΘ∗

Jq
Ck−N...
Ck−1
− Jq

Pk−N
Pk+1−N
...
Pk−1
Ξ
1
0
...
0
Jq[Ck]− Jq[Pk]Ξ 0
 .
Donde Jq es el correspondiente vector de jets pero en este caso del conjunto q = {(qi, ni)}si=1 asociado al
polinomio Q(x).
Demostracio´n. Comencemos analizando las funciones de segunda especie deformadas,
Cˇk(y) = Lµˇ
[
Pˇk(x)
y − x
]
= L µ
Q
[
Pˇk(x)
y − x
]
+
s∑
j=1
mj−1∑
l=1
ξj,l
l!
(
Pˇk(x)
y − x
)(l)
x=qj
= L µ
Q
[
Pˇk(x)
y − x
]
+
s∑
j=1
(
Pˇ
(0)
k (qj)
0!
Pˇ
(1)
k (qj)
1! . . .
Pˇ
(nj−1)
k (qj)
(nj−1)!
)

ξj,nj−1 ξj,nj−2 . . . ξj,1 ξj,0
ξj,nj−1 ξj,1
. . .
...
. . . ξj,nj−2
ξj,nj−1


(
1
y−qj
)nj(
1
y−qj
)nj−1
...
1
y−qj
 .
Multiplicando esta expresio´n por Q(y) se tiene que,
Q(y)Cˇk(y) = Q(y)L µ
Q
[
Pˇk(x)
y − x
]
+
s∑
j=1
Qj(y)
(
Pˇ
(0)
k (qj)
0!
Pˇ
(1)
k (qj)
1! . . .
Pˇ
(nj−1)
k (qj)
(nj−1)!
)

ξj,nj−1 ξj,nj−2 . . . ξj,1 ξj,0
ξj,nj−1 ξj,1
. . .
...
. . . ξj,nj−2
ξj,nj−1


1
(y − qj)
...
...
(y − qj)nj−1
 .
Tomando ahora el l´ımite y → qj nos encontraremos con el siguiente desarrollo de Taylor,
Q(y)Cˇk(y) =
(
Pˇ
(0)
k (qj)
0!
Pˇ
(1)
k (qj)
1! . . .
Pˇ
(nj−1)
k (qj)
(nj−1)!
)
Ξj

1
(y − qj)
...
(y − qj)nj−1
+O(y − qj)nj .
Este proceso podr´ıa haberse realizado para todos y cada uno de los sub´ındices j. Tras hacerlo y condensando
todos los resultados en una matriz escribimos,
Jq[QCˇk] = Jq[Pˇk]Ξ.
Volviendo a la fo´rmula de conexio´n para las funciones de segunda especie y dejando a Jq actuar a ambos
lados,
ωˇJq[C] = Jq[QCˇ]− Hˇ
(
Sˇ−1
)>
QJq[χ(x)] =⇒ ωˇJq[C] = Jq[Pˇ ]Ξ− Hˇ
(
Sˇ−1
)>
QJq[χ(x)].
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Reordenando te´rminos y empleando la fo´rmula de conexio´n de los polinomios,
ωˇ (Jq[C]− Jq[P ]Ξ) = −Hˇ
(
Sˇ−1
)>
QJq[χ(x)].
Con lo que encontramos que,
(
ωˇk,k−N . . . ωˇk,k−1 1
)
Jq

Ck−N
Ck−N+1
...
Ck
− Jq

Pk−N
Pk−N+1
...
Pk
Ξ
 = 0, ∀k ≥ N.
Desde donde se deduce finalmente el resultado de la proposicio´n.
Proposicio´n 21. Los nu´cleos deformados bajo una transformacio´n de Geronimus esta´n relacionados con
los originales:
Kˇ [k](x, y) = Q(x)K [k](x, y)−
(
Pˇk(x) . . . Pˇk+N−1
)
hˇ−1k
hˇ−1k+1
. . .
hˇ−1k+N−1


ωˇk,k−N ωˇk,k−N+1 . . . ωˇk,k−1
ωˇk+1,k+1−N
...
. . .
...
ωˇk+N−1,k−1


Pk−N
Pk+1−N
...
Pk−1
 .
Demostracio´n. Como viene siendo ya habitual al encontrar este tipo de expresiones, basta con tener en
cuenta las fo´rmulas de conexio´n para probarlas,
Hˇ−1ωˇP (x) = Hˇ−1Pˇ (x), Pˇ>(x)Hˇ−1ωˇ = Q(x)P>(x)H−1.
Un razonamiento ana´logo pero en base al nu´cleo mixto de Christoffel–Darboux permite enunciar la
siguiente proposicio´n.
Proposicio´n 22. Los nu´cleos mixtos transformados y originales ∀k ≥ N , esta´n relacionados como sigue:
Q(x)K[k](x, y)
− (Pˇk(x) . . . Pˇk+N−1(x))

hˇ−1k
hˇ−1k+1
. . .
hˇ−1k+N−1

ωˇk,k−N . . . ωˇk,k−1. . . ...
ωˇk+N−1,k−1


Ck−N (y)
Ck+1−N (y)
. . .
Ck−1(y)

= Q(y)Kˇ[k](x, y)−
(
χ[N ](x)
)>
Qχ[N ](y).
Demostracio´n. Nuevamente, basta con recordar las fo´rmulas de conexio´n para probar el resultado.
Hˇ−1ωˇC(y) = Q(y)Hˇ−1Cˇ(y)− (Sˇ−1)>Qχ(y) Pˇ>(x)Hˇ−1ωˇ = Q(x)P>(x)H−1.
La combinacio´n de los resultados de estas dos u´ltimas proposiciones y de manera acorde al esp´ıritu del
resto de la seccio´n tiene por consecuencia la siguiente proposicio´n.
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Proposicio´n 23. La siguiente fo´rmula alternativa, para los polinomios deformados bajo una transformacio´n
de Geronimus, en te´rminos de los nu´cleos y los nu´cleos mixtos de Christoffel–Darboux se cumple:
Pˇk(x)
hˇk
= Θ∗

Jq
Ck−N...
Ck−1
− Jq
Pk−N...
Pk−1
Ξ 1...
0
Q(x)
(
J (2)q [K[k](x, y)]− J (2)q [K [k](x, y)]Ξ
)
+
(
χ[N ](x)
)>
QJq[χ[N ]] 0
 .
Antes de finalizar con el ana´lisis de esta deformacio´n, volvamos a la definicio´n 22 y demos nombre a la
matriz SQ(Λ)Sˇ−1.
Definicio´n 24. Se define la siguiente matriz triangular superior relacionada con el conector de la transfor-
macio´n de Geronimus:
Ωˇ := SQ(Λ)Sˇ−1, ωˇ = HˇΩˇ>H−1.
La pareja de matrices triangulares inferior y superior ωˇ y Ωˇ respectivamente, son relevantes por ser los
factores matriciales de las siguientes factorizaciones.
Proposicio´n 24. Las siguientes factorizaciones UL y LU que involucran las matrices de Jacobi son ciertas:
Ωˇωˇ = Q(J), ωˇΩˇ = Q(Jˇ).
Demostracio´n. Para probarlo basta con emplear las definiciones de cada elemento involucrado en te´rminos
de las matrices de la factorizacio´n.
La transformacio´n espectral lineal
Esta transformacio´n que esta´ a punto de ser analizada contiene como casos particulares a las dos anterio-
res. Inicialmente estudiada por Vasily Uvarov en [124] y por Alexei Zhedanov en [131] desde la perspectiva
de la transformada de Stieltjes de la medida. Me interesare´ por la composicio´n en el orden µ˜ := ̂ˇµ en lugar
de la que se sigue al componer en orden opuesto ˇˆµ que se deja para la seccio´n pro´xima. El primer paso
consiste en relacionar las matrices de momentos del caso deformado y el de partida.
Qµ˜ = Rµ =⇒ G˜Q(Λ>) = R(Λ)G.
El asumir la existencia de la factorizacio´n LU de ambas matrices de momentos sugiere la siguiente definicio´n.
Definicio´n 25. El conector de la transformacio´n espectral lineal es:
ω˜ := H˜
(
S˜−1
)>
Q(Λ>)S>H−1 = S˜R(Λ)S−1.
Proposicio´n 25. El conector permite relacionar los elementos deformados con los originales:
ω˜P (x) = R(x)P˜ (x), ω˜C(x) = Q(x)C˜(x)− H˜
(
S˜−1
)>
Qχ(x).
Tiene u´nicamente M superdiagonales y N subdiagonales no nulas,
ω˜ =

ω˜0,0 ω˜0,1 . . . ω˜0,M 0 . . . 0
ω˜1,0 ω˜1,1 ω˜1,M+1
...
...
...
. . .
. . . 0
ω˜N,0 ω˜N,1 ω˜N,N ω˜N,N+M 0
0 ω˜N+1,1 ω˜N+1,N+M+1
0
. . .
. . .
. . . 0
... ω˜k,k−N ω˜k,k ω˜k,k+M+1
0 . . . 0
. . .
. . .

,
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y entradas expl´ıcitas destacadas son: ω˜k,k+M = 1 y ω˜k−N,k = h˜khk−N ∀k ≥ N .
Demostracio´n. Ambos resultados se prueban desde la definicio´n 25. Para probar la primera igualdad basta
con usar la segunda expresio´n, S˜R(Λ)S−1, de la definicio´n del conector, mientras que para la segunda
igualdad es necesario usar la primera, H˜
(
S˜−1
)>
Q(Λ>)S>H−1. La segunda parte de la proposicio´n es
consecuencia necesaria para que las dos expresiones alternativas en la definicio´n 25 sean compatibles.
Proposicio´n 26. Los polinomios deformados bajo una transformacio´n espectral lineal pueden expresarse en
te´rminos de los polinomios y funciones de segunda especie originales mediante el uso de cuasideterminantes.
Para ∀k ≥ N se tiene,
P˜k =
1
R(x)
Θ∗
 Jr
 Pk−N...
Pk+M−1
 , Jq
 Ck−N...
Ck+M−1
− Jq
 Pk−N...
Pk+M−1
Ξ Pk−N (x)...
Pk+M−1(x)
Jr[Pk+M ], Jq[Ck+M ]− Jq[Pk+M ]Ξ Pk+M (x)
 ,
h˜k(x) = hk−NΘ∗

Jr
 Pk−N...
Pk+M−1
 , Jq
 Ck−N...
Ck+M−1
− Jq
 Pk−N...
Pk+M−1
Ξ
1
0
...
0
Jr[Pk+M ], Jq[Ck+M ]− Jq[Pk+M ]Ξ 0
 .
Donde los sub´ındices que acompan˜an a Jr,Jq sirven para especificar el conjunto de ceros y multiplicidades
a los que hacen referencia r = {(ri,mi)}di=1 o q = {(qj , nj)}sj=1.
Demostracio´n. Una vez las transformaciones de Christoffel y Geronimus han sido estudiadas, debiera no
causar excesiva sorpresa que al tomar el l´ımite y → qj se obtenga el siguiente desarrollo de Taylor:
Q(y)C˜k(y) =
(
(R(x)P˜k(x))
(0)
x=qj
0!
(R(x)P˜k(x))
(1)
x=qj
1! . . .
(R(x)P˜k(x))
(nj−1)
x=qj
(nj−1)!
)
Ξj

1
(y − qj)
...
(y − qj)nj−1
+O(y − qj)nj .
Considerando esta ecuacio´n para todos los posibles j,
Jq[QC˜k] = Jq[(R(x)P˜ (x))]Ξ.
Volviendo ahora a la fo´rmula de conexio´n para las funciones de segunda especie y dejando a Jq actuar a
ambos lados de la igualdad,
ω˜Jq[C] = Jq[QC˜]− H˜
(
S˜−1
)>
QJq[χ(x)],
ω˜Jq[C] = Jq[RP˜ ]Ξ− H˜
(
S˜−1
)>
QJq[χ(x)],
ω˜ (Jq[C]− Jq[P ]Ξ) = −H˜
(
S˜−1
)>
QJq[χ(x)].
En la u´ltima l´ınea ha sido necesaria la fo´rmula de conexio´n para los polinomios, que adema´s satisfacen,
ω˜Jr[P ] = Jr[RP˜ ] = 0.
Agrupando ambos resultados en una misma ecuacio´n queda,
(
ωˇk,k−N . . . ωˇk,k+M−1 1
)
Jr

Pk−N
Pk−N+1
...
Pk+M
 , Jq

Ck−N
Ck−N+1
...
Ck+M
− Jq

Pk−N
Pk−N+1
...
Pk+M
Ξ
 = 0, ∀k ≥ N.
Desde donde el resultado de la proposicio´n se deduce.
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Proposicio´n 27. Nu´cleos deformados y originales esta´n relacionados entre s´ı como sigue:
R(y)K˜ [k](x, y)− (P˜k−M . . . P˜k−1)
h˜
−1
k−M
. . .
h˜−1k−1

ω˜k−M,k 0... . . .
ω˜k−1,k . . . ω˜k−1,k+M−1

 Pk(y)...
Pk+M−1(y)

= Q(x)K [k](x, y)−
(
P˜k(x) . . . P˜k+N−1
)h˜
−1
k
. . .
h˜−1k+N−1

ω˜k,k−N . . . ω˜k,k−1. . . ...
ω˜k+N−1,k−1

Pk−N...
Pk−1
 .
Demostracio´n. La expresio´n la podemos deducir desde las fo´rmulas de conexio´n,
H˜−1ω˜P (x) = R(x)H˜−1P˜ (x), P˜>(x)H˜−1ω˜ = Q(x)P>(x)H−1.
1.5.2 Perturbaciones aditivas
Conocida la secuencia ortogonal asociada a un funcional µ uno podr´ıa interesarse, tomando otro funcional
ν (compartiendo o no soporte con el anterior), por el funcional resultante de la adicio´n de ambos µ˘ = µ+ ν.
Tras las secciones anteriores, resulta ahora natural preguntarse por la existencia de una posible secuencia
de polinomios ortogonales asociada a este nuevo funcional. Las observaciones que se siguen de emplear las
te´cnicas de la factorizacio´n LU vuelven a ser esclarecedoras a la hora de conectar, en caso de existir, ambas
secuencias. Bien es cierto que la conexio´n existente en el caso general es bastante esperable dando cuenta
de un simple cambio de base, pero resulta tambie´n interesante la existencia de casos particulares en los que
dicha conexio´n puede simplificarse dra´sticamente permitiendo dar cualquier elemento de la nueva secuencia
en te´rminos de un nu´mero constante de elementos de la original. Analizaremos aqu´ı uno de estos casos
particulares; la transformacio´n de Uvarov del funcional.
En primer lugar, desde µ˘ = µ+ν, y construyendo la matriz de Gram de cada funcional involucrado se puede
escribir G˘ = G+Gν . Dado que partimos de una secuencia de polinomios ortogonal conocida, la factorizacio´n
LU de G esta´ garantizada. Impondremos sobre G˘ la condicio´n de admitir tambie´n una factorizacio´n LU,
dado que nuestro propo´sito es encontrar una secuencia ortogonal asociada a la misma. Finalmente, no le
exigiremos directamente nada a Gν . Hechas estas consideraciones, y factorizando aquellas matrices que lo
permiten,
G˘ = G+Gν =⇒ H˘
(
S˘−1
)>
S> = S˘S−1H + S˘GνS>.
La expresio´n anterior da pie a las siguientes definiciones:
Definicio´n 26. Se consideran las siguientes matrices:
M := S˘S−1, A := SGνS>.
Proposicio´n 28. La matriz M conecta los polinomios nuevos con los originales,
MP (x) = P˘ (x).
En te´rminos de estas matrices definidas, la expresio´n de partida se escribe como sigue,
H˘
(
S˘−1
)>
S> = M(H +A) =⇒ M−1H˘M−> = (H +A).
Esta relacio´n puede interpretarse como una factorizacio´n LU de la matriz (H +A), y por tanto, tenemos a
nuestra disposicio´n las expresiones en te´rminos de cuasideterminantes para las entradas de las matrices de
dicha factorizacio´n, es decir,
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Proposicio´n 29. La secuencia de polinomios ortogonales y sus normas al cuadrado, ambas asociadas a la
perturbacio´n aditiva de µ mediante ν, se pueden escribir usando cuasideterminantes:
P˘k(x) = Θ∗

(H +A)[k]
P0(x)
P1(x)
...
Pk−1(x)
(H +A)k,0 (H +A)k,1 . . . (H +A)k,k−1 Pk(x)
 ,
h˘k = Θ∗

(H +A)[k]
(H +A)0,k
(H +A)1,k
...
(H +A)k−1,k
(H +A)k,0 (H +A)k,1 . . . (H +A)k,k−1 (H +A)k,k
 .
Ve´ase co´mo a la hora de expresar el polinomio k-e´simo de la nueva secuencia, precisamos de los primeros
k + 1 polinomios de la secuencia original.
La transformacio´n de Uvarov
Usaremos ahora el resultado de la seccio´n anterior para un caso particular en el que la perturbacio´n aditiva
ν esta´ compuesta por una suma de deltas de Dirac y derivadas de esta (no podremos hablar de medidas en
esta ocasio´n tampoco) en una serie de puntos. Fue V.B. Uvarov en [124] el primero en interesarse por este
tipo de deformacio´n.
Definicio´n 27. Se denota por transformacio´n de Uvarov a la siguiente perturbacio´n aditiva del funcional,
µ˘(x) = µ(x) + ν(x), ν =
s∑
i=0
ni−1∑
m=1
(−1)mδ(m)(x− qi)ξi,m, n1 ≤ n2 ≤ n3 ≤ · · · ≤ ns.
Inspirados por las secciones anteriores, incluimos a continuacio´n las definiciones adaptadas a este caso.
Definicio´n 28. Dado un conjunto de tuplas, {(qi, ni)}si=1 se define para una funcio´n dada f(x), el vector6
Π[f ] : F(x) −→ RM como sigue:
Π[f ] :=
(
f (0)(q1), f
(1)(q1), . . . , f
(n1−1)(q1); f (0)(q2), . . . , f (n2−1)(q2); . . . ; f (0)(qs), . . . , f (ns−1)(qs)
)
.
Esta definicio´n permite, denotando por
(
K [k](qi, qj)
)(t,d)
:= ∂
t+dK[k](x,y)
∂xt∂yd
∣∣∣
(x,y)=(qi,qj)
, dar la siguiente
Definicio´n 29. Las entradas de la siguiente matriz de taman˜o (
∑s
i=1 ni)× (
∑s
i=1 ni) involucran la evalua-
cio´n en los puntos {qi}si=1 de las derivadas hasta el orden {(ni − 1)}si=1 del nu´cleo de Chrisfoffel–Darboux.
K[k] := Π[P [k]]>
(
H [k]
)−1 (
Π[P [k]]
)
=

K[k][1][1] K
[k]
[1][2] . . . K
[k]
[1][s]
K[k][2][1] K
[k]
[2][2] . . . K
[k]
[2][s]
K[k][s][1] K
[k]
[s][2] . . . K
[k]
[s][s]
 ,
K[k][i][j] :=

(
K [k](qi, qj)
)(0,0) (
K [k](qi, qj)
)(0,1)
. . .
(
K [k](qi, qj)
)(0,nj−1)(
K [k](qi, qj)
)(1,0) (
K [k](qi, qj)
)(1,1)
. . .
(
K [k](qi, qj)
)(1,nj−1)
(
K [k](qi, qj)
)(ni−1,0) (
K [k](qi, qj)
)(ni−1,1)
. . .
(
K [k](qi, qj)
)(ni−1,nj−1)
 .
6Relacionado con el vector de jets J [f ] pero sin la presencia de los factoriales en los denominadores.
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Definicio´n 30. Dados los para´metros {ξi,m}m se construye la siguiente matriz ξ(i) ∈ ni × ni:
ξ(i) :=

ξi,0
(
1
0
)
ξi,1
(
2
0
)
ξi,2
(
3
0
)
ξi,3 . . .
(
ni − 1
0
)
ξi,ni−1(
1
1
)
ξi,1
(
2
1
)
ξi,2
(
3
1
)
ξi,3 0(
2
2
)
ξi,2
(
3
2
)
ξi,3
...(
3
3
)
ξi,3
...
...
(
ni − 1
ni − 2
)
ξi,ni−1
...(
ni − 1
ni − 1
)
ξi,ni−1 0 . . . . . . 0

.
A continuacio´n se situ´an estas a lo largo de la diagonal de una de mayor taman˜o (
∑s
i=1 ni)× (
∑s
i=1 ni),
Ξ :=

ξ(1)
ξ(2)
. . .
ξ(s)
 .
Todas estas definiciones son u´tiles a la hora de discutir la transformacio´n de Uvarov. No´tese en primer
lugar que,
G˘ = G+ Π[χ]Ξ (Π[χ])> , A = SΠ[χ]Ξ (Π[χ])> S> = Π[P ]Ξ (Π[P ])> .
Proposicio´n 30. La siguiente fo´rmula se cumple,[
(H +A)[k]
]−1
= (H [k])−1 − (H [k])−1Π[P [k]]Ξ
(
I+K[k]Ξ
)−1 (
Π[P [k]]
)>
(H [k])−1.
donde (I ∈ (∑si=1 ni)× (∑si=1 ni)).
Demostracio´n. Es sencillo seguir las siguientes igualdades,[
(H +A)[k]
]−1
= (H [k])−1
[(
I+AH−1
)[k]]−1
= (H [k])−1
(
I+ Π[P [k]]Ξ(Π[P [k]])>(H [k])−1
)−1
= (H [k])−1
(
I−Π[P [k]]Ξ(Π[P [k]])>(H [k])−1
+ Π[P [k]]Ξ(Π[P [k]])>(H [k])−1Π[P [k]]Ξ(Π[P [k]])>(H [k])−1 − . . .
)
= (H [k])−1 − (H [k])−1Π[P [k]]Ξ
(
I−K[k]Ξ + (K[k]Ξ)2 − . . .
)
(Π[P [k]])>(H [k])−1.
Lo que coincide con la expresio´n de la proposicio´n pero en forma de serie.
El resultado principal de la seccio´n es:
Proposicio´n 31. La secuencia de polinomios ortogonales asociados a la transformacio´n de Uvarov de un
funcional original viene dada por las siguientes fo´rmulas en te´rminos de cuasideterminantes:
P˘k(x) =
(
I+K[k]Ξ
(
Π(1)[K [k](y, x)]
)>
Π[Pk]Ξ Pk(x)
)
, h˘k(x) =
(
I+K[k]Ξ K[k]Ξ (Π[Pk])>
Π[Pk]Ξ hk + Π[Pk]Ξ (Π[Pk])
>
)
.
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No´tese que lo que hace de estas unas expresiones realmente u´tiles es que, en caso de tener la fo´rmula de
Christoffel–Darboux a nuestra disposicio´n (1.5), a la hora de expresar el polinomio transformado k-e´simo,
so´lo sera´n necesarios dos polinomios consecutivos de la secuencia original.
Demostracio´n. Desde el resultado para una transformacio´n aditiva general y la reciente expresio´n para la
inversa de (H +A), se obtiene para los polinomios:
P˘k(x) = Pk(x)−Π[Pk]Ξ
(
Π[P [k]]
)> [
(H [k])−1 − (H [k])−1Π[P [k]]Ξ
(
I+K[k]Ξ
)−1 (
Π[P [k]]
)>
(H [k])−1
]
P [k](x)
= Pk(x)−Π[Pk]Ξ
[
(Π(1)[K(y, x)])> −K[k]Ξ
(
I+K[k]Ξ
)−1
(Π(1)[K(y, x)])>
]
= Pk(x)−Π[Pk]Ξ
(
I+K[k]Ξ
)−1
(Π(1)[K(y, x)])>.
Igualmente para las normas:
h˘k =
(
hk + Π[Pk]Ξ(Π[Pk])
>
)
−Π[Pk]Ξ
(
Π[P [k]]
)> [
(H [k])−1
− (H [k])−1Π[P [k]]Ξ
(
I+K[k]Ξ
)−1 (
Π[P [k]]
)>
(H [k])−1
]
Π[P ]Ξ(Π[P ])>
= hk + Π[Pk]Ξ(Π[Pk])
> −Π[Pk]Ξ
(
K[k] −K[k]Ξ
(
I+K[k]Ξ
)−1
K[k]
)
Ξ(Π[Pk])
>
= hk + Π[Pk]Ξ(Π[Pk])
> −Π[Pk]Ξ
(
I+K[k]Ξ
)−1
K[k]Ξ(Π[Pk])>.
En el caso de ser un u´nico punto el encargado de definir la perturbacio´n obtenemos, a modo de ejemplo,
las conocidas expresiones,
P˘k(x) = Θ∗
(
1 + ξK [k](a, a) K [k](a, x)
ξPk(a) Pk(x)
)
= Pk(x)− ξPk(a) K
[k](a, x)
1 + ξK [k](a, a)
,
h˘k = Θ∗
(
1 + ξK [k](a, a) ξK [k](a, a)pk(a)
ξPk(a) hk + ξp
2
k(a)
)
= hk +
ξp2k(a)
1 + ξK [k](a, a)
.
1.6 Deformaciones continuas. Sistemas integrables
En esta seccio´n tratare´ de explicar la conexio´n que existe entre los polinomios ortogonales y la red de
Toda7 (caso particular de la red de Fermi-Pasta-Ulam [61]): una sucesio´n de part´ıculas con masa la unidad,
situadas en los puntos xn, y unidas entre s´ı mediante muelles cuya energ´ıa potencial U viene dada por la
exponencial de la separacio´n entre estas (por lo tanto, no lineal),
d2xn
dt2
= U ′(xn+1 − xn)− U ′(xn − xn−1) = e(xn+1−xn) − e(xn−xn−1). (1.14)
Para establecer la conexio´n prometida, se habra´n de introducir un conjunto de para´metros a los que llama-
remos tiempos, encargados estos de parametrizar un nuevo tipo de deformacio´n de la matriz de momentos.
Esta dependencia de los para´metros la hemos de interpretar como si de una evolucio´n temporal se tratara,
no solo para la matriz de momentos, sino para todos los elementos que se construyen a partir de la misma:
7Fue el f´ısico Morizaku Toda [122] quien propuso el sistema integrable que se va a considerar. Posteriormente se observo´ que
dicho sistema es equivalente a la reduccio´n unidimensional de una construccio´n geome´trica propuesta por el matema´tico Jean
Gaston Darboux [48].
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polinomios ortogonales, normas, matriz de Jacobi, etc. Precisamente de la derivada temporal la matriz de
Jacobi se obtiene un par de Lax equivalente a la ecuacio´n de Toda, y por lo tanto que permite relacionar
las xn con los principales elementos de la teor´ıa de los polinomios ortogonales (hn y Sn+1,n) utilizando un
cambio de variables propuesto por H. Flaschka.
Con el u´nico pretexto de conseguir una conexio´n lo ma´s simplificada y clara posible, en esta seccio´n emplea-
remos polinomios ortonormales pk(x) en lugar de los mo´nicos Pk(x) que ven´ıamos usando hasta ahora. Para
conseguir esto basta con reescribir la matriz diagonal de la factorizacio´n como H =
√
H
√
H 8 y multiplicar
estos factores por las matrices unitriangulares de la factorizacio´n, es decir,
G = S−1HS−> = Z−1Z−>, Z :=
(√
H
)−1
S, p(x) := Zχ(x), 〈pk, pj〉µ = δk,j .
Es interesante y sencillo comprobar que en este caso, la matriz de Jacobi para los polinomios ortonormales
(que se construye desde la simetr´ıa ΛG = GΛ> pero empleando esta vez la factorizacio´n con los factores Z)
y que vamos a denotar por L, (es decir, Lpn(x) = xpn(x)) es una matriz sime´trica cuyas entradas son:
L = L> := ZΛZ−1 =
(√
H
)−1
J
√
H =

−S10
√
h1h
−1
0 0 0 0 . . .√
h1h
−1
0 S10 − S21
√
h2h
−1
1 0 0 . . .
0
√
h2h
−1
1 S21 − S32
√
h3h
−1
2 0 . . .
0 0
√
h3h
−1
2 S32 − S43
√
h4h
−1
3 . . .
0 0 0
√
h4h
−1
3 S43 − S54
...
...
...
...
. . .

.
1.6.1 Deformacio´n continua de la matriz de momentos
Se introducen dos conjuntos infinitos de para´metros reales
{{tα,j}∞j=0}α=1,2, con tα,0 = 0 por convenien-
cia, de los que va a depender la deformacio´n.
Definicio´n 31. La matriz de momentos dependiente del tiempo es,
G(t) := W0(t1)G
(
W0(t2)
)>
, W0(tα) := e
∑
j tα,jΛ
j
.
No´tese co´mo esta deformacio´n tiene por condicio´n inicial la matriz de momentos original.
Proposicio´n 32. La matriz de momentos dependiente del tiempo G(t) es la correspondiente a la siguiente
medida con dependencia temporal: dµ(x, t) = e
∑
j(t1,j+t2,j)x
j
dµ(x).
Demostracio´n. La prueba es sencilla desde la deficinicio´n de G(t),
G(t) = W0(t1)G
(
W0(t2)
)>
= e
∑
j t1,jΛ
j
[∫
χ(x)dµ(x)χ(x)>
] (
e
∑
j t2,jΛ
j)>
,
y la propiedad Λχ = xχ, de forma que e
∑
j t1,jΛ
j
χ = e
∑
j t1,jx
j
χ.
No´tese que esta proposicio´n implica que la estructura Hankel de la matriz de momentos no va a perderse
con la evolucio´n temporal y lo mismo va a ocurrir con el cara´cter definido positivo de la misma. Por ello,
la factorizacio´n LU con dependencia temporal va a seguir teniendo sentido. Se introducen ahora un par de
matrices auxiliares.
8Recue´rdese que estamos en un caso definido positivo por lo que si Hi,j = δi,jhj se tiene hk > 0; de este modo
(√
H
)
i,j
=
δi,j
√
hj .
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Definicio´n 32. Sean las siguientes las matrices de onda:
W1(t) = Z(t)W0(t1), W2(t) = Z(t)W0(t2).
Dado que ∂W0(tα)∂tα,j = Λ
jW0(tα) es sencillo comprobar que las siguientes expresiones se cumplen:
∂W1(t)
∂t1,j
=
( ∂Z
∂t1,j
Z−1 + Lj(t)
)
W1,
∂W1(t)
∂t2,j
=
( ∂Z
∂t2,j
Z−1
)
W1,
∂W2(t)
∂t1,j
=
( ∂Z
∂t1,j
Z−1
)
W2,
∂W2(t)
∂t2,j
=
( ∂Z
∂t2,j
Z−1 + Lj(t)
)
W2.
Proposicio´n 33. Las potencias de la matriz de Jacobi satisfacen la siguiente ecuacio´n diferencial:
Lj(t) = −
( ∂Z
∂tα,j
Z−1
)
−
( ∂Z
∂tα,j
Z−1
)>
.
Denotando por M± a la parte estr´ıctamente superior/inferior de la matriz M la ecuacio´n anterior es equi-
valente a:
(
Lj(t)
)
− = −
( ∂Z
∂tα,j
Z−1
)
−
,
(
Lj(t)
)
+
= −
([ ∂Z
∂tα,j
Z−1
]> )
+
, diag
[
Lj(t)
]
= −2 diag
[
∂Z
∂tα,j
Z−1
]
.
Demostracio´n. Desde la definicio´n de G(t) se tiene,
G(t) = W0(t1)G
(
W0(t2)
)>
=⇒ G = W−11 (t)W−>2 (t).
Der´ıvese ahora respecto de tα,j y u´sense las relaciones para las derivadas de Wα.
No´tese co´mo dicha proposicio´n en primer lugar encaja con la observacio´n de que la dependencia temporal
de la medida dµ(x, t1, t2) puede realmente entenderse como dµ
(
x, (t1 + t2)
)
, por lo que uno puede derivar
indistintamente respecto de t1,j o respecto de t2,j , y en segundo lugar, recuerda la propiedad de simetr´ıa
L = L>. Las consecuencias ma´s relevantes de la proposicio´n se enuncian ahora en forma de teorema.
Teorema 1. Las matrices de onda satisfacen las siguientes relaciones diferenciales:
∂W1(t)
∂t1,j
= −
( ∂Z
∂t1,j
Z−1
)>
W1,
∂W1(t)
∂t2,j
=
( ∂Z
∂t2,j
Z−1
)
W1,
∂W2(t)
∂t1,j
=
( ∂Z
∂t1,j
Z−1
)
W2,
∂W2(t)
∂t2,j
= −
( ∂Z
∂t2,j
Z−1
)>
W2.
La matriz de Jacobi evoluciona de acuerdo al siguiente par de Lax:
∂Ln(t)
∂tα,j
=
[( ∂Z
∂tα,j
Z−1
)
, Ln
]
=
[
Ln,
( ∂Z
∂tα,j
Z−1
)>]
.
Las siguientes ecuaciones de Zakharov-Shabat se satisfacen:
∂
∂tα,i
(
∂Z
∂tα,j
Z−1
)
− ∂
∂tα,j
(
∂Z
∂tα,i
Z−1
)
+
[
∂Z
∂tα,j
Z−1,
∂Z
∂tα,i
Z−1
]
= 0.
Demostracio´n. Las relaciones para las matrices de onda se siguen desde la proposicio´n 33. La ecuacio´n que
involucra el par de Lax se obtiene tras derivar Ln(t) = Z(t)ΛnZ(t)−1 y usar de nuevo la proposicio´n 33.
En u´ltimo lugar, las ecuaciones de Zakharov-Shabat son la condicio´n de compatibildad de las ecuaciones de
Lax.
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1.6.2 Conexio´n con la red de Toda
Conside´rese el caso en que tα,j = 0 ∀j 6= 1 y ha´gase el siguiente cambio de variables para los dos u´nicos
para´metros no nulos que quedan: t1,1 = t+ s y t2,1 = t− s. Tras este cambio, dada f(t1,1, t2,1) se tendra´ que:
df =
∂f
∂t1,1
dt1,1 +
∂f
∂t2,1
dt2,1 =
(
∂f
∂t1,1
+
∂f
∂t2,1
)
dt+
(
∂f
∂t1,1
− ∂f
∂t2,1
)
ds.
To´mese la matriz de Jacobi L(t1,1, t2,1). Debido a su expresio´n en te´rminos de las matrices de factorizacio´n,
que a su vez provienen de la medida dµ
(
x, (t1,1, t1,2)
)
= dµ(x)e(t1+t2)x, se puede observar que los elementos
de la teor´ıa van a depender de t y no de s (algo que ya se anticipaba tras los resultados de la proposicio´n
33).
∂L
∂s
=
∂L
∂t1,1
− ∂L
∂t2,1
= 0,
∂L
∂t
=
∂L
∂t1,1
+
∂L
∂t2,1
=
dL
dt
.
Por lo tanto, volviendo al teorema 1 y tomando ambos n = 1 y j = 1 reescribamos,
dL
dt
=
∂L(t)
∂t1,1
+
∂L(t)
∂t2,1
=
[( ∂Z
∂t1,1
Z−1
)
−
( ∂Z
∂t2,1
Z−1
)>
, L
]
=
[( ∂Z
∂t1,1
Z−1
)
−
−
([ ∂Z
∂t2,1
Z−1
]> )
+
, L
]
.
Pero la proposicio´n 33 finalmente implica que,
dL
dt
=
[
(L+ − L−), L
]
.
Que en componentes queda,
d(Sn,n−1 − Sn+1,n)
dt
= 2
(
hn+1h
−1
n − hnh−1n−1
)
,
d
√
hn+1h
−1
n
dt
=
√
hn+1h
−1
n (2Sn+1,n − Sn+2,n+1 − Sn,n−1) .
Este es precisamente un par de Lax equivalente a la ecuacio´n de Toda. Se resume este resultado en forma
de proposicio´n:
Proposicio´n 34. El par de Lax asociado a la red de Toda
d2xn
dt2
= e(xn+1−xn) − e(xn−xn−1),
Coincide con la matriz de Jacobi L y la matriz (L+ − L−) que se obtienen tras deformar la matriz de
momentos del siguiente modo:
G(t) = W0(t1,1)GW0(t2,1)
> =⇒ dL
dt
=
[
(L+ − L−), L
]
.
La conexio´n entre las variables xn y los elementos de la teor´ıa de los polinomios ortogonales hn, Sn+1,n
vienen dados por el cambio de variables de Flaschka [62],√
hn+1h
−1
n =
1
2
e
xn+1−xn
2 , (Sn,n−1 − Sn+1,n) = 1
2
dxn
dt
.
1.6.3 Conexio´n entre deformaciones continuas y discretas
A continuacio´n se explica co´mo mediante pequen˜os cambios, llamados desplazamientos de Miwa, en los
para´metros de las deformaciones continuas es posible recuperar cualquier transformacio´n espectral lineal.
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Definicio´n 33. Se definen los desplazamientos de Miwa como sigue:
tα,j → t˜α,j := tα,j + k
jaj
, j > 0.
Proposicio´n 35. Un desplazamiento de Miwa de uno de los conjuntos de los para´metros que dan cuenta
de la transformacio´n continua, equivale a la siguiente transformacio´n espectral lineal de la medida:
dµ(x, t˜1, t2) = dµ(x, t1, t˜2) =
(−1)k
ak
(x− a)kdµ(x, t1, t2).
Demostracio´n. La prueba se basa en la expansio´n ln
(
1− xa
)
=
∑∞
n=1
1
nanx
n.
e
∑
j=0 t˜jx
j
=
(
e
∑
j=0 tjx
j
)(
e
∑∞
j=1
k
jaj
xj
)
=
(
e
∑
j=0 tjx
j
)(
1− x
a
)k
.
No´tese co´mo, con del teorema fundamental del a´lgebra a nuestra disposicio´n, tras un nu´mero finito de
desplazamientos de Miwa, uno podr´ıa obtener cualquier cociente de polinomios como factor de la medida.
Dicho esto, cabe destacar que en el momento en que el teorema fundamental del a´lgebra no sea aplicable
(por ejemplo en el caso matricial o el multivariable), habra´ polinomios a los que uno nunca podra´ llegar y
por lo tanto, la conexio´n no sera´ tan completa como lo es en este caso.
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2
Polinomios biortogonales
generalizados en la recta real
Con este cap´ıtulo se busca dar una serie de pinceladas introductorias y que pretenden motivar la gene-
ralizacio´n, en diferentes direcciones, del concepto de ortogonalidad presentado hasta este punto del texto.
La idea es, para los casos matricial, multivariable, mu´ltiple y Sobolev, dedicar unas l´ıneas a cada uno de los
cinco pasos enumerados en el apartado Metodolog´ıa del resumen introductorio de la tesis. Este cap´ıtulo ha
de considerarse como nexo de unio´n entre lo escrito hasta este punto y aquellos art´ıculos que integran esta
tesis.
El concepto principal que precisa de generalizacio´n es la factorizacio´n LU. Una vez entendida la factorizacio´n
LU usual de una matriz semi infinita A dada, no es complicado aceptar que, dado un conjunto infinito de
enteros positivos ρ = {nj}∞j la imposicio´n detA[
∑l
j=0 nj ] 6= 0, ∀l va a permitir que A factorice del siguiente
modo que se ha de entender como una factorizacio´n LU por bloques.
A = LρDρUρ :=
In0×n0 0 . . .L1,0 In1×n1 . . .
...
...
. . .

D0 0 . . .0 D1 . . .
...
...
. . .

In0×n0 U0,1 . . .0 In1×n1 . . .
...
...
. . .
 . (2.1)
Donde (Lρ)i,j , (Uρ)i,j ∈ Rni×nj y Dj ∈ Rnj×nj . Nos interesa por supuesto el caso en que A = G es una matriz
de Gram dada. El conjunto ρ = {nj}∞j quedara´ determinado por el tipo de ortogonalidad bajo consideracio´n.
Como estamos a punto de ver, nj = p, ∀j dara´ una factorizacio´n por bloques de igual taman˜o adaptada al
caso matricial, mientras que si nj =
(
D+j−1
j
)
, ∀j estaremos frente a una factorizacio´n por bloques de taman˜o
creciente inherente al caso multivariable.
2.1 Polinomios matriciales biortogonales en la recta real
M. G. Krein es el autor a quien se vinculan los or´ıgenes de este tipo de polinomios [91]; denotados
abreviadamente por su acro´nimo MBPRL. Un texto cla´sico al respecto es [29], mientras que otros ma´s
recientes son [46],[54] y tambie´n [16], [70]. Resultados que involucran complementos de Schur como los que
proponemos aqu´ı se pueden consultar en [102]. Los MBPRL tambie´n son de utilidad a la hora de estudiar
productos internos no esta´ndar [55]. A pesar de que son muchas las propiedades que comparten con sus
homo´logos escalares, no esta´n exentos de sorpresas por ejemplo ligadas a la caracterizacio´n tipo Bochner
(mediante un operador diferencial de segundo orden y con coeficientes polino´micos) de los que se podr´ıan
considerar como los ana´logos matriciales de los polinomios cla´sicos [56]. Al contrario de lo que sucede en
el caso escalar, el matricial permite definir polinomios matriciales “cla´sicos” caracterizados mediante un
operador diferencial lineal de primer orden [38]. Un enfoque desde la factorizcio´n LU de la teor´ıa de los
MBPRL se puede encontrar en nuestras publicaciones [14] y [13].
Forma sesquilineal. Dada una medida de Borel µ matricial de taman˜o p × p y con soporte Ω en
un conjunto (infinito) de puntos de la recta real, se define la siguiente forma sesquilineal entre dos
polinomios matriciales f(x) =
∑
k=0 fjx
j y h(x) =
∑
k=0 hjx
j donde fj , hj ∈ Rp×p:
〈f(x), h(x)〉µ :=
∫
Ω
f(x)dµ(x)
(
h(x)
)>
.
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Matriz de momentos G. Puesto que queremos tratar con polinomios matriciales, el vector de mo-
nomios ha de capturar esta cualidad y transmitirlo de algu´n modo a la organizacio´n de las entradas
de la matriz de momentos,
χ(x) :=
(
Ip×p xIp×p x2Ip×p . . . , x2Ip×p . . .
)>
, G := 〈χ, χ〉µ :=
∫
Ω
χ(x)dµ(x)
(
χ(x))>,
f(x) =
k∑
j=0
fjχj(x), fj ∈ Rp×p, Gi,j =
∫
Ω
χi(x)dµ(x)
(
χj(x))
> ∈ Rp×p.
No´tese co´mo, para una misma matriz de momentos, hay un conjunto de formas sesquilineales alterna-
tivas y relacionadas entre s´ı, como por ejemplo (f, h)µ :=
∫
Ω
(
f(x)
)>
dµ(x)h(x) y variaciones de esta.
No es complicado ver que cualquiera de las posibilidades va a dar la misma matriz de momentos (cosa
que no ocurrira´ en el caso de biortogonalidad matricial con soporte en la circunferencia unidad, pero
nos encargaremos de esa situacio´n ma´s adelante).
Factorizacio´n LU de G. La observacio´n de que el vector de monomios χ(x) tenga sus entradas
proporcionales a Ip×p sugiere que la factorizacio´n LU de G ha de respetar este hecho y ser por bloques
de taman˜o p× p (de acuerdo con (2.1), nj = p).
G = S−11 HS
−>
2 , Hi,j = δi,jhj ∈ Rp×p.
Esta factorizacio´n dara´ lugar a dos familias mo´nicas ((Sα)k,k = I) de MBPRL,
Pα(x) := Sαχ(x) =

Pα,0x)
Pα,1(x)
...
Pα,k(x)
...
 , Pα,k(x) =
k∑
j=0
(
Sα
)
k,j
χj(x), 〈P1,i, P2,j〉µ = δi,jhj .
Cuyas leyes de ortogonalidad son:
〈P1,k, xj〉µ = 0, 〈xj , P2,k〉µ = 0, j = 0, 1, 2, . . . , k − 1.
De darse que dµ(x) = dµ(x)> supondr´ıa que G fuera una matriz sime´trica y por lo tanto no habr´ıa
necesidad del sub´ındice α. En este caso, la biortogonalidad se ver´ıa reducida a ortogonalidad.
Simetr´ıas de G. Dada la construccio´n de la matriz de momentos es casi esperable algu´n tipo de
simetr´ıa tipo Hankel, pero esta vez, por bloques. La manera de evidenciar esta organizacio´n de las
entradas es definir una matriz de translacio´n (al estilo de 11) adaptada al caso matricial:
Λ :=

0 Ip×p 0 0 . . .
0 0 Ip×p 0 . . .
0 0 0 Ip×p . . .
...
...
...
. . .
 , Λχ(x) = xχ(x), ΛG = GΛ>.
Esto realmente supone, al igual que en el caso escalar, que 〈xf(x), g(x)〉 = 〈f(x), xg(x)〉, por lo que
dicha simetr´ıa va a dar cuenta de la relacio´n de recurrencia a tres te´rminos-bloques as´ı como las
fo´rmulas de Chrisfoffel–Darboux.
Deformaciones de G. Las transformaciones de Darboux o discretas en este caso tienen una serie de
matices propios del cara´cter matricial de que el caso escalar carece. A parte de tratarse de transfor-
maciones no abelianas (uno podr´ıa multiplicar la matriz de medidas desde su derecha o bien desde su
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izquierda siendo estas, dos transformaciones diferentes), uno puede encontrarse con transformaciones
polino´micas en las que el coeficiente director del polinomio resulta ser una matriz singular, careciendo
en tal caso, de parte de su informacio´n espectral (que es de gran utilidad para el estudio de estas
deformaciones). Las transformaciones continuas vendra´n parametrizadas por dos (α = 1, 2) conjuntos
infinitos j = 1, 2 . . . de matrices diagonales tα,j que van a permitir conectar la teor´ıa de los MBPRL
con la jerarqu´ıa no abeliana de la red de Toda.
2.2 Polinomios ortogonales en varias variables reales
Rebuscando en los or´ıgenes de estos polinomios uno puede encontrar algunas referencias a los mismos
en los trabajos de C. Hermite, aunque primeras publicaciones al respecto las encontramos en [15] y [84]. Si-
guientes art´ıculos destacados son [58] y [90] en los que la notacio´n vectorial para los polinomios (que tambie´n
usaremos nosotros) se presenta por primera vez y donde se consideran polinomios ana´logos a los polinomios
cla´sicos, esta vez en dos variables (tambie´n en [88]). Como versiones excelentes ma´s actuales mencionar
[117] y [53]. Esta tesis incluye un enfoque desde la factorizacio´n LU de este tipo de ortogonalidad [21] y
su correspondiente conexio´n con los sistemas integrables. Dos publicaciones que complementan esta u´ltima
son: por un lado [22], en la que generalizamos el concepto de la transformacio´n de Christoffel presentado en
[21], y por por otro [23], en la que estudiamos la teor´ıa de las deformaciones en el contexto multivariable en
su versio´n ma´s general (desde el punto de vista de las transformaciones de un funcional).
Forma sesquilineal. Mediante la notacio´n x = (x1, x2, . . . , xD) ∈ RD y tomando una medida de
Borel dependiente de D variables dµ(x) con soporte Ω ∈ RD, definimos la siguiente forma bilineal:
〈f(x), h(x)〉µ :=
∫
Ω
f(x)dµ(x)h(x).
Matriz de momentos G. Un paso previo a la construccio´n de la matriz de momentos es la eleccio´n
de un vector de monomios adaptado χ(x). Empleamos la notacio´n habitual en la que multi-´ındices
α = (α1, α2, . . . , αD) con αj ∈ N sirven para denotar cualquier monomio xα := (xα11 , xα22 , . . . , xαDD ). De
esta forma, un polinomio arbitrario va a poderse escribir de acuerdo a la expresio´n f(x) =
∑
αj
fαjx
αj .
El motivo por el que queremos construir un vector de monomios adaptado es el de ordenar todos ellos
de algu´n modo razonable. En primer lugar definimos la longitud de un multi-´ındice: |α| := ∑Da=1 αa,
lo que permite definir aquel conjunto de multi-´ındices de igual longitud, cuyo cardinal es sencillo de
obtener
[k] := {α tales que |α| = k}, |[k]| =
(
D + k − 1
k
)
.
El concepto de longitud del multi-´ındice supone un primer paso a la hora de ordenar los monomios
como desea´bamos, si |α1| < |α2| entonces diremos que xα1 < xα2 . El segundo paso pretende ordenar
los multi-´ındices dentro de cada conjunto [k]. Para ello, seguimos el orden dado por la graduacio´n
lexicogra´fica inversa: Denotando por α
(k)
1 ,α
(k)
2 a dos multi-´ındices ∈ [k] en caso de afirmar que α(k)1 <
α
(k)
2 se ha de cumplir que α
(k)
1,1 = α
(k)
2,1 , α
(k)
1,2 = α
(k)
2,2 , ..., α
(k)
1,l > α
(k)
2,l para l ≤ D. De este modo, por fin
tenemos una organizacio´n de los monomios que nos permite definir el vector que agrupa los mismos y
la matriz de momentos que a partir de ellos podemos construir.
χ(x) :=

χ[0]
χ[1]
...
χ[k]
...
 , χ[k] :=

xα
(k)
1
xα
(k)
2
...
x
α
(k)
|[k]|
 , G :=
∫
Ω
χ(x)dµ(x)
(
χ(x)
)>
46 CAPI´TULO 2. POLINOMIOS BIORTOGONALES GENERALIZADOS EN LA RECTA REAL
G
α
(n)
j ,α
(m)
i
=
∫
Ω
xα
(n)
j +α
(m)
i dµ(x), G[i],[j] :=
∫
Ω
χ[i](x)dµ(x)
(
χ[j](x)
)> ∈ R|[i]|×|[j]|.
Desde luego G = G> es una matriz sime´trica.
Factorizacio´n LU de G. Tanto la longitud creciente de cada una de las entradas χ[j] como el taman˜o
creciente de cada bloque G[i],[j] sugieren una factorizacio´n LU (Cholesky en este caso) que respete tal
hecho. En este caso, desde (2.1) se tiene nj = |[j]|.
G = S−1HS−>, H[i][j] = δi,jhj ∈ R|[i]|×|[j]|,
P (x) := Sχ(x) =

P[0]
P[1]
P[2]
...
 , P[k](x) =
k∑
j=0
(
S
)
[k][j]
χ[j](x) =

P
α
(k)
1
P
α
(k)
2
...
P
α
(k)
|[k]|
 .
Quienes satisfacen 〈P[i], P[j]〉µ = δi,jhj o equivalentemente,
〈P
α
(k)
j
(x),xα〉µ = 0, ∀|α| < k; 〈Pα(k)j (x),x
α
(k)
i 〉µ =
(
hk
)
α
(k)
j ,α
(k)
i
.
Simetr´ıas de G. Del estudio de las ortogonalidades anteriores sabemos que la estructura Hankel
de la matriz de momentos viene expresada como una ecuacio´n entre la matriz de momentos y la de
translacio´n. Dicha ecuacio´n tambie´n da cuenta del cara´cter autoadjunto del operador multiplicacio´n
por la variable x. Puesto que en el caso multivariable es D el nu´mero de variables a tener en cuenta,
tiene sentido presentar ya no una, sino un conjunto deD matrices de translacio´n (que adema´s conmutan
entre ellas):
[Λa,Λb] = 0, Λaχ(x) = xa, ΛaG = GΛ
>
a , a, b = 1, 2, . . . , D.
La simetr´ıa que esto supone para la matriz de momentos tendra´ que ver con la recurrencia y las
fo´rmulas de Christoffel–Darboux.
Deformaciones de G. Nuestra herramienta para estudiar las deformaciones discretas precisa de los
datos espectrales de los polinomios perturbadores. En el caso unidimensional son suficientes una serie
de puntos (los ceros) y sus multiplicidades, en el caso matricial hay que an˜adir a la lista anterior las
multiplicidades parciales y las cadenas de Jordan, y en el caso multivariable van a ser necesarias una
serie de nociones ba´sicas de geometr´ıa algebraica. Las deformaciones continuas de este tipo de medidas
permitira´n construir ecuaciones no lineales, tanto en derivadas parciales como en diferencias, con
coeficientes matriciales de taman˜o variable cuyas soluciones vendra´n dadas por elementos matriciales
de la teor´ıa de los polinomios ortogonales.
2.3 Polinomios mu´ltiples biortogonales de tipo mixto
Los or´ıgenes de este tipo de ortogonalidad los podemos situar al final del siglo XIX ligados a los esfuerzos
de C. Hermite para probar la transcendencia del nu´mero de Euler [80]. Un tema al que la ortogonalidad
mu´ltiple esta´ ı´ntimamente ligada [115] es el de la aproximacio´n de Hermite-Pade´ (o aproximacio´n racional
simulta´nea) tambie´n desarrollada entre el citado C. Hermite y su estudiante H. Pade´. Buenos trabajos
respecto de este tipo de ortogonalidad son [17],[34],[105]. Para un enfoque desde el problema de Riemann–
Hilbert ve´anse [45], [125]. Por u´ltimo, para una mirada desde la perspectiva de la factorizacio´n LU citemos
[11] junto con [20], este u´ltimo incluido en esta tesis.
2.3. POLINOMIOS MU´LTIPLES BIORTOGONALES DE TIPO MIXTO 47
Forma sesquilineal. Partiendo de los siguientes dos conjuntos de pesos {wα,j}pαj=1 para α = 1, 2
podemos definir una forma bilineal a partir de los mismos como sigue,
〈f(x), h(x)〉w :=
p1∑
r=1
p2∑
l=1
〈f(x), h(x)〉µr,l , 〈f(x), h(x)〉µr,l :=
∫
Ω
f(x)
(
dµ(x)w1,r(x)w2,l(x)
)
h(x).
Matriz de Gram G. En el caso mu´ltiple, la tarea de definir una matriz de Gram es algo ma´s delicada
de lo que ha sido hasta el momento. La primera idea que a uno le viene a la mente es tomar por matriz
de Gram a la siguiente suma G˜ =
∑
r,lGr,l, donde Gr,l = 〈χ, χ〉µr,l y χ es el vector de monomios
(escalar y en una u´nica variable). Sin embargo, esta no es la eleccio´n ma´s general a la que uno puede
aspirar (es en realidad un caso l´ımite como veremos brevemente). Para conseguir esta generalizacio´n
es necesario introducir el siguiente par de vectores nα =
(
nα,1, nα,2, . . . , nα,pα
)
con α = 1, 2 y en el que
nα,j ∈ Z+, mediante los que construimos los dos vectores de monomios adaptados al caso mu´ltiple. En
primer lugar es necesario definir,
(χα)[0] :=
((
1 z . . . z(nα,1−1)
) (
1 z . . . z(nα,2−1)
)
. . .
(
1 z . . . z(nα,pα−1)
))>
.
En segundo lugar, desde el vector anterior, tenemos cualquier entrada expresada como sigue,
χα(x) :=

(χα)[0]
(χα)[1]
...
(χα)[k]
...
 , (χα)[k] :=

zknα,1Inα,1 0 0 0
0 zknα,2Inα,2 0 0
0 0
. . . 0
0 0 0 zknα,pα Inα,pα
 (χα)[0].
En tercer y u´ltimo lugar,
ξα(x) :=

(ξα)[0]
(ξα)[1]
...
(ξα)[k]
...
 , (ξα)[k] :=

wα,1z
knα,1Inα,1 0 0 0
0 wα,1z
knα,2Inα,2 0 0
0 0
. . . 0
0 0 0 wα,1z
knα,pα Inα,pα
 (χα)[0].
Una vez establecida esta notacio´n, dada una medida, el par de vectores de pesos y el par de vectores
para organizar los monomios (dµ,wα,nα) definimos la matriz de Gram como sigue:
G :=
∫
ω
ξ1(x)dµ(x)
(
ξ2(x)
)>
.
No´tese la gran cantidad de casos que este escenario mu´ltiple engloba; el caso p1 = p2 = 1 nos lleva
directamente a los OPRL respecto de dµ = w1w2; el caso p1 = p2 = p y n1,j = n2,j = 1,∀j = 1, . . . p
no es otro que el de los MOPRL de taman˜o p × p respecto de dµ = w1(w2)>, donde hemos llamado
wα = (wα,1, wα,2, . . . , wα,p). Por u´ltimo, el caso l´ımite que anteriormente menciona´bamos toma lugar
en caso de permitir nα,j →∞.
Factorizacio´n LU de G. Como ocurr´ıa al definir la matriz de Gram ma´s apropiada, el tipo de
factorizacio´n LU a elegir que se adapte mejor al caso bajo estudio es algo delicado. Mientras que
una factorizacio´n por bloques cuyos taman˜os tuvieran en cuenta los diferentes nα,j ser´ıa lo deseable,
nosotros empleamos una factorizacio´n usual, que siendo algo ma´s restrictiva que la anterior, simplifica
bastante los razonamientos y tambie´n nos permite obtener los resultados que buscamos.
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Simetr´ıas de G. La discusio´n anterior deja entrever que la matriz de Gram en el caso mu´ltiple no es
sino una especie de collage de recortes de las p1 · p2 diferentes matrices de momentos parciales cuyo
taman˜o y posicio´n vendra´ dado por los nα,j y que se ira´ repitiendo perio´dicamente. Algo similar va
a ocurrir con las dos posibles matrices de translacio´n adaptadas al caso; sera´n collages similares al
de G pero en lugar de tomar recortes de las matrices de momentos, tomara´n recortes de la matriz de
translacio´n del caso esta´ndar (escalar y u´nica variable). Cada una de estas dos matrices de translacio´n
tendra´ como autovector el vector de monomios que le corresponda. Estas matrices van a modelar
la simetr´ıa de la matriz de Gram, que tendra´ por consecuencia una matriz de Jacobi por bloques
organizados recordando la forma de una serpiente en la que queda codificada la ley de recurrencia de
los polinomios mu´ltiples.
Deformaciones de G. Puesto que la medida y los pesos involucrados esta vez son todos escalares, no
resulta sorprendente que el estudio de las deformaciones del caso mu´ltiple sea bastante ma´s parecido
al caso escalar de lo que lo fueron el caso matricial y el multivariado. Las deformaciones continuas
conectan la ortogonalidad mu´ltiple con la jerarqu´ıa de Toda multicomponente, mientras que los flujos
discretos pueden correctamente considerarse elementales y esta´n conectados a los anteriores a base de
desplazamientos de Miwa al estilo explicado en la seccio´n 1.6.3.
2.4 Polinomios biortogonales de Sobolev en la recta real
D. C. Lewis en [93] fue quien planto´ la primera semilla al tratar de aproximar una funcio´n a base de
polinomios e involucrando las derivadas de estos. Motivado por este trabajo, P. Althammer publico´ [10],
el primer art´ıculo en considerar un producto de Sobolev propiamente dicho. En [110] y [111] encontramos
tempranas pero importantes contribuciones a las que siguio´ un periodo de inactividad en el tema cuyo final
llego´ gracias a un nuevo concepto, los “pares coherentes” de medidas [81]. Una clasificacio´n de estos la pode-
mos encontrar en [94]. A las publicaciones anteriores merece la pena incluir [101] y [96] como recomendables
revisiones de la historia, resultados y bibliograf´ıa referentes al tema. Selecciono [27] (incluido en esta tesis)
de entre nuestras contribuciones para aquel lector interesado en un estudio de este tipo de biortogonalidad
desde la perspectiva de la factorizcio´n LU junto con una serie de generalizaciones que tambie´n atan˜en al
concepto de los “pares coherentes”.
Forma sesquilineal. El primer concepto a definir antes de introducir la forma bilineal de Sobolev es
la matriz de medidas de orden N . Esta matriz de taman˜o (N + 1)× (N + 1) que denotaremos por W ,
tiene por entradas Wi,j = dµi,j(x) medidas de Borel (dµi,j = 0 ∀i, j > N ) con soporte Ωi,j :
W (x) :=

dµ0,0 dµ0,1 . . . dµ0,N 0 . . .
dµ1,0 dµ1,1 . . . dµ1,N 0 . . .
...
...
. . .
...
...
dµN ,0 dµN ,1 . . . dµN ,N 0 . . .
0 0 0 0 . . .
...
...
...
. . .

, dµi,j : Ωi,j ⊆ R −→ R.
No´tese que alguna dµi,j(x) con i, j ≤ N puede ser cero siempre que exista al menos una medida no
nula a lo largo de la columna o fila N -e´sima. El caso l´ımite N → ∞ tambie´n puede estudiarse, pero
con algo ma´s de atencio´n. Empleando la matriz de medidas escribimos la forma bilineal de Sobolev
como sigue,
(f, h;W ) :=
N∑
n,r=0
〈f (n), h(r)〉µn,r , 〈f (n), h(r)〉µn,r :=
∫
Ωn,r
f (n)(x) dµn,r(x) h
(r)(x).
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Matriz de Gram GW . La matriz de Gram de Sobolev asociada a la matriz de medidas W admite
diferentes expresiones, pero quiza´s, la ma´s sugerente, en estas l´ıneas introductorias sea la siguiente:
GW =
N∑
l,r=0
DlGl,r(D
r)>, Gl,r = 〈χ, χ>〉µl,r . (2.2)
Donde hemos usado la matriz de derivacio´n D de la definicio´n 17.
Factorizacio´n LU de GW . En el contexto Sobolev, dado que tratamos con polinomios escalares en
una u´nica variable, la eleccio´n ma´s razonable del tipo de factorizacio´n es la esta´ndar. (Sera´ Cholesky
en los casos en que W = W >).
GW := S
−1
1 H
(
S−12
)>
=⇒ Pα(x) := Sαχ(x) :=

Pα,0(x)
Pα,1(x)
...
Pα,k(x)
...
 , (P1,r, P2,k;W ) := hrδr,k.
Con las siguientes condiciones de ortogonalidad:
(P1,l, x
r;W ) := δl,rhr, ∀r ≤ l =⇒
l∑
k=0
r∑
j=0
〈
P
(k)
1,l ,
djxr
dxj
〉
µk,j
=
{
0 ∀r < l
hl r = l
.
(xr, P2,l, ;W ) := hrδr,l, ∀r ≤ l =⇒
r∑
k=0
l∑
j=0
〈
djxr
dxj
, P
(k)
2,l
〉
µj,k
=
{
0 ∀r < l
1 r = l
.
Simetr´ıas y deformaciones de GW . En este caso Sobolev, lo ma´s sensato es permitir a los pasos
cuatro y cinco entrelazarse como uno u´nico. El por que´ de esta decisio´n lo encontramos en la falta
de la hasta hora ubicua (en cualquiera de sus versiones) simetr´ıa de Hankel asociada a la matriz
de translacio´n apropiada (cara´cter autoadjunto del operador multiplicacio´n por x), lo que adema´s
priva (en el caso general) a la secuencia biortogonal de polinomios de Sobolev de una recurrencia
y correspondiente fo´rmula de Christoffel–Darboux. Tambie´n es cierto que existen casos particulares,
como por ejemplo aquellos ligados a formas bilineales de Sobolev discretas que s´ı presentan una simetr´ıa
del tipoQ1(Λ)GW = GW Q2(Λ
>) donde losQα(Λ) son polinomios (relacionados con el conjunto discreto
que define la forma bilineal) evaluados en la matriz de translacio´n usual. El caso en que las entradas
de W son medidas semicla´sicas (o bien estas multiplicadas polinomios) es otro ejemplo en el que
la matriz de Gram de Sobolev presenta cierta simetr´ıa codificada por un operador diferencial lineal
F (Λ, D) (relacionado con las ecuaciones de Pearson que las medidas semicla´sicas satisfacen) del tipo
F (Λ, D)GW = GW
(
F (Λ, D)
)>
.
Esta falta, en el caso general, de simetr´ıas “obvias” se puede superar parcialmente desde nuestro
enfoque LU. La idea consiste en considerar cada falta de simetr´ıa como una transformacio´n de la
matriz de medidas inicial W . No´tese que en este contexto, las transformaciones van a tener un cara´cter
bastante ma´s general, puesto que ahora, no tendremos u´nicamente deformaciones polino´micas a nuestra
disposicio´n, sino que adema´s tendremos aquellas involucrando operadores diferenciales con coeficientes
polino´micos. Cerramos el conjunto de deformaciones de la forma bilineal de Sobolev introduciendo dos
matrices con las que incorporar a W una dependencia temporal W (t, x) = W1(t1, x)W (x)
(
W2(t2, x)
)−1
permitiendo as´ı conectar los coeficientes de los polinomios biortogonales de Sobolev con ecuaciones de
tipo Toda.
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Biortogonalidad en la circunferencia
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1
Polinomios biortogonales en la
circunferencia unidad
El cap´ıtulo anterior lo comence´ revisando el estudio de los polinomios escalares ortogonales respecto de
un funcional lineal dado, concepto al que le siguieron una serie de generalizaciones: coeficientes matriciales,
dependencia de varias variables, ortogonalidad simulta´nea respecto de ma´s de una medida y ortogonalidad
definida en funcio´n de las derivadas de los polinomios. En el cap´ıtulo que comienza se analizara´ una generali-
zacio´n en otra direccio´n diferente; no´tese co´mo todos los ejemplos anteriores tienen en comu´n que el soporte
(o soportes) del funcional respecto del cual se define la biortogonalidad es siempre un conjunto infinito de
puntos contenidos en la recta real (o varias rectas reales en el caso multivariable). Dicho esto, ¿por que´
no generalizar esta situacio´n por ejemplo a cualquier curva σ del plano complejo C? Pues bien, de todas
las posibles curvas, el caso ma´s estudiado (ve´anse por ejemplo [73] y por supuesto los dos monumentales
volu´menes [113], [114]) toma σ = T := {z ∈ C : |z| = 1} la circunferencia unidad, caso al que dedicare-
mos los siguientes pa´rrafos. El primer paso consistira´ pues en definir una forma sesquilineal adapatada a la
circunferencia unidad.
Definicio´n 34. Una medida de Borel µ cuyo soporte sea un conjunto infinito de puntos sobre la circunfe-
rencia unidad, permite definir la siguiente forma sesquilineal 1:
〈f, h〉 :=
∮
T
f(z)
dµ(z)
iz
h(z).
La literatura se centra especialmente en aquellas formas sesquilineales hermı´ticas y definidas positivas,
puesto que en estos casos uno tiene detra´s la estructura de espacio de Hilbert. Un enfoque desde la factori-
zacio´n LU, permite sin demasiado esfuerzo adicional la generalizacio´n de estos dos adjetivos que acompan˜an
a la forma sesquilineal. Al relajar la condicio´n de hermiticidad, pasaremos a tener polinomios biortogonales
en lugar de ortogonales. Sabemos tambie´n, tras el cap´ıtulo anterior que, si en lugar de pedir que la forma
sesquilineal sea definida positiva imponemos u´nicamente que la matriz de Gram G asociada a la misma
satisfaga que detG[k] 6= 0 ∀k (lo que dar´ıa una forma cuadra´tica no degenerada entre elementos de C[z])
tambie´n seguiremos podiendo construir toda la estructura de la que se siguen nuestros resultados. En re-
sumidas cuentas, la u´nica condicio´n que realmente vamos a imponer sobre la forma sesquilineal es que la
matriz de Gram asociada a la misma tenga todos sus menores principales no nulos.
1.1 Matriz de momentos de Szego˝ y polinomios de Szego˝
El te´rmino polinomios de Szego˝ es equivalente al de aquellos OPUC asociados a un producto interno
hermı´tico. Seguire´ llama´ndolos de este modo aun en el caso no hermı´tico y aunque en lugar de ortogonalidad
necesitemos hablar de biortogonalidad.
Definicio´n 35. La matriz de momentos de Szego˝ se define del siguiente modo:
Gsz := 〈χ, χ>〉µ =
∮
T
χ(z)
dµ(z)
iz
(χ(z))† .
1Usaremos la notacio´n dµ(z)
iz
≡ dµ(θ) motivada por el caso absolutametnte continuo dµ(z) = ω(z)dz donde se puede obervar
que dµ(z)
iz
= ω(z)dz
iz
= ω(eiθ)dθ = dµ(θ).
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Obse´rvese co´mo, dado que z ∈ T, se cumple z¯ = 1z lo que supone una simetr´ıa Toeplitz 2 para Gsz. La
siguiente condicio´n sobre sus menores permite enunciar la siguiente proposicio´n.
Proposicio´n 36. Siempre que detG
[k]
sz 6= 0 ∀k la matriz de momentos de Szego˝ va a admitir una factoriza-
cio´n LU,
Gsz := Z
−1
1 HZ
−†
2 .
En te´rminos de las matrices de la factorizacio´n Zr, r = 1, 2, se construyen los siguientes polinomios:
Definicio´n 36. Los polinomios biortogonales de Szego˝ se definen a continuacio´n:
Pr(z) := Zrχ(z) =
(
Pr,0(z) Pr,1(z) . . . Pr,l(z) . . .
)>
, r = 1, 2.
Los polinomios reversos o rec´ıprocos de los anteriores se denotan y definen como: P ∗r,l(z) := z
lPr,l(
1
z¯ ).
Coeficientes de reflexio´n, para´metros de Verblunsky o Schur es el nombre por el que se conoce a los valores
Pr,l(0) := αr,l.
Como se deduce de su definicio´n, estos polinomios son mo´nicos. Su propiedad de biortogonalidad se
entiende mejor desde la siguiente proposicio´n.
Proposicio´n 37. Los polinomios biortogonales de Szego˝ y sus reversos cumplen las siguientes relaciones:
〈P1,l, P2,j〉µ = hlδl,j donde H := diag{hk}.
〈P1,l, zk〉µ = 0, 〈zk, P2,l〉µ = 0, k = 0, 1, . . . l − 1.
〈P ∗2,l, zk〉µ = 0. 〈zk, P ∗1,l〉µ = 0, k = 1, 2, . . . l.
Demostracio´n. Son consecuencia directa de su definicio´n en te´rminos de las matrices de la factorizacio´n.
Por supuesto, en el caso hermı´tico tan so´lo se habr´ıa de lidiar con una u´nica familia de polinomios
P1(z) = P2, (Gsz = G
†
sz ⇒ Z1 = Z2), y en lugar de biortogonalidad, se volver´ıa al caso ortogonal. Puesto
que los BPUC se expresan desde las matrices de la factorizacio´n, son esperables las siguientes expresiones
para estos:
Proposicio´n 38.
P1,k(z) = Θ∗

G
[k]
sz
1
z
...
zk−1
(Gsz)k,0 (Gsz)k,1 . . . (Gsz)k,k−1 zk
 ,
P2,k(z) = Θ∗

(
G†sz
)[k] 1z
...
zk−1(
G†sz
)
k,0
(
G†sz
)
k,1
. . .
(
G†sz
)
k,k−1
zk
 .
Demostracio´n. Para los polinomios P1,k la prueba es ana´loga a la dada para probar la proposicio´n 2. Para
probar la correspondiente a la segunda familia, basta con repetir el razonamiento pero teniendo en cuenta
que Z2G
†
sz = H†Z−†1 .
2Las matrices Toeplitz y sus determinantes llevan el nombre de Otto Toeplitz [120], [121]
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Proposicio´n 39. Los polinomios biortogonales de Szego˝ satisfacen las siguientes relaciones:(
P1,l(z)
P ∗2,l(z)
)
=
(
z α1,l
α¯2,lz 1
)(
P1,l−1(z)
P ∗2,l−1(z)
)
,
(
P ∗1,l(z)
P2,l(z)
)
=
(
1 α¯1,lz
α2,l z
)(
P ∗1,l−1(z)
P2,l−1(z)
)
.
En la siguiente seccio´n se deducira´n estas expresiones desde el contexto de las secuencias biortogonales
de Laurent.
1.2 Matriz de momentos CMV y polinomios biortogonales de Laurent
Hasta el momento, las secuencias biortogonales consideradas han sido todas polino´micas. Sin embargo,
para el caso de funcionales soportados sobre conjuntos del plano complejo es una opcio´n interesante con-
siderar polinomios de Laurent. El intere´s que despierta tal opcio´n reside en que dichas secuencias tienen
propiedades ma´s parecidas a las del caso real que las que presentan los polinomios. Por ejemplo, la ley de
recurrencia para los polinomios de Laurent sera´ a cinco te´rminos en lugar de las ma´s exo´ticas del tipo de la
proposicio´n 39 y que han de echar mano de los polinomios reversos. Sea cual fuere la secuencia ortogonal
elegida, ambas han de complementarse y converger en cuanto a resultados se refiere. Se tratara´ de mostrar
esta afirmacio´n, para lo que sera´ esencial introducir el vector CMV de monomios χcmv(z).
Definicio´n 37. Reciben el nombre de vectores semi infinitos CMV de monomios los siguientes:
χ(1)(z) :=(1, 0, z, 0, z
2, . . .)>, χ(2)(z) :=(0, 1, 0, z, 0, z2, . . .)>, χ∗(a)(z) :=z
−1χ(a)(z−1) a = 1, 2.
χcmv(z) :=χ(1)(z) + χ
∗
(2)(z) =
(
(χcmv)0(z), (χcmv)1(z), (χcmv)2(z), . . .
)>
= (1, z−1, z, z−2, z2, . . .)>.
Para no cargar la notacio´n, en lo que resta de seccio´n, suprimire´ el sub´ındice que encontramos en χcmv.
Dicho esto, dada una medida de Borel µ soportada sobre la circunferencia unidad, se define la siguiente
matriz semi infinita.
Definicio´n 38. La matriz de momentos CMV es la siguiente matriz semi infinita:
G :=
∮
T
χ(z)
dµ(z)
iz
(χ(z))† .
Como se viene haciendo cada vez que se ha definido una matriz de momentos, se puede afirmar, sin necesidad
de probarlo que:
Proposicio´n 40. Siempre que detG[k] 6= 0, la matriz CMV de momentos admitira´ una factorizcio´n LU,
G := S−11 KS
−†
2 .
En te´rminos de las matrices de la factorizacio´n se construyen los BLPUC,
φr(z) := Srχ(z) :=

ϕr,0(z)
ϕr,1(z)
...
ϕr,k
...
 , ϕr,k(z) =
k∑
j=0
(Sr)k,j χj(z) r = 1, 2.
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Cuya versio´n en te´rminos de cuasideterminantes viene dada por:
ϕ1,k(z) = Θ∗

G[k]
χ0(z)
χ1(z)
...
χk−1(z)
Gk,0 Gk,1 . . . Gk,k−1 χk(z)
 ,
ϕ2,k(z) = Θ∗

(
G†
)[k] χ0(z)χ1(z)
...
χk−1(z)(
G†
)
k,0
(
G†
)
k,1
. . .
(
G†
)
k,k−1 χk(z)
 .
La biortogonalidad de los φr ha de ser especificada.
Proposicio´n 41. Los BLPUC satisfacen las siguientes reglas de biortogonalidad:
〈ϕ1,j , ϕ2,j〉µ = kj , K = diag{kj},
〈ϕ1,2k, zl〉µ = 0, −k ≤l ≤ k − 1,
〈ϕ1,2k+1, zl〉µ = 0, −k ≤l ≤ k,
〈zl, ϕ2,2k〉µ = 0, −k ≤l ≤ k − 1,
〈zl, ϕ2,2k+1〉µ = 0, −k ≤l ≤ k − 1.
Demostracio´n. Para probarlas, basta con tener en cuenta las definiciones de estos polinomios de Laurent en
te´rminos de las matrices de la factorizacio´n.
Si se comparan las relaciones de biortogonalidad de que gozan los BLPUC con aquellas que satisfacen
los BPUC, se llegara´ a la conclusio´n que se resume a continuacio´n en forma de proposicio´n.
Proposicio´n 42. Los BLPUC y los BPUCS esta´n relacionandos entre ellos como sigue:
P1,2l(z) = z
lϕ1,2l(z), P2,2l(z) = z
lϕ2,2l(z),
P ∗2,2l+1(z) = z
l+1ϕ1,2l+1(z), P
∗
1,2l+1(z) = z
l+1ϕ2,2l+1(z).
Estas relaciones permiten escribir para las matrices de la factorizacio´n lo siguiente:
S1 =

1 0 0 0 . . .
α¯2,1 1 0 0 . . .
∗ α1,2 1 0 . . .
∗ ∗ α¯2,3 1 . . .
∗ ∗ ∗ α1,4
...
...
...
. . .

, S2 =

1 0 0 0 . . .
α¯1,1 1 0 0 . . .
∗ α2,2 1 0 . . .
∗ ∗ α¯1,3 1 . . .
∗ ∗ ∗ α2,4
...
...
...
. . .

, K =H = diag{h0, h1, . . . }.
Donde,
hj = Θ∗

G[k]
G0,k
G1,k
...
Gk−1,k
Gk,0 Gk,1 . . . Gk,k−1 Gk,k
 = Θ∗

G
[k]
sz
(Gsz)0,k
(Gsz)1,k
...
(Gsz)k−1,k
(Gsz)k,0 . . . (Gsz)k,k−1 (Gsz)k,k
 .
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Demostracio´n. Probe´moslo para uno de los polinomios, por ejemplo ϕ1,2k(z). Para comprobar el primer
resultado, obse´rvese que
〈ϕ1,2k, zl〉µ = 0, −k ≤ l ≤ k − 1 =⇒ 〈zkϕ1,2k, zl+k〉µ = 0, 0 ≤ (l + k) ≤ 2k − 1.
Renombrando l + k = j es fa´cil ver que esta es justo la relacio´n de ortogonalidad satisfecha por P1,2k(z) y
puesto que so´lo existe un u´nico polinomio mo´nico que satisfaga dicha condicio´n, ambos han de coincidir. En
cuanto a las entradas de las matrices de la factorizacio´n, usemos el resultado que acabamos de probar:
P1,2k(z) = z
kϕ1,2k(z) = z
k
(
zk + (S1)2k,2k−1z−(k) + (S1)2k,2k−2zk−1 + · · ·+ (S1)2k,0
)
.
Desde la definicio´n de los coeficientes de Verblunsky no es dif´ıcil ver que α1,2k := P1,2k(0) = (S1)2k,2k−1.
Para el resto de polinomios ha de seguirse un proceso similar.
Definicio´n 39. Se define para todo z 6= T, el vector semi infinito de las funciones de segunda especie como
las transformadas de Cauchy de los BLPUC,
C1(z) :=
∮
T
φ1(x)
dµ(x)
ix
(
1
z¯ − x
)
= 〈φ1(x), 1
z¯ − x〉,
(C2(z))
† :=
∮
T
(
1
z¯ − x
)
dµ(x)
ix
(φ2(x))
† = 〈 1
z¯ − x, φ2(x)〉.
Proposicio´n 43. Las funciones de segunda especie admiten la siguiente representacio´n en te´rminos de las
matrices de la factorizacio´n:
C1(z) = S1Gχ
∗
(1)(z), C2(z) = S2G
†χ∗(1)(z), ∀ 1 < |z|,
C1(z) = −S1Gχ(2)(z), C2(z) = −S2G†χ(2)(z), ∀ |z| < 1.
Demostracio´n. Las expresiones se siguen de expresar G en su versio´n integral (integrando en la variable x)
teniendo en cuenta lo siguiente (recue´rdese que dado que x ∈ T se tiene |x| = 1):
χ
(
1
x
)
χ∗(1)(z) =
1
z − 1x
, 1 < |z|,
χ
(
1
x
)
χ(2)(z) =
1
1
x − z
, |z| < 1.
1.3 Simetr´ıas de la matriz de momentos: recurrencia a cinco te´rminos
Con el objetivo de explorar las simetr´ıas de la matriz CMV de momentos, se define el siguiente par de
matrices entorno a las que girara´n los resultados principales de la seccio´n.
Definicio´n 40. Se definen la matriz Υ y la matriz de entrelazamiento η como sigue:
Υ :=

0 0 1 0 0 0 0 0 0 0 · · ·
1 0 0 0 0 0 0 0 0 0 · · ·
0 0 0 0 1 0 0 0 0 0 · · ·
0 1 0 0 0 0 0 0 0 0 · · ·
0 0 0 0 0 0 1 0 0 0 · · ·
0 0 0 1 0 0 0 0 0 0 · · ·
0 0 0 0 0 0 0 0 1 0 · · ·
0 0 0 0 0 1 0 0 0 0 · · ·
0 0 0 0 0 0 0 0 0 0 · · ·
0 0 0 0 0 0 0 1 0 0 · · ·
...
...
...
...
...
...
...
...
...
...
. . .

, η :=

1 0 0 0 0 0 0 · · ·
0 0 1 0 0 0 0 · · ·
0 1 0 0 0 0 0 · · ·
0 0 0 0 1 0 0 · · ·
0 0 0 1 0 0 0 · · ·
0 0 0 0 0 0 1 · · ·
0 0 0 0 0 1 0 · · ·
...
...
...
...
...
...
...
. . .

.
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La importancia de las matrices que acabamos de presentar queda patente en el siguiente resultado.
Proposicio´n 44. Se cumplen las siguientes afirmaciones:
Υ> = Υ−1, ηη = I, ηΥ =Υ−1η.
La accio´n de Υ y de η sobre el vector CMV de monomios χ(z) son de especial relevancia:
Υχ(z) = zχ(z), Υ−1χ(z) =
1
z
χ(z), ηχ(z) = χ
(
1
z
)
,
Las matrices Υ y η dan cuenta de las siguientes simetr´ıas presentes en la matriz de momentos:
ΥG = GΥ, ηG = G>η.
Demostracio´n. Los primeros dos resultados se verifican sin dificultad desde la definicio´n de las matrices
Υ y η, mientras que para probar la tercera hay que volver a la expresio´n integral de G y usar all´ı los
anteriores. Por supuesto, hablar de una simetr´ıa de G es hacerlo de la forma sesquilineal asociada. Con esto
en mente ΥG = GΥ es equivalente a 〈zf(z), h(z)〉µ = 〈f(z), 1zh(z)〉µ mientras que la simetr´ıa ηG = G>η
relaciona nuestra forma sesquilineal 〈f, h〉µ =
∮
f(z)dµiz h(z) con otra alternativa a esta y dada por (f, h)µ =∮
f(z)dµiz h(z).
El proceso de revestir, a base de las matrices de la factorizacio´n, las matrices Υ, η y su combinacio´n
ηΥp esclarece un gran nu´mero de las propiedades que los BLPUC satisfacen. Revestir Υ permite obtener
la ley de recurrencia a cinco te´rminos de los BLPUC; el mismo proceso pero partiendo de las matrices η y
ηΥ−1 ayuda a recuperar la ley de recurrencia de Szego˝ as´ı como presentar la relacio´n que existe entre los
coeficientes de Verblunsky y las hj . En lo que sigue, siguiendo la notacio´n que predomina en la literatura
usaremos ρk+1 :=
hk+1
hk
.
Definicio´n 41. Las matrices de Jacobi son:
Jr := SrΥS
−1
r , r = 1, 2.
Estas matrices son de especial intere´s como se puede deducir de la siguiente proposicio´n.
Proposicio´n 45. Las dos matrices de Jacobi esta´n relacionadas entre si,
J1 = HJ
−†
2 H
−1,
tienen una estructura pentadiagonal (2 · 2 + 1),
J1 :=

. . .
...
...
. . .
...
...
. . . . . . ρ2k−1ρ2k−2 ρ2k−1α¯2,2k−2 −α¯2,2k−1α1,2k α¯2,2k−1 0 0 . . . . . .
. . . . . . 0 0 −ρ2kα1,2k+1 −α¯2,2kα1,2k+1 α1,2k+2 1 . . . . . .
...
...
. . .
...
...
. . .

J2 :=

. . .
...
...
. . .
...
...
. . . . . . ρ¯2k−1ρ¯2k−2 ρ¯2k−1α¯1,2k−2 −α¯1,2k−1α2,2k α¯1,2k−1 0 0 . . . . . .
. . . . . . 0 0 −ρ¯2kα2,2k+1 −α¯1,2kα2,2k+1 α2,2k+2 1 . . . . . .
...
...
. . .
...
...
. . .

,
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y dan cuenta de las siguientes relaciones de recurrencia,
J1φ1(z) = zφ1(z), J2φ2(z) = zφ2(z).
En componentes, para la primera familia se escriben como siguen:
zϕ1,2k−1(z) = ρ2k−1ρ2k−2ϕ1,2k−3(z) + ρ2k−1α¯2,2k−2ϕ1,2k−2(z)− α¯2,2k−1α1,2kϕ1,2k−1(z) + α¯2,2k−1ϕ1,2k(z),
zϕ1,2k(z) = −ρ2kα1,2k+1ϕ1,2k−1(z)− α¯2,2kα1,2k+1ϕ1,2k(z) + α1,2k+2ϕ1,2k+1(z) + ϕ1,2k+2(z).
Para la segunda familia se tiene:
zϕ2,2k−1(z) = ρ¯2k−1ρ¯2k−2ϕ2,2k−3(z) + ρ¯2k−1α¯1,2k−2ϕ2,2k−2(z)− α¯1,2k−1α2,2kϕ2,2k−1(z) + α¯1,2k−1ϕ2,2k(z),
zϕ2,2k(z) = −ρ¯α2,2k+1ϕ2,2k−1(z)− α¯1,2kα2,2k+1ϕ2,2k(z) + α2,2k+2ϕ2,2k+1(z) + ϕ2,2k+2(z).
Demostracio´n. La primera parte de la proposicio´n responde a la factorizacio´n de G en su simetr´ıa ΥG = GΥ.
La recurrencia es consecuencia de la propia definicio´n de las matrices de Jacobi junto con la accio´n de Υ
sobre χ. Por u´ltimo, la estructura pentadiagonal se sigue de la primera parte de la proposicio´n en la que se
relacionan las dos matrices de Jacobi.
Definicio´n 42. Se define la siguiente matriz en te´rminos de los factores LU de la matriz de momentos:
Cp := S¯2ηΥ
pS−11 , p ∈ Z.
Esta construccio´n matricial es interesante porque mezcla las dos matrices de la factorizacio´n LU, lo
que va a permitir relacionar las ambas familias biortogonales de polinomios como se explica en la siguiente
proposicio´n.
Proposicio´n 46. La matriz Cp satisface
Cp = HC
>
p H
−1,
y permite relacionar diferentes BLPUC como sigue,
Cpφ1(z) = z
pφ¯2
(
1
z
)
.
Demostracio´n. La primera relacio´n se sigue al factorizar la matriz de momentos en la simetr´ıa ηΥpG =
G>ηΥp, que es consecuencia de combinar las presentes en la proposicio´n 44. El segundo resultado se sigue
de la definicio´n 42, las definiciones de las dos familias de polinomios biortogonales en te´rminos de las
matrices de la factorizacio´n LU y por u´ltimo de las acciones de las matrices η y Υ sobre el vector CMV de
monomios.
Como se puede comprobar, de todos los posibles valores que p podr´ıa tomar en Cp, los de mayor relevacia
son p = 0,−1. Es sencillo entender el por que´ de esta afirmacio´n. El nu´mero de diagonales no nulas de Cp se
va a dar en los casos en que las entradas de ηΥp se encuentren lo ma´s cerca posible de la diagonal principal,
que es el caso para los valores p = 0,−1 en cuyo caso ηΥp va a tener entradas no nulas u´nicamente a lo
largo de las primeras super y sub diagonales.
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Proposicio´n 47. Las entradas de Cp para los casos p = 0,−1 se pueden dar en funcio´n de los coeficientes
de Verblunsky y las hj:
C0 =

1
−α1,2 1
ρ2 α¯2,2
. . .
. . .
−α1,2k 1
ρ2k α¯2,2k
. . .
. . .

,
C−1 =

−α¯2,1 1 0
ρ1 α1,1 0 0 0
0 0 −α¯2,1 1 0
. . .
. . .
0 ρ2k−1 α1,2k−1 0 0 0
0 0 0 −α¯2,2k+1 1 0
. . .
. . .

.
Lo que implica que los ρk han de satisfacer,
ρk+1 =
hk+1
hk
= 1 + α¯2,k+1α1,k+1.
Junto con las relaciones,
C0φ1(z) = φ¯2
(
1
z
)
, C−1φ1(z) =
1
z
φ¯2
(
1
z
)
.
Por componentes,
ϕ¯2,2k−1
(
1
z
)
= −α1,2kϕ1,2k−1(z) + ϕ1,2k(z), 1
z
ϕ¯2,2k−1
(
1
z
)
= ρ2k−1ϕ1,2k−2(z) + α1,2k−1ϕ1,2k−1(z),
ϕ¯2,2k
(
1
z
)
= ρ2kϕ1,2k−1(z) + α¯2,2kϕ1,2k(z),
1
z
ϕ¯2,2k
(
1
z
)
= −α¯2,2k+1ϕ1,2k(z) + ϕ1,2k+1(z).
que son equivalentes a las relaciones de recurrencia de Szego˝ de la proposicio´n 39.
Demostracio´n. La primera y segunda partes de la proposicio´n se obtienen sin dificultad al operar para
conocer las entradas de Cp para p = 0,−1 desde su propia definicio´n. La tercera parte se sigue al sustituir en
estas las expresiones de ϕα,j en funcio´n de los Pβ,i siguiendo la norma propuesta en la poposicio´n 42; demos
un ejemplo: tomando la primera relacio´n y multiplicando por zk a ambos lados de la igualdad se tiene que,
zkϕ¯2,2k−1
(
1
z
)
= −α1,2kzkϕ1,2k−1(z) + zkϕ1,2k(z),
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pero la proposicio´n 42 dice que,
zkϕ1,2k(z) = P1,2k(z), z
kϕ1,2k−1(z) = P ∗1,2k−1(z), z
kϕ¯2,2k−1
(
1
z
)
= zP1,2k−1(z).
Por lo tanto, la igualdad queda,
zP1,2k−1(z) = −α1,2kP ∗1,2k−1(z) + P1,2k(z).
Que coincide con una de las relaciones de recurrencia de los polinomios de Szego˝. Las que restan se obtienen
del mismo modo.
1.4 El nu´cleo de Christoffel–Darboux
Al igual que sucede en caso real, el nu´cleo de Christoffel Darboux en este contexto, tambie´n va a actuar
como proyector dando la mejor aproximacio´n a una funcio´n dada, en la base de los polinomios de Laurent.
Definicio´n 43. Definiciones equivalentes del nu´cleo CMV de Christoffel–Darboux son:
K [l](x, y) :=
l−1∑
j=0
ϕ2,j(x)ϕ1,j(y)
hj
=
(
χ[l](x)
)† (
G[l]
)−1
χ[l](y) =
(
φ
[l]
2 (x)
)† (
H [l]
)−1
φ
[l]
1 (y).
Por mejor aproximacio´n en la base de los polinomios de Laurent se entiende lo siguiente:
Π
[l]
1 [f ](y) := 〈f(x),K [l](x, y)〉µ =
l−1∑
j=0
βjϕ1,j(y), βj =
〈f, ϕ2,j〉µ
hj
.
Π
[l]
2 [f ](x) := 〈K [l](x, y), f(y)〉µ =
l−1∑
j=0
νjϕ2,j(y), ν¯j =
〈ϕ1,j , f〉µ
hj
.
Adema´s, trata´ndose de un proyector satisface,
〈K [l](x, z),K [l](z, y)〉µ = K [l](x, y).
Proposicio´n 48. Las siguientes expresiones alternativas para el nu´cleo de Christoffel–Darboux en te´rminos
de un pequen˜o y constante nu´mero de los BLPUC se cumplen:
(1− yx¯)K [2k](x, y) = x¯
h2k−1
[
ϕ2,2k+1(x)− α1,2k−1ϕ2,2k(x)
]
ϕ1,2k−1(y)
− x¯
h2k−1
[
ρ2k−1ϕ2,2k−2(x) + α¯2,2k−1ϕ2,2k−1(x)
]
ϕ1,2k(y)
=
ϕ1,2k
(
1
x¯
)
ϕ1,2k−1(y)− ϕ1,2k−1
(
1
x¯
)
ϕ1,2k(y)
h2k−1
,
(1− yx¯)K [2k+1](x, y) = x¯
h2k
[ρ2kϕ1,2k−1(y) + α¯2,2kϕ1,2k(y)]ϕ2,2k+1(x)
+
x¯
h2k
[ϕ1,2k+2(y) + α1,2k+2ϕ1,2k+1(y)]ϕ2,2k(x)
= x¯
ϕ¯2,2k
(
1
y
)
ϕ2,2k+1(x)− ϕ¯2,2k+1
(
1
y
)
ϕ2,2k(x)
h2k
.
Demostracio´n. Este conjunto de expresiones se siguen de las relaciones de recurrencia. Las primeras se
deducen desde la recurrencia dada por las matrices de Jacobi Jr, mientras que las segundas se prueban
partiendo de las recurrencias que se obtienen al emplear C0, C−1.
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1.5 Deformaciones
A la hora de considerar transformaciones discretas, que recordamos vendra´n dadas en te´rminos de poli-
nomios de Laurent, se ha de prestar atencio´n a la siguiente observacio´n: la base de polinomios de Laurent
no es un conjunto graduado. Consideremos un polinomio de Laurent y tomemos el mo´dulo de todos y ca-
da uno de los exponentes de las potencias de z que aparecen en el mismo. Podemos llamar longitud del
polinomio de Laurent al valor ma´s alto de este conjunto. Entonces, si tenemos dos polinomios de Laurent
L1, L2 de longitudes `1 y `2 respectivamente su producto no tiene por que´ tener por longitud `1 + `2. Nos
interesaremos por el subconjunto de polinomios de Laurent que s´ı satisfacen dicha propiedad. El me´todo
que presentamos en [25] y [26], dedicados ambos al estudio de las deformaciones en cuestio´n, es u´nicamente
va´lido para deformaciones producidas a base de este tipo de polinomios. Para un estudio detallado de la
conexio´n entre las deformaciones continuas y las jerarqu´ıas integrables asociadas a la red de Toda desde el
enfoque de las te´cnicas de la factorizacio´n LU, se recomienda la lectura del art´ıculo [12].
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2
Biortogonalidad generalizada
en la circunferencia unidad
Al igual que se hizo al final de la parte anterior en el contexto de la recta real, en el cap´ıtulo que sigue
tratare´ de motivar al lector a considerar nuestras publicaciones en las que, bajo la luz de la factorizacio´n LU,
extendemos las te´cnicas previamente explicadas para la biortogonalidad escalar en la circunferencia unidad
a los casos matricial y multivariable. Habiendo ya pasado por este proceso en el contexto de la recta real,
ahora sere´ ma´s breve detenie´ndome u´nicamente en aquellas particularidades de especial relevancia.
2.1 Polinomios matriciales biortogonales en la circunferencia unidad
Forma sesquilineal Partiendo de una medida matricial µ(z) de taman˜o m×m se presentan las dos
siguientes formas sesquilineales matriciales:
〈〈f, g〉〉L :=
∮
T
g(z)
dµ(z)
i z
f(z)†, 〈〈f, g〉〉R :=
∮
T
f(z)†
dµ(z)
i z
g(z).
No´tese co´mo en este caso (a diferencia del caso matricial sobre la recta real) s´ı que es preciso considerar,
para una u´nica medida matricial, dos formas sesquilineales (una adaptada al mo´dulo izquierdo y la
otra al derecho ) que no van a ser equivalentes. El nu´cleo de esta cuestio´n reside en que cada una
de las formas sesquilineales va a tener su respectiva matriz de momentos asociada; estas matrices de
momentos aun estando relacionadas (como veremos luego), no son equivalentes.
Matrices de momentos GL, GR. Dos formas sesquilineales supone tener dos matrices de momentos.
Para construirlas se precisa de la versio´n matricial del vector CMV de monomios (ver la definicio´n 37)
χcmv (zIm×m).
GL :=
∮
T
χ(z)
dµ(z)
i z
(χ(z))† , GR :=
∮
T
(χ(z)>)†
dµ(z)
i z
χ(z)>.
Factorizacio´n LU. Dos matrices de momentos suponen dos pares de familias de polinomios de Laurent
biortogonales, cada par consecuencia de la factorizacio´n LU por bloques de taman˜o m × m que le
corresopnda.
GL := S
−1
1 DLŜ2 = S
−1
1 S2, GR := Z2DRẐ1
−1
= Z2Z
−1
1 .
Donde S1, Z2 son matrices unitriangulares inferiores por bloques mientras que Ŝ2, Ẑ1 son unitriangu-
lares superiores (por unitriangulares en este contexto de bloques de taman˜o m×m se entiende que a
lo largo de la diagonal de estas se va repitiendo la matriz identidad de dicho taman˜o). Como se habra´
observado, la notacio´n que usamos aqu´ı difiere levemente de la que venimos usando. El uso de esta
queda justificado por ser ma´s adaptada a la situacio´n, poniendo en evidencia de una manera ma´s clara
la diferencia entre el mo´dulo por la izquierda y el correspondiente por la derecha que conviven en la
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teor´ıa. Se denotara´ a las cuatro familias de polinomios biortogonales como sigue:
φLj =:
(ϕ
L
j )
(0)(z)
(ϕLj )
(1)(z)
...
 , φRj =: ((ϕRj )(0)(z), (ϕRj )(1)(z), . . . ), j = 1, 2.
Dados en te´rminos de las matrices de factorizacio´n como:
φL1 := S1χ(z), φ
L
2 :=
(
S−12
)†
χ(z),
φR1 := χ
>(z)Z1, φR2 := χ
>(z)
(
Z−12
)†
.
Y que satisfacen las relaciones siguientes de biortogonalidad:
〈〈(ϕH2 )(j), (ϕH1 )(k)〉〉K = Iδj,k, H = L,R, j, k = 0, 1, . . .
Al igual que se hizo en el caso escalar, al comparar estas relaciones de biortogonalidad con las que
satisfacen los polinomios biortogonales matriciales de Szego˝, se llega a identificaciones entre estos, lo
que permite dar algunas de las entradas de las matrices de la factorizacio´n, Sj , Zj con j = 1, 2, en
te´rminos de los para´metros de Verblunsky.
Simetr´ıas de GL, GR. Desde luego, es esperable una simetr´ıa que involucre al ana´logo matricial del
operador Υ (ver definicio´n 40) siendo esta responsable de las relaciones a cinco bloques (matriciales)
de los polinomios biortogonales as´ı como las fo´rmulas para los nu´cleos de Christoffel–Darboux. Algo
menos esperable es que la versio´n matricial del operador de entrelazamiento η (ver la definicio´n 40)
consigue mezclar en la misma ecuacio´n a las dos matrices de momentos asociadas a la misma medida
matricial, lo cual permite a su vez relacionar los dos pares de familias biortogonales entre s´ı.
Deformaciones de GL, GR. Como principal particularidad de las deformaciones en este caso, a
parte de las obvias a tener en cuenta para las deformaciones discetas: se trata de un caso matricial
(el teorema fundamental no se cumple y se precisa adema´s la informacio´n espectral de los polinomios
involucrados) y se involucra a polinomios de Laurent (recue´rdese que no forman una base graduada) se
ha de ser cuidadoso con un matiz adicional, aplicable tanto a las deformaciones continuas como a las
discretas. Dicho matiz consiste en que las deformaciones han de ser compatibles con las dos matrices
de momentos, es decir, las dos matrices de momentos deformadas tienen que seguir estando ligadas
mediante el operador de entrelazamiento η como lo estaban las originales.
2.2 Polinomios biortogonales en varias variables en el Toro unitario
Forma sesquilineal. Se denota mediante TD al toro unitario (producto cartesiano de D copias de la
circunferencia unidad) y se emplea dµ ∈ B(Ω) para referirse a una medida de Borel con soporte sobre
TD. Tambie´n, para z ∈ TD, sera´ u´til la parametrizacio´n siguiente,
z(θ) =
(
ei θ1 , . . . , ei θD
)>
,
con θ := (θ1, . . . , θD)
> ∈ [0, 2pi)D. La forma sesquilineal entre dos funciones f(z) y g(z) se define a
continuacio´n:
〈f, g〉µ :=
∮
TD
f(z(θ))g(z(θ))dµ(θ).
Matriz de momentos G. Como se hizo en el caso multivariable real, es necesario un multi-´ındice
α = (α1, . . . , αD)
> ∈ ZD para poder denotar los monomios zα = zα11 · · · zαDD y as´ı poder expresar
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cualquier polinomio de Laurent como L =
∑
α
Lαz
α. Llamaremos longitud del multi-´ındice al valor
|α| := ∑Da=1 |αa|. 1 Para dotar de cierto orden, relacionado con su longitud, a los monomios (inspirados
por el caso CMV en una variable en el que se agrupan las potencias de zn y z−n ) del vector CMV de
monomios, se define, para un entero positivo k ∈ Z+ el siguiente conjunto de multi-´ındices:
[k] := {α ∈ ZD : |α| = k}, |[k]| =
mı´n(k,D)∑
j=1
2j
(
D
j
)(
k − 1
j − 1
)
.
Este permite en primer lugar ordenar dos monomios de Laurent arbitrarios de acuerdo a la longitud
de sus multi-´ındices, es decir, se entendra´ que zα < zα
′
siempre que |α| < |α′|. En segundo lugar,
denotando por α
(k)
j a los multi-´ındices cuya longitud es |α(k)j | = k y donde j = 1, 2, . . . , |[k]|, aquellos
se ordenara´n de acuerdo al orden lexicogra´fico:
[k] =
{
α
(k)
1 ,α
(k)
2 , . . . ,α
(k)
|[k]|
}
donde α
(k)
j < α
(k)
j+1.
Estipulada esta organizacio´n de los monomios, se procede a construir el vector CMV multivariable de
monomios.
χ :=

χ
(k)
[0]
χ
(k)
[1]
...
χ
(k)
[k]
...

, χ[k] :=

zα1
zα2
...
zα|[k]|
 .
Gracias a estos, la matriz de momentos se construye sin demasiado problema:
G :=
∮
TD
χ(z(θ))dµ(θ)χ(z(−θ))> =
G[0],[0] G[0],[1] . . .G[1],[0] G[1],[1] . . .
...
...
 ,
G[k],[l] :=
∮
TD
χ[k](z(θ))dµ(θ)χ[l](z(−θ))> =

G
α
(k)
1 ,α
(l)
1
. . . G
α
(k)
1 ,α
(l)
|[l]|
...
...
G
α
(k)
|[k]|,α
(l)
1
. . . G
α
(k)
|[k]|,α
(l)
|[l]|
 ∈ C|[k]|×|[l]|,
G
α
(k)
i ,α
(l)
j
=
∮
TD
ei(α
(k)
i −α(l)j )·θ dµ(θ) ∈ C.
Factorizacio´n LU. El tipo de factorizacio´n LU ma´s adaptado a este caso, al igual que sucedio´ al
considerar el caso real multivariable, es uno por bloques de taman˜o creciente dado por el cardinal de
los conjuntos [k], es decir, de acuerdo con (2.1) se tiene nk = |[k]|.
G = S−1H
(
Sˆ−1
)†
,
1Una vez ma´s, no´tese que para el anillo de los polinomios C[z] la longitud coincide con el grado total del polinomio (se trata
de un anillo graduado), mientras que en caso del anillo de los polinomios de Laurent la longitud del producto de dos polinomios
de Laurent no tiene por que´ ser la suma de las longitudes de los factores. So´lo se podra´ asegurar que `(L1L2) ≤ `(L1) + `(L2).
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Desde donde se definen los polinomios multivariables de Laurent en D variables complejas:
Φ := Sχ =
φ[0]φ[1]
...
 , φ[k](z) = k∑
l=0
S[k],[l]χ[l](z) =

φ
α
(k)
1
...
φ
α
(k)
|[k]|
 , φα(k)i =
k∑
l=0
|[l]|∑
j=1
S
α
(k)
i ,α
(l)
j
zα
(l)
j ,
Φˆ := Sˆχ =
φˆ[0]φˆ[1]
...
 , φˆ[k](z) = k∑
l=0
Sˆ[k],[l]χ[l](z) =

φˆ
α
(k)
1
...
φˆ
α
(k)
|[k]|
 , φˆα(k)i =
k∑
l=0
|[l]|∑
j=1
S
α
(k)
i ,α
(l)
j
zα
(l)
j .
Estas dos familias son biortogonales entre si,∮
TD
φ[k](z(θ))dµ(θ)
(
φˆ[l](z(θ))
)†
= δk,lH[k].
Simetr´ıas de G. Por un lado estara´ presente la persimetr´ıa de la matriz de momentos, modelada por
la versio´n multivariable del operador de entrelazamiento η y por otro, sera´n precisas D matrices Υa a
partir de las que se seguira´n las leyes de recurrencia y las fo´rmulas de Christoffel–Darboux as´ı como
relaciones entre las dos familias de MVBLPUC.
Deformaciones de G. Como se destaco´ en el caso de una variable, el hecho de que el anillo de los poli-
nomios de Laurent no sea graduado tiene sus consecuencias a la hora de considerar las transformaciones
discretas. So´lo hemos sido capaces de encargarnos de aquellas deformaciones discretas producidas por
el subconjunto de polinomios de Laurent que llamamos nice o equilibrado (que si es graduado y que
caracterizamos mediante nociones ba´sicas de geometr´ıa tropical). Las deformaciones continuas van a
permitir mostrar que los coeficientes de los MVBLPUC (de taman˜o variable) son solucio´n de ecuacio-
nes de tipo Toda. A base de desplazamientos de Miwa se podra´n recuperar u´nicamente deformaciones
discretas producidas por polinomios de Laurent de longitud igual a la unidad (recordemos que los
polinomios irreducibles en varias variables pueden tener cualquier longitud).
2.3 Biortogonalidad de tipo mu´ltiple y Sobolev en la circunferencia
Los dos tipos de polinomios biortogonales incluidos en el t´ıtulo han quedado sin su ana´lisis bajo la
perspectiva LU. Con todas las situaciones ya consideradas as´ı como con la experiencia ganada en el proceso
que ha supuesto llegar hasta este punto, puedo afirmar que el estudio de este par de temas ser´ıa accesible
precisando u´nicamente de una cantidad finita de trabajo y motivacio´n.
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Given a matrix polynomial W(x), matrix bi-orthogonal polynomials with respect to the
sesquilinear form
〈P(x),Q(x)〉W =
∫
P(x)W(x)dμ(x)(Q(x)), P,Q ∈ Rp×p[x],
where μ(x) is a matrix of Borel measures supported in some inﬁnite subset of the
real line, are considered. Connection formulas between the sequences of matrix bi-
orthogonal polynomials with respect to 〈·, ·〉W and matrix polynomials orthogonal
with respect to μ(x) are presented. In particular, for the case of nonsingular leading
coefﬁcients of the perturbation matrix polynomial W(x) we present a generalization
of the Christoffel formula constructed in terms of the Jordan chains of W(x). For
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perturbations with a singular leading coefﬁcient, several examples by Durán and
coworkers are revisited. Finally, we extend these results to the non-Abelian 2D Toda
lattice hierarchy.
1 Introduction
This paper is devoted to the extension of theChristoffel formula to theMatrixOrthogonal
Polynomials on the Real Line (MOPRL) and the non-Abelian 2D Toda lattice hierarchy.
1.1 Historical background and state of the art
In 1858 the German mathematician Elwin Christoffel [32] was interested, in the
framework of Gaussian quadrature rules, in ﬁnding explicit formulas relating the cor-
responding sequences of orthogonal polynomials with respect to two measures dμ (in
the Christoffel’s discussion was just the Lebesgue measure dμ = dx ) and dμˆ(x) =
p(x)dμ(x), with p(x) = (x − q1) · · · (x − qN) a signed polynomial in the support of dμ,
as well as the distribution of their zeros as nodes in such quadrature rules, see [101].
The so-called Christoffel formula is a very elegant formula from amathematical point of
view, and is a classical result which can be found in a number of orthogonal polynomials
textbooks, see for example [29, 51, 95]. Despite these facts,wemustmention that for com-
putational and numerical purposes it is not so practical, see [51]. These transformations
have been extended from measures to the more general setting of linear functionals.
In the theory of orthogonal polynomials with respect to a moment linear functional
u ∈ (R[x])′, an element of the algebraic dual (which coincides with the topological dual)
of the linear space R[x] of polynomials with real coefﬁcients. Given a positive deﬁnite
linear moment functional, that is
∣∣∣( 〈u,xn+m〉 )kn,m=0
∣∣∣ > 0, ∀k ∈ Z+ := {0, 1.2, . . . }, there
exists a nontrivial probability measure μ such that (see [9, 29, 95]) 〈u,xn〉 = ∫ xm dμ(x).
Given a moment linear functional u, its canonical or elementary Christoffel transforma-
tion is a new moment functional given by uˆ = (x − a)u with a ∈ R, see [24, 29, 97]. The
right inverse of a Christoffel transformation is called the Geronimus transformation.
In other words, if you have a moment linear functional u, its elementary or canonical
Geronimus transformation is a new moment linear functional uˇ such that (x − a)uˇ = u.
Notice that in this case uˇ depends on a free parameter, see [54, 78]. The right inverse of
a general Christoffel transformation is said to be a multiple Geronimus transformation,
see [40]. All these transformations are referred as Darboux transformations, a name that
was ﬁrst given in the context of integrable systems in [77]. In 1878 the French mathe-
matician Gaston Darboux, when studying the Sturm–Liouville theory in [35], explicitly
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treated these transformations, which appeared for the ﬁrst time in [82]. In the framework
of orthogonal polynomials on the real line, such a factorization of Jacobi matrices has
been studied in [24, 97]. They also play an important role in the analysis of bispectral
problems, see [58] and [57].
An important aspect of canonical Christoffel transformations is its relations
with LU factorization, in terms of lower and upper tringular matrix factors (and its
ﬂipped version, an UL factorization) of the Jacobi matrix. A sequence of monic polyno-
mials {Pn(x)}∞n=0 associatedwith a nontrivial probabilitymeasureμ satisﬁes a three-term
recurrence relation (TTRR, in short) xPn(x) = Pn+1(x) + bnPn(x) + a2nPn−1(x),n ≥ 0, with
the convention P−1(x) = 0. If we denote by P(x) = [P0(x),P1(x), . . .]T , then the matrix rep-
resentation of the multiplication operator by x is directly deduced from the TTRR and
reads xP(x) = JP(x), where J is a tridiagonal semi-inﬁnite matrix such that the entries
in the upper diagonal are the unity. Assuming that a is a real number off the support of
μ, then you have a factorization J −aI = LU , where L and U are, respectively, lower uni-
triangular and upper triangular matrices. The important observation is that the matrix
Jˆ deﬁned by Jˆ − aI = UL is again a Jacobi matrix and the corresponding sequence of
monic polynomials {Pˆn(x)}∞n=0 associated with the multiplication operator deﬁned by Jˆ
is orthogonal with respect to the canonical Christoffel transformation of the measure μ
deﬁned as above.
For a moment linear functional u, the Stieltjes function S(x) := ∑∞n=0 〈u,xn〉xn+1 plays
an important role in the theory of orthogonal polynomials, due to its close relation with
the measure associated with u as well as its (rational) Padé Approximation, see [23, 63].
If you consider the canonical Christoffel transformation uˆ of the linear functional u,
then its Stieltjes function is Sˆ(x) = (x − a)S(x) − u0. This is a particular case of the
spectral linear transformations studied in [102].
Given a bilinear form L : R[x] × R[x] → R one could consider the following
non-symmetric and symmetric bilinear perturbations
L˜1(p,q) =L(wp,q), L˜2(p,q) =L(p,wq), Lˆ(p,q) =L(wp,wq),
where w(x) is a polynomial. The study of these perturbations can be found in [25].
Taking into account the matrix representation of the multiplication operator by z is a
Hessenberg matrix, the authors establish a relation between the Hessenberg matrices
associated with the initial and the perturbed functional by using LU and QR fac-
torization, in terms of orthogonal and an upper triangular matrices. They also give
some algebraic relations between the sequences of orthogonal polynomials associated
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with those bilinear forms. The above perturbations can be seen as an extension of the
Christoffel transformation for bilinear forms. When the bilinear form is deﬁned by a
nontrivial probability measure supported on the unit circle, Christoffel transformations
have been studied in [26] in the framework of Cantero-Moral-Valázquez (CMV) matri-
ces, that is, the matrix representation of the multiplication operator by z in terms of an
orthonormal Laurent polynomial basis. Therein, the authors state the explicit relation
between the sequences of orthonormal Laurent polynomials associated with a measure
and its Christoffel transformation, as well as its link with QR factorizations of such
CMV matrices.
The theory of scalar orthogonal polynomials with respect to probability mea-
sures supported either on the real line or the unit circle is a standard and classic topic
in approximation theory and it also has remarkable applications in many domains as
discrete mathematics, spectral theory of linear differential operators, numerical inte-
gration, integrable systems, among others. Some extensions of such a theory have been
developed more recently. One of the most exciting generalizations appears when you
consider non-negative Hermitian-valued matrix of measures of size p×p on a σ -algebra
of subsets of a space such that each entry is countably additive and you are interested
in the analysis of the Hilbert space of matrix-valued functions of size p × p under the
inner product associated with such a matrix of measures. This question appears in the
framework of weakly stationary processes, see [89]. Notice that such an inner product
pays the penalty of the non-commutativity of matrices as well as the existence of sin-
gular matrices with respect to the scalar case. By using the standard Gram–Schmidt
method for the canonical linear basis of the linear space of polynomials with matrix
coefﬁcients a theory of matrix orthogonal polynomials can be studied. The paper by
M. G. Krein [68] is credited as the ﬁrst contribution in this topic. Despite they have
been sporadically studied during the last half century, there is an exhaustive bibliogra-
phy focused on inner products deﬁned on the linear space of polynomials with matrix
coefﬁcients as well as on the existence and analytic properties of the corresponding
sequences of matrix orthogonal polynomials in the real line (see [42, 43, 80, 88, 94]) and
their applications in Gaussian quadrature for matrix-valued functions [93], scattering
theory [14, 53], and system theory [50]. The work [33] constitutes an updated overview
on these topics.
But, more recently, an intensive attention was paid to the spectral analysis
of second-order linear differential operators with matrix polynomials as coefﬁcients.
This work was motivated by the Bochner’s characterization of classical orthogonal
polynomials (Hermite, Laguerre, and Jacobi) as eigenfunctions of second-order linear
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differential equations with polynomial coefﬁcients. The matrix case gives a more rich
set of solutions. From the pioneering work [44] some substantial progress has been
done in the study of families of matrix orthogonal polynomials associated with second-
order linear differential operators as eigenfunctions and their structural properties (see
[43, 59, 60] as well as the survey [45]). Moreover, in [27] the authors showed that there
exist sequences of orthogonal polynomials satisfying a ﬁrst-order linear matrix dif-
ferential equation that constitutes a remarkable difference with the scalar case where
such a situation does not appear. The spectral problem for second-order linear differ-
ence operators with polynomial coefﬁcients has been considered in [13] as a ﬁrst step
in the general approach. Therein, four families of matrix orthogonal polynomials (as
matrix relatives of Charlier, Meixner, Krawtchouk scalar polynomials and another one
that seems not have any scalar relative) are obtained as illustrative examples of the
method described therein.
It is also a remarkable fact that matrix orthogonal polynomials appear in the
analysis of nonstandard inner products in the scalar case. Indeed, from the study of
higher order recurrence relations that some sequences of orthogonal polynomials sat-
isfy (see [44] where the corresponding inner product is analyzed as an extension of the
Favard’s theorem and [48], where the connection with matrix orthogonal polynomials is
stated), to the relation between standard scalar polynomials associated with measures
supported on harmonic algebraic curves and matrix orthogonal polynomials deduced
by a splitting process of the ﬁrst ones (see [74]) you get an extra motivation for the study
of matrix orthogonal polynomials. Matrix orthogonal polynomials appear in the frame-
work of orthogonal polynomials in several variables when the lexicographical order is
introduced. Notice that in such a case, the moment matrix has a Hankel block matrix
where each block is a Hankel matrix, that is, it has a doubly Hankel structure, see [39].
Concerning spectral transformations, in [40] the authors show that the so-called
multiple Geronimus transformations of a measure supported in the real line yield a sim-
ple Geronimus transformation for a matrix of measures. This approach is based on the
analysis of general inner products 〈·, ·〉 such that themultiplicationby apolynomial oper-
ator h is symmetric and satisﬁes an extra condition 〈h(x)p(x),q(x)〉 = ∫ p(x)q(x)dμ(x),
where μ is a nontrivial probability measure supported on the real line. The connection
between the Jacobi matrix associated with the sequence of scalar polynomials with
respect to μ and the Hessenberg matrix associated with the multiplication operator by
h is given in terms of the so-calledUL factorizations. Notice that the connection between
the Darboux process and the noncommutative bispectral problem has been discussed
in [56]. The analysis of perturbations on the entries of the matrix of moments from the
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point of view of the relations between the corresponding sequences ofmatrix orthogonal
polynomials was done in [30].
The seminal work of the Japanese mathematician Mikio Sato [91, 92] and later
on of the Kyoto school [36–38] settled the basis for a Grasmannian and Lie group theo-
retical description of integrable hierarchies. Not much later Motohico Mulase [83] gave
a mathematical description of factorization problems, dressing procedure, and linear
systems as the keys for integrability. It was not necessary to wait too long, in the devel-
opment of integrable systems theory, to ﬁnd multicomponent versions of the integrable
Toda equations, [98–100] which later on played a prominent role in the connection with
orthogonal polynomials and differential geometry. The multicomponent versions of the
Kadomtsev-Petviashvili (KP) hierarchy were analyzed in [21, 22] and [62, 70, 71] and in
[72, 73] we can ﬁnd a further study of the multi-component Toda lattice hierarchy, block
Hankel/Toeplitz reductions, discrete ﬂows, additional symmetries, and dispersionless
limits. For the relation with multiple orthogonal polynomials see [8, 11].
The work of Mark Adler and Pierre van Moerbeke was fundamental to the con-
nection between integrable systems and orthogonal polynomials. They showed that
the Gauss–Borel factorization problem is the keystone for this connection. In partic-
ular, their studies in the papers on the 2D Toda hierarchy and what they called the
discrete KP hierarchy [3–7] clearly established—from a group-theoretical setup—why
standard orthogonality of polynomials and integrability of nonlinear equations of Toda
type where so close.
The relation of multicomponent Toda systems or non-Abelian versions of Toda
equations with matrix orthogonal polynomials was studied, for example, in [11, 80] (on
the real line) and in [17, 81] (on the unit circle).
The approach to the Christoffel transformations in this paper, which is based
on the Gauss–Borel factorization problem, has been used before in different contexts.
It has been applied for the construction of discrete integrable systems connected with
orthogonal polynomials of diverse types,
(i) The case of multiple orthogonal polynomials and multicomponent Toda
was analyzed in [12].
(ii) In [15], we dealt with the case of matrix orthogonal Laurent polynomials
on the circle and CMV orderings.
(iii) For orthogonal polynomials in several real variables see [16, 17] and [18] for
orthogonal polynomials on the unit torus and the multivariate extension
of the CMV ordering.
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It is well known that there is a deep connection between discrete integrable systems
and Darboux transformations of continuous integrable systems (see e.g., [41]). Finally,
let us comment that, in the realm of several variables, in [17–19] one can ﬁnd extensions
of the Christoffel formula to the multivariate scenario with real variables and on the
unit torus, respectively.
1.2 Objectives, results, and layout of the paper
In this contribution, we focus our attention on the study of Christoffel transformations
(Darboux transformations in the language of integrable systems [77], or Lévy transfor-
mations in the language of differential geometry [49]) for matrix sesquilinear forms.
More precisely, given a matrix of measures μ(x) and a matrix polynomial W(x) we are
going to deal with the following matrix sesquilinear forms
〈P(x),Q(x)〉W =
∫
P(x)W(x)dμ(x)(Q(x)). (1)
We will ﬁrst focus our attention on the existence of matrix bi-orthogonal polynomials
with respect to the sesquilinear form 〈·, ·〉W under some assumptions about the matrix
polynomialW . Once this is done, the next step will be to ﬁnd an explicit representation
of such bi-orthogonal polynomials in terms of the matrix orthogonal polynomials with
respect to thematrix ofmeasures dμ(x). We start withwhat we call connection formulas
in Proposition 18.
One of the main achievements of this paper is Theorem 2 where we extend the
Christoffel formula to MOPRL with a perturbation given by an arbitrary degree monic
matrix polynomial. For that aim we use the rich spectral theory available today for
these type of polynomials, in particular tools like root polynomials and Jordan chains
will be extremely useful, see [76, 88]. Following [27, 59, 60] some applications to the
analysis of matrix orthogonal polynomials which are eigenfunctions of second-order
linear differential operators and related to polynomial perturbations of diagonal matrix
of measures dμ(x) leading to sesquilinear forms as 〈·, ·〉W will be considered.
Next, to have a better understanding of the singular leading coefﬁcient case we
concentrate on the study of some cases which generalize important examples given by
Alberto Grünbaum and Antonio Durán in [45, 46], in relation again with second-order
linear differential operators.
Finally, we see that these Christoffel transformations extend to more general
scenarios in Integrable Systems Theory. In these cases we ﬁnd the non-Abelian Toda
hierarchy which is relevant in string theory. In general, we have lost the block Hankel
condition, and we do not have anymore a matrix of measures but only a sesquilinear
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form.We show that Theorem 2 also holds in this general situation. At this point wemust
stress that for the non-Abelian Toda equation we can ﬁnd Darboux transformations (or
Christoffel transformations) in [90], see also [84], which contemplate only what it are
called elementary transformations and their iteration. Evidently, their constructions
do not cover by far what Theorem 2 does. There are many matrix polynomials that do
not factor in terms of linear matrix polynomials and, therefore, they cannot be studied
by means of the results in [84, 90]. We have been fortunate to have at our disposal the
spectral theory of [76, 88] that at the moment of the publication of [90] was not so well
known and under construction.
The layout of the paper is as follows. We continue this introduction with two
subsections that give the necessary background material regarding the spectral theory
of matrix polynomials and also of matrix orthogonal polynomials. Then, in Section 2,
we give the connection formulas for bi-orthogonal polynomials and for the Christoffel—
Darboux (CD) kernel, being this last result relevant to ﬁnd the dual polynomials in the
family of bi-orthogonal polynomials. We continue in Section 3 discussing the nonsingu-
lar leading coefﬁcient case, that is the monic matrix polynomial perturbation. We ﬁnd
the Christoffel formula for matrix bi-orthogonal polynomials and, as an example, we
consider the degree 1 monic matrix polynomial perturbations. We dedicate the rest of
this section to discuss some examples. In Section 4 we start the exploration of the sin-
gular leading coefﬁcient matrix polynomial perturbations and, despite we do not give
a general theory, we have been able to successfully discuss some relevant examples.
Finally, Section 5 is devoted to the study of the extension of the previous results to the
non-Abelian 2D Toda lattice hierarchy.
1.3 On spectral theory of matrix polynomials
Here we give some background material regarding matrix polynomials. For further
reading we refer the reader to [55]
Deﬁnition 1. Let A0,A1 . . . ,AN ∈ Rp×p be square matrices with real entries. Then
W(x) = ANxN + AN−1xN−1 + · · · + A1x + A0 (2)
is said to be a matrix polynomial of degree N , degW = N . The matrix polynomial is said
to be monic when AN = Ip, where Ip ∈ Rp×p denotes the identity matrix. The linear space
of matrix polynomials with coefﬁcients in Rp×p will be denoted by Rp×p[x]. 
Deﬁnition 2. We say that a matrix polynomial W as in (2) is monic normalizable if
detAN = 0 and say that W˜(x) := A−1N W(x) is its monic normalization. 
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Deﬁnition 3. The spectrum, or the set of eigenvalues, σ(W) of a matrix polynomial W
is the zero set of detW(x), that is,
σ(W) := Z(W) = {a ∈ C : detW(a) = 0}. 
Proposition 1. A monic normalizable matrix polynomial W(x), degW = N , has Np
(counting multiplicities) eigenvalues or zeros; that is we can write
detW(x) =
q∏
i=1
(x − xi)αi
with Np = α1 + · · · + αq. 
Remark 1. In contrast with the scalar case, there exist matrix polynomials which do
not have a unique factorization in terms of degree 1 factors or even it could happen that
the factorization does not exist. For example, the matrix polynomial
W(x) = I2x2 −
[
2 0
0 2
]
x
can be written as
W(x) =
(
I2x −
[
1 −1
−1 1
])(
I2x −
[
1 1
1 1
])
or W(x) =
(
I2x −
[
2 0
0 2
])
I2x,
but the polynomial
W(x) = I2x2 −
[
0 0
1 0
]
cannot be factorized in terms of degree 1 matrix polynomials. 
Deﬁnition 4.
(i) Two matrix polynomials W1,W2 ∈ Rm×m[x] are said to be equivalent W1 ∼
W2 if there exist two matrix polynomials E,F ∈ Rm×m[x], with constant
determinants (not depending on x), such that W1(x) = E(x)W2(x)F(x).
(ii) A degree 1 matrix polynomial INpx −A ∈ RNp×Np is called a linearization of a
monic matrix polynomial W ∈ Rp×p[x] if
INpx − A ∼
[
W(x) 0
0 I(N−1)p
]
. 
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Deﬁnition 5. Given amatrix polynomialW(x) = IpxN+AN−1xN−1+· · ·+A0 its companion
matrix C1 ∈ RNp×Np is
C1 :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 Ip 0 . . . 0
0 0 Ip
. . . 0
...
...
. . .
. . .
0 0 0 Ip
−A0 −A1 −A2 . . . −AN−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. 
The companion matrix plays an important role in the study of the spectral
properties of a matrix polynomial W(x), (see, e.g., [55, 75, 76]).
Proposition 2. Given a monic matrix polynomialW(x) = IpxN +AN−1xN−1 + · · · +A0 its
companion matrix C1 provides a linearization
INpx − C1 ∼
[
W(x) 0
0 I(N−1)p
]
,
where
E(x) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
BN−1(x) BN−2(x) BN−3(x) . . . B1(x) B0(x)
−Ip 0 0 . . . 0 0
0 −Ip 0 . . . 0 0
0 0 −Ip 0 0
...
. . .
...
0 0 0 −Ip 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
F(x) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ip 0 0 . . . 0 0
−Ipx Ip 0 . . . 0 0
0 −Ipx Ip . . . 0 0
...
. . .
. . .
. . .
...
...
0 0 0
. . . Ip 0
0 0 0 −Ipx Ip
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
with B0(x) := Ip, Br+1(x) = xBr(x) + AN−r−1, for r ∈ {0, 1, . . . ,N − 2}. 
From here one deduces the important
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Proposition 3. The eigenvalues with multiplicities of a monic matrix polynomial
coincide with those of its companion matrix. 
Proposition 4. Any nonsingular matrix polynomialW(x) ∈ Cm×m[x], detW(x) = 0, can
be represented
W(x) = E(x0)diag((x − x0)κ1 , . . . , (x − x0)κm)F(x0)
at x = x0 ∈ C, where E(x0) and F(x0) are nonsingular matrices and κ1 ≤ · · · ≤ κm are
nonnegative integers. Moreover, {κ1, . . . , κm} are uniquely determined byW and they are
known as partial multiplicities of W(x) at x0. 
Deﬁnition 6.
(i) Given a monic matrix polynomial W(x) ∈ Rp×p[x] with eigenvalues and
multiplicities {xk,αk}qk=1, Np = α1 + · · · + αq, a non-zero vector vk,0 ∈ Cp
is said to be an eigenvector with eigenvalue xk whenever W(xk)vk,0 = 0,
vk,0 ∈ KerW(xk) = {0}.
(ii) A sequence of vectors {vi,0,vi,1 . . . ,v1,mi−1} is said to be a Jordan chain of
length mi corresponding to xi ∈ σ(W) if v0,i is an eigenvector of W(xi) and
j∑
r=0
1
r!
drW
dxr
∣∣∣
x=xi
vi,j−r = 0, j = {0, . . . ,mi − 1}.
(iii) A root polynomial at an eigenvalue x0 ∈ σ(W) of W(x) is a non-zero vector
polynomial v(x) ∈ Cp[x] such that W(x0)v(x0) = 0. The multiplicity of this
zero will be denoted by κ.
(iv) The maximal length of a Jordan chain corresponding to the eigenvalue xk is
called the multiplicity of the eigenvector v0,k and is denoted by m(v0,k). 
The above deﬁnition generalizes the concept of Jordan chain for degree 1 matrix
polynomials [1].
Proposition 5. The Taylor expansion of a root polynomial at a given eigenvalue
x0 ∈ σ(W)
v(x) =
q∑
j=0
vj(x − x0)j
provides a Jordan chain {v0,v1, . . . ,vκ−1}. 
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Proposition 6. Given an eigenvalue x0 ∈ σ(W), with multiplicity s = dimKerW(x0),
we can construct s root polynomials
vi(x) =
κi−1∑
j=0
vi,j(x − x0)j, i ∈ {1, . . . , s},
where vi(x) is a root polynomial with the largest order κi among all root polynomials
whose eigenvector does not belong to C{v1,0, . . . ,vi−1,0}. 
Deﬁnition 7. A canonical set of Jordan chains of the monic matrix polynomial W(x)
corresponding to the eigenvalue x0 ∈ σ(W) is, in terms of the root polynomials described
in Proposition 6, the set of vectors
{v1,0 . . . ,v1,κ1−1, . . . ,vs,0 . . . ,vs,κr−1}. 
Proposition 7. For a monic matrix polynomialW(x) the lengths {κ1, . . . , κr} of the Jor-
dan chains in a canonical set of Jordan chains ofW(x) corresponding to the eigenvalue
x0, see Deﬁnition 7, are the non-zero partial multiplicities of W(x) at x = x0 described
in Proposition 4. 
Deﬁnition 8. For each eigenvalue xi ∈ σ(W), withmultiplicity αi and si = dimKerW(xi),
we choose a canonical set of Jordan chains
{
v(i)j,0, . . . ,v
(i)
j,κ(i)j −1
}
, j = 1, . . . , si,
and, consequently, with partial multiplicities satisfying
∑si
j=1 κ
(i)
j = αi. Thus, we can
consider the following adapted root polynomials
v(i)j (x) =
κ
(i)
j −1∑
r=0
v(i)j,r(x − xi)r . (3)

Proposition 8. Given a monic matrix polynomial W(x) the adapted root polynomials
given in Deﬁnition 8 satisfy
dr
dxr
∣∣∣
x=xi
(
W(x)v(i)j (x)
) = 0, r = 0, . . . , κ(i)j − 1, j = 1 . . . , si. 
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1.4 On orthogonal matrix polynomials
Recall that a sesquilinear form 〈·, ·〉 on the linear space Rp×p[x] is a map
〈·, ·〉 : Rp×p[x] × Rp×p[x] −→ Rp×p,
such that for any triple P,Q,R ∈ Rp×p[x] of matrix polynomials we have
(i) 〈AP(x) + BQ(x),R(x)〉 = A 〈P(x),R(x)〉 + B 〈Q(x),R(x)〉, ∀A,B ∈ Rp×p.
(ii) 〈P(x),AQ(x) + BR(x)〉 = 〈P(x),Q(x)〉A + 〈P(x),R(x)〉B, ∀A,B ∈ Rp×p.
Here A denotes the transpose of A, an antiautomorphism of order 2 in the ring of
matrices.
Deﬁnition 9. A sesquilinear form 〈·, ·〉 is said to be nondegenerate if the leading princi-
pal sub-matrices of the corresponding Hankel matrix of moments M := (〈IpxiI , Ipxj〉)∞i,j=0
are nonsingular, and nontrivial if 〈·, ·〉 is a symmetric matrix sesquilinear form and
〈P(x),P(x)〉 is a positive deﬁnite matrix for all P(x) ∈ Rp×p[x] with nonsingular leading
coefﬁcient. 
Given a sesquilinear form 〈·, ·〉, two sequences of polynomials {P [1]n (x)}∞n=0 and{
P [2]n (x)
}∞
n=0 are said to be bi-orthogonal with respect to 〈·, ·〉 if
(i) deg(P [1]n ) = deg(P [2]n ) = n for all n ∈ Z+,
(ii)
〈
P [1]n (x),P
[2]
m (x)
〉 = δn,mHn for all n,m ∈ Z+,
where Hn = 0 and δn,m is the Kronecker delta. Here, it is important to notice the order of
the polynomials in the sesquilinear form; that is if n = m then 〈P [2]n (x),P [1]m (x)〉 could be
different from 0.
Remark 2. Recall that if A is a positive semideﬁnite (resp. deﬁnite) matrix, then there
exists a unique positive semideﬁnite (resp. deﬁnite) matrix B such that B2 = A. B is said
to be the square root of A (see [61], Theorem 7.2.6) and we denote it by B =: A1/2. As in the
scalar case, when 〈·, ·〉 is a sesquilinear form, wewill write thematrix 〈P,P〉1/2 := ‖P‖. 
Let
μ =
⎡
⎢⎢⎣
μ1,1 . . . μ1,p
...
...
μp,1 . . . μp,p
⎤
⎥⎥⎦
1298 C. Álvarez-Fernández et al.
be ap×pmatrix of Borelmeasures inR. Given anypair ofmatrix polynomials P(x),Q(x) ∈
Rp×p[x] we introduce the following sesquilinear form
〈P(x),Q(x)〉 =
∫
R
P(x)dμ(x)(Q(x)).
In terms of the moments of the matrix of measures μ, we deﬁne the matrix moments as
mn :=
∫
R
xn dμ(x) ∈ Rp×p
and arrange them in the semi-inﬁnite block matrix and its kth truncation
M :=
⎡
⎢⎢⎢⎢⎢⎣
m0 m1 m2 · · ·
m1 m2 m3 · · ·
m2 m3 m4 · · ·
...
...
... · · ·
⎤
⎥⎥⎥⎥⎥⎦ , M[k] :=
⎡
⎢⎢⎣
m0 · · · mk−1
...
...
mk−1 · · · m2k−2
⎤
⎥⎥⎦ .
Following [15] we can prove
Proposition 9. If detM[k] = 0 for k ∈ {1, 2, . . . }, then there exists a unique Gaussian
factorization of the moment matrix M given by
M = S−11 H(S2)−,
where S1,S2 are lower unitriangular block matrices and H is a diagonal block matrix
Si =
⎡
⎢⎢⎢⎢⎢⎢⎣
Ip 0 0 . . .
(Si)1,0 Ip 0 · · ·
(Si)2,0 (Si)2,1 Ip
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
, H =
⎡
⎢⎢⎢⎢⎢⎢⎣
H0 0 0 · · ·
0 H1 0
. . .
0 0 H2
. . .
...
...
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
, i = 1, 2,
with (Si)n,m,Hn ∈ Rp×p, ∀n,m ∈ {0, 1, . . . }. If μ = μ then we are dealing with a Cholesky
block factorization with S1 = S2 and H = H. 
For l ≥ k we will also use the following bordered truncated moment matrix
M [1][k,l] :=
⎡
⎢⎢⎢⎢⎢⎣
m0 · · · mk−1
...
...
mk−2 · · · m2k−3
ml . . . ml+k−1
⎤
⎥⎥⎥⎥⎥⎦ ,
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where we have replaced the last row of blocks,
[
mk−1 . . . m2k−2
]
, of the truncated
moment matrixMk by the row of blocks
[
ml . . . ml+k−1
]
. We also need a similar matrix
but replacing the last block column of Mk by a column of blocks as indicated
M [2][k,l] :=
⎡
⎢⎢⎣
m0 · · · mk−2 ml
...
...
...
mk−1 · · · m2k−3 mk+l−1
⎤
⎥⎥⎦ .
Using last quasi-determinants, see [52, 85], we ﬁnd
Proposition 10. If the last quasi-determinants of the truncated moment matrices are
nonsingular, that is
det∗(M[k]) =0, k = 1, 2, . . . ,
then the Gauss–Borel factorization can be performed and the following expressions
Hk = ∗(M[k+1]), (S−11 )k,l = ∗(M [1][k,l+1])∗(M[l+1])−1, (S−12 )k,l =
(
∗(M[l+1])−1∗(M
[2]
[k,l+1])
)
,
hold. 
Deﬁnition 10. We deﬁne χ(x) := [Ip, Ipx, Ipx2, . . . ] and the vectors of matrix polynomi-
als P [1] = [P [1]0 ,P [1]1 , · · · ] and P [2] = [P [2]0 ,P [2]1 , . . . ], where
P [1] := S1χ(x), P [2] := S2χ(x). 
Proposition 11. The matrix polynomials P [i]n (x) are monic and deg P
[i]
n = n, i = 1, 2. 
Observe that the moment matrix can be expressed as
M =
∫
R
χ(x)dμ(x)(χ(x)).
Proposition 12. The families of monic matrix polynomials
{
P [1]n (x)
}∞
n=0 and
{
P [2]n (x)
}∞
n=0
are bi-orthogonal
〈
P [1]n (x),P
[2]
m (x)
〉 = δn,mHn, n,m ∈ Z+.
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If μ = μ then P [1]n = P [2]n =: Pn which in turn conform an orthogonal set of monic matrix
polynomials
〈Pn(x),Pm(x)〉 = δn,mHn, n,m ∈ Z+,
and we can write ‖Pn‖ = H1/2n . These bi-orthogonal relations can be recasted as
∫
R
P [1]n (x)dμ(x)x
m =
∫
R
xm dμ(x)(P [2]n (x))
 = Hnδn,m, m ≤ n. 
Proof. From the deﬁnition of the polynomials and the factorization problem, we get
∫
R
P [1](x)dμ(x)(P [2](x)) =
∫
R
S1χ(x)dμ(x)χ(x)
TS2
 = S1M(S2) = H . 
Remark 3. The matrix of measures dμ(x) may undergo a similarity transformation,
dμ(x) → dμc(x), and be conjugate to dμ(x) = B−1 dμc(x)B, where B ∈ Rp×p is a non-
singular matrix. The relation between the orthogonal polynomials given by these two
measures is easily seen to be
M = B−1McB, S1 = B−1Sc,1B, H = B−1HcB, (S2) = B−1(Sc,2)B,
P [1]n = B−1P [1]c,nB, (P [2]n ) = B−1(P [2]c,n)B. 
The shift matrix is the following semi-inﬁnite block matrix
	 :=
⎡
⎢⎢⎢⎢⎢⎣
0 Ip 0 0 . . .
0 0 Ip 0 . . .
0 0 0 Ip . . .
...
. . .
. . .
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎦ ,
which satisﬁes the important spectral property
	χ(x) = xχ(x).
Proposition 13. The block Hankel symmetry of the moment matrix can be written as
	M = M	. 
Notice that this symmetry completely characterizes Hankel block matrices.
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Proposition 14. We have the following last quasi-determinantal expressions
P [1]n (x) = ∗
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
m0 m1 · · · mn−1 Ip
m1 m2 · · · mn Ipx
...
...
...
...
mn−1 mn · · · m2n−2 Ipxn−1
mn mn+1 · · · m2n−1 Ipxn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(P [2]n (x))
 = ∗
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
m0 m1 · · · mn−1 mn
m1 m2 · · · mn mn+1
...
...
...
...
mn−1 mn · · · m2n−2 m2n−1
Ip Ipx · · · Ipxn−1 Ipxn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. 
Given two sequences of matrix bi-orthonormal polynomials {P [1]k (x)}∞k=0 and
{P [2]k (x)}∞k=0, with respect to 〈·, ·〉, we deﬁne the nth Christoffel–Darboux kernel matrix
polynomial
Kn(x,y) :=
n∑
k=0
(P [2]k (y))
H−1k P
[1]
k (x). (4)
Named after [32, 34] see also [33].
Proposition 15 (ABC theorem). An Aitken–Berg–Collar type formula
Kn(x,y) =
[
Ip, . . . , Ipx
n
]
(Mn)
−1
⎡
⎢⎢⎣
Ip
...
Ipyn
⎤
⎥⎥⎦
holds. 
The scalar version was rediscovered and popularized by Berg [20], who found it
in a paper of Collar [31], who attributes it to his teacher, Aitken. As we are inverting a
Hankel block matrix we are dealing with a Hankel Bezoutian type expression. This is
connected with the following:
Proposition 16 (Christoffel–Darboux formula). The Christoffel–Darboux kernel
satisﬁes
(x − y)Kn(x,y) = (P [2]n (y))(Hn)−1P [1]n+1(x) − (P [2]n+1(y))(Hn)−1P [1]n (x). 
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2 Connection Formulas for Darboux Transformations of Christoffel Type
Given amonicmatrix polynomialW(x) of degreeN we consider a newmatrix ofmeasures
of the form
dμ(x) → dμˆ(x) := W(x)dμ(x)
with the corresponding perturbed sesquilinear form
〈P(x),Q(x)〉W =
∫
P(x)W(x)dμ(x)(Q(x)).
In the same way as above, the moment block matrix
Mˆ :=
∫
χ(x)W(x)dμ(x)(χ(x))
is introduced. Let us assume that the perturbed moment matrix admits a Gaussian
factorization
Mˆ = Sˆ−11 Hˆ(Sˆ2)−,
where Sˆ1, Sˆ2 are lower unitriangular block matrices and Hˆ is a diagonal block matrix
Sˆi =
⎡
⎢⎢⎢⎢⎢⎢⎣
Ip 0 0 . . .
(Sˆi)1,0 Ip 0 · · ·
(Sˆi)2,0 (Sˆi)2,1 Ip
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
, Hˆ =
⎡
⎢⎢⎢⎢⎢⎢⎣
Hˆ0 0 0 · · ·
0 Hˆ1 0
. . .
0 0 Hˆ2
. . .
...
...
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
, i = 1, 2.
Then, we have the corresponding perturbed bi-orthogonal matrix polynomials
Pˆ [i](x) = Sˆiχ(x), i = 1, 2,
with respect to the perturbed sesquilinear form 〈·, ·〉W .
Remark 4. The discussion for monic matrix polynomial perturbations and perturba-
tions with a matrix polynomial with nonsingular leading coefﬁcients are equivalent.
Indeed, if instead of a monic matrix polynomial we have a matrix polynomial W˜(x) =
ANxN+· · ·+A0 with a nonsingular leading coefﬁcient, detAN = 0, thenwe could factor out
AN , W˜(x) = ANW(x), where W is monic. The moment matrices are related by M˜ = ANMˆ
and, moreover, S˜1 = ANSˆ1(AN)−1, H˜ = ANHˆ , S˜2 = Sˆ2, and P˜ [1]k (x) = ANP [1]k (x)(AN)−1 as well
as P˜ [2]k (x) = Pˆ [2]k (x). 
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2.1 Connection formulas for bi-orthogonal polynomials
Proposition 17. The moment matrixM and theW-perturbed moment matrix Mˆ satisfy
Mˆ = W(	)M . 
Deﬁnition 11. Let us introduce the following semi-inﬁnite matrices
ω[1] := Sˆ1W(	)S−11 , ω[2] := (S2Sˆ−12 ),
which we call resolvent or connection matrices. 
Proposition 18 (Connection formulas). Perturbed and nonperturbed bi-orthogonal
polynomials are subject to the following linear connection formulas
ω[1]P [1](x) =Pˆ [1](x)W(x), (5)
P [2](x) =(ω[2])Pˆ [2](x). (6)

Proposition 19. The following relations hold
Hˆω[2] = ω[1]H . 
Proof. From Proposition 17 and the LU factorization we get
Sˆ−11 Hˆ Sˆ
−
2 = W(	)S−11 HS−2 ,
so that
Hˆ(S2Sˆ
−1
2 )
 = Sˆ1W(	)S−11 H
and the result follows. 
From this result we easily get that
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Proposition 20. The resolvent matrix ω is a band upper triangular block matrix with
all the block superdiagonals above the Nth one equal to zero.
ω[1] =
⎡
⎢⎢⎢⎢⎢⎢⎣
ω
[1]
0,0 ω
[1]
0,1 ω
[1]
0,2 . . . ω
[1]
0,N−1 Ip 0 0 . . .
0 ω[1]1,1 ω
[1]
1,2 . . . ω
[1]
1,N−1 ω
[1]
1,N Ip 0 . . .
0 0 ω[1]2,2 . . . ω
[1]
2,N−1 ω
[1]
2,N ω
[1]
2,N+1 Ip
. . .
. . .
. . .
. . .
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
with
ω
[1]
k,k = Hˆk(Hk)−1. (7)

2.2 Connection formulas for the Christoffel–Darboux kernel
In order to relate the perturbed and nonperturbed kernel matrix polynomials, let us
introduce the following truncation of the connection matrix ω.
Deﬁnition 12. We introduce the lower unitriangular matrix ω(n,N) ∈ RNp×Np with
ω(n,N) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0 0 . . . 0
...
...
0 . . . 0 0 . . . 0
ω
[1]
0,n+1 . . . ω0,N−1 Ip
. . . 0
...
. . .
...
ω
[1]
n,n+1 · · · ω[1]n,n+N−1 Ip
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, n < N ,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ip 0 . . . 0 0
ω
[1]
n−N+2,n+1 Ip
. . . 0 0
...
. . .
. . .
. . .
...
...
. . . Ip 0
ω
[1]
n,n+1 · · · ω[1]n,n+N−1 Ip
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, n ≥ N ,
and the diagonal block matrix
Hˆn,N = diag(Hˆn−N+1, . . . , Hˆn). 
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Then, we can write the important
Theorem 1. The perturbed and original Christoffel–Darboux kernels are related by the
following connection formulas
Kn(x,y) +
[
(Pˆ [2]n−N+1(x))
, . . . , (Pˆ [2]n (x))

]
(Hˆ(n,N))
−1ω(n,N)
⎡
⎢⎢⎣
P [1]n+1(x)
...
P [1]n+N(x)
⎤
⎥⎥⎦ = Kˆn(x,y)W(x),
by convention Pˆ [2]j = 0 whenever j < 0. 
Proof. Consider the truncation
(ω[2])[n+1] :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ip . . . ω
[2]
0,N−1 ω
[2]
0,N 0 0 . . . 0
0 Ip . . . ω
[2]
1,N+1 ω
[2]
1,N+2 0 . . . 0
...
. . .
. . .
. . .
0 0 0 Ip . . . ω
[2]
n−N ,n
...
...
. . .
. . .
...
0 0 Ip ω
[2]
n−1,n
0 0 0 Ip
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Recalling (6) in the form (P [2](y)) = (Pˆ [2](y))ω[2] we see that ((Pˆ [2](y))[n+1])(ω[2])[n+1] =(
(P [2](y))[n+1]
)
holds for the nth truncations of P [2](y) and Pˆ [2](y). Therefore,
(
(Pˆ [2](y))[n+1]
)
(ω[2])[n+1](H[n+1])−1(P [1](x))[n+1] =
(
(P [2](y))[n+1]
)
(H[n+1])−1(P [1](x))[n+1]
=Kn(x,y).
Now, we consider (ω[2])[n+1](H[n+1])−1(P [1](x))[n+1] and recall Proposition 19 in the
form
(ω[2])[n+1]
(
H[n+1]
)−1 = (Hˆ[n+1])−1(ω[1])[n+1]
which leads to
(ω[2])n+1(Hn+1)−1(P [1](x))n+1 = (Hˆ[n+1])−1(ω[1])[n+1](P [1](x))[n+1].
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Observe also that
(ω[1])[n+1](P [1](x))[n+1] = (ω[1]P [1](x))[n+1] −
[
0(n−N)p×p
VN(x)
]
with
VN(x) = ω(n,N)
⎡
⎢⎢⎣
P [1]n+1(x)
...
P [1]n+N(x)
⎤
⎥⎥⎦ .
Hence, recalling (5) we get
(ω[1])[n+1](P [1](x))[n+1] = (Pˆ [1](x))[n+1]W(x) −
[
0(n−N)p×p
VN(x)
]
,
and consequently
(
(Pˆ [2](y))[n+1]
)
(ω[2])[n+1](H[n+1])−1(P [1](x))[n+1]
= ((Pˆ [2](y))[n+1])(Hˆ[n+1])−1(Pˆ [1](x))[n+1]W(x) − ((Pˆ [2](y))[n+1])(Hˆ[n+1])−1
[
0(n−N)p×p
VN(x)
]
= Kˆn+1(x,y)W(y) −
(
(Pˆ [2](y))[n+1]
)
(Hˆ[n+1])−1
[
0(n−N)p×p
VN(x)
]
.

3 Monic Matrix Polynomial Perturbations
In this section we study the case of perturbations by monic matrix polynomials W(x),
which is equivalent to matrix polynomials with nonsingular leading coefﬁcients. Using
the theory given in Section 1.3 we are able to extend the celebrated Christoffel formula
to this context.
3.1 The Christoffel formula for matrix bi-orthogonal polynomials
We are now ready to show how the perturbed set of matrix bi-orthogonal polynomials
{Pˆ [1]n (x), Pˆ [2]n (x)}∞n=0 is related to the original set {P [1]n (x),P [2]n (x)}∞n=0.
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Proposition 21. Let v(i)j (x) be the adapted root polynomials of the monic matrix
polynomial W(x) given in (3). Then, for each eigenvalue xi ∈ σ(W), i ∈ {1, . . . ,q},
ω
[1]
k,k
dr(P [1]k v
(i)
j )
dxr
∣∣∣∣
x=xi
+ · · · + ω[1]k,k+N−1
dr(P [1]k+N−1v
(i)
j )
dxr
∣∣∣∣
x=xi
= −d
r(P [1]k+Nv
(i)
j )
dxr
∣∣∣∣
x=xi
, (8)
for r = 0, . . . , κ(i)j − 1, and j = 1 . . . , si. 
Proof. From (5) we get
ω
[1]
k,kP
[1]
k (x) + · · · + ω[1]k,k+N−1P [1]k+N−1(x) + Pk+N(x) = Pˆ [1]k (x)W(x).
Now, according to Proposition 8 we have
dr
dxr
∣∣∣∣
x=xi
(
Pˆ [1]k Wv
(i)
j
) = r∑
s=0
(
r
s
)
dr−sPˆ [1]k
dxr−s
∣∣∣∣
x=xi
ds(Wv(i)j )
dxs
∣∣∣∣
x=xi
= 0,
(9)
for r = 0, . . . , κ(i)j − 1 and j = 1 . . . , si. 
Recall that
∑si
j=1 κ
(i)
j = αi and that the sum of all multiplicities αi is Np =
∑q
i=1 αi,
q = #σ(W).
Deﬁnition 13.
(i) For each eigenvalue xi ∈ σ(W), in terms of the adapted root polynomials
v(i)j (x) of the monic matrix polynomial W(x) given in (3), we introduce the
vectors
π
(r),(i)
j,k :=
dr(P [1]k v
(i)
j )
dxr
∣∣∣∣
x=xi
∈ Cp
and arrange them in the partial row matrices π(i)k ∈ Cp×αip given by
π
(i)
k =
[
π
(0),(i)
1,k , . . . ,π
(κ
(i)
1 −1),(i)
1,k , . . . ,π
(0),(i)
si,k
, . . . ,π
(κ
(i)
si
−1),(i)
si,k
]
.
We collect all them as
πk :=
[
π
(1)
k , . . . ,π
(q)
k
] ∈ Cp×Np.
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Finally, we have
k,N :=
⎡
⎢⎢⎣
πk
...
πk+N−1
⎤
⎥⎥⎦ ∈ CNp×Np.
(ii) In a similar manner, we deﬁne
γ
(r),(i)
j,n (y) :=
dr
(
Kn(x,y)v
(i)
j (x)
)
dxr
∣∣∣∣
x=xi
∈ Cp[y],
γ (i)n (y) :=
[
γ
(0),(i)
1,n (y), . . . , γ
(κ
(i)
1 −1),(i)
1,n (y), . . . , γ
(0),(i)
si,n
(y), . . . , γ
(κ
(i)
si
−1),(i)
si,n (y)
]∈Cp×αi [y],
and, as above, collect all of them in
γn(y) =
[
γ (1)n , . . . , γ
(q)
n
] ∈ Cp×Np[y]. 
Theorem 2 (The Christoffel formula for matrix bi-orthogonal polynomials). The per-
turbed set of matrix bi-orthogonal polynomials {Pˆ [1]k (x), Pˆ [2]k (x)}∞k=0, whenever detk,N =
0, can be written as the following last quasi-determinant
Pˆ [1]k (x)W(x) = ∗
⎡
⎢⎢⎢⎢⎢⎣
k,N
P [1]k (x)
...
P [1]k+N−1(x)
πk+N P
[1]
k+N(x)
⎤
⎥⎥⎥⎥⎥⎦ , (10)
(Pˆ [2]k (x))
(Hˆk)−1 = ∗
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
k+1,N
0
...
0
Ip
γk(x) 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (11)
Christoffel Transformations for MOPRL and Toda Lattice 1309
Moreover, the new matrix squared norms are
Hˆk = ∗
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
k,N
Hk
0
...
0
πk+N 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12)

Proof. We assume that P [2]j = 0 whenever j < 0. To prove (10) notice that from (8) one
deduces for the rows of the connection matrix that
[ω[1]k,k, . . . ,ω[1]k,k+n−1] = −πk+N(k,N)−1. (13)
Now, using (5) we get
[ω[1]k,k, . . . ,ω[1]k,k+N−1]
⎡
⎢⎢⎣
P [1]k (x)
...
P [1]k+N−1(x)
⎤
⎥⎥⎦+ P [1]k+N(x) = Pˆ [1]k (x)W(x).
and (10) follows immediately.
To deduce (11) for k ≥ N notice that Theorem 1 together with (9) yields
γ
(r),(i)
j,k (x) +
[
(Pˆ [2]k−N+1(x))
, . . . , (Pˆ [2]k (x))

]
(Hˆ(k,N))
−1ω(k,N)
⎡
⎢⎢⎣
π
(r),(i)
j,k+1
...
π
(r),(i)
j,k+N
⎤
⎥⎥⎦ = 0,
for r = 0, . . . , κ(i)j − 1 and j = 1 . . . , si. We arrange these equations in a matrix form to get
γk(x) +
[
(Pˆ [2]k−N+1(x))
, . . . , (Pˆ [2]k (x))

]
(Hˆ(k,N))
−1ω(k,N)k+1,N = 0.
Therefore, assuming that detk+1,N = 0, we get
[
(Pˆ [2]k−N+1(x))
, . . . , (Pˆ [2]k (x))

]
(Hˆ(k,N))
−1ω(k,N) = −γk(x)(k+1,N)−1,
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which, in particular, gives
(Pˆ [2]k (x))
(Hˆk)−1 = −γk(x)(k+1,N)−1
⎡
⎢⎢⎢⎢⎢⎣
0
...
0
Ip
⎤
⎥⎥⎥⎥⎥⎦ .
Finally, (12) is a consequence of (7) and (13). 
3.2 Degree 1 monic matrix polynomial perturbations
Let us illustrate the situation with the most simple case of a perturbation of degree 1
monic polynomial matrix
W(x) = Ipx − A.
The spectrum σ(Ipx − A) = σ(A) = {x1, . . . ,xq} is determined by the zeros of the
characteristic polynomial of A
det(Ipx − A) = (x − x1)α1 · · · (x − xq)αq ,
and for each eigenvalue let si = dimKer(Ipxi −A) be the corresponding geometric multi-
plicity, and κ(i)j , j = 1, . . . , si, its partialmultiplicities, so that αi =
∑si
j=1 κ
(i)
j is the algebraic
multiplicity (the order of the eigenvalue as a zero of the characteristic polynomial of A).
After a similarity transformation of A we will get its canonical Jordan form. With no
lack of generality we assume that A is already given in Jordan canonical form
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
J
κ
(1)
1
(x1) 0
. . .
0 J
κ
(1)
s1
(x1)
0
. . .
0
J
κ
(q)
1
(xq) 0
. . .
0 J
κ
(q)
sq
(xq)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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where the Jordan blocks corresponding to each eigenvalue are given by
J
κ
(i)
j
(xi) :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
xi 1 0
0 xi 1
. . .
. . .
xi 1
0 xi
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rκ(i)j ×κ(i)j , j = 1, . . . , si.
For each eigenvalue xi we pick a basis
{
v(i)0,j
}si
j=1 of Ker(Ipxi − A), then look for vectors
{v(i)r,j}
κ
(i)
j −1
r=1 such that
(Ipxi − A)v(i)r,j = − v(i)r−1,j, r = 1, . . . , κ(i)j − 1,
so that {v(i)r,j}
κ
(i)
j
r=0 is a Jordan chain. As we are dealing with A in its canonical form the
vectors v(i)r,j can be identiﬁed with those of the canonical basis {ei}pi=1 of Rp with ei =
(0, · · ·1i, · · ·0)p . Indeed, we have
v(i)r,j = eα1+···+αi−1+κ(i)1 +···+κ(i)j−1+r+1.
Then, consider the polynomial vectors
v(i)j (x) =
κ
(i)
j −1∑
r=0
v(i)r,j(x − xi)r , j = 1, . . . , si, i = 1 . . . ,q,
which satisfy
dr
dxr
∣∣∣∣
x=xi
(
(Ipx − A)v(i)j
)
= 0, r = 0, . . . , κ(i)j − 1, j = 1, . . . , si, i = 1, . . . ,q.
Consequently,
dr
dxr
∣∣∣∣
x=xi
(
Pˆ [1](x)(Ipx − A)v(i)j
)
= 0, r = 0, . . . , κ(i)j − 1, j = 1, . . . , si, i = 1, . . . ,q. (14)
Now, let us notice the following simple fact
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Proposition 22. For a given matrix A ∈ Rp×p anymatrix polynomial P(x) = ∑nk=0 Pkxk ∈
Rp×p[x], deg P = n, can be written as
P =
n∑
k=0
P(A)k (Ipx − A)k.
In particular, we have P(A)0 = P(A) :=
∑n
k=0 PkA
k. 
Proposition 23. We can write
1
r!
dr(Pv(i)j )
dxr
∣∣∣∣
x=xi
= P(A)v(i)r,j , r = 0, . . . , κ(i)j − 1, j = 1, . . . , si, i = 1, . . . ,q. 
Proof. Observe that
dsP
dxs
∣∣∣∣
x=xi
v(i)r−s,j =
k∑
l=r
l!
(l − s)!P
(A)
l (Ipxi − A)l−sv(i)r−s,j
=
r∑
l=s
(−1)l−s l!
(l − s)!P
(A)
l v
(i)
r−l,j, s = 1, . . . , r, j = 1, . . . , si, i = 1, . . . ,q,
and, consequently,
dr(Pv(i)j )
dxr
∣∣∣∣
x=xi
=
r∑
s=0
r!
s!
r∑
l=s
(−1)l−s l!
(l − s)!P
(A)
l v
(i)
r−l,j
= r!
r∑
s=0
r∑
l=s
(−1)l−s
(
l
s
)
P(A)l v
(i)
r−l,j
= r!
r∑
m=0
(−1)r−m
[ r−m∑
s=0
(−1)s
(
r −m
s
)]
P(A)r−mv
(i)
m,j
= r!P(A)v(i)r,j ,
for r = 0, . . . , κ(i)j − 1, j = 1, . . . , si, and i = 1, . . . ,q. 
In the following, we’ll use
Kn(y,A) :=
n∑
m=0
P [2]m (y)H
−1
m P
[1]
m (A).
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Proposition 24 (Degree 1 Christoffel formula). IfW(x) = Ipx−A and det P [1]n (A) = 0 for
n ∈ Z+, then the Christoffel formulas can be written as
Pˆ [1]n (x)(Ipx − A) = ∗
[
P [1]n (A) P
[1]
n (x)
P [1]n+1(A) P
[1]
n+1(x)
]
(Pˆ [2]n (y))
 = ∗
[
P [1]n+1(A) I
Kn(y,A) 0
]
= P [1]n+1(x) − P [1]n+1(A)
[
P [1]n (A)
]−1
P [1]n (x), = −Kn(y,A)
[
P [1]n (A)
]−1
.
For the perturbed matrix squared norms we have
Hˆn = ∗
[
P [1](A) Hn
P [n+1](A) 0
]
= −P [1]n+1(A)
[
P [1]n (A)
]−1
Hn. 
Proof. According to (5) and Theorem 1
ωn,nP
[1]
n (x) + P [1]n+1(x) = Pˆ [1]n (x)(Ipx − A), Kn(x,y) + (Pˆ [2]n (y))P [1]n+1(x) = Kˆn(x,y)(Ipx − A),
and using (14) we conclude
ωn,n
dr(P [1]k v
(i)
j )
dxr
∣∣∣∣
x=xi
+ d
r(P [1]n+1v
(i)
j )
dxr
∣∣∣∣
x=xi
= 0,
dr
dxr
∣∣∣∣
x=xi
(
(Kn(x,y)v
(i)
j (x)
)+ (Pˆ [2]n (y))dr(P
[1]
n+1v
(i)
j )
dxr
∣∣∣∣
x=xi
= 0,
for r = 0, . . . , κ(i)j − 1, j = 1, . . . , si, and i = 1, . . . ,q. From Proposition 23 and the fact that
the ordered arrangement of the Jordan chain vectors v(i)r,j gives the identity matrix Ip, we
conclude
ωn,nP
[1]
k (A) + P [1]n+1(A) = 0,
Kn(y,A) + (Pˆ [2]n (y))P [1]n+1(A) = 0. 
We now illustrate the Christoffel formula in the matrix orthogonal polynomial
context with a simple case. We will study what is the effect of the Christoffel transfor-
mation on a positive Borel scalar measure dμ(x), thus the perturbed matrix of measures
is (I2x − A)dμ(x). The perturbed monic orthogonal polynomials will be expressed, see
Proposition 24,
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Pˆ [1]n (x) =
(
I2pn+1(x) − pn+1(A)
(
pn(A)
)−1
pn(x)
)
(I2x − A)−1, (15)
Pˆ [2]n (x) = −Kn(x,A)
[
P [1]n (A)
]−1
, (16)
where pn(x),Kn(x,y) are the scalar orthogonal polynomials and kernel polynomials
associated with the original scalar positive Borel measure dμ(x). Observe that despite
starting with a set of orthogonal polynomials the perturbation generates a set of bi-
orthogonal matrix polynomials. As the original measure is scalar, if we ensure that
A = A is symmetric, we will get Pˆn(x) := P [1]n (x) = P [2]n (x), a new set of orthogonal
matrix polynomials.
However, this will be a very trivial situation as we have
Proposition 25. The matrix orthogonal polynomials {Pˆn(x)}∞n=0 of the matrix of mea-
sures (Ipx − A)dμ(x), where A = A is symmetric and dμ is a positive Borel scalar
measure, are similar to diagonal matrix orthogonal polynomials. 
Proof. Being the matrix A symmetric it will be always diagonalizable
A = QDQ,
where Q is an orthogonal matrix Q = Q−1 and D = diag(x1, . . . ,xp), is a diagonal matrix
that collects the eigenvalues, not necessarily different, of A.
At the end, the new orthogonal polynomials will be
Pˆn(x) = Q
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
pn+1(x)− pn+1(x1)pn(x1) pn(x)
x−x1 0 . . . 0
0
pn+1(x)− pn+1(x2)pn(x2) pn(x)
x−x2 0
...
. . .
. . .
...
0 0
pn+1(x)− pn+1(xp)pn(xp) pn(x)
x−xp
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Q, (17)
and the result is proven. 
Thus, we have a diagonal bunch of elementary Darboux transformations of the
original scalar orthogonal polynomials associated with the scalar measure dμ. This
situation reappears even when the matrix is not symmetric but diagonalizable, as we
will have again that the perturbed matrix orthogonal polynomials will be similar to a
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similar bunch of elementary Darboux transformations of the original scalar orthogonal
polynomials.
Pˆ [1]n (x) = Q
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
pn+1(x)− pn+1(x1)pn(x1) pn(x)
x−x1 0 . . . 0
0
pn+1(x)− pn+1(x2)pn(x2) pn(x)
x−x2 0
...
. . .
...
0 0
pn+1(x)− pn+1(xp)pn(xp) pn(x)
x−xp
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Q−1,
Pˆ [2]n (x) = −Q
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
Kn(x,x1)
pn(x1)
0 . . . 0
0 Kn(x,x2)pn(x2) 0
...
. . .
...
0 0 Kn(x,xp)pn(xp)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
Q−1,
where Q does not need to be an orthogonal matrix.
If thematrix is not diagonalizable and has nontrivial Jordan blocks the situation
is different. Let us explore this case when p = 2. Hence, we consider
W(x) = I2x − A,
with
A = M
[
x1 1
0 x1
]
M−1.
Nowwehave only one eigenvalue σ(A) = {x1}, with a length 2 Jordan chain. Thus,
there is a linear basis {v1,v2} ⊂ R2, (A− x1)v1 = v2, (A− x1)v2 = 0, with vi = [vi,1 vi,2],
i ∈ {1, 2}, such that
M =
[
v1,1 v2,1
v1,2 v2,2
]
.
Therefore,
pn+1(A)
(
pn(A)
)−1 = M
[
pn+1(x1)
pn(x1)
W(pn,pn+1)(x1)
(pn(x1))2
0 pn+1(x1)pn(x1)
]
M−1, (I2x − A)−1 = M
[
1
x−x1
1
(x−x1)2
0 1x−x1
]
M−1,
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where
W(pn,pn+1)(x) = pn(x)p′n+1 − pn+1(x)p′n(x)
is the Wronskian of two consecutive orthogonal polynomials.
Hence,
Pˆ [1]n (x) = M
⎡
⎢⎣
pn+1(x)− pn+1(x1)pn(x1) pn(x)
x−x1
pn+1(x)− pn+1(x1)pn(x1) pn(x)−
W(pn,pn+1)(x1)
(pn(x1))
2 (x−x1)pn(x)
(x−x1)2
0
pn+1(x)− pn+1(x1)pn(x1) pn(x)
x−x1
⎤
⎥⎦M−1, (18)
Pˆ [2]n (x) = −M
[
Kn(x,x1)
pn(x1)
−Kn(x,x1)pn(x1) p′n(x1) + 1pn(x1)
∂Kn(x,y)
∂y
∣∣
y=x1
0 Kn(x,x1)pn(x1)
]
M−1.
Observe that the polynomials
pn+1(x) − pn+1(x1)pn(x1) pn(x), pn+1(x) −
pn+1(x1)
pn(x1)
pn(x) − W(pn,pn+1)(x1)
(pn(x1))2
(x − x1)pn(x)
have a zero at x = x1 of order 1 and 2, respectively.
3.3 Examples
Example 1. In [59] the authors deﬁne the notion of a classical pair {w(x),D}, wherew(x)
is a symmetric matrix-valued weight function and D is a second-order linear ordinary
differential operator. In that paper aweight function is said to be classical if there exists
a second-order linear ordinary differential operator D with matrix-valued polynomial
coefﬁcients Aj(t), degAj ≤ j, of the form D = A2(x) d2dx2 + A1(x) ddx + A0(x), such that
〈DP,Q〉 = 〈P,DQ〉 for all matrix-valued polynomial functions P(x) and Q(x). Then, the
pair {w,D} is called a classical pair. In example 5.1 in [59] they present a family of
Jacobi type classical pairs that contains, up to equivalence, all classical pairs of size
2 where w(x) = xα(1 − x)βF(x), with α,β > −1 and 0 < x < 1, and such that F(x)
is of degree 1 and which are irreducible (in the sense that they are not equivalent to
a direct sum of classical pairs of size 1). As we will show they are a direct sum of
orthogonal polynomials of size 1 produced by two degree 1 Christoffel transformations
of the scalar Jacobi polynomials with zeros at x = 0, 1. Thus, we are faced with two
scalar monic Jacobi polynomials with each of the two parameters α and β shifted by
one, respectively. In [96] an analysis of the reducibility of matrix weights is given. In
particular, in Example 2.4 they consider the case α = β. We must stress that, as was
pointed in [59], reducibility of the matrix of weightsw(x) does not imply the reducibility
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of the classical pair {w(x),D}. Indeed, despite that the matrix of weights in this example
is reducible the corresponding second-order linear differential operator is not.
The classical pair {w(x) = xα(1− x)βF(x),D} is given by
F(x) = F1x + F0, F1 =
[
0 −a
−a β−α
α+1a
]
, F0 =
[
1 1
1 1
]
, with a = α + β + 2
α + 1 ,
and a second-order matrix linear ordinary differential operator
D = x(1− x) d
2
dx2
+ (X − xU) d
dx
+ V
where U ,V ,X are constant matrices depending on a parameter u. The sequence of
orthogonal polynomials
{ ˜ˆP(α,β)n (x)}∞n=0 associated with the classical pair is not given
in [59]. Here, an explicit representation of ˜ˆP(α,β)n (x) using Darboux transformations is
deduced. In order to do it we consider that we have an initial alternative Jacobi mea-
sure dμ(x) = xα(1− x)βI2, with α,β > −1 and 0 < x < 1, which is perturbed by a degree
1 matrix polynomial F . This matrix polynomial is not monic but its leading coefﬁcient
is nonsingular and we can write
F(x) = F1W(x), W(x) = I2x − A, A := −F−11 F0 =
1
a
[
β+1
α+1
β+1
α+1
1 1
]
,
in terms of a degree 1 monic matrix polynomialW(x). We have that A has two different
eigenvalues σ(A) = {0, 1} with corresponding eigenvectors [1,−1] and
[
β+1
α+1 , 1
]
, the
matrix M :=
[
1 β+1
α+1
−1 1
]
allows to write A = M diag(0, 1)M−1.
Remember, as was noticed in Remark 4, that from the monic orthogonal
polynomials Pˆ(α,β),[1]n (x) with respect to W , we get
˜ˆP(α,β)n (x) = F1Pˆ(α,β),[1]n (x)F−11 ,
which are the monic orthogonal polynomials with respect to w(x). As the matrix of
measures F(x)dμ(x) is symmetric, the bi-orthogonality collapses to orthogonality and
the super-indexes [1, 2] can be omitted. We will do the same with Pˆ(α,β),[1]n = Pˆ(α,β)n .
Following [28, 29] we conclude that the set of monic matrix orthogonal polyno-
mials {P(α,β)n (x)}∞n=0 with respect to dμ(x) is P(α,β)n (x) = p(α,β)n (x)I2. (We must be careful at
this point with the notation. This is not the scalar standard Jacobi polynomial usually
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denoted by the same symbol. In fact, if P (α,β)(z) denotes the standard Jacobi polynomi-
als, then p(α,β)n (x) = 2nSn(α,β)P (β,α)n (2x − 1), notice the interchange between the parameters
α 
 β and the linear transformation of the independent variable x.) With the alternative
Jacobi polynomials p(α,β)n (x) given by
p(α,β)n (x) =
1
Sn(α,β)
n∑
k=0
(
n+ α
n− k
)(
n+ β
k
)
xn−k(x − 1)k, with Sn(α,β) =
(
2n+ β + α
n
)
.
We easily see that
p(α,β)n (0) =
1
Sn(α,β)
(
n+ α
n
)
, p(α,β)n (1) =
1
Sn(α,β)
(
n+ β
n
)
,
so that
p(α,β)n+1 (0)
p(α,β)n (0)
= (n+ 1+ α)ρ(α,β)n ,
p(α,β)n+1 (1)
p(α,β)n (1)
= (n+ 1+ β)ρ(α,β)n ,
where
ρ(α,β)n :=
(n+ β + α + 1)
(2n+ β + α + 2)(2n+ β + α + 1) .
From (17) we conclude
Pˆ(α,β)n (x) = M
⎡
⎣ p
(α,β)
n+1 (x)−(n+1+α)ρ
(α,β)
n p
(α,β)
n (x)
x 0
0
p(α,β)n+1 (x)−(n+1+β)ρ
(α,β)
n p
(α,β)
n (x)
x−1
⎤
⎦M−1.
However, we must notice that these two Darboux transformations correspond to the
following transformations of the Jacobi measure
xα(x − 1)β → x(xα(x − 1)β) = xα +1(x − 1)β ,
xα(x − 1)β → (x − 1)(xα(x − 1)β)=xα(x − 1)β +1,
that is, the transformations correspond to the shifts α → α + 1 and β → β + 1,
respectively. Consequently,
Pˆ(α,β)n (x) = M
[
p(α+1,β)n (x) 0
0 p(α,β+1)n (x)
]
M−1.
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With the matrix
M˜ :=
[
−1 1
1+β
1+α 1
]
we can write F1M = −aM˜ . We ﬁnally get the monic matrix orthogonal polynomials
˜ˆP(α,β)n (x) = M˜
[
p(α+1,β)n (x) 0
0 p(α,β+1)n (x)
]
M˜−1,
for the matrix of measures W˜(x)dμ(x) in Example 5.1 of [59] which are explicitly
expressed in terms of scalar Jacobi polynomials as follows:
˜ˆP(α,β)n (x) =
1
2+ α + β
×
[
(α + 1)p(α+1,β)n (x) + (β + 1)p(α,β+1)n (x) −(α + 1)(p(α+1,β)n (x) − p(α,β+1)n (x))
−(β + 1)(p(α+1,β)n (x) − p(α,β+1)n (x)) (β + 1)p(α+1,β)n (x) + (α + 1)p(α,β+1)n (x)
]
.
To conclude with this example let us mention that in [27] it was found that these
matrix orthogonal polynomials also obey a ﬁrst-order ordinary differential equation.
From our point of view, this is just a consequence of a remarkable fact regarding the
Darboux transformations p(α+1,β)(x),p(α,β+1)(x) of the original alternative Jacobi polyno-
mials. Under the hypergeometric function description of the Jacobi polynomials one
gets recurrences for the Jacobi polynomials. In particular, from the Gauss’ contiguous
relations one gets the ﬁrst-order differential relations
(
x
d
dx
+ α + 1
)
p(α+1,β)n (x) = (α + 1+ n)p(α,β+1)n (x),(
(x − 1) d
dx
+ β + 1
)
p(α,β+1)n (x) = (β + 1+ n)p(α+1,β)n (x).
This ﬁrst-order linear ordinary differential system can be recasted as a matrix
linear differential equation as follows
([
0 x − 1
x 0
]
d
dx
+
[
a1 β + 1
α + 1 a2
])[
p(α+1,β)n (x) 0
0 p(α,β+1)n (x)
]
=
[
p(α+1,β)n (x) 0
0 p(α,β+1)n (x)
][
a1 n+ β + 1
n+ α + 1 a2
]
, (19)
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where a1,a2 ∈ R. This equation is invariant under multiplication on the right- and on
the left-hand sides by arbitrary diagonal matrices
[
l1 0
0 l2
]([
0 x − 1
x 0
]
d
dx
+
[
a1 β + 1
α + 1 a2
])[
r1 0
0 r2
][
p(α+1,β)n (x) 0
0 p(α,β+1)n (x)
]
=
[
p(α+1,β)n (x) 0
0 p(α,β+1)n (x)
][
l1 0
0 l2
][
a1 n+ β + 1
n+ α + 1 a2
][
r1 0
0 r2
]
.
After the similarity transformation, A → M˜−AM˜ we ﬁnd out that the orthogonal
polynomial ˜ˆPn satisﬁes
(
A1(x)
d
dx
+ A0
) ( ˜ˆPn) = ( ˜ˆPn)	n,
where
A1(x) = α + 1
α + β + 2
([
−δ δ−
δ+ δ
]
x + d
[
1 1
−1 −1
])
, A0 = α + 1
α + β + 2
[
C+ −  β+1α+1 (C + −)
C + + C− + 
]
,
	n = α + 1
α + β + 2
[
−δ δ−
δ+ δ
]
n+ A0,
with d = l1r2 and
δ = l1r2 + β + 1
α + 1 l2r1, δ− = −l1r2 +
(β + 1
α + 1
)2
l2r1, δ+ = l1r2 − l2r1,
 = (β + 1)(l1r2 + l2r1), − = −l1r2(α + 1) + l2r1(β + 1), + = l1r2(β + 1) − l2r1(α + 1),
C = −l1r1a1 + l2r2a2, C− = β + 1
α + 1 l1r1a1 + l2r2a2, C+ = l1r1a1 +
β + 1
α + 1 l2r2a2.
When we take l1 = l2 = −1, r1 = r2 = 1 and a1 = β + 1 and a2 = α + 1 we get the
ﬁrst-order ordinary differential system in Section 4 of [27].
Remark 5. The discussion in this example, regarding the Jacobi polynomials p(α+1,β)(x)
and p(α,β+1)(x) and the use of the Gauss’ contiguous relations, connects with the results
in [66], Remark 2.8., see also [64, 65]. 

Example 2. Here we analyze the Chebyshev example taken from [27] that gives an
example of a family of matrix orthogonal polynomials which satisfy a ﬁrst-order linear
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ordinary differential equation. In Section 3 of [27] we ﬁnd a set of MOPRL related with
the measure W˜(x)dμ(x) where
W˜(x) :=
[
1 x
x 1
]
, dμ(x) = 1√
1− x2 .
We have a nonsingular leading coefﬁcient
[
0 1
1 0
]
so that
W˜(x) =
[
0 1
1 0
]
W(x), W(x) := I2x −
[
0 −1
−1 0
]
.
FollowingRemark 4we shall analyze the Darboux transformations dμ(x) → W(x)dμ(x).
Thus, using (17) we can write the perturbed monic matrix orthogonal polynomi-
als as follows:
Pˆn(x) = Q
⎡
⎢⎣
tn+1(x)− tn+1(−1)tn(−1) tn(x)
x+1 0
0
tn+1(x)− tn+1(1)tn(1) tn(x)
x−1
⎤
⎥⎦Q, Q := 1√
2
[
1 1
1 −1
]
,
where {tn(x)}∞n=0 are the monic Chebyshev polynomials of ﬁrst kind, that is, tn(x) =
2−n+1Tn(x) with Tn the ﬁrst kind Chebyshev polynomial of degree n. Therefore, recalling
that Tn(±1) = (±1)n we get
tn+1(∓1)
tn(∓1) = ∓
1
2
, tn+1(x) − tn+1(∓1)tn(∓1) tn(x) =
1
2n
(Tn+1(x) ± Tn(x)).
Now, recalling the mutual recurrence relation satisﬁed by Chebyshev polynomials of
the ﬁrst and second kind, denoted these last ones by Un,
Tn+1(x) = xTn(x) − (1− x2)Un−1(x), Tn(x) = Un(x) − xUn−1(x),
which implies Tn+1(x) = xUn(x) − Un−1(x), we deduce
Tn+1(x) ± Tn(x) = (x ± 1)(Un(x) ∓ Un−1(x)).
Consequently,
Pˆn(x) = 12nQ
[
Un(x) − Un−1(x) 0
0 Un(x) + Un−1(x)
]
Q, Q := 1√
2
[
1 1
1 −1
]
. 
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The matrix orthogonal polynomials associated with the original measure
W˜(x)dμ(x) can be recovered from this by a similarity transformation with
[
0 1
1 0
]
so
that
˜ˆPn(x) = 12n+1
[
1 −1
1 1
][
Un(x) − Un−1(x) 0
0 Un(x) + Un−1(x)
][
1 1
−1 1
]
= 1
2n
[
Un(x) −Un−1(x)
−Un−1(x) Un(x)
]
.
Remark 6. The polynomials {Un ∓ Un−1}∞n=0 with U−1 = 0, which are orthogonal with
respect to the measures x±1√
1−x2
, are the well-known Chebyshev polynomials of the third
and fourth kind, respectively. 
Remark 7. The symmetric structure of the MOPRL can be encoded in the equation
[
0 1
1 0
]
˜ˆPn(x) = ˜ˆPn(x)
[
0 1
1 0
]
. 
As in the Jacobi case, the new two scalar families of orthogonal polynomials are
related through
(
(x ∓ 1) d
dx
+ 1
2
)
(Un(x) ± Un−1(x)) =
(
n+ 1
2
) (
Un(x) ∓ Un−1(x)
)
. (20)
This follows from
(x ∓ 1)(U ′n(x) ± U ′n−1(x)) = (x ∓ 1)
d
dx
(
Tn+1(x) ∓ Tn(x)
x ∓ 1
)
= T ′n+1(x) ∓ T ′(x) −
Tn+1(x) ∓ Tn(x)
x ∓ 1
= (n+ 1)Un(x) − nUn−1(x) − Un(x) ∓ Un−1(x).
Here we have used that T ′n = nUn−1.
Differential equation (20) can be written in matrix form
([
0 x − 1
x + 1 0
]
d
dx
+
[
a1 12
1
2 a2
])[
Un(x) − Un−1(x) 0
0 Un(x) + Un−1(x)
]
=
[
Un(x) − Un−1(x) 0
0 Un(x) + Un−1(x)
][
a1 n+ 12
n+ 12 a2
]
(21)
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where a1,a2 ∈ R are arbitrary constants. Notice also that this matrix equation is invari-
ant under multiplication on the right- and on the left-hand sides by arbitrary diagonal
matrices L = diag(l1, l2) and R = diag(r1, r2),[
l1 0
0 l2
]([
0 x − 1
x + 1 0
]
d
dx
+
[
a1 12
1
2 a2
])[
r1 0
0 r2
][
Un(x) − Un−1(x) 0
0 Un(x) + Un−1(x)
]
=
[
Un(x) − Un−1(x) 0
0 Un(x) + Un−1(x)
][
l1 0
0 l2
][
a n+ 12
n+ 12 b
][
r1 0
0 r2
]
.
After the similarity transformation we ﬁnd out that the orthogonal polynomial ˜ˆPn
satisﬁes (
A1(x)
d
dx
+ A0
) ˜ˆPn(x) = ˜ˆPn(x)	n,
where
A1(x) =
[
−δ+x + δ− δ−x − δ+
−δ−x + δ+ δ+x − δ−
]
, 	n =
⎡
⎣A+ − δ+
(
n+ 12
)
A− + δ−
(
n+ 12
)
A− − δ−
(
n+ 12
)
A+ + δ+
(
n+ 12
)
⎤
⎦ ,
and A0 = 	n=0 with
δ± = l1r2 ± l2r1, A± = l1r1a1 ± l2r2a2.
Equations (3.1) and (3.2) of Section 3 of [27] can be recovered choosing
(
δ+ = A+ = 0, δ− =
1,A− = − 12
)
and
(
δ− = A− = 0, δ+ = −1,A+ = 12
)
, respectively.
However, they are all equivalent to (21), another form of writing (20). It is
in fact this last equation (20) a quite interesting one. Indeed, we have two fami-
lies of Darboux-transformed orthogonal polynomials interconnected by two ﬁrst-order
differential equations. Moreover, we conclude
(
(x2 − 1) d
2
dx2
+ (2x ∓ 1) d
dx
+ 1
4
) (
Un(x) ∓ Un−1(x)
) = (n+ 1
2
)2 (
Un(x) ∓ Un−1(x)
)
.
Example 3
Here we comment on the matrix Gegenbauer matrix-valued polynomials discussed in
[66]. In this case the matrix of weights is a symmetric matrix, W (ν) : [−1, 1] → RN×N ,
with matrix coefﬁcients of the form
(W (ν)(x))i,j := (1− x2)ν−1/2
∑
k=max(0,i+j+1−N)
α
(ν)
k (i, j)C
(ν)
i+j−2k(x), i ≥ j,
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where α(ν)t (i, j) are some coefﬁcients and C
(ν)
n (x) stands for the Gegenbauer or ultraspher-
ical polynomials. Erik Koelink and Pablo Román kindly communicated us a nice feature
of the matrix Christoffel transformation discussed in this paper when acting on this
reach family of MOPRL: two families of Gegenbauer MOPRL associated with matrices of
weightsW (ν1)(x) andW (ν2)(x), such that ν1−ν2 = m ∈ Z, are linked by amatrix Christoffel
transformation. Now, the perturbing polynomial W(x) has degW = 2m. These exam-
ples are, in general, reducible to two irreducible blocks of sizes N/2, for N even, and
(N+1)/2 and (N−1)/2 for odd N . For a discussion on the orthogonal and nonorthogonal
reducibility of these examples see [66, 67].
4 Singular Leading Coefﬁcient Matrix Polynomial Perturbations
After studying some examples that the literature provides us with, one may realize that,
even thought it is generic to assume the perturbing matrix polynomial W(x) to have a
nonsingular leading coefﬁcient, many examples do have a singular matrix as its leading
coefﬁcient. This situation is a special feature of the matrix case setting since in the
scalar case, having a singular leading term would mean that this coefﬁcient is just zero
(affecting, of course, to the degree of the polynomial). For this reason, when dealing with
this kind of matrix polynomials talking about their degree should make no sense. The
effect that this fact has on our reasoning is that since deg[detW(x)] ≤ Np the information
encoded in the zeros (and corresponding adapted polynomials) of detW(x) is no longer
enough to make the matrices kN of the needed size. Therefore, there will be no way
to express the perturbed polynomials just in terms of the initial ones evaluated at the
zeros of detW(x) and the method to ﬁnd a Christoffel type formula fails. However, the
information that seems to be missing in these cases may actually not be necessary due
to the singular character of the leading coefﬁcient of the perturbing polynomial. Let us
consider the following example to take a glimpse of this scenario.
Let us pick up some scalar measure dμ(x) and its associated monic orthogonal
polynomials
{
pk(x)
}∞
k=0 together with their norms and three-term recurrence relation
hkδkj := 〈pk,pj〉, xpk(x) = Jk,k−1pk−1(x) + Jk,kpk(x) + pk+1(x), Jk,k−1 = hkhk−1 > 0.
Now, consider its 2q× 2q matrix diagonal extension ∈ R2q×2q[x]
Pk(x) := pk(x)I2q, Hk := hkI2q.
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Our aim is to consider the followingmatrix polynomial (with singular leading coefﬁcient)
W(x) :=
[
Iq + AAx2 Ax
Ax Iq
]
, A ∈ Rq×q,
which is inspired by the q = 1 case
[
1+ a2x2 ax
ax 1
]
(see [45], and references therein) and
study the corresponding perturbations of our initial scalar measure; that is dμˆ(x) :=
W(x)dμ(x) in order to obtain the transformed matrix orthogonal polynomials
Pˆk(x) :=
[
(Pˆk)1,1 (Pˆk)1,2
(Pˆk)2,1 (Pˆk)2,2
]
, Pˆk(x) ∈ R2q×2q[x], (Pˆk)i,j ∈ Rq×q[x],
〈Pˆk, Pˆj〉W := δk,jHˆk = δk,j
[
(Hˆk)1,1 (Hˆk)1,2
(Hˆk)2,1 (Hˆk)2,2
]
, Hˆk ∈ R2q×2q, (Hˆk)i,j ∈ Rq×q.
We have split them up this way for computational purposes. Notice that since W(x) =
W(x) we have Mˆ = Mˆ := Sˆ−1Hˆ [Sˆ−1] and, therefore, Pˆ [1] = Pˆ [2] := Pˆ and Hˆk = (Hˆk).
Let us point out that
W(x) = W(x)W(x), W :=
[
Iq Ax
0 Iq
]
, W−1 =
[
Iq −Ax
0 Iq
]
.
This implies that detW = detW = 1 and, consequently, there is no spectral analysis to
perform as there are noneigenvalues at all. Thus, the relation between the original and
perturbed measures and moment matrices is
[W(x)]−1 dμˆ = dμ[W(x)], [W(	)]−1Mˆ = M[W(	)].
Deﬁnition 14. We introduce the resolvent or connection matrix
ω := SˆW(	)S−1. 
Proposition 26. The matrix ω is block tridiagonal, having only its diagonal and ﬁrst
superdiagonal and subdiagonal non-zero, and satisﬁes
ω−1 = H [ω]Hˆ−1.
Moreover, we have the important connection formula
ωP = PˆW(x). 
1326 C. Álvarez-Fernández et al.
Proof. The ﬁrst relation is a consequence of the LU factorization of the moment matri-
ces and the connection formula is a straightforward consequence of the deﬁnition
of ω. 
Proposition 27.
(i) The matrices
ρk+1 :=
(
Iq + Jk+1,kAA
)−1
, k ∈ {−1, 0, 1, . . . },
exist.
(ii) The perturbed MOPRL can be written in terms of the original orthogonal
polynomials as follows
Pˆ1,k+1(x)W(x) = −
[
Jk+1,kJk+1,k+1Aρk+1A 0
Jk+1,kρk+1A 0
]
pk(x)
+
[
Iq Jk+1,k+1Aρk+1
0 ρk+1
]
pk+1(x) +
[
0 A
0 0
]
pk+2(x),
for k ∈ {−1, 0, 1, . . . }. 
Proof. From the (k + 1)th row of the connection formula we have that
ωk+1,kpk(x) + ωk+1,k+1pk+1(x) + ωk+1,k+2pk+2(x) = Pˆk+1(x)W(x),
but from the Deﬁnition 14 and Proposition 26 one realizes that the previous expression
reads
Pˆk+1(x)W(x) = Hˆk+1
[
0 −A
0 0
]
h−1k pk(x)
+
[
(ωk+1,k+2)11 (ωk+1,k+2)12
(ωk+1,k+2)21 (ωk+1,k+2)22
]
pk+1(x) +
[
0 A
0 0
]
pk+2(x).
Now, taking into account that both (Pˆk+1)11, (Pˆk+1)22 aremonic q×q polynomials of degree
k+1, while (Pˆk+1)12, (Pˆk+1)21 are q×q polynomials of degree less than k+1, it is not hard
to see (after using the three-term recurrence relation of the initial polynomials) that
(ωk+1,k+2)11 = Iq, (ωk+1,k+2)12 = Jk+1,k+1A− h−1k (Hˆk+1)12AA,
(ωk+1,k+2)21 = 0, (ωk+1,k+2)22 = Iq − h−1k (Hˆk+1)22AA.
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Hence, we have every coefﬁcient that appears in the connection formula in terms of the
still unknown norms of the orthogonal polynomials. Therefore, we just need to compute
the second block column of the following integral∫ [
ωk+1,kpk(x) + ωk+1,k+1pk+1(x) + ωk+1,k+2pk+2(x)
] [
(W(x))xk+1]dμ(x)
=
∫
Pˆk+1(x)W(x)
[
(W(x))xk+1]dμ(x)
=
∫
Pˆk+1(x)dμˆ(x)xk+1
= Hˆk+1,
which yields
(Hˆk+1)12 = Jk+1,k+1hk+1A
(
Iq + Jk+1,kAA
)−1
, (Hˆk+1)22 = hk+1
(
Iq + Jk+1,kAA
)−1
.
Therefore,
(ωk+1,k+2)12 = Jk+1,k+1A
(
Iq + Jk+1,kAA
)−1
, (ωk+1,k+2)22 =
(
Iq + Jk+1,kAA
)−1
,
and the stated result follows. 
For q = 1 and the classical measures we have, see [47],
Corollary 1. Starting from the classical measures
(i) Hermite monic polynomials
{Hk(x)}∞k=0 with norm hk = π 12 k!2k
Jk+1,k = k + 12 , Jk+1,k+1 = 0, ρk+1 :=
2
2+ a2(k + 1) .
(ii) Laguerre monic polynomials
{Lαk(x)}∞k=0 with norm hk = k!(k + 1+ α)
Jk+1,k = (k + 1)(k + α + 2), Jk+1,k+1 = (2k + α + 3),
ρk+1 : = 11+ a2(k + 1)(k + 1+ α) .
and perturbing them by the matrix polynomial
W(x) = W(x) (W(x)) , W(x) =
(
1 ax
0 1
)
,
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one obtains the perturbed orthogonal polynomials related to the classical orthogonal
polynomials as follows:
Hˆk+1(x)W(x) =
(
0 0
ρk+1−1
a 0
)
Hk(x) +
(
1 0
0 ρk+1
)
Hk+1(x) +
(
0 a
0 0
)
Hk+2(x),
Lˆαk+1(x)W(x) =
(
(ρk+1 − 1)(2k + 3+ α) 0
ρk+1−1
a 0
)
Lαk(x) +
(
1 a(2k + 3+ α)ρk+1
0 ρk+1
)
Lαk+1(x)
+
(
0 a
0 0
)
Lαk+2(x).

5 Extension to non-Abelian 2D Toda Hierarchies
Matrix orthogonal polynomials are connected with non-Abelian Toda lattices, see
[11, 80].
5.1 Block Hankel moment matrices versus multi-component Toda hierarchies
Let us take M = (mi,j)∞i,j=0, mi,j ∈ Rp×p a semi-inﬁnite block matrix having a Gaussian
factorization
M = (S1)−1H(S2)−,
where S1,S2 are lower uni-triangular block matrices and H is block diagonal. Notice that
conditions for this factorization to hold were given in Proposition 10.
Deﬁnition 15. We introduce some continuous ﬂows or perturbations of this semi-
inﬁnite matrix. For that aim we ﬁrst consider the diagonal matrices
ti,j =diag(ti,j,1, . . . , ti,j,p) ∈ Rp×p, i = 1, 2, j ∈ Z+,
the semi-inﬁnite undressed wave matrices
V (0)i := exp
( ∞∑
j=0
ti,j	
j
)
, i = 1, 2,
and the perturbed matrix M(t), t = (t1, t2), ti = {ti,j,a} j∈Z+
a∈{1,...,p}
M(t) =V (0)1 (t1)M
(
V (0)2 (t2)
)−
. 
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Observe that we do not require any Hankel form for the matrix M , modelled by
	M = M	. However, if M(0) is a Hankel matrix M(t) is also a Hankel matrix taking
into account 	M(t) = M(t)	. Hence, if dμ(x) is the initial matrix of measures, then the
new matrix of measures dμ(x, t) will be
dμ(x, t) = exp
⎛
⎝ ∞∑
j=0
t1,jx
j
⎞
⎠dμ(x) exp
⎛
⎝− ∞∑
j=0
t2,jx
j
⎞
⎠ .
HereM(t) will be the moment matrix of the matrix of measures. Moreover, if at any time
the matrix of measures is block Hankel then it was and it will be a Hankel block matrix
at any time. If we assume that we can perform the Gaussian factorization again, we can
write
M(t) = (S1(t))−1H(t)(S2(t))−.
As we know, for the block Hankel case we are dealing with bi-orthogonal or orthogonal
polynomials with respect to the associated matrix of measures. What happens in the
general case? Following [3] and [71] we can understand the Gaussian factorization also
as a bi-orthogonality condition. The semi-inﬁnite vectors of polynomials will be
P [1](x) := S1(t)χ(x), P [2](x) := S2(t)χ(x),
and we consider a sesquilinear form in Rp×p[x], see Section 1.4, that for any couple of
matrix polynomials P = ∑deg Pk=0 pkxk and Q(x) = ∑degQl=0 qlxl is deﬁned by
〈P(x),Q(x)〉 =
∑
k=1,...,deg P
l=1,...,degQ
pkMk,l(ql)
,
where we can interpret
Mk,l =
〈
xk1p,x
l1p
〉
as the Gram matrix of the sesquilinear form. With respect to this sesquilinear form we
have the bi-orthogonality condition
〈
P [1]k (x),P
[2]
l (x)
〉 = Hkδk,l.
For a block Hankel initial condition, this sesquilinear form is just the sequilinear
product associated with a linear functional of a measure. In [10], different examples are
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discussed for the matrix orthogonal polynomials scenario. For example, multigraded
Hankel matrices M fulﬁlling
(
p∑
a=1
	naEa,a
)
M = M
(
p∑
a=1
(
	
)maEa,a
)
,
where n1, . . . ,np,m1, . . . ,mp are positive integers, can be realized as
Mk,l =
∫
xk dμ(l)(x)
in terms of matrices of measures dμ(l)(x) which satisfy the following periodicity
condition
dμ(l+ma)a,b (x) = xna dμ(l)a,b(x). (22)
Therefore, given the measures dμ(0)a,b, . . . , dμ
(mb−1)
a,b we can recover all the others from (22).
In this case, we have generalized orthogonality conditions like
∫
P [1]k (x)dμ
(l)(x) = 0, l = 0, . . . ,k − 1.
Coming back to the Gaussian factorization, we consider the wave matrices
V1(t) :=S1(t)V (0)1 (t1),
V˜2(t) :=S˜2(t)(V (0)2 (t2)),
where S˜2(t) := H(t)(S2(t))−.
Proposition 28. The wave matrices satisfy
(
V1(t)
)−1
V˜2(t) = M . (23)

Proof. It is a consequence of the Gaussian factorization. 
Given a semi-inﬁnite matrix A we have unique splitting A = A+ + A− where A+
is an upper triangular block matrix while is A− a strictly lower triangular block matrix.
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Proposition 29. The following equations hold
∂S1
∂t1,j,a
(S1)
−1 = −
(
S1Ea,a	
j(S1)
−1
)
−
,
∂S1
∂t2,j,a
(S1)
−1 =
(
S˜2Ea,a
(
	
)j
(S˜2)
−1
)
−
,
∂S˜2
∂t1,j,a
(S˜2)
−1 =
(
S1Ea,a	
j(S1)
−1
)
+
,
∂S˜2
∂t2,j,a
(S˜2)
−1 = −
(
S˜2Ea,a
(
	
)j
(S˜2)
−1
)
+
. 
Proof. Taking right derivatives of (23) yields
∂V1
∂ti,j,a
(V1)
−1 = ∂V˜2
∂ti,j,a
(V˜2)
−1, i ∈ {1, 2}, j ∈ Z+,
where
∂V1
∂t1,j,a
(V1)
−1 = ∂S1
∂t1,j,a
(S1)
−1 + S1Ea,a	j(S1)−1, ∂V1
∂t2,j,a
(V1)
−1 = ∂S1
∂t2,j,a
(S1)
−1,
∂V˜2
∂t1,j,a
(V˜2)
−1 = ∂S˜2
∂t1,j,a
(S˜2)
−1,
∂V˜2
∂t2,j,a
(V˜2)
−1 = ∂S˜2
∂t2,j,a
(S˜2)
−1 + S˜2Ea,a
(
	
)j
(S˜2)
−1,
and the result follows immediately. 
As a consequence, we derive
Proposition 30. The multicomponent 2D Toda lattice equations
∂
∂t2,1,b
(
∂Hk
∂t1,1,a
(Hk)
−1
)
+ Ea,aHk+1Eb,b(Hk)−1 − HkEb,b(Hk−1)−1Ea,a = 0
hold. 
Proof. From Proposition 29 we get
∂Hk
∂t1,1,a
(Hk)
−1 = βkEa,a − Ea,aβk+1, ∂βk
∂t2,1,b
= HkEb,b(Hk−1)−1,
where βk ∈ Rp×p, k = 1, 2, . . . , are the ﬁrst subdiagonal coefﬁcients in S1. 
The multi-component Toda and KP hierarchies were introduced in [100]. In [70,
71] its relevance in integrable aspects of differential geometry was emphasized, and in
[62] a representation approach was developed, while in [2, 11] it was used in relation
with multiple orthogonality. A comprehensive approach to multi-component 2D Toda
hierarchy with applications in dispersionless integrability or generalized orthogonal
polynomials can be found in [10, 72, 73].
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If we introduce the total ﬂows given by the derivatives
∂i,j :=
p∑
a=1
∂
∂ti,j,a
,
we get the non-Abelian 2D Toda lattice
∂2,1
(
∂1,1(Hk) · (Hk)−1
)+ Hk+1(Hk)−1 − Hk(Hk−1)−1 = 0.
The non-Abelian Toda lattice was introduced in the context of string theory by Polyakov,
[86, 87], and then studied under the inverse spectral transformbyMikhailov [79] andRie-
mann surface theory by Krichever [69]. The Darboux transformations were considered
in [90] and later in [84].
The non-Abelian 2D Toda lattice hierarchy is a reduction of the multicomponent
hierarchy by taking the diagonal time matrices ti,j = diag(ti,j,1, . . . , ti,j,p) proportional to
the identity; that is
ti,j → ti,jIp, ti,j ∈ R.
These equations are just the ﬁrst members of an inﬁnite set of nonlinear partial
differential equations, an integrable hierarchy. Its elements are given by
Deﬁnition 16. The partial, Lax and Zakharov–Shabat matrices are given by
1,a := S1Ea,a(S1)−1, 2,a := S˜2Ea,a(S˜2)−1,
L1 := S1	(S1)−1, L2 := S˜2	(S˜2)−1,
B1,j,a :=
(
1,a(L1)
j
)
+, B2,j,a :=
(
2,a(L2)
j
)
−. 
Proposition 31 (The integrable hierarchy). The wave matrices obey the evolutionary
linear systems
∂V1
∂t1,j,a
= B1,j,aV1, ∂V1
∂t2,j,a
= B2,j,aV1,
∂V˜2
∂t1,j,a
= B1,j,aV˜2, ∂V˜2
∂t2,j,a
= B2,j,aV˜2,
the partial and Lax matrices are subject to the following Lax equations
∂i′,a′
∂ti,j,a
=
[
Bi,j,a,i′,a′
]
,
∂Li′
∂ti,j,a
=
[
Bi,j,a,Li′
]
,
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and Zakharov–Sabat matrices fulﬁll the following Zakharov–Shabat equations
∂Bi′,j′,a′
∂ti,j,a
− ∂Bi,j,a
∂ti′,j′,a′
+ [Bi,j,a,Bi′,j′,a′] = 0. 
Proof. Follows from Proposition 29. 
Given two semi-inﬁnite block matrices A,B the notation [A,B] = AB−BA stands
for the usual commutator of matrices.
A crucial observation, regarding orthogonal polynomials, must be pointed out.
When orthogonal polynomials are involved, and the matrices to factorize are block Han-
kel, equivalently 	M = M	, we get L1 = S1	S−11 = S˜2	S˜−12 = L2. As the reader may
have noticed the Lax matrices L1 and L2 are, by construction, lower and upper Hessen-
berg block matrices, respectively. However, when the Hankel property holds both Lax
matrices are equal,
L1 = L2,
and, therefore, we are faced to a tridiagonal block matrix; that is a Jacobi block matrix.
Moreover, this Hankel condition implies an invariance property under the ﬂows intro-
duced, as we have that M(t) = V (0)1 (t1 − t2)M , that is there are only one type of ﬂows.
This condition also implies that for the total ﬂows we have
(∂1,j + ∂2,j)V1 = V1	j, (∂1,j + ∂2,j)V˜2 = V˜2(	)j,
(∂1,j + ∂2,j)L1 = 0, (∂1,j + ∂2,j)L2 = 0.
Therefore, in the block Hankel case we are dealing with the multicomponent 1D Toda
hierarchy.
5.2 The Christoffel transformation for the non-Abelian 2D Toda hierarchy
The idea is to follow what we did in Section 2.1 and consider an initial condition Mˆ at
t = 0, this is
Mˆ = W(	)M
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for a matrix polynomial W(x) ∈ Rp×p[x]. Observe that using the scalar times ti,j ∈ R of
the non-Abelian ﬂows determined by
V (0)i := exp
⎛
⎝ ∞∑
j=0
ti,j	
j
⎞
⎠ , i = 1, 2,
the perturbed matrix is given by
Mˆ(t) =V (0)1 (t1)Mˆ
(
V (0)2 (t2)
)−
=W(	)M(t).
Here we have used that [W(	),V (0)1 (t)] = 0, ∀t1,j ∈ R. Let us stress that we could request
only t1,j to be scalars and let t2,j to be diagonal matrices. Despite this is a more general
situation, we prefer to show how the method works in this simpler scenario.
Assuming that the block Gauss factorization holds, we proceed as in Section 2.1
and introduce the resolvents
ω[1](t) := Sˆ1(t)W(	)
(
S1(t)
)−1
, ω[2](t) := (S2(t)
(
Sˆ2(t)
)−1
).
From the LU factorization we get
(
Sˆ1(t)
)−1
Hˆ(t)
(
Sˆ2(t)
)− = W(	)(S1(t))−1H(t)(S2(t))−,
so that
Hˆ(t)(S2(t)
(
Sˆ2(t)
)−1
) = Sˆ1(t)W(	)
(
S1(t)
)−1
H(t),
and, consequently,
Hˆ(t)ω[2](t) = ω[1](t)H(t)
holds. Hence, as in the static case where the variable t does not appear, we have that
this t-dependent resolvent matrix has a band block upper triangular structure
ω[1] =
⎡
⎢⎢⎢⎢⎢⎢⎣
ω
[1]
0,0 ω
[1]
0,1 ω
[1]
0,2 . . . ω
[1]
0,N−1 Ip 0 0 . . .
0 ω[1]1,1 ω
[1]
1,2 . . . ω
[1]
1,N−1 ω
[1]
1,N Ip 0 . . .
0 0 ω[1]2,2 . . . ω
[1]
2,N−1 ω
[1]
2,N ω
[1]
2,N+1 Ip
. . .
. . .
. . .
. . .
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
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with
Hˆk(t) = ω[1]k,k(t)Hk(t),
and the connection formulas described in Proposition 19 hold in this wider context.
Moreover, if W(x) is a monic polynomial we can ensure that the Christoffel
formula is also fulﬁlled for the non-Abelian 2D Toda and Theorem 2 remains valid also
in this scenario. Formulas (10) and (12) hold directly and need no further explanation.
However, (11) needs the following brief discussion. The Christoffel–Darboux kernel is
deﬁned exactly as we did in (4) but very probably there is no such a formula as the CD
formula given in Proposition 16 is present in this scenario. However, as was shown in
[12], there are cases, such as the multigraded reductions, where one has a generalized
CD formula.
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matrices and its quasi-determinants, lead to expressions for 
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KP equations the multivariate orthogonal polynomials and their second kind 
functions in terms of shifted quasi-tau matrices, which gen-
eralize to the multidimensional realm, those that relate the 
Baker and adjoint Baker functions to ratios of Miwa shifted 
τ -functions in the 1D scenario. In this context, the multi-
variate extension of the elementary Darboux transformation 
is given in terms of quasi-determinants of matrices built up 
by the evaluation, at a poised set of nodes lying in an ap-
propriate hyperplane in RD , of the multivariate orthogonal 
polynomials. The multivariate Christoﬀel formula for the it-
eration of m elementary Darboux transformations is given as a 
quasi-determinant. It is shown, using congruences in the space 
of semi-inﬁnite matrices, that the discrete and continuous 
ﬂows are intimately connected and determine nonlinear par-
tial diﬀerence–diﬀerential equations that involve only one site 
in the integrable lattice behaving as a Kadomstev–Petviashvili 
type system. Finally, a brief discussion of measures with a par-
ticular linear isometry invariance and some of its consequences 
for the corresponding multivariate polynomials is given. In 
particular, it is shown that the Toda times that preserve the 
invariance condition lay in a secant variety of the Veronese 
variety of the ﬁxed point set of the linear isometry.
© 2016 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is devoted to the study of the interrelation between the theory of Multi-
variate Orthogonal Polynomials, or orthogonal polynomials on several variables, and the 
theory of Integrable Systems of Toda type. We perform this analysis with the aid of the 
Gauss–Borel factorization of the moment matrix, that in this case reduces to a Cholesky 
factorization. To understand better the situation we now proceed to give a brief descrip-
tion on the state of the art for multivariate orthogonal polynomials, then we recall some 
facts regarding Toda equations and integrable systems. As we use quasi-determinants in 
a number of places we have also included some comments regarding this subject. Finally, 
we describe the aims, results and the layout of the paper.
1.1. On multivariate orthogonal polynomials
Multivariate orthogonal polynomials have been a subject of study for many years, we 
refer the reader to the book by Charles F. Dunkl and Yuan Xu [44] where the authors 
of this paper enjoyed learning diverse aspects of multivariate orthogonality. The authors 
present in that book the general theory and emphasize the classical types of orthogonal 
polynomials whose weight functions are supported on standard domains such as the 
cube, the simplex, the sphere and the ball. It also focuses on those of Gaussian type, for 
which fairly explicit formulae exist. Another general source could be the lecture notes 
[124] which provide an introduction to orthogonal polynomials of several variables. It 
covers the basic theory but deals mostly with examples, paying special attention to 
those orthogonal polynomials associated with classical type weight functions supported 
on the standard domains, for which fairly explicit formulae exist.
The recurrence relation for orthogonal polynomials in several variables was studied 
by Xu in [119], while in [120] he linked multivariate orthogonal polynomials with a com-
G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739 631
mutative family of self-adjoint operators and the spectral theorem was used to show 
the existence of a three term relation for the orthogonal polynomials. He discusses in 
[121] how the three term relation leads to the construction of multivariate orthogonal 
polynomials and cubature formulae. Xu considers in [125] polynomial subspaces that 
contain discrete multivariate orthogonal polynomials with respect to the bilinear form 
are identiﬁed and show that the discrete orthogonal polynomials still satisfy a three-term 
relation and that Favard’s theorem holds. Explicit three term recurrence relations for 
the determination of multivariate orthogonal polynomials, which allow for the deriva-
tion of evaluation algorithms of ﬁnite series of these polynomials, were obtained [20]. 
Recursive three-term recurrence for the multivariate Jacobi polynomials on a simplex 
are explicitly given in [118]. In [102] several relations linking diﬀerences of bivariate dis-
crete orthogonal polynomials and polynomials are given. We should also mention the 
work [41] where bivariate real valued polynomials orthogonal with respect to a positive 
linear functional are considered; interestingly the authors discuss orthogonal polynomi-
als associated with positive deﬁnite block Hankel matrices whose entries are also Hankel 
and develop methods for constructing such matrices.
Multivariate Padé approximants cubature formulae were considered in [23]. The anal-
ysis of orthogonal polynomials and cubature formulae on the unit ball, the standard 
simplex, and the unit sphere [123] lead to conclude the strong connection of orthogonal 
structures and cubature formulae for these three regions. In [83] Tchebychev polynomials 
were obtained using symmetric and antisymmetric sums of exponentials and Gaussian cu-
batures were found, which exist very rarely in higher dimension. The paper [122] presents 
a systematic study of the common zeros of polynomials in several variables which are 
related to higher-dimensional quadrature. In [78] a description of polynomials orthogonal 
on the bicircle and polycircle and their relation to bounded analytic functions on the 
polydisk is given. Important in this work is a Christoﬀel–Darboux like formula which in 
the bivariate case can be related to stable polynomials, Bernstein–Szegő measures and 
gives a new proof of Ando theorem in operator theory.
Karlin and McGregor [76] and Milch [90] discussed interesting examples of multivari-
ate Hahn and Krawtchouk polynomials related to growth of birth and death processes. 
A study of two-variable orthogonal polynomials associated with a moment functional 
satisfying the two-variable analogue of the Pearson diﬀerential equation and an exten-
sion of some of the usual characterizations of the classical orthogonal polynomials in 
one variable was found [50]. In [8] semiclassical orthogonal polynomials in two variables 
are deﬁned as the orthogonal polynomials associated with a quasi-deﬁnite linear func-
tional satisfying a matrix Pearson-type diﬀerential equation, semiclassical functionals 
are characterized by means of the analogue of the structure relation in one variable and 
nontrivial examples of semiclassical orthogonal polynomials in two variables where given. 
Iliev and Xu gave in [70] a characterization of all second order diﬀerence operators of 
several variables that have discrete orthogonal polynomials as eigenfunctions are given 
and under some mild assumptions, they give a complete solution of the problem.
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In [51] the authors analyze a bilinear form obtained by adding a Dirac mass to a 
positive deﬁnite moment functional deﬁned in the linear space of polynomials in several 
variables. A new proof of Gasper theorem on the positivity of sums of triple products on 
Jacobi polynomials was given in [30]; this theorem plays an important role in setting up 
a convolution structure for Jacobi polynomials, the correlation operator is an operator 
on the N -sphere looking for its eigenfunction expansion in various angular momentum 
sectors leads to Gasper’s theorem and to the Koornwinder–Schwartz product formulae for 
the biangle which constitutes an extension of Gasper’s theorem to the bivariate case. Xu 
discusses in [126] monomial orthogonal polynomials with respect to the weight function 
on the unit sphere as well as for the related weight functions on the unit ball and on the 
standard simplex getting explicit formulae for the L2 norm and explicit expansions in 
terms of known orthonormal basis.
There are Maple libraries—MOPS—for Jack, Hermite, Laguerre, and Jacobi multi-
variate polynomials. These libraries also deal with eigenvalue statistics for the Hermite, 
Laguerre, and Jacobi ensembles of random matrix theory [43].
1.2. On the Toda equations
Sometimes the names given to equations or theorems do not correspond exactly to 
the original discoverers of the result. This is one of those cases.
The Toda equations can be traced back to the classical work Leçons sur la Théorie 
Générale des Surfaces published in 1915, by the French Mathematician Jean Gaston 
Darboux [37]; when he studies the Laplace method on reduction and invariance properties 
associated with the canonical hyperbolic equation Δr = 0 where Δ is a second order 
real hyperbolic operator. In the Deuxième Partie. Livre IV. Chapitre II. La méthode 
de Laplace if we go to number 336 we discover recursion (27) (page 30 of [37]) for the 
invariants hk and hk−1—of equations Ek in number 335—:
hk+1 + hk−1 = 2hk − ∂
2 log hk
∂x∂y
,
that for the new dependent variable qk given by
hk = eqk−1−qk
reads as the 2D Toda equation
∂2qk
∂x∂y
= eqk−qk+1 − eqk−1−qk ,
that for the dimensional reduction x = ±y = t simpliﬁes to the Toda equation
∂2qk
∂t2
= eqk−qk+1 − eqk−1−qk .
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Then, more than half a century later the Japanese Physicist Morikazu Toda, intro-
duced [112] a simple model, that he named as exponential lattice, for a one-dimensional 
crystal in solid state physics with a nearest neighbor interaction, with potential φ(r) =
a
b e−r + ar + c, a, b > 0, such that the particles are subject to
dpk
dt (t) = e
−(qk(t)−qk−1(t)) − e−(qk+1(t)−qk(t)),
dqk
dt (t) = pk(t),
where qk and pk are the displacement of the k-th particle from its equilibrium position, 
and its momentum (here the mass is set equal to the unity). In [112] exact solutions where 
obtained in terms of the Jacobian elliptic functions, it was also shown that the system has 
N normal modes and the expansion due to vibration of the chain was discussed. Later on 
[113] relations between this nonlinear exponential lattice, the Boussinesq equation and 
the Korteweg–de Vries equation showed up and therefrom two-soliton solutions were 
given in each case for both the head-on and the overtaking collisions.
The Toda lattice is a completely integrable system à la Liouville as it was shown in 
1974 ﬁrst by Michel Henón [67] and then by Hermann Flaschka [53] in terms Flaschka’s 
variables:
ak(t) =
1
2e
− qk+1(t)−qk(t)2 , bk(t) = −12pk(t),
so that 1D Toda equations are written as follows
a˙k(t) = ak(t)
(
bk+1(t) − bk(t)
)
, (1.2.1)
b˙k(t) = 2
(
ak(t)2 − ak−1(t)2
)
. (1.2.2)
These equations can be reformulated as the Lax equation L˙(t) = [P (t), L(t)]; the Lax 
pair, L and P , are linear operators in the space ü2(Z) of square summable sequences 
given by
(L(t)f)k = ak(t)fk+1 + ak−1(t)fk−1 + bk(t)fk,
L(t) =
⎛⎜⎜⎝
b0(t) a0(t) 0 0 . . .
a0(t) b1(t) a1(t) 0 . . .
0 a1(t) b2(t) a2(t) . . .
. . . . . . . . .
⎞⎟⎟⎠ , (1.2.3)
(P (t)f)k = ak(t)fk+1 − ak−1(t)fk−1,
P (t) =
⎛⎜⎜⎝
0 a0(t) 0 0 . . .
a0(t) 0 a1(t) 0 . . .
0 a1(t) 0 a2(t) . . .
. . . . . . . . .
⎞⎟⎟⎠ . (1.2.4)
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Observe that L is a Jacobi operator, with only the superdiagonal, diagonal and subdi-
agonal nonzero. The spectrum of L(t) does not depend on time. These eigenvalues give
a set of independent integrals of motion: the Toda lattice is completely integrable. In 
particular, the Toda lattice can be solved by virtue of the inverse scattering transform 
for the Jacobi operator L. For arbitrary and suﬃciently fast decaying initial conditions 
asymptotically for large t the solution splits into a sum of solitons and a decaying disper-
sive part. The inverse scattering transform for this system was applied to ﬁnd solutions in 
[84,52]. Also in 1975 Mark Kac and Pierre van Moerbeke published two articles in PNAS 
regarding the Toda Lattice. In [73] a discrete version of Floquet’s theory was applied 
to a system of non-linear diﬀerential equations related to the periodic Toda lattice and 
some solutions found by Toda where shown to ﬁt in the inverse scattering formalism, 
but more important was [74] where the motion of the periodic Toda lattice was explicitly 
determined in terms of Abelian integrals.
1.3. Gauss–Borel factorization in integrable systems and orthogonal polynomials
The seminal paper of Mikio Sato [104,105], and further developments performed by 
the Kyoto school through the use of the bilinear equation and the τ -function formalism 
[38–40], settled the basis for the Lie group theoretical description of integrable hierar-
chies, in this direction we have the relevant contribution by Motohico Mulase [95] in 
which the factorization problems, dressing procedure, and linear systems were the key 
for integrability. In this dressing setting the multicomponent integrable hierarchies of 
Toda type were analyzed in depth by Kimio Ueno and Kanehisa Takasaki [114–116]. 
See also the papers [24,25] and [72] on the multi-component KP hierarchy and [86] on 
the multi-component Toda lattice hierarchy. In a series of papers Mark Adler and Pierre 
van Moerbeke showed how the Gauss–Borel factorization problem appears in the theory 
of the 2D Toda hierarchy and what they called the discrete KP hierarchy [1–6]. These 
papers clearly established—from a group-theoretical setup—why standard orthogonality 
of polynomials and integrability of nonlinear equations of Toda type where so close. In 
fact, the Gauss–Borel factorization of the moment matrix may be understood as the 
Gauss–Borel factorization of the initial condition for the integrable hierarchy. To see the 
connection between the work of Mulase and that of Adler and van Moerbeke see [49]. 
Later on, in the recent paper [7], it is shown that the multiple orthogonal construction 
described in previous paragraphs was linked with the multi-component KP hierarchy.
In the Madrid group, based on the Gauss–Borel factorization, we have been searching 
further the deep links between the Theory of Orthogonal Polynomials and the Theory 
of Integrable Systems. In [13] we studied the generalized orthogonal polynomials [1] and 
their matrix extensions from the Gauss–Borel viewpoint. In [14] we gave a complete 
study in terms of factorization for multiple orthogonal polynomials of mixed type and 
characterized the integrable systems associated to them. Then, we studied Laurent or-
thogonal polynomials in the unit circle trough the CMV approach in [11] and ﬁnd in [12]
the Christoﬀel–Darboux formula for generalized orthogonal matrix polynomials. These 
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methods where further extended, for example we gave an alternative Christoﬀel–Darboux 
formula for mixed multiple orthogonal polynomials [16] or developed the corresponding 
theory of matrix Laurent orthogonal polynomials in the unit circle and its associated 
Toda type hierarchy [15].
1.4. On quasi-determinants
We would like to make some comments on Schur complements and quasi-determinants. 
Besides its name observe that the Schur complement was not introduced by Issai Schur 
but by Emilie Haynsworth in 1968 in [65,66]. In fact, Haynsworth coined that named 
because the Schur determinant formula given in what today is known as Schur lemma in 
[107]. In the book [128] one can ﬁnd an ample overview on Schur complement and many of 
its applications. The most easy examples of quasi-determinants are Schur complements. 
Israel Gel’fand and collaborators have made many important contributions to the sub-
ject and the survey article [54] is an excellent reference. In addition, we also recommend 
Peter Olver’s paper on multivariate interpolation where in §3 the reader will ﬁnd an 
alternative interesting approach to the subject. In the late 1920s Archibald Richardson 
[100,101], one of the two responsible of Littlewood–Richardson rule, and the famous logi-
cian Arend Heyting [68], founder of intuitionist logic, studied possible extensions of the 
determinant notion to division rings. Heyting deﬁned the designant of a matrix with non-
commutative entries, which for 2 ×2 matrices was the Schur complement, and generalized 
to larger dimensions by induction. Let us stress that both Richardson’s and Heyting’s 
quasi-determinants were generically rational functions of the matrix coeﬃcients. Soon, 
in 1931, Oystein Ore [97] manifested his disgust with the rational character of the just 
introduced quasi-determinant and gave a polynomial proposal, the Ore’s determinant. 
A deﬁnitive impulse to the modern theory was given by the Gel’fand’s school [55,46,47,
56–58]. Quasi-determinants where deﬁned over free division rings and it was early noticed 
that it is not an analog of the commutative determinant but rather of a ratio determi-
nants. A cornerstone for quasi-determinants is the heredity principle, quasi-determinants 
of quasi-determinants are quasi-determinants; there is no analog of such a principle for 
determinants. However, many of the properties of determinants extend to this case, see 
the cited papers and also [80] for quasi-minors expansions. Let us mention that in the 
early 1990s the Gel’fand school [56] already noticed the role quasi-determinants for some 
integrable systems, see also [99] for some recent work in this direction regarding non-
Abelian Toda and Painlevé II equations. Jon Nimmo and his collaborators, the Glasgow 
school, have studied the relation of quasi-determinants and integrable systems, in partic-
ular we can mention the papers [60,61,81,59,82]; in this direction see also [63,129,64]. All 
this paved the route, using the connection with orthogonal polynomials à la Cholesky, to 
the appearance of quasi-determinants in the multivariate orthogonality context. Later, 
in 2006 Peter Olver applied quasi-determinants to multivariate interpolation [96]. This 
is the approach we apply in this paper. As in [96] the blocks have diﬀerent sizes, and 
so multiplication of blocks is only allowed if they are compatible. In general, the (non-
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commutative) multiplication makes sense if the number of columns and rows of the blocks 
involved ﬁt well. Moreover, we are only permitted to invert diagonal entries that in gen-
eral makes the minors expansions by columns or rows not applicable [80] but allows for 
other result, like the Sylvester’s theorem, to hold in this wider scenario.
1.5. Aims, results and structure of the paper
The question was posed to us by Jeﬀ Geronimo: What about the integrable systems 
associated with multivariate orthogonal polynomials? To answer this question we con-
sulted [44] and we readily noticed the ubiquity of the Gauss–Borel factorization in the 
subject, and therefore the opportunity to link it with the theory of integrable systems. 
Once this fact was realized we applied the factorization technology of the moment matrix 
to reproduce the general theory presented in [44].
The main diﬀerence with the case of orthogonal polynomials in the real line (OPRL) 
is that now the moment matrix is a block matrix, with its elements being rectangular 
matrices of varying size. We had come across matrix blocks before when we studied 
matrix orthogonal polynomials, but there the size of each block was ﬁxed, now is variable. 
This intrinsic fact, leagued with the multivariate character, leads on the one hand to the 
appearance of Schur complements and quasi-determinants and, on the other hand, to 
multivariate Cauchy integrals and integrals along the Shilov border of polydisks—that 
is, to be faced with some basic facts of complex analysis in several variables. The Schur 
complement already appeared in the study of matrix orthogonal polynomials, see for 
example [15,31,32], but we did not understood yet in [15] the important role played in
the theory by quasi-determinants; now we do. We also get across the symmetric algebra 
[48,77] which is isomorphic to the set of multivariate polynomials. All the necessary 
material regarding these issues can be found in the appendices.
1.5.1. Results
In the ﬁrst place we recover a number of classical results from the multivariate or-
thogonality general theory, see for example [44], using a Cholesky factorization3 of a 
symmetric moment matrix. We got the multivariate orthogonal polynomials associated 
with a given Borel measure and the corresponding second kind functions, that happen 
to be multivariate Cauchy transforms of the polynomials. All these objects have quasi-
determinantal expressions in terms of bordered truncated moment matrices. Then, the 
shift matrices allow to get the three term relation and also Jacobi type matrices and 
Christoﬀel–Darboux formulae.
Once we have been able to reproduce, with a Cholesky ﬂavor, classical results for 
multivariate orthogonal polynomials, we begun the quest of discrete and continuous 
deformations of the measure which lead to equations of the Toda type. We found both 
partial diﬀerence and partial diﬀerential nonlinear equations for the varying size matrices. 
3 A Gauss–Borel factorization for the symmetric case.
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Moreover, we introduce quasi-tau matrices and ﬁnd the analogous, in this multi-variable 
scenario, to the 1D expressions of the orthogonal polynomials and their second kind 
functions as ratios of Miwa shifted tau functions. Besides these achievements we noticed 
that the discrete ﬂows allow for the ﬁnding of the multivariate extension of the elementary 
Darboux transformations via what we named as the sample matrix trick. These allow 
not only to express the kernel polynomials, but also their second kind functions, the 
quasi-tau matrices and some other important coeﬃcients as quasi-determinants of the 
original data. The sample matrix trick allows also for the study of iterated Darboux 
transformations and the ﬁnding of the multivariate version of the Christoﬀel formula. 
Many relevant elements of Toda integrable theory, as linear systems, Lax equations, 
Zakharov–Shabat equations and bilinear equations, are found. An asymptotic module or 
asymptotic congruence arguments permit for another perspective of the hierarchy, and we 
ﬁnd KP type equations for this multivariate case. Finally, a linear isometry invariance of 
the measure is assumed and we get, through the Cholesky factorization, the consequences 
for the multivariate orthogonality and the corresponding integrable systems.
1.5.2. The layout of the paper
After this introduction we discuss in §2 the general theory of multivariate orthogonal 
polynomials by using the Cholesky factorization of a moment matrix. We describe the 
monomials and order them, according to the reserve lexicographic order, so that we can 
analyze the conditions for the Cholesky factorization to hold and ﬁnd the multivariate 
orthogonal polynomials and their associated second kind functions and their integral rep-
resentation. The shift matrices are introduced and the three term relations are recovered. 
The Christoﬀel–Darboux formulae is deduced in this context.
In §3 we introduce discrete Toda deformations of the measure, we ﬁnd the corre-
sponding integrable discrete ﬂows, wave matrices, lattice resolvents and Lax (or Jacobi 
type matrices) pairs are given; a quasi-determinantal expression in terms of the Jacobi 
matrix for the lattice resolvent is found. Discrete Lax and Zakharov–Shabat equations 
and corresponding discrete Toda type equations for the varying size quasi-tau functions 
are described. Then, we ﬁnd some interesting expressions for the multivariate orthogonal 
polynomials and their second kind functions in terms of quasi-tau functions and their
shifts. For the orthogonal polynomials we need to use the Moore–Penrose pseudo-inverse 
of a matrix given in terms of the shift matrices and for the second kind functions we 
need to use a composed, or total, translation. In the 1D scenario these formulae are the 
well known expressions for these objects in terms of quotients of tau functions and their
Miwa shifts (which happen to be discrete ﬂows). We observe that these discrete trans-
formations are elementary Darboux (or Christoﬀel) transformations and we are able, 
introducing the sample matrix trick, to give an explicit expression for the transformed 
polynomials in terms quasi-determinants of the original ones. The iteration of these mul-
tivariate elementary Darboux leads to a multivariate Christoﬀel formulae expressing the 
new orthogonal polynomials P˜[k](x) in terms of quasi-determinants of the original ones 
P[k](x), . . . , P[k+n](x) evaluated at some appropriate nodes. This approach leads to the 
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ﬁnding of quasi-determinantal expressions for the kernel polynomials in terms of the 
evaluation of the Christoﬀel–Darboux kernels.
Continuous Toda deformations of the measure are discussed in §4. We introduce Baker 
and adjoint Baker functions in terms of multivariate orthogonal polynomials and their
multivariate Cauchy transforms, we ﬁnd the corresponding Lax and Zakharov–Shabat 
equations and write a continuous Toda type equation for the quasi-tau matrices. The 
discrete ﬂows are identiﬁed with Miwa shifts and the bilinear equations, with integrals 
along tori—Shilov borders of appropriate polydisks—are given. Next, in §5 we apply 
the congruence technique to ﬁnd KP type equations, nonlinear equations that relate 
through nonlinear partial diﬀerential–diﬀerence equations coeﬃcients of the polynomials 
but for the same k, not involving, as it does happen in the Toda scenario, near neighbors
k + 1 and k − 1. Using this method we connect discrete and continuous ﬂows. Then, we 
present linear equations and corresponding nonlinear partial diﬀerential equations for the 
second order ﬂows. We end the section by exploring the linear equations for the third 
order ﬂows and giving some hints for higher order ﬂows. Finally, in §6 we study some 
linear isometry type symmetries of the measure and its consequences on the multivariate 
orthogonal polynomials; we discuss also what discrete or continuous ﬂows preserve this 
symmetry.
In the appendices we present some necessary material for reading of the paper. 
In particular, compositions, multisets and symmetric algebras are brieﬂy treated in 
Appendix A. Then, in Appendix B we recall some aspects of pseudo-inverses, Schur 
complements and quasi-determinants and, in Appendix C, we give some notations and 
results that appear in the analysis in several complex variables. For the sake of clarity 
some of the proofs of propositions and theorems have been collected in Appendix D.
1.5.3. Further lines
From the submission of this paper to its acceptance for publication we have pub-
lish three more papers on transformations for multivariate orthogonal polynomials. In 
[17] we considered the theory of Christoﬀel transformations (here called Darboux trans-
formations) in full generality. Notice that the treatment given in the present article, 
composing elementary degree one Darboux transformations, do not cover the general 
situation, as in the multivariate case the irreducible polynomials could have any degree 
and, consequently, an arbitrary polynomial possibly will not factor in terms of degree 
one polynomials. Then, in [18], we considered more general transformations, including 
linear functionals and the multiplication by multivariate rational functions. In [19] we 
extended these constructions to the multidimensional torus and multivariate Laurent 
polynomials.
Finally, let us comment that, regarding the theory on transformations for matrix 
orthogonal polynomials, recently two papers [9,10] have treated that subject using fac-
torization techniques and the spectral theory of matrix polynomials. In the ﬁrst one only 
the Christoﬀel transformation is considered, while in the second one the theory is devel-
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oped in full generality for perturbation of sesquilinear forms and rational transformations 
with masses.
2. Multivariate orthogonality à la Cholesky
We study multivariate orthogonal polynomials in a D-dimensional real space 
(MVOPR) in terms of a Cholesky factorization of a semi-inﬁnite moment matrix. We 
consider D independent real variables x = (x1, x2, . . . , xD)Û ∈ Ω ⊆ RD varying in the 
domain Ω together with a Borel measure dμ(x) ∈ B(Ω). The inner product of two real 
valued functions f(x) and g(x) is deﬁned by
〈f, g〉 :=
∫
Ω
f(x)dμ(x)g(x).
2.1. Ordering the monomials
Given a multi-index α = (α1, . . . , αD)Û ∈ ZD+ of non-negative integers we write xα =
xα11 · · ·xαDD ; the length4 of α is |α| :=
∑D
a=1 αa. This length induces the total ordering of 
monomials, xα < xα′ ⇔ |α| < |α′|, that we will use to arrange the monomials. For each 
non-negative integer k ∈ Z+ we introduce the set
[k] := {α ∈ ZD+ : |α| = k},
built up with those vectors in the lattice ZD+ with a given length k.
We will use the graded reversed lexicographic order; i.e., for α1, α2 ∈ [k]
α1 > α2 ⇔ ∃p ∈ Z+ with p < D such that α1,1 = α2,1, . . . , α1,p = α2,p
and α1,p+1 < α2,p+1,
and if α(k) ∈ [k] and α(ü) ∈ [ü], with k < ü then α(k) < α(ü). Given the set of integer 
vectors of length k we use the reversed lexicographic order and write
[k] =
{
α
(k)
1 ,α
(k)
2 , . . . ,α
(k)
|[k]|
}
with α(k)a < α
(k)
a+1.
Here |[k]| is the cardinality of the set [k], i.e., the number of elements in the set. Observe 
that |[0]| = 1, |[1]| = D and |[2]| = (D+1)D2 .
We introduce the vectors of monomials
4 Also known as absolute value, order or norm.
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χ :=
⎛⎜⎜⎜⎜⎜⎝
χ[0]
χ[1]
...
χ[k]
...
⎞⎟⎟⎟⎟⎟⎠ where χ[k] :=
⎛⎜⎜⎝
xα1
xα2
...
xα|[k]|
⎞⎟⎟⎠ ,
χ∗ :=
( D∏
a=1
x−1a
)
χ(x−11 , . . . , x−1D );
for example χ[0] = 1, χ∗[0] =
∏D
a=1 x
−1
a and
χ[1] =
⎛⎜⎜⎝
x1
x2
...
xD
⎞⎟⎟⎠ , χ∗[1] = ( D∏
a=1
x−1a
)⎛⎜⎜⎜⎝
x−11
x−12
...
x−1D
⎞⎟⎟⎟⎠ ,
χ[2] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x21
x1x2
...
x1xD
x22
x2x3
...
x2xD
x23
...
x2D
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, χ∗[2] =
( D∏
a=1
x−1a
)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x−21
x−11 x
−1
2
...
x−11 x
−1
D
x−22
x−12 x
−1
3
...
x−12 x
−1
D
x−23
...
x−2D
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Observe that for k = 1 we have that the vectors α(1)a = ea for a ∈ {1, . . . , D} form the 
canonical basis of RD, and for any αj ∈ [k] we have αj =
∑D
a=1 α
a
j ea. For the sake of 
simplicity unless needed otherwise we will drop oﬀ the super-index and write αj instead 
of α(k)j , as is understood that |αj | = k. Notice that
χÛ(y)χ∗(x) =
D∏
a=1
1
xa − ya , ∀x,y ∈ C
D such that |xa| > |ya|. (2.1.1)
2.2. Monomials and symmetric tensor powers
The dual space of the symmetric tensor powers, see Appendix A, happens to be isomor-
phic to the set of symmetric multilinear functionals on RD, 
(
Symk(RD)
)∗ ∼= S((RD)k, R). 
Hence, homogeneous polynomials of a given total degree can be identiﬁed with symmet-
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ric tensor powers. Each multi-index α ∈ [k]5 can be thought of as a weak D-composition 
of k (or weak composition in D parts), k = α1 + · · · + αD. Notice that these weak com-
positions may be considered as multisets and that, given a linear basis {ea}Da=1 of RD, 
as we know from Appendix A, we have the linear basis {ea1 ¤ · · · ¤ eak}1≤a1≤···≤ak≤D
k∈Z+
for the symmetric power Sk(RD), where we are using multisets 1 ≤ a1 ≤ · · · ≤ ak ≤ D. 
In particular, see Appendix A.2.2, the vectors of this basis e¤M(a1)a1 ¤ · · · ¤ e¤M(ap)ap , or 
better its duals (e∗a1)
¤M(a1) ¤ · · · ¤ (e∗ap)¤M(ap) are in bijection with monomials of the 
form xM(a1)a1 · · ·xM(ap)ap . Therefore, either counting weak compositions or multisets we are 
led to the following conclusion: the cardinality of [k] is |[k]| = ((Dk)) = (D+k−1k ).
The monomials can be nicely expressed in terms of symmetric products and the 
multinomial matrix, see Appendix A. The reverse lexicographic order can be ap-
plied to 
(
RD
)¤k ∼= R|[k]|, we then take a linear basis of Sk(RD) as the ordered set 
Bc = {eα1 , . . . , eα|[k]|} with eαj := e¤α
1
j
1 ¤ · · · ¤ e
¤αDj
D so that χ[k](x) =
∑|[k]|
i=1 x
αjeαj . 
This means that in this canonical basis the column matrix representing χ[k] is [χ[k]]Bc =(
xα1
...
x
α|[k]|
)
. We will identify χ[k] with [χ[k]]Bc .
Proposition 2.2.1. If [x¤k]Bc is the column matrix representing x¤k in the canonical 
basis Bc we have
χ[k](x) =
(M[k])−1[x¤k]Bc . (2.2.1)
Proof. It is a consequence of the multinomial theorem for symmetric powers
x¤k = (x1e1 + · · · + xDeD)¤k
=
|[k]|∑
j=1
(
k
αj
)
xαje
¤α1j
1 ¤ · · · ¤ e
¤αDj
D
= M[k]χ[k](x). 
2.3. Cholesky factorization of the moment matrix
In this paper we will consider semi-inﬁnite matrices A with a block or partitioned 
structure induced by the graded reversed lexicographic order
A =
⎛⎜⎝A[0],[0] A[0],[1] · · ·A[1],[0] A[1],[1] · · ·... ...
⎞⎟⎠ , A[k],[ü] =
⎛⎜⎜⎝
A
α
(k)
1 ,α
(ü)
1
. . . A
α
(k)
1 ,α
(ü)
|[ü]|
...
...
A
α
(k)
|[k]|,α
(ü)
1
. . . A
α
(k)
|[k]|,α
(ü)
|[ü]|
⎞⎟⎟⎠ ∈ R|[k]|×|[ü]|.
5 Observe that in [48] we have diverse notation [k] ≡ Ξ(D, k).
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We use the notation 0[k],[ü] ∈ R|[k]|×|[ü]| for the rectangular zero matrix, 0[k] ∈ R|[k]| for 
the zero vector, and I[k] ∈ R|[k]|×|[k]| for the identity matrix. For the sake of simplicity 
we normally just write 0 or I for the zero or identity matrices, and we implicitly assume 
that the sizes of these matrices are the ones indicated by their position in the partitioned 
matrix.
Deﬁnition 2.3.1. Associated with the measure dμ we have the following moment matrix
G :=
∫
Ω
χ(x)dμ(x)χ(x)Û.
We write the moment matrix in block form
G =
⎛⎜⎝G[0],[0] G[0],[1] . . .G[1],[0] G[1],[1] . . .... ...
⎞⎟⎠
with each entry being a rectangular matrix with real coeﬃcients
G[k],[ü] :=
∫
Ω
χ[k](x)dμ(x)(χ[ü](x))Û, k, ü = 0, 1, . . . , (2.3.1)
=
⎛⎜⎜⎝
G
α
(k)
1 ,α
(ü)
1
. . . G
α
(k)
1 ,α
(ü)
|[ü]|
...
...
G
α
(k)
|[k]|,α
(ü)
1
. . . G
α
(k)
|[k]|,α
(ü)
|[ü]|
⎞⎟⎟⎠ ∈ R|[k]|×|[ü]|,
G
α
(k)
i ,α
(ü)
j
:=
∫
Ω
xα
(k)
i +α
(ü)
j dμ(x) ∈ R.
Truncated moment matrices are given by
G[ü] :=
⎛⎜⎝ G[0],[0] · · · G[0],[ü−1]... ...
G[ü−1],[0] · · · G[ü−1],[ü−1]
⎞⎟⎠ ,
and for k ≥ ü we will also use the following bordered truncated moment matrix
G
[ü+1]
k :=
⎛⎜⎜⎜⎜⎝
G[0],[0] · · · G[0],[ü−1]
...
...
G[ü−2],[0] · · · G[ü−2],[ü−1]
G[k],[0] . . . G[k],[ü−1]
⎞⎟⎟⎟⎟⎠
where we have replaced the last row of blocks, (G[ü−1],[0] . . . G[ü−1],[ü−1] ), of the 
truncated moment matrix G[ü+1] by the row of blocks (G[k],[0] . . . G[k],[ü−1] ).
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Notice that from the above deﬁnition we know that the moment matrix is a sym-
metric matrix, G = GÛ, which implies that a Gauss–Borel factorization of it, in terms 
of unitriangular lower6 and upper triangular matrices, is a Cholesky factorization. We 
describe now when and how the Cholesky factorization of the moment can be performed. 
The result and its proof uses Schur complements, see Appendix B.2.
Proposition 2.3.1.
(1) If detG[ü] Ó= 0 for all ü = 0, 1, . . . then G admits the following Cholesky type factor-
ization
G = S−1H
(
S−1
)Û
, (2.3.2)
with
S−1 =
⎛⎜⎜⎜⎝
I 0 0 · · ·
(S−1)[1],[0] I 0 · · ·
(S−1)[2],[0] (S−1)[2],[1] I
...
... . . .
⎞⎟⎟⎟⎠ ,
H =
⎛⎜⎜⎝
H[0] 0 0
0 H[1] 0 · · ·
0 0 H[2]
...
... . . .
⎞⎟⎟⎠ .
(2) When detG[ü] Ó= 0 the Cholesky type factorization holds and
detG[ü] =
ü−1∏
k=0
detH[k] Ó= 0
so that all H[k] are invertible, k = 0, 1, . . . .
Proof. See Appendix D.1. 
A quasi-determinant version, see Appendix B, of the above result can be given
Proposition 2.3.2. If the quasi-determinants of the truncated moment matrices are in-
vertible
detΘ∗(G[k+1]) Ó=0, k = 0, 1, . . . ,
6 Lower triangular with the block diagonal populated by identity matrices.
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the Cholesky factorization (2.3.2) can be performed where
H[k] = Θ∗(G[k+1]), (S−1)[k],[ü] = Θ∗(G[ü+1]k )Θ∗(G
[ü+1])−1.
Proof. It is just a consequence of Theorem 3 of [96], see Appendix B. 
2.3.1. On quasi-tau functions
In the 1D scenario the tau functions can be introduced as the determinant of a trun-
cated moment matrix
τk := detG[k], k = 1, 2, . . .
and τ0 = 1, so that
Hk =
τk+1
τk
, k = 0, 1, 2, . . . (2.3.3)
and
τk+1 = HkHk−1 · · ·H0.
Moreover, observe that (2.3.3) can be written as a quasi-determinant
Hk = det(G[k+1]/G[k]) = Θ∗(G[k+1]).
Thus, in the 1D scenario the described analogy suggests that the squared norms Hk
can be considered as quasi-tau functions, being the tau functions τk = detG[k] deter-
minants of the truncated moment matrix and the quasi-tau functions Hk = Θ∗(G[k+1])
quasi-determinants of the truncated moment matrix. This extends to the multivariant 
setting and now we have H[k] = Θ∗(G[k+1]), motivating us to refer to these matrices as 
quasi-tau matrices. Let us mention that other authors have introduced similar concepts 
before, for example in [92] a matrix valued tau function is considered for the case of ma-
trix orthogonal polynomials. However, the motivation of the author did not come from 
the quasi-determinant expressions in terms of the moment matrix but from formulae
from integrable systems.
2.4. MVOPR
With the aid of the Cholesky factorization we are ready to introduce the MVOPR
Deﬁnition 2.4.1. The MVOPR associated to the measure dμ are
P = Sχ =
⎛⎜⎝P[0]P[1]...
⎞⎟⎠ , P[k](x) = k∑
ü=0
S[k],[ü]χ[ü](x) =
⎛⎜⎜⎝
P
α
(k)
1...
P
α
(k)
|[k]|
⎞⎟⎟⎠ ,
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P
α
(k)
i
=
k∑
ü=0
|[ü]|∑
j=1
S
α
(k)
i ,α
(ü)
j
xα
(ü)
j . (2.4.1)
We introduce the coeﬃcients
β[k] := S[k],[k−1], k ≥ 1,
which take values in the linear space of rectangular matrices R|[k]|×|[k−1]| and also deﬁne 
the subdiagonal matrix
β =
⎛⎜⎜⎜⎜⎝
0 0 0 0 · · ·
β[1] 0 0 0 · · ·
0 β[2] 0 0 · · ·
0 0 β[3] 0 · · ·
...
... . . . . . . . . .
⎞⎟⎟⎟⎟⎠ .
An immediate consequence of Proposition 2.3.2 is
Proposition 2.4.1. The following quasi-determinantal expression holds true
β[k] = −Θ∗(G[k]k )Θ∗(G[k])−1.
Observe that P[k] = χ[k](x) + β[k]χ[k−1](x) + · · · is a vector constructed with the 
polynomials Pαi(x) of degree k, each of which has only one monomial of degree k; i.e.,
we can write Pαi(x) = xαi + Qαi(x), with degQαi < k.
Proposition 2.4.2. The MVOPR satisfy∫
Ω
P[k](x)dμ(x)(P[ü](x))Û =
∫
Ω
P[k](x)dμ(x)(χ[ü](x))Û = 0,
ü = 0, 1, . . . , k − 1, (2.4.2)∫
Ω
P[k](x)dμ(x)(P[k](x))Û =
∫
Ω
P[k](x)dμ(x)(χ[k](x))Û = H[k]. (2.4.3)
Therefore, we have the following orthogonality conditions∫
Ω
P
α
(k)
i
(x)P
α
(ü)
j
(x)dμ(x) =
∫
Ω
P
α
(k)
i
(x)xα
(ü)
j dμ(x) = 0,
ü = 0, 1, . . . , k − 1, i = 1, . . . , |[k]|, j = 1, . . . , |[ü]|,
with the normalization conditions∫
Ω
Pαi(x)Pαj (x)dμ(x) =
∫
Ω
Pαi(x)xαjdμ(x) = Hαi,αj , i, j = 1, . . . , |[k]|.
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Here we use Dunkl and Xu’s notation, see [44]. Despite the MVOPR are orthogonal for 
diﬀerent k and ü, P
α
(k)
i
⊥P
α
(ü)
j
, for k = ü the value of 〈Pαi , Pαj 〉 = Hαi,αj is not zero in gen-
eral, and the set of polynomials given by coeﬃcients of the vector P[k] are not orthogonal 
among them. Observe that (2.4.3) implies that the matrices H[k] are Grammian matrices 
and that, the measure being positive deﬁnite, we can write H[k] = MÛ[k]h[k]M[k], for some 
orthogonal matrix M[k] ∈ O(R|[k]|) and diagonal matrix h[k] = diag(h[k],1, . . . , h[k],|[k]|)
with h[k],j > 0 for j ∈ {1, . . . , |[k]|}. With the new vector polynomials P˜[k] = M[k]P[k] we 
do have ∫
Ω
P˜αi(x)P˜αj (x)dμ(x) = δi,jh[k],j , i, j = 1, . . . , |[k]|,
h[k],j being the squared norms of the polynomials. Now, instead of a block Cholesky 
factorization we have a standard Cholesky factorization G = S˜−1h(S˜−1)Û, with S˜ =
diag(MÛ[0], MÛ[1], . . . )S and h = diag(h[0], h[1], . . . ). However, this scalar Cholesky factor-
ization does not help much in the understanding of MVOPR, the reason will become 
clear in §2.6, where the three term relations or the Christoﬀel–Darboux formulae are 
deduced from the block Cholesky factorization. The clue is that the shift matrices, for 
which we have the symmetry (2.6.5) of the moment matrix, are naturally written in 
block form.
Also notice that H[0] =
∫
Ω dμ(x) is just the measure of the support.
Proposition 2.4.3. The MVOPR can be expressed as Schur complements of bordered trun-
cated moment matrices
P[ü](x) = SC
⎛⎜⎜⎜⎜⎝
G[0],[0] · · · G[0],[ü−1] χ[0](x)
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] χ[ü−1](x)
G[ü],[0] · · · G[ü],[ü−1] χ[ü](x)
⎞⎟⎟⎟⎟⎠ ,
or as quasi-determinants
P[ü] = Θ∗
⎛⎜⎝G[0],[0] · · · G[0],[ü−1] χ[0](x)... ... ...
G[ü],[0] · · · G[ü],[ü−1] χ[ü](x)
⎞⎟⎠ .
Proof. Any semi-inﬁnite block matrix M = (Mi,j) can be written in block form M =(
M [ü] M [ü],[≥ü]
M [≥ü][,ü] M [≥ü]
)
, where M [ü] = (Mi,j) 0≤i<ü
0≤j<ü
is the standard truncation, M [ü],[≥ü] =
(Mi,j)0≤i<ü
j≥ü
, M [≥ü],[ü] = (Mi,j) i≥ü
0≤j<ü
and M [≥ü] = (Mi,j) i≥ü
j≥ü
.
From the factorization of the moment matrix
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SG = H(S−1)Û =⇒ 0 = S[≥ü],[ü]G[ü] + S[≥ü]G[≥ü],[ü]
=⇒ S[≥ü],[ü] = −S[≥ü]G[≥ü],[ü](G[ü])−1.
With this we can rewrite P[ü] =
∑ü
k=0 S[ü],[k]χ[k] as
P[ü] = χ[ü] − (G[ü],[0] G[ü],[1] · · · G[ü],[ü−1] )
(
G[ü]
)−1
χ[ü].
To get the stated result we need only to ﬁx our attention in any of the rows of this 
matrix. 
In terms of ratios of determinant we get for the components
P
α
(ü)
j
= SC
⎛⎜⎜⎜⎜⎜⎝
G[0],[0] · · · G[0],[ü−1] χ[0]
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] χ[ü−1]
G
α
(ü)
j ,[0]
· · · G
α
(ü)
j ,[ü−1] x
α
(ü)
j
⎞⎟⎟⎟⎟⎟⎠ =
∣∣∣∣∣∣∣∣∣
G[0],[0] · · · G[0],[ü−1] χ[0]
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] χ[ü−1]
G
α
(ü)
j ,[0]
· · · G
α
(ü)
j ,[ü−1] x
α
(ü)
j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
G[0],[0] · · · G[0],[ü−1]
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1]
∣∣∣∣∣∣∣
.
2.5. Functions of the second kind
In this subsection we need some material regarding several complex variables analysis 
and we refer the reader to Appendix C. Complementary to the vector P of multivariate 
polynomials we introduce
Deﬁnition 2.5.1. Second kind functions are given by the coeﬃcients of
C := H(S−1)Ûχ∗ =
⎛⎜⎝C[0]C[1]...
⎞⎟⎠ , C[k] :=
⎛⎜⎝ Cα1...
Cα|[k]|
⎞⎟⎠ . (2.5.1)
Observe that for z = (z1, . . . , zD)Û ∈ CD we have
C[ü](z) = H[ü]
∞∑
k=ü
(
(S−1)[k],[ü]
)Û
χ∗[k](z),
which is a vector with each of its components Cüa(z), a = 1, . . . , |[ü]|, a D-fold Laurent 
series. This is just not the case for the deﬁnition of P , see (2.4.1), where we had ﬁnite 
sums instead of inﬁnite series. In the case of Cαi(z), which has domain of convergence 
Dαi , we can introduce w = z−1 := (z−11 , . . . , z−1D )Û—i.e., z = w−1—and notice that 
Cαi(z(w)) =
∑
β∈ZD+ cβw
β is a power series in w and consequently converges in a 
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complete Reinhardt domain D . Therefore, its domain of convergence is the union of 
polydisks, and in each of them the convergence is absolute and uniform. In particular, 
the polydisk of convergence Δ(r) ⊂ D satisﬁes the extended Cauchy–Hadamard formula 
lim sup|β|→∞ |β|
√|cβ|rβ = 1. The domain of convergence of Cαi contains a polyannulus 
of convergence with polyradii given by r = 0 and R = (r−11 , . . . , r−1D ).
Let us show that the second kind functions can be expressed as multivariate Cauchy 
transforms of the MVOPR.
Proposition 2.5.1. The second kind functions satisfy
Cαi(z) =
∫
Ω
Pαi(y)
(z1 − y1) · · · (zD − yD)dμ(y), ∀z ∈ Dαi \ supp(dμ), i = 1, . . . , |[k]|.
Proof. See Appendix D.2. 
We introduce
Γ := Gχ∗ =
⎛⎜⎝Γ[0]Γ[1]...
⎞⎟⎠ , Γ[k] :=
⎛⎜⎝ Γα1...
Γα|[k]|
⎞⎟⎠ .
Proposition 2.5.2. The coeﬃcients Γαi are the multivariate Cauchy transform of the 
monomials xαi
Γαi(x) =
∫
Ω
yαi
(x1 − y1) · · · (xD − yD)dμ(y).
Proof. The proof is a byproduct of the proof of Proposition 2.5.1. 
Proposition 2.5.3. We have C = SΓ.
Proposition 2.5.4. In terms of Schur complements or quasi-determinants of bordered 
truncated moment matrices the functions of the second kind are
C[ü] = SC
⎛⎜⎜⎜⎜⎝
G[0],[0] · · · G[0],[ü−1] Γ[0]
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] Γ[ü−1]
G[ü],[0] · · · G[ü],[ü−1] Γ[ü]
⎞⎟⎟⎟⎟⎠
= Θ∗
⎛⎜⎜⎝
G[0],[0] · · · G[0],[ü−1] Γ[0]
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] Γ[ü−1]
G[ü],[0] · · · G[ü],[ü−1] Γ[ü]
⎞⎟⎟⎠ .
G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739 649
In terms of determinant ratios the components are
C
α
(ü)
j
= SC
⎛⎜⎜⎜⎜⎝
G[0],[0] · · · G[0],[ü−1] Γ[0]
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] Γ[ü−1]
G
α
(ü)
j ,[0]
· · · G
α
(ü)
j ,[ü−1] Γα(ü)j
⎞⎟⎟⎟⎟⎠
=
∣∣∣∣∣∣∣∣∣
G[0],[0] · · · G[0],[ü−1] Γ[0]
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] Γ[ü−1]
G
α
(ü)
j ,[0]
· · · G
α
(ü)
j ,[ü−1] Γα(ü)j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
G[0],[0] · · · G[0],[ü−1]
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1]
∣∣∣∣∣∣∣
.
Deﬁnition 2.5.2. Given k distinct labels a1, . . . , ak in {1, . . . , D} we introduce the reduced 
second kind functions
Ĉa1,...,ak = limxa1→∞
· · · lim
xak →∞
([ k∏
i=1
xai
]
C
)
. (2.5.2)
Observe that the labels in the reduced second kind functions indicate precisely those 
independent variables on which they do not depend; therefore, when k = D we have a 
constant. For the reduced second kind functions we ﬁnd
Proposition 2.5.5. When supp(dμ) is a bounded set the reduced second kind functions 
fulﬁll
Ĉαi,a1,...,ak =
∫
Ω
Pαi(y)∏D−k
i=1 (zbi − ybi)
dμ(y), a = 1, . . . , |[ü]|, z ∈ Dαi \ supp(dμ)
(2.5.3)
where {a1, . . . , ak} ∪ {b1, . . . , bD−k} = {1, . . . , D}.
Proof. The Lebesgue dominated convergence theorem ensures that we can interchange 
the limit with the integral7
lim
za1→∞
· · · lim
zak →∞
([ k∏
i=1
zai
]
C
)
7 The control or dominating function can be taken to be gz(y) =
Pαi (y)∏D−k
i=1 (zbi −ybi )
.
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=
∫
Ω
lim
za1→∞
· · · lim
zak →∞
([ k∏
i=1
zai
) P (y)∏D
a=1(za − ya)
dμ(y)
=
∫
Ω
[ k∏
i=1
lim
zai→∞
(
1 − yai
zai
)−1] P (y)∏D−k
i=1 (zbi − ybi)
dμ(y). 
From this result we infer that
Ĉ[k],1,...,D = H[0]δ0,k.
2.6. The shift matrices
In this section we are going to discuss three term relations that extend the recursion 
relations existing in D = 1 to the multivariate case. For this aim we need to introduce 
a set of D shift matrices {Λ1, . . . , ΛD} that play a very important role, they model the 
action of increasing by one the degree of the monomials.
Deﬁnition 2.6.1. The shift matrices are given by
Λa =
⎛⎜⎜⎜⎜⎜⎜⎝
0 (Λa)[0],[1] 0 0 · · ·
0 0 (Λa)[1],[2] 0 · · ·
0 0 0 (Λa)[2],[3]
0 0 0 0 . . .
...
...
...
...
⎞⎟⎟⎟⎟⎟⎟⎠
where the entries in the nonzero blocks are given by
(Λa)α(k)i ,α(k+1)j = δα(k)i +ea,α(k+1)j , a = 1, . . . , D, i = 1, . . . , |[k]|, j = 1, . . . , |[k + 1]|.
Related to these shift matrices we further introduce
Deﬁnition 2.6.2.
(1) Given any k =
∑D
a=1 kaea ∈ ZD+ we deﬁne
Λk := Λk11 · · ·ΛkDD Πk :=
(
ΛÛ1
)k1 (Λ1)k1 · · · (ΛÛD)kD (ΛD)kD .
(2) For k = nea, a ∈ {1, . . . , D} and n ∈ Z+ we use the notation
Πa,n :=Πnea =
(
ΛÛa
)n (Λa)n .
If n = 1 we use Πa,1 = Πa = ΛÛa Λa.
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Notice that kb + ea ∈ [k + 1].
Proposition 2.6.1.
(1) The matrices Πa,n are projections, (Πa,n)2 = Πa,n and Πa,n = ΠÛa,n. Moreover they 
are diagonal matrices whose nonvanishing coeﬃcients are the unity. The ones are 
located precisely in the entries of the diagonal corresponding to the entries (mono-
mials) in χ which contain (xa)m with m ≥ n among its factors. We can write
I = Πa,n + Π⊥a,n,
where Π⊥a,n is a diagonal matrix with its nonvanishing coeﬃcients, which are equal 
to the unity, located in those entries of χ which contain (xa)m with m < n among 
its factors. We also have
Π⊥a χ(x) = χ(x)|xa=0, Π⊥a χ∗(x) = x−1a limxa→∞
(
xaχ
∗(x)
)
. (2.6.1)
(2) The shift matrices fulﬁll the following properties for all k, ü ∈ ZD+
ΛkΛü = Λk+ü = ΛüΛk, Λk(Λk)Û = I.
(3) When a Ó= b we have the commutation relations
ΛÛb Λa = ΛaΛÛb , ΠaΠb = ΠbΠa = Πea+eb .
(4) We also have the “eigenvalue” type properties
Λkχ(x) = xkχ(x), Λkχ∗(x) = x−kχ∗(x), (2.6.2)
ΛÛk χ(x) = x−kΠkχ, ΛÛk χ∗(x) = xkΠkχ∗(x). (2.6.3)
Proposition 2.6.2. For k distinct labels a1, . . . , ak ∈ {1, . . . , D}, ai Ó= aj for i Ó= j, and 
k complex numbers qa1 , . . . , qak ∈ C we have
[ k∏
i=1
(ΛÛai − qai)
]
χ∗ =
[ k∏
i=1
(xai − qai)
]
χ∗ + (−1)k lim
xa1→∞
· · · lim
xak →∞
([ k∏
i=1
xai
]
χ∗
)
,
+
k−1∑
j=1
(−1)j
(k − j)!j!
∑
σ∈Sk
([ k∏
i=j+1
(
xaσ(i) − qaσ(i)
)]
lim
xaσ(1)→∞
· · · lim
xaσ(j)→∞
([ j∏
i=1
xaσ(i)
]
χ∗
))
,
(2.6.4)
where Sk denotes the symmetric group of k letters.
Proof. See Appendix D.3. 
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Proposition 2.6.3. The moment matrix G satisﬁes
ΛkG = G
(
Λk
)Û
, ∀k ∈ ZD+ . (2.6.5)
Proof. It follows from Deﬁnition 2.3.1 of the moment matrix G and the eigenvalue prop-
erty in Proposition 2.6.1 for Λk. 
2.7. Jacobi matrices and three term relations
Once the shift matrices have been introduced we are ready to discuss its dressing, 
that leads to the Jacobi matrices which are extremely important not only for the general 
theory of MVOPR but also for exploring its connection with the Toda theory.
Deﬁnition 2.7.1. We introduce the following Jacobi type matrices
Jk := SΛkS−1, ∀k ∈ ZD+ , (2.7.1)
and the basic Jacobi matrices
Ja := Jea .
Proposition 2.7.1. The Jacobi type matrices satisfy
JÛk = H−1JkH, JkP = xkP, ∀k ∈ ZD+ . (2.7.2)
Proof. Using the Cholesky factorization of the moment matrix G we get
SΛkS−1 = H
(
SΛkS−1
)Û
H−1.
The eigenvalue property is obvious from (2.6.2). 
For the second kind functions we have
Proposition 2.7.2. For k distinct labels a1, . . . , ak ∈ {1, . . . , D}, ai Ó= aj for i Ó= j, and 
k complex numbers qa1 , . . . , qak ∈ C we have
[ k∏
i=1
(Jai − qai)
]
C :=
[ k∏
i=1
(xai − qai)
]
C + (−1)kĈa1,...,ak
+
k−1∑
j=1
(−1)j
(k − j)!j!
∑
σ∈Sk
([ k∏
i=j+1
(
xaσ(i) − qaσ(i)
)]
Ĉaσ(1),...,aσ(j)
)
,
Proof. See Appendix D.4. 
From these properties we easily conclude that
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Proposition 2.7.3. The explicit form of the basic Jacobi matrices is
Ja =
⎛⎜⎜⎜⎜⎝
(Ja)[0],[0] (Ja)[0],[1] 0 0 0 · · ·
(Ja)[1],[0] (Ja)[1],[1] (Ja)[1],[2] 0 0 · · ·
0 (Ja)[2],[1] (Ja)[2],[2] (Ja)[2],[3] 0 · · ·
0 0 (Ja)[3],[2] (Ja)[3],[3] (Ja)[3],[4]
...
... . . . . . . . . .
⎞⎟⎟⎟⎟⎠ ,
where
(Ja)[0],[0] = −(Λa)[0],[1]β[1] (Ja)[0],[1] = (Λa)[0],[1]
and
(Ja)[k],[k−1] = H[k]
[
(Λa)[k−1],[k]
]Û (
H[k−1]
)−1
,
(Ja)[k],[k] = β[k](Λa)[k−1],[k] − (Λa)[k],[k+1]β[k+1],
(Ja)[k],[k+1] = (Λa)[k],[k+1].
From (2.7.1) and (2.7.2) it is easy to see that the Jk only have (2|k| +1) block diagonals 
that do not vanish. These are the |k| ﬁrst block superdiagonals, the diagonal itself and 
|k| ﬁrst block subdiagonals.
Deﬁnition 2.7.2. We introduce the following objects
Λ := (Λ1, . . . ,ΛD)Û, J := (J1, . . . , JD)Û, Ĉ := (Ĉ1, . . . , ĈD)Û,
and for given any vector n = (n1, . . . , nD)Û ∈ RD we deﬁne the following dot products
n · Λ :=
D∑
a=1
naΛa, n · J :=
D∑
a=1
naJa.
The celebrated three term relations [44] in the multivariate context are
Proposition 2.7.4. The MVOPR satisfy the following three term relations8
(n · x)P[k] = H[k](n · Λ)Û[k−1],[k]H−1[k−1]P[k−1] +
(
β[k](n · Λ)[k−1],[k]
− (Λa)[k],[k+1]β[k+1]
)
P[k] + (n · Λ)[k],[k+1]P[k+1], (2.7.3)
8 Observe that for k = 0 we get
n · x + (n ·Λ)[0],[1]β[1] = (n ·Λ)[0],[1]P[1](x),
which agrees with the deﬁnition of P in terms of the factorization matrix, that is, P[1](x)Û = (x1, . . . , xD) +
βÛ[1].
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for k = 1, 2, . . . . The second kind functions satisfy9
(n · x)C[k] = H[k](n · Λ)Û[k−1],[k]H−1[k−1]C[k−1]
+
(
β[k](n · Λ)[k−1],[k] − (n · Λ)[k],[k+1]β[k+1]
)
C[k]
+ (n · Λ)[k],[k+1]C[k+1] − n · Ĉ [k], (2.7.4)
for k = 1, 2, . . . .
Proof. These three term relations follow from (2.6.2) and Propositions 2.7.2, for k = 1, 
and 2.7.3. 
2.8. Christoﬀel–Darboux formulae
Deﬁnition 2.8.1. The Christoﬀel–Darboux kernels are
K(ü)(x,y) :=
(
χ[ü](x)
)Û (
G[ü]
)−1
χ[ü](y) =
ü−1∑
k=0
(
P[k](x)
)Û (
H[k]
)−1
P[k](y),
while the second kind Christoﬀel–Darboux kernels are given by
Q(ü)(x,y) :=
((
χ∗
)[ü](x))Û (G[ü]) (χ∗)[ü](y) = ü−1∑
k=0
(
C[k](x)
)Û (
H[k]
)−1
C[k](y).
The Christoﬀel–Darboux kernel K(ü+1)(x, y) gives the projection, Sü : L2(RD, μ) →
L2(RD, μ), on the set of MVOPR of degree ü or less, given any vector in the real Hilbert 
space f ∈ L2(RD, μ) its orthogonal projection is given by the truncated Fourier se-
ries Sü(f)(x) =
∫
Ω K
(ü+1)(x, y)f(y)dμ(y). In fact, if P is a MVOPR of degree ü or 
less then P = Sü(P ) and Sü ◦ Sü = Sü; these kernels are subject to the reproducing 
property K(ü+1)(x, y) =
∫
Ω K
(ü+1)(x, z)dμ(z)K(ü+1)(z, y). This projection is the best 
approximation to f with MVOPR of degree ü or less, in the sense that the mean square 
distance, 
∫
Ω(f(x) − Sü(f)(x))2dμ(x), is minimized and all the other polynomials of de-
gree ü or less have a bigger mean square distance to f . When the space of MVOPR is 
dense in L2(RD, μ) then the Fourier series converges in the mean square distance to f , 
limü→∞
∫
Ω(f(x) − Sü(f)(x))2dμ(x) = 0. For more information see §3.5 of [44].
From Deﬁnition 2.8.1 it directly follows that
Proposition 2.8.1. In terms of Schur complements or quasi-determinants of bordered 
truncated moment matrices the Christoﬀel–Darboux kernel is expressed as
9 For k = 0 we get
(xa + (Λa)[0],[1]β[1])C[0](x) = (Λa)[0],[1]C[1](x) + Cˆ[0],a(x).
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K [ü](x,y) = SC
⎛⎜⎜⎜⎜⎝
G[0],[0] · · · G[0],[ü−1] χ[0](y)
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] χ[ü−1](y)
χÛ[0](x) · · · χÛ[ü−1](x) 0
⎞⎟⎟⎟⎟⎠
= Θ∗
⎛⎜⎜⎜⎝
G[0],[0] · · · G[0],[ü−1] χ[0](y)
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] χ[ü−1](y)
χÛ[0](x) · · · χÛ[ü−1](x) 0
⎞⎟⎟⎟⎠ ,
while the second kind Christoﬀel–Darboux kernel has the following one
Q[ü](x,y) = SC
⎛⎜⎜⎜⎜⎝
(G−1)[0],[0] · · · (G−1)[0],[ü−1] χ∗[0](y)
...
...
...
(G−1)[ü−1],[0] · · · (G−1)[ü−1],[ü−1] χ∗[ü−1](y)
(χ∗[0])Û(x) · · · (χ∗[ü−1])Û(x) 0
⎞⎟⎟⎟⎟⎠
= Θ∗
⎛⎜⎜⎜⎝
(G−1)[0],[0] · · · (G−1)[0],[ü−1] χ∗[0](y)
...
...
...
(G−1)[ü−1],[0] · · · (G−1)[ü−1],[ü−1] χ∗[ü−1](y)
(χ∗[0])Û(x) · · · (χ∗[ü−1])Û(x) 0
⎞⎟⎟⎟⎠ .
In terms of determinants we have
K [ü](x,y) =
∣∣∣∣∣∣∣∣∣
G[0],[0] · · · G[0],[ü−1] χ[0](y)
...
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1] χ[ü−1](y)
χÛ[0](x) · · · χÛ[ü−1](x) 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
G[0],[0] · · · G[0],[ü−1]
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1]
∣∣∣∣∣∣∣
,
Q[ü](x,y) =
∣∣∣∣∣∣∣∣∣
(G−1)[0],[0] · · · (G−1)[0],[ü−1] χ∗[0](y)
...
...
...
(G−1)[ü−1],[0] · · · (G−1)[ü−1],[ü−1] χ∗[ü−1](y)
(χ∗[0])Û(x) · · · (χ∗[ü−1])Û(x) 0
∣∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣
G[0],[0] · · · G[0],[ü−1]
...
...
G[ü−1],[0] · · · G[ü−1],[ü−1]
∣∣∣∣∣∣∣ .
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Theorem 2.8.1. The following Christoﬀel–Darboux formula holds
K(ü)(x,y)
=
(
(n ·Λ)[ü−1],[ü]P[ü](x)
)Û(
H[ü−1]
)−1
P[ü−1](y) − P[ü−1](x)Û
(
H[ü−1]
)−1(n ·Λ)[ü−1],[ü]P[ü](y)
n · (x − y) ,
(2.8.1)
while for the second kind kernel we have
Q(ü)(x,y)
=
[
(n ·Λ)[ü−1],[ü]C[ü](x)
]Û (
H[ü−1]
)−1 [
C[ü−1](y)
]− [C[ü−1](x)]Û (H[ü−1])−1 [(n ·Λ)[ü−1],[ü]C[ü](y)]
n · (x − y)
+
[
n · Ĉ [ü](x)]Û (H [ü])−1 C [ü](y) − [C [ü](x)]Û (H [ü])−1 n · Ĉ [ü](y)
n · (x − y) . (2.8.2)
Proof. In the ﬁrst place, for the polynomials, on the one hand we have
(P [ü](x))Û(H−1n · J)[ü]P [ü](y)
= (n · y)(P [ü](x))Û(H [ü])−1P [ü](y) − P[l−1](x)Û
(
H[ü−1]
)−1 (n · J)[ü−1],[ü]P[l](y),
and on the other hand
(P [ü](x))Û(H−1n · J)[ü]P [ü](y)
= (n · x)(P [ü](x))Û(H [ü])−1P [ü](y) − ((n · J)[ü−1][ü]P[ü](x))Û(H[ü−1])−1P[ü−1](y).
For the second kind functions we proceed similarly. However, we must take care of the 
appearing of the reduced second kind functions. In this case the two possibilities are
(C [ü](x))Û(H−1n · J)[ü]C [ü](y)
= (n · y)(C [ü](x))Û(H [ü])−1C [ü](y) − (C [ü](x))Û(H [l])−1(n · Cˆ [ü](y))
− C[ü−1](x)Û(H[ü−1])−1(n · J)[ü−1],[ü]C[ü](y)
(C [ü](x))Û(H−1n · J)[ü]C [ü](y)
= (n · x)(C [ü](x))Û(H [ü])−1C [ü](y) − (n · Cˆ [ü](x))Û(H [ü])−1C [ü](y)
− ((n · J)[ü−1],[ü]C[ü](x))Û(H[l−1])−1C[ü−1](y). 
Observe also that (2.8.2) is not a standard Christoﬀel–Darboux formula because the 
last term involves all the reduced second kind functions. These terms are absent in the 
scalar case but in this multivariant scenario show up.
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3. On discrete Toda and MVOPR
In this section we discuss the connection between MVOPR associated with diﬀerent 
measures; this collection of measures can be considered as a lattice of measures. The 
set of transformations which we are about to introduce is not the more general one but 
capture the essential facts.
3.1. The discrete ﬂows
For the construction of D discrete ﬂows we consider an invertible matrix
N = (na,b)a,b=1,...,D ∈ GL(RD),
and therefore D linearly independent vectors na = (na,1, . . . , na,D)Û, and a vector q =
(q1, . . . , qD)Û ∈ RD, where qa Ó= 0, a = {1, . . . , D}. For a given measure dμ and each 
multi-index m = (m1, . . . , mD)Û ∈ ZD we consider the measure
dμm(x) =
[ D∏
a=1
(
na · x − qa
)ma]dμ(x).
Associated with this deformed measure we introduce the set
R := {x ∈ RD : |n1 · x| < |q1|, . . . , |nD · x| < |qD|}, (3.1.1)
and the related sets Ra := {x ∈ RD : −|qa| < na · x < |qa|}, a ∈ {1, . . . , D}. Observe 
that R = ∩Da=1Ra is a bounded open convex polytope included in the ball centered at 
the origin of radius maxa∈{1,...,D} |qa|. We see that the border of Ra is ∂Ra = π+a ∪ π−a
in terms of the hyperplanes π±a := {x ∈ RD : na · x = ±qa}. The measure dμm has a 
deﬁnite sign in R ∩ supp(μ) since the hyperplane π+a : na · x = qa belongs to the border 
and therefore is unreachable in R.
As we will see later on, §3.4, these discrete ﬂows are built up in terms of Darboux 
transformations. Sometimes the ﬂows described by ma → ma+1 are known as Christoﬀel 
transformations and those associated with ma → ma − 1 as Geronimus transformations.
A natural question arises here: Which are the corresponding moment matrices? and 
the answer, given in terms of shift matrices, is fairly nice.
Proposition 3.1.1. For a given Borel measure μ let us assume that suppμ ⊂ R, with R
given in (3.1.1), then the moment matrices G(m) of the measures dμm satisfy
G(m) =
( D∏
a=1
(na · Λ − qa)ma
)
G = G
( D∏
a=1
(na · ΛÛ − qa)ma
)
. (3.1.2)
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Proof. We need to be especially careful when ma is a negative integer because, in that 
case we are dealing with powers of the inverse matrix of (na · Λ − qa), a ∈ {1, . . . , D}. 
The request qa Ó= 0 ensures that (na · Λ − qa)−1 can be formally given as the following 
upper triangular matrix
(na · Λ − qa)−1 = −q−1a − q−2a (na · Λ)2 − q−3a (na · Λ)2 − · · · .
This series is a matrix organized by superdiagonals with 
(
(na · Λ − qa)−1
)
[k],[k+j] =
−q−(j+1)a ((na · Λ)j)[k],[k+j] the j-th block in the k-th superdiagonal, and no series is 
involved for a given block; i.e., the expression is not only formal but it is well deﬁned. 
However, we should also tackle the more subtle problem of the domain of these matrices. 
In particular, its action on χ gives (na · Λ)χ(x) = (na ·x)χ(x) and corresponding series 
is (na · Λ − qa)−1χ = −q−1a − q−2a (na · x) − q−3a (na · x)2 − · · · which converges for 
|na · x| < |qa|. Recalling Proposition 2.6.1 the result follows. 
Deﬁnition 3.1.1.
(1) We introduce
W0(m) :=
D∏
a=1
(na · Λ − qa)ma .
(2) The action of the translation Ta on any function f on ZD is deﬁned by
(Taf)(m1, . . . ,ma, . . . ,mD) = f(m1, . . . ,ma + 1, . . . ,mD),
and the partial diﬀerence operator is given by
Δa := Ta − 1.
These translations depend on N, q and when needed we use the notation T (N,q)a or 
T
(q)
a to indicate it.
(3) The MVOPR and the corresponding second kind functions associated with dμm(x)
will be denoted by P (m, x) and C(m, x).
(4) Assuming the block Cholesky factorization for10 G(m), G(m) = (S(m))−1H(m)×(
S(m)−1
)Û, for each m ∈ ZD we introduce the following semi-inﬁnite matrices
Ma(m) := S(m)
(
(TaS)(m)
)−1
. (3.1.3)
10 With S(m) block lower triangular with the block diagonal populated by identities, and H(m) block 
diagonal.
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For the sake of simplicity, from hereon and when not needed we will omit writing the 
m-dependence and it will be implicitly assumed.
Proposition 3.1.2. The moment matrix satisﬁes
TaG = (na · Λ − qa)G = G((na · Λ)Û − qa).
Proof. We observe that (3.1.2) could be written as
G(m) = W0(m)G = G
(
W0(m)
)Û
. 
Proposition 3.1.3. The matrix Ma = S(TaS)−1 fulﬁlls
Ma = H
(
(TaS)(na · Λ − qa)S−1
)Û(TaH)−1. (3.1.4)
Moreover, Ma is a block lower unitriangular matrix with only the ﬁrst subdiagonal dif-
ferent from zero; i.e., Ma = I + ρa with
ρa = H(na · Λ)Û(TaH)−1 (3.1.5)
= −Δaβ. (3.1.6)
Proof. For (3.1.4) introduce the Cholesky factorization in the second equality in (3.1.2), 
this equation has as direct consequence (3.1.5). The relation (3.1.6) follows from (3.1.3)
and (3.1.4). 
Componentwise we have
ρa :=
⎛⎜⎜⎝
0 0 0 · · ·
ρa,[1] 0 0 · · ·
0 ρa,[2] 0
... . . . . . . . . .
⎞⎟⎟⎠
with
ρa,[k] := H[k][(na · Λ)[k−1],[k]]Û
(
TaH[k−1]
)−1 (3.1.7)
= −Δaβ[k]. (3.1.8)
Deﬁnition 3.1.2. We introduce the wave matrices11
W1 :=SW0, W2 :=H
(
S−1
)Û
,
and the lattice resolvents
11 These deﬁnitions are motivated by the relation W1G = W2.
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ωa := (TaH)MÛa H−1, a ∈ {1, . . . , D}. (3.1.9)
Proposition 3.1.4. The evolved wave functions W1 and W2 satisfy the following
G = W1(m)−1W2(m). (3.1.10)
Proof. From the Cholesky factorization we deduce that
G = W0(m)−1(S(m))−1 H(m)
(
(S(m))−1
)Û
= W1(m)−1W2(m).  (3.1.11)
For the lattice resolvent we have
Proposition 3.1.5. The lattice resolvent can be expressed as
ωa = (TaS)(na · Λ − qa)S−1. (3.1.12)
Moreover, we have the explicit form
ωa = αa + na · Λ
where the diagonal terms have the following alternative expressions
αa = (TaH)H−1 (3.1.13)
= (Taβ)(na · Λ) − (na · Λ)β − qa. (3.1.14)
Componentwise we have
αa,[k] = (TaH[k])H−1[k] (3.1.15)
= (Taβ[k])(na · Λ)[k−1],[k] − (na · Λ)[k],[k+1]β[k+1] − qa. (3.1.16)
Proof. The ﬁrst relation is a consequence of (3.1.4) and (3.1.9), then (3.1.12) and (3.1.13)
are consequences of (3.1.12) and (3.1.9). Finally, from (3.1.12) and (3.1.13) we infer 
(3.1.14). 
As byproduct we get
Proposition 3.1.6. The following equations hold
(TaH[k])H−1[k] = (Taβ[k])(na · Λ)[k−1],[k] − (na · Λ)[k],[k+1]β[k+1] − qa,
H[k][(na · Λ)[k−1],[k]]Û
(
TaH[k−1]
)−1 = −Δaβ[k].
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A set of Toda type equations can be derived.
Theorem 3.1.1. The quasi-tau matrices H[k] are subject to the following equations
Δb
(
(ΔaH[k])H−1[k]
)
= (na · Λ)[k],[k+1]H[k+1][(nb · Λ)[k],[k+1]]Û
(
TbH[k]
)−1
− (TaH[k])[(nb · Λ)[k−1],[k]]Û
(
TaTbH[k−1]
)−1(na · Λ)[k−1],[k].
The matrices β[k] fulﬁll(
(Tbβ[k])(nb · Λ)[k−1],[k] − (nb · Λ)[k],[k+1]β[k+1] − qb
)
(Δaβ[k])
= TbΔaβ[k]
(
(TaTbβ[k])(nb · Λ)[k−1],[k] − (nb · Λ)[k],[k+1](Taβ[k+1]) − qb
)
.
Proof. An immediate consequence of Proposition 3.1.6. 
Let us stress that the matrices in the nonlinear lattice have increasing sizes.
Proposition 3.1.7. If TaG and G admit Cholesky decompositions then for each a ∈
{1, . . . , D} we have the following LU factorization
na · J − qa = Maωa, (3.1.17)
and the UL factorization
Ta(na · J) − qa = ωaMa. (3.1.18)
Proof. From Proposition 3.1.2 we get
TaG =(TaS)−1(TaH)
(
(TaS)−1
)Û Cholesky factorization of (TaG)
= (na · J − qa)G see Proposition 3.1.2
= (na · J − qa)S−1H
(
S−1
)Û Cholesky factorization of G
and therefore we have the Cholesky factorization (3.1.17). To prove (3.1.18) we observe 
that the Lax equations (3.1.20) lead to
Ta(na · J − qa)ωa = ωa(na · J − qa)
= ωaMaωa
which imply the result. 
Thus, for each given direction these translations reproduce the behavior of the classical 
elementary Darboux transformations which imply the interchange or intertwining of the 
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lower triangular and upper triangular factors in the Gauss–Borel decomposition. Later 
on we will discuss the explicit form of these Darboux transformations for the MVOPR, 
quasi-tau and β matrices.
Before we derived (3.1.7) and (3.1.15) where we expressed ρa,[k], (3.1.8), (3.1.16) and 
αa,[k] in terms of H and β matrices and its discrete time translations. Now, we show an 
alternative form of writing these functions, with no discrete time translations involved, 
in terms of quasi-determinants of truncated Jacobi matrices.
In (3.1.7) and (3.1.15) we expressed ρa,[k] and αa,[k] in terms of H’s and its dis-
crete time translations, and in (3.1.8) and (3.1.16) we gave alternative expressions in 
terms of β’s and its discrete time translations. Now, we ﬁnd expressions, in terms of 
quasi-determinants of truncated Jacobi matrices, that do not require of discrete time 
translations.
Theorem 3.1.2. In terms of quasi-determinants of the Jacobi matrices we have the fol-
lowing formulae
ρa,[k] = (na · J [k],[k−1])
(
Θ∗(na · J [k] − qaI[k])
)−1
,
αa,[k] = Θ∗(na · J [k+1] − qaI[k+1]).
Proof. It is a direct consequence of Proposition 3.1.7 and Theorem 3.4 of [96]. 
In particular we deduce that
ρa,[k] = H[k](na · Λ[k−1],[k])ÛH[k−1]
(
Θ∗(na · J [k] − qaI[k])
)−1
.
Next, we are ready to collect the integrable system structure for these discrete ﬂows 
giving the classical elements: linear systems, Lax and Zakharov–Shabat equations in its 
discrete version.
Proposition 3.1.8.
(1) For each a ∈ {1, . . . , D} the wave matrices W1 and W2 are solutions of the following 
linear system
TaW = ωaW. (3.1.19)
(2) The Jacobi type matrices na · J , a ∈ {1, . . . , D}, satisfy the discrete Lax equations
Tb(na · J)ωb = ωb (na · J), Mb Tb(na · J) = (na · J)Mb, ∀a, b ∈ {1, . . . , D}.
(3.1.20)
(3) The lattice resolvent ωa and the Ma, a ∈ {1, . . . , D}, are subject to the discrete 
Zakharov–Shabat equations
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(Taωb)ωa = (Tbωa)ωb, Ma(TaMb) = Mb(TbMa), ∀a, b ∈ {1, . . . , D}.
(3.1.21)
Proof. See Appendix D.5. 
3.2. Quasi-tau functions formulae for MVOPR
3.2.1. Expressing the MVOPR in terms of quasi-tau matrices
We discuss here certain expressions for the MVOPR, in terms of the quasi-tau ma-
trices H[k], that extend to the multidimensional situation the τ type formulae of the 1D
scenario.
Proposition 3.2.1. The MVOPR satisfy
ρa,[k](TaP )[k−1] + (TaP )[k] = P[k], (3.2.1)
αa,[k−1]P[k−1] + (na · Λ)[k−1],[k]P[k] = (na · x − qa)(TaP )[k−1], (3.2.2)
Proof. It is just a consequence of P = Ma(TaP ) and ωaP = (na · x − qa)(TaP ). 
Proposition 3.2.2. When p ∈ π+a , i.e. na · p = qa, the following relation holds
(na · Λ)[k−1],[k]P[k](p) = −αa,[k−1]P[k−1](p). (3.2.3)
Proof. Set na · x = qa in (3.2.2). 
Deﬁnition 3.2.1. Together with q := (q1, . . . , qd) we consider the following two rectangular 
matrices
[NΛ]k :=
⎛⎜⎝ (n1 · Λ)[k],[k+1]...
(nD · Λ)[k],[k+1]
⎞⎟⎠ ∈ RD|[k]|×|[k+1]|,
[T (q)H]k :=
⎛⎜⎝T
(q)
1 H[k]
...
T
(q)
D H[k]
⎞⎟⎠ ∈ RD|[k]|×|[k]|.
Observe that, putting together as rows the blocks (na · Λ)[k],[k+1], for a ∈ {1, . . . , D}, 
we get a full column rank matrix [NΛ]k. Hence, the correlation matrix [NΛ]Ûk [NΛ]k ∈
R|[k+1]|×|[k+1]| is invertible and the pseudo-inverse is
[NΛ]+k =
(
[NΛ]Ûk [NΛ]k
)−1[NΛ]Ûk ,
which happens to be a left inverse, see Appendix B.1.
We are now ready for
664 G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739
Theorem 3.2.1. The MVOPR can be expressed in terms of quasi-tau matrices H and its 
discrete time translations as follows
P[k](q) = (−1)k[NΛ]+k−1[T (Nq)H]k−1(H[k−1])−1[NΛ]+k−2[T (Nq)H]k−2
× (H[k−2])−1 · · · [NΛ]+0 [T (Nq)H]0H−1[0] .
Proof. Proposition 3.2.2 takes an interesting form if we choose p ∈ ∩Da=1π+a ; i.e., 
na · p = qa, which means that Np = q and as N is invertible we have p = N−1q. 
In this case (3.2.3) takes the form
[NΛ]k−1P[k](N−1q) = −[T (q)H]k−1H−1[k−1]P[k−1](N−1q).
But, since [NΛ]k−1 has full column rank k we can take its Moore–Penrose pseudo-inverse
[NΛ]+k−1 to get
P[k](N−1q) = −[NΛ]+(k−1)[T (q)H]k−1H−1[k−1]P[k−1](N−1q).
Iterating this relation we get the desired result. 
In the one-dimensional case we only have one component and the block matrices 
are just numbers and we should replace (na · Λ)[k−1],[k] by 1. Thus, for D = 1 the 
Theorem 3.2.1 gives
Pk(q) = (−1)kTHk−1(Hk−1)−1THk−2(Hk−2)−1 · · ·TH0H−10 ,
so that
Pk(q) = (−1)k THk−1THk−2 · · ·TH0
Hk−1Hk−2 · · ·H0
=(−1)k Tτk
τk
, τk := detG[k−1] = Hk−1Hk−2 · · ·H0.
This is a well known expression in terms of Miwa shifts of τ -functions, see §4.3, where 
the τ -function is the determinant of the OPRL moment matrix
3.2.2. Quasi-tau matrix expressions for the second kind functions
Proposition 3.2.3. The second kind functions satisfy
ρa,[k](TaC)[k−1] + (TaC)[k] = (na · x − qa)C[k] − na · Ĉ [k], (3.2.4)
αa,[k]C[k] + (na · Λ)[k],[k+1]C[k+1] = (TaC)[k]. (3.2.5)
Proof. See Appendix D.6. 
From now on in this subsection we take N = ID.
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Deﬁnition 3.2.2. Let us introduce the composed or total translation
T =
D∏
a=1
Ta, M := S
(
TS
)−1
.
Observe that P = M(TP ). From Cholesky factorization (2.3.2) we get
Proposition 3.2.4. The following relation holds
M = (H)
(
S−1
)Û[ D∏
a=1
(Λa − qa)
]Û
(TS)Û(TH)−1. (3.2.6)
This lower unitriangular banded (with D subdiagonals) block matrix can be de-
composed into the product of D lower unitriangular with only the diagonal and ﬁrst 
subdiagonal diﬀerent from zero
Proposition 3.2.5. For each permutation σ in the symmetric group SD the following 
decomposition holds true
M = Mσ(1)
(
Tσ1Mσ2
) · · · (Tσ1 · · ·Tσ(D−1)MσD). (3.2.7)
Proof. From Deﬁnition 3.1.3 for each factor in the RHS of (3.2.7) we have
Mσ1 = S
(
Tσ1S
)−1
,
Tσ1Mσ2 =
(
Tσ1S
)(
Tσ1Tσ2S
)−1
,
...
Tσ(1) · · ·Tσ(D−1)Mσ(D) =
(
Tσ1 · · ·Tσ(D−1)S
)(
Tσ1 · · ·TσDS
)−1
,
and the result follows. 
Deﬁnition 3.2.3. We introduce
ρ
(a)
[k] :=
( D∏
j=a
T−1j
)(
ρa,[k]
) ∈ Rk×(k−1). (3.2.8)
Matrices can be expressed as
Proposition 3.2.6. We have
ρ
(a)
[k] :=
( D∏
j=a
T−1j H[k]
)
(Λa)Û[k−1],[k]
( D∏
j=a+1
T−1j H[k−1]
)−1
. (3.2.9)
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Proof. It follows immediately when we substitute (3.1.7) into (3.2.8). 
For second kind functions, the analogous result to Theorem 3.2.1 is
Theorem 3.2.2. The second kind functions can be written as
C[k](q) = (−1)k+D
∑
1≤a1≤···≤ak≤D
ρ
(ak)
[k] · · · ρ(a1)[1] T−1H[0]
or in terms of quasi-tau matrices and their inverse translations as follows
C[k](q) = (−1)k+D
∑
1≤a1≤···≤ak≤D
(
D∏
j=ak
T−1j H[k])(Λak)Û[k−1],[k](
D∏
j=ak+1
T−1j H[k−1])−1 · · ·
× (
D∏
j=a1
T−1j H[1])(Λa1)Û[0],[1](
D∏
j=a1+1
T−1j H[0])−1T−1H[0]. (3.2.10)
Proof. See Appendix D.7. 
Observe that for D = 1 the formula (3.2.10) reads
C[k](q) = (−1)k+1(T−1H[k])H[k−1])−1 · · · (T−1H[1])H[0])−1T−1H[0]
= (−1)k+1 T
−1(H[k] · · ·H[0])
H[k−1] · · ·H[0]
= (−1)k+1 T
−1τk
τk−1
,
for τk = detG[k], which is the well known formula that expresses the adjoint Baker 
functions in terms of τ -functions and Miwa shifts. For D = 2 we have T = T1T2 and 
(T−1M)−1 = (T−12 M2)−1(T−1M1)−1
C[k](q) = (−1)k
(
T−12 H[k])(Λ1)Û[k−1],[k](H[k−1])−1 · · · (T−12 H[1])(Λ1)Û[0],[1](H[0])−1
+ (T−12 H[k])(Λ1)Û[k−1],[k](H[k−1])−1
· · · (T−12 H[2])(Λ1)Û[1],[2](H[1])−1(T−1H[1])(Λ2)Û[0],[1](T−12 H[0])−1
+ (T−12 H[k])(Λ1)Û[k−1],[k](H[k−1])−1
· · · (T−1H[2])(Λ2)Û[1],[2](T−12 H[1])−1(T−1H[1])(Λ2)Û[0],[1](T−12 H[0])−1
+ (T−1H[k])(Λ2)Û[k−1],[k](T−12 H[k−1])−1
· · · (T−1H[2])(Λ2)Û[1],[2](T−12 H[1])−1(T−1H[1])(Λ2)Û[0],[1](T−12 H[0])−1
)
T−1H[0].
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3.3. Transforming the Christoﬀel–Darboux kernels and kernel polynomials
We give here some relations among translated and nontranslated Christoﬀel–Darboux 
kernels; we begin with the following result for the kernels K(ü)(x, y) and the MVOPR.
Theorem 3.3.1. The translated and nontranslated Christoﬀel–Darboux kernels are con-
nected by
K(ü)(x,y) = (na · x − qa)(TaK)(ü−1)(x,y) + P[ü−1](x)Û(H[ü−1])−1(TaP )[ü−1](y).
(3.3.1)
Proof. See Appendix D.8. 
For the second kind kernels Q(ü)(x, y) and second kind functions C(x) we have
Proposition 3.3.1. The transformed and initial second kind Christoﬀel–Darboux kernels 
are connected by
(TaQ)(ü)(x,y) − (TaQ)(ü)(x,ya)
= (ya − qa)Q(ü)(x,y) +
[
C[ü](x)
]Û [(Λa)[ü−1][ü]]Û (TaH)−1[ü−1]
× [(TaC)[ü−1](y) − (TaC)[ü−1](ya)] . (3.3.2)
Moreover, these kernels fulﬁll
Q(ü)(x,y) + (TaQ)(ü)(xa,y) − (TaQ)(ü)(x,ya) =
=
[
(Λa)[ü−1],[ü]C[ü](x)
]Û [(
H[ü−1]
)−1 [C[ü−1](y)] − ((TaH)[ü−1])−1 [(TaC)[ü−1](ya)]]
xa − ya
−
[(
H[ü−1]
)−1
C[ü−1](x) −
(
(TaH)[ü−1]
)−1 (TaC)[ü−1](xa)]Û [(Λa)[ü−1],[ü]C[ü](y)]
xa − ya .
Proof. Apply Ta to
(TaC)(x) − (TaC)(xa)
xa − qa =
(
Ma
)−1
C(x) (3.3.3)
and use (2.8.2) in
Q(ü)(x,y)
=
[
(Λa)[ü−1],[ü]C[ü](x)
]Û (
H[ü−1]
)−1 [
C[ü−1](y)
]− [C[ü−1](x)]Û (H[ü−1])−1 [(Λa)[ü−1],[ü]C[ü](y)]
xa − ya
+
[−Ma(TaC)[ü](xa)]Û (H [ü])−1 C [ü](y) − [C [ü](x)]Û (H [ü])−1 [−Ma(TaC)[ü](ya)]
xa − ya ,
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but now we can let the Ma act on the C [ü] instead of on the (TaC)[ü] and this way we 
obtain the result. 
3.4. Elementary Darboux transformations and the sample matrix trick
Darboux transformations were introduced in [36] in the context of the Sturm–Liouville 
theory and since then have been applied in several problems. It was in [89], a paper where 
explicit solutions of the Toda lattice where found, where this covariant transformation 
was given the name of Darboux. It has been used in the 1D realm of orthogonal poly-
nomials quite successfully, see for example [127,28,29,88]. In Geometry the theory of 
transformations of surfaces preserving some given properties conforms a classical sub-
ject, in the list of such transformations given in the classical treatise by Eisenhart [45] we 
ﬁnd the Levy transformation, which later on was named as elementary Darboux transfor-
mation and known in the orthogonal polynomials context as Christoﬀel transformation 
[127,109]; in this paper we have denoted it by T . The adjoint elementary Darboux or 
adjoint Levy transformation T−1 is also relevant [89,42] and is sometimes referred to as
a Geronimus transformation [127], and in the notation of this paper corresponds to T−1. 
For further information see [103,62]. In order to extend it to the multivariate realm let 
us recall some basic facts about the 1D case and then extend it to an arbitrary number 
of dimensions.
3.4.1. The 1D context. Elementary Darboux transform
For D = 1 (3.2.3) reads
Pk(q) = −αkPk−1(q)
and as we are dealing with numbers we deduce
αk = − Pk(q)
Pk−1(q)
that reintroduced in the D = 1 version of (3.2.2) gives the so-called kernel polynomials 
[127],
TPk−1(x) =
Pk(x)Pk−1(q) − Pk(q)Pk−1(x)
x − q
1
Pk−1(q)
= K(k)(x, q) Hk
Pk−1(q)
(3.4.1)
which is the standard elementary Darboux transformation for the OPRL. From αk =
(THk)H−1k we get
(TkHk)Pk−1(q) = −Pk(q)Hk.
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Notice that we can recover this relation directly from the D = 1 version of (3.3.1)
evaluated at x = q
K(ü)(q, y) = −Pü(q)(THü−1)−1(TP )ü−1(y).
That is, according to (3.4.1), the transformed polynomials are intimately related to 
the Christoﬀel–Darboux kernel; this motivates that the polynomials TPk are sometimes 
known as kernel polynomials [127].
3.4.2. The multivariate elementary Darboux transformation
A nice property of (3.4.1) is that the Darboux transformed OPRL are expressed 
explicitly in terms of objects related to the OPRL associated with the original measure. 
This is apparently lost in the multivariate situation as, despite equation (3.2.2) gives 
new MVOPR associated with the shifted measure Tadμm in terms of the MVOPR for 
the measure dμm, now the equivalent relation (3.2.3) does not allow to express αa,[k]
in terms of MVOPR for the original measure solely. We could use Theorem 3.1.2 which 
involves no translations, however it is expressed in terms of quasi-determinants of the 
Jacobi type matrix and not in terms of the MVOPR. We will show a way to overcome 
this problem.
We begin with the elementary multivariate Darboux transformation associated with 
n ∈ RD and q ∈ R. For that aim we are going to describe what we call the sample matrix 
trick.
Deﬁnition 3.4.1. Given the set {p1, . . .p|[k]|} ⊂ π+ = {x ∈ RD : x · n = q} ⊂ RD, whose 
elements are known as nodes, we consider the sample matrices
Σk[ü] =
(
P[ü](p1) . . . P[ü](p|[k]|)
) ∈ R|[ü]|×|[k]|.
The set {p1, . . .p|[k]|} of nodes is said to be a poised set for the interpolation polynomials
{Pka}|[k]|a=1 if the sample matrix Σk[k] is invertible, i.e. detΣk[k] Ó= 0.
We now consider the transformation generated by the discrete ﬂow Tdμ(x) = (n ·x−
q)dμ(x). An important observation is that the matrix α[k] can be expressed in terms of 
sample matrices of MVOPR, this is the sample matrix trick.
Proposition 3.4.1. For a poised set {p1, . . . , p|[k]|} ⊂ π+ ⊂ RD of nodes we can write
α[k] = −(n · Λ)[k],[k+1]Σk[k+1]
(
Σk[k]
)−1
. (3.4.2)
Proof. From (3.2.3) we get
α[k]P[k](pi) = −(n · Λ)[k],[k+1]P[k+1](pi), i = 1, . . . , |[k]|,
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or
α[k]
(
P[k](p1) . . . P[k](p|[k]|)
)
= − ((n · Λ)[k],[k+1]P[k+1](p1) . . . (n · Λ)[k],[k+1]P[k+1](p|[k]|)) ,
and as we are dealing with a poised set of nodes we get the result. 
Hence, we have a set of nodes {p1, . . . , p|[k]|} ⊂ π+ ⊂ RD and a set of interpola-
tion data, −(n · Λ)[k],[k+1]Σk[k+1], so that the linear combination φ(x) = α[k]P[k](x), 
the interpolation function, passes through the interpolation points; i.e., φ(pj) =
−(n · Λ)[k],[k+1]P[k+1](pj).
Now, we are ready to give the elementary multivariate Darboux transformations for 
MVOPR
Theorem 3.4.1. Given a poised set {p1, . . .p|[k]|} ⊂ π+ ⊂ RD of nodes we have the follow-
ing expressions of the elementary Darboux transformed MVOPR, the kernel polynomials 
TP (x) associated with (n · x − q)dμ(x), in terms of quasi-determinants of the original 
MVOPR
(TP )[k](x) = (n · x − q)−1(n · Λ)[k],[k+1]Θ∗
(
Σk[k] P[k](x)
Σk[k+1] P[k+1](x)
)
. (3.4.3)
For the second kind functions analogous relations hold
(TC)[k](x) = (n · Λ)[k],[k+1]Θ∗
(
Σk[k] C[k](x)
Σk[k+1] C[k+1](x)
)
. (3.4.4)
Proof. To prove (3.4.3) introduce in (3.2.2) the expressions given in (3.4.2) to get the 
kernel polynomials
(TP )[k](x) = (n · x − q)−1(n · Λ)[k],[k+1]
(
P[k+1](x) − Σk[k+1]
(
Σk[k]
)−1
P[k](x)
)
= (n · x − q)−1(n · Λ)[k],[k+1] SC
(
Σk[k] P[k](x)
Σk[k+1] P[k+1](x)
)
, (3.4.5)
from where the result follows. For (3.4.4) we recall (3.2.5) and use (3.4.2). 
We remark that we are using the notation of [96] for the quasi-determinants, and 
in fact in this case the lower right corner is a |[k]|-th dimensional vector, not even a 
square matrix, therefore we are dealing with an extended quasi-determinant with some 
of elements not in a ring. Notice that this result extends to the multivariate situation the 
well known 1D situation described by (3.4.1). For the transformed quasi-tau functions 
H’s and the coeﬃcients β we have
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Proposition 3.4.2. When the conditions speciﬁed in Theorem 3.4.1 are satisﬁed the ele-
mentary Darboux transformations of the matrices H[k] and β[k] are given by the following 
quasi-determinantal formulae
(TH)[k] = (n · Λ)[k],[k+1]Θ∗
(
Σk[k] H[k]
Σk[k+1] 0
)
and we have the relation
(Tβ)[k](n · Λ)[k−1],[k] = q + (n · Λ)[k],[k+1]Θ∗
(
Σk[k] I[k]
Σk[k+1] β[k+1]
)
.
Proof. The ﬁrst relation is an immediate consequence (3.4.2) and (3.1.15) so that
(TH)[k] = −(n · Λ)[k],[k+1]Σk[k+1]
(
Σk[k]
)−1
H[k].
From (3.4.2) and (3.1.16) we get
(Tβ)[k](n · Λ)[k−1],[k] − (na · Λ)[k],[k+1]β[k+1] − q = −(n · Λ)[k],[k+1]Σk[k+1]
(
Σk[k]
)−1
that is
(Tβ)[k](n · Λ)[k−1],[k] = q + (n · Λ)[k],[k+1]
(
β[k+1] − (Σk[k+1]
(
Σk[k]
)−1)
. 
Observe that we can diagrammatically write à la Gel’fand
(TH)[k] =
∣∣∣∣∣∣
Σk[k] H[k]
(n · Λ)[k],[k+1]Σk[k+1] 0
∣∣∣∣∣∣ ,
(Tβ)[k](n · Λ)[k−1],[k] = q +
∣∣∣∣∣∣
Σk[k] I[k]
(n · Λ)[k],[k+1]Σk[k+1] (n · Λ)[k],[k+1]β[k+1]
∣∣∣∣∣∣ .
We can give a more explicit expression for β using the Moore–Penrose pseudo-inverse. 
In fact, using Proposition 6.2.3 and the multinomial matrix M[k] (A.2.3) we can write
(Tβ)[k] = qM−1/2[k]
(
(n · Λ)[k−1],[k]M−1/2[k]
)+
+
∣∣∣∣∣∣∣∣
Σk[k] M−1/2[k]
(
(n · Λ)[k−1],[k]M−1/2[k]
)+
(n · Λ)[k],[k+1]Σk[k+1] (n · Λ)[k],[k+1]β[k+1]M−1/2[k]
(
(n · Λ)[k−1],[k]M−1/2[k]
)+
∣∣∣∣∣∣∣∣ .
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3.5. Multivariate Christoﬀel formula and quasi-determinants
For D = 1 there is a well known formula for the orthogonal polynomials {qn(x)}
associated to a measure of the form c(x −q1) · · · (x −qm)dμ(x) in terms of the orthogonal 
polynomials {pn(x)} of the measure dμ(x), see §2.5 of [109], as
qn(x) =
1
c(x − q1) · · · (x − qm)
∣∣∣∣∣∣∣∣
pn(x) . . . pn+m(x)
pn(q1) . . . pn+m(q1)
...
...
pn(ql) . . . pn+m(ql)
∣∣∣∣∣∣∣∣ .
The Hungarian Mathematician Gabor Szegő, who considers the proof very easy, points 
out that it was proven for dμ = dx by Elwin Bruno Christoﬀel in [34]. This fact was 
rediscovered in the Toda context, see for example the formula (5.1.11) in [89] for W+n (N).
In this section we will construct an analog to the Christoﬀel formula in the multivariate 
context. We use the sample matrix trick and quasi-determinants.
3.5.1. Iterating two elementary Darboux transformations
First, for a better understanding we discuss the iteration of two elementary Darboux 
transformations
dμ(x) → (n(1) · x − q(1))dμ(x) → (n(2) · x − q(2))(n(1) · x − q(1))dμ(x)
or, equivalently, dμ → T (1)T (2)dμ.
Given the corresponding lattice resolvents
ω(a) = (T (a)S)(n(a) · Λ − q(a))S−1, a ∈ {1, 2}, (3.5.1)
we introduce
Deﬁnition 3.5.1. The second iterated resolvent matrix is
ω :=
(
T (2)ω(1)
)
ω(2). (3.5.2)
A ﬁrst result regarding the two step Darboux transformation is
Proposition 3.5.1. The MVOPR satisfy
(n(2) · x − q(2))(n(1) · x − q(1))(T (2)T (1)P )(x) = ωP (x). (3.5.3)
Proof. It is a consequence of (n(a) · x − q(a))T (a)P = ω(a)P with a ∈ {1, 2}. 
Regarding the matrix structure of ω if we deﬁne
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n := q(1)n(2) + q(2)n(1) ∈ RD
we quickly ﬁnd that
Proposition 3.5.2. The second iterated resolvent ω decomposes in diagonals as follows
ω =(n(1) · Λ)(n(2) · Λ)
second superdiagonal
+ (T (1)T (2)β)(n(1) · Λ)(n(2) · Λ) − (n(1) · Λ)(n(2) · Λ)β − n · Λ
ﬁrst superdiagonal
+ (T (1)T (2)H)H−1
diagonal
(3.5.4)
Proof. From (3.5.1) and (3.5.2) we get
ω = (T (1)T (2)S)
(
(n(1) · Λ)(n(2) · Λ) − n · Λ + q(1)q(2))S−1
and the two superdiagonal terms follow immediately. Now, from ω(a) = n(a) · Λ +
(T (a)H)H−1 we get the diagonal part 
(
T (2)((T (1)H)H−1)
)
(T (2)H)H−1. 
Notice that the Zakharov–Shabat or compatibility equations (3.1.21), which can be 
written as the symmetry condition ω =
(
T (2)ω(1)
)
ω(2) =
(
T (1)ω(2)
)
ω(1), are an immedi-
ate consequence of the previous result.
Proposition 3.5.3. Relations (3.5.4) can be written componentwise as follows
(ω)[k],[k+2] =
(
(n(1) · Λ)(n(2) · Λ))[k],[k+2],
(ω)[k],[k+1] = (T (1)T (2)β[k])
(
(n(1) · Λ)(n(2) · Λ))[k−1],[k+1]
− ((n(1) · Λ)(n(2) · Λ))[k],[k+2]β[k+2] − (n · Λ)[k],[k+1]
(ω)[k],[k] = (T (1)T (2)H[k])H−1[k] .
Again we need to look at certain hyperplanes π(a,+) = {x ∈ RD : n(a) · x = q(a)}, for 
a ∈ {1, 2}.
Proposition 3.5.4. For any p ∈ π1,+ ∪ π2,+, i.e., either n(1) · p = q(1) or n(2) · p = q(2), 
we have
ω[k],[k+2]P[k+2](p) + ω[k],[k+1]P[k+1](p) + ω[k],[k]P[k](p) = 0. (3.5.5)
Proof. It follows from (3.5.3). 
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We now employ the sample matrix trick used for the elementary Darboux transfor-
mation to characterize ω in terms of MVOPR evaluated at some particular points. For 
the sets {p(1)j }|[k]|j=1, {p(2)j }|[k+1]|j=1 we use the notation introduced in Deﬁnition 3.4.1, i.e. we 
use the matrices Σ(1),k[ü] for the ﬁrst set of points and Σ
(2),k
[ü] for the second set.
Proposition 3.5.5. Suppose that 
{
p
(1)
j
}|[k]|
j=1 ∪
{
p
(2)
j
}|[k+1]|
j=1 ⊂ π1,+ ∪π2,+ is a poised set for (
P[k]
P[k+1]
)
, i.e. 
∣∣∣∣ Σ(1),k[k] Σ(2),k[k+1]Σ(1),k[k+1] Σ(2),k+1[k+1]
∣∣∣∣ Ó= 0. Then
(ω[k],[k] ω[k],[k+1] ) = −ω[k],[k+2]
(
Σ(1),k[k+2] Σ
(2),k+1
[k+2]
)(Σ(1),k[k] Σ(2),k+1[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1]
)−1
.
Proof. As said we proceed as in the proof of Proposition 3.4.2 and evaluate (3.5.5) in 
the set {p(1)j }|[k]|j=1 ∪ {p(2)j }|[k+1]|j=1 to get
(ω[k],[k] ω[k],[k+1] )
(
Σ(1),k[k] Σ
(2),k+1
[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1]
)
= −ω[k],[k+2]
(
Σ(1),k[k+2] Σ
(2),k+1
[k+2]
)
,
from where the result follows. 
Theorem 3.5.1. For the composition of two elementary Darboux transformations, when 
the conditions required in Proposition 3.5.5 hold, we have the following multivariate 
quasi-determinantal Christoﬀel formula for the kernel polynomials
(T (2)T (1)P )[k](x)
=
(
(n(1) · Λ)(n(2) · Λ))[k],[k+2]
(n(2) · x − q(2))(n(1) · x − q(1))Θ∗
⎛⎜⎜⎝
Σ(1),k[k] Σ
(2),k+1
[k] P[k](x)
Σ(1),k[k+1] Σ
(2),k+1
[k+1] P[k+1](x)
Σ(1),k[k+2] Σ
(2),k+1
[k+2] P[k+2](x)
⎞⎟⎟⎠ .
Proof. From (3.5.3) we get
(n(2) · x − q(2))(n(1) · x − q(1))(T (2)T (1)P )[k](x)
= ω[k],[k+2]P[k+2](x) + ω[k],[k+1]]P[k+1](x) + ω[k],[k]P[k](x)
= ω[k],[k+2]
(
P[k+2](x) −
(
Σ(1),k[k+2] Σ
(2),k+1
[k+2]
)(Σ(1),k[k] Σ(2),k[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1]
)−1(
P[k](x)
P[k+1](x)
))
from where the result follows. 
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Proposition 3.5.6. The quasi-tau matrices H[k] and the β[k] matrices transform for a 
2-step elementary Darboux transformation according to the following quasi-determinantal 
formulae
(T (1)T (2)H)[k] =
(
(n(1) · Λ)(n(2) · Λ))[k],[k+2]
∣∣∣∣∣∣∣∣∣
Σ(1),k[k] Σ
(2),k+1
[k] H[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1] 0[k+1],[k]
Σ(1),k[k+2] Σ
(2),k+1
[k+2] 0[k+2],[k]
∣∣∣∣∣∣∣∣∣ ,
(T (1)T (2)β[k])
(
(n(1) · Λ)(n(2) · Λ))[k−1],[k+1]
= (n · Λ)[k],[k+1]
+
(
(n(1) · Λ)(n(2) · Λ))[k],[k+2]
∣∣∣∣∣∣∣∣∣
Σ(1),k[k] Σ
(2),k+1
[k] 0[k],[k+1]
Σ(1),k[k+1] Σ
(2),k+1
[k+1] I[k+1]
Σ(1),k[k+2] Σ
(2),k+1
[k+2] β[k+2]
∣∣∣∣∣∣∣∣∣ .
Proof. See Appendix D.9. 
Observe that in this case we have used Gel’fand style instead of the Olver’s notation 
for quasi-determinant.
3.5.2. The general case: m steps Darboux transformations
We are now ready to consider the general case of m iterated elementary Darboux 
transformations
dμ(x) → Q(x)dμ(x), Q :=
m∏
i=1
(n(i) · x − q(i)),
i.e., dμ → Tdμ, where T := T (1) · · ·T (m) is the iteration of m elementary Darboux 
transformations.
In terms of the lattice resolvents
ω(i) =(T (i)S)(n(i) · Λ − q(i))S−1, i ∈ {1, . . . ,m},
we introduce
Deﬁnition 3.5.2. The m-th iterated resolvent is
ω :=
(
T (m) · · ·T (2)ω(1))(T (m) · · ·T (3)ω(2)) · · ·ω(m).
From the deﬁnition we see that
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Proposition 3.5.7. The m-th iterated resolvent satisﬁes
ω = (TS)
( m∏
i=1
(n(i) · Λ − q(i))
)
S−1. (3.5.6)
Proposition 3.5.8. The m-th iterated resolvent ω can be expressed in diagonals as follows
ω =
( m∏
i=1
(n(i) · Λ)
)
m-th superdiagonal
+ (Tβ)
( m∏
i=1
(n(i) · Λ)
)
−
( m∏
i=1
(n(i) · Λ)
)
β −
m∑
i=1
q(i)
∏
j Ó=i
(n(j) · Λ)
(m − 1)-th superdiagonal
...
+ (TH)H−1
diagonal
(3.5.7)
Proof. Observe that 
∏m
i=1(n(i) · Λ − q(i)) splits into m block superdiagonals. The 
m-th superdiagonal is 
∏m
i=1(n(i) · Λ) while the (m − 1)-th superdiagonal is given by 
− ∑mi=1 q(i)∏j Ó=i(n(i) · Λ). Then, applying (3.5.6) we get the two higher superdiagonals 
of the m-iterated resolvent. Now, from ω(i) = n(i) ·Λ+(T (i)H)H−1 we get the diagonal 
part. 
The components of the m-th iterated resolvent ω are
ω[k],[k+m] =
( m∏
i=1
(
n(i) · Λ))
[k],[k+m]
,
ω[k],[k+m−1] = (Tβ)[k]
( m∏
i=1
(n(i) · Λ)
)
[k−1],[k+m−1]
−
( m∏
i=1
(n(i) · Λ)
)
[k],[k+m]
β[k+m]
−
m∑
i=1
q(i)
(∏
j Ó=i
(n(j) · Λ)
)
[k],[k+m−1]
,
ω[k],[k] = (TH)[k]H−1[k] . (3.5.8)
Proposition 3.5.9. The MVOPR and the second kind functions satisfy
Q(x)TP (x) = ωP (x), (3.5.9)
TC(x) = ωC(x). (3.5.10)
Proof. It follows from (n(i) · x − q(i))T (i)P (x) = ω(i)P (x) with i ∈ {1, . . . , m} and 
T (i)C(x) = ω(i)C(x). 
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We consider again the hyperplanes π(i,+) = {x ∈ RD : n(i) · x = q(i)} for i ∈
{1, . . . , m} to get
Proposition 3.5.10. For any p ∈ ∪mi=1πi,+ we have
ω[k],[k+m]P[k+m](p) + ω[k],[k+1]P[k+m−1](p) + · · · + ω[k],[k]P[k](p) = 0. (3.5.11)
Proof. It follows from (3.5.9). 
The sample matrix trick is used again to characterize ω in terms of MVOPR evaluated 
at some particular points. For the sets 
{
p
(i)
j
}|[k+i−1]|
j=1 , i ∈ {1, . . . , m}, we use the notation 
Σ(i),k[ü] introduced in Deﬁnition 3.4.1.
Proposition 3.5.11. Suppose that ∪mi=1{p(i)j }|[k−1+i]|j=1 ⊂ ∪mi=1π(i),+ is a poised set for ⎛⎝ P[k](x)...
P[k+m−1](x)
⎞⎠, i.e.
∣∣∣∣∣∣∣∣
Σ(1),k[k] . . . Σ
(m),k+m−1
[k]
...
...
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1]
∣∣∣∣∣∣∣∣ Ó= 0.
Then
(ω[k],[k] . . . ω[k],[k+m−1] )
= −ω[k],[k+m]
(
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m]
)⎛⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k]
...
...
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1]
⎞⎟⎟⎠
−1
.
Proof. Evaluate (3.5.11) in the set ∪mi=1{p(i)j }|[k−1+i]|j=1 to get
(ω[k],[k] . . . ω[k],[k+m−1] )
⎛⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k]
...
...
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1]
⎞⎟⎟⎠
= −ω[k],[k+m]
(
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m]
)
and the desired result follows immediately. 
Theorem 3.5.2. If the conditions speciﬁed in Proposition 3.5.11 are fulﬁlled the following 
multivariate quasi-determinantal Christoﬀel formulae hold true
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TP[k](x) =
(∏m
i=1(n(i) · Λ)
)
[k],[k+m]
Q(x) Θ∗
⎛⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k] P[k](x)
...
...
...
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m] P[k+m](x)
⎞⎟⎟⎠ ,
TC[k](x) =
( m∏
i=1
(n(i) · Λ))[k],[k+m]Θ∗
⎛⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k] C[k](x)
...
...
...
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m] C[k+m](x)
⎞⎟⎟⎠ .
Proof. See Appendix D.10. 
In the scalar case, D = 1, this formula in the OPRL context is known as Christoﬀel 
formula, see for example [109].
3.5.3. Quasi-determinantal expressions for the resolvent, quasi-tau matrices and β
An interesting consequence of Proposition 3.5.11 is the following
Proposition 3.5.12. The resolvent coeﬃcients can be expressed as quasi-determinants as 
follows
ω[k],[k+i] =
( m∏
j=1
(n(j) · Λ))[k],[k+m]Θ∗
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k] 0[k],[k+i]
...
...
...
Σ(1),k[k+i−1] . . . Σ
(m),k+m−1
[k+i−1] 0[k+i−1],[k+i]
Σ(1),k[k+i] . . . Σ
(m),k+m−1
[k+i] I[k+i]
Σ(1),k[k+i+1] . . . Σ
(m),k+m−1
[k+i+1] 0[k+i+1],[k+i]
...
...
...
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m] 0[k+m],[k+i]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Proof. Assuming that ∪mi=1{p(i)j }|[k−1+i]|j=1 ⊂ ∪mi=1π(i),+ is a poised set for 
⎛⎝ P[k](x)...
P[k+m−1](x)
⎞⎠, 
then for i ∈ {0, . . . , m − 1}
ω[k],[k+i] = −ω[k],[k+m]
(
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m]
)
×
⎛⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k]
...
...
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1]
⎞⎟⎟⎠
−1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0[k],[k+i]
...
0[k+i−1],[k+i]
I[k+i]
0[k+i+1],[k+i]
...
0[k+m−1],[k+i]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. 
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The previous proposition together with (3.5.8) gives
Proposition 3.5.13. The m-th iteration of elementary Darboux transformations has the 
following eﬀects on the quasi-tau matrices H[k]
TH[k] =
( m∏
i=1
(n(i) · Λ))[k],[k+m]Θ∗
⎛⎜⎜⎜⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k] H[k]
Σ(1),k[k+1] . . . Σ
(m),k+m−1
[k+1] 0[k+1],[k]
...
...
...
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m] 0[k+m],[k],
⎞⎟⎟⎟⎟⎟⎠ ,
and on the matrices β[k]
(Tβ)[k]
( m∏
i=1
(n(i) · Λ)
)
[k−1],[k+m−1]
=
m∑
i=1
q(i)
(∏
j Ó=i
(n(j) · Λ)
)
[k],[k+m−1]
+
( m∏
i=1
(n(i) · Λ))[k],[k+m]Θ∗
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k] 0[k],[k+m−1]
...
...
...
Σ(1),k[k+m−2] . . . Σ
(m),k+m−1
[k+m−2] 0[k+m−2],[k+m+1]
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1] I[k+m+1]
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m] β[k+m]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We remark that in Proposition 3.5.6 and Proposition 3.5.13 we can get explicitly the 
transformed β by multiplying on the right by right inverse matrices of the product of 
factors of type n · Λ, for that aim see Proposition 6.2.3. We obtain that a right inverse 
of 
(∏m
i=1(n(i) · Λ)
)
[k−1],[k+m−1]
can be expressed in terms of pseudo-inverses as
m−1∏
i=0
(
M−1/2[k+i]
(
(n(i) · Λ)[k−1+i],[k+i]M−1/2[k+i]
)+)
,
where we use the multinomial matrix (A.2.3). Therefore
Proposition 3.5.14. After the iteration of m elementary Darboux transformations the 
transformed coeﬃcient β can be expressed as a quasi-determinant as follows
Tβ[k] =
m∑
i=1
q(i)
(∏
j Ó=i
(n(j) · Λ)
)
[k],[k+m−1]
m−1∏
i=0
(
M−1/2[k+i]
(
(n(i) · Λ)[k−1+i],[k+i]M−1/2[k+i]
)+)
+
( m∏
i=1
(n(i) · Λ))[k],[k+m]
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×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Σ(1),k[k] . . . Σ
(m),k+m−1
[k] 0[k],[k+m−1]
...
...
...
Σ(1),k[k+m−2] . . . Σ
(m),k+m−1
[k+m−2] 0[k+m−2],[k+m+1]
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1]
∏m−1
i=0
(
M−1/2[k+i]
(
(n(i) ·Λ)[k−1+i],[k+i]M−1/2[k+i]
)+)
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m] β[k+m]
∏m−1
i=0
(
M−1/2[k+i]
(
(n(i) ·Λ)[k−1+i],[k+i]M−1/2[k+i]
)+)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
3.5.4. Christoﬀel–Darboux kernel and the kernel polynomials
The transformed polynomials TPk are known in the 1D case as kernel polynomials 
because of the nice formula (3.4.1). We will show now that a similar relation holds in 
the multivariate situation, and thus the transformed MVOPR should receive the name 
of multivariate kernel polynomials in the same footing as it happens in the 1D scenario.
Now we consider a result similar to Theorem 3.3.1 but for m elementary Darboux 
transformations. In doing so we need
Deﬁnition 3.5.3. We introduce the following truncation matrix of the resolvent matrix
ω[ü,m] :=
⎛⎜⎜⎜⎜⎝
ω[ü],[ü] ω[ü],[ü+1] . . . ω[ü],[ü+m−2] ω[ü],[ü+m−1]
0[ü+1],[ü] ω[ü+1],[ü+1] . . . ω[ü+1],[ü+m−2] ω[ü+1],[ü+m−1]
... . . .
...
...
0[ü+m−2],[ü] 0[ü+m−2],[ü+1] . . . ω[ü+m−2],[ü+m−2] ω[ü+m−1],[ü+m−1]
0[ü+m−1],[ü] 0[ü+m−1],[ü+1] . . . 0[ü+m−1],[ü+m−2] ω[ü+m−1],[ü+m−1]
⎞⎟⎟⎟⎟⎠
and the upper unitriangular matrix ζ [ü,m] := H [ü]
(
TH [ü]
)−1
ω[ü,m].
Notice that ζ [ü,m][ü+i],[ü+i] = I[ü+i], for i ∈ {0, . . . , m − 1} and that 
(
H [ü]
)−1
ζ [ü,m] =(
TH [ü]
)−1
ω[ü,m].
Theorem 3.5.3. The following formula relating Christoﬀel–Darboux kernels after and 
before the iteration of m elementary Darboux transformations holds true
K(ü+m)(x,y) = Q(x)TK(ü)(x,y)
+
⎛⎜⎝ TP[ü](y)...
TP[ü+m−1](y)
⎞⎟⎠
Û (
H [ü]
)−1
ζ [ü,m]
⎛⎜⎝ P[ü](x)...
P[ü+m−1](x)
⎞⎟⎠ .
(3.5.12)
Proof. See Appendix D.11. 
For only one elementary Darboux transformation, m = 1, the above result reduces to
K(ü+1)(x,y) =(n · x − q)TK(ü)(x,y) + TP[ü](y)ÛH−1[ü] P[ü](x),
G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739 681
and we recover Theorem 3.3.1. For m = 2, i.e., the two step Darboux transformation, 
we get
K(ü+2)(x,y) = Q(x)TK(ü)(x,y) +
(
H−1[ü] TP[ü](y)
H−1[ü+1]TP[ü+1](y)
)Û
ζ([ü,2]
(
P[ü](x)
P[ü+1](x)
)
where
Q = (n(1) · x − q(1))(n(2) · x − q(2)), ζ [ü,2] =
(
I[ü] ζ[ü],[ü+1]
0[ü+1],[ü] I[ü+1]
)
with
ζ[ü],[ü+1] = H[ü](TH[ü])−1
(
(Tβ)[ü]
( 2∏
i=1
(n(i) · Λ)
)
[ü−1],[ü+1]
−
( 2∏
i=1
(n(i) · Λ)
)
[ü],[ü+2]
β[ü+2] − (n · Λ)[ü],[ü+1]
)
and n = q(1)n(2) + q(2)n(1). Then,
K(ü+2)(x,y) = Q(x)TK(ü)(x,y) + TP[ü](y)ÛH−1[ü] P[ü](x) + TP[ü+1](y)ÛH−1[ü+1]P[ü+1](x)
+ TP[ü](y)ÛH−1[ü] ζ[ü],[ü+1]P[ü+1](x).
Deﬁnition 3.5.4. Given the set of points P := ∪mi=1{p(i)j }|[ü−1+i]|j=1 we deﬁne the following 
Christoﬀel–Darboux vectors
κ(ü,m)(y) :=
⎛⎜⎜⎝
κ
(ü,m)
[ü] (y)
...
κ
(ü,m)
[ü+m−1](y)
⎞⎟⎟⎠
Û
, κ
(ü,m)
[ü+i−1](y) :=
⎛⎜⎜⎝
K(ü+m)(p(i)1 ,y),
...
K(ü+m)(p(i)|[ü+i−1]|,y)
⎞⎟⎟⎠
Û
,
i = 1, . . . ,m.
We also introduce
P (ü,m)(x) =
⎛⎜⎝ P[ü](x)...
P[ü+m−1](x)
⎞⎟⎠
Û
, Σ[ü,m] :=
⎛⎜⎜⎝
Σ(1),ü[ü] . . . Σ
(m),ü+m−1
[ü]
...
...
Σ(1),ü[ü+m−1] . . . Σ
(m),ü+m−1
[ü+m−1]
⎞⎟⎟⎠ .
Now, the sample matrix trick leads to the following ﬁnding that relates the Christoﬀel–
Darboux kernel evaluated in a poised set and the transformed polynomials, justifying 
the denomination of kernel polynomials.
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Proposition 3.5.15. Assume that P ⊂ ∪mi=1πi,+ is a poised set, i.e., detΣ(ü,m) Ó= 0; then,
κ(ü,m)(x) = (TP )(ü,m)(x)
(
H [ü]
)−1
ζ [ü,m]Σ[ü,m].
The following quasi-determinantal expressions hold
TP (ü,m)(x) = −Θ∗
(
ζ [ü,m]Σ[ü,m] H [ü]
κ(ü,m)(x) 0
)
, Θ∗
(
ζ [ü,m]Σ[ü,m] H [ü]
κ(ü,m)(x) TP (ü,m)(x)
)
= 0,
One recognizes the ﬁrst formula as an extension to arbitrary dimensions and iterations 
of the 1D formula (3.4.1).
Given another set of points P˜ := ∪mi=1{p˜(i)j }|[ü−1+i]|j=1 which do not need to be neither 
in the union of hyper-planes nor poised, we form the corresponding matrix Σ˜[ü,m] so that
(K(p(i)j , p˜
(˜i)
j˜
)) = (T Σ˜[ü,m])
(
H [ü]
)−1
ζ [ü,m]Σ[ü,m].
We are expressing the evaluation of the Christoﬀel–Darboux kernel of the LHS as the 
product of matrices that at the end are expressed as elementary Darboux transforms, 
or Miwa shifts—see §4.3—, of the quasi-tau matrices, see §3.2.1, as it happens in The-
orem 8.1 in [4]. It is not so clear if it is helpful for the computation of the Fredholm 
determinant det(1 − λSü) of the projection Sü with kernel K(ü+1)(x, y) [4].
4. On continuous Toda and MVOPR
Now, once we have consider the Toda type discrete ﬂows and the corresponding mo-
ments matrices G(m) we are ready to add continuous deformations to the moment 
matrix. We will see that for given appropriate deformations or ﬂows of a given measure 
we get an integrable hierarchy that extends the 2D Toda lattice hierarchy. In our exten-
sion the dependent variables are size varying matrices which satisfy Toda type nonlinear 
PDE.
4.1. The continuous ﬂows
We ﬁrst introduce of time deformations
Deﬁnition 4.1.1. Let us deﬁne the following covector of time variables
t =(t[0], t[1], . . . ), t[k] =(tα(k)1 , . . . , tα(k)|[k]|), tα(k)j ∈ R.
Observe that the just introduced times can be considered as elements in the symmetric 
algebra tÛ ∈ S(RD).
Deﬁnition 4.1.2. The deformation matrix is
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W0(t,m) = exp
( ∞∑
k=0
|[k]|∑
j=1
t
α
(k)
j
Λ
α
(k)
j
) D∏
a=1
(na · Λ − qa)ma ,
and the deformed moment matrix is
G(t,m) := W0(t,m)G.
Notice that G(t, m) = G(m)W0(t, m)Û, and
ΛkG(t,m) = G(t,m)
(
Λk
)Û
, ∀k ∈ ZD+ , G(t,m) = (G(t,m))Û.
Deﬁnition 4.1.3. We introduce the notation
t(x) := tχ(x) =
∞∑
k=0
|[k]|∑
j=1
t
α
(k)
j
xα
(k)
j .
It is not diﬃcult to see that
Proposition 4.1.1. The deformed moment matrix is the moment matrix of the following 
deformed measure
dμt,m(x) = et(x)dμm(x) = et(x)
[ D∏
a=1
(
na · x − qa
)ma]dμ(x).
The Cholesky factorization
G(t,m) := (S(t,m))−1H(t,m)
(
(S(t,m))−1
)Û (4.1.1)
leads to new MVOPR depending on both continuous and discrete time parameters. We 
introduce
Deﬁnition 4.1.4. The wave semi-inﬁnite matrices are
W1(t,m) := S(t,m)W0(t,m), W2(t,m) := H(t,m)
(
(S(t,m))−1
)Û
. (4.1.2)
An important fact regarding wave matrices and Gaussian decomposition of the evolved 
moment matrix is
Proposition 4.1.2. The wave matrices factorize the nondeformed moment matrix as fol-
lows
G =
(
W1(t,m)
)−1
W2(t,m). (4.1.3)
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Proof. From (4.1.1) we deduce that12
G = (W0(t,m)−1G(t,m) (4.1.4)
= (W0(t,m)−1(S(t,m))−1 H(t,m)
(
(S(t,m))−1
)Û (4.1.5)
=
(
W1(t,m)
)−1
W2(t,m).  (4.1.6)
In what follows we will use the splitting as a direct sum of the linear semi-inﬁnite 
matrices in strictly block lower triangular matrices and upper block triangular matrices. 
Then, M+ will denote the projection of M in the upper triangular matrices while M−
the projection in the strictly lower triangular matrices.
Proposition 4.1.3. The wave matrices W1 and W2 solve the following system of linear 
diﬀerential equations
∂W
∂t
α
(k)
j
=
(
J
α
(k)
j
)
+W, j = 1, . . . , |[k]|, k = 0, 1, . . . .
Proof. Diﬀerentiate (3.1.11) to obtain
∂S(t)
∂t
α
(k)
j
S(t)−1 = −(J
α
(k)
j
(t)
)
−,
∂W2(t)
∂t
α
(k)
j
W2(t)−1 =
(
J
α
(k)
j
(t)
)
+,
and the result follows. 
Let us observe that
∂S(t)
∂t
α
(k)
j
S(t)−1 +
(
J
α
(k)
j
(t)
)
− = 0
is of particular relevance. Put for example k = 1 and consider the equations for the times 
t[1] = (t1, . . . , tD), the ﬁrst level times,
∂S
∂ta
S−1 + (Ja)− = 0. (4.1.7)
12 The product of two semi-inﬁnite matrices is a delicate issue. There is no problem if we multiply lower 
triangular with lower triangular, upper triangular with upper triangular and even lower triangular with 
upper triangular, as all the coeﬃcients of the resulting matrix are ﬁnite sums. But the multiplication 
of upper triangular with lower triangular could lead to problems as sums are now inﬁnite series that 
need not to converge. This is why W1(t) is well deﬁned S(t) being lower triangular and W0(t) upper 
triangular. However, for (W1)−1 we need to be more careful as the naïve answer (W1)−1 = W −10 S
−1
1
involves the product of an upper with a lower triangular. A possible answer is to say that the inverse from 
the right is S−1H
(
S−1
)Û(W2(t))−1, which in fact is a consequence of this proposition. Despite of being a 
formal proposition, as we are assuming the existence of the inverse W −11 one could compute this inverse in 
appropriate domains. That is the case for the adjoint Baker functions.
G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739 685
Deﬁnition 4.1.5. Let us decompose the matrices by diagonals, we write
S = I+ β(1) + β(2) + · · · (4.1.8)
where β(1) is the ﬁrst subdiagonal, i.e. β = β(1), and in general β(k) is the k-th subdiag-
onal of S.
Then
Proposition 4.1.4. The coeﬃcients S[k],[k−j] = β(j)[k] of the MVOPR are subject to diﬀer-
ential relations and the ﬁrst three are
∂β[k]
∂ta
= J[k],[k−1],
∂β
(2)
[k]
∂ta
=
∂β
(1)
[k]
∂ta
β
(1)
[k−1],
∂β
(3)
[k]
∂ta
=
∂β
(2)
[k]
∂ta
β
(1)
[k−1] +
∂β
(1)
[k]
∂ta
β
(2)
[k−1] −
∂β
(1)
[k]
∂ta
β
(1)
[k−1]β
(1)
[k−2].
Proof. See Appendix D.12. 
4.2. Baker functions. Lax and Zakharov–Shabat equations
Deﬁnition 4.2.1. Baker functions are deﬁned by
Ψ1 := W1χ, Ψ2 := W2χ∗,
while adjoint Baker functions are given by
Ψ∗1 := (W−11 )Ûχ∗, Ψ∗2 := (W−12 )Ûχ.
We notice that Ψ1 and Ψ∗2 lead to the computation of ﬁnite sums, but Ψ∗1 and Ψ2
involve Laurent series; however (Ψ2)αi = Cαi(t, m) and its domain of convergence is 
Dαi(t, m). We will denote by D∗αi(t, m) the domain of convergence of (Ψ
∗
1)αi(t, m).
Proposition 4.2.1. The following expressions for the Baker functions in terms of MVOPR 
and its multivariate Cauchy transforms hold true
(Ψ1)αi(z) = et(z)
[ D∏
a=1
(
na · z − qa
)ma]
Pαi(z, t,m),
(Ψ2)αi(z) =
∫
Ω
Pαi(y, t)
(z1 − y1) · · · (zD − yD)dμt,m(y), z ∈ Dαi(t,m) \ supp(dμ),
686 G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739
(Ψ∗1)αi(z) =
|[k]|∑
j=1
(H(t,m)−1)αi,αj
∫
Ω
Pαj (y, t,m)
(z1 − y1) · · · (zD − yD)dμ(y),
z ∈ ∩|[k]|j=1D∗αj (t,m) \ supp(dμ),
(Ψ∗2)αi(z) =
|[k]|∑
j=1
(H(t,m)−1)αi,αjPαj (z, t,m).
Proof. See Appendix D.13. 
Proposition 4.2.2. The Baker functions and the adjoint Baker functions satisfy
JaΨ1 = xaΨ1 JaΨ2, = xaΨ2 − lim
xa→∞
[xaΨ2] ,
JÛa Ψ∗1 = xaΨ∗1 − lim
xa→∞
[xaΨ∗1] , JÛa Ψ∗2 = xaΨ∗2.
Proposition 4.2.3.
(1) The Baker functions are subject to the following linear system of diﬀerential equa-
tions
∂Ψi
∂tαj
=
(
J
α
(ü)
j
)
+Ψi,
∂Ψ∗i
∂tαj
= − (J
α
(ü)
j
)Û
+Ψ
∗
i , i = 1, 2.
(2) The MVOPR and its second kind functions satisfy
∂P
∂tαj
= − xαjP + (J
α
(ü)
j
)
+P,
∂C
∂tαj
=
(
J
α
(ü)
j
)
+C.
(3) The following Lax equations hold
∂J
α
(k)
i
∂t
α
(ü)
j
=
[(
J
α
(ü)
j
)
+, Jα(k)i
]
.
(4) The Zakharov–Shabat type equations
∂
(
J
α
(k)
i
)
+
∂t
α
(ü)
j
−
∂
(
J
α
(ü)
j
)
+
∂t
α
(k)
i
+
[(
J
α
(k)
i
)
+,
(
J
α
(ü)
j
)
+
]
= 0,
∂ωa
∂tα
− (TaJα)+ωa + ωa(Jα)+ = 0
are fulﬁlled.
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4.3. Miwa shifts and discrete ﬂows
We will reproduce a characteristic fact in integrable systems, the Miwa’s coherent 
shifts in the time variables lead to discrete ﬂows and Darboux transformations. We now 
will indicate how these Miwa shifts are for this multivariate context. The simplest case is 
perhaps the most interesting one as it reproduces the discrete ﬂows we have considered 
previously. The coherent shifts in the times
t → t′ = t ± [q]a, t′α =
⎧⎨⎩tα, α /∈ Z+ea,tmea ± 1mqm , α = nea with m ∈ Z+,
lead to the following deformation of the measure dμt
dμt(x) −→ dμt′ =
(
1 − xa
q
)∓1
dμt(x) = −q±1d
(
T∓a μt(x)
)
,
which follows from
log
((
1 − xa
q
)∓1)
= ±
∞∑
m=1
(xa)m
mqm
.
Given q ∈ C and n ∈ RD, in order to recover T , we need the coherent shift given by
[q]n =
(n
q
,
n¤2
2q2 ,
n¤3
3q3 , · · ·
)
.
In fact, considering [q]n as a semi-inﬁnite vector of time perturbations of the time vari-
ables t, we get
[q]n(x) =
∞∑
m=1
1
mqm
(n · x)m = − log
(
1 − n · x
q
)
.
Consequently, for the shifted times t′ = t ± [q]n we ﬁnd that
exp(t′(x))) = exp(t(x) ± [q]n(x)) = exp(t(x)) exp
(
∓ log
(
1 − n · x
q
))
= exp(t(x)) exp
(
log
((
1 − n · x
q
)∓1))
=
(
1 − n · x
q
)∓1
exp(t(x)),
which immediately leads to the identiﬁcation
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dμt±[q]n(x) =
(
1 − n · x
q
)∓1
dμt(x)
= −q±1d(T∓1n μt(x)).
Proposition 4.3.1. The Miwa shifts can be constructed as follows(
[q]n
)
[k] =
n¤k
kqk
= 1
k
M[k]χ[k]
(n
q
)
.
Proof. Use Proposition 2.2.1. 
For each level of times we consider the corresponding nabla or gradient operators
∇[k] =
⎛⎜⎜⎜⎜⎜⎜⎝
∂
∂t
α
(k)
1...
∂
∂t
α
(k)
|[k]|
⎞⎟⎟⎟⎟⎟⎟⎠
and also the normal derivatives
∂
∂n¤k
:= 〈n¤k,∇[k]〉(k).
Then, the Miwa shifts are modeled by the left factor of the vertex type operator
exp(t(x)) exp
( ∞∑
k=1
1
kqn
∂
∂n¤k
)
.
4.4. Bilinear equations
We begin with the following observation
Proposition 4.4.1. Wave matrices evaluated at diﬀerent times (t, m) and (t′, m′) fulﬁll
W1(t,m)
(
W1(t′,m′)
)−1 = W2(t,m)(W2(t′,m′))−1.
Proof. From Proposition 4.1.2 we have
W1(t,m)G =W2(t,m), W1(t′,m′)G =W2(t′,m′),
for the same initial moment matrix G, from where the result follows immediately. 
Lemma 4.4.1. We have∫
TD(r)
χ(z)χ∗(z)Ûdz1 · · ·dzD =
∫
TD(r)
χ∗(z)χ(z)Ûdz1 · · ·dzD = (2π i)DI.
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Proof. Observe that
χ(χ∗)Û =
⎛⎜⎝Z[0],[0] Z[0],[1] . . .Z[1],[0] Z[1],[1] . . .... ...
⎞⎟⎠ ,
Z[k],[ü] :=
1
z1 · · · zD
⎛⎜⎜⎜⎝
zk1−ü1 zk1−ü2 . . . zk1−ü|[ü]|
zk2−ü1 zk2−ü2 . . . zk2−ü|[ü]|
...
...
...
zk|[k]|−ü1 zk|[k]|−ü2 . . . zk|[k]|−ü|[ü]|
⎞⎟⎟⎟⎠ .
If we now integrate in the polydisk distinguished border TD(r) using the Fubini theorem 
we factor each integral in a product of D factors, where the i-th factor is an integral over 
zi on the circle centered at origin of radius ri. This is zero unless the integrand is z−1i
which occurs only in the principal diagonal. 
Lemma 4.4.2. Given two semi-inﬁnite matrices U and V we have
UV = 1(2π i)D
∫
TD(r)
Uχ(z)
(
V Tχ∗(z)
)Ûdz1 · · ·dzD
= 1(2π i)D
∫
TD(r)
Uχ∗(z)
(
V Tχ(z)
)Ûdz1 · · ·dzD.
Proof. Use Lemma 4.4.1. 
Theorem 4.4.1. For any pair of times (t, m) and (t′, m′), points r1 ∈ D∗
α
(ü)
j
(t′, m′)
and r2 ∈ Dα(k)i (t, m) in the respective domains of convergence and D-dimensional tori 
TD(r1) and TD(r2) (Shilov borders of polydisks) we can ensure that Baker and adjoint 
Baker functions satisfy the following bilinear identity∫
TD(r1)
(Ψ1)α(k)i (z, t,m)(Ψ
∗
1)α(ü)j (z, t
′,m′)dz1 · · ·dzD
=
∫
TD(r2)
(Ψ2)α(k)i (z, t,m)(Ψ
∗
2)α(ü)j (z, t
′,m′)dz1 · · ·dzD.
Proof. We give two diﬀerent proofs:
• First proof: Use Proposition 4.4.1, Lemma 4.4.2 and Deﬁnition 4.2.1 to get the result.
• Second proof: For any couple of set of times (t, m) and (t′, m′) and
z ∈ (D
α
(k)
i
(t,m) ∩ D∗
α
(ü)
j
(t′,m′)
) \ supp(dμ)
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to study ∫
Ω
dμt(y)Pα(k)i (y, t,m)Pα(ü)j (y, t
′,m′),
we can use the Fubini and the integral Cauchy formula—recalling that we are dealing 
with domains of holomorphy—in each of the two factors to get
|[ü]|∑
j′=1
(H−1(t′,m′))
α
(ü)
j ,α
(ü)
j′
∫
TD(r1)
dz1 · · ·dzD
∫
Ω
dμ(y)
P
α
(k)
i
(z, t,m)P
α
(ü)
j′
(y, t′,m′)
(z1 − y1) · · · (zD − yD)
× et(z)
[ D∏
a=1
(
(na · z) − qa
)ma]
=
|[ü]|∑
j′=1
(H−1(t′,m′))
α
(ü)
j ,α
(ü)
j′
∫
TD(r2)
dz1 · · ·dzD
×
∫
Ω
dμ(y)
P
α
(k)
i
(y, t,m)P
α
(ü)
j′
(z, t′,m′)
(z1 − y1) · · · (zD − yD) e
t(y)
[ D∏
a=1
(
(na · y) − qa
)ma]
,
from where the bilinear identify follows. 
4.5. Toda type integrable equations
We explore now the nonlinear partial diﬀerential equations satisﬁed by the quasi-tau 
matrices and the β matrices.
Proposition 4.5.1. The following relations hold true
∂H[k]
∂ta
H−1[k] = β[k](Λa)[k−1],[k] − (Λa)[k],[k+1]β[k+1], (4.5.1)
H[k+1]
[
(Λa)[k],[k+1]
]Û
H−1[k] = −
∂β[k+1]
∂ta
.
Proof. See Appendix D.14. 
For k = 0 we have
−(Λa)[0],[1]β[1] =
∂H[0]
∂ta
H−1[0] . (4.5.2)
Observe also that
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(Ja)[k+1],[k] = −
∂β[k+1]
∂ta
,
which agrees with (
H−1[k+1](Ja)[k+1],[k]H[k]
)Û
= (Ja)[k],[k+1].
Theorem 4.5.1. The quasi-tau matrices H[k] are subject to the following 2D Toda lattice 
type equations
∂
∂tb
(∂H[k]
∂ta
H−1[k]
)
= (Λa)[k],[k+1]H[k+1]
[
(Λb)[k],[k+1]
]Û
H−1[k]
− H[k]
[
(Λb)[k−1],[k]
]Û
H−1[k−1](Λa)[k−1],[k], (4.5.3)
which can be rewritten for the rectangular matrices β[k] as
∂2β[k]
∂ta∂tb
= − ∂
∂ta
(
β[k](Λb)[k−1],[k]β[k]
)
+
∂β[k]
∂ta
β[k−1](Λb)[k−2],[k−1]
+ (Λb)[k],[k+1]β[k+1]
∂β[k]
∂ta
.
We also have the following partial diﬀerential–diﬀerence equations
Δb
(∂H[k]
∂ta
H−1[k]
)
= (Λa)[k],[k+1]H[k+1][(nb · Λ)[k],[k+1]]Û
(
TbH[k]
)−1
− H[k][(nb · Λ)[k−1],[k]]Û
(
TbH[k−1]
)−1(Λa)[k−1],[k],
and
∂
∂ta
(
(ΔbH[k])H−1[k]
)
= (nb · Λ)[k],[k+1]H[k+1][(Λa)[k],[k+1]]Û(H[k])−1
− (TbH[k])[(Λa)[k−1],[k]]Û
(
TbH[k−1]
)−1(nb · Λ)[k−1],[k].
Notice that (4.5.3) resembles the non-Abelian Toda lattice discussed in [89, Chap-
ter 5, §3]. However, in this case we have two main diﬀerences: in the ﬁrst place the varying 
size of the matrices and in the second place we also have the connectors (Λa)[k],[k+1], 
(Λa)[k−1],[k] and their transpositions connecting diﬀerent sized matrices.
Following the ideas of Theorem 3.2.1
Deﬁnition 4.5.1. We introduce
[Λ]k :=
⎛⎜⎝ (Λ1)[k],[k+1]...
(ΛD)[k],[k+1]
⎞⎟⎠ ∈ RD|[k]|×|[k+1]|,
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the gradient operator
[∇H]k :=
⎛⎜⎜⎝
∂H[k]
∂t1...
∂H[k]
∂tD
⎞⎟⎟⎠ ∈ RD|[k]|×|[k]|,
and
β[k] ⊗ ID = diag(β[k], . . . , β[k]
D times
) ∈ RD|[k]|×D|[k−1]|.
The matrix [Λ]k has full column rank and therefore, see Appendix B.1, the correlation 
matrix [Λ]Ûk [Λ]k ∈ R|[k+1]|×|[k+1]| is invertible and the Moore–Penrose pseudo-inverse 
[Λ]+k =
(
[Λ]Ûk [Λ]k
)−1[Λ]Ûk ∈ R|[k+1]|×D|[k]| is the left inverse [Λ]+k [Λ]k = I[k+1].
Proposition 4.5.2. The β matrices are subject to the following recurrence
β[k+1] = − [Λ]+k [∇H]kH−1[k] + [Λ]+k (β[k] ⊗ ID)[Λ]k−1, β[1] = − (∇H[0])H−1[0] .
Proof. The proof follows immediately from (4.5.1), (4.5.2) and the fact that
[Λ]0 = ID. 
Iterating once and twice the above result we get
β[k+1] = −[Λ]+k [∇H]kH−1[k] − [Λ]+k
([
[Λ]+k−1[∇H]k−1H−1[k−1]
]
⊗ ID
)
[Λ]k−1
+ [Λ]+k
([
[Λ]+k−1(β[k−1] ⊗ ID)[Λ]k−2
]
⊗ ID
)
[Λ]k−1
= −[Λ]+k [∇H]kH−1[k] − [Λ]+k
([
[Λ]+k−1[∇H]k−1H−1[k−1]
]
⊗ ID
)
[Λ]k−1
− [Λ]+k
([
[Λ]+k−1
( [
[Λ]+k−2[∇H]k−2H−1[k−2]
]
⊗ ID
)
[Λ]k−2
]
⊗ ID
)
[Λ]k−1
+ [Λ]+k
([
[Λ]+k−1
([
[Λ]+k−2(β[k−2] ⊗ ID)[Λ]k−3
]
⊗ ID
)
[Λ]k−2
]
⊗ ID
)
[Λ]k−1,
respectively. By induction we deduce the following
Proposition 4.5.3. In terms of logarithmic right derivatives of the quasi-tau matrices the 
β matrices are expressed by
β[k+1] = −[Λ]+k [∇H]kH−1[k] − [Λ]+k
([
[Λ]+k−1[∇H]k−1H−1[k−1]
]
⊗ ID
)
[Λ]k−1 + · · ·
− [Λ]+k
([
[Λ]+k−1
([
[Λ]+k−2 · · ·
([
[Λ]+1 [∇H]0)H−1[0]
]
⊗ID
)
[Λ]+1 · · ·
]
⊗ID
)
[Λ]k−2
]
⊗ID
)
[Λ]k−1.
G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739 693
In the 1D scenario the above formula simpliﬁes and gives the classical τ -expressions 
for βk. Indeed, now
βk+1 = −∂ logHk
∂t1
− ∂ logHk−1
∂t1
− · · · − ∂ logH0
∂t1
and from Hk = τk+1τk we get a telescopical series giving
βk+1 = −∂ log τk+1
∂t1
.
5. KP type equations via congruences
We study how the previous construction leads to families of nonlinear partial diﬀer-
ential–diﬀerence equations involving a ﬁxed site, say the k-th position, in the lattice and 
therefore not mixing several sites in the lattice—notice that in the Toda type equations 
derived before, see Theorems 3.1.1 and 4.5.1, we are faced with relations involving three 
contiguous sites, k − 1, k and k + 1. We refer the reader to [72,87,85,86,110].
5.1. The congruence technique
Let us ﬁrst introduce some notation
Deﬁnition 5.1.1. Given two semi-inﬁnite matrices R1(t, m) and R2(t, m) we say that
• R1(t) ∈ lW0 if R1(t)
(
W0(t, m)
)−1 is a block strictly lower triangular matrix.
• R2(t) ∈ u if it is a block upper triangular matrix.
Then, we can state the following congruences [85] or asymptotic module [71] style 
result
Proposition 5.1.1. Given two semi-inﬁnite matrices R1(t, m) and R2(t, m) such that
• R1(t, m) ∈ lW0(t, m),
• R2(t, m) ∈ u,
• R1(t, m)G = R2(t, m).
Then
R1(t,m) = 0, R2(t,m) = 0.
Proof. Observe that
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R2(t,m) = R1(t,m)G = R1(t,m)
(
W1(t,m)
)−1
W1(t,m)G
= R1(t,m)
(
W1(t,m)
)−1
W2(t,m),
where we have used (4.1.3). From here we get
R1(t,m)
(
W0(t,m)
)−1(
S(t,m)
)−1 = R2(t,m)(H(t,m)((S(t,m))−1)Û)−1,
and, as in the LHS we have a strictly lower triangular matrix while in the RHS we have 
an upper triangular matrix, both sides must vanish and the result follows. 
We use the congruence notation
Deﬁnition 5.1.2. When A − B ∈ lW0 we write A = B + lW0 and if A − B ∈ u we write 
A = B + u.
We introduce the following notation
∂a =
∂
∂ta
, ∂(a,b) =
∂
∂tea+eb
, ∂(a,b,c) =
∂
∂tea+eb+ec
a, b, c = 1, . . . , D, (5.1.1)
and the normal derivative
∂
∂na
=
D∑
b=1
na,b∂a.
Notice that we have employed the round bracket notation for the subindexes of the 
higher times. In fact, this is convenient as it reﬂects the invariance under the action of 
the symmetric group on the letters in the labels, for example t(a,b) = t(b,a).
5.2. Connecting discrete a continuous ﬂows
To begin with let us show the following “asymptotic” behaviors
Proposition 5.2.1. We have
∂bW1 = (Λb + βΛb)W0 + lW0, (5.2.1)
TaW1 =
(
(na · Λ) + (Taβ)(na · Λ) − qa
)
W0 + lW0. (5.2.2)
Proof. From (4.1.2) we get
∂bW1 = (∂bS + SΛb)W0
= (Λb + βΛb)W0 + lW0,
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TaW1 = (TaS)(na · Λ − qa)W0
=
(
(na · Λ) + (Taβ)(na · Λ) − qa
)
W0 + lW0. 
This immediately leads to the following ﬁnding, translations and derivations are al-
most the same thing when acting on the Baker functions
Proposition 5.2.2. The Baker functions Ψ1, Ψ2 are both solutions of the following 
diﬀerence–diﬀerential linear system
∂Ψ
∂na
=TaΨ +
(
qa − (Δaβ)(na · Λ)
)
Ψ.
Proof. From Proposition 5.2.1 we get that( ∂
∂na
− Ta
)
W1 =
(
qa − (Δaβ)(na · Λ)
)
W0 + lW0,
and we easily conclude that( ∂
∂na
− Ta − qa + (Δaβ)(na · Λ)
)
W1 =lW0.
As 
(
∂
∂na
− Ta − qa − (Δaβ)(na · Λ
)
W2 ∈ u from Proposition 5.1.1, with Ri =
(
∂
∂na
−
Ta − qa + (Δaβ)(na · Λ)
)
Wi, i = 1, 2, we deduce( ∂
∂na
− Ta − qa + (Δaβ)(na · Λ)
)
W1 = 0
and the result follows. 
For MVOPR we have
Proposition 5.2.3. The MVOPR satisfy
∂P[k]
∂na
= (na · x − qa)ΔaP[k] − (Δaβ)[k](na · Λ)[k+1],[k]P[k].
Proof. Introduce the form of the Baker function Ψ1 given in Deﬁnition 4.2.1 into Propo-
sition 5.2.2. 
The compatibility of the linear systems satisﬁed by the Baker functions implies
Theorem 5.2.1. The following equation for β holds
Δb
[
∂β
∂na
+ (Δaβ)
(
qa + (na · Λ)β
)]
nb · Λ
= Δa
[
∂β
∂nb
+ (Δbβ)
(
qb + (nb · Λ)β
)]
na · Λ. (5.2.3)
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Proof. See Appendix D.15. 
A remarkable fact regarding (5.2.3) is that, when written componentwise, it only 
involves the rectangular matrix β[k] ∈ R|[k]|×|[k−1]| and no other, for example near neigh-
bors β[k±1], as happens for Toda type equations.
5.3. Second order ﬂows
We introduce the diagonal matrices Va,b = diag((Va,b)[0], (Va,b)[1], (Va,b)[2], . . . )
Va,b :=
∂β
∂ta
Λb, (Va,b)[k] =
∂β[k]
∂ta
(Λb)[k−1],[k], Ua,b := −Va,b − Vb,a. (5.3.1)
Proposition 5.3.1. Both Baker functions Ψ1 and Ψ2 are solutions of
∂Ψ
∂t(a,b)
= ∂
2Ψ
∂ta∂tb
+ Ua,bΨ. (5.3.2)
Proof. On the one hand, from (4.1.2) we ﬁnd
∂(a,b)W1 = (∂a,bS + SΛaΛb)W0,
∂a∂bW1 = (∂a∂bS + ∂aSΛb + ∂bSΛa + SΛaΛb)W0
and therefore (∂(a,b) − ∂a∂b)W1 = −(∂aSΛb + ∂bSΛa)W0 + lW0 so that(
∂a,b − ∂a∂b + Va,b + Vb,a
)
W1 ∈ lW0.
On the other hand, it is obvious that(
∂(a,b) − ∂a∂b + Va,b + Vb,a
)
W2 ∈ u.
Now, we apply Proposition 5.1.1 with
Ri =
(
∂(a,b) − ∂a∂b + Va,b + Vb,a
)
Wi, i = 1, 2,
to get the result. 
Observe that for a = b (5.3.2) reads
∂Ψ[k]
∂t
(2)
a
=
∂2Ψ[k]
∂t2a
+ (Ua)[k]Ψ[k], t(2) :=t(a,a), Ua = − 2Va,a,
which is a time dependent one-dimensional Schrödinger type equation for the square 
matrices Ψ[k], the wave functions, and potential of the square matrix (Ua)[k]. Moreover, 
multidimensional matrix Schrödinger equations appear if we look to other directions, 
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thus given (a1, . . . , ad) ⊂ {1, . . . , D}, a1 < · · · < ad we can look at the second order time 
ﬂow generated by ∂∂t :=
∂
∂ta1,a1
+ · · ·+ ∂∂tad,ad to get in terms of the d-dimensional nabla 
operator ∇ := ( ∂∂ta1 , . . . , 
∂
∂tad
)Û, Laplacian Δ := ∇2 = ∂2∂t2a1 + · · · +
∂2
∂t2ad
and matrix 
potential U := Ua1,a1 + · · · + Uad,ad = 2∇(β) · Λ
∂Ψ[k]
∂t
= ΔΨ[k] + U[k]Ψ[k].
Corollary 5.3.1. The MVOPR satisfy
∂P[k]
∂t(a,b)
(x) =
∂2P[k]
∂ta∂tb
(x) + xa
∂P[k]
∂tb
(x) + xb
∂P[k]
∂ta
(x)
−
(∂β[k]
∂ta
(Λb)[k−1],[k] +
∂β[k]
∂tb
(Λa)[k−1],[k]
)
P[k](x).
Proof. Just introduce expressions for the Baker functions in Proposition 4.2.1 in the 
previous proposition. 
We see that again only k-th site of the lattice is involved in these linear equations 
and, consequently, its compatibility will lead to equations for the coeﬃcients evaluated 
at that site. These nonlinear equation for which β[k] is a solution are
Theorem 5.3.1. The following nonlinear partial diﬀerential equation
∂(c,d)(∂aβΛb + ∂bβΛa) − ∂(a,b)(∂cβΛd + ∂dβΛc)
= ∂a∂b(∂cβΛd + ∂dβΛc) − ∂c∂d(∂aβΛb + ∂bβΛa)
+ (∂b∂cβ)(ΛdβΛa − ΛaβΛd) + (∂b∂dβ)(ΛcβΛa − ΛaβΛc)
+ (∂a∂cβ)(ΛdβΛb − ΛbβΛd) + (∂a∂dβ)(ΛcβΛb − ΛbβΛc)
+
[
∂aβΛb + ∂bβΛa, ∂cβΛd + ∂dβΛc
]
(5.3.3)
is satisﬁed for a, b, c, d ∈ {1, . . . , D}.
Proof. See Appendix D.16. 
Observe that this equation decouples giving for each k the same equation (5.3.3) up 
to the replacements β → β[k] and ΛA → (ΛA)[k−1],[k], k = 1, 2, . . . and A = a, b, c, d. For 
the particular case a = b = A and c = d = B and using the notation tA = x, tB = y, 
t(A,A) = and tB,B = t we get
∂2β
∂t∂x
ΛA − ∂β
∂s∂y
ΛB
= ∂
3β
∂x2∂y
ΛB − ∂
3β
∂x∂y2
ΛA + 2
[∂β
∂x
ΛA,
∂β
∂y
ΛB
]
+ 2 ∂
2β
∂x∂y
(ΛBβΛA − ΛAβΛB).
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5.4. Exploring third order ﬂows
Associated with the third order times t(a,b,c) we introduce the following block diagonal 
matrices
Va,b,c = diag((Va,b,c)[0], (Va,b,c)[1], (Va,b,c)[2], . . . )
with
Va,b,c :=
∂β
∂ta
[β,Λb]Λc,
= ∂β
(2)
∂ta
ΛbΛc − ∂β
∂ta
ΛbβΛc,
(Va,b,c)[k] =
∂β[k]
∂ta
(
β[k−1]
(
Λb
)
[k−2],[k−1] −
(
Λb
)
[k−1],[k]β[k]
)(
Λc
)
[k−1],[k],
=
∂β
(2)
[k]
∂ta
(
Λb
)
[k−2],[k−1] −
∂β[k]
∂ta
(
Λb
)
[k−1],[k]β[k]
(
Λc
)
[k−1],[k].
Observe the use of Proposition 4.1.4; we remark that (Va,b,c)[k] depends on β[k] and 
β
(2)
[k] only, coeﬃcients of the MVOPR for the second and third higher degree monomials, 
P[k](x) = χ[k](x) + β[k]χ[k−1](x) + β(2)[k] χ[k−2](x) + · · · + β(k)[k] . If we insist in using only 
the second higher total degree coeﬃcient and not the third higher total degree coeﬃcient 
there is price we must pay, now we involve two polynomials P[k] and P[k−1]—as we require 
of β[k] and β[k−1]. Then
Proposition 5.4.1. The Baker functions Ψ1 and Ψ2 are both solutions of the third order 
linear diﬀerential equations
∂Ψ
∂t(a,b,c)
= ∂
3Ψ
∂ta∂tb∂tc
− Va,b ∂Ψ
∂tc
− Vc,a ∂Ψ
∂tb
− Vb,c ∂Ψ
∂ta
−
(∂Va,b
∂tc
+ ∂Vb,c
∂ta
+ ∂Vc,a
∂tb
+ Va,b,c + Vb,c,a + Vc,b,a
)
Ψ.
Proof. See Appendix D.19. 
For a = b = c in terms of t(3)a := t(a,a,a) and
U˜a := −3
(∂2β
∂t2a
Λa +
∂β(2)
∂ta
Λ2a −
∂β
∂ta
ΛaβΛa
)
,
the Baker functions satisfy
∂Ψ
∂t
(3)
a
=∂
3Ψ
∂t3a
+ 32Ua
∂Ψ
∂ta
+ U˜aΨ.
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Therefore, in terms of the diﬀerential operators
La := ∂
2
∂t2a
+ Ua, Ua = −2 ∂β
∂ta
Λa,
Pb := ∂
3
∂t3b
+ 32Ub
∂
∂ta
+ U˜b, U˜b = −3∂
2β
∂t2b
Λb − 3∂β
(2)
∂tb
Λ2b + 3
∂β
∂tb
ΛbβΛb,
(5.4.1)
the wave matrix fulﬁlls
∂W1
∂t
(2)
a
= La(W1), ∂W1
∂t
(3)
b
= Pb(W1).
Hence, the following compatibility equations hold
Rab(W1) = 0, Rab :=
∂La
∂t
(3)
b
− ∂Pb
∂t
(2)
a
+
[La,Pb].
Observe that
Rab = −3∂Ua
∂tb
∂2
∂t2b
+ 3∂Ub
∂ta
∂2
∂ta∂tb
+ 2∂U˜b
∂ta
∂
∂ta
+
(
−34
∂Ub
∂t
(2)
a
+ 32
∂2Ub
∂t2a
− 3∂
2Ua
∂t2b
+ 32[Ua, Ub]
) ∂
∂tb
+ 12
∂Ua
∂t
(3)
b
− 12
∂U˜b
∂t
(2)
a
+ ∂
2U˜b
∂t2a
− ∂
3Ua
∂t3b
− 32Ub
∂Ua
∂tb
+ [Ua, U˜b]
is a matrix second order partial diﬀerential operator in ta, tb. Its action on the wave 
matrix can be split into diagonals. 
(
Rab(W )
)
W−10 has all its superdiagonals above the 
second superdiagonal identically zero.13 Consequently, we request to the main diagonal 
and to the ﬁrst and second superdiagonals to cancel.
Proposition 5.4.2. The matrices β and β(2) are subject to
∂2β(2)
∂ta∂tb
Λa =
∂
∂tb
[
∂β
∂ta
Λaβ − 12
∂2β
∂t2a
+ 14
∂β
∂t
(2)
a
]
,
0 = 3 ∂
2
∂t2b
[
1
2
∂β
∂t
(2)
a
− ∂
2β
∂t2a
+ 2 ∂β
∂ta
Λaβ
]
Λb
+ ∂
∂ta
[
2∂
3β
∂t3b
− ∂β
∂t
(3)
b
+
(
∂β
∂tb
Λbβ − ∂β
(2)Λb
∂tb
)
Λbβ
]
Λa
13 It is a consequence of ∂aW1 = (Λa +βΛa)W0 +uW0 and ∂a∂bW1 =
(
ΛaΛb +βΛaΛb + ∂β∂ta Λb +
∂β
∂tb
Λa +
β(2)ΛaΛb
)
W0 + uW0.
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+ 3 ∂
∂tb
[(
2 ∂β
∂ta
Λaβ(2) +
1
2
∂β(2)
∂t
(2)
a
− ∂
2β(2)
∂t2a
)
Λ2b − 2
∂β
∂tb
Λb
∂β
∂ta
Λa
]
+ 3 ∂β
∂tb
Λb
[
∂2β
∂ta∂tb
− 2 ∂β
∂ta
Λaβ − 12
∂β
∂ta
]
Λb − 6 ∂
2β
∂tb∂ta
Λbβ(2)ΛaΛb.
6. Linear isometry invariant measures and MVOPR
In this section we consider orthogonal transformations R ∈ O(RD); i.e., linear isome-
tries R : RD → RD preserving the dot or scalar product: Ru · Rv = u · v, ∀u, v ∈ RD. 
For the matrix [R]B in the canonical basis B = {e1, . . . , eD} of RD of the orthogonal 
endomorphism means [R]ÛB = [R]−1B . Given such an orthogonal transformation x → Rx, 
we assume the linear isometry invariance condition dμ(x) = dμ(Rx).14
6.1. Symmetric powers of a linear isometry. Orthonormal basis and biorthogonal 
systems
What is the action of this linear isometry in the set of MVOPR? or putting it in 
other equivalent terms, how do it act of the corresponding symmetric tensor powers? 
Given any set of linear transformations {fi}mi=1 ∈ End(RD) one can construct a map 
f1 ¤ · · · ¤ fm ∈ End
((
RD
)¤k) such that
(f1 ¤ · · · ¤ fm)(u1 ¤ · · · ¤ um) =f1(u1) ¤ · · · ¤ fm(um), ∀ui ∈ RD.
In this manner we introduce the k-th symmetric power of the endomorphism R acting on 
symmetric tensor powers, R¤k ∈ End
((
RD
)¤k) and, moreover, a diagonal block endo-
morphism in the symmetric algebra, R := diag(1, R[1], R[2], . . . ) = 1 ⊕R[1] ⊕R[2] ⊕· · · ∈
End
(
S(RD)
)
, with its diagonal blocks given by R[k] := R¤k. For a given invertible en-
domorphism R, with inverse R−1, the corresponding endomorphism R in the symmetric 
algebra is invertible with inverse (R−1)[k] = (R−1)¤k. The Sk(RD) is equipped with 
a natural scalar product 〈·, ·〉(k) given in terms of permanents, see Appendix A.2.2. In 
particular, for decomposable symmetric tensors (A.2.2)
〈R¤k(u1 ¤ · · · ¤ uk), R¤k(v1 ¤ · · · ¤ vk)〉(k) = 1
k! perm
⎛⎝Ru1 · Rv1 · · · Ru1 · Rvk... ...
Ruk · Rv1 · · · Ruk · Rvk
⎞⎠
= 1
k! perm
⎛⎝u1 · v1 · · · u1 · vk... ...
uk · v1 · · · Ruk · vk
⎞⎠
= 〈u1 ¤ · · · ¤ uk),v1 ¤ · · · ¤ vk〉(k).
14 The measure μ is said to be invariant under R if for every measurable set A ⊂ RD we have μ (R−1(A)) =
μ(A).
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Thus, the k-th tensor power R¤k is an orthogonal transformation in 
{
Sk(RD), 〈·, ·〉(k)}. 
At this point we stress that care must be taken when we express this fact in terms of 
matrices. Observe that the canonical basis {eαi}|[k]|i=1 , with eαi = e¤αi,11 ¤ · · · ¤ e¤αi,DD , 
is an orthogonal set for 〈·, ·〉(k), but is not orthonormal. In fact, we know that, see 
Appendix A.2.2, ‖eαi‖2 = ( kαi)−1, the metric matrix in this basis being the inverse of 
the multinomial matrix. Let us ﬁnd the matrix representing R¤k in the canonical basis 
Bc = {eαi}|[k]|i=1 ; we proceed to compute
R¤keαi = (Re1)¤αi,1 ¤ · · · ¤ (ReD)¤αi,D
=
( D∑
j=1
Rj1,1ej
)¤αi,1 ¤ · · · ¤ ( D∑
j=1
Rj1,1ej
)¤αi,D
=
[ ∑
|α′|=αi,1
(
αi,1
α′
) D∏
j=1
R
α′j
j,1e
α′
]
¤ · · · ¤
[ ∑
|α′|=αi,D
(
αi,D
α′
) D∏
j=1
R
α′j
j,De
α′
]
=
|[k]|∑
j=1
(R[k])αj ,αieαj ,
which gives the matrix [R[k]]Bc =
[
(R[k])αi,αj
]
. Then, as the transformation preserves 
the scalar product with metric matrix given by M−1[k] , the matrix in the canonical basis 
of the k-th symmetric tensor power satisﬁes
[R[k]]ÛBcM−1[k] [R[k]]Bc = M−1[k] . (6.1.1)
Instead of the canonical basis Bc we could consider the orthonormal linear basis 
B = {ui}|[k]|i=1 with the normalized vectors ui =
(√(
k
αi
) )−1
eαi . In this basis the matrix 
for R¤k is [R[k]]B = M−1/2[k] [R[k]]BcM1/2[k] , which happens to be an orthogonal ma-
trix; i.e., [R]ÛB = [R]−1B = [R−1]B . Another orthogonal basis is B˜c = {e˜αi}|[k]|i=1 , with 
e˜αi =
(
k
αi
)−1
eαi , that despite not being orthonormal, forms with the canonical basis a 
biorthogonal system, i.e. 〈e˜αi , eαj 〉(k) = δi,j . The matrix representing R[k] in this orthog-
onal basis is
ηR,[k] := [R[k]]B˜c =M−1[k] [R[k]]BcM[k]
=M−1/2[k] [R[k]]BM1/2[k] ,
and in the symmetric algebra we have the corresponding block diagonal matrix
ηR = M−1[R]BcM, (6.1.2)
which satisﬁes ηÛRMηR = M. Here [R]Bc := diag([R[0]]Bc , [R[1]]Bc , . . . ) and [R]B :=
diag([R[0]]B , [R[1]]B , . . . ). Observe that
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η[R]Û = ηR−1 = η−1R = M−1/2[R−1]BM1/2 = M−1/2[R]ÛBM1/2 = (M1/2[R]BM−1/2)Û
= M−1(M−1/2[R]BM1/2)ÛM
= M−1ηÛRM,
and also that, as Bc and B˜c form a biorthogonal system, we have the following relations
ηÛR = [R]−1Bc , η
−1
R = [R]ÛBc . (6.1.3)
6.2. Applications to monomials and shift matrices
We now see how the above developments apply to the monomials χ and the shift 
matrices Λ introduced previously.
Proposition 6.2.1. We have
χ(Rx) = ηRχ(x),
Rn · Λ = ηR(n · Λ)η−1R . (6.2.1)
Proof. To prove the ﬁrst relation notice that form (2.2.1) we get
χ[k](Rx) =M−1[k] [(Rx)¤k]Bc = M−1[k] [R[k]]Bc [x¤k]Bc = M−1[k] [R[k]]BcM[k]χ[k](x)
=ηR,[k]χ[k](x).
For the second formula we observe that
ηR(n · Λ)η−1R χ(x) =ηR(n · Λ)χ(R−1x) = (n · R−1x)ηRχ(R−1x) = (Rn · x)χ(x)
=(Rn · Λ)χ(x),
which holds ∀x ∈ RD so that the result follows. 
When R ∈ SD ⊂ O(RD) we also have χ∗(Rx) = ηRχ∗(x). We know that Λa has no 
left inverse but it does have a right inverse, its transpose, ΛaΛÛa = I. In this paper we have 
derived a number of results with n · Λ and sometimes, for example in Proposition 3.5.6
and Proposition 3.5.13, it is useful to ﬁnd the right inverse of n · Λ.
Proposition 6.2.2. Given any vector n ∈ RD ﬁnd R ∈ O(RD) such that Rea = n. Then, 
a right inverse of (n · Λ) is ηRΛÛa η−1R ; i.e.,
(n · Λ)ηRΛÛa η−1R = I.
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Proof. From (6.2.1) we know that n · Λ = (Rea) · Λ = ηRΛaη−1R but the right inverse of 
this matrix is ηRΛÛa η−1R and the result is proven. 
In our opinion a nicer result, as it does not depend on any alien isometry R, is
Proposition 6.2.3. A right inverse for (n · Λ)[k−1],[k], k > 0, is
M−1/2[k]
(
(n · Λ)[k−1],[k]M−1/2[k]
)+
= M−1[k] ((n · Λ)[k−1],[k])Û
(
(n · Λ)[k−1],[k]M−1[k] ((n · Λ)[k−1],[k])Û)
)−1
.
Proof. See Appendix D.17. 
6.3. Consequences of the measure symmetry
Proposition 6.3.1. Whenever, for a given orthogonal endomorphism R ∈ O(RD), there 
is a symmetry in the measure of the form dμ(x) = dμ(Rx) we have
(1) The moment matrix satisﬁes
ηRGη
Û
R = G.
(2) The factors of the Cholesky factorization (2.3.2) are such that
ηRSη
−1
R = S, ηRHηÛR = H. (6.3.1)
(3) Moreover,
ηR,[k]β[k] = β[k]ηR,[k−1].
Proof. See Appendix D.18. 
Observe that while we can write for [ηR, S] = 0 for the quasi-tau matrices we can 
write [ηR, HM] = 0 (
(
ηÛR
)−1 = MηRM−1 = [R]−1Bc ).
Now, we are ready to deduce how the MVOPR of a symmetric measure behaves under 
the symmetry of the measure
Proposition 6.3.2. Let us assume that for an orthogonal transformation R ∈ O(RD) the 
measure satisﬁes dμ(x) = dμ(Rx), then:
(1) The MVOPR fulﬁll
P
(
Rx
)
= ηRP (x). (6.3.2)
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(2) The Jacobi matrices are such that
Rn · J = ηR(n · J)η−1R . (6.3.3)
(3) The Christoﬀel–Darboux kernel remains invariant
K(ü)(Rx, Ry) = K(ü)(x,y). (6.3.4)
Proof. See Appendix D.20. 
When R ∈ SD, as x1 · · ·xD is invariant under permutation of coordinates, we also 
have C
(
Rx
)
= ηRC(x) and Q(ü)(Rx, Ry) = Q(ü)(x, y).
6.4. Compatible Toda ﬂows
We now request that the symmetry dμ(x) = dμ(Rx) is preserved under the integrable 
deformations discussed previously. As before we distinguish two cases, the discrete case 
and the continuous case. For the ﬁrst situation we have
Proposition 6.4.1. If n is invariant under the transformation R ∈ O(RD), n = Rn, 
then the corresponding discrete transformation preserves the isometry invariance of the 
measure
Tdμ(x) = Tdμ(Rx).
Proof. The new measure is Tdμ(x) = (n · x − q)dμ(x) so that
Tdμ(Rx) = (n · Rx − q)dμ(Rx)
= (n · Rx − q)dμ(x)
= (RÛn · x − q)dμ(x).
Therefore when n = RÛn, as RÛ = R−1 we get that the new measure is invariant. 
For the continuous ﬂows recall Deﬁnition 4.1.3 and Proposition 4.1.1 and notice that 
if we order the times t = (t[0], t[1], . . . ), t[k] = (tα1 , . . . , tα|[k]|)
Proposition 6.4.2. The continuous Toda ﬂows preserve the symmetry dμ(x) = dμ(Rx)
whenever the times are such that
t[k]ηR,[k] = t[k].
Proof. As we know from Proposition 4.1.1
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dμt(Rx) = exp
(
tχ(Rx)
)
dμ(Rx)
= exp
(
tηRχ(x)
)
dμ(x)
and when tηR = t we get dμt(Rx) = dμt(x). 
6.4.1. Linear subspaces of ﬁxed points of a linear isometry
We have seen that to analyze compatible ﬂows with the linear isometry invariance it 
is crucial to ﬁnd ﬁxed points for the linear isometries.
Deﬁnition 6.4.1. The linear subspace of ﬁxed points of the linear isometry R is
VR = {v ∈ RD : Rv = v}.
Interesting examples of linear isometries are provided by reﬂections. Given a nonzero
vector n the corresponding Householder reﬂection is
rn = ID − 2 1
n · nnn
Û.
This is a reﬂection in the hyperplane n⊥, it is idempotent r2n = ID, rn
∣∣
Rn = − id, 
(negating any vector component parallel to n), and rn
∣∣
n⊥ = id. Therefore, for the 
Householder case VR = n⊥. Any orthogonal matrix R ∈ O(RD) is as a product of at most 
D Householder reﬂections. Given an orthogonal set {n1, . . . , nm} ⊂ RD the product R
of the corresponding Householder reﬂections (which happens to be commutative as the 
order of the factors does not aﬀect the result) is R = ID − 2 
∑m
i=1
1
ni·ni nin
Û
i . This is a 
reﬂection, with reﬂection hyperplane {n1, . . . , nm}⊥, negating the components parallel 
to R{n1, . . . , nm}. Now, the ﬁxed point subspace VR = {n1, . . . , nm}⊥ is the reﬂection 
plane.
For D = 2 the orthogonal transformations could be of two types, a rotation of angle θ, 
Rθ =
( cos θ − sin θ
sin θ cos θ
)
and a reﬂection according to the vector n =
(− sin(θ/2)
cos(θ/2)
)
, R =
I2 − 2nnÛ =
(
cos θ sin θ
sin θ − cos θ
)
with reﬂection line given by R 
(
cos(θ/2)
sin(θ/2)
)
. For θ = π/2 the 
reﬂection is about the line y = x and therefore exchanges x and y: it is a permutation 
matrix 
( 0 1
1 0
)
.
In general, given a linear isometry R ∈ O(RD) there exists an orthonormal basis 
{ua}Da=1 such that its matrix reads
R = diag(1, . . . , 1
p of them
,−1, . . . ,−1
q of them
, Rθ1 , . . . , Rθm , )
p −q being even or odd depending whether D is even or odd, here Rθ is a two-dimensional
nontrivial rotation of angle θ. Therefore VR = R{u1, . . . , up}; notice that for D even it 
could happen that VR = {0}, but for D odd we always have a nontrivial ﬁxed point 
subspace, dimVR ≥ 1.
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6.4.2. Secant varieties of Veronese varieties and linear isometry invariance preserving 
ﬂows
Proposition 6.4.3. If the times tÛ ∈ Sym(RD) are restricted to belong to the symmetric al-
gebra of the ﬁxed point subspace of the linear isometry R, i.e. tÛ ∈ Sym(VR) ⊂ Sym(RD), 
the linear isometry invariance condition of the measure is preserved as the time passes 
by, dμt(x) = dμt(Rx) ∀tÛ ∈ Sym(VR).
Proof. Observing that ηÛR = [R]Bc , the linear isometry invariance preserving condition 
can be written as
[R¤k]BctÛ[k] = tÛ[k].
The ﬁrst nontrivial condition is that
R[t]Û1 =t[1] [t]Û[1] =
⎛⎝ t1...
tD
⎞⎠
and therefore [t]Û[1] ∈ VR.
In order to explore what kind of higher ﬂows will preserve the linear isometry invari-
ance condition of the measure we observe that if V[1] = {t ∈ RD : Rt = t} any symmetric 
power tensor in V[k] = (V[1])¤k will be subspace of ﬁxed point for R¤k. Indeed, V[k] is 
linearly generated by decomposable symmetric tensors v1 ¤ · · · ¤ vk with vi ∈ V[1] and
R¤k(v1 ¤ · · · ¤ vk) =(Rv1) ¤ · · · ¤ (Rvk)
=v1 ¤ · · · ¤ vk. 
The map Rm → (Rm)¤k taking v → v¤k has as its image the Veronese variety 
Vm,k := {x¤k ∈ (Rm)¤k : x ∈ Rm}. It happens [35] that every symmetric power 
tensor can be written for some r ≥ 0 as ∑ri=1 v¤ki and the symmetric tensor rank is the 
minimum when this holds. Hence, the symmetric power can be described by r points of 
the Veronese variety; the closure of the union of all linear spaces spanned by r points of 
the Veronese variety Vm,k is called the (r − 1)-th secant variety of Vm,k. Consequently, 
the times are constrained to belong to one the secant varieties of the Veronese variety 
Vdim(VR),k.
Appendix A. Compositions, multisets and symmetric algebras
A.1. Compositions and multisets
From combinatorics [108] we know that a weak D-composition of an integer k is a way 
of writing k as the sum of D non-negative integers. Notice that while for a composition 
we require the parts to be positive integers (excluding therefore the zero) for weak 
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compositions the zero is allowed. The problem of counting the number N(k, D) of weak 
compositions, i.e. the cardinality of the set [k], is related to the problem of counting 
the number of compositions, which is 
(
k−1
D−1
)
. In fact, given a weak D-composition k =
ki,1 + · · ·+ ki,D if we put qi,j = ki,j +1, j ∈ {1, . . . , D} we have qi,1 + · · ·+ qi,D = k +D
and we are dealing with a (k + D)-composition. Thus N(k, D) = |[k]| = (k+D−1D−1 ) =(
k+D−1
k
)
—consider all the possible permutations of k + (D − 1) elements out of which 
k and (D − 1) are repeated. Two sequences that diﬀer in the order of their terms deﬁne 
diﬀerent weak compositions of their sum, while they are considered to deﬁne the same 
partition of that number. Every integer has ﬁnitely many distinct compositions.
A multiset [27] is 2-tuple (I, M) where I is some set, the underlying set of elements, 
and the multiplicity M : I → N is a function from I to the set of positive integers; for 
each a ∈ I the multiplicity or number of occurrences is M(a). For an indexed family, 
(ai), where i is some index-set, we deﬁne a multiset {ai}, where the multiplicity of 
any element a is the number of indices i such that ai = a. A form of describing a 
multiset that is used in this article is considering non-negative integers (ai)ki=1 such that 
1 ≤ a1 ≤ · · · ≤ ak ≤ D, where repetitions are allowed, e.g. for k = 5 we could have 
a1 = a2 = a3 < a4 = a5, denoting a1 = a and a4 = b we are dealing with the multiset 
{a, a, a, b, b} being three the multiplicity of a, M(a) = 3, and two the multiplicity of b, 
M(b) = 2.
A.2. Symmetric tensor powers and symmetric algebras
We give a brief description of notions and results regarding symmetric algebras, for 
further information we refer the reader to [35,48,77,117].
A.2.1. Symmetric tensors
A symmetric tensor of order k is a tensor of order k that is invariant under a permu-
tation of its vector arguments:
T (u1, . . . , uk) = τσT (u1, . . . , uk) = T (uσ1, . . . , uσk)
for every σ ∈ Sk, Sk being the symmetric group of k letters. The coeﬃcients of a 
symmetric tensor of order k satisfy Ti1,...,ik = Tiσ1,...,iσk . The space of symmetric tensors 
of order k on RD is naturally isomorphic to the dual of the space of homogeneous 
multivariate polynomials of total degree k and the graded vector space of all symmetric 
tensors can be naturally identiﬁed with the symmetric algebra Sym(RD).
The symmetric part of a tensor T ∈ (RD)⊗k of order k is deﬁned by
Sym T = 1
k!
∑
σ∈Sk
τσT, (A.2.1)
where the summation extends over the symmetric group on k symbols. If the tensor 
coeﬃcients of the tensor are Ti1,i2,...,ik , those of the symmetric part are T(i1,i2,...,ik) =
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k!
∑
σ∈Sk Tiσ1,iσ2,...,iσk . For two arbitrary pure tensors T = v1 ⊗ v2 ⊗ · · · ⊗ vr the corre-
sponding symmetrization or symmetric part is given by v1 ¤ v2 ¤ · · · ¤ vr ≡ Sym(v1 ⊗
v2 ⊗ · · · ⊗ vr) := 1r!
∑
σ∈Sr vσ1 ⊗ vσ2 ⊗ · · · ⊗ vσr. Given two tensors Ti ∈ Symki(RD), 
i ∈ {1, 2}, the symmetrization operator allows us to deﬁne T1 ¤ T2 = Sym(T1 ⊗ T2) ∈
Symk1+k2(RD). As the resulting product is commutative and associative some authors 
write T1T2 = T1 ¤ T2. Given a vector v ∈ RD we will use the exponential notation 
v¤k = v ¤ v ¤ · · · ¤ v
k times
= v ⊗ v ⊗ · · · ⊗ v
k times
= v⊗k.
A.2.2. Symmetric tensor powers and symmetric algebra
Symmetric tensor powers Sk(RD) =
(
RD)¤k are generated by the so-called decom-
posable (or simple or pure) symmetric tensors u1 ¤ · · · ¤ uk, where u1, . . . , uk ∈ RD. 
Given a basis {ea}Da=1 we can construct an explicit linear basis of Sk(RD) using 
the concept of multiset. The mentioned linear basis for the k-th symmetric power is 
{ea1 ¤· · ·¤eak}1≤a1≤···≤ak≤D
k∈Z+
, or in terms of multisets I = {a1, . . . , ap} with multiplici-
ties M(ai), such that M(a1) + · · ·+M(ap) = k we have {e¤M(a1)a1 ¤· · ·¤e¤M(ap)ap }I . The 
dual space of the symmetric powers happens to be isomorphic to the set of symmetric 
multilinear functionals on RD, 
(
Sk(RD)
)∗ ∼= S((RD)k, R).
The number of multisets of cardinality k, with elements taken from a ﬁnite set of 
cardinality D, is known as the multiset coeﬃcient 
((
D
k
))
, see [108], which resembles the 
binomial coeﬃcients and we say “D multichoose k” instead of “D choose k” for 
(
n
k
)
. We 
have that 
((
D
k
))
=
(
D+k−1
k
)
= (D+k−1)!k! (D−1)! =
D(D+1)(D+2)···(D+k−1)
k! , and the number of such 
multisets is the same as the number of subsets of cardinality k in a set of cardinality 
D + k − 1. Thus, dimSk(RD) ≡ |[k]| = ((Dk)).
We can deﬁne a surjective map π :
(
RD
)⊗k → S(RD) by the symmetrization π(u1 ⊗
· · ·⊗uk) := u1¤· · ·¤uk. This map has a section, i.e. an injective map ı : S(RD) →
(
RD
)⊗k
such that π◦ ı = id. The map gives ı(u1¤· · ·¤uk) = Sym(u1⊗· · ·⊗uk) so that its image 
is just the space of symmetric tensors just discussed. Moreover, for the symmetrization 
of tensors of (A.2.1) we have Sym := ı ◦ π : (RD)⊗k → (RD)⊗k; notice also that this 
symmetrization is a projection Sym2 = Sym so that
(
RD
)⊗k = Sym((RD)⊗k)⊕ ker(Sym) = ı((RD)¤k)⊕ ker(Sym).
The direct sum S(RD) := ⊕k≥0Sk(RD) is the symmetric algebra of RD, which is 
commutative and associative. The symmetric algebra of RD can be constructed as the 
tensor algebra T(RD) quotient with the ideal generated tensors of the form t1(x ⊗ y −
y ⊗ x)t2 with t1, t2 homogeneous tensors of arbitrary degree.
A.2.3. Dot product
There is an interesting inner product in the symmetric tensor power Sk(RD) which 
is a symmetric positive deﬁnite bilinear form, see appendix A in [77], and also [35]. It 
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is given by the linear extension of the following deﬁnition for decomposable symmetric 
tensor powers
〈u1 ¤ · · · ¤ uk,v1 ¤ · · · ¤ vk〉(k)
= 1
k!
∑
σ∈Sk
k∏
a=1
ua · vσa = 1
k! perm
⎛⎝u1 · v1 · · · u1 · vk... ...
uk · v1 · · · uk · vk
⎞⎠ , (A.2.2)
where ua, va ∈ RD and we have used permanents [91,94].
We introduce the semi-inﬁnite multinomial matrix M = diag(M[0], M[1], . . . ) where
M[k] := diag
(( k
α1
)
, . . . ,
(
k
α|[k]|
))
∈ R|[k]|×|[k]| (A.2.3)
are diagonal matrices with coeﬃcients the multinomial numbers(
k
αj
)
= k!∏D
a=1 αj,a!
, j ∈{1, . . . , |[k]|}.
According to the proof of Corollary A.24 of [77] for the canonical basis vectors 
eαi = e¤αi,11 ¤ · · · ¤ e¤αi,DD , for all αi ∈ [k] :=
{
αi,1e1 + · · · + αi,DeD ∈ ZD+ with αi,1 +
· · · + αi,D = k
}
,15 we have the following metric coeﬃcients
〈eαi , eαj 〉(k) =δi,j
(
k
αi
)−1
, i, j ∈{1, . . . , ((Dk))}.
Hence, the interior product 〈·, ·〉(k) : Sk(RD) × Sk(RD) → R is given by
〈 |[k]|∑
i=1
akie
ki ,
|[k]|∑
i=1
bkie
ki
〉(k)
=
⎛⎜⎝ ak1...
ak|[k]|
⎞⎟⎠
Û
M−1[k]
⎛⎜⎝ bk1...
bk|[k]|
⎞⎟⎠ . (A.2.4)
It is easy to check that
〈u1 ¤ · · · ¤ uk,v¤k〉(k) =
k∏
a=1
(ua · v),
〈u¤k,v¤k〉(k) = (u · v)k. (A.2.5)
We remark that all these developments are connected with Quantum Physics. Indeed, 
when Quantum Mechanics of large systems describes sets of an arbitrary number of 
15 In [48] the set [k] is denoted by Ξ(D, k).
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bosons, if H is the Hilbert space for the states of a single particle, then Sk(H ) will 
describe the pure states of k identical bosons, and in general the symmetric algebra 
S(H ) is the Hilbert space of pure states of an arbitrary number of bosons, see [111]. 
Thus, multivariate polynomials are connected, naively if you want, with bosons such 
that its single particle Hilbert space of pure states is RD (which is a real Hilbert space, 
that still has a physical meaning for even dimensions D).
A.2.4. The shift matrices and symmetric tensors
The shift matrices have a natural description in the symmetric algebra, as well.
Proposition A.2.1. In the symmetric tensor power setting these blocks can be thought of
as
(Λa)[k−1],[k] : Sk(RD) → Sk−1(RD)
with
(Λa)[k−1],[k]eαi =
{
eαi−ea , if αi · ea Ó= 0,
0, if αi · ea = 0.
Following §1.10.3 of [48] we introduce interior multiplications. First we consider dual 
linear space (RD)∗ of linear functionals RD → R, and the dual basis {ωa}Da=1 ⊂ (RD)∗, 
i.e. ωa(eb) = δa,b. The symmetric tensors powers ωα = ω¤α11 ¤ · · · ¤ ω¤αDD give rise to 
a linear basis {ωα}α∈[k] of Sk
(
(RD)∗
)
dual to 
{ 1
α!e
α
}
α∈[k]
ωα(eβ) = α!δα,β.
Interior multiplications or right contractions are maps
x : Sk(RD) × Sk′ ((RD)∗) → Sk−k′(RD),
with
eα x ωα′ :=
{
0, αa < α′a, for some a ∈ {1, . . . , D},
α!
(α−α′)!e
α−α′ , αa ≥ α′a, ∀a ∈ {1, . . . , D}.
When we take k′ = 1 and consider the linear maps xωa : Sk(RD) → Sk−1(RD) we ﬁnd
eα x ωa := (α · ea)eα−ea .
In terms of the number operators16 Na : Sk(RD) → Sk(RD) given by
Na(
∑
α∈[k]cαe
α) =
∑
α∈[k](α · ea)cαeα we can write
16 If we follow the quantum interpretation of our symmetric algebra as system of bosons with the single 
particle described by RD , we could understand Na as the number operator of particles in state ea.
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(Λa)[k−1],[k](T ) =(N−1a T ) x ωa, ∀T ∈(RD)¤k,
as the composition of a number operator with an interior multiplication.17
Appendix B. Complements of linear algebra: Pseudo-inverses, Schur complements and 
quasi-determinants
B.1. The Moore–Penrose pseudo-inverse
As this paper requires pseudo-inverses a number of times we decided to include a 
short resume on the subject, for more information see [22]. Given a rectangular matrix 
M ∈ Rm×n, its Moore–Penrose pseudo-inverse M+ ∈ Rn×m [93,26,98] is a generalized 
inverse, i.e.,
MM+M =M, M+MM+ =M+,
that in addition satisﬁes
(MM+)Û =MM+, (M+M)Û =M+M.
Let us say that any matrix has a generalized inverse and a unique pseudo-inverse. Ob-
viously, if M is invertible then M+ = M−1, any rectangular zero matrix has as it 
pseudo-inverse its transpose. The pseudo-inverse operation is idempotent (M+)+ = M
and (MÛ)+ = (M+)Û.
The square matrices P := MM+ ∈ Rm×m and Q := M+M ∈ Rn×n are orthogonal 
projection operators, i.e. P = PÛ and Q = QÛ, P 2 = P , Q2 = Q. Moreover, we have
(1) PM = M = MQ and M+P = M+ = QM+.
(2) Im(M) = ker(M)⊥ = Im(P ) = ker(I − P )⊥.
(3) Im(MÛ) = ker(MÛ)⊥ = Im(Q) = ker(I − Q)⊥.
When P = MÛM is invertible, e.g. when we have full column rank, there is a unique 
matrix M+ which satisﬁes these properties and is given by M+ = (MÛM)−1MÛ, which 
in addition is a left inverse. When Q = MMÛ is invertible, e.g. when we have full 
row rank, then M+ = MÛ(MMÛ)−1; that moreover is a right inverse. In these cases 
P = MÛM or Q = MMÛ are denominated correlation matrices, respectively.
B.2. Schur complements
Given M =
(
A B
C D
)
in block form, the Schur complement with respect to A (if 
detA Ó= 0) is
17 Following with the boson analogy we have the destruction operators ab = N−1/2b Λb [111].
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SC
(
A B
C D
)
≡ M/A := D − CA−1B.
The Schur complement with respect to D (if detD Ó= 0) is
SCD
(
A B
C D
)
≡ M/D := A − BD−1C.
Observe that we have the block Gauss factorization(
A B
C D
)
=
(
I 0
CA−1 I
)(
A 0
0 M/A
)(
I A−1B
0 I
)
=
(
I BD−1
0 I
)(
M/D 0
0 D
)(
I 0
D−1C I
)
implies the Schur determinant formula detM = det(A) det(M/A). This is in fact the 
Schur lemma in a disguise form, in fact Schur lemma in [107] assumes that [A, C] = 0 so 
that detM = det(AD − BC). In terms of the Schur complements we have the following 
well known expressions for the inverse matrices
M−1 =
(
I −A−1B
0 I
)(
A−1 0
0 (M/A)−1
)(
I 0
−CA−1 I
)
=
(
A−1 + A−1B(M/A)−1CA−1 −A−1B(M/A)
−(M/A)−1CA−1 (M/A)−1
)
(B.2.1)
=
(
I 0
−D−1C I
)(
(M/D)−1 0
0 D−1
)(
I −BD−1
0 I
)
=
(
(M/D)−1 −(M/D)−1BD−1
−D−1B(M/D)−1 D−1 + D−1(M/D)−1BD−1
)
.
The two expressions found for the inverse of M are known as the Matrix Inversion 
Lemma in Linear Estimation Theory [75] and as Sherman–Morrison–Woodbury formula 
in Linear Algebra [33]. If both A and D are invertible we deduce that M/A is invertible 
if and only if M/D is invertible.
B.3. Quasi-determinants and the heredity principle
Given any partitioned matrix
A =
⎛⎜⎜⎝
A1,1 A1,2 . . . A1,k
A2,1 A2,2 . . . A2,k
...
...
...
Ak,1 Ak,2 . . . Ak,k
⎞⎟⎟⎠ (B.3.1)
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where Ai,j ∈ Rmi×mj for i, j ∈ {1, . . . , k − 1}, and Ak,k ∈ Rκ1×κ2 ,Ai,k ∈ Rmi×κ2 and 
Ak,j ∈ Rκ1×mj , we are going to deﬁne its quasi-determinant à la Olver recursively. 
We start with k = 2, so that A =
(
A1,1 A1,2
A2,1 A2,2
)
, in this case the ﬁrst quasi-determinant 
Θ1(A) := A/A1,1; i.e., a Schur complement which requires detA1,1 Ó= 0. The notation of 
Olver is diﬀerent to that of the Gel’fand school where Θ1(A) = |A|2,2 =
∣∣∣∣∣
A1,1 A1,2
A2,1 A2,2
∣∣∣∣∣. 
There is another quasi-determinant Θ2(A) = A/A22 = |A|1,1 =
∣∣∣∣∣ A1,1 A1,2
A2,1 A2,2
∣∣∣∣∣, the other 
Schur complement, and we need A2,2 to be an invertible square matrix. Other quasi-
determinants that can be considered for regular square blocks are 
∣∣∣∣∣
A1,1 A1,2
A2,1 A2,2
∣∣∣∣∣ and ∣∣∣∣∣A1,1 A1,2
A2,1 A2,2
∣∣∣∣∣. Notice that these last two quasi-determinants are out of the scope of the 
paper, as the partitioned matrices considered here have rectangular oﬀ diagonal blocks 
and therefore are not invertible.
Following [96] we remark that quasi-determinantal reduction is a commutative op-
eration. This is the heredity principle formulated by Gel’fand and Retakh [54,58]: 
quasi-determinants of quasi-determinants are quasi-determinants. Let us illustrate this 
by reproducing a nice example discussed in [96]. We consider the matrix
A =
⎛⎜⎝A1,1 A1,2 A1,3A2,1 A2,2 A2,3
A3,1 A3,2 A3,3
⎞⎟⎠
and take the quasi-determinant with respect to the ﬁrst diagonal block, which we deﬁne 
as the Schur complement indicated by the non-dashed lines, to get
Θ1(A) =
∣∣∣∣∣∣∣∣
A11,1 A1,2 A1,3
A2,1
A3,1
A2,2 A2,3
A3,2 A3,3
∣∣∣∣∣∣∣∣ =
(
A2,2 A2,3
A3,2 A3,3
)
−
(
A2,1
A3,1
)
A−11,1 (A1,2 A1,3 )
=
(
A2,2 − A2,1A−11,1A1,2 A2,3 − A2,1A−11,1A1,3
A3,2 − A3,1A−11,1A1,2 A3,3 − A3,1A−11,1A1,3
)
,
a matrix with blocks with subindexes involving 2 and 3 but not 1. Notice also, that 
as we are allowed to take blocks of diﬀerent sizes we have taken the quasi-determinant 
with respect to a bigger block, composed of two rows and columns of basic blocks. 
This is the Olver’s generalization of Gel’fand’s et al. construction. Now, we take the 
quasi-determinant given by the Schur complement as indicated by the dashed lines, to 
get
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Θ2(Θ1(A)) =
∣∣∣∣∣∣∣
A2,2 − A2,1A−11,1A1,2 A2,3 − A2,1A−11,1A1,3
A3,2 − A3,1A−11,1A1,2 A3,3 − A3,1A−11,1A1,3
∣∣∣∣∣∣∣ (B.3.2)
= A3,3 − A3,1A−11,1A1,3
− (A3,2 − A3,1A−11,1A1,2)(A2,2 − A2,1A−11,1A1,2)−1(A2,3 − A2,1A−11,1A1,3).
(B.3.3)
We are ready to compute, for the very same matrix
A =
⎛⎜⎝A1,1 A1,2 A1,3A2,1 A2,2 A2,3
A3,1 A3,2 A3,3
⎞⎟⎠ , (B.3.4)
the quasi-determinant associated to the two ﬁrst diagonal blocks, that we label as {1, 2}; 
i.e., the Schur complement indicated by the non-dashed lines in (B.3.4), to get
Θ{1,2}(A) =
∣∣∣∣∣∣∣
A1,1 A1,2 A1,3
A2,1 A2,2 A2,3
A1,3 A2,3 A3,3
∣∣∣∣∣∣∣
= A3,3 − (A3,1 A3,2 )
(
A1,1 A1,2
A2,1 A2,2
)−1(
A1,3
A2,3
)
.
But recalling (B.2.1)
(
A1,1 A1,2
A2,1 A2,2
)−1
=
(
A−11,1 + A−11,1A1,2(A2,2 − A2,1A−11,1A1,2)−1A2,1A−11,1 −A−11,1A1,2(A2,2 − A2,1A−11,1A1,2)
−(A2,2 − A2,1A−11,1A1,2)−1A2,1A−11,1 (A2,2 − A2,1A−11,1A1,2)−1
)
we get
Θ{1,2}(A) = A3,3 − A3,1A−11,1A1,3 + A3,1A−11,1A1,2
(
A2,2 − A2,1A−11,1A1,2
)−1
A2,1A
−1
1,1A1,3
− A3,2
(
A2,2 − A2,1A−11,1A1,2
)−1
A2,1A
−1
1,1A1,3
− A3,1A−11,1A1,2
(
A2,2 − A2,1A−11,1A1,2
)−1
A2,3
+ A3,2
(
A2,2 − A2,1A−11,1A1,2
)−1
A2,3
which is identical to (B.3.2), so that
Θ2(Θ1(A)) = Θ{1,2}(A).
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Given any set I = {i1, . . . , im} ⊂ {1, . . . , k} the heredity principle allows us to deﬁne 
the quasi-determinant18
ΘI(A) = Θi1(Θi2(· · ·Θim(A) · · · ))
and the ü-th quasi-determinant is
Θ(ü)(A) = Θ{1,...,ü−1,ü+1,...,k}(A) = |A|ü,ü =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A1,1 A1,2 . . . A1,ü . . . A1,k
A2,1 A2,2 . . . A2,ü . . . A2,k
...
...
...
...
Aü,1 Aü,2 . . . Aü,ü . . . Aü,k
...
...
...
...
Ak,1 Ak,2 . . . Ak,ü . . . Ak,k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
The last quasi-determinant is denoted by
Θ∗(A) = Θ(k)(A) = |A|k,k =
∣∣∣∣∣∣∣∣∣∣
A1,1 A1,2 . . . A1,k
A2,1 A2,2 . . . A2,k
...
...
...
Ak,1 Ak,2 . . . Ak,k
∣∣∣∣∣∣∣∣∣∣
.
B.4. Quasi-determinants and Gauss–Borel factorization
An important application of quasi-determinants presented in [96] is the characteri-
zation of the factors of the block Gauss–Borel factorization of a partitioned matrix A
as in (B.3.1) (in the case of interest in this paper a Cholesky factorization) in terms 
of quasi-determinants of A. To present this result we need to introduce for two sets of 
indices {i1, . . . , im} and {j1, . . . , jm} subset, with m elements, of {1, . . . , k}
Ai1...imj1...jm =
⎛⎝ Ai1,j1 . . . Ai1,jm... ...
Aim,j1 . . . Aim,jm
⎞⎠ .
Theorem B.4.1 (Theorem 3 in [96]). A regular block matrix as in (B.3.1) factors as
A = LDV
with L = (Li,j), D = diag(D1, . . . , Dk) and V = (Vi,j), where
18 In [96] it is deﬁned as the Schur complement with respect to a big block built up by the blocks determined 
by the indices I.
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Li,j =
{
0, i < j,
Θ∗(A12...j−1,i12...j−1,j)Θ∗(A
12...j
12...j)−1, i ≥ j,
Dj =Θ∗(A12...j12...j),
Vi,j =
{
0, i > j,
Θ∗(A12...i12...i)−1Θ∗(A
12...i−1,i
12...i−1,j), i ≤ j.
Regularity of A requires invertibility of Θ∗(A12...j12...j) for j = 1, . . . , k.
For a symmetric case, A = AÛ, we have
Θ∗(A12...i12...i) = Θ∗(A12...i12...i)Û, Θ∗(A
12...i−1,i
12...i−1,j) = Θ∗(A
12...i−1,j
12...i−1,i )Û.
Appendix C. Several complex variables
In this paper we discuss multivariate second kind functions in the realm of the block 
Cholesky factorization and for that aim some facts regarding complex analysis in several 
variables are needed. Here we just recall them, see for example [21,69,106,79] for more 
information.
(1) Given the vector r = (r1, . . . , rD)Û ∈ RD+ , we consider the polydisk
Δ(r) = {z = (z1, . . . , zD)Û : |zi| < ri, i = 1, . . . , D} ⊂ CD
centered at the origin of polyradius r. Its distinguished boundary is the D-dimen-
sional torus
TD(r) = {z ∈ CD : |zi| = ri, i = 1, . . . , D}.
Recall that the border of the polydisk Γ = ∂Δ splits in D sets of dimension 2D−1, 
the distinguished border being its skeleton; i.e. the intersection of all them. The 
distinguished border is also known as Shilov border.
(2) Given two polyradii r and R we construct the associated polyannulus centered at 
the origin
AD(r,R) := {z ∈ CD : ri < zi < Ri, i = 1, . . . , D}.
(3) A set A ⊂ Cn is a complete Reinhardt domain if the unit polydisk acts on it by 
componentwise multiplication.
(4) Any set A ⊂ CD is called Reinhardt (D-circled) if for each λ := (ei θ1 , . . . , ei θD) ∈
TD with θi ∈ [0, 2π) for every c ∈ A we have that (ei θ1c1, . . . , ei θDcD)Û ∈ A; i.e., 
TD acts on A componentwise.
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(5) If D ⊂ CD is the domain of convergence of a Laurent series L(z), then for any 
c = (c1, . . . , cD)Û ∈ D we have that TD(|c1|, . . . , |cD|) ⊂ D . Thus, the domain of 
convergence is a Reinhardt (D-circled) domain.
(6) The domain of convergence Düa is logarithmically convex; i.e., the set
logDüa := {(log |z1|, . . . , |zD|) : (z1, . . . , zÛD ∈ Düa}
is convex (given any pair of points c1, c2 ∈ Düa , the segment [c1, c2] := {(1 − t)c1 +
tc2 : t ∈ [0, 1]} ⊂ Düa).
(7) For all polyradii r and R the annulus AD(r, R) is a Reinhardt domain. Any Rein-
hardt domain is the union of polyannuli and so is the domain of convergence D .
(8) The polydisk of convergence of a power series is such that any other polydisk Δ(r′)
with rj < r′j for some j contains points where the power series diverge.
(9) The Laurent series is locally normally summable in its domain of convergence and 
therefore locally absolutely uniformly summable. We remind the reader that a Lau-
rent series 
∑
k∈ZD akz
k is locally normally summable if for any compact set K ⊂ D
there exist C > 0 and θ ∈ (0, 1) such that |akzk| ≤ Cθ|k| for z ∈ K and k ∈ ZD.
(10) The function L(z) is holomorphic (holomorphic in each variable zi, i = 1, . . . , D) 
in D , which is its domain of holomorphy.
(11) Given a holomorphic function L(z) in ADc (r, R) (a polyannulus centered at 
c ∈ CD), and a polyradius ρ such that ri < ρi < Ri, i = 1, . . . , D then
L(z) =
∑
k∈ZD
ck(z − c)k, ck = 1(2π i)D
∫
TDc (ρ)
L(w)
(w − c)k dw1 . . .dwD,
where TDc (ρ) is the distinguished border of the polycircle centered at c with polyra-
dius ρ.
Appendix D. Proofs
D.1. Proof of Proposition 2.3.1
Proof. Assuming detA Ó= 0 for any block matrix M = (A B
C D
)
we can write in terms of 
Schur complements
M =
(
I 0
CA−1 I
)(
A 0
0 M/A
)(
I A−1B
0 I
)
.
Thus, as detG[k] Ó= 0 ∀k = 0, 1, . . . , we can write
G[ü+1] =
(
I[ü] 0
v[ü],[ü−1] I[ü]
)(
G[ü] 0
0 G[ü+1]/G[ü]
)(
I[ü] (v[ü],[ü−1])Û
0 I[ü]
)
,
where
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v[ü],[ü−1] := (v[ü],[0] v[ü],[1] . . . v[ü],[ü−1] ) .
Applying the same factorization to G[ü] we get
G[ü+1] =
⎛⎜⎝ I[ü−1] 0 0r[ü−1][ü−2] I[ü−1] 0
s[ü][ü−2] t[ü][ü−1] I[ü]
⎞⎟⎠
⎛⎜⎝G[ü−1] 0 00 G[ü]/G[ü−1] 0
0 0 G[ü+1]/G[ü]
⎞⎟⎠
×
⎛⎜⎝ I[ü−1] (r[ü−1][ü−2])Û (s[ü][ü−2])Û0 I[ü−1] (t[ü],[ü−1])Û
0 0 I[ü]
⎞⎟⎠ .
Here the zeroes indicates zero rectangular matrices of diﬀerent sizes. Finally, the iteration 
of these factorizations leads to
G[ü+1] =
⎛⎜⎜⎜⎝
I[|0] 0 . . . 0
∗ I[1]
. . . ...
... . . . . . . 0
∗ . . . ∗ I[ü]
⎞⎟⎟⎟⎠ diag(G[1]/G[0], G[2]/G[1], . . . , G[ü+1]/G[ü])
×
⎛⎜⎜⎜⎝
I[|0] 0 . . . 0
∗ I[1]
. . . ...
... . . . . . . 0
∗ . . . ∗ I[ü]
⎞⎟⎟⎟⎠
Û
.
Since this would have been valid for any ü it would also hold for the direct limit 
lim−→ G
[ü]. 
D.2. Proof of Proposition 2.5.1
Proof.
C[ü](z) =
∞∑
n=0
(SG)[ü],[n]χ∗[n](z) use the Cholesky factorization (2.3.2)
=
∞∑
n=0
ü∑
k=0
S[ü],[k]G[k],[n]χ
∗
[n](z)
=
∞∑
n=0
∫
Ω
ü∑
k=0
S[ü],[k]χ[k](y)dμ(y)
(
χ[n](y)
)Û
χ∗[n](z) recall (2.3.1)
=
∞∑
n=0
∫
Ω
P[ü](y)dμ(y)
(
χ[n](y)
)Û
χ∗[n](z) because (2.4.1)
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=
∫
Ω
P[ü](y)dμ(y)
∞∑
n=0
(
χ[n](y)
)Û
χ∗[n](z) interchange of series and integral
=
∫
Ω
P[ü](y)dμ(y)
1
(z1 − y1) · · · (zD − yD) recall (2.1.1). 
D.3. Proof of Proposition 2.6.2
Proof. From (2.6.3) we deduce that
[ k∏
i=1
(ΛÛai − qai)
]
χ∗ =
[ k∏
i=1
(xaiΠai − qai)
]
χ∗
but
k∏
i=1
(xaiΠai − qai) =
k∏
i=1
(xai − qai − xaiΠ⊥ai)
=
[ k∏
i=1
(xai − qai)
]
+ (−1)k
[ k∏
i=1
xaiΠ⊥ai
]
+
k−1∑
j=1
(−1)j
(k − j)!j!
∑
σ∈Sk
([ k∏
i=j+1
(
xaσi − qaσi
)][ j∏
i=1
xaσiΠ⊥aσi
])
and (2.6.1) implies the result. 
D.4. Proof of Proposition 2.7.2
Proof. Just follow the chain of equalities
[ k∏
i=1
(Jai − qai)
]
C = S
k∏
i=1
(Λai − qai)S−1H(S−1)Ûχ∗ use (2.5.1) and (2.7.1)
= S
k∏
i=1
(Λai − qai)Gχ∗ use (2.3.2)
= SG
k∏
i=1
(ΛÛai − qai)χ∗ from (2.6.5)
= H(S−1)Û
k∏
i=1
(ΛÛai − qai)χ∗ follows from (2.3.2).
Finally, (2.6.4) implies the announced result. 
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D.5. Proof of Proposition 3.1.8
Proof.
(1) It is proven as follows
TaW1 = (TaS)(TaW0)
= (TaS)(na · Λ − qa)W0
= (TaS)(na · Λ − qa)S−1W1
= ωaW1,
TaW2 = (TaH)
(
TaS
−1)Û
= (TaH)
(
TaS
−1)Û(SÛH−1)(SÛH−1)−1
= ωaW2.
(2) For the ﬁrst equation observe that
(Ta(nb · J))ωa = (TaS)(nb · Λ)(TaS)−1(TaH)
(
(TaS)−1
)Û
SÛH−1
= (TaS)(nb · Λ)(TaG)SÛH−1
= (TaS)(TaG)(nb · Λ)ÛSÛH−1
= (TaH)
(
(TaS)−1
)Û(nb · Λ)ÛSÛH−1
= (TaH)
(
(TaS)−1
)Û
SÛH−1H
(
S−1
)Û(nb · Λ)ÛSÛH−1
= ωaH(nb · J)ÛH−1
= ωa(nb · J),
and for the second one
Mb(TbMa) = S(TbS)−1(TbS)(na · Λ)(TbS)−1 = (na · J)Mb.
(3) For the ﬁrst equation from (3.1.19) we get Tb(TaW ) = (Tbωa)(TbW ) =
[
(Tbωa)ωb
]
W
and interchanging a ↔ b we get [(Taωb)ωa − (Tbωa)ωb]SW0 = 0. For the second 
equation, from the deﬁnitions, it is easy to see that
Ma(TaMb) = S(TaTbS)−1 = Mb(TbMa). 
D.6. Proof of Proposition 3.2.3
Proof. From (2.6.3) we get
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(na · Λ − qa)Ûχ∗ =
( D∑
b=1
na,bxbΠb − qa
)
χ∗
= (na · x − qa)χ∗ −
( D∑
b=1
na,bxbΠ⊥b
)
χ∗
= (na · x − qa)χ∗ −
( D∑
b=1
na,b lim
xb→∞
xbχ
∗
)
= (na · x − qa)χ∗ − na · χ̂∗
where
χ̂∗ = ( lim
x1→∞
x1χ
∗, . . . , lim
xD→∞
xDχ
∗).
Consequently
Ma(TaC) = H
(
(TaS)(na · Λ − qa)S−1
)Û
× (TaH)−1(TaH)
((
TaS
)−1)Û
χ∗ from (2.5.1) and (3.1.4)
= H
(
S−1
)Û(na · Λ − qa)Ûχ∗
= (na · x − qa)C − na · Ĉ,
that together with
ωaC = TaC
implies the result. 
D.7. Proof of Theorem 3.2.2
Proof. Previously to the proof we need
Lemma D.7.1. The following relation is satisﬁed by the second kind functions
M(TC) =
[ D∏
a=1
(xa − qa)
]
C + (−1)DĈ1,...,D
+
D∑
j=1
(−1)j
(D − j)!j!
∑
σ∈SD
([ D∏
a=j+1
(
xσa − qσa
)]
Ĉσ1,...,σj
)
. (D.7.1)
Proof. The proof is a consequence of
722 G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739
M(TC) = (H)(S−1)Û
[ D∏
a=1
(Λa − qa)
]Û
(TS)Û(TH)−1(TH)((TS)−1)Ûχ∗ from (3.2.6)
= H(S−1)Û
[ D∏
a=1
(Λa − qa)
]Û
χ∗
= (HS−1)Û
([ D∏
a=1
(xa − qa)
]
χ∗ from (2.6.4)
+
D∑
j=1
(−1)j
(k − j)!j!
×
∑
σ∈SD
([ D∏
a=j+1
(
xσa − qσa
)]
lim
xσ1→∞
· · · lim
xσj→∞
([ j∏
i=1
xσi
]
χ∗
)))
. 
Now, in Lemma D.7.1 we put x = q into (D.7.1), observe that Ĉ[k],1,...,D = δk,0H[0], 
and multiply by the inverse of the lower unitriangular matrix M to get
(C)[k](q) = (−1)D
(
T−1M−1
)
[k],[0]T
−1H[0]. (D.7.2)
According to (3.2.7) with σ = 1 we have
T−1M−1 =
(
T−1D MD
)−1 · · · (T−12 · · ·T−1D M2)−1(T−1M1)−1
and given the particular structure of Ma, a ∈ {1, . . . , D}, we have the following simple 
expression
(
T−1a · · ·T−1D Ma
)−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
I[0] 0 0 0 · · ·
−ρ(a)[1] I[1] 0 0 · · ·
ρ
(a)
[2] ρ
(a)
[1] −ρ(a)[2] I[2] 0 · · ·
−ρ(a)[3] ρ(a)[2] ρ(a)[1] ρ(a)[3] ρ(a)[2] −ρ(a)[3] I[3]
. . .
... . . . . . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
for a ∈ {1, . . . , D}. This allows explicit computation of the elements of the inverse matrix 
M−1 and in particular leads to products over multisets, see Appendix A,(
T−1M−1
)
[k],[0] = (−1)k
∑
1≤a1≤···≤ak≤D
ρ
(ak)
[k] · · · ρ(a1)[1]
so that (D.7.2) reads
C[k](q) = (−1)k+D
∑
1≤a1≤···≤ak≤D
ρ
(ak)
[k] · · · ρ(a1)[1] T−1H[0]
and recalling (3.2.9) we get the desired result. 
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D.8. Proof of Theorem 3.3.1
Proof. To obtain the result we consider the expressions of P [ü](x)Û(H [ü])−1M [ü]a ×
(TaP [ü])(y) when letting the operator between square brackets act to the right or to 
the left. Acting on its right gives the Christoﬀel–Darboux kernel
P [ü](x)Û(H [ü])−1M [ü]a (TaP [ü])(y)
= P [ü](x)Û(H [ü])−1S[ü](TaS[ü])−1(TaP [ü])(y), consequence of (3.1.3)
= P [ü](x)Û(H [ü])−1P [ü](y) see (2.4.1)
= K(ü)(x,y), see Deﬁnition 2.8.1.
If we act on the left, recalling (3.1.4) we get
P [ü](x)Û(H [ü])−1M [ü]a (TaP [ü])(y)
= P [ü](x)Û(H [ü])−1H [ü]
((
(TaS)(na · Λ − qa)S−1
)[ü])Û(TaH [ü])−1(TaP [ü])(y)
=
((
(TaS)(na · Λ − qa)S−1
)[ü]
P [ü](x)
)Û
(TaH [ü])−1(TaP [ü])(y).
Now, with the help of the block decomposition of any block semi-inﬁnite matrix M =(
M [ü] M [ü],[≥ü]
M [≥ü],[ü] M [≥ü]
)
we write
(
(TaS)(na · Λ − qa)S−1
)[ü]
P [ü](x)
=
(
(TaS)(na · Λ − qa)S−1P (x)
)[ü] − ((TaS)(na · Λ − qa)S−1)[ü],[≥ü]P [≥ü](x).
On the one hand, if we take into account (2.4.1) and (2.6.2) the ﬁrst term in the LHS 
reads (
(TaS)(na · Λ − qa)S−1P (x)
)[ü] = (na · x − qa)TaP [k](x)
and on the other hand, given the lower unitriangular form of TaS and S and that na ·Λ
is zero but for the ﬁrst superdiagonal
(
(TaS)(na · Λ − qa)S−1
)[ü],[≥ü] =
⎛⎜⎜⎜⎜⎝
0[0],[ü] 0[0],[ü+1] . . .
0[1],[ü] 0[1],[ü+1] . . .
...
...
0[ü−2],[ü] 0[ü−2],[ü+1] . . .
(n · Λ)[ü−1],[ü] 0[ü−1],[ü+1] . . .
⎞⎟⎟⎟⎟⎠
and therefore
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(
(TaS)(na · Λ − qa)S−1
)[ü],[≥ü]
P [≥ü](x) =
⎛⎜⎜⎜⎜⎝
0[0]
0[1]
...
0[ü−2]
(n · Λ)[ü−1],[ü]P[ü](x)
⎞⎟⎟⎟⎟⎠ .
Hence,
((
(TaS)(na · Λ − qa)S−1
)[ü]
P [ü](x)
)Û
= (na · x − qa)(TaP [ü](x))Û
− (0[0], 0[1], . . . , 0[ü−2], P[ü](x)Û((na · Λ)[ü−1],[ü])Û)
so that
P [ü](x)Û(H [ü])−1M [ü]a (TaP [ü])(y) = (na · x − qa)Ta
(
P [ü](x)Û(H [ü])−1P [ü](y)
)
− P[ü](x)Û
(
(na · Λ)[ü−1],[ü]
)Û(TaH[ü−1])−1(TaP[ü−1])(y).
Consequently, equating both results we conclude
K(ü)(x,y) = (na · x − qa)TaK(ü)(x,y)
− ((TaH[ü−1])−1(na · Λ)[ü−1],[ü]P[ü](x))Û(TaP[ü−1])(y). (D.8.1)
Now we recall (3.2.2) in the following form
(TaH[ü−1])−1(na · Λ)[ü−1],[k]P[ü] = (na · x − qa)(TaH[ü−1])−1(TaP )[ü−1] − H−1[ü−1]P[ü−1],
and introduce it into (D.8.1) to get
K(ü)(x,y) = (na · x − qa)TaK(ü)(x,y)
− ((na · x − qa)(TaH[ü−1])−1(TaP[ü−1](x)) − H−1[ü−1]P[ü−1](x)))Û
× (TaP[ü−1])(y)
= (na · x − qa)TaK(ü−1)(x,y) + P[ü−1](x)Û)H−1[ü−1](TaP[ü−1])(y). 
D.9. Proof of Proposition 3.5.6
Proof. Observe that Proposition 3.5.5 implies
ω[k],[k] = −ω[k],[k+2]
(
Σ(1),k[k+2] Σ
(2),k+1
[k+2]
)(Σ(1),k[k] Σ(2),k+1[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1]
)−1(
I[k]
0[k+1],[k]
)
,
ω[k],[k+1] = −ω[k],[k+2]
(
Σ(1),k[k+2] Σ
(2),k+1
[k+2]
)(Σ(1),k[k] Σ(2),k+1[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1]
)−1(
0[k],[k+1]
I[k+1]
)
.
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Now, from Proposition 3.5.3 we get
(T (1)T (2)H[k])H−1[k] = −
(
(n(1) · Λ)(n(2) · Λ))[k],[k+2] (Σ(1),k[k+2] Σ(2),k+1[k+2] )
×
(
Σ(1),k[k] Σ
(2),k+1
[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1]
)−1(
I[k]
0[k+1],[k]
)
,
and
(T (1)T (2)β[k])
(
(n(1) · Λ)(n(2) · Λ))[k−1],[k+1]
= (n · Λ)[k],[k+1] +
(
(n(1) · Λ)(n(2) · Λ))[k],[k+2](β[k+2]
−
(
Σ(1),k[k+2] Σ
(2),k+1
[k+2]
)(Σ(1),k[k] Σ(2),k+1[k]
Σ(1),k[k+1] Σ
(2),k+1
[k+1]
)−1(
0[k],[k+1]
I[k+1]
))
.
From here the stated result follows easily by recalling the expressions of the quasi-
determinant. 
D.10. Proof of Theorem 3.5.2
Proof. From (3.5.9) we have
m∏
i=1
(n(i) · x − q(i))
( m∏
i=1
Tn(i)P
)
[k]
(x)
= ω[k],[k+m]P[k+m](x) + ω[k],[k+m−1]P[k+m−1](x) + · · · + ω[k],[k]P (x)
= ω[k],[k+m]
(
P[k+m](x) −
(
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m]
)
×
⎛⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k]
...
...
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1]
⎞⎟⎟⎠
−1⎛⎜⎝ P[k](x)...
P[k+m−1](x)
⎞⎟⎠)
from where the result follows. For the second kind functions we proceed similarly
( m∏
i=1
Tn(i)C
)
[k]
(x)
= ω[k],[k+m]C[k+m](x) + ω[k],[k+m−1]C[k+m−1](x) + · · · + ω[k],[k]C(x)
= ω[k],[k+m]
(
C[k+m](x) −
(
Σ(1),k[k+m] . . . Σ
(m),k+m−1
[k+m]
)
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×
⎛⎜⎜⎝
Σ(1),k[k] . . . Σ
(m),k+m−1
[k]
...
...
Σ(1),k[k+m−1] . . . Σ
(m),k+m−1
[k+m−1]
⎞⎟⎟⎠
−1⎛⎜⎝ C[k](x)...
C[k+m−1](x)
⎞⎟⎠). 
D.11. Proof of Theorem 3.5.3
Proof. Let us consider a similar matrix to that discussed in Deﬁnition 3.2.2, M =
S(TS)−1 which factors out as M = M (1)(T (1)M (2)) · · · (T (1) · · ·T (m−1M (m)). From the 
symmetry of the moment matrix, G 
∏m
i=1
(
n(i) · Λ − q(i))Û = TG, we conclude that 
M = HωÛ(TH)−1. Notice that MTP = P and ωP = QTP . Now, we proceed as in the 
proof of Theorem 3.3.1 and evaluate P [ü+m](x)Û
(
H [ü+m]
)−1
M [ü+m]TP [ü+m](y); a sand-
wich constructed in terms of (ü + m)-th block truncations of semi-inﬁnite matrices. We 
do it in two ways; ﬁrst by acting on the right and, as S is a block lower unitriangular 
matrix and therefore M [ü+m] = S[ü+m]
(
TS[ü+m]
)−1, we get
P [ü+m](x)Û
(
H [ü+m]
)−1
M [ü+m]TP [ü+m](y) = P [ü+m](x)Û
(
H [ü+m]
)−1
P [ü+m](y)
= K(ü+m)(x,y).
To act on the left we ﬁrst evaluate the truncation M [ü+m] = H [ü+m]
(
ω[ü+m]
)Û ×(
TH [ü+m]
)−1 in terms of the corresponding truncated resolvent. Then,
P [ü+m](x)Û
(
H [ü+m]
)−1
M [ü+m]TP [ü+m](y)
=
(
ω[ü+m]P [ü+m](x)
)Û(
TH [ü+m]
)−1
P [ü+m](y).
As we know the resolvent ω is a block upper triangular semi-inﬁnite matrix with all its 
superdiagonals equal to zero but for the ﬁrst m. Thus, the (ü +m)-th truncation gives a 
matrix of the following form
ω[ü+m] =
(
ω[l],[ü+m]
0 ω[ü,m]
)
where ω[ü],[ü+m] is a truncation built up with the ﬁrst ü block rows and the ﬁrst ü + m
block columns of the resolvent ω, that for ü big enough looks like
ω[ü],[ü+m]
:=
⎛⎜⎜⎜⎜⎝
ω[0],[0] ω[0],[1] . . . ω[0],[m] 0[0],[m+1] 0[0],[m+2] . . . 0[0],[ü−1] . . . 0[0],[m+ü−1]
0[1],[0] ω[1],[1] . . . ω[1],[m] ω[1],[m+1] 0[1],[m+2] . . . 0[1],[ü−1] . . . 0[1],[m+ü−1]
...
. . .
...
0[ü−1],[0] 0[ü−1],[1] . . . 0[ü−1],[m] 0[ü−1],[m+1] 0[ü−1],[m+2] . . . ω[ü−1],[ü−1] . . . ω[ü−1],[m+ü−1]
⎞⎟⎟⎟⎟⎠ .
Then,
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ω[ü+m]P [ü+m] =
(
ω[l],[ü+m]
0 ω[ü,m]
)
P [ü+m](x) =
⎛⎜⎜⎜⎝
ω[ü],[ü+m]P [ü+m](x)
ω[ü,m]
⎛⎜⎝ P[ü](x)...
Pü+m(x)
⎞⎟⎠
⎞⎟⎟⎟⎠
It is important to notice that each row of the truncation ω[ü],[ü+m] contains the com-
plete nontrivial part of the corresponding row of the resolvent; i.e.
ω[ü],[ü+m]P [ü+m](x) =(ωP (x))[ü],
=Q(x)TP [ü](x).
Therefore
P [ü+m](x)Û
(
H [ü+m]
)−1
M [ü+m]TP [ü+m](y)
=
⎛⎜⎜⎜⎝
Q(x)TP [ü](x)
ω[ü,m]
⎛⎜⎝ P[ü](x)...
Pü+m(x)
⎞⎟⎠
⎞⎟⎟⎟⎠
Û⎛⎜⎜⎜⎜⎝
(TH [ü])−1TP [ü](y)
(TH[ü])−1TP[ü](y)
...
(TH[ü+m])−1TPü+m(y)
⎞⎟⎟⎟⎟⎠
= Q(x)(TP [ü](x))Û(TH [ü])−1TP [ü](y)
+
⎛⎜⎝ P[ü](x)...
Pü+m(x)
⎞⎟⎠
Û (
ω[ü,m]
)Û⎛⎜⎝ P[ü](x)...
Pü+m(x)
⎞⎟⎠ . 
D.12. Proof of Proposition 4.1.4
Proof. We ﬁrst notice that
∂S
∂ta
=∂β
(1)
∂ta
+ ∂β
(2)
∂ta
+ · · ·
S−1 =I− β(1) −β(2) + (β(1))2
second subdiagonal
+ · · ·
so that we can split the right ta derivative of S into subdiagonals as follows
∂S
∂ta
S−1 =
(∂β(1)
∂ta
+ ∂β
(2)
∂ta
+ · · ·
)(
I − β(1) − β(2) + (β(1))2)
= ∂β
(1)
∂ta
+ ∂β
(2)
∂ta
− ∂β
(1)
∂ta
β(1)
second subdiagonal
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+ ∂β
(3)
∂ta
− ∂β
(2)
∂ta
β(1) − ∂β
(1)
∂ta
β(2) + ∂β
(1)
∂ta
(
β(1)
)2
third subdiagonal
+ · · · .
Now, recalling that the basic Jacobi operators have only a nonvanishing subdiagonal 
from (4.1.7) we get
∂β[k]
∂ta
=J[k],[k−1],
∂β(2)
∂ta
=∂β
(1)
∂ta
β(1),
∂β(3)
∂ta
=∂β
(2)
∂ta
β(1) + ∂β
(1)
∂ta
β(2) − ∂β
(1)
∂ta
(
β(1)
)2
. 
D.13. Proof of Proposition 4.2.1
Proof. We ﬁrst consider the expressions for the Baker functions Ψ1, Ψ2 and the adjoint 
Baker function Ψ∗2:
Ψ1(z, t,m) =S(t,m)et(z)
[ D∏
a=1
(
(na · x) − qa
)ma]
χ(z)
=et(z)
[ D∏
a=1
(
(na · x) − qa
)ma]
P (z, t,m),
Ψ∗2(z, t,m) =H(t,m)−1S(t,m)χ(z) = H(t,m)−1P (z, t,m),
Ψ2(z, t) =H(t,m)(S(t,m)−1)Ûχ∗(z) = C(z, t,m).
For the remaining Baker function Ψ∗1 we proceed as follows
Ψ∗1(z, t,m) =
[
(W1(t,m))−1
]Û
χ = (W2(z, t,m)−1)ÛGÛχ∗(z)
=H(t,m)−1S(t,m)Gχ∗(z),
and recall the proof of Proposition 2.5.1 where we replace S → S(t, m) but keep G (not 
replacing it by G(t, m)) to get
Ψ∗1(z, t,m) = H(t,m)−1
∫
Ω
P (y, t,m)dμ(y) 1(z1 − y1) · · · (zD − yD) ,
and we get the desired result. 
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D.14. Proof of Proposition 4.5.1
Proof. From (4.1.3) we get
S(t)W0(t)G = H(t)(S(t)−1)Û,
that, by diﬀerentiation, leads to
∂S
∂ta
S−1 + SΛaS−1 =
∂H
∂ta
H−1 − H
( ∂S
∂ta
S−1
)Û
H−1.
Then, we have
(Ja)[k],[k] = β[k](Λa)[k−1],[k] − (Λa)[k],[k+1]β[k+1] =
∂H[k]
∂ta
H−1[k] ,
(Ja)[k],[k+1] = (Λa)[k],[k+1] = −H[k]
∂(β[k+1])Û
∂ta
H−1[k+1]. 
D.15. Proof of Theorem 5.2.1
Proof. We obviously have
[ ∂
∂nb
− Tb, ∂
∂na
− Ta
]
(W1) = 0, a, b ∈ {1, . . . , D}.
Recalling the proof of Proposition 5.2.2 we can write
[ ∂
∂nb
− Tb, ∂
∂na
− Ta
]
(W1) =
(∂Δaβ(na · Λ)
∂nb
− ∂Δb β(nb · Λ)
∂na
)
(W1)
+
(− qa + (Δaβ)(na · Λ))∂W1
∂nb
− (− qb + (Δbβ)(nb · Λ))∂W1
∂na
− (−qa + Tb(Δaβ)(na · Λ))(TbW1) + (−qb + Ta(Δbβ)(nb · Λ))(TaW1).
To evaluate this expression we recall Proposition 5.2.1 that splits it by diagonals giv-
ing
(Δaβ)(na · Λ)(nb · Λ) − (Δbβ)(nb · Λ)(na · Λ)
= (TbΔaβ)(na · Λ)(nb · Λ) − (TaΔbβ)((nb · Λ)(na · Λ)
or
(ΔaΔbβ)(na · Λ)(nb · Λ) = (ΔbΔaβ)((nb · Λ)(na · Λ)
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which happens to be an identity. Next we look at the main diagonal where we have
Δb
[
∂β
∂na
+ (Δaβ)
(
qa + (na · Λ)β
)]
nb · Λ
= Δa
[
∂β
∂nb
+ (Δbβ)
(
qb + (nb · Λ)β
)]
na · Λ. 
D.16. Proof of Theorem 5.3.1
Proof. If we denote
La,b := ∂a∂b + Ua,b, a, b ∈ {1, . . . , D}, (D.16.1)
(5.3.2) reads as ∂a,b(Wi) = La,b(Wi). The compatibility conditions for this linear system 
are (
∂(a,b)(Lc,d) − ∂(c,d)(La,b) + [Lc,d, La,b]
)
(Wi) = 0, i = 1, 2,
and consequently
Ra,b,c,d(Wi) = 0, a, b, c, d ∈ {1, . . . , D}, (D.16.2)
where
Ra,b,c,d := (∂bUc,d)∂a + (∂aUc,d)∂b − (∂dUa,b)∂c − (∂cUa,b)∂d − ∂(a,b)(Uc,d) + ∂(c,d)(Ua,b)
+ [Uc,d, Ua,b] − ∂c∂dUa,b + ∂a∂bUc,d.
Notice that we have that W1 satisﬁes an equation of the form
( D∑
j=1
Bj∂j + A
)
(W1) = 0.
Recalling (5.2.1), we ﬁnd that
0 =
( D∑
j=1
Bj∂j + A
)
(W1) =
( D∑
j=1
BjΛj
ﬁrst superdiagonal
+
D∑
j=1
BjβΛj + A
diagonal
+l
)
W0
and, decoupling by diagonals, we get
D∑
j=1
BjΛj = 0,
D∑
j=1
BjβΛj + A = 0.
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From (D.16.2) we ﬁnd, in the ﬁrst place, that
(∂bUc,d)Λa + (∂aUc,d)Λb − (∂dUa,b)Λc − (∂cUa,b)Λd = 0,
which is identically satisﬁed because of (5.3.1). In the second place, we get the following 
nonlinear equation
(∂bUc,d)βΛa + (∂aUc,d)βΛb − (∂dUa,b)βΛc − (∂cUa,b)βΛd + ∂(a,b)Uc,d − ∂(c,d)Ua,b
+ [Uc,d, Ua,b] − ∂c∂dUa,b + ∂a∂bUc,d = 0,
and recalling (5.3.1) we get the desired result. 
D.17. Proof of Proposition 6.2.3
Proof. Observe that for n = Rea we have (6.2.1) that
M = (n · Λ)M−1/2 = ηRΛaη−1R M−1/2,
from where we deduce that
MMÛ = ηRΛaη−1R M−1
(
η−1R
)ÛΛÛa ηÛR
= ηRΛa[R]ÛBcM−1[R]BcΛÛa ηÛR because (6.1.3)
= ηRΛaM−1ΛÛa ηÛR from (6.1.1)
We now introduce the matrix built up of multinomial coeﬃcients involving ea,
M[k+1]a = diag
((
k + 1
α
(k+1)
j1
)
, . . . ,
(
k + 1
α
(k+1)
j|[k]|
))
∈ R|[k]|×|[k]|,
where [k+1]a :=
{
α
(k+1)
jm
}|[k]|
m=1 ⊂ [k+1] is the set containing only the multi-indices such 
that ea · α(k+1)jm Ó= 0, assuming the reverse lexicographical order; notice that |[k + 1]a| =
|[k]|. Then, we can write
(Λa)[k],[k+1]M−1[k+1]((Λa)[k],[k+1])Û = M−1[k+1]a ,
which is clearly invertible and, consequently
M[k],[k+1](M[k],[k+1])Û = ηR,[k]M−1[k+1]aηÛR,[k]
is invertible.
Thus, following Appendix B.1, we get the Moore–Penrose pseudo-inverse of the matrix 
(n · Λ)[k−1],[k]M−1/2[k] is
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(
(n · Λ)[k−1],[k]M−1/2[k]
)+
= M−1/2[k] ((n · Λ)[k−1],[k])Û
(
(n · Λ)[k−1],[k]M−1[k] ((n · Λ)[k−1],[k])Û)
)−1
which is the right inverse of the matrix, and therefore we get the result. 
D.18. Proof of Proposition 6.3.1
Proof. From Deﬁnition 2.3.1 we have
G =
∫
RD
χ(x)dμ(x)χ(x)Û
=
∫
RD
χ(Rx)dμ(Rx)χ(Rx)Û
=
∫
RD
ηRχ(x)dμ(x)χ(x)ÛηÛR
= ηRGηÛR .
From this formula and the Cholesky factorization we get
SH(S−1)Û = ηRSH(S−1)ÛηÛR
= ηRSη−1R ηRHηÛR(ηÛR)−1(S−1)ÛηÛR
=
(
ηRSη
−1
R
)(
ηRHη
Û
R
)((
ηRSη
−1
R
)Û)−1
,
and given the uniqueness of the Cholesky factorization and that ηR is block diagonal we 
get the stated result for S and H. The equation for β follows from the equation for S. 
D.19. Proof of Proposition 5.4.1
Proof. For convenience we write here the next couple of equations
∂aW1 = (∂aS + SΛa)W0,
(∂(a,b,c) − ∂a∂b∂c)(W1) =
(
∂a,b,cS − ∂a∂b∂cS − ∂a∂bSΛc − ∂b∂cSΛa − ∂c∂aSΛb
− ∂aSΛbΛc − ∂bSΛcΛa − ∂cSΛaΛb
)
W0.
Taking into account the form of S = I +β(1)+β(2)+ · · · , β(k) being the k-th subdiagonal 
of S, we can write
∂aW1 = (Λa + β(1)Λa)W0 + lW0, (D.19.1)
(∂(a,b,c) − ∂a∂b∂c)(W1) = −
( ﬁrst superdiagonal
∂aβ
(1)ΛbΛc + ∂bβ(1)ΛcΛa + ∂cβ(1)ΛaΛb (D.19.2)
G. Ariznabarreta, M. Mañas / Advances in Mathematics 302 (2016) 628–739 733
+ ∂aβ(2)ΛbΛc + ∂bβ(2)ΛcΛa + ∂cβ(2)ΛaΛb
diagonal
+ ∂a∂bβ(1)Λc + ∂b∂cβ(1)Λa + ∂c∂aβ(1)Λb
diagonal
)
W0
+lW0.
We can use (D.19.1) to move to the RHS of (D.19.2) the contribution on the ﬁrst super-
diagonal so that
(∂(a,b,c) − ∂a∂b∂c + ∂aβ(1)Λb∂c + ∂bβ(1)Λc∂a + ∂cβ(1)Λa∂b)(W1)
= −( diagonal∂aβ(2)ΛbΛc + ∂bβ(2)ΛcΛa + ∂cβ(2)ΛaΛb + ∂a∂bβ(1)Λc + ∂b∂cβ(1)Λa + ∂c∂aβ(1)Λb
−∂aβ(1)Λbβ(1)Λc − ∂bβ(1)Λcβ(1)Λa − ∂cβ(1)Λaβ(1)Λb
diagonal
)
W0 + lW0,
which using Proposition 4.1.4 can be written as19
(∂(a,b,c) − ∂a∂b∂c + ∂aβ(1)Λb∂c + ∂bβ(1)Λc∂a + ∂cβ(1)Λa∂b)(W1)
= −( diagonal∂a∂bβ(1)Λc + ∂b∂cβ(1)Λa + ∂c∂aβ(1)Λb
+(∂aβ(1))β(1)ΛbΛc + (∂bβ(1))β(1)ΛcΛa + (∂cβ(1))β(1)ΛaΛb
diagonal
−∂aβ(1)Λbβ(1)Λc − ∂bβ(1)Λcβ(1)Λc − ∂cβ(1)Λaβ(1)Λb
diagonal
)
W0 + lW0,
which after simplifying and writing β(1) = β
(∂(a,b,c) − ∂a∂b∂c + ∂aβΛb∂c + ∂bβΛc∂a + ∂cβΛa∂b)(W1)
= −(∂a∂bβΛc + ∂b∂cβΛa + ∂c∂aβΛb
+ (∂aβ)[β,Λb]Λc + (∂bβ)[β,Λc]Λa + (∂cβ)[β,Λa]Λb
)
W0 + lW0.
Hence, from (5.3.1)
R1 := (∂(a,b,c) − ∂a∂b∂c + Va,b∂c + Vb,c∂a + Vc,a∂b
+ ∂c(Va,b) + ∂a(Vb,c) + ∂b(Vc,a) + Va,b,c + Vb,c,a + Vc,b,a)(W1) ∈ lW0,
and trivially we know that
19 This could be avoided, depending on whether or not we desired to use β(2) in the expressions for Va,b,c.
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R2 := (∂(a,b,c) − ∂a∂b∂c + Va,b∂c + Vb,c∂a + Vc,a∂b
+ ∂c(Va,b) + ∂a(Vb,c) + ∂b(Vc,a) + Va,b,c + Vb,c,a + Vc,b,a)(W2) ∈ u,
where R1G = R2. Consequently, from the asymptotic module Proposition 5.1.1 we deduce 
that R1 = R2 = 0. Therefore,
∂Ψi
∂t(a,b,c)
= ∂
3Ψi
∂ta∂tb∂tc
− Va,b ∂Ψi
∂tc
− Vb,c ∂Ψi
∂ta
− Vc,a ∂Ψi
∂tb
−
(
∂c(Va,b) + ∂a(Vb,c) + ∂b(Vc,a) + Va,b,c + Vb,c,a + Vc,b,a
)
Ψi. 
D.20. Proof of Proposition 6.3.2
Proof. To prove (6.3.2) for the MVOPR observe that
P (Rx) = SηRχ(x)
= ηRSχ(x)
= ηRP (x)
which together with (6.1.2) leads to the result. To check (6.3.3) just follow the next 
equalities
ηR(n · J)η−1R = ηRS(n · Λ)S−1η−1R
= SηR(n · Λ)η−1R S−1
= S(Rn · Λ)S−1
= Rn · J .
Equations (6.3.4) are a direct consequence of (2.8.1) and (6.3.1). 
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1. Introduction
In this paper we address a natural question that arises from the LU factorization ap-
proach to multiple orthogonality [7]. The Gauss decomposition of a Hankel matrix, which
plays the role of a moment matrix, leads in the classical case to a natural description
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of algebraic facts regarding orthogonal polynomials on the real line (OPRL) such as
recursion relations and Christoﬀel–Darboux (CD) formula. In that case we have a chain
of orthogonal polynomials {Pl(x)}∞l=0 of increasing degree l. In [7] we extended that
approach to the multiple orthogonality scenario, and the Gauss decomposition of an
appropriate moment matrix led to sequences of families of multiple orthogonal poly-
nomials in the real line (MOPRL), {Q(II,a1(l))[þν1(l);þν2(l−1)]}∞l=0 and {Q¯
(I,a1(l))
[þν2(l);þν1(l−1)]}∞l=0. These
families happen to be biorthogonal, and therefore we will refer to them as biorthogonal
sequences of linear forms. The recursion formulae are relations constructed in terms of
the linear forms in these sequences. However, the Daems–Kuijlaars Christoﬀel–Darboux
formula given in Proposition 4 – that was re-deduced in [7] by linear algebraic means
(Gauss decomposition) and the use of the ABC theorem – was not expressed in terms
of linear forms belonging to the mentioned sequences. This situation is rather diﬀerent
to the OPRL case, in that standard scenario of the CD formula, call it the ABC type
CD formula, is expressed in terms of orthogonal polynomials in the sequence. The aim
of this paper is to show that, within that scheme, we can deduce an alternative but
equivalent MOPRL Christoﬀel–Darboux formula constructed in terms of linear forms in
the sequences {Q(II,a1(l))[þν1(l);þν2(l−1)]}∞l=0 and {Q¯
(I,a1(l))
[þν2(l);þν1(l−1)]}∞l=0 as in OPRL situation. Besides
we are able to ﬁnd an OPRL type CD formula, expressed in terms solely of elements
in the biorthogonal sequences of MOP of mixed type, there are two prices to pay: ﬁrst,
we need, in general, more terms than in the ABC type CD formula for these MOPs and
second, we will need to know the coeﬃcients in the recursion relation; i.e., the Jacobi co-
eﬃcients. We will refer to these type of CD formulae as Jacobi type CD formulae as they
are based on the structure of the Jacobi type matrix associated with the biorthogonal
sequences which gives their recursion relations.
We must stress that in the OPRL scenario there are many ways to prove the CD
formula [26]. In particular, on the one hand we could prove it using the ABC theorem
combined with the moment matrix symmetry and on the other hand using the eigen-value
properties of the Jacobi matrix. These two approaches – ABC and Jacobi – lead, in
this simple situation, to the same result. However, as already mentioned, in the MOP
scenario the two approaches lead to diﬀerent results: the ABC type CD formula (or
Daems–Kuijlaars CD formula) and the Jacobi type CD formula.
1.1. Historical background
Simultaneous rational approximation starts back in 1873 when Hermite proved the
transcendence of the Euler number in [21]. Later, K. Mahler delivered at the University
of Groningen several lectures [24] where he settled down the foundations of this theory,
see also [13] and [22]. Simultaneous rational approximation when expressed in terms
of Cauchy transforms leads to multiple orthogonality of polynomials. Given an interval
Δ ⊂ R of the real line, let M(Δ) denote all the ﬁnite positive Borel measures with
support containing inﬁnitely many points in Δ. Fix μ ∈ M(Δ), and let us consider a
system of weights þw = (w1, . . . , wp) on Δ, with p ∈ N; i.e. w1, . . . , wp being real integrable
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functions on Δ which does not change sign on Δ. Fix a multi-index þν = (ν1, . . . , νp) ∈
Zp+, Z+ = {0, 1, 2, . . .}, and denote |þν| = ν1 + · · · + νp. Then, there exist polynomials,
A1, . . . , Ap not all identically equal to zero which satisfy the following orthogonality
relations
∫
Δ
xj
p∑
a=1
Aa(x)wa(x)dμ(x) = 0, degAa ≤ νa − 1, j = 0, . . . , |þν| − 2. (1)
Analogously, there exists a polynomial B not identically equal to zero, such that
∫
Δ
xjB(x)wb(x)dμ(x) = 0, degB ≤ |þν|, j = 0, . . . , νb − 1, b = 1, . . . , p. (2)
These are the so called multiple orthogonal polynomials of type I and type II, respec-
tively, with respect to the combination (μ, þw, þν) of the measure μ, the systems of weights
þw and the multi-index þν. When p = 1 both deﬁnitions coincide with standard orthogonal
polynomials on the real line. Given a measure μ ∈ M(Δ) and a system of weights þw
on Δ a multi-index þν is called type I or type II normal if degAa must equal to νa − 1,
a = 1, . . . , p, or degB must equal to |þν| − 1, respectively. When for a pair (μ, þw) all
the multi-indices are type I or type II normal, then the pair is called type I perfect or
type II perfect respectively. Multiple orthogonal of polynomials have been employed in
several proofs of irrationality of numbers. For example, in [11] F. Beukers shows that
Apery’s proof [10] of the irrationality of ζ(3) can be placed in the context of a combi-
nation of type I and type II multiple orthogonality which is called mixed type multiple
orthogonality of polynomials. More recently, mixed type approximation has appeared in
random matrix and non-intersecting Brownian motion theories, [12,15,23]. Sorokin [27]
studied a simultaneous rational approximation construction which is closely connected
with multiple orthogonal polynomials of mixed type. In [29] a Riemann–Hilbert problem
was found that characterizes multiple orthogonality of type I and II, extending in this
way the result previously found in [20] for standard orthogonality. In [15] mixed type
multiple orthogonality was analyzed from this perspective. For a general study, but not
including multiple orthogonality, of Christoﬀel–Darboux kernels see [26]. In [9] we gave
a generalization of CD formulae to matrix generalized orthogonal polynomials. In [16]
MOPRL and some CD kernels are used in the study of average characteristic polynomials
and in [17] some properties of models of n one-dimensional, nonintersecting Brownian
motions with two prescribed starting points at time t = 0 and two prescribed ending
points at time t = 1 in a critical regime are analyzed with the aid of Hermite MOP.
Finally, in [19] a large class of MOPRL are shown to fulﬁll that its zeros on the real line
are simple, lie in the interior of the convex hull of the support of the measure and the
zeros of consecutive orthogonal polynomials interlace.
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1.2. Perfect systems and MOPRL of mixed type
In order to introduce multiple orthogonal polynomials of mixed type we consider two
systems of weights þw1 = (w1,1, . . . , w1,p1) and þw2 = (w2,1, . . . , w2,p2) where p1, p2 ∈ N,
and two multi-indices þν1 = (ν1,1, . . . , ν1,p1) ∈ Zp1+ and þν2 = (ν2,1, . . . , ν2,p2) ∈ Zp2+ with
|þν1| = |þν2| + 1. There exist polynomials A1, . . . , Ap1 , not all identically zero, such that
degAs < ν1,s, which satisfy the following relations
∫
Δ
p1∑
a=1
Aa(x)w1,a(x)w2,b(x)xjdμ(x) = 0, j = 0, . . . , ν2,b − 1, b = 1, . . . , p2. (3)
In this paper we say that we have p1 components of type II and p2 components of
type I. They are called mixed multiple-orthogonal polynomials with respect to the com-
bination (μ, þw1, þw2, þν1, þν2) of the measure μ, the systems of weights þw1 and þw2 and the
multi-indices þν1 and þν2. It is easy to show that ﬁnding the polynomials A1, . . . , Ap1 is
equivalent to solving a system of |þν2| homogeneous linear equations for the |þν1| unknown
coeﬃcients of the polynomials. Since |þν1| = |þν2| + 1 the system always has a nontrivial
solution. The matrix of this system of equations is the so called moment matrix, and
the study of its Gauss decomposition will be the cornerstone of this paper. Observe that
when p1 = 1 we are in the type II case and if p2 = 1 in type I case. Hence in general we
can ﬁnd a solution of (3) where there is an a ∈ {1, . . . , p1} such that degAa < ν1,a − 1.
When given a combination (μ, þw1, þw2) of a measure μ ∈ M(Δ) and systems of weights
þw1 and þw2 on Δ if for each pair of multi-indices (þν1, þν2) the conditions (3) determine that
degAa = ν1,a − 1, a = 1, . . . , p1, then we say that the combination (μ, þw1, þw2) is perfect.
In this case we can determine a unique system of mixed type orthogonal polynomials
(A1, . . . , Ap1) satisfying (3) requiring for a1 ∈ {1, . . . , p1} that Aa1 monic. Following [15]
we say that we have a type II normalization and denote the corresponding system of
polynomials by A(II,a1)a , j = 1, . . . , p1. Alternatively, we can proceed as follows, since the
system of weights is perfect from (3) we deduce that
∫
xν1,r1
p1∑
a=1
Aa(x)w1,a(x)w2,b(x)dμ(x) Ó= 0.
Then, we can determine a unique system of mixed type of multi-orthogonal polynomials
(A(I,a2)1 , . . . , A
(I,a2)
p2 ) imposing that
∫
xν1,a2
p1∑
a=1
A(I,a2)a (x)w1,a(x)w2,b(x)dμ(x) = 1,
which is a type I normalization. We will use the notation A(II,a1)[þν1;þν2],a and A
(I,a2)
[þν1;þν2],a to denote
these multiple orthogonal polynomials with type II and I normalizations, respectively.
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A known illustration of perfect combinations (μ, þw1, þw2) can be constructed with an
arbitrary positive ﬁnite Borel measure μ and systems of weights formed with exponen-
tials:
(
eγ1x, . . . , eγpx
)
, γi Ó= γj , i Ó= j, i, j = 1, . . . , p, (4)
or by binomial functions
(
(1 − z)α1 , . . . , (1 − z)αp), αi − αj /∈ Z, i Ó= j, i, j = 1, . . . , p (5)
or combining both classes, see [25]. Recently, in [18] the authors were able to prove
perfectness for a wide class of systems of weights. These systems of functions, now called
Nikishin systems, were introduced by E.M. Nikishin [25] and initially named MT-systems
(after Markov and Tchebycheﬀ).
1.3. Gauss decomposition and multiple orthogonality of mixed type. A reminder
Orthogonal polynomials and the theory of integrable systems have been connected
in several ways in the mathematical literature. We are particularly interested in the
one based in the Gauss decomposition that was developed in [1–5], and applied further
in [6–8]. These papers set the basis for the method we use in this paper to get an
alternative CD formula for MOPRL of mixed type.
In the following we extract from [7] the necessary material for the construction of the
mentioned alternative Christoﬀel–Darboux formula. We introduce the moment matrix
and recall how the Gauss decomposition leads to multiple orthogonality. Then, we outline
how the recursion relations appears by introducing a Jacobi type semi-inﬁnite matrix
and recall the reader the CD formula [14,15].
1.3.1. The moment matrix
We now proceed to deﬁne the moment matrix. For that aim we need as starting
point two systems of weights þwα = (wα,1, . . . , wα,pα), α = 1, 2 and p1, p2 ∈ {1, 2, 3, . . .}
and a ﬁnite Borel measure dμ supported all of them on an interval Δ ⊂ R. Given two
compositions1 þnα = (nα,1, . . . , nα,pα), α = 1, 2, of |þnα| = nα,1 + · · · + nα,pα any given
l ∈ Z+ := {0, 1, 2, . . .} determines uniquely, through Euclidean division, the following
non-negative integers kα(l) ∈ Z+, aα(l) ∈ {1, 2, . . . , pα} and rα(l) such that rα(l) ∈
{0, 1, . . . , nα,aα(l) − 1} and
1 Do not confuse with a partition; in Combinatorics, see for example [28], a composition of an integer n
is a way of writing n as the sum of a sequence of (strictly) positive integers. Two sequences that diﬀer in
the order of their terms deﬁne diﬀerent compositions of their sum, while they are considered to deﬁne the
same partition of that number. Every integer has ﬁnitely many distinct compositions. Given that for the
Gauss decomposition description of MOP this order is relevant we have stressed this aspect and preferred
the name of composition to that of multi-index, which can be also used.
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l =
{
kα(l)|þnα| + rα(l), aα(l) = 1,
kα(l)|þnα| + nα,1 + · · · + nα,aα(l)−1 + rα(l), aα(l) Ó= 1.
(6)
We deﬁne two monomial vectors that may be understood as sequences of monomials
according to the composition þnα, α = 1, 2, introduced previously.
χα :=
⎛⎜⎜⎜⎜⎜⎜⎝
χα,[0]
χα,[1]
...
χα,[k]
...
⎞⎟⎟⎟⎟⎟⎟⎠ where χα,[k] :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
χα,[k],1
χα,[k],2
...
χα,[k],aα
...
χα,[k],pα
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and χα,[k],aα :=
⎛⎜⎜⎝
xknα,aα
xknα,aα+1
...
xknα,aα+(nα,aα −1)
⎞⎟⎟⎠.
In a similar manner for α = 1, 2 we deﬁne the weighted monomial vectors
ξα :=
⎛⎜⎜⎜⎜⎜⎜⎝
ξα,[0]
ξα,[1]
...
ξα,[k]
...
⎞⎟⎟⎟⎟⎟⎟⎠ where ξα,[k] :=
⎛⎜⎜⎜⎝
wα,1χα,[k],1
wα,2χα,[k],2
...
wα,pαχα,[k],pα
⎞⎟⎟⎟⎠ .
For example, let us put p1 = 2 and p2 = 1 and set the compositions n1,1 = 3, n1,2 = 2
and n2,1 = 1 with weight vectors þw1 = (w1,1, w1,2) and þw2 = (w2,1). Then
χ1 =
(
1, x, x2, 1, x, x3, x4, x5, x2, x3, x6, x7, x8, x4, x5, . . .
)Û
,
χ2 =
(
1, x, x2, . . .
)Û
,
ξ1 =
(
w1,1, w1,1x,w1,1x
2, w1,2, w1,2x,w1,1x
3, w1,1x
4, w1,1x
5, w1,2x
2, w1,2x
3, . . .
)Û
,
ξ2 = w2,1
(
1, x, x2, . . .
)Û
.
We have used two colors, red (light gray in print) and blue (dark gray in print), for α = 1,
to remark the two (p1 = 2) forms of growth, in steps of 3 for the monomial powers in
red component and of 2 for the blue one. For the corresponding MOP of mixed type
(in this case are just of type II as we have choose p2 = 1) these colors are associated,
as we will see, to the two components of type II that this example leads to the red
and blue components. Observe that for the construction of the monomial vectors χα
and weighted monomial vectors ξα, α = 1, 2, only the two compositions þnα, α = 1, 2,
are needed. However, the l-th entries or coeﬃcients, χ(l)α and ξ(l)α , of these semi-inﬁnite
vectors can be explicitly expressed in terms of the just introduced Euclidean division
χ(l)α = xνα,aα(l) , ξ(l)α = wα,aα(l)xνα,aα(l)
where for any given l ∈ Z+ and aα := 1, 2, . . . , pα we deﬁne
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να,aα(l) :=
⎧⎪⎨⎪⎩
kα(l)|þnα| + nα,aα − 1, aα < aα(l),
kα(l)|þnα| + rα(l), aα = aα(l),
kα(l)|þnα| − 1, aα > aα(l).
Notice that να,aα(l) is the highest degree of all the monomials of type aα up to the
component χ(l)α included, of the monomial vector.
We stress that for a given positive integer l the number aα(l) ∈ {1, . . . , pα} distin-
guishes to which of the pα possible components, or diﬀerent colors (light and dark gray
in print) in the previous example (of type II for α = 1 and type I for α = 2) this integer
belongs to. Later on for any positive integer l we will need to know which is the closest
integer by defect or by excess in a given component aα ∈ {1, . . . , pα}, α ∈ {1, 2}. For that
aim we introduce the functions
[·,·]≶α : Z+ × {1, . . . , pα} → Z+,
(l, a) Ô→ [l, a]≶α ,
where
[l, a]<α :=
⎧⎪⎨⎪⎩
kα(l)|þnα| +
∑a
i=1 nα,i − 1, a < aα(l),
l, a = aα(l),
kα(l)|þnα| −
∑pα
i=a+2 nα,i − 1, a > aα(l),
[l, a]>α :=
⎧⎪⎨⎪⎩
(kα(l) + 1)|þnα| +
∑a−1
i=1 nα,i, a < aα(l),
l, a = aα(l),
(kα(l) + 1)|þnα| −
∑pα
i=a+1 nα,i, a > aα(l).
(7)
It can be proven that these are the desired integers; i.e., that [l, a]>α ([l, a]<α ) is the smallest
(largest) integer such that [l, a]>α ≥ l ([l, a]<α ≤ l) and aα([l, a]>α ) = a (aα([l, a]<α ) = a).
Finally, given the weighted monomials ξα, associated to the compositions þnα, α = 1, 2,
we introduce the moment matrix in the following manner
Deﬁnition 1. The moment matrix is given by
g :=
∫
ξ1(x)ξ2(x)Ûdμ(x). (8)
1.3.2. Multiple orthogonality of mixed type: The Gauss decomposition of the moment
matrix
Deﬁnition 2. For a given perfect combination (μ, þw1, þw2) we deﬁne
(1) The Gauss decomposition (also known as LU factorization) of a semi-inﬁnite moment
matrix g, determined by (μ, þw1, þw2), is the problem of ﬁnding the solution of
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g = S−1S¯, S =
⎛⎜⎜⎜⎝
1 0 0 · · ·
S1,0 1 0 · · ·
S2,0 S2,1 1 · · ·
...
...
... . . .
⎞⎟⎟⎟⎠ ,
S¯−1 =
⎛⎜⎜⎜⎜⎝
S¯′0,0 S¯
′
0,1 S¯
′
0,2 · · ·
0 S¯′1,1 S¯′1,2 · · ·
0 0 S¯′2,2 · · ·
...
...
... . . .
⎞⎟⎟⎟⎟⎠ , (9)
where Si,j , S¯′i,j ∈ R.
(2) In terms of these matrices we construct the polynomials
A(l)a :=
∑′
i
Sl,ix
k1(i), (10)
where the sum
∑′ is taken for a ﬁxed a = 1, . . . , p1 over those i such that a = a1(i)
and i ≤ l. We also construct the dual polynomials
A¯
(l)
b :=
∑′
j
xk2(j)S¯′j,l, (11)
where the sum
∑′ is taken for a given b over those j such that b = a2(j) and j ≤ l.
(3) Vectors of linear forms and dual linear forms associated with multiple orthogonal
polynomials and their duals are deﬁned by
Q :=
⎛⎜⎝Q
(0)
Q(1)
...
⎞⎟⎠ = Sξ1, Q¯ :=
⎛⎜⎝ Q¯
(0)
Q¯(1)
...
⎞⎟⎠ = (S¯−1)Ûξ2. (12)
Then – see Propositions 3, 4, 5 and 6 in [7] –
Proposition 1.
(1) The linear forms and their duals, introduced in Deﬁnition 2, are given by
Q(l)(x) :=
p1∑
a=1
A(l)a (x)w1,a(x), Q¯(l)(x) :=
p2∑
b=1
A¯
(l)
b (x)w2,b(x). (13)
(2) The orthogonality relations∫
Q(l)(x)w2,b(x)xkdμ(x) = 0, 0 ≤ k ≤ ν2,b(l − 1) − 1, b = 1, . . . , p2,
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Q¯(l)(x)w1,a(x)xkdμ(x) = 0, 0 ≤ k ≤ ν1,a(l − 1) − 1, a = 1, . . . , p1, (14)
are fulﬁlled.
(3) We have the following identiﬁcations
A(l)a = A
(II,a1(l))
[þν1(l);þν2(l−1)],a, A¯
(l)
b = A
(I,a1(l))
[þν2(l);þν1(l−1)],b,
in terms of multiple orthogonal polynomials of mixed type with two normalizations I
and II, respectively.
(4) The following multiple bi-orthogonality relations among linear forms and their duals∫
Q
(II,a1(l))
[þν1(l);þν2(l−1)](x)Q¯
(I,a1(k))
[þν2(k);þν1(k−1)](x)dμ(x) = δl,k, l, k ∈ Z+, (15)
hold.
Observe that a major diﬀerence between the usual approach to MOPRL of mixed
type, in which the orthogonality relations (3) are discussed in its own, and the described
Gauss decomposition approach is precisely the biorthogonality conditions given by (15).
While for standard OPRL both type orthogonal relations – the perpendicularity of each
polynomial Pl to {1, x, . . . , xl−1} and the orthogonality of the set of polynomials {Pl}∞l=0
– are discussed in equal footing this has no parallel before in the MOPRL scenario.
Biorthogonality (15) gives such a bridge; i.e., we have two sequences of MORPL – with
normalizations of types I and II, respectively – such that its biorthogonality is equivalent
to the multiple orthogonality condition of both families.
1.3.3. Jacobi type matrices and recursion relations
The moment matrix has a Hankel type symmetry that implies the recursion relations
and the Christoﬀel–Darboux formula. We consider the shift operators Υα deﬁned by
(Υα)l,j := δj,[l+1,aα(l)]> (16)
which satisfy the following relation
Υαχα(x) = xχα(x) =⇒ Υαξα(x) = xξα(x)
In terms of these shift matrices we can describe the particular Hankel symmetries for
the moment (see Proposition 12 in [7]) matrix
Proposition 2. The moment matrix g satisﬁes the Hankel type symmetry
Υ1g = gΥÛ2 . (17)
G. Araznibarreta, M. Mañas / Linear Algebra and its Applications 468 (2015) 154–170 163
From this symmetry we see that the following is consistent
Deﬁnition 3. We deﬁne the matrices
J := SΥ1S−1 = S¯ΥÛ2 S¯−1 = J+ + J−, J+ :=
(
SΥ1S
−1)
+, J− :=
(
S¯ΥÛ2 S¯
−1)
−,
(18)
where the sub-indices + and − denote the upper triangular and strictly lower triangular
projections.
The matrix J for this MORPL of mixed type is therefore, not a tridiagonal matrix as
for the standard OPRL, but more generally a banded matrix with the number of upper
and lower diagonal determined by the number of components and compositions.
The recursion relations follow immediately from the eigenvalue property
JQ(x) = xQ(x), Q¯(x)ÛJ = xQ¯(x)Û, (19)
which imply for {Q(II,a1(l))[þν1(l);þν2(l−1)](x)}∞l=0 and {Q¯
(I,a1(k))
[þν2(k);þν1(k−1)](x)}∞k=0 recursion rela-
tions; i.e., each xQ(II,a1(l))[þν1(l);þν2(l−1)](x) is expressed as a ﬁnite sum of linear forms in
{Q(II,a1(i))[þν1(i);þν2(i−1)](x)}∞i=0 and each xQ¯
(I,a1(k))
[þν2(k);þν1(k−1)](x) as a ﬁnite combination of dual linear
forms in {Q¯(I,a1(j))[þν2(j);þν1(j−1)](x)}∞j=0.
1.3.4. The ABC type Christoﬀel–Darboux formula for MOP of mixed type
Deﬁnition 4. The l-th Christoﬀel–Darboux kernel is deﬁned by
K [l](x, y) :=
l−1∑
k=0
Q
(II,a1(k))
[þν1(k);þν2(k−1)](y)Q¯
(I,a1(k))
[þν2(k);þν1(k−1)](x). (20)
Any semi-inﬁnite vector v can be written in block form as follows
v =
(
v[l]
v[≥l]
)
v[l] is the ﬁnite vector formed with the ﬁrst l coeﬃcients of v and v[≥l] the semi-inﬁnite
vector formed with the remaining coeﬃcients. This decomposition induces the following
block structure for any semi-inﬁnite matrix
M =
(
M [l] M [l,≥l]
M [≥l,l] M [≥l]
)
.
In Corollary 2 in [7] we found an ABC (Aitken–Berg–Collar) type theorem – this de-
nomination is the one that appears in [26] for the OPRL case –
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Proposition 3. The Christoﬀel–Darboux kernel can be expressed in terms of the inverse
of the truncated moment matrix as follows
K [l](x, y) =
(
ξ
[l]
2 (x)
)Û(
g[l]
)−1
ξ
[l]
1 (y). (21)
Finally what we call the ABC type or Kuijlaars–Daems CD formula for MOP of mixed
type is (see Proposition 21 in [7])
Proposition 4. For l ≥ max(|þn1|, |þn2|) the following
(x − y)K [l](x, y) =
p2∑
b=1
Q¯
(II,b)
[þν2(l−1)+þe2,b;þν1(l−1)](x)Q
(I,b)
[þν1(l−1);þν2(l−1)−þe2,b](y)
−
p1∑
a=1
Q¯
(I,a)
[þν2(l−1);þν1(l−1)−þe1,a](x)Q
(II,a)
[þν1(l−1)+þe1,a;þν2(l−1)](y) (22)
holds.
This ABC type CD formula for MOP of mixed type has been proven by Kuijlaars and
Daems using a Riemann–Hilbert problem, see [14,15]. Later on, in [7] it was proven for the
ﬁrst time by algebraic means – not relying on analytic conditions as in [14,15] – using the
ABC theorem (21) and the symmetry (17). Here {þei,a}pia=1 ⊂ Rpi stands for the vectors
in the respective canonical basis, i = 1, 2. We stress the appearance of þν2(l − 1) + þe2,b,
þν2(l−1)−þe2,b, þν1(l−1)−þe1,a and þν1(l−1)+þe1,a which are multi-indexes that do not belong
to the multi-index sequence associated with the sequence of biorthogonal linear forms
{Q(II,a1(l))[þν1(l);þν2(l−1)](x)}∞l=0 and {Q¯
(I,a1(k))
[þν2(k);þν1(k−1)](x)}∞k=0. Our alternative proposal, despite of
having a larger number of terms, as we will see below, involves only linear forms in the
sequence.
2. Jacobi type Christoﬀel–Darboux formula for multiple orthogonal polynomials of
mixed type
Given any positive integer l ∈ Z+ we consider the arithmetic congruence modulo pα;
i.e.
l = l¯α mod pα, l¯α ∈ {0, 1, . . . , pα − 1} ∼= Zpα = Z/(pαZ), α = 1, 2.
The result of this paper is the following
Theorem 1. For l ≥ max{|þn1|, |þn2|} the following Jacobi type Christoﬀel–Darboux for-
mula holds
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(y − x)K [l](x, y) =
∑
(i,j)∈σ1[l]
Q¯
(I,a1(j))
[þν2(j);þν1(j−1)](x)Jj,iQ
(II,a1(i))
[þν1(i);þν2(i−1)](y)
−
∑
(i,j)∈σ2[l]
Q¯
(I,a1(j))
[þν2(j);þν1(j−1)](x)Jj,iQ
(II,a1(i))
[þν1(i);þν2(i−1)](y),
where
σ1[l] :=
{
l, . . . ,
[
l,
(
a1(l) − 1
)
1
]>
1
}× {[l − 1, . . . , (a1(l − 1) + 1)1]<1 },
σ2[l] :=
{[
l − 1, (a2(l − 1) + 1)2]<2 , . . . , l − 1}× {l, . . . , [l, (a2(l) − 1)2]>2 }.
Proof. Splitting the eigenvalue property (19) into blocks we get
JQ(y) = yQ(y) =⇒ J [l]Q(y)[l] + J [l,≥l]Q(y)[≥l] = yQ(y)[l]
Q¯(x)ÛJ = xQ¯(x)Û =⇒ [Q¯(x)Û][l]J [l] + [Q¯(x)Û][≥l]J [≥l,l] = x[Q¯(x)Û][l]
Multiply the ﬁrst equation from the left by [Q¯(x)Û][l] and the second one from the right
by Q(y)[l] substract both results to obtain
[
Q¯(x)Û
][l]
J [l,≥l]Q(y)[≥l] − [Q¯(x)Û][≥l]J [≥l,l]Q(y)[l]
= (y − x)[Q¯(x)Û][l] · Q(y)[l] = (y − x)K [l](x, y)
A brief study of the shape of J shows that, even though J [l,≥l] has semi-inﬁnite length
rows, most of its elements are 0. Actually it only contains a ﬁnite number of nonzero
entries that concentrate in the lower left corner of itself. The same reasoning applies
to J [≥l,l]. This matrix has semi-inﬁnite length columns but again it only contains a ﬁnite
number of nonzero terms concentrated in the upper right corner of itself. Of course the
number of terms involved in this expression will depend on the value of l. To be more
precise we proceed as follows.
After a study of the shape of J we can state
Lemma 1. For l ≥ max{|þn1|, |þn2|} the only nonzero elements of J along a given row or
column are
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J[l−1,(a1(l−1)+1)1]<1 ,l
∗
...
∗
Jl,[l−1,(a2(l−1)+1)2]<2 ∗ · · · ∗ Jl,l ∗ · · · ∗ Jl,[l+1,(a1(l+1)−1)2]>1
∗
...
∗
J[l+1,(a2(l+1)−1)2]>2 ,l
Using this lemma we get the desired result and the proof is complete. 
Remarkably, this Jacobi type CD formula is expressed uniquely in terms of our se-
quences of biorthogonal linear forms {Q(II,a1(l))[þν1(l);þν2(l−1)](x)}∞l=0 and {Q¯
(I,a1(k))
[þν2(k);þν1(k−1)](x)}∞k=0,
and does not need of alien multi-indexes to it, as þν2(l − 1) + þe2,b, þν2(l − 1) − þe2,b,
þν1(l − 1) − þe1,a and þν1(l − 1) + þe1,a that appear in the standard CD formula for MOP
of mixed type (22). The price we have to pay to have all the terms in the sequence
of biorthogonal polynomials is that we will need more terms than in the formula (22)
where we have (p1 +p2) summands (where each summand is strange to the biorthogonal
sequence of linear forms).
The number of terms N from the biorthogonal sequence that is needed in this Jacobi
type CD formula can be expressed in terms of
nα(l) := l −
[
(l − 1), (aα(l − 1) + 1)α]<α , α = 1, 2
as follows
Proposition 5. We have the following equation
N =
[l,(a1(l)−1)1]>1 −l∑
k=0
[
n1(l + k) − k
]
+
[l,(a2(l)−1)2]>2 −l∑
k=0
[
n2(l + k) − k
]
.
The worst situation is reached when the compositions are þn1 = (1, . . . , 1) and þn2 =
(1, . . . , 1); in this case we have that
N = |þn1|(|þn1| + 1)2 +
|þn2|(|þn2| + 1)
2 .
For any other pair of compositions we have less terms. In order to be more clear let us
suppose that p1 = 3 and p2 = 2 with þn1 = (4, 3, 2) and þn2 = (3, 2). The corresponding
Jacobi type matrix has the following shape
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J =
(
J [12] J [12,≥12]
J [≥12,12] J [≥12]
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . .
∗ ∗ 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . .
0 ∗ ∗ 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . .
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . .
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . .
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 . . .
0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 0 0 0 0 0 0 0 0 0 0 0 0 . . .
0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 0 0 0 0 0 . . .
0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 0 0 0 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 0 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 0 0 0 . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 1 . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ . . .
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗ . . .
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
(23)
where ∗ denotes a non-necessarily null real number.
In our example (p1 = 3, p2 = 2, þn1 = (4, 3, 2) and þn2 = (3, 2)) for l = 12 we have
(y − x)K [12](x, y) =
[ 11∑
i=6
16∑
j=12
Q¯(x)(i)Ji,jQ(y)(j)
]
−
[ 13∑
i=12
11∑
j=9
Q¯(x)(i)Ji,jQ(y)(j)
]
.
2.1. Expressing the Jacobi type matrix in terms of factorization factors
As we have seen we can write J in terms of S or of S¯, this means that each term
of J has two diﬀerent expressions, giving relations between S with S¯. We are not too
concerned about these relations since what we want here is the most simple expression
we can get for the elements of J . It is easy to realize that this is achieved if we use
the expression involving S in order to calculate the upper part of J and the expression
involving S¯ to calculate the lower part of it. Hence, for every Jl,k we will have expressions
in terms of the factorization matrices coeﬃcients and the elements of their inverses – thus,
in terms of the MOPRL and associated second kind functions. The only terms from the
factorization matrices (or their inverses) that will be involved when calculating any Jl,k
are just those between the main diagonal and the l − |þn1| diagonal (both included) of S
and those between the main diagonal and the l+ |þn2| diagonal (both included) of S¯. And
not even all of them. As we are about to see there are three diﬀerent kinds of elements
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in J . The ones along the main diagonal, the ones along the immediate closest diagonals to
the main one, and ﬁnally all the remaining diagonals. The recursion relation coeﬃcients
Jk,l are ultimately related to the MOPRL and its associated second kind functions in
the following way
Proposition 6. The elements of the recursion matrix J can be written in terms of products
of the entries of the LU factorization matrices and its inverses as follows
Jl,l = Sl,[(l−1),a(l)]<1 + S
−1
[(l+1),a(l)]>1 ,l
+
∑
a=1,...,p1
aÓ=a1(l)
Sl,[(l−1),a]<1 S
−1
[(l+1),a]>1 ,l
= S¯l,[(l+1),a(l)]>2 S¯
−1
l,l + S¯l,lS¯
−1
[(l−1),a(l)]<2 ,l +
∑
a=1,...,p2
aÓ=a2(l)
S¯l,[(l+1),a]>2 S¯
−1
[(l−1),a]<2 ,l
Jl,l+1 = S−1[(l+1),a(l)]>1 ,l+1 +
∑
a=1,...,p1
aÓ=a1(l)
Sl,[(l−1),a]<1 S
−1
[(l+1),a]>1 ,l+1
Jl+1,l = S¯l+1,[(l+1),a(l)]>2 S¯
−1
l,l +
∑
a=1,...,p2
aÓ=a2(l)
S¯l+1,[(l+1),a]>2 S¯
−1
[(l−1),a]<2 ,l
Jl,l+k =
(a1(l)−1)1∑p1
a=(a1(l+k−1)+1)1
Sl,[(l−1),a]<1 S
−1
[(l+1),a]>1 ,l+k
,
2 ≤ k ≤ [(l + 1), (a1(l + 1) − 1)1]<1 − l,
Jl+k,l =
(a2(l)−1)2∑p2
a=(a2(l+k−1)+1)2
S¯l+k,[(l+1),a]>2 S¯
−1
[(l−1),a]<2 ,l,
2 ≤ k ≤ [(l + 1), (a2(l + 1) − 1)2]<2 − l.
Proof. To prove it we just take the deﬁnition (16) of Υα, α = 1, 2, and the deﬁnition
of J given in (18) to compute the diﬀerent coeﬃcients. 
Where, for r, r′ < pα, α ∈ {1, 2}, we have used
r′∑pα
a=r
Xa =
{∑r′
a=r Xa, r ≤ r′,∑r′
a=1 Xa +
∑pα
a=r Xa, r > r
′.
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1. Introduction
In this paper we extend previous results on orthogonal Laurent polynomials in the 
unit circle (OLPUC) [13] to the matrix realm (MOLPUC). To explain better our aims 
and results we need a brief account on orthogonal polynomials, Laurent orthogonal 
polynomials and their matrix extensions, and also some facts about integrable systems.
1.1. Historical background
1.1.1. Szegő polynomials
We will denote the unit circle by T := {z ∈ C : |z| = 1} and D := {z ∈ C : |z| < 1}
stands for the unit disk; when z ∈ T we will use the parametrization z = eiθ with 
θ ∈ [0, 2π). In the scalar case, one deals with a complex Borel measure μ supported in T
that is said to be positive deﬁnite if it maps measurable sets onto non-negative numbers, 
that in the absolutely continuous situation (with respect to the Lebesgue measure dθ) 
has the form w(θ)dθ. For the positive deﬁnite situation the orthogonal polynomials in 
the unit circle (OPUC) or Szegő polynomials are deﬁned as those monic polynomials 
Pn of degree n that satisfy the following system of equations, called orthogonality re-
lations:
´
T Pn(z)z
−kdμ(z) = 0, for k = 0, 1, . . . , n − 1 [90]. The connections between 
orthogonal polynomials on the real line (OPRL) supported in the interval [−1, 1] and 
OPUC have been explored in the literature, see for example [53,22]. Let us observe that 
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for this analysis the use of spectral theory techniques requires the study of the oper-
ator of multiplication by z. Recursion relations for OPRL and OPUC are well known; 
however, in the real case, the three term recurrence laws provide a tridiagonal matrix, 
the so-called Jacobi operator, while in the unit circle support case, the problem leads to 
a Hessenberg matrix [61], being a more involved scenario that the Jacobi one (as it is 
not a sparse matrix with a ﬁnite number of non-vanishing diagonals). In fact, OPUCs
recursion relation requires the introduction of reciprocal or reverse Szegő polynomials 
P ∗l (z) := zlPl(z¯−1) and the reﬂection or Verblunsky (Schur parameters is another usual 
name) coeﬃcients αl := Pl(0). The recursion relations for the Szegő polynomials can be 
written as 
(
Pl
P ∗l
)
=
( z αl
zα¯l 1
) ( Pl−1
P ∗l−1
)
. There exist numerous studies on the zeroes of the 
OPUC [10,16,19,54,58,60,74,80] with interesting applications to signal analysis theory 
[63,65,82,83]. Despite the mentioned advances for the OPUC theory, the corresponding 
state of the art in the OPRL context is still much more developed. An issue to stress here 
is that Szegő polynomials are, in general, not a dense set in the Hilbert space L2(T, μ); 
Szegő’s theorem implies for a non-trivial probability measure dμ on T with Verblunsky 
coeﬃcients {αn}∞n=0 that the corresponding Szegő’s polynomials are dense in L2(T, μ)
if and only if 
∏∞
n=0(1 − |αn|2) = 0. For an absolutely continuous probability measure 
Kolmogorov’s density theorem ensures that density in L2(T, μ) of the OPUC holds iﬀ 
the so-called Szegő’s condition 
´
T log(w(θ))dθ = −∞ is fulﬁlled [89]. We refer the reader 
to Barry Simon’s books [85] and [86] for a very detailed studied of OPUC.
1.1.2. Orthogonal Laurent polynomials
Orthogonal Laurent polynomials on the real line (OLPRL) were introduced in [66,
67] in the context of the strong Stieltjes moment problem. When this moment problem 
has a solution, there exist polynomials {Qn}, known as Laurent polynomials, such that ´
R x
−n+jQn(x)dμ(x) = 0 for j = 0, . . . , n − 1. The theory of Laurent polynomials on 
the real line was developed in parallel with the theory of orthogonal polynomials, see 
[33,43,64] and [81]. The theory of orthogonal Laurent polynomials was carried from the 
real line to the circle [91] and subsequent works broadened the matter (e.g. [37,29,35,36]), 
treating subjects like recursion relations, Favard’s theorem, quadrature problems, and 
Christoﬀel–Darboux formulae. The Cantero–Moral–Velázquez (CMV) [29] representa-
tion is a hallmark in the study of certain aspects of Szegő polynomials, as we mentioned 
already while the OLPUC are always dense in L2(T, μ), this is not true in general for 
the OPUC [25,37]. The bijection between OLPUC in the CMV representation and the 
ordinary Szegő polynomials implies the replacement of complicated recursion relations 
with ﬁve term relations similar to the OPRL situation. Other papers have reviewed and 
broadened the study of CMV matrices, see for example [87,68]; in particular alternative 
or generic orders in the base used to span the space of OLPUC can be found in [36]. 
In particular, the reading of Simon’s account of the CMV theory [87] is illuminating. 
In fact, the discovery of the advantages of the CMV ordering goes back to the previous
work [93].
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1.1.3. Matrix orthogonal polynomials
Orthogonal polynomials with matrix coeﬃcients on the real line were considered in 
detail by Krein [69,70] in 1949, and thereafter were studied sporadically until the last 
decade of the XX-th century. Some relevant papers on this subject are [20,56,17]; in 
particular, in [17] the scattering problem is solved for a kind of discrete Sturm–Liouville 
operators that are equivalent to the recursion equation for scalar orthogonal polynomials. 
They found that polynomials that satisfy a relation of the form
xPk(x) = AkPk+1(x) + BkPk(x) + A∗k−1Pk−1(x), k = 0, 1, . . . ,
are orthogonal with respect to a positive deﬁnite measure. This is a matrix version of 
Favard’s theorem for scalar orthogonal polynomials. Then, in the 1990s and the 2000s
some authors found that matrix orthogonal polynomials (MOPs) satisfy in certain cases 
some properties that satisfy scalar-valued orthogonal polynomials; for example, Laguerre, 
Hermite and Jacobi polynomials, i.e., the scalar-type Rodrigues’ formula [47,48,34] and 
a second order diﬀerential equation [44,46,24]. Later on, it has been proven [45] that 
operators of the form D = ∂2F2(t) + ∂1F1(t) + ∂0F0 have as eigen-functions diﬀerent 
inﬁnite families of MOPs. Moreover, in [24] a new family of MOPs satisfying second order 
diﬀerential equations, whose coeﬃcients do not behave asymptotically as the identity 
matrix, was found; see also [30]. In [31] the Riemann–Hilbert problem for this matrix 
situation and the appearance of non-Abelian discrete versions of Painlevé I were explored,
showing singularity conﬁnement — see [32]; for Riemann–Hilbert problems see also [62]. 
Let us mention that in [75,76] and [27] the MOPs are expressed in terms of Schur 
complements that play the role of determinants in the standard scalar case. For a survey 
on matrix orthogonal polynomials, we refer the reader to [39].
1.1.4. Integrable hierarchies and the Gauss–Borel factorization
The seminal paper of M. Sato [84] and further developments performed by the Kyoto 
school [40–42] settled the Lie-group theoretical description of the integrable hierarchies. It 
was Mulase [78] the one who made the connection between factorization problems, dress-
ing procedures and integrability. In this context, Ueno and Takasaki [92] performed an 
analysis of the Toda type hierarchies and their soliton-like solutions. Adler and van Moer-
beke [4–8,3,9] have clariﬁed the connection between the Lie-group factorization, applied 
to Toda type hierarchies — what they call discrete Kadomtsev–Petviashvilii (KP) —
and the Gauss–Borel factorization applied to a moment matrix that comes from orthog-
onality problems; thus, the corresponding orthogonal polynomials are closely related to 
speciﬁc solutions of the integrable hierarchy. See [21,52,71,11] for further developments 
in relation with the factorization problem, multicomponent Toda lattices and generalized 
orthogonality. In [3] a profound study of the OPUC and the Toda type associated lattice, 
called the Toeplitz lattice (TL), was performed. A relevant reduction of the equations of 
the TL has been found by Golinskii [59] in the context of Schur ﬂows when the measure 
is invariant under conjugation (also studied in [88] and [49]), another interesting paper 
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on this subject is [77]. The Toeplitz lattice was proven to be equivalent to the Ablowitz–
Ladik lattice (ALL) [1,2], and that work has been generalized to the link between matrix 
orthogonal polynomials and the non-Abelian ALL in [27]. Both of them have to deal 
with the Hessenberg operator for the multiplication by z. Research about the integrable 
structure of Schur ﬂows and its connection with ALL has been done (in recent and not so 
recent works) from a Hamiltonian point of view in [79], and other works also introduce 
connections with Laurent polynomials and τ -functions, like [50,51,23].
1.2. Preliminary material
1.2.1. Semi-inﬁnite block matrices
For the matrix extension considered in the present work we need to deal with block 
matrices and block Gauss–Borel factorizations. For each m ∈ N, the directed set of 
natural numbers, we consider ring of the complex m ×m matrices Mm := Cm×m, and its 
direct limit M∞ := lim−→ Mm, the ring of semi-inﬁnite complex matrices. We will denote 
by diagm ⊂ Mm the set of diagonal matrices. For any A ∈ M∞, Aij ∈ C denotes the 
(i, j)-th element of A, while (A)ij ∈ Mm denotes the (i, j)-th block of it when subdivided 
into m × m blocks. We will denote by G∞ the group of invertible semi-inﬁnite matrices 
of M∞. In this paper two important subgroups are U , the invertible upper triangular 
— by blocks — matrices, and L , the lower triangular — by blocks — matrices with the 
identity matrix along their block diagonal. The corresponding restriction on invertible 
upper triangular block matrices is denoted by Û . Block diagonal matrices will be denoted 
by D = {D ∈ M∞ : (D)i,j = di · δi,j with di ∈ Mm}. Given a semi-inﬁnite matrix 
A ∈ M∞, we consider its l-th block leading submatrix
A[l] =
⎛⎜⎜⎜⎝
(A)0,0 (A)0,1 . . . (A)0,l−1
(A)1,0 (A)1,1 . . . (A)1,l−1
...
...
(A)l−1,0 (A)l−1,1 . . . (A)l−1,l−1
⎞⎟⎟⎟⎠ ∈ Mml, (A)i,j ∈ Mm,
and we write
A =
(
A[l] A[l,≥l]
A[≥l,l] A[≥l]
)
, (1)
for the corresponding block partition of a matrix A where, for example, A[l,≥l] denotes 
all the (A)i,j-th blocks of the matrix A with i < l, j ≥ l. Very much related to the block 
partition of a matrix M are the Schur complements. The Schur complement with respect 
to the upper left block of the block partition
M =
(
A B
C D
)
∈ Mp+q, A = (ai,j) ∈ Mp, D ∈ Mq,
is
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MupslopeA := SC
(
(ai,j) B
C D
)
:= D − CA−1D,
where we have assumed that A is an invertible matrix.
1.2.2. Quasi-deﬁniteness
Let us recall the reader that measures and linear functionals are closely connected; 
given a linear functional L on Λ[∞], the set of Laurent polynomials on the circle — or
polynomial loops LpolC, we deﬁne the corresponding moments of L as cn := L[zn] for all 
the possible integer values of n ∈ Z. The functional L is said to be Hermitian whenever 
c−n = cn, ∀n ∈ Z. Moreover, the functional L is deﬁned as quasi-deﬁnite (positive 
deﬁnite) when the principal submatrices of the Toeplitz moment matrix (Δi,j), Δi,j :=
ci−j , associated to the sequence cn, are non-singular (positive deﬁnite), i.e., ∀n ∈ Z, 
Δn := det(ci−j)ni,j=0 Ó= 0 (> 0). Some aspects on quasi-deﬁnite functionals and their 
perturbations are studied in [15,26]. It is known [57] that when the linear functional L is 
Hermitian and positive deﬁnite, there exists a ﬁnite positive Borel measure with a support 
lying on T such that L[f ] = ´T fdμ, ∀f ∈ Λ[∞]. In addition, a Hermitian positive deﬁnite 
linear functional L deﬁnes a sesquilinear form 〈·,·〉L : Λ[∞]×Λ[∞] Ô→ C as 〈f, g〉L = L[fg¯], 
∀f, g ∈ Λ[∞]. Two Laurent polynomials {f, g} ⊂ Λ[∞] are said to be orthogonal with 
respect to L if 〈f, g〉L = 0. From the properties of L it is easy to see that 〈·,·〉L is a 
scalar product and if μ is the positive ﬁnite Borel measure associated to L we are led to 
the corresponding Hilbert space L2(T, μ), the closure of Λ[∞]. The more general setting,
when L is just quasi-deﬁnite is associated to a corresponding quasi-deﬁnite complex 
measure μ, see [55]. As before, a sesquilinear form 〈·,·〉L is deﬁned for any such linear 
functional L; thus, we just have the linearity (in the ﬁrst entry) and skew-linearity (in 
the second entry) properties. However, we have no symmetry allowing the interchange 
of the two arguments. We formally broaden the notion of orthogonality and say that f is 
orthogonal to g if 〈f, g〉L = 0, but we must be careful as in this general situation it could 
happen that 〈f, g〉L = 0 but 〈g, f〉L Ó= 0.
1.2.3. Matrix Laurent polynomials and orthogonality
A matrix-valued measure μ = (μi,j) supported on T is said to be Hermitian and/or 
positive deﬁnite, if for every Borel subset B of T, the matrix μ(B) is a Hermitian and/or 
positive deﬁnite matrix. When the scalar measures μi,j , i, j = 1, . . . , m, are absolutely 
continuous with respect to the Lebesgue measure on the circle dθ, according to the 
Radon–Nikodym theorem, it can be always expressed using complex weight (density 
or Radon–Nikodym derivative of the measure) functions wi,j, i, j = 1, . . . , m, so that 
dμi,j(θ) = wi,j(θ)dθ, θ ∈ [0, 2π). If, in addition, the matrix measure μ is Hermitian 
and positive deﬁnite, then the matrix (wi,j(θ)) is a positive deﬁnite Hermitian matrix. 
For the sake of notational simplicity we will use, whenever it is convenient, the complex 
notation dμ(z) = ieiθdμ(θ).
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The moments of the matrix measure μ are
cn :=
1
2π
˛
T
z−n
dμ(z)
iz =
1
2π
2πˆ
0
e−inθdμ(θ) ∈ Mm,
while the Fourier series of the measure is
Fμ(u) :=
∞∑
n=−∞
cnu
n, (2)
that for absolutely continuous measures, dμ(θ) = w(θ)dθ satisﬁes Fμ(θ) = w(θ). Let 
D(0; r, R) = {z ∈ C : r < |z| < R} denote the annulus around z = 0 with interior and 
exterior radii r and R, Rij,± := (lim supn→∞ n
√|cij,±n| )∓1 and R+ = mini,j=1,...,m Rij,+
and Rij,− = maxi,j=1,...,m Rij,−. Then, according to the Cauchy–Hadamard theorem,
the series Fμ(z) converges uniformly in any compact set K, K ⊂ D(0; R−, R+).
The space Λm,[p,q] := Mm{Iz−p, Iz−p+1, . . . , Izq} (where I ∈ Mm is the identity 
matrix) of complex Laurent polynomials with m × m matrix coeﬃcients and the corre-
sponding restrictions on their degrees is an Mm free module of rank p + q+1. We denote 
by LpolMm the inﬁnite set of Laurent matrix polynomials or polynomial loops in Mm.
Given a matrix measure μ, we introduce the following left and right matrix-valued
sesquilinear forms in the loop space LMm considered as left and right modules for the 
ring Mm, respectively,
〈〈f, g〉〉L :=
˛
T
g(z)dμ(z)iz f(z)
† ∈ Mm, (3)
〈〈f, g〉〉R :=
˛
T
f(z)† dμ(z)iz g(z) ∈ Mm. (4)
The sesquilinearity of these forms means that the following two properties hold:
(1) 〈 〈f1 + f2, g〉 〉H = 〈 〈f1, g〉 〉H + 〈 〈f2, g〉 〉H and 〈 〈f, g1 + g2〉 〉H = 〈 〈f, g1〉 〉H + 〈 〈f, g2〉 〉H for 
all f, f1, f2, g, g1, g2 ∈ LMm and H = L, R.
(2) 〈 〈mf, g〉 〉L = 〈 〈f, g〉 〉Lm†, 〈 〈f, mg〉 〉L = m〈 〈f, g〉 〉L, 〈 〈fm, g〉 〉R = m†〈 〈f, g〉 〉R and 
〈 〈f, gm〉 〉R = 〈 〈f, g〉 〉Rm, for all f, g ∈ LMm and m ∈ Mm.
Moreover, if the matrix measure is Hermitian, then so are these forms; i.e.,
〈〈f, g〉〉†H = 〈〈g, f〉〉H , H = L,R.
Actually, from these sesquilinear forms, for a positive deﬁnite Hermitian measure, we 
can derive the corresponding scalar products
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〈f, g〉†H = 〈f, g〉H := Tr
[〈〈f, g〉〉H], ‖f‖2H = 〈f, f〉H , H = L,R,
and corresponding Hilbert spaces HH with a norm — of Frobenius type — given by
‖f‖H = +
√
〈f, f〉H , H = L,R.
A set {pl}Nl=0 ⊂ HH , H = L, R, is an orthogonal set if and only if〈〈
pHl , p
H
j
〉〉
K
= δijhj , hj ∈ Mm.
1.3. On the content of the paper
In previous papers we have approached the study of the link between orthogonality 
and integrability within an algebraic/group theoretical point of view. Our keystone relies 
on the fact that a number of facets of orthogonality and integrability can be described 
with the aid of the Gauss–Borel factorization of an inﬁnite matrix. This approach was 
applied in [12] for the analysis of multiple orthogonal polynomials of mixed type, allow-
ing for an algebraic proof of the Christoﬀel–Darboux formula, alternative to the analytic 
one, based on the Riemann–Hilbert problem (and constrained therefore by convenient 
analytic conditions) given in [38]. This approach was also used successfully in [13], where
a CMV ordering of the Fourier basis gave, for a given measure on the unitary circle, 
a moment matrix whose Gauss–Borel factorization leads to OLPUC. Recursion relations 
and Christoﬀel–Darboux formula appeared also in a straightforward manner. Also con-
tinuous and discrete deformations and τ -function theory were extended to the circular 
case under the suitable choice of moment matrices and shift operators. In this last paper 
we only requested to the measure to be quasi-deﬁnite, condition that implies the exis-
tence of the Gauss–Borel factorization. Let us mention that we have applied this method 
in the ﬁnding of Christoﬀel–Darboux type formulae in other situations, see [18,14].
In this paper we consider two semi-inﬁnite block matrices, whose coeﬃcients (matrices 
in Cm×m) are left and right matrix moments, ordered in a Cantero–Morales–Velázquez 
style, of a matrix measure on the circle. The corresponding block Gauss–Borel factoriza-
tion of these CMV block moment matrices leads to MOLPUC. To be more precise, we 
get the right and left versions of two biorthogonal families of matrix Laurent polynomi-
als and corresponding Szegő polynomials. When the matrix measure is Hermitian, these 
two families happen to be proportional resulting in two families of MOLPUC. Following 
[75,27] we express them as Schur complements of bordered truncated moment matrices. 
We also prove, in an algebraic manner using the Gauss–Borel factorization, the ﬁve term 
recursion relations and the Christoﬀel–Darboux formula. Let us stress that in this paper 
we introduce an intertwining operator η not used in [13] that clariﬁes the appearance of 
reciprocal polynomials and simpliﬁes the algebraic proofs. The recursion relations indi-
cate which deformations of the quasi-deﬁnite matrix measure lead to integrable systems 
of Toda type. Thus, we discuss the following elements: wave and adjoint wave functions, 
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Lax and Zakharov–Shabat equations, bilinear equations and discrete ﬂows — connected 
with Darboux transformations. In this context we ﬁnd a generalization of the matrix 
Cafasso’s extension of the Toeplitz lattice for the Verblunsky coeﬃcients of Szegő poly-
nomials. The Cafasso ﬂows correspond to what we call total ﬂows, which are only a 
part of the integrable ﬂows associated to MOLPUC. We unsuccessfully tried to get a 
matrix τ theory, but despite this failure, we get interesting byproducts. We analyze the 
role of Miwa shifts in this context and, as a collateral eﬀect, nicely connect them with 
the Christoﬀel–Darboux kernels. These formulae suggest a link of these kernels with the 
Cauchy propagators that in the Grassmannian ∂¯ approach to multicomponent KP hier-
archy was used in [72,73]. This identiﬁcation allows us to give in Theorem 6 expressions 
of the MOLPUC in terms of products of their Miwa shifted and non-shifted quasi-norms. 
Despite that these expressions lead to the τ -function representation in the scalar case,
this is not the case within the matrix context.
Let us mention that the submodules of matrix Laurent polynomials considered in 
this paper have the higher and lower powers constrained to be of some particular form, 
implied by the chosen CMV ordering. In [13] this limitation was overcome by the in-
troduction of extended CMV orderings of the Fourier basis, which allowed for general 
subspaces of Laurent polynomials. A similar procedure can be performed in this matrix 
situation; but, as its development follows very closely the ideas of [13], we prefer to avoid 
its inclusion here.
The layout of this paper is as follows. Section 2 is devoted to orthogonality theory, 
in particular in Section 2.1 we consider the left and right block CMV moment matri-
ces and perform corresponding block Gaussian factorizations in Section 2.2, getting the 
associated families of right and left MOLPUC and matrix Szegő polynomials and their 
biorthogonality relations. We also get the recursion relations and Schur complement ex-
pressions of them in terms of bordered truncations of the moment matrices. Then, in 
Section 2.3 we introduce the matrix second kind functions that are connected with the 
Fourier series of the measure and that will be relevant later on for the adjoint Baker 
functions. The reconstruction of the recursion relations from the Gauss–Borel factoriza-
tions is performed in Section 2.4; the Christoﬀel–Darboux formulae for this non-Abelian
scenario are given in Section 2.5. Observe that in this case, the projection operators are 
projectors in a module over the ring Cm×m, that in the Hermitian deﬁnite positive situ-
ation lead to orthogonal projections in the standard geometrical sense. The integrability 
aspects are treated in Section 3. Given adequate deformations of the moment matrices,
we ﬁnd wave functions, Lax equations and Zakharov–Shabat equations in Section 3.1; 
here we also consider a generalization of the Cafasso’s Toeplitz lattice and the bilinear 
equations formulation of the hierarchy. Finally, we extend to this matrix context the 
discrete ﬂows for the Toeplitz lattice, intimately related to Darboux transformations 
in Section 3.2 and also derive the bilinear equations fulﬁlled by the MOLPUC in Sec-
tion 3.1.3. Finally, in Section 3.3 we consider the action of Miwa transformations and 
get the previously mentioned results. We conclude the paper with a series of appendices 
that serve as support of certain sections.
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Finally, let us stress that this paper is not just an extension of the results of [13] to 
the matrix realm but we also have introduced important elements not discussed there, 
which also hold in that scalar case, as the η operator, a diﬀerent proof of the Christof-
fel–Darboux formula with no need of associated polynomials and new relations between 
Christoﬀel–Darboux kernels and Miwa shifted MOLPUC.
2. Matrix orthogonality and block Gauss–Borel factorization
In this section, inspired by the CMV construction [29] and the previous work [13], for 
a given matrix measure, we introduce an appropriate block moment matrix that, when 
factorized as a product of lower and upper block matrices, gives a set of biorthogonal 
matrix Laurent polynomials on the unit circle. This Borel–Gauss factorization problem 
also allows us to derive the recursion relations and the Christoﬀel–Darboux theory.
2.1. The CMV right and left moment matrices for quasi-deﬁnite matrix measures
The following m × m matrix-valued vectors will be relevant in the construction of 
biorthogonal families of MOLPUC
Deﬁnition 1. The CMV vectors are given by
χ1(z) :=
(
I, 0, Iz, 0, Iz2, . . .
)Û
,
χ2(z) :=
(
0, I, 0, Iz, 0, Iz2, . . .
)Û
,
χ∗a(z) := z−1χa
(
z−1
)
, a = 1, 2,
χ(z) := χ1(z) + χ∗2(z) =
(
I, Iz−1, Iz, Iz−2, Iz2, . . .
)Û
.
In the sequel, the matrix χ(l) will denote the l-th component of the matrix vector χ
χ =
(
χ(0), χ(1), χ(2), . . .
)Û
.
Deﬁnition 2. The CMV left and right moment matrices of the measure μ are
gL :=
˛
T
χ(z)dμ(z)iz
(
χ(z)
)† = 2π
⎛⎜⎜⎜⎜⎜⎝
c0 c−1 c1 c−2 . . .
c1 c0 c2 c−1 . . .
c−1 c−2 c0 c−3 . . .
c2 c1 c3 c0 . . .
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎠ , (5)
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gR :=
˛
T
(
χ(z)Û
)† dμ(z)
iz χ(z)
Û = 2π
⎛⎜⎜⎜⎜⎜⎝
c0 c1 c−1 c2 . . .
c−1 c0 c−2 c1 . . .
c1 c2 c0 c3
c−2 c−1 c−3 c0 . . .
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎠ . (6)
Notice that when dμ(θ) is Hermitian, so are the moment matrices gL and gR.
In the scalar case [13], the only requirement that the moment matrix needs to meet is 
to be Gaussian factorable; i.e., all the principal minors of the matrix are requested to be 
not degenerated. The measure from which this moment matrix is constructed receives the 
name of quasi-deﬁnite measure. This condition is related to the existence of biorthogonal
polynomials of all degrees — also called non-triviality of the measure. In the matrix case,
the requirement is a bit more relaxed.
Deﬁnition 3. The matrix measure μ is said to be quasi-deﬁnite if its truncated moment 
matrices satisfy
det
((
gH
)[l]) Ó= 0 for H = R,L and l = 1, 2, 3, . . . .
Notice that (gH)[l] ∈ Mml; a quite diﬀerent situation from the scalar case in which all 
the principal minors had to be non-degenerate, while in the matrix case only the ml-order 
principal minors should meet this requirement. Actually, this is the only restriction — 
besides having compact support on T — that from hereon the matrix measures must 
satisfy, since when this condition holds
Proposition 1. The moment matrices gH , H = L, R, of a matrix quasi-deﬁnite measure μ
admit a block Gauss–Borel factorization.
Proof. See Appendix A. 
2.1.1. The generalized matrix Szegő polynomials
Deﬁnition 4. Given a matrix quasi-deﬁnite measure μ, the set of monic matrix polyno-
mials {PLi,l}∞l=0, {PRi,l}∞l=0, i = 1, 2, with degPHi,l = l, H = L,R, satisfying
〈〈
zjI, PL1,l(z)
〉〉
L
=
˛
T
PL1,l(z)
dμ(z)
iz z
−j = 0, j = 0, . . . , l − 1,
〈〈
PL2,l(z), zjI
〉〉
L
=
˛
T
zj
dμ(z)
iz
[
PL2,l(z)
]† = 0, j = 0, . . . , l − 1,
〈〈
PR2,l(z), zjI
〉〉
R
=
˛
T
[
PR2,l(z)
]† dμ(z)
iz z
j = 0, j = 0, . . . , l − 1,
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〈〈
zjI, PR1,l(z)
〉〉
R
=
˛
T
z−j
dμ(z)
iz P
R
1,l(z) = 0, j = 0, . . . , l − 1,
are said to be Szegő polynomials.
Proposition 2. The matrix Szegő polynomials introduced in Deﬁnition 4 for the quasi-
deﬁnite situation exist and are unique. Moreover, there exist matrices hHr ∈ Mm, 
H = L, R, such that the biorthogonality conditions are fulﬁlled
δr,jh
H
r :=
〈〈
PH2,r, P
H
1,j
〉〉
H
, H = R,L.
Now we introduce the matrix extension of the Verblunsky coeﬃcients.
Deﬁnition 5. The Verblunsky matrices of a matrix quasi-deﬁnite measure are
αHi,l := PHi,l (0), i = 1, 2, l = 1, 2, 3, . . . , H = L,R,
and the reciprocal or reversed Szegő matrix polynomials are given by(
PHl
)∗(z) := zl(PHl (z¯−1))†, H = L,R.
Notice that in the Hermitian positive deﬁnite case, the matrices hHl , H = L, R, 
l = 0, 1, 2, . . . , can be interpreted as a kind of “matrix-valued norms” for the matrix 
Szegő polynomials, as the square-root of their traces is a norm indeed.
2.2. The CMV matrix Laurent polynomials
We consider now the m × m block LU factorization of the moment matrices (5)
and (6); in fact, there are two block Gauss–Borel factorizations, for both the right and 
left moment matrices, to consider
gL := S−11 DLŜ2 = S−11 S2, S1 ∈ L , S2 ∈ U , Ŝ2 ∈ Û , DL ∈ D , (7)
gR := Z2DRẐ1
−1
= Z2Z−11 , Z2 ∈ L , Z1 ∈ U , Ẑ1 ∈ Û , DR ∈ D . (8)
For the entries of the block diagonal matrices, we use the notation
DH = diag
(
DH0 , D
H
1 , . . .
)
, H = L,R. (9)
The reader should notice that in the Hermitian case, the two normalized matrices of 
the factorization are related
S†1 = Ŝ2
−1
, Z†2 = Ẑ1
−1
, (10)
and the block diagonal matrices are Hermitian; (DH)† = DH , H = L, R.
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Deﬁnition 6. We introduce the following partial CMV matrix Laurent polynomials
φL1,1 := S1χ1(z), φL1,2 := S1χ∗2(z),
φL2,1 :=
(
S−12
)†
χ1(z), φL2,2 :=
(
S−12
)†
χ∗2(z),
φR1,1 := χÛ1 (z)Z1, φR1,2 :=
[
χ∗2
]Û(z)Z1,
φR2,1 := χÛ1 (z)
(
Z−12
)†
, φR2,2 :=
[
χ∗2
]Û(z)(Z−12 )†,
and CMV matrix Laurent polynomials
φL1 := φL1,1 + φL1,2 = S1χ(z), φL2 := φL2,1 + φL2,2 =
(
S−12
)†
χ(z), (11)
φR1 := φR1,1 + φR1,2 = χÛ(z)Z1, φR2 := φR2,1 + φR2,2 = χÛ(z)
(
Z−12
)†
. (12)
Notice that these semi-inﬁnite vectors with matrix coeﬃcients (ϕHj )(l)(z), l = 0, 1, . . . , 
can be written as
φLj =:
⎛⎜⎝ (ϕ
L
j )(0)(z)
(ϕLj )(1)(z)
...
⎞⎟⎠ , φRj =: ((ϕRj )(0)(z), (ϕRj )(1)(z), . . .), j = 1, 2.
For the Hermitian case, we have(
ϕL2
)(l)(z) = (DLl )−1(ϕL1 )(l)(z), (ϕR2 )(l)(z) = (ϕR1 )(l)(z)DRl ,
l = 0, 1, . . . . (13)
2.2.1. Biorthogonality
From the Gaussian factorization, whose existence is ensured for quasi-deﬁnite ma-
trix measures, we infer that these matrix Laurent polynomials satisfy biorthogonal type 
relations.
Theorem 1. The matrix Laurent polynomials {(ϕH)(l)1 }∞l=0 and {(ϕH)(l)2 }∞l=0, H = L, R, 
introduced in (11) and (12), are biorthogonal on the unit circle
〈〈(
ϕH2
)(j)
,
(
ϕH1
)(k)〉〉
H
= Iδj,k, H = L,R, j, k = 0, 1, . . . . (14)
Proof. It is straightforward to check that
˛
T
φL1 (z)
dμ(z)
iz
(
φL2 (z)
)† = S1( ˛
T
χ(z)dμ(z)iz χ(z)
†
)
S−12 = S1gLS−12 = I,
˛
T
(
φR2 (z)
)† dμ(z)
iz φ
R
1 (z) = Z−12
( ˛
T
χ(z)dμ(z)iz χ(z)
Û
)
Z1 = Z−12 gRZ1 = I. 
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In order to relate the CMV matrix Laurent polynomials to the Szegő polynomials, we 
rewrite the quasi-orthogonality conditions from Theorem 1
˛
T
(
ϕL1
)(2l)(z)dμ(z)iz z−k = 0, k = −l, . . . , l − 1,
˛
T
(
ϕL1
)(2l+1)(z)dμ(z)iz z−k = 0, k = −l, . . . , l,
˛
T
zk
dμ(z)
iz
[(
ϕL2
)(2l)(z)]† = 0, k = −l, . . . , l − 1,
˛
T
zk
dμ(z)
iz
[(
ϕL2
)(2l+1)(z)]† = 0, k = −l, . . . , l, (15)
˛
T
[(
ϕR2
)(2l)(z)]† dμ(z)iz zk = 0, k = −l, . . . , l − 1,
˛
T
[(
ϕR2
)(2l+1)(z)]† dμ(z)iz zk = 0, k = −l, . . . , l,
˛
T
z−k
dμ(z)
iz
(
ϕR1
)(2l)(z) = 0, k = −l, . . . , l − 1,
˛
T
z−k
dμ(z)
iz
(
ϕR1
)(2l+1)(z) = 0, k = −l, . . . , l. (16)
Proposition 3. For a quasi-deﬁnite matrix measure μ, the matrix Szegő polynomials and 
the CMV matrix Laurent polynomials are related in the following way for the left case
zl
(
ϕL1
)(2l)(z) = PL1,2l(z),
zl+1
(
ϕL1
)(2l+1)(z) = (PR2,2l+1)∗(z),
zl
(
DL2l
)†(
ϕL2
)(2l)(z) = PL2,2l(z),
zl+1
(
DL2l+1
)†(
ϕL2
)(2l+1)(z) = (PR1,2l+1)∗(z), (17)
and
zl
(
ϕR2
)(2l)(z) = PR2,2l(z),
zl+1
(
ϕR2
)(2l+1)(z) = (PL1,2l+1)∗(z),
zl
(
ϕR1
)(2l)(z)DR2l = PR1,2l(z),
zl+1
(
ϕR1
)(2l+1)(z)DR2l+1 = (PL2,2l+1)∗(z) (18)
for the right case.
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Proof. Taking the diﬀerences between the RHS and LHS of the equalities, we get matrix 
polynomials, of degree d = 2l − 1, 2l, that when paired via 〈 〈·,·〉 〉H , H = L, R, to all the 
powers zj , j = 0, . . . , q cancels. Therefore, as we have a quasi-deﬁnite matrix measure, 
with moment matrices having non-null principal block minors, the only possibility for 
the diﬀerence is to be 0. 
The last identiﬁcations together with (4) deﬁne some of the entries of the Gaussian 
factorization matrices.
Proposition 4. The matrix quasi-norms hHk introduced in Deﬁnition 4 and the coeﬃcients 
DHk given in (9) satisfy
hL2l = DL2l, hL2l+1 = DR2l+1,
hR2l = DR2l, hR2l+1 = DL2l+1.
For the ﬁrst non-trivial block diagonal of the factors in the Gauss–Borel factorization,
we get
Proposition 5. The matrices of the block LU factorization can be written more explicitly 
in terms of the Verblunsky coeﬃcients as follows
S1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
I 0 0 0 0 . . .
[αR2,1]† I 0 0 0 . . .
∗ αL1,2 I 0 0 . . .
∗ ∗ [αR2,3]† I 0 . . .
∗ ∗ ∗ αL1,4 I
...
...
... . . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Ŝ2
−1
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
I αR1,1 ∗ ∗ ∗ . . .
0 I [αL2,2]† ∗ ∗ . . .
0 0 I αR1,3 ∗ . . .
0 0 0 I [αL2,4]†
0 0 0 0 I . . .
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Z−12 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
I 0 0 0 0 . . .
αL1,1 I 0 0 0 . . .
∗ [αR2,2]† I 0 0 . . .
∗ ∗ αL1,3 I 0 . . .
∗ ∗ ∗ [αR2,4]† I
...
...
... . . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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Ẑ1 =
⎛⎜⎜⎜⎜⎜⎝
I [αL2,1]† ∗ ∗ ∗ . . .
0 I αR1,2 ∗ ∗ . . .
0 0 I [αL2,3]† ∗ . . .
0 0 0 I αR1,4
...
...
...
... . . . . . .
⎞⎟⎟⎟⎟⎟⎠ .
This gives the following structure for the MOLPUC
Proposition 6.
(1) The MOLPUC are of the form
(
φL1
)(2l) = αL1,2lz−l + · · · + zl,(
φL1
)(2l+1) = z−l−1 + · · · + (αR2,2l+1)†zl,(
φL2
)(2l) = ((hL2l)†)−1(αL2,2lz−l + · · · + zl),(
φL2
)(2l+1) = ((hR2l+1)†)−1(z−l−1 + · · · + (αR1,2l+1)†zl),(
φR1
)(2l) = (αR1,2lz−l + · · · + zl)(hR2l)−1,(
φR1
)(2l+1) = (z−l−1 + · · · + (αL2,2l+1)†zl)(hL2l+1)−1,(
φR2
)(2l) = αR2,2lz−l + · · · + zl,(
φR2
)(2l+1) = z−l−1 + · · · + αL1,2l+1zl.
(2) The “quasi-norms” and the MOLPUC fulﬁll
hR2l+1 =
˛
T
(
φL1
)(2l+1)(z)dμ(z)iz zl+1, hL2l =
˛
T
(
φL1
)(2l)(z)dμ(z)iz z−l,
hR2l =
˛
T
((
φR2
)(2l)(z))† dμ(z)iz zl, hL2l+1 =
˛
T
((
φR2
)(2l+1)(z))† dμ(z)iz z−l−1.
(19)
Proof.
(1) Use (7), (8) and Propositions 4 and 5.
(2) Consider the biorthogonality (14) together with the explicit expressions of the ﬁrst 
item in this proposition and orthogonality relations (15) and (16). 
Recalling (10), we conclude from Proposition 5 that in the Hermitian context, we have
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αH1,l = αH2,l, H = L,R, l = 0, 1, . . . ,(
DHl
)† = DHl , H = L,R, l = 0, 1, . . . .
It is not diﬃcult to see comparing the previous result with the proof of the Gaussian 
factorization (A.1) that in terms of Schur complements, we have
Proposition 7.
(1) The matrices DHl ∈ Cm×m, H = L, R, l = 0, 1, . . . , from the diagonal block of the 
bock LU factorization can be written as the following Schur complements
DHl =
(
gH
)[l+1]upslope(gH)[l], H = L,R, l = 0, 1, . . . . (20)
(2) The Verblunsky matrices can be expressed as
αL1,2k = −
2k−1∑
i=0
(
gL
)
2k,i
(((
gL
)[2k])−1)
i,2k−1,
[
αR2,2k+1
]† = − 2k∑
i=0
(
gL
)
2k+1,i
(((
gL
)[2k+1])−1)
i,2k,
[
αR2,2k
]† = − 2k−1∑
i=0
(
gR
)
2k,i
(((
gR
)[2k])−1)
i,2k−1,
αL1,2k+1 = −
2k∑
i=0
(
gR
)
2k+1,i
(((
gR
)[2k+1])−1)
i,2k,
[
αL2,2k
]† = − 2k−1∑
i=0
(((
gL
)[2k])−1)
2k−1,i
(
gL
)
i,2k,
αR1,2k+1 = −
2k∑
i=0
(((
gL
)[2k+1])−1)
2k,i
(
gL
)
i,2k+1,
αR1,2k = −
2k−1∑
i=0
(((
gR
)[2k])−1)
2k−1,i
(
gR
)
i,2k,
[
αL2,2k+1
]† = − 2k∑
i=0
(((
gR
)[2k+1])−1)
2k,i
(
gR
)
i,2k+1.
2.2.2. Alternative ways to express the CMV matrix Laurent polynomials
For later use, we now present some alternative expressions for the MOLPUC 
(ϕHi )(l)(z), H = L, R, l = 0, 1, . . . in terms of Schur complements of bordered trun-
cated matrices
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Lemma 1. The next expressions hold true
(
ϕL1
)(l)(z) = (S2)ll ( 0 0 . . . 0 I ) ((gL)[l+1])−1χ[l+1]
= χ(l) − ( (gL)l,0 (gL)l,1 · · · (gL)l,l−1 )((gL)[l])−1χ[l]
= SC
⎛⎜⎜⎜⎜⎜⎜⎝
(gL)0,0 (gL)0,1 . . . (gL)0,l−1 χ(z)(0)
(gL)1,0 (gL)1,1 . . . (gL)1,l−1 χ(z)(1)
...
...
(gL)l−1,0 (gL)l−1,1 . . . (gL)l−1,l−1 χ(z)(l−1)
(gL)l,0 (gL)l,1 . . . (gL)l,l−1 χ(z)(l)
⎞⎟⎟⎟⎟⎟⎟⎠ , (21)
[(
ϕL2
)(l)(z)]† = (χ[l+1])†((gL)[l+1])−1
⎛⎜⎜⎜⎜⎜⎝
0
0
...
0
I
⎞⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎝(χ(l))† − (χ[l])†((gL)[l])−1
⎛⎜⎜⎜⎝
(gL)0,l
(gL)1,l
...
(gL)l−1,l
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠(DL)l
= SC
⎛⎜⎜⎜⎜⎜⎜⎝
(gL)0,0 (gL)0,1 . . . (gL)0,l−1 (gL)0,l
(gL)1,0 (gL)1,1 . . . (gL)1,l−1 (gL)1,l
...
...
(gL)l−1,0 (gL)l−1,1 . . . (gL)l−1,l−1 (gL)l−1,l
[χ(z)†](0) [χ(z)†](1) . . . [χ(z)†](l−1) [χ(z)†](l)
⎞⎟⎟⎟⎟⎟⎟⎠
(
DL
)
l
(22)
and
(
ϕR1
)(l)(z) = [χ[l+1]]Û((gR)[l+1])−1
⎛⎜⎜⎜⎜⎜⎝
0
0
...
0
I
⎞⎟⎟⎟⎟⎟⎠
=
[
χ(l)
]Û − [χ[l]]Û((gR)[l])−1
⎛⎜⎜⎜⎝
(gR)0,l
(gR)1,l
...
(gR)l−1,l
⎞⎟⎟⎟⎠((DR)−1)l
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= SC
⎛⎜⎜⎜⎜⎜⎜⎝
(gR)0,0 (gR)0,1 · · · (gR)0,l−1 (gR)0,l
(gR)1,0 (gR)1,1 · · · (gR)1,l−1 (gR)1,l
...
...
...
...
(gR)l−1,0 (gR)l−1,1 . . . (gR)l−1,l−1 (gR)l−1,l
[χ(z)Û](0) [χ(z)Û](1) . . . [χ(z)Û](l−1) [χ(z)Û](l)
⎞⎟⎟⎟⎟⎟⎟⎠
((
DR
)−1)
l
,
[(
ϕR2
)(l)(z)]† = (DR)
l
( 0 . . . 0 I )
((
gR
)[l+1])−1[(
χ[l+1]
)Û]†
=
[(
χ(l)
)Û]† − ( (gR)l,0 · · · (gR)l,l−1 )((gR)[l])−1[(χ[l])Û]†
= SC
⎛⎜⎜⎜⎜⎜⎜⎝
(gR)0,0 (gR)0,1 . . . (gR)0,l−1 [(χ(z)Û)†](0)
(gR)1,0 (gR)1,1 . . . (gR)1,l−1 [(χ(z)Û)†](1)
...
...
(gR)l−1,0 (gR)l−1,1 . . . (gR)l−1,l−1 [(χ(z)Û)†](l−1)
(gR)l,0 (gR)l,1 . . . (gR)l,l−1 [(χ(z)Û)†](l)
⎞⎟⎟⎟⎟⎟⎟⎠ .
Proof. See Appendix A. 
Following [27] we give expressions in terms of Schur complements for the matrix Szegő 
polynomials, in terms of bordered truncated matrices of the right and left block CMV 
moment matrices, extending though similar expressions given in [27] in terms of standard 
block moment matrices.
Corollary 1. The left matrix Szegő polynomials can be rewritten as the following Schur 
complements of bordered truncated CMV moment matrices
PL1,2l(z) = zl SC
(
(gL)[2l] χ(z)[2l]
(gL)2l,0 . . . (gL)2l,2l−1 χ(z)(2l)
)
,
PL1,2l+1(z) = zl+1 SC
(
(gR)[2l+1] χ∗(z)[2l+1]
(gR)2l+1,0 . . . (gR)2l+1,2l−1 χ∗(z)(2l+1)
)
,
[
PL2,2l(z)
]† = z¯l SC
⎛⎜⎜⎜⎜⎝
(gL)0,2l
(gL)[2l]
...
(gL)2l−1,2l
(χ(z)†)[2l] (χ(z)†)(2l)
⎞⎟⎟⎟⎟⎠ ,
[
PL2,2l+1(z)
]† = z¯l+1 SC
⎛⎜⎜⎜⎜⎝
(gR)0,2l+1
(gR)[2l+1]
...
(gR)2l,2l+1
(χ∗(z)†)[2l+1] (χ∗(z)†)(2l+1)
⎞⎟⎟⎟⎟⎠ ,
while for the right polynomials we have
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PR1,2l(z) = zl SC
⎛⎜⎜⎜⎜⎝
(gR)0,2l
(gR)[2l]
...
(gR)2l−1,2l
(χ(z)Û)[2l] (χ(z)Û)(2l)
⎞⎟⎟⎟⎟⎠ ,
PR1,2l+1(z) = zl+1 SC
⎛⎜⎜⎜⎜⎝
(gL)0,2l+1
(gL)[2l+1]
...
(gL)2l,2l+1
(χ∗(z)Û)[2l+1] (χ∗(z)Û)(2l+1)
⎞⎟⎟⎟⎟⎠ ,
[
PR2,2l(z)
]† = z¯l SC( (gR)[2l] (χ(z)†)[2l]
(gR)2l,0 . . . (gR)2l,2l−1 (χ(z)†)(2l)
)
,
[
PR2,2l+1(z)
]† = z¯l+1 SC( (gL)[2l+1] (χ∗(z)†)[2l+1]
(gR)2l+1,0 . . . (gR)2l+1,2l−1 (χ∗(z)†)(2l+1)
)
.
Proof. These relations appear when one introduces in (17) and (18) the expressions of 
the CMV polynomials in terms of Schur complements. 
2.3. Matrix second kind functions
The following matrix fashion of rewriting previous left objects
(
φL1,1 φ
L
1,2
φL2,1 φ
L
2,2
)
=
[
S1 0
0 [S−12 ]†
](
χ1 χ
∗
2
χ1 χ
∗
2
)
=
(
S1χ1 S1χ
∗
2
[S−12 ]†χ1 [S−12 ]†χ∗2
)
,
(
φL1
φL2
)
=
(
φL1,1 φ
L
1,2
φL2,1 φ
L
2,2
)(
1
1
)
,[
[gL]† 0
0 gL
]
=
[
[S2]†[S−11 ]† 0
0 S−11 S2
]
=
[
[S2]† 0
0 S−11
][
[S−11 ]† 0
0 S2
]
and the right ones
(
φR1,1 φ
R
2,1
φR1,2 φ
R
2,2
)
=
(
χÛ1 χ
Û
1
[χ∗2]Û [χ∗2]Û
)[
Z1 0
0 [Z−12 ]†
]
,
(
φR1 φ
R
2
)
= ( 1 1 )
(
φR1,1 φ
R
2,1
φR1,2 φ
R
2,2
)
,[
[gR]† 0
0 gR
]
=
[
[Z−11 ]† 0
0 Z2
][
[Z2]† 0
0 Z−11
]
inspires the next
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Deﬁnition 7. The partial matrix CMV second kind sequences are given by
(
CL1,1 C
L
1,2
CL2,1 C
L
2,2
)
:=
[
[S−11 ]† 0
0 S2
](
χ∗1 χ2
χ∗1 χ2
)
=
(
[S−11 ]†χ∗1 [S−11 ]†χ2
S2χ
∗
1 S2χ2
)
,
(
CR1,1 C
R
2,1
CR1,2 C
R
2,2
)
:=
(
[χ∗1]Û [χ∗1]Û
χÛ2 χ
Û
2
)[
[Z−11 ]† 0
0 Z2
]
=
(
[χ∗1]Û[Z−11 ]† [χ∗1]ÛZ2
χÛ2 [Z−11 ]† χÛ2 Z2
)
,
and the corresponding matrix CMV second kind sequences are(
CL1
CL2
)
=
(
CL1,1 C
L
1,2
CL2,1 C
L
2,2
)(
1
1
)
,
(
CR1 C
R
2
)
= ( 1 1 )
(
CR1,1 C
R
2,1
CR1,2 C
R
2,2
)
.
Complementary to the above deﬁnition
Deﬁnition 8. The associated CMV Fourier series are(
ΓL2,1 Γ
L
2,2
ΓL1,1 Γ
L
1,2
)
:=
[
[gL]† 0
0 gL
](
χ∗1 χ2
χ∗1 χ2
)
=
(
[gL]†χ∗1 [gL]†χ2
gLχ∗1 g
Lχ2
)
,
(
ΓR2,1 Γ
R
1,1
ΓR2,2 Γ
R
1,2
)
:=
(
[χ∗1]Û [χ∗1]Û
χÛ2 χ
Û
2
)[
[gR]† 0
0 gR
]
=
(
[χ∗1]Û[gR]† [χ∗1]ÛgR
χÛ2 [gR]† χÛ2 gR
)
,
for which we have:
Proposition 8.
(1) The elements ΓH and CH , H = L, R, are related in the following way
(
ΓL2
ΓL1
)
=
[
[S2]† 0
0 S−11
](
CL1
CL2
)
,
(
ΓR2 Γ
R
1
)
=
(
CR1 C
R
2
) [ [Z2]† 0
0 Z−11
]
.
(2) The second kind functions can be expressed as Schur complements as follows
[(
CL1
)(l)(z)]† = SC
⎛⎜⎜⎜⎜⎝
(gL)0,l
(gL)[l]
...
(gL)l−1,l
(ΓL2 (z)†)[l] (ΓL2 (z)†)(l)
⎞⎟⎟⎟⎟⎠(D−1L )l,
(
CL2
)(l)(z) = SC( (gL)[l] (Γ1(z))[l]
(gL)l,0 . . . (gL)l,l−1 (Γ1(z))(l)
)
,
G. Ariznabarreta, M. Mañas / Advances in Mathematics 264 (2014) 396–463 417
[(
CR1
)(l)(z)]† = SC( (gR)[l] (ΓR2 (z)†)[l]
(gR)l,0 . . . (gR)l,l−1 (ΓR2 (z)†)(l)
)
,
(
CR2
)(l)(z) = SC
⎛⎜⎜⎜⎜⎝
(gR)0,l
(gR)[l]
...
(gR)l−1,l
(ΓR1 (z))[l] (ΓR1 (z))(l)
⎞⎟⎟⎟⎟⎠(D−1R )l.
(3) In terms of the matrix Laurent orthogonal polynomials and the Fourier series of the 
matrix measure, we have
(
CL1
)(l)(z) = 2πz−1(ϕL2 )(l)(z−1)F †μ(z),(
CL2
)(l)(z) = 2πz−1(ϕL1 )(l)(z−1)Fμ(z−1),(
CR1
)(l)(z) = 2πz−1F †μ(z)(ϕR2 )(l)(z−1),(
CR2
)(l)(z) = 2πz−1Fμ(z−1)(ϕR1 )(l)(z−1). (23)
Proof. The ﬁrst part of the proposition follows directly from comparison of the struc-
ture of the relations from the previous lemma with the deﬁnitions of the CMV matrix 
polynomials. For example
ΓL1 = S−11 CL2 ⇒ CL2 = S1ΓL1 same structure as φL1 = S1χ replacing ΓL1 ←→ χ.
For the second part of the proposition, we shall only prove one of the cases since the 
rest of them can be proven following the same procedure. First, from the deﬁnition of 
the second kind functions, we have
CR1 (z) =
(
χ∗(z)
)Û[
Z−11
]†
=
(
χ∗(z)
)Û[
gR
]†(
Z−12
)†
=
[
χ∗(z)
]Û ˛
T
[
χÛ(u)
]†[dμ(u)
iu
]†[
χ(u)
]Û
Z−12
=
[
χ∗(z)
]Û ˛
T
[
χÛ(u)
]†[dμ(u)
iu
]†
φR2 (u).
Taking the l-th component of this vector of matrices, we get
(
CR1
)(l)(z) = 2πˆ
0
∑
n=−∞
zn−1einθ
[
dμ(θ)
]†(
ϕR2
)(l)(eiθ)
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=
∑
k,n=−∞
zn−1
2πˆ
0
ei(n+k)θ
[
dμ(θ)
]†(
ϕR2,k
)(l)
= 2πz−1
( ∑
k=−∞
(
ϕR2,k
)(l)
z−k
)( ∑
n=−∞
c†n+kz
n+k
)
= 2πz−1F †μ(z)
(
ϕR2
)(l)(
z−1
)
. 
Recalling the previously stated relation between the ΓH and the CH , it follows from 
Proposition 8 that
Proposition 9. The associated CMV Fourier series satisfy
ΓL1,j = 2πz−1Fμ
(
z−1
)
χ(j)
(
z−1
)
, ΓL2,j = 2πz−1F †μ(z)χ(j)
(
z−1
)
,
ΓR1,j = 2πz−1Fμ
(
z−1
)
χ(j)
(
z−1
)
, ΓR2,j = 2πz−1F †μ(z)χ(j)
(
z−1
)
.
Another interesting representation of these functions is
Proposition 10. The second kind functions have the following Cauchy integral type for-
mulae
[
CL1,1(z)
]† = ˛
T
[
z−1
u
u − z−1
]† dμ(u)
iu
[
φL2 (u)
]†
,
CL2,1(z) =
˛
T
φL1 (u)
dμ(u)
iu
[
z−1
u
u − z−1
]
, |z| > 1,
[
CL1,2(z)
]† = ˛
T
[
−z−1 u
u − z−1
]† dμ(u)
iu
[
φL2 (u)
]†
,
CL2,2(z) =
˛
T
φL1 (u)
dμ(u)
iu
[
−z−1 u
u − z−1
]
, |z| < 1,
[
CR1,1(z)
]† = ˛
T
[
φR2 (u)
]† dμ(u)
iu
[
z−1
u
u − z−1
]†
,
[
CR2,1(z)
]
=
˛
T
[
z−1
u
u − z−1
]
dμ(u)
iu φ
R
1 (u), |z| > 1,
[
CR1,2(z)
]† = ˛
T
[
φR2 (u)
]† dμ(u)
iu
[
−z−1 u
u − z−1
]†
,
[
CR2,1(z)
]
=
˛
T
[
−z−1 u
u − z−1
]
dμ(u)
iu φ
R
1 (u), |z| < 1.
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Proof. Direct substitution leads to
[
CL1,1
]
(z)† =
˛
T
[∑
n=0
z−1(uz)−n
]† dμ(u)
iu
[
φL2 (u)
]†
,
CL2,1(z) =
˛
T
φL1 (u)
dμ(u)
iu
[∑
n=0
z−1(uz)−n
]
,
[
CL1,2(z)
]† = ˛
T
[∑
n=0
u(uz)n
]† dμ(u)
iu
[
φL2 (u)
]†
,
CL2,2(z) =
˛
T
φL1 (u)
dμ(u)
iu
[∑
n=0
u(uz)n
]
,
[
CR1,1(z)
]† = ˛
T
[
φR2 (u)
]† dμ(u)
iu
[∑
n=0
z−1(uz)−n
]†
,
CR2,1(z) =
˛
T
[∑
n=0
z−1(uz)−n
]
dμ(u)
iu φ
R
1 (u),
[
CR1,2(z)
]† = ˛
T
[
φR2 (u)
]† dμ(u)
iu
[∑
n=0
u(uz)n
]†
,
CR2,1(z) =
˛
T
[∑
n=0
u(uz)−n
]
dμ(u)
iu φ
R
1 (u).
But these are the series expansions of the functions of the proposition. We will not deal 
here with convergence problems since their discussion follows the ideas of [13]. 
2.4. Recursion relations
In order to get the recursion relations we introduce the following
Deﬁnition 9. For each pair i, j ∈ Z+, we consider the block semi-inﬁnite matrix Ei,j whose 
only non-zero m ×m block is the (i, j)-th block where the identity of Mm appears. Then, 
we deﬁne the projectors
Π1 :=
∞∑
j=0
E2j,2j , Π2 :=
∞∑
j=0
E2j+1,2j+1,
and the following matrices
Λ1 :=
∞∑
j=0
E2j,2+2j , Λ2 :=
∞∑
j=0
E1+2j,3+2j , Λ :=
∞∑
j=0
Ej,j+1,
Υ := Λ1 + ΛÛ2 + E1,1ΛÛ.
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The matrix Υ , which can be written more explicitly as follows
Υ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 I 0 0 0 0 0 0 0 · · ·
I 0 0 0 0 0 0 0 0 0 · · ·
0 0 0 0 I 0 0 0 0 0 · · ·
0 I 0 0 0 0 0 0 0 0 · · ·
0 0 0 0 0 0 I 0 0 0 · · ·
0 0 0 I 0 0 0 0 0 0 · · ·
0 0 0 0 0 0 0 0 I 0 · · ·
0 0 0 0 0 I 0 0 0 0 · · ·
0 0 0 0 0 0 0 0 0 0 · · ·
0 0 0 0 0 0 0 I 0 0 · · ·
...
...
...
...
...
...
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
satisﬁes
Υ † = Υ−1 = ΥÛ
and has the following properties
Proposition 11. The next eigen-value type relations hold true
Υχ(z) = zχ(z), Υ−1χ(z) = z−1χ(z), (24)
χ(z)ÛΥ−1 = zχ(z)Û, χ(z)ÛΥ = z−1χ(z)Û. (25)
Proof. It follows from the relations
Λ1χ(z) = zΠ1χ(z), Λ2χ(z) = z−1Π2χ(z),
ΛÛ1 χ(z) =
(
z−1Π1 − E0,0Λ
)
χ(z), ΛÛ2 χ(z) =
(
zΠ2 − E1,1ΛÛ
)
χ(z). 
From these, the following symmetry relations are obtained
Proposition 12. The moment matrices commute with Υ ; i.e.,
ΥgH = gHΥ, H = L,R. (26)
Proof. It is a consequence of
ΥgL =
˛
T
zχ(z)dμ(z)iz χ(z)
† =
˛
T
χ(z)dμ(z)iz
(
z−1χ(z)
)† = gLΥ,
ΥgR =
˛
T
zχ(z)dμ(z)iz χ(z)
Û =
˛
T
χ(z)dμ(z)iz z
−1χ(z)Û = gRΥ. 
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We now introduce another important matrix in the CMV theory
Deﬁnition 10. The intertwining matrix η is
η :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I 0 0 0 0 0 0 · · ·
0 0 I 0 0 0 0 · · ·
0 I 0 0 0 0 0 · · ·
0 0 0 0 I 0 0 · · ·
0 0 0 I 0 0 0 · · ·
0 0 0 0 0 0 I · · ·
0 0 0 0 0 I 0 · · ·
...
...
...
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
which, as the reader can easily check, has the following properties
η−1 = η, ηχ(z) = χ
(
z−1
)
, χ(z)Ûη = χ
(
z−1
)Û
.
When z ∈ T, we have that ηχ = χ¯ and χÛη = χ† which lead to the intertwining property
Proposition 13. The left and right moment matrices satisfy the intertwining type property
ηgR = gLη.
Proof. It is straightforward to realize that
ηgLη =
˛
T
ηχ(z)dμ(z)iz χ(z)
†η =
˛
T
χ(z¯)dμ(z)iz χ
(
z¯−1
)Û
=
˛
T
χ(z)dμ(z)iz χ(z)
Û = gR. 
Proposition 14. The matrices Υ and η are related by
ηΥ = Υ−1η.
Now we proceed to the dressing of Υ and η. We ﬁrst notice that
Proposition 15. The following equations hold
S1ΥS
−1
1 = S2ΥS−12 ,
Z−11 ΥZ1 = Z−12 ΥZ2,
Z−12 ηΥ
pS−11 = Z−11 ηΥ pS−12 , p ∈ Z.
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Those equations allow us to deﬁne
Deﬁnition 11. Let us deﬁne
JL := S1ΥS−11 = S2ΥS−12 , JR := Z−11 ΥZ1 = Z−12 ΥZ2, (27)
and for any p ∈ Z, introduce
C[p] = Z−12 ηΥ pS−11 = Z−11 ηΥ pS−12 . (28)
Observations.
(1)
C[−|p|] = Z−12 ηΥ−|p|S−11 = Z−12 Υ |p|ηS−11 .
(2) In the Hermitian case,
C[0] = Z−12 ηS−11 = Z−11 ηS−12 = DRẐ1
−1
ηŜ2
−1
DL = DRZ†2ηS
†
1D
L
=⇒ C†[0] = DLC−1[0] DR.
Proposition 16. Powers of JH can be expressed as follows
(
JR
)l−p = C[p][C[l]]−1, (JL)p−l = [C[l]]−1C[p].
Now we give the schematic shape of some of these matrices
JH =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ ∗ ∗ 0 0 0 0 0 0 0 · · ·
∗ ∗ 0 0 0 0 0 0 0 · · ·
0 ∗ ∗ ∗ ∗ 0 0 0 0 0 · · ·
0 ∗ ∗ ∗ ∗ 0 0 0 0 0 · · ·
0 0 0 ∗ ∗ ∗ ∗ 0 0 0 · · ·
0 0 0 ∗ ∗ ∗ ∗ 0 0 0 · · ·
0 0 0 0 0 ∗ ∗ ∗ ∗ 0 · · ·
0 0 0 0 0 ∗ ∗ ∗ ∗ 0 · · ·
0 0 0 0 0 0 0 ∗ ∗ ∗ · · ·
0 0 0 0 0 0 0 ∗ ∗ ∗ · · ·
...
...
...
...
...
...
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
(
JH
)−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ ∗ 0 0 0 0 0 0 0 0 · · ·
∗ ∗ ∗ 0 0 0 0 0 0 · · ·
∗ ∗ ∗ ∗ 0 0 0 0 0 0 · · ·
0 0 ∗ ∗ ∗ ∗ 0 0 0 0 · · ·
0 0 ∗ ∗ ∗ ∗ 0 0 0 0 · · ·
0 0 0 0 ∗ ∗ ∗ ∗ 0 0 · · ·
0 0 0 0 ∗ ∗ ∗ ∗ 0 0 · · ·
0 0 0 0 0 0 ∗ ∗ ∗ ∗ · · ·
0 0 0 0 0 0 ∗ ∗ ∗ ∗ · · ·
0 0 0 0 0 0 0 0 ∗ ∗ · · ·
...
...
...
...
...
...
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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C[0] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ ∗ 0 0 0 0 0 · · ·
∗ ∗ ∗ 0 0 0 0 · · ·
0 ∗ ∗ ∗ 0 0 0 · · ·
0 0 ∗ ∗ ∗ 0 0 · · ·
0 0 0 ∗ ∗ ∗ 0 · · ·
0 0 0 0 ∗ ∗ ∗ · · ·
0 0 0 0 0 ∗ ∗ · · ·
...
...
...
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, C[−1] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ ∗ 0 0 0 0 0 · · ·
∗ ∗ ∗ 0 0 0 0 · · ·
0 ∗ ∗ ∗ 0 0 0 · · ·
0 0 ∗ ∗ ∗ 0 0 · · ·
0 0 0 ∗ ∗ ∗ 0 · · ·
0 0 0 0 ∗ ∗ ∗ · · ·
0 0 0 0 0 ∗ ∗ · · ·
...
...
...
...
...
...
... . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Here the ∗ are non-zero m × m blocks that, thanks to the factorization problem, can 
be written in terms of the Verblunsky coeﬃcients as we will see later. The shape of 
each matrix is a consequence of the two possible deﬁnitions (in terms of upper or lower 
block-triangular matrices). For the explicit form of these matrices, see Appendix B.
A ﬁrst consequence is the following relations among Verblunsky coeﬃcients and the 
matrix quasi-norms of the Szegő polynomials
Proposition 17. The following relations are fulﬁlled
hRm
[
αL2,m
]† = [αR2,m]†hLm, hLmαR1,m+1 = αL1,m+1hRm,
αL1,mh
R
m = hLmαR1,m,
[
αR2,m+1
]†
hLm = hRm
[
αL2,m+1
]†
,
hLk =
(
I − αL1,k
[
αR2,k
]†)
hLk−1, h
R
k =
(
I − [αR2,k]†αL1,k)hRk−1,
hLk = hLk−1
(
I − αR1,k
[
αL2,k
]†)
, hRk = hRk−1
(
I − [αL2,k]†αR1,k),
Proof. Just compare the two possible deﬁnitions of C±1[0] and C
±1
[−1]. 
Notice that the two relations in each column coincide in the Hermitian case.
Proposition 18. The next eigen-value properties hold
JLΦL1 = zΦL1 ,
(
JL
)−1
ΦL1 = z−1ΦL1 ,[
JL
]†
ΦL2 = z−1ΦL2 ,
([
JL
]†)−1
ΦL2 = zΦL2 ,
ΦR2
[
JR
]† = zΦR2 , ΦR2 ([JR]†)−1 = z−1ΦR2 ,
ΦR1 J
R = z−1ΦR1 , ΦR1 (JR)−1 = zΦR1 ,
and the following properties are fulﬁlled
C[p]Φ
L
1 (z) = zp
(
ΦR2
(
z¯−1
))†
, ΦR1 (z)C[p] = zp
(
ΦL2
(
z¯−1
))†
.
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Proof. The results follow directly from the action of Υ±1 and η on χ and the deﬁnitions 
of JH , C[p] and ΦHi . For example
JLΦL1 = S1ΥS−11 S1χ(z) = S1Υχ(z) = zS1χ(z) = zΦL1 ,
C[p]Φ
L
1 = Z−12 ηΥ pS−11 S1χ(z) = Z−12 ηzpχ(z) = zpZ−12 χ
(
z−1
)
= zp
(
ΦR2
(
z¯−1
))†
.
For the remaining relations, one proceeds in a similar way. 
This last proposition implies
Proposition 19. The following recursion relations for the left Laurent polynomials hold
z
(
ϕL1
)(2k) = −αL1,2k+1(I − [αR2,2k]†αL1,2k)(ϕL1 )(2k−1) − αL1,2k+1[αR2,2k]†(ϕL1 )(2k)
− αL1,2k+2
(
ϕL1
)(2k+1) + (ϕL1 )(2k+2),
z
(
ϕL1
)(2k+1) = (I − [αR2,2k+1]†αL1,2k+1)(I − [αR2,2k]†αL1,2k)(ϕL1 )(2k−1)
+
(
I − [αR2,2k+1]†αL1,2k+1)[αR2,2k]†(ϕL1 )(2k)
− [αR2,2k+1]†αL1,2k+2(ϕL1 )(2k+1) + [αR2,2k+1]†(ϕL1 )(2k+2),
z
(
ϕL2
)(2k)(z) = −αR2,2k+1(ϕL2 )(2k−1)(z) − αR2,2k+1[αL1,2k]†(ϕL2 )(2k)
− (I − αR2,2k+1[αL1,2k+1]†)(ϕL2 )(2k+1)(z)
+
(
I − αR2,2k+1
[
αL1,2k+1
]†)(I − αR2,2k+2[αL1,2k+2]†)(ϕL2 )(2k+2)(z),
z
(
ϕL2
)(2k+1)(z) = (ϕL2 )(2k−1)(z) + [αL1,2k]†(ϕL2 )(2k)(z) − [αL1,2k+1]†αR2,2k+2(ϕL2 )(2k+1)(z)
+
[
αL1,2k+1
]†(I − αR2,2k+2[αL1,2k+2]†)(ϕL2 )(2k+2)(z),
while for the right polynomials, relations are
z
(
ϕR1
)(2k) = −(ϕR1 )(2k−1)αL1,2k+1 − (ϕR1 )(2k)[αR2,2k]†αL1,2k+1
− (ϕR1 )(2k+1)αL1,2k+2(I − [αR2,2k+1]†αL1,2k+1)
+
(
ϕR1
)(2k+2)(I − [αR2,2k+2]†αL1,2k+2)(I − [αR2,2k+1]†αL1,2k+1),
z
(
ϕR1
)(2k+1) = (ϕR1 )(2k−1) + (ϕR1 )(2k)[αR2,2k]† − (ϕR1 )(2k+1)αL1,2k+2[αR2,2k+1]†
+
(
ϕR1
)(2k+2)(I − [αR2,2k+2]†αL1,2k+2)[αR2,2k+1]†,
z
(
ϕR2
)(2k) = −(ϕR2 )(2k−1)(I − αR2,2k[αL1,2k]†)αR2,2k+1 − (ϕR2 )(2k)[αL1,2k]†αR2,2k+1
− (ϕR2 )(2k+1)αR2,2k+2 + (ϕR2 )(2k+2),
z
(
ϕR2
)(2k+1) = (ϕR2 )(2k−1)(I − αR2,2k[αL1,2k]†)(I − αR2,2k+1[αL1,2k+1]†)
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+
(
ϕR2
)(2k)[
αL1,2k
]†(I − αR2,2k+1[αL1,2k+1]†)
− (ϕR2 )(2k+1)αR2,2k+1[αL1,2k+1]† + (ϕR2 )(2k+2)[αL1,2k+1]†.
We have written down just the recursion relations for z and not those for z−1, which 
can be derived similarly to these ones. For the complete recursion expressions, see Ap-
pendix C.
Proposition 20. The following relations hold true
((
ϕR2
)(2k)(
z¯−1
))† = (I − [αR2,2k]†αL1,2k)(ϕL1 )(2k−1)(z) + [αR2,2k]†(ϕL1 )(2k)(z),((
ϕR2
)(2k+1)(
z¯−1
))† = −αL1,2k+2(ϕL1 )(2k+1)(z) + (ϕL1 )(2k+2)(z),((
ϕL2
)(2k)(
z¯−1
))† = (ϕR1 )(2k−1)(z) + (ϕR1 )(2k)(z)[αR2,2k]†,((
ϕL2
)(2k+1)(
z¯−1
))†
= −(ϕR1 )(2k+1)(z)αL1,2k+2 + (ϕR1 )(2k+2)(z)(I − [αR2,2k+2]†αL1,2k+2),
1
z
((
ϕR2
)(2k)(
z¯−1
))† = −[αR2,2k+1]†(ϕL1 )(2k)(z) + (ϕL1 )(2k+1)(z),
1
z
((
ϕR2
)(2k+1)(
z¯−1
))†
=
(
I − αL1,2k+1
[
αR2,2k+1
]†)(
ϕL1
)(2k)(z) + αL1,2k+1(ϕL1 )(2k+1)(z),
1
z
((
ϕL2
)(2k+1)(
z¯−1
))† = (ϕR1 )(2k)(z) + (ϕR1 )(2k)(z)αL1,2k+1,
1
z
((
ϕL2
)(2k)(
z¯−1
))†
= −(ϕR1 )(2k)(z)[αR2,2k+1]† + (ϕR1 )(2k+1)(z)(I − αL1,2k+1[αR2,2k+1]†).
Proof. These relations appear just by substituting into (18) the expressions of the blocks 
of (JH)±1, C[0], C[−1]. 
Using Proposition 19 and the matrix CMV recursion relations in Proposition 20, one 
derives the recursion relations for the matrix Szegő polynomials:
zPL1,2l+1(z) − PL1,2l+2(z) = −αL1,2l+2
(
PR2,2l+1(z)
)∗
(
PR2,2l(z)
)∗ − (I − (αR2,2l)†αL1,2l)(PR2,2l−1(z))∗ = (αR2,2l)†PL1,2l(z)(
PL2,2l(z)
)∗ − (PL2,2l−1(z))∗(I − αR1,2l(αL2,2l)†) = PR1,2l(z)(αL2,2l)†
zPR1,2l+1(z) − PR1,2l+2(z) = −
(
PL2,2l+1(z)
)∗
αL1,2l+2(
PR2,2l+1(z)
)∗ − (PR2,2l(z))∗ = (αR2,2l+1)†zPL1,2l(z)
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PL1,2l+1(z) −
(
I − αL1,2l+1
(
αR2,2l+1
)†)
zPL1,2l(z) = αL1,2l+1
(
PR2,2l+1(z)
)∗
PR1,2l+1(z) − zPR1,2l(z)
(
I − (αL2,2l+1)†αR1,2l+1) = (PL2,2l+1(z))∗αR1,2l+1(
PL2,2l(z)
)∗ − (PL2,2l+1(z))∗ = −zPR1,2l(z)(αL2,2l+1)†
which after the prescription
xlN := αL1,N xrN := αR1,N
ylN :=
(
αL2,N
)†
yrN :=
(
αR2,N
)†
coincide with the formulae in [27].
2.5. Christoﬀel–Darboux theory
To conclude this section, we show how the Gaussian factorization leads to the 
Christoﬀel–Darboux theorem for the matrix Laurent polynomials on the unit circle con-
text. In this particular situation we must consider two diﬀerent cases. As we are working 
in a non-Abelian situation, we ﬁrst have projections in the corresponding modules, “or-
thogonal” in the ring (our blocks) context. Secondly, when the matrix measures are 
Hermitian and positive deﬁnite, we will have a scalar product, and the projections to 
consider are orthogonal indeed.
2.5.1. Projections in modules
Given a right or left Mm module M , any idempotent endomorphism π ∈ EndMm(M), 
π2 = π, is called a projection. For any given projection π, we have Kerπ = Im(1 − π), 
Ker(1 −π) = Im π, and the following direct decomposition holds: M = Im π⊕ Im(1 −π). 
Two projections π and π′ are said to be orthogonal if ππ′ = 0; observe that (1 − π) is 
idempotent and moreover orthogonal to π. Orthogonality is not related here to any inner 
product so far, it is just a construction in the module. In particular, in our discussion of 
matrix Laurent polynomials, we introduce the following free modules
Λ[l] := Mm
{
χ(j)
}l
j=0 =
{
Λm,[−k,k], l = 2k,
Λm,[−k−1,k], l = 2k + 1.
That we can consider as a left free module, when multiplied by the left, and denoted 
by V[l+1], or as a right free module (when multiplication by matrices is performed by 
the right) and denoted by W[l+1]. We will denote by V = lim−→ V[l] and W = lim−→ W[l] the 
corresponding direct limits, the left and right modules of matrix Laurent polynomials. 
The bilinear form
G(f, g) =
〈〈
g†, f
〉〉
L
=
〈〈
f†, g
〉〉
R
=
˛
T
f(z)dμ(z)iz g(z),
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Gi,j :=
˛
T
χ(i)(z)dμ(z)iz
(
χ(j)(z)
)Û
,
fulﬁlls
G = ηgR = gLη.
This can be understood as a change of basis in the left and right modules W[l] and V[l]; 
the left moment matrix can be understood as the matrix of the bilinear form G when 
on the left module W[l] we apply the isomorphism or change of basis represented by the 
η matrix. Similarly, the right moment matrix can be understood as the matrix of the 
bilinear form G when on the right module V[l] we apply the isomorphism represented by 
the η matrix. Observe that the G dual vectors introduced in Appendix D are of the form
((
ϕL1
)
j
)∗ = (ϕL2 )†j , ((ϕL2 )†j)∗ = (ϕL1 )j ,((
ϕR1
)
j
)∗ = (ϕR2 )†j , ((ϕR2 )†j)∗ = (ϕR1 )j .
Thus, following Appendix D, we consider the ring of G projections in these left and right 
modules
Deﬁnition 12.
(1) The Christoﬀel–Darboux projectors
π
[l]
L : V −→ V[l], π[l]R : W −→ W[l],
are the ring left and right projections associated to the bilinear form G.
(2) The matrix Christoﬀel–Darboux kernels are
KL,[l]
(
z, z′
)
:=
l−1∑
k=0
[(
ϕL2
)(k)(z)]†(ϕL1 )(k)(z′),
KR,[l]
(
z, z′
)
:=
l−1∑
k=0
(
ϕR1
)(k)(z)[(ϕR2 )(k)(z′)]†. (29)
Proposition 21. For the projections and matrix Christoﬀel–Darboux kernels introduced 
in Deﬁnition 12, we have the following relations
(
π
[l]
L f
)
(z) =
ˆ
T
f
(
z′
)dμ(z′)
iz′ K
L,[l](z′, z) = l−1∑
k=0
〈〈(
ϕL2
)(k)
, f
〉〉
L
(
ϕL1
)(k)(z),
∀f ∈ V,
428 G. Ariznabarreta, M. Mañas / Advances in Mathematics 264 (2014) 396–463
[(
π
[l]
L f
)
(z)
]† = ˛
T
KL,[l]
(
z, z′
)dμ(z′)
iz′
[
f
(
z′
)]† = l−1∑
k=0
[(
ϕL2
)(k)(z)]†〈〈f, (ϕL1 )(k)〉〉L,
∀f ∈ V,(
π
[l]
R f
)
(z) =
˛
T
KR,[l]
(
z, z′
)dμ(z′)
iz′ f
(
z′
)
=
l−1∑
k=0
(
ϕR1
)(k)(z)〈〈(ϕR2 )(k), f〉〉R,
∀f ∈ W,[(
π
[l]
R f
)
(z)
]† = ˛
T
[
f
(
z′
)]† dμ(z′)
iz K
R,[l](z′, z) = l−1∑
k=0
〈〈
f,
(
ϕR1
)(k)〉〉
R
[(
ϕR2
)(k)(z)]†,
∀f ∈ W.
Proposition 22. The Christoﬀel–Darboux kernels have the reproducing property
KH,[l](z, y) =
˛
T
KH,[l]
(
z, z′
)dμ(z′)
iz′ K
H,[l](z′, y), H = L,R. (30)
Proof. This follows from the idempotency property of the π’s. 
Moreover,
Proposition 23. If the matrix measure μ is Hermitian, then
(1) the followings expansions are satisﬁed
(
π
[l]
L f
)
(z) =
l−1∑
k=0
〈〈(
ϕL1
)(k)
, f
〉〉
L
(
hLk
)−1(
ϕL1
)(k)(z), ∀f ∈ V,
(
π
[l]
R f
)
(z) =
l−1∑
k=0
(
ϕR1
)(k)(z)(hRk )−1〈〈(ϕR1 )(k), f〉〉R, ∀f ∈ W ;
(2) the following Hermitian type property holds for the projectors〈〈
π
[l]
Hf, g
〉〉
H
=
〈〈
f, π
[l]
Hg
〉〉
H
, H = R,L.
When the matrix measure is Hermitian and positive deﬁnite, we have a standard scalar 
product and a complex Hilbert space, and the projections π[l]H are orthogonal projections 
— not only in the module but in the geometrical sense as well — to the subspaces 
of truncated matrix Laurent polynomials; notice that there are two diﬀerent, however 
equivalent, scalar products and distances involved. In this situation, as is well known, 
these projections give the best approximation within the truncated Laurent polynomials 
and the corresponding left and right distances.
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2.5.2. The Christoﬀel–Darboux type formulae
Theorem 2. For z¯z′ Ó= 1, the matrix Christoﬀel–Darboux kernels fulﬁll
KL,[2l]
(
z, z′
)(
1 − z¯z′)
=
(
ϕR1
)(2l)(
z¯−1
)
hR2l
(
hR2l−1
)−1(
ϕL1
)(2l−1)(
z′
)− (ϕR1 )(2l−1)(z¯−1)(ϕL1 )(2l)(z′)
=
[[
z
(
ϕL2
)(2l+1)(z)]†hR2l+1 − [z(ϕL2 )(2l)(z)]†hL2lαR1,2l+1](hR2l−1)−1(ϕL1 )(2l−1)(z′)
− [[z(ϕL2 )(2l−2)(z)]† + [z(ϕL2 )(2l−1)(z)]†[αR2,2l−1]†](ϕL1 )(2l)(z′),
KL,[2l+1]
(
z, z′
)(
1 − z¯z′)
=
[
z
(
ϕL2
)(2l+1)(z)]†hR2l+1(hR2l)−1[(ϕR2 )(2l)]†(z′ −1)
− [z(ϕL2 )(2l)(z)]†[(ϕR2 )(2l+1)]†(z′ −1)
=
[
z
(
ϕL2
)(2l+1)(z)]†hR2l+1[(hR2l−1)−1(ϕL1 )(2l−1)(z′)
+
[
αL2,2l
]†(
hL2l
)−1(
ϕL1
)(2l)(
z′
)]
− [z(ϕL2 )(2l)(z)]†[(ϕL1 )(2l+2)(z′)− αL1,2l+2(ϕL1 )(2l+1)(z′)], (31)
KR,[2l]
(
z, z′
)(
1 − z¯′z)
=
[(
ϕL2
)(2l)]†(
z−1
)
hL2l
(
hL2l−1
)−1[(
ϕR2
)(2l−1)(
z′
)]†
− [(ϕL2 )(2l−1)]†(z−1)[(ϕR2 )(2l)(z′)]†
= z
[(
ϕR1
)(2l+1)(z)hL2l+1 − (ϕR1 )(2l)(z)hR2l[αL2,2l+1]†](hL2l+1)−1[(ϕR2 )(2l−1)(z′)]†
−z[(ϕR1 )(2l−2)(z) − (ϕR1 )(2l−1)(z)αL1,2l−1][(ϕR2 )(2l)(z′)]†,
KR,[2l+1]
(
z, z′
)(
1 − z¯′z)
= z
(
ϕR1
)(2l+1)(z)hL2l+1(hL2l)−1(ϕL1 )(2l−1)(z¯′ −1)− z(ϕR1 )(2l)(z)(ϕL1 )(2l+1)(z¯′ −1)
= z
(
ϕR1
)(2l+1)(z)hL2l+1[(hL2l−1)−1(ϕR2 )(2l−1)(z′)]† + αR1,2l(hR2l)−1[(ϕR2 )(2l)(z′)]†
− z(ϕR1 )(2l)(z)[(ϕR2 )(2l+2)(z′)]† − [αR2,2l+2]†[(ϕR2 )(2l+1)(z′)]†. (32)
Proof. See Appendix A. 
In terms of the matrix Szegő polynomials, we have
Corollary 2. The matrix Christoﬀel–Darboux kernels can be expressed in terms of the 
matrix Szegő polynomials as follows
KL,[2l]
(
z, z′
)
= (z¯z
′ −1)l
1 − z¯z′
[
PR1,2l
(
z¯−1
)(
hR2l−1
)−1(
PR2,2l−1
)∗(
z′
)
− (PL2,2l−1)∗(z¯−1)(hL2l−1)−1PL1,2l(z′)],
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KL,[2l+1]
(
z, z′
)
= z¯
l+1z′ −l
1 − z¯z′
[
PR1,2l+1
(
z¯−1
)(
hR2l
)−1(
PR2,2l
)∗(
z′
)
− (PL2,2l)∗(z−1)(hL2l)−1PL1,2l+1(z′)],
KR,[2l]
(
z, z′
)
= (zz¯
′ −1)l
1 − z¯′z
[[
PL2,2l
(
z¯−1
)]†(
hL2l−1
)−1[(
PL1,2l−1
)∗(
z′
)]†
− [(PR1,2l−1)∗(z¯−1)]†(hR2l−1)−1[PR2,2l(z′)]†],
KR,[2l+1]
(
z, z′
)
= z
l+1z¯′ −l
1 − z¯′z
[[
PL2,2l+1
(
z¯−1
)]†(
hL2l
)−1[(
PL1,2l
)∗(
z′
)]†
− [(PR1,2l)∗(z¯−1)]†(hR2l)−1[PR1,2l+1(z′)]†],
where we assume that z¯z′ Ó= 1.
As we have just seen, letting an operator act to the left or to the right and comparing 
the two results has been very successful with JK . Actually we still have the operators 
C0, C−1 to which we can also apply the same procedure to get some other interesting 
relations for the CD kernels.
Proposition 24. The next relations between KL and KR hold
KR,[2l+1]
(
z,
1
z¯′
)
= KL,[2l+1]
(
1
z¯
, z′
)
,
KR,[2l+2]
(
z,
1
z¯′
)
− KL,[2l+2]
(
1
z¯
, z′
)
=
(
ϕR1
)(2k+1)(z)(ϕL1 )(2k+2)(z′)
− (ϕR1 )(2k+2)(z)(I − [αR2,2k+2]†αL1,2k+2)(ϕL1 )(2k+1)(z′),
1
z′
KR,[2l+1]
(
z,
1
z¯′
)
− 1
z
KL,[2l+1]
(
1
z¯
, z′
)
=
(
ϕR1
)(2k)(z)(ϕL1 )(2k+1)(z′)
− (ϕR1 )(2k+1)(z)(I − αL1,2k+1[αR2,2k+1]†)(ϕL1 )(2k)(z′),
1
z′
KR,[2l+2]
(
z,
1
z¯′
)
= 1
z
KL,[2l+2]
(
1
z¯
, z′
)
.
Proof. The ﬁrst two relations arise when comparing the action of C0 to the left or to 
the right in
φR1 (z)C0φL1
(
z′
)
and truncating the expressions up to [2k+1] (ﬁrst relation) or [2k+2] (second one). The 
other two relations are obtained proceeding in the same way but using C−1 instead. 
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3. MOLPUC and two dimensional Toda type hierarchies
Once we have explored how the Gauss–Borel factorization of block CMV moment 
matrices leads to the algebraic theory of MOLPUC, we are ready to show how this 
approach also connects these polynomials to integrable hierarchies of Toda type. We 
ﬁrst introduce convenient deformations of the moment matrices, that as we will show 
correspond to deformations of the matrix measure. With these we will construct wave 
functions, Lax equations, Zakharov–Shabat equations, discrete ﬂows and Darboux trans-
formations and Miwa transformations. These last transformations will lead to interesting 
relations between the matrix Christoﬀel–Darboux kernels, Miwa shifted MOLPUC and 
their “norms”. The integrable equations that we derive are a non-Abelian version of the 
Toeplitz lattice or non-Abelian ALL equations that extend, in the partial ﬂows case, 
those of [27] — appearing these last ones in what we denominate total ﬂows.
3.1. 2D Toda continuous ﬂows
In order to construct deformation matrices which will act on the moment matrices 
(resulting in a deformation of the matrix measure) we ﬁrst introduce some deﬁnitions.
Deﬁnition 13.
(1) Given the diagonal matrices tHj = diag(tHj,1, . . . , tHj,m) ∈ diagm, j = 0, 1, 2, . . . , H =
L, R and tHj,a ∈ C, we introduce
tL :=
(
tL0 , t
L
1 , t
L
2 , . . .
)
, tH :=
(
tR0 , t
R
1 , t
R
2 , . . .
)Û
,
we also impose tH0 = 0.
(2) We also consider the CMV ordered Fourier monomial vector but evaluated in Υ
[
χ(Υ )
]Û = ( I, Υ, Υ−1, Υ 2, Υ−2, . . . ).
(3) With this we introduce
tL ∗ χ(Υ ) :=
∞∑
j=0
tLj χ(Υ )(j),
[
χ(Υ )
]Û ∗ tR := ∞∑
j=0
[
χ(Υ )(j)
]Û
tRj .
The products in the above expressions are by blocks; i.e., the factors in Mm multiply 
Mm block of the M∞ block matrix.
(4) The deformation matrices are
W0
(
tL
)
:= exp
(
tL ∗ χ(Υ )), V0(tR) := exp([χ(Υ )]Û ∗ tR).
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(5) The t-dependent deformation of moment matrices, gH(t), H = L, R, and their 
Gauss–Borel factorization are considered
gL(t) := W0
(
tL
)
gL
[
V0
(−ηtR)]−1, gL(t) = (S1(t))−1S2(t), (33)
gR(t) :=
[
W0
(−tLη)]−1gRV0(tR), gR(t) = Z2(t)(Z1(t))−1. (34)
Proposition 25.
(1) The deformed moment matrices can be understood as the moment matrices for a 
deformed (t-dependent) measure given by
dμ(z, t) := exp
(
tLχ(z)
)
dμ(z) exp
(
χ(z)ÛtR
)
,
with the deformed Fourier series of the evolved matrix measure given by
Fμ(t)(z) := exp
(
tLχ(z)
)
F (z) exp
(
χ(z)ÛtR
)
. (35)
(2) The Hermitian character of the matrix measure is preserved by the deformation 
whenever tL = (tR)†η.
Observe that in this paper we introduce a slightly diﬀerent set of ﬂows or deformations 
of the measure than those in the scalar case [13]. Despite that in that scalar situation 
both deﬁnitions give the very same ﬂows that is not the case in this non-Abelian scenario, 
as in this case we have deformation matrices multiplying at the left and right of the initial 
matrix measure, and the order is relevant.
3.1.1. The Gauss–Borel approach to integrability
We consider the elements that enable us to construct the integrable hierarchy
Deﬁnition 14.
(1) Left and right wave matrices
WL1 (t) := S1(t)W0
(
tL
)
, WL2 (t) := S2(t)V0
(−ηtR),
WR1 (t) := V0
(
tR
)
Z1(t), WR2 (t) := W0
(−tLη)Z2(t). (36)
(2) Left and right wave and adjoint wave functions
ΨL1 (z, t) = WL1 (t)χ(z),
(
ΨL1
)∗(z, t) = [(WL1 )−1(t)]†χ∗(z),
ΨL2 (z, t) = WL2 (t)χ∗(z),
(
ΨL2
)∗(z, t) = [(WL2 )−1(t)]†χ(z),
ΨR1 (z, t) = χ(z)ÛWR1 (t),
(
ΨR1
)∗(z, t) = χ∗(z)Û[(WR1 )−1(t)]†,
ΨR2 (z, t) = χ∗(z)ÛWR2 (t),
(
ΨR2
)∗(z, t) = χ(z)Û[(WR2 )−1(t)]†.
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(3) Left and right Jacobi vector of matrices (using our previous notation)
χ
(
JH(t)
)
:=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
I
(JH(t))−1
JH(t)
(JH(t))−2
(JH(t))2
...
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, H = L,R.
(4) Projection operators, a = 1, . . . , m
P (H,H
′)
a :=
⎧⎪⎪⎨⎪⎪⎩
S1EaaS
−1
1 , H = L, H ′ = L,
S2EaaS
−1
2 , H = R, H ′ = L,
Z−12 EaaZ2, H = L, H ′ = R,
Z−11 EaaZ1, H = R, H ′ = R.
(37)
(5) Left and right Lax matrices
L1(t) := S1(t)ΥS1(t)−1 = S2(t)ΥS2(t)−1 = JL(t),
R1(t) := Z1(t)−1Υ−1Z1(t) = Z2(t)−1Υ−1Z2(t) = JR(t), (38)
L2(t) := S2(t)Υ−1S2(t)−1 = S1(t)Υ−1S1(t)−1 =
(
JL(t)
)−1
R2(t) := Z2(t)−1ΥZ2(t) = Z1(t)−1ΥZ1(t) =
(
JR(t)
)−1
. (39)
(6) Zakharov–Shabat matrices
B
(H,H′)
j,a :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(S1Eaa(χ(Υ ))(j)S−11 )+, H = L, H ′ = L,
−(S2Eaa(χ(Υ ))(j)S−12 )−, H = R, H ′ = L,
−(Z−12 Eaa(χ(Υ−1))(j)Z2)+, H = L, H ′ = R,
(Z−11 Eaa(χ(Υ−1))(j)Z1)−, H = R, H ′ = R,
B
(H,H′)
j :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
((χ(JL))(j))+, H = L, H ′ = L,
−((χ(JL))(j))−, H = R, H ′ = L,
−(χ((JR)−1)(j))+, H = L, H ′ = R,
(χ((JR)−1)(j))−, H = R, H ′ = R.
(40)
(7) A time dependent intertwining operator
C[p](t) = Z2(t)−1ηΥ pS1(t)−1 = Z1(t)−1ηΥ pS2(t)−1. (41)
Observe that
gL =
(
WL1 (t)
)−1
WL2 (t), gR = WR2 (t)
(
WR1
)−1(t). (42)
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Deﬁnition 15. For H = R, L we introduce the total derivatives
∂H,j :=
m∑
a=1
∂
∂tHj,a
.
We now present the linear systems, Lax equations and Zakharov–Shabat equations 
that characterize integrability
Proposition 26. The following equations hold:
(1) Linear systems for the wave matrices
∂WLi
∂tHj,a
= BH,Lj,a WLi , ∂H,jWLi = B
H,L
j W
L
i ,
∂WRi
∂tHj,a
= WRi B
H,R
j,a , ∂H,jW
R
i = WRi B
H,R
j ,
for i = 1, 2, H = L, R, a = 1, . . . , m, j = 0, 1, . . . .
(2) Lax equations
∂JH
′
∂tHj,a
=
[
BH,H
′
j,a , J
H′], ∂H,jJH′ = [BH,H′j , JH′],
∂PH
′,H′′
b
∂tHj,a
=
[
BH,H
′′
j,a , P
H′,H′′
b
]
, ∂H,jP
H′,H′′
b =
[
BH,H
′′
j , P
H′,H′′
b
]
with H, H ′, H ′′ = L, R, a, b = 1, . . . , m and j = 0, 1, . . . .
(3) Evolution of the dressed intertwining operator
∂C[p]
∂tHj,a
= −BH,Rj,a C[p] − C[p]BH,Lj,a ,
∂C[p]
∂tHj
= −BH,Rj C[p] − C[p]BH,Lj .
(4) Zakharov-Shabat equations
∂BH1,H
′
j1,b1
∂tH2j2,a2
− ∂B
H2,H
′
j2,b2
∂tH1j1,a1
+
[
BH1,H
′
j1,b1
, BH2,H
′
j2,b2
]
= 0.
Proof. See Appendix A 
From the deﬁnitions of the wave functions, the action of Υ on χ, the expression (35), 
and the relations (23), it follows that
Proposition 27. The wave functions are linked to the CMV polynomials and the Fourier 
series of the measure as follows
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ΨL1 (z, t) = φL1 (z, t) exp
(
tLχ(z)
)
,(
ΨL1
)∗(z, t) = 2πz−1φL2 (z−1, t)F †μ(z) exp(−tLχ(z)),
ΨL2 (z, t) = 2πz−1φL1
(
z−1, t
)
Fμ
(
z−1
)
exp
(−χ(z−1)ÛtR),(
ΨL2
)∗(z, t) = φL2 (z, t) exp(χ(z−1)ÛtR),
ΨR1 (z, t) = exp
(
χ(z)ÛtR
)
φR1 (z, t),(
ΨR1
)∗(z, t) = 2πz−1 exp(−χ(z)ÛtR)F †μ(z)(φR2 )(z−1, t),
ΨR2 (z, t) = 2πz−1 exp
(−tLχ(z−1))Fμ(z−1)φR1 (z−1, t),(
ΨR2
)∗(z, t) = exp(tLχ(z−1))φR2 (z, t). (43)
These wave functions are also eigen-functions of the Lax matrices (38) Li, Ri, for i = 1, 2,
LiΨ
L
i = zΨLi , ΨRi Ri = zΨRi ,
L†i
(
ΨLi
)∗ = z(ΨLi )∗, (ΨRi )∗R†i = z(ΨRi )∗.
3.1.2. CMV matrices and matrix Toeplitz lattice
For the CMV ordering of the Laurent basis, the Lax equations acquire a dynamical 
non-linear system form that is the matrix version, in the CMV context, of the Toeplitz 
lattice developed in [3]. In [27] Mattia Cafasso presented a non-Abelian extension of the 
TL which corresponds to our total ﬂows. The partial ﬂows presented here are, to our 
knowledge, new in the literature.
Proposition 28. The Lax equations result in the following non-linear dynamical system 
for the matrix Verblunsky coeﬃcients H = L, R:
• Partial ﬂows
∂
∂tL1,a
αR1,k = −
(
hLk−1
)−1
αL1,k−1Ea,ah
R
k ,
∂
∂tL1,a
[
αL2,k
]† = (hRk−1)−1Ea,a[αR2,k+1]†hLk ,
∂
∂tR1,a
[
αR2,k
]† = hRk [αL2,k+1]†Ea,a(hLk−1)−1,
∂
∂tR1,a
αL1,k = −
(
hLk
)
Ea,aα
R
1,k−1
(
hRk−1
)−1
,
∂
∂tL2,a
αR1,k =
(
hLk−1
)−1
Ea,aα
L
1,k+1h
R
k ,
∂
∂tL2,a
[
αL2,k
]† = −(hRk−1)−1[αR2,k−1]†Ea,ahLk ,
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∂
∂tR2,a
[
αR2,k
]† = −hRk Ea,a[αL2,k−1]†(hLk−1)−1,
∂
∂tR2,a
αL1,k = hLk αR1,k+1Ea,a
(
hRk−1
)−1
,
∂
∂tL1,a
hLk = −αL1,kEa,a
(
αR2,k+1
)†
hLk ,
∂
∂tR1,a
hRk = −hRk
(
αL2,k−1
)†
Ea,aα
R
1,k,
∂
∂tL2,a
hRk = −
(
αR2,k
)†
Ea,aα
L
1,k+1h
R
k ,
∂
∂tR2,a
hLk = −hLk αR1,k+1Ea,a
(
αL2,k
)†
.
• Total ﬂows [27]
∂H,1
[
αR2,k
]† = [αR2,k+1]†(I − α1,k[αR2,k]†),
∂H,1α
L
1,k = −
(
I − αL1,k
[
αR2,k
]†)
αL1,k−1,
∂H,1
[
αL2,k
]† = (I − [αL2,k]†αR1,k)[αL2,k+1]†,
∂H,1α
R
1,k = −αR1,k−1
(
I − [αL2,k]†αR1,k),
∂H,2
[
αR2,k
]† = −(I − [αR2,k]†αL1,k)[αR2,k−1]†,
∂H,2α
L
1,k = αL1,k+1
(
I − [αR2,k]†αL1,k),
∂H,2
[
αL2,k
]† = −[αL2,k−1]†(I − αR1,k[αL2,k]†),
∂H,2α
R
1,k =
(
I − αR1,k
[
αL2,k
]†)
αR1,k+1,
∂H,1h
L
k = −αL1,k
(
αR2,k+1
)†
hLk ,
∂H,1h
R
k = −hRk
(
αL2,k−1
)†
αR1,k,
∂H,2h
R
k = −
(
αR2,k
)†
αL1,k+1h
R
k ,
∂H,2h
L
k = −hLk αR1,k+1
(
αL2,k
)†
.
Proof. To obtain the partial ﬂows, it is enough to use the Lax equations for j, p = 1, 2
and operate. In order to obtain the total ﬂows, we go back to the partial ﬂows, and 
sum in a. From the Lax equations, we know that in this total case we no longer need 
to distinguish between R, L. This procedure leads to the result that is ﬁnally rewritten 
using the relations in Proposition 17. 
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3.1.3. Bilinear equations
Bilinear equations are an alternative way of expressing an integrable hierarchy devel-
oped by the Japanese school, see [40–42]. We are going to show that these MOLPUC also 
fulﬁll a particular type of bilinear equations. These results are the matrix extensions of 
the scalar situation described in [13]. Let us start by considering the wave semi-inﬁnite 
matrices WHi (t) 36 associated to the moment matrix gH , H = L, R. Since the last one 
is time independent, the reader can easily check that
Proposition 29.
(1) The wave matrices associated to diﬀerent times satisfy
WL1 (t)
(
WL1
(
t′
))−1 = WL2 (t)(WL2 (t′))−1,(
WR1 (t)
)−1
WR1
(
t′
)
=
(
WR2 (t)
)−1
WR2
(
t′
)
. (44)
(2) The vectors χ, χ∗ fulﬁll
Resz=0
[
χ(z)
(
χ∗(z¯)
)†] = Resz=0[χ∗(z)(χ(z¯))†] = I.
(3) One has that the product of two matrices can be expressed as
UV = Resz=0
[
Uχ(z)
(
V †χ∗(z¯)
)†] = Resz=0[Uχ∗(z)(V †χ(z¯))†]
= Resz=0
[(
χ∗(z¯)ÛU†
)†
χ(z)ÛV
]
= Resz=0
[(
χ(z¯)ÛU†
)†
χ∗(z)ÛV
]
From where we derive
Theorem 3. For two diﬀerent set of times t, ˜t the wave functions satisfy
Resz=0
[
ΨL1 (z, t)
[(
ΨL1
)∗(z¯, t˜)]†] = Resz=0[ΨL2 (z, t)[(ΨL2 )∗(z¯, t˜)]†], (45)
Resz=0
[[(
ΨR1
)∗(z¯, t)]†ΨR1 (z, t˜)] = Resz=0[[(ΨR2 )∗(z¯, t)]†ΨR2 (z, t˜)]. (46)
From the identities in (43) the previous theorem can be rewritten in terms of CMV 
polynomials as
Resz=0
[(
ϕL1
)(l)(z, t)(exp((tL − t˜L)χ(z))z−1Fμ(z))[(ϕL2 )(m)(z¯−1, t˜)]†]
= −Resz=∞
[(
ϕL1
)(l)(z, t)(z−1Fμ(z) exp(χ(z)Û(t˜R − tR)))[(ϕL2 )(m)(z¯−1, t˜)]†],
Resz=0
[[(
ϕR2
)(l)(
z¯−1, t
)]†(
z−1Fμ(z) exp
(
χ(z)Û
(
t′R − tR
)))(
ϕR1
)(m)(z, t˜)]
= −Resz=∞
[[(
ϕR2
)(l)(
z¯−1, t
)]†(exp((tL − t′L)χ(z))z−1Fμ(z))(ϕR1 )(m)(z, t˜)].
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Here we have used that Resz=∞ F (z) = − Resz=0 z−2F (z−1). Alternatively, we can write 
all the previous expressions using integrals instead of using residues. To do this, let us 
denote by γ0 and γ∞ two positively oriented circles around z = 0 and z = ∞, respectively, 
included in the annulus of convergence of the Fourier series of the matrix measure, such 
that they do not include diﬀerent simple poles that z = 0, ∞, respectively. Then,
j
γ0
ΨL1 (z, t)
[(
ΨL1
)∗(z¯, t˜)]†dz = j
γ0
ΨL2 (z, t)
[(
ΨL2
)∗(z¯, t˜)]†dz, (47)
j
γ0
[(
ΨR1
)∗(z¯, t)]†ΨL1 (z, t˜)dz = j
γ0
[(
ΨR2
)∗(z¯, t)]†ΨR2 (z, t˜)dz (48)
or, in terms of matrix Laurent orthogonal polynomials and Fourier series of the matrix 
measure:
Proposition 30. The evolved MOLPUC satisfy
j
γ0
(
ϕL1
)(l)(z, t)(exp((tL − t˜L)χ(z))z−1Fμ(z))[(ϕL2 )(m)(z¯−1, t˜)]†dz
=
j
γ∞
(
ϕL1
)(l)(z, t)(z−1Fμ(z) exp(χ(z)Û(t˜R − tR)))[(ϕL2 )(m)(z¯−1, t˜)]†dz,
j
γ0
[(
ϕR2
)(l)(
z¯−1, t
)]†(
z−1Fμ(z) exp
(
χ(z)Û
(
t˜R − tR)))(ϕR1 )(m)(z, t˜)dz
=
j
γ∞
[(
ϕR2
)(l)(
z¯−1, t
)]†(exp((tL − t˜L)χ(z))z−1Fμ(z))(ϕR1 )(m)(z, t˜)dz.
3.2. 2D Toda discrete ﬂows
Given a couple of sequences of diagonal matrices
d = {d+, d−}, d± = {d±,0 = 0, d±,1, d±,2, . . .}, d±,j ∈ diagm,
and a pair of non-negative integers n = {n+, n−} ∈ Z2+, we consider the next semi-inﬁnite 
block matrices
ΔLd (n) =
(
I − d−,0Υ−1
) · · · (I − d−,n−Υ−1)(I − d+,0Υ ) · · · (I − d+,n+Υ ),
ΔRd (n) = (I − d−,0Υ ) · · · (I − d−,n−Υ )
(
I − d+,0Υ−1
) · · · (I − d+,n+Υ−1).
Observe that the order of the factors does not alter the product as each of them commutes 
with the others.
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Deﬁnition 16. Given two couples of sequences of diagonal matrices, say dH = {dH+ , dH−}, 
H = L, R, we introduce the discrete ﬂows for the right and left moment matrices
gH
(
nL, nR
)
= ΔHdL
(
nL
)
gHΔHdR
(
nR
)
, nH =
{
nH+ , n
H
−
} ∈ Z2+,
gH(0, 0) = gH , H = L,R.
The property ηgL(nL, nR) = gR(nL, nR)η is easily checked and it follows that we 
have an associated measure of which these are the corresponding left and right moment 
matrices given by
dμ
(
nL, nR
)
=
[ nL−∏
i=0
(
I − dL−,iz−1
) nL+∏
j=0
(
I − dL+,jz
)]
× dμ
[ nR−∏
i=0
(
I − dR−,iz−1
) nR+∏
j=0
(
I − dR+,jz
)]
.
The measure is Hermitian if the following conditions are fulﬁlled[
dR∓,j
]† = dL±,j = d±,j , nL± = nR∓ = n±,
being the evolved measure
dμ(n+, n−) =
[
n−∏
i=0
(
I − d−,iz−1
) n+∏
j=0
(I − d+,jz)
]
× dμ
[
n−∏
i=0
(
I − d−,iz−1
) n+∏
j=0
(I − d+,jz)
]†
.
Positive deﬁniteness for the Hermitian situation can be ensured if we request di := d+,i =
[d−,i]† and n := n+ = n− so that
dμ(n) =
[
m∑
a=1
(
n∏
j=0
|1 − dj,az|2
)
Ea,a
]
dμ
[
m∑
a=1
(
n∏
j=0
|1 − dj,az|2
)
Ea,a
]
.
As in the continuous case, we introduce
Deﬁnition 17. The wave matrices, depending on discrete variables nL, nR ∈ Z2+, are 
deﬁned as
WL1
(
nL, nR
)
= S1
(
nL, nR
)
ΔLdL
(
nL
)
, WL2
(
nL, nR
)
= S2
(
nL, nR
)(
ΔLdR
(
nR
))−1
,
WR1
(
nL, nR
)
= ΔRdR
(
nR
)
Z1
(
nL, nR
)
, WR2
(
nL, nR
)
=
(
ΔRdL
(
nL
))−1
Z2
(
nL, nR
)
.
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Hence
gL =
[
WL1
(
nL, nR
)]−1
WL2
(
nL, nR
)
, gR = WR2
(
nL, nR
)[
WR1
(
nL, nR
)]−1
.
We also need to introduce the following objects
Deﬁnition 18.
(1) Given a diagonal matrix d ∈ diagm, we deﬁne the semi-inﬁnite block matrices
δH,H
′
± (d) =
⎧⎪⎪⎨⎪⎪⎩
S1(I − dΥ±1)S−11 , H = L, H ′ = L,
S2(I − dΥ±1)S−12 , H = R, H ′ = L,
Z−12 (I − dΥ∓1)Z2, H = L, H ′ = R,
Z−11 (I − dΥ∓1)Z1, H = R, H ′ = R.
(2) The shifts are
TL+ :
(
(nL+, nL−) −→ (nL+ + 1, nR−)
nR −→ nR
)
, TL− :
(
(nL+, nR−) −→ (nL+, nL− + 1)
nR −→ nR
)
,
TR+ :
(
nL −→ nL
(nR+, nR−) −→ (nR+ + 1, nR−)
)
, TR− :
(
nL −→ nL
(nR+, nR−) −→ (nR+, nR− + 1)
)
.
For any diagonal matrix d =
∑m
a=1 daEa,a ∈ diagm, da ∈ C, we introduce the semi-
inﬁnite matrices
dH,H
′
=
m∑
a=1
daP
H,H′
a ,
where PH,H′a was deﬁned in (37); observe that when d = cIm, c ∈ C, we have dH,H
′ = cI.
Notice that the δH,H
′
± are just particular combinations of the block Jacobi matrices JH
δH,H
′
± (d) = I − dH,H
′(
JH
′)±1
.
Proposition 31. If gH(nL, nR), (TH± gH
′)(nL, nR), H, H ′ = L, R, admit a block LU fac-
torization, then the δ matrices introduced in Deﬁnition 18(1) also admit a block LU
factorization.
Proof. We have
TL±g
L =
(
I − dL±,nL±+1Υ
±1)gL
=⇒ S1
(
TL±S1
)−1(
TL±S2
)
S−12 = S1
(
I − dL±,nL±+1Υ
±1)S−11 = δL,L± (dL±,nL±+1),
TL±g
R =
(
I − dL±,nL±+1Υ
∓1)gR
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=⇒ Z−12
(
TL±Z2
)(
TL±Z1
)−1
Z1 = Z−12
(
I − dL±,nL±+1Υ
∓1)Z2 = δL,R± (dL±,nL±+1),
TR± g
L = gL
(
I − dR±,nR±+1Υ
±1)
=⇒ S1
(
TR± S1
)−1(
TR± S2
)
S−12 = S2
(
I − dR±,nR,±+1Υ±1
)
S−12 = δ
R,L
±
(
dR±,nR±+1
)
,
TR± g
R = gR
(
I − dR±,nR±+1Υ
∓1)
=⇒ Z−12
(
TR± Z2
)(
TR± Z1
)−1
Z1 = Z−11
(
I − dR±,nR±+1Υ
∓1)Z1 = δR,R± (dR±,nR±+1).
Therefore, for H = L, R,
δH,L± =
(
δH,L±
)−1
− ·
(
δH,L±
)
+,
(
δH,L±
)
− =
(
TH± S1
)
S−11 ∈ L ,(
δH,L±
)
+ =
(
TH± S2
)
S−12 ∈ U , δH,R± =
(
δH,R±
)
− ·
(
δH,R±
)−1
+ ,(
δH,R±
)
− = Z
−1
2
(
TH± Z2
) ∈ L , (δH,R± )+ = Z−11 (TH± Z1) ∈ U . 
Deﬁnition 19. We deﬁne
ωH,H
′
± :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(δL,L± )+ = (TL±S2)S−12 , H = L, H ′ = L,
(δR,L± )− = (TR± S1)S−11 , H = R, H ′ = L,
(δL,R± )− = Z−11 (TL±Z1), H = L, H ′ = R,
(δR,R± )+ = Z−12 (TR± Z2), H = R, H ′ = R.
We are ready to derive discrete integrability.
Theorem 4.
• The discrete linear systems
TH± W
L
i = ω
H,L
± W
L
i , T
H
± W
R
i = WRi ω
H,R
± , i = 1, 2, H = L,R.
• Discrete Lax equations hold
TH± J
L = ωH,L± JL
(
ωH,L±
)−1
, TH± J
R =
(
ωH,R±
)−1
JRωH,R± , H = L,R.
• Intertwining matrix
TH± C[p] =
(
ωH,R±
)−1
C[p]
(
ωH,L±
)−1
, H = L,R.
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• Zakharov–Shabat equations(
THa ω
H′,L
b
)
ωH,La =
(
TH
′
b ω
H,L
a
)
ωH
′,L
b , ω
H,R
a
(
THa ω
H′,R
b
)
= ωH
′,R
b
(
TH
′
b ω
H,R
a
)
,
a, b = ±, H,H ′ = L,R.
• Continuous-discrete equations
∂ωH
′,L
±
∂tHj,a
+ ωH
′,L
± B
H,L
j,a =
(
TH
′
± B
H,L
j,a
)
ωH
′,L
± ,
∂ωH
′,R
±
∂tHj,a
+ BH,Rj,a ωH
′,R± = ωH′,R±
(
TH
′
± B
H,R
j,a
)
,
with H, H ′ = L, R, a = 1, . . . , m and j = 0, 1, . . . .
From these results, one may derive discrete matrix equations for the Verblunsky co-
eﬃcients.
It also follows that these ﬂows are extensions of Darboux transformations, see [13]
for the scalar case. Each of these discrete shifts is generalization of the typical Darboux 
transformation corresponding to the ﬂip of the upper and lower triangular factors of the 
operators δH,H
′
± . These ﬂips occur in some speciﬁc cases as follows. Let us assume that 
the diagonal matrices dH±,j do not depend on j; then,
δH,H
′
± =
{
(δH,L)−1− (δ
H,L
± )+, H ′ = L,
(δH,R)−(δH,R± )−1+ , H ′ = L,
T H±−→ TH± δH,H
′
± =
{
(δH,L± )+(δH,L)−1− , H ′ = L,
(δH,R± )−1+ (δH,R)−, H ′ = L.
It is clear that the shift corresponds to the ﬂip of the factors in the Gaussian factoriza-
tion of the δH,H
′
± matrices, just as in the Darboux transformations. When the constant 
sequences dH±,j = cH± Im, with cH± ∈ C scalars, we have that δH,H
′
± are pentadiagonal block 
matrices (main diagonal and the two next diagonals above and below it), and therefore 
the Gauss–Borel factorizations give upper or lower block tridiagonal matrices, (δH,H
′
± )+
and (δH,H
′
± )−, respectively. This is quite close to some results in the talk [28].
3.3. Miwa shifts
In our unsuccessful search for a neat τ -function theory in this matrix scenario, we 
have studied the action of Miwa shifts. Despite we did not ﬁnd appropriate τ -functions,
we found interesting relations among Christoﬀel–Darboux kernels and the Miwa trans-
formations of the MOLPUC. These relations do in fact lead in the scalar case to the 
τ -function representation of MOLPUC. Unfortunately, apparently that is not the case 
in the matrix scenario.
G. Ariznabarreta, M. Mañas / Advances in Mathematics 264 (2014) 396–463 443
Miwa shifts are coherent time translations that lead to discrete type ﬂows. Given 
a diagonal matrix w = diag(w1, . . . , wm) ∈ Cm×m, we introduce four diﬀerent MH,±w , 
H = L, R, coherent shifts
ML,+w : tL2k Ô→ tL2k −
wk
k
, ML,−w : tL2k−1 Ô→ tL2k−1 −
wk
k
,
MR,+w : tR2k Ô→ tR2k −
wk
k
, MR,−w : tR2k−1 Ô→ tR2k−1 −
wk
k
.
For each Miwa shift, we only write down those times with a non-trivial transformation. 
When these shifts act on the deformed matrix measure, we get new matrix measures
dML,±w [μ] =
(
1 − wz±1)dμ, dMR,±w [μ] = dμ(1 − wz±1), (49)
with corresponding left and right moment matrices given by
ML,±w
[
gL
]
=
(
I − wΥ±1)gL, ML,±w [gR] = (I − wΥ∓1)gR,
MR,±w
[
gL
]
= gL
(
I − wΥ±1), MR,±w [gR] = gR(I − wΥ∓1). (50)
From these we can deduce the next
Theorem 5. For every diagonal matrix w ∈ diagm, the following relations between Miwa 
shifted and non-shifted Christoﬀel–Darboux kernels and MOLPUC hold
KL,[2l+1](z, u) =ML,+w
[
KL,[2l]
]
(z, u)(I − wu)
+
(
ML,+w
[(
ϕL2
)(2l)](z))†ML,+w [hL2l](hL2l)−1(ϕL1 )(2l)(u),
KR,[2l](z, u) =ML,+w
[
KR,[2l−1]
]
(z, u)
(
I − wu¯−1)
+ML,+w
[(
ϕR1
)(2l−1)](z)ML,+w [hL2l−1](hL2l−1)−1((ϕR2 )(2l−1)(u))†,
KL,[2l](z, u) =ML,−w
[
KL,[2l−1]
]
(z, u)
(
I − wu−1)
+
(
ML,−w
[(
ϕL2
)(2l−1)](z))†ML,−w [hR2l−1](hR2l−1)−1(ϕL1 )(2l−1)(u),
KR,[2l+1](z, u) =ML,−w
[
KR,[2l]
]
(z, u)(I − wu¯)
+ML,−w
[(
ϕR1
)(2l)](z)ML,−w [hL2l](hL2l)−1((ϕR2 )(2l)(u))†,
KL,[2l](z, u) =
(
I − wz¯−1)MR,+w [KL,[2l−1]](z, u)
+
((
ϕL2
)(2l−1)(z))†MR,+w [(ϕL1 )(2l−1)](u),
KR,[2l+1](z, u) = (I − wz)MR,+w
[
KR,[2l]
]
(z, u)
+
(
ϕR1
)(2l)(z)(MR,+w [(ϕR2 )(2l)](u))†,
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KL,[2l+1](z, u) = (I − wz¯)MR,−w
[
KL,[2l]
]
(z, u)
+
((
ϕL2
)(2l)(z))†MR,−w [(ϕL1 )(2l)](u),
KR,[2l](z, u) =
(
I − wz−1)MR,−w [KR,[2l−1]](z, u)
+
(
ϕR1
)(2l−1)(z)(MR,−w [(ϕR2 )(2l−1)](u))†.
Proof. We just give the main ideas of the proof not dealing with details. Let us consider 
(50) at the light of the Gauss–Borel factorizations (7) and (8)
ML,±w [S2]S−12 =ML,±w [S1]
[
I − wΥ±1]S−11 ,(
ML,±w [Z1]
)−1
Z1 =
(
ML,±w [Z2]
)−1[I − wΥ∓1]Z2,
S1
(
MR,±w [S1]
)−1 = S2[I − wΥ±1](MR,±w [S2])−1,
Z−12 M
R,±
w [Z2] = Z−11
[
I − wΥ∓1]MR,±w [Z1].
Each of these equalities deﬁnes a semi-inﬁnite matrix relating shifted and non-shifted
polynomials. At this point it is important to stress that the LHS in the two ﬁrst equations 
are upper triangular semi-inﬁnite matrices, while the two last equations have in the RHS 
upper triangular semi-inﬁnite matrices. Observe also that in the two ﬁrst equations, 
because of the RHS only the main, the ﬁrst and the second block diagonals over the ﬁrst 
have non-zero blocks while in the LHS of the two last equations only the main diagonal 
and the two immediate diagonals below it have non-zero blocks. Then we proceed as 
in the proof of the Christoﬀel–Darboux formula in Theorem 2. To get a glance of the 
technique, let us illustrate it for the ﬁrst equation. On the one hand, we have for the 
2l-th and (2l + 1)-th block rows
ML,+w [S2]S−12
=ML,+w [S1][I − wΥ ]S−11
=
⎛⎜⎜⎜⎜⎝
. . .
. . .
· · · 0 ML,+w [hL2l](hL2l)−1 wαL1,2l+2 −w 0 · · ·
· · · 0 0 ML,+w [hR2l+1](hR2l+1)−1 −(ML,+w [αR2,2l+1])†w ∗ 0
. . .
⎞⎟⎟⎟⎟⎠.
On the other hand,
(
ML,+w
[
φL2
]
(z)
)†
ML,+w [S2]S−12 =
(
φL2 (z)
)†
,
ML,+w [S1][I − wΥ ]S−11 φL1 (u) =ML,+w
[
φL1
]
(u)(I − wu).
Then, by appropriate scalar product pairings, we get the result. 
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An appropriated choice of the variables allows us to express the rows or columns of 
the kernel in terms of the rows or columns of a product of a shifted and a non-shifted
polynomial
Corollary 3. If w = diag(w1, . . . , wm), wk ∈ C, we have
KL,[2l+1]
(
z, w−1k
)
Ek,k
=
(
ML,+w
[(
ϕL2
)(2l)](z))†ML,+w [hL2l](hL2l)−1(ϕL1 )(2l)(w−1k )Ek,k,
KR,[2l](z, w¯k)Ek,k
=ML,+w
[(
ϕR1
)(2l−1)](z)ML,+w [hL2l−1](hL2l−1)−1((ϕR2 )(2l−1)(w¯k))†Ek,k,
KL,[2l](z, wk)Ek,k
=
(
ML,−w
[(
ϕL2
)(2l−1)](z))†ML,−w [hR2l−1](hR2l−1)−1(ϕL1 )(2l−1)(wk)Ek,k,
KR,[2l+1]
(
z, w¯−1k
)
Ek,k
=ML,−w
[(
ϕR1
)(2l)](z)ML,−w [hL2l](hL2l)−1((ϕR2 )(2l)(w¯−1k ))†Ek,k,
Ek,kK
L;[2l](w¯k, u) = Ek,k
((
ϕL2
)(2l−1)(w¯k))†MR,+w [(ϕL1 )(2l−1)](u),
Ek,kK
R,[2l+1](w−1k , u) = Ek,k(ϕR1 )(2l)(w−1k )(MR,+w [(ϕR2 )(2l)](u))†,
Ek,kK
L,[2l+1](w¯−1k , u) = Ek,k((ϕL2 )(2l)(w¯−1k ))†MR,−w [(ϕL1 )(2l)](u),
Ek,kK
R,[2l](wk, u) = Ek,k
(
ϕR1
)(2l−1)(wk)(MR,−w [(ϕR2 )(2l−1)](u))†.
Let us consider what happens when instead of a diagonal matrix w is proportional to 
the identity matrix. In this case, (49) informs us that left and right handed Miwa shifts 
coincide. We only have two Miwa shifts M±w where now w ∈ C
dM±w [μ] =
(
1 − wz±1)dμ. (51)
In this case, Corollary 3 would be written in much a simpler way (closer to the scalar 
case):
Proposition 32. The following relations hold
[(
ϕL2
)(2l−1)(w¯)]†M+w(hR2l−1) = (ϕR1 )(2l)(w−1)hR2l,
M−w
(
hR2l−1
)(
hR2l−1
)−1(
ϕL1
)(2l−1)(w) = [(ϕR2 )(2l)(w¯−1)]†,(
ϕR1
)(2l−1)(w)M−w(hL2l−1) = [(ϕL2 )(2l)(w¯−1)]†hL2l,
M+w
(
hL2l−1
)(
hL2l−1
)−1[(
ϕR2
)(2l−1)(w¯)]† = (ϕL1 )(2l)(w−1),(
ϕR1
)(2l)(
w−1
)
M+w
(
hR2l
)
=
[
w¯
(
ϕL2
)(2l+1)(w¯)]†hR2l+1,
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M−w
(
hR2l
)(
hR2l
)−1[(
ϕR2
)(2l)(
w¯−1
)]† = z(ϕL1 )(2l+1)(w),[(
ϕL2
)(2l)(
w¯−1
)]†
M−w
(
hL2l
)
= w
(
ϕR1
)(2l+1)(z)hL2l+1,
M+w
(
hL2l
)(
hL2l
)−1(
ϕL1
)(2l)(
w−1
)
=
[
w¯
(
ϕR2
)(2l+1)(w¯)]†.
Proof. See Appendix A 
Now, we can state
Theorem 6. The CMV matrix Laurent orthogonal polynomials can be expressed as follows
(
ϕL1
)(2l)(z) = zl[M+z−1(hL2l−1)(hL2l−1)−1] · · · [M+z−1(hL0 )(hL0 )−1], (52)(
ϕL1
)(2l+1)(z) = z−(l+1)[M−z (hR2l)(hR2l)−1] · · · [M−z (hR0 )(hR0 )−1], (53)[(
ϕL2
)(2l)(
z¯−1
)]† = z−l[(hL0 )−1M−z (hL0 )] · · · [(hL2l−1)M−z (hL2l−1)](hL2l)−1, (54)[(
ϕL2
)(2l+1)(
z¯−1
)]† = zl+1[(hR0 )−1M+z−1(hR0 )] · · · [(hR2l)−1M+z−1(hR2l)](hR2l+1)−1,
(55)(
ϕR1
)(2l)(z) = zl[(hR0 )−1M+z−1(h R0 )] · · · [(hR2l−1)−1M+z−1(h R2l−1)](hR2l)−1,
(56)(
ϕR1
)(2l+1)(z) = z−(l+1)[(hL0 )−1M−z (hL0 )] · · · [(hL2l)−1]M−z (h L2l )(hL2l+1)−1,
(57)[(
ϕR2
)(2l)(
z¯−1
)]† = z−l[M−z (hR2l−1)(hR2l−1)−1] · · · [M−z (hR0 )(hR0 )−1], (58)[(
ϕR2
)(2l+1)(
z¯−1
)]† = zl+1[M+z−1(h L2l )(hL2l)−1] · · · [M+z−1(hL0 )(hL0 )−1]. (59)
Proof. See Appendix A 
This is the furthest we have managed to take our τ description of the MOLPUC 
search. The reader may have noticed that forgetting about the R and L labels and 
the noncommutativity of the matrix norms we would be left with a quotient of Miwa 
shifted and non-shifted norms which in the scalar case coincides with the quotient of the 
determinants of the truncated Miwa shifted and non-shifted moment matrices.
Appendix A. Proofs
Proof of Proposition 1. Assuming detA Ó= 0 for any block matrix M = (A B
C D
)
, we can 
write in terms of Schur complements
M =
(
I 0
CA−1 I
)(
A 0
0 MupslopeA
)(
I A−1B
0 I
)
.
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Thus, as gH is given for a matrix quasi-deﬁnite measure
(
gH
)[l+1] = ( Il×l 0
v[l] I
)(
(gH)[l] 0
0 (gH)[l+1]upslope(gH)[l]
)(
Il×l w[l]
0 I
)
,
where v[l] = (v0, . . . , vl−1) and w[l] =
⎛⎜⎝ w
0
w1
...
wl−1
⎞⎟⎠ are two matrix vectors. Applying the 
same factorization to (gH)[l], we get
(
gH
)[l+1] =
⎛⎜⎝ I(l−1)×(l−1) 0 0r[l−1] I 0
v′[l−1] ∗ I
⎞⎟⎠
⎛⎜⎝ (gH)[l−1] 0 00 (gH)[l]upslope(gH)[l−1] 0
0 0 (gH)[l+1]upslope(gH)[l]
⎞⎟⎠
×
⎛⎜⎝ I(l−1)×(l−1) s[l−1] w′ [l−1]0 I ∗
0 0 I
⎞⎟⎠ .
Finally, the iteration of these factorizations leads to
(
gH
)[l+1] =
⎛⎜⎜⎜⎝
I 0 . . . 0
∗ I . . . ...
... . . . . . . 0
∗ . . . ∗ I
⎞⎟⎟⎟⎠
×
⎛⎜⎜⎜⎜⎝
(gH)[1]upslope(gH)[0] 0 . . . 0
0 (gH)[2]upslope(gH)[1] . . .
...
... . . . . . . 0
0 . . . 0 (gH)[l+1]upslope(gH)[l]
⎞⎟⎟⎟⎟⎠
×
⎛⎜⎜⎜⎝
I ∗ . . . ∗
0 I . . .
...
... . . . . . . ∗
0 . . . 0 I
⎞⎟⎟⎟⎠ , (A.1)
for H = L, R. Since this would have been valid for any l, it would also hold for the direct 
limit lim−→(gH)[l]; i.e., for gH with H = L, R. 
Proof of Lemma 1. Notice is that the third equality of each expression is the second one 
written in terms of Schur complements. Therefore, just the ﬁrst and second equalities of 
each expression need to be proven. The LU factorization leads to
S
[≥l,l]
1
(
gL
)[l] = −S[≥l]1 (gL)[≥l,l],
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S
[l]
2
((
gL
)[l])−1 = S[l]1
from where the result follows immediately. As an illustration, let us derive the ﬁrst 
expression; on the one hand,
(
ϕL
)(l)
1 (z) =
l∑
j=0
(S1)l,jχ(j)
= χ(l) +
(
S
[≥l,l]
1 χ
[l])(0)
= χ(l) −
l−1∑
m=0
l∑
j=0
((
gL
)[≥l,l])
0,m
(((
gL
)[l])−1)
m,j
χ(j)
= χ(l) − ( (gL)l,0 (gL)l,1 · · · (gL)l,l−1 )((gL)[l])−1χ[l],
and on the other,
(
ϕL
)(l)
1 (z) =
l∑
m=0
l∑
j=0
(
S
[l+1]
2
)
l,m
(((
gL
)[l+1])−1)
m,j
χ(j)
=
(
S
[l+1]
2
)
l,l
([(
gL
)[l+1]]−1)
l,j
χ(j)
= (S2)ll ( 0 0 . . . 0 I )
((
gL
)[l+1])−1
χ[l+1].
Proceeding in a similar manner, one gets all the other identities.3 
Proof of Theorem 2. We will only prove the ﬁrst equation as the other three are proven 
in a similar way. In particular, we ﬁrst prove the second equality of the ﬁrst equation. 
We are interested in evaluating the expression[(
ϕL2
)[2k](z)]†[(JL)[2k]](ϕL1 )[2k](z′)
in two diﬀerent ways. On the one hand, we could ﬁrst let J act to the right. Truncating 
the expression
JLϕL1 (z) = zϕL1 (z),
we have
3 It is interesting to notice that in order to prove the right case expressions, once we have worked out the 
left ones, there is no need to go over the same calculations again. It is enough to realize that
ϕ
R
1 (z¯) = χ
†(z)Z1 same structure as
[
ϕ
L
2 (z)
]† = χ†(z)S−12 ,
ϕ
L
1 (z) = S1χ(z) same structure as
[
ϕ
R
2 (z¯)
]† = Z−12 χ(z).
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[(
JL
)[2k]](
ϕL1
)[2k](
z′
)
=⎛⎜⎜⎜⎝
z′(ϕL1 )(0)(z′)
z′(ϕL1 )(1)(z′)
.
.
.
−αL1,2k−1hR2k−2[hR2k−3]−1(ϕL1 )(2k−3)(z′) − αL1,2k−1[αR2,2k−2]†(ϕL1 )(2k−2)(z′) − αL1,2k(ϕL1 )(2k−1)(z′)
hR2k−1[hR2k−3]−1(ϕL1 )(2k−3)(z′) + hR2k−1[hR2k−2]−1[αR2,2k−2]†(ϕL1 )(2k−2)(z′) − [αR2,2k−1]†αL1,2k(ϕL1 )(2k−1)(z′)
⎞⎟⎟⎟⎠.
But
z′
(
ϕL1
)(2k−2)(
z′
)
= −αL1,2k−1hR2k−2
[
hR2k−3
]−1(
ϕL1
)(2k−3)(
z′
)
− αL1,2k−1
[
αR2,2k−2
]†(
ϕL1
)(2k−2)(
z′
)
− αL1,2k
(
ϕL1
)(2k−1)(
z′
)
+
(
ϕL1
)(2k)(
z′
)
z′
(
ϕL1
)(2k−1)(
z′
)
= hR2k−1
[
hR2k−3
]−1(
ϕL1
)(2k−3)(
z′
)
+ hR2k−1
[
hR2k−2
]−1[
αR2,2k−2
]†(
ϕL1
)(2k−2)(
z′
)
− [αR2,2k−1]†αL1,2k(ϕL1 )(2k−1)(z′)+ [αR2,2k−1]†(ϕL1 )(2k)(z′),
so that we obtain
[(
ϕL2
)[2k](z)]†[J [2k]L ](ϕL1 )[2k](z′)
=
([(
ϕL2
)(0)(z)]†, [(ϕL2 )(1)(z)]†, . . . , [(ϕL2 )(2k−1)(z)]†)
·
⎛⎜⎜⎜⎜⎜⎝
z′(ϕL1 )(0)(z′)
z′(ϕL1 )(1)(z′)
...
z′(ϕL1 )(2k−2)(z′) − (ϕL1 )(2k)(z′)
z′(ϕL1 )(2k−1)(z′) − [αR2,2k−1]†(ϕL1 )(2k)(z′)
⎞⎟⎟⎟⎟⎟⎠ .
On the other hand, we could let JL act to the left and remember that
[(
ϕL2
)
(z)
]†
JL = z¯−1
[(
ϕL2
)
(z)
]†
.
So, truncating the expression as we did when JL acted to the right, we are left with
[(
ϕL2
)[2k](z)]†(JL)[2k]
=
(
z¯−1
[(
ϕL2
)(0)(z)]†, . . . , z¯−1[(ϕL2 )(2k−2)(z)]†,[(
ϕL2
)(2k−2)(z)]†(−αL1,2k)+ [(ϕL2 )(2k−1)(z)]†(−[αR2,2k−1]†αL1,2k)).
But we also have
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z¯−1
[(
ϕL2
)(2k−1)(z)]† = [(ϕL2 )(2k−2)(z)]†(−αL1,2k)+ [(ϕL2 )(2k−1)(z)]†(−[αR2,2k−1]†αL1,2k)
+
[(
ϕL2
)(2k)(z)]†[−αL1,2k+1hR2k(hR2k−1)−1]
+
[(
ϕL2
)(2k+1)(z)]†[hR2k+1(hR2k−1)−1].
So, inserting it into the equation we are interested in, we have[(
ϕL2
)[2k](z)]†[(JL)[2k]](ϕL1 )[2k](z′)
=
(
z¯−1
[(
ϕL2
)(0)(z)]†, . . . , z¯−1[(ϕL2 )(2k−1)(z)]†[(ϕL2 )(2k)(z)]†αL1,2k+1hR2k(hR2k−1)−1
− [(ϕL2 )(2k+1)(z)]†hR2k+1(hR2k−1)−1)
×
⎛⎜⎜⎜⎝
(ϕL1 )(0)(z′)
(ϕL1 )(1)(z′)
...
(ϕL1 )(2k−1)(z′)
⎞⎟⎟⎟⎠ .
Hence, we are left with the result we wanted to prove
z¯−1
[(
ϕL2
)[2k](z)]† · (ϕL1 )[2k](z′)+ [[(ϕL2 )(2k)(z)]†αL1,2k+1hR2k(hR2k−1)−1
− [(ϕL2 )(2k+1)(z)]†hR2k+1(hR2k−1)−1](ϕL1 )(2k−1)(z′)
=
[(
ϕL2
)[2k](z)]† · z′(ϕL1 )[2k](z′)− [[(ϕL2 )(2k−2)(z)]†
+
[(
ϕL2
)(2k−1)(z)]†[αR2,2k−1]†](ϕL1 )(2k)(z′).
Finally, the ﬁrst equality in the ﬁrst equation follows from the just proven result and 
Proposition 20. As was said at the beginning of this proof, the rest of the relations are 
proven in the exact same way. 
Proof of Proposition 26. First of all, we have
∂
∂tLj,a
W0
(
tL
)
=
[
Ea,aχ(Υ )(j)
]
W0
(
tL
)
=⇒ ∂L,jW0
(
tL
)
= χ(Υ )(j)W0
(
tL
)
,
∂
∂tRj,a
V0
(
tR
)
= V0
(
tR
)[
χ
(
Υ−1
)(j)
Ea,a
]
=⇒ ∂R,jV0
(
tR
)
= V0
(
tR
)
χ
(
Υ−1
)(j)
.
The previous derivatives make sense and are well deﬁned since the two factors in the 
results commute. Hence, we have
∂
∂tLj,a
WL1 (t) =
[(
∂
∂tLj,a
S1(t)
)
S1(t)−1 + S1(t)
[
Ea,aχ(Υ )(j)
]
S1(t)−1
]
WL1 (t),
∂
∂tRj,a
WL1 (t) =
[(
∂
∂tRj,a
S1(t)
)
S1(t)−1
]
WL1 (t),
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∂
∂tRj,a
WL2 (t) =
[(
∂
∂tRj,a
S2(t)
)
S2(t)−1 − S2(t)
[
Ea,aχ(Υ )(j)
]
S2(t)−1
]
WL2 (t),
∂
∂tLj,a
WL2 (t) =
[(
∂
∂tLj,a
S2(t)
)
S2(t)−1
]
WL2 (t),
∂
∂tLj,a
WR2 (t) = WR2 (t)
[
Z2(t)−1
(
∂
∂tLj,a
Z2(t)
)
− Z2(t)−1
[
Ea,aχ
(
Υ−1
)(j)]
Z2(t)
]
,
∂
∂tRj,a
WR2 (t) = WR2 (t)
[
Z2(t)−1
(
∂
∂tRj,a
Z2(t)
)]
,
∂
∂tRj,a
WR1 (t) = WR1 (t)
[
Z1(t)−1
(
∂
∂tRj,a
Z1(t)
)
+ Z1(t)−1
[
χ
(
Υ−1
)(j)
Ea,a
]
Z1(t)
]
,
∂
∂tLj,a
WR1 (t) = WR1 (t)
[
Z1(t)−1
(
∂
∂tLj,a
Z1(t)
)]
.
Now, if we let ∂
∂tHj,a
act on both sides of the ﬁrst expression in (42), we obtain
(
∂
∂tLj,a
S1(t)
)
S1(t)−1 + S1(t)
[
Ea,aχ(Υ )(j)
]
S1(t)−1 =
(
∂
∂tLj,a
S2(t)
)
S2(t)−1,(
∂
∂tRj,a
S2(t)
)
S2(t)−1 − S2(t)
[
χ(Υ )(j)Ea,a
]
S2(t)−1 =
(
∂
∂tRj,a
S1(t)
)
S1(t)−1,
which implies (
∂
∂tLj,a
S2(t)
)
S2(t)−1 =
(
S1(t)
[
Ea,aχ(Υ )(j)
]
S1(t)−1
)
+,(
∂
∂tLj,a
S1(t)
)
S1(t)−1 = −
(
S1(t)
[
Ea,aχ(Υ )(j)
]
S1(t)−1
)
−,(
∂
∂tRj,a
S2(t)
)
S2(t)−1 =
(
S2(t)
[
Ea,aχ(Υ )(j)
]
S2(t)−1
)
+,(
∂
∂tRj,a
S1(t)
)
S1(t)−1 = −
(
S2(t)
[
Ea,aχ(Υ )(j)
]
S2(t)−1
)
−.
Similarly, let ∂
∂tHj,a
act on both sides of the second expression in (42)
Z2(t)−1
(
∂
∂tLj,a
Z2(t)
)
− Z2(t)−1
[
Ea,aχ
(
Υ−1
)(j)]
Z2(t) = Z−11
(
∂
∂tLj,a
Z1(t)
)
,
Z1(t)−1
(
∂
∂tRj,a
Z1(t)
)
+ Z1(t)−1
[
χ
(
Υ−1
)(j)
Ea,a
]
Z1(t) = Z−12
(
∂
∂tRj,a
Z2(t)
)
.
This means
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Z2(t)−1
(
∂
∂tLj,a
Z2(t)
)
=
(
Z2(t)−1
[
Ea,aχ
(
Υ−1
)(j)]
Z2(t)
)
−,
Z1(t)−1
(
∂
∂tLj,a
Z1(t)
)
= −(Z2(t)−1[Ea,aχ(Υ−1)(j)]Z2(t))+,
Z2(t)−1
(
∂
∂tRj,a
Z2(t)
)
=
(
Z1(t)−1
[
Ea,aχ
(
Υ−1
)(j)]
Z1(t)
)
−,
Z1(t)−1
(
∂
∂tRj,a
Z1(t)
)
= −(Z1(t)−1[Ea,aχ(Υ−1)(j)]Z1(t))+.
With all these results, it is easy to prove both the linear systems for the wave functions 
and the Lax equations. For the ﬂows of the intertwining operators, we use these relations 
together with (41), the ﬁrst expression for the right times and the second one for the 
left times; then just recall (40). Finally, the Zakharov–Shabat equations are just the 
compatibility conditions of the Lax equations. 
Proof of Proposition 32. First we use (19) and apply a Miwa shift
M+w
(
hR2l−1
)
=
˛
T
M+w
((
ϕL1
)(2l−1))(u)dM+w(μ)(u)iu ul.
Second, from Theorem 5 (wk = w for k = 1, . . . , m), we get([(
ϕL2
)(2l−1)(w¯)]†)−1KL,[2l](w¯, u) =M+w[(ϕL1 )(2l−1)](u),
so that [(
ϕL2
)(2l−1)(w¯)]†M+w(hR2l−1)
=
˛
T
KL,[2l](w¯, u)dM
+
w(μ)(u)
iu u
l
=
˛
T
KL,[2l](w¯, u)(1 − wu)dμ(u)iu u
l
(
by (51)
)
=
˛
T
((
ϕR1
)(2l)(
w−1
)
hR2l
(
hR2l−1
)−1(
ϕL1
)(2l−1)(u)
− (ϕR1 )(2l−1)(w−1)(ϕL1 )(2l)(u))dμ(u)iu ul (by (31))
=
˛
T
(
ϕR1
)(2l)(
w−1
)
hR2lh
R
2l−1
(
ϕL1
)(2l−1)(u)dμ(u)iu ul (by (15))
=
(
ϕR1
)(2l)(
w−1
)
hR2l
(
by (19)
)
.
This same procedure applies for the proof of the remaining formulae. 
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Proof of Theorem 6. Since we can take any value for w1, w2, let us consider them our 
variables and name them w1 = w2 = z. Now by iteration of the formulae in Proposi-
tion 32, we get
[(
ϕR2
)(2l+1)(
z¯−1
)]† =M+z−1(hL2l)(hL2l)−1 · · ·M+z−1(hL1 )(hL1 )−1[(ϕR2 )(1)(z¯−1)]†zl,(
ϕL1
)(2l)(z) =M+z−1(hL2l−1)(hL2l−1)−1 · · ·M+z−1(hL1 )(hL1 )−1M+z−1(hL0 )(hL0 )−1zl,[(
ϕL2
)(2l+1)(
z¯−1
)]† = zl[(ϕL2 )(1)(z¯−1)]†M+z−1(hR1 ) · · · (hR2l)−1M+z−1(hR2l)(hR2l+1)−1,(
ϕR1
)(2l)(z) = zl[hR0 ]−1Mz2(hR0 )(hR1 )−1M+z−1(hR1 ) · · · (hR2l−2)−1Mz2(hR2l−2)
× (hR2l−1)−1Mz2(hR2l−1)(hR2l)−1,(
ϕL1
)(2l+1)(z) =M−z (hR2l)(hR2l)−1M−z (hR2l−1)(hR2l−1)−1 · · ·M−z (hR1 )
× (hR1 )−1(ϕL1 )(1)(z)z−l,[(
ϕR2
)(2l)(
z¯−1
)]† =M−z (hR2l−1)(hR2l−1)−1 · · ·M−z (hR0 )(hR0 )−1z−l,(
ϕR1
)(2l+1)(z) = z−l(ϕR1 )(1)(z)M−z (hL1 ) · · · (hL2l−1)−1M−z (hL2l−1)
× (hL2l)−1M−z (hL2l)(hL2l+1)−1,[(
ϕL2
)(2l)(
z¯−1
)]† = z−l(hL0 )−1M−z (hL0 ) · · · (hL2l−1)−1M−z (hL2l−1)(hL2l)−1.
Finally, noticing that
M+z−1
(
hL0
)
=M+z−1
(
hR0
)
= I − 1
z
(
gL
)
01 = I −
1
z
(
gR
)
10,
M−z
(
hL0
)
=M−z
(
hR0
)
= I − z(gL)10 = I − z(gR)01,
we get
[(
ϕR2
)(1)(
z¯−1
)]† = z(I − 1
z
(
gR
)
10
)
= zM+z−1
(
hL0
)
,
[(
ϕL2
)(1)(
z¯−1
)]† = z(I − 1
z
(
gL
)
01
)(
hR1
)−1 = zM+z−1(hR0 )(hR1 )−1,
(
ϕL1
)(1)(z) = 1
z
(
I − z(gL)10) = 1zM−z (hR0 ),(
ϕR1
)(1)(z) = 1
z
(
I − z(gR)01)(hL1 )−1 = 1zM−z (hL0 )(hL1 )−1,
and the result is proven. 
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Appendix B. Explicit coeﬃcients of J and C
Proposition 33. The following expressions correspond to the block non-zero elements 
of (JH)±1:
(
JL
)
2k,2k−1 = −hL2kαR1,2k+1
(
hR2k−1
)−1
,
(
JR
)
2k,2k−1 = h
R
2k
[
αL2,2k+1
]†(
hL2k−1
)−1
,(
JL
)
2k,2k = −hL2kαR1,2k+1
[
αL2,2k
]†(
hL2k
)−1
,
(
JR
)
2k,2k = −hR2k
[
αL2,2k+1
]†
αR1,2k
(
hR2k
)−1
,(
JL
)
2k,2k+1 = −αL1,2k+2,
(
JR
)
2k,2k+1 = −
[
αR2,2k+2
]†
,(
JL
)
2k,2k+2 = I,
(
JR
)
2k,2k+2 = I,(
JL
)
2k+1,2k−1 = h
R
2k+1
(
hR2k−1
)−1
,
(
JR
)
2k+1,2k−1 = h
L
2k+1
(
hL2k−1
)−1
,(
JL
)
2k+1,2k = h
R
2k+1
[
αL2,2k
]†(
hL2k
)−1
,
(
JR
)
2k+1,2k = h
L
2k+1α
R
1,2k
(
hR2k
)−1
,(
JL
)
2k+1,2k+1 = −
[
αR2,2k+1
]†
αL1,2k+2,
(
JR
)
2k+1,2k+1 = −αL1,2k+1
[
αR2,2k+2
]†
,(
JL
)
2k+1,2k+2 =
[
αR2,2k+1
]†
,
(
JR
)
2k+1,2k+2 = α
L
1,2k+1,
(
JL
)
0,0 = −hL0 αR1,1
(
hL0
)−1
,
(
JR
)
0,0 = −hR0
[
αL2,1
] † (hR0 )−1,(
JL
)
0,1 = −αL1,2,
(
JR
)
0,1 = −
[
αR2,2
]†
,(
JL
)
0,2 = I,
(
JR
)
0,2 = I,(
JL
)
1,0 = h
R
1
(
hL0
)−1
,
(
JR
)
1,0 = h
L
1
(
hR0
)−1
,(
JL
)
1,1 = −
[
αR1,2
]†
αL1,2,
(
JR
)
1,1 = −αL1,1
[
αR2,2
]†
,(
JL
)
1,2 =
[
αR1,2
]†
,
(
JR
)
1,2 = α
L
1,2,
((
JL
)−1)
2k−1,2k = −
[
αR2,2k+1
]†
,
((
JR
)−1)
2k−1,2k = −αR1,2k+1,((
JL
)−1)
2k,2k = −αL1,2k
[
αR2,2k+1
]†
,
((
JR
)−1)
2k,2k = −
[
αR2,2k
]†
αL1,2k+1,((
JL
)−1)
2k+1,2k = −hR2k+1
[
αL2,2k+2
]†(
hL2k
)−1
,((
JR
)−1)
2k+1,2k = −hL2k+1αR1,2k+2
(
hR2k
)−1
,((
JL
)−1)
2k+2,2k =
(
hL
)
2k+2
(
hL2k
)−1
,
((
JR
)−1)
2k+2,2k =
(
hR
)
2k+2
(
hR2k
)−1
,((
JL
)−1)
2k−1,2k+1 = I,
((
JR
)−1)
2k−1,2k+1 = I,((
JL
)−1)
2k,2k+1 = α
L
1,2k,
((
JR
)−1)
2k,2k+1 =
[
αR2,2k
]†
,
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((
JL
)−1)
2k+1,2k+1 = −hR2k+1
[
αL2,2k+2
]†
αR1,2k+1
(
hR2k+1
)−1
,((
JR
)−1)
2k+1,2k+1 = −hL2k+1αR1,2k+2
[
αL2,2k+1
]†(
hL2k+1
)−1
,((
JL
)−1)
2k+2,2k+1 = h
L
2k+2α
R
1,2k+1
(
hR2k+1
)−1
,((
JR
)−1)
2k+2,2k+1 =
(
hR
)
2k+2
[
αL2,2k+1
]†(
hL2k+1
)−1
,
((
JL
)−1)
0,0 = −
[
αR2,1
]†
,
((
JR
)−1)
0,0 = −αL1,1,((
JL
)−1)
1,0 = −hR1
[
αL2,2
]†(
hL0
)−1
,
((
JR
)−1)
1,0 = −hL1 αR1,2
(
hR0
)−1
,((
JL
)−1)
2,0 = h
L
2
(
hL0
)−1
,
((
JR
)−1)
2,0 = h
R
2
(
hR0
)−1
,((
JL
)−1)
0,1 = I,
((
JR
)−1)
0,1 = I,((
JL
)−1)
1,1 = −hR1
[
αL2,2
]†
αR1,1
(
hR1
)−1
,
((
JR
)−1)
1,1 = −hL1 αR1,2
[
αL2,1
]†(
hL1
)−1
,((
JL
)−1)
2,1 = h
L
2 α
R
1,1
(
hR1
)−1
,
((
JR
)−1)
2,1 = h
R
2
[
αL2,1
]†(
hL1
)−1
.
Proposition 34. The following expressions correspond to the block non-zero elements 
of C [±1][0] :
(C[0])2k,2k−1 = hR2k
[(
hR
)
2k−1
]−1 = I − [αR2,2k]†αL1,2k,
(C[0])2k,2k =
[
αR2,2k
]† = hR2k[αL2,2k]†[hL2k]−1,
(C[0])2k+1,2k+1 = −αL1,2k+2 = −hL2k+1αR1,2k+2
[
hR2k+1
]−1
,
(C[0])2k+1,2k+2 = I = hL2k+1
[
I − αR1,2k+2
[
αL2,2k+2
]†][(
hL
)
2k+2
]−1
,
(
C−1[0]
)
2k,2k−1 = h
L
2k
[(
hL
)
2k−11
]−1 = I − αL1,2k[αR2,2k]†,(
C−1[0]
)
2k,2k = α
L
1,2k = hL2kαR1,2k
[
hR2k
]−1
,(
C−1[0]
)
2k+1,2k+1 = −
[
αR2,2k+2
]† = −hR2k+1[αL2,2k+2]†[hL2k+1]−1,(
C−1[0]
)
2k+1,2k+2 = I = h
R
2k+1
[
I − [αL2,2k+2]†αR1,2k+2][hR2k+2]−1.
Proposition 35. The following expressions correspond to the block non-zero elements 
of C [±1][−1] :
(C[−1])2k,2k = −
[
αR2,2k+1
]† = −hR2k[αL2,2k+1]†[hL2k]−1,
(C[−1]−1)2k,2k = −αL1,2k+1 = −hL2kαL2,2k+1
[
hR2k
]−1
,
(C[−1])2k,2k+1 = I
(
C−1[−1]
)
2k,2k+1 = I,
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(C[−1])2k+1,2k = I − αL1,2k+1
[
αR2,2k+1
]† = hL2k+1[hL2k]−1,(
C−1[−1]
)
2k+1,2k = I −
[
αR2,2k+1
]†
αL1,2k+1 = hR2k+1
[
hR2k
]−1
,
(C[−1])2k+1,2k+1 = αL1,2k+1 = hL2k+1αR1,2k+1
[
hR2k+1
]−1
,(
C−1[−1]
)
2k+1,2k+1 =
[
αR2,2k+1
]† = hR2k+1[αL2,2k+1]†[hL2k+1]−1.
Appendix C. Complete recursion relations
Here we give a more complete set of recursion relations for the MOLPUC.
Proposition 36. The ﬁve term CMV recursion relations are
z
(
ϕL1
)(2k)(z) = −αL1,2k+1(I − [αR2,2k]†αL1,2k)(ϕL1 )(2k−1) − αL1,2k+1[αR2,2k]†(ϕL1 )(2k)
− αL1,2k+2
(
ϕL1
)(2k+1) + (ϕL1 )(2k+2),
z
(
ϕL1
)(2k+1)(z) = (I − [αR2,2k+1]†αL1,2k+1)(I − [αR2,2k]†αL1,2k)(ϕL1 )(2k−1)
+
(
I − [αR2,2k+1]†αL1,2k+1)[αR2,2k]†(ϕL1 )(2k)
− [αR2,2k+1]†αL1,2k+2(ϕL1 )(2k+1) + [αR2,2k+1]†(ϕL1 )(2k+2),
z
(
ϕL1
)(0)(z) = −αR1,1(ϕL1 )(0) − αL1,2(ϕL1 )(1) + (ϕL1 )(2),
z
(
ϕL1
)(1)(z) = (I − [αR2,1]†αL1,1)(ϕL1 )(0) − [αR2,1]†αL1,2(ϕL1 )(1) + [αR2,1]†(ϕL1 )(2),
z−1
(
ϕL1
)(2k)(z) = (I − αL1,2k[αR2,2k]†)(I − αL1,2k−1[αR2,2k−1]†)(ϕL1 )(2k−2)
+
(
I − αL1,2k
[
αR2,2k
]†)
αL1,2k−1
(
ϕL1
)(2k−1) − αL1,2k[αR2,2k+1]†(ϕL1 )(2k)
+
[
αL1,2k
]†(
ϕL1
)(2k+1)
,
z−1
(
ϕL1
)(2k+1)(z) = −[αR2,2k+2]†(I − αL1,2k+1[αR2,2k+1]†)(ϕL1 )(2k)
− [αR2,2k+2]†αL1,2k+1(ϕL1 )(2k+1) − [αR2,2k+3]†(ϕL1 )(2k+2)
+
(
ϕL1
)(2k+3)
,
z−1
(
ϕL1
)(0)(z) = −[αR2,1]†(ϕL1 )(0) + (ϕL1 )(1),
[
z
(
ϕL2
)(2k)(z)]† = −[(ϕL2 )(2k−1)(z)]†[αR2,2k+1]† − [(ϕL2 )(2k)]†αL1,2k[αR2,2k+1]†
− [(ϕL2 )(2k+1)(z)]†[αR2,2k+2]†(I − αL1,2k+1[αR2,2k+1]†)
+
[(
ϕL2
)(2k+2)(z)]†(I − αL1,2k+2[αR2,2k+2]†)(I − αL1,2k+1[αR2,2k+1]†),
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[
z
(
ϕL2
)(2k+1)(z)]† = [(ϕL2 )(2k−1)(z)]† + [(ϕL2 )(2k)(z)]†αL1,2k
− [(ϕL2 )(2k+1)(z)]†[αR2,2k+2]†αL1,2k+1
+
[(
ϕL2
)(2k+2)(z)]†(I − αL1,2k+2[αR2,2k+2]†)αL1,2k+1,
[
z−1
(
ϕL2
)(2k)(z)]† = [(ϕL2 )(2k−2)(z)]† − [(ϕL2 )(2k−1)(z)]†[αR2,2k−1]†
− [(ϕL2 )(2k)(z)]†αL1,2k+1[αR2,2k]†
+
[(
ϕL2
)(2k+1)(z)]†(I − [αR2,2k+1]†αL1,2k+1)[αR2,2k]†,[
z−1
(
ϕL2
)(2k+1)(z)]† = −[(ϕL2 )(2k)(z)]†αL1,2k+2 − [(ϕL2 )(2k+1)]†[αR2,2k+1]†αL1,2k+2
− [(ϕL2 )(2k+2)(z)]†αL1,2k+3(I − [αR2,2k+2]†αL1,2k+2)
+
[(
ϕL2
)(2k+3)(z)]†(I − [αR2,2k+3]†αL1,2k+3)
× (I − [αR2,2k+2]†αL1,2k+2),
z
(
ϕR1
)(2k) = −(ϕR1 )(2k−1)αL1,2k+1 − (ϕR1 )(2k)[αR2,2k]†αL1,2k+1
− (ϕR1 )(2k+1)αL1,2k+2(I − [αR2,2k+1]†αL1,2k+1)
+
(
ϕR1
)(2k+2)(I − [αR2,2k+2]†αL1,2k+2)(I − [αR2,2k+1]†αL1,2k+1),
z
(
ϕR1
)(2k+1) = (ϕR1 )(2k−1) + (ϕR1 )(2k)[αR2,2k]† − (ϕR1 )(2k+1)αL1,2k+2[αR2,2k+1]†
+
(
ϕR1
)(2k+2)(I − [αR2,2k+2]†αL1,2k+2)[αR2,2k+1]†,
z−1
(
ϕR1
)(2k) = (ϕR1 )(2k−2) + (ϕR1 )(2k−1)αL1,2k−1
− (ϕR1 )(2k)αL1,2k[αR2,2k+1]† + (ϕR1 )(2k+1)(I − αL1,2k+1[αR2,2k+1]†)αL1,2k,
z−1
(
ϕR1
)(2k−1) = −(ϕR1 )(2k−2)[αR2,2k]† − (ϕR1 )(2k−1)αL1,2k−1[αR2,2k]†
− (ϕR1 )(2k)[αL1,2k+1]†(I − αL1,2k[αR2,2k]†)
+
(
ϕR1
)(2k+1)(I − αL1,2k+1[αR2,2k+1]†)(I − αL1,2k[αR2,2k]†),
[
z
(
ϕR2
)(2k)(z)]† = −[αR2,2k+1]†(I − αL1,2k[αR2,2k]†)[(ϕR2 )(2k+1)(z)]†
− [αR2,2k+1]†αL1,2k[(ϕR2 )(2k)(z)]† − [αR2,2k+2]†[(ϕR2 )(2k+1)(z)]†
+
[(
ϕR2
)(2k+2)(z)]†,
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[
z
(
ϕR2
)(2k+1)(z)]† = (I − αL1,2k+1[αR2,2k+1]†)(I − αL1,2k[αR2,2k]†)[(ϕR2 )(2k−1)(z)]†
+
(
I − αL1,2k+1
[
αR2,2k+1
]†)
αL1,2k
[(
ϕR2
)(2k)(z)]†
− αL1,2k+1
[
αR2,2k+1
]†[(
ϕR2
)(2k+1)(z)]† + αL1,2k+1[(ϕR2 )(2k+2)(z)]†,[
z
(
ϕR2
)(0)(z)]† = −[αR2,1]†[(ϕR2 )(0)(z)]† − [αR2,2]†[(ϕR2 )(1)(z)]† + [(ϕR2 )(2)(z)]†,[
z
(
ϕR2
)(1)(z)]† = (I − αL1,1[αR2,1]†)[(ϕR2 )(0)(z)]†
− αL1,1
[
αR2,2
]†[(
ϕR2
)(1)(z)]†αL1,1[(ϕR2 )(2)(z)]†,
[
z−1
(
ϕR2
)(2k)(z)]† = (I − [αR2,2k]†αL1,2k)(I − [αR2,2k−1]†αL1,2k−1)[(ϕR2 )(2k−2)(z)]†
+
(
I − [αR2,2k]†αL1,2k)[αR2,2k−1]†[(ϕR2 )(2k−1)(z)]†
− [αR2,2k]†αL1,2k+1[(ϕR2 )(2k)(z)]† + [αR2,2k]†[(ϕR2 )(2k+1)(z)]†,[
z−1
(
ϕR2
)(2k−1)(z)]† = −αL1,2k(I − [αR2,2k−1]†αL1,2k−1)[(ϕR2 )(2k−2)(z)]†
− αL1,2k
[
αR2,2k−1
]†[(
ϕR2
)(2k−1)(z)]† − αL1,2k+1[(ϕR2 )(2k)(z)]†
+
[(
ϕR2
)(2k+1)(z)]†,[
z−1
(
ϕR2
)(0)(z)]† = −α1,1[(ϕR2 )(0)(z)]† + [(ϕR2 )(1)(z)]†.
Appendix D. Projections in modules
For a ring M and left and right modules V and W over M, respectively, bilinear forms 
are applications
G : V × W −→ M
such that
G(m1v1 + m2v2, w) = m1G(v1, w) + m2G(v2, w), ∀m1,m2 ∈ M, v, v1, v2 ∈ V,
G(v, w1m1 + w2m2) = G(v, w1)m1 + G(v, w2)m2, ∀m1,m2 ∈ M, w, w1, w2 ∈ W.
In free modules, any such bilinear form can be represented by a unique l × r matrix 
denoted also by G, with coeﬃcients in the ring M, as follows
G : V × W −→ M,
G(v, w) := ( v0 . . . vl−1 )G
⎛⎜⎝ w0...
wl−1
⎞⎟⎠ .
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Given free submodules V˜ ⊂ V and W˜ ⊂ W of the modules (not necessarily free) V, W
and two bases {e0, . . . , el˜−1} ⊂ V˜ and {f0, . . . , fr˜−1} ⊂ W˜ of V˜ and W˜ , respectively, 
we denote Gi,j = G(ei, fj). For the same rank, l˜ = r˜, the matrix G˜ = (Gi,j) can be 
assumed to be invertible, G˜ ∈ GL(l˜, M) ∼= GL(l˜m, C). In such case, we introduce the 
G-dual vectors to ei, fj deﬁned as
e∗i =
l˜−1∑
j=0
fj
(
G˜−1
)
j,i
, f∗j =
r˜−1∑
i=0
(
G˜−1
)
j,i
ei.
These vectors have some interesting properties:
(1) If we change basis eˆj =
∑l˜−1
i=0 aj,iei and fˆj =
∑l˜−1
i=0 fibi,j , then
eˆ∗j =
l˜−1∑
i=0
e∗i
(
a−1
)
i,j
, fˆ∗i =
l˜−1∑
i=0
(
b−1
)
i,j
f∗j ,
where we have used the matrices a = (ai,j) and b = (bi,j), a, b ∈ GL(l˜, M).
(2) The sets of dual vectors {e∗i }l˜−1i=0 and {f∗i }l˜−1i=0 are bases with duals given by(
e∗i
)∗ = ei, (f∗j )∗ = fj .
(3) It is easy to see that they satisfy the biorthogonal type identity
G
(
ei, e
∗
j
)
= G
(
f∗i , fj
)
= δi,j , ∀i, j = 0, . . . , l˜ − 1.
Given the bilinear form G, we can construct the associated projections on these
p : V → V˜ , p(v) :=
l˜−1∑
i=0
G
(
v, e∗i
)
ei,
q : W → W˜ , q(w) :=
l˜−1∑
j=0
fjG
(
f∗j , w
)
.
These constructions are relevant when considering the Christoﬀel–Darboux operators 
and formulae in the matrix context.
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Abstract. We introduce a large class of Sobolev bi-orthogonal polynomial sequences arising from a LU -factorizable
moment matrix and associated with a suitable measure matrix that characterizes the Sobolev bilinear form. A theory
of deformations of Sobolev bilinear forms is also proposed. We consider both polynomial deformations and a class
of transformations related to the action of linear operators on the entries of a given bilinear form. Transformation
formulae among new and old polynomial sequences are determined.
Finally, integrable hierarchies of evolution equations arising from the factorization of a time deformation of the
moment matrix are presented.
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1. Introduction
1.1. Historical background and motivation. In the last decades, the study of Sobolev orthogonal polynomials
has become a field of increasing interest both in Applied Mathematics and Mathematical Physics. The purpose
of this article is to extend the notion of Sobolev orthogonality by introducing a theoretical framework allowing to
define a new, large class of Sobolev bi-orthogonal polynomial sequences (SBPS).
In order to situate our contribution in the context of the existing literature, we start by mentioning some of the
most relevant results of the theory established till now. We focus here only on some aspects of special interest for
our research. For a nice review of modern results, historical background and an updated bibliography, the reader
is referred to [24], [25].
Sobolev orthogonal polynomials were introduced in 1962 by Althammer [1]. He proposed the idea of defining a
class of polynomials orthogonal with respect to a deformation of the Legendre inner product, of the form
(1) 〈f, g〉A =
∫ 1
−1
f(x)g(x)dx + λ
∫ 1
−1
f ′(x)g′(x)dx .
The polynomials arising from this inner product are called nowadays the Sobolev-Legendre polynomials.
Perhaps the most relevant of the early contributions to the theory came in the 70’s with the works [29], [30].
Indeed, Scha¨fke and Wolf proposed the following family of inner products
(2) 〈f, g〉SW =
∞∑
j,k=0
∫ b
a
f (j)(x)g(k)(x)vj,k(x)w(x)dx ,
where the weight w and the associated integration interval is intended to be one of the three classical cases of
Hermite, Laguerre and Jacobi; also, vj,k(x) are suitable polynomials, symmetric in j, k.
Starting from this polynomial deformation of classical measures, and specializing conveniently the functions
vj,k, Scha¨fke and Wolf were able to define eight families of new Sobolev orthogonal polynomials, and extended all
previously known results on Sobolev orthogonal polynomials.
Since the last decade of the previous century there was a resurgence of interest in the field of Sobolev orthogonal-
ity, starting with the seminal paper [13]. In this work, the notion of coherent pairs, a fundamental idea which has
triggered many new developments, was introduced. Let {dµ1, dµ2} be a pair of Borel measures on the real line with
finite moments. To this pair we associate the inner product 〈f, g〉(µ1,µ2) =
∫ b
a f(x)g(x)dµ1 + λ
∫ b
a f
′(x)g′(x)dµ2,
with a, b ∈ R. Essentially, the pair of measures {dµ1, dµ2} is said to be a coherent pair whenever the sequence of
polynomials associated with dµ2 can be related in a specific way with the first derivatives of the polynomials of
the sequence associated with dµ1. In [22] a classification of coherent pairs was given when one of the two involved
measures is a classical one (Hermite, Laguerre, Jacobi or Bessel). In [26] it was proven that in order for {dµ1, dµ2}
to form a coherent pair, at least one of the two measures has to be classical. This result shows that the classification
given in [22] is actually a complete one.
Besides, a huge amount of results concerning many analytic and algebraic aspects of the theory has been obtained
in the last twenty years, including the relation with differential operators [15], [9], the asymptotic behaviour and
the study of zeros of Sobolev polynomials [18], etc.
1.2. Main results. In this paper, we generalize significantly the construction of Scha¨fke and Wolf by introducing
a large class of not necessarily symmetric Sobolev bilinear forms (∗, ∗)W . These bilinear forms are defined by means
of a matrix of measures W , representing one of the crucial mathematical structures of the present paper. To each
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measure matrix W , or equivalently to the corresponding bilinear form, we can naturally associate a moment matrix
GW . In our analysis, we shall focus on the class of moment matrices that admit an LU -factorization. Indeed, for this
class one can construct Sobolev bi-orthogonal polynomial sequences (SBPS). We shall prove that many algebraic
techniques related to the LU -factorization, that proved to be very useful in order to obtain algebraic properties of
the standard orthogonal polynomial sequences (OPS) can be extended naturally to our Sobolev setting.
A crucial notion proposed in this paper is that of additive perturbations of a measure matrix W in the Sobolev
context. Precisely, we shall study under which conditions, by performing an additive matrix perturbation of W , one
can still produce families of SBPS. This approach turns out to be particularly fruitful. Indeed, one can describe on
the same footing, and generalize widely, important constructions as the coherent pairs and the standard approach
of discrete Sobolev bilinear forms. Concerning the first aspect, we wish to point out that not only a standard
coherent pair can be studied from the perspective of perturbation theory, but it also can be generalized, in terms
of the new notion of m ×m block coherent pair. The SBPS arising from both standard and block coherent pairs
are studied.
When the entries of the measure matrix W are allowed to depend on δ distributions, we can encompass in our
approach the well-known case of discrete Sobolev orthogonality. Once we split a Sobolev bilinear function into
a continuous part, involving those entries of W having a continuous support, and a discrete one, involving those
having a discrete support (δ distributions) 1, we can interpret the discrete part as an additive discrete perturbation
of its continuous part. This leads to an interesting characterization of the SBPS associated to the original measure
matrix in terms of quasi-determinantal formulae, involving only the continuous part of the bilinear function.
A related aspect is the possibility of classifying measure matrices in terms of equivalence classes : To each class
it belongs a set of measure matrices giving rise to the same moment matrix, and therefore to the same SBPS.
Indeed, the correspondence between measure matrices and moment matrices is not one to one. Therefore, different
Sobolev bilinear forms may lead to the same SBPS. An interesting case arises when inside the same equivalence
class possibly Sobolev and non Sobolev-type measure matrices are present. All this is not surprising, taking into
account that the integration by parts procedure (at least in a distributional sense) comes into play, allowing to
define elementary operations leaving a measure matrix into the same class.
Due to the relevance of measure matrices in our approach, a natural problem is to develop a deformation theory
for these matrices which allows us to relate the corresponding deformed and non deformed SBPS.
Special attention will be devoted to certain classes of transformations well known in the literature on orthogonal
polynomials: Christoffel’s and Geronimo’s transformations. The first ones were introduced in 1858 by Christoffel
[7], and amount to a polynomial deformation of a given classical measure. Precisely, the standard Christoffel
formulae establish connections among families of orthogonal polynomials, allowing to express a polynomial of a
family just in terms of a constant number of polynomials of the other family. We generalize this approach by
introducing Christoffel-Sobolev transformations. These involve a matrix polynomial deformation of the Sobolev
measure matrix W , which can be implemented by means of a right or left action of the deformation on the
matrix W . Once suitable resolvents and their adjoints are defined, then it is possible to connect deformed and non-
deformed Sobolev polynomial sequences (and related Christoffel-Darboux kernels). In addition, quasi-determinantal
expressions for the deformed polynomial sequences in terms of the original ones are obtained.
The second class of deformations we shall generalize is that of Geronimus, which was introduced in [11] (see also
[12]). We propose, in our context, the notion of Geronimus-Sobolev transformation of a measure matrix. This very
general transformation amounts to a right or left multiplication of the initial measure matrix W by the inverse
of a matrix polynomial, extended by the addition of a discrete deformation. Once again, one can obtain explicit
formulae connecting deformed and non-deformed polynomials (and Christoffel-Darboux kernels) that are expressed
1Some authors call type I Sobolev products those involving continuous supports only and type II and III those involving a continuous
support while the rest are finite subsets
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in compact quasi-determinantal expressions.
The previous cases of polynomial and inverse polynomial-type deformations of the measure matrix are of spe-
cial interest, but do not exhaust the range of possible transformations we can perform over W . Another novel
aspect of the present work is that, indeed, we broaden the family of possible deformations by admitting much more
general deformations. They are expressed in terms of linear differential operators with polynomial coefficients,
this is, operators of the form L =
∑
k pk(x)
dk
dxk
, acting on the entries of the original bilinear form. Due to its
generality, the theory of these operator deformations appears to be extremely rich (see also [2]). In this paper,
we focused on several aspects which look of particular interest. Given a couple of linear differential operators of
the form given above, it is possible to define a new class of Sobolev bilinear forms, which under certain technical
conditions still possesses an associated moment matrix GW which is LU -factorizable and consequently, give a SBPS.
We mention that an article which in some sense can be related to section 6 of the present one is Ref. [4]. In that
work, the authors consider polynomial perturbations of a generic sesquilinear form. The methods used there are
specially suited to polynomial perturbations of a matrix bivariate functional, and therefore include matrix Sobolev
bilinear forms. The present paper focuses explicitly on the Sobolev scenario, from a different point of view. The
fraction of the results of [4] concerning polynomial deformations of sesquilinear forms, in our opinion cannot be
translated into our context in a simple or useful way. For that reason, we have introduced Sections 6.3, 6.4 and
6.5, where polynomial perturbations are treated expressly for the Sobolev (scalar) setting. It must be underlined
that the deformations of the bilinear forms that the present paper considers (Section 7) are certainly more general
since linear differential operator transformations are allowed instead of just polynomial ones.
The paper is organized as follows. In Section 2, we introduce the main notions of our analysis: Measure matrices,
Sobolev generalized bilinear forms, moment matrices and the LU -factorization is studied. In Section 3, we construct
the family of Sobolev bi-orthogonal polynomial sequences arising from LU -factorizable moment matrices together
with the introduction of their associated second kind functions. Chistoffel-Darboux and Cauchy kernels associated
with these sequences are also defined. In Section 4, we propose a theory of additive perturbations of measure
matrices, which allows us to treat on the same footing coherent pairs (and a generalization of these) and discrete
bilinear forms of Sobolev type. The crucial idea of equivalence classes of measure matrices is introduced and
developed in Section 5. This idea proves to be of special interest when classical measures are involved in the
bilinear form; some attention is devoted to these measures in order to generalize some known results. A polynomial
deformation theory of the measure matrices is proposed in Section 6, which includes the important case of linear
spectral or Darboux-Sobolev transformations. Section 7 is devoted to an extension of our theory of deformations
of measure matrices to the case of linear differential operators. The study of the relation of the present approach
with integrable hierarchies of Toda type is presented in the final Appendix.
2. Algebraic preliminaries
2.1. A generalized Sobolev bilinear form. We shall first introduce the main definitions necessary for our
approach.
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Definition 1. A measure matrix of order N , with N ∈ N is a matrix W whose entries {dµi,j(x)}i,j are Borel
measures and dµi,j = 0 ∀i, j > N :
W (x) :=

dµ0,0 dµ0,1 . . . dµ0,N 0 . . .
dµ1,0 dµ1,1 . . . dµ1,N 0 . . .
...
...
. . .
...
...
dµN ,0 dµN ,1 . . . dµN ,N 0 . . .
0 0 0 0 . . .
...
...
...
. . .

dµi,j : Ωi,j ⊆ R −→ R
Definition 2. The bilinear form (∗, ∗;W ) : R[x]× R[x] −→ R associated with W is defined to be
(xi, xj ;W ) :=
N∑
n,r=0
〈
dnxi
dxn
,
drxj
dxr
〉
n,r
where
〈
dnxi
dxn
,
drxj
dxr
〉
n,r
:=
∫
Ωn,r
dnxi
dxn
drxj
dxr
dµn,r(x)(3)
where we assume the condition |(xi, xj ;W )| <∞ ∀i, j ∈ N.
It is important to notice that the case N −→ ∞ is also allowed since for given i, j ∈ N the bilinear form
(xi, xj ;W ) will always involve a finite number of terms only.
We wish to extend the domain of the bilinear form (3) to a more general function space containing R[x] as a
subspace.
Definition 3. Let Ω :=
⋃N
i,j=0 Ωi,j . The function space A
N
W (Ω) is defined as
A NW (Ω) :=
{
f(x) ∈ CN (Ω) such that |(f, f ;W )| :=
∣∣∣∣∣
N∑
n,r=0
〈
dnf
dx
,
drf
dx
〉
n,r
∣∣∣∣∣ <∞
}
,
where Ck(Ω) denotes the space of functions possessing k continuous derivatives in Ω.
We wish to endow the space A NW (Ω) with a structure of normed vector space, with norm given by ||f ||2 :=
(f, f ;W ). Therefore, jointly with the existence of finite moments, we need also to require positive definiteness:
∀f 6= 0, (f, f ;W ) > 0. Hereafter we shall tacitly assume that this condition is satisfied.
Observe that, since every continuous bilinear function is bounded, we have that whenever f(x), g(x) ∈ A NW (Ω)
the pairing (f, g;W ) satisfies |(f, g;W )| ≤ C||f ||||g||, and therefore is finite. Consequently, we can introduce the
notion of Sobolev bilinear function.
Definition 4. For every f(x), g(x) ∈ A NW (Ω) we shall call the non degenerate positive definite bilinear function
(∗, ∗;W ) : A NW (Ω)×A NW (Ω) −→ R defined by
(f, h;W ) :=
N∑
n,r=0
〈f (n), h(r)〉n,r with f (n) := d
nf(x)
dxn
(4)
the Sobolev bilinear function associated with the measure matrix W .
Several comments are in order.
• Definition 4 includes as a particular case the standard inner product, with no derivatives involved, which
corresponds to the choice N = 0, namely dµi,j = 0 ∀i, j > 0.
• Choosing a non symmetric W leads us to extend naturally the concept of orthogonality to that of bi-
orthogonality. Indeed, one could have (f, h;W ) = 0 while (h, f ;W ) 6= 0. This situation also occurs in the
study of standard matrix orthogonality with respect to a non symmetric matrix measure (see for example
[5]) or when dealing with scalar bivariate linear functionals (see for example [4] ) .
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• If W = W ⊤ we obtain a positive definite symmetric bilinear form (f, h;W ) = (h, f ;W ) which allows us to
define a standard inner product. Observe that the literature on the subject specially focuses on diagonal
W , for which obviously W = W ⊤.
Remark 1. Unlike the point of view adopted in [4], based on the bivariate linear functional setting, in this paper
we have preferred to work with an integral representation of our bilinear form. This representation exists as a
direct consequence of the Riesz-Markov-Kakutani theorem [14]. The reason for this choice is the fact that we wish
to develop a theory explicitly related with measure matrices.
2.2. The moment matrix. Our approach to SBPS requires the definition of a suitable moment matrix. Notice
that the Hankel-type form of the moment matrix, usual in the non Sobolev context, is expected to be lost or gen-
eralized; according to [28], the generalized form can be called Hankel–Sobolev matrices. The associated moment
problem will involve more than just one sequence of integers (for a study of a diagonal W see [6],[23]); of course, a
propaedeutic problem will be to establish under which conditions a matrix can play the role of a suitable Sobolev
moment matrix. Instead, we prefer to proceed in a somewhat different way: we construct a moment matrix suitable
for the Sobolev bilinear function (4). We start by settling some notation.
Given two non negative integersm,n we will denote by (m)n and (m)n the rising and lower factorial polynomials
respectively, i.e.
(m)n := m(m+ 1)(m+ 2) . . . (m+ (n− 1))
(m)n :=
{
m(m− 1)(m− 2) . . . (m− (n− 1)) n < m
0 n ≥ m
(m)0 = (m)0 := 1 (m)
1 = (m)1 := m
Definition 5. We introduce the vectors
χ(x) :=

1
x
x2
x3
...
xk
...

χ′(x) :=

0
1
2x
3x2
...
kxk−1
...

χ′′(x) :=

0
0
2
(3)(2)x
...
k(k − 1)xk−2
...

. . . χ(n)(x) :=

0
0
...
(n)n
...
(k)nx
k−n
...

. . .
and the lower semi infinite matrix
χ(x) :=
(
χ(x) χ′(x) χ′′(x) . . . χ(k)(x) . . .
)
We also define the auxiliary vector
χ∗(x) :=
1
x
χ
(
1
x
)
.
The previous definition allows to deal with polynomials in a simple way. Let p(x) ∈ R[x] be a polynomial of
degree k, i.e. p(x) =
∑
l plx
l with pl = 0 ∀l > k. Let us denote by p := (p0, p1, p2, . . . ). Consequently, we have
p(x) = pχ(x) and p(k)(x) = pχ(k)(x).
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For each m ∈ N (the directed set of natural numbers), we consider the ring of matrices Mm := Rm×m, and
its direct limit M∞ := limm→∞Mm, i.e. the ring of semi-infinite matrices. We will denote by G∞ the group of
invertible semi-infinite matrices ofM∞. A subgroup of G∞ is L , that of lower triangular matrices with the identity
matrix along its main diagonal. Diagonal matrices will be denoted by D = {M ∈ M∞ : di,j = di · δi,j}. We will
also use the notation Ei,j for indicating the matrix canonical basis, this is (Ei,j)l,m = δi,lδj,m.
Definition 6. The Sobolev moment matrix associated to the measure matrix W is
GW :=
(
χ, χ⊤;W
)
=
∫
Ω
χ W χ⊤ (GW )n,p := (xn, xp;W )(5)
and its truncations will be denoted as
G
[k]
W :=

(GW )0,0 (GW )0,1 . . . (GW )0,k−1
(GW )1,0 (GW )1,1 . . . (GW )1,k−1
...
...
...
(GW )k−1,0 (GW )k−1,1 . . . (GW )k−1,k−1
 =
∫
Ω
χ[k] W [k]
(
χ[k]
)⊤
By means of the previous notation, the Sobolev bilinear form of two polynomials p(x), q(x) ∈ R[x] can be rewritten
as
(p, q;W ) = pGW q
⊤.
The positive definiteness condition on the bilinear function is equivalent to that of GW , i.e., every principal minor
of GW must be greater than zero det[G
[k]
W ] > 0 ∀k = 1, 2, . . . This condition will be discussed in detail later on.
Now we rewrite the moment matrix in a slightly different way, that will be more suitable for our purposes. To
this aim, we introduce the derivation matrix D ∈ M∞ defined by
D :=

0 0 0 0 . . .
1 0 0 0 . . .
0 2 0 0 . . .
0 0 3 0 . . .
0 0 0 4
. . .
...
...
...
...

and its powers Dk, whose action is Dχ(x) = χ′(x), Dkχ(x) = χ(k)(x). We also introduce the shift operator
Λ :=

0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...
...
...
. . .

whose action on χ is Λχ(x) = xχ(x), and on a polynomial p(x) is xp(x) = pΛχ(x).
The shift and derivation matrices satisfy for any natural number n
ΛDn −DnΛ := [Λ, Dn] = nDn−1
Definition 7. We introduce the operator
D :=
(
I D D2 . . . Dk . . .
)
.
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It is immediate to verify that
Dχ(x) = χ(x).
The following result is a direct consequence of the previous discussion.
Let us denote by gk,r the standard moment matrix associated to the measure dµk,r (notice that gi,j = 0∞×∞ is
a null matrix when dµi,j = 0 and this is the case ∀i, j > N ).
Proposition 1. The moment matrix admits the following representation
GW = D

g0,0 g0,1 g0,2 g0,3 . . .
g1,0 g1,1 g1,2 g1,3 . . .
g2,0 g2,1 g2,2 g2,3 . . .
...
...
...
...
. . .
D⊤ =
N∑
l,r=0
Dlgl,r(D
r)⊤ ,(6)
with its truncations
G
[k]
W = D
[k]

g0,0 g0,1 . . . g0,k−1
g1,0 g1,1 . . . g1,k−1
...
...
. . .
...
gk−1,0 gk−1,1 . . . gk−1,k−1
(D[k])⊤ =
k−1∑
l,r=0
Dlgl,r(D
r)⊤ .(7)
Proof. Using the previous definitions, for the expression 6 we can write
GW = (χ, χ
⊤;W ) =
∫
Ω
∑
k
∑
r
χ(k)(x)dµk,r
(
χ(r)(x)
)⊤
=
∫
Ω
∑
k
∑
r
Dkχ(x)dµk,r (D
rχ(x))⊤ =
∑
k
∑
r
Dkgk,r (D
r)⊤
while relation 7 follows from the shape of the Dl. Since they are lower∑
l,r=0
Dlgl,r(D
r)⊤
[k] = ∑
l,r=0
(
Dl
)[k]
(gl,r)
[k] (
(Dr)⊤
)[k]
,
also observe that
(
Dl
)[k]
= 0 ∀l ≥ k. 
This expression is a generalization of the case of a diagonal W , already studied in [6] [23].
3. Sobolev bi-orthogonal polynomial sequences
3.1. Main definitions and LU factorization. To introduce the Sobolev bilinear function we have required a
positive definiteness condition, which amounts to having every principal minor of GW greater than zero. This
requirement (quasi-definiteness would also be a valid choice) is necessary in order to use the LU factorization
techniques of the moment matrix.
In the subsequent considerations, we shall assume that this condition for the minors of the moment matrix
holds. Although in this paper we give some requirements on the set {dµij}i,j that would assure definiteness of the
associated moment matrix, a thorough analysis of this problem remains open.
In [6], a diagonal measure matrix W (i.e. dµi,j = 0 ∀i 6= j) was considered. Choosing every dµi,i := dµi as a
positive definite measure makes the resulting Sobolev bilinear form a positive symmetric definite one and therefore
a proper inner product.
This result can be easily interpreted in our framework. Observe that according to (6) the moment matrix for
the diagonal case is
GW = g0 +Dg1D
⊤ +D2g2(D2)⊤ +D3g3(D3)⊤ + . . . .
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If we introduce the matrix N := diag{1, 2, 3, . . .}, with the aid of (7), the truncation G[k]W reads
(GW )
[k] = (g0)
[k] +
(
01×1 0
0 (Ng1N)
[k−1]
)
+
(
02×2 0
0 (N2g2N
2)[k−2]
)
+ · · ·+
(
0k−1×k−1 0
0 (Nk−1gk−1Nk−1)[1]
)
The condition that dµi be positive definite amounts to say that, given any vector v = (v0,v1, . . . ,vl−1), the asso-
ciated quadratic form v(gi)
[l]v⊤ satisfies v(gi)[l]v⊤ > 0 ∀v, l. Therefore, in the computation of v(GW )[k]v⊤ only
the sum of positive terms is involved; as a result v(GW )
[k]v⊤ > 0 ∀v, k, ensuring that GW is positive definite and
in turn LU factorizable.
We shall discuss now in the Sobolev context the main algebraic techniques of the present theory: the LU
factorization approach for the moment matrix and the existence of bi-orthogonal sequences of polynomials.
Definition 8. We shall say that the moment matrix GW admits a LU factorization iff det
(
G
[k]
W
)
6= 0 ∀k = 1, 2, . . . ;
in such a case there exist two matrices S1, S2 ∈ L such that
GW := S
−1
1 H
(
S−12
)⊤
,(8)
where H := δr,khk ∈ D .
Definition 9. The monic SBPS associated with the LU-factorized moment matrix GW (8) are defined to be
P1(x) := S1χ(x) :=

P1,0(x)
P1,1(x)
...
P1,k(x)
...
 , P2(x) := S2χ(x) :=

P2,0(x)
P2,1(x)
...
P2,k(x)
...
 .(9)
As a well known consequence of the previous definitions expressing our polynomials in terms of the LU factor-
ization matrices, we can write the following compact relations.
Proposition 2. The SBPS can be expressed by means of the following quasi-determinantal formulae
P1,k(x) = Θ∗

G
[k]
W
1
x
...
xk−1
(GW )k,0 (GW )k,1 . . . (GW )k,k−1 xk
 ,(10)
P2,k(x) = Θ∗

(
G⊤W
)[k] 1x
...
xk−1
(G⊤W )k,0 (G
⊤
W )k,1 . . . (G
⊤
W )k,k−1 x
k
 .(11)
Notice that the definition ensures that deg[Pα,k] = k α = 1, 2 ∀k = 0, 1, . . . while the condition on the minors
of GW guarantees that the definition always makes sense.
Here we have used the notation Θ∗[M ] to denote the last quasi-determinant or Schur complement of the matrix
in brackets. More precisely, we recall that given M =
(
A B
C D
)
∈ M(n+m) with A ∈ Mn, det (A) 6= 0 and
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D ∈Mm its last quasi-determinant or Schur complement with respect to A is given by
Θ∗
[
A B
C D
]
:= SC(M) :=M/A := D − CA−1B
It is worth observing that the block Gauss factorization of M involves the last quasi-determinant
M =
(
In 0
CA−1 Im
)(
A 0
0 Θ∗[M ]
)(
In AB−1
0 Im
)
.
From the previous relation one can immediately deduce that
det
(
Θ∗
[
A B
C D
])
=
det (M)
det (A)
.
Therefore, whenever m = 1, D reduces to a scalar d , and the quasi-determinants are a ratio of standard determi-
nants
Θ∗
[
A B
C d
]
=
det (M)
det (A)
.
This indeed is the situation we will deal with. However, we prefer to use quasi-determinants since the relations
we obtain will be ready for further generalizations of the theory (matrix Sobolev, multivariate Sobolev), where the
expressions in terms of determinants would no longer hold. For further details on the theory of quasi-determinants,
see [27].
The following proposition clarifies the notion of bi-orthogonality for SBPS.
Proposition 3. The monic SBPS P1 and P2 are Sobolev-bi-orthogonal, that is, they satisfy the relation
(P1,r, P2,k;W ) := hrδr,k
with the further properties
(P1,l, x
r;W ) := δl,rhr ∀r ≤ l =⇒
l∑
k=0
r∑
j=0
〈
P
(k)
1,l ,
djxr
dxj
〉
k,j
=
{
0 ∀r < l
hl r = l
(xr, P2,l, ;W ) := hrδr,l ∀r ≤ l =⇒
r∑
k=0
l∑
j=0
〈
djxr
dxj
, P
(k)
2,l
〉
j,k
=
{
0 ∀r < l
1 r = l
Proof. The previous relations are a direct consequence of the LU factorization of the moment matrix GW . 
Definition 10. Let f(x) = 1y−x belong to the subspace A
N
W (Ω). Then we introduce the second kind functions
C1,l(y) :=
∫
Ω
l∑
k=0
N∑
j=0
P
(k)
1,l (x)dµk,j
[
∂j
∂xj
(
1
y − x
)]
=
(
P1,l(x),
1
y − x ;W (x)
)
, y /∈ Ω ,
C2,l(y) :=
∫
Ω
N∑
k=0
l∑
j=0
[
∂j
∂xj
(
1
y − x
)]
dµj,kP
(k)
2,l (x) =
(
1
y − x , P2,l(x);W (x)
)
, y /∈ Ω .
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Proposition 4. The associated Sobolev second kind functions Cα(y) admit the following representation in terms
of the LU factorization matrices for all y such that |y| > max{|x|, x ∈ Ω}
C1(y) = H(S
−1
2 )
⊤χ∗(y) :=

C1,0(y)
C1,1(y)
...
C1,k(y)
...
 , C2(y) = H(S
−1
1 )
⊤χ∗(y) :=

C2,0(y)
C2,1(y)
...
C2,k(y)
...
 .
Proof. In order to prove any of the two expressions it is enough to observe that whenever ∀|x| < |y|
χ(x)⊤ · χ(y)∗ = 1
y
∞∑
n=0
(
x
y
)n
=
1
y − x .
Also, since the given expressions in the proposition can be rewritten as
C1(y) = S1GW χ
∗(y), (C2(y))
⊤
= (χ∗(y))⊤GW S⊤2 ,
we deduce that, for example for C1
C1(y) = S1GW χ
∗(y) = S1
∫
Ω
χ W χ⊤ · χ∗(y) =
∫
Ω
(
P1(x) P
′
1(x) . . . P
(k)
1 (x) . . .
)
W

1
y−x
∂
∂x
(
1
y−x
)
...
∂j
∂xj
(
1
y−x
)
...

and similarly for C2(y). 
A natural question is to establish the relation between the SBPS (and associated second kind functions) that
arise from a given measure matrix W and the ones associated with its transposed W ⊤. A simple answer is provided
by the following
Proposition 5. Let PW ,α and CW ,α with α = 1, 2 denote the SBPS and second kind functions that arise from the
measure matrix W and PW ⊤,α and CW ⊤,α the ones corresponding to W
⊤. Then we have
PW ,1 = PW ⊤,2 PW ,2 = PW ⊤,1
CW ,1 = CW ⊤,2 CW ,2 = CW ⊤,1
Proof. It is straightforward to see that GW ⊤ = G
⊤
W . The assumption of the LU factorization property for the
moment matrix implies the proposition. 
The previous proposition implies that if W = W ⊤ then PW ,1 = PW ,2 and CW ,1 = CW ,2,(usually studied case)
as expected since in such a case the LU factorization is indeed a Cholesky factorization.
3.2. Christoffel-Darboux Kernels. The Christoffel-Darboux and Cauchy kernels will play a crucial role in the
following considerations. We present here their formal definition in our context.
Definition 11. We introduce the Christoffel–Darboux kernel, the Cauchy kernel, and the first and second kind
mixed Christoffel–Darboux kernels, given by
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• Christoffel–Darboux kernel
K [l](x, y) :=
l−1∑
k=0
P2k(x)h
−1
k P1k(y) = [P2(x)
⊤][l]
(
H−1
)[l]
[P1(y)]
[l] =
(
χ(x)[l]
)⊤ (
G[l]
)−1
χ(y)[l] ,
• Cauchy CD kernel
Q[l](x, y) :=
l−1∑
k=0
C2k(x)h
−1
k C1k(y) = [C2(x)
⊤][l]
(
H−1
)[l]
[C1(y)]
[l] =
(
χ∗(x)[l]
)⊤ (
G[l]
)
χ∗(y) ,
• Mixed 1st CD kernel
K[l]1 (x, y) :=
l−1∑
k=0
C2k(x)h
−1
k P1k(y) = [C2(x)
⊤][l]
(
H−1
)[l]
[P1(y)]
[l] = (χ(x)∗)⊤
(
Il×l
(S−11 )
[≥l,j](S−11 )
[l]
)
χ[l](y) ,
• Mixed 2nd CD kernel
K[l]2 (x, y) :=
l−1∑
k=0
P2k(x)h
−1
k C1k(y) = [P2(x)
⊤][l]
(
H−1
)[l]
[C1(y)]
[l] =
(
χ(x)[l]
)⊤ (
Il×l (S⊤2 )[l]([S⊤2 ]−1)[j,≥l]
)
χ∗(y) .
Remark 2. In the previous definition, the expressions of the standard Bezoutian kernels are not present. They
would involve only two consecutive orthogonal polynomials (or second kind functions) instead of all polynomials
up to the degree of the kernel. The lack of this expression is not surprising, since the Bezoutian kernels would
correspond to having a three term recurrence relation for the orthogonal polynomials (and second kind functions),
that in principle is missing. Despite that, all of the expected properties of the CD kernel still hold. This is, the CD
Kernel still has the reproducing property,
(
K [l](x, z),K [l](z, y)
)
W
=
(
χ[l](x)
)⊤ (
G
[l]
W
)−1 [∫
Ω
χ[l](z)W (z)
(
χ[l](z)
)⊤] (
G
[l]
W
)−1
χ[l](y) = K [l](x, y)
and acts as a projector onto the basis of the SBPS. Therefore, given any function f(x) ∈ A NW (Ω), one has
Π
[l]
1 [f(y)] =
(
f(x),K [l](x, y)
)
W
=
l−1∑
k
[
(f, P2,k)W h
−1
k
]
P1,k(y)
Π
[l]
2 [f(x)] =
(
K [l](x, y), f(y)
)
W
=
l−1∑
k
P2,k(x)
[
h−1k (P1,k, f)W
]
where we call Π
[l]
α [f(x)] the best approximation of f (in (∗, ∗)W ) in the basis {Pα,l}(l−1)k=0 for α = {1, 2}. Notice
also that when W is symmetric, only one of the two mixed kernels is needed (no distinction between subindices 1, 2
exists).
4. Additive perturbations of the measure matrix
In this section, we are interested in the following problem: Given the pairing (G, g), where G is a moment matrix
whose associated SBPS is known, and g is another matrix, find the SBPS associated to the new moment matrix
G˘ = G+ g.
The same problem, although from a different point of view, was also studied in [4]. The results proposed in
the present work, when they are equivalent, possess alternative proofs. At the same time, they are suited for the
Sobolev context.
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Generally speaking, the solution to this problem leads to interesting cases when we require that g has some
special features. Two nontrivial examples are indeed the cases of coherent pairs and of discrete Sobolev bilinear
functions.
Since their appearance [13], coherent pairs have been largely investigated in the literature. In this work, we will
limit ourselves to show how coherent pairs fit within our framework. Instead, the discrete Sobolev bilinear forms
will be of considerable relevance in our subsequent discussion; therefore, we will pay special attention to them.
As a starting point of our analysis, suppose that our moment matrix can be written as G˘ = G + g. Since we
assume that G has an associated SBPS, then it must be LU -factorizable; at the same time, the requirement that
the SBPS associated to G˘ exists implies that the latter matrix should be LU -factorizable too. Therefore, we deduce
the relation
S˘−11 H˘
(
S˘−12
)⊤
= S−11 H
(
S−12
)⊤
+ g.(12)
This motivates the following
Definition 12. We introduce the matrices
A := S1gS
⊤
2 M1 := S˘1S
−1
1 M2 := S˘2S
−1
2
Proposition 6. The matrices M1,M2 are the connection matrices between old and new polynomials
M1P1(x) = P˘1(x) M2P2(x) = P˘2(x)
and provide an LU factorization of the matrix H +A:
M−11 H
(
M−12
)⊤
= H +A
Proof. The result follows from the requirement that both G˘, G admit an LU factorization and from the observation
that, by definition, both M1,M2 are lower uni-triangular. 
This last proposition allows to derive directly the following consequence.
Proposition 7. The basis change from the old SBPS to the new one is given
P˘1,k(x) = Θ∗

(H +A)[k]
P1,0(x)
P1,1(x)
...
P1,k−1(x)
(A)k,0 (A)k,1 . . . (A)k,k−1 P1,k(x)
 ,
P˘2,k(x) = Θ∗

(H +A)[k]
A0,k(x)
A1,k(x)
...
Ak,k−1(x)
P2,0 P2,1 . . . P2,k−1 P2,k(x)
 ,
h˘k = Θ∗

(H +A)[k]
(A)0,k
(A)1,k
...
(A)k−1,k
(A)k,0 (A)k,1 . . . (A)k,k−1 (H +A)k,k

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We shall use this result and focus now on three cases. Firstly we will deal with the situation where G and g are
the moment matrices associated to a pair of related classical measures. Secondly we will consider the case when
g = λDg2D
⊤ and G = g1 where g1, g2 are the moment matrices associated to a couple of measures that form a
coherent pair. Finally we will study the case where g is associated to a discrete Sobolev bilinear function.
4.1. A first relation with classical OPS. It is a well known fact that classical orthogonal polynomials can be
regarded as a very specific case of SOPS. As we are about to see, a consequence of this is that the previous relations
become almost trivial when choosing the right measures.
If we denote the classical measures by uγ , where γ refers to the parameters that define them, they are
• Hermite u(x) = e−x2 , x ∈ R ; (γ = {∅}).
• Laguerre uα(x) = xαe−x, α > −1, x ∈ R+ ; (γ = {α}).
• Jacobi uα,β(x) = (1− x)α(1 + x)β , α, β > −1, x ∈ (−1, 1) ; (γ = {α, β}).
We will use Pγ(x) = Sγχ(x) to denote the monic orthogonal polynomials {Pγ,n}n associated to each of them in
terms of the LU factorization matrices Sγ of the corresponding moment matrix gγ .
There are many ways to characterize classical measures; the one that is suited for our purposes is to express them
in terms of a Pearson differential equation:
p2(x)
duγ
dx
= p1,γ(x)uγ p
k
2(x)uγ = uγ+k where deg[p2] ≤ 2 and deg[p1,γ ] = 1.
• Hermite p1 = −2x, p2 = 1.
• Laguerre p1,α = (α− x), p2 = x.
• Jacobi p1,α,β = −[(α− β) + (α+ β)x], p2 = 1− x2.
This equation is relevant in the discussion of many properties of the associated OPS. In particular, it implies
that P(γ+1),n(x) =
P ′γ,n+1(x)
n+1 , which in matrix form gives the crucial relation D = SγDS
−1
γ+1.
As a simple example, consider the following Sobolev inner product
(f, h) =
∫
f(x)h(x)uγ(x)dx + λ
∫
f ′(x)h′(x)uγ+1(x)dx λ > 0,
that we wish to interpret as an additive perturbation G˘ = G+g with the identifications G = gγ and g = λDgγ+1D
⊤.
The crucial relation D = SγDS
−1
γ+1 implies for A the particularly simple form
A = λSγDS
−1
γ+1Hγ+1
(
SγDS
−1
γ+1
)⊤
= λDHγ+1D
⊤ = λ

0
12hγ+1,0
22hγ+1,1
. . .
k2hγ+1,k−1
. . .

,
which makes the quasi-determinantal expressions in Proposition 7 almost trivial.
Corollary 1. The SBPS P˘k and norms h˘k for the following inner product
(f, h) =
∫
f(x)h(x)uγ(x)dx + λ
∫
f ′(x)h′(x)uγ+1(x)dx λ > 0
are given by
P˘k(x) = Pγ,k(x) h˘k = hγ,k + λk
2hγ+1,k−1
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For future reference we shall also discuss here a couple of additional properties of classical OPS. They will be useful
below, in relation with the study of equivalence classes of measure matrices.
i) It is almost straightforward to see that
pk2(x)uγ |∂Ω = uγ+k |∂Ω= 0 ∀k ≥ 1 .
In the previous relation, one can allow for even smaller values of k, depending on the value of γ. However, to avoid
the worst case γ = −1, taking k ≥ 1 will be sufficient in all situations.
ii) A less trivial property is expressed by the following
Proposition 8. The measure uγ+k satisfies the relations
dr
dxr
(
pk2uγ
)
= ϕk,r(x)uγ 0 ≤ r ≤ k
ϕk,ruγ |∂Ω = 0 0 ≤ r ≤ (k − 1)
where ϕk,r(x) is a suitable polynomial.
Proof. Let Q be a Ck function; and taking into account the Pearson equation it is easy to see that
d
dx
[
Qpk2uγ
]
= Q′pk2uγ +Qkp
′
2p
k−1
2 uγ +Qp
k
2
p1,γ
p2
uγ = Ok [Q] pk−12 uγ ,
where Ok := p2 ddx + [kp′2+ p1,γ ] is a first order linear differential operator. Differentiating the previous relation we
have
d2
dx2
[
Qpk2uγ
]
=
d
dx
[Ok[Q]pk−12 uγ] . = Ok−1 ◦ Ok[Q]pk−22 uγ
Therefore, differentiating r times one gets
dr
dxr
[
Qpk2uγ
]
= Ok−(r−1) ◦ Ok−(r−2) · · · ◦ Ok[Q]pk−r2 uγ := Ok−(r−1)k [Q]pk−r2 uγ
Notice that we have defined the operator Ojk[f ], ∀j ≤ k, but in order to make our notation a bit more compact let
us add to this definition the case Ok+1k [f ] := f as the identity operator, this way for 0 ≤ r ≤ k
ϕk,r := Ok−(r−1)k [1]pk−r2
(note that according to the definition of Ok+1k [f ] := f we would have ϕk,0 = pk2) and now from i) the proposition
is proven.

4.2. Coherent Pairs. We are interested in obtaining the SBPS associated to the inner product
(f, h)c :=
∫
f(x)h(x)dµ1(x) + λ
∫
f ′(x)h′(x)dµ2(x) λ > 0,(13)
where dµ1(x) and dµ2(x) form a coherent pair of measures. This inner product, in terms of moment matrices reads
G˘ = g1 + λDg2D
⊤
and therefore can be studied from the additive perturbation approach. Let us introduce some notation for the
moment matrices, their factorization and corresponding OPS. For each of the two involved measures we will
denote:
dµ1(x) −→ g1 = S−1H
(
S−1
)T −→ P (x) = Sχ(x)
dµ2(x) −→ g2 = Z−1K
(
Z−1
)T −→ Q(x) = Zχ(x) .
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One of the possible characterizations of a coherent pair is given in terms of a relation between the OPS associated
to each of the measures. Precisely, it is said that dµ1(x) and dµ2(x) form a coherent pair if there exist some non
zero constants {rk}∞k=1 such that
Qk(x) =
1
k + 1
P ′k+1(x) −
rk
k
P ′k(x) ∀k = 1, 2, . . .
It is worth pointing out that the coefficient that goes with P ′k+1(x) is chosen according to the fact that we wish
to generate monic orthogonal polynomials, while both the sign and coefficient that go with rkP
′
k(x) are selected
for convenience. To interpret this construction as an additive perturbation and using the notation presented in
definition 12 we have
A = λ
(
SDZ−1
)
K
(
SDZ−1
)⊤
We introduce the lower matrix R−1 according to the formulae
SDZ−1 =

0 0 0 . . .
1 0 0 . . .
∗ 2 0 . . .
∗ ∗ 3 0
...
...
. . .
 =

0 0 0 . . .
(R−1)0,0 0 0 . . .
(R−1)1,0 (R−1)1,1 0 . . .
(R−1)2,0 (R−1)2,1 (R−1)2,2
. . .
...
...
...
 , R
−1 :=

1 0 0 . . .
(R−1)1,0 2 0 . . .
(R−1)2,0 (R−1)2,1 3 . . .
...
...
. . .

This last definition is motivated by the fact that it allows to write the truncations of A as
A[k] =
(
0 0
0⊤ λ
(
R−1K
(
R−1
)T)[k−1]
)
=
(
0 0
0⊤ λ
(
R[k−1]
)−1
K [k−1]
((
R[k−1]
)−1)T )
We have used here 0 for a row of zeroes. The second equality holds due to the lower triangular shape of R. By
means of Proposition 7, we deduce the following expression for the SBPS:
P˘k = Pk(x)− λ
((
R−1K
(
R−1
)T)[k]
k−1,0
. . .
(
R−1K
(
R−1
)T)[k]
k−1,k−2
)[(
R−1K
(
R−1
)T)[k−1]
+ H˜ [k−1]
]−1
P1(x)
P2(x)
...
Pk−1(x)

Here H˜ [k−1] := diag{H1, H2, . . . , Hk−2}. This is a general result that would be valid for any inner product of
the form (13). In order to simplify it, we will use the fact that we are working with coherent pairs in order to find
a simple expression for
(
R−1KR−T
)[k]
. To this aim, remember that
SDZ−1Q(x) = P ′(x) ⇒ R−1

Q0
Q1
Q2
...
 =

P ′1
P ′2
P ′3
...
 ⇒

Q0
Q1
Q2
...
 = R

P ′1
P ′2
P ′3
...

At the same time, due to coherence property, we know that R has a particularly simple lower bi-diagonal shape
R =

1
− r11 12− r22 13
− r33
. . .
. . .

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It is now easy to see that after introducing the matrices
r :=

0
r1 0
r2 0
r3
. . .
. . .
 N :=

1
2
3
. . .

one obtains
RN = (I− r) =⇒ R−1 = N (I− r)−1 = N (I+ r + r2 + . . . ) =⇒(R[k])−1 = N [k] (I[k] + r[k] + · · ·+ (rk−1)[k])
Therefore
λ
(
R−1K
(
R−1
)T)[k]
= λN [k]
(
I[k] + r[k] + (r2)[k] + · · ·+ (rk−1)[k]
)
K [k]
(
I[k] + r[k] + (r2)[k] + · · ·+ (rk−1)[k]
)⊤
N [k]
which finally implies that the P˘k depend only on the first k − 1 parameters {r1, r2, . . . , rk−1} that characterized
the coherence and the norms of the original polynomials. For instance, consider
λ
(
R−1K
(
R−1
)T)[3]
= λ
 K0 2r1K0 3r2r1K02r1K0 22(r21K0 +K1) 2 · 3(r21r2K0 + r2K1)
3r2r1K0 2 · 3(r21r2K0 + r2K1) 32(r21r22K0 + r22K1 +K2)

which yields
P˘0 = P0
P˘1 = P1
P˘2 = P2 − λ(2r1K0)[λK0 +H1]−1P1
P˘3 = P3 − λ
(
3r2r1K0 2 · 3(r21r2K0 + r2K1)
)(K0 +H1 2r1K0
2r1K0 2
2(r21K0 +K1) +H2
)−1(
P1
P2
)
Observe that the previous nice expressions for the Sobolev polynomials are just a consequence of the lower
bi–diagonal structure of R (which came from the characterization of the coherent pair {dµ1, dµ2} in terms of their
associated OPS).
A possible generalization of the notion of coherent pairs can be obtained by considering a bi–m × m block
diagonal R and proceeding in the same way. This suggests the following
Definition 13. We shall say that {dµ1, dµ2} form a m×m block coherent pair if their associated OPS are related
as follows
Q0
Q1
...
Qm−1
 = (Rm)[0][0]

P ′1
P ′2
...
P ′m
 ,

Qkm
Qkm+1
...
Qkm+m−1
 = (Rm)[k][k−1]

P ′(k−1)m+1
P ′(k−1)m+2
...
P ′(k−1)m+m
+ (Rm)[k][k]

P ′km+1
P ′km+2
...
P ′km+m
 ∀k ≥ 1
where (Rm)[k][k−1] , (Rm)[k][k] ∈ Mm and
(Rm)[k][k] =

1
km+1
∗ 1km+2
...
...
. . .
∗ ∗ . . . 1(k+1)m
 .
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Note that the case m = 1 reproduces just the standard concept of coherent pairs that we treated before. The
case m = 2 contains as a particular case the symmetrically coherent pairs since(
Q2k
Q2k+1
)
=
(∗ 0
0 ∗
)(
P ′2k−1
P ′2k
)
+
( 1
2k+1 0
0 12k+1
)(
P ′2k+1
P ′2k+2
)
The way to proceed for a general m would follow the same steps as the case m = 1. Firstly define
Nm :=

(Rm)
−1
[0][0]
(Rm)
−1
[1][1]
. . .
 , rm :=

0
(rm)[1][0] 0
(rm)[2][1] 0
. . .
 ,
(rm)[k][k−1] = − (Rm)[k][k−1] (Rm)−1[k−1][k−1] .
Therefore RmNm = I− rm and taking the inverse of its truncations one obtains(
R[km]m
)−1
= N [km]m
(
I[km] + r[km]m + (r2m)[km] + · · ·+ (rk−1m )[km]
)
,
which would allow us to write the associated SOPS only in terms of the entries of the matrices that characterized
the m×m block coherent pair.
An open problem is to construct examples of m×m block coherent pairs. An illustrative example is offered by
the previously mentioned symmetrically coherent pair case, which has m = 2. Let us take k = 2. In this case we
have
(
R
[2·2]
2
)−1
=

1
2
3
4

I4×4 +

0 0 0 0
0 0 0 0
r2 0 0 0
0 r3 0 0


=⇒ λ
(
R−1K
(
R−1
)T)[4]
= λ

K0 0 3K0r2 0
0 4K1 0 8K1r3
3K0r2 0 9(K2 +K0r
2
2) 0
0 8K1r3 0 16(K3 +K1r
2
3)

whence we deduce
P˘0 = P0 P˘1 = P1 P˘2 = P2
P˘3 = P3 − λ
(
3K0r2 0
) [(K0 0
0 4K1
)
+
(
H1 0
0 H2
)]−1(
P1
P2
)
= P3 − λβ1P1
P˘4 = P4 − λ
(
0 8K1r3 0
) K0 0 3K0r20 4K1 0
3K0r2 0 9(K2 + k0r
2
2)
+
H1 0 00 H2 0
0 H3
−1P1P2
P3
 = P4 − λβ2P2
where the β’s are given in terms of K,H, r. A thorough treatment of this approach is beyond the scope of this
work and will be studied elsewhere.
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4.3. Discrete Sobolev bilinear forms. The above definition of the Sobolev bilinear function has been proposed
in full generality, i.e. without any reference to the explicit expressions of the entries dµi,j in W . A particularly
interesting case is obtained when the entries are allowed to be Dirac’s δ distributions.
In this perspective, we shall call the part of the Sobolev bilinear function involving a continuous support the
continuous part of the bilinear function, and that involving a discrete support its discrete part. Thus, once we
split a Sobolev bilinear function into its continuous and discrete parts, we can consider the former as an additive
perturbation of the latter. According to this philosophy, given a set of nodes and their multiplicities {xi, ni,mi}si=1
let us study the following Sobolev bilinear function
(f, h)W˘ := (f, h)W +
s∑
i=1
ni−1∑
k=0
mi−1∑
j=0
ξ
(i)
k,jh
(k)(xi)f
(j)(xi) =⇒ G˘ = G+ g
Notice that the function space on which this Sobolev bilinear form is defined will be A N˘
W˘
(Ω˘) ⊆ A NW (Ω) where
Ω˘ = Ω
⋃
i xi and N˘ = max
{
N, {(ni − 1)}i, {(mi − 1)}i
}
. In order to see how the matrix A looks like in this case,
we propose the following
Definition 14. Given a function f ∈ A N˘
W˘
(Ω˘), we introduce the vectors
N [f(x)] :=
(
f(x1), f
′(x1), . . . , f (n1−1), f(x2), f ′(x2), . . . , f (n2−1), . . . , f(xs), f ′(xs), . . . , f (ns−1)
)
M [f(x)] :=
(
f(x1), f
′(x1), . . . , f (m1−1), f(x2), f ′(x2), . . . , f (m2−1), . . . , f(xs), f ′(xs), . . . , f (ms−1)
)
and the following matrix Ξ ∈∑i ni ×∑imi
Ξ :=

ξ(1)
ξ(2)
. . .
ξ(2)
 ξ(i) :=

ξ
(i)
0,0 ξ
(i)
0,1 . . . ξ
(i)
0,mi−1
ξ
(i)
1,0
...
ξ
(i)
ni−1 ξ
(i)
ni−1,mi−1

Proposition 9. Given an additive perturbation of a discrete Sobolev type form, the matrix A can be written in
terms of the old polynomials as
A[k] = N [P
[k]
1 ] (Ξ)M [P
[k]
2 ]
⊤ .
Proof. The proposition follows easily from the relations
g = N [χ] (Ξ)M [χ]⊤ A[k] = S[k]1 g
[k]
(
S
[k]
2
)⊤
S
[k]
1 N [χ] = N [P
[k]
1 ] S
[k]
2 M [χ] = N [P
[k]
2 ]

It is useful to define the following
∑
i ni ×
∑
imi matrix, suitable for the discrete Sobolev problem at hand,
whose entries are the derivatives of the CD Kernel evaluated at the points {xi} up to {(ni − 1), (mi − 1)} times.
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Definition 15. We introduce the CD matrix
K[k] :=
(
M [P
[k]
2 ]
)⊤ (
H [k]
)−1 (
N [P
[k]
1 ]
)
=

K[k][1][1] K
[k]
[1][2] . . . K
[k]
[1][s]
K[k][2][1] K
[k]
[2][2] . . . K
[k]
[2][s]
K[k][s][1] K
[k]
[s][2] . . . K
[k]
[s][s]

where
K[k][i][j] :=

(
K [k](xi, xj)
)(0,0) (
K [k](xi, xj)
)(0,1)
. . .
(
K [k](xi, xj)
)(0,nj−1)(
K [k](xi, xj)
)(1,0) (
K [k](xi, xj)
)(1,1)
. . .
(
K [k](xi, xj)
)(1,nj−1)
(
K [k](xi, xj)
)(mi−1,0) (
K [k](xi, xj)
)(mi−1,1)
. . .
(
K [k](xi, xj)
)(mi−1,nj−1)
 .
Here we have used the notation
(
K [k](xi, xj)
)(t,d)
:= ∂
t+dK[k](x,y)
∂xt∂yd
|(x,y)=(xi,xj)
The previous definitions and analysis allow us to state the main result of this section.
Proposition 10. The discrete part of a Sobolev bilinear function is as an additive perturbation of its continuous
counterpart. Also, the SBPS associated with the Discrete+Continuous part can be represented in terms of the
following quasi-determinantal formulas involving only the continuous part of the Sobolev bilinear function.
P˘1,k(x) =
(
I+K[k]Ξ M [K [k](·, x)]⊤
N [P1,k]Ξ P1,k(x)
)
, P˘2,k(x) =
(
I+ ΞK[k] ΞM [P2,k]⊤
N [K [k](x, ·)] P2,k(x)
)
.(14)
Here the expression M [K [k](·, x)] (N [K [k](x, ·)]) stands for the action of the operator M (respectively N), on the
first (second) variable of K. Alternatively the previous formulas can be rewritten in terms of the original polynomials
as follows
P˘1,k(x) =
(
−N [P1,k]Ξ
(
I+K[k]Ξ
)−1 (
M
[
(P
[k])⊤
2
])⊤ (
H [k]
)−1
1
)(
P
[k]
1 (x)
P1,k(x)
)
,(15)
P˘2,k(x) =
( (
P
[k]
2 (x)
)⊤
P2,k(x)
)(
− (H [k])−1N [P [k]1 ] (I+ ΞK[k])−1 ΞM [P2,k]⊤
1
)
.(16)
Proof. Let us write the expression of the inverse of the matrix (H +A)
[k]
. By using Definition 15, one can check
the equalities[
(H +A)
[k]
]−1
= (H [k])−1
[(
I+AH−1
)[k]]−1
= (H [k])−1
(
I+N [P [k]1 ]ΞM [P
[k]
2 ]
⊤(H [k])−1
)−1
= (H [k])−1
(
I−N [P [k]1 ]ΞM [P [k]2 ]⊤(H [k])−1 +N [P [k]1 ]ΞM [P [k]2 ]⊤(H [k])−1N [P [k]1 ]ΞM [P [k]2 ]⊤(H [k])−1 − . . .
)
= (H [k])−1 − (H [k])−1N [P [k]1 ]Ξ
(
I−K[k]Ξ+ (K[k]Ξ)2 − . . .
)
M [P
[k]
2 ]
⊤(H [k])−1 .
Consequently, we get the following expression, assuming that the formal series converges[
(H +A)
[k]
]−1
= (H [k])−1 − (H [k])−1N [P [k]1 ]Ξ
(
I+K[k]Ξ
)−1
M [P
[k]
2 ]
⊤(H [k])−1 .(17)
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To prove the second statement, observe that
(
Ak,0 Ak,1 . . . Ak,k−1
)
= N [P1,k]ΞM [P
[k]
2 ]
⊤

A0,k
A1,k
...
Ak−1,k
 = N [P [k]1 ]ΞM [P2,k]⊤
Once we substitute these expressions in the quasi-determinantal formulae given in proposition 7, we obtain the
relations (14). The expressions (15) and (16) follow from those in (14) by just expanding the quasi-determinants
and the CD kernels. 
Remark 3. Whenever the convergence of the series (17) is not fulfilled, no orthogonal polynomial sequences arises.
This implies that the LU-factorization assumption for the moment matrix was not satisfied in the specific example
considered
Let us define the following polynomial, which will be useful in dealing with the additive discrete part of a bilinear
Sobolev function.
Definition 16. We define the auxiliary polynomial
W (x) :=
s∏
i=1
(x− xi)max{ni,mi}(18)
The auxiliary polynomial (18) is the keystone for the following result in concordance with [10] and slightly
generalizing [21].
Proposition 11. Given a non-Sobolev inner product 〈∗, ∗〉, consider the bilinear form
(f, h)W˘ := 〈f, h〉+
s∑
i=1
ni−1∑
k=0
mi−1∑
j=0
ξ
(i)
k,jh
(k)(xi)f
(j)(xi)
obtained by adding a discrete Sobolev part to the original standard inner product. Then, the SBPS associated with
the new bilinear function (∗, ∗)W˘ satisfies a
(
2 [degW (x)]+1
)
-term recurrence relation, which in matrix form reads
RαP˘α(x) =W (x)P˘α α = 1, 2 .
Here Rα are
(
2 [degW (x)] + 1
)
banded matrices, related to each other, R1 = H˘R
⊤
2 H˘
−1, and can be written as
Rα =MαW (J)M
−1
α .
This expression involves the connection matrices MαP = P˘α, whose rows, according to (15), (16) read(
(M1)k,0 (M1)k,1 . . . (M1)k,k−1 (M1)k,k
)
=
(
−N [Pk]Ξ
(
I+K[k]Ξ
)−1 (
M
[
(P [k])
⊤
])⊤ (
H [k]
)−1
1
)
(
(M2)k,0 (M2)k,1 . . . (M2)k,k−1 (M2)k,k
)
=
(
− (H [k])−1N [P [k]] (I+ ΞK[k])−1 ΞM [P2]⊤
1
)⊤
and the Jacobi matrix J := SΛS−1 of the non perturbed initial inner product 〈∗, ∗〉 (responsible for their three term
recurrence relation JP (x) = xP (x)).
Proof. It is straightforward to see that
(Wf, h)W˘ = 〈Wf, h〉 = 〈f,Wh〉 = (f,Wh)W˘ .
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Thus, the moment matrix satisfies
W (Λ)G˘ = G˘W (Λ⊤) .
Taking into account the LU factorization of G˘ and the definitions for the connection matrices the proposition
follows. 
5. Equivalence classes of measure matrices
A natural question arising from the theory previously developed is the following. Consider two measure matrices
W1(Ω) 6= W2(Ω) over the same Ω. Assume that the equality GW1 = GW2 holds, or equivalently (p, q;W1) = (p, q;W2)
∀p, q ∈ R[x]. Notice that, despite sharing the same moment matrix, and hence the same SBPS, in principle
A N1W1 (Ω) 6= A N2W2 (Ω). At the same time, R[x] ∈ A N1W1 (Ω) ∩ A N2W2 (Ω) and for every f, g in this intersection, the
equality (f, g;W1) = (f, g;W2) will hold. These considerations suggest to introduce the notion of equivalence class
of measure.
Definition 17. We shall say that two measure matrices Wa and Wb are equivalent, and we write Wa ∼ Wb, if
(p, q;Wa) = (p, q;Wb) for every p, q ∈ R[x]. We shall denote by [Wa] = {Wb \ Wb ∼ Wa} the equivalence class of
measure matrices equivalent to a given matrix Wa. Two matrices belonging to the same equivalence class will be
said similar.
In other words, equivalent measure matrices share the same moment matrix. We will use the symbol G[Wa] to
denote the common moment matrix of a given equivalent class.
In this section we will address the equivalence problem, by showing how elements of the same matrix class are
related. To this aim, we have to study preliminarily how a measure matrix changes under integration by parts
manipulations. Let us focus on the (i, j)-th entry of a given measure matrix and take it to be an absolutely
continuous measure, this is, dµi,j(x) = ωi,j(x)dx. We adopt the notation Iωi,j := µi,j for the anti-derivative or
primitive of the absolutely continuous measure dµi,j .
Two possibilities arise.
• If ωi,j ∈ C1(Ωi,j),
∫
Ωi,j
χ(i)ωi,j
(
χ(j)
)⊤
dx =

∫
Ωi,j
χ(i−1)
[
δωi,j − dωi,jdx
] (
χ(j)
)⊤
dx− ∫
Ωi,j
χ(i−1)ωi,j
(
χ(j+1)
)⊤
dx∫
Ωi,j
χ(i)
[
δωi,j − dωi,jdx
] (
χ(j−1)
)⊤
dx− ∫Ωi,j χ(i+1)ωi,j (χ(j−1))⊤ dx
• For the primitive µi,j ,∫
Ωi,j
χ(i)dµi,j
(
χ(j)
)⊤
=
∫
Ωi,j
χ(i)δIωi,j
(
χ(j)
)⊤
dx−
∫
Ωi,j
χ(i+1)Iωi,j
(
χ(j)
)⊤
dx−
∫
Ωi,j
χ(i)Iωi,j
(
χ(j+1)
)⊤
dx
where we have introduced the operator “δ” that turns the continuous measure into a discrete one on the boundary
of its support ∫
Ωi,j
δωi,j(x)f(x)dx := (ωi,j(x)f(x))
∣∣∣∣
∂Ωi,j
Therefore, we have found the relations among similar measure matrices that arise throughout integrations by parts
manipulations.
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Proposition 12. The following elementary transformations characterize an equivalent class of measure matrices:
dµi−1,j−1 dµi−1,j dµi−1,j+1dµi,j−1 ωi,jdx dµi,j+1
dµi+1,j−1 dµi+1,j dµi+1,j+1
 ∼

dµi−1,j−1
(
dµi−1,j −
[
dωi,j
dx
]
dx
)
(dµi−1,j+1 − ωi,jdx)
dµi,j−1 0 dµi,j+1
dµi+1,j−1 dµi+1,j dµi+1,j+1
+
0 δωi,jdx 00 0 0
0 0 0


dµi−1,j−1 dµi−1,j dµi−1,j+1(
dµi,j−1 −
[
dωi,j
dx
]
dx
)
0 dµi,j+1
(dµi+1,j−1 − ωi,jdx) dµi+1,j dµi+1,j+1
+
 0 0 0δωi,jdx 0 0
0 0 0

dµi−1,j−1 dµi−1,j dµi−1,j+1dµi,j−1 0 (dµi,j+1 − Iωi,jdx)
dµi+1,j−1 (dµi+1,j − Iωi,jdx) dµi+1,j+1
+
0 0 00 δIωi,jdx 0
0 0 0

(19)
Iterations of these transformations are obviously allowed. Notice the split between the continuous and discrete
parts. The previous transformations can be performed over every entry i, j in the measure matrix as long as ωi,j
can be derived or integrated. This leads to a huge amount of equivalent matrices in [Wa].

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ⋆ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

Upper (lower) anti-diagonal terms come from taking derivatives (integrals) of the entry in the star location.
Each iteration produces a discrete term. Once gathered together in a matrix, these terms will define an additive
discrete perturbation of the measure matrix.
According to the previous discussion, if we can obtain the SBPS associated to the continuous part, the SBPS
associated to the whole bilinear form can also be obtained with the aid of the CD kernels of the continuous part.
However, under certain conditions imposed on the ωi,j one can get rid of the discrete part.
Definition 18. Let us denote by ω˜k any weight with finite moments on Ω having the following property
δω˜
(t)
k = 0 t = 0, 1, 2, . . . , (k − 1)(20)
According to proposition 8, the classical measure uγ+k is a particular example of ω˜k.
Proposition 13. Let W be a (N +1)×(N +1) measure matrix such that dµi,j = ωi,jdx and each ωi,j is a function
of class C|i−j|.
• If W = W ⊤ then W is similar to the sum of a diagonal measure matrix and a discrete measure matrix.
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• If W = W ⊤ and additionally each entry ωi,j can has the property of ω˜|i−j| ∀i, j, as in (20) then W is
similar to a diagonal measure matrix.
Proof. We shall formulate an inductive procedure to prove the first statement of the proposition. Given any
(N + 1)× (N + 1) symmetric measure matrix W
W =

ω0,0 ω1,0 ω2,0 . . . ωN−1,0 ωN ,0
ω1,0 ω1,1 ω2,1 . . . ωN−1,1 ωN ,1
ω2,0 ω2,1 ω2,2 . . .
...
...
...
...
...
. . .
ωN−1,0 ωN−1,1 . . . ωN−1,N−1 ωN ,N−1
ωN ,0 ωN ,1 . . . ωN ,N−1 ωN ,N

dx
one can use the first similarity relation stated in (19) for each entry of the last row of W and the second one for
each entry of its last column. In this way, one obtains
W ∼

ω0,0 ω1,0 ω2,0 . . . ωN−1,0 − ω′N ,0 0
ω1,0 ω1,1 ω2,1 . . . ωN−1,1 − ωN ,0 − ω′N ,1 0
(ω2)2,0 (ω1)2,1 ω2,2 . . .
...
...
...
...
...
. . .
ωN−1,0 − ω′N ,0 ωN−1,1 − ωN ,0 − ω
′
N ,1 . . . ωN−1,N−1 − 2ωN ,N−2 − ω
′
N ,N−1 0
0 0 . . . 0 ωN ,N

dx
+

0 0 0 . . . δωN ,0 0
0 0 0 . . . δωN ,1 0
0 0 0 . . .
...
...
...
...
...
. . .
δωN ,0 δωN ,1 . . . δωN ,N−1 0
0 0 . . . 0 0

dx
This new, equivalent measure matrix is still symmetric. Therefore, the whole procedure can be repeated up to N
times, until the diagonal form is achieved, jointly with the discrete terms that will appear each time.
The second statement of the proposition is just a corollary of the first one since the definition 18 is suited to make
the discrete terms disappear. 
Let us consider the example N = 3.
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
ω0,0 ω1,0 ω2,0 ω3,0
ω1,0 ω1,1 ω2,1 ω3,1
ω2,0 ω2,1 ω2,2 ω3,2
ω3,0 ω3,1 ω3,2 ω3,3
 ∼

ω0,0 − ω′1,0 + ω
′′
2,0 + ω
′′′
3,0 0 0 0
0 ω1,1 − ω′2,1 + ω
′′
3,1 − 2ω2,0 + 3ω
′
3,0 0 0
0 0 ω2,2 − ω′2,3 − 2ω3,1 0
0 0 0 ω3,3

+

δ[ω1,0 − ω′2,0 − ω′′3,0] δ[ω2,0 − ω′3,0] δω3,0 0
δ[ω2,0 − ω′3,0] δ[ω2,1 − ω3,0 − ω′3,1] δω3,1 0
δω3,0 δω3,1 δω3,2 0
0 0 0 0

5.1. Sobolev inner products involving classical measures. When dealing with classical measures uγ , the
construction of equivalence classes of measure matrices appears to be particularly simple and neat. The reason
resides in the possibility of generating equivalence classes without having to deal with any discrete parts (boundary
terms). We summarize this properties in the next
Proposition 14. Let
W =

ω01 0 . . .
0 0
...
. . .
uγ+0dx+

0 ω12 0 . . .
ω12 ω
1
1
0 0
...
. . .
 uγ+1dx+ · · ·+

0 . . . 0 ωnn+1
...
. . . ωnn
0 0
...
ωnn+1 ω
n
n . . . ω
n
1
 uγ+ndx
be a measure matrix such that each {ωrjuγ+r}r+1j=1 is of type ω˜r ∀r = 0, 1, . . . , n. Then if W determines a SOPS,
then there exist linear differential operator F and constants {αk,j , βk,j} such that
(f, h;W ) = 〈F[f ]h, uγ〉 = 〈fF[h], uγ〉 =⇒ F[PW ,k] =
r∑
j=k
αk,jPγ,j
(F[f ], h;W ) = (f,F[h];W ) =⇒ F[PW ,k] =
k+r∑
j=k−r
βk,jPW ,j
Proof. Since the selected measure matrix W satisfies the conditions in proposition 13, using also proposition 8 it
is not hard to see that
W ∼

v0uγ
v1uγ+1
. . .
vnuγ+n
 =⇒ (f, h;W ) =
n∑
r=0
〈f (r)h(r), vruγ+r〉
where the {vr}nr=0 are functions that depend on the ω and their derivatives and vruγ+r are of type ω˜r due to the
conditions that the proposition imposes on the ωrjuγ+r. Using proposition 8 (in which the operator Ojr was defined)
for the r-th term of the sum, the following chain of equalities follow
〈f (r)h(r), vruγ+r〉 = (−1)r
r∑
j=0
(
r
j
)
〈h(0)(f (r))(j), (vruγ+r)(r−j)〉 = (−1)r
r∑
j=0
(
r
j
)
〈h(0)
(
Oj+1r [vr]pj2
)
f (r+j), uγ〉
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this has to be added for each r, after doing so the differential operator F can be finally defined as
F :=
n∑
r=0
(−1)r
r∑
j=0
(
r
j
)(
Oj+1r [vr](x)pj2(x)
) dr+j
dxr+j
.
Consequently, (f, h;W ) = 〈hF[f ], uγ〉. By acting on h instead of f , we also get (f, h;W ) = 〈F[h]f, uγ〉. As we
already know, this equalities can be translated to relations between the moment matrices
(f, h;W ) = 〈F[f ]h, uγ〉 = 〈fF[h], uγ〉 =⇒ GW = Fgγ = gγF⊤
where the matricial representation of F is, F :=
∑n
r=0(−1)r
∑r
j=0
(
r
j
)
Dr+j
(
Oj+1r [vr](Λ)pj2(Λ)
)
. Now if W gives
a SOPS then GW must be LU factorizable, i.e.,
GW = Fgγ =⇒ U := SW FS−1γ = HW
(
SγS
−1
W
)⊤
H−1γ =⇒ UPγ = F[PW ]
The second set of equations imposes an upper triangular form to U , with a finite number r of non vanishing
super-diagonal terms only, that will depend on the differential operator.
Multiplying the relation between moment matrices by F and F⊤ and LU factorizing once more one obtains
FGW = GW F
⊤ =⇒ JF := SW FS−1W = HW J⊤F H−1W =⇒ JFPW = F[PW ]
This time, the second set of relations imposes a 2r+1 diagonal structure to JF (2r non vanishing diagonals above
and below the main one). 
Some comments are in order.
• The initial condition {ωrjuγ+r}r+1j=1 being of type ω˜r is not so restrictive since uγ+r already is of type ω˜r.
So the ωrj just must not spoil this property.
• A particularly simple example is to consider ωrj = 0 ∀j 6= 1 in which case ωr1 = vr. Taking now vr = pn−r2 λr
with λr > 0 ∀r = 0, 1, . . . , n one is left with the following inner product and corresponding linear differential
operator
(f, h;W ) =
n∑
r=0
λr〈f (r)h(r), uγ+n〉 = 〈F[f ]h, uγ〉 F =
n∑
r=0
(−1)rλr
r∑
j=0
(
r
j
)
ϕn,r−j(x)
dr+j
dxr+j
Although with small differences (the starting inner product’s measure and the way the Pearson equation
is used), this example is in agreement with the main ideas in [20] and [19].
6. Polynomial deformations of the measure matrix
As we have seen, moment matrices arising from a diagonal W with positive definite measures (also symmetric
W reducible to a diagonal shape) are examples of Sobolev LU -factorizable moment matrices. In this section, we
investigate deformations of a given factorizable case, with the idea of exploring the possibility of new factorizable
ones. The deformations of the measure matrix we are interested in can be understood as deformations of the mo-
ment matrix, which naturally translate into transformations of the associated bilinear form. These transformations
of the bilinear form are expressed in terms of linear differential operators acting on each of its entries, but before
studying the general case, we will start with the more simple and usual case of deformations involving polynomials.
On one hand, in the standard case (corresponding to ωn,r = 0 ∀n, r > 0, which gives (f, h;W ) = 〈f, h〉ω0,0) we
have the symmetry 〈xf, h〉ω0,0 = 〈f, xh〉ω0,0 = 〈f, h〉xω0,0 . This symmetry is responsible, for instance, for the three
term recurrence relation of the OPS, or the Hankel shape of the moment matrix.
On the other hand, given a measure matrix W , in general (xf, h;W ) 6= (f, xh;W ) 6= (f, h;xW ). However,
we can equivalently say that there exist new measure matrices W2,W3 such that (xf, h;W1) = (f, h;W2) and
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(f, xh;W1) = (f, h;W3). While multiplication of any of the entries of the standard inner product by a polynomial
produces another standard inner product, instead, the same operation in any of the entries of a Sobolev-type
bilinear function deforms the initial W giving a different one, probably spoiling the symmetries of W if it had any.
Theorem 1. The operator X of multiplication by x,
X :=

x 1 0 0 . . .
0 x 2 0 . . .
0 0 x 3 . . .
0 0 0 x . . .
...
...
...
...
. . .

once applied to any of the entries of a Sobolev bilinear function, provides the following deformation of the measure
matrix 2
(xf, h;W ) = (f, h;XW ) ΛGW = GXW
(f, xh;W ) = (f, h;W (X )⊤) GW Λ⊤ = GW (X )⊤
Proof. Using the definition of the moment matrix and taking into account the commutation relations between Dk
and Λ, we get
ΛGW = ΛD
(∫
Ω
χ(x)W χ(x)⊤
)
D⊤ =
(
ΛI ΛD ΛD2 . . . ΛDk . . .
)(∫
Ω
χ(x)W χ(x)⊤
)
D⊤ =
(
Λ DΛ + I D2Λ + 2D . . . DkΛ + kDk−1 . . .
)(∫
Ω
χ(x)W χ(x)⊤
)
D⊤ =
D

Λ I 0 0 . . .
0 Λ 2I 0 . . .
0 0 Λ 3I . . .
0 0 Λ . . .
...
...
...
...
. . .

(∫
Ω
χ(x)W χ(x)⊤
)
D⊤ =D

∫
Ω
χ(x)

x 1 0 0 . . .
0 x 2 0 . . .
0 0 x 3 . . .
0 0 x . . .
...
...
...
...
. . .
W χ(x)⊤
D⊤ .

We can generalize the previous argument. First, let us compute the powers of X . Then one can observe that
X k is an upper triangular banded matrix, whose entries for n = 1, 2, . . . are
(X k)(n−1),(n−1)+i =
(
k
i
)
(n)ixk−i 0 ≤ i ≤ k
(X k)(n−1),(n−1)+i = 0 i > k
In addition, due to the bilinearity of the function, we obtain the following
Proposition 15. Given two real polynomials P (x) and Q(x), the relations
(P (x)f,Q(x)h;W ) = (f, h;P (X )W [Q(X )]⊤) P (Λ)GW
(
Q(Λ)⊤
)
= GP (X )W (Q(X )⊤)
2Being the initial moment matrix GW a LU -factorizable moment matrix does not imply the new moment matrix GXW to be
LU -factorizable as well.
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hold. If deg{P (x)} = k, then P (X ) is an upper triangular matrix whose entries are
(P (X ))(n−1),(n−1)+i =
{
(n)i
i!
dip(x)
dxi 0 ≤ i ≤ k
0 i > k
P (X ) =

P (x) P ′(x) P ′′(x) P ′′′(x) . . .
P (x) 2P ′(x) 3P ′′(x) . . .
P (x) 3P ′(x) . . .
P (x) . . .
. . .

.
Thus, if W is a (N +1)× (N +1) measure matrix, then P (X )W [Q(X )]⊤ will still be a (N +1)× (N +1) measure
matrix.
The interest of the latter proposition relies on the fact that, although in principle there is no reason why
GP (X )W (Q(X )⊤) should be LU -factorizable if GW is so, there will be important cases, that we we are about to
study, where equations like the one in the right hand side of the proposition will lead to relations between the
SBPS associated to the deformed and non deformed measure matrices. Therefore, this proposition will be keystone
in order to study a special case where the standard three term recurrence relation holds and to generalize the
concept of Darboux transformations [3] to the Sobolev context.
6.1. A special case where the standard three term recurrence relation holds. As we have already pointed
out, given an arbitrary measure matrix W , in general (xf, h;W ) 6= (f, xh;W ). However, if we impose some
additional symmetry on W , or we specialize it conveniently, we may get the desired equality.
Definition 19. We introduce the set of matrices
Wx := {W \ XW ∼ W X⊤}.
Theorem 2. If W ∈ Wx then GW is Hankel and the associated SOPS satisfy the standard three term recurrence
relation
xPn = Jn,n−1Pn−1 + Jn,nPn + Pn+1 Jn,n−1 =
hn
hn−1
Jn,n = Sn,n−1 − Sn+1,n
Proof. The condition XW ∼ W X⊤, due to Theorem 1 is equivalent to ΛGW = GXW = GW X⊤ = GW Λ⊤. This
symmetry of the moment matrix leads to its Hankel shape and allows to construct the well known tri-diagonal
Jacobi matrix (J := SΛS−1) with its entries in terms of the elements of S, h. Note also that if W ∈ Wx then
XW ∈ Wx as well. 
Theorem 3. Wx is not an empty set.
Proof. We give here the following counterexample
W =

dµ0
(
1
0
)
dµ1
(
2
0
)
dµ2
(
3
0
)
dµ3 . . .
(N
0
)
dµN(
1
1
)
dµ1
(
2
1
)
dµ2
(
3
1
)
dµ3 0(
2
2
)
dµ2
(
3
2
)
dµ3(
3
3
)
dµ3
...
( N
N − 1
)
dµN(N
N
)
dµN 0

∈ Wx(21)
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which is obtained by imposing XW = W X⊤ and yiels the following Sobolev inner product
(f, h;W ) =
N∑
n=0
∫
Ωn
(fh)(n)dµn(x)

For a SOPS associated with a measure matrix in Wx, all of the results of the standard theory of orthogonal
polynomial sequences hold: Three term recurrence relation, Christoffel-Darboux formulae, the existence of τ -
functions, of associated integrable hierarchies, etc.. All of these properties are indeed a non-trivial consequence of
the symmetry ΛGW = GW Λ
⊤.
A natural question is the relation between the previous result and the classical Favard theorem. Essentially,
Favard’s theorem assures that given a set of polynomials, satisfying certain initial conditions and a standard three
term recurrence relation, there exists a measure µ with respect to which the set of polynomials is actually an OPS.
The SOPS associated to a Wx indeed satisfy the hypotheses of Favard’s theorem. Therefore, from both results
we deduce that there must exist a measure dµ such that dµE00 ∼ Wx. (Remember that similar measure matrices
shared both the moment matrix and the orthogonal polynomial sequence).
Let us consider a particular case of the given counterexample. Let us take N = 1 and Ωn := [x1, x2] for n = 0, 1
and, using the iterations of Proposition 19 it is not hard to see that (at least in the function spaces where the
corresponding integration by parts makes sense)(
dµ0 dµ1
dµ1 0
)
∼
(
dµ0 + (dµ1)
′ 0
0 0
)
+
(
δdµ1 0
0 0
)
= [dµ0 + (dµ1)
′ + δdµ1]E00
6.2. Darboux–Sobolev tranformations and quasi-recurrence relations. In the next three sections we will
proceed, with the aid of proposition 15 to deform the measure matrix by means of a (right or left) multiplication
by a polynomial in X or its inverse. Subsequently, we shall study the relation between the new and old SBPS
associated to the deformed and non deformed measure matrices, respectively. The reason for the name of these
deformations is that whenever W = E0,0ω (the “standard” case), then our deformations reduce to the “standard”
Darboux transformations or linear spectral transformations. As already noticed in the introduction, this section
adapts and completes, for this particular Sobolev scalar case, the more general results given in Ref. [4].
6.3. Christoffel–Sobolev transformations. Let us introduce the polynomial R(x) :=
∏d
i=1(x− ri)mi of degree∑d
i=1mi =M .
Definition 20. The right and left Christoffel–Sobolev deformed measure matrices and moment matrices are
WˆL := R(X )W WˆR := W [R(X )]⊤
R(Λ)GW = GWˆL := GˆL GW [R(Λ)]
⊤ = GWˆR := GˆR
The resolvents and adjoint resolvents are defined as
(ωˆL) := (SˆL1)R(Λ)S
−1
1 (ΩˆL) := S2(SˆL2)
−1
(ωˆR) := (SˆR2)R(Λ)S
−1
2 (ΩˆR) := S1(SˆR1)
−1
Proposition 16. The resolvents are related to the adjoint resolvents by the formulae
(ωˆL) = (HˆL)(ΩˆL)
⊤H−1 (ωˆR) = (HˆR)(ΩˆR)⊤H−1
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and have the following (M + 1) diagonal structure
ωˆ =

ωˆ0,0 ωˆ0,1 . . . ωˆ0,(M−1) ωˆ0,M 0
0 ωˆ1,1 ωˆ1,M ωˆ1,(M+1) 0 . . .
0 0
. . .
. . .
ωˆk,k ωˆk,k+M−1 ωˆk,k+M 0
. . .
. . .
 ,
where ωˆk,k+M = 1 and ωˆk,k =
hˆk
hk
.
Proof. The previous relations follow from a LU -factorization of the expressions defining the Darboux–Sobolev
deformed moment matrices. 
Let us establish now some connection formulae relating deformed to non-deformed polynomials. They are based
on the notion of resolvent, as clarified by the following
Proposition 17. Deformed and non deformed polynomials are related by the resolvents
(ωˆL)P1(x) = R(x)(PˆL1)(x) (ΩˆL)(PˆL2)(x) = P2(x)
(ωˆR)P2(x) = R(x)(PˆR2)(x) (ΩˆR)(PˆR1)(x) = P1(x)
while transformed and non transformed Christoffel–Darboux kernels are related as follows
K [n+1](x, y) = R(y)Kˆ
[n+1]
L (x, y)−
(
(PˆL2)n+1−M . . . (PˆL2)n
)(hˆL)
−1
n+1−M
. . .
(hˆL)
−1
n

(ωˆL)n+1−M,n+1 0... . . .
(ωˆL)n,n+1 . . . (ωˆL)n,n+M

 (P1)n+1(y)...
(P1)n+m(y)

K [n+1](y, x) = R(y)Kˆ
[n+1]
R (y, x)−
(
(PˆR1)n+1−M . . . (PˆR1)n
)(hˆR)
−1
n+1−M
. . .
(hˆR)
−1
n

(ωˆR)n+1−M,n+1 0... . . .
(ωˆR)n,n+1 . . . (ωˆR)n,n+M

 (P2)n+1(y)...
(P2)n+m(y)

Proof. The first set of relations follow directly by using the definition of the resolvents, and taking into account
their action on the SBPS. The second set of relations follow by making explicit the equalities[
(PˆL2)
⊤(x)(ΩˆL)⊤
]
H−1P1(y) = (PˆL2)⊤(x)(HˆL)−1 [(ωˆL)P1(y)]
for the first one and [
(PˆR1)
⊤(x)(ΩˆR)⊤
]
H−1P2(y) = (PˆR1)⊤(x)(HˆR)−1 [(ωˆL)P2(y)]
for the second one. 
Let us introduce a vector of “germs” of a function near the points ri, having multiplicities mi.
Definition 21. Given a function f(x) and a set r := {(ri,mi)}di=1 of points ri ∈ R with associated multiplicities
mi ∈ N, we define the vector of germs Πr[f ] : F(x) −→ R
∑
mi as
Πr[f ] :=
(
f (0)(r1)
0!
,
f (1)(r1)
1!
, . . . ,
f (m1−1)(r1)
(m1 − 1)! ;
f (0)(r2)
0!
,
f (1)(r2)
1!
, . . . ,
f (m2−1)(r2)
(m2 − 1)! ; . . . ;
f (0)(rd)
0!
, . . . ,
f (md−1)(rd)
(md − 1)!
)
.
Now we can state an useful result.
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Proposition 18. The Christoffel transformed polynomials and their norms are given in terms of the original ones
by means of the relations
(Pˆ1L)n(x) =
1
R(x)
Θ∗

Πr

(P1)n
(P1)n+1
...
(P1)n+M−1

(P1)n(x)
(P1)n+1(x)
...
(P1)n+M−1(x)
Πr[(P1)n+M ] (P1)n+M (x)
 ,
(Pˆ2L)n(x)
(hˆL)n
= Θ∗
 Πr
 (P1)n+1...
(P1)n+M
 0...
1
Πr[K
[n+1](x, ·)] 0

(hˆL)n
hn
=Θ∗

Πr

(P1)n
(P1)n+1
...
(P1)n+M−1

1
0
...
0
Πr[(P1)n+M ] 0
 ,
(Pˆ2R)n(x) =
1
R(x)
Θ∗

Πr

(P2)n
(P2)n+1
...
(P2)n+M−1

(P2)n(x)
(P2)n+1(x)
...
(P2)n+M−1(x)
Πr[(P2)n+M ] (P2)n+M (x)
 ,
(Pˆ1R)n(x)
(hˆR)n
= Θ∗
 Πr
 (P2)n+1...
(P2)n+M
 0...
1
Πr[K
[n+1](·, x)] 0
 ,
(hˆR)n
hn
=Θ∗

Πr

(P2)n
(P2)n+1
...
(P2)n+M−1

1
0
...
0
Πr[(P2)n+M ] 0
 .
Proof. We shall focus on the proof of the left-type deformation; the right-type one follows in a completely analogous
way. Selecting the n-th component of the connection formula one gets
(
(ωˆL)n,n (ωˆL)n,n+1 . . . (ωˆL)n,n+M−1 1
)

(P1)n(x)
(P1)n+1(x)
...
(P1)n+M−1(x)
(P1)n+M (x)
 = R(x)(Pˆ1L)n(x) .
Evaluating now in the zeroes of R(x) it is easy to see that
(
(ωˆL)n,n (ωˆL)n,n+1 . . . (ωˆL)n,n+M−1 1
)
Π

(P1)n
(P1)n+1
...
(P1)n+M−1
(P1)n+M
 =
(
0 0 . . . 0
)
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Therefore,
(
(ωˆL)n,n (ωˆL)n,n+1 . . . (ωˆL)n,n+M−1
)
Πr

(P1)n
(P1)n+1
...
(P1)n+M−1
 = −Πr[(P1)n+M ] ,
i.e
(
(ωˆL)n,n (ωˆL)n,n+1 . . . (ωˆL)n,n+M−1
)
= −Πr[(P1)n+M ]
Πr

(P1)n
(P1)n+1
...
(P1)n+M−1


−1
,
from which the result for Pˆ1L and hˆL follow. In order to obtain the result for Pˆ2L, it is sufficient to start from the
equation that relates the CD-Kernels, and to use the same procedure of evaluation on the zeroes of R(x). 
Definition 22. We introduce the (2M + 1) banded matrices
(ωˆL)(ΩˆR) := Jˆ1LR , (ωˆR)(ΩˆL) := Jˆ2RL .
We point out that a generalization of the notion of recurrence relation can be realized by allowing an intertwining
of SBPS associated with different measure matrices instead of the same one. In this case we shall talk of a quasi-
recurrence relation.
Proposition 19. The right and left deformed SBPS satisfy the following (2M + 1) quasi–recurrence relation
Jˆ1LR(PˆR1)(x) = R(x)(PˆL1)(x) ,
Jˆ2RL(PˆL2)(x) = R(x)(PˆR2)(x) ,
with
Jˆ1LR = HˆL
[
Jˆ2RL
]⊤
Hˆ−1R
Observe that if W ∈ Wx, then there would be no distinction between L or R sequences. In addition, if we
choose R(x) to be a polynomial of degree one, then ωˆ · Ωˆ is a 2(1)+1-diagonal matrix and the standard three term
recurrence relation is recovered.
6.4. Geronimus-Sobolev transformations. Let us now focus on the Geronimus transformation. To this aim, a
polynomial Q(x) :=
∏s
i=1(x− qi)ni = Q0+Q1x+ · · ·+QN−1xN−1+xN of degree
∑s
i=1 ni = N is needed in order
to define the left and right transformed measure matrices. We introduce the following auxiliary matrix, related to
the polynomial Q(x):
Q :=

Q1 Q2 Q3 . . . QN−1 1 0 . . .
Q2 Q3 . . . QN−1 1 0 . . .
Q3 . . . QN−1 1 0 . . .
. . . QN−1 1 0 . . .
QN−1 1 0 . . .
1 0 . . .
0 . . .

.
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Definition 23. As long as {qi}i ∩ Ω = ∅ the Geronimus Sobolev deformed measure matrices are defined to be
WˇL := [Q(X )]−1W +
s∑
i=1
ξ(i)δ(x− qi)dx , ΩˇL := Ω ∪ {qi}i
WˇR := W
[
Q(X⊤)]−1 + s∑
i=1
ξ(i)δ(x− qi)dx , ΩˇR := Ω ∪ {qi}i
where ξ(i) are the ni × ni matrices of free parameters
ξ(i) :=

ξ
(i)
0,0
0!0!
ξ
(i)
0,1
0!1! . . .
ξ
(i)
0,ni−1
(ni−1)!(ni−1)!
ξ
(i)
1,0
1!0!
. . .
...
. . .
ξ
(i)
ni−1,0
(ni−1)!0!
ξ
(i)
ni−1,ni−1
(ni−1)!(ni−1)!
 , ξ˚
(i) :=

ξ
(i)
0,0 ξ
(i)
0,1 . . . ξ
(i)
0,ni−1
ξ
(i)
1,0
. . .
...
. . .
ξ
(i)
ni−1,0 ξ
(i)
ni−1,ni−1
 .
Proposition 20. The transformed measure matrices and associated moment matrices are related to the original
ones by the formulae
W := Q(X )WˇL , W := WˇRQ(X⊤) ,
GW = (Q(Λ))GWˇL , GW = GWˇR (Q(Λ))
⊤
.
The latter proposition and the assumption that the transformed moment matrices are LU -factorizable motivate
the definition of the resolvents in terms of the following matrices.
Definition 24. We introduce the matrices
(ωˇL) := HˇL
(
Sˇ−11L
)⊤
Q(Λ⊤)S⊤1 H
−1 = Sˇ2LS−12 ,
(ωˇR) := HˇR
(
Sˇ−12R
)⊤
Q(Λ⊤)S⊤2 H
−1 = Sˇ1RS−11 .
The r.h.s. follow from the LU factorization of the transformed and non transformed moment matrices. It is not
difficult to see that these equalities also imply that the resolvents are lower uni-triangular matrices with only N
non-vanishing diagonals beneath the main one. Precisely:
ωˆ =

ωˇ0,0 0
ωˇ1,0 ωˇ1,1
...
...
. . .
ωˇN,0 ωˇN,1 ωˇN,N
0 ωˇN+1,1 ωˇN+1,N ωˇN+1,N+1
. . .
. . .
ωˇk,k−N ωˇk,k
. . .
. . .

,
where ωˇk,k−N = hˇkhk−N ∀k > N and ωˇk,k = 1.
Proposition 21. The Geronimus-Sobolev deformed polynomials and the associated second kind functions are re-
lated to the non transformed ones according to the formulae
ωˇLP2(x) = Pˇ2L(x) =⇒ ωˇLC2(x) = Q(x)Cˇ2L(x)− HˇL
(
Sˇ−11L
)⊤
Qχ(x)
ωˇRP1(x) = Pˇ1R(x) =⇒ ωˇRC1(x) = Q(x)Cˇ1R(x)− HˇR
(
Sˇ−12R
)⊤
Qχ(x)
34 GERARDO ARIZNABARRETA, MANUEL MAN˜AS, AND PIERGIULIO TEMPESTA
Proof. On the one hand the connection formulae for the polynomials follows straightforward remembering their
definition in terms of the factorization matrices and from the definition of ωˇ. On the other hand the connection
formulae for the second kind functions is a consequence of the former as we are about to prove. Let us prove it for
the Right transformation, since the proof for the Left transformation needs of the same ideas. Firstly let us make
the following definition and give a result that is easily verified
∆Q(x, y) := Q(x)−Q(y) χ(x)⊤Qχ(y) = −∆Q(x, y)
y − x
Using this result the next chain of equalities can be followed
ωˇRC1(y)−Q(y)Cˇ1R(y) = ωˇR
(
P1(x),
1
y − x ;W
)
−Q(y)
(
Pˇ1R(x),
1
y − x ; WˇR
)
=
(
Pˇ1R(x),
1
y − x ;W
)
−Q(y)
(
Pˇ1R(x),
1
y − x ; WˇR
)
=
(
Pˇ1R(x),
1
y − x ; WˇR
[
Q(X⊤)−Q(y)])
=
∫
Ω
(
Pˇ
(0)
1R (x) Pˇ
(1)
1R (x) . . . Pˇ
(k)
1R (x) . . .
)
WˇR

∆Q(x, y)
∂
∂x∆Q(x, y) ∆Q(x, y)
∂2
∂x2∆Q(x, y) 2
∂
∂x∆Q(x, y) ∆Q(x, y)
...
...
. . .


1
y−x
∂
∂x
1
y−x
...
∂k
∂xk
1
y−x
...

=
(
Pˇ1R(x),
∆Q(x, y)
y − x ; WˇR
)
= −(Pˇ1R(x), χ(x)⊤; WˇR)Qχ(y) = −HˇR (Sˇ−12R)⊤Qχ(y)

Let us now study the deformations of Christoffel–Darboux kernels.
Proposition 22. The deformed Christoffel–Darboux kernels are related to the original ones by means of the
formulae
Kˇ
[k]
R (x, y) = Q(x)K
[k](x, y)− ((Pˇ2R)k(x) . . . (Pˇ2R)k+N−1(x)) ·
·
(hˇR)
−1
k
. . .
(hˇR)
−1
k+N−1

(ωˇR)k,k−N . . . (ωˇR)k,k−1. . . ...
(ωˇR)k+N−1,k−1


(P1)k−N (y)
(P1)k+1−N (y)
...
(P1)k−1(y)
 ,
Kˇ
[k]
L (x, y) = Q(y)K
[k](x, y)− ((Pˇ1L)k(x) . . . (Pˇ1L)k+N−1(x)) ·
·
(hˇL)
−1
k
. . .
(hˇL)
−1
k+N−1

(ωˇL)k,k−N . . . (ωˇL)k,k−1. . . ...
(ωˇL)k+N−1,k−1


(P2)k−N (x)
(P2)k+1−N (x)
...
(P2)k−1(x)
 .
GENERALIZED SOBOLEV ORTHOGONAL POLYNOMIALS, MATRIX MOMENT PROBLEMS AND INTEGRABLE SYSTEMS 35
Similarly, the mixed kernels ∀k ≥ N are related as follows
Q(x)K[k]2 (x, y)−
(
(Pˇ2R)k(x) . . . (Pˇ2R)k+N−1(x)
) ·
·
(hˇR)
−1
k
. . .
(hˇR)
−1
k+N−1

(ωˇR)k,k−N . . . (ωˇR)k,k−1. . .
(ωˇR)k+N−1,k−1


(C1)k−N (y)
(C1)k+1−N (y)
...
(C1)k−1(y)

= Q(y)Kˇ[k]2R(x, y)−
(
χ[N ](x)
)⊤
Qχ[N ](y) ,
Q(y)K[k]1 (x, y)−
(
(Pˇ1L)k(y) . . . (Pˇ1L)k+N−1(y)
) ·
·
(hˇL)
−1
k
. . .
(hˇL)
−1
k+N−1

(ωˇL)k,k−N . . . (ωˇL)k,k−1. . .
(ωˇL)k+N−1,k−1


(C2)k−N (x)
(C2)k+1−N (x)
...
(C2)k−1(x)

= Q(x)Kˇ[k]1L(x, y)−
(
χ[N ](y)
)⊤
Qχ[N ](x) .
Proof. These expressions are a direct consequence of the connection formulae. 
We shall also introduce a couple of useful matrices, which will be relevant in the subsequent discussion.
Definition 25. Let
Qi(x) :=
Q(x)
(x− qi)ni ηni×ni :=

0 0 . . . 1
0 0 1 0
...
. . .
...
1 0

ni×ni
i = 1, 2, . . . , s
We define the N ×N matrices
ΞL :=

ΞL1 0 . . . 0
0 ΞL2 0
. . .
ΞLs
 , ΞR :=

ΞR1 0 . . . 0
0 ΞR2 0
. . .
ΞRs
 ,
where
ΞRj :=
(
ξ˚(j)
) (
ηnj×nj
)

Q
(0)
j (qj)
0!
Q
(1)
j (qj)
1! . . .
Q
(nj−2)
j (qj)
(nj−2)!
Q
(nj−1)
j (qj)
(nj−1)!
Q
(0)
j (qj)
0!
Q
(nj−2)
j (qj)
(nj−2)!
. . .
...
. . .
Q
(1)
j (qj)
1!
Q
(0)
j (qj)
0!

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and
ΞLj :=
(
ξ˚(j)
)⊤ (
ηnj×nj
)

Q
(0)
j (qj)
0!
Q
(1)
j (qj)
1! . . .
Q
(nj−2)
j (qj)
(nj−2)!
Q
(nj−1)
j (qj)
(nj−1)!
Q
(0)
j (qj)
0!
Q
(nj−2)
j (qj)
(nj−2)!
. . .
...
. . .
Q
(1)
j (qj)
1!
Q
(0)
j (qj)
0!

.
We define a couple of matrices useful in the discussion of transformed Genonimus-Sobolev polynomials.
Definition 26. We introduce the N ×N matrices
Π˚R :=
Πq
 (C1)0...
(C1)N−1
−Πq
 (P1)0...
(P1)N−1
ΞR
(Q[N ]Πq[χ[N ]])−1
Π˚L :=
Πq
 (C2)0...
(C2)N−1
−Πq
 (P2)0...
(P2)N−1
ΞL
(Q[N ]Πq[χ[N ]])−1 ,
Where Πq[f ] is the vector of germs associated to the set q := {qi, ni}.
An interesting characterization of the class of Geronimus-type transformed polynomials can be obtained in terms
of quasi-determinants, as clarified by the following
Proposition 23. Geronimus Sobolev transformed polynomials are expressed ∀k ≥ N in terms of the original
polynomials via the formulae
(Pˇ1R)k = Θ∗
 Πq
(C1)k−N...
(C1)k−1
−Πq
(P1)k−N...
(P1)k−1
ΞR (P1)k−N...
(P1)k−1
Πq[(C1)k]−Πq[(P1)k]ΞR (P1)k(x)
 ,
(Pˇ2R)k(x)
(hˇR)k
= Θ∗

Πq
(C1)k−N...
(C1)k−1
−Πq
(P1)k−N...
(P1)k−1
ΞR 1...
0
,
Q(x)
(
Πq[K[k]2 (x, ·)]−Πq[K [k](x, ·)]ΞR
)
+
(
χ[N ](x)
)⊤
QΠq[χ
[N ]] 0
 ,
(hˇR)k(x) = hk−NΘ∗

Πq
(C1)k−N...
(C1)k−1
−Πq

(P1)k−N
(P1)k+1−N
...
(P1)k−1
ΞR
1
0
...
0
Πq[(C1)k]−Πq[(P1)k]ΞR 0
 ,
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(Pˇ2L)k = Θ∗
 Πq
(C2)k−N...
(C2)k−1
−Πq
(P2)k−N...
(P2)k−1
ΞL (P2)k−N...
(P2)k−1
Πq[(C2)k]−Πq[(P2)k]ΞL (P2)k(x)
 ,
(Pˇ1L)k(x)
(hˇL)k
= Θ∗

Πq
(C2)k−N...
(C2)k−1
−Πq
(P2)k−N...
(P2)k−1
ΞL 1...
0
Q(x)
(
Πq[K[k]1 (·, x)]− Πq[K [k](·, x)]ΞL
)
+
(
χ[N ](x)
)⊤
QΠq[χ
[N ]] 0
 ,
hˇLk(x) = hk−NΘ∗

Πq
(C2)k−N...
(C2)k−1
−Πq

(P2)k−N
(P2)k+1−N
...
(P2)k−1
ΞL
1
0
...
0
Πq[(C2)k]−Πq[(P2)k]ΞL 0
 .
For k < N the following expressions hold
(Pˇ1R)k(x) = Θ∗

Π˚
[k]
R
(P1)0(x)
...
(P1)k−1(x)(
Π˚R
)
k,0
. . .
(
Π˚R
)
k,k−1 (P1)k(x)
 ,
(Pˇ2R)k(x) = Θ∗

(
Π˚⊤R
)[k] 1...
xk−1(
Π˚⊤R
)
k,0
. . .
(
Π˚⊤R
)
k,k−1
xk

(hˇR)k = −Θ∗

Π˚
[k]
R
(
Π˚R
)
0,k
...(
Π˚R
)
k−1,k(
Π˚R
)
k,0
. . .
(
Π˚R
)
k,k−1
(
Π˚R
)
k,k

,
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(Pˇ2L)k(x) = Θ∗

Π˚
[k]
L
(P2)0(x)
...
(P2)k−1(x)(
Π˚L
)
k,0
. . .
(
Π˚L
)
k,k−1
(P2)k(x)
 ,
(Pˇ1L)k(x) = Θ∗

(
Π˚⊤L
)[k] 1...
xk−1(
Π˚⊤L
)
k,0
. . .
(
Π˚⊤L
)
k,k−1 x
k
 ,
(hˇL)k = −Θ∗

Π˚
[k]
L
(
Π˚L
)
0,k
...(
Π˚L
)
k−1,k(
Π˚L
)
k,0
. . .
(
Π˚L
)
k,k−1
(
Π˚L
)
k,k

.
Proof. We shall focus on the case of right transformations. We start looking at the Geronimus transformed second
kind functions
(Cˇ1R)k(y) =
(
(Pˇ1R)k,
1
y − x
)
WˇR
=
∫ (
(Pˇ1R)k (Pˇ1R)
′
k . . .
)
W
[
Q(X⊤)]−1

1
y−x
∂
∂x
(
1
y−x
)
...

+
s∑
j=1
(
(Pˇ1R)
(0)
k (qj)
0!
(Pˇ1R)
(1)
k (qj)
1! . . .
(Pˇ1R)
(nj−1)
k (qj)
(nj−1)!
)

ξ
(j)
0,0 ξ
(j)
0,1 . . . ξ
(j)
0,2 ξ
(j)
0,nj−1
ξ
(j)
1,0 ξ
(j)
1,1 ξ
(j)
1,nj−1
...
. . .
...
ξ
(j)
nj−1,nj−1
. . . ξ
(j)
nj−1,nj−1
 (η)nj×nj

(
1
y−qj
)nj(
1
y−qj
)nj−1
...
1
y−qj
 .
Therefore, multiplying the previous expression by Q(y) and letting y → qj , we obtain the Taylor expansion
Q(y)(Cˇ1R)k(y) =
(
(Pˇ1R)
(0)
k (qj)
0!
(Pˇ1R)
(1)
k (qj)
1! . . .
(Pˇ1R)
(nj−1)
k (qj)
(nj−1)!
)
ΞRj

1
(y − qj)
...
(y − qj)nj−1
+O(y − qj)nj .
The previous reasoning can be repeated for each j. Consequently, collecting all the information in the same matrix
we can write the relation
Πq[Q(Cˇ1R)k] = Πq[(Pˇ1R)k]ΞR .
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By using the connection formula for the second kind functions, and applying Πq to both sides, if we also take into
account the previous relation, we get the equations
ωˇRΠq[C1] = Πq[QCˇ1R]− HˇR
(
Sˇ−12R
)⊤
QΠq[χ(x)] ,
ωˇRΠq[C1] = Πq[Pˇ1R]ΞR − HˇR
(
Sˇ−12R
)⊤
QΠq[χ(x)] .
Rearranging terms and using the connection formula for the polynomials, we arrive at the expression
ωˇR (Πq[C1]−Πq[P1]ΞR) = −HˇR
(
Sˇ−12R
)⊤
QΠq[χ(x)] .
This result can be made more explicit once written in the form
(
(ωˇR)k,k−N . . . (ωˇR)k,k−1 1
)
Πq

(C1)k−N
(C1)k−N+1
...
(C1)k
−Πq

(P1)k−N
(P1)k−N+1
...
(P1)k
ΞR
 = 0, ∀k ≥ N ,
whence, the expression for the first right-family and their norms follows straightforwardly. In order to obtain the
expression for the second right-family, a similar approach can be used, based now on the relations between CD
kernels and their mixed versions. For k < N the expression for both families and norms is a consequence of the
following LU -factorization of the matrix Π˚R
(ωˇR)
[N ]
Πq

(C1)0
(C1)1
...
(C1)N
−Πq

(P1)0
(P1)1
...
(P1)N
ΞR
 = −Hˇ [N ]R ((Sˇ−12R)⊤)[N ]Q[N ]Π[χ[N ](x)] =⇒
Π˚R = −
(
ωˇ−1R
)[N ]
Hˇ
[N ]
R
((
Sˇ−12R
)⊤)[N ]
.
The proof for the case of the left deformation is completely analogous and is left to the reader.

We shall conclude this section with an observation on the recurrence relations for Geronimus-type polynomials
arising from our transformation approach.
Definition 27. Let us define the following matrices
Jˇ1RL :=Sˇ1RQ(Λ)Sˇ
−1
1L Jˇ2LR :=Sˇ2LQ(Λ)Sˇ
−1
2R .
Proposition 24. The matrices Jˇ1RL and Jˇ2LR possess a 2N + 1 diagonal structure and are related to each other
according to the formulae
Jˇ1RLHˇL = HˇRJˇ
⊤
2LR .
These induce a left and right 2N + 1 term recurrence relation involving the Geronimus transformed polynomials:
Jˇ1RLPˇ1L = Q(x)Pˇ1R Jˇ2LRPˇ2R = Q(x)Pˇ2L .
Proof. The proposition is a consequence of the relation
Q(Λ)GˇL = GˇRQ(Λ
⊤)
combined with a LU -factorization of the moment matrices. 
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6.5. Sobolev–linear spectral transformations. After the previous discussion concerning both Christoffel and
Geronimus Sobolev transformations, the successive composition of the last two follows straightforwardly. For this
reason, proofs will be summarized or omitted in case they provide no new insight.
We start with the selection of two (co-prime) polynomials in order to deform an initial W (Ω). Let these be
R(x) :=
∏d
i=1(x− ri)mi of degree
∑d
i=1mi =M , and Q(x) :=
∏s
i=1(x− qi)ni of degree
∑s
i=1 ni = N , where again
we require that {qi} ∩ Ω = ∅ in order to define what we understand for Sobolev linear spectral transformations.
Definition 28. The Sobolev linear spectral deformed measure matrices are defined to be the composition of both a
Geronimus and Christoffel transformation
W˜RL := (̂WˇR)L = R(X )W
[
Q(X⊤)]−1 + s∑
i=1
R(X )ξ(i)δ(x − qi)
W˜LR := (̂WˇL)R = [Q(X )]−1W R(X⊤) +
s∑
i=1
ξ(i)R(X⊤)δ(x− qi)
Therefore transformed and non transformed moment matrices are related according to the formulae
R(Λ)GW = GW˜RLQ(Λ
⊤) Q(Λ)GW = GW˜LRR(Λ
⊤) .
After performing a LU -factorization of the moment matrices we are led to the following expressions.
Definition 29. The resolvents and adjoint resolvents are defined as
(ω˜RL) := (S˜RL1)R(Λ)S
−1
1 (Ω˜RL) := S2Q(Λ)(S˜RL2)
−1
(ω˜LR) := (S˜LR2)R(Λ)S
−1
2 (Ω˜LR) := S1Q(Λ)(S˜LR1)
−1
and are related as follows
(ω˜RL) = (H˜RL)(Ω˜RL)
⊤H−1 (ω˜LR) = (H˜LR)(Ω˜LR)⊤H−1
The last relation induces a N+M+1 diagonal structure for them. For example ω˜ has only non zero terms along
the main diagonal together with N sub-diagonals and M super-diagonals. It also follows that ω˜k,k−N = h˜khk−N and
ω˜k,k+M = 1.
Proposition 25. The Sobolev linear spectral deformed polynomials and the associated second kind functions are
related to the non transformed ones according to the formulae
ω˜RLP1(x) = R(x)P˜1RL(x) ω˜RLC1(x) = Q(x)C˜1RL(x) − H˜RL
(
S˜−12RL
)⊤
Qχ(x)
ω˜LRP2(x) = R(x)P˜2LR(x) ω˜LRC2(x) = Q(x)C˜2LR(x) − H˜LR
(
S˜−11LR
)⊤
Qχ(x)
Let us use the notation
A =
(
A[k] A[k,≥k]
A[≥k,k] A[≥k]
)
in order to state the following
Definition 30. We define the (N +M)× (N +M) matrices
(ΥRL)k :=
 0M×N −
(
h˜RLω˜RL
)[k,≥k]
(
h˜RLω˜RL
)[≥k,k]
0N×M
 , (ΥLR)k :=
 0M×N −
(
h˜LRω˜LR
)[k,≥k]
(
h˜LRω˜LR
)[≥k,k]
0N×M
 .
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Proposition 26. The deformed Christoffel–Darboux kernels are related to the original ones by means of the
formulae
R(y)K˜
[k]
RL(x, y) = Q(x)K
[k](x, y)− ((Pˇ2RL)k−M (x) . . . (Pˇ2RL)k+N−1(x)) (ΥRL)k

(P1)k−N (y)
(P1)k+1−N (y)
...
(P1)k+M−1(y)

R(y)K˜
[k]
LR(y, x) = Q(x)K
[k](y, x)− ((Pˇ1LR)k−M (x) . . . (Pˇ1LR)k+N−1(x)) (ΥLR)k

(P2)k−N (y)
(P2)k+1−N (y)
...
(P2)k+M−1(y)

Similarly, the mixed kernels are related by means of the formulae
Q(y)K˜[k]2RL(x, y) = Q(x)K[k]2 (x, y)−
(
(Pˇ2RL)k−M (x) . . . (Pˇ2RL)k+N−1(x)
)
(ΥRL)k

(C1)k−N (y)
(C1)k+1−N (y)
...
(C1)k+M−1(y)

+
(
χ[N ](x)
)⊤
Qχ[N ](y)
Q(y)K˜[k]1LR(y, x) = Q(x)K[k]1 (y, x)−
(
(Pˇ1LR)k−M (x) . . . (Pˇ1LR)k+N−1(x)
)
(ΥLR)k

(C2)k−N (y)
(C2)k+1−N (y)
...
(C2)k+M−1(y)

+
(
χ[N ](x)
)⊤
Qχ[N ](y)
Since in the linear spectral type transformations two polynomials are involved, the presence of two vectors of germs
is expected. As was done previously, we denote by Πr[f ] the one related to the set r := {ri,mi}di=1 and by Πq[f ]
the one related to q := {qi, ni}si=1.
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Proposition 27. Sobolev linear spectral transformed polynomials are expressed ∀k ≥ N in terms of the original
polynomials via the formulae
(P˜1RL)k(x) =
1
R(x)
Θ∗
 Πr
 (P1)k−N...
(P1)k+M−1
 ,Πq
 (C1)k−N...
(C1)k+M−1
−Πq
 (P1)k−N...
(P1)k+M−1
ΞR (P1)k−N...
(P1)k+M−1
Πr[(P1)k+M ],Πq[(C1)k+M ]−Πq[(P1)k+M ]ΞR (P1)k+M (x)
 ,
(P˜2RL)k(x)
(h˜RL)k
= Θ∗

Πr
 (P1)k−N...
(P1)k+M−1
 ,Πq
 (C1)k−N...
(C1)k+M−1
−Πq
 (P1)k−N...
(P1)k+M−1
ΞR
1
0
...
0
Q(x)Πr[K
[k](x, ·)], Q(x)
(
Πq[K[k]2 (x, ·)] −Πq[K [k](x, ·)]ΞR
)
+
(
χ[N ](x)
)⊤
QΠq[χ
[N ]] 0
 ,
(h˜RL)k(x) = hk−NΘ∗

Πr
 (P1)k−N...
(P1)k+M−1
 ,Πq
 (C1)k−N...
(C1)k+M−1
−Πq
 (P1)k−N...
(P1)k+M−1
ΞR
1
0
...
0
Πr[(P1)k+M ],Πq[(C1)k+M ]−Πq[(P1)k+M ]ΞR 0
 ,
(P˜2LR)k(x) =
1
R(x)
Θ∗
 Πr
 (P2)k−N...
(P2)k+M−1
 ,Πq
 (C2)k−N...
(C2)k+M−1
−Πq
 (P2)k−N...
(P2)k+M−1
ΞL (P2)k−N...
(P2)k+M−1
Πr[(P2)k+M ],Πq[(C2)k+M ]−Πq[(P2)k+M ]ΞL (P2)k+M (x)
 ,
(P˜1LR)k(x)
(h˜LR)k
= Θ∗

Πr
 (P2)k−N...
(P2)k+M−1
 ,Πq
 (C2)k−N...
(C2)k+M−1
−Πq
 (P2)k−N...
(P2)k+M−1
ΞL
1
0
...
0
Q(x)Πr [K
[k](·, x)], Q(x)
(
Πq[K[k]1 (·, x)]−Πq[K [k](·, x)]ΞL
)
+
(
χ[N ](x)
)⊤
QΠq[χ
[N ]] 0
 ,
(h˜LR)k(x) = hk−NΘ∗

Πr
 (P2)k−N...
(P2)k+M−1
 ,Πq
 (C2)k−N...
(C2)k+M−1
−Πq
 (P2)k−N...
(P2)k+M−1
ΞL
1
0
...
0
Πr[(P2)k+M ],Πq[(C2)k+M ]−Πq[(P2)k+M ]ΞL 0
 .
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For k < N the following expressions hold
(P˜1RL)k(x) =
1
R(x)
Θ∗

Π˚
[k]
RL
(P1)0(x)
...
(P1)k+N−1(x)(
Π˚RL
)
k,0
. . .
(
Π˚RL
)
k,k−1 (P1)k+N (x)
 ,
(P˜2RL)k(x) = Θ∗

(
Π˚⊤RL
)[k] 1x
...
xk−1(
Π˚⊤RL
)
k,0
. . .
(
Π˚⊤RL
)
k,k−1
xk
 ,
(h˜RL)k = −Θ∗

Π˚
[k]
RL
(
Π˚RL
)
0,k
...(
Π˚RL
)
k−1,k(
Π˚RL
)
k,0
. . .
(
Π˚RL
)
k,k−1
(
Π˚RL
)
k,k

,
and
(P˜2LR)k(x) =
1
R(x)
Θ∗

Π˚
[k]
LR
(P2)0(x)
...
(P2)k+N−1(x)(
Π˚LR
)
k,0
. . .
(
Π˚LR
)
k,k−1
(P2)k+N (x)
 ,
(P˜1LR)k(x) = Θ∗

(
Π˚⊤LR
)[k] 1x
...
xk−1(
Π˚⊤LR
)
k,0
. . .
(
Π˚⊤LR
)
k,k−1
xk
 ,
(h˜LR)k = −Θ∗

Π˚
[k]
LR
(
Π˚LR
)
0,k
...(
Π˚LR
)
k−1,k(
Π˚LR
)
k,0
. . .
(
Π˚LR
)
k,k−1
(
Π˚LR
)
k,k

,
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where the (N +M)× (N +M) matrices Π˚ are defined by
Π˚RL :=
Πr
 (P1)0...
(P1)N+M−1
 ,
Πq
 (C1)0...
(C1)N−1
−Πq
 (P1)0...
(P1)N−1
ΞR
(Q[N ]Πq[χ[N ]])−1
 ,
Π˚LR :=
Πr
 (P2)0...
(P2)N+M−1
 ,
Πq
 (C2)0...
(C2)N−1
−Πq
 (P2)0...
(P2)N−1
ΞL
(Q[N ]Πq[χ[N ]])−1
 .
7. Deformations arising from the action of linear differential operators
In this Sobolev context, where derivatives are ubiquitous, the polynomial deformation theory seems to be missing
something. For that reason, in this section we will now discuss a different, more general class of deformations,
obtained when a differential operator acts on one of the entries of the bilinear form. Although a general theory like
the one for Darboux–Sobolev deformations is not available yet, some steps and results in that direction, together
with some easy examples, can be proposed. To address this question, let us start with the derivative operator. We
have
DGW = DD
(∫
Ω
χ(x)W χ(x)⊤
)
D⊤ =D

0 0 0 0 . . .
I 0 0 0 . . .
0 I 0 0 . . .
0 0 I 0 . . .
0 0 0 I
. . .
...
...
...
...

(∫
Ω
χ(x)W χ(x)⊤
)
D⊤ =
D

∫
Ω
χ(x)

0 0 0 0 . . .
1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1
. . .
...
...
...
...

W χ(x)⊤

D⊤ .
Consequently, we can obtain immediately the following result.
Theorem 4. The relations
(f ′, h;W ) = (f, h; Λ⊤W ) DGW = GΛ⊤W
(f, h′;W ) = (f, h;W Λ) GW D⊤ = GW Λ
hold.
By linearity, we deduce that given any linear differential operator L :=
∑∞
n,r=0 an,rx
n dr
dxr , acting on one of
the entries of our inner product, we can translate its action into a matrix multiplying the initial moment matrix
L :=
∑∞
n,r=0 an,rD
rΛn or into a matrix multiplying the initial measure matrix L =∑∞n,r=0 an,r(Λ⊤)rXn.
The interplay among the three different actions L, L,L is clarified in the next
Proposition 28. We have
(L1[f ],L2[h];W ) = (f, h : L1W L⊤2 ), L1GW (L2)⊤ = GL1W (L2)⊤ .
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This is a direct generalization of Proposition 15. Provided both GW and GL1W (L2)⊤ are LU -factorizable, this
proposition could allow us, in some particular cases, to relate the SBPS associated to each of the two moment
matrices.
A couple of interesting, nontrivial problems arise from the last discussion.
• Determine a pair (L1,L2) of linear differential operators with associated (L1,L2) such that L1W ∼ W L⊤2
(and therefore L1GW = GW L
⊤
2 ).
• Determine a pair of operators (L1,L2) with associated (L1,L2) such that L1W1L⊤2 ∼ W2 and W1,W2 have
some “suitable” properties.
An answer to the first problem would ensure that the associated SBPS possess many interesting properties. For
instance, the special case where the usual three term recurrence relation holds is just a particular answer to this
question for L1 = L2 = x. Another example of this kind was given in proposition 14 with the operator F.
We will devote the next section to a partial answer to the second problem.
7.1. Orthogonal polynomials with respect to differential operators. For the second problem some simple
cases can be tackled. The idea behind it is to start with a simple measure matrix W1 and deform it by means of
differential operators into a new one W2 ∼ L1W1(L2)⊤ so that we can establish explicit relations between GW1 and
GW2 . If both moment matrices are LU -factorizable, they may lead to relations between their associated SBPS. For
example, one can start with the standard (non Sobolev) matrix W1 = E00ω. This case deserves special attention
since it connects usual moment matrices with certain Sobolev moment matrices in a direct way. This entails the
possibility to relate the associated OPS and SBPS as well. This section is intimately related to the notion of
orthogonality with respect to a differential operator (OPDO) [2]. Here we start from the standard orthogonality, in
order to obtain connections between standard and Sobolev polynomials. A similar approach could be used in the
more general case of a diagonal matrix W . In that case, we would be able to relate Sobolev orthogonal polynomials
associated to different measure matrices.
Proposition 29. Given two linear differential operators Lα :=
∑
k pα,k(x)
dk
dxk
, α = 1, 2, with pα,k(x) polynomials
of any degree for all k, the following relation between the standard inner product involving these differential operators
and a Sobolev bilinear function exists
〈L1[f ],L2[h]〉µ =
(
f, h;WL1,2
)
.
The relation between the associated Sobolev moment matrix and the standard one reads
L1gµ(L2)
⊤ = GWL1,2 ,
and the measure matrix is
WL1,2 =

p1,0p2,0 p1,0p2,1 p1,0p2,2 . . .
p1,1p2,0 p1,1p2,1 p1,1p2,2 . . .
p1,2p2,0 p1,2p2,1 p1,2p2,2 . . .
...
...
...
dµ(x) .
Proof. Since gµ is the usual moment matrix associated to the measure dµ(x) we have
〈L2[f ],L1[h]〉µ =
(
f, h; [L1E0,0(L2)⊤dµ]
)
L1g(L2)
⊤ = G[L1E0,0(L2E0,0)⊤dµ] .
Note that the shape of [L1E0,0(L2E0,0)⊤dµ] is particularly simple: it is quite straightforward to see that
[L1E0,0(L2E0,0)⊤dµ] =

p1,0(x)
p1,1(x)
p1,2(x)
...
 · (p2,0(x) p2,1(x) p2,2(x) . . .) dµ(x) =

p1,0p2,0 p1,0p2,1 p1,0p2,2 . . .
p1,1p2,0 p1,1p2,1 p1,1p2,2 . . .
p1,2p2,0 p1,2p2,1 p1,2p2,2 . . .
...
...
...
dµ(x) .
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
Definition 31. Given two families of linear differential operators S = {{Lk}, {Uk}}Nk=0 with
Lk =
dk
dxk
+
∑
j=k+1
ljk(x)
dj
dxj
, Uk =
dk
dxk
+
∑
j=k+1
ukj(x)
dj
dxj
and a set of measures {dµk(x)}Nk=0, we shall call the function
(f, h)S :=
N∑
k=0
〈Lk[f ],Uk[h]〉µk
the generalized diagonal Sobolev bilinear function.
Shall we had ljk(x) = 0 = ukj(x) ∀k, j the generalized diagonal Sobolev bilinear function would be indeed the
usual diagonal Sobolev bilinear function.
Proposition 30. Given a (N +1)×(N +1) measure matrix satisfying detW [k](x) 6= 0 ∀x ∈ Ω and k = 0, 1 . . . ,N ,
then the Sobolev bilinear function (f, h;W ) is equivalent to a generalized diagonal Sobolev bilinear function (f, h)S.
The pair S = {{Lk}, {Uk}}Nk=0 with
Lk =
dk
dxk
+
∑
j=k+1
ljk(x)
dj
dxj
Uk =
dk
dxk
+
∑
j=k+1
ukj(x)
dj
dxj
is determined by the LU factorization of W by means of the relations
W (x) =

1
l10(x) 1
l20(x) l21(x) 1
...
...
. . .
lN0(x) lN1(x) 1


dµ0(x)
dµ1(x)
. . .
. . .
dµN (x)

·
·

1 u01(x) u02(x) . . . u0N (x)
1 u12(x) . . . u1N (x)
1
. . .
uN−1N (x)
1

In addition, if each dµk(x) is positive definite and lj,k(x), uk,j(x) are polynomials satisfying the relations
j − deg[uk,j(x)] > k and j − deg[lj,k(x)] > k,
then GW is LU -factorizable and therefore has an associated SBPS.
Proof. The first part of the proposition is an easy generalization of Proposition 29, since the LU factorization of
W can be understood as follows
W =
[L0E0,0(U0E0,0)⊤ω0]+ [L1E0,0(U1E0,0)⊤ω1]+ · · ·+ [LNE0,0(UNE0,0)⊤ωN ] .
Therefore, we have that (f, h;W ) =
∑N
k=0〈Lk[f ],Uk[h]〉µk or equivalently GW =
∑N
k=0 Lkgµk(Uk)
⊤. This expres-
sion, together with the fact that the condition on the degrees of uk,j(x) and lk,j(x) is equivalent to requiring that
GENERALIZED SOBOLEV ORTHOGONAL POLYNOMIALS, MATRIX MOMENT PROBLEMS AND INTEGRABLE SYSTEMS 47
Lk and Uk have the shape of D
k + diagonals beneath this one (also equivalent to χ[k] ∈ kerUk, χ[k] ∈ kerLk),
make the reasoning of the positive definiteness of GW exactly the same as the one we used for the positive definite
diagonal case. 
7.2. Examples where SBPS and OPS can be related in terms of differential operators. Let us show in
more detail some examples where the relation between OPS and SBPS can be explicitly constructed. Assume that
Lα satisfy the two conditions
• deg[pα,k ≤ k], ∀k. This implies that Lα ∈ L .
• both Lα are invertible operators.
For these cases the LU factorization of L1g(L2)
⊤ is trivial. If g = S−1h
(
S−1
)⊤
it is easy to see that
L1g(L2)
⊤ = [S(L1)−1]−1h
(
[S(L2)
−1]−1
)⊤
.
This means that we can write the SBPS from the OPS. Indeed,
P1(x) = SL
−1
1 χ(x), P2(x) = S(L2)
−1χ(x) .
Let us discuss a couple of examples of this kind.
(1) Consider a W of the form
W (x) :=

1 −1 0 0 . . .
−1 1 0 0 . . .
0 0 0 0 . . .
0 0 0 0 . . .
...
...
...
...
. . .
dµ(x) .
This measure matrix comes from the operator Lα = 1 − ddx , which of course satisfies the two conditions
above. The related moment matrix reads
GW = (I−D)g(I−D)⊤ where(I−D)−1 =
∞∑
n=0
Dn .
Thus,
GW =
[
S(I−D)−1]−1H ([S(I−D)−1]−1)⊤ .
We conclude that the SOPS associated with GW is related to the OPS associated to ω as follows
P (x) = S(I−D)−1χ(x) = S(
∞∑
n=0
Dn)χ(x) =

1 0 0 0 . . .
S1,0 1 0 0 . . .
S2,0 S2,1 1 0 . . .
S3,0 S3,1 S3,2 1 . . .
...
...
...
...
. . .


1
x+ 1
x2 + 2x+ 2
x3 + 3x2 + 6x+ 6
...
 .
(2) We start with a W of the form
W (x) :=

1 1 1 1 . . .
1 1 1 1 . . .
1 1 1 1 . . .
1 1 1 1 . . .
...
...
...
...
. . .
 dµ(x) .
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It is not hard to see that the two previous conditions are fulfilled. This allows us to write explicitly
GW =
∞∑
k=0
DkS−1H(S−1)⊤(
∞∑
k=0
Dk)⊤ = [S(I−D)]−1H [[S(I−D)]−1]⊤ .
Thus, the associated OPS is nothing but
P (x) = S(I−D)χ(x) =

1 0 0 0 . . .
S1,0 1 0 0 . . .
S2,0 S2,1 1 0 . . .
S3,0 S3,1 S3,2 1 . . .
...
...
...
...
. . .


1
x− 1
x2 − 2x
x3 − 3x2
...
 .
(3) Now we shall consider a matrix measure of the kind
W (x) :=

a0
0!0!
a1
0!1!
a2
0!2!
a3
0!3! . . .
a1
1!0!
a2
1!1!
a3
1!2!
a4
1!3! . . .
a2
2!0!
a3
2!1!
a4
2!2!
a5
2!3! . . .
a3
3!0!
a4
3!1!
a5
3!2!
a6
3!3! . . .
...
...
...
...
. . .
dµ(x) .
Remarkably, W (x) ∈ Wx. Its expression corresponds to the one in eq. (21) by choosing dµk = a
kdµ
k! . The
previous theory allows us to write
GW =
∞∑
k=0
akDk
k!
g
( ∞∑
r=0
arDr
r!
)⊤
= exp{aD}g exp{aD⊤} = [S exp{−aD}]−1H [[S exp{−aD}]−1]⊤ .
This expression implies that the associated SOPS is nothing but the usual one OPS associated with ω but
with an shift by a in the independent variable, i.e.
P = S exp{−aD}χ(x) = Sχ(y), y = (x − a) .
Let us mention here that when a = 1, this example establishes a connection between “Hankel transforms”
(as defined in [16]) and Sobolev Polynomials to light. One can show that the matrices that act to the left and
right of the initial sequence (the initial moment matrix g) are
(
Dk
k!
)
l,j
=
(
l
j
)
. In other words, we recover the
so called “Binomial transform” of the initial sequence, under which the Hankel transform remains invariant.
Appendix A. A relation with integrable hierarchies of Toda type
The purpose of this final section is to clarify the connection of the present theory of Sobolev bi-orthogonal
polynomials with the theory of integrable systems.
As usual in this context, one can start from a suitable deformation of the moment matrix with certain appropriate
matrices. These matrices involve the exponential of a linear combination of two set of times and the powers of the
matrices Λ. Inspired by this approach, we shall generalize to our framework some well-known results.
To this aim, let us introduce two different sets of real deformation parameters ta = {ta,0 = 0, ta,1, ta,2, . . . } for
a = 1, 2, which will allow us to deform the moment matrix according to the following prescription.
Definition 32. We define the time-deformed moment matrix
GW (t) =W1,0(t1)GW [W2,0(t2)]
−1(22)
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where the deformation matrices W1,0(t1) and W1,0(t2) are given by
W1,0(t1) = exp
 ∞∑
j=0
t1,jΛ
j
 W2,0(t2) = exp
 ∞∑
j=0
t2,j
(
Λ⊤
)j
As the following result shows, the reason for this deformation of the moment matrix is that it can be directly
translated into a deformation of the corresponding measure matrix.
Theorem 5. The deformed moment matrix GW (t) can be written as the moment matrix associated to a time
dependent measure matrix, this is
GW (t) = GW (t)
where the new time dependent measure matrix is given by the following expression
W (t) := [W1,0(t1, x)]W [W2,0(t2, x)]
−1
=
exp
 ∞∑
j=0
t1,jX j
W
exp
− ∞∑
j=0
t2,j
(X⊤)j
 .
It is worth pointing out that W1,0(t1, x) is upper triangular while W2,0(t2, x) is lower triangular. As an example
exp(tX ) =

(
0
0
)
t0
(
1
0
)
t1
(
2
0
)
t2
(
3
0
)
t3 . . .(
1
1
)
t1−1
(
2
1
)
t2−1
(
3
1
)
t3−1 . . .(
2
2
)
t2−2
(
3
2
)
t3−2 . . .(
3
3
)
t3−3 . . .
. . .

exp(tx) .
Once the moment matrix is deformed, in case we can still LU -factorize it we can write
GW (t) = S1(t) (S2(t))
−1
,(23)
which leads to the time dependent Sobolev orthogonal polynomial sequences. This factorization also is the key for
the following
Definition 33. The wave semi-infinite matrices are
W1(t) := S1(t)W1,0(t1) W2(t) := S2(t)W2,0(t2) .
These are indeed related to the initial moment matrix.
Proposition 31. The following relation hold
GW = (W1(t))
−1
W2(t)
Proof. From eqs. (22) and (23) we can see that
GW = (W1,0(t1))
−1
(S1(t))
−1
S2(t)W2,0(t2) = (W1(t))
−1
W2(t) .(24)

We shall introduce two operators that will be relevant hereon.
Definition 34. The Lax operators associated with our moment matrix are
L1 := S1ΛS
−1
1 L2 := S2Λ
⊤S−12 .
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It is important to remark here that in contrast with what happens in the standard theory of deformation of
moment matrices, where L1 = L2 (because both coincide with the tri-diagonal Jacobi matrix responsible for the
usual three term recurrence relation), this is no longer the case in the Sobolev context. Indeed, ΛGW 6= GW Λ⊤.
Thus L1 6= L2 and we can only infer that L1 is a lower triangular matrix with an extra diagonal over the main one,
while L2 is an upper triangular matrix with an extra diagonal beneath the main one.
Proposition 32. For a = 1, 2 we have the following differential equations for the wave semi infinite matrices
∂Wa
∂t1,j
W−1a = (L
j
1)+
∂Wa
∂t2,j
W−1a = (L
j
2)− .
Here (A)− is the projection of the matrix A onto the space of strictly lower triangular matrices while (A)+ is
its projection onto the space of upper triangular matrices.
Proof. Deriving eq. (24), on one hand we can obtain that
∂W1
∂ta,j
W−11 =
∂W2
∂ta,j
W−12 a = 1, 2; j = 1, 2, 3, . . . .
On the other hand,
∂S1
∂t1,j
S−11 + S1Λ
jS−11 =
∂S2
∂t1,j
S−12
∂S2
∂t2,j
S−12 + S2
(
Λ⊤
)j
S−12 =
∂S1
∂t2,j
S−11 .
Decomposing them in their upper and strictly lower projections leads to the result of the proposition. 
The results of these proof can also be used to prove the next interesting result.
Proposition 33. The following Lax equations hold
∂Lja
∂tb,r
=
[
(Ljb)(−1)b+1 , L
j
a
]
or explicitly
∂Lj1
∂t1,r
=
[
(Lj1)+, L
j
1
] ∂Lj1
∂t2,r
=
[
(Lj2)−, L
j
1
]
∂Lj2
∂t1,r
=
[
(Lj1)+, L
j
2
] ∂Lj2
∂t2,r
=
[
(Lj2)−, L
j
2
]
The compatibility equations of these give rise to the classical Zakharov–Shabat equations.
Proposition 34. Wave functions evaluated at different times t and t′ satisfy the relation
W1(t)W1(t
′)−1 =W2(t)W2(t′)−1.
Proof. From Proposition 31 we derive the equality
(W1(t))
−1W2(t) = G = (W1(t′))−1W2(t′) ,
from which the result follows immediately. 
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