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Stabilization of LTV systems over uncertain
channels
Amit Diwadkar Umesh Vaidya
Abstract
In this paper, we study the problem of control of discrete-time linear time varying systems over uncertain channels.
The uncertainty in the channels is modeled as a stochastic random variable. We use exponential mean square stability
of the closed-loop system as a stability criterion. We show that fundamental limitations arise for the mean square
exponential stabilization for the closed-loop system expressed in terms of statistics of channel uncertainty and the
positive Lyapunov exponent of the open-loop uncontrolled system. Our results generalize the existing results known
in the case of linear time invariant systems, where Lyapunov exponents are shown to emerge as the generalization
of eigenvalues from linear time invariant systems to linear time varying systems. Simulation results are presented to
verify the main results of this paper.
Index Terms
LTV systems, uncertainty, fundamental limitation, fading channel, optimal control
I. INTRODUCTION
There has been increased research activity in the area of network controlled systems [1]. One of the important
problems addressed in the area of network controlled systems is that of characterizing the performance limitations on
control and estimation caused by unreliable communication channels. In this paper, we continue this line of research
to prove limitations results for the stabilization of linear time varying (LTV) systems with uncertain communication
channels between the plant and the controller.
There is a long list of literature on control of a system over unreliable communication channels. The problem
has been looked at in the context of uncertainty threshold principle in [2], [3]. The notion of anytime capacity
was introduced to study the limitations introduced in control of a system over unreliable communication links [4].
Information theoretic results on communication constraints, due to packet loss, have been addressed in [5], [6], [7].
In [8], [9], the problem of optimal control of linear time invariant (LTI) systems over packet-drop links is studied.
The combined problem of estimation and control over unreliable links using two different protocols, User Datagram
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Protocol(UDP) and Transmission Control Protocol(TCP), is studied with LTI plant dynamics in [10], [11]. Robust
control framework is used in the analysis and synthesis of controllers for Multi Input Multi Output (LTI) systems
over unreliable channels in [12]. In [13] the authors consider packet loss between sensor and controller, and pose
the control design problem as an H∞ optimization problem. Similarly, Markov jump linear systems results are also
used in [14], [15] to study the network problem over packet-drop links. The problem of characterizing limitations
for stabilization and observation of nonlinear systems over erasure channels is also studied and appeared in [16],
[17], [18]
In this paper, we study the problem of feedback control of an LTV plant in the presence of uncertainty in
communication link connecting the plant and controller. The uncertainty in the communication channels is modeled
as a stochastic random variable γ with mean µ and variance σ2 (refer to Figure 1). The main results of this paper
prove that fundamental limitations arise for mean square stabilization of LTV systems over uncertain channels.
The limitations are expressed in terms of variance of the uncertainy σ2, the mean of the uncertainty µ , and the
instability of the open-loop plant dynamics. The instability of the open-loop LTV plant dynamics is captured using
positive Lyapunov exponents. Roughly speaking, Lyapunov exponents can be thought of as the generalization of
eigenvalues from LTI systems to LTV systems, and are used to characterize exponential stability/instability of LTV
systems. With this analogy, it is interesting to compare the results obtained in this paper with the existing results
on the control of LTI systems over uncertain channels [11], [10], [12], [19]. The conditions obtained in [11], [10],
[12], [19] are derived for the stability criterion of bounded mean square stability. We employ a stronger notion
of stability given by exponential mean square stability, that characterizes exponential decay in the mean square
sense. In particular, under appropriate assumptions, we prove that for a system with N inputs (where N is the
dimension of the state space), limitation is a function of only the maximum Lyapunov exponent; whereas, in the
single input case, all positive Lyapunov exponents play a role to determine the limitations for control. We provide
some discussion on the differences between the results obtained for the N inputs and single input case in Section
III, Remark 17. The results obtained in this paper are consistent with the existing results for LTI systems, where
Lyapunov exponents emerge as a natural generalization of eigenvalues from LTI to LTV systems. There are two
main contributions of the paper. First, we developed a framework employing tools from ergodic theory of dynamical
systems and control theory to study the problem in network controlled systems with LTV dynamics. Second, we
provided computable analytical conditions for the stability of feedback controlled LTV systems with uncertainty in
the actuation channels. Connection between system entropy and Lyapunov exponents [20], [16] can also be used
to provide alternate information-theoretic interpretation of our limitation results.
The organization of this paper is as follows. In section II, we provide some preliminaries and state the main
assumptions on the system dynamics. The main results of this paper are proven in section III. Simulation results
are presented in section IV, followed by conclusions in section V.
II. PRELIMINARIES
We consider the problem of control of multi-state multi-input LTV systems with a stochastic memoryless
multiplicative uncertainty between the plant and the controller (refer to Fig. 1a). The LTV system with multiplicative
uncertainty channel is described by the following equation:
x(t+1) = A(t)x(t)+ γ(t)B(t)u(t), (1)
where x(t) ∈ RN is the state, u(t) ∈ RM is input with M ≤ N, and t ≥ 0. The channel uncertainty, between the
plant and the controller, is modeled using the random variable γ(t) and is assumed to satisfy following statistics,
E[γ(t)] = µ and E[(γ(t)− µ)2] = σ2. By defining a new random variable, ∆(t) := γ(t)− µ , the feedback control
system in Fig. 1a can be redrawn as shown in Fig. 1b. The random variable ∆(t) now satisfies
E [∆] = 0, E
[
∆2
]
= σ2, (2)
The feedback control system inside the dotted line in Fig. 1b now represents a nominal system with mean
connectivity µ , interacting with zero mean ∆ uncertainty with variance σ2. The system Eq. (1) can be written
as:
LTV
System
Stabilizing
Controller
γ
u˜
u x
(a)
System
Stabilizing
Controllerz
w
u
u˜
x
Δ µ
LTV
(b)
Fig. 1: (a) A schematic of LTV system with multiplicative uncertainty in actuation, (b) A schematic of nominal LTV system
interconnected with zero mean random variable.
x(t+1) = A(t)x(t)+µB(t)u(t)+∆(t)B(t)u(t). (3)
Writing the feedback control system with multiplicative channel uncertainty, γ , as the interconnection of nominal
system with mean connectivity, µ , and zero mean random variable, ∆, closely follows [12].
Remark 1: The block diagram in Fig. 1b, where a nominal system (inside the dotted box) is interconnected with
zero mean random variable ∆ allows us to interpret the main results of this paper along the lines of the results
known in the robust control literature for LTI systems [21], [12] (refer to Remark 15).
We make the following assumptions about the system dynamics.
Assumption 2: We assume the system matrix, A(t), is uniformly bounded above and below, and that B′(t)B(t)
is uniformly bounded from below. Furthermore, we assume the pair, (A(t),B(t)), is uniformly controllable. The
definition of uniform controllability is from [22] and is given as follows.
Definition 3 (Uniformly controllable): The sequence of pairs, (A(t),B(t)), is said to be uniformly controllable,
if there exists an integer k ≥ 1 and positive constants α0, α1, β0 and β1, such that
W (t0, t0+ k)> 0 (4)
α0I ≤W−1(t0, t0+ k)≤ α1I (5)
β0I ≤Φ′(t0+ k, t0)W−1(t0, t0+ k)Φ(t0+ k, t0)≤ β1I, (6)
∀t0, where W (t0, t1) is a symmetric nonnegative matrix.
W (t0, t1) =
t1−1
∑
t=t0
Φ(t1, t+1)B(t)B′(t)Φ′(t1, t+1) (7)
and Φ(t, t0) =∏tk=t0 A(k) is the transition matrix.
We now provide the following definition of exponential stable and exponentially antistable dynamics for the LTV
system. The following two definitions closely follow [20].
Definition 4 (Exponential stable and antistable [20]): Consider the uncontrolled system in (3) given by x(t +
1) = A(t)x(t). Let k, l be positive integers. We say that {A(t)}t≥0 is
1) Uniformly exponentially stable, if there exist positive constants Ks and βs < 1, such that
∥∥∥∏k+l−1t=k A(t)∥∥∥<Ksβ ls .
2) Uniformly exponentially antistable, if there exist positive constants Ku and βu > 1, such that µ
(
∏k+l−1t=k A(t)
)
>
Kuβ lu, where for any N×N matrix M, µ(M) := in f{‖Mx‖ : ‖x‖= 1}.
For limitation results involving LTI systems, it is known that the fundamental limitations for stabilization using
state feedback controller arise only due to antistable parts of the system [12], [23]. A first step towards proving such
results for the LTI system is to perform a change of coordinates that allows one to decompose the system matrix into
stable and antistable components. We expect similar conclusions to hold true for the limitations results involving
LTV systems. In fact, using results from [24], [20], it can be shown that the LTV system admits decomposition into
stable and antistable components under the assumption that system matrices {A(t)} satisfy exponential dichotomy
property, defined as follows.
Definition 5 (Exponential Dichotomy [20]): Let {A(t)} be a sequence of N ×N matrices and let P(t) be a
bounded sequence of projections in RN , such that the rank of P(t) is constant. The sequence {P(t)} is a dichotomy
for {A(t)} if the commutativity condition, A(t)P(t) = P(t + 1)A(t), is satisfied for all t, and there exists positive
constants Ld and βd > 1, such that ∥∥∥∥∥
(
k+l−1
∏
t=k
A(t)
)
P(k)x
∥∥∥∥∥> Ldβ ld∥∥∥P(k)x∥∥∥∥∥∥∥∥
(
k+l−1
∏
t=k
A(t)
)
(I−P(k))x
∥∥∥∥∥< 1Ldβ ld
∥∥∥(I−P(k))x∥∥∥
for any x ∈ RN .
Under the assumption of exponential dichotomy (Definition 5), it can be proven ([20], [24]) there exists a
bounded sequence of matrices {T (t)} with bounded inverses, such that the system matrices pair, (A(t),B(t)), can
be transformed into stable and antistable components, i.e.,[
T (t+1)A(t)T (t)−1 T (t+1)B(t)
]
=
 Au(t) 0 Bu(t)
0 As(t) Bs(t)
 , (8)
where As(t) is exponentially stable and Au(t) is exponentially antistable (Definition 4). We now make the following
assumption on system dynamics.
Assumption 6 (Stable and antistable): We assume the system matrices, {A(t)}, possesses an exponential di-
chotomy. Hence, there exists a change of coordinates, {T (t)}, such that the system may be transformed into a
block diagonal form with stable and antistable components. Henceforth, with no loss of generality, we assume that
system pair, (A(t),B(t)), is already decomposed into exponentially stable and exponentially antistable components
i.e., [
A(t) B(t)
]
=
 Au(t) 0 Bu(t)
0 As(t) Bs(t)
 . (9)
Our objective is to design a linear state feedback controller, u(t) = K(t)x(t), so that the feedback control system
(10) is mean square exponentially stable (Definition 7).
x(t+1) = (A(t)+µB(t)K(t)+∆(t)B(t)K(t))x(t) :=A (t,∆(t))x(t). (10)
Definition 7 (Mean Square Exponential Stability): The system (10) is said to be mean square exponentially
stable, if there exists positive constants K < ∞ and β < 1, such that
E∆t0
[‖ x(t+1) ‖2]≤ Kβ t ‖ x(0) ‖2,
for all x(0) ∈ RN , where E∆t0 [·] is the expectation over the sequence {∆(k)}
t
k=0.
It is well known, that the stability information for an LTV system cannot be obtained from the eigenvalues of the
time varying matrix computed at each fixed time, t [25]. However, stability information for the LTV system can be
obtained using Lyapunov exponents. The Multiplicative Ergodic Theorem (MET) provides technical conditions for
the existence of Lyapunov exponents ([26] Proposition 1.3). Before we proceed with the definition of Lyapunov
exponents, we provide a definition for the exterior powers of the matrices [27] (Chap. 3, Lemma 3.2.6).
Definition 8: Let ’∧’ denote the usual outer product between two quantities and V be a real n-dimensional vector
space. Let ∧qV denote alternating k-linear forms. Suppose M : V →V is a linear operator. Then, for u1, . . . ,uq ∈V ,
the linear extension of
M∧q(u1∧·· ·∧uq) = Mu1∧·· ·∧Muq
defines a linear operator, M∧q : ∧q V →∧qV .
Definition 9 (Lyapunov exponents [26] Proposition 1.3): Let {L(t)}t>0 be a sequence of real m×m, matrices
such that
lim
t→∞sup
1
t
log ‖ L(t) ‖≤ 0.
Define L (t) := L(t)L(t−1) . . .L(1). Furthermore, suppose the following limits exist
lim
t→∞
1
t
log ‖L (t)∧q ‖ . (11)
Then, the limit
Λ= lim
t→∞(L (t)
′L (t))
1
2t (12)
exists. Let λ iexp for i = 1, . . . ,N be the eigenvalues of Λ, such that λ 1exp ≥ λ 2exp ≥ ·· · ≥ λNexp. Then, the Lyapunov
exponents, Λiexp for i = 1, . . . ,m, for the system x(t +1) = L(t)x(t) are defined as Λiexp = logλ iexp. Furthermore, if
det(Λ) 6= 0, then
lim
t→∞
1
t
log |det(L (t))|= log
N
∏
k=1
λ kexp(x). (13)
Remark 10: The Lyapunov exponents can be used for the stability analysis of the LTV system. In particular, if
the maximum Lyapunov exponent of the system x(t +1) = L(t)x(t) is negative, i.e., Λ1exp < 0, then the system is
exponentially stable [27].
Assumption 11: We assume the Lyapunov exponents for the uncontrolled system x(t + 1) = A(t)x(t) are well
defined, and there are 0 < N1 ≤ N positive Lyapunov exponents, and N2 := N−N1 negative Lyapunov exponents.
III. MAIN RESULTS
In this section, we prove the main results of this paper for the limitation on control over uncertain channels
in actuation. We use mean square exponential stability of the closed-loop systems as the stability metric. Our
first theorem provides a Lyapunov function-based necessary condition for the mean square exponential stability of
uncertain feedback control system (10).
Theorem 12: The feedback control system (10) is mean square exponentially stable only if there exists a sequence
of positive definite matrices {P(t)}t≥0 and positive constants α1 and α2, such that the following conditions are
satisfied.
E∆(t)
[
A ′(t,∆(t))P(t+1)A (t,∆(t))
]
< P(t), α1I < P(t)< α2I, (14)
for all t ≥ 0, and A (t,∆(t)) := A(t)+(µ+∆)B(t)K(t) from Eq. (10).
Proof: Consider the following construction of P(t),
P(t) =
∞
∑
n=t
E∆nt
[(
n
∏
k=t
A (k,∆(k))
)′( n
∏
k=t
A (k,∆(k))
)]
,
where E∆n1 [·] means expectation has been taken over ∆(t) for t = 1, . . . ,n. Since the closed-loop system, x(t+1) =
A (t,∆(t)), is assumed mean square exponentially stable, the construction for P(t) is well defined. We can also
write the above equation as
E∆(t)
[
A ′(t,∆(t))A (t,∆(t))+A ′(t,∆(t))P(t+1)A (t,∆(t))
]
= P(t).
The equation for P(t) can be rewritten as follows:
E∆(t)
[
A ′(t,∆(t))P(t+1)A (t,∆(t))
]−P(t) =−E∆(t) [A ′(t,∆(t))A (t,∆(t))] .
SinceA (t,∆(t)) is invertible for ∆(t)= 0 and is continuous with respect to ∆, it follows that E∆(t) [A ′(t,∆(t))A (t,∆(t))]>
0. Hence, we obtain
E∆(t)
[
A ′(t,∆(t))P(t+1)A (t,∆(t))
]
< P(t).
We now need to show P(t) is bounded. The system is assumed mean square exponentially stable as given in
Definition 7. There exists β < 1 and K < ∞, such that
E∆t0
[‖ x(t+1) ‖2]= E∆t0
[∥∥∥∥ t∏
k=0
A (k,∆(k))x(0)
∥∥∥∥2
]
≤ Kβ t ‖ x(0) ‖2 .
Hence, we have ‖ P(t) ‖≤K∑∞k=0β k = K1−β . Since matrix A (t,∆(t)) is bounded below in some Lebesgue neighbor-
hood of ∆(t) = 0 for all t ≥ 0, we have some constant α1 > 0, such that α1I ≤ E∆(t) [A ′(t,∆(t))A (t,∆(t))] ∀t ≥ 0
which gives
P(t)≥ E∆(t)[A ′(t,∆(t))A (t,∆(t))]≥ α1I.
Setting α2 = K1−β , we get α1I ≤ P(t)≤ α2I.
We have the following Lemma providing necessary conditions for the mean square exponential stability of (10)
in terms of the solution of the Riccati equation.
Lemma 13: The necessary condition for mean square exponentially stability of system (10) derived in Theorem
12 is equivalent to
P0(t)> A′(t)P0(t+1)A(t)− µ
2
µ2+σ2
A′(t)P0(t+1)B(t)
(
B′(t)P0(t+1)B(t)
)−1 B′(t)P0(t+1)A(t), (15)
where µ is the mean connectivity, σ2 is the variance of the zero mean uncertainty. {P0(t)}t≥0 is the sequence of
positive definite symmetric matrices that satisfies the following Riccati equation [22].
P0(t) = A′(t)P0(t+1)A(t)−A′(t)P0(t+1)B(t)
(
IM +B′(t)P0(t+1)B(t)
)−1 B′(t)P0(t+1)A(t)+R(t),
where R(t) = R′(t)> 0 is such that P0(t) is uniformly bounded above and below.
Proof: From Theorem 12 we know a necessary condition for mean square exponential stability of (10) is given
by
P(t)> E∆(t)
[
A ′(t,∆(t))P(t+1)A (t,∆(t))
]
,
where A (t,∆(t)) := A(t)+µB(t)K(t)+∆(t)B(t)K(t) and there exist α1,α2 > 0, such that α1I < P(t)< α2I for all
t > 0. Expanding the above equation, we derive the necessary condition
P(t)> A′(t)P(t+1)A(t)−µA′(t)P(t+1)B(t)K(t)
−µK′(t)B′(t)P(t+1)A(t)+ (µ2+σ2)K′(t)B′(t)P(t+1)B(t)K(t). (16)
Taking the trace and minimizing the RHS w.r.t. K(t), we obtain optimal K∗(t) [22] to achieve the mean square
exponential stability as
K∗(t) =− µ
µ2+σ2
(
B′(t)P(t+1)B(t)
)−1 B′(t)P(t+1)A(t).
This provides us the necessary condition for mean square exponential stability of the controlled system (10)
P(t)> A′(t)P(t+1)A(t)− µ
2
µ2+σ2
A′(t)P(t+1)B(t)
(
B′(t)P(t+1)B(t)
)−1 B′(t)P(t+1)A(t). (17)
Now, using the fact P(t) is bounded below, there exists Σ > 0, such that σ
2
µ2 B
′(t)P(t +1)B(t) ≥ ΣIM for all t ≥ 0.
Substituting this in (17) we obtain,
P(t)> A′(t)P(t+1)A(t)−A′(t)P(t+1)B(t)(ΣIM +B′(t)P(t+1)B(t))−1 B′(t)P(t+1)A(t). (18)
Defining P0(t) = 1ΣP(t) we find
P0(t)> A′(t)P0(t+1)A(t)−A′(t)P0(t+1)B(t)
(
IM +B′(t)P0(t+1)B(t)
)−1 B′(t)P0(t+1)A(t). (19)
Thus, there exists R(t)> 0 for all t ≥ 0 as given in [28], such that
P0(t) = A′(t)P0(t+1)A(t)−A′(t)P0(t+1)B(t)
(
IM +B′(t)P0(t+1)B(t)
)−1 B′(t)P0(t+1)A(t)+R(t). (20)
We notice that (17) is independent of any constant scaling. Hence, P0(t) satisfies
P0(t)> A′(t)P0(t+1)A(t)− µ
2
µ2+σ2
A′(t)P0(t+1)B(t)
(
B′(t)P0(t+1)B(t)
)−1 B′(t)P0(t+1)A(t). (21)
This gives the required necessary condition.
The first main result of the paper provides a computable necessary condition for stability of (10) for M-input
case with M < N.
Theorem 14: A necessary condition for the mean square exponential stability of system (10) for M < N inputs
is given by
σ2
(
∏N1k=1λ
k
exp
) 2
M −1
µ2
< 1, (22)
where σ2 < ∞ is the variance of uncertainty ∆ ( Eq. (2)), and λ kexp = e
Λkexp , and Λkexp is the kth positive Lyapunov
exponent of uncontrolled system x(t+1) = A(t)x(t) for k = 1, . . . ,N1.
Proof: From Theorem 13, we have a necessary condition for a system with N states and M inputs given by
P0(t)> A′(t)P0(t+1)A(t)− µ
2
µ2+σ2
A′(t)P0(t+1)B(t)
(
B′(t)P0(t+1)B(t)
)−1 B′(t)P0(t+1)A(t). (23)
Let P0(t) be given by the blockwise representation,
P0(t) :=
 P011(t) P012(t)
P′012(t) P022(t)
 , (24)
where P011 is an N1×N1 block, P022 is an N2×N2 block, and P012 is a N1×N2 block. We know since the matrix P0(t)
is positive definite, any k× k block for k ≤ N must be positive definite. Hence, from (23) and (24), the necessary
condition for mean square exponential stability provides the positive definiteness of the first N1×N1 block in (23),
given by
P011(t)> A
′
u(t)P011(t+1)Au(t)
− µ
2
µ2+σ2
[
A′u(t)
(
P011(t+1)Bu(t)+P012(t+1)Bs(t)
)]
×
[(
B′(t)P0(t+1)B(t)
)−1(P011(t+1)Bu(t)+P012(t+1)Bs(t))′Au(t)]. (25)
Taking determinants on both sides and using Sylvester’s determinant theorem, we obtain
det(P011(t))>
[
det(Au(t))
2 det(P011(t+1))
]
×
[
det
(
IM−
(
µ2
µ2+σ2
)(
B′(t)P0(t+1)B(t)
)−1
×
(
P011(t+1)Bu(t)+P012(t+1)Bs(t)
)′
P011(t+1)
−1
(
P011(t+1)Bu(t)+P012(t+1)Bs(t)
))]
. (26)
Using the partition for B(t), we write
B′(t)P0(t+1)B(t)
= B′u(t)P011(t+1)Bu(t)+B
′
u(t)P012(t+1)Bs(t)+B
′
s(t)P
′
012(t+1)Bu(t)+B
′
s(t)P022(t+1)Bs(t)
> B′u(t)P011(t+1)Bu(t)+B
′
u(t)P012(t+1)Bs(t)+B
′
s(t)P
′
012(t+1)Bu(t)
+B′s(t)
(
P012(t+1)
′P011(t+1)
−1P012(t+1)
)
Bs(t)
>
(
P011(t+1)Bu(t)+P012(t+1)Bs(t)
)′
P011(t+1)
−1
(
P011(t+1)Bu(t)+P012(t+1)Bs(t)
)
, (27)
since P022(t+1)> P012(t+1)
′P011(t+1)
−1P012(t+1) as P0(t+1) is positive definite. Hence, from (27) we derive
IM >
[(
B′(t)P0(t+1)B(t)
)−1(P011(t+1)Bu(t)+P012(t+1)Bs(t))′P011(t+1)−1
×
(
P011(t+1)Bu(t)+P012(t+1)Bs(t)
)]
. (28)
Hence, using (28) in (26), we find
1 >
(
σ2
µ2+σ2
)M
det(Au(t))
2 det(P011(t+1))det(P011(t))
−1 . (29)
Hence, the necessary condition can be written as
1 >
(
σ2
µ2+σ2
)M(t+1) t
∏
k=0
(det(Au(k)))
2 det(P011(t+1))det(P011(0))
−1 .
Taking the logarithm, averaging over t+1, and taking the limit as t→ ∞, we obtain the necessary condition,
1 >
(
σ2
µ2+σ2
)M( N1
∏
k=1
λ kexp
)2
,
where we are use the fact P0(t) (and hence P011(t)) is bounded above and below for all t ≥ 0 and Eq. (13) from
Definition 9. This condition is rewritten as
σ2
(
∏N1k=1λ
k
exp
) 2
M −1
µ2
< 1. (30)
Remark 15: The necessary conditions derived in Theorem 12, Lemma 13 are equivalent. Lemma 13 implies
Theorem 14 though the converse may not be true. Hence Theorem 14 is lower in the hierarchy in comparison with
Theorem 12 and Lemma 13. The necessary condition for stability in Eq. (22) can be used to provide critical value
of variance, σ∗, above which the system is guaranteed to be mean square unstable. In particular the critical value
of variance using Eq. (22) is given by
σ∗ =
(
µ2
(∏N1k=1λ kexp)
2
M −1
) 1
2
. (31)
The necessary condition for mean square exponential stability derived in the above theorem is tighter for the single
input case (i.e., M = 1). However, for 1 < M < N, Eq. (22) provides a necessary condition for stability and can be
made tighter, i.e., improved necessary condition can be obtained that will provide for a smaller value of critical
variance σ∗ than the one provided by Eq. (31). We expect the tighter necessary condition to depend on some
combination of Lyapunov exponents and not necessarily on all the Lyapunov exponents as it does in Eq. (22).
Borrowing terminology from [12], the quantity
(∏N1k=1 λ kexp) 2M −1
µ2
 12 in Eq. (22) can be viewed as the scaled mean
square norm of the nominal system with mean connectivity µ as seen by the uncertainty ∆ for block diagram in
Fig. 1b. Thus if we consider this as the mean square input-output gain of the nominal system and σ2 as the mean
square gain of the uncertainty, then the necessary condition in Theorem 14 may be interpreted as a necessary small
gain condition for mean square stability of nonlinear systems.
The next main result of this paper provides the necessary and sufficient condition for the mean square exponential
stability of the feedback system for the N input case. For this N input case, we assume the matrix B(t) is non-singular.
Theorem 16: A necessary and sufficient condition for the mean square exponential stability of (10) with N inputs
is given by
σ2
(
λ 1exp
)2−1
µ2
< 1, (32)
where λ 1exp = e
Λ1exp and Λ1exp is the maximum positive Lyapunov exponent of system x(t+1) = A(t)x(t).
Proof: From Theorem 13, we obtain the following necessary condition for mean square exponential stability
P0(t)> A′(t)P0(t+1)A(t)− µ
2
µ2+σ2
A′(t)P0(t+1)B(t)
(
B′(t)P0(t+1)B(t)
)−1 B′(t)P0(t+1)A(t).
Since B(t) is a non-singular N ×N matrix and P0(t) is invertible, we can write the above Lyapunov function
inequality as
P0(t)>
σ2
µ2+σ2
A′(t)P0(t+1)A(t). (33)
Equation (33) implies following inequality to be true
P0(0)>
(
σ2
µ2+σ2
)t+1( t
∏
k=0
A(k)
)′
P0(t+1)
(
t
∏
k=0
A(k)
)
.
Since there exists α1 > 0 and α2 > 0, such that α2I > P0(t) > α1I for all t > 0, the necessary condition can be
written as
α2
α1
I >
(
σ2
µ2+σ2
)t+1( t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)
. (34)
Take the logarithm in (34), divide by t + 1, and take limt→∞, we get the following necessary condition for mean
square exponentially stability,
σ2
µ2+σ2
Λ2 < 1, (35)
which is satisfied only if σ
2
µ2+σ2
(
λ 1exp
)2
< 1. This can be rewritten as σ2 (λ
1
exp)
2−1
µ2 < 1.
We will now prove the sufficiency part. Consider the controller gain as derived in the necessary condition given
by K =− µµ2+σ2 B(t)−1A(t). Using this controller gain, the dynamics of the controlled system are given by
x(t+1) =
σ2−∆(t)µ
µ2+σ2
A(t)x(t). (36)
From (36), we obtain
E∆(t)
[||x(t+1)||2]= σ2
σ2+µ2
x′(t)A′(t)A(t)x(t). (37)
Thus, from (37) we obtain
E∆t0
[||x(t+1)||2]= ( σ2
σ2+µ2
)t+1
x′(0)
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)
x(0). (38)
Now, we claim there exist positive constants K < ∞ and β < 1, such that(
σ2
σ2+µ2
)t+1∥∥∥∥∥
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)∥∥∥∥∥
2
< Kβ t+1 (39)
for all t ≥ 0. We will defer the proof of this claim for later to maintain continuity in the proof of the sufficiency
condition. Now, using the claim from (39) in (37), we derive
E∆t0
[||x(t+1)||2]= ( σ2
σ2+µ2
)t+1
x′(0)
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)
x(0)
≤
(
σ2
σ2+µ2
)t+1∥∥∥∥∥
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)∥∥∥∥∥
2
||x(0)||2 < Kβ t+1||x(0)||2. (40)
Thus, we have proven the required sufficiency condition. We will now prove the claim made in (39). To prove this
claim suppose
σ2
(
λ 1exp
)2−1
µ2
< 1. (41)
Hence, there exists β < 1, such that σ
2
σ2+µ2
(
λ 1exp
)2
= β 2. Furthermore, from the definition of the Lyapunov exponents
(Definition 9), we obtain λ 1exp for the system x(t+1) = A(t)x(t) is given by
λ 1exp = ||Λ||2, (42)
where ||Λ||2 is the matrix 2-norm of the matrix Λ given by
Λ := lim
t→∞
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
) 1
2(t+1)
. (43)
Thus, from the property of the matrix 2-norm and the Lyapunov exponent definition (Proposition 1.3 [26], [29]),
we have
λ 1exp = limt→∞
∥∥∥∥∥
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)∥∥∥∥∥
1
2(t+1)
2
. (44)
Thus, we can conclude
lim
t→∞
((
σ2
σ2+µ2
)t+1∥∥∥∥∥
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)∥∥∥∥∥
2
) 1
t+1
=
σ2
σ2+µ2
lim
t→∞
∥∥∥∥∥
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)∥∥∥∥∥
1
t+1
2
=
σ2
σ2+µ2
(
λ 1exp
)2
= β 2 < β < 1. (45)
Hence, there exists Nβ < ∞, such that
(
σ2
σ2+µ2
)t+1∥∥∥(∏tk=0 A(k))′(∏tk=0 A(k))∥∥∥2 < β t+1 for all t ≥ Nβ . The
exixstence of Nβ < ∞ is proved by contradiction as follows. Suppose Nβ < ∞ does not exist. Thus there exits
a subsequence {ti}i≥0, such that
(
σ2
σ2+µ2
)ti+1∥∥∥(∏tik=0 A(k))′(∏tik=0 A(k))∥∥∥2 > β ti+1.
Now, let s(t) :=
((
σ2
σ2+µ2
)t+1∥∥∥(∏tk=0 A(k))′(∏tk=0 A(k))∥∥∥2
) 1
t+1
. We have s(ti) > β for all i ≥ 0. Hence, we
have from [30] and (45)
β ≤ limsup
i→∞
s(ti)≤ limsup
t→∞
s(t) = β 2 < β , (46)
a contradiction. Thus, we conclude there exists an Nβ < ∞, such that(
σ2
σ2+µ2
)t+1∥∥∥∥∥
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)∥∥∥∥∥
2
< β t+1, (47)
for all t ≥ Nβ . Now, we define
K := max
{
1,sup0≤t≤Nβ
(
σ2
σ2+µ2
)t+1∥∥∥(∏tk=0 A(k))′ (∏tk=0 A(k))∥∥∥2
β t+1
}
(48)
As the supremum is taken over a finite sequence, it will exist and be finite. Hence, from (47) and (48), there exist
positive constants K < ∞ and β < 1, such that(
σ2
σ2+µ2
)t+1∥∥∥∥∥
(
t
∏
k=0
A(k)
)′( t
∏
k=0
A(k)
)∥∥∥∥∥
2
< Kβ t+1. (49)
for all t ≥ 0. This proves the required sufficient condition.
Remark 17: We examine the two different stability conditions derived in Theorems 14 and 16 for single input
and N input case, respectively. We notice that the necessary condition for the single input case is a function of all
positive Lyapunov exponents of the system; whereas, the condition for N input case is a function of only the largest
positive Lyapunov exponent. Intuitively, the difference in conditions can be explained as follows. The analysis of
an N state system with N inputs is similar to that of N parallel scalar systems with N parallel input channels. Thus,
one derives conditions for stabilization for each individual system. The stabilization condition for each system then
depends upon the Lyapunov exponent of individual system and the most restrictive of these N conditions provides
the stability condition for the entire system. On the other hand, for an N-state single input system, the lone input
is responsible for stabilizing all the states. The sum of positive Lyapunov exponents (or the product of exponential
of the Lyapunov exponent) is equal to the entropy of a system and is a measure of the rate of expansion of the
volume in the state space. For stability in a single input case, we require this expansion of open-loop dynamics be
compensated by the controller. Hence, the condition for a single input case turns out to be a function of the sum
of all positive Lyapunov exponents of the open-loop system.
IV. SIMULATIONS
In this section, we present simulation results for the controller design for LTV systems in the presence of the
stochastic uncertain channel for a single input system. The uncertain channel considered in the simulations, is an
erasure channel modeled as a Bernoulli random variable. Although the main results of this paper provide only
necessary conditions for the mean square exponential stability, the simulation results show the derived necessary
condition is close to be sufficient.
A. Example 1
We consider the continuous time LTV system as described in [25] by x˙(t) = A(t)x(t)+γ(t)Bu(t) with B= [1 1]′.
The eigenvalues of A(t) are located in the left-half plane at −0.25± j0.25√7 and; hence, independent of t. However,
the origin is exponentially unstable. This can be verified from the state transition matrix for A(t) written as follows
[25]:
Φ(t,0) =
 e0.5t cos(t) e−t sin(t)
−e0.5t sin(t) e−t cos(t)
 .
The state transition matrix can be used to construct a discrete time system as follows:
x(∆(t+1)) =Φ(∆(t+1),0)Φ−1(∆t,0)Φ(∆t,0)x(0) =:A (∆t)x(∆t), (50)
Fig. 2: State norm for non-erasure probability p∗ < p = 0.11.
Fig. 3: State norm for non-erasure probability p∗ > p = 0.09.
where A (∆t) =Φ(∆(t+1),0)Φ−1(∆t,0). For ∆= 0.1, the Lyapunov exponents of the system are computed equal
to λ1 = 0.05 and λ2 =−0.1.
The critical probability, p∗, is the function of the positive Lyapunov exponent and computed equal to p∗ =
1− 1
e2λ1
= 0.0952. In Figs. (2) and (3), we show the plots for the state norm for non-erasure probability above and
below the critical value of p∗, respectively. The plots are obtained by averaging the state norm over 1000 different
realizations of the Bernoulli random variable. A zero mean white Gaussian noise with unit variance is added to
the system to visualize the mean square unstable dynamics. We see for p = 0.09 < p∗, the state norm fluctuates to
substantially high values, while for p = 0.11 > p∗, the state norm stabilizes to a small band an order of magnitude
smaller than the values at p = 0.09. The small asymptotic variance for the case of p = 0.11 > p∗ is due to the
addition of the Gaussian noise vector, and will decrease as the noise variance is decreased. Thus, we may conclude
for the controlled system to be robust to the actuation link failure uncertainty in the exponential mean square sense,
the probability of non-erasure must be at least given by p∗ = 0.095. Furthermore, the condition given by the positive
Lyapunov exponent seems sufficient, as a small increase in non-erasure probability above p∗ shows mean square
stable behavior.
B. Example 2
In the next example, we choose a linear time periodic system with all Lyapunov exponents positive. The system
is given by the following sets of periodic A and B matrices
A1 =

−0.4 0.8 1.2
1 0.8 −0.4
0.6 −0.8 0.4
 , B1 =

1
1
1

A2 =

1.6 −1.4 1.2
0.8 −1.6 2.8
1.6 −2.2 1.2
 , B2 =

2
1
1

A3 =

−0.8 1.6 1.2
1.6 −1.2 −1.2
1.6 −2.4 1.2
 , B3 =

1
1
2
 .
This system has all Lyapunov exponents positive given by λ1 = 0.4578, λ2 = 0.1191, and λ3 = 0.0544. Then, from
Theorem 13 we have the critical probability as
p∗ = 1− 1
e2(∑i λi)
= 0.7170.
Fig. 4: State norm for non-erasure probability above p∗ < p = 0.8170.
We add to the system some white zero mean Gaussian noise with variance σ2G = 0.01. Now, we plot the norm of
the state for the case with uncertainty in control for two values of the non-erasure probability, p= 0.8170 > p∗ and
p= 0.6170< p∗. Furthermore, in case of uncertainty in control the norm has been averaged over 1000 realizations of
Fig. 5: State norm for non-erasure probability below p∗ > p = 0.6170.
the actuation uncertainty sequence. We clearly see, in Fig. (4), the norm of the state above the critical probability,
p = 0.8170 > p∗, stabilizes close to zero, due to the addition of the Gaussian noise vector. In the case of the
probability of non-erasure p = 0.6170 < p∗ less than the critical probability, in Fig. (5), the state norm fluctuates
significantly as compared to the case for p = 0.8170 > p∗. This indicates the system is fragile to the sequence of
uncertainties below the critical probability.
V. CONCLUSIONS
In this paper, we have studied the problem of control over uncertain channels between the plant and the controller
for an LTV system. The results provided necessary and sufficient conditions for the feedback control system to be
mean square exponentially stable. We provide computable necessary condition for the M < N input case, where N
is the dimension of the state space. For the N-input case, we give a computable necessary condition, that is also
shown to be sufficient. The necessary conditions are expressed in terms of the mean and variance of the stochastic
channel uncertainty and the instability of the open-loop dynamics, as captured by the positive Lyapunov exponents
of the open-loop system. The results in this paper generalize the existing results known in the case of LTI systems
and Lyapunov exponents emerge as the natural generalization of eigenvalues from LTI systems to LTV systems.
Simulation results verify the main conclusion for the single input case for a special case of an erasure channel.
While the result provides a necessary condition, our simulation results indicate this condition may also be sufficient.
The proof technique presented in this paper can be extended to prove limitation results for the estimation of LTV
systems over erasure channels [16].
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