The software sensor technique that occurs in the nonlinear automatic control theory and is in standard usage in chemical systems is applied to a simple genetic regulation process based on the Hill nonlinear regulation function. The software sensor (also called observer) combines an analytical differential-equation-based model with partial measurement of the system in order to estimate the non-measured state variables. For the illustration of this procedure, we employ a model recently adapted from Goodwin (1963) by De Jong (2002) in which one plays with the dynamics of the concentrations of mRNA a, a given protein A, and metabolite K. Using the data from metabolite K and the simple software sensor instead of the directly measured concentrations of mRNA a and protein A, it is possible to rebuild the latter concentrations despite the uncertainties in the steepness parameter of the Hill regulation function.
Introduction
According to textbooks, gene expression is a very complicated dynamical process regulated at a number of its stages during the synthesis of proteins [1] . First comes the regulation of the DNA transcription that at the present time is the best studied. Next the expression of a gene could be under control during the RNA processing and transport, RNA translation, and also in the posttranslational modification of proteins. It is extremely interesting to have mathematical control models for these fundamental biological processes. Since gene regulation appears to occur only at some definite states of the whole process, which in general are not well known we are from the point of view of control engineering in the case of the reconstruction of those specific states under the condition of limited information.
It is quite clear that the availability of all state variables to direct measurement is an extremely rare occasion for gene expression phenomena or when it is possible it could be too expensive. For this particular task, but in completely different technological areas, the engineers have developed software sensors (state observers) that accurately reconstruct the state variables of various technological processes [2] . The main idea in this case is to find a state transformation to represent the system as a linear differential equation plus a nonlinear term, which is a function of the measured state.
In general, the software sensor is expected to produce a good estimateX(t) of the natural state X(t) of the original system. For this, one usually can think that some distance d X (t), X(t) (in the sense of norm in a vectorial space) goes to zero as t → ∞. We develop here a particularly simple observer with arbitrary exponential decay and linear error dynamics for the case of a threestate genetic regulation process.
A Simple Mathematical Model for Gene Regulation
A kinetic model of a simple genetic regulation process was first developed by Goodwin as long ago as 1963 [3] . It has been further generalized by Tyson [4] and clearly explained by De Jong in his recent review [5] . For three concentrations, of the mRNA, the enzyme concentation, and the metabolite concentration, X 1 , X 2 , X 3 , respectively, we write Tyson's model in the forṁ
The parameters K 1 , K 2 , K 3 are all strictly positive and represent production constants, whereas γ 1 , γ 2 , γ 3 are also strictly positive degradation constants. These rate equations express a balance between the number of molecules appearing and dissappearing per unit time. In the case of X 1 , the first term is the production term involving a nonlinear nondissipative regulation function. We take this function in the form of the common m-steepen Hill curve (m > 0 is the steepness parameter) with threshold parameter ϑ > 0 for the regulatory influence of the metabolite. On the other hand, the concentration X 2 increases linearly with X 1 , and the concentration X 3 linearly with X 2 . As is well known, in order to express that the metabolic product is a co-repressor of the gene, the regulation function should be a decreasing function for which most of the authors use the Hill sigmoidal (for m > 1) curve. The decrease of the concentrations through degradation, diffusion, and growth dilution is taken proportional 
Nonlinear Software Sensor
Numerous attempts have been made to develop nonlinear observer design methods. One could mention the industrially popular extended Kalman filter, whose design is based on a local linearization of the system around a reference trajectory, restricting the validity of the approach within a small region in the state space [2] , [6] . The first systematic approach for the development of a theory of nonlinear observers was proposed some time ago by Krener and Isidori [7] . In further works, nonlinear transformations of the coordinates have also been employed to put the considered nonlinear sytem in a suitable "observer canonical form", in which the observer design problem may be easily solved [8] , [9] , [10] . In this section, we present the design of a nonlinear software sensor in which the metabolite K is the naturally measured state (the most easy to measure) and corresponds to the mathematical state X 3 in the model introduced in the previous section. Therefore, it seems logical to take X 3 as the output of the system
We now apply the technique, known as high-gain observers, that works for a wide class of nonlinear systems and guarantees that the output feedback controller recovers the performance of the state feedback controller when the observer's gain is sufficiently high. The model given by the aforementioned Eqs. (1), (2) and (3), have the form:
in which X ∈ R 3 , and moreover there is a "physical subset" Ω ⊂ R 3 where the system lie. To make this mathematically precise we must introduce some further mathematical terminology. Let us construct the jth time derivative of the output. This can be expressed using Lie differentiation of the function h by the vector field f , L f j (h) (X(t)). L f j (h) (X(t)) is the jth Lie derivative of h by f and a function of X defined inductively by
When Γ is observable, the map Φ : X → Φ(X) is a diffeomorphism where
For Φ(X) to be a diffeomorphism on a region Ω, it is necessary and sufficient that the Jacobian dΦ(X) should be nonsingular on Ω and moreover that Φ(X) is one-to-one from Ω to Φ(Ω), see [12] .
Consequently, when the system is observable on ω, the global coordinate system defined by Φ(X) can be rewritten as:
where ϕ can be extended from Ω to all R 3 by a C ∞ function globally Lipschitzian on R 3 . We will also need the following result proven in [8] .
Consider the systemξ
where A is a matrix of Brunovsky form ( A = δi,j+1; δij is the Kronecker symbol) and S is the solution of the equation θS − SA + C T C = 0, for θ large enough. Then, Eq. (6) defines an observer for Γ ′ , with
This observer is particularly simple since it appears to be only a copy of Γ ′ , together with a correction term, that depends only on the dimension of the state space and not on the system Γ. In others words, the structure observer does not depend on the Hill steepness parameter m (Eq. (1)).
The observer in Eq. (6) in the original coordinates is given bẏ
The matrices S(θ) and S −1 (θ) in the three dimensional case can be easily computed by means of the equation given in the previous statement.
Finally, going back to the original coordinates system, we get the following equation for the observer (software sensor):
Numerical Simulation
For the particular case of gene regulation which is of interest to us here we do not compute the prolongation ϕ, and readily apply Eq. (10). We work with θ = 1 and the values of the parameters given in Table 1 that are not necessarily the experimental values but are consistent with the requirements of the model. Fig. (3) shows the results of a numerical simulation, where the solid lines represent the true states and the dotted lines stand for the estimates, respectively. In addition, for the real system we have taken m = 2 whereas for the software sensor m = 1 in order to show the robustness of this type of nonlinear observer with respect to the steepness parameter. 
Conclusion
The simple software sensor designed here for a schematic gene regulation dynamic process involving end-product inhibition rebuilds in an effective way the non-measured concentrations of mRNA and the protein A. Thus, the limitation of those experiments in which one has available only the metabolite K can be overcame by employing this simple software sensor. In addition, this type of nonlinear observer could be used on line and is robust with respect to m, i.e., does not need the exact value of the Hill steepness parameter.
