ABSTRACT. In this paper we study Zimmer's conjecture for C 1 actions of higherrank lattices of a connected, semisimple Lie group with finite center on compact manifolds. We show that if the Lie group has no compact factor, and all of whose non-compact factors are of ranks in some sense sufficiently large with respect to the dimension of the manifold, then every C 1 action of an irreducible, co-compact lattice has a finite image. As a corollary of our results, for every (uniform or nonuniform) lattice Γ in SL(n, R) where n ≥ 14, and for a closed orientable surface S of positive genus, every homomorphism Γ → Diff 1 (S) has a finite image.
INTRODUCTION
Zimmer's conjecture for higher rank lattice actions on compact manifolds says that if the lattice is large with respect to the dimension of the manifold, then any such action should factor through a finite group. This conjecture is motivated by a long history of research, including the local rigidity results of Selberg [31] and Weil [33] on linear representation theory, the global rigidity results of Mostow [27] , the superrigidity theorem of Margulis [26] , and the cocycle superrigidity theorem of Zimmer [36] . Since its introduction, Zimmer's conjecture has attracted considerable interests.
For C 0 actions on the circle, the above conjecture is confirmed by Lifschitz, Witte Morris [24, 34] for many non-unifrorm lattices. For C 1 actions on the circle, BurgerMonod [6] and Ghys [15] showed similar results for many other cases, including all lattices in higher rank simple Lie groups. For C 1 area preserving actions on closed orientable surface with genus at least 2, Zimmer's conjecture is proved by Polterovich [29] for non-uniform lattices. His result is then generalised by FranksHandel in [14] to any C 1 action which preserves a Borel measure. For analytic actions on 3-manifolds under additional assumptions on the group and the manifold, Zimmer's conjecture is studied by Farb-Shalen in [10] . For a very detailed survey on other earlier results on Zimmer's program, we refer the readers to [12] .
In recent breakthrough [2, 3] , Brown-Fisher-Hurtado proved the C 2 version of Zimmer's conjecture for all co-compact lattices and SL(n, Z) using some previous progress made by Brown-Rodriguez Hertz-Wang in [4, 5] . We refer the reader to Fisher's paper [11] for an excellent survey of the history and recent progress on Zimmer's conjecture. The purpose of the present paper is to extend the results in [2, 3, 5] to C 1 actions, when the acting group is sufficiently large.
STATEMENTS OF MAIN RESULTS
Throughout this paper, we let G be a connected, semisimple Lie group with finite center, and with R-rank larger than 1. Let g be the Lie algebra of G. Let Γ < G be a lattice in G and let M be a compact, connected, boundaryless C ∞ manifold. We denote by α : Γ → Diff 1 (M) a right action, i.e., α(gh) = α(h)α(g). It is known that there exists a finite coverG → G such thatG is the direct product of connected, almost-simple Lie groups, i.e.,G = ∏ G i , and the Lie algebra of each G i is simple. LetΓ be the lift of Γ toG. The lattice Γ is called a higher rank lattice if it satisfies that for each G i with R-rank 1, the projection ofΓ to G i is dense in G i . This is the case when Γ is a lattice of G all of whose non-compact, almost-simple factors have R-rank at least 2.
We let r(G) denote the minimal resonant codimension of the Lie algebra of G (see Definition 1 for the precise notion).
The main result of this paper is the following generalisation of results in [2, 3] to C 1 regularity, at the expense of posing stronger requirements on the size of r(G) with respect to the dimension of the manifold.
Theorem 1. There exists an explicit functionF : N → N such that the following is true. Let M be a connected, compact manifold, and let G be a connected, semisimple real Lie group with finite center, without compact factors, and all of whose (non-compact) almostsimple factors have real-rank at least 2. Let Γ < G be a co-compact irreducible lattice. If r(G) >F(dim M), then every group homomorphism α : Γ → Diff 1 (M) has finite image.
The functionF in Theorem 1 has an explicit upper bound. We give here such a bound when G = SL(n, R), and omit the detailed computation in the general case. In the G = SL(n, R) case we have the following: Theorem 2. Let M be a connected, compact manifold, let n > 4 dim M 2 − 2 dim M + 1 be an integer, and let Γ < SL(n, R) be a co-compact lattice or SL(n, Z). Then every group homomorphism α : Γ → Diff 1 (M) has finite image.
For general, not necessarily uniform lattices, we also obtain the following partial generalisation of the main result in [5] :
Theorem 3. Let M be a connected, compact manifold. Let G be a connected, semisimple real Lie group with finite center, and all of whose non-compact almost-simple factors have real-rank at least 2, and let Γ be a lattice in G. Assume that r(G) >F(dim(M)) wherê F is the same as in Theorem 1. Then for any C 1 action α of Γ on M, there exists an α-invariant Borel probability measure on M.
As a corollary of Theorem 3, we have the following result for lattice actions on surfaces:
COROLLARY A. Let S be a closed orientable surface of positive genus, and let Γ < SL(n, R) be a lattice (uniform or nonuniform) for some n ≥ 14. Then every group homomorphism α : Γ → Diff 1 (S) has finite image.
The proofs of results in this paper follow closely the strategy in [2, 3] . We recommend the reader to have these papers close at hand as we make many references to these works, although we also repeat some of the main arguments for reader's convenience. Below we first describe the general strategy of the proofs in [2, 3] , and then we point out the main new ideas and modifications we make here in order to obtain results in C 1 regularity. [2, 3] . Both in [2, 3] , the proofs can be divided into two main large parts:
Review of the proofs of Brown-Fisher-Hurtado
(I) in the first part, the authors show that the action has uniform subexponential growth of derivatives. Namely, for any ε > 0, there exists C ε > 0 such that for any γ ∈ Γ, Dα(γ) < C ε e εd word (e,γ) where d word is the word-length distance on Γ relative to a finite set of symmetric generators;
(II) In the second part the authors construct a Γ-invariant continuous Riemannian metric by using the strong property (T) of Γ proved by Lafforgue, de Laat and de la Salle in [19, 7, 8] .
In (I), the authors consider the right G-action on the suspension manifold M α constructed using α. The failure of uniform subexponential growth of derivatives would give rise to a s-invariant measure µ on M α with λ F + (s, µ) > 0 for certain s in the Cartan subgroup A, where λ F + (s, µ) is the maximal fiberwise Lyapunov exponent. Then by a suitable averaging procedure, one can construct from (s, µ) another pair (s ′ , µ ′ ) such that µ ′ is A-invariant and λ F + (s ′ , µ ′ ) > 0. Then one can show, using [5, Proposition 5.1] , that µ ′ is in fact G-invariant. This would contradict Zimmer's cocycle superrigidity theorem.
In (II), the authors consider the action of Γ on W 1,p (S 2 (T * M)), the Sobolev space of all the sections ϕ of S 2 (T * M) such that ϕ and Dϕ are both L p with respect to the Lebesgue measure. By the results in [19, 7, 8] , Γ satisfies Lafforgue's strong property (T). Thus one can construct a Γ-invariant section in W 1,p (S 2 (T * M)). When p is sufficiently large, such invariant section can be shown to be a non-degenerate continuous Riemannian metric (one needs the exponential convergence in the strong property (T) to show non-degeneracy). The authors then use the solution of HilbertSmith's conjecture for Lipschitz faithful actions and Margulis' superrigidity theorem to complete the proof.
Main ideas of this paper.
As mentioned earlier, we follow here closely the proof of Brown-Fisher-Hurtado. The main obstruction in extending their proof to C 1 actions lies in the proof of [5, Proposition 5 .1] by Brown-Rodriguez HertzWang. To show that any A-invariant measure µ on M α is in fact G ξ -invariant for any non-resonant coarse restricted root ξ, the authors of [5] need to establish an entropy product theorem for A-action. Namely,
where W χ is the coarse Lyapunov foliation associated to the coarse restricted root χ. From a relative version of this entropy product theorem, one may deduce a version of Abramov-Rokhlin's formula in each W χ . Then G χ -invariance for a non-resonant coarse restricted root χ is deduced from the entropy equality h µ (s | W χ ) = h ν (s | χ(G)) and Ledrappier-Young's characterisation of measures with full entropy. For C 1 actions, one cannot construct W χ for every χ ∈Σ, even though one can still define the Oseledets subspaces and Lyapunov functionals. Thus the proof in [5] cannot be directly adapted to the C 1 case. Our main observation in this part is that by considering a notion which we call strongly nonresonant coarse restricted roots, we can pass to a subgroup A 0 of A on which the action has zero fiberwise entropy, and establish an entropy product formula for the A 0 -action. In this process, we lose information on a collection of non-resonant coarse restricted roots. Nevertheless, the number of the coarse restricted roots we lose is bounded by a constant power of the dimension of the manifold. Thus when the resonant codimension of the group is sufficiently large, we can still conclude the proof using this new entropy product formula.
For part (II) of their proof, we also need to find an alternative approach. This is because for C 1 actions of Γ, we can no longer define the action of Γ on the Sobolev space W 1,p (S 2 (T * M)). We consider instead the Γ-action on L p (S 2 (T * M)), and use the strong property (T) to construct a L p section ϕ of S 2 (T * M) which is Γ-invariant. Our crucial observation here is that the set of C 1 diffeomorphisms which preserve ϕ must be bounded in Hölder norms. In this step, we need to use the exponential convergence to ϕ of the averaging sequence of Riemannian metrics. Consequently, although ϕ is not a priori a Riemannian metric, and a general Hölder map on M does not extend to a map of L p (S 2 (T * M)) into itself, we can still conclude that the C 0 closure of the image of Γ in Diff 1 (M) is a compact topological group of Homeo(M) contained in the set of θ-biHölder homeomorphisms of M for any θ ∈ (0, 1). Then following [2] , we use the solution of Hilbert-Smith's conjecture for sufficiently Hölder faithful actions and Margulis' superrigidity theorem to conclude the proof.
Structure of the paper. As we follow the main strategy of [5, 2, 3] , it is necessary to recall the basic set-up and some general notions from these works. These include the structural theory of Lie groups, and coarse restricted roots in Section 3, the suspension construction in Section 4, the Lyapunov exponent functionals in Section 5 and the conditional metric entropy in Section 6. However we need to introduce also the following extensions: in Section 4, we use Proposition 1 instead of [5, Proposition 2.5]; in Subsection 5.1, we introduce a subclass of the non-resonant restricted roots studied in [5] ; in Section 6, we introduce our main technical result Proposition 2. To prove Theorems 1 and 2, we also need to find a new way to derive finite image property from the uniform subexponential growth of derivatives for C 1 actions. This is done in Section 10. We then give detailed proofs of some technical results in Sections 12 through 15.
3. PRELIMINARIES 3.1. The structure of semisimple Lie groups. In this section we review some basic ingredients of the structural theory of semisimple real Lie groups, following [18] and [5, Section 1.2] .
Recall that without loss of generality, we may assume that G = ∏ G i where G i is a connected, almost-simple Lie group for each i (for otherwise, we may study the action of the lifted groupG constructed by composing the action of G and the projection fromG to G).
Let G be a connected, semisimple real Lie group with finite center such that G = ∏ G i where each G i is a connected, almost-simple real Lie group. We denote by g the Lie algebra of G. Fix a Cartan involution θ : g → g. Let k, resp. p, be the +1, resp. −1, eigenspace of θ. Let a be a maximal abelian subalgebra of p. Let m be the centralizer of a in k. The R-rank of G is dim R a.
Let Σ be the set of restricted roots of g with respect to a. Elements in Σ are R-linear functionals λ such that
Fix a family of positive roots Σ + ⊂ Σ and denote by Σ − the set of negative roots. Then n = ⊕ β∈Σ + g β is a nilpotent subalgebra of g. We denote by Π ⊂ Σ + the set of simple roots in Σ + , i.e., positive roots which are not linear combination of other elements in Σ + . A standard parabolic subalgebra (relative to Σ + ) is a subalgebra of g containing m ⊕ a ⊕ n. Examples of standard parabolic subalgebras are given by the following construction. Let Π ′ be a subset of Π, and let Span(Π ′ ) be the set of elements in Σ which are linear combinations of elements in Π ′ . Then Let A, N, K be the analytic subgroups of G associated to a, n, k respectively. The Iwasawa decomposition of G writes G = KAN, and the exponential map restricts to a diffeomorphism between a (resp. n) and A (resp. N) (see [5, 
3.2.
Coarse restricted roots and resonant codimension. In the following, we recall several notions from [5, Section 1.3] . We say that two linear functionals β, β ′ on a are coarse equivalent if β = cβ ′ for some c > 0. We denote byΣ the set of coarse restricted roots, that is, the set of coarse equivalence classes in Σ. For any s ∈ a, any χ ∈Σ, we write χ(s) > 0 if β(s) > 0 for every β ∈ χ. For every χ ∈Σ, g χ := ⊕ β∈χ g β is a nilpotent Lie subalgebra. The exponential map restricted to g χ gives a diffeomorphism between g χ and the corresponding analytic subgroup G χ .
Given a standard parabolic subalgebra q, the resonant codimension of q is the cardinality of the set {ξ ∈Σ | g ξ ⊂ q}. The following important notion is introduced in [5, Definition 1.2]. DEFINITION 1. The minimal resonant codimension of g, denoted by r(g), is defined to be the minimal value of the resonant codimension of q, as q varies over all (maximal) proper standard parabolic subalgebras of g. We write r(G) = r(g).
If g is non-simple, then
is the collection of the simple non-compact factors of g.
3.3.
Notation. We will use C, c to denote generic constants. For any a ∈ R, we write a + = max(0, a), and a − = max(0, −a). For any a > 0, we write log + a = (log a) + and log − a = (log a) − .
SUSPENSION CONSTUCTION AND ITS PROPERTIES
In this section, we recall the suspension construction in [5, Section 2] . Let α be a right Γ-action on M by C 1 diffeomorphisms as in the introduction. We consider the right acton by Γ on G × M defined as
Define the quotient manifold M α := (G × M)/Γ. Since the left G-action commutes with the right Γ-action, the left G-action descends to a left G-action on M α , denoted byα. Since α is a C 1 action, M α is naturally equipped with a C 1 manifold structure. The actionα is given by C 1 diffeomorphisms of M α . Moreover, denote by π : 
In [3] , the authors let G = SL(n, R) and Γ = SL(n, Z). But Lemma 1 holds in the general case as well: as explained in the remark below [3, Lemma 2.1], Lemma 1 above follows from [13, Corollary 3.19] and the fact that the d G distance to the identity in a Siegel fundamental set is quasi-Lipschitz equivalent to the d G/Γ distance to the identity coset Γ in G/Γ. In the following, we fix a fundamental domain F D ⊂ D containing the identity e.
By our hypothesis that G is a direct product of connected almost-simple Lie groups, we have G = C ′ × G ′ where C ′ is the maximal connected compact normal subgroup of G, and G ′ is the maximal connected normal subgroup without compact factors. As in [5, 2, 
such that the following is true: (1) for any p ∈ M α , we have
where we set
g for every g ∈ G and v ∈ TM. We define the functionĈ s :
Proof. Recall that {γ i } is a collection of generators for Γ, and the identity of G is contained in F D . We set C 0 to be the supremum of { Dα(γ i ) e := sup v∈T M\{0}
}.
We let C 1 be given as in property (3) of the metric ·, · . Given h ∈ G and p ∈ M α , letp be the lift of p in F D × M. By the construction of the metric on M α , we have
Given g 1 , g 2 as in (2) . Let γ be the unique element of Γ such that
We may take C s (x) = C C+Cd G (e,exp(s))+Cd G/Γ (x,Γ) for some C ≫ 1 independent of s.
As it is well-known that the function
LYAPUNOV FUNCTIONALS
We fix a lattice Z d ⊂ a, and we will use this inclusion tacitly. Given s ∈ Z d , the map f =α(exp(s)) induces a C 1 dffeomorphism of M α . Under the projection π, the left translation L exp(s) is a factor of f . 
As in [5] , by Proposition 1 and Theorem 4, we obtain, for every
, as well as their associated splittings
coincides with Σ for all x; and for every λ ∈ Σ and
is defined at every point. 5.1. Strongly non-resonant restricted roots. We now assume that µ is an A-invariant, A-ergodic Borel probability measure on M α . In this case, r F (x) and {λ
are µ-almost everywhere constant in x. We therefore omit the dependence on x for these quantities. DEFINITION 2. We set
Define A 0 = exp(a 0 ). We say that a restricted root λ ∈ Σ is strongly non-resonant (with the fiber exponents) if λ| a 0 ≡ 0. We denote by Σ * the set of strongly nonresonant restricted roots. A coarse restricted root χ ∈Σ is called strongly nonresonant (with the fiber exponents) if χ contains a strongly non-resonant restricted root. We denote byΣ * the set of strongly non-resonant coarse restricted roots inΣ.
For any s ∈ a 0 , any χ ∈Σ * , we write
We define a collection of linear functionals on a 0 by
We denote by Σ 0 * the set of coarse equivalent classes in Σ 0 * (coarse equivalence relation in Σ 0 * is defined in a similar way as in Section 3.2). For any s ∈ a 0 , any χ ∈ Σ 0 * , we write χ(s) > 0 if λ(s) > 0 for every λ ∈ χ. We say that s ∈ a 0 is generic in a 0 if for any λ ∈ Σ 0 * , we have λ(s) = 0. In another words, s is not contained in the Lyapunov planes in a 0 determined by the linear functionals in Σ 0 * . We also say that s ∈ a 0 is strongly generic in a 0 if s is generic in a 0 and for any λ 1 , λ 2 ∈ Σ 0 * , we have λ 1 (s) = λ 2 (s). Let a 0 , A 0 , etc., be given by Definition 2. We note that the neutral subspace for the A 0 -action is
It is clear that E N integrates to an A-invariant C 1 foliation. For every λ ∈ Σ 0 * , we define
For every χ ∈ Σ 0 * , the following subspace
We say that an A-invariant C 1 foliation E is admissible (with respect to µ) if TE is spanned by a subset of E N and E λ , λ ∈ Σ 0 * .
5.2.
A combinatorial quantity.
It is clear that b g (k) is independent of the choices of the Cartan involution θ and the maximal abelian subalgebra a ⊂ p. Moreover,
. As a result, we have 
For every 1 ≤ i ≤ l, for every restricted root β of g i with respect to a i , we can extend β to a restricted rootβ ∈ Σ by settingβ| a j = 0 for j = i, andβ| a i = β. By a similar procedure, we may extend a coarse restricted root of g i to an element ofΣ. Conversely, each coarse restricted root inΣ is the extension of a coarse restricted root of g i with respect to a i for some 1 ≤ i ≤ l. This implies that
METRIC ENTROPY
In this section, we recall some basic properties of the metric entropy following [4] . Let (X, µ) be a standard Borel probability space, and let ξ be a measurable partition of (X, µ). Then there exists a family of conditional probability measures, denoted by {µ ξ x } x∈X , such that: the map x → µ ξ x is B ξ -measurable, where B ξ is the σ-algebra generated by ξ; and given any measurable A ⊂ X, we have
) and the mean conditional entropy of η relative to ξ is
Given a measurable partition η of (X, µ), and let f be an invertible measure preserving measurable map of (X, µ). Define
The entropy of f given the partition η is
We define the µ-entropy of f to be h µ ( f ) = sup{h µ ( f , η)} where the supremum is taken over all the measurable partitions of (X, µ).
We define the entropy of f subordinate to η to be
is pre-compact in the leaf topology of E (x) for µ-a.e. x. 
where the supremum is over all measurable partitions ξ subordinate to E and all measurable partitions ζ. REMARK 2. Let f : X → X be an invertible, µ-preserving, measurable map. We will use the following properties of the entropy function (see [4, Section 6.1(6), (7)]): 
COROLLARY C. Let f , X, µ be as in Lemma 3 , and let η, ξ be measurable partitions such that: η f is the point partition; and µ
. This concludes the proof.
In the rest of the paper, for any s ∈ a, for anyα(exp(s))-invariant measure µ on M α , for anyα(exp(s))-invariant foliation E , we abbreviate h µ (α(exp(s)) | E ) as h µ (s | E ). As in [5] , the main tool in the proofs of Theorem 1, 3 is the following proposition which is a weak version of [4, Theorem 13.1] for the C 1 abelian action of A 0 . PROPOSITION 2 (Entropy product formula on a 0 ). Let µ be an A-invariant, A-ergodic Borel probability measure on M α . We let a 0 , A 0 be given by Definition 2 relative to µ. Then for any s ∈ a 0 which is strongly generic in a 0 , we have
The proof of the above Proposition is in Section 7.2. Finally, we introduce some notation which will be used later. Let X be a C 1 manifold, let f : X → X be a diffeomorphism and let µ be an f -invariant Borel probability measure. Given an f -invariant foliation E of X, we denote by B E the finest σ-algebra in the Borel σ-algebra B whose elements are unions of entire E 
UNSTABLE MANIFOLDS AND ENTROPY FUNCTIONS
7.1. Filtration in unstable manifolds. We let µ be an A-invariant, A-ergodic Borel probability measure on M α . Let a 0 , A 0 , etc., be given by Definition 2 for µ in place of µ. We fix s ∈ a 0 that is strongly generic in a 0 , and set f =α(exp(s)).
Given an admissible A-invariant foliation E , we let λ 1 , · · · , λ q be elements in
As s is strongly generic in a 0 , we may assume, without loss of generality, that there is 1 ≤ r ≤ q such that
We let ε ∈ (0, λ r (s)/10) be an arbitrary constant which is fixed throughout this section.
We set
We can verify by definition that, for
be the analytic subgroup of G associated to g u i . Then the subspace E i integrates to a C 1 foliation E i whose leaves are given by the G u i -orbits. We have E i (x) E i+1 (x) for every 1 ≤ i ≤ r − 1. We also denote E r by E u . Since s ∈ a 0 is generic in a 0 , the neutral subspace E 0 for D f | TE equals E N if E N ⊂ TE ; and equals {0} otherwise. By construction, E 0 integrates to an admissible A-invariant C 1 foliation, denoted by N . Moreover, E r ⊕ E 0 integrates to an admissible A-invariant C 1 foliation, denoted by E cu , which is subfoliated by N and E u . We will also use E r+1 to denote E cu in order to simplify notations.
For every ρ > 0, for every 1 ≤ i ≤ r + 1, for every x ∈ M α , we denote by B E i (x, ρ) the radius ρ open ball centered at x with respect to the leaf metric on E i . We define B N (x, ρ) in a similar way.
Entropy formulas.
Let µ be an f -invariant measure, and let E ′ be an admissible A-invariant foliation, we will often consider a measurable partition η ′ so that (η ′ , E ′ ) satisfies:
Let µ, a 0 , s, f , E be given as in Section 7.1. We let { µ e x } x be the f -ergodic decomposition of µ. Let µ = µ e y be a typical f -ergodic component. For every 1 ≤ i ≤ r, let ξ i be a measurable partition of (M α , µ) such that P 1 to P 4 hold for (ξ i , E i ). (In particular, we will see later that the collection given by Lemma 10 satisfies these requirements.)
We define the following quantities.
The above quantities are well-defined since the right hand sides are independent of the specific choices of ξ i .
To prove Proposition 2, we will need the following formula. 
Moreover, by commutativity, we can see that for every
By Remark 3, in order to prove Proposition 3, it suffices to show that, for a µ- In the course of the proof of Proposition 3, we also obtain the following lemma whose proof will be given at the end of Section 13. LEMMA 4. For any measurable partition η such that
We also need the following additivity property of the entropy function. For C 2 abelian actions, the following formula, proved by Hu [16] , holds in greater generality. We defer the proof of the following proposition to Section 14. PROPOSITION 4. Let µ, a 0 , s, f , E be given as in Section 7.1. Then for any n 1 , n 2 ∈ a 0 such that E u n 1
Here for each n ∈ a 0 , we set E u n = ⊕ λ∈Σ: Given a measurable partition Q and an integer n > 0, we denote 
INVARIANCE AND NON-RESONANT LYAPUNOV FUNCTIONALS
The following proposition follows by a straightforward adaptation of [20, Theorem 4.8]. We defer its proof to Section 14. Proof. Let a 0 , A 0 be given by Definition 2 for the measure µ, and let ξ be an arbitrary element ofΣ * . By definition, there exists s ∈ a 0 that is strongly generic in a 0 and ξ(s) > 0. We set f =α(exp(s)) and
e. with the fiber partition η F , i.e., η F (x) = π −1 (π(x)). Let ζ χ be a measurable partition of (M α , µ) such that P 1 to P 4 hold for (ζ χ , W χ ). It is direct to see that P 1 to P 4 also hold for (η χ ∨ ζ χ , W χ ) relative to µ.
By s ∈ a 0 , for µ-a.e. x we have
It is then direct to show that h µ ( f | F ) = 0. Then by Abramov-Rokhlin's formula, we have
Since W χ is given by G χ -orbits, the conditional measure µ η F ∨ζ χ y is an atomic measure for µ-a.e. y. By Lemma 3 and Lemma 4, we have
PROOF OF THEOREMS 3
Given Proposition 6 we can now give proof of Theorem 3. Our proof below closely follows the proof of [5, Theorem 1.6].
Proof of Theorem 3:
Let P be the minimal standard parabolic subgroup of G. It is known that P is amenable. Then we fix a P-invariant, P-ergodic measure µ on M α for the actionα. Moreover, any such measure projects to the Haar measure on G/Γ. Since A ⊂ P, we have well-defined data r F (·), Let {µ e p } p be the A-ergodic decomposition of µ. For each p ∈ M α , we let a 0 (p) be given by Definition 2 associated to µ e p . By the above discussion, there exists a subalgebra a 0 ⊂ a such that a 0 = a 0 (p) for µ-a.e. p.
Let Q be the maximal subgroup of G such that µ is Q-invariant. It is clear that P ⊂ Q. If Q = G, then there are at least r(G) coarse restricted roots ξ ∈Σ such that G ξ ⊂ Q. By (5.1), there are at most b g (dim(M)) coarse restricted roots inΣ that are not strongly non-resonant. Since r(G) > b g (dim(M)), there exists a coarse restricted root ξ ∈Σ * such that G ξ ⊂ Q. It is clear that for µ-a.e. p, π * µ e p is an A-invariant measure on G/Γ which is necessarily G ′ -invariant. By Proposition 6, for µ-a.e. p, µ e p is G ξ -invariant. Thus µ is also G ξ -invariant. This contradicts the maximality of Q. Thus µ is G-invariant.
SUBEXPONENTIAL GROWTH AND INVARIANT METRIC
Recall that we fixed a finite set of symmetric generators {γ i } for Γ. The distance d word on Γ is defined in Section 4. We fix an arbitrary C ∞ Riemannian metric on M. We recall the following definition from [2] . DEFINITION 7. Let α : Γ → Diff 1 (M) be an action of Γ on a compact manifold M by C 1 diffeomorphisms. We say that α has uniform subexponential growth of derivatives if for every ε > 0 there is a constant C ε > 0 such that for all γ ∈ Γ we have
εd word (e,γ) .
The main result of this section is the following proposition. Proof. We let · g denote the C ∞ Riemannian metric on TM, and let Vol g denote the volume form induced by · g . There is a C ∞ Riemannian metric on
) the space of L p sections of the tensor bundle S 2 (T * M) with respect to Vol g .
Since α has uniform subexponential growth of derivatives, by the strong property (T) of the lattice Γ (proved in [19, 7, 8] ), we can adapt the argument in [2] to show that there exist:
(
e. x ∈ M, and every non-zero v ∈ T x M; (3) a sequence of probability measures on Γ, denoted by {ω n } n , satisfying supp(ω n ) ⊂ B word (e, n) ⊂ Γ for every n, where B word (e, n) denotes the radius n open ball in Γ centered at e with respect to d word , such that, setting g n = α(γ) * gdω n (γ), then we have
As a consequence, denote by Vol g the measurable volume form induced by · g , then the measure dVol g is absolutely continuous with respect to dVol g , and the density function dVol g dVol g has full support.
We define functions R, R : M → R + as follows. Set
It is direct to see that for dVol g -a.e. x ∈ M,
We have the following lemma.
Proof. The second inequality follows immediately from that fact that g ∈ L p (M, Vol g , S 2 (T * M)). It remains to prove the first inequality. We define for every n ≥ 1,
and
For the convenience of the notation, we set
By the uniform subexponential growth of derivatives, for every ε > 0 there is
By (10.1) and (10.2), for every ε > 0 we have
Then for each 1 ≤ p < ∞, we take ε = σ 1 /(10p), and we obtain
Here we set h g = sup v∈T M\{0}, v g =1 Dh(v) g for any h ∈ Diff 1 (M).
Proof. Take an arbitrary γ ∈ Γ, and set F = α(γ). We recall that F preserves the metric g. That is, for dVol g -a.e. x, for every v ∈ T x M, we have v g = DF(x, v) g . Hence the measure dVol g is F-invariant.
Notice that for dVol g -a.e. x ∈ M,
Then by Cauchy's inequality,
By Lemma 6,
Since γ is chosen arbitrarily, we can conclude the proof by taking D p to be the right hand side of the last inequality.
We fix an isometric embedding ι : M → R N for some integer N. Let π i : R N → R be the i-th coordinate projection. Then we have seen that for every 1 ≤ p < ∞, there exists a constant C ′ p > 0 such that for every 1 ≤ i ≤ N, for every γ ∈ Γ, Assume that α fails to have uniform subexponential growth of derivatives. Then the maximal fiberwise derivative growth rate χ max is positive. Note that when G/Γ is non-compact, we define χ max to be the lim sup of t −1 log D xα (exp(t)) ↾ E F as t ∈ a tends to infinity, restricted to the condition that both x andα(exp(t))(x) are in certain compact subset of M α (see [3, (24) 
]).
Given s ∈ A and an A-invariant Borel probability measure µ on X, we define the µ-averaged fiberwise maximal Lyapunov exponent of Dα to be
We will show that there would exist a G-invariant measure µ such that λ F + (s, µ) > 0. We consider the following two cases: In both cases, we obtain a contradiction by Zimmer's cocycle superrigidity theorem. Thus α has uniform subexponential growth of derivatives.
We fix any β ∈ ( dim M dim M+1 , 1). By Proposition 7, the closure of α(Γ) in HolHomeo β (M) is a compact topological subgroup of Homeo(M). We claim that K 0 has a compact Lie group structure. This follows from the following lemma, which is essentially contained in [30] . LEMMA 
For any constant
β ∈ ( dim M dim M+1 , 1
) the following is true. Let H be a compact topological group which admits a faithful action on M by β-Hölder homeomorphisms. Then H is a Lie group.
Proof. This lemma is well-known and follows immediately from the proof in [30] . As we cannot find the precise reference where it is mentioned, we recall the proof in [30] for the convenience of the readers.
It is well-known that it suffices to show that the group of p-adic integers A p does not admit faithful action on M by β-Hölder homeomorphisms.
We denote by dim the topological dimension; dim g the Hausdorff dimension with respect to a metric g; by dim Z the cohomology dimension with coefficient Z. Fix a smooth Riemannian metric ̺ on M. We define
By the Baire Category argument in [30] , we can see that there exists a constant [35] and [1] . This contradicts β > dim M dim M+1 . By Lemma 8, K 0 is a compact Lie group. It is also easy to see that K 0 is either finite or semisimple by Margulis normal subgroup theorem.
Assume that K 0 is semisimple. Then K 0 is an almost direct product of simple compact Lie groups K 1 , · · · , K l . By the same argument as in [2, Section 7] , there exists at least one almost simple factor of K 0 , denoted by K 1 , whose dimension can be bounded by a constant power of dim M. One can then construct a nontrivial homomorphism from a finite index subgroup Γ 0 of Γ to Aut(Lie(K 1 )). We can conclude the proof of Theorem 1 and 2 following [2, Section 7] by using Margulis Superrigidity Theorem and Arithmeticity Theorem in [26] (see also [37, A7.8 
]).
Proof of Corollary A. We first assume that Γ is non-uniform. Then by Theorem 3, there exists a Γ-invariant Borel probability measure. By [14, Corollary 1.7] , the image of α is finite. On the other hand, if Γ is cocompact, then we can conclude from Theorem 2.
PREPARATION FOR THE PROOF OF PROPOSITION 3
Let µ, a 0 , s, f , E , µ be as in Proposition 3. We abbreviate the functionĈ s , given by Proposition 1, asĈ. By Proposition 1 for µ, we may assume without loss of generality that
We recall that µ is f -ergodic, and E F (x) is contained in the neutral subspace of D f for µ-a.e. x. We fix a small constant ε > 0 throughout this section.
12.1. Charts. In the following, we define a collection of charts relative to ε and two additional parameters κ > 0 and m ∈ N.
• For each 1 ≤ i ≤ r, we set u i = dim g u i ; fix an isometry between g u i with R u i ; and fix an isometry between g λ i and R u i −u i−1 where the norms on g u i , g λ i are given by d G . Let 0 < ρ ′′ ≪ ρ ′ < κ be constants to be determined by the following construction. We set
We require that for every 1 ≤ i ≤ r, the following map is well-defined,
We also require that
where p 2 is the projection to the 2nd coordinate. Such requirement is possible since
• Let ρ 1 : M α → R + be a measurable function to be determined by the following construction. We assume that
. We require that for every x ∈ M α , for every 1 ≤ i ≤ r, the following map gives a C 1 chart for a neighborhood of x in E i :
We set u r+1 = u r + dim E 0 , and set
. If E 0 is empty, then we identify V r+1,1 (x) with {0}. We let {Θ 0 (x, ·)} x∈M α be a family of C 1 charts such that: for every x ∈ M α , Θ 0 (x, ·) is a diffeomorphism from R dim E 0 (0, ρ 1 (x)) to N (x) with Θ 0 (x, 0) = x. By Proposition 1(2), after possibly enlargingĈ by a constant factor, we may require that Θ 0 (x, ·) C 1 ≤Ĉ(x) for every x ∈ M α . 1 We require that the following map gives a C 1 chart for a neighborhood of x in in E r+1 :
• Let ρ 2 : M α → R + be a measurable function to be determined by the following construction. We assume that ρ 2 ≤ ρ 1 /10. We set
We setf
. Moreover, we require that:
z (w))/Γ where Θ G is a chart for a neighborhood of the identity in the subgroup of G associated to ⊕ λ∈Σ\Σ * g λ , and Θ M z is a chart in M at z. It is clear that Θ 0 C 1 is bounded by a constant (depending only M and F D ) times the maximal distortion of the metrics ·, · g ′ for g ′ ∈ B G (g, 1) . (12.3) and for each w ∈ V r+1,2 (x), there exists
and define
. We notice that, after possibly enlargingĈ by a constant factor, we have
• Let ρ 3 : M α → R + be a measurable function such that ρ 3 ≤ ρ 2 , and
We have the following.
Proof. We say that a function ρ :
Set ρ Γ (h) > 0 to be the injectivity radius of G/Γ at h ∈ G/Γ; set ρ M to be the injectivity radius of M; and set ρ 0 (x) = min(ρ Γ (π(x)), ρ M ). It is known that ρ 0 is quasi-bounded (see [5, Proposition 2.5] ). We can choose ρ 1 to be a small factor of C −1 ρ 0 . Thus ρ 1 can be chosen to be quasi-bounded. By R 2 , R 3 and Φ s <Ĉ • π (see (4.1)), we may chose ρ 2 to be a small factor of (∏ m−1 i=0Ĉ • f i ) −1 ρ 1 . Thus ρ 2 can also be chosen to be quasi-bounded. Finally, by Proposition 1(2), we can choose ρ 3 to be a small factor ofĈ −1 ρ 2 . Thus ρ 3 can be chosen to be quasi-bounded.
12.2. Partition. In the following, we let {E i } r i=1 be defined as in Section 7.1, and we will give a sequence of measurable partitions {ξ i } r i=1 satisfying P 1 to P 4 for {E i } r i=1 respectively. Given x * ∈ M α and ρ * > 0, we set S = B(x * , ρ * ). There exists a constant C * > 1 such that for every ρ * ≪ 1, for every y ∈ S we have: for every 1
We define a collection of measurable partitions as follows. Set
We set ξ i = (ξ i ) + for each 1 ≤ i ≤ r. In another words, for every 1 ≤ i ≤ r, for every y ∈ M α , ξ i (y) is the set of z ∈ M such that:
We also define a measurable partitionξ bŷ
We can show the following lemma by a straightforward adaption of [ 
Finite entropy partition.
In this section, we will construct two measurable partitions with finite metric entropy, which will be used in the proof of Proposition 3.
Take an arbitrary x ∈ supp(µ), and any ρ * < 1 in Lemma 10. Let S and {ξ i } r i=1 be given by Lemma 10. Since µ(S) > 0, for µ-a.e. x the set of n ∈ Z such that f n (x) ∈ S is unbounded from below and from above. We set for µ-a.e.
LEMMA 11. For any measurable function ψ :
Proof. Without loss of generality, we assume that ψ(x) < 1 for every x ∈ M α (otherwise, we replace ψ by min(ψ, 1)). For µ-a.e. y ∈ S, set
It is clear that for µ-a.e. y ∈ S,
We obtain S − log ψ S dµ < ∞ by (12.1), − log ψdµ < ∞ and Kac's lemma. By [25, Lemma 2] , there exists a measurable partition P of S such that H µ (P ) < ∞ and P (y) ⊂ B(y, ψ S (y)) for µ-a.e. y ∈ S. We extend P to a measurable partition of M α by setting P (y) = M α \ S for y ∈ M α \ S.
Let y ∈ M α be a µ-generic point. Set z = f r 0 (y) (y) ∈ S. Take an arbitrary w ∈ P + (y). We have f r 0 (y) (w) ∈ P (z). We can show by induction on j ∈ {0, · · · , −r 0 (y)}, and by Proposition 1,
The last inequality follows from −r 0 (y) ≤ n + (z) − 1. In particular, we have w ∈ B(y, ψ(y)) when j = −r 0 (y).
LEMMA 12. For any integer m ≥ 1, for any sufficiently small κ > 0, there exists a measurable partition P of (M α , µ) with H µ (P ) < ∞ such that the following is true: let η be a measurable partition of (M α , µ) such that η ≥ξ (see Section 12.2) . We set
be defined as in Section 12.1 for m and κ. Then for every
be given by Section 12.1 associated to m and κ. We construct P as follows.
We define functionψ S : S → R + bȳ ψ S (y) = (10
Then by Kac's lemma, Lemma 9 and (12.1), we have S log −ψ S dµ < ∞. Let ψ S = cψ S for some small c ∈ (0, 1) such for µ-a.e. y ∈ S, for every 1 ≤ i ≤ r + 1,
Then S log − ψ S dµ < ∞. We let P be given by Lemma 11 for function ψ S . In particular, H µ (P ) < ∞. Let y be a µ-typical point in M α , and let z = f r 0 (y) (y) ∈ S. Then for each 1 ≤ i ≤ r,
The last inclusion follows from the definition ofψ S and −r 0 (y) ≤ n + (z). Similarly, we can show that P + (y) ⊂ B(y, ρ 3 (y)) ⊂ B(y, κ). Thus P + refines U . By considering the return map to S and using the hypothesis that η ≥ξ, it is easy to see that for µ-a.e. z ∈ S, η r+1 (z) is contained in the connected component of E cu (z) ∩ S. Then by a similar argument as above, we can show that for µ-a.e. x, η r+1 (x) ⊂ E cu (x, ρ 3 (x)).
To prove (1), we fix an arbitrary 1 ≤ i ≤ r, and notice that
x -a.e. y. Take a µ η i+1
x -typical y, and an arbitrary z ∈ C 1 LATTICE ACTIONS 25
In particular, z ∈ (η ∨ P ) + (y). As z ∈ P + (y) and P re-
. This proves (1). To prove (2), we notice that the inclusion ρ 1 (y) ). We obtain (2) by using (1) and the inclusion
LEMMA 13 . There exist a measurable partition P of (M α , µ) with H µ (P ) < ∞, and a measurable function n 0 : S → N such that for µ-a.e. x ∈ S, for every n > n 0 (x), for every
The construction is similar to the one in Lemma 12. Without loss of generality, we assume that ε ≪ C * ρ * . Define functionψ S : S → R + bȳ ψ S (y) = (10
L ≫ 1, n = Lm, and any z ∈ (ξ i ∨ P n 0 )(x). We set z l = f ml (z) and
By Birkhoff's ergodic theorem and the choice of ε 0 , it is easy to see that the last line is ≥ mL(λ i (s) − 2ε) for a µ-typical x, and for all sufficiently large L (see the proof of Lemma 20 for a similar argument). This concludes the proof of (2).
PROOF OF PROPOSITION 3
Let µ, f be as in Section 12.
By the discussion below Remark 3, it remains to show that dim
As in [23] , the above statements follow immedately from Lemma 14 to Lemma 17 
Proof. As in [23, 4] , the lemma is proved by combining the following two parts.
here we argue along the same lines as in [23, (9. 3)]. Let P be given by Lemma 13. By Lemma 13(1) and Lemma 5, we have for every small δ > 0 that
Consequently, for µ-a.e. x, we have
The last statement h µ ( f , ξ i ) < ∞ follows from the definition of h i , the definition of the metric, and [22, Lemma 4.1.4] .
In the following, we set h 0 = 0.
Proof. The proof is almost identical to [23, (10. 2)] and [4, Proof of (I), Section 10.1].
We only give the outline of the proof here. By the construction in [23, (10. 2)] (we replace [23, (9. 2), Lemma 9.3.1] by Lemma 14 and (13.1) respectively), there exist a measurable partition P with H µ (P ) < ∞, an integer N 0 > 0, a compact set Ω ⊂ S with µ(Ω) > 0, such that for every y ∈ Ω, every n ≥ N 0 , log µ
Moreover there exists x ∈ Ω and n ≥ N 0 such that
By (13.2) and (13.7), µ
Comparing the above with (13.8), the lemma then follows by direct computation.
LEMMA 16. For every 1 ≤ i ≤ r, we have
The rest of this section is dedicated to the proofs of Lemma 16 and Lemma 17. Given an integer m ≥ 1 and a sufficiently small κ > 0, we let measurable partition P,
, as well as functions {ρ i } 3 i=1 be given by Lemma 12. Let η be an arbitrary measurable partition which refinesξ. Recall that in Lemma 12, we set η i = (ξ i ∨ η ∨ P ) + for every 1 ≤ i ≤ r, set η r+1 = (η ∨ P ) + , and let η 0 be the point partition.
By Lemma 12,
By Lemma 12(1) and R 5 , the above distance is well-defined. For any y ∈ M α , for any z ∈ η i (y), for any σ > 0, we set
In particular, we have B 
By our construction of the charts {Θ i x }, we can see that for any 1 ≤ i ≤ r + 1, for µ-a.e. y, there exists C y > 0 such that for µ η i y -a.e. z, for every σ > 0,
As a consequence, we have the following.
Lemma 16 and Lemma 17 follow immediately from Corollary D and the following lemma. LEMMA 19. For any ε > 0, there exists a measurable partition P with H µ (P ) < ∞ such that the following is true. Let η be a measurable partition of (M α , µ) such that η ≥ξ. We set η i = (ξ i ∨ η ∨ P ) + for each 1 ≤ i ≤ r, set η r+1 = (η ∨ P ) + ; and set η 0 to be the point partition. Then for every 1 ≤ i ≤ r + 1 and µ-a.e. x,
Proof. Let C 0 > 0 be a large constant to be determined. There exists ε 0 > 0 such that for any measurable subset B ⊂ M α with µ(B) < ε 0 , we have B log
We fix a constant C 1 > 0 such that Θ i x C 1 < C 1 for every x ∈ Ω 0 and every 1 ≤ i ≤ r + 1. We let m ≫ ε −1 log C 1 be a sufficiently large integer so that there exists a compact subset Ω ⊂ Ω 0 such that 1 − µ(Ω) < ε 0 /2, and for every x ∈ Ω we have D f m | TN (x) < e mε . We let κ > 0 satisfy that D f m | TN (y) < e 2mε for any y ∈ B(Ω, κ). We apply Lemma 12 to m and some sufficiently small constant κ ′ < κ to construct P and charts Θ i x . By R 4 , Φ s • π ≤Ĉ and by letting C 0 to be sufficiently large, for any measurable subset B ⊂ M α with µ(B) < ε 0 , we have
We fix an integer 1 ≤ i ≤ r + 1. We set F = f m . Let x be a µ-typical point. Let L be an arbitrary sufficiently large integer. We set
where
By (12. 3), we also have
By the first inclusion in R 2 and by our choice of κ, we have
if x k and x k+1 ∈ Ω; and
otherwise. This concludes the proof by the definition of δ(x; L, k + 1).
We define 
Since η i is F-increasing, by the F-invariance of µ and the uniqueness of the conditional measures, we have
where (13.11) as η i is f -increasing.
For any δ ′ > 0, we define
By letting δ ′ be sufficiently small, we have
Let x be a µ-typical point. By Lemma 20, for every sufficiently large
The last inequality above follows from the fact that η i−1 is f -increasing. We conclude the proof by combining (13.10), (13.11) and (13.12).
Proof of Lemma 16 and Lemma 17:
The proof is similar to those in [23, 4] .
For the proof of Lemma 16, we let η be an arbitrary measurable partition subordinate to E such that η ≥ξ, and apply Lemma 19. For any 1 ≤ i ≤ r, we let η i be given by Lemma 19. As η is subordinate to E , and ξ i is subordinate to E i , by Remark 1, we have µ ξ i x (η(x)) > 0 for µ-a.e. x and for all 1 ≤ i ≤ r. Since for each 1 
Since ε is arbitrary, Lemma 16 follows immediately from Lemma 19 and Corollary D.
We now proceed with the proof of Lemma 17. Note that for any measurable partition P with
where the first equality is by Lemma 14, the second equality is by Corollary C, and the inequality is by Definition 5 and Remark 2(1).
Fix an arbitrary H 0 < h µ ( f | E ). By Remark 2(2), we may take a measurable partition η that is subordinate to E , and a measurable partition Q with
Thus without loss of generality we may assume that η ≥ξ.
We fix an arbitrary ε > 0, and apply Lemma 19 to obtain a measurable partition P. By Lemma 19 for (η ∨ Q, r + 1) in place of (η, i), and by Remar 2(1), we obtain the following inequalities:
As H µ (Q ∨ P ) < ∞ and (ξ r , E u ) satisfies P 1 to P 4 , by Corollary C we obtain
As before we can apply Corollary C to show that
Since ε, H 0 are arbitrary, we obtain the equality in Lemma 17. 
14. PROOFS OF PROPOSITIONS 4 AND 5 Proposition 4 and Proposition 5 for C 2 actions are proved in [16] and [20] respectively. In these papers, the authors need to construct invariant foliations using Pesin theory and the C 2 bound, while in our case, the invariant foliations for the C 1 action is given by the group orbits. This allows us to use straightforward adaptions of their arguments in our setting. We give the outlines of the proofs for the convenience of the readers. 
an admissible C 1 foliation E 0 . It is direct to see that E 0 is invariant under both f 1 and f 2 . Moreover, by Lemma 17, we have
As in [16, Proposition 8 .1], we construct a measurable partition η on M α with the following properties:
The construction of such η follows along the same lines as in [16] . We choose an arbitrary x in the support of µ, and set S ρ = B(x, ρ) where ρ > 0 is a small constant to be determined. We define a partition η ′ of M α by letting η ′ (y) be the connected component of E 0 (y) ∩ S ρ if y ∈ S ρ ; and η ′ (y) be M α \ S ρ otherwise. Since f 1 , f 2 both expand E 0 , and E 0 is admissible, there exist κ, σ > 0 such that for every x ∈ M α , we have f By Lemma 4, we have
Proof of Proposition 5. The proof is essentially the same as in [20] . We let ξ be a measurable partition of M α such that (ξ, W χ ) satisfies P 1 to P 4 . Moreover, we can ensure that for µ-a.e. x, the map
is invertible on ξ(x) ⊂ W χ (x). Note that for µ-a.e. x, the map T : G χ → G χ , given by T(g) = exp(−s)g exp(s), satisfies that
ξ( f (x)).
We let ν χ be the left Haar measure on G χ . We set L(y) = ν χ (ι −1 y (ξ(y))) for µ-a.e. y ∈ M α . We construct a probability measure µ ′ on M α as follows. For any measurable subset B ⊂ M α , we set
y (ξ(y) ∩ B))dµ(y).
We will show that µ = µ ′ . Let µ and µ ′ be respectively the restrictions of µ and µ ′ on B f −1 (ξ) . Since the restrictions of µ and µ ′ on B ξ coincides, and f −1 ξ ≥ ξ, we have .
By definition and Lemma 4, we have
h µ ( f | W χ ) = h µ ( f , ξ) = − log µ ξ y (( f −1 ξ
)(y))dµ(y).
By direct computation, we see that = − log det(Ad exp(s) | g χ ).
By our hypothesis that
we have log dµ ′ dµ (y)dµ(y) = 0. By Jensen's inequality, we have dµ ′ dµ (y) = 1 for µ-a.e. y. Hence µ ′ = µ. By similar consideration, we can show that for every n ≥ 1, the restrictions of µ and µ ′ on B f −n (ξ) coincides. As ξ is f -generating, we can conclude that µ ′ = µ. As the G-actionα on M α is locally free, we may define, for µ-a.e. y, the conditional measure [µ G χ y ] along G χ -orbits as in [9] . By our definition of µ ′ and the f -invariance of µ, we can show that [µ G χ y ] is the left Haar measure on G χ for µ-a.e. y. This implies that µ is G χ -invariant.
PROOF OF LEMMA 2
We will give a case-by-case discussion using the classification of the root systems presented in [18, Appendix C]. We will detail A n -type, and give less detailed treatment for the remaining cases.
Recall that the restricted root system of g is denoted by Σ. Case I (⋆ = A): Assume that Σ is of type A n . This is the case when g = sl(n + 1, R). Then by [18, Appendix C], we can find linear functionals on a, denoted by e 1 , · · · , e n+1 , such that Σ + = {e l − e k | 1 ≤ l < k ≤ n + 1}, Π = {e 1 − e 2 , · · · , e n − e n+1 }.
We set C m = 2m 2 − m + 1, and F A (m) = 2C m − 2 = 4m 2 − 2m for every m ∈ N. We claim that b g (m) ≤ F A (m) for any g of type A n , for any n. Indeed, let w 1 , · · · , w 2C m −1 be any set of distinct restricted roots in Σ (note that no two restricted roots are positively proportional). Then without loss of generality we may assume that w 1 , · · · , w C m are in Σ + , and for each 1 ≤ i ≤ C m , w i = e l i − e k i where Ker(w j ) has codimension at least m + 1. This proves the claim. Case II (⋆ = B): Assume that Σ is of type B n . This is the case when g = so(n, m) for n even and m > n, m odd; so(m, n) for n odd, and m > n, m even; so(2n + 1, 2m + 1), m > n but not so (1, 3) ; so(2n, 2m), m > n. By [18, Appendix C], we can find linear functionals on a, denoted by e 1 , · · · , e n , such that Σ + = {e l ± e k | 1 ≤ l < k ≤ n} ∪ {e i | 1 ≤ i ≤ n}, Π = {e 1 − e 2 , · · · , e n−1 − e n , e n }.
Given r distinct elements w 1 , · · · , w r of Σ + , there exist q ≤ 2r distinct elements e j 1 , · · · , e j q such that
But the right hand side above contains at most q 2 distinct elements in Σ + . Thus by a similar argument as in Case I, we can take F B (m) = 8m 2 .
Case III (⋆ = C): Assume that Σ is of type C n . This is the case when g = su(n, n), sp(n, R). By [18, Appendix C], we can find linear functionals on a, denoted by e 1 , · · · , e n , such that Σ + = {e l ± e k | 1 ≤ l < k ≤ n} ∪ {2e i | 1 ≤ i ≤ n}, Π = {e 1 − e 2 , · · · , e n−1 − e n , 2e n }.
But the right hand side above contains at most q 2 distinct elements in Σ + . Thus by a similar argument as in Case I, we can take F C (m) = 8m 2 . Case IV (⋆ = BC): Assume that Σ is of type BC n . This is the case when g = su(n, m), m > n; sp(n, m), m > n. By [18, Appendix C], we can find linear functionals on a, denoted by e 1 , · · · , e n , such that Σ + = {e l ± e k | 1 ≤ l < k ≤ n} ∪ {e i , 2e i | 1 ≤ i ≤ n}, Π = {e 1 − e 2 , · · · , e n−1 − e n , e n }.
Given r elements w 1 , · · · , w r of Σ + in distinct coarse restricted roots, there exist q ≤ 2r distinct elements e j 1 , · · · , e j q such that
But the right hand side above contains at most q 2 elements in Σ + belonging to distinct coarse restricted roots. Thus by a similar argument as in Case I, we can take F C (m) = 8m 2 . Case V (⋆ = D): Assume that Σ is of type D n . This is the case when g = so(2n + 1, 2n + 1) but not so (1, 1) ; so(2n, 2n) but not so (2, 2) . By [18, Appendix C], we can find linear functionals on a, denoted by e 1 , · · · , e n , such that Σ + = {e l ± e k | 1 ≤ l < k ≤ n}, Π = {e 1 − e 2 , · · · , e n−1 − e n , e n−1 + e n }.
But the right hand side above contains at most q 2 − q distinct elements in Σ + . Thus by a similar argument as in Case I, we can take F D (m) = 8m 2 − 4m.
