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A neutron star in a compact binary is expected to be well-approximated by a barotropic flow
during the inspiral phase. During the merger phase, where tidal disruption and shock-heating oc-
cur, a baroclinic description is needed instead. In the barotropic case, a Hamiltonian formulation
potentially offers unique benefits for numerical relativity simulations of the inspiral phase, includ-
ing highly accurate conservation of circulation and superconvergence of the fluid variables, and is
actively being explored. In this work, we investigate the viability of a Hamiltonian formulation in
the baroclinic case. At odds with the barotropic case, this formulation is non-conservative, yet it
can be treated well with approximate Riemann solver algorithms since the non-conservative terms
vanish across genuinely nonlinear fields. Nonetheless, using numerical 1-dimensional shock tube
tests we find that the weak solutions of the Hamiltonian system differ from the standard ones ob-
tained by enforcing conservation of rest mass density, momentum density, and energy density across
discontinuities. We also show that barotropic Hamiltonian formulations can admit shockwaves at
fluid-vacuum interfaces, which may be related to the unstable behavior of stellar surfaces observed
in past numerical tests. In light of the unphysical weak solutions, we expect that in future im-
plementations of the Hamiltonian formulation of hydrodynamics in numerical relativity it will be
necessary to use an explicitly barotropic formulation during the inspiral phase, and then switch to
a robust baroclinic formulation prior to merger.
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2I. INTRODUCTION
Gravitational wave astronomy is upon us [1–5]. Today’s gravitational wave data has more uncertainty [6, 7] than
theoretical models of the signals coming from perturbation theory, phenomenology, or numerical relativity [8–13],
therefore those models are used to inform interpretations of the data [14, 15]. However, with future third-generation
detectors [16, 17] or current detectors at design-sensitivity, the relationship between signal models and data may
invert [18–20]; data will inform the models. This inversion will take place unless substantial advancements are
made in the accuracy of theoretical models, including that of numerical relativity simulations. Advancements are
being pursued in perturbative calculations [21–32] as well as numerical simulations. Some existing efforts in the
latter category involve innovations and optimizations of hardware [33–35], parallel-computing software [36–40], and
numerical methods [41–52].
Another strategy is to innovate at the level of the physics formulation, possibly combined with the use of unconven-
tional or innovative numerical methods. The numerical application of a Hamiltonian formulation of fluid dynamics
falls into this category. The formulation goes back many years [53, 54], has been expounded upon recently [55, 56],
and proofs-of-principle have begun in numerical applications [57]. This work is part of a series of papers exploring the
numerical applicability of Hamiltonian formulations of fluid dynamics for relativistic stars, with an eye specifically
toward gravitational wave-driven decay of binary systems involving at least one material body.
The inspiral phase of a binary neutron star or black hole-neutron star system is expected to be well-approximated
as barotropic [58, 59], i.e. only one scalar fluid variable is independent. An example of a barotropic equation of state is
that of a polytrope, P = κρΓ0 , where P is the fluid pressure, ρ0 is the rest mass density, Γ is the adiabatic index, and κ
is a polytropic parameter related to temperature. Inviscid barotropic flow is known to conserve circulation [60], even
during gravitational-wave driven decay [59]. A Hamiltonian formulation of barotropic fluid dynamics, such as that
considered in [57], has several properties which appear suitable for numerics. First, it is likely that a scheme to conserve
circulation with high accuracy can be developed with the help of constraint damping [61, 62]. Second, since circulation
is conserved, an initially irrotational binary will remain irrotational, and by imposing irrotationality in the Hamiltonian
formulation, one obtains a genuinely flux-conservative form of the Euler equation valid in arbitrary spacetimes [55, 56].
The absence of source terms in such a form of the Euler equation should enable the development, with relative ease, of
a general well-balanced numerical scheme (i.e. a scheme which preserves general equilibrium configurations to within
machine precision). The fluid-vaccum interface was found in [57] to be delicate in the Hamiltonian formulation, which
was solved by hybridizing the Hamiltonian formulation with the more common Valencia scheme [63] in the vicinity
of the surface. In Appendix A we point out that shockwaves are (unphysically) permitted at fluid-vacuum interfaces
in the Hamiltonian formulation, which may be related to the unstable behavior of stellar surfaces observed in [57].
During the tidal disruption and merger phase of a binary system, the fluid is not barotropic. Instead, a baroclinic
description is required. An example of such a fluid is that with a gamma-law equation of state P = ρ0(Γ− 1), where
 is the specific internal energy, and again where P is the fluid pressure, ρ0 is the rest mass density, Γ is the adiabatic
index. Fewer numerical benefits are currently apparent for a Hamiltonian formulation of baroclinic fluid dynamics,
although see [56]. However, for eventual applications in numerical relativity, it is important to understand and
anticipate the suitability of Hamiltonian formulations of fluid dynamics in different regimes through simple numerical
explorations and proofs-of-principle.
In the current work, we numerically explore the weak solutions in Hamiltonian formulations of baroclinic fluid
dynamics using a variety of shock tube tests. Such formulations are non-conservative, therefore the question of weak
solutions is a nontrivial one both mathematically [64–66] and in terms of numerical methods [67–77]. However, using
recent approximate Riemann solvers for non-conservative systems [78], we show that the weak solutions in Hamiltonian
formulations are in general unphysical, although rarefaction fans and large discontinuities in rest mass density ρ0
(without discontinuities in specific internal energy ) are well-captured. The cause of this is likely due to the evolution
variables being unsuitable for the description of shockwaves [79, 80] (the conserved quantities across shockwaves
should be rest mass, momentum, and energy), although a rigorous argument to this effect is not forthcoming since
the Hamiltonian formulation is non-conservative. The main conclusion of this work is that, in future applications of
Hamiltonian formulations to binary simulations, it is advisable to use an explicitly barotropic formulation during the
inspiral phase, and then switch to a more robust baroclinic formulation (such as Valencia [63]) at some time prior to
merger.
In Sec. II we develop several baroclinic Hamiltonian formulations. Settling on one formulation, in Sec. III we discuss
the question of weak solutions and appropriate numerical schemes. In Sec. IV we present numerical results for several
shock tube tests in flat spacetime in 1+1 dimensions. We conclude in Sec. V. We discuss the vacuum Riemann problem
in Appendix A, and present numerical convergence tests in Appendix B.
Throughout, we use the mostly-positive metric signature (−,+,+, ...). Spacetime indices are denoted with letters
at the beginning of the alphabet {a, b, c...}. Spatial indices are denoted with letters beginning in the middle of the
alphabet {i, j, k...}. We use units in which G = c = 1, and the Boltzmann constant kb will appear explicitly.
3II. BAROCLINIC FORMULATIONS
In this section we develop several baroclinic Hamiltonian formulations of fluid dynamics. We will settle on one
choice when presenting numerical results.
We begin with a perfect fluid with a relativistic gamma-law equation of state, P = ρ0(Γ − 1), where ρ0 is the
rest mass density,  is the specific internal energy, and Γ is the adiabatic index. The first equation we employ is the
continuity equation
0 = ∇a (ρ0ua) , (2.1)
which in the relativistic regime is an approximate expression of the local conservation of baryon number. Since this
is a total divergence, in curved spacetime we obtain
∂a
(√−gρ0ua) = 0. (2.2)
Thus by choosing a densitized variable D˜ ≡ √−gρ0ut, we avoid geometric source terms in this equation. Introduce a
3+1 split of spacetime [81] via
ds2 = (−α2 + γijβiβj)dt2 + 2γijβidtdxj + γijdxidxj , (2.3)
and note the following relations: αut = W = 1/
√
1− γijvivj is the Lorentz factor, vi is the fluid 3-velocity measured
by normal observers, ui/ut = αvi − βi is the advective velocity, and the metric determinant factors via √−g = α√γ
where γ is the spatial metric determinant.
With this infrastructure we obtain the 3+1 form of Eq. (2.2),
0 = ∂tD˜ + ∂i
(
αD˜
(
vi − βi/α)) . (2.4)
In the barotropic case [57], the canonical form of the Euler equation can be written abstractly as u ·dp = 0, where
u is the fluid 4-velocity and dp is the exterior derivative of the canonical momentum pa = hua (also known as the
canonical vorticity 2-form), where h is the specific enthalpy. In the baroclinic case [56], the canonical form of the
Euler equation has an additional term proportional to the gradient of the specific entropy S:
u · dp = TdS. (2.5)
The canonical momentum has the same form in the baroclinic case, pa = hua, where h is the specific enthalpy. The
equation governing pi will be the spatial part of Eq. (2.5) in the given chart, and the evolved variable is pi. We obtain
0 = ∂tpi − ∂ipt +
(
αvj − βj)ωji − αT
W
∂iS. (2.6)
With one additional variable compared with the barotropic case, we require one additional equation of motion to
close the system. One possible choice is to evolve the energy equation,
0 = ∇aT at. (2.7)
Doing so will result in geometric source terms since this is not a pure covariant divergence of the form ∇aAa for some
vector Aa. In our numerical tests we found it is possible to evolve the resulting system, although it is rather unstable
with discontinuous initial data and equilibrium stars, so we do not pursue it further.
A different choice for the third equation comes from Eq. (2.5), obtained by projecting it onto ua:
0 = ua∇aS. (2.8)
In a chart {t, xi}, this is simply the advection of entropy
0 = ∂tS +
ui
ut
∂iS
= ∂tS +
(
αvi − βi) ∂iS (2.9)
⇒ 0 = ∂teS +
(
αvi − βi) ∂ieS , (2.10)
where the last line anticipates that the entropy is a logarithm.
Numerically we found greatest stability with yet another choice, which is to combine Eq. (2.10) with the rest mass
conservation Eq. (2.4) to obtain a flux-conservative equation,
0 = ∂t
(
D˜eS
)
+ ∂i
(
αD˜eS
(
vi − βi/α)) . (2.11)
4This comes from the covariant conservation of the entropy current ∇a(ρ0Sua) = 0, except we have chosen to expo-
nentiate the specific entropy (which is also a valid form of the equation).
In order to relate S to the other variables {ρ0, }, we use the ideal gas equation of state in its other form, P ∝ nkbT ,
with n is the number density of particles and kb is the Boltzmann constant. Note we use a proportionality sign in order
to also accommodate a photon gas, since a special proportionality constant appears in that case involving the Riemann
zeta function [82]. Then we determine the specific entropy S via the first and second laws of thermodynamics,
T (ρ0, )dS = d+ Pd
(
1
ρ0
)
= d− P
ρ20
dρ0. (2.12)
With S = S(ρ0, ) we have the system
∂S
∂
=
1
T (ρ0, )
(2.13)
∂S
∂ρ0
= − P
ρ20
1
T (ρ0, )
. (2.14)
We next plug in P = ρ0(Γ − 1) and  = aT for some proportionality constant a, which for a material fluid is
a = (kb/m)(Γ− 1)−1 and m is the (average) particle mass composing the fluid. Then Eq. (2.13) yields
S = a ln + f(ρ0), (2.15)
and the integration function f(ρ0) is determined by Eq. (2.14),
∂f
∂ρ0
= −a(Γ− 1) 1
ρ0
. (2.16)
This gives
S = a (ln − (Γ− 1) ln ρ0) + S0, (2.17)
with S0 an arbitrary reference level. When plugged into Eqs. (2.10) or (2.11), the constants a and S0 drop out. Thus,
we can replace S in those equations with
Sˆ ≡ ln − (Γ− 1) ln ρ0
= ln
(
ρ1−Γ0
)
, (2.18)
where we have set a = 1 and S0 = 0.
In the Euler equation (2.6), the entropy term (α/W )T∂iS is (α/W )(/a)∂i(aSˆ), thus we have
0 = ∂tpi − ∂ipt +
(
αvj − βj)ωji − α
W
∂iSˆ. (2.19)
From here onward we will redefine S ≡ Sˆ to ease notation. The form of Eq. (2.19) is appropriate for the formulation
which evolves S, i.e. Eq. (2.10), since then the non-conservative term is written in terms of derivatives of the evolved
variables.
If evolving eS instead, then one should write
0 = ∂tpi − ∂ipt +
(
αvj − βj)ωji − α
WeS
∂ie
S . (2.20)
We focus instead on the formulation using the flux-conservative form of the entropy equation (2.11), which motivates
the following rewriting:
0 = ∂tpi − ∂ipt +
(
αvj − βj)ωji + α
W

D˜
∂iD˜ − α
W

D˜eS
∂i
(
D˜eS
)
. (2.21)
In this approach, the evolution variables are {D˜=√|g|ρ0ut = √γρ0W, pi = hui, D˜eS = √γW/ρΓ−20 }. Optionally
one can also evolve the vorticity tensor ωij as an independent variable using
∂tωij + ∂m
[(
αvk − βk) (ωkjδmi − ωkiδmj )]+ ∂j (αW ) ∂iS − ∂i (αW ) ∂jS = 0. (2.22)
This is flux-conservative in the barotropic case, since ∂iS = 0, and constitutes the differential form of Kelvin’s
circulation theorem. But in the baroclinic case one would have to deal with terms quadratic in spatial derivatives.
51. Recovery of primitive variables
Recovery of the primitive variables from the evolution variables proceeds via iterative rootfinding on a function of
the rest mass density. To recover the primitive variables, one can write
eSD˜Γ−1 =
h− 1
Γ
(
√
γW )
Γ−1
, (2.23)
and then eliminate W in favor of pt using pt = hut = hW/α. This yields
eSD˜Γ−1 =
h− 1
Γ
(√
γ
αpt
h
)Γ−1
. (2.24)
Finally, the eliminate pt in favor of h using papa = −h2 → αpt =
√
γijpipj + h2, yielding an equation where the only
unknown is h. Once h is solved for, the specific internal energy  is recovered via h = 1 + Γ. Then the velocity is
found via the canonical momentum pi and the rest mass density is found via D˜ =
√
γρ0W .
A. Specialization to Minkowski space in d+ 1 dimensions
In Minkowski space in Cartesian coordinates, we have α = 1, √γ = 1, and D˜ = ρ0W ≡ D. Then Eq. (2.24)
combined with pt =
√
δijpipj + h2 becomes
⇒ (eSDΓ−1)2 h2(Γ−1) = (h− 1)2
Γ2
(
h2 + pip
i
)Γ−1
. (2.25)
Just as in the curved space case Eq. (2.24), in general this will yield a high-order polynomial with no analytic solution,
and will thus require an iterative rootfinder to solve for h. However, we will consider Γ = 2 which yields the following
quartic polynomial, the highest order polynomial with analytic solutions:
h4 − 2h3 +
[
pip
i − (2eSD)2 + 1]h2 − 2pipih+ pipi = 0. (2.26)
We checked the Γ = 2 solution space for a wide variety of physical values for the hydrodynamic variables, and in all
cases only one physical root existed (i.e. h ∈ R and h ≥ 1).
III. WEAK SOLUTIONS AND NUMERICAL SCHEMES
The formulation we focus on consists of the equations of motion (2.4), (2.21), (2.11), which we collect here:
0 = ∂tD˜ + ∂i
(
αD˜
(
vi − βi/α)) , (3.1)
0 = ∂tpi − ∂ipt +
(
αvj − βj)ωji + α
W

D˜
∂iD˜ − α
W

D˜eS
∂i
(
D˜eS
)
, (3.2)
0 = ∂t
(
D˜eS
)
+ ∂i
(
αD˜eS
(
vi − βi/α)) , (3.3)
together with the equation of state P = ρ0(Γ− 1). The system has the form
0 = ∂tQ+ ∂iF +B(Q)∂iQ, (3.4)
where Q is the evolution variables collected into a vector, F is a flux, and B is a square matrix encapsulating the
non-conservative part of the system.
The very notion of weak solutions was extended to non-conservative systems through the use of Borel measures [66]1.
In this context, the notion requires a choice of path through solution space which interpolates between states on either
side of a discontinuity. There has been a lot of work extending and applying approximate Riemann solvers to non-
conservative systems of the form of Eq. (3.4), e.g. [67–76] (see [77] and references therein). In this work we use the
1 Earlier work on the subject can be found in e.g. [64, 65]
6path-conservative version of the original [83] Harten-Lax-van Leer (HLL) scheme given explicitly in [78], and our
conclusions do not change if we instead use the HLLEM scheme (also given explicitly in [78]).
In Eq. (3.4), path-conservative schemes can be shown to reduce to standard conservative schemes when the matrix
B is a Jacobian of some flux vector. Usually this is not the case, e.g. multi-layer shallow water or multi-phase
flows [78]. For the system of Eqs. (3.1, 3.2, 3.3), if we regard the vorticity ωji as an independent variable, the matrix
B encapsulating the non-conservative terms is
B =
 0 0 0α
W

D˜
0 − αW D˜eS
0 0 0
 =
 0 0 0αW 2 √γρ0 0 − αW 2 ρΓ−20√γ
0 0 0
 (3.5)
This is also the appropriate matrix in the 1-dimensional case, irrespective of whether the vorticity is taken to be
an independent variable, because the vorticity is identically zero in that case. One can easily show that this matrix
is not the Jacobian of any flux, since the system of partial differential equations the flux would have to satisfy are
inconsistent. Namely, for a flux f such that B = ∂f/∂Q = ∂f/∂p ·∂p/∂Q, where p is a vector of primitive variables,
it suffices to show that ∂f/∂p = B · ∂Q/∂p, which is readily computable, is an inconsistent set of equations for f(p).
Path-conservative schemes have been observed empirically (e.g. [72, 78]) to yield unique weak solutions provided
that the non-conservative terms in Eq. (3.4) are zero across all genuinely nonlinear fields. Genuinely nonlinear fields
are eigenvectors Ki of the Jacobian ∂f/∂Q+B such that ~∇Qλi(Q) ·Ki(Q) 6= 0 ∀ Q, where λi is the corresponding
eigenvalue and ~∇Q is a gradient with respect to the variables Q [80]. The eigenvectors and eigenvalues in the
1-dimensional case in flat spacetime are
λ0 = v
λ± =
v(1− Γ(Γ− 2))± ρ−(2+Γ)0
√
h(Γ− 1)Γρ4+2Γ0 (1− v2)2
1 + Γ(1− (Γ− 1)v2) (3.6)
K0 =
(
ρΓ−10
(1− Γ) ,
ΓρΓ−20 v
Γ− 1 , 1
)>
K± =
ρΓ−10

,
Γ(Γ− 1)hρ2+Γ0 ∓ v
√
hΓ(Γ− 1)ρ4+2Γ0
−Γ(Γ− 1)ρ40v ± ρ2−Γ0
√
hΓ(Γ− 1)ρ4+2Γ0
, 1
> (3.7)
The genuinely nonlinear fields are ~K±, and the non-conservative terms in Eq. (3.2) are indeed zero across them (i.e.
B · ~K± = 0).
Despite this, we will find the weak solutions are unphysical. This can plausibly be blamed on the fact that the
evolution variables are not the rest mass density, momentum density, and energy density [79, 80], and thus the implied
jump conditions across discontinuities are physically incorrect. However, this explanation is not as straightforward as
it would be for a conservative formulation, and so strictly speaking remains a speculation. Note that, in this work,
we have not excluded the possibility of obtaining physically correct weak solutions using the path through state space
that is consistent with the viscosity solutions of the system, since we use only the linear path presented in [78].
IV. NUMERICAL RESULTS
In this section we present shock tube solutions for the non-conservative Hamiltonian formulation of baroclinic fluid
dynamics described by Eqs. (3.1)-(3.3) and the ideal gas equation of state P = ρ0(Γ−1). We use Γ = 2. The domain
length is L = 10 with variables copied for the boundary conditions on either side, in flat spacetime in Cartesian
coordinates. We use a Courant-Friedrichs-Lewy factor cfl = 0.25 unless otherwise specified, so that the time step and
grid spacing are related by ∆t = cfl × ∆x. We use the path-conservative HLL scheme given explicitly in [78]. We
obtain the exact Valencia solutions using [84]. The solver is available to download from [85].
We will see that rarefaction fans are correctly captured, even superior to the Valencia formulation, as one would
expect based on their being isentropic [80, 86, 87] and the fact that our Hamiltonian formulation conserves the
entropy density explicitly. Large discontinuities in ρ0, without discontinuities in , also appear to be very well-
tolerated, although small deviations are notable. Other types of discontinuities yield clearly unphysical solutions. We
will also compare with numerical solutions obtained using the Valencia formulation.
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FIG. 1. Shock tube initial data (ρ0,L, vL, PL) = (10, 0, 13.3), (ρ0,R, vR, PR) = (1, 0, 0.1) at t = 4 with fiducial resolution
∆x = 10/200. For comparison, the numerical solution in the Valencia formulation is also displayed with resolution ∆x/4.
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FIG. 2. Shock tube initial data (ρ0,L, vL, L) = (1000, 0, 1), (ρ0,R, vR, R) = (1, 0, 1) at t = 4 with fiducial resolution ∆x =
10/200. For comparison, the numerical solution in the Valencia formulation is also displayed, using the resolution ∆x/4.
A. Relativistic shock tube
This test is shown in Fig. 1. The left and right initial conditions we use for this evolution are (ρ0,L, vL, PL) =
(10, 0, 13.3), (ρ0,R, vR, PR) = (1, 0, 0.1), respectively. The numerical solution in the Hamiltonian formulation is well-
resolved, resulting in the three resolutions being difficult to distinguish. The contact discontinuity is not captured,
since the pressure exhibits a jump there, whereas the only discontinuity should be in the rest mass density. The
intermediate states to the left and right of the contact discontinuity at x ∼ 7.5 are also unphysical, as well as the
shockwave speed.
B. Density discontinuity
This test is shown in Fig. 2. The left and right initial conditions we use for this evolution are (ρ0,L, vL, L) =
(1000, 0, 1), (ρ0,R, vR, R) = (1, 0, 1), respectively. The numerical solution in the Hamiltonian formulation is again
well-resolved, and captures the exact solution well despite the very large initial discontinuity. However, the inset
reveals a slightly incorrect density on the right side of the contact discontinuity.
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FIG. 3. Shock tube initial data (ρ0,L, vL, L) = (1, 0, 100), (ρ0,R, vR, R) = (1, 0, 1) at t = 4 with fiducial resolution ∆x = 10/200.
For comparison, the numerical solution in the Valencia formulation is also displayed, using the resolution ∆x/4.
C. Specific internal energy discontinuity
This test is shown in Fig. 3. The left and right initial conditions we use for this evolution are (ρ0,L, vL, L) =
(1, 0, 100), (ρ0,R, vR, R) = (1, 0, 1), respectively. The intermediate state (corresponding to the “tower” feature in the
density) is unphysical.
D. Velocity discontinuity
We consider two cases with the initial velocity in the left state being rightwards and leftwards. The first case is shown
in Fig. 4, whereby the left and right initial conditions we use for the rightwards evolution are (ρ0,L, vL, L) = (1, 0.9, 1),
(ρ0,R, vR, R) = (1, 0, 1), respectively. The solution consists of a double shockwave, and the shockwave speeds and
intermediate fluid state are seen to be unphysical. Resolving the intermediate state appears to be challenging for the
Valencia scheme, where a dip in the density is exhibited near x ∼ 7.5, which shrinks with increasing resolution.
For the leftwards evolution displayed in Fig. 5, we use (ρ0,L, vL, L) = (1,−0.99, 1), (ρ0,R, vR, R) = (1, 0, 1), respec-
tively. The solution consists of a double rarefaction, and it is captured well in the Hamiltonian scheme. Rarefaction
fans are captured well in a variety of formulations because the solution is continuous and isentropic across the
fans [80, 86, 87]. But the Hamiltonian formulation we are using captures them particularly well, likely due to the
fact that we are evolving the entropy density explicitly. The numerical Valencia solution actually performs worse,
exhibiting a dip feature in the density near x ∼ 2.5. This observation suggests that it may be beneficial in numerical
applications to hybridize a numerical scheme to use Valencia near discontinuities, but evolve the entropy density
otherwise.
90 5 10
x
1.00
1.25
1.50
1.75
2.00
2.25
0
0 5 10
x
0.0
0.2
0.4
0.6
0.8
v exact
x
x/2
x/4
x/4 Valencia
0 5 10
x
1
2
3
4
5
P
FIG. 4. Shock tube initial data (ρ0,L, vL, L) = (1, 0.9, 1), (ρ0,R, vR, R) = (1, 0, 1) at t = 4 with fiducial resolution ∆x = 10/200.
For comparison, the numerical solution in the Valencia formulation is also displayed, using the resolution ∆x/4.
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FIG. 5. Shock tube initial data (ρ0,L, vL, L) = (1,−0.99, 1), (ρ0,R, vR, R) = (1, 0, 1) at t = 4 with fiducial resolution ∆x =
10/200. For comparison, the numerical solution in the Valencia formulation is displayed as well, using the resolution ∆x/4.
V. CONCLUSIONS
Hamiltonian formulations of fluid dynamics potentially offer unique advantages in numerical relativity, most of which
are expected to be utilizable during the barotropic inspiral phase of a gravitational wave-driven binary coalescence
involving at least one material body. The merger phase of the binary requires a baroclinic description. There are
no advantages of using a Hamiltonian formulation over standard formulations that are currently apparent (although
see [56]).
Nonetheless, the baroclinic case is worth consideration in order to obtain a better understanding of the limitations
of Hamiltonian formulations in future applications. This work is part of a series of papers exploring the viability of
such formulations in practice. We have considered a Hamiltonian formulation of baroclinic fluid dynamics, showing
that it yields unphysical weak solutions under a path-conservative approximate Riemann solver scheme. Thus, in
future implementations of Hamiltonian formulations in numerical relativity, an explicitly barotropic formulation is
advised during the inspiral phase, and then switching to a standard baroclinic formulation prior to merger will be
necessary. However, note that we have not excluded the possibility of obtaining physically correct weak solutions
using the path through state space that is consistent with the viscosity solutions of the system, since we use only the
linear path presented in [78].
In the appendix we also point out that the barotropic Hamiltonian formulation admits shockwaves at fluid-vacuum
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interfaces, which may be related to the numerical instabilities observed at the stellar surface in [57]. Those instabilities
were dealt with via a hybrid Hamiltonian-Valencia scheme.
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Appendix A: Barotropic vacuum Riemann problem
In this appendix, we will denote rest mass density with ρ for ease of notation, rather than ρ0 as we do everywhere
else in this work.
It is well-known that the Newtonian vacuum Riemann problem results in a pure rarefaction adjacent to the vacuum
(see e.g. [80, 88, 89]). We can readily deduce the same conclusion in the special relativistic case using the jump
conditions for the barotropic problem coming from conservation of rest mass and momentum,
(ρLWL − ρRWR)S = ρLWLvL − ρRWRvR (A1)(
ρLhLW
2
LvL − ρRhRW 2RvR
)
S = ρLhLW
2
Lv
2
L − PL − ρRhRW 2RvR + pR, (A2)
where S is the shock speed, and the L and R subscripts denote the states to the left and right of the potential
discontinuity. Setting the right state equal to vacuum, ρR = PR = vR = 0, which implies hR = WR = 1, the jump
conditions reduce to
S = vL (A3)
0 = PL. (A4)
Since the pressure in the fluid state vanishes, the pressure is therefore required to be continuous at the fluid vacuum
interface. If the density must vanish along with the pressure (as per e.g. P = κρΓ0 ), then the fluid-vacuum interface
cannot support a discontinuity in the density either. Shockwaves are therefore not supported at fluid-vacuum inter-
faces. A rarefaction is the only other possible elementary wave in the barotropic case (and this is still true in the
baroclinic case [80, 88, 89]).
In the Hamiltonian formulation, the solution structure is different. Although all formulations agree in the rarefaction
fan [80], they do not necessarily agree on whether or where the rarefaction fan terminates. Consider the jump
conditions in the Hamiltonian formulation coming from conservation of rest mass and the Hamiltonian Euler equation,
(ρLWL − ρRWR)S = ρLWLvL − ρRWRvR (A5)
(hLWLvL − hRWRvR)S = hLWL − hRWR. (A6)
Setting the right state equal to vacuum yields
S = vL (A7)
hLWLv
2
L = hLWL − 1, (A8)
or written another way,
S = sign(vL)
√
h2L − 1
h2L
(A9)
hL = WL. (A10)
We see that the specific enthalpy can take on values greater than 1, implying a positive rest mass density. Rest mass
discontinuities are therefore supported as shockwaves at fluid-vacuum interfaces in the Hamiltonian formulation. This
may be related to the numerical instabilities found at the stellar surface in [57] when using a barotropic Hamiltonian
formulation there.
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FIG. 6. The evolution of the rest mass density ρ0 for the initial conditions (B1), showing a highly dynamical solution.
Appendix B: Convergence tests
To validate our numerical implementations, we performed independent residual tests on smooth numerical solutions.
This means plugging the numerical solutions into the fluid equations in a separately coded script, and observing the
rate of decrease of the residual as resolution is increased. An independent residual test is a form of analytic convergence
test not requiring specific knowledge of an exact solution, other than the fact that the solution must obey the equations
of motion.
We use periodic boundary conditions on a domain length L = 10 and a time step limitation cfl = 0.25. The initial
conditions we use for this test are
ρo = 1 + exp
{−(x− 0.5× L)2
2
}
 = 1 + exp
{−(x− 0.7× L)2
2× 0.52
}
(B1)
v = 0.2× (x− 0.5× L) exp
{−(x− 0.5× L)2
2× 0.752
}
,
and the subsequent evolution of the rest mass density is depicted in Fig. 6. This depiction is intended to convey that
this is a very dynamical evolution, and is therefore a non-trivial test of the numerical implementation. We evolve
until 1 light-crossing time.
For two residuals R∆x(x, t) and R∆x/2(x, t) obtained at resolutions ∆x and ∆x/2, respectively, the global conver-
gence factor is defined as
(log 2)−1 log
{ L2(R∆x)
L2(R∆x/2)
}
, (B2)
where we subjected the residuals to the L2-norm operator over space. The global convergence factor is a function of
time, and its value is the convergence order measured in a spatially integrated sense.
In Fig. 7 we display global convergence tests for the residuals of the fluid equations for both the Hamiltonian and
Valencia formulations. The fiducial resolution is ∆x = 10/50. The slope limiter deployed is the minmod type [80],
and in the Hamiltonian formulation the slope limiter is also applied to the non-conservative product (B(Q)∂iQ term
in Eq. (3.4)), as per the numerical scheme in [78]. Both the Hamiltonian and Valencia formulations yield the expected
∼1.5th order global convergence for a nominally 2nd order finite volume scheme. However, the Euler equation residual
in the Hamiltonian formulation suffers a somewhat diminished performance of 1st order during the first half of the
evolution (Fig. 7, left middle panel). Based on our investigations, this diminished performance is due solely to the
minmod-limited finite difference operator applied to the non-conservative term (B(Q)∂iQ term in Eq. (3.4)) in the
Hamiltonian Euler equation, as per [78]. Using instead a “monotonized central” limiter (MC limiter) [80] yields an
improved convergence order of ∼1.5 (see Fig. 9). However, we find the MC limiter performs more poorly on shockwave
solutions in comparison to the minmod limiter, therefore the shock tube evolutions we present in this work always
use the minmod limiter.
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FIG. 7. Global convergence orders in the Hamiltonian (left) and Valencia (right) formulations for the initial conditions (B1).
The fiducial resolution is ∆x = 10/50, and the minmod slope limiter is deployed in the numerical schemes. These plots are
smoothed with a Gaussian kernel of width equal to 3 time steps for each resolution.
As time proceeds, numerical truncation error builds up in the solutions. This manifests in the decreasing convergence
order at later times. As resolution is increased, the expected ∼1.5th order convergence is maintained for longer
durations of time.
We also display the convergence order for the spatially local residual in Fig. 8. This is defined as
(log 2)−1 log
{ |R∆x(t = ∆t, x)|
|R∆x/2(t = ∆t, x)|
}
, (B3)
where now we evaluate the residual at the physical time corresponding to the first time step in the fiducial resolution
t = ∆t, and take the absolute value rather than the L2-norm. The result is a function of spatial position, and indicates
the instantaneous local convergence order. At such an early time, 2nd order convergence is obtained as expected.
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