The degenerate four-wave-mixing (DFWM) signal is said to be saturated when the population difference of the two levels involved in the resonant transition oscillates with a rate (Rabi frequency) greater than the relaxation and dephasing rates. The field intensity at which this occurs is referred to as the DFWM saturation intensity. We find that the DFWM saturation behavior predicted by nondegenerate two-level models is in close agreement with the observed power dependence of (0,O) band transitions of the CH A *A -X 211 system. Furthermore, when the linear polarization states of the excitation fields are varied, the saturation intensity does not change significantly. In contrast, large differences in the DFWM signals are observed as a function of input field polarization and rotational branch. These differences are nearly independent of laser intensity. The DFWM signal differences are rationalized using the diagrammatic perturbation theory (DPT) expressions described in the preceding paper. We find that the DPT expressions are accurate to lo%-30% at saturating laser intensities. The important aspects of the reduction of saturated DFWM signals to relative internal-state distributions are outlined in environments where population relaxation and dephasing events are dominated by collisions, and a rotational temperature analysis is presented of the CH radical in an atmospheric-pressure oxyacetylene flame. Rotational temperatures determined using saturated DFWM are estimated to be accurate to 5%.
I. INTRODUCTION
have presented a model of degenerate four-wave mixing (DFWM) which has shown good agreement with experiments.2-4 The AL model considers a nondegenerate two-level homogeneously broadened system in the presence of two counterpropagating pump fields of arbitrary intensity and weak probe and signal fields. The probe and signal intensities are weak in the sense that they do not significantly affect the level populations. In this model all fields are monochromatic, are of the same polarization state, and are configured in the phase-conjugate geometry (PC-DFWM) discussed in the preceding paper (hereafter referred to as WZRl). ' One of the most significant predictions of the AL model is that the DFWM signal becomes relatively insensitive to collisions when the intensity of the pump fields is increased so that the population difference of the two-level system oscillates with a rate (Rabi frequency) greater than the relaxation and dephasing rates. When the pump field intensity approaches this value (&) the DFWM signal is said to be saturated. The collisional independence of saturated DFWM has been verified experimentally for many species including N0,6*7 OH,*-" NH, " and CH.12 Note, however , that the AL model should be viewed only as a qualitative description of these experiments because in most cases the lasers employed are not monochromatic, the molecules are moving, and the probe field intensity is a significant fraction of the pump field "Present address: Division of Chemistry Science and Technology (MS G755). Los Alamos National Laboratory, Los Alamos, NM 87545.
"Authors to whom correspondence should be addressed, intensity. In addition, molecules possess polarizationdependent spectroscopic properties such as those discussed in WZRl that are not described by the AL model. Meacher, Charlton, Ewart, Cooper, and Alber (MCECA)'3-'5 have developed a theory for DFWM with broad-bandwidth lasers that has shown qualitative agreement with experiments.t3 The MCECA model is similar to the AL model in that intense pump fields and a weak probe field interact with stationary nondegenerate two-level absorbers in a PC-DFWM phase matching geometry; however, the pump bandwidths are assumed to be much larger than the homogeneous line width (including power broadening) of the optical transition. In this model the probe bandwidth can be any size. The results show that increasing the pump bandwidth leads to an increased Ztat and a slightly different DFWM power dependence compared to the AL model. Lucht, Farrow, and Rakestraw (LFR) 16 have addressed the effects of molecular motion and strong (saturating) probe field intensity. LFR numerically evaluated the time-and space-dependent density matrix equations directly for a nondegenerate two-level system with molecular motion in which any or all of the incident fields can be saturating. LFR calculated DFWM intensities and line shapes for conditions of interest for flame and plasma diagnostics, and compared the results of their calculations to experimental results of NO in 100 Torr of helium excited by a narrow-bandwidth (0.004 cm-') laser. Some of the findings of LFR relevant to our work are as follows: first the presence of molecular motion slightly increases Zyat ; second, when the probe field intensity is one quarter of the pump field intensity the DFWM satura- is held constant at a value much less than & ; and third, the DFWM signal is nearly independent of collisions when the pump field intensity is approximately 2&.
LFR discussed their work in the context of previous saturation treatments'7-2A so further comparisons will not be made here. The work of AL, MCECA, and LFR greatly enhance the understanding of DFWM saturation; however, because these models assume a nondegenerate two-level system, the effect of polarization in saturated DFWM remains unresolved.
Our aim is to determine the effect of polarization in applying nondegenerate two-level models to 'experiments involving molecules; in particular we wish to determine how polarization affects extracting relative internal-state distributions from DFWM signals. Our approach is to measure DFWM signals as a function field polarization and intensity and to interpret these data in the framework of the AL and MCECA models using the ideas developed in WZRl. In Sec. II we discuss the pertinent experimental details. A brief discussion of the AL and MCECA models is given in Sec. III with an emphasis on the key elements required to interpret DFWM signals. In Sec. IV we present DFWM data of the CH radical in an atmospheric-pressure flame as a function of field polarization and intensity, interpret the results, and present methods for extracting relative population distributions from saturated DFWM signals. In Sec. V we present conclusions of our findings.
II. EXPERIMENTAL DETAILS
A. Experimental apparatus Figure 1 shows the experimental configuration in which three fields of the same frequency overlap in the reaction zone of an atmospheric-pressure oxyacetylene flame to generate a fourth field (the DFWM signal). The two coaxial and counterpropagating pump fields, denoted E, (forward pump) and E, (backward pump), are crossed at a small angle, 8=2", by a probe field, E,. This configuration is commonly referred to as the PC-DFWM geometry. The PC-DFWM signal field, E,, is coherently generated and propagates 6 m to a photomultiplier (Hamamatsu R2393P) where it is detected.
Excitation is provided by a KrF excimer-pumped dye laser system (Lambda Physik EMG 102 MSC and FL 2002) operated over the wavelength range of 425-450 nm with a bandwidth of AV,=O.18?0.02 cm-' (FWHM) and a pulse width of ArL=16.3f1 ns (FWHM). The output beam of the dye laser is spatially filtered to produce a Gaussian beam profile. The FWHM diameter of the beams is measured using the procedure outlined in Ref. 25 and is typically d,,,-0.5 mm. The beam diameter can be determined to 20.02 mm. The laser energy is computer (PC/XT) controlled using a photoelastic modulator (Hinds International PEM-CF4) between two crossed polarizers that allows the laser energy to be adjusted between 1 and 800 ,uJ with no beam deviation. The energy of the probe beam is one quarter of the forward pump beam, and the energy of the backward pump beam is 16  14  12  IO  ,  8  I  6  42  1  4  I  I  I  ,  I  I  I  I  I  I  I 6 I I  Ql,f   20  18  16  14  I  12  I  I  IO  8  6  I  42  I  I  I  I  I  I  I  1  11  I1111   Qlf,   20  18  16  14  12  IO  I  8  642  I  I  I  I  I  I  I  I  I  /  I  I  Illl"  Q2sf   18  16  I4  I2  IO  8  I  6  I  I  I  42  I  I  I  I  ,  I  I  /  I  I,,, adjusted to the value of the forward pump beam using a double Fresnel rhomb and a polarization beamsplitter which reflects S-polarized and transmits P-polarized light. We measure the beam energy by placing an energy meter (Molectron 54-09) after the polarization beam splitter which allows the energy to be measured directly and accurately to a fraction of a microjoule.
The DFWM signal is amplified (Lecroy VVlOOBTB) before being processed by boxcar a averager (SRS SR250). The laser energy is processed directly by a boxcar averager (SRS SR250). Up to four channels are read at each wavelength, digitized, and averaged over 30 laser shots. The data is then stored on a computer (PC/XT) for further analysis. If not otherwise stated, the reported errors include statistical and experimental uncertainties and represent 1~ deviation.
B. Flame
The atmospheric-pressure oxyacetylene flame consists of a standard welding torch fitted with a 0.94 mm diameter nozzl'e operated in the open air. The flows of acetylene and oxygen are maintained with mass flow controllers (MKS) at 380 and 360 cc/mm, respectively. This results in an oxygen to acetylene volumetric flow ratio, O&Hz, of 0.947 and an equivalence ratio, Cp, of 2.64 (fuel rich). The temperature is 27742 140 K at 0.4 mm above the burner nozzle and the CH concentration is estimated to be 30 ppm.12 At these concentrations (-8X 10" molecules/cm3 per quantum state) no CH absorption (< 1%) is observed. Figure 2 shows a DFWM spectrum of the CH radical taken at 0.4 mm above the burner nozzle. The integrated signal intensities of the well-resolved (0,O) band transitions of the A 2A-X 2H system26 are used in our analysis. The A-X system is highly diagonal,27-29 and both the X and A states rapidly approach Hund's case (b) coupling as rotation increases. The radiative lifetimes of the v'=O level of the A 2A state are nearly independent of rotational leve1.30*3' In recent calculations, however, Luque and Crosley29 show that there is approximately a 4% variation in the radiative lifetimes for N' quantum numbers ranging from N'=2 to N'=20. Therefore, we use the calculations of Luque and Crosley and the rotational line strengths of Kov&s"~'"~ 
C. CH Spectral features and collisional rates
where N, is the number density (molecules/cm3) of species 4, a!? is the cross section (cm'), and VPq is the average relative speed (cm/s) of species p and q. The average relative speed is given by ,
where kB is the Boltzmann constant, T is the temperature, and EL.P ¶ is the reduced mass for species p and q. To our knowledge the highest temperature data available are at 2000 K. The temperatures of interest in our investigations are approximately 2774 K. Therefore, the rates are scaled to this temperature by making a l/T density correction and a T'" velocity correction. Such a method is accurate if the cross sections do not change significantly with velocity. Strictly speaking, the Tij (s-l) have units of a first-order chemical kinetic rate coefficient; however, they are more commonly referred to as rates in nonlinear optics. Therefore, in what follows we will refer to the collisional transfer rate coefficients Tij as rates.
D. Saturation measurements
In our previous paper" saturation measurements were performed by obtaining spectral scans at specific laser intensities. The line-center signal intensities (peak heights) were easily distinguished from the baseline noise. Because of the time required to take a spectral scan at each laser intensity the data accumulation time was quite long (-2 h). We observe for our present experimental conditions that the major source of noise is scattered light. We are not able to observe a coherent nonresonant background signal in these experiments. Furthermore, the scattered light results primarily from beam 2 (probe) because it scatters light directly along the detection axis. A lesser contribution from beam 3 (backward pump) is also observed due to distortion and refraction of the beam after passing through the flame. Scattered light from beam 1 (forward pump) is found to be on the order of the electronic noise of the detection system, which is much less than the noise from the scattered light of beams 2 and 3.
In the present paper we vary the laser energy with the laser frequency held at line center. Specifically, the KrF extimer laser trigger is phase locked with the 50 kHz oscillations of the photoelastic modulation crystal. Varying the laser trigger delay varies the retardation of the light exiting the crystal, and hence, the amount of light that passes through the second polarizer. The laser energy is varied under computer control, and the total light intensity reaching the detector and laser energy are recorded each laser shot. Then in a separate scan the forward pump beam is blocked, and a scattered light signal is obtained as a function of laser energy. Both traces are sorted as a function of laser energy (corrects for shot-to-shot fluctuations) and binned at intervals of 0.5 d. The upper and lower solid symbol traces in Fig. 3 are examples of the total signal and scattered light signal, respectively. The scattered light signal (linear in laser energy) is subtracted from the total signal to obtain the DFWM signal as a function of laser energy (open symbols in Fig. 3 ). This method allows an entire saturation curve to be obtained in approximately 5 min with each data point consisting of an average of 60-90 laser shots.
In calculating the laser spectral intensity from the measured beam energies, we use Ai$=0.18+0.02 cm-', AI-~= 16.32 1 ns, and A=vI-(~,~/~)~ where dTH is the "top hat" diameter of a Gaussian beam43 (dm equals l.2drwh, and typically dfw,= 0.5 mm). For example, typical beam energies employed in these experiments are 16crJ for the forward and backward pump beams and 4fi for the probe beam. These values correspond to 1.93 and 0.48 MW/cm '-cm-', respectively. In what follows I&, is the theoretical line-center saturation intensity, Izlt is the experimental line-center saturation intensity, and (Zzlt) is the average experimental line-center saturation intensity for different polarization configurations of a single transition. 
E. Polarization measurements
The experiment is configured so that any linear polarization configuration is obtained by rotating the half-wave plates shown in Fig. 1 . After polarization rotation each pump beam is directed by one additional mirror. Differences in S and P reflectance for all the mirrors is approximately 3%. The beam splitter in the probe axis, which is used to collect the DFWM signal, reflects P-polarized light at 66.4%+6% times the efficiency for S-polarized light. The probe mirror, however, reflects P-polarized light at a higher efficiency than S-polarized light which results in less than 5% difference in the probe field intensity at the flame as its polarization is rotated. The polarization purity of all of the electric fields is greater than 98%.
Shot-to-shot polarization measurements are performed by placing the photoelastic modulator in place of one of the half-wave plates and removing the polarizer from the detection axis. The laser delay relative to the photoelastic modulator is adjusted on a shot-to-shot basis so that every other shot corresponds to either 0" or 180" retardation (half-wave plate). The DFWM signal and laser energy are averaged over 30 laser shots for each polarization configuration and for each spectral position. The shot-to-shot measurements enable polarization ratios to be obtained in real time at a single laser intensity. These measurements are used to check the accuracy of polarization measurements taken a few minutes apart.
In what follows Y represents the linear polarization state that corresponds to S-polarized light, i.e., light polarized perpendicular to the plane of the laser table, and X represents P-polarized light. In addition we use the notation established in WZRI where a polarization configuration is given as e441~3e2 where ~j is the polarization vector of the electric F. Rotational temperature measurements
In our rotational temperature analysis resolved Qt and Q2 transitions of the CH A 'A-X 'II (0,O) band are used. For CH the Q branch covers a small spectral region and is sufficiently resolved to allow the analysis of individual DFWM transitions. Therefore, rotational temperatures are obtained with minimal scan times. The XXXX and YXYX polarization configurations have been used in previous experiments.3'6-'2 but we chose the YYXX configuration because it offers many advantages. First the Y YXX polarization configuration greatly discriminates against thermal grating contributions because only small-spaced intensity gratings are present.s*44 We have not observed any direct evidence to suggest that thermal gratings are produced in this flame; however, this polarization configuration assures that their interference is negligible. Second, as stated in Sec. II D, the primary source of noise in these experiments is scattered light from the probe beam (-90%) and the backward pump beam (-10%) with a negligible contribution (on the order of the electronic noise) from the forward pump beam. In the YYXX polarization configuration, the signal beam is crossed polarized to both of the "noisy" beams, and therefore the YYXX configuration offers true zero background detection when a linear polarizer is placed in the detection axis. Contrary to first impressions, the PC-DFWM signal intensity using the YYXX polarization configuration is equal to the YXYX configuration. Both these configurations give approximately l/9 the signal intensity of the XXXX configuration (WZRl , Table III ), but the thermal-grating and scattered-light discrimination make up for the loss of signal.
III. SATURATION MODELS
The AL model considers a nondegenerate two-level homogeneously broadened system in the presence of arbitrary pump field intensities and weak probe and signal intensities. In this model all fields are assumed to be monochromatic. In the limit of weak probe and signal intensities a full solution of the density matrix equation for the interaction of the pump fields with the two-level system is possible. The density matrix solution for two-level nondegenerate saturable absorbers in the presence of arbitrary field intensities is well known in semiclassical laser theory. An excellent discussion of the topic is given in Ref. 45 .
For electric fields defined as (3) where Ej is the vector amplitude, ~j is the scalar amplitude, Ej is the normalized (4 * ~7 = 1) polarization unit vector, and Zj is the intensity of the electric field labeled j, the den-sity matrix solution in the rotating-wave approximation for the steady-state population (number density) difference AN=N,-N, is
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The Rabi frequency IfijI associated with the field labeled j is defined with respect to the field intensity Zj as I~,12J%e~12 =21P,e12 I, I h2 ce(-fL2 1'
and the saturation Rabi frequency [asat = (I?Jeg)1/2 is defined with respect to the line-center saturation intensity I$ as (6) In Eqs. (4)- (6) g refers to the lower level, e refers to the upper level, AN,, = Ni -N: is the population difference of the two-level system in the absence of applied fields, Ipgel' is the square of the transition dipole moment connecting levels g and e, lsll is the Rabi frequency associated with the pump fields (la/= Ifilj=&l), Z is the intensity of the pump fields (I= I, = I,), k is the magnitude of the propagation vector of the fields, A=w-oO is the spectral shift from the resonance frequency oo, and To and Tes are the population relaxation and coherence dephasing rates, respectively. All of the terms are in SI units, and the constants ~g, fi and c have their usual meanings.
In Eq. (4) we see that the result of the interference of the two counterpropagating pump fields is a sinusoidally varying electric field intensity that spatially "bums holes" into the population difference spaced one-half wavelength apart.46 The two-level system is said to be saturated when the population difference, AN = N, -N, , is zero over the entire interaction volume. Inspection of Eqs. (4) and (6) shows that saturation occurs when the optical pumping rate denoted by the Rabi frequency is much faster than the population relaxation and coherence dephasing rates.
Having obtained the system response in the presence of strong pump fields, perturbation theory is used to include the weak probe and signal fields. The final result is an analytic model of the DFWM signal. AL solved the slowly varying envelope approximation (SVEA) equations for the probe and signal fields. In the limit of no absorption, the SVEA equations are
where p is the nonlinear coupling coefficient defined in Ref. 2, Eq. (16) . For the case of equal intensity pumps, the expression for the DFWM signa12*47?48 is given by
with (9) and rs=reg(i +4~/13/~.
In Eqs. (8)- (11) R, is the AL model reflectivity, cue is the line-center attenuation coefficient, L is the effective interaction length of the excitation fields, Z=Z, =I, is the intensity of the pump fields, and I, is the intensity of the probe field. Equation (8) defines the cube of a power-broadened Lorentzian with an actual half-width given by rs(23'2-1) '" . The formulation of the MCECA model is similar in concept to the AL model with the exception that the excitation fields are not monochromatic (coherent). The MCECA model considers a medium of two-level nondegenerate absorbers transversed by two broad-bandwidth (incoherent) copolarized pump fields of equal and arbitrary intensity and a weak probe field of any bandwidth. Furthermore MCECA assume that the fields are statistically independent (chaotic) and uncorrelated (delayed with respect to each other by a distance much greater than the coherence length).49-51 The bandwidths of the pump fields have a Lorentzian spectral shape with a FWHM of ho, = Aw3=2b. Most importantly, this model assumes that the bandwidths exceed all other rates that determine the time evolution of the system, i.e., b~lfw,,r,,.
In this case the bandwidth-dependent saturation Rabi frequency is given by Insat1 =(bTo)ln, and the average density matrix population terms vary on a time scale of l/To whereas the much shorter correlation time of the fields varies as l/b. Under these conditions, all products of field and population terms may be treated as uncorrelated. This aspect is the key element of the treatment.
In contrast to the AL model expression of Eq. (4) which involves coherent fields, the interference of the counterpropagating pump fields considered by MCECA does not produce a steady-state standing wave pattern because the fields are incoherent and uncorrelated. Replacing the cos2(kz) term of Eq. (4b) with its average value of l/2 and assuming that bgl?,, , we obtain the expression for the 
where Z$ is defined by Eq. (6) with &,t12=br0. We see in Eq. (12) that stronger fields are required to saturate the twolevel system when broad-bandwidth lasers are used because the Rabi frequency must now exceed (br,) '" which is much larger than (ror 12) *j2.
Analytic expressions14 for the DFWM signal of the MCECA model are obtained when the bandwidth of the probe field, Aw2=2p, is also large in the sense that jfi12Gpb and p%-'To,T,, . Specifically for p = b and for small detunings compared to the laser bandwidth (AGb), we have the simplified MCECA expression for the DFWM signal, namely, 
(15)
In our analysis we take R to be the same for the A 2A(~'=O) and X 21'I(J'=O) levels because the rotational spacings are very similar and define the ground and excited population relaxation rates as rs = R and Te = R + Q +A,, , respectively. With these definitions we estimate an average population relaxation rate of ro=2X lo9 s-l using the values of Table I . Assuming that the pure dephasing rate is small compared to R, we have lTo=lYeg (rp,=0.98 for RlQ=3.5). Furthermore, because the characteristic collisional relaxation times are -32 times shorter than the laser pulse, i.e., AcrL%= 1 Kg= 1 /r, , steady-state conditions are assumed, and we use the AL and MCECA expressions discussed in this section.53 In addition we expect the MCECA model to apply for laser intensities up to approximately twice the saturation intensity because b/To=9 in Eq. (18). In Eqs. (8) and (13) AN0 is replaced with the ground state population because $%=Nz for our flame conditions.i2 (17) IV. RESULTS AND DISCUSSION In Eqs. (13)- (17) rpc is the ratio of the population relaxation rate to the coherence dephasing rate (r,=r,-J,,), and the remaining terms have been defined previously. For I< 3Ztat, Eq. (13) approximates a power-broadened Lorentzian-cubed profile like the AL model but with a spectral width determined by the laser bandwidth. For higher laser intensities, the line shape power broadens more rapidly than a Lorentzian-cubed profile and develops a dip at line center. The intensity range over which Eq. (13) applies depends on the laser bandwidth and the population relaxation rate caused by the environment. Because b%-lO[ and Iflsat12=bro, we find that the condition ZIZ$= IR,2/l0,,,,%b&J needs to be satisfied for Eq. (13) to be valid. (18) The collisional relaxation and dephasing rates for our experimental conditions must be determined in order to apply the models discussed in this section. We base the discussion on the available relaxation data for the CH radical (Sec. II C), but the discussion is also applicable to other flame and plasma species. For molecules in collisionally dominated environments, the rotational levels involved in the one-photon transition are effectively coupled by rotational energy transfer (R) collisions to other rotational levels. Furthermore, the excited rotational levels are coupled to the ground rotational levels by quenching (Q) and spontaneous emission (A,,). For this case the relaxation of the molecular levels approximates a four-level system.52 For such a system the population relaxation and coherence dephasing rates are defined45 as where I', and re are the population relaxation rates of levels g and e, and rz," is the pure dephasing rate of the dipolar transition.
A. Polarization ratios as a probe of collisional dynamics
In WZRl we discussed how DFWM polarization measurements provide information about the collisional relaxation caused by the environment. Line-center saturation curves like those of Fig. 3 for the R,,(S) and Q , ,J8) transitions were obtained for different linear polarization configurations. The line-center saturation curves of the Rlf(8) transition are shown in Fig. 4 . The absolute signal intensities dramatically differ for the four polarization configurations. To emphasize the differences in signal intensities, polarization ratios as a function of laser intensity are made from the saturation curves. Figure 5 shows polarization ratios of the Ry(8) and QiJ8) transitions as a function of pump field intensity. The solid symbols in Fig. 5 are experimental data and dashed lines in Fig. 5 are the predicted polarization ratios using WZRl, Table III . Fig. 5(a) and 0.92kO.14 in Fig. 5(b) . These values are close to the predicted polarization ratios of 0.24 and 1.0, respectively. Recall that the values of WZRI, Table III were derived assuming that all of the multipole moments of the total angular momentum distribution, i.e., the population, the orientation, and the alignment, relax at the same rate and that no other process contributes to the observed signal.
We have observed Q-branch polarization ratios different from the values of WZRl, Table III (Table II) obtained from the AL model (dashed curves) and MCECA model (solid curves) are nearly equal for all polarization configurations.
gratings are no longer present, but anomalous polarization ratios are still observed for levels with low J quantum numbers. Nearly degenerate four-wave mixing (NDFWM) scans confirmed that in the helium-diluted flames the rates of relaxation of the multipole moments are not equa1.56 Therefore the good agreement between the data at low intensity in Figs. 5(a) and 5(b) with the calculated values implies that the mutipole moments are relaxing equally and that other laserinduced phenomena such as a thermal grating are not present.
In PC-DFWM of Doppler-broadened systems, polarization ratios of P-and R-branch transitions are dependent on the relative values of the relaxation rates of ground and excited levels when the pump fields are cross polarized, i.e., when the YYXX and YXYX polarization configurations are used. We estimate a collisional full width, 2I',, , of 4X IO9 s-' (0.02 cm-') and a Doppler width, Aw, , of 46X lo9 s-l (0.24 cm-') for CH at 2774 K. Our experiment corresponds to a Doppler-broadened system because AoD>2T,, . For such a system the Y YXXIYXYX polarization ratio of the R *,. vibrational levels of the X and A states of CH are nearly the same, and the rotational energy transfer rate of the u'=O level of the A state is approximately 3.5 times faster than quenching. Furthermore, if the quenching collisions do not trap population in higher vibrational states (rapid energy transfer to v"=O), we expect that r,=r, according to the four-level model referred to in Sec. III.
The most significant aspect of Fig. 5 is that the experimental polarization ratios are slowly varying with laser intensity and are within 30% of the perturbative calculations up to twice the saturation intensity. In the weak-field limit the DFWM signal is dependent on the spatial anisotropy of the total angular momentum distribution induced by the three 
B. Saturation behavior
The line-center saturation intensities resulting from nonlinear least squares fits of saturation data to the power dependencies of the AL model, Eq. (8) and the MCECA model, Eq. (13) for A=0 d an rP=0.98 are given in Table II. In  Table II . the total error increases significantly as the ratio of the DFWM signal to the scattered light intensity decreases. The AL model and the MCECA model exhibit very similar saturation behavior for moderately high laser intensities (Z-Z&,). This statement is validated by the fact that the fitted saturation curves (Fig. 4) and saturation intensities (Table II) of the two models are very similar. Therefore, it is not surprising that the AL model has been able to qualitatively reproduce the saturation behavior for experiments employing broad-bandwidth (multimode) lasers.t2 The error associated with the MCECA saturation intensities, however, is approximately 30% smaller than the error associated with the AL saturation intensities. The reduced error results from the fact that the fits to MCECA model are more sensitive to the value of the saturation intensity (higher order power dependence) and are better correlated with the data.
For a single transition, the fitted MCECA saturation intensities of Table II are approximately equal regardless of the polarization configuration. For instance, the saturation intensities for the four polarization configurations of the Rlf(8) transition are within 30% of the average value (I$) of 1.77 MW/cm2-cm- '. This similarity is more easily seen in Fig. 6 which shows the DFWM reflectivity at line center for the four polarization configurations of the Rlf(8) transition. The MCECA line-center reflectivity is at a maximum at 0.6 Ziat, and in Fig. 6 , the reflectivity for each polarization configuration peaks at approximately the same pump field intensity. This effect is independent of the fact that the absolute magnitude of the reflectivities differ for the various polarization configurations.
We suggest the following explanation for the weak sensitivity of the DFWM saturation intensity to polarization. In the framework of the MCECA model discussed in Sec. III, the DFWM signal saturates when the population difference of Eq. (12) induced by the counterpropagating pump fields approaches zero over the entire interaction volume. At this point the probe field cannot perturb the population (make gratings) and the DFWM reflectivity approaches zero. The intensity at which the spatial population difference of the two-level system approaches zero is determined by &. Because Z~~t~:b1011~cL,,12 for the MCECA model, this intensity is related to the collisional relaxation caused by the environment and the Einstein absorption coefficient [ 1 ,u.,, 1 2 = (3 @2/a)B,,]. For a nondegenerate two-level system this intensity is unambiguous.
The transition probabilities for a molecular (degenerate) transition, however, are dependent on the magnetic sublevels involved, the type of transition, and polarization state of the excitation field. In other words, for a given transition and field polarization, some magnetic sublevels interact strongly with the field and others do not. Those sublevels interacting strongly with the field saturate more rapidly than those that do not. Therefore, to describe the saturation properties of a molecular system each magnetic sublevel must be treated independently, i.e., there is no single Rabi frequency for a degenerate system.58 It is common in rate equation models of molecular processes, however, to use Einstein A and B coefficientss7 which represent an equally weighted average of the transition probabilities of all the magnetic sublevels.34*58-60 Furthermore, if the initial magnetic sublevel distribution is isotropic the average optical pumping rate, i.e., the rms Rabi frequency, is independent of the field polarization.58 Therefore, to a first approximation the average intensity at which the population difference approaches zero will be related to the Einstein absorption coefficient. Furthermore, we expect this intensity to be similar for the different polarization cases provided that the magnetic sublevels relax with equal rates, i.e., if the population, orientation, and alignment relax equally.24 In Sec. IV A we showed this to be a reasonable assumption for CH in this flame. The saturation data presented in Table II validates this expectation because the saturation intensities for different polarization configurations involving the same transitions are similar; the values are within a factor of 2 of one another. In addition the ratio of the Q,J4) and Rlf(4) saturation intensities is 0.8020.39, and the ratio of the Q,,(8) and Rlf(8) saturation intensities is 0.63 20.21. These values are close to the inverse ratio of the B,, coefficients for these transitions of 1.01 and 0.71, respectively. Note that the polarization dependence of the Qand R-branch transitions differ sharply. In constructing these saturation ratios we used the Y YXX saturation intensities of the MCECA model, chose transitions that shared a common ground level, and assumed that effects arising from differences in the excited level degeneracies and collisional rates are small.
C. Numerical comparisons
The calculated AL and MCECA saturation intensities for the Rlf(8) transition using r,=l?,,=2X109 s- ' and &,u,,l=0 .405 D are 0.0031 and 0.028 MW/cm2, respectively. The bandwidth-corrected MCECA saturation intensity is approximately an order of magnitude larger than the AL saturation intensity; however, the MCECA saturation intensity is still an order of magnitude smaller than our average experimentally determined value of 0.32r0.08 MW/cm2. Order-ofmagnitude agreement was also observed in the MCECA experiments.13 There are several possible reasons for the discrepancy between the calculated and measured saturation intensities, although no single reason appears to be able to account for such a large difference.
The fact the MCECA model does not include effects arising from the spatial beam properties could account for some of the difference (possibly up to a factor of ten). The LFR calculations discussed in Sec. I, however, showed good agreement with their experimental results using a narrowbandwidth laser even though the calculations neglected the spatial characteristics of the excitation beams. Therefore, it is unlikely that the Gaussian nature of the excitation beams is solely responsible. The LFR calculations did show, however, that the saturation intensity increases as the ratio 2r,, to Ao, decreases. Therefore, the fact that the molecules are moving may account for some of the difference (less than a factor of 2). It is also possible that we have underestimated the values of the relaxation rates by employing the simple T"2 temperature extrapolation and by neglecting the effects of velocity changing collisions. Using larger relaxation rates would increase the calculated saturation intensity (possibly a factor of 2).
Another indication of saturation is power-broadening of line shapes. tions as a function of Illsat. Each data point in Fig. 7 represents a separate spectral scan from which an average value was obtained. The solid line is the theoretical MCECA model prediction of Eq. (13) using the laser bandwidth of AV=O.18 cm-' and no adjustable parameters. The experimental data is plotted vs ZIZtit and the theoretical curve is plotted vs I/& where Zzit and Zfat are the experimental and theoretical saturation intensities, respectively. The simplified form of the MCECA model expressed in Eq. (13) is strictly valid for small detunings (A<b); however, the agreement of the model with the data is quite good even for laser intensities outside the range of applicability defined in Eq. (18). In addition Eq. (13) approximates a power-broadened Lorentziancubed line shape for laser intensities less than 3 Isat, and this line shape reproduces the experimental data.12 Therefore, an estimate of the degree of saturation of any transition can be determined from the power-broadened linewidth and Eq. (13).
A comparison can also be made between the calculated and measured DF'WM reflectivities. Steel and Lamb2'61 have empirically modified the AL reflectivity expression for homogeneously broadened systems to apply to Dopplerbroadened systems, i.e., A.wDs2r,,
. The resulting expression also showed good agreement with their experimental data. Steel and Lamb express the Doppler-broadened reflectivity, R,, as
where II is the most probable speed of the MaxwellBoltzmann velocity distribution and R.,(A=O) is the linecenter DFWM reflectivity of Eq. (9) for homogeneously broadened media. We note that Eq. (21) is consistent with the ratio of perturbative expressions [WZRl, Eqs. (46)- (51)] evaluated in the Doppler-broadened limit (A &@2reg) and homogeneously broadened limit (A o,@ 2I ',,) .62
MCECA have also presented an approximate expression for the Doppler-broadened reflectivity [Eq. (22) of Ref. 14) . Comparing that expression to Eq. (14), we find that the Doppler-broadened DFWM reflectivity using broadbandwidth lasers, i.e., Ao,>26&2I ',,, scales relative to the homogeneously broadened reflectivity as 6 br,, RD=' (~U)~RMCECA(A=O), (22) where RMCECA(A=O) is the line-center DF'WM reflectivity of Eq. (14) for homogeneously broadened media.
The calculated Doppler-broadened reflectivity for the MCECA model at Z=Zyat and A=0 for the Rlf(8) transition is 1.0X lob9 using Eqs. (14) and (22). This value is calculated for T=2774 K, T,=T,,=2X109 s-l, AN=l.1X10'2 molecules/cm3 [population of the Flf(8) level], (,+1=0.405 D, and L= 1 mm (diameter of the flame). The calculated reflectivity is close to the reflectivities measured at the experimental saturation intensity (I= Zzlt) which ranged from 0.2 to 1.2X 10V9 (see Fig. 6 ). The smallest and largest values in the range correspond to data taken using the XYYX and XXXX polarization configurations, respectively. Because of the numerous calibrations required to evaluate the reflectivity, the measured values are only accurate within a factor of three. Based on the agreement between the calculated and measured reflectivities, Eq. (22) should provide an order-ofmagnitude estimate for the feasibility of detecting molecular species in Doppler-broadened media with broad-bandwidth lasers.
D. Relative branch intensities
The spectral scan shown in Fig. 2 was taken using the Y YXX polarization configuration at 1.7 times the experimental saturation intensity of the Qlef(8) transition. Using Eq. (13) we find that the line widths of the transitions shown in Fig. 2 represent a range of approximately 0.9 to 2.3Zztt. By varying B,, by 2 10% for various II& values and numerically integrating Es. (13) we find that the MCECA model predicts a Bg;'4 to B'.71 dependence for the integrated DFWM signal over the gnge of 0.9 to 2.3Zza,. This absorption coefficient dependence is consistent with the experimental results of Farrow, Rakestraw, and Dreier.47 These authors employed a multimode laser similar to that used here and found that the integrated DFWM signal exhibits a reduced absorption coefficient dependence at saturating laser intensities.
We have plotted in Fig. 8 the ratio of the integrated intensities for Q , and R, transitions that share a common initial state. In plotting the relative branch intensities as a function of J, we assume that the population relaxation and dephasing rates do not differ significantly even though the Q branch involves J, and J,= J, and the R branch involves J, and J,= J, + 1. The dashed curve in Fig. 8 is the B& saturated two-level (STL) model prediction for the Q-to-R- diagrammatic perturbation theory (DPT) prediction where GF(e4,e, ,E~,E~;J~ ,J,) is the total geometric factor of WZRl, Table II .63 Recall that if r,=r, these values apply to R-branch PC-DFWM signals. Inspection of Fig. 8 indicates that neither model is able to account for the fact that the Q-branch transitions are weaker than the R-branch transitions for high values of J, even though the Q-branch absorption coefficients are larger (see Fig. 9 ).
The work of Farrow, Rakestraw, and Dreier47 demonstrated that there is a reduced absorption coefficient dependence (-B&) at saturating laser intensities, and our polarization ratio data (Fig. 5) showed that the relative anisotropy of the total angular momentum distribution represented by the total geometric factors persists in the presence of saturating fields. Therefore, we have also plotted B&GF(e,,e, ,E~,E~;J~ ,J,)2 in Fig. 8 which is the solid curve (WZR). In Fig. 8 it is apparent that both a reduced absorption coefficient dependence and a total geometric correction are necessary to account for the observed Q-to-R-branch ratios. Note at J,=4.5 the DPT and WZR curves are equal, and both curves are in excellent agreement with the observed ratio. The agreement at J,=4.5 results from the fact the absorption coefficients for the Q1(4) and R,(4) transitions are equal, so the ratio is determined exclusively by the geometric correction. The agreement at other J, values is not as good because the Q,-and RI-branch absorption coefficients are not equal, and therefore the transitions are not saturated to the same degree.
Once more the simple introduction of the geometric fac- tors is able to explain the observed signal ratios with an accuracy in the range of lo%-30%. We noted in WZRl that at saturating laser intensities higher order moments of the angular momentum distribution contribute to the DFWM signal; however, these data suggest that the first three moments are sufficient nevertheless to predict relative signal strengths at laser intensities up to approximately twice the saturation intensity.
E. Relative population distributions
In general DFWM signals must be corrected for differences in collision rates, absorption coefficients, and geometric factors before relative population distributions can be determined.
Previous saturated DFWM temperature determinations employing broad-bandwidth excitation, however, have shown good agreement with thermocouple6 and coherent anti-Stokes Raman scattering**" measurements without applying collisional and geometric corrections; the only J-dependent corrections made in these determinations were for relative absorption coefficients (I,,,@&) .
In these experiments the laser intensity was in excess of the saturation intensity, and the analysis only involved DFWM signals from members of a single branch. We offer the following explanation for the apparent insensitivity of the DFWM signal to collisions and geometric corrections in these experiments and present the results of a rotational temperature analysis of the CH radical performed under similar conditions.
The reduced sensitivity to collisions is discussed first. The LFR calculations (Sec. I) for narrow-band DFWM of Doppler-broadened systems predict that the line-center DFWM signal is nearly independent of collisions at approximately 2Ztat. This assertion is substantiated by their experimental data (Fig. 5 By comparison we find using the total collisional dependence of the Doppler-broadened reflectivity of Eq. (22) that the line-center DFWM signal of the MCECA model has a zero-order collisional rate dependence at approximately 0. 6Ztat. The applicability of Eq. (22) to our experiments is validated by the fact that the Doppler-broadened correction is necessary to account for the magnitude of our experimentally measured reflectivities. Hence it is reasonable to assume that broad-bandwidth DFWM signals of Doppler-broadened systems exhibit a reduced collisional dependence at laser intensities approximately equal to 2Zfat.
The independence of DFWM signals to geometric corrections results from that the fact that the total geometric factors are essentially constant for members of a single branch. As is shown in Fig. 9 , the total geometric factors differ markedly for different branches, are J dependent for low J, values, but are constant for each branch for values of J, greater than three or four. We expect that once the geometric factors approach a high-J limit then the only remaining J-dependent corrections to saturated (I-ZI,,) DFWM signal intensities for members of a single branch would arise from differences in absorption coefficients. We suggest that this behavior is the primary reason for the remarkable success of applying simple absorption coefficient corrections to determine relative population distributions from saturated DFWM signals.
We further emphasize this important point by presenting the results of a saturated DFWM rotational temperature analysis. In our rotational temperature determination we use Q-branch transitions recorded using the YYXX PC-DFWM experimental configuration with the laser intensity maintained at approximately 1. Boltzmann plot of integrated Q-branch transitions for 2.5asS20.5 taken in the YYXX polarization configuration. The powerbroadened line widths of the transitions used in the analysis indicate that the average degree of saturation of these data is 1.6 I$. The lower line (STL) represents a least-squares linear regression analysis using data corrected for the Bits dependence, and the upper line (WZR) represents data corrected for the B~~sG~(e4,,et ,es ,ez ;Ja ,J,)' dependence. In both linear regression analyses data corresponding to 3.5CJ,-c20.5 of resolved Qt and Q, transitions are used and no collisional conections are applied. is 1.6Z$ with a range of approximately 0.9 to 2.3Zzit as determined from the power-broadened line widths. This average degree of saturation corresponds to a Bj;" dependence for the integrated DFWM signal intensities according to the MCECA model. A Boltzmann plot of integrated Q-branch transitions for 2.5~5~~20.5 is shown in Fig. 10 . The lower line (STL) represents a least-squares linear regression analysis using data corrected for the Bi;" dependence, and the upper line (WZR) represents data corrected for the B~;*5G~(~4,~I ,e3,q;Jg ,J,)' dependence. In both linear regression analyses data corresponding to 3.5SJ,620.5 of resolved Q, and Q2 transitions are used and no collisional corrections are applied.
We find that the geometric corrections only change the fitted temperature by 0.5%. This result is expected since the total geometric factors of the .Q branch are nearly constant over the range 3.5~J~~20.5. The data at the smallest term energies (Je =2.5-4.5), however, deviate significantly from the data at larger term energies. Inspection of Fig. 9 shows that the Q branch the absorption coefficients are J dependent for low values of J,. We showed for the Q-to-R-branch ratios in Sec. IV D that the applied corrections, i.e., B&Gr(q,q ,+,q;Jg J,)', are only accurate to lo%-30% when the relative absorption coefficients and geometric factors differ. Therefore using DFWM signal from members of a single branch and J, values greater than three or four greatly reduces the error in determining the rotational temperature because both the absorption coefficients and total geometric factors are essentially J independent.
The degree of saturation of the data used in the analysis ranges from approximately 0.9cir at J,=3.5 to 2.3Zztt at J,=20.5. This range of saturation intensities corresponds to approximately a 60% decrease in the population relaxation rate, I',,, from J,=3.5 to J,=20.5 using Z~~t=br,lB,,. A decrease in the relaxation rate with increasing J, is expected for CH in this flame because To--rs-Te--R and R generally decreases as the spacing between adjacent rotational levels increases.& Hence if the DFWM signal were sensitive to collisions, a 60% variation in the collisional rate would significantly affect the temperature obtained from the Boltzmann analysis. For example the temperature would increase by approximately 160 K (>5%) if the DFWM signal were inversely proportional to the collisional rate.
The temperature obtained from the linear regression analysis of the data corrected for the B~b85G~(~~,~1,~3,~2;JB ,J,)' dependence is 2774458 K. This value is in consistent (within 5%) with our previously reported" CH vibrational temperatures of 2642299 and 28822 123 K obtained by LIE and DFWM, respectively. Because of the specific characteristics of the X and A states of CH, vibrational temperatures do not need to be corrected for relaxation, polarization, or saturation effects. This interesting aspect of high-pressure CH spectroscopy is discussed in detail in Ref. 12 . Therefore the 5% agreement between the rotational temperature and vibrational temperatures suggests that the DFWM signal does in fact exhibit a reduced (less than linear) collisional dependence when Z-Z$ .
Finally, we comment on the rotational temperature error of 58 K (2%). This error is more indicative of the precision of these measurements rather than the accuracy because several significant assumptions were made in interpreting the observed DFWM signals using the MCECA model. Based on these assumptions and the results presented in this paper, a more realistic estimate of the accuracy of these measurements is 140 K (5%). This conclusion is also supported by the results of another ongoing project at Stanford which involves the investigation of trace radical species such as CH and C, in an atmospheric-pressure diamond synthesis reactor.65-67 The reactor consists of an rf inductively coupled argon plasma seeded with hydrogen and methane. These studies have focused on measuring CH and C, concentration profiles and CH vibrational and rotational temperatures using saturated DFWM. The results of these measurements are consistent with the results of numerical simulations of the deposition environment over a temperature range of 2500-4000 K. Furthermore the agreement between the CH vibrational, rotational, and simulated temperatures has consistently been -5%.68-70
V. CONCLUSIONS
We have experimentally evaluated the effects of polarization in DFWM spectroscopy from the weak-to the strongfield limit. The effects of polarization were rationalized using the ideas developed in WZRl for the weak-field limit. The key results are that the saturation intensity is relatively independent of polarization and that the DFWM spatial effects represented by the weak-field geometric factors of WZR 1 are applicable at laser intensities up to twice the saturation intensity. Furthermore we showed that polarization ratios measured with weak fields can be used to infer important relaxation information.
The error in applying the weak-field geometric factors to saturated DFWM signals was found to be in the range of lo%-30%. This degree of accuracy may be sufficient for determining energy transfer rates. In particular the subDoppler resolution offered by PC-DFWM would be advantageous for resolving energy transfer rate differences between different spin-orbit and A-doublet components that are difficult to resolve using LIF at these temperatures. In determining relative population distributions for temperature measurements, however, lo%-30% accuracy is often not sufficient.
We showed in Sec. IV that if the absorption coefficients and the total geometric factors of a set of transitions are nearly the same, relative population distributions accurate to 5% can be extracted from saturated DFWM signals. Such behavior is expected for members of a single branch once the absorption coefficients and the total geometric factors reach a high-J limit. Therefore, small values of J should be avoided in the analysis when accuracy is of primary importance. This result is an important finding because it substantiates a significant assumption in using two-level nondegenerate models to determine relative internal-state distributions of molecules. We also note that this finding is the same as that of Altkorn and Zare57 for saturated LIE We supported this finding by presenting a rotational temperature analysis of the CH radical in an atmosphericpressure game. We employed a novel polarization configuration in this experiment which offered true zero-background detection and greatly discriminated against other intensity grating contributions to the DFWM signal. The laser intensity was maintained at approximately 1.7 times the experimental saturation intensity of the Qi&) transition, and a PC-DFWM spectrum of the Q branch of the CH A 'A-X *II (0,O) band was obtained in the YYXX polarization configuration. From a Boltzmann analysis a rotational temperature of 27742140 K was obtained. This rotational temperature is in good agreement with the average LIF and DFWM vibrational temperature of 2762? 160 K previously reported by our laboratory.
