Secondary fluorescence is an inevitable effect that has to be taken into account in any algorithm for quantitative electron probe microanalysis (EPMA) as an additional correction [1, 2] . Moreover, secondary fluorescence worsens spatial resolution of EPMA, as discussed once more in two recent papers [3, 4] . Secondary fluorescence is excited both by characteristic radiation and by the X-ray continuum. In most cases the correction is small. There are, however, cases, e.g. the determination of low heavy metal concentration in a light matrix, where the contribution of secondary fluorescence exceeds 10% of the measured X-ray line intensity.
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For secondary fluorescence correction the measured X-ray line intensity has to be divided by the correction factor (1 + ℎ + ) ≈ (1 + ℎ ) (1 + ) in order to get those intensity , which is excited only by the primary electrons and enables the determination of specimen composition. ℎ and mean the calculated characteristic and continuums fluorescence intensities. In order to get the intensity of fluorescence radiation, the absorption of the exciting radiation in the specimen, the photoionization probability and the self-absorption of the emitted line must be calculated. This can be performed in a straightforward way [1, 2] . The critical quantity is the X-ray yield of the exciting atoms in case of fluorescence by characteristic radiation and the bremsstrahlung yield of the specimen in case of continuum fluorescence. In the former case it is reasonable to apply the same physical model to calculate ℎ and . In this way, scaling factor in the ionization cross section and stopping power will cancel, and the correction will not depend remarkably on the selected physical model. In case of continuums fluorescence, the yield is calculated by Kramers equation, and the intensity of the secondary continuum fluorescence can be written as = 2 sin ∫ 0 − ( ) ln (1 + ( ) sin ) 0 , and stand for mean atomic number, mass concentration of atoms A with atomic weight and fluorescence yield. is the Avogadro number. ( ) and denote the MACs for the exciting continuum radiation and for the fluorescence radiation emitted with the take-off angle . ( ) is the photoionization cross section for atoms A, which is usually expressed by the MAC of the pure component A and the jump ratios. In the past, several simplifying assumptions were made to get an easy-to-handle expression for (1 + ), see e.g. [2] , p.252 ff. Related uncertainties are overcome today by numerical integration.
However, an uncertainty remains because different physical models can be applied to get . This is shown for the continuum fluorescence correction in Fe, Ni and Fe75Ni25 ( Table 1 ). The example is given by Reed [2] using the Thomson Widdington law for the stopping power and is extended here applying different formulas for electron ionization cross section and stopping power to calculate . XPP [5] and the original PROZA96 [6] give larger correction factors. This can be explained by the fact that calculated are somewhat underestimated as could be shown by comparison of calculated total emitted intensities of K lines with measurements performed with a calibrated spectrometer [7] . The best agreement between calculations and measurements could be achieved replacing the cross section formula applied by Bastin [6] with Casnati's formula [8] . The largest contribution to the uncertainty in continuum fluorescence corrections, however, comes from the constant K in the Kramers equation. Only a few data for metal specimens can be found in literature ranging from 1.6x10 -6 to 3.2x10 -6 keV -1 [9] . For the data in Table 1 own measurements with the calibrated spectrometer [7] were evaluated, giving K=(3.0±0.2)x10 -6 keV -1 . Fig. 1 shows as examples the measured and calculated background in 30 kV spectra of Zr and GaP. More experimental data for K are needed to reduce the uncertainty in continuum fluorescence correction. , measured with an efficiency calibrated spectrometer (counts/photon) and the calculated background (red) assuming K=2.86x10 -6 keV -1 for Zr and K=3.0x10 -6 keV -1 for GaP. Kramers continuum was multiplied with Philibert's absorption correction and with the efficiency of the spectrometer to get the background (red).
