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subject to $x\in D$
where $f$ : $R^{n}arrow R$ is concave on $R^{n}$ and
$D\subset R^{n}$ is a compact, convex set.
(1)
$(P)$ $(P)$ $D$
$(P)$ $D$ $g_{i}$ : $R^{n}arrow$
$R(i=1, \ldots, m)$ $D:=\{x\in R^{n}$ : $g_{i}(x)\leq 0,$ $i=$
$1,2,$ $\ldots,$ $m\}$ intD $= \{x\in R^{n} : \max_{i=1,\ldots,m}g_{i(X})<0\}\neq\emptyset$
$g:R^{n}arrow R$ $g(x):= \max_{i=1,\ldots,m}g_{i}.(x)$ $g:R^{n}arrow R$






step $0$ Choose polytope $S_{1}$ such that $S_{1}\supset D$ . Set $karrow 1$ .
step $\mathrm{k}$ I. Solved the relaxed problem $(Q_{k})$ obtaining a solution
$v^{k} \in\arg\min f(S_{k})$ .
II. If $v^{k}\in D$ , then stop: $v^{k}$ solves $(P)$ .
III. If $v^{k}\not\in D$ , construct a constraint affine function $h_{k}$ : $R^{n}arrow R$
$\mathrm{S}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{S}\mathfrak{g}r\mathrm{i}\mathrm{n}\mathrm{g}$ conditions $h_{k}(x)\leq 0(x\in D),$ $h_{k}(v^{k})>0$ and set
$S_{k+1}:=S_{k}\cap\{x\in R^{n} : h_{k}(x)\leq 0\}$ .
IV. Set $karrow k+1$ and go to step $k$ .
step $k$ III
$h_{k}$ : $R^{n}arrow R$
$h_{k}(x):=\langle\nabla gik(vk), X-vk\rangle+_{\mathit{9}}(v)k$ (2)
$i_{k}\in L(v^{k})$ $:=\{i : g_{i}(v^{k})=g.(\dot{v}^{k}), i=. .1..’ 2, \ldots, m\}$ $\nabla g_{i_{k}}(v^{k})$
$g_{i_{k}}$ : $R^{n}arrow R$ $v^{k}$
$\hat{x}\in \mathrm{i}\mathrm{n}\mathrm{t}D$
2
$h_{k}(x):=\langle\nabla gik(y)k,-yX\rangle k$ (3)
$y^{k}\in \mathrm{b}\mathrm{d}D:=D\backslash \mathrm{i}\mathrm{n}\mathrm{t}D\mathrm{S}.\mathrm{t}$. $y^{k}\in$ ] $v^{k},\hat{x}$ [
$(Q_{1})$ $S_{1}$ Pj(x) $:=\langle a^{j}, x-y^{j}\rangle(j=1,2, \ldots, n+1)$
$a^{j}\in R^{n},$ $y^{j}\in \mathrm{b}\mathrm{d}D$ . ( $S_{1}$




$p_{j}(_{X)}=\langle a^{j}, x-y^{j}\rangle,$ $j=1,2,$ $\ldots,$ $n+1$ ,
$p_{n+1+}j(x)=h_{j}(x)=\langle\nabla g_{i_{j}}(y^{j}), X-y^{j}\rangle$ , $j=1,2,$ $\ldots k-\backslash 1$ ,
(4)
$i_{j}\in\{i:g_{i}(y^{j})=g(y^{j}), i=1,2, \ldots , m\}$ . pj : $R^{n}arrow R,$ $j>$
$n+1$
$p_{j}(x)=\langle a, x-jy^{j}\rangle$ . (5)
(Q $S_{k}$


















If $g(v^{k})<\epsilon(\epsilon>0)$ , then stop: $v^{k}$ is an approximate solution of $(P)$ .
$(P)$ $D$ 1
1:
$-$ $D_{\epsilon}:=\{x\in R^{n} : g(x)<\epsilon\}(\epsilon>0)$ $D$





2 $r$ $p_{r}$ : $R^{n}arrow R$ $s$
Ps: $R^{n}arrow R$ $s+1$ $S_{s+1}$
$p_{r}$ : $R^{n}arrow R$
4
3:
$S_{s}$ $=\{_{X\in}R^{n} : pj(_{X)}\leq 0, j=1,2, \ldots, n+S\}$
$=$ { $x\in R^{n}$ : $p_{j}(x)\leq 0,$ $j=1,2,$ $\ldots,$ $n+s$ and $j\neq r$}
(7)
3 $r$ $p_{r}$ : $R^{n}arrow R$
$s$ $(s>r)$ $S_{s}$
$S_{s}$ $=\{_{X\in}R^{n} : pj(_{X)}\leq 0, j=1,2, \ldots, n+s\}$
$\neq$ { $x\in R^{n}$ : $p_{j}(x)\leq 0,$ $j=1,2,$ $\ldots,$ $n+s$ and $j\neq r$}
(8)
2 $p_{r}$ : $R^{n}arrow R$
step $r$
4









$\hat{x}\in \mathrm{i}\mathrm{n}\mathrm{t}D$ and $g(\hat{x})<0$ . (9)
$(P)$ $D$ intD $\neq\emptyset$









$(P)$ $D$ $\overline{v}\in D$
$\{v^{k_{q}}\}_{q=1}^{\infty}\subset\{v^{k}\}_{k=1}^{\infty}$ $\{v^{k}\}_{k=1}^{\infty}$ $D$
$q\in\{1,2, \ldots\}$ $v^{k_{q}}\not\in D$ $g(v^{k_{q}})>0$
$\lambda_{k_{q}}=\frac{g(v^{k_{q}})}{g(v^{k_{q}})-g(\hat{x})}$
$\forall v^{k_{q}},$ $q=1,2,$ $\ldots,$ $(1-\lambda_{k})qg(v)k_{q}+\lambda_{k_{q}g}(\hat{X})=0$ . (10)
$\lambda_{k_{q}}\in$ ] $0,1[(q=1,2, \ldots)$ $g:R^{n}arrow R$
$g((1-\lambda_{k}q)v^{k_{q}}+\lambda_{k_{q}}\hat{x})\leq(1-\lambda k_{q})g(v^{k_{q}})+\lambda_{k_{q}\mathit{9}}(\hat{X})=0$ (11)
$y^{k_{q}}:=(1-\lambda_{k_{q}})v^{k_{q}}+\lambda_{k_{q^{\hat{X}}}}$ $y^{k_{q}}\in D(q=1,2, \ldots)$
( 4) $v^{k_{q}}arrow\overline{v}$ as $q\wedgearrow\infty$ $g$ : $R^{n}arrow R$
$g(v^{k_{q}})arrow g(\overline{v})=0$ as $qarrow\infty$ $\lambda_{k_{q}}arrow 0$ as $qarrow\infty$
$(P)$ $f$ : $R^{n}arrow R$
$y^{k_{q}}arrow\overline{v}$ and $f(y^{k_{q}})arrow f(\overline{v})$ as $qarrow\infty,$ $f(y^{k_{q}}.)\geq f(\overline{v})q\in\{1,2, \ldots\}$ . 12)
$M_{k_{g}}:= \min\{f(y)- k_{i}. : i=1,2, \ldots, q\}$ , (13)
$M_{k_{1}}\geq M_{k_{2}}\geq\cdots\geq M_{k_{q}}\geq\cdots\geq f(\overline{v})$ and $M_{k_{q}}arrow f(\overline{v})$ as $qarrow\infty$ . (14)
$f(v^{k_{1}})\leq f(v^{k_{2}})\leq\cdots\leq f(v^{k_{q}})\leq\cdots\leq f(\overline{v})$ and $f(v^{k_{q}})arrow f(\overline{v})$ as $qarrow\infty$ . (15)
(14), (15)





$S_{t}$ $v^{t}\in \mathrm{b}\mathrm{d}D$ $v^{t}=y^{t}$
$f(v^{1}) \leq f(v^{2})\leq\cdots f(v^{t})=\min f(D)=M_{t}\leq\cdots\leq M_{2}\leq M_{1}$ (16)
2.1 1.
$f(v^{k}),$ $M_{k}$




$\hat{y}\in\arg\min\{f(y^{i}) : i=1,2, \ldots, k\}$ ’ $\hat{y}\in D$
$f(\hat{y})=M_{k}$ . $\hat{y}\in D$
I, II
If $M_{k}-f(v^{k})<\epsilon(\epsilon>0)$ , then stop: $\hat{y}\in\arg\min\{f(y^{i}) : i=1,2, \ldots, k\}$ is an









$y^{k}\in$ ] $v^{k},\hat{x}$ [ $y^{k}\in \mathrm{b}\mathrm{d}D$ $\{v^{k_{q}}\}_{q=1}^{\infty}$
$\{y^{k_{q}}\}_{q=1}^{\infty}$
4.1 $v^{k_{q}}arrow\overline{v}$ as $qarrow\infty$ | $y^{k_{q}}arrow\overline{V}$ as $qarrow\infty$
41 4.11
$M_{k_{q}}:= \min\{f(y^{k_{i}}) ;i=1,2, \ldots, q\}$ (18)
If $M_{k}-f(v^{k})<\epsilon(\epsilon>0)$ , then stop: $\hat{y}\in\arg\min\{f(y^{i}) : i=1,2, \ldots, k\}$ is an








21 (6) $(Q_{k})$ $S_{k}$ $p_{j}$ : $R^{n}arrow R(j=$
$1,2,$ $\ldots$ , $n+k$)
$S_{k}=\{x\in R^{n} : pj(x)\leq 0, j=1,2, \ldots, n+k\}$ . (19)
$v\in R^{n}\backslash D$
$(Q_{k+1})$ $S_{k+1}$ $p_{j_{0}}\leq 0$ (
$i\mathrm{o}\in\{1,2, \ldots, n+k\})$ (essential)
4.1 [redundant]
A constraint $p_{j_{0}}\leq 0(j_{0}\in\{1,2, \ldots, n+k\})$ is said to be redundant for $S_{k}$ if the
removal of it does not change set $S_{k},$ $i.e.$ ,
$S_{k}$ $=\{x\in R^{n} : p_{j}(x)\leq 0, i=1,2, \ldots, n+k\}$
(20)
$=$ { $x\in R^{n}$ : $p_{j}(x)\leq 0,$ $i=1,2,$ $\ldots,$ $n+k$ and $j\neq j_{0}$ }
$(Q_{k})$ $S_{k}$ $p_{j}(x)\leq 0$
4.2 [essentiality]
A constraint $p_{j\mathrm{o}}\leq 0(j_{0}\in\{1,2, \ldots, n+k\})$ is said to be an essential constraint for
$S_{k}$ if the removal of it change set $S_{k},$ $i.e.$ ,
$S_{k}$ $=\{x\in R^{n} : p_{j}(x)\leq 0, i=1,2, \ldots, n+k\}$
(21)
$\neq$ { $x\in R^{n}$ : $p_{j}(x)\leq 0,$ $i=1,2,$ $\ldots,$ $n+k$ and $j\neq j_{0}$ }
j0 $\in J_{k},$ $S_{k}\neq$ { $x\in R^{n}$ : $p_{j(x})\leq 0,$ $j=1,2,$ $\ldots,$ $n+k$ and $j\neq i\mathrm{o}$ } (22)
direction, extreme direction
4.3 [direction, distinct, extreme direction]
Let $X$ be a nonempty, closed convex set in $R^{n}.$ A nonzero vector $d$ in $R^{n}$ is called a
direction of $X$ if for each $x\in X,$ $x+\lambda d\in X$ for all $\lambda\geq 0$ . Two directions $d_{1}$ and $d_{2}$ of
$X$ are called distinct if $d_{1}\neq\alpha d_{2}$ for any $\alpha>0.$ A direction $d$ of $X$ is called an extreme
direction if it cannot be written as a positive linear combination of two distinct directions,
that is, if $d=\lambda_{1}d_{1}+\lambda_{2}d_{2}$ for $\lambda_{1},$ $\lambda_{2}>0$ , then $d_{1}=\alpha d_{2}$ for some $\alpha>0$ .
extreme direction
8
4.1 Let $X$ be anonempty, closed convex set in $R^{n}.$ If anonzero vector $d$ in $R^{n}$ is
an extreme direction of $X$ , then, for all $\lambda>0,$ $\lambda d$ is an extreme direction of $X$ .
$v\in R^{n}\backslash D$ $T(v, \alpha)(\alpha>0)$
$\hat{x}$ $\in \mathrm{i}\mathrm{n}\mathrm{t}D$
$v\in R^{n}\backslash D$
$\exists y^{v}\in \mathrm{b}\mathrm{d}D\mathrm{s}.\mathrm{t}$ . $y^{v}\in$ ] $v,\hat{x}$ [
4.1 $\forall z\in\partial g(y^{v}),$ $\langle v-y^{v}, z\rangle>0$.
4.1 $\alpha>0$
$H(v, \alpha):=\{X\in Rn:\langle v-y^{v}, x\rangle=\alpha\}$ (23)
$\forall v\in R^{n}\backslash D,$ $z\in\partial g(y^{v}),$ $\exists\mu_{z}>0\mathrm{s}.\mathrm{t}$ . $\mu_{z}z\in H(v, \alpha)$ . (24)
$z\in\partial g(y^{v})$ $\mu_{z}>0$ – $v\in R^{n}\backslash D$
$U(v):= \{X\in Rn:X=\sum_{i\in L(y)v}\lambda i\nabla gi(y^{v}), \lambda_{i}\geq 0, i\in L(y^{v})\}$ , (25)
where $y^{v}\in \mathrm{b}\mathrm{d}D\cap$] $v,\hat{X}$ [ and $L(y^{k}):=\{i:gi(yk)=g(y^{k}), i=1, \ldots, m\}$ .
$T(v, \alpha):=H(v, \alpha)\cap U(v)$ (26)
$T(v, \alpha)$ ( 5)
5: $U(v)$ $T(v, \alpha)$
42 $v\in R^{n}\backslash D$
$T(v, \alpha)=\{z\in R^{n}$ : $z= \sum_{i}\in L(y^{v})\zeta_{i}\mu\nabla g_{i}(y^{v})\nabla gi(y^{v}),$ $\sum_{i\in L(y^{v})}\zeta i=1$ ,
(27)
$\zeta_{i}\geq 0,$ $i\in L(y^{v})\}$ .
$\mu_{\nabla_{\mathit{9}}(y)}iv>0$ (24)
9
step $k$ $S_{k}$ $Pj_{0}\leq 0$ (
$j_{0}\in J_{k})$ $S_{k+1}$
42 $(P)$ $D$ intD $=\{x\in R^{n} : g(x)<0\}\neq\emptyset$
(a), (b)
(a) $j_{0}\in J_{k}$ .
(b) $\mu_{a^{j_{0}}}a^{j}\mathrm{o}$ $T(v^{j_{0}}, \alpha)(\alpha>0)$ (5) $p_{j_{0}}(x)=\langle aj\mathrm{o}, x-y\mathrm{o}\rangle j$
$a^{j_{0}}\in\partial g(y^{j_{0}})$ $\mu_{a^{j_{\mathit{0}}}}>0$ (24)
$p_{j_{0}}(x)\leq 0$ $S_{k+1}$ essential
4.2.2 III
$k$ $\mu_{\nabla g_{i}}(y^{k})\nabla gi(y)k$ $T(v^{k}, \alpha)$
$\nabla g_{i}(y^{k})(i\in L(y^{k}))$ $\mu_{\nabla gi()}y^{k}>0$ (24)
(Q $v^{k}$ $(P)$ $h_{k}$ : $R^{n}arrow R$
$(Pn+k+1 : R^{n}arrow R)$ . ,
$h_{k}(x)=\langle\nabla gi(y^{k}), X-y^{k}\rangle$ . (28)





subject to $x\in T(v^{k}, \alpha)$ ,
(29)
$f$ : $R^{n}arrow R$ is astrictly concave function. $(E_{k})$ $T(v^{k}, \alpha)$
$(E_{k})$ ,
$(E_{k})$ $(E_{k})$
(E $T(v^{k}, \alpha)$ (E
$f$ : $R^{n}arrow R$ strictly concave
function $T(v^{k}, \alpha)$ (E
43 $e\in T(v^{k}, \alpha)$ $(E_{k})$ $e\in T(v^{k}, \alpha)$
$T(v^{k}, \alpha)\mathit{0})$ extreme point.
$(E_{k})$ $T(v^{k}, \alpha)$ extreme point $e\in T(v^{k}, \alpha)$




subject to $x\in\{\mu_{\nabla_{\mathit{9}i(y^{k}}})\nabla g_{i()}y^{k} : i\in L(y^{k})\}$ ,
(30)
10
$f$ : $R^{n}arrow R$ is astrictly concave function and $\mu_{\nabla_{\mathit{9}i}(y^{k})}=\frac{\alpha}{\langle v^{k}-y^{k},\nabla g_{i}(y)k\rangle},$ $i\in$
$L(y^{k})$ . $(\overline{E}_{k})$
$\mu_{\nabla_{\mathit{9}i_{k}}(}y^{k}$) $g_{i_{k}}\nabla(y)k$ $(Q_{k})$
$S_{k}$ $(Q_{k+1})$ $S_{k+1}$ $h_{k:}R^{n}arrow R$
$h_{k}(X)=\langle\nabla gik(y)k,-y^{k}\rangle x$ . (31)
$h_{k}(x)\leq 0$ $S_{k’}(k’>k)$
strictly concave function , III
.. .$\cdot$.$\cdot$. $=$
43 $f$ : $R^{n}arrow R$ $R^{n}$ strictly concave function
$f(x)=- \sum_{=i1}X_{i^{2}}$ . (32)
[ $E$ ( III )]
I. $|L(y^{k})|\leq 2$
II. $|L(y^{k})|>2$
$\mathrm{i}$ . $i\in L(y^{k})$ $\mu_{\nabla g(y^{k})}$,
$\mu_{\nabla_{\mathit{9}}(y^{k})}i.:=\frac{\alpha}{\langle v^{k}-y^{k},\nabla gi(y)k\rangle}$ . (33)
$\mathrm{i}\mathrm{i}$ . $(\hat{E}_{k})\text{ }\mu\nabla gi_{k}(y^{k})\nabla g_{i_{k}}(y^{k})$ $\nabla g_{i_{k}}(y^{k})$
$h_{k}$ : $R^{n}arrow R$
$(\hat{E}_{k})\{$
minimize $f(x)=- \sum_{i=1}^{n}X_{i^{2}}$ ,






step $0$ $(P)$ $D$ $S_{1}$ $\hat{x}\in \mathrm{i}\mathrm{n}\mathrm{t}D$
$\circ karrow 1$ and go to step $\mathrm{k}$ .
step $\mathrm{k}v^{k}\in\arg\min\{f(v) : v\in V(Sk)\}$
I. $D$ $y^{k}$
$y^{k}:=(1-\lambda k)v+k\lambda k^{\hat{X}}$ ,
11
where $\lambda_{k}:=\frac{g(v^{k})}{g(v^{k})-g(\hat{x})}$ .
II. a) If $M_{k}-f(v^{k})<\epsilon(\epsilon>0)$ , then stop: $\hat{y}\in\arg\min\{f’(\overline{y}^{i}.) : i=1,2, \ldots, k\}$
is an approximate solution of $(P)$ .
$M_{k}:= \min\{f(y^{i}) : i=1,2, \ldots, k\}$ .
b) $|M_{k}-f(v)k|\geq\epsilon$
$\mathrm{i}$ . $h_{k}$ : $R^{n}arrow R$
$h_{k}(X):=\langle p^{k}, X-v^{kk}\rangle+g(v)$
where $p^{k}=\nabla g_{i_{k}}(v^{k})$ and $i_{k}\in\{i : g_{i}(v^{k})=g(v^{k}), i=1,2, \ldots , m\}$ .
$\mathrm{i}\mathrm{i}$ . $(Q_{k+1})$ $S_{k+1}$
$S_{k+1}:=S_{k}\cap\{x.\in R^{n} : h_{k}(x)\leq 0\}$ .
$karrow k+1$ and go to step $k$ .
52 I, II, III
I, II III
[ :]
step $0$ $(P)$ $D$ $S_{1}$ $\hat{x}\in \mathrm{i}\mathrm{n}\mathrm{t}D$
$karrow 1$ and go to step $\mathrm{k}$ .
step $\mathrm{k}v^{k}\in\arg\min\{f(v):v\in V(S_{k})\}$
I. $y^{k}\in \mathrm{b}\mathrm{d}D$ s.t.y $\in$ ] $v^{k},\hat{x}$ [
II. a) If $M_{k}-f(v^{k})<\epsilon(\epsilon>0)$ , then stop: $\hat{y}\in\arg\min\{f(y^{i}) : i=1,2, \ldots, k\}$
is an approximate solution of $(P)$ .
$M_{k}:= \min\{f(yi),. i=1,2, .., , k\}$ . $\cdot$ .
b) $|M_{k}-f(v)k|\geq\epsilon$
$\mathrm{i}$ . $\hat{E}_{k}$ $\nabla g_{i_{k}}(y^{k})$ $h_{k}$ : $R^{n}arrow R$
$h_{k}(x):=\langle\nabla_{\mathit{9}}i_{k}(yk), x-y\rangle k$ .
$\mathrm{i}\mathrm{i}$ . $(Q_{k+1})$ $S_{k+1}$
$S_{k+1}:=s_{k^{\cap}}\{_{X\in R}n h_{k}(x)\leq 0\}$ .
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