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We study the relative entropy of the empirical probability vector
with respect to the true probability vector in multinomial sampling
of k categories, which, when multiplied by sample size n, is also the
log-likelihood ratio statistic. We generalize the technique of Agrawal
(2019) and show that the moment generating function of the statistic
is bounded by a polynomial of degree n on the unit interval, uniformly
over all true probability vectors. We characterize the family of poly-
nomials indexed by (k, n) and obtain explicit formulae. Consequently,
we develop Chernoff-type tail bounds, including a closed-form version
from a large sample expansion of the bound minimizer. Our bound
dominates the classic method-of-types bound and is competitive with
the state of the art. We demonstrate with an application to estimat-
ing the proportion of unseen butterflies.
1. Introduction. Consider a multinomial experiment on an alphabet
of size k ≥ 2
(1) (X1, . . . , Xk) ∼ Mult(n; (p1, . . . , pk)),
where (p1, . . . , pk) belongs to the unit simplex ∆
k−1. The empirical measure
is identified with the probability vector (pˆ1, . . . , pˆk) = (X1/n, . . . ,Xk/n).
We are interested in its entropy relative to the true probability vector p,
namely
(2) D(pˆ‖p) =
k∑
i=1
pˆi log(pˆi/pi),
where conventions 0 · log(0) = 0 and 0 · log(0/0) = 0 are adopted. The
quantity D(pˆ‖p) is also known as the Kullback-Leibler divergence of p from
pˆ. By the law of large numbers, D(pˆ‖p)→ 0 as n→∞ almost surely.
Keywords and phrases: concentration inequality, relative entropy, KL divergence, like-
lihood ratio, Chernoff bound, multinomial, method of types
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2 GUO AND RICHARDSON
Note that
nD(pˆ‖p) =
k∑
i=1
Xi log
pˆi
pi
= log
(
n
X1,...,Xk
)∏k
i=1 pˆ
Xi
i(
n
X1,...,Xk
)∏k
i=1 p
Xi
i
is also the log-likelihood ratio statistic (without the usual extra factor of 2).
By standard asymptotic arguments (see, e.g., van der Vaart (2000, Example
16.1)), for fixed k and n→∞, it holds that
(3) nD(pˆ‖p) →d χ2k−1/2 =d Ga((k − 1)/2, 1),
which is a gamma distribution with shape (k − 1)/2 and rate one.
1.1. Motivation. We are interested in upper bounding the probability
that nD(pˆ‖p) exceeds a given threshold. Tail bounds of this type are of
interest to many problems in probability, statistics and machine learning,
including Sanov’s theorem in large deviations (Cover and Thomas, 2012,
§11.4), goodness-of-fit tests (Cressie and Read, 1984; Jager and Wellner,
2007), construction of non-asymptotic confidence regions (Chafai and Con-
cordet, 2009; Malloy et al., 2020) and the performance guarantee of various
learning algorithms (Vinayak et al., 2019; Nowak and Ta´nczos, 2019).
The classic bound of this type is
(4) P (nD(pˆ‖p) > t) ≤ exp(−t)
(
n+ k − 1
k − 1
)
, (t > 0)
obtained by the “method of types” (Csisza´r, 1998, Lemma II.1). For fixed
k and t, this bound is asymptotically tight as n→∞, in the sense that the
exponent exp(−t) matches the rate of the asymptotic gamma distribution in
Eq. (3). Nevertheless, the bound above is far from optimal. There are recent
developments in the literature that provide sharper results. In particular,
Mardia et al. (2019) and Agrawal (2019) provide significant improvements
over the method-of-types result by gaining tighter control for the binomial
case (k = 2), and a reduction from multinomial (k > 2) to binomial, al-
though their approaches are different. Additionally, bounds on the moments
of D(pˆ‖p) have been studied; see Jiao et al. (2017); Mardia et al. (2019);
Paninski (2003).
On a side note, by Pinsker’s inequality, a tail bound on relative entropy
implies a bound on the total variation. For bounds on the latter, see also
van der Vaart and Wellner (1996, Appendix A.1) and Devroye (1983); Biau
and Gyorfi (2005).
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2. Bounding the moment generating function. In a vein similar
to that of Agrawal (2019), we develop bounds with Chernoff’s method, a
classic workhorse for deriving exponential tail bounds; see, e.g., Vershynin
(2018, §2.3). The key is to upper bound the moment generating function
(MGF) of nD(pˆ‖p), which is defined as
(5) ϕk,n(λ, p) := E exp (λnD(pˆ‖p)) ,
where the expectation is taken over Mult(n, p = (p1, . . . , pk)).
It follows that
ϕk,n(λ, p) =
∑
X1,...,Xk
(
n
X1, . . . , Xk
) k∏
i=1
pXii
{(
n
X1,...,Xk
)∏k
i=1 pˆ
Xi
i(
n
X1,...,Xk
)∏k
i=1 p
Xi
i
}λ
=
∑
X1,...,Xk
(
n
X1, . . . , Xk
){ k∏
i=1
pˆXii
}λ{ k∏
i=1
pXii
}1−λ
,
(6)
where X1, . . . , Xk are non-negative integers that sum to n.
Definition 1. For k ≥ 1, n ≥ 1, p ∈ ∆k−1 and λ ∈ [0, 1], define
(7) Gk,n(λ, p) :=
∑
X1,...,Xk
(
n
X1, . . . , Xk
) k∏
i=1
[λXi/n+ (1− λ)pi]Xi ,
where the summation is over non-negative integers that sum to n.
By definition, Gk,n(λ, p) is a polynomial in λ of degree at most n. For the
trivial case of k = 1, it is easy to see that G1,n(λ) ≡ 1.
The multinomial probability in Eq. (6) is log-concave in (p1, . . . , pk). For
0 ≤ λ ≤ 1, by Jensen’s inequality, we have
ϕk,n(λ, p) ≤ Gk,n(λ, p), p ∈ ∆k−1.
The obvious obstacle here is to obtain a bound on the RHS that does not
depend on the true probability vector p.
2.1. Family of Gk,n(λ). First comes a surprising fact noticed by Agrawal
(2019) in the k = 2 case.
Proposition 1. Gk,n(λ, p) does not depend on p = (p1, . . . , pk).
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Proof. This is true for k = 1. Fix any k ≥ 2, we prove by induction on
n that Gk,n(λ, p) does not depend on p. For the base case,
Gk,1(λ, p) =
k∑
i=1
(λ+ (1− λ)pi) = kλ+ 1− λ,
which does not depend on p.
Suppose Gk,m(λ, p) ≡ Gk,m(λ) for m ≤ n−1. We now show that Gk,n(λ, p)
does not depend on p. Since pk = 1−p1−· · ·−pk−1, it suffices to verify that
∂Gk,n(λ, p)/∂pi ≡ 0 for i = 1, . . . , k− 1. Further, by symmetry, it suffices to
show ∂Gk,n(λ, p)/∂p1 ≡ 0. Replacing pk with (1− p1 − · · · − pk−1), we have
Gk,n(λ, p) =
∑
X1,...,Xk
(
n
X1, . . . , Xk
) k−1∏
j=2
[λXj/n+ (1− λ)pj ]Xj
× [λX1/n+ (1− λ)p1]X1 [λXk/n+ (1− λ)(1− p1 − · · · − pk−1)]Xk ,
and
∂Gk,n(λ, p)
∂p1
=
∑
X1,...,Xk
(
n
X1, . . . , Xk
) k−1∏
j=2
[λXj/n+ (1− λ)pj ]Xj{
(1− λ)X1 [λX1/n+ (1− λ)p1]X1−1 [λXk/n+ (1− λ)pk]Xk
− (1− λ)Xk [λX1/n+ (1− λ)p1]X1 [λXk/n+ (1− λ)pk]Xk−1
}
.
Hence, it suffices to show
∑
X1,...,Xk
(
n
X1, . . . , Xk
) k−1∏
j=2
[λXj/n+ (1− λ)pj ]Xj
×X1 [λX1/n+ (1− λ)p1]X1−1 [λXk/n+ (1− λ)pk]Xk ≡
∑
X1,...,Xk
(
n
X1, . . . , Xk
)
×
k−1∏
j=2
[λXj/n+ (1− λ)pj ]Xj Xk [λX1/n+ (1− λ)p1]X1 [λXk/n+ (1− λ)pk]Xk−1 .
We first simplify the LHS. Clearly, those summands with X1 = 0 are zero
and can be dropped. For X1 ≥ 1, X1
(
n
X1,...,Xk
)
= n
(
n−1
X1−1,X2,...,Xk
)
. Let λ′ :=
λ(n− 1)/n. For j = 2, . . . , k, by setting p′j := 1−λ1−λ′ pj < pj , we have
λXj/n+ (1− λ)pj = λ′Xj/(n− 1) + (1− λ′)p′j .
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Further, letting p′1 := 1−
∑k
j=2 p
′
j it is easy to see that
λ′
X1 − 1
n− 1 + (1− λ
′)p′1 = λ
X1
n
+ (1− λ)p1.
Therefore, by introducing X ′1 = X1 − 1, we have
LHS = n
∑
X′1,X2,...,Xk
(
n− 1
X ′1, X2, . . . , Xk
)[
λ′X ′1/(n− 1) + (1− λ′)p′1
]X′1
×
k∏
j=2
[
λ′Xj/(n− 1) + (1− λ′)p′j
]Xj
= nGk,n−1(λ′, p′),
where the summation is over non-negative integers X ′1, X2, . . . , Xk summing
to n − 1. For the RHS, similarly, let q′j = 1−λ1−λ′ pj for j = 1, . . . , k − 1 and
q′k = 1−
∑k−1
j=1 q
′
j . With X
′
k = Xk − 1, it follows that
RHS = n
∑
X1,...,Xk−1,X′k
(
n− 1
X1, . . . , Xk−1, X ′k
) k−1∏
j=1
[
λ′Xj/(n− 1) + (1− λ′)q′j
]Xj
× [λ′X ′k/(n− 1) + (1− λ′)q′k]X′k
= nGk,n−1(λ′, q′).
Finally, by the induction hypothesis,
LHS = nGk,n−1(λ′, p′) = nGk,n−1(λ′, q′) = RHS.
In view of this fact, we shall write Gk,n(λ) in place of Gk,n(λ, p). The set
of polynomials {Gk,n(λ)} are characterized by the following recurrence.
Proposition 2. For 0 ≤ λ ≤ 1, it holds that
(8) Gk,n(λ) = Gk−1,n(λ) + λGk,n−1
(
n− 1
n
λ
)
, k ≥ 2, n ≥ 1
with G1,n(λ) ≡ 1 and Gk,0(λ) := 1.
By Proposition 1, we have the freedom to choose p in the definition to
evaluate Gk,n(λ). In particular, by choosing pk = 0 and p1 + · · ·+ pk−1 = 1,
we can decompose Gk,n(λ) into Gk−1,n(λ) and a remainder. By a similar
manipulation used in the previous proof, the remainder can be expressed in
terms of Gk,n−1. We leave the detailed proof to the Appendix.
6 GUO AND RICHARDSON
Theorem 1. For k ≥ 2, n ≥ 0 and 0 ≤ λ ≤ 1, it holds that
(9) Gk,n(λ) =
n∑
m=0
n!
nm(n−m)!
(
m+ k − 2
k − 2
)
λm.
Proof. We prove by induction. For the base case, the formula gives
Gk,0(λ) ≡ 1 for k ≥ 2, which matches the value imposed by Proposition 2.
First, supposing the formula holds for G2,n−1, we show that it also holds
for G2,n. By Proposition 2, it is easy to check that
G2,n(λ) = G1,n(λ) + λG2,n−1(λ(n− 1)/n)
= 1 +
n−1∑
m=0
(n− 1)!
nm(n−m− 1)!λ
m+1 =
n∑
m=0
n!
nm(n−m)!λ
m.
Now, for any k ≥ 3 and n ≥ 1, suppose the formula holds for Gk−1,n and
Gk,n−1. We show that it also holds for Gk,n. By Proposition 2, we have
Gk,n(λ) = Gk−1,n(λ) + λGk,n−1(λ(n− 1)/n)
=
n∑
m=0
n!
nm(n−m)!
(
m+ k − 3
k − 3
)
λm +
n−1∑
m=0
(n− 1)!
nm(n−m− 1)!
(
m+ k − 2
k − 2
)
λm+1
=
n∑
m=0
n!
nm(n−m)!
(
m+ k − 3
k − 3
)
λm +
n∑
m=1
n!
nm(n−m)!
(
m+ k − 3
k − 2
)
λm
=
n∑
m=0
n!
nm(n−m)!
(
m+ k − 2
k − 2
)
λm,
where in the last step the addition formula
(
n
l
)
=
(
n−1
l
)
+
(
n−1
l−1
)
is used
(Graham et al., 1994, §5.1).
Remark 1. For k ≥ 2, Gk,n(λ) is not a moment generating function
of some distribution. Suppose Gk,n(λ) is the MGF of random variable Y .
Since Gk,n(λ) is a polynomial of degree n, then EY 2n = G
(2n)
k,n (0) = 0, which
implies Y is zero almost surely. However, the MGF of zero is identically one.
A few polynomials Gk,n(λ) are listed in Table 1.
2.2. Asymptotic properties. We consider the asymptotic behaviors of
Gk,n(λ), which can inform how well it captures the right dependence on
k and n.
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Table 1
Polynomials Gk,n(λ)
n = 1 n = 2 n = 3 n = 4
k = 2 1 + λ 1 + λ+ 1
2
λ2 1 + λ+ 2
3
λ2 + 2
9
λ3 1 + λ+ 3
4
λ2 + 3
8
λ3 + 3
32
λ4
k = 3 1 + 2λ 1 + 2λ+ 3
2
λ2 1 + 2λ+ 2λ2 + 8
9
λ3 1 + 2λ+ 9
4
λ2 + 3
2
λ3 + 15
32
λ4
k = 4 1 + 3λ 1 + 3λ+ 3λ2 1 + 3λ+ 4λ2 + 20
9
λ3 1 + 3λ+ 9
2
λ2 + 15
4
λ3 + 45
32
λ4
2.2.1. n→∞ under fixed k.
Lemma 1. For k ≥ 2, Gk,n(λ) increases in n.
Proof. By Theorem 1, it suffices to show that
n!
nm(n−m)! ≥
(n− 1)!
(n− 1)m(n−m− 1)!
for m = 0, . . . , n. By canceling factors from both sides, this is equivalent to
(1− 1n)m ≥ 1− mn , which holds by Bernoulli’s inequality.
Proposition 3. For 0 ≤ λ < 1 and any fixed k ≥ 2, we have
(10) Gk,n(λ)↗ Gk,∞(λ) := (1− λ)−(k−1), as n→∞.
Proof. For k = 2 and λ ∈ [0, 1),
G2,n(λ) =
n∑
m=0
n!
nm(n−m)!λ
m ≤
n∑
m=0
λm → 1
1− λ,
where we used
n!
nm(n−m)! =
n× (n− 1)× . . . (n−m+ 1)
n× · · · × n ≤ 1.
Further, by Lemma 1, G2,n(λ) must converge as n→∞ for λ ∈ [0, 1). Sup-
pose the limit is G2,∞(λ). Clearly, G2,∞(λ) = limnG2,n(λ) = supnG2,n(λ)
is lower-semicontinuous. Taking limits on both sides of Eq. (8), we have
G2,∞(λ) = 1 + λG2,∞(λ−),
where we note n−1n λ ↗ λ. Meanwhile, by Theorem 1, G2,n(λ) is increasing
in λ. Hence, we have G2,∞(λ−) = G2,∞(λ) by lower-semicontinuity and
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monotonicity of G2,∞(λ). It follows that G2,∞ = (1 − λ)−1. Applying the
same reasoning to k = 3, we have
G3,∞(λ) = G2,∞(λ) + λG3,∞(λ),
and hence G3,∞ = (1 − λ)−2. Iterating this process, we get Gk,n(λ) ↗
(1− λ)−(k−1) for λ ∈ [0, 1) and k ≥ 2.
Note that Gk,∞(λ) = (1 − λ)−(k−1) is the moment generating function
of Ga(k − 1, 1). Further, nD(pˆ‖p) →d Ga((k − 1)/2, 1). This means, for
fixed k and n → ∞, Gk,n(λ) is asymptotically tight in the exponent (rate
parameter of gamma), but loose by a factor of 2 in the polynomial term
(shape parameter of gamma).
2.2.2. k →∞ under fixed n.
Proposition 4. For fixed 0 < λ ≤ 1 and n ≥ 1, as k →∞ we have
(11) logGk,n(λ)  n log k.
Proof. By Theorem 1, for fixed n and λ, the diverging term should be
the largest term of {(m+k−2k−2 ) : 0 ≤ m ≤ n}, which is when m = n. And
log
(
n+k−2
k−2
)  n log k.
The following shows that, as k → ∞, the logarithmic dependence on k
for an upper bound on the logarithm of MGF is also necessary.
Proposition 5. Suppose Hk,n(λ) ≥ ϕk,n(λ; p) for all p and all λ ∈
(0, 1). For fixed 0 < λ ≤ 1 and n ≥ 1, we have lower bound logHk,n(λ) &
λn log k as k →∞.
Proof. Let p = (1/k, . . . , 1/k). It follows from Eq. (6) that
ϕk,n(λ, p) = n
−λn ∑
X1,...,Xk
(
n
X1, . . . , Xk
) k∏
i=1
(
Xλi
k1−λ
)Xi
.
We claim that ϕk,n(λ, p)  kλn. Consider the configurations of (X1, . . . , Xk)
such that n of them are one and the rest are zero. As k →∞, ignoring the
factors that do not depend on k, the sum over these configurations becomes
n−λn
(
k
n
)(
1
k1−λ
)n
 kλn.
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We now show that the sum from all the other configurations is O(kλn−1).
Consider the contribution from those configurations with m non-zero cate-
gories. Their sum is
n−λn
(
k
m
) ∑
Y1,...,Ym
(
n
Y1, . . . , Ym
) m∏
i=1
(
Y λi
k1−λ
)Yi
=:
(
k
m
)
k−n(1−λ)Cn,m(λ)
where Y1, . . . , Ym are positive integers that sum to n. It follows that
n−1∑
m=1
(
k
m
)
k−n(1−λ)Cn,m(λ) <
(
max
1≤m≤n−1
Cn,m(λ)
)
k−n(1−λ)
n−1∑
m=1
km  kλn−1.
Hence, logHk,n(λ) & λn log k.
Remark 2. Agrawal (2019) uses the upper bound G2,∞(λ) on G2,n(λ)
to further bound Gk,n(λ) for k > 2, by appealing to the chain rule of relative
entropy (Cover and Thomas, 2012, §2.5). This leads to the following bound:
(12) ϕk,n(λ) ≤ (1− λ)−(k−1) = Gk,∞(λ) (0 ≤ λ < 1).
However, observe that for fixed n and large k, the logarithm of the above
bound above grows linearly in k. In contrast, as we have shown via a direct
approach, the bound logGk,n(λ) has the right logarithmic dependence.
3. Chernoff bound. To highlight the dependence on (k, n), let pˆk,n
denote the empirical probability vector under k categories and n samples.
For any λ ∈ [0, 1], we have
(13) P (nD(pˆk,n‖p) > t) ≤ exp(−λt)Gk,n(λ).
Minimizing over λ ∈ [0, 1] yields the tightest bound.
Theorem 2. For k ≥ 2, n ≥ 1, let pˆk,n be the empirical probability
vector from Mult(p, n) for p ∈ ∆k−1. For t > 0, it holds that
(14) P (nD(pˆk,n‖p) > t) ≤ min
λ∈[0,1]
exp(−λt)Gk,n(λ).
Proposition 6. The bound in Theorem 2 is meaningful (RHS < 1) if
t > min(logGk,n(1), k − 1).
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Proof. Let fk,n(λ, t) := exp(−λt)Gk,n(λ). Let ψk,n(t) := minλ∈[0,1] f(λ, t)
be the RHS of Eq. (14). First, suppose t > min(logGk,n(1), k − 1) and we
show that ψk,n(t) < 1. Clearly, either t > logGk,n(1) or t > k − 1. If
t > logGk,n(1), then ψk,n(t) ≤ fk,n(1, t) = exp(−t)Gk,n(1) < 1. If t > k− 1,
ψk,n(t) ≤ ψk,∞(t) by Proposition 3. One can show that
ψk,∞(t) =
0, t ≤ k − 1exp(k − 1− t)( tk−1)k−1 , t > k − 1 .
Writing t = k − 1 + δ for δ > 0, it follows that
ψk,n(t) ≤ ψk,∞(k − 1 + δ) = exp
{
(k − 1) log(1 + δ
k − 1)− δ
}
< 1
by log(1 + x) < x for x > 0.
Let λk,n(t) be the minimizer in Theorem 2. Unfortunately, in general,
λk,n(t) does not permit a closed-form solution. In fact, finding λk,n(t) is
a non-convex problem and exp(−λt)Gk,n(λ) can have more than one local
minima on the unit interval. In the following, we develop a simple closed-
form approximation to λk,n(t) that leads to a bound that is only slightly
looser than Theorem 2, when n is relatively big compared to k.
3.1. Large n expansion of the minimizer. By Proposition 3, when n→∞
we have
exp(−λt)Gk,n(λ)→ exp(−λt)(1− λ)−(k−1) = e−λt−(k−1) log(1−λ).
Note that λ 7→ −λt − (k − 1) log(1 − λ) is convex. The previous display is
uniquely minimized at
(15) λk,∞(t) = 1− k − 1
t
, for t > k − 1.
Plugging in λk,∞(t) into Eq. (13) yields the following bound.
Corollary 1 (without correction). For t > k − 1, it holds that
(16) P (nD(pˆk,n‖p) > t) ≤ e−tek−1Gk,n
(
1− k − 1
t
)
.
λk,∞(t) is the zeroth-order large n approximation to λk,n(t). Yet, the
bound can be significantly tightened by a further correction.
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Proposition 7. Suppose k ≥ 2 and t > k − 1. As n→∞, we have
(17) λk,n(t) = λk,∞(t) +
k
k − 1
t− k + 1
n
+ o(n−1).
Proof. Fix k ≥ 2 and t > k − 1. Let fk,n := exp(−λt)Gk,n(λ). First,
we claim that there exists N(k, t) such that f ′k,n(λk,n) = 0 for n ≥ N(k, t)
at the minimizer λk,n. To see this, note that asymptotically λk,n cannot
be 0 or 1. In particular, (i) λk,n = 0 would imply RHS = 1 for Eq. (14),
and (ii) λk,n → 1 would imply RHS → ∞ for Eq. (14) — both contradict
Proposition 6. Given
f ′k,n(λk,n) = f
′
k,n(λk,∞) + f
′′
k,n(λk,∞)(λk,n − λk,∞) + o(|λk,n − λk,∞|),
it follows that
λk,n = λk,∞ −
f ′k,n(λk,∞)
f ′′k,n(λk,∞)
+ o(|λk,n − λk,∞|).
Since fk,n → fk,∞ = exp(−λt)Gk,∞(λ), it is easy to check that
f ′′k,n(λk,∞) = f
′′
k,∞(λk,∞) + o(1)
= (k − 1)e−λk,∞t(1− λk,∞)−(k+1) + o(1),
where the limit (k− 1)e−λk,∞t(1−λk,∞)−(k+1) is non-zero and finite. Mean-
while, we have
f ′k,n(λk,∞) = e
−λk,∞t (G′k,n(λk,∞)− tGk,n(λk,∞)) .
Using λk,∞ = 1− (k − 1)/t, it follows that
λk,n = λk,∞+
e−(t−k+1)
[
k−1
1−λk,∞Gk,n(λk,∞)−G′k,n(λk,∞)
]
(k − 1)e−(t−k+1) (k−1t )−(k+1) + o(1) +o(|λk,n−λk,∞|).
It is easy to check that the proof is complete given the following lemma.
Lemma 2. For k ≥ 2 and λ ∈ (0, 1), it holds that
(18) n
(
k − 1
1− λGk,n(λ)−G
′
k,n(λ)
)
→ k(k − 1)λ
(1− λ)k+2 , as n→∞.
The proof relies on asymptotic expansions of the incomplete Gamma func-
tion and is left to the Appendix.
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Fig 1: The ideal correction limn n(λk,n(t) − λk,∞(t)) (dots, fitted from nu-
merical values) and the theoretical first-order correction k(t−k+ 1)/(k−1)
(lines), both plotted against the deviation t.
Remark 3. The correction in Proposition 7 can be viewed as a one-step
Newton’s iteration based on λk,∞(t).
In Fig. 1, we compare the correction term (the n−1 term) from Proposi-
tion 7 to the numerical values. The numerical value corresponding to a pair
(t, k) is obtained by numerically finding λk,n(t) for a sequence of n varying
from 200 to 2 × 104, then fitting log(λk,n − λk,∞) against − log n in least
squares, and finally taking the intercept and exponentiating.
Plugging the correction into Eq. (13) yields the following bound.
Corollary 2 (with correction). Let λˆk,n := min
{
1− k−1t + kk−1 t−k+1n , 1
}
.
For n ≥ 1, k ≥ 2 and t > k − 1, it holds that
(19) P (nD(pˆk,n‖p) > t) ≤ exp(−λˆk,nt)Gk,n(λˆk,n).
4. Discussion. In this section, we discuss the behavior of our bound
and compare to bounds previously proposed in the literature.
4.1. Comparison. We briefly compare the bounds for several sample sizes
under k = 6 in Figure 2; see Fig. B.1 in the Appendix for k = 20. First,
our bound is always tighter than Agrawal (2019), since Agrawal (2019) uses
Chernoff bound based on Gk,∞, which upper-bounds Gk,n. Second, in the
settings plotted, our bound is tighter than that of Mardia et al. (2019) for
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t smaller than some Tk,n and vice versa for t > Tk,n — an explanation
for this phenomenon is provided in the following section. Third, the closed-
form correction-based bound is significantly tighter than the bound without
correction, and is in fact very close to the exact bound, with the difference
between the two only noticeable when both n and t are small.
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Fig 2: Comparison of probability bounds on P(nD(pˆk,n‖p) > t) for k = 6
and t > min(logGk,n(1), k−1). The y-axis is in logarithmic scale. The meth-
ods compared include: “exact” (Theorem 2 from numerical minimization),
“correction” (Corollary 2), “w/o corr.” (Corollary 1), Agrawal (2019, Theo-
rem 1.2), Mardia et al. (2019, Theorem 3), and the asymptotic bound that
is the exact probability when n → ∞. Note that “asymp.” might not be a
valid bound and is for reference only.
4.2. Combinatorial scaling. Recently Mardia et al. (2019) consider a
bound of the form
(20) P (nD(pˆk,n‖p) > t) ≤ C(k, n) exp(−t),
where C(k, n) captures the combinatorial dependence on k and n. This is
motivated by the classic method-of-types inequality Eq. (4), which holds
with
CT(k, n) =
(
n+ k − 1
k − 1
)
.
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Note that CT(k, n) is the number of ways that {1, . . . , n} can be partitioned
into k groups, and hence counts the “types” of possible empirical distribu-
tions. Mardia et al. (2019) showed that CT(k, n) can be improved to
CM(k, n) =
12
pi
k−2∑
i=0
Ki
(
e
√
n
2pi
)i
,
where
Ki =
{
pi(2pi)m/2
2×4×···×m (m is even)
(2pi)(m+1)/2
1×3×···×m (m is odd)
, K−1 = 1
are constants. It can be shown that CM(k, n) is smaller than CT(k, n) for all
k, n ≥ 2.
Since the choice of λ that tightens our bound depends on t, the bounds
presented in the previous section do not take the form of Eq. (20). For
comparison, we use the following bound from setting λ = 1 in Eq. (13),
which is not the tightest bound except for very large t.
Corollary 3. For n ≥ 1, k ≥ 2 and t > 0, it holds that
P (nD(pˆk,n‖p) > t) ≤ Gk,n(1) exp(−t).
Like CM(k, n) the resulting combinatorial factor Gk,n(1) is also uniformly
smaller than the method-of-types combinatorial factor CT(k, n).
Proposition 8. For k ≥ 2, n ≥ 1, Gk,n(1) < CT(k, n).
Proof. By Theorem 1,
Gk,n(1) =
n∑
m=0
n× (n− 1)× · · · × (n−m+ 1)
nm
(
m+ k − 2
k − 2
)
<
n∑
m=0
(
m+ k − 2
k − 2
)
=
(
n+ k − 1
k − 1
)
,
where the last equality follows from the “parallel summation” (Graham
et al., 1994, Eq. (5.9)).
In fact, the improvement can be significant when n is large.
Proposition 9. For fixed k ≥ 2, as n→∞, logGk,n(1)logCT(k,n) → 1/2.
CHERNOFF-TYPE CONCENTRATION OF EMPIRICAL PROBABILITIES 15
This basically says, in the regime of fixed k and large n, Gk,n(1) is a
square-root improvement over the method-of-types combinatorial factor. We
leave its proof to Appendix A.3. In fact, CM(k, n) achieves the same rate of
improvement in the same regime; see Mardia et al. (2019, §1.2). For other
regimes, we do not have an explicit comparison. Instead, in Fig. 3 we graph-
ically compare the combinatorial factors for a few (k, n). We observe: (i)
logGk,n(1) and logCM(k, n) scale quite closely; (ii) for a fixed k, one can
check that Gk,n(1) < CM(k, n) for small n, and vice versa for large n. Note
that (ii) explains why in Fig. 2 the bound of Mardia et al. (2019) becomes
tighter than our bound for very large deviations when n ∈ {100, 200, 500}
— the tightening λk,n(t) = 1 for t large enough and the exact bound reduces
to Corollary 3.
log Gk,n(1)
log CM(k,n)
log CT(k,n)
CM(6, n)G6,n(1)
20 40 60 80 100 120 140
n
100
1000
104
105
Fig 3: Comparison of combinatorial scaling factors Gk,n(1) (ours), CM(k, n)
(Mardia et al., 2019) and CT(k, n) (method of types).
Finally, we stress that the improved combinatorial factors are by no means
optimal. To see this, note that as n→∞, Gk,n(1)→∞ for any fixed k ≥ 2
and CM(k, n)→∞ for any fixed k ≥ 3, which would render the bound in the
form of Eq. (20) meaningless (for fixed k and t). However, by Proposition 3
because Gk,∞(λ) only diverges at λ = 1, our bounds stated in Theorem 1,
Corollaries 1 and 2 do not suffer from this problem. Nevertheless, we expect
future improvements on C(k, n) such that C(k,∞) <∞ for k ≥ 2.
5. Application. The bound developed can be used to obtain a conser-
vative critical value for the multinomial likelihood ratio. The bound in The-
orem 2 can be determined numerically by searching for the minimizer over
the unit interval, which is a non-convex but smooth, univariate optimiza-
tion. Further given a level α ∈ (0, 1) (e.g., α = 0.05), by a binary search,
a critical value tk,n(α) can be determined such that the bound at tk,n(α)
evaluates to α. The critical value on the likelihood ratio can be inverted to
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form a convex confidence region on p, which is guaranteed to contain p with
probability at least (1−α). This can be applied to the cases where k is com-
parable to n, and the standard large-sample χ2 approximation is unlikely to
be accurate (see Frydenberg and Jensen (1989)). We demonstrate with the
following example.
Proportion of the unseen butterflies. Table 2 shows the famous dataset
(Orlitsky et al., 2016) that naturalist Corbet presented to Ronald Fisher in
the 1940’s. Corbet spent two years trapping butterflies in Malaya, and his
intriguing question to Fisher was how many new species would he discover
had he spent another two years on the islands. Corbet’s original question
led to the fruitful investgation of estimating the number of unseen species;
see Fisher et al. (1943); Good and Toulmin (1956); Orlitsky et al. (2016).
Table 2
Butterflies recorded by Corbet
frequency 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
species 118 74 44 24 29 22 20 19 20 15 12 14 6 12 6
However, here we pose a different question — what percentage of of but-
terflies in Malaya belonged to the species that Corbet had not seen? That
is, we want to estimate the proportion of butterflies from all the unseen
species. Clearly, the MLE is zero based on the sample. Instead, we ask for
an upper bound with 95% confidence. Let k = 435 + 1, where 435 is the
number of species observed by Corbet. Let pˆ = (qˆ, 0), where qˆ is the em-
pirical distribution corresponding to Table 2. The sample size is n = 2, 029
and the corresponding critical value is tk,n(α) = 481.20. The upper bound
is given by the convex program
max pk s.t. p ∈ ∆k−1, nD(pˆ‖p) ≤ tk,n(α),
which evaluates to 34.6%.
6. Conclusion. We have shown that for a multinomial experiment with
alphabet size k and sample size n, the moment generating function of the
entropy of the empirical distribution relative to the true distribution (scaled
by n) can be uniformly bounded by a degree-n polynomial Gk,n(λ) over the
unit interval. We generalize Agrawal’s (2019) result on k = 2 and charac-
terize the family of Gk,n(λ). The result gives rise to a one-sided Chernoff
bound on the relative entropy for deviations t > min(logGk,n(1), k − 1).
The bound significantly improves the classic method-of-types bound and is
competitive with the state of the art (Mardia et al., 2019). Further, since
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the tightest Chernoff bound does not permit a closed-form, we have devel-
oped a first-order large-n expansion of the minimizing λ, which provides a
good approximation to the tightest bound in closed form. On a technical
note, our approach directly construct bounds for a generic k, in contrast to
some other approaches (Mardia et al., 2019; Agrawal, 2019) that are based
on a reduction from multinomial to binomial via the chain rule of relative
entropy.
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APPENDIX A: PROOFS
A.1. Proof of Proposition 2.
Proof. By Proposition 1, Gk,n(λ) = Gk,n(λ, p) for pk = 0 and p1 + · · ·+
pk−1 = 1. By Eq. (7), we split Gk,n(λ) = A + B, where A sums over those
X with Xk = 0, and B sums over those with Xk ≥ 1. Clearly,
A =
∑
X1,...,Xk−1
(
n
X1, . . . , Xk−1
) k−1∏
j=1
[λXj/n+ (1− λ)pj ]Xj ,
where the summation is over non-negative integers X1, . . . , Xk−1 such that
they sum to n. Further, (p1, . . . , pk−1) forms a probability vector. Hence,
A = Gk−1,n(λ).
Now we evaluate
B =
n∑
Xk=1
∑
X1+···+Xk−1=n−Xk
(
n
X1, . . . , Xk
) k∏
j=1
[λXj/n+ (1− λ)pj ]Xj .
Using the fact that
(
n
X1,...,Xk
)
=
(
n
Xk
) (
n−1
X1,...,Xk−1,Xk−1
)
and pk = 0, we have
B =
∑
X1,...,Xk−1,X′k
n
X ′k + 1
(
n− 1
X1, . . . , Xk−1, X ′k
)(
λ(X ′k + 1)
n
)X′k+1
×
k−1∏
j=1
[λXj/n+ (1− λ)pj ]Xj
= λ
∑
X1,...,Xk−1,X′k
(
n− 1
X1, . . . , Xk−1, X ′k
)(
λ(X ′k + 1)
n
)X′k k−1∏
j=1
[λXj/n+ (1− λ)pj ]Xj ,
(21)
whereX ′k := Xk−1 ∈ {0, . . . , n−1} and the summation is over (X1, . . . , Xk−1, X ′k)
such that they sum to n− 1. Let λ′ := n−1n λ and
p′j :=
1− λ
1− λ′ pj (j = 1, . . . , k − 1), p
′
k :=
λ/n
1− λ′
such that
∑k
j=1 p
′
j =
1−λ
1−λ′ +
λ/n
1−λ′ = 1. Then we have
λ(X ′k + 1)
n
= λ′
X ′k
n− 1 + (1− λ
′)p′k,
λXj/n+ (1− λ)pj = λ′ Xj
n− 1 + (1− λ
′)p′j (j = 1, . . . , k − 1).
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Hence, by Eq. (7) and Proposition 1, Eq. (21) becomes
B = λ
∑
X1,...,Xk−1,X′k
(
n− 1
X1, . . . , Xk−1, X ′k
) k∏
j=1
[
λ′Xj/n− 1 + (1− λ′)p′j
]Xj
= λGk,n−1(λ′) = λGk,n−1
(
n− 1
n
λ
)
.
Putting A and B together, we have Gk,n(λ) = Gk−1,n(λ) +λGk,n−1
(
n−1
n λ
)
.
A.2. Proof of Lemma 2. We will use the following two properties of
the incomplete Gamma function
Γ(a, z) :=
∫ ∞
z
ta−1e−t dt.
Lemma A.1 (DLMF, §8.8). It holds that
(22) Γ(a+ 1, z) = aΓ(a, z) + zae−z,
and
(23) Γ(a, z) =
Γ(a)
Γ(a− n)Γ(a− n, z) + z
a−1e−z
n−1∑
k=0
Γ(a)
Γ(a− k)z
−k,
where n is a non-negative integer.
Lemma A.2 (DLMF, §8.11(iii)). For fixed γ > 1, as a → ∞, it holds
that
(24) Γ(a, γa) = zae−z
{
n∑
k=0
(−1)kbk(γ)
(γ − 1)2k+1a
−k−1 + o(|a|−n−1)
}
,
where b0(γ) = 1, b1(γ) = γ, b2(γ) = γ(2γ + 1), and for k = 1, 2, . . . ,
(25) bk(γ) = γ(1− γ)b′k−1(γ) + (2k − 1)γbk−1(γ).
Proof. We first express Gk,n(λ) in terms of the incomplete Gamma func-
tion. For the case of k = 2, we have
G2,n(λ) =
n∑
m=0
n!
nm(n−m)!λ
m
= λn
n∑
m=0
n!
nm(n−m)!λ
−(n−m)
= n−nλnn!
n∑
m=0
(n/λ)m
m!
= n−nλnen/λΓ(n+ 1, n/λ),
(26)
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where we used the fact (DLMF, Eq. 8.4.8) that
Γ(n+ 1, z) = n!e−z
n∑
k=0
zk
k!
, n = 0, 1, 2, . . . .
Similarly, we have
G′2,n(λ) = n
1−nλn−2
{(n
λ
)n
+ (λ− 1)en/λΓ(n+ 1, n/λ)
}
.
The LHS of Eq. (18) with k = 2 can be expressed as
n
(
1
1− λG2,n(λ)−G
′
2,n(λ)
)
=
B
(1− λ)λ2 ,
where
B = en/λn2
(
n
(1− λ)2
λ
+ λ
)(n
λ
)−n−1
Γ(n+ 1, n/λ)− (1− λ)n2.
Using Lemma A.1, B can be expressed in terms of Γ(n, n/λ) as
B = λ2n− λ(1− λ)n2 + en/λn3
(
n
(1− λ)2
λ
+ λ
)(n
λ
)−n−1
Γ(n, n/λ).
By Lemma A.2, plugging in
Γ(n, n/λ) =
(n
λ
)n
e−n/λ
{
2∑
k=0
(−1)kbk(λ−1)
(λ−1 − 1)2k+1 (n/λ)
−k−1 + o(n−3)
}
into the previous display and simplifying, we get
B = λ2n− λ(1− λ)n2 + (1− λ)2
[
λ
1− λn
2 − λ
2
(1− λ)3n+
λ−1(2/λ+ 1)
(λ−1 − 1)5 + o(1)
]
+ λ2
[
λ
1− λn−
λ2
(1− λ)3 + o(1)
]
=
2λ3
(1− λ)3 + o(1).
And therefore,
n
(
1
1− λG2,n(λ)−G
′
2,n(λ)
)
=
2λ
(1− λ)4 + o(1).
By a similar computation for k = 3, 4, . . . , one can show that
n
(
k − 1
1− λGk,n(λ)−G
′
k,n(λ)
)
=
k(k − 1)λ
(1− λ)k+2 + o(1).
CHERNOFF-TYPE CONCENTRATION OF EMPIRICAL PROBABILITIES 21
A.3. Proof of Proposition 9.
Lemma A.3 (DLMF, §8.11(v)). As z →∞, it holds that
Γ(z, z) = zz−1e−z
(√
pi
2
z1/2 +O(1)
)
.
Proof of Proposition 9. For k = 2, we have
G2,n(1)
(i)
= (e/n)nΓ(n+ 1, n)
(ii)
= (e/n)nnΓ(n, n) + 1
(iii)
=
√
pi
2
n1/2 +O(1),
where (i) follows from Eq. (26), (ii) from Lemma A.1 and (iii) from Lemma A.3.
And hence,
lim
n→∞
logG2,n(1)
log
(
n+1
1
) = lim
n→∞
log n1/2
log n
= 1/2.
By a similar computation for k = 3, 4, . . . , one can show that
lim
n→∞
logGk,n(1)
log
(
n+k−1
k−1
) = lim
n→∞
log n(k−1)/2
log nk−1
= 1/2.
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