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INTRODUCTION
Pulmonary adenocarcinoma represents one of the most common histological types of lung cancer. 1 Granulomas in turn represent the most common benign tumor confounders on CT and PET. 2 While granulomas only represent one of the several types of possible benign diagnoses, they can be similar in size, shape, and appearance to lung cancers on CT. 3 While a PET scan can often be used to distinguish benign from malignant lung nodules, it is less useful for granulomas as these localized areas of infection can also show high uptake on PET during their acute phase of infection.
Over 1 million people in the US are annually subjected to a CT-guided or bronchoscopic biopsy and over 60,000 4 are subjected to a surgical wedge resection. These surgical interventions currently represent the only way of definitively ascertaining the presence or absence of cancer within a CTdetected nodule. 5 However, more than 30% of pulmonary nodules identified as suspicious on a CT scan and that are biopsied or resected will be identified as being benign, meaning that nearly $ 600 M is being spent annually in the US on unnecessary and invasive surgical procedures. 4 While not every patient identified with a nodule on a CT scan will undergo a surgical procedure for diagnostic confirmation for the presence of cancer, the majority of patients identified with an indeterminate nodule on a CT scan will undergo follow-up repeat CT scans. The goal of these repeat scans, which is to evaluate whether the nodule is increasing in size (and hence possibly cancer), involves subjecting a number of patients with benign disease to unnecessary radiation. Furthermore, granulomas and slow growing cancers might both increase at roughly the same rate, thus rendering the follow-up CT scans largely noninformative. 6 Since, irregularities along the tumor perimeter can result from internal tumor heterogeneity, the differences in growth patterns and shape of the nodules could potentially allow for discrimination of granulomas from adenocarcinomas. There have been studies published on characterizing the lung nodules based on their appearance. [7] [8] [9] However, in these studies, [7] [8] [9] characterization is typically subjective and qualitative or based on very simple quantitative features. For example, the response evaluation criteria in solid tumors (RECIST) which is used to measure tumor response to therapy based on CT is a unidirectional linear measurement to estimate tumor diameter. The RECIST criteria assume a spherical tumor with linear growth uniformly in all directions. Since the linear growth assumption is often violated, high inter-reader variability may occur in the identification of the lesion boundary. Therefore, there is a need for more reliable, reproducible, and quantitative image features. 10 Consequently, a number of groups have begun to look at shape analysis, both in a qualitative or semiquantitative way for shape-based characterization of lung nodules on CT images.
Shape-based classification of the lung nodules is different from textural analysis. Nonshape features such as textural-and intensity-based features may be more sensitive to intensity and scanner variability. 11 In other words, different CT scanners and scanning parameters such as slice thickness and reconstruction algorithms could affect the resulting textural features. 12 Shape features on the other hand tend to be less sensitive to differences in image intensity and scanner platforms and potentially more predictive of lesion diagnosis compared to texture features.
In this work, we present an integrated framework for segmentation and shape-based characterization and discrimination of adenocarcinomas from granulomas from routine CT images. This work, to the best of our knowledge, represent the first attempt to evaluate the role of 3D shape features to discriminate between granulomas and adenocarcinomas on lung CT images. Table I summarizes some recent approaches to shapebased analysis of lung nodules, approaches most pertinent to the subject of this work. In, 13 the authors analyzed shape (e.g., surface area, volume, and surface to volume ratio) features together with textural and intensity features extracted from CT data of lung and oropharyngeal cancers. Applying unsupervised clustering to the extracted image features, they found an association with underlying gene-expression profiles of lung cancer patients. However, the authors primarily focused on size-related attributes and not on features relating to angulairity, smoothness, or shape of the nodule. While a number of researchers have proposed lung nodule segmentation and characterization approaches, these approaches have rarely been integrated together into a single framework. In, 15 Tan et al., proposed a marker-controlled watershed and active contour-based algorithm for the segmentation of a variety of lesions, ranging from tumors found in patients with advanced lung cancer to small nodules detected in lung cancer screening programs. The limitation of this approach is that the watershed lines which are used for initialization of an active contour are often irregular, and sometimes include vessels and other nonlesion structures. A region growing approach was presented in 16 for segmentation of pulmonary nodules in thoracic CT scans. However, these approaches may not always be ideal when the nodules to be segmented share a large portion of their surface with an adjoining structure of similar density. Wang et al., 17 presented a spiral-scanning technique for segmentation of pulmonary nodules in lung 3D CT scans. This method may not be valid for complex lung lesions as it assumes that each scan line intersects the lesion only once and that the nodule is brighter than its background. In, 18 a 3D active contour approach was proposed. Although, the problem of pleuraconnected nodules was solved by defining a mask energy to penalize contours that grow beyond the pleura or thoracic wall, as in, 16 this approach may not be able to address the issue of vessel-connected nodules and discriminating nodule adjacent or adjoining structures. Figure 1 shows modules comprising our lung nodule segmentation approach. The approach includes separation of the lung region from the surrounding anatomy, a nonlinear embedding representation of the lung making it easier to separate from the rest of the thoracic anatomy, removing non-nodule structures with a rule-based classifier and finally a single click active contour-based segmentation to extract the nodule surface. Our segmentation approach is robust because segmentation errors caused by both pleuraand vessel-attached nodules are eliminated by separation of lung regions ( Fig. 1(a) ) and removing non-nodule structures. Moreover, a spectral embedding-based active contour is presented. Spectral embedding is a nonlinear dimensionality reduction method 19, 20 that forms an affinity matrix via a prespecified kernel function. The kernel function enables a mapping of the original set of image features (or intensities) to a new kernel space where spectral decomposition is then applied to the corresponding graph Laplacian. The SE framework itself is general and can be used for other data clustering applications. Laplacian embedding is particularly useful for reducing the dimensionality of data. It yields a low-dimensional representation that best preserves the structure of the original manifold in the sense that points that are close to each other on the original manifold will also be close after embedding. In other words, the embedding emphasizes small groups of similar pixels to tightly cluster. Each individual pixel in the original lung CT image is then represented by the corresponding value of the eigen vectors obtained via the spectral decomposition step. SE representation of the lung provides strong gradients at the margin of the nodules which would allow an active contour model to stop evolving at the nodule boundary. SE has been employed in several studies for image segmentation and clustering, 21, 22 in fact this approach builds on the approach initially presented by Agner et al., in 23 for segmenting breast lesions on MRI. However, our approach, unlike Agner et al., also comprises the gradient vector flow field (GVF) active contour. The GVF forces, calculated for the whole image domain, are used to drive the AC.
1.A. Previous work
The main work flow of our integrated segmentation and feature extraction framework is shown in Fig. 2 . Following application of SEGvAC for nodule segmentation, a set of 24 original (i.e., initial) 2D and 3D shape features are extracted which are subsequently reduced to the six most discriminatory attributes utilizing the PCA-VIP feature ranking technique. 24, 25 PCA-VIP involves mapping the high-dimensional data via principal component analysis (PCA) 26 and subsequently ranking features based on their contributions to both the structure of the PCA embedding and class labels. Most feature selection schemes attempt to identify important features in the original space, but are often limited by dependencies and interactive effects among features. PCA-VIP, however, attempts to perform feature selection by first mapping the original data into a set of orthogonal vectors and thus mitigates the issue of feature dependencies. 24 The top ranked PCA-VIP features are then used to train a Support Vector Machine (SVM) classifier to distinguish granulomas from adenocarcinomas on a training set of lung CT images. The SVM is then independently validated on the hold out test set, the independent set coming from a completely different institution than the training set.
This work presents the following methods. (a) An efficient single-click segmentation method (SEGvAC) for nodule segmentation which is then used for subsequent feature extraction. (b) Evaluating the role of 3D shape features for noninvasive discrimination of granulomas from adenocarcinomas. Pertinently, this is an integrated segmentation, feature extraction, and classification approach for the problem of separating granulomas from adenocarcinomas on lung CT.
The remainder of this paper is organized as follows. Section 2 describes the methods including segmentation, feature analysis, and classification schemes used in this work. In section 3, we present the experimental results and accompanying discussion. Concluding remarks are presented in 4.
METHODS

2.A. Lung and nodule segmentation
In the first step and inspired by the methods in 27 and, 28 lung regions are isolated from surrounding anatomy. The optimal threshold to separate the body from nonbody voxels (i.e., low-density voxels of lung and surrounding air) is identified. The result is the initial lung mask. This initial lung mask is further refined by applying the morphological holefilling algorithm to the logical complement of the initial lung mask.
Having extracted the initial region of interest (i.e., lung regions), the next step is the automatic segmentation of the nodule. We employ an Active contour (AC) 29 scheme. The approach assumes that the image plane X 2 R 2 is partitioned into two regions by a curve ϒ. The foreground region is defined as X 1 and the background region is defined as X 2 . In other words, the image plane is comprised of the union of regions of interest, background, and evolving contour
In the simplified form, the energy functional of an edge-based AC is defined as:
where E 2 refers to internal forces used to keep the integrity and elasticity of the contour and image force E 1 is defined as:
where c = (x,y) corresponds to a voxel in 2D image plane, v(c) is the intensity value of the voxel c and g(v(c)) is defined as:
The gradient function w(v(c)) is often calculated by the gray-level gradient. However, in this work instead of employing the gray-level gradient, we used tensor gradient function derived from the spectral-embedding representation. Agner et al., in 23 showed that the spectral embedding-based tensor gradient yielded better regionand boundary-based statistics and stronger gradients. The tensor gradients derived from the spectral embedding representation of the images are shown in Fig. 3(b) . Note that the edges of the nodule in Fig. 3 (b) which is obtained from spectral embedding appear to be more pronounced compared to those shown in Fig. 3(a) .
Unlike, 23 where the authors employed an edge-based AC, we employed the gradient vector flow field (GVF) AC. 30 The GVF forces calculated for whole image domain are used to drive the AC. Active contours driven by GVF do not need to be initialized very close to the boundary. The GVF forces are calculated by applying generalized diffusion equations to both components of the gradient of an image edge map. In order to segment the nodules, SEGvAC is manually initialized by a single point click. The starting and ending slice numbers were also provided to SEGvAC. However, as can be seen in Fig. 3(b) , the gradient values corresponding to objects not of interest such as vessel-like structures and image artifacts might affect our boundary-based SEGvAC . Therefore, prior to employing the SEGvAC we employ a rule-based classifier to remove the unwanted structures based on their 3D geometric properties. These properties include bounding box measures and elongation of the 3D structures defined as the length of the major axis divided by the length of the minor axis. Since lung nodules are usually about 5-30 mm in size, 3D structures that do not fit this size criteria are eliminated via a rule-based classifier. Candidate objects for inclusion or exclusion were examined in terms of convexity and elongation measures introduced in 31 and 32 for distinguishing vessel-like structures from more convex and sphere-like objects. This filtering scheme works ideally when 3D blobs inside the volume of interest are separated from each other. To specifically address the issue of vessel connected nodules, a set of morphological operations to isolate vessel connected nodules was employed. In this regard, we have applied erosion followed by dilation with a disk-based structuring element. However, to detach nodules and vessels, the size of the erosion kernel was modulated to be slightly bigger than the size of the dilation operator. Note that, the description of the rules and thresholds applied in the segmentation process is provided in the appendix section.
The segmentation performance of the SEGvAC was determined by measuring the overlap between manually and automatically segmented nodules using Dice similarity coefficient. 33 Having M and A as manual and automatic nodule segmentations, the overlap is defined as:
Additionally we also measured over-and under segmentation errors, quantified respectively as,
2.B. Feature extraction and selection
A set of 24 computer-extracted shape features in 2D and 3D were extracted for nodule characterization. For all the 2D sections that comprised the volume of the nodule, features were extracted on a planar basis. The mean and standard deviation of each of the features was then computed over the sections spanning the volume of the nodule. Figures 4(a)-4(c) , represent the CT slice containing a nodule, 2D segmentations of a nodule obtained via SEGvAC and the corresponding 3D rendering of the lung nodule from individual 2D sections, respectively. 3D rendering of the nodule on each of the 2D sections was created via an isosurface rendering technique. 34 Note that the isosurface rendering employed was solely for the purposes of illustration, therefore the quality of the features was not affected by the 3D rendering method.
Since, irregularities along the nodule surface may result from internal heterogeneity and differences in growth patterns, a set of shape features that is capable of capturing and quantifying the differences between the adenocarcinomas and the granulomas is required. For example, to capture the speculations around a nodule, the convex hull is computed by defining the smallest convex polygon enclosing a planar tumor region of interest (ROI). Then, the convexity of the nodule is defined as the ratio of the volume of the nodule to the volume of its convex hull ( Fig. 5(a) ).
In addition to the convex hull which enables the calculation of the convexity ratio of a nodule, we also compute width, height, depth, perimeter, area, eccentricity, compactness, radial distance, roughness, elongation equivalent diameter, and 3D spherecity of each of the automatically segmented nodules. The list of the computed features and their associated description is provided in Table II. A total of 24 features (both 2D and 3D) are extracted for each nodule resulting in a 24-dimensional feature vector. To avoid problems arising from slice thickness, we considered slice thickness and voxel dimensions during the calculation of the shape features. To identify the most discriminating of the 24 features we performed feature ranking using the PCAbased variable importance projection (VIP) scheme presented in. 24 PCA-VIP involves mapping the high-dimensional data via principal component analysis and subsequently ranking features based on their contributions to both the structure of the PCA embedding and class labels. A PCA-VIP score is then calculated for each feature as follows:
where m is the number of features in the original, highdimensional feature space, and b i refers to the coefficients that solve the regression equation.
which correlates the principal components with the outcome vector y and the fraction p ji kp i k corresponds to how much the j th feature contributes to the i th principal component in the low-dimensional embedding. The top features are identified as those which maximally contribute to one or more components in the low dimensional PCA embedding.
2.C. Support vector machine (SVM)-based classification
We adopted a SVM classifier in conjunction with the top ranked PCA-VIP determined features to discriminate the two pathologies of interest (adenocarcinomas and granulomas). The classifier training was solely done on the learning set. Since, the data may not be linearly separable in the original high dimensional feature space, the radial-based kernel (RBF) 35 was selected for use with the SVM. The choice of kernel was determined via empirical testing on the training set. The RBF function is applied to the training samples which are in the instance-label form ðx i ; y i Þ, where x i 2 R n and y i 2 fÀ1; 1g. RBF is defined as:
The training procedure was carried out using a threefold cross-validation resampling method. Two SVM classifiers C Red and C All were trained, corresponding, respectively, to Eccentricity (f10,f11) Mean eccen, stddev eccen. The ratio of the distance between the foci of the ellipse, having the same second-moments as the region, and its major axis length.
Convexity (f22,f23) Mean conv, stddev conv. Ratio of the area of a tumor slice to its convex hull,
Ar Ac
Extend (f12,f13) Mean extend, stddev extend. Region area divided by area of its bounding box,
Ar Abox
Sphericity (f24) 3D compactness, 36p
A 3 , V is the volume and A is the surface area the SVM trained with just the PCA-VIP identified features and all 24 features. The performance of C Red and C All was measured via the area under curve (AUC) of the receiver operating characteristic (ROC) curve.
2.D. Human versus machine performance comparison
To provide a better evaluation of the quality of the segmentation result of SEGvAC, we compared the automated segmentation of the nodule against that of two readers in terms of the Dice measure. In addition to machine-reader, inter-reader segmentation agreement was computed as well. Two board-certified attending radiologists with 24 and 12 years of experience in thoracic and chest radiology, respectively, were asked to manually segment nodules from 20 studies chosen from D 1 (i.e., validation set). CT images and the coordinates of the nodules centers were provided to the human readers. Readers were not aware about the pathology of the nodules. The nodules were also size-matched between adenocarcinomas and granulomas.
In addition to segmentation, the classification performance of our shape-based classifier was compared against the diagnosis of two board-certified attending radiologists with 24 and 12 years of experience in thoracic radiology and a pulmonologist with 2 years of experience. The readers were blinded to the true histopathologic diagnosis of a total of 20 cases pulled from D 1 . Readers were asked to assign a score between (1, 5) to each nodule, with 1 referring to a high confidence that the nodule is "benign", 2 referring to a diagnosis of "mostly benign", 3 being "not sure", 4 being "mostly malignant", and 5 being "malignant". The classifier performance for the machine and the human readers was then compared on the 20 cases pulled from D 1 .
EXPERIMENTAL RESULTS AND DISCUSSION
3.A. Data
This study included two independent cohorts totaling 149 patients from two different institutions. Cohort 1 (D 1 ) had 67 patients from University Hospitals (UH) of Cleveland while cohort 2 (D 2 ) had 82 patients from the Cleveland Clinic (CCF). For every patient study considered, histopathologic confirmation (either via surgical wedge resection, CT-guided biopsy or bronchoscopy) was available to determine whether the nodule was a granuloma or adenocarcinoma. In total there were 80 cases with adenocarcinomas and 69 cases with granulomas across D 1 and D 2 . The number of slices per scan ranged from 126 to 385 and slice thickness of the CT scans ranged from 1-6 mm. The slice thickness (Slc) distribution of the CT scans in both datasets is as follows: 63 cases with Slc ⩽ 1 mm, 41 cases with 1 < Slc ⩽ 2 mm, 21 cases with 2 < Slc ⩽ 4 mm, and 24 cases with 4 < Slc ⩽ 6 mm. The CT scan images were obtained with a Siemens scanner at kilo voltage peak distribution of 120-140 KVp with a current varying from 25 to 40 mAs depending upon the patient conditions. Each slice had a XY planar resolution of 5129 512 pixels with a 16-bit gray scale resolution in Hounsfield Units (HU). Table III provides the details corresponding to D 1 and D 2 .
3.B. Segmentation accuracy
Our segmentation approach was evaluated on a cohort of 149 chest CT studies including solid, part solid, and ground glass opacity (GGO) nodules, the Dice coefficient for nodules segmented by SEGvAC compared to the readers ground truth segmentation was 0.84 AE 0.04. The ground truth segmentation for the nodules was obtained manually by readers using the 3D Slicer imaging software, 36 the radiologist was naive to the pathologic diagnosis of the nodule. (i), SEGvAC appears to be able to better capture the speculations on the nodule compared to the standard active contour approach employing just the image gradients alone (as opposed to the tenor gradients). Table IV summarizes the quantitative results of the segmentation performance of the SEGvAC model.
3.C. Identifying most predictive features
In parallel to the PCA-VIP, hierarchical clustering of the shape features revealed clusters with distinct radiomic attributes across the various samples in the learning set (D 2 ). The heat map shown in Fig. 7 represents the samples of the training cohort arranged along the rows and the emerging features clusters across the columns. As may be observed from Fig. 7 , most of the features (i.e., columns) have almost the same values (i.e., colors) for different samples (i.e., rows) belonging to the adenocarcinomas and granulomas classes. However, there is a feature cluster involving features 14, 18, 22, 12, 10, and 20 which appears to differentially express for the samples from the two classes. These features corresponded to compactness, roughness, extent, convexity, eccentricity, and elongation. dimensionality (number of features exceeding of the number of training exemplars) and possibly because some of the less important features begin to adversely affect the performance of the classifier. All AUC values shown on this plot were obtained on the learning set alone (D 2 ). The six features having the highest PCA-VIP scores were identified as : the mean of Extent, Convexity, Eccentricity, Compactness, Roughness, Elongation. PCA-VIP selected features matches to the results of the unsupervised feature clustering which led to the visually discriminating features cluster in Fig. 7 . Note that the top six learned features from the training set D 2 were also used in conjunction with a machine learning classifier on the validation set D 1 . Figure 9 illustrates the 3D rendering of four adenocarcinomas and four granulomas. The corresponding feature vector of each nodule in the form of a bar graph is illustrated in the bottom left of each individual panel. Note that, columns of the bar graph represent the top six features and the corresponding height is a reflection of their values. As it may be seen from the figure, Convexity mean (f22) appears to significantly overexpress for the adenocarcinomas and appears to be largely underexpressing for the granulomas.
3.D. Classification accuracy
The classification results of both manually and automatically segmented nodules are provided in Table. V. The classifier was trained with D 2 and tested independently on D 1 . It is trained with either the reduced or the original set of Fig. 10 .
In order to evaluate the effect of automatic segmentation on the subsequent classification of the nodules, we computed shape features from the nodule contours obtained via automated segmentation. These features were then subsequently used to train a machine-based classifier to predict the probability that the nodule was malignant. As mentioned in Table. V, the classification AUC for the features corresponding to the automatically segmented nodules on the independent dataset was C Red Auto ¼ 0:64. The performance of C Red Auto was found to be 8% less than C Red Manual and this difference may be attributable to nodule segmentation errors on account of SEGvAC. More specifically the classification performance is linked to the shape features derived from the boundaries. For instance, during manual segmentation, human readers may have tended to emphasize and capture specific speculations in the margin boundary which the SEGvAC model may have smoothed out. It is possible that some of the discriminative information lies in these finer, more granular attributes of the margin boundary.
3.E. Effect of manual and automated segmentation on feature selection
The most consistent features across the manual and automatic segmented nodules for the D 1 dataset were: the mean of Extent, Roughness, Convexity and Sphericity. The correlation among the scores of C Red Manual and C Red auto was found to be R = 0.80 , P < 0.0001.
For D 2 features that were found to be consistent across manual and automatic segmentation were Height, Width, Depth, Surface Area, Equivalentdiameter stdev , the mean of Extent, Roughness, Convexity and Sphericity. The correlation among the scores of C identified across D 1 and D 2 were the mean of Roughness, Convexity, Extent and Spherecity.
3.F. Reader versus machine performance comparison results
3.F.1. Segmentation performance comparison against readers
The Dice overlap between SEGvAC and the readers was found to be 0.84 AE 0.07 and 0.83 AE 0.11, respectively, whereas, the inter-reader agreement was 0.79 AE 0.12. All agreement values were computed only from those slices identified as containing a lesion by both readers. The results of machine-reader and inter-reader segmentation agreements in terms of Dice (S), over and under segmentation errors ( ov ; un ) are delineated in Table. VI. Furthermore, Fig. 11 illustrates inter-reader and machine-reader specific Dice values for 20 studies. Note that the Dice values between the machine (i.e., SEGvAC) and the two readers are averaged and then plotted in Fig. 11 . The inter-reader Dice score is slightly lower than that of the machine-reader score. The discord might be on account of the following reasons: Firstly, since human experts were tasked with both initially identifying and segmenting the nodules (although they were provided the approximate location of the nodule of interest from the pathology reports), for some of the nodules the starting and ending slice numbers differed between the readers. In other words, the readers differed on where the nodule began and where it ended. That means, although readers were segmenting the same nodule, the number of slices that the nodule traversed could have differed. Predictably in assessing the Dice coefficient in 3D, this resulted in inter-reader disagreement. On the other hand, the SEGvAC algorithm was only run on a slice by slice basis on those specific slices on which the human reader had identified the presence of a nodule. Under these conditions Dice value for the two readers was 0.66 AE 0.18. Interestingly, when the Dice value was re-calculated for only those slices where the readers had segmented the nodule (i.e., the intersection of the nodule volumes defined by the human readers), the Dice value increased to 0.79 AE 0.12 from 0.66 AE 0.18. Furthermore, the SEGvAC was manually initialized within the nodule. Hence the Dice coefficient for SEGvAC was better aligned with the segmentations of the individual readers, compared to the agreement between readers.
3.F.2 Classification performance comparison of machine against readers
The comparison of classifier performance between machine and humans on the 20 cases selected from D 1 are shown in Fig. 12 . An overall AUC of 0.76 was obtained using C Red Manual . On the same holdout set, the AUCs for the two radiologists and one pulmonologist (denoted by reader 1, 2 and 3), were found to be 0.82, 0.68, and 0.58, respectively. Note that, the human versus machine study was conducted on a small validation set and its primary goal was to show the trend that the shape-based features appear to hold their own in terms of diagnostic performance with respect to the human readers. Interestingly on this small dataset, the machine-based classifier outperformed two of the three human readers. However, we note that this was a proof of concept demonstration and conclusions drawn from these preliminary results need to be interpreted in light of the limited sample size. Moreover, the nodules were size-matched between two classes. The AUC associated within the SVM classifier trained with features relating to nodule size (i.e., height, width, and depth of the 3D bounding box associated with each nodule) was found to be 0.54 AE 0.02. These AUC values which are only marginally better than random guessing appear to suggest that features relating to nodule size are unable to appreciably discriminate between granulomas and adenocarcinomas.
CONCLUDING REMARKS
Due to similar visual appearance, distinguishing between benign granulomas and adenocarcinomas is difficult on routine CT scans. The inability to discriminate between benign granulomas and adenocarcinomas has tended to result in a large number of patients with benign pathologies undergoing unnecessary surgical wedge resections or biopsies, an issue that will be exacerbated with the recent decision from the centers for medicare and medicaid services (CMS) to reimburse for annual lung cancer screening via low-dose CT for heavy smokers and people with high risk for lung cancer. The goal of this work was to evaluate the role of shape attributes in distinguishing between granulomas and adenocarcinomas. In order to evaluate this hypothesis, we developed an integrated framework for segmentation-and shape-based characterization of the nodules on chest CT scans.
Our framework comprised of a nodule segmentation approach that integrated spectral embedding, active contours, and a rule-based classifier to automatically divest lung nodules from adjoining lung parenchyma and vessels, and extract the nodule boundary. A set of 2D and 3D shape features were extracted from the surface of the nodule and used to train a machine-learning classifier to distinguish granulomas and adenocarcinomas on the training set. The classifier was then independently validated on a separate set of cases. Major findings of our study were (a) both manual and automated segmentation approaches yielded a similar set of shape features for discriminating granulomas and adenocarcinomas, (b) our automated segmentation approach (SEGvAC) yielded very good concordance against manual segmentations. However, future work will be necessary to ensure that the automatic segmentation provides a nodule boundary that is more effective for classification and (c) the performance of the shape-based classifier on an independent validation for both automated and manual segmentation clearly seems to suggest that shape is an important attribute to consider for discriminating granulomas and adenocarcinomas.
In this appendix, we provide the description of the rules and thresholds that were applied in the segmentation process. As mentioned in section 2.A the segmentation process is comprised of two steps-lung regions and nodule segmentation.
Rules for lung region segmentation
The procedure for the 3D lung region segmentation is as follows. First, a threshold of À700 in Hounsfield units is applied to the input CT images to generate the initial lung mask (M i ). Then, the body mask (M b ) is generated by applying a morphological hole-filling algorithm to the inverted initial lung mask (:M i ). Then, a 3D connected component-labeling algorithm is used to get the connected components of the CT image. By choosing the largest component of the resultant image which corresponds to the body voxels, we obtain the body mask. Having inverted the initial lung and the body mask, the secondary lung mask is obtained as: M s ¼ :M i^Mb ; where, :M i is the inverted initial lung mask, M b is the body mask, and^is the logical "AND" operator. The final lung mask (M f ) is then generated by applying the hole-filling algorithm on M s . Finally, the segmented lung image is obtained by superimposing M f on the input image, which in turn will form the basis for the initial region interest in the next step of the segmentation component.
Rules for nodule segmentation
Prior to invoking SEGvAC , a rule-based classifier is used to eliminate vessels and to retain nodule-like structures. In this regard, first, a threshold of À650 Hounsfield units is applied to the lung regions to eliminate lung tissue. Then, morphological opening followed by a 3D connected components labeling algorithm is used to partition the lung regions. Next, a set of 3D geometric properties of 3D lung regions are extracted. These properties include bounding box measures and elongation of the 3D structures defined as the length of the major axis divided by the length of the minor axis. Since lung nodules are usually about 5-30 mm in size, 3D structures that fall outside this range are eliminated. Candidate objects for inclusion or exclusion were also examined in terms of convexity and elongation measures. Then, the remaining objects are converted to the spectral embedding space using Gaussian kernel and four dominant eigenvectors. Finally, the single-click SEGvAC is then invoked for the structures retained in order to obtain the final nodule segmentation. a)
Author to whom Correspondence should be addressed. Electronic mail: mehdi.alilou@case.edu.
