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Abstract
In the ongoing quest to extract more information from MRI images, there has
arisen a need to rapidly map the flip angle. This has been primarily driven by the shift
to stronger main field strengths, which bring with them improved SNR, but also new
difficulties. In particular, the radio frequency field used to excite the magnetization
can no longer be assumed uniform at field strengths of 3 Tesla and above. New
rapid quantitative imaging techniques, such as DESPOT1 and DESPOT2, rely on
accurate knowledge of the flip angle, and while this could safely be assumed to be the
prescribed value at 1.5 Tesla, the same can no longer be said at 3 Tesla and above.
In this thesis, a new technique for mapping the flip angle in 3D will be introduced.
This technique is based on a highly time efficient T1 mapping technique, known as
Look-Locker, which was adapted to map the flip angle using either a double an-
gle (DALL) or dual repetition time (DτLL) approach. The technique introduced is
capable of producing 3D maps of the flip angle in less than one minute.
As part of the development of this flip angle mapping technique, a theoretical
framework was developed to allow the optimization of the imaging parameters to
achieve the best possible measurement of the flip angle. This framework also made
it possible to compare the performance of the Look-Locker approaches to other tech-
niques currently in use, which confirmed that, for imaging times less than one minute,
the Look-Locker approach was optimal.
This fast imaging led to the development of a new approach to spoiling. While
conventional spoiling approaches are optimized for imaging in the steady-state, they
can lead to significant errors and artefacts if used when sampling the transients of the
Look-Locker method, especially with the short repetition times and large flip angles
used. A newly developed spoiling technique using randomized RF phase and gradi-
ent crusher amplitudes was shown to significantly reduce the deviations from ideally
spoiled transients, and thereby reduce the errors associated with the quantitative
values derived from them.
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1Chapter 1
Introduction
Magnetic resonance imaging (MRI) has proven to be a very useful medical imaging
technique largely due to its excellent contrast to noise properties. The same equip-
ment, with only a change in the software control can be tuned to image a wide range
of physical properties, such as proton density, diffusion or the time constants T1, T2,
or T ∗2 to name just a few. Thus, while MRI may not have the signal to noise (SNR) of
computed tomography, it is none-the-less a highly adaptable and useful technique as
it is possible to isolate a single tissue parameter of interest, especially in soft tissue.
An MRI scanner relies on a large, uniform magnetic field to polarize nuclear
magnetic spins. The polarization of the sample is proportional to the main magnetic
field strength and this leads to a signal to noise ratio increase that is approximately
linear with the main magnetic field [1]. This has led to a constant push to stronger
main magnets, allowing for improvements in SNR to be traded off for higher resolution
images and/or shorter scan times.
In their equilibrium state, the nuclear spins produce no detectable signal. Images
are produced by interacting with these spins using radio frequency (RF) coils. The
transmit coils produce a time varying magnetic field, B+1 , perpendicular to the main
field that tips the magnetization away from the equilibrium state by a flip angle, α.
The signal can then be read by the same or another set of RF coils to produce the
2images.
The RF coils used to excite the magnetization in the sample are generally designed
to produce a uniform excitation field. This makes interpretation of qualitative and
quantitative images straightforward. At low field strengths, producing a uniform
excitation field is possible, as the wavelength of the RF field in tissue is significantly
longer than the scale of the object being imaged, as indicated by Table 1.1. Difficulties
are encountered at high field strengths because, not only does the polarization increase
with field strength, but so too does the frequency used to interrogate the sample.
This leads to a decrease in wavelength, and destructive interference from different
elements in the excitation coil, leading to a non-uniform excitation at higher field
strengths [2, 3]. For field strengths up to 3 Tesla, the excitation field can usually
be assumed uniform for a wide range of applications. At 3 Tesla, though, the non-
uniformity begins to reach unacceptable levels, especially for quantitative imaging
techniques, and above 3 Tesla, it is essential to find some way to mitigate the non-
uniform excitation.
Field Strength Wavelength
(T) Air (cm) Tissue (cm)
1.5 468 40
3.0 234 25
7.0 100 12
Table 1.1: RF wavelength in tissue (grey matter) at typical imaging strengths [1,4].
This problem is not unique to high fields. A non-uniform excitation may arise
due to use of a non-uniform excitation coil, for example when a surface coil is used
for transmission. Even if the B+1 field is uniform, slice and slab selective pulses are
generally not capable of perfectly uniform excitation. The artefact has often been
characterized as a dielectric resonance phenomena. In samples with low conductivity,
it is possible to set up standing waves leading to non-uniform excitation, though these
are typically damped out as the conductivity approaches values seen in tissue [5].
3There are two general approaches to mitigating the effects of the non-uniform
transmit field. First, particularly if the non-uniformity is not too great, the spatially
varying flip angle may be mapped. This measurement of the artefact can then be
used to correct qualitative or quantitative images. Second, attempts can be made to
flatten the transmit B+1 field. This requires that a map of B
+
1 field of the transmit
coil or coils be made, and then spatially selective pulses are applied to compensate
for the non-uniformity [6]. These shaped pulses typically require longer RF pulses
with a higher specific absorption rate (SAR), and are only effective provided the B+1
field is still relatively uniform and non-zero in the volume of interest. Some of these
limitations may be overcome by using B+1 shimming [7,8], where the same pulse shape
is applied to the different elements of the transmit coil, but with varying phase and/or
amplitude. This approach can be further generalized by allowing the pulse shapes for
each element to vary in a fully parallel excitation [9, 10].
What both of the above approaches to the B+1 artefact have in common is a need
to map the excitation field profile. Fortunately, this is typically a spatially very slowly
changing feature, thus, a low resolution map of the flip angle is typically sufficient,
but the existing techniques for mapping artefact are typically slow and thus unable
to map in 3D in a reasonable scan time.
Most of the existing techniques are designed to map the flip angle, and not specif-
ically the B+1 field, and depending on which correcting technique is used, either the
flip angle or B+1 will be desired. However, these are related [11] so the two terms
can be used interchangeably, and for the rest of this thesis we will focus on flip angle
mapping. Also, many times only relative values are required, and so the scaling factor
k is used [12,13]:
k =
α
αnom
(1.1)
In the second chapter a new technique for mapping the flip angle based on the
accelerated 3D Look-Locker sequence is introduced. The Look-Locker technique has
4proven to be a highly time efficient technique for mapping the T1 of tissue and was
adapted to map the flip angle. By using the accelerated 3D sequence it is possible to
acquire 3D volumes in a very quick acquisition.
In the third chapter, the Look-Locker techniques are optimized using a theoretical
approach to assess the noise propagation into the flip angle maps. Two of the more
common conventional approaches to mapping the flip angle are also investigated.
This provides a theoretical basis from which to optimize and compare the techniques,
especially for time constrained applications.
Paramount to the Look-Locker flip angle mapping technique, and most other
rapid flip angle mapping techniques, is the assumption that the transverse magne-
tization is fully spoiled. Conventional spoiling techniques [14, 15] were designed for
the steady-state, and do not have optimal properties for spoiling along the transient,
as is required in the Look-Locker acquisition. A new approach based on random RF
phase and magnetic field gradients [16] is adapted to the Look-Locker technique. Its
effect on the resulting measurement of T ∗1 and flip angle is investigated in Chapter 4,
in addition to the effect of non-ideal spoiling and sampling along the transient to the
point spread function (PSF).
1.1 Nuclear Magnetic Resonance
Nuclei possess a fundamental property known as spin. Associated with this spin
is an angular momentum and a nuclear magnetic dipole moment:
µ = γh¯I (1.2)
where h¯ is Planck’s constant divided by 2pi, and γ is the gyromagnetic ratio. I is the
spin quantum number, and its value is determined by the configuration of neutrons
and protons into nuclear orbitals. Its value is 1/2 for 1H and it is non-zero for nuclei
with an odd number of protons and/or neutrons.
5In diamagnetic matter, the individual nuclear magnetic dipole moments are usu-
ally randomly distributed, leading to no net magnetization. In the presence of an
external magnetic field, B0, however, the z component of the individual magnetic
moments becomes quantized. This process is characterized by energy states aligned
with or against the external field, with a preference for the lower energy state aligned
with the external field. Energy from thermal collisions causes transitions between
the energy states, resulting in a slightly larger population in the lower energy state,
which manifests itself in bulk matter as a net magnetic moment, M.
Just like a bar magnet or compass needle experiences a torque when placed in an
external field, so too does the magnetic dipole moment, only the dipole moment also
has an associated angular momentum. This torque induces the magnetic moment to
precess about the external field at a frequency known as the Larmor frequency:
ω = γB0 (1.3)
where γ depends on the particular nucleus being studied. Hydrogen is the most
commonly used nucleus for imaging largely because it is the most numerous in the
body and produces the greatest signal. For 1H, γ = 2.675 × 108s−1T−1. The value
γ = γ/(2pi) is 42.57MHz/T is also commonly used.
In equilibrium, M is aligned entirely along B0. The xˆ and yˆ components of the
individual nuclear magnetic moments are randomly distributed and cancel. If the bulk
magnetization is tipped away from B0, only then does the precession become evident.
The transverse component lasts only a short time and decays to zero according to the
time constant T2. At the same time, the longitudinal magnetization relaxes back to its
equilibrium state along zˆ. These processes are described by the Bloch equation [17]:
dM
dt
= M× γB− Mxxˆ +Myyˆ
T2
− (Mz −Mo) zˆ
T1
(1.4)
The slowest process is the longitudinal relaxation, the restoration of the magneti-
zation along zˆ. It is a result of exchanges in energy between nuclei and the surrounding
6lattice, which is enhanced by field fluctuations. Hence, the constant governing the
return to equilibrium, T1, is known as the spin-lattice relaxation time constant.
Transverse relaxation results from the same processes as longitudinal relaxation,
but in addition, fluctuations in the z component of the field due to interactions of the
spins with each other may make this process faster than longitudinal relaxation, and
the spin-spin time constant, T2, is less than or equal to T1.
1.2 Radio Frequency Pulses
So far the details of how the magnetization is tipped away from B0 have been left
vague, and will be discussed in more detail here. Magnetic fields induce torques on
magnetic moments. We can see this by looking at the Bloch equation. Neglecting the
relaxation terms, it becomes:
dM
dt
= M× γB (1.5)
This implies that M can be forced away from its equilibrium position along B0 by
applying an additional magnetic field, B1, such that the total magnetic field is given
by:
B = B0 + B1 (1.6)
This process is best understood by entering a reference frame rotating at the
Larmor frequency as in Figure 1.1(a) In this reference frame, B0 can be neglected,
leaving just B1. If we choose to place B1 along the x
′ direction, it becomes apparent
that M will precess about B1 with an angular frequency given by Equation 1.3 as in
Figure 1.1(b). The angle through which it precesses, the tip angle, α, will then be
determined by the magnitude of this RF pulse, B1, and its duration, τRF :
α = γB1τRF (1.7)
7z, z′
y
x
y′x′
ω
(a)
z′
y′
x′
B1
M
α
(b)
Figure 1.1: (a) The laboratory frame of reference (x, y, z) and a frame of reference
rotating at the Larmor frequency (x′, y′, z′) , and (b) the precession of M about B1
in the rotating reference frame.
Since the signal produced depends on the transverse component of the magnetization,
Mxy, the signal produced will be proportional to sinα.
Moving back to the laboratory frame, it becomes apparent that B1 is actually
rotating about B0 at the Larmor frequency. This is a circularly polarized radio
frequency (RF) pulse. In general, any RF pulse can be broken down into two counter
rotating components, B+1 which is rotating in the same direction as the precession
and is responsible for exciting the magnetization, and B−1 rotating in the opposite
direction which does not affect M.
So far we have considered only a very simple pulse, a fixed amplitude, single
frequency pulse known as a hard pulse. By combining gradients and RF pulses with
a range of frequencies it is possible to create pulses capable of selecting an almost
arbitrary pattern in the sample [11]. The most common application is for slice or slab
selection, using sinc like shaped pulses with constant gradients. These however are
sensitive to off-resonance effects and imperfections in the B+1 field. These limitations
have led to the development of adiabatic pulses that are relatively insensitive to these
effects [18].
The relationship between the RF pulse shape and the resulting Mxy(x) profile
8in general requires numeric integration of the Bloch equation. By making a few
assumptions, it can be shown that there is a Fourier relationship between an RF
pulse, with duration T , and the profile created [11]:
Mxy(x) = iγM0
∫ T
0
B+1 (t)e
ix·k(t)dt (1.8)
where k(t) is the trajectory through k-space determined by the gradient pulses:
k(t) = −γ
∫ T
t
G(s)ds (1.9)
The above relationship is based on the assumption that the duration of the pulse
is short relative to T1 and T2, and thus the relaxation terms can be ignored in the
Bloch equation. It is also based on the assumption that Mz = M0 = constant for the
duration of the pulse. This is true for small tip angles, and hence is known as the
small tip angle assumption. Remarkably, using the small tip angle assumption to find
Mxy seems to work well up to 90
◦ [11].
Since the transverse magnetization, Mxy, is produced from the initial magnetiza-
tion, Mz, several features relevant to flip angle mapping can be gleaned from Equation
1.8. In the small tip angle assumption α ∝ B+1 . Also the flip angle produced depends
not only on B+1 , but also the spatially selective nature of the RF pulse.
1.3 Conventional B+1 Mapping Techniques
Techniques for mapping the the B+1 field can be classed broadly into image in-
tensity based techniques, and phase based techniques [19–21]. The intensity based
techniques in turn are either based on signal acquired from applications of a single
pulse at different nominal amplitudes [12, 14, 22–26], or by comparing the intensities
of stimulated echoes [22,27,28].
91.3.1 Multi-Point Intensity Methods
A conventional approach to setting the B+1 transmit amplitude is to use an RF
pulse that excites a bulk sample and then acquire the free induction decay (FID) from
the bulk sample. With a long repetition time (TR  T1), the signal is largely inde-
pendent of the relaxation times. This implies S ∝ sinα. The transmit attenuation
is then incremented to look for the first maximum in the signal which corresponds
to a 90◦ pulse. Other pulse amplitudes and slice and slab selective pulses of different
shape would then be set based on their amplitude relative to this calibration pulse.
In sample, coil and pulse combinations that have a uniform excitation profile this
can work quite well in setting the correct pulse amplitude to achieve the desired flip
angles.
At larger fields, or using non-uniform transmit coils, and even using spatially
selective pulses, the above procedure no longer works. The flip angle becomes spatially
dependent. Ninety degrees will not be achieved throughout the sample at a single
value of transmit attenuation. Instead the signal maximum corresponds to a global
average signal where the flip angle is around 90◦ for much of the sample, but not
necessarily 90◦ at any given point. This raises the need for a spatially sensitive
method of measuring the flip angle.
The earliest spatially sensitive techniques were essentially extensions of the incre-
mented approach used in the prescan to either gradient recalled echo (GRE) or spin
echo (SE) imaging [22]. In the GRE sequence signal relative to the 90◦ maximum is
given by:
S
Smax
=
B+1
B+1,max
sin
(
γB+1 τ
)
(1.10)
In the SE sequence, signal will vary according to:
S
Smax
=
B+1
B+1,max
sin3
(
γB+1 τ
)
(1.11)
If the B+1 amplitude is incremented through a sufficiently large range, a spatial map of
B+1,max can be found and the relative local B
+
1 field found either using a look-up-table
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approach based on Equations 1.10 or 1.11, or by fitting those equations to all points
along the incremented flip angle calibration curve. The main disadvantage of these
techniques is that they are inherently slow. To avoid T1 bias, TR must be kept long
relative to T1.
As repetition times become shorter, the signal can no longer be assumed inde-
pendent of T1 and TR, and is given by the spoiled, gradient recalled echo (SPGR)
steady-state value:
S ∝ M0 sinα 1− E1
1− E1 cosα (1.12)
E1 = exp(−TR/T1)
This speed limitation inherent in the above technique can be partially overcome by
focusing on the signal null at 180◦ [12]. Assuming there is no refocusing of the
transverse magnetization, there will always be a signal null for a flip angle that
produces a 180◦ pulse. Moreover, the signal curve is approximately linear with flip
angle near the null. Thus the B+1 calibration factor, k = 180
◦/αnull, can be estimated
with as little as two points.
Using the signal null as the calibration point does have its disadvantages. As
TR/T1 becomes short, the magnetization becomes saturated, leading to very little
signal. In addition, stimulated echoes may start to contribute to the signal leading to
a loss in accuracy. The technique also has limited dynamic range. It relies on signals
in the linear region near the 180◦ null. Much away from this point and either more
calibration points or a more complex fitting routine will be required. By the nature
of the inversion pulse, it will also tend to be a high SAR technique. The technique
will also have limited ability to measure slab profiles, as the profile at 180◦ is far from
the small tip angle regime.
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Figure 1.2: Timing diagram of the stimulated echo acquisition.
1.3.2 Stimulated Echo Ratios
In contrast to the above techniques that acquire a single echo from either a gradient
echo or spin echo sequence using an incremented flip angle, it is possible to acquire
multiple echoes from a train of RF pulses [27–29]. For a pulse sequence with RF pulses
as shown in Figure 1.2, the first two echoes are the spin echo (SE) and stimulated
echo (STE) respectively, and have amplitudes given by:
SSE ∝ exp (−TE/T2) sin3 α (1.13)
SSTE ∝ 0.5 exp (−TE/T2) exp (−TM/T1) sin2 α sin(2α) (1.14)
Taking the ratio of the two echoes produces an expression for the flip angle:
α = arccos
(
exp (TM/T1)
SSTE
SSE
)
(1.15)
Slice profile artefacts were identified as a potential source of error in the original
implementation for α values greater than 100◦ [27]. By replacing the second and
third pulses with non-selective pulses, this problem can be mitigated [28]. While the
measured flip angle does not depend directly on the repetition time, TR must still
be large enough to allow the transverse magnetization to decay, and Mz to recover,
12
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Figure 1.3: Timing diagram of the saturated double angle method.
restricting how quickly the sequence can be run. The flip angle is, however, influenced
by TM . Either some assumption as to the tissue T1 must be made (such as TM  T1),
leading to potential T1 biases, or a T1 map must be acquired to correct the flip angle.
1.3.3 Double Angle Methods
The incremented flip angle approach can be reduced to a two point method by
making use of the of the trigonometric double angle formula and hence came to be
known as the double angle method (DAM) [14, 22]. If a limited tip angle pulse of
unknown excitation angle, α, is applied to a fully relaxed magnetization, the signal
is given by:
S1 ∝ M0 sinα (1.16)
If the same experiment is repeated with twice the flip angle, α2 = 2α, the signal in
the second experiment will be given by:
S2 ∝ M0 sin 2α (1.17)
Using the double angle formula, sin 2α = 2 sinα cosα, and combining equations 1.16
and 1.17 it is possible to determine what α actually is.
α = arccos
(
S2
2S1
)
(1.18)
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Assuming that relative image phase is maintained, the technique should be valid
for excitation angles in the range 0→ pi. This technique does have several limitations,
the first being that it is inherently slow. The magnetization before each RF pulse
must be fully relaxed. This typically requires a repetition time on the order of 5T1.
Secondly, it requires an assumption on the linearity of the RF pulse. That is, if
twice the flip angle is prescribed, twice the excitation angle must be achieved. This
assumption generally holds for non-selective pulss and selective pulses in the small
tip angle regime (< 90◦). The technique does, however, begin to break down at very
small tip angles. At this point, sinα ≈ α, and Equation 1.18 reduces to α = arccos 1.
The speed limitation of the DAM can be partially overcome by using additional
pulses to “reset” the magnetization so that Mz is the same prior to the α or 2α pulse
regardless of the repetition time [23,25]. The earliest form [23] used an additional 2α
pulse in the α acquisition, and vice versa, to “compensate” for the different steady-
state values. Later, saturation pulses were applied to “reset” the magnetization prior
to each α or 2α sampling pulse [25]. The pulse sequence would then look like Figure
1.3. The magnetization preceding each sampling pulse would then be given by:
Mz = M0 (1− exp (−TSR/T1)) (1.19)
where TSR is the time given for the longitudinal magnetization to recover before the
α or 2α sampling pulse. Thus, some time would still be required for longitudinal
recovery, but waiting for full recovery would no longer be required. This allows the
DAM to be run more rapidly, at the expense of lost SNR and greater noise in the flip
angle maps.
1.3.4 Phase Based Methods
The above methods work on the principle of encoding flip angle information into
the intensity of MR images. It is also possible to make use of image phase to determine
the flip angle. These techniques are based on composite pulses [19, 20] and typically
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employ large flip angles. These phase based techniques also require a baseline sub-
traction image to remove other sources of image phase such as B0 inhomogeneity and
receive phase.
A spin echo method [19] makes use of a composite 90◦y − αx − 90◦y inversion pulse
to refocus transverse spins and additionally encode flip angle information. The pulse
sequence is repeated twice, with the nominally 180◦ α pulse omitted from one of the
repetitions, as shown in Figure 1.4. Assuming on resonance spins, with the α pulse
omitted, the 90◦y − 90◦y composite pulse causes a spin echo to be refocussed along the
+yˆ′ direction. With the α pulse included, a spin echo will be formed with a phase
given by the angle of the α pulse. Subtracting the phase of the two images allows for
the removal of receiver image phase, and in principle an additional acquisition would
be required to remove B0 related image phase. The flip angle, α, is then determined
from the image phase by a complex relationship and is found using a look-up-table
approach [19]. There is an approximately linear relationship between image phase
and flip angle in the region near 180◦.
A simplified approach is to use a single, non-selective, 2αx − αy composite pulse
[20]. Extraneous sources of phase are removed by repeating the sequence twice,
once with a 2αx − αy composite pulse and once with a 2α−x − αy and using the
difference in phase. The flip angle is still related to image phase in a relatively complex
relationship, but is relatively linear at around 90◦. Like the spin-echo technique, this
technique is also sensitive to off resonances that in principle must be removed by
mapping B0.
A novel phase based approach that doesn’t require composite pulses makes use of
the Bloch-Siegert Shift [21]. A preparation pulse initially tips magnetization into the
transverse plane. This is then acted on by an off resonance pulse shown in Figure 1.5.
The off resonance pulse causes the transverse magnetization to precess about Beff1 .
With ωRF/γ  B1, this pulse creates a phase shift that depends on ωRF , B1, and
the duration of the off resonance pulse. As in the above techniques, other sources of
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Figure 1.4: Pulse sequence for mapping the flip angle based on a composite pulse.
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Figure 1.5: Off resonance pulse used in the Bloch-Siegert B1 mapping technique.
image phase must still be removed. This is done by repeating the acquisition twice,
once with off-resonance frequency +ωRF and again with −ωRF and then taking the
phase difference between the two.
1.3.5 Interleaved Delay and Actual Flip Angle Mapping
The concept of using two images acquired using an interleaved delay is similar
to the stimulated echo approach in that in one repetition, two signals are acquired,
but it differs in that magnetization is not refocussed. Thus, in the pulse sequence
shown in Figure 1.6, two images are created from the signals immediately following
two identical RF pulses, but with interleaved, different delays. If the repetition time
TR1 is short enough that T1 relaxation can be ignored entirely, the two signals will
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Figure 1.6: Timing diagram of the AFI pulse sequence.
have intensities given by [30]:
S1 = Mz sinα (1.20)
S2 = Mz cosα sinα (1.21)
The ratio of the two signals can then be used to find the flip angle:
α = arccos
(
S2
S1
)
(1.22)
The actual flip angle imaging (AFI) sequence [26] is based on the same approach
and basic concept as the above, but relaxation is not ignored entirely. Instead the
repetition time constraint is relaxed somewhat, and so long as TR1 < TR2 < T1, an
expression for α can still be derived that is largely independent of relaxation:
α = arccos
(
rn− 1
n− r
)
(1.23)
where r = S2/S1 and n = TR2/TR1.
While simple to implement, and a fast imaging technique in theory, this approach
does have one significant limitation. The recommended range for α is 20 − 70◦ [26]
and with repetition times significantly less than T1, it becomes difficult to effectively
spoil the transverse magnetization between acquisitions [16,31,32].
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1.4 Look-Locker
The longitudinal recovery constant, T1, is often measured using an inversion re-
covery pulse sequence. After each inversion, a recovery period TI is allowed before
the longitudinal magnetization is sampled. Additional time is then required to allow
Mz to recover before the next inversion pulse. The measurement is then repeated
several more times with different values for TI, thus giving multiple points along
the inversion recovery curve, to which a signal equation can be fit, and the T1 value
determined. With each repetition of the pulse sequence, the signal at only one TI
value can be determined. While robust, this approach is slow.
While in conventional inversion recovery, only one sample along the recovery curve
is possible after each inversion, the Look-Locker approach [33] takes many samples
while the longitudinal magnetization recovers. This experiment is shown in Figure
1.7. So long as the sampling angle is small, the recovery of Mz will be minimally
perturbed. This leads to a modified longitudinal recovery constant:
1
T ∗1
=
1
T1
− ln (cosα)
τ
(1.24)
where α is the flip angle of the sampling pulse, and τ is the repetition time of the
α pulses. In this way, samples at multiple points along the recovery curve can be
acquired far more quickly than in the conventional inversion recovery approach.
While initially conceived as a NMR experiment, intended to only measure T1, the
Look-Locker technique was soon adapted to 2D imaging [34, 35]. The inversion α-
pulse-train is repeated for every ky phase encode step. By using slice selective pulses
and including phase and frequency encoding gradients, an image can be formed with
signal corresponding to each α pulse. It was also demonstrated that, while a Lock-
Locker approach to acquiring T1 maps allowed a shorter scan time, the technique still
retained the high SNR efficiency of the gold standard inversion recovery technique [36].
The technique was then compressed into an accelerated 3D Look-Locker acqui-
sition scheme [37]. Acquiring all the view and slice phase encodes if each α pulse
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Figure 1.7: Timing diagram of the conventional Look-Locker acquisition. An image
is created for each α sampling pulse.
was used to form one TI would require a prohibitively large number of repetitions
of the inversion/α-pulse train and a correspondingly long scan time. This problem
was overcome by sampling the recovery curve even more quickly. If more samples
along the longitudinal recovery curve are taken with reduced α and τ , the samples
can then be segmented into effective TI volumes as in Figure 1.8. In this way an
Nα long α-pulse-train can be used to form NTI , 3D, effective TI images, with NETL
fewer repetitions of the inversion/α-pulse train.
Additional delays, td and tr before and after the α-pulse train may be included
to increase the dynamic range of the technique, and are to some extent unavoidable.
In the accelerated 3D method, additional delays may also be included between ef-
fective TI volumes [38], though these complicate the signal equation. The original
implementation also only accelerated the acquisition in one direction, along the Gy
phase encode direction, using a sequentially increasing phase table, not the centric
2D acceleration shown in Figure 1.8. The choice of acceleration direction and order
will have an effect on the resulting point spread function (PSF) [39].
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Figure 1.8: Timing diagram of the accelerated 3D Look-Locker sequence. Nα pulses
along the recovery train are segmented into NTI effective TI volumes.
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1.5 Spoiling
To decrease scan times, it is possible to reduce repetition times to values less
than T2. This complicates imaging, as there will still be some residual transverse
magnetization at the end of each TR period, which will persist into and can be
refocussed in the next TR period. Most often this fast imaging is conducted in
the steady-state, and leads to two broad classifications based on how the residual
transverse magnetization is handled. In the first, steady-state free precession (SSFP),
the residual transverse magnetization is intentionally maintained and “refocussed”.
This leads to an extremely efficient use of the available magnetization, though the
signal will in general be given by a complex equation [40].
The other alternative is to “spoil”, or set to zero, the transverse magnetization
at the end of each TR period. Setting the transverse magnetization to zero leads to
a simpler expression for the theoretical signal, making qualitative and quantitative
interpretation easier, but spoiling the magnetization is not always straightforward.
A simplistic approach would place a large gradient at the end of each TR interval.
This would effectively dephase the spins from the immediately preceding RF pulse
and lead to zero net Mxy, but repeated applications would lead to coherence pathways
where the net induced phase of the gradients is balanced. Alternatively, gradients with
random [41] or linearly increasing amplitude [42,43] may be used. These techniques,
however, are not sufficient. Random gradients will not lead to a true steady-state,
leading to variations in signal from TR to TR. In conventional Cartesian acquisitions
this will manifest itself as a ghosting artefact. Linearly increasing gradients on the
other hand, may lead to a true steady-state, but with a spatially dependent spoiling
efficiency [36], manifesting itself as a banding artefact.
The standard spoiling implementation on most scanners is based on radio fre-
quency spoiling, using an RF phase that increases quadratically from TR to TR
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combined with a constant amplitude crusher gradient [44]:
φn = φn−1 + nφseed (1.25)
where φn is the phase of the n
TH RF pulse, and φseed is the quadratic increment.
A quadratically increasing phase combined with a crusher gradient that creates a
multiple of 2pi phase variation across the imaging voxel ensures that the signal will
enter steady-state. An appropriate choice of φseed (usually 117
◦ or 123◦) [44] will
ensure that the accumulated coherence pathways will effectively cancel and give a
signal that closely approximates a perfectly spoiled steady-state value.
The quadratically increasing phase has proven to be quite robust for a range of
imaging applications, but it is not without its limitations. For quantitative imaging,
the results may be highly sensitive to any deviation from ideal spoiling, and other
values for φseed have been suggested for variable flip angle based T1 imaging [45,
46]. For the approach to steady-state, different values again for φseed are optimal,
depending on the circumstances [15,47].
Phase spoiling becomes even more complicated with sequences that are not a
simple repetition of the same RF pulse. For the AFI flip angle imaging technique [26],
which employs an interleaved TR acquisition scheme, the quadratically increasing
phase needs to be modified significantly [32], and there is evidence that for the short
repetition times and large flip angles typically involved, the only effective spoiling
method requires damping signal via large gradients to cause losses due to diffusion
[31,32].
For the above quantitative T1 and flip angle mapping techniques, where accuracy
of the measured signal is essential, there may be some incentive to revisiting random
spoiling. By combining randomized RF phase and gradient crusher amplitudes it is
possible to produce a signal that will on average match the ideally spoiled value [16].
The random nature of the spoiling means that the magnetization is never truly in
steady-state. Thus in conventional imaging, there will be random oscillations from
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TR to TR. These can manifest themselves as ghosting artefacts as in the early random
spoiling implementations. In this case, however, they are overcome by employing a
radial sampling trajectory, effectively oversampling the centre of k-space and thus
averaging out the random fluctuations.
The primary motivation for quadratic RF spoiling is that it leads to magnetization
in the steady-state. This produces no variation in magnetization from repetition to
repetition and thus a good point spread function with no ghosting artefacts. In
sequences that sample along the transient, quadratic spoiling is often still used, but
now the motivation is somewhat different. If perfect spoiling were achieved there
would be variation in signal from TR to TR by the nature of sampling during the
transient phase. Even an optimized choice of φspoil is not capable of matching a slowly
varying transient, and instead produces erratic deviation from the ideal transient.
These deviations are consistent from transient to transient, but difficult to predict
based on the physical and imaging parameters.
1.6 Thesis Outline
In this Thesis I introduce a new approach to mapping the flip angle in MRI. This
approach is based on the Look-Locker sequence, which was conceived as a highly
efficient method for measuring the longitudinal relaxation time, T1. By acquiring
two transients, and altering either the flip angle, or the repetition time, the data can
be used to solve for the actual flip angle acheived in tissue in a highly time efficient
manner and in 3D.
Chapters 2, 3, and 4 of the Thesis were drafted as manuscripts intended for sub-
mission to Magnetic Resonance in Medicine, since this is the journal where most of the
flip angle mapping techniques have been presented. The chapters themselves largely
follow the logical development of the concept. Chapter 2 introduces the various new
ways in which the accelerated 3D Look-Locker sequence can be used to measure the
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flip angle. Chapter 3 presents a theoretical optimization of the techniques. As such,
Chapter 3 is useful for understanding the choice of parameters used to acquire the
images in Chapter 2, but this organization allows Chapter 2 and Chapter 3 to stand
alone as independant manuscripts. Finally, Chapter 4 is an investigation of a new
approach to spoiling for transients, and demonstrates a novel solution to address one
of the primary limitions of the Look-Locker technique.
1.6.1 Chapter 2: Flip Angle Mapping With the Accelerated
3D Look-Locker Sequence
The Look-Locker technique is a very time efficient method of mapping the lon-
gitudinal recovery constant, T1. In Chapter 2, several novel ways in which the ac-
celerated 3D Look-Locker pulse sequence can be adapted to measure the flip angle
are introduced. The Look-Locker acquisition technique measures a modified longi-
tudinal recovery constant, T ∗1 that depends on the true T1, the flip angle and the
repetition time, τ . By repeating the measurement of T ∗1 twice, and altering either α
or τ for the second measurement, it is possible to determine the true α from the two
measurements of T ∗1 .
The dual α approach (DALL) acquires the transient using a train of α pulses, and
then repeats the measurement using pulses with twice the flip angle. By using this
approach, the trigonometric double angle formula can be used to solve for the actual
flip angle acheived. The dual τ approach (DτLL), uses two repetition times related
by the ratio n = τ2/τ1, with the flip angle held constant, and using the ratio n, and
the two measured recovery constants, an expression for the true flip angle can also
be derived.
The acquisition scheme of the accelerated 3D Look-Locker technique presents
other unique opportunities for acquisition of the transients. Typically the inversion-
α-train combination would have to be repeated several times to fully sample k-space.
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Thus the two T ∗1 values can be acquired sequentially. In other words, the inversion-
α-train is repeated until the first T ∗1 data set is fully acquired, and then the second
would be acquired. Alternatively, the datasets may be acquired in an interleaved
sense. In this case, an inversion-α-train is interleaved with a inversion-2α-train (or
τ2), and this intereleaved combination is repeated to fully sample the image. This
second approach presents a novel opportunity. The two data sets may be acquired
with the inversion pulses omitted entirely, as the end of one transient acts as the
preparation for the next.
1.6.2 Chapter 3: Optimizing the Efficiency of Flip Angle
Mapping Techniques
The accelerated 3D Look-Locker imaging technique is inherently a fairly complex
image acquisition scheme, with many image acquisition parameters that can affect
the acquired images. This condition is further complicated by adapting it to image
flip angles either through the DALL or DτLL approaches. It was, however, shown
to be a very efficient method of mapping T1 [36]. The concept of imaging efficiency
(flip angle to noise ratio normalized by scantime) is adapted to flip angle mapping,
making it possible to optimized the imaging parameters of the accelerated 3D Look-
Locker sequence. These imaging parameters include the repetition time τ , flip angle
α, number of effective TI volumes NTI , and the length of the read-out train Nα, as
well as the choice of how the transients are prepared and interleaved.
The double angle and interleaved repetition time flip angle mapping methods
are also included in this chapter. An attempt is made to optimize their imaging
parameters, making it possible to compare them to the Look-Locker based methods.
Interestingly, the results imply that the DAM and AFI approaches may be acquired
more efficiently with flip angles and parameters significantly different from those
conventionally used. Experimental flip angle and noise maps are used to verify the
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simulations.
The results of the optimizations indicate that for fast imaging (one minute scant-
ime for a 3D matrix with 32 phase and 32 slice encodes) with the Look-Locker ap-
proaches, and in particular, the inverted, non-interleaved approach, have an efficiency
that exceeds the more conventional methods. If this scantime restriction is relaxed,
then the AFI approach would appear to be optimal. The simulation results presented
in this chapter assume perfect spoiling of the transverse magnetization, and thus that
image noise is the primary source of error on the flip angle maps. This is not entirely
true, especially as repetition times become short and flip angles become larger. These
issues are discussed further in Chapter 4.
1.6.3 Chapter 4: Spoiling for Accelerated 3D Look-Locker
Acquisitions
In the development of Chapters 2 and 3, it was discovered that in fitting transients
to the Look-Locker decay curves to measure T ∗1 and thus determine the flip angle, that
the deviations of the experimental points from the transients fit displayed a systematic
error. Many times, especially for larger flip angles, the Look-Locker curves appeared
decidely non-exponential. This necessitated investigating the nature of spoiling for
transient applications.
Much of the existing work on spoiling was based on a scheme developed for steady-
state imaging applications. A quadratically increasing RF phase with a uniform gra-
dient crusher would lead to a signal that reaches steady-state, and for an appropriate
choice of quadratic increase, would lead to an effective cancellation of coherence path-
ways, and thus a signal that matched the ideally spoiled value for a large range of
applications.
A quadratically increasing phase, however, does not have many redeeming qualities
when used for spoiling transient acquisitions. The sampled data points will not match
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the perfectly spoiled case, and instead will deviate from the ideal exponential in an
erratic manner, leading to unpredictable, systematic errors in the exponential decay
constant fit to the curve. A randomized phase and randomized gradient crusher are
shown to be able to reduce the deviations from the ideally spoiled transient, and thus
result in better accuracy in the exponential coefficient. These spoiling schemes were
analyzed both through Bloch simulations and then verified with experiments, and the
random spoiling was shown to produce a more accurate estimate of the exponential
decay constant, and thus of the resulting flip angle.
1.6.4 Appendix A: Error Propagation
The theoretical flip angle imaging efficiency presented in Chapter 3 for the double
angle method, interleaved repetition time, and Look-Locker based flip angle imaging
techniques is based on a dimensionless noise propagation factor, b. This parameter
is convenient, because it requires no a priori knowledge of the noise or signal levels.
The relative signal levels of the different methods are determined from the Bloch
equation, and b is then based on a theoretical analysis of the noise propagation from
the signal through the signal equations and non-linear fitting procedures.
In this section, the dimensionless noise propagation factor is derived in detail for
the 3 methods. This analysis makes use of standard noise propagation techniques,
as well as a error matrix approach to analyze the noise propagation through the
non-linear least squares fitting used in the Look-Locker techniques.
1.6.5 Co-Authorship
The concept of applying the double angle approach to the Look-Locker technique
to map the flip angle was first suggested to me by my supervisors Drs. Brian Rutt and
Charles McKenzie. All subsequent theory development and experimental design were
conducted by myself, under the guidance and support of my supervisors. Data were
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collected by myself, with the exception of the in vivo exams, which were conducted
with the assistance of Cyndi Harper-Little, and the carbon-13 data, which were col-
lected by Lanette Friesen-Waldner. For all chapters, I was the primary author.
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Chapter 2
Flip Angle Mapping With the
Accelerated 3D Look-Locker
Sequence
34
Abstract
A new approach to mapping the flip angle quickly and efficiently in 3D based on
the Look-Locker technique is presented. The Look-Locker technique is a highly effi-
cient method of mapping T1 that allows significantly reduced scan times by sampling
continuously during longitudinal recovery. This results in an exponential recovery
that depends on T1, repetition time, and flip angle. By combining acquisitions in a
double angle or dual TR approach, two values for the modified longitudinal recovery
constant, T ∗1 , are acquired. These can be combined to very quickly and efficiently
map the flip angle in 3D. Being a 3D method, the technique is capable of mapping
variations due to wavelength effects and RF slab profile selection.
The acquisitions may be acquired conventionally, interleaved, or interleaved with
the preparation pulses removed entirely. This last option allows for direct fitting
of the two recovery curves with a reduced number of parameters. The techniques
are validated in vitro against the dual TR technique for a range of flip angles and
T1 values. In addition, an application to correcting in vivo DESPOT T1 data is
presented.
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2.1 Introduction
At high magnetic fields, human sized, volume transmit, RF coils can no longer
be assumed to produce uniform excitation of tissue. As the magnetic field increases,
the wavelength of the excitation pulse decreases, and as it approaches the scale of
the object being imaged, it becomes impossible to avoid destructive interference of
the B+1 field [1]. This leads to non-uniform excitation of the desired imaging volume.
The problem also exists in a wide variety of other imaging applications, anywhere the
transmit coil has non-uniform B+1 sensitivity.
In the least obtrusive cases this non-uniform excitation manifests itself as an in-
tensity variation across the sample, but when steady-state or quantitative imaging is
considered, the problem becomes more serious. For steady-state imaging, differences
in excitation angle may lead to different tissue contrast in different parts of the imag-
ing volume, and for quantitative imaging, that relies on accurate knowledge of the
flip angle, for example DESPOT1 and DESPOT2 [2], variations in flip angle will lead
to inaccuracies in the quantitative measurements.
The non-uniform excitation can be dealt with by using a measured excitation
profile to correct the quantitative imaging data. The excitation profile itself can
also be flattened with tailored RF pulses [3], or using both coil profiles and spatially
selective pulses as in transmit SENSE [4, 5]. What all these approaches require is a
map of the transmit coil excitation profile, B+1 , which is determined by mapping the
flip angle. For transmit SENSE in particular, for which a profile of each coil in the
array is required, the flip angle mapping technique must also be fast.
Several methods of mapping the flip angle exist. A number of these are based
on the double angle method (DAM) [6, 7]. These either require a long repetition
time or use saturation pulses [8] to avoid a T1 bias. Both lead to inefficient use
of the available magnetization. A more general approach is to fit the signal over a
wider range of applied excitation angles [9]. These methods assume linearity of the
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transmitter, and are susceptible to slab and slice profile variations at the required large
applied excitation angles. There are alternative methods that do not rely on the RF
transmitter linearity assumption. These include a fast interleaved TR method [10],
dubbed actual flip angle imaging (AFI), and encoding the flip angle using image
phase [11–13].
The AFI method has emerged as a popular technique. It is relatively simple
to implement, and extraction of flip angle information from the intensity images is
relatively straight forward. It does, however, work best at moderate to large flip
angles (40-60◦) and short repetition times [10]. This poses a significant challenge in
terms of spoiling the transverse magnetization to avoid a biased estimate of the flip
angle [14–16], especially when the sequence is run rapidly.
The Look-Locker technique [17] was initially conceived as a technique to rapidly
measure the longitudinal relaxation time, T1. In contrast to inversion recovery meth-
ods, that require waiting for the longitudinal magnetization to fully recover before
the next sample is taken, the Look-Locker technique acquires multiple low flip angle
spoiled, gradient recalled (SPGR) echoes during the longitudinal recovery phase. In
this way, samples at multiple post inversion (TI) time points can be acquired far
faster than conventionally possible. The sampling pulses not only sample the longi-
tudinal relaxation, but in doing so, also perturb it, leading to a modified, or driven
longitudinal relaxation time:
1
T ∗1
=
1
T1
− ln (cosα)
τ
(2.1)
where α is the tip angle of the sampling pulses, and τ is the repetition time of the α
pulses.
T ∗1 is measured by least squares fitting of an exponential recovery equation:
S(t) = A+ (B − A) exp(−t/T ∗1 ) (2.2)
to the sampled points, and from this, assuming the flip angle is known, T1 can be
extracted. The signal, S(t), will relax from the value B, which is a complicated term
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that depends on the inversion preparation pulse accuracy, as well as characteristics
of the previously applied α pulse train and other sequence parameters α pulses and
sequence timing parameters [18–20]. A is more straightforward, as the transient
relaxes towards the spoiled steady-state value:
A = sinα
1− Eτ
1− cosαEτ (2.3)
where Eτ = exp(−τ/T1)
This technique is desirable as it provides the ability to measure T1 very quickly
while still retaining the SNR efficiency of the gold standard inversion recovery tech-
nique [21].
The Look-Locker technique was modified first into a 2D imaging technique [18],
by adding imaging gradients to each sampling segment, and repeating the inversion
sampling scheme multiple times to encode all the necessary lines of k-space. The
technique was then further developed into the accelerated 3D Look-Locker (a3DLL)
sequence [19]. Rather than producing one TI image for each α pulse in the sampling
train, multiple contiguous α pulses can be used to accelerate the filling of one k-space,
and the k-space acquisition segmented so that NTI “effective TI” images could be
reconstructed from Nα pulses sampling the recovery curve, with NTI < Nα, leading
to an acceleration factor R = Nα/NTI .
Measuring the T1 value using the Look-Locker technique relies on accurate knowl-
edge of the flip angle. The exponential fitting itself contains sufficient information
to do this directly. Instead of fitting for T ∗1 , A, and B in Equation 2.2 above, it is
possible to fit for B, α and T1 directly by combining Equations 2.2, 2.3, and the exact
expression for B [18]. This approach, however, assumes that the flip angle ratio of
the sampling pulse to the preparation pulse is known.
Parker [22] proposed a method of determining the flip angle by measuring T ∗1 at
multiple nominal flip angles related by a known ratio, and then minimizing the varia-
tion in the resulting T1 values. In the special case where α2 = 2α1, the trigonometric
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double angle formula can be used to form a closed form solution for the flip angle
based on the two transients [23,24].
Alternatively, rather than two different flip angles to untangle T1 and α in the
T ∗1 measurement, two different values for the sampling repetition time, τ can also be
used [23,25].
Here we will investigate the properties of the accelerated 3D Look-Locker sequence,
and several ways in which the flip angle can be extracted from the measured recovery
curves.
2.2 Theory
The accelerated 3D Look-Locker sequence usesNα low tip angle pulses with a short
delay τ , between them to excite and sample the recovering longitudinal magnetization.
These are grouped intoNTI effective inversion time images so that with each inversion-
α-train repetition, NETL = Nα/NTI lines of k-space are acquired for each effective TI
image. The effective inversion time is given by the time after inversion at which the
center of k-space is acquired for each of the NTI effective TI images.
The inversion-α-train combination must then be repeated Nshots = Nky,kzNTI/Nα
times to fully encode 3D k-space. Additional delays between the inversion pulse and
the start of the α-train, and between the end of one α-train and the next inversion
pulse are possible, and to some extent unavoidable, due to the finite time required
for the inversion pulse as well as non-zero inversion delay and end-of-sequence delay.
Additional delays between segments of the α-read-out train are also possible [20], but
will not be considered here. All of these delays can be kept short compared to T1 and
therefore we will ignore them for purposes of simplifying theory in this Thesis.
Once several inversion-α-train combinations are run, the magnetization enters a
dynamic steady-state whereby it relaxes towards, but does not necessarily reach, the
steady-state value as defined by Equation 2.3. The starting value of the transient,
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B is determined by the inversion of longitudinal magnetization at the end of the
previous transient plus any extra delays. An exact solution for B is possible [18,19]:
B =
−A cosαErEd
[
1− (cosαEτ )Nα−1
]
− 2Ed + Er + 1
1 + cosαErEd (cosαEτ )
Nα−1 (2.4)
Ed = exp(−td/T1) (2.5)
Er = exp(−tr/T1) (2.6)
where td is the delay between the inversion pulse and first α pulse, tr is the delay
between the last α pulse and the next inversion pulse, as indicated in Figure 1.7. A
perfect inversion has been assumed, which in the presence of B+1 inhomogeneity may
not be realistic.
If the delays and time required to play out the inversion pulse are assumed short
with respect to the longitudinal relaxation, the starting value for the signal can be
simplified to:
B ≈ −A1− exp (−Nατ/T
∗
1 )
1 + exp (−Nατ/T ∗1 )
(2.7)
Due to the short repetition time, τ , of these pulses, spoiling optimized for tran-
sients is necessary [26].
2.2.1 Double Angle Look-Locker (DALL)
If the accelerated Look-Locker sequence is repeated for two different values of the
low flip angle α pulse, it will result in two different measurements of the recovery
constant:
1
T ∗1,1
=
1
T1
− ln (cosα1)
τ
(2.8)
1
T ∗1,2
=
1
T1
− ln (cosα2)
τ
(2.9)
as well as values for the other fitting parameters in Equation 2.2, A1, A2, B1 and B2.
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If the two flip angles are chosen such that α = α1 = α2/2, the trigonometric
double angle formula can be used to derive a simple expression for the actual flip
angle achieved in the double angle Look Locker (DALL) sequence:
α = arccos
[
1
4
(
E∆ +
√
E∆
2 + 8
)]
(2.10)
E∆ = exp
(
τ
T ∗1,1α
− τ
T ∗1,2α
)
The corrected α value can then be used in either equation 2.8 or 2.9 to find a corrected
value for T1.
2.2.2 Interleaved Inverted DALL (intDALL)
To this point the approach has been general with respect to the actual sequence
timing. The simplest approach is to acquire a full set of images using a3DLL and
the flip angle α, and then a second data set using 2α. In these cases, Equation 2.7
produces two different B values for the two acquisitions corresponding to 1α and 2α
flip angles. If however, either 1α or 2α are far from the Ernst angle, the corresponding
A value will be small, and the dynamic range of the transient may be non-optimal
for measuring the respective T ∗1 value.
It is possible to interleave the acquisitions. In this interleaved double angle
Look-Locker (intDALL) implementation, an inversion-α-train is interleaved with the
inversion-2α-train (see Table 2.1). This has the effect of equalizing the dynamic range
of the transients in the T ∗1,1α T
∗
1,2α measurements, and thus of the α measurement.
Thus the starting value of the 1α acquisition is given by the magnetization at the end
of the 2α acquisition and vice versa:
B1 ≈ − sinαMz,2α(Nατ)
B2 ≈ − sin 2αMz,1α(Nατ) (2.11)
Solving these gives:
B1 =
− (sinα/ sin 2α)A2 (1− EN,2) + A1EN,2 (1− EN,1)
(1− EN,1EN,2) (2.12)
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B2 =
− (sin 2α/ sinα)A1 (1− EN,1) + A2EN,1 (1− EN,2)
(1− EN,1EN,2) (2.13)
EN,1 = exp
(
−Nατ
T ∗1,1α
)
(2.14)
EN,2 = exp
(
−Nατ
T ∗1,2α
)
(2.15)
The data is still analyzed as in conventional DALL, by fitting for A1, B1 and T
∗
1,1α
from the 1α data set and A2, B2 and T
∗
1,2α for the 2α data set, and then using T
∗
1,1α
and T ∗1,2α to determine the flip angle.
2.2.3 Interleaved Non-Inverted Look-Locker (niDALL)
The interleaved option provides another interesting option. The end of one α train
can act as the seed for the next. Thus it is possible to do without the inversion pulses
entirely. The flip angle can still be extracted from the T ∗1,1α and T
∗
1,2α measurements
made by fitting to each transient independently as in the DALL and intDALL tech-
niques above. While the fitting will be simplified by removing the need to maintain
image phase in the inversion recovery curves, the results of doing this are likely to be
inferior due to the reduced dynamic range of the transients.
In the non-inverted double angle Look-Locker (niDALL) technique, the expres-
sions for B1 and B2 above are replaced with:
B1 =
(sinα/ sin 2α)A2 (1− EN,2) + A1EN,2 (1− EN,1)
(1− EN,1EN,2)
B2 =
(sin 2α/ sinα)A1 (1− EN,1) + A2EN,1 (1− EN,2)
(1− EN,1EN,2) (2.16)
In this case, if one train follows directly from the previous one, with no inter-train
delays at all, such that RF pulses are spaced by τ even at the boundary between
the 1α and 2α trains, the assumptions of ideal inversion and negligible delays are
removed, and the expressions for B1 and B2 become exact. This makes it possible to
directly fit 3 parameters; T1, α and M0, to the combined transients.
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2.2.4 Dual τ Look-Locker (DτLL)
In the above, T ∗1 depends on T1, τ and the flip angle. The double angle methods
are based on extracting T1 and α from this value by using two different flip angles to
give two different values for T ∗1 . It is possible to accomplish the same thing using two
different values for the repetition time, τ .
The procedure would require measuring T ∗1 using two different values for τ :
1
T ∗1,τ1
=
1
T1
− ln (cosα)
τ1
1
T ∗1,τ2
=
1
T1
− ln (cosα)
τ2
(2.17)
If the relationship between the two τ values is given by τ = τ1 = τ2/n, with n > 1,
the two can be solved for α as follows:
1
T ∗1,τ
− 1
T ∗1,nτ
=
ln (cosα)
nτ
− ln (cosα)
τ
τ
T ∗1,τ
− τ
T ∗1,nτ
= ln
(
cos1/n−1 α
)
exp
(
τ
T ∗1,τ
− τ
T ∗1,nτ
)
= cos1/n−1 α
α = arccos
{
exp
[
− nτ
n− 1
(
1
T ∗1,τ
− 1
T ∗1,nτ
)]}
(2.18)
T1 can then be solved for by back substitution.
2.2.5 Summary of Look-Locker Acquisition Schemes
The above approaches to interleaving the acquisition of the Look-Locker flip angle
mapping techniques are summarized in Table 2.1. Each pi− α,τ N represents one
read-out train indicated in Figure 1.8, while the [ ]repeat indicates the block that
is to be repeated until the images are fully acquired. While not presented here,
the DτLL approach could also be adapted to use an interleaved or non-inverted and
interleaved approach as well. The precise choice of sequence parameters to optimize
the measurement of α will be discussed further in Chapter 3.
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Method Acquisition Order Parameters Fit
DALL
[
pi− 1α,τ N
]
repeat
then
[
pi− 2α, τ N
]
repeat
T ∗1,1α, T
∗
1,2α, A1, A2, B1, B2
intDALL
[
pi− 1α,τ N − pi− 2α, τ N
]
repeat
T ∗1,1α, T
∗
1,2α, A1, A2, B1, B2
niDALL
[
1α,τ N− 2α, τ N
]
repeat
α, T ∗1 , M0
DτLL
[
pi− α,τ N
]
repeat
then
[
pi− α, nτ N
]
repeat
T ∗1,τ , T
∗
1,nτ , A1, A2, B1, B2
Table 2.1: Acquisition schemes for the different Look-Locker approaches to flip angle
mapping, with the parameters that are required in the non-linear least squares fitting
of the transients.
2.3 Methods
All experiments were performed on a GE 3T human system using a transmit and
receive quadrature head coil. In all DALL experiments, 8 dummy inversion-α-read-
out trains were applied before imaging commenced to ensure the magnetization was
in a dynamic steady-state. An RF spoiling scheme using a phase increment of 84◦ [26]
was used to best approximate an ideally spoiled transient.
To produce the DALL flip angle maps, the background was masked out using
an intensity cut-off on the first post inversion image. The time constants T ∗1,α and
T ∗1,2α were then determined by non-linear least square fitting of the data to Equation
2.2. These T ∗1 maps were then combined to produce the experimental flip angle using
Equation 2.10 maps as describe above. The DτLL approach is similar, but yields T ∗1,τ
and T ∗1,nτ which are combined using Equation 2.18.
The non-inverted approach is different, in that the two recovery curves are fit
simultaneously, using the parameters T1, M0 and α to minimize the least squares
parameter:
χ2ni =
NTI∑
i=1
{
[Sα,i − S (ti, T1,M0, α)]2 + [S2α,i − S (ti, T1,M0, 2α)]2
}
(2.19)
using the Levenberg-Marquardt algorithm. In this case, this is possible by substitut-
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ing Equations 2.3 and 2.16 into 2.2.
2.3.1 Validation
A small cylindrical saline phantom (12 cm diameter) containing 9 samples doped
with NiCl to T1 values ranging from approximately 180 to 3000 ms was used to
validate the proposed B+1 mapping techniques over a range of parameters. Such a
small phantom is expected to show minimal B+1 artefact at 3 T. T1 was measured
using a 2D inversion prepared fast spin echo sequence, with a 128x128 imaging matrix
over an FOV of 12 cm, and acquired at TI = {50,100,15,200,300,600,1200,2400,4000}
ms.
The imaging matrix for intDALL flip angle mapping was 42x42 in plane with 24
phase encodes in the slab selective direction, giving a resolution of approximately 3x3
mm in plane, with 10 mm thick slices. The accelerated 3D Look-Locker recovery was
sampled with 192 RF pulses segmented into 8 effective TI volumes. The inversion
was a 16 ms, 2kHz Silver-Hoult pulse [27], and the α pulses were 1 ms hard pulses.
Inversion and α pulse amplitudes were initially set using the standard prescan for
α = 6◦, and then varied between 2◦ and 10◦ by modifying the transmit attenuation.
The choice of imaging parameters is based on the optimization analysis conducted in
Chapter 3.
For comparison to the DALL approach, an AFI map [10] based on the same imag-
ing matrix and resolution as the DALL approach was acquired using the repetition
times TR1/TR2 = 15/75 ms.
2.3.2 Slab Selection
An important aspect of this technique is its inherent ability to map the flip angle
in a fully 3D sense. Not only do wavelength effects produce a non-uniform B+1 field
leading to variations in flip angle, but coil geometries and RF pulse shapes also
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cause non-uniform excitation. To investigate this property, a cylindrical, silicone oil
phantom (dielectric constant = 2.75 [28]) was chosen to minimize wavelength effects.
It had a diameter of 16 cm and length of 27 cm with a T1 of 230 ms at 3 Tesla.
The imaging matrix was 40x40 in plane, with 40 phase encodes in the slab selective
direction. The FOV in plane was 20 cm, and a 20 cm thick slab was acquired in the
slab selective direction, giving 5 mm isotropic voxels.
Two different 800 µs, minimum phase pulses were investigated which included a
3 kHz bandwidth pulse and a 10 kHz bandwidth pulse, set to acquire an axial slab,
with A/P frequency encode. In addition, to the shaped pulses, a hard pulse was also
used to excite the phantom, which should give an RF profile independent measure of
the flip angle. For this pulse, the frequency encode direction was set parallel to the
axis of the phantom to prevent aliasing. The flip angle measured using the hard pulse
could then be used to estimate the actual B+1 magnitude and act as a correction for
theoretical slab profile simulations.
2.3.3 T1 Correction
The Look-Locker methods were tested as a flip angle correction technique for 3D
variable flip angle T1 (DESPOT1) images in the head. The high resolution T1 images
were acquired using 1mm isotropic voxels (imaging matrix 220x220x160), TR = 9
ms, and αnom = 4
◦ and 18◦ for a total scan time of approximately 11 minutes.
The flip angle mapping techniques investigated included intDALL, niDALL, DτLL
and AFI. All were acquired with 5mm isotropic voxels, and a matrix size of 44x44x32.
In this way, the same volume, and the same RF pulse could be used to map the flip
angle as used in the T1 mapping technique. The DALL based methods were acquired
with αnom = 8
◦, τ = 3 ms with a total scan time of 1min 10 sec using 8 effective TI
volumes. The DτLL technique was based on αnom = 16
◦ and τ = 3 and 12 ms with
a scan time of approximately 3 min for 8 effective TI volumes. The AFI flip angle
map was acquired with αnom = 40
◦ using TR1/TR2 = 30/150 ms, with a scan time
46
of approximately 4 min 30 sec.
2.4 Results
2.4.1 The Phantom
The images that went into the formation of flip angle maps are shown in Figure
2.1. Figure 2.1(a) is a T1 map based on the 2D inversion recovery data. The nine
samples with T1 values decreasing from approximately 3000 ms in the upper left to
180 ms in the lower right can be seen in this image. The slice was selected to give
approximately the same location as the slice selected out of the 3D data set for the
Look-Locker and AFI based images.
Figures 2.1(b) and 2.1(c) are the T ∗1 maps from fitting 3 parameter inversion
recovery equations to the Look-Locker recovery curves for sampling using 6◦ and 12◦
nominal flip angle pulses. Sampling with 12◦ pulses clearly leads to a shorter T ∗1
value. There is also a significant amount of noise in the T ∗1 measurement in the
saline surrounding the samples. This is due to non-optimal sampling of the long T1
transient, in addition to difficulty effectively spoiling the transverse magnetization
with the long relaxation times of saline.
By combining the two Figures 2.1(b) and 2.1(c) it is possible to form the flip angle
map in Figure 2.1(d) using Equation 2.10. For comparison, the AFI based map is
shown in Figure 3.12(a). At 3T, minimal B+1 artefact is expected in this small saline
phantom, and this appears to be borne out by both the DALL and AFI flip angle
maps. The flip angles, whether measured using AFI or DALL, are fairly uniform and
match the prescribed flip angle. Both however show increased noise and inaccuracy
in the surrounding saline.
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Figure 2.1: Cross section of the phantom containing multiple T1 samples. (a) T1 map
in ms based on the 2D IR FSE images. (b) and (c) are the T ∗1,1α and T
∗
1,2α maps
in ms from fitting transients to the accelerated 3D Look-Locker acquisitions. (d) is
the result of combining the T ∗1,1α and T
∗
1,2α maps to form a flip angle map (α/αnom
with αnom = 6
◦). (e) is a flip angle map using the AFI technique (α/αnom with
αnom = 60
◦).
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2.4.2 Transients
Representative transients for the different methods are shown in Figure 2.2 for a
sample with a T1 of 740 ms, and a nominal flip angle of 6
◦. The conventional DALL
approach produces two transients as shown in Figure 2.2(a). The transient as sampled
with the 1α pulses relaxes to a signal of approximately 10 arbitrary units (a.u.), and
begins from approximately the inverse of this (-10 a.u.) due to the inversion applied
at the end of the transient with minimal delays. The 2α transients show similar
behaviour, but being sampled with larger pulses, have a shorter T ∗1 and decay faster.
The effect of interleaving the 1α and 2α acquisitions is seen in Figure 2.2(b). The
starting value of the 1α transient is based on the inversion of the Mz value at the end
of the 2α transient, scaled by the ratio of the flip angles and vice versa. This leads
to a slight reduction in the dynamic range of the 1α transient (recovers from -5 a.u.
to 15 a.u.), but a significant increase in the dynamic range of the 2α transient.
The effect of omitting the preparation pulses entirely in an interleaved acquisition
is shown in Figure 2.2(c). The transients still decay towards the same steady-state
values as in the inversion prepared cases, but the starting values depend on the end
state of the previous transient alone. For example, the starting value for the 1α
transient is given by:S1α(0) = (sin 1α/ sin 2α) · S2α(Nατ). Collecting data in this
way simplifies fitting somewhat as image phase need not be maintained, and it also
removes any assumptions as to the accuracy of the inversion pulse.
In contrast to the double angle methods above, the dual repetition time approach
leads to significantly different transients as shown in Figure 2.2(d). While only one flip
angle is used, two values of the repetition time, τ , are used to sample the recovery and
still lead to two different values for T ∗1 . While τ is quadrupled in this implementation,
the number of samples along the curve, Nα, remains the same leading to longer
effective TI times.
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Figure 2.2: The transients measured in a sample with T1 = 740 ms for the (a) DALL,
(b) interleaved DALL, (c) non-inverted DALL and (d) DτLL flip angle mapping
techniques. The nominal 1α flip angle was 6◦. Solid lines are the curves fit to the
data points in the flip angle analysis.
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2.4.3 Accuracy
The accuracy of the Look-Locker based methods are illustrated in Figure 2.3
where the measured flip angle is plotted against the nominal flip angle for a range of
T1 values. For a phantom of this size, at 3 Tesla, it is reasonable to assume that the
nominal flip angle will match the actual flip angle fairly well.
All of the DALL methods lie along the α = αnom curve, with minimal deviations
for tip angles in the range 2 to 8 degrees. The niDALL approach shows less deviation
from the ideal response. Where the DALL and intDALL methods require fitting a
total of 6 parameters, niDALL only requires 3, which is likely the cause of this better
agreement. The DτLL approach, however, appears to have significantly worse noise
characteristics. All of the approaches, except the DτLL approach, seem to become
progressively less accurate at larger flip angles, showing a significant bias. This is a
result of the breakdown of spoiling for the larger flip angles and short repetition times
involved.
2.4.4 Slab Selection
An intensity filter was used to mask out regions with low signal prior to fitting
for the flip angle. Full 3D maps of the flip angle were created of slabs excited using
the three RF pulses described above. Theoretical slab profiles were calculated for the
two shaped pulses using the prescribed slab thickness, the measured flip angle in the
centre of the slab, and a smoothed version of the transmit coil profile as measured
using the hard pulse as inputs to Bloch simulations. Figure 2.4(a) shows a flip angle
image of the slab excited using the 10 kHz pulse. Despite the phantom extending
outside the field of view in the horizontal direction, only the excited slab is visible
in imaging, and here the contrast is set to highlight the ripple that is a result of the
shaped pulse.
In Figure 2.4(b), slab profiles are plotted based on a central voxel. The non-
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Figure 2.3: The accuracy of the Look-Locker based flip angle mapping techniques for
T1 values ranging from 271 to 2952 ms. (a) is the standard DALL implementation, (b)
is the interleaved DALL, (c) is non inverted DALL using reduced parameter fitting,
and (d) is an interleaved DτLL approach.
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Figure 2.4: Sensitivity of DALL method to slab selective pulses. (a) shows an image
of the flip angle in degrees across the slab excited with the 10kHz bandwidth pulse.
Despite the phantom extending outside the imaged slab, only the excited slab is
visible. (b) the experimentally measured slab profile matches the theoretical slab
profile.
selective hard pulse profile remains relatively flat, only tailing off towards the ends of
the coil. A second order polynomial was fit to the hard pulse profile for smoothing
purposes. Bloch simulations were then used with the maximum observed flip angle,
smoothed B+1 profile and prescribed slab thickness and overlaid with the experimen-
tally measured slab profiles, showing very good agreement.
2.4.5 T1 Correction
Axial and sagittal slices through the 3D flip angle maps in the brain are shown in
Figure 2.5. The data were collected assuming sagittal images using a slab selective
pulse. Thus in the sagittal plane, there is approximately a 20 % variation in flip angle
due to wavelength effects. In the axial reformats, the profile of the slab selective pulse
becomes apparent. This, combined with the wavelength effects, produces a nearly 50%
variation in flip angle, primarily in the slab selective L/R direction.
In all these flip angle maps, the variation in flip angle is slow and smooth, as
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Figure 2.5: Flip angle maps for a sagittal (top row) and axial (bottom row) in the
head at 3T. From left to right the methods of acquisition are intDALL, niDALL,
DτLL and AFI. Units are α/αnom.
expected. In addition, there is only a slight indication of the cerebrospinal fluid in
the ventricles, but otherwise there is no indication of the underlying anatomy, which is
also expected. There is also good agreement between the different flip angle mapping
techniques.
The T1 maps produced by the variable flip angle technique are presented in Figure
2.6. The T1 map produced by assuming the nominal 4
◦ and 18◦ flip angles are achieved
throughout is presented in the first column. This produces an underestimation of T1 in
the periphery of the brain due to the incorrect assumption of flip angle. This is most
obvious in the axial image, but is also present in the sagittal image. If the flip angle
is corrected using a map produced by the niDALL method in the middle column, the
corrected T1 images in the right column are produced. These have the slowly varying
bias from the flip angle variation removed and correct T1 values throughout.
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Figure 2.6: Sagittal (top row) and axial (bottom row) T1 and flip angle maps in the
head. The left column contains T1 maps constructed assuming the nominal flip angles
throughout the head. The middle column is the flip angle for the corresponding slices,
and the right column is the flip angle corrected T1 map. Units in ms for T1 maps and
α/αnom for flip angle.
2.5 Discussion
Two of the primary limitations of the Look-Locker based approaches are illustrated
in Figure 2.7. At low flip angles and/or long T1 values, too little of the inversion
recovery curve will get sampled to derive a useful T ∗1 value. At the high flip angles
and/or short T1 values, the recovery may be largely done by the acquisition of the
second effective TI volume. Inversion recovery curves are optimally sampled with
TI samples that extend to approximately 3-4.5 times T ∗1 [21]. In this case, the last
sample is at 633 ms, but in Figure 2.7(a), T ∗1 ≈ 660 ms, and in Figure 2.7(b), T ∗1 ≈ 58
ms.
Figure 2.7(a) plots the transient for the non-interleaved Look-Locker acquisition
with a nominal flip angle of 2◦ in a sample with a T1 of 740 ms. This being a con-
ventional Look-Locker acquisition, it would be expected that the transient should
start at the inverse of where the previous one ends (i.e. it should start at approxi-
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Figure 2.7: Sources of error in Look-Locker fitting. (a) Transient acquired with
reduced B+1 (α = 2
◦) in a sample with T1 = 740 ms. The reduced B+1 prevents
complete inversion, and the TI points only sample a portion of recovery curve. (b)
Transient acquired assuming large B+1 (α = 20
◦) in saline. The inversion pulse is
effective, however, much of the exponential decay is complete by the second TI.
mately -7 arbitrary units (a.u)). This, however, is not the case. The inversion pulse
amplitude was calibrated to a fixed value relative to the nominal 6◦ α pulse. De-
creasing the B+1 amplitude either with destructive interference, or by increasing the
transmit attenuation, as in this case, leads to a break-down of the adiabatic condi-
tion. Thus as the transmit field decreases, the inversion pulse may fail to effectively
invert the magnetization. Unless high power inversion pulses are used, the inverted
Look-Locker flip angle may reduce to the non-inverted case in the presence of large
B+1 non-uniformities.
At the other extreme, especially in samples with long relaxation times, the tran-
sients cease to be well described by an exponential. Figure 2.7(b) is the transient for
a nominal α of 20◦ acquired in a non-interleaved DALL acquisition in saline. Two
things stand out in this transient. First, the T ∗1 of this recovery is very short, and not
well sampled by this sparsely sampled accelerated Look-Locker α-train. A smaller Nα
and/or segmenting Nα into more TI volumes would be required to better sample the
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transient. Second, the sampled points do not appear to lie along an exponential curve.
The samples of the recovery curve are not well described by an exponential function,
and these deviations cannot be accounted for by system noise alone. These devia-
tions are the result of the breakdown of spoiling, which leads to a non-exponential
transient, and thus an inaccurate T ∗1 and α derived from it.
2.6 Conclusion
The accelerated 3D Look-Locker technique has been adapted to produce 3D flip
angle maps using either a double angle or dual τ approach. The 3D nature of the
method allows it to map the flip angle variations arising from wavelength effects and
slab selective pulses, making it ideal for correcting quantitative 3D methods such as
DESPOT. Given the typically slow variation in flip angle, low resolution flip angle
maps can be acquired over the whole brain volume in approximately one minute,
making this one of the faster B+1 mapping methods in existence.
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Chapter 3
Optimizing the Efficiency of Flip
Angle Mapping Techniques
61
Abstract
Flip angle mapping is one approach to correcting B+1 transmit inhomogeneity prob-
lems, but it also has other applications. There currently exist many approaches to
mapping the flip angle, and the actual flip angle imaging (AFI) and double angle
methods (DAM) appear to be the the most popular, while techniques based on the
Look-Locker sequence are also showing promise. The noise in the resulting flip angle
maps will depend on the noise in the raw images as well as the particular sequence
parameters. The flip angle to flip angle noise ratio (ANR) is one useful metric for
quantifying the quality of the techniques. A theoretical propagation of noise analysis
is used to define an imaging efficiency based on the ANR achievable in a fixed scan
time. The imaging parameters are optimized to produce the best ANR efficiency un-
der a range of conditions for each of the techniques. The concept of imaging efficiency
is then validated by comparing the predicted ANR to experimental values in vitro
under a range of imaging conditions.
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3.1 Introduction
There is currently a great deal of interest in mapping the excitation angle, α.
This has been motivated by the trend towards higher main field magnets. These lead
to improved SNR, but also require shorter wavelength radio frequency (RF) pulses,
which lead to a non-uniform excitation field, B+1 , and consequently, α. Conventional
quantitative and qualitative imaging approaches generally rely on the assumption that
the excitation angle is uniform throughout the volume of interest. At field strengths
up to and including 1.5 Tesla, volume coils have generally been able to achieve an
excitation field, and thus an α profile, that is sufficiently uniform for most purposes.
At 3 T and above, the wavelength in tissue becomes shorter, leading to destructive
interference from coil elements in conventional coils [1], and thus a non-uniform B+1
and flip angle profile.
For imaging, a uniform excitation angle is desired over the field of view. Two
factors prevent this. First, if the excitation field, B+1 , is non-uniform, either due to
wavelength effects at high fields or simply a coil that produces a non-uniform B+1
field even in free space, even a non-selective hard pulse will not produce a uniform
excitation. Secondly, any time slice or slab selective pulses are used, the selection
profile of a finite duration pulse will not be a perfect rect function, also leading to a
non-uniform excitation, even in the presence of a uniform B+1 field. In practice, the
non-uniform excitation is due to a combination of both these influences, which are
linked by α ∝ B+1 , for hard pulses and selective pulses in the small tip angle regime [2].
The non-uniform excitation will lead to artefacts in 3D imaging and inaccuracies in
quantitative imaging. Methods to correct the artefact, either through the use of
custom pulses and coil combinations, or post processing, do exist, but mapping the
excitation angle is a prerequisite.
Ideally, a flip angle mapping technique should be fast, accurate and precise, not
be sensitive to variations in T1, T2 or B0, and have a relatively large dynamic range.
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Current methods for mapping the flip angle are typically based on image phase [3–5],
or image amplitudes based on incremented radio frequency pulse amplitudes [6–10],
or interleaved repetition times [11,12].
The most commonly used techniques are the double angle methods (DAM) [7, 9]
and the interleaved repetition, actual flip angle imaging (AFI) approach [12]. The
double angle method itself is not easily adaptable to 3D imaging as it requires a
long repetition time to avoid T1 errors. This limitation can be overcome by the use
of preparation pulses [8, 9]. The AFI approach is adaptable to 3D imaging, as the
repetition times are by necessity short to avoid T1 bias.
While these methods have become more widely adopted, there has been little
effort made to compare or optimize their efficiencies. The AFI approach is based
on an acquisition using interleaved repetition times, TR1 and TR2, with a repetition
time ratio in the range of 4–6, but little evidence has been provided to support this
choice. Similarly, for the saturated double angle method (satDAM) [9], it is not clear
what effect the saturation recovery time will have on the noise in the flip angle map.
In addition to the above cited approaches, it was recently suggested by us [13]
and others [14] that the Look-Locker sequence [15,16] could be adapted for flip angle
imaging. This sequence has proven to be a highly time efficient technique for mapping
T1, and was recently adapted to map α. The technique does however have a number
of parameters that affect the noise in the α map.
The concept of imaging efficiency was previously used to compare and optimize
quantitative T1 imaging techniques [17]. By a propagation of noise analysis, it is
possible to predict the noise that will be introduced into the derived quantitative
measurement, under the assumption of a constant scan time. We sought to adapt
this approach to flip angle mapping and to use it to optimize and compare existing
techniques. We will limit our focus to the AFI and DAM approaches developed by
others, and also include a comparison to the newly introduced Look-Locker methods
developed in this Thesis. The above approach is general in nature, and requires no a
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priori assumption of imaging scheme. As such it provides a fair technique to compare
different approaches, assuming that they are acquired using the same voxel volume
and total readout time.
3.2 Theory
This section follows the framework developed for the optimization of T1 mapping
sequences [17], which is adapted for flip angle mapping sequences here. The selection
of an appropriate flip angle mapping technique depends on many factors. Image
quality is typically assessed based on the signal to noise ratio (SNR). In the case of
this Thesis, flip angle (α) maps are the goal, and a similar metric of image quality
can be defined as the alpha to noise ratio (ANR):
ANR =
α
σα
(3.1)
It is possible to define a dimensionless noise amplification factor, b, based on the
propagation of noise from the signal to the derived flip angle:
b =
σα/α
σ0/S0
(3.2)
Here S0 represents the maximum theoretical signal, i.e. the signal obtained after a
90◦ pulse applied to fully relaxed magnetization, and σ0 the noise in it. We use this
hypothetical maximum signal for the intrinsic SNR, since it is otherwise impractical
to define a signal value that has an equivalent meaning across the different flip angle
mapping methods. α and σα represent the flip angle and noise in the flip angle that
would be derived from the given flip angle mapping technique. b is thus determined
by a theoretical analysis of noise propagation through the signal equation for any
given imaging method.
The ANR in the image can then be expressed as:
ANR =
S0
σ0
1
b
(3.3)
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=
S ′0
σ′0
1
b
(
Nrep
BW
)1/2
V (3.4)
where S ′0/σ
′
0 is the hypothetical signal acquired with a single repetition with unit
bandwidth of a voxel with unit volume. BW and V represent the actual imaging
acquisition bandwidth and voxel volume, and Nrep = NexNpe represents the signal
averaging associated with imaging, with Nex signal averages for Npe phase encodes.
The technique imaging time is thus given by Texam = NrepTseq, and Tseq represents
the time required to acquire all necessary repetitions of a single line in k-space for
that particular technique.
Since we are interested in comparing the ANR of the derived flip angle maps
of different techniques in a fixed imaging time and using equivalent spatial encoding
schemes, setting Texam, BW , V and S
′
0/σ
′
0 to unity will result in a measure of imaging
efficiency, defined as ANR per unit total scan time, per unit intrinsic SNR, given by:
Γ =
1
b
1√
Tseq
(3.5)
Thus the efficiency will depend on the measure of effective sequence repetition time
given by Tseq, and the dimensionless noise propagation value b, which is determined
by the sequence timing and relaxation parameters.
The above is based on the assumption that one line of k-space is acquired with
each sampling pulse, which can impose restrictive constraints on the sequence timing.
If echo planar (EPI), or parallel imaging were used to accelerate the imaging with an
acceleration factor R, and the bandwidth correspondingly increased to maintain the
same readout window, the accelerated bandwidth would be BWEPI = R × BW . To
keep Texam constant, either Nex would have to be increased by R, or the sequence
timings (e.g. TR) would have to be increased and Nex held constant. The first option
dictates that sequence timings would have to be held constant, and thus b would
not change, for no net gain in efficiency. The second option would have an efficiency
reduced by 1/
√
R, due to the increased bandwidth, with no corresponding increase in
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Nrep, and this would compete with any improvement in b due to the eased restrictions
(i.e. lengthening) of sequence timings in b.
3.2.1 DAM Efficiency
The double angle method (DAM) is based on the ratio of two signal intensities
obtained using an RF pulse at a nominal flip angle of α or 2α [7,8]. Assuming that a
long repetition time (TR = 5T1) is used to ensure the magnetization preceding each
pulse is the same, the signal intensities, S1 and S2, will be given by:
S1 = S0 cosα (3.6)
S2 = S0 cos 2α (3.7)
these can then be combined to determine the actual flip angle achieved:
α = arccos
(
S2
2S1
)
(3.8)
Propagation of noise (see Appendix 3.7.1) would then result in a noise propagation
factor of:
bDAM =
(
1
α2
1
4 sin2 α− sin2 2α
(
sin2 α + sin2 2α
sin2 α
))1/2
(3.9)
An alternative technique is to use a saturation pulse followed by a fixed recovery
time TSR, thus providing the same magnetization to precede each pulse without the
need for full recovery [9].
{[SatPrep− TSR − α]− [SatPrep− TSR − α]−}repeat
The signals would then be given by:
S1 = S0 (1− exp (−TSR/T1)) sinα (3.10)
S2 = S0 (1− exp (−TSR/T1)) sin 2α (3.11)
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The flip angle would still be calculated using Eq 3.8, but would result in a noise
propagation factor of:
bsatDAM =
1
(1− exp (−TSR/T1))bDAM (3.12)
If the long TR method is used, two repetitions of TR = 5T1 would be required,
and thus, the effective sequence time, Tseq, would be 2 · 5 · T1. If the saturation
preparation is used instead, the input signal, and thus efficiency, would be scaled
by 1/ (1− exp(−TSR/T1)), where TSR is the time allowed after the saturation for
recovery. Assuming that the time required to excite and collect signal outside of the
saturation time, is short compared to the TSR, (i.e. the next saturation pulse follows
closely after the α pulse), Tseq would then be given by 2 · TSR.
Combining the above, the efficiencies of the double angle methods would be given
by:
ΓDAM =
α√
10T1
((
4 sin2 α− sin2 2α
)( sin2 α
sin2 α + sin2 2α
))1/2
(3.13)
ΓsatDAM = (1− exp(−TSR/T1))
(
5T1
TSR
)1/2
ΓDAM (3.14)
Thus, the efficiency of the satDAM method is affected by two competing factors.
Short saturation recovery times lead to a reduced signal, thereby reducing the effi-
ciency by the factor (1− exp(−TSR/T1)), which competes with the decreased imag-
ing time that increases efficiency by the factor 1/
√
TSR. In fact, it holds that
the efficiency of the satDAM method is only greater than the DAM method when
(1−exp(−TSR/T1))
√
5T1/TSR > 1 which is approximately the case when TSR < T1/5.
3.2.2 AFI Efficiency
The actual flip angle imaging (AFI) [12] technique employs an interleaved TR
acquisition. Two images are acquired using two repetition times, TR1 and TR2, with
TR2 > TR1, that are interleaved.
{[α− TR1 − α− TR2]−}repeat
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These produce two images, S1, from the short TR1 window and S2 from the longer
TR2 window, with different contrast:
S1 = S0 sinα
1− E1,2 + (1− E1,1)E1,2 cosα
1− E1,1E1,2 cos2 α (3.15)
S2 = S0 sinα
1− E1,1 + (1− E1,2)E1,1 cosα
1− E1,1E1,2 cos2 α (3.16)
where E1,1 = exp(−TR1/T1), and E1,2 = exp(−TR2/T1). If the repetition times
are assumed to be short relative to the longitudinal relaxation, the ratio of these,
r = S2/S1, can be used to determine the flip angle:
α = arccos
(
rn− 1
n− r
)
(3.17)
where n = TR2/TR1.
The propagation of noise factor (see Appendix 3.7.2) is then given by:
b =
1
α sinα
( 1− E1,1E1,2 cos2 α
1− E1,2 + (1− E1,1)E1,2 cosα
)2
(n2 − 1) (r2 + 1)
(1− r2) (n− r)2
1/2 (3.18)
and the sequence will have an effective sequence time given by Tseq = TR1 + TR2.
This results in a flip angle mapping efficiency given by:
ΓAFI =
α sinα√
TR1 + TR2
× · · ·(1− E1,2 + (1− E1,1)E1,2 cosα
1− E1,1E1,2 cos2 α
)2
(1− r2) (n− r)2
(n2 − 1) (r2 + 1)
1/2 (3.19)
3.2.3 Double Angle Look-Locker
Compared to the above methods, Look-Locker based flip angle mapping tech-
niques have many more parameters that influence the flip angle imaging efficiency.
This, combined with the error propagation through the non-linear least squares fitting
process, makes the derivation of imaging efficiency a tedious endeavour. The proce-
dure is outlined here, but for a full discussion, the reader is directed to the Thesis
Appendix. The efficiency is determined by T1, the separation of sampling pulses τ ,
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flip angle α, and the segmentation of the transient, based on Nα samples along the
recovery curve, into NTI effective inversion time images. This gives an acceleration
factor of Nα/NTI .
The Look-Locker technique has been shown to be a very efficient technique for
measuring T1 [17], with a peak efficiency nearly equal to that of inversion recovery
techniques, but applicable in a very short scan time.
The flip angle as given by the double angle Look-Locker (DALL) method is given
by [13,14]:
α = arccos
(
1
4
(
E∆ +
√
E∆ + 8
))
(3.20)
with
E∆ = exp
(
−τ
(
1
T ∗1,2α
− 1
T ∗1,1α
))
(3.21)
where T ∗1,1α and T
∗
1,2α are the driven inversion recovery time constants measured by
least squares fitting to the Look-Locker recovery curves, based on sampling with a
train of 1α or 2α pulses, and are related to T1 and α by:
T ∗1,1α =
1
T1
− ln (cos 1α)
τ
(3.22)
T ∗1,2α =
1
T1
− ln (cos 2α)
τ
(3.23)
The noise amplification factor (see Appendix 3.7.3) is then give by:
b =
E∆τ
α
∂α
∂E∆
( b∗1α
T ∗1,1αDR1
)2
+
(
b∗2α
T ∗1,2αDR2
)21/2 (3.24)
where
∂α
∂E∆
=
(
16−
(
E∆ +
√
E2∆ + 8
)2)−1/21 + E∆√
E2∆ + 8
 (3.25)
where DR1,2 is the dynamic range of the exponential recovery curves (defined for
these purposes as (S(∞)− S(0))/S0), and b∗ is the noise amplification factor for the
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T ∗1 values assuming 3 parameter fitting to an inversion recovery equation, defined as:
b∗ =
σT ∗1 /T
∗
1
σ0/DR
(3.26)
The full expansion of b∗ is presented in [17], and is also included in Thesis Appendix
A.
Here we have to distinguish between the standard implementation of Look-Locker
imaging and the accelerated technique. In conventional Look-Locker imaging, the
recovery is sampled Nα times with the low flip angle pulses, and these samples are
used to form NTI = Nα images along the recovery curve. In accelerated Look-Locker
imaging, the samples can be grouped so that NTI < Nα, thus giving an acceleration
factor of Nα/NTI .
The double angle accelerated 3D Look-Locker imaging techniques require NTI
reconstructed images along the recovery curve, acquired twice (once using 1α tip
angles and once using 2α tip angles). This gives an effective sequence time, Tseq =
2 · τ · NTI . The effective sequence time may be slightly longer than this due to the
time required for the inversion prep pulses, but for purposes of simplicity it is assumed
these are short compared to the time taken for the sampling pulses.
Thus the double angle Look-Locker methods have an efficiency given by:
ΓDALL =
1√
2τNTI
α
E∆ (∂α/∂E∆)
( b∗1α
T ∗1,1αDR1
)2
+
(
b∗2α
T ∗1,2αDR2
)2−1/2(3.27)
where the efficiency depends on the sampling of the two recovery curves via the b∗
values and DR values. The b∗ values will be determined by the sampling of the
recovery curves and do depend on the starting or ending values of the transients,
and the DR values will be determined by the order in which the two curves are
sampled as well as the nature of the preparation pulses. In the following sections
three different ordering and preparation pulse schemes are introduced and efficiency
formulae derived.
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3.2.3.1 Non-Interleaved Inverted DALL
Typically, for the accelerated 3D Look-Locker method, each α-pulse-train is fol-
lowed immediately by the next inversion α-pulse-train, and this conventional approach
will just be referred to as DALL.{
pi − [α− τ−]Nα
}
repeat
After a complete image (or k-space) data set is fully collected using α pulses, a second
would be acquired using 2α pulses.{
pi − [2α− τ−]Nα
}
repeat
The familiar inversion recovery equation that is fit independently to the two transients
is:
S (t) = A+ (B − A) exp
(
− t
T ∗1
)
(3.28)
where A is the steady-state that the signal is decaying towards given by the equation:
A = S0
1− Eτ
1− Eτ cosα sinα (3.29)
Eτ = exp (−τ/T1) (3.30)
The starting value, B will depend on the delays introduced by the inversion pulse, as
well all of the samples along the recovery curve [16]. If the inversion pulse is assumed
to be short relative to T1 relaxation, it can be approximated by setting
S (0) ≈ −S (Nατ) (3.31)
giving the result
B ≈ −A1− exp (−Nατ/T
∗
1 )
1 + exp (−Nατ/T ∗1 )
(3.32)
and thus a dynamic range
DR = A−B
= A
(
2
1 + exp (−Nατ/T ∗1 )
)
(3.33)
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In this implementation of the dual angle LL method, a total of six parameters will be
fit: A1, B1 and T
∗
1,1α for the transient acquired with 1α pulses, and A2, B2 and T
∗
1,2α
for the transient acquired with 2α pulses.
3.2.3.2 Interleaved Inverted DALL
The interleaved DALL (intDALL) method interleaves the 1α and 2α recovery
trains:
{
pi − [α− τ−]Nα − pi − ([2α− τ−]Nα −
}
repeat
so that both 1α and 2α data set acquisitions are interleaved into one sequence. This
has the effect that it makes the dynamic range of the transients in the two acquisitions
more similar, and may make the DALL technique less sensitive to changes in T1 or
flip angle.
Thus, if the 1α acquisition is governed by the equation S1α(t) = A1 + (B1 −
A1) exp(−t/T ∗1,1α) and the 2α acquisition by S2α(t) = A2 + (B2 − A1) exp(−t/T ∗1,2α),
the signal for the 1α acquisition will recover from B1, towards, but not necessarily
reach A1, while the 2α acquisition will recover from B2 which will be determined by
the end of the 1α train.
B1 = − sinαMz,2α(Nατ)
B2 = − sin 2αMz,1α(Nατ) (3.34)
Solving these gives:
A1 = S0
1− Eτ
1− Eτ cosα sinα (3.35)
A2 = S0
1− Eτ
1− Eτ cos 2α sin 2α (3.36)
B1 =
− (sinα/ sin 2α)A2 (1− E2α) + A1E2α (1− E1α)
(1− E1αE2α) (3.37)
B2 =
− (sin 2α/ sinα)A1 (1− E1α) + A2E1α (1− E2α)
(1− E1αE2α) (3.38)
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E1α = exp
(
−Nατ
T ∗1,1α
)
(3.39)
E2α = exp
(
−Nατ
T ∗1,2α
)
(3.40)
where the dynamic range is still given by A1−B1 for the 1α acquisition, and A2−B2
for the 2α acquisition, but now B1 and B2 depend on the dynamics of both transients.
3.2.3.3 Interleaved Non-Inverted DALL
There is a third option. The transients may be acquired in an interleaved sense,
but with the inversion pulses omitted (niDALL):
{
[α− τ−]Nα − [2α− τ−]Nα −
}
repeat
As in the interleaved DALL acquisition scheme above, the end of the 1α-pulse-train
acts as the preparation for the 2α-pulse-train and vice versa. The equations for
interleaved non-inverted DALL still apply, but B1 and B2 are replaced with:
B1 =
(sinα/ sin 2α)A2 (1− E2α) + A1E2α (1− E1α)
(1− E1αE2α)
B2 =
(sin 2α/ sinα)A1 (1− E1α) + A2E1α (1− E2α)
(1− E1αE2α) (3.41)
Flip angle maps may still be produced as above by fitting for A1, A2, B1, B2,
T ∗1,1α and T
∗
1,2α, but removing the inversion pulse decreases the dynamic range of the
transients and may lead to poorer efficiency. However, now that the assumption of an
infinitely short, perfect inversion is no longer required, the equations become exact
and it is possible to fit directly for 3 parameters: T1, α and S0.
The propagation of noise into T1, α and S0 by directly fitting for these parameters
is not as straight forward as fitting for T ∗1,1α and T
∗
1,2α independently. There is no
closed form solution to work from. Instead, the propagation of noise into the flip
angle was solved using the symbolic math toolbox of Matlab, and the expressions are
included in Appendix A of the Thesis.
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3.2.4 Dual τ Look-Locker
So far we have only considered running the accelerated Look-Locker sequence
using two different values for the flip angle, α and 2α. It is possible to extract the
same information using a dual τ approach (DτLL). The transients can be acquired
using the same flip angle, but with a different spacing between the α pulses [14, 18].
An interleaved acquisition would look like this:
{
pi − [α− τ1−]Nα − pi − [α− τ2−]Nα −
}
repeat
The flip angle will then by given by:
α = arccos (EΛ) (3.42)
with:
EΛ = exp
(
− nτ1
n− 1
(
1
T ∗1,τ
− 1
T ∗1,nτ
))
(3.43)
where τ = τ1 = τ2/n with n > 1. The two repetition times lead to the two recovery
constants, T ∗1,τ and T
∗
1,nτ , in an effective sequence time of Tseq = (n + 1)NTIτ . This
expression leads to a noise amplification factor given by:
b =
1
α
nτ
n− 1
EΛ√
1− E2Λ
( b∗τ
T ∗1,τDRτ
)2
+
(
b∗nτ
T ∗1,nτDRnτ
)21/2 (3.44)
where the b∗ values are the dimensionless noise propagation factors for the T ∗1 values
as given in the Appendix.
In principle the same options available for DALL are available for DτLL; in other
words, the two different T ∗1 values may be acquired using sequential, interleaved or
non-inverted acquisitions as with the double angle methods above. However, for the
sake of brevity, only the interleaved, inverted acquisition scheme will be considered.
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3.3 Methods
The relevant imaging parameters for each technique were varied to investigate
what affect they would have on the theoretical efficiency of each flip angle mapping
technique. The goal was to find the set of parameters that would optimize the effi-
ciency, Γ, and thus ANR for a given scan time. With each technique thus optimized,
they could then be compared in terms of efficiency over a desired range of excited flip
angles.
A 12 cm diameter cylinder containing NiCl samples, with T1 values ranging from
185 ms to 2950 ms, was used to validate the calculated efficiencies over a range of
parameters. The 3D imaging matrix for the AFI and Look-Locker techniques was
42x42, with 24 slices, with an FOV of 12 cm in plane and 1 cm thick slices to cover
the entire volume of the phantom. Imaging parameters were then optimized to achieve
the maximum ANR in a one minute scan. Multiple repeats were then used to estimate
the noise in the estimated flip angle, and therefore ANR in the resulting flip angle
maps.
A one minute scan with 42x24 = 1008 phase encode lines and no averaging leads
to a Tseq of 60 ms. For the AFI technique, the one minute scan time limitation implies
TR1 + TR2 = 60 ms, thus to maximize n, subject to a minimum TR constraint of
5ms, TR1/TR2 was set to 5/55 ms. The flip angle was set to a nominal value of
α = 60◦, and varied by changing the transmit attenuation.
For the Look-Locker experiments, imaging timing parameters were chosen to op-
timize efficiency for a one minute scan based on 8 effective TI points and a T1 of 1500
ms. To achieve a one minute scan, τ was set to 3.7 ms, and Nα to 608 and 328 for int-
DALL and niDALL respectively. Image SNR (S0/σ0) and the resulting ANR (based
on Eq. 3.3) were estimated using multiple repeats for each of the techniques. S0 was
estimated using the value determined from the niDALL technique. A hard pulse with
a nominal flip angle of 4◦ (2α = 8◦) was used as the nominal α pulse, and the flip
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angle was then varied between 2◦ and 12◦ by changing the transmit attenuation.
3.4 Results
3.4.1 Double Angle Method Optimization
The basic double angle method itself requires a repetition time of 5T1 to avoid
bias. For a 3D data set this would lead to an excessively long scan, unless accelerated
read-out techniques such as EPI or spiral acquisitions are used. The saturated double
angle (satDAM) method employs a saturation reset pulse with a customizable delay
before the imaging pulses, to allow faster sequence acquisition. The delay determines
the available longitudinal magnetization and scan time.
This extra delay allows the sequence to be run more quickly without incurring a
bias, but also leads to an efficiency that varies with the recovery delay time as can
be seen in Figure 3.1(a). The optimum value for Tseq is approximately 2.5T1, which
corresponds to TSR = 1.25T1. This would still lead to a long scan, and speeding
up the acquisition by choosing a shorter repetition time will lead to a reduction in
efficiency.
The optimum efficiency achievable at different α values is shown in Figure 3.1(b).
The conventional double angle method with a TR of 5T1 is shown, and indicates
that the saturated DAM has a higher efficiency. Both approaches, though, appear to
achieve their optimum efficiency when α = 96◦. This contrasts slightly with how the
sequence is normally run. Normally only the signal amplitude is considered, and the
flip angle must be kept below 90◦ to avoid an undetermined solution. If the signal
phase is maintained, then S2α/S1α can become negative and produce valid results for
flip angles above 90◦.
A critical drawback of these double angle methods is that optimum efficiency
is only achieved with relatively long repetition times, leading to long scan times.
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Figure 3.1: Optimum efficiency (in s−1/2) available using the double angle methods.
(a) Efficiency at different recovery times for the saturated DAM and (b) the optimized
efficiency of the saturated DAM compared to conventional DAM.
Reducing the scan time by shortening the recovery delay time leads to a significant
decrease in scanning efficiency. Alternatively, an accelerated readout could be used
to acquire images more rapidly. This could make the DAM feasible in a reasonable
scan time, and allow the satDAM technique to be run with longer TSR times. Doing
this would lead to a more optimal TSR but would also decrease the SNR due to the
higher bandwidth of the EPI train. These two influences will be examined further
when exploring efficiency in a restricted scan time.
3.4.2 AFI Optimization
Optimization of the AFI technique is more complex than the DAM methods.
Rather than optimizing just one recovery time parameter (TSR for satDAM), there
are now two recovery times that need to be considered, TR1 and TR2, also expressed
as TR1 and n = TR2/TR1. The original implementation [12] recommended TR1 <
TR2 < T1 with n between 4 and 6, and flip angles in the range 20
◦ to 80◦.
From Figure 3.2(a) it appears that these values may not be optimal. The optimum
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Figure 3.2: Efficiency of AFI with n optimized. (a) Efficiency (Γ in s−1/2) at different
values of Tseq and α with n optimized for each combination, and (b) the error ((αAFI−
α)/α) associated with the optimum efficiency).
efficiency occurs at α = 116◦, for a Tseq value of 1.3T1 with n = 7.4 (i.e. TR1/TR2 =
232/1718 ms for T1 = 1500 ms). This however will lead to a significant inaccuracy, as
indicated in Figure 3.2(b), in the measurement of α, as the assumption that TR1 <
TR2 < T1 will no longer be valid. Moving to shorter repetition times will reduce this
problem, but at the expense of efficiency. Alternatively, n may be increased to reduce
bias with minimial effect on efficiency.
The n value required to produce the optimum efficiency shown in Figure 3.2(a)
depends on the particular Tseq and α combination. This is shown in Figure 3.3 for a
Tseq = 1.3T1. At low flip angles (below approximately 90
◦), the efficiency is relatively
insensitive to n but the optimum choice for n is as large as possible (i.e. TR1 a
minimum). At larger flip angles, a value closer to n = 5 may be better in terms
of efficiency, but comes at the expense of a larger error as shown in Figure 3.3(b).
Maximizing n will maximize the efficiency at low flip angles, ensure the least bias
regardless of the flip angle, and will only lead to a minor decrease in efficiency at the
largest flip angles.
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Figure 3.3: (a) Efficiency and (b) error of the AFI technique as a function of n, with
Tseq = 1.3T1. Low flip angles (< 90
◦) are optimized when n is maximized. At higher
flip angles this behavior changes.
In addition, it should be noted that with n maximized (i.e. TR1 a minimum),
the sequence begins to behave like another method based on two approximately 90◦
pulses in rapid succession [11]. The first pulse tips the magnetization into the trans-
verse plane, and the second follows very shortly after the first to sample the residual
longitudinal magnetization. It can be shown that for TR1 << T1 the AFI equation
reduces to:
α = arccos
(
S2
S1
)
(3.45)
which matches the solution in [11].
As in the double angle methods, the AFI method achieves its optimum scan
time with a Tseq value that would lead to a very long scan for a 3D data set if no
accelerated imaging were used. Reducing the scan time is possible either by reducing
the repetition times and thus Tseq, with a resulting loss in efficiency, or by using
accelerated imaging which permits a more optimum Tseq, but with reduced SNR.
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3.4.3 Double Angle Look-Locker Optimization
The parameter space of the DALL techniques was explored by varying the rep-
etition time (τ), length of the α-pulse-train, (Nα) and the flip angle (α) to find the
optimum efficiency for each Tseq and α combination. The T1 was set to 1500 ms, and
NTI to 8.
Figure 3.4 shows the dependence of the relative efficiency, Γ, of the DALL and
DτLL techniques on τ and flip angle. For each point, Nα is optimized to give the
best efficiency, and in the case of DτLL, n is optimized as well. Based on these, it
would appear that the best efficiency is achieved with fairly long τ values at large
flip angles. At this point Nα is restricted to NTI , and the technique ceases to be
accelerated and reduces to a conventional Look-Locker approach. This is also at the
limit of the validity of the DALL approach. For α = 45◦, 2α = 90◦ and T ∗1,2α = 0 to
which no valid exponential can be fit. At this limit, the optimum choice of τ is around
0.2T1, which for 32 view and 32 slice encodes, and NTI = 8 effective TI images, would
lead to a 3 hour scan, unless some sort of accelerated imaging is used.
The best achievable efficiency (τ , Nα and n optimized) at any given flip angle is
shown in Figure 3.5 . The benefit of moving to an interleaved acquisition is shown by
the increase in efficiency across the entire range. It is also apparent that reducing the
number of parameters fit in the niDALL approach, by removing the inversion pulse,
more than compensates for reduced dynamic range in the transients, and leads to an
efficiency that is even better still.
However, as can be seen in Figure 3.5, the optimum achievable efficiency does
not depend strongly on the flip angle. Thus choosing a shorter repetition time, and
a correspondingly smaller nominal flip angle can lead to a much shorter scan, with
minimal reduction in efficiency.
The τ and Nα values required to achieve optimum performance are presented
in Figure 3.6 for the niDALL method. From Figure 3.6(a), it is clear that lower
flip angles allow a shorter repetition time, and hence total scan time, with minimal
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Figure 3.4: Optimal flip angle mapping efficiency (in s−1/2) achievable using the ac-
celerated 3D Look-Locker sequence for different repetition time, and flip angle com-
binations. (a) efficiency based on a sequential acquisition of α and 2α, (b) interleaved
DALL, (c) non-inverted DALL, fitting reduced parameter set, and (d) interleaved
DτLL acquisition.
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Figure 3.5: The best efficiency of the Look-Locker based methods achievable at each
flip angle, assuming all other parameters are optimized for that flip angle.
reduction in efficiency. These shorter repetition times and flip angles, lead to a slower
transient recovery curve, which is best sampled by many α pulses as indicated by
Figure 3.6(b).
The best choice of flip angle, if the τ value is set based on scan time, can be
found by observing that the ratio of the flip angle to the Ernst angle based on the
desired τ value is nearly constant in Figure 3.6(c). Similarly, the number of α pulses
to optimally sample the recovery train is based on observing that the ratio of the
time taken to sample the recovery (τNα) to the modified recovery constant (T
∗
1,1α)
is also relatively constant in Figure 3.6(d). While only the results for the niDALL
method are presented in Figure 3.6, the other DALL based methods display similar
behaviour, and the optimum imaging parameters can be found based on the values
in Table 3.1. In Figure 3.6 there is a discontinuity in the optimum parameter values
at approximately 30◦. This is due to the fact that above this angle, the sequence
ceases to operate as an accelerated acquisition and the parameters are limited by the
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restriction N ≥ NTI , with NTI fixed at eight as outlined below.
α/αErnst Nατ/T
∗
1,1α
DALL 0.94 3.35
intDALL 1.21 3.73
niDALL 1.19 1.93
Table 3.1: Optimum imaging parameters for the various DALL flip angle mapping
techniques.
3.4.4 Optimizing the Number of Effective TI Images
For the Look-Locker based techniques we have so far been assuming NTI = 8.
This is partially based on [19], but it is also possible to demonstrate how efficiency
depends on NTI with Nα and all other parameters fixed.
As can be seen in Figure 3.7(a), the efficiency increases up to approximately
NTI = 8 and then begins to fall off very slightly. With insufficient points along the
transient, the exponential fitting is a poorly determined system, and very sensitive to
noise. Above a certain threshold, (approximately NTI = 8) additional points along
the transient begin to act just like additional averages, and so, while they may reduce
the noise in the fit parameters, it will come at the expense of scan time, for minimal
net effect on efficiency.
For the DALL and intDALL techniques that require fitting a total of 6 parameters,
the optimum NTI value is closer to 8, whereas for the niDALL technique that relies
on fitting only 3 parameters, fewer points are necessary (an optimum closer to 4).
While increasing the number of effective TI images beyond a certain point may
not lead to an increase in efficiency, it will lead to an increase in the dynamic range
of the techniques. This is illustrated in Figure 3.7(b) for the DALL and niDALL
techniques. With the technique optimized for peak efficiency, points are spaced along
each transient to minimize the noise propagated into the flip angle for that set of
parameters. Moving away from this optimum, the efficiency begins to drop off, due
84
0 10 20 30 40
0
0.05
0.1
0.15
0.2
0.25
0.3
α (deg)
o
pt
im
ize
d 
(τ/
T1
)
(a)
0 10 20 30 40
0
500
1000
1500
2000
α (deg)
o
pt
im
ize
d 
 N
α
(b)
0 10 20 30 40
0.8
0.9
1
1.1
1.2
1.3
α (deg)
α
/α
Er
ns
t
(c)
0 10 20 30 40
0
1
2
3
4
5
6
α (deg)
o
pt
im
ize
d 
 (τ
N α
/T
* 1,
1α
)
(d)
Figure 3.6: Parameters required to optimize the niDALL method. (a) The optimum
repetition time is lower with decreasing flip angle. (b) Lower flip angles with corre-
spondingly shorter repetition times require longer read-out trains. (c) The ratio of the
flip angle to the Ernst angle based on optimum efficiency at that angle is relatively
constant, as is (d) the time taken for the read-out train relative to the T ∗1 for that
angle.
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Figure 3.7: Effect of the number of effective TI images on the flip angle mapping
efficiency of Look-Locker methods with τ set to 3.7 ms. (a) Efficiency is independent
of NTI above a certain threshold as the additional TI volumes behave like averages
Nα and α are fixed. (b) The additional TI volumes lead to a broader flip angle
sensitivity with Nα fixed.
to the points no longer optimally sampling the curves. Increasing NTI ensures that,
even away from the optimal sampling condition, the curves are sampled adequately.
3.4.5 T1 Sensitivity
Up to this point we have been assuming a fixed T1. Typically, tissues with long T1
values are the most challenging with regard to flip angle mapping. If the sequence is
optimized to acquire an acceptable flip angle map at the largest T1 predicted to exist
within the volume, it will likely also produce acceptable results for shorter T1 values,
even if not optimized for those.
Figure 3.8 shows the efficiency of a niDALL technique optimized for a 1 minute
scan and a T1 of 1500 ms. Even though the technique is optimized for a long T1 value,
it will produce an even better ANR at shorter T1 values. The ANR will be as good
or better than the value at 1500 ms for T1’s ranging from approximately 300 ms to
1500 ms. The dynamic range will also be better at shorter T1 values over most of this
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Figure 3.8: Efficiency (in s−1/2) of the niDALL technique optimized for a T1 of 1500
ms over a range of T1 and flip angle values (τ = 3.7 ms, NTI = 8, Nα = 328).
range.
3.4.6 Practical Scan Time
So far we have investigated the optimum achievable efficiency of the above methods
without any concern as to how long they will actually take to scan. Neglecting
the actual scan time would seem to suggest that either the double angle or AFI
techniques have the advantage with peak efficiencies of approximately 1.2 and 0.9
s1/2 respectively, compared to the Look-Locker methods with efficiencies on the order
of 0.25 s1/2. However all of the above techniques appear to have an optimum efficiency
with parameters that would require a scan on the order of hours to acquire a 3D data
set.
Based on Figure 3.4 it appears that it may be possible to run the DALL meth-
ods with shorter repetition times with minimal loss in efficiency. On the other hand,
shortening the overall scan time would appear to lead to a significant loss in efficiency
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Figure 3.9: Optimized efficiency as a function of restricted effective sequence time for
the niDALL, AFI and satDAM flip angle mapping techniques.
of the DAM or AFI methods. This effect is highlighted in Figure 3.9 which shows
the optimized efficiency as a function of the effective sequence time, Tseq, of each
sequence. The efficiency of the DALL methods is relatively insensitive to Tseq. The
AFI and satDAM methods have an efficiency that improves with Tseq, and only ex-
ceeds the efficiency of the niDALL method above a certain threshold (approximately
Tseq = 0.025T1). This implies that for fast imaging especially in the presence of long
T1 values, niDALL may be the best choice. For example, for a 3D scan with approx-
imately 1000 total phase encode lines (32× 32 or 42× 24), and a sample T1 of 2000
ms, this implies niDALL would be the optimal choice for scan times below 50 s.
Flip angle or B+1 mapping is required to set optimal amplitudes and phases of
multiple transmit ports for B+1 shimming , or to design rf pulses for fully parallel
transmit methods [20–22]. For these applications, flip angle maps in times on the
order of a minute or less are needed. For this comparison, we will assume a maximum
scan time of one minute for a scan with 42 views and 24 slice encodes (1008 total
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Figure 3.10: Efficiency of flip angle mapping techniques with a scan time limited to
one minute for (a) the DALL techniques, and (b) the AFI and DAM techniques.
phase encodes).
Imaging parameters were chosen to maximize the ANR for a T1 of 1500 ms and
a scan time restricted to one minute (i.e. Tseq ≈ 0.04T1). The optimum sequence
parameters were set based on this value, and only the flip angle varied. This provides
an estimation of the dynamic range of the different techniques, as well as their relative
ANR performance.
The results of restricting the scan time to one minute are shown in Figure 3.10.
From these, it is clear that, while AFI or the DAM may have a higher peak efficiency,
with a limited scan time the accelerated 3D Look-Locker based methods, and in
particular the niDALL technique offer an almost equally efficient map of the flip
angle.
Rather than reducing the repetition times to acheive a one minute scantime, it
is also possible to use accelerated imaging such as EPI. The acceleration due to
EPI allows an increase in repetition times so that Tseq ∝ ETL. This leads to two
competing effects. The longer Tseq values lead to higher efficiency for the satDAM
and AFI methods, and could make conventional DAM feasible, but SNR is reduced
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Figure 3.11: Effect of EPI acceleration on the efficiency of the (a) satDAM and (b)
AFI methods.
due to the need to increase bandwidth to maintain the same read-out window, which
leads to a decrease in efficiency. This decrease in efficiency is proportional to R−1/2,
and in Figure 3.9, the slope of the satDAM and AFI methods is never greater than
0.5, or in other words slower than a square root law. This implies that using EPI
to permit longer Tseq values will not lead to a net gain in efficiency. This is further
illustrated in Figure 3.11 for the proposed one minute scan. An ETL of 32 would
allow a Tseq = 1.27T1, which is near optimum for the AFI and satDAM methods, but
does not yield a net increase in efficiency.
3.4.7 Experimental Validation
The flip angle maps based on optimum imaging parameters for the AFI and
niDALL techniques are shown in Figure 3.12. The nominal flip angle to produce
the AFI map in Figure 3.12(a) was 120◦, and the locations of the different T1 doped
phantoms are evident by a slightly different flip angle from the surrounding saline.
The noise in this image is indicated by the ANR map shown in Figure 3.12(b). Here
it is clear that the noise in the flip angle map is dependent on the T1, producing a low
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ANR for the longest T1 samples (upper left, 2950 ms), and improving with decreasing
T1 to the lower right (185 ms).
The flip angle map based on the niDALL technique in Figure 3.12(c) is based on
αnom = 6
◦. This leads to the ANR map in Figure 3.12(d), which indicates an ANR
approximately equal to the ANR of the AFI technique, where T1 is long, but does
not improve much with shorter T1 values. In both flip angle maps, there appears to
be minimal B+1 inhomogeneity, which is expected for a small phantom at 3 Tesla.
The model of noise propagation was validated by comparing the ANR predicted
by noise propagation based on the measured signal to noise and the scan time to
the experimentally measured values over a range of imaging parameters, using mul-
tiple repeats to acquire the above images. These are presented in Figure 3.13 for
the AFI and niDALL techniques. The AFI approach has an efficiency advantage in
short T1 samples, but where T1 becomes large, the niDALL approach matches the
AFI technique, but at significantly lower flip angles. There is also reasonable agree-
ment between the theoretically predicted and experimentally measured ANR for both
techniques, indicating that the noise propagation theory is an acceptable method of
optimizing and comparing the techniques.
There does appear to be additional error present in the AFI technique (Figure
3.13(b). This is most likely due to imperfect spoiling. The improved AFI spoiling
scheme [23] was implemented, but may not have been sufficient, particularly at the
higher flip angles.
3.5 Discussion
The AFI and DAM methods are often run ensuring α < 90◦ to avoid the need to
maintain image phase. As the results in this chapter show, there are potential benefits
to be had by running the techniques at higher flip angles. The DAM methods appear
to give a peak efficiency at flip angles around 96◦, while the AFI method is optimized
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Figure 3.12: Noise properties of the AFI and niDALL techniques. (a) AFI flip angle
map (α/αnom) with αnom = 120
◦, and TR1/TR2 = 5/55 ms (b) ANR map of (a).
(c) niDALL flip angle with αnom = 6
◦ and τ = 3.7ms and (d) the ANR map of the
niDALL image.
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Figure 3.13: Performance of the AFI and non-inverted DALL techniques. (a) shows
the ANR for a range of T1 values is ms, and (b) shows the bias in the measurement.
(c) is the ANR for the niDALL technique, and (d) is the bias in the niDALL flip angle
measurement. Lines are the ANR predicted by propagation of noise.
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around 116◦. There are additional challenges at these higher flip angles, as the small
tip angle assumption will no longer apply, and flip angle maps produced using slab
selective pulses may not translate well to lower flip angles. In addition, spoiling
becomes challenging, particularly when repetition times become shorter.
The results also indicate that the techniques are at their most efficient with rela-
tively long repetition times (TSR = 1.25T1 for the satDAM method and TR1 +TR2 =
1.3T1 for AFI). This indicates that better results are obtained by lengthening sequence
parameters up to these limits rather than signal averaging. In addition, it appears
that it may be advantageous to run the AFI technique with TR1 minimized. Previous
studies typically used the TR2/TR1 ratio in the range 4-6 which appears not to be
ideal. At flip angles below 90◦ minimizing TR1 leads to the best efficiency. At higher
flip angles a TR2/TR1 closer to the previously suggested range may be optimum in
terms of efficiency, but will lead to significant bias. For these reasons it is best to
keep TR1 to a minimum.
Using EPI imaging to permit a longer and more optimal Tseq for AFI and satDAM
was shown to produce no net benefit in terms of imaging efficiency. EPI may have
other benefits however. It could potentially make conventional DAM feasible. Using
EPI also allows an increase in the sequence repetition times, which may have the
additional benefit of reducing the difficulty in spoiling the transverse magnetization
and reducing T1 bias.
The Look-Locker based flip angle mapping techniques appear to have an efficiency
that is relatively independent of Tseq. Overall, the niDALL was found to be the most
efficient owing to the ability to fit a reduced parameter set. Thus, while it may not
have the peak efficiency of the DAM or AFI methods, when scan times are limited,
the ANR performance of the niDALL method may meet or exceed that of the other
methods, especially for long T1 values.
The propagation of noise analysis allows a conceptual approach to optimizing
flip angle mapping techniques. It does, however, have some significant limitations.
94
The techniques presented assume perfect spoiling of the transverse magnetization
at the end of each repetition period. At low flip angles and long repetition times,
this may be a good assumption, and the primary source of error in the flip angle
maps is likely to be noise propagated from the raw images. At the shorter repetition
times and larger flip angles required by some of these techniques, the perfect spoiling
assumption begins to break down.
3.6 Conclusion
The concept of flip angle imaging efficiency based on a theoretical propagation
of noise analysis was successfully used to investigate the parameters that would give
the best noise properties in flip angle maps. Imaging parameters for AFI, DAM and
Look-Locker based imaging techniques were presented that optimized the flip angle
techniques over a range of physical parameters, and experimental ANR ratios agreed
with those predicted by the theoretical model. Overall the AFI approach appears to
be an excellent choice when time constraints are not a factor, though it does suffer
from spoiling difficulties and requires long imaging times for optimum performance.
The Look-Locker based methods appear to be an excellent option, especially when
short imaging times are required, or when small tip angles are desired.
3.7 Appendix
From least square propagation of noise statistics, we have [24]:
σ2α =
∑
i
(
∂α
∂Si
)2
σ2i (3.46)
Where Si are the signal intensity values that enter into the calculation of the flip
angle, and σi are the noise levels in each of those values. Since we expect the noise
to be the same for each image, σi = σ0. In addition, the signal values will in general
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be given by Si = S0S
′
i. Thus Eq. 3.46 can be rewritten as:
σ2α =
(
σ0
S0
)2∑
i
(
∂α
∂S ′i
)2
(3.47)
and thus the dimensionless noise propagation factor is given by:
b2 =
1
α2
∑
i
(
∂α
∂S ′i
)2
(3.48)
3.7.1 DAM
For the double angle method, two signals, S ′1 and S
′
2, are required in Eq. 3.8, and
thus Eq. 3.48 becomes:
b2 =
1
α2
(∂α
S ′1
)2
+
(
∂α
S ′2
)2 (3.49)
=
1
α2
1
4S ′21 − S ′22
(
S ′21 + S
′2
2
S ′21
)
(3.50)
For the conventional DAM method, S ′1 = sinα and S
′
2 = sin 2α, while for the satu-
rated DAM method S ′1 = (1− exp (−TSR/T1)) sinα and S ′2 = (1− exp (−TSR/T1)) sin 2α.
Thus the error propagation term becomes:
b2DAM =
1
α2
1
4 sin2(α)− sin2(2α)
(
sin2(α) + sin2(2α)
sin2(α)
)
(3.51)
b2satDAM = b
2
DAM
1
(1− exp (−TSR/T1))2
(3.52)
3.7.2 AFI
In the AFI method, the flip angle is determined by Eq. 3.17, and thus the noise
propagation factor is given by:
b2 =
1
α2
(∂α
S ′1
)2
+
(
∂α
S ′2
)2 (3.53)
=
1
α2
(
∂α
∂r
)2( ∂r
∂S ′1
)2
+
(
∂r
∂S ′2
)2 (3.54)
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where r = S2/S1 = S
′
2/S
′
1 and with:
∂α
∂r
= − 1
n− r
(
n2 − 1
1− r2
)1/2
(3.55)
b becomes:
b2 =
1
S ′21 α2
(n2 − 1) (r2 + 1)
(1− r2) (n− r)2 (3.56)
=
1
α2 sin2 α
(
1− E1E2 cos2 α
1− E2 + (1− E1)E2 cosα
)2
(n2 − 1) (r2 + 1)
(1− r2) (n− r)2 (3.57)
by substituting S ′1 = S1/S0 as given by Eq. 3.15
3.7.3 DALL
For the double angle method, the flip angle is given by 3.20, and thus Eq. 3.46
can be reduced to:
σ2α =
(
∂α
∂E∆
)2( ∂E∆
∂T ∗1,1α
)2
σ2T ∗1,1α +
(
∂E∆
∂T ∗1,2α
)2
σ2T ∗1,2α
 (3.58)
where:
∂E∆
∂T ∗1,1α
= − E∆τ
T ∗1,1α
2 (3.59)
∂E∆
∂T ∗1,2α
=
E∆τ
T ∗1,2α
2 (3.60)
and σT ∗1,1α and σT ∗1,1α can be found by analyzing the propagation of noise in least
squares fitting.
Statistical analysis of least squares fitting [24] yields the error matrix ,  = β−1,
where the elements of β are given by:
βjk =
∑
i
[
1
σ2i
∂y(xi)
∂aj
∂y(xi)
∂ak
]
(3.61)
where y is the function that is fit, xi are the locations of the data points used in the
fitting, σi is the noise in the data point at xi and a are the parameters in the function.
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For Look-Locker imaging y(xi) = S(ti) = A+ (B −A) exp(−ti/T ∗1 ), and if we set
a1 = T
∗
1 , a2 = A and a3 = B, then σ
2
T ∗1
= 1,1. An exact solution can be found in [17],
and is summarized by the T ∗1 error propagation term:
b∗ =
(
c02c00 − c201
c22c02c00 + 2c12c01c11 − c212c00 − c201c22 − c211c02
)1/2
(3.62)
cm,n =
N∑
i=1
(ti/T
∗
1 )
m exp (−nti/T ∗1 ) m,n = 0, 1, or 2
and thus the α noise amplification factor becomes:
b2 =
1
α2
(
∂α
∂E∆
)2( E∆τb∗1α
T ∗1,1αDR1
)2
+
(
E∆τb
∗
2α
T ∗1,2αDR2
)2 (3.63)
For the non-inverted DALL method, it is possible to fit S1 and S2 simultaneously
for α, T1 and M0. Thus Equation A.83 becomes:
βjk =
1
σ20
∑
i
[
∂S1α(ti)
∂aj
∂S1α(ti)
∂ak
+
∂S2α(ti)
∂aj
∂S2α(ti)
∂ak
]
(3.64)
Where a1 = α, a2 = T1 and a3 = M0. S1α and S2α can be reduced to functions of α,
T1, and M0 by substituting the full terms for A, B and T
∗
1 into equation 3.28. The
solution is complex and was solved using the symbolic math toolbox in Matlab.
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Chapter 4
Spoiling for Accelerated 3D
Look-Locker Acquisitions
102
Abstract
The Look-Locker technique is a fast and efficient method of measuring the longitudinal
recovery constant, T1. This makes it adaptable to imaging, and in particular it can be
used in an accelerated 3D Look-Locker acquisition to rapidly acquire T1, or flip angles.
When flip angles become large, or repetition times become short relative to T1 and T2,
conventional techniques fail to effectively spoil the transverse magnetization, leading
to significant deviations from an ideal transient and inaccuracies in the measurement
of the modified recovery constant, T ∗1 . A novel approach using a randomized spoiling
scheme was recently suggested for steady-state imaging applications where signal
accuracy is more important than artefacts induced by not being in a true steady-state.
Here this approach is applied to transients measured using the accelerated 3D Look-
Locker technique. This improved random spoiling is particularly well suited to this
application as conventional spoiling causes erratic deviations from the ideal transient,
and these can be significantly reduced using random spoiling. This approach is shown
to improve the accuracy of measurements of T ∗1 without degrading image quality.
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4.1 Introduction
Fast imaging in the steady-state using short repetition times and spoiling of the
transverse magnetization is an efficient method of image acquisition. The short repe-
tition times make fast imaging possible, and by acquiring data using the Ernst angle,
the acquisition can be very efficient. By spoiling the transverse magnetization before
each radio-frequency (RF) pulse, the image contrast can be defined by a relatively
simple equation, simplifying image interpretation and making quantitative imaging
feasible.
Conventionally, spoiling is achieved by using a quadratically increasing RF phase
combined with a constant amplitude gradient crusher [1]. So long as the crusher
dephases spins in a voxel by a multiple of 2pi, this will lead to the formation of a
steady-state. An appropriate choice of the quadratic increase in phase will lead to a
steady-state signal that approaches the ideally spoiled case for a range of relaxation
times and imaging parameters. The precise choice of quadratic increase will, however,
depend on the particular application [1–6].
The motivation behind this deterministic spoiling scheme is that it will lead to
a steady-state. The signal will thus be modulated only by the phase and frequency
encoding gradients leading to a nearly ideal point spread function (PSF). If a random
spoiling gradient [1] or random RF phase spoiling [7] scheme were used, there would
be underlying variation of the magnetization from α pulse to α pulse. This would
lead to a non-ideal PSF, and artefacts similar to motion or ghosting artefacts.
As repetition times become short, excitation angles become large, and relaxation
times lengthen, the cancellation of coherence pathways induced by the quadrati-
cally increasing RF phase, begins to break down and the steady-state magnetization
achieved by the quadratic scheme begins to deviate significantly from the ideal value.
This particularly becomes a concern where the steady-state signal is used for quan-
titative T1 analysis as in DESPOT1 [8], or flip angle mapping using AFI [9]. While
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a steady-state will be reached, it can no longer be described by a simple expression,
leading to inaccuracies in the analysis.
In cases where the accuracy of the signal amplitude is essential, it may be ad-
vantageous to resort to a random spoiling scheme [10]. By using random spoiling
phase and random amplitude crusher gradients, the signal will oscillate about the
ideally spoiled value. If conventional Cartesian imaging were employed, this would
lead to the ghosting artefacts suggested above. This can be overcome by using radial
sampling, which effectively averages the centre of k-space, reducing the artefacts to
an acceptable level.
When not in steady-state, the prime reason for using quadratic spoiling disappears.
In Look-Locker imaging [11, 12] or accelerated 3D Look-Locker acquisitions [13], we
are interested primarily in the transient before steady-state is reached. Even in a
perfectly spoiled situation, sampling along the transient in the accelerated 3D Look-
Locker case would lead to modulation of k-space. In addition, quadratic spoiling
does not lead to a situation in which signal follows an exponential. Instead, the
signal deviates erratically from the ideally spoiled curve, and leads to additional
degradation of image quality and inaccuracy when fitting a time constant to the
measured transient.
The Look-Locker sequence was conceived as a method to quickly measure T1
and consists of an inversion pulse followed by a low flip angle excitation pulse train
to sample the recovery curve. This was incorporated into a 2D imaging sequence
[12] which formed one image for each low angle RF pulse in the readout train, and
required multiple repetitions to fully sample k-space. The accelerated 3D Look-
Locker sequence [13] is a modification of the original which uses slice and phase
encode gradients to partition the recovery curve into a 3D data set with multiple
effective inversion time (TI) volumes. In this case, the deviations from the ideally
spoiled transient, due to imperfect spoiling, lead to effective TI images with signal
that deviates significantly from the ideal. This leads to inaccuracy in T1 images
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obtained from this technique.
While originally designed for T1 imaging, the Look-Locker imaging sequence can
also be used to rapidly quantify the flip angle [14,15]. This, however, requires shorter
repetition times and larger flip angles, which both contribute to poorer spoiling ef-
fectiveness.
Quadratic spoiling does not produce a signal that varies smoothly from sample
to sample in the transient case, or even a curve that follows the ideally spoiled case.
We hypothesize that a random spoiling scheme, like that proposed by Lin [10], may
lead to images that better approximate the decay curve with reduced artefact. In
this chapter, the effects of random and quadratic spoiling on the transients used in
accelerated 3D Look-Locker imaging, and the resulting accuracy of T ∗1 and flip angle
maps is investigated. The influence of spoiling on the resulting point spread functions
is also investigated.
4.2 Theory
The Look-Locker technique uses an inversion pulse followed by a long train of
low flip angle pulses to sample the relaxing longitudinal magnetization (IR-SPGR) as
indicated in Figure 1.8. This provides a very fast and efficient technique for measuring
T1 [16]. SPGR pulses not only sample the recovering magnetization, but also perturb
it, leading to a modified longitudinal recovery constant:
1
T ∗1
=
1
T1
− ln(cosα)
τ
(4.1)
where α is the angle of the rapid sampling pulses, and τ is the spacing between those
pulses. If the flip angle is known, then the true T1 can be deduced from the measured
T ∗1 .
The analysis of the above is further complicated by the sampling scheme employed
in the accelerated 3D Look-Locker acquisition. Each effective TI image is formed
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using a small subset of samples along the transient, and multiple inversion-α-train
repetitions are required to fully sample k-space. For example, if 128 samples are
acquired and segmented into 8 effective TI images, 16 phase encode lines for each
effective TI image can be acquired for each repetition of the inversion-α-train. The
inversion-α-train would then have to be repeated until all phase encodes are acquired,
and the effective inversion time for each image would then be determined by the time
after inversion at which the centre of k-space is acquired.
Filling k-space by sampling along the transient in this way, introduces an addi-
tional modulation of k-space that depends on the order in which phase encode lines
are acquired and is best quantified by observing the distortion of the point spread
function [17]. In addition to the distortion introduced by the transient, the deviation
from ideal transient induces an additional distortion. In simulation, it is possible to
separate these two effects.
Quadratic RF spoiling uses an ever increasing phase angle of each subsequent RF
pulse to spoil the transverse magnetization.
φn = φn−1 + nφseed (4.2)
The optimum φseed value has been found by numerical simulation to be 117
◦ for
steady-state [1], and for transient signals to be 84◦ [4] to best match the ideally
spoiled case for a range of relaxation times and sequence parameters. For other
applications, other values may be better suited. For example, for T1 mapping using
the variable flip angle technique a value is 50◦ is proposed [5] based on stability
concerns and T1 measurement accuracy. For the actual flip angle technique [9], which
involves an interleaved TR steady-state, a different value again (129◦) is required [3].
In addition to the phase spoiling, another approach is to include very large spoiling
gradient moments to induce additional spoiling due to diffusion losses [18].
While quadratic spoiling produces good qualitative images with minimal artefact,
when repetition times become short in comparison to relaxation times and/or flip
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angles become large, it becomes progressively more difficult to achieve the cancellation
of coherence pathways. At this point, the signal begins to deviate significantly from
the ideally spoiled value, and it becomes impossible to choose a φseed value that is
applicable to a reasonable range of imaging parameters. This causes problems in
applications where signal accuracy is essential. This has led to a renewed interest in
randomized spoiling techniques [10].
The spoiling scheme proposed randomizes the phase of each RF pulse. Specifically,
each RF pulse has a phase randomly chosen from the interval [−pi,pi]. In addition,
each repetition will also include a crusher gradient of random amplitude that dephases
spins over a given voxel, by value C measured in cycles/voxel, where C is randomly
chosen from the interval [Cmin,Cmax].
4.3 Materials and Methods
4.3.1 Simulation
The approach to steady-state was modelled using Bloch simulations implemented
in Matlab. For simplicity all of the pulses were assumed to be perfect hard pulses.
The signal after each pulse was simulated by summing 10000 isochromats uniformly
distributed along the gradient spoiling direction.
For spoiling in the steady-state, a gradient randomized over the interval [10,20]
cycles/voxel was previously found to be optimum [10]. For a transient, the same
may not be the case. To investigate this, two gradient randomization schemes were
simulated and compared to the ideally spoiled transient based on the root mean square
error (RMSE) between the simulated transient and an ideally spoiled transient. The
random spoiling schemes investigated included random crusher ranges [−Cmax,Cmax],
and [0.5Cmax,Cmax]. The transient investigated was modeled assuming a sample with
T1 = 2000 ms, T2 = 200 ms, and 64, 30
◦ α pulses separated by τ = 3.5 ms. This
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would imply a T ∗1 value of 24 ms, and sampling fairly far out on the exponential curve
(out to approximately 9 T ∗1 ).
4.3.2 Experimental
The accelerated 3D Look-Locker sequence was implemented on a 3T GE Discovery
MR750 scanner. A pseudo random number generator [19] was used to perform the
randomization of RF phase and spoiling gradients, and the slab select (Z) gradient
was used for the spoiling gradient. Each effective TI image was formed from a group
of α pulses along the α-train, and within each group, ky-kz space was sampled using
a 2D centric encoding scheme. In other words, within each TI interval, the first RF
pulse was used to encode the lines closest to the centre of k-space, thus giving an
effective TI given by the time of the first α pulse within each TI interval.
A small CuSO4 phantom (T1 = 143 ms, T2 = 117 ms) was used to minimize any
B+1 inhomogeneity artefact and to simplify validation of the the simulations. The
inversion recovery curve was sampled with 512, 30◦ RF pulses with τ = 3.6 ms,
spoiled using either the quadratic or random methods. This long train of RF pulses
allowed investigation of both the transient phase of the signal, as well as the steady-
state. Imaging gradients were turned off to give a direct measurement of signal after
each pulse, that could be compared to a simulated transient. A delay of two seconds
was used between the end of one transient and the next inversion to allow for full
relaxation, and to facilitate comparison with simulation and imaging.
The imaging gradients were turned back on, and the number of RF pulses reduced
to 64 to acquire eight effective inversion time images of the phantom during the
transient phase. Within each effective TI image, the ky-kz lines were encoded using
a 2D centric approach [20]. The first pulse within each group was used to encode
the line closest to the centre of k-space, and the last the line furthest out in k-space.
The sequence was then repeated to fully sample k-space with a 2 s delay between the
end of each sampling train and the next inversion for full recovery. Other imaging
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parameters were the same as for the acquisition of the transient above. The signal
intensities of a central region of interest were measured for each effective TI image
and were compared to the raw transient acquired with imaging gradients turned off.
4.3.3 Theoretical PSF
The accelerated 3D Look-Locker acquisition is complicated by the fact that signal
is modulated by sampling along the transient. This in itself leads to modulation
of k-space [17], and a non-ideal PSF. This much is inevitable in the accelerated 3D
Look-Locker acquisition. In addition to this effect, however, is any deviation from
the ideal transient.
The cumulative effect of these deviations is shown in Figure 4.1. The Fourier
transform of a delta function leads to a constant in k-space. In an ideal situation,
the signal acquired from this point source for each effective TI image would be a
constant in k-space (S(ky, kz) = S(k = 0)). This ideal k-space is then modulated
by the sampling scheme along the transient, Strans(ky, kz)/S(k = 0). The Fourier
transform of this function gives the PSF due to the transient itself (PSFtrans). Next,
the k-space is further distorted by the deviations from the ideal curve due to imperfect
spoiling, contributing to the distorted k-space image. The Fourier transform of this
second distortion produces the PSF due to imperfections in spoiling (PSFspoil). The
convolution of these two point spread functions combine to produce the distortion in
the final image and potential inaccuracies in the signal intensity as measured using
an accelerated 3D Look-Locker acquisition.
The blurring due to sampling along the transient (PSFtrans) is inevitable due to
the definition of the accelerated 3D Look-Locker sequence. PSFspoil on the other
hand is something we can try to control by our choice of spoiling scheme. First,
we want to control any additional blurring, or ghosting. Secondly, the area under
PSFspoil, which is also given by the deviation of Mspoil(k = 0) from the ideal, will
lead to an inaccurate intensity of the effective TI image, and thus a potential bias in
110
FT (δ) × Strans (ky, kz)
Strans (k = 0)
× Sspoil (ky, kz)
Strans (ky, kz)
FT
PSFtrans
FT
PSFspoil PSFa3DLL⊗ =
Figure 4.1: The steps used to determine sources of artefact in simulated accelerated
3D Look-Locker acquisitions. A point is represented by a constant in k-space. This is
modulated by sampling along the transient, and any fluctuations from the transient
caused by imperfect spoiling, resulting in the distorted image of the point.
the T ∗1 measurement.
The 2D centric sampling scheme will lead to a circularly symmetric modulation of
k-space. Thus a 1D profile through the 2D PSF should be sufficient to characterize
it.
4.3.4 Quantitative Imaging
A 12 cm diameter saline filled cylinder with 9 samples doped with NiCl to T1’s
ranging from 185 ms to 2953 ms was imaged using the accelerated 3D Look-Locker
sequence. Transients were sampled with 48 α pulses with a repetition time of 3.6 ms.
These pules were segmented into 8 effective TI volumes. The transients were sampled
with either 15◦ or 30◦ RF pulses in an interleaved sense:
[pi − {48, 15◦ RF pulses} − pi − {48, 30◦ RF pulses}]repeat
This permitted imaging of the T ∗1 values at two different flip angles and also allowed
the technique to be used to derive a flip angle map using the double angle Look-Locker
approach. Imaging was based on a 3D matrix, 42x42 in plane (FOV = 12 cm) with
24, 10 mm thick slices to cover the entire phantom. Spoiling was either conventional
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quadratic spoiling, using φseed = 84
◦ and a crusher producing 14 cycles/voxel, or
randomized phase and gradients over the interval [10 20] cycles/voxel.
The T ∗1 values derived from the accelerated 3D Look-Locker technique were then
compared to values derived from a 2D inversion prepared fast spin echo measurement
of T1 and a flip angle measured using the AFI technique [9]. Accelerated 3D Look-
Locker acquisitions were repeated 20 times to assess the accuracy and precision of
the T ∗1 and α measurements, as well as to investigate the benefits of averaging.
4.4 Results
4.4.1 Optimal Spoiler Gradient
The result of choosing different gradient crushers is shown in Figure 4.2. The
quadratic spoiling scheme is shown as a baseline, and its performance does not change
with increasing crusher strength, over the minimum required of one cycle/voxel. Sim-
ilarly, if a randomized phase is used in conjunction with a non-randomized gradient
crusher, there is no improvement with moving to increasing gradient crusher am-
plitude. This can be summarized as follows [10]. The isochromat signal across the
crusher direction of the voxel is periodic with position. Thus, if the gradient crusher
produces a phase dispersion of 2pi, or 10pi, the voxel signal will be the same as there
will be 1 period or 10 periods of magnetization and thus yield the same signal. Ran-
domizing the crusher amplitude breaks this periodicity.
With random crusher moments, isochromat signal will no longer be a periodic
function of position along the gradient crusher direction. Instead, the random gra-
dients add a spatially dependent nature to the random isochromat signal. If the
crusher moments are small (Cmax < 5cycles/pixel), then there will be less spatial
variation in the isochromat signal and coherence pathways can still be conserved. As
the crusher moments become larger, there will be greater variation within a voxel,
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Figure 4.2: Root mean square error between ideally spoiled and simulated transient.
Shown are the conventional quadratic spoiling, random phase with fixed crusher, and
random phase with crushers randomized over different intervals. 64 samples post
inversion, τ = 3.5 ms, T1/T2 = 2000/200 ms. Ranges shown are a fraction of Cmax.
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and the coherence pathways will generally cancel. This is evident in Figure 4.2, where
larger maximum random gradient moments lead to better agreement with the ideally
spoiled curve. For steady-state, uniformly distributed random crushers over the range
[0.5, 1]Cmax were reported to be optimum [10] by avoiding low gradient moments or
balanced gradients that could lead to rephasing while still allowing a significantly
large random range. The same appears to be true for spoiling of transient curves. A
value of Cmax = 20 cycles/voxel was previously reported to be optimum. While there
appears to be little benefit of randomized crushers greater than this value, results
significantly better than quadratic spoiling should be possible with Cmax as low as 5
cycles/voxel.
4.4.2 Validation
The approach to steady-state is not smooth even when a quadratic spoiling scheme
is used, as shown Figure 4.3(a). Despite the deterministic spoiling scheme, the sig-
nal varies erratically about the ideally spoiled curve. There are segments where the
signal deviates consistently from the exponential for several samples. A random spoil-
ing scheme removes these systemic deviations in favour of more random oscillations.
In addition, the amplitude of the deviations is smaller leading to an overall better
approximation of the ideally spoiled exponential.
The motivation for quadratic spoiling is evident from the right end of the plot
of Figure 4.3(a). After a sufficient number of pulses, the magnetization enters a
true steady-state but with a significant deviation from the fully spoiled value. The
approach to steady-state, however, is erratic, with significant deviations from the
ideally spoiled transient. It is this erratic transient that makes fitting an exponential
to acquire an estimate of T ∗1 unreliable. The deviations are not due to noise. Rather
they are repeatable, and due to the erratic combination of coherence pathways. This
is demonstrated by the experimentally measured points that track the simulated
spoiling.
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Figure 4.3: Bloch simulations and experimental data for approach to steady-state
employing quadratic or random spoiling schemes. (a and b) Real and imaginary
components respectively of the signal for a transient acquired using quadratic spoiling
and a small amplitude crusher (2 cycles/voxel) and a φseed = 84
◦. (c and d) Real and
imaginary signal for a transient acquired using random phase and crusher gradients
randomized over interval [10,20] cycles/voxel. The standard deviation in the transient
points is 0.0042 for quadratic spoiling and 0.021 for the random spoiling.
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The points that encode the center of k-space determine the signal intensity val-
ues of the effective TI images. With the imaging gradients turned on, images were
acquired of the uniform phantom, and a central ROI used to measure the signal of
the effective TI images. These values are indicated by the circles, which indicate
that the image intensity is effectively determined by the points encoding the centre
of k-space. It is these image values that determine the T ∗1 map of accelerated 3D
Look-Locker acquisitions, and the deviations from ideal transient cause inaccuracies
in the T ∗1 measurement.
When using random spoiling, as in Figure 4.3(c), even well after the transient
phase has ended, the signal still varies slightly from sample to sample, but it does so
about the fully spoiled value. In the approach to steady-state, however, the random
fluctuations are beneficial, as they remove the large, erratic deviations from the ideally
spoiled transient. Instead the points are randomly distributed about the transient,
well within the deviations predicted by simulation. Since the deviations are smaller
and random, exponential fitting to the transient is likely to produce a more reliable
estimate of T ∗1 . This results in a lower RMSE for the first 64 samples along the
recovery as indicated in Table 4.1.
The noise and error differences between the spoiling approaches are shown in
Figure 4.4(a). For a single point along the transient (sample 23 in Figure 4.3), a
histogram of the error, as given by the difference between the experimental data
and theoretically ideal transient, was found using multiple repeats of each transient.
Each repetition of the quadratically spoiled transient will consistently give a point
that deviates from the ideal, as can be seen by the narrow spread in error values, at a
significant bias. Random spoiling leads to a point that on average will be the correct
value, but introduces additional noise into the measurement. This is demonstrated
by the broader histogram, that is centred about the ideal value.
Diffusion also has an effect on the spoiling, and can even be used as the primary
source of transverse magnetization damping [2, 3]. To investigate this property, the
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Figure 4.4: Noise and diffusion effects on spoiling. (a) error properties of random and
quadratic spoiling for sample 23. (b) Effect of increasing the crusher amplitude to 15
cycles/voxel in the quadratic spoiling case.
amplitude of the crusher gradient for the quadratic spoiling was increased to 15
cycles per voxel to match the average value of the random spoiler gradient. As can
be seen in Figure 4.4(b), this leads to additional damping of the erratic fluctuations
in the quadratically spoiled transient, leading to a reduction in the error between
experimental and theoretical perfect spoiling as indicated in Table 4.1. This indicates
that diffusion does have an effect on, and can improve spoiling. The improvement,
however, is not sufficient to match the spoiling when both random phase and random
gradients are used.
RF phase Gradient RMSE
cycles/voxel
quadratic 2 (constant) 0.40
quadratic 15 (constant) 0.23
random [10,20] (range) 0.07
Table 4.1: Error between experimental samples and theoretically ideally spoiled sam-
ples for quadratically spoiled and randomly spoiled transients. Only the first 64
samples were used to highlight the errors during the transient phase.
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4.4.3 PSF
The effect of imperfect spoiling can be seen in the effective TI images of the
CuSO4 phantom shown in Figure 4.5. In these, the first effective TI volume images
are dominated by the transient phase producing some minimal blurring. Due to the
fully relaxed state prior to the inversion, no spoiling related artefacts are apparent.
By the third effective TI image, differences in the techniques begin to appear. Both
quadratic and random spoiling schemes produce a minimal amount of ghosting in
the phase encoding directions (read direction is vertical) due to the imperfect PSF.
Also apparent is the overestimation of the signal intensity in the quadratically spoiled
image. This image is significantly brighter than the randomly spoiled image, and even
contains regions that are brighter than the last effective TI image. Since this effective
TI volume is acquired during the transient phase, this should not be so.
In the last effective TI image, the ghosting is still barely evident in the randomly
spoiled image, and less so when quadratically spoiled. The image intensity of the
quadratically spoiled image, however, slightly underestimates the signal when com-
pared to the randomly spoiled image. In both the quadratically and randomly spoiled
imaging, some Gibbs ringing is evident, but any differences between the top row and
bottom row are due entirely to the choice of spoiling.
The process described in Figure 4.1 is shown using simulated data in Figure 4.6.
Using the given acquisition scheme (64 α pulses segmented into 8 effective TI times),
the ky-kz lines are acquired using a centric approach. The perfect image of a point in
k-space would be uniform, with an intensity given by the effective TI time as in Figure
4.6(a). Using the accelerated 3D Look-Locker sequence, this is not feasible. For the
first effective TI image, the first 8 RF samples are used to populate ky-kz lines, and
even with perfect spoiling, the transient would lead to signal variations from sample
to sample. This leads to the 8 concentric regions in Figure 4.6(b), one for each of the
RF pulses in the first effective TI image. The centre of k-space is populated by the
first RF pulse, the next ring by the second RF pulse, and so on. Subsequent effective
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Figure 4.5: Effective TI magnitude images of the CuSO4 phantom. Top row (a,b,c)
are images using quadratic sampling for the first, third and eighth effective TI image
respectively. Bottom row (d,e,f) are images based on random spoiling for the same
effective TI values as the above quadratically spoiled images. The first TI images are
scaled by 1/6th but the third and eighth have same window and level.
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Figure 4.6: ky-kz space modulation (magnitude) due to a centric acceler-
ated 3D Look-Locker acquisition for the first TI volume. (a) K-space filled
with signal equal to the first post-inversion sample. (b) Modulation due
to transient, (Mtrans (ky, kz) /Mtrans (0, 0)). (c) Modulation due to spoiling,
(Mspoil (ky, kz) /Mtrans (ky, kz)). (d) Combined effect of (b) and (c) on (a). The mod-
ulation of k-space due the transient and spoiling lead to the 2D PSFs shown in (e)
and (f) respectively.
TI images would be filled in a similar fashion. This type of distortion is unavoidable
by the definition of the accelerated 3D Look-Locker sequence.
Imperfect spoiling leads to coherence pathways being set up from sample to sam-
ple, and these lead to deviations from the ideally spoiled modulation, as shown in
Figure 4.6(c). The combined effect of sampling along the transient and non-ideal
spoiling on k-space of a point is shown in Figure 4.6(d).
The centric acquisition scheme leads to a circularly symmetric modulation of k-
space due to both the transient and non-ideal spoiling. These in turn lead to circularly
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symmetric PSFs as shown in Figures 4.6(e) and 4.6(f). As a consequence, the PSFs
can be characterized fairly well by a one-dimensional profile. In addition to the width
of the PSF leading to blurring, the area under the PSF is not necessarily unity due to
the error associated with sampling the k = 0 line. Any deviation from unity will lead
to an effective TI image with an inaccurate intensity, and will bias the T ∗1 estimate.
The sources of artefact and error in the experimental data can be visualized by
examining the 1D PSFs based on simulating the filling of k-space indicated by Figure
4.7. The first effective TI image is dominated by the effects of the transient. These
can cause significant blurring as indicated by Figure 4.7(a), but by the last effective
TI image, a perfectly spoiled transient would be nearly in steady-state, and thus the
PSF due to the transient narrows.
Due to the time given for full relaxation before each inversion pulse, the first few
points in the transient are only minimally affected by imperfect spoiling, leading to
minimal distortion from this effect in the first effective TI image (Figure 4.7(b)). By
the third effective TI image, the errors induced by quadratic spoiling are apparent.
Here, the error associated with the acquisition of the centre of k-space, leads to a PSF
with an area significantly greater than one for the quadratically spoiled transient, but
has little affect on the random case. Both techniques also indicate some signal outside
the central peak responsible for the ghosting artefacts. The eighth effective TI PSF
shows the same effects due to spoiling as the third, except now the quadratically
spoiled case shows a decreased area, and both show approximately the same artefact
in the tails of the PSF.
4.4.4 T ∗1 Error
Some of the effective TI images that were used to calculate T ∗1 maps, based on
sampling using 15◦ pulses, are shown in Figure 4.8. The locations of the samples
with different T1 values are evident from these images, as well as the surrounding
saline. Since the 15◦ and 30◦ transients were acquired in an interleaved sense, the first
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Figure 4.7: Point spread function indicating sources of error and artefact in accel-
erated 3D Look-Locker acquisitions. (a) The PSF due to transient effects alone for
the first and last effective TI image. (b) The PSF due to spoiling effects for the first
effective TI image, (c) for the third effective TI image, and (d) for the last effective
TI image.
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Figure 4.8: Effective TI images from a transient sampled with Nα = 48, 15
◦ segmented
into 8 effective TI volumes. (a) and (b) are the first and last effective TI images using
quadratic spoiling respectively, while (c) and (d) are the same, but randomly spoiled.
effective TI image is mostly saturated, especially the long T1 of the saline. Sampling
along the transient does lead to blurring that is evident in the first effective TI image
(frequency encoding direction was vertical), but is less evident in the last effective
TI image. In addition, from these images there does not appear to be a significant
difference between quadratic and random spoiling.
T ∗1 maps were extracted by non-linear least squares fitting of the inversion recovery
equation to the eight effective TI images. These are shown Figure 4.9. In the single
repetition images, the noise in the surrounding saline dominates, but the shorter T1
samples are distinguishable. At these short repetition times and flip angles T ∗1 does
not depend strongly on T1. After 20 averages, much of the noise is removed, but there
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Figure 4.9: T ∗1 maps (in ms) of the multi-T1 phantom. (a) and (b) are derived from
images spoiled using quadratic spoiling after (a) 1 Nex and (b) 20 Nex. (c) and (d)
are based on images spoiled using random spoiling.
is still some residual artefact in the quadratically spoiled map that is less apparent
in the randomly spoiled images.
The error and bias, measured using repeated measurements, introduced by the
different spoiling schemes sampled using 15◦ pulses are quantified in Table 4.2. The
random fluctuations induced by the random spoiling introduce additional noise into
the T ∗1 maps, as indicated by standard deviation of the T
∗
1 value, as compared to the
measurement made with quadratic spoiling. The mean absolute error, however is only
slightly worse for the randomly spoiled. This indicates that, at this lower sampling
angle, the quadratic spoiling is effective, and any inaccuracies induced in the image
intensities are either small or are effectively averaged out by the fitting process.
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T1 / T
∗
1 T
∗
1 σT ∗1 mean abs err
quad / rand quad / rand quad / rand
2952 / 105.3 91.2 / 105.8 11.5 / 29.4 16.0 / 21.9
1571 / 96.5 99.6 / 98.2 7.1 / 12.6 8.0 / 9.7
739 / 85.4 84.9 / 87.0 2.7 / 3.8 3.4 / 3.9
272 / 72.4 73.7 / 74.3 0.9 / 2.6 2.6 / 2.8
Table 4.2: Relaxation times (in ms) and errors (also in ms) measured using the
accelerated 3D Look-Locker technique with α = 15◦, spoiled either quadratically or
randomly.
At larger flip angles, as quantified in Table 4.3, the benefit of random spoiling
becomes apparent. While the noise in the T ∗1 maps is still larger for the randomly
spoiled transients, the mean absolute error is significantly reduced. The quadratically
spoiled acquisition will consistently give an incorrect T ∗1 value. Random spoiling
introduces additional noise, but will still lead to a more accurate estimate of T ∗1 .
T1 / T
∗
1 T
∗
1 σT ∗1 mean abs err
quad / rand quad / rand quad / rand
2952 / 26.2 21.2 / 25.0 0.7 / 2.2 4.9 / 2.2
1571 / 24.4 20.4 / 24.4 0.4 / 1.1 4.0 / 1.0
739 / 22.6 19.0 / 22.9 0.4 / 0.5 3.6 / 0.7
272 / 21.9 18.7 / 22.6 0.4 / 0.4 3.2 / 0.9
Table 4.3: Relaxation times (in ms) and errors (also in ms) measured using the
accelerated 3D Look-Locker technique with α = 30◦, spoiled either quadratically or
randomly.
If the above T ∗1 maps are combined, it is possible to extract an estimate of the
flip angle based on the nominal angle of α = 15◦ as shown in Figure 4.10. The
inaccuracy in T ∗1 measurements leads to a significant overestimation of the flip angle
when quadratic spoiling is employed. Random spoiling, on the other hand, indicates
a fairly flat flip angle profile, which is expected in a small phantom at 3T, and has
significantly reduced errors.
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Figure 4.10: Flip angle measurement based on the DALL approach. (a) is the flip
angle measured using quadratic spoiling and (b) is the mean absolute error. (c)
and (d) respectively are the flip angle map and error respectively based on random
spoiling. Units are degrees in the range [10◦ - 20◦] for flip angle maps and [0◦ - 5◦]
for errors.
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4.5 Discussion
For the validation experiments only, an addition delay was inserted between the
end of one transient and the inversion to start the next. This allowed the magnetiza-
tion to fully recover, and simplified the comparison between theory and experiment.
In Look-Locker acquisitions it is not necessary to provide this additional delay, and
the inversion to start the next transient phase can be applied immediately following
the end of the former. Without the delay, coherence pathways from one train of
RF pulses will contribute to the start of the next transient and introduce additional
fluctuations to the first few samples, but otherwise the results remain unchanged.
It has also been suggested that large gradient moments can also be used to disrupt
coherence pathways and improve spoiling through diffusion effects. These effects were
not included in simulation, but were investigated experimentally by increasing the
crusher moments of quadratically spoiled transients. This did lead to a decrease
in the fluctuations in the transient, but still did not match the performance of the
randomly spoiled transients.
For T1 measurements, the accelerated 3D Look-Locker sequence would not nor-
mally be run with the large flip angles and short repetition times presented here.
These were chosen to make the exponential curves sensitive to the flip angle for the
double angle Look-Locker approach. The problem is worst at large flip angles and
short repetition times, but the quadratically spoiled transients take on an erratic
shape and it may be difficult to predict what effect this will have an any particular
measurement of T ∗1 .
4.6 Conclusion
Conventional spoiling using a quadratically increasing phase and uniform crusher
gradients will lead to an inaccurate measurement of the modified relaxation coefficient
T ∗1 , especially with short repetition times and large flip angles. The deterministic
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nature of the spoiling will lead to the same inaccurate transient with each repetition.
This can lead to an inaccurate determination of T ∗1 and anything derived from it.
In addition, the deviations from ideal transient will lead to point spread artefacts in
accelerated 3D Look-Locker imaging in addition to those induced by the transient.
A random phase and gradient spoiling scheme can overcome many of these prob-
lems. It will induce additional random fluctuations to the transient. Since these are
randomly distributed about the true transient, the derived T ∗1 value will be noisier
but more accurate. In addition, averaging can be used to further reduce these errors
and PSF artefacts, while the same is not true of quadratically spoiled transients.
128
References
[1] Zur Y, Wood M, and Neuringer L. Spoiling of transverse magnetization in steady-
state sequences. Magn Reson Med 1991;21:251–263.
[2] Yarnykh VL. Optimal radiofrequency and gradient spoiling for improved accu-
racy of T1 and B1 measurements using fast steady-state techniques. Magn Reson
Med 2010;63:1610–1626.
[3] Nehrke K. On the steady-state properties of actual flip angle imaging (AFI).
Magn Reson Med 2009;61:84–92.
[4] Epstein FH, Mugler III JP, and Brookeman JR. Spoiling of transverse magne-
tization in gradient-echo (GRE) imaging during the approach to steady state.
Magn Reson Med 1996;7:237–245.
[5] Preibisch C and Deichmann R. Influence of RF spoiling on the stability and
accuracy of T1 mapping based on spoiled FLASH with varying flip angles. Magn
Reson Med 2009;61:125–135.
[6] Busse RF and Riederer SJ. Steady-state preparation for spoiled gradient echo
imaging. Magn Reson Med 2001;45:653–661.
[7] Freeman R and Hill H. Phase and intensity anomalies in Fourier transform NMR.
J Magn Reson 1971;4:366–383.
[8] Deoni SC, Rutt BK, and Peters TM. Rapid combined T1 and T2 mapping using
gradient recalled acquisition in the steady state. Magn Reson Med 2003;49:515–
526.
[9] Yarnykh VL. Actual flip-angle imaging in the pulsed steady state: A method for
rapid three-dimensional mapping of the transmitted radiofrequency field. Magn
Reson Med 2007;57:192–200.
129
[10] Lin W and Song HK. Improved signal spoiling in fast radial gradient-echo imag-
ing: Applied to accurate T1 mapping and flip angle correction. Magn Reson Med
2009;62:1185–1194.
[11] Look D and Locker D. Time saving in measurement of NMR and EPR relaxation
times. Rev Sci Instrum 1970;41:250–251.
[12] Brix G, Schad LR, Deimling M, and Lorenz WJ. Fast and precise T1 imaging
using a TOMROP sequence. Magn Reson Imaging 1990;8:351–356.
[13] Henderson E, Mckinnon G, Lee TY, and Rutt BK. A fast 3D Look-Locker
method for volumentric T1 mapping. Magn Reson Imaging 1999;17:1163–1171.
[14] Hsu JJ, Zaharchuk G, and Glover GH. Rapid methods for concurrent measure-
ment of the RF-pulse flip angle and the longitudinal relaxation time. Magn
Reson Med 2009;61:1319–1325.
[15] Wade T and Rutt B. B1 correction using double angle Look-Locker (DALL). In:
Proceedings of the 16th Annual Meeting of the International Society of Magnetic
Resonance in Medicine, Toronto, Canada 2008;:1246.
[16] Crawley AP and Henkelman RM. A comparison of one-shot and recovery meth-
ods in T1 imaging. Magn Reson Med 1988;7:23–43.
[17] Nkongchu K and Santyr G. Phase-encoding strategies for optimal spatial reso-
lution and T1 accuracy in 3D Look-Locker imaging. Magn Reson Imaging 2007;
25:1203–1214.
[18] Yarnykh V. Improved accuracy of variable ip angle T1 measurements using
optimal radiofrequency and gradient spoiling. Proceedings of the 16th Annual
Meeting of ISMRM, Toronto, Ontario, Canada, 2008 ;:(Abstract 234).
[19] Press WH, Teukolsky SA, Vetterling WT, and Flannery BP. Numerical Recipes
in C. Cambridge University Press, New York, 2 edition, 2002.
130
[20] Wilman AH and Riederer SJ. Performance of an elliptical centric view order
for signal enhancement and motion artifact suppression in breath-hold three-
dimensional gradient echo imaging. Magn Reson Med 1997;38:793–802.
131
Chapter 5
Discussion and Future Work
5.1 Thesis Summary
Over the course of this Thesis, a novel approach to flip angle mapping has been
developed and optimized. In high field applications, especially 3 Tesla and above,
knowledge of the flip angle is essential in many applications, and conventional imaging
is not possible without accounting for flip angle deviations in some way. As a flip
angle map would be required in addition to other protocols, a short scan is desired,
especially if it is to be used to calibrate transmit B+1 shimming, when a flip angle
image is required for each coil in a transmit array [1–5].
The Look-Locker technique presented an excellent opportunity for a fast and ef-
ficient flip angle mapping technique. It was previously shown to be an efficient tech-
nique for mapping the longitudinal recovery constant, T1, and had been adapted into
an accelerated 3D technique. In Chapter 2, it was adapted for flip angle imaging.
By acquiring the T ∗1 recovery constant using either a double angle or dual repetition
time approach, it became possible to derive the flip angle from the measured recovery
constants. The possibility of interleaving these acquisitions to improve the dynamic
range of the technique was also introduced.
The interleaved approach to data acquisition raised the novel idea that it would
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be possible to sample the Look-Locker recovery curves without the need for inversion
pulses. The different, interleaved α-pulse-trains act as the preparation for each other.
While this would lead to a decrease in the dynamic range of the transients (and
thus the accuracy of the measured flip angle if the transients are fit independently),
any errors resulting from the inversion pulses would be removed, and the equations
describing the decay curves would become exact, making it possible to fit directly for
α.
The interleaved, non-inverted double angle Look-Locker approach is shown in
Chapter 3 to be the most efficient of the Look-Locker based imaging methods. In
this chapter the parameter space of the Look-Locker flip angle mapping techniques
was investigated based on a theoretical propagation of noise analysis to optimize the
measured α to noise in α ratio (ANR), normalized by scan time. This provided
an ideal metric of efficiency by which to optimize, not only the Look-Locker based
imaging methods, but also the more conventional double angle and interleaved TR
(AFI) flip angle mapping techniques.
This analysis of imaging efficiency indicated that the AFI and double angle meth-
ods would suffer a significant decrease in ANR efficiency by any decrease in repetition
times to achieve a short scan time. The Look-Locker based imaging methods in con-
trast had an efficiency that was relatively independent of restricted scan time, so that
for low resolution 3D flip angle maps with scan times on the order of one minute or
less, the interleaved, non-inverted DALL approach appears to be the most efficient
flip angle imaging technique.
The optimization of the AFI technique also led to some unexpected results for
the optimum parameters for this techinque. Typically the AFI dataset is acquired
with n between 4 and 6, and with flip angles between 20◦ and 70◦. This optimization
suggested that n should in fact be maximized for the given scan time (i.e. TR1 as
short as possible), and with flip angles above 110◦.
The noise predicted by the propagation of noise and efficiency optimization was
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validated by comparing it with the noise measured in multiple repeats of the flip
angle measurement with a variety of relaxation times and imaging parameters. These
results showed good agreement with the theoretical approach, but a significant bias
in the flip angle measurement was noticed for the larger flip angles. This required
a closer examination of the transients that were fit to find the exponential recovery
constant.
These transients, particularly when large flip angles are combined with short rep-
etition times, begin to display erratic deviations from exponential. These deviations
are not due to noise, as they exist in each repetition, and do not go away with averag-
ing. Instead, they were found to be the result of imperfect spoiling of the transverse
magnetization. This phenomenon was investigated further in Chapter 4.
The conventional approach to spoiling is to use a quadratically increasing phase
with a uniform amplitude crusher gradient. Provided the quadratic increase is chosen
well, this will lead to a steady-state with a signal that closely matches the perfectly
spoiled case for a range of parameters. While this approach makes for good qualitative
steady-state images, and may be sufficient when sampling the transient with low flip
angle and long repetition times, it is less than ideal for imaging during the transient
phase using the larger flip angles and shorter repetition times that are optimal for
the Look-Locker flip angle mapping approaches. The quadratic spoiling produces a
transient that can be very non-exponential, and also varies erratically from sample
to sample. This makes for inaccurate signal in the effective TI images, with degraded
image quality due to the erratic deviations.
To address these issues, a random RF phase and gradient spoiling scheme was
implemented for the accelerated 3D Look-Locker imaging technique. Random spoiling
would lead to a signal that would never truly reach steady-state. Instead, the signal
would vary from sample to sample, but with a mean value that would match the
ideally spoiled value [6]. In Chapter 4, it was shown that this is an ideal property for
the transient. The random spoiling produces a transient that on average will be the
134
ideally spoiled transient. While the variation in signal from transient to transient will
be increased by the random spoiling, the root mean squared error will still be lower
than if quadratic spoiling were used. This results in a T ∗1 measurement that may, be
more noisy, but will be more accurate.
In summary, this Thesis has introduced a unique modification to the Look-Locker
approach in the form the non-inverted double angle Look-Locker imaging sequence.
This technique was then optimized using both theoretical and experimental ap-
proaches, and demonstrated to be a highly efficient method of mapping the flip angle.
The sampling along the Look-Locker transient required shorter repetition times and
higher flip angles than conventionally used. Conventional approaches were shown to
be non-ideal for spoiling in this regime, and the problem was solved by the application
of a new random spoiling technique to this application, which demonstrated signif-
icant improvement. This significantly improved the dynamic range of the niDALL
approach and could improve the accuracy of Look-Locker measurements in general.
The developments in this Thesis have led to a technique capable of mapping the flip
angle in vivo and in 3D, in scan times on the order of a minute.
5.2 Limitations of Developed Methods
5.2.1 Diffusion and Spoiling
As discussed in Chapter 4, proper spoiling of the transverse magnetization during
the acquisition of the transients used in the Look-Locker flip angle mapping techniques
is essential. In addition to the use of radio frequency spoiling, large gradients can
be used to induce additional losses due to diffusion. The large unbalanced gradients
can lead to significant disruption of the coherence pathways, and can be used as a
primary source of spoiling [7,8]. The simulations used to investigate different spoiling
techniques in Chapter 4 did not include this effect.
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The diffusion losses could be included through a number of different analytical
approaches [9,10], or Monte Carlo simulations. This was not necessary for this work.
While the experimental results indicated that diffusion would lead to some additional
disruption of the coherence pathways, the random spoiling approach had a much
larger influence and was more effective than any diffusion effects on the spoiling of
the transients. To increase the effect of diffusion would have required much larger
gradient areas which would have lead to a significant increase in scan time.
5.2.2 RF Amplifier Drift
A potential source of error in the flip angle measurement, and indeed in any
imaging application in which flip angle stability is required, is a drift in the flip
angle over time. If the RF amplifier output were to drift over time or be non-linear,
the assumption that α2 = 2α1 would potentially no longer be valid in double angle
based flip angle measurements. It would also lead to errors in quantitative imaging
techniques such as DESPOT1 and DESPOT2 that rely on flip angle accuracy [11].
The measurement of flip angle noise by the use of repeated measurements would also
be corrupted by the drift in flip angle. One potential source of error would be an
amplifier whose output is affected by its temperature. This could induce duty cycle
and transient effects. If this were the case, it would be particularly important to
map the flip angle with a technique that had a similar duty cycle to the one being
corrected.
The interleaved DALL methods would be the least susceptible to RF amplifier
drift, since there is minimal time for the amplifier output to change between the
acquisition of the 1α and 2α transient acquisitions. However, during the acquisition
of the DALL noise maps in Chapter 3, which involved the repeated measurement of
the flip angle over a period of approximately 30 minutes, no trend in the flip angle
was observed, indicating that the RF amplifier was indeed stable.
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5.3 Future Research and Applications
5.3.1 Hyperpolarized Media T1 Quantification
Hyperpolarized media are a special challenge in nuclear magnetic resonance ex-
periments, and in particular imaging. Hyperpolarization allows an increase in the
base magnetization that is several orders of magnitude greater than the equilibrium
magnetization. This makes imaging of naturally low signal species possible. After
hyperpolarization, the magnetization will decay towards its thermal equilibrium value
on time scales typically on the order of tens of seconds to a few minutes. In other
words, after longitudinal magnetization is tipped into the transverse plane for detec-
tion, the longitudinal magnetization will not recover to its hyperpolarized value, but
only to its (much smaller) thermal polarization. This poses a particular challenge for
imaging, as conventional imaging techniques using many large pulses are not applica-
ble. Optimal use must be made of the available magnetization before it decays away.
Part of this optimization process is to measure the applicable T1 constant.
Quantification of T1 in hyperpolarized media is a particular challenge. The con-
ventional approach, using inversion recovery with multiple inversion time points, does
not work, as the magnetization will not recover after the 90◦ read pulse. This is an
ideal application for a Look-Locker measurement of T1. The low tip angle pulses will
sample longitudinal magnetization as it decays towards it’s equilibrium value, and
provided they are small and not spaced too closely, they will lead to minimal pertur-
bation of the decay curve. This approach assumes that the transverse magnetization
is effectively spoiled between the small tip angle samples. If this does not happen, it
can lead to significant error in the measured T1.
This approach also closely mimics the typical approach to imaging hyperpolarized
samples. A train of low tip angle pulses are used to acquire all the data required in
the imaging, with the choice of tip angle depending very strongly on the T1 of the
particular hyperpolarized nuclei.
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Currently our lab is investigating the use of contrast agents to increase the hyper-
polarization of carbon-13 [12]. While these agents may improve the hyperpolarized
fraction, they also typically will lead to a shortening of T1. This leads to a trade off
between the initial magnetization and the reduced imaging time due to the shorter
T1. It is very important to be able to measure this T1 and the starting magnetization
as it will determine the optimal imaging parameters.
Currently T1 is measured using a 0.55 Tesla, bench-top spectrometer (Oxford In-
struments). This measures the decay using a Look-Locker approach with no spoiling.
The T1 decay curve is sampled using a train of 100 nominally 5
◦ pulses, spaced 4.9
seconds apart.
This sampling leads to decay curves such as those in Figure 5.1(a). Fitting a
3 parameter exponential (A + (B − A) exp(−t/T ∗1 )) to this curve using non-linear
least squares fitting results in the solid line, and shows significant deviation of the
experimental points from an ideal exponential, as indicated by the residuals in Figure
5.1(b). Theoretically, the curve would decay towards zero (A = 0), but a DC offset is
frequently seen on the spectrometer. Multi-component T1 also does not account for
the significant deviation from ideal.
Using the spoiling simulation techniques developed in Chapter 4, it is possible to
simulate a transient assuming no spoiling, with the free parameters T1, T2, α, Mp,
and a DC offset. Here Mp is the initial hyperpolarized magnetization value, and
M0, the equilibrium magnetization, is assumed to be zero. Fitting this simulated
transient, assuming no spoiling, to the experimental data for the five free parameters
results in a better fit to the transient, resulting in the reduced residuals relative to
the mono-exponential fitting as indicated in Figure 5.1(b).
The results of the two fitting techniques are summarized in Table 5.1. Modelling
the data using a Bloch simulation, indicates that the sample has a significant T2,
thus some form of spoiling is required. Using the Bloch simulation also predicts a
significantly greater T1 value than predicted by fitting a mono-exponential. The root
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Figure 5.1: Carbon-13 Look-Locker transient and the results from two fitting ap-
proaches. (a) With a mono-exponential fit to the experimental data points, significant
deviations from the model still remain. (b) The residuals after fitting either with a
mono-exponential fit or based on Bloch simulations and assuming no spoiling of the
transverse magnetization.
mean squared deviation (RMSD) of the experimental points from the experimental
curve is also significantly lower for the simulated transient.
Fitting T1 T2 RMSD
Technique (s) (s) (a.u.)
mono-exponential 82.6 ± 1.1 N/A 18.0
Bloch simulation 86.6 ± 2.0 64.4 ± 7.2 7.6
Table 5.1: Results of fitting hyperpolarized carbon-13 Look-Locker decay curve either
with a mono-exponential curve, or using Bloch simulations.
While these five parameters can be fit to a single decay curve, it is important to
note that this is not a reliable approach to quantifying T1. It is meant to highlight
the errors that can be expected if spoiling of transients is not properly done. We
currently do not have the ability to quantify T1 or T2 in these samples, and it would
be important to properly measure T1 using an appropriate spoiling scheme. This
would be a good application for randomized spoiling.
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5.3.2 B+1 Shimming
A prime application of flip angle mapping techniques is as a calibration for and
a validation of B+1 shimming techniques [2–5]. These require a map of the B
+
1 field
for all of the elements in the transmit array. The excitation profile is then flattened
by adjusting the phase and/or the amplitude of the pulses applied to each coil, or by
applying custom pulses to each coil to overcome the non-uniform B+1 field.
Flattening the excitation profile is particularly important at 7 Tesla, and the
hardware for doing this excitation is still relatively rare. Most MRI scanners below
7 Tesla do not have the parallel transmit coils and amplifiers required for these tech-
niques. Still, a rapid B+1 shimming technique remains one of the major obstacles
that will need to be overcome before 7 Tesla scanners become viable in the clinical
environment.
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Appendix A
Error Propagation
When investigating the noise propagation in different flip angle imaging tech-
niques for the purposes of comparison and optimization, it is useful to define the
dimensionless noise propagation factor:
b =
σα/α
σ0/S0
(A.1)
Where σ0 is the noise in the raw images, and S0 is a measure of the maximum possible
signal using the desired imaging resolution and bandwidth. The flip angle and the
noise in the flip angle are α and σα. The advantage of this approach is that the b
value can be determined from a propagation of noise analysis of the signal equation
or fitting required to measure the tip angle in the given technique.
Least square propagation of noise statistics gives [1]:
σ2α =
∑
i
(
∂α
∂Si
)2
σ2i (A.2)
Where Si are the signals that are used in the calculation of the flip angle, and σi are
the noise in each of those images. If each image is acquired using the same imaging
parameters, the noise will be constant (σi = σ0). Since the signals can be expressed
as Si = S0S
′
i, Equation A.2 becomes:
σ2α =
(
σ0
M0
)2∑
i
(
∂α
∂S ′i
)2
(A.3)
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and the noise propagation factor can be expressed as:
b2 =
1
α2
∑
i
(
∂α
∂S ′i
)2
(A.4)
All that remains is to calculate the partial derivatives for the desired methods.
A.1 Double Angle Method
The flip angle in the Double Angle Method [2,3], whether it involves a saturation
preparation or not, is given by:
α = arccos
(
S2α
2Sα
)
(A.5)
In the conventional, fully relaxed DAM, the signals would be given by:
Sα = S0 sinα (A.6)
S2α = S0 sin 2α (A.7)
and in the saturated DAM by:
Sα = S0 (1− exp (−TSR/T1)) sinα (A.8)
S2α = S0 (1− exp (−TSR/T1)) sin 2α (A.9)
and thus for both DAM and satDAM:
α = arccos
(
S ′2α
2S ′α
)
(A.10)
If we set a = S ′2α/2S
′
α, then Equation A.4 can be expanded as follows:
b2 =
1
α2
(
∂α
∂a
)2 ( ∂a
∂S ′α
)2
+
(
∂a
∂S ′2α
)2 (A.11)
=
1
α2
( −1√
1− a2
)2 (−S ′2α
2S ′2α
)2
+
(
1
2S ′α
)2 (A.12)
=
1
α2
1
1− (S ′2α/2S ′α)2
1
4S ′α
(S ′2α
S ′α
)2
+ 1
 (A.13)
=
1
α2
1
4S ′2α − S ′22α
[
S ′2α + S
′2
2α
S ′2α
]
(A.14)
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Substituting the expressions S ′α = sinα and S
′
2α = sin 2α from above for the DAM,
b2 becomes:
b2DAM =
1
α2
(
1
4 sin2 α− sin2 2α
) [
sin2 α + sin2 2α
sin2 α
]
(A.15)
For the saturated DAM, both S ′α and S
′
2α are scaled by (1− exp (−TSR/T1)) and thus
the b2 value for satDAM is given by:
b2satDAM =
1
α2
1
(1− exp (−TSR/T1))2
1
4 sin2 α− sin2 2α
[
sin2 α + sin2 2α
sin2 α
]
(A.16)
= b2DAM
1
(1− exp (−TSR/T1))2
(A.17)
A.2 AFI
The tip angle in the actual flip angle imaging technique [4] is given by:
α = arccos
(
rn− 1
n− r
)
(A.18)
where r = S2/S1 = S
′
2/S
′
1 and n = TR2/TR1. TR1 and TR2 are the two interleaved
repetition times, and S1 and S2 are the signals acquired in them.
The dimensionless noise propogation term, Equation A.4, can be expanded by
setting a = (rn− 1) / (n− r) as follows:
b2 =
1
α2
(
∂α
∂a
∂a
∂r
)2 ( ∂r
∂S ′1
)2
+
(
∂r
∂S ′2
)2 (A.19)
It is more convenient to break this down piecewise:
∂α
∂a
=
−1√
1− a2 (A.20)
= −
[
1− (rn− 1)
2
(n− r)2
]−1/2
(A.21)
= −
[
n2 − 2nr + r2 − r2n2 + 2rn− 1
(n− r)2
]−1/2
(A.22)
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= −
[
(n2 − 1) (1− r2)
(n− r)2
]−1/2
(A.23)
=
− (n− r)√
(n2 − 1) (1− r2)
(A.24)
∂a
∂r
=
(
n
n− r +
rn− 1
(n− r)2
)
(A.25)
=
n2 − 1
(n− r)2 (A.26)
∂r
∂S ′1
= − S
′
2
S ′21
(A.27)
∂r
∂S ′1
=
1
S ′1
(A.28)
and thus b2 becomes:
b2 =
1
α2
 − (n− r)√
(n2 − 1) (1− r2)
n2 − 1
(n− r)2
2 (− S ′2
S ′21
)2
+
(
1
S ′1
)2 (A.29)
=
1
α2
− 1
(n− r)
√√√√(n2 − 1)
(1− r2)
2 1
S ′21
(S ′2
S ′1
)2
+ 1
 (A.30)
=
1
α2
(r2 + 1) (n2 − 1)
(n2 − 1) (n− r)2
1
S ′21
(A.31)
where substituting the following terms:
r =
S ′2
S ′1
(A.32)
n =
TR2
TR1
(A.33)
S ′1 =
1− E2 + (1− E1)E2 cosα
1− E1E2 cos2 α sinα (A.34)
S ′2 =
1− E1 + (1− E2)E1 cosα
1− E1E2 cos2 α sinα (A.35)
E1 = exp(−TR1/T1) (A.36)
E2 = exp(−TR2/T1) (A.37)
(A.38)
gives an expression for b that will depend only on the imaging parameters; TR1, TR2,
α and T1.
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A.3 Error Matrix
Statistical analysis of least squares fitting [1] yields the error matrix ,  = β−1,
where the elements of β are given by:
βjk =
∑
i
[
1
σ2i
∂y(xi)
∂aj
∂y(xi)
∂ak
]
(A.39)
where y is the function that is fit, xi are the locations of the data points used in the
fitting, σi is the noise in the data point at xi and a are the parameters in the function.
For inversion recovery imaging it is convenient to express the signal equation as
y(xi) = S(ti) = S0 (A+DR exp(−ti/T ∗1 )), and if we set a1 = T ∗1 , a2 = DR and
a3 = A, then σ
2
T ∗1
= 1,1. Thus the partial derivatives are [5]:
∂y(xi)
∂a1
=
∂S(ti)
∂T ∗1
= S0DR
ti
T ∗1
2 exp
(
− ti
T ∗1
)
(A.40)
∂y(xi)
∂a2
=
∂S(ti)
∂DR
= S0 exp
(
− ti
T ∗1
)
(A.41)
∂y(xi)
∂a3
=
∂S(ti)
∂A
= S0 (A.42)
and by defining the terms:
cm,n =
∑
i
(
ti
T ∗1
)m
exp
(
−nti
T ∗1
)
m,n = 0, 1, 2 (A.43)
the elements of βi,j = (S0/σ0)
2 β′i,j are give by:
β′1,1 = (DR/T
∗
1 )
2 c2,2 β
′
2,2 = c0,2
β′1,2 = β
′
2,1 = (DR/T
∗
1 ) c1,2 β
′
2,3 = β
′
3,2 = c0,1
β′1,3 = β
′
3,1 = (DR/T
∗
1 ) c2,1 β
′
3,3 = c0,0
(A.44)
The noise in the T ∗1 measurement is found by inverting the β matrix and is thus
given by:
σ2T ∗1 =
(
σ0T
∗
1
S0DR
)2 c0,0c0,2 − c20,1
c0,0c0,2c2,2 + 2c0,1c1,2c2,1 − c0,0c21,2 − c20,1c2,2 − c0,2c22,1
(A.45)
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From this, it is clear where the dimensionless T1 noise propagation factor in [5],
b′ = (σT1/T1) / (σ0/DR), comes from:
b∗ =
σT1/T1
σ0/(S0DR)
(A.46)
=
(
c0,0c0,2 − c20,1
c0,0c0,2c2,2 + 2c0,1c1,2c2,1 − c0,0c21,2 − c20,1c2,2 − c0,2c22,1
)1/2
(A.47)
A.4 Double Angle Look-Locker
The standard double angle Look Locker approach involves fitting 3 parameters
to the recovery measured using a train of α pulses (A1, B1 and T
∗
1,1α) and another
3 to the recovery measured using a train of 2α pulses (A2, B2 and T
∗
1,2α). The the
inversion recovery equation (S(t) = A + (B − A) exp(−t/T ∗1 )) is fit using non-linear
least squares, and values T ∗1,1α and T
∗
1,2α can be combined to solve for the flip angle:
α = arccos
(
1
4
(
E∆ +
√
E2∆ + 8
))
(A.48)
with
E∆ = exp
(
−τ
(
1
T ∗1,2α
− 1
T ∗1,1α
))
(A.49)
By setting a =
(
1
4
(
E∆ +
√
E2∆ + 8
))
, the noise in the flip angle is given by:
σ2α =
(
∂α
∂a
∂a
∂E∆
)2 ( ∂E∆
∂T ∗1,1α
)2
σ2T ∗1,1α +
(
∂E∆
∂T ∗1,2α
)2
σ2T ∗1,2α
 (A.50)
These differentials are calculated as follows:
∂α
∂a
=
−1√
1− a2 (A.51)
=
−4(
16−
(
E∆ +
√
E2∆ + 8
)2)1/2 (A.52)
=
−4(
8− 2
(
E2∆ + E∆
√
E2∆ + 8
))1/2 (A.53)
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∂a
∂E∆
=
1
4
1 + E∆√
E2∆ + 8
 (A.54)
∂E∆
∂T ∗1,1α
=
−τ
T ∗1,1α
2E∆ (A.55)
∂E∆
∂T ∗1,2α
=
τ
T ∗1,2α
2E∆ (A.56)
And the noise in the T ∗1 values can be estimated using the dimensionless T1 noise
propagation factor (b∗) from above:
σT ∗1,1α =
b∗T ∗1,1αT
∗
1,1ασ0
S0DR1
(A.57)
σT ∗1,2α =
b∗T ∗1,2αT
∗
1,2ασ0
S0DR2
(A.58)
Thus the noise propagation factor for the flip angle in the DALL methods is given
by:
b2 =
(
σα/α
σ0/S0
)2
(A.59)
=
1
α2
(
∂α
∂a
∂a
∂E∆
)2
(τE∆)
2
( b∗T ∗1,1α
DR1T ∗1,1α
)2
+
(
b∗T ∗1,2α
DR2T ∗1,2α
)2 (A.60)
with
(
∂α
∂a
∂a
∂E∆
)2
=
(
E∆ +
√
E2∆ + 8
)2
2
(
4− E2∆ − E∆
√
E2∆ + 8
)
(E2∆ + 8)
(A.61)
Where E∆, and the relaxation times, T
∗
1,1α and T
∗
1,2α, are determined by τ , α, and T1,
the relaxation times. The T1 propagation factors, b
∗
T ∗1,1α
, and b∗T ∗1,2α , are determined
by T ∗1,1α and T
∗
1,2α, and times of the samples along the recovery curve. The dynamic
ranges, DR1 and DR2, are in turn determined by the sampling along the transient,
as well as any additional relaxation times between transients and the order in which
they are acquired.
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A.5 Dual τ Look-Locker
The approach to DτLL error propagation is much the same as DALL. Instead of
acquiring two T ∗1 values with two different flip angles, two different values for τ are
used to sample the recovery, so that τ2 = nτ1. The flip angle is thus given by:
α = arccos (EΛ) (A.62)
with:
EΛ = exp
(
− nτ
n− 1
(
1
T ∗1,τ
− 1
T ∗1,nτ
))
(A.63)
The noise in the flip angle is thus given by:
σ2α =
(
∂α
∂EΛ
)2 ( ∂EΛ
∂T ∗1,τ
)2
σ2T ∗1,τ +
(
∂EΛ
∂T ∗1,nτ
)2
σ2T ∗1,nτ
 (A.64)
where the differentials are given by:
∂α
∂EΛ
=
−1√
1− E2Λ
(A.65)
∂EΛ
∂T ∗1,τ
= EΛ
nτ
n− 1
1
T ∗1,τ
2 (A.66)
∂EΛ
∂T ∗1,nτ
= EΛ
−nτ
n− 1
1
T ∗1,nτ
2 (A.67)
And, as in the DALL method, the noise in the T ∗1 values can be estimated using
the dimensionless T1 noise propagation factor (b
∗) from error matrix approach:
σT ∗1,τ =
b∗T ∗1,τT
∗
1,τσ0
S0DR1
(A.68)
σT ∗1,nτ =
b∗T ∗1,nτT
∗
1,nτσ0
S0DR2
(A.69)
Combining the above, the noise propagation factor for the flip angle is given by:
b2 =
1
α2
E2Λ
1− E2Λ
(
nτ
n− 1
)2 ( b∗T ∗1,τ
DR1T ∗1,τ
)2
+
(
b∗T ∗1,nτ
DR2T ∗1,nτ
)2 (A.70)
Where, as in the DALL case, the parameters in b depend only on T1, α, τ , and n,
and via the DR and b∗ parameters, on the particular choice of the sampling of the
transient.
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A.6 Interleaved, Non-Inverted DALL
The niDALL approach to flip angle mapping differs from the conventional ap-
proaches in that rather than fitting exponentials to the two recovery curves indepen-
dently, they are fit simultaneously. This requires using the error matrix approach
from the start to investigate the propagation of noise into the flip angle map.
The signals from the 1α and 2α transients are:
S1 (ti) = S0
(
A1 + (B1 − A1) exp
(
−ti/T ∗1,1α
))
(A.71)
S2 (ti) = S0
(
A2 + (B2 − A2) exp
(
−ti/T ∗1,2α
))
(A.72)
with
1
T ∗1,1α
=
1
T1
− ln(cosα)
τ
(A.73)
1
T ∗1,2α
=
1
T1
− ln(cos 2α)
τ
(A.74)
A1 =
1− Eτ
1− Eτ cosα sinα (A.75)
A2 =
1− Eτ
1− Eτ cos 2α sin 2α (A.76)
B1 =
(sinα/ sin 2α)A2 (1− E2α) + A1E2α (1− E1α)
(1− E1αE2α) (A.77)
B2 =
(sin 2α/ sinα)A1 (1− E1α) + A2E1α (1− E2α)
(1− E1αE2α) (A.78)
E1α = exp
(
−Nατ
T ∗1,1α
)
(A.79)
E2α = exp
(
−Nατ
T ∗1,2α
)
(A.80)
Eτ = exp (−τ/T1) (A.81)
Fitting the two recovery curves simultaneously involves the minimization:
min
α,T1,S0
=
N∑
i=1
[
(S1(ti)− Si,1α)2 + (S2(ti)− Si,2α)2
]
(A.82)
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with respect to the parameters α, T1, and S0. The error matrix is thus described by:
βjk =
1
σ20
N∑
i
[
∂S1(ti)
∂aj
∂S1(ti)
∂ak
+
∂S2(ti)
∂aj
∂S2(ti)
∂ak
]
(A.83)
where the parameters are a1 = α, a2 = T1 and a3 = S0. It is impractical to solve the
above by hand, and this is best done using the Symbolic Math Toolbox of Matlab.
The results are presented below:
∂S1
∂α
= S0 (cosαA1/ sinα− sinαA1Eτ/(1− cosαEτ )) +
S0
[{
cosαA2(1− E2α)/ sin 2α− 2 sinαA2(1− E2α)Eτ/(1− cos 2αEτ ) +
2 sinαA2NαE2α/ cos 2α + cosαA1E2α(1− E1α)/ sinα−
sinαA1E2α(1− E1α)Eτ/(1− cosαEτ )−
2A1Nα sin 2αE2α(1− E1α)/ cos 2α +
sinαA1E2αNα/ cosαE1α
}
/(1− E1αE2α)−
(sinαA2(1− E2α)/ sin 2α + A1E2α(1− E1α))×
(Nα sinα/ cosαE1αE2α + 2E1αNα sin 2α/ cos 2αE2α)/(1− E1αE2α)2 −
cosαA1/ sinα + sinαA1Eτ/(1− cosαEτ )
]
exp(−ti/T ∗1,1α)−
S0
{
(sinαA2(1− E2α)/ sin 2α + A1E2α(1− E1α))/(1− E1αE2α)− A1
}
×
ti exp(−ti/T ∗1,1α) sinα/ cosα/τ (A.84)
∂S1
∂T1
= S0
(
A1 cosατEτ/(1− cosαEτ )/T 21 − sinατEτ/T 21 /(1− cosαEτ )
)
+
S0
[{
− sinατEτ (1− E2α)/T 21 /(1− cos 2αEτ ) +
sinαA2(1− E2α) cos 2ατEτ/(1− cos 2αEτ )/T 21 / sin 2α−
sinαA2NατE2α/T
2
1 / sin 2α− sinατEτE2α(1− E1α)/T 21 /(1− cosαEτ ) +
A1E2α(1− E1α) cosατEτ/(1− cosαEτ )/T 21 +
A1Nατ/T
2
1E2α(1− E1α)− A1E2αNατ/T 21E1α
}
/(1− E1αE2α) +
2(sinαA2(1− E2α)/ sin 2α + A1E2α(1− E1α))NατE1αE2α/(1− E1αE2α)2/T 21 +
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sinατEτ/T
2
1 /(1− cosαEτ )− A1 cosατEτ/(1− cosαEτ )/T 21
]
×
exp(−ti/T ∗1,1α) +
S0
{
(sinαA2(1− E2α)/ sin 2α + A1E2α(1− E1α))/(1− E1αE2α)− A1
}
×
ti exp(−ti/T ∗1,1α)/T 21 (A.85)
∂S1
∂S0
= A1 + ((sinαA2(1− E2α)/ sin 2α + A1E2α(1− E1α))/(1− E1αE2α)− A1)×
exp(−ti/T ∗1,1α); (A.86)
∂S2
∂α
= S0 (2A2 − 2 sin 2αA2Eτ/(1− cos 2αEτ )) +
S0
[{
2 cos 2αA1(1− E1α)/ sinα− sin 2αA1(1− E1α)Eτ/(1− cosαEτ ) +
sin 2αA1NαE1α/ cosα + 2A2E1α(1− E2α)−
2 sin 2αA2E1α(1− E2α)Eτ/(1− cos 2αEτ )−
A2Nα sinαE1α(1− E2α)/ cosα +
2 sin 2αA2E1αNαE2α/ cos 2α
}
/(1− E1αE2α)−
(sin 2αA1(1− E1α)/ sinα + A2E1α(1− E2α))×
(Nα sinα/ cosαE1αE2α + 2E1αNα sin 2α/ cos 2αE2α)/(1− E1αE2α)2 −
2A2 + 2 sin 2αA2Eτ/(1− cos 2αEτ )
]
exp(−ti/T ∗1,2α)−
2S0
{
(sin 2αA1(1− E1α)/ sinα + A2E1α(1− E2α))/(1− E1αE2α)− A2
}
×
ti sin 2α exp(−ti/T ∗1,2α)/ cos 2α/τ (A.87)
∂S2
∂T1
= S0
(
A2 cos 2ατEτ/(1− cos 2αEτ )/T 21 − sin 2ατEτ/T 21 /(1− cos 2αEτ )
)
+
S0
[{
− sin 2ατ/T 21Eτ/(1− cosαEτ )(1− E1α) +
sin 2αA1(1− E1α) cosατEτ/(1− cosαEτ )/T 21 / sinα−
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sin 2αA1NατE1α/T
2
1 / sinα− sin 2ατ/T 21Eτ/(1− cos 2αEτ )E1α(1− E2α) +
A2E1α(1− E2α) cos 2ατEτ/(1− cos 2αEτ )/T 21 +
A2NατE1α(1− E2α)/T 21 − A2E1αNατE2α/T 21
}
/(1− E1αE2α) +
2(sin 2αA1(1− E1α)/ sinα + A2E1α(1− E2α))NατE1αE2α/(1− E1αE2α)2/T 21 +
sin 2ατ/T 21Eτ/(1− cos 2αEτ )− A2 cos 2ατEτ/(1− cos 2αEτ )/T 21
]
×
exp(−ti/T ∗1,2α) +{
(sin 2αA1(1− E1α)/ sinα + A2E1α(1− E2α))/(1− E1αE2α)− A2
}
×
ti exp(−ti/T ∗1,2α)/T 21 (A.88)
∂S2
∂S0
= A2 + ((sin 2αA1(1− E1α)/ sinα + A2E1α(1− E2α))/(1− E1αE2α)− A2)×
exp(−ti/T ∗1,2α) (A.89)
From the above, the error matrix  = β−1 can be found with the 1,1 term being
the noise in the flip angle, σα:
σ2α = 1,1 (A.90)
=
β2,2β3,3 − β2,3β3,2
β1,1 (β2,2β3,3 − β2,3β3,2)− β1,2 (β2,1β3,3 − β2,3β3,1) + β1,3 (β2,1β3,2 − β2,2β3,1)
(A.91)
Upon inspection, it can be seen that a term σ20/S
2
0 can be factored out of the above,
so that 1,1 = 
′
1,1σ
2
0/S
2
0 . Thus the flip angle noise propagation factor can be expressed
as:
b =
σα/α
σ0/S0
(A.92)
=
√
′1,1
α
(A.93)
Thus b will depend on the sequence timings, T1, α and τ , and not require any a priori
knowledge of σ0 or S0.
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