

































めに、生産的実践の内的論理をつかみとろうとした武谷 (1968)の〈技術論〉を手掛かりとする (第 2章)。
それに引き続く第 3章と第 4章で確率の存在論的側面と認識論的側面をそれぞれ記述する。第 5章ではや
はり確率の存在論的記述に属するが、測度論敵確率論の意味と確率の客観性について、物理学のトピック
スを中心に論述する。最後に以上の成果を踏まえて、前者 a)の「確率学説にたいするイデオロギー批判」
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2). なぜ確率論の起源が Pascal の賭けの問題にある
とされるのか。それ以前に確率学説が発達しな
かったのはなぜか。

























































































































































の EMアルゴリズムを赤池 (1989)、ビショップ (2012)
などから論じる。後者では異常値とそれにもとづく偏
りの問題に注目し、その対策としてブートストラップ法
と経験尤度法をそれぞれ Efron and Tibshirani(1994)、
Owen(2001)をもとに整理する。
第 5 章では確率過程に関連して測度論的確率論を取































息子で、イタリアの数学者・医師。三次方程式の解法発見で知られる。「さいころあそびについて」("Liber de ludo aleae")は死後 1663
年に出版されたのであり、その執筆はおそらく Pascal＝ Fermat往復書簡より早かった。(ただ、そうであったとしても、確率研究の歴史
が新しいことには変わりない。)






































































*1 当時の日本は次のような時代経過をたどっていた。日独伊三国同盟の調印 (1940.9.27)、太平洋戦争の開戦 (1941.9.27)、ドイツ降


































































































































































*3 因果性の論理について T-6で興味ぶかい整理が見られる。すなわち、エジプト＝神秘的な因果性、ギリシャ (Pythagoras、Plato)＝形而
上学的な因果性 (形式論理)、ルネサンス＝科学的な因果性 (弁証法の論理)。また、実証主義については「感覚論的なものであって、対象に
どんなものがあるかということは無意味である、とするもの」と否定的に評価されている。
*4 ただしヘーゲル概念論について T-6 では Hegel 的観念論に落ち込むことを警戒して次のように注意されている。「概念自身がヘーゲルの
言うように自己発展するのではない。自然自身の弁証法的構成にその根拠がある・・・。自然弁証法は自然自体の弁証法である。」最後の一








































































































































*7 現実とそれとは異なる目標との対立を自覚することこそ、〈問題〉発見 (生産)であり、このことを指摘したのが H.Simon(1916-2001、ア
メリカの経営学者)であった (「意思決定の科学」(1979))。またこのような〈問題〉の捉え方は、次のMarx「経済学批判 序文」の次の言
葉とも整合している。「人間が立ち向かうのは、いつも自分が解決できる課題だけである。課題そのものは、その解決の物質的諸条件がすで
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18 第 2章 生産的実践における確率
るか (化学の定性分析)、ある二つのことの間に因
果的な関係があるか*17。






























































































































*23 ベルヌーイ試行 (Bernoulli trial)：状態が二つの事象のみから成るランダム実験であり、事象の出現確率が一定のもの。スイスの数学者
Jacob Bernoulli(1654-1705)の研究によって知られる。































































































*1 これは O.Heaviside により演算子法 (ラプラス変換) として再発見されたものであり、Laplace はこれを de Moivre、Leibniz などから
ヒントを得てひとつの体系に仕立て上げたのであった。
*2 内井 (1997) はその解説において、Laplace の記述を「ベイズ統計学」あるいは「確率の主観説」の観点から色読している。そのために、
内井はその解釈の邪魔となる母関数の方法について、その解説の中でほとんどとりあげていない。
*3 Jean Le Rond d'Alembert(1717-1783)、フランスの哲学者、数学者。Denis Diderot等とともに「百科全書派」を組織した。







具体例として Pascal と Fermat の往復書簡で議論さ
れた、くだんの問題がとりあげられる。 
等しい技量をもつ Aと Bが 32ピストール*4づつ、
合わせて 64ピストールを賭ける。いずれかが 3点
を先取した時点で勝負が決せられ、掛け金は全額勝















p0;j>0 = 1; pi>0;0 = 0 (3.1)






























(1  x)(2  x  y) (3.2)
























*4 1ピストール金貨は 10リーブル (フラン)に相当する (およそ一万円)。
*5 これを通常母関数 (ordinary generating function)とわざわざ称しているのは、母関数一般にはべき級数によるもの (これが通常母関数)
のほかに、指数型母関数、ポアソン母関数、ランベルト級数、ベル級数などがあるからである。






うことは異常なことである。この原因は、Laplace の (おそらくは個人的な)pgf への嫌悪と、彼の権威が 19 世紀の数学者たちに及ぼした
影響の大いさゆえであろう。」
*7 期待値に関する規則はここに含めなかった。なお pgfそのものも期待値の一種とみなせることに留意する。付録 C.3を参照のこと。
3.1 確率変数と確率法則 23
I. 確率の定義 p = n=N
II. 和の法則
p(A [B) = p(A) + p(B)  p(A \B)
III. 積の法則
p(A \B) = p(A)  p(BjA) = p(B)  p(AjB)
IV. 独立の場合 p(BjA) = p(B)
V. 条件付き確率の定義
p(BjA) = p(A \B)
p(A)
VI. ベイズ・ルール













































































分布に従う。もとの Xi が成功確率を pとするベルヌー







と +u との間に含まれるための確率が数  だけに




わち (n、p がいろいろになっても) それらの条件から
u だけを計算すれば良い。結果に関係してくるのは u
だけなのである。
図 3.1 は Borel に従って、絶対偏差 h が区間
[ u;+u] に含まれない確率を相対偏差  ごとに示
したものである。Borelはこれから、以下のような表現
を与えている。




















のように充足理由律 (principium rationis sucientis;



























ら引き出しているが、その Leibniz は Epikouros への
批判というかたちで偶然性の意義を否定している。た
だし、Laplace 自身が Epikouros をどのように見てい
たかはこの部分だけからは読み取れない。引用部分に






























































P (A \B) = P (A)  P (B)
l
P (AjB) = P (A)



































































= 0 (同様に z2による偏微分も 0)
より、 = 0ならば X1 と X2 は独立となる。
条件付き独立性は、独立性と似ているが三つ以上の
事象について適用される。「事象 C が生起したという
条件のもとで、事象 A と B が条件付き独立である」
(A?? BjC)とは、次の関係が成立することである。
P (A \BjC) = P (AjC)  P (BjC)
l
P (AjC \B) = P (AjC)
P (BjC \A) = P (BjC)
(3.4)
図 3.2 独立性と条件付き独立性
なお、P (AjC \ B) = P (AjC)は、Aが C \ B との
関連度が、A と C の関連のみに還元が可能であるとい
う意味で「マルコフ性」を意味すると解釈できる。マル
コフ性は、歴史的経緯からすれば確率過程にかかわる概




















!11 !12    !1p







































これより X1、X2 の偏相関係数 12 が以下のように
計算される。




X2 が条件付き独立であるとは、X1 と X2 の偏相関係
数がゼロであること (!12 = 0)にほかならない。実際、
!12 = !21 = 0 のとき、同時分布の mgf は次のように
分解できる。
MX (z) =











は確率変数として X1; X2;    ; Xp と表現すべきところ
を V = f1; 2;    ; pgと添え字のみで表現し、これを項目
(item)と称する。次にその実現値を i = (i1; i2;    ; ip)
と表現する*13。その個々の項目のとりうる状態をカテ
ゴリー (category) ないし因子水準 (factor level) と呼
び、ij = 1; 2;    ; kj とする。データは、たとえば表 3.1
のように記述される。
表 3.1 質的データの表記
item i1 i2   
category 1 2 3 1 2 3 4   
標 1 p p   
本 2 p p   
*12 Edwards(1995),宮川 (1997)などを参照のこと。
*13 このような表記法は nタプル (n-tupule)と呼ばれる。
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これから多元分割表を再構成し、これに対して確率分
布をあてはめる。多元分割表のセル i について、その
















































































= exp fu0 + u1(i1) + u2(i2) + u12(i1; i2)g




















このばあいは、項目 2と項目 3が項目 1が生起したと
いう条件のもとで条件付き独立となっている。またそれ

























である。母数の添え字 iはこれが別の確率変数 X1 に依
存していることを示す。
P (X1 = i;X2 = xji;i; i)
= i(2)























ln 2   1
2

















Xk  Gumbel(k; )
その分布関数は、次のとおりである。







k = 1    q は選択肢を示し、Xk は k を選択すること
による「確率効用」をあらわす。ここで k = (xk k)=
と変数変換することにより、k  Gumbel(0; 1)という
ことがわかる。
選択肢 j と k の比較において相対的に j が選択され
る確率 pj;k は次のようになる。
pj;k = Pr(Xj  Xk)
= Pr(k  j   k + j)
*18 宮川 (1997) は次のように指摘している。「・・・CG 分布は、基本的に、質的変数が原因で、その組み合わせで一つの母集団をなし、量
的変数は結果系の特性というモデルとみなせる。これは・・・判別分析のモデルと同じである。しかし、結果系である反応を質的変数で





*20 なお、i について便宜的に iにかかわらず同一と仮定されることが多い。これを等質 (Homogeneous)モデルと呼ぶ。
*21 ガンベル分布は三種ある安定極値分布のひとつである。極値分布とは最大値または最小値のしたがう分布のことであり、これが安定してい
るとは標本数 n!1の極限において、退化も発散もせず同一の関数型の分布を保つことを指す。
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X1  Gumbel(1; ); X2  Gumbel(2; )




= fe1z (1  z)g  e 2z (1 + z)	
= e(1 2)z (1  z) (1 + z)
= e(1 2)zB(1  z; 1 + z)
これから、潜在変数であってけっして観測されないと
ころの二つの「確率効用」の差 X1  X2 が Logistic分
布に従っていることがわかる。他方で、観測されている
のは二つの選択肢の選択結果 (確率) と (それに影響を
与えているであろうと予想されている)原因に相当する



































































































































































*26 R.A.Fisher による実験計画法の確立をまたねばならなかった。Pearl は次のように言っている。「・・・統計学者 Ronald Fisher が現










































































ている。この現象は Pearsonらによって 1899年に、またその弟子であった G.U.Yuleによって 1903年に発見され、E.H.Simpsonによ
り 1951年に正式に報告され、C.R.Blythにより 1972年にその名を与えられた。










がりは、条件付き確率 (式 (3.10))、有向グラフ (図 3.3-
左)の二通りで表現される。











P (A \B \ C) = ABBC (3.11)
ここで は「ポテンシャル」と呼ばれる (これらはか
ならずしも確率ではない)。BN における表現と対比す










りを行列 L 1 で表現すると、積 (LtL) 1 は条件付き独
立性の有無を示すものとなる。これをグラフとして表示
したものがMNである。












*31 この概念は J.Pearl により導入された。別名として、Bayes network, belief network, decision network, Bayes(ian) model, proba-















なお、モラルグラフによらず直接 BNより条件付き独立を判定する方法 (Pearlの「有向分離基準」)について付録 C.6を参照のこと。





























































このように BN と MN とのあいだに形式的な対応関
係があることから、因果性は結局は相関性に還元できる
のではないか、との誤解が生じがちである。しかし、そ






また、一つの MN にたいして複数の BN が対応し、こ
*37 この変換の量的確率変数、とくに多変量正規確率変数の例については付録 C.4 を参照のこと。X1  N(0; 21); X2  N(X1; 22); X3 
N(X2; 23) は head-to-tail に対応し、X1  N(0; 21); X2  N(X1; 22); X3  N(X1; 23) は tail-to-tail に対応している (head-to-
headの例も同様に作成できる)。
この関係は対数線型モデルにおいてはよりあからさまである。合流によって多項分布のパラメータが pijk = pipjpkji;j と分解できると
き、対数線型モデルの側ではかならず ijk の項が必要となり、さらに階層モデルの規約にしたがって ij の項も必要となるからである。
*38 量的にコレスキー分解の一意性から主張できるように思われるかもしれないが、標本相関行列の正定値性が成立せずに計算が失敗すること
が多い。
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Pearlはこの難問について次のような抽象的な



















Pearl は、自身がこの立場に到達したのは 1990 年か
ら 1991 年にかけてのことであり、二つのアイディア
が契機になったと言明している。すなわち、(1)1990
年に、BN の親子関係 P (xijpai) を関数 (SEM) 関係




































*42 Pearlは BNと SEMの関係に基づいて、Laplaceの思想 (「自然法則は決定論的に記述され、偶然性は常に潜在的な境界条件を知らない
がゆえに現れるにすぎない」)にあらたな解釈を与えている。
BNは条件付き確率の連鎖によって表現されているという意味で本質的に確率的であり、そこには決定論的な要素はまったく含まれてい
ない。しかし、これを SEMで書き直すことにより決定論的要素があらわれる。たとえば、P (X1; X2) = P (X1)P (X2jX1)という単純な
例を考える。それぞれの確率変数が正規分布にしたがっているとして、その DGM を X2  N(X1; 22)、X1  N(0; 21) と記述する。






図 3.4 は Fisher のランダム化実験を〈介入〉として
解釈したものである。左側は介入前の観察によって得ら
れた BN を示している。患者の回復状態 R はある疫学
的な処置 T によって影響を受けているが、同時にその
患者の社会的経済的ステータス S からも影響を受けて
いる。さらに処置 T を受けるかどうかも S により影響






者では t が do(t) に置き換えられ、P (tjs) が除かれて
いる。
P (s; t; r) = P (s)P (tjs)P (rjs; t)
P (s; rjdo(t)) = P (s)P (rjs; do(t)) (3.12)
これにより T の R にたいする因果効果 P (r j do(t))
がはじめて明らかになる*43。Pearl は因果効果を次の
ように定義している。
因果効果 (Causal eect) 
互いに背反な集合X と Y において、Y にたいする
X の「因果効果」を P (y j do(x))と表現する。こ
れは X から Y 上の確率分布の空間への関数であ
り、P (y j do(x))は元のモデルから X を終点とす
るすべての矢線 (方程式) を取り除き、それ以外の
X を X = xで置き換えたときの Y = y の確率を
与える。 
因果効果 P (r j do(t)) は処置 T を実行したばあいの
回復 R の確率を示しており、処置 T = t が観察され








表 3.5 の規則 1 は条件付き独立の定義そのものであ
る*45。そして、GX は X への介入により実現された因
果モデルであり、そこにおいて X(および W ) が Y と
Z を有向分離 (したがって Y と Z は fX;Wgを条件と
して独立)している。このときに規則 1は式 (3.4)に示
す条件付き独立の性質 (介入によって実現される確率分
布を Px と表現すれば、Px(y j z; w) = Px(y j w))から
直接引き出される。
規則 2 は後述のバックドア基準そのものである*46。
Z から Y への直接のパスにたいして、Z  W ! Y は
「バックドア・パス」を構成する。これが fWg によっ
てブロックされているので、残る直接のパスがブロッ
クされてしまえば Z と Y は独立になる。このような状









果効果 P (y j do(z)) はバックドア調整によって識別で
きた。ところが、W が不幸にして観測できない (交絡因
子である)ばあい、あらたな工夫が必要になる。そのた
め、Z と Y のあいだに両者を媒介する頂点を設定する
(規則 3のグラフ例)。もしもX が操作可能ならば、Z へ
の操作を除去できる。ただし、そのためには Z がW の
先祖であってはならない (もし先祖であるならば、W に
いったん迂回して戻ってくるパスが生じてしまう)。ゆ
えに推論規則の条件は GXZ ではなく GXZ(W ) となる。
*43 Pt(r)、P (r j t)、P (r j set(t))などの記号も同じ意味で使われる。
*44 条件付き確率との違いについて、Pearl はさらに分かりやすい例を与えている。降雨によって地面が濡れる状況において、P (rain j wet)
と P (rain j do(wet)) はあきらかに異なる。前者は地面が濡れていることが観察されたばあいの雨が降っている確率を示し、
P (wet j rain)P (rain)=P (wet) に等しい。これにたいして後者は P (rain) に等しい (地面を濡らすことは降雨の確率になんら影響を
与えないから)。この違いは、因果モデルに方向があることによってもたらされている。
*45 ここで X への介入は (W への条件付けとならんで) 規則の本質からみれば消極的なものであることに注意する (だからこれらは規則の前
後で不変の位置にある)。
*46 グラフ例で、W は fZ; Y gについてバックドア基準を満たし、したがって因果効果 P (yjdo(z))はW を用いたバックドア調整によって識
別できる。
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P (y j do(x); z; w)







(Y ?? ZjX;W )G
XZ
　
GXZ は GX の部分グラフで、
Z から直接出る矢線をすべて
取り除いたもの。
P (y j do(x); do(z); w)

















は Z の要素のうち W の先祖
を除いたもの。
P (y j do(x); do(z); w)
= P (y j do(x); w)






図 3.4の例では、T への介入により P (s; r j do(t)) =
P (r j s; do(t))P (s j do(t)) が得られている。S は T か
ら R へのバックドアパスをブロックする (R ?? T j
S)GT ので、規則 2 より P (r j s; do(t)) = P (r j s; t)
である。また S は T の子孫ではないので、規則 3より
P (s j do(t)) = P (s)である。ゆえに、
P (s; r j do(t)) = P (r j s; t)P (s)
これを S で周辺化することにより、
P (r j do(t)) =
X
s
P (r j s; t)P (s)









「W が Z から Y への因果効果についてバックド
ア基準を満たす」とは、
i). W は Z の子孫ではない
ii). W は Z から Y へのバックドアパス (Z に向
かう矢線を含むパスで Z と Y を結ぶもの)
をすべてブロックする
またこのとき、Z から Y への因果効果は識別可能
であり、その大いさは次の式で与えられる (バック
ドア調整)。
P (y j do(z)) =
X
w
P (y j w; z)P (w)
 
例 2:操作変数法




ii)Z から Y への因果効果も識別可能 (同じく空集合で
ブロック) であるが、iii)X から Y への因果効果は識
別できないことに注意する*49。i) については、規則 2
より P (x j do(z)) = P (x j z) であり、ii) については
P (y j do(z)) = P (y j x; do(z))P (x j do(z)) = P (y j
x; z)P (x j z) = P (y j z) である (やはり規則 2 より)。
しかし、P (y j do(x))の大いさは分からない。
図 3.5 操作変数法と媒介変数法
例 3:フロントドア基準
図 3.5-右はフロントドア基準 (媒介変数法) を説明す
る因果モデルである。ここで X は Z から Y への因果
効果を識別するためのバックドア基準を満たしていない
が、Z から Y への有向道*50をすべて断ち切っているこ
とに注意する。
求めたい因果効果は P (y j do(z)) であるが、これは
X を用いて次のように分解される。
P (y j do(z)) =
X
x
P (y j x; do(z))P (x j do(z))
このうち、規則 2より P (x j do(z)) = P (x j z)であ
る (第一段階のバックドア基準適用)。
また P (y j x; do(z)) については次のような変形がで
きる (第二段階のバックドア基準適用)。
P (y j x; do(z))
= P (y j do(x); do(z))　　　　 規則 2








P (y j z; x)P (z)　　　　 規則 2と 3
すべての結果を合わせると次のようになる。
P (y j do(z)) =
X
x
P (x j z)
X
z0
P (y j z0; x)P (z0)
上の関係を一般化したものが次の「フロントドア基
準」である。
*49 操作変数法では、因果モデルが線型の構造方程式で記述されているためにパス係数が識別できる。なお Pearl(2009) はそのような場合以
外でも因果効果の上限と下限ならば線型計画法を用いて計算できることを示している。
*50 有向道とは、パスのうち head-to-tailのみで構成されているものである。
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フロントドア基準 
「X が Z から Y への因果効果についてフロントド
ア基準を満たす」とは、
i). X は Z から Y へのすべての有向道を切断
する
ii). Z から X へのブロックされないバックドア
パスがない
iii). X から Y へのバックドアパスはすべて Z
によってブロックされる
またこのとき、Z から Y への因果効果は識別可能
であり、その大いさは次の式で与えられる (フロン
トドア調整)。




P (x j do(z))
X
z0

















































































































































































































































































る。したがって、左辺はその観測結果 (X = x) に含ま
れる情報量 (H1 にくらべてどれだけ H0 が有利かを判
別するための)を意味する。言い換えると、左辺*2は観


























*3 距離空間の公理は、i)非負性 (ギブスの不等式)d(x; y)  0、ii)非退化性 x = y , d(x; y) = 0、iii)対称性 d(x; y) = d(y; x)、iv)三角
不等式 d(x; y) + d(y; z)  d(x; z)から成る。divergenceは、このうち iii)と iv)を満たさない。










すなわち、f0(x)  f1(x) なら I0;1 = 0 になり、f0(x)
と f1(x)が遠いほど I0;1 は大きくなる。
4.1.2 最尤法
ここまでは、H0 と H1 は互いに対等であり、入れ替
えてもなんら差支えのないものとして取り扱ってきた。
ここからは、小西・北川 (2004) にしたがい、f0(x) で
示される仮説がたんなる仮説ではなく「真の状態」であ
ると想定する。推定ないしモデル選択とは、できるだけ










期待対数尤度を用いて K-L情報量 I0;1 を以下のよう
に書き直すことができる。
I0;1 = L0;0   L0;1
ここで推定作業において上の右辺第一項 L0;0 はまっ
たく寄与していないことがわかる。そのため推定におい


























例：a; b(b > a)を母数とする連続型一様分布
H1 : p(x) =
( 1
b  a x 2 [a; b]
0 それ以外
このとき a、b の最尤推定量は a^ = minxi、b^ =
















*4 ここで  は Diracのデルタ関数である。
*5 最尤法の発見は、誤差の正規性について新たな論拠を与えることになった (Gaussの逆問題)。C.5を参照のこと。
*6 Information theory and an extension of the maximum likelyhood principle, Proc. 2nd International Symposium on Informa-
tion Theory, B.N.Petrov and F.Csaki eds., pp.267-281, Akademiai Kiado, Budapest, 1973. また赤池ら (2007)によれば、その前
の 1971年日本統計学会報告が初出とのことである。









































表 4.1 Ries and Smithデータの AICによる評価
No. Model df 2 AIC
1 fPgfSTUg 11 32.826 10.826
2 fPUgfSTUg 10 12.244 -7.756
3 fPTgfSTUg 10 28.464 8.464
4 fPSgfSTUg 9 32.430 14.430
5 fPTUgfSTUg 8 5.656 -10.344
6 fPUSgfSTUg 6 6.629 -5.371
7 fPSTgfSTUg 6 27.999 15.999




ln i = A+ a
P
i














表 4.1 では 8 つのモデルについて 2 統計量と
AIC(= 2   2df) が計算されている。伝統的な (Pear-










*8 これを、AIC 自体を検定するという手段で逃れようとする考えもある。たとえば、下平ら (2004) を参照のこと。下平は「せっかく AIC
が抜け出した伝統的な検定の枠組みに戻ってしまうようにも見えるが、実は従来の方法はいわばモデルの正しさの検定であるのに対して、
モデルの良さの検定ともいえる新しい方法はむしろ AICの思想を取り入れたものである。」と言っている。4.3節も参照のこと。
*9 Yvonne M. Bishop,Y.M.,S.E.Fienberg,P.W.Holland,"Discrete Multivariate Analysis: Theory and Practice",Springer Science
and Business Media, Jul 31, 2007.に数値があげられている。
*10 なおこれらの計算は Rの複数のパッケージによって再現できる。付録 C.8を参照のこと。




で想定されている BNは fSTUg ! fPgという連鎖グ
ラフである。
なお、ここでいくつかの統計量のあいだの関係を
説明する。まず AIC と逸脱度 (deviance*11)G2 とは






















関数 f(x) = x ln(x=) を定め、これを  のまわりで
の二次までのテイラー展開により、
f(x) ' (x  ) + 1
2
(x  )2





































































































*18 BIC(Bayesian Information Criteria)とは、 Gideon E.Schwarzの提唱したモデル選択規準である。積分のラプラス近似を基礎とする
もので AIC とは導出原理が異なる。また J.Rissanen のMDL(Minimum Description Length) と形式的な同一性をもつ。赤池 (1996)
は AICと BIC・MDLとの混同を批判している。その意味については後述。






























可能である (式 (4.2))。このばあい、その変数  のした




g(y j !) =
Z





`(y j )h( j !)d (4.2)
式 (4.2)について次のような手順でモデル・ビルディ
ングがなされる。


















AIC(赤池らはこれを ABIC と命名している) が
*19 この観点にしたがえば、通常の定数としてのパラメータも退化分布 (ディラック関数) にしたがう確率変数とみなされる。つまり、ラプラ
スによる場合の数に依拠する確率の定義は修正を受ける。
*20 実際にはこの計算を解析的に実行することは困難であり、ここに EM アルゴリズムが注目される理由がある。ただし、EM アルゴリズム
の収束は一般には速いとはいえない。
*21 因子分析のばあいは因子スコアを計算することに相応する。また、この計算は、この枠組みにおいては、!^ の決定に関与していないことに


















ムにおいては、 は潜在変数であり、観測値 y と併せて





a). 上の 1)、2) は基本的には変わらない。ただし初
期値 !(0) は最初に与えられる。暫定的な対数尤
度 ln g(y j !(0))も計算される。
b). E ステップ：y と !(k) を前提として、完全デー
タ x = fy; g の事後分布 (条件付き期待値)
Q(!;!(k)) = E[f(x j !) j y; !(k)] が計算さ
れる。
c). Mステップ：Q(!;!(k))を最大化する !(k+1) が
計算される。










 にかんする事前分布を q()、事後分布を t( j y; !)
とする。後者は次のように記述される。
t( j y; !) = f(y;  j !)
g(y j !) =
f(y;  j !)Z

f(y;  j !)d
周辺分布の対数尤度 ln g(y j !)は以下のように q   t
間の KL 情報量 Iq;t を用いて記述できる。ここで KL





*23 ただし、赤池らはこれが EMアルゴリズムであることに気が付いていない (あるいは EMアルゴリズムの存在を知らない)。またその計算
方法も、繰り返し計算による EMアルゴリズムとは違い、一挙に ! について最適化するものとなっている。
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= L(q; !) + Iq;t
上の関係を用いて EM アルゴリズムの収束プロセス
を表現したものが図 4.1 である。E ステップでは !(k)
を固定し、事前分布が q()! q0() = t( j y; !(k))のよ
うに事後分布に一致するように更新される (Iq;t ! 0)。















t( j y; !(k)) ln

f(y;  j !)










t( j y; !(k)) ln t( j y; !(k))d
= Q(!; !(k)) + const: (4.3)
Mステップでは q0()が固定され、ハイパーパラメー
タが !(k) ! !(k+1) と更新される。L(q0; !(k+1)) が増
大する以上に ln g(y j !(k+1)) が増大し、対数尤度は着
実に上昇する。
EMアルゴリズムの具体例 (1)
(一変量の連続変数 Y、一変量の離散変数 Z からな
る)CG 分布において、離散変数が観測できなかったば
あい (すなわち Z について周辺化されているばあい)、
その結果は混合正規分布となる。このデータから離散変
数 Z を復元したい。DGMは次のとおりである。
yi j (zi = j)  N(j ; 2j ); i = 1;    ; n; j = 1; 2
zi  Bin(1;  = (j))
上の記法と対応させれば、 ! zi、! ! fj ; j ; 2j g
のようになる。
完全データ fyi; zigにかんする対数尤度は次のように









j (yi j j ; 2j )zij
まず期待対数尤度である Q 関数は次のように計算さ
れる。





























lnj + ln(yi j j ; 2j )
	
上のうち、EZ [zij ] は E ステップで先に計算され
る*24。




= p(zij = 1 j yi)
=










j (yi j (k)j ; 2(k)j )








































図 4.2 は二種類の正規乱数 N(0; 52) と N(20; 32) を
混合した標本をもとに EM アルゴリズムで (ハイパー)
パラメータ j、j、j を推定した例である。左図では、
データ yiのヒストグラム (n = 100、zi = 1の標本が 70、
zi = 2、右図では推定された密度関数 (点線:k = 1、実線：
k = 15) が示されている。初期パラメータは yi の大き
さでソートしたものを半数づつ ((0)j = 0:5)分割し、そ
れぞれの標本平均と標本標準偏差を (0)j 、(0)j とした。
繰り返し計算はおおむね 15 回前後で収束している*25。
最終的な推定値は  = (0:70; 0:30)、 = (1:14; 20:04)、

















































yi(yi0 で Noの、yi1 で Yesの回答数をそれぞれあらわ





yi1  Bin (yi; i) ; yi = yi1 + yi0
i = s(zi) =
exp zi
1 + exp zi
d2i  N(0; 2)
di = (zi   zi 1)  (zi 1   zi 2)
i = 1;    ; C
完全データにたいする対数尤度 Lc は次のように記述
される。ここで ! = (2; z 1; z0)がハイパー・パラメー
*25 Rによる計算プログラムは付録 C.8を参照のこと。
*26 1981年 12月、東京 23区の有権者を対象とした「第 51回東京定期調査」(統計数理研究所)より。設問は「あなたの主義・主張は別にし
て、将来も自民党の単独内閣はつづくと思いますか。」当時は鈴木善幸内閣であり、その前の第二次大平内閣は党内抗争が激化したことで知
られる。
*27 前の例とは逆に、連続変量 Z が潜在変数であり、離散変量 Y が観測値となる。坂元はハウスホルダー変換を用いた最小二乗法によって解
を求めているが、本稿ではこれを EMアルゴリズムを使って求める。
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タである。
Lc = ln `(y j z) + lnh(z j !)


























































尤度 EZ [Lc] を極大にするような ! を決定することで
ある。しかし、i が zi のロジスティック関数で記述さ































fyi1zi + yi ln s( zi)g
 C
2




















jDz + rj2 + const:
=  1
2

























る適当な初期値を前提として S 1N 、N が計算される。
これは zi の事後分布を正規分布 N(N ;SN ) で近似す
ることに等しい。
Mステップについて、まず ai の更新式を考える。LC























同様に、r および 2 についても最適化すると、次の
更新式が得られる*30。
*28 このテクニックは変分ベイズ法として知られている。ビショップ (2012)を参照のこと。
*29 この式は ln s(zi)について、z2i を変数とする一次のテイラー展開より導出される (つまり、s(zi)を正規分布の密度関数によって近似する
ことに等しい)。ただし、これにより zi の近傍 ai を新たなパラメータとして導入しなければならなくなる。
*30 DN の i番目の要素を DN(i) と表現した。
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(r)new =



















れた Ez(i) = s((k)N ) を図示したものである。k=76
のとき、2 = 2:643 10 4 となっている。これによれ
ば、Yesの回答確率は 43歳で最大値 0.66となる*31。





































元データ i の期待値 (k=1,2,81)



















*31 Rによるプログラム例を付録 C.8に示す。坂元 (1985)では 42歳を最大値としているが、概ね同じ結果である。











1). R.A.Fisher : ducial probability の理論は、事
前分布の選択を客観的に行おうとする試み
2). Neyman=Pearson : 第一種の誤り、第二種の誤
りの概念の導入は、事前分布の導入を避ける理論
の展開を試みたもの



































































成で、従来の方法の 0 がベイズ的方法では  に置き換
わっているのはこのためである。
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表 4.2 赤池によるベイズ的方法の理解
従来の方法 ベイズ的方法
推定方法 x! (x) x! p( j x) ; 推測分布
推定値の良さ f( j 0)() f( j (x)) f( j 0)() g( j x)
の評価 g(y j x) =
Z

f(y j )p( j x)d
g(y j x)は予測分布
KL情報量 I の構成 I = Ey ln f(y j 0) I = Eyj ln f(y j )
 Ey ln f(y j (x))  Eyj ln g(y j x)






Ey ln f(y j (x)) =
Z
y
f(y j 0) ln f(y j (x))dy
同様に、EExj

Eyj ln g(y j x)
 がベイズ的方法に
おいて最大化される。これは以下のような式変形を通


























f(y j )f(x j )p()
t(x)
dln g(y j x)dy
t(x)dx
# q(y j x) =
Z

f(y j )f(x j )p()
t(x)
d
= ExEyjx [ln g(y j x)]
ここで、KL情報量の基本性質より、
Eyjx [ln q(y j x)]  Eyjx [ln g(y j x)]  0
また等号が成立するのは、g = q のときであるから、










f(y j )p( j x)d (4.5)
式 (4.4)と式 (4.5)を比較して、
p( j x) = f(x j )p()Z

f(x j )p()d
























































ln f(x) を、モード x0 のまわりで二次までテイラー
展開し*39、
ln f(x) ' ln f(x0)  1
2
(x  x0)tH(x  x0)


























(yi   Ti)2 + 2
Pn
i=1







































これがラプラス近似である。ここで f(x) ! p(z j
)p()、x !  と置き換えることより、BICが導出さ
れる。事前分布 p() が N(m;V m) であると仮定し、
  ln p(z j )のヘッセ行列を J とすれば*40、





ln 2   1
2




ln 2   1
2
ln jV  1m + J j+ ln p(z j 0)
 1
2
(0   m)tV  1m (0   m)
ここで p()が十分な広がりをもち、したがって jV  1m j
が無視できるほど小さいとすれば、
ln p(z) ' k
2
ln 2   1
2
ln jJ j+ ln p(z j 0)






 = jnJ0j ' nk + const:
したがって、
ln p(z) ' ln p(z j 0)  1
2
k lnn+ const:














2 が考慮されているが。BICでは 2 ! 1とされる。
これより z のモード N は次のようになる。これは
フィットとしては過剰である。
eN(i) ' ln(yi1=yi0); s(eN(i)) ' yi1=yi
さらに zi で偏微分することにより、











を大きく (したがって 2 を小さく)することによって全
体の最適化を図るが、BIC においては第二項は単純に
無視され第一項のみが極大化される。これにより確かに
対数尤度は大きくなるが、潜在変数 zi の個数 C は自由
パラメータ数としては過剰であり、バイアス評価の尺度
としては使えない*43。
*40 ここで 0 は、
@
@
ln p(z j )  V  1m (   m) = 0
の解であるが、後で jV  1m jが無視できるほど小さいと仮定しているので、実質的に最尤推定量に等しい。




*42 ビショップ (2012) は近似計算としてみた BIC について、一つのモードのまわりでしか積分を評価しないので、分布の大局的な形状を考
慮できず、複数のモードがあるばあいに対処できないこと、 が質的変数のばあい (混合正規分布など)に適用できないこと、などの難点を
指摘している。
*43 BICでは、さらに y = nC として、diag(yi1yi0=yi) ' fn(1  )gC と近似される。この対数が「バイアス評価」項と誤認される。



















X1;    ; Xn  F (i.i.d.)が想定されているものとする。





II. 分布はデータの大部分を説明する F とそれとは
異質の G との混合分布である。外れ値の多くは
分布 Gから生じている*45。


























*47 竹内・大橋は、スミルノフ・グラブス検定、ユガミ (skewness)、トガリ (kurutosis)、ギアリー検定などの例を挙げている。
*48 ノンパラメトリック検定 (正規スコア検定、ウィルコクソンの順位和検定、メディアン検定など) が適用できるように思われるかもしれな
い。たしかにこれらの方法は分布を特定しないが、「ズレのモデル」に依拠しているという意味で万能のものではない。竹内・大橋 (1981)
を参照のこと。
*49 したがって、偏りを安易に補正することは、分散を増大させる危険をもたらす。Efron and Tibshirani(1994)はバイアス補正が危険とな
りうるのは、バイアスの計測自体が標準誤差などの計測よりも難しく、ゆえに安定を欠いているからであり、バイアス補正が積極的に活用
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り、分散と偏りの二乗の合計は一定の値以下にはなら
ず、一方の減少は他方の増大を招く*49。このことは、以
















































fx1;    ; xng  F^
経験分布 F^ が真の分布 F の良い近似になることは、
次のように CLTを使って正当化することができる*53。
F^ (x)は n個のベルヌーイ変数 (Xi  x)の和である。
ベルヌーイ変数の「成功」確率は、
Pr f(Xi  x) = 1g = Pr fXi  xg = F (x)
したがって、
nF^ (x)  Bin(n; F (x))
# CLTp












知の確率分布 F から標本 xが抽出 (観測)される。この
標本をもとに統計量 g(x)が計算される。推論のプロセ
スにおいては経験分布 F^ からブートストラップ標本 x
を抽出し、それにもとづいて統計量 g(x)を計算する。
現実の世界と推論のプロセスを媒介するものが経験分
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ることだけは分かっている。そしてこれら観測値の束を









Real World Bootstrap World
図 4.5 ブートストラップ法の模式図











として、B ! 1ならば得られる ^ の分布は ^ につい
ての (真の分布 F にもとづいて計算される)分布に限り
なく近づいていくことが期待される (さらにその上、困
難な解析的計算も回避できる*55)。
こうして得られる ^ の B 個の集まりは、^ の品質
(平均、分散、偏り、信頼区間など)を評価する上で十分




































*57 ウェルチの検定に相当する作業をしている。R を用いて実際に検定してみると、検定統計量は 1.0587(自由度 9.6545)、p 値は 0.3155 で
あり、やはり二群に差があるとは明瞭には言えない。
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表 4.3 マウスの生存時間
群 データ 標本数 平均 標準誤差
処置 94 197 16
38 99 141 7 86.86 25.24
23
対照 52 104 146
10 51 30 9 56.22 14.14
40 27 46
差 30.63 28.93
出所：Efron and Tibshirani(1994)、p.11 より一部改変




























ln 2   n
2




model p ^2 AIC
i0 2 2804.734 176.431
i1 3 2573.776 177.056
表 4.4が VARMODの結果である。モデル i0 は「二
群に差がない」という帰無仮説に対応、モデル i1 が「二
群に差がある」という対立仮説に対応する。これによれ

























メータ数を求め、これから AICを計算するというものである。比較対象のモデルのうち最も AICの低いものが最適とされる。これは CG
分布を用いた混合グラフィカルモデルの一種 (交絡因子のない)とみなせる。付録に Rによるプログラムを付す。
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図 4.7 ブートストラップ平均 (マウス生存時間)









i1 i0 i1   i0
E[lnL]  83:82  85:03 +1.21
lnL0  85:53  86:22 +0.69






と表 4.5 のようになる。E[lnL] で比較してみると、i1








表 4.6 国民性調査 (統計数理研究所)
X1=X2 1.男に 2.女に 計
1.男 749 83 832
2.女 445 636 1081
計 1194 719 1913
出所:坂元ら (1983)、p.92より




*59 処置群と対照群合わせて 16標本より B=2000個のブートストラップ標本を構成し、それぞれについて VARMODを適用した。
*60 標本対数尤度の偏りをブートストラップ法で評価する手法は EICと呼ばれている。詳しくは小西・北川 (2004)を参照のこと。



















図 4.9 ブートストラップ 2(分割表分析) 図 4.10 i1、i0 の対数尤度 (分割表分析)
提示されている問題は「X1 と X2 が独立であるかど
うか」であり、「両者は独立であるとは言えない」とい
う結論が、2 検定*61によっても AIC による方法でも
既に得られている。ブートストラップ法はこの結論の品
質を明らかにする。
図 4.9 は、ブートストラップ 2 のヒストグラムを
示したものである (B = 2000)。分布のレンジは 350～
800 程度と広いが、その自由度 1 に比べると十分に大
きい。
表 4.7 対数尤度の比較と偏り
i1 i0 i1   i0
E[lnL]  2309:72  2575:15 +265.43
lnL0  2312:10  2576:14 +264.04
Bias +2.383 +0.989 +1.394
図 4.10は、X1 と X2 が独立であるとする仮説 i1 (右
側)と、独立でないとする仮説 i0 (左側) (いずれも多項
分布を基礎とする)に対応するそれぞれの対数尤度のヒ
ストグラムを重ねて示したものである。両者は互いに十




ない。i0 についても、そのバイアス 0.989 は自由パラ
メーター数 2よりも小さい。しかしバイアス補正の有無
にかかわらず、i1 > i0 の結論は揺るがないとみてよい。
4.3.4 ブートストラップ法の具体例 (3)











*61 検定結果は、2 = 476:34(自由度 1)、p 値は < 2:2  10 16 で、きわめて小さい有意水準で帰無仮説 (独立) は棄却される。R の
chisq.test関数を用いた。
*62 ただし、一部収束計算に失敗している。成功した回数は 1876回である。























































L(F )とは、F を cdfとする分布から観測値 fx1;    ; xng
が得られる確率のことである。そして、F が cdfである
とは、
F (x) = Pr(X  x)
であるから、ここから等号を外したものを考えると、
F (x ) = Pr(X < x)
より、















X = fx1;    ; xng とする。この観測値に重複 (tie) が
含まれている可能性があるので、それを取り除いたもの
を fz1;    ; zmg とする。また zj の X のなかでの出現











*63 ただし、Efron and Tibshirani はこの事実の証明を与えず、練習問題として記している。Owen(2001) によれば、この定理の初出は
Kiefer and Wolfowitz(1956)とのことである。




































































尤度比検定であった。ここで定数 c は有意水準  を用
いて、Pr(  c j H0) = から前もって計算される。
 > c ! H0を棄却しない
  c ! H0を棄却




 = g(F )の信頼区間は、
fg(F ) j R(F )  rg
= f j R()  rg (4.8)
ここで、R() はプロファイル尤度と呼ばれ、次のよ
うに定義されている。






















*65 Efron and Tibshirani は以下の互いに競合する諸方法をとりあげて比較している。経験尤度 (empirical likelihood : Owen,1988)、近
似ピボット法 (approximate pivot method: Boos and Monahan,1986)、ブートストラップ部分尤度 (bootstrap partial likelihood:
Davison, Hinkley and Warton,1992)、インプライド尤度 (implied likelihood: Efron,1992)。
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また信頼区間はプロファイル尤度を用いて次のように
なる。
















れらの計算は、 = 0 の検定のばあいはR(0)の計算
に、r0にたいする信頼区間を求めるばあいはR() = r0
の求解に帰着される。




























= n+  = 0!  =  n
! wi = 1
n
 1





1 + (xi   ) = 0
この方程式を解くにはブレントの方法、ニュートン法
などの数値解法を用いれば良い。その際に、解を挟み込
む二点が必要になるが、たとえば w(1) = 1、w(n) = 1
などの特殊なウェイトを用いることにより、
1  n 1




 の信頼区間を求めるには、その両端を  、+ と
して、
x(1)     x^  +  x(n)
が成立することを利用して、それぞれの範囲で







































*66 これ以外は自明である。  x(1) < x(n) または x(1) < x(n)  のときR() = 0、 = x(1) = x(n) のときR() = 1である。
*67 あるいは、直接的に信頼区間についての最適化問題を解く、近似的にR()  exp( 2;1 
(1)
=2)を計算する、などの方法もある。
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ここでは具体例として、Owen(2001)の p.17にならっ
て H.Cavendish(1798)*68の実験からの計測値よりプロ




























12 10 2018 2 01 2019 4 01 2019 6 03 2019 8 01 2019 10 01 2019 12 02 2019
図 4.14 日経平均株価の推移 (2018/12/10～2019/12/10)

























*69 図 4.12を見ればわかるように、ここには 4.02、4.88といった「異常値」が含まれる。Owenはこれらについて何も注意を与えていない。
Cavendishによる原文、"Experiments to Determine the Density of Earth"(Philosophical Transactions of the Royal Society of
London,88:469-526)の中には、4.88は含まれるが、4.02は存在せずその代わりに 5.02がある。Owenは図 4.12のもとになるデータを
Stigler,S.M. "Do robust estimators work with real data?"(Annals of Statistics,5:1055-1098)から採ったとしている。しかし、Rの
HistDataに含まれる Cavendishも同じ Stiglerを使っているが、ここには 4.02は含まれていない。ネットには 4.02を含む Cavendish
のデータが散見され、その多くは統計学のテキストからのものである。
Cavendish の用いた実験器具 (ねじり天秤装置) の特徴から考えて 4.02 を正常な値とみなすことは危険であり、われわれは Owen の用
いたデータとは別に HistDataからのデータも使ってプロファイル尤度を求めてみよう。
*70 Rの emplikパッケージ (Mai Zhouによる)の関数 el.testを用いた。
*71 Rのパッケージ quantmodの getSymbols関数を用いて、Yahooよりデータを取得した。

































= v   2













i   20yi) ' 20   20














































wbj(ybj   0) = 0










1 + a(yai   0   d)
naX
i=1
yai   0   d
1 + a(yai   0   d) = 0
図 4.16はマウスの生存時間の例について、0 と dを
与えたときのプロファイル尤度を表示したものである。
横軸が d、奥行きが 0 である。分布は単峰であり、dは
ぎりぎり負ではないだろうという程度の広がりをもって
いる。図 4.17 は同じデータを等高線で示している。最
尤推定量は (^0; d^) = (56; 31) であり、このときの尤度
比は 0.9998 である。d = 0 の制約を入れたときの ^0
は 87 であり、このときの尤度は 0.0307 である。両者
の対数尤度の差の  2倍 (AICに相当)は  6:9647であ
る (つまり 0 = 0 の制約を含まないモデルの方が望ま
しい)。





















図 4.16 二群の経験尤度比 L(0; d)












































B(1   ) 番目の数値を信頼区間の推定値として






















































































1). R.A.Fisher : ducial probabilityの理論は、
事前分布の選択を客観的に行おうとする試み
2). Neyman=Pearson : 第一種の誤り、第二種
の誤りの概念の導入は、事前分布の導入を避
ける理論の展開を試みたもの



















































(偏り) や精度 (ばらつき、分散) についてもやは
り分からない、ということをも意味する。

















ロセス (認識論;Bootstrap World) を重ね合わせ
て解釈することに等しい。現実の世界では未知の
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析的計算も回避できる)。
 こうして得られる ^ の B 個の集まりは、^ の品
質 (平均、分散、偏り、信頼区間など) を評価す



























































!2 = u; o
...




!1 = u;   
ここで、個々の !i はサンプルと呼ばれ、サンプルを
すべて集めたもの 
 = f!1;    ; !1gはサンプル空間と
呼ばれる。すなわち、サンプル空間は集合である。

































































































あり、たとえば次のように記述される (長澤 (2015) を
参照のこと)。





















であることが要請される。例、P (f! j xs(!) =













1=2 4i = 1











E[4i] = 0 Var[4i] = 1
E[Sn] = 0 Var[Sn] = n
*2 伊藤 (2007) は次のように書いている。「













みを 1分ごとから 1=k分ごとに、空間の単位を 1mmか
ら 1=
p
























k!1 ! B(t)  Bt  N(0; t)
mgfは次のとおりである (キュムラント母関数の二次
までのテイラー展開から得られる)。





























図 5.1 二次元ブラウン運動 (2000ステップ)
ブラウン運動は次の性質をもつ。
 増分の定常性*6と tについての連続性
Bt  Bs  N(0; t  s)
 ! lim
t!sBt  Bs = 0
また B0 = 0。
 いたるところで微分不可能
Var[Bt] = t















長澤は Einsteinの論証をもってT.Lucretius Carus (B.C.99-B.C.55)の観察が解明されたものとしているが、Lucretiusが Epikouros
(B.C.341-B.C.270)の思想の宣伝者であることに鑑みれば、この観察はさらに時代をさかのぼる頃から知られていたのだと言える。
*5 ウィーナー過程とも呼ばれる。
*6 増分の定常性とは増分が t  sにのみ依存することである。
*7 (ブラウン運動にかんする)P.Levyの条件 (characterization)のうちの一つである。
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 増分の独立性
t1 < t2 < t3 < t4 のとき、
B(t4) B(t3)?? B(t2) B(t1)
 遷移確率が拡散方程式を満たすこと
時点 s から t の遷移確率 Q の対数は次のように記述
される。ただし y = Bt; x = Bs である。
lnQ =  1
2
ln 2   1
2






































































































Xt  Xs  N
 





時点 s! tの遷移確率 Qを次のようにあらわす。
Q(t; y j s; x) = Pr(Xt = y j Xs = x)
Q(t;  j s; x) = Pr(Xt 2   j Xs = x)
遷移確率 Q は次のチャップマン＝コルモゴロフの等
式を満たす (s  r  t)*8。





























*8 この等式は s! r、r ! tの二つの遷移確率の畳み込みとも解釈できる。なお連続ではなく離散的なマルコフ連鎖においては、この等式は
行列の積として表現される。



































dBt = Bt+dt  Bt
#
df(Bt) = f(Bt+dt)  f(Bt)
= f(Bt + dBt)  f(Bt)



































dXt = a(t;Xt)dt+ b(t;Xt)dBt









示すことができる (s! tを s! o! tに分解する)。t
時点の位置は o時点より前の情報に依存しないので、マ
ルコフ性が成立している。



































































































































































# t! s  h
























= Lu(s; x) = 0

































































L+ c(s; x) = 0





























	(b; z; j s; x)b(z)dz













ln(t; x) + ln b(t; x)
2
S(t; x) =
ln(t; x)  ln b(t; x)
2
8<:
(t; x) = eR(t;x)+S(t;x)
b(t; x) = eR(t;x) S(t;x)
発展の流れドリフト a、baは次のように定義される。8>>><>>>:













Q(t; y j s; x) = (t; y)
(s; x)
	(t; y j s; x)
2). 基本解 	 と入口・出口関数を指定することによ



























また Xt の分布密度 t(x) は次のように記述さ
れる。
t(x) = (t; x)b(t; x) = e2R(t;x)
1)については次のように確認される。
Z





	(r; dz j s; x)(t; y)
(r; z)









	(t; y j s; x)
= Q(t; y j s; x)
Z













dx0ba(x0)	(b; y j a; x0)b(y)dy
にて、区間 [a; b] を次のように a = t0 < t1 <    <
tn < bと分割することにより Xt1 ;    ; Xtn の存在を示
せる。
E [f! j !(ti) 2  i; i = 1;    ; ng]
=
Z
dx0ba(x0)	(t1; x1 j t0; x0) 1(x1)dx1
	(t2; x2 j t1; x1) 2(x2)dx2   




1 xi 2  i
0 xi 62  i
Xt がマルコフ過程であることを示すには、上の式を
f で書き直すことによって、
E [ff(Xt1 ;    ; Xtn)g]
=
Z
dx0ba(x0)	(t1; x1 j t0; x0)dx1
	(t2; x2 j t1; x1)dx2   
  	(b; y j tn; xn)b(y)dyf(x1;    ; xn)
(f(x1;    ; xn) =  1(x1)     n(xn)に相当する)
さらに Qで書き直すと、
E [ff(Xt1 ;    ; Xtn)g]
=
Z
dx0ba(x0)a(x0)Q(t1; x1 j t0; x0)dx1
Q(t2; x2 j t1; x1)dx2   
  Q(b; y j tn; xn)dyf(x1;    ; xn)
# R Q(b; y j tn; xn)dy = 1
=
Z
dx0a(x0)Q(t1; x1 j t0; x0)dx1
Q(t2; x2 j t1; x1)dx2   
































は L+ c = 0の解として、また pを基本解 	か
ら次のように
p(s; x) = 	(t; y j s; x)(t; y)









= Q(t; y j s; x)





bu(t; y) = p(t; y)(t; y)
Lobu =  p(L) + (Lop) +  20p0
Lobu   20p0 =  p(L) + (Lop)
=  p(L+ c) + (Lop+ cp)
は L+ c = 0の解、
p(t; y) =
	(t; y j s; x)
(s; x)
! bu = Q





4)について、まず式 (5.2)が Lu = 0に対応している
ことを利用し、f(t;Xt)  Xt とおくことにより、また

















































2(x2 + y2) = 0






















































変数分離のため '(r; ) = R(r)() とおく。分離の
ため任意定数mを導入する。







































(cosm + i sinm)
ところで () は任意定数の m があるためにそのま
までは一価関数にならない。つまり  = 0 と  = 2
で異なる値をとる。() が一価関数となるためには、
m = 0;1;2;   でなければならない。






































f 00   2rf 0 + 1
r































0 = (s2  m2)a0s 2 +

(s+ 1)2  m2	 a1s 1
+








+   
+











+   
 が任意であることから、係数はすべてゼロでなけれ
ばならない。8>>>>>><>>>>>>:
(s2  m2)a0 = 0
(s+ 1)2  m2	 a1 = 0

(s+ )2  m2	 a +0

  2(s+    1)

a 2 = 0
第一式で a0 6= 0、s > 0より、s = jmj。これを第二
式に代入することより、a1 = 0。第三式より、 のすべ
ての奇数項はゼロとならなければならない。また、多
項式が無限大に発散しないようにするため、ある項数




= 2(jmj+ n+ 1) (n = 0; 2; 4;   )
よって、8>><>>:













m = 1、n = 0のばあい
'(r; )は定義とおり次のようになる (規格化のための
定数を  とする)。







ところが、時間変数を戻した (t; r; )は定義とおりに
構成しても元の運動方程式を満たすものにはならない。
*19 F ()は次のような合流型超幾何関数 U とラゲール陪多項式 Lの線形和である。
Fjmj;n() = c1jmjU( n=2:jmj+ 1; 2) + c2jmjLjmjn=2(2)
なお、F0;0() = c1 + c2 = a0、F1;0() = (c1 + c2) = a0 である。
86 第 5章 測度論的確率論と確率過程
そのため、時間について i倍とした新たな関数  (t; r; )
を次のように構成する。また指数部を実部 R1 と虚部
S1 に分割する。
 (t; r; ) = e it'(r; )
= eR1+iS18><>:
R1 = ln r   
2
r2
S1 =  2t 
同じ実部と虚部を使い「発展方程式」と bが構成さ
れる。 8<:
(t; r; ) = eR1+S1












































































図 5.2 (t; r; )













図 5.3 フックの力の下での運動 (m = +1、n = 0)
5.3 確率微分方程式と量子力学 87













2r2u+ aru = 0
これに対応する確率過程は次のようになる*20。





















































2(r  b(t; x))2b+ c(t; x)b = 0 
C:自己ポテンシャル 
自己ポテンシャルを、
eV (t; x) = 2@S
@t
+ 2(rS)2 + 22b  rS
とすると次の関係式が成立する。
V (t; x) + c(t; x) + 2b2 + eV (t; x) = 0 
Aの成立から Bの成立が次のように導かれる。まず、
 をシュレディンガー方程式に代入することにより、




















R + S + c+ 2b2 + eV  (5.4)
R = V、S = 0より、


V + c+ 2b2 + eV 
V + c + 2b2 + eV = 0ならば全体はゼロとなり、命
題 Bが成立する (bについても同様)*21。
逆に Bが成立するならば、t = tbt が運動学の方程
式 Lo r(a) = 0を満たすことから、
*20 長澤は一度この式を展開して r と  の二つの方程式に分割している。その計算過程で、論旨には影響しないものの直交座標系の計算と極
座標系の計算を混在させてしまっているように見受けられる。
*21 なお、先の事例のばあい、b(t; r; ) = 0; V (t; r; ) = 1
2
2r2; eV (t; r; ) = 2
r2






V + c+ eV = 0は成立している。
*22 任意関数 u = pbに Lを作用させ、Lu  2p0b0 = bLp+ pLbを得る。L+Lo = 2(r2   (rb))を Lbに適用し、若干の式変形を行
えば得られる。






2r2 r  (2b+ a)	 = 0

























2r(b+rS) + 2(b+rS)rR = S = 0
もし条件 C が成立しているならば、式 (5.4) におい
て、R   V = 0。
ゆえにシュレディンガー方程式















長澤は複素発展関数  1 と  2 の重ね合わせを「絡
み合った複素発展関数」と呼び、次のように生成関
数 (R; S) による表示を与えている。これによれば、
(R; S)が元の複素発展関数  1、 2 の生成関数と異な
ることは明白である。








(t; x) = eR
(t;x)+S(t;x)
b(t; x) = eR(t;x) S(t;x)
上の新たな発展関数より「絡み合ったドリフト」











(t; x) = b =    = j j2
= j 1 +  2j2
= jj2e2R1 + jj2e2R2
+2eR1+R2<() cos (S1   S2)









*23 定常解については、Pauling and Wilson(1935)　 Chapter 13 "The Free Particle",p.90以降を参照。定常解はW.Heisenbergの不
確定性原理との関係で言及されることがある。




































これ以降外力をゼロとする (V = 0)。また初期状
態*26として次を仮定する。






























































ln jAj2   jAj
2
2a2
(x  2t)2 + const:
S(t; x) =   i
2
 











































































































*28 定常解のばあいは R(t; x) = 0となる。
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図 5.5 二重スリット実験における 
図 5.4は空間上の一点 (x0; y0)での の時間変化を横
軸を y0 として示したものである。空間の尺度は t = 1
で x0 を通過するように調整している。これによれば、
t < 1 の間、確率密度は y0 = 0 を中心に正規分布の密
度関数の形をとりながら立ち上がり、t = 1で最高点に






x0 = (x0;y0)、スクリーンの位置を x1 = (x1; y1)
とする (x1 > x0)。 = (x; 0) の方向のドリフトをも





合った発展関数の混合割合は  =  = 1=
p
2 でなけれ
ばならない。このとき点 x1 上の粒子の分布密度  は





ln jAj2   jAj
2
2a2
jx1   x0   2tj2 + const:









jx1   x0 j2
+2  (x1   x0 )  jj22t


















+ cos(S+   S )



























S+   S  = jAj
22t
4a4





図 5.5 はスクリーン上の  の時間変化を t =







































































*31 スリット通過時点を t = 0として、t = 1でスクリーンに到達するものとしている。

































































































































*2 Sir William Petty(1623{1687): イングランドの医師、オクスフォード大学解剖学教授、アイルランド派遣軍軍医などを務める。〈価値法
則〉は彼の「租税効能論」の中ではじめて著述される




ただし、ギリース (2004)によれば、これらの努力はただちに現実社会での成功を見なかったようである。たとえば de Moivre「生涯年
金の論考」(1725)などそのころに数学者の著したマニュアル類には読者の便宜を周到に図った豊富な数表が付されたが、当時の保険数理士
には活用してもらえなかった。というのも当時の保険数理士がたんなる事務員以上のものではなかったからである。事態が変わるのは早く
とも 1762年のエクイタブル生命 (The Equitable Life Assurance Society)の設立を待たねばならなかった。
*5 Gottfried Achenwall(1719{1772)：ゲッティンゲン大学哲学教授、「ヨーロッパ諸国の構造概要」で知られる。




*9 彼は Democritusと Platoの自然哲学の統合を志向した。とりわけ原子の「偏奇」理論が、Democritusの原子論との決定的な違いであ
る。




































































*12 Marcus Tullius Cicero(BC106-BC43)
*13 西欧において古代と中世を分かつものは、ゴート族によるローマ陥落 (410)、「西ローマ」正帝の廃位 (480)、フランク王国の建国 (508以
降)の頃である。





*16 Charlemagne(742-814)はフランク王、Charles the Greatとも呼ばれる。西欧世界の統一者として知られる。
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Pascal-Fermat の往復書簡 (1654) について、また
Pascal の思想をどのようにみるべきかについて、ここ
では事実関係を積み上げることを糸口に答えてみたい。





 Blaise の父 Etienne は徴税官であり、法服貴族


















 Blaise は 1647 年に Torricelli の実験を再現する
*17 Albertus Magnus(1193-1280)、Thomas Aquinas(1225-1274)、OckhamのWilliam(1288-1348)など。










を (したがってまた Descartes の哲学を) 乗り越
える論拠を手に入れた。
 Etienne の死去を契機に、妹 Jacqueline がポー
ル・ロワイヤル修道院に隠遁 (1651)。Blaise は
反対したが妹を翻意させることができなかった。















































*23 本名 Antoine Gomboud(1607-1684)。作家。貴族ではなく、作品に登場させた自己の分身を「Chevalier(騎士)」と名付けた。それが後
に本人にたいしても「Mereで教育を受けた」「Chevalier」と呼ばれることになった。
*24 Pierre de Fermat(1607-1665)は法律家であり、オルレアン大学で法学の学位をえた。当時トゥールーズ議会の勅選委員 (終身)。
*25 石川 (2009)に偽名にかんする興味深い考察がある。




「蓋然的命題」の考え自体は Aristotle の「エンドクソス」を源流としている。Ockham のWilliam によれば「すべての人々によって
真であるか、大多数の人々にとって真であるか、あるいは最も賢明な人々にとって真であるか、いずれかである命題」のことである。
*27 ボヘミア (ベーメン)でのプロテスタントの反乱を起点とし、1618年から 1648年に戦われた戦争。当初は神聖ローマ帝国内での局所的な
争乱であったものが、周辺諸国を巻き込み、ヨーロッパ全土で戦われた。ヴェストファーレン条約により終結を見た。
*28 ギリースは Pascal から Fermat にあてた第一の手紙を引用しているが、その中で Pascal は de Mere のことを「非常にできる人」では
あるが「残念ながら幾何学者ではない」と評している。そして de Mereによる (サイコロの出る目の確率にかんする)出題の動機が「数の
理論の欠陥」を彼が証明したがっていたことにあったと Fermatに伝えている。Pascalはおそらく de Mereが「幾何学」に詳しくないた
めにそのような間違いを犯したと信じた。しかし、少なくとも経験的な確率の見積もりについては de Mere は間違っておらず、Fermat
の (焼失した) 返信では de Mere の直観を裏付ける正しい計算が与えられている (らしい)。de Mere の技りょうについて、ギリースは
David(1962)からの引用で次のように説明している。「シュバリエ・ド・メレはとても根気強い賭博者だったので、0.4914と 0.5という確
率を経験的に区別することができた。ちょうどガリレオにアドヴァイスを求めた賭博者が 0.0108の差を見たように、0.0086の差を見たの













































*30 ギリースは R.Priceによって 1763年に出版された T.Bayesの論考が、D.Humeの帰納法への懐疑にたいする回答であった、と述べてい
る。
*31 1738年にDaniel Bernoulli(1700-1782;Jakobの甥)により公表された。なお、この逆理にたいしては、のちにKarl Menger(1902-1985)



















ギリースは、現代の確率思想を 1) 論理説 (Keynes)、





















































会の領域 (史的唯物論)とは運動の基体が根本的に異なるという理解は正しいが、その違いを哲学一般の領域 (確率の見方) にまで持ち込む
ことは、確率の認識論的側面と存在論的側面をあたかも別々の実体の性格であるかのように実体の側に押し付ける発想でしかない。
*37 Leibnizの「充足理由律」(3.1.3節を参照)との類似性に留意のこと。




の理論家 Richard von Mises*39はウィーン学団のイン
ナー・サークルに所属し、彼の主著「確率・統計・真実」
































*38 ウィーン学団は 1907 年に物理学者 Philipp Frank、数学者 Hans Hahn(1879-1934)、経済学者 Otto Neurath(1882-1945) らにより、
科学哲学と認識論を議論するためのサークルとして組織された。第一次世界大戦による中断の後、戦間期にはMoritz Schlick らを世話役
として活動したが、ナチス台頭に伴い離散した。




*41 Philipp Frank(184-1966)。物理学者、L.Boltzman の弟子。ナチスの政権掌握とともにアメリカに亡命、ハーバード大学にてウィーン
学団を引き継ぐ活動を行った。
*42 Hans Reichenbach(1891-1953) はベルリン学派 (経験哲学協会:1928 創設) の組織者のひとりであり、R. von Mises もこれに参加して






























































その上で von Misesは第一の法則から限界頻度 (相対
頻度の極限) において確率を次のように定義している。





























*49 von Misesは頻度説の先駆者としてフランスの Antoine Augustin Cournot(1801-1877)、イギリスの John Venn(1834-1923)、ドイツ
の Georg Ferdinand Helm(1851-1923) を挙げている。これに加えてギリースはイギリスの Robert Leslie Ellis(1817-1859) の名も挙
げている。
*50 たとえば C は一つのサイコロを 4回投げること、Aは出目が 6であることに対応する。m(A)はその頻度・度数である。
*51 また先の温度計の類推 (分子一つに対しては〈温度〉概念が適用できない)から考えてもこれは von Misesからすれば当然である。




























































*55 この批判と Aristotle がチュケーを科学の対象ではないとした論理と対照することは興味深い視点をもたらすだろう。de Finetti は無意
識に Aristotleと同じような誤りに落ち込んでいるように見える。
*56 たとえば宮部 (2011) を参照のこと。これによれば、ランダムネスを定義する von Mises の試みが〈Kollectiv〉の定義 (その任意の
部分列が同一の確率値に収束する) に結実したが、肝心の部分列を構成する操作主義的手続きを von Mises は与えなかった。Alonzo
Church(1903-1995)は帰納的関数の概念を使って〈Kollectiv〉の数学的定義を完成させたが、Jean Ville(1939)によりこれが Aleksandr





















0 = f2; 4; 6g は「偶数」
という性質をなす。























































いる) をともに「歴史主義」の烙印を押して否定してしまう。(友人である Hayek らにそそのかされて執筆した)「開かれた社会とその敵」
















































































渉縞 (量子もつれ)が起きる理由を説明する「義務」をもつのは自分 (科学哲学者)ではなく、量子論 (物理学者)の側だと考えていた。第二
































































他方で長澤はどういうわけか自説と Nelson 理論との差異を強調する方向に傾いている。これは長澤が Nelson の最初の論文しか見てお

































論理説の著名な提唱者は John Maynard Keynes
(1884-1946) である*66。ギリースによれば、その著作
「確率論」(1921) は「ケンブリッジ・アポスルズ」*67の
先輩であった George Edward Moore (1873-1958) の
「プリンキピア・エチカ」(1903) と Bertrand Russell
(1872-1970) と Alfred North Whitehead (1861-1947)
の「プリンキピア・マセマティカ」(1903)の知的影響下
で 1904年頃から構想されたものであるらしい。ケンブ
































Keynes は Moore に反ばくするために次のような論
理を組み立てた。
i). 短期的にもたらされる「善」の大いさを行為 A >
行為 Bとする。
ii). 長期的には、無差別の原理から行為 A > 行為 B
*66 ギリースによれば確率の論理説の先駆者はWilliam Ernest Johnson(1858-1931) であった。彼はケンブリッジ大学で論理学を教え、効


















Keynes は D.Hume の因果推論を拡張する方向で議
論を進めた。次の三つの命題、8<: e n羽のカラスは黒かったh すべてのカラスは黒い
d 次に観察されるカラスは黒いだろう
の間の関係を見たとき、Humeは e! hも e! dも
誤った推論であると論じている。それはたしかに正し
いが、Keynes は「部分的 (確率的) に」ならば e ! h
と e ! d は間違っていないだろうと考えた。つまり、
Humeが言っているのは (3.1.2節のBorelの意味で)「確
実な」(1 p = 10 10)推論のことであり、「まず確からし











P (h1 j e) = P (h1 \ e)
P (e)
=
P (h1 \ e)P
i P (hi \ e)
=
P (e j h1)P (h1)P






























*73 ギリースはこの議論に賛否両論があったことを指摘している。de Finetti は否定的であり、Jochen Runde(1994) は賛同している。de



































































方程式 (reduced form; 前者を内生変数について解いた
*75 〈不充足理由律〉はベイジアンたちの意識のなかで事前分布の設定法として生き残った。すなわち、活用できる事前の情報がないばあいに
は一様分布を事前分布として使う、というものである。
*76 これは Henry Ludwell Moore(1869-1958) が回帰法を用いて正の傾斜をもつ需要曲線を導いたことに、R.A. Lehfeldt が疑問を呈した
ことを契機とする、とされている。





































































*82 ラグ付き内生変数から多変量自己回帰 (VAR)モデルへと拡張された。Lucas(1978)は VARを前提とする立場から従来モデルがパラメー
タをア・プリオリにゼロと仮定していることを批判した。
*83 定常性が満たされているかどうかは、ユニット・ルートの検定により確かめられる。











































































は興味深い視点を提示している。観測者 A は観測対象 B の抱く主観確率を計測しようとしているが、その主観確率の内容は、客観的な事
象 Eの生起確率である。図式的に表現すれば、A! (B ! E)である。だから上の誤解は A! B を B ! E と (無意識のうちに)同一視
してしまっていることを意味している。
6.4 現代 111
i). 参加者 B は a 円を支払ってくじを購入する。こ
のくじは、 事象 E が生起すれば、賞金 s円が払い戻される。
生起しなければ何も得られない。






p  0 (s > 0; a  0より)





ついての主観確率、賞金は p1; p2、s1; s2 であるとする。
Ej (j = 1; 2)が生起したときの参加者 Bの獲得金額 gj
は次のとおりである。














条件が必要となる。 1  p1  p2 p1 1  p2
 = 1  (p1 + p2) 6= 0
このばあい、sj について実際に連立方程式を解くこ




能性を排除するには p1 + p2 = 1でなければならない。
確率の乗法法則についても次のような手順で導出でき
る。まず二つの事象 E1; E2 から次のような特別なくじ
fE1 j E2gを構成する*89。8<: E2が生起する

E1が生起する    g = (1  p0)s0
E1が生起しない    g =  p0s0
E2が生起しない    g = 0
このくじの他に普通のくじ fE1g; fE2gも考える。そ





   g = (1  p1)s1
+(1  p2)s2 + (1  p0)s0
E1が生起しない
   g =  p1s1 + (1  p2)s2   p0s0
E2が生起しない    g =  p1s1   p2s2
これを行列表現すると次のようになる (便宜的に各行
を g0; g1; g2 と名付ける)。0@ g0g1
g2
1A =






1  p1 1  p2 1  p0
 p1 1  p2  p0
 p1  p2 0
 = p1   p0p2 = 0
したがって、p0 = p1=p2 である。これを事象に対応
付ければ、次の乗法公式が得られる。






























































カ国家安全保障局 (National Security Agency:NSA)で













i). 古代：安藤 (1997) によれば、古代ギリシャ
*91 ただし、この感覚は統計学者や自然科学者のような科学的分析に立脚した理性的予測なのではない。あくまでも個人的・直観的な感覚 (「ア
ニマル・スピリット」)にとどまるという意味で、人間疎外の一つの現れである。
*92 情報量はエントロピー概念 (ボルツマン・エントロピーなど) と深い関係があることから、情報量が客観的側面をまったくもたないとは言
い切れないが、そのことについては本稿では留保しておく。
*93 Ronald Aylmer Fisher(1890-1962) イギリスの遺伝学者、統計学者。ケンブリッジ大学生時代に Keynesらと優生学研究会を組織する。
ロザムステッド農事試験場に勤務していたころに分散分析、各種の検定理論、実験計画法を考案し、集団遺伝学の研究を行った。
*94 John Bertrand Johnson(1887-1970)と Harry Nyqvist(1889-1976)による。
*95 Claude Shannon(1916-2001)
*96 Norbert Wiener(1894-1964) はアメリカの数学者。アバディーン性能試験場で弾道学の研究を行い、射撃制御 (と哲学) の関心からサイ
バネティクスの発想に至る。ブラウン運動 (ウィーナー過程)の研究でも知られる。















































































































































































































































































KL 情報量 (divergence) は主観確率の更新式 (ベイ
ズ公式) における「エビデンス」の重さにかかわる。
F.Ramsey は確率と感情の関係性はないと (誤って) 結
*2 高嶋 (2019)を参照のこと。
















K.Marx 本人は (Hegel の思想的影響下にありながら
も)、その学位論文で Epikouros の哲学 (とりわけその































































*4 しかし、「金融資本論」の著者 R.Hilfading が〈価値形態論〉をほとんど理解しなかったために、この道は閉ざされていた。やはり高嶋
(2019)を参照のこと。














 確率変数について、質的 (離散型) と量的 (連続
型)の混在状況の理解。空間の分割。
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*9 Ludwig Heinrich Edler von Mises(1881-1973)はオーストリア帝国財務省の官吏であり、ウィーン大学教授でその後亡命、ニューヨー
ク大学に移る。Carl Mengerの系列に連なる経済学者。工学者 Richard von Misesの兄。
*10 1947年に経済学者を中心に創設された団体。そのメンバーはノーベル記念経済科学賞 (いわゆる「ノーベル経済学賞」)委員会 (Committee
for the Prize in Economic Sciences in Memory of Alfred Nobel)の委員にも選任され、同賞の性格にも影響を及ぼした。
*11 Peter Ferdinand Drucker(1909-2005)、ウィーン出身の経営学者。ロンドンで Keynesに学び、その後アメリカに移住。










































































*14 内戦と戦時共産主義 (1918-1921) からの経済の立て直しのため、食糧現物税が導入され、余剰農産物の自由販売が容認された。また一部
企業が合法的に再私有化された。これが「資本主義的要素」の容認 (国家独占資本主義) と受け止められた。「農民よ、富め」をスローガン
とするブハーリン派が台頭した。

























































































































































































































































































































































































































































































































































































































































































































































*19 おそらくこの点は Engelsの哲学観 (科学の進展につれて哲学自体が消滅する)が影響していると思われる。また過渡期経済学 (広義の経済
学)に関連して、Bukharinは資本主義経済がなくなるのだから経済学それ自体も消滅すると理解していたことも想起すべきである。
*20 Gino Kirill Piovesana S.J. (1917-1996)















































































































































Dewey は Trotsky が"law"を客観的法則性の意味で使っていると誤解しているし、Trotsky 自身もその点をあいまいにしている。
Deweyの批判に応えるには、階級闘争＝社会的実践が目的意識的に遂行されること、その意味でそれが客観的な法則性とは違うことを明言
しなければならない。そこには「手段」すなわち、各国で現在を生き、各地の伝統的風土・文化を伝え、それぞれの未来の展望を描いてい
る労働者階級 (それはあたかも一人の人間のように多様性をもち、自由を謳歌し、規律を重んじる) が存在している。目的は手段を (自己)
規定し、手段は目的を作り出す。このような注釈を加えた上で、Trotskyの結論「すべての手段が正当化されるわけではない」はきわめて
正しいものとして認められるべきである。

















*29 政策体系として知られる。この目的と手段の網の目は、同時に因果関係の網の目でもあり、選び取る小目標 (中間地点) の違いが最終的に



















n!1Pr(jYn   j  ) = 0 (C.3)






































= aPr(X  a) + aPr(X   a)
= aPr(jXj  a)
ii) のチェビシェフの不等式は式 (C.1) で X !
(X   )2、a ! a2 の置き換えで得られる。なお、
 = E(X)である。
iii)は、次のように示される。(2 = E(Xi   )2)
Yn =
































E(Xi   )2 = 
2
n
これらより、式 (C.2)で、X ! Yn、a! と置き換
えることにより、
*1 ここでの積分は離散分布、連続分布の双方に適用するためにリーマン＝スティルチェス積分で表記している。F (x)は確率分布関数。
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n !1Pr(jYn   j  ) = 0
ベルヌーイ試行 (コイン投げ)における大数の法則は、
次のように説明される。
誤差 Xi は予測 (＝「表」)が当たるか (Xi = 0)、外




率が (表の出る確率が 1  )ならば、相対頻度は nを
増やすにつれて Yn ! に近づいていくだろう。
さらに言えば、コインについてどちらの面を「表」と
名付けようと有利さにおいて事態が変わらないように見



































もしAが勝てば p0;2 = 1で勝負がつく、Bが勝てば p1;1
の状態に移る。さらにそこから A が勝てば p0;1 = 1、
B が勝てば p1;0 = 0 で必ず勝敗がつく。その状態から















両辺に xj を乗じて、j = 1;    ;1で総和をとる。こ









































































































(1  x)(2  x  y)
































*3 形式的ベキ級数とも呼ばれる。このばあい、xは変数ではなく標識にすぎず、かならずしも収束は考慮されない。ちなみに x = z 1 とし
たものは Z変換と呼ばれ、ディジタル信号の解析に用いられる。



























































z = 1を代入することにより、全確率の式GX(1) = 1
を得る。これは pgfの基本的な性質の一つである。
pgfの具体例：ベルヌーイ試行 (コイン投げ)で表の出
る事象を i = 1、裏を i = 0と規約する*6。また表の出
る確率を pとする (不正のないコインならば p = 1=2)。
GX(z) = q + pz (ただし、p+ q = 1)
特殊化：確実性*7
GX(z) = 1
一つの事象 i = 0のまま変化しない。つまりそれ以外の
事象は発生しない (pi 6=0 = 0)。
一般化 1：離散型一様分布
複数の事象について、すべての母数が同一 (pi =
1=n; n = b + 1   a)のものは離散型一様分布と呼ばれ














































上のテイラー展開から pgf と確率 (分布) とが一対一
対応すること (pgfの一意性)がわかる。この事実は、未





































r1 = p0q1 + p1q0
r2 = p0q2 + p1q1 + p2q0
...
のように、r の添え字 = pの添え字 + q の添え字を
満たしていることがわかる。これから、確率変数 i、j
の和である新しい確率変数 k の従う確率分布の pgfは、
もとの pgfの積によって表示されることがわかる。
例：同一のカテゴリカル分布に従う m 個の確率変数













調査の結果としてデータ (k0; k1;    ; kn 1) が得られ
る確率は、下の多項定理による展開の各項に相応する。














1    pkn 1n 1











! GX(z)GY (z) = E(zX)E(zY ) = E(zX+Y )
= GX+Y (z)
同様に、確率変数 X のスカラー倍 tX の pgf は次の
ように表示される。
GX(z
t) = Ef(zt)Xg = E(ztX) = GtX(z)
応用例として、確率変数の差 X   Y の pgfは次のよ
うに表示される。
GX(z)GY (z
 1) = E(zX)E(z Y ) = E(zX Y )
= GX Y (z)
pgfの微分に z = 0を代入したものがもとの確率に対




























X (z) = np(q + pz)
n 1
! G(1)X (1) = np
G
(2)
X (z) = n(n  1)p2(q + pz)n 2
! G(2)X (1) = n(n  1)p2
より、
E(X) = np; Var(X) = np(1  p)
例 2：母平均 、母分散 2 をもつ同一の一般的確率
変数の和の平均と分散









(1) = 2   + 2












! G(1)S (1) = n
G
(2)













! G(2)S (1) = n2 + n22   n
よって、
E(S) = n; Var(S) = n2
C.3.2 積率母関数について
積率母関数 (moment generating function: mgf)



























中心極限定理 (central limit theorem:CLT)*12と呼ばれ
るが、これが成立することを mgfを使って証明できる。
まず構成要素となるもとの確率変数を Xi(i =
1;    ; n)、その母平均、母分散をそれぞれ 、2 とす
る。最終的に構成される確率変数 T は以下のように記
述される。また T は、ひとつひとつのXi を基準化した
Ti の和にも分解できることも容易に見て取れる。ここ





























(z) = E(T 2i e
zTi)
!M (2)Ti (0) = E(T 2i )
= Var(Ti) + [E(Ti)]
2
= 1
ここで mgfの自然対数をとった関数  Ti(z)を定義す
る。これはキュムラント母関数 (cumulant generating
function: cgf)と呼ばれる。Ti の cgfと各キュムラント
を計算すると次のようになる。
 Ti(z) = lnMTi(z)










!  (1)Ti (0) = 0
*10 pgfが通常母関数を基礎としているのにたいして、mgfは指数型母関数にもとづく。また mgfは両側ラプラス変換と実質的に同じもの (z
の符号を変えたもの)であるが、これは pgfが z変換に関係するのと似ている。
*11 添え字は、数列ではなく関数であることを強調し、虚数単位との誤解を避けるために iではなく xに変更する。添え字の動く範囲は px の
定義される範囲に合わせる。
*12 CLT は大数の法則を含む。また CLT はもとの確率変数が mgf をもつ、という条件よりも弱い条件 (リンドベルグ条件) のもとで成立す
る。逆に、その成立条件があるということは、あらゆる確率変数の和が正規分布に近づくというわけではないこと、大数の法則と同様に
CLTも自然の客観的法則性を定理・法則として定立したものであることを意味している。いみじくも H.Cramerは次のように語ったと言



















!  (2)Ti (0) = 1
 Ti(z) を 3 次まで原点周りで展開することにより、
cgfの近似式が次のように得られる*13。

































































































































B [f(x)] (s) = B [ xf(x)] (s)
B [f 0(x)] (s) = sB [f(x)] (s) (C.9)























mgf は多変量 (同時) 確率分布に容易に拡大される。
joint mgfは次のように定義される。







積分消去 (integrate out) した周辺確率分布には次の
marginal mgf が対応する。また、これは joint mgf に
おいて、zi 以外の要素をすべて 0としたものに等しい。
MXi(zi) = E [exp fziXig]
=MX (0;    ; 0; zi; 0;    ; 0)
確率変数ベクトルの各要素が互いに独立であるとき、
joint mgf は marginal mgf の積に以下のように分解さ
れる (独立性判定の因数分解規準)。





















*14 mgfとラプラス変換の違いに対応して z を  sに置き換えている (この場合は結果は変わらない)。





































 = A(x  )
t = (x  )tAtA(x  )
= (x  )t 1(x  )
























る*16。X が式 (C.10) のように二つの部分に分けられ























ln fajb = ln f   ln fb
ただし、
ln f =  p
2
ln 2   1
2
ln jj   1
2
(x  )t 1(x  )









ln f = ln fa\b = ln fajb + ln fb (C.11)
ln fajb(つまり、Xb が与えられた時のXa の条件付き
分布)を計算すると、次のような平均 、共分散 Cbb の
多変量正規分布となる。ここで、Cbb は bb のシュー
ル補行列 (Schur complement)である*17。








Cbb = aa  ab 1bb ba
 = a +ab
 1
bb (xb   b) (C.13)
回帰モデル (Regression model) は、上の条件付き確
率分布の特殊ケースである*18。式 (C.10)のような分解
で、Xa を被説明 (従属) 変数 (多くのばあい pa = 1)、







Xb を説明 (独立) 変数と考え、以下のような表現を考
える。
Xa = A + B xb + 




得る。 8<: B = ab
 1
bb
A = a  Bb






E[g(Y )] = E [E[g(Y )jX]]
まず二つの確率変数が次のような Data Generating
Model(Process); DGMに従っているとする。
X1  N(0; 21); X2  N(X1; 22)
X = (X1; X2)全体の mgfは次のように計算される。





















































































X1  N(0; 21); X2  N(X1; 22); X3  N(X2; 23)


































































































































































*19 これは全確率の公式そのものでもある。g(Y )は確率変数 Y にかんする任意の関数である。





0@  21 +  22   22 0  22  22 +  23   23
0   23  23
1A
上と似ているが、X3 が X2 ではなく X1 に影響され
ているばあいは次のようになる。
X1  N(0; 21); X2  N(X1; 22); X3  N(X1; 23)









































































































































p 次元確率ベクトル X が多項分布に従っているこ
とを X  Multi(N;) と表現する。ただし、tep =
















































1A (ez   1)
9=;

























































































































X1 = (X1; 1 X1)は母数が  = (; 1 )のベルヌー
イ分布にしたがう確率変数であり、X2 は X1 = 1のと
きに母数が  = (; 1   )のベルヌーイ分布、X1 = 0
のときに退化分布にしたがう確率変数とする*21。



























































# (zi1; zi2)  (zi; 0)
= ez1 fez2 + (1  )g+ (1  )
= ez1+z2 + (1  )ez1 + (1  )
これは (z1 = z2 = Yes)、(z1 = Yes; z2 = No)、
(z1 = No)の三項からなるカテゴリカル分布である。
同様にして、p1 次のカテゴリカル分布と p2 p1 次の
カテゴリカル分布の合成分布はやはりカテゴリカル分布
となる。






































































周辺分布は混合正規分布となる。CG 分布の mgf は次
のとおりである*22。































































X1  Logistic(0; 1)
X2  Bin(1; ); ln 










ez1X1 fez2 + (1  )g

















































A =   e

(e   1)2 ; B =
1


































X1  N(0; 2)
X2  Bin(1; );  = (X1   )
MX1;X2(z1; z2)








































上で y = X1   と変数変換している。














































とがあげられる (Gauss の逆問題)。竹内・大橋 (1981)
を参考に、簡単にその内容をまとめる。





ln f(xi   )









g(xi   x) = 0 (C.16)





=  y (i = 1;    ; n  1)
(1  n)a  xn
n










 (ax+b)2dx =  (p=a)erf(b=pa2 + 1)より。
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ここで、h(x)  g(x)=xとすると、
h f(n  1)yg = h( y)
さらに次の特殊例を考えると、結局 h(x)は定数関数
でなければならないとわかる。8<: n = 2 h(y) = h( y)y = 1




 9=;! h(x) = c
したがって、次のように f(x)は正規分布の密度関数
であることが判明する。























P は頂点集合 Z によって有向分離 (ブロック)され
る」という。
i). パス P は、ある頂点 m が Z に含まれるよ
うな連鎖 (chain)i! m! j、あるいは分岐
(fork)i m! j を含む。
ii). パス P は、頂点 m もその子孫も Z に含ま
れないような、合流 (collider)i! m j を
含む。
頂点集合 Z が (X の任意の頂点と Y の任意の頂点
をむすぶ) すべてのパスをブロックするとき、「集
合 Z は X と Y を有向分離する」という。 
有向分離基準はこのように明瞭に定義されているにも
かかわらず、入り組んだ印象を与え、実際の利用に困難
をもたらす。つまり、分析者はパス P と頂点集合 Z を
同時に視野に入れつつ、条件 i)と ii)を交互に確認する
という作業を強いられる。
表 C.1 Bayes Ball algorithmの 10ルール
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Z1 ! Z2 ! Y のパスが active。
Z2 が観測されているばあい、X
と Y は有向分離されない。X !
Z2 ! Y のパスが active。
Z1 が観測されているばあいも、X
と Y は有向分離されない。やはり
X ! Z2 ! Y のパスが active。
R.D.Shachter(2013) はこの困難を取り除くために、
「Bayes Ball」algorithmなる工夫を提案した。これは、
頂点集合 X と Y が有向分離されているか否かを、X
と Y をむすぶ activeなパスが存在するかどうかによっ
て判別するというものである。active なパスがひとつ




り、「stop」があるかどうかは表 C.1 に示す 10 の規則
(これらは条件 i)、ii) の言い換えになっている) から判
定する。
表 C.2～表 C.4は Pearl(2009)が示した事例を Bayes
Ballルールを用いてやや詳しく解説したものである。
表 C.2では、季節 (season)、スプリンクラーの作動状






は異なっている。左では sprinkler?? rain j season、中
では sprinkler 6?? rain j wet、右では sprinkler 6?? rain j
season,slipperyである。
表 C.3 では、X と Y のあいだの条件付き独立が調




X?? Y、中では X 6?? Y j Z1(activeなパスが二つある
ことに注意)、右では X?? Y j Z2 となる。
表 C.4では、どの変数が観測されるかによらず、すべ
てのケースで (たとえ Z1 と Z2 の双方が観測されたと





(A?? B j C)G ならば、P (A j C;B) = P (A j C)のよ
うに観測値 B を除去できる。表 3.5の規則 1(観測値の
挿入/削除)は、この関係と実質的に同じである。
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表 C.5 有向分離の使用例
X1; Y1; X2 が観測されており、
Y2;  を推測したいものとする。
P (y2;  j x1; y1; x2) = P (y2 j
;   )P ( j   )
集合 fX1; Y1g は  により Y2 と
有向分離されている。P (y2 j
;   ) = P (y2 j ; x2)
X2 はパスが存在しないために
 と有向分離されている。他方
fX1; Y1g は  と有向分離されな
い。P ( j   ) = P ( j x1; y1)
表 C.5に観測値の削除の例を示す*24。左では BNの
全体像が示され、観測値/非観測値の別が明らかにされ
ている (ここで    は観測値の集合 x1; y1; x2 を指す)。
これが後の計算のために積の法則により分解される。
中では、分解された要素 P (y2 j ;   ) について、y2
と無関係な観測値 (ここでは fx1; y1g) が調べられる。
右ではもうひとつの要素 P ( j   )について同じことが
行われる。
全体を合わせると結局次のようになる。
P (y2;  j x1; y1; x2)
= P (y2 j ; x2)P ( j x1; y1)
ここで で周辺化することにより、最終的に次の結果
を得る。




P (y2 j ; x2)P ( j x1; y1)P ()










な f1 の候補を対象にするために、いくつかの未知量 (パ
ラメータ)を置いて可変にすることである。これによっ
て、f1 は点ではなく、ある曲面を表すものになる。
f1(xj)  g(x)  hx()
次に L0;1 が極大値をとるときのパラメータ ^0 を考













でのテイラー展開)を考える。ここで ^0 は式 (C.17)の
解である*25。
L0;1(hx()) = L0;1(hx(^0)) +
1
2
(   ^0)tH(   ^0)
(C.18)








次は、真の分布 f0 ではなくて、経験分布 fr から見た
評価を考える。式 (C.19)は fr から見た f1 の平均対数
尤度関数の二次近似である。^x は fr に関する Lr;1 関
数の極値を示す。
Lr;1(hx()) = Lr;1(hx(^x)) +
1
2
(   ^x)tH 0(   ^x)
(C.19)





















































HE0(^x   ^0)(^x   ^0)t
i
(C.23)
*25 ^0 は極大値であるから、一次の項は式 (C.17)よりゼロになっていることに注意する。
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式 (C.22)と式 (C.23)を辺々足すと、
L0;1(hx(^x)) = E0[Lr;1(hx(^x))] (C.24)
+tr
h





































一般には G 6= H であるが、もし G = H である場
合、トレースの中は単位行列になる。















Q(t; y j x)  Q(t; y j 0; x)
Q(t+t; y j t; z)  Q(t; y j 0; z) (時間の同質性)






fQ(t+t; y j x)










































Q(t; z j x)
Z
R
f(y)Q(t; y j z)dydz









f(z)Q(t; z j x)dz







f(z)Q(t; z j x)
Z
R




Q(t; z j x)
Z
R






Q(t; z j x)
Z
R













































K(n)(z)Q(t; z j x)
i




























K(n)(z)Q(t; z j x)
i
初期条件として t = 0で xが退化分布を仮定する。z




























Q(y j s; x)f(y)dy
Q(y j s; x)  Q(0; y j s; x)
  @
@s




fu(s s; x)  u(s; x)g
チャップマン＝コルモゴロフの式より、
















Q(z j  s; x)
Z
R




Q(z j  s; x)u(s; z)dz




Q(y j  s; x)u(s; y)dy
また、
u(s; x) = u(s; x)
Z
R
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Q(y j  s; x) fu(s; y)  u(s; x)g dy
























































Q(y j s; x)
K(n)(x) = 0; n > 2を仮定する。やはり、y が退化分








































第一式を解くことにより、'(t) = e iWt となる。W
は運動エネルギーを表現するが、事例 (1)とは異なり離
散的量子数でなく連続量となる。
第二式において外力をゼロとする (V = 0) ことによ





































Wx +Wy +Wz =W であり、Wx;Wy;Wz  0であ
る。仮にWy = Wz = 0;Wx = W とすれば次の一般解
を得る*30。











2W= = 、W = 22=2 とする。一般に
三次元の解は次のようになる。













































































+ g(t) = ln   ln

























































































p s t u freq
M:12 H:8 H:12 N:12 Min. :19.00






> res19 <- loglm(freq ~ t + u + s + t*u + t*s
+ u*s + t*u*s + p , data=RSdat)








> dm1 <- xtabs(freq ~ ., data=RSdat)
> gres19 <- dmod(~ t + u + s + t*u + t*s + u*s
+ t*u*s + p , data=dm1,fit=TRUE)




> y1 <- rnorm(70)*5 + 0
> x1 <- cbind(y1,rep(1,70))
> y2 <- rnorm(30)*3 + 20
> x2 <- cbind(y2,rep(2,30))
> x <- rbind(x1,x2)
> x <- x[sample(100),]
> hist(x[,1],freq=F,main="",xlab="y")
>
> la <- c(0.5,0.5)
> yu <- sort(x[,1])
> mu <- c(mean(yu[1:50]),mean(yu[51:100]))
> sigma <- c(sd(yu[1:50]),sd(yu[51:100]))
>
> w <- c(0,la,mu,sigma,0)
> pz <- estepfunc(x[,1],w)
> oldlc <- lcfunc(x[,1],pz,w)
> w <- c(0,la,mu,sigma,oldlc)
> res <- w
>
> for(i in 0:100){
> pz <- estepfunc(x[,1],w)
> w <- c(i+1,mstepfunc(x[,1],pz),lc)
> lc <- lcfunc(x[,1],pz,w)
> res <- rbind(res,w)
> if((lc-oldlc)^2 < 10^(-4)) break
> oldlc <- lc
> }
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>
> # LogLikelihood
> lcfunc <- function(y,pz,w){
> k <- (length(w)-1)/3
> lcz <- c()
> for (y0 in y) {
> lc0 <- rep(0,k)
> for(i in 1:k){
> lc0[i] <- log(w[1+i])
+log(dnorm(y0,w[1+k+i],w[1+2*k+i]))
> }
> lcz <- rbind(lcz,lc0)
> }




> estepfunc <- function(y,w){
> retval <- c()
> k <- (length(w)-1)/3
> for (y0 in y) {
> z0 <- rep(0,k)
> zz <- 0
> for(i in 1:k){
> z0[i] <- w[1+i]*dnorm(y0,w[1+k+i],
w[1+2*k+i])
> zz <- zz + z0[i]
> }
> z0 <- z0 / zz






> mstepfunc <- function(y,pz){
> n <- length(y)
> n0 <- colSums(pz)
> mu0 <- colSums(pz*y)/n0
> sigma0 <- sqrt(colSums(pz*(y^2))/n0
- (mu0^2))






> sakamotodat <- read.csv("sakamoto.csv",
header = TRUE,na.strings="NA")
>
> ym <- 1/(1+sakamotodat[,3]/sakamotodat[,2])
>
> # param. initialize
> a <- numeric(75)
> sigma2 <- 1
> z0 <- numeric(2)
> C <- 75
>
> t0 <- a
> t0[1:3] <- c(1,-2,1)
> D <- toeplitz(t0)




> r <- a
> r[1] <- z0[1] - 2 * z0[2]
> r[2] <- z0[2]
>
> b <- sakamotodat[,"Yes"] - sakamotodat[,"No"]
> b <- b/2
>
> Lamb <- diag((a + 1)/8 *
(sakamotodat[,"Yes"] + sakamotodat[,"No"]))
>
> # DNinv muN
>
> SNinv <- (t(D) %*% D)/sigma2 + Lamb * 2
> SN <- solve(SNinv)
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> muN <- SN %*% (b - (t(D) %*% r) / sigma2)
>
> l0 <- 1/(1+exp(-muN))
>
> # param. renewal
> anew <- diag(SN + muN %*% t(muN))
> rnew <- - D %*% muN
> p2 <- rnew[-(1:2)]
> sigma2new <- (t(p2) %*% p2
+ sum(diag(t(D) %*% D %*% SN)))/C
> rnew[-(1:2)] <- 0
>
> # 2nd itteration
> a <- anew
> r <- rnew
> sigma2 <- as.numeric(sigma2new)
>
> Lamb <- diag((a + 1)/8
* (sakamotodat[,"Yes"] + sakamotodat[,"No"]))
> SNinv <- (t(D) %*% D)/sigma2 + Lamb * 2
> SN <- solve(SNinv)
> muN <- SN %*% (b - (t(D) %*% r) / sigma2)
>
> l0 <- cbind(l0,1/(1+exp(-muN)))
>
> # itteration using 'til sigma2 converge
>
> sigma2old <- sigma2
>
> for (i in 1:500) {
> anew <- diag(SN + muN %*% t(muN))
> rnew <- - D %*% muN
> p2 <- rnew[-(1:2)]
> sigma2new <- (t(p2) %*% p2
+ sum(diag(t(D) %*% D %*% SN)))/C
> rnew[-(1:2)] <- 0
>
> a <- anew
> r <- rnew
> sigma2 <- as.numeric(sigma2new)
>
> Lamb <- diag((a + 1)/8
* (sakamotodat[,"Yes"] + sakamotodat[,"No"]))
> SNinv <- (t(D) %*% D)/sigma2 + Lamb * 2
> SN <- solve(SNinv)
> muN <- SN %*% (b - (t(D) %*% r) / sigma2)
>
> if((sigma2 - sigma2old)^2 < 10^{-10}) break
> sigma2old <- sigma2
> }
>
> l0 <- cbind(l0,1/(1+exp(-muN)))
>





># VARMOD : AIC for Variance Analysis Models
># --------------------------------------------
>varmod <- function(df0,a=0,b=0){
> if((a>b && b!=0) || min(a,b)<0 || max(a,b) >
ncol(df0)-1) {return(NULL)}
> m0 <- mean(df0[,1])
> n0 <- nrow(df0)
> v0 <- sum(df0[,1]^2)
> w0 <- v0 - m0*sum(df0[,1])
> w1 <- w2 <- 0
> s0 <- (w0 - w1 - w2)/n0
> npar <- 2
> aic <- n0 * log(2*pi)+n0 * log(s0) + n0
+ 2*npar
> if(a == 0){





> m1 <- c()
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> y1 <- c()
> nc1 <- max(df0[,a+1])
> for (i in 1:nc1){
> m1 <- c(m1,mean(df0[df0[,a+1]==i,1])-m0)
> y1 <- c(y1,sum(df0[df0[,a+1]==i,1]))
> }
> w1 <- sum(m1 * y1)
> s0 <- (w0 - w1 - w2)/n0
> npar <- npar + nc1-1
> aic <- n0 * log(2*pi)+n0 * log(s0) + n0
+ 2*npar
> if(b == 0){





> m2 <- c()
> y2 <- c()
> nc2 <- max(df0[,b+1])
> for (i in 1:nc2){
> m2 <- c(m2,mean(df0[df0[,b+1]==i,1])-m0)
> y2 <- c(y2,sum(df0[df0[,b+1]==i,1]))
> }
> w2 <- sum(m2 * y2)
> s0 <- (w0 - w1 - w2)/n0
> npar <- npar + nc2-1
> aic <- n0 * log(2*pi)+n0 * log(s0) + n0
+ 2*npar
>






















> n = 10000
> sigma = matrix(c(0.01, 0, 0, 0.01), ncol = 2)
> rand = rmvnorm(n, mean = c(0, 0), sigma)
> dr0 = rand[, 1]
> ds0 = rand[, 2]
> r0 <- numeric(n)
> s0 <- numeric(n)
> sig <- 0.03
> r0[1] <- 1
> for(i in 2:n){
> r0[i] <- r0[i-1] + (sig^2)/r0[i-1]
- (sig^2)*r0[i-1] + sig*dr0[i-1]







># Fig5.4 : Mu of Free Particles
># --------------------------------------------
>
> mut <- function(t,y){
> x0 <- 1
> s <- 1
> b2 <- 1
> A <- b2 / sqrt(1+t^2)
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> C <- 1/(s^2)/(1+t^2)
> D <- ((x0)^2) * ((1-t)^2) + y^2


















> labels <- c("t=-1","t=0","t=1","t=1.5",
"t=2.5")
> pchs <- c(NA_integer_,NA_integer_,
NA_integer_,1,0)
> ltys <- c(1,2,3,0,0)
> legend("topleft", legend = labels,
pch = pchs, lty = ltys,bty="n")
>
># --------------------------------------------
># Fig5.5 : Double Slit Experiment
># --------------------------------------------
>
> mut2 <- function(t,y){
> A2 <- 1 / (1+t^2)
> y0 <- 10
> spm <- -A2 * t /2 * y0 * y
> r <- A2 * y0 *y
> R0 <- 0.5*log(A2) - A2 /2
* ((1-t)^2 + y0^2 + y^2)




> sgr_t <- seq(1,20,by=1)
> sgr_y <- seq(-100,100,by=.1)
> syd <- c()
> for(t0 in sgr_t){
> for(d0 in sgr_y){
> syd <- c(syd,mut2(t0,d0))
> }
> }
> sz <- matrix(syd,ncol=length(sgr_t))
>
> persp(sgr_y,sgr_t,sz, theta = 140, phi = 30,
zlim=c(0,0.1),ticktype="detailed",lwd=0.1,
ltheta = -120, shade = 0.4,col="lightgrey",
border=NA,xlab="y",ylab="t",zlab="mu")
>
Human Freedom and the Probability Theory
{ An Essay on the Philosophy of Probability in Productive Practices {
Yuichi Takashima 13 Apr 2020
There are a number of problems with the philosophy of probability that come to mind as follows. 1) Why
are there tremendous debates between subjectivism and objectivism in the viewpoint (the philosophy)
of the plobability theory? 2) Why is the origin of probability theory attributed to the issue of a betting
problem, which was argued by Pascal? Why did the theory of probability not develop before then? 3)
Why did Keynes start his academic life with the research for his original probability theory? 4) What
meanings does the recent popularity of Bayesian statistics have? 5) What is the relationship between
probability theory and information theory? 6) How Marxists have treated the probability theory in their
philosophy? and so on.
To answer these questions, it is essential for us a) to treat the history of the theory of probability as
a matter of criticism of ideology, and also b) to reconstruct the ideology of probability itself from the
perspective of proletariat.
This paper is a brief sketch of the latter, b) "philosophy of probability in productive practice." For
that end, we see "the theory of technology" by Taketani(1968) as the clue to grasp the internal logic of
productive practice (chapter 2). Subsequent chapters 3 and 4 describe the ontological and epistemological
aspects of probability, respectively. Chapter 5 also belongs to the ontological description of probability,
but discusses the meaning of measure-based probability theory and the objectivism of probability, focusing
on the topics in quantum physics. Finally, based on the above results, we present some issues concerning
a) the "criticism of ideology on probability theory" (chapter 6). Chapter 7 gives answers to the problems
listed at the beginning, and describes further research topics that should be considered in the future.
The strongest argument in this paper is that the dual nature of probabilities (the debates between
objectivism and subjectivism) does not simply mean that one defeats the other, but should be seen as
two azimuth base points which promise an unied understanding in higher level. It also adds that this
elucidation is directly related to more practical issues; what is freedom ("creation of purposes").
keywods : the philosophy of probability, historical materialism, productive practice, the theory of
technology
