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ABSTRACT 
This thesis is concerned with improving the quality of images from medical 
ultrasound examinations which often suffer from poor picture quality. In addition, the 
resolution of ultrasound images is poor compared to other medical imaging 
techniques. Ultrasound images have comparatively poor resolution (axial, lateral, and 
contrast), and poor dynamic range. 
The axial resolution, and contrast resolution of medical ultrasound images can be 
improved by appropriate filtering of the RF ultrasound signal, prior to signal 
demodulation. In this thesis a pseudo inverse filter is presented, suitable for 
improving the axial and contrast resolution of medical ultrasound images. This filter 
is based on a sigmoid function, and it approximates an inverse filter - but is less 
sensitive to noise than an inverse filter. 
The filter is designed to provide a trade-off between a matched filter and an inverse 
filter, by appropriate selection of design parameters. The matched filter is 
theoretically optimal for signal to noise ratio for a stationary process in the presence 
of additive white Gaussian noise (AWGN), and the inverse filter is theoretically 
optimal for image fidelity or resolution for a stationary process in the absence of 
noise. However, the inverse filter will also amplify any noise in the image, and the 
matched filter degrades the image resolution. The sigmoid based pseudo inverse 
filter trades off the characteristics of the matched and inverse filters in that it retains 
some resolution enhancement, while not allowing the noise to be unduly amplified. 
Results from applying the proposed filter are presented, with a variety of parameter 
settings, to ultrasound images of three target objects: a near perfect plane reflector; a 
tissue mimicking phantom; and intravascular ultrasound (IVUS) images from the 
aorta of a rabbit. These three targets provide good test cases for the filter: the near 
I 
perfect plane reflector is a good test of the filter under (near) ideal circumstances; the 
IVUS images are a realistic test of a medical situation in that they are virtually 
identical to human IVUS images; and the phantom provides a good midpoint 
between the first two cases. This midpoint is useful since it allows me to analyse a 
realistic image, while knowing exactly what the structure and shape of the target 
object is - this knowledge is not available for the IVUS images. 
Lastly, extensive comparisons with other filters are presented that have been 
proposed for the filtering of ultrasound. These comparisons are both subjective and - 
more importantly - objective. In particular comparisons are made with the following 
filters: matched, inverse, phase correction, square root based, fourth root based, and 
Wiener filters. 
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F(w) 	The value of a Fourier component of a signal, at angular frequency Co. 
h(n) 	The impulse response of a distorting channel. 
H(w) 	The frequency response of a distorting channel. 
x(n) 	The taps of a filter. 
X(co) 	The frequency response of a filter. 
y(n) 	The output of a filter x(n), given h(n) as the input to the filter. 
Y(w) 	The frequency response of a distorting channel plus a filter. 
xviii 
MEDICAL TERMINOLOGY 
Balloon angioplasty 	The process of inserting a balloon in an artery in order to 
increase the width of the artery. 
Atherectomy 	A procedure to remove plaque from the inside of an artery, using a 
special cutting device. 
Thrombus A blood clot inside an artery, which can restrict the area inside the artery 
that is available for blood flow. 
Intima 	The inner most layer on a healthy artery. 
Media 	An arterial layer, between the intima and the adventitia. 
Adventitia An arterial layer, outside of the intima and media. This is made of fibrous 
tissue. 
Atherosclerosis A disease affecting arteries, causing the build up of deposits on the 
intimal surface. 
Plaque 	The collective name given to atherosclerotic build ups on the inner 
intimal surface of the artery. 
Electrocardiogram 	The monitoring of electrical signals from the heart. Used 
principally for monitoring the rate of heartbeats. 
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Chapter 1. 	 INTRODUCTION 
1.1. 	Introduction 
Ultrasound imaging is widely used in many areas in medicine [1].  It provides a safe 
[2] and efficient means for medical personnel to obtain information about a patient. 
Unfortunately the images produced by ultrasound are often of a poor quality when 
compared to other imaging systems such as X-rays, magnetic resonance imaging 
(MRI), (or nuclear magnetic resonance (NMR) imaging), positron emission 
tomography (PET), and computensed axial tomography (CAT) [3, 41. 
This work details the novel development and application of a filter structure to a new 
area - medical ultrasound images, in an attempt to improve the quality of the 
ultrasound images. This filter is a pseudo inverse filter, based on a sigmoid function 
which was developed for use with foetal phonocardiograms (PCG). Results are 
presented from modifying this filter and applying it to medical ultrasound images. 
Comparisons with the results of other filters previously proposed for application to 
medical ultrasound images are also presented. This work constitutes a contribution to 
knowledge, in that a filter design technique has been modified and adapted in a new 
way. The modified filter has been applied to a new area, and extensive comparisons 
with other filtering techniques have been performed. These comparisons are 
subjective and objective - using measures such as the apparent widths of surfaces, the 
(axial) separation of adjacent surfaces, and image contrast. These objective measures 
give quantifiable measures of the performance of the various filters, and provide a 
solid basis for comparisons. These comparisons show that the proposed filter 
performs well with medical ultrasound images. 
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1.2. 	Medical ultrasound 
Medical ultrasound is used to image many different parts of the human body [1, 5], 
such as the foetus [5, 6, 7, 81, the heart [5, 9], liver and other small parts [1, 5, 10, 
11], and arteries [5, 12, 13] such as the carotid artery [14, 15].  It is attractive as a 
diagnostic tool because it is cheaper than other imaging techniques [16] and is also 
considered to be safe [2]. An example of a medical ultrasound image is shown in 
Figure 1.1. This is an obstetric image of a foetus. 
Figure 1.1 Example obstetric ultrasound image 
Medical ultrasound can provide medical personnel with information about the texture 
of the target objects [17, 18, 19] (e.g. arterial walls [20, 21, 22]), whether certain 
objects are present or not (e.g. kidney stones [1], calcified plaque on arterial walls 
[23]), and the size of the objects. Example areas where measurements from 
ultrasound are used include foetal dimensions [1, 6] (e.g. head width, head 
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circumference, and crown-rump length), and measurements of the width (or 
occlusion) of the arteries [24, 25, 26, 27] such as the carotid artery [15, 28]. The 
accuracy of these measurements is important for clinical decision making. 
The accuracy of measurements from medical ultrasound images is limited by the 
resolution of the image. The resolution of the image may be expressed in each of 3 
dimensions, axial (also called 'range'), lateral, and the second lateral dimension - 
which in 2D images is measured only by analysing multiple images. Of these 
dimensions, the best resolution is obtained in the axial dimension [29], since that is 
not affected by beam spreading; it is limited primarily by the duration of the 
transmitted pulse. Therefore in order to improve the accuracy of any measurements, 
a clinician can make the beam perpendicular to the objects or surfaces being 
measured [29]. 
However it is possible to improve the axial resolution below the limit imposed by the 
duration of the transmitted pulse. This is possible by appropriate filtering of the 
ultrasound pulse to shorten the effective pulse duration. This filtering is usually done 
after the signal is received and prior to display, but it can potentially be done prior to 
transmission. This thesis is concerned with the design of appropriate filters to reduce 
the duration of the transmitted ultrasound pulse (by filtering after the signal is 
received), and thereby improving the (axial) resolution of the resulting image. 
1.2.1. 	Intravascular ultrasound 
Intravascular ultrasound (IVUS) is one example of the many medical uses of 
ultrasound [12, 13, 30, 31, 32]. IVUS is an invasive technique, where the ultrasound 
catheter is inserted into the patient's artery, and images are obtained from within the 
artery (looking outwards). This technique has become widely accepted [16], 
particularly for the monitoring of invasive surgical techniques e.g. balloon 





IVUS is usually performed at high frequencies (e.g. 30 MHz), in order to increase the 
resolution of the ultrasound image. Most medical ultrasound images use frequencies 
between 1 MHz and 10 MHz. The higher frequency also causes greater attenuation 
which gives a reduced depth of vision in the image - making it unsuitable for many 
ultrasound applications. In IVUS the ultrasound does not need to penetrate far, and 
the extra resolution of the image is important [33] since the target object (the artery) 
is small and the details of the artery are even smaller. 
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1.3. 	Ultrasound processing 
In order to improve the quality of medical ultrasound images, various filtering 
techniques have been employed to alter the appearance of the image [34, 35, 361. 
There are also ongoing attempts at constructing real time three dimensional images 
[37, 38, 39] which provides a greater degree of visualisation in some applications. 
1.3.1. 	Filtering of ultrasound 
Many attempts have been made at filtering ultrasound. Some techniques attempt to 
smooth the speckle in the images [40, 41, 42]. This technique has been refined so 
that it attempts to preserve the edges while smoothing the speckle between the edges 
[43, 44, 45, 46, 47].  Some of these algorithms rely on the detection or estimation of 
edge locations. However medical personnel are reluctant to have the speckle 
removed from the images, as the speckle often gives an indication of the texture of 
the imaged objects - which can potentially provide valuable clinical information. 
This has been the topic of some research [17, 18, 19, 20, 21, 22, 48, 49, 50, 51, 52, 
53]. 
Other attempts at filtering ultrasound have concentrated on the resolution of the 
image. This has been applied successfully in the three following areas: 
to non medical applications of ultrasound, such as non destructive testing and 
fault detection [54]; 
to images of wires using medical scanning [55]; 
to transmission based ultrasound (e.g. Zhu and Steinberg [56]). 
However each of these three situations is a significantly easier problem than 
reflective ultrasound in a medical environment, since each of these situations gives 
only one pulse at a time - which is well isolated from other pulses. In medical 
applications of reflective ultrasound the pulses are continually reflected and scattered 
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from every boundary in the target region (such as cellular walls), this causes a 
significant amount of interference which appears in the image as speckle. 
Some other researchers (e.g. Shen and Ebbini [57, 58, 59, 60, 61]) have attempted 
forms of pseudo inverse filtering on reflective ultrasound after deliberately spreading 
the ultrasound pulse (using spreading codes, in a manner similar to a spread spectrum 
system). This resulted in a pulse duration, after filtering, that was approximately 
equal to its original duration. The motivation for spreading the pulse was to allow 
simultaneous acquisition of multiple scanlines for faster 3D imaging - with each 
scanline encoded with a given spreading code. In this application the filters were 
required to isolate the given scanlines rather than to reduce the pulse duration. 
1.3.2. 	Three dimensional imaging of ultrasound 
Three dimensional images constructed from ultrasound images can be useful in many 
medical situations, and can provide additional information that is not readily (and 
accurately) available from conventional 2D images [27, 62]. The estimation of foetal 
volume (indicating foetal growth) is one such example. The largest benefits of 3D 
images for medical personnel are likely be in the ease of visualisation, and the 
reduced training time due to the images being more intuitive to understand than 2D 
images. In particular, the spatial relationship between objects can be observed with 
greater accuracy and ease from a 3D image, than from a collection of 2D images. 
Two large problems with generating 3D images from medical ultrasound are the need 
for the acquisition of large amounts of ultrasound data (which is limited in part by 
the speed of sound), and the difficulty of extracting the edge or surface information 
from the ultrasound [23, 25, 26, 63, 64, 65].  The second problem arises due to the 
poor signal qualities of ultrasound when compared to other forms of medical imaging 
(such as MRI). These poor qualities include: 




. poor dynamic range; 
. variations in attenuation with propagation through different materials; 
variations in speed with propagation through different materials. 
These problems present a significant challenge to the construction of 3D images. 
False edges are often detected in the ultrasound data, which are caused by the high 
noise levels [66].  The accurate and reliable automatic detection of surfaces and edges 
from within medical ultrasound images remains a challenge [23, 25, 26, 65, 67, 68, 
69, 70, 71]. 
Despite the problems with medical ultrasound 3D images, systems have been 
developed that will provide 3D images - but not in real time [53, 59, 60, 61, 72, 73, 
74, 75, 76, 77, 78, 79]. Also, the systems often require some degree of manual 
control, such as: setting the thresholds for registering the presence of an edge (or 
not); finding the first edge in the image; and sometimes the manual removal of 
erroneous edges, and edges outside the region of interest [75]. 
1.4. 	Organisation of the thesis 
Chapter 2 of this thesis details the types of systems used with medical ultrasound 
imaging systems, and in particular with intravascular ultrasound (IVUS). It also 
covers various ultrasound image display modes. Chapter 5 describes the particular 
systems that were used to collect the ultrasound data that is presented in this thesis. 
Chapter 3 describes a variety of linear filtering techniques that have been applied to 
medical ultrasound imaging systems by various researchers, and the theory behind 
these filters. Some of their limitations in this application are also described. Chapter 
4 describes an alternative filter design technique that is proposed for application to 
medical ultrasound imaging systems. This filter is a sigmoid based pseudo inverse 
filter, which has never before been applied to ultrasound. 
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Chapter 6, 7, and 8 report results from applying the proposed filter to various 
ultrasound signals. These are: near perfect ultrasound reflections (Chapter 6); an 
ultrasound image of a phantom (Chapter 7); and intravascular ultrasound images 
from a rabbit (Chapter 8). This provides a variety of tests for the filter, with varying 
levels of prior knowledge about the image target (allowing good comparisons 
between the final image and the known target object), and varying levels of similarity 
to a clinical imaging environment (where the image target details are largely 
unknown). It is important to test the filter with clinical data (or a good approximation 
such as the rabbit IVUS data), but this has the difficulty that the exact pathology of 
the target in the image is not known. The phantom and the near perfect reflector 
images therefore serve the purpose of allowing the filter to be tested in an 
environment where it is known for certain what the image should contain, and 
therefore comparisons between the filtered image and the "ideal" image can be made 
with greater confidence. 
1.4.1. 	The appendices 
Appendix A describes the bilinear interpolation algorithm, which is used in the 
image reconstruction process. 
Appendix B provides an overview of the software that implements the algorithms 
presented in this thesis. This software is included (with source code) on an 
accompanying compact disc (CD), and includes all software necessary for 
duplicating the results presented in this thesis. 
Appendix C provides instructions on using the principal program utilised in this 
thesis. This program is able to construct, apply, and analyse each of the filters 
described in this thesis. 
Appendix D and Appendix E describe additional programs used in this thesis. They 





Appendix F describes a program that implements the image construction algorithm, 
known as "scan conversion". 
Appendix G describes remaining files on the CD (those not already described in 
previous appendices). This includes samples of ultrasound data from near perfect 
reflectors, a phantom, and some IVUS data. 
Appendix H reproduces previously published papers by the author, related to the 
work presented in this thesis. Appendix I reproduces a section from a Ph.D. 
previously published by H. Basil [80] that describes the original presentation of the 
sigmoid based pseudo inverse filter. 
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2.1. 	Introduction 
Ultrasound imaging is widely used in medicine [1, 5]. Other imaging systems are 
also used such as X-rays, MRI (or NMR), PET, and CAT [3]. Despite the availability 
of alternative imaging systems, ultrasound continues to enjoy wide acceptance and 
usage [81]. The principal attractions of ultrasonic imaging are: 
it is considered by medical experts to represent no hazard to the health of a 
patient - unlike other systems [82]; 
it is cheaper than other imaging systems [16]; 
it is good for imaging soft tissue structures in detail. In this regard ultrasound 
outperforms X-rays; 
portable ultrasound imaging systems are available [29]; 
measurements of movement can be made - e.g. rates of blood flow. 
Ultrasound imaging is considered to be safe. Although some reports have been 
presented to indicate that ultrasound is hazardous, these reports have proven to be 
unfounded [2]. The current prevailing medical opinion is that exposing a patient to 
typical clinical levels of ultrasound represents no danger to a patient's health. This 
provides the opportunity for repeated clinical examination with ultrasound - whereas 






2.2. 	General ultrasound imaging 
Ultrasound can be used to construct images of human anatomy due to the interaction 
between the body tissue and the ultrasound vibrations [83, 84, 85].  It is used for 
imaging many parts of the human body [1, 5, 65] including the heart [9, 86], foetus 
[1, 7],  vascular systems [3, 12, 14], and other "small parts" (e.g. kidneys, liver) [1, 5, 
10]. 







Figure 2.1 Typical medical ultrasound imaging system 
A typical ultrasonic imaging system as used in medical applications is shown in 
Figure 2.1. Normally the target object would be inside a human patient. 
11 
Chapter 2 	 Ultrasound imaging 
Ultrasound vibrations are most commonly created by applying a short duration 
voltage pulse to a piezoelectric crystal, which then vibrates at an ultrasonic frequency 
(in medical applications this is typically 1 MHz to 30 MHz). The vibrations are 
typically damped such that they will continue for a few cycles (or wavelengths) only. 
Piezoelectric crystals can also be used to detect ultrasound vibrations through the 
reverse mechanism, of the ultrasonic vibration creating a voltage. 
The ultrasound is used to scan the object, and then the received signals are used to 
construct and display an image for the user. The user must interpret the image to 
obtain clinical information. The extraction of features and edge locations, and the 
interpretation of textural information is a non-trivial task as illustrated by the 
example ultrasound image in Figure 2.2. 
Figure 2.2 Example ultrasound image 
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2.2.1. 	Required system components 
Several components are required in order to have a functioning ultrasonic imaging 
system - such as in Figure 2.1. The components are: 
a source or transmitter of ultrasonic vibration. Typically this is one or more 
piezoelectric crystals with applied voltage pulses of short duration. In Figure 2.1 
the transducer is the transmitter; 
a detector or receiver of ultrasonic vibration. Typically this is one or more 
piezoelectric crystals. The received voltages are typically amplified, and 
digitised. If there is more than one receiving element then the signal from the 
various receiving elements may be combined (usually by delaying and summing 
the signals). In Figure 2.1 the transducer is the receiver - as well as the 
transmitter; 
a good acoustic coupling between the transmitter and the medium, and also 
between the receiver and the medium. 
a processing unit to convert the received ultrasound vibrations into an image 
suitable for display and human interpretation. On different systems this section 
can vary greatly in its complexity; 
a visual display unit on which to display the images. 
In some systems (e.g. Figure 2.1), the receiver and the transmitter may be the same 
crystal. In this case, the transducer will alternately work as first the transmitter, and 
then the receiver. 
2.2.2. 	Differences in medical ultrasound imaging systems 
There are many variations in the characteristics of medical ultrasonic imaging 
systems. Often the differences are designed to make a particular system well suited to 
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one particular medical application. Some of the important distinguishing 
characteristics in medical imaging systems are: 
. 	whether the system uses ultrasound transmission or reflection; 
the imaging display mode (e.g. A-mode, B-mode, M-mode, 3D); 
the type of transducer (particularly whether it has only a single receiving element, 
or an array of elements). 
Other factors also distinguish different medical systems such as the frequency used, 
and whether the system is invasive or not. These differences are less important from 
an engineering and signal processing standpoint. The following sections look at these 
differences, and their importance and relevance in ultrasonic imaging. 
2.3. 	Reflection and transmission based ultrasound 
2.3.1. 	Reflective ultrasound 
Reflective ultrasound imaging is based on the pulse echo principle. In order for the 
ultrasound to be received by the receiving transducer element(s) the ultrasound must 
be reflected (or scattered) by some object(s). Therefore any object that does not 
reflect ultrasound will not appear in a reflective ultrasound image (that is, it will 
appear black or invisible). The amount of incident ultrasound that is reflected from 
any boundary where there is a change in acoustic density is given [87] by equation 
2.1: 
C2 - cj 
Areilected = 	 4neident 	 (2.1) 
ICi + C2  
where c2 is the speed of sound in the material that the ultrasound pulse is trying to 
enter, and c1 is the speed of sound in the material that the ultrasound pulse is 
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currently (or previously) in. The symbols Ajncjdent and Areflected represent the 
amplitudes of the incident and reflected ultrasound waves respectively. 
Erroneous multiple reflections can occur and be detected [29]. Distinguishing 
multiple reflections from (normal) single reflections can be difficult or impossible, so 
all reflective ultrasound imaging systems assume that all received signals are 
reflected once only. With multiple reflections this assumption is false, which causes 
non-existent surfaces to be displayed. These reflections can be called "ghost" 
surfaces. 
The principal advantage of reflective ultrasound systems (over transmission based 
systems) is that a single piezoelectric crystal element (or an array of crystal elements) 
can be used as both the transmitter and the receiver. This allows a system to be 
somewhat easier to use clinically, in particular the transducer can be handheld and 
have greater freedom of movement. It also has the significant clinical advantage that 
the ultrasound signals do not need to penetrate fully through the body. This means 
that if a signal is severely attenuated at some point in the target, then all points 
between the transducer and the attenuation point can still be imaged. 
Transducer 
Figure 2.3 Reflective ultrasound system - transmit (left) and receive (right) 
The transducer must alternately transmit and then receive. It switches between the 
two operations. After transmitting a pulse, it operates in receive mode until the 
signals from the furthest imaged distance have returned. The time t, in seconds, for a 
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signal to return to the transducer from an object can be calculated using the simple 





The factor 2 in equation 2.2 is due to the fact that for an object at a distance d, in 
metres from the transducer, the ultrasound must travel to the object, and back to the 
transducer - a return journey. The speed of sound in the body c, in m/s, will vary 
somewhat with the density of the tissue it passes through. However the value of 1540 
m/s is widely used as an average speed [29, 88], and this serves as an adequate 
approximation. Therefore, if we use the average speed of c = 1540 m/s, and the 
largest distance d that we wish to image, then we can calculate how long the 
transducer must operate as a receiver, before it can again operate as a transmitter. 
The transducer will receive returning ultrasound signals for the duration of the time t 
in equation 2.2. Whether the received signal is larger (or smaller) will be determined 
by the presence (or absence) of strong reflecting elements within the imaged area. 
It is possible for some residual ultrasound to reach the transducer after a longer time 
than is anticipated - causing an imaging error by adding to the signal of a subsequent 
transmit-receive cycle. Such components could come from multiply reflected 
ultrasound, or from very distant reflecting objects. These erroneous reflections will 
usually be weak compared to the primary reflections, and will usually be classified as 
noise although they may appear as "ghost" surfaces. 
2.3.2. 	Transmission ultrasound 
Transmission based ultrasound imaging is based on detecting the transmission of 
ultrasound, and not reflection. The component of ultrasound that is received by the 
receiving transducer element(s) is the transmitted component, that is, the component 
of the ultrasound that passes through the target object. Therefore any object that does 
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not transmit ultrasound will not appear in a transmission ultrasound image (that is, it 
will appear black or invisible). A simplified transmission system is shown in Figure 
2.4. 
In transmission based ultrasound, there is always a separate receiver and transmitter. 
The imaged object must be able to be placed between the transmitter and the 
receiver. 
Also, the imaged object (and any surrounding body of material) must be small 
enough that the ultrasound can pass through the body and the object without being 
severely attenuated. Some objects may fail to transmit ultrasound due to their 
structure. One example of this is bone, another is an interface between human tissue 
and gas or air. 
Figure 2.4 Transmission ultrasound system. 
Figure 2.4 shows an array of receiving elements. This is the usual case, although it is 
possible to construct an image using only a single receiving element, and by 
repeatedly moving the element to receive ultrasound pulses at different locations. 
This could be thought of as simulating an array - it will work well only if the target 
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is stationary. It is also possible to combine these two methods, and have a moving 
array of elements e.g. an array constructed in 1 dimension (left to right), with the 
whole array moving in a 21  dimension (up and down). 
The time taken for an ultrasound pulse to pass through the system (from the 
transmitter to the receiver) in a transmission based ultrasound system is given by 
equation 2.3: 
(2.3) 
Where d is the distance between the transmitter and the receiver, and c is the speed of 
sound in the medium. It is worth noting that the duration for which the receiver will 
receive any significant signal is determined not by the pulse travel time, but by the 
duration of the pulse transmitted (generally much less than the pulse travel time). 
This enables a transmission based ultrasound system to (potentially) have a greater 
frame rate than a reflective ultrasound system. 
The array of receiving elements can be a planar array, or a curved array. The 
geometry must be accounted for in the processing of the signals, but the basic 
techniques and image qualities remain the same. 
Problems with transmission based ultrasonic imaging 
Medical applications of transmission based ultrasound systems are uncommon [29]. 
This is due to the difficulties involved with this imaging system. These difficulties 
include: 
the separate transmitter and receiver make the device less easy to manoeuvre in a 
"handheld" manner; 
misalignment between the transmitter and receiver can (in the worst case) cause 





more awkward for clinicians than is the case for many reflective ultrasound 
systems; 
. ultrasound is almost completely reflected by any tissue-gas interfaces in the 
image target or body. Ultrasound is also severely attenuated by bone. This limits 
the number of possible medical applications; 
in some applications, the ultrasound has to travel further than in a reflective 
ultrasound system. This adds extra signal attenuation which in turn restricts the 
usable ultrasound frequencies (and thereby restricts the image resolution); 
refraction and diffraction of the ultrasound beam may cause greater image 
inaccuracies than in the reflective ultrasound case. 
2.4. 	Imaging formats 
There are a variety of image display formats for ultrasound. These formats have 
evolved over time, and have (to some extent) followed advances in technology - 
particularly the advent of greyscale and colour computer monitors. 
Each different imaging modality has its own merits, and areas of application. Each of 
the following modalities are all currently used in clinical applications. 
2.4.1. 	A-mode imaging (1D) 
A-mode (or amplitude-mode) imaging is the simplest form of ultrasonic imaging. It 
is inherently one dimensional, and therefore has only limited applicability. However 
an understanding of A-mode imaging helps a user to understand all other display 
modalities. 
A-mode image applications include examinations of the eye, and the midline of the 
brain. They are sometimes available as a secondary display mode on machines with 
other imaging modalities. 
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A-mode images appear on a screen in a similar manner to a voltage signal on an 
oscilloscope. There is a single trace across the screen at any given time as seen in 
Figure 2.5. The x-axis of the display is time, and the y-axis is the received intensity 
of the ultrasound signal after demodulation. 
The displayed trace of an A-mode image represents the ultrasound signal returned 
from a 1-dimensional line of view. Any reflective objects encountered along this line 
of view will provide a reflection, which then appears on the display as peaks or 
elevated regions. 
Figure 2.5 A typical A-mode display. 
Both the x and y axes have linear scales in a typical A-mode image. The y-axis 
shows the received amplitude (or envelope) of the received signal; hence the name 
Amplitude-mode. The usage of a linear y-axis scale makes it difficult to determine 
small signal echoes, but easy to determine large echoes. 
Time Gain Compensation 
Time gain compensation (TGC) is often applied to A-mode images, and also to all 
other reflective ultrasound imaging modalities. TGC is motivated by the fact that as 
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ultrasound propagates through a body, it is attenuated. Reflections from distant 
objects are therefore inherently weaker than reflections from (otherwise identical) 
closer objects. TGC is the process whereby all signals that take longer to return to a 
transducer are amplified, so that their magnitude becomes similar to the amplitude of 
those signals that returned to the transducer from closer objects. The amplification is 
typically applied in the manner of a smooth gain function - not as a step function. 
In some systems, the TGC is automated - this is usually done by calculating the 
average signal level over a range and using this level as an indication of the gain 
required for that range. 
2.4.2. 	B-mode imaging (2D) 
B-mode (or brightness mode) imaging is a successor to A-mode imaging. Its 
motivation is to allow 2-dimensional images to be displayed, although it can be 
applied to both 1-dimensional and 2-dimensional images. 
A 1-dimensional B-mode image would appear on a computer monitor as a single 
straight line of dots. Each dot would be grey, with the intensity of the dots being 
determined by the magnitude of reflected ultrasound over time. If the line was 
horizontal, then the x-axis of the line would be the time axis - in an identical manner 
to the A-mode image in Figure 2.5. However B-mode images have no apparent y-
axis as in the A-mode. Instead of plotting the received magnitude on the y-axis, it is 
plotted as the intensity (or greyscale value) of the line (or dots) at the corresponding 
point in time. 
Limitations of computer monitors (and the human eye) 
Modern computer monitors quantize the colours that they display - the colours are 
constructed from red, green, and blue components, and each of the red, green, and 
blue are quantized to 256 levels or shades - making 256 (or 16.7 million) colours in 
all. Greyscales are shown as combinations of red, green, and blue in equal measures 
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- so there are 256 available shades of grey. The limited number of available 
greyscale shades, makes B-mode inferior to A-mode in the case of 1-dimensional 
images. 
It is unlikely that computer monitors will be able to display more colours in future, as 
it is generally accepted that the human eye can not differentiate any more than 256 
shades of each of: red; green; and blue. 
Figure 2.6A typical B-mode, 2-dimensional image. 
A typical B-mode image is shown in Figure 2.6. The object being imaged is a 
phantom, that is, a cubical block of tissue mimicking material. The material is jelly- 
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like in nature. Note the diagonal lines of dots that define the perimeter of the region 
that is able to be imaged with this system. Note also the dark and light areas showing 
the contrast between the phantom and the surrounding water. The speckled pattern of 
the light areas is typical of B-mode medical ultrasound images. 
In order to show greater detail in greyscale images, B-mode images are usually log 
transformed, and scaled so that full scale is between 30 and 60 dB. This effectively 
amplifies small ultrasound signals so that become more clearly visible. e.g. at 50 dB 
full scale, a signal 25 dB smaller than the strongest signal will appear as 50% grey 
after log transforming. If the log transform was omitted, then a signal 25 dB below 
the strongest signal would appear as 5% grey (almost black and barely visible above 
the black background). 
2D image construction - in real time 
The advantage of B-mode imaging is that successive 1-dimensional images of 
neighbouring regions can be constructed into a composite image that is 
2-dimensional (as in Figure 2.6). This scanning and image construction is able to be 
performed in real time, and it can appear to the user that the image is truly 
2-dimensional. 
Many commercial ultrasound systems have frame rates of 25 (or 30) frames per 
second. This means that every different 1-dimensional scan has been performed 25 
times every second, and a new 2-dimensional image has also been constructed and 
displayed 25 times every second. 
2D image construction - transducer steering 
Between successive 1-dimensional scans, the transducer must somehow steer (or 
shift) so that a different part of the target image area is scanned. There are several 
common means of doing this, all of which are automated. The most important 
differentiating factor in these systems is whether the steering is done mechanically 
or electronically. 
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Mechanically steered transducers 
Mechanically steered transducers can be made with the transducer either rotating 
(through 3600  for a circular image or a lesser angle for a conical image), or 
translating (moving linearly back and forth orthogonal to the scan beam). 
Electronically steered transducers 
Electronic steered transducers can be made by having an array of transducer 
elements. The beam can then be steered either by activating only 1 element at a time 
(or a small group of neighbouring elements), or by activating all the elements but 
altering the phase or precise time at which each element is activated. The second 
approach has gained wide acceptance and is normally referred to as a phased array. 
Section 2.5 will discuss phased array systems in more detail. 
2D image construction - processing of raw RF ultrasound 
The processing that is performed between the scan and the image display is very 
important to any ultrasound imaging system. The signals are typically filtered, 
demodulated (or envelope detected), log transformed, and geometrically transformed 
[89]. 
Demodulation 
In their raw form, the ultrasound signals are not suitable for display in either A-mode 
or B-mode. In A-mode the signals are processed by only one step - demodulation. 
Demodulation attempts to provide an envelope detection function. This is commonly 
performed with a Hilbert transform [90]. The Hilbert transform is defined as a filter 
whose transfer function is given in equation 2.4: 
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(0>0 
HHI(w) = 	= e" 	00 < 0 	 (2.4) 
1 	 w=0 
The output of this filter is then called Hilbert[y(n)], and is the original signal with the 
phase of every Fourier component changed by 90°. Hilbert[y(n)] is defined in 
equation 2.5: 
Hilbert[y(n)] = $ 1{i-illjlbert(w) . {y(n)}} 	 (2.5) 
The final demodulated signal is obtained by applying equation 2.6 to the received 
signal y(n). 
y 	= 	y(n 
)2 
 + (Hilbert MO D2 
	
(2.6) 
Geometric correction and co-ordinate conversion using bilinear interpolation 
Large numbers of transducers operate by rotating the ultrasound beam (either using 
rotation or a phased array), consequently it is often necessary to perform a geometric 
conversion (usually involving a conversion from polar to rectangular co-ordinates). 
The scan data often uses polar co-ordinates and all display monitors use a rectangular 
display grid. The co-ordinate conversion is typically performed using bilinear 
interpolation (see Appendix A). 
2D image quality 
There are multiple possible measurements of the quality of a medical ultrasound 
image. Clinical value is the most important measure in which the subjective 





objective measures also exist, and an important measure is the image resolution. The 
resolution must be specified in each dimension of the image, and is specified for a 
2-dimensional image in Figure 2.7. 
Euc 
Figure 2.7 Definition of axial and lateral resolution for a 2D image. 
The lateral resolution is limited by the width of the beam that is transmitted by the 
ultrasound transducer. This varies with distance from the transducer, but it is almost 
always larger than the axial resolution. This has implications for clinicians who can 
obtain more accurate geometric information by positioning the transducer to be 
perpendicular to surfaces of interest. 
Definition of axial resolution 
The resolution of an image (in any direction) is defined as the minimum distance by 
which two objects can be separated while remaining detectable as separate objects 
[21, 29]. Therefore by definition, any two objects located closer together than the 
systems' resolution will appear in the image as being merged into a single object. 
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For ultrasound images, the axial resolution is limited by the duration of the 
transmitted pulse. For reflective ultrasound systems it is equal to half the pulse 
duration multiplied by the speed of sound in the imaged object, as defined in 
equation 2.7: 




Where c is the speed of sound in the medium, and T is the duration of the transmitted 
ultrasound pulse. For transmission based ultrasound systems the axial resolution is 
given by equation 2.8: 
Axial Resolution 










Figure 2.8 Two objects separated by the axial resolution 
For the reflective ultrasound case, the axial resolution is illustrated in Figure 2.8 for 
two objects separated by the axial resolution of the system (d = r.c/2). Here the 
source of ultrasound is on the left, and reaches the leftmost reflecting object first. 
The leftmost object reflects (part of) the ultrasound pulse, and after a further time 
t = T/2 has elapsed, the rightmost object also reflects (part of) the ultrasound pulse. 
Due to the fact that the pulse reflected from the rightmost object has further to travel 
to the ultrasound receiver (the equivalent of an additional t = r/2 time delay), the 
pulse from the rightmost object, will now reach the ultrasound receiver a time r after 
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the pulse from the leftmost object. Therefore the two pulses reaching the ultrasound 
receiver will (only just) not overlap; hence they are resolvable. 
	
2.4.3. 	M-mode imaging 
M-mode (or motion mode) images are 1-dimensional scans, that are scrolled across 
the screen over time (as a series of 1-dimensional B-mode images). The scrolling can 
be horizontal or vertical. The transducer will generally be held stationary, or near 
stationary, for this type of scan, and has a very high frame rate e.g. 600 frames per 
second (fps) [29]. M-mode traces are sometimes available on ultrasound imaging 
systems, usually as a secondary display mode. 
This type of scan is useful for monitoring the motion of a particular anatomical 
object of interest. It is most often used in non-invasive coronary applications. Note 
that M-mode imaging is unrelated to intravascular ultrasound (IVUS), M-mode is 
used for monitoring heart movements, whereas IVUS is invasive and is used for 
monitoring arterial walls. 
2.4.4. 	Doppler imaging 
Doppler systems are used to measure movements in the body or object of interest. 
[29, 86, 88] Often this is used in detecting and measuring foetal heartbeats and blood 
flow in major veins and arteries. 
In order to obtain Doppler readings, a steady, single frequency, continuous wave 
must be used. Some systems used pulsed Doppler, but the transmitted signal is still 
long compared to other ultrasound imaging systems. The pulses must be long enough 
to stabilise, in order to measure the Doppler effects. The advantage of pulsing the 
Doppler signal is that depth measurements can also be taken. 
Axial resolution in Doppler systems is inherently reduced due to the long duration of 
the transmitted ultrasound pulse. 
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Doppler images are often presented in (false) colour where the different colours 
indicate magnitude (and direction) of movement (e.g. red and blue can indicate 
movements towards and away from the transducer respectively). Doppler scans can 
also be demodulated to the audio range, and observed aurally. 
2.4.5. 	3D and 4D imaging 
An exciting development in ultrasonic imaging is the advent of 3-dimensional 
imaging, and the so called 4-dimensional imaging. 4-dimensional imaging is the 
name applied to real-time 3-dimensional imaging (with time being the 4th 
dimension). 
There are currently no real-time 3D ultrasound imaging systems. Systems that are 
available physically move the transducer in order to scan the 3D volume (e.g. a 
TomTec machine used for data collection in this thesis rotated the transducer through 
up to 3600  in quantized steps while scanning 2D images at each step position). This 
movement is not able to be performed fast enough for the images to be acquired in 
real time. 
There are two common techniques used for three dimensional visualisation (or 
rendering); surface rendering and volume rendering. These different approaches have 
very different requirements in how the ultrasound must be processed prior to being 
displayed. Recently new techniques have emerged, such as "semi-transparent volume 
rendering"[72], and "augmented reality"[73]. 
Surface rendering 
This technique of 3D rendering involves defining a series of connected polygons that 
combine to form the complete shape of the object being rendered. In some graphics 
packages this lead to a rendering that appears chunky as a result of curved objects not 
being well suited to modelling with flat polygons. However newer packages attempt 
to simulate curved objects with curve fitting between the defined points of the 
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polygons. This technique is generally successful and provides a realistic looking 
three dimensional image. An example is shown in Figure 2.9 which uses surface 
rendering. 
Figure 2.9 Example 3D ultrasound image ofafoetus 
The principal advantage of surface rendering of 3D images, is that it is 
computationally the most efficient known method. For this reason, many companies 
now produce video cards for IBM compatible PCs, that are optimised for surface 
rendering - allowing more complicated images to be displayed in real time. 
One disadvantage of surface rendering is that the surface details can be lost if too few 
polygons are used. To avoid this, the number of polygons used may become huge - 
which can become computationally expensive - thus image detail may be traded off 
against computational load. 
A second disadvantage of surface rendering is that the image is presented solely in 
terms of surfaces, with no structural information available on the objects. Effectively 
this means every point in space has to be defined as either solid mass or empty space. 
For medical imaging applications this will result in loss of clinically useful 
information. This does not make the technique worthless, but it must be considered 
as an additional imaging mode, and not as a replacement for other imaging modes 
(such as B-mode). 
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Finally, if surface rendering is to be used with ultrasound, then the edges of objects in 
ultrasound need to be extracted from the ultrasonic scans. Ideally this should be 
automatic. The accuracy of edge location is also an issue here, that will affect the 
final image accuracy, and thereby, the accuracy of diagnosis. 
Volume rendering 
This technique involves specifying the object to be rendered as a three dimensional 
set of "voxels" (a VOlume ELement; the 3D equivalent of a 2D pixel). In the 
simplest case, each voxel is specified as opaque or transparent (that is, as solid mass 
or empty space). However the technique is easily extended to defining each voxel as 
a grey level (corresponding to density), or as a colour [53, 76]. 
Volume rendering is superior to surface rendering for applications requiring tissue 
characterisation [72] (MRI and CAT and some ultrasound medical imaging systems 
use volume rendering). There are various methods for displaying a volume rendered 
image, with variations of ray-tracing being commonly used [74]. 
One drawback of volume rendering is that noise in the signal tends to be enhanced in 
the final 3D image. Different methods of ray-tracing attempt to reduce this problem, 
but this alters the image in other ways that are not always desirable (e.g. blurring). 
Semi-transparent volume rendering 
Semi-transparent volume rendering is a refinement of volume rendering proposed for 
usage in three dimensional medical imaging [73]. This idea proposes to make each 
volume "semi-transparent", so that although you can see the object, you can also see 
through it. This creates the possibility of observing structural details that would 
otherwise be more difficult to observe. This idea is similar to the view provided by 
X-rays, which are familiar to medical personnel, as well as reasonably intuitive. 
This system requires computation of the gradient of the image at each voxel, as well 
as the intensity of the image. The developers of this technique state that it requires 
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randomly oriented 2D ultrasound images - if this is true, it would be difficult to 
collect sufficient scan data quickly enough to implement this technique in real time. 
The computational demands of this system are not well documented however, and 
this may further restrict its suitability for real-time applications. Despite these 
drawbacks, it remains an exciting possibility for future research. 
The extra details presented in the image could potentially cause confusion when 
analysed, suggesting that this technique would benefit significantly from tissue 
characterisation techniques such as pseudo colour enhancement. 
Augmented reality systems 
Another proposal for displaying ultrasound image visualisations is the idea of an 
augmented reality system [75]. This idea grew out of virtual reality systems, but 
differs in that the real world forms the basis of the display. This "reality" (usually 
seen through a video camera) is enhanced or augmented with the ultrasound image. 
The final image would then be (for example) a pregnant woman seen by a video 
camera, with a foetus image superimposed on this picture. This is an excellent 
method of obtaining precise spatial information, and is highly intuitive to use. 
Current implementations of this idea are nowhere near real-time. They also require 
manual specification of the region of interest. 
The advantages of 3-dimensional visualisations of medical images 
Three dimensional visualisations of medical images offer several advantages over 
two dimensional visualisations. These advantages include: 
. 	reduced training time for medical personnel; 
. 	extra reliability of diagnosis (abnormal features are easily visually detected); 
more detailed information about spatial relationships between objects; 
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the possibility of volume calculation (or other parameters), which could be 
automated, giving accurate diagnoses of quantities such as foetal growth. 
MRI and CAT analysis already use three dimensional visualisation of medical 
images. These signals are however easier to work with than ultrasound due to their 
good signal definition, and low noise content. 
Real time rendering of 3D images 
Computer hardware (and software) is emerging that increases the complexity of 3D 
images that can be rendered in real time. Most 3D software uses the surface 
rendering technique. The user must specify the shape and layout of each surface. 
Real time medical ultrasonic imaging requires that the shape be determined from the 
ultrasound signals immediately before being rendered. This information is usually 
obtained by taking a series of 2D images, with a known separation (and angle) 
between each image. The real-time rendering system must combine the 2D images to 
construct the three dimensional image. 
Challenges in 3D ultrasound imaging 
Since surface rendering is computationally much more efficient than volume 
rendering, it is likely that surface rendering will be more feasible than volume 
rendering - at least in the short to medium term [76]. 
In surface rendering of medical ultrasound images there is the significant difficulty of 
extracting the location of the edges automatically (or even manually) from 
ultrasound. This is due to ultrasound's poor signal to noise ratio and poor dynamic 
range. Errors may arise in their precise location, and also in their existence or not. 
These errors would cause inaccuracies in clinical measurements such as foetal 
volume. Some researchers are currently working on this problem [26, 69, 70, 91]. 
They have proposed techniques for detecting edges including using a simple intensity 
threshold (usually after time gain compensation), and using the image gradient 
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(where a high gradient indicates a likely edge [71, 72, 77]. However, accurate and 
reliable edge extraction from ultrasound remains a difficult problem. 
The difficulty of data acquisition time (the time required to scan a given volume) is 
large with conventional transducers which scan 1D at a time. Some researchers have 
proposed transducer systems that will scan images more quickly by simultaneously 
scanning 2D images [59, 61, 78, 79]. 
Example 3D ultrasound images 
Figure 2.10 shows an artery - scanned from the inside but viewed from the outside. 
This is an IVUS 3D image, built up with a rotating scanner, that is repeatedly pulled 
back by a stepping motor. 
Figure 2.10 An artery in 3D. (from Cavaye and White [12]). 
Figure 2.11 and Figure 2.12 are examples of foetal 3D images. This is a common 





as is foetal volume (for growth estimation). These images were constructed by Dr. B 
Benoit using surface based rendering. 
Figure 2.11 A jeIalJtce and arm in 3D. (from Dr B Benoit)*. 
Figure 2.12 Afoetal leg in 3D from two angles. (from Dr B Benoit)* 
* Published on Dr. B. Benoit's WWW site: http ://www. gyneweb.fr/bbenoitllmages3D/Images3D.html. 





2.5. 	Phased array ultrasound systems 
A phased array is constructed as an array of piezoelectric crystals. These crystals 
each receive an excitation voltage pulse at (almost) the same time. The slight 
variation in the excitation times cause the beam to be steered and also focused [92]. 
2.5.1. 	Phased array transmission 
If the piezoelectric crystal elements were all excited simultaneously then the situation 
in Figure 2.13 results. 
The beam of ultrasound can be steered to the left or right by any chosen angle by 
adjusting the excitation times in a delayed manner from left to right (or right to left) 
as in Figure 2.14. Note that the wavefront and the beam direction are perpendicular. 
The beam can be focussed by adjusting the excitation times to have a certain 
"curvature" of arrival time as indicated in Figure 2.15. The principles of focussing 
and steering can be used together to produce a steered and focussed beam of 
ultrasound. 
Wavefront 






Figure 2.14 Beam steering for a phased array. 
Wavefront 
Figure 2.15 Beam focussing for a phased array. 
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2.5.2. 	Phased array receiving 
Just as an array can have its signals phased (or delayed) during transmission, so it is 
also possible to perform a similar operation on receive. This is done during the 
summation process. The simplest form of summation is the receive equivalent of 
Figure 2.13 - where every element is simply summed with no delays between 
elements. 
In order to highlight the beam or signal coming from a certain direction, the receive 
equivalent of Figure 2.14 can be used (i.e. delayed summation). 
In order to focus the reception at a particular distance, the receive equivalent of 
Figure 2.15 can be used. This technique turns out to be very powerful, since for 
pulse-echo scan, the focus depth can be changed dynamically as the beam 
propagates. In this way, the system can (to a degree) be focussed at all depths. The 
improvement in image quality resulting from this technique is significant. 
2.5.3. 	2-Dimensional phased arrays 
In the above sections, a phased array was considered in one dimension only. This is 
indeed a common implementation and it is widely used in medical imaging. It is 
however possible to have a 2-dimensional array. This has two principal advantages: 
the beam can be focussed in two dimensions; 
the beam can be steered in two dimensions (only if the grid array in Figure 2.16a 
is used; this is not possible for the concentric rings array in Figure 2.16b). 
2-dimensional arrays are operated in much the same manner as a 1-dimensional 
array, except that the each element will be delayed by steering and focussing from 
two dimensions. The delays from each dimension sum together just as the steering 
and focussing delays sum together in the 1D case. 
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(a) 
Figure 2.16 Example 2D array structures. 
2-dimensional arrays are the subject of current research into 3D ultrasonic imaging. 
The motivation for this is that a 2D grid array can be steered electronically to make a 
conical imaging volume. This will remove the need for mechanical movements, 
which will make the system easier to operate - this has been shown to be of great 
clinical benefit (when 2D B-mode imaging replaced 1D A-mode imaging). 
2.5.4. 	Single element ultrasound systems 
The alternative system of transducer manufacture and operation is to use only a 
single element. Single element systems have limitations compared to phased array 
systems. The beam cannot be steered, and the focus is fixed - controlled only by the 
geometry of the transducer. In order to generate 2D or 3D images, the transducer 
must be physically moved (translated, rotated, or both). This difficulty means that 
single element transducers are not widely used in non-invasive ultrasound. They are 
however still widely used in intravascular ultrasound where the transducer is required 
to be physically small. 
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2.6. 	IVUS imaging 
Intravascular ultrasound (IVUS) is an invasive medical imaging technique where a 
catheter containing an ultrasound transducer is inserted into the subjects artery [93]. 
The generalised system is shown in Figure 2.17. IVUS is used to obtain information 
about the condition of the subjects arteries such as atherosclerosis, occlusions, partial 
occlusions, plaque formations, thrombosis, and arterial thickening in general. 
The advantage of using an invasive technique is that the ultrasound has less distance 
to travel, therefore higher frequencies can be used, allowing a higher image 
resolution. Invasive imaging also removes other difficulties such as bone or air 
obstructions that can hinder non-invasive ultrasound imaging - especially beneath 
the ribcage. IVUS is the only available technique that allows clinicians to see inside 
arteries, for this reason it is commonly used. 
Figure 2.17 An IVUS catheter and arterial imaging system. (from Cavaye and White 
[12]). 
IN 
Chapter 2 	 Ultrasound imaging 
2.6.1. 	IVUS catheters 
IVUS transducers are usually single element transducers. The motivation for this is 
that the catheters need to be small in order to fit into the arteries. When IVUS 
imaging of an artery is required, it is often because the artery is blocked or occluded 
(or partially obstructed). Therefore, a smaller catheter will be able to travel through 
smaller gaps in the artery and obtain more clinically useful information. 
Because IVUS transducers are single element, they cannot steer electronically, 
therefore they must steer by mechanical movement if the image is to be more than 
1D. Typically, IVUS transducers will have two components of mechanical movement 
(rotation and translation). 
The transducer will rotate through 3600,  obtaining a series of 1D images at each 
position as it rotates. These 1D images will then be used to construct a 2D (B-mode) 
image. The imaged area will be circular, and perpendicular to the direction of the 
artery (as a first approximation). To be more accurate, most transducers are slightly 
forward looking, - so the beam actually points forward of perpendicular by a few 
degrees. This is shown in Figure 2.18. The makes the imaged area actually a (hollow) 
cone rather than a (planar) circle. Some IVUS transducers are built to point directly 
forward. 
AUltrasound beam 
Figure 2.18 A typical IVUS catheter - slightly forward looking. 
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After obtaining the first 2D image, the transducer will be "pulled back" by a small 
distance (using a stepping motor), and a second 2D image will be obtained. 
Successive "pullbacks" and 2D image acquisitions are performed, giving a full 
picture of the artery. The catheter can also be pulled back by hand. Although this will 
not produce evenly spaced 2D images, it can be useful for coarse positioning or 
locating regions of interest. 
The successive 2D images can be collated to form a 3D image of the artery. Systems 
that perform this type of function do not operate in real time. This is due not only to 
the large amount of computer processing that is required, but also to the lengthy time 
of acquisition for the full 3D dataset. 
2.6.2. 	Typical IVUS images 
Two IVUS images are shown in Figure 2.19. These images were obtained with very 
high frequency ultrasound (40 MHz) giving them a superior resolution to many other 
IVUS images. Visible are the internal elastic lamina (i), media (m), and adventitia 
(a), plus some intimal thickening (t), and plaque formation (p). The three ringed 
image (light-dark-light) is characteristic of muscular arteries. Figure 2.20 gives some 
explanation as to the features that are shown in the IVUS images of Figure 2.19. 
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(a) 	 (b) 
Figure 2.19 Example IVUS images. (from Cavaye and White [12]). 
Figure 2.20 The structure and some features of arteries. (from Tobis and Yock[94]). 
Another example IVUS image is shown in Figure 2.21. This image is from the Aorta 
of a rabbit. 
The corners of Figure 2.21 do not contain any information - they are filled in only to 





Figure 2.21 Example IVU5 image with ringdown and a diverging artery. 
In the centre of Figure 2.21, the black region is artificially imposed into the image, 
and contains no information. This region represents the area physically occupied by 
the transducer, that was unable to be imaged due to the presence of the transducer 
itself. 
The bright region surrounding the black catheter region is called the "ringdown" 
region. This is signal that is detected by the transducer that has resulted from 
reverberations within the transducer itself. This ringdown can be removed from the 
displayed image when the image depth is sufficiently large in relation to the 
ringdown, and there is expected to be no clinically useful information within the 
ringdown region (such as in obstetric ultrasound). The ringdown is usually retained 
in IVUS imaging due to the artery boundaries sometimes occurring inside the 
ringdown region (or very close to it). 
The clinically useful information in an IVUS image is contained between the 
ringdown and the outer limit of the image. In this region, clinicians look for the 
location of edges within the image which result from tissue boundaries. This is 
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sometimes presented as a 3D image, which aids a clinician's understanding of the 
geometry, shapes, sizes and locations of each component part of the artery. 
Also, there is the textural information contained within each region (between 
boundaries). This textural information may indicate to a clinician what type of tissue 
is present. Some researchers have attempted to determine tissue type automatically 
from the image [21, 22] with some degree of success. 
2.7. 	Conclusion 
Ultrasound imaging is widely used in medicine, despite producing images that are 
inferior to other medical imaging techniques. 
The poor image quality of ultrasound presents many challenges in interpretation and 
presentation of the images. This is especially true in 3D images - whether using 
surface based rendering with edge extraction, or volume rendering where noise is 
often enhanced. Noise suppression techniques have been tried, but many suffer from 
the fact that they remove useful texture information from the image (e.g. median 
filtering) [42, 95],  or other problems such as blurring (e.g. a matched filter). 
In 2D ultrasound images (and 3D), the system resolution remains poor compared to 
other imaging techniques. Improving the system resolution would improve the 
usefulness of ultrasound in medical imaging. 
Automated edge extraction techniques are the subject of ongoing research [96] in 
both 2D and 3D (the same techniques are often used for both 2D and 3D). 
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3.1. 	Introduction 
Filters are typically used to extract a signal from background noise. This usually 
increases the signal to noise ratio, and allows the signal to be interpreted or measured 
with greater accuracy. 
The simplest types of filters will pass a chosen bandwidth of signals, while blocking 
or attenuating any signals outside of the chosen bandwidth. The filter will typically 
be designed so that the attenuation affects the noise more than the signal. 
In the simplest case, noise can be presumed to be additive, white and Gaussian 
(AWGN). Most filters are designed using an assumption that the noise present is 
AWGN. In some cases the noise can be non-white, deterministic, or multiplicative. 
The type of noise can affect the success of a filter, and so different filter designs have 
been developed - each designed for a certain application or situation. 
Filters are always designed in order to form part of a system, and their design is 
thereby affected by the characteristics of the other components of the system. In the 
simplified case, we often have the situation shown in Figure 3.1 where a signal 
passes through a distorting channel, and is altered. The addition of noise makes it 
impossible to reconstruct completely (and perfectly) the original signal. Although the 
affect of the channel can be partially reversed or removed by a filter, it can be fully 
removed only in the absence of noise. We can surmise that the signal reconstruction 
by means of a filter (see Figure 3.2) will be more accurate if the noise level is low 








Figure 3.1 Typical system to which a filter would be applied. 
If the input signal to the distorting system or channel is a perfect impulse (a dirac 
delta function) then the observed sequence will be the system impulse response h(n). 




	 estimated or 
signal reconstructed 
signal 
Figure 3.2 A filter can be used to estimate or reconstruct the original signal. 
The details of the filter in Figure 3.2 are at the discretion of the system designer. 
Filters can be classified as linear or non-linear, adaptive or time-invariant, and as 
finite impulse response (FIR) or infinite impulse response (11R). 
No form of adaptive filters are covered here, because they have not been applied to 
any form of ultrasonic imaging. 
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3.1.1. 	The assumed model for filter design 
For this chapter the model given in Figure 3.3 will be used. This shows the 
relationships between definitions of h(n), x(n), y(n), H(o)), X(w), and Y(w) within the 
system model. Where H(co), X(w), and Y(w) are the Fourier transforms of h(n), x(n), 
and y(n) respectively. 
1 	 I 
ö(n) 	Idistorting 	h(n) 	h(n) 	I  Filter x(n) I 	y(n) 
channel > 
H (w 	 I ) H (co) X (co) 	Y (co) 
Figure 3.3 The assumed model for filter design. 
The estimated reconstructed signal - in the absence of noise and with a perfect 
impulse (n) as the initial system input - is y(n). y(n) is defined in equation 3.1 as the 
convolution of x(n) and h(n). Note that this is only true when the channel H(w) is 
linear and time-invariant. The frequency domain equivalent of y(n) is Y(0)), which is 
defined in equation 3.2: 
y(n) = x(n)* h(n) 	 (3.1) 
Y(w) = X(w).H(w) 	 (3.2) 
This chapter contains a review of some different filter designs. Many of these designs 
have been proposed as being useful for filtering medical ultrasound. The example 
designs for each type of filter are based on an example measurement of an observed 
signal, which will be assumed (for this chapter) to be the result of applying a dirac 
delta function (a perfect spike or impulse) at the input to the distorting channel. This 
means that the observed signal is equal to the system impulse response h(n). The 
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distorting channel used is a medical IVUS imaging system, with the signal reflected 
by a near perfect plane reflector. 
3.2. 	Matched filter 
A matched filter is designed to maximise the signal to noise ratio, for a system where 
the noise level, and the channel or system is stationary, and where the noise is 
additive, white and Gaussian. The matched filter for a system is designed by time 
reversing the (digitised) system impulse response. In the frequency domain this 
yields a filter whose frequency response (in magnitude) is equal to the frequency 
response of the system - but has its phase conjugated. Mathematically this is 
expressed in equation 3.3 (for the time domain) and also in equation 3.4 (for the 
frequency domain): 
x(n) = h(—n) 	 (3.3) 
X(w) = H-(w) = Arg{H*(w)}. H(w) 	 (3.4) 
where H(w) is the system transfer function. This is equal to the Fourier transform of 
the impulse response vector h(n). X(w) is the frequency response of the filter. 
While the matched filter will maximise the signal to noise ratio of a system, it also 
produces a spreading effect on the system's impulse response. Thus a matched filter 
causes a effective decrease in the time resolution of the signal. For this reason the 
matched filter is not the optimal filter for enhancing the resolution of a system. 
Since in the frequency domain, the filter's phase response is the conjugate of the 
phase response of the system, it follows that after any signal passes through the 
system and its matched filter, the phase of every Fourier component will be the same 
as the original signal. This phase alignment is a characteristic shared with many 
other filters reviewed here. 
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3.2.1. 	Example design of a matched filter 
Figure 3.4 (left) shows the impulse response of an IVUS imaging system. In order to 
design a matched filter for this system, we must time reverse the impulse response. 
This is shown in Figure 3.4 (right). The digitised samples of Figure 3.4 (right) then 
become the filter taps for the matched filter. (For any digital FIR filter, the filter taps 
are equal to the filter's impulse response). 
Figure 3.4 Matched filter design (right) by time reversal of system impulse response 
(left). 
Note that in Figure 3.4 (left and right) the y-axes have arbitrary units. The x-axis is 
plotted against time, but could equally well be plotted as discrete digitised sample 
points. Figure 3.5 shows the relationship between the system impulse response and 
the corresponding matched filter response in the frequency domain - that is, they are 
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Figure 3.5 Magnitude response of the system impulse response (left), and the 
matched filter design (right) 
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3.2.2. 	Example application of a matched filter 
Note that in Figure 3.6, the example IVUS image in Figure 3.6 (left) has been blurred 
significantly after application of a matched filter (right). This causes a loss of 
detailed information in the image. 
Figure 3.6 Example IVUS image (left) and after being filtered with a matched filter 
(right). 
3.3. 	Inverse filter 
An inverse filter is designed to completely reverse (or equalise) the effect of a 
channel (or any linear filter process) on a signal, and will work perfectly in the 
absence of noise, for stationary channels - giving an output identical to the initial 
system input in the case of Figure 3.1 and Figure 3.2. 
The filter can be designed in the frequency domain by inverting the magnitude and 
negating the phase of every frequency component (usually achieved by performing a 
Fourier transform) as defined in equation 3.5. Once designed in the frequency 
domain, an inverse Fourier transform is required to convert the result back to the 
time domain. The result of the inverse Fourier transform will be the filter taps 
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x(w) = 
H* (w) = 
Arg{H*(w)}. H(W ) l 	 ( 3.5) )12  
3.3.1. 	Example design of an inverse filter 
This design process is shown below. Figure 3.7 shows a system impulse response and 
its corresponding inverse filter. The y-axis scales in Figure 3.7 are arbitrary. The 
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Figure 3.7 An inverse filter in the time domain (right) designed from the system 
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Figure 3.8 Magnitude response of an inverse filter (right) designed by inverting the 
magnitude of the system impulse response (left). 
In the example design performed here, the inverse filter's impulse response is found 
to be concentrated within a window between 1 and 3 s (see Figure 3.7, right). In 
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order to construct the inverse filter as an FIR filter, it is required to truncate the filter 
tap series. This causes this filter to be not a true inverse filter, but only an 
approximation. The filter will be a close approximation if the tap sequence is long 
enough to include the majority of the "ideal" inverse filter impulse response. 
Therefore the sequence of taps in the inverse filter is required to be long enough to 
include (at least) the window between 1 and 3 ts - that is, approximately three times 
the duration of the system's impulse response. In this instance the filter has been 
allowed to be approximately six times as long. 
In practise an inverse filter will not work perfectly if there is noise entering the 
system. This is because the inverse filter amplifies Fourier components with low 
signal levels; the presence of noise at these frequencies will result in the filter 
amplifying the noise. Also, in any digital system there is always some quantisation 
noise. Hence a digital inverse filter will inherently never quite achieve a perfect 
inverse. 
3.3.2. 	Example application of an inverse filter 
Note that the example IVUS image in Figure 3.6 (left) has had a significant amount 
of noise amplified after application of an inverse filter - as shown in Figure 3.9. 
N IN S, N 
Figure 3.9 Example IVUS image alter being filtered with an inverse filter 
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3.4. 	Wiener filter 
A Wiener filter [97] is designed to minimise the mean square error between the filter 
output and the desired output, for any system containing noise such as in Figure 3.1 
[98]. The minimum mean square error (MMSE) criteria is called the "cost function". 
The MMSE cost function is convenient and commonly chosen because its solution is 
well known and is always solvable. Although other cost functions can be used, they 
are not always tractable. 
Wiener filters can be designed in either the time domain or the frequency domain. 
The equation for a MMSE Wiener filter is given in equation 3.6 in terms of the cross-
correlation vector (defined in equation 3.8) and the autocorrelation matrix (defined in 
equation 3.9). The resulting expected mean square error (MSE) from such a filter is 
given in equation 3.7. 
opt = hh hö 
	 (3.6) 





= E[h(n)hT(n)] = E[h( fl)hT( fl ) oise
e 
 + E[N(n)N (n)] 	(3.9) 
Fre 
For a MMSE filter, the Wiener filter is limited by the matched filter and the inverse 
filter. The Wiener filter approaches the matched filter when the signal to noise ratio is 
very low, and approaches the inverse filter when the signal to noise ratio is very high. 
In order to design a Wiener MMSE filter, you need to know the autocorrelation of the 
system impulse response, and the system impulse response cross correlated with the 
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desired output (or system input). Alternatively a Wiener MMSE filter can be 
designed in the frequency domain, in this case you need to know the power spectral 
density of the system impulse response, and the system's transfer function multiplied 
by the spectrum of the desired output signal. 
The calculation of the autocorrelation matrix in equation 3.9 requires the designer to 
know or estimate the expected noise level N(n) in the observed sequence y(n). If the 
noise is uncorrelated with the signal x(n) then the noise will not affect the cross-
correlation vector in equation 3.8. However the noise will always affect the 
autocorrelation matrix. For uncorrelated noise, the expected value of N(n)NT(n)  is 
zero everywhere except on the leading diagonal of the autocorrelation matrix, where 
the value is equal to the total power of the noise. In order to be safe, and achieve a 
better filter performance, Wiener filters are often designed for a noise level slightly 
higher than what is measured or expected [99, 100]. 
3.4.1. 	Example design of a Wiener filter 
Figure 3.10 shows a Wiener MMSE filter designed in the time domain using 
equation 3.6. In designing this example Wiener MMSE filter, the following 
assumptions were made: 
the observed system impulse response was a good estimate of the noise free 
system impulse response; 
the system input was a dirac delta function. (i.e. a perfect impulse); 
the desired output was also a dirac delta function; 
the noise is uncorrelated with the signal and with itself; 
the noise is AWGN. 
These assumptions are reasonable in many situations, but will not always be valid. 
e.g. in ultrasound imaging systems, the noise seems to be highly correlated with the 
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signal, and multiplicative rather than additive. This means that the Wiener filter 
(when designed using the assumptions above) may not be optimal for ultrasound 
imaging applications. 
If the desired output or system input is not a dirac delta function - but is known - 
then the Wiener filter can still be calculated and will be tractable. However, if the 
noise in the system is correlated then the equations to calculate a Wiener filter may 
not be solvable. 
For this example, it was assumed that the noise power was 1% of the strength of the 
signal power (SNR = 20 dB). In general it is desirable to estimate or measure the 
noise power level. For the purposes of an example design however, it is sufficient to 
assume the noise level. 
Figure 3.10 shows the system impulse response, and the example Wiener filter 













0 	0.204 	0.6 	0.8 	 0 	0.5 	1 	1.5 	2 
i Tme (.Ls) Time (ts) 
Figure 3.10 A Wiener MMSE filter in the time domain (right) assuming SNR = 20 dB 
for the system impulse response (left). 
It can be clearly seen from Figure 3.11 that the response of the Wiener filter is 
somewhat like an inverse filter (in the passband region), and is somewhat like a 
matched filter (outside the passband region). The width of the passband region 
referred to here is not well defined; it is dependant on the level of noise specified in 
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Figure 3.11 The magnitude response of a Wiener MMSE filter (right) and the 
magnitude of the system impulse response (left) 
The Wiener filter has treated the downward notches in the system's impulse response 
very differently from the inverse filter. The inverse filter amplifies any noise or 
signal present at these frequencies, but the Wiener filter attenuates it. This makes the 
Wiener filter perform better than the inverse filter in the presence of noise. 
3.5. 	Phase correction filter 
A phase correction filter is designed such that the magnitude of any frequency 
component will remain unchanged after passing through the filter. However the 
phases of each frequency component will change. The filter will typically be 
designed to cancel (or conjugate) the phase shift(s) of the system impulse response. 
This filter is not widely used, but is useful as a reference. After filtering with this 
filter the only effects remaining from the distorting channel will be the changes to the 
magnitude of each Fourier component. 
3.5.1. 	Back propagation 
Phase correction filters come in several types; a technique called "back propagation" 





The backpropagation algorithm 
The model used for implementing back propagation phase correction by Liu and 
Waag [101] uses a phase screen, and is applied to transmission ultrasound only. The 
actual imaging situation is shown in Figure 3.12. Figure 3.13 shows the model that is 










Figure 3.13 The model assumed in applying backpropagation. 
In order to apply backpropagation it is essential to have an array of receiving 
elements so that the received wavefront can be Fourier transformed into an angular 
spectrum of plane waves. Each plane wave is then backpropagated by a given 
distance (the distance to the assumed phase screen), and inverse transformed to 
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reconstruct the waveform at that point. The waveform is calculated at every point 
across the phase screen - that is, at as many points as there are receiving elements. 
Backpropagated waveforms are calculated for many different distances, (or possible 
phase screen positions). 
At every position on the phase screen, and at every distance, a time shift is applied to 
the (back propagated) signal, in such as way as to achieve a constant arrival time 
across the phase screen (allowances for geometric differences may be made). Finally, 
each different reconstructed waveform (one for each different possible phase screen 
position) is compared with a reference waveform to see which one is the best 
available match to the waveform that was expected from the source. In order to 
provide the reference waveform, the waveform expected from the source must be 
estimated or measured. 
This method has been shown by Liu and Waag [101] to produce results that are 
superior to the more simple method of applying a time shift to every signal at the 
receiving array. It has been found by Zhu and Steinberg [56] that this technique also 
produces results that are superior to phase correction at the receiving elements. 
Since the time shifting is done element by element, this effectively makes back-
propagation a type of phase manipulation or phase correction. The major difference 
is that in backpropagation the phase of each Fourier component at each receiving 
element is being adjusted in a manner that is affected by the signal received at other 
elements. 
Back propagation and IVUS 
Phase correction by back propagation is applied to transmission ultrasound only. The 
technique as presented will not work with reflective ultrasound due to interference 
effects obscuring the details of the phase shift. The interference will prohibit 
estimation of the arrival time of single pulses, so it is not possible to time shift the 
signal at each element to get a constant arrival time. Because back propagation is 
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utilised in transmission ultrasound only (as opposed to reflective ultrasound), this 
makes its application to conventional IVUS imaging impossible since all IVUS 
imaging necessarily uses reflective ultrasound. 
Another feature of the back propagation algorithm is that it relies on having an array 
of receiving elements. The algorithm cannot be applied to single element transducer 
systems where there is only one receiving element. Since most IVUS imaging 
systems use single element transducers (in order to make the transducer physically 
small), this is a second reason why back propagation cannot be used with IVUS 
imaging systems. 
3.5.2. 	A simple phase correction filter 
A simple phase correction filter can cancel the phase changing effects of a distorting 
channel, while leaving the amplitude unchanged. In practise, for a digital filter, the 
amplitude response at all frequencies cannot be precisely unity, but a good 
approximation to this can be made. 
The filter is calculated in the frequency domain by negating the phase of every 
Fourier component, and setting the magnitude of every Fourier component to a 
constant (positive and non-zero) value. The filter taps are formed by inverse 
transforming to the time domain. The design equation is shown in equation 3.10: 
x(w) 
- - H* (w) = Arg{H*(w)}.1 	 (3.10) 
3.5.3. 	Example design of a simple phase correction filter 
The example waveform and filter shown in Figure 3.14 was calculated using a fast 
Fourier transform (FFT) that was much longer than the duration of the impulse 
response. This yields greater accuracy, but makes the filter long. The filter shown in 
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Figure 3.14 has been truncated to show the main region of interest (taps outside this 
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Figure 3.14 A phase correction filter in the time domain (right) designed from the 
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Figure 3.15 The magnitude response of a phase correction filter (right) designed 
from the system impulse response (left) 
Truncating the series of filter taps will alter the filter's frequency response. The 
truncation can be done either by simply truncating the tap sequence, or by applying a 
window function to the tap sequence. (The simple case equates to using a rectangular 
window function). The effects of this are shown in Figure 3.16 for a rectangular and 
a Hann window. In both cases the length of the filter has been reduced by a factor of 
approximately five, but is still more than three times as long as the measured impulse 
response. The frequency response has changed, and is no longer ideal. Although the 
frequency response curve is smoothed in the case of the Hann window, it is just as far 
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Figure 3.16 Magnitude response of a phase correction filter response when the filter 
series is truncated with a rectangular window (left) and a Hann window 
(right). 
3.6. 	Square root filter 
This filter has been proposed for application to medical ultrasound by Zhu and 
Steinberg [56]. They propose that the filter will be "towards inverse filtering", by 
providing amplitude compression i.e. making the magnitudes of all Fourier 
components closer to unity (after normalisation). They applied this filter to 
transmission based ultrasound, and they report very favourable results. 
The square root filter is designed to be a compromise that is half way between a 
phase correction filter and an inverse filter - providing spectral flattening, while not 
excessively amplifying noise. When designing the filter, the magnitude of each 
Fourier component is inverse square rooted (or raised to the power —½) and the phase 
is conjugated - see equation 3.11: 
x(w)- 
H*(w) 
= Arg{H*(w)}. H(w) 	 (3.11) 
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3.6.1. 	Example design of a square root filter 
The example waveform shown in Figure 3.17 (left) was Fourier transformed, inverse 
square rooted and phase conjugated as in equation 3.11. The Fourier transform was 
calculated using an FFT that was much longer than the duration of the impulse 
response (as with the phase correction filter). This yields greater accuracy, but makes 
the filter long. The filter shown in Figure 3.17 has been truncated to show the main 
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Figure 3.17 A square root filter in the time domain (right) designed from the system 
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Figure 3.18 The magnitude response of a square root filter (right) designed from the 
magnitude of the system impulse response (left) 
Figure 3.18 shows that the square root filter approaches an inverse filter, but any 
smaller Fourier components are not fully inverted, they are raised only to the power 
of -½ instead of being raised to the power -1 as the inverse filter does. This makes 
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the filter less sensitive to noise at these frequencies, and provides the motivation for 
this filter. 
Truncating the series of filter taps will alter the filter's frequency response in a 
similar manner to the effect of truncating the series of taps of the phase correction 
filter. The number of filter taps could also be shortened by designing the filter with a 
shorter FF1'. 
3.6.2. 	Fourth root filter 
Zhu and Steinberg [56] extended the concept of a square root based filter to a filter 
where the magnitude of the Fourier components are raised to any arbitrary power. 
Thus, the filter can be designed arbitrarily close to (or removed from) the design of 
an inverse filter which has a power of—i. 
The equation for a filter with Fourier components raised to any arbitrary power is 
given in equation 3.12, where n can take on any chosen (non-zero) value. This yields 
an n th root filter; the value ii is not necessarily restricted to positive integers. 
H*(w) - A
rg{H*(w)}. H(w 
X (w) = __ -  (3.12) 
In particular, Zhu and Steinberg [56] proposed a fourth root filter (setting n = 4), 
which results in the filter design in equation 3.13: 
- X(CO) 
- H* (00 = 	Arg{H* (w)}. H((0) 
H(w)175  
(3.13) 
The fourth root filter is closer to an inverse filter than is the case in the square root 
filter. Zhu and Steinberg [56] reported favourable results from the fourth root filter 
under some (but not all) conditions. 
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3.6.3. 	The matched, phase correction, and inverse filters as n 
th 
root filters 
The square root and fourth root based filters use phase correction as found in the 
matched filter, the phase correction filter and the inverse filter. 
The magnitude of the Fourier components of the matched filter, the phase correction 
filter, the square root filter, the fourth root filter, and the inverse filter can all be 
described by appropriate values of a in equation 3.12. Table 3.1 shows the values of 
a required for each filter, the magnitude of the filter response, and the magnitude of a 
filtered system impulse response. 
Filter type Value Magnitude of filter Magnitude of filtered system 
of a 	response X(o) 	impulse response Y(co) 
Matched filter ½ I X(w) = Y(w) = H(o))- 
Phase correction filter 1 X(c)) = H(w)° = 1 Y(c)) = H((o) 
Square root filter 2 X((o) = H(w)-v2 Y(co) = H(w)I/2 
Fourth root filter 14 X(w) = H((o) 34 Y(w) = H(w)'4 
Inverse filter co X(w) = H(coy' Y(c)) = = 1 
Table 3.1 Exponents of Fourier components for various filters. 
By the appropriate use of n, equation 3.12 can form filters that can range from the 
inverse filter, through to (and beyond) a matched filter. Therefore it is fair to say that 
the square root (and fourth root) filter is a trade-off between the inverse and matched 
filter. 
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3.7. 	Other attempts at pseudo inverse filtering of 
ultrasound 
3.7.1. 	Modified Wiener filters 
Yamada and Yamabe have presented a technique which is a type of pseudo inverse 
filter [55]. They fail to specify fully their filter design, but it appears to be based 
around a Wiener filter with an assumption that the desired output of the filter (for a 
system impulse response plus noise as input) is not a perfect impulse (dirac delta 
function), but a band limited impulse, with hard cut-offs. This assumes that the 
system passes a certain bandwidth perfectly, and frequencies outside the bandwidth 
are perfectly attenuated. Observations of ultrasonic systems impulse responses 
indicate that this assumption is not valid, and therefore this will lead to a non-optimal 
filter. However it is acceptable as a first order approximation - this is verified in that 
favourable results were reported. 
Other researchers have also developed modified Wiener filters, although not for use 
with medical ultrasound images [102, 103, 104, 105, 106, 107]. 
3.7.2. 	SVD based filter 
Shen and Ebbini [57, 581 have proposed a filter for ultrasound applications that is 
based upon a Singular Value Decomposition (SVD) [98]. It is intended for use with 
their proposed 3D coded excitation system [59, 60, 61], whereby the transmitted 
ultrasound signals will be deliberately spread in time using coded pulses to a phased 
array transducer. The design approach uses rank reduction to obtain an 
approximation to the inverse filter. 
The filter presented did provide some degree of inversion with part of the system 






The approach given by Shen and Ebbini is applied strictly to a phased array system, 
and will not work for a single element transducer system. This filter is not considered 
here because of its inability to work with single element IVUS systems. 
3.8. 	A comparison of the above filters 
In order to compare the filters presented in this chapter, the model of Figure 3.3 will 
be used. In this model, the filter x(n) or X(w)) takes in h(n) or H(o)), and gives out 
y(n) or Y((q). The magnitude responses of H(o)), X(w) and Y(w) will be compared. 
This will enable a comparison of how each filter treats different magnitudes of 
Fourier components. 
Figure 3.19 Filter Transfer function - designed for the same signal h(n). 
For Figure 3.19 and Figure 3.20, H(w) has been normalised. All the filter response 
curves have been normalised so that the largest component of H((q) gives a filter 
output of unity. 
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Figure 3.20 Filter responses - designed for the same signal h(n). 
Both Figure 3.19 and Figure 3.20 show that where the H(w) Fourier components are 
large, the Wiener filter response is close to an inverse filter; closer than either the 
square root or fourth root filters. However, as the H(w) Fourier components get 
smaller, the Wiener filter attenuates the signals more than both the fourth root filter, 
the square root filter, and even the phase correction filter. 
The three Wiener MMSE filter curves shown each correspond to a different assumed 
level of noise being added to the signal in the model of Figure 3.1. The three curves 
correspond to assumed noise power levels of 1%, 10%, and 100% of the signal 
power. The Wiener filters with lower assumed noise power levels have a magnitude 
response that is closer to the inverse filter than the filters with higher assumed noise 
power levels. If the actual noise power level in the system is different from the 
assumed level, then the mean square error in the filter output will not minimised. 
It is worth noting that in regions of small H(co) Fourier components, the Wiener 






There are many different possible methods for designing filters. Each method has its 
own particular merits, and is useful under some circumstances. 
Most of the filters presented here are utilised as comparisons in later chapters. The 
results of applying these filters to images of a near perfect reflector can be found in 
Chapter 6. The results of applying these filters to IVUS medical images can be found 
in Chapter 8. 
All of the filters described in this chapter (except for those in section 3.7) are 
implemented in the software on the accompanying CD. Instructions for the operation 
of the program that implements the design and application of these filters is 
described in Appendix C. 
Chapter 4. 	SIGMOID BASED PSEUDO 
INVERSE FILTER DESIGN 
	
4.1. 	Introduction 
This chapter describes a sigmoid based pseudo-inverse filter which is tailored to the 
characteristics of the ultrasound transducer (including phased array beamforming 
characteristics). This filter is designed to be tolerant of noise, while still performing a 
pseudo frequency inversion to obtain an approximation to a classical inverse (or 
deconvolution or spiking) filter. This filter is a modified version of a filter that was 
first presented [80, 108, 109] and applied in the analysis of foetal heart 
phonocardiogram (PCG) signals. The original presentation of this filter was in H. 
Basil's Ph.D. thesis [80]. The relevant section of this thesis is reproduced in 
Appendix I. The application of this filter to ultrasound images has been recently 
published by myself [110] - this paper is reproduced in full in Appendix H. 
4.2. 	Background model assumptions 
It is assumed that the ultrasound transducer is initially excited with an impulse, that 
would ideally be a dirac delta function of infinitely short duration. However it will in 
practise be excited by a band-pass filtered dirac delta function as the voltage supply 
circuits will filter the impulse. The transducer then responds to the excitation, by 
emitting an ultrasound pulse. The pulse emitted can be considered as a shaped or 
filtered version of the voltage that excited the transducer. The transmitted pulse then 
propagates through the imaged medium, is reflected and some of the pulse returns to 
the transducer. This may also apply further filtering to the impulse. Finally the 
transducer receives the ultrasound reflections, converts them to a voltage and sends 
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them to a digitiser. This receive process also shapes or filters the pulse. The 
convolution of all these filtering stages can be grouped together to form the system 
impulse response. This generalised system is shown for the case of imaging a perfect 
reflector in Figure 4.1 and is simplified by the model shown in Figure 4.2. 
Reflected by a 
perfect reflector 
Figure 4.1 An ultrasound imaging system (with a perfect rflector) 
Figure 4.2 A model of an ultrasound imaging system (as in Figure 4.1) with a perfect 
reflector 
Figure 4.2 is an accurate model only for the case of a perfect reflector as the target 
object. In this case the perfect reflector does not have any effect on the system 
impulse response Hperf(W). 
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To allow for generalised target objects, which do affect the signal that returns to the 
receiver, the modified model as shown in Figure 4.3 is used. This introduces the 
target object with a response of Hirnage(W). Himage(w) will vary with position. In many 
ultrasound systems, the signal that returns to the receiver is used as an estimate of 
Hirnage(W) - after demodulation. 







F Estimate of Estimate of H (U)) < 	H mage (c),d, 0) H image (w,d, 0) 
Figure 4.4 A model of an ultrasound imaging system with a target object with a 
pseudo inverse filter added to the system 
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It is proposed to extend the model shown in Figure 4.3 with a pseudo inverse filter, 
as shown in Figure 4.4. The filter will be designed to partially negate the effects of 
the H1-1'(w),  which will result in an improved estimate of the Himage(W). 
4.2.1. 	Measuring the transducer's impulse response 
The ultrasound reflection from a near perfect plane reflector was measured using the 
system shown in Figure 4.1 (an example of the observed pulse is shown in Figure 
4.5). This may be considered to be the transducer's impulse response (at one 
particular distance of the reflector). The near perfect plane reflector is made of glass 
or steel, and reflects the vast majority of the incident ultrasound. Its width is 
significantly greater than the beam width, and it is flat to within much less than one 
wavelength. This impulse response is then utilised in the filter design process. This 
allows a near perfect characterisation of the system impulse response (amplitude and 
phase). 
Some researchers use a wire as a near perfect reflector, whereas a plane reflector was 
used here. Medical ultrasound imaging is usually concerned with determining 2D 
surfaces that are not perfectly flat, therefore both the plane reflector and the wire 
reflector do not fully represent the signals that will occur in practise. However both 
can offer a sufficiently accurate approximation to allow the construction of a filter to 
improve the image resolution. 
An assumption was made that prior to the onset of the impulse response (at 
approximately 0.08 s in Figure 4.5), there should be zero signal, and any received 
signal should be removed (assumed to be noise or very distant echoes from 
previously transmitted pulses). It was also assumed that the impulse was finite in 
length, and should be truncated after it reduced down to the level of the noise 
occurring prior to the impulse onset (i.e. plus and minus one least significant bit for 
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Figure 4.5 A measured system impulse response —for one IVUS system 
4.3. 	Design technique and theory 
The sigmoid based pseudo inverse filter design is based on the design of an inverse 
filter, but with reduced amplification of the smaller Fourier components. The amount 
that the smaller Fourier components are reduced by (relative to a classical inverse 
filter) is determined by a smooth cutoff function, that is a sigmoid function. Using a 
smooth cutoff function will cause the filter's frequency response to remain a 
continuous function. This is necessary because if the filter's frequency response were 
designed to be discontinuous (as with a hard cutoff) then the required number of 
filter taps would increase greatly. Further information about the design and original 
motivation for this filter, can be found in the original presentation of this filter, from 
Basil's Ph.D. thesis, [80] the relevant section of which is reproduced in Appendix 
 
The filter is constructed in the frequency domain. Every Fourier component must be 
normalised prior to pseudo inversion. Each Fourier component of a system's impulse 
response is pseudo-inversed according to the sigmoid based equation shown in 
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equation 4.1. After pseudo inversion, the filter taps are formed by conversion back 
into the time domain (using an inverse Fourier transform). 
P.I.(w) 
- 
- Arg(F*((0)). Sig (G.(F(w)—T)) 
	
(4.1) 
In equation 4.1, G is a gain factor (typically 10 to 100), T is a threshold value, 
typically 0.01 to 0.10, and d is a small stabilising factor (typically 0.01 to 0.05). F(w) 
must be normalised prior to applying equation 4.1. 
The threshold T corresponds loosely to a half power or 3 dB point. More strictly, it 
defines the size of a Fourier component that will have a filter response that is half of 
what the filter response would have been for an inverse filter - as given by equation 
4.2: 
= T 	= 	P.L(0))j 
= 1 	
(4.2) 
The gain parameter G defines how quickly the filter diverges from the inverse filter 
on either side of the threshold point. 
In equation 4.1, Sig(x) is a sigmoid function, with values ranging between 0.0 and 
1.0. The sigmoid equation is shown in equation 4.3 and is plotted in Figure 4.6: 
Sig(x) - 
	1 	 (4.3) 
1+e 
The sigmoid function provides a smooth transition between an inverse filter for 
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Figure 4.7 Sigmoid based pseudo inversion functions 
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Varying the design parameters (particularly the threshold and the gain) yields 
differing pseudo-inverse functions. Figure 4.7 shows a variety of different sigmoid 
based pseudo-inverse functions. 
Good results were obtained with design parameters of G between 50 and 150, T 
between 0.01 and 0.1, and d between 0.01 and 0.05. Using parameters within this 
range results in a filter that is sufficiently insensitive to noise for the IVUS data 
studied here. If the filter profile was well removed from an inverse filter, the image 
resolution improvement was too limited, and if the filter became too close to the 
profile of the inverse filter, the image noise became excessive. The above ranges 
were found to provide a good compromise between these two extremes. 
4.3.1. 	Modifications from previously published specification 
A modification to the previously published specification of the sigmoid based pseudo 
inversion process is now proposed. The motivation for this change is that when the 
offset d is small, then small Fourier components are attenuated only slightly. This can 
be called the lip effect and it can be seen in Figure 4.8 and more clearly seen in the 
version shown in Figure 4.9. Both Figure 4.8 and Figure 4.9 show a sigmoid based 
pseudo inverse function with the same gain G = 80, and the same threshold T = 0.05. 
The values of the offset d is different for each line plotted. 
The lip effect becomes more important when the normalised Fourier components get 
smaller - and this will happen when using a higher resolution digitising process. This 
means that the lip effect is less noticeable with 8-bit data, but is much more 
noticeable with 12-bit data. If the ultrasound were sampled at 16-bits then the effect 
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Figure 4.8 Sigmoid based pseudo inversefunctions (G80 and T0.05) 
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In order to remove the lip effect as seen in Figure 4.9, equation 4.1 was modified so 
that small value Fourier components were truncated. It is desirable that the resulting 
pseudo inverse function should be a continuous function, and also give a gain of zero 
for Fourier components with a magnitude of zero. It was decided to truncate only 
those Fourier components of magnitude less than half the threshold T, and to truncate 
them in a manner similar to the matched filter - with linear interpolation of the 
function between the points T/2, and 0. The new equation is shown in equation 4.4, 
and is plotted in Figure 4.10: 
Figure 4.10 The lower end of some modified sigmoid based pseudo inverse functions. 
(G80 and T0.05) 
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4.4. 	Example design 
To illustrate the design technique for a sigmoid based pseudo inverse filter, an 
example design will be performed. This is a design for an IVUS imaging system, 
whose measured impulse response (from a plane reflector) is shown in Figure 4.5. 
4.4.1. Nomenclature 
For the purposes of this thesis (and also the accompanying software), the following 
abbreviations will be used for sets of sigmoid based pseudo inverse filter parameters. 
Each abbreviation (or named filter) is a typical filter for this algorithm. The filters' 
parameters have been chosen so that when they are applied to ultrasound, they yield 
reasonable results while also being different enough to demonstrate the trade off 
between the inverse and matched filters. 
Given name Gain G Threshold T offset d 
Sigmoid P11 60 0.1 0.05 
Sigmoid P12 80 0.05 0.03 
Sigmoid P13 100 0.03 0.02 
Sigmoid P15 100 0.01 0.02 
Table 4.1 Names assigned to parameter sets for sigmoid based P1 filters 
4.4.2. 	Frequency domain conversion 
The first step is to perform an FF1 on the impulse response. The length of the FF1' is 
not critical. In this example the impulse response was zero padded until it was 2048 
sample points long, although the actual impulse is about 146 samples in duration. 
The spectrum of the impulse response in this example is shown in Figure 4.11. 
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Figure 4.11 Frequency response of an IVUS system frequency response 
After performing an FFT, every Fourier component must be normalised (with respect 
to the largest Fourier component). Thus the largest Fourier component will now have 
a magnitude of 1. 
4.4.3. 	Pseudo inversion 
The sigmoid based pseudo inverse equation has three parameters that must be 
decided upon, the gain G, the inversion threshold T, and the offset d. For this 
example two filters will be designed, each with typical parameter values, which are 
defined as: 
G = 100, T = 0.03, d = 0.02, (= Sigmoid P13); 
G=60, T=0.1,d=0.05,(=SigmoidPll). 
The first set of filter parameters has a lower threshold value, a higher gain, and also a 
smaller offset than the second set of parameters. Therefore, of the two resulting 
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clearly in Figure 4.7 where both the example filter functions are graphed (with the 
thicker lines). 
The inversion performed here is done using both equation 4.1 and equation 4.4. The 
gain function of the two resulting filters is shown Figure 4.12 (for equation 4.1) and 
Figure 4.13 (for equation 4.4). Note that the gain function is close to an inverse 
within the passband*,  and is close to a level shifted matched filter outside the 
passband. 
Note also that between 30 and 50 MHz, the two filters give vastly different 
responses. The filter Sigmoid P11 is rolling off and attenuating the signal, where as 
the Sigmoid P13 filter is passing the signal, and is still giving a reasonable 
approximation to an inverse filter. This causes the two filters to have different 
effective passbands, and yield different results when applied to ultrasound images. 
10 	 100 
Frequency (MHz) 
[Sigmoid P13 —Sigmoid P11 
Figure 4.12 Filter gain function for two typical siginoid pseudo- inverse filters 
* The two example filters have different effective passbands. 
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Figure 4.13 Modified  filter gain function for two typical sigmoid pseudo-inverse 
filters 
Modification for the lip effect 
In this case, the lip effect is minimal due to the selection of filter parameters. Also 
the digitised data was only 8-bit. Thus implementing the modified sigmoid pseudo 
inverse of equation 4.4 in this case will have a small effect only. In fact, in the second 
example design, the modification will actually increase the response of some Fourier 
components. The modified filter gain functions are shown in Figure 4.13. 
4.4.4. 	Conversion back to time domain - making the filter taps 
After the Fourier transform is pseudo inversed, an inverse FFT is performed to take 
the signal back into the time domain. The result of the lEFT will be the filter taps for 
the designed filter. For the two example filter designs, the resulting filter taps are 
shown in Figure 4.14. The filter taps have been normalised. Note that the two filters 
are plotted on separate axes for clarity. 
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Figure 4.14 Resulting filter impulse responses for two typical siginoid pseudo-inverse 
filters 
The filter taps shown are the result of the modified sigmoid based pseudo inverse 
function given in equation 4.4. However, the choice of filter design parameters in this 
case means that the modification to the sigmoid based pseudo inverse function is 
minimal. The graph of filter taps would look the same if equation 4.1 had been used, 
as the differences are too small to observe in this format. 
4.4.5. 	Design analysis 
Transfer functions 
The transfer function of the two example filter designs are shown in Figure 4.13 
(frequency domain) and Figure 4.14 (time domain). Note that the filter plotted higher 
is for the filter Sigmoid P13 which has a wider passband than the filter Sigmoid P11. 
The wider passband causes the filter taps (or the filter's impulse response) to have 
more high frequency oscillations. 
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Resulting power spectra 
It is useful to analyse the output of the filter, given the system impulse response as an 
input (with no noise added). Although this is an artificial test, it is useful for 
verifying the algorithm. The output can be analysed in the time domain and the 
frequency domain. 
The output power spectrum is shown in Figure 4.15. Clearly it is now closer to the 
spectrum yielded by an inverse filter - especially within the passband. Outside the 
passband however the spectrum shape is largely unchanged, although its level may 
change. This shows that the filter has acted like an inverse filter within the passband, 
outside the passband it has acted a bit like a level shifted matched filter. 
It can be clearly seen that the filter Sigmoid P13 has yielded a significantly wider 
passband that the Sigmoid P11 filter. The region from 30 to 50 MHz is within the 
passband of Sigmoid P13, but not within the passband of Sigmoid P11. 
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Figure 4.15 Resultant power spectra after filtering the system impulse response with 
two typical sigmoid pseudo-inverse filters 
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Figure 4.16 Resultant signal after filtering the system impulse response with two 
typical sigmoid pseudo-inverse filters 
The output signal in the time domain is shown in Figure 4.16. The duration of the 
pulse has been reduced. This shows that the filter has acted as a pseudo inverse filter. 
The resulting pulse is longer or shorter depending on how close the designed filter is 
to an inverse filter. Note that this example is noise free, and the introduction of noise 
will degrade the filters - with more degradation for filters that are close to inverse. 
After filtering the system impulse response with two example sigmoid pseudo-
inverse filter designs, it is clear that the filter is indeed acting as a pseudo inverse 
filter. 
4.5. 	Windowing effects on filter taps 
All Fourier transforms were performed with a length of either 2048 or 4096 points 
(mostly with 2048). This means that after inverse Fourier transforming and obtaining 
filter taps, the taps were up to 2048 points long. However most of these points were 
either zero or very close to zero. 
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The filter tap series were truncated, and although this will alter the filter's frequency 
response, in practice the effect is minimal - provided the series is not too short. 
Figure 4.17 shows the filter gain function designed in Figure 4.13 before and after it 
has been truncated by applying a Hann window to the taps. The length of the Hann 
window was: (a) double the length of the impulse response, and (b) the same length 
as the impulse response. Using a Hann window three times the length of the impulse 
response yielded a gain function very similar to the original gain function (too 
similar to differentiate on this graph). 
From Figure 4.17 we can see that truncating the filter taps to the same length as the 
impulse response causes a significant change in the filter's gain function. However 
truncating the taps to two or three times the impulse response length causes only 
minor changes. 
Figure 4.17 An example sigmoid based pseudo inverse filter, truncated with varying 
length Hann windows 
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4.6. 	Comparison with other filters 
It is useful to compare the sigmoid based pseudo inverse functions with the 
equivalent functions that define other filters such as the matched filter, the inverse 
filter, the phase correction filter, the square root filter and Wiener MMSE filters. 
Figure 4.18 gives a comparison with filters described by X(w) = H(w)"'. Figure 
4.19 gives a comparison with some Wiener MMSE filters. 
It can be clearly seen that each sigmoid based filter lies between the matched filter 
and the inverse filter. For frequencies with low signal level, the sigmoid based filters 
will give less gain than the inverse, 4th  root, and square root filter. Often they will 
give less gain than even the phase correction filter (i.e. they will actually attenuate 
these frequencies). 
Sigmoid P11, Sigmoid P12, Sigmoid P13, and Sigmoid P15 are all defined in Table 
4.1. 
0.0001 -L __________________  
0.001 	 0.01 	 0.1 
Filter Input H(co) (normalised) 
Inverse 	 Fourth Root 	Square Root 
Phase Correction - Matched - Sigmoid P11 
Sigmoid P12 	- Sigmoid P13 	Sigmoid P15 
Figure 4.18 Sigmoid filter output functions for a noise free impulse as input, 
compared with X(n-1)/n filters 
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0.0001 -- 
0.001 0.01 	 0.1 	 1 
FilterInput H(w) (normalised)  
Matched 	 Wiener (1% noise) -Wiener (10% noise) 
Wiener (100% noise) - Sigmoid P11 	 Sigmoid P12 
Sigmoid P13 	 Sigmoid P15 
Figure 4.19 Sigmoid filter output functions for a noise free impulse as input, 
compared with Wiener filters 
It can be seen that the sigmoid based pseudo inverse filters are able to produce 
functions that are similar (though not identical) to the Wiener filter. All the curves in 
Figure 4.19 resemble the inverse filter for large frequency components (right hand 
side of graph) and have the same gradient as the matched filter for smaller frequency 
components (left hand side of graph). 
4.7. 	Conclusion 
The two different example designs presented illustrate how the sigmoid based pseudo 
inverse filter can be used to produce filters that trade off between the inverse filter 
and the matched filter. 
Some degree of care is required in the choice of the filter parameters, but the 
modified algorithm presented will allow a much wider range of acceptable values. 
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The filter described in this chapter is implemented in the software on the 
accompanying CD (It is implemented both with, and without the proposed 
modification). Instructions for the operation of the program that implements the 
design and application of this filter is described in Appendix C. 
am 
Chapter 5. 	ULTRASOUND SETUP 
5.1. 	Introduction 
Multiple sets of ultrasound data and images are analysed in this thesis. They come 
from several principal sources: 
. 	intravascular ultrasound collected in vitro from human coronary arteries; 
. 	intravascular ultrasound collected in vivo from rabbits; 
near perfect plane reflectors imaged with the intravascular ultrasound system; 
a phantom imaged with a phased array, general purpose ultrasound imaging 
system; 
near perfect plane reflectors imaged with a phased array, general purpose 
ultrasound imaging system. 
This chapter details the data collection systems and procedures used in acquiring this 
data. The near perfect plane reflectors were imaged with the same transducers as the 
other images (for both intravascular and phantom). 
5.2. 	IVUS data collection system 
This section outlines the setup that was used to collect IVUS data in vitro, in vivo, 
and with perfect reflectors [21]. 
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5.2.1. 	In vitro setup 
The IVUS data collection in vitro was performed with a setup as shown in Figure 
5.1. A saline solution is flowing through the artery. This is needed to ensure that 
there is no air in the system due to the high acoustic impedance of an air-liquid or 
air-tissue interface. 
Saline Solution: In 	 Saline Solution: Out 
p1 
Figure 5.1 In vitro setup for IVUS data collection 
The transducers 
The transducers used for the in vitro IVUS data collection were made by the Boston 
Scientific Company, Watertown, MA, USA. They are 3.5 French (0.66 mm 
diameter), slightly forward looking (about 12°), and operate at 30 MHz. i.e. 30 MHz 
is the nominal frequency. The transducers have a bandwidth of approximately 15 
MII-Iz centred around the nominal frequency. They are unfocussed so that the beam 
does not diverge too much over a wider axial range. 
Due to the invasive nature of IVUS imaging and the need for sterility, IVUS 
transducers are never used on more than one patient in vivo. After in vivo use, they 
can however be flushed with water and later reused in vitro, and also for perfect 





The scanning format 
The transducer obtains a 2D image at many locations as it is pulled back through the 
artery. After the transducer obtains a 2D image, it is pulled back by a controllable 
distance (0.2 mm in this case), and a subsequent 2D image is obtained. In each 
dataset, there will be up to 200 pullback positions, (or 200 2D images) covering a 
distance of 4 cm. 
As the transducer scans each 2D image, it rotates through 3600,  in steps of 1.5°, 
controlled by a stepping motor. This means that 240 different directions will be 
scanned. These 240 1D scans are then combined to form a 2D image. This is 
illustrated in Figure 5.2. Each 1D scan is often called a scanline. One 2D image is 
constructed for each pullback position. 
mimes 
parated by 1.5° 
Imaged area 
Transducer 
Figure 5.2 Format of IVUS 2D scan constructed from JD scanlines 
In order to construct each 1D scanline, the transducer sends out an ultrasound pulse, 
and then receives back the reflected signal. The received signal is amplified and 
digitised with no further processing. It is important to note that the digitised signal 
was not demodulated to baseband, it was recorded as an RF signal. 
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The stored image format 
The received ultrasound signal is digitised at 250 M1-Iz (or one sample every 4 ns), 
with 2048 samples per scanline. Each sample is digitised with a resolution of 8 bits. 
Initially the data from each 2D image is digitised and is available as a continuous 
stream of 8 bit words. This data then has a header attached to it, to produce a 
greyscale bitmap. Each 2D image is then stored permanently as a greyscale bitmap; 
which represents a (geometrically distorted) B-mode image. 
The bitmap header is defined such that every row of the bitmap corresponds to one 
1D scanline within the image [111]. Therefore the bitmaps have dimensions of 240 
rows by 2048 columns. An example of this type of image is shown in Figure 5.3. 
Note the large ringdown signals at the left of the image. 
Figure 5.3 Raw IVUS data in bitmap format 
Within each row of the bitmap (e.g. Figure 5.3), we can consider that the samples are 
positioned on a time axis - with time increasing from left to right. Alternatively we 
can consider that the samples are positioned on a distance axis (i.e. distance from the 
transducer). Either interpretation is valid, although only the time axis interpretation is 
completely accurate; the distance interpretation is only an approximation due to the 
speed of sound varying in different mediums. 
The data in each 2D scan image can be scan converted (Hilbert transformed, log 
transformed and geometrically transformed) to produce an image of the artery at the 






5.2.2. 	In vivo setup 
The in vivo IVUS data presented and analysed in this thesis is not from human 
patients; it is exclusively from rabbits. The images come from the coronary arteries 
of the rabbits. The rabbits had no arterial disease but had significant amounts of lipid 
build-up inside the arteries as a result of being fed a high fat diet. These rabbits were 
bred (and imaged) for research purposes at the Western General Hospital in 
Edinburgh. 
Figure 5.4 IVUS data after being processed for display 
Although typical human patients would have significant arterial disease (such as 
atherosclerosis) the rabbit arteries are still able to provide a good test case for IVUS 
imaging. Importantly, the rabbit arteries are large enough that most of the ultrasound 
reflected from the artery does not lie in the ringdown region of the image. 
The data format and transducer operation was identical to the in-vitro setup, except 
that the path of the transducer during pullback was (probably) not a straight line, and 
the data recording was ECG gated so that the recordings always occurred on the 
same phase of the cardiac cycle. 
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The main set of images presented in this thesis come from the aorta of a rabbit, 
starting from the renal artery branch point. After a pullback covering 2 to 4 cm, a coil 
was inserted to cause a thrombus (blood clot) to develop. Images were taken during 
this period but are not presented here. A full pullback was repeated after the 
development of the thrombus. 
5.2.3. 	Perfect reflector setup 
The near perfect reflector used with the IVUS transducer was a crown glass block. 
This makes a near perfect plane reflection. The block was optically flat to within 
1/27th of a wavelength (at the nominal ultrasound frequency of 30 IVIHz) and was 
approximately 2.5 cm square, and 1.5 cm deep. The setup is shown (viewed from 
above) in Figure 5.5. 
A 




Figure 5.5 Setup for imaging a perfect reflector (IVUS transducer) 
The perfect reflector image was obtained with the same IVUS transducers that were 
used for each IVUS dataset. The transducer rotates through a full circle, obtaining 
240 scan-lines through the rotation. For collecting the perfect reflector data the 
transducer was still rotated through 360°, therefore only a small number of the 240 




The following parameters could be adjusted when obtaining a perfect reflection: 
the distance from the transducer to the perfect reflector; 
the gain of the system prior to digitisation. 
The system gain had to be adjusted so that the signal would not saturate the digitiser. 
(In some cases the digitiser did saturate). 
It was not necessary to have the transducer directed exactly perpendicular to the 
reflector. (In medical imaging, the surfaces are never perpendicular). Acceptable 
perfect reflections could be obtained for quite a wide variety of angles 
(approximately up to 15 degrees or 10 scan-lines either side of perpendicular). This 
is due to the width of the reflector (2.5 cm square), and its distance from the 
transducer (ranging between 3 and 8 cm). 
5.3. 	Phased array (phantom) data collection 
The ultrasound system used for this imaging was an Acuson 128XP/10, together with 
a Tomtec machine to obtain 3D scans by mechanically rotating the transducer. A 
separate PC was used to digitise the received signal. 
The phantom and transducer were arranged as shown in Figure 5.6. The phantom 
was fully contained within the imaged area of the transducer. 
5.3.1. 	In vitro phantom setup 
The transducer 
The transducer used was supplied with the Acuson 128XP/10. It had a 128 element, 
1D phased array, and gave a viewing angle of 77°. It uses 131 radial scanlines to 
construct each 2D image (a central line plus 65 more each side of centre). Thus the 





operating frequency. For all data presented here, the frequency was set to 2.5 MHz. 
Due to commercial secrecy, no further information is available on the details of the 
transducer. 
Figure 5.6 Setup of phantom for data collection 
The scanning format 
As the Tomtec machine rotated the transducer, successive 2D images were obtained. 
The Tomtec rotational device was set up to rotate through a half circle (180°) in 36 
steps. (5° for each step). Due to the symmetry of the imaged area in each 2D scan, it 
is sufficient to rotate the transducer through 180° only, to obtain a full 3D volume 
scan. Any two scans that are 1800  apart will be images of the same area (although the 
Chapter 5 	 Ultrasound Setup 
image will be reversed). Because the phantom does not move with time, any scans 
1800 apart will be identical (except for noise and image reversal). 
For each 1D scan, the ultrasound signals received by the phased array were delayed, 
summed, and amplified, inside the Acuson 128XP/10, and were then sent to a PC, 
which digitised the signals. The delay and sum steps correspond to receive beam 
steering and focussing. Repeating this for 131 different beam directions constructs a 
2D image. The digitised signal was not demodulated to baseband, it was recorded as 
an RF signal. 
The stored image format 
The data was digitised by a separate PC at 20 MHz (or 50 ns), with 4096 samples per 
scanline. Each sample is digitised with a resolution of 12 bits. 
Initially the data from each 2D image is digitised and is available as a continuous 
stream of 16 bit words. Each 16 bit word contains 12 bits of data, followed by 4 
padding zeros. Since each 2D image contains 131 scanlines, it follows that every 2D 
image consists of 1073152 bytes (131 x 4096 x 2). 
The data is presented from the digitising PC as a continuous block of data, with 
successive 2D images appended to each other. There was also a partial 2D image 
appended at the end, which was discarded. The data is firstly split into sections that 
are each 1073152 bytes long (i.e. split into individual 2D images). 
Each 2D image is then manipulated by taking each 12 bits of data and padding it into 
a 24 bit word. The 24 bit data then has a header attached to it, to produce a truecolour 
(24 bit) bitmap. The bitmap header is defined such that every row of the bitmap 
corresponds to one 1D scan within the image. Each successive row is a successive 
1D scan. Therefore the bitmaps have dimensions of 131 rows by 4096 columns. An 
example of this type of image is shown in Figure 5.7. In Figure 5.7 the data has been 
truncated to 8 bits and displayed as a greyscale image. The most significant 8 bits 
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were used. The image has also been cropped and contrast enhanced to allow greater 
detail to be observed. 
a - - 
Figure 5.7 Raw phased array data in bitinapjrnzat 
In each dataset, there were often 37 or 38 separate 2D images. The Tomtec rotated 
through a half circle in 36 steps, so the images at the start and end will be repeated 
(and reversed) images. Therefore the 
37th  and 38th  images were discarded. 
Figure 5.8 shows the ultrasound data after being scan converted. This corresponds 
with the data shown in raw form in Figure 5.7. This comparison of the image given 
by the Acuson system and the image given by my scan conversion routine shows that 
my routine gives acceptable results. The surrounding grey area is artificially coloured 
since that area was not scanned. 
Figure 5.8 Phantom image after being processed for display (left as displayed by 






The phantom was a (roughly) cubical block of tissue mimicking material. It was 
approximately 4 cm cubed. The area immediately below the phantom appears similar 
in structure (by visual inspection) but is in fact the supporting structure which was 
several thin kitchen dishcloths. This section of the image is not of interest here. 
5.3.2. 	Perfect reflector setup 
The near perfect reflector used with the Acuson system was made of steel. It was 
circular, approximately 46 mm in diameter and 2 mm thick. The surface was visibly 
not completely flat (it had a scratched painted surface). By visual inspection the 
surface was estimated to be smooth to within approximately one tenth of a millimetre 
(100 micrometres). 
Figure 5.9 Reconstructed image of the perfect reflector used 
The plane reflector did not cover the entire width of the imaged area. (It did cover 
more than half of the area). The setup for imaging the perfect reflector was identical 
to the setup for the phantom, with the phantom replaced with the reflector. A 
reconstructed image of the near perfect reflector is shown in Figure 5.9 which clearly 
101 
Chapter 5 	 Ultrasound Setup 
shows the width of the perfect reflector. Figure 5.9 also gives some appreciation of 
the variation in the angle of incidence between the reflector and the ultrasound. 
5.4. 	Conclusion 
This chapter has described the setups used for each set of data presented in this 
thesis. 
The data and images in this thesis come from only two imaging systems - the single 
element IVUS system, and the phased array general purpose ultrasound imaging 
system. In each of these systems, images have been obtained of near perfect plane 
reflectors, and also of objects that transmit ultrasound (real arteries in vivo and in 
vitro, and a tissue mimicking phantom). 
All of the perfect reflectors used were plane reflectors. Although many researchers 
use wire reflectors, it is also valid to use a plane reflector, as this gives an accurate 
representation of the beam characteristics averaged across the whole beamwidth. 
The work presented in this thesis was performed on the data in its raw "RF" state, i.e. 
prior to scan conversion. However, some results are presented after scan conversion 
for the purpose of interpretation, since this is the standard format for clinical display. 
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Chapter 6. 	RESULTS OF PSEUDO 
INVERSE FILTERS ON ULTRASOUND 
NEAR PERFECT REFLECTIONS 
6.1. 	Introduction 
This chapter describes the effects of a sigmoid based pseudo inverse filter on a near 
perfect reflection of an IVUS system's ultrasound signal. The signal that is received 
as the scanned image of the perfect reflector is shown in Figure 6.1. The circled area 
indicates the region of interest. 
Figure 6.1 presents the signal as a 2 dimensional B-mode image, in which the 
reflector is visible for only 15 scan lines due to the transducers rotation. The image 
has not been geometrically corrected, demodulated or log transformed. 
Figure 6.1 The perfect reflector as a 2D iniagc of RF ultrasound intensity 
Figure 6.2 shows an A-mode plot (without demodulation) of one particular scan line 
from Figure 6.1. In this case it happens to be the 
186th  scanline (counting from the 
top of the image, with the first line being counted as line zero). There are a total of 
240 lines (or rows) in the image, numbered from 0 to 239. 
Line 186 was selected because it gave the largest reflected signal from the perfect 
reflector - after discarding those scanlines where the signal had been clipped due to 
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Figure 6.2 The received intensity from a perfect reflector 
In Figure 6.2 the left most part of the graph represents the ringdown signal from the 
transducer, and the near perfect reflection is found between (approximately) 2.6 s 
and 3.0 s. A second (much reduced) perfect reflection can be seen starting at around 
5.2 is. This signal has probably been reflected by the plane reflector initially, then 
reflected again by the transducer, and finally reflected a second time by the plane 
reflector before returning to the transducer to be detected. Thus it is a doubled 
reflection or a ghost surface. 
Figure 6.3 shows the main reflection in Figure 6.2 on an enlarged scale. The region 
shown corresponds to the range t = 2.4 s to t = 3.2 ts in Figure 6.2. 
All results presented in this chapter are the results of applying filters to the signal of 
Figure 6.2. They will be presented in the same format as Figure 6.3 for easy 
comparison with the unfiltered case. 
It is important to note that the filters were derived using from the same signal that 
they are being applied to, although the signal was truncated as the first step in 
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Figure 6.3 The primary pulse received from a perfect reflector 
6.2. 	Comparison of filtered near perfect reflections with 
different parameter values 
The graphs presented in this section all represent near perfect reflections that have 
been filtered with sigmoid based pseudo inverse filters. Different filter parameter 
values have been used to show the effect that parameter changes have. 
The filter results presented here are for the four filters described in Table 4.1. They 
are presented in order of increasing similarity to the inverse filter. They have the 
frequency responses shown in Figure 6.4. 
In all cases presented in this chapter, the filters use the modified sigmoid based 
pseudo inverse function given in equation 4.4. Each filter tap sequence has also been 
Hann windowed, with a length three times as long as the impulse response. 
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Figure 6.4 The sigmoid based pseudo inverse filter transfer functions presented in 
this chapter 
6.2.1. 	"Sigmoid P11" (G=60, T0.1, d0.05) 
The Sigmoid P11 filter is the most removed from an inverse filter of the four filters 
presented in this chapter. The result of applying this filter to the near perfect 
reflection signal in Figure 6.2 is shown in Figure 6.5. 
After the near perfect reflection is filtered with the Sigmoid P11 filter, the duration of 
the pulse has reduced from approximately 0.3 .ts to approximately 0.2 j.ts. However 
there is an apparent increase in the level of noise in the surrounding regions. 
106 














0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 
Time (j.ts) 
Figure 6.5 Near perfect reflection filtered with modified sigmoid based pseudo 
inverse filter Sigmoid P11 (G=60, T=O. 1, d=O.05) 
6.2.2. 	"Sigmoid P12" (G=80, T=0.05, d=0.03) 
The Sigmoid P12 filter is the second most removed from an inverse filter of the four 
filters presented in this chapter. The result of applying this filter to the near perfect 
reflection signal in Figure 6.2 is shown in Figure 6.6. 
After the near perfect reflection is filtered with the Sigmoid P12 filter, the duration of 
the pulse has reduced from approximately 0.3 ts to approximately 0.15 s - a 
significant reduction. However there is also an apparent small increase in the level of 
noise in the surrounding regions. The level of noise however does not seem to be 
greater than the filter with parameters G=60, T=0.1, d=0.05, which is somewhat 
surprising. This may be due to the fact that by allowing a wider bandwidth of signals 
in the pseudo inversion process, the filter taps may have become closer to a dirac 
delta function - concentrating more energy around a central point, which results in 
the filter being less influenced by the applied Hann window function. 
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Figure 6.6 Near perfect reflection filtered with modified sigmoid based pseudo 
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Figure 6.7 Near perfect reflection filtered with modified sigmoid based pseudo 
inverse filter Sigmoid P13 (G=100, T=0.03, d=0.02) 
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6.2.3. 	"Sigmoid P13" (G=100, T=0.03, d=0.02) 
The result of applying this filter to the near perfect reflection signal in Figure 6.2 is 
shown in Figure 6.7. 
After the near perfect reflection is filtered with this filter, the duration of the pulse 
has reduced from approximately 0.3 s to approximately 0.15 is - a significant 
reduction. However there is also an apparent small increase in the level of noise in 
the surrounding regions. 
When the output signal in Figure 6.7 is compared with the output signal in Figure 
6.6, it can be noted that the magnitude of the side lobes has reduced slightly. 
However the pulse duration has not reduced significantly. 
6.2.4. 	"Sigmoid P15" (G=100, T=0.01, d=0.02) 
The Sigmoid P15 filter is the closest to an inverse filter of the four sigmoid based 
pseudo inverse filters presented here. The result of applying this filter to the near 
perfect reflection signal in Figure 6.2 is shown in Figure 6.8. 
After the near perfect reflection is filtered with the Sigmoid P15 filter, the duration of 
the pulse has reduced from approximately 0.3 s to approximately 0.1 ts - a 
significant reduction. The size of the side lobes has also reduced significantly. 
However there is also an apparent small increase in the level of noise in the 
surrounding regions. In particular the noise seems to contain more high frequency 
components than was the case with the three previous filters. This is likely to be a 
problem when applying this filter to medical ultrasound images, as the high 
frequency noise will be amplified which may degrade the images. 
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Figure 6.8 Near perfect reflection filtered with modified sigmoid based pseudo 
inverse filter Sigmoid P15 (G=100, T0.01, d0.02) 
6.3. 	Comparison with other filters 
It is useful to compare the results of applying sigmoid based pseudo inverse filters to 
perfect reflections, with the equivalent outputs of other filters such as the matched 
filter, the inverse filter, the phase correction filter, the square root based filter and 
Wiener MMSE filters. 
Figure 6.9 shows a near perfect reflection after being filtered with a matched filter. 
This filter is optimal for signal to noise ratio, but clearly lengthens the duration of the 
pulse. When applied to medical ultrasound images, this spreading effect will result in 
a blurring of the image, with a reduction in the axial resolution. Therefore this is a 
poor filter for enhancing the axial resolution of ultrasound imaging systems. 
Figure 6.10 shows a near perfect reflection after being filtered with an inverse filter. 
Clearly the pulse now has reduced in length dramatically. It is important to note that 
although this result appears to be very good, this is due to the fact that the near 
perfect reflection being filtered is the same one that the filter was derived from. 
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When a different reflection is used, the noise may increase, and the output would 
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Figure 6.9 Near perfect reflection filtered with a matched filter 
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Figure 6.10 Near perfect reflection filtered with an inverse filter 
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Note the addition of high frequency components in the noise floor of Figure 6.10. 
These high frequency components are weak in the signal and amplifying them with 
the filter is likely to cause high noise levels to result when more complex data is 
filtered. Therefore this filter is included because it forms a theoretical limit of all 
pseudo inverse filters - not because it will produce good results in ultrasound 
imaging. 
Figure 6.11 shows a near perfect reflection after being filtered with a phase 
correction filter. The duration of the pulse has not reduced (c.f. Figure 6.3), although 
it has changed its shape. 
Figure 6.11 Near perfect reflection filtered with a phase correction filter 
Figure 6.12 shows a near perfect reflection after being filtered with a square root 
based filter. The pulse duration has been reduced from approximately 0.3 ts to 
approximately 0.2 s. Like the inverse filter, there are significant levels of high 
frequency noise present. 
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Figure 6.12 Near perfect reflection filtered with a square root based filter 
6.3.1. 	Comparison with Wiener filters 
Figure 6.13 shows a near perfect reflection after being filtered with a Wiener filter 
that was designed assuming the noise power to be 100% of the signal power 
(SIN = 1). This makes the filter well removed from an inverse filter; this can be seen 
in the lack of high frequency noise. The pulse duration has been reduced from 
approximately 0.3 is to approximately 0.2 ts. This is a similar result to the Sigmoid 
P11 filter. 
Figure 6.14 shows a near perfect reflection after being filtered with a Wiener filter 
that was designed assuming the noise power to be 10% of the signal power. This 
makes the filter fairly closely matched with P13 (G=100, T=0.03, d=0.02). There is 
not much high frequency noise present, and the pulse duration has been reduced from 
approximately 0.3 ts to approximately 0.1 ts - similar to the Sigmoid P12 and 
Sigmoid P13 filters. 
Figure 6.15 shows a near perfect reflection after being filtered with a Wiener filter 
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makes the filter fairly closely matched with P15 (G=100, T=0.01, d=0.02). There is a 
significant level of high frequency noise present, and the pulse duration has been 
reduced from approximately 0.3 ts to approximately 0.1 is or less - similar to the 
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Figure 6.13 Near perfect reflection filtered with a Wiener filter designed for a noise 
power level of 100% of the signal power 
Figure 6.14 Near perfect reflection filtered with a Wiener filter designed for a noise 
power level of 10% of the signal power 
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Figure 6.15 Near perfect reflection filtered with a Wiener filter designed for a noise 
power level of 1% of the signal power 
6.3.2. 	Signal to noise ratio analysis 
It is useful to analyse the resulting signal to noise ratio after filtering a near perfect 
reflection as this will give some indication of one measure of the filters' 
performance. 
It must be noted that this test is somewhat artificial since the signal being filtered is 
from a near perfect reflector and not from biological objects. This will cause filters 
that are sensitive to noise (e.g. the inverse filter) to perform better in this test than 
they will in a biomedical setting. This is because the signal being filtered here is as 
near to perfect as is possible, and hence should have less noise than will be found in 
a biomedical image. However this analysis is still worthwhile, despite this limitation, 
because in a biomedical setting there is a high number of objects that weakly reflect 
ultrasound; this means that there is no region in a biomedical image where noise 
alone can be measured without the presence of some residual signal. 
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The noise level in each of the filtered near perfect reflections was measured by using 
the root mean square (rms) value in the regions outside the main oscillations of each 
waveform (measured from Figure 6.3 and from Figure 6.5 through to Figure 6.15). 
The signal level was measured as the peak value of each waveform. The resulting 
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Figure 6.16 Signal to noise ratios for different filters applied to a near perfect 
reflection 
It is clear from Figure 6.16 that the inverse filter and the fourth root filter are the 
most sensitive to noise, they have yielded they lowest signal to noise ratios. This is 
consistent with their design procedure - they amplify low level Fourier components 
more than any of the other filters. 
The matched filter has performed better than every other filter in its signal to noise 
ratio. This is not surprising since the matched filter is theoretically optimal for 
improving the signal to noise ratio on a stationary signal. It must be recalled that the 
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signal to noise ratio is only one component of the filter's performance - the matched 
filter also degrades the axial resolution of the images. 
The Wiener filters have performed well in this test. As the noise level in the Wiener 
filter design is raised, to bring the Wiener filter closer to the matched filter, the signal 
to noise ratio that is yielded also approaches that given by the matched filter. 
Correspondingly, as the noise level is lowered, the resulting signal to noise ratio 
approaches that of the inverse filter. 
The sigmoid based pseudo inverse filters have performed in a similar fashion to the 
Wiener filters. They have generally performed a trade off between the matched and 
inverse filters and have yielded a similar signal to noise ratio to the Wiener filters. 
6.4. 	Conclusion 
Although the near perfect reflection being filtered is also the assumed system 
impulse from which the filters are derived, it is useful to compare the performance of 
different filters by filtering the near perfect reflections. 
The sigmoid based pseudo inverse filters give results that are comparable with the 
Wiener filters, and both these are able to trade-off between the theoretical limits of 
the inverse filter and the matched filter. 
The addition of high frequency noise in the inverse filter (and some other filters close 
to the inverse) indicates that these filters may not give good results when applied to 
medical images. This is confirmed in the poor signal to noise ratio yielded by the 
inverse filter - even under the near ideal test conditions of a near perfect reflector. 
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The results presented in this chapter are from applying sigmoid based pseudo inverse 
filters to ultrasound images of a tissue mimicking phantom. The transducer used was 
the phased array system described in Chapter 5 (section 5.3 on page 97). A near 
perfect plane reflector was also imaged with the same transducer. 
Using a phantom will allow analysis of the pseudo inverse filters with a well known 
structure. The phantom presents a known shape, with a known surface at the top. 
This allows me to apply the filter and know what the resulting image should (ideally) 
be. In particular there should be a sharply defined peak in the ultrasound signal, 
caused by the sharp transition in density between the phantom and the surrounding 
water. This is useful since in medical images there is a degree of uncertainty about 
the precise nature and details of the target object in the image. The phantom image 
presents an opportunity to test the sigmoid based pseudo inverse filter with this 
uncertainty removed. 
7.2. 	Application of P.I. filters to phased arrays 
When applying pseudo inverse filters to ultrasound data from a phased array 
transducer it is important to note that each scanline must be treated separately. That 
is, the user must design and use a different filter for each scanline (although the same 




Results on phantom images 
7.2.1. 	Phased array transducer characteristics 
The filters presented here are designed using the scanlines of a perfect reflector 
image as a measure of the system impulse response for each scanline. The scanlines 
of the perfect reflector image are different in three ways: 
the angle between the scanline and the reflector varies between successive 
scanlines (see Figure 7.1); 
. 	the distance to the reflector is different for different lines (distance = aYCos(0)) 
where d is the distance from the transducer to the reflector measured normal (or 
perpendicular) to the reflector, and 0 is the angle of the scanline from the normal 
(see Figure 7.1); 
the beamforming is different for each scanline - both on transmit and receive. 
Figure 7.1 The angular and distance variation in the perfect reflector image - the 
setup (left) and the reconstructed image (right) 
The first two differences are due entirely to the geometry of the scanning setup. The 
distance anomaly was removed by time aligning the scanlines using a 
cross-correlation. This does not affect the underlying theory or practice of pseudo 
inverse filter design or application. The amount that each scanline is shifted to 
remove the distance anomaly is determined by cross-correlating each scanline (in 
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turn) with the central scanline (line 65). The location of the maximum value within 
the cross-correlation vector provides a good estimate of the magnitude to the distance 
difference between the cross-correlated scanlines. This technique works well with 
perfect reflector images studied here to within (at worst) a few digitised samples. 
The angle anomaly has been ignored at this stage, although this is possibly a small 
source of error and may warrant further investigation at some future time. It is 
reasonable to ignore this error because the variations in angle are the same (to a first 
approximation) for the perfect reflector and the phantom. Also, the changes in angle 
have not significantly reduced the magnitude of the perfect reflections. 
1PiiI 
HH Ht ENH HN 
Figure 7.2 Impulse responses of sequential scan lines from a phased array 
transducer 
Figure 7.2 is a sample of what the transducer receives for some different scan lines 
reflected from a near perfect plane reflector (approximately normal to the central 
scan line). Reading left to right, then top to bottom, corresponds to adjacent scan 
lines. The top left graph is the central scan line for the transducer. It can be seen that 
the characteristics of the received ultrasound signal vary with different scanlines. 
Although the transducer beamforming patterns cause changes in signal amplitude, it 
is also clear that some scanlines away from the normal have similar amplitudes to 
those scanlines at the normal. Therefore it is reasonable to conclude that changing 
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the angle of incidence does not significantly attenuate the signal, and that the 
variations in amplitude are due primarily to the characteristics of the phased array. 
The graphs in Figure 7.2 are all on the same (arbitrary) linear scales for both X (time) 
and Y (received ultrasound intensity) axes. The signals shown are RF ultrasound, the 
signals have not been demodulated to baseband. 
The difference between adjacent scan lines is one source of visual artefacts in 
medical ultrasound images from phased array transducers. This also creates 
difficulties in processing the ultrasound signals. To further assess the differences 
between each scan line, the spectra of the above impulses are shown in Figure 7.3. 
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Figure 7.3 Power spectra of the impulse response of sequential scan lines from a 
phased array transducer 
A large range in signal power is evident from the spectra of the various scan-lines 
(there is over 10 dB variation in the peak heights). Note also that some spectra 
contain nulls which present problems to standard inverse filter techniques. The 
signals do however appear to have a greater similarity in the frequency domain 
(magnitude) than they do in the time domain in that the overall spectral envelope is 
the same shape (ignoring the nulls which are caused by destructive interference). 
121 
Chapter 7 	 Results on phantom images 
This suggests that the phase of each Fourier component has a significant variation 
from line to line. 
The graphs in Figure 7.3 are plotted on logarithmic scales, each graph is 70 dB full 
scale. Closer inspection (not shown) yields the generalisation that the noise floor in 
these signals is 40 dB (±3 dB) below the peak signal level, (where the noise is taken 
as being the signal level from 4 MHz to 10 MHz). The noise below 0.8 MHz is 
substantially higher. The —40 dB noise floor is consistent for most scan lines. 
7.2.2. 	Phased array variance with axial distance 
The observed pulse of ultrasound from a phased array transducer varies significantly 
with axial distance due to the interference pattern constructed by the many elements 
in the phased array. Pulses from single element transducers vary less with axial 
distance. To construct an optimised pseudo inverse filter for any particular axial 
distance in a phased array system, the designer must measure the system impulse 
response at that distance. If a designed filter is used at an axial distance different 
from where it was designed for, then the different system impulse response at that 
distance will cause the filter's performance to degrade. This leads to a significant 
difficulty with applying any type of pseudo inverse filter to phased array ultrasound 
systems - ideally the impulse response needs to be known at every axial distance. 
This problem is addressed further in section 7.5. 
In this chapter, the perfect reflector data (or the system impulse response) is utilised 
from one distance only (to be precise, one distance for any given scanline, the 
distance will vary slightly with different scanlines). The phantom to which the filters 
are applied in this chapter was cubical, and the top surface (closest the transducer) is 
the principal surface of interest. Unfortunately the distance from the transducer to the 
top surface of the phantom is not equal to the distance from the transducer to the 
perfect reflector (compare Figure 5.8 with Figure 5.9). Therefore the results of the 
filters presented in this chapter are inherently non-optimal. However the results will 
give a first approximation of the filter's performance. 
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7.3. 	Image reconstruction procedure 
The images are recorded as two dimensional uncorrected B-mode images. The filters 
are applied (in the axial dimension only) to the received signal. The image is then 
scan converted. Scan conversion involves firstly a Hubert transform for 
demodulation, secondly a geometric correction using bilinear interpolation, and 
thirdly a logarithmic transform. The images and signals presented in this chapter are 
all reconstructed in exactly the same way (except for the different filters that are 
applied), and are scaled so that the full range of the image represents 50 dB. 
The geometric transform was performed so that the reconstructed image covered an 
angle of 77°. This angle was measured from a sample image printed out by the 
Acuson 128XP/10 system. This sample image can be seen in Figure 5.8 (left). 
The scan converted images are smaller than the uncorrected (received) image, which 
means the signal is subsampled during the geometric transform - because of the 
subsampling, the signal is low pass filtered prior to the geometric transform. The 
LPF in this case is a simple 8 point summation filter (i.e. an 8 point FIR filter with 
taps = { /8, /8 /8 /8 1/8,  1/8, /8 /8}) 
The validity of this reconstruction procedure is verified in Figure 5.8 which shows 
that my reconstructed image is similar (exempting the artificial background colour) 
to the reconstructed image given by the Acuson 128XP/10 system that was used to 
obtain the images. 
7.3.1. 	The example image used 
In this chapter the results of various filters applied to a single example image are 
presented. The example image was chosen randomly from the available dataset and 
is shown in Figure 7.4 (the chosen image is frame 9 of 37). The highlighted scanline 
in Figure 7.4 is the 72d1  scanline; this is subject to closer inspection in the following 
sections. The filters were derived from the perfect reflector data set. It is important to 
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remember that the perfect reflector covered only half the beam, so it is not possible 
(with the data available) to construct separate filters for all scanlines of the image. 
Only those scanlines close to the centre of the image are able to have filters designed 
for them (roughly scanlines 30 to 95 out of 131 total scanlines). 
Figure 7.4 The example image with a chosen scanline highlighted (the 72 n scanline) 
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Figure 7.5 The 72' scanline (after demodulation with a Hubert transform) 
The 72' scanline is shown in Figure 7.5 after being demodulated with a Elbert 
transform. In Figure 7.5 the ultrasound signal reflected by the topmost surface of the 
phantom is received at t = 64 ts. This is the principal signal of interest here. The 
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bottom surface of the block reflects ultrasound signals that are received at 
approximately t = 140 jts. All signals received after t = 140 ts are reflected from the 
material that was supporting the phantom, and are not considered here. The main 








50 	60 	70 	80 	90 	100 
Time (.ts) 
Figure 7.6 The phantom edge in the 72"d scanline (after demodulation with a Hubert 
transform) 
7.4. 	Images filtered with sigmoid based P1 filters 
The example image shown in Figure 7.4 was filtered with the four Sigmoid based 
pseudo inverse filters presented in Table 4.1. The filters were designed using an 
image of a near perfect plane reflector, imaged with the same transducer. A separate 
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Figure 7.7 The 72/111  scanline filtered with Sigmoid P11 (after demodulation with a 
Hubert transform) 
Figure 7.7 shows the 72' scanline after it was filtered with the filter "Sigmoid P11", 
and demodulated with a Hubert transform. Comparing Figure 7.7 with Figure 7.6, it 
is clear that the main lobe at t = 64 .is is wider than in the unfiltered case when 
measured 10 to 20 dB below the peak. 
Figure 7.8 The 72' scanline filtered with Sigmoid P13 (after demodulation with a 
Hubert transform) 
126 
Chapter 7 	 Results on phantom images 
Figure 7.8 shows the 72 scanline after it was filtered with the filter "Sigmoid P13", 
and demodulated with a Hilbert transform. The main lobe at t = 64 p.s is clearly wider 
than in the unfiltered case (Figure 7.6) when measured 10 to 20 dB below the peak, 
and is wider than after filtering with the filter Sigmoid PT!. However the lobe is 
narrower when measured 3 dB below the peak. 
In this case the main lobe width has increased (especially on the left hand side) so 
much that other image details at the location corresponding to 60 p.s on Figure 7.8 
could be obscured. This is a significant reduction in image resolution. 
The narrowing of the main lobe at the peak would help lead to more accurate 
detection of the edge location by automated edge extraction algorithms, so this aspect 
is a good result for this filter. 
7.4.1. 	Analysis of main lobe width vs. side lobe suppression 
It is useful to observe how the proposed sigmoid based pseudo inverse filters perform 
with respect to the width of the main lobe. This has been compared with the relative 
height of the side lobe to right of the main lobe. The width of the main lobe is 
estimated using linear interpolation between discrete sample points (the points are 
separated by 50 ns or 0.05 p.$). It has been measured as the full width at half power 
(i.e. measured 3 dB below the peak). The measurements are presented in Table 7.1 
and are plotted in Figure 7.9. 
Although the main lobe width has increased at 10 to 20 dB below the peak, it has 
decreased when measured 3 dB below the peak for the filters Sigmoid P13 and 
Sigmoid P15 (and marginally for Sigmoid P12). The relative height of the first side 
lobe to the right of the main lobe has remained approximately the same. Although 
this result shows some degree of improvement in narrowing the main lobe, the extra 
lobe width at 10 to 20 dB below the peak could obscure other image details and 




Results on phantom images 
Filter Main lobe width (ts) 
±10 /is 
Rig/it side lobe ('dB below main lobe) 
±0.1dB 
Unfiltered 707 14.6 
Sigmoid P11 877 13.5 
Sigmoid P12 674 12.9 
Sigmoid P13 568 15.0 
Sigmoid P15 420 13.7 
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Results on phantom images 
7.5. 	Second analysis with neutral phase 
7.5.1. 	The problem with signal phase from a phased array 
The analysis of sigmoid based pseudo inverse filters in section 7.4 above is limited 
by the fact that the axial distance to the phantom is not the same as the axial distance 
to the near perfect reflector from which the filters were designed. With a phased 
array system this error will result in significant phase errors (or phase variations), as 
well as beam spreading (or narrowing) due to focussing, and variations in the 
locations and frequencies of spectral nulls. Due to the usage of a plane reflector, the 
beam spreading or narrowing should not be a large source of error. 
Phase changes 
The phase changes that occur with propagation in the axial dimension are caused by 
the complicated interference patterns that are set up by the phased array, and these 
may cause significant errors in the filtering process. If the phase change of the 
system impulse response is different from that which the filter is designed for, then 
the filter will fail to correctly align the phases of the Fourier components. In the 
worst case the filter could cause pulse spreading by applying incorrect phase changes 
to the signal. 
Spectral nulls 
The variations in spectral nulls that occur with propagation in the axial dimension are 
also caused by the interference patterns that are set up by the phased array. Spectral 
nulls will appear at different frequencies at different locations; the spectral nulls that 
occur at one distance along a given scanline will not necessarily be present at 
different distances on the same scanline. Thus, if the filter is applied at a different 
location from where is was designed for, then the filter will incorrectly (or non-
optimally) handle the amplitudes of the Fourier components. 
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7.5.2. 	A possible solution 
In this section an alternative filter design method (or estimate of the impulse 
response) is presented for comparison with the filters designed individually for each 
scanline (in section 7.4). The pseudo inverse filters presented here are Sigmoid based 
according to equation 4.4, and the design still uses the data from the near perfect 
reflection images. 
However, in this alternative design the estimate of the system impulse response is 
altered so that the phase correction (or phase alignment) property of the filter is 
removed - the filter will not alter the phase of any Fourier component. Also, to avoid 
the effect of spectral nulls, it is assumed that the underlying spectrum (without 
interference patterns and associated spectral nulls) is equal at all points along every 
scanline. This is a plausible assumption since the same transducer elements produce 
all the scanlines. It is also similar to an approach taken by Delacharte et. al. [112]. To 
obtain an estimate of the underlying spectrum, the scanlines were averaged; i.e. 
taking every Fourier component (or frequency) separately, the magnitude of the 
Fourier components from all of the scanlines were averaged. Due to the limited size 
of the near perfect reflector used, only about half of the scanlines contribute 
significantly to the averaged spectrum. However this leaves enough scanlines to 
obtain a good average with no spectral nulls. 
Removing the phase correction property from the filter will make the filter sub-
optimal, but in this case the filters with the phase correction included are also sub-
optimal due to the changes in axial distance, so this is a valid comparison to perform. 
This technique of averaging the scanlines has one further advantage over the 
previous technique - all scanlines can now be filtered with the same filter, and 
therefore scan converted images can be reconstructed despite the limitation of the 
perfect reflector image. 
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7.5.3. 	Application to the example image 
The filters proposed above were designed and applied to the example phantom image 
shown in Figure 7.4, using the four Sigmoid based pseudo inverse filter parameter 
sets presented in Table 4.1. Figure 7.10 shows the example image after being filtered 
with the filters Sigmoid P11 and Sigmoid P13. A visual inspection of the two images 
in Figure 7.10 shows that for this data there is little difference between the two 
filters. 
Figure 7.10 The example image filtered with filters Sigmoid P1] - left, and Sigmoid 
P13 - right (designed with an averaged spectrum and no phase 
correction) 
Figure 7.11 shows the 72 scanline after it was filtered with the filter Sigmoid P11, 
and demodulated with a Hubert transform. Comparing Figure 7.11 with Figure 7.6, it 
is clear that the main lobe at t = 64 s is narrower than in the unfiltered case when 
measured 3 dB below the peak, and is similar when measured 10 to 20 dB below the 
peak. The main lobe is narrower than in the case of the filter designed specifically for 
the 72nd  scanline (Figure 7.7). There also seems to be significantly more high 
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Figure 7.11 The 72"d scanline filtered with Sigmoid P11 designed with an averaged 
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Figure 7.12 The 72' scanline filtered with Sigmoid P13 designed with an averaged 
spectrum and no phase correction (after demodulation with a Hilbert 
transform) 
Figure 7.12 shows the 721li  scanline after it was filtered with the filter "Sigmoid P13", 
and demodulated with a Hubert transform. Comparing Figure 7.12 with Figure 7.5, it 
is clear that the main lobe at t = 64 ts is again narrower than in the unfiltered case 
when measured 3 dB below the peak, and is similar when measured 10 to 20 dB 
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below the peak. As with the "Sigmoid P11" filter, the main lobe is narrower than in 
the case of the filter designed specifically for the 72nd  scanline (Figure 7.8). 
7.5.4. 	Analysis of main lobe width vs. side lobe suppression 
As with the filters designed specifically for each scanline, the width of the main lobe 
is measured at the 3 dB point using linear interpolation between samples, and this is 
compared with the relative height of the side lobe to right of the main lobe. The 
measurements are presented in Table 7.2 and are plotted in Figure 7.13. 
From Table 7.2 and Figure 7.13 it is clear that all four Sigmoid based pseudo inverse 
filters have produced a significant improvement in the width of the main lobe - 
narrowing it from around 700 ns to 400 ns, a reduction of approximately 40%. All 
four filters have also suppressed the side lobe to the right of the main lobe, by 
approximately 3 dB. Although this is not a large reduction in the height of the side 
lobe, it is a significant result that narrowing the main lobe has not resulted in an 
increase in the side lobe height. 
Comparing Figure 7.13 with Figure 7.9 it is apparent that averaging the spectrum and 
removing the phase correction from the filter has significantly improved the 
performance of the sigmoid based pseudo inverse filter. This is true for the case of a 
phased array transducer with image surfaces at differing distances from the perfect 
reflector distance. It is reasonable to assume that for a single element transducer, this 
technique will yield no advantages, since the complicated interference pattern that 
gives rise to the spectral nulls and the large phase changes is due entirely to the 
interference pattern created by the many separate transmitting elements in the phased 
array transducer. 
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Filter Main lobe width (us) 
±10 /is 
Rig/it side lobe (dB below main lobe) 
10.1dB 
Unfiltered 707 14.6 
Sigmoid P11 429 18.0 
Sigmoid P12 402 18.0 
Sigmoid P13 429 18.0 
Sigmoid P15 411 17.2 
Table 7.2 Main lobe width vs. side lobe suppression for filters with an averaged 
spectrum and no phase correction 
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Figure 7.13 Right hand side lobe vs. Main lobe width for filters designed with an 
averaged spectrum and no phase correction 




Results on phantom images 
7.6. 	Conclusion 
Sigmoid based pseudo inverse filters have been applied successfully to a phantom 
image obtained with a phased array transducer. They have succeeded in narrowing 
the width of a lobe representing a reflection from a surface of the phantom when 
measured 3 dB below the peak, but they have not narrowed the lobe when measured 
10 dB (or further) below the peak. 
A modified sigmoid based pseudo inverse filter has been presented, which is aimed 
at avoiding the phase and interference problem when applying any filter to a phased 
array system. It uses no phase correction, and uses the average of several reflections 
to obtain an estimate of the spectral envelope. This technique removes the need for 
measuring the impulse response at every axial distance, and has proven to produce 
results that are favourable (especially when compared to using the impulse response 
measured at a different axial distance). 
This application of the sigmoid based pseudo inverse filter has proven that the filter 
does indeed provide beneficial results on ultrasound images by improving the 
resolution of surfaces (or edges). This is a useful result since when applying filters to 
IVUS images (or any medical images) there exists an uncertainty about the precise 
structure, shape and texture of the target object. Utilising a phantom has allowed this 
uncertainty to be removed. 
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Chapter 8. 	 RESULTS OF 
PSEUDO INVERSE FILTERS 
ON IVUS ULTRASOUND IMAGES 
8.1. 	Introduction 
This chapter presents the results of applying sigmoid based pseudo inverse filters to 
images from a medical IVUS system. 
The IVUS images presented here are from rabbits, not humans. They are similar to 
IVUS images of human arteries in most regards, and particularly in that the rabbit 
arteries are approximately the same diameter as human arteries - hence the structures 
of interest lie in a similar axial range, and have similar degree of interference with 
the transducer ringdown. One area where the rabbit IVUS images may be different 
from images of human arteries is that the rabbit arteries may be less diseased than is 
typical for images of human patients - since IVUS is seldom performed on humans 
with healthy arteries. These rabbit IVUS images will provide a realistic test of the 
applicability of the filters proposed in this thesis. 
Comparisons are provided with other filters including the matched, inverse, phase 
correction, square root based, and Wiener MIVISE filters. 
8.2. 	Image reconstruction procedure 
The images are received as two dimensional uncorrected B-mode images. The filters 
are applied (in the axial dimension only) to the received signal. The image is then 
scan converted. Scan conversion is done with; firstly a Hubert transform for 
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demodulation, secondly geometric correction using bilinear interpolation, and thirdly 
a logarithmic transform. The images presented in this chapter are all reconstructed in 
exactly the same way (except for the different filters that are applied). All images in 
this chapter are scaled so that the full range of the image represents a dynamic range 
of 50 dB. 
The geometric transform was performed so that the reconstructed image covered an 
angle of 3610.  Although the reconstructed images covered an area of 3600,  it is 
important for the appearance of the image that there should be no gap between the 
first and last line. This was avoided by spreading the angles slightly so that there was 
no blank region remaining. The error introduced by this method is small, and 
introduces no distortion in the axial dimension (which is the focus of my thesis). 
The scan converted images are smaller than the uncorrected (received) image, which 
means the signal is subsampled during the geometric transform - because of the 
subsampling, the signal is low pass filtered prior to the geometric transform. The 
LPF in this case is a simple 8 point summation filter (i.e. an 8 point FIR filter with 
taps = { / / / / / / / /5}) 
8.2.1. 	The example image used 
In order to accurately compare the performance of the different filters, each different 
filter has been applied to the same IVUS image - which is shown in Figure 8.1. This 
image shows the aorta of a rabbit with a second (branching) artery visible in the 
lower section of the image. 
In Figure 8.1 there are five areas of interest marked. These areas of interest contain 
features that are clinically useful and are enhanced (or resolved) by some of the 
filters presented here. The areas highlight the following features: 
A thin vessel wall. 
Two transition regions in close proximity. 
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A thick vessel wall. 
A double edge - although the second (outer) edge is not visible in Figure 8.1. In 
this instance the outer edge is not clinically useful but serves as an example of 
resolving multiple edges in close proximity. 
An edge, obscured with "speckle". The edge in this instance is not clinically 
useful, but serves as a test for edge extraction from within "noise". 
The widths of arterial walls are clinically important as a measure of the build-up 
inside the artery. 
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8.3. 	Regions and lines of interest 
Figure 8.2 shows the example image with five lines of interest highlighted. These 
lines of interest are selected because they each run through a given region of interest. 
The lines of interest for each region are 52, 30, 172, 98, and 232 for regions 1, 2, 3, 
4, and 5 respectively. 
8.4. 	Images filtered with sigmoid based P1 filters 
Here the four sigmoid based pseudo inverse filters as defined in Table 4.1 are 
presented, each applied to the image in Figure 8.1. 
Figure 8.3 shows the image of Figure 8.1 after being filtered with the filter Sigmoid 
P11. Note that the edge in region 1 appears to be more sharply defined, and hence it 
is easier to pinpoint its precise location (when compared with Figure 8.1). As will be 
shown in section 8.6 this apparent increase in edge sharpness is due to the improved 
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Figure 8.3 Example image after being filtered with jitter Sigmoid P11 
contrast resolution, and not to the edge itself becoming narrower. In fact the edge has 
broadened slightly, but the contrast between the regions either side of the boundary 
has increased. In particular the side lobes immediately beside the edge have been 
suppressed - by approximately 8 dB on the right hand side and 1.5 dB on the left 
hand side. For visual analysis, this is a clear improvement over the unfiltered image. 
This improvement (and the importance of contrast resolution) has been verified by 
visual inspection by cardiologist Dr. Nick Palmer of the Western General Hospital, 
Edinburgh. However an automated edge extraction algorithm might now locate the 
edge position with less accuracy due to its extra width. This result suggests that the 
filter Sigmoid P11 may have characteristics that are too close to a matched filter for 
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this application, and better results may be obtained with filters with characteristics 
that are closer to an inverse filter. 
Figure 8.4 Example image after being filtered with filter Sigmoid P12 
In Figure 8.4, the edge in region 1 again appears to be more sharply defined, and 
hence it is easier to pinpoint its precise location (when compared with Figure 8.1). 
Like the image in Figure 8.3, the edge is slightly wider than the unfiltered case, and 
there is also an improvement in the contrast resolution in region 1. The side lobe 
immediately to the right of the edge has been suppressed by approximately 3 dB. For 
visual analysis, this is an improvement over the unfiltered image. For the application 
of an automated edge extraction algorithm, it is worth noting that although the 3 dB 
point the edge is wider than it was in the unfiltered case, when measured at the 1 dB 
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point, the peak has narrowed. Therefore an automated edge extract algorithm should 
locate the edge position with greater accuracy. 
In Figure 8.5, the edge in region 1 again appears to be more sharply defined, and 
hence it is easier to pinpoint its precise location (when compared with Figure 8.1). 
Unlike Figure 8.3 and Figure 8.4, there is no improvement in the contrast resolution 
in region 1. For visual analysis, the precise location of the edge is more clearly 
determined, however the certainty that the edge exists is not increased over the 
unfiltered case. The width of the edge when measured at the 3 dB point is the same 
as for the unfiltered case. However the width when measured at the 1 dB point is 
significantly narrower. Therefore an automated edge extraction algorithm would now 
142 
Chapter 8 	 Results of pseudo inverse filters on IVUS ultrasound images 
locate the edge position with greater accuracy due to its reduced width (compared 
with unfiltered case, or after filtering with Sigmoid P11, or Sigmoid P12). 
Note that the double edge in region 4 is visible after filtering with Sigmoid P13. Also, 
the edge in region 5 is now visible. 
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Figure 8.6 Example image after being filtered with filter Sigmoid P15 
In Figure 8.6, the edge in region 1 again appears to be more sharply defined, and 
hence it is easier to pinpoint its precise location (when compared with Figure 8.1). 
There is a clear reduction in the contrast resolution in region 1. For visual analysis, 
the precise location of the edge is more clearly determined, however the certainty 
that the edge exists is reduced when compared with the unfiltered case. An 
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automated edge extraction algorithm would now locate the edge position with greater 
accuracy due to its reduced width (compared with unfiltered case, or after filtering 
with the filters Sigmoid PT!, Sigmoid P12 or Sigmoid P13). The greatly increased 
noise level in the image suggests that this filter may have characteristics that are too 
close to an inverse filter. Better results may be obtained with a filter with 
characteristics closer to a matched filter. 
8.5. 	Images filtered with other filters 
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In Figure 8.7, the edge in region 1 appears to be significantly blurred, and hence it is 
more difficult to pinpoint its precise location (when compared with Figure 8.1). 
There is a significant increase in the contrast resolution in region 1. However the 
significant blurring of the image (when compared with the unfiltered case) means 
that the matched filter is not viable for ultrasound imaging applications. 
In Figure 8.8, the edge in region 1 appears to be very similar to the image in Figure 
8.1). This indicates that the phase correction or phase alignment characteristic of the 
filters has not caused any improvement in the image quality. The improvements in 
the images must therefore be principally due to the amplitude changing effects of the 
filters. 
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Figure 8.9 Example image after being filtered with a square root based filter 
In Figure 8.9, the edge in region 1 is very difficult to see, and hence it is difficult to 
pinpoint its precise location, and difficult to determine whether the edge exists or not. 
The contrast resolution in the image is greatly reduced - this result makes this filter a 
poor choice for ultrasound imaging applications. 
The 4th root filter performs similarly to the square root filter, except that the image 
contrast is reduced further, making analysis even more difficult. 
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Figure 8.10 Example image after being filtered with an inverse filter 
In Figure 8.10, the edge in region 1 is invisible, and hence it is impossible to pinpoint 
its precise location. The contrast resolution in the image is almost entirely destroyed 
- this result means that this filter is not viable for ultrasound imaging applications. 
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8.5.1. 	Images with Wiener filters 
Figure 8.11 Example image after being filtered with a Wiener filter designed for 
100% noise power 
The Wiener filter designed for 100% noise was found earlier to have a performance 
similar to the filter Sigmoid P11. The edge width in region 1 has increased slightly 
but the extra contrast resolution has made the edge more prominent. This is again a 
similar result to the filter Sigmoid P11. 
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After filtering with the Wiener filter designed for 10% noise, the edge width in 
region 1 has increased slightly but the extra contrast resolution has again made the 
edge more prominent. This result is similar to the results of applying the filters 
Sigmoid P12 and Sigmoid P13. 
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After filtering with the Wiener filter designed for 1% noise, the edge width in region 
1 has decreased nearly as much as after filtering with the filter Sigmoid P15. Also, 
the contrast resolution has decreased nearly as much as it did after filtering with the 
filter Sigmoid P15. This has caused the edge to be less prominent for visual analysis, 
although its location can be more precisely determined - either visually or by an 
automated edge extraction algorithm. This is similar to the result of applying the 
filter Sigmoid P15. 
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8.6. 	Thin edge analysis 
Region 1 in the example image (Figure 8.1 to Figure 8.13) contains a thin arterial 
wall, whose precise location is clinically useful information. This information would 
also be useful if surfaces were being extracted for constructing a surface rendered 3D 
image. 
Figure 8.14 shows the greyscale intensity (or magnitude) of the reconstructed image 
with no filtering applied (i.e. Figure 8.1). This shows the 
52nd  scanline of the 
received signal with the x-axis covering the range contained within the circle 
marking region 1. The y-axis is the reconstructed greyscale intensity (or magnitude), 
where 0-255 is the total image range, which corresponds to 50 dB. 
The feature of interest here is the peak located at time = 0.85 ts. This is the signal 
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8.6.1. 	Analysis of filter Sigmoid P11 
Figure 8.15 shows the reconstructed intensity (intensity on the same scanhine over the 
same range as in Figure 8.14) after being filtered with sigmoid based pseudo inverse 
filter Sigmoid P11. Note that the filter was applied prior to scan conversion. 
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Figure 8.15 Intensity of reconstructed image in region 1 —filtered with filter Sigmoid 
P11 
Comparing Figure 8.15 with the unfiltered case in Figure 8.14, it is apparent that the 
height of the first side lobe to the right of the main lobe has been reduced in 
magnitude. In the unfiltered image, the difference in height between the main lobe 
and the first side lobe on the right is 44 greyscale units or 8.6 dB. (8.6 = 44 x 50 / 
256). In the image filtered with the filter Sigmoid P11, the difference is 86 greyscale 
units or 16.8 dB. On this measure the filtering has made a significant improvement to 
the image. 
It is also apparent that the first side lobe on the left of the main lobe has been reduced 
in magnitude (with respect to the magnitude of the main lobe). In the unfiltered 
image the difference between the main lobe and the first side lobe on the left is 46 
greyscale units or 9.0 dB. In the image filtered with the filter Sigmoid P11, the 
M 
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difference is 54 greyscale units or 10.5 dB. This is an improvement in the image, but 
it is of a lesser magnitude than the right hand side lobe. 
However in this case, the filtering has increased the width of the main lobe 
(measured at 3 dB below the peak) by approximately 15%. This is a reduction in 
image quality. It is reasonable to conclude that the filter Sigmoid P11 has 
characteristics that are significantly removed from an inverse filter; it has broadened 
the pulse and reduced the noise as a matched filter would do (although a matched 
filter would broaden the pulse to a much greater extent). 
8.6.2. 	Analysis of filters Sigmoid P12, P13, and P15 
The following figures present the same region of the example image after being 
filtered with the filters Sigmoid P12 (Figure 8.16), Sigmoid P13 (Figure 8.17), and 
Sigmoid P15 (Figure 8.18). As the filters become closer to an inverse filter and more 
removed from a matched filter, the main lobe width reduces, but the resulting image 













0 	0.2 	0.4 	0.6 	0.8 	1 	1.2 	1.4 	1.6 
Time (.ts) 
Figure 8.16 Intensity of reconstructed image in region 1 —filtered with filter Sigmoid 
P12 
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Figure 8.18 Intensity of reconstructed image in region 1 —filtered with filter Sigmoid 
P15 
8.6.3. 	Analysis of main lobe width vs. side lobe suppression 
Pseudo inverse filters are able to trade off the characteristics of a matched filter with 
an inverse filter. The inverse filter will narrow the main lobe width but increase the 
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observed noise level, and the matched filter will reduce the noise level but increase 
the main lobe width. It is useful to observe how the proposed sigmoid based pseudo 
inverse filters perform with this trade off. It is also useful to compare the proposed 
filters with the performance of other filters. The measurements of the main lobe 
width and the difference in magnitude between the main lobe and the left and right 
side lobes are presented in Table 8.1. The figures from Table 8.1 are plotted in Figure 
8.19 (left side lobe) and Figure 8.20 (right side lobe). 
The width of the main lobe is estimated using linear interpolation between discrete 
sample points (the points are separated by 4 ns). 
From the results in Figure 8.19 and Figure 8.20 it is clear that on the right hand side 
lobe, the pseudo inverse filters have made a significant improvement over the 
unfiltered case. E.g. the filter Sigmoid P13 yields the same main lobe width as the 
unfiltered case, but has superior side lobe suppression, and the filter Sigmoid P15 
yields a narrower main lobe but has reduced side lobe suppression (and greater noise 
levels) than the unfiltered case. 
For the left hand side lobe, the improvement over the unfiltered case is not dramatic 
- the unfiltered case lies above the line of the pseudo inverse filters. This means that 
although the pseudo inverse filters can trade off main lobe width with noise or side 
lobe suppression, their performance is such that they cannot get a better 
"suppression/lobe width" ratio than the unfiltered case. 
In comparison with other pseudo inverse filters, the sigmoid based pseudo inverse 
filters performs creditably. The filter performs better than the square root and 4 
th root 
based filters, and performs almost as well as the Wiener filters. 
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Filter Main lobe width (ps) Left side lobe (dB Right side lobe (dB 
±1 ns below main lobe) below main lobe) 
±0.1dB ±0.1dB 
Unfiltered 50.6 9.0 8.6 
SigmoidPll 60.2 10.5 16.8 
SigmoidPl2 52.3 7.6 11.5 
SigmoidPl3 50.6 6.8 10.0 
Sigmoid P15 34.9 5.0 4.5 
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Figure 8.19 Left hand side lobe vs. Main lobe width* 
* In Figure 8.19 and Figure 8.20 the matched filter is not plotted, because after matched filtering the 
main lobe was broadened to the extent that the side lobes were no longer distinguishable. 
156 
Chapter 8 	 Results ofpseudo inverse filters on IJUS ultrasound images 
18 T 
.2 	 0 
U) 16------- 	-- 	 ----- 
U) 
G) 14 	 _.- .. 
1.. 
0 	10 	20 	30 	40 	50 	60 	70 
Main lobe width measured at half maximum (ns) 
Unfiltered Phase OSqrt 4th Root 
Inverse UPI1 P12 ThP13 
DPI5 A Wienerl00% WienerlO% AWienerl% 
Figure 8.20 Right hand side lobe vs. Main lobe width 
8.7. 	Double edge analysis 
The separation of double edges, or surfaces, is an important criteria of image 
resolution. Region 4 in the example image (Figure 8.1 to Figure 8.13), shows a 
double edge which some of the pseudo inverse filters have been able to separate. 
Figure 8.21 shows the greyscale intensity of the reconstructed image with no filtering 
applied (i.e. corresponding to Figure 8.1). This shows the 
98th  scanline of the 
received signal with the x-axis covering the range contained within the circle 
marking region 4. The y-axis is the reconstructed greyscale intensity, where 0-255 is 
the total image range, which corresponds to 50 dB. 
The features of interest here are the major peak located at time = 0.45 .ts, and the 
secondary peaks such as those located at time = 0.35 jis, and at time = 0.57 ps. The 
secondary peaks are not clearly separated in Figure 8.21 - but they are after 
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Figure 8.21 Intensity of reconstructed image in region 4 - with no filtering applied 
The following figures present the same region of the example image after being 
filtered with the filters Sigmoid P11 (Figure 8.22), Sigmoid P12 (Figure 8.23), 
Sigmoid P13 (Figure 8.24), and Sigmoid P15 (Figure 8.25). As the filters become 
closer to an inverse filter, and more removed from the matched filter, the main lobe 
width (at time = 0.45 jis) reduces, and the separation and definition of the secondary 
peaks improves. 
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As explained earlier, the filter Sigmoid P11 (see Figure 8.22) is significantly removed 
from an inverse filter and has only slightly increased the separation between the 
peaks at time = 0.45 is and time = 0.35 ps. 
The filter Sigmoid P12 (see Figure 8.23) has significantly improved the separation 
between the peaks at time = 0.45 ts and time = 0.35 ts; the separate peaks are clearly 
resolvable. 
0 	0.2 	0.4 	0.6 	0.8 
Time (s) 
Figure 8.23 Intensity of reconstructed image in region 4 -filtered with filter Sigmoid 
P12 
The filter Sigmoid P13 (see Figure 8.24) has improved the separation between the 
peaks at time = 0.45 ts and time = 0.35 ts to a greater degree than the filter Sigmoid 
P12. Also, there is some significant resolution of other peaks such as those at time = 
0.55 s and time = 0.57 is. 
The filter Sigmoid P15 (see Figure 8.25) has improved the separation between the 
peaks at time = 0.45 jis and time = 0.35 .ts but they are no longer clearly discernible 
above the apparent noise floor. It is not entirely clear whether the apparent noise is 
actually noise or signal that has reflected from weakly scattering objects, but it is 
reasonable to assume that much of it is indeed noise. However the fact that the 
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principal peaks are no longer clearly discernible leads to the conclusion that the filter 
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Figure 8.24 Intensity of reconstructed image in region 4 —filtered with filter Sigmoid 
P13 
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8.8. 	Conclusion 
The application of pseudo inverse filters to IVUS images has been demonstrated and 
proven to enhance the images. The optimal parameters for the pseudo inverse filters 
have not been found. It is clear that applying a pseudo inverse filter will produce a 
better IVUS image than either the inverse filter or the matched filter. The matched 
filter loses too much image resolution and the inverse filter increases the noise too 
much. 
The results of applying pseudo inverse filters to a thin arterial wall have shown that 
the apparent definition of the edge location is improved - either by enhancing the 
edge magnitude relative to the noise or by reducing the width of the edge (or both). 
This is a significant result, allowing greater resolution or noise reduction in 2D 13-
mode images, and also greater accuracy of surface locations (or existence) in 3D 
surface rendered images. 
The results of applying pseudo inverse filters to a double edge within the image show 
that pseudo inverse filters are able to resolve multiple edges or surfaces in close 
proximity. This result proves again that the application of pseudo inverse filters to 
IVUS ultrasound allows greater resolution (or noise reduction) in 2D B-mode 
images, and also greater accuracy in establishing the existence (or not) of surfaces 
for displaying in 3D surface rendered images. 
The sigmoid based pseudo inverse filter has yielded images that have a resolution 
and noise performance that is superior to all of the filters it has been compared with, 
except for the Wiener MMSE filters. The Wiener MIMSE filters and the sigmoid 
based PT filters have performed at a very similar level, which is a good result for the 
sigmoid based filters since the Wiener filters are theoretically optimal for minimising 
the expected MSE for a signal in the presence of AWGN. The AWGN noise 
assumption does not hold here, and the MSE is not necessarily the best constraint to 
minimise, but the Wiener filters still provide a good trade off between the noise 
suppressing matched filter and the resolution enhancing inverse filter. For the 
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sigmoid based pseudo inverse filters to perform on a par with the Wiener filters 
shows that the sigmoid based filters are producing good results. The sigmoid based 
filters have in some cases produced images that are superior to the images produced 
by the Wiener filters, such as having less ringdown (Sigmoid P15 c.f. Wiener filter 
for 1% noise), and having greater contrast between double edges (Sigmoid P13 c.f. 
Wiener filter for 10% noise). The optimal filter parameters for both sets of filters 
(Sigmoid and Wiener) have not been established. 
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9.1. 	Introduction 
This chapter summarises the main findings of this thesis, and the work reported 
herein. The aim of the work was to apply an existing filter to a new area, that is a 
sigmoid based pseudo inverse filter, applied to medical ultrasound images. 
In applying the sigmoid based pseudo inverse filter to medical ultrasound images, the 
design of the filter has been modified. These modifications are original and have not 
been previously presented. 
The following sections of this chapter highlight the main results of this work, and 
discuss how it might be applied in a clinical setting - including a discussion of the 
variation in computational complexity between different filters. Ideas for further 
research are also discussed. 
9.2. 	The main results of this thesis 
A pseudo inverse filter is proposed for application to medical ultrasound imaging. 
This filter is based on a sigmoid function. It was initially proposed for application to 
foetal PCG signals. The definition of the filter design algorithm has been modified, 
to adapt it for application to the new area - medical ultrasound imaging. The 
proposed modifications for various situations include the increased attenuation of 
small Fourier components, and optionally the removal of phase adjustments, and 
spectral averaging prior to filter design. Further modifications could be easily 
implemented because of the design approach used. 
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The proposed sigmoid based pseudo inverse filter has been applied to ultrasound in 
three forms: near perfect reflections; phantoms; and rabbit IVUS. The filter has been 
shown to improve the quality of the images while providing a trade off between 
contrast resolution and axial resolution. 
The proposed filter enhances medical ultrasound images, making the extraction of 
information easier and more accurate, either for visual inspection in a clinical setting, 
or in preparing the ultrasound data for surface extraction (for displaying 3D images). 
9.3. 	Application in a clinical environment 
These filters have not (yet) been implemented in a clinical setting, but they could be - 
either by the design of an add-in hardware card to perform the filtering in real time, 
or by post processing (maybe on a PC) to alter the image after it has been captured 
and displayed in a conventional format. The post processing option will be the easier 
to implement, but is also less useful for visual inspection - clinicians are accustomed 
to real time visualisation and this makes their inspections much more efficient. In 
order to implement these filters in real time, specialised hardware will be required. 
For such an application, it is worth noting that for visual inspection in clinical 
environments, clinicians usually adjust controls such as contrast, brightness, and 
even TGC while displaying the images - so as to get the best view of the details that 
they are interested in at the time. Ideally, any implementation of a sigmoid based 
pseudo inverse filter would allow manual adjustment of the filter parameters 
(especially the threshold). This would maximise the clinical benefit. 
All of the work presented here has been performed as post processing, working on 
the digitised RF ultrasound signal. The filters presented here have not been 
implemented in either a clinical or real time environment. 
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9.3.1. 	Computational complexity 
It is useful to consider the computational complexity of the filters proposed here, and 
also the complexity of the filters that have been used as comparisons in the results 
chapters. The length of the filter, or the number of filter taps, will determine how 
many computations are required to implement the filter for every sample point that is 
obtained. 
In the case of the filters applied to the IVUS data, the system's impulse response was 
146 samples long (i.e. after 146 samples it had decayed to a level below the digital 
quantisation level). The required length any given filter depended on how close the 
filter was to an inverse filter. The matched filter requires exactly 146 filter taps, 
while the inverse filter is well approximated by a filter with 438 taps (i.e. three times 
as long as the impulse response). 
For any sigmoid based pseudo inverse filter, the required number of taps is in 
between the number required for a matched filter, and the number required for an 
inverse filter (e.g. 230 taps are required for a sigmoid P13 filter). This number varies 
slightly when the filter becomes closer to a matched filter or to an inverse filter. 
Wiener filters are often designed to be three times as long as the impulse response - 
making them somewhat more computationally expensive than the sigmoid based 
filters. However the Wiener filters can often be adequately approximated with a 
shorter tap series - with a length similar to the sigmoid based filters (e.g. for the 
IVUS system, a Wiener filter designed for 10% noise can be approximated by a filter 
with 230 taps - the same number as for the near equivalent sigmoid P13 filter). 
The computational complexity involved in designing the filters is less important than 
the complexity of implementing the filter - since the design is performed only once 
while the implementation is performed on a continuous repeating basis. However the 
design of a sigmoid based pseudo inverse filter requires slightly less computation 
than the design of an equivalent Wiener filter. Thus the sigmoid based pseudo inverse 
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filter approach can be seen to offer a very attractive technique for use in an IVUS 
system. 
9.3.2. 	Implementing a practical system 
To implement a filter such as the sigmoid based filter in a clinical environment would 
require the use of dedicated digital signal processing (DSP) hardware. The DSP unit 
would have to take as input the digitised data (in RF format), and give the filtered 
digitised data as output. The DSP unit would be inserted into the ultrasound system 
immediately after the digitiser, and before envelope detection and image display. In a 
phased array system, the filter could be implemented either before or after the delay 
and sum beamforming operation. 
For every digitised sample, every tap in the FIR filter must be computed - 230 taps 
in the case of the IVUS system considered in this thesis. If this were to be done in 
real time for the IVUS system, then the DSP unit would be required to make 230 
multiplication operations every 4 ns - an overall operating rate of 57.5 GHz. This is 
not currently realisable. However a filtering system may be able to be implemented 
for other ultrasound imaging systems that have a slower sample rate, although a high 
degree of parallel processing is probably still required. 
A further alternative is to implement the system on a non-real time basis. In this case 
each frame of data could be stored in temporary memory, and then filtered by a DSP 
unit while the user waits. The filtered result would then be stored and displayed. In 
this case the image could not be updated on the screen in real time, however this type 
of system could still be useful in a clinical setting for "sharpening" a captured image 
- for the purpose of taking more accurate clinical measurements. 
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9.4. 	Further work 
One area that could be pursued in further research is to find a means of optimising 
the filter parameters. However this would probably be different for different 
applications (e.g. visual analysis and 3D surface extraction). This would probably 
involve determining the level of noise in the image. However this is difficult since 
much of the unwanted signal that is received is signal that has been reflected from 
uninteresting objects and features such as cellular boundaries. For this reason the 
noise is often referred to as being multiplicative - which is true only if the signal 
from unwanted objects is classed as noise. 
9.5. 	Conclusion 
The sigmoid based pseudo inverse filter has been demonstrated as a viable 
alternative to the Wiener filter, and other pseudo inverse filters, for application to 
medical ultrasound images. Furthermore, the sigmoid based technique is an easily 
extendible technique, as demonstrated in the modifications proposed for the phased 
array phantom processing. In particular this technique is more easily extended and 
modified than is the case for the Wiener filter. 
The modification of this filter, and its application to a new area (medical ultrasound 
imaging) constitutes a new and original contribution to knowledge. 
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A.I. 	The problem 
During the scan conversion process, it is necessary to convert the ultrasound data 
from a polar (or cylindrical) co-ordinate system to a rectangular co-ordinate system. 
The ultrasound data is measured as a series of 1D scans, which are combined to form 
2D scans. The 1D scans are sampled in time, and are geometrically arranged on a 
polar co-ordinate system as shown in Figure A.1. The samples are regularly spaced 
on polar axes (radius r and angle 6). 
Figure A.] Possible arrangements of ]D scanlines on a polar grid 
In order to reconstruct a 2D image on rectangular co-ordinates from the polar co-
ordinate based data, a bilinear interpolation algorithm is used. This problem is 
illustrated for a polar grid in Figure A.2. The separation of samples (or scanlines) in 
angle is defined as AO, and the separation of samples in radial distance (originally in 
time) is defined as Ar. 
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Figure A.2 Bilinear interpolation problem on a polar grid 
A.2. 	Definition of the bilinear interpolation 
In Figure A.2 the point for which we wish to perform the interpolation, is labelled as 
the "Interpolated Point". The four points that surround the interpolated point - for 
which samples have been obtained - are labelled P1, P2, P3, and P4. 
The radial distance to the interpolated point is a distance 'Pr greater than the radial 
distance to the points P1 and P2. The angular offset to the interpolated point is 1P0 
greater than the angular offset to the points P2 and P4. The angular offset is defined 
here to be increasing with clockwise movement. 
Note that the units of lPr, IP0, Ar, and AO, are not important - it is only the ratios that 
matter. 
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The bilinear interpolation defines the value of the interpolated point according to 
equation A.5. The value of each of the four surrounding points contributes to the 
value of the interpolated point according to the location of the interpolated point. 
Value(IP) = 	 + i—i1-1--Value(P2) + 




- ).__--r Value(P4) 
AG Ar 	 AO 
(A.5) 
A.3. 	An alternative approach 
In order to aid the understanding of equation A.5, it may be useful to consider the 
bilinear interpolation defined in equation A.5 as a two stage linear interpolation. 
Firstly, in the angular direction, the percentage of (1P0 ± A0) is used to interpolate 
between P1 and P2, and (separately) between P3 and P4, see equations A.6 and A.7. 
This yields two intermediate points P12 and P34. Then secondly, in the radial 
direction, the percentage ('Pr ~ Ar) is used to interpolate between the two 




- LJ.Value(pi) + 	1--- .Valite(P2) 	 (A.6) 
AG) 
- Value(P4) - 	 j.value(P3) + 1-1--Value(P4) 	 (A.7) 
	
AO 	 AGPO  
= li_i 	'.Value(P) 	
(jp 




Combining equations A.6, A.7, and A.8 will yield equation A.5. 
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The work in this thesis was carried out using a variety of software. All software for 
implementing the algorithms presented in this thesis was written by myself and is 
described in this and subsequent appendices. 
The software applications (or programs) are written in two languages - Delphi (i.e. 
Pascal) and DL. All programs including source code are reproduced on the compact 
disc attached to this thesis. The CD is formatted to be read by an IBM compatible 
PC. 
The software programs are: 
a program for filter building and manipulation (the primary application). This 
program is called "Phaser.exe" and is described in Appendix C; 
a program for bitmap colour transforms. This program is called "Co1or256.exe" 
and is described in Appendix D; 
a program for extracting numerical ultrasound intensity data from bitmap files. 
This program is called "Bmp2 Text. exe" and is described in Appendix E; 
programs for scan converting images (written in DL). There are several scan 
conversion programs and they are all described in Appendix F. 
In the next appendices are instructions describing the basic operation of these 
programs. These are not intended as full user guides, but as a source of information 
on how to get started with each piece of software, what some of its capabilities are, 
and how to do some of the more commonly performed tasks. 
The first three programs all require Windows95 or Windows NT4 in order to run. 
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IVUS PROCESSING 
This is the principal program used within this thesis, and it implements all the 
algorithms presented except for the scan conversion and Hilbert transform 
algorithms. 
This program is approximately 11,400 lines of Pascal code - according to the 
compiler generated line count. This is in addition to the RAD design of the user 
interface which is excluded from the compiler generated line count, and the visual 
component library (VCL) that is supplied with Delphi 3. This represents many 
months of programming effort. 
Main function of program 
The program is designed to be able to construct any of the filters used or presented in 
this thesis, and to apply those filters to ultrasound data. Any filter or ultrasound data 
can be graphed in the time domain or frequency domain. 
At any stage of filter construction, the data can be saved to a file and reloaded at a 
later time. All data is saved as truecolour (24-bit) bitmap files. All data loaded is also 
expected to be truecolour bitmaps. For using 256 colour greyscale bitmaps, see 
Appendix D for instructions on converting the file to a truecolour bitmap. 
How to make and apply a sigmoid based filter 
In order to construct and apply a filter you need to have the following files: a near 
perfect reflection image, and an image that needs to be filtered. 
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C.2.1. 	Constructing the filter 
To construct the filter you should use the menu command "File I Open", which will 
allow you to choose a file from disk - choose the bitmap file that contains the near 
perfect reflection image. 
You may at this point choose to utilise only one scanline from your image (this is 
generally wise with single element transducers but unwise with phased array 
transducers). If you choose this, then select a suitable line (i.e. a line with a large but 
not clipped reflection). You can find a suitable line by graphing each line of the 
image (by repeatedly using the menu option "Graph I Graph next line"). Having 
selected an appropriate line, choose the menu option "Settings I Options", choose the 
"greyscale" tab, and set the "ActiveRow" to be the chosen row number. Finally select 
the menu option "Averaging I Replicate current row". The bitmap will now have 
every row or scanline being identical to your chosen row or scanline. The bitmap 
could be saved at this point using the menu option "File I Save As.. 
Windowing the impulse response 
If the scanlines contain multiple reflections then you might choose to clean up the 
signal by applying a window function over the perfect reflections. Choose the menu 
option "Settings I Options", choose the "Windowing" tab, and select your window 
limits (in units of pixels along the x-axis of the image) and the window shape. Then 
choose the menu option "Filtering I Window function". Again, the bitmap could be 
saved at this point. 
Fourier transforming 
The sigmoid based filters are constructed in the frequency domain. Choose menu 
option "FFT I FFT -Bmp". This will apply an FFT to each row of the image. It is a 
good idea to save the image to a disk file at this point with a ff1 extension. 
173 
Appendix C 	 Software for IVUS processing 
You may choose to remove the phase correction (or phase alignment) property of the 
filter. In order to do this, you should select the menu option "FFT I Linearize the 
Phase - Bmp". You may also choose to average the spectrums (this is a good idea 
only if you have "linearized the phase"). To do this, you must select firstly the menu 
option "Averaging I Average all rows", and then the menu option "Averaging 
Replicate current row". (Note, the active row on the "Greyscale" tab of the "Settings 
I Options" dialog must not be set to the either of the two highest rows in the image 
for this particular step). 
Sigmoid based pseudo inversion 
Choose menu option "Settings I Options", and choose the "Pseudo Inverse" tab to 
select the parameters of the sigmoid based pseudo inverse equation (Gain G, 
Threshold T, offset d). You must also specify the maximum value in the image (i.e. 
the image of the FFT). If you don't know this value, you can get it after performing a 
(trial run) pseudo inversion, then enter the maximum value here, and repeat the 
pseudo inversion (see below). 
The tickbox "Force zero gain at zero signal" will choose between the original 
Sigmoid equation (equation 4.1, for this option leave the tickbox empty) and my 
modified equation (equation 4.4 , for this option leave the tickbox ticked). 
At the bottom of the "Pseudo Inverse" tab are several quick buttons which will set up 
predefined parameter sets - including the filters Sigmoid P11, P12, P13 and P15 
presented in this thesis. 
Click OK to save your parameters and exit the options dialog. 
To perform the pseudo inversion, choose the menu option "Pseudo Inverse I Make 
filter by amplitude". This will perform the sigmoid based pseudo inverse function. 
Note that when this operation finishes, you will be told what the maximum value in 
the image was. You may choose to use this information in the filter setup in the 
options dialog. 
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Inverse Fourier transforming 
In order to make the filter taps, the inverted FFT must be returned to the time 
domain. Do this by selecting the menu option "FFT I IFFT - Color BMP" 
You now have your filter taps. However you may wish to truncate the filter taps by 
applying a window function to them (see "Settings I Options", "Windowing" tab and 
menu option "Filtering I Window function"). Note that the filter taps will be 
positioned in the bitmap at the position "ImageWidth - position of perfect 
reflection". 
You must save your filter taps in order to use them (menu option "File I Save As. 
The file extension .pi can be used for pseudo inverse filter files. 
C.2.2. 	Applying the filter 
In order to apply the filter, the filter must be saved to a file. You must also have a 
truecolour bitmap of the image you want to be filtered. Load the image to be filtered 
by choosing the menu option "File I Open". 
Ensure that the settings in Windowing tab (of the "Settings I Options" dialog) specify 
that the low cutoff and high cutoff are set to values which encompass all of the 
original perfect reflection. These parameters are used to truncate the filter taps (to 
save computation time). The filter taps that are used are those points in the filter 
bitmap rows that fall between the columns 'ImageWidth - High cutoff' and 
'ImageWidth - Low cutoff'. Where ImageWidth is the width of the filter bitmap 
(determined automatically by the program). 
Perform the filter operation by selecting the menu option "Filtering I Filter Row by 
Row from Filter BMP I with output enlarged" (or use the output reduced option if 
you find the output values are so large that the bitmap pixels saturate - they saturate 
at 223 or 8.4 million). You can confirm the filter output by graphing the resulting 
rows or scanlines - choose the menu option "Graph j Raw data". 
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C.3. 	Other program functions 
C.3.1. 	Creating a Wiener filter 
You can create a Wiener filter by using the menu option "Wiener I Create Wiener 
Filter". The options for the Wiener filter are set by selecting the menu option 
"Settings I Options", and choosing the "Wiener" tab. The Wiener filter (as a bitmap 
image) that is produced by this operation is a time reversal of what the filter should 
be. In order to fix this, the filter needs to be saved (as a bitmap) and reversed left to 
right. Paint Shop Pro can do this using the menu option "Image I Mirror". 
Alternatively Microsoft Paint for Windows95 can do it using the menu option 
"Image I Flip/Rotate" and choosing "flip horizontal". 
C.3.2. 	Creating a Square root filter 
This is the same as creating a sigmoid based inversion filter, except that the step for 
the sigmoid based pseudo inversion should be replaced by selecting the menu option 
"Rooter I Make square root filter" 
C.3.3. 	Creating a phase correction filter 
This is the same as creating a sigmoid based inversion filter, except that the step for 
the sigmoid based pseudo inversion should be preceded by selecting the menu option 
"FFT I Set Amplitude to Unity" 
C.3.4. 	Creating a matched filter 
To create a matched filter, use Paint Shop Pro or Microsoft Paint, and reverse (left to 




Software for IVUS processing 
by applying a window function to the bitmap. See the section Windowing the 
impulse response in section C.2.1. 
C.3.5. 	Creating an inverse filter 
This is the same as creating a sigmoid based pseudo inverse filter, except that inside 
the "Settings I Options" dialog, on the "Pseudo inverse" tab you should press the 
quick button labelled "True Inverse". 
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BITMAP COLOUR TRANSFORMS 
This software is useful for converting bitmaps into truecolour. The data that come 
from some transducers is 8 bit. Attaching a bitmap header can make this an 8-bit 
greyscale image. This program will convert that to a 24-bit greyscale image, or to a 
24-bit red image. The motivation for a "red" image is that the filter generation 
program in Appendix C will be able to use smaller numbers as a result of this 
transformation. Consequently the bitmap pixels will saturate less easily. 
This program is approximately 2,500 lines of Pascal code —in addition to Delphi's 
VCL. 
D.I. 	Operating the program 
You can load any bitmap file using the menu option "File I Open". Then you can save 
the file in an alternative format using the menu option "File I Save As...". When 
saving you have a choice of three formats: 
greyscale (8-bit); 
truecolour (24-bit greyscale); 
truecolour (24-bit) red. 
It is not possible to convert directly from a truecolour grey image to a 24-bit red 
image or vice versa. 
The P/US processing program in Appendix C can process bitmaps saved in either of 
the two available truecolour formats. 
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EXTRACTING DATA FROM BITMAPS 
This program is useful for extracting the ultrasound data from a bitmap file, so that it 
can be plotted on a graph. This program will save a row (or multiple rows) from a 
bitmap as a text file, which can then be imported into MS Excel, (and most likely 
into any major spreadsheet or graphing package). This program is approximately 
2,500 lines of Pascal code - in addition to Delphi's VCL. 
E.I. 	Operating the program 
Firstly, select the menu option called "Options!". This allows you to specify which 
row of the bitmap you will save, and how many rows you will save. It also allows the 
delimiting character to be chosen (using a tab character works well for MS Excel). 
Next you must open a bitmap file using the menu option "File Open". You can then 
save the desired row from the bitmap, as delimited text by choosing the menu option 
"File I Save As...". 
E.2. 	The output format 
The saved file will be able to be imported into MS Excel as a text file. It contains 
each saved row of the bitmap as a column of numbers. Each number represents the 
value of a corresponding pixel in the bitmap. Within each bitmap row (or text file 
column), the leftmost pixel is written at the top of the column in the text file, and the 
rightmost pixel is at the bottom of the column in the text file. There will be one 
column for every bitmap row saved, plus an index column. Successive columns are 
separated by the delimiting character chosen in the "Options!" dialog box. 
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SCAN CONVERSION 
There are three programs used within this thesis for processing ultrasound images 
with the application IDL (Integrated Development Language). They cannot be run 
without an installation of DL (with a valid user license). These programs perform 
scan conversion for ultrasound images, both IVUS and phantoms. A separate 
program also will perform only the Hubert transform and log transform. Each 
program is around 380 lines of code and is described in the following sections. 
F.1. 	The different IDL programs 
F.M. IyUSScanConvert.pro 
This program will perform a scan conversion on a bitmap, and will use a geometric 
correction that is consistent with the geometry of the IVUS data collection system 
used in this thesis. Principally, this means that the data is assumed to cover an 
acquisition angle of 360°. The program can be easily altered to use various sizes of 
output image, and also different dynamic ranges in the output image. The default is 
for the output images to be 512 x 512 pixels, and have a dynamic range of 50 dB. To 
change this default you must alter the program code. 
F.1.2. PhantomScanConvert.pro 
This program will perform a scan conversion on a bitmap, and will use a geometnc 
correction that is consistent with the geometry of the phased array data collection 
system used in this thesis for scanning the phantom. Principally, this means that the 
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data is assumed to cover an acquisition angle of 770  Otherwise the program is 
identical to IVUS Scan Convert. pro. 
FAA HilbertTransform.pro 
This program makes no assumptions about the geometry format of the data. Each 
row in the bitmap is treated independently. Each row is Hubert transformed, and log 
transformed to a dynamic range of 50 dB. The output image is always the same size 
as the input image. The program can be easily altered to use different dynamic ranges 
in the output image. The default is for the output image to have a dynamic range of 
F.2. 	Characteristics shared by the IDL programs 
The three [DL programs described above all share some characteristics (as well as 
much code). These characteristics are: 
The input image to all three programs must be an uncompressed bitmap. The 
bitmap can be an 8bit greyscale image, or it can be a truecolor bitmap such as 
those produced by other programs used in this thesis for IVUS processing 
(Appendix C) and for Bitmap colour transforms (Appendix D). 
The output image is always stored in a TIFF file format. This can be easily 
converted to a bitmap using the shareware software Paint Shop Pro (PSP). 
The resulting bitmap (after conversion with PSP) will have been flipped upside 
down. PSP can flip the image back again if you choose. 
The program will process multiple files at once. Any bitmap file with a .bmp 
extension in the directory (chosen by the user at runtime) will be processed (or 
converted) providing there is not a file in that directory with the same name and a 
tif extension. 
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G.I. Applications 
Because of the reference made within this thesis, an evaluation version of the 
program Paint Shop Pro (PSP) is included on the accompanying CD. This program is 
shareware, produced by the company JASC. Inc. and is reproduced on this CD with 
the permission of JASC. Inc. 
G.2. Ultrasound data samples 
G.2.1. Phantom samples 
The accompanying CD includes two full image sets of the phantom, plus some 
images of a near perfect reflector obtained with the same transducer. All of this data 
is on the accompanying CD in the directory "Phased Array Phantom Data". 
The two image sets of the phantom each cover 1800 - which covers the whole target 
volume. These images are in the subdirectories "Blocki" and "Block2" respectively. 
The perfect reflection images are in the subdirectory "Perfect Reflections". 
In order to aid the readers understanding of the geometry involved in the phantom, a 
video file is also included in the subdirectory "Block l\Video". This file presents the 
successive frames of the Blocki image set, in the sequence that they were acquired 
(i.e. as the transducer was rotated through 180°). 
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G.2.2. IVUS samples 
The accompanying CD includes one full set of images from an IVUS pullback, plus 
some images of a near perfect reflector obtained with the same transducer. All of this 
data is on the accompanying CD in the directory "Intravascular Ultrasound Data". 
The IVUS pullback data is in the subdirectory "Pullback A of Rabbit 1". The perfect 
reflection images are in the subdirectory "Perfect Reflections". 
In order to aid the readers understanding of the geometry involved in the IVUS data 
and the imaged aorta, a video file is also included in the subdirectory "Pullback A of 
Rabbit 1\Videos". This file presents the successive frames of the "Pullback A" image 
set, in the sequence that they were acquired (i.e. as the transducer was pulled 
backwards through the aorta). There are multiple versions of this file, with the 
filename indicating the type of filter that was applied to the images. The original data 
is in the file called "Unfiltered.avi". 
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Parts of the work and results presented in this thesis have been previously published. 
The publication, which is included here is: 
Young, W. F. and McLaughlin, S. "Pseudo Inverse Filter Design for improving 
the Axial Resolution of Ultrasound Images". This was published in the IEEE 
Tencon Conference on Speech and Image Technologies for Computing and 
Telecommunications, 1997, Vol. 2, p703-6. ISBN 0 7803 4365 4. 
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PSEUDO-INVERSE FILTER DESIGN FOR IMPROVING THE 
AXIAL RESOLUTION OF ULTRASOUND IMAGES 
Warren F Young and Steve McLaughlin 
Department of Electrical Engineering 
The University of Edinburgh, King's Buildings, Mayfield Road, Edinburgh EH9 3JL 
Tel: 0131 650 5577 Fax: 0131 650 6554 Email: wfy@ee.ed.ac.uk 
ABSTRACT 
'he resolution of medical ultrasound systems can 
le improved using filtering techniques. We present 
filter for improving the axial resolution that 
pproximates an inverse filter but which is less 
ensitive to noise than a standard inverse filter - 
naking it suitable for use with ultrasound. This 
ilter produces a superior image resolution to that 
;ained by matched filtering, and also shows 
Ldvantages over a Wiener optimal filter, and other 
ilters presented in literature. 
1. INTRODUCTION 
n this paper we present a technique for designing a 
ilter that improves the resolution of an ultrasound 
ystem, by approximating an inverse filter. We 
how that the results from such a filter provide 
uperior resolution to that from a matched filter. 
The Problem 
\ccurate measurements and the precise location of 
listinguishing features in medical ultrasound 
maging are important for clinical decision making 
1] (e.g. foetal dimensions for measuring growth; 
he thickness of plaques in intravascular ultrasound 
IVUSI; and carotid thickness measurements). 
Vhen the ultrasound transducer is 'hit', it emits a 
)roadband impulse, with a centre frequency of 
ypically 2 to 30MIHz, and lasting several cycles - 
;ee Figure 1. The duration of this pulse limits the 
xial resolution of the image, reducing the accuracy 
Df clinical measurements made from the resulting 
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Figure 1 Typical pulse from a single element 11/US transducer. 
1.2 Other Filtering Techniques 
Conventional filtering techniques for spiking, 
deconvolution or inverse filtering can reduce the 
effective impulse duration in systems that have 
high signal to noise ratios. However ultrasound 
systems have poor signal to noise ratios. A pseudo-
inverse filter can overcome these limitations, and 
offer a significant improvement to the axial 
resolution. 
Other researchers have presented techniques for 
achieving vanous forms of pseudo-inverse 
filters.{2}[3] 
2. PSEUDO-INVERSE FILTER DESIGN 
We present a sigmoid based pseudo-inverse filter, 
tailored to the characteristics of the ultrasound 
transducer. This filter is designed to be tolerant of 
noise, while still performing a pseudo frequency 
inversion. This filter was first presented in the 
analysis of foetal heart ECG[4][5]. 
2.1 Design algorithm 
We consider the pulse reflected from a near perfect 
plane reflector to be a near perfect estimate of the 
system impulse response. 
The filter is constructed in the frequency domain. 
The Fourier components of the system impulse 
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sponse are normalised and then pseudo-inversed 
ccording to equation 1. 
Arg(F* (w)). Sig (G.F (w —T)) 
F(w+d 
Vhere Sig(x) is a sigmoid function, with values 






n equation 1, G is a gain factor (typically 10 to 
00), T is a threshold value, typically 1% to 10% of 
he normalised F(w) components, and d is a small 
tabilising factor (typically 0.01 to 0.05). The 
igmoid function provides a smooth transition 
)etween an inverse filter (for large Fourier 
:omponents) and a matched filter (for very small 
ourier components) 
['he filter taps are formed by subsequent 
onversion back into the time domain by using an 
nverse Fourier transform. 
2.1. 1 Selecting parameter values 
Varying the design parameters (particularly the 
hreshold and the gain)yields differing pseudo-
nverse functions as shown in Figure 2. 
CL 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Normalised Input 
Figure 2 Sigmoid based pseudo inverse functions 
We found good results were obtained with design 
parameters of 50!~G150, 0.01—<T~0.1, and 
101:!~d<-0.05. These ranges result in filters that are 
sufficiently insensitive to noise (for the IVTJS data 
studied here) while giving good image 
enhancement. We present results for two sets of 
design parameters. 1) 0=100, T=0.03, d=0.02, and 
2) G=60, T=0. 1, d=0.05 (see thicker lines in Figure 
2). 
2.2 Example Filter Design 
This filter is designed for an IVUS system - its 
impulse response is shown in Figure 1, and its 
power spectrum is shown in Figure 3. We use the 





10 	 100 
Frequency (MHz) 
Figure 3 Power spectrum of IVUS system impulse response. 
Each Fourier component is normalised, and then 
sigmoid pseudo-inversed using equation 1. The 
gain function of the two resulting filters is shown in 
Figure 4. Note that the gain function is close to an 
inverse within the passband, and is close to a level 
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Figure 4 Transfer function for two sigmoid pseudo-inverse filters. 
Multiplying the system impulse response and the 
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Figure 5 Power spectra after applying two sigmoid pseudo-
inverse filters to the system impulse response. 
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RESULTS OF PSEUDO-INVERSE 
FILTERS ON ULTRASOUND NEAR 
PERFECT REFLECTIONS 
igure 6 shows the IVUS system impulse response 
f Figure 1 after being filtered with the first 
:xaniple filter designed in section 2.2. The 
eduction in the main pulse width is significant. 
0.2 	0.4 	0.6 	0.8 
Time (us) 
igure 6 IVUS system impulse response filtered with sigmoid 
seudo-inverse filter (G=100, T=0.03, d=0.02) 
RESULTS OF PSEUDO-INVERSE 
FILTERS ON ULTRASOUND IMAGES 
[he Intravascular ultrasound (IVUS) data 
)resented here is from the same single element 
ransducer used in section 2. 240 radial scan lines 
ire used to make up the image (the scan lines being 
;eparated in angle by 1.5°). The data is presented 
ere in a scan-converted format. The scan 
onversion involved a Hubert transform (for 
nvelope detection), then interpolation, a log 
:ransform and geometric correction to make the 
inal image. All images presented have a dynamic 
'anze of 50dB. 
Figure 7 IVL 5 image 1'roma rabbit - uutilteru{1. 
The five marked regions of interest are: 
A thin vessel wall whose precise location is 
clinically useful information. 
Two transition regions in close proximity. The 
precise distance between the boundaries is 
clinically useful information. 
A thick area of echogenic material, whose 
width is clinically useful information. 
A double edge - although the second (outer) 
edge is not visible in this image. In this 
instance the outer edge is not clinically useful 
but serves as an example of resolving multiple 
edges in close proximity. 
An edge, obscured with "speckle". The edge in 
this instance is not clinically useful, but serves 
as a test for edge extraction from within 
"noise". 
4.1 The Filters used 
The filters are applied only in the axial dimension, 
prior to scan conversion. 
The filters compared here are: 
A sigmoid based pseudo-inverse filter (G=100, 
T=0.03, d=0.02), as designed in section 2. 
A matched filter, 
Other filters not compared are a Wiener optimal 
filter, a filter for aperture based phase correction 
only, a filter based on an SVD based approach [2], 
and a filter utilising square root frequency based 
pseudo-inversion with aperture based phase 
correction. [6] 
4.2 Comparison with unfiltered image 
In the five areas of interest above it is clear that a 
superior resolution has been obtained. 
The width of the edge in area 1 is narrower, 
allowing more accurate estimation of its precise 
location. (This is useful for clinical diagnosis, and 
also for edge detection algorithms used in 
automatic area/volume estimations and in surface 
based three dimensional reconstructions). 
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area 4 the double edge has been resolved and 
an be clearly distinguished. In area 5 the edge is 
early visible over the speckle. 
'9~ M-1 I W~ 
'I ' igure S I\US image liltered sitli a signioid isetido-iuerse filter. 
Jsing different parameters for the sigmoid based 
liter yields different results, with the background 
oise increasing with improved resolution. 
Comparison with matched filter 
Jsing a matched filter (see Figure 9) maximises the 
ignal to noise ratio, but suffers from significantly 
igure 9 IVUS image filtered with a matched filter. 
5. CONCLUSION 
A sigmoid based pseudo-inverse filter; designed 
using a near perfect reflection from a plane 
reflector has been demonstrated as a viable 
technique for obtaining resolution enhancement for 
ultrasonic systems. 
Comparisons with a matched filter are presented 
and show that the sigmoid based pseudo-inverse 
filter gives a significant improvement to the axial 
resolution. Other results indicate that this technique 
may also have advantages over a Wiener optimal 
filter. 
Improvements in the ultrasound resolution by pulse 
compression have been demonstrated. Further 
research is being conducted into optimising the 
parameters of the presented filters, and 
comparisons with other pseudo-inverse techniques. 
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Appendix I. 	SIGMOID BASED FILTER 
The sigmoid based pseudo inverse filter was first presented by Basil and Dripps. The 
following pages (all of Appendix I) are reproduced from H. Basil's Ph.D. thesis [80], 
for convenient access for the reader. 
These pages describe the motivation for, and the thinking behind the original 
proposal of the sigmoid based pseudo inverse filter. 
The pages reproduced here have been renumbered here for continuity within this 
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3.2.1. 	Pseudo-Inverse Filter 
An original contribution to time domain beat-to-beat estimators, namely the Pseudo-
Inverse Filter (PIF), is detailed in this section. The advocated new algorithm derives 
the weights of a partially equalising filter which improves the ability to detect HPW 
occurrences. The pseudo-inverse filter algorithm is based on the following model: 
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The assumption is that oscillatory waveforms observed at the maternal 
abdomen, identified as the first and second HPW's, emanate from the fetal 
heart as a train of unipolar impulses. In travelling through the fetal and 
maternal abdominal structures (organs) to the abdominal surface and through 
the transducer, these impulses suffer attenuation and dispersion (Fig. 3.13). 
This implies that an observed HPW pulse is the impulse response of this 
described model. 
Based on such a model, the transfer function between the impulse train source and the 
abdominal surface has a non-flat amplitude and a non-linear phase response. 
Figure 3.13 Illustration of both patient and fetus depicting the adopted model for 
HPW generation. Impulses initiated at the fetal heart (lower trace) are 
dispersed by the path to the transducer (upper trace). 
Figure 3.14 shows a typical sampled first HPW reflecting the impulse response of the 
adopted model. While the second HPW is subjected to the same spatial filtering 
described above (through fetal and maternal organs), the underlying physical event 
has a different constitution. In consequence, both its time and spectral shapes are 
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different dispersion characteristics must be assumed for the second HPW. The 
approach described here concentrates on extracting first HPW impulses from the 
maternal abdominal signals. A similar approach can be adopted for the second HPW 
extraction. 
The advocated pseudo-inverse filter approach attempts to equalise both amplitude and 
phase responses of the first HPW. Therefore the reconstructed impulse train should, 
except for a processing delay imposed by the filter, pin-point the onset of systole 
events. While PIF processing is performed in the time domain, the derivation of the 
filter coefficients is achieved using a spectral estimate of the first HPW. 
0 0.1 	 0.2 	 0.3 	 0.4 	 0.5 
TIME (c) 
Figure 3.14 Example showing the assumed impulse response of fetal and maternal 
abdominal structures. This trace is obtained by averaging 10 
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Figure 3.15 Linear spectral magnitude response of the assumed PIF model. 
Figure 3.16 Phase response of the assumed PIF model. 
193 
Appendix I 	 Siginoid based filter 
In attempting to extract FHR on a beat-to-beat basis, signal processing algorithms can 
utilise two main approaches, correlation filtering or inverse filtering. All methods 
commonly construct a template which is used for subsequent processing. In the case 
of correlation, the sampled time series is correlated with the obtained template 
weights to provide a global peak per HPW event. In the inverse filter case, the 
coefficients are derived using the template. This requires a computationally intensive 
algorithm which is sensitive to both noise and spectral shape (Least squares detailed 
later). 
The pseudo-inverse filter algorithm presented here provides a simpler and faster 
approach to obtaining an approximate solution to the inversion problem. The 
sensitivity of true inverse filters to signal non-stationarities can also be dealt with by 
programming robustness into the coefficient generation algorithm. The Pseudo-
Inverse Filter algorithm is detailed: 
3.2.1.1. Pseudo-Inverse Filter Algorithm 
The first step in implementing this algorithm is to obtain a template of the first HPW 
- effectively a time averaged series (TAS) ("Template Forming" is dealt with later). 
The complex Fourier spectrum of this template is computed and both amplitude 
ITAS(w)I and phase Arg(TAS(o)) vectors are extracted. The first vector is then 
normalised with respect to the largest component thus retaining only the relative 
amplitudes of the constituent components. The second vector, Arg(TAS(c)), provides 
the phase relationship that exists between the spectral components of the template. 
For the purposes of the model adopted, this time averaged series represents an 
averaged impulse response of the feto-matemal organ structures, and therefore its 




Sigmoid based filter 
and 3.16). Averaging is necessary to avoid basing the model on a single HPW pulse 
which may contain either interfering signals (such as fetal movements) or excessive 
background noise. 
In the case of a noiseless signal (consequently noiseless TAS template), the 
equalisation (deconvolution) is achieved by inverting the TAS spectrum (eq. 3.5). 
H(co)
1 
 = 	 * 
	 (3.5) 
TAS(w) 
where H(o) is the required inverse function and TAS(o))* is the complex conjugate of 
the Fourier transform of the template. A classical drawback with true inverse filters 
(eq. 3.5) is that they are only optimal in the complete absence of additive noise 
(where they are the Weiner optimum solution). A further limitation which is relevant 
to HPW signals, is the extreme sensitivity of inverse filters to non-stationarities 
involving low amplitude frequency components. 
A compromise is proposed for the pseudo-inverse filter which takes into account 
inverse filtering, emphasis of background additive noise and mild signal non-
stationarity. This is achieved by setting a threshold limit on the inverted spectrum of 
the template: Any amplitude falling below this predetermined threshold is not 
inverted, in fact it is suppressed even further. In order to avoid consequent large 
discontinuities in the pseudo inverse spectrum, a soft threshold transition between 
suppression and inversion is imposed on the transform. The resulting smooth pseudo-
inverse spectrum is used to obtain the weights of an equalising FIR filter by inverse 
Fourier transformation. The smooth transition requirement between suppression and 
inversion is to limit the number of filter taps. A suitable function for a smooth 
transition over the decision boundary is the sigmoid function SigO (eq. 3.6). The 
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Figure 3.17 Sigmoid function mapping. 
The equation of spectral pseudo-inverse mapping is given: 




ITAS(o)I + d 
where, 
ArgO: Argument function applied to the conjugate of TAS(co); 
SigO: Sigmoid function employed to provide a smooth cut-off transition; 
T: 	Threshold determining the position of the transition between inversion 
and suppression, it has a range of [0.. 1]; 
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G: 	Gain factor determining the slope (softness) of the sigmoid function, 
its useful range is [10 .. 90]; 
d: 	Small constant used to stabilise the denominator, typically d = 0.05 
) 	T..0.7.G10 
	 18) 	T.0.02.G.10 
ID) 	T.O.SG.70 
Figure 3.18 Typical magnitude mappings (eq. 3.7), d is set to 0.05. X and Y axis 
are the input and output magnitudes respectively for the different G 
and T parameter settings. The input amplitudes are normalised (range 
[0.. 1]), and the Y axis have different scales. 
Figure 3.18 illustrates four examples showing the effect of changing the T and G 
parameters on the magnitude mapping (eq. 3.7). For a medium value of T and a small 
value of G, for example 0.7 and 10 respectively (fig. 3.18.A ), IH((0)I approximates a 
correlator (which results from a 1:1 magnitude mapping slope). For small values of T 
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approximation to a true inverse filter. However, the above two examples are extreme 
cases, and normally a reasonably low threshold is selected (T=0.2) and a mid-range 
gain factor (G=40) (Fig. 3.18.Q. This provides a mapping which effectively inverts 
all spectral amplitudes of the TAS template lying between 0.2 and 1, while spectral 
components with amplitudes lower than 0.2 are suppressed. 
In cases of large interference noise components, the threshold T is raised accordingly 
(example: Fig. 3.18.1)), although it will be shown in the following chapter that signals 
with high levels of noise are ultimately unusable for diagnostic purposes. 
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Figure 3.19 (A) Example of HPW pulse. 
Pulse correlation. 
Pseudo-inverse filter is used to provide partial equalisation. 
Recall that H(o) is the magnitude and phase of the desired (equalising) filter. Hence 







Sigmoid based filter 
the above filter (also the weights of its transversal filter realisation). These weights 
can now be convolved with the sampled HPW time series thus providing a partially 
equalised pulse train denoting the onset of the systolic intervals. Figure 3.19.0 shows 
the PIF equalisation output in response to a single instance of noiseless first HPW 
signal. Some oscillations are still evident in the PIP equalised pulse (fig. 3.19.C). 
These are due to the partial equalisation of the signal spectrum. However, the PIF 
discrimination factor, in this case, is 8:1 compared to 2:1 for the corresponding 
correlator output (fig. 3.19.B). The discrimination factor is defined here as the peak 
impulse amplitude over the peak sidelobe amplitude. 
The PIF equalised spectrum illustrated in figure 3,20.B, shows the smooth transition 
from equalised to suppressed regions of the spectrum. The spectrum of the equalised 




















Figure 3.20 Top (A): 	Linear spectrum of the template; TAS(w) 
Middle (B): The pseudo-inverse spectrum; H(o) 
Bottom (C): Spectrum of partially equalised pulse. 
Conflicting requirements of fully inverting the sampled HPW's, suppressing the 
interfering noise and limiting the number of PIF filter coefficients influence the 
setting of the T and G parameters. From experience of using the PIF algorithm, it was 
found that a gain factor 0=40 provides a reasonably smooth transition from 
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also found that a threshold setting of T=0.2 was large enough to take care of short 
term signal non -stationarities while leaving sufficient signal spectrum for equalisation 
therefore affording a better equalised impulse shape for a detection algorithm. 
Applied to real sampled fetal HPW time series (fig. 3.21.A), the PIF equalisation 
technique demonstrates its capabilities in extracting the onset of systolic interval (fig. 
3.21.B). A time delay due to the filtering is systematic and can be accounted for. The 














Figure 3.21 A real sampled fetal HPW signal (top trace), PIF equalisation of the 
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Figure 3.22 Simulated first HPW time series with increasing additive noise from 
bottom to top, the unprocessed trace is shown on the left side. The 
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In order to justify the PIF equalisation approach, a pictorial subjective comparison 
with the correlation algorithm is included. This comparison uses a simulated HPW 
signal vector to which noise is added at progressively higher levels. Only a limited 
amount of pictorial examples can be shown, and therefore performance conclusions 
may not be drawn. A more formal simulation for the performance assessment of 
estimation algorithms is provided in chapter four. It is clear however from figure 3.22 
that PIF provides single, prominent, local peaks for the detection of systole events. 
Correlation on the other hand, while improving the SNR, results in pulse spreading 
(ringing) when the TAS template is oscillatory in nature (which is normally the case). 
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