are not sufficient for this purpose since then Q(φ f ) = φ T f +h for a linear operator T and some h.
In the present paper, we present a limiting procedure based on conditionally independent beam splittings [8] , which is a weak generalisation of conventional beam splittings which achieves the goal of transforming all high mean intensity f to the same lower intensity f ′ for wave functions f which are constant. The consideration of locally normal states ensures that the mean particle number may be ∞ as a prerequisite for limit theorems. A generalisation of the limit theorem to non-constant f is straight forward but tedious and left for the future.
Basics
First we introduce Boson Fock spaces in the language of counting measures. This seems to be a convenient description of these spaces as far as particle exchange mechanisms, like introduced in [8] and used for the main result of this paper, are concerned. For details on this representation of Fock spaces we refer to [6, 7, 13] , see also [18, 19, 20, 21, 22] .
Let G be an arbitrary complete separable metric space and G its σ-algebra of Borel sets. Further, let µ be a locally finite diffuse measure on [G, G], i.e. µ(K) < ∞ for bounded K ∈ G and µ({x}) = 0 for all singletons x ∈ G. Especially we can apply our results in the standard setting G = R d and µ = ℓ d is Lebesgue measure. By M we denote the set of all finite integer-valued measures on [G, G], i.e. M is the set of finite counting measures. Since each ϕ ∈ M can be written in the form ϕ = δ x1 + · · · + δ xn for some n ∈ N and x j ∈ G (where δ x is the Dirac measure in x) the elements of M code the finite point configurations in G. We equip M with its canonical σ-field M -the smallest σ-field containing all sets of the form {ϕ ∈ M : ϕ(K) = n}, K ∈ G, n ∈ N. On [M, M] we introduce the exponential measure F µ [2] by setting
Hereby, o is the empty configuration in
symmetric Fock space over G, a similar definition of the Fock space one can find e.g. in [21] . For a function g : G −→ C we introduce the exponential vector ψ g : M −→ C through
If G is not bounded one can introduce a quasilocal algebra which allows to model infinite Boson systems. For any measurable K ∈ G there is the Hilbert space
for bounded K as well as the quasilocal C * -algebra A as the uniform closure of the union of all local algebras.
In this work, we are only interested in special states on A, the coherent ones. The space L 2 loc (G, µ) of locally square integrable functions consists of all µ-equivalence classes of measurable functions g such that K |g|
loc (G, µ) the coherent state φ g is the locally normal state given by
The coherent state φ = φ 0 is the vacuum state. Note that the so-called position distribution Q φ g will be a Poisson point process, see [5] .
We follow [8] for the definition of exchange operators. For a map v :
using the natural lattice structure of M related to the ordering
Especially, we are interested in conditionally independent beam splittings derived as U b from kernels b
where we use the convention ϕ = ϕ 1 + ϕ 2 + ϕ 3 + ϕ 4 and b i :
Conventional beam splittings correspond to b i depending on the first argument only or, typically, even constant b i . This is easily seen from basic properties of exponential vectors like follows.
Thus, we observe the famous formula
. Accordingly, this operation can be thought of as independent splitting (and mixing) of the two beams described by ψ f and ψ g into two other beams described by ψ b1f +b3g and ψ b2f +b4g . Coming back to 5, we see that that procedure works in the same way but the exchange rates b i , i = 1, 2, 3, 4 depend both on the location in space (the first argument) and the total configuration (the second argument). The first does not destroy independence in the sense that exponential vectors are mapped into exponential ones, but the second fact means that this independence is true only conditional on a fixed total configuration ϕ = ϕ 1 + ϕ 2 + ϕ 3 + ϕ 4 . Therefore, we name these operators conditionally independent beam splittings. For more details and background on this type of operators we refer to [8] .
We want to use such conditionally independent beam splitting operators for various regions Λ. So suppose we have functions
).
From [8] we derive easily
Therefore, we can use U b Λ to transform states (on A Λ ⊗A Λ ) if (7) is fulfilled.
Convergence of states we understand as convergence of the local states in norm, i.e.
This topology is metrizable if we restrict to so-called locally normal states like the coherent ones [1] . Λ → G denotes the limit over the net of bounded Borel sets, i.e. convergence for each monotonously increasing sequence (Λ n ) n∈N such that for all bounded K ∈ G there is n ∈ N with Λ n ⊇ K.
The Results
We define for all bounded Λ ∈ G a channel (conditionally independent
where b Λ is given through (6) and β i fulfils (7). For z ∈ C, denote the coherent state φ zχG briefly by φ z .
Theorem 3.1. Suppose β i , i = 1, 2, 3, 4 fulfil (7) and z ∈ C is such that all β i are continuously differentiable in a neighbourhood of |z| 2 . Then
with
Example 3.1. If β 1 (r) = 1 ∧ (a/r) for some a > 0, we find that the first component of all states lim Λ→G Q *
with fixed mean intensity |ζ 1 | 2 = a. If further β 2 = 1 − β 1 (r 2 ), this holds for the second component as well. This is the result of interest mentioned in the introduction. Clearly, we can apply the above theorem with this β unless |z| 2 = a.
The next results study the limiting behaviour of the left hand side in (8) for this and similar situations. First, we weaken the continuity condition and get a mixing effect. • in the interval (|z| 2 − δ, |z| 2 ], the functions β
This is still not sufficient for β 1 (r) = 1 ∧ (a/r), as β 2 is not differentiable at points r where |β 1 (r)| = 1 and β 1 is differentiable with ℜβ ′ 1 (r ± 0) = 0. In these points |β 2 (r + ε)| = O( √ ε). Thus we need also the following Theorem 3.3. Let z ∈ R and β be such that
• β is continuous in a neighbourhood of |z|
2
• β 1 is differentiable in a left and a right neighbourhood (with limits of the derivative in |z| 2 ) and
has left and right limits in 0.
Then, with ζ 1,2 given by (9),
Proofs
Proof. (of Lemma 2.1) In [8] it was proven that if b is given by (5) and all b i are bounded then U b is unitary if and only if for F -a.a. ϕ ∈ M for all x ∈ suppϕ
The if part of this result translates directly into (7) if (6) is applied.
Proof. (of Theorem 3.1) Let K be fixed, then Λ → G shows that Λ ⊃ K eventually and ℓ(Λ\K) → ∞. We will set t 0 = ℓ(K) and t = ℓ(Λ\K) → ∞. We have to compute the kernel of Q *
This yields
where χ Λ denotes the indicator function of the set Λ. We find that the state Q * β,Λ (φ z ⊗ φ 0 ) K has again property (γ 1 ) [17, 15] , i.e. its kernel ρ 0 depends only on particle numbers:
where |ϕ| = ϕ(K). We find from (for a precise definition of this formula in the general case see [14, 16] )
Now is it enough to prove convergence of c t k,k ′ ,l,l ′ as t → ∞ to a suitable limit. The reason is the following lemma which can be found in [3] .
Lemma 4.1. If ω n , ω are normal states on B(H) such that for a total set
then (ω n ) n∈N converges in norm to ω.
We apply this lemma with the total set consisting of vector being in the span of {ψ zχK : z ∈ C} respectively orthogonal to it. For the orthogonal ones, on both sides (10) there is zero, for the others we use convergence of
We see for random variables
Upto here only the distribution matters, but we can assume for convenience (due to the Skorokhod representation Theorem, cf. e.g. [4] ), that the convergence is actually almost surely on some artificial probability space. Due to (7) we find
≤ 1, such that we can apply the dominated convergence theorem. We want to find the limit by Taylor expansion. First, let β be one of β i and apply the expansion
in an interval around |z| 2 leading to
Differentiating the first line in (7) yields i=1,2 ℜβ i (r)β ′ i (r) = 0. This leads to
and thus
This shows
Since the left hand side gives the correct matrix element for (φ for some random variable Y and again we assume almost sure convergence on some artificial probability space. Rewriting
we derive that P (X t /t > |z| 2 eventually ) = 1/2 = lim t→∞ P (X t /t < |z| 2 eventually ).
On both sets we may apply the above scheme to derive the result.
Proof. (of Theorem 3.3) Here it is crucial to estimate for some θ ∈ C
what leads to (separately on {Y > 0} and {Y < 0}) 
