ABSTRACT The prediction of the failure depth of open stope hangingwalls (HWs) has become a crucial task for underground mines worldwide. In this paper, an evolutionary random forest (RF) technique that combines the RF algorithm and particle swarm optimization (PSO) was proposed to model the non-linear relationship between maximum failure depth (MFD) of stope HWs and its influencing variables. The training and verification of RF models were conducted on a dataset collected from the literature, and a total number of 125 valid HW cases were analyzed. The 13 influencing variables were used as inputs. Hyper-parameters of RF models were tuned by PSO with fivefold cross-validation, and the performance of RF models was measured by root-mean-square error and correlation coefficient (R). Experimental results show that the RF algorithm had great potential for predicting the MFD of HWs. The R values between the predicted and actual MFD values were 0.93 and 0.84, respectively. The stope design method was found to be the most significant influencing variable with an importance score of 0.516 out of 1, followed by the RQD of rock mass (0.127), stope strike (0.078), and HW height (0.075).
I. INTRODUCTION
Sublevel open stoping is a widely accepted method for the extraction of massive, steeply-dipping orebodies in underground mines, especially when used together with cemented paste backfill [34] . The efficiency of sublevel open stoping relies on a relatively high production rate, simultaneous unit operations, and safe working conditions. However, the instability of an open stope hangingwall (HW) may cause significant losses. For example, the stope collapse in Kangli Gypsum Mine, which happened on November 6 2005, claimed 33 lives [1] . In mining practices, the performance of sublevel open stoping is usually measured by the ability to achieve maximum ore extraction with minimal dilution [2] . Therefore, a quick and reliable method for the failure depth prediction of HWs is required for the successful application of sublevel open stoping.
Methods developed for the analysis of stope HW failure include the Mathews graph [3] - [5] , numerical modeling [6] - [8] , analytical solution [9] , and artificial intelligence (AI) techniques [10] , [11] . The Mathews graph method suffers from its poor generalization capability. Also, it is based on two man-made variables, instead of the raw data from the in-situ measurement, and it cannot consider unique cases. The drawback of numerical modeling is the requirement of back-analysis and the drawback of analytical solutions is associated with its assumptions.
Previous studies have demonstrated that AI techniques have great potential for classification of HW stability statuses using the equivalent linear overbreak/slough (ELOS) value, i.e. in [10] , [11] , and [35] . However, few attempts were made to investigate the HW stability as a regression problem (i.e., the Mathews' stability number or failure depth), which is much more significant during engineering applications.
In this work, we proposed an evolutionary random forest (ERF) method to analyze the stability of HWs, with the particular goal of predicting the maximum failure depth (MFD) of HWs. The current study contributes to the literature in the following aspects: (1) the random forest (RF) algorithm and particle swarm optimisation (PSO) were combined to propose the ERF method; (2) the HW stability was, for the first time, analyzed as a regression problem considering coupled effects of 13 influencing variables; (3) a new way was paved for the HW stability analysis through MFD prediction; (4) the relative importance of influencing variables was investigated from the MFD prediction and compared with the results from HW stability classification. The presented method can work as a fast estimation of the HW stability and the findings can provide a guiding significance for underground mines.
II. MATERIALS AND METHOD

A. EVOLUTIONARY RANDOM FOREST (ERF)
As discussed before, the ERF method combined the RF algorithm and PSO, among which the RF algorithm was used for non-linear relationship modeling while PSO was used for RF hyper-parameters tunning. The RF algorithm and PSO were briefly introduced as follows and the reader is referred to [12] and [13] for a detailed explanation.
The random forest (RF) algorithm is a powerful technique that improves predictive performance by combining hundreds of regression trees. A regression tree is a decision support tool that uses a tree-like graph to assist in decision-making [14] . The process of utilizing a regression tree starts with a root node that includes all samples in the training set. The root node is then continuously divided into subsets so that characteristics of data in every subset are as homogeneous as possible, while data in two subsets are heterogeneous with respect to one another. The division continues until the maximum depth of the regression tree is reached. The nodes at the end of the regression tree are marked as the leaf nodes and their values are obtained by averaging all sample values in that leaf node (Fig. 1) . The regression tree has been widely used for exploring, describing and predicting engineering data in civil engineering practice [12] , [13] , [15] - [22] . A number of regression trees are constructed in the RF algorithm, and the results of the RF are obtained by averaging the results from all regression trees. The RF has been widely used in many civil engineering cases, and it has been proven to be more robust than a single regression tree for a variety of data mining problems [23] .
PSO is a metaheuristic optimisation method based on the communication and cooperation of a swarm of particles. It can be used to search solutions for a multidimensional problem, even though there is no guarantee for the global optimum solution. Fig. 2 illustrates the procedure for PSO. In this paper, the swarm size, maximum iteration, inertia parameter, cognitive influence parameter and social influence parameter were selected to be 300, 300, (1 + random)/2, 1.8, and 1.8, respectively, as suggested in [24] and [25] .
B. DATA DESCRIPTION AND PRE-PROCESSING
The dataset used to establish and verify the ERF method for the MFD prediction was collected from [26] . A total number of 13 influencing variables were examined with various levels of detail during a period of three years. 8 HW cases in the original dataset were deleted due to a lack of essential information, leading to 125 valid HW cases in the dataset of the present study. An overview of the influencing variables and their statistical description is provided in Table 1 .
The nominal influencing variables (stope design method and stress category) were converted into numerical numbers before the training of RF models. In Capes's study, the MFD of stope HWs, which was calculated from the recorded stope profiles [26] , was selected to be the dependent variable in this study. Therefore, the objectives of this study are to predict the MFD value of HW and investigate its influencing variables. All data was normalized into [0, 1] range to improve training efficiency.
In supervised learning, machine learning (ML) models are trained with a training set and evaluated by an independent testing set. The performance of the trained model on the testing set is used to verify the predictive capability as the data in the testing set is never observed by the model. The percentage split of the training set and the testing set to the whole dataset was determined by an optimization study. In this study, 80% (100 HW cases) of the whole dataset was randomly selected and included in the training set while the remaining 20% (25 HW cases) was included in the independent testing set.
C. HYPER-PARAMETERS TUNING AND PERFORMANCE MEASURES
The use of the RF algorithm for HW MFD prediction involves careful tuning of hyper-parameters to achieve expert-level performances. In this paper, the number of regression trees (Num_tree), the maximum depth of regression trees (Max_depth), the minimum number of samples for the split (Min_split) and the minimum number of samples at the leaf node (Min_leaf) of the RF algorithm were tuned by PSO with k-fold cross validation for a better predictive model.
The k-fold cross validation is one of the most popular validation methods in ML. The process of k-fold cross validation starts from the random division of the training set into k folds. RF models were then trained on (k − 1) folds, and the performance was validated on the remaining one-fold. The training and validating process were iterated k times with different subsets being used as the validating set. The overall performance of RF models on the training set was calculated to be the mean performance from k folds. The computation time and bias need to be considered during the determination of k value [27] , [28] . In this paper, the k was set to be five as recommended by An et al. [29] and Zhang et al. [30] .
The selection of hyper-parameters was based on the root mean square error (RMSE) between the predicted and actual MFD values, which means a pair of hyper-parameters with which the RF algorithm could achieve a lower RMSE was considered to be a better pair of hyper-parameters. The RMSE was defined as:
where y * i and y i are predicted and actual ith MFD values respectively, and n is the number of samples in the dataset. The optimum hyper-parameters were selected to be hyperparameters with which the RF model could achieve the minimum RMSE. Tuning ranges for the number of regression trees and the maximum depth are 10-400 with ten intervals and 1-10 with one interval respectively.
After the optimum hyper-parameters were found through PSO and five-fold cross validation, the optimum RF model was trained using the whole training set. The performance measures of the optimum RF model were selected to be the RMSE and correlation coefficient (R). The correlation coefficient measures the degree to which two variables' changes are associated, which is defined as:
where y * i and y i are the mean values of the predicted and actual MFD. The R value is ranged between −1 and 1, in which −1 indicates a perfect negative correlation while 1 indicates a perfect positive correlation. According to Smith [31] , the correlation between the predicted and actual values is good if |R| > 0.8.
III. RESULTS AND DISCUSSION
A. RESULTS OF HYPER-PARAMETERS TUNING
As mentioned above, the average RMSE from five-fold cross validation was considered to be the criterion of hyperparameters tuning on the training set. Fig. 3 shows the swarm minimum RMSE (Min_RMSE) values versus iteration during the PSO tunning. The authors note here only the first ten iterations were shown as there was no further decrease in the Min_RMSE after the tenth iteration. It can be seen that the performance of RF models was progressively increased with the increasing iterations. The Min_RMSE in the first iteration was 4.01, which was decreased to 3.25 on the ninth iteration. This indicates that PSO was efficient in the hyper-parameters tunning of RF. The optimum RF on the training set was achieved by Num_ tree = 70, Max_depth = 8, Min_split = 2, and Min_leaf = 1.
B. PERFORMANCE OF THE OPTIMUM RF MODEL
The RF model with the optimum hyper-parameters was trained with the whole training set to obtain the optimum trained RF model. The performance of the optimum RF model was verified on both the training set and the testing set. Fig. 4 shows the predictions of MFD values on the training and testing sets from the optimum RF model.
As can be seen, the optimum RF model can produce high R values and low RMSE in both training and testing sets, denoting that it can provide a good prediction of the MFD. Hence, the RF algorithm was demonstrated as an effective and reliable method for the evaluation of stope HW failure depth.
C. RELATIVE IMPORTANCE OF INFLUENCING VARIABLES
The relative importance of influencing variables for HW MFD was studied by the optimum RF model. In this paper, VOLUME 6, 2018 the feature importance of each influencing variable was computed by measuring the decrease in mean square error when the value of that variable was randomly altered. It needs to note that the summation of all feature importance scores was scaled to one (Fig. 5) .
It can be seen that the stope design method was the most significant variable for the MFD of stope HW, which achieved an importance score of 0.516. It is quite understandable, as the stope design method involves the determination of mining equipment, the stoping method and the sub-level interval, all of which have a significant impact on the HW stability [3] . The particular importance of stope design method on HW stability found in this article agrees with findings from [26] .
The RQD of the rock mass indicated an importance score of 0.127, which ranked second among all the influencing variables. The significant influence of the RQD for the stability of stope HW has been widely investigated by Clark [3] and Jang [32] . The importance scores for the stope strike and HW height were 0.078 and 0.075 respectively, indicating that these two HW geometry variables also had an important influence on HW stability. It should be mentioned that the importance score of the undercut area was 0.068, which was also a relatively important influencing variable compared with others. As the undercutting of sublevel stopes will increase the relaxation zone and the potential instability zone [33] , ignoring the undercutting area during the evaluation of HW stability may cause an error [26] .
The importance score of the dilution graph factor A was zero, which was expected because all values for this variable were unity as shown in Table 1 . This further indicates that the optimum RF model can do a good job in detecting the insignificant influencing variables for HW stability. Moreover, the optimum RF model optimized by PSO successfully predict the insignificant influence of joint set number as a rock mass with 3 to 5 joints behaves as an almost homogeneous medium. This result agrees well with the result from the gradient boosting machine in [11] . However, the RF model in [10] , which was optimized by trial-and-error, seems to be unsuccessful in predicting the importance of the joint set number.
The summation of all other influencing variables, including stope dip, joint set number, joint set roughness, joint set alternation number, dilution factor B, dilution factor C and stress category, was 0.137, implying these influencing variables had a relatively small influence on HW stability. The authors note here the importance score was determined using the current dataset. Therefore, the importance of several variables, i.e., the dilution graph factor B, was determined to be insignificant due to the small value variances in the dataset. The importance of influencing variables can be better investigated when a dataset with larger amount of data becomes available.
Compared to the relative importance analysis in [10] , it is found that there was a good agreement between the current analysis with the previous one. It is interesting to note that the stope design method was especially important for the MFD prediction (0.516 for the MFD regression and 0.168 for the HW stability classification), which is caused by the employed datasets. A larger dataset with more HW cases will lead to a more representative analysis of the importance score.
IV. CONCLUSIONS
A dataset of 125 valid HW cases was collected from the literature for the implementation of the ERF method. 13 influencing variables were selected to be the independent variables, and the MFD of stope HWs was used as the dependent variable. The hyper-parameters tuning of RF models was performed using PSO with five-fold cross validation. The performance of the optimum RF model was verified by RMSE and R. The relative importance of influencing variables was investigated and compared to previous analysis in the literature. Based on the analysis results, the following conclusions are drawn: 1) PSO was efficient in the hyper-parameters tuning of RF with the optimum hyper-parameters being obtained within the first 10 iterations. 2) The RF algorithm was a reliable method for the MFD prediction of stope HWs.
3) The root mean squared error and the correlation coefficient between predicted and actual MFD values on the testing set were 3.77 and 0.84 respectively, denoting the optimum RF model could provide a good prediction of MFD values. 4) The stope design method was found to be the most important influencing variable for HW MFD, followed by the RQD, the stope strike, and the HW height.
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