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ABSTRACT 
The  objective  of  the  proposed  classifier  is  the  correct 
identification  of a signal which belongs to a set of equally likely 
QAM  constellations  and  is  received  in  additive noise. The 
parametric solution for this task which maximizes the average 
probability of correct decision is a maximum-likelihood (ML) 
classifier. However, this classifier needs the exact density function 
of the noise, which is often unknown. The alternative undertaken 
here is to develop a non-parametric classifier. Its decision statistic 
is the location of the first zero-crossing (FZC) in the characteristic 
function of  the received symbols. The FZC-based classifier is 
inferior to  the ML classifier  in terms of the nominal performance. 
However, it puts only mild technical conditions on the probability 
density function of the noise (mainly that the density be even) and 
does not require additional information. 
Analytical expressions for the performance of  the FZC-based 
classifier  are derived, and performance is compared to that of the 
fully-informed ML classifier. The comparison is performed by 
evaluating the signal-to-noise ratio and the number of symbols that 
are needed in order for the two classifiers to have the same average 
correctclassification rate. Overall the FZC-based decision-maker 
provides a robust and practical alternative to the optimal, but often 
impractical, ML classifier. 
I. INTRODUCTION 
Identification of signal constellation is the process of recognizing 
the modulation-type of  an unknown, digitally-modulated  signal 
from a RF signal or from an IF snapshot, with no regard to the 
signal's information content ([l] - [21, [41 - [8],  [lo], [12] and 
[13]). Here, we concentrate on the identification of square QAM 
constellations received in additive noise, namely the association of 
a received symbol sequence with a QAM constellation from a 
specified constellation set. It is assumed that the rotation of  the 
constellation phase-plane due to carrier phase shift has been 
corrected. 
The classifier associates one of the equally-likely constellations 
with the received symbols. It is considered optimal if it maximizes 
the average probability of  correct classification. The optimal 
solution is a parametric maximum-likzlihood  (ML) classifier which 
needs perfect knowledge of the probability density function (pdf) 
of the noise. Non-parametric classifiers are sought for the practical 
reason that the noise pdf  is often unavailable. 
The non-parametric classification algorithm developed here was 
inspired by  a study by  Wood and her co-workers ([12], [13]). 
They have developed an identification technique based on the 
characteristic  function (cj)  of the QAM constellation. Their decision 
statistic was the location of the largest non-DC peak of that cf: We 
use instead the location of the fist zerocrossing (FZC) of the cf, 
and analyze the resulting performance. The motivation for using 
the location of  the FZC for the decision statistic is that under 
relatively mild conditions, the FZC  is invariant under additive 
noise. 
11.  DEFINITION  OF  THE CONSTELLATIONS AND THE 
NOISE 
The baseband waveform of a square M-QAM signal is defined as 
s(t) =  Iiu(t - iT) =  [IIj  +  jI~,ilu(t  - in, 
i  i 
where T is the symbol period, 
u(t) is the impulse response of the transmitter filter, 
IQJ,  11.i  E [aM(2m-l-W, m = 1, 2, ...,  ] (M is the order of  a 
square QAM constellation, i.e., M  =  4k,  k = 1.2, ... ) and 
2aM is the minimum distance of a M-QAM constellation ([ll, p. 
2271). 
The averaee wwer of a M-OAM constellation is defined as 
m=l  n=l 
LV1 
= fah  (~-1)  (2) 
The maximum power of the constellation  is 
pm(M)  = 2[(m  - 1)aMl2  (3) 
If each constellation point is equally likely, the two dimensional 
pdf  of the constellation is 
m=l  n=l 
IVl 
(4) 
where 6(.)  is the Dirac delta function, and x and y represent the in- 
phase and quadrature components of  the signal constellation, 
respectively. 
In using the baseband waveform (eq.( 1)) we assume that the RF 
signal has been demodulated and low-pass filtered. Moreover, we 
assume that  the  resultant  baseband  signal  is  synchronously 
sampled at the symbol rate (ln),  and that the effect of additive 
noise introduced by  the channel is equivalent to small random 
spatial translations of  constellation points inakpendently in the in- 
phase (x) and quadrature (y) channels. In  other words, the ith 
received (complex) symbol is the sum of  i*  transmitted symbol 
and the noise sample: 
where 
ri = Q,i + j rQ.i 
qi  = 4.i  + nI,i* 
(5) 
i = 1, 2, ...,  (64 
(6b)  i = 1, 2, ..., 
The in-phase and quadrature samples of the transmitted symbols 
are assumed to be statistically independent; the noise samples n1.i 
and n~j  are two i.i.d. zero-mean random variables, independent of 
the transmitted symbols. The two-dimensional noise pdf  can be 
consequently expressed as 
(7) 
rQ,i = h.i + q,i, 
f2  (XVY)  = fl(X) fl (Y)  I 
where  fl(x) and fl(y), are the pdfs of  n1.i  and nQ,i, respectively. 
We further assume that these pdfs are even, i.e., f1(5) = fl(-(). 
The two-dimensional pdf  of a M-QAM constellation contaminated 
by the noise characterized by eq.(7) is 
g2(X,Y) = 92(X,Y) * fZ(X,Y) 
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per symbol as 
At this point, it is instructive  to define the signal-to-noise  ratio 
(9) 
where o2  = E{ nf,i) = E{ 116.~1  = average noise power per channel. 
The goal is to identify the signal constellation (i.e., determine M 
for a M-QAM constellation)  from a finite received symbol sequence 
{ri]:=l.  Let R = {Mj-QAM  I  j  = 1, 2, ..., m) be  the set of  m 
possible square constellations, each with maximum power of  1, 
and let the constellations be ordered such that MI<  M2 < ... c M,. 
If Hj is the hypothesis that Mj-QAM was transmitted, then the 
decision between hypotheses will be made by  maximizing the 
average probability of  correct  classification, 
k’the  noise pdf  (fl(*)) is  completely  known,  the  optimal 
(parametric)  classifier  is  the  maximum-a-posteriori  (MAP) 
classifier. When the classified constellations  are equally likely it 
becomes the ML classifier which we study in the next section. If 
fl(*) is unknown,  a  non-parametric method is  needed. The 
development of  a non-parametric classification algorithm is the 
objective of section IV . 
111.  THE  ML CLASSIFIER 
Let q symbols be received in additive noise, and let Z = [z1 z2 
...,  = [SJ,  ..., qs,  rQ,1, ..., r~,~]  be the sequence of n = 2q in- 
phase and quadrature samples corresponding to these symbols. 
Assuming mutual statistical independence of the received symbols, 
the likelihood function of Z under Hj is (see eqs45) - (8)): 
n 
1=1 
p(ZIHj) = P(Z1, ~2,’  * .(  GlHj) = II  P(ZilHj) 
where 
cjk  = (2k-1-WaMj.  (12) 
The maximum-likelihood decision rule  (for equally-likely 
constellations)  is 
Choose  HJ  if ~(ZIHJ)  is the maximum of {p(ZIH~)}~=,. 
For a large number of observations (n), the performance of the ML 
classifier can be shown to  be  (average probability of  correct 
classification  with m equally-like hypotheses): 
(13) 
where 
PX 
and 
- L(pJ*pj)L(pJ*pk)l)  (-1 
sign(x) in eq.(l5e) is the algebraic sign of x. 
It can also be shown that flL  +  1 monotonically as n +  0,  i.e., 
the average probability of correct classification  for the ML classifier 
approaches 1 monotonically as the number of received symbols 
approaches infinity. 
Iv. THE  NON-PARAMETRIC  FZC-BASED  CLASSIFIER 
Our development of a non-parametric classifier is based on using 
the location of thefirst zero-crossing in the charactensticfirnction 
of the constellation as the decision statistic. Under rather mild 
conditions on the noise, this decision statistic is invariant under 
additive noise. 
IV.1.  Density  Estimation 
To estimate the probability density of  the noise-contaminated 
constellation from a fiiite sequence of received symbols, we use 
the Panen-window method ([3]) to estimate a one-dimensional 
density gl(x) from n observations of x, Z = [zi z2 ... G]. The 
estimate is 
where the “window function” y(x) satisfies 
y(x) 2  0 and  V(X)  dx = 1 
and the “window width”  I+,  is proportional to f 
It can be shown that &(x) is an unbiased and consistent estimate of 
h 
glw  ~31,  p.184 1. 
IV.2.  The  FZC-Based  Classification  Algorithm 
The joint cfof a noise-contaminated  M-QAM constellation is the 
two-dimensional Fourier transform of  gz(x,y) in eq.(8). This 
transform Gz(u,v) can be shown to equal 
where 
G2(U,V) = Gl(u)Gl(v)  (17) 
and 
Fl(C,)  = ~~f1(q)d2z~~dq  (see eq.(7)).  (19) 
Furthermore Gl(u) can be estimated to be 
&(U)  = 8  Gl(X)] = f  COS(UZi). 
i=l 
Only the real part of the cfestimate in eq.(20) is used, since it is 
known that Gl(u) and Gl(v) are real (on account of  Fl(u) and 
Fl(v) being real, which is a direct consequence of  fl(*) being 
even). 
Gl(u) in eq.(20) is independent of the window function y  and is 
itself  a continuous function of  U. More importantly, it can be 
shown that &(U) is an unbaised and consistent estimator of Gl(u). 
rr 
IV-185 This property ensures that c1(u) converges in probability to Gl(u). 
Our objective now becomes to decide in favor of  one of  the m 
possible QAM constellations  using the cfestimate &(U). 
IV.3.  Frequency-Domain  Features 
If the constellation-classification  algorithm is to be independent 
of the noise parameters, noise-invariant features need to be used. 
Let the cf  of  a noise-contaminated  M-QAM constellation be 
reWritten as 
%  0.4- 
= 
A 
8  0.2 
mu  FlW  (21) 
_L sin 
GI(@  = Qi(u) FI(~)  = 
As pointed out by Wood et al., the largest non-DC peaks of 
- 
IGl(ujl can  be' usid  to  discriminate  betbeen differeit QAM 
constellations. Indeed, the distance of the largest non-DC peak of 
the cffrom the origin (U  = 0) is proportional to  - 1 if  the SNR 
is high. For low SNRs (e.g.,  less than 18.4dB for 64QAM in 
additive Gaussian noise), the largest non-DC peak shifts elsewhere 
and the technique cannot be used. We propose instead the use of 
thefirst  zero-crossing of  the cf. Its distance from the origin is 
proportional to m,  which makes it less effective than the 
largest non-DC peak for large constellations (large M), but it has 
the distinct advantage of  being  additive noise, 
provided 
m 
.. 
Fl(u)#O  V IUIIUM=&.  (22) 
maM 
This condition is not the most general, but it covers a wide range of 
aoolications. It is less stringent than the condition that is reauired 
f6;  Wood's method to apgy, namely that Fl(u) be flat ovlr the 
domain lul I  x. 
aM 
IV.4.  The  FZC-Based  Classifier 
A FZC-based classification algorithm requires a calculation  of the 
FZC location from the cfestimate, and the association of that FZC 
with one of the constellations in R. 
If q symbols are available (with n = 2q),  then the estimated FZC 
is the smallest positive number cn  that satisfies el(Gn)  = 0. From 
eq.(20) the requirement becomes 
n  c  coS(G*Zi)  = 0 . 
i=l 
(Hereafter we shall omit the subscript n from cn when it is clear 
from context.) 
The classification algorithm associates a particular M-QAM 
constellation with  such that the distance ~(uM,  G)  between the 
nominal FZC of the M-QAM constellation  (u~)  and the estimated 
FZC c;> is minimum (p(*,*)  is some distance measure). 
LetG =  UM, + AUJ under HJ where UM, is the nominal location of 
FZC in the cfof  a MJ-QAM. It can be shown that for large n, AUJ 
is approximately  Gaussian with zero mean and variance 
oz -1,  (24) 
RJ = d *  FI(UM,) 
-  n R: 
where 
(25) 
SinJ-  m 
(RJ # 0 on account of condition (22)). 
based classifier  is given by 
The average probability of  correct classification for the FZC- 
PF  = & [ @(6  RlUM2  1  uML)  + cD(Jfi R,-) 
2 
m-  1 
+ c [qfi  R~'MJ+;-  uM~).@(-  6  -  2  uM~-~  )I} .  (26) 
J=2 
Pcm  in eq.(26) can be compared with Pp in eq.(14) for any 
constellation  set. Again, in the limit, PF  +l monotonically when 
n +  c-,  as we had in the ML case. 
v. PERFORMANCE  COMPARISON  OF THE  QAM 
CONSTELLATION  CLASSIFIERS 
The tested constellation  set i2 consists of  16QAM. 64QAM and 
256QAM. Figures 8 and 9 show the calculated  performance  of the 
FZC-based and ML classifiers for individual constellations of the 
set R  using 512 received symbols. Not surprisingly, the figures 
show that 16QAM is the easiest constellation  to identify correctly, 
and that the performance of the FZC-based classifier is inferior to 
that of the optimal classifier. Figures 10 and 11  portray pc versus 
SNR for a fmed number of received symbols. 
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Figure 8. Performance  of the FZC-based algorithm for individual 
constellations  in R 
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Figure 9. Performance  of the ML algorithm for individual 
constellations  in i2 
In figure 10 (q = 512), we see that for the FZC-based classifier to 
match the ML classifier's performance of pc = 0.9, an additional 
3.3dB of  average signal power is necessary. In figure 11 (q = 
2048), additional 4.3dB of average signal power is needed for the 
FZC-based classifier under the same conditions. 
In table I we compare the number of symbols needed by each 
classifier in order to achieve a specified average probability of 
correct classification (pc).  The table covers pc values ranging from 
0.6  to  0.95,  under different  SNRs. Also  shown is the ratio 
qFZClqML. When the SNR is very low, the FZC-based method 
needs many more symbols than the ML classifier to achieve the 
IV-186 same performance. As the SNR increases, the loss (in terms of 
extra received  symbols needed  for the FZC-based  classifier) 
becomes less significant. 
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Figure 12. Performance comparison between FZC-based and  ML 
classifiers for identifying constellations in R using 512 symbols 
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Figure 13. Performance comparison between FZC-based and ML 
classifiers for identifying constellations in fl using 2048 symboIs 
TABLE I 
PROBABILITY  OF CORRECT CLASSIFICATION VS.  NUMBER 
OF SYMBOLS REQUIRED FOR ML AND  FZC-BASED CLASSIFIERS 
Pc  0.60  0.65  0.70  0.75  0.80  0.85  0.90  0.95 
qEC(106)  0.50  0.77  1.15  1.72  2.62  4.11  6.82  12.7 
qML(103)  0.50  0.75  1.08  1.54  2.20  3.21  4.97  8.76 
R(1@)  1.00  1.03  1.06  1.12  1.19  1.28  1.37  1.45 
(i) SNR = - 5 dB 
pc  0.60  0.65  0.70  0.75  0.80  0.85  0.90  0.95 
qm  506  767  1129  1646  2424  3692  6000  11048 
qm 99  148  214  306  436  638  989  1752 
R  5.11  5.18  5.28  5.38  5.56  5.79  6.07  6.31 
(ii) SNR = 0 dB 
pc  0.60  0.65  0.70  0.75  0.80  0.85  0.90  0.95 
qm  58  87  127  184  268  404  650  1191 
qm 33  49  71  102  145  212  330  588 
R  1.76  1.78  1.79  1.80  1.85  1.91  1.97  2.03 
(iii) SNR = 5 dB 
VI.  CONCLUSION 
We have studied the problem of QAM  constellation identification 
in the presence of additive noise. The maximum-likelihood (ML) 
classifier  maximizes  the  average  probability  of  correct 
classification, but requires exact knowledge of  the conditional 
density functions of the observations. Consequently the structure 
of the ML classifier changes significantly if the noise model is 
changed. To develop a more robust classification algorithm, we 
have evaluated  the characteristic function (CA  for the noise- 
contaminated QAM constellation  and used its first zero-crossing 
(FZC). The FZCs are immune to additive noise when the noise pdf 
is even, and when the noise does not introduce zeros between the 
two FZCs in the cf of a noiseless constellation. We have derived 
expressions  for the  performance of the ML and  FZC-based 
classifiers.  (In  fact the  average  probability  of  the  correct 
classification for both monotonically approaches 1 as the number 
of  symbols grows  to  infinity.)  The performance of  the two 
classification schemes was compared on the basis of (i) the SNR 
required to achieve a desirable average probability of  correct 
classification for a fixed observation sequence length, and (ii)  the 
number of received symbols required to achieve a desirable average 
probability of correct classification for a fmed SNR. 
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