Model-based maximum power point tracking (MPPT) of wind generators (WGs) eliminates dead times and increases energy yield with respect to iterative MPPT techniques. However, it requires the measurement of wind speed. Under this premise, this paper describes the implementation of a high-performance virtual anemometer on a field programmable gate array (FPGA) platform. Said anemometer is based on a growing neural gas artificial neural network that learns and inverts the mechanical characteristics of the wind turbine, estimating wind speed. The use of this device in place of a conventional anemometer to perform model-based MPPT of WGs leads to higher reliability, reduced volume/weight, and lower cost. The device was conceived as a coprocessor with a slave serial peripheral interface (SPI) to communicate with the main microprocessor/digital signal processor (DSP), on which the control system of the WG was implemented. The best compromise between resource occupation and speed was achieved through suitable hardware optimizations. The resulting design is able to exchange data up to a 100 kHz rate; thus, it is suitable for high-performance control of WGs. The device was implemented on a low-cost FPGA, and its validation was performed using input profiles that were experimentally acquired during the operation of two different WGs.
Introduction
Suitable maximum power point tracking (MPPT) techniques are employed to optimize the yield of renewable energy sources, such as wind generators (WGs) and photovoltaic (PV) plants, by trying to operate them constantly in the maximum power point (MPP) of their nonlinear characteristic for each environmental condition. Many different MPPT techniques are available in the technical literature; a review is presented in [1] , and examples of implementations are shown in [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Among them, the perturb and observe method and the incremental conductance method, their enhanced versions [2] [3] [4] , and fuzzy logic-based MPPT [5] , are techniques that find and track the MPP iteratively. An advantage of these MPPT techniques is that they do not require the measurement of the environmental variable upon which the power being generated depends. However, their drawback is that they result in long transients or power oscillations around the MPP, particularly when the environmental conditions change rapidly. Thus, the energy yielded by the renewable generator decreases with respect to the theoretical performance.
On the contrary, other MPPT techniques employ analytical or black-box models of the renewable source; thus, they allow finding the MPP in a direct and almost instantaneous way, provided that the • A more comprehensive analysis of past works on virtual sensors has been provided, and several new references have been added; •
The training algorithm for the GNG ANN has been described; •
The interaction between the main processing platform and the virtual anemometer coprocessor is better described with the help of a new figure; •
The reuse factor of VHDL components that exploit resource sharing has been explicitly stated; •
The code of the chosen parallel sorting algorithm has been added; •
The compatibility of the virtual anemometer FPGA design with application-specific integrated circuit (ASIC) and system-on-chip (SoC) implementations has been highlighted; in particular, it has been shown that even the low-end, commercial SoCs have an adequate number of resources to implement the virtual anemometer.
The paper is structured as follows. The wind turbine models that are learned by the GNG ANN are presented in Section 2. The details of the GNG ANN, including the steps of the training and recalling algorithms, are described in Section 3. Then, Section 4 describes several aspects of the FPGA implementation of the virtual anemometer. The experimental validation procedure and the results are presented in Section 5. Finally, some conclusions are drawn.
Models of Horizontal and Vertical Axis Wind Turbines
The behavior of the proposed virtual anemometer is independent from the type and rating of the wind turbine under hand; hence, it can work with both vertical-axis and horizontal-axis turbines. The GNG ANN is trained using the set of mechanical characteristics (power/torque versus angular speed) of the chosen wind turbine for varying wind speed, which fully describe the steady-state turbine behavior. In particular, they can be obtained fitting the equations of the following two models, starting from datasets acquired either through a few experimental tests or as a result of finite element method (FEM) simulations.
Horizontal Axis Wind Turbine
The power generated by a horizontal axis wind turbine (HAWT) can be written as [34] :
where P m is the mechanical power of the turbine in [W], C p is the performance coefficient of the turbine, ρ is the air density in [kg/m 3 ], A is the turbine swept area in [m 2 ], v is the wind speed in [m/s], β is the blade pitch angle in [deg], and λ is the tip speed ratio defined as the ratio of the rotor blade tip to the speed of the wind:
In (2), ω T is the turbine angular speed, and R is the turbine radius. The performance coefficient is expressed by:
with:
and the coefficients c 1 · · · c 6 can be determined by fitting the mechanical characteristics of the wind turbine. Given the mechanical power, the torque produced by the turbine can be computed as:
where the torque coefficient of the turbine is defined as C T (λ, β) = C P (λ, β)/λ. Finally, it is worth recalling that both turbine speed and torque should be converted into the machine speed range by considering the gear ratio n: ω T = ω T n = ω rm and T T = T T /n.
Vertical Axis Wind Turbine
The power generated by a vertical axis wind turbine (VAWT) can be written as follows:
Therefore, the turbine torque can be expressed as:
The equations of the VAWT present a very similar structure to Equations (1)-(5), but they require the knowledge of only four coefficients; i.e., a 1 · · · a 4 . As in the HAWT case, the parameters can be determined by fitting the mechanical characteristics of the wind turbine, either from experimental measurements or from the results of FEM simulations.
The GNG Artificial Neural Network
The growing neural gas (GNG) is a particular kind of self-supervised neural network. The basic principle of the GNG is to start with an initially small network with only two units (neurons) and progressively increase the number of units in a growing structure [30, 35, 36] . The maximum size of the network is chosen a priori by the user considering the nature of data and the dimensionality of the working space. The underlying idea is that a limited number of units (neurons) can properly represent a larger amount of data. To perform this task, the network of neurons must be initially trained. During the training phase, the network learns the data, and consequently, the final configuration of the network is determined; such a phase, which is the most demanding from the computational point of view, is performed offline on a standard PC. Once the network is trained, its online employment is performed by means of the so-called recalling phase. In this phase, the network is used to predict the system output starting from previously unseen input data. The recalling phase is usually performed online and runs on a suitably chosen hardware platform.
In the application under study, once the direct function of Section 2 that expresses the wind turbine model, i.e.,
In this way, it is possible to estimate wind speed on the basis of the actual values of wind turbine speed and mechanical power/torque. In the following, the algorithms of training and recalling phases are described.
Training Phase
The complete algorithm for GNG training is summarized in the following steps:
1.
Start with two neurons a and b with random weights w a and w b in n ; 2.
Present an input signal ξ belonging to the training dataset; 3.
Find the nearest neuron s 1 and the second nearest neuron s 2 ; 4.
Increment the age of all edges emanating from s 1 ;
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5.
Add the squared distance between the input signal and the nearest neuron in the input space to a local counter variable: ∆error(s 1 ) = w s 1 − ξ 2
6.
Move s 1 in its direct topological neighbors towards ξ by fractions ε b and ε n , respectively, of the total distance:
for all direct neighbors n of s 1 ; 7.
If s 1 and s 2 are connected by an edge, set the age of this edge to zero; if such an edge does not exist, create it; 8.
Remove edges with an age larger than a max ; if this results in points with no emanating edges, remove them; 9.
If the number of input data presented so far is an integer multiple of a parameter λ, create a new neuron as follows:
a.
Determine the neuron q with the maximum accumulated error; b.
Insert a new neuron r halfway between q and its neighbor f , and remove the original edge between q and f ; c.
Decrease the error variables of q and f multiplying them by a constant α; initialize the error variable of r with the new value of the error variable of q;
10. Decrease all error variables multiplying them by a constant d; 11. If a stopping criterion (e.g., net size or performance criterion) is not yet fulfilled, then go to step 2.
The flowchart of the training algorithm, which synthetizes the above-described procedure, is shown in Figure 1 . initialize the error variable of r with the new value of the error variable of q; 10. Decrease all error variables multiplying them by a constant d; 11. If a stopping criterion (e.g., net size or performance criterion) is not yet fulfilled, then go to step 2. The flowchart of the training algorithm, which synthetizes the above-described procedure, is shown in Figure 1 . 
Recalling Phase
The recalling algorithm of the GNG is summarized as follows:
1.
Present the input vector ξ i ; 2.
Compute the K Euclidean distances D k between the vector ξ i and the weights w i,k of the K neurons of the GNG; 3.
Sort the D k 's in ascending order and consider the corresponding first P neurons; 4.
Compute the estimated output y by:
It is worth noting that the GNG ANN works differently from other classic supervised neural networks like the MLP ANN trained by the back-propagation algorithm. In fact, the GNG ANN considers the neurons that are closer to the input data, and it computes the output as its weighted sum (Equation (9)). This way, the computational demand is reduced with respect to the MLP ANN, which requires the evaluation of several non-linear functions, called activation functions (one for each neuron). On the other hand, a GNG ANN usually requires a much higher number of neurons in comparison to an MLP ANN.
FPGA Implementation of the Virtual Anemometer
The virtual anemometer consists of a coprocessor in the form of a programmed FPGA that can be interfaced with the processing platform in which the control scheme of the WG is implemented, i.e., a µP, µC, or DSP. The interaction between the main processing platform and the coprocessor is summarized by the synopsis of Figure 2 . As for the communication bus, SPI interface was chosen and implemented in the FPGA because of its high performance, wide diffusion, and availability as a hardware peripheral within several processing platforms. In the following, a µP-based control system is assumed with no loss of generality; in fact, if µCs or DSPs are used for WG control, they can exchange data with the virtual anemometer in the same way because they have at least one SPI interface available and several general purpose input/output (GPIO) pins. The µP that executes the control system of the WG periodically sends the values of the electrical machine's angular speed and torque (or power) to the virtual anemometer using the SPI interface. These are two variables that are already processed in the control system. Then, the virtual anemometer performs its computation and returns the estimated value of wind speed to the µP, which exploits the virtual measurement to perform model-based MPPT of the WG and to compute the command signals for the related power electronic converter accordingly.
In particular, the angular speed is measured by an incremental encoder; the torque, instead, can be estimated starting from the current signals by suitable torque models (based on flux observers/estimators) that can be embedded into the control algorithm of the WG. If needed, the power can be computed multiplying angular speed by torque.
The virtual anemometer is programmed just once using the neuron weights that result from the training phase of the GNG ANN, in which the whole set of wind turbine characteristics is learned. Because of this, the virtual anemometer works accurately in the whole wind speed range of the wind turbine. It is also worth highlighting that the virtual anemometer is equivalent to a real anemometer, which is a sensor that performs instantaneous measurements of wind speed. As such, it is not able to make either short-term or long-term predictions of wind load. If this feature is needed, a forecasting algorithm should be used instead of the virtual anemometer.
To obtain a well optimized design, the VHDL code describing the hardware design of the virtual anemometer has been manually written. The synopsis of the FPGA design is presented in Figure 3 , where the internal connections of reset and clock lines have been omitted for the sake of simplicity. The details of the SPI communication interface and the GNG ANN implementation are described in the following subsections. 
SPI Communication Interface and Protocol
The communication between the microprocessor and the coprocessor exploits an SPI bus with a 12 MHz clock. Data are exchanged through transactions involving three consecutive 8-bit words.
The packet structure for master (microprocessor) and slave (FPGA) communication on SPI bus is shown in Figure 4 . Each command (CMD) is issued by setting the first half word of the packet. If the master starts sending CMD = 0001, then the following data are the 20 bits of the x and y inputs for the GNG ANN; if the slave starts answering with CMD = 0001, then the following data are the 10 bits of the z output of the GNG ANN. Other CMD values are currently reserved for future uses; e.g., to update ANN weights online.
A finite state machine (FSM) is used as a supervisor that coordinates the data exchange between the SPI module and the GNG ANN, also providing error detection. 
The packet structure for master (microprocessor) and slave (FPGA) communication on SPI bus is shown in Figure 4 . Each command (CMD) is issued by setting the first half word of the packet. If the master starts sending CMD = 0001, then the following data are the 20 bits of the x and y inputs for the GNG ANN; if the slave starts answering with CMD = 0001, then the following data are the 10 bits of the z output of the GNG ANN. Other CMD values are currently reserved for future uses; e.g., to update ANN weights online. 
GNG ANN Implementation
The GNG ANN is supposed not to vary its structure (neuron number and weights) dynamically online. Thus, the training algorithm, in which the ANN learns the relationship = ( , ) using the provided training dataset, can be executed offline just once on a standard PC obtaining the weights of the ANN. Such weights are the x-y-z coordinates of each neuron and must be stored in the ROM XYZ implemented in the FPGA during the programming operation. The recalling algorithm of the GNG ANN is then the only algorithm implemented and executed online on the FPGA to compute the inverse function = ( , ) starting from the data transmitted by the microprocessor.
The block diagram describing the implementation of the recalling algorithm according to Section 3.2 is sketched in Figure 5 . The goal pursued was to implement such an algorithm achieving a suitable compromise between computation speed and resource utilization, so as to use a low-range, low-cost FPGA such as the Altera Cyclone III EP3C25F324 [37] . It is worth noting that wrong technical choices could negatively affect system performance, either reducing the estimation accuracy or hindering the implementation on the chosen programmable platform. Hence, 512 neurons have been considered; i.e., more than enough to obtain the required accuracy in wind speed estimation [13] . Furthermore, the following other technical choices have been made:
1. The inputs/outputs of the ANN are 10-bit integers as the data width of most ADCs commonly used within control systems; 2. The weights of the ANN are also 10-bit integers, and they are stored in a ROM that is implemented using some of the dedicated memory blocks inside the FPGA chip; 3. Hardware multipliers are used for computing blocks Δx 2 and Δy 2 of Figure 5 ; 4. Fixed point arithmetic is used; the related precision varies from 10 bit to 32 bit; in particular, Figure 5 indicates the used datatype as a triplet (s,b,f), where s = sign bit, b = total number of bits, f = number of fractional bits; 5. The final weighted sum is computed considering the eight neurons closest to the input data; 6. True parallel implementation was chosen for blocks u −1 , u1/u2, sqrt(u); 7. Resource sharing is enforced for blocks u 2 and for the sorting component with a reuse factor equal to 32; 8. For this latter component a fast, parallel sorting algorithm, i.e., bitonic sort [38] , has been chosen; this algorithm was implemented to select the eight smallest values among 16 input numbers; hence, the obtained VHDL component processes the distances from the input point to all neurons in blocks of 16 on several consecutive clock cycles; the bitonic sort algorithm, written as Matlab code, is shown in Algorithm 1. To obtain a modular and scalable design, several parameters (clock frequencies, neuron number, input data width, etc.) were implemented as VHDL generics. Therefore, changing such values does not break the design operation after recompilation. This is an interesting feature that simplifies further improvements of the virtual sensor and the use of the GNG ANN in other contexts.
The required frequency for the external oscillator is 50 MHz, and Table 1 summarizes the resources used within the Altera EP3C25F324C8 FPGA. The maximum clock frequency for the implemented GNG ANN is 7 MHz. Considering this value, the SPI clock frequency, the number of bits to transmit and the delays required by the SPI protocol, the maximum frequency of data exchange between the FPGA and the microprocessor is 100 kHz. Hence, the data rate of the virtual anemometer A finite state machine (FSM) is used as a supervisor that coordinates the data exchange between the SPI module and the GNG ANN, also providing error detection.
The GNG ANN is supposed not to vary its structure (neuron number and weights) dynamically online. Thus, the training algorithm, in which the ANN learns the relationship y = f (x, z) using the provided training dataset, can be executed offline just once on a standard PC obtaining the weights of the ANN. Such weights are the x-y-z coordinates of each neuron and must be stored in the ROM XYZ implemented in the FPGA during the programming operation. The recalling algorithm of the GNG ANN is then the only algorithm implemented and executed online on the FPGA to compute the inverse function z = f −1 (x, y) starting from the data transmitted by the microprocessor.
1.
The inputs/outputs of the ANN are 10-bit integers as the data width of most ADCs commonly used within control systems; 2.
The weights of the ANN are also 10-bit integers, and they are stored in a ROM that is implemented using some of the dedicated memory blocks inside the FPGA chip; 3.
Hardware multipliers are used for computing blocks ∆x 2 and ∆y 2 of Figure 5 ; 4.
Fixed point arithmetic is used; the related precision varies from 10 bit to 32 bit; in particular, Figure 5 indicates the used datatype as a triplet (s,b,f), where s = sign bit, b = total number of bits, f = number of fractional bits; 5.
The final weighted sum is computed considering the eight neurons closest to the input data; 6.
True parallel implementation was chosen for blocks u −1 , u 1 /u 2 , sqrt(u); 7.
Resource sharing is enforced for blocks u 2 and for the sorting component with a reuse factor equal to 32; 8.
For this latter component a fast, parallel sorting algorithm, i.e., bitonic sort [38] , has been chosen; this algorithm was implemented to select the eight smallest values among 16 input numbers; hence, the obtained VHDL component processes the distances from the input point to all neurons in blocks of 16 on several consecutive clock cycles; the bitonic sort algorithm, written as Matlab code, is shown in Algorithm 1.
To obtain a modular and scalable design, several parameters (clock frequencies, neuron number, input data width, etc.) were implemented as VHDL generics. Therefore, changing such values does not break the design operation after recompilation. This is an interesting feature that simplifies further improvements of the virtual sensor and the use of the GNG ANN in other contexts. system cost, weight, volume, and power consumption. Being written in standard VHDL, the design of the virtual anemometer is compatible with the programmable logic of every SoC, provided that enough hardware resources are available. Only a recompilation for the chosen target would be needed. For example, the Xilinx Zynq SoC could be used [39] . This device, even in the less performing version (Zynq Z-7007S), encompasses a powerful ARM Cortex-A9 microprocessor and Artix 7 programmable logic with a sufficient number of hardware resources, as shown in Table 1 . The required frequency for the external oscillator is 50 MHz, and Table 1 summarizes the resources used within the Altera EP3C25F324C8 FPGA. The maximum clock frequency for the implemented GNG ANN is 7 MHz. Considering this value, the SPI clock frequency, the number of bits to transmit and the delays required by the SPI protocol, the maximum frequency of data exchange between the FPGA and the microprocessor is 100 kHz. Hence, the data rate of the virtual anemometer is considerably faster than the execution time of even the most demanding current loop of any WG control system. In other words, the use of the virtual anemometer does not worsen the performance of the WG control system. Finally, it is worth noting that there are two alternatives to produce the proposed virtual anemometer. If mass production of the device is needed, the design can be implemented as an application-specific integrated circuit (ASIC) on the basis of the same VHDL code of the FPGA implementation. Otherwise, a system-on-chip (SoC) could be used to implement both the microprocessor and the FPGA coprocessor of Figure 2 on the same device. This choice would reduce system cost, weight, volume, and power consumption. Being written in standard VHDL, the design of the virtual anemometer is compatible with the programmable logic of every SoC, provided that enough hardware resources are available. Only a recompilation for the chosen target would be needed. For example, the Xilinx Zynq SoC could be used [39] . This device, even in the less performing version (Zynq Z-7007S), encompasses a powerful ARM Cortex-A9 microprocessor and Artix 7 programmable logic with a sufficient number of hardware resources, as shown in Table 1 . 
Experimental Validation
A standard PC equipped with a Silicon Labs CP2130 USB-to-SPI Protocol Converter has been used to communicate with the FPGA board. A specific application has been written to exchange data using the CP2130 C/C++ libraries in the same way as the µP (or µC or DSP) would do.
The virtual anemometer has been validated using two sets of data (wind speed, angular speed, and power/torque) that have been previously acquired experimentally during the operation of two WGs: a 5.5 kW horizontal axis wind turbine (HAWT) and a 1 kW vertical axis (Darrieus type) wind turbine (VAWT). As for wind speed measurement, the first turbine was equipped with a Windmeter cup anemometer by Soluzione Solare with an RS485 digital output and 1 Hz output sampling rate. On the other hand, the VAWT was equipped with a DeltaOhm HD 2003 ultrasonic anemometer with analog output and 1 Hz output sampling rate. The model parameters of the chosen HAWT/VAWT are shown in Tables 2 and 3, respectively. Figure 6a ,b shows the torque versus speed characteristics for varying wind speed of the HAWT and VAWT under study, respectively. For each scenario, the GNG ANN has been set-up and trained offline in Matlab environment using 70% of the related dataset, obtaining a set of weights that has been stored into the ROM of the virtual anemometer. Such training data are shown in Figure 7a ,b in gray and represent the characteristic surfaces (in terms of turbine torque/power, wind speed, and angular speed) of the HAWT and VAWT under study. Furthermore, Figure 7a ,b also show the neurons of the trained GNG and their connections. As the figures show, the neurons lie on the characteristic surfaces. Since the GNG is a static ANN, the correct operation of the FPGA-based virtual anemometer in each scenario has been verified with reference to its static behavior by comparing the estimated and measured wind speed profiles, starting from the test dataset (i.e., the remaining 30% of each original dataset). The wind speed profile has been estimated by presenting the GNG ANN with couples of input values (angular speed and power/torque) taken from the test dataset, sequentially. Therefore, each estimated wind speed value was compared with the measured wind speed value that corresponded to the angular speed and power/torque used as input for the estimation. In particular, torque and angular speed profiles have been considered in the first scenario, whereas power and angular speed profiles have been chosen for the other one. These two different choices depend on the different electrical signals available in HAWTs and VAWTs, since they exploit different topologies of power converters and related control systems.
For the sake of clarity, the comparison between estimated and measured wind speed profiles is presented in Figure 8a ,b considering a sample interval for each scenario. As the figures show, the estimated wind speed tracks the measured wind speed at steady-state. This happens throughout the entire test dataset. Being this condition verified, each steady-state triplet (wind speed, angular speed, torque/power) is coherent and represents a point that belongs to the surface of mechanical characteristics of the wind turbine, validating the estimation process and the static operation of the virtual anemometer. 
Conclusions
A high-performance implementation of an FPGA-based virtual anemometer that allows modelbased maximum power point tracking (MPPT) of wind generators (WGs) has been presented. It was based on a growing neural gas artificial neural network (GNG ANN) that was implemented on a low-cost FPGA platform. As an alternative, it could be implemented as an ASIC or on the programmable logic of a system-on-chip (SoC) by simply recompiling for the different target.
The best compromise between resource occupation and speed was achieved through suitable hardware optimizations. The proposed virtual anemometer was conceived for embedded applications, unlike other virtual sensors proposed in the literature. Since it is able to exchange data up to a 100 kHz rate, it is suitable for high-performance model-based MPPT of WGs.
The proposed system has been validated on a commercial FPGA, taking advantage of two sets of wind turbine data (wind speed, angular speed, and power/torque) that have been previously acquired experimentally, and discussing both the static and dynamic behavior. It is worth remarking that, despite the use of a static ANN, the virtual anemometer exhibits an estimation transient because, although the real wind speed stays constant after its rising edge, its input variables are affected by the mechanical dynamics of the wind turbine, which are slower for the HAWT (Figure 8a ) than for the VAWT (Figure 8b) .
As for the dynamic behavior of the proposed virtual anemometer, the following considerations hold. The variation of wind turbine torque/power in response to a wind speed variation is nearly instantaneous, whereas the angular speed varies according to the mechanical dynamics of the wind turbine. The virtual anemometer has high bandwidth, so its output variation is instantaneous as the torque/power variation (t = 0). However, the estimation lag depends on the settlement of angular speed. On the other hand, the real anemometer has a low sampling rate, so it can update its output up to one sampling time after the real wind variation. For example, referring to Figure 8a , the output of the real anemometer (red curve) could have been updated up to 1 second after the output variation of the virtual anemometer (t = 0), exhibiting almost the same lag. Instead, referring to Figure 8b , the output of the virtual anemometer does not exhibit an appreciable lag because of the lower mechanical inertia of the VAWT; thus, it meets or exceeds the performance of the real anemometer, whose lag can be up to 1 second.
In any case, the presence of a short lag in the output of the real/virtual anemometer is not a problem. In fact, the tracking time of a model-based MPPT that exploits such anemometers is significantly faster than that of any iterative MPPT algorithm, which must be much slower than the mechanical dynamics of the wind turbine to wait for the settlement after each perturbation.
In other words, the proposed virtual anemometer can be an effective and cheaper alternative to a real anemometer for performing model-based MPPT.
A high-performance implementation of an FPGA-based virtual anemometer that allows model-based maximum power point tracking (MPPT) of wind generators (WGs) has been presented. It was based on a growing neural gas artificial neural network (GNG ANN) that was implemented on a low-cost FPGA platform. As an alternative, it could be implemented as an ASIC or on the programmable logic of a system-on-chip (SoC) by simply recompiling for the different target.
The proposed system has been validated on a commercial FPGA, taking advantage of two sets of wind turbine data (wind speed, angular speed, and power/torque) that have been previously acquired experimentally, and discussing both the static and dynamic behavior.
