By using affine-invariant shape descriptors, it is possible to recognize an unknown planar object from an image taken from an arbitrary view when standard view images of candidate objects exist in a database. In a previous study, an affine-invariant function calculated from the wavelet coefficients of the object boundary has been proposed. In this work, the invariant is constructed from the multiwavelet and (multi)scaling function coefficients of the boundary. Multiwavelets are known to have superior performance compared to scalar wavelets in many areas of signal processing due to their simultaneous orthogonality, symmetry, and short support properties. Going from scalar wavelets to multiwavelets is challenging due to the increased dimensionality of multiwavelets. This increased dimensionality is exploited to construct invariants with better performance when the multiwavelet "detail" coefficients are available. However, with (multi)scaling function coefficients, which are more stable in the presence of noise, scalar wavelets cannot be defeated.
INTRODUCTION
Object recognition is one of the most difficult problems in computer vision. However, if the problem definition includes only planar objects, which are to be viewed from arbitrary directions, it is possible to design recognition systems that have satisfactory performances. When the depth of an object along the line of sight is small compared to the viewing distance of the camera, as its images are produced from different viewpoints, it seems to be going through an affine transformation. Thus, for recognition of planar objects, it suffices to find suitable affine invariants. These invariants are shape descriptors that remain unchanged even when the viewing point of the camera changes. Therefore, it may be said that object recognition is a search for invariants [1] .
Recognition techniques are classified according to how the shape descriptors are calculated from the images of objects. One such classification is based on whether the boundary or the region of the object is required. Region-based techniques take into account the whole region in the image corresponding to the object, whereas boundary-based techniques analyze the object boundary. Analyzing only the boundary is advantageous compared to the region-based techniques in terms of computational complexity, since the amount of data to be processed substantially diminishes. Yet another classification to discriminate between the shape descriptors is whether they are local or global. Local techniques, which usually resort to higher-order derivatives, are very much affected by the presence of noise [1] . Global techniques, on the other hand, consider the whole data when calculating the shape descriptors, and hence suffer from occlusion of the object. Fourier descriptors in [2] and the wavelet-transformbased methods [3] [4] [5] , which are the subject of this paper, are examples of boundary-based global techniques, since computation of the transform coefficients requires all of the boundary coordinates.
Among the wavelet-transform-based techniques, the work by Khalil and Bayoumi [4] deserves further attention. When calculating the affine-invariant shape descriptor, they have used the biggest number of wavelet scales. The affineinvariant function proposed in [4] uses 7-12 wavelet scales. Different boundaries may have similar wavelet coefficients at a particular scale, but not at all scales [4] . Thus, with more scales used, the more accurate the representation of the boundary becomes. A database of 20 airplane objects is used to test the recognition performance of the affine-invariant function. Uniformly distributed noise at 50 dB and 20 dB signal-to-noise ratios (SNR) is added to the randomly affinetransformed object boundaries [4, 6] . However, only one realization of noise and one object view are not sufficient to assess the performance of the invariant function proposed. Besides, only one type of wavelet, the one in [7] , has been used in the simulations accompanied with an inadequate analysis as to which wavelet scales should be chosen.
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Multiwavelets, which are generalizations of wavelets, have shown superior performance compared to wavelets in such areas as image compression [8] and image denoising [9, 10] . These application areas are related to object recognition, for they, too, require compact and accurate representations. Thus, the affine-invariant function should also benefit from using multiwavelet coefficients instead of wavelet coefficients. Since coefficients at different scales are multiplied together when calculating the invariant function, the undecimated (redundant) multiwavelet transform, which is also translation invariant, is employed. In [11] , where planar shapes are represented with the orthogonal multiwavelet transform coefficients, the multiwavelets are shown to be more promising than scalar wavelets in terms of accuracy of representation.
In this work, the affine-invariant function in [4] is constructed from (multi)wavelet and (multi)scaling function coefficients of the object boundary. Extensive simulations are made with three object databases and hundred views for each of the objects. Four wavelets, two combined sets of wavelets, and six multiwavelets are tested. The approximation properties of the (multi)wavelets are shown to be the most significant criterion when choosing either the transform coefficient scales or the type of (multi)wavelet. Moreover, whether the objects are smooth or contain detail affect the performance of the invariant function.
The rest of the paper is organized as follows. Section 2 reviews the orthogonal multiwavelet transform and explains the procedure for calculating the redundant multiwavelet transform. The affine-invariant function in [4] is introduced in Section 3, where the differences between the invariants using (multi)wavelet and (multi)scaling function coefficients are outlined. Experimental results and a theoretical analysis based on the approximation properties of (multi)wavelets are in Section 4. Finally, conclusions are made in Section 5.
MULTIWAVELET TRANSFORM

Orthogonal multiwavelet transform
Multiwavelets have been introduced as an extension to scalar wavelets and are defined by a set of wavelets instead of a single wavelet [12] . The theory is, again, based on the idea of multiresolution analysis [13] . The standard multiresolution, which has one scaling function, φ(t), has the following properties.
(i) The translates φ(t − k) are linearly independent and produce a basis for the subspace V 0 .
where L 2 (R) is the vector space of measurable, square integrable one-dimensional (1D) functions.
(iii) The integer translates of the wavelet ψ(t − k) produce a basis for the "detail" subspace W 0 to give V 1 ,
where V 0 ⊥W 0 . 
Similarly, the multiwavelet is expressed as a weighted sum of the multiscaling functions at the next finer scale,
In (3) and (4), the low-pass filter coefficients H(k) and the high-pass filter coefficients
, it can be written as a linear combination of multiscaling functions and multiwavelets with (5) where C j and D j represent the multiscaling function and multiwavelet coefficients at scale j, respectively, j 0 denotes the coarsest scale and
are Φ(t) and Ψ(t) shifted in time and then scaled in amplitude and time, respectively. Since multiwavelets and multiscaling functions are orthogonal, the multiscaling function (C) and multiwavelet coefficients (D) at a coarser scale can be calculated from the multiscaling function coefficients at a finer scale,
These are the analysis equations that can be implemented with a filterbank consisting of low-and high-pass filters followed with downsamplers. This is demonstrated in Figure 1 . Each single scaling function of the multiscaling function has a scalar coefficient associated with it. Hence, C is a column vector of dimension R. In order to start the filterbank, initial estimates of the multiscaling function coefficients at the finest (highest) scale have to be obtained from the samples of the signal f (t). The signal samples are, thus, preprocessed
Figure 1: The analysis filterbank for orthogonal multiwavelet transform.
(prefiltered) to produce reasonable values for the coefficients of the multiscaling function at the finest scale [14] . A number of preprocessing techniques have been proposed for this purpose. Repeated row (RR) and approximation (AP) preprocessings are the two most widely used techniques [15] . In RR preprocessing, the rows of the input vector to the filterbank are obtained by scaling the first row consisting of the signal samples. This preprocessing increases the total number of samples leading to an oversampling of the original signal. AP preprocessing, which is based on the approximation properties of continuous-time wavelets, on the other hand, yields a critically sampled representation.
Redundant (undecimated) multiwavelet transform
The procedure for calculating the redundant multiwavelet transform is based on the work of Mallat in [16] for scalar wavelets. If R = 2 and RR (AP) preprocessing is employed on a 1D signal with length N, the preprocessed signal is 2 × N (2×N/2). H(k) are 2×2 matrices and C j (k) are 2×1 vectors,
Regarding each element of a matrix filter coefficient as the coefficient of a scalar filter, h 1 (−k) and h 3 (−k) filter the first, and h 2 (−k) and h 4 (−k) filter the second row of multiscaling function coefficients,
where * denotes convolution. In this form, it is apparent that both rows of multiwavelet and multiscaling function coefficients at a coarser scale depend on both rows of multiscaling function coefficients at a finer scale. We have obtained the redundant multiwavelet transform by avoiding downsampling and padding each of the scalar filters with zeros for upsampling. This has the same effect as padding each of the matrix filter coefficients with zero matrices of size 2 × 2. Consequently, the number of redundant multiwavelet coefficients at each scale is identical (i.e., 2 × N).
MULTIRESOLUTION ANALYSIS OF THE OBJECT BOUNDARY
When a planar object is to be recognized from its image, the boundary of the object, which is modeled with a 2D curve, is analyzed. Consider a situation where reference images of the objects to be recognized are kept in a database, and a test image taken from a different view of one of the objects is also present. The goal is to find to which object this test image belongs. Each point (x(t), y(t)) on the boundary curve in the reference image has been mapped to a point ( x(t), y(t)) on the curve in the test image,
Formulas (10) are combined as
where
A in (12) is a nonsingular square matrix representing rotation, scaling, and skewing in the affine transformation, and vector b represents translation.
The affine-invariant wavelet function
The wavelet coefficients at scale j of the boundary curve in the test image are related to those of the boundary curve in the reference image by an equation similar to (11):
where W j denotes the wavelet "detail" coefficients at scale j. More clearly,
with W j a 0 = W j b 0 = 0 due to high-pass filtering. An affineinvariant function is defined in [4] with two scales as
This is a relative invariant, where different affine transformations of the boundary produce scaled versions of f i, j (t), since it is given by
where det(·) is the determinant. An affine-invariant function with six wavelet scales is proposed in [4] by introducing a wavelet-based conic equation using three wavelet scales. The shape descriptor is the invariant of two wavelet-based conics with parametrized coefficients, where the conics are defined for the scales {a, b, c} and {d, e, f }. Different wavelet-based conics are represented with the two sets of scales. When the coefficients of the conics are solved for, the function η a,b,c,d 
In (17), | · | is the determinant, and the dependence of x and y on the parameter t has been omitted due to limitations of space. The function is a relative invariant, since it is proven in [4] to be a sum of products of the relative invariant functions f i, j (t) with {i, j} ∈ {a, b, c, d, e, f }. An absolute invariant is obtained in [4] by dividing the relative invariant η(t) with another one composed of a different set of wavelet scales. Then, the total number of scales used ranges from 7 to 12 depending on how much overlap between the chosen scales of the two functions is allowed.
The affine-invariant multiwavelet function
With MW j x i (t) denoting the multiwavelet coefficients (detail signal) of the x-coordinate function x(t) of the preprocessed boundary at the ith row and scale j, and taking the multiwavelet transform of (11), it is observed that multiwavelet coefficients at identical rows, which correspond to the same wavelet ψ i (t), are related by an equation similar to the scalar wavelet case for the jth scale:
where i ∈ {1, 2, . . . , R}. Thus, the affine-invariant function in (17) can be constructed from the multiwavelet coefficients by using six sets of coefficients of the form MW j x i (t), where at each scale, there are R sets of coefficients.
The affine-invariant (multi)scaling function
The (multi)scaling function coefficients of the boundary curve depend on the position of the object in the image, since the effect of translation b in (12) is not eliminated with lowpass filtering. This dependence is, however, easily removed by selecting the centroid of the object as the center of the coordinate system when constructing the affine-invariant function. Then, the scaling and multiscaling function coefficients satisfy the same equations that the wavelet and multiwavelet coefficients do. Although the affine-invariant function η(t) is constructed in a similar fashion from the (multi)wavelet and (multi)scaling function coefficients, there is a major difference between the invariants obtained. Whereas the (multi)wavelet coefficients at different scales correspond to orthogonal vector spaces W j , the subspaces generated by the (multi)scaling functions are nonorthogonal. Therefore, the (multi)scaling function coefficients at different scales are related.
The choice of scales
In [4] , where the affine-invariant function η(t) is proposed, and constructed from wavelet coefficients, the first finest scales have been avoided because they are sensitive to noise. The effects of quantization are revealed in the finest scale of wavelet coefficients. The authors in [17] , which advocates the use of scaling function coefficients instead of wavelet coefficients when constructing invariants, have observed that the amplitudes of the first few wavelet scales are small and highly sensitive to noise. As the scale gets coarser, the details of object boundaries have been removed from the (multi)scaling function coefficients by low-pass filtering. Thus, the more distinguishing features of objects are concentrated in the first finer-scale (multi)scaling function coefficients. An object, which is known to belong to a specific database, is identified via the maximum normalized correlation value between its invariant function and the invariant functions of the objects in the database. Thus, six scales are enough to form the invariants, since they are matched by normalized correlation taking on values in the range [0, 1].
The boundaries of objects are resampled to have a length of 2 7 and the redundant (multi)wavelet transform is taken for seven scales. For the multiwavelet transform, the RR preprocessing is employed with which better recognition performance is observed compared to AP preprocessing. This is a consequence of the fact that oversampled data representations are useful for feature extraction [15] . With RR preprocessing, the multiwavelet transform yields seven scales of coefficients for the object boundary like in the scalar case. The chosen scales for the experiments in the next section are as follows:
(i) wavelet: the finest scale is avoided and the coarsest six scales are chosen; (ii) multiwavelet: both rows of the coarsest three scales are used with R = 2; (iii) scaling function: the finest six scales are employed; (iv) multiscaling function: the finest three scales with both rows of coefficients are used to construct the affineinvariant function with R = 2.
EXPERIMENTAL RESULTS AND DISCUSSION
In this section, the recognition performance of the affineinvariant function η(t) constructed with either (multi)wavelet or (multi)scaling function coefficients is investigated. Experiments using real airplane images, which are obtained from [4] , are carried out with experimental setups similar to the ones in [4, 6] . The database shown in Figure 2 consists of 20 airplane images in their top view. It contains objects with very small differences, like models (g) and (t) or (r) and (s).
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Figure 2: The database of airplane object images in their top view.
The boundaries of the objects are affine transformed with the transformation matrix
where θ ∈ {0
• , 36
• , . . . , 324
• } and b ∈ {−2, −3/2, −1, . . . , 3/2, 2, 5/2} to realize the unknown object boundaries. This makes a total of 100 views for each reference object in the database. Initially, there exists perfect point correspondence between the boundary curves related by an affine transformation. For this ideal case of perfect point correspondence, the normalized correlation is exactly one. Before calculating the invariant function of the unknown object, uniformly distributed noise at an SNR of 20 dB is added to the boundary curve as in [4, 6] . SNR is defined as the ratio of the average squared distance of the boundary points from the centroid of the curve to the variance of the uniformly distributed noise. Uniform distribution takes on values from a finite range determined by its mean and variance. Adding uniformly distributed noise is realistic in the sense that any boundary tracking algorithm will find points closely spaced as belonging to the boundary. When the affine-transformed boundary of object (i) is disturbed with uniformly distributed white noise such that SNR = 20 dB, it appears as in Figure 3 . The noise shifts the samples of the boundary in random directions. This results in a loss of point correspondence between the affine-transformed and reference curves, which lowers the correlation between their invariants.
Point correspondence between the two curves can be restored, for instance, by finding uniform starting points for the boundary curves of objects through registering the shapes based on an analysis of the discrete Fourier series phase differences [18] , and subsequently employing an affine-invariant parametrization.
The experiments have been performed with four wavelets, two combined sets of wavelets and six multiwavelets:
(1) MZ: the wavelet in [7] , which is used in [4] ; (2) d4: Daubechies 4-coefficient orthogonal wavelet [19] ; (3) la8: Daubechies 8-coefficient least asymmetric orthogonal wavelet [19] ; (4) bi9: 9/7-coefficient symmetric biorthogonal wavelet [19] ; (5) (6) la8-bi9 combination; (7) GHM: Geronimo-Hardin-Massopust orthogonal symmetric multiwavelet [20] ; (8) CL: Chui-Lian orthogonal symmetric multiwavelet [21] ; (9) SA4: orthogonal symmetric multiwavelet constructed by Shen et al. [22] ; (10) bih52s: biorthogonal symmetric multiwavelet [23] ; (11) bighm2: biorthogonal multiwavelet obtained from GHM by factoring out one approximation order [24] ; (12) cardbal4: orthogonal cardinal 4-balanced multiwavelet constructed by Selesnick [25] .
For the MZ-d4 and la8-bi9 combinations, the wavelet-coefficient based-invariant is calculated from the coarsest three scales and when the scaling function coefficients are available, the finest three scales are made use of. Coefficients of two wavelets are combined in one invariant in an effort to make the number of single wavelets applied equal to those of multiwavelets: the multiwavelets above have R = 2. The equations that multiwavelets have to satisfy make it difficult to construct multiwavelets with R > 2.
The boundaries of the objects in the database are affine transformed using (19) , and different realizations of noise are added to each transformed curve such that SNR = 20 dB. The affine-invariant function η(t) calculated from the transformed curve, which is noisy, is correlated with the invariants of the objects in Figure 2 via
6 EURASIP Journal on Advances in Signal Processing Table 1 : Number of correctly matched poses of objects at 20 dB with (multi)wavelet coefficients. Plane  MZ  d4  la8  bi9  MZ-d4  la8-bi9  GHM  CL  SA4  bih52s  bighm2  cardbal4  (a)  100  87  74  90  100  99  100  100  97  100  100  91  (b)  100  64  71  60  99  78  99  99  100  91  93  99  (c)  100  69  67  62  96  84  98  100  95  95  95  79  (d)  88  72  45  57  94  83  97  98  96  96  87  48  (e)  100  84  84  63  100  95  100  100  100  100  100  100  (f)  94  74  78  62  100  89  100  100  95  98  96  90  (g)  87  42  47  32  99  93  93  95  93  89  82 where i ∈ {1, . . . , 20}, η(t) and η i (t) of length 2 7 are the invariants of the unknown and reference objects, respectively. The maximum of the correlations identifies the unknown object.
Number of correct matches
The recognition performance of the affine-invariant function constructed from (multi)wavelet coefficients is displayed in Table 1 as the number of correct matches for each object. In the last row, the average (multi)wavelet performance is shown. Although the highest average recognition rate is achieved by MZ-d4 combination, the multiwavelets have generally outperformed the scalar wavelets. The function based on a combination of la8 and bi9 coefficients is a major improvement over the la8 and bi9 invariants. In addition, the recognition rates of the (multi)wavelets are seen to be correlated with the objects, where, for instance, plane (t) generally has the lowest rates among all of the objects. These observations are related to the approximation properties of (multi)wavelets.
The subspaces V j spanned by translates of (multi)scaling functions are required to reproduce polynomials up to a certain degree K − 1 [26] . Therefore, as W j is orthogonal to V j , the first K moments of the (multi)wavelet vanish,
Such a (multi)wavelet has approximation order K. When R = 1, the span of φ(t) contains all polynomials of degree < K. However, when R > 1, the span of each individual scaling function φ i (t), i ∈ {1, . . . , R}, does not have to contain all such polynomials [26] . For R = 1, the degree of polynomials that can be exactly represented by a sum of weighted and shifted scaling functions is shown to be tied to the number of zero moments of wavelet filters as well [14] : all moments of the wavelet (high-pass) filters are zero, μ(k) = 0 for
(Multi)wavelets in this work have approximation orders of 1, 2, or 4:
A higher approximation order necessitates an increase in the length of filter coefficients for wavelets as exemplified by d4 and la8 wavelets. Theoretically, smoother objects can be represented by polynomials of lower degree. The (multi)scaling function coefficients of such objects are sufficient for an accurate representation and the (multi)wavelet coefficients, which show the details, have small amplitudes. Hence, the affineinvariant function η(t) using (multi)wavelet coefficients of the (multi)wavelets with higher K fails to recognize smoother objects at a corresponding higher rate. MZ wavelet with the lowest K is the most successful wavelet in terms of recognition performance. d4 with K = 2 comes next and the two other wavelets, la8 and bi9 having K = 4, are especially unsuccessful with the smoothest object, plane (t). Combining their wavelet coefficients at the coarser scales so that the finest scales with small amplitudes are avoided helps to improve their joint performance when using the wavelet-coefficient based invariant function. The multiwavelets have generally high recognition rates, since their increased dimensionality makes it possible to disregard the noisy finest scales in the beginning. The lower number of correct matches for cardbal4 with K = 4 justifies the claim about the approximation properties of (multi)wavelets. Two image databases have been formed to separate smooth objects from those that contain more details. They are shown in Figures 4 and 5 , respectively. The same experiment is repeated and the average recognition performance of (multi)wavelets is given in Table 2 . As expected, the average number of correct matches for wavelets with high K (i.e., la8 and bi9) is very low for smooth objects. The objects in the device images database have been correctly matched a larger number of times, since their details have been captured by the (multi)wavelet coefficients.
Employment of (multi)scaling coefficients when constructing the affine-invariant η(t) affects its performance so much that wavelets with high K should be preferred over the multiwavelets. The average recognition rates for the three databases are given in Table 3 . For smooth objects, combining the scaling function coefficients of two wavelets deteriorates the performance of the invariant while this observation does not hold for the device objects. Among the multiwavelets, cardbal4 has exceptionally good recognition performance. The average number of correct matches with GHM is high as well.
As opposed to (multi)wavelet coefficients, which are coefficients of basis functions spanning orthogonal spaces, (multi)scaling function coefficients are obtained from nested subspaces V j which are related. Therefore, when the coefficients of two different scaling functions are combined, as in each of the MZ-d4, la8-bi9, or multiwavelet cases, it is essential that the scaling function filters and the approximation properties of the individual scaling functions are similar. Specifically, a constant signal should remain constant after filtering. Filtering a constant signal c = 1 with the lowpass filters of the wavelets and multiwavelets used here produces the signals c and [c ,1 c ,2 ] T , respectively, where T is the transpose:
Hence, for some of the multiwavelets, the multiscaling function coefficients of the boundaries of smoother objects at different rows should not be jointly used in calculating the affine-invariant function η(t) which requires them to be multiplied as in (17) . The result is especially catastrophic for the SA4, CL, bih52s, and bighm2 multiwavelets. The average number of correct matches in Table 3 is in compliance with this observation and cardbal4 rightfully achieves high recognition rates with an accompanying good performance for GHM.
The performance of the affine-invariant η(t) is a function of the amount of noise on the boundary curve of the object as well. Thus, a final experiment is made, where the realizations of noise are produced in such a way that SNR is varied between 20 dB and 50 dB. The results are shown in Figure 6 . The averages of the correlations (20) between the invariants obtained from the reference and noisy-affine transformed curves for the objects in Figure 2 are displayed. It is observed that the invariants based on either the scaling function or the multiwavelet and the combined sets of wavelet coefficients are less sensitive to the amount of noise.
CONCLUSION
In this work, recognition of planar objects from their test images which have been obtained from different directions than their standard view in a database has been considered. The test images and the reference ones in the database are related by an affine transformation. Thus, affine invariants are required for recognition. Previously, an affineinvariant function calculated from the wavelet coefficients of the object boundary has been proposed in [4] . However, the performance of the function has been tested for only one view of the object with one type of wavelet. Here, we have calculated the invariant from (multi)wavelet and (multi)scaling function coefficients of the boundary. An extensive set of simulations are made, which indicate the following:
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(i) multiwavelets have a superior performance compared to scalar wavelets when the detail coefficients are available. For smooth objects, the result is more pronounced; (ii) the scaling function coefficients of two different scaling functions should not be used jointly in one invariant function due to the fact that the scaling function coefficients at different scales are expected to be correlated; (iii) the scaling function coefficients are more stable compared to wavelet coefficients in the presence of noise.
The observations above are shown to be closely related to multiresolution analysis and the approximation properties of (multi)wavelets.
