Given a sequence of linear forms Rn = Pn;1 ¬ 1 + ¢ ¢ ¢ + Pn;m ¬ m ; Pn;1 ; : : : ; Pn;m 2 K; n 2 N; in m > 2 complex or p-adic numbers ¬ 1 ; : : : ; ¬ m 2 Kv with appropriate growth conditions, Nesterenko proved a lower bound for the dimension d of the vector space K¬ 1 + ¢ ¢ ¢ + K¬ m over K, when K = Q and v is the in¯nite place. We shall generalize Nesterenko' s dimension estimate over number¯elds K with appropriate places v, if the lower bound condition for jRn j is replaced by the determinant condition. For the q-series approximations also a linear independence measure is given for the d linearly independent numbers. As an application we prove that the initial values F (t); F (qt); : : : ; F (q m ¡ 1 t) of the linear homogeneous q-functional equation
Introduction
Let F (t) be a non-zero solution of the q-functional equation N F (q m t) = P 1 F (q m¡1 t) + P 2 F (q m¡2 t) + ¢ ¢ ¢ + P m F (t); m > 2; (1.1) where N = N (q; t), P i = P i (q; t) 2 K[q; t] (i = 1; : : : ; m) are polynomials in q and t with coe¯cients from the eld K. Here we suppose that equation (1.1) satis ed by F (t) is of the lowest order m. The analytic solutions of (1.1) include inter alia generalized q-hypergeometric (basic) series
(a 1 ) n : : : (a k ) n (q) n (b 1 ) n : : : (b l ) n t n ;
where (a) 0 = 1 and (a) n = (1 ¡ a)(1 ¡ aq) : : : (1 ¡ aq n¡1 ) for n 2 Z + . There are few works considering linear independence properties of the solutions within the general framework of equation (1.1). Osgood [15] studied quantitative irrationality for the Frobenius-type series solutions of (1.1) over the Gaussian eld Q(i) when q = 1=d, d 2 Z[i], jdj > 1. Bézivin [2, 3] proved linear independence results for the series
and its derivatives over imaginary quadratic eld K, when q 2 Z K , jqj > 1. T opfer [21] considered linear independence of the solutions and their derivatives in some special cases of (1.1). In the special case qtF (q 2 t) = ¡ F (qt) + F (t) attached to the Rogers{Ramanujan continued fraction sharp irrationality measures have been obtained by Bundschuh [4] and Shiokawa [17] in the imaginary quadratic eld case and by Matala-aho [10] when K is an algebraic number eld.
On the other hand, there is much work considering the arithmetic nature of the q-hypergeometric series k © l (t) (see Stihl [19] and Katsudara [9] ) and of the analytic solutions F (t) of the rst degree q-functional equation A(q; t)F (qt) = B(q; t)F (t) + C(q; t); see [1, 4{7, 13, 14, 16, 18, 20{22] .
In the rst part we shall state and prove linear independence results. Theorem 3.3 is especially designed to study quantitative aspects of q-functions and it is written in such a way that we do not need to multiply any denominators in the approximation formulae, all information is now included in the heights via the product formula (2.1).
Then we shall tackle equation (1.1) with N (q; t) = t s M (q; t) when the positive integer s and the degrees r 0 = deg t M (q; t), r i = deg t P i (q; t) in t of the coe¯cient polynomials satisfy the condition (4.2). The new phenomenon coming from the use of the functional equation method is that we do not need to know a priori any explicit forms for the solutions of equation (1.1). Only property of the solutions needed is a slight upper bound condition near zero, we shall use the condition (4.3). The methods using rational function approximations (Padé approximations) or Thue-Siegel's lemma usually need explicit knowledge of the behaviour of the q-series expansions. The crucial thing in studying equation (1.1) is to use matrix formalism for the functional equation method, which enables us to achieve transparent estimations for the approximation polynomials (3.2) and for the remainder term (3.3) and an easy determination of the determinant condition (3.4).
As a consequence of using the functional equation method, we are able to apply theorems 3.1 and 3.3 not only for the analytic solutions including the class of q-hypergeometric series studied by Stihl [19] and partly for the class of functions (1.2) studied by Bézivin [2] and recently by Amou et al . [1] , but also for other|even non-continuous|solutions of (1.1). Our main result, theorem 4.1, for the non-zero solutions of equation (1.1) is that under the conditions (4.2){(4.4) at least two of the numbers F (t); F (qt); : : : ; F (q m¡1 t) (1.3)
are linearly independent over K (an algebraic number eld) having a linear independence measure depending on the degrees s, r i (i = 1; : : : ; m) and the dimension of the vector space generated by the numbers (1.3). The case m = 2 has interesting implications for the values of certain q-continued fractions (see [10, 12] ).
Notation
Let K be an algebraic number eld of degree µ over Q. If the nite place v of K lies over the prime p, we write vjp, for an in nite place v of K we write vj1. We normalize the absolute value k v of K so that
where j ¢ j denotes the ordinary absolute value in Q. By using the normalized valuations
the product formula has the form
The Height H(¬ ) of ¬ is de ned by the formula
and the height H(¬ ) of vector ¬ = (¬ 1 ; : : : ; ¬ m ) 2 K m is given by
We shall also use the notation
for any vector = ( 1 ; : : :
Here the quantity min i= 1;:::;d max j6 = i k j k v gives a second largest number of kb j k, j = 1; : : : ; d, and the introduction of L v ( ) is essential in the following argument. For any place v of K, q 2 K ¤ and kqk v 6 = 1, we de ne the number ¶ = ¶ q = log H(q) log kqk v having the following properties ¶ 1=q = ¡ ¶ q , j ¶ q j > 1. Also ¶ q 6 ¡ 1 for all jqj v < 1, and ¶ q = ¡ 1; if moreover jqj w > 1 for all w 6 = v:
Theorems for linear independence and measures
Let us have a sequence of linear forms R n = P n;1 ¬ 1 + ¢ ¢ ¢ + P n;m ¬ m ; P n;1 ; : : : ; P n;m 2 K; n 2 N; (3.1)
in m complex or p-adic numbers ¬ 1 ; : : : ; ¬ m 2 K v . First we shall study the dimension of the vector space K¬ 1 + ¢ ¢ ¢ + K¬ m over K under the following assumptions: maxfkP n;1 k ¤ w ; : : : ; kP n;m k
and
for all n > n 0 .
Theorem 3.1. Let v be given and let q 2 K ¤ satisfy kqk v < 1. Let P n;1 ; : : : ; P n;m 2 K be such that the assumptions (3.2) , (3.3) and (3.4) are valid with
where c ® s are positive constants not depending on n (® runs through all places and positive integer indices) with Q w c w = c 2 < 1, and r(n) ! 1 such that r(n)=a(n) ! 1 and r(n)=p(n) ! l > 1. If at least one of ¬ i s is non-zero, say
Let us recall Nesterenko's result [8] , which uses the lower bound condition
for the remainder R n instead of the determinant condition (3.4). Now K = Q and
Theorem 3.2 (see [8] ). Let P n;1 ; : : : ; P n;m 2 Z be such that the assumptions (3.2) , (3.3) and (3.6) are valid with
In order to compare the above theorems, we put K = Q and ½ 1 = ½ 2 . Now, if the assumptions of theorem 3.2 are valid, then d > 1 + ½ 2 . To apply theorem 3.1 we choose an integer s 2 Z + and a corresponding sequence p(n) such that
Set also q = 1=s, then P n;1 =s p(n) ; : : : ; P n;m =s
satisfy the conditions (3.2) and (3.3) respectively with r(n)=p(n) ! ½ 2 + 1. If also the determinant condition (3.4) is ful lled, then by theorem 3.1
From now on we shall suppose that the vector space K¬ 1 +¢ ¢ ¢+K¬ m of dimension d has the base, say, f¬ 1 ; : : : ; ¬ d g.
In the applications for q-series the approximation forms (3.1) are usually such that P n;k = P n;k (q; z) are polynomials of degree An 2 in q and of degree an in z and the remainder R n = R n (q; z) has order Bn 2 in zero with respect to variable q, i.e.
For this reason we prove the following results corresponding to the assumptions (3.2) and (3.3) with
where a, A and B are constants not depending on n. Further, we shall use the notation Then there exist positive constants C, D and L 0 such that
We call ! a linear independence measure (exponent) of the numbers ¬ 1 ; : : : ; ¬ d . If we suppose ¬ 1 = 1 and d > 2, then by the general theory we have ! > d ¡ 1 in (3.11) (see [8] ). Let ¶ q = ¡ 1. In order to get the best possible measure · = d we should to construct such an approximations that B=A = d. 
for all = (1; 2 ; : : 
for all M=N 2 Q with N > 0 and L = maxfminfjM j; N g; L 0 g.
In the case of approximating only one number ¬ like in corollaries 3.6 and 3.7 we shall call · an irrationality measure of ¬ .
Also we note that the lower bounds used in corollaries 3.5{3.7 are usually replaced by
where H = maxfH( ); H 0 g. We set
Proof of theorems 3.1 and 3.3 and the corollaries. Let the base of the vector space
where at least one of j 6 = 0. If now
for some a 1 ; : : : ; a · + 1 2 K, then
Using (3.16) we get
which by the linear independence of L 1 ; : : : ; L · implies that a 1 = ¢ ¢ ¢ = a · = a · + 1 = 0. Hence the linear forms L 1 ; : : : ; L · ; ¤ d are linearly independent and so there exist n 1 ; : : : ; n d¡1 2 fn; n ¡ 1; : : : ; n ¡ m + 1g such that
for all n > n 0 by the assumption (3.4). Further,
Thus we may use the product formula (2.1) to get
where
in S(n) comes from the fact that no ¬ i (i = 1; : : : ; d) is zero and so ¬ 1 can be replaced by any ¬ i (i = 1; : : : ; d).
We note that theorem 3.1 can be derived by a slight modi cation of the above argument, namely, if we use only the linear forms L 1 ; : : : ; L · in (3.17), then there exist n 1 ; : : : ; n d 2 fn; n ¡ 1; : : : ; n ¡ m + 1g such that
So we can replace the upper bound S(n) + W (n) in (3.18) by
However, U (n) ! 0 holds for every d satisfying
from some · n 1 > n 0 on. Hence we necessarily have
This proves theorem 3.1. We next prove theorem 3.3.
From (3.18) we get the Diophantine seesaw
Choosing L v big enough, say L v > L 0 (if necessary), and using (3.9), we can nd a largest · n 2 > · n 1 such that
Consequently, the Diophantine seesaw (3.22) implies
First we shall use the inequality (3.23) giving
which implies the bounds
Then using (3.24) we get
proving the estimate (3.10).
In corollary 3.4 we have µ = 1 and v = 1 giving In
for any j 2 K with 0 = (¡ j ; 0; : : : ; 0; 1; 0; : : :
. This immediately gives (3.12). Corollary 3.6 follows directly from corollary 3.5. In corollary 3.7
giving (3.14).
q-series
Let F (t) be a non-zero solution of the q-functional equation (ii) If F (t) is an analytic solution in theorem 4.1, is then always
Example 4.3. Let q; t 2 K ¤ satisfy ¡ 4 3 < ¶ 6 ¡ 1, jqj v < 1. If F (t) is a non-zero solution of the functional equation
satisfying the condition (4.3) and the numbers
are not all zero, then at least two of them are linearly independent over K. If d = 2, then any two of the numbers (4.6) being linearly independent over K have a linear independence measure ! = · ¡ 1, where · = 4=(4 + 3 ¶ ). If K = Q and q = d ¡1 (d 2 Z n f0; §1g) or q = p l (p is a prime, l 2 Z + ), then ¶ = ¡ 1 and ! = 3 for the real or p-adic numbers (4.6).
Note that equation (4.5) has an entire solution
Let us de ne the orbits H(t) = ftq n j n 2 Zg; t 2 C p ;
and the index set « = f0g [ ft 2 C p j jqj p < jtj p 6 1g, which make up a partition of C p that is q !2 « H(!) = C p . Given q; t 2 C p and any initial values F (t); F (qt); : : : ; F (q m¡1 t) 2 C p ; then the functional equation (4.1) has a unique solution F (t) on the orbit H(t), if M (q; q k t) 6 = 0 for all k 2 Z. So, a priori we do not even need to study continuous solutions of (4.1). In the following example we shall construct a non-continuous solution of (4.5) satisfying the conditions of theorem 4.1. 
Then F 2 (t) = h(t)F 1 (t) is a non-continuous solution of the functional equation (4.5) satisfying the condition (4.3) and thus
Osgood [15] studied the Frobenius-type series solutions 
where P; : : : ; S 2 K; S 2 K ¤ , such that Let
If T (1) = 0, then (4.9) has an entire solution
When we set q = 1=s and note ¶ s = ¡ ¶ q , then we shall get the following consequence, where we denote Q(x) = x k T (1=x).
, deg x Q(x) = k 6 m and
If k 6 m ¡ 1 and 1 6 ¶ s < 1 + 1=(m ¡ 1), then The results of Bézivin [2] imply qualitative linear independence results over the imaginary quadratic eld K for the series (4.12) and its derivatives, if s; t 2 K ¤ ; s 2 Z K ; jsj > 1, where Z K denotes the ring of integers in K.
Let
be the q-analogue of the Bessel function. Matala-aho [11] proved an irrationality measure · = 7=(7 ¡ 4 ¶ s ) over K for B s (s) with s 2 K, jsj v > 1 and 1 6 ¶ s < 7=4. Duverney [7] used Thue-Siegel lemma to construct approximations for the solutions in the form (4.12) of the equation
In Amov et al . [1] Thue-Siegel's method is developed in a signi cant manner to get irrationality measures for the functions (4.12) over algebraic number elds K.
Based on the Padé approximations of q-hypergeometric series Stihl [19] has proved linear independence results over Q in the archimedean case with measures for a class of q-hypergeometric series which interlace partly with our analytic solutions of the functional equation (4.9).
In the following example a comparison is made in certain common cases between the results coming from our corollary 4.5, Theorem 2 of Amou et al . [1] and Satz 1-2 of Stihl [19] .
Example 4.7. Now we shall restrict to the archimedean case in K = Q. The qhypergeometric series
satis es the functional equation
where From Amou et al . [1] it follows that the numbers (4.18) are irrational for all q = r=s, t 2 Q ¤ , satisfying s > jrj ¡ 1 , where ¡ 1 = ¡ 1 (m) (is a computable positive number) with an irrationality measure
When a i 2 Q (i = 1; : : : ; l), Stihl [19] gives the linear independence of all the numbers 1; F (t); F (qt); : : : ; F (q m¡1 t) (4.19) for all q = r=s, t 2 Q ¤ , satisfying s > jrj ¡ 2 , where
with a linear independence measure ! ¡ 2 = · ¡ 2 ¡ 1,
Here we have chosen the best possible ¡ 2 , i.e. the case when all a i = q ki for some
The numerical values (and of course the general form of ¡ 2 ) show that our results are valid in considerably larger set of variable q than Amou et al . [1] and Stihl [19] have and also our measures are rather sharp compared to measures given in [1] and [19] . However, we note that Stihl has the full linear independence with measures.
Iterations of the functional equation
Let the operator J be de ned by
for any function, vector or matrix F (t). It is readily seen that
whenever the scalar or matrix product of F and G is de ned. Let F (t) satisfy the linear homogeneous q-functional equation
of lowest order m > 2, where N = N (q; t), P 0;1 = P 0;1 (q; t); : : : , P 0;m = P 0;m (q; t) 2 K[q; t]. We shall write equation (5.2) in the matrix form
where J operates to the m-vector ¤ and P 0 is the m £ m matrix. Let us use the notation
8k = 1; : : : ; n + 2:
We shall also write
where P ¡j;j = 1 and P ¡j;i = 0 for all i; j = 1; : : : ; m, i 6 = j. Then
N n;1 P n;1 N n;1 P n;2 ¢ ¢ ¢ N n;1 P n;m N n;2 P n¡1;1 N n;2 P n¡1;2 ¢ ¢ ¢ N n;2 P n¡1;m
The equation (5.5) operated by J gives
Multiplying by N and using (5.3) we get
Using the fact that equation (5.2) is of the lowest order implies
On the other hand, equation (5.3) operated by J n+ 1 implies
Multiplication of (5.9) by Q n l= 0 J l N and the use of (5.5) give
Hence by (5.5) and (5.10) we get
Equations (5.8) and (5.11) may be considered the fundamental recurrence forms for the functional equation (5.2).
Theorem 5.1. The polynomials P n;1 (q; t); P n;2 (q; t); : : : ; P n;m (q; t) satisfy the linear recurrences P n;1 (q; t) = N n¡1;1 J n P 0;1 P n¡1;1 (q; t) + ¢ ¢ ¢ + N n¡1;m J n P 0;m P n¡m;1 (q; t); P n;2 (q; t) = N n¡1;1 J n P 0;1 P n¡1;2 (q; t) + ¢ ¢ ¢ + N n¡1;m J n P 0;m P n¡m;2 (q; t);
: : : P n;m (q; t) = N n¡1;1 J n P 0;1 P n¡1;m (q; t) + ¢ ¢ ¢ + N n¡1;m J n P 0;m P n¡m;m (q; t);
Proof. From the formula (5.11) we get 0 B B B B B B @ N n;1 P n;1 N n;1 P n;2 ¢ ¢ ¢ N n;1 P n;m N n;2 P n¡1;1 N n;2 P n¡1;2 ¢ ¢ ¢ N n;2 P n¡1;m
which directly implies the recurrences (5.12). Proof. From the formula (5.11) we get
For each term in the product (5.14) the determinant
follows easily from the de nition of P 0 . Thus the formula (5.13) follows.
Applications
Let q; t 2 K ¤ and jqj v < 1. In order to apply theorems 3.1 and 3.3 and corollaries 3.4{ 3.7 to the solutions of the functional equation (4.1) we shall denote ¬ i = F (q m¡i t) for all i = 1; : : : ; m and use the notation
for the remainder term R n .
Proof of theorem 4.1. First we have to estimate the upper bounds P w (n) for the approximation polynomials P n;1 ; : : : ; P n;m . Let
if kp k k w 6 kq k k w for all k 2 N, then we shall use the notation
in any valuation w. The recurrences in (5.12) are of the form
where a j = N n¡1;j J n P 0;j and the polynomials N = N(q; t), P 0;i = P 0;i (q; t) for all places w. From (4.2) it follows that (j ¡ 1)r + r j < s and especially r; r j < s 6 r 0 < 2s for all j = 1; : : : ; m. Hence In order to study the determinant condition (3.4) we start from the de nitions (3.4) and (5.5) to get det P n = N n;1 N n;2 : : : N n;m ¢ (n); (6.14) which together with theorem 5. Proof of example 4.3. Equation (4.5) is irreducible and thus solutions of (4.5) do not satisfy any lower degree linear q-functional equation over K[q; t]. Now A = maxf0; for all jqj v < 1 satisfying the condition (3.9), which reads kqk under the condition jrj · (¡1) < s. By corollary 4.5 we know that · (¡ 1) = m.
