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Abstract

Meteorological and other multidimensional, georeferenced data is
used extensively in science and engineering. These datasets are
produced, shared, and used by organizations all over the world.
Conventions have been developed specifying the metadata and
format of these datasets in an effort to standardize the data and make
it compatible with current and future software and web services. By
necessity, the conventions are complex and difficult to implement
correctly, resulting in useful datasets that are unusable in many
applications due to lack of compliance with the conventions.
By programmatically assigning metadata and guiding the dataset
creator through the dataset creation process, convention compliant
datasets can be consistently and repeatably created by people with a
limited knowledge of the standards. These datasets can then be used
in any application that supports the specific standard. This paper
examines the process of building multidimensional, georeferenced
netCDF datasets that are compliant with the Climate and Forecast
Conventions and presents a new python package called cfbuild that
automates the process of making the datasets compliant.
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1. Introduction

The world around us is continually changing. Information that
records these changes is valuable, and in some cases essential, to
maintaining a stable society. Much of the data recorded documents
some type of natural phenomena: such as rain or snowfall,
temperature, groundwater distribution or other meteorological or
hydrogeological occurrences. Once obtained, this information can
be used in predicting future phenomena or analyzing natural trends,
helping to safeguard infrastructure and improve society. With the
advent of satellite driven data acquisition and the improved
capability of modeling software, data is being collected and
produced at a prodigious rate. These earth observational data are
often in the form of spatiotemporal gridded data — spanning
multiple dimensions in space and spanning a temporal dimension.
Similar multidimensional data is produced from models such as the
United States National Water Model [1].
As more data continues to be produced, the ability for users to
find and consume data becomes increasingly complex. The National
Oceanic and Atmospheric Administration (NOAA) alone generates
tens of terabytes of data per day from satellites [2]. With such large
quantity of data, a number of obstacles arise, including storing,
indexing and accessing, distributing, downloading, and analyzing
the data. Additional data produced from model output adds to the
complexity. Dataset repositories, and sometimes individual datasets,
often get so large that transferring over the web and processing the
datasets becomes impractical [3].
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1.1 Solving the Big Data Problem
Web services have been developed as a partial solution to the big
data problem. These services, such as Open Geospatial Consortium
(OGC) Web Processing Service (WPS) or Open-source Project for
a Network Data Access Protocol (OPeNDAP) [4], are often
provided by the data generator. The different services range in
complexity. Some allow for basic queries, returning file metadata,
textual representation of the data, or images visually representing
the data, while others allow for complex geoprocessing queries.
Web services provide methods of interacting with remote data that
are quick and eliminate data transfer overhead. However, to use
many of these services, the data must be formatted so as to be
compatible with the service to be used. [3]
Many file formats have been developed for storing
multidimensional data. Each file format varies greatly with respect
to the purpose, capabilities, functionality, and usability — with
resulting advantages and drawbacks to each format [3]. One
common data format is the network common data form (netCDF)
file, files created with the netCDF Application Programmer
Interface (API). This file format is widely used and popular because
it is self-describing — all metadata needed to interpret the file is
contained within the file, portable between different computers and
operating systems, and built around a flexible data model which
supports many different data types [5]. Standards and conventions
for the netCDF file are well established. The most widely followed
convention is the Climate and Forecast Conventions (CF
Conventions) [6], but several other conventions have been
developed and are in use. NetCDF files are commonly used for
storing large, multidimensional datasets and can be used with web
services to make the data available with little or no cost to the
consumer.
The netCDF file format is compatible with many of the web
services that are popularly used. Thematic Real-time Environmental
Distributed Data Services (THREDDS) Data Server is a java
application that reads netCDF, GRIB, HDF5, or NEXRAD datasets
into the Common Data Model (CDM) [7]. The THREDDS Data
2

Server (TDS) can then provide remote data access protocols for the
datasets; including OPeNDAP, OGC Web Coverage Service
(WCS), OGC Web Mapping Service (WMS), and Hypertext
Transfer Protocol (HTTP) [8]. Using a TDS greatly simplifies the
process of creating a web server and setting up data web services for
organizations, especially for smaller organizations that do not have
the skill or resources that large national or international
organizations might possess. While not completely eliminating all
barriers to finding, accessing, and retrieving multidimensional data,
current software and technology has made it possible for anyone to
publicly share multidimensional data and made it easy to find,
access, and utilize that data. However, the ease with which and the
extent to which multidimensional data can be distributed is
dependent upon the data being properly configured — conforming
with conventions that make it compatible with common software.

1.2 Building a Data Access Web Application
A TDS and the web services it provides makes it possible to access
remote data, but it still requires a certain amount of skill and
experience to learn how to use the web services. Data consumers
must have at least a rudimentary familiarity with programming, and
it takes a fair amount of time to formulate a specific request for data.
The web services provide flexibility, allowing consumers to perform
more complex and specific data queries, but requires a level of skill
that the average person does not possess. Anyone using these
services must also understand the format of the data that they are
trying to access. This provides another level of difficulty as
organizations tend to format their data differently, requiring anyone
who wants to use the data to manually inspect it to figure out the
format that was used. If a specific convention was followed in
creating the data, it is a slightly simpler process to visually inspect
and understand the data, but this assumes that the data inspector is
knowledgeable of the conventions followed.
To help lower the level of skill required to utilize web services,
several applications have been built, such as the National
Aeronautics and Space Administration Goddard Institute for Space
3

Studies (NASA GISS) Panoply software for desktop [9] or the
Godiva2 web app [10], that provide graphical user interfaces (GUIs)
for web services and multidimensional datasets. Such applications
make it possible for anyone to access and use generated data. Such
software increases the value of multidimensional data because of the
increased accessibility and usability. As applications become more
complex, increasingly detailed data analysis will be possible with
less off a learning curve.
We created our own lightweight web application for
georeferenced, multidimensional datasets called the Met Data
Explorer [11], shown in Figure 1-1. It interfaces with a TDS, using
WMS and OPeNDAP protocol, to display and animate
multidimensional data as a web map, provide an interface to inspect
a dataset’s structure, and has capabilities for complex data
subsetting. The Met Data Explorer is unique among other gridded
data applications as it is designed to work with any
multidimensional, georeferenced dataset that can be accessed via
OPeNDAP and WMS. Data can be extracted using complex
polygons and animated over a timeseries. While other applications
have similar capabilities, the Met Data Explorer is at the forefront
of multidimensional data exploration technology.

Figure 1-1: Multidimensional data can be visualized and plotted using the
Met Data Explorer

We developed the Met Data Explorer to provide a generalpurpose tool that could be used to display, analyze, and retrieve
multidimensional, georeferenced datasets. Many large organizations
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have a data portal or data viewer where their data can be visualized
and retrieved. Smaller organizations or countries with limited
infrastructure often produce multidimensional data but do not have
the resources, financial ability, or knowledge to provide public
access to their data. This severely limits the usefulness of the data
since large, multidimensional datasets require a substantial skill set
before they can be effectively utilized. The Met Data Explorer
solves this problem by providing a consistent, easy to use interface
and working with any properly configured dataset that is hosted on
a TDS.
While developing the Met Data Explorer, we noticed a
consistent problem with the way multidimensional datasets were
formatted. We analyzed datasets from both large organizations with
extensive resources and smaller organizations with limited
resources. We found that many of the datasets conformed only
partially to the CF Conventions and some of the datasets conformed
to no conventions at all. Figure 1-2 summarizes a few of the datasets
which we tested and the amount to which they comply with the
Attribute Conventions for Data Discovery (ACDD) [12] and the CF
Conventions. The datasets shown in Figure 1-2 were tested against
the ACDD, version 1.3, using the Physical Oceanography
Distributed Active Archive Center (PODAAC) online convention
checker [13] and against the CF Conventions, version 1.8, using the
National Center for Atmospheric Science (NCAS) online CF
Convention checker [14], which utilizes the cfchecker python
library [15]. Those specific versions of the ACDD and CF
Conventions were checked because those are the versions with
which the Met Data Explorer was programmed to work. Not only
does a lack of conventions make data difficult for users to
understand and decipher but data that does not conform to the proper
conventions is difficult to use in applications. Current applications
for multidimensional data rely on standardized attributes, or
metadata, to correctly parse the data. As applications become more
complex, performing detailed analysis or geoprocessing, the
conventions for the data will become increasingly important.

5

Figure 1-2: Various Datasets Tested for Compatibility with ACDD and CF
Conventions

1.3 The Problem with NetCDF Conventions
All the technology that solves the big data problem is unusable if a
dataset is incompatible with that technology. The necessary
complexity of the various conventions, the CF Conventions in
particular, makes it difficult for people to properly configure their
data and associated metadata. The CF Conventions support methods
and standards for configuring all types of data. Many organizations
produce simple multidimensional datasets, all with a similar data
structure. Only a small portion of the CF Conventions are applicable
to these types of datasets. It is difficult for people to wade through
the technical jargon of the CF Conventions to pick out the relevant
data.
Many datasets that are compatible with previous versions of the
CF Conventions are not compatible with recently built software,
such as the Met Data Explorer. It is difficult to promise backwards
compatibility, as is done by the CF Conventions, when programing
software because it requires the programmer to build in exceptions
for every convention version. These means that many older datasets
need to be updated to be used in current and future software. The
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complexity and technicality of the conventions, a lack of skill and
resources, human error, and the changing nature of technology
combine to make it almost impossible for anyone who is not an
expert in the CF Conventions to properly format and build a dataset.

1.4 The Proposed Solution
Until now, there have been no available solutions for automatic file
configuration. Automating file configuration and metadata
specification would make it possible for people who are unfamiliar
with current conventions to build datasets which are compatible
with current software and web services. To prove that automating
the process is possible, we propose a new python package that will
generate the metadata necessary to make a file compatible with the
ACDD and the CF Conventions. This proposed package, called
cfbuild [16], will generate a netCDF markup language (NcML) file
that will display the organization of the data, generate the metadata
necessary to make the dataset compliant with the specified
conventions, and allow the dataset creator to manually enter any
metadata or file configuration properties that cannot be auto
configured. This will eliminate the need to know every different
aspect of the ACDD and CF Conventions, greatly lowering the
knowledge barrier and the programming expertise required to create
a CF compliant dataset.
This paper presents the design and implementation of a new
python package, made to help auto configure metadata for netCDF
datasets to make them compliant with CF Conventions and ACDD.
We present the process the new python package uses to automate
the process of building a compliant netCDF file. To make an
effective and efficient tool, the following criteria were met when
designing the cfbuild python package:
1. The package must run on any given netCDF file and generate
some information about the contents of the file;
2. The initial version of the package must have support for the
latest CF Conventions (v1.9) and the latest version of ACDD
(v1.3);
7

3. The package must generate sufficient information to allow
users that are only familiar with the netCDF data model to
build a convention compliant dataset;
To prove that the cfbuild python package is viable, we
implemented it in the Met Data Explorer to parse and validate
netCDF datasets. We also updated multiple datasets using cfbuild
and subsequently tested them for compatibility with the Met Data
Explorer. Using the Met Data Explorer, we were able to verify that
the updated files were compatible with software built according to
the CF Conventions.
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2 NetCDF and CF Data Models

2.1 NetCDF Data Model
The netCDF format and corresponding conventions have been under
development since 1988 [17]. This file format was developed by
UNIDATA, part of the University Corporation for Atmospheric
Research (UCAR), as an expansion upon NASA’s Common Data
Format (CDF). UNIDATA needed a machine-independent way of
interfacing between system-level software that gathers and encodes
meteorological data and the applications that analyze and display the
data. NetCDF datasets often contain multiple variables and cover
large, sometimes global, areas. Engineers or scientists who use the
data are often only interested in a single variable or a small
spatiotemporal area. Accordingly, UNIDATA also needed to
support random access to the data so that it would be possible to
access small portions of data contained in a large file. The format
was called netCDF to pay homage to the CDF format but to
emphasize that a network-transparent data representation [5].

2.1.1 Architecture
This file format was developed to be flexible, portable, and selfdescribing. Metadata can be included in the file and if sufficient
metadata is included, no external sources or documents are needed
to understand the data. It can support many types of data, including
point or vector data, but is optimally suited for grided data. Grided
data is characterized by values placed at discrete locations along one
or more dimensions. A dimension is a list of one or more values that
represent some type of measurement. The dimensions used can
represent any type of measurement, but often spatial and temporal
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dimensions are used to define the location of values in space and
time. Other dimensions (such as pressure, humidity, ensemble
number, etc.) can also be included to further describe values. Each
dimension within the netCDF data model is assigned a name and a
size. There is no limit to the number of dimensions that a data model
can contain, and multiple variables can use the same dimensions.
[18]

Figure 2-1: The netCDF data model is composed of variables, the size of
which is determined by various dimensions, with attributes to store
metadata

The netCDF data model is built around data arrays which are
stored as variables. These data arrays can be single numbers (no
dimensions), single-dimensional arrays (vectors), or multidimensional arrays. Each variable is assigned a name, various
dimensions that dictate the domain of the variable, arrays of values
that match the dimension sizes, and various attributes that describe
the variable. Variables can contain integer, floating point, or
character data types. The variables can be categorized to different
groups to aid in organization. [18] Attributes are designated with a
name and a value. The value that the attribute can take on can be
single values or one-dimensional arrays of any data type. Attributes
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can be created and assigned to any variable or group, or global
attributes can be assigned to the whole data model.
As a simple example of the netCDF data model, suppose you are
measuring hourly precipitation over a large area. In the netCDF data
model, we will define three dimensions — a time dimension to
record when each measurement occurred, a latitudinal dimension to
record the position of the measurement along ordinate, and a
longitudinal dimension to record the position of the measurement
along the abscissa. Each dimension would have an associated
variable storing the values of each dimension. The recorded data
would be stored in a variable, the shape of which would be defined
by the three dimensions. Various metadata can be included with the
different variables to clarify the data, but no metadata is required.
The netCDF data model has no specific guidelines as to how the
parts of the model relate or interact one with another. There are also
no requirements as to specific attributes that should or should not be
included with the data model or underlying groups and variables.
This was intentionally done to allow for a highly flexible data
model, with the idea that different organizations and branches of
science would develop their own conventions to codify the data
model. While this allows for the data model to be used for most data
types across all disciplines of science, it becomes difficult to parse
and digest the data, especially through programmatic methods. The
CF Conventions are an example of well-defined specifications that
are widely used and work for most data types.

2.1.2 The NCML File Format
The NcML (netCDF markup language) file format is an XML
filetype for defining and modifying netCDF datasets. It provides a
textual representation of the dataset structure — including how the
groups, variables, and dimensions are organized in the file along
with any metadata attributes associated with the file, groups, or
variables. The XML representation of the dataset that an NcML file
provides is analogous to a network common data form

11

Figure 2-2: An example of a NcML file
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description language (netCDF CDL) representation of the dataset.
NcML files can be used to modify netCDF datasets. Variables,
dimensions, and global or variable attributes can be renamed, added,
or removed. Virtual datasets can be created by aggregating existing
files. This file format is commonly used and is useful for inspecting
and working with netCDF datasets. [19]

2.2 The Climate and Forecast Convention Data Model
The CF Conventions were developed to promote the processing and
sharing of netCDF files. No variable or dimension names are
standardized by the CF Conventions but metadata is defined to
provide a definitive description of what each variable represents
along with the spatial and temporal properties of a dataset [6]. By
using attributes with specific name-value pairs, different data
models, groups, variables, and dimensions can be identified using
software. The data model can be parsed and the relationships
between different dimensions and variables understood and utilized.
The CF Conventions divide the netCDF variable into several distinct
classes that add structure to the netCDF data model.

2.2.1 Architecture
The CF Conventions categorize different variables by their
structure and data usage. The different variables are identified
within the file by attributes, attributes that define relationships
between variables, or the data structure of the variable. There are a
number of main variable types defined by the CF Conventions:
coordinate variables, auxiliary coordinate variables, scalar
coordinate variables, data variables, ancillary data variables,
boundary variables, domain variables, grid mapping variables, and
cell measure variables. Each variable serves a different role in
defining the data contained in the data model. Data variables contain
the main data arrays for the dataset and have attributes that record
the domain or area covered by the data arrays. Any additional data
that covers the same domain as the data variable, such as error at
each data point or instrumentation information, is stored in ancillary
13

data variables and are listed in the data variable’s
‘ancillary_variables’ attribute. Coordinate variables are onedimensional and contain a monotonically increasing or decreasing
array. They are associated with a dimension Both the declared
dimension and the variable have the same name. Table 2-1 lists
some of the variables and gives a short description of each.
Table 2-1: CF-netCDF variable types
Variable Type

Description

Coordinate Variable

A one-dimensional variable, representing a dimension, with the same name as
the dimension

Auxiliary Coordinate Variable

Additional or alternative coordinate information as to that contained in a
coordinate variable

Data Variable

Contains arrays of values where each value represents some phenomena

Scalar Coordinate Variable

A single valued variable

Ancillary Data Variable

Stores metadata that is domain dependent

Domain Variable

Describes a domain in the absence of any data values

Boundary Variable

Provides a description of the cell extents

Grid Mapping Variable

Stores the coordinate reference system for the dataset

Cell Measure Variable

Documents cell areas or volumes

The CF conventions define a formal data model which further
categorize the different elements of the CF Conventions. This data
model was developed to allow for a unified model to be utilized in
software and to allow for transition away from the netCDF file
format in the case that a better suited format was developed. The CF
data model identifies nine different constructs, similar to the CF
variables but not completely analogous. The parts of the data model
were called constructs to differentiate from key words in any
programming language and to make them distinct from the netCDF
data model [6]. Table 2-2 lists the various constructs and gives a
description of each.
Each construct is made up of a specific variable or variables and
the associated metadata. The field construct is central to the CF data
model and consists of the main data array, a specification of the
domain spanned by the data array, ancillary data that covers the
same domain and any cell method constructs that describe how the
14

cells represent the data in the domain [18]. The field construct
combines the data variable, ancillary data variable, and domain
variable. The domain axis construct contains the axial dimensions
and is the same as the coordinate variable. Figure 2-3 shows the
relationship between the CF variables and attributes and each of the
constructs in the CF data model.
Table 2-2: CF data model constructs
Construct

Description

Field

Contains the main data array

Field Ancillary

Data supplementary to the data in the field construct

Domain Axis

Independent axis that defines the extents of the data in the field construct

Domain Ancillary

Contains information for converting calculating cell values

Dimension Coordinate

Defines the location of cells

Auxiliary Coordinate

Additional data for the dimension coordinate construct

Coordinate Reference

Stores the coordinate system for the domain

Cell Measures

Contains information about the size and shape of cells

Cell Method

Describes variations within cells

Figure 2-3: How CF variables fit into the CF data model
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2.3 Attribute Conventions for Data Discovery (ACDD)
The ACDD were developed to aid in data discovery and to help
users efficiently consume data. These conventions conform with the
CF Conventions and further extend them by adding additional
global attributes and a few additional variable attributes. The ACDD
are much more focused on describing what is in a dataset to make it
widely searchable than it is on defining dataset structure and
variable relations, as is accomplished by the CF Conventions.
Sufficient metadata is defined and formatted in such a way so that
tools such as THREDDS can extract metadata from the dataset and
export it to other metadata formats. [12]

16

3 NetCDF Guidelines

It is becoming more common for smaller organizations to collect
gridded data or run models that produce gridded data as the output
format. Web services and data servers make it easy to distribute the
data, but for the data to be compatible with the available services, it
must be formatted correctly and contain the requisite metadata.
Many of the earth observations or model results produced are
straightforward, not requiring axis reprojection or complex variable
relationships. The CF Conventions detail the requirements for
creating a simple dataset, but they are buried under technical jargon
and rules for much more complicated datasets. For data to be
software parsable, certain conventions need to be followed
regardless of the data type. When building a CF compliant dataset,
the creator must understand the different variable types and the
attributes associated with each one.
We assisted several organizations in formatting data which they
produced using various meteorological models. The organizations
included the Instituto Nacional de Recursos Hidráulicos (INDRHI),
the Servicio Nacional de Meteorología e Hidrología del Perú
(SENAMHI), and the Instituto Nacional de Meteorología e
Hidrología (INAMHI). These and similar organizations provide
vital hydrological services but often lack the same resources that
larger, well-funded organizations possess. We created the Met Data
Explorer specifically for organizations that produce data but do not
efficient methods of data distribution. These organizations often run
local meteorological models, such as Weather Research and
Forecasting Models (WRF) [20] or AROME models [21]. Most of
these models produce datasets that are straightforward, with a few
main variables, such as precipitation and temperature, and a few
variables that give supporting information, such as model input
17

values. They usually do not require complex mappings or an
inordinate number of inter variable relations. In this section we
summarize the important aspects of dataset structure and required
metadata for compliance with common software and web services,
focusing on straightforward datasets.

3.1 Dimensions and Coordinate Variables
In the netCDF data model, dimensions are used to define the shape
of a dataset. Dimensions are defined with a name and a size, which
can be an integer or unlimited. Data can be appended to a dataset
along an unlimited dimension. This is often useful for time-series
data. New observations or model runs can be appended onto the
temporal axis, allowing the dataset to remain in a single file with
specific data arrays temporally indexable.
Coordinate dimensions, representing axes in space or time, are
required to have a variable, called a coordinate variable, with the
same name as the dimension. The values assigned to the coordinate
variable are required to be a one-dimensional monotonically
increasing or decreasing array. The three spatial axes (latitude – Y,
longitude – X, and height – Z) and the temporal axis (time – T)
receive special consideration in the CF conventions. Each variable
representing one of these axes must have the axis attribute with the
corresponding values Y, X, Z, or T. Figure 3-1 lists the four
coordinate variables with the attributes required for each. Other
dimensions can be included (representing things like pressure,
ensemble number, etc.) which may or may not include an associated
variable. If an associated variable is included, it is recommended
that it contain the same name as the dimension. [6]

Figure 3-1. Required attributes for coordinate variables.
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3.2 Coordinate Reference Systems
There are multiple ways of defining a coordinate reference
system of a dataset. If the dataset uses latitude and longitude as the
spatial reference system, then it is adequate to include coordinate
dimensions and coordinate variables for latitude and longitude as
shown in Figure 3-1. Note, it is recommended that the values for
latitude should span from 90 to -90 and longitude should span from
-180 to 180 (or a subset of those values for each dimension) as those
are the values used for the World Geodetic System 1984 (WGS84)
projection and not all software is built to accommodate coordinate
warping (i.e. shifting coordinates that are outside the range of the
projection). If values non-standard to a defined coordinate reference
system are used, then software is unable to correctly geolocate the
data.
Grid mapping variables can be used to define the figure of the
earth, other map projections, and information to calculate latitude
and longitude from other map projections. The grid mapping
variable acts as a container for the attributes which convey the
information needed to correctly geolocate the dataset. Each grid
mapping variable must contain the grid_mapping_name attribute.
All other attributes required for the grid mapping variable depend
on the grid mapping. The CF Conventions should be referenced
directly to determine the proper data to include with a grid mapping
variable.

3.3 Data Variables
Data variables hold the main information in the dataset. The
dimensions defining the shape of the data array should be linked to
the data variable as dimensions and should be listed in the order time
(T), height (Z), latitude (Y), longitude (X). The dimension order in
the variable specifies the shape of the data array. Software must be
able to determine the dimension order if it is to properly index into
the array to extract values. Any scalar coordinate variables or any
spatiotemporal coordinate that depends on more than one
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spatiotemporal dimension associated with the data variable should
be listed under the coordinates attribute as a blank separated list of
names.
Every data variable should have a standard_name attribute with
a value taken from the standard name table and a units attributes
with values equivalent to the conical units listed with the standard
name. The valid_range attribute should be included, which specifies
the range of values possible for a given data type but excluding the
fill value of the array, along with the actual_range attribute, which
specifies the range of values possible for the given variable. There
are several other attributes that should be included with the data
variable based on the type of data contained within the variable.

3.4 Other Variables
Other variable types defined by the CF Conventions are frequently
used in netCDF datasets, but are not consistently found in
multidimensional, georeferenced datasets as are coordinate, grid
mapping, and data variables. Variable types other than these three
should be included when needed. These variables perform important
functions within datasets, usually containing additional or
supplementary information.

3.5 OPeNDAP and WMS Compatibility
There are a few restrictions for a dataset to be compatible with
OPeNDAP. Namely, OPeNDAP is not compatible with all data
types. Variables in a dataset to be used with OPeNDAP may contain
Byte data, 16- and 32-bit signed and unsigned integers, 32- and 64bit floating point numbers, strings, and arrays [22]. Current versions
of OPeNDAP do not support 64-bit integers and it is recommended
that this data type be avoided for all netCDF datasets. There are
several reserved keywords which should not be used as variable
names [23] because they may result in odd behavior. The list of
reserved keywords is shown in Table 3-1.
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Table 3-1: OPeNDAP Reserved Keywords

alias
array
attributes
byte
dataset
error
float32
float64
grid
int16
int32

maps
sequence
string
structure
uint16
uint32
url
code
message
program_type
program
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4 CFBUILD

We built the cfbuild python package around the idea that if the
dataset is correctly organized then many of the required attributes
and metadata can be programmatically specified. While
implementing the Met Data Explorer, we continue to find valuable
datasets that are not compatible with the software because they lack
the necessary metadata, contain a data type that is not compatible
with web services, or contain a formatting error. Being able to easily
update these datasets would make them much more valuable and
accessible, allowing them to be used with software such as the Met
Data Explorer. Updating old datasets or building new datasets can
be tedious and complicated. The cfbuild python package attempts to
address these difficulties by simplifying and streamlining the
process of adding metadata to a dataset, by providing notifications
for potential errors and incompatibility with software and web
services, and by providing a textual representation of the dataset
through which errors can be addressed before the dataset is built.
The flexibility of the netCDF data model allows for the creation
of extremely complex datasets. While at some point it may be
possible to programmatically generate complex datasets, for now
the cfbuild python package is designed to work with
straightforward, relatively simple datasets. The cfbuild package can
parse basic dataset structures and determine variable types if basic
metadata is present. It cannot determine inter variable relations or
complex dataset structures. It is left to the creator of the dataset to
define the relationship between variables, assign values to the
generated metadata, and ensure that the dataset is formatted and
functioning as expected. As development of the cfbuild package
continues, we expect that the limitations of the package will
decrease, and functionality will increase.
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The process followed by the cfbuild package in reading and
creating a dataset is:
1. Open the specified file or dataset;
2. Sort the dataset into global attributes, dimensions, and
variables;
3. Determine the variable type;
4. Assign the appropriate metadata;
5. Write the data structure with the assigned metadata to an
NcML file;
6. Read the modified NcML file;
7. Create a new netCDF dataset;
8. Write the data structure to the new dataset;
9. Close all netCDF files;

4.1 Overview
There are two situations for which the cfbuild python package was
build. The first is creating a new dataset that is CF and ACDD
compliant and the second is updating an existing dataset to be CF
and ACDD compliant or to increase the compliance. The user can
specify whether to conform to CF Conventions, ACDD or both. The
package can be used to update or make a copy of a locally hosted
file, to make a copy of a remotely hosted file with OPeNDAP access
enabled, or to make a new file by adding to a dataset created using
the netCDF4 python package. Once a file or dataset is specified and
passed to the cfbuild package, it is read into memory and the
structure is parsed. An NcML file can then be generated showing
the dataset organization, metadata currently included in the dataset,
metadata that needs to be included to make the dataset compliant
with CF Conventions and ACDD, warnings for potential errors in
the dataset, and directional comments to help guide the creation of
the dataset. The NcML file can then be updated by modifying the
attributes where prompted. Once each of the attributes in the file has
been updated, a new dataset can be
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Figure 4-1: An NcML file generated by the cfbuild Python package
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created copying the old dataset while modifying it to match the
updated NcML file or the original file can be modified with the new
attributes. Figure 4-1 shows an example of an NcML file generated
by cfbuild.
Once an NcML file has been created and updated, it can be used
to update any file with the same data structure. For example, many
earth observations are time-series with measurements being made at
regular time intervals. Each measurement generates a new file, with
the result being that most products are composed of groups of files
with the same data structure. Once an NcML file has been created,
files can be passed to the cfbuild package and updated or copied to
new files. Groups of files can be iterated over, updating each one.
This makes it possible to make large products with many files
compliant with CF Conventions and ACDD with very little code, or
continuously process output from existing models and programs that
would be difficult to modify the original code to make compliant.
Figure 4-2 illustrates the process of using the cfbuild package.

Figure 4-2: A netCDF file or group of files updated to be compliant with
the CF Conventions
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4.2 Variable Identification
Each CF-netCDF variable has a specific role and function. Some
variables have specific attribute identifiers while others are
identified by the content of the variable and others are identified
because they are named in the attributes of a separate variable. The
cfbuild package runs several checks on each variable to determine
the variable type. First, the attributes of each variable are checked.
The accepted methods of identifying variables according to the CF
Conventions are summarized in Table 4-1. If the variable cannot be
identified using the methods shown in Table 4-1, then the cfbuild
package attempts to identify the variable type using the
standard_name or units attributes or by using the variable title.
Assigning the variable type is one of the most difficult parts of
process as it is impossible to determine the variable type if certain
information is not present. If the variable type cannot be determined,
the fact is noted, and the type can be manually assigned later in the
process.
Table 4-1: Methods for identifying CF variables

Variable Type

Method of Identification

Coordinate Variable

Contains the axis attribute

Auxiliary Coordinate Variable

Listed in the coordinate attribute of a variable

Data Variable

All other variables that do not fit a different type

Scalar Coordinate Variable

A zero-dimensional, single valued variable

Ancillary Data Variable

Listed in the ancillary attribute of a data variable

Domain Variable

Contains the dimensions attribute

Boundary Variable

Listed in the bounds attribute of a variable

Grid Mapping Variable

Contains the grid_mapping_name attribute

Cell Measure Variable

Listed in the cell_measures attribute of a variable

Identifying the variable type is important because different
variable types have different attributes requirements (as shown in
Figure 4-3). Once the variable type is found, the existing attributes
on each variable are scanned and checked for errors. Values for the
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standard_name attribute are checked for existence in the current CF
standard name table. An equality check is run comparing existing
units with the canonical units found in the CF standard name table.
Other attributes that can be programmatically verified, such as the
valid_range and actual_range attributes, are checked and warnings
are given if errors are found. Missing attributes are added to the
dataset with warnings for the user to define their values.

Figure 4-3: Example attributes for various variable types

4.3 Building the NcML File
After the dataset is parsed and the data structure and attributes are
analyzed, the groups, attributes, variables, dimensions, and
warnings are converted to xml elements, organized, and printed to a
specified NcML file. There are many attributes that cannot be
programmatically specified with the result that the generated NcML
file almost always needs to be reviewed and completed manually.
Unwanted attributes in the file can be deleted. However, deleting
generated attributes could prevent the file from conforming to the
specified conventions. We designed the warnings and comments
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which are written to the file to guide proper formatting of the data.
The comments are meant to be thorough enough that inexperienced
scientists can build complex datasets with little to no reference to
outside sources.
We created an NcML element tag to specify the variable type.
While not standard, this provides notification of which type of
variable the cfbuild package determined the variable to be. If a
variable type was determined incorrectly, the variable type tag can
be manually updated. A command can then be run to update the
NcML file based on the elements modified manually. Variable data
types can also be updated to change the variable data type in the
final file. This is useful for updating some files to make them
compatible with OPeNDAP web services. Use of the cfbuild
package requires a basic understanding of the netCDF data structure
to build the initial dataset unless the dataset is separately provided.
Once the NcML file is generated, cfbuild provides prompts to
update the attributes and modify the data structure to correct
warnings and comments to make the dataset compliant with CF
Conventions and ACDD.

4.4 Generating the NetCDF Dataset
Once the NcML file has been configured, it can be used to update
any number of files with the same data structure. The file path to the
NcML file and dataset that has already been parsed by the cfbuild
package are used to create a python object. A function is run on the
object to create the new dataset. If a file path is provided to the
function, then a new file will be created, otherwise the cfbuild
package will attempt to modify the file from which the original
dataset was parsed. There are limitations to changes that can be
made while updating a file. Data types cannot be altered, and values
cannot be replaced, but warning messages will be printed if
attempting to do so. If array values need to be modified, then a new
file must be created as a result.
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5 Results and Conclusion

Since building the Met Data Explorer, we have installed instances
of the web app on servers for INAMHI, INDRHI, SENAMHI, and
several other organizations. These organizations have effectively
used the Met Data Explorer as a one stop web interface for accessing
multidimensional, georeferenced data which they produced
themselves and for accessing multidimensional, georeferenced data
produced from other organizations. As the needs of the
organizations grow and adapt and old datasets need to be updated,
or as new datasets are developed, the cfbuild python package will
help the engineers and scientists to update and build these datasets
in house.
We tested the cfbuild python package on several different
datasets. Once the datasets were updated, we checked the
compliance with ACDD and CF Conventions using the same online
compliance checkers that were used to check the original datasets.
We observed a significant increase in compliance, as is shown in
Figure 5-1. Testing the updated datasets in the Met Data Explorer
showed that they were compliant with our software and with
OPeNDAP web services. Though there are limitations as to what
can be programmatically specified, the results of our testing showed
that, at least for simple datasets, the needed metadata can be
generated and the values for many of the attributes can be derived
from the dataset.
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Figure 5-1: ACDD and CF Compliance for datasets updated using cfbuild

No matter how well software parses a dataset structure, the
values for much of the metadata in a dataset will have to be manually
specified. Thus, the quality of the dataset will always be somewhat
reliant on human competency. As more software is developed for
producing and using multidimensional, georeferenced data, it will
become increasingly important that the data structure and the
metadata is standard. Even if the file type changes from netCDF, the
same principles apply to all gridded datasets.
ACDD and the CF Conventions are examples of excellent
standards for multidimensional data. They are well defined and
comprehensive. As it becomes easier generate multidimensional
data, using models, satellites, or other remote data acquisition
technology, the need for well defined, unified standards will
increase, but there will be more people producing data who do not
have the time or resources to become experts on the standards.
Programmatic methods to enforce compliance with standards will
become essential. In addition, due to the necessity of metadata being
added by humans, conventions need to be written simply and
concisely, in a method that is understandable by people unfamiliar
with the conventions and unambiguous.
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The Met Data Explorer Is an example of a tool that can be
deployed and used anywhere in the world. It helps to standardize the
way data is accessed and consumed. Standardizing the conventions
for all multidimensional, georeferenced data and making the
conventions easy to implement will go a long way towards solving
the big data problem.

5.1 Software Availability
The cfbuild python package is available through the Python
Packaging Index (PyPi) [24]. The base code is hosted on GitHub
[25] and documentation and instructions on how to use the package
can be found there. The Met Data Explorer is a Tethys [26] app and
can be installed using Tethys. Instructions on installing and using
Tethys can be found in the Tethys documentation [27].
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