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ABSTRACT
This work reports the discovery of cycle-to-cycle modulated spectral line and atmo-
spheric velocity gradient variability in long-period Cepheids based on 925 high-resolution
optical spectra of `Carinae (P ∼ 35.5 d) recorded during three heavy duty-cycle monitor-
ing campaigns (in 2014, 2015, and 2016). Spectral line variability is investigated via cross-
correlation functions (CCFs) computed using three sets of spectral lines (weak, solar, strong).
A metallic line velocity gradient, δvr(t), is computed as the difference between weak and
strong-line RVs. CCF shape indicators BIS (asymmetry), FWHM, and depth all exhibit clear
phase-dependent variability patterns that differ from one pulsation cycle to the next. Weak-
line CCFs exhibit these effects more clearly than strong-line CCFs. BIS exhibits the most
peculiar modulated variability and can be used to identify the presence of cycle-to-cycle mod-
ulated line profile variations. δvr(t) clearly exhibits cycle-to-cycle differences that correlate
very closely with modulated BIS variability, suggesting perturbations of the atmospheric ve-
locity field as the cause for modulated spectral line variability. These perturbations are most
significant during contraction and are not in phase with the pulsation, transmitting informa-
tion between consecutive pulsation cycles. This work shows RV curve modulation to be a
consequence of atmospheric velocity gradient perturbations. Possible origins of these pertur-
bations and their impact on Cepheid RV measurements as well as the projection factor used
in Baade-Wesselink-type distance determinations are discussed.
Key words: line: profiles – techniques: radial velocities – stars: individual: `Carinae =
HD 84810 = HIP 47854 – stars: variables: Cepheids – stars: oscillations – distance scale
1 INTRODUCTION
Classical Cepheid variable stars (henceforth: Cepheids) are of great
interest for several astrophysical and cosmological applications.
This includes calibrating the extragalactic distance scale with un-
precedented accuracy (Riess et al. 2016) and serving as high-
sensitivity test beds for state-of-the-art stellar evolution models
(e.g. Anderson et al. 2016b). Cepheids provide crucial insights into
stellar structure and oscillations thanks to their high-amplitude ra-
dial oscillations that can be studied photometrically (Goodricke
1786), spectroscopically (Belopolsky 1894), and interferometri-
cally (Nordgren et al. 2000; Kervella et al. 2001). The long-period
Cepheid `Carinae is a particularly interesting specimen, since its
variability can be resolved with great precision using all three meth-
? Based on observations collected using the CORALIE echelle spectro-
graph mounted to the Swiss 1.2m Euler telescope located at ESO La Silla
Observatory, Chile.
† E-mail:ria@jhu.edu
ods thanks to its brightness and large angular diameter (Anderson
et al. 2016a, henceforth: A16).
Cepheid variability is frequently thought to be well-
understood and relatively simple. While this is true in compari-
son with other types of stellar variability, recent advances in in-
strumentation are revealing exciting new features of Cepheid pul-
sations. Of particular relevance for this work is modulated vari-
ability, i.e., irregularities of the variability that can occur between
consecutive pulsation cycles—referred to here as cycle-to-cycle
modulation—as well as on longer timescales (months to years).
Modulated variability was discovered in the sole classical
Cepheid located inside the original Kepler field, V1154 Cygni,
whose pulsation period and amplitude vary rapidly (Derekas et al.
2012). Two further Cepheids observed with space-based high-
quality photometry—via the MOST satellite—were also shown to
exhibit cycle-to-cycle changes (Evans et al. 2015b). However, de-
tecting such variability is not straightforward, even with photom-
etry from space (Poretti et al. 2015). Longer temporal baselines,
albeit with lower photometric precision, are achievable from the
c© 2015 The Authors
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2 R.I. Anderson
ground, and data from the Optical Gravitational Lensing Experi-
ment (OGLE) have been used to identify peculiarities in the light
curves and frequency spectra of hundreds of Cepheids (Soszyn´ski
et al. 2008, 2015a,b), the majority of which are short-period
Cepheids pulsating in the first overtone.
These new indications of additional complexity in Cepheid
pulsations have to be considered in the context of similar results
obtained for other types of pulsating stars, such as δSct and γDor
stars (e.g. Bowman et al. 2016; Guzik et al. 2016). Additionally,
the well-known Blazˇko (1907) effect among RR Lyrae stars has
been studied in exquisite detail using Kepler photometry (Kolen-
berg et al. 2010; Szabo´ et al. 2010).
Recently, Anderson (2014, henceforth: A14) reported the
discovery of modulated radial velocity (RV) variability of four
Cepheids, two of which—QZ Nor and V335 Pup—are short-period
Cepheids likely to pulsate in the first overtone and candidates for
Blazhko-effect-like long-timescale modulations (years) similar to
the enigmatic V473 Lyr (Burki et al. 1982; Molna´r et al. 2013). The
two additional Cepheids presented in A14–` Car and RS Pup–are
long-period Cepheids for which significant RV curve modulations
among consecutive pulsation cycles were detected, varying in par-
ticular the RV amplitude. For `Car, this effect was further investi-
gated in a campaign combining contemporaneous spectroscopy and
long-baseline near infrared (NIR) interferometry (A16).
Modulated RV variability represents a significant difficulty for
at least two types of studies involving Cepheids. Firstly, the change
in RV amplitude translates into time-dependent RV curve inte-
grals, which represent a systematic uncertainty for Baade (1926)-
Wesselink (1946) (BW) distance determination (A14). Addition-
ally, projection factors required by BW methods appear to be sub-
ject to a complex time (cycle-to-cycle) dependence, since modula-
tion affects RV variability and angular diameter variations differ-
ently (A16). Secondly, RV curve modulation acts as noise for the
detection of low-mass companions to Cepheids, at times leading to
apparent time variations in the pulsation-averaged velocity vγ. This
complicates the interpretation of time variable vγ on the order of
a few hundred m s−1 and impacts the determination of upper limits
for non-binary Cepheids (cf. Evans et al. 2015a, and R .I. Anderson
et al. submitted).
The origin of modulated variability in Cepheids is currently
largely unclear, although different mechanisms that have been sug-
gested may be related, such as strange-mode and non-radial pulsa-
tions, magnetic cycles, or granulation (Buchler et al. 1997; Buchler
& Kolla´th 2001; Kovtyukh et al. 2003; Stothers 2009; Neilson &
Ignace 2014). As mentioned in A14, the very different timescale
of RV curve modulation found in long and short-period Cepheids
suggests that multiple mechanisms may be at play. Additionally, the
link between RV curve modulation and photometric period and am-
plitude variations remains as yet to be established. High-precision
photometric observations of `Car using the BRITE satellites could
close this important gap.
This paper aims at providing new insights into the origin of
such complex cycle-to-cycle modulations by investigating spectral
line shape variability. As a first step towards a more detailed de-
scription based on individual lines, it focuses on cross-correlation
functions (CCFs) computed for 925 high-quality, high-resolution
optical spectroscopic data of `Car. This is appropriate, since CCFs
are used to infer high-precision RVs among which RV curve modu-
lation was discovered. CCFs have the further benefit of greatly en-
hanced signal-to-noise ratios (SNR) compared to individual spec-
tral lines and are thus well-suited to search even for weak signs of
modulated variability.
The structure of the paper is as follows. Section 2 describes
the observational data and presents the quantities investigated in the
following sections, including proxies for CCF asymmetry as well
as RVs computed at different atmospheric levels and the impact
of different RV measurement methods. Section 3 presents a com-
prehensive overview of `Car’s modulated spectroscopic variabil-
ity, starting with RVs based on different measurement definitions
in §3.1.2. §3.2 then illustrates line profile variability as a function
of phase as well as cycle-to-cycle modulation using CCF shape in-
dicators BIS, FWHM, and normalized depth, with a special focus
on the asymmetry parameter BIS. §3.3 describes in detail the phase
variability of the metallic line velocity gradient as well as its cycle-
to-cycle modulation and relation to BIS. Section 4 discusses pos-
sible astrophysical origins of the discovered behavior (§4.1), con-
sequences for Cepheid RV measurements (§4.2), and implications
for BW distance determination, in particular related to projection
factors (§4.3). The final section 5 summarizes the results and con-
cludes.
2 OBSERVATIONS, VELOCITIES & CCFS
2.1 Coralie monitoring campaigns
All data presented here are based on optical spectra of `Carinae
observed with the high-resolution (R ∼ 60 000) echelle spectro-
graph Coralie (Queloz et al. 2001a; Se´gransan et al. 2010), which
is mounted to the 1.2 m Swiss Euler telescope situated at La Silla
Observatory, Chile. Coralie’s dedicated data reduction pipeline per-
forms bias correction, flatfielding, and cosmic ray removal. The
wavelength solution is supplied by a ThAr lamp. Coralie is housed
in a thermally controlled room and any small intra-night varia-
tions in wavelength solution are corrected using reference spectra
recorded simultaneously with the science exposure to reach single-
digit m s−1 RV precision (e.g. Marmier et al. 2013).
Coralie has been upgraded twice over the course of the ob-
servations (2014 to 2016). Upgrades implemented in late 2014 are
described in A16 and have had ∼ 15 m s−1 impact on RV zero-
point, which is only marginally relevant for the present work that
deals with variations larger by one to three orders of magnitude.
In mid 2015, the method for intra-night wavelength drift correc-
tion was changed. Formerly, the simultaneous wavelength refer-
ence was supplied by a ThAr lamp; now it is supplied by a Fabry-
Pe´rot interferometer (FP), which further increased RV precision.
The nightly wavelength calibration continues to be provided by a
ThAr lamp, and the FP operates relative to this solution. Hence, no
significant zero-point offset is expected, and none has been found
thus far. A further exchange of Coralie’s CCD controller has also
had no impact on the RV zero-point (F. Pepe and Geneva exoplanet
group, priv. comm.) while reducing read-out time and improving
noise properties.
This paper peruses Coralie spectra observed for two prior pub-
lications (A14: 2014 data, A16: 2015 data) as well as 230 new, as
yet unpublished observations carried out between 2016 February
12 and 2016 May 10. Each of the three epochs (2014, 2015, 2016)
considered here span two complete consecutive pulsation cycles.
This allows to investigate cycle-to-cycle behavior as well as long-
term changes in the RV and spectral variability.
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Figure 1. Cross-correlation functions (CCFs) calculated using a G2 line
mask and data from the first complete 2016 cycle. Colors trace pulsation
phase, the cycle proceeds from the top center counterclockwise.
2.2 Cross-correlations and inferred RV
All RVs presented here are measured using the cross-correlation
technique (Baranne et al. 1996; Pepe et al. 2002) and are ex-
pressed relative to the solar system barycenter. This technique
cross-correlates a weighted numerical mask and the observed spec-
trum to produce cross-correlation functions (CCFs) based on which
RV is measured by fitting Gaussian profiles. The line mask used for
most Cepheid observations is representative of a solar spectral type
(henceforth: G2 mask), and CCFs are computed such as to resemble
absorption lines (for details, see Pepe et al. 2002). These velocities
are referred to as “Gaussian RVs” with symbol vr.
Figure 1 shows CCFs computed using the first fully sampled
pulsation cycle of the 2016 campaign. The pulsation cycle proceeds
counterclockwise and pulsation phase is color-coded to aid visual
inspection. Fig. 1 clearly shows several phase-dependent features,
including changes in: a) temperature (spectral type) via the varying
depth of the CCF; b) RV associated with the pulsation via the dis-
placement of the CCF along the abscissa; c) the width of the CCF;
d) CCF asymmetry.
As a consequence of line asymmetry, RVs measured by fitting
profiles such as Gaussian functions to CCFs (as well as to individ-
ual spectral lines) are biased (Burki et al. 1982) and much work
has been done with the aim of improving the accuracy of Cepheid
RV measurements by considering line asymmetry or different ve-
locity curves of different spectral lines (e.g. Kraft 1967; Sasselov
& Lester 1990; Wallerstein et al. 1992; Butler 1993; Kiss & Vinko´
2000; Nardetto et al. 2006; Gray & Stevenson 2007). Neverthe-
less, Gaussian RVs are extremely precise in that they are able to
reproduce a consistent value under identical conditions, and this is
illustrated by very smooth variations and small scatter when inves-
tigated appropriately (cf. A16). It is thanks to this precision that RV
observations are now revealing previously unknown complexity in
Cepheid pulsations.
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Figure 2. Illustration of the quantity BIS for four pulsation phases. BIS is
the velocity difference (on the abscissa) between the CCF bisector (solid
nearly vertical line) near its top and bottom, computed as the average of the
regions included between horizontal dotted lines (Queloz et al. 2001b).
This level of extreme RV precision should however not be
confused with accuracy, i.e., the ability to reproduce the “true”
value precisely. This is primarily because Cepheid atmospheres are
highly dynamical and thus not characterized by a single velocity at
a given phase. CCF-based RVs represent a weighted average RV of
thousands of lines formed at different levels in the atmosphere and
are therefore difficult to interpret in detail. However, even individ-
ual spectral lines are not free of such difficulty, since line formation
in supergiant atmospheres occurs over significantly extended re-
gions and is therefore more susceptible to the velocity field than in
dwarf stars.
Despite these shortcomings, CCFs as well as RV curves based
on them contain a great deal of useful information. In particular,
CCF shape parameters exhibit smooth variations with phase due to
the high SNR of CCFs and allow to investigate the relation between
RV curve modulation and line profile variability. Specifically, this
work considers—in addition to RVs—the CCFs’ full width at half
maximum (FWHM) and normalized depth, both of which are mea-
sured by proxy via the fitted Gaussian profile. In addition, the quan-
tity BIS (bisector inverse span) computed directly via CCFs serves
as a proxy for line asymmetry. BIS is computed as the difference
between average bisector velocities near the top 10–40 and bottom
60–90 % of the CCF, see Fig. 2 and Queloz et al. (2001b, Fig. 5).
Bi-Gaussian profiles have been proposed as an alternative to
Gaussian profiles for measuring RV based on CCFs, specifically
to take into account line asymmetry (Nardetto et al. 2006). To in-
vestigate how this different method of measuring RV on a given
CCF reacts to cycle-to-cycle changes in the spectral line variabil-
ity, bi-Gaussian RVs are determined for all CCFs employed in this
MNRAS 000, 1–17 (2015)
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Figure 3. Illustration of Gaussian and bi-Gaussian RV profile fitting to
CCFs of four different pulsation phases (selected as minimum radius, max-
imum expansion velocity, maximum contrast, and maximum contraction
velocity). RV is defined as negative for objects approaching the observer.
work using the python implementation1 by Figueira et al. (2013).
Bi-Gaussian RVs are denoted by the symbol vr,biG.
Figure 3 exemplifies the difference between a Gaussian and
bi-Gaussian fit to four selected CCFs. Close inspection shows that
bi-Gaussians do trace the computed CCF points more closely than
a Gaussian fit. There does remain, however, a noticeable difference
between the observed and fitted profiles. As a consequence of their
tracing the CCF core more closely than Gaussians, bi-Gaussian
RVs can be expected to lead to larger RV amplitudes.
2.3 Metallic line velocity gradient
It has been long known that Cepheid atmospheres are subject to sig-
nificant velocity gradients (e.g. Sanford 1956; Kraft 1967; Dawe
1969; Karp 1973, 1978) and velocity differences among individ-
ual lines have been investigated in detail (e.g. Wallerstein et al.
1992; Butler 1993; Nardetto et al. 2007). In this work, a metallic
line velocity gradient is computed using two newly-created correla-
tion masks containing exclusively strong (depth > 0.65) and weak
(depth < 0.55) lines, respectively. This procedure aims to exploit
the benefit of the superior SNR of CCFs compared to individual
lines in order to be maximally sensitive to cycle-to-cycle modula-
tion. Both masks are based on the nominal solar (G2 spectral type)
mask. The specific division between weak and strong line masks
was adopted to achieve a similar weighting of the computed CCFs,
i.e.,
∑
i,strong di ∼ ∑i,weak di, where di denotes the line strengths as
specified in the G2 mask. The weak-line mask thus contains 2030
lines, compared to 1209 lines in the strong-line mask.
Using strong and weak-line RVs measured by fitting Gaussian
1 http://bitbucket.org/pedrofigueira/
line-profile-indicators
profiles to CCFs computed using the strong and weak-line masks,
the metallic velocity gradient is defined as
δvr(t) = vr,strong(t) − vr,weak(t) − 0.641 km s−1 , (1)
with an offset of 0.641 km s−1 to correct for differential bias in the
pulsation averaged velocities, cf. §3.1.2 and §3.2 as well as the
well-known k−term problem (e.g. Nardetto et al. 2008). Uncertain-
ties on δvr(t) are computed as the squared sum of each mask’s RV
uncertainties.
δvr(t) defined in Eq 1 traces a velocity difference among lines
formed at higher (stronger lines) and lower (weaker lines) levels in
the Cepheid atmosphere (cf. Grossmann-Doerth 1994). δvr(t) thus
indicates whether the region over which the gradient is valid is be-
ing compressed (positive δvr) or stretched (negative δvr) by the pul-
sation (as usual, RV is positive when receding from the observer).
Table 1 succinctly summarizes this. Similar techniques have been
employed for Mira stars to investigate shock propagation (Alvarez
et al. 2001).
2.4 Variability with phase and modulated variability
This paper describes variations on different timescales, i.e., 1) vari-
ability over a pulsation cycle (alternatively: with pulsation phase,
P ∼ 35.5 d) and 2) modulated variability, which denotes changes
in the former variability pattern that occur over timescales longer
than one pulsation cycle, ranging from one cycle to the next up to
2 years (baseline of the observations).
This work discusses differences between measurements on
different timescales, i.e., data recorded 1) at the same time or 2)
at the same phase during different pulsation cycles. The following
notation is adopted to clearly distinguish these cases.
Differences of quantities observed at the same time are labeled
as (lowercase) δ. For instance, the metallic line velocity gradient
δvr(t) is the velocity difference of two different atmospheric layers
measured using the same observed spectrum (cf. §2.3). Differences
of quantities observed in different pulsation cycles are labeled using
(uppercase) ∆. For instance, the difference in RV curve between
two pulsation cycles is ∆vr(φ) = vr,cycle2(φ) − vr,cycle1(φ). In these
cases, phase φ is computed using ephemerides determined in §3.1.1
below.
3 RESULTS
Figure 4 shows the Gaussian RVs measured during the three moni-
toring campaigns and illustrates the nomenclature adopted for each
pulsation cycle as used in the following. Table 2 lists velocities and
CCF shape parameters (cf. §2.2) for a subset of the observations;
the complete data table is made publicly available online via the
CDS2. As mentioned in §2.2 vr denotes RVs measured via Gaussian
fits to CCFs computed using the G2 mask. Other RV definitions are
clearly identified via their subscripts.
3.1 Cycle timing and modulated RV variability
3.1.1 Cycle timing
`Carinae’s pulsation period fluctuates from one pulsation cycle to
the next (e.g. A14, A16). Pulsation ephemerides are thus most pre-
2 http://cds.u-strasbg.fr/
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Table 1. Explanation of velocity difference in terms of compression and stretch within the atmosphere. Upper layers are traced by stronger (deeper) absorption
lines, lower layers by weaker (shallower) lines. δvr = vr,strong − vr,weak − 0.641 km s−1 (offset corrects for differential bias in vγ for weak and strong line RVs).
Pulsational motion expansion (vr . vγ) contraction (vr & vγ)
Velocity gradient
δvr < 0 upper layers expand faster: stretch upper layers contract more slowly: stretch
δvr > 0 lower layers expand faster: compression lower layers contract more slowly: compression
56600 56800 57000 57200 57400
BJD - 2 400 000
−15
−10
−5
0
5
10
15
20
v
r
[k
m
s−
1
]
c14a
c14b
c14c c15a
c15b
c15c
c16a
c16b c16c
Figure 4.RV data of `Carinae from the 2014, 2015, and 2016 campaigns. Individual pulsation cycles discussed in the following are marked here for comparison
with all other figures. Green open circles show additional data not presented in detail in the following; these are also made publicly available. The horizontal
dotted line represents vγ = 3.419 km s−1 adopted to determine the duration of pulsation cycles.
cisely determined using the RV data of each individual pulsation
cycle.
This work defines the start of a pulsation cycle to occur at
minimum radius, since the steep RV variation during this phase al-
lows for the most precise timing measurement (cf. Derekas et al.
2012; Anderson et al. 2016a). Minimum radius, by definition, is
reached when vr = vγ while vr is decreasing, with vγ denoting the
pulsation-averaged velocity. The main uncertainty related to timing
the pulsation is therefore the ability to precisely define vγ, since vγ
can exhibit erratic temporal variations due to the effects considered
in this paper (see also A16). Furthermore, vγ depends on the def-
inition of RV employed (cf. §2.2), since vγ is biased due to line
asymmetry and different lines or measurement techniques differ in
sensitivity to this bias. The most consistent way of timing the pul-
sation via RVs is therefore to determine vγ separately for each type
of RV definition. Fourier series fits with 13 harmonics to all avail-
able Coralie data thus yield vγ = 3.419 km s−1 for Gaussian and
vγ,biG = 3.441 km s−1 for bi-Gaussian RVs based on the G2 mask,
as well as vγ,strong = 3.571 km s−1 and vγ,weak = 2.930 km s−1. For
the purpose of timing the pulsations, these are adopted as true val-
ues, although the (statistical) uncertainty of each of these pulsation-
averaged velocities is on the order of 0.05 km s−1. This comparison
also illustrates the systematic difficulty of determining the absolute
systemic velocity to better than a few hundred m s−1.
Specifically, the duration of a pulsation cycle is determined
as the time span between consecutive intersections of the spline-
interpolated RV curve with vγ at minimum radius. For the 2015
pulsation cycles, the timing specified in A16 is adopted. Table 3
specifies all cycle timings determined using Gaussian RVs.
Some of the available spectra were observed outside the date
range of fully traced pulsation cycles. To make use of these data,
half-cycles c14a, c14c, c15c, and c16a are defined as either begin-
ning or ending at minimum radius. Since the duration of such half-
cycles cannot be determined, a fixed pulsation period of 35.5 d is
adopted to compute the corresponding pulsation phase. Through-
out the paper, each cycle is plotted using a consistent scheme of
colors and symbols as shown in Fig. 4. Half-cycles are drawn in
black.
3.1.2 Modulated RV variability
Figure 5 illustrates `Car’s RV curve modulation in detail. It shows
both Gaussian and bi-Gaussian RVs based on G2, weak-line, and
strong-line correlation masks. The figure shows only the enlarged
sections of the RV curve near minimum and maximum RV, since
the modulated RV variability shows most clearly at these phases.
Fig. 5 clearly demonstrates that RV curve modulation is exhibited
regardless of the measurement method or line mask used, although
its amplitude (or extent) depends on the definition of both.
Figure 5 also shows that cycle-to-cycle differences are seen in
each of the three campaigns. However, Gaussian RVs from 2015
and 2016 reveal the tendency of longer-timescale modulations to
be stronger than cycle-to-cycle modulations. 2014 data constitute
an exception by differing particularly strongly between c14a and
MNRAS 000, 1–17 (2015)
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BJD - 2 400 000 FWHM BIS depth vr vr,biG vr,weak BISweak vr,strong BISstrong
days [km s−1] [km s−1] [%] [km s−1] [km s−1] [km s−1] [km s−1] [km s−1] [km s−1]
56636.757136 17.4 0.384 41.7 −6.233 ± 0.015 −6.578 −6.223 ± 0.015 0.462 −6.397 ± 0.015 0.136
56637.848761 17.1 0.344 43.2 −4.445 ± 0.015 −4.758 −4.438 ± 0.015 0.405 −4.603 ± 0.015 0.084
56638.748377 17.0 0.318 44.3 −2.936 ± 0.015 −3.223 −2.947 ± 0.015 0.375 −3.073 ± 0.015 0.048
56639.774722 17.0 0.285 45.1 −1.205 ± 0.015 −1.463 −1.241 ± 0.015 0.346 −1.323 ± 0.015 −0.007
56640.769897 17.1 0.246 45.5 0.513 ± 0.015 0.286 0.445 ± 0.015 0.352 0.422 ± 0.015 −0.070
56641.766439 17.3 0.184 45.7 2.234 ± 0.015 2.061 2.120 ± 0.015 0.310 2.184 ± 0.015 −0.159
56643.842825 18.3 −0.003 45.1 5.809 ± 0.015 5.814 5.572 ± 0.015 0.071 5.873 ± 0.015 −0.342
56644.719386 18.8 −0.135 44.5 7.281 ± 0.015 7.41 6.993 ± 0.015 −0.130 7.406 ± 0.015 −0.429
56645.850598 19.6 −0.316 43.5 9.134 ± 0.015 9.431 8.756 ± 0.015 −0.422 9.336 ± 0.015 −0.563
56646.743305 20.4 −0.487 42.6 10.561 ± 0.015 11.024 10.109 ± 0.015 −0.713 10.821 ± 0.015 −0.710
. . .
57512.458865 28.7 −0.476 29.0 16.941 ± 0.003 17.393 15.237 ± 0.007 −0.316 17.674 ± 0.004 1.196
57512.591455 28.8 −0.506 28.7 16.514 ± 0.005 17.001 14.755 ± 0.010 −0.340 17.269 ± 0.005 1.200
57512.708641 28.9 −0.543 28.4 16.057 ± 0.004 16.632 14.328 ± 0.009 −0.362 16.819 ± 0.005 1.289
57514.460114 28.2 1.159 25.1 1.539 ± 0.003 0.251 0.259 ± 0.006 −0.350 2.004 ± 0.003 1.285
57514.498343 28.1 1.169 25.2 1.125 ± 0.005 −0.192 −0.111 ± 0.012 −0.318 1.567 ± 0.006 1.375
57514.547207 28.0 1.208 25.2 0.614 ± 0.010 −0.729 −0.530 ± 0.022 −0.324 1.019 ± 0.012 1.380
57515.718169 25.9 1.185 25.2 −8.849 ± 0.004 −9.984 −9.247 ± 0.008 −0.306 −8.932 ± 0.004 1.421
57518.468137 23.3 1.246 27.4 −15.377 ± 0.004 −16.564 −15.492 ± 0.007 −0.289 −15.597 ± 0.004 1.436
57518.573887 23.2 1.229 27.5 −15.392 ± 0.003 −16.591 −15.499 ± 0.006 −0.297 −15.616 ± 0.003 1.509
57518.580913 23.2 1.233 27.5 −15.396 ± 0.003 −16.611 −15.515 ± 0.006 −0.299 −15.617 ± 0.004 1.485
Table 2. Example of the Coralie RV data used here. These data are based on observations taken in 2014 (A14), and 2015 (A16), as well as new data from
a 2016 campaign. Measurements for the first and last 10 observations are shown. The full data set is made publicly available through the CDS. BJD denotes
barycentric Julian date. Columns FWHM and depth are based on the Gaussian profile fitted to the CCF. BIS denotes bisector inverse span and is measured on
the CCF. vr is the RV measured via a Gaussian fit to the CCF computed using the G2 mask. vr,biG is analogously measured via a bi-Gaussian profile (Figueira
et al. 2013). vr,weak and vr,strong denote RVs measured by fitting Gaussians to CCFs computed using weak- and strong-line correlation masks, respectively.
Cycle BJD begin BJD end Duration
−2 400 000 −2 400 000 [d]
c14a† 56642.448 56660.832 —
c14b 56660.832 56696.451 35.619
c14c† 56696.451 56713.398 —
c15a 57016.386 57051.957 35.571
c15b 57051.957 57087.491 35.534
c15c† 57087.491 57104.522 —
c16a† 57431.698 57443.184 —
c16b 57443.184 57478.681 35.497
c16c 57478.681 57514.278 35.597
Table 3. Timings of pulsation cycles via Gaussian RVs based on CCFs com-
puted using the G2 mask. Phase is defined such that φ = 0 at minimum
radius. † marks incompletely traced pulsation cycles. Timings for 2015 data
(c15a through c15c) are adopted from A16.
c14b near maximum RV. At minimum RV, the greatest difference
seen is between c14c and c15c, followed by c14b and either of
c16b or c. Near maximal RV, the overall greatest difference is seen
for c14a and c16a, whereas the differences among all other cycles
are much weaker.
Bi-Gaussian RVs mirror these variations closely during ex-
pansion (near minimum RV), albeit with greater amplitude. During
contraction however, bi-Gaussian RVs exhibit different RV curve
shapes with greatly amplified cycle-to-cycle differences. This be-
havior further strongly depends on the types of lines included in
the CCF, with weak lines leading to much stronger cycle-to-cycle
differences than strong lines due to enhanced asymmetry (§3.2).
3.2 CCF Variations
CCFs are frequently considered as representations of an average
spectral line profile. However, this represents a crude approxima-
tion and does not account for the weighting of the spectral lines ap-
plied via the line masks, even for non-pulsating stars. In Cepheids,
individual spectral lines are known to exhibit significant phase-
dependent asymmetry. Moreover, these asymmetric lines formed at
different depths are moving at different velocities due to the phase-
dependent velocity field. All such lines are summed into a common
CCF profile, whose detailed physical interpretation is thus compli-
cated.
Nevertheless, certain features of the pulsations, such as tem-
perature variations, are clearly evident in CCFs, see Fig. 1. Hence,
CCFs do remain useful to investigate the variability of line pro-
files in Cepheids, although one must be careful to avoid over-
interpretation of these variations. Of course, CCFs have the added
benefit of very high SNRs, allowing to compare line profile vari-
ability even when the SNR per pixel of the spectra is rather low
(down to spectral SNR of ∼ 10).
Four quantities are used to describe CCF variability: 1) the
difference between bi-Gaussian and Gaussian RVs (vr,biG − vr); 2)
the bisector inverse span (BIS), cf. Sec. 2.2; 3) FWHM, the full
width at half-maximum of the fitted Gaussian; 4) normalized CCF
depth, i.e., the normalized peak height (here computed as a depth
to resemble an absorption line) of the CCF. Figure 6 illustrates the
variation of these parameters as a function of phase and their mod-
ulated (cycle-to-cycle and longer-term) character.
The difference between bi-Gaussian and Gaussian RVs based
on a G2 mask varies between approximately −1.7 and 2.1 km s−1.
Conspicuously, this difference is opposite to the BIS variation and
has nearly identical amplitude. This correspondence is a conse-
quence of the bi-Gaussian’s construction as an asymmetric line
MNRAS 000, 1–17 (2015)
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Figure 5. Modulated RV variability near minimum (left-hand side) and maximum (right-hand side) velocity based on lines formed at different heights in the
atmosphere as measured using Gaussian and bi-Gaussian profiles. RVs shown are based on strong lines in top panels, the default G2 mask in center panels,
and weak lines in bottom panels. Symbols distinguish between the pulsation cycles, cf. Fig. 4. Statistical errors are smaller than symbol size.
profile. BIS is defined such that it is negative when the line core
is red-shifted compared to the higher sections of the CCFs, ergo
the bi-Gaussian RV for a negative BIS is larger than the Gaussian
RV, and vice versa for positive BIS (core more blue-shifted than
upper CCF regions). As Figure 7 shows, there is a near one-to-one
correspondence between vr,biG − vr and the BIS parameter for all
pulsation cycles. Linear regressions assuming a fixed intercept at
(0,0) yield slopes between -0.94 and -1.07 for the individual pulsa-
tion cycles, whereas a regression to all data has slope −1.009.
The primary origin of spectral line asymmetry in Cepheids are
rotation (Gray & Stevenson 2007) and velocity fields (e.g. Karp
1975; Nardetto et al. 2006). The rotational contribution to line
asymmetry originates in the convolution of the rotation profile and
the pulsation velocity. Thus, the rotational contribution to BIS is
strongest, when the pulsation velocity is extreme (minimal or max-
imal), and this overall pattern is clearly observed in the BIS param-
eter.
The surface rotation velocity veq of a Cepheid is expected to
vary by up to 10 % over the course of an expansion-contraction
half-cycle due to conservation of angular momentum (Gray &
Stevenson 2007). However, since the greatest difference in veq oc-
curs at minimum and maximum radius where the pulsational veloc-
ity vanishes, no significant contribution to BIS is expected due to
this effect.
The contribution of pulsation-induced velocity fields to line
asymmetry can be understood as the added contributions of line
forming regions moving at different velocities. For instance, if
higher layers are expanding more quickly than lower ones, posi-
tive BIS is to be expected. Conversely, negative BIS is expected
when deeper layers are contracting more slowly than higher layers.
The steep sign reversal near minimal radius (φ ∼ 1) is thus a conse-
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Figure 6. Variation of CCF shapes with pulsation phase. Top left: Difference of bi-Gaussian and Gaussian RV, top right: Bisector inverse span (BIS), bottom
left: FWHM of fitted Gaussian, bottom right: Depth in percent of fitted Gaussian.
quence of the outward-directed shock wave reversing the velocity
gradient. These relationships are further investigated in §2.3.
In (non-variable) cool supergiants, velocity fields due to gran-
ulation create significant line asymmetry, with bisectors exhibiting
a smooth variation as function of spectral type. Full bisector veloc-
ity spans (top minus bottom) range from ∼ 300–500 m s−1 near G4
(less at K2) up to ∼ −1 to −2 km s−1 near F5–F8 (Gray & Toner
1986). Intriguingly, the granulation-induced bisector asymmetry of
non-variable supergiants has opposite sign from the BIS variations
shown in Fig. 6, even though `Car’s variability spans similar spec-
tral types. BIS is positive when `Car is hottest (maximal RV), and
BIS is negative when it is coolest (after maximal radius). Thus, it
appears that granulation is not the likely origin of `Car’s observed
line asymmetry.
The variation of parameter BIS in Figure 6 exhibits several
noteworthy peculiarities. First, the steep rise immediately before
phase 1.0 is the most consistent part among the different pulsation
cycles. The outward-directed pulsation wave initiated by the main
pulsation mechanism (the He II partial ionization zone) is undoubt-
edly responsible for this feature, since it occurs very close to min-
imal radius. The occurrence of this significant realignment further
supports the choice of vγ as reference point for timing the dura-
tion of individual pulsation cycles (§3.1.1). Second, BIS reaches
more extreme values during contraction (φ ∼ 0.8–0.9) than during
expansion (φ ∼ 0.1–0.2) during some pulsation cycles (c15a and
b). Third, while cycle-to-cycle differences in BIS are evident at all
phases, they are most strongly pronounced during contraction and
exhibit a wave-like pattern that differs from cycle to cycle, is not
in phase with the pulsation, and carries over into subsequent pul-
sation cycles. Thus, the atmospheric velocity field during a given
cycle retains a memory of the previous cycle. Fourth, BIS modu-
lation is more noticeable on longer timescales than among subse-
quent cycles, possibly suggesting (semi-)periodicity, given that the
2014 and 2016 cycles are more similar to each other than to the
2015 cycles. A periodicity of this timescale (∼ 2 years) would be
consistent with the order of magnitude expected for the rotational
period of a ∼ 180 R, 9 M Cepheid (Kervella et al. 2004; Anderson
et al. 2014, 2016b).
The modulated variability of the BIS parameter provides a cru-
cial insight into the origin of RV curve modulation. As explained
in Sec. 2, RV measurements obtained by fitting Gaussian profiles
to CCFs are biased (Burki et al. 1982). However, if the shape of
spectral lines at a fixed phase were to repeat perfectly, then Gaus-
sian RVs would be subject to the same bias in each pulsation cy-
cle and thus yield consistent results at fixed phase. The modulated
BIS variability here discovered demonstrates that line shapes are
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Figure 7. Bi-Gaussian RV offset against bisector inverse span (BIS) deter-
mined from the CCF. Each cycle is fitted separately, the average slope over
all cycles is −1.009.
not consistent between pulsation cycles, thus leading to RV curve
modulation. Bi-Gaussian RVs are even more strongly affected by
these cycle-to-cycle differences in line shape, as expected due to
their asymmetric construction (cf. Figs. 5 and 7). This link between
line asymmetry, velocity gradients, and RV curve modulation is ex-
plored in detail using a Doppler tomographic method in §3.3.
Figure 6 further reveals peculiar differences in the FWHM and
CCF depth parameters among pulsation cycles. As was the case
for BIS, the most conspicuous differences are seen near pulsation
phase 0.9. Line width at these phases has previously been discussed
in terms of shock-induced turbulence (e.g. Karp 1973; Fokin et al.
1996). The cycle-to-cycle variations of the FWHM parameter do
not directly correlate with those exhibited by BIS, cf. yellow circles
and blue downward triangles, for instance.
Figure 8 complements Fig. 6 by illustrating the variability of
CCF shape parameters BIS, FWHM, and CCF depth as a function
of vr, centered on vγ. In particular, this reveals butterfly-shaped di-
agrams for BIS (and thus also the vr,biG − vr difference). Figure 8
features smooth variations that differ noticeably among the pul-
sation cycles. It clearly shows that BIS tends to be most extreme
when RV is extreme, which illustrates the significant impact of sur-
face rotation on line asymmetry. An important exception to this
general behavior is the peak with positive BIS near the top center
of the plot, during expansion. This phase coincides with the pis-
ton phase of the pulsation, when velocity gradients are expected
to be strongest due to the outward-directed pulsation wave pass-
ing through the atmosphere. The variation of FWHM is also most
disturbed near minimum radius (vr ∼ vγ and maximal FWHM).
Figure 9 shows the computed BIS and RVs for both the weak
and strong-line CCFs, in analogy with the upper right panel of
Fig. 8. The resulting BIS loops are significantly different for strong
and weak line CCFs. Several interesting features appear in these di-
agrams. Firstly, BISweak variations reach much more extreme nega-
tive values at maximum velocity than BISstrong. This is further illus-
trated by Fig. 10. Secondly, observed cycle-to-cycle differences in
BIS are largest at maximum RV, just as the observed differences in
vr. Thirdly, BISweak exhibits more intense modulation than BISstrong,
which also matches the RV curve modulation seen in Fig. 5. For
strong line CCFs, these loops differ more strongly at every point
along the duty cycle compared to weak line CCFs, although the
differences at the extremes is less pronounced. For instance, c15a
yields a much more compact loop than c16b. Strong line loops
(BISstrong vs. vr,strong) are much more open during expansion than
weak line loops, for which the opposite appears to be the case.
The loops in Figure 9 exhibit the widest opening when vr ∼ vγ,
i.e., close to times of extremal radius. The closer and steeper cor-
relation between BISweak and vr,weak compared to the same quanti-
ties derived for strong line CCFs is peculiar and may be indicative
of depth-dependent differential rotation, since line asymmetry is in
large parts due to the convolution of the rotation and pulsational
velocities.
Besides rotation, velocity fields contribute significantly to line
asymmetry. The relationship between the metallic velocity gradient
and BIS parameter is therefore investigated in detail in the follow-
ing §3.3.
3.3 Velocity Gradients
Cepheid atmospheres are highly dynamic and characterized by
strong velocity fields. Previous work has shown in detail the dif-
ferent velocities exhibited at fixed phase for spectral lines belong-
ing to different elements, ionization potentials, and line depths (e.g.
Sanford 1956; Karp 1978; Sasselov et al. 1989; Sasselov & Lester
1990; Wallerstein et al. 1992, 2015; Butler 1993; Nardetto et al.
2006, 2007; Hadrava et al. 2009)
The metallic line velocity gradient, δvr(t), is computed here
as the difference between strong-line and weak-line RVs as defined
in Eq. 1 to investigate the relationship between the BIS parameter
and the atmospheric velocity field. The key benefit of the presently
used definition of δvr(t) is its ability to reveal even small differ-
ences (both at the same time and between different pulsation cy-
cles) thanks to the very high RV precision afforded by the cross-
correlation technique.
However, the present approach is also limited by several
choices, including blurring due to the inclusion of many spectral
lines formed at different heights for each mask, the approximate
nature of using spectral lines of different strength to trace different
atmospheric layers, and the possible influence of different portions
of the stellar disk being probed by different line masks. Neverthe-
less, this approach is useful and tests performed using different line
selections revealed similar trends, albeit with different amplitudes.
Figure 11 illustrates δvr (center panel) against pulsation phase
together with the RV curves (vr, top panel) and the BIS variation
(bottom panel). The dependence of δvr on BIS is further shown in
Fig. 12.
Figure 11 reveals a globally smooth variation of the velocity
gradient as a function of pulsation phase that is dominated by three
humps of increasing amplitude located at phases of approximately
0.25, 0.77, and 0.97. A first minimum before the first hump at phase
0.1 – 0.15 coincides with the peak of the RV curve, i.e., where
the shock wave emerges from below. The slight hump indicating
reduced stretch thus appears to be related to the trailing part of this
shock wave.
Shortly after maximum radius (at phase ∼ 0.6), δvr turns over
from negative to positive values as the star is contracting. This com-
pression first proceeds in an accelerated fashion until a maximum is
reached near phase 0.77 and the compression is slowed temporar-
ily before being re-accelerated forcefully towards the highest peak
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Figure 8. Variation of CCF line shape parameters against RV, shown here centered on the pulsation-averaged velocity vγ. Top left: bi-Gaussian minus Gaussian
RV, top right: Bisector inverse span (BIS), bottom left: FWHM of fitted Gaussian, bottom right: Depth in percent of fitted Gaussian.
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Figure 9. BIS against RV for strong-line CCFs (left-hand panel) and weak-line CCFs (right-hand panel). Weak lines exhibit a broader range of asymmetry
than strong lines and are subject to stronger modulations near maximal velocity (fastest contraction).
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near phase 0.97. The variation of δvr between phase 0.75 and 0.95
(well before minimum radius is reached) is indicative of a process
beyond gravitational collapse that first works against the accelera-
tion of compression and subsequently contributes to it. This is cer-
tainly a feature of the pulsation mechanism, given that it is apparent
during every pulsation cycle.
Finally, near phase 0.95-0.98, δvr is reminiscent of a discon-
tinuity and experiences a sharp turnaround, proceeding from max-
imal compression to maximum stretch in less than 10% of a pul-
sation period. This feature coincides with the very fast decrease in
RV, cf. Fig. 5, which initiates the expansion.
Figure 11 also reveals the existence of significant cycle-to-
cycle changes in δvr. The most striking differences among pulsa-
tion cycles take place during contraction, start near φ = 0.6, and
proceed until expansion is initiated. This behavior is analogous to
the greater extent of RV curve modulation observed during contrac-
tion (near maximum RV). Smaller cycle-to-cycle differences near
minimum RV (phase 0.1 – 0.15) further coincide with lower RV
curve modulation at minimum vr. δvr also exhibits more consistent
behavior for intermediate phases during which little to no cycle-to-
cycle vr modulation is found.
The smooth variation of the each cycle’s δvr curve demon-
strate that the present approach traces even small changes in veloc-
ity gradients with confidence. Similarly to the behavior of RV curve
modulation, consecutive pulsation cycles tend to reproduce similar
δvr variability, whereas longer timescales lead to larger differences.
Differently from the RV curve (Fig. 5), however, the 2014 and 2015
cycles are more similar to each other than to the cycles observed in
2016. These different modulation patterns among the various spec-
tral indicators suggest a highly complex behavior of modulated line
profile variability across all spectral lines.
Comparing cycle-to-cycle changes in δvr with those observed
for BIS in the bottom panel of Fig. 11 shows both indicators to cor-
relate very closely. For instance, close to phase 0.1 (near fastest
vr), c15a exhibits both lowest BIS and lowest δvr, whereas c16b
exhibits greatest BIS and δvr. Close to phase 0.8, c16a yields the
highest value for δvr and BIS, and similarly, c15b exhibits mini-
mal BIS and δvr. However, the correspondence is not perfect and
some smaller differences remain. The need to adopt a common
value for vγ for all pulsation cycles for timing purposes (cf. §3.1.1)
likely dominates these small differences. Further reasons for non-
correspondence include the fact that BIS is measured on CCFs
computed using the G2 mask, which contains some spectral lines
not included in the strong and weak line masks (depth range 0.55
– 0.65). However, this contribution is expected to be small, since
the addition of weak and strong-line CCFs closely resembles G2
mask-based CCFs (cf. Fig. 10).
Figure 12 illustrates another important feature, namely that
variations in δvr and line asymmetry (BIS) correspond more closely
during expansion (δvr < 0) than during contraction (δvr > 0). This
points towards a resetting effect of the outward-directed pulsation
wave. Other atmospheric effects such as convection and turbulence
appear to cause greater departures from this correspondence once
the shock wave has passed through the atmosphere.
Figures 13 and 14 serve to further illustrate the correspon-
dence between modulated BIS and δvr. Figure 13 shows this behav-
ior as a function of phase, whereas Fig. 14 plots ∆δvr against ∆BIS.
It is worth recalling here the nomenclature adopted where δ indi-
cates the difference between measurements obtained at the same
time and ∆ denotes differences between pulsation cycles. Both fig-
ures use pulsation cycle c15a as a reference to compute cycle-to-
cycle differences. The amplitude of ∆BIS is approximately a factor
of 3 larger than the amplitude of ∆δvr, most likely due to the dif-
ference in spectral lines between the G2 mask used to compute BIS
and the fewer and different lines used to compute weak and strong
line CCFs. For ∆δvr the maximal difference among 2016 and 2015
pulsation cycles reaches ∼ 700 m s−1, which is on the order of 50%
of the average δvr at the same phase (φ ∼ 0.875). For BIS, cycle-to-
cycle differences reach up to ∼ 2.1 km s−1 at this phase, with BIS
ranging from +0.1 to −2.0 km s−1.
The correspondence between the shape of the ∆δvr and ∆BIS
curves against phase (Fig. 13) is striking and demonstrates that
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Figure 11. Time-dependent velocity gradients δvr (center) and their correspondence to the overall RV variability vr (top) and the bisector inverse span (BIS,
bottom). δvr > 0 indicates compression, cf. Tab. 1. Velocity gradients and line asymmetry are clearly correlated, both exhibit patterns that are more similar in
2014 and 2016 than in 2015.
cycle-to-cycle and longer-term changes in the velocity gradient are
primarily responsible for the observed modulated BIS variability.
This important result suggests that cycle-to-cycle RV curve modu-
lation in long-period Cepheids discovered by A14 is primarily due
to cycle-to-cycle and longer-term variations in velocity gradients
that modify the spectral line variability, acting primarily on line
asymmetry. Despite a remarkable correspondence between the pa-
rameters, Fig. 13 also shows that ∆vr does not correlate immedi-
ately with changes in the velocity gradient (∆δvr). This is likely
due to the combined influence of line profile variations on FWHM,
depth, and BIS, of which only BIS was considered here. Further re-
search is required to test whether such correlations could be used to
reduce the impact of modulated line profile variability on Cepheid
RV measurements.
Since cycle-to-cycle changes in velocity gradient correlate
with those in BIS, it follows that BIS can serve as a suitable proxy
to detect changes in velocity gradients. This is particularly useful
to extend the investigation of cycle-to-cycle differences to fainter
stars, for which the here presented Doppler tomographic technique
cannot be applied due to insufficient spectral SNR. Specifically, in-
vestigation of BIS can help to distinguish between time variations
in the pulsation averaged velocity vγ due to spectroscopic bina-
rity (no cycle-to-cycle difference in BIS) and modulated line shape
variability. This is useful to detect companions with low mass ra-
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Figure 12. Velocity gradient δvr against CCF asymmetry parameter BIS.
δvr corresponds more closely to BIS when δvr < 0, i.e., when the atmo-
sphere is being stretched.
tios (such as δCep’s spectroscopic companion, see Anderson et al.
2015).
4 DISCUSSION
The above results reveal a first insight into the highly complex
modulated line profile variability of Cepheids. This work has fo-
cused on quantities accessible via CCFs in order to start explor-
ing the origin of RV curve modulation discovered recently (A14).
Work in progress will expand this investigation to individual spec-
tral lines. It should be noted that RV curve modulation in short and
long-period Cepheid occurs on different timescales. Hence, the fol-
lowing discussion of the above results should apply primarily to
Cepheids with pulsation periods on the order of 20–60 d. Further
research is required to investigate how these phenomena translate
to other Cepheids and/or period ranges.
4.1 On CCF asymmetry and velocity gradients
The preceding sections have revealed a highly complex and cycle-
dependent line profile variability. Although this paper is purely ob-
servational, it is useful to summarize the key results capable of
informing the astrophysical interpretation of the observed modu-
lations. The most important clues found here include (in arbitrary
order):
(i) pulsation cycles retain memory of the preceding cycle;
(ii) long-term modulation tends to dominate over short-term
modulation;
(iii) there is tentative evidence for a repetition in BIS modulation
(2014 compared to 2016 data);
(iv) ∆BIS correlates closely with ∆δvr;
(v) the strongest cycle-to-cycle differences in δvr occur during
contraction, well before minimal radius;
(vi) the asymmetry of weak lines more strongly correlates with
pulsational velocity than for strong lines;
(vii) weak lines show greater asymmetry and exhibit greater
cycle-to-cycle modulation than strong lines.
Changes in the velocity field could be explained by several
mechanisms, including convection, additional (e.g., non-radial or
strange) pulsation modes, surface inhomogeneities (spots), or in-
elastic shock. Granulation has previously been mentioned as a pos-
sible explanation for so-called “period-jitter” in Cepheids (Neil-
son & Ignace 2014). As mentioned in §2.3 however, granulation-
induced line asymmetry in non-variable supergiants has oppo-
site sign of `Car’s line asymmetry. Hence, other asymmetry-
inducing effects such pulsation-induced velocity gradients and rota-
tion complicate the assessment of granulation based on line asym-
metries. Multi-dimensional models of pulsation-convection inter-
actions (Mundprecht et al. 2013, 2015) should provide interesting
insights into this possible explanation. Convective perturbations of
the velocity field are likely to occur, since convective cells in cool
supergiants are large and `Car is a particularly cool Cepheid. ∆BIS
is particularly strong when `Car is coldest, further corroborating a
link with convection.
Rotation and associated magnetic phenomena are an interest-
ing possibility primarily because of the tentative evidence of a pat-
tern repeating over a 2-year timescale, which is broadly consistent
with the expected rotation period of `Car. In addition, the depen-
dence of line asymmetry on formation height indicates possible
differential (depth-dependent) rotation. While a magnetic origin of
amplitude modulations has been suggested (Stothers 2009), little is
known observationally about the magnetic fields of Cepheids (see
e.g. ηAql in Grunhut et al. 2010). Inhomogeneities in the velocity
field of `Car’s surface (e.g. due to spots) could lead to line asym-
metries similar to those observed in other rotating stars (Deutsch
1958; Goncharskii et al. 1977; Toner & Gray 1988).
Shock associated with the pulsation has received much atten-
tion in the literature (e.g. Karp 1975; Schmidt & Parsons 1984;
Bo¨hm-Vitense & Love 1994; Mathias et al. 2006; Engle et al. 2014;
Neilson et al. 2016). Unresolved, time-dependent line-splitting via
the Schwarzschild (1952) mechanism could introduce line asym-
metry, which, if the shock were inelastic, could change from one
cycle to the next and affect the velocity field. Line splitting and
emission of the shock-sensitive Ca II K line in `Car was previ-
ously reported Dawe (1969) and is also seen at certain phases in
the Coralie spectra, together with emission in Hα. Furthermore,
UV emission observed at certain phases has been linked to shock
for `Car (Schmidt & Parsons 1984; Bo¨hm-Vitense & Love 1994;
Neilson et al. 2016). The strong BIS modulation occurring during
contraction could be related to such inelasticity, or may be indica-
tive of additional (e.g. higher-order or non-radial) pulsation modes.
At present, these considerations remain of course speculative.
Future work involving additional stars, individual line profiles, and
broader coverage of the electromagnetic spectrum will allow addi-
tional insights into the complexity of Cepheid pulsations.
4.2 Implications for Cepheid RV measurements
As shown in this paper, `Car’s line profile variability (LPV) is sub-
ject to modulation between consecutive pulsation cycles as well as
on longer timescales. Since RVs are measured via the Doppler shift
of spectral lines, it is clear that RV curve modulation is a symptom
of cycle-to-cycle changes in LPV.
In general, the concept of a single radial velocity is ill-defined
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Figure 13. Cycle-to-cycle and longer-term changes in RV, ∆vr (top), velocity gradient, ∆δvr (center), and CCF asymmetry parameter ∆ BIS (bottom) shown
relative to c15a (cyan upward triangles). Differences among cycles seen in δvr and BIS correlate closely, indicating that BIS is a suitable proxy to trace velocity
gradients. Changes in vr do not mirror directly the changes in velocity gradient or BIS.
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Figure 14. Cycle-to-cycle changes in velocity gradient δvr against those
exhibited by BIS calculated relative to Fourier series fit to c15a data.
for a Cepheid due to well-known velocity gradients (e.g. Sanford
1956; Dawe 1969; Wallerstein et al. 1992; Butler 1993; Nardetto
et al. 2007). While velocity gradients may bias individual RV mea-
surements, they do not preclude the recovery of the true pulsa-
tional variability if such bias can be accounted for, e.g. via (phase-
dependent) projection factors, see also §4.3. However, this work
shows that the phase variability of velocity gradients does not re-
peat perfectly between pulsation cycles, leading to a complex time-
dependence of RV variability. This problem is analogous to the
difficulties encountered by RV-based planet searches, where stel-
lar signals due to activity or granulation negatively impact the de-
tectability of low-mass planets. Thankfully, the variability of the
BIS parameter is a useful indicator for modulated LPV and can help
to distinguish between RV signals due to low-mass companions and
pulsation-related “noise”. At present it is however unclear how to
mitigate the impact of modulated LPV on RV measurements.
The method for measuring RV (weak lines, strong lines, Gaus-
sian, bi-Gaussian) also impacts the resulting pulsation-averaged ve-
locity vγ, cf. Tab. 4, limiting the ability to search for low-mass com-
panions using inhomogeneous data sets (cf. R. I. Anderson et al
submitted). The dependence on vγ on line strength exceeds the de-
pendence on the profile fitted to the computed CCF: vγ differs by
∼ 600 m s−1 between weak- and strong-line RVs, whereas Gaus-
sian and bi-Gaussian RV based on the G2 mask are consistent to
within a few tens of m s−1. This behavior is certainly due to the
stronger asymmetry of weak line CCFs (§3.2), which is more pro-
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nounced near maximum than near minimum RV, thus biasing vγ
(cf. Nardetto et al. 2008). Studies aiming to investigate binarity or
Galactic rotation curves (e.g. Pont et al. 1997) may thus benefit
from employing strong-line RVs, since these exhibit weaker asym-
metry and are thus less biased. On the other hand, studies interested
in revealing modulated LPV in Cepheids may benefit from using
weak-line RVs as a first indicator.
In summary, different use cases may benefit from using differ-
ently defined RVs. However, the definition of the RV measurement
can lead to phase-dependent differences among RV measured using
different instruments, or even by different authors. Employing con-
sistently defined RVs is thus crucial for high-precision RV analyses,
e.g. when investigating Cepheid binarity. For the time being, it is
unclear whether RV curve modulation can be avoided by defining
the measurement adequately. However, averaging over long tempo-
ral baselines may cancel out these effects, cf. §4.3 below.
4.3 Implications for Baade-Wesselink Distance and p-factors
RV curve modulation represents a difficulty for Baade-Wesselink
type analyses that exploit Cepheid pulsations to measure quasi-
geometric distances. Specifically, distance
d ∝ ∆R/∆Θ = p/∆Θ
∫
vr dφ , (2)
where p is the projection factor required to translate the observed,
disk-integrated line-of-sight velocity into the pulsational velocity,
∆Θ is the full-amplitude angular diameter variation, and the RV
integral is computed over the same phase range. ∆Θ can be aver-
aged over many cycles (e.g. Breitfelder et al. 2016), or determined
for individual half-cycles of expansion or contraction (A16). As
argued in A14, cycle-to-cycle and longer-term changes in RV am-
plitude and shape result in systematic changes of the RV integral.
This introduces a systematic distance uncertainty if the measured
∆R and ∆Θ are not equivalent, e.g. by not being measured contem-
poraneously or by other systematics intervening even if measured
contemporaneously.
p−factors have been decomposed as follows (Nardetto et al.
2007):
p = p0 · fgrad · fo−g , (3)
where fgrad is a factor representing the impact of velocity gradients,
fo−g represents the difference between the motion of optical and gas
layers, and p0 represents all other effects such as geometry and limb
darkening.
A16 investigated whether angular diameter variations repeated
perfectly, or whether they, too, exhibit modulated variability. They
further investigated whether any modulation pattern would repro-
duce the trends exhibited by RV data. The high-quality interfero-
metric dataset obtained for `Car showed tentative signs of modu-
lated angular variability, although contributions from instrumental
effects could not be fully excluded. Interestingly, however, RV and
angular diameters exhibited very different modulation behavior,
which was interpreted as being the result of the different motions
of the optical continuum (measured by interferometry) and the gas
(measured via spectral lines). This can be expressed as a complex
time dependence—possibly changing from cycle to cycle—not pre-
viously considered for factor fo−g in Eq. 3.
Section 3.3 demonstrates that `Car’s velocity gradients also
exhibit a complex time-dependence, which is furthermore not in
phase with the pulsations and enters the definition of p via a previ-
ously unknown time-dependence of factor fgrad. Having measured
RV using different line masks and profiles fitted to CCFs, let us now
consider the impact of how RV is defined on p.
Table 4 lists values of RV integrals,
∫
vrdφ = ∆R/p, computed
for RVs based on three different correlation masks, as well as bi-
Gaussian RVs based on the G2 mask, measured for the individ-
ual half-cycles accessible. The duration of each half-cycle is de-
termined as described in §2 using pulsation-averaged vγ (cf. §4.2).
∆R/p is then computed as done previously (A14,A16) using cubic
splines and Monte Carlo simulations (10 000 draws). Note that du-
rations and ∆R/p can differ here from the values presented in A14
and A16 due to different definitions of vγ.
The row labeled 〈|∆R/p|〉 in Table 4 lists average absolute val-
ues of ∆R/p depending on the definition of the RV measurement.
〈|∆R/p|〉 depends significantly on the method employed to measure
RV (e.g. Gaussian vs. bi-Gaussian fits to CCFs), as expected from
the different RV amplitudes, cf. Fig. 5. The row labeled σ lists the
standard deviation of all |∆R/p| and is followed by the fractional
standard deviation, σ/〈|∆R/p|〉, which shows that Gaussian RVs
based on strong spectral lines yield the most consistent result for
∆R/p, exhibiting a scatter of 2.3% compared to a scatter of 3.0%
for bi-Gaussian RVs. Gaussian RVs based on the G2 mask yield the
second most consistent results among pulsation cycles, with a scat-
ter of 2.6%, followed by weak-line RVs. This behavior is directly
related to the cycle-to-cycle changes in the BIS parameter, which
directly affects bi-Gaussian RVs, and is expressed more strongly
for weak-line CCFs, cf. §3.2.
Importantly, the definition of the RV measurement employed
directly affects the value of the projection factor obtained in em-
pirical p−factor calibrations. To illustrate this point, let us adopt
`Car’s distance of 497.5 pc (Benedict et al. 2007), the average
〈∆Θ〉 = 0.569 of two consecutive half-cycles (A16), and the aver-
age 〈|∆R/p|〉 to determine p = d ·∆Θ/(9.3095 · 〈|∆R/p|〉), assuming
R = 696 342 km (Emilio et al. 2012). Statistical uncertainties are
not included for this comparison whose aim is to illustrate the de-
pendence of p on the RV measurement technique. p is thus found to
range from 1.207 for bi-Gaussian RVs to 1.330 for weak-line RVs,
even when averaging over many pulsation cycles. p thus implicitly
depends on the definition of the RV measurement by up to 10%.
This compares to the ∼ 10% uncertainty on empirical p−factor cali-
brations imposed by the accuracy of current parallax measurements
(Breitfelder et al. 2016). As this comparison shows, employing a
consistent definition of RV measurements is crucial for determin-
ing p−factors and in particular for calibrating a p−Ppuls-relation
(Nardetto et al. 2007; Breitfelder et al. 2016).
Summing over ∆R/p of consecutive half-cycles listed in Tab. 4
reveals no significant net growth or shrinkage in linear radius (mean
growth is −0.04 R/p with σ = 0.96 R/p for Gaussian RVs com-
puted with G2 mask), i.e., short-term differences in ∆R/p cancel
out over longer timescales. This suggests that a consistent value of
∆R/p can be determined if sufficiently many pulsation cycles are
averaged.
5 CONCLUSIONS
This paper investigates the origin of cycle-to-cycle and longer-term
modulations of long-period Cepheid RV curves as discovered re-
cently (A14) using `Carinae as an example. CCFs were computed
based on 925 high-SNR high-resolution optical spectra observed
during three campaigns (2014, 2015, and 2016), each of which
cover at least two complete consecutive pulsation cycles. Cycle-
to-cycle differences in the spectral line profile variability pattern
MNRAS 000, 1–17 (2015)
16 R.I. Anderson
weak line, Gaussian G2 mask, Gaussian G2 mask, bi-Gaussian strong lines, Gaussian
vγ = 2.930 km s−1 vγ = 3.419 km s−1 vγ = 3.441 km s−1 vγ = 3.571 km s−1
Cycle NRV duration ∆R/p duration ∆R/p duration ∆R/p duration ∆R/p
[d] [R] [d] [R] [d] [R] [d] [R]
c14a 55 18.467(7) 22.135(8) 18.379(7) 22.888(7) 18.13(2) 24.47(2) 18.318(6) 23.395(8)
c14b 1 50 17.074(8) -22.436(7) 17.174(6) -23.185(7) 17.32(2) -24.35(2) 17.250(6) -23.830(7)
c14b 2 37 18.555(8) 23.489(8) 18.442(6) 24.102(8) 18.37(2) 26.10(2) 18.363(6) 24.556(8)
c14c† 115 16.84(6) -22.02(1) 16.96(6) -22.74(1) 17.3(2) -24.16(5) 17.10(7) -23.38(1)
c15a 1 66 16.917(1) -22.554(2) 17.046(1) -23.355(1) 17.269(4) -24.950(3) 17.133(1) -24.006(1)
c15a 2 81 18.624(1) 23.848(2) 18.500(1) 24.374(1) 18.256(4) 26.509(3) 18.417(1) 24.802(1)
c15b 1 86 17.087(2) -22.873(2) 17.223(1) -23.686(1) 17.328(4) -25.182(3) 17.316(2) -24.334(1)
c15b 2 58 18.414(2) 22.798(2) 18.280(1) 23.399(1) 18.189(4) 26.142(4) 18.188(2) 23.866(2)
c15c† 32 17.155(2) -23.605(2) 17.272(2) -24.335(1) 17.517(6) -26.135(4) 17.347(2) -24.938(2)
c16b 1 53 17.071(1) -23.256(1) 17.154(1) -23.978(1) 17.284(3) -25.274(3) 17.214(1) -24.580(1)
c16b 2 57 18.420(1) 22.551(2) 18.340(1) 23.430(1) 18.237(4) 24.338(3) 18.283(1) 24.151(1)
c16c 1 54 17.280(2) -23.625(2) 17.369(1) -24.337(1) 17.500(4) -25.881(3) 17.436(1) -24.931(1)
c16c 2‡ 19 18.277(2) 21.986(4) 18.183(1) 22.962(2) 18.043(4) 23.967(7) 18.121(2) 23.724(3)
〈|∆R/p|〉 22.860 23.598 25.189 24.192
σ 0.648 0.580 0.885 0.545
σ/〈|∆R/p|〉 0.028 0.026 0.030 0.023
p [d = 497.5 pc, ∆Θ = 0.56895 mas] 1.330 1.288 1.207 1.257
Table 4.Dependence of vγ, half-cycle duration, integral of RV curve—here denoted by ∆R/p—, and projection factors p required for Baade-Wesselink distance
measurements per pulsation half-cycle (contraction/expansion) on measurement technique and lines used to compute RV. Cycles are labeled as in Fig. 4, with
1 and 2 denoting first and second half of cycle. Statistical uncertainties are listed for duration and ∆R/p using the notation 18.467(7) = 18.467 ± 0.007 and
are based on 10 000 Monte Carlo repetitions. † marks cycles determined by extrapolation to nearest vγ, ‡ marks the cycle with the fewest observations, for
which the spline fit is not as well constrained due to larger gaps in phase coverage. Fluctuations of the average ∆R/p per method are 2–3 percent. p-factors
are computed for each method assuming distance (Benedict et al. 2007) and angular diameter variation (Anderson et al. 2016a, using the average of both
measurements) as stated to illustrate systematic differences in p.
are investigated and found to be significant, even among consecu-
tive cycles, becoming more noticeable over longer timescales. The
asymmetry parameter BIS exhibits the most peculiar cycle-to-cycle
variability and is considered in detail.
The dependence of the inferred RV variability on the measure-
ment technique is investigated by computing CCFs for three differ-
ent line masks (G2, weak lines, strong lines) and measuring RV
by fitting either Gaussian or bi-Gaussian profiles. Bi-Gaussian RVs
exhibit stronger RV curve modulation than Gaussian RVs, since the
primary effect of modulated line profile variability concerns asym-
metry and since bi-Gaussians are by construction sensitive to such
asymmetry. Weak-line CCFs generally exhibit stronger asymmetry
than strong-line CCFs and are more strongly affected by cycle-to-
cycle variations.
Modulated BIS variability primarily originates in long-term
(cycle-to-cycle and longer) variations of atmospheric velocity gra-
dients and can therefore serve to identify this effect. This is impor-
tant, since BIS provides a straightforward means to distinguish tem-
poral variations in the pulsation-averaged velocity vγ due to modu-
lated line profile variability (modulated BIS variability) from ones
caused by orbital motion (no modulated BIS variability).
Visualization of cycle-to-cycle changes in velocity gradient in-
dicates the atmosphere to retain memory of the preceding cycle.
The modulation pattern seen for BIS suggests a possible repetition
of this parameter’s variability over a timescale of ∼ 2 yr, which is
close to the expected rotation period for a star such as `Car. Es-
tablishing a recurrence or even periodicity of this kind would be
invaluable for better understanding the origin of cycle-dependent
velocity gradient variations.
Possible origins of modulated line profile variations as well
as their relevance for BW distances are discussed, underlining the
importance of consistently defined RV measurements for BW dis-
tances. Since RV curve modulation tends to average out over long
timescales, it is advantageous for BW analyses to reduce exposure
to individual pulsation cycles. This will be of particular importance
when Gaia will soon enable the empirical calibration of projection
factors for hundreds of Galactic Cepheids.
More generally, this work exposes previously unknown com-
plexity in the pulsation of Cepheids and opens a new window to
further the understanding of stellar pulsations.
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