the mouse eyeblink trace than in those of the other mammals. Until now these startle and fear responses seem to be neglected and are poorly described. However, before we can evaluate the contribution of specifi c cerebellar molecular mechanisms to the eyeblink conditioning learning process, a systematic description and unambiguous interpretation of these different peaks in the mouse eyeblink trace is required. In this review we will fi rst evaluate the main studies that have identifi ed the underlying circuitries of conditioned eyelid responses, auditory startle refl exes, and conditioned cued fear responses in mammals other than the mouse (part Neural Circuitries Underlying Delay Eyeblink Conditioning, Auditory Startle Refl exes, and Cued Fear Conditioning in Non-Murine Animals). Then, based on the characteristics of the responses in mice (parts Eyeblink Conditioning in Mice, Auditory Startle Refl exes in Mice and the Optimal CS for Eyeblink Conditioning, Cued Fear Conditioning in Mice and Similarities with Eyeblink Conditioning), we will propose how different networks, including the thalamo-amygdalar, pontocerebellar, and olivocerebellar systems, can contribute in an integrated fashion to different peaks in the conditioned mouse eyeblink trace (part The ACDC model: An Integrated Hypothesis of Eyeblink Conditioning in Mice).
INTRODUCTION
Ever since Ivan Pavlov described the phenomenon of classical conditioning at the beginning of the 20th century (Pavlov, 1927) , it has been widely used as a formalized training paradigm to study learning and memory formation. The simplicity of the paradigm is attractive: during training a behaviorally neutral stimulus, the conditioned stimulus (CS), is repeatedly followed by an unconditioned stimulus (US) that evokes a particular refl ex, the unconditioned response (UR). This paired presentation of stimuli during training sessions gradually leads to the development of a conditioned response (CR), which is the refl ex in response to the previously neutral CS. The pairings of the CS and US can occur in a delay or a trace conditioning paradigm. In a delay paradigm the CS precedes the US several hundred milliseconds and the stimuli temporally overlap and co-terminate. In a trace paradigm the CS is followed by a stimulus free interval before the US is presented (Pavlov, 1927) .
One extensively studied form of classical conditioning is delay eyeblink conditioning. Work done in cats, rabbits, ferrets, and rats indicates that the cerebellum plays an essential role in eyeblink conditioning (see Eyeblink conditioning). The advent of mouse transgenics has opened up the possibility to further investigate the molecular and network mechanisms underlying eyeblink conditioning in a reproducible, conditional, and cell-specifi c fashion. Developments in transgenics have been particularly advantageous for cerebellar research because both the granule cells and the Purkinje cells can be manipulated with cell-specifi c promotors such as those for the GABA alpha6-subunit receptor (Luddens et al., 1990; McLean et al., 2000) and L7 (Oberdick et al., 1990; Barski et al., 2000) . However, during more than 15 years of eyeblink conditioning in mice, it also appeared that several features of the conditioning process in mice differ from those in other mammals. Especially auditory startle refl exes and learned aspecifi c fear responses seem to be more prominent in Cerebellar and extracerebellar involvement in mouse eyeblink conditioning: the ACDC model 1962). In operant eyeblink conditioning the US is formed by a corneal air puff, which elicits a defensive eyeblink response. Repeated pairings of the tone and the electrical stimulation or corneal air puff will gradually result in a well-timed eyelid closure in response to the tone. Converging lines of evidence obtained in cats, rabbits, ferrets, and rats suggest a major role for the cerebellum in delay eyeblink conditioning (McCormick et al., 1981 (McCormick et al., , 1982 Mauk et al., 1986; Yeo and Hardiman, 1992; Hesslow, 1994; Rasmussen et al., 2008) . Briefl y, the main neurocircuitries involved in mediating the CS and US include the pontocerebellar and olivocerebellar input systems, respectively ( Figure 1A) . The auditory CS signals are relayed via mossy fi ber -parallel fi ber projections from the lateral parts of the pontine nuclei to the Purkinje cells in the cerebellar cortex (Steinmetz et al., , 1987 Tracy et al., 1998; Freeman and Rabinak, 2004; Cicirata et al., 2005) , and to a lesser extent via mossy fi ber collaterals to the interposed cerebellar nuclei (Dietrichs et al., 1983; Brodal et al., 1986; Parenti et al., 2002; Cicirata et al., 2005) . The sensory trigeminal US signals on the other hand are relayed by climbing fi bers from mainly the dorsal accessory inferior olive to the Purkinje cells and via climbing fi ber collaterals to the interposed nuclei (McCormick et al., 1985; Yeo et al., 1985; Mauk et al., 1986; Gould et al., 1993; Ruigrok and Voogd, 2000) . The CRpathway is formed by the interposed nuclei projections via the red nucleus to the brainstem nuclei that innervate the eyelid muscles. These nuclei include the facial nucleus, which activates the orbicularis oculi muscle (Morcuende et al., 2002) , and the oculomotor nucleus, which simultaneously deactivates the levator palpebrae muscle (Trigo et al., 1999; Gruart, 2002, 2005) . The eyelid UR usually has two components: One (R1) is mediated by the short loop from the trigeminal nerve and nucleus to the facial nucleus, while the other one (R2) is mediated by a superimposed loop through the reticular formation and/or cervical spinal cord (Holstege et al., 1986; Pellegrini et al., 1995; van Ham and Yeo, 1996a, b) .
or striatum might initiate the CRs (Aou et al., 1992; Gruart et al., 2000) . Taken together, plasticity in the cerebellar cortex and nuclei seems to be responsible for different aspects of the learning process. According to the 'trigger-and-storage' model the initial encoding during training occurs in the Purkinje cells while the subsequent long-term memory is stored in the interposed nuclei (Medina et al., 2002) . Others suggest that the cerebellar cortex infl uences the timing and amplitude of the CR, whereas the interposed nuclei are essential for the expression of CRs (Ohyama and Mauk, 2001) .
Apart from the cerebellum, the hippocampus and amygdala are probably also involved in delay eyeblink conditioning. In rabbits, hippocampal pyramidal cells display learning related fi ring patterns that model the eyeblink CR (Berger and Thompson, 1978; Blankenship et al., 2005) . The hippocampal neurons seem to encode more abstract aspects of the learning process like contextual and temporal information (Hoehler and Thompson, 1980; Kim and Fanselow, 1992; Lee and Kim, 2004) . Interestingly, lesions of the hippocampus cannot abolish previously learned CRs and even seem to facilitate the learning in a delay eyeblink conditioning paradigm, which might be explained by a removal of hippocampal interference with the CS-US association in the cerebellum (Schmaltz and Theios, 1972; Lee and Kim, 2004) .
The amygdala may serve to enhance the effectiveness of the CS and to infl uence the arousal during training. Weisz et al. (1992) demonstrated that in rabbits amygdala lesions mildly impair the rate of conditioning. The effect of these amygdala lesions was stronger in a paradigm with a relatively low intensity CS (65 dB), which elicits only submaximal CR acquisition. In line with this effect, stimulation of the rabbit amygdala enhances the amplitude of the nictitating membrane response (Whalen and Kapp, 1991) . Interestingly, the role of the amygdala in eyeblink conditioning seems to be more prominent in rats than in rabbits (Mintz and Wang-Ninio, 2001; Neufeld and Mintz, 2001; Lee and Kim, 2004; Blankenship et al., 2005) . Both permanent and reversible lesions of the rat amygdala before conditioning robustly impair the acquisition of CRs. During the fi rst fi ve training sessions the impact of these lesions on the level of conditioning is just as detrimental as cerebellar nuclei lesions (Figures 3B1-B3 ; Lee and Kim, 2004) . At later stages, however, the impact of cerebellar lesions is greater. This segregation in two stages may refl ect the 'two-process model of conditioning' (Rescorla and Solomon, 1967; Lennartz, 1992; Lee and Kim, 2004) , which predicts that nonspecifi c emotional fear responses, such as increased heart rate, blood pressure and respiration, emerge after only a few CS-US pairings, whereas the development of specifi c motor CRs requires a greater number of pairings. The initial emotional CRs could facilitate the subsequent acquisition of well-timed motor CRs.
Anatomical and electrophysiological data indicate that the amygdala may indeed facilitate the learning during eyeblink conditioning. The lateral amygdala receives convergent input from both the auditory CS and somatosensory US modalities (for details see "Cued Fear Conditioning" and Figure 1C ) (Burton and Craig, 1979; Ledoux et al., 1987; LeDoux et al., 1990; Whalen and Kapp, 1991; Weisz et al., 1992) . The lateral amygdala in turn sends its output to the central amygdala, which directly projects to the pontine nuclei that provide the mossy fi bers to lobules HVI, HVII, and the paramedian lobule (Mihailoff et al., 1989) , thereby Even though the essential neuro-anatomical circuits underlying eyeblink conditioning are relatively well-described, the crucial plasticity mechanisms involved in the conditioning process are a matter in dispute. The classical site for plasticity is the cerebellar cortex (Marr, 1969; Albus, 1971; Ito et al., 1982) . In cats, rabbits, and ferrets eyeblink controlling areas in the cerebellar cortex are clustered in lobule HVI, HVII, and the paramedian lobe (Yeo et al., 1985; Hesslow, 1994; Gruart et al., 1997; Yeo and Hesslow, 1998; Villarreal and Steinmetz, 2005; Svensson et al., 2006) . Purkinje cell recordings in the C3 zone of lobule HVI in decerebrated ferrets during paired CS-US presentations clearly show the gradual development of a perfectly timed pause response in Purkinje cell simple spike and complex spike fi ring (Jirenhed et al., 2007; Rasmussen et al., 2008) . This Purkinje cell pause disappears during extinction and reappears rapidly during reacquisition training. The plasticity processes at the Purkinje cell that causes this pause are still unknown. It seems unlikely that long-term depression (LTD) at the parallel fi ber to Purkinje cell synapse is the sole underlying mechanism, because this mechanism is unable to explain the almost perfect timing of the Purkinje cell pause while varying the CS duration and thereby the CS-US co-termination. Even if the CS outlasts the used interstimulus interval (ISI) by several hundred milliseconds the Purkinje cell pause stops just after the expected US (Hesslow, personal communication) . In line with this fi nding, Welsh et al. (2005) showed that pharmaceutical blockage of LTD in the rat cerebellar cortex does not prevent adaptation of the eyeblink CR timing after an ISI switch.
Lesions of the rabbit cerebellar cortex including all eyeblink controlling areas cannot completely abolish the expression of previously learned CRs. The timing, however, of the postlesion CRs is severely affected: Both onset and peak amplitude have a remarkable short latency (Perrett et al., 1993; Ohyama and Mauk, 2001; Ohyama et al., 2006) . These postlesion CRs suggest additional sites of plasticity. One of these sites could be the cerebellar nuclei, because eyeblink conditioning induced plasticity in the interposed nuclei has been reported at both the systems physiological and morphological level (Perrett et al., 1993; Kleim et al., 2002; Ohyama et al., 2006; Weeks et al., 2007) . The essential condition for this plasticity is convergence of the US and CS signals by climbing fi bers and mossy fi bers, respectively ( Figure 1A) . Climbing fi bers originating from the dorsal accessory inferior olive indeed provide collaterals to the interposed nuclei (Ruigrok and Voogd, 2000) . In contrast, mossy fi ber projections from the pontine nuclei to the interposed nuclei are extremely sparse (Dietrichs et al., 1983; Brodal et al., 1986; Parenti et al., 2002; Cicirata et al., 2005) . Therefore, their formation might be necessary to establish convergence of the CS and US in the interposed nuclei to support associative memory formation (Kleim et al., 2002; Ohyama et al., 2006) . Interestingly, Delgado-Garcia and co-workers have demonstrated in freely moving cats that (posterior) interposed nuclei neurons (type A) start fi ring about 20 ms after CR onset. These data suggest that neuronal activity of the interposed nuclei cannot be causally related to the initiation of the CR. The main function of the cerebellum in eyeblink conditioning should be to establish a perfectly timed eyeblink CR by reinforcing the motor command and dampening the oscillations in the eyelid movement (Delgado-Garcia and Gruart, 2002 Gruart, , 2006 . Instead, extracerebellar regions like the motor cortex modulating the effectiveness of the CS signals to the cerebellum. Electrophysiological recordings of the amygdala in rabbits that were aimed at detecting CS and US activities during eyeblink conditioning show that about 60% of the neurons respond to the CS and more than 70% to the US. Surprisingly, only a few neurons show enhanced responsiveness to the CS alone after CS-US pairings (Richardson and Thompson, 1984) . This fi nding might partly be explained by the relatively small contribution of the amygdala in rabbit eyeblink conditioning, but possibly also by the phenomenon of 'neuronal competition' in the lateral amygdala during memory formation (see also "Cued Fear Conditioning in Mice and Similarities with Eyeblink Conditioning").
Conclusively, the cerebellum is essential and suffi cient for eyeblink conditioning, but the hippocampus and even more so the amygdala also seem to contribute to the memory formation, suggesting that in normal biological circumstances multiple brain memory systems in fact have to interact to establish the adequate CR.
AUDITORY STARTLE REFLEXES
A sudden and intense auditory stimulus elicits a fast bodily startle reflex, which includes a rapid eyelid closure and a contraction of facial, neck, and skeletal muscles (Davis et al., 1982; Yeomans and Frankland, 1995; Koch, 1999) . This startle reflex has an extremely short latency to onset. Measurements of rats done with ballistic chambers sensing whole-body movements reveal a latency to onset and latency to peak amplitude of about 15 ms and 30 ms, respectively (Pilz et al., 1988; Koch, 1999) . More sensitive are electromyographical (EMG) recordings of face-, neck-, and limb muscles, showing that the startle reflex typically starts in the face and spreads down from there to the neck and body (Caeser et al., 1989) . In the EMG trace one can distinguish several peaks within the 30 ms after stimulus onset (Pilz et al., 1988; Caeser et al., 1989) . Both the latency to onset and the peak amplitude of the startle reflex correlate with the stimulus intensity: Increased sound pressure decreases the latency to onset and increases the peak amplitude (Pilz et al., 1987 (Pilz et al., , 1988 Caeser et al., 1989) . One component of the facial startle reflex is the eyelid reflex (Koch, 1999) . This eyelid startle reflex can also be seen in cat and rat eyeblink conditioning experiments using a relatively mild auditory stimulus (70 dB click or 2.8 kHz 82 dB tone, respectively) (Skelton, 1988; Woody and Aou, 1999) .
The extremely short latency to onset of eyelid and body startle refl exes indicates that the circuitry underlying these refl exes must involve only a few synaptic connections. As illustrated in Figure 1B the basic auditory startle circuit is formed by only three central neurons, including the cochlear root nuclei, the giant neurons in the caudal pontine reticular nucleus (PnC), and the motoneurons in the brainstem or spinal cord (Davis et al., 1982 Lingenhohl and Friauf, 1994; Koch, 1999; Fendt et al., 2001) . Blockage of glutamate receptors in the PnC prevents both the expression of the head and whole-body startle refl ex (Krase et al., 1993) . Since the PnC receives excitatory inputs from multiple afferent systems in the lower brainstem including not only the dorsal and ventral cochlear nucleus, but also the lateral superior olive and ventrolateral tegmental nucleus (connections at the bottom of Figure 1B) , it is not surprising that PnC neurons demonstrate, just like the peaks in the EMG trace, multiple peaks in their EPSP activity at particular latencies (Lingenhohl and Friauf, 1994; Koch, 1999) . In addition to these simple circuits, direct and indirect projections from the central amygdala to the PnC control the expression of the startle refl ex (connections shown at the top of Figure 1B ). Increased activity in the amygdala enhances the responsiveness of giant PnC neurons to auditory stimuli and thereby also the startle behavior (Rosen et al., 1991; Davis et al., 1993) indicating that fear potentiation of the startle refl ex is under control of plasticity processes in the amygdala (Davis, 1992) .
CUED FEAR CONDITIONING
During a typical cued fear conditioning experiment a tone (CS) is paired with an aversive foot shock (US). After a few CS-US pairings the previously behaviorally neutral tone elicits a wide range of defensive responses (LeDoux, 2000; Pare et al., 2004) . These responses include gross reactions of the skeletal musculature resulting in typical freezing behavior, facial contractions, increased respiration, increased blood pressure and heart rate, and pupillary dilations (Lennartz, 1992) . Damage to the lateral amygdala, in particular the dorsal subregion, strongly interferes with both the acquisition and expression of these fear CRs indicating that at least an essential part of the convergence of the CS and US occurs in the lateral amygdala (LeDoux et al., 1990; Campeau and Davis, 1995; Fanselow and LeDoux, 1999) . The auditory CS signals are mainly relayed from the cochlear nucleus via the inferior colliculus and medial geniculate body of the thalamus to the lateral amygdala (LeDoux et al., 1990 ). In addition, there is an extra auditory loop via the auditory cortex ( Figure 1C) . The electrical US signals from the foot shock also terminate in the lateral amygdala; they are relayed via the spino-thalamic tract and the lateral intralaminar nucleus of the thalamus (Shi and Davis, 1999; LeDoux, 2000) . The lateral amygdala exerts its main action on the fear CR via the central amygdala, which projects directly to several brainstem nuclei including the hypothalamus, peri-aqueductal gray matter, bed nucleus of the stria terminalis, and PnC. Each of these structures contributes to a particular aspect of the general fear reaction ( Figure 1C ) (Killcross et al., 1997; Pitkanen et al., 1997; Pare et al., 2004) .
Plasticity in the amygdala during fear conditioning has been extensively described (Quirk et al., 1995; Rogan et al., 1997; Bauer et al., 2001; Blair et al., 2001; Rumpel et al., 2005; Won and Silva, 2008) . Neurons in the dorsal part of the lateral amygdala in rats show increased tone-evoked fi ring rates due to long-term potentiation (LTP) induced by fear conditioning. The latency of the earliest responses of these neurons is about 20 ms following the tone onset in a fear conditioning trial (Quirk et al., 1995) . Neurons in the basolateral and ventral areas of the lateral amygdala also demonstrate clear responses, but at latencies of about 40 and 50 ms, respectively (Muramoto et al., 1993; Quirk et al., 1995) . Interestingly, after destruction of the amygdala, fear CRs can be reacquired. This reacquisition only occurs if the animals are trained before the amygdala is lesioned . This fi nding suggests that extra-amygdalar regions also play a role in memory storage during fear conditioning. One of these regions could in fact be the cerebellum, because lesions of the cerebellar vermis severely disrupt fear memory (Supple and Leaton, 1990) , and LTP at inhibitory synapses in the cerebellar vermis can be related to associative processes during fear learning (Sacchetti et al., 2005 (Sacchetti et al., , 2009 Scelfo et al., 2008) . Taken together, during cued fear conditioning the amygdala and cerebellum closely seem to interact to establish the fear CR, mediated by indirect anatomical projections between the two structures.
EYEBLINK CONDITIONING IN MICE
In contrast to detailed neuro-anatomical studies done in cats, rabbits, ferrets, and rats, the fundamental anatomical knowledge underlying eyeblink conditioning in mice is limited up to now. Most work done in mice was aimed to investigate cerebellar molecular mechanisms underlying eyeblink conditioning by using transgenic mice, thereby assuming that in mice the contributions of the cerebellar cortex and cerebellar nuclei to eyeblink conditioning are similar to those of other mammals. Studies on Purkinje cell plasticity processes underlying eyeblink conditioning reported disturbed CR acquisition in mGluR1 mutant mice (Aiba et al., 1994) , Purkinje cell degenerative (pcd) mice (Chen et al., 1996) , GluRδ2-deficient mice (Kishimoto et al., 2001b) , phospholipase C β4 mutant mice (Miyata et al., 2001) , Purkinje cell-specifi c protein kinase C inhibitor overexpressing mice (Koekkoek et al., 2003) , and Fmr1 knockout mice (Koekkoek et al., 2005) . In line with these fi ndings Purkinje cell-specifi c mGluR1-rescue mice show normal learning in a delay eyeblink conditioning paradigm (Kishimoto et al., 2002) . Mice lacking electrical coupling among their olivary neurons that provide the climbing fi bers to the cerebellar cortex show disturbed timing of their CRs. This phenotype might be due to the fact that the balance between LTD and LTP induction in Purkinje cells is disturbed (Koekkoek et al., 2003; Van Der Giessen et al., 2008) . First attempts to defi ne the eyeblink controlling regions in the cerebellar cortex in mice indicate that corneal air puff responding Purkinje cells are located at least in the simplex lobule and adjacent parts of lobule HVI (Van Der Giessen et al., 2008) , which is in agreement with fi ndings previously obtained from other mammals (see Eyeblink Conditioning). Synaptic processes in the interposed nuclei also seem to be crucial during mouse eyeblink conditioning. First, bilateral infusions of both GABAa receptor agonists and antagonist in the cerebellar nuclei impair acquisition of eyeblink CRs (Sakamoto and Endo, 2008) . Second, Wada et al. (2007) reported normal acquisition when granule cell transmission was selectively blocked, suggesting that convergent information at the interposed nuclei is suffi cient for the acquisition of eyeblink CRs. Still the CRs in this study are only expressed after removal of the blockage. Thus, different from rabbits Perrett et al., 1993; Ohyama et al., 2006) , in mice the granule cell network may be required for CR expression. Taken together, results from eyeblink studies done in mutant mice show trends that are similar to those that can be seen in functional anatomical and pharmacological studies done in larger mammals. Yet, if one looks at the rate of conditioning, the topographical characteristics of the eyeblink CR, and the technical approaches, several issues in mice differ from other mammals. Below we will discuss these differences and focus on parallels and similarities with cued fear conditioning in order to conclude with a new model on the relative contribution of the amygdala and the cerebellum in mouse eyeblink conditioning.
RATE OF CONDITIONING
The average percentage CRs in mice usually saturates asymptotically at 50 to 70 after 5 days of training (Chen et al., 1996; Qiao et al., 1998; Kishimoto et al., 2001a; Miyata et al., 2001; Wada et al., 2007; Sakamoto and Endo, 2008) . In addition, reported learning curves in mice show an immense variation. For instance, Vogel et al. (2002) reported an average CR percentage of 70 for the fi rst training session while Lee et al. (2009) reported a percentage of less than 40 even after 7 days of training. Averaged eyeblink conditioning learning curves in rabbits and ferrets, in contrast, appear rather consistent. Usually they begin to exhibit fi rst CRs on the second day of training and attain an average CR percentage of 80 to 100 within 5 days of training (Steinmetz et al., 1987; Welsh and Harvey, 1989; Yeo and Hardiman, 1992; Bracha and Bloedel, 1996; Ivarsson and Svensson, 2000; Ohyama and Mauk, 2001; Villarreal and Steinmetz, 2005) . The lower average percentage of CRs in mice might be partly due to the typical experimental design when using mice (i.e. group comparison of eyeblink conditioning rates of knockout mice versus their wild-type littermates) that does not allow exclusion of animals that do not reach a certain criterion such as a minimum CR percentage after a particular training period. The variation in reported learning curves in mice could partly be explained by the use of mice with different backgrounds and ages (Paylor and Crawley, 1997; Kishimoto et al., 2001a; Vogel et al., 2002) . However, it probably also refl ects multiple inconsistencies in the experimental paradigms including different stimulation and recording methodologies and different exclusion and inclusion criteria for CR identifi cation. Due to these inconsistencies comparisons of results from different studies using mice are diffi cult to make.
TOPOGRAPHICAL CHARACTERISTICS OF THE CONDITIONED EYEBLINK TRACES IN MICE
The topographical characteristics of eyeblink responses during conditioning in mice seem to differ from those in other mammals. EMG traces in several studies show that mice respond to the CS with a rapid robust eyelid closure whereby the eyelid remains closed during the rest of the ISI (see for instance EMG traces in Kishimoto et al., 2001b Kishimoto et al., , 2002 Sakamoto and Endo, 2008) . These responses have a latency to onset of about 60-80 ms and a latency to peak amplitude of about 100 ms (Kishimoto et al., 2001b (Kishimoto et al., , 2002 Wada et al., 2007; Sakamoto and Endo, 2008) , and thereby stand in marked contrast to those of rabbits and ferrets, which show a gradual closing of the eyelid in the CS-US interval with the peak amplitude perfectly coinciding with the US onset (Perrett et al., 1993; Ivarsson and Svensson, 2000; Aksenov et al., 2004) . The rapid eyelid response in mice seems to refl ect a motoneuronal burst activity and one might doubt the cerebellar origin of this type of eyelid response. Further, the small startle refl ex within 50 ms after CS onset, which has also been described for cats and rats (Skelton, 1988; Woody and Aou, 1999) , seems to be more prominently present in the mouse conditioned eyeblink trace.
When measured with the Magnetic Distance Measurement Technique (MDMT) one can usually distinguish two different peaks between the startle refl ex and the UR. These two peaks include a short-latency response (SLR) and a CR (Figure 2A) (Koekkoek et al., 2003 (Koekkoek et al., , 2005 . The SLR was fi rst mentioned in a pioneering mouse eyeblink conditioning study done by Tonegawa's laboratory Eyeblink conditioning in mice FIGURE 2 | Raw data traces obtained from mice during eyeblink conditioning and auditory startle refl exes. (A) Different peaks can be distinguished in the conditioned eyeblink trace, including a small startle peak, a short-latency response (SLR), a conditioned response (CR), and two or more unconditioned response peaks (R1 and R2). In all panels: tone onset at t = 0; puff onset at t = 350; CS duration 380 ms; US duration 30 ms; ISI 350 ms; at amplitude = 0 mm the eyelid is maximum opened, at 1 mm the eyelid is fully closed. (B) Raw data traces of a refl exive eyeblink response of a mouse when awake behaving (blue) and during 'quiet wakefulness' (red). When behaving the eyelid is fully open and the oscillatory properties of the eyelid motor system are clearly visible in the eyeblink response. During quiet wakefulness the mouse sits very quiet, the eyelid is half closed, the baseline is completely fl at, and there is a virtual absence of the normal oscillations of the eyelid response. (C) Mean (±SEM) of 20 raw data traces of eyelid startle refl exes in response to a loud auditory tone (90 dB, 10 kHz). Note that, when presented such a loud tone, two startle peaks (α and β) can be distinguished in the raw data traces. (D) The amplitude of the auditory startle refl ex correlates with the intensity of the auditory stimulus. First small α responses emerge, whereas β responses appear when the tone intensity is increased. (E) Example raw data traces of a mouse over the consecutive training sessions. During habituation session (T-0) the behaviorally neutral CS does not elicit eyelid responses. During the fi rst paired training sessions SLRs emerge whereas prolonged training results in well-timed CRs.
fi xed, i.e. they are independent of the ISI and they do not shift in the eyeblink trace during consecutive training sessions. The shape of these SLRs is similar to the rapid eyelid responses measured with EMG as described above. In contrast to startle refl exes, SLRs increase in number over especially the fi rst training sessions and they occur relatively infrequently in unpaired trials when a behaviorally neutral tone is used (Aiba et al., 1994; Vogel et al., 2002) . This suggests that SLRs are learned and associative. Vogel et al. (2002) reported that only a few CS-US pairings can already establish SLRs, a fi nding that is also confi rmed by our lab. Due to their magnitude and duration SLRs might lead to misinterpretations of the real cerebellar CR. The characteristics of SLRs also differ from those of CRs, which occur later in the ISI and which require more paired trials to become clearly apparent. Moreover, during the consecutive training sessions also in mice the CR peak amplitude usually increases and shifts towards US onset (Aiba et al., 1994; Miyata et al., 2001; Sakamoto and Endo, 2008) . Thus, SLRs appear to be rather early, aspecifi c, learned eyelid responses, whereas CRs occur, as expected, at the time of the US. The fact that SLRs require only a few CS-US pairings raises the question whether they are, like conditioned fear responses, also originating from the amygdala.
Further evidence for the hypothesis that SLRs in mice have an extracerebellar origin comes from studies demonstrating that, in contrast to other mammals, lesions of the interposed nuclei in mice do not fully abolish previously learned eyelid responses to the CS (Koekkoek et al., 2003 (Koekkoek et al., , 2005 Sakamoto and Endo, 2008) . For several reasons it is unlikely that the remaining eyelid responses in these studies were the result of incompleteness of the lesions. First, the interposed nuclei lesions made by Koekkoek et al. (2003 Koekkoek et al. ( , 2005 were bilateral, and silver staining of the efferent fi bers from the nuclei showed that the lesions resulted in degeneration of fi bers in all the relevant output tracts (Figures 3A1,A2) . Second, the lesions did not affect only the percentage of CRs, but they also affected the overall shape of the eyelid response in that well-timed CRs disappeared, while the remaining responses had the typical shape of SLRs as described above ( Figure 3A3) . Third, compara- (Aiba et al., 1994) and later confi rmed by others (Vogel et al., 2002) . In the MDMT signal a typical SLR has a peak amplitude of about 0.4 mm, a latency to onset of 50-70 ms, a latency to peak amplitude of 115 ms, and a duration that extends over the ISI (Figures 2A,E) . Both latency to onset and latency to peak amplitude are relatively (B1) Histological reconstructions of amygdala lesion sites in rats. Numbers indicate distance in millimeters posterior to Bregma. (B2) Mean ultrasonic vocalization (USV) during day 6 of the training sessions. The USV duration is a valid model of anxiety in rats (Sanchez, 2003) , and a reduced USV duration behaviorally confi rms the lesions of the amygdala. (B3) Mean percentage of CR (±SEM) during daily training sessions from control (n = 9), interposed nuclei lesioned (n = 9), amygdala lesioned (n = 9), and hippocampus lesioned (n = 10) rats. Lesions of the amygdala robustly slowed down the acquisition of eyeblink CRs indicating that the amygdala modulates the eyeblink conditioning process. Reproduced with permission from Lee and Kim (2004) . Eyeblink conditioning in mice ble lesions made by Sakamoto and Endo (2008) with a reversible approach (i.e. muscimol and picrotoxin infusions) also could not completely abolish previously learned eyelid CRs. They even found an increase of the responses for the training sessions after infusions. In contrast to Koekkoek et al. (2003 Koekkoek et al. ( , 2005 , Sakamoto and Endo did not report any change in latency to onset or latency to peak amplitude of the residual responses. In cats, rabbits, and ferrets, one can also observe different peaks in their conditioned eyeblink trace. Ivarsson and Svensson (2000) reported two distinctive components in the conditioned eyeblink trace of ferrets and rabbits. However, mean latency to onset of the fi rst peak (CR1) is about 150 ms, which is not compatible with the short latency to onset of SLRs in mice. Further, as mentioned above, SLR with similar shapes have also been described in rabbits after cerebellar cortex lesions. If suffi ciently large, these lesions can induce responses with a latency to onset of about 60-80 ms and a latency to peak amplitude of 115-130 ms (Perrett et al., 1993) , which are in line with the SLRs in mice (Koekkoek et al., 2003 (Koekkoek et al., , 2005 . In cats, one can distinguish at least four different peaks in the eyeblink trace (Woody and Aou, 1999) . When we compare the latencies of these four peaks two of them, α 2 and early β responses, seem to resemble the latencies of SLRs in mice. Both of these responses can also be observed occasionally before training, but their occurrence frequency increases during eyeblink conditioning, suggesting that they have both associative and non-associative properties.
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Conclusively, mice show at least two peaks in their conditioned eyeblink traces: an SLR and a CR and these peaks may well have their counterparts in larger mammals. The SLRs form a concern for mouse eyeblink conditioning, because they might lead, due to their magnitude and duration, to misinterpretations of cerebellar CRs. Since each response has different characteristics of the association process, they may originate, at least in part, from different sources.
TECHNICAL CONSIDERATIONS
The data described above show that both qualitatively and quantitatively several features of the conditioned eyeblink behavior in mice differ from those in other mammals. Below we will consider the impact of the various technical approaches on the outcome of conditioning in mice. Apart from the impact of the precise type of CS, which will be discussed in "Auditory Startle Refl exes in Mice and the Optimal CS for Eyeblink Conditioning", the relevant differences in these approaches include the used US intensities, the specifi c methods for recording the eyeblink responses, and the control of the level of alertness.
US intensities for eliciting CRs in mice
In order to evoke suffi cient CRs in mice the US usually is provided at a high intensity level. Whereas a relatively mild corneal air puff is enough to obtain a signifi cant amount of CRs in rabbits (Welsh and Harvey, 1989) , in mice (but also in rats) a comparably mild US induces a low level of conditioning (Skelton, 1988; Aiba et al., 1994) . Therefore, most conditioning paradigms in mice use a strong aversive US, the intensity of which is often increased over the consecutive training sessions. Such a US does not only elicit a robust eyeblink, but often also a rapid head jerk away from the site of stimulation (Chen et al., 1996; Kishimoto et al., 2002; Sakamoto and Endo, 2008; Lee et al., 2009 ). This approach may make it hard to rely on EMG for recording eyeblink responses in mice, because it will be diffi cult to distinguish the actual movements of the eyelid from those of other surrounding facial muscles (see also below). Moreover, especially in mice such strong aversive stimuli form a fearful trigger, which can be expected to evoke various defensive behavioral responses involving activities in multiple brain regions. Thus, the requirements for an appropriate US in mice present challenges both for the technical recording methodology and for the interpretation of the regional brain activities involved in eliciting the CRs.
Recording technology for eyeblink responses
The advent in mouse transgenics has triggered innovative modifi cations of the physiological recording technologies that were originally designed for larger mammals. For example, EMG, which is a feasible method for measuring eyeblink responses in rabbits (Gormezano et al., 1962; Welsh, 1992; Yeo and Hardiman, 1992) , turned out to be too indirect and too sensitive to record selectively eyelid movements in mice (Koekkoek et al., 2002; Vogel et al., 2002) . To avoid picking up false positive signals from other facial muscles Koekkoek and colleagues developed MDMT. This technology takes advantage of magnet-sensitive chips and allows direct and precise detection of the actual eyelid movements at a high spatiotemporal resolution, which can be used for quantifying the characteristics of eyeblink responses in mice (Koekkoek et al., 2002) .
Controlling the level of alertness
One explanation for the lower percentage of CRs in mice compared to other mammals might be the relatively high occurrence of periods of 'quiet wakefulness' during the eyeblink conditioning experiment. The state of quiet wakefulness is characterized by the mouse sitting quietly with its eyes half closed, which does not refl ect freezing behavior due to anxiety. In the MDMT eyeblink trace quiet wakefulness is represented by a fl at and elevated baseline, which, as a consequence, results in a reduced UR amplitude. In addition, there is a virtual absence of the oscillations (≈25 Hz) that are prominently present in the alert state during both the CRs and the URs (Figure 2B) (Trigo et al., 1999; Koekkoek et al., 2002; Delgado-Garcia and Gruart, 2006) . During the state of quiet wakefulness even a well-conditioned mouse will not demonstrate CRs. However, the CRs reappear when the animal 'wakes up'. The occurrence of those periods of quiet wakefulness and the tools used to avoid them or to awaken the mouse (e.g. a sudden loud noise) can strongly infl uence the outcome of the learning process. Interestingly, different internal brain states may well depend upon changes in oscillatory electrical brain activity (Poulet and Petersen, 2008) . During periods of quiet wakefulness mice show synchronous, slow large-amplitude oscillations (1-5 Hz) in the electroencephalogram (EEG) as well as in the single unit recordings of their layer 2/3 pyramidal cells, whereas during a high level of alertness faster low-amplitude oscillations are replacing the slow oscillations. This internal brain state forms a key determinant in attention, expectation, sensorimotor coordination and learning (Gilbert and Sigman, 2007) . Probably, the observed reduced oscillations in the eyelid movement in mice during quiet wakefulness refl ect the eyelid component of this general internal brain state. Because the state of alertness will January 2010 | Volume 3 | Article 19 | 9
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Eyeblink conditioning in mice have a great infl uence on the rate of eyeblink conditioning in mice, one might consider to deliver mild auditory startle pulses based upon the oscillations in the MDMT signal.
AUDITORY STARTLE REFLEXES IN MICE AND THE OPTIMAL CS FOR EYEBLINK CONDITIONING
Using a relatively mild auditory tone (10 kHz, 70 dB) the auditory startle refl ex in mice is represented in the MDMT eyeblink trace by a single peak with an amplitude of ca 0.1 mm, a latency to onset of about 15 ms, and a latency to peak amplitude of 25 ms (Figures 2A,C) . We call this peak, in line with this component in cats, the α-startle peak (Woody and Aou, 1999) . Our values in mice correspond to those obtained from facial and head EMG recordings in rats at similar sound intensities (Caeser et al., 1989) . However, in mice we can frequently observe additional and more complex eyelid responses (β-startle peaks) with a much longer latency and a bigger amplitude ( Figure 2C) . We assume that the α-startle peak in mice, as in larger mammals, is formed by the three synapse circuit including the cochlear complex, PnC, and facial nucleus, while the β-startle refl ex is mediated by the longer loop superimposed upon the PnC and cochlear complex ( Figure 1B ) (Fendt et al., 1996; Koch, 1999) . Interestingly, the β-startle refl ex in mice resembles the topographical characteristics of their associative SLRs during eyeblink conditioning, suggesting that the underlying neurocircuitry is similar (compare traces in Figures 2A,C) .
In general α responses in mice emerge at lower sound intensities than β responses, but the latency to onset, the amplitude and the duration of both the α and β eyelid startle refl exes are, similar to those of the whole-body startle refl ex, infl uenced by the intensity of the tone ( Figure 2D) . The threshold to elicit startle refl exes differs among mice of different backgrounds and age. For example, at 8 kHz, 129P3/J and CBA/CaJ mice (male, 15-72 weeks) have a hearing threshold of 70 dB and 20 dB, respectively (JAX® Mice). In C57Bl/6 mice (12-20 weeks) the threshold to elicit β-startle refl exes is usually around 75 dB at 10 kHz, but some animals display them already at levels less than 70 dB ( Figure 2D ). In addition, the stimulus thresholds to elicit α and β startle refl exes in mice show relatively big fl uctuations over time in individual animals similar to those described for rats (Pilz et al., 1988) . Moreover, in mice auditory stimuli just above hearing threshold already can elicit startle refl exes, indicating that the bandwith between behaviorally neutral and non-neutral auditory stimuli is very narrow. For eyeblink conditioning, in which the auditory stimulus initially serves as a behaviorally neutral CS, this narrow bandwith forms a serious concern. This problem does not pertain so much to the α startle refl exes, which usually diminish over the training sessions (Koekkoek et al., 2005) and can be easily distinguished from CRs, but it holds particularly true for the β startle refl exes, which are often topographically indistinguishable from associative SLRs and sometimes even resemble CRs. The occurrence of β-startle refl exes cq non-associative SLRs in mice may be infl uenced by the frequency of the auditory CS, but this topic is still subject to debate. Some studies say that they can be reduced by low frequency stimulation at 1 kHz (Lee et al., 2009) , but the vast majority of peak latencies of the CRs in these studies still occurs between 85 ms and 140 ms, which corresponds well to the timing of SLRs. On the contrary, others indicate that low frequency tones at 2 kHz can elicit a large number of startle and non-associative freezing responses at the latency of SLRs (Smith et al., 2007) . In our hands a tone frequency at 5 or 10 kHz with a rise/fall time of 25 ms and a 68 dB background white-noise is the optimal CS, which elicits minimal startle and non-associative blink refl exes, and supports optimal conditioning. The sound pressure level of a neutral CS differs among mice. Therefore, it is crucial to make a behavioral audiogram for each individual mouse during habituation sessions before the paired training sessions start so as to identify its behaviorally neutral dB. However, despite all efforts to minimize and control both startle refl exes and non-associative SLRs, both do remain present during eyeblink conditioning experiments in mice, indicating that a behaviorally neutral CS is almost elusive.
CUED FEAR CONDITIONING IN MICE AND SIMILARITIES WITH EYEBLINK CONDITIONING
The advent of mouse transgenics has also been advantageous for elucidating some of the mechanisms in the amygdala that underlie cued fear conditioning. For example, LTP induction at thalamic inputs to the lateral amygdala projection neurons and the glutamatergic synapses in the basal amygdala is absent in GluR1, but normal in GluR3 mutant mice (Humeau et al., 2007) . As a consequence GluR1 mutant mice do not display conditioned freezing in response to an auditory CS, whereas GluR3 knockouts on the other hand show normal learning in a cued fear conditioning paradigm (Humeau et al., 2007) . Mice that express α calcium-calmodulindependent kinase II (αCaMKII) that cannot undergo inhibitory phosphorylation have lower thresholds for LTP and a high level of freezing before and after tone onset in a cued conditioning paradigm (Elgersma et al., 2002) . In addition, mouse transgenic studies have allowed us to examine 'neuronal competition' in the lateral amygdala during memory formation (Han et al., 2007) . Although 70% of the lateral amygdala neurons receive convergent input of the foot shock US and tone CS, only 25% of them exhibit cued fear conditioning induced plasticity. This relatively low percentage could possibly explain why earlier recordings in the amygdala of rabbits that were aimed at detecting CS and US activities during eyeblink conditioning showed only a few amygdala neurons with enhanced responsiveness to the CS after CS-US pairings (Richardson and Thompson, 1984) . As mentioned above, the cerebellum is also involved in cued fear conditioning. The ionotropic glutamate receptor delta2 subunit (GluRδ2) is specifi cally expressed at the postsynaptic site of the parallel fi ber to Purkinje cell synapse (Araki et al., 1993; Yuzaki, 2003) . Mice that lack this GluRδ2 show impaired acquisition in a delay eyeblink conditioning paradigm (Kishimoto et al., 2001b) . However, these mice also have short-and long-term memory impairments in a cued fear conditioning paradigm (Sacchetti et al., 2004) . This fi nding suggests that the cerebellum also participates in the neural circuitry subserving emotional fear responses.
Interestingly, when aversive US intensities are used, as is typical in eyeblink experiments with mice, the main difference between fear and non-fear (i.e. eyeblink) conditioning may well disappear. Too rigid implementation of theoretical categorizations of fear versus non-fear conditioning can thus easily lead to an overly restrictive consideration of the underlying neural processes. Prolonged training will induce cerebellar learning, which behaviorally is represented by a perfectly timed eyelid closure (gray). In addition, direct projections from the amygdala to the PN might contribute directly to the CS input of the cerebellum. 
THE ACDC MODEL: AN INTEGRATED HYPOTHESIS OF EYEBLINK CONDITIONING IN MICE
As explained above, the magnitude and duration of the SLRs in mice might lead to misinterpretation of the origin and the percentage of CRs. We hypothesize that the associative properties of SLRs have an extracerebellar origin, most likely the amygdala, which is known to be central in the control of conditioned fear responses. It has been shown that the relative contribution of the amygdala to the eyeblink conditioning process differs among animals. Whereas its role seems to be minimal in rabbits, in rats the amygdala plays an important role in modulating the eyeblink conditioning process by enhancing the effectiveness of the CS and the arousal of the animal. The amygdala is in a good position to modulate the CS input to the cerebellum, because it projects directly to the pontine nuclei neurons that provide the mossy fi bers (Figure 4) (Mihailoff et al., 1989) . In mice the role of the amygdala during eyeblink conditioning has not been investigated yet. As in rats, the amygdala might be important for enhancing the effectiveness of the CS and the arousal of the animal. Further, we hypothesize that especially in mice the amygdalar contribution is directly resembled by an SLR in the eyeblink trace. Thus, the Amygdala-Cerebellum-Dynamic-Conditioning Model predicts that the amygdala contributes to the early associative SLR that occurs rather rapidly in the beginning of training, while the cerebellum is mainly involved in controlling the later, well-timed CR that coincides with the onset of the US and that slowly emerges as the training proceeds ( Figure 2E ). Both the amygdala and the cerebellum can contribute to the various associative components when the following three conditions are met: (i) both CS and US inputs converge upon the same neurons; (ii) these neurons serve as an output to exert motor control; and (iii) learning induced plasticity creates an adequate novel output (i.e. the CR). Both systems meet these conditions. Auditory CS and somatosensory US inputs converge in the lateral amygdala. While the cochlear nucleus relays the auditory CS to the medial geniculate body of the thalamus and from there to the lateral amygdala, the trigeminal nucleus mediates the peri-orbital US signals via the posterior intralaminar nucleus of the thalamus to the lateral amygdala (Figure 4) (Burton and Craig, 1979; Ledoux et al., 1987; Whalen and Kapp, 1991) . Presumably because of convergent activities during fear conditioning, LTP can be induced in neurons of the lateral amygdala, and as a consequence the auditory responses of these neurons can be enhanced (Rumpel et al., 2005; Humeau et al., 2007) . Since these neuronal responses occur at latencies between 20 ms and 50 ms (Quirk et al., 1995) , and since the lateral amygdala sends it output via the central amygdala and PnC to the facial nucleus, these neuronal latencies are in line with the latency to onset (about 50-70 ms) of the eyelid SLRs in mice during eyeblink conditioning. For the cerebellum, it is clear that the auditory CS is mediated by the cochlear and pontine neurons to the granule cells in the cerebellar cortex, and that their parallel fi bers converge on Purkinje cells with the US eral unique features of eyeblink conditioning in mice, like the occurrence of the typical SLRs during normal acquisition training, which cannot be abolished by lesions of the cerebellar nuclei.
Further validation of the ACDC hypothesis awaits. It will be interesting to fi nd out if SLRs and CRs can be produced independently in mice. In principle, one should be able to bypass the contribution of the amygdala proper by electrically stimulating the pontine nuclei, thereby removing the SLRs that occur with eyeblink conditioning using auditory stimulation. This type of experiment, together with those in which the mouse amygdala is lesioned, should show whether the ACDC model is correct.
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This work was supported by the Dutch Organisation for Medical Sciences (ZON-MW), Life Sciences (NWO-ALW), Senter (NeuroBsik), Prinses Beatrix Fonds, and the European Community (EEC; SENSOPAC). signals that are mediated by the climbing fi ber system (Yeo et al., 1985; Steinmetz et al., 1989) . The Purkinje cells in turn can well provide the output that is required to modulate the interposed nuclei neurons that control the red nucleus and thereby the facial and oculomotor nucleus motor neurons (Morcuende et al., 2002; Jirenhed et al., 2007) . It is still under debate which cellular mechanisms are induced during convergent, associative eyeblink activity in the cerebellum (Kishimoto et al., 2001b; Koekkoek et al., 2003; Welsh et al., 2005) . Both the simple spike and complex spike activity of Purkinje cells are reduced during the acquisition process (Jirenhed et al., 2007) . Thus, during eyeblink conditioning using an auditory CS and a peri-orbital US convergence of stimuli does occur both in the lateral amygdala and in the cerebellum, these systems both have a central output that exerts motor control of the eyelid muscles, and learning induced plasticity takes place in both systems. In addition, the amygdala and cerebellum may interact with each other. Thus, the ACDC model can explain sev-
