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Abstract
The dependence of the scaling properties of the structure factor on space
dimensionality, range of interaction, initial and final conditions, presence
or absence of a conservation law is analysed in the framework of the large-N
model for growth kinetics. The variety of asymptotic behaviours is quite rich,
including standard scaling, multiscaling and a mixture of the two. The dif-
ferent scaling properties obtained as the parameters are varied are controlled
by a structure of fixed points with their domains of attraction. Crossovers
arising from the competition between distinct fixed points are explicitely
obtained. Temperature fluctuations below the critical temperature are not
found to be irrelevant when the order parameter is conserved. The model is
solved by integration of the equation of motion for the structure factor and
by a renormalization group approach.
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1 - Introduction
In growth kinetics one deals with the relaxation to equilibrium of a system
quenched from high to low temperature1. The processes of interest are those
which exhibit scaling2 in the asymptotic time regime. Denoting with TI and
TF the initial and final temperatures, these processes can be grouped into
three classes characterized by (TI > Tc, TF < Tc), (TI > Tc, TF = Tc) and
(TI = Tc, TF < Tc) where Tc is the critical temperature. This subdivision
arises from renormalization group arguments3 whereby the temperature axis
(Fig.1) is controlled by three fixed points at T = 0, Tc, T = ∞ and Tc is
unstable both with respect to T = 0 and T =∞. Such a flow diagram leads
naturally to the three universality classes listed above whose basic processes
are those originating and terminating in a fixed point. By far, the most
studied among these is the phase ordering process from TI =∞ to TF = 0.
The reason for the continuing interest in this problem is the persistent
lack of a full understanding of scaling which is observed both in laboratory4
and numerical5 experiments. In terms of the structure factor (Fourier trans-
form of the equal time order parameter correlation function) this asymptotic
scaling behaviour is of the form
C(~k, t) ∼ Lα(t)F (kL(t)) (1.1)
where L(t) is a characteristic length which grows in time with a power law
L(t) ∼ t1/z. (1.2)
A scaling pattern of this type, which we refer to as standard scaling, is com-
pletely characterized by the pair of exponents z, α and by the scaling function
F (x). These quantities depend to a different extent on the various elements
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entering in the specification of the process6 which, in addition to the classes
(TI , TF ) discussed above, include the space dimensionality of the system, the
vector dimensionality of the order parameter, the presence or absence of a
conservation law and the short or long range character of interactions.
The purpose of this paper is to explore in detail the dependence of the
scaling properties on the totality of these elements in the framework of the
large-N model7. This, at the moment, is the only available non trivial sol-
uble model with a structure sufficiently rich to be adequate for this kind of
investigation. The picture which emerges in the end is quite informative and
exposes clearly the profound difference between processes with and without
conservation of the order parameter.
We consider a system described by an N-component order parameter
~φ(~x) = (φ1(~x), ..., φN(~x)) and by a free energy functional of the Ginzburg-
Landau type
H[~φ] =
1
2
∫
ddx
[
(∇~φ)2 + r~φ2 +
g
2N
(~φ2)2
]
+HLR[~φ] (1.3)
where HLR[~φ] contains the long range interaction and will be specified in sec-
tion 2. The Gibbs equilibrium states Peq[~φ] ∼ exp(−
1
T
H[~φ]) are parametrized
by the temperature T and by the pair of coupling constants µ = (r, g). In
the large-N limit (N → ∞) there is a critical temperature Tc(µ) ∼ −r/g
and a phase diagram (Fig.2) in the three dimansional parameter space (T, µ)
with a surface of critical points separating ordered states below it from dis-
ordered states above it. The interesting portion of this phase diagram is the
(r ≤ 0, g ≥ 0) sector at or below the critical surface where scaling is to be
expected in a quench process. As we shall see in the following, the set of
states at T = 0 on the g-axis plays a special role since it is located at the
edge of both the critical surface and the ordering region below it.
As anticipated above, the characterization of a process requires in the
order:
i) specification of the space dimensionality d
ii) specification of the initial condition. This we do by taking an initial
structure factor of the form
C(~k, 0) =
∆
kθ
(1.4)
where ∆ is a constant and the value of θ selects the initial state of interest:
θ = 0 corresponds to an uncorrelated initial state at infinite temperature
(TI =∞) while θ = 2 corresponds to the critical point (TI = Tc)
iii) choice between a non conserved order parameter (NCOP) and a conserved
order parameter (COP)
iv) specification of the short or long range nature of the interaction
v) specification of the final state. The interesting subsets in the equilibrium
phase diagram are:
[TF = Tc = 0, µ1 = (r = 0, g = 0)] trivial critical state at zero temperature
[TF = Tc > 0, µ1 = (r = 0, g = 0)] trivial critical states at finite temperature
(T -axis)
[TF = Tc = 0, µ2 = (r = 0, g > 0)] non trivial critical states at zero tempera-
ture (g-axis)
[TF = Tc > 0, µ3 = (r < 0, g > 0)] non trivial critical states at finite
temperature (critical surface)
[TF < Tc, µ3 = (r < 0, g > 0)] phase ordering region.
It is convenient to regard the space dimensionality, the initial condition and
the range of the interaction as forming, so to speak, the environment of the
process, while the set (TF , µ) and the specification NCOP or COP as elements
of discrimination which we will use to identify processes.
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Solving the model analytically and by renormalization group (RG) we ar-
rive at the following picture. The asymptotic scaling properties [z, α, F (x)]
depend on (TF , µ). There is a universality class, under each heading NCOP
or COP, for each of the five regions (TF , µ) listed above. In RG language
this means that there are five fixed points (T ∗F , µ
∗). The flow in the param-
eter space and therefore the extension of the universality classes depends on
the relative stability of these fixed points. This in turn is regulated by the
existence of critical dimensionalities which depend on the environment, i.e.
initial condition and range of interaction.
The deep difference between NCOP and COP emerges from how the
scaling properties depend on the final state (TF , µ). The most striking differ-
ence is obtained for quenches inside the phase ordering region. It was found
previously8 that when the system is quenched to (TF = 0, µ3) the standard
scaling form (1.1) holds only for NCOP, while for COP it is replaced by the
more general multiscaling behaviour
C(~k, t) ∼ Lα(x)(t)F (x) (1.5)
where also the exponent α depends on x = kL(t). We find now that,
with some modifications to be discussed below, this basic distinction NCOP-
standard scaling and COP-multiscaling holds not just for quenches to TF = 0,
but for quenches anywhere in the phase ordering region (TF < Tc, µ3). Fur-
thermore, while temperature perturbations with 0 < TF < Tc are irrelevant
for NCOP, it is not so for COP. For quenches elsewhere, i.e. on the critical
surface, standard scaling holds both for NCOP and COP. However, while
with NCOP (TF , µ) affects α with no impact on z, the opposite occurs for
COP.
The analytical tractability of the large-N model7,8,9 allows to expose nicely
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the mechanism underlying the picture outlined above and to compute in
addition to the asymptotic properties also the crossovers induced by the
competing fixed points. The question of the extension of the properties of
the large-N model to finite N needs to be treated with care. We shall comment
on this in the concluding section.
The paper is organized as follows: in section 2 the general features of
the large-N model are presented, section 3 is devoted to the solution of the
model by integration of the equation of motion for the structure factor and
in section 4 the model is analysed by RG methods. Concluding remarks are
made in section 5.
2 - The large-N model
The long range part of the free energy functional (1.3) is of the form
HLR[~φ] =
∫
ddx
∫
ddx′~φ(~x) · V (~x− ~x′)~φ(~x′) (2.1)
with the large distance behaviour V (~x − ~x′) ∼| ~x − ~x′ |−(d+σ). Considering
a time evolution of the order parameter governed by the time dependent
Ginzburg-Landau model and neglecting10,11 k2 with respect to kσ for σ < 2
the equation of motion for the Fourier transform of the order parameter in
the large-N limit is given by7
∂φα(~k, t)
∂t
= −Γ
[
wkp+σ + kpR(t)
]
φα(~k, t) + ηα(~k, t) (2.2)
where (α = 1, ..., N), w is a coefficient originating in the small momentum
expansion of the interaction, Γ is a kinetic coefficient, p = 0 for NCOP, p = 2
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for COP, ~η(~k, t) is a gaussian white noise with expectations
< ~η(~k, t) > = 0 (2.3)
< ηα(~k, t)ηβ(~k
′, t′) > = 2ΓTFk
pδαβδ(~k + ~k
′)δ(t− t′) (2.4)
and
R(t) = r + gS(t) (2.5)
with S(t) =< φ2α(~x, t) > which is independent of α and must be determined
self-consistently12. In the following we will let σ and p vary continously
since σ < 2 describes long range interactions while 0 < p < 2 describes non
local conservation of the order parameter13.
Integrating Eq.(2.2) with a random initial condition ~φ(~k, 0) and dropping
the label α we find
φ(~k, t) = φ(~k, 0)D(~k, t) +
∫ t
0
dt′η(~k, t′)
D(~k, t)
D(~k, t′)
(2.6)
where
D(~k, t) = exp(−Γ[wkp+σt+ kpQ(t)]) (2.7)
and
Q(t) =
∫ t
0
dt′R(t′). (2.8)
From (2.6) correlation functions of arbitrary order can be obtained form-
ing products of φ(~k, t) and averaging over both initial condition and thermal
noise. For the average order parameter we find
< φ(~k, t) >=< φ(~k, 0) > D(~k, t) (2.9)
which shows that if the initial state is symmetric < φ(~k, 0) >= 0, as we shall
assume in the following, then < φ(~k, t) >= 0 for all time, i.e. dynamics does
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not brake the symmetry. The more general case of a time evolution with
broken symmetry is outlined in Appendix I.
The structure factor < φ(~k, t)φ(~k′, t) >= C(~k, t)δ(~k + ~k′) is given by the
sum of two contributions
C(~k, t) = C1(~k, t) + C2(~k, t) (2.10)
where
C1(~k, t) = C(~k, t = 0)D
2(~k, t) (2.11)
C2(~k, t) = 2Γk
pTFD
2(~k, t)
∫ t
0
dt′D−2(~k, t′). (2.12)
From (2.10-2.12) one can easily verify that the structure factor obeys the
equation of motion
∂C(~k, t)
∂t
= −2Γ[wkp+σ + kpR(t)]C(~k, t) + 2ΓkpTF (2.13)
which is closed by the self-consistency condition
S(t) =
∫
ddk
(2π)d
C(~k, t). (2.14)
Let us now analyse the final equilibrium states. Since there is no sym-
metry breaking, it is sufficient to look at the structure factor in the limit
t→∞ obtaining (Appendix II) from Eq. (2.13)
C(~k,∞) =
TF
wkσ + ξ−σ
+ (2π)dM2δ(~k) (2.15)
where ξ = [R(∞)]−1/σ is the equilibrium correlation length. Enforcing the
self-consistency condition (2.14) one finds (Appendix II) that there exists a
critical temperature
Tc = −
r
gB(0)
(2.16)
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such that {
ξ−1 > 0 and M = 0 for TF > Tc
ξ−1 = 0 and M2 =M20 (Tc − TF )/Tc for TF ≤ Tc
(2.17)
with M20 = −r/g and
B(0) =
∫
ddk
(2π)d
1
wkσ
∝
1
d− σ
. (2.18)
Thus, in the (TF , µ) parameter space (Fig.2) the critical point as r and
g are varied ( g must be positive in order to have a well defined theory)
spans a surface which lies on the r ≤ 0 sector and separates ordered states
underneath it, where the structure factor dispalys a Bragg peak, from the
disordered states above it without Bragg peak. Notice that from (2.16) and
(2.18) limd→σ Tc = 0, implying that σ is the lower critical dimensionality of
the model.
As discussed in the Introduction, in the rest of the paper we shall be
concerned with the solution of Eq.(2.13) with values of (TF , µ) lying on or
below the critical surface.
3 - Quench processes
From (2.10) and (1.4) the formal solution for the structure factor is given by
C(~k, t) =
∆
kθ
e−2Γ[wk
p+σt+kpQ(t)] + 2ΓTFk
p
∫ t
0
dt′e−2Γ[wk
p+σ(t−t′)+kp(Q(t)−Q(t′))].
(3.1)
We must now extract the scaling properties.
3.1 - NCOP
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With p = 0 by dimensional analysis we can identify the characteristic
length
L(t) = (2Γt)1/σ (3.2)
which enters (3.1) in the combination x = kL(t). It is worth to rewrite (3.1)
with this change of variable
C(~k, t) = ∆e−2ΓQ(t)
Lθ
xθ
e−wx
σ
+σTFL
σx−σ
∫ x
0
dx′x′σ−1e−w(x
σ−x′σ)e−2Γ[Q(t)−Q(t
′)]
(3.3)
which shows that (3.2) is the only available choice for the caracteristic length
and therefore necessarily z = σ for any process with NCOP. In order to solve
for Q(t) we integrate (3.3) over ~k and we use the definitions (2.8) and (2.14)
to derive the equation
1
2Γ
d
dt
e2ΓQ(t) = re2ΓQ(t) + g∆A(t) + 2ΓTF g
∫ t
0
dt′A0(t− t
′)e2ΓQ(t
′) (3.4)
where
A(t) =
∫
ddk
(2π)d
e−2Γwk
σt
kθ
= Lθ−d(t)Kd
∫ ΛL
0
dxxd−θ−1e−wx
σ
(3.5)
with Kd = (2
d−1πd/2Γ(d/2))−1, Λ is a monetum cutoff and A0(t) is the same
as A(t) with θ = 0.
TF = 0
Let us now make a further restriction by considering quenches to zero
temperature. With TF = 0 (3.4) can be integrated obtaining
e2ΓQ(t) = e2Γrt
[
1 + 2Γg∆
(∫ t0
0
dt′e−2Γrt
′
A(t′) +
∫ t
t0
dt′e−2Γrt
′
A(t′)
)]
. (3.6)
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Next, choosing t0 such that ΛL(t0) ∼ 1, from (3.5) we may approximate
Ld−θ(t)A(t) ∼
{
Kd
∫ ΛL
0 dxx
d−θ−1 = Kd[ΛL(t)]
d−θ/(d− θ) for t < t0
I =
∫∞
0 dxx
d−θ−1e−wx
σ
for t > t0
(3.7)
and inserting into (3.6) finally we get
e2ΓQ(t) = κe2Γrt + g∆Ie2Γrt
∫ t
t0
dt′e−2Γrt
′
Lθ−d(t′) (3.8)
where κ = 1 + g∆KdΛ
d−θ(1− e−2Γrt0)/(d− θ)r.
The next step is to extract the behaviour of Q(t) from (3.8) after speci-
fying the set of coupling constants µ = (r, g).
µ1 = (r = 0, g = 0)
In this case Q(t) ≡ 0 . Thus from (3.3) we get
C(~k, t) = ∆LθF (x) (3.9)
with
F (x) =
e−wx
σ
xθ
. (3.10)
Note that C(~k, t) obeys the scaling form (1.1) from beginning to end over
the entire time history of the process with α = θ . In this case dynamics
propagates the scaling properties of the initial condition.
µ2 = (r = 0, g > 0)
Setting r = 0 in Eq.(3.8)
e2ΓQ(t) = κ+ g
∆Iσ
θ + σ − d
[
Lθ+σ−d − Lθ+σ−d0
]
(3.11)
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which gives
C(~k, t) ∼
Lθ
κ+ σIg∆[Ldc−d − Ldc−d0 ]/(dc − d)
F (x) (3.12)
with dc = θ + σ , L0 = L(t0) and F (x) given by (3.10). Now scaling is no
more an exact property obeyed over the entire time history, but only asymp-
totically. Furthermore, Eq.(3.12) shows that dc is a critical dimensionality,
in the sense that different asymptotic behaviours are obtained depending on
d > dc or d < dc . For d > dc the asymptotic behaviour is the same as for
the quench to µ1 , with the denominator producing a correction to scaling
at early times. Instead for d < dc there is a crossover time t
∗ ∼ (∆g)
σ
d−dc
such that
C(~k, t) ∼
{
LθF (x) for t≪ t∗
Ld−σF (x) for t≫ t∗.
(3.13)
At d = dc we find a logarithmic correction due to marginality
C(~k, t) ∼
Lθ
logL/L0
F (x). (3.14)
In order to illustrate the above results we have integrated numerically
the equation of motion (2.13) for p = 0, σ = 2, d = 3, r = 0, TF = 0 and
different values of g . Since the crossover involves only the exponent α it is
convenient to discuss it in terms of S(t) . The analytical behaviour of S(t)
is obtained integrating (3.12) over ~k
S(t) ∼
Lθ−d
κ+ σIg∆[Ldc−d − Ldc−d0 ]/(dc − d)
. (3.15)
The case d > dc is realized taking θ = 0 , which yields dc = 2 . The double
logarithmic plot of the numerical solution for S(t) shows (Fig.3) that the
power law L−d = t−3/2 is asymptotically obeyed with deviations from it at
early times which become smaller as g decreases, i.e. as µ1 is approached
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along the µ2 axis. Conversely for d < dc , obtained by setting θ = 2 which
implies dc = 4 , the numerical solution for S(t) behaves as L
−1 ∼ t−1/2 for
t≪ t∗ and as L−2 ∼ t−1 for t≫ t∗ (Fig.4).
µ3 = (r < 0, g > 0)
With these values of r and g the quench is made inside the region of the
coexisting ordered phases, which is the process normally considered in the
kinetics of phase ordering. In a process of this type usually one makes the
distinction between the early stage of exponential growth due to the instabil-
ity generated by r < 0 and the late stage characterized by scaling behaviour.
However, due to the existence of crossovers,we should expect to find a scaling
regime also at early time with the exponents appropriate to µ1 or µ2 when
r and g are pushed sufficiently close to µ1 or µ2 . In fact for short time
(t < 1/2Γ|r|) Eq. (3.8) yields
e2ΓQ(t) ∼ e2Γrt
(
κ+ σI
g∆
dc − d
[Ldc−d − Ldc−d0 ]
)
(3.16)
which implies for the structure factor
C(~k, t) ∼
Lθ
κ+ σIg∆[Ldc−d − Ldc−d0 ]/(dc − d)
F (x)e−2Γrt (3.17)
showing that in front of the exponential actually there is a prefactor identical
to (3.12). Hence if |r| is sufficiently small one can detect a scaling regime
identical to the one discussed for quenches to µ2 and preceding the usual
early time regime of exponential growth.
Instead, when time is large we can set to zero the left hand side of (3.4)
obtaining for the structure factor the late stage scaling behaviour
C(~k, t) ∼M20L
dF (x) (3.18)
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for any d . This means that for quenches inside the phase ordering region
there is not an upper critical dimensionality such that above it one obtains
an asymptotic behaviour with α = θ.
The crossover structure is illustrated in Fig.5 through the behaviour of
S(t) computed numerically for d = 3, θ = 0, σ = 2, g = 1 and decreasing
values of r in order to explore the influence on S(t) of the power law
associated to the µ2 -axis. While away from µ2 , e.g. at r = −1.0 , the
behaviour of S(t) shows only the asymptotic scaling regime S(t) ∼M20 = 1,
as r is decreased and µ2 is approached for r sufficiently small, e.g. r = −0.01,
S(t) indeed displays at intermediate times the power law L−d ∼ t−3/2 which
we have found previously as an asymptotic behaviour in the quenches to µ2 .
The case with θ = 2 yields qualitatively similar results.
TF > 0
For quenches to a finite final temperature 0 < TF ≤ Tc we restrict the
choice of the initial condition to high temperature taking θ = 0 in (1.4).
µ1 = (r = 0, g = 0)
For quenches to the trivial critical states at finite temperature (T -axis in
Fig.2), setting Q(t) ≡ 0 in (3.3), we find
C(~k, t) = ∆e−wx
σ
+ LσTFF0(x) (3.19)
where
F0(x) = (1− e
−wxσ)/wxσ. (3.20)
Thus, for these processes the asymptotic scaling behaviour is given by LσTFF0(x)
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while the strength ∆ of initial correlations is an irrelevant parameter with
correction to scaling behaviour ∼ L−σ.
µ3 = (r < 0, g > 0)
The solution of Eq.(3.4) in the general case has been obtained by Newman
and Bray12. For large time and for σ < d < 2σ they find
e−2ΓQ(t) ∼ Lω(t) (3.21)
with
ω =
{
ǫ = 2σ − d for TF = Tc
d for TF < Tc.
(3.22)
Inserting into (3.1) we find
C(~k, t) = C(~k, t0)
Lω(t)e−wx
σ
Lω(t0)e−wx
σ
0
+LσTF
∫ 1−(x0/x)σ
0
dy(1−y)−ω/σe−wx
σy (3.23)
where t0 is some microscopic short time such that scaling holds for t > t0 and
where x0 = kL(t0). For TF < Tc, recalling that Tc > 0 requires d > σ and
using (3.22) the asymptotic scaling behaviour is still given by (3.18) with TF
acting as an irrelevant perturbation whose correction to scaling behaviour is
given by ∼ Lσ−d. For TF = Tc, the role of the two terms in the right hand
side of (3.23) is reversed. The thermal contribution provides the dominant
scaling term ∼ Lσ while the first term yields correction to scaling ∼ Lσ−d.
Taking ∆ = 0 and setting the coupling constant g at the fixed point value14,15
the first term can be made to vanish (t0 → 0) obtaining
C(~k, t) ∼ LσTcFǫ(x) (3.24)
with
Fǫ(x) =
∫ 1
0
dy(1− y)−ǫ/σe−wx
σy. (3.25)
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Notice that limǫ→0 Fǫ(x) = F0(x). Thus, at the upper critical dimensionality
2σ the non trivial fixed point merges with the trivial fixed point on the
temperature axis.
In summary, with NCOP we have found the following asymptotic scaling
properties
1) [TF = 0, µ1]
C(~k, t) ∼ Lθ(t)F (x) (3.26)
2) [TF = Tc > 0, µ1]
C(~k, t) ∼ Lσ(t)TcF0(x) (3.27)
3) [TF = 0, µ2]
C(~k, t) ∼


Lθ(t)F (x) for d > dc
Lθ(t)
logL(t)
F (x) for d = dc = θ + σ
Ld−σ(t)F (x) for d < dc
(3.28)
4) [TF = Tc > 0, µ3]
C(~k, t) ∼
{
Lσ(t)TcF0(x) for d ≥ 2σ
Lσ(t)TcFǫ(x) for d < 2σ
(3.29)
5) [TF < Tc, µ3]
C(~k, t) ∼ Ld(t)F (x) (3.30)
where L(t) ∼ t1/σ, x = kL(t) and
F (x) = e−wx
σ
/xθ (3.31)
F0(x) = (1− e
−wxσ)/wxσ (3.32)
Fǫ(x) =
∫ 1
0
dy(1− y)−ǫ/σe−wx
σy (3.33)
with ǫ = 2σ − d.
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3.2 - COP
Let us now go back to Eq(3.1) with p 6= 0. The important novelty is that
now by dimensional analysis we can form the two lengths L(t) = (2Γt)
1
p+σ
and λ(t) = (2Γ | Q |)1/p. In order to establish the scaling behaviour we must
know which of the two is the dominant one.
TF = 0
Considering first, as before, quenches to zero temperature the structure
factor is given by
C(~k, t) =
∆
kθ
e−[w(kL)
p+σ+a(kλ)p] (3.34)
where a = sign(Q). To begin with let us rescale lengths with respect to L(t)
C(~k, t) = ∆e−aβx
p
LθFˆ>(x) (3.35)
where
β =
(
λ
L
)p
(3.36)
Fˆ>(x) =
e−wx
p+σ
xθ
(3.37)
with x = kL(t) and the reason for the notation Fˆ>(x) will be clear below.
Again, we must solve for Q(t) using the analogue of Eq.(3.4)
dQ
dt
= r + g∆Lθ−dKd
∫ ΛL
0
dxxd−θ−1e−(wx
p+σ+aβxp). (3.38)
µ1 = (r = 0, g = 0)
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Since in this case Q(t) ≡ 0 implying λ(t) ≡ 0, clearly L(t) is the dominant
length and z = p + σ. From (3.35) we have, as in the NCOP case, that
standard scaling is exactly obeyed over the entire time history with
C(~k, t) = ∆LθFˆ>(x). (3.39)
When the nonlinearity is present it is no longer possible, contrary to
NCOP case, to solve directly for Q(t). Hence, we now make statements about
the solution of (3.38) for large time by consistency checks on the assumption
that either one of the two lengths L(t) and λ(t) prevails over the other.
µ2 = (r = 0, g > 0)
From (2.5) and (2.8) in this case a is positive. Let us first suppose that L
prevails over λ, i.e. β(t) → 0 as t → ∞ . For large time Eq.(3.38) can be
replaced by
dQ
dt
= g∆Lθ−dKd
∫ ∞
0
dxxd−θ−1e−wx
p+σ
(3.40)
and integrating we find
Q(t) ∼
Ldc+p−d
dc + p− d
+ const (3.41)
where dc = θ + σ . Inserting this result into (3.36) follows
β(t) ∼


L−p for d > dc + p
L−p logL for d = dc + p
Ldc−d for d < dc + p
(3.42)
which is consistent with the assumption if d > dc . Thus, for d > dc from
(3.35) we find
C(~k, t) ∼ Lθ [1− β(t)xp] Fˆ>(x). (3.43)
19
This result together with (3.42) shows that there exists yet another critical
dimensionality d˜c = dc + p affecting the behaviour of corrections to scaling.
Assuming next that β(t) takes a constant value c, we find that this is
consistent only for d = dc and from (3.35) follows
C(~k, t) ∼ LθFˆ (x) (3.44)
with
Fˆ (x) =
1
xθ
e−[wx
p+σ+cxp] (3.45)
showing that there is scaling with the same exponents as at µ1 , but with a
modified scaling function.
Finally, assuming β(t)→∞ , from (3.38) follows
β(t) ∼ L
p
(d−θ+p)
(dc−d) (3.46)
which for consistency requires d < dc . Therefore, now we must scale with
respect to λ obtaining
C(~k, t) ∼ λθ[1− wβ−σ(t)x′p+σ]Fˆ<(x
′) (3.47)
where
Fˆ<(x
′) =
e−x
′p
x′θ
(3.48)
and x′ = kλ(t), λ(t) ∼ t1/z with
z = d+ p− θ. (3.49)
This result is interesting because a pattern qualitatively different from the
corresponding case with NCOP is obtained. In the latter case when the
nonlinearity becomes relevant below dc the exponent α changes from the
value θ to the dimensionality dependent value (d− σ), while the exponent z
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and the scaling function remain the same as for the quench to the trivial fixed
point µ1. With COP instead we find that α keeps always the trivial value θ,
while there is a change in the scaling function and the growth exponent picks
up the value (3.49) dependent on the space dimensionality of the system.
µ3 = (r < 0, g > 0)
For the quench in the phase ordering region Eq.(3.38) can be rewritten in
the form
dQ
dt
= r +
g∆
Ld−θ
KdI(β) (3.50)
where
I(β) =
∫ ∞
0
dxxd−θ−1e−βf(x) (3.51)
f(x) = axp + wβ−1xp+σ. (3.52)
Making the assumptions to be verified a posteriori that β is asymptotically
divergent and that a is negative we can make a saddle point evaluation of
(3.51)
I(β) ∼ 2
[
π
wσ(p+ σ)
] 1
2
e
wσ
p
uuγ (3.53)
where
u =
[
pβ
w(p+ σ)
] p+σ
σ
(3.54)
and
γ = [2(d− θ)− (p+ σ)] /2(p+ σ). (3.55)
For large time we can set to zero the left hand side of (3.50) obtaining I(β) =
−rLd−θ/gKd∆ . Next, using (3.53) and taking the logarithm we find the
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asymptotic relation
u =
p(d− θ)
wσ
logL−
pγ
wσ
log u. (3.56)
Inserting the leading contribution into (3.54) we obtain
β(t) ∼ (logL)
σ
(p+σ) (3.57)
consistently with the assumption. Thus, in this case λ(t) and L(t) diverge in
the same way up to a logarithmic factor. As fundamental length we choose8
the inverse of the wave vector km(t) where C(~k, t) reaches its maximum
value
km(t) = L
−1u
1
p+σ . (3.58)
Inserting this result in (3.35) and introducing the variable x¯ = k/km we
obtain
C(~k, t) ∼
∆Lθ
uθ/(p+σ)
euϕ(x¯)
x¯θ
(3.59)
where
ϕ(x¯) =
p+ σ
p
x¯p − x¯p+σ. (3.60)
Next iterating once (3.56) and inserting the result into (3.59) we obtain the
asymptotic expression8,10
C(~k, t) ∼
[
kθ−dm (kmL)
p+σ
2
] p
σ
ϕ(x¯)
(kmx¯)θ
(3.61)
which, up to a logarithmic factor in the amplitude, is in the multiscaling
form (1.5)
C(~k, t) ∼ k−α0(x¯)m
1
x¯θ
(3.62)
with
α0(x¯) =
(d− θ)p
σ
ϕ(x¯) + θ. (3.63)
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This exponent α0(x¯) is plotted in Fig.6 for θ = 0, σ = 2 showing that the
transition from multiscaling to standard scaling is a smooth one as p is varied
continously from p = 2 to p = 0.
Notice that from (3.58) and k−1m ∼ t
1/z, the exponent z develops a time
dependence which asymptotically is given by
z ∼ (p+ σ)
[
1 +
log log t
log t
]
. (3.64)
TF > 0
µ1 = (r = 0, g = 0)
Again, with Q(t) ≡ 0 and θ = 0 it is straightforward to derive from (3.1) the
standard scaling result
C(~k, t) = ∆e−wx
p+σ
+ LσTF Fˆ0(x) (3.65)
where
Fˆ0(x) = (1− e
−wxp+σ)/wxσ (3.66)
and the same considerations made about (3.19) apply here.
µ3 = (r < 0, g > 0)
For quenches to µ3 = (r < 0, g > 0) now we cannot solve explicitely for
Q(t). Then we proceed differently by rewriting (3.1) as
C(~k, t) = ∆eu(t)ϕ(x¯) + 2ΓTFk
p
∫ t
0
dt′eu(t)ϕ(x¯)−u(t
′)ϕ(x¯′) (3.67)
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where ϕ(x¯) has been defined in (3.60) and u(t) is related to Q(t) by (3.54).
In the following we will drop the bar over x. If by analogy with what we
have found at TF = 0 we make the ansatz
eu(t) = cLρ(t) (3.68)
with ρ > 0, the quantities to be determined are the constant c and the expo-
nent ρ. Inserting into (3.67), and assuming k−1m (t) ∼ L(t) up to logarithmic
factors we find
C(~k, t) = ∆(cLρ)ϕ(x)
[
1 + TFL
σ 1
wxσ
∫ x
0
dx′x′p+σ−1(x/x′)ρϕ(x
′)e−ρϕ(x
′) logL
]
.
(3.69)
For large L the integral in the right hand side can be evaluated by steepest
descent. Keeping in mind that ρ > 0 and that ϕ(x) behaves as in Fig.6, we
must distinguish between x < x∗ and x > x∗ where x∗ = (p+σ
p
)1/σ is the non
trivial zero of ϕ(x). For x < x∗ the exponential reaches the maximum value
at x′ = 0, while for x > x∗ the maximum is at x′ = x yielding
C(~k, t) ∼ ∆(cLρ)ϕ(x) +
TFL
σ
wxσ
(cLρ)ϕ(x) (3.70)
for x < x∗ and
C(~k, t) ∼ ∆(cLρ)ϕ(x) +
TFL
σ
wxσ
(3.71)
fro x > x∗.
We now determine c and ρ by using the self-consistency condition (2.14).
From (3.54), where β is defined in (3.36), and (3.68) follows R(t) = Q˙(t) ∼
(ρ logL)
σ
p+σL−σ. On the other hand R(t) can be computed from (2.5) with
S(t) obtained by integration of (3.70) and (3.71) over ~k. Thus, for TF = 0
dropping logarithmic factors one finds
L−σ = r + g∆KdL
−d
∫ ΛL
0
dxxd−1eϕ(x) log(cL
ρ). (3.72)
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For large L the integral picks up the dominant contribution at x = 1 giving
L−σ = r + g∆Kdc
σ/pL(ρσ−pd)/p. (3.73)
The right hand side can vanish only if ρ = pd/σ, in agreement with (3.63),
and cσ/p ∼M20 .
For TF 6= 0, the first terms in the right hand side of (3.70) and (3.71) are
asymptotically negligible with respect to the second ones yielding in place of
(3.72)
L−σ = r + gTFL
σ−dKd
[∫ x∗
0
dxxd−σ−1(cLρ)ϕ(x) +
∫ ΛL
x∗
dxxd−σ−1
]
. (3.74)
Furthermore, keeping into account that for large L the dominant contribution
to the first integral is obtained at x = 1 and that the contribution at x∗ is
negligeble in the second one finally we obtain
L−σ = r(
TF − Tc
Tc
) + gTFKdc
σ/pLρ
σ
p
+σ−d. (3.75)
For TF < Tc this implies ρ = p(d − σ)/σ and c
σ/p ∼ M20 (
Tc−TF
TF Tc
). Inserting
into (3.70) and (3.71) one finds
C(~k, t) ∼ TF
Lα(x)
wxσ
(3.76)
with
α(x) =
{
p
σ
(d− σ)ϕ(x) + σ for x < x∗
σ for x > x∗
(3.77)
showing that the structure factor obeys multiscaling for x < x∗ and standard
scaling for x > x∗. Notice that the two behaviours match at x∗ since ϕ(x∗) =
0.
If the quench is made on the critical surface (TF = Tc), then Eq. (3.75)
gives ρ = p
σ
(d−2σ) which is negative below the upper critical dimensionality
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contradicting the initial assumption ρ > 0. Hence we take ρ = 0 which
implies standard scaling with u(t) constant. From (3.68) and (3.36) we have
Q(t) = bLp(t). Inserting in (3.1) and taking ∆ = 0 for simplicity, we obtain
C(~k, t) = LσTcFˆǫ(x) (3.78)
with
Fˆǫ(x) =
1
wxσ
∫ x
0
dx′x′p+σ−1e−[w(x
p+σ−x′p+σ)+b(xp−x′p)]. (3.79)
From the self-consistency condition (2.14) now we find
b =
p+ σ
2Γp
gKdL
2σ−dTc
{∫ ∞
0
dxxd−1[Fˆǫ(x)−
1
wxσ
]−
∫ ∞
ΛL
[Fˆǫ(x)−
1
wxσ
]
}
(3.80)
where we have used the definition (2.16) of Tc. From (3.79) for large x we
have Fˆǫ ∼
1
wxσ
(1 − cbx−σ) where c = p
p+σ
∫∞
0 dψψe
−ψ. Inserting into (3.80)
and defining f(b) =
∫∞
0 dxx
d−1[Fˆǫ(x)−
1
wxσ
] we have
b
[
1−
(p+ σ)gKdTcΛ
d−2σ
2Γp(d− 2σ)
]
=
p+ σ
2Γp
gKdL
2σ−df(b) (3.81)
from which follows b = 0 for d > 2σ, while for d < 2σ the value of b is given
by the condition f(b) = 0. Solving this equation in the ǫ-expansion15 one
finds b ∼ ǫ as for NCOP, which implies the same structure of fixed points.
Namely, for ǫ→ 0 the non trivial fixed point still merges with the trivial one
and limǫ→0 Fˆǫ(x) = Fˆ0(x).
The summary of the asymptotic properties with COP is given hereafter
1) [TF = 0, µ1]
C(~k, t) ∼ Lθ(t)Fˆ (x) (3.82)
2) [TF = Tc, µ1]
C(~k, t) ∼ Lσ(t)TcFˆ0(x) (3.83)
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3) [TF = 0, µ2]
C(~k, t) ∼


Lθ(t)Fˆ>(x) for d > dc
Lθ(t)Fˆ (x) for d = dc = θ + σ
λθ(t)Fˆ<(x
′) for d < dc
(3.84)
where x = kL(t) and x′ = kλ(t)
4) [TF = Tc > 0, µ3]
C(~k, t) ∼
{
Lσ(t)TcFˆ0(x) for d ≥ 2σ
Lσ(t)TcFˆǫ(x) for d < 2σ
(3.85)
5) [0 < TF < Tc, µ3]
C(~k, t) = TF
Lα(x)(t)
wxσ
(3.86)
6) [TF = 0, µ3]
C(~k, t) ∼ Lα0(x)(t)
1
xθ
(3.87)
with
L(t) ∼ t1/(p+σ) (3.88)
λ(t) ∼ t1/(d+p−θ) (3.89)
Fˆ>(x) =
e−wx
p+σ
xθ
(3.90)
Fˆ (x) =
1
xθ
e−[wx
p+σ+cxp] (3.91)
Fˆ<(x
′) =
e−x
′p
x′θ
(3.92)
Fˆ0(x) =
1
wxσ
(1− e−wx
p+σ
) (3.93)
Fˆǫ(x) =
1
wxσ
∫ x
0
dx′x′p+σ−1e−[w(x
p+σ−x′p+σ)+b(xp−x′p)] (3.94)
α0(x) =
(d− θ)
σ
ϕ(x) + θ. (3.95)
α(x) =
{
2 + (d− 2)ϕ(x) for x < x∗
2 for x > x∗
(3.96)
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ϕ(x) =
p+ σ
p
xp − xp+σ. (3.97)
4 - Renormalization group
We now discuss the scaling properties of the model within the RG approach
to the problem16. Let us recall that in static critical phenomena the Wil-
son RG equations are obtained performing the following operations on the
equilibrium probability distribution Peq[~φ;TF , µ]
i) elimination of hard modes ~φ(~k) with Λ/l < k ≤ Λ where l > 1
ii) rescaling of wave vectors and order parameter
~k′ = l~k
~φ′(~k′) = l−y~φ(~k)
iii) requirement of form invariance of Peq[~φ;TF , µ] .
These operations generate recursion relations for the parameters (TF , µ)
which allow to describe scaling in terms of the geometry of the fixed points
and their domains of attraction.
In quench processes one deals with a time dependent probability distribu-
tion P [~φ; t, TF , µ] . Therefore, RG transformations performed on this object
are expected to give recursion relations for (t, TF , µ) with a fixed point
structure which accounts for the variety of scaling behaviours obtained in
section 3. In order to implement the procedure outlined above, we should
construct P [~φ; t, TF , µ] and then carry out renormalization. However, since
the stochastic process is gaussian and all the equal time information is in
C(~k, t) , we can work directly with the equation of motion (2.13). First we
28
separate soft and hard modes
C(~k, t) = Cs(~k, t) + Ch(~k, t) (4.1)
with
Cs(~k, t) =
{
C(~k, t) for 0 ≤ k ≤ Λ/l
0 for Λ/l < k ≤ Λ
(4.2)
Ch(~k, t) =
{
0 for 0 ≤ k ≤ Λ/l
C(~k, t) for Λ/l < k ≤ Λ.
(4.3)
The equation of motion for either component is given by
∂Cs,h(~k, t)
∂t
= −2Γ[wkp+σ + kpR(t)]Cs,h(~k, t) + 2Γk
pTF (4.4)
with
R(t) = r + gSs(t) + gSh(t) (4.5)
Ss,h(t) =
∫
ddk
(2π)d
Cs,h(~k, t). (4.6)
Then we proceed to eliminate hard modes. Integrating the equation of motion
for Ch(~k, t) we find
Ch(~k, t) = Ch(~k, 0)e
−2Γ[wkp+σt+kpQ(t)]+2ΓkpTF
∫ t
0
dt′e−2Γ[wk
p+σ(t−t′)+kp(Q(t)−Q(t′))]
(4.7)
where Q(t) = Qs(t) + Qh(t) . After integrating over ~k we should solve
for Sh(t) and insert the result into the equation for Cs(~k, t) . However,
considering that we must eliminate modes with k > L−1(t) and that in the
scaling regime these have already equilibrated, with a good approximation
we can set
Ch(~k, t) ∼ Ch(~k,∞) =
TF
wkσ +R(∞)
(4.8)
and we are left with Eq.(4.4) for Cs(~k, t) with
R(t) = r + gSs(t) + gSh(∞). (4.9)
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Next we carry out the rescalings for k < Λ/l
C ′(~k′, 0) = ld−2y(0)C(~k, 0) (4.10)
~k′ = l~k (4.11)
t′ = l−zt (4.12)
C ′(~k′, t′) = ld−2y(x)C(~k, t) (4.13)
where we have allowed for an order parameter scaling index dependent on
the invariant quantity x = kt1/z . From (4.4) and (4.13) we obtain the
transformed equation of motion
∂C ′(~k′, t′)
∂t′
= −2Γ
[
lz−σ−pwk′p+σ + lz−pk′pR(lzt′) + Γ−1
dy(x)
dt′
log l
]
C ′(~k′, t′)
+2Γk′plz−p+d−2y(x)TF (4.14)
which can be rewritten in the same form as the original equation of motion
(2.13)
∂C ′(~k′, t′)
∂t′
= −2Γ[w′k′p+σ + k′pR′(t′)]C ′(~k′, t′) + 2Γk′pT ′F (4.15)
defining
w′ = lz−σ−pw (4.16)
R′(t′) = lz−pR(lzt′) +
xdy
dx
log l
Γzt′
(4.17)
T ′F = l
z−p+d−2y(x)TF . (4.18)
In order to preserve the self-consistent structure we must require
R′(t′) = r′ + g′S ′(t′)
S ′(t′) =
∫ ddk′
(2π)d
C ′(~k′, t′).
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Since the left hand side of (4.17) depends only on t′ , the x-dependence on
the right hand side must disappear implying
y(x) = c log x+ y(0). (4.19)
This form of y(x) diverges at x = 0 and we must necessarily have c = 0.
So far we have managed to map the process described by (2.13) in the
new process governed by (4.15) with new parameters ∆′, w′, µ′, T ′F . We are
going to be interested in those processes (fixed points) whose parameters
∆∗, w∗, µ∗, T ∗F do not change under renormalization. For these values of the
parameters, since the form of the original equation of motion (4.15) and the
self-consistent structure have been preserved we have C ′(~k′, t′) = C(~k,′ , t′).
The existence of such fixed points is compatible only with the standard scal-
ing choice y(x) ≡ y, which seems to exclude the multiscaling solution found
in the previous section. We shall comment on this later on.
We proceed to extract recursion relations. From (1.4) and (4.10) follows
C ′(~k′, 0) = ld+θ−2y∆/k′θ (4.20)
implying
∆′ = ld+θ−2y∆. (4.21)
Next, rewrite (4.17) as
r′ + g′S ′(t′) = lz−p[r + gSs(l
zt′) + gSh(∞)] (4.22)
where for quenches to final states with R(∞) = 0 one has
Sh(∞) = TFB(0)(1− l
σ−d) (4.23)
and B(0) is defined in (2.18). Since from (4.13) we have
S ′(t′) = l2(d−y)Ss(t) (4.24)
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inserting (4.23) and (4.24) in (4.22) we find r′ = lz−p[r+ gTFB(0)(1− l
σ−d)]
and g′ = lz−p+2(y−d)g . Introducing the scaling field
τ = r + gTFB(0) = r(Tc − TF )/Tc (4.25)
the whole set of recursion relations is given by
∆′ = ld+θ−2y∆ (4.26)
w′ = lz−σ−pw (4.27)
τ ′ = lz−pτ (4.28)
g′ = lz−p+2(y−d)g (4.29)
T ′F = l
z−p+d−2yTF . (4.30)
We emphasize that the use of the same scaling index y for t > 0 as well as for
t = 0 leads to fixed points as processes for which scaling holds over the entire
time history. For processes where scaling invariance is only asymptotic is not
necessary that there exists a non trivial fixed point solution of (4.26-4.30).
Fixed points
The next step is to look for fixed points (∆∗, w∗, τ ∗, g∗, T ∗F ) of the recursion
relations and to extract from them the exponents z and α. These exponents
are determined by imposing that two of the parameters have a finite fixed
point value. In the remaining recursion relations we consider the trivial fixed
point solution and the corresponding domain of attraction. In order to show
how this works in practice let us begin by imposing that ∆∗ and w∗ be finite.
From this, using (4.26) and (4.27) follows
z = p+ σ (4.31)
32
and
α = 2y − d = θ. (4.32)
Inserting these values into (4.28),(4.29)and (4.30) we obtain
τ ′ = lστ (4.33)
g′ = ldc−dg (4.34)
T ′F = l
σ−θTF (4.35)
with dc = θ + σ. The trivial solution is τ
∗ = g∗ = T ∗F = 0 which coincides
with (TF = 0, µ1). The corresponding domain of attraction, considering that
for quenches from high temperature to the critical surface θ ≤ σ, is given
by the g-axis, i.e. (TF = 0, µ2) for d > dc. Otherwise, ford < dc, this fixed
point is completely unstable, and (4.31),(4.32) do not apply for quenches to
(TF = 0, µ2). This coincides with what we have found in section 3.
Next, let us impose that ∆∗ and g∗ be finite. Then we find z = d+ p− θ,
α = θ and the remaining recursion relations
w′ = ld−dcw (4.36)
τ ′ = ld−θτ (4.37)
T ′F = l
d−2θTF (4.38)
with the solution w∗ = τ ∗ = T ∗F = 0. w flows to zero for d < dc. This fixed
point for COP corresponds to the quench to (TF = 0, µ2). For NCOP this
corresponds to the case of independent particles and it is possible to show
that in this case the amplitude of the structure factor vanishes. Thus in order
to treat quenches to (TF = 0, µ2) for NCOP with d < dc we must require
that w∗ and g∗ be simultaneously finite. This reproduces immediately the
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results z = σ and α = d − σ of (3.13). The ensuing recursion relations for
the other parameters
∆′ = ldc−d∆ (4.39)
τ ′ = lστ (4.40)
T ′F = l
2σ−dTF . (4.41)
yield a trivial solution which is unstable under all perturbations. The mean-
ing of ∆ flowing to infinity can be understood from the result of section 3
where the crossover time t∗ vanishes for ∆ → ∞. In this limit we have
a fixed point in the sense specified above that the same scaling behaviour
applies over the whole history of the process.
So far we have dealt with fixed points with T ∗F = 0 and τ
∗ = 0, namely
with quenches to zero temperature critical points. In order to analyse quenches
on the critical surface at finite temperature, we must require T ∗F and w
∗ fi-
nite as it is usually done in static critical phenomena. From these conditions
follows z = p+ σ, α = σ and
∆′ = lθ−σ∆ (4.42)
τ ′ = lστ (4.43)
g′ = l2σ−dg. (4.44)
Thus, for quenches to finite temperature on the critical surface ∆ is irrel-
evant and the attractive fixed point goes from trivial to non trivial as the
dimensionality goes from above to below the upper critical dimensionality
2σ.
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Finally let us come to the discussion of quenches inside the phase ordering
region. For this we require that w∗ and the fixed point ratio
(
τ
g
)∗
=
[
M20 (
TF − Tc
Tc
)
]∗
(4.45)
be finite obtaining z = p+ σ and α = d. The other recursion relations
∆′ = lθ−d∆ (4.46)
T ′F = l
σ−dTF (4.47)
show that temperature perturbations in the ordering region are irrelevant
and that ∆ flows to zero. Now, with ∆∗ = T ∗F = 0 the structure factor
C(~k, t) vanishes identically, namely the scaling form (3.18) is obeyed with
F (x) ≡ 0. This means that a non trivial scaling solution for a quench in
the phase ordering region with α = d is necessarily asymptotic and cannot
be made to hold over the entire history of the process by any choice of the
parameters.
This completes the analysis of the fixed point structure of the phase
diagram and the derivation of exponents. The RG treatment of the problem
presented above reproduces the whole structure found in section 3 except
for multiscaling in the quench below Tc with p 6= 0. The point is that the
RG procedure we have followed above yields the exponents z and α within a
standard scaling framework, but gives no information on the scaling function.
If one goes further by performing the scaling ansatz in the equation of motion
an equation for F (x) is obtained and it turns out that the scaling function
vanishes if TF < Tc and p 6= 0. In order to recover multiscaling trough the
RG approach the set of transformations must be properly generalized. We
do this only for the (TF = 0, µ3) case
17.
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As we have seen in section 3, when there is multiscaling z is weakly time
dependent. Let us then generalize the set of transformations (4.10-4.13) by
allowing z to depend on t with the constraint
lim
t→∞
z(t) = z∞ = p+ σ. (4.48)
With these modifications and TF = 0 in place of (4.14) we find
∂C ′(~k′, t′)
∂t′
= −2Γ[wk′p+σ + k′plσR(t)]C ′(~k′, t′)
−2
{
Γ(z − z∞)[wk
′p+σ + k′plσR(t)] +
dy(x)
dt′
}
C ′(~k′, t′) log l. (4.49)
Imposing the requirement of form invariance we find that (4.49) is of the
form (4.15) if in place of (4.17) the following conditions are satisfied
R′(t′) = lσR(t) (4.50)
dy
dt′
= −Γ[z(t′)− z∞][wk
′p+σ + k′pR′(t′)]. (4.51)
This latter equation holds also for unprimed variables and using
dx
dt
=
x
zt
[
1−
t
z
dz
dt
log t
]
(4.52)
we obtain
dy
dx
= −
Γz[z − z∞]t
1−(p+σ)/z
[1− t
z
dz
dt
log t]
(
wxp+σ−1 + xp−1tσ/zR(t)
)
. (4.53)
In order to get rid of the time dependence on the right hand side we must
have
− Γz(z − z∞) = ct
(z−z∞)/z(1−
t
z
dz
dt
log t) (4.54)
tσ/zR(t) = b (4.55)
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where b and c are constants. Integrating (4.53) we find
y(x) = c
[
wxp+σ
p+ σ
+
b
p
xp
]
+ y(0). (4.56)
From (4.55) and the definition (2.5) of R(t) follows that the sign of b is
determined by the parameters µ = (r, g) . In particular b is a negative
quantity at µ3. Imposing ymax = d , as appropriate for quenches to µ3 ,
taking the position of the maximum at x = 1 and using y(0) = (d + θ)/2
from (4.56) we find b = −w , c = (θ − d)p(p+ σ)/2σ and
2y(x)− d = α0(x) (4.57)
where α0(x) coincides with (3.63). Hence, for quenches to µ3 , by allowing
for a time dependence in the growth exponent z , we have recovered via RG
the multiscaling behaviour of the exact analytical solution.
The explicit time dependence of z(t) is obtained extracting the asymptotic
behaviour from (4.54)
z(t) ≃ z∞
[
1 +
log log t
log t
]
(4.58)
which is consistent with the assumption (4.48) and reproduces (3.64). Finally,
inserting this result into (4.50) we find
R(t) ∼
(
log t
t
) σ
p+σ
(4.59)
in agreement with (3.57).
37
5 - Conclusions
In this paper we have investigated in detail the solution of the large-N model
for growth kinetics with the aim of giving a comprehensive view of the in-
fluence on the scaling properties of the various elements which enter in the
specification of the problem. These are the presence or the absence of a con-
straint on the order parameter (COP or NCOP), the initial condition, the
structure of the phase diagram of final equilibrium states, the range of the
interaction and the dimensionality of space.
What the model shows, apart for quenches to the trivial fixed point, is
that scaling properties are quite different with and without conservation law.
This is due to the existence of only one divergent length L(t) for NCOP and
of two divergent lengths L(t) and λ(t) for COP. It is the interplay between
these two lengths which leads to phenomena not observed with NCOP such
as i) a change in the growth law when crossing the critical dimensionality
for the quenches to (TF = 0, µ2) and ii) multiscaling for quenches inside the
phase ordering region. About multiscaling, the availability of the rich variety
of cases illustrated in the paper should allow to speculate about its origin.
Thus we have found that for NCOP in no circumstance there is multiscaling
and the same holds true for COP, except for the quenches below Tc. What,
then, is the peculiarity of these processes. One possible interpretation is that
in these processes the system orders and likes to do so by condensing, i.e.
by growing a peak which scales like Ld, at ~k = 0. This is fine with NCOP,
but with COP there is a conflict with the conservation law which prevents
anything to happen at ~k = 0. In this case the peak is formed at some ~km 6= 0.
The compromise realized in the large-N model is multiscaling whereby the
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behaviour Lα0(x) of the structure factor interpolates smoothly between the
behaviours L0 at ~k = 0 and Ld at ~km. This picture fits nicely with the absence
of multiscaling in any process with NCOP and in all processes with COP on
the critical surface. In fact, in the latter case there is nothing to condense at
~k = 0 and in the former there are no constraints at ~k = 0. However, with this
mechanism for multiscaling there should be nothing special about N = ∞
and multiscaling should be found also for N < ∞. Numerical simulations18
so far have reported no evidence for multiscaling for N = 1 and N = 2 in
two and three dimensions. This could mean that multiscaling disappears for
N ≤ d, when localized topological defects appear in the system. However an
argument against the existance of multiscaling for any finite N is the result of
Bray and Humayun19. By analysing an equation of motion for the structure
factor which includes the first order correction in 1/N , they have reached the
conclusion that multiscaling does not survive for N <∞ since the correction
term sustains a standard scaling solution.
What we can say is that both standard scaling and multiscaling imply
scale invariance of the structure factor due to the presence of a divergent
length. So far we have not found a criterion to predict a priori which one
should hold. Only a direct calculation, either analytical or numerical can dis-
criminate between the two. It must be emphasised that these concepts apply
also to other models. For example in DLA (diffusion limited aggregation)
model in two dimensions it has been found numerically20 that multiscaling
holds. In any case, even if there is not a general criterion, multiscaling should
be more likely to occur in situations where the width of the interface becomes
very large.
Let us then comment on those features of the N =∞ solution which we
believe to be of general validity. The crossover structure which emerges as
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the parameters of the quench are moved over the manifold of final equilib-
rium states is a generic feature which is expected to hold beyond the large-N
model. The main point of our analysis is that it is quite possible, before
the true asymptotic behaviour is reached, to detect a preasymptotic scal-
ing behaviour due to a less stable fixed point lying in the neighbourhood of
the final equilibrium state. It is natural to pose the question of the observ-
ability of these effects. Here we suggest (Appendix I) that the duration of
this preasymptotic behaviour can be magnified and observed in off-critical
quenches21.
Furthermore, the crossover picture we have illustrated suggests the pos-
sibility of observing a crossover in the growth law (1.2) in the symmetrical
quench of a system with scalar (N = 1) COP. In that case asymptotically
L(t) grows according to (1.2) with z = 3. On the other hand in the triv-
ial theory (r = 0, g = 0) one has z = 4 for COP, irrespective of the order
parameter being a scalar or a vector. Thus, for a quench to (TF = 0, µ3)
sufficiently close to (TF = 0, µ1) with N = 1 it should be possible to observe
the influence of the trivial fixed point at early time producing a crossover in
(1.2) from z = 4 to z = 3.
6-Appendix I
Let us consider a process where symmetry breaking along one direction is
allowed, e.g.
< φα(~x, t) >= N
1/2M(t)δα,1. (6.1)
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This may be due to non symmetrical initial conditions, or to the presence
of an external field or to both of these circumstances22. Introducing the
external field along the 1-direction from (1.3) dropping the long range term
we obtain the equation of motion for the order parameter
∂φα(~x, t)
∂t
= −Γ(i∇)p



−∇2 + r + g
N
∑
β=1
Nφ2β(~x, t)

φα(~x, t)− hα


+ηα(~x, t) (6.2)
where hα = N
1/2hδα,1 .
Defining the fluctuation field ψ(~x, t) by
φ1(~x, t) = N
1/2M(t) + ψ(~x, t) (6.3)
and inserting into (6.2) we obtain the pair of equations
∂(N1/2M + ψ)
∂t
= −Γ(i∇)p
[
−∇2ψ + r(N1/2M + ψ)+
g
N
(N1/2M + ψ)
∑
β 6=1
φ2β + g(N
1/2M3 + 3M2ψ +
3
N1/2
Mψ2 +
1
N
ψ3)−
N1/2h
]
+ η1(~x, t) (6.4)
∂φβ
∂t
= −Γ(i∇)p

−∇2φβ + rφβ + g
N
∑
γ 6=1
φ2γφβ + g(M
2 +
2
N1/2
Mψ
+
1
N
ψ2)φβ
]
+ ηβ. (6.5)
Taking the large-N limit we replace 1
N
∑
β 6=1 φ
2
β(~x, t) by < φ
2
β(~x, t) >= S⊥(t)
and collecting terms of the same order of magnitude, from (6.4) and (6.5) we
obtain the set of equations
∂M(t)
∂t
= −Γ(i∇)p
(
[r + gM2(t)]M(t) + gS⊥(t)M(t)− h
)
(6.6)
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∂ψ(~x, t)
∂t
= −Γ(i∇)p
[
−∇2 + r + 3gM2(t) + gS⊥(t)
]
ψ(~x, t) + η1(~x, t) (6.7)
∂φβ(~x, t)
∂t
= −Γ(i∇)p
[
−∇2 + r + gM2(t) + gS⊥(t)
]
φβ(~x, t)+ηβ(~x, t). (6.8)
Notice that the behaviour of ψ(~x, t) is immediately obtained once the pair of
coupled equations (6.6) and (6.8) have been solved. Furthermore, for COP
Eq.(6.6) is trivial since M(t) does not change in time and keeps the initial
value M(0) . In this case the equation (6.8) for the transverse components,
after Fourier transforming can be rewritten as
∂φβ(~k, t)
∂t
= −Γkp
[
−∇2 + r˜ + gS⊥(t)
]
φβ(~x, t) + ηβ(~x, t) (6.9)
where
r˜ = r + gM(0)2. (6.10)
Thus r˜ can be modulated by varying M(0). In particular a quench to µ2
can be realized as an off-critical quench to TF = 0 and at the edge of the
coexistence region M2(0) = −r/g.
7-Appendix II
In the limit t→∞ the left hand side of Eq.(2.13) vanishes and we have
0 = −2Γ[wkp+σ + kpR]C(~k,∞) + 2ΓkpTF (7.1)
where R stands for R(∞).
Let us first consider p = 0 and a system in a finite volume V . Assuming
R > 0 from (7.1) follows
C(~k,∞) =
TF
wkσ +R
(7.2)
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where R must satisfy the self-consistency condition
R = r + g
1
V
∑
~k
TF
wkσ +R
(7.3)
which always admits a solution with R > 0 .
In the infinite volume limit Eq.(7.3) can be rewritten as
R = r + gTFB(R) + g
TF
V R
(7.4)
where, allowing for the possibility that the solution R → 0 , the zero wave
vector term in the summation has been separated out and
B(R) =
∫
ddk
(2π)d
1
wkσ +R
(7.5)
is a non-negative monotonously decreasing function of R with a maxi-
mum at B(0) = KdΛ
d−σ/[w(d − σ)] . Λ is a momentum cutoff and Kd =
(2d−1πd/2Γ(d/2))−1. From Eq.(7.4) follows that when r < 0 there is a critical
temperature
Tc = −
r
gB(0)
(7.6)
such that for TF > Tc there exists a solution with R > 0 and therefore the
last term in the right hand side can be neglected, but for TF < Tc Eq.(7.4)
can only have the solution R = 0 provided that R vanishes in the infinite
volume limit as R ∼ 1/V . Hence, defining the constant
M2 =
TF
V R
(7.7)
and inserting into (7.4) we find
M2 =M20 (Tc − TF )/Tc (7.8)
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with M20 = −r/g . Notice that for TF = Tc Eq.(7.4) admits the solution
R = 0 provided R ∼ V −x with 0 < x < 1 . In conclusion the structure
factor is given by
C(~k,∞) =
{
TF/(wk
σ +R) with R > 0 for TF > Tc
TF/wk
σ + (2π)dM2δ(~k) for TF ≤ Tc.
(7.9)
For p 6= 0 Eq.(7.2) applies only for ~k 6= 0. Due to the conservation law
C(~k = 0,∞) is determined by the initial condition. If we consider an initial
state without symmetry breaking we have φ(~k = 0) = 0 and C(~k = 0, t =
0) = 0. Then Eq.(7.3) must be replaced by
R = r +
g
V
∑
~k 6=0
TF
wkσ +R
. (7.10)
Solving the above equation for R we find that there exists a temperature
T˜ (V ) = −
r
g
1
V
∑
~k 6=0wk
σ
(7.11)
such that R ≥ 0 for TF ≥ T˜ (V ), while R < 0 for TF < T˜ (V ) with |R| <
kmin where kmin ∼ V
−1/d is the minimum value of the wave vector in the
summation. When the infinite volume limit is taken from (7.11) follows
T˜ (V )→ Tc and the anlogue of (7.4) is
R = r + gTFB(R) +
g
V
TF
wkσmin +R
. (7.12)
For TF > Tc there is a solution R > 0 and the last term vanishes, while for
TF < Tc Eq.(7.12) admits the solution R = 0 provided (k
σ
min + R) ∼ 1/V .
Writing
M2 =
TF
V (wkσmin +R)
(7.13)
in place of (7.7), in the end we recover the results (7.8) and (7.9).
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Figure captions
Fig.1 - Renormalization group flow on the temperature axis.
Fig.2 - Manifold of final equilibrium states with the critical surface separating
disordered states (above) from ordered states (below).
Fig.3 - Behaviour of S(t) in a quench to µ2 for NCOP with σ = 2,∆ = 10
and d > dc: (d = 3, θ = 0). The straight dashed lines have slope −3/2.
Fig.4 - Behaviour of S(t) in a quench to µ2 for NCOP with σ = 2,∆ = 10
and d < dc: (d = 3, θ = 2). The top dashed line has slope −0.5, the others
below have slope −1.0.
Fig.5 - Behaviour of S(t) in a quench to µ3 for NCOP with σ = 2,∆ =
10, d = 3, θ = 0 at fixed g = 1 as r approaches the µ2-axis. The straight
dashed line has slope −1.45.
Fig.6 - Plot of α0(x) for different values of p. Multiscaling goes over smoothly
to standard scaling as p→ 0.
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