Abstract: We study the dynamics near an equilibrium point of a 2-parameter family of a reversible system in R 6 . In particular we exhibit conditions for the existence of periodic orbits near the equilibrium of systems having the form
Introduction
In this paper we consider reversible systems of the formẋ = f (x, λ 1 , λ 2 ) with x ∈ R 2n , λ 1 , λ 2 ∈ R, and f : R 2n × R × R → R 2n a C k (k ≥ 2) parameter-dependent vector field such that R(f (x, λ 1 , λ 2 )) = −f (Rx, λ 1 , λ 2 ) for some linear involution R = I with R 2 = I where I denotes the identity map. Moreover dim F ix(R) = n, where F ix(R) = {x ∈ R 2n ; Rx = x}.
Our study is partially motivated by some models in Partial Differential Equations as described in [1, 2] but also forms part of a program addressing the systematic classification of singularities of reversible systems in higher dimension. It is worth to say that many dynamical systems that arise in the context of applications possess robust structural properties, such as for instance symmetries, anti-symmetries or Hamiltonian structure. For a historical overview and further references about systems with time-reversal symmetries, see [6] .
The Lyapunov center theorem for conservative systems asserts that in such systems fixed points with simple purely imaginary eigenvalues are surrounded by family of periodic orbits provided that a certain non-resonance condition is fulfilled. Analogous results have been extended to reversible system by Devaney [3] . Interesting questions arise when the non-resonance condition is violated.
We begin by considering the 2-parameter family of systems X λ 1 ,λ 2 represented by the equation
where λ 1 and λ 2 are real parameters. We study the existence of periodic orbit near an equilibrium of reversible perturbations of (1). Now we describe the set up in more detail. Starting point is the family
where F :
Our main goal in this paper is to exhibit conditions for the existence of families of periodic solutions of Y λ 1 ,λ 2 . Most of our technical analysis are based on a combined use of normal form theory and Lyapunov-Schmidt Reduction. The system is first subjected to the normalizations procedure and the Belitiskii normal form plays a crucial role in our context.
In Section 2 we discuss the Belitskii Normal Form. The Lyapunov-Schmidt Reduction is resumed in Section 3. In Section 4 we study Y λ 1 ,λ 2 in presence of α : 1 : 2 resonance.
Belitskii Normal Form
reversible with respect to the involution R with f (0) = 0 and Df (0) = A.
For f ∈ C ∞ (R n ), let T m f represents its Taylor polynomial of degree m andT m f represents the homogeneous part of degree m in T m f .
We say that vector field (2) is in Belitskii Normal Form up to order m, m ≥ 2, with respect
.., m, commute with A * , where A * is the adjoint matrix of A.
The proof of the next theorem is in [8] .
, where Dg(0) = 0 and
If f is reversible with respect to the involution R then we can choose its normal form such that the reversibility is preserved. See [5] .
Lyapunov-Schmidt reduction
We consider the family of R-reversible ODEṡ
satisfying f (Rx, λ) = −Rf (x, λ) for all λ ∈ R and R as a linear involution in R 2n . We assume that f (0, λ) = 0 for all λ close to 0. Let
By C 0 2π we denote the Banach space of continuous 2π-periodic functions x : R → R 2n , n ≥ 2 and by C 1 2π the corresponding C 1 -subspace. We define an inner product on C 0 2π by
where ., . denotes the canonical scalar product in R 2n . Suppose α 0 is a nonzero real number. We are interested to find small periodic solutions of (3) with period near
-periodic solution of (3). Thus the problem of finding all small periodic solutions of (3) with period near 2π α 0 is reduced to determine the zeros of F with σ and λ near zero. Observe that (0, 0, 0) is a solution of (4).
Let
, where A * 0 is the adjoint of A 0 . We assume that A 0 has only purely imaginary eigenvalues. Let {e 1 , e 2 , ..., e 2n } be the canonic bases of R 2n and V 0 be the sum of generalized eigenspace of A 0 with eigenvalues integer multiples of iα 0 . Let
where S 0 is the semisimple part of A 0 and V R 0 is the space of real vectors in V 0 . We try now to put the solutions of (4) in 1-1-correspondence with the solutions of an appropriate equation in N . Define
The proof of next result can be found in [4] .
Lemma 3. (Fredholm Alternative): Let A(t) be a matrix in C 0 T and g be in C T . Then the equationẋ = A(t)x + g(t) has a solution in C T , if and only if
From Lemma (4) and the Implicit Function Theorem we can solve the first equation as
Notice that (v 0 , λ, σ) is a solution of (4) provided that
The proof of the next result can be found in [9] .
Lemma 5. The mapping B has the following properties:
Assume that (3) is in Belitskii normal form up to order m. Thus we consider the vector field f (x, λ) = A λ x +f (x, λ) + r(x, λ) with r(x, λ) = o(|x| m+1 ). The proof of next result is in [9] . Theorem 6. The following relations hold:
Recall that the periodic solution of (5) is R-symmetric if and only if it intersects F ix(R) in exactly two points. In conclusion, we obtain all small symmetric periodic solutions of (5) by solving the equation: G(v 0 , λ, σ) = 0, with G(v 0 , λ, σ) = B(v 0 , λ, σ) v 0 ∈F ix(R) .
Case
We denote system (1) byẋ = X(x), x ∈ R 6 . We can suppose, without loss of generality, that the matrix A = DX(0) has the form: 
with α ∈ R \ Q. Moreover, we shall suppose that X is R-reversible where R is the linear involution in R 6 given by R(x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ) = (x 1 , −y 1 , x 2 , −y 2 , x 3 , −y 3 ). We obtain the following result. See [7] . Theorem 7. Assume X ∈ X R (R 6 ) such that X(0) = 0 with A = DX(0) and R satisfying the above conditions. Then X is conjugated, in a neighborhood of the origin, to the following normal form up to the third order:
where
Denote by X R (R 6 ) the space of C ∞ R-reversible vector fields in R 6 . Let J k X be the k-jet of X ∈ X R at 0. Now we define the following set
X is expressed by (6) with c 4 = 0}.
Applying the Lyapunov-Schmidt reduction, we obtain the following result. See [7] .
Theorem 8. The following statements hold: i) Each X ∈ U 0 possesses an one-parameter family of R-symmetric periodic orbits terminating at the equilibrium with period converging to 2π;
ii) Each X ∈ U 1 possesses an one-parameter family of R-symmetric periodic orbits terminating at the equilibrium with period converging to π.
, where a ∈ R and o(x 4 1 ) denotes the terms of order superior to 3. System Y λ 1 ,λ 2 can be written asẊ
where X = (x 1 , y 2 , x 2 , y 2 , x 3 , y 3 ),
Assume that the eigenvalues of A are in α : 1 : 2 resonance. Thus, there is a matrix P such that P −1 AP = J where J is the Jordan matrix of A.
We denote P = j m×n 6×6 and its inverse P −1 = l m×n 6×6 .
Then there exists a mapping x = Φ(y) with Φ ∈ C ∞ (R 6 ), tangent to the identity, such that Y λ 1 ,λ 2 is transformed into the normal form (6) 
We define the following sets: ii) Each X ∈ U 1 possesses an one-parameter family of R-symmetric periodic orbits terminating at the zero with period converging to 2π and an one-parameter family of R-symmetric periodic orbits terminating at the zero with period converging to π.
Proof. First we seek the periodic orbits of period near 2π. Let B : R 4 × R → R 4 be given by:
Thus, we should study the following system of equations:
From R-reversibility of B,
So system (9) restricted to the F ix R can be written as:
So if c 4 = 0 we obtain two non trivial solutions for (4) that converge to 0 when σ → 0 given by
The Lyapunov-Schmidt reduction assures the existence of an one-parameter family of symmetric periodic orbits. Moreover, imposing the normal condition, A 4 , F = 0, with A 4 given above and F = (f 1 , f 2 , f 3 , f 4 ) we obtain x 2 f 4 (x 2 , 0, x 3 , 0) + 2x 3 f 2 (x 2 , 0, x 3 , 0) = 0. (x 2 , 0, 0, 0) we have x 2 f 4 (x 2 , 0, 0, 0) = 0. So f 4 (x 2 , 0, x 3 , 0) = x 3f4 (x 2 , x 3 ) . Similarly, we have f 2 (x 2 , 0, x 3 , 0) = x 2f2 (x 2 , x 3 On U 1 equation (11) possesses 2 non trivial solutions tending to zero when σ → 0. So there exists an one-parameter family of symmetric periodic orbits converging to the origin with period converging to the π.
Thus in the points

