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Abstract 
Cyanobacteria bloom predicting is an important part of water quality management in eutrophic lakes or reservoirs. This paper 
developed a hybrid model consisting of back-propagation neural network and rough decision to predict the cyanobacteria bloom 
in Dianchi Lake using weather conditions. The rough reduct could be used to select essential factors for the neural network. The 
training efficacy of the hybrid model was more effective than that of neural network model merely. And compared to other 
models, the predicting accuracy of the hybrid model was also obviously improved. 
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1. Introduction 
Cyanobacteria bloom (CB) is a severe environmental issue. A eutrophic lake or reservoir might come about CBs 
under some hydrodynamic and weather conditions, such as a proper temperature, a plenty of illumination, and a 
suitable hydrodynamic condition. CBs could damage the water quality, cause acute deterioration of aquatic 
ecosystem, and sequentially endanger human health. Long-term exposure to algae toxin could cause serious liver 
diseases and colorectal cancers [1, 2]. And CB is a common phenomenon in eutrophic lakes ore reservoirs. 
Therefore, water quality management is very vital to human being. Referring to the successful cases, eutrophication 
and CB treatment cannot be obviously improved in a short time. Further, under current situation (According to the 
yearly report of Ministry of Environmental Protection of China, about 46% of monitoring lakes and reservoirs were 
at different eutrophic levels in 2008.), CB predicting and related contingency management is a tough-minded 
problem.  
CB predicting has been valued recently. Different kinds of predicting model has been developed and used to aid 
water quality management. WHO [3], Jiao [4] and Lei [5] used single or several factors like transparence or 
dissolved oxygen concentration as the early-warning standard. But CB is a combined complex result of physical, 
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chemical and biological processes of waterbody. Single or several factors could not represent the reality and often 
had a low predicting accuracy. Zeng et al [6], Chen et al [7] and Kneale and Howard [8] used multivariate statistical 
methods to predict the probabilities of CBs. Although statistical models emphasized the relationships among 
environmental factors and CBs, linear expressions might lose information and led to bad predicting results. Artificial 
neural network (ANN) is another useful tool for self-learning and predicating. Thus it was used wildly in harmful 
algae blooms [9, 10]. Ecological models, like PROTRCH (Phytoplankton Responses to Environmental Change) 
model [11-13] and Droop nutrient kinetics equation [14, 15], simulated the algae growth activities using nonlinear 
differential or algebra functions. The latter two kinds of models expressed the nonlinear process and often had high 
predicting accuracy. The ANN model could use related data flexibly, while the ecological models reflected the 
bioprocess and could identify the impacts from environmental factors to the algae community quantitatively. 
This paper tried to develop a hybrid model combined ANN with rough set theory to improve the CB predicting 
accuracy in Dianchi Lake. Section 2 gave a general introduce about ANN, rough set decision and research 
framework. Section 3 described the current status of Dianchi Lake and the data that used in this paper. Section 4 
gave out the result of the hybrid model with discussions. The last part concluded this whole paper and proposed 
some suggestions. 
2. Methodology 
This paper tried to develop a model framework combined with ANN and rough set decision method (Fig. 1). 
Firstly, A ChiMerge algorithm was utilized to merge the continuous factors into interval ones, which would be used 
in the rough reduct and decision rule generation in the following data processing. The reduct method was also used 
as the data selection process to determine which factor would remain in the ANN model. Secondly, the original data 
that remain after the reduct process were used to train an ANN model using back-propagation (BP) algorithm. 
Meanwhile, the rough data that created by ChiMerge were used to generate decision rules, which were would be 
introduced into the ANN model. Finally, this BP-ANN model with rough decision rules (BPANNRD) was tested by 
testing data. To watch the improvement of this model, a BP-ANN was used as a parallel control model.  
 
 
 
Fig. 1. Model structure of BPANNRD model 
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1.1 BP-ANN model 
BP is one of wildest used algorithm in ANN models [16]. It can simulate nonlinear input-output relation with 
easy operation. It generally consists of input layer, output layer and several hidden layers (Fig. 2). Every node 
represents a neuron, which connects with other neurons in the upper and the lower layers. In general the nodes of 
input layer receive the normalized data set and pass the weighted sum corresponding to each neuron of next layer 
through a sigmoid function. An error function is propagated back to the hidden layer and consequently to the input 
layer to update the weights of the interconnections if the output doesn’t satisfy the expectation. All BP-ANN models 
in this paper were developed in the Matlab software, which used learngdm, trainlm and mse as the learning, the 
training and the performance default functions respectively. 
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Fig. 2. Structure of BP-ANN model 
1.2 Rough decision model 
Rough decision is a useful mathematic tool for data mining [17]. But it cannot deal with continuous data unless 
the data set is discretized. The ChiMerge is a bottom-up process for changing continuous values into interval ones 
under a selected significant level [18]. It utilizes F2 to merge adjacent values into intervals until the F2 exceeds its 
threshold. Each interval marked by a nominal number forms a rough dataset corresponding to the original dataset. 
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Where, i represents the two intervals being compared.  j denotes the number of classes. Aij denotes the number of 
objects in ith interval, jth class. Eij denotes an expected frequency of a particular interval i and class j. N is the total 
number of objects in the two tested intervals. 
Rough reduct is a process that eliminates the irrelevant attributes without losing useful information. Let U is a 
nonempty finite set namely the universe. P and Q are defined as two equivalence relations in U. The P positive 
region of Q is POSP(Q). 
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Let R is an equivalence relation, and RęR. If ind(R) = ind(Rˉ{R}), then R is not essential in R, vice versa. 
Where, ind(R) is the indiscernibility relation of x and y in terms of R.  
 
 ind( ) {( , ) : ( , ) ( , ), }x y U U f x q f y q q  u   R R  (4) 
 
If an independent subset S of P ( S P ) and POSS(Q) = POSP(Q), then S is defined as a Q reduct of P. Let t = (U, 
A, C, D) is a decision table, where A is a nonempty finite set consisted of C and D. C represents the conditional 
attributes while D represents the decision attribute. Let dataset M C  be the D reduct of C. Then attributes in M 
will be used both in the BP-ANN model and the rough decision rule generation. But the difference is that the BP-
ANN model uses the original data while the rough decision rule generation uses the rough data. Let Xi and Yi 
represent the equivalence category of U/C and U/D. And des(Xi) describe the certain value of equivalence category 
Xi. The generation of decision rules is defined as follows: 
 
 : des( ) des( ),  ij i i i ir X Y Y Xo z  (5) 
 ( , ) | | / | |,   0 ( , ) 1i i j i i i iX Y Y X X X YP P  d  (6) 
 
Where, ȝ(Xi, Yi) is the coverage of decision rule. If ȝ(Xi, Yi) = 1, rij is an affirmatory rule. While, if 0 < ȝ(Xi, Yi) < 
1, rij is an uncertain rule. The affirmatory rules will be used in BP-ANN model as training and predicting rules that 
have higher priority than those generated by BP-ANN model itself.  
3. Study area and dataset 
Dianchi Lake locates at the south of Kunming city. It is the 6th largest lake in China with an area of 
approximately 2920 km2 at latitude 24°28ƍ to 25°28ƍ N, longitude 102°30ƍ to 103°00ƍ E. The lake was separated into 
two parts, called Caohai and Waihai respectively, by a dam (Fig. 3). As the downstream of Kunming City, Dianchi 
Lake has suffered serious water degradation due to the rapid urbanization and industrialization around it in the last 3 
decades. Recently, CBs has been often observed both in Caohai and Waihai. Dianchi Lake has lost its function for 
supporting daily life use and agricultural activities due to the algae toxin. Thus, it began to threaten the human 
health and socioeconomic development. Although in the past 10 years, the central and the local governments 
supported various restoration projects and policies, obvious improvement of water quality in Dianchi Lake hasn’t 
appeared yet. Therefore, predicting CB becomes an important issue in current situation to help local government to 
establish the contingent measures for water quality management. 
 
Fig. 3. The location of Dianchi Lake 
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Recent viewpoint indicated that weather conditions were the main reason causing CBs in Dianchi Lake in the 
short future [19]. Usually, CB has evident relation with nutrient loading, hydrodynamics and weather conditions [20, 
21]. Nutrients, especially nitrogen (N) and phosphorus (P) were essential to the Microcystic Aeruginosa growth, 
which plays a key role in CBs [22]. When getting higher, the nutrient concentration becomes less important [23]. A 
placid hydrodynamic condition might be propitious to CB occurrence. Any disturbance to the water flow, such as 
heavy rainfall and wind blowing, could influence the process of CB [24, 25]. Weather conditions are also necessary 
factors. Temperature acts as a valve that Microcystic Aeruginosa could mass self-produce only if the water 
temperature exceed a threshold around 13 Celsius degrees [26]. Illumination provides energy source and determines 
output of photosynthesis, and thus influences the growth of algae [27]. But the concentration of TN and TP in 
Dianchi Lake has exceeded the CB threshold in most months of the past decade. Further, Dianchi Lake has a placid 
hydrodynamic condition due to the low exchange rate of waterbody. The diversities of aquatic bios have been also 
remarkably reduced. In a short term, all physical, chemical and biological conditions would not be improved 
evidently. As a result, weather conditions became the key factors that directly affected the probability of CBs [19, 
28]. 
This paper collected the weather condition data from the China Meteorological Data Sharing Service System 
from April to October during 2004-2008. Daily weather conditions included average temperature (AT), highest 
temperature (HT), lowest temperature (LT), precipitation (20-20 o’clock) (P20-20), sunshine duration (SD), average 
wind velocity (AWV), highest wind velocity (average velocity in 10 minutes) (HWV), and wind direction of highest 
wind velocity (WD). The former 7 factors were continuous variables, while the last one was a categorical one. CB 
remote sense data were from the environmental agency of Kunming city. The two kinds of data were paired day by 
day. 186 data were paired due to the loss of particular factor of weather condition or the lack of remote sensing data. 
Particularly, the WD was assigned into 3 groups according to the wind direction frequencies. Fig. 4 showed the 
result of assignment.  
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Fig. 4. Wind direction frequencies of highest wind velocity 
4. Results and discussion 
The 7 continuous factors were merged into intervals through ChiMerge method at 0.01 significant levels using R 
software. Each interval was marked by a nominal number (Table 1). Variable value would be replaced in the rough 
decision table by the nominal number if it fell into the corresponding intervals. For example, if the value of lowest 
temperature in a certain observed day was bigger than 16.6 Celsius degrees and lower than 20.6 Celsius degrees in 
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the original dataset, its rough value would be changed into 2 in the rough decision table. The rough value of WD 
was same with the assignment showed in Fig. 4. All original data had corresponding rough data values. 
 
Table 1. Discretization result 7 factors by ChiMerge (p = 0.01) 
Interval mark 1 2 3 4 5 
AT (Celsius degrees) [12.80, 15.5] [15.5, 19.3] [19.3, 20.7] [20.7, 22.4]  
HT (Celsius Degrees) [20.5, 26.9] [26.9, 27.3] [27.3, 30.3]   
LT (Celsius Degrees) [7.2, 16.6] [16.6, 20.6]    
P20-20 (10-3m) [0, 0.05] [0.05, 1.05] [1.05, 1.15] [1.15, 48.7]  
AWV (m·s-1) [1.1, 3.3] [3.3, 5.1]    
HWV (m·s-1) [2.7, 5.2] [5.2, 7.0] [7.0, 10.2]   
SD (hours) [0.9, 3.6] [3.6, 4.1] [4.1, 7.6] [7.6, 11.7] [11.7, 12.4] 
  
Data were divided into two parts in this paper. The former 100 data were used as training data both in BP-ANN 
model and rough decision. The rest ones were used as testing data. Rough training data were reduced by genetic 
algorithm in Rosetta software (version 1.0.1). The result of reduct was {AT, HT, LT, HWV, WD, SD}. Notice that 
the precipitations of 3/4 observed data were below 1 mm. About two third days had no rainfall. The AWV data was 
similar with P20-20. More than three fourth records had low average wind velocity, which might be smoothed by 
the averaging procedure. Therefore, the rough data of P20-20 and AWV has low distinguishability, which 
consequently might not help differentiate whether CB would occur. As the result, P20-20 and AWV were excluded 
out of the reduct. 
The original data of the reduct factors were used in the BP-ANN training and testing. All original data were also 
used to generate a parallel BP-ANN model. Fig. 5 and table 2 showed the training efficiency and predicting 
accuracy of two BP-ANN models, respectively.  
 
 
(a) Parallel model (b) BP-ANN model using reduct factors 
Fig. 5. Training efficiency comparison of two models 
Table 2. Predicting accuracy of Two BP-ANN models 
 
Model Training accuracy Testing accuracy
BP-ANN 93.0% 80.7% 
Parallel model 97.0% 80.7% 
 
Table 1 showed that the BP-ANN model using reduct factors has same testing accuracy as the parallel model 
with less training accuracy. But the training efficiency of BP-ANN model was much higher than that of parallel 
model. As shown in Fig. 5, the parallel had to train about 40 times to get the best result, while the BP-ANN model 
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trained about 20 times with a little performance loss (that is, the Sum-Squared Error became bigger, from 0.0263 to 
0.0835). Factors excluded by rough reduct only helped to improve the training accuracy without cutting down 
predicting accuracy. Thus it could significantly improve the BP-ANN training efficiency as a useful factor selecting 
measure, especially when dataset was large enough. 
A genetic algorithm in Rosetta software generated 63 rough decision rules based on the reduct factor set. A filter 
was used to exclude rules with accuracy lower than 75%. Then, 25 remained rules (in Appendix) were used as 
training rules in BP-ANN with high priorities. That is, if the original data met the discretized result of ChiMerge and 
the rules of rough decision, then the rough rules would be used to replace the original BP-ANN rules, which form 
the BPANNRD model. We also developed a logistic regression model and a rough decision adjusted logistic 
regression (RDALR) model [28]. All the results were compared in table 3.  
 
Table 3. Predicting accuracy of models 
 
Model 
Training accuracy Testing accuracy 
1a 0b total 1 0 total 
BPANNRD 94.1% 100% 96.0% 88.4% 64.3% 84.3% 
Logistic regression 92.6% 71.9% 86.0% 73.9% 42.9% 68.7% 
RDALR 94.1% 90.6% 93.0% 76.8% 71.4% 75.9% 
a 1 means that CB occurred. b 0 means that CB didn’t occur.  
 
As shown in the table 3, BPANNRD model had the highest training and testing accuracy for its high performance 
on 0 training and 1 testing. Compared to the BP-ANN model showed in table 2, rough decision rules also BP-ANN 
model to improve the accuracy by 3 per cents in training and 3.6 per cents in testing. Analogously, the same rough 
decision rules improved the accuracy of logistic regression by 7 per cents in training and 7.2 per cents in testing. It 
was thus evident that the rough decision rules could significantly enhance the model performance as auxiliary tools 
under the binary forecasting situations.  
5. Conclusion 
Cyanobacteria bloom predicting is very important to water quality management in eutrophic lakes or reservoirs. 
Weather conditions might be the main reason causing CBs in Dianchi Lake. BP-ANN combined with rough set 
decision was proved to be an effective predicting model in Dianchi Lake using local weather conditions. Rough 
decision rules used in the BPANNRD or the RDALR model improved the training and the testing accuracy, 
compared to the BP-ANN or the logistic regression model. Besides, rough reduct could select useful factors for 
BPANNRD model, which could improve the training efficiency without reduce the testing accuracy compared to the 
parallel model. And BPANNRD model also had advantages over RDALR model. Therefore, BP-ANN combined 
with rough set theory is a useful predicting method in solving binary objective problems.  
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Table 4. 25 decision rules used in BPANNRD and RDALR 
 
AT HT LT HVV WD SD CBc
3 2 1 2 2 4 0 
4 2 1 3 2 4 0 
3 1 1 3 3 5 0 
3 1 1 2 3 4 0 
4 3 1 3 3 5 0 
2 3 1 1 3 5 0 
4 3 1 2 3 5 0 
1 1 1 2 3 4 0 
3 1 1 3 3 4 0 
4 2 1 2 3 4 0 
3 2 1 1 3 4 0 
4 1 1 2 3 4 0 
2 2 1 2 3 4 0 
2 1 1 3 3 2 0 
3 2 1 3 3 4 0 
4 1 1 3 3 4 0 
4 2 2 2 2 4 0 
4 3 2 1 2 4 1 
4 3 2 1 3 4 1 
2 1 1 1 1 3 1 
2 1 1 1 2 3 1 
4 3 1 1 3 4 1 
4 3 1 1 2 4 1 
3 1 1 1 1 3 1 
2 1 1 2 2 4 1 
c 1 means that CB occurred, while 0 means that CB didn’t occur. The other number in the table is same with the ChiMerge results excepted WD, 
which was assigned as Fig. 4. 
 
 
