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ABSTRACT 
In this thesis, we propose an efficient server design for SSVoD and analyze two fault 
tolerant transmission protocols. First, in recent years a number of researchers have 
started to investigate new video-on-demand (VoD) architectures using batching, 
patching and periodic broadcasting. However these studies are focused on the 
architectural issues and did not investigate the issue of efficient server design. While 
existing designs such as round-based I/O schedulers can still be used, we found that 
such designs are often sub-optimal as they do not exploit the characteristics of fixed-
schedule periodic broadcasting channels. The first part of this thesis addresses this 
challenge by presenting a new video data placement scheme and I/O scheduler 
optimized for video servers streaming both periodic and aperiodic video channels. 
Second, we tackle another key challenge in large-scale VoD applications - reliability. 
In particular, we extend previous works on parallel video server to derive analytical 
models for the reliability of parallel video servers equipped with two fault-tolerant 
streaming protocols, namely Forward Erasure Correction (FEC) and Progressive 
Redundancy Transmission (PRT). We quantify the relations between reliability and 
other system parameters such as fault-detection time and redundancy configuration. 
We show that the PRT protocol not only can achieve similar or sometimes even 
better system-level reliability than FEC, but also reduces the bandwidth overhead in 
sending the redundant data by more than 60%. These results establish the feasibility 
and performance of PRT which open up a new way to achieving fault tolerance in 
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AN EFFICIENT DISK-ARRAY-BASED 
SERVER DESIGN FOR A MULTICAST 




Conventional video streaming services are commonly provided by tme-video-on-
demand (TVoD) systems where a dedicated channel is reserved for each and every 
client. While TVoD possesses a simple architecture and allows interactive playback 
control, the scalability of the system is ultimately limited by the server and the 
network bandwidth. As every client in the system requires a dedicated channel for 
the whole video duration, the resources needed to serve thousands or even millions 
of clients are tremendous. 
One promising solution to this scalability challenge is through the intelligent use of 
network multicast. Network multicast enables a server to send a few streams of 
video data for reception by a large number of clients, thereby significantly reducing 
the amount of resources required. A number of pioneering studies have investigated 
such architectures, such as patching [3-4], batching [5-8], and periodic broadcasting 
[4-8]. 
Recently, Lee and Lee [4] proposed a Super-Scalar video-on-demand (SS-VoD) 
architecture combining the virtues of batching, patching, and periodic broadcasting 
for implementing scalable and efficient VoD services. In a SS-VoD system, multicast 
channels are divided into two types - static channels and dynamic channels. Each 
channel transmits video data at the video playback rate using network multicast. 
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Static channels are organized in a time-staggered manner to stream the whole video 
repeatedly and periodically. Dynamic channels are scheduled with batching and 
patching to enable clients to begin playback quickly. By simultaneously caching data 
from a static channel, the client can eventually merge back to an existing static 
channel and release the dynamic channel for reuse by other clients. Results show 
that with the same resources, SS-VoD can achieve significantly shorter startup delay 
compared to conventional true-video-on-demand (TVoD) and near-video-on-demand 
(NVoD) architectures [4]. 
In this study, we present an efficient disk-array-based server design for 
implementing the video server in a SS-VoD system. The video server in a SS-VoD 
system is unique in that there are both statically scheduled and dynamically 
scheduled video channels. Existing video servers in general [9-13], and disk 
schedulers in particular [1-2,14-15] are designed either for systems with statically 
scheduled video channels (e.g. NVoD) [5-8], or for systems with dynamically 
scheduled video channels (e.g. TVoD). The former simply cannot be applied to a SS-
VoD system as the video placement policy and I/O scheduler typically do not allow 
random data retrievals. The latter, on the other hand, can still be applied to a SS-VoD 
system but the efficiency will be sub-optimal as the static channels' periodic 
retrieval patterns are not exploited to increase retrieval efficiency. In general, the 
problem of designing a server supporting both static batching channels and dynamic 
patching channels has not been addressed. 
This study has two main contributions. First, we investigate the problem of 
designing an efficient server supporting both random and periodic data retrievals. In 
particular, we present a new video placement policy and retrieval algorithm that can 
3 
support random data retrievals, while still be able to exploit the periodic data 
retrieval pattern to increase disk retrieval efficiency. 
Second, we tackle the disk-zoning problem by incorporating a new Weighted Group 
Segment Pairing (WSGP) scheme to the video placement policy. By pairing an outer 
zone with an inner zone and allocating video data according to the zone's storage 
capacity, we can achieve increased disk utilization without sacrificing disk storage 
capacity. 
Compared to conventional server designs using round-based schedulers, this new 
efficient server design can increase the system capacity by as much as 60% with the 
same buffer requirement. This study presents details of this new server design, 




In this chapter, we review a number of previous studies on video server design and 
on disk zoning, and then compare them with this study. 
Video server design has been studied extensively in the literature. Gemmell et al. 
[10] provides an excellent overview of the area by explaining the key challenges and 
reviewing existing solutions. Most of the existing server designs for TVoD systems 
are centered around round-based algorithms, such as the CSCAN scheduler [2] and 
the Grouped Sweeping Scheme (GSS) scheduler [1]. Common among these round-
based schedulers is the assumption that there is no correlation between the active 
video streams, i.e., the video streams playback video independently at arbitrary 
schedules. While this assumption is valid and necessary for TVoD systems, it is sub-
optimal for a SS-VoD system where some of the multicast video streams are 
prescheduled and thus have a fixed temporal relation with one another. 
On the other extreme of the spectrum is NVoD systems where all video streams are 
broadcast repeatedly and periodically in a fixed schedule [5-8]. Armed with 
complete knowledge of the broadcasting schedules, one can then design an 
optimized video placement and disk retrieval scheme to increase disk efficiency. The 
principle is to take advantage of the fixed temporal relation between broadcast video 
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streams and place video data in an interleaved manner so that the server can retrieve 
video data continuously with minimal disk seeking. 
For example, Chen and Thapar [14] proposed a video placement policy called 
Segment Group Pairing (SGP) scheme to allocate video data in zone-bit-recording 
(ZBR) disk for NVoD servers. With SGP, data blocks that are to be retrieved in the 
same round are divided evenly into two groups. The first group is stored 
continuously in the outer zone while the second group continuously in the inner 
zone. This continuous placement reduces seeking overhead in data retrieval. In a 
service round, the disk head will first retrieve the group of blocks located in the 
outer zone and then seek to the inner zone to retrieve the remaining data blocks. This 
scheme enables the data rates of both zones to be averaged and thus results in a 
higher deterministic disk throughput. 
Nevertheless, this algorithm did not account for capacity differences among different 
zones. In particular, inner zones usually have lower capacity compared to outer 
zones. As a result, SGP will likely fill up the inner zone before the outer zone is fully 
utilized and thus the remaining storage capacity in the outer zones become unused. 
To tackle this limitation, we extend the SGP policy to account for zone capacity 
differences. This new policy, called Weighted Segment Group Pairing (WSGP) 
scheme allocates data blocks to the inner and outer zones proportional to the zone 
capacities, thus eliminating the above-mentioned limitation. 
The WSGP policy still does not address the problem of supporting both random and 
periodic video streams. In our server design, we develop a new placement policy 
and I/O scheduler incorporating the virtues of SCAN/GSS for random video streams, 
and data interleaving for periodic video streams. In the next chapter, we first review 
the SS-VoD architecture. To facilitate comparison, we present a GSS-based server 
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design in chapter 4 and then introduce our new server design in chapter 5. We then 
compare their performances using numerical results in Chapter 6 and summarize the 
study in Chapter 7. 
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Chapter 11 
THE SUPER-SCALAR ARCHITECTURE 
In this chapter, we present the Super-Scalar video-on-demand architecture (SS-VoD) 
investigated in this study. Interested readers are referred to [4] for detailed design, 
analysis, and implementation of the architecture. SS-VoD is built on top of a 
multicast-enabled network with servers streaming video data using network 
multicast. Let M be the number of video titles served by the video server and let C 
be the total number of multicast channels available to a video server. For simplicity, 
we assume C is divisible by M and hence each video title is served by the same 
number of multicast channels, denoted by Nm - C/M. These multicast channels are 
then divided into two groups of Ns static multicast channels and No - Nm - Ns 
dynamic multicast channels. 
A video is repeatedly multicasted over all Ns static multicast channels in a time-
staggered manner. Adjacent channels are offset by 
� 
. N s 
seconds, where L is the length of the video title in seconds. Transmissions are 
repeated continuously, i.e. transmission will restart immediately from the beginning 
of the video when reaching the end of the video. These static multicast channels are 
used as the main channels for delivering video data to the clients. A client may start 
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out with a dynamic multicast channel but it will be merged back to one of these 
static multicast channels to continue the video session until completion. 
To reduce the response time while still leveraging the bandwidth efficiency of 
multicast, SS-VoD reserves a portion of the multicast channels and schedules them 
dynamically to enable clients to begin playback quickly. When a new client arrives, 
it either waits for the next upcoming multicast transmission from a static multicast 
channel, or begins playback with a dynamic multicast channel. Specifically, assume 
the client enters the system at time 化，which is between the start time of the previous 
multicast cycle, denoted by tm, and the start time of the next multicast cycle, denoted 
by tfn+i. The client will be assigned to wait for the next multicast cycle if the waiting 
time, denoted by w/，is equal to or smaller than a predefined admission threshold S. 
We call these requests statically admitted. 
On the other hand, if the waiting time is longer than the threshold S, then the client 
will request a dynamic multicast channel to begin playback {dynamically admitted), 
while at the same time caches video data from the static multicast channel with the 
multicast cycle started at time t^ as shown in Fig. 1. Note that the client may need to 
queue up and wait for a dynamic multicast channel to become available. If 
additional clients requesting the same video arrives during the wait, they will be 
batched together and served by the same dynamic channel. As a client caches video 
data from the static multicast channel during video playback, its playback will 
eventually reach the point where the cached data begin and from that point onwards 
the client can simply continue playback using data received from the static multicast 
channel and release the dynamic multicast channel. This admission process increases 
the system's capacity significantly as the dynamic channels are occupied only for a 
short duration compared to the whole video session duration in TVoD. 
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Figure 1. Admission of client with channel merging using dynamic channels. 
The study by Lee and Lee [4] showed that this SS-VoD architecture not only 
outperforms TVoD significantly (e.g. resource reduction over 90% in large-scale 
systems), but also can be scaled up to user population of any size. 
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Chapter 11 
A GSS-BASED SERVER DESIGN 
In this chapter, we apply the well-known Grouped Sweeping Scheme (GSS) [1] 
scheduler for use in a SS-VoD server. This design will serve as a baseline to 
compare the efficient server design to be presented in chapter 5. 
Let N be the number of disks in the system, assuming the disks are homogeneous. 
The disks' storage are divided into fixed-size blocks of Q bytes each, and a service 
group is defined to consist of all the data blocks at the same location from each of 
the N disks. Video data are striped across the N disks as shown in Fig. 2, effectively 
b i , i bi’2 bi’，3 bi,N-2 bi，N-i bi，N 
bi ,N+l bi，N+2 bi，N+3 bi,2N-2 bi，2N-l bi’2N 
bi ,2N+l bi，2N+2 bi,2N+3 bi，3N-2 bi’3N-l bi，3N 
• p— I I 1—1 
^ ^ ^ V V V 
jCZ^  |C=> ^^ 
Diskl Disk 2 Disk 3 DiskN-2 DiskN-1 DiskN 
Figure 2. Allocation of video blocks among disks for video L 
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Figure 3. Transmission and retrieval schedule of GSS. 
forming a RAID-4 [16] disk array without parity. Denote the data block of video i 
by bi，j. Then, the first N blocks of video i, I>,，i A，2,办u.-A,] are allocated to the first 
service group. This storage allocation scheme ensures load balance among all N 
disks. 
Fig. 3 depicts the Grouped Sweeping Scheme (GSS) proposed by Yu et al. [1]. In 
GSS, a macro round is divided evenly into G micro rounds, with each micro round 
serving a separate group of video streams. Assuming all the videos are encoded 
using constant-bit-rate (CBR) encoding method with the same bit-rate Ry, then in 
each micro round the server retrieves one data block from each disk for each channel, 
and this data block is then multicast over the next G micro rounds (i.e. one macro 
round). Reducing G we can pack more video streams in a group and this results in 
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increased disk efficiency, albeit at the expense of increased buffer requirement and 
scheduling delay and vice versa. In the extreme case with G=l, GSS reduces to 
SCAN; and in the other extreme case with G二n, where n is the maximum number of 
streams that the system can support, GSS reduces to first-come-first-serve. 
In SS-VoD, static channel starts every TR seconds. However, transmission in GSS 
can only start at the beginning of a micro round and hence does not necessary match 
the transmission schedule of the static channels. In particular, when TR is not 
divisible by the micro round time, then some of the static channels will not be able 
to transmit precisely at the scheduled time. To avoid this problem, we can use 
additional buffers to perform read-ahead to absorb the time differences. However, 
this will increase the buffer requirement up to 50% and is thus not desirable. 
Alternatively, we can choose the value of G and Q such that TR is an integer multiple 
of the duration of a micro round to avoid the additional buffer requirement. 
For each video stream, N data blocks, one from each disk, are retrieved in a micro 
round for transmission over the next G micro rounds. Thus, the service round length 
Tr is given by 
Tr 二厘， ⑵ 
and the total server buffer requirement [1] is given by 
where C is the total number of multicast channels in the server. 
As the static channels' offset TR is integer multiples of the micro round length, it is 
easy to see that the static channels will be equally distributed to all G groups. The 
remaining disk capacity is then used to support dynamic channels. 
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Readers are referred to Appendix for a detailed system model and capacity 
dimensioning of this GSS based server design. 
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Chapter 11 
AN EFFICIENT SERVER DESIGN 
In SS-VoD, there are two types of multicast channels — static and dynamic multicast 
channel. Static multicast channels stream the whole video while dynamic channels 
serve clients with up to the first TR seconds of the video only. In terms of data access 
pattern, static channels retrieve data in a fixed schedule. By contrast, the data access 
pattern of dynamic channels is random. In this chapter, we present an efficient 
design for the SS-VoD server. Specifically, this efficient server design has three 
distinctive features. First, the disk storage is organized using an improved Weighted 
Segment Group Pairing (WSGP) scheme to exploit disk zoning to increase disk 
throughput and storage utilization. Second, an interleaving data placement policy is 
used to store video data to be transmitted over the static channels to exploit the static 
channels' periodicity. Third, the first TR seconds of the videos are replicated for 
placement in the outermost zones to increase disk throughput for serving the 
dynamic channels. We design a new scheduler to schedule the data retrievals for 
both static and dynamic channels and quantify its performance. These are presented 
in details in the following sections. 
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5.1 The Weighted Segment Group 
Pairing (WSGP) Scheme 
Today's hard disks commonly employ zone-bit-recording (ZBR) technique to 
increase disk capacity. In zoning, outer tracks are equipped with more sectors than 
inner tracks to exploit the increased disk surface area available. With a constant 
rotation speed, the data transfer rate of the outer zone is also higher than the inner 
zones. Traditional deterministic performance analysis limits one to use the lowest 
data transfer rate in the innermost zone for system dimensioning and thus waste the 
higher transfer rate available in the outer zones. 
To improve disk throughput, we devise a Weighted Segment Group Pairing (WSGP) 
scheme based on the Segment Group Pairing (SGP) scheme proposed by Chen et al 
[14]. In WSGP, the group of data blocks to be retrieved in the same round (i.e. a Gj’k) 
is divided into two sub-groups, denoted by Gj. ^andG'^. The first group is placed in 
an outer zone with higher transfer rate and the second group is placed in an inner 
zone with lower transfer rate. For a disk with Z zones, zone h and zone (Z-h + l) 
are paired together and the two sub-groups, Gj.^and G'^, are allocated to these two 
zones respectively. In the original SGP [14] the groups are of equal size. This is 
undesirable as the zones often have different capacities and the extra capacity in the 
larger zone will be wasted. Thus we extend SGP to WSGP by dividing the group 
into sub-groups of sizes proportional to the zone capacities. Results show that with 
WSGP, we can achieve 100% disk storage utilization while achieving same 
throughput as SGP. 
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Figure 4. Data access pattern and placement of static channels. 
5.2 Interleaving of Data Blocks 
Next we consider the interleaving data placement policy for serving the static 
channels. Consider a system with N=2, NS=^ and �=120 as shown in Fig. 4, 
illustrating the data access pattern for the static channels. We observe that data 
blocks b“ jA j -Aj_Aj+9o of video i is stored in disk 1 and data blocks 
bi stored in disk 2 are always retrieved together in the same 
service round, with j e [1,3,5,...29]. Thus by placing these data blocks in a continuous 
portion of the disk surface, we can effectively eliminate the disk seeks required in 
conventional round-based schedulers. However, this placement policy only works 
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for static channels where the transmission schedules are known and fixed. We 
address data retrievals for dynamic channels using replication in the next section. 
5.3 First TR Seconds Replication 
Data retrievals for dynamic channels are more random in nature and hence the 
interleaving data placement policy offers no advantage. Moreover, with the WSGP 
policy in place, serving the dynamic channels using the interleaving data placement 
policy will result in the disk constantly seeking between outer tracks and inner 
tracks, further degrading disk throughput. 
To tackle this problem, we note that dynamic channels have one crucial property - it 
only serves up to the first Tr seconds of a video. Therefore we propose replicating 
the first Tr seconds of each video in the outermost zones of the disk, thereby taking 
advantage of the higher transfer rate of the outermost zones. Assume the first Z办" 
zones are used to store the replicated video data, then the WSGP algorithm will 
begin pairing zone (Z办"+1) and Z. Fig. 5 illustrates the overall data layout. 
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Figure 6. Scheduling disk retrieval and Network transmission of WSGP. 
5.4 An Integrated Scheduler 
To support data retrievals for both static and dynamic channels, we devise a new 
integrated scheduler based on the three previously-discussed design features. The 
integrated scheduler is still round based but each round is divided into two parts — a 
static round and a dynamic round as shown in Fig. 6. In a static round, two 
continuous data retrievals are performed, one for an outer-track block and one for an 
inner-track block. The retrieved data will then be used for transmission over the 
static channels. The dynamic round is further sub-divided into Go dynamic micro-
rounds and the dynamic channels are then assigned to these Go dynamic micro-
rounds as in the GSS case. Retrievals within a dynamic micro-round will be 
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Figure 7. Data in cache at different temporal positions in a service round. 
executed using SCAN and the retrieved data will be transmitted over the dynamic 
channels. Dividing the macro round into static and dynamic rounds separates the 
scheduling of static and dynamic channels, this prevents the disk head seek back and 
forth to retrieve data from different parts of the disk. 
The buffer requirement of this scheduler is thus given by 
NQCINs+ND) (4) 
as illustrated in Fig. 7. 
This scheduler, however, has a subtle problem. We found that the server buffer 
requirement is dominated by the memory used to cache data for the static channels, 
which involved continuous retrievals for two large data blocks, thereby increases the 
buffer requirement significantly. To reduce the buffer requirement, we sub-divide the 
static round into Gs micro-rounds of equal durations, where Gg equals to the number 
of videos. In each static micro-round, static channels belonging to the same video 
are scheduled and data are transmitted at the end of the static micro-round. Since 
different group retrieves data from different zone of the disk, the static micro-round 
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will be of different durations. However, as we have shown in Fig. 8a and 8b, the 
buffer requirement of the server can still be obtained in the same way as in GSS. 
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Figure 8a. Server buffer requirement when micro rounds are of different durations. 
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Figure 8b. Server buffer requirement when micro rounds are of same durations. 
(G=4) 
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With this modification, it can be shown that the total buffer requirement is reduced 
to 
W V “ 1 + 7^ ) + A^“1 + 7^")) (5) 
Gs �D 
In practice, we can reduce the buffer requirement of static channels by 40%. In 
Appendix, we present a detailed capacity dimensioning of our efficient server design. 
In next chapter, we evaluate and compare performance of the proposed server design 




In this chapter, we evaluate the performance of the presented efficient server design 
and compare it against the GSS-based server design. Table 1 lists the key system 
parameters used in the numerical calculations and Table 2 gives the specification of 
the disks used in performance evaluation. 
System Parameter Symbol Value  
Video data rate “ ^ 4Mb/s (Mpeg 2) 
Number of disk N 8 
Length of video 乙 7200s 
Number of Static channel per video Ns 20 
Number of Dynamic channel per video No 20 
Table 1. System parameter used in performance evaluation. 
Disk Model Atlas lOK Barracuda Cheetah 9LP IBM 18es 
Disk rotation speed (rpm) 10025 T m 10045 T 2 m “ 
Full strobe seek time (ms) 10.828 16.679 10.627 12.742 
Track to track seek time (ms) 1.245 1.943 0.831 1.086 
Head switching time (ms) 0.176 0.100 0.030 0.062 
Number of data surfaces 6 5 12 5 
Blocks per disk 17938986 4110000 17783240 17916240 
Total number of tracks 10022 5172 6962 11474 
Number of zones 24 11 11 ^^ 
Table 2. Specification of the disk used in performance evaluation. 
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Figure 9. Server capacity versus server buffer constraint for four hard disk models. 
6.1 Server Capacity 
Fig. 9 plots the server capacity versus the server buffer size constraint for our 
efficient server design and the GSS-based server design for four different disks. 
Compared to GSS-based design, our design can increase the server capacity by up to 
60%. Moreover, the performance gain increases to about 35% on average with more 
buffers as evident in Fig. 10. This is because the interleaved data placement policy 
reduces disk seeks substantially and thus the gain in I/O efficiency due to larger 
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Figure 10. Percentage increase in number of channels supported compared with GSS. 
6.2 Utilization of disk capacity 
The major advantage of using WSGP is that while achieving full utilization of disk 
storage capacity, it provides similar performance improvement as SGR Results show 
that with the same system configuration, SGP can only utilize 91% storage capacity 




In this study, we presented an efficient disk-array-based server design for the Super-
Scalar VoD system. By exploiting disk zoning, the periodicity of the static channels, 
and the shortened service duration of dynamic channels, using WSGP, interleaving 
data placement, and first TR seconds replication respectively, we were able to 
increase the server capacity by as much as 60% compared to the conventional GSS-
based server design. While the server design presented in this study is specifically 
targeted for use in a SS-VoD system, the design principles are general and thus can 
be applied to other multicast video streaming architectures with both periodic and 
aperiodic multicast streaming channels. In the future, we will investigate the 
feasibility of applying this algorithm to other multicast video streaming architectures 





A LOW-OVERHEAD FAULT 
TOLERANT STREAMING PROTOCOL 




Parallel video server architectures have been proposed as a cost-effective way to 
build large-scale video-on-demand (VoD) systems [17-21]. Unlike server replication, 
a video title is first divided into many video data blocks and then distributed to the 
servers for storage sharing and load sharing. During streaming, servers in the system 
transmit these data blocks to the client, which then resequences them for playback. 
This parallel video server approach thus enable one to combine the capacity of many 
low-cost, off-the-shelf PC to form a high-capacity VoD server that can serve 
thousands of concurrent clients. Interested readers are referred to the tutorial by Lee 
20] for a taxonomy and qualitative comparison of a number of existing parallel 
video server architectures. 
One challenge inherent in all parallel server architectures is fault tolerance. In 
particular, server failure, while uncommon, can cripple the entire system if 
redundancies are not incorporated. To tackle this problem, a number of studies have 
proposed the use of erasure correction code to enable the client to sustain server 
failures [17,19,21]. For example, video data are first encoded with an erasure 
correction code such as a {n,h) Reed-Solomon Erasure Correcting code [22] which 
carries (n-h) data units and h redundant units per parity group, and then stored to the 
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servers for transmission to the clients in parallel - Forward Erasure Correction 
(FEC). With the encoded data, the client can reconstruct the original video data 
through erasure correction despite up to h simultaneous server failures. The tradeoffs 
are increased storage, transmission bandwidth at the servers, and reception 
bandwidth at the clients, all at a ratio of hf(n—h). 
This study investigates a Progressive Redundancy Transmission (PRT) protocol, 
proposed by Wong and Lee [19], to reduce the bandwidth overheads due to the 
transmission of redundant data. Unlike FEC, PRT initially only transmits k (k<h) out 
of the h redundant units. Whenever a server fails, PRT will increase k by one until 
all available redundant units are transmitted, thus reducing the bandwidth overhead 
to k/(n-h). Compared to FEC, the PRT protocol is more complex as it requires the 
detection of server failure and the dynamic reconfiguration of the system to transmit 
more redundant data. More importantly, as fewer redundant data are transmitted, one 
will expect PRT to be less reliable than FEC. 
This study addresses this reliability issue from two angles. First, we quantify the 
system reliability by formulating the system's mean-time-to-failure (MTTF) as a 
continuous-time Markov chain incorporating the effects of server failure rate, server 
repair rate, failure detection and system reconfiguration time. To our surprise, the 
model shows that the PRT protocol is very tolerant to long delays in failure detection 
and system reconfiguration. Second, using the system model we determine the 
configuration for PRT to achieve system MTTF equal to or better than that of FEC. 
The results show a remarkable property of PRT, i.e., it requires less than half the 
bandwidth overhead of FEC and yet can achieve the same or even better system 
MTTF, resulting in significant bandwidth savings. 
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The rest of this thesis is organized as follows: Chapter 9 reviews some previous 
related works; Chapter 10 presents the system model used to analyze FEC and PRT; 
Chapter 11 presents and analyzes the FEC protocol; Chapter 12 presents and 
analyzes the PRT protocol; Chapter 13 compares PRT with FEC under different 




In this chapter, we review and compare this study with four previous works that also 
tackled the fault tolerant problem in parallel video servers. 
The study by Tewari et al. [17] investigated a three-tier clustered multimedia server 
architecture that employed data striping and redundancy. Specifically, their system 
has two types of nodes: back-end nodes for storage, and front-end nodes for data 
delivery. Video data are striped across the back-end storage nodes while the front-
end nodes assemble video data retrieved from the back-end storage node for delivery 
to video clients. They used simulations and queuing models to analyze the QoS 
performance and to compare the cost-effectiveness of server-level striping with 
mirroring. The issue of how redundant data are transmitted is not addressed in their 
study. 
The study by Bolosky et al. [18] proposed using data mirroring to improve the 
reliability in their Tiger video servers. With data mirroring, two copies of every 
stripe unit will be stored on two different server nodes. Thus in case any one of the 
servers fails, the system can still transmit the remaining copy to the client. Note that 
as only one copy is transmitted at any one time, this mirroring approach does not 
incur bandwidth overhead in transmission. However, mirroring can only sustain a 
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single server failure and thus may not provide sufficient reliability for large VoD 
systems. By contrast, our study focus on the use of erasure code to sustain multiple 
server failures and thus is more scalable to larger user populations. 
In two related works [19,21] the idea of transmitting partial redundancies have also 
been explored. Specifically, Wong and Lee [19] proposed a Redundant Array of 
Inexpensive Servers (RAIS) architecture to build scalable and fault tolerant VoD 
systems. Their study was focused on the system design aspects, such as data striping 
policy, video transfer protocol, and failure recovery algorithm. They showed that 
with additional buffering at the client, one can maintain non-stop, continuous video 
playback despite server failures. 
In another study by Lee [21], a similar On-Demand Correction (ODC) algorithm is 
studied in the context of a push-based parallel video server, which also employed 
data striping, erasure correction, and fault tolerant streaming protocol. Their results 
showed that it is better to store redundant data in dedicate redundant servers than 
distributed among all servers as the resultant system reconfiguration time will be 
shorter. Their study also derived the client buffer required to sustain non-stop 
continuous video playback when there is server failures. 
These two studies [19,21], however, did not investigate the system reliability when 
only partial redundancies are transmitted using ODC. This study addresses this open 
problem by modeling the system reliability of PRT using a continuous-time Markov 
chain that incorporates the impact of failure detection time, system reconfiguration 
time, and the configuration of the PRT protocol. This system model enables a system 
operator to determine precisely the configuration of PRT needed to achieve a given 
target system reliability, as well as to determine the bandwidth overhead saved by 




In this chapter, we briefly review parallel video server architectures and define the 
system model employed in this study. Fig. 11 depicts a general model for a VoD 
system built from parallel servers. There are three distinctive features of this parallel 
server architecture. 
First, each server (denoted by So, Si, etc.) is autonomous and is equipped with its 
own CPU, memory, disk storage, and network interface. This ensures that the 
servers can continue to function even if some of the servers in the system fail. 
Second, for data placement a video title is first divided into small units or called 
video blocks and then evenly distributed to the servers - striping. The placement 
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Figure 11. Data placement and transmission in a parallel video server. 
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policy ensures storage as well as streaming load balance among the servers. Third, 
during striping one or more redundant data blocks (i.e. blocks marked with 'P' in Fig. 
11) are computed from the data blocks. These redundant data blocks can either be 
stored in dedicated redundant servers as depicted in Fig. 11 or distributed over all 
servers. The PRT protocol is independent of the placement policy although a 
previous study [21] has shown that placing redundant data blocks in dedicated 
redundant servers results in better scalability. 
For the system model employed in this study, we assume the use of space striping 
[20] where the video blocks have a fixed size of say Q bytes. We use Ns to denote 
the total number of servers and Nc to denote the total number of clients in the system. 
With an average video bit-rate of Rv Bps, each server on average will transmit video 
data to a client at a rate of Ry/Ns to maintain an aggregate data rate of Rv when no 
redundancy is included. The video client maintains a circular buffer comprising 
fixed-size blocks of Q bytes. A number of the buffer blocks are filled before video 
playback starts. These prefilled buffer blocks are used to prevent buffer overflow, 
while the remaining empty buffer blocks are used to prevent buffer overflow due to 
randomness in the system (e.g. network delay variation). 
To support fault tolerance, the video data are encoded using a systematic (Ns,h) Reed 
Solomon Erasure Correcting (RSE) coder [22] which computes h redundant blocks 
from every group of Ns—h video blocks. These h redundant blocks together with the 
corresponding Ns—h video blocks then form a parity group. A video client can 
reconstruct all Ns—h video blocks as long as any Ns—h blocks out of the Ns blocks in 
the parity group are received. As the Ns blocks in a parity group are evenly 
distributed to all Ns servers, this implies that the client can sustain up to h 
simultaneous server failures. We present in the next chapter the well-understood 
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FORWARD ERASURE CORRECTION 
In the FEC protocol, all Ns data blocks in a parity group are transmitted to the clients 
at all time [19,21], regardless of whether there is any server failure. This protocol is 
simple to implement as the server schedules are fixed irrespective of individual 
server failures. The system does not even need to detect server failures nor to 
reconfigure the system for failure-mode operation. The client simply performs 
erasure correction computation whenever Ns—h video blocks of a parity group are 
received. 
11.1 System Reliability 
To quantify the amount of redundancy needed to achieve a given target system 
MTTF, we model the parallel video server as a continuous-time Markov chain. We 
assume server failures are independent and exponentially distributed with a MTTF 
of l/A. Failed servers are repaired immediately and independently with a mean-time-
to-repair (MTTR) of l/ju. Thus the system forms a Markov chain with state (h,k) 
representing the state with h failed servers and k level of redundancy (see Fig. 12 for 
an example). Assume the system is configured with K redundant blocks per parity 
group, then the system fails when more than K servers fail, i.e., when the Markov 
36 
义0 义/ 义2 义3 
J^L H 
： state with h servers failed and k level of redundancy 
Af^  : aggregate server failure rate with h server failed 
jj^h : aggregate repair rate with h server failed 
Figure 12. A Markov chain mode for FEC with K=3. 
chain enters the absorbing state h=K+\. Otherwise, servers in the system in state h 
will have an aggregate failure rate, denoted by Af, and given by 
；i�yi(Ns-h) (6) 
and an aggregate repair rate, denoted by and given by 
[i^^hfJi. (7) 
Thus the MTTF of the system is equivalent to the first passage time for the system to 
begin in state h=0 to reach state h=K+l, It can be shown that the MTTF for a system 
with Ns servers and K redundancies using FEC is given by 
f 7-1 ) 
K i 
MTTFfec:!： . � 
V /=o y 
Using (8) we can then determine the amount of redundancy needed for a given target 
system MTTF. 
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11.2 Bandwidth Overhead 
The price to pay for the low-complexity FEC protocol is transmission overheads. In 
particular, with NS servers and a redundancy level of K, the bandwidth overhead 




For a small-scale system (i.e., NS small) with high level of redundancy (i.e., K large), 
this overhead could become substantial. For example, with NS = 6 MD K = 2, the 
bandwidth overhead becomes 50%. Considering that a VoD system is expected to 
operate most of the time in normal mode with no server failure, this bandwidth 
overhead is clearly unacceptable. We present in the next chapter a progressive 





In a parallel video server system, servers are usually high-end PCs with good host-
level reliability (e.g. with ECC memory, redundant power supply, RAID disk storage, 
etc.). Typical server MTTF is in the range of tens of thousands of hours. Therefore 
while multiple-server failure cannot be ignored in the long run (i.e., when failed 
servers are being repaired), it is highly unlikely that more than one server will fail in 
a short time interval (e.g. tens of seconds) unless catastrophic failure occurs (e.g. 
earthquake). 
This motivates us to relax the system requirement that all redundant data are 
transmitted at all time. Instead, having K redundancies, the system can initially 
transmit only k (k<K) redundancies to reduce the bandwidth overhead to k/(Ns-K). 
Whenever a new server failure is detected, the system will activate the transmission 
of another redundant data, until all available redundant data are transmitted. 
Similarly, whenever a server is repaired and becomes operational again, the system 
will deactivate an existing redundant data transmission, until the number of excess 
redundancies (i.e. number of transmitted redundant data minus number of failed 
39 
servers) transmitted reduces back to k. We call this protocol progressive redundancy 
transmission (PRT). 
To implement PRT we need to address two problems. First, unlike FEC, we need to 
perform server failure detection in PRT, and subsequently dynamically reconfigure 
the system to activate the transmission of a new redundant data. The detection can 
be done using a number of existing protocols such as heartbeat protocol [23], or by 
monitoring the streaming traffic in the network [21]. Once a failure is detected, the 
system can be reconfigured through management protocols [21]. For simplicity, we 
combine the system reconfiguration time with the failure detection time and 
henceforth refer to the latter only. 
Intuitively, the detection time should be as short as possible to reduce the risk of 
encountering additional server failures before reconfiguration is completed, but not 
too short to prevent too many false alarms. In particular, if more than k servers fail 
before reconfiguration is completed, then the system will still fail even if the number 
of redundancies available is larger (i.e. K丽>h). This leads to the second problem: 
quantifying the impact of detection delay to the system MTTF. In other words, we 
need to derive the system MTTF in terms of the failure rate, repair rate, total number 
of redundancies, initial number of redundancies transmitted, and the detection delay 
in order to choose the appropriate system parameters to meet a given system MTTF 
requirement. 
12.1 System Reliability 
Again we model the system as a continuous-time Markov chain with state denoted 
by Qi,k), where h is the number of failed servers and k is the number of redundancies 
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： state with h servers failed and k level of redundancy 
： aggregate server failure rate with h server failed 
jUf^  ： aggregate repair rate with h server failed 
CO : detection rate 
Figure 13. A Markov chain for PRT with Kmin 二 2 and Kmax 二 4. 
activated for transmission. Let K丽 be the total number of redundancies in the 
system and Kmin be the excess number of redundancies to be transmitted. Fig. 13 
illustrates an example with K— = 2 and K^ax = 4. In general there are three types of 
state transition. Specifically, the system will transit from state (h,k) to state (h+l,k) 
at a rate of Ah when an additional server fails. After the failure is detected, with a 
mean detection time of l/o), the system will activate a new redundancy transmission 
and transit to state (/i+l,^+l), thus bringing the number of excess redundancies back 
to Kmin. When a failed server is repaired at a rate of jHh in state then the system 
will transit from state (h,k) to state {h-l,k) if {k-h)<Kmin- Otherwise, i.e., (k-h)=Kmin, 
it will transit from state (h,k) to state (h-l,k-l) by deactivating one redundancy 
currently being transmitted. This again brings the number of excess redundancies 
back to Kmin. 
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Note that there is a subtle problem associated with this model. In FEC, since all the 
servers in the system are operating, server failure will only occur in servers actively 
transmitting video data. However in PRT, not all servers are actively transmitting 
video data. When an idle server fails, it will undergo a repairing process and return 
to normal state after some time as in the case of active server. The main difference is 
that when an idle server fails, the operation of the system is not affected since none 
of the video transmissions is affected by the failure. By contrast, failure of an active 
server will require the system to activate the transmission of an additional 
redundancy (if available). Thus, the failure of an idle server is equivalent to the 
failure of an active server with an additional redundancy activated immediately, i.e., 
the failure detection time is equal to zero. Therefore the previous Markov chain 
model, which assumes a failure-detection time of Hco, is in fact a conservative 
estimation of the system MTTF. Nevertheless, our numerical results show that such 
differences are negligible and so we will ignore this subtle complexity in the rest of 
the study. 
Using this Markov chain model, we can then derive the system MTTF from the first 
passage time of the Markov chain to reach any of the absorbing states (e.g. states 
(3,2)，(4,3), and (5,4) in Fig. 13). For systems with small Kmin and �丽’ we can solve 
the Markov chain analytically to obtain the equation for the system MTTF. For 
example, when K-n =1 and K腿乂 = 2, the system MTTF is given by 
+ ^MAA + 八2 义2 + Ml^ + 义 + lAl^l ⑴ + + 
MTTF 二 + � + ^A/^i + MoA + ^AA + + (10) 
_ 义fA (a/^2+"1 义2 + 从 + �A ) 
However, for system with larger values of K— and �瞧,the number of equations 
involved increase drastically. Although still solvable in principle, the process soon 
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becomes too tedious to do manually. Therefore we resort to use mathematical 
software packages (Maple [24]) to compute the symbolic solutions. For still larger 
values of Kmin and K腿叉’ even this computation time can become long. Also the 
solutions obtained are too complicated to be useful. For example, the solution for 
system MTTF of the configuration in Fig. 13 with � — = 2 and K隱 = 4 have 474 
terms in the nominator and 66 terms in the denominator. In these cases we need to 
resort to computing the results numerically instead of symbolically. 
12.2 Modeling the Failure Detection 
Time 
So far we have assumed the failure detection time to be exponential distributed. In 
practice the exact distribution of the failure detection time depends on the failure 
detection protocol employed and thus may not conform to the exponential 
distribution. To investigate the effect of the distribution of the failure detection time, 
we extend the model to represent the failure detection time by an Erlang-^ random 
variable. Thus by varying the parameter k we can obtain a series of different 
probability distributions, ranging from exponential distribution (for ^=1) to normal 
distribution (for large k). 
To extend the system model to Erlang-/: distributed failure detection time, we 
decompose the Erlang-^ distribution into a series of k independent exponential 
random processes, each having a rate equal to to as shown in Fig. 14 for k:2. Thus 
the mean detection time for the Erlang-A; process is exactly the same as the 
exponential process in the original model. 
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jUf^  : aggregate repair rate with h server failed 
CO : mean detection rate 
Figure 14. A Markov chain for PRT with K^in 二 2, K讓=4 and Erlang-2 detection 
time. 
Similarly, the system MTTF is equal to the first passage time to reach any of the 
absorbing states, i.e., states {(Kmin+i, Kmin+i—l, j) I /=1,2,...,(Kmax-Kmin+^), 
j-Q l j^-l] in this generalized Markov chain model. For small values of Ns, Kmim 
and Kmax, we can solve it analytically to obtain the first passage time directly. For 
larger values the resulting solutions are very complex and again we make use of 
Maple to obtain numerical solutions. 
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For sake of verification, we have also written a simulation program to measure the 
system MTTF. For large values of Kmin and �應,the simulation time required is 
extraordinary long. For example, our simulation program runs at a rate of 3.6x10^® 
simulation time/real time. So for a system with 二 10 and � 醒: 3 2 (which have a 
MTTF equals to hr), it takes about 2.78x10^^ hour to complete the simulation. 
Nevertheless, we can obtain simulation results of systems with smaller K— and Kmwc 
and the simulation results do confirm the correctness of the numerical results 




Using the reliability models in Chapter 11 and 12, we address in this chapter the 
questions of how much bandwidth overhead can be saved by PRT while still 
achieving same or better system reliability compare to FEC, and what is the tradeoff. 
We investigate these two questions in the following, using the system parameters 
listed in Table 1. 
13.1 Effect of Detection Time 
Distribution 
In the previous chapter, we have utilized the Erlang-/: distribution to model the 
failure detection time. To study the effect of different detection time distribution, we 
System Parameter Symbol Value  
Average Failure Detection Time 1/co 6 sec 
Node MTTF 瓜 50000 hrs 
Node MTTR ^^ 48 hrs 
Number of Servers ^ ^  
TABLE 1. System parameters used in computing numerical results. 
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Figure 15. MTTF of PRT for K— 二 10, K^ = 32 versus k for different mean 
failure detection times. 
compute the MTTF of a system with Kmin=l^  and Kma或 for different values of k 
and plot the results in Fig. 15. Surprisingly, the results show that changing k, which 
results in different detection time distributions, has negligible effect on the system 
MTTF. For example, with a mean detection time of l/^y=60 seconds, the system 
MTTF is increased by only 8.7*10—45 % when k is increased from 1 to 10. This 
observation reflects the fact that the detection time is many orders of magnitude 
smaller than the server MTTF (e.g. tens of seconds versus tens of thousand of hours) 
and thus changes in its distribution has little effect on the system MTTF. For 
simplicity, we will make use of the Erlang-1 distribution, i.e., exponential 
distribution, to compute the numerical results in the following sections. 
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Figure 16. System MTTF of PRT and FEC with average detection time equals to 6 
seconds. 
13.2 Bandwidth Overhead Reduction 
Fig. 16 compares the system MTTF of FEC and PRT versus the level of redundancy 
in the system (i.e., K for FEC and K丨丽 for PRT). For FEC, the system MTTF 
increases exponentially with more redundancies as expected. For PRT, a total of 10 
curves are plotted, each with a different setting of Kmin, ranging from 1 to 10, 
representing the number of redundancies that are actively transmitted. There are two 
observations. First, the system MTTF of PRT for small values of K a^x is similar to 
that of FEC with K=Kmax- However, beyond a certain number of redundancies, the 
system MTTF levels off. This implies that for PRT with a given K—’ there is an 
upper limit on the achievable system MTTF even if we increase Kmax indefinitely. 
Beyond that any additional redundancies are simply wasted. 
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Second, the plateau of the curves for PRT is determined by the number of 
redundancies actively transmitted - K,*, with larger K— resulting in higher 
achievable system MTTF. This implies that given a target system MTTF, there is a 
lower limit on K—, regardless of the total number of redundancies in the system. 
The key is that the required minimum Kmin will still be substantially smaller than the 
corresponding number of redundancies K required to achieving the same system 
MTTF in FEC. 
For example, FEC with K=1 achieves a system MTTF of hours. Now consider 
the PRT curve in Fig. 16 with Kmin=2 and Kma^l the system MTTF is only 
hours which is lower than FEC, To increase the system MTTF we can either increase 
Kmax or increase K—. In this case increasing Kmax does not work because the system 
MTTF levels off to a plateau below the required system MTTF. However, increasing 
K,nin to 3 does not work either because the resultant system MTTF is still below 
hours. This is expected as failure detection in PRT incurs delay in responding to a 
server failure. Thus with the same number of total redundancies K=Kmax, it must 
have a lower system MTTF compared to FEC if To compensate, we can 
increase K匪 from 7 to 8 and the system MTTF will become lO^ '^  hours with Kmin=3, 
exceeding the system MTTF of FEC with K=-l. Therefore in this example we can 
reduce the bandwidth overhead from K=1 redundancies in the case of FEC to KNIIN=3 
redundancies in the case of PRT. 
We further investigate the bandwidth overhead savings in Fig. 17 by plotting the 
bandwidth ratio, defined as the ratio KnJK, versus the average failure detection time. 
In all cases PRT achieves same or better system MTTF compare to FEC. We can 
observe that the reduction in bandwidth overhead is very significant, at least half of 
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Figure 17. Bandwidth ratio (KmJK) versus average detection time for 64 servers. 
detection time. Considering failure detection in practice is likely to be in the order of 
seconds, this result clearly shows the feasibility and superiority of the PRT protocol. 
13.3 Storage Overhead 
PRT does have a tradeoff compared to FEC. Considering the previous example with 
K=1 in FEC. We need to configure PRT with KNUN=3 and K瞧=8 to achieve the same 
or better system MTTF. While the bandwidth overhead is reduced by (7-3)/7 = 57%, 
the fact that K^ax is larger than K means more redundancies will need to be stored 
though not all are actively transmitted. In this case the additional storage overhead in 
PRT is equal to {Kmax-K)/K=U%. 
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Figure 18. Percentage increase in storage due to PRT for different system MTTF 
requirements. 
Fig. 18 plots the percentage increase in storage overhead due to PRT versus the 
target system MTTF requirements. From the results we can see that the additional 
storage requirement decreases rapidly with higher target system MTTF. With the 
rapid decrease in storage cost most hard disks are I/O bound rather than storage 
bound. Thus the added storage requirement will be easily absorbed with little to no 
impact on the total cost of the system. 
13.4 Scalability 
Finally, we investigate the scalability of the PRT protocol. Specifically, we want to 
know if PRT can maintain the reduction in bandwidth overhead when we scale up 
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Figure 19. Reduction in bandwidth overhead versus number of servers with six 
different MTTF requirements. 
the system to more servers. We plot in Fig. 19 the bandwidth overhead reduction 
achieved by PRT versus the number of servers in the system for six different MTTF 
requirements. The results clearly show that the bandwidth overhead reduction 
achieved by PRT in fact increases with the system scale, reaching 80% reduction 
over FEC when scaled to 2,000 servers. Thus we can conclude that the PRT protocol 




In this study, we presented a Progressive Redundancy Transmission (PRT) protocol 
for use in a parallel video server to reduce the bandwidth overhead due to the use of 
erasure coding for achieving server-level fault tolerance. We modeled the system 
MTTF of PRT incorporating the time needed to detect server failure using a 
continuous-time Markov chain, which revealed that the system MTTF with PRT is 
radically different from FEC. Using this result we showed that it is possible to use 
PRT to transmit significantly fewer redundancies (50% or less) while still achieving 
the same or even better system MTTF compared to FEC. The only tradeoff is 
increased storage requirement, which is relatively small (e.g., storage overhead < 
20% for K>5) and thus can be easily accommodated in practice. The reduced 
bandwidth overhead will translate into lower requirement on disk throughput, server 
processing requirement, network bandwidth requirement, as well as client access 
bandwidth requirement. Thus enabling substantial cost savings across the whole 
VoD system. In the future, we will implement the proposed algorithm to verify the 
results that are obtained in this study. 
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APPENDIX 
In this appendix, we model the disk performance of the GSS based server design and 
our efficient server design discussed in part I of the thesis. Let Z be the number of 
zones on the disk surface, NUi) be the number of tracks in the 严 zone, A ^ 似 t h e 
number of recording surface, Wbe the disk rotation speed in rounds per second, S be 
the sector size in bytes, and NsectorW be the number of sectors per track in zone i. 
Thus the data-transfer rate in the zone is given by, 
块 力 • ) = 丽 sec,“0 (A.l) 
We first calculate the time needed for the disk to fulfill all the requests for data block 
in a service round. In particular, the time for the disk to serve a request, denoted by 
treq, can be broken down into four main components, which are seek time, denoted 
by tseek, rotational latency, denoted b y �a n d the transfer time, denoted by hfer and 
some other overheads (e.g. settling time), denoted by a . The total time needed for 
serving a request is 
（A.2) 
Here, tseek represents the seek time needed for positioning the disk head to fulfill 
another requests, which is different from the track-to-track seek time that incurred 
within a single read call. The length of this seek time, however, depends on the 
distance between two seeking positions. Thus we can replace tseek by tseek(n), where n 
is the number of tracks between seeks. For rotation latency, it is uniformly 
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distributed between 0 and l/W. For the transfer time t•’ it consists of three 
components, 
Kfer 二 务 + � - + t t r ( A . 3 ) 
^xfer 
The first term is the net transfer time incurred for reading Q bytes of data to disk 
buffer, at rate R./, the second term head is the total head-switching time incurred in 
case the data block being read spans more than one track. The last term tt2t is the 
track-to-track seek time incurred in case the data block spans more than on 
consecutive cylinders. For a multizone disk, the data rate R , r is zone dependent. 
Thus it is more suitable to replace R,r with where i is the zone number. The 
time needed for a fulfilling a request can thus be calculated by, 
treq 二 仅 + ^seek ( 权 ) + Kot + ~ ^ + head + ^t2t ( 八 乂 ) 
A. GSS Based Server Design 
Now we calculate the maximum number of channels that can be supported with 
deterministic performance guarantee of the GSS based server design. With a fixed 
video block size Q and constant video data rate Rv, the service round length is given 
by 
T = 坠 (A.5) 
r Ry 
and the disk must not spend more than this time interval to schedule channels' 
request for data, otherwise data starvation will occur and hiccups will be created on 
the client side. This creates an upper bound for the number channel that can be 
supported. 
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Assume C channels (including dynamic and static) are to be served in a service 
round and we divide the service round into G groups. With concave seek function 
tseek(n), the seek time overhead will be maximized if the requests are evenly 
distributed on the disk surface, thus, 
C : (c, G) = Max(t滋 |C,G} = t 默 化 ) . (A.6) 
- + 1 
G 
We can determine the maximum value for head and tt2t by considering the block size 
Q and minimum track size. With the time for head switching is incorporated into the 
track-to-track seek time, we can calculate the number of track transition needed by, 
p . "1 � — 
= . (A.7) 
Among this MaxfNtrans} transitions, some of them are only head switches and the 
remaining involve both head switch and track-to-track switch. The aggregate time of 
the latter can be found by, 
一 
N - ( G ) = Max{TV� I G} = — I �. (A.8) 
^ surf 
Note that in order to maximize�…we choose to maximize Ntit instead of A^w- This 
is because for most magnetic disks, the time needed for doing a track-to-track 
seeking is much larger than that of head switch. Under this context, the remaining 
number of head switches can be found by, 
N - (G) = N Z l (G) - NZ (2). (A.9) 
The maximum rotational latency is simply given by 1/W, and the maximum data 
transfer time can be obtained from 
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t T (G) = MAX{-^] 二 = — — - — — . (A. 10) 
^R(iy Min{R} W队 sec,�“Z) 
According to above analysis, we can express the maximum length of the service 
round with C channels and block size Q by 
T 腳 、 = + N 二 眺 - + 『 1 +CX(2)J �( ， ) . （ ） 
With G = 1, the above scheduling algorithm degenerates to CSC AN. As discussed 
before, the server needs to ensure that the requests to be fulfilled within time 7； to 
maintain continuous transmission, that is, 
t^(C,Q,G)<T^. (A. 12) 
With this continuity constraint and fixed block size Q, the maximum number of 
concurrent channels, denoted by C隱，can be obtained by, 
C磁二 Max{k \tr(k,Q,G�么 ¥ , k e [ 1 , } . (A. 13) 
K 
B. Our efficient Server Design 
Then we have to calculate the maximum number of channels supported by our 
efficient server design. In WSGP, data that is to be retrieved in a same service round 
is divided into two segments and allocated to two different zones on disk. The 
corresponding number of cylinders of the two zones decides the relative sizes of the 
groups. More data blocks are put in the zone with higher data rate and less data 
blocks are put the lower data rate zone. Denote the number of cylinders in the f 
zone by NcyiW. Since there are totally N times M data block in a group, the number 
of blocks in a group that are placed in the f zone, Nuockii) can be calculated by 
NCYIUWN 
, (0 = 1 ^ ^ (A. 14) 
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Denote the original transfer rate of the 产 zone by R对er(i), the weighted transfer rate 
R—編(《，J) of two zones i and j, can be calculated by 
[Nmoc, m^fer (0 + N-k U ) K f e r U ) \ 
In additional to WSGP, we also applied first TR seconds replication at the outer 
zones in our server design. To calculate the number of zones that have to be reserved 
for placing the first TR seconds of each movie, we can divide the total number of 
cylinder by the number of static channel plus one, that is 
j ^ C y i a W t r k d ) , 
= Min{k I ~ - — — I Ncyi (0 < 0}. (A. 16) 
T V 冗 + 丄 /=1 
Note that even if a zone is not fully occupied by the first TR seconds data of the 
movie, it will not be used for placing static channel data. Thus the number of zones 
that are allocated for static data storage is given by 
Z , “ = Z - Z 一 . （A.17) 
Suppose each movie is allocated with Nsc static channels and NDC dynamic channels, 
then the total number of channels in the system equals to (Nsc + Ndc)M. Suppose 
the number of dynamic and static group are Go and Gs, so that G = Go + Gs, and 
number of static and dynamic channel in the system are Cdyn and Csta, so that C = 
Cdyn + Csta. For the dynamic channels, since the data blocks are located only in the 
first ZDyn zones only, the worst-case seek time between two requests is reduced. We 
can replace C I ( C , � by t : 产 ， G J , which is defined by 
^Dyn 
lx“,） 
C ： 广 , G D ) = M a x U I = � 1 ). (A-18) 
dyn +1 
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The number of transitions that occur when a video block is being read also is 
decreased. This is because the data blocks are located in tracks with larger sizes. 
Thus the number of track-to-track switches and head switches are 
N腿jyn(o、： Q ( A . 1 9 ) 
、。乂 cyv (Z ) 
J乂 V sector y ^ d y n ^ 
N 腿-dyn (0、 
N � d y D 二 i h i B i i _ ( A . 2 0 ) 
N surf 
产(Q) = N Z：产 ( 2 ) — N : d y n ( 2 ) . (A.21) 
Also, the transfer time is improved since the minimal data rate now equals to the 
data rate of zone, which can be obtained by 
(2). 二 Q . (A.22) 
Thus the time needed for scheduling C dynamic channels can be found by, 
( 州 二 — _ ( 。 • ) + 、 
t ， ( C ; Q , G D ) = Cd’ 代 � + 咖 (C_，Gd) (A.23) 
To calculate the time for scheduling static channels, we have to first consider the 
worst-case weighted data rate of the two pairing zones. By (A. 14), we can calculate 
weighted data rate of two zones. Since in WSGP, zone + i) and zone 
(Z - / +1) are always paired together (to form the 产 zone pair), we can denote the 
zone pair with the lowest data rate by, 
T C ; 似 = 胸 { I C • 咖 + / , Z - / + L ) | / E [ 1 , ^ ^ ] } . (A.24) 
Thus the worst-case transfer time can be obtained from 
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，X (0 二 ~ ^ ~ . (A.25) 
xfer 乂 nmin 
weighted 
Note that when scheduling static channels, the seek time overhead and rotational 
latency between requests in the same static micro round are eliminated, however, 
there is an additional seek overhead and rotational latency when switching from the 
data located at the outer zone to data located in the inner zone. The seek distance of 
this seek, in worst case, will account for the whole range of static zones, which is 
given by 
i x“,.)） （A.26) 
Lastly, the number of head switching and track-to-track seeks within a static micro 
round can be found by 
N丽—sta 二 ———— (A.27) 
'丽 Gs GsSN她人Z) 
‘ c o 
f 八 trans ( 厂 
紹叫= _ (A.28) 
^S ^^ surf 
r^staQ\ _ 入丁謹—愈(^staQ\ _ ^max_sta (^staQ\ (\ 29) 
^head ("TT") — �广 ) i � t 2 t y ^ )• ^ ^ ^ 
Gs Gs ^s 
Thus the worst case scheduling time needed for C static channels can be found by, 
f c Q ^ 
‘ f C t - �2 W - 1 + � 
t r i e 血 购 ： G s + A C 广 + u J 凡脚（ A . 3 0 ) 
广 O V ,=z�„+i J 
� Gs J 
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By summing up the scheduling time for both dynamic and static channels, we can 
have the new continuity constraint for WSGP, that is 
NO� 
广 u 广 咖 ， + 广 （ c 加 ， 子 ， r = Max\C K f (A.31) 
mdA 
� C:e[l,oo]，c = C^„+C血 
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