Tests based on the empirical distribution function (EDF) are given for the goodness-of-fit of the three-parameter asymmetric Laplace distribution. 
INTRODUCTION
The asymmetric Laplace distribution becomes more and more popular in handling financial data, which present long tails and asymmetry. Hartley and Revankar (1974, [8] ) reported that the logarithm of underreported incomes, property values, firm or city values, etc. follow asymmetric three-parameter Laplace distributions. Kozubowski and Podgórski (1999, [13] ) modeled interest rates using an asymmetric Laplace distribution. Kozubowski and Podgórski (2001, [14] ) presented an application of the asymmetric Laplace distribution in modeling foreign currency exchange rates. The Laplace motion, which has symmetric and asymmetric Laplace increments, was used to model stock market returns in Longstaff (1994, [15] ) and Madan et al. (1998, [16] ).
Goodness-of-fit tests based on EDF for the two-parameter symmetric Laplace distribution have been studied by Puig and Stephens (2000, [17] ) and Chen (2002, [3] ). While the first paper focuses more on the asymptotic distributions of the test statistics, the second paper focuses on distributions of the test statistics with finite samples. It was found that the asymptotic distributions of the test statistics depend * Research was initiated when the author was with SAS Institute Inc. Cary, NC, USA.
on the efficient estimators used in the tests and can be approximated by a sum of weighted independent chi-square distributions. For the finite sample case, the theoretical distributions of these test statistics do not have closed forms and Monte Carlo simulations were used to simulate the critical values of these distributions. These critical values only depend on the sample size. Polynomial functions of the sample size n were developed to summarize these critical values for practical uses.
For the three-parameter asymmetric Laplace distribution, besides the location and scale parameters, there is a shape parameter. We show that both the asymptotic distributions and the finite-sample distributions of the EDF statistics depend on this shape parameter. The asymptotic distribution can be approximated by a sum of weighted independent chi-square distributions, where the weights depend on the shape parameter. The corresponding distributions with finite samples can be simulated using the Monte Carlo method. Polynomial functions based on the sample size and the shape parameter can be used to approximate the critical values of these distributions with high accuracy.
A goodness-of-fit test of the asymmetric Laplace distribution is a test of H 0 : a given random sample of n values of X comes from the distribution with a probability density function (p.d.f.)
where θ is the location parameter, σ is the scale parameter, and κ acts as the shape parameter. The corresponding cumulative distribution function (c.d.f.) is
This distribution is referred to as AL(θ, σ, κ) throughout the paper. We assume the sample has been sorted in increasing order, so
The alternate hypothesis H 1 is: the sample does not come from AL (θ, σ, κ) . In this paper, we examine the tests based on EDF statistics. According to the three parameters, Kotz et al. (2001, [12] ) defined seven cases for estimation. We focus on the two most popular cases in applications of asymmetric Laplace distributions-the case with all three parameters unknown and the case with both scale and shape unknown while the location is known.
Case A. θ, σ, and κ are unknown, Case B. σ and κ are unknown, θ is known.
EDF statistics depend on the method which is used to estimate the unknown parameters. Only the maximum likelihood estimators (MLEs) are used in this study. They are given in Section 2. In Section 3, the EDF statistics and their critical values approximated by simple polynomial functions based on simulated results from finite samples are given. Asymptotic critical values are derived in Section 4 and used to check the accuracy of the polynomial approximation in Section 3. In Section 5, three applications of the developed EDF tests are demonstrated. In Section 6, a power study is presented. These EDF tests are compared based on their power. Finally, some guidelines for using these techniques in practice are given in Section 7.
MAXIMUM LIKELIHOOD ESTIMATION
The MLE of the three unknown parameters θ, μ, and σ 2 maximizes the likelihood function of a random sample consisting of observed ordered values x = (x 1 , . . . , x n ) from n mutually independent random variables X = (X 1 , . . . , X n ), each with probability density function (1). The scaled log-
where For the three-parameter asymmetric Laplace distribution, with a different parametrization, Hartley and Revankar (1974, [8] ) first derived the MLE and proposed an estimation procedure. Later, Hinkley and Revankar (1977, [9] ) improved the estimation procedure and provided a complete proof of consistency, efficiency, and asymptotic normality of the MLE.
Define the function h as
Under the parametrization in (1), Kotz et al. (2001, [12] ) (Section 3.5.1.7) describes the estimation procedure as follows:
Step 1. Evaluate the n values h(x i ), i = 1, . . . , n and choose a positive integer r ≤ n such that
Step 2. If r = 1 or r = n then the MLE does not exist.
Step 3. If 1 < r < n, then the MLEs of θ, σ and κ arê
where α and β are functions as defined in (4) . When θ is known (Case B), the MLEs of σ and κ are the same as in (6) if x 1 < θ < x n and do not exist otherwise. The cases of θ ≤ x 1 or θ ≥ x n indicate that all sample points fall on one side of θ, which lead to inadmissible MLEs of σ = 0, κ = 0, ∞ corresponding to exponential distributions. The cases r = 1 or r = n for the three-parameter MLE are similar.
EDF STATISTICS AND TESTS
EDF statistics are based on the discrepancy between distribution (2), with estimates used for θ, σ, and κ, and the empirical distribution function of the sample of x values. They are usually divided into two classes: the supremum and the quadratic. For the supremum class, this paper concentrates on the well-known Kolmogorov-Smirnov statistic D. For the quadratic class this paper concentrates on the Anderson-Darling statistic A 2 and the Cramér-Von Mises statistic W 2 . LetF denote the distribution function in (2) with estimated θ, σ, and κ. Let F n denote the empirical distribution function of the sample of x values. The above mentioned statistics have the following formulae:
. . , n are ordered sinceF is monotone and x i are ordered), then
The algorithm in the previous section computes the MLEs,θ,σ, andκ, then z i =F (x i ) = F (x i ;θ,σ,κ), and these statistics can be computed.
For the finite sample, the distributions of EDF statistics depend on the sample size n and the true value of the shape parameter κ, but not the location and scale parameters because of the well-known location-scale invariance of these statistics (Stephens, 1986, [18] ). Simulations can be done to obtain simulated critical values for these statistics. For a simple example, we simulated critical values for κ = {0.5, 0.6, 0.7, 0.8, 0.9, 1.0} and n = {50, 100, 150, 200, 250, 300, 400, 500, 750, 1, 000} with 100,000 replications. Critical values corresponding to the following 11 test levels {0.5, 0.25, 0.20, 0.15, 0.10, 0.05, 0.025, 0.01, 0.005, 0.0025, 0.001} were computed.
Plots of these critical values against sample size n and shape parameter κ show very clear patterns. Polynomial functions of sample size n and shape parameter κ can be used to fit the logarithm of critical values. The terms and coefficients of the fitted polynomial functions are given in Table 1 . The R 2 s for the three fits are 0.999347( √ nD), 0.999104(W 2 ), and 0.999661(A 2 ). To compute a critical value, one can use the fomula:
, and b 3 (α) are the tabulated values at test level α in Table 1 , n is the sample size, and κ is the shape parameter which usually needs to be estimated.
Using these polynomial functions one can also get the limiting critical values by extrapolation (n → ∞). These limiting critical values will be checked by the asymptotic results later, and they are highly consistent with the asymptotic results. An advantage of these functions is the convenience with which they can be incorporated into software to compute p-values for goodness-of-fit tests based on EDF statistics.
ASYMPTOTIC THEORY OF EDF TESTS
In this section the asymptotic distributions of EDF statistics are derived. The derivation follows a well known procedure given by Durbin (1973, [4] ). The regularity conditions stated in his paper are fully satisfied by the three-parameter asymmetric Laplace distribution. Under these conditions
. . , n, tends to a Gaussian process y(z) as n → ∞, and the EDF statistics are functionals of this process. The mean of y(z) is 0. To derive the distributions of these functionals, the covariance function ρ(s, t) = E{y(s)y(t)} is needed. Durbin (1973, [4] ) proved that if the estimators of θ, σ, and κ are efficient, then
,
) is the gradient of F (x; η 1 , η 2 , η 3 ) with respect to η 1 , η 2 and η 3 evaluated at 
for i = 1, 2, 3. The matrix Σ is the inverse of the Fisher information matrix I with entries
Let Φ κ and ϕ κ be the c.d.f. and p.d.f. of the standard asymmetric Laplace variable Z = X−θ σ respectively, i.e.,
so s = F (x; θ, σ, κ) = Φ κ (z), and z = Φ κ −1 (s). As functions of s,
) . The Fisher information matrix I can be computed directly:
and
where
otherwise.
It is immediately seen that ρ(s, t) does not depend on θ, σ, but on κ.
When
) . The Fisher information matrix is
where D κ (s, t) can be computed from: 
The distributions of the above statistics are sums of weighted independent χ 2 1 -variables,
The weights w i (in descending order) are the eigenvalues of the system:
where f i are the normalized eigenfunctions and γ(s, t) = ρ(s, t) for W
∞ and γ(s, t) = ρ(s, t)/{st(1 − s)(1 − t)}
for A 2 ∞ . Equation (24) might be solved by numerical methods. Once the weights are known, the critical points of the distributions can be computed by the method of Imhof (1961, [10] ). Table 2 and Table 3 show the asymptotic critical values of W 2 computed with κ = 0.1 to 1.0 by 0.1 for Table 2 and Table 3 can also be used for κ ∈ (1, 10).
Lemma 1.
For any κ > 0, s ∈ (0, 1), and t ∈ (0, 1) the covariance functions ρ(s, t) and ρ 1 (s, t) satisfy:
Proof. For s ∈ (0, 1) and t ∈ (0, 1), let ρ 0 (s, t) = min(s, t) − st. From (20) and (23), (25) and (26) by plugging in these equations. 
Direct calculation shows that
B κ (s, t) = B 1 κ (1 − s, 1 − t), D κ (s, t) = D 1 κ (1 − s, 1 − t), and ϕ κ (Φ −1 κ (s)) = ϕ 1 κ (Φ −1 1 κ (1 −s)). Since ρ 0 (s, t) = ρ 0 (1 − s, 1 − t), we have
Lemma 2. For both Case A and B, γ(κ; s, t) and γ(
Again, by the definition (24), w i is also an eigenvalue of γ( Table 4 shows the asymptotic critical values and critical values computed by extrapolating the simulated critical values in Section 3 to n = ∞. It is shown that the relative differences are smaller than 3% for all critical values. Here we use three values for κ. This is true for all κ ∈ [0.1, 10.0], which covers most cases in practice.
One might wonder what happens for large and small κ. In fact, the asymptotic covariance function ρ(s, t) becomes stable for larger or small κ. The following limits can be easily derived from (20) and (23) for both Case A and Case B:
ρ(κ; s, t) κ→∞ = min{s, t} − st −st log(s) log(t), (28)
which are finite functions of s and t. This convergence means that as κ → 0 or κ → ∞, the EDF statistics have stable critical values.
APPLICATIONS
In this section, we apply the tests developed in the previous sections on some popularly studied financial factors on portfolio returns. Fama and French (1993 [5] , 1995 [6] , 1996 [7] ) proposed factors based on zero-investment portfolios to explain asset portfolio pricing. The SMB factor represents the return from a zero-investment portfolio which is long on small stocks and short on large stocks. The HML factor represents the return from a zero-investment portfolio which is long on high book-to-market stocks and short on low book-to-market stocks. The UMD factor represents the return from a zero-investment portfolio which is long on high prior return stocks and short on low prior return stocks. The MKTEK factor represents a broad market portfolio return in excess of the risk-free (RF) return. Fama and French (1993 [5] , 1995 [6] , 1996 [7] ) showed that these facotrs catch returns for most portfolios.
It has been noticed that these factors exhibit large variability over time. It is interesting to see what distribution these factors follow if ignoring the time dependence. We take the monthly data from January 2000 to December 2007. The selection of the data is somewhat ad hoc by only considering a middle sample size close to 100. Figures 1, 2, 3, 4 , 5 show histograms of the 4 factors and the risk-free return (RF) in the same period. Fitted three-parameter asymmetric Laplace distribution using the MLE method in Section 2 is super-imposed on each histogram. Test statistics and corresponding p-values are shown in Table 5 . Except the riskfree return, all tests of an asymmetric Laplace distribution for the 4 factors accept the null hypothesis with high p-values.
These results partially confirm a popular observation that market return related variables have high frequency around some median values, sharp decreasing frequency around these median values, and higher frequency for extreme values than the normal distribution. Among the 4 factors accepting the asymmetric Laplace null hypotheses, MKTEX and UMD show asymmetry (skewed on the left), while the other two look more symmetric. These observations are consistent with the conclusion by Bakshi, Madan, and Panayotov (2010, [2] ) that market crashes are more severe in intensity than rallies, and have higher arrival rates. The riskfree return rejects the null hypotheses with high significance.
The histogram in Figure 4 shows a pattern of double peaks, which would violate the steep unique peak with the Laplace distribution. 
POWER STUDY
The power of the three EDF tests has been examined by Monte Carlo studies. Random samples of size n were taken from a broad range of distributions; these include such distributions as the T and gamma, which are used in the lit- The lognormal distribution and two families of transformed distributions, S u and S b , are used. These families belong to the Johnson system, which are distributions based on a transformed normal variate,
where Z ∼ N (0, 1), ξ and δ are location and scale, and T is a transformation of the variate X. See Chapter 12 of Johnson, Kotz, and Balakrishnan (1994, [11] ) for details. Five distributions were selected from these two families S u (ξ, δ) and S b (ξ, δ) with different combinations of ξ and δ as alternatives in our power study. All these alternatives and some other commonly used alternatives are described in Table 6 . These distributions were then tested against the threeparameter Laplace distribution using the three EDF statistics. Table 7 shows the rounded percentage of 10,000 samples declared significant when the test level is α = 0.1.
For alternatives with bounded support, Be(2, 3), U (0, 1), and the two distributions in the S b family, the power of EDF tests depends on the shape of the alternatives. The two S b distributions are a little more similar in shape to the Laplace distribution. Table 7 shows that EDF tests have lower power with these two alternatives. For alternatives with unbounded support, the power of EDF tests depends heavily on the tail behavior of the alternatives. EDF tests have higher power for alternatives with lighter tails, such as the normal and lognormal distributions. The three S u distributions and the two T distributions have heavier tails. Among them, T (4) has the heaviest tail and also sharpest peak in the center, thus the lowest power. One interesting case is the gamma alternative G(5, 1). It has a similar tail as the Laplace distribution; however, its peak is much less sharper than the Laplace distribution, thus it yields a higher power. One interesting observation with the three S u distributions is that Table 7 shows that the Anderson-Darling statistic A 2 has lower power, especially with S u (1, 1) and smaller samples, while it dominates the other two for all other alternatives. 
