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This PhD thesis consists of five complementary chapters. Chapters 2 through 4 constitute
the basis of research papers to be published subsequently. These three chapters summarize
the state of a single crystal undergoing elastoplastic deformation. The studies presented
in this thesis primarily deal with experimental and computational concepts that enable
the calculation, measurement and extraction of the spatially resolved net Burgers density
vector and the geometrically necessary dislocation densities (GNDs), which reveal the small
scale continuum characteristics of a single crystal in the elastoplastic state. The calculation
methodology of a new validation parameter, β, which is the orientation of the net Burgers
density vector, is given in chapter 2. This new parameter, β, enables us to validate the
elastic-plastic constitutive relations. Since the existing methods used for validation cannot
give direct information about the state of the material, the β-variable is introduced for elastic-
plastic constitutive models. β-fields, which are essentially contour maps of β-variables on
two dimensional spatial coordinates, are used to monitor the activity regions of effective slip
systems.
Chapters 2 through 4 present a comprehensive analysis of the spatially resolved net
Burgers density vector, along with the length scale characterization of dislocation structures
and validation of constitutive relations. The studies presented in this work are the outcome of
experimental and computational research. The experimental work consists of the indentation
of a nickel single crystal deformed through a quasi-statically applied line load parallel to the
[110] crystallographic orientation. The line load was applied onto (001) surface of the single
crystal by a tungsten carbide wedge indenter with a 90◦ included angle. A two-dimensional
deformation field on an indented single crystal, in which the only non-zero lattice rotation
occurs in the plane of deformation and only three effective in-plane slip systems are activated,
was investigated. The mid-section of the deformed single crystal was exposed by EDM and
polished electrochemically. The in-plane lattice rotations were measured by high-resolution
electron backscattered diffraction (HR-EBSD). The Nye’s dislocation density components,
lattice curvatures, GNDs and net Burgers density vectors were calculated. Therefore, the β-
variable and the β-fields are calculated both experimentally, analytically and numerically in
Chapter 2. A qualitative comparison of the three methods showed that the β-field obtained
from experimental measurements agrees with those obtained from analytical and numerical
methods. The directions of the net Burgers density vector, which are used to determine the
boundaries of the slip activity regions, are also given in Chapter 2.
Chapter 3 mainly deals with the hardening parameters associated with strain hardening
rules utilized in finite element simulations, and investigates the sensitivity of the β-variable to
parameters such as latent hardening ratio, initial hardening modulus and saturation strength.
The study revealed that a change in the saturation strength has a significant effect on both
magnitude of the β-variable and the boundary of the slip activity regions.
Chapter 4 presents a length scale analysis associated with dislocation structures such
as cell size and cell wall width. The methods presented in this chapter employ the SEM-
based continuum method and Fourier Analysis. As-measured GNDs are extracted along the
local crystallographic traces, and a quasi-periodic arrangement of dislocation structures is
obtained. The extracted GND functions are truncated, interpolated, and filtered. Finally,
Fourier Transform is applied to obtain a relationship between cell size and cell wall width of
the dislocation structures. The results are compared with those obtained by TEM microg-
raphs. Whereas TEM micrographs characterize the dislocation structures in small scale, the
method that is presented in this chapter provides multi scale characterization, which is an
order of magnitude larger.
Concluding remarks and recommendations for future studies are given in Chapter 5.
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C4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.8 Total slip (γtotal) and the slip on each effective slip system (γ(1), γ(2), and γ(3))
obtained from PAN hardening model, where q = 1.6, τs/τ0 = 5, h0/τ0 = 10:
(a) Plastic strain, γ along C1; (b) Plastic strain, γ along C2; (c) Plastic strain,
γ along C3; (d) Plastic strain, γ along C4. . . . . . . . . . . . . . . . . . . . 50
3.9 Total normalized slip rate (γ̇total(a/ȧ)) and the normalized slip rate of each
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Existing validation methods in small scale mechanics comprise several tests: tensile, comp-
ression, torsion of thin wires [23], microindentation [68, 12], nanoindentation into a metal
crystal [48, 49], nanoindentation on thin films [66], microbending of free standing films [69]
and microhardness measurements [9, 18, 61]. These tests give the average response of a
system via stress vs. strain history, force vs. displacement, torsion vs. twist, and moment
vs. curvature relations. Since these existing methods cannot give direct information about
the state of the material, the β-variable is introduced for the validation of elastic-plastic
constitutive models and for the monitoring of slip system activities. The activity regions of
the effective slip systems can be detected through the β-fields, which are essentially contour
maps of β-variables on two dimensional spatial coordinates.
The spatially resolved net Burgers density vector obtained by SEM-based continuum me-
thods is detailed in Chapter 2. This was investigated both experimentally and numerically
by quantifying the β-variable and β-fields. The calculation of the net Burgers density vector
starts with an accurate measurement of the non-zero lattice rotations in the plane of deforma-
tion, where only three effective in-plane slip systems are activated. High-resolution electron
backscattered diffraction (HR-EBSD) is used to establish high accuracy in the measurement
of lattice rotations on the deformed single crystal. The lattice curvature tensor was then
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calculated by evaluating the spatial gradient of the in-plane lattice rotations. The gradient
calculations were performed by numerically differentiating the in-plane lattice rotations with
respect to the local crystallographic spatial coordinates. Two non-zero components of Nye’s
dislocation density tensor were obtained through the non-zero components of the lattice cu-
rvature tensor. Nye’s dislocation density tensor serves as a link between plastic and elastic
deformation states, and is the continuum manifestation of the Burgers circuit. Finally, the
magnitude and orientation of the net Burgers density vector were obtained using the Nye’s
dislocation density tensor and the out-of-plane unit normal. Thence, the β-variable and the
β-fields, were determined experimentally. Finite element simulations based on single crystal
plasticity and strain hardening rules were performed to obtain β-fields that enable monitoring
of the slip system activity regions. The hardening rules are given by two distinct hardening
models, which are represented by PAN and BW. The β-fields obtained from the simulations
were compared with those obtained experimentally, and consistency was observed between
experimental and simulation results.
A parametric analysis was performed in Chapter 3 as a follow-up study, given in Chapter
2, to determine how the validation parameter β depends on the hardening parameters, in
other words, how β is sensitive to the hardening parameters defined by the strain hardening
rules. The effects of latent hardening ratio, initial hardening modulus and the saturation
strength on the β-variable were investigated. Whereas Chapter 2 deals with the full analysis
of the β-variable and the β-fields, Chapter 3 presents a finer analysis of the β-fields under
the small scale yielding conditions. The effects of hardening parameters on the β-variable,
the amount of plastic strain, the slip rate and the stress space were investigated in order
to fully determine the deformation state of the single crystal subjected to extreme plastic
deformation. Variations of the β-variable, plastic strains and the stresses are monitored along
the ninety-degree arc lengths to obtain finer information about the state of the material.
The analysis performed in Chapter 3 shows that the latent hardening ratio has no significant
effect on the β-fields; especially, there is no change in the β-variable within regions near
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the indenter tip that underwent extreme plastic deformation. The boundaries of the slip
system activity regions in the β-fields shift as the initial hardening modulus and saturation
strength vary. The effects of saturation strength on the magnitude of the β-variable and on
the boundaries of the slip activity regions were observed. A ten-degree yield surface analysis
was applied to understand the elastic and plastic deformation state of the material data
points by employing the stress space. The potentially active slip systems obtained from the
yield surface analysis were found to be consistent with those obtained from the analysis of
the β-fields.
The length scale dependence of plastic deformation has been investigated by several
researchers in light of the concept of geometrically necessary dislocation densities (GNDs)
[5, 27, 20, 30, 31, 54, 14, 19, 29, 6, 33, 50, 56, 2, 11, 65, 1, 13, 32, 57, 3, 42, 53, 21, 22, 58].
GNDs are the dislocations, which are necessary to form a curvature of the crystal lattice
and long-range stress fields by maintaining the compatibility of deformation fields in elastic-
plastic materials. Since stress depends on the strain history and the spatial gradient of the
strain, the lattice distortions introduce a characteristic length scale into macroscopic plastic
deformation field.
To establish a connection between the dislocation formation and the macroscopic plastic
deformation field, a length scale for the dislocation substructures of the nickel single crystal
was investigated in Chapter 4. SEM-based continuum methods and Fourier Transform me-
thods were used in the analysis. The nickel single crystal, which is deformed by applying
a compressive line load through a wedge indenter, was investigated. Chapter 4 presents an
investigation of characteristic length scale by following the same experimental procedures
and data as used in Chapter 2 and Chapter 3. In addition to the calculation of the Nye’s
dislocation density components in Chapter 2, geometrically necessary dislocation densities
(GNDs) are introduced in Chapter 4. SEM-based continuum methods were developed using
the essential relations between Nye’s dislocation density tensor and GND density.
The non-zero components of the Nye’s dislocation density tensor were measured expe-
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rimentally by taking advantage of high accuracy measurements (with the spatial resolution
of 2500 nm, 500 nm and 100 nm) of High-Resolution Electron Backscatter Diffraction (HR-
EBSD). GND densities were then measured for each effective in-plane slip system. The con-
tinuum fields of GND densities, which indicate quasi-periodic arrangements, and the spatial
distribution of the net Burgers density vector were obtained. Three GND density functions
associated with three effective slip systems were then extracted along the local crystallog-
raphic traces in the directions of the effective slip systems. The extraction of the data was
performed with the help of the β-fields that were obtained in Chapter 2. As-measured GND
density functions were truncated, interpolated and filtered properly before applying Fourier
Transform. Finally, Fourier Transform was performed to calculate the dislocation cell size,
dislocation spacing, and dislocation cell wall width. The relationships between dislocation
cell size and peak GND density, dislocation cell size and dislocation spacing, and dislocation
cell size and cell wall width were investigated. A linear relationship was obtained between
these variables, and a length scale was defined. The length scale is compared qualitatively
and quantitatively with the previously proposed TEM-based discrete methods. The results
found in Chapter 4 using SEM-based continuum methods and Fourier Transform agree with
those found by TEM-based discrete methods. The comparison shows that whereas TEM-
based discrete methods characterize the dislocation densities only in a small length scale,
the SEM-based continuum method is ideal for multiple scale characterization ranging from
2500 nm to 100 nm spatial resolution.
4
Chapter 2
Spatially Resolved Net Burgers Density
Vector in a Deformed Single Crystal
2.1 Introduction
Existing methods, which are used for validation purpose such as tensile tests, compression
tests, torsion tests, nanoindentation and hardness measurements, give the average respon-
se of a system. The average response of a system is mainly determined by the force vs.
displacement curve or the stress-strain history. However, the actual deformed state of the
material, in other words, the spatially resolved defects in the material cannot be obtained
directly through these techniques.
Our objective is to define a new variable, β, for validation of elastic-plastic constitutive
models in order to obtain direct information associated with the state of the material. To do
so, a newly developed SEM and High Resolution Electron Back Scattered Diffraction (HR-
EBSD) method was used to measure in-plane lattice rotations. The gradient of in-plane
lattice rotation field gives the non-zero components of the lattice curvature tensor, which
correspond to non-zero components of Nye’s dislocation density tensor. Nye’s dislocation
tensor, which is a linear transformation of a unit tangent line vector to the net Burgers
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density vector, serves as a linkage between elastic and plastic deformation. The orientation
of the net Burgers density vector determines the newly defined β-quantity, and the spatially
resolved β-fields, which quantifies the spatially resolved defect densities for a material in
its deformed state. β-fields are also utilized to determine and characterize the slip system
activities. The effects of the hardening parameters, which are introduced by two different
hardening models, on the β-field were analyzed, and used experimental data as a benchmark.
The paper is organized as follows. The theoretical background of the net Burgers density
vector including the calculation of its magnitude and orientation is discussed in Section 2.2.
Section 2.3, experimental background, mainly deals with the deformed and undeformed con-
figuration of the specimen, experimental setup and understanding of the crystallographic
and effective in-plane slip systems. The representation and orientation of effective slip syste-
ms are summarized and illustrated in Section 2.3. The finite element model with relevant
parameters is briefly described in Section 2.4. Two different hardening models, which are
used in the finite element simulations, are described. The hardening parameters associated
with the hardening models are defined and listed in Subsection 2.4.1. The β-fields pertaining
to the experiment and finite element simulations, which employ different hardening models,
are presented and discussed in Section 2.5. Concluding remarks are given in Section 2.6.
2.2 Theoretical Background
Metals are known to have crystal structures defined by periodic arrangement of atoms. A
small representation of the periodic arrangement of metal atoms on the sub-micron scale,
is shown in Fig. 2.1(a). The circuit enclose a region starting from point S and finishing at
point F. By introducing an extra half plane of atoms the lattice equilibrium positions will
change, as shown in Fig. 2.1(b), and the circuit becomes disconnected. In order to close
the circuit, a vector, b, is drawn starting from S to F. This vector is called Burgers vector,
and it represents the amount of slip due to a single dislocation (i.e. the atomic half plane).
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Figure 2.1: Crystal lattice and the Burgers circuits: (a) Crystal lattice without any dislo-
cation, (b) Crystal lattice with a single dislocation and the Burgers vector, b, (c) Crystal
body bounded by Γ circuit, (d) Crystal body with multiple dislocations and the net Burgers
vector, bpnet.
When we zoom out to take a larger area into consideration, we enclose it by circuit Γ and
introduce several dislocations, as illustrated in Fig. 2.1(c). As a result, the gap between S
and F is closed by the net Burgers vector. It is shown in Fig. 2.1(d) as bpnet which represents
the net signed dislocations. The net Burgers vector density, also called the net closure failure
density, is obtained by normalizing the net Burgers vector by A, which is the area within Γ.




, is measurable using discrete methods via TEM.
The net Burgers density vector can be quantified as
B = α · `, (2.1)
where α is Nye’s tensor (also called dislocation density tensor), and ` is the out-of-plane unit
normal vector when the Burgers circuit, Γ, is taken in a right-hand sense. The dislocation
density tensor is a measure of incompatibility serving as a link between the elastic defor-
mation and plastic deformation of the crystal. It can be expressed in terms of the elastic
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deformation
αji = −κij + δijκkk + eipkεeljk,p, (2.2)
where κij is the lattice curvature tensor, δij is the Kronecker delta, eipk is the permutation
tensor, εeljkis the elastic strain of the crystal lattice, and εeljk,p is the elastic strain gradient.
The magnitude of the components of the elastic strain gradient is significantly less than the
magnitude of the lattice curvatures in Eq. (2.2). As a result, the elastic strain gradient is
negligible considering a plane strain deformation state and finite deformation kinematics, as
shown by Kysar et al. [46]. The lattice curvatures are basically the lattice rotation gradients
which can be calculated via numerical differentiation of the lattice rotation measurements




i, j = 1, 2, 3. (2.3)
The lattice rotations about x1−, x2−, and x3−axes are represented by ω1, ω2, and ω3, re-
spectively. For the plane strain deformation state we make the approximation to assume
out-of-plane lattice rotations, ω1 and ω2, are negligible comparing to ω3, that is ω1 = ω2 = 0.
The nonzero components of the lattice curvature tensor are obtained from the in-plane lattice
rotation, ω3. Lattice orientations are measurable via High Resolution Electron Backscatter
Diffraction (HR-EBSD) or other methods such as X-ray microbeam diffraction, Orienta-
tion Imaging Microscopy [4] and Transmission Electron Microscopy [17]. Then, the matrix







where κ31 = ∂ω3∂x1 and κ32 =
∂ω3
∂x2
, respectively. It is obvious that the trace of the lattice
curvature tensor, κkk, is zero. By considering the plane strain deformation state, Eq. (2.2),
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which is also called elastic incompatibility equation, can be reduced to Eq. (2.5), which is
expressed as
αji ≈ −κij. (2.5)
Consequently, the non-zero components of the dislocation density tensor in the reference
coordinate frame are α13 ≈ −κ31 and α23 ≈ −κ32. These components are measurable
through continuum methods via SEM. Then, the Nye’s dislocation density tensor can now







By applying a coordinate transformation to Eq. (2.6) one can obtain the Nye’s dislocation
density tensor in a local crystallographic coordinate frame as
α
′
ij = mikmjlαkl, (2.7)
where αkl is the Nye’s dislocation density tensor in the reference coordinate frame, and mij




− sinω3 cosω3 0
0 0 1
.
Following the transformation law for second-rank tensors described by Eq. (2.7), the non-zero
components of the Nye’s dislocation density tensor in the local crystallographic coordinate
frame, α′ij can be expressed as
α′13 = α13 cosω3 + α23 sinω3 (2.8a)
α′23 = −α13 sinω3 + α23 cosω3. (2.8b)
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We now turn our attention back to the Eq. (2.1) to determine the magnitude and the
direction of net Burgers density vector, B, which will be defined in the local crystallographic
coordinate frame. In this case, the out-of-plane unit normal vector is in the direction of
x
′
3− axis, that is `=ê′3. By substituting Eq. (2.8) and ` into the Eq. (2.1), the net Burgers












































has the units of length/area or 1/lengths. The orientation angle of the net Burgers density









This newly introduced quantity is called the β-variable, and is used to monitor the activity
of effective slip systems in the deformed region. The plots illustrating these characteristic
regions are called the β-fields. Orientation of the effective in-plane slip systems and the net
Burgers density vector in local crystallographic coordinate frame is shown in Fig. 2.2. The
range of β and potentially active effective slip systems in those specific ranges are listed in
Table 2.1.
2.3 Experimental Background
A high purity rectangular parallelepiped nickel single crystal with 1 cm edges was used as a
specimen. In order to indent the specimen a line load parallel to the [110] direction of the














Figure 2.2: Orientation of effective in-plane slip systems and net Burgers density vector in
local crystallographic coordinate frame. Coordinate frame is divided into six sectors that
represent the ranges of β.
Table 2.1: The range of β and potentially active effective slip systems in that specific range.
This table provides information to interpret the β-fields. If β equals to the characteristic
slip orientation angles such as −125.3◦, −54.7◦, 0◦, 54.7◦, 125.3◦ and 180◦, then a single slip
system is expected to be activated; if β is in a sector, then two slip systems are expected to
be activated.
Sector Range of β Potentially active
effective slip systems
I −180◦ < β < −125.3◦ -1,-2
β = −125.3◦ -1
II −125.3◦ < β < −54.7◦ -1,-3
β = −54.7◦ -3
III −54.7◦ < β < 0◦ -2,-3
β = 0◦ 2
IV 0◦ < β < 54.7◦ 1,2
β = 54.7◦ 1
V 54.7◦ < β < 125.3◦ 1,3
β = 125.3◦ 3
VI 125.3◦ < β < 180◦ 2,3
β = 180◦ -2
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Figure 2.3: Force as a function of displacement.
wedge indenter with an included angle of 90◦. The nominal total depth of indentation
was ∼ 200µm, and after unloading the final indentation depth was measured as ∼ 160µm,
which is very small compared to the dimensions of the specimen so as to maintain small
scale yielding conditions. The force vs. displacement relation was measured during the
indentation process as shown in Fig. 2.3.
The crystallographic slip systems in an FCC single crystal are known to be in the [110]
directions and on {111} close packed planes. The smallest possible perfect dislocation Bur-
gers vector is 1
2
[110] and its magnitude is b = a/
√
2, where a is the lattice parameter (e.g.
Hirth and Lothe [35]). The effective in-plane slip systems is preferably used in this study
to distinguish the crystallographic slip systems from the slip systems created in (110) plane
under the load which is applied parallel to the [110] direction. The orientations of crysta-
llographic slip systems and effective in-plane slip systems are explained by Kysar et al. [46]
and Kysar et al. [45].
Prior to the deformation analysis, the relation between the crystallographic slip systems
and the effective in-plane slip systems must be well understood. Rice [64] showed that under
the application of a line load in [110] directions into the surface of (001)-planes, and under
the assumption of having the same critical resolved shear stress (τCRSS), crystallographic
slip systems (11̄1)[1̄01] and (11̄1)[011] will be activated in equal amounts by experiencing
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the same resolved shear stress. These coplanar slip systems combine to form an effective
slip system on the (11̄1) plane in the direction of [1̄12]. The resulting effective slip system
is called Slip System 1, and the unit slip vector of the Slip System 1 is denoted as S(1),
which is oriented at an angle of φ1 = 54.7◦. Crystallographic slip systems (111)[1̄10] and
(1̄1̄1)[1̄10] experience the same resolved shear stress under the identical conditions described
above. These collinear slip systems combine to form an effective slip system, Slip System 2,
on effective (001) planes and [1̄10] slip direction. The unit vector of Slip System 2 is denoted
as S(2) and is oriented at an angle of φ2 = 0◦. Similarly, the (11̄1̄)[101] and (11̄1̄)[01̄1]
crystallographic slip systems experience the same resolved shear stress, and combine to form
the effective in-plane slip system which is called Slip System 3. This effective slip system is
activated on (11̄1̄) plane and in the direction of [11̄2]. The unit vector of Slip System 3 is
denoted as S(3) and is oriented at an angle of φ3 = 125.3◦. Activation of the remaining slip
systems on the (110)-planes will occur only due to any misalignment of the experimental
set up, or subsequent large out-of-plane deformation and will slip in a very small amount
relative to the slip systems described above. Therefore, these crystallographic slip systems
are considered to have no contribution during plane strain plastic deformation (e.g. Kysar
et al. [45] and Kysar et al. [46]). The single crystal specimen before and after the indentation
process and the effective in-plane slip systems are illustrated in Fig. 2.4.
The unit slip vectors, S(α), slip orientations φ(α), and geometric parameters, λ(α) are listed
in Table 2.2. The relation between the unit slip vector in each effective slip system, S(α) and
the unit slip plane normal to each effective slip plane, N(α) is defined as N(α) = T(α) × S(α),
where T(α) is the unit tangent line vector for each of the three effective in-plane dislocations
is taken in the positive x′3-axis direction. The directions of S(α) are relative to the local
crystallographic coordinate frame. The magnitude of the crystallographic Burgers vector, b,















Figure 2.4: The single crystal specimen before and after the indentation process: (a) Orienta-
tion of nickel single crystal specimen in reference (global) coordinate frame, (b) Orientation
of effective slip systems in local crystallographic coordinate frame.
Table 2.2: Unit slip vectors and orientations of effective plane strain slip systems in FCC
crystal expressed in local coordinate frame. The effective unit tangent vector is T(α) = ê′3
for each effective slip system.
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√
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(3) = 125.3◦ 2√
3
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2.4 Finite Element Simulation
A series of finite element simulations were performed to analyze the elastic-plastic behavior
of a nickel single crystal which is deformed through a wedge indentation process. The finite
element analysis was carried out using a commercial software package (ABAQUS/Standard,
v.6.10) by employing a UMAT, user-material subroutine, for single crystal plasticity written
by Huang [37] and modified by Kysar [43]. The objectives of the finite element analysis are to
determine the slip system activities in the deformed domain, obtain the β-field to characterize
the spatial distribution of the net Burgers density vector, and analyze the influence of the
different hardening parameters on the β-field. The hardening parameters are introduced by
two hardening models that will be explained in detail under Subsection 2.4.1.
Only the portion of the specimen to the right of the midline was modeled by using plane
strain bi-linear four-noded quadrilateral elements. The geometry of the wedge indenter
and the undeformed single crystal specimen is illustrated in Fig. 2.5(a). A 90◦-angle wedge
indenter with a 100 µm radius of curvature at the tip was modeled as a line segment. A small
portion of the deformed mesh immediately under the wedge indenter is shown in Fig. 2.5(b).
Nodal displacements in the x2−direction were constrained to be zero at the base of the
specimen, and the nodal displacements in the x1− direction were constrained to be zero on
the midline.
Anisotropic elastic properties for nickel (C11 = 246.5 GPa, C12 = 147.3 GPa, and the
C44 = 124.7 GPa) were used (Hirth and Lothe [35]). Two phenomenological hardening
models with the hardening parameters listed in Table 2.3 and Table 2.4 were employed in
the finite element simulations. The indenter was modeled as a rigid body and displaced
quasi-statically into the meshed region. The coefficient of friction between the indenter and










Figure 2.5: Finite element mesh: (a) geometry of mesh and rigid indenter; (b) deformed
mesh after the indentation process
Figure 2.6: Hardening stages in an FCC single crystal based upon Wu et al. [70]: Easy glide,
Rapid hardening and Parabolic hardening
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2.4.1 Hardening Models
Hill [34] showed that the hardening rate of each slip system is a function of the slip rate on






where N is the total number of slip systems, γ̇ is the slip rate and hαβ is the hardening mo-
duli matrix which is determined by different hardening models. The first phenomenological
hardening model used in the present work was introduced by Pierce, Asaro, and Needleman
[59], which will be referred to as the PAN hardening model. The second one was introduced
by Bassani and Wu [10], which will be referred to as the BW hardening model.
The PAN model proposes two hardening moduli,
hαα = h(γ) = h0 sech
2
∣∣∣∣ h0γτs − τ0
∣∣∣∣ , (2.12a)
hαβ = qh(γ) (α 6= β), (2.12b)
where hαα term is known as the self-hardening modulus, h0 is the initial hardening modulus,
τs is the saturation strength, τ0 is the initial yield stress (i.e. τ0 = τ (α)(0)). The term hαβ
(for α 6= β) is known as the latent hardening modulus, and q is the latent hardening ratio,
which is the ratio of the latent hardening rate to the self hardening rate of a slip system.







Bassani and Wu [10] proposed a hardening model, which describes the three hardening
stages of an FCC single crystal as shown in Fig. 2.6. The self hardening (active hardening)
and latent hardening moduli are expressed by the BW model as
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hαα = F (γ




∣∣∣∣(h0 − hs)γ(α)τs − τ0
∣∣∣∣+ hs] , (2.14b)







hαβ = qhαα (α 6= β), (2.14d)
where hs is the hardening modulus during easy glide, F (γ(α)) is the instantaneous hardening
modulus under single slip, and G is the function taking into account the effect of cross-
hardening or interaction of slip systems. It can be inferred from the equation above that
during the easy glide stage, G = 1 and the slip hardening behavior is represented by the
function F . In the rapid hardening stage, due to the interaction between the primary and
secondary slip, the forest hardening occurs and this hardening behavior is represented by
the function G. γ0 is the strain level after which the interaction between slip system α and
slip system β reaches the peak strength. fαβ denotes the strength of the slip interaction
between the slip systems. For FCC single crystals there are five distinct slip interactions.
The first type of interaction is the interaction which does not result in any junction, in other
words, the net Burgers vector from two slip system interaction is parallel to the original one.
The second type of interaction is the so called Hirth lock, and the third type of interaction
forms coplanar junctions, where the net Burgers vector is the sum of the two Burgers vector
representing slip systems in interaction. The fourth and fifth type of interactions are formed
by glissile and sessile (also referred to as Lomer-Cottrell lock) junctions, respectively (Bassani
and Wu [10]).
The latent hardening ratio, q, can be measured through different methods. The first
measurement method, which is a combination of two successive tensile tests, is summarized
by Franciosi et al. [25], Wu et al. [70], and Asaro [8]. A uniaxial tensile load is applied to
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Table 2.3: The hardening parameters used in finite element simulations in which material is
assumed to show PAN hardening behavior. Latent hardening ratio (q) varies between 1 and
1.6. Saturation stress (τs) and initial hardening modulus (h0) are given in terms of initial
yield stress (τ0), which is taken as 1 MPa for each simulation.
Simulation # q τs/τ0 h0/τ0
1 1.0 5 10
2 1.0 5 1
3 1.0 2 10
4 1.0 2 1
5 1.2 5 10
6 1.4 5 10
7 1.6 5 10
Table 2.4: The hardening parameters used in finite element simulations in which material is
assumed to show BW hardening behavior. Latent hardening ratio (q) is taken as 0 for each
simulation. The hardening parameters used in simulations #5 and #6 are recommended by
Kysar [44] and Bassani and Wu [10], respectively.
Simulation # q τs/τ0 h0/τ0 hs/τ0 γ0 f0
1 0 2 2 1 0.001 7.2
2 0 5 11 1 0.001 7.2
3 0 2 11 1 0.001 7.2
4 0 5 2 1 0.001 7.2
5 0 1.24 0.7 38.7 0.001 7.2
6 0 1.3 1.5 90 0.001 8
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an annealed high purity single crystal specimen, which is referred to as parent specimen.
The specimen is deformed such that a small amount of plastic straining results. After
imposing this plastic prestrain, smaller samples in different orientations are cut from the
parent specimen and secondary tensile tests are applied to the new specimens. Whereas
only one slip system, referred to as the primary slip system, is assumed to be activated
during the primary test, new slip systems, which are previously latent, are activated during
the secondary test. The initial yield stress associated with the primary test can then be
obtained from the resolved shear stress-shear strain history. A method of back extrapolation
is used to determine the initial yield stress in the secondary test. Therefore, the latent
hardening ratio is the ratio of the initial yield stress of the secondary test to the initial yield
stress of the primary test.
The second method to measure the latent hardening ratio is by means of X-ray diffraction
and continual microscopical examination, which was proposed by Piercy et al. [60]. In-situ
X-ray diffraction is used to determine the crystallographic orientation of the tensile axis at
the onset of the activation of a conjugate slip system (or a secondary system). The change
of the slope on the load-extension curve reveals the onset of a conjugate slip system. The
resolved shear stress on the conjugate and primary system is calculated to determine the
latent hardening ratio, which is the rate of critical resolved shear stress on the conjugate
system to the critical resolved shear stress on the primary system.
The recommended values of the latent hardening ratio is in the range of 1 ≤ q ≤ 1.6
for the PAN hardening model. The special case of Taylor, or isotropic, hardening is given
by q = 1.0. In this case, due to the isotropic hardening, the hexagonal yield locus expands
equally in all directions in stress space. If q > 1.0, then latent slip systems harden faster than
the active slip systems (Kocks [39]). The facets of the yield locus correspond to a single slip
and the vertices correspond to a double slip. q = 0 is referred to as diagonal hardening, and
it is the recommended value for the BW model. Diagonal hardening effect can be observed
either at vertex or on a facet of the yield locus. In the case of diagonal hardening observed
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at a vertex, the three facets of the yield locus extend to form a triple point, which represents
a triple slip. The diagonal hardening can be observed on a facet as the offset of two facets
of the initial yield locus (Cuitino and Ortiz [15]).
2.5 Results and Discussion
This section consists of five subsections which mainly present the experimental and finite
element simulation results. Crystal lattice rotations and the β-fields obtained after the
deformation of a nickel single crystal by a wedge indenter are illustrated in Section 2.5.1.
The data presented in this section is in the form of the as-measured experimental fields. The
smoothing, or averaging was not applied to the data.
To be able to compare the experimental fields to finite element simulations we introduce
filtering of the experimental data in Section 2.5.2. After applying the filtering process, a
direct comparison between filtered and raw data is shown. We use a 2D Fourier transform
to show that the small scale variations are no longer present in the filtered data.
In section 2.5.3, we compare the experimental β−fields to the β−fields obtained from
the PAN simulations. Depending upon the simulation parameters, some of the β−field
patterns coming from the PAN simulations do not fit the experimental β−fields. These
figures are also presented in this section so as to show how the β−fields are sensitive to the
hardening parameters that are used in finite element simulations. In the end of this section,
a new approach, which illustrates the directions of the net Burgers density vector across
the deformed surface through streamtraces, is presented. The directions are shown through
the streamtraces for both finite element analysis and the experimental data in order to fully
analyze the spatially resolved net Burgers density vector. Similarly, in section 2.5.4, the
procedure is repeated for the BW finite element simulations.
In Section 3.2, a finer analysis is performed. The filtered experimental results are compa-
red to simulation results along arcs with different radii, which are 1.5, 2.0, 2.5 and 3.0 times
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(a) (b)
Figure 2.7: Experimentally obtained crystal lattice rotations: (a) In-plane lattice rotation,
ω3, (rotation about x3-axis); (b) Out-of-plane lattice rotation, ωout
the maximum indentation depth to capture the small scale mechanical behavior.
2.5.1 Experimental Findings
A full description of the indentation process is explained in Section 2.3. After indentation p-
rocess, the lattice rotation measurements were performed so as to capture the lattice rotation
field. To do so, a mid-section of the single crystal, which is perpendicular to [110] direction,
was exposed with the wire EDM. The newly exposed surface was then electrochemically
polished in order to analyze the plane strain deformation state on this surface using High
Resolution Electron Back-scattered Diffraction (HR-EBSD) with a 2.5µm spatial resolution.
HR-EBSD equipment and the measurement method can be find in [46]. The rotations about
x1−, x2−, and x3−axes, which are represented by ω1, ω2, and ω3, respectively, were obtai-
ned. The measured in-plane lattice rotation, ω3, is illustrated in Fig. 2.7(a). The rotation
field of ω3 varies between −30◦ and +30◦ as shown in Fig. 2.7(a). It can also be observed
that the rotation field is antisymmetric about the midline, which is the vertical axis passes
through the indenter tip, and there is a jump discontinuity on the midline.
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Figure 2.8: β−field after elastic-plastic deformation of the nickel single crystal through a
wedge indentation process. Maximum depth of indentation, a, is 160 µm.
In-plane lattice rotation is the counterclockwise rotation about x3−axis as described in
Section 2.2 and the counterclockwise rotation was considered as a positive sense of rotation.
ω1 and ω2 were measured as zero, which shows that ω1 = ω2 = 0 is a very good approximation
for the plane strain deformation state. The out-of-plane lattice rotation, ωout is defined as
the angle between x′3 ([110] direction of the local crystallographic coordinate frame) and the
normal of the newly exposed surface of the specimen. The measured out-of-plane lattice
rotation is almost zero across the surface as shown in Fig. 2.7(b).
The β-field obtained from the measurement of the lattice rotation field is shown in Fi-
g. 2.8. Experimentally obtained β-variables vary between −180◦and 180◦. The coordinate
frame of β-field is divided into six sectors as shown in Fig. 2.2 and Table 2.1 by taking into
account of the characteristic orientation angles of effective slip systems, which are −180◦,
−125.3◦, −54.7◦, 0◦, 54.7◦, 125.3◦ and 180◦. One can easily analyze the β-field using Ta-
ble. 2.1 to monitor the activity of the slip systems. Each color correspond to an activity
region of a slip system. The regions, which are away from the indenter tip, do not expe-
rience extreme plastic deformation under the assumption of plane-strain deformation state.
As shown in Fig. 2.8, the colors on the β-field look discrete so that it is hard to determine
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the boundaries of the slip activity regions. In other words, the activity of the slip systems
cannot be monitored using color legend provided with the β-field. In order to avoid this, a
filtering process was applied to the experimental β-field to determine the boundaries of the
slip activity regions, which are represented by different color schemes.
2.5.2 Filtering of Experimental Data
In order to eliminate the small variations on the experimental β-field and to detect the boun-
daries of the slip activity regions, a filtering process was applied. This enables us to make
a finer analysis to compare the experimental β-field to the β-field obtained from Finite Ele-
ment Simulations. Two-dimensional Fast Fourier Transform and various types of 2D filtering
methods were performed using MATLAB commercial software to find the correct filtering
method and the correct set of filtering parameters. Finally, 2D Low Pass Filtering and 2D
Median Filtering were decided to use, and implemented to experimental β-field to remove
the small variations and striations on the β-field. Various types of filtering parameters were
adjusted so as to obtain continuous experimental β-field which can be used as a benchmark
against finite element simulation results. The β-fields before and after the 2D filtering process
are illustrated in Fig. 2.9. 2D Median Filtering method gave significant results comparing to
the 2D Low Pass Filtering method. 2D Median Filtering creates matrices in two dimensions
which are m by n neighborhood around the raw data points. The new output data points
generate the median values in this m by n matrices. The field of new output data points
form 2D filtered experimental β-field as shown in Fig. 2.9b. Two-dimensional Fast Fourier
Transform of filtered and unfiltered data are also illustrated in Fig. 2.9c and Fig. 2.9d to
see the effect of the spatial frequencies in vertical and horizontal directions. Fig. 2.9c shows
that the spatial frequencies have significant effect in both vertical and horizontal directions.
Whereas the low spatial frequency variations represent the boundary value problem, high
spatial frequency variations represent the discreteness of the material coming from the spa-
tially resolved defect densities. After removing high frequency spatial variations via filtering
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process, the boundaries of the slip activity regions, which are represented by different colors,
can be detected as shown in Fig. 2.9(b).
2.5.3 Comparison of the Experimental and PAN Simulation Results
Experimental β−field was compared to Pierce, Asaro and Needleman (PAN) Finite Element
Simulation results in order to verify the β-quantity which monitors the activity of slip systems
in a deformed zone. In this subsection, the parameters were selected by considering the
hardening relations defined by PAN Hardening Model. The list of the parameters used in
the simulations is given in Table 2.3. While the experimental β-field has good agreement
with the simulations #1, #5, #6 and #7 as shown in Fig. 2.10, it has no agreement with
the simulations #2, #3 and #4 as illustrated in Fig. 2.11.
Simulation #6 and simulation #7 have identical τs/τ0 and h0/τ0 ratio, which are 5 and 10,
respectively. The latent hardening ratios (q) are slightly different from each other as shown in
Fig. 2.10. These latent hardening ratios are the recommended values for nickel single crystal
as discussed in Section 2.4.1. Observing the color maps shown in Fig. 2.10(b) and Fig. 2.10(c),
one can easily determine from left to right that the dominant color pattern is red, blue,
yellow, red and green, successively. The contour maps (β−fields) can be interpreted using
legend values in degrees. Dominant red color represents 54.7◦, which is the characteristic
angle of Slip System 1, in other words, Slip System 1 is active in the red zone. Blue region is
represented by the angle ranging between −125.3◦ and −180◦, which means that Slip System
-1 and Slip System -2 are active in this region. Similarly, yellow region is represented by
0◦, and this angle indicates that only the Slip System 2 is active in the region. For green
region, Slip System -3 is dominantly active, and the field close to the (001) surface, which is
away from the indentation tip, indicates an elastic deformation that will be analyzed later.
In order to obtain vector representation of the net Burgers Density Vector, a streamtrace
analysis was performed using Tecplot 360 Commercial Software. Experimental α′13 and α
′
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which are x′1and x
′




Figure 2.9: Two-dimensional (2D) filtering of experimental β-field: (a) Unfiltered experi-
mental β-field; (b) 2D filtered experimental β-field; (c) 2D Fourier Transform of unfiltered





Figure 2.10: Comparison of the experimental β-field and the β-field associated with Finite
Element Simulations employing PAN Hardening Model: (a) Right half portion of experi-
mental β-field. The axes are normalized by a, maximum depth of indentation; (b) PAN
Simulation#6, parameters: q = 1.4, τs/τ0 = 5, h0/τ0 = 10; (c) PAN Simulation#7, parame-
ters: q = 1.6, τs/τ0 = 5, h0/τ0 = 10; (d) PAN Simulation#1, parameters: q = 1.0, τs/τ0 = 5,




Figure 2.11: β−fields obtained from PAN Finite Element Simulations that do not fit the
experimental β-field: (a) PAN Simulation#2, parameters: q = 1.0, τs/τ0 = 5, h0/τ0 = 1; (b)
PAN Simulation#3, parameters: q = 1.0, τs/τ0 = 2, h0/τ0 = 10; (c) PAN Simulation#4,
parameters: q = 1.0, τs/τ0 = 2, h0/τ0 = 1.
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23 components form the net Burgers Density Vector, which is shown in Fig. 2.12(a).
The streamtraces represent the directions of the net Burgers Density Vector across the de-
formed surface. For the finite element simulations associated with PAN Hardening Model,
the vectors α′13 and α
′
23 were directly calculated by employing the rotation field obtained
through Finite Element Method. The directions of the net Burgers density vector across the
deformed surface in both experimental and PAN simulations are illustrated in Fig. 2.12.
2.5.4 Comparison of the Experimental and BW Simulation Results
A similar comparative analysis has been performed for the Finite Element Simulations asso-
ciated with Bassani and Wu (BW) Model. The simulation parameters associated with the
BW Hardening Model are listed in Table 2.4. For this comparative analysis, whereas the
experimental β−field has good agreement with simulation #5 and simulation #6 as illust-
rated in Fig. 2.13, it has no agreement with the simulations #1, #2, #3 and #4 as shown in
Fig. 2.14. Diagonal hardening was considered for each simulation, and the results obtained
from the simulations having q = 0, τs/τ0 = 1.24, h0/τ0 = 0.7, hs/τ0 = 38.7, γ0 = 0.001,
f0 = 7.2 and q = 0, τs/τ0 = 1.3, h0/τ0 = 1.5, hs/τ0 = 90, γ0 = 0.001, f0 = 7.2 parameter
sets are consistent with the experimental results.
A streamtace analysis was performed also for the BW simulation results by analogy with
the objective outlined in Subsection 2.5.3. Similarly, the directions of the net Burgers density
vector across the deformed surface in both experimental and BW simulations are illustrated
in Fig. 2.15.
2.5.5 Analysis of the β−fields Along Arcs (β vs. θ)
The β-variable is extracted from the β−fields along the 90-degree arcs, C1, C2, C3, and C4
as shown in Fig. 3.1 in order to get detailed information about the state of the material.





Figure 2.12: β−fields with the directions of the net Burgers density vector: (a) Net Burgers
Density Vector on the experimental β−field; (b) PAN Simulation#1; (c) PAN Simulation#5;




Figure 2.13: Comparison of the experimental β−field and the β−field associated with Finite
Element Simulations employing BW Hardening Model: (a) Right half portion of experi-
mental β−field. The axes are normalized by a, maximum depth of indentation; (b) BW
Simulation#5, parameters: q = 0, τs/τ0 = 1.24, h0/τ0 = 0.7, hs/τ0 = 38.7, γ0 = 0.001,
f0 = 7.2; (c) BW Simulation#6, parameters: q = 0, τs/τ0 = 1.3, h0/τ0 = 1.5, hs/τ0 = 90,




Figure 2.14: β-fields obtained from BW Finite Element Simulations that do not fit the
experimental β−field: (a) BW Simulation#1, parameters: q = 0, τs/τ0 = 2, h0/τ0 = 2,
hs/τ0 = 1, γ0 = 0.001, f0 = 7.2; (b) BW Simulation#2, parameters: q = 0, τs/τ0 = 5,
h0/τ0 = 11, hs/τ0 = 1, γ0 = 0.001, f0 = 7.2; (c) BW Simulation#3, parameters: q = 0,
τs/τ0 = 2, h0/τ0 = 11, hs/τ0 = 1, γ0 = 0.001, f0 = 7.2; (d) BW Simulation#4, parameters:




Figure 2.15: β-fields with the directions of the net Burgers density vector: (a) Net Burgers
Density Vector on experimental β-field; (b) Net Burgers Density Vector on the β-field obtai-







C1 C2 C3 C4
Figure 2.16: Construction of β vs. θ Analysis: r1 = 1.5a, r2 = 2a, r3 = 2.5a, and r4 = 3a.
deformation state. θ is the angle as shown in Fig. 3.1, and it is in the range of [−90◦ 0◦].
The axes are normalized by a which is the maximum depth of indentation. As previously
discussed, the maximum depth of indentation was measured as 160µm. The r values in the
Fig. 3.1, r1, r2, r3, and r4, are the radii of the 90-degree arcs, C1, C2, C3, and C4, respectively.
A comparative analysis was performed in order to monitor the variation of the β along C1,
C2, C3, and C4. Filtered experimental data was extracted and compared to PAN Simulation
#1 in Fig. 2.17 as an example case. Whereas the as-filtered β-values along the 90-degree
arcs, C1, C2, which are close to the tip of the wedge indenter as shown in Fig. 2.17(a) and
Fig. 2.17(b) do not have a good agreement with the β-values obtained from FEM simulations,
the β-values along the 90-degree arcs, C3, C4, have a good agreement with those obtained
from FEM simulations as illustrated in Fig. 2.17(c) and Fig. 2.17(d). This is attributed to
the relatively large rotations occurred in the area in between the indenter tip and C2, whose




Figure 2.17: Variations of the β along C1, C2, C3, and C4: (a) β vs. θ for r/a = 1.5; (b) β
vs. θ for r/a = 2.0; (c) β vs. θ curves for r/a = 2.5; (d) β vs. θ for r/a = 3.0.
35
2.6 Conclusions
A line load parallel to the [110] direction of a rectangular parallelepiped nickel single cr-
ystal was applied into (001) surface of the nickel single crystal resulting two dimensional
plane-stress deformation state. Only three effective in-plane slip systems were activated on
the deformed single crystal experiencing zero out-of-plane lattice rotation. In-plane lattice
orientations were measured experimentally through recently developed HR-EBSD, and also
calculated through single crystal plasticity simulations. Lattice curvatures were calculated
by taking the numerical differentiation of the in-plane lattice orientations on the deformed
non-uniform grid. Nye’s dislocation density tensor was then formed by the non-zero co-
mponents of the lattice curvature tensor. Transformation rules were applied to the Nye’s
dislocation density tensor, which serves as a link between elastic and plastic deformation
states, in order to calculate the magnitude and the direction of the net Burgers density ve-
ctor, which is a continuum manifestation of the Burgers circuit. A new variable, β, which
is the representation of the orientation of the net Burgers density vector, was introduced
to capture the activity of the effective slip systems on the deformed single crystal. β-fields
were then obtained through both experimentally and finite element simulations employing
two hardening rules. β-fields obtained from the experiment was compared to the single cr-
ystal plasticity simulations, and the activity of the slip systems were investigated for both
experimental case and FEM solutions.
Existing experimental methods characterize the average response of an elastic-plastic
system. The distribution of spatially resolved net Burgers density vector in a deformed
single crystal was analyzed to measure the state of the material after extensive plastic defo-
rmation. Experimental β-fields were obtained using rotation fields with a spatial resolution
of 2.5µm. The β-fields were obtained as an experimental benchmark for validation of elastic-
plastic constitutive relations. The directions of the net Burgers density vector through the





The present work is a follow-up study of the paper which is presented in Chapter 2. In this
chapter, a detailed analysis was carried out in order to monitor the β quantity along the
arcs across the surface of the deformed nickel single crystal. Our objective is to analyze the
influence of the hardening parameters on the β-variable and the β-field. The parameters in
question are the latent hardening ratio, initial hardening modulus, and the saturation stress.
The results pertaining to the each analysis are given in Section 3.3. To be able to get a finer
information about the state of the deformed single crystal, variations of the individual plastic
slips and slip rates along the arcs were investigated through finite element simulations. In the
end of this work, the yield surface analysis was performed to capture elastic-plastic behavior
of the deformed single crystal. The yield surfaces were generated after obtaining the stress
space, which also gives information about the activity of the slip systems.
3.2 Analysis of the Variables Along Arcs
The analysis consists of four complementary parts in order to probe four different variables
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Figure 3.1: Construction of β vs. θ Analysis: r1 = 1.5a, r2 = 2a, r3 = 2.5a, and r4 = 3a.
plane strain deformation state of the indented single crystal.
First part of the analysis is the investigation of the β-variable as a function of θ (i.e. β
vs. θ). The β-variable was extracted from the β-field along 90-degree arcs, C1, C2, C3, and
C4 as shown in Fig. 3.1. The direction of θ is shown in Fig. 3.1, and taken in the range
of [−90◦ 0◦]. The axes in the figure are normalized by a, which is the maximum depth of
indentation. As previously discussed in Chapter 2, the maximum depth of indentation was
measured as 160µm in experiments. The r values, r1, r2, r3, and r4, are the radii of the
90-degree arcs, C1, C2, C3, and C4, respectively. The results given in Subsection 3.3.1, 3.3.2
and 3.3.3 were generated based on β vs. θ analysis to be able to analyze the influence of
the hardening parameters on the β-variable and accordingly spatially resolved net Burgers
density vector fields.
Second and third part of the analysis were performed to probe the plastic strains, γ and
the dimensionless normalized slip rate, γ̇(a/ȧ) along 90-degree arcs respectively. γ vs. θ and
γ̇(a/ȧ) vs. θ curves were obtained in order to determine the variations of the slips and slip
rates associated with each slip system along 90-degree arcs, and the results are illustrated in
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Subsection 3.3.4 and 3.3.5. Activity regions of the slip systems were marked on γ vs. θ and
γ̇(a/ȧ) vs. θ plots, which were obtained from the finite element simulations. As discussed in
Chapter 2, the finite element simulations were performed by employing two hardening models
(i.e. the Pierce-Asaro-Needleman (PAN) and Bassani-Wu (BW)), and the simulation results
are presented in Subsection 3.3.4 and 3.3.5.
Fourth part of the analysis is performed to obtain the yield surfaces along 90-degree
arcs to be able to understand the elastic-plastic behavior of the material under small scale
yielding conditions, and the results are illustrated in Subsection 3.3.6.
3.3 Results and Discussion
The results pertaining to the analysis explained in detail in Section 3.2 are presented below.
The first three subsections deal with the effects of the hardening parameters on the β-
variable. The hardening parameters (i.e. latent hardening ratio, initial hardening modulus,
and saturation stress) were chosen by considering the hardening relations that were set in
Chapter 2. Seven sets of parameters associated with the PAN Hardening Model were used for
seven finite element simulations, and the other six sets of parameters were used in the finite
element simulations that employ the BW Hardening Model. Therefore, totally thirteen
simulations were performed to capture the effect of the hardening parameters on the β-
variable, in other words, the effect of the hardening parameters on the activity regions of the
effective slip systems. The next two subsections deal with the variations of the plastic strains
and the slip rates along the arcs. The results were analyzed to determine the boundaries of
the activity regions of the slip systems by marking the boundaries on the plots. In the end
of this section, the results pertaining to the stress space along the arcs are also presented to
analyze the elastic-plastic behavior of the deformed single crystal.
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3.3.1 Effect of Latent Hardening Ratio (q) on the β−variable
The results associated with four different finite element simulations were compared in order
to figure out the influence of the latent hardening ratio, q, on the β-variable and β-field. The
finite element simulations were performed considering four sets of parameters correspond to
the PAN Hardening Model. The PAN Simulations #1, #5, #6, and #7 were compared due
to only the latent hardening ratios of the simulations are different. Whereas the saturation
stress ratios (τs/τ0) and initial hardening modulus ratios (h0/τ0) are the same, the latent
hardening ratios selected for the simulations are 1.0, 1.2, 1.4 and 1.6 respectively. The results
of the simulations were probed along 90-degree arcs (i.e. C1, C2, C3, C4) and the plots were
generated as shown in Fig. 3.2 to illustrate the variation of β-variable as a function of θ.
The values on the axis of β-variable (i.e. −125.3◦, −54.7◦, 0◦, 54.7◦, 125.3◦, 180◦) are the
characteristic angles of the slip systems. The active slip systems can be distinguished by
monitoring these characteristic angles. One can easily observe from the Fig. 3.2 that there
is no significant change on the plots corresponding to different 90-degree arcs. In other
words, there is no significant effect of latent hardening ratio, q, on the β−variable and
accordingly the activity region of the effective slip systems. However, there can be observed
some changes in β as the θ angles are less than −20◦. This small change after −20◦ is
away from the indenter tip that we do not expect extreme plastic deformation. This will
be shown in the later section by probing the stress space along the arcs in order to analyze
elastic-plastic behavior of the material.
3.3.2 Effect of Initial Hardening Modulus (h0) on the β−variable
Two pairs of finite element simulations were performed, and the results of the simulations
were compared to be able to understand how the β-variable and the β-field change while
the initial hardening modulus alters. While the saturation stress ratios (τs/τ0) and the
latent hardening ratios (q) corresponding to the PAN Simulation #1 and #2 were taken as
5 and 1.0, respectively, the initial hardening modulus ratios were taken as 10 and 1. As
40












































































Figure 3.2: Effect of latent hardening ratio (q) on β-variable (Four finite element simulations
were performed by employing PAN hardening model, where τs/τ0 = 5, h0/τ0 = 10): (a) β
as a function of θ along C1; (b) β as a function of θ along C2; (c) β as a function of θ along
C3; (d) β as a function of θ along C4.
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shown in Fig. 3.3, a change in the initial hardening modulus leads to a significant change
on the β-variable and β-field, and it can be seen that the boundaries of the slip activity
regions are moving to the right or left as h0 is varying. The amount of boundary shifts
observed for C1, C2, C3 and C4 is nearly same. This shows that the boundary shifts in
the direction of θ angle. The boundary shift is observed nearly 5◦, which is almost 30%
of the initial slip activity region (i.e. the area of the slip activity region in terms of the θ
angle). The boundary shifts, which are greater than 10% of the initial slip activity region,
are considered as significant change in the parametric analysis. The influence of the initial
hardening modulus on the β-field in the large scale can be discerned by assessing the β-fields
associated with the the PAN Simulations #1 and #2.
Similarly, the effect of the initial hardening modulus was investigated by comparing
the PAN Simulations #3 and #4, in which the saturation stress ratios (τs/τ0) and the
latent hardening ratios (q) are 2 and 1.0, respectively. The initial hardening modulus ratios
correspond to the PAN simulations #3 and #4 are 10 and 1, and are as same as in the PAN
Simulations #1 and #2. As illustrated in Fig. 3.4, whereas the change in the β−variable is
small, the boundaries of the slip activity regions remained nearly same.
3.3.3 Effect of Saturation Stress (τs) on the β-variable
The variations of the β-variable were investigated for different values of the saturation stress.
The variations, which are illustrated in Fig. 3.5, show the comparison of the results obtained
by the PAN Simulations #1 and #3, in which the saturation stresses correspond to the
simulations #1 and #3 are 5 MPa and 2 MPa, respectively. It can be seen that the saturation
stress is a significant parameter that has an influence on the β-variable as well as the β-field.
The boundaries of the slip activity regions alter significantly as the saturation stress changes
as a factor of 2.5. Therefore, the saturation stress and the initial hardening modulus have
relatively high influence on the β-variable compared to the latent hardening ratio.
42




































































Figure 3.3: Effect of initial hardening modulus (h0) on the β-variable (Two finite element
simulations were compared by employing PAN hardening model, where τs/τ0 = 5, q = 1.0):
(a) β as a function of θ along C1; (b) β as a function of θ along C2; (c) β as a function of θ
along C3; (d) β as a function of θ along C4.
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Figure 3.4: Effect of initial hardening modulus, h0 on β-variable (Two finite element simula-
tions were compared by employing PAN hardening model, where τs/τ0 = 2, q = 1.0): (a) β
as a function of θ along C1; (b) β as a function of θ along C2; (c) β as a function of θ along
C3; (d) β as a function of θ along C4.
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Figure 3.5: Effect of saturation stress (τs) on β-variable (Two finite element simulations
were compared by employing PAN hardening model, where h0/τ0 = 10, q = 1.0): (a) β as a
function of θ along C1; (b) β as a function of θ along C2; (c) β as a function of θ along C3;
(d) β as a function of θ along C4.
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3.3.4 Variations of Plastic Strains and Slip Rates Associated with
the PAN Hardening Model
The β-fields obtained from the finite element simulations (i.e. the PAN simulations #6 and
#7) have a good agreement with those obtained from the experiment that can be found in
Chapter 2. To get the finer information about the β-fields, the plastic strains and normalized
slip rates corresponding to the Simulations #6 and #7 are investigated along the 90-degree
arcs. The normalized slip rates can be used to characterize the slip activity regions.
Plastic Strains and Slip Rates Associated with the PAN Simulation #6
The slips associated with each effective slip system were calculated by employing the PAN
Hardening Model, where q = 1.4, τs = 5 MPa and h0/τ0 = 10. The plastic strains are getting
smaller as moving from C1 to C4, and the plastic slips take the minimum values on C4 as
shown in Fig. 3.6. Total plastic strains along the arcs were calculated by adding up the all
individual plastic slips, γ(1), γ(2), and γ(3) (i.e. γtotal = γ(1) + γ(2) + γ(3)).
The normalized slip rates were calculated to determine the slip activity regions as illust-
rated in Fig. 3.7. After investigating the normalized slip rates along the arcs, the boundaries
of the slip activity regions were detected. The activity regions were separated from each
other by using the dashed lines. The regions were then numbered to show which slip syste-
m is dominantly active in that particular region. For instance, Fig. 3.7(d) that shows the
variations of the normalized slip rates along C4, is divided into six regions, where the boun-
daries of the regions are expressed by the range of the θ angle. The ranges of the θ for the
boundaries of the regions I, II, III, IV, and V are [−90◦,−78◦], [−78◦,−52◦], [−52◦,−38◦],
[−38◦,−35◦], and [−35◦,−10◦], respectively. The material deforms elastically in the region
which is limited by the angle less than −10◦. Therefore, only the effective Slip System 1 is
active in I, the effective Slip System 1 and 2 are active together in II, only the effective Slip
System 2 is active in III, the effective Slip System 2 and 3 are active together in IV, and
only the effective Slip System 3 is active in V.
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Figure 3.6: Total plastic strain (γtotal) and the plastic strain on each effective slip system
(γ(1), γ(2), and γ(3)) obtained by PAN hardening simulations, where q = 1.4, τs/τ0 = 5,
h0/τ0 = 10: (a) Plastic strain, γ along C1; (b) Plastic strain, γ along C2; (c) Plastic strain,
γ along C3; (d) Plastic strain, γ along C4.
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Figure 3.7: Total normalized slip rate (γ̇total(a/ȧ)) and the normalized slip rate of each effe-
ctive slip system (γ̇(1)(a/ȧ), γ̇(2)(a/ȧ), and γ̇(3)(a/ȧ)) obtained from PAN hardening model,
where q = 1.4, τs/τ0 = 5, h0/τ0 = 10: (a) Normalized slip rate, γ̇(a/ȧ) along C1; (b) Norma-
lized slip rate, γ̇(a/ȧ) along C2; (c) Normalized slip rate, γ̇(a/ȧ) along C3; (d) Normalized
slip rate, γ̇(a/ȧ) along C4.
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Plastic Strain and Slip Rates Associated with the PAN Simulation #7
The plastic strains associated with each effective slip system (i.e. γ(1), γ(2), γ(3)) and total
slips (i.e. γtotal) along the arcs are illustrated in Fig. 3.8. The results were generated by
employing the PAN Hardening Model, where q = 1.6, τs = 5 MPa and h0/τ0 = 10. The
amount of total slips in the vicinity of the indented region are larger than the slips that
are away from the indented region. In other words, the total slips associated with C1 and
C2 as illustrated in Fig. 3.8(a) and Fig. 3.8(b) are greater than those associated with C3
and C4 as illustrated in Fig. 3.8(c) and Fig. 3.8(d). Whereas the maximum total slip on C3
is approximately 45%, and the minimum total slip is occurred nearly at −7◦ as shown in
Fig. 3.8(c); the maximum total slip on C4 is approximately 32%, and the minimum total slip
is observed at −5◦ as shown in Fig. 3.8(d). However, it can be seen that the slip patterns
shifted to the right in Fig. 3.8(d), the slip patterns associated with C3 and C4 as illustrated
in Fig. 3.8(c) and Fig. 3.8(d) are very similar.
The normalized slip rates were also obtained as displayed in Fig. 3.9 to discern the slip
activity regions. It can be seen that only the single slips and the double slips were occurred
on the deformed single crystal as shown in Fig. 3.9(c) and Fig. 3.9(d). Similar to the case
in the PAN Simulation #6, only the Slip System 1 is active in I, the Slip System 1 and 2
are active together in II, only the Slip System 2 is active in III, the Slip System 2 and 3 are
active together in IV, and finally only the Slip System 3 is active in V. The boundaries of
the slip activity regions can be given by the range of θ, in this case, the θ ranges associated
with the regions in Fig. 3.9(d) are [−90◦,−78◦], [−78◦,−52◦], [−52◦,−38◦], [−38◦,−35◦],
and [−35◦,−10◦], respectively. It can be observed that the outcomes of the PAN Simulation
#6 and the PAN Simulation #7 are very similar in terms of the plastic strains and the
normalized slip rates in the finer scale. Hence, the similarities of the simulations in the large
scale are also seen in the finer scale analysis. The only difference between the parameters of
two finite element simulations is latent hardening ratio. The slip and the slip rate variations
present that the latent hardening ratio has very small influence on the slip activity regions
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Figure 3.8: Total slip (γtotal) and the slip on each effective slip system (γ(1), γ(2), and γ(3))
obtained from PAN hardening model, where q = 1.6, τs/τ0 = 5, h0/τ0 = 10: (a) Plastic
strain, γ along C1; (b) Plastic strain, γ along C2; (c) Plastic strain, γ along C3; (d) Plastic
strain, γ along C4.
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and their boundaries.
3.3.5 Variations of Plastic Strains and Slip Rates Associated with
the BW Hardening Model
Variations of the plastic strains and the normalized slip rates were also monitored by emplo-
ying the BW Hardening Model. The analysis that is similar to the one in Section 3.3.4 was
performed for the BW Simulations #5 and #6, where the β−fields have a good agreement
with the experimental β−fields in large scale as shown in Chapter 2. The plastic strain
and the normalized slip rate patterns were obtained, and the activity regions of slips were
investigated to compare the results obtained from the PAN Simulations #6 and #7 to those
obtained from the BW Simulations #5 and #6. Comparing to the PAN Hardening Model,
there are two additional parameters (i.e. hs, hardening modulus during easy glide; and f0,
strength of the slip interactions) in the BW Hardening Models to simulate the three stages
of the face centered cubic single crystals.
Plastic strains and Slip Rates Associated with the BW Simulation #5
The plastic strains, γ(1), γ(2), γ(3), γtotal, were obtained by employing the BW Simulation #5
in which q = 0, τs/τ0 = 1.24, h0/τ0 = 0.7, hs/τ0 = 38.7, γ0 = 0.001, f0 = 7.2. The plastic
strains were calculated using the diagonal hardening rule, and the total slips along the arcs
were computed by adding up the individual plastic strains. The slip patterns along the arcs,
C1, C2, C3, C4, which are very similar to those obtained from the PAN Simulations #6 and
#7, are illustrated in Fig. 3.10. The significant difference between the BW and the PAN
results is that the Slip System 3 is also active in the range of [−900 − 800]. In addition, the
variations of the total slips as shown in Fig. 3.10 are almost 2% less than those obtained
from the PAN Simulation #6.
The normalized slip rates are shown in Fig. 3.11 to investigate the slip activity regions
for the BW Simulation #5. Similar to the PAN Simulation #6 and #7, double slips and
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Figure 3.9: Total normalized slip rate (γ̇total(a/ȧ)) and the normalized slip rate of each effe-
ctive slip system (γ̇(1)(a/ȧ), γ̇(2)(a/ȧ), and γ̇(3)(a/ȧ)) obtained from PAN hardening model,
where q = 1.6, τs/τ0 = 5, h0/τ0 = 10: (a) Normalized slip rate, γ̇(a/ȧ) along C1; (b) Norma-
lized slip rate, γ̇(a/ȧ) along C2; (c) Normalized slip rate, γ̇(a/ȧ) along C3; (d) Normalized
slip rate, γ̇(a/ȧ) along C4.
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Figure 3.10: Total plastic strain (γtotal) and the plastic strain on each effective slip system
(γ(1), γ(2), and γ(3)) obtained from BW hardening model, where q = 0, τs/τ0 = 1.24, h0/τ0 =
0.7, hs/τ0 = 38.7, γ0 = 0.001, f0 = 7.2: (a) Plastic strain, γ along C1; (b) Plastic strain, γ
along C2; (c) Plastic strain, γ along C3; (d) Plastic strain, γ along C4.
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single slips are observed in the deformed single crystal. In this case, the Slip System 1 and 3
are active together in I, and the Slip System 1 and 2 are active together in II, only the Slip
System 2 is active in III, the Slip System 2 and 3 are active together in IV, and only the Slip
System 3 is active in V. The significant difference between the BW and the PAN Hardening
Models occurs in the first region. Whereas only the Slip System 1 was active in the PAN
Simulations, the Slip System 1 and 3 is active in region I. This is valid for Fig. 3.11(c)
and Fig. 3.11(d). Since there are some variations in Fig. 3.11(a) and Fig. 3.11(b) where the
90-degree arcs are close to the highly deformed indented region, the information obtained
from the Fig. 3.11(c) and Fig. 3.11(d) is utilized to compare the slip activity regions.
Plastic Strains and Slip Rates Associated with the BW Simulation #6
An analysis, which is similar to the one in Subsection 3.3.5, was carried out to interpret the
outcomes of the BW Simulation #6, where q = 0, τs/τ0 = 1.3, h0/τ0 = 1.5, hs/τ0 = 90,
γ0 = 0.001, f0 = 8. The variations of the plastic strains along the arcs are shown in Fig. 3.12,
where the amount of the total plastic strains are nearly 2% less than those obtained from
the BW Simulation #5 as illustrated in Fig. 3.10.
Similarly, the normalized slip rates are illustrated in Fig. 3.13 to investigate the activity
regions of the slip systems. It can be seen that the Slip System 1 and 3 are active together
in I, and the Slip System 1 and 2 are active together in II, only the Slip System 2 is active
in III, the Slip System 2 and 3 are active together in IV, and finally, only the Slip System
3 is active in V.
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Figure 3.11: Total normalized slip rate (γ̇total(a/ȧ)) and the normalized slip rate of each
effective slip system (γ̇(1)(a/ȧ), γ̇(2)(a/ȧ), and γ̇(3)(a/ȧ)) obtained from BW hardening model,
where q = 0, τs/τ0 = 1.24, h0/τ0 = 0.7, hs/τ0 = 38.7, γ0 = 0.001, f0 = 7.2: (a) Normalized
slip rate, γ̇(a/ȧ) along C1; (b) Normalized slip rate, γ̇(a/ȧ) along C2; (c) Normalized slip
rate, γ̇(a/ȧ) along C3; (d) Normalized slip rate, γ̇(a/ȧ) along C4.
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Figure 3.12: Total plastic strain (γtotal) and the plastic strain on each effective slip system
(γ(1), γ(2), and γ(3)) obtained by BW hardening model, where q = 0, τs/τ0 = 1.3, h0/τ0 = 1.5,
hs/τ0 = 90, γ0 = 0.001, f0 = 8: (a) Plastic strain, γ along C1; (b) Plastic strain, γ along C2;
(c) Plastic strain, γ along C3; (d) Plastic strain, γ along C4.
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Figure 3.13: Total normalized slip rate (γ̇total(a/ȧ)) and the normalized slip rate of each
effective slip system (γ̇(1)(a/ȧ), γ̇(2)(a/ȧ), and γ̇(3)(a/ȧ)) obtained from BW hardening model,
where q = 0, τs/τ0 = 1.3, h0/τ0 = 1.5, hs/τ0 = 90, γ0 = 0.001, f0 = 8: (a) Normalized slip
rate, γ̇(a/ȧ) along C1; (b) Normalized slip rate, γ̇(a/ȧ) along C2; (c) Normalized slip rate,
γ̇(a/ȧ) along C3; (d) Normalized slip rate, γ̇(a/ȧ) along C4.
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3.3.6 Yield Surface Analysis
An anisotropic material that undergoes the plane strain deformation, the yield condition can
be represented by the stress space (Rice [63]). In other words, the stress space is defined








/2 and σ′12, and for plane strain deformation state, the





























where S1 and S2 are the components of the slip direction of a slip system α, and τCRSS is
the critical resolved shear stress associated with each slip system. Eq. 3.1 denotes that if the
resolved shear stress on a slip system reaches a critical value, then that specific slip system













by taking into account that S1 = cosφ, S2 = sinφ, N1 = −S2, and N2 = S1. λ1 in the
Eq. 3.2 is the geometric parameter for Slip System 1, which was defined in Chapter 2. The
Eq. 3.2 can be reduced to a linear equation, which can be expressed as
σ
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/2 are the stresses in the global coordinate frame. In this study,
we constructed the yield surfaces in the local crystallographic coordinate frame by means of
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σ12 = (σ
′
22 − σ′11) cosω3 sinω3 + σ′12(cos2 ω3 − sin2 ω3). (3.4c)
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Figure 3.14: Yield surfaces along C1 : (a) PAN Simulation#1, where q = 1.0, τs/τ0 = 5,
h0/τ0 = 10; (b) PAN Simulation#5, where q = 1.2, τs/τ0 = 5, h0/τ0 = 10; (c) PAN
Simulation#6, where q = 1.4, τs/τ0 = 5, h0/τ0 = 10; (d) PAN Simulation#7, where q = 1.6,
τs/τ0 = 5, h0/τ0 = 10.
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Figure 3.15: Yield surfaces along C2: (a) PAN Simulation#1, where q = 1.0, τs/τ0 = 5,
h0/τ0 = 10; (b) PAN Simulation#5, where q = 1.2, τs/τ0 = 5, h0/τ0 = 10; (c) PAN
Simulation#6, where q = 1.4, τs/τ0 = 5, h0/τ0 = 10; (d) PAN Simulation#7, where q = 1.6,
τs/τ0 = 5, h0/τ0 = 10.
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The yield surfaces were constructed by taking (σ11−σ22)/2τ as horizontal axis and σ12/τ as
vertical axis, and the variations of the stresses along C1, C2, C3, and C4 were calculated to
create yield surfaces as shown in Fig. 3.14, Fig. 3.15, Fig. 3.16, and Fig. 3.17, respectively. If
the variations of the stresses are located on the facets or the outside of the yield surface, then
slip systems become activated due to the resulting shear stress, which is greater than the
critical resolved shear stress. The other points, which are located inside the yield surfaces,
experience elastic deformation and the resulting shear stresses are smaller than the critical
resolved shear stress. The yield surfaces analyzed in Fig. 3.14, Fig. 3.15, Fig. 3.16, and
Fig. 3.17 are associated with the PAN Simulations #1, #5, #6 and #7, which have a good
agreement with the experimental β-fields. Whereas the stress variations along the yield
surfaces, which are illustrated in Fig. 3.14, Fig. 3.15, are a bit off the facets of the yield
surfaces, those illustrated in Fig. 3.16, and Fig. 3.17 are located on the facets of the yield
surfaces. This can be attributed to the extensive plastic deformation occurred in the vicinity
of the indenter tip.
Fig. 3.14, Fig. 3.15, Fig. 3.16, and Fig. 3.17 show that we obtain limited information
about the state of the material through yield surface analysis. In other words, we do not
know what material points are located at the vertices (A, B, C, D, E, F) of the yield surface,
where the double slip occurs. The vertices F, A, B, and C indicate the locations of the
double slips, where Slip Systems 1 and 3, Slip Systems 1 and 2, Slip Systems 2 and 3, and
Slip Systems 3 and 1, are activated respectively. Fig. 3.14, Fig. 3.15, Fig. 3.16, and Fig. 3.17
do not give the yield response of the individual material points, which are located on the
90-degree arcs. In order to get the state of the material points at different θ angles, a new
analysis was performed by dividing the yield surface into nine line segments. Each line
segment is in between the two letters (a, b, c, d, e, f, g, h, i, j), and each letter represents an
angle value from -90◦to 0◦as shown in Fig. 3.18 and Fig. 3.19. For instance, for the material
point which is located at θ = −900, point a indicates the location of that material point on
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Figure 3.16: Yield surfaces along C3 : (a) PAN Simulation#1, where q = 1.0, τs/τ0 = 5,
h0/τ0 = 10; (b) PAN Simulation#5, where q = 1.2, τs/τ0 = 5, h0/τ0 = 10; (c) PAN
Simulation#6, where q = 1.4, τs/τ0 = 5, h0/τ0 = 10; (d) PAN Simulation#7, where q = 1.6,
τs/τ0 = 5, h0/τ0 = 10.
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Figure 3.17: Yield surfaces along C4 : (a) PAN Simulation#1, where q = 1.0, τs/τ0 = 5,
h0/τ0 = 10; (b) PAN Simulation#5, where q = 1.2, τs/τ0 = 5, h0/τ0 = 10; (c) PAN
Simulation#6, where q = 1.4, τs/τ0 = 5, h0/τ0 = 10; (d) PAN Simulation#7, where q = 1.6,
τs/τ0 = 5, h0/τ0 = 10.
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yield surface, and we can get direct information about the elastic-plastic behavior associated
with that material point. This analysis allows us to get finer information about the material
state by analyzing the mechanical behavior of 10 different material points.
The ratio of the individual slip to the total slip (i.e. γ(1)/γtotal, γ(2)/γtotal, γ(3)/γtotal) were
calculated, and the ratios were obtained along C1, C2, C3, and C4 for PAN Simulation #6 and
#7. An approach recently presented by Dahlberg et al. [16] was used in order to determine
the activity regions of the slip systems by evaluating the ratios, γ(1)/γtotal, γ(2)/γtotal, and
γ(3)/γtotal. According to the approach, if the ratio associated with a particular slip system
is greater than 95%, then that particular slip system is predominantly active, and if any of
the ratios are less than 5%, the activation of the slip system is assumed to be negligible.
If the ratios vary between 0.95 and 0.05, then double slips are active so that 0.95 and 0.05
are set as upper and lower limits as shown in Fig. 3.20 and Fig. 3.21. Fig. 3.20(a) shows
that there are four different slip activity regions, where Slip System 1 and Slip System 2 are
active in region I, only Slip System 2 is active in region II, Slip System 2 and Slip System
3 are active in region III, and Slip System 1 and Slip System 3 are active in region IV.
Fig. 3.20(b) illustrates that one additional activity region (region IV), where only the Slip
System 3 is active. And finally, it can be seen that Fig. 3.20(c) and Fig. 3.20(d) indicates
that there are six different slip activity regions away from the indenter tip. This also points
out that whereas the characteristics of the slip systems (Slip System 1, Slip System 1 and
2, Slip System 2, Slip System 2 and 3, Slip System 3, Slip System 1 and 3 ) are similar, the
boundaries of the activity regions (i.e. the areas of the activity regions) are different for the
cases which are shown in Fig. 3.20(c) and Fig. 3.20(d). Same activity regions can be seen
in Fig.3.21(a), Fig.3.21(b), Fig.3.21(c), and Fig.3.21(d), but the boundaries of the activity
regions are slightly different.
Now we can turn our attention back to the Fig. 3.18 and Fig. 3.19 to obtain a detailed
information about the state of the material by comparing the activity maps as shown in
Fig. 3.20 and Fig. 3.21, which are generated by employing the approach described above,
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Figure 3.18: Yield surfaces along C1, C2, C3, C4 for PAN Simulation#6, where q = 1.4,
τs/τ0 = 5, h0/τ0 = 10. Yield surfaces along each 90-degree arc-length are divided into nine
line segments. Each line segment is in between the two letters (a,b,c,d,e,.....j), and each
letter represents an angle value from -90 to 0◦; (a) Yield surface along C1; (b) Yield surface
along C2; (c) Yield surface along C3; (d) Yield surface along C4.
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Figure 3.19: Yield surfaces along C1, C2, C3, C4 for PAN Simulation#7, where q = 1.6,
τs/τ0 = 5, h0/τ0 = 10. Yield surfaces along each 90-degree arc-length are divided into nine
line segments. Each line segment is in between the two letters (a,b,c,d,e,.....j), and each
letter represents an angle value from -90 to 0◦; (a) Yield surface along C1; (b) Yield surface
along C2; (c) Yield surface along C3; (d) Yield surface along C4.
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Figure 3.20: Comparison of percentages of plastic strains associated with PAN Simulation#6.
Upper and lower limits marked on the vertical axis are 0.95, and 0.05, respectively: (a) Per-
centage of plastic strains along C1; (b) Percentage of plastic strains along C2; (c) Percentage
of plastic strains along C3; (d) Percentage of plastic strains along C4
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Figure 3.21: Comparison of percentages of plastic strains associated with PAN Simulation#7.
Upper and lower limits marked on the vertical axis are 0.95, and 0.05, respectively: (a) Per-
centage of plastic strains along C1; (b) Percentage of plastic strains along C2; (c) Percentage
of plastic strains along C3; (d) Percentage of plastic strains along C4
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with the yield surfaces as shown in Fig. 3.18 and Fig. 3.19. Let take the Fig. 3.19 and Fig. 3.21
for comparison. Point a represents the stress state of the material point at θ = −90◦, and
it can be seen that only the Slip System 1 is active associated with the material point at
θ = −90◦ as shown in Fig. 3.21(c). Points b and c associated with the material points
located at θ = −80◦ and θ = −70◦, where Slip System 1 is dominantly active as shown in
Fig. 3.21(c). Point d represents the stress state of the material point located at θ = −60◦,
and Slip System 2 is dominantly active for that material point. Therefore, a, b, c, and d
are located on the one facet of the yield surface, where Slip System 1 is dominantly active.
Point e represents the yielding response of the material point located at θ = −50◦, where
only Slip System 2 is active, and point f belongs to the stress variation associated with the
material point at θ = −40◦, where Slip System 3 is dominantly active. For point g only
Slip System 3 is active, for point h at the vertex of the yield surface Slip System 3 and 1
are active together. Point i indicates that only Slip System 1 is active associated with the
material point located at θ = −10◦. It can be seen that point j is inside the yield surface
so that the material point is undergoing an elastic deformation.
The state of the material can be understood by employing the ten-degree yield surface
analysis as illustrated in Fig. 3.18 and Fig. 3.19, and the slip activity maps as shown in
Fig. 3.20 and Fig. 3.21. These illustrations give us very detailed information about the state
of the material, where the stress spaces obtained along C3 and C4 represent the elastic-plastic
behavior of the single crystal away from the indenter tip. C3 and C4 represent the distances,
where we cannot observe the effect of the shape of the indenter tip Dahlberg et al. [16]. This




A parametric analysis was performed to understand how β-variable is sensitive to the ha-
rdening parameters such as latent hardening ratio, saturation stress, and initial hardening
modulus, and how β−variable alters when the hardening parameters change. The results
were given for two hardening rules, which are employed in Finite Element Simulations. β-
variable was monitored on the β-fields along the 90-degree arcs that have the radii of 1.5,
2.0, 2.5, 3.0 times the maximum depth of indentation. In order to get a detailed information
about the state of the material, dimensionless slip rates, ten-degree yield surface analysis,
and finally slip activity mapping were performed. The results obtained from the analysis
associated with the slip activity regions point out that the β−variable can be used as a
validation parameter in elastic-plastic constitutive models.
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Chapter 4
Length Scale for Dislocation Cell Size
and Cell Wall Width using SEM-based
Continuum Methods and Fourier
Transform
4.1 Introduction
The studies conducted up to this point is basically on the understanding of the state of
the deformed nickel single crystal, under specific loading condition such that a line load
parallel to the [110] direction of the crystal specimen was applied into the (001) surface of
the specimen by a tungsten carbide wedge indenter with an included angle of 90◦. Three
effective in-plane slip systems were activated through the indentation process maintaining
2-D plane-strain conditions after the indentation of 160 µm. A well-defined spatially resolved
net Burgers density vector was obtained to analyze the activity of the slip systems to get
finer and detailed information about the single crystal under the small scale yielding and
two dimensional plane strain conditions. A validation parameter, β, which was previously
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introduced in order for the elastic-plastic constitutive relations, was utilized to monitor the
activity of the slip systems. This parameter chiefly represents the orientation of the net
Burgers density vector on a deformed surface as explained in detail in Chapter 2. After
obtaining the mechanical behavior of the material using β-fields, the next question is what
the dislocation densities will be inside the material in the small scale, and what length scale
best describes the relationship between the dislocation mean free path and the thickness of
the dislocation cell wall that can be identified as shown in Fig. 4.1.
Our objective in this study is to define a length scale parameter between the dislocation
cell size and cell wall width using the data obtained with 2500 nm, 500 nm, and 100 nm spa-
tial resolutions through HR-EBSD (High Resolution Electron Back-Scattered Diffraction).
Dislocation cell sizes were measured via TEM (Transmission Electron Microscopy) previously
by Griffiths and Riley [28], Pratt [62], Langford and Cohen [47], Staker and Holt [67], Murr
[52], Moin and Murr [51], Knoesen and Kritzinger [38], Koneva et al. [40], and a relation
between the dislocation cell size and the dislocation density was investigated. According to
the TEM micrographs obtained through these studies, the maximum cell wall width was
about hundreds of nanometers in the small scale. This study presents a new technique to
define a length scale for dislocation cell size and the cell wall width by performing meso-scale
measurements, which cannot be obtained by TEM methods.
The dislocation characteristics pertaining to each effective slip system were obtained th-
rough SEM and HR-EBSD, and the Geometrically Necessary Dislocation (GND) densities
for three effective slip systems were calculated using SEM-based continuum methods through
the experimental lower bound solution [46]. To obtain the lower bound solution for geometri-
cally necessary dislocation densities, Nye’s tensor components, which serve as a link between
elastic-plastic constitutive relations, were calculated. The non-zero components of the Nye’s
dislocation density tensor are utilized to obtain both β-fields and lower bound solution for
geometrically necessary dislocation densities corresponding to three effective slip systems so
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Figure 4.1: Dislocation cell size and cell wall width in a deformed Nickel Single Crystal
(ε = 0.16, T = 293K) based upon Koneva et al. [40]
that cannot be determined via TEM methods.
The dislocation clusters inside the deformed nickel single crystal were obtained, and their
quasi-periodic arrangements by forming the dislocation cells were observed. The dislocation-
free paths, or dislocation free regions are separated by the walls of these dislocation cells,
which are formed by the dislocation tangles. Fourier Transform (FT) is employed to calculate
the dislocation cell size (dislocation cell mean diameter) and cell wall width by considering
the quasi-periodic arrangement of dislocation densities. This process was carried out th-
rough four steps. First, the dislocation (geometrically necessary) density distributions as a
function of position were collected along the as-deformed slip directions from experimental
lower bound solution. Second, the density distributions were truncated, and interpolated
according to the spatial resolutions or step sizes, which are 2500 nm, 500 nm, and 100 nm,
respectively. Third, a bandpass filtering process was applied to the dislocation density dist-
ribution functions to filter out the undesired variations. The Fourier Transform was finally
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applied to obtain the relation between the magnitude of the GND density and the spatial
frequency. After applying the Fourier Transform solution, the peak geometrically necessary
dislocation densities were obtained corresponding to the spatial period for each data set.
The spatial period, where the peak geometrically necessary dislocation density observed, is
twice the dislocation cell size or dislocation mean free path length that can be determined
from the quasi-periodic arrangement of the GND densities. The dislocation cell sizes were
calculated using Fourier Transform for each data set obtained along the slip directions. The
relationship between the peak dislocation density and the dislocation cell size for each data
was plotted in logarithmic scale for the spatial resolutions of 2500 nm, 500 nm, and 100 nm.
The reciprocal square root of the peak dislocation density, which is also called dislocation
spacing, was calculated for each data set. A relationship between the dislocation cell size and
the dislocation spacing was determined. A linear relationship between these two variables
was observed. The slope of the linear curve was calculated, and compared to the values,
which were previously obtained by TEM micrographs. The results of the Fourier Transfo-
rm analysis was utilized again to calculate the width of the dislocation cell walls, and by
using a mathematical analogy for periodic functions, a length scale parameter was defined
between the dislocation cell size and the dislocation cell wall width. A linear relationship
was obtained between the dislocation cell size and the cell wall width.
The paper is organized as follows. The theoretical background is given in Section 4.2
along with an explanation of the terminology and a review of the previous studies. The
measurements of the dislocation cell mean diameter and the thickness of the dislocation cell
walls, which are presented in the studies listed in this section, were obtained through TEM,
and the length scales derived from these measurements serve as a benchmark for the present
study. Section 4.3, experimental background, mainly deals with the experimental setup
and the loading conditions of the specimen including the measurement of the geometrically
necessary dislocation densities. The calculations of the dislocation spacing, dislocation cell
size and cell wall width using Fourier Transform of quasi-periodic arrangement of dislocation
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density distributions are given in Section 4.4, and the results pertaining to the different
spatial resolutions (2500 nm, 500 nm and 100 nm) are presented in Section 4.5. The linear
relationships between the dislocation density and dislocation cell size, the dislocation spacing
and dislocation cell size, and the dislocation cell size and cell wall width are also illustrated
in this section. Concluding remarks are given in Section 4.6.
4.2 Theoretical Background
Holt [36] conducted a study to analyze the relationship between the dislocation cell size and
dislocation-dislocation interaction distance. In the study, the driving force for the cluste-
ring of the dislocations was attributed to the minimum elastic energy of the dislocations in
clustering regions. Holt analyzed a distribution function, which is a function of the posi-
tion and dislocation density on the deformed surface of the metal, and only considered the
parallel screw dislocations for an idealized case. The positive and negative sense of disloca-
tions were assumed to be equal and no annihilation among them was taken for granted. A
critical radial distance, where the dislocation distribution function beyond this position is
zero, was taken. Holt evaluated the dominant wavelength of the density fluctuation using
the elastic interaction energy and the velocity of the dislocations. The dominant waveleng-
th of the density fluctuation was found to be proportional to the reciprocal square root of
the dislocation density, ρ−1/2, and its magnitude is approximately equal to the dislocation-
dislocation interaction distance. Holt concluded that this dominant wavelength persists until
the dislocation cells are well formed so that the cell diameter is assumed to be equal to the
dominant wavelength. He compared his results to the cell size measurements obtained by
TEM micrographs for Copper, Iron, and Aluminum. These measurements showed that the
cell size, d, is proportional to the reciprocal square root of the dislocation density, ρ−1/2.
The study also evaluated the TEM measurements taken by several investigators to define a
relationship between the normalized flow stress, σ/Gb, and the dislocation cell diameter, d.
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A linear relationship was obtained between these variables.
Staker and Holt [67] investigated a relationship between the dislocation cell size and
dislocation density in copper by deforming through tensile loading with varying temperatures
such as 25, 250, 400, 500, 550, 600, 650, and 700◦C. TEMmeasurements in this study revealed
that while the dislocation cell size increases with increasing temperature, the dislocation
density and the cell wall thickness decrease. Following the previous study (Holt [36]), a
relationship between the cell diameter and the dislocation density was proposed for the
pure metals. This relationship is given by d = Kρ−1/2, where d is the dislocation cell size
or dislocation cell diameter, ρ−1/2 is the reciprocal square root of the dislocation density,
and K is a constant. The relationship between the cell diameter and the dislocation density
indicates a linear relationship on a plot having logarithmic axes, and the slope corresponding
to this linear relationship was calculated as −0.5. In order to get the constant K in the
equation above, the cell diameter and the reciprocal square root of the dislocation density
results are presented in scatter plot indicating the linear relationship between these two
variables by calculating K as 16. The relationship between the normalized flow stress, τ/Gb,
and the cell size, d was also investigated in the study These variables obtained by TEM
measurements of several investigators were plotted in a logarithmic scaled scatter plot. A
linear relationship with a slope of approximately −1 was found such that the flow stress is
inversely proportional to the dislocation cell size. They concluded that the results supported
the principle of similitude proposed by Kuhlmann-Wilsdorf [41].
Knoesen and Kritzinger [38] performed a study to analyze the dislocation cell wall width
and dislocation cell size in copper deformed by applying a tensile load. They utilized the
TEM to measure the dislocation cell wall width for different cell sizes to investigate a rela-
tionship between the dislocation cell wall width and dislocation cell size. The circular thin
specimens were cut perpendicular to the tensile axis to analyze the dislocation cell structure.
A cut-off method was used to measure the dislocation cell size and cell wall width by drawing
random lines on the TEM micrograph of dislocation cells. The average cell sizes and cell wall
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width were obtained through the known length of these random lines. The measurements
for cell wall width, w and cell size (diameter), d corresponding to annealed and strained,
unannealed, and unannealed and strained specimens were plotted to extract a relationship
between the two variables. A linear relationship, which is given by w = 0.29d + 22, was
determined between the cell wall width and the cell diameter, which were measured in nm.
Another set of measurements were also performed for the well formed cells, and a linear
relationship, w = 0.19d+ 19, was obtained, as well. They concluded that the dislocation cell
wall width is approximately 30% of the dislocation cell diameter.
Koneva et al. [40] performed a quantitative analysis to investigate the dislocation cell
size and the thickness of the cell wall of face-centred cubic metals and solid solutions. The
study also investigated the influence of the grain size, temperature, and the strain on the
dislocation substructures. They presented a quantitative relationship between the cell size
and the dislocation density, and tabulated these relationships for three types of materials
such as pure metal, solid solutions, and ordered solid solutions. The dislocation substructures
of the Nickel Single Crystals at 77, 293, and 673K were also measured in order to determine
a relationship between the cell size and the width of dislocation cell wall. Tensile and
compression loads were applied to introduce deformation, and the dislocation structure was
measured by utilizing a Transmission Electron Microscope to measure dislocation densities
in the cell walls and their interiors. The dislocation cell size and the width of the cell walls
were also measured. It was concluded that the cell wall width can decrease, increase or
remain constant for different materials with an increase in strain. The coefficient of K was
calculated in the range of 10−15.3 for pure metals, and was calculated as 15 for Nickel Single
Crystal at room temperature. The increase of K was observed in the range of 16− 24 with
increasing temperature for pure metals. While the widths of the cell walls were measured in
the range of 0.1−0.6 µm, the cell sizes were measured in the range of 0.2−1.8 µm for Nickel
single crystal at 77, 293, and 673K. A linear relationship was obtained such that H = βD,
where H is the width of the dislocation cell wall, D is the cell size, and β is a coefficient. The
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β coefficient was calculated for Nickel single crystals in between 0.46 and 0.17 at different
temperatures. They derived another quantity, C to express the relationship between the
width of the cell wall, H and the reciprocal square root of dislocation density, ρ−1/2. The
linear relationship, which is given by H = Cρ−1/2, was obtained after the measurements,
and C was calculated as 3.5 and 6.2 for the temperatures of 673K and 77K, respectively.
The present study aims to investigate the relationship between the dislocation cell size
and the cell wall width in meso-scale by employing SEM-based continuum methods and
Fourier Transform. As can be seen from the previous studies explained in this section, the
relationships were extracted using TEM-based discrete methods in the small length scale,
and the GND densities cannot be distinguished from each other. Whereas the GND densities




gnd can be identified and characterized
by SEM-based continuum methods, they cannot be distinguished by the TEM-based discrete
methods.
4.3 Experimental Background
The deformation was induced to a rectangular parallelepiped nickel single crystal specimen
through tungsten carbide wedge indenter with a tip of 90◦ angle by applying a compressive
line load. The line load, which is parallel to the [110] direction of the specimen, was applied
quasistatically into (001) surface of the nickel single crystal, where three pairs of slip syste-
ms were activated under small scale yielding by maintaining two dimensional plane strain
deformation state. The applied load as a function of displacement is shown in Fig. 2.3. The
details of the experimental procedure in a broad sense can be found in Chapter 2. The sing-
le crystal specimen before and after the deformation including three effective slip systems
along with the local crystallographic directions is shown in Fig. 2.4. After the indentation
of the specimen of ∼ 160µm, the mid-section of the specimen, which is (220) surface of the
specimen, was exposed by Electronic Discharge Machine (EDM). The exposed surface of the
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specimen was then mechanically and electrochemically polished to have a surface quality
which is necessary to get high accuracy measurements of HR-EBSD.
After mechanical and electrochemical polishing of the single crystal specimen, the lattice
rotations were measured by HR-EBSD with spatial resolutions of 2500 nm, 500 nm, and 100
nm. Whereas the in-plane lattice rotations about the x3-axis, ω3, are in the range of −30◦
and 30◦, the out-of-plane lattice rotations, ωout, was measured as zero on the exposed surface
of the specimen. The deformation state of the single crystal specimen with local crystallog-
raphic and global coordinate frame is presented in Chapter 2. The lattice curvatures were
then calculated using lattice rotation measurements. The lattice curvatures are basically the
lattice rotation gradients that can be calculated via numerical differentiation of the lattice
rotation measurements with respect to the reference coordinate frame. The lattice curvature




i, j = 1, 2, 3. (4.1)
Two non-zero components, which are denoted as κ31 and κ32 and are defined by Eq. 4.1,
were calculated by taking the gradient of the in-plane lattice rotations, ω3. The other lattice
rotations about x1 and x2, ω1 and ω2, respectively, are zero. The Nye’s dislocation density
tensor can then be calculated in reference or global coordinate frame using the relation
between the Nye’s dislocation densities and the lattice curvatures. The relation between
these variables can be reduced to
αji ≈ −κij (4.2)
by taking into account that the elastic strain gradient is very small under the plane strain
deformation state and the finite deformation kinematics. The calculated components of the
Nye’s dislocation density in global coordinates can be expressed in local crystallographic
coordinate frame using the coordinate transformation rules. Finally, the Nye’s dislocation
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density in local crystallographic frame, α′ij, can be expressed as
α′13 = α13 cosω3 + α23 sinω3, (4.3a)
α′23 = −α13 sinω3 + α23 cosω3. (4.3b)
Geometrically necessary dislocations accommodate the lattice curvature and contribute
to the work hardening of the material (Gao and Huang [26]). The relationship between the













where b(α) is the magnitude of the Burgers vector, s(α) is the unit vector in the slip direction,
and t(α) is the unit tangent vector (Nye [55]; Arsenlis and Parks [7]; Fleck et al. [24]).
The lower bound of geometrically necessary dislocation densities for each effective slip
system (Slip System 1, Slip System 2, and Slip System 3 ) can now be calculated using the
lower bound solution proposed by Kysar et al. [46]. They expressed the Eq. 4.4 in local







































The L1 minimization scheme was used to calculate the lower bounds of GND densities for
individual slip systems. L1 minimization scheme can be expressed as
L1 =| Q1 | + | Q2 | + | Q3 |, (4.5)
where Q1 = ρ
(1)
gndb
(1), Q2 = ρ
(2)
gndb
(2), and Q3 = ρ
(3)
gndb
(3). It can be seen from the Eq. 4.5,
80
| Q1 | + | Q3 | can be defined in terms of Q2, and the minimization scheme then becomes
L1 = F (Q2)+ | Q2 | . (4.6)
To determine the behavior of the Q2 along the L1 minimization scheme, Q1 and Q3were
calculated in terms of the α′23, α
′
13 and Q2. The Q2 quantity was investigated for the cases,
where the Q1 and Q3 have opposite signs, Q1 and Q3 have same signs, and either Q1 or Q3
is equal to 0. The minimum of the L1 function was found by searching for the sign change
in the slope of the function. And finally, the minimums of L1 function were calculated for
























































































































The details of the calculation procedures of the GND densities can be found in Kysar et al.
[46]. Since the objective of this study is to define a length scale for dislocation substructures,
only the final calculation form of GND densities is presented herein.
4.4 Data Collection and Analysis





were measured by utilizing lower bound solution as described in Sec. 4.3. We can now
extract the GND densities along the directions of crystallographic traces of the effective slip
systems. Chapter 2 and Chapter 3 showed that the activity of effective slip systems, which
are activated in a deformed single crystal, can be monitored by using β-fields. The β-fields
are contour plots consisting of β-variable, which is essentially the orientation of the net
Burgers density vector. The β-fields in this study were obtained for 2500 nm, 500 nm and
100 nm spatial resolutions as shown in Fig. 4.2 to distinguish the GND densities along the slip
direction of particular effective slip system. For instance, the right place to collect the ρ(1)gnd is
expected to be along the direction of effective Slip System 1, of which activity is represented
by β = 54.7◦ in the β-field. Similarly, the ρ(2)gnd was extracted along the crystallographic
traces, where the Slip System 2 is activated, and the ρ(3)gnd was extracted along the traces,
where the Slip System 3 is activated. The distance between the data points is 2500 nm in
Fig. 4.2(a), which illustrates the traces on the β-field, where GND densities were obtained.
Similarly, Fig. 4.2(b) and Fig. 4.2(c) illustrate the data collection paths for 500 nm and 100
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Figure 4.2: As-deformed crystallographic traces, where the GND densities were collected (a):
2500 nm spatial resolution (b): 500 nm spatial resolution (c): 100 nm spatial resolution.
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Table 4.1: The extracted data sets associated with the GND densities
Spatial Resolution Effective Slip System Extracted GND Density
2500 nm Slip System 1 ρ(1)gnd
Slip System 2 ρ(2)gnd
Slip System 3 ρ(3)gnd
500 nm Slip System 1 ρ(1)gnd
Slip System 2 ρ(2)gnd
Slip System 3 ρ(3)gnd
100 nm Slip System 1 ρ(1)gnd
Slip System 2 ρ(2)gnd
Slip System 3 ρ(3)gnd
nm spatial resolutions, respectively. Fig. 4.2(b) shows a rectangular area of 200µmX200µm
obtained from Fig. 4.2(a), and Fig. 4.2(c) is a detailed figure depicting the magnification of
the rectangular area of 40µmX40µm obtained from Fig. 4.2(b). S1 is the data collection path
of the ρ(1)gnd along the as-deformed crystallographic directions of Slip System 1, S2 is the data
collection path of the ρ(2)gnd along the as-deformed crystallographic directions of Slip System
2, and S3 is the data collection path of the ρ(3)gnd along the as-deformed crystallographic
directions of Slip System 3.
We can now turn our attention to the analysis of the extracted data associated with GND
densities along the directions of the effective slip systems. To show the steps of the analysis,
a single set of data for ρ(1)gnd obtained along the direction of Slip System 1 was analyzed as
a sample case. The same analysis methodology was repeated for each data set. The data
sets were obtained according to the Table 4.1 and β-fields, which are illustrated in Fig. 4.2.
The sample data set having 2500 nm spatial resolution was extracted along the as-deformed





GND density) are illustrated in Fig. 4.3. The GND density patterns revealed a significant
information that the dislocation density functions have quasi-periodic arrangements along
the slip directions. This enables us to define the dislocation cell parameters using Fourier
Methods.
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gnd and total GND density) along the
as-deformed crystallographic direction of the Slip System 1. The step size of the data is 2500
nm.
After the extraction of data associated with ρ(1)gnd, the GND density function along the
slip direction was then truncated properly from both ends to maintain the periodicity of the
GND density function. The truncated function was interpolated to maintain the step size
(that is, the spatial resolution, and for this case it is 2500 nm) equal to the step size used to
obtain data from HR-EBSD. The truncated and interpolated function is shown in Fig. 4.4.
To eliminate the undesired variations on the ρ(1)gnd function, a bandpass filtering process
was applied to remove the low and high frequency data from the GND density function.
For a few cases low pass filter was also applied. MATLAB commercial software was used in
bandpass and lowpass filtering with particular parameters. A graphical user interface was
also designed to interactively see the influence of the filtration parameters. The filtration
of the ρ(1)gnd function along with the truncation and interpolation is shown in Fig. 4.5. The
filtration process is the final step applied to the GND density function before applying the
Fourier Methods to define the sizes of the dislocation substructures.
To define the length scale for the dislocation substructures, we introduced a new method
85





































 (Truncated & Interpolated)
Figure 4.4: Truncation and the interpolation of the ρ(1)gnd along as-deformed crystallographic
direction of Slip System 1.








































 (Interpolated & Filtered)
Figure 4.5: Truncation, interpolation, and filtration of the ρ(1)gnd along as-deformed crystallo-
graphic direction of Slip System 1.
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Figure 4.6: Magnitude of the GND density as a function of spatial period
using the quasiperiodic arrangement of the dislocation cell walls, where the dislocation den-
sity is mostly concentrated. The quasiperiodicity of the dislocation density by employing the
Fourier Transform Methods is the basis of the present study to calculate the dislocation cell
size and cell wall width. Fourier Analysis was applied to the filtered GND density function
to get the magnitude of the GND density as a function of spatial frequency. The FFT (Fa-
st Fourier Transform) function in MATLAB commercial software was employed to perform
the Fourier Analysis. Taking into account the quasiperiodic arrangement of the dislocation
density function, the spatial period where the peak GND density found is twice the distance
between two dislocation cell walls, which is essentially the dislocation cell size or dislocation
mean free path. Therefore, to calculate the dislocation cell size, we used the relationship
between the magnitude of the GND density and the spatial period as shown in Fig. 4.6. The
peak GND density and the spatial period corresponding to the peak GND density can be
easily found as shown in Fig. 4.6. The half of the spatial period calculated here gives the
dislocation cell size or cell diameter, and the reciprocal square root of the peak GND density
gives the dislocation spacing.
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Figure 4.7: Magnitude of the GND density as a function of spatial frequency
To calculate the dislocation cell wall width, or the thickness of the dislocation cell wall,
the analogy with the periodic functions was employed. The relationship between the spa-
tial period and the pulse width of a periodic function was investigated to find the similar
relationship between the spatial period of the GND density function and the dislocation cell
wall width. To determine this kind of relationship, two periodic functions that show similar
pattern with the GND density functions in our data sets, were taken. The first function was
rectangular pulse having a spatial period of L and a pulse width of w as shown in Fig. 4.8a.
The function is symmetric about y−axis so that it is an even function. Fourier coefficients
of this rectangular function were calculated to plot its power spectral density as a function
of spatial frequency as illustrated in Fig. 4.8b. While the Fourier coefficient An, is a sine
function containing the w
L
term, the other Fourier coefficients, namely Bn and A0 were ca-
lculated as zero. Therefore, the power spectral density is basically determined by coefficient
An. Consequently, it was found that the number of intervals between the zeros of the power














































Figure 4.8: (a):A rectangular periodic function, where L is the spatial period, w is the
pulse width, and p is the maximum value of function y(x), (b):Fourier Transform of this
rectangular periodic function for L/w = 40 and calculation of the parameters, where f1 and
f2 are the zeros of | Y (f) |=| An |, q = L/w is the number of frequency intervals and ∆f is
the frequency interval. (The plot is generated for m = 100, w = 1, p = 3 and L = 40.)
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which is given by L
w
. The similar analysis was applied to an even triangular pulse having
a spatial period of L and a pulse width of w. Similar results were observed for triangular
periodic function. By using the analogy described here for the periodic functions, we can
find the ratio of spatial period to cell wall width when we assume the minimum GND density
to be the zero of the power spectral density in our case. The number of intervals between
initial frequency, which is f1 = 0, and the frequency at min GND density found, gives the
ratio between the spatial period and the dislocation cell wall width, which is denoted by q
and expressed as L
w
. As can be seen in the Fig. 4.7, the ratio q is found as 11. By using
the fact that the spatial period is twice the dislocation cell size, we can finally express the









where L is the spatial period, d is the dislocation cell size, w is the dislocation cell wall width,
and q is the number of intervals between f1 = 0 and the frequency at min GND density found.
Therefore, for the value of q=11 calculated here using Fourier Analysis, the cell wall width
is calculated as w = 2d
q
∼= 0.18d. The process explained here in detail is repeated for other
data sets associated with the GND density functions. After the calculation of the sizes of
dislocation substructures, which are d and w, the next step is to define a length scale for
these variables.
4.5 Results and Discussion
The data sets associated with each GND density were processed according to the procedure
described in Sec. 4.4. The dislocation cell sizes and peak GND densities obtained from the
Fourier Analysis were plotted in logarithmic scale as shown in Fig. 4.9. It can be seen in


































Figure 4.9: The variation of the dislocation cell size (d) with peak GND densities obtained
from Fourier Analysis
calculated cell sizes for the GND densities of 2500 nm spatial resolution are larger than those
of 500 nm and 100 nm spatial resolution. This analysis is a basis for the relationship between
the dislocation cell size and the dislocation spacing.
To define a relationship between the dislocation spacing and the dislocation cell size,
the reciprocal square root of the peak GND densities were calculated. The variation of
the dislocation cell size with the calculated reciprocal square root of GND densities, or
dislocation spacing is shown in Fig.4.10. It can be seen from the graph that there is a
linear relationship between these variables with a linear constant of approximately 16. The
maximum calculated dislocation cell size is 19 µm, and the reciprocal square root of the
GND densities is in the range of 0 and 1 µm. The present study proved the relationship of
d = K · ρ−1/2, where K was calculated as 16. This constant was compared with the linear
constants obtained via TEM micrographs for Nickel by Staker and Holt [67] and Koneva
et al. [40]. The analysis shows that the linear constant, K, calculated in the present study
using SEM-based continuum methods and Fourier methods is consistent with the results
obtained by Staker and Holt [67] and Koneva et al. [40].
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Figure 4.10: The variation of Dislocation Cell Size with Dislocation Spacing, ρ−1/2gnd
In the present study, finally, a length scale was developed between the dislocation cell size
and the dislocation cell wall width, which were calculated using Fourier Analysis and plotted
to find a relationship between them as illustrated in Fig. 4.11. A linear relationship with
a slope of 0.16 was determined between the dislocation cell wall width and the dislocation
cell size. The result was compared to those obtained by Knoesen and Kritzinger [38] and
Koneva et al. [40]. The linear constant found in the present study is consistent with the
results presented by the studies, where Knoesen and Kritzinger [38] found 0.19 for pure
Copper, and Koneva et al. [40] found the similar results for the Nickel Single Crystal as
discussed in Sec. 4.2.
4.6 Conclusions
A length scale was investigated for the dislocation substructures (dislocation cells and dislo-
cation cell boundaries) using SEM-based continuum methods and Fourier Transform under
the extremely high strain conditions induced by a compressive line load through a wedge
indenter. A quasi-periodic arrangement of dislocation substructures was observed on the
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Figure 4.11: Dislocation Cell Wall Width(w) as a function of Dislocation Cell Size(d)
surface of deformed Nickel Single Crystal. The spatial period of the dislocation density fun-
ction, the dislocation cell size and dislocation cell wall width were calculated using Fourier
Transform, and the relationships between these variables were investigated. The dislocation
cell size was found to be proportional to the reciprocal square root of dislocation density,
and a linear relationship, which is expressed as d = 16ρ−1/2gnd , was obtained from the data
sets. The dislocation cell wall width was found to be 16% of the dislocation cell size, or
dislocation mean free path. These results support the results obtained through TEM-based
discrete methods. It is concluded that whereas TEM-based discrete methods characterize
the dislocation densities only in a small length scale, the SEM-based continuum method used
in the present study is ideal for multiscale characterization. The present study show that
the dislocation densities can be distinguished between different slip systems.
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Chapter 5
Conclusions and Future Work
Experimental methods currently in use aim to define the elastic-plastic constitutive behavior
of a material in terms of stress vs. strain, force vs. displacement, torsion vs. twist and
moment vs. curvature relations. These methods are insufficient to completely characterize
the deformed state of the material. In this thesis, a new parameter (β) has been introduced
to validate the existing constitutive models. The β-variable is the orientation angle of the
net Burgers density vector, obtained as the net signed dislocations per enclosed area.
Spatially resolved net Burgers density vector fields and corresponding characteristic leng-
th scales have been obtained by introducing a new validation parameter, β. The analysis
presented in Chapters 2 through 4 gives direct information about the state of a single crystal
undergoing extreme plastic deformation. The study presented herein gives a full description
of the deformation state of the material in light of the spatially resolved net Burgers density
vector (magnitude and direction) fields and the spatially resolved defect densities. In particu-
lar, the deformation state of a nickel single crystal has been investigated. The experimental
procedure and the single crystal plasticity simulations are detailed in Chapter 2.
The net Burgers density vector and its orientation (β) are defined and derived analyti-
cally in Chapter 2, by employing the elastic incompatibility equation and Nye’s dislocation
density tensor. The relationships between the β-variable and characteristic slip orientation
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angles are also presented. Spatially resolved net Burgers density vector fields (β-fields) have
been determined by employing the spatial gradient of the in-plane lattice rotations that were
measured in the range of [-30◦+30◦]. The out-of-plane lattice orientations were measured
as zero on the deformed surface. The measurements were taken by High Resolution Elect-
ron Backscatter Diffraction method. Experimentally obtained β-fields are the contour maps
having a color scheme that corresponds to the characteristic slip angles. The regions that
are separated from each other by the colors represent the activity regions of the slip systems.
A two dimensional median filtering and Fast Fourier Transform were applied to the expe-
rimentally obtained β-fields to remove the high spatial frequency variations that represent
the discreteness of the material.
Single crystal plasticity simulations were performed by using two different hardening mo-
dels representing the hardening stages of the FCC single crystal during deformation. The
hardening relations and parameters are defined in Chapter 2. The β-fields have been deter-
mined through finite element simulations that serve as a benchmark against experimentally
determined β-fields. The hardening models employed in the finite element simulations are
called Pierce Asaro Needleman (PAN) and Bassani and Wu (BW). PAN Simulation #6, in
which q = 1.4, τs/τ0 = 5, h0/τ0 = 10 and Simulation #7, in which q = 1.6, τs/τ0 = 5,
h0/τ0 = 10 give consistent results with experimentally obtained β-fields. BW Simulation
#5, in which q = 0, τs/τ0 = 1.24, h0/τ0 = 0.7, hs/τ0 = 38.7, γ0 = 0.001, f0 = 7.2 and
Simulation #6, in which q = 0, τs/τ0 = 1.3, h0/τ0 = 1.5, hs/τ0 = 90, γ0 = 0.001, f0 = 7.2
give consistent results with experimentally obtained β-fields. The directions of the net Bur-
gers density vectors were inserted to the β-fields for experimental and simulation cases. In
order to get finer information about the state of the material, an analysis was performed to
extract β-variable along the 90-degree arc-lengths. The filtered experimental β-variable was
compared to the β-variable obtained from finite element simulations after the extraction of
the data along the 90-degree arc lengths. The results are consistent for arcs C3 and C4 whose
radii are 2.5 and 3.0, respectively, times the indentation depth.
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A parametric study was carried out in Chapter 3, as a follow-up study, to investigate the
effects of hardening parameters on the β-variable and β-fields. The effect of the β-variable
on β-fields was monitored along the 90-degree arc lengths. This study demonstrates that
the latent hardening ratio has no significant effect on the β-variable and β-fields; however,
there is a small change observed in the deformed region near the indenter tip. Small plastic
deformations occur in the region where θ = −20◦. The β-variable and β-fields depend on
the initial hardening modulus and saturation strength. A change in the initial hardening
modulus causes a shift in the boundary of the slip activity regions. The saturation strength
has a significant effect on the β-variable and β-fields. As the saturation strength varies, both
the magnitude of the β-variable and the boundaries of the slip activity regions change.
The parametric study also includes a finer analysis that was performed to get detailed
information about the deformation state of the material, by monitoring the variations of
the plastic strains and plastic slip rates along the 90-degree arc lengths. The plastic strains
and plastic slip rates were obtained from finite element simulations that utilize PAN and
BW hardening models. Since the β-fields obtained from PAN Simulations#6-7 and BW
Simulations#5-6 are consistent with the β-field obtained from experiment, variations of
the plastic strains and plastic slip rates were compared for these simulations. The plastic
strain variations were evaluated to find the activity regions of the slip systems. A thorough
comparison of the slip activity regions shows that whereas a double slip is activated in the
first activity region obtained from BW Simulations, a single slip is activated in the same
region obtained from PAN Simulations.
The third and last analysis performed in the parametric study consists of monitoring the
stress variations along 90-degree arc lengths to obtain the stress space. In order to determine
the elastic-plastic behavior of the material, the yield surfaces were constructed for each arc
length. The overall elastic-plastic behavior can be monitored by successive yield surface
analyses associated with each arc length. A newly introduced ten-degree analysis was also
performed to capture the state of the material data point. This analysis enables one to
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get direct information about the state of the material data point by employing the stress
space. The activity of the slip systems is assessed by examining data points located 10◦ apart
from each other on the arc-lengths. The activity mapping analysis was also performed as a
complementary slip activity analysis. The parametric analysis outlined in Chapter 3 indicates
that the β-variable can be used as a validation parameter in elastic-plastic constitutive
models.
A length scale has been defined for dislocation structures using Fourier Analysis and
GND measurements to establish a link between the dislocation structures and macroscopic
deformation fields. Dislocation cell size, dislocation cell width have been calculated by
considering the quasi-periodic arrangement of dislocations. The study presented in Chapter
4 shows that there is a linear relationship between the dislocation cell size and the dislocation
spacing. The dislocation cell size is found to be 16 times the dislocation spacing. The result
was compared with the TEM micrograph result, and a consistency was observed. The
maximum dislocation cell size has been calculated as 20µm, which is an order of magnitude
larger than the cell size obtained by TEM micrographs. A linear relationship has also been
determined between the dislocation cell size and dislocation cell wall width. The dislocation
cell wall width is found to be 16% of the dislocation cell size. This result is also consistent
with the result obtained by TEM micrographs of well-formed dislocation cells. The study
also reveals that whereas TEM micrographs characterize dislocation on very small scale, the
method presented in Chapter 4 enables the multi scale characterization.
The studies outlined in Chapters 2 through 4 show that the β-variable can be used
as a validation parameter for elastic-plastic constitutive models. The spatially resolved
net Burgers density vector fields have been obtained for FCC nickel single crystal. The
new validation parameter can also be applied to BCC single crystal to obtain the spatially
resolved net Burgers density vector fields, β-fields, to get direct information about the state
of the material by monitoring the activity of the slip systems. As a future work, the analyses
outlined in this thesis can also be applied to the materials deformed by tensile or compressive
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