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reality	 model	 of	 terminal	 T4	 of	 the	 Adolfo	 Suárez	 Madrid	 –	 Barajas	 Airport	 is	 shown,	 with	
temperatura	and	humidity	sensor	that	provides	information	in	real	time	during	the	execution.		








The	 augmented	 reality	 is	 an	 emerging	 technology,	which	 over	 the	 years	will	 be	 increasingly	
immersed	 in	 our	 daily	 lives.	 The	 possibilities	 that	 it	 presents	 are	 endless	 since	 it	 allows	
complement	the	perception	and	interaction	with	the	real	world	by	the	user,	allowing	him	to	be	
in	a	real	environment,	but	with	additional	information	generated	by	computer.	
This	 technology	 is	 part	 of	 the	 Tango	 Project	 developed	 by	 a	 division	 of	 Google	 called	 ATAP	
(Advanced	Technology	and	Projects)	and	whose	first	version	was	released	on	June	5,	2014.	
Tango	uses	computer	vision	to	allow	mobile	devices	to	detect	their	relative	position	in	the	world	
around	 them	 without	 using	 GPS	 or	 other	 external	 signals,	 allowing	 developers	 to	 create	




Another	 technology	 that	 is	 used	 in	 the	 realization	 of	 this	 project	 consists	 of	 a	 humidity	 and	
temperature	sensor	connected	to	a	Raspberry	Pi	device,	in	such	a	way	that	it	is	possible	to	obtain	















complement	 each	 other	 very	 well	 and	 provide	 a	 small	 idea	 of	 the	 capabilities	 of	 combined	
systems	of	this	type.	
The	 fact	 of	 using	 sensorization	 has	 been	 caused	 by	 the	 desire	 to	 learn	 more	 about	 the	
possibilities	offered	by	these	systems,	a	concern	that	arose	long	ago,	but	for	which	there	was	no	
greater	purpose	to	browse	and	build	a	domestic	system	that	uses	this	type	of	technologies,	so	








operation	of	 Terminal	 4	 of	 the	Adolfo	 Suárez-Madrid	Barajas	Airport	 using	 temperature	 and	
humidity	 information	 obtained	 in	 real	 time	 and	 provided	 through	 a	 sensor,	 and	 non-real	
information	about	 flights,	 generated	 for	 that	purpose	 in	a	partially	 random	manner.	 For	 this	




as	 possible	 to	 reality,	 but	 always	 taking	 into	 account	 the	 space	 we	 have,	 since	 the	
























key	part	 of	 this	work	 and	 that	 encompasses	 both	 the	design	made	 in	 three	dimensions	 and	







structure	 based	 on	 brushes	 with	 certain	 shapes	 or	 those	 that	 provide	 other	 types	 of	






















Rendering	 is	 the	 last	 part	 of	 the	 process,	 in	 which	 the	 necessary	 light	 and	 environment	
conditions	are	added	so	that	the	scene	fulfills	the	objectives	set.	This	part	is	essential	in	areas	
such	as	interior	design	since	it	is	necessary	to	make	reproductions	of	very	realistic	scenarios.	
The	 current	 trend	 in	 the	area	of	3D	design	 is	 increasingly	 focused	on	 reality,	 to	build	 virtual	
universes	that	are	exactly	the	same	to	the	real	world,	so	it	is	popularizing	all	types	of	software	

















v Although	 the	 devices	 that	 allow	 access	 to	 these	 two	 worlds	 are	 similar,	 the	
characteristics	differ.	In	the	case	of	the	virtual,	they	usually	use	glasses	or	helmets	that	
completely	 isolate	 the	 person	 (such	 as	Oculus	 Rift	 or	 HTC	 Vive)	 and	 that	 require	 an	
external	machine	(in	this	case	a	computer	capable	of	executing	this	type	of	applications)	








signal.	 This	 type	 of	 technology	 allows	 the	 development	 of	 applications	 that	 include	 interior	










































Finally,	 it	 is	 important	to	note	that	the	augmented	reality	provided	by	Tango	differs	from	the	
others	in	the	sense	of	depth	since	the	fact	of	running	it	on	devices	that	have	three	cameras	ex	
profeso	 (a	 RGB	 of	 16	MPX,	 one	 of	 depth	 and	 another	 with	 a	 fisheye	 lens)	 for	 this	 type	 of	


































The	 communication	 between	 the	mobile	 application	 and	 the	 sensors	 connected	 to	 the	mini	


































In	addition,	 several	websites	of	photographs	have	been	consulted	 to	verify	 certain	details	of	











As	 for	 the	 information	 of	 the	 sensors,	 it	 is	 shown	 through	 a	 screen	 designed	 as	 if	 it	were	 a	































































a	 simulation	 of	 what	 actually	 happens	 at	 the	 airport,	 also	 having	 the	 advantage	 of	
knowing	the	status	of	each	flight	 instantly.	This	part	 is	very	 interesting	but	 it	has	not	
been	included	in	the	current	project	due	to	economic	reasons	since	the	use	of	this	API	
implies	the	payment	of	a	fee.	
v Following	 this	 line	of	 improvement,	 landing	aircraft	 could	 self-generate	as	 flights	are	
scheduled	on	airport	screens,	so	that	there	is	always	an	aircraft	available	to	land.	In	the	
case	of	departing	planes,	we	could	 change	 the	 status	of	 the	planes	 that	 land	after	a	
certain	 time,	 changing	 their	 arrival	 flight	 information	 to	be	programmed	with	 a	new	
departure	flight	(as	in	reality).	
v In	 addition,	 it	 would	 be	 interesting	 to	 collect	 the	 real	 information	 provided	 by	 the	
sensors	 of	 the	 Adolfo	 Suárez-Madrid	 Barajas	 airport	 runway	 to	 integrate	 it	 into	 the	
application	itself.	
v Another	option	would	be	to	increase	the	number	and	type	of	sensors,	including	some	in	






























































































































































































































































































vez	más	 inmersa	 en	 nuestra	 vida	 diaria.	 Las	 posibilidades	 que	 presenta	 son	 infinitas	 ya	 que	
permite	 complementar	 la	percepción	e	 interacción	 con	el	mundo	 real	por	parte	del	usuario,	







permite	a	 los	desarrolladores	crear	experiencias	que	 incluyan	navegación	 interior,	escaneado	
3D,	 realizar	mediciones	del	 espacio	 físico,	 reconocimiento	del	 entorno	y	posicionamiento	de	
ventanas	virtuales	sobre	el	mundo	real.		
Este	sistema	incorpora	tres	tipos	de	funcionalidades:		


























Otra	de	 las	motivaciones	principales	ha	sido	 la	concordancia	entre	 los	conceptos	de	realidad	
aumentada	y	sensorización,	la	unión	de	dos	tecnologías	a	priori,	dispares,	pero	que	unidas	se	








o	 que	 tengan	 funciones	 similares,	 ya	 que	 se	 han	 puesto	 en	 uso	 la	 mayor	 parte	 de	 las	






través	de	un	sensor,	e	 información	no	 real	 sobre	 los	vuelos,	generada	para	ese	 fin	de	 forma	
parcialmente	aleatoria.	Para	este	fin,	se	utilizan	las	capacidades	que	ofrece	el	proyecto	Tango	




más	 fiel	 posible	 a	 la	 realidad,	 pero	 siempre	 teniendo	 en	 cuenta	 el	 espacio	 del	 que	
disponemos,	 ya	 que	 la	 aplicación	 se	 utiliza	 a	 través	 de	 un	 móvil	 y	 debe	 ser	
perfectamente	visible	y	manejable	por	parte	del	usuario.	

























































Aunque	 el	 crecimiento	 es	 más	 acusado	 en	 otras	 áreas,	 la	 descarga	 de	 software	 tendrá	 un	


































en	tres	dimensiones	como	todo	lo	que	afecta	a	 la	visualización,	y,	por	el	otro,	 la	 información	
proveniente	de	los	sensores	y	la	obtención	de	los	datos.		
2.1 	Diseño	en	3D	
Se	 define	 como	 diseño	 3D	 todo	 aquel	 conjunto	 de	 técnicas	 que	 permiten	 conseguir	 una	
















se	 tratara.	 Cada	 programa	 tiene	 multitud	 de	 herramientas	 de	 modelado.	 Existen	 los	 que	
permiten	 modificar	 la	 estructura	 a	 base	 de	 pinceles	 con	 determinadas	 formas	 o	 los	 que	
proporcionan	otro	tipo	de	modificaciones,	menos	artísticas,	pero	más	precisas.	La	elección	de	
unos	 u	 otros	 dependerá	 fundamentalmente	 de	 los	 objetivos	 buscados	 y	 de	 la	 destreza	 del	
modelador.	En	esta	etapa	del	diseño	podemos	presentar	dos	ejemplos	totalmente	opuestos,	los	
programas	Zbrush	[8]	y	Autodesk	Maya	[9].		
El	 primero	 se	 caracteriza	 por	 tener	multitud	de	herramientas	 con	 los	 que	dar	 forma	de	una	
manera	 manual,	 utilizando	 pinceles	 que	 actúan	 sobre	 la	 malla,	 sobre	 su	 tamaño,	 forma,	
















































punto	A	 hasta	 un	punto	B.	 Aquí	 podríamos	 englobar	 cualquier	 traslación,	 rotación	 y	
escalado	que	pueda	sufrir	el	objeto	en	un	intervalo	de	tiempo	[12].		
v Animaciones	 complejas:	 comprenden	 principalmente	 los	 movimientos	 de	 seres	
orgánicos,	como	por	ejemplo	el	caminar	de	un	personaje	de	videojuegos.	En	este	tipo	
de	animaciones	el	objeto	3D	debe	pasar	por	otra	fase	denominada	rigging	en	la	que	se	















universos	 virtuales	 que	 sean	 exactamente	 iguales	 al	 mundo	 real,	 por	 lo	 que	 se	 está	
popularizando	 todo	 tipo	 de	 software	 que	 permita	 trasladar	 dibujos	 u	 objetos	 a	 las	 tres	
dimensiones.	Existen	ya	determinados	dispositivos	que	permiten	escanear	objetos	o	personas	e	





























v Ambas	 están	 enfocadas	 en	 áreas	 diferentes,	 mientras	 que	 la	 realidad	 virtual	 está	
limitada	por	lo	general	al	mundo	del	entretenimiento,	la	realidad	aumentada	cada	vez	
tiene	 un	mayor	 campo	 de	 aplicación	 ya	 que	 no	 revierte	 los	 peligros	 de	 estar	 en	 un	
mundo	virtual	ajeno	a	la	realidad.		
Este	último	punto	no	resulta	tan	diferenciador	como	los	dos	anteriores	ya	que	los	dos	ámbitos	
avanzan	 hacia	 una	 mayor	 incorporación	 en	 nuestra	 vida	 diaria,	 aunque	 sí	 es	 cierto	 que	 la	
realidad	virtual	tiene	unas	limitaciones	que	la	realidad	aumentada	no	posee	[18].	






































avería	 puede	 ser	 guiado	 por	 un	 experto	 desde	 las	 gafas	 con	 una	 video	 llamada	 en	
streaming.	
Esta	 funcionalidad	 también	 la	 presentan	 las	Hololens	 de	Microsoft,	 cuyo	plugin	 para	











El	 proyecto	Tango,	 desarrollado	 en	 2014	 por	 una	 división	 de	Google	 denominada	Advanced	
Technology	 and	 Projects	 (ATAP),	 utiliza	 la	 visión	 por	 computador	 para	 permitir	 que	 los	
dispositivos	móviles	que	utilicen	su	sistema	detecten	su	posición	en	relación	con	el	mundo	que	















Entre	 estas	 cabe	 destacar	 la	 triple	 cámara	 para	 detectar	 la	 profundidad	 y	 realizar	 el	




















En	 cuanto	 a	 las	 aplicaciones	 más	 populares	 en	 los	 dispositivos	 que	 pueden	 utilizar	 Tango,	
podemos	destacar	tres	principales:		




























Son	 muchos	 los	 ejemplos	 existentes	 de	 la	 utilización	 de	 sensores	 en	 combinación	 con	 el	
dispositivo	 Raspberry	 Pi	 [26]	 ya	 que	 este	 mini	 computador	 es	 capaz	 de	 trabajar	 de	 forma	

































































v ARToolKit:	 Es	 una	 librería	 que	 ofrece	 características	 similares	 al	 reconocimiento	 de	





















v Tango:	 Proporciona	 una	 amplia	 librería	 que	 permite	 desarrollar	 realidad	 aumentada	
apoyada	en	dos	dispositivos	compatibles	que	disponen	de	cámaras	de	profundidad,	RGB	
y	de	objetivo	de	ojo	de	pez	para	 componer	en	 la	 realidad	objetos	 virtuales.	 Permite	










	 Vuforia	 ARToolKit	 ARKit	 Tango	
Necesita	Hardware	específico	 Android	 Cámara	o	similar	 Iphone	 Lenovo	/Asus	
Coste	Hardware		 -	 0-100	 >	800	€	 >	400	€	
Plugin	para	motores	de	renderizado	 Sí	 Sí	 Sí	 Sí	























de	 contenido	 en	 realidad	 aumentada,	 era	 vital	 seleccionar	 un	 software	 adecuado	 para	 la	
creación	del	contenido	en	tres	dimensiones.	




cinematográficos,	 con	 las	 siguientes	 actualizaciones	 trataron	 de	 convertirse	 en	 un	


































v Blender:	 es	 un	 programa	 multiplataforma	 dedicado	 al	 modelado,	 renderizado,	
iluminación,	 animación	 y	 pintura	 digital.	 A	 diferencia	 de	 los	 demás	 softwares	
mencionados,	Blender	ofrece	una	característica	nueva	y	es	que	permite	el	desarrollo	de	
videojuegos	al	poseer	un	motor	de	 juegos	 interno.	Su	principal	ventaja	es	que	es	un	
software	 libre,	 lo	 que	 permite	 trabajar	 con	 él	 a	 cualquier	 nivel	 (ya	 sea	 personal	 o	
profesional)	sin	requerir	una	licencia.	A	pesar	de	su	popularidad	(en	gran	medida	por	ser	





	 ZBrush	 3DMax	 Maya	 Blender	
Experiencia	 Poca	 Ninguna	 Bastante	 Poca	
Licencia	gratuita		 No	 Sí	 Sí	 Sí	
Exportar	en	formatos	compatibles	 Sí	 Sí	 Sí	 Sí	
Herramientas	adecuadas	 No	 Sí	 Sí	 Sí	
Facilidad	de	uso	 Sí	 No	 Sí	 No	
	
Tabla	2:	Comparativa	de	los	software	de	3D	




























pantallas	 de	 los	 distintos	 Smartphone	 o	 Tablet.	 Además,	 trae	 preinstaladas	 diversas	
plantillas	 y	 asistentes	 para	 aquellos	 elementos	más	 comunes	 de	 la	 programación	 en	
Android.		








v Unity:	 es	 un	 motor	 de	 juego	 multiplataforma	 creado	 en	 2005,	 que	 cuenta	 con	 una	
versión	licenciada	y	de	pago,	y	otra	gratuita	personal.	Una	de	sus	mayores	ventajas	es	
que	 es	 una	 herramienta	 muy	 versátil	 para	 el	 prototipado	 y	 presenta	 una	 curva	 de	
aprendizaje	muy	 fácil,	 tanto	 por	 la	 estructura	 de	 su	 editor	 como	 por	 el	 uso	 de	 dos	
lenguajes	 sencillos	 como	 son	 C#	 y	 Javascript.	 Otra	 de	 sus	 ventajas	 es	 que	 ofrece	
múltiples	plataformas	de	desarrollo	y	simplifica	mucho	la	compilación	de	aplicaciones,	
ya	 que	 simplemente	 seleccionando	 aquella	 plataforma	 de	 destino	 que	 queremos	 e	








	 Android	Studio	 Unity	 Unreal	
Experiencia	 Poca	 Bastante	 Ninguna	
Licencia	gratuita		 Sí	 Sí	 Sí	
Simplicidad	en	la	exportación		 Sí	 Sí	 Sí	




aplicación,	 sin	 embargo,	 se	 optó	 por	 Unity	 principalmente	 porque	 es	 un	 software	 cuyas	
herramientas	se	conoce	más	a	fondo	ya	que	se	ha	trabajado	durante	casi	un	año	y	medio	de	
forma	profesional	con	él.	Se	descartó	Android	Studio	porque	trabajar	a	nivel	gráfico	y	con	objetos	
en	 tres	dimensiones	es	más	 complejo	que	en	 cualquiera	de	 las	otras	dos,	 además	de	que	 la	
exportación	en	Unity	 (sea	para	 la	plataforma	que	sea)	 resulta	muy	sencilla.	También	es	muy	
relevante	 el	 hecho	 de	 que	 exista	 una	 gran	 comunidad	 en	 internet	 que	 desarrolle	 en	 esta	
plataforma	y	que	implica	que	la	mayor	parte	de	problemas	o	errores	que	surjan,	van	a	tener	









La	 comunicación	 entre	 la	 aplicación	móvil	 y	 los	 sensores	 conectados	 al	 mini	 ordenador	 era	
indispensable	para	mostrar	la	información	de	temperatura	y	humedad	del	aeropuerto	ficticio.		
Existen	diversos	modelos	de	Raspberry	que	explicamos	a	continuación:		


















Existen	 los	modelos	Raspberry	Pi	 Zero	 que	no	 fueron	 considerados	debido	a	que	 tienen	una	
menor	potencia	y	son	mucho	más	pequeños.	Así,	aunque	para	la	envergadura	de	este	proyecto	
habría	sido	suficiente,	si	el	proyecto	se	ampliara,	dichos	modelos	podrían	no	resultar	adecuados.	
	 Modelo	1-A	 Modelos	1-B/B+	 Modelo	2-B	 Modelo	3-B	
Dispongo	de	ella	 No	 Sí	 Sí	 No	
Suficientemente	potente		 Sí	 Sí	 Sí	 Sí	
Dispone	de	red	 No	 Sí	 Sí	 Sí	







































































































































































































































































en	otra	 zona,	ya	que	dificultaría	 la	visibilidad	de	 la	 terminal	por	parte	del	usuario.	Estos	 seis	
botones	 permiten	 realizar	 unos	 cambios	 limitados	 sobre	 la	 posición	 del	 aeropuerto,	 por	
ejemplo,	la	traslación	sólo	se	realiza	sobre	el	eje	X	porque	no	tendría	sentido	añadir	todas	las	




























































































contenido	 por	 diversos	 motivos.	 Uno	 de	 ellos	 responde	 a	 la	 idea	 de	 que	 no	 requerimos	 la	
existencia	de	una	cámara	que	recoja	 la	 información	del	entorno,	por	 lo	 tanto,	aquí	 se	usa	 la	
cámara	virtual	propia	de	cualquier	proyecto	de	Unity,	que	simplemente	muestra	el	contenido	
de	una	determinada	área.	Otro	de	 los	motivos	para	esta	separación	se	basa	en	no	tener	una	












compuesta	 por	 el	 edificio	 de	 la	 terminal	 4	 del	 aeropuerto	 de	
Madrid-Barajas,	 un	 cielo	 azul,	 una	 serie	 de	 nubes	 blancas	 y	 el	
nombre	de	la	aplicación,	que	se	incluyen	como	una	sola	imagen	
dentro	de	un	panel	creado	como	base.	
Los	 otros	 dos	 elementos	 principales	 de	 la	 escena	 serían	 los	
botones:	Iniciar	y	Salir,	cada	uno	de	ellos	configurado	de	forma	
similar,	 pero	 que	 ejecuta	 acciones	 diferentes.	Unity	 permite	 la	
creación	 de	 botones	 predefinidos	 cuyo	 funcionamiento	 va	 a	
responder	al	script	que	se	le	adjunte.	En	este	caso,	el	botón	Iniciar	




de	elementos,	para	que,	el	hilo	conductor	de	 la	ejecución	tuviera	sentido.	Esto	dio	 lugar	a	 la	







se	 coloque	 la	 maqueta	 tridimensional.	 Es	 importante	
destacar	que,	tal	y	como	está	codificado,	el	sistema	buscará	
la	identificación	entre	el	punto	que	el	usuario	ha	tocado	en	








pantalla	 mensaje	 pasa	 a	 estar	 oculta	 y	 se	 hace	 visible	 la	
siguiente)	 y	por	otro,	 la	 instanciación	del	objeto	en	 tres	dimensiones,	 siempre	 con	 la	misma	


























































Con	 un	 toque	 sobre	 el	 cuerpo	 central	 de	 los	mismos,	 aparece	 en	 la	 parte	 trasera	 la	misma	
información	 que	 se	 tiene	 en	 las	 pantallas	 de	 salida	 y	 llegada:	 hora,	 destino	 u	 origen	 e	
identificador	de	vuelo.	La	diferencia	en	este	caso	es	que	se	ha	utilizado	el	color	rojo	para	que	
sea	más	 visible	 al	 estar	 superpuesta.	 Con	un	 segundo	 toque	 sobre	 el	 cuerpo	del	 avión,	 esta	
información	desaparece.	
Es	 en	 esta	 pantalla	 donde	 transcurre	 todo	 el	 resto	 de	 la	 ejecución,	 una	 vez	 terminado	 el	
despegue	 y	 aterrizaje	 de	 todos	 los	 aviones	 se	 detendría	 y	 habría	 que	 reiniciarla	 para	 poder	
observar	nuevos	vuelos.		
En	cuanto	a	la	información	proporcionada	por	los	sensores,	ésta	se	muestra	en	la	parte	inferior,	




La	 forma	 en	 la	 que	 esta	 información	 es	mostrada	 por	 pantalla	 se	 consigue	 accediendo	 a	 la	
Raspberry	 Pi	 a	 través	 de	 una	 conexión	 SSH	 (Secure	 Shell)	 [31]	 y	 se	 lanzan	 los	 comandos	
















Concepto	 Cantidad	 Coste	 Total	
iMac	27”	procesador	3.4GHz	Intel	Core	i7	 1	 1.950	€	 1.950	€	
Memoria	DDR3	16	GB	1333	MHz	 4	 20	€	 80	€	
SSD	Samsung	850	EVO	500	GB	 1	 70	€	 70	€	
Ratón	 1	 89	€	 89	€	
Teclado	 1	 119	€	 119	€	
Lenovo	Phab	2	Pro	 1	 424	€	 424	€	
Raspberry	Pi	 1	 34	€	 34	€	
Carcasa	Raspberry	Pi	 1	 7	€	 7	€	
Sensor	DHT22		 1	 9	€	 9	€	
Cables	de	conexión	sensor	 3	 0	€	 0	€	
















Concepto	 Cantidad	 Coste	 Total	
Licencia	Autodesk	Maya	2015		 1/mensual	 248,05	€	 248,05	€	
Licencia	Unity	3D	Plus	 4/mensual	 21,42	€	 85,68	€	
Licencia	Microsoft	Office	2016	 1	 279	€	 279	€	
Almacenamiento	Drive	 1	 0	€	 0	€	









En	 cuanto	 al	 coste	 de	 personal	 se	 muestra	 a	 continuación	 con	 sus	 correspondientes	 horas	
asignadas	y	el	coste	por	hora	determinado	por	convenio:		
Concepto	 Horas	 Coste/Hora	 Total	
Jefe	de	Proyecto	 120	 25	€	 	3.000	€	
Modelador	3D	 60	 10	€	 600	€	
Diseñador	 40	 15	€	 600	€	
Programador	 290	 9	€	 2.610	€	
Tester	 40	 9	€	 360	€	






























































v Elección	 de	 la	 idea:	 comprende	 la	 primera	 parte	 del	 proyecto,	 en	 la	 que	 se	 fueron	
sucediendo	varias	ideas	y	de	entre	las	que	se	eligió	la	definitiva.	
v Investigación,	 desarrollo	 y	 viabilidad	 de	 la	 idea:	 una	 vez	 seleccionada	 la	 idea,	 se	 ha	
investigado	 si	 era	 viable,	 qué	 partes	 podían	 desarrollarse	 y	 cuales	 era	 necesario	
















v Creación	 elementos	 gráficos:	 consiste	 en	 la	 creación	 de	 los	 fondos,	 iconos,	 botones,	
paneles	e	imágenes	que	aparecen	en	la	aplicación.	
v Composición	 escena	 inicial:	 condensa	 la	 creación	 de	 la	 primera	 escena	 en	 Unity,	
utilizando	 elementos	 gráficos	 creados	 anteriormente	 y	 comenzando	 con	 el	 flujo	 de	
ejecución	de	la	aplicación.	
v Composición	escena	secundaria:	en	esta	parte	se	desarrolla	la	parte	más	importante	de	
la	 aplicación,	 se	 introducen	 los	 elementos	 en	 tres	 dimensiones	 y	 se	 controla	 el	
funcionamiento	de	todo	el	conjunto.	





v Revisión	memoria	 final:	 consiste	 en	 realizar	 una	 revisión	 de	 toda	 la	 documentación	
creada	para	cambiar	todos	aquellos	aspectos	necesarios.	






























































el	 funcionamiento	para	que	 se	 suceda	el	 flujo	de	 ejecución	de	 la	manera	 adecuada:	 que	 las	
animaciones	de	los	aviones	se	inicien	cuando	es	necesario,	que	se	alternen	aleatoriamente	entre	
los	 vuelos	 de	 salidas	 y	 llegadas,	 que	 se	 produzca	 la	 salida	 y	 aterrizaje	 de	 cada	 vuelo	 sin	
entorpecer	a	ningún	otro,	que	se	generen	los	datos	de	los	vuelos	de	salida	y	llegada,	etc.	
Tampoco	 ha	 sido	 fácil	 estructurar	 todo	 el	 contenido	 generado	 sin	 olvidarse	 los	 aspectos	
decisivos,	que	desde	el	punto	de	vista	del	desarrollador	están	implícitos	pero	que	es	importante	
que	estén	presentes	en	 la	documentación.	 Sin	embargo,	 el	 hecho	de	 tener	que	documentar	
todos	los	pasos	dados	y	explicar	concienzudamente	el	proceso	también	ayuda	a	analizarlo	y	a	
conocerlo	 más	 profundamente,	 por	 lo	 que	 esta	 parte	 no	 ha	 hecho	 más	 que	 mejorar	 las	
capacidades	de	esta	autora	en	lo	que	a	esas	competencias	se	refiere.	



















trabajo	 no	 había	 trabajado	 (como	 el	 uso	 de	 sensores	 conectados	 a	 una	 Raspberry	 Pi	 y	 su	
comunicación	con	una	aplicación	móvil)	y	el	afianzamiento	de	otras	que	conocía	y	sabía	cómo	














v Siguiendo	 esta	 línea	 de	 mejora,	 los	 aviones	 que	 aterrizan	 podrían	 autogenerarse	 a	
medida	que	se	programen	los	vuelos	en	las	pantallas	del	aeropuerto,	de	tal	manera	que	
siempre	haya	algún	avión	disponible	para	aterrizar.	En	el	caso	de	los	aviones	de	salida,	




la	 pista	 del	 aeropuerto	 Adolfo	 Suárez-Madrid	 Barajas	 para	 integrarla	 en	 la	 propia	
aplicación.	
v Otra	 de	 las	 opciones	 sería	 aumentar	 el	 número	 y	 tipo	 de	 sensores,	 pudiendo	 incluir	
alguno	 en	 los	 propios	 aviones	 para	 que	 nos	 proporcione	 información	 de	 altitud,	






o	 amigos	 a	 los	 aeropuertos	 y	 se	 quedan	 esperando	 a	 que	 el	 avión	 despegue,	
actualizando	la	información	en	los	dispositivos	móviles	o	atendiendo	a	las	pantallas	para	
conocer	mejor	cuál	es	el	estado	de	los	vuelos	en	cuestión.	La	parte	holográfica	de	este	
proyecto	 podría	 eventualmente	 usarse	 como	 una	 maqueta	 virtual	 que	 estuviera	
presente	en	la	terminal,	y	que	cualquiera	pudiera	acercarse	a	ver	de	una	manera	que	no	

























































































A	 continuación,	 se	 detallarán	 los	 aspectos	 técnicos	más	 importantes	 del	 funcionamiento	 de	
Unity	3D	para	la	completa	compresión	de	esta	parte	del	proyecto.		
9.1 Conjuntos	de	herramientas	

















inferior	 central.	 Cada	 vez	 que	 se	 crea	 un	 proyecto,	 se	 crea	 una	 carpeta	 predefinida	
llamada	Assets,	 donde	el	programador	debe	guardar	 los	elementos	pertenecientes	a	








































v Main	 camera:	 es	 la	 cámara	 desde	 la	 cual	 se	 captará	 la	 escena	 una	 vez	 iniciemos	 la	





























































































v Tango	 Point	 Cloud:	 se	 encarga	 de	 reconocer	 el	 posicionamiento	 del	 dispositivo	 en	





















siguiente	 pantalla	 en	 la	 línea	 de	 ejecución.	 Para	 estos	 efectos	 se	 ha	 creado	 el	 objeto	


































En	 este	 punto	 de	 la	 ejecución	 se	 nos	 ofrecen	nuevos	 elementos	 con	 los	 que	 interactuar.	 Se	















Se	 añaden	 componentes	 que	 están	 esperando	 en	 cada	 fotograma,	 el	 clic	 en	 el	 botón	
correspondiente,	 y	 si	 éste	 se	 produce	 se	mueve,	 rota	 o	 escala	 el	 objeto	 3D	 instanciado	 las	
unidades	estipuladas	en	el	código.		
Una	vez	se	tenga	este	colocado	en	la	posición	que	el	usuario	desee,	se	pulsará	en	botón	Fijar,	


























cincuenta	 destinos	 e	 identificadores	 de	 vuelo,	 y	 en	 función	 del	 minuto	 que	 sea,	 se	 crean	
aleatoriamente	 horas	 cercanas	 (entre	 veinte	 minutos	 antes	 y	 veinte	 minutos	 después,	
generalmente).	
Se	devuelven	estos	datos	en	un	array	y	se	utilizan	de	nuevo	en	 la	función	 leerFicheroSalidas,	




















































pasa	a	 la	ejecución	de	 los	condicionales	en	función	de	esa	selección.	Ahí	se	estipula	que	si	 la	
pista	está	libre	(es	decir,	no	se	está	ejecutando	la	animación	de	ningún	avión)	entonces	se	puede	

















Existe	 también	 en	 esta	 pantalla	 un	 panel	 que	 muestra	 la	 información	 que	 devuelven	 los	
sensores,	que	se	explica	con	más	detenimiento	en	el	Anexo	IV.	
Finalmente,	 si	 se	 desea	 reiniciar	 la	 aplicación,	 está	 presente	 el	 botón	Home,	 que	 ejecuta	 el	













La	 manera	 de	 establecer	 una	 conexión	 entre	 los	 sensores	 y	 la	 Raspberry	 Pi	 pasaba	 por	 la	







Para	 realizar	 la	 conexión	 era	 necesario	 utilizar	 la	 dirección	 IP,	 el	 nombre	 del	 dispositivo,	 la	
contraseña	y	el	puerto,	información	que	se	proporciona	en	las	variables	de	connectionInfo.		
Llegados	 a	 este	 punto,	 se	 ejecuta	 el	 comando	 que	 provoca	 que	 los	 sensores	 realicen	 una	



















































































Si	 clicamos	sobre	el	botón	 inferior	 izquierdo,	cuyo	 título	dice	Fijar,	 la	posición	de	 la	 terminal	
quedará	fijada	y	comenzarán	las	animaciones	de	despegue	y	aterrizaje	de	los	aviones.		
En	esta	nueva	pantalla	veremos	dos	botones	en	la	parte	superior,	que	si	los	pulsamos	mostrarán	









En	 la	 parte	 inferior	 derecha	 está	 el	 botón	Home	 tal	 y	 como	 aparecía	 en	 la	 pantalla	 anterior	
mientras	 que	 a	 la	 izquierda	 se	 nos	 muestra	 la	 información	 de	 temperatura	 y	 humedad	
procedente	del	sensor.	
	
Ilustración	80:	Detalle	de	la	información	de	temperatura	y	humedad	del	sensor	
Para	salir	de	la	aplicación	es	suficiente	con	pulsar	el	botón	de	menú	de	nuestro	Smartphone	o	
acudir	a	la	pantalla	de	inicio	de	la	aplicación	y	desde	allí	pulsar	Salir.		
 
	
	
	
	
	
	
