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Abstract
In 1943, Warren McCulloch and Walter Pitts wrote a paper giving a simple model for
explaining neurons might work. In order to describe how neurons in the brain might work, they
modeled a simple neural network using electrical circuits. In 1949, Donald Hebb wrote The
Organization of Behavior, which suggested that neural pathways should be strengthened each
time they are used. Since then Connectionism emerged as a mixed filed of artificial intelligence,
cognitive psychology, cognitive science and neuroscience. One of the most studied topics by
connectionists has been Artificial neural network models.
Artificial neural networks have been applied successfully to solve difficult and diverse
problems by training them in a supervised manner with the highly known backpropagation
algorithm. Researchers of different fields have shown that introducing knowledge of the input
data usually yields to improved performance. For example, in computer vision, a simple idea
such as exploiting the 2D topology of pixels (through local connectivity in the network) could
improve the performance of the network (as well as speed up the learning process).
This research studies an alternative approach for introducing input knowledge in a neural
network when the input data is heterogenous. That is, when different feature values possess
different properties such as order (or not order), modular arithmetic or categorical values. In
order to introduce the different particularities of the features, a set of similarity (or dissimilarity)
functions are used to compute the similarity (or dissimilarity) between instances. This similarity
measures, take into account different feature particularities and are computed in the first layer
of the network.
The work presented is based on the similarity neural network or SNN [9]. The original SNN
had only one hidden layer. Since the first layer of the network was trained via clustering, the
training procedure of did not need to propagate backwards the errors produced at the output
of the network. This work expands the original architecture of the network and explains how
to use more than a single hidden layer. It also uses modern techniques already in use in other
neural networks such as dropout, which improve the performance of the network.

1Introduction
Machine learning is a field of artificial intelligence that deals with the construction and
study of algorithms that can learn from data. Such algorithms operate by building a model
based on inputs. Learned models can make predictions or decisions, rather than following
only explicitly programmed instructions. Most Machine learning methods need data to be
transformed to a codification that they can interpret correctly. This data usually represents
real measurements described by natural characteristics and their values. For example, in order
to describe a car you can use a set of measurements such as the color, the number of doors the
width and height etc. These characteristics (variables or features) are different in the way they
express the information and also in the type of information they give. Some of these features
can take a finite number of values (such as colors in a car). Other features might take a finite
number of values but those values might have an order (such as the different horsepowers of
different motors). When a dataset contains different features with different particularities such
as the ones described we say that the dataset is heterogeneous.
Traditional machine learning methods requires, if they have to cope with heterogeneous
data, a transformation that converts all this data into numeric values. Standard transformations
loose relevant information. For example, a tipical transformation is the one hot encoding
of categorical and nominal data. The one hot encoding, as the name suggests, expands a
feature that takes n different values to n different binary features. Each of the n new features
represents a different categorical value. For example if a feature takes values A,B,C then the
transformation assigns (1, 0, 0) to A, (0, 1, 0) to B and (0, 0, 1) to C. If the feature represents
categorical values that is a good way to transform the raw data but if A,B,C represent exam
scores the order is lost (and this information could be quite relevant). Another problem with
this type of encoding is that the dimensionality of the data set grows exponentially, with the
number of different categorical values a feature might take. This project will give an alternative
view for dealing with the mentioned problems.
1
1.1 Definition of the problem and definition of the goals
This project is devoted to study non standard ways to feed artificial neural networks with
heterogeneous data. This project is based on ideas from the Heterogeneous neural network [8]
and the Similarity neural network [9] among other techniques. Both of the previously defined
methods use a single hidden layer of processing units. One of the objectives of this report is to
extend the similarity neural network to use (and to be trained) with more than a single hidden
layer of processing units and evaluate if the proposed architecture improves the performance
over the original method.
1.1.1 Structure of the report
This document is structured in six chapters, which are summarized below.
1. Introduction: Defines the basic notions needed for the rest of the document, including
the definition of artificial neuron and the training procedure for an artificial neuron.
2. The radial basis function and the Similarity neural network: Defines the stan-
dard rabial basis function and the learning procedure of the radial basis function. It also
presents the similarity neural network based on the concept of similarity neuron.
3. The Multilayer perceptron: Defines the standard multilayer perceptron and its
learning procedure.
4. The Deep similarity neural network: Using the first layer of the SNN and the
learning procedure of the multilayer perceptron and the deep similarity neural network
is presented.
5. Evaluation: Shows the performance of the similarity neural network and the deep
similarity neural network compared to other classification algorithms on a set of problems.
6. Future work: Describes some aspects that were not thoroughly developed during the
master thesis project but could be interesting to work on.
Objectives of the master thesis
In this work we aim to give an alternative (and hopefully better) way to introduce structural
feature properties in a neural network when dealing with heterogeneous data. The objective of
this work is to improve classification performance with neural networks using the proposed
approach compared to more standard ways of dealing with these kinds of datasets. Moreover
results are compared with other classification algorithms to validate the benefit of using the
proposed approaches.
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In order to really understand all the theory found in this document the similarity neural
network, the proposed deep similarity neural network and the multilayer perceptron have been
implemented (in Python) from scratch and used for the experiments. The other classification
algorithms used in the experiments belong to Sklearn Python library.
1.1.2 Important notations
This section is devoted to define the notation used throughout the document. The notation
tries to be as clear as possible and defines only the essential concepts. Since this work is
focused on supervised classification problems the concepts defined below refer to supervised
learning problems.
A supervised learning problem is defined as the task of learning a function from labeled
data. Supervised learning problems have a training set D = X × Y . Where X is the set
of instances (also called examples or patterns) and Y is the set of labels (or targets). Each
training example is therefore a pair (x,y) ∈ D. A superscript will be used to determine the
position of a particular instance x in the training set. The notation (xp,yp) will refer to the
p-th training pattern.
In this document m will represent the number of patterns in the dataset, d the dimension
of the input patterns and n the dimension of the labels. Moreover, in order to facilitate reading,
vectors with more than one component will be represented as bold (non-capitalized) letters.
Unless otherwise stated, vectors will be assumed to be column vectors and the superscript
T will be used to denote the transposed operation. Matrices will be represented as bold
capitalized letters.
• X := {x1,x2, . . . ,xm}
• Y := {y1,y2, . . . ,ym}
• m is the size of the training set (the number of training examples).
• d is the dimension of the instances x ∈X = X1 ×X2 × · · · ×Xd.
• n is the dimension of the targets y ∈ Y = Y1 × Y2 × · · · × Yn.
Each Xk in the cartesian product X1 ×X2 × · · · ×Xd is called input variable and is
also referred as feature. Each Yk in Y1 × Y2 × · · · × Yn is called output variable (or target
variable).
3
1.2 Previous work
This section defines the core concepts of artificial neural networks as well as the notation
that will be used throughout the document.
1.2.1 Artificial neuron model
Artificial neurons (also called processing units or units) are processing elements defined by
a vector of weights w ∈ Rd, a bias term b ∈ R and an activation function g : R −→ R. When a
unit receives an input signal x, it proceeds by aggregating the signal weighted by the weights
associated to the unit. Then adds a bias term and applies its activation function.
Definition 1. Given an input vector xT = (x1, x2, . . . , xd), a set of weights w
T = (w1, . . . , wd),
a bias term b and an activation function g : R −→ R, the output of a unit is defined as:
a := g(z) = g(wTx+ b) = g
( d∑
i=1
wixi + b
)
(1.1)
Where z is usually called the net input of the neuron. And a its activation output.
Some authors do not specifically write the bias term b and they add into the sum as a zero
term by defining
w˜T = (w0, w1, w2, . . . , wd) := (b, w1, w2, . . . , wd)
x˜T = (x0, x1, x2, . . . , xd) := (1, x1, x2, . . . , xd)
Then with the previous notation, equation (1.1) can be rewritten as:
a := g(z) = g(w˜T x˜) = g
( d∑
i=0
wixi
)
(1.2)
Figure 1.1 corresponds to two graphical interpretations of the model. Figure 1.1a emphasizes
the fact that a unit has associated a bias term b, Figure 1.1b treats the bias as another weight
with constant input 1.
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x1
x2
...
xd
b
g(z) a
w1
w2
...
wd
a. Graphical representation associated
to x,w and b
1
x1
...
xd
g(z) a
b
w1
...
wd
b. Graphical representation associated
to x˜ and w˜
Figure 1.1. Two classical ways to represent graphically an artificial neuron.
Different types of activation functions
Definition 2 (Linear unit). A neuron with the identity activation function is called linear
unit.
g(z) = z = wTx+ b (1.3)
In contrast to other units, the output of a linear unit can be arbitrarily big (or small) as long
as not all its weights are zero.
Definition 3 (Binary threshold unit). A neuron with the following activation function is
called binary threshold unit.
g(z) :=
{
1 if z ≥ 0
0 if z < 0
(1.4)
Binary threshold units are often called perceptrons. Sometimes g(z) is defined to
be -1 instead of 0 if z < 0.
Definition 4 (Rectified linear unit). A neuron with the following activation function is
called rectified linear unit.
g(z) :=
{
z if z > 0
0 if z ≤ 0 (1.5)
Definition 5 (Sigmoid unit). A neuron with the following activation function is called
sigmoid unit.
g(z) :=
1
1 + e−z
(1.6)
Sigmoid like units give a real valued output that is a smooth bounded function of their
input. Since sigmoid units are bounded between 0 and 1 the output of a sigmoid unit can be
interpreted as a probability.
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1.2.2 The Perceptron
This section is devoted to one of the most simple types of neural network called perceptron.
It was invented by Frank Rosenblatt in the early 1960, accompanied with a very simple learning
algorithm.
Definition 6. A perceptron h is an artificial neuron with a binary threshold activation
function. That means that the output of the perceptron (with parameters w and b) for an
input x is given by:
h(x ;w, b) := g(wTx+ b) =
{
1 if wTx+ b ≥ 0
−1 if wTx+ b < 0 (1.7)
The value wTx+ b is often written as z and it is called the net input of the perceptron.
The input x of the perceptron usually is preprocessed using hand-written features. This
means that practitioners that use perceptrons do not feed the perceptron with the original
inputs x ∈X they use preprocessed features extracted from the inputs. For example in the
case of images, the inputs of the perceptron are not the raw pixels, they are features such as
color histograms, histograms of oriented gradients, etc. Obviously this is not a requirement, it
is just a natural consequence of the heavily constrained ability of the perceptron to classify
complex patterns in the original feature space.
The reader can notice that a the output of the perceptron is determined by the value of the
activation function g(x ;w, b) = wTx+ b. It can be noticed that g(x ;w, b) = wTx+ b = 0
defines a decision boundary that has the equation of a hyperplane. We say that a set of
instances with binary labels (1 or -1) is linearly separable if there exist a hyperplane such that
all instances with label 1 are in one side of the hyperplane and all instances with label -1 are
in the other side of the hyperplane. The formal definition is as follows:
Definition 7. Given set of pairs X × Y = {(x1, y1), . . . , (xm, ym) | (xk, yk) ∈ Rd × {−1, 1}}
we define C1 = {xi ∈X | yi = 1} and C−1 = {xi ∈X | yi = −1}. X×Y is said to be linearly
separable if there exist w ∈ Rd, b ∈ R such that :
wTxi + b ≥ 0 for all xi ∈ C1 and wTxj + b < 0 for all xj ∈ C−1 (1.8)
It can be noticed that the inequalities in (1.8) are the same as the ones used in the
perceptron (1.7). Therefore a set of vectors with binary labels is linearly separable if and
only if there exist a perceptron such that (1.8) is satisfied. Because of the the limitations of
the perceptron for non linearly separable data more sophisticated learning algorithms will be
described in this document. Nevertheless the reader should be familiar with the perceptron
before dealing with the multilayer perceptron. For completeness the following pages describe
important properties of the perceptron and its learning algorithm.
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Observation 1. Given a vector xn, independently of its class yn, the product znyn (where
zn = wTxn + b) is strictly positive if the vector is correctly classified by a perceptron h(·,w, b).
In more detail:
• If the net input z is negative then the classification of the perceptron is -1 which means
that the product of the class (-1) times z is positive.
wTxi + b < 0⇒ g(wTxi + b) = −1⇒ (wTxi + b) · (−1) > 0
• If the net input z is positive then the classification of the perceptron is 1 which means
that the product of the class (1) times z is positive.
wTxi + b > 0⇒ g(wTxi + b) = 1⇒ (wTxi + b) · 1 > 0
So far we have seen that the sign of the net input z defines the output of the perceptron. Us-
ing this peculiarity we can give a more compact definition of linear separability. Using the same
notation as in the previous definition 7, we can state that X × Y = {(x1, y1), . . . , (xm, ym) |
(xk, yk) ∈ Rd × {−1, 1}} is linearly separable if and only if
(wTxn + b)yn > 0 for all n ∈ {1, . . . ,m} (1.9)
This condition can be written with including the bias term inside w as defined in equation
(1.2). By doing so we can get the following definition of linear separability.
Definition 8. Given set of pairs X × Y = {(x1, y1), . . . , (xm, ym) | (xk, yk) ∈ Rd × {−1, 1}}
we say that X × Y is inearly separable if there exist w˜ ∈ Rd+1 such that
w˜T x˜nyn > 0 for all n ∈ {1, . . . ,m} (1.10)
where x˜T := (1,xT ) = (1, x1, . . . , xd) for each x ∈X .
The definition of the perceptron uses a binary threshold activation function. The net input
of a binary threshold unit z defines a hyperplane z = wTx+ b = 0. Therefore the classification
of a given instance x can be geometrically interpreted as the position with respect to the
hyperplane wTx+ b = 0 in the sense that the perceptron will classify x as 1 if wTx+ b ≥ 0.
Therefore if x is above (or on) the hyperplane then the perceptron will classify x as 1 and as -1
otherwise. This interpretation uses the equation of the net input z = 0 as a decision boundary.
This means that if the input patters cannot be separated by a hyperplane a perceptron cannot
separate them perfectly.
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The following images present two cases, in the left diagram of figure 1.2 we have a linear
separable scenario and in the right image a non linearly separable set of instances. Image
1.2b shows that very simple patterns might not be linearly separable. This indicates that
a. Linearly separable patterns b. Non linearly separable patterns
Figure 1.2. Two diagrams showing that not every set of patterns is linearly
separable
perceptrons might not the most adequate way to separate difficult patterns although they are
used in practise, specially when the dimensionality of the input is very high.
Observation 2. The easiest example of non linearly separable pattern by a perceptron is a
logical gate XOR. Which means that a perceptron cannot even distinguish if two single bit
features are the same.
Let us assume that (1, 1) and (0, 0) have class 1 and (1, 0) and (0, 1) have class −1. In order
to get a perceptron h(·;w, b) to classify the four instances as stated the following inequalities
should be verified.
(1, 1) have class 1 ⇒ w1 · 1 + w2 · 1 + b ≥ 0 ⇒ w1 + w2 + b ≥ 0
(0, 0) have class 1 ⇒ w1 · 0 + w2 · 0 + b ≥ 0 ⇒ b ≥ 0
(1.11)
If we sum the two previous inequalities we get w1 + w2 + 2b ≥ 0. Now if we impose the
conditions for the other two instances we get.
(1, 0) have class 1 ⇒ w1 · 1 + w2 · 0 + b ≤ 0 ⇒ w1 + b < 0
(0, 1) have class 1 ⇒ w1 · 0 + w2 · 1 + b ≤ 0 ⇒ b < 0
(1.12)
If we sum the two previous inequalities we get w1 + w2 + 2b < 0. Therefore we have a
contradiction since w1 + w2 + 2b ≥ 0 and w1 + w2 + 2b < 0 cannot happen at the same time.
Figure 1.3 shows that, in order to split the space in two components and classify correctly all
instances an ellipse should be used.
Figure 1.3. Simplest non linear separable case
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Example 1. Patterns with wrap around which cannot be correctly classified by a perceptron.
Let us consider patterns a1, . . . ,a6, b1, . . . , b6 from two different classes. Patterns ap will
be from class 1 and patterns bp from class -1. The following Figures 1.4b and 1.4b contain the
visualization of the 12 patterns. Each row on each image represents a pattern. The next row
represents the pattern from the previous row shifted one unit to the right.
a. Patterns from type a b. Patterns from type b
Figure 1.4. Visualizing patterns moved by a translation to the right with wrap
around.
We can prove that a perceptron cannot distinguish the a patterns from the b patterns. In
the pictures above we can see that the pixels on each column are on (or 1) three times. This
happens in both patterns a and b and it means that the total input received by the binary
threshold unit will be three times the sum of all the weights plus six times the bias. Because
the same behavior will happen for both types of patterns a perceptron cannot classify them
correctly. If the reader is not convinced with the previous justification we can write all the
necessary conditions needed for a perceptron to classify the patterns with its correct class.The
conditions are in the following table:
Pattern class condition on z to be
in the correct class
a1 = (1, 0, 0, 1, 1, 0) 1 w1 + w4 + w5 + b ≥ 0
a2 = (0, 1, 0, 0, 1, 1) 1 w2 + w5 + w6 + b ≥ 0
a3 = (1, 0, 1, 0, 0, 1) 1 w3 + w6 + w1 + b ≥ 0
a4 = (1, 1, 0, 1, 0, 0) 1 w4 + w1 + w2 + b ≥ 0
a5 = (0, 1, 1, 0, 1, 0) 1 w5 + w1 + w2 + b ≥ 0
a6 = (0, 0, 1, 1, 0, 1) 1 w6 + w3 + w4 + b ≥ 0
b1 = (1, 1, 1, 0, 0, 0) -1 w1 + w2 + w3 + b < 0
b2 = (0, 1, 1, 1, 0, 0) -1 w2 + w3 + w4 + b < 0
b3 = (0, 0, 1, 1, 1, 0) -1 w3 + w4 + w5 + b < 0
b4 = (0, 0, 0, 1, 1, 1) -1 w4 + w5 + w6 + b < 0
b5 = (1, 0, 0, 0, 1, 1) -1 w5 + w6 + w1 + b < 0
b6 = (1, 1, 0, 0, 0, 1) -1 w6 + w1 + w2 + b < 0
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We can see that summing all the in equations from the patterns of type a we get 3w1 + 3w2 +
3w3 + 3w4 + 3w5 + 3w6 + 6b ≥ 0. Doing the same with the b patterns we get 3w1 + 3w2 +
3w3 + 3w4 + 3w5 + 3w6 + 6b < 0. Therefore no perceptron can exist which can classify the
previous patterns as desired.
Observation 3. The reader can notice that the expression
∑d
i=0wixi is linear with respect to
the wegiths wi and the inputs xi, although the ”real” variables, as far as learning is concerned,
are the parameters wi (more details in section 1.2.2 devoted to the derivation of the learning
procedure). This linearity in the weights allow us to perform nonlinear transformations to the
inputs xi and then use a perceptron to split the instances.
(x1, x2) −→ (x21, x22)
Figure 1.5. In the left figure we can see that triangles are closer to the center than
circles. Aplying the following nonlinear transformation to the inputs φ(x1, x2) =
(x21, x
2
2) we can see, in the right figure, that instances φ(x) can be separated by a
hyperplane.
The perceptron learning algorithm
In the previous pages we have seen how a perceptron is defined and its limitations but we
have not yet dealt with the problem of finding the parameters w, b of the perceptron h(·;w, b).
Our ultimate goal is to produce an classification system but in order to get a good classification
system we need to have a procedure to learn the parameters of the model.
Learning w, b can be seen as finding the parameters that minimize the errors made by
the perceptron h(·;w, b). In order to define this problem the perceptron criterion (or cost
function) is introduced.
Definition 9. Given a set of weights w and a bias b joined in w˜, the perceptron cost function
is defined as follows:
Cpercep(w˜) = −
∑
xp∈M
w˜T x˜pyp (1.13)
where M is the set of vectors which are misclassified by the current set of weights w˜.
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Observation (1) stated that if a pattern is correctly classified by a perceptron then
w˜T x˜kyk > 0. Therefore the terms w˜T x˜kyk are negative numbers (because xk ∈ M is a
misclassified instance by definition). This implies that C(w˜) is a sum of positive terms and
equals zero if all the data points are correctly classified.
Perceptron learning
Our goal is to find the parameters w˜ of the perceptron that classify correctly as most
instances as possible. In order to do so we will try to minimize the contribution of the
misclassified instances from C(w˜). This minimization will be done using the standard gradient
descent algorithm. The algorithm begins with an initial guess for w˜ (which can be random)
and then updates the weight vector by moving a small distance in the w˜-space in the direction
in which C(w˜) decreases most rapidly, ∇w˜C.
Iterating this process a sequence of weights w˜(t) are computed using the following learning
rule:
w
(t+1)
i = w
(t)
i − η
∂C
∂wi
(1.14)
where η is a small positive number called the learning rate. Under suitable conditions the
sequence of weight vectors will converge to a point in which C is minimized.
In order to find a concrete learning rule for the perceptron, we can use equation (1.14) and
compute the partial derivative of the cost with respect to a weight. Assuming that the input
w˜ has dimension d+ 1 we have:
∂C
∂w˜i
=
∂
∂w˜i
(
−
∑
xk∈M
w˜T x˜kyk
)
=
∂
∂w˜i
(
−
∑
xk∈M
d∑
j=0
wjx
k
j y
k
)
= −xki yk (1.15)
Using the previous computation of ∂C∂w˜i we can substitute it in equation (1.14) and get:
w
(t+1)
i = w
(t)
i + ηx
k
i y
k (1.16)
which is the expression of the updates needed for learning at each component. In vectorial
form the previous equation would be:
w˜(t+1) = w˜(t) + ηx˜kyk
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The Perceptron learning algorithm
Using the previous weight updates found in equation (1.16) we can describe the perceptron
learning algorithm. For each pattern in the training set check if the prediction of the pattern
done by h(·; w˜(t)) is correct. Then, there are two cases to consider:
• if the pattern is correctly classified the weights won’t be updated.
• if the pattern is incorrectly classified each of the components of w˜(t) is updated using
equation (1.16). This can be viewed from two perspectives:
– Reinforced Learning:
If the pattern belongs to class 1 but was predicted as -1 it necessarily means that
the net input was negative though it should have been positive. Therefore the
weights will be modified by adding ηx˜k (because yk = 1).
– Antireiforced Learning:
If the pattern belongs to class -1 but was predicted as 1 it necessarily means that
the net input was positive although it should have been negative. Therefore the
weights will be updated by subtracting ηx˜k (because yk = −1).
The following pseudocode contains the perceptron learning procedure. It should be noticed
that, in the case of non separable data, the perceptron cannot accomplish a perfect answer. In
practice the perceptron learning algorithm computes (on a test set) the number of misclassified
instances at each iteration, saving the weights that got the most number of correctly classified
instances. This procedure is usually referred to as “the pocket version” of the perceptron
algorithm.
Algorithm 1. Perceptron learning algorithm
Goal: Find the weights wi, such that the Cost C is minimized.
Initialization: Set the weights w0, . . . , wd to random, epoch=0, max to the maximum number of
epochs, η to a small number.
1: While epoch < max
2: misclassified = 0
3: For t ∈ {1, . . . ,m}
4: z =
∑
w
(t)
i x
T
i
5: If g(z) 6= yk
6: w˜(t+1) = w˜(t) + ηx˜T yT
7: misclassified = missclassified +1
8: If misclassified = 0
9: Break
10: epoch = epoch +1
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1.2.3 Training linear neurons (linear regression)
This section describes two methods to train a linear unit given a training set, the advantages
and disadvantages of the methods.
Given a d dimensional input vector x the output of a linear neuron h(x ;w, b) is the
weighted sum of its inputs wTx+ b. Assuming that we have a training set X × Y containing
m vector instances x1, . . . ,xm and m scalar output targets y1, . . . , ym we will describe a
procedure to tune the weights of the linear unit h(·;w, b) such that h(xp ;w, b) is as close as
possible to yp for all the patterns.
The linear unit has the exact form of a linear regressor. That is the output variable is
predicted as a linear combination of the input variables weighted by a set of parameters. If the
goal of the training procedure for a linear unit is to find a set of parameters that minimize the
mean squared error then the linear regression algorithm (sometimes called least-mean-squares
algorithm) is exactly the same as the standard learning procedure for a linear unit.
Definition 10 (Linear regression problem). Let X × Y be a training set with m vector
instances x1, . . . ,xm and m target scalars y1, . . . , ym. The linear regression problem consist
on fining the parameters w, b of a linear unit h(·;w, b) such that minimize:
1
2m
m∑
p=1
(yp − h(xp ;w, b))2 (1.17)
There are two ways to solve the linear regression problem. A gradient descent (iterative)
approach and an analytical (non iterative) formula. Some authors refer to the analytical
approach as “the Normal equation method”.
Gradient descent for linear units
In order to find the parameters of the linear unit such that solve the linear regression
problem we can update them, from a given random initialization as follows:
w
(t+1)
i = w
(t)
i − η
∂C
∂wi
, for i ∈ {0, 1, 2, . . . , d} (1.18)
Where the derivative of the mean squared error cost function with respect to a parameter wi
∂C
∂wi
=
∂
∂wi
 1
2m
m∑
p=1
(yp − h(xp ;w, b))2
 = − 1
m
m∑
p=0
(yp − h(xp ;w, b))xpi (1.19)
It should be noticed that the updates for the bias term are given by the previous expression
for i=0, because, according to our notation w0 := b and w
p
0 := 1. Using the previous gradient
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the updates on the parameters are the following ones
w
(t+1)
i = w
(t)
i + η
1
m
m∑
p=0
(yp − h(xp ;w, b))xpi , for i ∈ {0, 1, 2, . . . , d} (1.20)
The normal equation method
The goal of the normal equation method is to solve the linear regression problem analytically.
In order to make the mean squared error of equation (1.17) as low as possible we need to find
a hypothesis such that given xp its prediction is as close as possible to yp. In the best case
scenario, all the predictions would exactly match the target values. That happens when the
following equalities are verified:
d∑
i=0
xpiwi = y
p, p ∈ {1, 2, . . . ,m} (1.21)
Let us denote by y the column vector containing all m targets, w˜ the vector containing the
bias term and the d parameter weights. Let us denote X˜ as the matrix containing all the
expanded instances as rows, where by expanded we understand that have a 1 in coordinate 0.
Then the previous equalities in (1.21) can be written in matrix format as follows:
X˜w˜ = y
In more detail the previous equality is
X˜w˜ :=

(x˜1)T
(x˜2)T
...
(x˜n−1)T
(x˜n)T


w0
w1
...
wd−1
wd

:=

x10 x
1
1 · · · x1d
x20 x
2
1 · · · x2d
...
...
xm0 x
m
1 · · · xmd


w0
w1
...
wd−1
wd

=

y0
y1
...
yd−1
yd

= y
This matrix equality defines a as a linear system of m equations and d+ 1 unknown coefficients
w0, . . . , wd. In most cases we can assume d+1 < m, that is, there are have much more instances
than features. This means that this system is overdetermined.
Theorem 1. Let X ∈ Rm×d, w ∈ Rd, y ∈ Rm.
i The solution of the system of equations given by Xw = y is
w∗ = (XTX)−1XTy (1.22)
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ii Using the previous notations related to the linear unit h(·;w, b), w∗ in the equation
above minimizes the mean squared error
C(w) =
1
2m
m∑
p=1
(yp − h(xp ;w, b))2
Proof. First let us prove i). That is w∗ = (XTX)−1XTy is a solution of Xw = y. We just
need to substitute w∗ in Xw = y and check that the equality holds.
Le us recall that given two matrixes A ∈ Rp×q and B ∈ Rq×r the inverse of its product
(AB)−1 can be written as (AB)−1 = B−1A−1. The substitution of w∗ in Xw = y is
Xw∗ := X (XTX)−1XTy︸ ︷︷ ︸
w∗
= XX−1︸ ︷︷ ︸
Id
(XT )−1XT︸ ︷︷ ︸
Id
y = y
Now let us prove ii). We must proof that w∗ minimizes the mean squared error. C(w) is
minimized when its gradient vector is zero, that is when all the partial derivatives of C(w)
with respect to the parameters w1, . . . , wd are 0. For each j ∈ {1, . . . , d} we have:
∂
∂wj
 1
2m
m∑
p=1
(yp − h(xp ;w, b))2
 = − 1
m
m∑
p=1
(yp − h(xp ;w, b))xpj = −
1
m
m∑
i=1
(wTxp − yp)xpj
We have that
− 1
m
m∑
p=1
(wTxp−yp)xpj = 0 ⇔
m∑
p=1
wTxpxpj−
m∑
p=1
ypxpj = 0 ⇔
m∑
p=1
wTxpxpj =
m∑
p=1
ypxpj
In the last equality we can substitute wTxp = w1x
p
1 + . . . wdx
p
d =
∑d
k=1wkx
p
k and get the
following expression
m∑
p=1
wTxpxpj =
m∑
p=1
xpjy
p ⇔
m∑
p=1
d∑
k=1
wkx
p
kx
p
j︸ ︷︷ ︸
α
=
m∑
p=1
xpjy
p
︸ ︷︷ ︸
β
α is the j’th coordinate of the vector XTy. β is the j’th row of XTXw. If we consider the
previous expression for each j ∈ {1, . . . , d} we can rewrite it in matrix notation as follows:
XTXw = XTy
Therefore if (XTX) is invertible we get the w∗ stated in the theorem
w = (XTX)−1XTy
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Gradient descent vs normal equation
Both gradient descent and the normal equation training methods have advantages and
drawbacks. When dimensions are reasonably low the normal equation method is fast. Never-
theless computing the inverse (XTXT )−1 might be very slow for relatively large matrices. In
this cases standard gradient descent is the reasonable way to solve the problem even though it
requires to select learning rate and iterate the process.
1.2.4 Linear regression for classification
So far we have seen how to train linear units. Training a linear unit is just the proceduce
that finds the parameters of the linear unit that minimize the distance between the predictions
of x1, . . . ,xm made by the hypothesis function (defined by the linear unit) and a set of given
scalar values y1, . . . , ym. It should be noted that binary valued functions are also real valued
functions, therefore in a binary classfication problem we can define classes as {+1,−1} ∈ R
and apply one of the previously detailed methods to train the linear unit. After training we
will have wTxp ≈ yp. Therefore sign(wTxp) is likely to agree with yp ∈ {+1,−1}.
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2RBF network and SNN
This section introduces the radial basis function network (RBF) and the similarity neural
network (SNN). Both models are included in the same chapter because they are conceptually
similar. Both models measure how close patterns are from a set of prototype patterns and use
this information to classify other patterns.
Exact RBF interpolation for one dimensional output
The original radial basis function (RBF) was formulated by Lowe, David in 1988 [5]. It
has its origins in interpolation techniques. In order to interpolate a set of points the original
radial basis function required every input vector to be mapped onto its corresponding target.
Let us consider a set of m input patterns {x1, . . . ,xm} with its corresponding one dimen-
sional targets {y1, . . . , ym}. Imagine that we want to find a function f : Rd −→ R such that
verifies
f(xp) = yp, p = 1, . . . ,m (2.1)
The radial basis function approach for solving the interpolation problem consist on introducing
a non linear function φ which is used to express any target as a linear combination of m times
φ(‖x− xk‖). Usually φ takes a Gaussian form:
φ(‖x− xk‖) = exp
(
−‖x− x
k‖2
2σ2
)
= exp
(
−γ‖x− xk‖2
)
(2.2)
where ‖‖ is the Euclidean distance and σ controls the smoothness of the interpolating function.
If σ is overestimated, the exponential will behave almost linearly. If underestimated, the
function will lack regularization and the decision boundary will be highly sensitive to noise in
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training data. Using m of the previously defined φ functions the targets are written as a linear
combination of the outputs of the basis functions. That is,
f(x) =
m∑
k=1
wkφ(‖x− xk‖) (2.3)
The following diagram shows the network architecture of the RBF defined in the previous
equation. It should be noticed that the net inputs of the neurons on the first layer are
computed by subtracting the weights to the current pattern and then taking the norm (instead
of computing the scalar product between the input and the corresponding weight vector).
Figure 2.1. RBF network with m hidden units and a single output unit.
The reader can notice that there are m parameters w1, . . . , wm and m equations to be
satisfied. For each instance xk in the data we can compute its activation a1(xk), denoted as
φk, creating m column vectors φ1, . . . ,φm of dimension m. Let us join all φ
T
k vectors as rows
in a matrix Φ, where Φij = φ(‖xi − xj‖). If write y = (y1, . . . , ym)T and w = (w1, . . . , wm)T
the m interpolation restrictions from (2.1) can be written as
Φw = y (2.4)
If the inverse of Φ exists then the weights w needed to verify the interpolations (2.1) can be
found multiplying by the inverse of Φ on each side of the equation. That is w = Φ−1y.
Exact RBF interpolation for n dimensional output
Let us assume that we are given {x1, . . . ,xm} with its corresponding n dimensional targets
{y1, . . . ,ym}. Now each input xk must be mapped onto an output vector yk therefore the
interpolation conditions in equation (2.1) become
fk(x
p) = ypk, p ∈ {1, . . . ,m}, k ∈ {1, . . . , n} (2.5)
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where each output coordinate fi(x) is obtained by a linear composition of m basis functions
in the same way as f(x) ∈ R was obtained in equation (2.6). This means that
fk(x) =
m∑
j=1
wjkφ(‖x− xk‖) (2.6)
Figure 2.2 shows a diagram of the RBF network we are considering. The output weights can
be obtained as follows:
wjk =
m∑
j=1
Φ−1jk y
k
j (2.7)
where Φ−1 is the same matrix used for solving the one dimensional case in equation (2.4). The
same matrix is used for each component.
wjk
wjn
wj1
xji
x1ix1
xi
...
...
xd
xmi fn(x)
...
fk(x)
...
f1(x)
φ
φ
φ
...
...
Figure 2.2. RBF network with m hidden units and n output units.
RBF For classification
The previously defined RBF outputs a real number but RBFs can be used for classification
purposes by assigning a class just like the perceptron does. Let us assume that there is only
one output unit. We can solve a binary classification problem by assigning the sign of the net
input in the output unit. That is,
h(x) = sign
 m∑
j=1
wjφ(‖x− xj‖)
 (2.8)
then the output of h can be interpreted as the class associated to x ( class 1 or -1).
The reader might question how to find the wj weights under this conditions. This is analogous
to how to fit a linear regressor model for classification purposes. If we define the output of a
linear regresssor s(x ;w) as
s(xp ;w) :=
m∑
j=1
wjφ(‖xp − xj‖) (2.9)
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then we can train it by minimizing the mean squared error cost function
argmin
w
m∑
p=1
(h(x;w)p − yp)2 (2.10)
where yp ∈ {−1, 1}. Then we can predict a class by giving the sign of the input, so our
hypothesis function h ends up h(x ;w) = sign(s).
2.1 RBF as a similarity based method
The whole point of learning is precisely about finding a hypothesis h from a set of training
examples such that it resembles as much as possible the true function f that created the
samples. Therefore we are not interested on interpolating a set of points (which could be
thousands or millions). We wish to be able to learn from the m samples and create a model
that generalizes well outside the m cases we use to train it. In the case of the RBF model
we need to choose n points (being n much lower than m) which will be used to compute the
activity of the n hidden RBF units. These n points, usually called centers or centroids (because
they are in the center of the gaussian), can be chosen among the m initial instances or not
and are usually denoted as µ1, . . . ,µn.
Using µ1, . . . ,µn, the k’th output of the RBF can be defined as follows:
hk(x ;w,µ) =
n∑
j=1
wjkφ(‖x− µj‖) =
n∑
j=1
wjk exp
(−γ‖x− µj‖) (2.11)
It should be noted that the output of the RBF is defined as weighted aggregation of
comparisons φ(‖x− µj‖). In the previous equation x is compared to every center (not every
point as we did in equation (2.6)). There are some issues that must be further specified.
• How to choose the centers µ1, . . . ,µn
We wish to choose the centers as representatives of the inputs. The key idea is that it
would be a good idea to choose a representative for each “cluster” of points in the data
in such a way that every instance is close to its representative.
• How to choose the weights w1, . . . , wn
Once the centers are found the weights can be found in the same way a linear neuron
is trained if we assume that the output units of the RBF are linear. If we assume the
output units to be different we can use other training procedures, like a logistic regression
training procedure for sigmoid units.
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• How to choose the γ value.
One iterative approach to find γ is:
1) Fix γ with an initial value then solve the following problem via gradient descent
(or pseudoinverse):
argmin
w1,...,wn
h(x ;w,µ, γ) = argmin
w1,...,wn
n∑
j=1
wj exp
(−γ‖xj − µi‖) (2.12)
2) Fix w1, . . . , wn and then solve the following problem via gradient descent:
argmin
γ
h(x ;w,µ, γ) = argmin
γ
n∑
j=1
wj exp
(−γ‖xj − µi‖) (2.13)
3) Repeat steps 1) and 2) until convergence. Notice that there is no special reason
to have only one γ parameter. The same algorithm can be used with γ1, . . . , γn
parameters.
This is not the only way to find γ. In [6] authors conclude that the best way to found
the width γ is by Cross Validation. Other authors [7],[11] have other heuristic functions.
2.1.1 Finding centroids
Now we will describe a proceduce to find µ1, . . . ,µn. One way to approach this problem is
by using the K-means clustering algorithm, which splits x1, . . . ,xm into n clusters S1, . . . , Sn
minimizing the sum of the distances between each of the m points and its corresponding
cluster centers. That is, it solves
argmin
µ1,...,µn
n∑
i=1
∑
xj∈Si
exp
(−γ‖xj − µi‖) (2.14)
This can be solved using the Lloyds algorithm which, at each step updates all centroids µk
by taking the mean of the instances in cluster Sk. Then updates the clusters Sk by assigning
instance x cluster j if the distance between x and µj is less than the distance between x and
any other cluster center.
It should be noticed that other clustering algorithms can be solved since we are primarily
interested in selecting representative instances from our training set. In fact we don’t even
know how many clusters (hidden units in the RBF) are needed to get a good model. This is
indeed a model selection problem and it should be solved measuring the performance of each
RBF architecture in an independent validation set of data (choosing as final architecture the
one high highest performance).
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2.1.2 Finding output layer weights
The parameters w1, . . . , wn from the hidden to the output layer can be chosen by gradient
descent. The updates on the weights can be defined as follows:
wi(t+ 1) = wi(t)− η ∂C
∂wi
(2.15)
Assuming that the RBF has a single linear output unit. That is
h(x) =
n∑
i=0
wiφi(γi‖x− µi‖)
If our objective is to minimize the distance between the hypothesis h(xp) and the target yp we
can try to minimize C = Cp =
1
2(h(x
p)− yp)2. The updates for the weights can be computed
using a gradient descent procedure and are given by the following expression:
∂Cp
∂wi
=
∂Cp
∂h
∂h
∂wi
= (h(xp)− yp)φi(γi‖x− µi‖) = (h(xp)− yp)φi
Summarizing the training procedure of the RBF
Radial basis function networks can be trained very fast by selecting the first layer centroids
using a fast unsupervised learning algorithm such as the K-means clustering algorithm. Then,
output layer weights can be found by standard gradient descent. More details about gradient
descent will be given in section 3.2.3.
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2.2 Similarity neural network
“The universe may have a purpose, but nothing we know suggests that, if so, this purpose
has any similarity to ours. ”
– Bertrand Russell
In the previous section we have seen how a radial basis function network creates its first
layer in an unsupervised way. The first layer of the network is build by choosing a set of
representative centroids µ1, . . . ,µn . In order to predict the output activation of the first
layer for a given pattern x, the distance between x and all the centroids is computed. The
standard Euclidean norm (or the Manhattan norm or any other standard norm) operates each
component of the vector x−µk in the same way, with no distinction when comparing different
features. This is not the most reasonable way to make comparisons, the following example
illustrates this statement.
Example 2. Let us assume that we have a certain dataset X with m instances (rows of X)
and d = 2 features (columns of X). Let us assume that the first column is a binary variable
with male,female values coded as 0,1 respectively. Let us assume that the second column
represents the presence or absence of HIV coded as 1,0 respectively.
With the previous notation let us consider the two following cases:
‖(1, 0)− (0, 0)‖ = 1 euclidean distance between a man and a woman both without HIV
‖(0, 0)− (0, 1)‖ = 1 euclidean distance between two men one of which is infected with HIV
The euclidean distance between both previous examples is 1 unit. Nevertheless, it would be
more reasonable to say that two people that have the HIV are more similar than two people
that have the same sex. This is reasonable because it is much more uncommon to have VIH
than sharing sex (thus two people that have HIV, regardless of the sex, should be more similar
than two men). This situation can be generalized: when there is a value of a binary variable
that is much more common than the other we say that the variable is asymmetric binary.
Before getting into the details of how to compute the similarity of two instances we need
to define what we understand for similarity. A similarity function is a function that maps
two objects defined in the same feature space to a real number between 0 and 1. Moreover
a similarity s : A× A −→ [0, 1] (defined in a feature space A) measures the resemblance of
two values. It is such that the more resemblant two values are, the bigger the similarity is.
There are several methods to measure it, which change for different data types. Usually, the
similarity of a value with itself is 1. It will be nearer to 0 for values with lower resemblance.
Analogously we can define a dissimilarity d : A×A −→ [0, 1] as a function that maps a value
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with itself as 0 (two objects that are zero dissimilar means that they are the same object) and
two completely different objects are mapped to 1.
2.2.1 Similarity neuron
The k-th hidden unit in a radial basis function computes the norm of the difference a given
input x and the associated prototype the the k-th unit xk. Then applies a gaussian function
which outputs a number between 0 and 1. The output is 1 when ‖x− xk‖ is 0. Therefore unit
k in the hidden layer of the RBF can be interpreted to measure output how close an input
pattern is to the k-th prototype. In order to tackle the problem described in Example 2 and
improve the measurements of closeness between patterns the similarity neuron is defined.
Given an instance x = (x1, . . . , xd)
T and a weight vector µk = (µk1, . . . , µ
k
d)
T the net input
of the k’th similarity unit is defined as
zk = s(x,µ
k) =
∑d
i=1 δi · si(xi, µki )∑d
j=1 δj
(2.16)
• si is the similarity function associated for variable i. It should be noticed that same
formula could be used with a dissimilarity di.
• δi is a binary variable that is 0 in case of xi or x′i is a missing value.
The δi variable can play a crucial role. If there is a missing value in either x or µ
k (or in
both) in column k then δk = 0. Therefore in the overall similarity value, the contribution of
the k-th variable to the overall similarity value will is not taken into account. In essence this
“delta trick” enables the comparison of instances which have missing values by comparing only
the coordinates that are free of missing values. If no missing value is present in x or µk then∑d
k=1 δk = d. In this case equation 2.16) is just the mean value of the partial similarities.
Activation function of a similarity neuron
In order to compute the output of a similarity unit k, denoted by φk(x), a nonlinearity
is applied. The nonlinearity chosen is a sigmoid like function. It should be noticed that the
net input of a similarity unit will be always between one and 0, because it is defined as a
normalized sum of partial similarities (each of which is positive). Therefore some mathematical
transformations are needed to center a sigmoid like function for this kind of net input.
The output of the k-th unit will be defined as φk(x) := g(s(x,µ
k), pk), where g(z, p) is a
family of sigmoid like functions parameterized by the smoothing parameter p.
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The g family is defined as follows:
g(z, p) :=
{ −p
(z−0.5)−ψ(p) − ψ(p) if z ≤ 0.5
−p
(z−0.5)+ψ(p) + ψ(p) + 1 if z > 0.5
(2.17)
where ψ(p) := −0.25 + 0.5
√
0.52 + 4p.
From this family of activation functions, the rest of the document assumes that p = 0.1
which is a sigmoid like function similar to the standard sigmoid described in definition 5 (first
chapter). The following figure 2.3 shows different kinds of functions for different p values. The
one chosen, with p = 0.1, is represented as a continuous curve.
It can be noticed that for all p > 0, limp→∞ g(z, p) = z and g(z, 0) = H(z − 0.5) being H
the heaviside function. Intuitively figure 2.3 shows that the smaller the p value is the higher
the slope is at the center.
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Figure 2.3. Family of sigmoid like functions
Using the previously defined similarity neuron the similarity neural network (SNN) is
defined as a neural net with a single hidden layer of similarity neurons and a standard output
layer. Assuming there are n1 hidden units and n2 output units, if we denote as W = (wik)
the weight matrix from the hidden layer to the output layer then k-th output neuron of the
SNN computes:
Φk(x) :=
n1∑
i=1
wikφi(x) + bk, k ∈ {1, . . . , n2} (2.18)
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The SNN can be seen as a generaralization of the RBF because the response of the hidden
units is localized: centered at a given prototype (which is a weight vector µk where response is
maximum in case we are using similarities and minimum in case we are using dissimilarities),
falling down as the input is less similar to the center prototype.
2.2.2 Dissimilarity functions
In the previous subsection we have defined the net inputs of the similarity units in the
SNN as a linear combination of partial similarities (or dissimilarities). This subsection is
devoted to detail reasonable ways to define partial similarities. From here until the end of
this section xi and xj will denote two instances. The formulas presented in this section are
dissimilarities (represented with d instead of s). It should be noticed that given any dissimilarity
and associated similarity can be computed using the following relation: d =
√
1− s.
Binary symmetric features
Each value of a binary symmetric variable is equally important. The partial dissimilarity in the
case of symmetric binary variables is defined as an dk(x
i
k, x
j
k) = 1− 1{xik=xjk}(x
i
k). Therefore
dk(x
i
k, x
j
k) = 0 if and only if x
i
k = x
j
k.
Binary asymmetric features
Binary asymmetric features assume that the two different values are not equally important.
Given two asymmetric binary attributes, the agreement of two 1’s is considered more significant
then of two 0’s. Two binary dichotomus variables are similar if and only if they agree on the
possession of a trait (which can be coded as 1). Hence
dk(x
i
k, x
j
k) =
{
0 if xik = x
j
k = 1
1 if otherwise
(2.19)
Nominal (or categorical) features
Take a finite, discrete set of values (sometimes represented as integer numbers) with no order.
For example 1,2,3 can encode ”car”, ”bicycle” and ”motorbike”. Then the partial dissimilarity
between two categorical values xik and x
j
k is 0 if and only if x
i
k = x
j
k.
dk(x
i
k, x
j
k) =
{
0 if xik = x
j
k
1 if otherwise
(2.20)
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Ordinal features
Ordinal features take a finite, discrete set of values which have an order yet the magnitude
between successive values is unknown. For example small, medium, and large could be states
of a size feature. In order to define a dissimilarity for an ordinal column k we must before
encode our variables using integer numbers. Let mk be the number of values that feature k
can take. Then each state is encoded in the range 1, 2, . . . ,mk depending on the order that we
must know. For example if variable k takes the values small, mediu, large we will encode them
as 1,2,3 (because we know that small is less than medium and medium is less than large).
Then we can create a transformation to embed the encode variables in the interval [0, 1] by
using
zik =
rik − 1
mk − 1 (2.21)
where ri is the integer value that the encoding process assigns to xik. After that we can use
the manhattan metric to compute the dissimilarity among zi and zj :
dk(x
i
k, x
j
k) = |zik − zjk| (2.22)
Example 3. Let us assume that column k is associated to the wealth of a person and takes
the values poor, middle-class, rich and very rich. Let us assume that we have xik = poor and
xjk = rich. Then the first step is to assign integer values r
i
k, r
j
k to instance i and j respectively.
In this case rik = 1, r
j
k = 3. Then the encoded features are mapped to [0, 1] using (2.21). That
is
zik =
1−1
4−1 = 0
zjk =
3−1
4−1 =
2
3
Then the partial dissimilarity between xik and x
j
k is
2
3 − 0 = 23 . Notice that had xjk been rich
then its code zjk would have been 1 and therefore the partial dissimilarity would have been 1.
Denoting that coordinate k for instances i and j is as dissimilar as possible.
Numerical features
Given two numerical features (real numbers) usually the Manhattan distances is used,
scaled to the [0, 1] range. Let Rk be the range of the numerical feature. That is Rk =
|maxxk∈Xk(xk) − minxk∈Xk(xk)|. Then the dissimilarity for a numerical column k, dk is
defined as follows:
dk(x
i
k, x
j
k) =
|xik − xjk|
Rk
(2.23)
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Example 4. Let us assume that column k is associated to the height of a person. Let us
assume that Xk is the k-th column of the datase and the maximum height value is 2 and the
minimum is 1.5, therefore Rk = 0.5. Given x
i
k = 1.8 and x
j
k = 1.6 then the partial dissimilarity
between i and j is
|1.8− 1.5|
0.5
= 0.6
2.2.3 Training the SNN
A similarity neural network is nothing more than a network with a single hidden layer of
similarity units and and output layer. The training procedure of the SNN can be efficiently
done in two stages.
• First layer weights are computed in an unsupervised way. The first layer centers are
a subset of examples in the sample dataset. These centers can be chosen as the closest
instances from the centroids of the K-means clustering algorithm or the centroids of a
PAM (partitioning around medoids) clustering method which ensures that the cluster
centers are data points. Other cluster strategies have been tested with the SNN [10],
such as the leader clustering algorithm.
A natural question that might arise in this setting is how to decide the number of
centroids needed. As in the case of the RBF the number of hidden units is usually
considered to be a hyper parameter of the algorithm. The best configuration is found
via cross validation.
• Second layer weights can be computed using the normal equation method or a
standard gradient descent procedure, both defined in 1.2.3.
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3The Multilayer Perceptron
“I think the brain is essentially a computer and consciousness is like a computer program.
It will cease to run when the computer is turned off. Theoretically, it could be re-created on a
neural network, but that would be very difficult, as it would require all one’s memories.”
– Stephen Hawking
This section is devoted to present the multilayer perceptron and its learning procedure.
This chapter is paramount to understand the architecture and the learning procedure of the
next chapter which is build upon ideas from the similarity neural network and the multilayer
perceptron.
Using the definitions of artificial neurons given in 1.2.1 it is clear that it is possible to
concatenate the output activation of a unit i with another unit j (becoming the output of
unit i the input of unit j). In order to define a single neuron a vector of weights was needed
and a bias term. If we want to connect an input vector to n neurons we will need n vectors
of weights w1,w2, . . . ,wn and n bias terms b1, b2, . . . , bn. If we write b := (b1, . . . , bn)T the
previous parameters can be written in matrix format as follows
W˜ :=

(w1)T
(w2)T
b
...
(wn−1)T
(wn)T
 =

(w˜1)T
(w˜2)T
...
(w˜n−1)T
(w˜n)T
 (3.1)
The W˜ matrix defines a linear mapping from a d+1 dimensional space to an n dimensional
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space. Suppose that we are given an input vector x which is expanded to x˜ by adding a
constant component 1 at the beginning. We can feed this input to n different neurons using
W˜ . More concretely, the net input z = (z1, . . . , zn) of a layer of n neurons can be computed
as z = W˜ x˜.
Figure 3.1a below shows how coordinate i of x is fed to n different neurons grouped in
a column (also called layer). More precisely xi is connected to a
1
j which is the activation of
neuron j at layer 1.
x1 a
1
1
...
...
xi a1j
...
...
xd a1n
a. Layer of neurons created by order-
ing n neurons in column
b. Diagram of a neural network with
three layers
Figure 3.1
Several neurons can be grouped into a layer of neurons and different layers can be connected.
This procedure can be done in parallel in such a way that the activation of one layer can be
passed as the input of another layer. The diagram of Figure 3.1b shows a feedforward neural
network with three layers. This document follows the convention that the input layer is not
counted in the total number of layers. In fact the input layer is a “dummy layer” where no
computation is done.
The following diagram describes how to compute the net input of the first hidden layer of
a neural network. Notice that x˜ represents an input instance but it could also represent the
output of a previous layer.
W˜ : R× Rd −→ Rn
x˜ := (1,x) 7→ W˜ x˜ = (z1, . . . , zn)T
Once the net input of each of the n hidden neurons is computed, the activation of each of
each unit can be computed by applying its activation function. Let us define g := (g1, . . . , gn)
1
where gk is the activation function of neuron k. Then the activation of the whole layer of n
neurons can be computed as g(W˜ x˜).
1Normally all activation functions will be the same so no underscprit will be used.
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The diagram below shows how to compute the activations of the first layer of a neural
network. The input x˜ is multiplied by the first layer weights W˜ in order to compute the net
input z of the first layer. Then the output of the first layer is g(z).
g ◦ W˜ : R× Rd W˜−−−−−−→ Rn g−−−−−→ Rn
x˜ := (1,x) 7→ W˜ x˜ = z = (z1, . . . , zn)T 7→ g(z)
Forward propagation
This document is focused in feedforward neural networks so we will assume that there
are no interconnections between neurons in the same layer (self connections) and the flow of
information is unidirectional. In a feed forward neural network a forward pass (or forward
propagation) is the process of computing the output of the network given an input.
Definition 11. Let h(· ; W˜ ) be a network with L layers, connection weight matrices W˜ =
{W˜ 1, . . . , W˜ L} and activation functions g = (g1, . . . , gL). A forward pass for an input pattern
x˜ is defined as the activation in the last layer given by pattern x˜. It can be iteratively defined
as aL(x˜) where
a0(x˜) = x˜
al+1(x˜) = gl(W˜ lal(x˜)) for l ∈ {1, 2, . . . , L− 1} (3.2)
Normally the gl functions are equal for each layer l and across the neurons in each layer.
Therefore super indices are not used.
Example neural network with one hidden layer
W˜ 1 W˜ 2
a11x1
a12x2
a13x3
a22
Figure 3.2. Neural network architecture with an input layer with 3 neurons, a
hidden layer with 3 neurons and an output layer with a single neuron
Observation 4. In the figure above, W˜ 1 ∈ R3×4. Notice that W˜ 1 is the matrix that defines
the mapping between the input layer of dimension 3 (expanded to 4 by adding a constant 1 as
coordinate 0) and Layer 2 (which has 3 items).
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As a result W˜ 1 can be viewed as a function W˜ 1 : R× R3 → R3.
W˜ 1 : R× R3 −→ R3
(1, x1, x2, x3) 7→ (a11, a12, a13)
This function is defined by the following matrix:
W˜ 1 =

w110 w
1
11 w
1
12 w
1
13
w120 w
1
21 w
1
22 w
1
23
w130 w
1
31 w
1
32 w
1
33
 =

b1 w
1
11 w
1
12 w
1
13
b2 w
1
21 w
1
22 w
1
23
b3 w
1
31 w
1
32 w
1
33

Therefore in order to compute the activations of the first layer, a1 = (a11, a
1
2, a
1
3)
T , we need
to apply the activation function g to the net input z1 := W˜ 1x˜. This is done is done as follows:
z1 :=

z11
z12
z13
 =

w110 w
1
11 w
1
12 w
1
13
w120 w
1
21 w
1
22 w
1
23
w130 w
1
31 w
1
32 w
1
33


1
x1
x2
x3
⇒ a1 :=

a11
a12
a13
 =

g(z11)
g(z12)
g(z13)

Once the activations from the first layer are computed W˜ 2 can be applied to compute the
net input of the second (and in this case) output layer. Notice that W˜ 2 : R× R3 → R.
W˜ 2 : R× R3 −→ R
(1, a11, a
1
2, a
1
3) 7→ (a21)
Using the a1i values computed above, the output of the neural net is given by:
h(x˜; W˜ ) = a21 = g(w
1
10 · 1 + w111a11 + w112a12 + w113a13)
In general the output of h is not restricted to a single real number. If W˜ 2 would have been
a matrix with 2 rows (instead of one) and four columns then the output of the net would have
been a 2 dimensional vector.
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3.1 Cost function
In the previous section we have seen how to define a neural network. Given a set of weights
and biases we have seen how to find the predictions given by a network to a certain pattern
by forward propagating the input to the output. This section is focused on how to quantify
“the quality of the predictions” of a given neural network for a particular set of data.
Let us suppose that we are in a supervised learning setting where we have a train set
X := {x1,x2, . . . ,xm} with a set of labels Y := {y1,y2, . . . ,ym}. Our goal is to find a set of
parameters {W , b} such that our neural network h(· ;W , b) can predict the correct label y of
any given input x. Normally finding a network that predicts perfectly y for all the inputs x is
infeasible, therefore we need a way to define the “goodness” of the predictions given by our
network. This is done using a cost function.
A cost function C is a function that measures the quality of the predictions given by the
network h in a given dataset. Usually the cost function measures the differences between the
outputs of the network compared to the target values. Nevertheless since the learning process
of the neural net will consist on minimizing the cost function more complicated cost functions
are used. For example cost functions might take into account other variables, such as the value
of the weights in the network, in order to penalize weights that might grow too much during
the learning procedure.
Mean squared error
A typical example of cost function is the sum-of-squares error (or mean squared error)
function defined as follows:
Definition 12. [MSE] Given a training set set X = {(x1,y1), (x2,y2), . . . , (xm,ym)} of
m patterns, and a set of predictions {h(x1 ;W , b), h(x2 ;W , b), . . . , h(xm ;W , b)} the mean
squared error (MSE) cost function C over X and its predictions is defined as:
C :=
m∑
p=1
Cp =
1
2
m∑
p=1
‖yp − h(xp ;W , b)‖2 (3.3)
Notice that if h(x) ∈ RnL equation (3.3) can be written as:
C :=
m∑
p=1
Cp =
1
2
m∑
p=1
nL∑
k=1
(
ypk − (h(xp ;W , b)))k
)2
(3.4)
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where p indexes the m patterns in X, k indexes the nL components in the output layer L
and
(
h(xp ;W , b)
)
k
is the activation of unit k in the output layer given the input pattern xp.
One of the reasons why the MSE cost function is interesting is the fact that the errors on
different patterns and different outputs are independent so the overall error is just the sum of
the individual squared errors Cp, where:
Cp =
1
2
‖yp − h(xp ;W , b)‖2 = 1
2
nL∑
k=1
(
ypk −
(
h(xp ;W , b)
)
k
)2
Inspecting the form of C in equation (3.3), it is obvious that C is non-negative, since every
term in the sum is non-negative. Moreover, the cost C becomes small when h(xp ;W , b)
is approximately equal to the target value yp. In other words, the condition of finding the
parameters of the network W , b such that the network makes good predictions can be though
in terms of the cost function: good predictions will be made when C is small.
The reader might be thinking why we are not using a more straightforward cost function
such as the percentage of mistakes that the network makes on a given dataset. The main
problem with using the number of incorrectly classified patterns (or the percentage) is that it
is not an smooth function. Therefore making small changes to the weights and biases will not
usually cause any change in the number of training patterns classified correctly. This behavior
makes it difficult to know how to change the parameters of the network to get improved
performance. If instead use a smooth cost function like the MSE it turns out to be easy to
know how to make small changes in the weights and biases as to get an improvement in the
cost. Another technical reason to use a differentiable cost function is that the parameters of
the network are found using a gradient descent algorithm, which requires the cost function to
be differentiable (more details in subsection 3.2.1).
Other cost functions
Even if there are strong reasons to use a smooth cost function, using the MSE seems an ad
hoc choice. There might be other different smooth cost functions which could yield to totally
different weights and biases. This is a valid concern and there are other cost functions used in
the literature. Some of them are:
Cross entropy
For historical reasons, and for being useful for training models with real output values the
MSE cost function is the most reviewed cost function in the litature. Nevertheless there are
strong reasons for not choosing the MSE and sigmoid units in a neural network. More details
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can be found in section 4.1 where we have chosen to use the cross entropy as a cost function
for the proposed deep similarity neural network.
Definition 13. [Cross entropy] Given a training set setX = {(x1,y1), (x2,y2), . . . , (xm,ym)}
of m patterns, and a set of predictions {h(x1), h(x2), . . . , h(xm)} the cross entropy (CE) cost
function C over X and its predictions is defined as:
C :=
1
m
m∑
p=1
Cp =
1
m
m∑
p=1
nL∑
k=1
(
xpklog(h(x
p
k)) + (1− xpk)log(1− h(xpk))
)
(3.5)
Even though there are other cost functions this document will focus on the MSE because
it is probably the most extended cost function.
Assumptions about the cost function
The goal of a training procedure of a neural network consist on finding the parameters of a
neural network that minimize a cost function C. The following section 3.2 exposes the details
of the training procedure called the backpropagation learning algorithm. In order to apply the
backpropagation learning algorithm some computations of the gradient of cost function with
respect to the parameters of the network are needed.
Any cost function C should verify the following key points:
1. The cost C function can be written as an average over cost functions Cx which denote
the contribution to the overall cost C for each training example. That is C = 1m
∑
xCx.
This condition is required because backpropagation is based on computing ∂Cx∂w and
∂Cx
∂b
for a given training pattern x, weight w and bias b. Then ∂C∂w and
∂C
∂b are computed
averaging over training examples.
2. The cost function can be written as a function of the outputs values of the neural network.
That is, Cx is a function of the activation values a
L(x) at the output layer L for the
input pattern x.
This condition is needed because the parameters of the network will change according to
how good the prediction aL(x) is with respect to the true value y.
3. The cost function C is differentiable with respect to any parameter w and b.
This condition is needed because backpropagation is a gradient descent algorithm. In
order to compute the gradient of C with respect to the parameters w and b, C needs to
be differentiable.
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Justification of the assumptions for the mean squared error
After specifying the cost functions assumptions let us justify that the MSE cost function
verifies them.
• Condition 1) is satisfied because in the definition given in equation (12), we can see that
C =
∑m
p=1Cp where Cp =
1
2‖yp − aL(xp)‖2.
• Condition 2) is satisfied because Cp is one half the L2 norm of the difference between yp
and aL(xp) , that is
Cp =
1
2
‖yp − h(xp ;W , b)‖2 = 1
2
‖yp − aL(xp)‖2
which means that Cp can be written as a function of a
L(xp).
• Condition 3) is satisfied if the hypothesis function h(W ,b) is differentiable with respect
to any parameter w and b. This can be justified easily inspecting the form of the MSE
in equation (3.3)
1
2
m∑
p=1
nL∑
k=1
(
ypk −
(
h(xp ;W , b)
)
k
)2
which is just the sum over training patters of a sum over components in the last layer
of
(
ypk −
(
h(xp ;W , b)
)
k
)2
terms. These terms are differentiable since h(·;W , b) is
differentiable and ypk is just a constant.
The reader can notice that similar arguments can be used to prove that other cost functions
are adequate.
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3.2 The backpropagation learning algorithm
This section is devoted to explain the key ideas found in the most influential paper that
revolutionized neural networks [4] (by Rumelhart, Hinton and Williams) giving an efficient
way to find the weights of the connections between layers. In fact the first specific application
of backpropagation was described in 1981 by Paul Werbos but it wasn’t popularized since
Rumelhard, Hinton and Willians published “Learning representations by back-propagating
errors” in Nature [4].
The learning problem
In a feedforward neural network nodes (or units) transmit numerical information from
node to node. Each unit evaluates a single function of its input. Therefore a feedforward
neural network can be seen as a chain of function compositions which transform an input to
an output vector.
The learning problem consist in finding the parameters of the network (or the parameters
of the network function h) that approximates a given function f as closely as possible. This
“closeness” will be measured by a cost function, for example the mean squared error defined in
Definition 12. Notice however that we are not given the function f explicitly. We have samples
from f which we suppose that give enough information in order to be able to reconstruct a
good approximation of f .
The purpose of backpropagation is to adjusts the network weights so the network produces
the desired output when is presented to a particular training pattern. The algorithm is
supervised because for every input pattern x there is an externally specified “correct” output
y which acts as a target for the network to predict. Any difference between the network output
and the given target is treated as an error to be minimized.
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3.2.1 Gradient descent
Gradient descent is an optimization method to find a local minimum or maximum of a
function f . The method takes an initial initial point p0 (guess of the solution) and then takes a
step in the direction given by the gradient of f in p0, ∇f(p0). This step has a certain length η.
From this new point p1 := p0 + η∇f(p0) another evaluation of the gradient is done in order to
find a new direction and a new point p2. The process is repeated until ‖f(pk)− f(pk+1)‖ ≤ 
for a certain k (until the difference of the evaluations of a point and the following one is less
than a pre specified threshold ).
Notice that the gradient of a function at a given point gives the direction of maximum growth
of the function at that point. Therefore minus the gradient gives the direction of maximum
decrease. Based on the previous comments the update of a point pk to pk+1, for any k, is
• pk+1 = pk + η∇f(pk) if the goal of the algorithm is to find a local maximum of f .
• pk+1 = pk − η∇f(pk) if the goal of the algorithm is to find a local minimum of f .
Applying gradient descent to train a neural network
Applying gradient descent to learn in a neural network is straightforward. Learning consist
on find the weights wlj and biases b
l
j which minimize the cost function C. This can be done
throw gradient descent in the cost function. The updates can be written as follows:
wlj(t+ 1) = w
l
j(t)− η
∂C
∂wlj
(3.6)
blj(t+ 1) = b
l
j(t)− η
∂C
∂blj
(3.7)
Where wlj(t) represents the j’th weight of layer l at iteration t. There are a number of
challenges in applying the gradient descent rules given in equation (3.6) and (3.7). The first
one is that cost functions are computed as a sum over costs for individual training examples
(C =
∑m
p=1Cxp). Therefore in order to compute the gradient ∇C we need to compute ∇Cxp
separately for each training pattern xp and then sum up∇C = ∑x∇Cx (because the derivative
of a sum is the sum of the derivatives). When the number of training patterns is large this
can take a lot of time and learning might be slow. In order to deal with this problem an
approximation of the gradient can be done using a subset of training instances, usually referred
to as batch. This type of optimization technique is called stochastic gradient descent.
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3.2.2 Stochastic gradient descent
Instead of computing the ∇C using all the training instances and then updating the
parameters of the network using equations (3.6) and (3.7), approximations of ∇C can be
computed using only some instances. The idea is as simple as estimating ∇C by computing
∇Cxp for a small subset of n randomly chosen instances x1, . . . ,xn (being n much smaller
than the total of m). By averaging over this small sample it turns out that good estimates of
the true gradient ∇C can be found. That is,∑n
i=1∇Cxi
n
≈
∑m
i=1∇Cxi
m
=
∇C
m
(3.8)
From the previous equation we can get the following approximation to the gradient
∇C ≈ m
n
n∑
i=1
∇Cxi (3.9)
Using the previous approximation (3.9) the updates of the parameters of a neural network
can be done as follows:
wlj(t+ 1) = w
l
j(t)−
η
n
n∑
i=1
∂Cxi
∂wlj
(3.10)
blj(t+ 1) = b
l
j(t)−
η
n
n∑
i=1
∂Cxi
∂bli
(3.11)
where n is the number of instances in the batch. Notice that the previous equations should
contain ηmn instead of
η
n but this can be though as a rescaling of the learning rate. Besides it
is the standard way to report the update of the parameters in the literature. The parameter
updating process described in equations (3.10) and (3.11) is done for each of the batches
containing n elements, until all training input are used. When all training patterns are used
to update the parameters we say that an epoch has been completed.
It should be noticed that using stochastic gradient descent estimates of the true gradient
can be found at a fraction of the time. More concretely if the batch size is n and the train size
is m the stochastic gradient can be found nm times faster than the true gradient. Therefore
faster learning process can be obtained with this technique. Notice that this approach uses
approximations to the gradient thus the directions taken at each point are not necessarily the
one of maximum growth (or decrease) of C. Nevertheless it is the standard way to perform
learning and there are several theoretical and practical reasons which justify to use stochastic
gradient descent instead of regular gradient descent. The details on how to compute the partial
derivatives ∂C
∂blj
and ∂C
∂wlij
are given in section 3.2.3 .
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Overview of the backpropagation learning algorithm
Before going into the details of the backpropagation algorithm, it is illustrative to see
the different parts involved in the learning procedure. The algorithm can be split into the
following five parts:
1) Present a pattern xp to the network and make a forward pass to obtain the outputs of
the network, as defined in definition (11). Recall that the output of the network is just
the activations of the units in the last layer L and it is denoted by aL(xp).
2) Compare the output with the desired value yp in order to calculate the error.
3) Compute the derivatives of the error with respect to the weights and the biases.
(a) First compute the derivatives at the last layer ∂E
∂wLij
and ∂E
∂bLj
.
(b) Then compute the derivatives at the layers below using the information from the
layer above.
4) Adjust the weights of all the layers using the derivatives computed in 3) to minimize the
error.
5) Pick another pattern xp and repeat 2) to 4) until the error is acceptable or the time is
exhausted. In order to avoid overfitting the monitoring error should be computed in an
independent test set not seen by the network.
3.2.3 Backpropagation equations
The backpropagation algorithm is a procedure to compute the derivative of a cost function
C with respect to any parameter in the network. The easy and intuitive part of the algorithm
is the change of the weights and biases in the output layer. An output layer weight wLjk can
be changed according to how well the output unit k performs and it’s performance can be
computed using the cost function. This is not straightforward for hidden units because we
have no mechanism to directly assign how a hidden unit performs for a given input. As stated
in section 3.1 the function C can be written as sum of the contributions of costs Cp made
by each pattern. Besides C depends only on the whole output vector aL and the target yl.
From now on we will consider C = Cp. In this section the dependence on pattern x
p will be
assumed. This means that zl(xp) and al(xp) will be written as zl and al respectively.
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Output layer computations
The rate of change of the cost with respect to a particular output activation aLk can be
computed directly. For example using the MSE cost we have
∂C
∂aLk
=
∂
∂aLk
1
2
nL∑
j=1
(yj − aLj )2
 = −(yj − aLj ) = (aLj − yj) (3.12)
Notice that C depends on all the components of aL. Therefore using the chain rule for partial
derivatives we have,
∂C
∂zLj
=
nL∑
k=1
∂C
∂aLk
· ∂a
L
k
∂zLj
(3.13)
This expression is usually referred as the delta term at layer L. In general we define δlj as
∂C
∂zlj
.
The output activation aLk depends only on the k’th net input received z
L
k (and the activation
function). And so
∂aLk
∂zLj
banishes in equation (3.13) when k 6= j. Using this property and
equation (3.12) we prove the following observation.
Observation 5. The delta term δLj at the output layer (using the MSE cost) is:
δLj :=
∂C
∂zLj
=
nL∑
k=1
∂C
∂aLk
· ∂a
L
k
∂zLj
=
∂C
∂aLj
· ∂a
L
j
∂zLj
= (aLj − yj)g′(zLj ) (3.14)
Recall that aLk := g(z
L
k ) in consequence the derivative of the activation a
L
k with respect to the
net input is just the derivative of the activation function
∂aLj
∂zLj
=
∂
∂zLj
g(zLj ) = g
′(zLj )
It is relevant to notice that g doesn’t have any index. Instead of specifying which activation
function we are using the notation presented assumes the index of g to be the same as the
upper script value from the net input. In the previous equation g = gL is the output layer
activation function.
Observation 6. The derivative of the net input zlj with respect to a particular weight wij is
simply the activation of the layer below al−1i ,
∂zlj
∂wlij
=
∂
∂wlij
( nl∑
k=1
wlkja
l−1
k + b
l
k
)
= al−1i
Observations (5) and (6) are independent of the layer l and give the rate of change of the
cost with respect to any weight (or bias) in the network.
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Observation 7. The derivative of the net input zlj with respect to b
l
j is simply 1
∂zlj
∂blj
=
∂
∂blj
( nl∑
k=1
wlkja
l−1
k + b
l
j
)
=
∂
∂blj
blj = 1
Using the three previous observations we can get the following analytical expression
∂C
∂wLij
= δLj ·
∂zLj
∂wLij
= (aLj − yj) · g′(zlj) · al−1i (3.15)
∂C
∂bLj
= δLj ·
∂zLj
∂bLj
= (aLj − yj) · g′(zlj) · 1 (3.16)
From the output to the hidden layers
Now that we know how to compute the error in the output layer and adjusts the weights
properly we want a procedure to compute the error on the layer L− 1 knowing the error in
layer L. More generally we would like to compute δl form δl+1 for any layer l. This step gave
the name to the algorithm, which is called backpropagation because it is based on propagating
backwards the errors made by the network.
We want to rewrite δlj :=
∂C
∂zlj
in terms of δl+1j :=
∂C
∂zl+1j
. We can do this using the chain rule:
δlj :=
∂C
∂zlj
=
nl+1∑
k
∂C
∂zl+1k
· ∂z
l+1
k
∂zlj
=
nl+1∑
k
∂zl+1k
∂zlj
· ∂C
∂zl+1k
=
nl+1∑
k
∂zl+1k
∂zlj
· δl+1k (3.17)
We can write the definition of zl+1k and then compute its partial derivative with respect to the
net input of the layer below.
zl+1k :=
nl∑
j=1
wl+1jk g(z
l
j) + b
l+1
j ⇒
∂zl+1k
∂zlj
=
∂
∂zlj
( nl∑
j=1
wl+1jk g(z
l
j) + b
l+1
j
)
= wl+1jk g
′(zlj) (3.18)
We can use the expression of the partial derivative computed in the previous equation (3.18)
and substitute it in equation (3.17). By doing so we get the following expression:
δlj =
nl+1∑
k
∂zl+1k
∂zlj
· δl+1j =
nl+1∑
k
wl+1jk g
′(zlj)δ
l+1
k =
nl+1∑
k
wl+1jk δ
l+1
k g
′(zlj) (3.19)
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The following figure (3.3) shows how the δl+1k is aggregated into unit j form layer l. More
concretely it shows how to compute δlj from all the components of δ
l+1.
Figure 3.3. Computing δlj from all the δ
l+1
k in the layer above.
Observation 8. For each j ∈ {1, . . . , nl} we can take the expression of δlj from equation 3.19
and write δl = (δl1, . . . , δ
l
nl
)T as follows:
δl1
δl2
...
δlnl

=

∑nl+1
k w
l+1
1k δ
l+1
k g
′(zl1)∑nl+1
k w
l+1
2k δ
l+1
k g
′(zl2)
...∑nl+1
k w
l+1
nlk
δl+1k g
′(zlnl)

=

∑nl+1
k w
l+1
1k δ
l+1
k∑nl+1
k w
l+1
2k δ
l+1
k
...∑nl+1
k w
l+1
nlk
δl+1k



g′(zl1)
g′(zl2)
...
g′(zlnl)

where the  operation corresponds to the elementwise multiplication. The previous equality
can be written in matrix notation as follows:
δl = (W l+1)Tδl+1  g′(zl)
with the convention that δl = (δl1, . . . , δ
l
nl
)T , zl = (zl1, . . . , z
l
nl
)T .
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3.2.4 Vectorizing the learning process
Using the observations from the previous pages we can define four equations which are at
the heart of the backpropagation learning algorithm. In order to use a compact (vectorized)
form the Hadamart product will be used.
Definition 14. Given two vectors a = (a1, . . . , an) and b = (b1, . . . , bn), the Hadamart
product between a and b , denoted by a b, is defined as a b := (a1b1, . . . , anbn).
The four fundamental equations of backpropagation
The following table contains the four main pieces of the backpropagation algorithm. It
is organized in four colums, containing the description of the equation, the reference to the
previously demonstrated equations, the equation for a given component and the vectorized
equation.
Description Ref. Equation Vectorized form
The error in the output layer δL (3.14) δLj = (a
L
j − yj)g′(zLj ) δL = (aL − y) g′(zL)
The error in layer l, δl, in terms
of the error in the next layer δl+1
(3.19) δlj =
∑nl+1
k w
l+1
jk δ
l+1
k g
′(zlj) δ
l = (W l+1)T δl+1  g′(zl)
The rate of change of the cost with
respect to any weight in the network
(3.15) ∂C
∂wlij
= δlj · al−1i ∇W lC = δl(al−1)T
The rate of change of the cost with
respect to any bias of the network
(3.16) ∂C
∂blj
= δlj ∇blC = δl
The form of the first equation in the table above is the only that directly depends on the
cost function. Given a cost function C, and any activation function g, the table above can be
used computing ∂C
∂aLj
previously and changing the first equation accordingly. That is, replacing
the precomputed partial derivative in the following expression of δL,
δL =
∂C
∂aLj
· ∂a
L
j
∂zLj
=
∂C
∂aLj
· g′(zj)
Using the correct δL term, all other equations can be used with no change on its form. Obviously
the other three equations also depend in the chosen cost function because they contain (or are
affected by) δL.
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Backpropagation algorithm
The following algorithm contains the pseudocode of the backpropagation learning procedure
for a feedforward neural net with L layers.
Algorithm 2. Backpropagation algorithm
Goal: Train a feedforward neural network with a training set (X,Y ).
Initialization: Set the weights W 1, . . . ,WL to random numbers sampled from a gaussian distribution
centered at zero with a small standard deviation. Set the biases b1, . . . , bL to zero.
1: While stopping condition is false:
2: Set ∆W l and ∆bl to 0
3: For each (x,y) ∈ (X,Y )
4: Set ∇W l and ∇bl to zero
5: Compute aL(x)
6: Compute δL ← (aL(x)− y) g′(zL(x))
7: For l ∈ {L− 1, L− 2, . . . , 1}
8: δl ← (W l+1)T · δl+1  g′(zl(x))
9: ∇W l,x ← δl · (al−1)T
10: ∇bl,x ← δl
11: For l ∈ {1, 2, . . . , L}:
12: ∇W l ← ∇W l +∇W l,x
13: ∇bl ← ∇bl +∇bl,x
14: For l ∈ {L− 1, L− 2, . . . , 1}
15: W l ←W l − m∇W l
16: bl ← bl − m∇bl
The reader can notice that there is a while loop at the beginning of the algorithm. Usually
the stopping condition is a union of two conditions. The first one is a maximum number of
iterations (called epochs) that the network can be trained. If the loop reaches the maximum
number of epochs then the training procedure stops. Another condition can be a certain
accuracy goal. If the accuracy (computed on an independent set, called the validation set)
reaches a certain value (that is good enough) then the training procedure stops.
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4Deep similarity neural network
The similarity neural network presented in section 2.2 is build in two layers. The first layer
describes how the net input of the first hidden layer is computed, by computing the similarity
between the input and a set of centroids. Then applies a sigmoid like nonlinearity. The second
layer applies a standard feedforward procedure to compute the net input of the output layer
and then applies a standard sigmoid function.
It is reasonable to question the original architecture of the SNN. From the point of view of
feedforward neural networks we could add an extra hidden layer (or several of them) after the
first layer of similarity units. This section takes ideas from the the two previous chapters and
puts them together in such a way a new architecture (and training procedure) is born. This
new learning device is called the deep similarity neural network (or DSNN). Figure 4.1 shows
a possible architecture for a DSNN. In the figure we can see that the first layer (of similarity
neurons denoted as φ) computes the similarities between the inputs and a set of centroids (just
like the SNN does). The second hidden layer builds new features aggregating the similarities
given by the previous layer, just like an standard layer of a multilayer perceptron is defined.
The third layer is the output layer.
Figure 4.1. DSNN extends the number of hidden layers to learn features over the
similarities computed at the first hidden layer.
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Training the first hidden layer centers
The DSNN trains the first layer just like the SNN does, performing a clustering procedure
and taking the centers of the clusters as centers of the similarity neurons in the hidden layer.
Once the centers are found the DSNN computes the activation at the first layer a1 as described
in 2.2.1. More concretely the activations of the first layer are computed using the net input and
the activation function of the SNN, which are defined in equation 2.16 and 2.17 respectively.
Training upper layers
Once the first layer has been trained in an unsupervised way the layers above are trained
using standard backpropagation. This means that the activation a1 is propagated from layer 1
to the output layer. Then the output activations of the DSNN can be compared with the true
label and the error at the output layer, δL, can be computed. Using δL and the equations
described in section 3.2.4 the vector of errors at the penultimate layer, δL−1, is computed.
Using this vector and the mentioned equations δL−2 is computed. This process is repeated
until δ2 is computed. Then all δl vectors are used to compute the gradients of the network
with respect to the parameters:
∇W lC = δl(al−1)T , ∇blC = δl (4.1)
Using the gradients from the previous equation (4.1) the parameters of the network are changed
using standard gradient descent method. Notice though that this process doesn’t involve the
first layer weights which has been trained in an unsupervised way.
Activation functions of the DSNN
It should be noticed that the DSNN can use any type of activation function from the
second to the output layer. As long as backpropagation can applied there is no restriction for
the type of units the DSNN can use. Nevertheless all the experiments performed in chapter 5
use logistic units and the cross entropy cost function. The DSNN uses the cross entropy cost
function as standard (instead of the mean squared error), this choice is further justified in the
following section 4.1.
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4.1 Improving the learning process
This subsection first justifies the main reason why the DSNN uses the cross entropy cost
function instead of the mean squared cost function. Then presents three little additions to
the backpropagation, which are commonly used in MLPs and are used in the DSNN training
procedure as well.
Slow learning due to non optimal cost function
This subsection will be devoted to show that the Cross entropy loss function should be
used instead of the mean squared error in case the output layer of our model has sigmoid units
and the train data is in the [0, 1] interval (or can be easily transformed to that interval). In
order to get a clear intuition about the importance of the cost function during learning we are
going to study a the learning curve of a single sigmoid unit.
Derivatives of the mean squared error with respect to the parameters
∂C
∂wj
=
∂
∂wj
(y − a)2 = (y − a) ∂
∂wj
(−a) = (y − a) ∂
∂wj
(−a) = (a− y)g′(z)xj (4.2)
∂C
∂b
=
∂
∂b
1
2
(y − a)2 = (y − a) ∂
∂b
(−a) = (y − a) ∂
∂b
(−a) = (a− y)g′(z) (4.3)
Observation 9. Both derivatives in (4.2) and (4.3) contain g′(z). This implies that when the
output of the neuron is close to 1 (or close to 0) g′(z) is very close to zero (recall that g is
the sigmoid function). Therefore in this cases expressions (4.2) and (4.3) are very small and
learning is slow. This statement doesn’t hold if, for example the unit is linear (which would
imply that g′(z) ≡ 1).
Derivatives of the Cross entropy error with respect to the parameters
∂C
∂wj
= − ∂
∂wj
(
y log(a) + (1− y) log(1− a)
)
= −
(
y
a
− (1− y)
(1− a)
)
∂a
∂wj
(4.4)
∂C
∂b
= − ∂
∂b
(
y log(a) + (1− y) log(1− a)
)
= −
(
y
a
− (1− y)
(1− a)
)
∂a
∂b
(4.5)
The reader can notice that the last equality of expression (4.5) and (4.4) contains a common
term in both expressions. This term can be simplified as follows:
y
a
− (1− y)
(1− a) =
y(1− a)− (1− y)a
a(1− a) =
y − ya− a+ ya
a(1− a) =
y − a
a(1− a) =
y − g(z)
g(z)(1− g(z)) (i)
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We can substitute the previous equation (i) and the derivative of the the sigmoid g′(z) =
g(z)(1− g(z)) in (4.5) and (4.4) and get the following simplified expressions:
∂C
∂wj
= −
(
y − g(z)
g(z)(1− g(z))
)
g′(z)xj =
(
g(z)− y
g(z)(1− g(z))
)
g(z)(1− z)xj = (a− y)xj (4.6)
∂C
∂b
= −
(
y − g(z)
g(z)(1− g(z))
)
g′(z) =
(
g(z)− y
g(z)(1− g(z))
)
g(z)(1− z)xj = (a− y) (4.7)
It can be noticed that multiplying by g′(z) expressions (4.6) and (4.7) we get (4.2) and
(4.3) respectively. In the case of the cross entropy cost function the fact that there is no g′(z)
multiplying helps to speed up learning because the updates in the gradient descent approach
will not be vanished by g′(z).
Observation 10. Expression (4.6) and (4.7) state that the rate at which weights and biases
are changed is controlled by the error g(z)− y produced by the unit. Therefore the larger the
error the faster the neuron will learn.
The previous observation 10 can be further generalized considering a layer of output neurons.
Let n be the number of neurons in the output layer and apj the j’th output activation for
pattern p. Recall that the cross entropy error for a training set of m patterns is defined as:
C = − 1
m
m∑
p=1
n∑
i=1
(
ypi log(a
p
i ) + (q − ypi ) log(1− api )
)
The reader can notice that the partial derivatives with respect to any parameter wjk or bk
of the previous expression would be very similar to the ones shown in (4.6) and (4.6). The
main difference would be a sum over all the training patterns (instead of considering a single
training pattern as before). That is
∂C
∂wjk
= −
m∑
p=1
n∑
i=1
∂
∂wjk
(
ypi log(a
p
i ) + (q − ypi ) log(1− api )
)
= −
m∑
p=1
(
ypi
api
− (1− y
p
i )
(1− api )
)
∂ai
∂wjk
(4.8)
∂C
∂bk
= −
m∑
p=1
n∑
i=1
∂
∂bk
(
ypi log(a
p
i ) + (q − ypi ) log(1− api )
)
= −
m∑
p=1
(
ypi
api
− (1− y
p
i )
(1− api )
)
∂ai
∂bk
(4.9)
Both expressions (4.8) and (4.9) contain the same expression which we already simplified in (i).
More concretely we have seen that the derivatives of the sigmoid disappear when simplifying
the expression inside the sum as in equations (4.6) and (4.7), avoiding the learning slowdown
caused by a bad initial prediction.
Shuﬄing training patterns
Using an online learning procedure or a mini batch learning procedure it is important that
successive patterns are as independent from each other as possible. If patterns are ordered so
that patterns of a given class follow each other, the network will focus learning on the biases
of the output units.
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Early stopping
This technique is always used to avoid overfitting. The data is divided into three subsets.
The first subset is the training set, used for computing the gradient and updating the network
weights and biases. The second subset is the validation set, used to monitor the error and
decide when to stop learning. The validation error normally decreases during the initial phase
of training, as does the training set error. However, when the network begins to overfit the
data, the error on the validation set typically rises. When the validation error increases for a
pre-specified number of iterations , the training must be stopped, and the weights and biases
at the minimum of the validation error should be taken.
The test set error is not used during training, but it is taken into account to compare
different models. Usually the test error is monitored in a plot with the validation error for
detecting bad divisions of the data. If the error in the test set reaches a minimum at a
significantly different iteration number than the validation set error, it is likely to be caused
by a poor division of the data.
Dropout
“If you want to predict what will happen to the economy, the most sensible thing you can
do is to gather fifty economists and average what they say. The predictions will be better than
picking an expert at random.”
– Geoffrey Hinton
Dropout [17],[15] is based on training a neural net while omitting some hidden units
randomly chosen every time patterns are presented. In essence dropout is training several
models, with different hidden units at a time but the same number of layers. It should be
noticed that by forcing a hidden unit to work with combinatorially many other sets of hidden
units we make it much more likely to do something that is individually useful, rather than only
useful because of the way particular other hidden units are collaborating with it. Moreover,
specific units will not also going to tend to do something that is individually useful, they will
tend to do something that is different from what other hidden units do.
Let us assume that we have a neural net with a single hidden layer with n1 hidden units,
by training with dropout this neural net we are considering set of 2n1 possible architectures.
The sharing of the weights means that every model is very strongly regularized by the others.
It is a much better regularizer than L2 or L1 penalties because it doesn’t pull weights towards
zero.
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Dropout during training
As explained before, applying dropout almost doesn’t change the backpropagation learning
algorithm (although the change on the activations of the algorithm affect the gradients
computed by backprop). The only needed little change needed lies on turning off hidden
units randomly. For every input presented to the network, and for every layer, a set of masks
m1, . . . ,mL−1 can be created. Each mask ml is just a vector of dimension nl (same dimension
as layer l) full of ones and zeros (sampled from a Bernoulli distribution with probability 0.5
of sampling a one). Masks are used to multiply element wise the output activations of each
layer, thus, they turn off the signal of the coordinates where the mask contains a zero. Using
this approach the backpropagation doesn’t need to be modified, only the forward propagation
needs to be changed, defining al as al ml.
Example 5. The masks associated to the left and right pictures of figure 4.2 are m1 =
(0, 0, 1),m2 = (0, 1, 0) and m1 = (0, 1, 0),m2 = (1, 0, 0) respectively. Dashed units represent
units dropped out.
Figure 4.2. Dropout: omitting different hidden units during forward propagation
Dropout during testing
A straightforward way to get a prediction of a network trained with dropout is to sample
many different architectures and take the arithmetic mean of their output distributions. This
process would take a lot of time and it is never done in practise. The practical way to get
predictions is to halve the activations of the hidden units during the forward propagation of
the information. This is done to take into account that units where turned off during training
with a probability of 0.5.
In order to compensate the decrease of the net input of the hidden units at a a particular
layer (produced by the deactivation of other hidden units in the layer below) during test
time all units are used but their activations are divided by 0.5. In practise this means that
the forward propagation method during test also uses masks m1, . . . ,mL−1 containing at all
components the value 0.5. In fact there is nothing special about the number 0.5, dropout can
be used by turning off hidden units with a probability p and then at test time, hidden units
are compensated by multiplying its activations by p. Further details about dropout can be
found in [21].
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5Evaluation
“It is the weight, not numbers of experiments that is to be regarded.”
– Isaac Newton
5.1 Experimental methodology
In order to test the deep similarity neural network and other ideas presented in this
document some experiments have been performed.
Experimental settings
The experiments presented in this section are classification problems and the results showed
are evaluated using accuracy as evaluation method. The following table states the different
models and the hyperparameters tested in the experiments. Percentages correspond to the
percentage of training data used in each experiment. Therefore different datasets contain
different number of prototypes for the SNN and DSNN but the same percentage of prototypes
is used across the different datasets. In all the experiments the SNN and DSNN trained the
first layer using the K-means clustering algorithm and then selecting as centers of the hidden
units the instances from the train set closest to the centroids.
Acronym Full name Considered hyperparameters
SNN Similarity neural network 10%, 20%, 30% prototypes
DSNN Deep similarity neural network 10%, 20%, 30% prototypes, 800 units in the second layer
MLP Multilayer perceptron 400, 800,1200 hidden units
KNN K nearest neighbors Up to 30% of the train data size as neighbors
RF Random forest 30,60,100 trees
Table 5.1. Models tested in the experiments
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Preprocessing of missing values
Some of the tested datasets contain missing values. Two different methods for treating missing
values have been tested. The first method, “column mean imputation”, consist on substituting
the missing values of a particular column by the mean value of the column. The second method,
“closest imputation”, consist on substituting a particular missing value xk of an instance x by
x˜k, where x˜ is the closest instance to x.
Evaluation of the results
For each of the evaluated datasets specified in the following section 5.2 there is a table
such as the following table 5.2. The first column in the table states the classifier, the second
column specifies the parameters that got the best accuracy and the third column shows the
accuracy of the model described by the first and second columns. In order to visually detect
the best model for each dataset its accuracy has been written in bold.
Model Best parameters Accuracy
SNN - *%
DSNN - *%
MLP - *%
KNN - *%
RF - *%
Table 5.2. Best accuracy results with the best parameters
The accuracies shown in the third column of table 5.2 are the average result of 16 test
sets, resulting from a 8 cross validation procedure that has been done twice. More concretly
each dataset has been split in eight parts, for each model and for each fixed parameter of the
model seven parts are used for training and one for testing. This process is done twice. The
accuracies shown in the table are the averaged results of the accuracies in the different test
sets. It should be noticed though that not all the averaged accuracies are shown in the table.
After computing the average accuracy for each model and for each parameter the parameters
of each model that got the maximum accuracy are selected and shown in the table.
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5.2 Results
5.2.1 Pima Dataset
The Pima dataset consist on 768 instances with 8 attributes. All columns represent real or
integer values. The dataset contains missing values. The two preprocessing methods have been
taken into account
Results
The following tables shows the mean value of the test accuracies of the different models
along with their parameters.
Model Best parameters Accuracy
SNN 20% prototypes 86.97%
DSNN 20% prototypes 86.32%
MLP 1200 hidden units 82.29%
KNN 153 neighbors 86.45%
RF 60 trees 89.32%
Model Best parameters Accuracy
SNN 20% prototypes 76.43%
DSNN 20% prototypes 77.21%
MLP 800 hidden units 63.15%
KNN 76 neighbors 75.52%
RF 60 trees 76.30%
SNN DSNN MLP KNN RF0.0
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cu
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Accuracy Pima, closest imputation
a
SNN DSNN MLP KNN RF0.0
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0.4
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0.8
1.0
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Accuracy Pima,mean imputation
b
Figure 5.2. Accuracy results
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Remarks
The most obvious think shown when comparing both figures in 5.2 is that treating missing
values in a careful way can impact hugely on the results of all classifiers. The best model when
treating the missing values with closest imputation is the random forest followed by the SNN.
When missing values are treated by substituting them for the mean value of its column we
can see that the best performance is achieved by the DSNN. We can also see that the MLP
suffers a lot if missing values are treated in this way.
Bot experiments show that both SNN and DSNN get better results than a standard MLP.
Moreover having an extra layer of units in the DSNN does not give any relevant improvement
in the accuracy results. This might be caused because there is not enough training data
to really take advantage of an extra layer of neurons (and to correctly estimate the added
parameters of an extra layer, probably not needed in this case). Another relevant note that
cannot be captured in the previous table is the change of performance of the SNN and DSNN
when the number of prototypes is increased. The following figure 5.5 shows box plots of the
accuracy results for the SNN and the DSNN when missing values have been treated using close
imputation. On the one hand figure 5.3a shows the performance of the SNN does not really
change when the number of prototypes ins increased (although the variance of the results is
increased). On the other hand figure 5.3b shows that there is an improvement of accuracy
when more prototypes are taken in the first hidden layer of the DSNN.
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Figure 5.3. Cros validation box plots
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5.2.2 Car evaluation dataset
The car evaluation dataset consist con 1728 instances defined by 6 features. The problem
is a multiclass classification problem and consist on classifying each car as unacceptable,
acceptable, good or very good. All columns represent ordinal values.
Features Type Coding information
buying price ordinal vhigh, high, med, low
maintenance ordinal vhigh, high, med, low.
number of doors ordinal 2, 3, 4, 5more.
capacity persons ordinal 2, 4, more
lug boot ordinal small, med, big
safety ordinal low, med, high
car value class label unacc, acc, good, vgood
Results
The following table in figure 5.4 shows the mean value of the test accuracies of the different
models along with their parameters. The best performing model is the MLP closely followed
by the DSNN and the RF. The accuracy results in this problem are very high for all the
classifiers except for the KNN which cannot get an 80% of accuracy. The DSNN outperforms
the SNN by around a 10% which is quite a significative improvement. The KNN that achieved
similar results as the SNN and DSNN in the Pima dataset does not work very well in this one.
The MLP gets the best results but at the expense of increasing the hidden dimensionality of
the data. The DSNN used only the 6 features as input (the raw input) while the MLP had to
use a one hot encoding of the ordinal variables, increasing the dimensionality to 21 features.
In fact the difference in accuracy between the DSNN,MLP and RF is less than 1% which is
clearly not very significative.
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Model Best parameters Accuracy
SNN 30% prototypes 89.98%
DSNN 30% prototypes 99.13%
MLP 800 hidden units 99.81%
KNN 172 neighbors 79.10%
RF 100 trees 98.20 %
SNN DSNN MLP KNN RF0.0
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Figure 5.4. Accuracy results with their best tested parameters
As in the case of the Pima dataset, the cross validation results of the different models
suggest that the SNN doesn’t benefit of increasing the number of prototypes. Figure 5.5a
shows that median of the cross validation accuracies (showed as a read line in the box plot)
does not change when increasing the number of hidden units in the SNN. In the case of the
DSNN 5.5b crossvalidation results suggest that the more prototypes there are, the betters
results are achieved.
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Figure 5.5. Experiment 1 results
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5.2.3 Contraceptive Method
This dataset is a subset of the 1987 National Indonesia Contraceptive Prevalence Survey.
The dataset is composed of 1473 instances defined with 9 attributes. There are no missing
values. The examples are married women who were either not pregnant or do not know if they
were at the time of interview. The problem is to predict the current contraceptive method choice
(no use, long-term methods, or short-term methods) of a woman based on her demographic
and socio-economic characteristics. Therefore it is a multiclass classification problem.
Features Type Coding information
Wife’s age numerical integer number
Wife’s education categorical 1=low, 2, 3, 4=high
Husband’s education categorical 1=low, 2, 3, 4=high
Number of children numerical integer number
Wife’s religion binary 0=Non-Islam, 1=Islam
Wife’s now working binary 0=Yes, 1=No
Husband’s occupation categorical 1,2,3,4
Standard of living index categorical 1=low, 2, 3, 4=high
Media exposure binary 0=Good, 1=Not good
Contraceptive method used class label 1= No use, 2= Long term, 3 = Short term
The right plot in figure 5.11 shows the different accuracies obtained by the different models,
the left hand side table shows the exact values and the parameters of the best models. The
DSNN gets the best accuracy, improving more than 4% the result over the SNN.
Model Best parameters Accuracy
SNN 10% prototypes 54.85 %
DSNN 20% prototypes 58.38 %
MLP 800 hidden units 54.24%
KNN 147 neighbors 53.90%
RF 100 trees 52.61 %
SNN DSNN MLP KNN RF0.40
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Figure 5.6. Accuracy results of the best tested parameters
As in the case of the Pima dataset and the car evaluation dataset, cross validation results of
the different models suggest that the SNN barely change with the number of prototypes. Figure
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5.7a shows that median of the cross validation accuracies barely changes when increasing the
number of hidden units in the SNN. In the case of the DSNN 5.7b cross validation results
show that the performance of the DSNN is clearly dependent on the number of prototypes,
achieving the best results with 20% of data as prototypes.
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Figure 5.7. contraceptive method dataset results
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5.2.4 House voting dataset
This data set includes votes for each of the U.S. House of Representatives Congressmen on
the 16 key votes according to different topics. There are 435 instances which might contain
missing values.
Features Type Coding information
handicapped-infants categorical 2 (y,n)
water-project-cost-sharing categorical 2 (y,n)
adoption-of-the-budget-resolution categorical 2 (y,n)
physician-fee-freeze categorical 2 (y,n)
el-salvador-aid categorical 2 (y,n)
religious-groups-in-schools categorical 2 (y,n)
anti-satellite-test-ban categorical 2 (y,n)
aid-to-nicaraguan-contras categorical 2 (y,n)
mx-missile categorical 2 (y,n)
immigration categorical 2 (y,n)
synfuels-corporation-cutback categorical 2 (y,n)
education-spending categorical 2 (y,n)
superfund-right-to-sue categorical 2 (y,n)
crime categorical 2 (y,n)
duty-free-exports categorical 2 (y,n)
export-administration-act-south-africa categorical 2 (y,n)
Party class label 1=republican, 2 = democrat
Results
The tables below show the accuracy results and the best parameters for each of the models.
The MLP outperformed the other methods, followed closely by the DSNN.
Model Best parameters Accuracy
SNN 20% prototypes 95.41%
DSNN 20% prototypes 95.86%
MLP 1200 hidden units 96.56%
KNN 43 neighbors 90.57%
RF 100 trees 96.31%
a. Column mean preprocessing
Model Best parameters Accuracy
SNN 10% prototypes 95.86%
DSNN 10% prototypes 96.78%
MLP 1200 hidden units 97.71%
KNN 40 neighbors 92.64%
RF 60 trees 97.01%
b. Closest imputation preprocessing
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Figure 5.9 shows the different accuracies obtained by the different models, the left hand
side figure shows the results when preprocessing missing values using column mean imputation.
The right hand side figure shows the results when preprocessing missing values with the closest
imputation technique. We can clearly see that classifiers behave similarly on both cases getting
better results when missing values have been imputed using its closest instance.
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Figure 5.9. House voting dataset results
The best results shown in this problem belong to the MLP with 1200 hidden units followed
by the RF and the DSNN. It should be noted the the DSNN has been tested with 800 units in
the second layer, not with 1200. Therefore the better results of the MLP might be because of
the higher number of hidden units which might indicate that a DSNN with more units in the
second layer could have got the same results. The following right figure shows the improvement
of the cross validation results of the MLP when increasing the number of hidden units and the
stationary mean result of the DSNN.
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5.2.5 Australian credit dataset
The Australian credit dataset concerns credit card applications. All attribute names and
values have been changed to meaningless symbols to protect confidentiality of the data. That is
why features in the table below appear as A1, A2, . . . , A14. The dataset contains 690 instances
and there are no missing values.
Features Type Coding information
A1 categorical 0,1
A2 continuous
A3 continuous
A4 categorical 1,2,3
A5 categorical 1,2,3,4,5,6,7,8,9,10,11,12,13,14
A6 categorical 1,2,3,4,5,6,7,8,9
A7 continuous
A8 categorical 0,1
A9 categorical 0,1
A10 continuous
A11 categorical 1,2,3
A12 categorical 1,2,3
A13 continuous
A14 continuous
decision class label approve=1, deny=2
The right plot in figure 5.11 shows the different accuracies obtained by the different models,
the left hand side table shows the exact values and the parameters of the best models. Results
show that the DSNN got the best results with an advantage of less than 2% with respect to
the RF.
Model Best parameters Accuracy
SNN 30% prototypes 86.52%
DSNN 30% prototypes 88.93 %
MLP 400 hidden units 69.57%
KNN 138 neighbors 68.70%
RF 60 trees 87.2%
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Figure 5.11. Accuracy results of the best tested parameters
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6Conclusions and future Work
Conclusions
Results shown in the experiments suggest that the DSNN is an improvement over the SNN.
In all the experiments the DSNN got better averaged test results than the SNN. Moreover the
DSNN got the best results in three of the five tested classifiers. The best results were achieved
in the contraceptive method dataset and in the Australian credit card dataset. The DSNN
also got the best results in the pima dataset when the preprocess of missing values was column
mean imputation.
When the DSNN did not achieved the best results it still performed quite well. In the
house voting dataset the best result was achieved by an MLP, the second best by a RF and
the third best by the DSNN. In the car evaluation dataset the DSNN got the second best
results. Surprisingly enough the standard MLP got the best results in two of the five problems.
In the car evaluation dataset and in the house voting dataset, closely followed by the DSNN.
This ranking could change, maybe, taking more time to carefully choose the similarities in
evolved in those datasets. Even though the MLP got better results in those two problems it
also took more time to train, due to the bigger input dimensionality of the one hot encoding
of the ordinal and categorical variables.
The box plots of the cross validation results shown in the experiment section suggest
that the DSNN takes more advantage of increased number of prototypes in the hidden layer
than the SNN. This could be explained for the extra layer of the DSNN which could learn to
aggregate similarities between different prototypes and a given input and use this aggregation
as new interesting features.
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Future work
There are some ideas that could be applied in order to improve the results of the DSNN
and the SNN. The most obvious thing would be the addition and tuning of the similarities/dis-
similarities used. Adding knowledge to the network is always welcome and both methods can
benefit from it using the similarities of the first layer. In any case there are situations where
choosing a similarity is not a trivial decision. Maybe there are even cases were we have no
adequate similarity and we would like to learn it from the training set. In order to do so
it would be interesting to use autoencoders to get more abstract representations of the raw
input and define a metric in the hidden activities generated by the training set (instead of in
the raw representation). This approach could benefit from prior knowledge of the input data
distribution. For example in [14] authors use a poisson distribution to model count data of
words in a document and build an autoencoder using this known information, then use the
autoencoder to find similar documents in the hidden activations of the autoencoder instead of
comparing documents directly from count data.
Another relevant topic for further study is the initial clustering phase to select a set of
centroids. The proposed clustering approaches in this work are unsupervised, which means that
class labels where not used in the clustering phase. There are clustering algorithms that make
use of the class label (Self organizing maps [20] for example). Using such type of algorithms
could yield to better centroids (for classification purposes) and the end results might be better.
Another aspect that could benefit both the SNN and the DSNN would be to introduce
weights associated to each of the features in the formula of the net input defined in 2.16.
Instead of using
zk = s(x,µ
k) =
∑d
i=1 δi · si(xi, µki )∑d
k=1 δk
(6.1)
we could use and analogous version with weights,
zk = s(x,µ
k) =
∑d
i=1 δi · wi · si(xi, µki )∑d
j=1 δjwj
(6.2)
This type of aggregation for the similarity neurons could give preference to the overall net input
to certain features that are supposed to be more relevant for deciding the class label. Although
this type of net input would make the net, in theory, more powerful, the additional problem of
finding good weights values w1, . . . , wd would emerge. There are different feature weighting
algorithms that could be applied to find the new added parameters. A good candidate to solve
this problem would be the RELIEFF algorithm proposed by Kononenko [18].
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