Abstract. We consider the fractional Hartree model, with general power non-linearity and space dimension. We construct variationally the "normalized" solutions for the corresponding Choquard-Pekar model -in particular a number of key properties, like smoothness and bell-shapedness are established. As a consequence of the construction, we show that these solitons are spectrally stable as solutions to the time-dependent Hartree model.
Introduction
We consider the Cauchy problem for the Hartree equation Here, the operator (−∆) β is defined via Fourier multiplier with |2πξ| 2β , see the relevant definitions 1 below in Section 2. Unless otherwise indicated in a particular place, the values of the parameters will be henceforth as follows: β ∈ (0, 1], d ≥ 1, p > 1, α ∈ (0, d). Resolve the elliptic equation
We obtain the system (1.2)
where we have introduced the parameter γ := d − α ∈ (0, d).
We will be interested in the properties of standing wave solutions u(t, x) = e iωt φ(x), with φ > 0. Clearly, φ = φ p,ω will then satisfy the profile equation
The equation (1. 3) is (a fractional) version of the well-known Choquard equation. This is a good point for us to review some of the developments in the classical theory for this model.
1.1.
The classical Hartree-Choquard-Pekar model. As one expects, most of the work was done in the classical context, β = 1, for the Hartree-Choquard-Pekar system (for α ∈ (0, d))
The standing wave solutions of the form e −it ϕ satisfy (1.5) − ∆ϕ + ϕ − I α [|ϕ| p ]|ϕ| p−2 ϕ = 0.
The question for existence of localized solutions for (1.5) has been well-studied in the last thirty years or so, mostly for special values of the parameters. For example, the case of p = 2 has been studied in [12, 13, 15] by the variational approach, and in [20] by ODE techniques. The case γ = d − 2 ≥ 1 and 2 ≤ p < (2d − γ)/(d − 2), was previously considered in [5] by introducing the constraint minimizer similar to the one of Section 3 below. Quite recently, a general classification result for such solutions was put forward in [14] and a complete proof was presented in [16] . The following theorem is a summary of the results presented in Theorems 1, 2, 3 in [16] .
Theorem 1. Let d ≥ 1, α ∈ (0, d) and p ∈ (1, ∞).
Assuming (1.5) . Moreover, these solutions are found in the form ϕ = t 0 Φ, where Φ is a minimizer of the following optimization problem 
In the complementary range:
Standing wave solutions in the form u(t, x) = e iωt Ψ must of course satisfy the elliptic PDE (1.9)
which is of course closely related to (1.5), provided |ω| < 1, which we assume henceforth. A simple rescaling argument, together with Theorem 1, allows us to conclude that there are bell-shaped solutions of (1.9) in the form (1.10)
where ϕ is the set of solutions described in Theorem 1.
Main results.
Our results concern both the fractional model (1.2) and the more classical version (1.4) . More precisely, we are interested in the existence properties of solitary waves for (1.2) , that is whether and under what conditions, one obtains nice ground state solutions of (1.3).
The fractional Choquard equation -existence and stability.
This calls for a generalization of Theorem 1 above, at least in the existence part of it. We have the following existence result.
Then, there exists a solution of (1.3), φ, namely a solution of a constrained minimization problem (3.1) below. Moreover, φ is bell-shaped.
Note that the inequality 0 < (p − 2)d + γ is exactly equivalent to the requirement
from Theorem 1. The other inequality however, say for the classical case β = 1, is p < 2+
, which is a strict subset of the requirement
imposed in Theorem 1. So, we do not seem to get all the solitary waves in this way, more on this point below. In fact, this brings us to our second object of interest, namely the stability of the waves constructed in Theorem 2. It turns out that the waves constructed in Theorem 2 are spectrally stable as solutions of (1.2). More precisely, we have the following result.
Theorem 3. Let p > 2. Then, the ground states φ constructed in Theorem 2 are spectrally stable as solutions of (1.2).
Remark: The condition p > 2 appears to be of a technical nature and it is likely removable, if one knows extra information about the waves constructed in Theorem 2 -similar to Lemma 2 and 3 below.
The waves constructed in Theorem 2 are constructed as the minimizers of the problem inf
E(u) (dubbed "normalized solutions" in [16] ), where the energy functional is given by
They turn out to be spectrally stable, per the claim of Theorem 3. It so happens these are all the stable solitary waves there are, at least in the classical case β = 1, as we discuss now.
The classical Choquard equation -classification of the stable ground states.
In the classical Choquard case, (1.5), we provide a full description of the localized and regular solutions, given in Theorem 1. A natural question is then: which of these waves are spectrally stable as solutions of (1.4)? The full classification is provided in the following theorem.
Consider any solution ϕ of (1.5) guaranteed by Theorem 1. Then, the solution e −it ϕ of the time dependent Hartree problem (1.4) is spectrally stable if and only if
More specifically, 
. The instability presents itself as a simple growing mode.
A few remarks are in order.
(1) Note that the statement in Theorem 4 agrees well with Theorem 2. In particular, we find in Theorem 4 that the only stable solitons for the Hartree model are the normalized solutions -that is, those obtained in the range Γ = 2 + α − (p − 1)d ≥ 0. (2) Some of the instability results have been previously established by other methods.
In particular, in the case d = 3 and in the optimal range 5+α 3 < p < 3 + α, strong instability was established in [2] , see also a very recent extension of these results to Hartree models with potentials in [3] . In these works, the authors employ a virial identity type arguments, which show that there exists data arbitrarily close to the soliton, for which the solution blows up in finite time. (3) Note that in the limit α → 0+, we recover the stability results for the NLS model (with power non-linearity of order q = 2p−1). This is indeed the case, since (formally as α → 0+) one obtains stability for 1 < p < 1+
, which is equivalent to q = 2p−1 ∈ (1, 1 + , there is a pair of stable/unstable eigenvalues which approaches the origin and it turns into a pair of purely imaginary eigenvalues for p < 1+ . We thus conjecture that there is an extra symmetry, for this particular case, which generates this extra algebraic multiplicity of the zero eigenvalue.
Our next result is a complete characterization of the spectral stability for the waves e iωt Ψ of (1.9) in the Klein-Gordon-Hartree context.
Let ϕ is a MVS solution of (1.5), which exists in the specified range of p according to Theorem 
More precisely,
. Equivalently, the waves are stable, exactly when
< |ω| < 1.
• If d ≥ 3, the waves are unstable for p ∈ (1 +
. Equivalently, stability occurs exactly for
Preliminaries
The Fourier transform and its inverses are taken to be in the form
The operators (−∆) β are defined through their multipliers (acting on Schwartz functions f ∈ S) as follows
Note that sometimes, we will use instead the Zygmund operator |∇| := √ −∆. We make heavy use of the symmetric decreasing rearrangements of a function f , denoted by f * . This is a classical object, see for example [11] , Chapter 3. In that regard, recall that f *
In addition, we make use of the classical inequality (2.1)
for any non -negative functions f, g decaying sufficiently rapidly at infinity (see Theorem 3.4 in [11] 
In addition, equality is achieved if and only if there exists x 0 ∈ R d and a decreasing function
Note: The classical Polya-Szegö inequality is the particular case β = 1.
Proof. Let β < 1 and define
Setting y = 4π
2 |ξ| 2 t, we have the representation
Equivalently
Since e t∆ f = K t * f and
is strictly symmetric decreasing, we have by (2.2) that e t∆ u, u = K t * u, u ≤ K t * u * , u * = e t∆ u * , u * and equality is achieved only if u(x) = ρ(|x − x 0 |) for a decreasing function ρ : R + → R + and x 0 ∈ R d . Thus,
Moreover, equality is possible, only if u(x) = ρ(|x − x 0 |), as explained above.
Existence and properties of the solutions to the fractional Hartree model
For λ > 0, introduce the optimization problem
At least formally, one can see that the associated Euler-Lagrange equation 3 is exactly (1.3). We are now ready to proceed with the proof of the existence result in Theorem 2.
3.1. Existence of solutions for the constrained minimization problem. More precisely, we have the following. Proposition 2. Let β ∈ (0, 1], γ ∈ (0, d) and p > 1 and the relation (1.11) holds. Then, the optimization problem (3.1) has a bell-shaped solution ϕ. Moreover, for every solution u 0 of (3.1), there exists x 0 ∈ R d , so that u 0 = ±ρ(|x − x 0 |), where ρ : R + → R + is a decreasing and vanishing function. Finally, for every λ > 0, E λ = inf
Proof. (Theorem 2) First, we show that the constrained minimization problem (3.1) is wellposed. That is, the quantity E(u) is bounded from below, when u obeys the constraint
To this end, note that we can interpret the potential energy term (or Hartree interaction term) as follows
Thus, by Hölder's and the Hardy-Littlewood-Sobolev inequalities, we have
One can check that q ≥ 2 is equivalent to the constraint (p − 2)d + γ ≥ 0, which is one of the requirements in (1.11). By Sobolev embedding and the Gagliardo-Nirenberg's inequalities, we have
), provided s < β (still to be verified under (1.11)). In turn, this yields
. Now, the right-hand side of the constraint (1.11) ensures exactly that 2ps β < 2, so in particular s < β (since p > 1), which was required earlier. Hence, by Young's inequality
which is the desired control from below of the cost functional J. Introduce
which we know from our previous arguments exists.
Next, we discuss the existence and the other properties of the constrained minimizers. We work with a fixed λ, so we omit the superscript in φ λ . Take a minimizing sequence, say u n , and lim n E(u n ) = E λ . We have by the Polya-Szegö inequality, (2.3)
In addition, we have by the Riesz rearrangement inequality
Combining the last two estimates tells us that
n are now bell-shaped functions in the unit sphere of L 2 , so they have a weakly convergent subsequence (denoted again u * n ), converging weakly in L 2 to say φ, a bellshaped function. By the lower semi-continuity of the norm with respect to weak convergence, φ 2 ≤ λ and also (note that |∇| β u * n converges weakly to |∇| β φ)
We also have that for every x : |x| > 0,
, hence we can assume (after taking subsequences) lim n u * n − φ L q = 0 for any q > 2. As a consequence, we claim that
dxdy, we have by triangle inequality and the Hardy-Littlewood-Sobolev inequalities displayed earlier
. All in all, it follows that E(φ) ≤ E λ . Let us now show that under the constraint (1.11), we have that E λ < 0. To that end, take a test function, say ϕ :
L 2 = λ, so it satisfies the constraint. On the other hand
Clearly, since (p − 2)d + γ < 2, we have that for small enough ε the potential term K(ϕ, ϕ) dominates and hence I λ < 0.
We are now ready to prove that φ is a minimizer. We need to show that φ
, but we will show now that E(φ) ≤ E λ . Indeed, by (3.3) and (3.4),
. From here, we may conclude that E(φ) = E λ , otherwise E(φ) < E λ , a contradiction with the definition of E λ . Thus, φ is a minimizer.
Note that in addition, this last equality implies
So, in the end, it turns out that the minimization sequence converges strongly to the minimizer φ.
Now that we have established the existence of the constrained minimizers, we proceed to our next result which concerns the Euler-Lagrange equation and explicit calculations of various quantities associated with the energy functional E(φ). 
Finally, there is the positivity of the (self-adjoint) linearized operator
on the co-dimension one subspace {φ} ⊥ . That is,
Proof. Fix λ. By scaling , one sees that the solution φ λ of (3.1) can be represented by the following formula
From here, a short computation shows that it suffices to prove the results for the case λ = 1. So, fix λ = 1. Let φ = φ 1 be a minimizer for (3.1). For any δ > 0, consider u δ = φ + δh, with h real-valued. We have that
Note that
We have 1 2
and
Taking into account that
Since this is true for all δ ∈ R and for all test functions h, we conclude that φ satisfies
which is the Euler-Lagrange equation (1.3), with a scalar ω = J − K. Finally, there is the Pohozaev's identity, which we derive in the following way. Set
2 (x)dx = 1, z µ satisfies the constraint of (3.1). Now
Since the scalar valued function µ → E(z µ ) achieves its minimum at µ = 1, we must have
| µ=1 = 0. This relation yields the Pohozaev's identity
Combining (3.11) and (3.12), we obtain the formulas
Thus, we arrive at the statements of (3.7), (3.8), (3.9). Clearly, K > 0, J > 0, while ω < 0, since E 1 < 0. We now establish the coercivity of L on the co-dimension one subspace {φ} ⊥ . To that end, note that for every test function h, the function
has a minimum at δ = 0. In fact, the Euler-Lagrange equation (1.3) is nothing but a rephrased version of the necessary condition for a minimum g ′ (0) = 0. Given that g achieves its minimum at δ = 0, one has a second necessary condition for minimum, namely g ′′ (0) ≥ 0. We will exploit this fact to our advantage in order to deduce (3.10). In order to simplify the computations (and to reflect the fact that the coercivity of L is only over {φ} ⊥ anyway), we take h : h, φ = 0, h = 1. Note that under this restriction
Next, taking into account that φ satisfies (1.3), we write
Recall that ω = J − K. Since g(δ) ≥ g(0) for all small enough δ, it follows that the operator L defined by
satisfies Lh, h ≥ 0, which is exactly (3.10).
3.3. The linearized problem and spectral properties of the self-adjoint part. We impose the ansatz 5 u = φ λ + ǫv, where v is necessarily complex valued field. We have
2) and ignoring o(ǫ), we obtain the following linearized system
As is customary, we adopt the notation
so that we can rewrite the eigenvalue problem (4.1) in the Hamiltonian form
We will show that L is a self-adjoint operator, at least for p > 2. Indeed, one can apply the KLMN theorem (see Theorem X.17 in [19] ) for the operators
where
The check of the assumptions of the KLMN theorem follow from the simple Sobolev estimate
applied for g 1 = g 2 = φ p−1 f. In this way we find
For the operator V 2 we observe that
We are in position to conclude that L ± are self -adjoint operators, whence L is self-adjoint as well. On the other hand, J is clearly skew-symmetric. By Weyl's criterion, both operators L ± , have absolutely continuous spectrum, which fills the interval [−ω, ∞), which verifies the spectral gap condition at zero, since ω < 0 by virtue of Theorem 6. In addition, we have verified in Theorem 6 that L + has at most one negative eigenvalue. We have the following lemma, regarding the spectral properties of L.
As an immediate consequence of Lemma 1, the matrix operator L has exactly one negative eigenvalue.
Proof. (Lemma 1) Regarding L, we only need to verify that it does indeed have a negative eigenvalue. This is easily seen by testing the quantity Lφ, φ . Indeed, taking into account the Euler-Lagrange equation (1.3), we compute
6 recall that φ is a bell -shaped function Thus,
Next, we wish to show that L − is a non-negative operator. Note that the Euler-Lagrange equation (1.3) is nothing but L − [φ] = 0, where φ > 0. In particular zero is an eigenvalue for L − and it remains to show that it is at the bottom of its spectrum. Assume that this is not the case, hence L − has a negative eigenvalue, say −σ 2 and assume, without loss of generality that it is the smallest such eigenvalue. In particular, (3.14)
The corresponding eigenfunction, say ϕ can be constructed as a minimizer of the minimization problem (3.14). More precisely, upon introducing the bell-shaped function
We will now show that the eigenfunction ϕ satisfies ϕ = ϕ * and as such is a positive function. To that end, by Proposition 1, we have
Next, applying (2.1) and observing that (h 2 ) * = (h * ) 2 , we obtain (3.16)
It follows that the solution ϕ of (3.15), which must exists, is bell-shaped and in particular ϕ > 0. But if such eigenfunction corresponds to a negative eigenvalue −σ 2 , then it must be perpendicular to the eigenfunction φ corresponding to eigenvalue zero. However, both φ > 0, ϕ > 0, a contradiction. It follows that L − ≥ 0.
At this point, we are essentially ready to consider the stability of these waves, more precisely the eigenvalue problem (3.13). We will postpone these considerations to Section 4.7. This is done in the interest of presenting an unified approach for the classical case of MVS waves and then for the fractional waves. The approach for the fractional case turns out to be pretty similar, we outline the details in Section 4.7. 4.1. The linearized problem for the Hartree model (1.2). As before, we take the ansatz
in (1.2) and ignoring O(ǫ 2 ), leads us to the following linearized system
Note that J is clearly skew-symmetric. Next we derive the linearized problem for the KleinGordon-Hartree model (1.8).
4.2.
Linearized problem for the Klein-Gordon-Hartree model (1.8). As in the Schrödinger case, take
and plug this in (1.8). After ignoring O(ǫ 2 ) terms and taking real and imaginary parts, we arrive at
In order to bring the eigenvalue problem (4.2) to a form similar to (4.1), recall (1.10). In accordance with that, we rescale the variables as follows v j (t, x) = e λt √ 1−ω 2 V j (x √ 1 − ω 2 ), j = 1, 2, so that the eigenvalue problem (4.2) is transformed into the standard form
Introducing the skew-symmetric matrix J ω := 0 −2
, we can rewrite the relevant eigenvalue problem in the compact form
7 We suppress the super index φ λ in what follows, but we would like to keep φ λ dependent upon the parameter λ 4.3. Spectral information about the operators L ± . Here, we shall need to summarize the results in [16] about the properties of the MVS solutions ϕ of (1.5).
Lemma 2. (Theorem 4 and Lemma 6.7, [16] )
The MVS solution ϕ of (1.5) satisfy
For p ≥ 2, ϕ has exponential decay at ±∞, while for p < 2, there is the relation
for large |x|. In addition,
Note: By the assumptions in the existence theorem
Proof. The formula (4.4) appears in Theorem 4 in [16] . The formula (4.5) is a combination of the last statement of Theorem 4 and the final remark in the proof of Lemma 6.7. The formulas (4.6), (4.7) and (4.8) are just an elementary consequence of the Pohozaev's identity (1.7), together with the relation
, |u| p , which follows from (1.5) by taking dot product with ϕ.
In addition to (4.4) and (4.5), we will need more precise information on the behavior of I α [ϕ p ], for the case p < 2. This is provided in the following lemma.
for large |x|.
Remark: Note that the error term O(|x| − min(2,α) ) is not necessarily sharp for all p ∈ (2 − γ/d, 2], but it is rather an upper bound, which suffices for our purposes.
Proof. We start with the relation
Using |y|≤|x|/2 yϕ p |y)dy = 0, we get (4.10)
Note that for large y,
which is integrable, provided
. Thus, we have that the error term in (4.10) is O(|x| −2−γ ). On the other hand, if 2 −
Since for large y, we have
which is integrable when
, which is the full range of interest according to Theorem 1. Thus, the error term in (4.10) is now O(|x| −γ−α ). This finishes the proof of (4.9) and Lemma 3.
Our next lemma provides the self-adjointness of L ± as well as a description of the absolutely continuous spectrum.
Proof. Let us first go through the easy cases p ≥ 2. The self-adjointness in this case is an easy matter, since one can apply the KLMN theorem (see Theorem X.17 in [19] ) for the operators
We need to estimate V j f, f , j = 1, 2. We have
Applying this to g 1 = g 2 = ϕ p−1 f yields
Since by construction ϕ ∈ L q , q ∈ [2, ∞] and 8 2d(p−1) α > 2, we conclude that V 1 satisfies the requirements of KLMN theorem and it is an admissible perturbation 9 of the self-adjoint operator −∆ − ω.
Regarding V 2 , we have by Hardy-Litllewood-Sobolev inequality
This is also enough by KLMN, since
Thus, the self-adjointness of L ± in the case p ≥ 2 follows by KLMN. The argument for V 2 however is limited to p ≥ 2, because otherwise ϕ p−2 is actually unbounded as |x| → ∞ and the argument above clearly fails.
Assume p < 2. Let us consider first the self-adjointness of L − . Since
clearly this is not a potential that decays at ∞. In fact, we will show that (4.11)
Indeed, according to (4.5)
Thus, according to (4.4),
It follows that (4.12)
where G is a smooth and bounded function, with
Regarding L + , we have that for p < 2, (4.13)
Next, we discuss the point spectrum of the operators L ± . We have the following result. Proof. Let us first establish the claims regarding L − . Clearly L − [ϕ] = 0, as this is simply (1.5). Thus zero is an eigenvalue for L − , with eigenfunction ϕ. Assuming that L − has a negative eigenvalue will lead to a contradiction. Indeed, pick the bottom of the spectrum for L − . By the results in Lemma 4 (and the description of the structure of L − ), it will necessarily have a positive eigenfunction, say ψ 0 . But then, ψ 0 ⊥ ϕ as eigenfunctions corresponding to different eigenvalues, a contradiction. Thus, zero is the bottom of the spectrum. The simplicity of the bottom of the spectrum (in this case the zero eigenvalue) is also well-known by the Sturm oscillation argument. We now turn our attention to L + . First, it is easy to see that
Thus,
This shows that L + has at least one negative eigenvalue. It remains to show that L + is positive on a codimension one subspace.
To that end, consider the minimizer Φ of the optimization problem (1.6). Consider a perturbation of Φ in the form u ǫ = Φ + ǫh, for a real-valued function h and ǫ : |ǫ| << 1.
4.4.
The basics of the instabilities index counting. Now that we have established Lemma 5, we are ready to discuss the spectral stability of the waves e −it ϕ. In fact, the eigenvalue problem (3.13) falls within the scope 11 of the Grillakis-Shatah-Strauss (GSS) theory, [6] , see also [8, 9] . Recall that we have established that L has exactly one negative eigenvalue 12 , n(L) = 1. In principle, in order to apply the theory, one needs to identify the kernel of the operator L. We have already know quite a bit about it -ϕ ∈ Ker[L − ], while a differentiation of the Euler-Lagrange equation (1.3), in each of the variables x 1 , . . . , x d shows that
. An important problem in the theory has been to determine whether these are indeed all of the linearly independent elements of Ker [L] , that is -is it true that
Ground states with the property (4.17) has been referred to as non-degenerate, [4] , [16, 17, 18] . Our argument goes forward even without knowledge of the non-degeneracy 13 of ϕ. By the GSS theory, we have that if Ker[L] = span{y j , j = 1, . . . , l} and J is invertible with
where the matrix D ∈ M l,l has entries
where the equation
4.5. Classification of the stability for the Hartree solitary waves -proof of Theorem 4. We start our considerations with a calculation, that will be useful in the sequel.
and moreover,
Proof. We take advantage of the scaling of the PDE (1.5). More precisely, introduce ϕ λ , so that
where λ > 0 and b is a parameter to be determined from the scaling. Plugging this into (1.5), we find
11 In the standard formulation, the GSS theory requires that there is a spectral gap between the zero and the continuous spectrum of L. In our case, this is clearly violated in the case p < 2, since σ a.c. [L − ] = [0, ∞). By a remark in the argument in the original paper, this situation is also covered, in other words if the continuous spectrum just touches the zero, the statement still goes through as in the case with a spectral gap. For further justification in this case of touching, one should consult [10] as well. 12 We henceforth adopt the notation n(S) for a number of strictly negative eigenvalues of a self-adjoint operator/matrix S 13 although such a statement is very likely to hold 14 which is not unique, unless
, which we use henceforth. Dividing by λ b+2 yields the relation
Taking a derivative in λ in (4.21) yields
Evaluating the previous expression at λ = 1 can be interpreted as follows
In addition,
We are now in a position to consider the eigenvalue problem for the Hartree problem (3.13). With the assignment, v → e λt v, we are led to consider
⊥ . Thus, the matrix D, introduced in (4.19) has at most one negative eigenvalue. Moreover, there is a negative eigenvalue if and only if
This, together with (4.18) allows us to derive a Vakhitov-Kolokolov type criteria for the Hartree waves, namely that stability of e −it ϕ is equivalent to L −1 + ϕ, ϕ < 0. Using the formula for L −1 + ϕ, ϕ in Lemma 6, we conclude that the stability occurs exactly when Γ > 0. Moreover, if Γ < 0, there is a pair (one positive and one negative) of eigenvalues ±λ in (4.22) . By the continuity of the spectrum on Γ, we have that for Γ = 0, the pair ±0 transitions through the zero to become a pair of purely imaginary eigenvalues, so the eigenvalue problem has an extra pair of generalized eigenvalues at zero, when Γ = 0. 
4.7.
On the stability of the "normalized" waves for the fractional problem: Proof of Theorem 3. In order to establish the stability of the waves, we consider the eigenvalue problem (3.13), with the assignment v → e λt v. It now reads (4.24) J L v = λ v.
It was already established that L is self-adjoint, at least for p > 2 and in addition, according to Lemma 1, n(L + ) = 1, while L − ≥ 0, with a simple eigenvalue at zero spanned by φ. 
If we establish L −1 [φ], φ < 0, this would be enough to claim that D has a negative eigenvalue and we are done, since (4.18) predicts 1 − 1 = 0 eigenvalues of (4.24) with positive real part.
For the computation of L −1 [φ], φ , we can apply scaling argument similar to the one presented in Lemma 6. Instead, we take derivative in λ in the Euler-Lagrange equation (1.3) . We obtain L ∂φ ∂λ = ∂ω ∂λ φ.
Thus φ ∈ (Ker[L]) ⊥ and
By (3.5) we have φ λ 2 We have thus proved Theorem 3. Note that the restriction p > 2 appeared only to satisfy technical (but important) requirements for self-adjointness of L and it is not necessary in the index computations. Thus, we expect this to be a removable, technical assumption, once we have more information about the waves φ similar to the ones in the classical case, e.g. Theorem 1.
