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SUPERSTABLE THEORIES AND REPRESENTATION
SAHARON SHELAH
Abstract. In this paper we give characterizations of the first order complete
superstable theories, in terms of an external property called representation.
In the sense of the representation property, the mentioned class of first-order
theories can be regarded as “not very complicated”. This was done for ”stable”
and for ”ℵ0-stable.” Here we give a complete answer for ”superstable”.
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2 SAHARON SHELAH
§ 0. Introduction
Our motivation to investigate the properties under consideration in this paper
comes from the following
Thesis: It is very interesting to find dividing lines and it is a fruitful approach
in investigating quite general classes of models. A “natural” dividing prop-
erty “should” have equivalent internal, syntactical, and external properties.
( see [Shea] for more)
Of course, we expect the natural dividing lines will have many equivalent defi-
nitions by internal and external properties.
The class of stable (complete first order theories) T is well known (see [She90]),
it has many equivalent definitions by “internal, syntactical” properties, such as the
order property. As for external properties, one may say “for every λ ≥ |T | for some
modelM of T we have S(M) has cardinality > λ” is such a property (characterizing
instability). Anyhow, the property “not having many κ-resplendent models (or
equivalently, having at most one in each cardinality)” is certainly such an external
property (see [Sheb]).
Here we deal with another external property, representability. This notion was a
try to formalize the intuition that ”the class of models of a stable first order theory is
not much more complicated than the class of modelsM = (A, . . . , Et, . . . )s∈I where
EMt is an equivalence relation on A refining E
M
s for s < t ; and I is a linear order of
cardinality ≤ |T | . It was first defined in Cohen-Shelah [SC16], where it was shown
that one may characterize stability and ℵ0-stability by means of representability.
In this paper we give a complete answer also for the superstable case. Moreover if
T is uncountable we consider other values of κ(T ). That is, recall that for a stable
(complete first order) theory T , κ(T ) can be any cardinal in the interval [ℵ0, |T |+).
So if T is countable there are two possible values- ℵ0,ℵ1, the second is dealt with in
[SC16] and the first in Theorem 2.1. But if T is uncountable, the result above gives
a representation in a class which depends just on |T |, so it is natural to suspect
that if κ(T ) < |T |+ we can restrict this class further. We succeed to do this in
Theorem 3.7.
The results are phrased below, and the full definition appears in Definition 1.2,
but first consider a simplified version. We say that a a model M is k-representable
for a class k when there exists a structure I ∈ k with the same universe as M such
that for any n and two sequences of length n from M , if they realize the same
quantifier free type in I then they realize the same (first order) type in M . Of
course, T is k-representable if every model of T is k-representable. We prove, e.g.
that T is superstable iff it is kunaryκ -representable for some κ where k
unary
κ is the class
of structures with exactly κ unary functions (and nothing else).
There is also a relative characterizing “κ(T ) ≤ κ+ ”.
This raises various further questions
Problem:
(1) Can we characterize, by representability “T is strongly dependent ”,
similarly for the various relatives (see [Sh:863])
(2) For a natural number n , what is the class of T representable by knκ of
structures with just κ n-place functions (or relations).
The main results presented in this paper are:
Characterization of superstable theories (Theorem 2.1):
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Characterization of κ(T ) (Theorem 3.7):
In the attempt to extend the framework of representation it seemed natural,
initially, to conjecture that if we consider representation over linear orders rather
than over sets, we could find an analogous characterizations for dependent theories.
However, such characterizations would imply strong theorems on existence of in-
discernible sequences. In [KS], some dependent theories were discovered for which
it is provably “quite hard to find indiscernible subsequences”, implying that this
conjecture would fail in its original formulation.
The author thanks Yatir Halevi for doing much to improve the presentation.
§ 1. Structure Classes and Representations
We recall some needed definitions and properties from [SC16].
Convention 1.1. (1) The vocabulary is a set of individual constants, (partial) func-
tion symbols and relation symbols (=predicates), each with the number of places
(=arity) being finite. Individual constants may be considered as 0-place function
symbols; here function symbols are interpreted as partial functions.
(2) A structure I = 〈τ, I, |=〉 is a triple of vocabulary, universe(domain) and the
interpretation relation for the vocabulary: let |I| = I, ‖I‖ the cardinality of I and
τI = τ ; I is called a τ -structure.
(3) k denotes a class of structures in a given vocabulary τk, so I ∈ k ⇒
I is a τk-structure.
(4) Lτqf denotes all the quantifier-free formulas with terms from τk. That is, finite
boolean combinations of atomic formulas, where atomic formulas (for τ) have the
form P (σ0, . . . , σn−1) or σ0 = σ1 for some n-ary predicate P ∈ τ , σ0 . . . are terms,
i.e. they are in the closure of the set of variables by function (and partial function)
symbols.
(5) If I a τ -structure, a¯ = 〈ai : i < α〉 ∈
α|I|, then
tpqf (a¯, B, I) =
{
ϕ(x¯, b¯) : ϕ(x¯, y¯) ∈ Lτqf : I |= ϕ(a¯, b¯), b¯ ∈
ℓg(y¯)B
}
§ 1(A). Defining representations. We recall the definition of a representation.
Definition 1.2. Consider a structure I.
(1) For a structure J, a function f : |I| → |J| is called a representation of I in
J if
tpqf(f(a), ∅,J) = tpqf(f(b), ∅,J) ⇒ tp(a, ∅, I) = tp(b, ∅, I)
for any two sequences a, b ∈<ωI of equal length.
(2) We say that I is represented in a class of models k if there exists a J ∈ k
such that I is represented in J.
(3) For two classes of structures k0, k we say that k0 is represented in k if every
I ∈ k0 is represented in k.
(4) We say that a first-order theory T is represented in k if the elementary class
EC(T ) of T is represented in k.
Definition 1.3. keq denotes the class of structures of the vocabulary {=}, where eq
stands for equality.
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§ 1(B). The free algebras Mµ,κ.
Definition 1.4. For a given structure I, we define the structure Mµ,κ(I) as the
structure whose vocabulary is τI ∪ {Fα,β : α < µ, β < κ}, with a β-ary function
symbol Fα,β for all α < µ, β < κ. (the vocabulary of I includes a unary relation
symbol I for the structure’s universe, and we will assume Fα,β /∈ τI). The universe
for this structure is1:
Mµ,κ(I) =
⋃
γ∈Ord
Mµ,κ,γ(I)
Where Mζ =Mµ,κ,ζ(I) is defined as follows:
• M0(I) := |I|
• For limit ζ: Mζ(I) =
⋃
ξ<ζMξ(I)
• For ζ = γ + 1
Mζ =Mγ ∪
{
Fα,β(b) : b ∈
βMγ , α < µ, β < κ
}
Where Fα,β(b) is treated as a formal object. The symbols in τI have the same
interpretation as in I. In particular, α-ary functions may be interpreted as (α +
1)− ary relations. The β-ary function Fα,β(x) is interpreted as the mapping a 7→
Fα,β(a) for all a ∈
β |Mµ,κ(I)|, where Fα,β(a) on the right side of the mapping is
the formal object. If µ = κ = ℵ0 we may omit them.
Remark 1.1. It is shown in [SC16] thatMµ,κ(S) is a set (though defined as a class).
§ 1(C). Extensions of classes of structures.
Discussion 1.5. For a class of structures k, we define several classes of structures
that are based on k.
Definition 1.6. Ex0µ,κ(k) is the class of structures I
+ which, for some I ∈ k satisfy
|I+| = |I|;τI+ = τI ∪ {Pα : α < µ} ∪ {Fβ : β < κ} for new unary relation symbols
Pα and new unary function symbols Fβ ; such that if µ > 0 then
〈
P I
+
α : α < µ
〉
is
a partition of |I|; and,
〈
F I
+
β : β < κ
〉
are partial unary functions.
Definition 1.7. Ex0,lfµ,κ(k) is the class of structures in Ex
0
µ,κ(k) for which the closure
of every element under the new functions is finite. ( lf stands for “locally finite”).
Definition 1.8. Ex1µ,κ(k) is the class of structures in Ex
0
µ,κ(k) for which Fβ(Pα) ⊆
P<α :=
⋃
γ<α Pγ holds for every α < µ, β < κ.
Definition 1.9. Ex2µ,κ (k) is the class of structures of the form I
+ = Mµ,κ(I), for
some I ∈ k ( cf. Definition 1.4 ).
Convention 1.10. Exµ,κ will be one of the above classes.
§ 2. Superstable theories
The main theorem in this section is
Theorem 2.1. For a first-order, complete theory T the following are equivalent:
(1) T is superstable.
1This defines a set and not a proper class by remark 1.1.
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(2) T is representable in Ex22|T |,ℵ0(t
eq)
(3) T is representable in Ex12|T |,2(t
eq)
(4) T is representable in Ex0,lf
2|T |,2
(teq)
(5) T is representable in Ex2µ,ℵ0(k
eq) for some cardinal µ
(6) T is representable in Ex0,lfµ,κ(k
eq) for some cardinals µ, κ.
Proof. 2⇒ 5, 4⇒ 6 are immediate.
2⇒ 3 is direct from [SC16, 1.30]
3⇒ 4 direct from [SC16, 1.24]
5⇒ 6
This follows since Ex2µ,ℵ0(k
eq) is qf-representable in Ex1µ,2(k
eq) by [SC16, 1.30]
and Ex1µ,2(k
eq) ⊆ Ex0,lfµ,2(k
eq) by [SC16, 1.24] with 2 here standing for κ there.
The rest follows from Theorem 2.3 below giving 1 ⇒ 2 and Theorem 2.2 below
giving 6⇒ 1. 2.1
Theorem 2.2. If T is representable in Ex0,lfµ,κ(k
eq) for some cardinals µ, κ then T
is superstable.
Proof. Like the proof of Propositions [SC16, Th.2.4,2.5]. 2.2
Theorem 2.3. Every superstable T is representable in Ex22|T |,ℵ0(k
eq).
Proof. Let T be superstable. Let M ≺ CT . We choose Bn, 〈as, us : s ∈ Sn〉 by
induction on n < ω such that:
⊛0
(1) Sn ∩ Sk = ∅ (k < n)
(2) 〈as : s ∈ Sn〉 ⊆M
(3) Bn = {as : s ∈ S<n} ⊆M , where S<n := ∪{Sk : k < n}, as usual
(4) 〈as : s ∈ Sn〉 is without repetitions, disjoint from {as : s ∈ S<n} and
independent over Bn,
(5) for all s ∈ S, us ⊆ S<n is finite such that t ∈ us ⇒ ut ⊆ us and
tp(as, Bn) does not fork over {at : t ∈ us}
(6) 〈as : s ∈ Sn〉 is maximal under conditions 1-5.
Here we make a convention that u, v, w vary on I defined below:
⊛1 Since T is superstable, it is possible to carry the induction.
⊛2 (0) I = {u : u ⊆ S, u finite}, where S =
⋃
n
Sn
(1) for v ∈ I let cl(v) be the minimal u ⊇ v such that ut ⊆ u holds
for all t ∈ u;
(2) we define I cl = {u ∈ I : u = cl(u)};
⊛3 (0) if u ∈ I then cl(u) ∈ I
(1) v ⊆ u⇒ cl(v) ⊆ cl(u);
(2) cl(u1 ∪ u2) = cl(u1) ∪ cl(u2);
(3) cl({s}) = us ∪ {s};
(4) cl(cl(u)) = cl(u);
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(5) cl(u) =
⋃
{us : s ∈ u} ∪ u
⊛4 |M | = {as : s ∈ S} (Why? Otherwise, there exists a ∈ |M |\{as : s ∈ S}
such that (since T is superstable) tp(a, {as : s ∈ S}) does not fork over
{as : s ∈ v} for some finite subset v ⊆ S. Let u = cl(v), so u ∈ I cl and
let n be such that u ⊆ Sn and we get a contradiction to the maximality of
{as : s ∈ Sn}.)
⊛5 Let 〈vα : α < α(∗)〉 enumerate I (without repetition) such that
(1) vα ⊆ vβ ⇒ α ≤ β;
(2) α < β ∧ vβ ⊆ S<n ⇒ vα ⊆ S<n.
We choose a model Mvα by induction on α such that:
⊛6 (1) Mvα ≺ CT has cardinality ≤ ℵ0 + |T |;
(2) vα ⊆ vβ ⇒Mvα ≺Mvβ ;
(3)
⋃
{Mvβ : β < α ∧ vβ ⊆ vα} ( Mvα ;
(4) if s ∈ vα and us ⊆ vα then as ∈Mvα ;
(5) tp(Mvα ,∪{Mvβ : β < α} ∪M) does not fork over Bvα := ∪{Mvβ :
vβ ⊆ vα, β < α} ∪ {as : cl({s}) ⊆ vα}
⊛7 By ⊛6(3), clearly α < β ⇒Mvα 6= Mvβ .
The induction is clearly possible.
A major point is
⊛8 tp(Mvα ,∪{Mvβ : β < α}) does not fork over Avα := ∪{Mvβ : vβ ( vα}.
[Why? If vα = ∅ this is trivial so assume vα 6= ∅.
Let n be such that vα ⊆ S≤n, vα * S<n and
⊛8.1 let 〈tℓ : ℓ < k〉 = 〈tαℓ : ℓ < kα〉 list {s ∈ vα : s /∈ S<n and cl({s}) ⊆ vα}.
First, assume k = 0. So if s ∈ vα and cl({s}) ⊆ vα then s ∈ vα∩S<n, this implies
that us ∪{s} = cl({s}) ⊆ S<n, hence by ⊛6(4), as ∈Mvα∩S<n ⊆ Avα . This implies
that Bvα ⊆ Avα (in fact equal - see their definitions in ⊛6(5),⊛8). Now ⊛6(5)
says that tp(Mvα ,∪{Mvβ : β < α}) does not fork over Bvα , so by monotonicity of
non-forking and the last sentence, it does not fork over Avα as desired.
Second, assume k = 1 and (∀β < α) (cl({t0}) * vβ),
Since necessarily vα = cl({t0}) so Bvα = Avα ∪{at0} and clearly tp(at0 ,∪{Mvβ :
β < α} does not fork over Avα , together with ⊛6(5) we get that tp(Mvα ,∪{Mvβ :
β < α}) does not fork over Avα , as desired in ⊛8.
Third, assume k = 1, β < α and cl({t0}) ⊆ vβ . Without loss of generality β is
minimal with these properties, so necessarily vβ = cl({t0}) and so again, Bvα = Avα
and we continue as in “First” above.
Fourth, assume k ≥ 2. In this case, for each ℓ < k, cl({tℓ}) is vβ(ℓ) for some
unique β(ℓ) < α, so atℓ ∈ Mvβ(ℓ) ⊆ Avα , hence, Bvα ⊆ Avα (in fact equal) and
again ⊛6(5) gives the desired conclusion.]
Now, ⊛8 is the necessary condition in [She90, XII.2, Lemma 2.3(1)] and so we
can conclude that 〈Mv : v ∈ I 〉 is a stable system (see [She90, XII.2, Definition
2.1, page 598].
Now M¯ = 〈Mv : v ∈ I 〉 is a stable system of models. For all v ∈ I let b¯v
enumerate Mv. By ⊛6(3), 〈b¯v : v ∈ I 〉 is without repetitions.
For all α < ω × ω we define Iα as follows:
SUPERSTABLE THEORIES AND REPRESENTATION 7
⊕1 (1) I0 = {∅};
(2) Ik = {v ∈ I : v ⊆ S<1, |v| = k}, (k < ω);
(3) Iωn+k = {v ∈ I : v * S<n, v ⊆ S<n+1, |v| = k + 1}, (k < ω, 0 < n <
ω).
Now clearly
⊕2 (1) 〈Iα : α < ω × ω〉 is a partition of I
(2) w ( v ∈ Iα ⇒ w ∈ I<α for all w, v ∈ I
⊕3 and most important, for all α < ω × ω and v ∈ Iα the type
pv := tp(b¯v,∪{b¯u : u ∈ I<α+1 ∧ u 6= v})
does not fork over ∪{b¯w : w ( v}, and moreover pv is the unique non-forking
extension of pv ↾ ∪{b¯w : w ⊆ v} in Sℓg(b¯v)(∪{b¯u : u ∈ I<α+1 ∧ u 6= v})
(The proof is carried by basic properties of stable systems, see Conclusion
2.12 in [She90, Ch.XII, page 603]).
Now we define an equivalence relation E on I , (and Eα = E ↾ Iα) such that
v1Ev2 if and only if for some g = gv1,v2 , f = fv1,v2 (really g determines f , we may
require g to be order preserving)
⊕4 (1) v1, v2 ∈ I ;
(2) |v1| = |v2|;
(3) g is one-to-one from v1 onto v2 (we may add mapping v1 ∩ S<n onto
v2 ∩ S<n for every n such that if ui ⊆ vi (for i = 1, 2) and g′′(u1) = u2 ⇒
[u1 ∈ Iβ ≡ u2 ∈ Iβ];
(4) ug(t) = {g(s) : s ∈ ut}, when ut ∪ {t} ⊆ v1
(5) f is an elementary mapping of CT
(6) if uℓ ⊆ vℓ for ℓ = 1, 2 and g maps u1 onto u2, then f maps b¯u1 to b¯u2
(7) Dom(f) = ∪{b¯u : u ⊆ v1}
(8) if sl ∈ vl, cl(sl) ⊆ vl for l = 1, 2 and g(s1) = s2 then f(as1) = as2 .
(element-by-element, and this implies fv1,v2 is unique). (So for some bijection
gv1,v2 : v1 → v2 which preserves being in Iβ for all β < α, such that fv1,v2 maps
b¯w1 to b¯gv1,v2 (w1) for all w1 ⊂ v1.) Let 〈Iα,i : i < i(α) ≤ 2
|T |〉 enumerate the
equivalence classes of Eα.
We get that ⊞1 ⇒ ⊞2 where
⊞1 (α) the sets {v0 . . . vn−1}, {u0 . . . un−1} ⊂ I are closed under subsets
(β)
∧
α,i[vl ∈ Iα,i ⇔ ul ∈ Iα,i]
(γ) ul(1) ⊂ ul(2) ⇔ vl(1) ⊂ ul(2) for all l(1), l(2) < n
(δ) if vl(1) ⊆ vl(2) then gvl(2),ul(2) maps vl(1) onto ul(1).
⊞2 The sequences b¯v0 ⌢ . . . ⌢ b¯vn−1 and b¯u0 ⌢ . . . ⌢ b¯un−1 realize the same
complete type over ∅. (This follows from the definitions of the equivalence
relations Eα and ⊠1 above).
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Let A be the free algebra, i.e. a structure of the formM2|T |,ℵ0(k
eq), generated by
{xu : u ∈ I } and the function symbols {Fe,ζ : ζ < |T |, e = u/E for some u ∈ I },
each one of them |{v ∈ I : v ⊆ u}|-ary for u ∈ I such that e = u/E. Since for
every b ∈M there is a unique (u, ζ) such that b ∈ b¯u,ζ (where b¯u,ζ is the ζ-element
of b¯u), recalling ⊕4(8), the following gives the desired representation
H(b) = 〈. . . xv . . . 〉v⊆u a 〈Fu/E,ζ(. . . , xv, . . . )v⊆u〉,
after choosing some ordering on the elements of I . 2.3
§ 3. Between stable and superstable
Discussion 3.1. For superstable T , we may wonder about whether “the cardinal
2|T | is optimal”. Really, λ(T ) is sufficient where
(∗)1.1 λ(T ) = min{λ : T is stable in λ}.
Note that
(∗)1.2 If T is countable then λ(T ) = ℵ0 is equivalent to T is ℵ0-stable and
(∗)1.3 if T is countable and λ(T ) > ℵ0 then λ(T ) = 2
ℵ0 .
Theorem 3.2. In Theorem 2.3, Ex2λ(T ),ℵ0(k
eq) suffice.
Proof. We repeat the proof of Theorem 2.3 with some changes. Choosing Mvα by
induction on α we now demand more than in ⊛6 in the proof of Theorem 2.3:
⊛∗6 (1) Mvα ≺ C is saturated of cardinality λ(T );
(2) vβ ⊆ vα ⇒Mvβ ⊆Mvα
(3) (Mα, c)c∈∪{Mvβ :vβ⊂vα} is saturated.
In ⊛8.1 of the proof of Theorem 2.3 we replace vα with v, i.e.
⊛∗8.1 if v ∈ Sn then t¯v = 〈tv,ℓ : ℓ < kv〉 list {s ∈ v : s /∈ S<n and cl({s}) ⊆ v} in
increasing order.
Now after ⊕3 in the proof and as in the proof, we choose by induction on α <
ω × ω, Eα, fv1,v2 , gv1,v2 for (v1, v2) ∈ Eα such that
⊕∗4 (a) Eα is an equivalence relation on Iα with ≤ λ(T ) equivalence classes
(b) Clauses (1) − (8) of ⊕4 holds with the following modifications: if
(v1, v2) ∈ Eα then f = fv1,v2 , g = gv1,v2 satisfy
(1) v1, v2 ∈ I ;
(2) |v1| = |v2|;
(3) g is one-to-one from v1 onto v2 (we may add mapping v1 ∩ S<n
onto v2 ∩ S<n for every n such that if ui ⊆ vi (for i = 1, 2) and
g′′(u1) = u2 ⇒ [u1 ∈ Iβ ≡ u2 ∈ Iβ ] ∧ g ↾ u1 = gu1,u2 ;
(4) ug(t) = {g(s) : s ∈ ut}, when ut ∪ {t} ⊆ v1
(5) fv1,v2 is an elementary mapping of CT
(6) if uℓ ⊆ vℓ for ℓ = 1, 2 and g maps u1 onto u2, then fv1,v2 maps
Mu1 onto Mu2 and f ↾Mu1 = fu1,u2
(7) Dom(fv1,v2) = ∪{Mu : u ⊆ v1}
(8) if sl ∈ vl, cl(sl) ⊆ vl for l = 1, 2 and gv1,v2(s1) = s2 then
fv1,v2(as1) = as2 .
SUPERSTABLE THEORIES AND REPRESENTATION 9
Note that the b¯v notation does not appear.
The induction is carried in the following way. For α = 0 this is obvious, so let
α ∈ (0, ω × ω). First we define a two place relation E′α on Iα:
⊕5,α v1E′αv2 if and only if
(1) v1, v2 ∈ Iα and |v1| = |v2|
(2) letting vℓ = {tℓ,j : j < |vℓ|} for ℓ = 1, 2 list vℓ in increasing order we
have
j < |v1| ⇒
∨
β<α
(v1 \ {t1,j})Eβ(v2 \ {t2,j})
(3) g = gv1,v2 maps t1,j to t2,j for j < |v1|.
Note that for every α, E′α is an equivalence relation on Iα with ≤ λ(T ) equiv-
alence classes. By [She90, XII, 3.2 page 604, 3.5 page 608] and the induction
hypothesis, if (v1, v2) ∈ E′α then f
′
v1,v2 :=
⋃
{fv1\{t1,j},v2\{t2,j} : j < |v1|} is an
elementary map.
⊕7,α We define the place relation Eα on Iα, as v1Eαv2 if and only if v1E′αv2
and fv1,v2 and f
′
v1,v2 maps tp(〈atv1,j : j < |v1|〉,
⋃
{Mu : u ( v1}) onto
tp(〈atv2,j : j < |v2|〉,
⋃
{Mu : u ( v2}).
Since T is stable in λ(T ), Eα is an equivalence relation on Iα with ≤ λ(T )
equivalence classes refining E′α.
Finally, if (v1, v2) ∈ Eα then let fv1,v2 be an elementary map from Mv1 to Mv2
extending f ′v1,v2 and mapping 〈atv1,j : j < |v1|〉 to 〈atv2,j : j < |v2|〉
Now that Eα, fv1,v2 and gv1,v2 are defined inductively, the rest of the proof is as
in the proof of Theorem 2.3. 3.2
§ 3(A). Characterization of κ(T ).
Let T be a stable theory. Recall the definition of κ(T ) from [She90, III.3]:
κ(T ) = supm κ
m(T ), where κm(T ) is the first infinite κ for which we do not have
an increasing sequence Ai, i ≤ κ and p ∈ Sm(Aκ) such that for all i < κ, p ↾ Ai+1
forks over Ai.
Remark 3.3. If T is stable then κ(T ) ≤ |T |+ [She90, Corollary 3.3]. T is superstable
if and only if κ(T ) = ℵ0 [She90, Corollary 3.8].
Definition 3.4. Assume T is stable.
(1) We say that a is an independent system where a = 〈Ia, A¯a〉 consists of
•1 A¯a = 〈Aa,v : v ∈ Ia〉;
•2 Ia is a family of subsets of S = ∪Ia;
•3 ∅ ∈ Ia;
•4 Ia is closed under any intersection
•5 v ⊆ u⇒ Aa,v ⊆ Aa,u for all v, u ∈ Ia
•6 Aa,v∩u = Aa,v ∩ Aa,u for all v, u ∈ Ia
•7 tp(Aa,v,∪{Aa,uℓ : ℓ < n} does not fork over ∪{Aa,v∩uℓ : ℓ < n} for all
v, u0, . . . , un−1 ∈ Ia
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(2) We may also say that a is an independent I -system and let Ia = I etc.
We say that a is an independent (θ,I )-system if in addition we demand
that |Av| ≤ θ for all v ∈ I .
(3) Let ab mean:
• a,b are independent systems,
• Ia = Ib,
• Aa,v ⊆ Ab,v for v ∈ Ia,
• tp(Ab,v,∪{Aa,u : u ∈ Ia}) does not fork over Aa,v.
Proposition 3.5. Assume T is stable.
(1) ≤ is a partial order on the the class of independent systems.
(2) If 〈aα : α < δ〉 is a ≤-increasing sequence then it has a least upper bound
aδ :=
⋃
α<δ aα, i.e.
• Iaδ = Iaα for any α < δ,
• Aaδ,v =
⋃
{Aaα,v : α < δ} for any v ∈ Iaδ .
(3) If 〈aα : α < δ〉 is a ≤-increasing sequence of (θ,I )-systems and δ < θ+
then
⋃
α<δ aα is an independent (θ,I )-system.
Proof. Should be clear. 3.5
Proposition 3.6. Assume T is stable and θ ≥ |T |. Let a be an (θ,I )-system,
with 2|v| ≤ θ for all v ∈ I .
(1) There is (θ,I )-system b with a ≤ b and M¯ = 〈Mv : v ∈ I〉 such that for
every v ∈ I we have
•1 Aa,v ⊆Mv ⊆ Ab,v
•2 Mv ≺ Ct
•3 (Mv, c)c∈
⋃
{Aa,u:u(v, u∈I } is saturated if T is stable in θ.
Proof. Let 〈vα : α < α(∗)〉 list I with no repetition. We chose Mα by induction
on α < α(∗) such that
(∗)α1
(a) Mα ≺ CT has cardinality at most θ
(b) Aa,vα ⊆Mα
(c) tp(Mα,
⋃
{Mβ : β < α} ∪
⋃
{Aa,u : u ∈ I }) does not for over Aa,v,
and
(d) (Mα, c)c∈
⋃
{Avβ :β<α, vβ(vα}
is saturated if T is stable in θ.
Now define b by setting A¯b = 〈Ab,vα : vα ∈ I 〉, where Ab,vα :=
⋃
{Mu : u ⊆
vα, u ∈ I }.
Note that by the non-forking calculus
(∗)2
(a) b is an independent (θ,I )-system and
(b) a ≤ b.
3.6
Theorem 3.7. For a complete stable theory T , and κ the following are equivalent,
letting θ = 2|T |:
(1) κ(T ) ≤ κ+
(2) T is representable in Ex2θ,κ(k
eq)
SUPERSTABLE THEORIES AND REPRESENTATION 11
(3) T is representable in Ex2µ,κ(k
eq) for some µ
(4) T is representable in Ex1θ,κ(k
eq)
(5) T is representable in Ex1µ,κ(k
eq) for some µ.
Remark 3.8. In Theroem 3.7, demanding κ be regular, we can change clauses (2)-
(5) above to (2’)-(5’) which mean that we use only I such that the closure of any
set of cardinality < κ has cardinality < κ and change (1) to (1’) κ(T ) ≤ κ = δ.
The proof is similar, and in the proof we have only Si for i < κ.
Proof. By Theorem 2.1, without loss of generality κ > |T |+ ℵ0. Let
∂ = min{λ : λ regular, λ ≥ κ(T )}.
The proof is continuing the proof of the stable case and the superstable case. So,
cannibalizing the proof of Theorem 2.3 and/or [SC16, 2.15] we have 〈Si : i < ∂〉 is
a sequence of pairwise disjoint sets of ordinals, 〈as : s ∈ Si〉 for i < ∂, us ∈ [S<i]<κ
for s ∈ Si, cl(u) = ∪{us : s ∈ u} ∪ u for u ⊆ S = S<∂ and I = {u : u ⊆
us ∪ {s} for some s ∈ S}.
By the non-forking calculus, we have that Aa,v = {as : s ∈ S and cl({s}) ⊆ v}
for v ∈ I defines a (∂,I )-independent system hence a (θ,I )-independent system.
Similar to the proof of Theorem 2.3, we build an equivalence relation on I , but
now we have to do it gradually and simultaneously with defining a new independent
system.
(∗)1 Let E• be the following equivalence relation on I : v1E•v2 if and only if
(a) The order-type of v1 is equal to the order-type over v2, recalling that
v1 and v2 are set of ordinals.
(b) gv1,v2 , the unique order preserving map from v1 onto v2, maps {u ∈
I : u ⊆ v1} onto {u ∈ I : u ⊆ v2}.
Note that E• is an equivalence relation on I with at most θ equivalence classes.
Let g¯ = 〈gv1,v2 : v1E•v2〉.
By using Proposition 3.6 repeatedly, we choose by induction on n < ω (bn, En, f¯n, M¯n)
satisfying:
(∗)2 (a) bn is a (θ,I )-independent system
(b) (i) En is an equivalence relation on I with ≤ θ equivalence classes
refining E• and Em for m < n.
(ii) Let f¯n = 〈fnv1,v2 : v1Env2〉, where
(iii) fnv1,v2 is an elementary mapping from Abn,v1 onto Abn,v2
(iv) if v2, v3 ∈ v1/En then fnv2,v3 ◦ f
n
v1,v2 = f
n
v1,v3
(v) if cl({s1} ∈ v1 and g
n
v1,v2 = s2 then f
n
v1,v2(as1) = as2 .
(c) if n = m + 1 then by applying Proposition 3.6, we get a (θ,I )-
independent system bm ≤ bn M¯n = 〈Mn,v : v ∈ I 〉 satisfying for ev-
ery v ∈ I Abm,v ⊆Mn,v ⊆ Abn,v. Note that (Mn,v, c)c∈∪{Mn,u:u(v,u∈I }
is saturated.
(d) if v1Env2 for n = m+ 1 then f
m
v1,v2 ⊆ f
n
v1,v2
By Proposition 3.5, b :=
⋃
m bm is a (θ,I )-independent system and a ≤ b.
Clearly, for every v ∈ I ,
Ab,v =
⋃
{Abm,v : m < ω} ⊆
⋃
{Mm,v : m < ω}
⊆
⋃
{Abm+1 , v : m < ω} = Ab,v.
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Hence C ↾ Ab,v ≺ C.
Let E = ∩mEm and fv1,v2 =
⋃
m f
m
v1,v2 . The rest is as in the proof of Theorem
2.3.
3.7
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