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The interaction of matter with a quantized electromagnetic mode is considered. Representing a
strong exciting field, the mode is assumed to contain a large number of photons. As a result, the
material response is highly nonlinear: the completely quantized description results in generation of
high harmonics. In order to understand the essence of the physical processes that are involved, we
consider a finite dimensional model for the material system. Using an appropriate description in
phase space, this approach leads to a transparent picture showing that the interaction splits the
initial, exciting coherent state into parts, and the rapid change of the populations of these parts
(that are coherent states themselves) results in the generation of high-order harmonics as secondary
radiation. The method we use is an application of the discrete lattice of coherent states that was
introduced by J. von Neumann.
PACS numbers:
I. INTRODUCTION
The importance of high-order harmonic generation
(HHG) is unquestionable in recent development of high-
field laser science. The process itself provides funda-
mental information on nonlinear light-matter interaction
(see, e.g., [1, 2]), while, on the other hand, it has prac-
tical applications, e.g., in the production of ultrashort
bursts of electromagnetic radiation [3–5]. The appear-
ance of HH frequencies has been detected for the case
of target materials ranging from gas samples [6, 7] via
surfaces [8, 9] till wide bandgap solids [10, 11].
Traditionally, the theoretical description of the phe-
nomenon of HHG relies on the semiclassical approxima-
tion, i.e., on the assumption that the exciting radiation
can be treated as a classical, time-dependent field [12, 13].
In fact, usually the HH modes themselves are also con-
sidered to be classical, despite the fact that they con-
tain orders of magnitude less photons than the excitation.
A quantum optical analysis of the harmonic modes was
considered in Ref. [14], where the time-dependent popu-
lations of these modes together with the corresponding
photon statistics were given.
However, there are experimental implications showing
that a completely quantized description is required for
the full understanding of the physical processes that are
responsible for HHG. As reported in Refs. [15, 16], by
measuring the photon statistics of a strong, mid-IR pulse
after the interaction with a gas [15] or a solid [16] sam-
ple, one can identify fingerprints of the harmonics. In
other words, the back-action of the material system on
the exciting field is observable – on the quantized level.
Considering theory, a general description of a free
charged particle interacting with a quantized mode has
already been given for both the relativistic [17] and the
nonrelativistic [18] cases. Transitions between Volkov
states have also been used for the description of HHG
process in atoms [19, 20]. Motivated by the experiment
[15], a theoretical model for gaseous media was developed
in Ref. [21], and Ref. [16] also contains a model describing
crystalline samples. However, there are still a number of
open questions, and besides experimental results, the de-
tailed physical understanding of the interaction between
quantized light and matter in the high-intensity regime
requires further theoretical investigations as well.
For the sake of clarity, in the following we consider
an approach that has already been proven to be very
useful for the description of traditional quantum optical
problems. By using the Jaynes-Cummings-Paul model
(without rotating wave approximation), we show that a
very transparent interpretation of the process of the HHG
can be given on the phase space of the exciting mode.
Let us note that this model can directly be related to
HHG in quantum wells [22], where only a finite number
of states get excited, or solid state HHG using the ve-
locity gauge, where all transitions are ”vertical”, i.e., the
dynamics of states with different k are independent (see,
e.g., [23, 24]). Moreover, since any numerical approach
unavoidably uses a finite dimensional Hilbert-space, our
approach –that is based on von Neumann lattice coherent
sates [25] – points towards the development of a general,
efficient scheme for calculating the dynamics of strong
quantized fields that interact with matter.
In the current paper, first, in Sec. II, we present the
model to be used, and show how the Hamiltonian in
the strong-field approximation can be diagonalized. In
Sec. III we expand the initial state on the basis of the von
Neumann lattice coherent sates and show how Wigner
functions can be calculated using this expansion. The
analysis of the process of HHG by the aid of the corre-
sponding Wigner functions is given in Sec. IV. Possible
generalizations of our model are discussed in Sec. V, and
the conclusions are drawn in Sec. VI.
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2II. MODEL AND STRONG-FIELD
APPROXIMATION
In order to see the essence of the interaction of strong,
quantized fields and matter, let us consider the case of a
two-level atom (a) and a single mode (f):
H = Ha +Hf +Haf =
~
2
ω0σz + ~ωa†a+ ~Ωσx(a+ a†).
(1)
Here the usual creation and annihilation operators (with
[a, a†] = 1) and the Pauli matrices appear. The eigen-
states of the atomic Hamiltonian will be denoted by |e〉
and |g〉, i.e., Ha|e〉 = ~ω0/2|e〉, Ha|g〉 = −~ω0/2|g〉.
We will also use |+〉 and |−〉, for which σx|±〉 = ±|±〉.
The state of the field will be described using the photon
number eigensates, Hf |n〉 = ~ωn|n〉. We use the conven-
tion for the order of factors in tensor products as ”atom,
field,” e.g. |e〉|n〉. In the following we focus on far offres-
onant excitation, for definiteness we assume ω0/ω = 2.2,
which corresponds to the ratio of the bandgap in ZnO
[10] and the photon energy for commonly used sources
at 800 nm wavelength. (Note that this choice has no
qualitative effect on the results.)
Eq. (1) above describes the well-known Jaynes-
Cummings-Paul model without using rotating-wave ap-
proximation (RWA). (Note that RWA does not allow the
appearance of high order harmonics.) Unlike the case
when RWA can be applied (see e.g. Ref. [26]), there is
no known general solution to this model. However, resol-
vent techniques [27, 28] were applied for the analysis of
the problem, and the resulting formulae allowed numer-
ical calculations that showed that RWA does not work
precisely enough for strong coupling, not even in the res-
onant case of ω0 = ω [28]. A comparison of the solutions
based on continued fractions to the case with RWA was
performed also in Ref. [29]. The eigenvalues of the infi-
nite matrix of H in the photon number eigenstate basis
were discussed in Ref. [30], while multiphoton general-
izations of the model were investigated e.g., in Ref. [31].
In Ref. [32], a path integral approach to the non-RWA
description of the problem [as given by an interaction
picture version of Eq. (1)] was presented.
A. Time evolution in the absence of the atomic
Hamiltonian
We are to solve the dynamics induced by H for a given
initial state, which, in order to serve as a model for HHG,
corresponds to a high mean photon number. As we shall
see in the following, the sum of the second and third
terms in the Hamiltonian H can be diagonalized, and
Ha can be taken into account as an action additional to
the strong field approximation described by
H˜ = H −Ha = ~ωa†a+ ~Ωσx(a+ a†). (2)
As a first step for the diagonalization of H˜, let us define
the generalized displacement operator
D˜(γ) = eσx(γa
†−γ∗a), (3)
which is unitary, D˜−1(γ) = D˜†(γ) = D˜(−γ). As we shall
see, it is sufficient for now to consider transformations
with real valued γ parameters only. Since[
σxγ
(
a− a†) , a] = σxγ, [σxγ (a− a†) , a†] = σxγ,
(4)
and because the right hand sides commute with the expo-
nent in D˜, we can use the identity eABe−A = B+ [A,B]
to obtain
D˜†(γ)aD˜(γ) = a+γσx, D˜†(γ)a†D˜(γ) = a†+γσx, (5)
and
D˜†(γ)a†aD˜(γ) = D˜†(γ)aD˜(γ)D˜†(γ)a†D˜(γ)
= a†a+ γσx
(
a+ a†
)
+ γ2σ2x. (6)
By the aid of Eqs. (5) and (6), the transformation of H˜
reads:
D˜†(γ)H˜D˜(γ) = ~ω
[
a†a+ γσx
(
a+ a†
)
+ γ2σ2x
]
+ ~Ωσx
(
a+ a† + 2γσx
)
. (7)
By collecting the coefficients of the products aσx and
a†σx, we can see that the choice γ = −Ω/ω reduces the
transformed Hamiltonian to
D˜†
(−Ω
ω
)
H˜D˜
(−Ω
ω
)
= ~ω
(
a†a− Ω
2
ω2
σ2x
)
. (8)
Note that so far we intentionally did not use the identity
σ2x = 1. This means that the results are general in the
sense that they are valid for arbitrary coupling operator
that can replace σx, which will be useful later on (see
Sec. V). However, in order the see the most transparent
results of the model, from now on we use the special
properties of the coupling operator σx. This results in a
transformed Hamiltonian (8) which is proportional to the
identity on the atomic subspace.
This means that
D˜†
(−Ω
ω
)
H˜D˜
(−Ω
ω
)
|φ〉|n〉 = En|φ〉|n〉, (9)
where En = ~ω
(
n− Ω2ω2
)
, and surprisingly, in the cur-
rent case, |φ〉 can be an arbitrary atomic state. Moreover,
since the constant −Ω2ω2 in En will only lead to an irrel-
evant global phase in the time evolution, we will omit it
in the following. (Formally, this only means the redefini-
tion of the zero level of the energy.) Multiplying (9) by
D˜ from the left, we obtain
H˜
[
D˜
(−Ω
ω
)
|φ〉|n〉
]
= En
[
D˜
(−Ω
ω
)
|φ〉|n〉
]
, (10)
3i.e., the states D˜(−Ωω )|φ〉|n〉 are eigenstates of H˜.
Let us analyze the time evolution induced by H˜ alone.
For the sake of simplicity, |Ψ〉(t) will denote the solution
of i~ ∂∂t |Ψ〉 = H˜|Ψ〉, and we use γ = −Ω/ω. It is conve-
nient to consider states that are eigenstates of σx, when
D˜(γ) acts as the usual displacement operator D(γ):
D˜(γ)|±〉|n〉 = D(±γ)|±〉|n〉 (11)
= |±〉e±(γa†−γ∗a)|n〉 = |±〉|n,±γ〉, (12)
where displaced photon number eigenstates [33] appear
on the right hand side. The states above form a basis
(since D˜ is unitary, and the set {|±〉|n〉} is clearly a ba-
sis), i.e., any initial state can be expanded as
|Ψ〉(0) =
∑
n
b+n |+〉|n, γ〉+ b−n |−〉|n,−γ〉, (13)
leading to
|Ψ〉(t) =
∑
n
(
b+n |+〉|n, γ〉+ b−n |−〉|n,−γ〉
)
e−inωt. (14)
(Let us recall that the irrelevant global phase factor
exp(iΩ
2
ω2 t) is ignored.)
As an important example, we calculate the time evo-
lution of |Ψ〉(0) = |+〉|α〉 = D(α)|+〉|0〉. Note that the
coherent state |α〉 = exp(−|α|2/2)∑αn/√n!|n〉 with a
large magnitude complex label α is the most appropriate
description for a laser mode with a high mean photon
number (〈n〉 = |α|2). Using the identity D(−γ)D(α) =
e(γ
∗α−γα∗)/2D(α− γ), we can write
|+〉|α〉 = D(γ)eiγIm α|+〉|α− γ〉, (15)
where we have taken into account that γ is real. By
expanding the coherent state |α − γ〉 in terms of {|n〉},
we can obtain that
|+〉|α〉(t) = eiγIm αD(γ)|+〉|(α− γ)e−iωt〉
= eiγIm [α−α+(t)]|+〉|α+(t)〉
= eiδ+(t)|+〉|α+(t)〉 (16)
with α+(t) = γ + (α − γ)e−iωt and δ+(t) = δ+[α+(t)] =
γIm [α−(α−γ)e−iωt]. (Recall that Imγ = 0.) For clarity,
|+〉|α〉(t) above denotes the H˜-induced time evolution of
the initial state |+〉|α〉, which turns out to be exp iδ+(t)
times the tensorial product of |+〉 and a coherent state,
whose time dependent index is given by α+(t). Similarly,
|−〉|α〉(t) = e−iγIm [α−α−(t)]|−〉|α−(t)〉
= eiδ−(t)|−〉|α−(t)〉, (17)
where α−(t) = −γ+(α+γ)e−iωt, and δ−(t) = γIm [(α+
γ)e−iωt − α].
Clearly, α±(0) = α and the exponential prefactors in
Eqs. (16) and (17) reduce to unity at t = 0. Similarly, for
integer n, |±〉|α〉(t = nT ) = |±〉|α〉(0), where T = ω/2pi
is the optical cycle-time. This means that the time evolu-
tions of the coherent states are periodic when Ha is omit-
ted. Visually, as it is shown by the top panel of Fig. 1, the
time dependent indices α±(t), as a curves on the complex
plane, describe two circles. It is also interesting to ob-
serve how high harmonics appear in the dynamics of the
phases exp[iδ±(t)]: when we increase the mean photon
number (|α|2), the phases show more and more complex
behavior (see the bottom panel of Fig. 1). However, if
we assume, as usually, that it is the expectation value of
the dipole moment operator (∝ σx in our case) that is
the source of the HH radiation, there are no observable
harmonics in the absence of Ha, since [H˜, σx] = 0, thus
the expectation value of the dipole moment is constant.
By superposition, the solutions (16) and (17) allow us to
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FIG. 1: The time evolution of coherent states as induced by
H˜. Top panel: the labels α±(t) of |±〉|α±(t)〉 as curves on the
complex plane (red circle: − sign, blue circle: + sign) for two
different values of α0 that are denoted by the purple dots.
Bottom panel: the imaginary part of the phase exp[iδ+(t)]
during two optical cycles. γ = 0.1 for both panels.
calculate the H˜-induced time evolution of the most plau-
sible initial state, i.e., when the atom is in its ground
state:
|Ψ〉(0) = |g〉|α0〉 = 1√
2
(|+〉+ |−〉) |α0〉. (18)
4In this case, in the top panel of Fig. 1, the purple full
circle represent the initial state, which periodically splits
into the coherent superposition of two parts that are vi-
sualized by the red and blue curves.
III. VON NEUMANN LATTICE COHERENT
STATES AND WIGNER FUNCTIONS
A. Dynamics on the von Neumann lattice
Since [H˜,Ha] 6= 0, there is no system of common eigen-
states for these operators. Let us use the results of the
previous section and describe the dynamics by the aid
of the eigenstates of H˜. Using photon number eigen-
state expansion, a general solution of the time dependent
Schro¨dinger equation |Ψm〉(t) for i~ ∂∂t |Ψm〉 = H˜|Ψm〉 is
given by (14), where the complex coefficients b±m are con-
stant. When we use the complete Hamiltonian, the pres-
ence of Ha results in the time dependence of these coeffi-
cients. Specifically, using Ha|±〉 = ~ω0/2|∓〉, we obtain:
i~b˙+n =
~ω0
2
∑
m
b−m〈n|D(−2γ)|m〉e−iω(m−n)t
i~b˙−n =
~ω0
2
∑
m
b+m〈n|D(2γ)|m〉e−iω(m−n)t, (19)
i.e., the time evolution is not diagonal in the index n,
the time derivative of b+n (b
−
n ) involves infinitely many
coefficients b−m (b
+
m). This means a severe technical dif-
ficulty, despite the fact that the matrix elements on the
right hand side have analytic expressions in terms of La-
guerre polynomials [33]. As we shall see, a finite number
of coherent states (indexed by a subset of the von Neu-
mann lattice) is a convenient choice for a basis the ele-
ments of which are not orthogonal, but practically trans-
form among themselves under the action of Ha on the
timescale of HHG.
Coherent states are known to form an overcomplete
basis on the Hilbert space of a single mode, i.e., they
obey the closure relation, but not the entire complex
plane as the index of the states is needed for the ex-
pansion of an arbitrary state (see e.g., Ref. [34] for the
case of a circle). According to J. von Neumann [25], it
is sufficient to use a discrete subset {|α(mn)〉,Re α(nm) =
m
√
pi, Im α(nm) = n
√
pi} with n and m being integers.
(For the proof of completeness, see Refs. [35, 36].) That
is, any state can be written as |φ〉 = ∑mn cmn|α(nm)〉 in
an unambiguous way. This lattice was used in Ref. [37]
to transform the operator equations for the quantized
modes into c-number equations. For an application to
the case of HHG, see Ref. [38].
In the following we demonstrate that the basis of von
Neumann lattice coherent states is also very convenient
for the calculation of the complete dynamics, as well as
for the visualization of the results on phase space.
Similarly to the case of Eq. (18), let us focus on
the realistic initial state |g〉|α0〉 and use a finite sub-
set of the von Neumann lattice around α0 to expand
the initial state. If n0 and m0 are indices for which∣∣α(m0n0) − α0∣∣ is minimal (i.e., we found the integer in-
dices (m0, n0) for which the corresponding von Neumann
lattice point α(m0n0) is the closest to α0), then a grid of
lattice points with m = −N + m0, . . . ,m0, . . . , N + m0,
n = −N + n0, . . . , n0, . . . , N + n0 define an approximate
basis. It is convenient to switch to a single index k (e.g.,
by starting from one of the corners of the lattice points
and keeping row-continuous order, see Fig. 2a), where
n0 = m0 = 0 for the sake of simplicity), and use the set
{|+〉|α(k)〉, |−〉|α(k)〉}(2N+1)×(2N+1)k=1 for the expansion of
the initial state:
|Ψ〉(0) = |g〉|α0〉 =
∑
k
c+k |+〉|α(k)〉+ c−k |−〉|α(k)〉. (20)
Clearly, for an exact expansion, all the coherent states of
the von Neumann lattice are needed. However, as it will
be underlined by a numerical example in Sec. IV, already
relatively small lattices (N ≈ 5) provide a precision that
is sufficient for most practical purposes.
In order to determine the complex coefficients c±k ,
we have to take into account that the overlap Nij =
〈α(i)|α(j)〉 = exp(α∗iαj) exp[−(|αi|2 + |αj |2)/2] is not
zero. If we fix the number of the lattice points (i.e., N),
we obtain:
c±i =
∑
j
N−1ij 〈±|〈α(j)|Ψ〉(0), (21)
where the inverse of the (2N + 1) × (2N + 1) overlap
matrix appears on the right hand side.
It is important that the time evolution of all the basis
states is known under the action of H˜, see Eqs. (16) and
(17). This allows us to calculate the complete dynamics
(as induced by H = H˜ + Ha) by letting the coefficients
c±k time dependent:
|Ψ〉(t) =
∑
k
c+k (t)|+〉|α(k)〉(t) + c−k (t)|−〉|α(k)〉(t). (22)
Now it is worth defining the following four overlap ma-
trices
N±±jm (t) =〈α(j)± (t)|α(m)± (t)〉 (23)
× exp i
{
δ±[α
(m)
± )(t)]− δ±[α(j)± )(t)]
}
,
which are all equal to N at t = 0. Note that here the
upper indices, + or −, correspond to the lower ones they
are situated right above, e.g., N+−jm is proportional to
〈α(j)+ |α(m)− 〉. Using this notation, Eq. (21) is valid also in
the time dependent case if we replace the matrix N by
N++(t) and N−−(t) for c+i (t) and c−i (t), respectively.
5The dynamical equation equations for c±k (t) are given
by:
i~
∑
k
N++mk
d
dt
c+k (t) =
∑
k
N++mk (t)c+k (t)〈+|Ha|+〉
+
∑
k
N+−mk (t)c−k (t)〈+|Ha|−〉. (24)
Recalling that the expectation value of Ha vanishes in
the states |±〉 [see before Eq. (19)], and using the inverse
of the overlap matrices, we obtain:
i~
d
dt
c+j (t) =
∑
km
(N++)−1
jm
(t)N+−mk (t)c−k (t)〈+|Ha|−〉.
(25)
Similarly:
i~
d
dt
c−j =
∑
km
(N−−)−1
jm
(t)N−+mk (t)c+k (t)〈−|Ha|+〉. (26)
Note that – apart from time instants that are integer
multiples of optical cycle time T – the matrix prod-
ucts (N++)−1N+− and (N−−)−1N−+ are close, but not
equal to unity. This shows how the action of Ha slowly
mixes different von Neumann lattice coherent states.
The results above can be directly turned into a
numerical procedure for solving the time-dependent
Schro¨dinger equation using the von Neumann lattice.
First we have to determine the initial part of the lat-
tice that will serve as an approximate basis. [Clearly,
this choice depends on the index α0 of the initial
state, see Eq. (20).] Then, at each time instant,
{|+〉|α(k)〉(t), |−〉|α(k)〉}(2N+1)×(2N+1)(t)k=1 have to be de-
termined [see Eqs. (16) and (17)], and also the overlap
matrices N±±(t) should be updated. These calculations
are completely analytic. According to our numerical ex-
perience, relatively small grids (N ≈ 5) are sufficient to
reach convergence (i.e., no observable change in the re-
sults by further increasing the value of N.) The inverses
of the overlap matrices can conveniently be calculated
by numerical means, and the time derivative of the co-
efficients c±j are given by Eqs. (25) and (26). Using an
appropriate integration routine (preferably with adaptive
stepsize), the norm
〈Ψ|Ψ〉(t) =
∑
km
(c+k (t))
∗N++km (t)c+m(t)
+
∑
km
(c−k (t))
∗N−−km (t)c−m(t) (27)
can be kept close to unity. This method is particularly
efficient when the mean photon number is large. Prac-
tically, for |α| > 10, working in photon number eigen-
state basis [see Eqs. (19)] becomes increasingly difficult,
partly because of the increase of the number of the ba-
sis elements that have to be taken into account, but also
because of the numerical difficulty of handling the fac-
torials that appear in the expansion coefficients 〈n|α〉.
Besides the numerical efficiency, using the von Neumann
lattice has an additional benefit for the visualization of
the results on the phase space: as we shall see in the
next subsection, the Wigner function of the mode can be
calculated analytically in this basis.
FIG. 2: von Neumann-lattice coherent states. Panel a): a
finite set of lattice points with two different methods for
generating the indices. Panel b): Wigner functions of co-
herent states centered at the same lattice points. Panel
c): visualization of the time evolution of a finite basis set
{|±〉|α(k)〉(t), k = 1, . . . , 25}.
B. Wigner functions
Since its introduction in 1932 [39], the Wigner func-
tion became the central tool for describing quantum me-
chanics on the phase space, allowing for the investigation
the connections and most important differences between
quantum mechanics and classical statistical mechanics.
Later on, especially in the context of quantum optics, ad-
ditional quasidistribution functions were introduced [40–
42], that can also describe the quantum state of light.
In the following we show how the von Neumann lattice
allows an elegant calculation of the Wigner function.
6Let us note that although a joint Wigner function
for the atom-field system has already been constructed
[43], in the following we use the traditional approach,
in which only the field degrees of freedom are involved.
For clarity, let us note that disregarding atomic degrees
of freedom is most transparently described by a par-
tial trace over atomic states: For a complete atom-field
state |Ψ〉 we construct the density operator ρaf = |Ψ〉〈Ψ|
and use the reduced density operator ρf = Traρaf =
〈e|ρaf |e〉 + 〈g|ρaf |g〉 for the calculation of the Wigner
function. Since there is no additional reason for using
density operators in the following (there are no mixed
states involved), below we use a definition that is based
on pure states.
The Wigner function corresponding to a state |Ψ〉 is
essentially the two-dimensional Fourier transform of the
characteristic function χ:
WΨ(α) =
1
pi2
∫ ∫
χΨ(α)e
α∗α−αα∗d2α, (28)
where χΨ(α) is the expectation value of the displacement
operator D(α):
χΨ(α) = 〈Ψ|D(α)|Ψ〉. (29)
For the case of t = 0, we can substitute the form of |Ψ〉
given by Eq. (20) into the equation above. By using the
orthogonality 〈−|+〉 = 0, we can write:
WΨ(α) = (30)
=
1
pi2
∫ ∫ ∑
km
(c+k )
∗c+m〈α(k)|D(α)|α(m)〉eα
∗α−αα∗d2α
+
1
pi2
∫ ∫ ∑
km
(c−k )
∗c−m〈α(k)|D(α)|α(m)〉eα
∗α−αα∗d2α.
(31)
Note that by using the reduced density operator, one
would obtain the same result. (This is due to the fact
that the displacement operator D(α) acts as the identity
on the atomic subspace.)
It is practical to apply the Baker-Campbell-Haussdorf
identity to factorize the exponent in the displacement
operator and obtain
〈α(k)|D(α)|α(m)〉 = e−|α|2/2eα(α(k))∗−α∗α(m)〈α(k)|α(m)〉.
(32)
By explicitly using the real and imaginary parts of α,
the result above tells us that the Fourier transform of
the summands in Eq. (31) can be calculated analytically
(since we are dealing with shifted Gaussians). The gener-
alization of the steps above to the case of time dependent
von Neumann lattice coherent states is straightforward,
and the final result is given by:
WΨ(α) = (33)
=
2
pi
∑
km
(c+k )
∗N++km c+me−2(Im α−z
km
1 )
2
e−2(Re α−z
km
2 )
2
+
2
pi
∑
km
(c−k )
∗N−−km c−me−2(Im α−z
km
1 )
2
e−2(Re α−z
km
2 )
2
,
(34)
where the explicit notation of the time dependences of the
overlap matrices and the coefficients are omitted, and the
complex numbers in the exponents are given by
zkm1 =
1
2
(
iRe α(k) + Im α(k) − iRe α(m) + Im α(m)
)
,
(35)
zkm2 =
1
2
(
−iIm α(k) + Re α(k) + iIm α(m) + Re α(m)
)
.
(36)
Note that for the special case when |Ψ〉 corresponds to
a single lattice point, e.g., |Ψ〉 = |+〉|α(k)〉, WΨ(α) =
2/pi exp(−|α− α(k)|2), i.e., the well-known Wigner func-
tion of a coherent state |α(k)〉 is recovered.
As we have seen in this subsection, having determined
the coefficients c±k (t), the Wigner function of the state|Ψ〉(t) can be calculated analytically, without the need of
fast Fourier transform or any other numerical method.
IV. HHG ON PHASE SPACE
Before focusing on the physical consequences of the
model outlined before, it is worth summarizing earlier
results that are related. Interaction of a two-level system
with a single quantized mode mostly discussed in the
framework of rotating wave approximation (RWA) [44],
i.e., in the case when the interaction part of the Hamilto-
nian Haf is replaced by H
RWA
af = ~Ω(σ+a+σ−a†), where
σ+|g〉 = |e〉, σ+|e〉 = 0 and σ− = σ†+. When the initial
state of the field is a coherent state, |Ψ〉(0) = |g〉|α〉,
Rabi oscillations with different frequencies dephase on a
time scale that is proportional to 1/Ω (collapse) and –
because of the quantized nature of the radiation field –
they rephase again (revival). The characteristic time of
the revival process depends on the mean photon number
as well, it is |α| times longer than that of the collapse
[45]. These processes has been discussed on phase-space
in detail in Ref. [46]. As it was shown, the initially local-
ized (Gaussian) phase-space bump that corresponds to
|α〉, falls into parts during the time evolution (collapse)
and the parts meet again at the revival time. In the
strict sense, these results are valid only for the case of a
Hamiltonian with RWA, but the time scales for the pro-
cesses can serve as rough estimations also for the more
general case without RWA. For typical experimental sit-
uations, e.g., HHG on gas samples when the driving is
7in the infrared region, the Rabi frequency is by orders of
magnitudes below ω. However, high harmonics are gen-
erated during a few, or a few times ten optical cycles
only. Therefore collapse and revival are assumed to play
minor role on the time scale of HHG. This is why a lim-
ited number of basis states centered around the initial
coherent state is sufficient to describe the phenomenon.
In the following we focus on the process of HHG as rep-
resented on phase space. As one can check easily, RWA
does not allow the appearance of high harmonics, that is
why we used the Hamiltonian (1). As a systematic in-
vestigation shows, all the terms of this Hamiltonian play
significant role in the process. For the sake of complete-
ness, let us recall the case when the field is free, i.e., it
does not interact with the atom. As it is known, in this
case the time evolution of an initial coherent state |α〉
is given by |αe−iωt〉. The corresponding Wigner function
will be a Gaussian that circulates clockwise (with a circle
time of T = 2pi/ω) along a circle of radius |α|.
As it was shown in Sec. II, in the strong field approx-
imation – when Ha is omitted and the time evolution
is governed by H˜) – the initial state |Ψ〉(0) = |g〉|α〉 =
1/
√
2(|+〉+ |−〉|α〉 splits into two parts, see Eqs. (16) and
(17). Note that this splitting is completely different from
the one reported in Ref. [46]: it appears in every opti-
cal cycle, much before observable collapse appears. It is
important to stress here that H˜ commutes with the (di-
mensionless) dipole moment operator, σx, which means
that the expectation value of the dipole moment is con-
stant in this case and no HH are generated when the
atomic Hamiltonian Ha is omitted.
10-12
10-11
10-10
10-9
10-8
10-7
 0  1  2  3  4  5  6  7  8  9  10
t/T
FIG. 3: The figure corresponds to the complete time evolution
with |γ| = 0.001. Red and grey curves show the weights |c+k |2+
|c−k |2 of states whose index k correspond to positions on the
von Neumann lattice as it is shown by the dots in the inset.
The initial state, |g〉|α0〉 = 100√pi is a coherent state at the
center of the lattice (orange dot in the inset), and the orange
curve shows 1−|c+k0 |2−|c−k0 |2, indicating that Eqs. (38) mean
a good approximation for few optical cycles.
Finally let us consider the complete time evolution,
which is governed by the full Hamiltonian H given by
Eq. (1). The question is to what extent the picture we
have just discussed changes by the presence of Ha. It is
clear that |Ψ〉(t) is not equal all the time to the superpo-
sition of |+〉|α〉(t) and |−〉|α〉(t), but – in the strong field
limit – we expect little deviation from this solution. Nu-
merical calculations with realistic parameters verify this
assumption, at least in the sense that state of the mode
stays localized on phase space during a few optical cycles.
As the red and grey solid lines in Fig. 3 show, already for
a lattice with N = 3, the populations of the states at the
edges of the grid (furthest away from the localized part)
are very low.
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FIG. 4: Wigner functions visualizing the time evolution in-
duced by the complete Hamiltonian. Top panel: the eight
different localized bumps correspond to W (α, t) at t =
0, 1/8T, 2/8T, . . . , 7/8T (first optical cycle). The parameters
for this panel are |α0〉 = 10, γ = 0.5. The bottom panel
corresponds to the more realistic values of |α0〉 = 4 × 105,
γ = 10−5 and shows the probability P+ that system is in the
state |+〉|α〉(t) along the corresponding phase space trajec-
tory for the first optical cycle. The black curve on the top of
this panel shows P+ + P−, which, as we can see, is very close
to unity.
It is instructive to investigate the minimal case when
we estimate the state of the system by
|Ψ〉(t) = 1√
2
[
c−(t)|−〉|α〉(t) + c+(t)|+〉|α〉(t)] , (37)
where the time evolution of the states appearing in the
8right hand side is given by Eqs. (16) and (17). Using
these equations and the action of Ha on the states |±〉,
we obtain:
i~c˙+ = c−〈α+(t)|α−(t)〉ei[δ−(t)−δ+(t),
i~c˙− = c+〈α−(t)|α+(t)〉e−i[δ−(t)−δ+(t). (38)
Since |γ|  1, the inner product 〈α+(t)|α−(t)〉 is close
to unity. Additionally, the exponential terms on the
right hand side turns out to have the time dependence of
exp(±αγ sinωt), which is typical for high harmonic gen-
eration. It is important to note that the crucial parame-
ter here is |αγ| = αΩ/ω. That is, the larger α is (the more
photons the exciting mode has) and the larger the ratio
Ω/ω is, the more harmonics will be generated. Although
this result is based on a strong approximation (the va-
lidity of which is shown by the orange line in Fig. 3), it
qualitatively holds also in the exact case.
Fig. 4 summarizes the results discussed so far. In the
top panel the Wigner function is shown at different time
instants for parameters that are ideal for the visualization
of the dynamics. The mean photon number is consider-
ably larger for the bottom panel, where the probability
P+ of finding the system in the state |+〉|α〉(t) is shown.
As we can see, although the atomic Hamiltonian Ha in-
duces fast transitions between the states |+〉|α〉(t) and
|−〉|α〉(t), at the beginning of the time evolution the sys-
tem remains in a superposition of these two states to a
very good approximation.
V. GENERALIZATION
So far we considered the case of a two-level system
that interacts with a quantized mode of electromagnetic
radiation that is initially in a coherent state with a high
mean photon number. In this section we discuss how
more general material systems and more complex fields
can be described. This helps distinguishing between gen-
eral and model-specific properties of the physical picture
that was delineated so far. At some points, the treatment
of this section will be qualitative only, since, instead of
describing specific detailed properties of various physical
systems, our intention is to focus on general questions.
Let us first replace the two-level atom by an arbitrary
material system. This means considering
H ′ = H ′a+Hf +H
′
af = H
′
a+~ωa†a+~ΩD(a+a†), (39)
where H ′a and the coupling operator D (which, for the
sake of definiteness, will be called dipole moment opera-
tor) need not be specified in more details. However, in or-
der to simplify the technical details, it is worth assuming
that they act on a finite dimensional Hilbert-space, and,
consequently, their spectra are discrete. We will explic-
itly use only the eigenstates and eigenvalues of the dipole
moment operator: D|k〉 = dk|k〉, where {dk}Mk=1 are real
numbers. (The states |k〉 will be playing the role of |+〉
and |−〉.) As we mentioned after Eq. (8), all the discus-
sion that led to Eq. (8) are valid also with the replace-
ment of σx by the more general operator D. That is, once
the eigenvalue problem of D is solved, H˜ ′ = Hf+H ′af can
be diagonalized, similarly to the case of Sec. II. However,
in this case the atomic part of the diagonalized state can-
not be arbitrary, since generally D2 is not proportional
to unity. That it, the eigenstates H˜ ′ should also be one
of the eigenstates of D, e.g. |k〉, when the corresponding
eigenenergy will contain a term proportional to d2k, see
the next paragraph.
Next, let us consider the interaction with a multimode
field, i.e.,
H ′′ = H ′′a+H
′′
f +H
′′
af = H
′′
a+~
M∑
i=1
ωia
†
iai+~ΩiD(ai+a†i ),
(40)
where the coupling strength of the interaction can depend
on ωi, that is being taken into account by the index i of
the Rabi frequencies Ωi. As we can see, in this case the
Hamiltonian H˜ ′′ = H ′′ −H ′′a factorizes:
H˜ ′′ =
∑
i
H˜ ′′i = ~
∑
i
ωia
†
iai + ~ΩiD(ai + a†i ), (41)
and
[
H˜ ′′i , H˜
′′
j
]
= 0. This means that in the ”strong-
field approximation,” i.e., when the atomic Hamiltonian
can be be neglected when compared to the sum of the
free-field Hamiltonian and the interaction term, different
modes of the quantized fields are independent. Note that
each operator H˜ ′′i in the sum above – apart from the in-
dex i – is the same as H˜ ′ that was introduced earlier in
this section. By using the multimode displacement oper-
ator D˜({−Ωi/ωi}) = D˜(−Ω1/ω1) ⊗ . . . ⊗ D˜(−ΩM/ωM )
(where we retained explicit tensorial notation for clarity),
we can see that tensorial product of displaced number
states
|k〉 ⊗
∣∣∣D˜(−Ω1/ω1)n1〉⊗ · · · ⊗ ∣∣∣D˜(−ΩM/ωM )nM〉 (42)
are eigenstates of H˜ ′′ with the eigenvalues of
∑
i ~ωi(ni−
d2kΩ
2
i /ω
2
i ). Additionally, the time evolution of a multi-
mode coherent state |k〉⊗|{αi}〉 = |k〉⊗|α1〉⊗· · ·⊗|αM 〉
as generated by H˜ ′′ can also be calculated as a straight-
forward generalization of Eqs. (16) and (17).
That is, the general qualitative picture of the process
of high-order harmonic generation on phase space can be
describes as follows: The dominant part of the complete
Hamiltonian (H, for the sake of simplicity without any
prime) is the one describing the free field and its interac-
tion with matter. The time evolution generated by these
terms (strong-field approximation) can be solved analyt-
ically. The Gaussian Wigner functions that correspond
to the initial coherent states of the quantized modes fall
apart and form as many Gaussian peaks as the number of
the eigenstates of the dipole moment operator is needed
9to expand the initial state. At the end of the optical
cycle these separate Gaussians merge again, and the pro-
cess gets repeated periodically. The separation of these
different Gaussian peaks is determined by the strength
of the light-matter interaction.
The atomic Hamiltonian, Ha, is the weakest part of
the complete Hamiltonian H (e.g., its expectation value
is much less than that of H˜ = H − Ha). However, its
presence is necessary for the generation of the harmonics
(in fact, any radiation), since the dipole moment (expec-
tation value) is constant otherwise. Besides generating
secondary radiation, the fact that Ha does not commute
with H˜ leads to transitions between the states that cor-
respond to different Gaussian parts of the Wigner func-
tion that evolve independently for Ha = 0. Moreover, the
presence of Ha increases the size of the the phase-space
regions on which the corresponding Wigner functions are
considerably different from zero for the various modes.
However, this broadening of the Wigner functions means
a weak effect on the timescale of HHG, thus using a finite
parts of the von Neumann lattices for each mode means
an efficient numerical approach also in the general cases.
VI. SUMMARY
The description of high-order harmonic generation on
quantum optical phase space was considered. For the
sake of simplicity, we discussed finite dimensional sys-
tems and have shown that in the strong-field limit (i.e.,
when the Hamiltonian describing the material system can
be omitted) the analytic solution of the dynamics allows
for clear phase space interpretation. The corresponding
Wigner functions were determined using the von Neu-
mann lattice. The properties of the HHG process allowed
us to develop an efficient numerical method that can solve
the complete dynamics for arbitrarily large photon num-
bers. The role of different terms in the Hamiltonian were
investigated systematically, and we saw that all of them
is needed for the appearance of high harmonics.
Acknowledgments
We thank P. Tzallas for useful discussions. This re-
search was performed in the framework of the project
Nr. GINOP-2.3.2-15-2016-00036 titled Development and
application of multimodal optical nanoscopy methods in
life and material sciences. The project has been also
supported by the European Union, co-financed by the
European Social Fund, Grant No. EFOP-3.6.2-16-2017-
00005. Partial support by the ELI-ALPS project is also
acknowledged. The ELI-ALPS project (GINOP-2.3.6-15-
2015-00001) is supported by the European Union and co-
financed by the European Regional Development Fund.
[1] M. Hohenleutner, F. Langer, O. Schubert, M. Knorr,
U. Huttner, S. W. Koch, M. Kira, and R. Huber, Na-
ture 523, 572 (2015), ISSN 0028-0836, letter.
[2] G. Ndabashimiye, S. Ghimire, M. Wu, D. A. Browne,
K. J. Schafer, M. B. Gaarde, and D. A. Reis, Nature
534, 520 (2016), ISSN 0028-0836, letter.
[3] G. Farkas and C. To´th, Phys. Lett. A 168, 447 (1992),
ISSN 0375-9601.
[4] M. Hentschel, R. Kienberger, C. Spielmann, G. A. Rei-
der, N. Milosevic, T. Brabec, P. Corkum, U. Heinzmann,
M. Drescher, and F. Krausz, Nature 414 (2001).
[5] P. M. Paul, E. S. Toma, P. Breger, G. Mullot, F. Auge´,
P. Balcou, H. G. Muller, and P. Agostini, Science 292,
1689 (2001), ISSN 0036-8075.
[6] A. McPherson, G. Gibson, H. Jara, U. Johann, T. S. Luk,
I. A. McIntyre, K. Boyer, and C. K. Rhodes, J. Opt. Soc.
Am. B 4, 595 (1987).
[7] M. Ferray, A. L’Huillier, X. F. Li, L. A. Lompre, G. Main-
fray, and C. Manus, J. Phys. B: At. Mol. Phys. 21, L31
(1988).
[8] F. Que´re´, C. Thaury, P. Monot, S. Dobosz, P. Martin, J.-
P. Geindre, and P. Audebert, Phys. Rev. Lett. 96, 125004
(2006).
[9] H. Vincenti, S. Monchoce´, S. Kahaly, G. Bonnaud,
P. Martin, and F. Que´re´, Nat. Comm. 5, 3403 (2014).
[10] S. Ghimire, A. D. DiChiara, E. Sistrunk, P. Agostini,
L. F. DiMauro, and D. A. Reis, Nat. Phys. 7, 138 (2011),
ISSN 1745-2473.
[11] S. Ghimire and D. A. Reis, Nat. Phys. 15, 10 (2019).
[12] P. B. Corkum, Phys. Rev. Lett. 71, 1994 (1993).
[13] M. Lewenstein, P. Balcou, M. Y. Ivanov, A. L’Huillier,
and P. B. Corkum, Phys. Rev. A 49, 2117 (1994).
[14] A. Gombko¨to˝, A. Czirja´k, S. Varro´, and P. Fo¨ldi, Phys.
Rev. A 94, 013853 (2016).
[15] N. Tsatrafyllis, I. K. Kominis, I. A. Gonoskov, and
P. Tzallas, Nat. Comm. 8 (2017).
[16] N. Tsatrafyllis, S. Ku¨hn, M. Dumergue, P. Fo¨ldi, S. Ka-
haly, E. Cormier, I. Gonoskov, B. Kiss, K. Varju´,
S. Varro´, et al., Phys. Rev. Lett. 122, 193602 (2019).
[17] J. Bergou and S. Varro´, J. Phys. A: Math. Gen. 14, 2281
(1981).
[18] J. Bergou and S. Varro´, J. Phys. A: Math. Gen. 14, 1469
(1981).
[19] J. Gao, F. Shen, and J. G. Eden, Phys. Rev. Lett. 81,
1833 (1998).
[20] J. Chen, S. G. Chen, and J. Liu, Phys. Rev. Lett. 84,
4252 (2000).
[21] I. A. Gonoskov, N. Tsatrafyllis, I. K. Kominis, and
P. Tzallas, Sci. Rep. 6, 32821 (2016).
[22] J. N. Heyman, K. Craig, B. Galdrikian, M. S. Sherwin,
K. Campman, P. F. Hopkins, S. Fafard, and A. C. Gos-
sard, Phys. Rev. Lett. 72, 2183 (1994).
[23] M. Kira and S. W. Koch, Semiconductor quantum optics
(Cambridge Univ. Press, 2012).
[24] P. Fo¨ldi, Phys. Rev. B 96, 035112 (2017).
[25] J. Neumann, Mathematische Grundlagen der Quanten-
mechanik (Springer, Berlin, 1932).
[26] P. Meystre and M. Sargent, Elements of Quantum Optics
10
(Springer-Verlag, Berlin, Heidelberg, New York, 1991),
2nd ed.
[27] D. F. Walls, Phys. Lett. A 42, 217 (1972).
[28] E. A. Tur, Physical and Quantum Optics 89, 574 (2000).
[29] S. Swain, J. Phys. A 5, 1587 (1972).
[30] A. B. de Monvel, S. Naboko, and L. O. Silvac, C. R.
Acad. Sci. Paris Ser. I 338, 103 (2004).
[31] K. Ng, C. Lo, and K. Liu, Eur. Phys. J. D 6, 119 (1999).
[32] K. Zaheer and M. S. Zubairy, Phys. Rev. A 37, 1628
(1988).
[33] F. A. M. de Oliveira, M. S. Kim, P. L. Knight, and
V. Buek, Phys. Rev. A 41, 2645 (1990).
[34] J. Janszky, P. Domokos, and P. Adam, Phys. Rev. A 48,
2213 (1993).
[35] Y. V. Bargmann, P. Butera, L. Girardello, and J. R.
Klauder, Rep. Math. Phys. 2, 221 (1971).
[36] A. M. Perelomov, Theor. Math. Phys. 10, 156 (1971).
[37] T. Toyoda and K. Wildermuth, Phys. Rev. D 22, 2391
(1980).
[38] S. Varro´, A quantum treatment of generation of at-
tosecond light pulses on the basis of von Neumann lat-
tice coherent states (Talk 2.6.4., presented at the 23th
International Laser Physics Workshop, Sofia, Bulgaria
[LPHYS14], 2014).
[39] E. Wigner, Phys. Rev. 40, 749 (1932).
[40] K. Husimi, Proc. of the Physico-Mathematical Society of
Japan. 3rd Series 22, 264 (1940).
[41] E. C. G. Sudarshan, Phys. Rev. Lett. 10, 277 (1963).
[42] R. J. Glauber, Phys. Rev. 131, 2766 (1963).
[43] A. Czirja´k and M. G. Benedict, Quantum and Semiclas-
sical Optics 8, 975 (1996).
[44] D. F. Walls and G. J. Milburn, Quantum Optics
(Springer-Verlag, Berlin, 1994).
[45] J. H. Eberly, N. B. Narozhny, and J. J. Sanchez-
Mondragon, Phys. Rev. Lett. 44, 1323 (1980).
[46] J. Eiselt and H. Risken, Phys. Rev. A 43, 346 (1991).
