Abstract. The connection between several hyperbolic type metrics is studied in subdomains of the Euclidean space. In particular, a new metric is introduced and compared to the distance ratio metric.
Introduction
The notion of a metric was introduced by M. Fréchet in his thesis in 1906 [DD] . The dictionary of distances [DD] provides an overview of applications of metrics. In geometric function theory numerous metrics are extensively used in addition to the Euclidean and hyperbolic distances. Recently also metrics of hyperbolic type have become standard tools in various areas of metric geometry. One of these metrics is the quasihyperbolic metric of a domain D ⊂ R n . Although this metric has numerous applications, many of its basic properties are still open. For instance, questions about the convexity of balls and properties of geodesics have been studied by several people very recently [MV, RT, KRT] . Given two points x, y ∈ D it is usually impossible to compute the quasihyperbolic distance between them. Therefore various estimates in terms of quantities that are simple to compute are needed. Some of the metrics that provide either upper or lower bounds for the quasihyperbolic metric are the distance ratio metric, the triangular ratio metric and the visual angle metric [CHKV, HIMPS, KLVW, HVW] .
In this paper we introduce a new metric and find estimates for it in terms of aforementioned metrics. In the one-dimensional case of R this metric was studied by P. Hästö [H] . Our main result is the following theorem. where d D (x) = dist(x, ∂D), is a metric for every c 2. The constant 2 is best possible here.
Hästö's work also covers the case when X = R n and D = R n \ {0} in which case the best constant c = 1.
Preliminary results
2.1. Hyperbolic metric. The hyperbolic metric ρ H n and ρ B n of the upper half space H n = {(x 1 , . . . , x n ) ∈ R n : x n > 0} and of the unit ball B n = {z ∈ R n : |z| < 1} can be defined as follows. By [B, p.35] we have for
and by [B, p.40] 
From (2.3) we easily obtain
For both B n and H n one can define the hyperbolic metric using absolute ratios, see [Vu1, (2.21) ]. Because of the Möbius invariance of the absolute ratio we may define for every Möbius transformation h the hyperbolic metric in h (B n ). This metric will be denoted by ρ h(B n ) . In particular, if h : B n → H n is a Möbius transformation with hB n = H n , then for all x, y ∈ B n there holds ρ B n (x, y) = ρ H n (f (x), f (y)) .
Distance ratio metric.
For a proper open subset G ⊂ R n and for all x, y ∈ G, the distance ratio metric j G is defined as
The distance ratio metric was introduced by F.W. Gehring and B.P. Palka [GP] . If confusion seems unlikely, then we also write
sh
Proof.
(1) By (2.2), for x, y ∈ H n we see that
Lemma 2.6. Let g : B n → B n be a Möbius transformation with g(B n ) = B n . Then for for c > 0 the inequality
holds for all x, y ∈ B n .
Proof. If g : B n → B n is a Möbius transformation, then
and by Proposition 2.5 (2)
Together with the Bernoulli inequality [Vu2, (3.6) ], this yields
Proposition 2.7. For c, t > 0, let f (t) = log 1 + 2c sh t 2
. Then the double inequality c 2(1 + c) t < f (t) < ct
and t > 0.
Proof. We first show that
This inequality is equivalent to 1 + sh 
, for all c > 0, t > 0.
From the definition of sh and ch it readily follows that for all t ≥ 0, ch 
we see that h is increasing with
and lim
Therefore we have
Because f (0) = 0, (2.8) and (2.9) imply the desired conclusion.
Lemma 2.10. If k : B n → H n is a Möbius transformation and x, y ∈ B n then for c > 0
Proof. By by Proposition 2.5 (1) and [Vu1, (2.21 )]
Together with Bernoulli's inequality, this yields
Then the double inequality
holds.
Proof. For the first inequality in (2.12), we may assume that d(x) ≤ d(y). We claim that
This inequality is equivalent to
and to
This last inequality holds by the triangle inequality, because
For the second inequality
The above proof also yields the following result.
Remark 2.14. The function ϕ D (x, y) is not a metric, because the inequality
Proof for the main result
Let D be an open set in a metric space (X, ρ) and let A be a nonempty subset of
Lemma 3.1. The inequality
holds for all x, y ∈ D.
Proof. Inequality (3.2) follows directly from the triangle inequality.
Proposition 3.3. The triangle inequality
holds for all x, y, z ∈ D and every (X, ρ), and every nonempty A ⊆ X \ D if the triangle inequality
holds for every open interval I = (a, b) and all p, s, q ∈ I which satisfy the conditions p < q < s and
Proof. Inequality (3.4) is trivial if x = y or x = z or z = y. Let ρ(x, y) = 0, ρ(x, z) = 0 and ρ(z, y) = 0. Inequality (3.4) can be written in the form
It follows from Lemma 3.1 that
If there are x 1 , y 1 , z 1 ∈ D such that (3.6) does not hold for x = x 1 , y = y 1 , z = z 1 , then using (3.7) we obtain
.
Let us consider an open interval
and |p − q| = kρ(x 1 , z 1 ), |q − s| = kρ(z 1 , y 1 ),
(see Figure 1) .
From (3.9) it follows that (3.11) |p − s| = ρ(x 1 , y 1 ).
Moreover we claim that
Indeed, the equality
Hence (3.13)
Using (3.10), Lemma 3.1 and the inequality 0 < k 1 we obtain
Inequality (3.14) follows, so that equality (3.13) is proved. The equality
can be proved similarly. By definition we have
Using (3.15), (3.12), (3.10) and (3.11) we can write (3.8) in the next form
The last inequality contradicts the triangle inequality for h I .
Lemma 3.17. Let I be the interval depicted in Figure 1 . Suppose that
Proof. Inequality (3.18) has the following equivalent form
Let us consider the interval
Consequently inequality (3.19) follows from the inequality
Using a suitable shift and a scaling we may suppose that q = 0 and p ′ = −1 and s 0 = 1. Consequently (3.21) obtains the form J (0) = 1 (see Figure 3) . 
Hence f ′ (x) < 0 for all x > 1. It implies that f is decreasing on [1, ∞). Putting x = 1 |p| and x = 1 |s| we obtain from the inequality f (x) f (1) that 
It is sufficient to show that (3.26) holds. Using some shift and scaling we can put q = 1 and p ′ = 0 (see Figure 4) .
Now inequality (3.26) has the form
Let us consider the function
If s * ∈ [2, ∞) is given, then the function y = F (s * , x) is a parabola and (−2s
Hence (3.28) implies F (s * , x) 0 for all x ∈ (0, 1) and every s 2. Inequality (3.27) follows. Theorem 1.1 follows from Lemma 3.17 and Proposition 3.3 with A = ∂D.
Remark 3.29. If 0 < c < 2, then we can find I ⊆ R and x, y, z ∈ I such that h I,c (x, y) > h I,c (x, z) + h I,c (z, y). It follows, for example, from (3.24). 
Comparison results for h G
In this section we shall study the class of uniform domains which is recurrent in geometric function theory of Euclidean spaces [GH, Vu1] . In the planar case so-called quasidisks, i.e simply connected domains in the plane bounded by curve Γ, which is the image of the unit circle under a quasiconformal homeomorphism of R 2 onto itself, form a wellknown class of uniform domains.
We show that in uniform domains the h D,c and j D metrics are comparable. For this purpose we introduce the quasihyperbolic metric. Using these comparison results we then proceed to prove that h D,c -metric is quasi-invariant under quasiconformal mappings.
For some basic facts about quasiconformal maps the reader is referred to [V] .
4.1. Quasihyperbolic metric. Let D be a proper subdomain of R n . For all x, y ∈ D, the quasihyperbolic metric k D is defined as
where the infimum is taken over all rectifiable arcs γ joining x and y in D [GP] .
It is a well-known basic fact [GP] , that for all x, y ∈ D 
Next, by the triangle inequality we have
If d(y) < d(x) the argument is similar. The lower bound follows from the Proposition 2.7.
(2) Observe that
and hence by Bernoulli's inequality
Corollary 4.5. Let D ⊂ R n be a uniform domain. Then there exists a constant d such that
for all x, y ∈ D and all c > 0.
Proof. By 4.3 and 4.4 (1) there exist constants U > 1 and c > 1 such that
The second inequality follows from 4.4 (1) and (4.2).
Theorem 4.6. Let G ∈ {B n , H n } , and let ρ G stand for the respective hyperbolic metric. If c ≥ 2 , then for all
Proof. If G = B n , then by (2.1), [AVV, (7.38 ),(7.53)],
The inequality ρ B n (x, y) ≤ 2h B n ,c (x, y) is equivalent to
This inequality holds because
which follows from the fact that c ≥ 2, and √ a 2 + b 2 ≤ a + b, where a = |x − y|, and b = (1 − |x| 2 )(1 − |y| 2 ).
If G = H n , then by (2.2) and [AVV, 7.53] ,
By [Vu1, (2.14) ]
The lower bound follows from [Vu1, Lemma 2.41(2)], [AVV, Lemma 7.56 ] (see also [CHKV, Lemma 3 .2]), and Lemma 4.4.
F. W. Gehring and B. G. Osgood [GO] proved the following result. 
holds for all x, y ∈ D where α = K I (f ) 1/(1−n) and c depends only on
Applying Theorem 4.7 we shall now prove the following two results. 
for all x, y ∈ D. Then for all c > 0 and for all x, y ∈ D
Proof. By Lemma 4.4 (1) we see that
for all x, y ∈ D, where A = min a, Fix z ∈ D, t ∈ (0, 1/2) and x, y ∈ D with (4.12) |x − z| = |y − z| = td(z).
It follows from the triangle inequality that the inequality d(f (w)) ≤ d(f (z)) + |f (z) − f (w)| holds for w ∈ D and hence
It follows from (4.12) that (4.13) h D,c (x, y) ≤ log 1 + ctd(z) d(z) √ 1 − t = log 1 + c t √ 1 − t , (4.14) h D,c (x, y) ≥ log 1 + ctd(z) d(z) √ 1 + t = log 1 + c t √ 1 + t .
