Several modal identification techniques have been developed in the past few decades and their use is rapidly expanding due to the new focus on instrumentation of major structures. This paper focuses on the expansion of Eigenvalue Realization Algorithm (ERA) -Observer Kalman filter Identification (OKID) to identify modal parameters of output-only systems by splitting the state space model into deterministic and stochastic subsystems (ERA-OKID-OO). The performance, then, is compared with other output-only identification methods in terms of the level of accuracy and efficiency. A newly developed software package (Structural Modal Identification Toolsuite or SMIT for short) is used to provide a uniform and convenient way of utilizing several system identification (SID) methods, including variations of ERA, Auto-Regressive with eXogenous terms (ARX) models, System Realization using Information Matrix (SRIM), and Numerical algorithms for Subspace State Space System Identification (N4SID). The main purpose of SMIT is to provide a convenient platform for an expanding list of SID methods, to estimate Journal of Bridge Engineering.
Introduction
Over the last three decades, various new system identification (SID) techniques have been developed to construct numerical models from the vibration response of a structure (for example, see Imai et al 1989; Pandit 1991; Juang 1994) and their capabilities have been discussed in literature (Ljung 2008; Nagarajaiah et al. 2008) . These algorithms solve an inverse problem in dynamic analysis by estimating modal properties of a structural system using measured response data. The development of these SID algorithms provides a convenient way to process sensor data and estimate structural parameters of as-built physical systems. Furthermore, the modal representation obtained from the SID is effective to describe the dynamic behavior of the structure and useful to update the structural model. In addition to the new output-only identification method, this paper presents a Structural Modal Identification Toolsuite (SMIT) that includes several modal identification methods (Chang and Pakzad 2012a) . This program provides a comprehensive platform for comparing the efficiency of each modal identification method. SMIT is a toolsuite based on MATLAB (MathWorks, Inc. 2009 ) which has a graphical user interface (GUI) for convenient interaction with the computational core of the program. The GUI also is used for selecting modes, and generating plots and reports of the results of modal analysis, including the mode shapes and stabilization plots. The menu of the methods includes ERA-OKID-OO, so SMIT is used for comparing its performance to that of other methods.
The first section of this paper presents the theoretical background of ERA-OKID-OO for output-only systems. The second section introduces SMIT and describes the program procedures associated with the GUI for pre-and post-processing. The third section presents three bridge examples using numerically simulated, as well as measured data from the Lehigh River Bridge (LRB) and Golden Gate Bridge (GGB), which demonstrate the effectiveness of the proposed ERA-OKID-OO.
ERA and OKID technique
The theoretical background of SID methods is derived from the state space model which expresses the equation of motion as a first order differential equation. This equation can be discretized as in Eq. (1a)
where the system is observed by Eq. (1b)
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Eigensystem Realization Algorithm (ERA)
ERA method utilizes controllability and observability matrices to estimate the state matrix assuming zero initial conditions when the structure is subjected to impulse functions (Juang and Pappa 1985) . Based on zero initial state assumption and unit impulse excitation, the output response is expressed as
which are known as Markov Parameters. The Hankel matrix is then formed by over-parameterizing Markov parameters to compensate the rank deficiency as, 
The modal parameters are obtained by eigenvalue decomposition of A , assuming the physical system is equivalent to the numerical model.
Observer Kalman-filter Identification (OKID)
The observer/Kalman filter is used to remedy the lack of initial conditions, extend the applicability of ERA to general input/output systems, and create unique system Markov parameters (Juang 1994 
The Markov parameters Y CA B , then, is obtained by executing the following recursive calculations,
ERA-OKID-OO for output-only systems
The purpose of the proposed method is to apply OKID technique to identify modal parameters of output- 
For both input/output and output-only SID, the number of independent Markov parameters p in this study is regarded as equal to the model order which is a block Markov parameter in a column of Hankel matrix.
Structural Modal Identification Toolsuite (SMIT)
As noted before, several SID techniques have been developed in the past few decades and used for structural modal identification. In order to evaluate the efficiency and accuracy of any new algorithm, a M a n u s c r i p t N o t C o p y e d i t e d 9 comparison with the most-widely used existing methods is required. To facilitate this comparison, a MATLAB based toolsuite is developed which provides a menu of several structural modal identification methods, including ERA-OKID-OO. This program, called Structural Modal Identification Toolsuite or SMIT for short, has an interactive GUI for easy access to pre-processing, data analysis, post-processing, and data interpretation. This GUI platform for several SID methods and additional variables enhances the applicability of SMIT for the performance comparison. The required information for each procedure is intuitively organized. The package is an evolution of a series of existing system identification software that provide easy access to SID methods; however, SMIT is free, includes a wider selection of 
Natural Excitation Technique using averaged Markov parameters (NExT-AVG)
This modified version of NExT (Chang and Pakzad 2012b) , which uses the average of each row of the coded Markov parameters ( 2 m m , . denotes round-off operator), is also implemented in SMIT.
The coding coefficients are determined by assuming mode shapes based on a priori and approximated knowledge of the mode shapes of a system. The coding coefficients prevent cancelling out modes by taking a simple average of ordinates of anti-symmetric mode shapes.
Auto-Regressive methods (ARX/AR)
The Auto-Regressive model with eXogenous terms (ARX) (Chen et al. 1992) observes the output of a dynamic system using the current input and previous input/output. The auto-regressive (AR) and exogenous coefficients are created from the parametric ARX model and used to formulate the companion matrix. The companion matrix can be decomposed into its eigenvalues and eigenvectors which are equivalent to the transition state and output matrices. Similar to ERA-OKID, ARX method can be modified for output-only systems (AR method). Two assumptions are made here: (1) the input excitation is zero mean and normally distributed, and (2) the sum of the exogenous parts is zero when sufficient data M a n u s c r i p t N o t C o p y e d i t e d 11 is recorded.
Numerical algorithms for Subspace State Space System Identification (N4SID)
N4SID uses projection of the past and current input/output data to estimate the future response (Van Overschee and De Moor 1994). Two successive projections of the future output onto the past input/output and the future input is used to extract the equivalent state space model. The numerical procedure requires QR factorization to extract an equivalent system which requires intensive computational tasks. N4SID for the output-only systems assumes zeros contribution for the deterministic subsystem, which indicates that the projection of the future output is applied only onto the past output when the system is subjected to ambient vibration (Peeter and De Roeck 1999).
Pre-processing procedure
The pre-processing procedure is designed to collect information required for eigenvalue estimation and for generating initial reports. This includes Data Type, Geometric Information, Response Direction, SID Method, Sampling Information, Filtering Options, and Model Order Options.
The data type determines whether the observed system is input/output or output-only. As noted earlier, the current version of SMIT supports five methods for each of input/output and output-only systems.
The geometric information is used for assembling the structure in two predefined topologies (cantilever shear building and simple beam bridge) for the purpose of plotting the mode shapes. The main functions of SMIT, however, are available to identify general user-defined systems if the geometric information including sensor nodes coordinates and their connectivity are given.
Based on the sampling frequency, the Power Spectral Density (PSD) of output sensor data is generated using Welch method (Welch 1967), which helps determine proper parameters for filtering.
SMIT provides three methods for low-pass filtering and downsampling of the collected data: (1) Fast Fourier Transform, (2) Butterworth, and (3) Chebyshev Type II. By using the low-pass filters, the M a n u s c r i p t N o t C o p y e d i t e d 12 downsampled data becomes more suited to converge for the low frequency modes and reduces the computational cost for estimating state space models.
SMIT uses a range of user-defined model orders to establish the stabilization plots. In order to produce a standardized state space model from different methods, the model order is defined as a number of block matrices in a column of Hankel or companion matrices.
Post-processing procedure
The post-processing procedure is used to distinguish structural modes from spurious computational/noise modes (Heylen et al. 1995) , graphically evaluate the identified modes, and generate reports of the identified modal parameters. This procedure includes using stabilization diagram and visualization of mode shapes.
In practical applications of sensors for modal analysis, it is often difficult to identify the modes of the physical system due to the computational noise caused by over-parameterized Hankel or companion matrices, in addition to the measurement noise. The first task in post-processing is to investigate the result of eigenvalue estimation to determine the true structural modes. The stabilization diagram helps eliminate spurious modes and distinguish the true modes by examining cohesion of identified modal parameters (Heylen et al. 1995 
Application examples
Three test (bridge) systems are used to demonstrate and validate the performance of ERA-OKID-OO M a n u s c r i p t N o t C o p y e d i t e d 13 using SMIT: (1) numerically simulated input/output data from a 4-DOF simply supported beam model;
(2) ambient vibration data from Lehigh River Bridge (LRB) and (3) ambient vibration data from Golden Gate Bridge (GGB). All five methods for output-only systems supported by SMIT are implemented for these examples: ERA-OKID-OO, ERA-NExT, ERA-NExT-AVG, AR, and N4SID.
Simulated simply supported beam
The input/output data was simulated from a 4-DOF simply supported beam with a sampling frequency of 200 Hz as shown in Fig. 1 . The damping coefficient matrix is formulated with the linear combination of mass and stiffness (classical damping). A set of output data is simulated under white noise excitation at each node and is used to identify the original system. 
In Fig. 3 , the normalized errors in identified frequency, damping ratio, and MAC for ERA-OKID-OO, ERA-NExT-AVG, N4SID, and AR methods are plotted for increasing model orders. In general, each plot shows that the modal parameters of all modes converge towards the exact values as the model order
increases. This comparison also shows that the level of accuracy for ERA-OKID-OO is similar to AR.
As an efficiency measure, the computational cost is assessed by comparing the CPU time in seconds to complete all computational processes for each model order. The CPU time for the investigated methods is plotted in logarithmic scale versus the model order in Fig. 4 , indicating that ERA-OKID-OO is computationally almost as expensive as AR for which the size of the companion matrix is as the same as the Hankel matrix. The threshold ratio for the model reduction for ERA methods is set to 10 -2 , which improves the efficiency of ERA-OKID-OO compared to AR.
Lehigh River Bridge (LRB)
In this example the modal parameters of LRB which passes over Highway 33 The modal parameters, including frequency and damping ratio, identified for the first three modes by the SID methods are in Fig. 7 . The identified modal parameters are generally consistent for all methods regardless of model order, which successfully demonstrates the validity of the proposed ERA-OKID-OO.
Like SID for the 4-DOF simply supported beam model, the observed identification results are similar for ERA-OKID-OO and AR. In order to observe the error variation for the identified modal parameters of the investigated methods, the coefficient of variation (COV), which measures the dispersion of samples, is estimated for the first three modal frequencies and damping ratios (Fig. 8) . Although all methods estimate modal frequency with the low levels of COV, high model orders are required for some cases to stabilize the damping ratio.
To compare the efficiency of the SID methods, the CPU time is measured for all investigated algorithms and plotted in logarithmic scale versus the model order in Fig. 9 . Similar to the previous example, ERA-OKID-OO is computationally less expensive than AR and more expensive than ERA-NExT and ERA-NExT-AVG.
Also note that a few estimated mode shapes seem similar. This is due to the fact that only one of the four bridge spans was instrumented, and several higher modes will have a similar shape in that span. The eight sensors on this span were not sufficient to adequately resolve the higher modes.
Golden Gate Bridge (GGB)
This example is used to observe the performance of output-only identification methods for the higher modes of GGB. A total of 18 wireless sensor channels are used to identify structural modes of GGB ( focuses on the higher modes, which are located in the frequency band of 1 to 1.5 Hz. This frequency band includes two vertical (13 th and 14 th ) and four torsional (8 th to 11 th ) modes.
The frequencies and damping ratios for the six identified modes versus the model order are compared for the different SID methods in Fig. 11 . The identification result using ERA-OKID-OO is more stable when compared to ERA-NExT, ERA-NExT-AVG, and N4SID and is similar to AR. The low levels of COV for frequency and damping ratio (Fig. 12) demonstrates that ERA-OKID-OO, ERA-NExT, AR, and N4SID successfully estimate modal parameters for this system. ERA-NExT-AVG method fails to identify some modes.
The computational time is plotted in Fig. 13 which shows that ERA-OKID-OO is computationally less expensive than N4SID and AR.
Comparison and discussion
The three examples are used to evaluate the performance of ERA-OKID-OO method using SMIT. The results in terms of accuracy and computational efficiency are summarized here.
• ERA-OKID-OO is always computationally more expensive than ERA-NExT and ERA-NExT-AVG, since the latter two methods do not require the computational steps to obtain Markov parameters, and instead rely on the computationally less expensive auto-and cross-correlation estimates. ERA-NExT and ERA-NExT-AVG perform better than ERA-OKID-OO in terms of accuracy when numerically simulated data is analyzed. While the errors in frequency and damping ratio for ERA-OKID-OO fluctuate as the model order increases, the modal parameters estimated using ERA-NExT and ERA-NExT-AVG are stabilized more quickly. ERA-OKID-OO, however, performs better when the real field data is used. For ERA-NExT and ERA-NExT-AVG, the identification of the first mode of LRB and several higher modes of GGB happen only at very high model orders, while ERA-OKID-OO identifies all structural modes consistently even for small model orders. In addition, in order to apply M a n u s c r i p t N o t C o p y e d i t e d 17 ERA-NExT-AVG which is computationally the least expensive method, a priori estimates of the mode shapes are necessary. While this is possible in some applications, these estimates of the mode shapes are not always available so ERA-OKID-OO is preferred in those cases.
• The result of ERA-OKID-OO is primarily similar to AR in terms of accuracy. Since both methods use AR coefficients to construct a numeric model for the system, similar modal information is extracted from the transition state matrix. ERA-OKID-OO, however, is computationally less expensive since model reduction can be applied to ERA-based methods by using SVD to reduce the size of the state matrix. This makes ERA-OKID-OO less expensive than AR, especially for noisy data and high model orders.
• N4SID eliminates spurious modes more conservatively in stabilization diagram compared to other methods. Also, its identification is more sensitive to the model order compared to ERA-OKID-OO.
The modal parameters versus model order fluctuate when it is applied to the numerically simulated data. N4SID is computationally much more expensive than ERA-OKID-OO since it performs QR factorization for the Hankel matrix. N4SID is computationally the most expensive of the SID methods studied in the paper.
Conclusions
SID methods provide a means to supplement the gap between numerical models and experimental data by SMIT is successfully used to access several SID methods conveniently. It allows the user to perform pre-processing tasks on data from structures and to control post-processing options in generating stabilization diagrams, studying the convergence of modes as the model order increases, picking the modes from the stabilization diagram, and plotting and generating reports. Implementation of userfriendly interface in SMIT improves the work environment for SID and shows reliable results graphically, applied for the comparison study to examine the performance of the proposed ERA-OKID-OO method.
Based on these results, it is clear that different SID methods have strengths and weaknesses in identifying different modes of a structure. The authors suggest that a series of SID analysis should be performed using different SID methods when data are initially processed. Once the general picture of the modal properties is established, one or two methods are selected, and further and more detailed analysis conducted. ERA-OKID-OO is a method that should be considered in such type of analyses as it has demonstrated advantages to each of the other SID methods studied. SMIT provides convenient access to this and several other SID methods, and is a valuable tool for the modal analysis of structures.
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