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The onset and development of instabilities is one of the central problems in fluid mechanics. Here
we develop a connection between instabilities of free fluid interfaces and inverted pendula. When
acted upon solely by the gravitational force, the inverted pendulum is unstable. This position can be
stabilized by the Kapitsa phenomenon, in which high-frequency low-amplitude vertical vibrations
of the base creates a fictitious force which opposes the gravitational force. By transforming the
dynamical equations governing a fluid interface into an appropriate pendulum-type equation, we
demonstrate how stability can be induced in fluid systems by properly tuned vibrations. We con-
struct a “dictionary"-type relationship between various pendula and the classical Rayleigh-Taylor,
Kelvin-Helmholtz, Rayleigh-Plateau and the self-gravitational instabilities. This makes several re-
sults in control theory and dynamical systems directly applicable to the study of tunable fluid
instabilities, where the critical wavelength depends on the external forces or the instability is sup-
pressed entirely. We suggest some applications and instances of the effect ranging in scale from
microns to the radius of a galaxy.
I. INTRODUCTION
Interfacial instabilities are the seeds of many pattern-
forming mechanisms in Nature[1]. The ability to delay
or entirely suppress these instabilities therefore repre-
sents a significant tool. In fluid mechanics, a number
of important instabilities occur at one or more discrete
interfaces between immiscible fluids with different mate-
rial and flow properties [2, 3]. Much recent attention has
been paid to potential methods of stabilizing these in-
terfaces. Several mechanisms are available; for example,
stabilization of the canonical Rayleigh-Taylor instability
[4] has been proposed through the use of gyroscopic forces
[5], magnetically-charged colloids [6], or heat and mass
transfer across the interface [7]. Similarly, capillary in-
stabilities have been shown to be tunable in the presence
of internal flows [8], external acoustic waves [9–11], and
vibrations [12–14]. Tuning the properties of these insta-
bilities is desirable, for example, in the design of fusion
reactors. In such systems it can be desirable to find crite-
ria for global stability which do not depend on feedback
mechanisms, but rather depend on inducing a tunable
external force which causes the unperturbed/trivial solu-
tion to be stable for long times.
In classical mechanics, an external agent can always
induce such a force according to d’Alembert’s principle,
by accelerating the previously-inertial frame in which the
desired solution was unstable [15]. A canonical exam-
ple is the Kapitsa phenomenon, in which a pendulum in
the inverted position can be stabilized by low-amplitude,
high-frequency vertical vibrations of its base. This effect
was predicted based on variants of the Mathieu equation
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by [16, 17] and explained in depth by [18–20]. The mo-
tion of the pendulum in the presence of the vibration is
described by Mathieu’s equation. The stability of the
trivial solution is determined by the material parameters
and the parameters of the oscillator, and several stable
regions exist in this parameter space. Recent work has
sought to explain and generalize this effect, using tools
ranging from symplectic topology [21] to differential ge-
ometry and classical mechanics [22, 23]. Using external
vibrations to transform the equation of a simple harmonic
oscillator into a Mathieu-type equation has several ex-
tensions. The use of the effect to circumvent Earnshaw’s
theorem, according to which any stationary collection of
electric charges is inherently unstable, led to the devel-
opment of the ion trap [24] which earned its inventor the
Nobel Prize. It is now known that all extrema of a poten-
tial become minima when the potential undergoes similar
oscillations [23], leading to vast applications in conserva-
tive systems. These oscillations have been invoked as
a stabilizing mechanism as far afield as economics [25].
They have also been known to stabilize a denser fluid atop
a lighter fluid for many decades, presenting one method
of dynamically stabilizing the Rayleigh-Taylor instabil-
ity [26–30]. A similar effect can levitate a rigid body by
placing it in a small-amplitude high-frequency oscillating
airflow; this is likely an important mechanism in insect
flight [31].
In this work we expand previous work on stabiliz-
ing discrete fluid-fluid interfaces with the Kapitsa ef-
fect. By reducing the local dynamics of the interface
to a one-dimensional dynamical equation for the pertur-
bation amplitude via standard techniques in the study of
instabilities, we reveal that many free-boundary instabil-
ities — including the Rayleigh-Taylor, Kelvin-Helmholtz,
Rayleigh-Plateau and self-gravitational instabilities —
can be expressed in terms of a simple harmonic oscilla-
tor with a spring constant that is either positive or neg-
ative, depending on the relationship of the perturbation
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2wavenumber to the critical wavenumber of the instability.
These equations are identical to the linearization of an
inverted or standard pendulum, respectively; therefore it
is expected that applied vibrations will also transform
the dynamics of fluid-fluid interfaces into Mathieu-type
equations. Using this correspondence, we give approxi-
mate bounds to the largest and most accessible Mathieu-
stable region for the interface and suggest ways to induce
the stabilizing vibrations.
The layout of the paper is as follows: In §II we reprise
the basic theory of the Kapitsa pendulum and its con-
nection to the Rayleigh-Taylor instability, referring to
what is known in the literature. We derive an approxima-
tion for the stability bounds when the acceleration due
to external oscillations, c, is much larger than the grav-
itational acceleration. We invoke analyses of [15, 32] to
derive the conditions of stability. We expand a pertur-
bation of an infinite two-dimensional interface between
two fluids of different densities in normal modes, arriv-
ing at a one-dimensional dynamical equation for the in-
terface height which is identical to a simple harmonic
oscillator. We expand upon this basic planar geometry
in §III, considering multiple superposed Rayleigh-Taylor
interfaces. We also include two extensions of an essen-
tially non-Hamiltonian character. These are the Kelvin-
Helmholtz instability, which can be represented as a pen-
dulum with complex damping, and the case of a viscous
two-layer system confined in a narrow channel. By argu-
ments of scaling we discover that the Kapitsa effect can
no longer be observed in the lubrication limit and discuss
the relevant dynamics. Due to their similar cylindrical
geometry, we analyse the Rayleigh-Plateau and the self-
gravitational instability in §IV, where we discuss possible
applications to the study of capillary and astrophysical
flows. We conclude in §V.
II. REVIEW OF KAPITSA’S PENDULUM AND
THE RAYLEIGH-TAYLOR INSTABILITY
A. The Kapitsa effect
We begin with a review of the vertically-vibrated in-
verted pendulum [15, 18, 19, 32]. The pendula are sys-
tems of point masses connected to rigid, massless rods of
length l. When acted on solely by the gravitational force,
Newton’s second law and the small-angle approximation
give the well-known system
θ¨ = −g
l
sin θ ≈ −g
l
θ, (1)
where θ is measured with respect to the vertical axis.
Linearizing sin θ about the inverted position is identical
to the transformation g → −g. In the inverted system,
the trivial solution θ = 0 is unstable to small perturba-
tions. Under the action of other external forces, however,
this equilibrium can be stabilized. Kapitsa [18, 19] sug-
gested the use of a continuous vertical repositioning of
the point mass; if the position of the point mass to be
given by (−l sin θ, y + l cos θ), then the resulting dynam-
ical equation is Hill’s equation
lθ¨ − y¨ sin θ = g sin θ. (2)
If y(t) = a cos(ωt), we can add the d’Alembert accelera-
tion due to the motion to the usual gravitational accel-
eration g, making it a time-dependent function
g(t) = g − aω2 cos(ωt), (3)
so that the system is no longer autonomous; the value
of the corresponding Hamiltonian is now time-dependent
through g(t). As a consequence (2) becomes Mathieu’s
equation,
θ¨ =
(
g
l
− aω
2
l
cos(ωt)
)
θ, (4)
after the small-amplitude approximation sin θ ≈ θ has
been invoked. The trivial solution of Mathieu’s equation
is strongly stable for certain values of a and ω in the
range a 1, ω  1. It is noteworthy that although the
amplitude of the oscillations is very small, the resulting
acceleration c = aω2 can be much greater than g, so
that these must be considered violent vibrations of the
pendulum and thus are distinct from the phenomenon of
parametric resonance.
An approximation to the value of aω2 for which the
inverted position of the pendulum is stabilized can be
found using an averaging argument of Landau and Lif-
shitz [32]. The angle of the pendulum can be written as
θ(t) = Θ(t) + ξ(t), where ξ(t) = a cos(ωt) represents the
displacement due to the forced oscillations, and there-
fore has small magnitude and mean zero over the period
of the forcing, whilst Θ(t) changes by only small incre-
ments over one period of the forcing. Averaging Math-
ieu’s equation, Eq. (4), reveals that the dynamics for a
pendulum with angle Θ(t) are given by an effective po-
tential
Ueff = mgl
[
− cos2 Θ +
(
a2ω2
4gl
)
sin2 Θ
]
. (5)
By examining the minima of this effective potential, one
sees that Θ = pi is always stable (remembering that the
approximation a  1 was invoked), and Θ = 0 is stable
so long as
a2ω2 > 2gl. (6)
However, the effect of external vibration on stability
extends beyond the stabilization of the inverted state.
For particular parameter values, it leads to an exchange
of stability, in which the hanging state of the param-
eter also becomes unstable. In certain regimes it also
leads to destabilization of both states; therefore it is
possible for there to be zero, one, or two stable equi-
3libria depending on parameters. The simplest way to ob-
serve the destabilization of the hanging state is to treat
the system as Hamiltonian with the governing function
H = p2/2− g(t) cos θ. By truncating the Taylor series at
cos θ ≈ (1− φ2/2) for long periods of the driving, we re-
cover the Hamiltonian for a driven harmonic oscillator. It
is easily checked [32] that the first parametric resonance
in this limit is given by
2api2
lτ2
≤
∣∣∣∣pi2τ2 − 4gl
∣∣∣∣ . (7)
Subsequent resonances occur for more extreme material
parameters, leading to a periodic stability diagram with
slightly changing shapes in which exchanges of stability
take place (Floquet tongues). Finding the entire stability
portrait requires more care; details can be found in [33–
35]. To clarify the basic details in the parameter regime
we are interested in, we have provided a stability dia-
gram in Fig. 1. Because we are interested in a region
where both a and τ are very small, we are guaranteed
that one solution will be stable, and are therefore pri-
marily interested in the transition from stability of only
one solution (the hanging pendulum) to bistability. As
shown in the figure, Eq. (6) and Eq. (7) are sufficiently
accurate to understand the first transitions, from stabil-
ity of the hanging solution via a pitchfork bifurcation [36]
to bistability and then from bistability to stability only
of the inverted solution, as a function of the external os-
cillator amplitude and period.
B. The inviscid Rayleigh-Taylor instability
We now turn our attention the case of two unbounded,
incompressible, immiscible fluids sharing a common in-
terface which is a perturbation of the z = 0 plane. We
label the fluid in the region z < 0 as fluid 1 with velocity
u1 and density ρ1. We label the fluid in the region z > 0
as fluid 2 with velocity u2 and density ρ2. The shape
of the perturbation is given by ζ(x, y, t). The setup is
shown in figure 2. In this initial calculation we neglect
the effects of viscosity and surface tension. We consider a
quiescent initial condition, so that the fluid is irrotational
for t > 0. We therefore define a potential, ui = ∇φi. We
assume both fluids are incompressible and that far away
from the interface the flow vanishes. On the interface
itself we assume p2 = p1; furthermore, since we will be
interested primarily in the stability of the trivial solution
ζ(x, y, t) = 0, we will assume the speeds at the interface
are small, so that we can linearize Bernoulli’s principle
relating the unsteady heads at the interface. Our system
is then given by the equations
∇2φi = 0,(8)
∇φi(z → ±∞)→ 0,(9)
∂zφi|z=0 = ∂tζ(x, y, t),(10)
ρ1(∂tφ1|z=0 + gζ(x, y, t)) = ρ2(∂tφ2|z=0 + gζ(x, y, t)).(11)
Figure 1. A relevant region of the stability diagram for the
Mathieu equation, Eq. (4). Here our convention is that θ = pi
corresponds to the hanging position of a standard pendulum
and θ = 0 corresponds to the inverted position. The thick
black curve is given by Eq. (6), and the orange dotted line
is given by Eq. (7). The rest of the diagram is filled in by
adapting the work of [35] to our parameter regime. Although
in general stability of this system is very complicated, in this
work we focus on the regime a  l, gτ2  a and are there-
fore mainly interested in the transition from stability of the
hanging pendulum (blue) to bistability (purple).
Because the system is linear, we assume an ansatz of
normal modes:
{φ1(x, y, z, t), φ2(x, y, z, t), ζ(x, y, t)}
= {φˆ1(z, t), φˆ2(z, t), ˆζ(t)}ei(kxx+kyy), (12)
where we will often use the variable k ≡
√
k2x + k
2
y. Un-
der this assumption, (8) becomes (∂2z − k2)φˆi = 0, which
have the solution φˆi = Ci(t)e±kz, where the ± is positive
for fluid 1 and negative for fluid 2 by the boundary con-
ditions (9). Substitution of these exponentials into (10)
gives
∂tζˆ(t) = ±kCi(t)e±kz −→ ∂tφˆi|z=0 = ±1
k
∂ttζˆ(t). (13)
A final substitution into the Bernoulli relation reveals
that the interface height behaves like a simple harmonic
oscillator:
∂ttζˆ = kAgζˆ, (14)
where A ≡ ρ2−ρ1ρ2+ρ1 is the Atwood number. The behavior
of this system under the action of external vibrations has
4z=0 z=ζ (x,y,t)
ρ2, μ2, ϕ2, u2, P2
ρ1, μ1, ϕ1, u1, P1
z
x y

g
1/k
Figure 2. The Rayleigh-Taylor instability. Two fluids of dif-
fering material properties are superposed and separated by
an interface z = ζ(x, y, t). An expansion in normal modes
k ≡√k2x + k2y reduces the dimension of the dynamics to one.
been studied in the literature [26, 37].
We now assume that A > 0, ρ2 > ρ1, and that the
entire system is made to oscillate in the zˆ direction. We
assume that the position of every plane of constant z = zc
actually moves according to the form zc(t) = a cos(pit/τ).
These types of vertical vibrations of two-fluid systems
commonly lead to a host of pattern-forming instabilities
known as Faraday waves. Because we are only interested
in the dynamics of the interface height, these phenomena
are outside the scope of the current work; for an overview
of the basic linear theory, see [38]; for recent advances,
see [39]. The patterns involved are a subject entire unto
themselves, and can be used, for example, to assemble
complicated patterns [40]. The time-dependent gravita-
tional acceleration in our pendulum-like equation is now
given by (3). When g < c, (14) can then be approximated
by the effective potential of (5), and stability of the triv-
ial solution ζˆ = 0 is defined by a condition analogous
with (6):
ka2ω2 > 2gA. (15)
A similar criterion has been derived in the fluids litera-
ture by [27, 28]. Because all wavenumbers k are admissi-
ble there is an upper bound kmax above which the system
passes from the first stable Mathieu band to the second
unstable band. This upper bound to the first stability re-
gion is given physically by requiring that the frequency of
the oscillator is greater than the instability growth rate
Ω2 due to its induced acceleration. This may be writ-
ten Ω2 < kcA and after substitution one finds that this
second instability does not occur so long as
1 > Aak. (16)
For a more detailed derivation of this balance, see [28].
C. Previous work on extensions to this system
For material parameters representing common systems
such as water suspended above air, or a general liquid sus-
pended above a gas, Eq. (15) and Eq. (16) do not cover
the whole band of disturbance wavenumbers. In prac-
tical application, therefore, one needs a mechanism to
suppress the very small-wavelength disturbances, such as
surface tension or viscosity, as very large-wavelength dis-
turbances are often prohibited by vessel diameter. It has
been suggested [27] that for material parameters match-
ing an air-water interface stability for all k is only guar-
anteed by including both of these effects together; includ-
ing only one or the other leaves some range of k unstable.
A routine calculation demonstrates that the inclusion of
surface tension decreases the time average of g(t), widen-
ing the range of stable k in both directions. Following
the same steps as the previous section but including the
pressure difference due to surface tension leads to the
harmonic oscillator
ζˆtt =
(
kAg − γk
3
ρ1 + ρ2
)
ζˆ, (17)
For fluids with surface tension an order of magnitude
larger than water, this can be sufficient to stabilize the
entire range of k. Such fluids were likely not considered
by the authors of [27].
Considering a viscous fluid leads to the dynamical
equation for the interface matching a damped harmonic
oscillator, where the value of the damping depends on
the kinematic viscosities ν2, ν1 of the two fluids as well
as some numerical prefactors. For the right damping pa-
rameters this can stabilize large-k disturbances; however,
too much damping causes the restoring force due to the
Kapitsa effect to be damped out as well, causing an insta-
bility. This is often referred to as a “secondary dissipative
instability”; for the general theory, see [41].
We conclude on a brief note concerning the possibil-
ity of replacing the external vibrations generating the
Kapitsa effect with internal pressure waves. This can be
desirable in large-scale applications where it is physically
infeasible to translate a fluid-fluid interface or apparatus
even with small-amplitude vibrations. We studied such
systems in the context of the Rayleigh-Taylor instabil-
ity, using this framework of comparing linear instabilities
to simple harmonic oscillators with negative stiffnesses.
Our findings suggest that for gravitationally-driven in-
stabilities, such a method is not feasible. This can be
seen from dimensional analysis; if the magnitude of a
unimodal pressure wave is P¯ at the fluid-fluid interface,
then the acceleration of the interface is given by P¯ρ1+ρ2 .
For an air-water interface, the pressures must be on the
order of a few atm at the interface to begin to achieve
stabilization. On the other hand, in capillary-driven in-
stabilities where the accelerations are much smaller than
g, such acoustic waves “tuned” to the wavelength of a
developing instability have been shown to stabilize the
5z=Z1=0ρ0, ϕ0, u0, P0
ρ1, ϕ1, u1, P1
ρn, ϕn, un, Pn
ζ1(x,y,t)
ζ2(x,y,t)
ζn(x,y,t)
1/k2
1/k1
1/kn
Z2
Zn
Figure 3. Multiple free interfaces between fluid layers of dif-
fering density.
interface [9–11]. We address similar ideas in §IV.
III. EXTENSIONS FOR PLANAR INTERFACES
A. Coupled interfaces
To see if there is an extension of the interface-
pendulum analogy to multiple bodies, we consider a sys-
tem of n interfaces between n+ 1 fluids of differing den-
sity ρi. We will enumerate the fluid regions from i = 0
to i = n and their separating interfaces from i = 1 to
i = n centered around planes z = Zi, with Z1 = z = 0,
as shown in figure 3. The reduced flow potential φi in
the bulk regions is described by
(∂2z − k2i − k2i+1)φi = 0, (18)
φ0 = A0e
k1z, (19)
φi = Aie
ki+1(z−Zi+1) +Bie−ki(z−Zi), (20)
φn = Bne
−kn(z−Zn), (21)
where the Ai, Bi are linked recursively by continuity at
the interfaces, ∂zφi−1|z=Zi = ∂zφi|z=Zi :
A0k1 = −B1k1 + k2A1e−k2Z2 , (22)
Aiki+1 −Bikie−ki(Zi+1−Zi) = Ai+1ki+2eki+2(Zi−Zi+1) −Bi+1ki+1,(23)
−Bnkn = −Bn−1kn−1ekn−1(Zn−1−Zn) + knAn.(24)
These equations cannot be solved if, for example, ki =
0 ∀i 6= 1 — we therefore restrict our attention to the case
where all appearing quantities are nonzero. Furthermore,
for the interfaces to be discrete, we require ρi−1 6= ρi.
We can write the equation for the dynamics of the i-th
interface using the Bernoulli relation
ρi−1(∂tφi−1|z=Zi + g′ζi) = ρi(∂tφi|z=Zi + g′ζi). (25)
These considerations lead to the matrix formulations for
the inner interfaces i 6= {1, n}
∂tζi(x, y, t) = kiAi−1 − ki−1Bi−1eki−1(Zi−Zi−1) = ...
= KAijAj +K
B
ijBj , (26)
φi−1|z=Zi = Ai−1 +Bi−1e−ki−1(Zi−Zi−1) = ...
= Ai−1 + FBijBj , (27)
φi|z=Zi = Aieki+1(Zi−Zi+1) +Bi = Bi + FAijAj .(28)
Similar equations exist for i = 1 and i = n, but for
convenience in developing a simple heuristic we restrict
our attention to the inner interfaces. Because the quan-
tities appearing in (26–28) are nonvanishing for generic
nonzero parameters, KAij , KBij , FAij , FBij are all generi-
cally invertible matrices [15]. Furthermore, because (22–
24) represent a linear recursion system, we may assume
Aj , Bj are of the form Ai = RAijNj , Bi = RBijNj , where
Nj is a vector comprised of n data closing the system
which could include both wavenumbers for certain in-
terfaces and A’s, B’s, for certain fluid regions. It follows
that these solutions are uniquely determined and RAij , RBij
must also be invertible. Because by our assumption all
A’s and B’s are nonzero, RAij , RBij have no nilpotent part.
Because sums and products of invertible matrices are in-
vertible, we can write
∂tζi = (K
A
ikR
A
kj +K
B
ikR
B
kj)Nj −→ Nj = S−1ij ∂tζi, (29)
where Sij ≡ (KAikRAkj + KBikRBkj). Substitution of (29)
into (26–28) and subsequently into (25) puts Bernoulli’s
law in the form
(ρi−1 − ρi)gζi = (ρi(RBik + FAil RAlk)S−1kj
−ρi−1(LilRAlk + FBil RBlk)S−1kj )∂ttζj . (30)
The operator in (30) appears like a stiffness matrix in
the theory of coupled oscillators, and due to our assump-
tions above it has no nilpotent part and can therefore
it can be diagonalized and the problem studied in terms
of normal modes in a manner completely analogous to
coupled pendula. When multiple pendula are inverted, if
n is very large, the model is like a linearly-elastic model
of a vertical rope. As a consequence, this problem is
sometimes referred to as the “Indian rope trick”. [16]
predicted in his original work on this effect that the sta-
bilization could be extended to multiple coupled pendula;
this was demonstrated experimentally by [42] and stud-
ied in greater detail by [43]. The stability diagram for n
coupled inverted pendula (and by extension, the diagram
for n + 2 fluid interfaces whose density increases mono-
tonically with z) is given by a series of nested Mathieu
stability regions. Because the stability diagram for n in-
verted pendula is a strict subset of the stability diagram
for n − 1 inverted pendula, the size of the stable region
vanishes rather quickly as n→∞. One cannot stabilize a
large collection of inverted pendula using the Kapitsa ef-
fect, and therefore one cannot stabilize a large number of
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Figure 4. Numerical solution of (37–38) for A = 1, U1 = 0,
U2 = 5 ms
−1, ρ1 ≈ 0, g(t) = g + (0.08)(70)2 cos(t/70), and
an initial perturbation ζ0 = Zr(t = 0) = 5 cm. The top
row represents k = 1 m−1 and increasing kx, plotted over
several thousand periods of the oscillator. The bottom row
represents kx = k/2 and increasing k, plotted over several
thousand periods of the oscillator. Instability occurs between
kmin ≈ 0.638 m−1 and kmax ≈ 5.930 m−1, which is roughly
half the size of the stability region defined by (15-16).
successively dense, discrete fluid regions in regimes where
the approximations of our calculation hold.
However, the same group later demonstrated that an
actual elastic rod which is longer than the self-buckling
threshold can be stabilized in the straight position by the
Kapitsa effect [44]. In fact, the rod is stabilized at much
lower frequencies than can be predicted from a linear the-
ory. The work of [45] revealed that nonlinear resonances
between the driving of the external oscillator and higher-
order buckling modes were responsible for this enhanced
stabilization. Due to the number of nonlinearities ex-
cluded in our model it is entirely possible that such reso-
nances can enhance the stability of our multiple-interface
system — a promising analogue with the geometric non-
linearities present in the elastic rod model may be Bragg
resonances between distant interfaces [46], but considera-
tion of nonlinear effects is outside the scope of the present
work.
B. Inviscid Kelvin-Helmholtz instability
We continue our analysis of the problem described in
§II B, permitting the two layers to have different relative
streaming velocities tangential to the interface. For sim-
plicity we will assume both streaming velocities are in
the xˆ direction and that the fluid is inviscid and irrota-
tional. We assume these velocities ui = (Ui + ui, vi, wi)
are large enough that g|ζ|  U2i ; in this limit we write
potential as φi = Uix+φ′i and neglect products of φ′i, fol-
lowing [3]. The instability due to the relative streaming
velocities at the interface is a common first instability in
transitions to turbulence, and is also responsible for pat-
tern formation in free ocean waves and clouds [47]. We
take the streaming velocities to be uniform functions in
the xˆ direction. The boundary condition on z = ζ(x, y, t)
must be amended to account for the streaming velocity.
After the expansion in normal modes (12), the system
may be described by
(∂2z − k2)φˆ′i = 0,(31)
∂zφˆ
′
i(z → ±∞)→ 0,(32)
∂zφˆ
′
i|z=0 = ζˆt + ikxUiζˆ,(33)
ρ1(ikxU1φˆ
′
1 + ∂tφˆ
′
1 + gζˆ)|z=0 = ρ2(ikxU2φˆ′2 + ∂tφˆ′2 + gζˆ)|z=0.(34)
A solution to (31-33) is given by
φˆ′j = ±
(ζˆt + ikxζˆUj)
k
e±kz. (35)
with the positive sign for fluid 1 and negative for fluid 2.
Substitution into (34) gives the dynamical equation
ζˆtt+2ikxζˆt
ρ1U1 + ρ2U2
ρ1 + ρ2
= ζˆ
(
kg(t)A+ k2x
ρ1U
2
1 + ρ2U
2
2
ρ1 + ρ2
)
.
(36)
Because of the complexified damping coefficient, the
Kelvin-Helmholtz instability represents a type of self-
oscillator, which unlike a standard linear oscillator can
transfer energy between modes; for a review of this topic
including a brief note on the instability itself, see [48].
Writing ζˆ(t) = Zr(t)+iZi(t) and interpreting the dynam-
ics of the actual interface as Zr(t), (36) can be rewritten
as
Z¨r − 2kx(ρ1U1 + ρ2U2)
ρ1 + ρ2
Z˙i =
(
kgA+ k2x
ρ1U
2
1 + ρ2U
2
2
ρ1 + ρ2
)
Zr,
(37)
Z¨i +
2kx(ρ1U1 + ρ2U2)
ρ1 + ρ2
Z˙r =
(
kgA+ k2x
ρ1U
2
1 + ρ2U
2
2
ρ1 + ρ2
)
Zi.
(38)
At first sight, this system cannot be diagonalized over the
reals due to the antisymmetric operator coupling the real
and imaginary parts of Z, and therefore the system looks
nothing like a standard oscillator. However, the system
is identical to some gyroscopic systems, included coupled
and oscillating gyroscopes[49, 50]. In fact, motivated by
the treatment of these examples in the literature, if we
rewrite Eq. (36) with the shorthand
ζˆtt − 2iαζˆt = (kg(t)A+ β) ζˆ, (39)
and employ the transformation ζ = veiαt, we find a single
Mathieu equation over the real numbers,
vtt =
(
kg(t)A+ β − α2) v. (40)
Since α = kx(ρ1U1+ρ2U2)(ρ1+ρ2)−1 is a strictly positive
real quantity, stability of v implies stability of ζ (equiv-
alently, writing out the equations for real and complex
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Figure 5. The Rayleigh-Taylor instability in the lubrication
limit.
parts of v give identical Mathieu equations). This equa-
tion appears strongly like Eq. (17), that for an interface
with surface tension. However, the surface tension term
is now given by
β − α2 = k2x(U1 − U2)2
ρ1ρ2
(ρ1 + ρ2)2
, (41)
which is strictly positive, and therefore the sign is oppo-
site that of standard surface tension (i.e., increases the
apparent gravitational acceleration in the pendulum con-
text). Any amount of horizontal streaming therefore has
a detrimental effect on stability via the Kapitsa effect.
To understand the effect of self-oscillation due to
streaming, as well as the appearance of a complex-valued
interface height, we also solve (37–38) numerically and
find the first stable band of wavenumbers for fixed oscil-
lator parameters and streaming velocities. Some results
are shown in Fig. 4. For the parameters explored, the
size of the stability region in k shrunk monotonically with
increasing relative streaming velocity. The size of the sta-
bility region in k is approximately half of that predicted
by §II B for reasonable material parameters.
C. Rayleigh-Taylor instability in superposed thin
films
It may be asked how stabilization by the Kapitsa ef-
fect scales to smaller objects. We therefore consider the
situation where the two initially-inert fluids are confined
by solid boundaries to a narrow channel of height d, each
film having a thickness of h0 when the interface is at
rest — see figure 5. When d is sufficiently large, the re-
sults of §II B are expected to apply with minor numerical
corrections; amending the boundary condition (9) and re-
peating the analysis leads to the harmonic oscillator-type
equation
∂ttζˆ = ηkAgζˆ, (42)
where η = 1/ coth(dk/2). We are interested in the limit
dk  1 where η → 0 and the simple harmonic motion
seemingly vanishes; this is precisely the lubrication limit.
In lubrication-type theories, the unsteady term of the
Navier-Stokes equation is typically scaled by d
2
νT , where T
is a representative timescale — this quantity is then taken
to be small [51]. For a ν characteristic of water, using
the period 2τ of the Kapitsa oscillator as a timescale and
τ ≈ 1/60 s as a representative value, we see that this
parameter is small only when d is less than a millimeter.
The dynamical equation for the interface in this small-d
limit is derived via lubrication theory and then linearized.
The details can be found, for example, in [52]. In this
limit many physical effects are important, however we
will only consider gravitational, viscous, and capillary
forces. The dynamical equation for a disturbance of the
interface is given by
ζt = Q¯
(
G(1− ρ2
ρ1
)∇2ζ − 1
Ca
∇4ζ
)
, (43)
where G = (ρ2gh20)/µ2u0 is the nondimensional grav-
itation number, u0 is a representative velocity scale,
Ca = µ2u0/γ(h0k)
3 is the nondimensional capillary num-
ber, and Q¯ is a factor depending on the viscosities and
d. Only one derivative of ζ with respect to time appears;
this is due to the absence of the unsteady term ut which
vanishes due to scaling and provides the ζtt term in previ-
ous sections by differentiating once in time the boundary
condition u · zˆ|z=0 = ζt. After the expansion in normal
modes, the equation is given by
ζˆt = Q¯k
2ζˆ
(
G(1− ρ2
ρ1
) +
k2
Ca
)
. (44)
Applying an identical acceleration as in previous sections
allows us to write the gravitational number as a time-
dependent quantity, G(t) = G¯(1 + agτ2 sin(t/τ)). In this
calculation, unlike our previous calculations, the phase
of the oscillator matters and so we consider G(0) = G¯
and choose sine over cosine for the form of the accelera-
tion. Unlike Mathieu’s equation, (44) has only one time
derivative and admits a solution in terms of well-known
functions
ζˆ(t) = eλ1t+λ2 cos(t/τ), (45)
λ1 = − Q¯k
2
Ca
[
k2 + CaG¯(1− ρ2
ρ1
)
]
, (46)
λ2 = − a
gτ
G¯k2Q¯(
ρ2
ρ1
− 1). (47)
It is therefore apparent that when λ1 > 0, no value of λ2
can cause the interface to be stable for all t. The Kapitsa
effect, or the presence of strong stabilities of infinite du-
ration guaranteed in the macroscopic system, does not
appear in the lubrication limit. In fact, for an injudicious
choice of λ2, the instability grows much faster than in the
absence of the oscillator. However, in actual application
8the oscillations may be useful in providing short-time sta-
bilities of a denser superposed fluid. Expanding (45) for
small time gives, out to third order,
ζˆ(t) ≈ eλ2
(
1 + λ1t+
t2
2
(λ21 − λ2/τ2) +
t3
6
(λ31 − 3λ2λ1/τ2)
)
+...
(48)
A cursory examination of (46–47) reveals that for
ρ2  ρ1, λ2 ≈ −ρ2/ρ1 ≈ −λ1, so that the short-time
exponential growth is suppressed. For example, when
λ1 ≈ −λ2 ≈ 1 000, the disturbance is smaller than a
micron for roughly O(τ) — this can be a few periods
of the oscillator or only the first downstroke in which
the film appears to be in free-fall. The proper tuning
of τ in applications of this sort is different than in the
macroscopic Kapitsa effect. Decreasing τ decreases
the time the film can be stabilized; increasing τ , on
the other hand, increases the necessary amplitude a
in order for λ2 to remain large and negative. When it
is desirable to agitate the interface between two fluids
of comparable density, tuning the properties of the
oscillator allows one to tune the onset of instability for
various wavenumbers. Similar results of enhanced in-
stability for certain material parameters were described
by [53] for the related problem of two thin superposed
fluid layers flowing down an inclined vibrating plate.
Although stabilization can only be achieved for a
short time of order τ , which is itself on the order of
milliseconds, this still may be meaningful on the timess-
cales involved in microfluidic devices, where viscous
and surface tension effects dominate [54, 55] and sys-
tems can reach equilibrium on the order of microseconds.
Microfluidic devices display other physical effects
which could enhance the short-term stability due to this
pseudo-Kapitsa effect. In [52] several additional effects
have been considered and their inclusion gives rise to a
more robust dynamical equation for the interface height.
These include an applied voltage V , the effects of the Van
der Waals forces, and thermocapillary effects at nonzero
Marangoni number Ma, which is linear in the applied
temperature differences across the plates. To get a rough
idea of the impact of these effects, we will write the
coefficients of V 2, Ma, and the d-dependent Van der
Waals effect in a compact notation e(ε, d), Θ(Q¯, λ, d),
and h(H1, H2, d), where ε = ε2/ε1 is the ratio of the di-
electric permittivities, Hi denotes the Hamaker constant
in each fluid region, and λ = λ2/λ1 is the ratio of the
thermal conductivities in the two regions. These depen-
dencies are rather long to write and involve numerical
prefactors; the interested reader is encouraged to find the
exact dependence on material parameters in the original
article. The total dynamics for the interface are then
written as
ζˆt = Q¯k
2ζˆ
[
G(1− ρ2
ρ1
) +
k2
Ca
− e(ε, d)V 2 + h(H1, H2, d)
+Θ(Q¯, λ, d)Ma
]
.(49)
The addition of the new effects is simply quadratic in
applied voltage, linear in applied temperature difference,
and includes k-dependent constants representing gravita-
tion, capillarity, and Van der Waals effects. It is conceiv-
able that the applied voltage or temperature differences
could be subjected to oscillations rather than vibrating
the whole apparatus, or all three quantities G, V , and
Ma could become time-dependent. Because of the iden-
tical linear dependence on both G and Ma, inducing a
sinusoidal time-dependence in Ma will produce identical
results to (45-47) with the inclusion of several new coef-
ficients. Proper tuning of these coefficients may extend
the lifetime of the inverted state but do not alter the
functional form of the interface height. The quadratic
dependence on V is more promising; considering a form
V (t) = V0 (1 + cos(t/τ)) leads after similar calculations
to
ζˆ(t) = exp
[
(4ξ1 + 6ξ2)t+ ξ2τ
(
8 sin
t
τ
+ sin
2t
τ
)]
, (50)
ξ1 = Q¯k
2
[
G(1− ρ2/ρ1) + k2/Ca+ h(H1, H2, d) +MaΘ(Q¯, λ, d)
]
,(51)
ξ2 = −Q¯k2e(ε, d)V 20 . (52)
Expanding this about t = 0 gives
ζˆ(t) ≈ −(ξ1+4ξ2)t+1
2
(ξ1+4ξ2)
2t2+
[2ξ2
τ2
−1
2
(ξ1+4ξ2)
3
]
t3+O(t4).
(53)
The quantity (ξ + 4ξ2) appears in the three leading or-
der terms; because the number of parameters inside these
two numbers ξi is now quite rich, there is a large space
of parameter values that will remove this term. The re-
maining ∼ t3 term can then be minimized to effectively
remove the three leading order contributions to the in-
terface growth. Choosing reasonable parameters reveals
that the inverted state can be sustained until roughly
t ≈ O(10τ). It is reasonable to assume that introduc-
ing multiple sinusoidal time-dependences with different
timescales could enhance the lifetime of the inverted state
even further; however, because this method of inducing
stability is different than the Kapitsa effect, we consider
further effort to optimize the duration of the inverted
state to be outside the scope of the current work.
IV. INSTABILITIES OF CYLINDRICAL
GEOMETRY
A. Rayleigh-Plateau instability
We consider an infinitely long fluid cylinder of radius
R, density ρ and surface tension strength γ, which under-
goes perturbations of the type R → R + ζ(t)ei(kz+mψ),
where ψ is the azimuthal angle coordinate about the z-
axis. The system is illustrated in figure 6. For |ζ(t)|  R
we can write the governing equations for this system as
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Figure 6. Geometry under consideration in the Rayleigh-
Plateau and self-gravitational instabilities
the gradient of a scaled pressure function Π, [2]
ut = −∇Π, (54)
∇ · u = 0, (55)
Π =
δp
ρ
. (56)
Substituting (55) into (54) reveals Π must satisfy
Laplace’s equation, which in cylindrical coordinates has
the solution
Π = ζ(t)Π0Im(kr)e
i(kz+mψ), (57)
where Im(b) is the pure imaginary Bessel function of the
first kind for axial mode number m. For a boundary
condition we use the Young-Laplace law. In the unper-
turbed state the inner pressure is given by pin = γ/R.
On the perturbed boundary the condition is pin + δp =
γ
(
1
R1
+ 1R2
)
. Substituting the form of the deformation,
we recover
rˆ · ∇Πr=R+ζ = ζΠ0I ′m(kR)ei(kz+mψ), (58)
Π0 = − γ
R2ρ
1−m2 − k2R2
Im(kR)
. (59)
Since we are only interested in the dynamics at the
boundary, we can examine the dynamical equation (54)
in its neighborhood:
ζtt = −rˆ · (∇Π)|r=R+ζ , (60)
which, after substitution of (58–59), takes the form
ζtt = −k γζ
R2ρ
I ′m(kR)
Im(kR)
(1−m2 − k2R2). (61)
The Rayleigh-Plateau instability does not occur for m >
0, so we focus on the case m = 0 [2]. It is easily checked
that if the m = 0 problem is stable, then the correspond-
ing stability criteria for m > 0 are also satisfied by ba-
sic properties of Bessel functions. Using the relationship
I ′0(x) = I1(x), we write the dynamical equation for the
boundary in pendulum form:
ζtt = −k γζ
R2ρ
I1(kR)
I0(kR)
(1− k2R2). (62)
This equation looks like a pendulum in the hanging posi-
tion for kR < 1, which is the parameter region for which
the interface is classically stable. For kR > 1, how-
ever, the equation is identical to an inverted pendulum
where the “apparent” gravitational acceleration is given
by g¯ ≈ γρR2 I1(kR)I0(kR) (1 − k2R2). In the absence of external
forces, this configuration will be unstable.
We now consider a situation in which locally for any
value of the azimuthal angle ψ the radius of the cylinder
undergoes vibrations of the type R(t) = R0+a cos(pit/τ),
performed in such a manner that the total transforma-
tions are isochoric. Because we are interested in local
dynamics, we ignore the O(a2) correction to the total
volume. We study ζ(t) in the inertial lab frame and
thus add the acceleration of the oscillator according to
d’Alembert’s principle [32]. We also consider the leading-
order change in the natural acceleration of the system.
That is, we expand (62) in a to first order and add the
external acceleration, giving
ζtt = kζ
γ
ρR20
[
I1(kR)
I0(kR)
(k2R2 − 1) + (aρR
2
0
γ
) cos(pit/τ)
]
,
(63)
We have again encountered Mathieu’s equation. Note
that since we are primarily interested in the modes kR0 >
1, we have discarded a term which is exceedingly small
in this limit. We can derive the transition to stability for
these modes by appealing to Eq. (6):
ka2ω2 > 2
γ
ρ
(k2R20 − 1)
I1(kR0)
I0(kR0)
. (64)
The right-hand side can be approximated as k2R20 for
kR0 > 1, so that the criterion can be written in the con-
venient form a2ω2 > 2kγ/ρ. The critical wavelength no
longer depends on R0. Furthermore, in a fluid such as
water, γ/ρ ≈ 10−5 m3s−2, so that the right-hand side of
(64) is small. In practical applications the maximum ad-
missible wavenumber kmax due to other physical effects,
such as the Rayleigh-Taylor mechanism (§II B), may be
much smaller than the one defined by (64). Stabiliza-
tion of the Rayleigh-Plateau problem has been accom-
plished experimentally by means of acoustic waves which
are tuned by use of a camera and computer to have the
same wavelength as a developing perturbation of a cap-
illary bridge [9–11].
B. Invisicid self-gravitating cylinder
We now modify slightly the governing equations of the
previous section to reflect an instability instigated by dif-
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ferences in gravitational potential across the boundary
instead of pressure differences arising from surface ten-
sion:
ut = −∇Π, (65)
∇ · u = 0, (66)
Π = −δV + δp
ρ
, (67)
∇2δV = 0, (68)
where δV is the difference in gravitational potential be-
tween the inside and the outside of the cylinder; the exact
functional forms of both, along with an overview of the
problem, can be found in [2]. The solution of Laplace’s
equation for Π is as before
Π = ζ(t)Π0Im(kr)e
i(kz+mψ). (69)
A straightforward application of the boundary conditions
gives
Π0 = −4piGρRKm(kR)Im(kR)− 1/2
Im(kR)
, (70)
which has a dependence on R which is much different
than that of the Plateau instability. Again we isolate the
behavior at the boundary:
ζtt = −rˆ · (∇Π|r=R+ζ), (71)
Keeping terms linear in ζ and studying the most unstable
axial wavenumber m = 0 reduces (71) to
ζtt = ζpiGρ
[
Rk
I1(kR)(K0(kR)I0(kR)− 1/2)
I0(kR)
]
. (72)
The nondimensional term in brackets has a root at
kR ≈ 1.0668. Because ρGR has units of acceleration,
this equation is identical to the equation for a hanging
pendulum for kR > 1.0668 and an inverted pendulum
for kR < 1.0668, where the gravitational acceleration is
rendered by ρGR multiplied by the nondimensional geo-
metric factor.
We now turn our attention to the so-called “primordial
fluctuations” — these are fluctuations in the density ρ of
a pre-galactic conglomerate of matter to which the for-
mation of some of the universe’s earliest structures have
been attributed [56, 57]. As recently as two decades ago
it was considered that these fluctuations caused instabil-
ities that led to turbulent motion, defining the length-
scales on which galactic structures can be distinguished.
However, this was disproved by the experiments of [58]
which determined that the flow in this early epoch was
subcritical, with the largest fluctuations falling within
the bound ∆ρ/ρ ≈ 10−5. A more detailed account of this
field can be found, for example, in [59]. This led to the
development of several theories seeking to explain why
the self-gravitational instabilities did not occur. Here we
consider a toy problem in which the instability is stabi-
lized by vibrations.
We do not speculate on the mechanism by which
the mass of an entire proto-galaxy can be made to vi-
brate, but simply observe that in the astophysical lit-
erature the primordial density fluctuations were accom-
panied by acoustic phonons due to metric fluctuations
[57]. These metric fluctuations were distinguished by a
scale-free conformal parameter b ≈ 10−4. We naively
study the equation (72) under the transformation R(t) =
R0e
b cos(pit/τ) ≈ R0 + bR0 cos(pit/τ). We now rewrite
(72) as Mathieu’s equation,
ζtt = piζρGR0k
[I1(kR0)(K0(kR0)I0(kR0)− 1/2)
I0(kR0)
+(
b
ρG
) cos(pit/τ)
]
.(73)
The stability criterion (6) becomes
b2ω2 > 2ρG
I1(kR0) (K0(kR0)I0(kR0)− 1/2)
kR0I0(kR0)
, (74)
the right-hand side of which can be approximated by
−0.19 − log(kR0)/2 in the regime of interest, kR0 < 1.
This has a pole at kR0 = 0, so that not all modes will
be stable, but the stability boundary will be pushed well
past kR0 = 1 depending on the value of ρ. Between the
times when the universe was approximately 102 seconds
old and 50 000 years old, ρG/b2 varied between approxi-
mately 1 and 10−19 [58]. In our toy model the requisite
period of the oscillator to induce stabilization therefore
varies between the timescales of seconds and millenia,
depending on the value of ρ.
We conclude this section with some notes on the pos-
sible effects of both viscosity and a magnetic field on
this calculation. Experimental studies consistently re-
veal that the universe is magnetized on several length-
scales. Several mechanisms have recently been proposed
to explain how the presence of a magnetic field on all
probed lengthscales might have evolved from a primor-
dial magnetic field; for a recent comprehensive review, see
[60]. Glossing any relevant text [2] reveals that the role
of an axial magnetic field in an inviscid cylindrical proto-
galaxy has a stabilizing effect which is entirely analogous
to that of surface tension in the Rayleigh-Taylor insta-
bility. In this context Eq. (17) suggests that stability
is enhanced by a static field. This also suggests a route
to global stability in the case where there are no vibra-
tions, but rather small-amplitude high-frequency oscilla-
tions about an average value for this magnetic field —
this can stabilize against all disturbance wavenumbers
even for a relatively weak field average. Including the ef-
fects of viscosity also transforms this harmonic oscillator
in a damped one in analogue with the Rayleigh-Taylor
instability; depending on the epoch under consideration
for the early universe, the viscosity may actually have
been quite large due to the interaction of photons and
the primordial plasma, and may need to be included.
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V. CONCLUSION
In this work we reviewed existing literature connecting
an inverted pendulum to the Rayleigh-Taylor instabil-
ity. Both systems can be stabilized by low-amplitude
high-frequency external forcing in the vertical direc-
tion — mathematically speaking, this equates to a
transformation from the equation of a simple harmonic
oscillator to Mathieu’s equation. We expand this
initial correspondence by deriving similar equations for
discrete planar and cylindrical interfacial instabilities
of interest and pointing to further expansions known
in the literature. In each case we use the pendulum
analogies to invoke results from the vibrations and
dynamical systems literature. In the two cylindrical
interfaces studied — those governed by the Plateau and
self-gravitational instability, respectively — the apparent
gravitational acceleration of the analogous pendulum is
extremely small, suggesting that the instability is easily
suppressed by vibrations. We speculate on some possible
mechanisms by which the effect can be generated in
these geometries.
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