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ABSTRACT
This thesis describes the development of an interactive environment for performing
geotechnical stability analysis. The calculation is performed using numerical technique of limit analysis
based on the formulation of Sloan (1988b), Sloan and Kleeman (1994) and subsequent modifications
by Ukritchon (1995, 1998). In this method, finite element discretization and linear programming
optimization technique are combined with the upper and lower bound plasticity theorems to predict
the collapse load.
The development of the program is systematized using the evolutionary lifecycle model.
Division of work and clear interaction among various components is achieved by employing the
Model-View-Controller architecture. During the development phase, decisions regarding features to
be added is based on requirements arising from the two class of potential users, the first being
experienced users interested in getting design parameters for practical problems and the second being
users having little or no experience in application of limit theorems for stability analysis.
At the end of the development cycle, a graphical user interface incorporating a simple mesh
generator is presented. By demonstrating the capabilities of the numerical formulation being used and
of features and options available for parameter input, the suitability of the interface to practical
problems is demonstrated. The interface supports visualization of stress and velocity fields through
options available for result view as demonstrated by its application to a simple bearing capacity type
problem. Based on these options and help features incorporated in the program, it is shown that the
current development can easily adapt to the requirements of both class of users.
Thus, the developed interface provides a platform for performing practical geotechnical
stability analysis and can easily be incorporated in a teaching environment.
Thesis Supervisor: Andrew J. Whittle
Title: Professor of Civil and Environmental Engineering
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1 INTRODUCTION
Geotechnical analysis and design involves satisfying condition for serviceability
and stability of the structure. The prediction of behavior at working loads for
serviceability calculation requires suitable stress-strain-strength representation of soil.
By selecting appropriate constitutive relationships for soil behavior, the finite element
method can be used in making detailed predictions in this regard. Predictions of
collapse loads (as in bearing capacity type problem) or the factor of safety against
collapse (as in slope stability analysis) required for stability calculation can be achieved
either using the finite element method or simplified methods based on rigid plasticity.
Finite element analysis is clearly a powerful procedure for both stability and
serviceability predictions. However, its implementation is relatively detailed and can
be illustrated by Figure 1.1 (Bathe, 2001) in which flow of a typical finite element
analysis is presented. As complexity of soil does not support a single unified
constitutive relationship, selection of a suitable soil model depending on the problem
being analyzed is critical in geotechnical application of finite element method. In
addition, quite extensive laboratory and/or field test programs are required to obtain
parameters for the selected soil model. A rigid plasticity based approach, on the other
hand, provides direct method for collapse calculation by considering the behavior of
soil at failure, neglecting its pre-failure response. Hence, in general, it is the preferred
approach for stability analysis.
Rigid plasticity calculations can be carried out using either Limit Equilibrium
procedures or the Limit Analysis method. In the Limit Equilibrium method, the
conditions of static equilibrium are satisfied globally on an assumed failure surface to
arrive at the collapse load. This method is very easy to use, however a number of
16
approximations are made in arriving at the result. Hence, it is difficult to assess the
solution accuracy of this method. The Limit Analysis approach on the other hand is
based on rigorous upper and lower bound plasticity theorems (Duncan et al, 1950),
which can be theoretically proven using virtual work principles and associated flow
assumption. The lower bound theorem provides the basis of predicting the minimum
value of collapse using statically admissible stress fields while the upper bound
theorem provides collapse load using kinematically admissible velocity fields, thus the
two together bracket the value of collapse. As it provides clear indication of the
solution accuracy, this approach has immense practical utility and incorporation of
numerical techniques for handling generalized geometry and loading has opened the
way for its practical application. Lysmer (1970) was the first to apply this approach to
limit analysis method. Recent contributions in this field include the numerical
formulation of Sloan (1988b), Sloan and Kleeman (1995) and its modification by
Ukritchon (1998).
Conventionally, the Limit Equilibrium method is the standard and the most
common technique of stability analysis used in geotechnical practice (and in standard
codes in Soil Mechanics) in spite of its known limitations. A large number of design
charts and computer programs are available for its practical implementation, which
have contributed immensely towards the universal acceptance of this method. On the
other hand, Numerical Limit Analysis has been restricted to more narrowly defined
problem geometries and research activities. This is due in large part, to the lack of any
program for the solution of practical design problems. A similar effect is observed in
the classroom environment where students are readily able to get hands on experience
using tools available for Limit Equilibrium calculation, while Limit Analysis is
introduced only at a conceptual level.
Thus, in spite of the advantages of using Limit Analysis method in practice and
hence, the need of more detailed integration in the teaching curricula, this method has
17
largely been underused. The aim of the research is to address this issue by developing
an interactive environment for performing Numerical Limit Analysis suitable both in
practice and in teaching. The thesis describes the lifecycle of this development.
In Chapter 2, a comparative review is performed of the analysis methods
applicable to Geotechnical Stability. The development and formulation of numerical
technique for Limit Analysis is described along with illustrations of its practical
capabilities. An interactive environment for performing analysis based on these
developments is proposed. The chapter also discusses the characteristic features of
mesh discritization used for Numerical Limit Analysis and typical mesh generation
schemes for the current implementation.
Chapter 3 gives details of the lifecycle of the project development, which
includes requirements study, design decisions and actual implementation. The
program architecture is presented along with a brief description of the prototype
resulting from the initial development.
In Chapter 4, development of mesh generation module is presented. Finally in
Chapter 5, detailed description and available features of the interface resulting from
the current development cycle is presented to show its applicability in teaching and in
practice.
18
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2 REVIEW OF NUMERICAL LIMIT ANALYSIS
2.1 Introduction
Prediction of stresses and deformations are generally required for design of
geotechnical structures. Under an externally applied load, the mechanical behavior of
soil is very complex and is a function of large number of parameters such as soil
structure, density, water content, drainage, loading rate, confining pressure, loading
history, anisotropy etc. Hence realistic prediction of stress-strain-strength response of
soil on load application cannot be achieved using simple elasticity based models, as it
requires considering all these parameters. Essentially, a soil model should include the
effective stress priniple (ferzaghi, 1943; Bishop and Blight, 1963), which is key in defining
mechanical behavior of soil. It gives the relationship between total stresses acting at
any point in a soil mass (Gij); the effective stresses (Y'ij) or the stresses carried by soil
skeleton and pressure in pore fluid (u). Assuming soil to be fully saturated, Terzaghi
principle of effective stress is expressed as:
oi. = (71) +u6ij (2.1)
Where 8 is the Kronecker delta having value = 1 (for i = j) or 0 (i # j).
Depending on drainage, two limiting condition exists for saturated soil: fully
drained and the fully undrained condition. For drained condition, stresses are
assumed to be applied slowly such that no induced pore pressure is developed.
Hence, the preloading pore pressure (i.e. steady state of hydrostatic condition) is
unchanged. For undrained loading, the stresses are assumed to be applied rapidly
such that the excess pore pressure induced by the applied loading does not get
20
dissipated and hence, no volume change occurs. Typical time-dependent soil
response for the two conditions is shown Figures 2.1 and 2.2 respectively.
With time, consolidation results causing the dissipation of the excess pore
pressure developed in undrained loading. This time-dependent non-linear response of
soil can be mathematically expressed by constitutive model that describe mechanical
behavior by relating effective stresses and strain. Many such model exists, the earliest
being the Cam Clay and the Modified Cam Clay Model (Roscoe et al, 1963, Roscoe
and Burland, 1968). More complex relationship exists extending the MCC model,
some of which are the MIT-El (Kavvadas, 1987) that accounts for the anisotropic
soil behavior; the MIT-E3 (Whittle, 1986) that models behavior of over consolidated
clays and clays under cyclic loading and the MIT-Si (Pestana and Whittle, 1994) that
provides a unified framework to predict behavior of sands and clays. Analytical
capability available through the Finite Element Method enables use of these models
in performing detailed geotechnical analysis.
However for certain class of problems in geotechnical Stability analysis, the
ultimate load or available factor of safety against collapse is the principle design
parameter. For such problems, the complexity of analysis can be greatly reduced by
assuming rigid-perfectly plastic soil behavior, neglecting the pre-failure time
dependent behavior. Problems under this category include slope stability analysis,
bearing capacity problem for shallow and deep foundations (especially on soft soil)
and lateral earth pressures. Methods used to analyze such problems include the Limit
Analysis Method (LAM) and the Limit Equilibrium Method. (LEM). Alternatively
Finite Element Method can also be used to predict conditions at failure. Applicability
of these three analysis methods for stability calculation will be described in detail in
Section 2.2 and 2.3
21
In practice and teaching, LEM is the most widely accepted technique for
stability analysis. However this method is theoretically not sound as approximations
are used to arrive at the failure load as described in section 2.3.1. Numerical technique
developed for the LAM is proposed as an alternative in such analysis and is described
in section 2.4.
In section 2.5 capabilities of the existing formulation is presented to show
suitability of the method to practical problems. However, at the current stage,
implementation of numerical limit analysis technique is generally limited to research
oriented work mainly due to lack of any program for its practical implementation. In
section 2.6, development of an interactive user interface is proposed to bridge the gap
between the development and actual implementation of numerical techniques.
Mesh generation scheme is required for any interactive environment developed
for numerical limit analysis so as to provide an integrated environment for parameter
input, meshing and result view. For this purpose, features of finite element mesh
used in the analysis and sensitivity of the results on mesh parameters is studied in
section 2.7. Finally some typical meshing scheme is presented to select a suitable
generation scheme to be incorporated in the user-interface.
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Figure 2.1: Time-Dependent Behavior of Soil under Drained Loading
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2.2 Finite Element Method
In engineering analysis, the displacement based Finite Element Method
provides a powerful tool for analytical solution of stresses and deformation In this
method, the equations of continuum mechanics (i.e. stress equilibrium; strain
compatibility and constitutive law) is satisfied throughout the discretized domain to
predict the behavior. The FEM has gained tremendous acceptance in analysis and
design due to increased CPU speed, automation of the common tasks of FEM
application such as mesh generation, iterative load stepping for solution accuracy of
non-linear iteration scheme and availability of user-friendly interfaces (Whittle, 1999).
The advantage of using the FEM in Geotechnical analysis is that it can handle
generalized geometry, loading and boundary condition, spatial variability of soil, soil-
structure interaction and construction sequences. Number of programs is available for
practical implementation of Finite element approach, which includes general-purpose
programs such as ABAQUS and ADINA and PC programs for specific geotechnical
applications such as CRISP, FLAC and PLAXIS.
Due to complex soil behavior, use of suitable constitutive relationship plays an
important role in realistic prediction. Complexity of soil hinders development of a
single generalized model to predict all aspects of soil behavior. Hence many models
exist that tries to capture most prominent effects for the problem being analyzed.
Examples of some advanced models include the Modified Cam Clay (Roscoe and
Burland, 1968), the MIT-El (Kavvadas, 1982) , MIT-E3 (Whittle, 1987) and MIT-Si
(Pestana, Whittle, 1994). The effectiveness of FEM in geotechnical analysis using
advanced constitutive model is very promising (Duncan, 1994).
Thus FEM coupled with advances in constitutive model of soil behavior can
lead to accurate prediction of soil behavior at working conditions and at failure.
However accuracy of FEM largely depends on the capability of the constitutive
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model used in predicting stress-strain-strength behavior of soil. Appropriate
laboratory and field tests are required to select suitable input parameter for the soil
models. Use of incorrect parameters or crude model can lead to gross inaccuracies in
analysis and design. Hence experienced users are required to interpret results and
identify any errors in the result based on engineering judgment. The above limitations
of FEM can be summarized as below (Whittle, 1999)
1. Absence of adequate site characterization data for appropriate soil model
2. Use of crude constitutive model in FEM analysis.
3. Requirement of experienced users for selection of suitable parameter for
analysis and result interpretation.
These limitations leads to tendency towards simplified analysis schemes for
geotechnical stability problems.
2.3 Method Based on Rigid Plasticity
Figure 2.3 shows the simplified soil response assuming rigid-perfectly plastic soil
behavior. Under this assumption, parameter required for design suitable failure
criteria and representation of strength of soil at failure.
Figure 2.4 shows typical Tf - af behavior of soil at failure. The curved soil
response at failure is generally approximated by linear Mohr-Coulomb yield criteria
over the stress range of interest and is expressed as
Tf = c'+oY tan Of (2. 2)
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Where Tf is the failure shear strength, cf is the normal effective stress acting
on the failure plane at failure and $', c' are the friction angle and cohesive strength for
soils.
Drainage condition governs the choice of strength parameters for design. In
practical application, the multi-phase soil structure (i.e. air, water, soil grains etc.) is
simplified by assuming the soil to be fully saturated. For stability analysis of saturated
soil, two limiting conditions of drainage are considered (Figures 2.1 and 2.2) based on
which two types of stability analysis exist namely a) the Effective Stress Analysis and
b) the Total Stress Analysis. The Effective Stress Analysis (ESA) coincides with
drained loading condition in which no excess pore pressure results from external
load application and hence, strength is controlled by the drained strength
sd= Tf corresponding to equilibrium pore pressure (loading or unloading as the
case may be) as shown in Figure 2.5 a, where
S d = c'+ y tan $' (2.3)
The Total Stress Analysis (TSA) coincides with undrained loading condition. As
shown in the Figure 2.5 b, the strength is controlled by the initial in-situ undrained
shear strength irrespective of the starting location of total stress path. In such
situation saturated cohesive soil behave as frictionless material ($ 0) and hence s u is
given by
su=c (2.4)
The selection between ESA and TSA depends on the problem being
considered. For loading problems as bearing capacity analysis, short-term stability is
more critical for design as strength increases with time due to drainage. Hence total
stress analysis is performed. On the other hand, for unloading problem as slope
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stability analysis, long-term stability governs the design and hence drained strength
parameters are used for design.
Rigid plasticity methods include the Limit Analysis and the Limit Equilibrium
Methods, which are presented in detail in the following section.
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2.3.1 Limit Equilibrium Method
The Limit Equilibrium Method is the most common method used for stability
analysis. In this approach it is assumed that failure occurs by a mass of soil sliding on
a failure surface. By solving equilibrium equations for the slope and the sliding soil
mass at failure, the load causing the instability can be obtained. The above
assumption forms the basis of large number of limit equilibrium methods all of which
use the following basic steps in arriving at the failure load
1. An arbitrary failure surface is assumed for the problem the choice of which
depends on the problem geometry and strength variations
2. Solution of equilibrium condition for the assumed surface to obtain value of
unknown (mobilized strength or external load causing collapse)
3. Examine number of such failure surfaces to locate the most critical failure
surface for collapse
For slope stability analysis for which LEM is the dominant method, the
unknown for analysis is critical factor of safety (F) where:
F = Available Shear Strength (Tava)
Shear Strength Required for Equilibrium(Teq)
Such problems can be analyzed using the simple circular arc analysis (Fellenius,
1918; Figure 2.6) for undrained stability or the method of slice for drained analysis. In
the method of slice, the failure soil mass is broken into number of slices and problem
is analyzed by solving static equilibrium of each slice. Figure 2.7 shows the forces
acting on a typical slice. The associated equations and unknowns for n number of
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slice are given in the Table 2.1. As observed, the problem is statically indeterminate as
maximum 3n equations exist by satisfying equilibrium condition (i.e.
I F = 0, 1 FY = 0, 1 M = 0) for total of 5n-2 unknowns. For solution of such
problems, different assumptions are made with regard to forces resulting in different
methods of analysis. However for all the methods, the equation of equilibrium can be
formulated quite generally as shown in Figure 2.10 (Fredlund and Krahn, 1977)
Table 2.2 summarizes some of the common methods of slope stability analysis
and the associated assumption for them. In general these assumptions can be
grouped under the following basic classes (Nash, 1987).
1. Assumption about the distribution of normal stress around the slip surface.
2. Assumption about the position of the line of thrust of the inter-slice forces.
3. Assumption about the inclination of the inter-slice forces.
In most methods, the normal force P is assumed to act at the center of the base
of each slice resulting in n-2 constraints. In addition methods as Bishop (1955),
Morgenstern and Price (1965) and Spencer (1967) make assumptions regarding the
inclination of side forces resulting in additional n-1 constraints, thus making the
problem over defined in constraints. Factors of safety for such problem can be found
either by satisfying moment equilibrium or force equilibrium. It has been observed
that methods obeying all the conditions of equilibrium (e.g. Spencer, 1967; Janbu's
rigorous analysis, 1954 and M&P, 1965) agrees reasonable well for a range of problem
(i.e. ±5%), however the error may be as high as 50% for the Ordinary Method of
Slices (Duncan and Wright, 1980). Bishop's modified approach suitable only for
circular failure also gives results comparable with the more detailed method as
Spencer or Janbu's method for these cases.
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The location of critical failure modes is found manually by examining a large
number of trial surfaces. Most available computer programs incorporate powerful
searching algorithms for this purpose and can easily handle complex loading
condition and geometries. Some of the common program available for slope stability
analysis includes UTEXAS 3 (Wright et al, 1973) and STAB 3-D (Azzouz et al, 1983).
In addition number of stability charts exists for solving common type of problem
geometry as summarized in Table 2.3.
As observed, LEM is an approximate method of performing stability analysis.
Static admissibility is satisfied only in global terms within the assumed failure zone.
Failure mechanism is assumed for collapse as in upper bound method (refer Section
2.3.2); however, all conditions of compatibility are not obeyed. Hence, although the
minimum force is sought that will cause failure along an assumed surface; the result is
not strictly an upper bound on the exact solution. Since neither static admissibility nor
kinematic admissibility is fully obeyed, this approach provides no basis for evaluating
solution accuracy. In addition, no generalized searching algorithm exists to locate the
most critical failure surface. However in spite of these known limitation, LEM is most
widely used both in teaching and in practice. A large number of design charts and
computer programs exists that have contributed significantly towards its wide
acceptance.
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( = 0 METHOD
Failure is assumed to occur by rotation of a block of soil on a cylindrical slip surface on which the
undrained strength may be mobilized-
0
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s average shear stress along L
so T m i.L
IN is weight of soil block
Moments about 0,
Failure criterion:
overturning moment Wx
restoring moment TR
S = C
Mobilized shear strength r =s/F so r = c./F where F is factor of safety
In equilibrium Wx- = rR
hence Wx - F
F
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The analysis may eas ty be adapted to take account of varying
of surcharges and water at the toe.
shear strength, and the presence
Figure 2.6: Circular Arc Analysis for Undrained Stability (Fellenius, 1918)
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Figure 2.7: Forces on a Typical Slice and Associated Unknowns (Nash, 1987)
For slope divided into n slices (see Figure 2. 19 for typical slice):
Equations available: total 3n (vertical, horizontal, and moment equilibrium)
Unknowns: I
n
n
n -
n -
Safety factor F used to relate shear forces 7" to normal forces P
Normal total forces P on base of slice (pore-water forces Ut are known)
Positions a of forces P
Interslice total forces Z (pore-water forces U1, U. are known)
Inclinations 0 of interslice forces
Heights h of interslice forces
total 5n-2
Thus 2n - 2 assumptions are required for the problem to be statically determinate.
Common assumptions: n Position of P taken as centre of slice
n I Inclinations 0 of interslice forces or heights h of line of thrust
total 2n 1 This implies that the problem is overspecified.
Table 2.1: Forces and Unknowns for a Typical Slice (from Nash, 1987)
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METHODS OF STABILITY ANALYSIS
Overall FORCE equilibrium
In the absence of surface loading S(En - E =0 (7a)
E(X - XV-0 (7b)
so from (4) E (ER - E) = Psina - E- (c'I + (P - u) tant') cosa= 0 (8)
F,
E (c'/+(P-u/) tanW) cosa
so F, = E Psina
In order to solve for F and Ft, P must be evaluated, and this requires evaluation of XR, P the
interslice shear forces. As the problem is indeterminate an assumption must be made. Some common
assumptions are:
X -X=O Bishop (1955)
x
- = constant Spencer 1967)E
x
E- =MIx) Morgenstern and Price (1965)
In general F, = Ff and Bishop (1955) showed that F,, is much less sensitive to the assumption
about interslice forces than Ff.
Figure 2.8: General Method of Slice (Fredlund and Krahn, 1977)
Method
Infinite slope
Wedge analysis
4=0
Ordinary
Bishop
Janbu simplified
Lowe and Karafiath
Spencer
Morgenstern and Price
Janbu rigorous
Frelund and Krahn GLE
Overall
Non- Moment
Circular circular Equilibrium
*
*
(*)
(*)
*
* (*)
* (*)
* *
* *
* *
*
*
*
*
Overall
Force Assumptions about
Equilibrium interslice forces
* Parallel to slope
* Define inclination
Resultant parallel to
base of each slice
Horizontal
* Horizontal
* Define inclination
* Constant inclination
* K/E=Lfx)
* Define thrust line
X/E=F X.f(x)
Note E and X are horizontal and vertical components of interslice forces respectively.
Table 2.2: Assumptions in Equilibrium Methods for Slope Stability
(from Nash, 1987)
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continued
Slope angles
Parameters Methods.
C4 0-90a 4=0
C 0 0-90* Friction C
Author
Taylor (1948)
Janbu (1954b) I1-90* Swedish
11-26.5"
0-90
11-26.5*
0-34'
0-90*
Bishop
0=0
Bishop
Spencer
0=0
11-2(,5* Bishop
C <6 0-901 Friction C
Bishop and
Morgenstern (1960)
Gibson and
Morgenstern (1962)
Morgenstern (1963)
Spencer (1967)
HUnter and Schustcr
(1968)
O'Connor and MiUchele
(1977)
Hock and Bray (1977)
Cmusins (1978)
Charles and Soares (1984)
0-90"
0-45o
26.5-63.4*
Wedgc
Friction C
Bishop
Remarks
ircie Dry slopc5 only
Toe circles only;
uses t an-'
c'
c,, incrcasing linearly
with depth
Rapid drawdown
Toe circles only
Extended Gibson and
Morgenstcrn to
include Finite strength
at ground level
Extended Bishop and
Morgensteri to
/9I 0.1
ircle Extended Taylor to
include groundwater
and tension cracks.
3-dimensional wedge
ircle Extended Taylor using
Non-linear failure
envelope rA (o')
Note In general. partial submergence of slope is not coniidered.
Table 2.3: Summary of Stability Charts (after Nash, 1987)
2.3.2 Limit Analysis Method
The Limit Analysis theory was postulated by Drucker et al (1952) for metal
plasticity and later introduced to soil mechanics (Drucker and Prager, 1952). Some of
the early application of LAM covered a wide range of stability problems including
work done by Finn (1967), Chen (1975), Chang et al (1984) and Chang and Chen
(1981).
The LAM is based on the upper and lower bound plasticity theorems. The
upper bound (UB) theorem states that the loads determined by equating the external
rate of work to the internal rate of dissipation in an assumed velocity field that
satisfies a) the velocity boundary conditions and b) the strain and velocity
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compatibility condition, are not less than the actual collapse load. The velocity field
satisfying the above condition is termed as a kinematically admissible velocity field.
The lower bound (LB) theorem states that the loads determined from a distribution
of stress alone that satisfies a) equilibrium equations; b) the stress boundary
conditions; and c) does not violate the yield criteria (at any point) are lower bounds
on the actual collapse load. The resulting stress fields are called statically admissible
fields. These theorems can be proved under the assumption of convex yield function,
associated flow and virtual work principles.
Since neither of the two methods satisfies all the equations of the continuum
(i.e. equilibrium, compatibility and constitutive law), the stresses obtained from LB or
the displacements form UB analysis does not indicate actual conditions at collapse
except when the two results coincide.
The following section describes in detail the assumptions and application of
limit analysis theorem.
2.3.2.1 Yield Criteria
For rigid-perfectly plastic behavior, yield criterion determines the condition for
transition of soil from rigid to plastic flow state. It has the general form
F(oY1) = 0 (2.6)
For geotechnical problems, convex function based on Mohr-Coulomb criteria
of yielding is used. In terms of principle stresses Cyl, (3 the yield function is written
as:
F =a 1 (1 - sin$) -G 3 (1+ sin$) - 2ccos $=0 (2.7)
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Other forms of yield function include Tresca criteria (originally developed for
metals), von-Mises and extended von-Mises criteria. The Mohr-Coulomb yield
condition reduces to the Tresca criterion for the special case where, $=0 (i.e. for
undrained stability analysis). Figure 2.9 shows some of the common yield surfaces
plotted in the n plane
2.3.2.2 Associated Flow Rule and Applicability to Soil
Flow rule for plastic soil is given in terms of plastic strain rate 0? and define the
relationship for the direction and magnitude of plastic flow at collapse. Based on the
assumption of rigid plasticity and associated flow, flow rule is given by:
.F
aciij
P = 0
for F(aiy) = 0
for F(aij) < 0
(2. 8)
Where k > 0 gives the magnitude of flow and aF/ay ,, defines direction of flow
to be normal to the yield function. This method of associating the flow direction to
the yield surface is also called the associated flow rule or normaliy condition.
For Mohr-Coulomb yielding given by (eq. 2.3), the flow rule in terms of
principal strain rate C 1, C 3 given by
gP=- P( =( - p tan 2(n/4 - $/2)
1 3 1+sin4$ 3
(2. 9)
The above equation predicts that for 4 # 0, plastic straining is always associated
with volume increase. This property of soil is called dilatancy. Figure 2.11 illustrates
the effect of dilatancy imposed by the associated flow rule for the two types of
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stability analysis. In the figure, the yield function is plotted in p-q space
whereq=(cY- Y3)/2, p=(Gi + c 3) /2. Corresponding conjugate strain terms
dyp and dvp (i.e. the shear and volume increments, respectively) are also indicated
along the two axes. The direction of the plastic strain increments (de ) as predicted
by eq. 2.5 is indicated is the figure.
For the undrained analysis (i.e. $= 0 condition), all plastic strain increments are
shear strains (i.e. volumetric strain is zero). This behavior is consistent with the actual
behavior of soils in undrained shear conditions. For drained analysis, as a
consequence of normality, the angle of dilation defined by dyP /dvP is always
predicted as $. As is shown in Figure 2.11, this condition highly over predicts dilation
for real soil.
To deal with this condition, non-linear yield function (Figure 2.4) should be
used to represent real soil behavior. However in light of inaccuracies associated with
other methods of stability analysis discussed earlier, this limitation even though
important for soils with high $, does not seriously affect the use of limit analysis
method. For bearing capacity problems, it was observed that using numerical
techniques of performing limit analysis, high solution accuracy results for $ as high as
300 (Ukritchon, Whittle and Klangvijit, 2003).
2.3.2.3 Virtual Work Principle
In limit analysis calculation, it is assumed that changes in geometry of the body
at the instant of collapse can be neglected so that all calculations can be performed
with respect to the original undeformed configuration. This is based on the principle
of virtual work, which is key in proving limit analysis theorems and is expressed as:
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Eauilibrium set
fTiu>dA +
A
(2.10)JFl ui dV = Jy EdV
V t V t
Comtatible set
Where A, V are area and Volume of the body; T1, Fj are external surface and
body forces; G-1 are any set of stresses real or otherwise in equilibrium with the
external forces; E1i represents any set of strain and deformations compatible with the
real or virtual displacement rate corresponding to the external loads.
The principle thus consists of two separate and unrelated sets of equations: the
equilibrium and compatibility set as shown in Figure 2.12. The equilibrium set of
equations must satisfy relations given in eq. 2.8 and the compatible set satisfies eq.
2.9. The stresses and strain in the two set are completely independent as denoted by
the * sign.
Equilibrium Set:
At Surface Points: T = 7 n,
At Interior Points: + F = 0;
aX-
(2. 11) a
(2.11) b
(2.11) cc~j= i
Compatible Set:
p. ax1  au1)j x. ax. (2.12)
Where n) is the outward normal vector to a surface element and * sign denotes
that the two sets are not related.
41
Extended von MisOs
Extended Tresca
Mohr -Coulomb
01
D
03
Figure 2.9: Sections of Yield Surfaces by the n plane
(from Chen, 1980)
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Figure 2.10: Mohr-Coulomb Failure Envelope and Normality Condition for Soils (from Chen, 1980)
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Figure 2.12: Illustration of Equations of Virtual Work (from Chen, 1990)
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2.3.2.4 Example Illustration
Traditional bearing capacity problems are solved using the semi-empirical
Terzaghi bearing capacity equation (1943). For a vertically loaded, shallow, strip
footing on cohesive-frictional (c', $) soil:
Quit '=quit =c'Nc +yDNq + 1 YBNyB 2 (2.12)
Where B is the footing width; D is embedment depth; c', y are soil cohesive and
density; N, Nq and NY are the bearing capacity factors which are function of friction
angle $'. The base of the footing in above is considered to be rough.
Exact solutions of NC and Nq obtained by Terzaghi are given below while
approximate solutions exists for N. (Terzaghi, 1943; Caquot and Kersiel, 1948; Hill,
1950; Sokolovskii, 1965).
Nq = exp(R tan $')tan 2 (45+ $/2) (2.13)
(2.14)
This equation is derived using the failure geometry of Figure 2.13 which consist
of three rigid zone as:
. Zone I: a relatively undeformed wedge of soil below the foundation
called the active Rankine zone;
" Zone II: transition zones of radial shear with log spiral shape of
shear planes.
. Zone III: passive Rankine zones
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NC = (Nq - 1) cot $'
Some of the main assumptions made at arriving at the equation include:
4. Foundation depth less than or equal to its width (D B)
5. The soil beneath the foundation to be homogeneous semi-infinite mass
satisfying Mohr-Coulomb yielding
6. No shear strength in soil above the foundation base, which acts as a
uniform surcharge.
7. The applied load to be compressive and applied vertically at the centroid
of the foundation.
Conditions typically found in practice as load inclination and eccentricity,
footing shape (circular, square etc) are accounted for by using empirically derived
factors. Hence, in general number of uncertainties exists in predicting bearing capacity
using this method.
For the special case of undrained stability analysis(c=su; $=0) with no surcharge,
the mechanism reduces to Prandtl (1920) condition of collapse for which exact
solution is given by:
Quit =uit = cNc; where Nc =(2+ n) (2.15)
B
In the following section upper and lower bound method is illustrated through
application to undrained stability analysis of this particular simple problem.
2.3.2.4.1 Upper Bound Analysis
Upper Bound principles are illustrated assuming the collapse mechanism as
shown in Figure 2.14. It consists if three rigid blocks with relative movement of Block
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B being horizontal and that of A and C being equal in magnitude but at different
angles as indicated by the corresponding velocity diagram in the figure. As resultant
vertical component from the movement of the three blocks (i.e. 6 w a , 8w b and 8w c )
is zero, no work is done by the self-weight of the soil. Hence the total work done is
given by
6Wext = Quit * 6 w f (2.16)
Calculation for internal power dissipation along slip planes is shown in Table
2.4. No dissipation occurs along soil-footing interface as the footing is assumed to be
smooth. Based on the calculation shown, total internal power dissipation is given by
eq 2.17 where su is shear strength of the soil and B is the footing width
6Wnt = E 6W = 6suBwf (2.17)
This gives Nc = 6 by equating (2.16) and (2.17) which clearly is an upper
bound on the exact solution of NC = (2+ 2r).
2.3.2.4.2 Lower Bound Analysis
Lower Bound principles are illustrated via the simple discontinuous stress field
shown in Figure 2.15. As seen in the figure, a lower bound field can be represented
using two vertical stress discontinuities separating regions I and II (with I' and II'
being their mirror images). For the elements A-B existing along discontinuity of I and
II, vertical stress is given by eq 2.18:
((z )A = yz (2. 18) a
(Gz)B = y + q, (2.18) b
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Since no shear stresses exist along the plane, the horizontal and vertical stresses
on the element represents their principal stresses. In the Mohr-Coulomb circle at
failure condition for the stress states of the two elements, (shown in part b in the
figure) point b and a represents (Tz)B and (3z )A respectively while point c
represents stresses on the discontinuity a. Thus from the Mohr-Coulomb circle
geometry, q, = 4s. i.e. Nc - = 4. This clearly results in a lower bound on the
Su
exact solution of NC = (2 + n).
Thus, in this example considered, the upper and lower bound analysis results
together bracket the value of failure such that
4 5 a56
sUB
Where the exact solution is given by (2+ n).
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Drained Effective Stress Analysis:
Undrained Total Stress Analysis:
- qug = c'NC + yDNq + 1 yBNYB 2
uB qu = suNC + q.; Nc =(2+ n)B
Figure 2.13: Bearing Capacity Failure Mechanism for Shallow Footing (Terzaghi, 1943)
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Figure 2.14: Collapse Mechanism and Corresponding Velocity Diagram for Upper Bound Analysis (after Atkinson, 1993)
Table 2.4: Calculation of Power Dissipation along Slip Surface
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Figure 2.15: Equilibrium Stress Field and Corresponding Mohr-Circle Diagram
(Atkinson, 1993)
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2.3.3 New Techniques of Limit Analysis
In Section 2.3.2 concepts and application of limit analysis method was
illustrated. For the simple bearing capacity problem described above, selection of
statically admissible stress field and kinematically admissible velocity was easy in
order to arrive at the failure load. However as no clear rationale exists for selecting
these fields (especially the stress field), this approach of manually selection is not
feasible for general problems. Traditionally, prior solution used Method of
Characteristics or Slip Lines (Sokolovski 1965, Davis & Booker 1973) to arrive at
failure load for such condition. More recently numerical technique for solving Limit
Analysis has been formulated (Sloan, 1988; Sloan and Kleeman, 1995). This
technique combines limit theorems with finite element discretization, thus allowing
complex loading and geometries in the analysis. This method is externally similar to
FEM approach in that it also uses finite elements for discretization. However the
problem in this case is assembled in standard linear programming where constraints
are obtained from maintaining static or kinematic admissibility of the field. The
collapse load is then obtained by optimization of the objective function over the
given set of constraints. Non-linear programming technique can be alternatively
employed to achieve more efficient optimization (Lyamin & Sloan, 2002a, 2002b)
2.4 Numerical Limit Analysis
The following section presents a brief review of developments of Numerical
Limit Analysis for Geotechnical stability. Details of the numerical formulation
(Sloan, 1988b) are also provided in section 2.4.1.2.
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2.4.1 Lower Bound
2.4.1.1 Stages of Development
Lysmer (1970) was the first to propose numerical linear programming
formulation for solving LB Limit Analysis. To model stress field, he proposed
discretizing the soil mass using 3-noded triangular elements with the nodal stresses
being the unknown. Stress discontinuities were allowed along the edges between
adjacent elements as shown in Figure 2.16. The Mohr-Coulomb yield function was
linearized using m-sided polygon approximation lying inside the parent yield surface
to get strict lower bound (Figure 2.17). By satisfying conditions of static admissibility
i.e. equilibrium, stress boundary and no yield conditions, constraints for linear
optimization were set for each element of the discretized soil mass. The resulting LP
formulation (eqs 2.13 to 2.16) was solved using the Simplex method as follows:
3p+2q-2
optimize I a GY (2.19)
j=1
Subject to:
3p+2q-2 (2.20)
S a cY = bi ;i =1........n'
j=1
3p+ 2 q-1
a b< ; i n'+1,........n (2.21)
j=1
j 0, j = 1.....,(3p + 2q - 2) (2.22)
Where C is the unknown nodal stress (>0 assuming no tension in soil
elements); p is the total number of elements in the mesh; q is the total number of
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nodal points; n' is the number of equality constraints and n is the total number of
constraints.
The above-proposed scheme by Lysmer was potentially very powerful.
However with mesh density, the number of equations for optimization was greatly
increased. Hence, its use was limited due to slow CPU speed and inefficiencies of
linearization algorithms available at the time. Figure 2.18 shows a typical mesh used
in Lysmer' illustration where only 6 elements are used for discretization.
Bottero et al (1980) used similar discretization method for undrained stability
analysis in soil. However, the LP formulation was solved using the Revised Simplex
algorithm. Other earlier formulation includes those of Anderheggen and Knopfel
(1972) and Pastor (1976).
r/ ',
a. Internal stresses at Point i
A
/ ~fl
,~
K.~)
ii
'Ii
b. Contact between two elements
Figure 2.16: Typical Discontinuity Element (Lysmer, 1970)
55
(2e
K------f w/fh -h ~j
j wlps
2 /
-, -
4
3,3
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1970)
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Figure 2.18: Typical Bearing Capacity Problem (Lysmer, 1970)
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Although the earlier formulations were quite well developed, their application
was greatly limited by available computers power of that time and the inefficiency of
the linearization scheme. Sloan (1988b) addressed the efficiency issue by introducing
an Active Set algorithm (proposed by Best and Ritter, 1985) for solution of the LP
formulation. Another modification included in the formulation was the use of
extension elements to model infinite half-space. These elements (originally proposed
by Pastor, 1978) enabled static admissibility of stress field to be satisfied throughout
the soil mass to get true LB results for a soil half space. Sloan's formulation was
further modified by Ukritchon (1998) by adding analysis features as modeling of
anisotropic soil, incorporation of structural elements and representation of soil-
structure interaction.
The following section describes Sloan's (1988b) numerical implementation of
LB formulation for plane strain problem. The modifications and analysis capabilities
introduced by Ukritchon (1998) are described in Section 2.5.
2.4.1.2 Numerical Formulation
In the numerical implementation of Sloan (1988b), soil mass is discretized into
3-noded triangular elements with linear interpolation of stresses. In addition,
extension elements are used to apply static admissibility throughout the half space.
Figure 2.20 summarizes the elements used in the analysis.
The sign convention used in the formulation is illustrated in Figure 2.19. Linear
variation of stresses is assumed within the elements and along the discontinuities.
Hence, the nodal stresses (cy, C, r) are related to stresses within the element
using linear shape function (Ni) as:
3 3 3
= NNioi ; y= Nja3 1  ; L Ni Xyj (2. 23)
i=1 i=1 i1
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Where Ni is expressed in terms of the element nodal coordinates as
N 1 =[(x 2y 3 -X 3y 2 )+Y 23x + x 32 y]/2A
N 2 =[(x 3y 1 - X1y 3 )+ Y31x + x 31y]/ 2A (2. 24)
N 3 =[(x 1y 2 - X2y 1 )+ y 12x + x 2 1y]/ 2A
Where x,, = x, - x,; yi, = yi - y and 2A =1 x 13Y 23 - X32y 31
For static admissibility, equilibrium (triangle and discontinuity), stress boundary
and yield constraints are satisfied as follows:
2.4.1.2.1 Element equilibrium
The equilibrium condition for plane strain is given by
Y + H= 0
ax ay at+ acyax ay
Where y is the unit weight of the soil.
Differentiating eq. (2.23) and substituting into eq. (2.25) the equilibrium
constraints imposed at the nodal stresses of triangular elements are
Ala, = B1
Where (Y1 = {GiG1 , txy ,........., ax3, yy3,7xy3 is the vector of nodal
stresses in triangle elements.
By satisfying equilibrium at each nodes of the extension elements, constraints
of the form similar to eq. (2.20) results and is given as:
A 2 a 2 =0 (2. 27)
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(2.25)
(2. 26)
Where (72 = 7 {T , y1, xyl ......... , x4, y 4 , xy4}is the vector of nodal
stresses for the extension elements.
2.4.1.2.2 Equilibrium along stress discontinuities
Figure 2.21 shows a typical stress discontinuity element defined by the nodal
pair (1,2) and (3,4). Due to the assumption of linear stress variation along the
discontinuity, equilibrium condition is satisfied by enforcing nodal pairs on opposite
side of the discontinuity to have equal traction as shown by eqs. 2.28 and 2.29 below
yni = 7n2 and T1 T2 (2.28)
Cn3 = Gn4  and 'r3 T4 (2.29)
These equations transformed to Cartesian stress components results in
constraint of the form:
A 3G3 =0 (2.30)
Where CT3= {G 1, ayl, Txyl........., 4,y4, Txy4 } is the vector of nodal stresses
for the discontinuity nodes.
2.4.1.2.3 Stress Boundary Condition
Figure 2.22 shows stress boundary conditions. For the prescribed value of
normal and shear tractions shown in the figure, stress boundary condition is enforced
by imposing eqs. (2.31) and (2.32) given below:
y, 1 =q and T 1=t (2.31)
Gn2 =q 2 and T2=t 2 (2.32)
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In case of uniform but unknown stress boundary, additional constraint of the
form given by eq. (2.27) is used
Gnl = (n2 and T1 = T2 (2.33)
The constraints from the boundary condition is then given by
A 4G 4 = B 4
A5 CT 4 =0
(2.34)
(2.35)
Where y4= {Icy, Gy1,TXyi Gx2,Gy2,Txy2}is the vector of nodal stresses for
boundary nodes along which prescribed stresses exists.
2.4.1.2.4 Yield Condition
For plain strain conditions, the Mohr-Coulomb yield function in Cartesian
coordinates is given by eq 2.36 which reduces to eq 2.37 for undrained stability (i.e.
0=0)
F = ('x -o', )2 + -(2c' cos 0'-(G' +T'y )sin 0') 2 =0
2 2 2F =(cyx - cy) + 4Tx - (2cu) = 0
(2.36)
(2.37)
Figure 2.23 shows that these function plots as a circle in space defined by
X=(cx - cy) and Y=2Txy. For linear formulation, Mohr-Coulomb yield function can
be approximated by a linear p-sided polygon. The polygon is selected to lie strictly
inside the original yield function for lower bounding on the result (Figure 2.23).
Enforcing condition of no yield at each node i, p number of inequality constraints
results as shown below:
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Fu= A ,+BaY + CT Dy - 0 (2.38
Where p is the number of sides in the linearized polygon approximation;
k=1,2.....p; D, =2ccos$'cos(T/p) and
Aki = sin$'cos(ir/p)+ cos(27rk/p) (2.39) a
Bki = sin$'cos(7r/p)-cos(2Tk/p) (2.39) b
Cki = 2sin(2k / p) (2.39) c
Thus, yield equation results in series if inequality constraints as:
A 6G6  B 6  (2.40)
Where CY6 is the vector of stress components at each node in the mesh.
Selection of number of side for yield function linearization is critical to both
solution accuracy and the computation time. Decrease in p may lead to decrease in
computation time, however the accuracy of the results would be adversely affected.
For variety of undrained stability analysis, p 24 was observed to be suitable
considering both the above-mentioned factors (Ukritchon, 1996 & 1998).
2.4.1.2.5 Objective Function
The form of objective function depends on the problem under consideration.
For example, in footing problem, which requires maximization of the normal load P
acting per unit width of the footing, the objective function has the form:
Max.{P}= Max. h jY ds (2.41)
S
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( . )
Where h is out of plane thickness
For slope stability analysis the unit weight (y) is required to be optimized and
hence the objective function for a homogeneous layer has form:
Max.{P}= Max.{y} (2.42)
In general form, the objective function is expressed as:
Max. C a or Min. -C a (2.43)
2.4.1.3 Lower Bound and Linear Programming
Static admissibility of the stress field results in the equality
constraint equations (2.26), (2.27), (2.30), (2.34), (2.35) and (2.40)
These constraint equations together with the objective function given
assembled in standard linear programming given below:
Minimize - C T
and inequality
derived above.
in eq (2.43) are
(2.44)
Subject to: [AC]{F}{BC}[A y ]{F} ! {By }
Where Ay represents matrix of yield constraint and Ac represents matrix of all
other constraints.
The above formulation is solved using the active set algorithm proposed by
proposed by Best and Ritter (1985) and modified by Sloan (1988a) exploiting the
extreme sparsity of the overall constraint matrix to improve efficiency.
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Alcy1 =B 1 => Equilibrium constraint
A 2G 2 =0
A 3 ( 3 =0
A 4G 4 =B 4 => Boundary Constraint
A 5 C4 =0
A 6 C6 <B 6 Yield Constraint
Table 2.5: Linear Programniing Formulation for LB analysis
Ux *.
Ihi
y 40p
L
x
t y -40
ITH
U)y
Figure 2.19: Positive Sign Convention for Stresses in LB Analysis
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Minimize .- C
Subject to:
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'I
. M 11 11 0, G x
F
I0 / direction
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a. 4-noded Rectangular Extension Elements
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directions
of extension
b. 3-noded Triangular Extension Elements
rxy3) (0
0
x2' ay
c. 3-noded Triangular Elements
Figure 2.20: Typical Elements for LB Analysis
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Figure 2.21: Representation of Stress Discontinuity for LB analysis
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Figure 2.22: Stress Boundary Condition for LB Analysis
(a. Prescribed Shear and Normal Stress; b. Stress Boundary Conditions)
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Figure 2.23: Internal Linearization of Mohr-Coulomb Yield Function
(p= number of sides in yield function = 3)
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2.4.2 Upper Bound Method
2.4.2.1 Stages of Development
Anderheggen & Knopfel (1972) were the first contributors to introduce linear
programming formulation for UB Limit Analysis. Their application was limited to
plate structures. Revised simplex algorithm was used to solve the resulting linear
programming formulation. A major limitation of this formulation was that it required
special mesh arrangement such that any four elements formed a quadrilateral with the
center node lying at the intersection of diagonal. In absence of this arrangement, the
analysis failed to provide sufficient degree of freedom for satisfying incompressibility
condition of soil masses at failure (Nagtegaal et al, 1974).
Bottero et al (1980) used Mohr-Coulomb yield criteria in UB solution of
geotechnical stability problems. In this, the important extension of the earlier work
included the introduction of velocity discontinuities between adjacent sides of the
triangles to provide additional degree of freedom required for satisfying
incompressibility condition. Figure 2.24 show a typical kinematic mesh used in the
formulation. The domain A is discretized into rigid zone Zc (i.e. zone of zero
straining) and bounded zone Zm (i.e. zone of plastic failure). The zone Zm is further
discretized as follow:
1. Triangular elements Ti with nodes Sk.
2. Discontinuity elements Li along the triangular edges defined by their nodal
components Sk.
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Figure 2.24: Kinematic Mesh (Bottero et al, 1980)
Linear variation of velocity was assumed within triangles Ti and along
discontinuity Li. The Mohr-Coulomb yield function was replaced by linear polygon
approximation as in LB. However, in order to ensure an upper bound on the results,
the polygon was chosen to circumscribe the Mohr-Coulomb yield circle as shown in
Figure 2.29. By enforcing associated flow rule condition (eq. 2.8) along the
discontinuity and using Mohr-Coulomb yield function, constraint of the form given
by eq 2.45 results and is illustrated by Figure 2.25.
Av = AuI tan $ (2. 45)
Where Av and Au are the normal and tangential velocity jump, respectively.
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Indicates direction of
flow for MC yield
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C' u
~; ~; ~; ~; ~
Figure 2.25: Flow Rule for Mohr-Coulomb Yielding
In the formulation by Bottero et all, absolute sign in the above equation was
removed by introducing an additional variable s for each of the node of the
discontinuity such that
sAu 0 (2. 46)
Where s = ±1
This required the sign of s (hence the direction of shearing) to be specified a
priori for each of the discontinuity. Due to the difficulty in manually selecting the
correct direction, the practical application of the above formulation was greatly
limited.
Sloan and Kleeman (1995) improved the above-mentioned shortcoming by
introducing two new non-negative variables u and u at each nodal pair (i, j) of
discontinuity. Figure 2.26 shows a typical geometry for a discontinuity inclined at 0
from the positive x direction. The new variables introduced at the nodes are
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illustrated in Figure 2.27. The tangential velocity jump Au for each nodal pair was
then given by
Au = u. - u7 =(u -ui )cosO+(vj-v)sinO
Avj =(ui -ui ,jin0+(vj -v i )os
U1 > 0
Linear variation was assumed along the discontinuity such that at:
Au = u+ - u- =[2 + (u4 - U+2)- + (u- - U2
Vv = u+ - U- tanp
(2. 47)a
(2.47) b
(2. 48)
(2. 49)
(2. 50)
(2. 51)
Based on proof given in Appendix A, the value I u+ - u- in eq 2.45 can be
replaced by sum of non-negative variables i.e. (u+ + u-), thus resulting in the flow
constraint free from the absolute sign as:
(2. 52)
This allowed the direction of shearing to be automatically selected during the
optimization process. The assembled LP problem was solved using the active set
algorithm. The efficiency resulting from the modified active set algorithms used and
automatic selection of shearing direction enabled the formulation to be used in
practical problems. This formulation is presented in detail in the Section 2.4.2.2.
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Av - = (u+ + U_ tn(
Ukritchon (1998) extended the work of Sloan by adding capabilities of
modeling generalized soil profile (anisotropic and non-homogenous soil), structural
elements and representation of soil-structure interaction. These modifications are
described in Section 2.5.
(u 4 , v 4 )
Z ,U3 V3
(U2 V2 )
0
Figure 2.26: Geometry of Discontinuity Defined by the nodes 1-2 and 3-4
71
(u 34, U7 42
Av
(+ i-2
X( , U
Figure 2.27: Velocity Discontinuity Variables (Sloan and Kleeman, 1995)
2.4.2.2 Numerical Formulation
The LP formulation for UB is based on Sloan and Kleeman (1995). The
element used for discretization of the soil mass is shown in Figure 2.28. In the
kinematic formulation, the unknown variables associated with each element include
the nodal velocities (u ,v )and plastic multipliers ( 1 ...... ) where p is the number
of sides used in yield function linearization. The nodal velocities vary linearly within
each element as shown by eq 2.53.
3
u= JNju
i=1
3
; v= > Nivi
Where Ni is given by eq. 2.24.
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(2. 53)
2.4.2.2.1 Plastic Flow Condition in Continuum
For kinematic admissibility the velocity field must satisfy associated flow rule,
which for plane strain deformation has the form:
au aFSX= - =
ox OaFX
av
Y ay
ay
(2. 54)
Where s , y, 3 x are the plastic strain rates (positive in compression), > 0 is
the plastic multiplier and F is the yield function
In the LP formulation, the Mohr-Coulomb yield surface is approximated by a p-
sided polygon that externally circumscribes the exact function (Figure 2.29), expressed
by the equation given below
Fk =Aja +Bay +CTxY -Di 0
Where k=1,2.....p, p is the number of
approximation, Di is given by 2ccos$' and
A ki = sin $'+ cos(27rk / p)
Bki = sin $'- cos(2zk / p)
Cki = 2sin(2k / p)
(2.55)
sides in the linearized polygon
(2.56) a
(2.56) b
(2.56) c
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As in LB formulation, it was found that using 24-sided polygon results in
optimizing the requirement of accuracy and computation speed (Ukritchon, 1996).
By differentiating yield function (eq. 2.55) and velocities (represented by 2.53)
and substituting in the flow rule given by eq. 2.54; the following constraints results
from flow rule:
3 dN P -A
L "u - IXkAk =0
i=1 ax k=1
3 aN- PZ vi - IXkBk =0
i=1 ay k=1 (2. 57)
3 aN.
i=1 X 0
iXk 0
3 aN-
+ = 1 u1
i=1 S
k =1,..p
P-
- IkCk=0
These relations can be re-written in a compact matrix form as:
A11u1 + A12ik =0
i > 0
(2. 58)
Where u1 and X are vectors of nodal point velocities and plastic multipliers,
respectively, for each element.
2.4.2.2.2 Plastic Flow Condition in Discontinuity
The UB formulation allows velocity discontinuities to occur along shared edges
between elements. Each of the discontinuity elements between nodal pairs (i, j) is
characterized by the unknown normal and tangential velocity jump components (Au,
Av) as shown in Figure 2.26. The associated flow condition for Mohr-Coulomb
yielding was derived earlier in eq. 2.45. As described earlier, two additional variables
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(Au+, Au-) are introduced at each nodal pair to enable automatic selection of shearing
direction along the discontinuity. Using eq. 2.47 and 2.52, and imposing flow rule at
both nodal pairs (i, j), the following constraint results:
(ui-uj)sinO+(v -v )cosO =(u +ui )tan$ (2. 59)
Equations 2.47, 2.48, 2.49 and 2.59 are then combined to form plastic flow
constraint along the discontinuity expressed in the matrix form as
A 21u2 +A 22u+=0
U- 0
(2. 60)
Where u2 is the vector of nodal velocities for the matched pairs (e.g., 1, 2 and 3,
+ i F 
etc.).4 in Figure 2.27), and, U is the vector of subsidiary variables (u 1 2 )
2.4.2.2.3 Velocity Boundary
For kinematic admissibility, the velocities should satisfy prescribed boundary
condition. For a node i, along a prescribed velocity boundary, the boundary condition
has the general form
cosO sinO u, . u
-sinG cosOj v,
(2.61)
Where 0 is the inclination of the boundary segment and
u
= The matrix of prescribed velocity boundary for the segment.
75
This constraint can be expressed in the matrix form as
A 3u1 =B 3  (2. 62)
2.4.2.2.4 Objective Function
Plastic flow can occur in both, the continuum and the velocity discontinuity.
Hence the total internal power dissipated in these modes, Wc is expressed as follows:
Along Triangular Elements
W= (UtX+Ct +TX idA =2A cos EXk cdAC 2 X (2.63)
A k=1 A
Along Discontinuity:
We = fJcAuld& = fc u+ -u de=CT +
A A (2- 64)
U + > 0
Where eq. 2.63 is obtained by using equations 2.54 and 2.55 and equation 2.64
is obtained similarly by using eq. 2.50 and integrating.
An upper bound on the true collapse load can then be obtained by equating the
total internal power dissipated and the work done by the external load. Hence, the
objective function for UB has the form
CT), + CTUI (2. 65)
2.4.2.3 Upper Bound and Linear Programming
Implementing kinematic admissibility for the velocity field of the soil mass
results in constraint equations given by eqs 2.58, 2.60 and 2.62. These equations
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together with the objective function given in eq (2.65) are assembled in standard
linear programming form given below
Minimize C2j +CU t
Subject to: AX=B (2. 66)
U ± >0
Xk 0
Where A represents matrix of constraints for kinematic admissibility; X are the
plastic multipliers and X = {X}, {Ui }, {U} represents the global vector of unknowns
for the problem with U and {U± } being the unknown velocities at the nodes and for
the discontinuity.
The detailed form of the above is summarized in the table below. The resulting UB
formulation is solved using the active set algorithm as in LB formulation.
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A 11U 1 +A 12 )=0=>
A 21 U 2 +A 22 U±=0
A 3 U 1 =B 3
U >0 =>
=> Velocity Boundary
Non-negativity
constraint
Xk O
Table 2.6: Linear Programming Formulation for UB analysis
(u 3 , v3 )
(U2
0 2
(U , )
Figure 2.28: Triangular Element for UB Analysis
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Minimize CTX + CTU
Subject to: Flow rule
V2)
p
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yIv
x tu
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kle
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X2+ Y' W
(Mohr-Coloumb
yield function)
x =(o.-oa,)
linearized Mohr-Coloumb
yield function (p=3)
N N I
Figure 2.29: Linearized Yield Function for Upper Bound Analysis (Sloan, 1998b)
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2.4.3 Limit Analysis and Non-Linear Programming
More recently research in Limit Analysis has focused on using non-linear
programming (NLP) schemes. In this approach smoothed approximation function of
Mohr-Coulomb yielding is used. Figure 2.30 show one such approximation where a
hyperbolic function is used to describe Mohr-Coulomb yielding (Abbo and Sloan,
1995). Lyamin & Sloan (2002a, 2002b) used this approximation in non-linear
formulation of numerical upper and lower bound analysis, the main features of which
is
1. Linear elements (triangular and discontinuity) for finite element
discretization.
2. Non-linear Mohr-Coulomb yield function (Abbo & Sloan, 1995)
3. Non-linear optimization scheme based on quasi-Newton algorithm.
Linear element results in linear constraints for equilibrium and stress boundary
in LB and for plastic flow and velocity boundary in UB analysis while hyperbolic yield
function results in non-linear constraints for yielding. The resulting non-linear
formulation for the two analyses has the general form:
LB formulation:
Maximize CT a (2.67)
Subject to : Aa b
f (a) 0; je J
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Where C is vector of objective function coefficients; A is matrix of constraints
for equilibrium and stress boundary; fj (a) are non-linear inequality constraints from
the yield criterion and c- refers to the unknown nodal stresses to be determined.
UB formulation:
Minimize Q = ;TBu+c U + c u
Subject: A +Av = b
Bu = i Xgf)(a)
jE J a
ki 0,1 j E J
k f)(a) 0,
f (a) 0,
(2.68)
jE J3
jE JO
Where B is the global compatibility matrix; fg (a) is the yield functions; k non-
negative multipliers; cu and cv are vector of objective function coefficients for the
velocity and discontinuity variables; Au and Av are equality constraint coefficient for
velocities and discontinuity variables and u, v and a are the problem unknowns.
Figures 2.31 and 2.32 summarize the results for a strip footing on a weightless
cohesive-frictional soil. From the table comparing the result of NLP and LP
formulation, the following can be observed for the problem:
1. Number of iterations is independent of the problem size for NLP
formulation while it increases with increase in problem size for LP
formulation.
2. CPU time increases almost linearly with problem size in NLP
formulation but the increase is more drastic in LP. For a coarse mesh
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NLP is approximately 3 times faster while the margin increases to almost
56 times for LB and 155 times for UB analysis of the same problem with
fine mesh.
3. NLP formulation results in lower error than LP formulation.
NLP formulation in general achieves faster convergence to the optimum
solution as depicted by the reduction in CPU time for analysis and essentially constant
iterations with increasing problem size. For the particular case shown in the figure,
NLP also results in improved result prediction. Hence, limit analysis using NLP
provides a more efficient way of dealing with large-scale problems.
Mohr-Coulomb
Hyperbolic approximation
Figure 2.30: Hyperbolic Approximation to Mohr-Coulomb Yielding (Abbo and Sloan, 1995)
82
Coarse
mesh
Mesh parameters:
459 nodes
153 elements
219 discontinuities
(a)
3-777777
(b),
Soil properties:
C' I
(c)
a: UB result (a. Velocities b. Deformations and c. Plastic zones)
Mesh Quantity LP (NSID; 24) N LP (c = 0.01) LP/NLP
Coarse
459 nodes
153 elements
219 disc
Medium
1365 nodes
455 elements
665 disc
Fine
2751 nodes
917 elements
1351 disc
q/c'
No. of iterations
CPU (s)
Error (%)
q/c'
No. of iterations
CPU (s)
Error (%)
q/c'
No. of iterations
CPU (s)
Error (%)
50.48
1396
6.76
+9.4
48.77
6875
133.7
+5.7
48.03
16771
2105
+4.1
49.82
28
1.82
+8.0
48.00
29
5.5
+14.0
47.30
30
13.6
+2.5
1.01
49.9
3.7
1.18
1.02
237
24.3
1.43
1.02
559
155
1.65
b: Comparison of LP and NLP for UB analysis
Figure 2.31: Summary of Comparison of LP and NLP for UB analysis of Smooth Strip
Footing using c'=1, 0'=35', y=0 (Lyamin & Sloan, 2002)
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B 26B
15B
(Tn =tz0J
15B
Medium mesh Soil p
S10
Extension elements
Meshes:
Quianfity C(
roperties:
35*
oarse Medium Fine
nodes 22_ Iz 1452
triangular elements 66 220 452
extension elemenis 8 14 26
discontinuities 101 335 697
a. Finite Element Mesh for LB Analysis using NLP
Mesh Quantity LP (NSID=24) NLP (F = 0.01) LP/NLP
Coarse quLT/c 37.791 38.685 0.98
No of Interactions 327 29 11.28
CPU (sec) 1.71 0.6 2.85
(Error %) -18.1 -16.2 1.12
Medium quLT/c 43.032 44.246 0.97
No of Interactions 1928 30 64.27
CPU (sec) 33.8 2.3 14.70
(Error %) -6.7 -4.1 1.63
Fine quLT/c 44.064 45.568 0.97
No of Interactions 5554 29 191.52
CPU (sec) 283 5.0 56.60
(Error %) -4.5 -1.2 3.75
b. Comparison for LP and NLP for LB Analysis
Figure 2.32: Summary of Comparison of LP and NLP for LB analysis of Smooth Strip Footing
using c'=1, 0'=350, y=0 (Lyamin & Sloan, 2002)
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2.5 Capabilities of Numerical Limit analysis
At the current stage of development, numerical linear programming approach
are quite well developed and can be used for application to general stability problems.
This is demonstrated in this section by presenting the capabilities based on the
formulation of Sloan (1988b), Sloan and Kleeman (1995) and subsequent
modifications by Ukritchon (1998).
2.5.1 Anisotropy of Undrained Strength
Natural soils are generally anisotropic in nature. Anisotropy in soil for
undrained loading can be demonstrated by standard laboratory triaxial compression
(CKoUC), extension (CKoUE) and direct simple shear tests (CKoDSS) as shown in
Figure 2.33. As shown in the figure, peak undrained strength required for stability
analysis can vary significantly depending on the direction of loading1 . Triaxial
compression mode (8=00) gives maximum strength, triaxial extension (8=900) gives
the minimum and DSS gives strength between the compression and extension mode.
Thus anisotropy is an important soil property to be considered for analysis as
neglecting anisotropy may result in unsafe design.
Ukritchon's (1998) modification to the original formulation of Sloan (1988b)
and Sloan and Kleeman (1995) accounted for the anisotropy in undrained stability
analysis. This was done by including anisotropic yield criterion based on the function
proposed by Davis and Christian (1970) and is shown in Figure 2.34. The function
describes an elliptical strength envelope (h being the center and a, b being the major
and minor semi-axes of the ellipse) using 3 parameters obtained from standard
laboratory testing i.e. su(0 0), su(45 0) and su(90 0)as represented below
1 Direction of loading is defined by 8 where 8 denotes the angle of principle stress from vertical
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F = -h + I -=0 (2.69)
a b
Where
qx =(CF -CTY)/2
h =[s,(0') - su(90')]/2
a =[s.(0') + s.(90')]/2
b a x su(450)
Vs-u(00 )xsu (900)
Corresponding modification for anisotropy required in the numerical
formulation can be summarized as:
1. Incorporation of the anisotropic yield function. The yield function plots
qxy-h T
as a circle in X = and Y - space and hence, can be linearized
a b
using the standard internal and external polygon approximation for LB
and UB analysis, respectively.
2. Modification of the yield constraint equations (i.e. eqs 2.38 to 2.40) in
the LB analysis.
3. Modification in the plastic flow constraints for triangular elements (eqs
2.57 and 2.58) and discontinuities (eqs. 2.59 and 2.60) to account for
anisotropic yielding.
The resulting linear programming formulation has similar form as shown in
Tables 2.5 and 2.6.
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Figure 2.33: Undrained Strength Anisotropy from CKOU test on Normally Consolidated Clays and Silts (Ladd, 1991)
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Figure 2.34: Anisotropic Undrained Strength Envelope (Davis and Christian, 1970)
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2.5.2 Structural Elements
For performing stability analysis for a wide range of problems involving soil-
structure interaction, modeling of structural members is required. In the limit analysis
formulation, this was achieved by including structural elements discretized using 2-
noded "beam" and 1-noded "joint" elements as shown in Figure 2.35 (Ukritchon,
1998). Joint elements act as stress and velocity discontinuity for structure member and
do not have any length dimension. Figures 2.36 and 2.37 shows the sign convention
associated with these elements in the LB and UB analysis, respectively. For LB
analysis, joint and beam nodes are associated with three degrees of freedom (F,, Fy,
and moment F2). The beam elements, are assumed rigid for the UB analysis and are
associated with two degrees of freedom i.e. (u, v) while the joint elements have
additional rotational degree of freedom i.e. (u, v,0).
The generalized failure criteria used for structural members assuming
rectangular cross-section is shown in Figure 2.40 and expressed as (Mrazik et al.,
1987):
M V 2  H 2  M 2F(H, M, V) =( )21-( )2={1( 2 ( ) 2} (2.70)
M VP H M
Where (Hp, Vp and Mp) are the plastic capacities for the structural element and
(H, P, M) denotes the applied load.
Modifications required in the earlier formulation (Sloan, 1988b,; Sloan &
IKleeman, 1995) to integrate structural elements for analysis are summarized as below:
1. Incorporation of the yield function for the structural members. The
function represented by the eq 2.64 is linearized for the purpose where
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the linearized function has the general form:
Fk(H,M,V)=AkH+BkM+CkV-DkO0; k=1,2......p.
Where Ak, Bk, Ck and Dk are coefficients of the plane used in
linearization. The plane lies internal for LB and external to the function
for UB analysis as shown in Figure 2.41 for a simple case of where V=O.
2. Additional constraints obtained by satisfying static admissibility for beam
and joints i.e. equilibrium (Figure 2.38), boundary condition and no yield
constraints for structural elements for the LB analysis. These equations
are assembled as.
[A equi, beam] {Fbeam} {b equi, beam } (2.71)
[A equi, joint] {Fjoint} {b equi, joint } (2.72)
[A bound] {Fjoint,bound} {bbound } (2.73)
3. Additional constraints for kinematically admissible for UB analysis i.e.
structural velocity boundary, plastic flow at joints (Figure 2.39) and rigid
beam movements assembled as:
[A rigid, beam] {ubeam} {b rigid, beam } (2-74)
[Acomp]{u}- [Aflow]{ I}= {O} (2.75)
[A rigid, beam] {ubeam} {b rigid, beam } (2.76)
4. Modification of internal power dissipation (eq. 2.65) to include
dissipation due to plastic failure between adjacent nodes.
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Figure 2.35: Discretization of Structural Members for UB and LB analysis (Ukritchon, 1998)
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Figure 2.36: Sign Convention of Stresses for Structural Members (Ukritchon, 1998)
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Figure 2.37: Sign Convention of Velocity for Structural Members (Ukritchon, 1998)
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Figure 2.38: Equilibrium of Beam and Joint Elements (Ukritchon, 1998)
Plastic Failure between V2
adjacent nodes
Beam Element
WIV4 U
4
v4
Beam Element Joint Element
U3
Figure 2.39: Plastic Failure at Adjacent Nodes Between Beam and Joint Elements
(Ukritchon, 1998)
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Figure 2.40: Yield Function for Structural Members
93
M
+( -)-I=0
M P +( )-t=OMP
Actual yield
envelope
0. 
6 
-
0.6-
0.4
0.2
-1 -0.8 -0.6 -0,4
MIME
B Linearized yield
envelope
A
2 ,?
-0.2 0 0.2 04 0.6 0.8
Figure a
nInP
Actual yield
envelope O.
0.6
0,4-
0,2 -
wwflO"
- -0.3 -.6 04 0-2 0 0.2
M/MP
Linearized yield
envelope
A
0, H/Hp
OA 06 08
Figure b
Figure 2.41: Representation of Linearized H-M Yield function for Structural Members (Ukritchon, 1998)
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2.5.3 Generalized Loading and Soil-Structure Interaction
By discretizing structural members into beam and joints, generalized loading can
be included in the analysis (Ukritchon, 1998). This is achieved by applying distributed
shear and normal tractions on beam elements (having 2 degrees of freedom) and
concentrated loads F, H and M on joints (having 3 degrees of freedom) as shown
Figure 2.43. Structural members also allow modeling of soil-structure interaction by
including soil-structure interfaces as shown in Figure 2.44 b. In the LB analyses, the
soil-structure interface is treated as a stress discontinuity while in UB analysis it
functions as velocity discontinuity. Separation between soil and beam elements is
modeled by modifying the yield criterion to include zero tension-cutoff as shown in
the figure (Tresca yielding for undrained analysis i.e. $=0). Interface roughness is
modeled by specifying the ratio of shear traction to undrained shear strength of the
surrounding soil for the soil-structure interface.
n
t
U2
V
((n10 U1
Figure 2.42: External Load on Beam Elements (Ukritchon, 1998)
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Figure 2.43: External Load on Joint Elements (Ukritchon, 1998)
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Figure 2.44: Modeling of Soil-Structure Interaction (Ukritchon, 1998)
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2.5.4 Water Table Effects
For problems such as slope stability analysis, drained conditions are critical for
design in which the effective stress parameters are used based on the initial steady
state or hydrostatic conditions. The existing formulation allows this type of analysis
by specifying initial pore pressures using a geostatic water table line or lines with
uniform ratio ru = u/v 0 as shown in the Figure 2.45 (Ukritchon, 1998). The presence
of ground water table has no effect on undrained total stress stability analysis.
The main modification required in the analysis included:
1. No changes in the equilibrium constraints since total stresses used in the
equation. However yield criteria is expressed in terms of effective
stresses parameters c'. ('.
2. Modifications in the UB formulation to include internal energy
dissipation due to pore water pressures within elements and along
velocity discontinuity as shown below
Within Trianglular elements
W = (( + ) ( pw))+(o> +p)A Y+TX)Y iXy ) dA (2.77)
A
Along Discontinuity:
Wdis = J(CAut + (G'n + pw )Aun )dL (2.78)
L
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* Soil, Yt,
1 h rvh,
'= 20
a) Slope subjected to constant pore water pressure ratio
I
20*
b) Slope submerged under the water
Figure 2.45: Pore Water Pressure in Stability Analysis (Ukritchon, 1998)
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2.6 Motivation For Further Development
Limit Analysis is an effective tool for Geotechnical stability problem. Unlike the
current paradigm of LEM, this approach is theoretically sound and gives reliable
results since its prediction is clearly bracketed. A review of recent developments of
the numerical technique of limit analysis shows that the method has capabilities to be
used in practice. Since the use of FEM for such problems is not justified in terms of
cost and effort required, NLA could prove to be a good alternative for such
problems. However while large numbers of commercial programs are available for
application of Limit Equilibrium and Finite Element Method, Numerical Limit
Analysis lack such tools and thus severely limiting their use.
It is thus desirable to have a user interface program to provide an interactive
application environment. Development of the interface should be such that it can
easily be adapted in teaching and in practice. Moreover as a finite element mesh is
required for analysis, mesh generation should form an integrated part of the interface.
Thus development of the interface should fulfill the following basic requirement
. Provide an integrated environment for user interaction (i.e., input of
geometry and analysis parameters and options for presenting
results).
. Incorporate a suitable mesh generator.
* Should be simple to apply with basic geotechnical background.
* Should be adaptable in teaching environment.
2.7 Features of Limit Analysis Mesh
This section considers the key features of requirements for mesh generation in
limit analysis. In plane strain application of numerical limit analysis, planar triangular
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elements are used for domain discretization. Other elements include discontinuities
(stress or velocity) between adjacent triangles as described in the following section. It
has been shown that the predictions are not only sensitive to domain size and number
of elements used for discretization but also to the mesh arrangement (Ukritchon,
1996). The following sections review and summarize some of these features.
2.7.1 Finite Elements
Figure 2.46 shows schematically a typical mesh in Limit Analysis application of
footing problem. As described earlier, three noded triangular elements are used for
discretization of soil mass. Structural elements are discretized into "beam" and
"joints" (Figure 2.35.) Each of the nodes of the triangles and beams is unique i.e.
depending on the number of elements meeting at the given point, a large number of
nodes can share the same coordinates. In addition, each of the adjoining sides of two
elements (or adjacent beam) forms discontinuities that allows for stress jumps (in LB
analysis), or velocity discontinuities with resulting power dissipation (in UB analysis).
However it is noted that these interfaces, the discontinuities and the joint element do
not have any width dimension. The half space in LB analysis can be modeled by the
use of extension elements (Figure 2.47).
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Figure 2.47: Typical Extension Element Arrangement for LB Analysis
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2.7.2 Mesh Arrangement and Refinement
Figures 2.48, 2.49 and 2.50 show three basic types of mesh arrangement used by
Ukritchon (1996) to study the effect of meshing on undrained bearing capacity for a
smooth rigid footing on homogeneous clay (base case problem). The type A
comprises a uniform grid arrangement; type B uses radial sectors starting from the
footing edge while type C mesh evaluates the Prandtl mechanism for this problem
which involves arrangement in the form of radial fans emanating from the footing
edge. The results of this study are summarized in Table 2.7. The following points can
be noted:
. Lower bound results are highly sensitive to mesh arrangement with
error decreasing from -9.34% to -1.93% with change in mesh
arrangement.
. Upper bound analysis results are much less sensitive to mesh
arrangement (error fluctuates from 2.16% to 1.17%)
. For a given mesh arrangement and size, the error decreases with
increase in number of elements.
. Mesh arrangement is more critical to solution accuracy in the lower
bound analysis than to number of elements in the mesh. For
example, LB analysis using coarse mesh of type C with
comparatively fewer elements gives more accurate results that of the
fine mesh of type A.
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Mesh Mesh Details
Mesh No N. Error**
Arrangement* Node No Triangle No Discontinuity
Type A Coarse 279 80 129 4.661 -9.34
Fine 956 1033 1032 4.844 -5.78
Type B Coarse 441 147 205 4.619 -10.33
Fine 603 201 304 4.922 -4.26
Type C Coarse 390 117 178 4.975 -3.23
Fine 699 220 330 5.042 -1.93
Type A Coarse 384 128 180 5.252 2.16
Fine 1536 512 744 5.210 1.34
Type B Coarse 378 126 174 5.293 2.96
Fine 510 170 238 5.274 2.59
Type C Coarse 291 97 133 5.252 2.16
Fine 405 135 187 5.201 1.17
*Results based on a) 24 number of sides in yield function linearization and b) mesh
boundary HxW = 2B/2 x 4B/2
**Based on exact solution of Nc = (2+7u) (Prandtl, 1920)
Table 2.7: Effect of Mesh Arrangement on Solution of Smooth Rigid Footing on
Homogenous Clay (Ukritchon, 1996)
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Figure 2.48: Type A: Uniform Mesh (Ukritchon, 1996)
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Figure 2.49: Type B: Radial Mesh (Jkritchon, 1996)
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2.7.3 Mesh Boundary
Table 2.8 summarizes the effect of boundary on upper and lower bound result.
(Ukritchon, 1996). As expected, for lower bound analysis, the solution accuracy
increases with increasing mesh boundary up to a certain limit after which increase in
domain size does not improve the solution accuracy. For upper bound analysis, the
domain size has little effect on solution accuracy provided the domain fully envelopes
the yielding zone in the soil mass.
*Results
**Based
based on 24 numbers of sides for linearized yield surfaces
on exact solution of Nc = (2+7r) (Prandtl, 1920)
Table 2.8: Boundary Effect for Smooth Rigid Footing on Homogenous Clay (Ukritchon, 1996)
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Mesh Size* Error**
Nc
X/(B/2) Y/(B/2) (o /)
7 3.5 2.0 4.325 -15.87
0
5.0 4.0 4.922 -4.26
6.0 5.0 4.922 -4.26
7 3.0 1.5 5.261 2.33
4.0 2.0 5.252 2.16
4.5 2.5 5.252 2.16
2.8 Mesh Generation
In the earlier section, features of limit analysis mesh were presented. In general
the meshing scheme should fulfill certain basic requirement as follows:
1. Respect the boundary edges of the domain.
2. Able to handle complex geometry with minimum user intervention
3. Provide control over element size and their spatial variation.
4. Guarantee shape of elements suitable for the analysis.
Boundary edge specification is required for analysis and hence the mesh
generator should be able to confine the elements within the prescribed boundary. For
a large number of problems, fineness of the mesh governs the quality of result and
hence, sufficient control should be available to vary the size and spatial variation. The
shape of elements depends on the type of analysis being performed. For most finite
element applications in which triangular elements are used, small internal angle of
triangular elements can degrade the quality of numerical solution. Hence the mesh
generator should guarantee to avoid such triangles.
In addition for the current purpose, the meshing scheme should incorporate
suitable data structure for mesh post processing to enable efficient insertion of the
special elements as presented in the earlier sections i.e. discontinuous, extension,
beam and joint elements can be done efficiently. Uniform meshes are simpler to
implement and results in good solution for UB analysis as seen from Table 2.7, Type
A mesh. However for LB analysis, such mesh arrangements are unlikely to produce
accurate solutions. Hence for the current purpose, common triangulation techniques
under the broad category of unstructured grid generation are reviewed in order to
select a suitable scheme for implementation.
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2.8.1 Review of Mesh Generation Schemes
The two most common methods falling under the category of unstructured
meshing includes the Advancing Front (Lo, 1985; Lohner 1991) and the Delaunay
triangulation (Delaunay, 1934) method as described below.
2.8.2 Advancing Front Method
The main contributors to the Advancing Front Technique include Lo (1985)
and Lohner (1991). In this method, the boundary is discretized into piecewise linear
curve called the "front". Meshing begins at a selected active front P1-P 2 by inserting a
new point A1 lying inside the domain as shown by Step b of Figure 2.51. The
location of the point and triangle so formed (P1-P2-A1) are checked based on suitable
insertion and triangle sizing criterion. The front is then updated by deleting the
current front P1-P2 from the stack of active fronts and by adding the new sides of the
triangle formed to the stack. Thus the generation advances progressively inward from
the boundary to fill the remainder of the area as depicted in step c. Mesh sizing can be
controlled by a number of methods including the use of a suitable sizing function,
background mesh technique or by using a line or a point of source.
This method can be used to generate anisotropic meshes. In this scheme,
mesh generation occurs in a normalized space where all elements in the
neighborhood of the point N being generated consist of approximate equilateral
triangle. The mesh is then transformed onto the physical space using the function
T(oci,6 ) given by eq 2.79
N 1
T( , 6 1) = 6 1 ®ai (2. 79)
i=18i
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Where N is the number of dimension (2D or 3D), vectors ai (i = 1, .... N) are
mutually orthogonal direction; vectors 6i (i = 1, .... N) are the associated element size
and 0 denotes the tensor product of the two vectors.
As shown in the Figure 2.52, the transformation function allows the mesh to be
anisotropically stretched in a preferred direction. This property is useful in mesh
generation for fluid flow problems in which finite elements oriented along the
direction of flow are preferred.
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Figure 2.51: Active Front Mesh Generation
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2.8.3 Delaunay Triangulation Method
The Delaunay Triangulation technique is the most widely used method for
unstructured mesh generation. It provides criteria for connecting a given set of points
based on the geometric concept of Voronoi/Drichlet tessellation (Drichlet, 1850).
The method is depicted in Figure 2.53 a where given a set of points or "sites"
P={p1, p 2 -. -p, } in 2D space, the plane is divided into Voronoi region V(p ) also
called "tile". Each tile is associated with a single interior generating point Pi such that
any point inside a tile is closer to Pi than to any other site. Equation 2.80
mathematically expresses this relationship. The set of all points with more than one
nearest neighbor form the Voronoi diagram V(P) for the set of sites shown by dotted
lines in Figure 2.53 a.
V(pj)={x: p -x < p -xjVj i} (2. 80)
P 2
P 7
- 6 P7
P1 4
P5
Voronoi diagram
Delaunay triangulation
P3
PP4
Figure 2.53: Delaunay Triangulation and Voronoi Diagram
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Voronoi diagrams and Delaunay triangulation are the dual of each other. For a
given Voronoi diagram, Delaunay triangulation can be obtained by connecting sites
that share a common boundary in the Voronoi diagram (Delaunay, 1934). Due to the
method by which these triangles are formed, Delaunay triangulation has "empty
circumcircle" property as shown in Figure 2.53 b where the circumcircle of triangle
P1-P 2-P3 does not have any other site lying inside it. Delaunay triangulation in general
satisfies well-conditioned triangle criterion (Lawson, 1977 and Sibson, 1978) and
hence finds wide application in mesh generation for finite elements.
A major difference of Delaunay triangulation as compared with the Advancing
Front method is that it does not, by default, respect the domain boundary. Hence
additional constraints are imposed to generate meshes over the specified boundary.
This results in "Constrained Delaunay Triangulation". In addition mesh refinement
scheme is implemented to control the size of triangulation. Delaunay mesh generation
thus typically involves three basic steps.
. Generating an initial mesh over the given set of boundary points
using the Delaunay mesh generation algorithm.
" Constraining the initial mesh over the boundary edges resulting in
constrained triangulation.
. Refining the mesh by incremental node insertion and subsequent
updating to maintain Delaunay property.
For implementation of the Delaunay triangulation, a number of algorithms
exist including those of Green and Sibson (1978), Lawson (1977), Lee and Schachter
(1980), Bowyer (1981), Watson (1981), Cline and Renka (1984) and Sloan (1987).
Table 2.7 gives the best and worst-case operation counts for these algorithms where
N represents the number of data points to be triangulated. The average case
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performance is generally obtained by triangulation over randomly generated points
within a square or circle. The worst-case performance rarely occur in practice, hence
the average case performance indicates the algorithm efficiency. From the table, Lee
and Sachtler's first algorithm is the most efficient, however it is rarely used in practice
due to difficulty in implementation. The algorithm by Cline and Renka and Sloan are
most widely used in practical finite element implementation. Sloan's algorithm
combine features of Lawson and Watson's procedures and is very simple to
implement. Renka's algorithm has the advantage over Sloan's algorithm that it
minimizes the storage needed for triangulation using very compact data structure,
however it is more complex to implement.
Mesh containment can be achieved by the method suggested by Sloan (1993) in
which the constraining segment is inserted one at a time into the Delaunay scheme
and the triangulation updated to remove triangles intersecting the segment. Other
methods exists, which includes the more sophisticated algorithm by Chew (1989)
which gives an optimal scheme in that its worst case operation count is 0 (Nlog2N),
however it is more complex.
Insertion of nodes and thus mesh refinement can be achieved by several
techniques such as background meshing, point or line source and others. In the Chew
(1993) and Rupert (1995) algorithms, mesh refinement is achieved by inserting nodes
at the existing triangles circumcenter. Shewchuk (2002) combined the features of
these two algorithms and showed that this technique can generate quality meshes for
large number of different cases.
116
Algorithm Average case Worst case
Cline and Renka O N') 0(N2)
Green and Sibson O(N) O(N)
Lawson [1) 0(N4) 0(N)
Lee and Schachter (1) O(N log1 N) O(N 10 2 N)
Lee and Schachter (2) O(NI) 0(N)
Sloan O(N) 0(N2 )
Watson O(N") 0 (Y 2)
Table 2.9: Operation Counts for Delaunay Schemes (from Sloan, 1992)
2.9 Selection of Mesh Generator
Advancing Front and Delaunay methods both are used for mesh generation in
number of finite element application. Advancing front methods are common in
application to fluid flow where it is desired that the elements be aligned in the
direction of flow. Delaunay triangulation on the other hand is much simpler to
construct and due to its inherent property of producing well-conditioned triangles, it
is widely popular for mesh generation in finite element applications and is selected for
the current purpose.
From the discussion in Section 2.8.3, Sloan's (1987, 1993) implementation of
Delaunay and Constrained Delaunay triangulation is efficient and is simple to
implement and hence is selected for implementation. Subsequent refinement will be
performed based on the framework provided by Shewchuk (2002) as it combines two
of the most powerful refinement algorithm of Chew (1993) and Rupert (1995).
Detailed implementation of the selected meshing scheme is discussed in Chapter 4.
2.10 Summary and Conclusion
Limit Analysis is a useful tool for performing stability calculations of
geotechnical problems. Due to recent improvements in numerical limit analysis using
finite elements for spatial discretization, this method has immense potential for its use
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in practical and academic environment. This essentially requires a user interface,
which will provide an integrated environment for parameter input, mesh generation
and final result presentation. Delaunay triangulation is selected as the initial mesh
generation scheme to be incorporated in the user interface. As discussed in Section
2.7, mesh arrangement and refinement has serious effect on accuracy of the result
especially for the lower bound analysis. Hence, an ideal mesh generation scheme
should be able to identify singularities and plastic flow regions for subsequent
adaptive refinement. The current selected scheme lacks these adaptive capabilities.
However, it provides a good start for mesh generation so that additional requirements
can be included in future developments.
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3 DEVELOPMENT OF THE ANALYSIS TOOL
3.1 Introduction
This chapter describes the steps involved in developing an interactive graphical
user interface for performing numerical limit analysis. This presentation is subdivided
into requirements study, design decisions and implementation. In the requirement
study, Section 3.3.2, various conditions and constraints to be fulfilled by the
application are detailed. Based on these considerations, design decisions are made in
section 3.3.3 followed by actual implementation. Finally, the prototype resulting from
the implementation phase is presented.
3.2 Development Life Cycle
Like any engineering project, a software project follows a lifecycle that starts
with its initial vision to its final completion and delivery. Figure 3.1 shows basic
components of lifecycle, which includes problem conceptualization, requirement
analysis, broad design, implementation, testing and debugging and final release.
Relationships between these different components or phases leads to different
"lifecycle model". The models may include all or some of these components. Out of
several of such models that exist, a suitable model is usually followed in industry and
elsewhere for systematized development. Some of the common lifecycle models are
described below in order to select a suitable model for the current development.
3.2.1 Pure Waterfall
The Pure Waterfall Model (McConnel, 2001) lays down a series of sequentially
dependent phases from Software concepts to system testing. In this model
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requirement analysis is done in detail before any architectural design is started and so
forth with no overlap allowed between phases as is shown in Figure 3.2. Each of the
phases is heavily documented in order to layout clear guidelines for the subsequent
phase.
A major disadvantage of this model is the difficulty in allowing mid-project
changes and hence, the model only works well only for clearly understood and well-
defined projects. Several variations of the waterfall model exist that address this and
other drawbacks. This includes the "Sashimi Waterfall" that allows phase overlap;
'Waterfall with Subprojects" that breaks architectural design into smaller independent
subprojects such that several work can be done simultaneously and Waterfall with
Risk Reduction" that includes a risk reduction spiral at the start to address
requirement risks. These models are represented in Figures 3.3, 3.4 and 3.5,
respectively.
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Figure 3.1: Basic Components of Development Lifecycle
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Figure 3.2: The Pure Waterfall Model (adapted from McConnell, 2001)
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Figure 3.3: The Sashimi Model (adapted from McConnell, 2001)
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Figure 3.4: Waterfall with Subprojects (adapted from McConnell, 2001)
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Figure 3.5: Waterfall with Risk Reduction (adapted from McConnell, 2001)
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3.2.2 Code-and-Fix
As Figure 3.6 suggests, Code and Fix model requires little or no planning before
the implementation phase commences. The work of simultaneous coding and
debugging extends up to the product release. This type of approach gives no
importance to quality control, documentation and formal testing and hence, generally
proves disastrous for large projects. Thus it is the least preferred model and is suitable
for work of temporary nature only.
Code-and-Fix
System Release
Specification (maybe)
(maybe)
Figure 3.6: Code and Fix Model (adapted from McConnell, 2001)
3.2.3 Spiral Lifecycle
In the Spiral Model, the project is divided into number of small sequential
projects (or spirals). Each small project generally involves basic phase of risk analysis
(to modify the project scope), prototype development and simulation for design,
actual implementation and planning for the subsequent spiral. Hence, the project
grows with the completion of each spiral. This type of approach is very common
design strategy for product development in other engineering processes as well.
Figure 3.7 shows the model in detail. Each of the spirals is somewhat similar to
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waterfall model. However by identifying the project risk at an earlier stage, it does not
suffer from the disadvantages of the waterfall model.
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Figure 3.7: The Spiral Model (adapted from McConnell, 2001)
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3.2.4 Evolutionary Prototype
In the Evolutionary Prototype Model, the design and implementation phase
start with the most visible set of requirements. Further progress is then decided based
on customer feed-back and requirement changes until the work is "complete" as
decided jointly by the developer and customer/user. Thus it is very suitable for
projects with rapidly changing requirements or in projects in which optimal
architecture or algorithm is difficult to judge at the beginning. As it produces a steady,
visible sign of progress, it is preferred for projects having strong demand on the
development speed. Figure 3.8 depicts the above approach. The disadvantage of this
model is that due to its evolutionary nature, no well-defined time frame can be laid
for project completion. This can sometimes lead to code-and-fix kind of development
in order to meet the project deadline.
Design and
implement
initial
prototype
Refine prototype Complete
until acceptable and release
prototype
Figure 3.8: The Evolutionary Prototype Model (adapted from McConnell, 2001)
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3.2.5 Model Selection
In the previous sections, common lifecycle models for software development
were described briefly. The suitability of these and other models (as Staged Delivery,
Design to Schedule, Design to Tool, Extreme programming etc) to a project depends
of the project requirements (McConnel, 1996). Development models when chosen
carefully help in laying out order and improving development time and quality.
Software development in an academic environment generally involves a small
development team (one or two students) with the academic advisor or fellow students
performing the role of user feedback. Moreover, working in a research environment,
the scope and requirements can changes rapidly over time.
Table 3.1 summarizes the performance of common lifecycle model for most
frequent project characteristics and requirements in this environment. Change in system
architecture measures the performance of the model when applied to project area in
which little or no prior experience exists. These types of project have high chances of
architectural changes due to poorly understood requirement at the beginning of the
project. Hghy reliable system refers to the quality of the final product developed using
the model. The performance of the model to change in project's size or
diversification is measured through large growth envelope characteristics. Risk Management
measures the model's capability in identifying and controlling risks to the project
schedule. Midcourse corrections refer to the ability to the model to project modification
during the development cycle. Progress visibiliy measures the ability of the model to
provide ability for tracking the project's progress. Based on the model's best
performance in these areas, rating of "Poor", "Fair" or "Excellent" is given in the
table.
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For the current development work, the initial scope of work is fairly well
understood. However the work has lot of potential for midcourse modifications
based on feedback and widening of the work scope as the research progresses. Based
on the table, the Evolutionary Prototyping Model best fits the requirement and is
generally followed for development.
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Table 3.1: Performance of Common Lifecycle Model (based on McConnel, 2001)
131
Project Characteristic/Requirement Pure Code and Spiral Modified Evolutionary
Waterfall Fix Waterfall Prototype
Change in System Architecture Poor Poor Excellent Fair to Poor to fairExcellent
Highly Reliable System Excellent Poor Excellent Excellent Fair
Large growth envelope Excellent Poor to fair Excellent Excellent Excellent
Risk Management Poor Poor Excellent Fair Fair
Midcourse Corrections Poor Poor to Fair Fair ExcellentExcellent
Progress Visibility Poor Fair Excellent Fair Excellent
3.3 Software Development
The following sections gives details of the phases involved in the application
development.
3.3.1 Conceptualization and Objective
Chapter 2 has shown that ultimate limit load can be reliably predicted using
Numerical Limit Analysis with in-built accuracy indication while it is very difficult to
assess accuracy using Limit Equilibrium Methods. Much research has focused on the
development of limit analysis and currently the numerical capabilities are well
developed for its application to most general problems existing in practice. However in
absence of any tool for its practical implementation, any progress in making this
method a common analysis and teaching tool has been greatly restricted. The aim of
this current development is thus to bridge this gap between limit analysis developments
and its application by providing an integrated environment for analysis.
3.3.2 Requirement Analysis:
The following section studies the requirements with regard to long-term goal of
the project. This includes end user classification, identification of major development
tasks, usability, flexibility and other such requirements. Requirements are specified
based on the following background information:
. Presence of Fortran 77 code for numerical implementation.
* Current user interaction through poorly detailed text file input.
. Absence of any guidelines/manual and hence understanding of the
computational module essential for user interaction.
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. Absence of integration between input, mesh generation and output.
. Absence of suitable mesh generation scheme.
3.3.2.1 User Classes
The program is event driven where user input in the form of mouse clicks, menu
item or dialog box selection guides program flow. In such applications, in order to have
effective communication between the user and the application, user characteristics play
a major role in various aspects of design which includes decisions regarding features to
be incorporated, selection of suitable language to support feature requirement etc. This
clear identification of user characteristics is an essential requirement for the analysis.
For the current development, the general environment in which the program aims to
be used is studied in order to identify potential users and it includes:
1. Academic setting: use of program as a tool to teach basics of limit
analysis and its application for simple stability
problems
2. General setting: use of program for solving practical design
problems.
Based on the above setting identification, it is seen that in an academic setting,
the users will in general be relatively inexperienced in the use of the tool and in concept
of limit analysis application. This indicates that the program should be simple and
support learning by incorporating help features. On the other hand users in general
setting, may have more experience in using the program. Hence, their requirement will
focus on the need to have sufficient parameters to handle generalized problems. Thus,
potential users and their characteristics can be summarized as below:
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1. Beginner/Learner Level (LEVEL A): This includes user with basic
Geotechnical background (as for example undergraduates with major in civil
engineering). Such users are new to the application of limit theorems for
stability analysis. For this class of user help features and prompts will form an
essential part of learning.
2. Advanced Level (LEVEL B): This includes user having more experience in
Geotechnical application. It includes:
" Practitioners or industry users as a means to get quick and reliable
value of the ultimate load for design.
" Graduate level students for performing analysis in conjunction with
academic classes or research.
" Researchers interested in studying effectiveness of the program by
controlling the analysis parameters as mesh effects, boundary effects
etc.
For such class of users, option for incorporating sufficient analysis parameter and
greater control over the program flow is desired.
3.3.2.2 Usability
The usability requirement is a measure of effort required to prepare input for,
operate, and interpret the output. Based on the broad objective of the tool, user
friendliness and ease of use is an important requirement to be addressed by the tool. It
requires functionality suitable for application to practical problems. However additional
functionality should not come at a cost of ease of use. When used in a teaching
environment, it should support learning process by easily available help and
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instructions. In order to facilitate effective communication between user and the tool,
it should be developed in an environment that the user is most comfortable to work in
for example a Window based user should be able to communicate with the tool in the
Windows standards of menus and tools.
3.3.2.3 Flexibility and Maintainability
The tool should be flexible enough to allow easy addition of new capabilities and
modifications in existing features. At the same time, maintenance issues with regards to
the application should be effortlessly addressed. Thus, flexibility and maintainability are
critical for the current purpose as the application developed can undergo frequent
revision based on user feedback.
3.3.2.4 Portability
This requirement refers to the effort required to migrate the tool from one
operating environment to another. As the application aims to be used by varied class of
users whose system details cannot be decided at the time of development, portability
thus forms part of essential requirement. The application should be able to run on
most common platforms with little increase in development effort. Portability
requirement ties well with the usability requirement by providing the tool on user
preferred system. However portability and ease of use should not come at the cost of
efficiency or flexibility requirements.
3.3.2.5 Interoperability
To complete the development in a time efficient way, maximum usability of the
existing module is desirable. Thus, the current development should be able to reuse the
existing computational module with minimum changes. This causes an additional
135
requirement of interoperability of the new development with existing computation
modules developed using Fortran 77.
3.3.2.6 Basic Tasks Identification
Based on the discussion in Chapter 2 and the requirements laid out so far, basic
modules identified for development includes the following:
User Interface: This is necessary to provide an interface to the existing
computational module to wrap the Input/Output details from
users. The interface development should be compatible with
both levels of users mentioned earlier. A graphical user
interface should be preferred which allows easy input through
operations like mouse operations, dialoging boxes etc. At the
same time, it should provide users with sufficient control
options during input/output.
Mesh Generator: To integrate all the aspects of analysis in one simple package it
is essential to provide a module for mesh generation. Details
of mesh generation requirements as special features to be
considered in development, suitable algorithm etc. has been
discussed earlier in Chapter 2.
Tutorial Module: For the package to be used by Level A user, it is essential to
teach the concepts through simple sample problems in which
default conditions are handled by the program and the user is
given few decision making controls. In addition instructions
and help should also be easily available. This can be done by
incorporation of a teaching module in the application.
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3.3.2.7 Reliability and Robustness
Reliability of the tool is desirable not only in the software execution terms but in
terms of analysis predictions as well for the application to be of any practical use to
designers. Moreover the system should be able to handle invalid input data without
application crashing and hence robustness is a desired attribute for the system to
maintain user friendliness.
3.3.3 General Design
In this section general aspect of design is discussed. This includes suitable
language selection as it enables addressing specific design issues in more detail. The
flexibility and extensibility requirement suggests Object Oriented Design (OOD), a
technique in which design is done in terms of self-contained entities or objects
composed of data and operations. Interaction among objects is achieved through the
supported operations or methods. Several programming languages under the category
of obfect-orientedprogramming languages have been created specifically to support OOD for
example C++, Java, Smalltalk, and so on. Another aspect of design includes
architectural planning which defines relation among various modules of the program to
facilitate smooth interaction among them. Furthermore utilization of the existing
computational module as is or with little modification is also targeted, as the time
involved in converting the module to interface compatible language is not justifiable.
All the above-mentioned issues are addressed in more detail in the following section
3.3.4 Programming Language
As detailed in the requirement analysis, the system being event driven, the
implementation language should have extensive graphic capability. Furthermore
portability and effective user interaction issues suggest use of language that could
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support reasonable number of platforms. Keeping these and other requirements as
OOD in mind, Java is selected for the purpose. Its capabilities and functionalities
specific to this application development work are summarized as follows:
1. Java is object-oriented programming language and hence supports OOD.
2. Swing package with the Java TM Foundation Classes (JFC) provides extensive
graphic capabilities for GUI.
3. Java runs in Java Virtual Machine (JVM), which gives platform independency
to the program and hence supports portability.
4. "Pluggable Look and Feel" feature in Java allows the user the flexibility of
working in the environment in which he or she is most comfortable with.
Another additional feature of program written in Java is that it can be run as an
applet and hence opens the possibility of the application being available to larger
audience through the Internet. The drawback of this kind of distribution is that
due to security issues programs working in applet are greatly restricted on the
user machine. These and other related issues are not discussed in any detail as
they are beyond the scope of the current requirement.
3.3.5 Interaction among Components
In order to utilize the existing computational module, Java should be able to
interact with Fortran 77, the implementing language of the existing module. This can
be achieved through two different methods. Figure 3.9 shows one of the methods
where Java Native Interface (JNI) is used as means of integration. JNI is the native
programming interface that allows Java code to operate with applications and libraries
written in other languages. Through this framework other language methods can share,
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create, use and modify Java objects in the same way that Java code uses these objects
thus enabling a two-way communication between the two. However while the above-
described communication is possible between Java and C/C++, for Fortran
application additional C/C++ wrapper classes are required for the purpose as is
depicted in the figure. Another method (Figure 3.10) uses Java runtime command to
invoke any application or program. Such a method is preferable if the integration is
required only for the purpose of launching an external language module from within
Java with no interaction between routines/methods of the two.
For the current purpose the objective of creating user friendly tool can be
accomplished by using the application developed using Java to write user inputs in a
text file compatible for the computational module and similarly using the application to
present the results by reading the generated output files, both performed without any
additional effort from the user side. This kind of data exchange between Java and
Fortran can achieve much simpler integration without the complexity associated with
JNI. Thus option 2 is selected in which the Runtime commands are used to invoke the
Fortran module internally as and when required by the application.
3.3.6 Architectural Design
Software architecture can be defined in numerous ways and out of several
definitions compiled by Carnegie Mellon Institutes' one that suits the current purpose
defines software architecture as "...an abstract system specification consisting primariy of
functional components described in terms of their behaviors and interfaces and component-component
interconnections" (Hayes-Roth, 1994). For the current development basic components
identified so far include an Interface module for user input and result presentation, a
Mesh generation module, a Computational module and a Tutoring Module. In addition
I http://www/sei/cmu.edu/architecture/definitions.html
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a Data Module is required for internal data representation and saving to I/O text file so
that interaction of the current development with the Computational module can be
achieved.
General aspects of the design including language selection and integration issues
were addressed in the earlier section. Hence, all these separate pieces can be grouped
together to achieve a comprehensive architecture. One basis of design could be the
Model-View Controller (MVC) type architecture whose main feature is decoupling of
all the three basic components (i.e. data presentation, user interaction and data
manipulation). In this type of architecture, Model represents the structure of the data in
the application as well as application-specific operation on data; View accesses data
from the Model and specifies how that data should be presented in the UI and
Controller listens to user input/actions, manipulates the Model and causes the View to
update appropriately. MVC is very effective in event driven UI-type application where
a flexible and easily extensible Controller manages the whole flow of the application.
Design based on MVC architecture suits the current development. This
architecture as applied is depicted in Figure 3.11. As shown in the figure, the Model
encompasses the Mesh Generation, Tutoring, Computational and Data Modules. All
these modules exist as separate entities within the application. The Controller manages
information flow between them as shown in Figure 3.12. In the figure the dark flow
lines represent direct interaction among components and the dotted lines represent
interaction achieved through Controller. Interaction between Computational Module
and the rest of the system is achieved through I/O data file. The Controller passes
information (user responses, requests, file names etc obtained from the View) to the
Data module for storage and further manipulation. If required, data is passed to the
Generator module for mesh generation. Any change to the data as a result of these
manipulations is saved to text files. For Level A users, the Controller generates sample
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files and displays instructions and help depending on the problem type. This forms part
of the tutoring module.
The View accepts request via standard menu, dialog boxes and mouse clicks on
the canvas. Based on user request, it accesses information from Model or the control is
passed to the Controller for data manipulation. The updated data is then passed to the
View for representation. The Controller thus controls running of the application. It
listens to user input, performs file manipulation, controls flow of data to the Model
components for data manipulation and causes the View to update the changes.
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Figure 3.9: Implementation using Java Native Interface (Option 1)
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Figure 3.10: Implementation using Java Runtime Commands (Option 2)
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3.4 Project Implementation
The following section describes briefly the design implementation. The project
is arranged in directories such that the java source code lies under director "src", the
FORTRAN files used in the computational module under "files" and html based files
for help and tutorial under "tutor" as depicted in the screenshot of the project
directory below (Figure 3.13).
0 LimitAnalysis ipr
!
fiJbin
R A docs
files
R) J Images
31 ~Jsrc
tutor
limitana.properties
i LimitAnalysis.ipr
LimitAnalysis.iws
Figure 3.13: Project Arrangement for Development
In Java implementation each separate entity is termed a Class where Class is
defined as " .... blueprint, orprotoype, that defines the variables and the methods common to all
objects of a certain kind' (Sun Microsystem Inc)'. Interaction amongst different classes is
obtained by the methods defined in the class. Groups of similar classes (or classes
belonging to the same module) are arranged in a Package for clarity and structure.
Figure 3.14 shows basic packages used in the project implementation, which are
arranged under the project directory "src ". This includes the following:
. Package data contains classes belonging to data module,
. Package launcher contains classes, which causes launching of the
external computational module.
1 http://java.sun.com/docs/books/tutorial/java/concepts/index.html
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. Package mesh contains classes causing generation of mesh for
numerical analysis.
. Package ui contains all classes forming part of the View
. Package utilio contains general java classes implemented for
providing miscellaneous utility methods to other classes.
Figure 3.14: Basic Packages for User Interface Development
Further details regarding implementation of the designed Model-View-
Controller architecture is presented below.
3.4.1 View Implementation
Classes falling under package ui are used for developing the View. The package
arrangement and the interface developed are shown in Figure 3.15. The basic class of
the View is Main Window.java, which causes all the interface components to be
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arranged suitably in the View. These components include Menu bar, Canvas panel,
Toolbar bar, and Status bar. Menu bar is the basic component to handle user
interaction and consists of menu items for the purpose. The Canvas panel is used to
accept user input graphically (i.e. through actions such as mouse click, mouse
movement etc) and to display the modified state as required by the Controller. Other
forms of user input are possible through items listed under its menu or through
dialog box inputs. The Tool bar implements items of the menu most frequently used
such as buttons for file opening and closing. A Status panel is used to display program
status to the user.
Different types of dialog boxes and buttons exist in the program for
input/output operations. Though each one of them performs specialized function,
they have certain common methods and variables. Hence, abstract1 classes are used to
define their basic behavior and are grouped under the package ui.base. The dialog
boxes or the buttons then inherit these base classes to implement methods specific
for them.
Package ui.canvas is used to groups all types of canvas panels. This includes the
base or abstract class BaseCanvasPanel which defines the general behavior of canvas
panels and implements common methods; GeneratorPanel which is active during
parameter input and implement among others, methods for mouse operation and
OutputPanel which causes appropriate results to be drawn on the panel.
Other packages within the View includes ui.dialog which groups all the dialogs
boxes available for user input and ui.pane which is used to draw buttons on the project
pane for easily accessing most common menu items.
1 Abstract classes in Java are those that define and may partially implement the generic behavior for a group of
class, but much of the class is undefined and unimplemented.
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3.4.2 Controller Implementation
The Controller implemented by class Controller. Java is the heart of execution as
it controls the entire flow of the program. It acts as a listener to all the user events in
the view (i.e. mouse clicks on the canvas, item selection from the menu and the tool
buttons etc.) and causes suitable items to be displayed based on user request.
Furthermore it interacts with the Model for data manipulation and storage as depicted
earlier at the design phase (Figure 3.12).
3.4.3 Model Implementation
The packages data and mesh respectively, implement the Data and the Mesh
module of the Model within the java framework. The data module (Figure 3.16)
consists of the input and output file models which are used for reading the I/O (i.e.
text files generated by the analysis module or through user input) of the
Computational module. Classes under this package implement methods for saving
any changes that occur to these I/O files through operations as data manipulation or
mesh generation.
Mesh generation forms an important part of the current development and is
implemented by the package mesh (Figure 3.17). Background information for
development of the mesh generation module such as mesh requirement, features of
limit analysis mesh, available meshing algorithms etc were presented in Chapter 2.
The current implementation is based on a Delaunay triangulation algorithm. The
basic task performed includes generation of constrained boundary mesh (Sloan,
1992); mesh refinement (Shewchuk, 2000) and post processing to incorporate suitable
parameters for analysis. Detailed discussion of issues related to mesh generation and
its Java implementation is presented in Chapter 4.
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The launcher package causes the execution of the analysis files, which are
arranged within the project directory system. The Tutoring module consists of html-
based help and instruction files arranged under the project directory system.
Depending on the user requirement or requests, these files are launched through
various options available in the View. In addition it consists of sample problem files
though which basic instructions to a new user will be given. Figure 3.18 depicts a
typical help and instructions that will be available by this module depending on the
sample problem being considered. Details regarding functions implemented by the
tutoring module are given in Chapter 5.
3.5 Summary and Conclusion
This chapter systematizes the development of the limit analysis application.
The work is identified as evolutionary in nature as much scope exists for midcourse
revision and feature addition. Hence, the development is based on an Evolutionary
lifecycle model. Based on the most visual aspects of development as conceptualized
in chapter 2, a detailed requirement analysis is performed. The requirement analysis
phase lays out clear specifications for design decisions regarding the architecture and
module interaction. Java is selected for code implementation with Model-View-
Controller type of architecture. Finally the implementation details are presented.
Further details of the Mesh and Tutoring module are presented in Chapter 4 and 5,
respectively.
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Java Implementation
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Figure 3.15: Java Implementation and the Basic User Interface
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Figure 3.17: Mesh Module implementation
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4 DEVELOPMENT OF MESH GENERATION MODULE
4.1 Introduction
This chapter presents a description of the mesh generation module
implemented in the user interface. This includes description of the Java
implementation of the module and detailed description of the mesh generation
algorithms. The basic task performed by the module includes the following:
* Generation of boundary mesh using Sloan's (1987, 1992)
implementation of initial and Constrained Delaunay triangulation.
. Refinement of mesh based on framework proposed by Shewchuk
(2000).
. Post processing to incorporate parameters for analysis.
Section 4.2 gives a brief explanation of the architecture and java classes used in
the implementation. The algorithms used for triangulation are described in Section
4.3. Finally, limitations of the current implementation are summarized in Section 4.4.
4.2 Java Implementation
Basic work performed by the module is shown in Figure 4.1. The java classes
used for implementing these work are organized under the package mesh.del and are
listed in Figure 4.2. The class MeshController handles the flow of work within the
package and is responsible for post processing operations. Class MeshGenerator
performs the main task of mesh generation and refinement when called by the
MesController (Step 1 to 4 of the figure). Utility classes used in this package include
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MConstants, MeshGenException and StatusDialog. Class MConstants maintains list of
constant variables used globally within the package while StausDialog is used in
updating the generation progress in the View. Class MeshGenException passes error
information to MeshController, which in turn either handles the error or transfers
information to the Controller.
Step 1: GENERATE DELAUNAY TRIANGULATION T USING P
Step 2: CONSTRAINT T USING SEGMENTS IN L
tep 3: REFINEMENT T BY INSERTING ADDITIONAL POINTS
T
Step 4: POST PROCESSING OF T TO ADD SPECIAL ELEMENTS (DISCONTINUITY,
JOINTS, SOIL-STRUCTURE INTERFACE ETC) AND ANALYSIS
PARAMETERS (LOADING CONDITION, INTERFACE CONDITION ETC)
Figure 4.1: Basic Steps of Mesh Module
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& ~mesh
El 'del
I '~MConstants
C % MeshController
C 'b MeshGenerator
C MeshGenException
C. 0 StatusDialog
Figure 4.2: Java Implementation of Mesh Module
4.3 Triangulation Implementation
The information available for mesh generation includes line segments
L={4,L 2 ,.. .L,}and data points P={P1 ,P 2 . .----- n} located at the end of line
segments and structural members and at load locations. Line segments define the
boundary constraints for triangulation while the point give locations for initial
Delaunay triangulation. Triangles formed during the meshing process are defined by
their vertices and edges.
During the process of mesh generation, the triangle data (i.e. information of
vertices and edges for a triangle) are updated regularly to reflect changes in the
triangulation. The data structure selected to store triangle information should also
support various triangulation and post processing operations such as location of
triangle enclosing a given point, information about adjacent triangles for updating,
information of triangle sharing a common edge for adding discontinuity etc. Hence,
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selection of a suitable data structure is essential for the efficiency of the algorithm.
Keeping this in mind, the structure implemented for storage is shown in Figure 4.3
(Sloan, 1992). Each element of this data structure corresponds to information for a
particular triangle and includes list of its vertices and adjacent triangles. The vertices
and adjacency information are listed anticlockwise with the first vertex lying at the
intersection of the edge along the first and third adjacent triangle. Any edge of a
triangle not shared by another triangle is defined as an "empty edge" and denoted by
0 in the adjacency list. Thus, by maintaining uniformity of nomenclature and by
storing information about the adjacent triangles, the data provides complete
information for the triangle in a convenient manner for subsequent modifications
and meshing operations.
Generation of triangulation is performed in three stages namely Delaunay
triangulation over the given data points, modification of triangulation to generate
constrained Delaunay and finally triangulation refinement. The mesh generated
from the first stage results in triangulation of the convex hull of the given set of
points. The resulting triangulation is then constrained in the second stage such that
none of the segments is intersected by any triangular edges and all triangles lie
entirely inside the given boundary. In the final stage, the constrained mesh is refined
by point insertion at existing triangle circumcenter and along center of existing
segments.
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C0
3
Vertex** Adjacency**Triangle (Vi*-V2-V3) (T1-T2-T3)***
A 3-1-2 C-0-B
B 3-2-4 A-0-C
C 3-4-1 B-O-C
* V1 at the intersection of T1-T3
Vertices and adjacency listed anticlockwise
*** T1,T2, T3 are triangle along edges of the triangle considered
Figure 4.3: Data Structure used in Triangulation (after Sloan, 1987)
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4.3.1 Stage 1: Delaunay Triangulation
The algorithm used for initial triangulation is outlined in Figure 4.5. This is
based on the algorithm proposed by Sloan (1987), which combined features of
Watson (1981) and Lawson (1977) procedures. In this scheme, a " super-triangle" is
inserted at the start of the triangulation, which encloses all the points in P (Watson,
1981). The vertices of the super-triangle are selected so that they lie at considerable
distance from any of the data points. This is desired so that the resulting triangulation
is strictly convex. The super-triangle then describes the initial triangulation consisting
of a single triangle with all edges empty.
Points are then added recursively maintaining Delaunay property after each
insertion (Steps 1-B to 1-H of the figure). For convenience, data points are
normalized during this process using equation 4.1 a and b. This ensures that the
points are scaled to value between 0 and 1 without any change in their relative
positions.
Xi =(xi _Xmin)/Dmax (4.1) a
yj = (yi - ymin)/Dma (4. 1) b
Where Dmax = Max [(xmax-Xmin), (ymax-ymin)] and Xmax, Xmin, ymax, and ymin are maximum
and minimum values of points in the data.
For each point Pi being inserted into the triangulation, an existing triangle
encompassing the point is located using the searching algorithm due to Lawson
(1977). Since the vertices of the triangle are listed anticlockwise, a point is defined to
be inside any triangle when it is to the left of each of the edges of the triangle. This
property is used in the above-mentioned searching algorithm in which the search
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starts at the last triangle inserted in the system. If any edge is encountered such that
the point lies to the right of it, the search shifts to the triangle adjacent to that edge.
This method thus minimizes number of search required to locate the triangle. The
triangle is then replaced by three new triangles through the process called "splitting of
triangle" as depicted in Figure 4.6 (Lawson, 1977). The new triangles formed having
non-empty edge opposite Pi are added to a newly initialized stack1 S to check for
Delaunay property.
Each triangle in S is removed one by one for this purpose and the triangle
adjacent to edge opposite Pi is located. The implemented data structure (Figure 4.3)
supports this operation by storing the adjacency list for each triangle. The Delaunay
property is said to be violated if the vertex Pi of stacked triangle lies inside the
circumcircle of the adjacent triangle as illustrated in Figure 4.7, step a. The diagonal
of the quadrilateral formed by the two triangles is swapped in such a case (i.e.
swapping of the diagonal V1-V2 in the figure). Triangles now opposite to Pi in the
updated triangulation are added to S for further check (i.e. triangle A and B in Figure
4.7,step b).
The above process of removing and checking triangles in S is continued as long
as triangles exist in S. This results in Delaunay property being restored after each
point insertion. Once all the points have been inserted, a triangle containing any
vertex of the super-triangle is removed before proceeding to the next step.
4.3.2 Stage 2: Constrained Delaunay Triangulation
During the process of constrained triangulation, line segments in L not already
present in the triangulation are inserted recursively as shown in Figure 4.8 (Sloan,
1 Stack is a data structure in which items are added and removed from the same end. Due to this property, they
are generally referred as LIFO i.e. last in first out.
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1992). For each line segment Li being inserted into triangulation, stack Ag is initialized
to maintain list of intersecting edges and stack I for maintaining list of new edges
formed during the process. A triangular edge is said to intersect a given line segment
when the edge crosses the segment through its point other than its end points. These
edges are replaced by new edges during the constraining process. At the start of the
insertion of segment Li, the algorithm loops over all the edges of the existing triangle
to locates and fill V with intersecting edges for the segment. The algorithm then
loops over edges in W to remove the intersecting edge (Steps 2-C to 2-E of Figure
4.8).
For each item removed from xg, triangles Ti, T) sharing the edge are located. If
the quadrilateral formed by these two triangles is found to be convex, the edge is
replaced by a new edge through diagonal swapping as (illustrated previously in Figure
4.7) The new edge is checked for intersection with the given line segment. If it is still
an intersecting edge for the line segment, it is added to Ig or else it is added to the
stack of new edges 1. The above process of removal of intersecting edges is
illustrated in Figure 4.9 where the vertices Vi,Vj define line segment being inserted
and V1,V 2; V 2,V 3 and V 3 ,V 4 are the edges intersecting it.
Once all intersecting edges in Ag are removed, newly created edges in I are
checked to restore the Delaunay property. (Step 2-F and 2-G of Figure 4.8). Diagonal
swapping is only performed in cases where no further segment intersection occurs.
Finally after insertion of all line segments, check is performed for "superfluous
triangles". A triangle is said to be superfluous if it does not lie entirely within the
prescribed boundary (this may happen even when none of the edges intersect the
boundary segment). All such triangles are removed, resulting in a constrained
triangulation over the given line segment.
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Figure 4.4: Triangle Searching Algorithm (Lawson, 1977)
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NORMALIZE SET OF POINTS
Step 1-A: FORM SUPER TRIANGLE
Step 1-B: INSERT POINT Pi BY LOCATING TRIANGLE T ENCLOSING IT
Step 1-C: SPLIT T AND UPDATE
0 Step 1-D: PLACES TRIANGLES OPPOSITE TO THE NEW POINT Pi ON A STACK S
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Figure 4.5: Algorithm for Delaunay Triangulation (after Sloan, 1987)
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Figure 4.6: Splitting of Triangle (after Sloan, 1987)
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Figure 4.7: Diagonal Swapping to Maintain Delaunay Property (after Lawson, 1977)
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Step 2-A: GET ITEM Li FROM L
LI
PRESENT IN T
Y
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EDGES (xV) & NEW EDGES (Z ) AND
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Figure 4.8: Algorithm for Mesh Constraint (After Sloan, 1992)
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Step 2-D: INSERT NEW EDGE BY DIAGONAL 0
SWAPPING OF THE QUADRILATERAL0
, ,
Step 2-E: CHECK NEW EDGE AND ADD TO EITHER
Mf (IF IT INTERSECT L,) OR I (IF NO FURTHER 4
INTERSECTION WITH L)
Step 2-F: GET AN EDGE FROM Y,
w
Step 2-G: CHECK DELAUNAY CRITERION OF ADJACENT 0
TRIANGLES AND SWAP IF REQUIRED 0
Step 2-H: REMOVE SUPERFLUOUS TRIANGLEE
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Figure 4.9: Searching and Removing Intersecting Edges for Line Segments (after Sloan, 1992)
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4.3.3 Stage 3: Mesh Refinement
Refinement of the constrained triangulation is achieved by node insertion either
at the circumcenter of existing triangles or along line segments. Selection of triangle
and segment for refinement depends upon suitable sizing criteria as described below.
This scheme is based on the framework described by Shewchuk (2000). This
framework unifies the basic features of two most pioneering Delaunay refinement
algorithms of Chew (1989) and Rupert (1995). Both these algorithms propose node
insertion at the circumcenter of existing triangulation, however they varied in other
details, some of which are mentioned below.
In Rupert's scheme (1995), unconstrained Delaunay triangulation is used for
refinement, with the segments recovered during the refinement process by inserting
vertices at the midpoint of the missing segments. Refinement is obtained by segment
splitting or by node insertion at the triangle's circumcenter. Criterion of segment
splitting is based on the encroachment concept using diametric circle as described in
Section 4.3.3.2. For triangle splitting, the bound B (refer Section 4.3.3.1) was selected
as I. Splitting of encroached segments was given priority over triangle splitting.
Chew's algorithm used constrained Delaunay mesh for refinement. Triangles were
split by node insertion at their circumcenter and segments were split if the node being
inserted and the triangle lied on opposite sides of the segment. The value of B
selected for determining skinny triangles B (refer eq. 4.3, Section 4.3.3.1) was selected
as 1.
In the following sections, the criteria and scheme selected for the current
implementation is described:
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4.3.3.1 Criteria for Node Insertion
Triangles defined as "oversized" or "skinny" are selected for refinement. A
triangle is said to be skinny when:
r
-> B
(4.2)
Where r and 1 is the circumradius and shortest edge of the triangle and B is a
chosen limit for the ratio of r/l.
This ratio is related to the minimum angle of the triangle by the equation:
r (3
-= 1/(2 sin min (4.3)
Where 0mim is the minimum angle of the triangle.
By binding r/l ratio to a small value B, an upper bound on the minimum
allowable angle in the triangulation is fixed. This criterion also ensures that new edges
formed in the process are all larger than B times the shortest edge of the triangle as
explained via Figure 4.10.
In this figure, a new point v is inserted at the circumcenter of triangle t (defined
by the vertices abc in the figure) by splitting the existing triangle. Edges formed in
the process (va, vb, vc, vd and ve) are all connected to the new point. Since the
triangle t contained no edge inside its circumcircle and the point inserted is at its
circumcenter, all new edges connected to the point are larger than B times the
shortest edge of the original triangle t. In this implementation value of B is selected as
- which follows from Rupert algorithm (1995).
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A triangle is defined as oversized when its shortest edge is greater than a
specified limit. The user, depending on fineness requirement, sets this limit.
4.3.3.2 Criteria for Segment Splitting
As shown in Figure 4.11, a segment or sub-segment is selected for splitting
when its diametric circle (circle with its end points as diameter) contains any visible
vertex other then the segment end points on or inside it. A vertex is said to be visible
from any segment if any other segment does not obstruct its view. Segments or sub-
segment fulfilling this criterion is said to be "encroached" and are split by node
insertion at midpoint provided in doing so new edge created is not shorter than the
shortest existing edge. The new sub-segments formed are further checked for
encroachment and are split if required.
4.3.3.3 Algorithm Description
The steps involved in mesh refinement are shown in Figure 4.12. Stacks QT
and Qs store lists of triangles and segments selected for refinement based on the
criteria described in Section 4.3.3.1 and 4.3.3.2, respectively. These stacks are
initialized at the start of the refinement and are maintained throughout the process for
storing lists of segments and triangles used for further refinement. The process stops
when both the stacks contain no item (triangles or segments) for further refinement.
Each segment of the triangulation is checked for encroachment and added to
stack Qs for splitting when encroached. Segments in Qs are then split using the
algorithm shown in Figure 4.14. In this method, a new node is added at the center of
the segment bisecting it into two sub-segments. This new node is then inserted into
the triangulation.
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After all segments in Qs are split, QT is filled with skinny and oversized triangles
for refinement. A node is inserted at the circumcenter of the triangles in QT provided
it does not encroach any existing sub-segment. In that case, the sub-segments are
added to Qs for splitting. The refinement continues until both QT and Qs are empty.
Figure 4.15 shows the steps used for each new node P added into the
triangulation during the refinement process. The triangle containing P is located and
split as described earlier in Stage 1 implementation. All triangles having P as one of
the vertices are then checked and either the edge opposite P is added to Qs or the
triangle is added to QT if further refinement is possible. Segment splitting of always
given preference over triangle splitting based on the Lemma presented in Table 4.1
(Shewchuk, 2000). This sequence ensures that newly inserted circumcenter always lies
inside the domain.
Figures 4.16 and 4.17 show examples of meshes generated using the
implementation described in Stages 1 to 3. The domain consists of a single region
bounded by line segments AB, BC, CD, DE, EF and FA, where the segment FG lies
within the domain. The nodes A, B, C, D, E, F and G define data point P for the
initial Delaunay triangulation (Section 4.3.1) while the line segments define segments
for Delaunay constrainment (Section 4.3.2) and refinement process (Section 4.3.3).
The resulting triangulation obeys all line segments as none of the triangle lies outside
the region define by these line segments or intersect any line segment. Figures 4.16
shows a coarse mesh over the given geometry while Figure 4.17 shows the same
geometry triangulated by a finer mesh. In this implementation, the same sizing criteria
are used throughout and hence the resulting mesh is almost uniform throughout the
geometry.
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Figure 4.11: Segment Splitting
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Step 3-A: INITIALIZE Qs AND QT TO STACK UP EDGES AND
TRIANGLES TO REFINE
Step 3-B: FILL Qs WITH ENCROACHED SEGMENTS
Step 3-C: SPLIT ENCROACHED SEGMENTS
Step 3-D: FILL QT WITH SKINNY AND OVERSIZED TRIANGLES
Step 3-E: REMOVE TRIANGLE T FORM QT
AND GET ITS CIRCUMCENTER "C"
Step 3-F: STACK K WITH SUB-
SEGMENTS ENCROACHED BY "C"
N Y
Step 3-F-a: ADD EACH ITEM OF
K INTO Qs IF SPLIT PERMITTED
Step 3-F-b: INSERT "C" INTO THE TRIANGULATION
00
w
0
0
00
STEP 3-H: SPLT
-STEP 3-I: PUSH T BACK ONQT
Figure 4.12: Steps for Mesh Refinement
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Fig ure 4.13: Illustiation of Lemma 1
Table 4.1: Lemma 1 and its Proof (Shewchuk, 2000)
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Lemma:
Let T be a segment-bounded Delaunay triangulation i.e. any edge of T that belongs
to only one triangle is a sub-segment. Suppose that T has no encroached sub-
segments. Let v be the circumcenter of some triangle t of T. Then v lies in T. (Refer
Figure 4.13)
Proof: Suppose v lies outside T. Let c be the centroid of a triangle t in T and hence c lies
inside T. The line cv then must cross some segment S as T is segment bounded
triangulation. Since cv lies entirely within the circumcircle of t, the circumcircle
must enclose diametric circle of S.
As each vertex of t lies on its circumcircle, and the circumcircle encloses the
diametric circle of S, the vertices are either endpoint of S or they lie on the same
side of S as c. Since maximum of two of the vertices may be endpoints of S, at least
one vertex must lie strictly inside the diametric circle of S. Hence segment S is
encroached, which contradicts the assumption of T having no encroached segment.
Hence the proof follows.
F
Step a:REMOVE AN ITEM S FROM Qs
Step b: GET "V" (MIDPOINT OF S)
-j
-
0
0
Figure 4.14: Algorithm for Segment Splitting
Step a: LOCATE AND SPLIT TRIANGLE
CONTAINING NEW POINT "P"
Step b: LIST TRIANGLES WITH VERTEX AS "P"
Step c: REMOVE A TRIANGLE t FROM THE
LIST
Step d: GET EDGE E OPPOSITE P
ADD E ON QS
GO TO Step c
STEP e-2: ADD t TO QT IF t IS
SKINNY OR BIG
Figure 4.15: Algorithm for New Point Insertion
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Figure 4.17: Example of Fine Mesh
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4.4 Mesh Post Processing
Post processing is performed in the final step to make the triangulation suitable
for use for analysis. Figure 4.17 shows the main steps involved in this process, which
includes insertion of additional coordinates for maintaining uniqueness of triangular
nodes and for adding discontinuity elements along non-empty edges. Structural
members are located and discretized into beam and joint elements and soil-structure
interfaces are added along beam. In addition, all other parameters such as loading
condition, stress and velocity boundary conditions and material information are added
before data is passed to the analysis module.
Step A: ADD "UNIQUE" COORDINATES AND UPDATE
TRIANGULATION
Step B: INSERT DISCONTINUITY ELEMENTS
Step C: DISCRETIZE STRUCTURAL MEMBERS INTO
BEAM AND JOINTS
Step D:ADD SOIL-STRUCTURE INTERFACE ELEMENTS
Step E: ADD ADDITIONAL PARAMETERS FOR
ANALYSIS (LOADING DATA, BOUNDARY
CONDITIONS, MATERIAL PARAMETERS ETC.)
Figure 4.18: Steps of Post Processing
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4.5 Summary and Conclusion
Details of the development of the mesh generation module have been
presented in this chapter. Brief descriptions of the java classes used in the
implementation were given. The meshing scheme combines Sloan's (1992)
implementation of constrained Delaunay triangulation with Shewchuk's (2000) mesh
refinement algorithm. The algorithms implemented in the module were illustrated via
Figures 4-6, 4-9, 4-12, 4-14 and 4-15.
Section 2.5.2 has shown that the limit analysis solution depends not only on
mesh fineness but also on mesh arrangement. Example of meshes generated using the
module (Figures 4-17 and 4-18) shows that this requirement is not addressed
explicitly in the current implementation. As a result, practical analysis may require
further manipulation in order to achieve required accuracy in bonding the collapse
loads. On the other hand, the current implementation can easily be used in a teaching
environment.
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5 USER-INTERFACE FEATURE AND DEMO OF APPLICATION
5.1 Introduction
The interface developed at this stage focuses on simplifying user-inputs and in
integrating input and output for the upper and lower bound analysis. This chapter
aims to illustrate features currently available in the interface to achieve the above
objective. Details of the plot options available are illustrated through its application in
a simple bearing capacity analysis. Through these descriptions and illustrations, use of
the interface as a tool in understanding concepts of limit analysis and applying the
predictions to actual field conditions is established.
Section 5.2.1 presents an overview of the components available to handle user
interaction. The help options and special features implemented for simplifying user
input are explained in Sections 5.2.2 and 5.2.3. Section 5.2.4 describes the options
available for viewing the analysis result. Finally, Section 5.3 illustrates the currently
available options for visualizing results of stress and velocity fields.
5.2 Features of User-Interface
In the following sections, main features of the interface are presented. This
includes a general description of the options available for user interaction and features
implemented for help and viewing results of the analysis. For students using the
program as a tool to enforce understanding of theoretical concepts of limit analysis,
special features have been implemented to reduce the input requirements and hence,
simplify the steps of analysis. These special features are also highlighted in the
following section.
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5.2.1 Overview of Components
The interface has two different states denoted by the file type currently opened.
When the input data file (defining parameters for analysis) is opened (or being
written), the interface is said to be in a "generation mode" and when the result files
are opened for view, the program is in the "output mode". Figure 5.3 shows the main
window of the interface (also called the "View") along with its main components,
which are described in the following section.
5.2.1.1 Menu Bar
The Menu bar is the basic component for handling user interaction and consists
of menu items shown in Figure 5.1. The menu items include File, View, Model, Display,
Run, Result and Help. Depending on the program mode (generation or output), these
items are activated or disabled. The menu bar of the figure indicates the generation
mode as the Result menu is disabled.
Limit Anlysis Progran :Nw Gen ertr ile
File View Model Display Run R sult Help
Figure 5.1: Menu Bar and Menu Items
As in typical window based user-interface, each of these menu items consists of
pull down menus. Items in pull down menus are responsible for handling user
requests. Figure 5.2 (a) to (d) illustrates pull down items for some of the menus. The
option available in the Result and the Help menu is described in detail in Section 5.2.2
and 5.2.4, respectively and hence, is not presented here.
File operations are grouped under the File menu and includes items for typical
file operations as file opening, saving etc as seen in Figure 5.2 a. The "File Settings"
option is use to set the x-y extend of the canvas panel view and is described in Section
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5.2.1.4. Items under the View menu (Figure 5.2 b) are used to perform actions such as
zooming in and out on the canvas panel, toggle off-on display of axis, grid etc. The
current implementation of display functions under the Display menu (Figure 5.2 c)
includes view of nodes, beams, extension elements (in LB analysis) and loads. The
Run menu is use to start an analysis process. The Model menu groups all items
required to input parameter for analysis such as lines, beams, material property etc as
depicted by Figure 5.2 d. The shortcuts for these items are provided on the Side
panel.
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Figure 5.2: Sample Pull down Menu Items
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Figure 5.3: Main Window and its Components
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5.2.1.2 Toolbar
Certain items included under the menu bar used more frequently are added on
the toolbar as buttons as shown in Figure 5.4. It includes functions as file opening
and closing, zooming on the panel and the like. As illustrated in Figure 5.4, the icons
of these buttons and the tool tip available by moving mouse over them indicate their
functionality.
ZoEm 11n
Figure 5.4: Tool Bar and its Components
5.2.1.3 Side Panel
Side panel consist of a Tabbed pane, where the "Generation" tab is active
during the generation mode and the "Result" tab during the output mode of the
interface. The generation tab consists of two distinct panels namely the top panel with
shortcuts for implementing items of the Model menu, and the lower panel for
providing special features (refer Section 5.2.3). The top panel of the generation tab is
shown in Figure 5.5, where each of the buttons provides shortcut access to items
under the Model menu. The button icons and the associated tool tip indicate the
purpose of each of these buttons.
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Figure 5.5: View of Side Panel Shortcuts
5.2.1.4 Canvas Panel
The Canvas panel is use to represent data in the view. The minimum and
maximum x, y extend of the canvas panel and its grid spacing can be set using the
"File Setting" dialog accessed through the File menu and is shown in Figure 5.6. In
the generation mode, the Canvas panel has an attached mouse listener. Hence, general
geometry inputs such as nodes, lines and structural members are performed
graphically by drawing them directly on the canvas using the mouse.
Drawing on the panel is achieved by selecting suitable buttons from the Side
panel or from items in the Model menu (example: "Add nodes"; "Add beam"; "Add
water table" etc) to set the drawing state and then using mouse actions to draw on the
canvas. By pressing the mouse right button, the drawing state can be exited. In
addition, modifications or information about the existing geometry, selecting lines for
inserting boundary or loading conditions and other such operations can also be
185
performed by activating the required dialog box by double-clicking on the selected
geometry. Figure 5.7 a and b shows samples of the dialog box opened for modifying
nodes and structural element.
Figure 5.6: Dialog for Canvas Panel Setting
a. Modification of Node b. Modification of Beam
Figure 5.7: Sample Dialogs for Geometry Modifications
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5.2.1.5 Status Panel and Progress Bar
The Status panel is used to show the program status, provide instructions and
give error messages. The Progress bar is used to show the progress of analysis. Thus
through these two components, the program passes additional information to the
user
5.2.2 Help Functionality
Various options for handling user interactions namely the menu bar, toolbar,
bottoms, dialog boxes and mouse actions were summarized in Section 5.2.1. In this
section, information regarding features implemented to provide help functionality is
discussed.
This feature can be divided into two basic categories namely a) general
information and b) specific help or instructions associated with a particular
component. Items under the first category are grouped under the He/p menu which is
shown in Figure 5.8. It includes general information and instructions in the form of
user manual. The files associated with this feature are in html format to maintain the
portability requirement of the interface (see Section 3.3.2.4). Figure 5.10 shows
sample of file opened on selecting "Getting Started" option.
About
Information
Manual
Getting Started
Figure 5.8: Help Menu and its items
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Items falling under the second category of help include instructions and help
that are opened via the "Help" button included in the required dialog box and is
shown in Figure 5.9. Figures 5.11 5.12 and 5.13 shows some typical example of help
available under this feature along with their associated dialog box .
Ok Cancel Hl
Figure 5.9: Sample of Options Available in Dialog Boxes
Figure 5.11 shows the help associated with the dialog box for entering soil
property, which is in the form of description of the parameters required to define
isotropic or anisotropic soils. In Figure 5.13 the sign convention and the parameters
required for application of external load is provided and is associated with
concentrated load input dialog. Region dialog is used to specify closed regions of the
domain and to associate material property with each of the region specified. The help
associated with this dialog shown in Figure 5.12 is in the form of instructions to enter
information for adding new regions.
These three samples together show the general format of help available under
this category (i.e. instructions, notation of general conventions used in specifying
parameters etc). These help panes provide easy access to specific information required
without searching for them in the manual, thereby facilitating fast and easy input.
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STEPS IN ANALYSIS
DEFINE THE FOLLOWING:
1. ENTER PROBLEM GEOMETRY
2. DEFINE MATERIAL PROPERTIES
3. ASSIGN MATERIAL
3. DEFINE FOOTING AND SOIL LOADS
4. DEFINE BOUNDARY CONDITIONS
5. DEFINE SOIL STRUCTURE INTERACTION
6. PERFORM ANALYSIS
GEOMETRY INPUT:
LOADED SAMPLE FILE SHOWS THE PROBLEM GEOMETRY . GEOMETRY (SOIL AND FOOTING
DIMENSION) CAN BE MODIFIED BY EITHER OF THE FOLLOWING WAYS
e ENTERTHE FOOTING DIMENSIONS IN THE TEXT FIELDS AND SELECT THE UPDATE BUTTON (show
below)
* DOUBLE CLICK EXISTING NODES/LINES IN THE CANVAS TO MODIFY VALUES THROUGH DIALOG BOXES
ne ~y Cmuer
Figure 5.10: Sample of Instructions
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FIG II
FIG I
Figure a: Dialog for Soil Material Input Figure b: Description of material parameters
Figure 5.11: Soil Material Property Input and Associated Instructions
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PRESS "ADD" TO ADD NEW REGION
2. ASSIGN A MATERIAL PROPERTY BY SELECTING
FROM LIST.
3- TO ENTER REGION NODES EITHER
* ADD NO OF NODES AND THEN INPUT
NODES ON THE RIGHT PANEL
OR
* PRESS "SELECT" TO ADD NODES BY
SELECTING FROM CANVAS
NOTE: REGIONS MUST BE CLOSED !!
Figure a: Dialog for region specification Figure b: Steps for adding new region.
Figure 5.12: Dialog for Entering Regions and Associated Instructions
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AT THE CLICKED LOCATION ADD
V/Q = cosa
H/Q = sina
M/Q = eCosa,
(where Q is in Right Hand Cartesian System)
Refer Fig I & II for E quivalent Forces
Q \
!e
C
V
H M
iLB IIIM
Figure a: Dialog for specifying external load factor Figure b: Parameter details and loading sign convention
Figure 5.13: Dialog for Specifying External Load and Associated Instruction
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5.2.3 Special Features
Based on requirement analysis in Chapter 3, two basic classes of users were
identified namely Level A and Level B. For Level A users, the program is to be used
as a tool in understanding concepts of limit analysis while for Level B users, the
analysis is to be performed for practical use in design. In this section, features
implemented in the interface to make it suitable for level A users are depicted.
The interface differentiates between Level A and general users through the
problem type selection option (Figure 5.15) when creating a new file. As indicated in
the figure, currently this feature has been developed for bearing capacity type problem
and the following description is based on that. Features specific to other problem
classes will be added in future extensions of this work.
Select Problem Type
Sopun ton Failur
C Ea P rF e ur
C Others
09Cancel
Figure 5.14: Selecting Problem Type
When foundation problems are selected in this pane, the default bearing
capacity type problem is loaded as illustrated by Figure 5.15, which shows a rigid
footing on a homogeneous soil. Users can modify the overall problem dimension by
entering values (soil dimension and the footing width) through the "dimension panel"
193
on the side pane as indicated in the figure. Other parameter required for analysis as
material property, loading, boundary conditions etc. are specified by default but
modifications can be made through the items of the Model menu or the shortcut
buttons on the Side panel.
The default boundary condition applied to the problem is indicated on selecting
the boundary condition option and is shown in Figure 5.15. The boundary conditions
for the UB and LB analysis can be toggled using the tabs "UB" and "LB". For the
LB analysis, the soil extends infinitesimally in the direction indicated by the arrow in
the figure (extension elements described in section 2.4.1.2 are used in the analysis to
model infinite extend). Soil can be constrained in these directions by selecting the
option "Rigid" if required. These instructions are available for the users on the dialog
pane. For the UB analysis, velocity boundary conditions for analysis of a smooth rigid
footing are provided as shown in figure b. These default boundary conditions can be
modified by double clicking the boundary line on the canvas panel.
Thus by specifying default geometry and parameters of analysis, the effort
required to set up the problem is greatly simplified. For example, problem can be set
up to examine boundary effect by easily updating the problem dimension in the
dimension panel. Thus, large number of such problems can be input quickly for
analysis. In such a scenario, users can concentrate their effort on understanding the
results and visualizing the failure mechanisms through the various plot options in the
Result menu as described in the following section.
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IMIT ANALY IS
.-I.- t--____
DIMENSION PANEL
Figure 5.15: Sample Problem for Bearing Capacity Analysis
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I
= Default Foundation Boundary X
INSTRUCTIONS
'he default stress and velocity boundary condition for smooth rigid footing
s shown below. To make changes, double click on the line/beam.
Arrows indicates the extend of the soil in the direction. Select 'RIGID' if
the soil is restricted in the direction indicated or 'ITMFTNTIT' if rnot
MDefault Foundation Boundary X
INSTRUCTIONS
:he default stress and velocity boundary condition for smooth rigid footing
-s shown below. To make changes, double click on the line/beam.
Arrows indicates the extend of the soil in the direction. Select 'RIGID' if
the soil is restricted in the direction indicated or 'INFINITE' if not
a. Stress boundary for Lower bound analysis b. Velocity boundary for Upper bound analysis
Figure 5.16: Default Boundary Condition for Bearing Capacity Analysis
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5.2.4 Functionality for Result Presentation
This section presents features implemented for viewing result of analysis. Items
handling this are grouped under the Result menu as shown in Figure 5.17. The optimum
value predicted by the analysis can be seen by selecting "Opt Result". Menu items
"Plastic region", "Displacement" "Velocity and "Strain Rate Contour" provides options
for viewing UB results while "Stress Contour" and "Contact Stress" provides options
for viewing LB results as described in detail below. Items "Set Scale" and "Display
Label" provides miscellaneous functionality for setting the scale of velocity plots and
viewing the data labels for contour plots, respectively.
For each problem, the analysis results in two separate output files for upper and
lower bound results. For a particular problem, the interface allows user to toggle
between the two by selecting suitable display option from the side panel as indicated in
the figure. By selecting "Opt Result" item, depending on the type of display currently
loaded, the final result of the analysis is presented in the form indicated in Figure 5.18,
and provides the optimum value obtained from the analyses. By using a range of other
options available in the Result menu, user can see the analysis results in various forms as
illustrated in Section 5.3 through application to simple bearing capacity problem.
File View MdeI Display U Help
f OptResult
Original
Generation Resul Plastic Region
Displacement
FIB Display ~ Vldt
Update Strain Contour
Stress Contour
Contact Stress
OPTION TO TOGGLE BETWEEN Set Scale
UPPER AND LOWER BOUND RESULT 
Diplay Label
Figure 5.17: Options Available for Viewing Analysis Results
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Analysis Result X
OPTIMAL LOADING RESULT
Maximum Loading Factor 21.09
OPTIMAL LOADING RESULT
Minimum Loading Factor 20.2467
a. Upper Bound Analysis Result b. Lower Bound Analysis result
Figure 5.18: Sample of Upper and Lower Bound Optimum Result Presentation
For the upper bound analysis, the plotting options currently available include the
location of the plastic region, relative displacements, velocity vectors and contours of
plastic strain (Figure 5.19). The plastic region and the plastic strain plots specify area of
failure or plastic straining and hence, indicate regions (i.e. elements and along interfaces)
of internal power dissipation. The directions of flow at collapse can be shown through
velocity arrow plots. The relative nodal displacement plot indicating the collapse
mechanism is obtained from the velocity result by applying a scaling factor, and can be
seen by using the displacement plot option. These plots together provide a clear
visualization of the plastic collapse mechanism for the problem considered.
Figure 5.19: Contour Plot Options for Upper Bound Analysis
For the
contours plots
lower bound results, the current options for viewing results include
and contact stress distributions along soil-structure interfaces. The values
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that can be viewed through the contour plot option are shown in Figure 5.20, which
includes the major and minor principal stress1 contours a1 and a3 respectively. From the
values of principal stresses for an element of soil, the values of shear and normal stresses
at any other plane can be found using eq. 5.1 and 5.2, respectively. Thus the principal
stresses provide a complete description of the state of stress for the element. Mohr circle
stress diagram is used to represent the above information graphically and is shown in
Figure 5.21.
(= 1  sin 20 (
T- 2 s20(5.1)
Ga + 3  a 1 -~a5F = + 3 cos 20 (5.2)2 2
Where To and a0 represents the shear and normal tractions on a plane inclined at
an angle 0 from the direction of al.
Other stress plot option include the shear stresses given by q =((1 - 73)/2 and
average in-plane stress given by p=(± G3)/2. These values represent the radius and
center of the Mohr circle, respectively. For plotting, the stress values are normalized
using qf where qf represents the failure shear stress at the current level of the in-plane
stresses. Plastic failure of the element is indicated when q/qf =1.
In addition, the option delta (8) on the contour plot dialog gives the direction of
rotation of the principal stress ai to the vertical. Active and passive stress conditions are
indicated by 8=00 and 6=900 , respectively. Thus, these contour plot options available in
the interface helps in clear visualization of the stress field and plastic failure zone for the
lower bound analysis.
1 A plane on which zero shear stress acts is called the Principal Stress Plane. Normal stresses acting on this plane are called
the principal stresses, the maximum being the major principal stress and the minimum, the minor principal stresses.
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The visual depiction of the stress and velocity field at collapse obtained from the
plot options of the Result menu, as described above for the upper and lower bound
analysis indicates the failure mechanism that is likely occur in the field. This is
particularly true when the results are close to the true collapse, indicated by the closeness
between the upper and lower bound predictions. Hence, the visualization obtained
clearly has practical implications as well.
Figure 5.20: Contour Plot Option for Lower Bound Analysis
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ATex4
or
Direction of ci
(a)
I---- ---- - -A (co
28
rdinates as ,)
Mohr circle
(b)
Figure 5.21: Representation of Stress by Mohr Circle (from Lamb & Whitman, 1969)
a. Stress of stress in an element b. Mohr diagram for the state of stress
(T is positive when counterclockwise; 0 is measured counter clockwise from the direction o,)
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5.3 Application Illustration
This section uses features available under the Result menu to present analysis
predictions for simple bearing capacity problem. Through various illustrations, the
general nature of the stress and velocity field is discussed. By doing so, applicability of
the interface as an aid in understanding and reinforcing concepts of limit theorems is
shown. The accuracy of the underlying analysis modules has been proved earlier by
Ukritchon (1998) through application to variety of geotechnical stability problems and
hence, is not addressed here. This section focuses more on the qualitative and
visualization aspect of the predictions with an aim to show how the current interface
contributes to the understanding.
5.3.1 Problem Details
A vertically loaded smooth rigid footing on homogeneous soil is selected for
analysis. The choice of the problem is based on the fact that a closed form solution
exists for this case as presented by Prandtl (1920), in which he analyzed the collapse load
caused by hard bodies pushing into softer materials. By selecting this problem, the
analysis predictions and result plots obtained can be compared with the known stress
field and failure mechanism to illustrate the contribution of the interface in
understanding the associated concepts.
In Prandtl solution, weightless medium was considered. For undrained stability
analysis ($=0) and smooth footing interface, the form of his solution as familiar to
geotechnical engineers (Terzaghi, 1946) is given by equation 5.3. As seen, the solution is
independent of the weight of the medium. (However for cases where $ #0 , weight of
the soil contributes to the capacity and Prandtl mechanism is not valid. For this case, the
problem is solved using Terzaghi bearing capacity equation given in Section 2.3.2.4).
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B = qu =Nesu and NC =(2+7)=5.14 (5.3)
B
Failure mechanism corresponding Prandtl's solution is illustrated in Figure 2.13.
(The mechanism is similar to Terzaghi failure mechanism shown earlier in Section
2.3.2.4, Figure 2.13 except that for this case, the radial shear zone consists of circular
surface). The three distinct zones formed at failure are:
1. Zone I consisting of triangular wedge of active failure below the footing
with the major principal stress being vertical
2. Zone III consisting of triangular wedge of passive failure starting from the
footing edge with the major principal stress being horizontal and
3. Zone II laying between zones II and I. This represents zone of radial
shearing in which the direction of the major principal stress rotates from
being 00 along the edge shared by zone I to 900 along zone III.
The geometry and boundary conditions selected for analysis are shown in Figure
5.23 a and b. Due to symmetry, only half the problem is modeled In the upper bound
analysis, the soil footing interface is constrained to move vertically downward to model
footing rigidity. For the applied velocity boundary conditions to be true, the boundary of
domain should be far away from the zone contributing to collapse. In LB analysis, zero
shear strength is applied along the interface to model smooth footing. Semi-infinite half
space is modeled by using extension elements.
The material properties used in the analysis are shown in the Figure 5.23 c.
Undrained stability analysis is performed using total stress strength parameters (c = su,
$=0). Since the exact solution is independent of the soil weight, zero value is selected in
the analysis.
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I.
Passive Zone
Zone of &adial Sheaxing
Q'1t = s NeB Where N = (2+zf)
Figure 5.22: Exact Prandtl Solution for Collapse of Planar Footing on Perfectly Plastic Medium with Tresca yield (Prandtl, 1920)
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I
Active Zone I
B/2
4-
t = 0
aG = T = 0;
x
a. Problem Dimension and Stress Boundary b. Velocity Boundary
Material Pronerties
Soil Properties** Cohesion (c = su)* 1
Friction ()) 0
Unit Weiaht (y)* 0
Structural Property Type Rigid
Strength Parameter None
* Units not considered explicitly in analysis, hence input should
** Soil Property for Total Stress Analysis
c. Material Property for undrained stability analysis on homogeneous clay
Figure 5.23: Summary of Parameter Input for Analysis of Smooth Footing on Homogeneous Soil
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u = V =0
be in compatible units
5.3.2 Upper Bound Result
The upper bound results are illustrated via plots of velocity, relative nodal
displacements and major plastic strains and are shown in Figures 5.25 to 5.27. The
problem is analyzed using a uniform mesh arrangement as shown in Figure 5.24 for
which case value of Nc is obtained as 5.3 (error = +3%).
Figure 5.25 shows the velocity arrow plots, the length being indicative of their
relative values. From the velocity plots, the following can be seen:
1. The behavior is compatible with the prescribed boundary conditions i.e. the
base of the footing moves vertically downward, while there is no movement
in horizontal direction along the center and outer edges.
2. The flow field extends in the narrow zone below the footing, while the far
field is at rest.
3. Three distinct zones can be seen as indicated in the figure: zone I below the
footing indicates vertical downward movement with almost the same
magnitude of velocities; zone II indicate movement in the horizontal
direction while in zone III, the element moves upward.
The velocities values are scaled to represent relative displacements (Figure 5.26) to
indicate the possible collapse mechanism. From the figure, the three zones indicated in
the velocity plots are seen clearly in the displacement plot. Similar behavior can also be
seen through the plastic region plot where plastic failure occurs in zone II while zone I
and zone II acts as rigid wedges. The zone of plastic straining indicates areas in which
the shear strength has been completely mobilized and hence indicates regions of plastic
failure. The predicted velocity field follows very closely the collapse mechanism
predicted by Prandtl. With relatively simple mesh arrangement and fineness, value close
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to collapse (i.e. error of 3%) was obtained, which confirms the relative insensitivity of
the upper bound result to meshing (refer Section 2.7.2)
Thus the above illustrates the applicability of the interface in visualizing the
analysis result and collapse mechanism for the UB analysis. These plots facilitate
understanding of the principle involved and the mechanism of collapse. In practice, the
maximum value of collapse obtained form the upper bound analysis is required for
design. However, the velocity field plots are illustrative of the possible collapse
mechanism in field and hence have practical significance.
UB Results
XXXXXXX><XXX<X
XXXXXX><<X1X11XD
XXXXX.XXX XX
XX > >xl X
Figure 5.24: Uniform Mesh for Upper Bound Analysis (Ukritchon, 1996)
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Figure 5.25: Failure Mechanism from UB Analysis
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Figure 5.26: Deformed Mesh from UB Analysis
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Figure 5.27: Plastic Region from UB Analysis
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5.3.3 Lower Bound Results
The lower bound results are illustrated via contour plots of principal stresses
(cy1/qf, G3/qf), angle of principal stress rotation (8) and failure zone (q/qf). These plots
can be drawn using the option available under the Result menu. Two different mesh
arrangement given in Figures 5.28 and 5.33 are used in lower bound analysis
Figures 5.29 to 5.32 shows results of analysis using a mesh with uniform element
arrangement as shown in Figure 5.29. Extension elements are used to model semi-
infinite half space. The optimum value of Nc obtained in this case is 4.283 (error
-16.7%). From the major and minor principal stress plots shown in Figure 5.29 and
Figure 5.30, respectively it can be seen that two distinct zones result. In Zone I, the
major principal stress is vertical while in zone III the major principal stress is along
horizontal and hence corresponds to the active and passive wedge of Prandtl. The above
is also clear from principal stress rotation plot of Figure 5.31 which indicates the
direction of 8 varying from 00 in zone I to 900 in Zone III with intermediate value in the
transition zone. Figure 5.32 shows the plot of q/qf where a value of 1 indicates that the
shear strength has been fully reached and hence predicts zones of failure.
The lower bound results are relatively sensitive to mesh arrangement (refer Section
2.7.2). Hence, more accurate solutions and improved illustration can be achieved using
the mesh arrangement shown in Figure 5.33. For the purpose of illustration, the entire
problem dimension is modeled in this case. Extension elements are used as before to
represent the infinite extend of the soil. The elements in the mesh are arranged between
radial sectors starting from the footing edge with the element density being maximum
closer to the edge of the footing. The value of N, obtained using this arrangement is
radically improved and is equal to 5.062 (error close to -1.5%). Analysis results plotted in
Figures 5.34 to 5.37 shows behavior very similar to earlier prediction, however the
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mechanism can be seen more clearly. The principal stress plots of Figure 5.34 and
Figure 5.35 clearly indicates formation of two wedges of active and passive failure in
zone I an III with zone of radial shearing in zone II. The direction of major principal
stress rotates from a value of 00 in zone I to 900 on reaching zone III (Figure 3.36).
These results follow very closely to Prandtl stress field prediction (i.e. with a small error
of -1.5%)
In terms of practical importance, the ultimate load prediction is used in final
design. The visualization obtained through the stress plots in conjunction with the upper
bound results plot, provide good insight of possible collapse state in field (especially
when the results are close to the actual collapse load). Hence, these plots are useful both
in practice as well in understanding the associated concepts of collapse.
5.4 Summary and Conclusions
The new user provides an integrated environment for performing limit analysis
calculations. This chapter has described features including the method of parameter
input and associated help, summary of results, visualization capabilities and ability to
toggle between upper and lower bound results. Emphasis has been placed on special
features incorporated to make the interface more suitable for relatively inexperienced
users. Finally in Section 5.3 smooth rigid footing under vertical load was analyzed to
demonstrate applicability of the interface as an aid in visualizing and understanding limit
analysis concept.
Thus through features and application demo presented in this chapter it is seen
that the interface can act a first step in bridging the gap between the development of
numerical analysis technique and its actual implementation. Moreover due to its
adaptability to relatively inexperienced users and suitability for result visualization, it can
also act as a teaching aid.
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Figure 5.28: Uniform Mesh Arrangement for smooth rigid footing on cohesive soil (Ukritchon, 1996)
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LB Results :Stress Sig1/qf
5.01
4.67
4,33
3.99
3.65
3.31
2.97
2.63
2.29
1.95
1.61
Figure 5.29: Major Principal Stress (O 1/s) from LB Analysis using Uniform Mesh
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LB Results : Stress Sig3/qf
Zone III
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2.73
2.41
2.1
1.78
1.47
1.16
0.84
0.53
0.21
-0.1
Figure 5.30: Minor Principal Stress (3/s) from LB Analysis using Uniform Mesh
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Zone I
Zone III
Zone I
LB Results : Angle delta
Figure 5.31: Direction of Major Principal Stress from Vertical (5) from LB Analysis using Uniform Mesh
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LB Results : Stress q/qf
Figure 5.32: Failure Zone (q/s) from LB Analysis using Uniform Mesh
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Extension Elements
Figure 5.33: Refined Mesh Arrangement for LB Analysis (Ukritchon, 1998)
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Zone II
Zone III
Stress Sigl/qf
Figure 5.34: Major Principal Stress (O1/s) from LB Analysis with Refined Mesh
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LB Results
LB Results : Stress Sig3/qf
Figure 5.35: Minor Principal Stress (a1/s) from LB Analysis using Refined Mesh
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LB Results : Angle delta
Figure 5.36: Direction of Major Principal Stress from Vertical (6) from LB Analysis using Refined Mesh
220
LB Results : Stress q/qf
Figure 5.37: Failure zone (q/s3 from LB Analysis with Refined Mesh Arrangement
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6 SUMMARY AND CONCLUSION
Limit analysis is a useful method for collapse calculation. Due to the recent
improvements in the numerical formulation of the method, it is suitable for practical
implementation involving generalized loading and geometry, anisotropic soils, soil-
structure interactions etc. The work in this regard includes improved formulation by
Sloan (1988b) and Sloan and Kleeman (1995) and its subsequent modifications by
Ukritchon (1998).
This thesis described the development of an interactive environment for
implementing the advances of numerical limit analysis in practice and in teaching. The
work in this regard is summarized in Sections 6.1 to 6.4 while Section 6.5 identifies
areas of further research and study.
6.1 Stability Calculation and Numerical Limit Analysis
Chapter 2 reviews methods available for Geotechnical Stability, which includes
the Finite Element, the Limit Equilibrium and the Limit Analysis methods. In the
Finite Element Method, the equations of continuum mechanics (i.e. stress
equilibrium; strain compatibility and constitutive law) are satisfied throughout the
discretized domain to predict the stress-strain-strength response of the soil. This is a
very powerful tool for predicting soil behavior at working conditions and at failure
using appropriate soil model. However, it is very detailed (see Figure 1.1) and hence,
for more routine stability calculations its use is not justified in terms of cost and effort
required.
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The Limit Equilibrium Method is the most common method for stability
analysis. In this approach, by solving equilibrium equation for an assumed failure
surface, factors of safety against collapse are obtained. Critical failure surfaces are
located to find the minimum factor of safety. Although the method has a clear
physical basis but involves many approximations in practical implementation (method
of slices, search algorithm) and provides no basis for evaluating solution accuracy.
The Limit Analysis Method is based on upper and lower bound plasticity
theorems. The upper bound theorem considers kinematically admissible velocity field
(i.e. velocity field satisfying compatibility, associated flow and velocity boundary) to
arrive at the maximum value of collapse while the lower bound theorem uses statically
admissible field (i.e. stress field satisfying equilibrium, stress boundary and yield
criterion) to predict the minimum value of collapse. This method thus provides a
good indication of the solution accuracy by bracketing the failure load.
Numerical techniques of limit analysis use finite element discretization to handle
generalized geometry (Lysmer, 1970; Anderheggen and Knopfel, 1972; Pastor, 1976;
Bottero et al, 1980). Through improved formulations of this technique by Sloan
(1988b) and Sloan and Kleeman (1995) and incorporating modification by Ukritchon
(1998), it can handle a wide range of practical problems involving anisotropic soil,
soil-structure interaction, generalized loading condition etc.
Thus, this method provides a good alternative to Limit Equilibrium and Finite
Element Method for practical geotechnical stability calculations. However an
interactive user interface is required for providing an integrated platform for this
purpose.
Limit analysis solution depends on the arrangement of mesh, besides other
factors. For a mesh generation scheme to be incorporated in the interface
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development, Delaunay triangulation scheme is considered. This method is simple to
construct and is widely popular for mesh generation in finite element applications.
6.2 Development of the Analysis tool
Chapter 3 organizes the development of the program using the Evolutionary
lifecycle model. Basic class of potential users are identified as: beginner level users
with basic Geotechnical background and advanced level users which includes
graduate students, researchers and practioners. Some of the other requirement of
development includes high usability (i.e. measure of ease of user input), high flexibility
(i.e. measure of ease of future modifications), compatibility with existing computation
module and portability across platforms. Basic task identified for development
includes graphical user interface for input/output, help functionality, tutorial features
for beginner level users and mesh generation capability for problem discretization.
The code implementation is done in Java language using Model-View-Controller type
of architecture. The implemented architecture can be seen in Figures 3.11 and 3.12
(Section 3.3.6)
6.3 Development of Mesh Module
Chapter 4 describes the development of mesh generation module. The basic
task performed by this includes generation of Constrained Delaunay triangulation,
refinement of triangulation and post processing to incorporate parameters for
analysis.
Constrained Delaunay triangulation is based on Sloan's (1987, 1992) algorithm
and involves two basic steps: a) initial Delaunay triangulation and b) triangulation
constrain using prescribed edges. Steps involved in constructing initial Delaunay
triangulation are given in detail in Figure 4.5 and involve node insertion one at a time
into the existing triangulation, which is then updated using Lawson's (1977) swapping
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technique. The triangulation is then modified using steps provided in Figure 4.8 so
that the boundary edge segments are not intersected by any triangle of the mesh
Refinement of the constrained triangulation is achieved by inserting nodes
either at the circumcenter of existing triangles or along line segments. Selection of
triangle and segment for refinement is based on the framework proposed by
Shewchuk (2001) and is given in Figure 4.12. This framework unifies the basic
features of two of the most pioneering refinement algorithms of Chew (1993) and
Rupert (1995).
6.4 Demonstration of Feature and Application of User Interface
Chapter 5 presents the interface resulting form the current phase of
development. Main components of the interface available for user input includes
mouse operation on the canvas panel, items in the menu bar and dialog boxes. The
help feature included in the interface can be divided into two basic categories: a)
general information and instructions and b) specific help associated with dialog boxes
for parameter input. Html based files are used to provide the first functionality in
order to fulfill the portability requirement of the interface. In addition, special features
are incorporated for beginner level users, which includes sample problem selection,
default parameter setting and easy modifications.
The upper and lower bound results for a problem can be viewed by using the
toggle feature provided for the purpose. Results can be seen using items in the Results
menu. It also provides various plot options, which can be used for result visualization
and conceptualization.
For the upper bound analysis, the velocity field can be seen through plots of
relative nodal displacement, velocity vectors, plastic strain contours and plastic
collapse (Figures 5.25 to 5.27). Through these plots, the collapse mechanism can be
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clearly visualized. For the lower bound analysis, the collapse stress field can be seen
through contour plots of principal stresses, shear stresses and principal stress rotation
(Figures 5.29 to 5.37). These can be used in conjunction with the upper bound
results plot, to get an indication of the collapse field. Thus the results plot for the
upper and lower bound analysis has importance both in practical interpretation and
conceptualizations.
6.5 Recommendations
Potential area of further research and improvement in this field can be
summarized as follows:
a) Help Module
1. Extension of the tutoring feature currently implemented for bearing
capacity problem, to incorporate other common stability problems such
as slope stability, embankment failure etc.
b) Mesh Module
1. Current mesh generation implementation can achieve global refinement
of the mesh. Selective refinement is desired in practical problem and
should be addressed by future developments.
2. Limit analysis solution depends on mesh arrangement. This requirement
has not been explicitly addressed in the current implementation and
should be considered in all future improvements.
c) Computation Module
1. The assumption of associated flow rule leads to overestimation of
dilation in sands. Moreover, the value of peak friction varies with the
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confining pressure and hence cannot be suitably represented by the
constant angle Mohr-Coulomb yield criteria for all stress levels. The
above requires modification in the yield function to account for realistic
dilation and variation in friction angle
2. In practical implementation of the method, close bracketing on the
result is desired. Thus, future work in this regard should focus on the
development of a suitable error estimator to identify zones for
refinement.
3. Extension of the current formulation to incorporated general 3D
analysis scheme.
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Proof of Velocity Jump Decomposition
AIM: To prove that by assuming I Au =u + u- and Au= u - u subject to the
constraints, u+ > 0 and u- 0, at least one of the two variables u+ or u is
zero.
Given:
I Au I
Au
= u + u~
= + -u
Where
u+ 0 and u 0
Proof:
Using the feasible set of u+ and u-, the following cases are considered
(a-1)
(a-2)
(a-3)
Case 1: Au=0
u+ +u-=0
u+ - u-=0
From (a-4)
(a-4)
(a-5)
and (a-5)
a
\~a-4
and using
feasible set shown in Figure A-1 "A
a-5 -
A U
u+= 0 And u- = 0
Figure A-1
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APPENDIX A:
Case 2: Au = a where a >0
u+ +u-=a
u+ -~au Fo-u (a
From (a-6)
U A(a-6)
(a-7)
and (a-7)
a-6 '
and using
feasible set shown in Figure A-2
u+ = a And u~ = 0
a-7
Figure A-2
Case 3: Au =-a where a > 0
u+ +u~ = a
u+ -u~ = -a
From (a-8)
(a-8)
(a-9)
and (a-9)
a-8
and using
feasible set shown in Figure A-3
u+ =O And u-=a
/7
a-9
U
Figure A-3
From Cases 1, 2 and 3, it can be concluded that using eqs (a-1), (a-2) and
constraints given by (a-3), at least one of the variable u+ or u- is zero.
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