Randić ordering of chemical trees  by Rada, Juan & Uzcátegui, Carlos
Discrete Applied Mathematics 150 (2005) 232–250
www.elsevier.com/locate/dam
Randic´ ordering of chemical trees
Juan Rada, Carlos Uzcátegui
Departamento de Matemáticas, Facultad de Ciencias, Universidad de Los Andes, 5101 Mérida, Venezuela
Received 21 May 2003; received in revised form 4 November 2004; accepted 15 February 2005
Abstract
We study the behavior of the Randic´ index  subject to the operation on a tree Twhich creates a new
tree T ′ = T by deleting an edge ax of T and adding a new edge incident to either a or x. Letmso be
the smallest poset containing all pairs (T , T ′) such that (T )< (T ′) and T , T ′ ∈ Cn (where Cn is
the collection of trees with n vertices and of maximum degree 4).We will determine the maximal and
minimal elements of (Cn,mso). We present an algorithm to construct -monotone chains of trees
T0, T1, T2, . . . , Tm such that Ti≺msoTi+1. As a corollary of our results, we present a new method to
calculate the ﬁrst values of  on Cn.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a simple graph (i.e. G does not have loops or multiple edges) with n vertices.
The connectivity index of G, denoted by , is deﬁned as follows:
(G)=
∑
1 i jn−1
mij (G)√
ij
, (1)
where mij (G) is the number of edges in G between vertices of degrees i and j.
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Randic´ [15] introduced this index (known today as the Randic´ index) in the study of
branching properties of alkanes, and it became one of themost useful graph-basedmolecular
descriptors in applications to physical and chemical properties [1,11,12].
Let T and S be two chemical trees with n vertices. Are there structural properties of T
and S guaranteeing that (S)< (T )? More speciﬁcally, we are interested in the following
problem. Suppose S can be obtained from T by some elementary transformation (performed
on T), under which condition (S)< (T )? There are a number of transformations that can
be naturally considered as elementary. First of all, the operation that consists on moving a
pendent edge at a vertex x (i.e. an edge with a pendent vertex) to a vertex y. This naturally
leads to more general operations like moving an exterior path (i.e. a path starting from a
pendent vertex) or a maximal subtree. We say that a tree T ′ is obtained from a tree T by a
maximal subtree operation (mso, for short) if T ′ = T and T ′ is obtained by deleting an edge
ax of T and adding a new edge incident to either a or y. Let ≺mso be the smallest poset (on
the collection of chemical trees) containing all pairs (T , T ′) such that (T )< (T ′) and T ′
is obtained from T by a mso. As usual, we will write SmsoT when S= T or S≺msoT . The
main purpose of this paper is to studymso and show how to obtain, from the properties of
mso, information about the behavior of .
We will determine the maximal and minimal elements of the collection of chemical
trees under mso, by constructing -monotone chains of trees T0, T1, T2, . . . , Tm such
that Ti≺msoTi+1. These constructions are useful to deduce various known results about
extremal trees. For instance, TmsoLn for every chemical tree T with n vertices. Notice
that this claim is stronger than just saying that (T )(Ln), where Ln is the path tree with
n vertices (see [2,3]). Also we will get some of the results from [2,3,6,8,9] about the ﬁrst
values of  on the collection of chemical trees. On the other hand, our analysis gives new
information about . For example, we will show that there are chemical trees T such that
(T ) is second -minimal but they are mso-minimal, that is to say, they cannot be trans-
formed into a tree with minimal  using a mso (see Example 5.5). An analogous situation
occurs with third -minimal trees. For example, for n ≡ 1mod (3), if T and S are chem-
ical trees with (S) second minimal and (T ) third minimal, then S/msoT (see Theorem
5.10). In particular, it is not possible to transform T using a mso into a tree with second
minimal .
The idea of considering graph transformations as a criteria for deﬁning neighborhood
structure has been successfully used for ﬁnding graphs with extremal properties. For in-
stance, the autographic system developed by Caporossi and Hansen [4] is based on the
so-called variable neighborhood search (VNS). Roughly speaking, these neighborhoods
are deﬁned as follows. Let T be a collection of transformations on graphs. Deﬁne the
neighborhood NT(G), for a graph G, as the set of those graphs obtained as the result of
applying to G a transformation belonging toT. The use of different choices ofT is a key
ingredient of the VNS. Our approach ﬁts very well in this context and, in fact, many of the
results about  obtained by theVNS heuristics [2,8,9] served us for testing the scope of our
approach. We have shown that for a particular choice ofT (namely, what we call maximal
subtree operations), the search algorithm based on it provides detailed information about
the behavior of  on the class of chemical trees.
Changes of the Wiener index due to graph transformations have appeared in the litera-
ture [10,13].
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2. Maximal subtree operation on a tree
Let T be a tree (i.e. an acyclic connected graph) with set of vertices V (T ) and set of edges
E(T ). If v ∈ V (T ) we denote by v the degree of the vertex v andNv denotes the set of
vertices in T which are adjacent to v.
We recall the deﬁnition of the operation on trees given in the Introduction. We say that a
tree U is obtained from a tree U by a maximal subtree operation (mso, for short) if U = U
and U is obtained by deleting an edge ax of U and adding a new edge incident to either a
or x. In order to estimate (U)− (U) we will need a more precise description of U .
Deﬁnition 2.1. LetU be a tree and ax an edge ofU.After removing ax fromUweobtain two
trees T and B such that a ∈ V (T ) and x ∈ V (B). For each y ∈ V (B)\{x} letM(U, x, a, y)
be the tree obtained by adding the edge ay to the union of T and B. We will say that U is
obtained from U by a mso if there are x, a and y such that U =M(U, x, a, y) and in this
case we will write U =M(U). If x = k and y = l we will say that U is obtained by a
(k, l)-mso.
This operation is illustrated in Fig. 1.
We will constantly refer to the trees U,U and the vertices x, y and a above. To estimate
the variation of the Randic´ index when a mso is applied to a tree we need the following
notation:
RT (v)=
∑
w∈Nv
1√
w
.
From [14, Theorem 2.3] we get the following crucial result.
Lemma 2.2. Let U and U =M(U, x, a, y) as in Deﬁnition 2.1. Then
(U)− (U)=

 1√
Ux
− 1√
Ux − 1

RB(x)+

 1√
Uy
− 1√
Uy + 1

RB(y)
+

 1√
Ux
− 1√
Uy + 1

 1√
Ua
where B is the tree deﬁned in Deﬁnition 2.1.
Although Deﬁnition 2.1 and Lemma 2.2 hold for general trees, we are particularly inter-
ested in chemical trees, that is, trees for which every vertex has degree 4. Let Cn denote
the set of chemical trees with n vertices. We next introduce a partial order on Cn which is
fundamental in this paper.
Deﬁnition 2.3. Let S and T be trees in Cn. We deﬁne a partial order relation on Cn as
follows:
SmsoT
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Fig. 1.
Table 1
(k, l)-mso U −→ U
(4, 3)- (n1, n2, n3, n4) (n1, n2, n3, n4)
(4, 2)- (n1, n2, n3, n4) (n1, n2 − 1, n3 + 2, n4 − 1)
(4, 1)- (n1, n2, n3, n4) (n1 − 1, n2 + 1, n3 + 1, n4 − 1)
(3, 3)- (n1, n2, n3, n4) (n1, n2 + 1, n3 − 2, n4 + 1)
(3, 2)- (n1, n2, n3, n4) (n1, n2, n3, n4)
(3, 1)- (n1, n2, n3, n4) (n1 − 1, n2 + 2, n3 − 1, n4)
(2, 3)- (n1, n2, n3, n4) (n1 + 1, n2 − 1, n3 − 1, n4 + 1)
(2, 2)- (n1, n2, n3, n4) (n1 + 1, n2 − 2, n3 + 1, n4)
(2, 1)- (n1, n2, n3, n4) (n1, n2, n3, n4)
if S = T or there exists a sequence of trees {Uj }kj=0 ⊆ Cn, where U0 = S, Uk = T ,
Uj =M(Uj−1) and (Uj−1)< (Uj ) for each 1jk.
We will strongly rely on the variation formula given in Lemma 2.2 to study the order
mso deﬁned over Cn. In spite of the numerous parameters appearing in this formula, we
will ﬁnd rather general structured results that assure the increase or decrease of  when a
mso is applied to a tree. These results are based on the following ideas: we associate to
U ∈ Cn the degree sequence
(n1, n2, n3, n4)
where ni denotes the number of vertices of U with degree i (1 i4). In Table 1. we show
all possible (k, l)-mso on U ∈ Cn such that U ∈ Cn, together with the transformations of
the degree sequences:
Notice that some of these transformations are inverses of others. For instance, if U is
obtained fromU by a (4, 2)-mso, thenU can be obtained fromU by a (3, 3)-mso. However,
as we shall see, this fact is rarely used due to the constraints on the degree of the vertices
which guarantees the -monotonicity.
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3. -increasing sequences of trees in Cn
In this section, we show that for every tree U ∈ Cn, we can construct by means of
maximal subtree operations, a -increasing sequence of trees in Cn which ends in Ln, the
path tree with n vertices. That is to say, UmsoLn for every U ∈ Cn.
Lemma 3.1. Let U ∈ Cn. If U is obtained from U by a (4, 1)-mso then (U)< (U).
Proof. Assume that Ux = 4 and Uy = 1. It is easy to see that RB(x) 32 and 1/
√
Ua  12 .
On the other hand, RB(y) 1√2 . It follows from Lemma 2.2 that
(U)− (U)=
(
1
2
− 1√
3
)
RB(x)+
(
1− 1√
2
)
RB(y)
+
(
1
2
− 1√
2
)
1√
Ua

(
1
2
− 1√
3
)
3
2
+
(
1− 1√
2
)
1√
2
+
(
1
2
− 1√
2
)
1
2
< 0. 
Now we consider (3, 1)-mso on a chemical tree. In general, these operations are not
-increasing. However, under certain degree conditions we can assure that (U)< (U)
when U is obtained from a (3, 1)-mso on U.
Lemma 3.2. Let U ∈ Cn and assume that U is a tree obtained from U by a (3, 1)-mso. If
nU2 = 0 or nU4 = 0 then (U)< (U).
Proof. Assume that Ux = 3 and Uy = 1. By Lemma 2.2,
(U)− (U)=
(
1√
3
− 1√
2
)RB(x)+ 1√
Ua

+ (1− 1√
2
)
RB(y).
(i) If nU4 = 0 then it is easy to see that
RB(x)+ 1√
Ua
 3√
3
.
Also, RB(y) 1√2 . Consequently,
(U)− (U)
(
1√
3
− 1√
2
)(
3√
3
)
+
(
1− 1√
2
)(
1√
2
)
< 0.
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(ii) If nU2 = 0 then
RB(x)+ 1√
Ua
 3
2
and RB(y)
1√
3
.
Hence
(U)− (U)
(
1√
3
− 1√
2
)
3
2
+
(
1− 1√
2
)(
1√
3
)
< 0. 
Lemmas 3.1 and 3.2 gives an algorithm to construct by means of maximal subtree
operations, a -increasing sequence of trees ending in Ln, the path tree with n
vertices.
Theorem 3.3. For every U ∈ Cn with degree sequence (n1, n2, n3, n4) we can construct
a -increasing sequence of trees {Uj }n1−2j=0 ⊆ Cn, where U0 = U,Un1−2 = Ln and Uj =
M(Uj−1) for each 1jn1 − 2. In particular, UmsoLn.
Proof. By a repeated use of Lemma 3.1, we can construct a -increasing sequence of trees
{Uj }n4j=0 ⊆ Cn such that U0=U and the degree sequence of Un4 is (n1−n4, n2+n4, n3+
n4, 0). Since Un4 has no vertices of degree 4 and a (3, 1)-mso does not modify the number
of vertices of degree 4 (see Table 1), we can apply Lemma 3.2 to obtain a -increasing
sequence of trees {Uj }n3+2n4j=n4 ⊆ Cn,where Un3+2n4 = Ln. The result follows from the fact
that n1 = n3 + 2n4 + 2. 
Example 3.4. Table 2 illustrates the algorithm given in Theorem 3.3 to construct a -
increasing sequence {Uj }7j=0 ⊆ C19 such that Ui =M(Ui−1, x, a, y), for each 1 i7.
4. -decreasing sequence of trees in Cn
Now we turn our attention to the problem of constructing -decreasing sequences of
chemical trees using maximal subtree operations.
Lemma 4.1. Let U ∈ Cn with degree sequence (n1, n2, n3, n4) and assume that n22.
Then there exists U ∈ Cn, obtained by a (2, 2)-mso on U, such that (U)> (U).
Proof. We can choose x, y ∈ V (U) such that Ux = Uy = 2 and there are no vertices of
degree 2 between them. By Lemma 2.2,
(U)− (U)=
(
1√
2
− 1
)
RB(x)+
(
1√
2
− 1√
3
)RB(y)+ 1√
Ua

 .
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Table 2
Tree  (k,l)-mso
U0
x 
a 
y 
8.4900 (4,l)-mso
U1 a 
y 
x 
8.6161 (4,1)-mso
U2
ax
y 
8.8028 (4,1)-mso
U3
a 
x y 9.0276 (3,1)-mso
U4
a 
x 
y 
9.1337 (3,1)-mso
U5
a 
x 
y 
9.2779 (3,1)-mso
U6
y 
a 
x 9.3460 (3,1)-mso
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Table 2 (continued)
U7 9.4142 —
y a x x1 
U 
y1 
Fig. 2.
Wedistinguish two cases: (i) If xy ∈ E(U) thenRB(x)= 1√2 ,RB(y)1+
1
2 and 1/
√
Ua  12 .
Therefore,
(U)− (U)
(
1√
2
− 1
)
1√
2
+
(
1√
2
− 1√
3
)
2> 0.
(ii) Otherwise, we may choose x, y as in the Fig. 2, where Ux13 since by our choice x1
cannot be of degree 2. Notice that x1 = y1 is possible.
Then RB(x) 1√3 , RB(y)1 and 1/
√
Ua  12 and therefore
(U)− (U)
(
1√
2
− 1
)(
1√
3
)
+
(
1√
2
− 1√
3
)(
3
2
)
> 0. 
Lemma 4.2. LetU ∈ Cn with degree sequence (n1, 1, n3, n4). If n31 then everyU ∈ Cn
obtained by a (2, 3)-mso on U satisﬁes (U)> (U).
Proof. Let x, y ∈ V (U) such that Ux = 2 and Uy = 3. By Lemma 2.2,
(U)− (U)=
(
1√
2
− 1
)
RB(x)+
(
1√
3
− 1
2
)
RB(y)
+
(
1√
2
− 1
2
)
1√
Ua
.
Since RB(x) 1√3 , RB(y)
3
2 and 1/
√
Ua  12 we deduce
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(U)− (U)
(
1√
2
− 1
)
1√
3
+
(
1√
3
− 1
2
)
3
2
+
(
1√
2
− 1
2
)
1
2
> 0. 
By Lemma 4.1 and an inductive argument we can show that if U ∈ Cn has degree
sequence (n1, n2, n3, n4) and n2 = 2l or n2 = 2l + 1, where l is a positive integer, we can
construct a -decreasing sequence {Uj }lj=0 ⊆ Cn, where U0 = U and Uj =M(Uj−1) for
each 1j l. The degree sequence of Ul is
(n1 + l, 0, n3 + l, n4) if n2 = 2l,
(n1 + l, 1, n3 + l, n4) if n2 = 2l + 1.
Now, by Lemma 4.2, if Uk has degree sequence (n1 + l, 1, n3 + l, n4) then we can
construct a tree Ul+1 ∈ Cn using a (2, 3)-mso on Ul , such that (Ul)> (Ul+1), and Ul+1
has degree sequence (n1 + l + 1, 0, n3 + l − 1, n4 + 1) (see Table 1). In this way we have
shown the following result:
Theorem 4.3. Let U ∈ Cn with degree sequence n1, n2, n3, n4). Then there exists a -
decreasing sequence {Uj }lj=0 ⊆ Cn, where U = U0, Uj =M(Uj−1) for each 1j l,
and the following conditions hold:
1. If n2 ≡ 0mod (2) then l = n2/2 and Ul has degree sequence(
n1 + n22 , 0, n3 +
n2
2
, n4
)
.
2. If n2 ≡ 1mod (2) then l = (n2 + 1)/2 and Ul has degree sequence(
n1 + n2 + 12 , 0, n3 +
n2 − 3
2
, n4 + 1
)
.
We have reduced the problem to chemical trees with no vertices of degree 2.
Lemma 4.4. Let U ∈ Cn with degree sequence (n1, 0, n3, n4). If n32 then there exists
a tree U ∈ Cn obtained by a (3, 3)-mso on U, such that (U)> (U).
Proof. Let x, y ∈ V (U) such that Ux = Uy = 3. By Lemma 2.2
(U)− (U)=
(
1√
3
− 1√
2
)
RB(x)+
(
1√
3
− 1
2
)RB(y)+ 1√
Ua

 .
Assume ﬁrst that xy ∈ E(U) (see Fig. 3).
If Uc = Ud = 1 then RB(x) 1√3 + 1, RB(y)= 2+
1√
2
and 1/
√
Ua  12 . Hence
(U)− (U)
(
1√
3
− 1√
2
)(
1√
3
+ 1
)
+
(
1√
3
− 1
2
)(
5
2
+ 1√
2
)
> 0.
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Without loosing generality, we can assume that Ua Ub and by our previous argument,
Ua and 
U
b are not simultaneously equal to 1. In particular, 
U
b 3 (as we are assuming that
n2 = 0). Since RB(x)= 1√3 + 1/
√
Ub  1√3 +
1√
3
, RB(y) 1√2 + 1 and 1/
√
Ua  12 . Then
(U)− (U)
(
1√
3
− 1√
2
)(
2√
3
)
+
(
1√
3
− 1
2
)(
1√
2
+ 3
2
)
> 0
and we are done.
Now suppose that xy /∈E(U). We may assume that U has the form indicated in Fig. 4,
where Ux1 = 4 and Uy1 = 4 (x1= y1 is possible). Then, an identical analysis as above proves
the result. 
Let U ∈ Cn with degree sequence (n1, 0, n3, n4). By Lemma 4.4 there exists U1 ∈ Cn
with degree sequence (n1, 1, n3 − 2, n4 + 1) and (U)> (U1). If n3 − 2> 0 then we can
apply Lemma 4.2 to obtain a treeU2 ∈ Cn with degree sequence (n1+1, 0, n3−3, n4+2)
and (U1)> (U2). If n3 − 3> 0 then we again apply Lemma 4.4 . . . . Continuing this
(ﬁnite) process we arrive by a counting argument for our next result:
Theorem 4.5. Let U ∈ Cn with degree sequence (n1, 0, n3, n4). Then there exists a -
decreasing sequence {Uj }lj=0 ⊆ Cn, where U =U0, Uj =M(Uj−1) for each 1j l,and
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the following holds:
1. If n3 ≡ 0mod (3) then l = 2n3/3 and Ul has degree sequence(
n1 + n33 , 0, 0, n4 +
2n3
3
)
2. If n3 ≡ 1mod (3) then l = (2n3 − 2)/3 and Ul has degree sequence(
n1 + n3 − 13 , 0, 1, n4 +
2n3 − 2
3
)
.
3. If n3 ≡ 2mod (3) then l = (2n3 − 1)/3 and Ul has degree sequence(
n1 + n3 − 23 , 1, 0, n4 +
2n3 − 1
3
)
.
From Theorems 4.3 and 4.5 we obtain an algorithm to construct, using maximal subtree
operations, a -decreasing sequence of chemical trees ending in a tree which belongs to one
of the sets C00, C01 or C10 deﬁned as
C00 = {U ∈ Cn : nU2 = 0 and nU3 = 0},
C01 = {U ∈ Cn : nU2 = 0 and nU3 = 1} and
C10 = {U ∈ Cn : nU2 = 1 and nU3 = 0}.
We recall the well-known relations veriﬁed by a tree U ∈ Cn with degree sequence
(n1, n2, n3, n4)
n1 + n2 + n3 + n4 = n,
n3 + 2n4 + 2= n1 (2)
which implies
n= 2+ n2 + 2n3 + 3n4. (3)
From this relations we get that, depending on the value of nmod (3), only one of these sets
is not empty. Thus we have shown the following result.
Theorem 4.6. Let U ∈ Cn.
1. If n ≡ 0mod (3) then there exists V ∈ C10 such that VmsoU .
2. If n ≡ 1mod (3) then there exists V ∈ C01 such that VmsoU .
3. If n ≡ 2mod (3) then there exists V ∈ C00 such that VmsoU .
Example 4.7. Table 3 illustrates the algorithm given byTheorems 4.3 and 4.5 to construct a
-decreasing sequence {Uj }5j=0 ⊆ C20 such thatUi=M(Ui−1, x, a, y), for each 1 i5.
Note that U5 ∈ C00 which is consistent with Theorem 4.6 since 20 ≡ 2mod (3).
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Table 3
Tree  (k,l)-mso
U0
x ya 
8.8434 (2,2)-mso
U1
y x a
8.7978 (2,2)-mso
U2
x 
a 
y 
8.6747 (2,3)-mso
U3
y a x 8.5087 (3,3)-mso
U4
a y 
x 8.4653 (2,3)-mso
U5 8.2500 —
5. Extremal elements in Cn with respect to mso
In this section, we will determine the maximal and minimal elements of Cn with respect
to mso. It follows from Theorem 3.3 that UmsoLn, for every U ∈ Cn. In other words,
Ln is the unique maximal element in Cn with respect to the order mso. By Theorem 4.6,
the question about the minimal elements is reduced to determine the minimal elements of
C00, C01 and C10.
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P ∈ P0 P ∈ P1 P ∈ P2
Fig. 5.
The following identity will be useful [7]: if G is a graph with n vertices (non-isolated
vertices) then
(G)= n
2
− 1
2
∑
1 i<jn−1
(
1√
j
− 1√
i
)2
mij , (4)
where mij denotes the number of edges connecting a vertex of degree i to a vertex of
degree j.
Theorem 5.1. Suppose n ≡ 2mod (3). Then C00 is the set of minimal elements of Cn with
respect to mso.
Proof. By Theorem 4.6 it sufﬁces to show that  is constant on C00. If T ∈ C00 then
m12 = 0, m13 = 0, m14 = n1,
m23 = 0, m24 = 0, m34 = 0.
Hence by (4)
(T )= n
2
− 1
2
(
1
2
− 1
)2
n1.
From relations (2) we deduce that n1= 2(n+ 1)/3 which implies (T )= 5n− 1/12. Since
(T ) depends only on n we conclude that  is constant on C00. 
We now turn our attention to the case n ≡ 1mod (3). By Theorem 4.6 we have to
determine the minimal elements of C01. Let us assume that n13 (which implies n43
by Eq. (3)). Then we can decompose C01 as a disjoint union
C01 =P0 ∪P1 ∪P2,
wherePi = {P ∈ C01 : m13 = i} for 0 i2 (see Fig. 5).
Lemma 5.2. If P0 ∈ P0, P1 ∈ P1 and P2 ∈ P2, then (P0) = (5n − 11)/12 + 32√3 ,
(P1)=(5n−14)/12+ 2√3 and(P2)=(5n−17)/12+
5
2
√
3
. In particular, theRandic´ function
 is constant on each of the setsPi , where i = 0, 1, 2. Moreover, (P0)< (P1)< (P2).
Proof. If P1 ∈ P1 then
m12 = 0, m13 = 1, m14 = n1 − 1,
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m23 = 0, m24 = 0, m34 = 2.
It follows from (4) that
(P1)= n2 −
1
2
[(
1√
3
− 1
)2
+ (n1 − 1)
(
1
2
− 1
)2
+ 2
(
1
2
− 1√
3
)2]
= n
2
− n1 + 9
8
+ 2√
3
.
From relations (2)
n1 + 1+ n4 = n,
n1 = 3+ 2n4,
we obtain n1= 13 (2n+1) and so (P1)= (5n−14)/12+ 2√3 . Note that (P1) only depends
on n, which implies that  is constant on the setP1. The rest of the proof is similar. 
We will need the following notation for describing the minimal elements of C01.
Notation 5.3. If P ∈ Cn and x ∈ V (P ), then we denote by n1(x) the cardinality of the set
{y ∈Nx : y = 1}
Theorem 5.4. Suppose n ≡ 1mod (3) and n13. Then the set of minimal elements of Cn
with respect to mso is
P0 ∪ {P ∈ P1 : n1(x)2 for every x ∈ V (P ) such that x = 4.}
Proof. It is clear from Theorem 4.6 and Lemma 5.2 that every P ∈ P0 is minimal. On
the other hand, we note that in C01, the only possible maximal subtree operations are of
the type (4, 3)-, (4, 1)- and (3, 1)- (see Table 1). However, by Lemmas 3.2 and 3.1 every
(4, 1)-mso and (3, 1)-mso in C01 is -increasing, so we only need to consider (4, 3)-mso
on C01. The rest of the proof is a consequence of the following facts.
(i) Let P ∈ P1. Then P is minimal if and only if n1(x)2 for every x ∈ V (P ) such that
x = 4. In fact, assume that n1(x)2 for every x ∈ V (P ) such that x = 4. If P is
obtained from P by a (4, 3)-mso, then it is easy to see that P ∈ P1 ∪P2 which implies
by Lemma 5.2 that (P )(P ). Hence, P is minimal. On the other hand, if n1(x)= 0
or 1, then there exists a P ∈ P0 obtained from P by a (4, 3)-mso. By Lemma 5.2,
(P )< (P ) and so P is not minimal.
(ii) No P ∈ P2 is minimal. In fact, let P ∈ P2. If n13 then there exist a x ∈ V (P )
such that x = 4 and n1(x)2. It follows easily that there exists P ∈ P0 ∪ P1
which is obtained by a (4, 3)-mso on P. Consequently, (P )< (P ) and so P is not
minimal. 
Example 5.5. Consider the tree P shown in Fig. 6. Then P is minimal with respect to the
relation mso.
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Fig. 7.
Finally, we consider the case n ≡ 1mod (3). By Theorem 4.6 we have to determine the
minimal element of C10. For i = 0, 1, let Qi = {P ∈ C10 : m12 = i} (see Fig. 7).
Assume that n9, which implies by Eq. (3) that n42. Then C10 is the disjoint union
C10 = Q0 ∪ Q1.
Lemma 5.6. If Q0 ∈ Q0 and Q1 ∈ Q1 then (Q0) = (5n − 9)/12 + 1√2 and (Q1) =
(5n − 12)/12 + 3
2
√
2
. In particular, the Randic´ function  is constant on each of the sets
Qi , where i = 0, 1. Moreover, (Q0)< (Q1).
Proof. LetQ1 ∈ Q1. Then
m12 = 1, m13 = 0, m14 = n1 − 1,
m23 = 0, m24 = 1, m34 = 0.
It follows from (4) that
(Q1)= n2 −
1
2
[(
1√
2
− 1
)2
+ (n1 − 1)
(
1
2
− 1
)2
+ 2
(
1
2
− 1√
2
)2]
= n
2
− 1
2
[
2− 3√
2
+ n1
4
]
.
From relations (2) we get that n1 + 1+ n4 = n and n1 = 2+ 2n4. Thus n1 = 2n/3 and so
(Q1)= (5n− 12)/12+ 32√2 . Similarly in the caseQ0 ∈ Q0. 
From Theorem 4.6 and the previous result we immediately deduce that every U ∈ Q0 is
necessarily mso-minimal in C10 (and thus in Cn). To fully describe all minimal elements
of C10 we need to introduce some notation. For each U ∈ Q1, we denote by yU0 ∈ V (U)
the unique vertex of degree 2 and xU0 the neighbor vertex of y
U
0 of degree 4.
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Theorem 5.7. Suppose n ≡ 0mod (3) and n9. Then the set of minimal elements of Cn
with respect to mso is Q0 together with
{U ∈ Q1 : n1(xU0 )1 and n1(z)2 for all z ∈ V (U) such that Uz = 4, z = xU0 }
Proof. We have already argued that every U ∈ Q0 is minimal. Notice that in C10 the only
maximal subtree operations possible (see Table 1) are of the form (4, 2)-, (4, 1)- and (2, 1)-.
By Lemma 3.1 every (4, 1)-mso is -increasing. On the other hand, if Q is obtained from
Q ∈ Q1 by a (2, 1)-mso then clearlyQ ∈ Q1 which implies byLemma5.6 that (Q)=(Q).
So we only need to consider (4, 2)-mso on Q1.
Now let U ∈ Q1. We will write y0 and x0 in place of yU0 and xU0 . We consider ﬁrst the
case where there exists z ∈ V (U) such that Uz = 4, z = x0 and n1(z)1. We return to the
notation U and U in Fig. 1. By Lemma 2.2
(U)− (U)=
(
1
2
− 1√
3
)RB(x)+ 1√
Ua

+ ( 1√
2
− 1√
3
)
RB(y0). (5)
If n1(z)= 1 then let x = z and a the unique neighbor of z of degree 1. Then RB(x)= 32 ,
Ua = 1 and RB(y0) = 32 . On the other hand, if n1(z) = 0 then again let x = z and a any
neighbor of z. Then RB(x) = 32 , Ua = 4 and RB(y0) = 32 . In any case, from (5) we get
(U)− (U)> 0 which implies that U is not minimal.
Let us consider now the case where n1(x0) = 0. Let x = x0 and a any neighbor of x0
of degree 4. In this case RB(x0) = 1 + 1√2 and RB(y0) = 1 +
1√
3
. Thus from (5) we get
(U)− (U)> 0 which implies that U is not minimal.
Suppose now that U ∈ Q1, n1(xU0 )1 and n1(z)2 for all z ∈ V (U) such that Uz = 4,
z = xU0 . To see that U is minimal is sufﬁces to show that (U)− (U)< 0 for any choice
of x and any neighbor a of x. To simplify the argument, notice that RB(x)+ 1√
Ua
=RU(x).
We consider two cases:
(i) Suppose x = x0. Since n1(x)2, RU(x)= 3 and RB(y0)= 32 .
(ii) Suppose x = x0. Then RB(y0) = 1 + 1√3 . If n1(x0) = 2, then RU(x0) = 5/2 + 1/
√
2
and if n1(x0)= 1, then RU(x0)= 2+ 1/
√
2. Note that n1(x0) = 3 since n9.
In every case, we have that RU(x)2+ 1/
√
2 and RB(y0)1+ 1/
√
3. Therefore from
(5) we get that (U)− (U)< 0. Consequently, U is minimal. 
Example 5.8. Consider the treeU shown in Fig. 8. ThenU is minimal with respect tomso.
We end this section by illustrating a novel approach, based on the properties of mso,
for establishing bounds for . We will give an alternative method to that found in [8] for
determining the minimal, second minimal and third minimal value of  on Cn. We will
work the particular case when n ≡ 1mod (3), the other cases can be treated analogously.
The idea is roughly speaking as follows. Let T be a chemical tree. By Theorem 4.6 there
248 J. Rada, C. Uzcátegui /Discrete Applied Mathematics 150 (2005) 232–250
U 
y x0 
Fig. 8.
is a descending mso-chain {Ti}ki=0, such that T0 = T , Ti+1≺msoTi and Tk ∈ C01 (here is
where we need that n ≡ 1mod (3)) but Tk−1 /∈C01. The way this chain is constructed gives
enough information to estimate (Tk−1) and from this we will determine the ﬁrst values of
 on Cn. More precisely, we have the following key fact.
Lemma 5.9. For n ≡ 1mod (3), (U)(5n−11)/12+√2−1/2 for everyU ∈ Cn\(P0∪
P1).
Proof. Let U ∈ Cn\(P0 ∪ P1). From Lemma 5.2 we know that the result is valid if
U ∈ P2, therefore we assume that U /∈C01 =P0 ∪P1 ∪P2. By Theorem 4.6 there is a
descending mso-chain {Ti}ki=0 such that T0 = U , Ti+1≺msoTi and Tk is in C01 but Tk−1
is not in C01. We will denote Tk by S and Tk−1 by T. Since S ∈ C01, then by Lemma 5.2
(S)(5n − 11)/12 + 3
2
√
3
. On the other hand, as (U)(T ), it sufﬁces to show that
(T )− (S)√2− 1/2− 3
2
√
3
.
Since the algorithm used in the course of the proof of Theorem 4.6 uses either a (2, 3)-
mso, or a (3, 3)-mso or a (2, 2)-mso, then we know that S was obtained from T by one
of these operations. However, by considering the degree sequence given by Table 1 we
conclude that it is impossible to get to a tree in C01 using a (3, 3)-mso. So there are only
two possible cases to consider:
(i) S was obtained from T by a (2, 3)-mso. As in the proof of Lemma 4.2 we know that
(T )− (S)( 1√
2
− 1) 1√
3
+ ( 1√
3
− 12 ) 32 + ( 1√2 −
1
2 )
1
2 and the result follows.
(ii) S was obtained from T by a (2, 2)-mso. As in the proof of Lemma 4.1 there are two
possibilities which need to be considered separately since they provide different lower
bounds for (T )− (S).
The ﬁrst case considered in the proof of Lemma 4.1 gives that (T ) − (S)( 1√
2
−
1) 1√
2
+ ( 1√
2
− 1√
3
)2 and the result follows. The second case considered in the proof of
Lemma 4.1 can be improved, since now we know that nT3 is necessarily equal to zero
(see Table 1) as nS3 = 1. Following the proof of Lemma 4.1 but now using the fact that
RB(x)= 1/
√
4, we get (T )− (S)( 1√
2
− 1)( 1√
4
)+ ( 1√
2
− 1√
3
) 32 . From this it follows
that (T )(5n − 11)/12 + √2 − 1/2. Notice that this is the only case where we obtain
exactly the same bound as in the statement of the Lemma. 
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Theorem 5.10. Let n ≡ 1mod (3).
1. The minimal value of  in Cn is (5n − 11)/12 + 32√3 and it is attained exactly by the
elements ofP0.
2. The second minimal value of  in Cn is (5n− 14)/12+ 2√3 and it is attained exactly by
the elements ofP1.
3. The third minimal value of  inCn is (5n− 11)/12+
√
2− 1/2 and it is attained exactly
by those trees such that n2 = 2, n3 = 0 and the two vertices of degree 2 are adjacent to
two vertices of degree four.
Proof. 1 follows from Lemma 5.2 and Theorem 5.4.
To show 2, we know from Lemma 5.2 that  is constant inP1 with value (5n−14)/12+
2√
3
. It is also clear from Theorem 5.4 and Lemma 5.2 that every tree with  equal to
(5n− 14)/12+ 2√
3
is necessarily inP1. From this and Lemma 5.9 the result follows.
Finally, notice that every tree as described in 3 has  equal to (5n− 11)/12+√2− 1/2
and from the proof of Lemma 5.9 it follows that they are the only trees with exactly this
value of . Now the result follows from Lemmas 5.2 and 5.9. 
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