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Abstract
We use a family of root-ﬁnding iterative methods for ﬁnding roots of nonlinear equations.We present a procedure
for constructing polynomials so that superattracting periodic orbits of any prescribed period occur when these
methods are applied. This family includes Chebyshev’s method, Halley’s method, the super-Halley method, and the
c-methods, as particular cases.
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1. Introduction
One of the classical problems in numerical analysis is the solution of nonlinear equations f (x) = 0.
We may use iterative methods to approximate a solution of one of these equations. An iterative method
starts from an initial guess x0, called pivot, which is subsequently improved by means of an iteration
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xn+1=(xn), withn0.Conditions are imposed on x0 (and eventually on f or) to ensure the convergence
of the sequence {xn}n0 to a solution , and next proceed to ﬁnd the order of the convergence.
For example, Newton’s iterative method xn+1 = xn − f (xn)/f ′(xn)=Nf (xn), as well as other similar
second-order methods have been extensively used and studied. For polynomial equations p(x) = 0, the
iterative functionNp deﬁnes a rational mapping on the Riemann sphere. The simple roots of the equation,
that is, the roots of the equation p(x) = 0 that are not roots of the derivative p′(x) are superattracting
ﬁxed points of Np. In other words, if  is a simple root of p(x), then Np() =  and N ′p() = 0. For the
dynamics of Newton’s method, see [21].
Before introducing the root-ﬁnding methods we are interested in, we recall some basic notions of
complex dynamics. LetR : C −→ C be a rational map on the Riemann sphere, that is,R(x)=p(x)/q(x),
wherep(x) and q(x) are polynomials without common factors. The degree ofR(x) is deﬁned as deg(R)=
max{deg(p), deg(q)}. In what follows, wewill consider only rational maps of degree greater than or equal
to two.
Let R be a rational map. For x ∈ C, we deﬁne its orbit as the set
orb(x) = {x,R(x), . . . , R◦k(x), . . .},
where R◦k stands for the k-fold iterate of R. A point x0 is a ﬁxed point of R if R(x0) = x0. A periodic
point of period n is a point x0 such that R◦n(x0) = x0 and R◦j (x0) = x0 for 0<j <n. Observe that
if x0 ∈ C is a periodic point of period n1, then it is a ﬁxed point of R◦n. A ﬁxed point x0 of R is
attracting, repelling, or indifferent if |R′(x0)| is less than, greater than, or equal to 1, respectively. A
superattracting ﬁxed point of R is a ﬁxed point which is also a critical point of R. A periodic point of
period n is attracting, superattracting, repelling, or indifferent if it is, as a ﬁxed point of R◦n, attracting,
superattracting, repelling, or indifferent, respectively. The Julia set of a rational map R, denoted byJ(R),
is the closure of the set consisting of its repelling periodic points. Its complement is the Fatou set, denoted
byF(R).
Let  be an attracting ﬁxed point of R. Its basin of attraction is the set B() = {x ∈ C : R◦n(x) −
→  as n −→ ∞}. The immediate basin of attraction of an attracting ﬁxed point  of R(x), denoted by
B∗(), is the connected component of B() containing . Finally, if x0 is an attracting periodic point of
period n of R, then the basin of attraction of the orbit orb(x0) is the set B(orb(x0)) =⋃n−1j=0 R◦j (B(x0)),
where B(x0) is the attraction basin of x0 as a ﬁxed point of R◦n, and its immediate basin of attraction
is the set B∗(orb(x0)) =⋃n−1j=0 R◦j (B∗(x0)). If R has an attracting periodic point x0, then the basin of
attraction is contained in the Fatou set and J(R) = B(x0), which is the topological boundary of B(x0).
Therefore, the chaotic dynamics of R is contained in its Julia set.
For an extensive and comprehensive review of the theory of iteration of rational maps, see for example
[5,19,20].
In his study on the convergence of Newton’s iterative map, Cayley poses the following question: Let
p(z) be a polynomial. What is the set consisting of the initial guesses x0 ∈ C for which the sequence of
iterates xn = Np(xn−1), with n1, converges to a root  of p(x). In other words, what is the basin of
attraction of ? (See [9], as well as [10].)
We can ask the same question for an arbitrary iterative root-ﬁnding method Tp : C −→ C. It is clear
that F(Tp) ⊃ ⋃kj=1 B(rj ), where r1, . . . , rk are the roots of p(x). It is natural to ask the following
questions. Let p(x) be a polynomial. What is the set consisting of the initial guesses x0 ∈ C for which
the sequence of iterates xn+1 = Tp(xn), with n0, converges to a root  of p(x). In other words, what is
the basin of attraction of ? What is the set consisting of the points x0 such that the sequence of iterates
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xn+1 = Tp(xn) does not converge to any root of p(x)? Now sinceJ(Tp) is an invariant set, we have that
if x0 ∈ J(Tp), then its orbits will be contained inJ(Tp). SinceJ(Tp) is the closure of repelling periodic
points of Tp, and since in computer experiments we use only arithmetic of ﬁnite precision, we have that
if x0 ∈ J(Tp), then xn will eventually be thrown offJ(Tp) due to roundoff error (even if small). Now if
there is an (super)attracting periodic orbit of period greater than or equal to two, denoted orb(w), then its
attraction basin is a nonempty open set contained in the Fatou setF(Tp). Thus for any x0 ∈ B(orb(w)),
we have orb(x0) ⊂ B(orb(w)), and the sequence of iterates will never converge to a root of p(x).
Here we use a family of iterative methods, which are introduced geometrically in [2] to ﬁnd roots of
nonlinear equations, to present a procedure for constructing polynomials in such away that superattracting
periodic orbits of any prescribed period will occur when these iterative methods are applied. This family
includesChebyshev’smethod,Halley’smethod, the super-Halleymethod, and the c-methods, as particular
cases. In [4], Barna studies the behavior of Newton’s method on the real line. His classical result asserts
that if p(x) is a polynomial of degree greater than or equal to 4 that has only real roots, then Np has
periodic orbits of any period which are nonattracting. He gives examples of these polynomials, as for
instance the polynomial p(x) = 3x5 − 10x3 + 23x for which {−1, 1} is a superattracting periodic orbit
for Newton’s iterative function Np. Extensions of these results are obtained in [18].
A general procedure for constructing a polynomial whose Newton’s map has a prescribed set of distinct
complex numbers x1, . . . , xn as a superattracting periodic orbit of period n is given in [22]. Note that
the roots and their basins of attraction are in the Fatou set. These basins represent places where iterative
methods work. There are ways in which an iterative method may fail. One way is as follows. For any
initial guess x0 chosen in the Julia set, the sequence of iterates xn+1 =Np(xn) will never converge to any
root of p(x). However, any neighborhood of such a point x0 contains points xˆ0 for which the sequence
of iterates xˆn+1 = Np(xˆn) converges to any root. Another more striking phenomenon occurs when an
attracting periodic orbit other than the roots exists. This periodic orbit is necessarily in the Fatou set
and, more importantly, its basin of attraction is a region in C where, for any initial guess, its Newton-
iterated sequence will never converge to a root. In this case, a small perturbation of a failing initial
guess might not lead to a convergence to a root. Using the one-parameter family of cubic polynomials
pA(x) = x3 + (A − 1)x − A, the patterns of non-convergent Newton sequences in the complex domain
are shown in [13] . Similar phenomena for the same family of cubic polynomials have been observed for
Schröder’s and König’s iteration functions (see [24], as well as [25]). The existence of (super) attracting
periodic orbits or that of ﬁxed points other than the roots of the polynomial to which we are applying our
iteration method interferes with the search for the roots, as well as alters the basins of attraction of the
roots.
We consider the family of iterative methods given for n1 by
xn+1 = Mf,,c(xn) = xn −
(
1 + Lf (xn)
2(1 − Lf (xn)) + cLf (xn)
2
)
uf (xn), (1)
where c and  are complex parameters to be chosen conveniently in each case,Lf (x)=f (x)f ′′(x)/f ′(x)2,
and uf (x)=f (x)/f ′(x). This family of iterative root-ﬁndingmethods is induced by the family of iterative
functions
Mf,,c(x) = x −
(
1 + Lf (x)
2(1 − Lf (x)) + cLf (x)
2
)
uf (x). (2)
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Fig. 1. Fig. 1 shows the basins of attraction of all ﬁve roots of p(x) = 3x5 − 10x3 + 23x along with the basin of attraction of
the superattracting periodic orbit {−1, 1}. The dots represent the roots, and the dark regions represent the basin of attraction of
the periodic orbit.
Observe that whenever we apply any of these iterative functions (2) to a polynomial, we obtain a rational
map on the Riemann sphere.
Family (1) of iterative methods includes the following families of iterative functions as particular cases.
(See [2].)
1. When the parameter  is real and nonnegative, and c = 0, we obtain the family of third-order iterative
functions Mf,(x) studied in [15]
Mf,(x) = x −
(
1 + Lf (x)
2(1 − Lf (x))
)
uf (x). (3)
In particular, we have the following:
(a) The well-known Chebyshev’s iterative function Chf (x) given by
Chf (x) = x − (1 + 12Lf (x))uf (x) (4)
is obtained from the family (3) when = 0.
(b) The well-known Halley’s iterative function Hf (x) given by
Hf (x) = x − 2f (x)f
′(x)
2f ′(x)2 − f (x)f ′′(x) (5)
is obtained from the family (3) when  = 12 . For the dynamics of Halley’s iterative function, see
[6] and [23].
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(c) Another third-order iterative function, perhaps not as well known as the preceding two, is the
so-called super-Halley iterative function, denoted SHf (x). This iterative function is given by
SHf (x) = x −
(
1 + Lf (x)
2(1 − Lf (x))
)
uf (x) (6)
and is obtained from the family (3) when = 1. (See [16].)
(d) Finally, Newton’s method is obtained as the limit case when  → ±∞.
2. When c is a nonzero constant and = 0, we obtain the so-called c-iterative function
Mf,c(x) = x − (1 + 12Lf (x) + cLf (x)2)uf (x). (7)
This class of iterative functions is introduced in [1,14].
There is an extensive literature on the convergence of third-order methods. For Chebyshev’s method,
see [3,8,17]. ForHalley’smethod, see [7,11]. For the super-Halleymethod, see [12,16]. For the c-methods,
see [1,14] and the references therein.
Using the ideas of these papers, it is not hard to obtain convergence conditions for family (1). The
object of this paper is to study some of the properties of these conditions from the point of view of their
dynamics.
2. Results
We recall the deﬁnition of the family of iteration functions induced by the family of iterative methods
(1) that is given by
Mf,,c(x) = x −
(
1 + Lf (x)
2(1 − Lf (x)) + cLf (x)
2
)
uf (x).
Our purpose is to construct periodic orbits of any prescribed period for this family of iterative methods.
For this, we have the following characterization.
Theorem 1. Let ={x1, x2, . . . , xn} be a ﬁnite set of n distinct complex numbers, and let f be a complex
analytic function. Then  is a periodic orbit of period n of the iteration functions Mf,,c(x) if and only if
f ′(xi) = f (xi)
xi − xi+1H(xi) with i = 1, . . . , n − 1
and
f ′(xn) = f (xn)
xn − x1H(xn), (8)
where
H(x) = 1 + Lf (x)
2(1 − Lf (x)) + cLf (x)
2
.
Proof. Assume ={x1, x2, . . . , xn} is a periodic orbit of period n of Mf,,c. Then Mf,,c(xi)= xi+1 for
i = 1, 2, . . . , n − 1, and Mf,,c(xn) = x1.
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From the deﬁnition ofMf,,c and the fact thatMf,,c(xi)=xi+1 we conclude that f ′(xi)=[f (xi)/(xi −
xi+1)]H(xi) for i = 1, . . . , n − 1.
Finally, using the deﬁnition ofMf,,c once again and the fact thatMf,,c(xn)=x1, we see that f ′(xn)=
[f (xn)/(xn − x1)]H(xn).
Conversely, suppose that f satisﬁes condition (8). Then, for i = 1, . . . , n − 1, we have
Mf,,c(xi) = xi − H(xi) f (xi)[f (xi)/(xi − xi+1)]H(xi) = xi+1
and
Mf,,c(xn) = xn − H(xn) f (xn)[f (xn)/(xn − x1)]H(xn) = x1.
Consequently,  is a periodic orbit of period n of Mf,,c(x), which completes the proof. 
If we write
G(xi) = (xi − xi+1)f
′(xi)
f (xi)
− 1 for i = 1, . . . , n − 1
and
G(xn) = (xn − x1)f
′(xn)
f (xn)
− 1,
then condition (8) may now be written as
G(xi) − (12 + G(xi))Lf (xi) − cLf (xi)2 + cLf (xi)3 = 0 for i = 1, . . . , n. (9)
We begin by considering the case  = 0, or in other words for the c-methods Mf,c(x), condition (9)
becomes
G(xi) − 12Lf (xi) − cLf (xi)2 = 0 for i = 1, . . . , n (10)
and we have the following:
Theorem 2. Let = {x1, x2, . . . , xn} be a given set of n2 distinct complex numbers. Then there exists
a polynomial f (x) of degree less than or equal to 3n − 1 for which  is a periodic orbit for Mf,c(x).
Furthermore, if f ′′(xi) = f ′′′(xi) = 0, for some i = 1, . . . , n, then  is a superattracting periodic orbit
for Mf,c(x).
Proof. Let y1, y2, . . . , yn be a set of n nonzero complex numbers, and let z1, z2, . . . , zn be another set
of nonzero complex numbers such that
(xi − xi+1)zi
yi
− 1 = 0 for i = 1, 2, . . . , n − 1,
(xn − x1)zn
yn
− 1 = 0,
1 + 16cG(xi)0. (11)
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Assume that there exists a polynomial f (x) such that, for i = 1, 2, . . . , n we have
f (xi)=yi ,
f ′(xi)=zi ,
G(xi)−12Lf (xi)−cLf (xi)2=0.
According to Theorem 1, the set ={x1, x2, . . . , xn} is a periodic orbit of period n of Mf,c(x).
Using the condition (11) and Eq. (10), we obtain
f ′′(xi) = f
′(xi)2
f (xi)
−1 + √1 + 16cG(xi)
4c
for i = 1, 2, . . . , n.
We next show that such a polynomial exists. For this, we use the Hermite interpolation procedure.
We begin the construction by writing f (x) as
f (x) =
3n∑
i=1
aifi(x),
where the functions fi(x) are polynomials deﬁned inductively as follows:
f1(x) = 1,
f2(x) = f1(x)(x − x1) = (x − x1),
f3(x) = f2(x)(x − x1) = (x − x1)2,
f4(x) = f3(x)(x − x1) = (x − x1)3,
f5(x) = f4(x)(x − x2) = (x − x1)3(x − x2),
f6(x) = f5(x)(x − x2) = (x − x1)3(x − x2)2,
f7(x) = f6(x)(x − x2) = (x − x1)3(x − x2)3,
...
f3n−2(x) = f3n−3(x)(x − xn−1),
f3n−1(x) = f3n−2(x)(x − xn),
f3n(x) = f3n−1(x)(x − xn).
To determine the polynomial f (x), we must ﬁnd suitable coefﬁcients ai , with i = 1, 2, . . . , 3n. For
this, we must solve a linear system Ax = b which consists of 3n equations in 3n unknowns.
On the other hand, by deﬁnition, the polynomials fj (x) verify
fj (xi) = 0, i3j − 2,
fj (xi) = 0, i3j − 1,
f ′j (xi) = 0, i3j − 1,
f ′j (xi) = 0, i3j ,
f ′′j (xi) = 0, i3j ,
f ′′j (xi) = 0, i3j + 1.
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Therefore, the matrix A associated to the linear system of equation is the lower triangular matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f1(x1) 0 0 0 0 0 · · · 0
f ′1(x1) f ′2(x1) 0 0 0 0 · · · 0
f ′′1 (x1) f ′′2 (x1) f ′′3 (x1) 0 0 0 · · · 0
f1(x2) f2(x2) f3(x2) f4(x2) 0 0 · · · 0
f ′1(x2) f ′2(x2) f ′3(x2) f ′4(x2) f ′5(x2) 0 · · · 0
f ′′1 (x2) f ′′2 (x2) f ′′3 (x2) f ′′4 (x2) f ′′5 (x2) f ′′6 (x2) · · · 0
...
...
...
...
...
...
. . .
...
f ′′1 (xn) f ′′2 (xn) f ′′3 (xn) f ′′4 (xn) f ′′5 (xn) f ′′6 (xn) · · · f ′′3n(xn)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The column vectors X , b ∈ Rn are given by X= (a1a2 . . . a3n)T and b= (y1z1G(x1) . . . ynznG(xn))T.
Then the matrix associated to the linear system is in lower triangular form, and its diagonal consists of
entries f3i−2(xi), f ′3i−1(xi) and f ′′3i (xi), which are nonzero, for i = 1, 2, . . . , n. It follows that the linear
system has a unique solution. This completes the proof for the existence of the polynomial f (x) for which
 is a periodic orbit for Mf,c(x).
For the last statement, without loss of generality, we may assume that f ′′(x1) = f ′′′(x1) = 0. We have
(Mnf,c)
′(x1) = M ′f,c(Mn−1f,c (x1)) · · ·M ′f,c(Mf (x1))M ′f,c(x1)
=M ′f,c(xn)M ′f,c(xn−1) · · ·M ′f,c(x2)M ′f,c(x1).
On the other hand,
M ′f,c(x) =
f (x)f ′′(x)
f ′(x)2
− 1
2
(L′f (x)uf (x) + Lf (x)u′f (x)) − c((Lf (x)2)′uf (x) + Lf (x)2u′f (x)).
Now since f ′′(x1)=f ′′′(x1)=0, we have Lf (x1)=L′f (x1)=0 and hence (Mnf,c)′(x1)=0. The result
now follows. 
Theorem 3. Let n2 be an integer. Then there exists a polynomial f (x) of degree less than or equal to
3n for which the iterative method Mf,c(x) has a superattracting periodic orbit of period n.
Proof. Let f (x) be the polynomial of degree less than or equal to 3n − 1 as constructed in Theorem 2,
and let  = {x1, . . . , xn} be its periodic orbit as in Theorem 2 with the condition f ′′(x1) = 0. We deﬁne
a new polynomial f˜ (x) by
f˜ (x) = f (x) + a3n+1f3n+1(x),
where the coefﬁcient a3n+1 is a parameter to be determined.
Since f3n+1(xi) = 0 for all i = 1, 2, . . . , n, we have that the periodic orbit  = {x1, x2, . . . , xn} does
not change when we add the new polynomial f3n+1(x).
Finally, we use the conditions f ′′(x1) = 0 to determine a3n+1 and and it follows from Theorem 2 that
the periodic orbit  is superattracting. The proof is now complete. 
We next focus our attention on the case c = 0 and  = 0. In other words, we will construct periodic
orbits for Mf,(x). Setting c = 0 condition (9) becomes
G(xi) − (12 + G(xi))Lf (xi) = 0. (12)
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Theorem 4. Let = {x1, x2, . . . , xn} be a given set of n2 distinct complex numbers. Then there exists
a polynomial f (x) of degree less than or equal to 3n − 1 for which  is a periodic orbit for Mf,(x).
Furthermore, if f ′′(xi) = f ′′′(xi) = 0, for some i = 1, . . . , n, then  is a superattracting periodic orbit
for Mf,c(x).
Proof. Let y1, y2, . . . , yn be a set of n non-zero complex numbers, and let z1, z2, . . . , zn be another set
of n non-zero complex numbers such that
{ 1
2yi + ((xi − xi+1)zi − yi) = 0 for i = 1, 2, . . . , n − 1,
1
2yn + ((xn − x1)zn − yn) = 0.
(13)
Assume that there exists a polynomial f (x) such that, for i = 1, 2, . . . , n, we have
f (xi) = yi ,
f ′(xi) = zi ,
G(xi) −
(1
2 + G(xi)
)
Lf (xi) = 0.
According to Theorem 1, the set ={x1, x2, . . . , xn} is a periodic orbit of period n of the iterative method
Mf,(x).
Using conditions (12) and (13), we see that
f ′′(xi) = (xi − xi+1)f
′(xi) − f (xi)
f (xi)/2 + ((xi − xi+1)f ′(xi) − f (xi))
f ′(xi)2
f (xi)
for i = 1, . . . , n − 1
and
f ′′(xn) = (xn − x1)f
′(xn) − f (xn)
f (xn)/2 + ((xn − x1)f ′(xn) − f (xn))
f ′(xn)2
f (xn)
.
Similarly, as in Theorem 2, the Hermite interpolation procedure makes possible the construction of the
sought after polynomial.
For the last statement, using the arguments of Theorem 2 and since
M ′f,(x) =
f (x)f ′′(x)
f ′(x)2
− 1
2
((
Lf (x)
1 − Lf (x)
)′
uf (x) + Lf (x)1 − Lf (x)u
′
f (x)
)
,
the result follows immediately due to the following two facts:
(
Lf (x)
1 − Lf (x)
)′
= L
′
f (x)
(1 − Lf (x))2
and
L′f (x) =
f ′(x)2f ′′(x) + f (x)f ′(x)f ′′′(x) − 2f (x)f ′′(x)2
f ′(x)2
.
This completes the proof. 
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Theorem 5. Let n2 be an integer. Then there exists a polynomial f (x) of degree less than or equal to
3n for which the iterative method Mf,(x) has a superattracting periodic orbit of period n.
Proof. The proof of Theorem 5 is similar to that of Theorem 3. 
Finally, since the hyperbolic periodic orbits of an analytic map are stable, we have the following.
Theorem 6. There exists an open set U of complex analytic functions such that, for any f ∈ U, the
iterative method Mf,,c has an attracting periodic orbit of period greater than or equal to two.
3. Examples
1. For =0, consider the set ={x1, x2}, where x1 =0 and x2 =2. Let y1 =−2, y2 =2, and z1 = z2 =1.
We have
G(x1) = (x1 − x2)z1
y1
− 1 = 0
and
G(x2) = (x2 − x1)z2
y2
− 1 = 0.
We now construct a polynomial f (x) such that f (xi)=yi , f ′(xi)=zi , and f ′′(xi)=0, for i=1, 2. For
this, deﬁne f1(x)= 1, f2(x)= x, f3(x)= x2, f4(x)= x3, f5(x)= x3(x − 2), and f6(x)= x3(x − 2)2.
Then f (x) is given by f (x)= a1f1(x)+ a2f2(x)+ a3f3(x)+ a4f4(x)+ a5f5(x)+ a6f6(x), where
the coefﬁcients a1, a2, a3, a4, a5, a6 are solutions of the system of linear equations AX=b, where the
matrix A and the vector b are given by
A =
⎛
⎜⎜⎜⎜⎜⎝
f1(x1) 0 0 0 0 0
f ′1(x1) f ′2(x1) 0 0 0 0
f ′′1 (x1) f ′′2 (x1) f ′′3 (x1) 0 0 0
f1(x2) f2(x2) f3(x2) f4(x2) 0 0
f ′1(x2) f ′2(x2) f ′3(x2) f ′4(x2) f ′5(x2) 0
f ′′1 (x2) f ′′2 (x2) f ′′3 (x2) f ′′4 (x2) f ′′5 (x2) f ′′6 (x2)
⎞
⎟⎟⎟⎟⎟⎠
and b =
⎛
⎜⎜⎜⎜⎜⎝
y1
z1
G(x1)
y2
z2
G(x2)
⎞
⎟⎟⎟⎟⎟⎠
.
Therefore, we have
A =
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 2 0 0 0
1 2 4 8 0 0
0 1 4 12 8 0
0 0 2 12 24 16
⎞
⎟⎟⎟⎟⎟⎠
and b =
⎛
⎜⎜⎜⎜⎜⎝
−2
1
0
2
1
0
⎞
⎟⎟⎟⎟⎟⎠
.
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Hence a1 = −2, a2 = 1, a3 = 0, a4 = 14 , a5 = −38 , and a6 = 38 , and therefore f (x)= −2 + x + 14x3 −
3
8x
3(x−2)+ 38x3(x−2)2.We claim that, for the polynomial f (x), the iterative method Mf,c has  as
a periodic orbit of period 2. In fact, since Lf (x1)=Lf (x2)=0, we have Mf,c(0)=2 and Mf,c(2)=0.
In order that this periodic orbit be superattracting for Mf,c(x), we deﬁne f7(x) = x3(x − 2)3 and
f˜ (x) = f (x) + a7f7(x), where a7 must be determined in such a way that  is a superattracting
periodic for Mf,c(x). The coefﬁcient a7 is determined by solving a system of linear equations A˜Y = b˜,
where thematrix A˜ and the vector b˜ are constructed using the factsf ′′′i (x1)=0 for i=1, 2, 3,f ′′′4 (x1)=6,
f ′′′5 (x1) = −12, f ′′′6 (x1) = 24, and f ′′′7 (x1) = −48.
Thus,
A˜ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 2 0 0 0 0
1 2 4 8 0 0 0
0 1 4 12 8 0 0
0 0 2 12 24 16 0
0 0 0 6 −12 24 −48
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and b˜ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
−2
1
0
2
1
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Solving the system of linear equations Aˆy = b, we obtain a7 = 516 , and hence
f˜ (x) = −2 + x + 14x3 − 38x3(x − 2) + 38x3(x − 2)2 + 516x3(x − 2)3.
Since f7(0)=f7(2)=f ′7(0)=f ′7(2)=f ′′7 (0)=f ′′7 (2)=0, we haveMf˜ ,c(0)=2 andMf˜ ,c(2)=0, or in
other words is a periodic orbit of period 2 forM
f˜ ,c
(x). Finally, since f ′′(0)=f ′′′(0)=0, the periodic
orbit  is a superattracting periodic orbit for M
f˜ ,c
(x). Observe that this construction is valid for any c.
2. Using the above techniques, we obtain the polynomial p(x) = x3 + 12x − 32 which is such that, when
Halley’s iterative method is applied to it, the method has a superattracting orbit of period 2. The dark
color of Fig. 2 shows the basin of attraction of the periodic orbit.
Fig. 2.
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