The problem concerning the greenhouse effects of human activities has broadened in scope frbm the CO2-climate problem to the trace gas-climate problem. The climate effects of non-CO 2 trace gases are strongly governed by interactions between chemistry, radiation, and dynamics. We discuss in delfiil the natuie of the trace gas radiative heating and describe the importance of radiative-chemical interactions within the troposphere and the stratosphere. We make an assessment of the trace gas effects on troposphere-stratosphere temperature trends for the period covering the preindustrial era to the present and for the next several decades. Non-CO 2 greenhouse gases in the atmosphere are now adding to the greenhouse effect by an amount comparable to the effect of CO 2. The rate of decadal increase of the total greenhouse forcing is now 3-6 times greater than the mean rate for th where it is the climate feedback parameter and •: is the effective ocean thermal diffusivity. Th• magnitude of it, which also governs the equilibrium surface warming, is governed strongly by radiative and dynaniical processes in the atmosphere, and hence the effect of oceans on transient climate change is determined by the interactions between atmospheric and oceanic dynamical as well as radiative processes. The next crucial issue concerns accurate determination of decadal trends in radiative forcings, trace gases, planetary albedo (to determine effects of aerosols and cloud feedback), and surface-troposphere-stratosphere temperatures. The observational challenges are formidable and must be overcome for a scientifically credible interpretation of the human impacts on climate.
. A comprehensive discussion of the trends in surface temperatures and other climate parameters can be found in the work by Ellsaesser et al. [1986] .
Various factors that govern climate change on decadal to longer time scales have been uncovered. Many of the factors fall under the category of externally (external to the dimate system) induced variations in the climate-forcing terms. The first set of factors involves global scale changes in the radiative heating such as those due to trace gases including CO 2, frequency of volcanic events, and variations in solar insolation. Factors involving regional-scale changes include changes in radiative forcing (turbidity, deforestation, and desertification), thermal forcing (urban heat island), and thermodynamic forcing (alteration of evaporation and precipitation by deforestation is one example). Decadal-scale climate change may also result from internal fluctuations in the interactions within the land-ocean-cryosphere-atmosphere system. Such internal fluctuations include variations in ocean heat storage, sea ice, and glaciers.
Of the various factors mentioned above, accurate determination of trends has been possible only for CO 2 (at least since the 1950s), CH,•, and CFCs (since the 1970s). The greenhouse effect ooeCO2 has received the most emphasis (in the literature) as a mechanism for climate change, and during the last few years, attention is turning increasingly toward the other trace gases. For all other climate-forcing terms the measurements are either nonexistent or, when they exist, the accuracies are To maintain a balance with the net incoming solar radiation, the surface-troposphere system should warm (in response to the excess radiative energy, i.e., radiative heating) and radiate more long-wave radiation to space until the long-wave emission to space balances the absorbed solar radiation (i.e., until the energy balance at the top of the atmosphere is restored). Hence the greenhouse theory is based on this fundamental concept of global energy balance for the surface-atmosphere system as a whole. Almost all of the modern-day climate models (since the pioneering study of Manabe and Wetheraid [1967] ) are built around this concept of global annual energy balance for the surface-atmosphere system. Numerous studies undertaken prior to the Manabe and Wetheraid study, and a few recent studies, have misunderstood the implication of this concept of surface-atmosphere energy balance and have made erroneous interpretations of the surface temperature change due to CO 2. These studies infer surface temperature change from surface energy balance alone and ignore the energy balance of the surface-atmosphere system. 1.3.1. Effect of solar absorption. There is a frequently held misconception about the greenhouse effect. It is frequently mentioned that a CO2 increase enhances the greenhouse effect because it allows solar radiation to penetrate to the surface while absorbing long-wave radiation. While it is true that CO• is nearly transparent to solar radiation, the transparency to solar radiation is not a necessary condition for enhancing the atmospheric greenhouse effect. For example, H•O absorbs solar radiation long-wave of 0.9 pro, yet it is the strongest greenhouse gas. This is because almost all of H20 solar absorption occurs within the troposphere (almost entirely within the first 5 km from the surface). Since the troposphere and surface are efficiently coupled by convection, large-scale motions, and radiation, energy deposited within the lower half of the troposphere warms the troposphere as well as the surface. Hence gaseous absorption of solar radiation in the lower troposphere will have a surface warming effect. However, solar absorption that occurs within the stratosphere (as in the case of 03) would have a surface cooling effect by reducing the energy available to the surface troposphere system. In summary, solar absorption by a radiatively active gas will add to or ameliorate the greenhouse effect, depending on the altitude of solar absorption.
1.3.2. Role of Models. The role of climate models in the greenhouse theory is to estimate the climate response to the excess radiative heating induced by the greenhouse effect. The response, of course, depends on feedback processes involving the land, ocean, cryosphere, and atmosphere (including clouds). In addition to models, empirical studies based on observed satellite data [Cess, 1976] have played an important role in estimating the climate response.
Trace Gas-Climate Problem
Chemical pollutants in the atmosphere can modify the climate through one or more of the following processes:
1.4.1. Radiatively active gases. If the pollutants are radiatively active in the long-wave region, they will enhance the atmospheric greenhouse effect. In particular, several polyatomic trace gases (of anthropogenic origin) have strong absorption features in the 7-to 13-#m region (Figure 3 ). This spectral region is referred to as the atmospheric "window," since in this region the atmosphere is relatively transparent. In the 7-to 13-#m region, roughly 70-90% of the surface and cloud emission escapes to space. Consequently, pollutants with strong absorption features in the 7-to 13-#m region are quite effective in enhancing the greenhouse effect. In addition, perturbing gases such as CO 2 and 0 3, which govern the magnitude of stratospheric long-wave emission and absorption, have significant impacts on stratospheric climate. greenhouse surface warming, depending on the vertical distribution of the 0 3 decrease.
1.4.4. Ozone change and stratosphere-troposphere radiative interactions. 0 3 absorbs solar radiation in addition to absorbing and emitting long-wave radiation; hence stratospheric 03 modulates the solar and long-wave radiation reaching the troposphere. Stratospheric 03 influences tropospheric climate through a complicated set of stratospheric-tropospheric radiative interactions in both the solar and long-wave radiation regimes. The greenhouse effect of tropospheric 03 also plays a significant role in determining the sensitivity of climate to 03 change. Consequently, it is very difficult to generalize the nature, the sign, or the magnitude of the potential climate change due to 0 3 perturbations.
1.4.5.
Radiative-chemical interactions.
These effects arise because of the strong temperature dependence of the reaction rates of the various chain reactions in the stratosphere that ultimately govern the stratospheric 0 3 concentration. The net effect of this dependence is such that a temperature increase (decrease) in the upper stratosphere leads to an 03 decrease (increase). Hence stratospheric cooling due to increased CO2 leads to an increase in 0 3 which tends to compensate some of the CO 2 induced cooling. This O3-temperature feedback results in a negative feedback on temperature perturbations in the stratosphere. Furthermore, a local 03 decrease allows deeper penetration of sunlight and permits enhanced 0 3 production at lower levels. This interaction between 03 change and penetration of sunlight has a significant impact on the profile 03 change.
1.4.6. Interactions involving stratospheric dynamics. Large-scale motions in the stratosphere have a strong impact on some of the climate change processes described earlier. First, the climate effect of O 3 change depends crucially on the vertical and latitudinal distribution of O 3 change in the lower stratosphere, which is determined by the interactions between transport and chemistry. The second interaction concerns the effect of altered dynamics due to changes in stratospheric diabatic heating (from O 3 change) on the transport of constituents. Perhaps the most important dynamics-transport effect concerns the interaction between trace gas perturbation, tropopause temperature, and stratospheric H20.
1.4.7. Climate-chemistry interactions. The greenhouse warming of the surface causes an enhancement in the evaporation of moisture from the land and oceans, resulting in an increase in the tropospheric H20. This, in turn, through photolysis and H20 chemistry, can perturb OH in the troposphere. Since OH plays a dominant role as a cleansing and oxidizing agent for tropospheric gases (including pollutants), the altered OH can potentially perturb the concentration of radiatively active species such as CH,• and O 3 (and possibly others).
The above description basically gives the scope of the problem that we will be dealing with in this review. The nature of the various interactive processes and the potential surface temperature effect of various radiative perturbations are described schematically in backs involving temperature, H20, clouds, ice, and snow cover and on feedbacks between the ocean and the atmosphere (and possibly the biosphere). A comprehensive discussion of these topics is beyond the scope of this report and, furthermore, is unnecessary since several detailed reports [Charney, 1979; Smagorinsky, 1982] are available on this topic.
Need for Model Studies
The nature of the radiative forcing arising from the myriad of interactive processes mentioned earlier is so complex that numerical models with varying degree of complexity are needed to identify the magnitude of the various processes. The array of models needed for the trace gas-climate problem include (1) one-dimensional radiative-convective models to identify the important greenhouse effects and troposphericstratospheric radiative interactions, (2) one-dimensional radiative-convective-chemical models to examine the role of radiative-chemistry interaction in the stratosphere, (3) twodimensional transport-chemistry models to estimate the magnitude of seasonal and latitude variations of 0 3 change,
two-dimensional models to examine the possible magnitude of temperature changes in response to trace gas perturbations, (5) three-dimensional stratospheric models, and (6) threedimensional climate models with and without interactive oceans. Models 5 with comprehensive treatment of radiation and dynamics can play a central role in elucidating the role of dynamics in governing the interaction between radiative perturbations and temperature perturbations. Furthermore, these models are necessary to examine the potentially important problem of how alterations in stratospheric meridional and vertical thermal gradients impact tropospheric dynamics through stratosphere-troposphere dynamical interactions. There is also another important class of three-dimensional models concerned primarily with atmospheric transport and chemistry. Such models are essential for evaluating the robustness of the conclusions of the one-dimensional and twodimensional models concerning 0 3 perturbations as well as for understanding the nature of interactive chemistry and transport. These three-dimensional models should ultimately lead to the development of self-consistent three-dimensional models that account for the interactions between radiation, chemistry, and dynamics. In models 6 the perturbations in trace gases are prescribed. The model determines the climate change (troposphere and stratosphere) due to the imposed perturbations. These models, in conjunction with the onedimensional radiative-convective models, play a central role in the assessment of trace gas effects on climate. More detailed discussions of these models are given in section 3.
NATURE OF RADIATIVE FORCING
Radiative forcing due to trace gases can be considered either in terms of the changes in the fluxes of radiative energy into and out of the entire system (i.e., surface-troposphere system) or in terms of the change in the vertical distribution of the radiative heating rates. The choice between the two quantities depends on the region of interest. Within the troposphere the vertical mixing of sensible and latent heat by convection and large-scale motions is considered to be quite rapid in comparison to the time scales associated with radiative adjustments. As a result, the vertical distribution of the tropospheric temperature change is largely governed by dynamical processes, while the mass-weighted tropospheric temperature change is governed by the radiative forcing of the column. Hence as a first approximation, we can ignore the details of the vertical distribution of the tropospheric radiative forcing and focus, instead, on the radiative forcing of the entire surface-troposphere system. Since the surface-troposphere radiative forcing is simply the change in the net radiative flux ]'Actually, the sum of the strengths of the lines present in the compilation (296 K). Isotopic band intensities are not added except for [he estimate of a band system intensity (for example, the 15-#m CO 2 system). $Most comments were taken from L. S. Rothman (private communication, 1985) .
at the tropopause, it is rather straightforward to assess the importance of trace gas radiative forcing. The only minor complication is that we have to account for changes in stratospheric temperature and long-wave emission in order to compute the flux changes at the tropopause. Within the stratosphere, however, time scales associated with radiative adjustments are comparable to, or faster than, those associated with dynamical processes. As a result, the magnitude of the stratospheric climate change is influenced strongly by the vertical 
Greenhouse Gases • With Weak Solar AbsoJ, ption
With the exception of H20, 0 3, and NO2, all other gases shown in Tables la and lb In addition to the 15-#m bands, CO 2 has absorption features in'the 7.6-#m and 10-gm (two bands) region and also has several bands in the solar spectrum ( Table 2) Table 3 illustrates the influence of H20-CO 2 overlap on the CO2 radiative forcing for midlatitude summer conditions, when the ameliorating effect of H20 overlap is expected to be large. The H20 absorption reduces the surface heating (i.e., enhanced CO 2 downward emission) by an order of magnitude but'ameliorates the surface-tro13osphere'heating by only 15%, half of which is due to the continuum absorption. The model results in Table 3 are for cleat sky cøndi•ions, and the inclusion of clouds (accounted for in most climate models) ameliorates the surfaceti'oposphere heating by another 10 to 20%. In summary, the radiative forcing due to CO 2 arises from a complex chain of processes, and it is reasonably straightforward to account for most of these processes. However, at- Table 3 ) for a CO 2 doubling, we see that the radi- Figure 10 , which shows the computed change in surface-troposphere radiative heating for two different profiles of 03 change. While the uniform 03 reduction leads to a net radiative cooling, the nonuniform 03 ch'ange profile (denoted by CFM in Figure 10b ) leads to a net increase in the heating. For the CFM perturbation most of the decrease in 03 occur•s in the upper stratosphere and hence the reduction in long-wave emission (due to stratospheric cooling) is not "felt" by the troposphere with the result that the solar warming dominates over the long-wave cooling effect. Since the net effect on tropospheric radiative forcing is obtained as a difference between solar and long-wave effects, it depends strongly on latitude and season. In middle to higher latitudes, even the sign of the effect depends on season (for example, see the CFM curve in Figure 10 ).
Greenhouse Gases
Although the troposphere contains only about 10% of the total 03 , the long-wave opacity of present tropospheric 03 amounts is nearly the same as that of present stratospheric 03 amounts (owing to the pressure broadening effects on the 03 9.6-#m band line shape). Furthermore, both solar and longwave effects of tropospheric 03 change influence the surface temperature in the same direction, in contrast to the opposing solar and long-wave radiative effects induced by Stratospheric 03 change. As a result, surface temperature is significantly more sensitive to changes in tropospheric 03 than to stratospheric 03 changes. In fact, for a uniform 03 change, tropospheric 03 change is about 2 to 3 times as effective as stratospheric 03 change in altering the radiative forcing (for example, see Table 5 ). The strong dependence of the computed surface temper- 
Effects of Aerosols
Stratospheric aerosols of volcanic origin undergo episodic variations, while tropospheric aerosols can undergo episodic or secular variations. It is necessary to understand the nature and magnitude of the "signature" of aerosols on the observed trends of surface-troposphere-stratosphere temperature before we can identify the role of trace gases on long-term (decadal) climate trends. The above necessity is the primary motivation for including a brief discussion on aerosols in the present study.
A detailed description of our current understanding of aerosol effects on climate can be found in the work by the World Climate Research Programme (WCP) [1983] . Aerosols can impact climate either directly by absorption and scattering of solar and long-wave radiation or indirectly by altering optical properties of clouds [Twomey et al., 1984] . The aerosolclimate problem is so complicated that after decades of research it is still difficult to make any general statements about whether aerosols cool or warm the climate. However, the direct radiative effects are relatively better understood than the indirect effects [Lenoble, 1984] , and hence we will focus on the direct radiative effects of aerosols. With respect to climate change, aerosols of volcanic origin in the stratosphere and of anthropogenic origin in the troposphere have the potential for influencing temperature trends within the stratosphere and troposphere on time scales ranging from a few years to several decades.
The visible optical depth of the background stratospheric aerosols is of the order of 0.01 or less and hence has a negligible impact on climate [WCP, 1983] *The values cited here account for stratospheric temperature changes to the imposed perturbations.
•'These authors give results for surface temperature change and the radiative forcing was inferred by multiplying the temperature change with their model sensitivity (i.e., ;t as given by (1) [Galindo, 1984] . Among these disturbances, arctic haze may turn out to be an important issue for the trace gas-climate problem for several reasons. First, observations indicate that arctic haze contains large amounts of anthropogenic compounds like soot and sulfuric acid [Blanchet and List, 1984] . Second, it has been shown recently [Wilkness and Larson, 1984 ] that continental air masses (containing soot and other anthropogenic gases)can be transported over very long distances (for example, from Asia to the Arctic). Hence the arctic haze can exhibit a secular trend in the future. Third, the arctic haze has a substantial impact on the springtime solar heating rates [Porch and MacCracken, 1982] . Under clear-sky conditions the haze layer can enhance the heating rate by as much as 50%. Since the trace gas effects on tropospheric climate are also expected to be large in the arctic region (see section 5 and 6), the potential effects of the haze on arctic climate can make it difficult to infer the trace gas effects.
In summary, aerosols can produce a sizable "noise" in meteorological data which makes it very difficult to establish a direct relationship between trace gas increases and climate change. Perhaps the best hope for assessing aerosol effects is to monitor the albedo of the planet from satellites with a high degree of precision (within 0.1%).
Current Status in Trace Gas Radiative Treatment
Numerous approximations are invoked within climate models to simplify the treatment of the radiative effects of trace gases (for example, the use of band models). Table 1 . Climate models generally employ narrow-band or broadband models for CH,• and N20 and employs various versions of the optically thin approximations for all other gases in Table 1 .
The validity of the optically thin approximation is discussed in detail in the work by WMO [1982] For CFCs and all other gases except CH,• and N20, the relevant narrow-band model parameters are unavailable. Even the integrated band strengths are unavailable for many potentially important gases such as F l13 and F l14. Furthermore, for many of the gases the hot bands (i.e., bands for which the lower vibrational states is an excited state) overlap strongly with the fundamental bands (for example, Varanasi and Ko [1977] for Fll and F12). In such instances it is important to determine the strengths of the hot bands for accurate modeling of the opacities in band models.
THEORY AND MODELS

Stratospheric Response to Perturbations
The study of climatic impacts within the stratosphere owing to added trace constituents is of special interest for several reasons. First, for reasonable projections of future trace constituent distributions, the expected temperature changes in the upper stratosphere are nearly an order of magnitude greater than the expected surface changes. Second, these expected temperature changes are essentially independent of ocean temperature changes and cloud feedback effects. Both processes are a source of considerable uncertainty in assessing tropospheric climate change.
Climate change in the stratospheric is also different because temperature change there is coupled directly with photochemical processes. The strongest link is with the temperature dependence of the equilibrium ozone. For example, the cooling effect of increasing CO 2 in the upper stratosphere superficially involves virtually no chemistry. However, as temperatures drop, ozone amounts increase, leading to a local heating effect. This is an important negative feedback. In addition, increases of the trace gases, particularly CH,•, H20, N20, and chlorofluorocarbons, tend to lead to 0 3 decreases (and cooling effects) in the upper stratosphere. However, such local decreases of 03 affect the incoming solar ultraviolet radiation such that greater penetration into the lower stratosphere would be allowed. This acts to increase local heating there but more importantly, increases production of 03 below. This process produces a very significant "self-healing" effect on the total O2 column while leading to significant changes in the shape of the ozone profile. This, in turn, affects the local temperature.
The almost bewildering array of interactive feedback processes in the stratosphere implies that they can be understood only through careful, self-consistent modeling of the radiativephotochemical-dynamical system. Ultimately, this modeling must be done with fully interactive, time-dependent, threedimensional models.
For a number of reasons, such complete models remain impractical today. The most well-known reason is the tremendous computational requirements for a fully comprehensive model. However, even if such resources were now available, the current strategy of using a hierarchy of models ranging from the very simple to the very complex would still be the appropriate one. This is because there remains significant uncertainties in our understanding of many aspects of the radiative-photochemical-dynamical system. Useful reductions of such uncertainties require a wide range of considerably more focused research activities. Without improved understanding and modeling capability in all components of the problem, the power of more comprehensive modeling treatment tends to be diminished. [1977] and Boughner [1978] . To date, the main concern has been with including the effects of climatic feedback on calculated ozone changes. As the effects of radiatively important trace species other than CO 2 become the object of more serious climatic attention, the inclusion of photochemical feedbacks in the climate system will gain more research attention. However, in such cases the limitations of the one-dimensional model framework will become more severe. This is particularly so for the calculation of chemical-climatic feedbacks through stratospheric water, a trace substance whose spatial distribution seems to be fundamentally dependent upon three-dimensional processes. 3.1.2. Two-dimensional effects. In both climatic and chemical problems there are many physical processes that at best are poorly represented in one-dimensional models. The next logical step is to construct a two-dimensional model in the meridional-vertical plane. This allows inclusion of many important sun angle dependent processes. Most models in this category have prescribed transport processes in various combinations of zonally symmetric and eddy mechanisms.
In the past the main concern has been with the problem of self-consistent prescription of mean and eddy transport processes. Recently, conceptual progress (R. A. Plumb and J. D. Early attempts to produce self-consistent dynamical response in two-dimensional models were given by Vupputuri [1978] and Pyle and Rogers [1980] . In these models the eddy fluxes are essentially specified (usually through local eddy diffusion coefficients), but the meridional circulation is calculated self-consistently in response to these fluxes. In a more fundamental sense, these models are not really climate models either, since the fundamental eddy forcing remains prescribed through large changes in constituents. They might, however, capture an important part of the two-dimensional "nondynamical" part of the climatic response to trace constituent changes. Such models can yield te. mperature changes that are very close to the "fixed dynamical heating" (FDH) limit described in the next section.
. 3.1.3. Three-dimensional and dynamical effects. Since it is clear that both chemical and dynamical processes are inherently three-dimensional, it is inevitable that threedimensional climate-chemical models will play an increasing role in analysis of such trace gas-climate problems. However, even as much models are employed, they can provide information which at times may show ways in which full threedimensional processes may not have to be modeled explicitly once they are well understood. For example, the work of Mahlman et al. [1986] indicates that all long-lived stratospheric gases exhibit predictable struct•ure, provided that the complete three-dimensional structure is solved for one of them and the chemistry of each of the gases of interest is known. In this context it is likely that full three-dimensional solutions will not be required for each of the ever growing list of radiatively active gases that may influence climate.
In the context of predict.ing stratospheric climate change, it is of interest to inquire whether o,r not three-dimensional models are really required. The answer to this probably can be supplied only with a properly posed three-dimensional model. An early attempt in this regard was offered by Fels et al. [1980] . They pointed out that there are ,two possible extremes of stratospheric climatic responses to changes in trace constituents. These are (1) "dynamical adjustment" and (2) "radiative adjustment." For dynamical adjustment the net dynamical heating (sum of adiabatic heating mechanisms in the thermodynamic equation) adjusts so that the temperature doesn't change. For radiative adjustment (see also Fels and Kaplan [1975] and Ramanathan and Dickinson [1979] ) the temperature changes so that the net dynamical heating doesn't change.
Since the net dynamical heating is a function of the degree to which the stratosphere is dynamically forced, radiative adjustment means in this context that no further changes in dynamical forcing occur as a result of changing trace constituents. This is why Fels et al. [1980] refer to this as the fixed dynamical heating limit. The attractive feature of the FDH limit (if valid) is that in principle, climatic calculations can be performed with purely radiative models. However, this requires that such radiative models perturb about realistic atmospheric structure (either real or modeled). The experiments of Fels et al. [1980] suggest strongly that middle and high latitudes of the stratosphere are rather well described by the FDH limit. For tropical wind systems, however, considerable dynamical adjustment is expected. They offer a mechanistic model that explains why significant dynamical adjustment is expected mainly in the tropics.
The calculations of Fels et al. [1980] pertain to annual mean conditions and may not necessarily reflect the validity of the FDH model for other seasons (in particular, the winter polar regions where dynamical process•es play a crucial role in maintaining the thermal structure). Nevertheless, it seems safe to conclude that on an annual mean basis the stratospheric temperature res. ponse to radiative heating perturbations is governed to a large extent by long-wave rad!ative adjustment processes.
Troposphere Response and the Role of Feedbacks
One of the fundamentally important concepts which has emerged out of the numerous one-, two-, and threedimensional climate model studies is that the surface temperature change is largely determined by the radiative forcing of the surface-troposphere system (i.e., net flux change at the tropopause). The computed surface temperature change is neither strongly dependent on the vertical distribution of the radiative heating within the troposphere nor strongly dependent on the manner in which the radiative heating .is partitioned between the surface and the troposphere. The reason for the insensitivity of the computed surface temperature change to the vertical heating distribution has been explained in the introdu,ction to section 2.
The model results that helped forge this concept are numerous, and only a few examples will be given below' (1) The radiative forcing of the surface-troposphere system due to a 2% increase in solar insolation and due to a CO: doubling agr0e within about 10%. But the partitioning of this forcing in terms of surface forcing and tropospheric forcing is vastly different. Yet, almost all climate model studies, including the general circulation model studies [e.g., Manabe, 1975' Hansen et al., 1984] , show that the computed surface temperatures change for the 2% sola.r radiation increase is within 10% of that due to CO: doubling. (2) Likewise, as shown in section 2, the vertical distribution of the radiative heating due to CFCs and CH 4 or CO: are drastically different. Yet, the computed surface temperature change due to the individual gases scales almost linearly with respect to their radiative forcing of the surface-troposphere system. The conclusions derived from these studies apply only to small deviations from the observed climate and should not be generalized to large perturbations.
Three different types of climate models have been used to compute the climate change due to trace gas perturbations' energy balance models (EBMs), radiative-convective models (RCMs), and general circulation models (GCMs).
3.2.1. Energy balance models' the zero climate feedback limit. The concept of surface-troposphere radiative forcing is particularly useful for inferring the role of feedback processes, since it enables the problem to be formulated in terms of a zero-dimensional climate model. Denoting the perturbation in ß surface-troposphere radiative heating (i.e., the radiative forcing) as AQ, the surface temperature change AT s can be related to AQ by the relation [Dickinson, 1985] AT• = AQ//I
(1) The EBM given by (1) imposes the energy balance at the top of the tropopause. There are also surface energy balance models (SEBMs) which solve for AT s by imposing surface energy balance. A recent review by Schlesinger and Mitchell [1985] shows that a wide range of valu.es for J, may be obtained (0.3 to 10 W m -2 K-t) for SEBMs, depending upon modeling assumptions. In several cases where the ,• is outside the range of 1 to 4 W m-2 K-x, the cause has been traced to the assumptions that violated the first lawof thermodynamics [Cess and Potter, 1984] . To indicate the importance of the climate feedback processes listed in Table 6 , we introduce a climate feedback factor Table 6 . an increase in surface temperature according to the ClausiusClapeyron relation. Since H20 is the most important greenhouse constituent, the H20-T s feedback increases computed AT s by roughly 50 to 80%, depending on the model [see Manabe and Wetherald, 1967 ] (see also the review paper by Ramanathan and Coakley [1978] and F in Table 6 ). The increased solar absorption by H20 contributes roughly 10% to the H20-T• feedback.
Other parameters such as lapse rate, cloud top temperature, and cloud cover will have a significant impact on ;•. The numbers in Table 6 indicate the potential. importance of these feedbacks. However, the magnitude and even the sign in some instances (for example, clouds) of these feedbacks are not well known.
Another important feedback concerns the snow and ice albedo feedback. With an increase in surface temperature, snow and ice cover will melt, which may lead to a decrease in the areal extent of snow and ice cover' this will lead to a decrease in surface albedo and a corresponding increase in the absorbed solar radiation. This positive feedback has been the subject of scores of EBM, RCM, and GCM studies. Generally, according to Dickinson [1985] , several models have converged to the conclusion that the ice albedo feedback amplifies global average AT s by about 15% (also see last column of Table 6) The equilibrium changes in surface air temperature A T s simulated by seven selected GCMs for a doubled CO2 concentration are presented in Table 7 . The first five studies were Table 7 shows that the models without the seasonal insolation cycle give surface air temperature warmings of 1.3 to 3.0 K for a doubling of CO 2, while the models with the seasonal insolation cycle give annual average warmings of 3.5 to 4.2 K (also see footnotes in Table 7 ). It is difficult to identify the specific causes for the wide range of surface air temperature warming simulated by th.e models with a swamp ocean, because these models differ in geographical domain, land/ocean distribution, and orography as well as in their treatment of clouds, snow, and sea ice [Schlesinger, 1984] . 
EFFECTS ON ATMOSPHERIC AND SURFACE TEMPERATURES
Most of the trace gases that have been detected in the atmosphere are listed in Table 8 together with information pertinent to their presently known sources, sink s , lifetimes, and present concentrations. The direct greenhouse effects of these gases will be discussed first, to be followed by discussion of the effects arising from chemical perturbations.
Direct Effects
Most of the gases shown in Table 8 have absorption features in the long-wave spectrum (see Tables la and lb Table 9 ]. These differences strongly suggest the need for an ICRCCM (1984) type intercomparison study for the trace gases shown in Figure 13 .
It is important to note that increasing levels of these gases are essentially additive and have the potential to add directly and significantly to the greenhouse effect of the present-day atmosphere. Furthermore, several of the important gases shown in Table 8 (for example, 
Effects of CO 2.
Carbon dioxide does not react chemically to any significant degree in the troposphere or stratosphere. However, the stratospheric temperature decrease that is computed to result from a CO 2 increase [Manabe and Wetheraid, 1967] (Table 8) Table 7 ). Since such a 
Effects of halogenated hydrocarbons. A large number of halogenated hydrocarbons
Transient Effects
The equilibrium temperature increase corresponding to the 
A r•(t) --(A rs)eq ( 1 --e-t/re) (6)
shows that equilibrium is approached exponentially with a characteristic "e-folding" time r e -Cs/2. In the following two sections the studies of this lag of the climate system are reviewed.
Results From Simplified Models
The transient response of the climate system to an abrupt CO 2 increase has been investigated with planetary energy balance, radiative-convective, and simplified atmospheric general circulation models in conjunction with box diffusion, box The studies presented in Table 9 
TRACE GAS EFFECTS ON OBSERVED AND FUTURE
CLIMATE TRENDS
Greenhouse forcing of the climate system has accelerated in recent years owing to the growth of a number of trace gases. We illustrate this quantitatively by estimating the decadal increment in greenhouse forcing for several trace gases and compare this with the forcing due to increasing CO 2 in the same decades.
Conceptual Framework for the Assessment
The potential effects of trace gases on past and future temperature trends have been estimated by numerous studies (Hansen et 
The (ATs) o also avoids current uncertainties in climate sensitivity; also, since it refers to equilibrium response, it is independent of uncertainties in climate response time.
The next issue concerns the choice of the feedback factor F.
Climate feedbacks and climate sensitivity are discussed in section 3.2. It is sufficient for our purposes to note that the estimate of equilibrium global mean climate sensitivity reported by the National Academy of Sciences [Charney, 1979; Smagorinsky, 1982 ] is A Ts(2 x CO2)= 3 ___ 1.5 K
The above climate sensitivity range covers a factor of 3, with AT s ranging from 1.5 to 4.5 K. It is easier to justify the lower and the upper limits than the mean value of 3 K. For example, RCMs generally yield a value of 2 K, while GCMs with seasonal cycle and realistic geography yield values ranging from 3.5 to 4.2 K (see Table 7 ). Hence in this report we avoid the use of a mean value for AT s but instead adopt the range recommended by the National Academy reports: 1.5 < ATs(2 x CO2) <_ 4.5 K
Since the zero climate feedback forcing for doubled CO 2 is Less abundant chlorine and fluorine compounds, such as CHC1F 2 (F22), CC14, CF4, and CH3CCI 3, also have significant growth rates and infrared absorption strengths (see Tables la,  lb , and 8). However, the growth histories and absorption strengths are on the whole less well known than for F11 and F12. CC1½ apparently had a higher growth rate in the 1960s and 1970s than it does now, while F22 and CH3CCl have grown rapidly in recent years, with a higher growth rate than that of Fll and F12. In Figure 22 we include a greenhouse contribution for these other CFCs with a net radiative forcing that is 20% of that for Fll and F12. However, this is meant more as a reminder that these other CFCs need to be consi•.
•rcd rather than as an accurate estimate of their greenhouse contri•bution.
• 
Greenhouse Forcing Projected Into Next Century
We consider three scenarios (case A, case B, and case C) projecting trace gas greenhouse forcing into the future. The three scenarios are summarized in Table 10 , and the concentrations are given in Table 11 . The use of more than one scenario seems essential because of major uncertainties in our understanding of the causes of the trace gas changes and the great difficulties in projecting economics, population, and other key factors. We compare these scenarios with the range of trace gas forcings estimated by Ramanathan et al. The case A scenario is an extrapolation of current growth rates for measured gases, and it includes an allowance to approximate the effect of several gases that are poorly measured and/or have uncertain absorption strengths. The growth rate itself varies substantially from one period to the next. For example, as was mentioned earlier, CH,• concentrations have been increasing at rates varying from about 1.8% per year in the early 1970s to about 1% per year in the early 1980s. In case A we adopt the maximum growth rates or increase in emission that is permitted by the data of the last decade. Cases B and C adopt a more conservative extrapolation of the available data. The resulting radiative forcing for this scenario is A basic theme that emerges from the discussions presented in this paper is that the observed increases in these gases and their potential climatic effects are largely determined by the interactions between radiation, dynamics, chemistry, and the natural as well as anthropogenic sources and sinks of these gases. Recent research on the trace gas problem has significantly improved our understanding of the nature of the interactions. But we are still far from unraveling many of the complexities of these interactions, and as a result, even the most comprehensive climate model results are subject to large uncertainties. In what follows, we will present a summary of the model estimates of the trace gas climate effects and the uncertainties in the estimated effects.
The analyses and the model calculations presented here reveal the following climatic effects of trace gases:
1. From the preindustrial era to the 1950s the greenhouse effect of CO 2 was the major source of anthropogenic impact on climate; this picture has changed drastically since the early 1960s. During the last two decades or so, trace gases other than CO 2 have begun to contribute as much as the CO 2 increase to the upward trend in anthropogenically induced rad'iative forcing. In what follows, we will focus on the issues that are unique to the non-CO2 trace gases. 7.3.1. Interactions in the troposphere. Additions of both chemically active gases (for example, CO and NO,,) and of radiatively active gases (for example, CH4) were shown to lead to substantial increases in tropospheric 0 3 and CH½ which in turn enhance the greenhouse effect. This indirect climate effect was shown to be as large as the direct radiative effect. Furthermore, CH½ and 0 3 concentrations were also modulated by the feedback between temperature and H•O. The principal constituents that are responsible for these chemistry-climate interactions in the troposphere are the radicals OH and HO 2. These interactions, which are illustrated schematically in 2. Since the T-H20 feedback is an important issue for the chemistry involving OH and since the temperature change (due to the trace gas greenhouse effect) is expected to be a strong function of latitude, attention should be given to the latitudinal and seasonal dependence of the interactions.
3. The response of biogenic source molecules such as CH 4 and N20 to surface temperature changes are not well known and should be examined for their potential role as a feedback mechanism. 7.3.2. Sensitivity of stratospheric H20. An important issue that has repeatedly come up during the last 5 years but still has not received a careful scrutiny concerns the sensitivity of stratospheric H20 to perturbations in tropical tropopause temperatures. As was discussed in earlier sections, GCMs and other models reveal the tropical tropopause temperatures to be quite sensitive to perturbations in CO 2, CFCs, and 0 3. However, current studies have focused largely on zonal average temperatures, whereas the entry of low levels of H2 into the stratosphere may depend on the extreme (cold) tropical tropopause temperatures rather than the zonally averaged value. Model studies with a special emphasis on the geographical regions where H20 enters the stratosphere in conjunction with special observational programs (for determining H20, One of the most challenging issues on the observational front is the accurate determination of the long-term (decadal) trends in CO, HO,•, NO,•, tropospheric and stratospheric 0 3, and finally, tropospheric and stratospheric H20. There are large uncertainties in our current estimates of the rate of growth of CO, 0 3, and NO,•. The primary challenge is to design a strategy that will minimize the sampling errors, and such strategies can only evolve from active interactions between modeling and observational groups. The measurements of the above gases are also crucial for validating coupled transport-chemistry models.
Another equally important issue is the determination of trends in the radiative forcing (of the climate system) and the constituents that contribute to the radiative forcing. Included in this category are solar radiation and its spectral variation at the top of the atmosphere, planetary albedo and its spectral distribution in two or three wavelength regions (for example, UV, visible, and IR), stratospheric aerosols, tropospheric aerosols including arctic haze, and important radiatively active trace gases including CO2, CH,•, N20, 0 3 vertical distribution, Fll, F12, F22, CH3CCI3, and stratospheric H20.
Since the effects of aerosols, cloud feedback, and ice albedo feedback are manifested in the planetary albedo, accurate determination of the regional distribution and decadal trends in clear-sky and cloudy-sky planetary albedo should be one of the fundamental goals of future observational programs. The measurements described above are crucial for inferring the causal mechanisms for climate change. Of equal importance is continued monitoring of stratospheric, tropospheric, and surface temperatures. These measurements, if they are made with high-quality, excellent calibration and redundancy checks, can provide perhaps the only attractive approach for verifying the climate sensitivity of the models.
Finally, we have to develop and maintain an adequate spectroscopic data base for trace gases. For all of the CFCs and for a number of other compounds (for example, CH3CCI3, PAN, and CF3Br) which have strong greenhouse effects, spectroscopic line parameters are either unavailable or unpublished. Furthermore, for the available data there are significant discrepancies in the measured band strengths (for example, Fll and F12 band strengths differ by 20% to 30% between different measurements). Moreover, current measurements do not separate out the contribution of the hot bands in the spectra; such identifications are crucial for incorporating the temperature dependence of the opacity in climate models. The availability of such measurements will promote line-by-line calculations which can then serve as a basis for treatment of the radiative effects of trace gases in climate models.
APPENDIX: ACCURACY OF BAND MODEL APPROACHES FOR
CH,•
Band models may be divided into two categories: narrowband models in which the long-wave spectrum is divided into spectral intervals ranging from 1 cm-x in width, and broadband models which employ analytical expressions derived from either theory or laboratory data to treat the absorption within the entire band. In the evaluation of a band model, two issues are involved: (1) the ability of the band model to accurately characterize the total band absorptance for a homogeneous optical path through the gas (i.e., constant temperature and pressure) and (2) the ability of the band model to characterize absorption and emission along inhomogeneous paths (i.e., atmospheric applications). In order to treat inhomogeneous paths, a scaling approximation must be invoked in the band model. The strategy of the present section is as follows. A reference line-by-line calculations will first be described, followed by the presentation of narrow-band and broadband models that are tuned, for a homogeneous gas, to the line-by-line calculation. Thus a hierarchy of band models is obtained, with these band models yielding virtually identical homogeneous band absorptances for the homogeneous case. The scaling approximations for the narrow-band and broadband models are evaluated by applying the models to atmospheric profiles (the inhomogeneous case). Accompanying this will be a brief discussion concerning pitfalls associated with the use of narrow-band models. The above treatment as well as the results to be presented subsequently are adopted from R. D. flux at the top of the model atmosphere (25 km), at the tropopause (13 km), and at the surface, for an increase in methane volumetric mixing ratio from 1.75 x 10 ø to 3.5 x 10 ø.
The use of Curtis-Godson scaling within the narrow-band model is as described by Rodgers and Walshaw [1966] . Although this two-parameter scaling is exact in the weak-line and strong-line limits, the present atmospheric methane abundance lies between these two asymptotic limits. Thus methane serves as a good test of Curtis-Godson scaling, and Table 12 confirms the validity of this often-used scaling approximation.
For the broadband model, three different three-parameter scaling approximations are compared in Table 12 On a similar point, several band models which have been employed in atmospheric radiation calculations are compared in Table 13 
