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Abstract
We address the problem of handling provenance
information in ELHr ontologies. We consider a
setting recently introduced for ontology-based data
access, based on semirings and extending classi-
cal data provenance, in which ontology axioms are
annotated with provenance tokens. A consequence
inherits the provenance of the axioms involved in de-
riving it, yielding a provenance polynomial as anno-
tation. We analyse the semantics for the ELHr case
and show that the presence of conjunctions poses
various difficulties for handling provenance, some
of which are mitigated by assuming multiplicative
idempotency of the semiring. Under this assump-
tion, we study three problems: ontology completion
with provenance, computing the set of relevant ax-
ioms for a consequence, and query answering.
1 Introduction
Description logics (DLs) are a well-known family of first-
order logic fragments in which conceptual knowledge about
a particular domain and facts about specific individuals are
expressed in an ontology, using unary and binary predicates
called concepts and roles [Baader et al., 2007a]. Important
reasoning tasks performed over DL ontologies are axiom en-
tailment, i.e. deciding whether a given DL axiom follows
from the ontology; and query answering. Since scalability
is crucial when using large ontologies, DLs with favorable
computational properties have been investigated. In particular,
the EL language and some of its extensions allow for axiom
entailment in polynomial time, and conjunctive query entail-
ment in NP [Baader et al., 2005; Baader et al., 2008a]. Many
real-world ontologies, including SNOMED CT, use languages
from the EL family, which underlies the OWL 2 EL profile of
the Semantic Web standard ontology language.
In many settings it is crucial to know how a consequence—
e.g. an axiom or a query—has been derived from the
ontology. In the database community, provenance
has been studied for nearly 30 years [Buneman, 2013]
and gained traction when the connection to semirings,
so called provenance semirings [Green et al., 2007;
Green and Tannen, 2017] was discovered. Provenance
semirings serve as an abstract algebraic tool to record and
track provenance information; that is, to keep track of the
specific database tuples used for deriving the query, and of
the way they have been processed in the derivation. Besides
explaining a query answer, provenance has many applications
like: computing the probability or the degree of confidence of
an answer, counting the different ways of producing an answer,
handling authorship, data clearance, or user preferences
[Senellart, 2017; Suciu et al., 2011; Lukasiewicz et al., 2014;
Ives et al., 2008]. Semiring provenance has drawn interest be-
yond relational databases (e.g. [Buneman and Kostylev, 2010;
Zimmermann et al., 2012; Deutch et al., 2014;
Ramusat et al., 2018; Dannert and Gra¨del, 2019]), and
in particular has recently been considered for ontology-
based data access, a setting where a database is enriched
with a DL-LiteR ontology and mappings between them
[Calvanese et al., 2019]. In the latter, the ontology axioms
are annotated with provenance variables. Queries are then
annotated with provenance polynomials that express their
provenance information.
Example 1. Consider the facts mayor(Venice,Brugnaro) and
mayor(Venice,Orsoni), stating that Venice has mayors Brug-
naro and Orsoni, annotated respectively with provenance in-
formation v1 and v2, and the DL axiom ran(mayor) v Mayor,
expressing that the range of the role mayor is the concept
Mayor, annotated with v3. The query ∃x.Mayor(x) asks if
there is someone who is a mayor. The answer is yes and it can
be derived using ran(mayor) v Mayor together with any of
the two facts, interpreting x by Brugnaro or Orsoni. This is
expressed by the provenance polynomial v1 × v3 + v2 × v3.
Intuitively, × expresses the joint use of axioms in a derivation
path of the query, and + the alternative derivations.
We adapt the provenance semantics of Calvanese et al. for
the ELHr variant of EL, extending it to those ELHr axioms
that do not occur in DL-LiteR. It turns out that handling the
conjunction allowed in ELHr axioms is not trivial. To obtain
models from which we can derive meaningful provenance-
annotated consequences, we adopt ×-idempotent semirings
and a syntactic restriction on ELHr (preserving the expressiv-
ity of full ELHr when annotations are not considered). After
introducing the basic definitions and the semantics for DL on-
tologies and queries annotated with provenance information,
we present a completion algorithm and show that it solves
annotated axiom entailment and instance queries in ELHr in
polynomial time in the size of the ontology and polynomial
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space in the size of the provenance polynomial. We then show
that we can compute the set of relevant provenance variables
for an entailment in polynomial time. Finally, we investigate
conjunctive query answering. Note that the query answering
methods developed by Calvanese et al. cannot be extended
to ELHr since they rely on the FO-rewritability of conjunc-
tive queries in DL-LiteR, a property that does not hold for
ELHr [Bienvenu et al., 2013]. Therefore, we adapt the com-
bined approach for query answering in EL [Lutz et al., 2009]
to provenance-annotated ELHr ontologies.
2 Basic Definitions
Following the database approach [Green et al., 2007;
Green and Tannen, 2017], provenance information is rep-
resented via a provenance semiring. Given a countably
infinite set NV of variables, the provenance semiring
K = (N[NV],+,×, 0, 1) is the semiring of polynomials with
coefficients in N and variables in NV, with the operations
defined as usual. Recall that the product × and the addition +
are commutative and associative binary operators over N[NV],
and × distributes over +. A monomial (from K) is a finite
product of variables in NV. Let NM be the set of monomials,
and NP the set of all finite sums of monomials, i.e., NP
contains polynomials of the form
∑
1≤i≤n
∏
1≤ji≤mi vi,ji ,
with vi,ji ∈ NV; n,mi > 0. By distributivity, every
polynomial can be rewritten into a (potentially exponentially
larger) polynomial of this form. Unless stated otherwise, we
assume that the semiring is idempotent for ×, i.e. for every
v ∈ NV, v × v = v. We define the representative [m] of
a monomial m as the product of the variables occuring in
m, in lexicographic order. Two monomials which are equal
modulo commutativity, associativity and ×-idempotency have
the same representative; e.g., [v × u] = [u× v × u]. N[M]
denotes the set {[m] | m ∈ NM}.
As ontology language we use a syntactic restriction of
ELHr. Consider three mutually disjoint countable sets of
concept- NC, role- NR, and individual names NI, disjoint from
NV. ELHr general concept inclusions (GCIs) are expressions
of the form C v D, built according to the grammar rules
C ::= A | ∃R.C | C u C | > D ::= A | ∃R,
where R ∈ NR, A ∈ NC. Role inclusions (RIs) and range
restrictions (RRs) are expressions of the form R v S and
ran(R) v A, respectively, with R,S ∈ NR and A ∈ NC. An
assertion is an expression of the form A(a) or R(a, b), with
A ∈ NC, R ∈ NR, and a, b ∈ NI. An axiom is a GCI, RI, RR,
or assertion. An ELHr ontology is a finite set of ELHr axioms.
Observe that ELHr usually allows GCIs of the form C v C.
However, such general GCIs can be translated into our format
by exhaustively applying the rules: (i) replaceC v C1uC2 by
C v C1 and C v C2, (ii) replace C1 v ∃R.C2 by C1 v ∃S,
S v R and ran(S) v C2 where S is a fresh role name. The
reason for syntactically restricting ELHr is that conjunctions
or qualified restrictions of a role on the right-hand side of GCIs
lead to counter-intuitive behavior when adding provenance
annotations. We discuss this later in this section.
Annotated Ontologies. Provenance information is stored as
annotations. An annotated axiom has the form (α,m) with
α an axiom and m ∈ NM. An annotated ELHr ontology O
is a finite set of annotated ELHr axioms of the form (α, v)
with v ∈ NV ∪{1}. We denote by ind(O) the set of individual
names occurring in O.
The semantics of annotated ontologies extends the classical
notion of interpretations to track provenance. An annotated
interpretation is a triple I = (∆I ,∆Im, ·I) where ∆I ,∆Im are
non-empty disjoint sets (the domain and domain of monomials
of I, respectively), and ·I maps
• every a ∈ NI to aI ∈ ∆I ;
• every A ∈ NC to AI ⊆ ∆I ×∆Im;• every R ∈ NR to RI ⊆ ∆I ×∆I ×∆Im; and• every m,n ∈ NM to mI , nI ∈ ∆Im s.t. mI = nI iff m
and n are equal modulo associativity, commutativity and
×-idempotency (e.g., (n×m)I = (m× n)I).
We extend ·I to complex ELHr expressions as usual:
(>)I = ∆I × {1I};
(∃R)I = {(d,mI) | ∃e ∈ ∆I s.t. (d, e,mI) ∈ RI};
(C uD)I = {(d, (m× n)I) | (d,mI) ∈ CI , (d, nI) ∈ DI};
(ran(R))I = {(e,mI) | ∃d ∈ ∆I s.t. (d, e,mI) ∈ RI};
(∃R.C)I = {(d, (m× n)I) | ∃e ∈ ∆I s.t.
(d, e,mI) ∈ RI , (e, nI) ∈ CI}.
The annotated interpretation I satisfies:
(R v S,m), if, for all n ∈ NM, (d, e, nI) ∈ RI
implies (d, e, (m× n)I) ∈ SI;
(C v D,m), if, for all n ∈ NM, (d, nI) ∈ CI
implies (d, (m× n)I) ∈ DI;
(A(a),m), if (aI ,mI) ∈ AI; and
(R(a, b),m), if (aI , bI ,mI) ∈ RI.
I is a model of the annotated ontology O, denoted I |= O,
if it satisfies all annotated axioms in O. O entails (α,m),
denoted O |= (α,m), if I |= (α,m) for every model I of O.
Example 2 illustrates the semantics and some differences
with the DL-LiteR case from [Calvanese et al., 2019].
Example 2. Consider the following annotated ontology.
O = {(mayor(Venice,Orsoni), v1),
(predecessor(Brugnaro,Orsoni), v2),
(∃predecessor.Mayor v Mayor, v3),
(ran(mayor) v Mayor, v4)}.
Let I be s.t. ∆I = {Brugnaro,Orsoni,Venice}, ∆Im = N[M],
individual names are interpreted by themselves, monomials by
their representatives and
mayorI = {(Venice,Orsoni, v1)},
predecessorI = {(Brugnaro,Orsoni, v2)},
MayorI = {(Orsoni, v1 × v4),
(Brugnaro, v1 × v2 × v3 × v4)}.
I |= O by the semantics of annotated ELHr. Moreover,
it can be verified that if I |= (α,m), then O |= (α,m).
Note that O entails (Mayor(Brugnaro), v1 × v2 × v3 × v4)
whose provenance monomial contains v1 and v2, witness-
ing that the two assertions of O have been used to derive
Mayor(Brugnaro). Combining two assertions to derive an-
other one is not possible in DL-LiteR. The rewriting-based
approach by Calvanese et al. cannot be applied here as
∃predecessor.Mayor v Mayor leads to infinitely many rewrit-
ings.
Example 2 shows that conjunction and qualified role restric-
tion lead to a behavior different from DL-LiteR. They are also
the reason for some features of our setting. First, the next ex-
ample illustrates the ×-idempotency impact for the EL family.
Example 3. Let O = {(A v B1, v1), (A v B2, v2), (B1 u
B2 v C, v3)}. If I is a model of O and (e, nI) ∈ AI , then
(e, (n × v1)I) ∈ BI1 and (e, (n × v2)I) ∈ BI2 so (e, (n ×
v1 × n × v2)I) ∈ (B1 u B2)I , i.e. (e, (n × v1 × v2)I) ∈
(B1uB2)I by×-idempotency, which implies (e, (n×v1×v2×
v3)
I) ∈ CI . ThusO |= (A v C, v1×v2×v3). This intuitive
entailment is lost if × is not idempotent. Indeed, assume that
× is not idempotent and let I be the interpretation defined as
follows (where ∆I = {e} and ∆Im contains all monomials
with variables in lexicographic order).
AI ={(e, u)} BI1 = {(e, u× v1)} BI2 = {(e, u× v2)}
CI ={(e, u× u× v1 × v2 × v3)}.
I is a model of O such that I 6|= (A v C, v1 × v2 × v3).
Idempotency of × decreases expressivity, since it ignores
how many times an axiom is used in a derivation. However,
many useful semirings are ×-idempotent [Senellart, 2017].
Second, let us explain the restrictions on the form of the
right-hand side of the GCIs. Example 4 illustrates the case of
conjunctions. Qualified role restrictions lead to the same kind
of behavior (they can be seen as implicit conjunctions).
Example 4. Let O = {(A v B u C, v), (A(a), u)}. All
the following interpretations which interpret a by itself and
monomials by their representatives are models of O:
AI1 = {(a, u)}, BI1 = {(a, u× v)}, CI1 = {(a, u× v)}
AI2 = {(a, u)}, BI2 = {(a, u)}, CI2 = {(a, v)}
AI3 = {(a, u)}, BI3 = {(a, 1)}, CI3 = {(a, u× v)}
Since the semantics does not provide a unique way to “split”
the monomial u× v between the two elements of the conjunc-
tion, O 6|= (B(a),m) for any m ∈ NM, and in particular,
O 6|= (B(a), u× v). It is arguably counter-intuitive since we
intuitively know that a is in A with provenance u and that A is
a subclass of the intersection of B and C with provenance v.
Partially normalizing the ontology before annotating it, or
more specifically, replacing e.g. annotated GCIs of the form
(C v C1 u C2, v) by (C v C1, v) and (C v C2, v), may be
acceptable in most cases, even if the rewritten ontology leads
to additional—arguably natural—consequences compared to
the original one. For instance, even if O 6|= (A v B, v) in
Example 4, we believe that a user would accept to change
the GCI of O to (A v B, v) and (A v C, v) as it probably
reflects the original intention of the GCI.
Annotated Queries. Following Calvanese et al. [2019], we
extend DL conjunctive queries with binary and ternary predi-
cates, where the last term of the tuple is used for provenance
information. Recall that by the semantics of annotated ontolo-
gies, tuples can only contain monomials. A Boolean conjunc-
tive query (BCQ) q is a sentence ∃~x.ϕ(~x,~a), where ϕ is a con-
junction of (unique) atoms of the form A(t1, t), R(t1, t2, t);
ti is an individual name from ~a, or a variable from ~x; and t
(the last term of the tuple) is a variable from ~x that does not
occur anywhere else in q (Calvanese et al. call such a query
standard). We use P (~t, t) to refer to an atom which is either
A(t1, t) or R(t1, t2, t), and P (~t, t) ∈ q if P (~t, t) occurs in q.
A match of the BCQ q = ∃~x.ϕ(~x,~a) in the annotated in-
terpretation I is a function pi : ~x ∪ ~a → ∆I ∪ ∆Im, such
that pi(b) = bI for all b ∈ ~a, and pi(~t, t) ∈ P I for every
P (~t, t) ∈ q. I satisfies the BCQ q, written I |= q, if there is a
match of q in I . A BCQ q is entailed by an annotated ontology
O, denotedO |= q, if every model ofO satisfies q. For a BCQ
q and an interpretation I, νI(q) denotes the set of all matches
of q in I. The provenance of q on I is the expression
provI(q) :=
∑
pi∈νI(q)[
∏
P (~t,t)∈q pi
−(t)]
where pi(t) is the last element of the tuple pi(~t, t) ∈ P I ; and
pi−(t) is the only m ∈ N[M] s.t. mI = pi(t). For p ∈ NP,
we write p ⊆ provI(q) if p is a sum of monomials and for
each occurrence of a monomial in p we find an occurrence of
its representative in provI(q). I satisfies q with provenance
p ∈ NP, denoted I |= (q, p), if I |= q and p ⊆ provI(q).O |= (q, p), if O |= q and p ⊆ provI(q), for all I |= O. We
call (q, p) an annotated query.
The size |X| of an annotated ontology, a polynomial or
a BCQ X is the length of the string representing X , where
elements of NC, NR, NI and NV in X are of length one. We
often omit ‘annotated’ and refer to ‘ontologies,’ ‘queries,’
‘assertions,’ etc. when it is clear from the context.
3 Reasoning with Annotated ELHr Ontologies
We present a completion algorithm for deriving basic entail-
ments from an ELHr ontology. As usual with completion
algorithms, we restrict to ontologies in normal form. The an-
notated ELHr ontology O is in normal form if for every GCI
(α, v) ∈ O, α is of the form A v B, A u A′ v B, A v ∃R,
or ∃R.A v B, with A,A′ ∈ NC ∪ {>}, B ∈ NC. Every
annotated ELHr ontology can be transformed, in polynomial
time, into an ontology in normal form which entails the same
axioms over the ontology signature, using the following rules
where Ĉ, D̂ /∈ NC ∪ {>} and A is a fresh concept name:
NF1 : (C u D̂ v E, v) −→ (D̂ v A, 1), (C uA v E, v)
NF2 : (∃R.Ĉ v D, v) −→ (Ĉ v A, 1), (∃R.A v D, v)
NF3 : (Ĉ v ∃R, v) −→ (Ĉ v A, 1), (A v ∃R, v).
Theorem 5. Let O be an annotated ELHr ontology, α an
axiom, and m a monomial. Let O′ be obtained by applying
exhaustively Rules NF1-NF3 to O.
• If O |= (α,m), then O′ |= (α,m).
• If O′ |= (α,m) and every concept name occurring in α
occurs in O, then O |= (α,m).
Before describing the reasoning algorithm in detail, we
present an important property of entailment; namely, that all
entailment problems can be polynomially reduced to each
other. This allows us to focus on only one problem. In particu-
lar, we focus on entailment of annotated assertions.
Theorem 6. Let O be an annotated ontology, and (α,m) an
annotated GCI, RR, or RI. One can construct in polynomial
time an ontology O′ and an annotated assertion (β, n) such
that O |= (α,m) iff O′ |= (β, n). Conversely, if (α,m) is an
annotated concept (resp. role) assertion, one can construct in
polynomial time an ontology O′ and two annotated concept
(resp. role) inclusions (β, n), (γ, n) such that O |= (α,m) iff
O′ |= (β, n) or O′ |= (γ, n).
We adapt the classical EL completion rules to handle anno-
tated ELHr ontologies in normal form. The algorithm starts
with the original ontology O, and extends it through an iter-
ative application of the rules from Table 1 until O becomes
saturated; i.e., no more rules are applicable.
A rule application may add axioms annotated with mono-
mials, and other assertions (>(a), 1), which are not foreseen
in the definition of annotated ontologies. On the other hand,
×-idempotency ensures that all monomials have at most |O|
factors. To show that the completion algorithm is sound
and complete for deciding assertion entailment, we prove a
stronger result. The k-saturation of O is the saturated ontol-
ogy Ok obtained from O through the completion algorithm
restricted to monomials of length at most k. We show that Ok
suffices for deciding entailment of annotated assertions (α,m)
where m is a monomial of length at most k.
Theorem 7. If Ok is the k-saturation of O, then
1. Ok is computable in polynomial time w.r.t. the size of O,
and in exponential time w.r.t. k,
2. for every assertion α and monomial mk with at most k
variables, O |= (α,mk) iff (α, [mk]) ∈ Ok.
The theorem above states that to decide whether an assertion
(α,m) is entailed by O, one just needs to find the k-saturation
of O, where k is the number of variables in m, and then check
whether (α, [m]) ∈ Ok. Due to the first point of Theorem 7
and Theorem 6, we obtain the following corollary.
Corollary 8. For every axiom α, O |= (α,m) is decidable in
polynomial time in |O| and in exponential time in |m|.
In general there is no need to interrupt the completion algo-
rithm; the ontology saturated without restricting the monomial
length can be used to decide all relevant entailments regard-
less of the length of the monomial. Using Ok is merely an
optimisation when one is only interested in a short monomial.
While the polynomial time upper bound w.r.t. the ontology
size is positive, and in line with the complexity of the EL
family, the exponential time bound on the monomial size does
not scale well for entailments with larger monomials. Recall
that these bounds are based on the number of annotated axioms
generated by the completion rules. The following example
illustrates the potential exponential blow-up.
Example 9. Consider O = {(A v Ai, vi), (Ai v B, ui) |
0 ≤ i ≤ n} ∪ {(B v A, u)}. If O′ is the result of applying
the completion algorithm toO, then for every S ⊆ {1, . . . , n},
(B v A, [u×Πi∈Sui × vi]) ∈ O′.
Following Hutschenreiter and Pen˜aloza [2017], we can see
the completion algorithm as an automaton. More precisely,
given O and (α,m), we can construct a tree automaton A,
whose states correspond exactly to all the elements in Ok,
such that (α, [m]) ∈ Ok iffA accepts at least one tree. Briefly,
A is constructed by reading the rule applications backwards,
allowing transitions from the consequence to the premises of
the rule; see [Hutschenreiter and Pen˜aloza, 2017] for details.
The number of states in A is exactly the cardinality of Ok and
hence potentially exponential on k. However, the size of each
state is bounded polynomially on k; the arity of the automaton
is bounded by the maximum number of premises in a rule, in
this case 5; and one can bound polynomially on k the number
of different states that may appear in any successful run of A.
Thus, A satisfies the conditions for a PSpace emptiness test
[Baader et al., 2008b], which yields the following result.
Proposition 10. For every axiom α,O |= (α,m) is decidable
in polynomial space in |m|.
Interestingly, these results allow us to bound the full com-
plexity of answering instance queries (IQ) of the form C(a)
where C is an ELHr concept and a ∈ NI.
Theorem 11. LetO be an ontology, C(a) an IQ andm ∈ NM.
O |= (C(a),m) is decidable in polynomial time in |O| and
|C(a)|, and polynomial space in |m|.
4 Computing Relevant Provenance Variables
An interesting question is whether a given variable appears in
the provenance of a query q; i.e., whether a given axiom occurs
in some derivation of q. Formally, v ∈ NV is relevant for q
(w.r.t. ontologyO) iff ∃m ∈ NM s.t. O |= (q, v×m). For IQs
and ELHr this problem can be solved in polynomial time, via
an algorithm computing all the relevant variables for all queries
of the form A(a), with a ∈ NI, A ∈ NC. We modify the
completion algorithm (Section 3) to combine all monomials
from a derivation, instead of storing them separately.
As in Section 3, the algorithm assumes normal form and
keeps as data structure a set S of annotated axioms (α,m),
where α uses the vocabulary of O, and m ∈ NM. S is ini-
tialised as the original ontology where annotations of the same
axiom are merged into a single monomial:
S := {(α, [Πv∈Vαv]) | (α, u) ∈ O, Vα = {v | (α, v) ∈ O}},
and extended by exhaustively applying the rules in Table 1,
where rule applications change S into
Suniondbl(α,m) :=
{S ∪ {(α,m)} if there is no (α, n) ∈ S
S \ {(α, n)} ∪ {(α, [m× n])} if (α, n) ∈ S;
i.e., add the axiom α with an associated monomial if it does
not yet appear in S, and modify the monomial associated to
α to include new variables otherwise. To ensure termination,
a rule is only applied if it modifies S. The rules are applied
until no new rule is applicable; i.e., S is saturated.
Example 12. The relevance algorithm on the ontology of
Example 9, yields the saturated set S = {(A v A,m), (B v
B,m), (A v B,m), (B v A,m)} ∪ {(Ai v B,m), (B v
Ai,m), (Ai v A,m), (A v Ai,m) | (1 ≤ i ≤ n} ∪ {(Ai v
Aj ,m) | 1 ≤ i, j ≤ n} with m = u×Πni=1ui ×Πni=1vi.
if then (if Φ /∈ O)
CR0 X ∈ NC ∪ NR ∪ {>} occurs in O add Φ = (X v X, 1) to O
CR1 (R1 v R2,m1), (R2 v R3,m2) ∈ O add Φ = (R1 v R3, [m1 ×m2]) to O
CR2 (R v S,m1), (ran(S) v A,m2) ∈ O add Φ = (ran(R) v A, [m1 ×m2]) to O
CR3 (A v ∃R,m1), (R v S,m2) ∈ O add Φ = (A v ∃S, [m1 ×m2]) to O
CR4 (A v B,m1), (B v C,m2) ∈ O add Φ = (A v C, [m1 ×m2]) to O
CR5 (A v B,m1), (B v ∃R,m2) ∈ O add Φ = (A v ∃R, [m1 ×m2]) to O
CR6 (A v B1,m1), (A v B2,m2), (B1 uB2 v C,m3) ∈ O add Φ = (A v C, [m1 ×m2 ×m3]) to O
CR7 (ran(R) v B1,m1), (ran(R) v B2,m2), (B1 v C1,m3), (B2 v C2,m4), (C1 u C2 v C,m5) ∈ O add Φ = (ran(R) v C, [m1 ×m2 ×m3 ×m4 ×m5]) to O
CR8 (A uB v C,m1), (> v B,m2) ∈ O add Φ = (A v C, [m1 ×m2]) to O
CR9 (A v ∃S,m1), (ran(S) v B,m2), (B v C,m3), (S v R,m4), (∃R.C v D,m5) ∈ O add Φ = (A v D, [m1 ×m2 ×m3 ×m4 ×m5]) to O
CR10 (A v ∃R,m1), (> v B,m2), (∃R.B v C,m3) ∈ O add Φ = (A v C, [m1 ×m2 ×m3]) to O
CR11 a ∈ ind(O) add Φ = (>(a), 1) to O
CR12 (R(a, b),m1), (R v S,m2) ∈ O add Φ = (S(a, b), [m1 ×m2]) to O
CR13 (A(a),m1), (A v B,m2) ∈ O add Φ = (B(a), [m1 ×m2]) to O
CR14 (A1(a),m1), (A2(a),m2), (A1 uA2 v B,m3) ∈ O add Φ = (B(a), [m1 ×m2 ×m3]) to O
CR15 (R(a, b),m1), (A(b),m2), (∃R.A v B,m3) ∈ O add Φ = (B(a), [m1 ×m2 ×m3]) to O
CR16 (R(a, b),m1), (ran(R) v A,m2) ∈ O add Φ = (A(b), [m1 ×m2]) to O
Table 1: Completion rules. A, . . . ,D ∈ NC ∪ {>}, R,S,Ri ∈ NR, m,mi ∈ NM.
Each rule application either adds a new axiom, or adds to
the label of an existing axiom more variables. As the number
of concept and role names, and variables appearing in S is
linear onO, at most polynomially many rules are applied, each
requiring polynomial time; i.e, the algorithm is polynomial.
Lemma 13. If S is the saturated set obtained fromO, a ∈ NI,
A ∈ NC, and v ∈ NV, then v is relevant for A(a) iff v occurs
in m for some (A(a),m) ∈ S.
The algorithm decides relevance for assertion entailment
in ELHr, yielding a polynomial-time upper bound for this
problem. As in Section 3, axioms and IQs can be handled in
polynomial time as well.
Theorem 14. Relevance for axiom and IQ entailment in
ELHr can be decided in polynomial time.
This result shows that if we only need to know which ax-
ioms are used to derive an axiom or an IQ, the complexity
is the same as reasoning in ELHr without provenance. This
contrasts with axiom pinpointing : the task of finding the ax-
ioms responsible for a consequence to follow, in the sense of
belonging to some minimal subontology entailing it (a MinA).
Deciding whether an axiom belongs to a MinA is NP-hard for
Horn-EL [Pen˜aloza and Sertkaya, 2010]. Relevance is easier
in our context since provenance does not require minimality:
if O = {(A v B, v1), (B v C, v2), (C v B, v3)}, v2 and v3
are relevant for A v B, but the only MinA is {A v B} so
other axioms are not relevant for axiom pinpointing.
Provenance relevance is related to lean kernels (LKs)
[Pen˜aloza et al., 2017], which approximate the union of Mi-
nAs. The LK of a consequence c is the set of axioms appearing
in at least one proof of c in a given inference method, gener-
alizing the notion from propositional logic, where an LK is
the set of clauses appearing in a resolution proof for unsatisfi-
ability. The sets of variables computed by our algorithm are
the sets of axioms used in the derivations by the completion
algorithm, which is a consequence-based method for ELHr.
Thus they correspond to LKs for the associated axioms and our
algorithm is an alternative way of computing LKs in ELHr.
5 Query Answering with Provenance
Even if ELHr is expressive enough to reduce entailment of
rooted tree-shaped BCQs to assertion entailment, the methods
presented in Section 3 do not apply to other kinds of BCQs.
Example 15. ForO={(R(a, a), u1), (A(a), u2), (Av∃R, v1),
(ran(R)vA, v2)} and q = ∃xyztt′t′′.R(x, x, t)∧R(x, y, t′)∧
R(z, y, t′′), O |= (q, u1) but O 6|= (q, u2 × v1 × v2): O
has a model I with RI = {(a, a, u1), (a, b1, u2 ×
v1), (a, c1, u1 × v1 × v2)} ∪ {(bi, bi+1, u2 × v1 × v2) | i ≥
1} ∪ {(ci, ci+1, u1 × v1 × v2) | i ≥ 1}.
We adapt the combined approach by Lutz et al. [2009] to
trace provenance. Assume that queries contain only individual
names occurring in the ontology O. The combined approach
builds a canonical model for O and shows that every query q
can be rewritten into a q∗ that holds in this canonical model if
and only if O |= q. We first define the canonical model IO of
an ontology O annotated with provenance information.
Assume that O is in normal form; mon(O) denotes the
set of monomial representatives built using variables of NV
occurring in O, and rol(O) is the set of role names oc-
curring in O. Also assume that (∗) if there is B ∈ NC,
R ∈ NR, and n ∈ NM such that O |= (ran(R) v B,n),
then (ran(R) v B, [n]) ∈ O. This simplifies the pre-
sentation of the construction of the canonical model. Let
aux(O) := {dmR | R ∈ rol(O),m ∈ mon(O)}. Assume that
ind(O) ∩ aux(O) = ∅. We define the domain of IO and the
domain of monomials of IO as follows:
∆IO := ind(O) ·∪ aux(O) ∆IOm := N[M]
We define the interpretation function of IO as the union of ·IiO ,
i ≥ 0. The function ·I0O sets aI0O = a for all a ∈ ind(O) (for
a ∈ NI \ ind(O) the mapping aIO is irrelevant), mI0O = [m]
for all m ∈ NM, and for all A ∈ NC and all R ∈ NR,
AI
0
O := {(a, [m]) | O |= (A(a),m)}
RI
0
O := {(a, b, [m]) | O |= (R(a, b),m)}.
If IiO is defined, we define Ii+1O by choosing an annotated
axiom α ∈ O and applying one of the following rules in a fair
way (i.e., every applicable rule is eventually applied).
R1 α = (C v A,m): if there is d ∈ ∆IO and n ∈ mon(O)
s.t. (d, [n]) ∈ CIiO , then add (d, [m× n]) to AIiO .
R2 α = (C v ∃R,m): if there is n ∈ mon(O), d ∈ ∆IO s.t.
(d, [n]) ∈ CIiO , then add (d, d[m×n]R , [m× n]) to RI
i
O .
R3 α = (R v S,m): if there are d, d′ ∈ ∆IO , n ∈ mon(O)
s.t. (d, d′, [n]) ∈ RIiO , then add (d, d′, [m× n]) to SIiO .
Example 16. For our running example, IO is as follows:
AIO = {(a, u2), (a, u1 × v2), (du2×v1R , u2 × v1 × v2),
(du1×v1×v2R , u1 × v1 × v2)}
RIO = {(a, a, u1), (a, du2×v1R , u2 × v1),
(a, du1×v1×v2R , u1 × v1 × v2),
(du2×v1R , d
u2×v1
R , u2 × v1 × v2),
(du1×v1×v2R , d
u1×v1×v2
R , u1 × v1 × v2)}.
Proposition 17 formalises the fact that IO is a model of O.
Proposition 17. IO is a model of O.
We define the rewriting q∗ of a query q, closely following
the ideas of Lutz et al.. It contains an additional predicate Aux,
always interpreted as (∆IO \ ind(O))×{1IO} in IO. Let ∼q
be the smallest transitive relation over terms of q term(q) that
includes identity relation, and satisfies the closure condition
(†) R1(t1, t2, t), R2(t′1, t′2, t′) ∈ q, t2 ∼q t′2 =⇒ t1 ∼q t′1.
Clearly, the relation ∼q is computable in polynomial time in
the size of q. Define for any equivalence class χ of ∼q , the set
pre(χ) = {t1 | ∃R ∈ NR s.t. R(t1, t2, t) ∈ q and t2 ∈ χ}.
We define the sets Cyc and Fork= whose main purpose in the
translation is to prevent spurious matches (e.g., with cycles)
of a query in the anonymous part of the canonical model.
• Fork= is the set of pairs (pre(χ), χ) with pre(χ) of car-
dinality at least two.
• Cyc is the set of variables x in term(q) such that there are
R0(t
0
1, t
0
2, t
0), . . ., Rm(t
m
1 , t
m
2 , t
m), . . ., Rn(t
n
1 , t
n
2 , t
n)
in q with n,m ≥ 0, x ∼q tj1 for some j ≤ n, ti2 ∼q ti+11
for all i < n, and tn2 ∼q tm1 .
Fork=, and Cyc can also be computed in polynomial time in
the size of q. For each equivalence class χ of ∼q , we choose a
representative tχ ∈ χ. For q = ∃~x.ψ, the rewritten query q∗
is defined as ∃~x.(ψ ∧ ϕ1 ∧ ϕ2), where
ϕ1 :=
∧
x∈Cyc
¬Aux(x, 1)
ϕ2 :=
∧
({t1,...,tk},χ)∈Fork=
(Aux(tχ, 1)→
∧
1≤i<k
ti = ti+1).
Example 18. The rewriting q∗ of q in Example 16
is ∃xyztt′t′′.(R(x, x, t) ∧ R(x, y, t′) ∧ R(z, y, t′′) ∧
¬Aux(x, 1) ∧ (Aux(y, 1)→ x = z)). ϕ1 prevents mapping x
to some dmR , avoiding the R-loops in the anonymous part ofIO to satisfy R(x, x, t). ϕ2 enforces that if y is mapped in the
anonymous part, then x and z are mapped to the same object,
which avoids R-loops in the anonymous part of IO.
Our construction differs from the original rewriting of
Lutz et al. [2009]. In particular, in their rewriting there is
a formula ϕ3, which is not necessary in our case. Intuitively,
this is because we keep the information of the role name used
to connect an element of aux(O) to the rest of the model.
Theorem 19 establishes that q∗ is as required.
Theorem 19. Let O be an ontology in normal form and (q, p)
be an annotated query. Then, O |= (q, p) iff IO |= (q∗, p).
Although the domain of monomials is infinite, since only
elements of mon(O) are relevant, an exponential size structure
representing IO is sufficient to check whether IO |= (q∗, p).
The size of the resulting structure is exponential in |O| and can
be constructed in exponential time using the completion algo-
rithm (Theorem 7) to check entailment of assertions and RRs.
Corollary 20. Let O be an ontology, q a BCQ and p ∈ NP.
O |= (q, p) is decidable in exponential time in |O|+ |(q, p)|.
6 Discussion and Conclusions
We study the problem of computing the provenance of an ax-
iom or a BCQ entailment from ELHr ontologies. In particular,
entailment of annotated axioms or IQs for a fixed monomial
size is tractable, and the set of relevant provenance variables
can be computed in polynomial time. For the more challenging
problem of CQ answering, we adapt the combined approach.
Related work. Different ways of explaining query re-
sults have been studied for databases [Buneman, 2013;
Cheney et al., 2009], leading to the seminal result on
the algebraic interpretation of provenance with semirings
[Green et al., 2007] that further fertilised research into differ-
ent directions [Senellart, 2017]. While non-idempotent semir-
ing provenance corresponds to the so-called how-provenance,
the ×-idempotent case is closer to why-provenance: the set of
sets of tuples used to derive the result [Cheney et al., 2009].
However, since + is not idempotent, it slightly differs by
allowing to count the number of derivations that use the
same axioms. For example, given assertions (R(a, b), v1),
(R(b, a), v2), the query q = ∃xy.R(x, y)∧R(y, x) has prove-
nance v1×v2+v1×v2 while its why-provenance is {{v1, v2}}.
Explaining inferences in DLs has been stud-
ied mostly focusing on explaining axiom entail-
ment, in particular concept subsumption, through
axiom pinpointing [Schlobach and Cornet, 2003;
Kalyanpur et al., 2007; Baader et al., 2007b]. Few
approaches address query answer explanation for
DL-Lite or existential rules [Borgida et al., 2008;
Croce and Lenzerini, 2018; Ceylan et al., 2019;
Bienvenu et al., 2019]. However, current explanation
services in DLs provide minimal explanations , which is
crucially different to provenance, since provenance takes into
account all derivations (cf. discussion in Section 4).
Closest to our work is provenance for OBDA
[Calvanese et al., 2019]. However, the challenges in
enriching the EL family with provenance were not in-
vestigated. We also study additional problems such as
axiom entailment and relevance. Dannert and Gra¨del [2019]
consider provenance in the DL ALC. The setting is not the
same as ours since they only consider annotated assertions
(not annotated GCIs), do not study BCQs, and the semantics
is different as well. There are several proposals for handling
provenance in RFD(S), most notably an algebraic deductive
system for annotated RDFS [Buneman and Kostylev, 2010].
The approach by Bourgaux and Ozaki [2019] for attributed
DL-Lite fundamentally differs by using GCIs and RIs to
express constraints on provenance.
Future work. We will continue studying CQ answering, e.g.
using Datalog rewritings, and evaluate our algorithms experi-
mentally. Lower complexity bounds remain open and we may
investigate more expressive DLs and negation in the queries.
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Discussion
This section develops the discussion about some aspects of
our framework for provenance in DL.
Idempotency. We discuss in more detail the impact of mul-
tiplicative idempotency in our framework. Idempotency of
× results in a loss of the expressive power of provenance
since it neglects the number of times an axiom is used in a
derivation. ConsiderO = {(A v B, v1), (B v A, v2)}. With
×-idempotency, O |= (A v B, vk1 × vl2) for k ≥ 1 and l ≥ 0
because for k, l ≥ 1, vk1 × vl2 is interpreted by (v1 × v2)I in
any interpretation I. In contrast, if × is not idempotent, we
only obtainO |= (A v B, vk+11 ×vk2 ) for k ≥ 0 (in particularO 6|= (A v B, v1 × v2)), which is a more informative result.
Still, many useful semirings are ×-idempotent. Examples
of these are: the Boolean semiring, used for probabilistic query
answering in databases; the security semiring, used to deter-
mine the minimal level of clearance required to get the conse-
quence; and the fuzzy semiring which allows to determine the
truth degree of the consequence (see e.g. [Senellart, 2017] for
details on these semirings and more examples).
Conjunction or qualified role restriction on the right-
hand side of GCIs. Here, we consider the semantics of prove-
nance annotated ELHr if more complex expressions, such as
conjunctions or qualified role restrictions, were allowed on the
right-hand side of GCIs. We first recall and expand Example 4
below.
Example 21 (Example 4 redux). Consider the ontology
O = {(A v B u C, v), (A(a), u)}. All the following in-
terpretations which interpret a by itself and monomials by
their representatives are models of O:
AI1 = {(a, u)}, BI1 = {(a, u× v)}, CI1 = {(a, u× v)}
AI2 = {(a, u)}, BI2 = {(a, u)}, CI2 = {(a, v)}
AI3 = {(a, u)}, BI3 = {(a, 1)}, CI3 = {(a, u× v)}
Since the semantics does not provide a unique way to “split”
the monomial u × v between the two elements of the con-
junction, O 6|= (B(a),m) for any m ∈ NM, and in particu-
lar, O 6|= (B(a), u × v). This behavior is arguably counter-
intuitive since we intuitively know that a is in A with prove-
nance u and that A is a subclass of the intersection of B and
C with provenance v.
Second, this leads to more complex reasoning since we need
to consider all possible ways of “splitting” the monomial to
compute inferences. Indeed, the fact that for every model I of
O, there exist (aI ,mI) ∈ BI and (aI , nI) ∈ CI with (m×
n)I = (u×v)I can be useful to derive consequences: assume
that O also contains (B v D,w) and (C uD v E,w′). It
is easy to verify that for every model I of O, (aI , (u × v ×
w)I) ∈ (C u D)I , so that (aI , (u × v × w × w′)I) ∈ EI ,
i.e. O |= (E(a), u× v × w × w′).
One could think that it would be better to change the seman-
tics so that only I1 is a model of O in Example 4, instead of
restricting the language as we did. We explain next why such
an approach is not so simple.
A first possibility is to change the definition of the satis-
faction of a GCI by an interpretation such that I |= (A v
B u C,m) iff for every (d, nI) ∈ AI , then (d, (m× n)I) ∈
BI and (d, (m × n)I) ∈ CI , and similarly for quali-
fied role restrictions. However, this approach leads to an
even more counter-intuitive behavior. For instance if O =
{(A(a), u), (B(a), v)}, then O 6|= (A u B v A u B, 1),
since (a, (u × v)I) ∈ (A u B)I for every model I of O,
but there is a model I of O such that (a, (u × v)I) /∈ AI
(and (a, (u × v)I) /∈ BI). In contrast, our definition of sat-
isfaction of a GCI by an interpretation ensures that for every
interpretation I and concept C, I |= (C v C, 1).
The second possibility is to modify the definition of the in-
terpretation of conjunctions and qualified role restrictions such
that (C uD)I = {(d,mI) | (d,mI) ∈ CI , (d,mI) ∈ DI}
and (∃R.C)I = {(d,mI) | ∃e ∈ ∆I s.t. (d, e,mI) ∈
RI , (e,mI) ∈ CI}. In this case, we loose even basic en-
tailments of instance queries from annotated ABoxes. For
instance, we would have {(A(a), u), (B(a), v)} 6|= ((A u
B)(a), u × v). We would also have {(A v A1, v1), (A v
A2, v2), (A1 uA2 v B, u)} 6|= (A v B, u× v1 × v2).
We thus believe that restricting the syntax to prevent con-
junctions on the right and defining the semantics as usual in
DLs is actually the most natural way of handling provenance
in DL languages with conjunctions. We note that EL ontolo-
gies are often already expressed in normal form, which means
that the only real restriction in our language is the avoidance
of qualified existential restrictions on the right-hand side of
axioms.
Comparison with the work by Dannert and Gra¨del [2019].
Dannert and Gra¨del consider provenance in the expressive DL
ALC, which extends EL with the use of negation on con-
cepts. The setting is not the same as ours since they only
consider annotated assertions (i.e., they do not consider an-
notated GCIs), and do not study BCQs. The semantics is
different as well. Interpretations map IQs to elements of the
semiring and having provenance p means “having at least
truth value p.” The authors thus consider a different semir-
ing (which also handles negation), with additional properties
that ensure that (C(a),m) and (D(a),m) (in our notation)
follow from ((C u D)(a),m) (subqueries have at least the
same truth value as the query). In contrast, we want the prove-
nance of (C u D)(a) to be the product of the provenances
of C(a) and D(a), as in the database scenario where com-
binations of tuples that lead to the entailment of the query
are traced. Dannert and Gra¨del propagate provenance tokens
from the original complex assertions to their simpler conse-
quences, while our approach proceeds bottom-up. It starts with
simple assertions whose combinations lead to the entailment
of queries and traces their provenance.
Proofs for Section 3
Theorem 5. Let O be an annotated ELHr ontology, α an
axiom, and m a monomial. Let O′ be obtained by applying
exhaustively Rules NF1-NF3 to O.
• If O |= (α,m), then O′ |= (α,m).
• If O′ |= (α,m) and every concept name occurring in α
occurs in O, then O |= (α,m).
Proof. For the first point, we show by induction on i that for
every annotated ELHr ontology O, if O′ is obtained from O
by applying i normalization steps, then O′ |= O. If O′ is
obtained from O by applying a single normalization rule NF,
then we have the three following possibilities.
NF = NF1 let I be a model ofO′ = O\{(CuD̂ v E, v)}∪
{(D̂ v A, 1), (C u A v E, v)} and (d, nI) ∈ (C u
D̂)I . There exist n1, n2 ∈ NM such that (d, nI1 ) ∈ CI ,
(d, nI2 ) ∈ D̂I , and (n1 × n2)I = nI . Since I |= (D̂ v
A, 1), then (d, nI2 ) ∈ AI . Hence (d, (n1 × n2)I) ∈
(C u A)I . Since I |= (C u A v E, v), it follows that
(d, (n1×n2×v)I) ∈ EI , i.e., (d, (n×v)I) ∈ EI . Thus
I |= (C u D̂ v E, v), and I is a model of O.
NF = NF2 let I be a model of O′ = O \ {(∃R.Ĉ v
D, v)}∪{(Ĉ v A, 1), (∃R.A v D, v)} and (d, nI) ∈
(∃R.Ĉ)I . There exist e ∈ ∆I and n1, n2 ∈ NM such that
(d, e, nI1 ) ∈ RI , (e, nI2 ) ∈ ĈI , and (n1 × n2)I = nI .
Thus (e, nI2 ) ∈ AI , and (d, (n1 × n2)I) ∈ (∃R.A)I so
(d, (n1 × n2 × v)I) ∈ DI , i.e. (d, (n × v)I) ∈ DI .
It follows that I |= (∃R.Ĉ v D, v), and hence I is a
model of O.
NF = NF3 let I be a model of O′ = O \ {(Ĉ v ∃R, v)} ∪
{(Ĉ v A, 1), (A v ∃R, v)} and (d, nI) ∈ ĈI . We
have (d, nI) ∈ AI , so (d, (n×v)I) ∈ (∃R)I . It follows
that I |= (Ĉ v ∃R, v), and I is a model of O.
Assume that the property is true for i and let O be an an-
notated ELHr ontology, O′ be the result of applying i + 1
normalization steps to O and O′′ that of applying the first i
steps to O. By applying the induction hypothesis on O′′, we
obtained that O′′ |= O. Then since O′ results from applying
one normalization step to O′′, we obtain that O′ |= O′′, and
thus O′ |= O.
Conversely, we show by induction that for every i and for
every annotated ELHr ontologyO, ifO′ can be obtained from
O by applying i normalization rules, then if O′ |= (α,m)
and every concept name occurring in α occurs in O, then
O |= (α,m). If O′ is obtained from O by applying a single
normalization rule NF, we have three possible cases.
NF = NF1 O′ = O \ {(C u D̂ v E, v)} ∪ {(D̂ v
A, 1), (C u A v E, v)}. Let I be a model of O and
J the interpretation that extends I with AJ = D̂I .
Clearly, J |= (D̂ v A, 1). Let (d, nJ ) ∈ (C u A)J .
There exist n1, n2 ∈ NM such that (d, nJ1 ) ∈ CJ ,
(d, nJ2 ) ∈ AJ , and (n1×n2)J = nJ . SinceAJ = D̂J ,
then (d, nJ2 ) ∈ D̂J so (d, (n1 × n2)J ) ∈ (C u D̂)J .
Since I |= (C u D̂ v E, v) (and thus also J ), it follows
that (d, (n1×n2×v)J ) ∈ EJ , i.e. (d, (n×v)J ) ∈ EJ .
Hence J |= (C uA v E, v) and J is a model of O′. It
follows that J |= (α,m). Since α does not contain A,
then I |= (α,m), so O |= (α,m).
NF = NF2 O′ = O \ {(∃R.Ĉ v D, v)} ∪ {(Ĉ v
A, 1), (∃R.A v D, v)}. Let I be a model of O and
J the interpretation that extends I with AJ = ĈI .
Clearly, J |= (Ĉ v A, 1). Let (d, nJ ) ∈ (∃R.A)J .
There exist e ∈ ∆J and n1, n2 ∈ NM such that
(d, e, nJ1 ) ∈ RJ , (e, nJ2 ) ∈ AJ , and (n1×n2)J = nJ .
Thus (e, nJ2 ) ∈ ĈJ and (d, (n1 × n2)J ) ∈ (∃R.Ĉ)J .
Since I |= (∃R.Ĉ v D, v) (and thus also J ), it follows
that (d, (n1×n2×v)J ) ∈ DJ , i.e. (d, (n×v)J ) ∈ DJ .
Hence J |= (∃R.A v D, v) and J is a model of O′. It
follows that J |= (α,m). Since α does not contain A,
then I |= (α,m), so O |= (α,m).
NF = NF3 O′ = O \ {(Ĉ v ∃R, v)} ∪ {(Ĉ v A, 1), (A v
∃R, v)}. Let I be a model of O and J be the in-
terpretation that extends I with AJ = ĈI . Clearly,
J |= (Ĉ v A, 1). Let (d, nJ ) ∈ AJ = ĈJ . Since
I |= (Ĉ v ∃R, v) (and thus also J ), it follows that
(d, (n× v)J ) ∈ (∃R)J . Hence J |= (A v ∃R, v) and
J is a model of O′. It follows that J |= (α,m). Since
α does not contain A, then I |= (α,m), so O |= (α,m).
Assume that the property is true for some i and let O be an
annotated ELHr ontology. Let Oi+1 be obtained by applying
i+ 1 normalization rules toO andOi be obtained by applying
the first i normalization rules to O (so that Oi+1 is obtained
by applying a normalization rule NF to Oi). Assume that
Oi+1 |= (α,m) and every concept name occurring in α occurs
in O. Since the normalization rules can only introduce new
concept names, the concept names occurring in O are a sunset
of those occurring in Oi, so every concept name occurring in
α occurs in Oi. Since we thus have that Oi+1 |= (α,m), that
Oi+1 results from the application of a single normalization
rule to Oi, and that all concept names in α occur in Oi, the
base case applies and we obtain that Oi |= (α,m). Hence by
the induction hypothesis, O |= (α,m).
We now proceed to prove Theorem 6 by showing that an-
notated GCI, RI and RR entailments and annotated assertion
entailment can be reduced to each other in polynomial time.
To increase readability, we divide the proof in several cases,
and use the following lemmas.
Lemma 22. Let O be an ELHr ontology,
C,C1, C2, D1, D2, D,D
′ be ELHr concepts, S,R ∈ NR,
and m,m1,m2 ∈ NM.
1. If O |= (C v C1 u C2,m), O |= (C1 v D1,m1) and
O |= (C2 v D2,m2), then O |= (C v D1 uD2,m ×
m1 ×m2).
2. If O |= (C v ∃S.D′,m) and O |= (D′ v D,m1), then
O |= (C v ∃S.D,m×m1).
3. If O |= (C v ∃R.D,m) and O |= (R v S,m1), then
O |= (C v ∃S.D,m×m1).
Proof. (1) Let I be a model of O and (e, nI) ∈ CI . It holds
that (e, (n×m)I) ∈ (C1 u C2)I so there exists o1, o2 ∈ NM
such that (e, oI1 ) ∈ CI1 , (e, oI2 ) ∈ CI2 , and (o1× o2)I = (n×
m)I . Hence (e, (o1×m1)I) ∈ DI1 and (e, (o2×m2)I) ∈ DI2 .
It follows that (e, (o1 ×m1 × o2 ×m2)I) ∈ (D1 uD2)I , i.e.
(e, (n×m×m1 ×m2)I) ∈ (D1 uD2)I . Thus O |= (C v
D1 uD2,m×m1 ×m2).
(2) Let I be a model of O and (e, nI) ∈ CI . It holds that
(e, (n×m)I) ∈ (∃S.D′)I so there exists f ∈ ∆I and o1, o2 ∈
NM such that (e, f, oI1 ) ∈ SI , (f, oI2 ) ∈ D′I , and (o1 ×
o2)
I = (n×m)I . Hence (f, (o2 ×m1)I) ∈ DI . It follows
that (e, (o1 × o2 × m1)I) ∈ (∃S.D)I , i.e. (e, (n × m ×
m1)
I) ∈ (∃S.D)I . Thus O |= (C v ∃S.D,m×m1).
(3) Let I be a model of O and (e, nI) ∈ CI . It holds that
(e, (n×m)I) ∈ (∃R.D)I so there exists f ∈ ∆I and o1, o2 ∈
NM such that (e, f, oI1 ) ∈ RI , (f, oI2 ) ∈ DI , and (o1 ×
o2)
I = (n×m)I . Hence (e, f, (o1×m1)I) ∈ SI . It follows
that (e, (o1 × m1 × o2)I) ∈ (∃S.D)I , i.e. (e, (n × m ×
m1)
I) ∈ (∃S.D)I . Thus O |= (C v ∃S.D,m×m1).
Given an ontology O in normal form and an interpretation
Ii that interprets the monomials by their representatives, define
the three following rules to build an interpretation Ii+1 that
extends Ii. Let A ∈ NC ∪ {>}, B ∈ NC, R,S ∈ NR and G
be an ELHr concept or ran(R) for some R ∈ NR.
R1. If (G v B, v) ∈ O, (d,m) ∈ GIi , and (d, [v ×m]) /∈
BIi , then BIi+1 = BIi ∪ {(d, [v ×m])}.
R2. If (R v S, v) ∈ O, (d, f,m) ∈ RIi , and
(d, f, [v ×m]) /∈ SIi , then SIi+1 = SIi ∪
{(d, f, [v ×m])}.
R3. If (A v ∃S, v) ∈ O, (d,m) ∈ AIi , and there is
no f ∈ ∆Ii such that (d, f, [v ×m]) ∈ SIi , then
∆Ii+1 = ∆Ii ∪ {f} where f /∈ ∆Ii and SIi+1 =
SIi ∪ {(d, f, [v ×m])}.
Lemma 23. Let C be an ELHr concept. If Ii+1 is obtained
by applying a rule in {R1, R2, R3} to Ii, and (d,m) ∈ CIi+1
while (d,m) /∈ CIi , then there exists an ELHr concept D,
a provenance variable v ∈ NV and a monomial n such that
O |= (D v C, v), (d, n) ∈ DIi , and [v × n] = m.
Proof. We prove a stronger version of the property, requiring
that v is the provenance of the GCI, RI or RR of the rule
applied to obtain Ii+1. The proof is by structural induction.
For the base case, C ∈ NC, the rule applied is necessarily
R1. Thus by the conditions of applicability of R1, since
R1 adds (d,m) in CIi+1 , there exist (D v C, v) ∈ O and
(d, n) ∈ DIi such that [v × n] = m.
If C = C1 u C2, since (d,m) ∈ CIi+1 , then there
exist (d,m1) ∈ CIi+11 and (d,m2) ∈ CIi+12 such that
[m1 ×m2] = m. Since (d,m) /∈ CIi , then either (d,m1) /∈
CIi1 or (d,m2) /∈ CIi2 . Let v be the provenance of the GCI,
RI or RR of the rule applied to obtain Ii+1. By induction, we
obtain the following.
• If (d,m1) /∈ CIi1 , there exists an ELHr concept D1 and
a monomial n1 such that O |= (D1 v C1, v), (d, n1) ∈
DIi1 , and [v × n1] = m1.
• If (d,m2) /∈ CIi2 , there exists an ELHr concept D2 and
a monomial n2 such that O |= (D2 v C2, v), (d, n2) ∈
DIi2 , and [v × n2] = m2.
We thus have three possible cases.
• In the case (d,m1) /∈ CIi1 and (d,m2) ∈ CIi2 , it holds
that (d, [n1 ×m2]) ∈ (D1 u C2)Ii . Moreover, since
O |= (D1 v C1, v) andO |= (D1uC2 v D1uC2, 1), it
follows by Lemma 22 thatO |= (D1uC2 v C1uC2, v).
Finally, [v × n1 ×m2] = [m1 ×m2] = m.
• The case (d,m1) ∈ CIi1 and (d,m2) /∈ CIi2 is analo-
gous.
• In the case (d,m1) /∈ CIi1 and (d,m2) /∈ CIi2 , it holds
that (d, [n1 × n2]) ∈ (D1 u D2)Ii . Moreover, since
O |= (D1 v C1, v), O |= (D2 v C2, v) and O |=
(D1 uD2 v D1 uD2, 1), it follows by Lemma 22 that
O |= (D1uD2 v C1uC2, v). Finally, [v × n1 × n2] =
[m1 ×m2] = m.
If C = ∃S.C ′, since (d,m) ∈ CIi+1 , then there ex-
ist (d, f,m1) ∈ SIi+1 and (f,m2) ∈ C ′Ii+1 such that
[m1 ×m2] = m. Since (d,m) /∈ CIi , then either
(d, f,m1) /∈ SIi or (f,m2) /∈ C ′Ii . Let v be the prove-
nance of the GCI, RI or RR of the rule applied to obtain Ii+1.
We obtain the following.
• If (d, f,m1) /∈ SIi , we have two cases, depending on
the rule that has been applied.
R2 There exist (R v S, v) ∈ O and (d, f, n1) ∈
RIi such that [v × n1] = m1. In this case,
(d, [n1 ×m2]) ∈ (∃R.C ′)Ii . Moreover, since O |=
(R v S, v) and O |= (∃R.C ′ v ∃R.C ′, 1), it fol-
lows by Lemma 22 that O |= (∃R.C ′ v ∃S.C ′, v).
Finally, [v × n1 ×m2] = [m1 ×m2] = m.
R3 There exist (A v ∃S, v) ∈ O and (d, n1) ∈ AIi
such that [v × n1] = m1. Moreover, in this case
f /∈ ∆Ii and occurs only in (d, f,m1) ∈ SIi+1 in
Ii+1, which implies that C ′ = > and m2 = 1, so
that C = ∃S.> and [m1] = m, i.e. [v × n1] = m.
• If (f,m2) /∈ C ′Ii , by induction there exists an ELHr
concept D and a monomial n2 such that O |= (D v
C ′, v), (f, n2) ∈ DIi , and [v × n2] = m2. It follows
that (d, [m1 × n2]) ∈ ∃S.DIi . Moreover, since O |=
(D v C ′, v) and O |= (∃S.D v ∃S.D, 1), by Lemma
22, O |= (∃S.D v ∃S.C ′, v). Finally, [v ×m1 × n2] =
[m1 ×m2] = m.
This concludes the proof of the lemma.
Let O be an annotated ELHr ontology in normal form,
C v D be an ELHr GCI, and m0 ∈ NM. Let
TD = {(D′ v E, 1)}
where E is a concept name that does not occur in O and
D′ = D if D ∈ NC, D′ = ∃R.> if D = ∃R. Let
AC = f(C, a0, 0)
where a0 is an individual name that does not occur in O and
f is the function inductively defined as follows, where all
constants introduced are fresh and provenance variables of the
form vrA(a) or v
r
R(a,b) do not occur in O:
• f(>, a, i) = ∅,
• f(A, a, i) = {(A(a), viA(a))} if A ∈ NC,
• f(∃R.B, a, i) = {(R(a, b), viR(a,b))} ∪ f(B, b, i+ 1),
• f(B uB′, a, i) = f(B, a, i) ∪ f(B′, a, i+ 1).
Both TD and AC can be constructed in polynomial time.
Proposition 24. O |= (C v D,m0) iff O ∪ TD ∪ AC |=
(E(a0),m0 ×Π(α,vrα)∈ACvrα).
Proof. (⇒) Assume that O |= (C v D,m0) and let
I be a model of O ∪ TD ∪ AC . Since I |= O, then
I |= (C v D,m0). Thus, since I |= (D′ v E, 1), then
I |= (C v E,m0): it is clear in the case D′ = D and other-
wise it follows from the fact that DI = (∃R)I = {(d, nI) |
(d, e, nI) ∈ RI} = (∃R.>)I = D′I by definition of the
interpretation of >. Moreover, (aI0 , (Π(α,vrα)∈ACvrα)I) ∈ CI
by construction ofAC , so I |= (E(a0),m0×Π(α,vrα)∈ACvrα).
Hence O ∪ TD ∪ AC |= (E(a0),m0 ×Π(α,vrα)∈ACvrα).
(⇐) We show the other direction by contrapositive: we assume
that O 6|= (C v D,m0) and show that O ∪ TD ∪ AC 6|=
(E(a0),m0 × Π(α,vrα)∈ACvrα). We next define a sequenceI0, I1, . . . of interpretations and the annotated interpretation
I with ∆Im = N[M], ∆I =
⋃
i≥0 ∆
Ii and ·I is the union of
the ·Ii . We start with ∆I0 = ind(AC), aI0 = a for every
a ∈ ind(AC), and AI0 = {(a, vrα) | (A(a), vrα) ∈ AC} for
every A ∈ NC and RI0 = {(a, b, vrα) | (R(a, b), vrα) ∈ AC}
for every R ∈ NR. Then for every i ≥ 0, Ii+1 results from
applying one of the rules R1, R2, R3 to Ii.
By construction, I is a model of AC and of the GCIs,
RIs and RRs of O. We show by induction on i that for
all m ∈ NM such that m does not contain any variable
of the form vrα and general ELHr concept G 6= >, if
(a0, [m×Π(α,vrα)∈ACvrα]) ∈ GIi then O |= (C v G,m).
For the base case i = 0, if (a0, [m×Π(α,vrα)∈ACvrα]) ∈
GI0 , by construction of I0, [m×Π(α,vrα)∈ACvrα] =
[Π(α,vrα)∈ACv
r
α]. We use the following claim to show that
the property holds in this case.
Claim 25. For every a ∈ NI, for every ELHr concept C,
and for every ELHr concept G 6= >, if there is k such that
(a, [Π(α,vrα)∈f(C,a,k)v
r
α]) ∈ GI0 , then G and C are equal
modulo some repetitions in G, i.e. if we replace some subcon-
cepts of the form G′ u G′, G′ u > or > u G′ by G′ in G or
some subconcepts of the form ∃R.G′ u ∃R.> by ∃R.G′, we
obtain exactly C.
Proof of the claim. The proof of the claim is by structural
induction. If C = A ∈ NC, C = > or C = ∃R, necessarily
k = 0 and f(C, a, 0) is a singleton or the emptyset. It
can be checked that in the three cases, G follows the
grammar rule G := C | G u > | > u G, so that G is
equal to C modulo repetitions in G. If C = C1 u C2,
f(C, a, k) = f(C1, a, k) ∪ f(C2, a, k + 1). Since
(a, [Π(α,vrα)∈f(C1,a,k)v
r
α ×Π(α,vrα)∈f(C2,a,k+1)vrα]) ∈
GI0 , it follows that G follows the grammar rule
G := G1 u G2 | G2 u G1 | G u G1 | G u G2 |
G u > | > u G with (a, [Π(α,vrα)∈f(C1,a,k)vrα]) ∈ GI01
and (a, [Π(α,vrα)∈f(C2,a,k+1)v
r
α]) ∈ GI02 . By induc-
tion, G1 is equal to C1 and G2 is equal to C2 modulo
repetitions in G1 and G2. Hence, C and G are equal
modulo repetitions in G. Finally, if C = ∃R.C ′,
f(C, a, k) = {(R(a, b), vkR(a,b))} ∪ f(C ′, b, k + 1).
Since (a, [vkR(a,b) ×Π(α,vrα)∈f(C′,b,k+1)vrα]) ∈ GI0 ,
it then follows that G follows the grammar rules
G := ∃R.G′′ | GuG | Gu> | >uG | Gu∃R.T | ∃R.TuG,
G′′ := G′ | G′′ uG′ | G′′ u> | >uG′′ and T := > | >uT
with (b, [Π(α,vrα)∈f(C′,b,k+1)v
r
α]) ∈ G′I0 . By induction, G′ is
equal to C ′ modulo repetitions in G′. Hence, G is equal to C
modulo repetitions in G. This finishes the proof of the claim.
By Claim 25, since (a0, [Π(α,vrα)∈ACv
r
α]) ∈ GI0 , it follows
that G and C are equal modulo some repetitions in G. It
follows that O |= (C v G, 1) (this is clear in the case G = C
and can be shown by structural induction using Lemma 22 in
the case where G has repetitions). Moreover, since m does not
contain any vrα, m = 1. This shows that the property holds for
i = 0.
For the inductive step, assume that for all m ∈ NM that
does not contain any variable of the form vrα and generalELHr concept G 6= >, if (a0, [m×Π(α,vrα)∈ACvrα]) ∈ GIi
then O |= (C v G,m). Let m ∈ NM without vrα
and G 6= > and assume that (a0, [m×Π(α,vrα)∈ACvrα]) ∈
GIi+1 . If (a0, [m×Π(α,vrα)∈ACvrα]) ∈ GIi , then O |=
(C v G,m) by induction hypothesis. Otherwise, by
Lemma 23, since Ii+1 is obtained by applying a rule in
{R1, R2, R3} to Ii, and (a0, [m×Π(α,vrα)∈ACvrα]) ∈ GIi+1
while (a0, [m×Π(α,vrα)∈ACvrα]) /∈ GIi+1 , there exists anELHr concept F , a provenance variable v ∈ NV and a mono-
mial n such that O |= (F v G, v), (a0, n) ∈ F Ii , and
[v × n] = [m×Π(α,vrα)∈ACvrα]. Since the provenance vari-
ables of form vrα do not occur inO, v is not of this form. There
thus exists n′ ∈ NM that does not contain any vrα and is such
that [n] = [n′ ×Π(α,vrα)∈ACvrα] and [v × n′] = m. Since
(a0, n) ∈ F Ii , it follows by induction that O |= (C v F, n′).
Hence, since O |= (F v G, v), we conclude that O |= (C v
G, v × n′), i.e. that O |= (C v G,m).
It follows that for every ELHr concept G 6= >
and m ∈ NM that does not contain any vrα, if
(a0, [m×Π(α,vrα)∈ACvrα]) ∈ GI then O |= (C v G,m).
Since D is either a concept name or is of the
form ∃R and O 6|= (C v D,m0), it follows that
(a0, [m0 ×Π(α,vrα)∈ACvrα]) /∈ DI .
Let J0 be a model of O such that ∆J0 ∩∆I = ∅, ∆J0m =
∆Im = N[M] and m
J0 = mI = [m] for every m ∈ NM. Let J
be the interpretation defined as follows:
• ∆J = ∆J0 ∪∆I , ∆Jm = ∆Im = N[M],
• aJ = aI for every a ∈ ind(AC),
• aJ = aJ0 for every a ∈ ind(O),
• RJ = RI ∪RJ0 for every R ∈ NR,
• AJ = AI ∪AJ0 for every A ∈ NC, A 6= E, and
• EJ = DJ .
Since ind(AC) ∩ ind(O) = ∅, J is well defined. Moreover,
since ∆J0 ∩ ∆I = ∅ and (a0, [m0 ×Π(α,vrα)∈ACvrα]) /∈
DI , then (a0, [m0 ×Π(α,vrα)∈ACvrα]) /∈ DJ , so
(a0, [m0 ×Π(α,vrα)∈ACvrα]) /∈ EJ . Finally, J is a model ofO∪TD ∪AC . Indeed, J satisfies all assertions of O and AC
because J0 is a model of O and I a model of AC . It also
satisfies TD by construction ofEJ , and all GCIs, RIs and RRs
of O because both J0 and I satisfy them and ∆J0 ∩∆I = ∅.
Hence, O ∪ TD ∪ AC 6|= E(a0,m0 ×Π(α,vrα)∈ACvrα).
Regarding role inclusions and range restriction, the follow-
ing propositions can be proven.
Proposition 26. O |= (S v R,m) iffO∪{(S(a0, b0), 1)} |=
(R(a0, b0),m) where a0, b0 are fresh individual names.
Proposition 27. O |= (ran(R) v A,m) iff O ∪
{(R(a0, b0), 1)} |= (A(b0),m) where a0, b0 are fresh indi-
vidual names.
Let O be an annotated ELHr ontology in normal form, and
let (B(a0),m0) be an annotated concept assertion. For all
a, b ∈ ind(O) and R ∈ NR, assume that the concept or role
names Ca, Cran(R), Rab do not occur in O and let
TCa ={(Ca v A, v) | (A(a), v) ∈ O}∪
{(Ca v ∃Rab, 1), (Rab v R, v), (ran(Rab) v Cb, 1)
| (R(a, b), v) ∈ O}∪
{(Ca v Cran(R), v) | (R(b, a), v) ∈ O}∪
{(Cran(R) v Cran(S), v) | (R v S, v) ∈ O}∪
{(Cran(R) v A, v) | (ran(R) v A, v) ∈ O}
T =
⋃
a∈ind(O)
TCa ∪ (O \ {(α, v) | α is an assertion}).
T can be computed in polynomial time.
We will use the following lemma to show that O |=
(B(a0),m0) iff T |= (Ca0 v B,m0) or T |= (> v B,m0).
Lemma 28. There exist a model I of T and  ∈ ∆I such that
1. for every a ∈ NI, aI =  iff there is no directed path
of roles (R0(a0, a1), v0). . . (Rn(an, a), vn) from a0 to a
in O,
2. for every a ∈ ind(O), CIa = {(aI , 1I)} if aI 6= , and
CIa = ∅ otherwise,
3. for (R(a, b), v) ∈ O, RIab = {(aI , bI , 1I)} if aI 6= 
and bI 6= , and RIab = ∅ otherwise, and
4. for every a ∈ ind(O) and A ∈ NC, if (aI ,mI) ∈ AI
then T |= (Ca v A,m) or T |= (> v A,m).
Proof. Let  /∈ ind(O). We inductively build an interpretation
I = ⋃i≥0 Ii with ∆Im = N[M] such that
(a) for every i, for every a ∈ ind(O), CIia = {(aIi , 1)} if
aIi 6= , and CIia = ∅ otherwise,
(b) for every i, for every (R(a, b), v) ∈ O, RIiab =
{(aIi , bIi , 1)} if aIi 6=  and bIi 6= , and RIiab = ∅
otherwise,
(c) for every i, for every a ∈ ind(O) such that aIi 6= ,
A ∈ NC and S ∈ NR,
– if (aIi ,m) ∈ AIi , then T |= (Ca v A,m) or T |=
(> v A,m),
– if (aIi ,m) ∈ (∃S.A)Ii , then T |= (Ca v ∃S′, n1)
or T |= (> v ∃S′, n1), and T |= (S′ v S, n2) and
T |= (ran(S′) v A,n3) with m = [n1 × n2 × n3],
and
– if (aIi ,m) ∈ ran(S)Ii and S is not of the form Rab,
then T |= (Ca v Cran(S),m).
We start with ∆I0 = ind(O) ∪ {}, aI00 = a0, aI0 =  for
every a 6= a0, CI0a0 = {(a0, 1)} and AI0 = ∅, RI0 = ∅ for all
A ∈ NC \ {Ca0} and R ∈ NR. Then we apply the following
rules.
1. If (R v S, v) ∈ T and (d, f,m) ∈ RIi , then SIi+1 =
SIi ∪ {(d, f, [v ×m])}.
We check that if Ii fulfills our requirements, then it is
also the case of Ii+1. For point (b), this follows from the
fact that S cannot be of the form Rab by construction of
T . Regarding point (c), if d = aIi for some a ∈ ind(O)
and (d, n) ∈ (∃S.A)Ii+1 while (d, n) /∈ (∃S.A)Ii , there
must be some (f, o) ∈ AIi such that n = [v ×m× o]. It
follows that (d, [m× o]) ∈ (∃R.A)Ii so since Ii fulfills
the requirements, T |= (Ca v ∃S′, n1) or T |= (> v
∃S′, n1), and T |= (S′ v R,n2) and T |= (ran(S′) v
A,n3) with [m× o] = [n1 × n2 × n3]. Since (R v
S, v) ∈ T , it thus follows that T |= (S′ v S, v ×
n2), so that the second point of (c) holds (since n =
[v ×m× o] = [n1 × v × n2 × n3]). In a similar way, if
f = aIi for some a ∈ ind(O), since (f,m) ∈ ran(R)Ii
and Ii fulfills the requirements, T |= (Ca v Cran(S),m).
By construction of T , since (R v S, v) ∈ T , (Cran(R) v
Cran(S), v) ∈ T . Thus T |= (Ca v Cran(S), [v ×m]),
so that the third point of (c) holds.
2. If (A v B, v) ∈ T and (d,m) ∈ AIi , then BIi+1 =
BIi ∪ {(d, [v ×m])}.
It is easy to check that if Ii fulfills our requirements,
then it is also the case of Ii+1. In particular, note that by
construction of T , B is not of the form Ca.
3. If (A1 uA2 v B, v) ∈ T and (d,m1) ∈ AIi1 , (d,m2) ∈
AIi1 then B
Ii+1 = BIi ∪ {(d, [v ×m1 ×m2])}.
It is easy to check that if Ii fulfills our requirements, then
it is also the case of Ii+1. In particular, for (a), note
that by construction of T , B is not of the form Ca. We
detail the proof that the first point of (c) holds (the sec-
ond point is similar). If d = aIi for some a ∈ ind(O),
since (d,m1) ∈ AIi1 , (d,m2) ∈ AIi1 and Ii fulfills the
requirements, then (1) T |= (Ca v A1,m1) or (2)
T |= (> v A1,m1), and (i) T |= (Ca v A1,m2)
or (ii) T |= (> v A1,m2). In case (1)-(i), since
(A1 u A2 v B, v) ∈ T , it is easy to check that
T |= (Ca v B, [v ×m1 ×m2]). In case (2)-(ii), in
the same way, T |= (> v B, [v ×m1 ×m2]). Finally
in case (1)-(ii) (and (2)-(i) is similar), let J be a model
of T and (e, nJ ) ∈ CJa . Since T |= (Ca v A1,m1),
(e, (n ×m1)J ) ∈ AJ1 , and since T |= (> v A1,m2),
(e,mJ2 ) ∈ AJ2 . Hence (e, (n ×m1 ×m2)J ) ∈ (A1 u
A2)
J , so (e, (n ×m1 ×m2 × v)J ) ∈ BJ . It follows
that T |= (Ca v B,m1 ×m2 × v).
4. If (∃S.A v B, v) ∈ T and (d, f,m1) ∈ SIi , (f,m2) ∈
AIi , then BIi+1 = BIi ∪ {(d, [v ×m1 ×m2])}.
We check that if Ii fulfills our requirements, then it is
also the case of Ii+1. Note that by construction of T ,
B is not of the form Ca, so that (a) holds. We detail
the proof that the first point of (c) holds. If d = aIi for
some a ∈ ind(O), since (d, [m1 ×m2]) ∈ (∃S.A)Ii and
Ii fulfills the requirements, then either (i) T |= (Ca v
∃S′, n1) or (ii) T |= (> v ∃S′, n1), and T |= (S′ v
S, n2) and T |= (ran(S′) v A,n3) with [m1 ×m2] =
[n1 × n2 × n3]. It is easy to check that it follows that in
case (i) T |= (Ca v B,n1 × n2 × n3 × v), i.e. T |=
(Ca v B, [v ×m1 ×m2]) and in case (ii) T |= (> v
B,n1×n2×n3×v), i.e. T |= (> v B, [v ×m1 ×m2]).
5. If (ran(S) v B, v) ∈ T and (f, d,m) ∈ SIi , then
BIi+1 = BIi ∪ {(d, [v ×m])}.
We check that if Ii fulfills our requirements, then it is
also the case of Ii+1. Note that by construction of T ,
B is not of the form Ca, so that (a) holds. We detail
the proof that the first point of (c) holds. If d = aIi
for some a ∈ ind(O), since Ii fulfills the requirements,
it follows that T |= (Ca v Cran(S),m). Moreover, by
construction of T , (ran(S) v B, v) ∈ T implies that
(Cran(S) v B, v) ∈ T . It is thus easy to check that
T |= (Ca v B, [v ×m]).
6. If (A v ∃S, v) ∈ T and (d,m) ∈ AIi , then:
• Case 1: A is not of the form Ca. Set ∆Ii+1 =
∆Ii ∪ {f} where f /∈ ∆Ii and SIi+1 = SIi ∪
{(d, f, [v ×m])}. It is easy to check that if Ii ful-
fills the requirements, then so does Ii+1. Indeed, S
cannot be of the form Rab by construction and there
is no a ∈ ind(O) such that aIi = f so the only
point to check is the second point of (c). If d = aIi
for some a ∈ ind(O), and (d, n) ∈ (∃S′.C)Ii+1
while (d, n) /∈ (∃S′.C)Ii , the only possibility is
that S′ = S and C = >. Since (aIi ,m) ∈ AIi
and Ii fulfills the requirements, T |= (Ca v A,m),
so since (A v ∃S, v) ∈ T , it is easy to check that
T |= (Ca v ∃S, v×m). Moreover T |= (S v S, 1)
and T |= (ran(S) v >, 1) trivially. Hence (c)
holds.
• Case 2: A = Ca. By construction of T , there is
(R(a, b), u) ∈ O such that ∃S = ∃Rab, v = 1
and T also contains (ran(Rab) v Cb, 1). More-
over, since CIia 6= ∅, then CIia = {(d, 1)} ={(aIi , 1)} = {(a, 1)}. If bIi 6= , it was al-
ready the case that RIiab = {(aIi , bIi , 1)} so the
rule applies to the case bIi = . Set bIi+1 = b
and RIi+1ab = {(a, b, 1)}, CIi+1b = {(b, 1)} and
R′Ii+1ab = {(a, b, 1)} for every R′ab occurring in T .
We check that if Ii fulfills our requirements, then
it is also the case of Ii+1. Requirements (a) and
(b) hold by construction so we focus on (c). For
the first point, b only occurs in the concept in-
terpretation CIi+1b with provenance 1, and T |=
(Cb v Cb, 1) trivially. For the second point, if
(a, n) ∈ (∃S.C)Ii+1 while (a, n) /∈ (∃S.C)Ii , the
only possibility is that S = R′ab, C = > and n = 1.
By construction of T , T |= (Ca v ∃R′ab, 1),
and trivially T |= (R′ab v R′ab, 1) and T |=
(ran(R′ab) v >, 1). This shows the second point of
(c). Finally, if (b, n) ∈ ran(S)Ii+1 , S is of the form
R′ab so the third point trivially holds.
Since I has been obtained by applying rules to sat-
isfy all axioms of T (as T is in normal form), I is a
model of T . We show that for every directed path of
role assertions (R1(a0, a1), v1). . . (Rn(an−1, an), vn) in O,
aIi 6=  for all ai. It is clear for a0. Assume that the
property is true for every path of lenght n − 1 and con-
sider (R1(a0, a1), v1) . . . (Rn(an−1, an), vn) in O. We have
CIan−1 = {(aIn−1, 1I)}. Since (Rn(an−1, an), vn) ∈ O, then
(Can−1 v ∃Ran−1an , 1) ∈ T so by the construction of I (rule
6), aIn = an 6=  and RIan−1an = {(aIn−1, aIn, 1I)}. In the
other direction, for every a ∈ NI, if aI 6= , it follows from
the construction that aI = a and either a = a0 or aI = a has
been defined in some application of rule 6. We can show by
induction on the number of applications of rule 6 before the
one that defined aI = a that there is a role path between a0
and a.
Proposition 29. O |= (B(a0),m0) iff T |= (Ca0 v B,m0)
or T |= (> v B,m0).
Proof. Assume that O 6|= (B(a0),m0). Assume for a contra-
diction that T |= (> v B,m0). Then O |= (> v B,m0) by
the form of the GCIs in T \O. It follows thatO |= (B(a),m0)
for every a ∈ ind(O), and in particular for a0. Hence
T 6|= (> v B,m0). We next show that T 6|= (Ca0 v B,m0).
Let I be a model of O such that I 6|= (B(a0),m0), i.e.
(aI0 ,m
I
0 ) /∈ BI . Let J be the interpretation that extends
I with CJa = {(aI , 1I)} for every a ∈ ind(O), RJab =
{(aI , bI , 1I)} for all a, b ∈ ind(O) and CJran(R) = {(e,mI) |
(d, e,mI) ∈ RI} for every R ∈ NR. Since (aI0 , 1I) ∈ CJa0
and (aI0 ,m
I
0 ) /∈ BJ , then J 6|= (Ca0 v B,m0). We show
that J is a model of T , so that T 6|= (Ca0 v B,m0).
It is clear that J is a model of every GCI, RI or RR in
O since interpretations of concepts and roles that occur in
O are not modified. Regarding RIs of T \ O, let (Rab v
R, v) ∈ T . By construction of J , RJab = {(aI , bI , 1I)}
and since (R(a, b), v) ∈ O and I is a model of O, then
(aI , bI , vI) ∈ RJ . Thus J |= (Rab v R, v). For
RRs of T \ O, let (ran(Rab) v Cb, 1) ∈ T . By con-
struction RJab = {(aI , bI , 1I)} and CJb = {(bI , 1I)} soJ |= (ran(Rab) v Cb, 1). We now consider the different
kinds of GCIs in T \ O.
• Let (Ca v A, v) ∈ T \ O with A ∈ NC. Since
(A(a), v) ∈ O and I |= O, then (aI , vI) ∈ AJ . Thus,
since CJa = {(aI , 1I)}, it follows that J |= (Ca v
A, v).
• Let (Ca v ∃Rab, 1) ∈ T \ O. By construction
RJab = {(aI , bI , 1I)} so (∃Rab)J = {(aI , 1I)} andJ |= (Ca v ∃Rab, 1).
• Let (Ca v Cran(R), v) ∈ T \ O. Since I |= O and there
is (R(b, a), v) ∈ O, (bI , aI , vI) ∈ RJ so (aI , vI) ∈
CJran(R). Since C
J
a = {(aI , 1I)}, it follows that J |=
(Ca v Cran(R), v).
• Let (Cran(R) v Cran(S), v) ∈ T \ O. Let (e,mI) ∈
CJran(R). There exists (d, e,m
I) ∈ RI . Moreover, (R v
S, v) ∈ O so since I is a model ofO, (d, e, (m×v)I) ∈
SI . Thus (e, (m× v)I) ∈ CIran(S). It follows that J |=
(Cran(R) v Cran(S), v).
• Let (Cran(R) v A, v) ∈ T \ O with A ∈ NC. Let
(e,mI) ∈ CJran(R). There exists (d, e,mI) ∈ RI . More-
over, (ran(R) v A, v) ∈ O so since I is a model
of O, (e, (m × v)I) ∈ AI = AJ . It follows that
J |= (Cran(R) v A, v).
We conclude that J |= T , so T 6|= (Ca0 v B,m0).
In the other direction, assume that T 6|= (Ca0 v B,m0)
and T 6|= (> v B,m0), and let I be a model of T that fulfills
the conditions of Lemma 28. Let J0 be a model of O such
that ∆J0 ∩ ∆I = ∅, ∆J0m = ∆Im and mJ0 = mI for every
m ∈ NM. Let J be the interpretation defined as follows:
• ∆J = ∆J0 ∪∆I , ∆Jm = ∆Im,
• aJ = aI for every a such that there is a directed role
path from a0 to a in O (including a0),
• aJ = aJ0 for every a such that there is no directed role
path from a0 to a in O,
• AJ = AI ∪AJ0 for every A ∈ NC,
• RJ = RI ∪ RJ0 ∪ {(bJ0 , aI ,mI) | O |= (R(b, a),m)
and there is a directed role path from a0 to a but not to
b} for every R ∈ NR.
We show that J is a model of O. Since (aJ0 ,mJ0 ) =
(aI0 ,m
I
0 ) /∈ BI by the properties of I (point 4 of Lemma
28, since T 6|= (Ca0 v B,m0) and T 6|= (> v B,m0)) and
∆J0 ∩ ∆I = ∅, it follows that (aJ0 ,mJ0 ) /∈ BJ . This will
thus show that O 6|= (B(a0),m0).
We start with J being a model of the assertions of O. Let
(A(a), v) ∈ O. If there is no directed path from a0 to a
in O, (aJ , vJ ) = (aJ0 , vJ0) ∈ AJ0 ⊆ AJ . If there is a
directed path from a0 to a, (aJ , 1J ) = (aI , 1I) ∈ CIa so
since I |= T and (Ca v A, v) ∈ T because (A(a), v) ∈ O,
then (aJ , vJ ) = (aI , vI) ∈ AI ⊆ AJ . Regarding role as-
sertions, let (R(a, b), v) ∈ O. If there is no directed path
from a0 to a nor to b, (aJ , bJ , vJ ) = (aJ0 , bJ0 , vJ0) ∈
RJ0 ⊆ RJ . If there is a directed path from a0 to a (then
also to b), (aJ , bJ , vJ ) = (aI , bI , vI) ∈ RI ⊆ RJ because
RIab = {(aI , bI , 1I)}, (Rab v R, v) ∈ T and I |= T . Fi-
nally, if there is a directed path from a0 to b but not to a,
(aJ , bJ , vJ ) = (aJ0 , bI , vI) ∈ RJ by construction of RJ .
We now turn to GCIs, RIs and RRs.
• Let (R v S, v) ∈ O and (d, e,mI) ∈ RJ . The only non
trivial case is (d, e,mI) = (bJ0 , aI ,mI) ∈ RJ \ (RI ∪
RJ0). By construction, in this case O |= (R(b, a),m),
so it is easy to see that O |= (S(b, a),m× v). Thus by
construction of SJ , (bJ0 , aI , (m × v)I) ∈ SJ . Hence
J |= (R v S, v).
• Let (ran(S) v A, v) ∈ O and (d, e,mI) ∈ SJ . Here
again, we only need to check the case (d, e,mI) =
(bJ0 , aI ,mI) ∈ SJ \ (SI ∪ SJ0). Since O |=
(S(b, a),m), there must be some (R(b, a), u) ∈ O
such that O |= (R v S, n) with m = u × n.
Since for every R1, R2, if (R1 v R2, v1) ∈ O then
(Cran(R1) v Cran(R2), v1) ∈ T , we can show that
T |= (Cran(R) v Cran(S), n). Since CIa = {(aI , 1I)}
and (Ca v Cran(R), u) ∈ T , it follows that (aI , (u ×
n)I) ∈ CIran(S). Then since (ran(S) v A, v) ∈ O,
(Cran(S) v A, v) ∈ T so (aI , (v × u × n)I) ∈ AI ,
i.e. (aI , (v × m)I) ∈ AI ⊆ AJ . It follows that
J |= (ran(S) v A, v).
• For GCIs of the form (A v B, v), (A1 uA2 v B, v), or
(A v ∃R, v), the result is straightforward.
• Let (∃R.A v B, v) ∈ O and (d,mI) ∈ (∃R.A)J .
There exists (d, e, nI) ∈ RJ such that (e, oI) ∈ AJ
and m = n × o. The non trivial case is (d, e, nI) =
(bJ0 , aI , nI) ∈ RJ \ (RI ∪ RJ0). Since (aI , oI) ∈
AI , it follows from the definition of I that either (i)
T |= (Ca v A, o) or (ii) T |= (> v A, o). In
case (i), by construction of T , there is (A′(a), u) ∈ O
such that O |= (A′ v A, o′) and o = u × o′, so that
O |= (A(a), u × o′) i.e. O |= (A(a), o). In case (ii)
it is clear that O |= (A(a), o). By construction of J ,
O |= (R(b, a), n). Thus O |= (∃R.A(b), n × o), i.e.
O |= (∃R.A(b),m) so O |= (B(b), v ×m). It follows
that (bJ0 , (v ×m)I) ∈ BJ0 ⊆ BJ .
We conclude that J |= O and O 6|= (B(a0),m0).
Regarding role assertions, we have the following proposi-
tion.
Proposition 30. O |= (R(a0, b0),m0) iff TR |= (S v
R,m0) where S is a fresh role name and TR = {(S v P, v) |
(P (a0, b0), v) ∈ O} ∪ {(P1 v P2, v) | (P1 v P2, v) ∈ O}.
Proof. Assume that O 6|= (R(a0, b0),m0) and let I be a
model of O such that I 6|= (R(a0, b0),m0). Let J the in-
terpretation that extends I with SJ = {(aI0 , bI0 , 1I)}. SinceI is a model of O, it is easy to see that J is a model of TR
(in particular, for every (S v P, v) ∈ TR, (P (a0, b0), v) ∈ O
so (aI0 , b
I
0 , v
I) ∈ PJ ). Moreover, J 6|= (S v R,m0) so
TR 6|= (S v R,m0).
In the other direction, assume that O |= (R(a0, b0),m0).
If (R(a0, b0),m0) ∈ O, then (S v R,m0) ∈ TR. Oth-
erwise, we show that there must be (P1(a0, b0), v) ∈ O
and (P1 v P2, v1) ∈ O, . . . , (Pk v R, vk) ∈ O with
[v × v1 × · · · × vk] = [m0], which implies that (S v P1, v),
(P1 v P2, v1), . . . , (Pk v R, vk) are in TR, and that
TR |= (S v R,m0). Assume to the contrary that this is
not the case and let I be a model of O. Let J be the in-
terpretation with domain ∆J := ∆I ∪ {e}, where e /∈ ∆I ,
and the function ·J defined for concept/individual names and
monomials as follows:
• aJ = aI for all a ∈ NI, mJ = mI for all m ∈ NM,
• AJ = AI ∪{(e,mJ ) | (bI0 ,mI) ∈ AI} for all A ∈ NC.
To define PJ , with P ∈ NR, we first define P− as the set of
tuples (aI0 , b
I
0 ,m
I) such that (aI0 , b
I
0 ,m
I) ∈ P I and there
is no (P1(a0, b0), v), (P1 v P2, v1), . . . , (Pk v P, vk) ∈
O such that [v × v1 × · · · × vk] = [m]. We define PJ as
(P I ∪ {(e, f,mJ ) | (bI0 , f,mI) ∈ P I} ∪
{(f, e,mJ ) | (f, bI0 ,mI) ∈ P I}) \ P−.
By construction, J 6|= (R(a0, b0),m0). We show that J
is a model of O, contradicting O |= (R(a0, b0),m0). Since
I |= O and (P (a0, b0), v) ∈ O implies that (aI0 , bI0 , vI) /∈
P−, then J satisfies all assertions of O. It is also easy to
check that J satisfies all GCIs and RRs of O (note that in the
case of GCIs of the form (A v ∃P, u), if I uses an element
of the form (aI0 , b
I
0 ,m
I) to satisfy such GCI, then J can use
(aJ0 , e,m
J )). Let (P v P ′, u) ∈ O and (d, d′,mJ ) ∈ PJ .
If d 6= aI0 or d′ 6= bI0 , it is clear that (d, d′, (u×m)J ) ∈ P ′J .
Otherwise, since (aJ0 , b
J
0 ,m
J ) ∈ PJ , then there exist
P1(a0, b0), v), (P1 v P2, v1), . . . , (Pk v P, vk) ∈ O such
that [v × v1 × · · · × vk] = [m]. Since (P v P ′, u) ∈
O, it follows that (aJ0 , bJ0 , (u × m)J ) /∈ P ′−. Hence
(aJ0 , b
J
0 , (u × m)J ) ∈ P ′J . Thus J is a model of O andO 6|= (R(a0, b0),m0), which closes the argument.
Theorem 7. If Ok is the k-saturation of O, then
1. Ok is computable in polynomial time w.r.t. the size of O,
and in exponential time w.r.t. k,
2. for every assertion α and monomial mk with at most k
variables, O |= (α,mk) iff (α, [mk]) ∈ Ok.
Proof. (1) Each application of a completion rule adds an an-
notated axiom of the form (α,m) where α is a GCI, an RI, an
RR or an assertion built from the concept, role, and individual
names that occur in O and such that α contains at most three
such names, and m is a product of at most k variables that oc-
cur inO. The number of such annotated axioms is polynomial
in the size of O and exponential in k, so Ok can be computed
in polynomial time w.r.t. the size ofO, and in exponential time
w.r.t. k.
(2) (⇐) For the “if” direction, we show a stronger property:
for every k, every assertion, GCI, RI, or RR α and every
momonial m, if (α, [m]) ∈ Ok, then O |= (α,m). The
proof is by induction on the number i of completion steps that
have been applied before adding (α, [m]) in Ok. In the case
i = 0, (α, [m]) ∈ O so clearly O |= (α,m). Assume that
the property is true for all i ≤ N and consider (α, [m]) ∈ Ok
such that (α, [m]) has been added in Ok at step N + 1. We
have 17 possible cases depending on which completion rule
has been applied in step N + 1.
CR0 (α, [m]) = (X v X, 1) for some X ∈ NC ∪ NR or
(α, [m]) = (> v >, 1) so O |= (α,m) trivially.
CR1 (α, [m]) = (R1 v R3, [m1 ×m2]) and the induc-
tion hypothesis applies to (R1 v R2,m1) and (R2 v
R3,m2) so that O |= (R1 v R2,m1) and O |= (R2 v
R3,m2). It follows from the definition of annotated in-
terpretations that O |= (R1 v R3,m1 ×m2).
CR2 (α, [m]) = (ran(R) v A, [m1 ×m2]) and the IH ap-
plies to (R v S,m1) and (ran(S) v A,m2). Let
I be a model of O and (e, d, nI) ∈ RI . Since
O |= (R v S,m1), then (e, d, (n × m1)I) ∈ SI ,
and since O |= (ran(S) v A,m2), it follows that
(d, (n × m1 × m2)I) ∈ AI . Thus O |= (ran(R) v
A,m1 ×m2).
CR3, CR4 and CR5 are analogous to CR1.
CR6 (α, [m]) = (A v C, [m1 ×m2 ×m3]) and the IH ap-
plies to (A v B1,m1), (A v B2,m2), and (B1 uB2 v
C,m3). It follows from the definition of annotated inter-
pretations and the fact that the semiring is idempotent that
O |= (A v C,m1 ×m2 ×m3). Indeed, if I is a model
of O and (e, nI) ∈ AI , then (e, (n×m1)I) ∈ BI1 and
(e, (n × m2)I) ∈ BI2 so (e, (n × m1 × n × m2)I) ∈
(B1 u B2)I , i.e. (e, (n ×m1 ×m2)I) ∈ (B1 u B2)I .
Thus (e, (n×m1 ×m2 ×m3)I) ∈ CI .
CR7 (α, [m]) = (ran(R) v
C, [m1 ×m2 ×m3 ×m4 ×m5]) and the IH ap-
plies to (ran(R) v B1,m1), (ran(R) v B2,m2),
(B1 v C1,m3), (B2 v C2,m4), and (C1 u C2 v
C,m5). It follows from the definition of annotated inter-
pretations and the fact that the semiring is idempotent
that O |= (ran(R) v C,m1 ×m2 ×m3 ×m4 ×m5).
Indeed, if I is a model of O and (e, nI) ∈ ran(R)I ,
then (e, (n×m1)I) ∈ BI1 and (e, (n×m2)I) ∈ BI2 so
(e, (n×m1 ×m3)I) ∈ CI1 and (e, (n×m2 ×m4)I) ∈
CI2 . Hence (e, (n×m1×m2×m3×m4)I) ∈ (C1uC2)I .
Thus (e, (n×m1 ×m2 ×m3 ×m4 ×m5)I) ∈ CI .
CR8 (α, [m]) = (A v C, [m1 ×m2]) and the induction hy-
pothesis applies to (AuB v C,m1), (> v B,m2) ∈ O.
Let I be a model ofO and (e, nI) ∈ AI . By definition of
the interpretation of >, (e, 1I) ∈ >I so (e,mI2 ) ∈ BI .
It follows that (e, (n × m2)I) ∈ (A u B)I . Hence
(e, (n×m2 ×m1)I) ∈ CI .
CR9 (α, [m]) = (A v D, [m1 ×m2 ×m3 ×m4 ×m5])
and the induction hypothesis applies to (A v
∃S,m1), (ran(S) v B,m2), (B v C,m3), (S v
R,m4), (∃R.C v D,m5). Let I be a model of O and
(e, nI) ∈ AI . Since O |= (A v ∃S,m1), there exists
(e, d, (n×m1)I) ∈ SI . Since O |= (ran(S) v B,m2),
it follows that (d, (n×m1 ×m2)I) ∈ BI . Since O |=
(B v C,m3), then (d, (n ×m1 ×m2 ×m3)I) ∈ CI .
Since (e, d, (n ×m1)I) ∈ SI and O |= (S v R,m4),
then (e, d, (n × m1 × m4)I) ∈ RI . Finally, since
O |= (∃R.C v D,m5) and (e, (n×m1 ×m2 ×m3 ×
m4)
I) ∈ (∃R.C)I (since the semiring is idempotent),
then (e, (n×m1×m2×m3×m4×m5)I) ∈ DI . Thus
O |= (A v D,m1 ×m2 ×m3 ×m4 ×m5).
CR10 (α, [m]) = (A v C, [m1 ×m2 ×m3]) and the induc-
tion hypothesis applies to (A v ∃R,m1), (> v B,m2)
and (∃R.B v C,m3). Let I be a model of O and
(e, nI) ∈ AI . Since O |= (A v ∃R,m1), there ex-
ists (e, d, (n × m1)I) ∈ RI . Since (d, 1I) ∈ >I by
definition of the interpretation of >, then (d,mI2 ) ∈ BI .
Hence (e, (n×m1 ×m2)) ∈ (∃R.B)I . It follows that
(e, (n × m1 × m2 × m3)) ∈ CI . Thus O |= (A v
C,m1 ×m2 ×m3).
CR11 (α, [m]) = (>(a), 1) so by definition of the interpreta-
tion of >, O |= (α,m).
CR12 (α, [m]) = (S(a, b), [m1 ×m2]) and the induction hy-
pothesis applies to (R(a, b),m1), (R v S,m2). It is
easy to see that it follows from the definition of annotated
interpretations that O |= (S(a, b), [m1 ×m2]).
CR13 is similar to CR12.
CR14 (α, [m]) = (B(a), [m1 ×m2 ×m]) and the induction
hypothesis applies to (A1(a),m1), (A2(a),m2), and
(A1uA2 v B,m). It follows from the definition of anno-
tated interpretations that O |= (B(a), [m1 ×m2 ×m]).
CR15 (α, [m]) = (B(a), [m1 ×m2 ×m3]) and the induc-
tion hypothesis applies to (R(a, b),m1), (A(b),m2), and
(∃R.A v B,m3). The definition of annotated interpreta-
tions implies that O |= (B(a), [m1 ×m2 ×m3]).
CR16 (α, [m]) = (A(b), [m1 ×m2]) and the induction hy-
pothesis applies to (R(a, b),m1) and (ran(R) v A,m2).
For every model I of O, (aI , bI ,mI1 ) ∈ RI , so
(bI , (m1 ×m2)I) ∈ AI , so O |= (A(b), [m1 ×m2]).
(⇒) We show the “only if” direction by contrapositive: assum-
ing that (α, [mk]) /∈ Ok, we construct a model I of O such
that I 6|= (α,mk). Let I be defined as the union of interpreta-
tions I0, I1, . . . defined as follows: start with ∆I0 = ind(O)
and AI0 = {(a, n) | (A(a), n) ∈ Ok} for every A ∈ NC and
RI0 = {(a, b, n) | (R(a, b), n) ∈ Ok} for every R ∈ NR.
Then we complete the interpretation using the following rules,
so that Ii+1 results from applying one of the rules to Ii. Note
that in the following rules, A and A′ are concept names (we
treat the corresponding GCIs with > separately to keep the
proof simple by limiting the number of cases treated by each
rule).
1. If (R v S, n) ∈ Ok, (d, e, o) ∈ RIi , and
(d, e, [o× n]) /∈ SIi , then SIi+1 = SIi ∪
{(d, e, [o× n])}.
2. If (ran(R) v B,n) ∈ Ok, (d, e, o) ∈ RIi and
(e, [o× n]) /∈ BIi , then BIi+1 = BIi ∪ {(e, [o× n])}.
3. If (A v B,n) ∈ Ok, (d, o) ∈ AIi , and (d, [o× n]) /∈
BIi , then BIi+1 = BIi ∪ {(d, [o× n])}.
4. If (> v B,n) ∈ Ok or (>u> v B,n) ∈ Ok, e ∈ ∆Ii
and (e, n) /∈ BIi then BIi+1 = BIi ∪ {(e, [n])}.
5. If (A u A′ v B,n) ∈ Ok, (d, o) ∈ AIi , (d, o′) ∈
A′Ii and (d, [o× o′ × n]) /∈ BIi , then BIi+1 = BIi ∪
{(d, [o× o′ × n])}.
6. If (A u > v B,n) ∈ Ok or (> u A v B,n) ∈ Ok,
(d, o) ∈ AIi , and (d, [o× n]) /∈ BIi , then BIi+1 =
BIi ∪ {(d, [o× n])}.
7. If (∃R.> v B,n) ∈ Ok, (d, e, o) ∈ RIi , and
(d, [o× n]) /∈ BIi , then BIi+1 = BIi ∪ {(d, [o× n])}.
8. If (∃R.A v B,n) ∈ Ok, (d, e, o) ∈ RIi , (e, o′) ∈
AIi and (d, [o× o′ × n]) /∈ BIi , then BIi+1 = BIi ∪
{(d, [o× o′ × n])}.
9. If (A v ∃R,n) ∈ Ok, (d, o) ∈ AIi , and there is no e
such that (d, e, [o× n]) ∈ RIi then ∆Ii+1 = ∆Ii ∪ {x}
and RIi+1 = RIi ∪ {(d, x, [o× n])} where x /∈ ∆Ii is
a fresh domain element.
10. If (> v ∃R,n) ∈ Ok d ∈ ∆Iiand there is no e such
that (d, e, [n]) ∈ RIi then ∆Ii+1 = ∆Ii ∪ {x} and
RIi+1 = RIi ∪ {(d, x, [n])} where x /∈ ∆Ii is a fresh
domain element.
Since I0 satisfies all assertions of Ok and since all GCIs,
RIs and RRs of Ok are of one of the previous forms (O and
all the axioms introduced by the completion algorithm are in
normal form; except for (> v >, 1) which is trivially satisfied
anyway), by construction I is a model of Ok and thus also of
O ⊆ Ok.
We show by induction that for every i, for every annotated
assertion (β,m) built from constants that occur in O and
such that m contains at most k variables, if (β, [m]) /∈ Ok,
then Ii 6|= (β,m). For i = 0, (β, [m]) /∈ Ok implies I0 6|=
(β,m) by construction of I0 (note that all assertions ofOk are
annotated with representatives since the assertions of O are
annotated with variables which are their own representatives).
Assume that the property is true for some i ≥ 0 and
let (β,m) be such that m contains at most k variables and
(β, [m]) /∈ Ok. Assume for a contradiction that Ii+1 |=
(β,m). Since β contains only individual names that occur
in O, it follows that β is of the form S(a, b) or B(a) with
S ∈ NR, B ∈ NC and a, b ∈ ind(O). Thus, since Ii 6|= (β,m)
by the induction hypothesis, it follows that Ii+1 has been ob-
tained from Ii by applying a rule from cases 1 to 8 (since the
tuples added by cases 9 and 10 involve at least one domain
element x ∈ ∆I \ ind(O)). We next show that in every case,
(β, [m]) ∈ Ok.
• In case 1, (β, [m]) = (S(a, b), [o× n]) and it holds that
Ii |= (R(a, b), o). Since [o× n] = [m], it follows that
o has at most k variables so by induction hypothesis,
(R(a, b), [o]) ∈ Ok. Hence, since (R v S, n) ∈ Ok and
[o× n] = [m] has at most k variables, it follows from
the construction of Ok (by CR12) that (β, [m]) ∈ Ok.
• In case 2, (β, [m]) = (B(a), [o× n]) and it holds that
Ii |= (R(b, a), o) for some b ∈ ind(O) (b cannot be an
element from ∆Ii \ ind(O) by the form of the rules).
Since [o× n] = [m], it follows that o has at most k
variables and by induction hypothesis, (R(b, a), [o]) ∈
Ok. Hence, since (ran(R) v B,n) ∈ Ok, by CR16,
(β, [m]) ∈ Ok.
• Case 3 is similar to case 1, based on CR13.
• In case 4, (β, [m]) = (B(a), [n]). Since a ∈ ind(O),
by CR11, (>(a), 1) ∈ Ok. Since (> v B,n) ∈ Ok (in
the case (> u > v B,n) ∈ Ok, it is also the case that
(> v B,n) ∈ Ok by CR0 and CR8) and [n] = [m] has
at most k variables, by CR13, (β, [m]) ∈ Ok.
• In case 5, (β, [m]) = (B(a), [o× o′ × n]) and it holds
that Ii |= (A(a), o) and Ii |= (A′(a), o′). Since
[o× o′ × n] = [m], it follows that o and o′ have at most
k variables so by induction hypothesis, (A(a), [o]) ∈ Ok
and (A′(a), [o′]) ∈ Ok. Hence since (A uA′ v B,n) ∈
Ok and [o× o′ × n] = [m] has at most k variables,
it follows from the construction of Ok (by CR14) that
(β, [m]) ∈ Ok.
• In case 6, (β, [m]) = (B(a), [o× n]) and it holds that
Ii |= (A(a), o). Since [o× n] = [m], it follows that
o has at most k variables so by induction hypothesis,
(A(a), [o]) ∈ Ok. Since (A u > v B,n) ∈ Ok and
(> v >, 1) ∈ Ok by CR0, it follows by CR8 that (A v
B,n) ∈ Ok. Hence, since [o× n] = [m] has at most
k variables, it follows from the construction of Ok (by
CR14) that (β, [m]) ∈ Ok.
• In case 7, (β, [m]) = (B(a), [o× n]) and it holds that
there is some x ∈ ∆Ii such that Ii |= (R(a, x), o).
If x ∈ ind(O), we obtain that (R(a, x), [o]) ∈ Ok by
induction and that (>(x), 1) ∈ Ok by CR11. Since
(∃R.> v B,n) ∈ Ok and [o× n] = [m] has at most
k variables, it follows by CR15 that (β, [m]) ∈ Ok.
Otherwise, x is a fresh element that has been intro-
duced during the construction of Ii to satisfy an in-
clusion of the form (C v ∃S, r0) ∈ Ok (cases
9 or 10). It follows that Ii |= (C(a), r′) and
there exist (S v S1, r1),. . . ,(Sp−1 v R, rp) in
Ok such that [r0 × · · · × rp × r′] = [o]. Note that
[r0 × · · · × rp × r′] is thus a submonomial of m, so that
it has at most k variables, as well as all its submonomials.
By CR3, it follows that (C v ∃R, [r0 × · · · × rp]) ∈ Ok.
Moreover, we have that (∃R.> v B,n) ∈ Ok and (by
CR0) that (> v >, 1) ∈ Ok. Then by CR10 we have
(C v B, [r0 × · · · × rp × n]) ∈ Ok. Finally, since Ii |=
(C(a), r′), by induction, (C(a), [r′]) ∈ Ok. Note that in
the case where C = >, r′ = 1 and (>(a), 1) ∈ Ok by
CR11. Hence, by CR13, (β, [m]) ∈ Ok.
• In case 8, (β, [m]) = (B(a), [o× o′ × n]) and it holds
that there is some x ∈ ∆Ii such that Ii |= (R(a, x), o)
and Ii |= (A(x), o′).
If x ∈ ind(O), we obtain that (R(a, x), [o]) ∈ Ok and
(A(x), [o′]) ∈ Ok by induction. Since (∃R.A v B,n) ∈
Ok and [o× o′ × n] = [m] has at most k variables, it
follows by CR15 that (β, [m]) ∈ Ok.
Otherwise, x is a fresh element that has been introduced
during the construction of Ii, let us say between Ij−1 and
Ij to satisfy an inclusion of the form (C v ∃S, r0) ∈ Ok
(cases 9 or 10). In this case, it holds from the construction
of Ii that
(i) Ij |= (C(a), r′),
(ii) there exist (S v S1, r1),. . . ,(Sp−1 v R, rp) in Ok
such that [r0 × · · · × rp × r′] = [o], and
(iii) there are some RRs, GCIs and/or RIs
(α0,m0), . . . , (αl,ml) in Ok such that apply-
ing successively the rules corresponding to
(α0,m0), . . . , (αl,ml) to (a, x, [r′ × r0]) ∈ SIj
and/or x ∈ ∆Ij , lead to the addition of
(x, [r′ × r0 ×m0 × · · · ×ml]) ∈ AIi and
[r′ × r0 ×m0 × · · · ×ml] = [o′].
Note that since [r0 × · · · × rp × r′] = [o] and
[r′ × r0 ×m0 × · · · ×ml] = [o′], which are both sub-
sets of m, then all monomials in consideration, their
submonomials and their products have at most k vari-
ables.
It thus follows from (i) that (C(a), [r′]) ∈ Ok by in-
duction. It follows from (ii), and CR1 that (S v
R, [r1 × · · · × rp]) ∈ Ok. Note that if p = 1, S = R
and (R v R, 1) ∈ Ok by CR0. Finally, it follows from
(iii) and Claim 31 (whose proof is deferred at the end for
readability) that we are in one of the following cases:
(a) there exist (ran(S) v D, [s]) ∈ Ok and (D v
A, [s′]) ∈ Ok with [s× s′] = [m0 × · · · ×ml],
(b) there exist (> v D, [s]) ∈ Ok and (D v A, [s′]) ∈
Ok with [s× s′] = [m0 × · · · ×ml].
Since (∃R.A v B,n) ∈ Ok, (C v ∃S, r0) ∈ Ok and
we have shown that (S v R, [r1 × · · · × rp]) ∈
Ok, and since [m] = [o× o′ × n] =
[r0 × · · · × rp × r′ × s× s′ × n] has at most k vari-
ables, it follows – by CR9 in case (a) and by CR10 in case
(b) – that (C v B, [r0 × · · · × rp × s× s′ × n]) ∈ Ok.
Finally, since (C(a), [r′]) ∈ Ok and [m] =
[r1 × · · · × rp × r′ × s× s′ × n], it follows that
(β, [m]) ∈ Ok by CR13.
We have thus shown that (β, [m]) ∈ Ok regardless the form
of the rule applied between Ii and Ii+1, which contradicts our
original assumption. Hence Ii+1 6|= (β,m), and we conclude
by induction that Ii 6|= (β,m) for every i ≥ 0.
We conclude that for every annotated assertion (β,m) built
from constants that occur in O and such that m contains at
most k variables, I 6|= (β,m). In particular, I 6|= (α,mk) so
O 6|= (α,mk).
Claim 31. For all x, y ∈ ∆I , if there are some RRs, GCIs,
or RIs (α0,m0), . . . , (αl,ml) in Ok such that applying suc-
cessively the rules corresponding to (α0,m0), . . . , (αl,ml)
(in this order) to (x, y,m) ∈ SIj and/or y ∈ ∆Ij , leads
to the addition of (y, [m×m0 × · · · ×ml]) ∈ AIi , and
[m0 × · · · ×ml] has at most k variables, then we are in one
of the following cases:
(a) there exist (ran(S) v D, [s]) ∈ Ok and (D v A, [s′]) ∈
Ok with [s× s′] = [m0 × · · · ×ml],
(b) there exist (> v D, [s]) ∈ Ok and (D v A, [s′]) ∈ Ok
with [s× s′] = [m0 × · · · ×ml].
Proof of the claim. We show the following stronger property
by induction on l: For all x, y ∈ ∆I ,
(I) if there are some RRs, GCIs and/or RIs
(α0,m0), . . . , (αl,ml) in Ok such that applying suc-
cessively the rules corresponding to (α0,m0), . . . , (αl,ml)
to (x, y,m) ∈ SIj and/or y ∈ ∆Ij , leads to the addition of
(y, [m×m0 × · · · ×ml]) ∈ AIi , and [m0 × · · · ×ml] has
at most k variables, then we are in one of the following cases:
(a) there exist (ran(S) v D, [s]) ∈ Ok and (D v A, [s′]) ∈
Ok with [s× s′] = [m0 × · · · ×ml],
(b) there exist (> v D, [s]) ∈ Ok and (D v A, [s′]) ∈ Ok
with [s× s′] = [m0 × · · · ×ml].
(II) if there are some RRs, GCIs and/or RIs
(β0, n0), . . . , (βl, nl) in Ok such that applying succes-
sively the rules corresponding to (β0, n0), . . . , (βl, nl) to
(x, y,m) ∈ SIj and/or y ∈ ∆Ij , leads to the addition of some
(y, z, [m× n0 × · · · × nl]) ∈ P Ii , and [n0 × · · · × nl] has at
most k variables, then we are in one of the following cases:
(c) there exist (ran(S) v D, [s]) ∈ Ok and (D v ∃P, [s′]) ∈
Ok with [s× s′] = [n0 × · · · × nl].
(d) there exist (> v D, [s]) ∈ Ok and (D v ∃P, [s′]) ∈ Ok
with [s× s′] = [n0 × · · · × nl].
Base case: l = 0.
(I) By construction of I , there are only two possibilities to ob-
tain Ii |= (A(y), o′) from (x, y, [r′ × r0]) ∈ SIj by applying
a single rule. Namely, either (α0,m0) = (ran(S) v A,m0)
or (α0,m0) = (> v A,m0). This shows that property
(I) holds since the two possibilities correspond respectively
to cases (a) and (b), with s = m0 and s′ = 1 since
(A v A, 1) ∈ Ok by CR0.
(II) By construction of I, there are only one possibility to ob-
tain Ii |= (P (y, z), o′) from (x, y, [r′ × r0]) ∈ SIj , y ∈ ∆Ij
by applying a single rule. Namely, (β0, n0) = (> v ∃P, n0).
This shows that property (II) holds since it corresponds to case
(d),with s = n0 and s′ = 1 since (> v >, 1) ∈ Ok by CR0 .
Hence, (I) and (II) hold for l = 0.
Inductive step. We assume that (I) and (II) hold for all integers
from 0 to l − 1.
(I) We first show that (I) holds for l. Assume that there are
some RRs, GCIs and/or RIs (α0,m0), . . . , (αl,ml) in Ok
such that applying successively the rules corresponding to
(α0,m0), . . . , (αl,ml) to (x, y,m) ∈ SIj and/or y ∈ ∆Ij ,
leads to the addition of (y, [m×m0 × · · · ×ml]) ∈ AIi , and
[m0 × · · · ×ml] has at most k variables. We make a case
analysis, depending on the form of the rule αl, which that has
been applied to add (y, [m×m0 × · · · ×ml]) in AIi . Since
we require that all αi are used, αl cannot be of the form> v A
(case 4) when l > 0, because (y, 1) ∈ >Ii holds from the
introduction of y. We are thus in one of the following cases.
• Case 2: αl = ran(P ) v A.
Since αl applies to (y, n) ∈ ran(P )Ii with
[n×ml] = [m×m0 × · · · ×ml] to produce
(y, [m×m0 × · · · ×ml]) ∈ AIi , it follows
that applying (α0,m0), . . . , (αl−1,ml−1) to
(x, y,m) ∈ SIj and/or y ∈ ∆Ij lead to the addi-
tion of (x, y, n) ∈ P Ii . By the form of the rules, the
only possibility is that α0, . . . , αl−1 are RIs of the form
S v P1, . . . , Pl−1 v P . It follows (by CR1) that (S v
P, [m0 × · · · ×ml−1]) ∈ Ok. Since (αl,ml) ∈ Ok,
by CR2, (ran(S) v A, [m0 × · · · ×ml]) ∈ Ok. This
shows that (I) holds in this case, since it corresponds to
case (a) of (I).
• Case 3: αl = C v A.
Since αl applies to (y, n) ∈ CIi with
[n×ml] = [m×m0 × · · · ×ml] to produce
(y, [m×m0 × · · · ×ml]) ∈ AIi , it follows that ap-
plying (α0,m0), . . . , (αl−1,ml−1) to (x, y,m) ∈ SIj
and/or y ∈ ∆Ij lead to the addition of (y, n) ∈ CIi . By
induction, using that (I) holds for l − 1, it follows that
either
(a) there exist (ran(S) v D, [s]) ∈ Ok and (D v
C, [s′]) ∈ Ok with [s× s′] = [m0 × · · · ×ml−1],
or
(b) there exist (> v D, [s]) ∈ Ok and (D v C, [s′]) ∈
Ok with [s× s′] = [m0 × · · · ×ml−1].
In both cases, since (αl,ml) ∈ Ok, by CR4, (D v
A, [s×ml]) ∈ Ok. This shows that (I) holds.
• Case 5: αl = C u C ′ v A.
Since αl applies to (y, n) ∈ (C u C ′)Ii with
[n×ml] = [m×m0 × · · · ×ml] to produce
(y, [m×m0 × · · · ×ml]) ∈ AIi , it follows that ap-
plying (α0,m0), . . . , (αl−1,ml−1) to (x, y,m) ∈ SIj
and/or y ∈ ∆Ij lead to the addition of (y, n′) ∈ CIi
and (y, n′′) ∈ C ′Ii with [n′ × n′′] = [n]. The se-
quence (α0,m0), . . . , (αl−1,ml−1) can be divided
into two subsequences (α10 ,m10), . . . , (α1t ,m1t) and
(α20 ,m20), . . . , (α2t ,m2t) (possibly intersecting) that
respectively lead to the addition of (y, n′) ∈ CIi and
(y, n′′) ∈ C ′Ii . By induction, we obtain that either
(C-a) there exist (ran(S) v D1, [s1]) ∈ Ok and
(D1 v C, [s′1]) ∈ Ok with [s1 × s′1] =
[m10 × · · · ×m1t ], or
(C-b) there exist (> v D1, [s1]) ∈ Ok and
(D1 v C, [s′1]) ∈ Ok with [s1 × s′1] =
[m10 × · · · ×m1t ],
and similarly (C’-a) or (C’-b) for C ′, replacing
D1 by D2 as well as 1 by 2 in all monomial
indexes. We show that (I) is satisfied in any
case. First note that [s1 × s′1 × s2 × s′2 ×ml] =
[m10 × · · · ×m1t ×m20 × · · · ×m2t ×ml] =
[m0 × · · · ×ml].
– In case (C-a-C’-a), by CR7, (ran(S) v
A, [s1 × s′1 × s2 × s′2 ×ml]) ∈ Ok. This corre-
sponds to case (a) of (I).
– In case (C-b-C’-b), by CR4 we obtain (> v
C, [s1 × s′1]) and (> v C ′, [s2 × s′2]), and by CR6,
(> v A, [s1 × s′1 × s2 × s′2 ×ml]). This corre-
sponds to case (b) of (I).
– In case (C-a-C’-b) (and case (C-b-C’-a) is simi-
lar), by CR4, we obtain (> v C ′, [s2 × s′2]) ∈Ok. Since (αl,ml) = (C u C ′ v A,ml) ∈
Ok, by CR8, (C v A, [s2 × s′2 ×ml]) ∈ Ok.
Since (D1 v C, [s′1]) ∈ Ok, by CR4, (D1 v
A, [s′1 × s2 × s′2 ×ml]) ∈ Ok. Since (ran(S) v
D1, [s1]) ∈ Ok, this corresponds to case (a) of (I).
• Case 6: αl = C u > v A.
Since (y, 1) ∈ >Ii holds from the introduction of y, ap-
plying (α0,m0), . . . , (αl−1,ml−1) to (x, y,m) ∈ SIj
and/or y ∈ ∆Ij , leads to the addition of (y, n) ∈ CIi
with [n×ml] = [m×m0 × · · · ×ml], as in case 3. We
show that (I) holds similarly as in case 3, using CR8
instead of CR4.
• Case 7: αl = ∃P.> v A.
Since αl applies to (y, n) ∈ (∃P.>)Ii with
[n×ml] = [m×m0 × · · · ×ml] to produce
(y, [m×m0 × · · · ×ml]) ∈ AIi , it follows that ap-
plying (α0,m0), . . . , (αl−1,ml−1) to (x, y,m) ∈ SIj
and/or y ∈ ∆Ij lead to the addition of (y, z, n) ∈ P Ii .
Note that (z, 1) ∈ >Ii holds from the introduction of z.
By induction, using that (II) holds for l − 1, it follows
from that either
(c) there are (ran(S) v D, [s]) ∈ Ok and (D v
∃P, [s′]) ∈ Ok with [s× s′] = [m0 × · · · ×ml−1],
or
(d) there are (> v D, [s]) ∈ Ok and (D v ∃P, [s′]) ∈
Ok with [s× s′] = [m0 × · · · ×ml−1].
Since (αl,ml) = (∃P.> v A,ml) ∈ Ok (and (> v
>, 1) ∈ Ok by CR0), by CR10, we obtain that (D v
A, [s′ ×ml]) ∈ Ok. This shows that (I) holds in both
cases (case c correspond to case (a) of (I) and case d to
case (b) of (I)).
• Case 8: αl = ∃P.E v A.
Since αl applies to (y, n) ∈ (∃P.E)Ii with
[n×ml] = [m×m0 × · · · ×ml] to produce
(y, [m×m0 × · · · ×ml]) ∈ AIi , it follows that ap-
plying (α0,m0), . . . , (αl−1,ml−1) to (x, y,m) ∈ SIj
and/or y ∈ ∆Ij lead to the addition of (y, z, n′) ∈ P Ii
and (z, n′′) ∈ EIi , with [n′ × n′′] = [n]. In
particular, there is a role P ′ such that z is intro-
duced first in (y, z, n′′′) ∈ P ′Ii and the sequence
(α0,m0), . . . , (αl−1,ml−1) can be divided into three
subsequences (possibly intersecting) as follows:
(i) a subsequence (α10 ,m10), . . . , (α1t ,m1t) such that
applying these rules to (x, y,m) ∈ SIi leads to the addi-
tion of (y, z, [m×m10 × · · · ×m1t ]) ∈ P ′Ii ,
(ii) a subsequence (α20 ,m20), . . . , (α2t ,m2t) such that
applying these rules to (y, z, [m×m10 × · · · ×m1t ]) ∈
P ′Ii leads to the addition of (z, n′′) ∈ EIi , i.e.
[m×m10 × · · · ×m1t ×m20 × · · · ×m2t ] = n′′,
(iii) a subsequence (α30 ,m30), . . . , (α3t ,m3t) such that
applying these rules to (y, z, [m×m10 × · · · ×m1t ]) ∈
P ′Ii leads to the addition of (y, z, n′) ∈ P Ii ,
i.e. [m×m10 × · · · ×m1t ×m30 × · · · ×m3t ] =
n′. By the form of the rules, the only possibil-
ity is that α30 , . . . , α3t are RIs of the form P
′ v
P1, . . . , Pt−1 v P . It follows (by CR1) that (P ′ v
P, [m30 × · · · ×m3t ]) ∈ Ok.
By induction, using that (II) holds for all integers between
0 and l − 1, it follows from (i) that either
(c) there are (ran(S) v D, [s]) ∈ Ok and
(D v ∃P ′, [s′′]) ∈ Ok with [s× s′′] =
[m10 × · · · ×m1t ], or
(d) there are (> v D, [s]) ∈ Ok and (D v ∃P ′, [s′′]) ∈
Ok with [s× s′′] = [m10 × · · · ×m1t ].
By induction, using that (I) holds for all integers between
0 and l − 1, it follows from (ii) that either
(a) there exist (ran(P ′) v Dz, [sz]) ∈ Ok and (Dz v
E, [s′z]) ∈ Ok with [sz × s′z] = [m20 × · · · ×m2t ],
or
(b) there exist (> v Dz, [sz]) ∈ Ok and (Dz v
E, [s′z]) ∈ Ok with [sz × s′z] = [m20 × · · · ×m2t ].
In case (a), we have (D v ∃P ′, [s′′]) ∈ Ok,
(ran(P ′) v Dz, [sz]) ∈ Ok , (Dz v E, [s′z]) ∈ Ok,
(P ′ v P, [m30 × · · · ×m3t ]) ∈ Ok, and (αl,ml) =
(∃P.E v A,ml) ∈ Ok. Hence, by CR9, (D v
A, [s′′ × sz × s′z ×m30 × · · · ×m3t ×ml]) ∈ Ok.
In case (b), we have (D v ∃P ′, [s′′]) ∈ Ok, (P ′ v
P, [m30 × · · · ×m3t ]) ∈ Ok, (> v Dz, [sz]) ∈Ok, (Dz v E, [s′z]) ∈ Ok, and (αl,ml) =
(∃P.E v A,ml) ∈ Ok. By CR3, we obtain (D v
∃P, [s′′ ×m30 × · · · ×m3t ]) ∈ Ok. By CR4, we obtain
(> v E, [sz × s′z]) ∈ Ok. Hence, by CR10, we have that
(D v A, [s′′ ×m30 × · · · ×m3t × sz × s′z ×ml]) ∈Ok, as we obtain in case (a).
In case (c), we additionally have (ran(S) v D, [s]) ∈ Ok
and in case (d), we additionally have (> v D, [s]) ∈ Ok.
Moreover, [s× s′′ × sz × s′z ×m30 × · · · ×m3t ×ml] =
[m10 ×· · ·×m1t ×m20 ×· · ·×m2t ×m30 ×· · ·×m3t×ml] = [m0 × · · · ×ml].
Thus, cases (c-a) and (c-b) correspond to case (a) of (I)
and cases (d-a) and (d-b) to case (b) of (I). Hence (I)
holds in all cases.
We have thus shown that (I) holds regardless the form of αl,
so that (I) holds for l.
(II) We now show that (II) holds for l. Assume that there
are some RRs, GCIs and/or RIs (β0, n0), . . . , (βl, nl) in Ok
such that applying successively the rules corresponding to
(β0, n0), . . . , (βl, nl) to (x, y,m) ∈ SIj and/or y ∈ ∆Ij ,
leads to the addition of some (y, z, [m× n0 × · · · × nl]) ∈
P Ii , and [n0 × · · · × nl] has at most k variables. We make a
case analysis, depending on the form of the rule βl, which that
has been applied to add (y, z, [m× n0 × · · · × nl]) in P Ii .
βl is either of the form P ′ v P (case 1) or C v ∃P (case 9).
Since we require that all βi are used, βl cannot be of the form
> v ∃P (case 10) when l > 0, because (y, 1) ∈ >Ii holds
from the introduction of y.
• Case 1: βl = P ′ v P .
Since βl applies to (y, z, n) ∈ P ′Ii with
[n× nl] = [m× n0 × · · · × nl] to produce
(y, z, [m× n0 × · · · × nl]) ∈ P Ii , it follows that
applying (β0, n0), . . . , (βl−1, nl−1) to (x, y,m) ∈ SIj
and/or y ∈ ∆Ij lead to the addition of (y, z, n) ∈ P ′Ii .
By induction, using that (II) holds for l − 1, it follows
either:
(c) there are (ran(S) v D, [s]) ∈ Ok and (D v
∃P ′, [s′]) ∈ Ok with [s× s′] = [n0 × · · · × nl−1],
or
(d) there are (> v D, [s]) ∈ Ok and (D v ∃P ′, [s′]) ∈
Ok with [s× s′] = [n0 × · · · × nl−1].
By CR3, since (βl, nl) ∈ Ok, it follows that (D v
∃P ′, [s′ × nl]) ∈ Ok. This shows that (II) holds, since
case (c) corresponds to case (c) of (II) and case (d) to
case (d) of (II).
• Case 9: βl = C v ∃P .
Since βl applies to (y, n) ∈ CIi with
[n×ml] = [m× n0 × · · · × nl]
to produce (y, z, [m× n0 × · · · × nl]) ∈ P Ii , it follows
that applying (β0, n0), . . . , (βl−1, nl−1) to (x, y,m) ∈
SIj and/or y ∈ ∆Ij lead to the addition of (y, n) ∈ CIi .
By induction, using that (I) holds for l− 1, it follows that
we are in one of the following cases:
(a) there exist (ran(S) v D, [s]) ∈ Ok and (D v
C, [s′]) ∈ Ok with [s× s′] = [n0 × · · · × nl−1], or
(b) there exist (> v D, [s]) ∈ Ok and (D v C, [s′]) ∈
Ok with [s× s′] = [n0 × · · · × nl−1].
Using CR5 which gives (D v ∃P, [s′ × nl]) ∈ Ok, we
obtain that case (a) corresponds to case (c) of (II) and
case (b) to case (d) of (II), so that (II) holds.
We have thus shown that (II) regardless the form of βl, so that
(II) holds for l. This finishes the proof of the claim.
Theorem 11. LetO be an ontology, C(a) an IQ andm ∈ NM.
O |= (C(a),m) is decidable in polynomial time in |O| and
|C(a)|, and polynomial space in |m|.
Proof. Let AC be a fresh concept name. We show that O |=
(C(a),m) iff O ∪ {(C v AC , 1)} |= (AC(a),m). If O |=
(C(a),m), and I is a model of O ∪ {(C v AC , 1)}, then
(aI ,mI) ∈ CI , so (aI ,mI) ∈ AIC . Conversely, if O 6|=
(C(a),m), let I |= O be such that (aI ,mI) /∈ CI and let
J extend I with AJC = CI . J is a model of O ∪ {(C v
AC , 1)} and J 6|= (AC(a),m). The complexity follows from
Corollary 8 and Proposition 10.
Proofs for Section 5
Our proof strategy for dealing with provenance annotated
conjunctive queries is based on the combined approach, intro-
duced by Lutz et al. [2009] for dealing with conjunctive query
answering in the EL family (without provenance). The com-
bined approach incorporates consequences of the GCIs into
the relational instance corresponding to the set of assertions of
an ontology. In our proof we also incorporate consequences
of the GCIs, which are now annotated with provenance infor-
mation, by applying Rules R1-R3.
As in the original combined approach, we construct the
canonical model IO of the ontology O that we want to query.
The domain ∆IO of IO contains the individual names oc-
curring in O and auxiliary elements of the form dmR with
m ∈ mon(O) (note that m = [m] by definition of mon(O))
and R ∈ rol(O). By definition of IO (in particular, by R2), if
dmR is connected to IO then there is some d ∈ ∆IO such that
(d, d
[m]
R , [m]) ∈ RIO . Intuitively, R and m in dmR represent
the role name used to connect dmR to IO (if such connection
exists) and the provenance information of such connection. As
we illustrate in Example 32, without the provenance informa-
tion in dmR , the canonical model IO would not entail annotated
queries correctly (not even annotated assertions).
Example 32. Consider the following annotated ontology.
O = {(A(a), v1), (A v ∃R, v2), (∃R.B v C, v3),
(A(b), v4), (ran(R) v B, v5)}.
If elements of the form dmR did not have provenance informa-
tion then IO would be as follows.
∆IO = {a, b, dR}, ∆IOm = N[M], and
AI = {(a, v1), (b, v4)},
BI = {(dR, v2 × v4 × v5), (dR, v1 × v2 × v5)},
CI = {(a, v1 × v2 × v3 × v5), (a,
5∏
i=1
vi),
(b, v2 × v3 × v4 × v5), (b,
5∏
i=1
vi)},
RI = {(a, dR, v1 × v2), (b, dR, v2 × v4)}.
For q = (C(a),
∏5
i=1 vi), we have that IO |= q but O 6|= q.
Observe that adding information about the domain and range
of the connection as Lutz et al. [2009] would not be a solution
in our case.
As already mentioned, in our rewriting we use ϕ1 and ϕ2,
contructed in a similar way as Lutz et al. [2009]. However,
we do not use a formula corresponding to ϕ3 in the mentioned
work. The reason is because, in our construction, whenever we
have some d ∈ ∆IO with (d, dmR ) occurring in the extension
of a role name S, it follows that O |= (R v S, n) for some
n built using variables NV occurring in O. This different
construction is used to establish Point (II) in our proof of
Theorem 36 (below) in a way that is different from how ϕ3 is
used to prove Point (II) of Theorem 11 by Lutz et al. [2009].
Another difference between our construction and the one
by Lutz et al. [2009] is that dmR occurs the extension of a
concept/role name only if it is (possibly undirectly) connected
to some individual name in ∆IO . So we do not need to restrict
the domain of IO to the elements connected to some individual
name in ∆IO , as it happens in the original approach (in their
notation this restricted model is denoted IrO).
We now proceed with the proof of Proposition 17.
Proposition 17. IO is a model of O.
Proof. By definition of IO, before the application of the rules,
IO satisfies all axioms of O applicable to elements of ind(O),
except for (annotated) GCIs of the form (A v ∃R,m). These
are satisfied in IO with the application of the rules R2, by con-
necting via the RIO relation elements of ind(O) to elements
of aux(O) (with their provenance). We now argue that all
axioms of O are satisfied in IO, including the part of IO with
elements of aux(O). Rule R1 satisfies GCIs (C v A,m),
with C of the form A1 u A2, ∃R.A, ran(R), or A3, where
A(i) ∈ NC ∪ {>} and R ∈ NR. Finally, we point out that RIs
are satisfied in IO by R3.
To show Theorem 19, we use the following notions. Given
an interpretation I , let ind(O)I be {aI | a ∈ ind(O)}. A path
in I is a finite sequence d1µ2R2d2 . . . µkRkdk, k ≥ 1, where
d1 ∈ ind(O)I and (di, di+1, µi+1) ∈ RIi+1 for all i < k. We
use pathsO(I) to denote the set of all paths in I and for all
p ∈ pathsO(I), and tail(p) to denote the last element dk of p.
Definition 33 (Unraveling). Let O be an annotated ELHr
ontology. The O-unraveling J of an annotated interpretation
I is defined as:
• ∆Jm := ∆Im, ∆J := pathsO(I) and aJ := aI for all
a ∈ ind(O);
• AJ := {(p, µ) | (tail(p), µ) ∈ AI};
• RJ := {(d, d′, µ) | d, d′ ∈ ind(O)I , (d, d′, µ) ∈ RI}
∪ {(p, p · µSd′, (m× n)J ) | p, p · µSd′ ∈ ∆J ,
mJ = µ,O |= (S v R,n)};
where · denotes concatenation.
We first show that the unraveling UO of IO entails exactly
the same (annotated) queries as O (Theorem 34). Then, we
show that UO entails a query (q, p) iff IO entails (q∗, p) (The-
orem 36). Theorems 34 and 36 together imply Theorem 19.
Theorem 34. Let O be an annotated ELHr ontology in
normal form and let (q, p) be an annotated query. Then,
O |= (q, p) iff UO |= (q, p).
Proof. The following claim is an easy consequence of the
O-unraveling definition.
Claim 35. Let I be an interpretation satisfying O and let
J be the O-unraveling of I. Then, for all ELHr concepts
C of the form A1 u A2, ∃R.A,∃R, ran(R), or A3, where
A(i) ∈ NC ∪ {>} and R ∈ NR all p ∈ pathsO(I), and all
µ ∈ ∆Im, (p, µ) ∈ CJ iff (tail(p), µ) ∈ CI .
We start observing that, by definition of J , for all A ∈ NC
and all µ ∈ ∆Im, (p, µ) ∈ AJ iff (tail(p), µ) ∈ AI . So the
claim holds for C of the form A1 uA2 or A.
We now show that for all R ∈ NR, all A ∈ NC, and all µ ∈
∆Im, (p, µ) ∈ (∃R.A)J iff (tail(p), µ) ∈ (∃R.A)I . In the
following, we use m,m1,m2 ∈ NM satisfying m = m1×m2
and mJ = µ, mJ1 = µ1, m
J
2 = µ2.
(⇒) Assume (p, µ) ∈ (∃R.A)J . By the semantics of ∃R.A,
there is p′ ∈ ∆J such that (p, p′, µ1) ∈ RJ and (p′, µ2) ∈
AJ . If p′ ∈ ind(O)J then, by definition of J , p ∈ ind(O)J ,
(tail(p), tail(p′), µ1) ∈ RI and (tail(p′), µ2) ∈ AI . That
is, (tail(p), µ) ∈ (∃R.A)I . Otherwise, p′ is of the form
p · µ′Sd′. Let m′ ∈ NM be such that m′J = µ′. By def-
inition of J , (p, p′, µ′) ∈ SJ and there is n ∈ NM such
that O |= (S v R,n) and m1 = n ×m′. By definition of
pathsO(I), (tail(p), tail(p′), µ′) ∈ SI . Since I satisfies O,
(tail(p), tail(p′), µ1) ∈ RI . As (p′, µ2) ∈ AJ , we have that
(tail(p′), µ2) ∈ AI . Then, by definition of µ and the seman-
tics of ∃R.A, we have that (tail(p), µ) ∈ (∃R.A)I . (⇐) Now
assume that (tail(p), µ) ∈ (∃R.A)I . By the semantics of
∃R.A, there is d ∈ ∆I such that (tail(p), d, µ1) ∈ RI and
(d, µ2) ∈ AI . If d ∈ ind(O)I then, by definition of J , p ∈
ind(O)J , d ∈ ∆J , (p, d, µ1) ∈ RJ and (d, µ2) ∈ AJ . That
is, (p, µ) ∈ (∃R.A)J . Otherwise, d 6∈ ind(O)I and there is p′
of the form p · µ′Sd ∈ pathsO(I) and n,m′ ∈ NM such thatO |= (S v R,n), m′J = µ′, and m1 = n ×m′. By defini-
tion of J , we have that (p, p′, µ′) ∈ SJ and (p, p′, µ1) ∈ RJ .
As (d, µ2) ∈ AI and d = tail(p′), (p′, µ2) ∈ AJ . That is,
(p, µ) ∈ (∃R.A)J .
The case C = ∃R is simpler than the case C = ∃R.A and
we omit it here. Thus, it remains to show the case in which C
is of the form ran(R).
(⇒) Assume (p, µ) ∈ (ran(R))J . By the semantics of
ran(R), there is p′ ∈ ∆J such that (p′, p, µ) ∈ RJ . If
p ∈ ind(O)J then, by definition of J , p′ ∈ ind(O)J , and
(tail(p′), tail(p), µ) ∈ RI . That is, (tail(p), µ) ∈ (ran(R))I .
Otherwise, p is of the form p′ · µ′Sd′. Let m′ ∈ NM be such
that m′J = µ′. By definition of J , (p′, p, µ′) ∈ SJ and there
is n ∈ NM such that O |= (S v R,n) and m = n×m′. By
definition of pathsO(I), (tail(p′), tail(p), µ′) ∈ SI . Since I
satisfies O, (tail(p′), tail(p), µ) ∈ RI . Then, by definition of
µ and the semantics of ran(R), we have that (tail(p), µ) ∈
(ran(R))I . (⇐) Now assume that (tail(p), µ) ∈ (ran(R))I .
By the semantics of ran(R), there is d ∈ ∆I such that
(d, tail(p), µ) ∈ RI . If p ∈ ind(O)J , then, by definition
of J , d ∈ ind(O)J , and (d, p, µ) ∈ RJ . That is, (p, µ) ∈
(ran(R))J . Otherwise, p is of the form d ·µ′Sd′ ∈ pathsO(I)
and there are n,m′ ∈ NM such that O |= (S v R,n),
m′J = µ′, and m = n × m′. By definition of J , we
have that (d, p, µ′) ∈ SJ and (d, p, µ) ∈ RJ . That is,
(p, µ) ∈ (ran(R))J . This finishes the proof of the claim.
By Claim 35 and Proposition 17 it is straightforward
to show that UO is a model of O. Thus, O |=
(q, p) implies that UO |= (q, p). It remains to show the con-
verse direction. Assume that UO |= (q, p) and let I be a model
ofO. For each p ∈ ∆UO we write dep(p) to denote the length
of the shortest sequence d1, . . . , dk such that d1 ∈ ind(O)IO ,
(di, di+1, µi+1) ∈
⋃
R∈NR R
IO for all i < k and dk = tail(p).
We define a mapping δ : ∆UO → ∆I such that
(a) δ(a) = aI for all a ∈ ind(O);
(b) (p,mUO ) ∈ CUO implies (δ(p),mI) ∈ CI , for all p ∈
∆UO , all m ∈ NM, and all ELHr concepts C of the form
A,∃R,∃R.A,∃R, ran(R), A1 uA2 with A(i) ∈ NC and
R ∈ NR;
(c) (p, p′,mUO ) ∈ RUO implies (δ(p), δ(p′),mI) ∈ RI ,
for all p, p′ ∈ ∆UO , all m ∈ NM, and all R ∈ NR.
For p ∈ ∆UO , we define δ(p) by induction on dep(p).
For the case dep(p) = 1, δ(p) is as in Point (a). For
p = d1µ2R2d2 . . . µkRkdk ∈ ∆UO with dep(p) > 1 we ar-
gue inductively. Suppose that Points (a)-(c) hold for paths
with dep(p) = k. By definition of UO, for all S ∈ NR
and all n ∈ NM such that O |= (Rk v S, n), we have
that (dk−1, dk, (m × n)IO ) ∈ SIO , with mIO = µk, and
dk = d
µk
Rk
. We also have that either (1) dk−1 = a ∈ ind(O)
or (2) dk−1 = d
µk−1
Rk−1 .
Let p′ = d1µ2R2d2 . . . µk−1Rk−1dk−1. In Case (1), the
definition of IO implies that O |= (∃Rk(a),m). Since I is
a model of O, (a) implies that there is some f ∈ ∆I with
(δ(p′), f,mI) ∈ RIk . We set δ(p) to any such f ∈ ∆I . In
Case (2), since (dµk−1Rk−1 , d
µk
Rk
, [m]) ∈ RIOk , the semantics of
∃Rk implies that (dµk−1Rk−1 , [m]) ∈ (∃Rk)IO . By the Claim
(of this theorem), we have that (p′, [m]) ∈ (∃Rk)UO . By the
inductive hypothesis on Point (b), (δ(p′),mI) ∈ (∃Rk)I . So
there is some f ∈ ∆I with (δ(p′), f,mI) ∈ RIk . We set δ(p)
to any such f ∈ ∆I .
δ satisfies (a) by construction. We now show that δ satisfies
(b) and (c). Recall that IO has been defined as the union of
IiO, i ≥ 0. We denote by U iO the unraveling of IiO. The proof
is by induction on i. Observe that, by definition of IO, i is a
finite number, but it can be exponentially larger than the size
of O. Clearly, for i = 0, we have that:
(i) (p,mU
i
O ) ∈ CUiO implies (δ(p),mI) ∈ CI ,
all m ∈ NM, and all concepts C of the form
A,∃R,∃R.A, ran(R), A1 u A2 with A(i) ∈ NC and
R ∈ NR;
(ii) (p, p′,mU
i
O ) ∈ RUiO implies (δ(p), δ(p′),mI) ∈ RI ,
for all p, p′ ∈ ∆UO , all m ∈ NM, and all R ∈ NR.
Suppose that this holds for i = k. We now argue for i = k+1.
We make a case distinction based on the rule that has been
applied on IiO to define Ii+1O .
1. Rule R1: Point (ii) is again satisfied by the inductive
hypothesis. We argue about Point (i). Assume (C v
A,m) ∈ O and there is p ∈ ∆UiO and n ∈ NM such that
(p, [n]) ∈ CUiO . By R1 and the definition of U iO, (p, [n×
m]) ∈ AUi+1O . By the inductive hypothesis, (δ(p), [n]) ∈
CI . Since I is a model of O, (δ(p), [n × m]) ∈ AI .
One can show by induction that (b) holds for all ELHr
concepts.
2. Rule R2: Assume (C v ∃R,m) ∈ O and there is n ∈
NM and p ∈ ∆UiO such that (p, [n]) ∈ CUiO . By R2
and the definition of U iO, (p, p′, [m× n]) ∈ RU
i
O , where
p′ is the path p · [m × n] R d[m×n]R . By the inductive
hypothesis, (δ(p), [n]) ∈ CI . By definition of δ, δ(p′) is
chosen so that (δ(p), δ(p′), [m× n]) ∈ RI . Such δ(p′)
exists since I is a model of O.
3. Rule R3: Assume (R v S, n) ∈ O and there are p, p′ ∈
∆U
i
O and m ∈ NM such that (p, p′, [m]) ∈ RUiO . By R3
and the definition of U iO, (p, p′, [m× n]) ∈ SU
i
O . By the
inductive hypothesis, (δ(p), δ(p′), [n]) ∈ RI . Since I is
a model of O, we have that (δ(p), δ(p′), [m× n]) ∈ SI .
Thus, Point (ii) holds. Using the inductive hypothesis,
we can see that (i) also holds.
Thus, properties (b) and (c) hold. This finishes the proof of
this theorem.
Our next proof is based on Thm. 11 by Lutz et al. [2009].
Theorem 36. Let O be an annotated ELHr ontology (in
normal form) and let (q, p) be an annotated query. Then,
UO |= (q, p) iff IO |= (q∗, p).
Proof. Assume q = ∃~x.ψ(~x,~a, ~p). To simplify the notation,
from now on we write simply ψ instead of ψ(~x,~a, ~p), and the
same for ϕ1, ϕ2 occurring in the following. Also, we may
write term(q) for the set ~x∪~a∪ ~p. Recall that q∗ is defined as
∃~x.(ψ ∧ϕ1 ∧ϕ2) where ϕ1, ϕ2 are quantifier-free. Moreover,
recall that AuxUO = (∆UO \ ind(O))× {1UO}.
(⇒) Assume UO |= (q, p). Let νUO (q) be the set of all
matches of q in UO. For each pi ∈ νUO (q), we define a
mapping τpi : term(q) → ∆IO ∪ ∆IOm by setting τpi(t) :=
tail(pi(t)), for all t ∈ term(q) with pi(t) ∈ ∆UO , and τpi(t) :=
pi(t), for all t ∈ term(q) with pi(t) ∈ ∆UOm . By definition of
τpi and UO, IO |= q with τpi a match of q in IO. To show that
τpi is also a match of ∃~x.(ϕ1 ∧ ϕ2) in IO, where pi ∈ νUO (q),
we use the following claim.
Claim 1. Let t2, t′2 ∈ term(q) with t2 ∼q t′2 such that
(pi(t2), 1
UO ) ∈ AuxUO . Then
(a) pi(t2) = pi(t′2);
(b) if R(t1, t2, t3), R′(t′1, t
′
2, t
′
3) ∈ q then pi(t1) = pi(t′1).
We start with the proof of Point (a). By definition, ∼q can
be generated by starting with idq = {(t, t) | t ∈ term(q)}
and then exhaustively applying (†) from Section 5 as a rule,
together with the following rule:
(‡) if t ∼q s and s ∼q t′ then t ∼q t′.
We prove Point (a) by induction on the number of rule appli-
cations. The base case is straightforward. We now make the
following case distinction.
• Rule (†). Let R(t1, t2, t3), R′(t′1, t′2, t′3) ∈ q and
t2 ∼q t′2. Then, (†) adds (t1, t′1) to ∼q. Assume that
(pi(t1), 1
UO ) ∈ AuxUO . Since (pi(t1), pi(t2), pi(t3)) ∈
RUO , by construction of UO, we get that (pi(t2), 1UO ) ∈
AuxUO . By the inductive hypothesis, pi(t2) = pi(t′2).
By construction of UO and since (pi(t1), pi(t2), pi(t3)) ∈
RUO , (pi(t′1), pi(t2), pi(t
′
3)) ∈ R′UO , and (pi(t2), 1UO ) ∈
AuxUO , we have that pi(t1) = pi(t′1).
• Rule (‡). Let t ∼q s and s ∼q t′. Then, (‡) adds (t, t′)
to ∼q. Assume that (pi(t), 1UO ) ∈ AuxUO . By the in-
ductive hypothesis, we have that pi(t) = pi(s). Thus
(pi(s), 1UO ) ∈ AuxUO . Again by the inductive hypothe-
sis, pi(s) = pi(t′) and we obtain pi(t) = pi(t′).
We come to Point (b). Let R(t1, t2, t3), R′(t′1, t
′
2, t
′
3) ∈ q
and t2 ∼q t′2 and assume that (pi(t2), 1UO ) ∈ AuxUO . By
Point (a), pi(t2) = pi(t′2). Hence, by construction of UO and
since (pi(t2), 1UO ) ∈ AuxUO , pi(t1) = pi(t′1). This finishes
the proof of Claim 1.
We first show that τpi is a match of ∃~x.ϕ1 in IO, where pi ∈
νUO (q). We want to show that (τpi(x), 1
IO ) 6∈ AuxIO , for
all x ∈ Cyc. By definition of τpi and construction of UO, we
have that τpi(t) = pi(t) for all pi(t) ∈ ind(O)UO = ind(O)IO .
Suppose to the contrary that, for some x ∈ Cyc, we have that
(τpi(x), 1
IO ) ∈ AuxIO . Then there are
R0(t
0
1, t
0
2, t
0
3), . . . , Rm(t
m
1 , t
m
2 , t
m
3 ), . . . , Rn(t
n
1 , t
n
2 , t
n
3 ) ∈ q,
with n,m ≥ 0, x ∼q tj1 for some j ≤ n, ti2 ∼q ti+11 for
all i < n, and tn2 ∼q tm1 . Since (τpi(x), 1IO ) ∈ AuxIO and
Point (a) of Claim 1 holds, (pi(tj1), 1
UO ) ∈ AuxUO . Since
Rj(t
j
1, t
j
2, t
j
3) ∈ q, the construction of unravelings yields that
pi(tj2) = pi(t
j
1) · µRjd, for some d ∈ ∆IO and µ ∈ ∆IOm . In
particular, pi(tj2) is auxiliary. By Point (a) of Claim 1, pi(t
j
2) =
pi(tj+11 ). We can continue repeating this argument, setting
ti1 = t
i mod n+1
1 and t
i
2 = t
i mod n+1
2 for all i > n. In each
step, the length of the path pi(tj+`1 ) increases. This contradicts
the fact that pi(tn+j1 ) = pi(t
j
1) (since actually t
n+j
1 = t
j
1). We
have thus shown that τpi is a match of ∃~x.ϕ1 in IO.
We now show that τpi is a match of ∃~x.ϕ2 in IO,
where pi ∈ νUO (q). That is, for all ({t1, . . . , tk}, χ) ∈
Fork=, (τpi(tχ), 1IO ) ∈ AuxIO implies τpi(t1) = · · · =
τpi(t
k). Thus, let ({t11, . . . , tk1}, χ) ∈ Fork= and assume that
(τpi(tχ), 1
IO ) ∈ AuxIO . Then (pi(tχ), 1UO ) ∈ AuxUO and
there are terms t12, . . . , t
k
2 ∈ χ and role names R1, . . . , Rk
such that Ri(ti1, t
i
2, t
i
3) ∈ q and by Point (b) of Claim 1,
pi(t11) = · · · = pi(tk1), and thus τpi(t11) = · · · = τpi(tk1). This
argument holds for all pi ∈ νUO (q). Each monomial in p
is associated with pi ∈ νUO (q). Since we have shown that
τpi is a match in IO, by construction of UO, we have that
p ⊆ provIO (q). That is, IO |= (q∗, p). Observe that elements
in the extension of AuxIO have provenance 1IO .
(⇐) Assume IO |= (q∗, p). Let νIO (q∗) be the set of all
matches of q∗ in IO. Similar to the proof strategy above, for
(⇒), we show that each pi ∈ νIO (q∗) can be associated with
a match τpi of q in UO. Before constructing τpi, we introduce
some notation and prove Claim 2 below. The degree d(χ)
of an equivalence class χ is the length n ≥ 0 of a longest
sequence (if it exists) R0(t01, t
0
2, t
0
3), . . . , Rn(t
n
1 , t
n
2 , t
n
3 ) ∈ q
such that t01 ∈ χ and ti2 ∼q ti+11 for all i < n. If no longest
sequence exists, we set d(χ) = ∞. For t ∈ term(q), [[t]]
denotes the equivalence class of t w.r.t. ∼q .
Claim 2. The following holds.
(a) If (pi(t), 1IO ) ∈ AuxIO , then d([[t]]) <∞.
(b) If t2 ∼q t′2 and (pi(t2), 1IO ) ∈ AuxIO , then (i) pi(t2) =
pi(t′2); (ii) ifR(t1, t2, t3), R
′(t′1, t
′
2, t
′
3) ∈ q then pi(t1) =
pi(t′1).
We start with (a). Assume to the contrary of what has to
be shown that there is t01 with (pi(t
0
1), 1
IO ) ∈ AuxIO and an
infinite sequence
R0(t
0
1, t
0
2, t
0
3), R1(t
1
1, t
1
2, t
1
3), . . .
with ti2 ∼q ti+11 for all i ≥ 0. By definition pi and IO,
(pi(t01), 1
IO ) ∈ AuxIO implies that t01 is a variable in ~x (not
an individual name). As q is finite, there are m,n with
0 ≤ m ≤ n such that tn2 = tm2 . It follows that t01 ∈ Cyc.
Hence, ϕ1 contains the conjunct ¬Aux(t01, 1) and we have
derived a contradiction with (pi(t01), 1
IO ) ∈ AuxIO .
Now we argue about Point (b). Using (a), Point (i) of (b) can
be proved by induction on n := d([[t2]]) = d([[t′2]]). For the
induction start, let t2 ∼q t′2 with (pi(t2), 1IO ) ∈ AuxIO and
d([[t2]]) = 0. By definition of ∼q, we have that [[t2]] = {t2}
and thus t2 = t′2. Therefore, pi(t2) = pi(t
′
2) holds. For the
induction step, define:
∼(0)q := {(t, t) | t ∈ term(q)}
∼(i+1)q := ∼(i)q ∪
{(s, t) | there is s′ with s ∼(i)q s′ and s′ ∼(i)q t} ∪ {(t1, t′1) |
there are R(t1, t2, t3), R′(t′1, t
′
2, t
′
3) ∈ q with t2 ∼(i−1)q t′2}
for all i ≥ 0. We can see that ∼q=
⋃
i≥0 ∼(i)q . We show by
induction on i that if s ∼(i)q t, d([s]) = n, and (pi(s), 1IO ) ∈
AuxIO , then pi(s) = pi(t). The induction start is trivial since
s ∼(0)q t implies s = t. For the induction step, we distinguish
the following two cases.
• There is s′ with s ∼(i)q s′ and s′ ∼(i)q t. By the inductive
hypothesis on i, pi(s) = pi(s′) and thus (pi(s′), 1IO ) ∈
AuxIO . Since s ∼(i)q s′, we have [[s]] = [[s′]], and thus
d([[s′]]) = n. We can thus apply the inductive hypothesis
on i once more to derive pi(s′) = pi(t), thus pi(s) = pi(t).
• There are R(t1, t2, t3), R′(t′1, t′2, t′3) ∈ q such that
t2 ∼i−1q t′2. By definition of IO, if there is S(t1, t2, t3) ∈
q and (pi(t1), 1IO ) ∈ AuxIO then (pi(t2), 1IO ) ∈
AuxIO . By definition of degree, d([[t2]]) < d([[t1]]). We
can thus apply the inductive hypothesis on d([[t2]]) to ob-
tain pi(t2) = pi(t[[t2]]). Hence, (pi(t[[t2]]), 1
IO ) ∈ AuxIO .
Thus, from ϕ2 of q∗, we obtain pi(t1) = pi(t′1).
For Point (ii) assume (pi(t2), 1IO ) ∈ AuxIO ,
R(t1, t2, t3), R
′(t′1, t
′
2, t
′
3) ∈ q, and t2 ∼q t′2. By
Point (i), pi(t2) = pi(t[[t2]]). Hence, by the conjunct ϕ2 of q
∗,
pi(t1) = pi(t
′
1). This finishes the proof of Claim 2.
Let ∼pi be the transitive closure of
{(t, t) | t ∈ term(q)} ∪ {(s, t) ∈ term(q)2 | s ∼q t,
(pi(s), 1IO ), (pi(t), 1IO ) ∈ AuxIO} ∪
{(t1, t′1) | there are R(t1, t2, t3), R′(t′1, t′2, t′3) ∈ q
such that (pi(t2), 1IO ) ∈ AuxIO and t2 ∼q t′2}.
By Claim 2, we have
(†) pi(s) = pi(t) whenever s ∼pi t.
One can see that ∼pi is an equivalence relation because it is,
by Claim 2, the transitive closure of a symmetric relation.
Now let the query q′ be obtained from q by identifying
all terms t, t′ ∈ term(q) such that t ∼pi t′. More precisely,
choose from each ∼pi-equivalence class χ a fixed term tχ ∈ χ
and replace each occurrence of an element of χ in q by tχ. By
(†), pi is a match of q′ in IO. Next we show the following.
(I) If x is a variable from ~x in q′ with (pi(x), 1IO ) ∈
AuxIO , then there is at most one t ∈ term(q′) such
that R(t, x, t′) ∈ q′, for some R ∈ NR.
(II) Assume x is a variable from ~x in q′ with (pi(x), 1IO ) ∈
AuxIO and there is t ∈ term(q′) such that Γ = {R |
R(t, x, t′) ∈ q′} 6= ∅. Then there is S ∈ NR and n ∈
mon(O) such that, for allR ∈ Γ, there ism ∈ mon(O)
with O |= (S v R,m), (pi(t), pi(x), [n]) ∈ SIO , and
pi(t′) = (m× n)IO .
(III) If q′ ⊇ {R0(t0, t1, s0), . . . , Rn−1(tn−1, tn, sn−1)}
with t0 = tn, then (pi(ti), 1IO ) 6∈ AuxIO , for all
i ≤ n.
First for (I). Let (pi(x), 1IO ) ∈ AuxIO , and let
R(t1, x, t3), R
′(t′1, x, t
′
3) ∈ q′. Then there are
R(s1, s2, s3), R
′(s′1, s
′
2, s
′
3) ∈ q such that s1 ∼pi t1,
s′1 ∼pi t′1, and s2 ∼pi x ∼pi s′2. By (†), pi(s2) = pi(x), and
thus (pi(s2), 1IO ) ∈ AuxIO . By definition of ∼pi, s2 ∼pi s′2
implies s2 ∼q s′2. Summing up, we thus have t1 ∼pi t′1. Since
both t1 and t′1 occur in q
′, we have that t1 = t′1. Point (II)
follows from the definition of Rules R2 and R3.
For (III), let
q′ ⊇ {R0(t0, t1, t′′0), . . . , Rn−1(tn−1, tn, t′′n−1)}
with t0 = tn. Then there are
{R0(s0, s′0, t′0), . . . , Rn−1(sn−1, s′n−1, t′n−1)} ⊆ q
with si ∼pi ti and s′i ∼pi ti+1 mod n for all i < n. It fol-
lows that s′i ∼pi si+1 mod n. Now assume to the contrary that
(pi(ti), 1
IO ) ∈ AuxIO for some i < n. Since si ∼pi ti, (†)
yields pi(si) = pi(ti). Thus (pi(si), 1IO ) ∈ AuxIO , which
implies si is a variable from ~x in q. Together with ∼pi⊆∼q,
this means that si ∈ Cyc. Thus, ¬Aux(si, 1) is a conjunct of
ϕ1 and (pi(si), 1IO ) 6∈ AuxIO , which is a contradiction. This
finishes the proof of (I)-(III).
We inductively define a mapping τpi : term(q′)→ ∆UO ∪
∆UOm such that tail(τpi(t)) = pi(t), for all t ∈ term(q′) with
tail(τpi(t)) ∈ ∆IO , and τpi(t) := pi(t), for all t ∈ term(q)
with pi(t) ∈ ∆IOm . For the induction start, we distinguish the
following two cases.
• For all t ∈ term(q′) with (pi(t), 1IO ) 6∈ AuxIO , set
τpi(t) := pi(t). This defines τpi(t) for all t ∈ term(q′) ∩
NI.
• For all x from the variables ~x in q′ with (pi(x), 1IO ) ∈
AuxIO and such that there is no atom R(t, x, t′) ∈ q,
do the following. By definition of UO and because each
d ∈ ∆IO is reachable from an element of ind(O)IO ,
there is a sequence d1, . . . , dk ∈ ∆IO and a sequence
R1, . . . , Rk−1 of role names such that d1 ∈ ind(O)IO ,
dk = pi(x), and (di, di+1, µi+1) ∈ RIOi+1 for all i < k.
Set τpi(x) := d1µ2R2d2 . . . dk−1µkRkdk ∈ ∆UO .
For the induction step we proceed as follows. Assume τpi(x)
is undefined and there exists R(t, x, t′) ∈ q′ with τpi(t) de-
fined. Then (II) yields that there is S ∈ NR and n ∈ mon(O)
such that, for all R ∈ {R | R(t, x, t′) ∈ q′}, there is m ∈
mon(O) with O |= (S v R,m), (pi(t), pi(x), [n]) ∈ SIO ,
and pi(t′) = (m × n)IO . Set τpi(x) := τpi(t) · [n]Spi(x).
Since tail(τpi(t)) and (pi(t), pi(x), pi(t′)) ∈ RIO , we have
τpi(x) ∈ ∆UO . By (I), the mapping τpi is well-defined, i.e.,
the term t in the induction step is unique. By (III), τpi is to-
tal, that is, τpi(t) is defined for all t ∈ term(q′). To see this,
suppose that τpi(t) is undefined. Since τpi(t) is not defined
in the induction start, we have (pi(x), 1IO ) ∈ AuxIO and
there is an atom R(s, t, t′) ∈ q. Since τpi(t) is not defined
in the induction step, τpi(t) is undefined. One can keep re-
peating this argument. Since q′ is finite, there is a sequence
q′ ⊇ {R1(s1, s2, t2), . . . , Rk−1(sk−1, sk, tk)} with s1 = sk
and (pi(si), 1IO ) ∈ AuxIO for all i ≤ k, contradicting (III).
The constructed τpi is a match for q′ in UO. It is immedi-
ate that for all A(t, t′) ∈ q′ we have that (τpi(t), τpi(t′)) ∈
AUO since tail(τpi(t)) = pi(t) and (p,mUO ) ∈ AUO iff
(tail(p),mIO ) ∈ AIO for all p ∈ ∆UO and all m ∈ NM. Now
let R(t, t′, s) ∈ q′. If (pi(t), 1IO ), (pi(t′), 1IO ) 6∈ AuxIO ,
then τpi(t) = pi(t), τpi(t′) = pi(t′), and (pi(t), pi(t′), pi(s)) ∈
RUO . If (pi(t′), 1IO ) ∈ AuxIO then the construction of
τpi implies that τpi(t′) = τpi(t) · pi(s)Rpi(t′). By defini-
tion of UO, (τpi(t), τpi(t′), τpi(s)) ∈ RIO . The case that
(pi(t), 1IO ) ∈ AuxIO and (pi(t′), 1IO ) 6∈ AuxIO cannot occur
by definition of IO.
Finally, we extend τpi to a mapping from term(q) to ∆UO
by setting τpi(t) := τpi(t′) if t ∈ term(q) \ term(q′) and
t ∼pi t′. One can verify that τpi is a match for q in UO. This
argument holds for all pi ∈ νIO (q∗). Each monomial in p is
associated with pi ∈ νIO (q∗). Since we have shown that τpi
is a match for q in UO, we have that p ⊆ provUO (q). That is,UO |= (q, p).
As mentioned, Theorems 34 and 36 imply Theorem 19.
Theorem 19. Let O be an ontology in normal form and (q, p)
be an annotated query. Then, O |= (q, p) iff IO |= (q∗, p).
