ABSTRACT
INTRODUCTION
This paper focuses particular attention on a computational weld mechanics (CWM) framework that automates tens or hundreds of setups and evaluations required to explore the state space for the design of welds/welded structures. Saving expertuser's time to prepare several analyses and allocating CPUs to be utilized efficiently enable this framework to compute sensitivi- * Address all correspondence to this author. ties, response surfaces and to do designer-driven optimization for CWM. Since the framework works with the values of functions, not the derivatives, derivative-free algorithms for optimization and designs are preferred.
The usual classical approach to solve an optimization or a design problem, would be to design a Design-Of-Experiment (DOE) test matrix and perform the physical experiments defined by the test matrix. This is expensive in time and money. Because the DOE test matrix is designed with limited information, understanding or insight of the design space, it may not be the optimal DOE matrix. This paper argues that given such a proposed DOE test matrix, there can be significant benefits from running a multiple computer simulation to evaluate all of the points in the design space that are defined by the DOE test matrix. This capability gives designers an opportunity to construct more efficient DOE matrices.
In the last thirty years computational DOE matrices and optimization has rapidly evolved in the aerospace industry [1] [2] . For the welding industry, computer models for DOE matrices and CWM optimization are only now becoming feasible because of improvements in software, numerical algorithms and computer hardware. In the authors' experience the cost of the computer simulation for CWM of industrial welding problems is less than 1% of the cost of the physical experiments and take less than one week which is much less than the time to perform the physical experiment.
Today's welding technology has largely been developed based on theory and physical experiment. In the authors' opinion, computational models and numerical experiments have contributed little to the development of modern welding technology.
Computer models of welding processes began to be developed in the early 1980s and are now reaching a degree of maturity. These models are complex because the physics of welding is complex [3] . As a result, the people time required to set up a weld model to do one analysis and the CPU time required for one analysis was so long, the majority of papers published on computational models of welds do only one numerical analysis. A small fraction of the published papers describe more than one analysis. Automating the machinery for multiple setups and analyses can reduce the user time required to setup problems for CWM of industrial welding problems and it reduces human setup mistakes. The focus of the paper is to demonstrate that given a DOE matrix for CWM, the set of CWM problems can be setup and solved quickly at low cost as a single run with one 'click of the run' button. The DOE matrices used to demonstrate this capability for solving different CWM optimization analyses are: i) a discontinuous combinatorial CWM optimization of a weld sequence, and ii) a continuous CWM optimization using side heaters, pre-bending techniques to minimize distortion.
DESIGN OF EXPERIMENTS AND OPTIMIZATION
A parametric design application can be characterised as a mapping from a multiple-dimensional space u, δ , C, R, P, φ to a set of solution designs, { D 1 , D 2 , ..., D n }, where in CWM: u could be vector of CWM parameters, δ could be step size for each parameter, C could be a set of constraints such as bounds on each parameter, R could be requirements such as minimum step size, P could be preferences in a set of Pareto front of optimal solutions and φ could be the objective function to be minimized. Each point in the design space is one design state/configuration that corresponds to one CWM project setup. Choosing a set of sample points in the parametric design space defines a DOE matrix such that each point is one row in the DOE matrix and each column corresponds to one parameter.
The parametric space for our computer model for CWM has about 300 parameters. Most optimization and control applications of CWM are defined on a small sub-space of the parametric space often with dimension less than 10 parameters. The CWM parameters can be categorized as below.
Weld Process, e.g., process type, weld power, traveling speed, double ellipsoid shape, and so on. Weld Joint, e.g., weld path, weld start/end time, start/end position, delay times, and so on. Weld Sequencing, e.g., number of sub-passes/weld path, different sequencing patterns, sequential/simultaneous patterns, inter-pass temperature, and so on. Fixtures and Boundary Conditions, e.g., Dirichlet/Neumann BCs, clamping position, apply/release time, convection coefficient, contact parameters, and so on. Chemical Composition, e.g., carbon, alloying components, uncertainty range, and so on. Material Properties, e.g., specific heat, thermal conductivity, initial grain size, initial hardness, Young modules, Poisson's ratio, yield stress, hardening modulus, and so on. Thermal, Microstructure, and Stress Simulation Parameters, e.g., solver type, heat source model used, number of NR iterations, convergence criteria, and so on. Meshing and Parts, e.g., mesh type, level and type of refinment, coarse-fine perturbation, rigid body movement, contacts, and so on. Initial State, e.g., data flow from other projects, re-start time step, result mapping, and so on.
These parameters can vary in time or space of welding and cool-down after welding. Increasing the number of parameters enlarges the parametric design space. A parametric design with about 5 to 10 parameters is a quite large space to explore. Considering that a CWM model can have roughly 300 parameters, unless a small subset of parameters is selected, exploring a parametric design would not be feasible. For example, to compute Tagauchi's sensitivities for 15 design parameters with 3 levels, L 36 requires 36 analyses to screen the parameters. Selecting 8 parameters with with 3 levels for a full factorial analysis requires 3 8 = 6, 351 analyses to compute a local approximation to the response surface. A fractional factorial analysis still requires a large number of analyses. To compute a response surface requires many more design points. Using an automated framework and depending on the problem's characteristics, exploring a parametric design with less than 10 parameters could be feasible.
Parametric design analyses must solve tens or hundreds of design points to explore or map the associated design space specified by a parametric design DOE matrix to find optimal designs. In a parametric design, algorithms that use DOE matrices for more efficient searching are preferred. Such DOE matrices takes advantage of the fact that multiple trial solutions can be obtained simultaneously in contrast to sequential algorithms that do search based on solving one-problem at a time. In a framework for exploring a parametric design space using DOE matrices, the number of cores allocated to the problem affects the number of rows in the DOE matrix. To use the available cores efficiently, the total number of projects, (rows) in a DOE matrix should be divisible by the number of cores that are to be utilized.
Optimization is a mature subject with many books and journals devoted to the topic. If the objective function is C 2 smooth, then Newton-Raphson methods would be the method of choice to minimize CPU time. If the objective function is C 1 smooth, then gradient methods would be the method of choice to minimize CPU time. If the objective function is C 0 smooth, then direct search methods would be the method of choice to minimize CPU time. If one cannot or chooses not to spend the time and money to modify the source code to evaluate the first or second derivatives of the objective function wrt to design variables, then one has no alternative but to use direct search methods. See [1] , [2] , and [4] for a discussion of algorithms to evaluate the first or second derivatives of the objective function wrt to design variables. If the objective is not continuous, e.g., the travelling salesman problem and choosing the optimal weld sequence from a given set of weld sequences, then methods such as Monte Carlo, Simulated Annealing can be used.
Optimization of welds and welded structures is much less mature. Michaleris [4] has led the optimization of welds for smooth problems for which derivatives make sense. He uses the direct method to compute the derivatives of the objective function wrt to design variables but he also discusses algorithms for the adjoint methodology to compute the derivatives of the objective function. Michaleris' approach is expected to minimize the CPU time for computing the optimal design when the objective function has the smoothness required for the derivatives wrt to design variable to exist. However, the time and cost to develop the software can be significant and could far exceed the time and cost of computing with just function evaluations.
For many problems, the derivatives do not exist. If one is not able to modify the software as is the case for most commercial software or one chooses not to spend the time and money to change the software, one has the option of using a direct search method. This only requires that the solution to each design point be computed. In CWM this comes at the cost of solving more design instances and setting up more designs to be solved. Because the authors' have software with direct support for a DOE matrix and because the CPU time to solve the design specified by each row of the DOE matrix is sufficiently short, this approach is attractive. In addition, this approach does not require that the objective function be smooth in the space of design variables, i.e., the derivatives need not exist.
SIMULATION EQUATIONS
The full computational model that includes thermal and stress analysis are analyzed by VrWeld software [5] . The simulation equations of the model for transient thermal and stress analysis are described below.
Conservation of Energy or Heat Equation
Given specific enthalpy h, thermal flux q and a power density function Q, temperature T , temperature gradient ∇T , thermal conductivity tensor κ, specific heat c p , the heat equation can be written in the following form:
The model solves this time dependent system of partial differential equation on a domain defined by an FEM mesh. The domain is dynamic in that it changes with each time step that filler metal is added to the weld pass. The initial condition is often assumed to be a constant temperature of 300 K but the domain can be initialized to any initial temperature field. The material properties κ and c p are usually temperature dependent. The heating affect of the arc is often modelled by a double ellipsoid power density distribution that approximates the weld pool as measured from macro-graphs of the cross-section of several weld passes [6] . However, other weld pool models can be used. A convection boundary condition q = h(T − T amb ) with convection coefficient h and ambient temperature T m usually is applied to external surfaces. The FEM formulation of the heat equation leads to a set of ordinary differential equations that are integrated in time using a backward Euler integration scheme.
Conservation of Momentum Equation
Given the density, ρ, the elasticity tensor as a 6 × 6 matrix, the body force b, the Green-Lagrange strain tensor ε, The model solves the conservation of momentum equation that can be written in the following form in which inertial forces ρẍ are ignored.
The model solves this partial differential equation for a viscothermo-elasto-plastic stress-strain relationship using theory and algorithms developed by J. C. Simo and his colleagues [7] . The initial state often is assumed to be stress free. However, if the initial stress state is known, it could be initialized in VrWeld. Dirichlet boundary conditions constrain the rigid body modes. The system is solved using a constant time marching scheme during welding and usually an exponentially increasing time step length after welding has stopped. See [8] and [9] for more details on stress analysis of welds.
A DISCONTINUOUS COMBINATORIAL CWM OPTI-MIZATION PROBLEM
A discontinuous combinatorial CWM optimization problem is solved by constructing a surrogate model for a girth weld that connects two pipes of length 356 mm, wall thickness 17.5 mm and outer diameter 324 mm. The pipes are parts of a long pipe loop and therefore constraints are applied in the analysis to approximate effects of the rest of the loop. The cross section and mesh are shown in Fig. 1 . The mesh has 24,064 8-node brick elements and 36,228 nodes. There are two layers of weld and each weld layer is divided into 3 sub-passes. The two pipes are tackwelded at three points prior to welding and each sub-pass starts from one tack-weld and ends at the adjacent tack weld. Each sub-pass can be completed either clockwise or counterclockwise where in this analysis a negative sign denotes a counterclockwise direction as shown in Fig 2. The weld process is gas metal-arc-welding and the welding parameters are 165 & 155 amperes, 29 & 17 volts, travel speed 2.66 & 2.38 mm/s and power efficiency 0.9 & 0.7 for the first and the second layer respectively. Each layer is allowed to cool to ambient temperature in 5700 seconds after welding was com- pleted.
This combinatorial CWM optimization is to choose a sequence of 3 sub-passes for each layer from the space of all combinations to minimize the pipe's distortion. This distortion is the objective function for the CWM optimization as the displacement of three distinguished points shown in Fig. 3 . A surrogate model is constructed in this analysis to explore the design space. The details of constructing such model and methodology used to find the best and worse sequences, are discussed in reference [10] . The highlight the focus of this paper is the user's setup time and CPU time to solve the generated DOE matrices for this problem. The problem starts with a DOE matrix with 6 analyses for testing full space of combinatorial space of the first layer to find the minimum distortion, i.e., from sequence (a, -b, -c) at the end of the first layer. Thereafter, it initializes the stress state of this minimum as the starting state for the analysis of the second layer and uses a DOE matrix with 14 analyses chosen from a total of 48 combinations to construct a surrogate model that approximates the distortion over the space of all combinations. The sequence with the minimum distortion, (c, b, a) for the second layer, is tested to check the accuracy of the surrogate model. A full factorial DOE matrix that maps all 48 combinations to state space is tested to check the accuracy of the surrogate model over all points in the combinatorial space. Each single analysis takes 15 hours on a single core of a 3.3 Ghz Intel quad-core proces- sor for the first layer to be completed and the single run of the first DOE matrix finished in 30 hours using 4 cores on the quadcore machine. For the second layer, each single analysis takes 20 hours and the single run of the DOE matrix finished in 80 hours on the same machine using 4 cores. Fig. 4 illustrates the displacement field at the end of the second layer; (a) when the best sequence (c, b, a) is used (b) the worst sequence (-a, -b, -c) is used. These follow the first layer best sequence of (a, -b, -c). Fig. 5 and 6 are the results of the axial and hoop residual stressfor the best sequence (c, b, a) and the worst sequence (-a, -b, -c) at the end of the second layer. The black color in the figures comes from a 3D perspective cut with camera view in front and should not be confused with any other color contours.
A CONTINUOUS CWM OPTIMIZATION PROBLEM
A CWM optimization problem is solved to minimize the weld distortion and residual stress in a 152 x 1220 x 12.5 mm edge-welded bar of Aluminum 5052-H32 by two different mitigation techniques. The goal of the CWM optimization problem is to find the point in the space of parameters of each of these techniques such that the final distortion is as low as possible (minimized). The full computational model that includes transient thermal and stress analysis is analyzed with VrWeld software [5] . CWM validation of the software for this application is presented in [11] by comparison with experimental data taken from [12] .
The mesh employed is shown in Fig. 7 with weld on the top edge where the mesh is finer, and weld starts from the top left corner to the right top corner. It has 6600 8-node brick elements and 9680 nodes. The gas metal-arc-welding process was employed to weld the specimen. The welding parameters were current 260 amperes, voltage 23 volts, travel speed 7.34 mm/s, filler metal 
FIGURE 4. DISPLACEMENT FIELD AT THE END OF THE SEC-OND LAYER; (A) WHEN THE BEST SEQUENCE (C, B, A) IS USED (B) THE WORST SEQUENCE (-A, -B, -C) IS USED. THESE FOL-LOW THE FIRST LAYER BEST SEQUENCE OF (A, -B, -C).
Al-4043 with 1.6 mm wire diameter, wire feed speed 170 mm/s and the shielding gas was Argon. The specimen was allowed to cool to ambient temperature in 3600 seconds after welding was completed.
The stress analysis of the unrestrained bar shows a significant camber, i.e., Y-deflection, as illustrated in Fig. 8 . The objective is to mitigate this deflection in order to get as straight bar as possible at the end of the welding process. Since the main deflection occurs in Y-direction, the scalar objective function required for the CWM optimization is defined as the L ∞ norm of the final Y displacement along the bottom of the bar at the end of the process, i.e., the absolute value of the maximum camber. Two mitigation techniques; side heater and prebending, are analyzed as discussed below. The machine was 3.3 Ghz Intel quad-core. 
Side Heater Mitigation
A side heater can introduce a significant tension around the weld to mitigate the distortion. The source of the side heater is characterized by a double ellipsoid model [6] moving parallel to the weld path. The design parameters are η, R, X & Y, power, radius of side heater, longitudinal and transverse shift of the side heater from welding arc respectively. The side heater could add plastic strain to the bar if the power density is too high. Therefore this CWM optimization problem is constrained to be in a feasible region shown as gray area in Fig. 9 . The feasible region was determined by running thermal-stress analyses of the side heater with no weld for variations in the side heater's power and radius.
In order to find the optimum values of the design parameters, two algorithms are used: a) regular direct-search algorithm b) least-square direct search algorithm. The details of this CWM optimization problem including a comparison between the methods are presented in [10] . This paper focuses on the use of a DOE matrix in the algorithms described below. The user time to setup a single base or reference project is a few hours and this base project is used to implement multiple projects of a given DOE matrix in a single run with no setup time for the user.
Regular Direct Search
The algorithm starts with the L 9 Taguchi matrix [13] and continues with a full-factorial DOE matrix of (X, Y) over a set of 4 nodes in the feasible region for η and R. Thereafter, the algorithm starts an iterative process to generate and solve a new DOE matrix in each iteration to search for the design parameters that minimize distortion. Details of the algorithm are given in [10] . In terms of CPU time, each single analysis takes 48 minutes. The L 9 Taguchi DOE matrix has 9 analyses running on 3 cores with total of 2 hours and 24 minutes. The η-&-R DOE matrix has 34 analyses running on 4 cores with total of 7 hours and 12 minutes. Table 1 summarizes the number of cores, number of analyses and computation time used in each iteration for the regular direct-search DOE matrices.
Least-Square Direct Search Similar to the regular direct-search, the start point is the L 9 Taguchi matrix and a fullfactorial DOE matrix of (X, Y) over a set of 4 nodes in the feasible region for η and R. The difference is in the iterative process to generate and use DOE matrices needed to reach the minimum distortion (Details are given in [10] ). Table 2 summarizes the number of cores, number of analyses and computation time, used in each iteration for the Least-square direct-search DOE matrix. Fig. 10 shows the pathes taken on the objective-function surface by the regular and least-square algorithm to reach the minimum. DOE matrix in each iteration results in a new point toward the optimal solution. Next DOE matrix learns from the previous one and find a closer point to the optimum. The user time was to design an effective DOE matrices to find the optimal solution. The iterations create DOE matrices with different sizes and values for the parameters. This CWM optimization problem analyzed total of 90 analyses and manual implementation of such DOE matrices requires weeks of time for the CWM optimization to be finished. Automated implementation saves requires a one single setup for a base project and little time to setup each DOE matrices. The total user time in automated implementation is in the range of hours. The automation saves time by preventing human mistakes that are very likely in such 90 manual setups. A CPU manager also helps for an efficient machine-core utilizing.
Pre-bending Mitigation
Pre-bending generates a bending-profile of stress in the bar and puts the weld under a tension. Therefore this technique can reduce the distortion. In [10] , this technique is employed by applying the pre-bending value a) in the middle of the bar as a nodal displacement, b) as a parabolic displacement along the bottom edge of the bar. The pre-bending value is highly correlated with the delay time that the pre-bending release after the weld is finished. Therefore, the design parameters of this CWM optimization problem are the pre-bending value and the delay time for the pre-bending release. Details are given in [10] . The DOE matrix implementation is summarized below for each method of applying the pre-bending value. Because the base project has been prepared for the side heater mitigation techniques, The base project is available for use and the user reads this project from an archive and starts implementing the DOE matrices.Because the base project has been prepared for the side heater mitigation techniques, The base project is available for use and the user reads this project from an archive and starts implementing the DOE matrices. This is noticeable for industrial application that one setup can be used for CWM optimization over life time of the design.
Nodal pre-bending The design parameters; nodal prebending value and delay time, have a quite large range of possible variation and therefore the design space is discretized by picking 5 nodal pre-bending values and 9 delay times resulting in 45 points in the discrete design space. A full factorial DOE matrix that maps all of the 45 points, was used to give a fullycovered map of the design parameters. Using 4 cores, the DOE matrix finished in 9.6 hours and the minimum displacement of about zero was computed with no need to iteration to shift or refine the discretization of the design space.
Parabolic pre-bending The DOE matrix is similar to the nodal pre-bending test using a meshed space of design parameters with 5 parabolic pre-bending values and 9 delay times. The upper and lower bounds are different for the parabolic prebending test and therefore the 5 parabolic pre-bending values are different from the 5 nodal pre-bending ones. Employing 4 cores and having a DOE matrix with the 44 points (divisible by 4) saves CPU time. From the behavior observed in the nodal pre-bending test, one node with a low probability of minimum is deleted and a DOE matrix of size 44 is used. This DOE matrix finished in 8.8 hours and the zero minimum was found accurately with no need to iteration to shift or refine the mesh of the design parameter space.
CWM RESULTS AND COMPARISON
The deflection and residual stress are interesting for designer of welded structures. Fig. 11 compares the final deflection for the different mitigation techniques discussed. This plot shows the final displacement a) for the original weld with no mitigation, b) the case that side heater is only applied with no weld, c) both weld and side heater are applied, d) parabolic prebending, and e) nodal prebending. The parabolic prebending gives the lowest maximum displacement among them. For prebending with prescribed deflections applied at the mid-point of the lower edge, the reaction forces or Lagrange multipliers are concentrated loads that generate local plastic deformation. Prebending with a side heater is slightly less effective. However, all of the mitagation methods significantly reduce the distortion. Fig. 12 compares the longitudinal residual stress in the bar for the different mitigation techniques after welding is complete. Residual stress is plotted for a line normal to the weld from the top edge to the bottom edge of the bar at the mid-length of the bar. Units are Pa and m for stress and distance respectively. For prebending with prescribed deflections applied at the mid-point of the lower edge, the reaction forces or Lagrange multipliers generate plastic strain and a very high residual stress at the bottom edge of the bar. For this case, the longitudinal residual stress in the weld has the highest compressive stress of the mitigation methods. The weld with side heater generates the lowest residual stress in this cross-section.
It would be a simple matter to solve a DOE matrix to minimize longitudinal residual stress after welding was complete and 
SUMMARY AND CONLCUSION
In a discontinuous combinatorial CWM optimization problem, two DOE matrix strategies were solved to find the best sequence of weld sub-passes to minimize the distortion in a pipe girth weld including two layers of weld with 3 sub-passes after each layer was complete and the pipe cooled to room temperature. The total analysis solved 68 CWM analyses in 350 hours.
In a continuous parameter CWM optimization problem, three DOE matrix strategies were solved to minimize distortion in an edge welded bar after the weld was complete and the bar cooled to room temperature. The three DOE matrix strategies required solving 179 different CWM analyses and required 41 hours of CPU time, i.e., the CPU time is time for one analysis times the number of analyses divided by the number of cores utilized. The machine was a quad-core 3.3 Ghz Intel.
The human time to set up an CWM optimization problem is mostly the time to set up the analysis of the first base or reference design and the user-decision-time to design the DOE matrix. Once a design is created, most of the human time is spent in designing the DOE matrices. In some cases, a DOE matrix can be reused for different projects. For example, the DOE matrix needed to do the combinatorial CWM optimization to find the sequence of sub-passes of a weld pass divided into N subpasses. An expert in CWM setup can create a base CWM design and ship it to the design team. They can implement the DOE matrix to do designer-driven CWM optimization that could require hundreds of analyses. The design team does not need to know how to setup the CWM base project. The design team can focuses on design space exploration. This is similar to solving a math problem using Mathematica that enables the user to focuses on the problem independent of the mathematical complexity hidden behind the Mathematica commands. In many cases, a base project could be reused for different DOE matrices. For example, CWM optimization can be implemented for different mitigation techniques to find the best optimum among the techniques. The side-heater and prebending projects discussed in this paper for an edge welded bar is one of such cases.
It is also possible to use ideas from computer learning to generate a lower dimensional function space, such as surrogate models [10] , to reduce the CPU time to analyze a DOE matrix. This is expected to be more important in larger projects where many analyses have to be done.
Although the structures analyzed in this paper are relatively simple, a simple edge-welded bar and a girth weld of a pipe, this methodology is directly applicable to any welded structure. CPU time per analysis would increase for larger more complex structures but human time to set up the DOE matrix would change little. In the authors' opinion, the results presented have demonstrated that CWM analysis using a DOE matrix in CWM is now practical for optimizing many decisions in the design of welded structures.
