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Abstract
The construction of state trajectory of the cell is not a simple task. It must be decided what are the state variables. Since we
work with coloured images, it sounds logical to start with the trajectory in RGB colour space. Each axis is then processed via
several Rényi entropies. The value of Rényi coefficient spread or collapsed the trajectory along the axis of the state space. Each
combination of Rényi coefficients gives us one subtraction of the whole trajectory. The major issue is how to choose the proper
combination. However, all subtractions are correct. The single cell trajectory should be divided into several clusters, once the
trajectory is constructed. Each cluster of the trajectory represents an event or subset of the states of the cell. Size and position of
clusters depends on the trajectory and on number of clusters. We proposed eight clusters now as a first estimation, satisfied by
the results: Clusters are well separated; images in transitions between clusters show some changes. Changes are also observable
in images at the borders of the clusters. If we compare content of the clusters in different trajectories some images stay in the
same cluster but some images may change the cluster. This is caused by the method of acquisition of the trajectory. The different
coefficient in the Rényi equation highlights different part of the image so the trajectory can be little bit different as well as size,
position and content of clusters.
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1. Introduction
Cells are living unrepeatable objects. If we want to know how they are living and evolving in time we cannot do
it through invasive techniques, which modify or kill the cell. In non-invasive techniques, the content of the data is
given and we have to maximize information gain. A general image, acquired by any generic microscopic techniques,
is subjected to transformation which evaluates the information contribution of each point in the image.
2. Methods
As the very first approximation we can take Belousov-Zhabotinsky reaction (BZ reaction) which was designed as
model for citric acid cycle. We run this reaction and take colour photos. The first try of construction state trajectory of
this reaction was plotting red vs. green vs. blue channel gained from photos. This 3D plot shows that individual attractors
may be discriminated and that many state trajectories may be constructed but this needs some image processing method.
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[ig. 1. (a) Belousov-Zhabotinsky reaction state trajectory in RGB space where X axis is red channel with = 0.7, Y axis is green channel with
= 1.3 and Z blue channel with = 4. (b) State trajectory in RGB space clustered into 8 regions. The big green region corresponds to images where
he blue colour is dominating.
e decided to use method developed on our institute which is called information entropy [1]. It is based on Rényi
ntropy.
Hα(X) = 11 − α log
(
n∑
i=1
pαi
)
Where  is called Rényi entropy coefficient [2]. The colour channels and different Rényi entropy coefficients may
e combined to best discriminate individual states. Next step was to divide the trajectory into some regions with
ommon properties. The analysis was based on hierarchical clustering method in MATLAB®. This method clusters
oints together by computing distance each point (Fig. 1).
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