Interpolated multiple zeta values can be regarded as interpolation polynomials of multiple zeta values and multiple zeta-star values. In this paper, we give some algebraic relations of interpolated multiple zeta values, such as the symmetric sum formula, the shuffle regularized sum formula, a weighted sum formula and some evaluation formulas with even arguments. All the algebraic relations provided in this paper are deduced from the extended double shuffle relations.
Introduction
To study the multiple zeta values and the multiple zeta-star values simultaneously, S. Yamamoto introduced an interpolation polynomial of these two types of values in [20] . We call a finite sequence of positive integers an index. An index k = (k 1 , k 2 , . . . , k n ) is admissible if k 1 2. For an admissible index k = (k 1 , k 2 , . . . , k n ) and for a variable t, the interpolated multiple zeta value (t-MZV) ζ t (k) is defined as ζ t (k) = ζ t (k 1 , . . . , k n ) = p=(k 1 ✷k 2 ✷···✷kn) ✷="," or "+"
Here for any index k = (k 1 , k 2 , . . . , k n ), the depth of k is defined by dep(k) = n, and if k is admissible, then the multiple zeta value (MZV) ζ(k) is defined by ζ(k) = ζ(k 1 , . . . , k n ) = where k and n are positive integers with k > n. We list some other known relations of t-MZVs
• the cyclic sum formula proved by S. Yamamoto in [20] ;
• Kawashima's relations obtained by T. Tanaka and N. Wakabayashi in [18] ;
• the extended double shuffle relations and Hoffman's relation established by N. Wakabayashi in [19] and by C. Qin and the author in [12] independently.
In this paper, we focus on the algebraic aspects of t-MZVs, especially the algebraic relations which are deduced from the extended double shuffle relations. For this purpose, we first recall the algebraic setting of the extended double shuffle relations in Section 2. Different from [12] and [19] , we deal with a more general situation and obtain some equivalent statements. In fact, we find that each equivalent statement of the extended double shuffle relations proposed in [14] either in terms of MZVs or in terms of MZSVs has a t-MZVs version. Then we give some algebraic relations of t-MZVs in Section 3. We provide some new relations of t-MZVs, such as the symmetric sum formula, the shuffle regularized sum formula and a weighted sum formula which generalizes the weighted sum formula of L. Guo and B. Xie given in [1] . Finally, in Section 4 we give some evaluation formulas of t-MZVs, including the formula of ζ t (2k, . . . , 2k) and a restricted sum formula which evaluates the sum k 1 +···+kn=k k i 1 ζ t (2mk 1 , . . . , 2mk n ).
Extended double shuffle relations
In this section, we recall the algebraic setting of the extended double shuffle relations of t-MZVs from [12, 19] . While different from [12, 19] , we find that the extended double shuffle relations of t-MZVs are in fact equivalent to the extended double shuffle relations of MZVs. Therefore as in [14] , we obtain some equivalent statements systematically and deal with a more general situation. Let K be a field of characteristic zero and R be a commutative K-algebra with unitary.
Algebraic setup
The algebraic setup of t-MZVs was first established in [18, 20] . In the case of t = 0, one obtains the classical algebraic setup of MZVs as in [3, 5] , and in the case of t = 1, one gets the algebraic setup of MZSVs as in [16] .
Let A = {x, y} be an alphabet which contains two noncommutative letters, and let A * be the set of all words generated by A. We denote by 1 the empty word. For a word w ∈ A * and a letter a ∈ A, let us denote by d a (w) the number of a's contained in w, and set |w| = d x (w) + d y (w). Let h t = K[t] A be the noncommutative polynomial algebra over K[t] generated by A. There are two subalgebras of h t
The t-shuffle product t X on h t is K[t]-bilinear, and satisfies the rules (S1) 1 Then one can prove that the t-shuffle product t X is commutative and associative. Under this new product, h t becomes a commutative and associative algebra, h For any k ∈ N, where N is the set of positive integers, set z k = x k−1 y. The t-harmonic shuffle (stuffle) product on h 
We also denote 0 X by X , which is the usual shuffle product. And one can extend X to the whole space h t , such that X is K[t]-bilinear. Similarly, * = 0 * is the usual harmonic shuffle product, and this product can be extended to h 1 t by K[t]-bilinearities. Under the algebraic setup, the most important fact is that one can associate the general case with the special case of t = 0. Let σ t be an automorphism of the noncommutative algebra h t determined by σ t (x) = x, σ t (y) = tx + y.
Note that S t is invertible, and S
In the absence of confusion, both S t | h 1 t and S t | h 0 t are simply denoted by S t . Then for any w 1 , w 2 ∈ h t , we have
And for any w 1 , w 2 ∈ h 1 t , we have
For the later use, we prepare a lemma below. Lemma 2.1. For variables s and t, we have
we get σ s • σ t = σ s+t . Then for any a ∈ A and w ∈ A * , we have
which induces that S s • S t = S s+t .
Extended double shuffle relations
Let Z R : h 0 → R be a K-linear map, which can be extended to a
-linear. Now for any admissible index k = (k 1 , . . . , k n ), we define the MZV and the t-MZV associated with Z R respectively by
As in [7, 14] , if the K-linear map Z R : h 0 → R satisfies the conditions
we call the map Z R satisfying the (finite) double shuffle relations. It is easy to show that Proposition 2.2. For any K-linear map Z R : h 0 → R, Z R satisfies the double shuffle relations if and only if
Below, if Z R : h 0 → R satisfies the double shuffle relations, we always assume that Z R (1) = 1. Hence if k is the empty index, we have ζ R (k) = ζ t R (k) = 1. Now we recall the extended double shuffle relations. Under the shuffle product,
is a polynomial algebra. More precisely, for any w ∈ h 1 , there exist w i ∈ h 0 such that
Hence there is a map reg X :
is an algebra homomorphism and is called the shuffle regularization. Similarly, since (h 1 , * ) = (h 0 , * )[y], one can define the harmonic shuffle regularization map reg * : (h 1 , * ) → (h 0 , * ), which is also an algebra homomorphism. Let Z R : h 0 → R be a K-linear map which satisfies the double shuffle relations. Then there exist unique algebra homomorphisms
which are determined by
where T is a variable. Then the following items are equivalent which is proved in [7] :
We call a K-linear map Z R : h 0 → R satisfying the extended double shuffle relations if it satisfies the double shuffle relations and the above equivalent properties. Here
with u a variable and
The map ∂ n is the derivation on h determined by
The map σ m : h 1 → h 1 is a K-linear map defined by σ m (1) = 1 and
Finally, σ m = τ • σ m • τ , where τ is the antiautomorphism of the noncommutative algebra h determined by τ (x) = y, τ (y) = x, and Z 0 is the set of nonnegative integers. We also recall that a K-linear map D : h → h is a derivation if it satisfies
Using the map S t , every equivalent properties above can be stated in terms of tMZVs. As shown in [12, 19] , as t-shuffle algebras, we have h 
where reg X and reg * are extended to K[t]-linear maps from h
. Furthermore, for a K-linear map Z R : h 0 → R which satisfies the double shuffle relations, there exist unique algebra homomorphisms Z t, 
For any n ∈ N, the derivation ∂ n on h can be extended to a K[t]-linear map on h t . Let us define ∂ t n = S −t • ∂ n • S t , then as in [14] , we can show that ∂ t n is a left S t -derivation on h t and satisfies
-linear, which satisfies S t (1) = 1 and
We recall from [14] , for
Finally, for any m ∈ Z 0 , we extend σ m and σ m to be K[t]-linear maps on h 1 t , and define σ
Then after extending ρ R to be a R[t]-module endomorphism on R[t, T ], as in [14] , we can prove the following theorem. (0) Z R satisfies the extended double shuffle relations;
then the map Z satisfies the extended double shuffle relations by [7] . Obviously,
Hence Proposition 2.2 and Theorem 2.3 express the extended double shuffle relations in terms of t-MZVs. In other words, we get the extended double shuffle relations of t-MZVs obtained in [12, 19] and give more equivalent statements.
Some algebraic relations
In this section, we give some algebraic relations of t-MZVs, which are deduced from the extended double shuffle relations. We first work out the wanted identity in h t , then we can obtain the corresponding algebraic relations of t-MZVs after applying the map Z or Z t and the extended double shuffle relations. For simplicity, we assume that K = Q, R = R and Z R = Z from now on.
Symmetric sum formula
The symmetric sum formulas of MZVs and of MZSVs were first established by M. E. Hoffman in [2, Theorem2.1 and Theorem 2.2]. Here we generalize them to t-MZVs. First we introduce some notations. For any m ∈ N, set
Hence the degree of c m (t) is m − 1 with the leading coefficient m!. For example, we have
It is easy to see that
and if m 2, it holds
For any n ∈ N, denote by P n the set of all partitions of the set {1, 2, . . . , n}. For a partition Π = {P 1 , . . . , P i } ∈ P n with l j = #P j , define
For example, if Π = {{1, 2}, {3, 4}, {5}} ∈ P 5 , we have
Let S n be the symmetric group of degree n. Now we have the following identity in h 1 t , which is a generalization of [13, Lemma 5.1] because for any Π = {P 1 , . . . , P i } ∈ P n with l j = #P j , we have
where
Proof. We proceed by induction on n, which is similar as the proof of [13, Lemma 5.1].
The case of n = 1 is trivial, and the case of n = 2 follows from the fact
we obtain
, where
Here for Π = {P 1 , . . . , P r } ∈ P n+1 with P r = {n + 1}, we havẽ
where Π ′ = {P 1 , . . . , P r−1 } ∈ P n . And for Π = {P 1 , . . . , P r } ∈ P n+1 with P r = {j < n + 1}, we havec
. . , P r−1 , {j}} ∈ P n . Finally, for Π = {P 1 , . . . , P r } ∈ P n+1 , with n + 1 ∈ P r and #P r = m + 1 3, set l j = #P j with j = 1, . . . , r − 1. Then we get
Using (3.1), we findc
Hence we have shown that for any Π ∈ P n+1 , it holdsc Π (t) = c Π (t). At last, we get
which completes the proof. Applying the map Z t to (3.2) under the condition that all k i 2, we obtain the following symmetric sum formula of t-MZVs.
Hoffman's relation
Hoffman's relation of t-MZVs was introduced in [12, 19] . Here we recall a proof of Hoffman's relation. In fact, for
Therefore from [12, 19] , we get
where δ ij is Kronecker's delta symbol defined by
Hence if k 1 2, we have
which was called Hoffman's relation in [12, 19] .
Sum formula
The sum formula of t-MZVs was given by S. Yamamoto in [20] by using the sum formula of MZVs. Two different proofs of the sum formula were given in [12] , one proof is analytical and the other one is algebraic. We give an algebraic proof here. Let k, n ∈ N with the condition k > n. Then
By [14, Lemma 3.2], we have
which induces that
As σ −t is an automorphism of the algebra (h t , X ), we get
Hence we have
Then as in [12, Appendix A] or as in [14] , we get
which is the sum formula of t-MZVs and is equivalent to (1.1).
Shuffle regularized sum formula
In [9, Theorem 1.2], M. Kaneko and M. Sakata proved that for any k, n ∈ N, it holds 
The following lemma can be regarded as a t-shuffle generalization of (3.4).
Lemma 3.3. For any k, n ∈ N, we have
Proof. The left-hand side of (3.5) is
As σ t is an automorphism of the algebra (h t , X ), the left-hand side of (3.5) becomes
Hence the left-hand side of (3.5) equals
which is just the right-hand side of (3.5). From Lemma 3.3, we get the shuffle regularized sum formula of t-MZVs, which generalizes (3.3).
Theorem 3.4 (Shuffle regularized sum formula). For any k, n ∈ N, we have
A formula for height one t-MZVs
For an index k = (k 1 , . . . , k n ), we define its height by ht(k) = #{j | 1 j n, k j 2}, which was first introduced by Y. Ohno and D. Zagier in [17] . For example, an admissible index k is of height one if and only if k has the form
M. Kaneko and M. Sakata gave a formula for height one MZVs in [9, Theorem 1.1]. They showed that for any k, l ∈ N, it holds
where for k = (k 1 , . . . , k j ) and l = (l 1 , . . . , l j ), k + l = (k 1 + l 1 , . . . , k j + l j ). We remark that the above formula is also a consequence of the identity
where u and v are variables commuting with each other as well as x and y, and ∆ v is defined in [7] by
Here (3.7) is essential the last equation of [8] . And to get (3.6) from (3.
and the derivation relations of MZVs introduced by K. Ihara, M. Kaneko and D. Zagier in [7] . We would like to generalize (3.7) to t-MZVs. Define
Note that for any w ∈ h 0 t , we have 8) which is from the extended double shuffle relations of t-MZVs. Now a generalization of (3.7) is displayed in the following lemma.
Proof. The left-hand side of (3.9) is
we get
which implies that the left-hand side of (3.9) is
Direct calculation shows that
which implies that the left-hand side of (3.9) becomes
Now it is easy to finish the proof. From Lemma 3.5, we get some formulas for the height one t-MZVs which generalize (3.6). Theorem 3.6. For any k, l ∈ N, we have
or equivalently
In particular, we have
(3.12)
Proof. Since
then by (3.8), we have
which implies (3.10). We get (3.11) from (3.10) by using the fact Z t = Z • S t , and get (3.12) from (3.10) by setting t = 1.
As in [9] , (3.10) is nothing but the sum formula of double t-MZVs in the case of l = 2.
A weighted sum formula
In [1] , L. Guo and B. Xie provided a weighted sum formula of MZVs. And in [14] , C. Qin and the author simplified the proof of this weighted sum formula and gave its MZSVs version. In this subsection, we shall generalize the weighted sum formulas to t-MZVs. The method used here is similar as that in [1, 14] .
To save spaces, we use the following notation. If k ∈ I k,n , we always mean that k = (k 1 , . . . , k n ) unless stated otherwise, and set z k = z k 1 · · · z kn . Lemma 3.7. For any integers k, n with k > n 2, we have
where I 0 k,n−2 = ∅ for n = 2, and for n > 2 and k ∈ I 0 k,n−2 ,
Proof. The proof is similar as that in [14, Lemmas 3.3, 3.4] . By the definition of the product t * , we have
Therefore we find the left-hand side of (3.13) is
Now it is easy to finish the proof.
To deal with the product t X , we first need a formula similar as (3.14). The formula is a generalization of that for shuffle product of MZVs appearing in the proof of [ Lemma 3.8. For any n, l, k 1 , . . . , k n−1 ∈ N with n 2, we have
Proof. We use the combinatorial description of the shuffle product to prove this formula. For more applications of the combinatorial description of the shuffle product, one may refer to [11] . To compute the t-shuffle product, we consider the y's first. Denote the letter y in z l by Y . Then the shuffle product z l X z k 1 · · · z k n−1 is a linear combination of the following words:
where α 1 , . . . , α n ∈ N and satisfy the condition α 1 + · · · + α n = l + k 1 + · · · + k n−1 . Now we consider the x's. For a word in the case of (i), the sources of x's in x Hence we have α j = k j−1 for j = i + 2, . . . , n, and the coefficient of this word is
Different from the shuffle product, the t-shuffle product will have a new word coming from a word in the case of (i) by replacing Y by −tx with the same coefficient. Hence we get the first term of the right-hand side of (3.15) . Similarly, one get the second term of the right-hand side of (3.15) after considering the words in the case of (ii).
As in [1] , for an index k = (k 1 , k 2 , . . . , k n ), set
We also set
where if n = 1, C(k 2 , . . . , k n ) is treated as 1. From (3.15), we get the t-shuffle version of (3.13).
Lemma 3.9. For any integers k, n with k > n 2, we have
where k = (k 1 , . . . , k l−1 ) for any index k = (k 1 , . . . , k l ) with l 2, and C( k) = k for k = (k).
Proof. The proof is similar as that in the special case of t = 1, which can be found in the proof of [14, Lemma 3.4] .
Using (3.13) and (3.16), we immediately get the following result.
Corollary 3.10. For any integers k, n with k > n 2, we have
Using the extended double shuffle relations and the sum formula (1.1), we finally get a weighted sum formula of t-MZVs. Theorem 3.11 (Weighted sum formula). For any integers k, n with k > n 2, we have
0 k,n−2 = ∅ for n = 2, and
for n > 2 and k ∈ I 0 k,n−2 . Taking t = 0 in (3.18), we get the weighted sum formula of MZVs which was first proved by L. Guo and B. Xie in [1] . And taking t = 1 in (3.18), we get the weighted sum formula of MZSVs in [14] . Setting n = 2 in (3.18) and using the sum formula for double t-MZVs, we get
Some evaluation formulas
In this section, we give some evaluation formulas of t-MZVs at even arguments, which are deduced from the extended double shuffle relations. As above, let u and v be variables commuting with each other as well as x and y.
Evaluation formulas of
For example, we have d 1 (t) = 1 and d 2 (t) = 2t − 1. By (3.1), for m 2, it holds Proof. We prove (4.2) by induction on n. The case of n = 1 is trivial. If n = 2, the left-hand side of (4.2) is
Thus (4.2) holds for n = 2. Now assume that n 3. Then the left-hand side of (4.2) is
Using the inductive assumption, the above turns to
Finally, we finish the proof by (4.1).
Then as a t-version of [7, Corollary 2], we get the following result.
Corollary 4.2. For any k ∈ N, we have
In particular, if k 2, we have
Proof. Multiplying u n to both-sides of (4.3), and then summing for n from 1 to ∞, we get
Since F (0) = 1, we obtain (4.4). In particular, since d n (0) = (−1) n−1 , from (4.5) we get [7, Corollary] 1 +
And since d n (1) = 1, we obtain
More generally, let z be the Q[t]-submodule of h 1 t generated by {z k | k 1}. Define a circle product on z by Q[t]-bilinearity and the rule
Then as (4.2), we find that for any z ∈ z and any n ∈ N, it holds
which is a generalization of (4.3). Hence as (4.4), one gets
which generalizes [7, Corollary 1] and [6, Proposition 3] . Using (4.5), we can evaluate ζ t ({2k} n ). For that purpose, we introduce a lemma. Let {B n } ∞ n=0 be the Bernoulli numbers defined by
which was proved in [10, Lemma 4.3] . Hence the right-hand side of (4.6) becomes
we get the result. Furthermore, we need the evaluation formulas (see [14, Eq. (3.26) and Eq. (3.27)])
Then an evaluation formula for ζ t ({2k} n ) is given in the following theorem.
Theorem 4.4. For any k ∈ N and any n ∈ Z 0 , we have
10)
Proof. Using Euler's formula
which can be deduced from the extended double shuffle relations by [14] , we have
Applying (4.6), we find
where u 1 = (t − 1) 1 2k uλ and u 2 = t 1 2k uλ. Hence we get
Using [14, Proposition 3.17], we have
Then (4.9) follows from (4.5) and (4.11). At last, one can get (4.10) from (4.7), (4.8) and (4.9). Setting t = 0 and t = 1 in (4.10), we get [14, Theorem 3.15] . Let k = 1 and k = 2 in (4.10), we get
we find
Some formulas of
We shall supply another method to prove (4.9). In fact, we can show the corresponding identity in the algebra h 1 t .
Proposition 4.5. For any k ∈ N, we have 12) or equivalently
In particular, if k 2, it holds
To prove (4.13), we need the following lemma, which generalizes [15, Eq. (4)].
Lemma 4.6. For any n, k 1 , . . . , k n ∈ N, we have
(4.14)
In particular, for any k, n ∈ N, we have
Proof. We prove (4.14) by induction on. The case of n = 1 is trivial. Now assume that n 2. Since
using the inductive hypothesis, we get
which finishes the proof. Now we return to prove Proposition 4.5. Proof of Proposition 4.5. We prove (4.13) by induction on n. The case of n = 1 is trivial. Now assume that n 2. The right-hand side of (4.13) is
Using (4.15) with t = 1, we find the right-hand side of (4.13) becomes
which is t n S(z n k ) + T 1 + T 2 + T 3 , where
respectively. By (4.15) with t = 1, we have
Then using the inductive hypothesis, we get
Changing the order of the summation, we have
While by the inductive hypothesis, we get
Similarly, we have
Hence the right-hand side of (4.13) becomes
which is S t (z n k ) by (4.15). In [6, Corollary 1], it was proved that for any k ∈ N, it holds
We have some generalizations of (4.16).
Corollary 4.7. For any k ∈ N, we have
and
Proof. Using (4.12), we get
which together with (4.12) and (4.16) implies (4.17). Applying S −t to (4.17) and using Lemma 2.1, we get (4.18). Another possible generalization of (4.16) is the following proposition.
Proposition 4.8. For any k ∈ N, we have
Proof. Denote the left-hand side of (4.19) by A(u), then we get
For example, we have A 0 = 1, A 1 = 0 and A 2 = (t − 1)z 2k . Assume that n 2. Then using (4.15), we get
respectively. Obviously, one has
Hence by (4.15), we get
Therefore we obtain
Applying ∞ n=2 u n to both sides of the above equality, we get
which implies the desired result. Setting t = 1 in (4.19), we get (4.16). Setting t = 0 in (4.19), we find
which is equivalent to
if n = 2m is even.
The above equality for odd integer n is trivial, while for even integer n might be interesting. In particular, for any integers k, n with k 2 and n 0, we have
Using (4.16) and (4.19), we get the following corollary immediately.
Corollary 4.9. Let k ∈ N. We have
In particular, for any n ∈ Z 0 , it holds 
Restricted sum formula
In this subsection, let a be a fixed positive integer. For any k, n ∈ N with k n, set
We are interested in S t (N k,n ). One can represent S t (N k,n ) by N k,i for i = 1, . . . , n, which generalizes [14, Eq. (3.41)].
Proposition 4.10. For any k, n ∈ N with k n, we have
Proof. We prove (4.22) by induction on n. The case of n = 1 is trivial. Now assume that k n > 1. Then by the definition of S t , we have Then using the evaluation formulas (4.7) and (4.8), we get the following restricted sum formula. We can rewrite (4.12) as S t (E(u)) = E((1 − t)u) * H(tu).
Hence we get F (u, v) = S 1 v (E(uv)).
Using Lemma 2.1, we have S t (F (u, v)) = S t+ 1 v (E(uv)).
Then applying (4.12) again, we obtain the following result. Hence the right-hand side of (4.26) is exactly the same as the right-hand side of (4.23).
