Most of the early input-queued switch research focused on establishing throughput optimality of the max-weight scheduling policy, with some recent research showing that max-weight scheduling is optimal with respect to total expected delay asymptotically in the heavy-tra c regime. However, the question of delay-optimal scheduling in input-queued switches remains open in general, as does the question of delay-optimal scheduling under more general objective functions. To gain fundamental insights into these very di cult problems, we consider a uid model of n × n input-queued switches with associated uid-ow costs, and we derive an optimal scheduling control policy to an in nite horizon discounted control problem with a general linear objective function of uid cost. Our optimal policy coincides with the cµ-rule in certain parameter domains. More generally, due to the input-queued switch constraints, the optimal policy takes the form of the solution to a ow maximization problem, a er we identify the Lagrangian multipliers of some key constraints through carefully designed algorithms. Computational experiments demonstrate and quantify the bene ts of our optimal scheduling policy over alternative policies within uid models of input-queued switches, including signi cant improvements over max-weight scheduling and its variants.
INTRODUCTION
Input-queued switch architectures are widely used in modern computer and communication networks. e optimal scheduling control of these high-speed, low-latency switch networks is critical for our understanding of fundamental design and performance issues related to internet routers, cloud computing data centers, and high-performance computing. A large and rich literature exists around optimal scheduling in these computer and communication Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. SIGMETRICS 2020, Boston, MA © 2016 ACM. 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 DOI: 10.1145/nnnnnnn.nnnnnnn systems. is includes the extensive study of input-queued switches as an important mathematical model for a general class of optimal scheduling control problems of broad interest.
Most of the previous research related to scheduling control in input-queued switches has focused on throughput optimality. In particular, the max-weight scheduling policy, rst introduced in [24] for wireless networks and subsequently in [16] speci cally for input-queued switches, is well-known to be throughput optimal. e question of delay-optimal scheduling control in such switch networks, however, is far less clear with much more limited results. is is due in large part because of the inherent diculty of establishing delay (or equivalently, via Li le's Law, queue length) optimality for these types of stochastic systems in general. Hence, previous research on optimal delay scheduling control in input-queued switches has focused on heavy-tra c and related asymptotic regimes; see, e.g., [1, 11, [19] [20] [21] .
Such previous research includes showing that the max-weight scheduling policy is asymptotically optimal in heavy tra c for an objective function of the summation of the squares of the queue lengths with the assumption of complete resource pooling [23] . Max-weight scheduling was then shown to be optimal in heavy tra c for an objective function of the summation of the queue lengths under the assumption that all the ports are saturated [15] .
is was subsequently extended to the case of incompletely saturated ports under the same objective function [14] and then to the case of general linear objective functions [12] . Nevertheless, beyond these and related recent results limited to the heavy-tra c regime, the question of delay-optimal scheduling control in inputqueued switches remains open in general, as does the question of delay-optimal scheduling under more general objective functions.
In this paper, we seek to gain fundamental insights on optimal delay-cost scheduling in these stochastic systems by studying a uid model of general n × n input-queued switches where each uid ow has an associated cost. e objective of the corresponding optimal control problem is to determine the scheduling policy that minimizes the discounted summation over an in nite horizon of general linear cost functions of the uid levels associated with each queue. Related research has been conducted in the queueing network literature; see, e.g., [2, 3, 7, 13] . In particular, similar problems have been studied within the context of uid models of multiclass queueing networks [2, 3] . ese previous studies take a classical optimal control approach based on exploiting Pontryagin's Maximum Principle [17] , which itself only provides necessary conditions for optimality, to identify optimal policies. However, while this framework enables with relative ease the derivation of optimal policies for uid models of basic queueing networks, the situation for input-queued switches is quite di erent and much more di cult. Speci cally, the highly constrained structure of the input-queued switch networks requires us to pay special a ention arXiv:1910.13657v1 [math.OC] 30 Oct 2019 to the feasibility of the optimal control problem. To that end, we implicitly move the capacity constraint into the objective and identify the appropriate Lagrangian multiplier through carefully designed search algorithms. en, at any uid level, the optimal scheduling policy is provided by a solution to a ow maximization problem. ese theoretical results re ect the high complexity nature of inputqueued switches, and are expected to be of interest more broadly than input-queued switch networks and more broadly than related classes of uid models of stochastic networks with constraints.
We observe important di erences in the decisions between our optimal scheduling control policy and the max-weight scheduling policy within the uid model of general n × n input-queued switches. To further investigate these important di erences, we conduct numerous computational experiments to gain fundamental insights on various important theoretical issues with respect to optimal scheduling control in input-queued switch networks. We nd that in the majority of our experiments, our optimal scheduling control policy shows at least 10% improvement compared to max-weight scheduling policy and sometimes more than 50%. Also, the improvement gets be er as the throughput increases. e remainder of this paper is organized as follows. Section 2 presents our mathematical models, for both stochastic processes of input-queued switch networks and their mean-eld limits, together with our formulation of the optimal scheduling control problems of interest. Section 3 then provides our analysis and results for optimal scheduling control and related theoretical properties, deferring our proofs until Section 4. e results of computational experiments are presented in Section 5, followed by concluding remarks.
MATHEMATICAL MODELS
In this section, we rst provide some technical preliminaries especially with respect to the notation used in the paper. We then present a stochastic process model of general n × n input-queued switches, including the dynamics of queue lengths in discrete time. Next, we introduce a sequence of such stochastic processes under an appropriate scaling and prove that every sample path of the sequence has a convergent subsequence to deterministic processes in continuous time, i.e., our uid models for general n×n input-queued switches; this includes a characterization of admissible scheduling control policies for the uid models. Lastly, we present a formulation of the optimal scheduling control problems with the objective of nding an admissible policy that minimizes the in nite-horizon discounted total linear cost of queue lengths in the uid models.
Technical Preliminaries
Let R, R + , R + , Z, Z + , and Z + respectively denote the sets of real numbers, non-negative real numbers, positive real numbers, integers, non-negative integers, and positive integers. For positive integer n ∈ Z + , we de ne [n] := {1, 2, . . . , n} to be the set of all positive integers less than or equal to n. e blackboard bold typefaces is used for general sets, e.g., I and J. When the set I is nite, we represent its cardinality by |I|; e.g., we have |[n]| = n for n ∈ Z + .
We use the bold font to represent vectors, matrices, and realvalued functions on a nite set. e function µ : I → R, de ned on the nite set I, can be considered as an |I|-dimensional vector µ = [µ(s) : s ∈ I], where µ(s) is the value of µ at s. We denote by R I the set of all real-valued functions on I. For nite sets I and J, R I×J is the set of all real-valued functions from I × J in which an element A can also be represented by the matrix A = [A(s, ρ) : s ∈ I, ρ ∈ J], where A(s, ρ) is the value of the function A at (s, ρ) ∈ I × J.
For A ∈ R I×J , η ∈ R J , and µ ∈ R I , we respectively de ne µA ∈ R J , Aq ∈ R I , and µAη ∈ R by
which is similar to matrix-vector multiplication. For w, µ ∈ R I , we also de ne w · µ ∈ R by w · µ := s ∈I w(s)µ(s), which is the same as the inner-product of two vectors. We denote the 1-norm of a vector by · 1 , namely for µ ∈ R I , µ 1 := s ∈I |µ(s)|. Finally, we use the sans serif font for random variables and use the bold sans serif font for random vectors, e.g., Q and Q, respectively.
Stochastic Models
e input-queued switch of interest consists of n input ports and n output ports. For each pair (i, j) ∈ J := [n] × [n], packets that needs to be transmi ed from the i-th input port to the j-th output port are stored in a queue indexed by (i, j). We illustrate below how the number of packets in a queue (queue length) evolves over time. Time is slo ed by nonnegative integers and the length of queue ρ ∈ J at the beginning of the t-th time slot is denoted by Q t (ρ).
External packets arrive at each queue according to an exogenous stochastic process. Let A t (ρ) ∈ Z + represent the number of arrivals to queue ρ ∈ J up until time t. Assume that {A t +1 (ρ) − A t (ρ) : t ∈ Z + , ρ ∈ I} are independent random variables and that, for
. We refer to the |J|-dimensional vector λ ∈ [0, 1] J as the arrival rate vector.
During each time slot, packets in the queues can be simultaneously transmi ed (or departed from the queues) subject to:
(1) At most one packet can be transmi ed from an input port;
(2) At most one packet can be transmi ed to an output port. us, we denote the departure of packets from the queues during a time slot by an n 2 -dimensional binary vector s = [s(i, j) : (i, j) ∈ J] such that s(i, j) = 1 if a packet in queue (i, j) departs from the queue, and s(i, j) = 0 otherwise. We refer to s as a basic schedule, and let I denote the set of all basic schedules:
Note that that the empty basic schedule s, such that s(i, j) = 0 for all (i, j) ∈ J, is indeed a member of I. For s ∈ I, let D t (s) denote the cumulative number of time slots devoted to basic schedule s in the time interval [0, t]. We therefore have
for every t ∈ Z + . From the description of arrivals and departures, we can see that Q t evolves according to the following dynamics
where Q 0 = [Q 0 (ρ) : ρ ∈ J] is the initial queue lengths and A ∈ {0, 1} I×J is the schedule-queue adjacency matrix such that A(s, ρ) = s(ρ) for s ∈ I and ρ ∈ J. We refer to a stochastic process
as a discrete-time stochastic model for input-queued switches with the (random) initial state Q 0 ∈ Z J + .
Fluid Models
is section introduces a deterministic process that represents our uid models for input-queued switches, describes the scaled processes of the original stochastic process, and relates them to these uid models. e basic set up and ideas can be found in the research literature on uid limit models, especially the papers of Dai [10] and Dai and Prabhakar [9] . e key concepts concern the tightness and the measures of stochastic processes, which leads to the convergence of the subsequences of the scaled processes.
We introduce a continuous-time deterministic process related to an input-queued switch through the following de nition.
De nition 2.1. An absolutely continuous deterministic process
Consider another deterministic process {µ t ∈ R + : t ∈ R + }, which is called an ( uid-level) admissible policy for the input-queued switch if and only if there exists a uid model (q t , δ t ) such that µ t = δ t for all t ∈ R + at which δ t exists.
Note that, since (q t , δ t ) is absolutely continuous, q t and δ t exist at almost every t ∈ R + . e following proposition introduces convenient alternative criteria for a uid-level admissible policy. P 2.2. Fix q ∈ R J + and λ ∈ [0, 1] J . Let {µ t ∈ R I + : t ∈ R + } be an integrable deterministic process and {q t ∈ R J : t ∈ R + } a process satisfying q t = λ − µ t A with initial state q 0 . en, the following statements are equivalent:
In this case, (q t , δ t := ∫ t 0 µ t dt ) is the uid model associated with the uid-level admissible policy µ t .
We next introduce a family of scaled processes, based on the original models indexed by positive integers, and demonstrate that converging subsequences will have uid models as their limits, which motivates our uid optimal control problems in Section 2.4.
Scaled
eueing Processes. Fix index r ∈ Z + and then let {(Q r t , A r t , D r t ) : t ∈ Z + } be a discrete-time stochastic model with initial state Q r as described in Section 2.2. We extend this discrete-time process to a continuous-time process by de ning
where t is the largest integer less than or equal to t.
R
. Processes Q r t (ρ), A r t (ρ), and D r t (s) are random functions and every sample path for (Q r t , A r t , D r t ) is continuous. We use the notation ω r to explicitly denote the dependency on the randomness in the r -th system and the notation ω = [ω r : r ∈ Z + ] to denote the overall randomness. For example,
For randomness ω, the scaled r -th system is de ned by
We assume that the initial state of the r -th system satis es
for some point q 0 ∈ R J + , where the convergence is understood to be convergence in distribution.
Tightness and Convergence.
For a xed sample path ω, from (2) and (5),
for any r > 0 and t ≥ t ≥ 0. is implies the tightness of the processD r t ; see, e.g., [4] . Meanwhile, from the functional strong law of large numbers (see, e.g., [6] ), we have
almost surely. We therefore have that, almost surely, for each sample path ω and any sequence {r k } such that lim k →∞ r k = ∞, there exists a subsequence {r k l } and absolutely continuous deterministic process (q t , δ t ), which is a uid model in De nition 2.1, such that
uniformly on all compact sets as l → ∞.
R . e conditions (FM1) to (FM4) are necessary conditions for all the uid limits, and they do not uniquely determine a uid limit, even under a xed admissible scheduling policy. Such a lack of uniqueness for the uid limits and its implications for queueing networks are discussed at length in [5] . For certain special cases, with extra conditions on the policies, uid limits can be shown to be unique; see, e.g., [22] for input-queued switches. Our interest, however, is in solving optimal control problems within the context of the uid models. With conditions such as (FM1) and (FM4), uid limit results are generally established for converging subsequences; similar results can be found in [10] for queueing networks.
Fluid Model Optimal Control Problems
We now formulate the optimal scheduling control problem of interest within the context of the uid models of input-queue switches. To this end, we de ne as follows the total discounted delay cost over the entire time horizon under a uid-level admissible policy
where q t is the deterministic function de ned in (FM1) with δ t := ∫ t 0 µ s ds and initial state q 0 , β is the discount factor, and c ∈ (R + ) J is the vector of cost coe cients. Speci cally, we seek to nd a uidlevel admissible scheduling policy with the following objective:
where U = {µ ∈ [0, 1] I : µ 1 = 1} and the initial state of q t is q 0 .
In the remainder of this section, we exploit results in optimal control theory and derive necessary and su cient conditions for the optimality of Problem (7) . As previously noted, the Pontryagin Maximum Principle [17] typically only provides necessary conditions for optimality, but these necessary conditions become su cient under certain conditions that we show to be the case for our optimal control problem. e Hamiltonian function H and Lagrangian function L corresponding to (7) are respectively de ned by
where q,p,η ∈ R J and µ ∈ R I . We also de ne
en, from Pontryagin's maximum principle [17] under appropriate conditions, we have the following su cient conditions for an optimal solution of the optimal control problem.
). Let q 0 be the initial condition of a uid model. Let {µ * t ∈ R I + : t ∈ R + } be a uid-level admissible policy, and let q * t = q 0 +λt + ∫ t 0 µ * t Adt be the associated queue length process. Assume there exist a process {p t ∈ R J : t ∈ R + } with piecewise continuous p t and a process {η t ∈ R J : t ∈ R + } such that the following conditions are satis ed:
(vi) (q) := q is quaiconcave in q and di erentiable in q at q * t .
en, {µ * t : t ∈ R + } is an optimal solution to problem (7) .
Observe, however, that by the de nition of H and H * , we obtain
which is linear in q. Further observe (q) = q are linear in q. erefore, conditions (v) and (vi) are satis ed regardless of the choice of q * t , µ * t ,p t , andη t . Hence, we need only check conditions (i)-(iv) to prove the optimality of {µ * t : t ∈ R + }. e following proposition provides an alternative set of su cient conditions for an optimal solution of the optimal control problem.
Adt be the associated queue length process. Assume there exists a continuous process {p t ∈ R J : t ∈ R + } with piecewise continuous p t and a process {η t ∈ R J + : t ∈ R + } such that the following conditions are satis ed:
en, {µ * t : t ∈ R + } is an optimal solution to the optimal control problem (7).
OPTIMAL CONTROL
In this section, we present and analyze algorithms that render the optimal uid-cost scheduling policy, i.e., the optimal solution to the control problem (7) of Section 2.4. We rst provide and recall some technical preliminaries, including additional notation. en we present a critical threshold result for a family of linear programs, followed by the optimal control algorithm that exploits a critical threshold at each state of the system.
Technical Preliminaries
We refer to the stochastic model in Section 2.2 as the pre-limit model and refer to uid model in Section 2.3 as the limit system. where c ∈ (R + ) J is the cost coe cient vector introduced in (7) .
While time in the pre-limit system is discrete with queue-length vector Q t ∈ Z J + at time t ∈ Z + , time in the limit system is continuous with the state space of ( uid) queue-length vectors q t given by R J + . From Proposition 2.2, we de ne a ( uid-level) schedule by a convex combination of basic schedules and represent it as an |I|-dimensional vector µ = [µ(s) ∈ [0, 1] : s ∈ I] with µ 1 = 1, where µ(s) is the coe cient of schedule s. Furthermore, schedule µ is admissible at state q ∈ R J + i µ ∈ U(q), as de ned in (4).
Critical resholds
We now introduce, for each state q ∈ R J + , a family of linear programming (LP) problems, indexed by non-negative real numbers, from which we construct an (admissible) schedule associated with the LP. ese schedules are instrumental to the development of the optimal control algorithms in Sec. 3.3. For a given state q and a real value τ ∈ R + , de ne sets I τ ⊂ I and J q ⊂ J by I τ := {s ∈ I : w(s) ≥ τ }, J q := {ρ ∈ J : q(ρ) = 0}, respectively, and de ne an |I τ |dimensional vector
en, for τ with I τ ∅, we formulate the the following linear programming problem:
and ν ∈ R I τ is the vector of decision variables. Note that, if τ = 0, then I 0 = I and w 0 = Ac.
R . e feasible region for Problem (P q,τ ) is nonempty because ν = 0 obviously satis es all constraints. From any feasible vector ν for Problem (P q,τ ), if we de ne µ ∈ R I by
then we have µ ∈ U(q) due to the constraints in Problem (P q,τ ). us, when µ 1 = ν 1 = 1, µ is an admissible schedule at state q. e next theorem shows the existence of a speci c τ ∈ R + for each state q, from which we can construct an admissible schedule associated with an optimal solution to Problem (P q,τ ). T 3.1. For any state q, there exists a τ = τ (q) ∈ R + such that Problem (P q,τ ) has an optimal solution ν that can be extended to an admissible schedule at state q; namely, ν 1 = 1. We call such τ a critical threshold of state q.
In the remainder of this section, we provide the basic arguments for establishing eorem 3.1 by devising a search algorithm for critical thresholds that will terminate in a nite number of iterations.
First, le ing γ denote the optimal value of Problem (P q,τ ), it is obvious that τ is a critical threshold at state q if and only if the following set is nonempty:
Note that all constraints in (8) 1-norm of any optimal solution to (P q,τ ) with τ = τ l is < 1; 1-norm of any optimal solution to (P q,τ ) with τ = τ l +1 is > 1.
R .
Since (h−l) is almost one greater than half of the previous value of (h − l), Algorithm 1 has O(log |W|) iterations.
When Algorithm 1 returns a critical threshold τ m of state q, for positive integer m, we have the key element needed for our optimal control policy in this case, as we will see in Algorithm 4. Otherwise, we exploit the results from Algorithm 1 to obtain the desired critical threshold for state q. Henceforth, assume that W does not contain any critical threshold. From the above results, in this case, Algorithm 1 returns −l for some l ∈ Z + ; and if a critical threshold exists in R + (but not in W), then it is between τ l +1 and τ l . We de new := [w(s) : s ∈ I τ l ] and formulate another linear optimization problem for τ ∈ (τ l +1 , τ l ):
where ν ∈ R I τ l is a vector of decision variables. e following proposition then allows us to nd a critical threshold of state q in (τ l +1 , τ l ) based on the solution to the LP (P q,τ ). P 3.3. Assume that W does not contain any critical threshold and let −l be the output of Algorithm 1 for some positive integer l ∈ Z + . en, (i) For τ ∈ (τ l +1 , τ l ), Problem (P q,τ ) is equivalent to Problem (P q,τ ); (ii) e feasible region of Problem (P q,τ ) is a polytope (bounded polyhedron); (iii) All optimal solutions to Problem (P q,τ ) with τ = τ l +1 have 1-norm greater than 1.
R . Note that in Problems (P q,τ ), only the objective function depends on τ and feasible sets do not depend on τ . Since Problem (P q,τ ) is equivalent to Problem (P q,τ ) for τ ∈ (τ l +1 , τ l ), we can verify if τ is a critical threshold by checking the emptiness of the set
where γ is the optimal value of Problem (P q,τ ). Now, we present an algorithm that obtains a critical threshold of state q in (τ l +1 , τ l ).
Algorithm 2 Algorithm to nd a critical threshold at state q in (τ l +1 , τ l ) Input: integer l such that 1-norm of any optimal solution to Problem (P q,τ ) with τ = τ l is less than 1 1-norm of any optimal solution to Problem (P q,τ ) with τ = τ l +1 is greater than 1 Output: a critical threshold τ ∈ (τ l +1 , τ l ) 
Solve Problem (P q,τ ) with τ = τ M k , obtain optimal value γ * and basic optimal solution ν M 
Set k = k + 1 e next proposition establishes that this algorithm provides a critical threshold of state q. 3.4. Assume that W does not contain any critical threshold and −l is the output of Algorithm 1 for some positive integer l ∈ Z + . en, Algorithm 2 with input l returns a critical threshold in a nite amount of time.
To summarize, the following algorithm combines Algorithm 1 and Algorithm 2 to produce a critical threshold for any state q. return the output of Algorithm 2 with input l = −m
Optimal Control Algorithm
By exploiting the critical threshold for any state q from the previous section, we now introduce an optimal control algorithm and show that it renders an optimal solution to the optimal control problem (7) .
Algorithm 4 Optimal Control Algorithm for initial state q t =0
1: Set k = 0, t 0 = 0, and q * 0 = q t =0 2: while τ k < ∞ do Set
Set k = k + 1 P 3.5. In Algorithm 4, we have that µ * t is a uidlevel admissible policy and q * t is the continuous process satisfying
T 3.6. Assume that for arrival rate vector λ, (q * t , µ * t ) be an admissible pair under Algorithm 4 which empties the system in nite time. en, (q * t , µ * t ) is an optimal solution to problem (7) .
In the following, we provide the basic elements of establishing eorem 3.6 by constructing functions p t , η t : R + →∈ R J and showing that they together with (q * t , µ * t ) satisfy the conditions in Proposition 2.4. De ne T := {t 0 = 0, t 1 , . . . , t K } to be the set of moments at which Algorithm 4 updates µ * t and let t K +1 = ∞. De ne Problem (D q,τ ) to be the dual of Problem (P q,τ ) given as
where ζ ∈ R J q is the vector of decision variables. For each k, we x an optimal solution ζ k ∈ R J q t k for Problem (D q,τ ) with τ = τ k and q = q * t k , and de ne η t for t ∈ [t k , t k +1 ) by
en, from the complementary slackness of primal/dual linear programming problems, we obtain the following important lemmas.
then Condition (C2) of Lemma 2.3 is satis ed. From (10), for any µ ∈ U (i.e., µ ≥ 0 and µ 1 = 1), we obtain
Moreover, from (11), we have
by the second part of Lemma 3.8. erefore, we obtain
, we have q t = 0, τ K = 0, and I τ K = I. Hence, the rst constraint in Problem (D q,τ ) with q = q t K and τ = τ K = 0 becomes Aζ ≥ w 0 = Ac. us, the optimal solution to Problem (D q,τ ) with τ = τ K and q = q t K is ζ K = c. Since η t = ζ K = c for all t ≥ t K , we have
which implies that lim t →∞ p t · (q * t − q t ) = 0 and (C4) holds.
Relationship with cµ Policy
Given an arrival rate vector λ and initial queue length q 0 such that λ(i, j) = q 0 (i, j) = 0 for all i ∈ [n] and j ∈ [n] \ {1}, the n × n inputqueued switch is equivalent to n parallel queues with one server. e cµ-policy is well-known for this case to be an optimal policy that minimizes the discounted total cost over an in nite horizon in both the stochastic and uid models (see [8] and [3] ); and, in this case, Algorithm 4 follows the cµ-policy in the uid model.
However, the cµ-policy is not optimal for the n × n input-queued switch in general. In fact, even a uid model under the cµ-policy can be unstable. Consider the following formal de nition of stability, called weak stability, for uid models; refer to [9] .
De nition 3.9 ([9, De nition 6]). A uid-level admissible policy µ t is weakly stable if the corresponding uid queue length process {q t : t ∈ R + } with initial state q 0 = 0 satis es q t = 0 for all t ≥ 0. Hence, the queue lengths for (1, 2), (2, 3) and (2, 1) are maintained at zero but the queue length for (1, 1) increases with rate 0.45 − 0.10 = 0.35, which shows that the cµ-policy is not weakly stable.
In contrast, we have the following proposition for Algorithm 4. , which maintains the system to be empty.
PROOFS OF MAIN RESULTS
In this section, we turn to consider the proofs of our main results.
Proof of Proposition 2.2
From the di erential equation and the initial state of q t , we have
erefore, {q t : t ∈ R + } is well-de ned and di erentiable everywhere. Now, we show that (AP3) ⇒ (AP2) ⇒ (AP1) ⇒ (AP3).
Assume that µ t satis es µ t 1 = 1 and µ t ∈ U(q t ) for all t ∈ R + . We claim that q t ≥ 0 for all t ∈ R + . If this is not true, i.e., q t (ρ) < 0 for some ρ ∈ J at some time t , then let t = sup{t < t : q t (ρ) = 0} which is well-de ned because q t (ρ) is continuous and q 0 (ρ) = q(ρ) ≥ 0. By the continuity of q t (ρ), we have that q t (ρ) = 0 and q t (ρ) < 0 for all t ∈ (t , t ). Hence, q t (ρ) < 0, which contradicts the fact that λ t (ρ) ≤ (µ t A)(ρ), and thus q t ≥ 0 for all t ∈ R + , which proves that (AP3) implies (AP2).
Suppose µ t 1 = 1 and q t ≥ 0 for t ∈ R + . We show that (q t , δ t ) is a uid model with δ t := ∫ t 0 µ t dt . Conditions (FM1) and (FM2) immediately follow from (14) and the assumption in (AP2), respectively. Further note that
which implies the condition (FM3). Since δ t = µ t ≥ 0 for all t ∈ R + , the condition (FM4) also holds, and therefore (AP2) implies (AP1). Lastly, assume that {µ t : t ∈ R + } is a uid-level admissible policy and let (q t , δ t ) be a uid model with δ t = µ t , which implies δ t = ∫ t 0 µ t dt . From conditions (FM3) and (FM4), we have
Moreover, from the condition (FM1), q t is the process such that q t = q 0 + λt − ∫ t 0 µ t Adt . If q t (ρ) = 0 but λ(ρ) < µ t (ρ) for some t ∈ R + and ρ ∈ J, then q t (ρ) < 0. erefore, we have q t (ρ) < 0 for t ∈ [t, t + ε] and some ε > 0, which contradicts the condition (FM2). Hence, we obtain µ t ∈ U(q t ) for t ∈ R + , and thus (AP1) is a su cient condition for (AP3).
Proof of Proposition 2.4
De nep t := −e −β t p t andη t := e −β t η t . We then prove thatp t andη t satisfy the conditions in Lemma 2.3.
From (C1), we have
which implies condition (i) of Lemma 2.3. Condition (C2) implies
which proves condition (ii) of Lemma 2.3.
Since η t is a positive multiple ofη t and p t is a negative multiple ofp t , conditions (iii) and (iv) of Lemma 2.3 then follow from conditions (C3) and (C4), respectively.
Proof of Proposition 3.2
We rst introduce a key lemma that relates the norms of optimal solutions to Problem (P q,τ ) with di erent τ . 
which implies that ν 1 is a feasible solution of Problem (P q,τ ) with τ = τ . Hence, we obtain
due to the fact that ν is an optimal solution to Problem (P q,τ ). On the other hand, we have
where the inequality follows from w(s) < τ 1 for all s ∈ I τ \I τ . Now, if we extend ν toν ∈ R
thenν is a feasible solution of Problem (P q,τ ) with τ = τ becausẽ ν A τ ,q = ν A τ ,q ≤ λ q , and
Since ν is an optimal solution to Problem (P q,τ ) with τ = τ , from (16) and (17) we obtain
and (18) imply ν 1 ≤ ν 1 because τ > τ . Now, we prove Proposition 3.2. We claim that any critical threshold is less than or equal to τ 1 and greater than or equal to τ h , where h = min{k : ∃s ∈ J such that w(s) = τ k , q ρ 0 ∀ρ ∈ s} is de ned in Line 1 of Algorithm 1.
Since τ 1 is the largest number in W, we have w(s) ≤ τ 1 for all s ∈ I, and thus w τ 1 = 0. Hence, any feasible solution in Problem (P q,τ ) with τ = τ 1 is an optimal solution to the problem. If Problem (P q,τ ) with τ = τ 1 has an optimal solution ν with ν ≥ 1, then ν / ν 1 is also an optimal solution because 1
is a convex combination of ν and 0 ∈ R I τ 1 , which is also an optimal solution. Hence, τ 1 is a critical threshold. Otherwise, all optimal solutions to the problem have 1-norm less than 1. erefore, by Lemma 4.1, any critical threshold should be less than τ 1 . Let ν h ∈ R I τ h be an optimal solution to Problem (P q,τ ) with τ = τ h and s h ∈ J such that w(s h ) = τ h and q ρ 0 for all ρ ∈ s h . We denote by e ∈ R I τ h the vector with e(s h ) = 1 and e(s) = 0 for any s ∈ I τ h \{s h }.
en, for any α ∈ R + , we have ν h + αe ≥ 0. Moreover, for all ρ ∈ J q , we obtain A(s h , ρ) = 0, and thus A τ h ,q (s h , ρ) = 0. erefore, we have eA τ h ,q = 0 so that
which implies that ν h + αe is in the feasible set of Problem (P q,τ ) with τ = τ h . Furthermore, we obtain
Hence, ν h + αe s h is an optimal solution to Problem (P q,τ ) with τ = τ h . However, we also have
Here α ≥ 0 can be arbitrary, so (P q,τ ) with τ = τ h has an optimal solution with 1-norm greater than 1. erefore, by Lemma 4.1, any critical threshold at state q is greater than or equal to τ h . Next, note that Lines 14-17 in Algorithm 1 update l and h so that Problems (P q,τ ) with τ = τ l and τ = τ h have an optimal solution with 1-norm that is less than and greater than 1, respectively. Hence, a critical threshold is found between τ l and τ h during the algorithm. Now, assume that W has a critical threshold. If τ 1 or τ h is a critical threshold, Algorithm 1 returns 1 or h as in Lines 2-7. In the While loop, m is the midpoint between l and h and if τ m is a critical threshold, then Line 12 returns it. If not, l or h is updated and, at each iteration, the gap between l and h is reduced by half as part of the binary search. Algorithm 1 therefore nds a critical threshold, returning m such that τ m is the critical threshold, within a nite number of iterations. Otherwise, the While loop ends a er a nite number of iterations and, in Line 18, the algorithm returns the negative integer −l, where any optimal solution to Problem (P q,τ ) with τ = τ l has 1-norm less than 1. Moreover, since h = l + 1 (from the condition in the While loop), all optimal solutions to Problem (P q,τ ) with τ = τ h = τ l +1 have 1-norm greater than 1.
Proof of Proposition 3.3
(i) For any τ ∈ (τ l +1 , τ l ), since there is no s ∈ I such that w(s) ∈ (τ l +1 , τ l ), we have
en, Problems (P q,τ ) and (P q,τ ) are equivalent, because all constraints and objective functions are the same.
(ii) From Algorithm 1, τ l > τ h where h = min{k : ∃s ∈ J such that w(s) = τ k , q ρ 0 ∀ρ ∈ s}.
erefore, for any s ∈ I τ l , there exists a ρ ∈ J such that ρ ∈ s and q(ρ) = 0. If ν is a feasible solution of Problem (P q,τ ), by the constraints in Problem (P q,τ ), we have for s ∈ I τ l that 0 ≤ ν (s) ≤ λ(ρ), where ρ ∈ J is the queue such that ρ ∈ s and q(ρ) = 0.
In other words, the feasible region of Problem (P q,τ ) is bounded; namely, it is a polytope.
(iii) We prove the proposition by contradiction. Suppose that ν * is an optimal solution to Problem (P q,τ ) with τ = τ l +1 such that
.
We then haveν * A τ l +1 ,q = ν * A τ l ,q ≤ λ q , which implies thatν * is a feasible solution of Problem (P q,τ ) with τ = τ l +1 . On the other hand, for every feasible solutionν of (P q,τ ) with τ = τ l +1 , if we de ne ν ∈ R I τ l by ν (s) =ν (s) for s ∈ I τ l , we obtain
erefore,ν * is an optimal solution to Problem (P q,τ ) with τ = τ l +1 satisfying ν * 1 = ν * 1 < 1. By Proposition 3.2, all optimal solutions to Problem (P q,τ ) with τ = τ l +1 have 1-norm greater than 1, which contradicts the assumption ν * 1 < 1. In Algorithm 2, any optimal solution to Problem (P q,τ ) with τ = τ L k has 1-norm less than 1 and any optimal solution to Problem (P q,τ ) with τ = τ S k has 1-norm greater than 1, for any k ∈ Z + . We also have, for
Proof of
P . We prove the lemma statements by induction on k. For k = 0, both claims are true because of the assumption of the input l. Now, assume that the claims hold up until k ≥ 0. en, if the condition in Line 7 of Algorithm 2 is true, the algorithm nishes and there is nothing to prove. When this condition is false, suppose that ν M k 1 > 1 and then, since τ L k +1 = τ L k , the 1-norm of any optimal solution to Problem (P q,τ ) with τ = τ L k is less than 1. For Problem (P q,τ ) with τ = τ S k +1 = τ M k , if it has an optimal solution ν * with ν * 1 < 1, we have another optimal solution
which is a convex combination of two optimal solutions to the problem. Moreover, the 1-norm of the optimal solution is
which implies that τ m.k is a critical threshold at state q and contradicts that the condition in Line 7 is false. Hence, any optimal solution to Problem (P q,τ ) with τ = τ S k +1 has 1-norm greater than 1. By similar arguments, the claims hold for k + 1 when ν M k 1 < 1. Next, we show that τ M k ∈ (τ S k , τ L k ) for k ∈ Z + . For Problem (P q,τ ) with τ = τ L k , we have (i) ν L k is an optimal solution; (ii) ν S k is a feasible solution with ν S k 1 > 1; (iii) No feasible solution with 1-norm greater than 1 is optimal; where the last statement is from the previous argument. erefore,
By similar arguments for Problem (P q,τ ) with τ = τ S k , we have
. Combining the last two inequalities, we conclude
Lastly, we show that (τ S k +1 , τ L k+1 ) ⊂ (τ L k , τ S k ). If the condition in Line 7 is true for k, then the algorithm stops and there is nothing to prove. Otherwise, either (τ L k +1 , τ S k +1 ) = (τ M k , τ S k ) or (τ L k+1 , τ S k +1 ) = (τ L k , τ M k ), all of which satis es (τ S k +1 , τ L k +1 ) ⊂ (τ L k , τ S k ). is not a critical threshold. We also claim that ν L k is not an optimal solution to Problem (P q,τ ) with τ = τ M k . Suppose for contradiction that it is. From the de nition of τ M k , we obtain
which implies that ν S k is also an optimal solution to Problem (P q,τ ) with τ = τ M k . Hence, for α =
∈ (0, 1), we have that
(1 − α)ν L k + αν S k is an optimal solution satisfying
which implies that τ M k is a critical threshold, and thus rendering a contradiction. Hence, we prove the claim, and therefore we obtain
Moreover, by Lemma 4.2, we have τ L k > τ M k , and thus by Lemma 4.1 we obtain ν L k 1 ≤ ν M k 1 . If ν L k 1 = ν M k 1 , we havew · ν L k < w ·ν M k from (19) , which impliesw ·ν L k −τ ν L k 1 <w ·ν M k −τ ν M k 1 , for any τ ∈ (τ l +1 , τ l ), thus contradicting the fact that ν L k is an optimal solution to (P q,τ ) with τ = τ L k . Hence, ν L k 1 < ν M k 1 . Lemma 4.2 implies τ M k < τ L k +1 = τ M k for k > k, thus, from (19),
In other words, ν L k is not an optimal solution to Problem (P q,τ ) with τ = τ M k for k > k. erefore, ν M k ν L k for any k > k. Now, we prove Proposition 3.4. Assume that the opposite is true: the condition in Line 7 is always false so that the algorithm does not terminate. By Lemma 4.3, for every k ∈ Z + , we have k basic feasible solutions (vertices) of Problem (P q,τ ) that cannot be ν M k . Since the number of vertices in a polytope is nite, say K, Problem (P q,τ ) with τ = τ M k does not have a basic optimal solution, which contracts the Fundamental eorem of Linear Programming.
Proof of Proposition 3.5
For t ∈ (t k , t k +1 ), from the de nition of q * 
CONCLUSIONS
We studied a uid model of general n × n input-queued switches where each uid ow has an associated cost, and derived an optimal scheduling control policy under a general linear objective function based on minimizing discounted uid cost over an in nite horizon. We demonstrated that, while in certain parameter domains the optimal policy coincides with the cµ-rule, in general the optimal policy is determined algorithmically by a constrained ow maximization problem whose parameters, essentially Lagrangian multipliers of some key network constraints, were in turn identi ed by another set of carefully designed algorithms. Computational experiments within uid models of input-queued switches demonstrated the signi cant bene ts of our optimal scheduling policy over alternative policies, including max-weight scheduling and its variants.
