1. Introduction. The definition of the correlation function and the spectrum of a stationary random function is now classical, but in many applications one feels the need to extend this definition to random functions, which, although non-stationary, are in some sense nearly stationary. We suggest, therefore, for the definition of the correlation of a random function whose covariance T(t, s) is known, the limit (Li) *W-t^tIP *(*-?* + $)#> if this limit exists for every h. The spectrum S(\) can then be obtained from R(h) in the classical way.
We are led to the above definition of the correlation function R(h) by the following considerations: we determine the sample-correlation from a truncated sample of the random function; we then obtain a sub-correlation, RT(h), of the random function (defined as the correlation of the truncated random function) by averaging the sample correlations; finally, the correlation R(h) is defined by (1.1) as the limit of RT(h), if this limit exists.
The function R(h), so defined, has all the properties of a correlation function. If the random function is stationary (wide sense) [4, p. 95-96], our definition coincides with the classical definition. The estimation of the correlation of a stationary random function has been considered extensively in the literature, particularly by KAMPÉ DE FÉRIET AXD FREXKIEL then determined by taking averages over the experimental correlations. The accuracy of these estimates is characterized by giving the variance for the departure of the sample-correlations from the estimated sub-correlations. The experimental data are then compared with the theoretical results. (Cf.
[5], [9] .) 2. Random Functions, Covariances and Correlation Functions. We consider here a random function of a real variable t as an ensemble of real functions f(t, to), where to is a parameter chosen at random in some set Í2 according to a probability measure ß [7] . A sample of the random function f(t, to) is simply the real function/(i, co0) corresponding to a particular choice of too in the set 0. It is convenient for many applications to take for £2 a function space; each point to is then a function co(i) belonging to some prescribed class of functions (e.g., a continuous function on [0, 1]). One has thus for each sample f(t, to) = ci(t). When this particular choice is made for Û, one says that the random function is of "function space type" [4, p. 67].
The following general hypotheses shall be made with regard to the random functions considered in the present paper:
Ht .f(t, o}) is measurable with respect to the product measure m X m (where m is the Lebesgue measure on the real line -°° <£<+<»).
H2. For each t, f(t, u>) € L2(0) : f(t, u)* < + *. (If F(w) Ç L(fi) we denote its
mean value by / F(u>)dp = F(co).) Ja _ H3. H2 implies/(i, w) £ L(Q) ; we suppose f(t, <a) = 0. H4. It follows from H2 that the covariance for almost all samples, in any finite interval a î£ t ^ b. This implies also that
for almost all samples.
In our earlier paper [9] instead of (2.2), we assumed that
for every finite rectangle A2 in the plane (t, s 3. Truncated Samples of Random Functions. In experiments concerning a random function f(t, to) one can materialize, as a rule, the sample of the function only for a finite interval, that is, one knows only truncated samples. As far as finite intervals are considered, one often uses the notation [-T, +T] for the interval in which the samples are known in the experiment. Rather than this two-sided (symmetric with respect to t = 0) truncation, we shall prefer here a one-sided truncation (starting at t = 0) and we will define a truncated sample by fT(t, coo) = f(t, coo), 0 ¿ í á Ï", (3.1)
This definition implies that the experiment starts at t = 0; we assume that it could be extended for an arbitrary time T in the future, but not in the past (time prior to the beginning of the experiment). From the samples we will draw some inference with regard to the random function for 0 ^ t < + °°, but completely ignore it for t < 0.
4. Correlation and Spectrum of a Truncated Sample. For a truncated sample, corresponding to a given co0, we define a sample correlation as Let us remark that both (4.1) and (4.2) can be replaced by the formula pT(h, coo) = j, j_ St U -2 > "«J /r U + g ' ^ ) d% = f j. ^' w^fT^ + I H wo) dí, for all h.
From H2 it follows that the correlation pT(h, co) exists for almost all samples (i.e., with probability one). The great advantage of our definition is that the correlation pT(h, co) is a positive-definite Sanction oS h, uniSormly continuous in h (Sor each co Sor which it exists).
If we had used as correlation of the truncated sample, as is very often done, the function
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use then we would have completely missed these important properties of pT(h, co). Indeed, pT(h, co) would have been, in general, discontinuous at | h | = T and no longer a positive-definite function. Thus pT(h, co) would not have been the Fourier transform of a function ^r(X, to). The only advantage gained by using pT(h, co) is that if / is constant, pT is also a constant while pT is not. This fact was probably the reason which led the statisticians to use this definition for the correlation of a truncated function. However, the nonexistence of a spectrum ^t(a, co) which may have to be reintroduced later by various artifices, may lead to serious complications in the estimation of the correlation functions, particularly when numerical methods are used for that purpose.
The spectrum ^(X, co) is very simply connected to the complex Fourier transform of the sample (4.5)
aT(\, co) = ^ f e~MS(t, co) dt = ^ ¡^ é~MSÁt, to) dt. Due to this last property we can invert the Fourier transform (4.12) and we obtain the reciprocal formula /■+» (4.16) pT(h,u) = / «Ar(X, co) cos XhdX. Hence, for a stationary random function our definition gives the classical result, but we can also apply (6.1) to non-stationary random functions. Let us consider as an example the random function fit, co) = -ŵ here W(t) is the classical Wiener-Lévy function, giving the abscissa at time t of a particle, starting from the origin at time t = 0, and subjected to one-dimensional Brownian motion. This function is certainly not stationary; it has the covariance T(t,s) = a/1-, 0 <t^ s.
r«,s) = J*-, 0 <s ^ t.
According to our definition this nonstationary random function has the correlation R(h) m Ian, I [ J J, , d* = 1, for all h. 7 . Spectrum of a Non-Stationary Random Function. As far as the spectrum is concerned, «?r(X) does not, in general, tend toward a limit when T -» + <», even if the correlation R(h) exists, but exactly as in the stationary case [10, Vol. 2, p. 164-166] it can be shown, using Paul Levy's continuity theorem [12, p. 195] , that the integrated spectrum which is valid if Xi and X2 are continuity points of /S(X). When Rih) is known the spectrum is thus defined for every X > 0 with the exception of, at most, a countable number of discontinuity points. We shall consider here one class of random functions which is not stationary, but on which information is given, which enables us to make an estimate of Rih).
This class is defined by the condition that rf|--,£ + -Hs periodic in £. This condition means that the covariance is invariant under a translation t parallel to the first bissectrix ( Fig. 1) (8.1) r(< + t,s + r) = ra«).
The scope of the implications of this hypothesis for applications is better understood if one points out that (8.1) is satisfied when the phenomenon represented by the function fit, co) is the result of the superposition of two phenomena, one stationary and the other periodic. Thus 
,(A) = -2Pr(A,coy). q y-i
It appears that the best way to make such an evaluation is to determine the variance of the random variables pr(A, coy) about their mean value ßr(A) ; if this variance is small enough we can expect that for a reasonably large number q of samples the estimate RTih) will be fairly good. In order to compute this variance, in addition to Hypotheses H! to H4 of Section 2, we shall assume that H6.Sit, co) € L4(0) foralK's.
This insures the existence of the fourth-order moment (9.2) 9R(fc ,t2,t3,U) = f Sik , Co)/«, , C0)/(i3 , «)/(Í4 , to) dp.
Jn for all [ti, t-2, U , U],
We shall, moreover, assume that He. 9TC(ii , fe , <3, k) € Li A) for every finite parallelepiped of the four-dimensional space ih , t>, t-3, U).
Let us observe that the fourth-order moment exists in the important case of normal random functions, i.e., when the n random variables, Sik , co), License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use in particular (10.9) r,(o, co) = i.
For each sample co, the sample-correlation pat(A, co) is represented by a polygonal line (Fig. 3) We obtain for the mean, variances, and covariances of the ordinates YKik, co) respectively, For large values of N the right-hand side of this inequality is as small as we want. Thus we can always, in studying pr(A, co), suppose that T has an integer value N. Let us now compute the variance a Ah)2 of the sample-correlations about their mean value. We will make the computation only for T = N. Due to ( 10.14) one has o(A)2 = pAh, co)2.
From (10.7), (10.12) and (10.13) we obtain p^Ä7^ = (fc-|A|)2^A+i 
Correlation Estimates for a Continuous
Step-Function Constructed Using Sequences of Random Numbers. A continuous step-function has been constructed using a table of random numbers which are listed in 100 groups of 1000 digits each [11] . For our analysis we selected the 200 first digits of each of the 100 groups and divided them into five consecutive segments of 40 digits. All the even digits were then replaced by +1 and the odd digits by -1. We thus obtain one set of 500 sequences of 40 digits (+1, or -1). Other sets were constituted by combining two or more consecutive segments of 40 digits. As a result we have obtained the following five sets of experimental functions without overlapping sequences within each set: 500 sequences of 40 digits; 200 sequences of 80 digits; 100 sequences of 120, Let us consider a set of q sequences with N digits in each sequence. A samplecorrelation for the sequence is determined for T = N by (10.8). The average taken over the q sample-correlations of the set determines the estimate for the subcorrelation, cf. equation ( The departure of the value for a sample-correlation from the estimated subcorrelation, as determined from q samples, is given by pAk, co) -RN¡tik).
The variance e^^ik)2 for such departures is given by the relation cN.qik)2 = -E [pAk, co) -R^ik)]2 (11.5) Q ' f = jp-E -nAk, co) + -E nAk, co) .
Numerical results for the experimental variance o>,g(fc)2 are listed in Table II 0  0  3  3  16  13  33  45  53  51  66  70  57  29  32  9  12  4  3  1   0  0  2  2  10  18  27  26  46  55  69  68  59  46  28  20  13  8  0  3   1  1  3  12  19  23  49  44  61  74  72  65  38  18  6  8  5  0  1  0   MSO   24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54 200 Ja» (raso = w) k = 1 \k = 2\k = 3 \k = 4 0 0 0  0  0  2  0  4  4  9  5  13  18  11  16  16  18  14  19  16  6  8  6  8  3  2  1  0  0  0  1   0  0  0  1  1  1  3  3  8  7  12  14  15  13   15  20  10  11  21  12  11  12  4  3  2  0  0  1  0  0  0   1  0  0  1  2  1  3  2  7  12  14  12  13  15  19  20  20  15  12  8  5  7  6  3  1  0  0  1  0  0  0   0  1  0  0  0  0  1   3  8  11  13  19  18  18  18  29  23  6  14  5  5  0  4  1  1  0  2  0  0  0  0   ill»   45  46  47  48  49  50  51  52  53  54  55  56  57   58  59  60  61  62  63  64  65  66  67  68  69  70  71  72  73  74  75  76  77 100 «Fioo («120 = u) fc = l|fc = 2|fc = 3|jfc = 4 0  1  0  1  2  2  1  3  6  2  7  5  6  7  5  7  6  5   4  9  6  6  1  0  3  2  0  2  0  0  0  0  1   1  0  1  2  2  0  3  4  5  3  7  13  7  7  7  6  8  7  1  4  2  3 In particular, the probability of pAk, co) being equal to the sub-correlation RAk) = PAk, co) =0, k è 1 (which, in the present case, is also equal to the correlation ß(fc) ) is given by V2f(]V -*) '
In Figure 5 we are comparing some of the experimental frequency distributions with these theoretical results. 
