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ABSTRACT
UAV collective motion has become a hot research topic in recent
years. The realization of UAV collective motion, however, relied
heavily on centralized controlmethod and suffered from instability.
Inspired by bird flocking theory, a control strategy for UAV collec-
tivemotionwith distributedmeasure and controlmethodswas pro-
posed in this study. In order to appropriately adjust the inter-agent
distance suitable for realization, the control law based on bird flock-
ing theory was optimized, and the convergence of velocities and
collision avoidance properties were presented through simulation
results. Furthermore, the stable collective motion of two UAVs us-
ing visual relative information only with proposed strategy in both
indoor and outdoor GPS-denied environments were realized.
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1 INTRODUCTION
Researches on multi-UAV system have gradually gained attention
in academia, due to their potential applications in remote trans-
portation, surveillance [33] and rescue missions [15]. Compared
with a single and powerful agent, a group of agents are more fault
tolerant and intelligent through communication and duty reallo-
cation. Various control models for multi-UAV system have been
proposed, such as leader-wingman [8], artificial potential field [17,
19, 25], virtual structure [1, 22] and behavior based models [11, 31],
etc. However, these models required the UAV group to maintain a
fixed geometry when the entire system has reached a stable state.
This makes altering formation shape inconvenient when the whole
system encounters a dynamically changing environment. Though
modified control functions have arisen, parameter optimization is
always a difficult task.
Bird flocking inspired control models are the alternatives since
their flexibility and robustness outperform those of formations [32].
In natural bird flocks, coordination is more emphasized than for-
mation and is more beneficial for the colony. Each agent percepts
local environment, interact with neighboring agents and makes de-
cisions on its own. At present, constant velocity models have been
discussed by many researchers [13, 30], however, they were not
suitable for realization since the directions of agents were drasti-
cally changed. Though velocity alignment and cohesion problem
have been resolved in [7], collision avoidance between agents could
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not be assured. In addition, the inter-agent distance was guaran-
teed to be greater than a lower bound [5], never the less, the rel-
ative distance might get very large and was hard to tune. To this
end, much emphasis has to be placed on the development of a con-
trol model preserving velocity alignment, regional cohesion and
separation [18, 23, 26].
From realization side, to achieve multi-UAV collective motion
with centralized perception systems, such as motion capture or
global positioning systems is a direct approach [2, 4, 29]. However,
the increasing number of total agents will lead to a huge compu-
tation burden and communication delay for centralized processor,
as well as limit their performance in unknown environments.
In this paper, the control law based on the bird flocking theory
for multi-agent system with adjustable inter-agent distance is op-
timized, the onboard monocular camera is used as the only sensor
for both perception and state estimation, and we have achieved
two UAV’s collective motion in both indoor and outdoor environ-
ments. The results provide a possible solution to implement a dis-
tributedmulti-UAV system and demonstrate collectivemotionwith
decentralized sensors. At present, few research results have been
addressed on this issue.
2 BACKGROUND
Bird flocking or distributed behavior model was first studied in
[23] to animate the aggregate motion of birds in computer sim-
ulation. Three criteria, separation, cohesion and alignment were
proposed to describe a stable flocking model. Alignment criterion
requires each agent to match selfâĂŹs velocity with neighboring
flockmates in the mid range, separation criterion requires each
agent to repel neighboring flockmates in the short range and cohe-
sion criterion requires each agent to steer neighboring flockmates
in the long range.
For the following second order system (1), authors in [5, 7, 13,
16, 21] focusedmore on designing the interaction functionai j (x) to
stabilize the inter-agent distances, while authors in [17, 19, 26, 28]
emphasizedmore on the gradient based schemesVi .When the total
number of agents was greater than ten, however, fragmentation
might occur that a reference agent had to be introduced.
Ûxi (t) = Ûvi (t)
Ûvi (t) =
k∑
j=1
ai j (x)(vj −vi ) − ▽xiVi
(1)
First order system (2) was considered in [9, 10, 12]. With care-
fully designed attraction and repulsion functions, Lyapunov func-
tion candidates and LaSalleâĂŹs Invariant Principle, all the flock
members were expected to converge to a constant arrangement
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( Ûx = 0) within a hyper-ball. Separation was ensured in the first-
order system, however, velocity alignment was less satisfied.
Ûxi (t) = Ûui (t) (2)
[3, 6, 14] discovered that interaction between agents in flock-
ing did not necessarily depend on the metric distance but rather
on the topological distance. An average number of six to seven
nearest neighbors were involved in the interaction instead of the
whole neighbors within a fixed distance. In [27], it was shown that
withmodified potential function, where the potential was constant
when the relative distance between two agents was larger than a
certain limit, the stability of the flock was guaranteed if no agent
was separated initially.
3 DESIGN OF THE CONTROL MODEL
3.1 Proposition of the Control Law
Considering a flock of k agents whose behaviors are described
by (3, 4) in continuous time with initial positions satisfying d0 <
‖xi (0) − xj (0)‖2 < d1 for all i , j. All agents update their states
with the current information of the relative displacements and ve-
locities between themselves and their neighboring agents. When
β ≤ 12 , the velocities of agents in the flock will converge to a
common value without collision with others. The regulator Λ(v)
is designed to adjust the internal repulsion and attraction forces
from neighboring agents. α , β ,θ,K ,d0,d1 are tunable parameters
and xi ,vi represent the ith agent’s position and velocity at time t
respectively.
Ûxi (t) = vi (t)
Ûvi (t) = ui (t)
ui (t) =
k∑
j=1
ai j (x)(vj −vi )
︸                 ︷︷                 ︸
alignment term
+
Λ(v)
∑
j,i
f0(‖xi − xj ‖
2)(xi − xj )
︸                                    ︷︷                                    ︸
separation term
+
Λ(v)
∑
j,i
f1(‖xi − xj ‖
2)(xj − xi )
︸                                    ︷︷                                    ︸
cohesion term
(3)
ai j (x) =
K
(σ2 + ‖xi − xj ‖2)β
Λ(v) = (
1
k
∑
i>j
‖vi −vj ‖
2)
1
2
f0(x) =
1
(x − d0)θ
f1(x) =
1
(x − d1)θ
(4)
3.2 Proof of the Collision Avoidance
Here, the Lemmas and Propositions originated from [5] are bor-
rowed. For the detailed proof, interested readers are referred to
the original paper.
Proof. Let Ff be the k by k adjacency matrix with entries fi j =
f0(‖xi − xj ‖
2) − f1(‖xi − xj ‖
2) when i , j and fii = 0. Let Df
be a diagonal matrix whose entries are dii =
∑k
j=1 fi j . We have
Laplacian matrix Lf = Df − Ff . Similarly we have Lx = Dx − Ax ,
where ai j is defined in (4). Then (3) could be equally defined as
Ûx = v
Ûv = −Lxv + Λ(v)Lf x
(5)
where x = (xT1 ,x
T
2 , . . . ,x
T
k
)T and v = (vT1 ,v
T
2 , . . . ,v
T
k
)T . Noticed
thatmatrixLx acts onEK bymapping (vT1 ,v
T
2 , . . . ,v
T
k
)T to ((Lx )i1v1+
· · · + (Lx )ikvk )i≤k .
Let △ = {(uT ,uT , . . . ,uT )T |u ∈ E} be the diagonal of EK , and
△⊥ be the orthogonal complement of △ in EK . Then we could de-
compose every element e ∈ EK = e△ + e⊥ with e△ ∈ △ and e⊥ ∈
△⊥.We then decomposev = v△ + v⊥ where v△ = (v¯T , v¯T , . . . , v¯T )T ,
v
⊥
= (vT1 −v¯
T
, . . . ,vT
k
−v¯T )T and v¯ is the average velocity of all k
agents. We show that 〈v△, v⊥〉 =
∑k
i=1〈v¯,vi − v¯〉 = 〈v¯,
∑k
i=1(vi −
v¯)〉 = 0.
Lemma 3.1. For any solution (x(t), v(t)) of (5), we have d
dt
v△ = 0.
Lemma 3.1 indicates that v△ is constant with t ≥ 0 and ai j (x) =
ai j (x
⊥). Thus in the following paragraphs, we use x and v to de-
note x⊥ and v⊥ respectively. The system in (5) then becomes the
following
Ûx = v
Ûv = −Lxv + ‖v‖Lf x.
(6)
Define the function E : Ek × Ek → (0,∞) by (7), where δ is an
infinitesimal positive number.
E(x, v) = ‖v‖ +
1
2
∑
i>j
∫ d1−δ
‖xi−x j ‖2
f0(r )dr −
1
2
∑
i>j
∫ d1−δ
‖xi−x j ‖2
f1(r )dr
= ‖v‖ +
1
2
∑
i>j
∫ d1−δ
‖xi−x j ‖2
(f0(r ) − f1(r ))dr
(7)
Proposition 3.2. For all t > 0, −Hk ‖v‖ + 〈Lf x, v〉 ≤
d
dt
‖v‖ ≤
−
Hk ‖v‖
(1+2‖x ‖2)β
+ 〈Lf x, v〉.
Lemma 3.3. Let A be a k × k positive, symmetric matrix and L
be its Laplacian. Then for all u,w ∈ EK (and in particular, for all
u,w ∈ △⊥), 〈w, Lu〉 =
∑
i>j 〈wi −wj ,ui − uj 〉ai j .
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Using Proposition 3.2, Lemma 3.3 and the fundamental theorem
of calculus we see the derivative of E along the solution satisfies
d
dt
E(x, v) =
d
dt
‖v‖ +
1
2
∑
i>j
d
dt
∫ d1−δ
‖xi−x j ‖2
(f0(r ) − f1(r ))dr
=
d
dt
‖v‖ −
1
2
∑
i>j
d
dt
〈xi − xj , xi − xj 〉(f0(‖xi − xj ‖
2)
− f1(‖xi − xj ‖
2))
≤ −
Hk
(1 + 2‖x‖2)β
‖v‖ + 〈Lf x, v〉 −
∑
i>j
〈xi − xj ,vi −vj 〉
(f0(‖xi − xj ‖
2) − f1(‖xi − xj ‖
2))
= −
Hk
(1 + 2‖x‖2)β
‖v‖.
(8)
Hence E(x(t), v(t)) is a decreasing function of t along the solution
(x(t), v(t)). Write
E(x(0), v(0)) = ‖v(0)‖ +
1
2
∑
i>j
∫ d1−δ
‖xi (0)−x j (0) ‖2
(f0(r ) − f1(r ))dr . (9)
Then, for all t ≥ 0, E(x(t), v(t)) ≤ E(x(0), v(0)). This implies
1
2
∑
i>j
∫ d1−δ
‖xi−x j ‖2
(f0(r ) − f1(r ))dr < E(x(0), v(0)). (10)
From the definition of f0 and f1 and the initial conditions that we
have ensured d0 < ‖xi (t) − xj (t)‖2 < d1 for all i , j and t ≥ 0,
otherwise the integral in (7) will go to infinity. 
3.3 Proof of the Velocity Convergence
Proof. From (8) we could obtain (11, 12)
E(x(t), v(t))−E(x(0), v(0)) ≤ −
∫ t
0
Hk
(1 + 2‖x(s)‖2)β
‖v(s)‖ds (11)
∫ t
0
Hk
(1 + 2‖x(s)‖2)β
‖v(s)‖ds ≤ E(x(0), v(0)) (12)
Proposition 3.4. For all t > 0, d
dt
‖x(t)‖ ≤ ‖v(t)‖.
By Proposition 3.4, we have
d
dt
‖x(t)‖ ≤ ‖v(t)‖ (13)
∫ ‖x (t ) ‖
‖x (0) ‖
Hk
(1 + 2y2)β
dy ≤ E(x(0), v(0)) (14)
E(x(0), v(0)) ≥
∫ ‖x (t ) ‖
‖x (0) ‖
Hk
(1 + 2y2)β
dy
≥
∫ ‖x (t ) ‖
‖x (0) ‖
Hky
(1 + 2y2)β+
1
2
dy
=


Hk
2−4β (1 + 2y
2)
1
2−β |
‖x (t ) ‖
‖x (0) ‖
, if β , 12
Hk
4 ln(1+ 2y
2)|
‖x (t ) ‖
‖x (0) ‖
, if β = 12
(15)
Assume ‖x(t)‖ is unbounded for t > 0, then as t → ∞,E(x(0), v(0)) →
∞, which contradicts with our initial condition. Thus ‖x(t)‖ is
bounded which leads to∫ ∞
0
‖v(t)‖dt < ∞. (16)
We show that ‖v(t)‖ is a continuous function of t that
|
d
dt
‖v(t)‖ | ≤ Hk ‖v(t)‖ + |〈Lf x(t), v(t)〉|
= Hk ‖v(t)‖
+ |
∑
i>j
f (‖xi (t) − xj (t)‖
2)〈vi −vj ,xi − xj 〉|
≤ Hk ‖v(t)‖
+
∑
i>j
f (‖xi (t) − xj (t)‖
2)‖vi − vj ‖‖xi − xj ‖ ≤ ∞.
(17)
Then we show that when t → ∞, ‖v(t)‖ → 0. Assumes there exist
some δ > 0 that when t → ∞, ‖v(t)‖ → δ , then∫ ∞
0
‖v(t)‖dt ≥ ∞ (18)
which contradicts (16). 
4 EXPERIMENTS
4.1 Simulation Test
The effectiveness of the proposed control law is demonstrated in
two scenarios, leaderless flocking and flocking with leader. In the
first case, all agents are treated equally and for each agent, the rel-
ative information between itself and others are used. In the second
case, only leader agent is moving randomly regardless of neigh-
boring agents, and the follower agents are still manipulated by the
control law. The parameters of (3, 4) used in simulation are sum-
marized in Table 1.
Table 1: Parameters in Simulation Test
Parameter σ β θ K d0 d1
Value 1 0.5 2 1 1 2.25
4.1.1 Flockingwithout Leader. Consider a group of three agents
with initial conditions listed in Table 2. Their initial orientations
are specially designed to face to their geometrical center, to demon-
strate the collision avoidance property and the inter-agent distance
adjustment capability, as shown in Fig. 1(a). The length of the col-
ored arrow indicates the magnitude of each agent’s initial velocity.
Their velocities and average inter-agent distances are illustrated
in Fig. 1(b) and Fig. 1(c). It is shown that our control law prop-
erly maintain the inter-agent distance within the boundaries, com-
pared with model 1 in [30], model 2 in [7] and model 3 in [5].
This property is crucial for the platform setup and realization in
narrow space, since the relative distance should not beyond the
camera’s maximum operating range, and also should not beneath
UAV’s minimum safety range.
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(b) Magnitude of velocities of leaderless flocking.
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(c) Inter-agent distances of leaderless flocking.
Figure 1: Leaderless flocking of three agents. 1(a) Themovement direction of each agent quickly converges to a common value.
1(b) The magnitude of each agent’s velocity quickly converges to a common value. 1(c) The average inter-agent distance of
model 3 is beyond the upper bound, and the those of model 1 and 2 are beneath the lower bound.
Table 2: Initial Parameters for Flocking without Leader Sim-
ulation
Number Position(m) Orientation(deg) Velocity(m/s)
Agent 1 (0, 0) 45 0.54
Agent 2 (1.25, 0) 135 0.42
Agent 3 (0.63, 1.08) 270 0.99
4.1.2 Flocking with Leader. To cooperate with the experiment
setup, only one leader and one follower scenario is considered. The
leader UAV is driven by the following desired input:
ux (t) =
{
sin( πt180 ) t < 125
−sin( πt180 ) 125 ≤ t
uy (t) =
{
cos( πt180 ) t < 125
−cos( πt180 ) 125 ≤ t
The initial condition of two agents is listed in Table 3. The re-
sults show that the movement of two agents are still in coordina-
tion and the inter-agent distance is carefully bounded as illustrated
in Fig. 2.
Table 3: Initial Parameters for Leader-Follower Flocking
Simulation
Number Position(m) Orientation(deg) Velocity(m/s)
Agent 1 (0, 1.32) 118 0.88
Agent 2 (0, 0) 92 0.50
Table 4: Weight and Power Consumption of Components on
the Follower UAV
Components Weight(g) Power(W)
Intel NUC i5 mini computer 125 15(avg)
Intel Realsense D435i camera 272 2.5(avg)
DJI N3 flight controller 92 3.3(avg)/5(peak)
DJI Lightbridge 2 receiver 70 7.8(avg)
4.2 UAV Platform Construction
The quadrotor is chosen as the platform due to its light weight
and agility in maneuvering in confined space to realize the multi-
UAV collective motion. Unlike many existed flocking systems that
rely onmotion capture system (VICON), global positioning system
(RTK or GPS), in this study, the onboard camera is used as the only
sensor both to imitate natural birds and exhibit the decentralized
measure method. The results through both indoor and outdoor ex-
periments show that the minimal sensing setup is sufficient for the
realization of proposed control law.
4.2.1 Hardware Implementation. Two quadrotors are constructed
with one being leader and another one being follower as shown in
Fig. 3. The front leader UAV is constructed on F330 frame and car-
ries DJI Guidance system.1 The follower UAV is constructed on
Q250 frame and carries Intel RealSense D435i camera,2 Intel NUC
i5 Mini-Computer.3 Both UAVs are armed with DJI N3 flight con-
troller for low level control.4 The total weight of the leader and
follower UAV are 1.08 kg and 1.12 kg respectively. More details
about the platform used in this study could be found in Table 4.
1https://www.dji.com/hk-en/guidance
2https://www.intelrealsense.com/depth-camera-d435i/
3https://www.intel.com/content/www/us/en/products/boards-
kits/nuc/boards/nuc7i5dnbe.html
4https://www.dji.com/hk-en/n3
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(c) Inter-agent distances of leader-follower flocking.
Figure 2: One leader one follower flocking. 2(a) The follower agent 2 smoothly tracks the leader agent 1 with the control law.
2(b) The follower agent 2’s velocity is properly manipulated to stay flocking with agent 1. 2(c) Agents controlled by model 1, 2
and 3 fail to track the leader agent within an appropriate range, and the proposed control law handle the inter-agent distance
suitably.
Figure 3: UAV flocking system in indoor (top) and outdoor
(bottom) environments. The front one (with tag) is the leader
and the back one is the follower.
Two UAVs are constructed in this study mainly due to the ini-
tial goal was to fill in the gap of the realization of flockingmodel on
UAVswith distributed control algorithmandmeasurement method,
and the field-of-view of one forward looking camera has limited
the total number of UAVs. To extend the current setup to multi-
ple UAVs, two fish-eye cameras (pointing forward-and-backward
or left-and-right) or one omnidirectional camera (looking upward)
could be used to cover a wider FOV, such that no blind region will
exist in each agent’ perception system. We leave this for our future
work.
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Command
Low Level 
Command
+
Control
Authority
Switch
Figure 4: Software architecture on follower UAV.
4.2.2 Soware Implementation. The software architecture on
follower UAV is shown in Fig. 4. We implement our algorithmwith
C++ programming language under ROS environment.5 On the fol-
lower’s mini i5 computer, 400 Hz IMU measurements and 30 Hz
grey scale image data are fused in the visual-inertial state estima-
tor [20] to obtain UAV self position and orientation. Unique aruco
code [24] is attached on leader UAV to simplify the relative dis-
placement and pose estimation. The high level flocking algorithm
is running at 10 Hz in the planner, as shown in Algorithm 1. The
low level command is handled by flight controller and published
at 400 Hz.
4.3 Real World Experiment
In this section, we demonstrate that our flocking system is able
to operate in both indoor and outdoor GPS-denied environments.
The desired ui is updated when a newer photo comes in and in
each time interval (roughly 0.1 s) the latest ui is being executed.
The initial take off position of follower UAV is 1.5 m behind the
leader UAV to match the requirement (d0 < | |xi − xj | |2 < d1) with
parameters d0 = 1,d1 = 8,K = 1,k = 2,α = 1 and β = 0.25
5www.ros.org
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Algorithm 1 Flocking Algorithm for Each Agent UAV
1: if flocking signal triggered then
2: obtain body pose estimation from VINS;
3: capture leader’s image;
4: while new image do
5: estimate relative displacement xi − xj ;
6: estimate relative velocity vi − vj ;
7: calculate desired ui from proposed model (3, 4);
8: execute flocking command;
9: end while
10: end if
in (3, 4). The maximum acceleration and velocity of follower UAV
are set to amax = 2.5m/s2 and vmax = 0.5m/s for safety reasons.
In each experiment, the position and average relative distance pro-
files are illustrated in Fig. 5, 6, 7, 8 with data captured from VINS.
Due to the measurement noise, light and wind condition, spikes
appear randomly in all figures. We have shown that the trend of
position in x-y direction of follower UAV is in accordance with that
of leader, the follower UAV is able stay flocking with the leader and
the reaction of follower is rapid.
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5
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Indoor Environment
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x
leadery
follower
x
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Figure 5: Position profile in indoor environment.
5 CONCLUSION AND FUTURE WORK
In this thesis, a flocking system consisting two UAVs with the con-
trol law based on bird flocking theory is presented and the detailed
hardware and software architectures are introduced. The monoc-
ular camera is used as the only on-board sensor for both follower
UAVâĂŹs state estimation and leader UAVâĂŹs pose recognition.
When in flocking, the follower UAV first percepts the surrounding
environment to estimate self state, then recognizes leader UAVâĂŹs
pose and calculates desired acceleration using this proposedmodel
and third executes the desired input until next image is captured
and processed.
0 100 200 300 400 500
time steps
0.5
1
1.5
2
2.5
3
3.5
re
la
tiv
e 
di
st
an
ce
(m
)
Indoor Environment
inter-agent distance
(d1)1/2 upper bound
(d0)1/2 lower bound
Figure 6: Relative distance profile in indoor environment.
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Figure 7: Position profile in outdoor environment.
Simulations and real world experiments have been conducted
and analysed. The results show that this flocking system has met
the three flocking criteria without relying on any external percep-
tion system or centralized control panel, achieved fast convergence
rate and kept bounded relative distance with neighboring agents
to avoid collision, and also given fine weather conditions.
Our future work will focus on the flocking of more than two
UAVs in GPS-denied environment, including extending this pro-
posed flocking model from fixed topology to dynamic topology, ex-
tending the flocking model form homogeneous to heterogeneous,
introducing multiple fisheye cameras or an omnidirectional cam-
era for perception and implementing ultra wide band (UWB) sen-
sor for relative displacement measurement and internal communi-
cation.
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Figure 8: Relative distance profile in outdoor environment.
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