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Abstract
This paper presents numerical solution of a degenerate parabolic equation arising in the spatial diffusion of biological
populations. The variational iteration method and Adomian decomposition method are used for solving this equation and then
numerical results are compared with each other, showing that the variational iteration method leads to more accurate results.
Furthermore, variational iteration method overcomes the difficulty arising in calculating the Adomian’s polynomials which is an
important advantage over the Adomian decomposition method.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Biological population equation; Variational iteration method; Adomian decomposition method; Adomian polynomials; Analytical
solution
1. Introduction
The main aim of this work, is to solve the degenerate parabolic equation arising in the spatial diffusion of biological
populations
ρt = ρ2xx + ρ2yy + σ(ρ), t ≥ 0, x, y ∈ R,
with given initial condition ρ(x, y, 0), where ρ denotes the population density and σ represents the population supply
due to births and deaths.
Biologists believe that dispersal or emigration play a key role in the regulation of population of some species. The
diffusion of a biological species in a region B is described by the following three functions of position x = (x, y) in
B and time t [1]:
ρ(x, t), the population density,
v(x, t), the diffusion velocity,
σ(x, t), the population supply.
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The field ρ(x, t) gives the number of individuals, per unit volume, at position x and time t ; its integral over any
subregion R gives the total population of R at time t. The field σ(x, t) gives the rate at which individuals are supplied
(per unit volume) directly at x by births and deaths. The flow of population from point to point is described by the
diffusion velocity v(x, t), which represents the average velocity of those individuals who at time t occupy x. The fields
ρ, v and σ must be consistent with the following law of population balance: for every regular subregion R of B and
for all time t ,
d
dt
∫
R
ρdV +
∫
∂R
ρv.ndA =
∫
R
σdV, (1.1)
where n is the outward unit normal to the boundary ∂R of R. This equation asserts that the rate of change of population
of R plus the rate at which individuals leave R across its boundary must be equal to the rate at which individuals are
supplied directly to R. Gurtin and Maccamy in [1] showed that by making the assumptions
σ = σ(ρ), v = −k(ρ)∇ρ, (1.2)
where k(ρ) > 0 for ρ > 0, the following nonlinear partial differential equation for the density ρ is obtained:
ρt = Φ(ρ)xx + Φ(ρ)yy + σ(ρ), t ≥ 0, x, y ∈ R. (1.3)
A special case ofΦ(ρ)was employed by Gurney and Nisbet in [2]. They considered it for example in the population
of animals. The movements are made generally either by mature animals driven out by invaders or by young animals
just reaching maturity moving out of their parental territory to establish breeding territory of their own. In both cases,
it is much more plausible to suppose that they will be directed towards nearby vacant territory. In this model, therefore,
movement will take place almost exclusively “down” the population density gradient, and will be much more rapid
at high population densities than at low ones. In an attempt to model this situation, they considered a walk through a
rectangular grid, in which at each step an animal may either stay at its present location or may move in the direction
of lowest population density. The probability distribution among these two possibilities being determined by the
magnitude of the population density gradient at the grid site concerned. This model leads to (1.3) with Φ(ρ) = ρ2,
i.e. the following equation:
ρt = ρ2xx + ρ2yy + σ(ρ), t ≥ 0, x, y ∈ R, (1.4)
with given initial condition ρ(x, y, 0).
Some properties of Eq. (1.4) such as Ho¨lder estimates of its solutions are studied in [3].
Two examples of constitutive equations for σ [1] are the Malthusian law
σ = µρ, (µ = constant),
and the Verhulst law
σ = µρ − γρ2, (µ, γ = constant).
We consider a more general form of σ as σ(ρ) = hρα(1− rρβ) which yields
ρt = ρ2xx + ρ2yy + hρα(1− rρβ), t ≥ 0, x, y ∈ R, (1.5)
where α, β, h and r are real numbers.
Note that Malthusian law and Verhulst law are special cases which are obtained by setting h = µ, α = 1, r = 0
and h = µ, α = β = 1, r = γ
µ
respectively.
The organization of this paper is as follows:
In Section 2, we review the procedure of variational iteration method and Adomian decomposition method and
apply these techniques to Eq. (1.5). To show the efficiency of these methods, we present some examples and numerical
results in Section 3. A conclusion is given in Section 4.
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2. Numerical methods
2.1. Variational iteration method
Variational iteration method was first proposed by the Chinese mathematician He [4–7]. This method has been
employed to solve a large variety of linear and nonlinear problems with approximations converging rapidly to accurate
solutions.
Some advantages of this technique are: (i) the initial condition can be chosen freely with some unknown parameters,
(ii) the unknown parameters in the initial condition can be easily identified, (iii) the calculation is simple and
straightforward.
This approach is successfully and effectively applied to various equations such as KdV equation [8], delay
differential equations [9], autonomous ordinary differential equations [10], Blasius equation [11] and etc. Also this
procedure is investigated in [12] for solving Helmholtz equation. The variational iteration technique is employed to
solve the nonlinear dispersive equation, a nonlinear partial differential equation arising in the process of understanding
the role of nonlinear dispersion and in the forming of structures like liquid drops and exhibits compactons : solitons
with compact support [13]. This technique is used in [14] for solving Burgers’ and coupled Burgers’ equations.
In [14] the applications of the present method to coupled Schrodinger–KdV equations and shallow water equation are
provided. Author of [15] investigated the variational iteration method for solving Bratu’s problem which has various
applications in science and engineering. The He’s variational iteration method is used [16] to give the solution of
the coagulation problem which is a very important process in a wide variety of physical, chemical and biological
processes. Authors of [17] employed the variational iteration method for solving a parabolic inverse problem.
They used this approach to solve a semilinear parabolic partial differential equation subject to the temperature
overspecification. This technique is also employed in [18] to solve the Fokker–Planck equation. The linear and
nonlinear cases are discussed in their work and several test examples are given [18] to show the efficiency of this
procedure.
The idea of this method is constructing a correction functional by a general Lagrange multiplier. The multiplier in
the functional should be chosen such that its correction solution is superior to its initial approximation (trial function)
and is the best within the flexibility of trial function, accordingly we can identify the multiplier by variational
theory [19]. The initial approximation can be freely chosen with possible unknowns, which can be determined by
imposing the boundary/initial conditions.
To illustrate the procedure of this approach, we consider the following general differential equation:
Lρ + Nρ = g, (2.1)
where L is a linear operator, N is a nonlinear operator and g(t) is an inhomogeneous term.
According to the variational iteration method, the terms of a sequence {ρn} are constructed such that this sequence
converges to the exact solution. ρns are calculated by a correction functional as follows:
ρn+1(t) = ρn(t)+
∫ t
0
λ{Lρn(s)+ N ρ˜n(s)− g(s)}ds, (2.2)
where λ is the general Lagrange multiplier, which can be identified optimally via the variational theory, the subscript
n denotes the nth approximation and ρ˜n is considered as a restricted variation, i.e. δρ˜n = 0.
By taking variation of (2.2) with respect to the independent variable ρn and making the correction functional
stationary, λ, the Lagrange multiplier, will be specified. Then starting with an initial approximation, we can identify
the next approximations successively.
For linear problems, the exact solution can be obtained by only one iteration step due to the fact that the Lagrange
multiplier can be exactly identified. In nonlinear problems, in order to determine the Lagrange multiplier in a simple
manner, the nonlinear terms have to be considered as restricted variations.
If we apply this procedure to Eq. (1.5), Eq. (2.2) reduces to
ρn+1(x, y, t) = ρn(x, y, t)+ ψn(x, y, t), (2.3)
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where ψn is in the following form:
ψn =

∫ t
0
λ{(ρn)s − (ρ˜2n)xx − (ρ˜2n)yy − hρn(1− r)}ds, α = 1, β = 0, (a)∫ t
0
λ{(ρn)s − (ρ˜2n)xx − (ρ˜2n)yy − hρn + ˜hrρ1+βn }ds, α = 1, β 6= 0, (b)∫ t
0
λ{(ρn)s − (ρ˜2n)xx − (ρ˜2n)yy − hρ˜αn + hrρn}ds, α 6= 1, α + β = 1, (c)∫ t
0
λ{(ρn)s − (ρ˜2n)xx − (ρ˜2n)yy − hρ˜αn + hr ρ˜nα+β}ds, α 6= 1, α + β 6= 1. (d)
(2.4)
Remark. If h = 0 or r = 0, the following simpler forms for ψn are obtained respectively:
ψn =
∫ t
0
λ{(ρn)s − (ρ˜2n)xx − (ρ˜2n)yy}ds, (2.5)
ψn =

∫ t
0
λ{(ρn)s − (ρ˜2n)xx − (ρ˜2n)yy − hρn}ds, α = 1, (a)∫ t
0
λ{(ρn)s − (ρ˜2n)xx − (ρ˜2n)yy − hρ˜αn }ds, α 6= 1. (b)
(2.6)
In Section 3, we show in some examples that these formulas give the exact solution or a very good approximation of
the exact solution, even for a small n.
2.2. The decomposition method of Adomian
The decomposition method of Adomian is another technique for obtaining the solution of equations, especially
nonlinear equations. This method proposed by the American mathematician, G. Adomian (1923–1996) has been
applied for solving various problems. For example, this method is employed on the reaction convection diffusion
equation in [20]. In [21] a numerical comparison of partial solutions in the decomposition method for linear and
nonlinear partial differential equations is used. Adomian decomposition method is applied to some nonlinear partial
differential equations by these authors. The comparison of this method with some numerical methods for solving
parabolic equations can be found in [22]. This method is applied on the third-order dispersive partial differential
equation in [23]. Application of decomposition method on parameter determination problems is investigated in [24].
The decomposition procedure of Adomian is also employed in [25] for solving Laplace equation. In [26] Fisher’s
equation is studied by using the Adomian decomposition method. In [27] this method is used for solving Burgers’
equation with fractional derivative. The approximation of the solution of some first order partial differential equations
are obtained in [28]. This method is modified to solve linear and nonlinear boundary value problems in [29]. The
Adomian decomposition method is used to solve higher order boundary value problems [30]. This technique is
modified for boundary value problems with homogeneous boundary conditions. An interesting application of the
decomposition approach is found in [31] where this method is applied on the Navier–Stokes equations in cylindrical
coordinates. Some problems in calculus of variations are solved in [32] using the Adomian decomposition technique.
In this method the nonlinear function in the equation is decomposed into terms of special polynomials called
Adomian’s polynomials and then the terms of the solution which is regarded as a series, are determined recurrently.
Consider the differential equation
F(ρ) = g, (2.7)
where F represents a general nonlinear ordinary differential operator involving both linear and nonlinear parts and
g(t) is a given function. Eq. (2.7) can be written as
Lρ + Rρ + Nρ = g, (2.8)
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where L is an easily invertible operator, which is usually taken as the highest-ordered derivative, R is the remainder
of the linear operator and N is the nonlinear term in F(ρ).
Applying the inverse operator L−1 to (2.8) yields
L−1Lρ = L−1g − L−1Rρ − L−1Nρ, (2.9)
and therefore
ρ = k + L−1g − L−1Rρ − L−1Nρ, (2.10)
where k is the integration constant and satisfies Lk = 0. Based on the Adomian decomposition method [33], the
solution of Eq. (2.7) is regarded as a series
ρ =
∞∑
n=0
ρn, (2.11)
and the nonlinear term Nρ is decomposed as follows:
Nρ =
∞∑
n=0
An, (2.12)
where the componenets An are Adomian’s polynomials which are calculated by the formula
An(ρ0, . . . , ρn) = 1n!
dn
dλn
[
N
[ ∞∑
k=0
λkρk
]]∣∣∣∣∣
λ=0
, n ≥ 0. (2.13)
Substituting (2.11) and (2.12) in (2.10) results in
∞∑
n=0
ρn = k + L−1g − L−1R
∞∑
n=0
ρn − L−1
∞∑
n=0
An . (2.14)
Now according to the decomposition procedure of Adomian, we can obtain the components ρns by the following
recurrent relation:
ρ0 = k + L−1g, (2.15)
ρn = −L−1Rρn−1 − L−1An−1, n ≥ 1. (2.16)
The n-term approximation of the solution is defined as θn = ∑nk=0 ρk and ρ = limn→∞ θn . In Eq. (1.5), solving for
variable t , we have L = ddt and L−1 can be considered as the definite integral in the following form:
L−1(ρ(x, y, t)) =
∫ t
0
ρ(x, y, s)ds. (2.17)
Based on the mentioned procedure, the components ρns are calculated by using (2.15) and (2.16) and Ans are given
by the formula (2.13), where Nρ is identified as:
Nρ =

−ρ2xx − ρ2yy − hρα + hrρα+β , α 6= 1, α 6= 0, α + β 6= 0, α + β 6= 1, (a)
−ρ2xx − ρ2yy − hρα, α 6= 1, α 6= 0, α + β = 1, (b)
−ρ2xx − ρ2yy − hρα, α 6= 1, α 6= 0, α + β = 0, (c)
−ρ2xx − ρ2yy + hrρ1+β , α = 1, β 6= 0, β 6= −1, (d)
−ρ2xx − ρ2yy + hrρβ , α = 0, β 6= 0, β 6= 1, (e)
−ρ2xx − ρ2yy, α = 1, β = 0, (f)
−ρ2xx − ρ2yy, α = 0, β = 0, (g)
−ρ2xx − ρ2yy, α = 0, β = 1, (h)
−ρ2xx − ρ2yy, α = 1, β = −1. (i)
(2.18)
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Remark. If h = 0 or r = 0, the following simpler forms for Nρ are obtained respectively:
Nρ = −ρ2xx − ρ2yy, (2.19)
Nρ =
{−ρ2xx − ρ2yy − hρα, α 6= 1, α 6= 0, (a)
−ρ2xx − ρ2yy, α = 1 or α = 0. (b)
(2.20)
3. Test examples
In this section, we present some examples with analytical solution to show the efficiency of methods described in
the previous section for solving Eq. (1.5).
3.1. Example 1
As the first example, consider Eq. (1.5) with h = 15 , α = 1, r = 0 and ρ(x, y, 0) =
√
xy (In this case Malthusian
law is verified). The exact solution of this problem is:
ρ(x, y, t) = e 15 t√xy.
First we apply the variational iteration method to this equation. To construct the correction functional, it is sufficient
to use (2.3) and (2.6)(a).
ρn+1(x, y, t) = ρn(x, y, t)+ ψn(x, y, t), (3.1)
where
ψn(x, y, t) =
∫ t
0
λ
{
(ρn(x, y, s))s − (ρ˜2n(x, y, s))xx − (ρ˜2n(x, y, s))yy −
1
5
ρn(x, y, s)
}
ds.
Taking variation with respect to the independent variable ρn and making the correction functional stationary, (noting
that δρn(0) = 0) we obtain
δρn+1(x, y, t) = 0,
and therefore we have:
δρn(x, y, t)+ δ
∫ t
0
λ
{
(ρn(x, y, s))s − (ρ˜2n(x, y, s))xx − (ρ˜2n(x, y, s))yy −
1
5
ρn(x, y, s)
}
ds
= δρn(x, y, t)+ λδρn(x, y, s) |s=t −
∫ t
0
(
λ′ + 1
5
λ
)
δρn(x, y, s)ds = 0. (3.2)
These conditions imply the following stationary conditions:
δρn : 1+ λ(t) = 0, (3.3)
δρn : λ′ + 15λ = 0. (3.4)
Therefore, the Lagrange multiplier can be readily identified as
λ(s) = −e 15 (t−s). (3.5)
As a result we have the following variational iteration formula:
ρn+1(x, y, t) = ρn(x, y, t)+ ψn(x, y, t), (3.6)
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where
ψn(x, y, t) = −
∫ t
0
e
1
5 (t−s)
{
(ρn(x, y, s))s − (ρ2n(x, y, s))xx − (ρ2n(x, y, s))yy −
1
5
ρn(x, y, s)
}
ds.
We start with initial approximation ρ0(x, y, t) = ρ(x, y, 0) = √xy. By the above iteration formula, we have
ρ1(x, y, t) = ρ0(x, y, t)+ ψ0(x, y, t), (3.7)
where
ψ0(x, y, t) = −
∫ t
0
e
1
5 (t−s)
{
(ρ0(x, y, s))s − (ρ20(x, y, s))xx − (ρ20(x, y, s))yy −
1
5
ρ0(x, y, s)
}
ds
= −e 15 (t−s)(√xy) |s=ts=0 = (
√
xy)
(
e
1
5 t − 1
)
,
and therefore
ρ1(x, y, t) = (√xy)+ (√xy)(e 15 t − 1) = ρ(x, y, t) = e 15 t√xy,
which is the exact solution.
Now, we solve this example by means of Adomian decomposition method. By using the recurrent relations (2.15)
and (2.16) we have
ρ0(x, y, t) = ρ(x, y, 0), (3.8)
ρn(x, y, t) = 15
∫ t
0
ρn−1(x, y, s)ds −
∫ t
0
An−1ds, (3.9)
where Ans, based on the (2.13) and (2.20)(b), are obtained in the following form:
An = −1n!
dn
dλn
( ∞∑
n=0
λkρk
)2
xx
+
( ∞∑
n=0
λkρk
)2
yy
∣∣∣∣∣∣
λ=0
. (3.10)
Therefore, the components ρns are calculated as follows:
ρ0 = ρ(x, y, 0) = √xy,
ρ1 = t5
√
xy,
ρ2 = t
2
50
√
xy = (
t
5 )
2
2
,
ρ3 = t
3
750
√
xy = (
t
5 )
3
6
,
and so on. The other components of the solution series can be determined in a similar way and we can construct the
n-term approximation of ρ as
θn(x, y, t) =
n∑
k=0
ρk(x, y, t) =
n∑
k=0
( t5 )
k
k!
√
xy.
Since
ρ = lim
n→∞ θn = e
1
5 t
√
xy,
the solution obtained by the decomposition procedure of Adomian converges to the exact solution.
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3.2. Example 2
In this example we solve Eq. (1.5) with h = −1, α = 1, r = − 89 , β = 1 and initial condition ρ(x, y, 0) = e
1
3 (x+y)
(In this case Verhulst law is hold). The exact solution of this equation is:
ρ(x, y, t) = e 13 (x+y)−t .
To solve this equation by variational iteration method, we use (2.3) and (2.4)(b):
ρn+1(x, y, t) = ρn(x, y, t)+ ψn(x, y, t), (3.11)
where
ψn(x, y, t) =
∫ t
0
λ
{
(ρn(x, y, s))s − (ρ˜2n(x, y, s))xx − (ρ˜2n(x, y, s))yy + ρn(x, y, s)+
8
9
ρ˜2n(x, y, s)
}
ds.
By the same manipulation as previous example, we obtain the following stationary conditions:
δρn : 1+ λ(t) = 0, (3.12)
δρn : λ′ − λ = 0, (3.13)
and therefore we get
λ(s) = −es−t . (3.14)
Consider ρ0(x, y, t) = ρ(x, y, 0) = e 13 (x+y). By the above recurrent formula, ρ1 is obtained
ρ1(x, y, t) = ρ0(x, y, t)+ ψ0(x, y, t),
where
ψ0(x, y, t) = −
∫ t
0
es−t
{
(ρ0(x, y, s))s − (ρ20(x, y, s))xx − (ρ20(x, y, s))yy + ρ0(x, y, s)+
8
9
ρ20(x, y, s)
}
ds,
= −es−t+ 13 (x+y) |s=ts=0 = e
1
3 (x+y)−t − e 13 (x+y),
and therefore
ρ1(x, y, t) = e 13 (x+y) + e 13 (x+y)−t − e 13 (x+y) = e 13 (x+y)−t .
This is the exact solution.
Now we apply the Adomian approach to this case of Eq. (1.5). With respect to (2.15) and (2.16), ρns, the
components of series solution, are given as below:
ρ0(x, y, t) = ρ(x, y, 0), (3.15)
ρn(x, y, t) = −
∫ t
0
ρn−1(x, y, s)ds −
∫ t
0
An−1ds, (3.16)
where Ans, by using (2.13) and (2.18)(d), can be obtained in the following form:
An = −1n!
dn
dλn
( ∞∑
n=0
λkρk
)2
xx
+
( ∞∑
n=0
λkρk
)2
yy
− 8
9
( ∞∑
n=0
λkρk
)2∣∣∣∣∣∣
λ=0
. (3.17)
Like the example 1, we can easily see that the n-term approximation of the solution is as follows:
θn(x, y, t) =
n∑
k=0
ρk(x, y, t) =
n∑
k=0
(−1)k tk
k! e
1
3 (x+y),
and in conclusion θn converges to the exact solution.
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Table 1
Comparison of the exact and approximate values obtained by VIM and ADM for t = 10
(x, y) Exact value Approximate value by VIM Approximate value by ADM
(−450,−450) 224.9386490430965 224.9386490431038 224.9386516164803
(−400,−400) 199.9387927175048 199.9387927175158 199.9387959746489
(−300,−300) 149.9392237986223 149.9392237986580 149.9392295901699
(−250,−250) 124.9395687255776 124.9395687256519 124.9395770665972
(0, 0) 0.72168783648703 0.54391023592657 −0.08778384052090
(50, 50) 25.07281063888397 25.07281068461172 25.07301753123113
(100, 100) 50.06766255112508 50.06766255400216 50.06771447915243
(200, 200) 100.0650829876902 100.0650829878706 100.0650959906748
(350, 350) 175.0639764010099 175.0639764010289 175.0639806495057
(500, 500) 250.0635335936316 250.0635335936362 250.0635356758830
3.3. Example 3
Consider Eq. (1.5) with h = 196 , α = −1, r = 48, β = 1 and initial condition
ρ(x, y, 0) = 1
4
√
2x2 + y(2y + 1)+ 5.
It is worth pointing out that ρ(x, y, t) = 14
√
2x2 + y(2y + 1)+ t3 + 5 is the exact solution of this equation. To apply
the variational iteration method to this equation, according to (2.3) and (2.4)(d), we have
ρn+1(x, y, t) = ρn(x, y, t)+ ψn(x, y, t), (3.18)
where
ψn(x, y, t) =
∫ t
0
λ
{
(ρn(x, y, s))s − (ρ˜2n(x, y, s))xx − (ρ˜2n(x, y, s))yy −
1
96
ρ˜−1n (x, y, s)+
1
2
}
ds.
Such as previous examples, the following stationary conditions are obtained:
δρn : 1+ λ(t) = 0, (3.19)
δρn : λ′ = 0, (3.20)
Therefore, we have λ(s) = −1 which yields the following recurrent relation:
ρn+1(x, y, t) = ρn(x, y, t)+ ψn(x, y, t), (3.21)
where
ψn(x, y, t) = −
∫ t
0
{
(ρn(x, y, s))s − (ρ2n(x, y, s))xx − (ρ2n(x, y, s))yy −
1
96
ρ−1n (x, y, s)+
1
2
}
ds.
By this formula, we calculate ρ1 and ρ2 and consider ρ2 as an approximation of the exact solution. Numerical results
obtained using this approximation are summarized in Tables 1–4 for t = 10, 20 and error functions for these values
of t , are plotted in Figs. 1(a), 2(a). These results show that even for small n (n = 2), the nth approximation has high
accuracy.
Now, we use the decomposition procedure of Adomian to solve the mentioned equation. Using (2.15) and (2.16),
the terms ρn of the series solution are as follows:
ρ0(x, y, t) = ρ(x, y, 0)− 12 t, (3.22)
ρn(x, y, t) = −
∫ t
0
An−1ds, (3.23)
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Table 2
Comparison of the absolute error between results obtained by VIM and ADM for t = 10
(x, y) Absolute error by VIM Absolute error by ADM
(−450,−450) 7.272155479794845×10−12 2.573383767120942×10−6
(−400,−400) 1.106994650026255×10−11 3.257144184114394×10−6
(−300,−300) 3.578650353483481×10−11 5.791547592024089×10−6
(−250,−250) 7.431440629968728×10−11 8.341019542657662×10−6
(0, 0) 1.7777760056046×10−1 8.0947167700793×10−1
(50, 50) 4.572775580413691×10−8 2.068923471546624×10−4
(100, 100) 2.877082572183554×10−9 5.192802735058470×10−5
(200, 200) 1.803952542900333×10−10 1.300298454726411×10−5
(350, 350) 1.906919067096169×10−11 4.248495877095704×10−6
(500, 500) 4.562572541999543×10−12 2.082251364180334×10−6
Table 3
Comparison of the exact and approximate values obtained by VIM and ADM for t = 20
(x, y) Exact value Approximate value by VIM Approximate value by ADM
(−450,−450) 224.9391121318537 224.9391121319102 224.9391224253888
(−400,−400) 199.9393137096021 199.9393137096922 199.9393267381787
(−300,−300) 149.9399185229426 149.9399185232288 149.9399416891329
(−250,−250) 124.9404024591992 124.9404024597930 124.9404358232773
(0, 0) 0.85391256382997 −0.56283020818509 −2.40086434145841
(50, 50) 25.07696486153511 25.07696522735743 25.07779243069554
(100, 100) 50.06974302577024 50.06974304878688 50.06995073787244
(200, 200) 100.0661239714354 100.0661239728783 100.0661759833733
(350, 350) 175.0645714205666 175.0645714207205 175.0645884145501
(500, 500) 250.0639501540889 250.0639501541258 250.0639584830943
Table 4
Comparison of the absolute error between results obtained by VIM and ADM for t = 20
(x, y) Absolute error by VIM Absolute error by ADM
(−450,−450) 7.272155479794845×10−12 1.029353506533579×10−5
(−400,−400) 1.106994650026255×10−11 2.316619033145293×10−5
(−300,−300) 3.578650353483481×10−11 2.316619033145293×10−5
(−250,−250) 7.431440629968728×10−11 3.336407806809765×10−5
(0, 0) 1.7777760056046×10−1 3.25477690528838
(50, 50) 3.658223057811938×10−7 8.275691604275343×10−4
(100, 100) 2.301665347204107×10−8 2.077121022009413×10−4
(200, 200) 1.442948871499539×10−9 5.201193793784941×10−5
(350, 350) 1.538449367899375×10−10 1.699398349659212×10−5
(500, 500) 3.683808813548239×10−11 8.329005354886454×10−6
where Ans, based on the (2.13) and (2.18)(a) can be obtained in the following form:
An = −1n!
dn
dλn
( ∞∑
n=0
λkρk
)2
xx
+
( ∞∑
n=0
λkρk
)2
yy
+ 1
96
( ∞∑
n=0
λkρk
)−1∣∣∣∣∣∣
λ=0
. (3.24)
To compare the results obtained by this method with those obtained by variational iteration method, we get two-
term approximation θ2 = ∑2n=0 ρn . (Note that calculating the next Ans is a complex and time-consuming process.)
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Fig. 1. Plot of absolute error obtained by (a) variational iteration method (b) Adomian decomposition method for t = 10.
Fig. 2. Plot of absolute error obtained by (a) variational iteration method (b) Adomian decomposition method for t = 20.
Tables 1–4 and Figs. 1(b) and 2(b) express the numerical results and errors arising from this technique. The comparison
between these results shows that variational iteration method is more accurate than the Adomian decomposition
method. Moreover, calculating the next iteration in variational iteration method is easier.
4. Conclusion
In this work, variational iteration method and Adomian decomposition method have been successfully applied to
a biological population equation. The main advantage of the two methods over mesh points methods is the fact that
they do not require discretization of the variables, i.e. time and space, and thus they are not affected by computation
round off errors and one is not faced with necessity of large computer memory and time. Furthermore, the variational
iteration technique and the Adomian decomposition method unlike the mesh points schemes [34–36] do not provide
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any linear or nonlinear system of equations. Moreover, the numerical examples show that in some cases two methods
are in agreement with each other and in some tests, variational iteration method is more accurate and more rapid than
Adomian method. Also the variational iteration technique provides the solution of the problem without calculating
Adomian’s polynomials which is an important advantage over the Adomian decomposition method.
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