The global Gan-Gross-Prasad conjecture predicts that the non-vanishing of a certain period is equivalent to the non-vanishing of the central value of a certain Rankin-Selberg L-function. There are two types of the Gan-Gross-Prasad conjecture: the Bessel case and the Fourier-Jacobi case. We prove one direction of the full Fourier-Jacobi GGP conjecture on skew-hermitian unitary groups.
Introduction
The study of special L-values is one of the pivotal subject in modern number theory because they encode many deep arithmetic information. Among all other special values, central L-values are of particular interest as the Birch and Swinnerton-Dyer conjecture and its generalization implies.
In 1992, Gross and Prasad [10] proposed a fascinating conjecture on the relationship of automorphic period integrals and central L-values of certain tensor product L-function on special orthogonal groups. After that, in 2012 together with Gan [12] , they generalized the conjecture to classical groups and metaplectic groups, which is now called the global Gan-Gross-Prasad (GGP) conjecture.
There are two types of global GGP conjectures depending on which periods is concerned: Bessel periods and Fourier-Jacobi periods. The Bessel periods are periods of automorphic forms on orthogonal groups or hermitian unitary groups and the Fourier-Jacobi periods are those of automorphic forms on metaplecticsymplectic groups or skew hermitian unitary groups. We briefly recall the definition of both periods for (skew) hermitian unitary groups.
Let E/F be a quadratic extension of number fields with adele rings A E and A F respectively. We denote the nontrivial automorphism of E fixing F by x →x. Let ω be the non-trivial quadratic character of F × \A × F by the global class field theory. Fix a character µ of E × \A × E such that µ| A × F = ω. Sometimes, we view µ as a character of GL n (A E ) and in that case, it does mean µ •det. We also fix a nontrivial character ψ of E\A E . If v is a place of F , we write E v = E ⊗ F v . For ǫ ∈ {±}, let W m ⊂ W n be non-degenerate m and n-dimensional ǫ-Hermitian spaces over E such that
m in W n is a split space When n − m = 2r + 1, write W n = X ⊕ W m ⊕ E ⊕ X * and when n − m = 2r, write W n = X ⊕ W m ⊕ X * . (Here, X, X * are both r-dimensional isotropic subspaces of W n .) Let G n , G m be the isometry groups of W n , W m respectively and regard G m as a subgroup of G n which acts trivially on the orthogonal compliment of W m in W n . Fix a complete flag of X and let N n,r be the unipotent radical of the parabolic subgroup of G n which stabilizes this flag. Then the group G m acts on N n,r through conjugation. Put H = N n,r ⋊ G m . When n − m = 2r + 1, there is an essentially unique generic character χ : N n,r (A F )\N n,r (A F ) → C × that is stabilized by G m (A F ) and hence it can be extended to a character of H(F )\H(A F ). When n − m = 2r, there is a global Weil representation ν ψ −1 ,µ −1 ,Wm of H(A F ) realized on Schwartz space S = S(Y (A F )) where Y is a Lagrangian F -space of Res E/F W m . For each f ∈ S, the associated theta series is defined by
The space of theta series is an H(F )-invariant automorphic realization of the global Weil representation ν ψ −1 ,µ −1 ,Wm of H(A F ). From now on, we denote G(F )\G(A F ) by [G] for all algebraic group G defined over F .
Let π 1 , π 2 be two irreducible cuspidal automorphic representations of G n (A F ) and G m (A F ) respectively. We regard H as a subgroup of G n through the map (n, g) → ng. Depending on whether n − m is odd or even, we define the Bessel periods and Fourier-Jacobi periods to be the integrals as follows.
• If n − m is odd, for ϕ 1 ∈ π 1 , ϕ 2 ∈ π 2 , its Bessel period is defined by B χ ′ (ϕ 1 , ϕ 2 ) := [Nn,r⋊Gm] ϕ 1 (ng)ϕ 2 (g)χ ′−1 ((n, g))dndg.
• If n − m is even, for ϕ 1 ∈ π 1 , ϕ 2 ∈ π 2 , f ∈ ν ψ −1 ,µ −1 ,Wm , its Fourier-Jacobi period is defined by FJ ψ,µ (ϕ 1 , ϕ 2 , f ) := [Nn,r⋊Gm] ϕ 1 (ng)ϕ 2 (g)Θ ψ −1 ,µ −1 ,Wm ((n, g), f ) dndg.
The GGP conjecture [12, Conjecture 24.1] predicts that for an irreducible tempered cuspidal representation π 1 ⊠ π 2 of G n × G m , the following two conditions are equivalent in each cases.
• Bessel case (i) B χ ′ is non-vanishing (ii) Hom H(Fv ) (π 1 ⊠ π 2 , C) = 0 for all places v and L( 1 2 , BC(π 1 ) × BC(π 2 )) = 0 • Fourier-Jacobi case (i) FJ ψ,µ is non-vanishing. (ii) Hom H(Fv ) (π 1,v ⊠ π 2,v ⊠ ν ψ −1,v ,µ −1,v ,Wm , C) = 0 for all places v and L( 1 2 , BC(π 1 ) × BC(π 2 ) ⊗ µ −1 ) = 0.
(Here, BC stands for the standard base change and the L-function is the Rankin-Selberg L-function.)
In their influential paper [18] , Ichino-Ikeda formulated a refined GGP conjecture expressing the Bessel periods in terms of special values explicitly for othorgonal groups of co-rank 1, i.e. SO(n+1)×SO(n) case. Thereafter, it is extended by Liu [29] to higher co-rank cases for both orthogonal groups and hermitian unitary groups. Recently, Xue [35] formulated the similar refined conjecture on the Fourier-Jacobi periods for metaplectic-symplectic groups.
After the formulation of the GGP conjecture, Wei Zhang was the first who made a breakthrough toward the GGP conjectures on Bessel case. Using the relative trace formula of Jacquet and Rallis [21] , Wei Zhang [41, 42] could prove the original and refined GGP conjecture for U (n + 1) × U (n) under two local assumptions. Those two local assumptions arise when one applies a simple version of Jacquet-Rallis relative trace formula. Quite recently, the first condition is completely removed in his joint work [5] with R. Beuzart. Plessis, Y. Liu and X. Zhu. However, the second condition, which forces BC(π 1 ) ⊠ BC(π 2 ) to be cuspidal, seems very hard to remove because it requires the fine spectral expansion of the relative trace formula of Jacquet-Rallis which seems quite afar as of now. Using the similar idea of Wei Zhang, H. Xue [36, 37] proved the original and refined Fourier-Jacobi GGP conjecture for the co-rank 0 skew-hermitian unitary groups, i.e. U (n) × U (n), under the similar local assumptions as those in Wei Zhang's papers.
On the other hand, inspired by the construction of the regularized period integral of Jacquet, Lapid, Rogawski [25, 28] , Ichino-Yamana [20] and Yamana [38] invented the regularized period integrals for corank 1 hermitian unitary groups, i.e. U (n + 1) × U (n) and for co-rank 0 metaplectic-symplectic groups, i.e. M p(2n) × Sp(2n) respectively. By computing the regularized period integrals involving the residual Eisenstein series, they proved (i) → (ii) direction of the original GGP conjecture in such low co-rank cases without any local assumption.
For the higher co-rank GGP conjecture, quite recently, there has been a huge progress on Bessel case. In the seminal paper of Jiang and Zhang [22] , they proved (i) → (ii) direction of original full Bessel GGP conjecture for both the orthogonal groups and hermitian unitary groups simultaneously. In that paper, they also proved (ii) → (i) direction under some global assumption. Their method is to use the twisted automorphic descent which extends the automorphic descent developed by Ginzburg-Rallis-Soudry [16] . Recently, Morimoto-Furusawa [8] proved the refined Bessel GGP conjecture for π 1 ⊠ π 2 in special family of irreducible tempered cuspidal automoprhic representations of SO(2n + 1) × SO(2).
In the meanwhile, the most well-known result towards the higher co-rank Fourier-Jacobi GGP conjecture is the Ginzburg-Jiang-Rallis's one on the metaplectic-symplectic groups [9] . In that paper, by mixing the Arthur truncation method and the Rankin-Selberg method, they proved (i) → (ii) direction of the original Fourier-Jacobi GGP conjecture for arbitrary even co-rank metapletic-symplectic groups, i.e., M p(2n + 2r) × Sp(2n) under some stability assumption. The assumption forces the Langlands functorial transfer of π 1 ⊠ π 2 to their corresponding general linear groups to be cuspidal. Since this assumption is critical in their argument, it seems hard to remove this assumption in their approach. (See remarks after [22, Theorem 5.7] .)
In contrast to metaplectic-symplectic case, very little is known for the non-equal rank skew-hermitian groups. To the best of author's knowledge, Gelbart-Rogawski's paper [15] which studied the Fourier-Jacobi period of U (3) × U (1) is the only one which deals with the non-equal skew-hermitian groups.
The goal of this paper is to prove (i) → (ii) direction of the original full Fourier-Jacobi GGP conjecture for the skew-hermitian unitary groups, i.e, U (n + 2r) × U (n). To do this, we generalize the co-rank 0 regularized trilinear periods introduced in [38] to the higher co-rank one which involves the integration on the unipotent radical subgroup. And then by exploiting several properties of this regularized periods, we shall prove the following:
Main Theorem. Let n − m = 2r for some non-negative integer r and π 1 , π 2 be an irreducible globally generic cuspidal automorphic representations of G n (A F ) and G m (A F ) respectively. If there are ϕ 1 ∈ π 1 , ϕ 2 ∈ π 2 and f ∈ ν Wm such that
We remark that our assumption on the global genericity of π 1 , π 2 is to use the following properties (i) The weak base change BC(π 1 ) and BC(π 2 ) exist.
(ii) BC(π 1 ) is decomposed as the isobaric sum σ 1 ⊞ · · · ⊞ σ t where σ i 's are irreducible cuspidal automorphic representations of general linear groups such that the (twisted) Asai L-function L(s, σ i , As (−1) n−1 ) has a pole at s = 1 for all 1 ≤ i ≤ t. (iii) The local normalized local intertwining operator is holomorphic for all z with Re(z) ≥ 1 2 .
The endoscopic classification of [23, 27] ensures that irreducible tempered cuspidal representations also have the above properties. Thus our main theorem continues to hold if we replace the global genericity of π 1 , π 2 with the tempered condition as in the original GGP conjecture. This paper is organized as follows. In Section 2, we introduce the general definition of automorphic forms on non-reductive groups modeled after Jacobi forms. In Section 3, we define the mixed truncation operator which sends two automorphic forms on non-reductive groups to a rapidly decreasing automorphic form on reductive group. Using this mixed truncation, we define the trilinear regularized period integral and prove its several properties. In Section 4, after introducing the Jacquet module corresponding to Fourier-Jacobi character, we prove a lemma which is required to prove the vanishing property of regularized periods involving residual Eisenstein series. In Section 5, we explain the definition of (residual) Eisenstein series and review [20, Proposition 5.3] which manifests the correlation of analytic properties of Eisenstein series with the behavior of the associated Rankin-Selberg L-functions. In Section 6, we prove various lemmas used in the proof of our main theorem. By collecting every lemmas established in Section 6, we prove our main theorem in Section 7.
After the completion of this paper, the author heard the news that Gan, Gross and Prasad extended their original conjecture to the non-tempered case in their recent paper. [11] In [11, Conjecture 9.1], they formulated the general global (local) GGP conjecture for automorphic representations in global (local) A-packets. But the automorphic representations in non-tempered A-packets are not necessarily cuspidal. So to formulate the general GGP conjecture including representations with a non-tempered A-parameter, one needs the definition of regularized period integrals extending B χ ′ , FJ ψ,µ in both cases. For such reason, they formulated [11, Conjecture 9.1] assuming the existence of a regularized period integral in each cases. Proposition 3.6 (iv) in this paper shows that our regularized period integral on the space of automorphic forms is the natural extension of FJ ψ,µ .
We expect that our method can be applied to prove (i) → (ii) direction of original Fourier-Jacobi GGP conjecture for higher co-rank metaplectic-symplectic groups without the stability assumption appearing in [9] . We will pursue this in the forthcoming paper [17] .
Automorphic forms
For a connected reductive algebraic group G over F , we fix a minimal F -parabolic subgroup P 0 of G with a Levi decomposition P 0 = M 0 U 0 and a maximal compact subgroup [26, I.1.4] ). Note that the Levi factor M 0 is the centralizer of a maximal split torus A M 0 . Throughout the rest the paper, a parabolic subgroup always means a standard parabolic subgroup. The letters P, Q are reserved for parabolic subgroups of G and M, L for their Levi subgroups, U, V for their unipotent radicals. When we deal with reductive group G × G, we also fix a minimal F -parabolic subgroup P 0 × P 0 so that every parabolic subgroup of G × G should be of the form P × Q where P, Q are parabolic subgroups of G. To distinguish parabolic subgroups of G × G with those of G, we use the letterS for parabolic subgroups of G × G. Let θ be the involution of G × G sending (x, y) to (y, x). Then the map P →P = (P, P ) gives a bijection between parabolic subgroups of G and θ-invariant parabolic
We give the Haar measure on U (A F ) such that giving 1 for the volume of [U ] and the Haar measure on K so that total volume of K is 1. We choose Haar measures on M (A F ) for all Levi subgroups M of G compatibly with respect to the Iwasawa decomposition.
Let A P (G) be the space of automorphic forms on U (A F )P (F )\G(A F ), i.e., smooth, K-finite and z-finite functions on U (A F )P (F )\G(A F ) of moderate growth, where z is the center of the universal enveloping algebra of the complexified Lie algebra of the product of the archimedean localizations of G(A F ). When P = G, we simply write A (G) for A G (G). For a cuspidal automorphic representation ρ of M (A F ), we write A ρ P (G) for the subspace of functions φ ∈ A P (G) such that for all k ∈ K, the function m → δ P (m) −1 ·φ(mk) belongs to the space of ρ. Here, δ P is the modulus function of P (A F ) (see [26, I.2.17] ).
We extend the definition of automorphic forms from reductive groups to special non-reductive groups. Let · be a height function on G(A F ) as in [26, Section I.2.2] . Let N be a unipotent group over F which admits a G-action in the category of algebraic groups over F . We denote this action by σ : G → Aut(N ). Using σ, we can consider the semi-direct product N ⋊G. We define automorphic forms on N (A F )⋊G(A F ) as follows.
For a function ϕ : N (A F ) ⋊ G(A F ) → C and arbitrary n ∈ N (A F ), denote ϕ n : G(A F ) → C by ϕ n (g) := ϕ(n, g). We say that ϕ is an automorphic form on
Here, φ is said to be of moderate growth if there is a positive integer m such that sup g∈G(A F ) 1 [N ]
|Xφ n (g)| g −m dn < ∞ for every left invariant differential operators X on G(F ⊗ Q R) 1 . We denote by A (N ⋊ G) the space of automorphic forms on N (
(We used change of variable u 1 → u 1 a −1 , u 2 → u 2 a −1 .) For i = 1, 2, write u ′ i = p −1 u i p. Then du ′ i = δ P (p −1 )du i = du i as p ∈ P (F ). For an arbitrary g ∈ G(A F ), write n ′ = σ(g)n. Then dn ′ = δ σ (g)dn where δ σ (g) = | det(dσ(g); Lie(N ))| with dσ(g) : Lie(N ) → Lie(N ) being the differential of σ(g).
Mixed truncation
To explain the mixed truncation, we first recall some notations regarding Arthur's truncation. For more explanation on the notations here, see [1, Sec. 1] .
For a connected reductive algebraic group G over F , we fix a minimal F -parabolic subgroup P 0 of G with a Levi decomposition P 0 = M 0 U 0 . Write X(G) for the group of F -rational characters of G. Let a * 0 be the R-vector space spanned by the lattice X(M 0 ) and a 0 = Hom(a * 0 , R) its dual space. The canonical pairing on a * 0 × a 0 is denoted by , . Let ∆ 0 and ∆ ∨ 0 = {α ∨ : α ∈ ∆ 0 } be the sets of simple roots and simple coroots in a * 0 and a 0 respectively. Write∆ ∨ 0 and∆ 0 for the dual bases of ∆ 0 and ∆ ∨ 0 respectively. (In other words,∆ ∨ 0 and∆ 0 are the set of coweights and weights respectively.) For a standard parabolic subgroup P = M P U P of G, write A M P for the maximal split torus in the center of M P and a * P = X(M P ) ⊗ Z R and a P for its dual space. For a pair of standard parabolic subgroups Q ⊂ P of G, there are a canonical injection a P ֒→ a Q and surjection a Q ։ a P induced by two inclusion maps A M P ֒→ A M Q and M Q ֒→ M P . So we have a canonical decomposition a Q = a P Q ⊕ a P , a * Q = (a P Q ) * ⊕ a * P . In particular, if we take Q = P 0 , we have a decomposition
for any standard subgroup P .
For every standard parabolic subgroup P , let ∆ P ⊂ ∆ 0 be the set of non-trivial restrictions of simple roots to a * P . For any pair of standard parabolic subgroups Q ⊂ P , denote by ∆ P Q the subset of ∆ Q appearing in the root decomposition of the Lie algebra of the unipotent radical U Q ∩ M P . Then for H ∈ a P , α, H = 0 for all α ∈ ∆ P Q and so ∆ P Q ⊂ (a P Q ) * . Note that ∆ G P = ∆ P . For any α ∈ ∆ P Q , there is anα ∈ ∆ 0 whose restriction to (a P Q ) * is α. Write α ∨ for the projection ofα ∨ to a P Q . Define
to be the dual bases of (∆ P Q ) ∨ and ∆ P Q respectively. Thus,∆ P Q is the set of simple weights and (∆ ∨ ) P Q is the set of coweights. We simply write∆ ∨ P for (∆ ∨ ) G P and∆ P for∆ G P , respectively.
Let τ P Q be the characteristic function of the subset {H ∈ a 0 : α, H > 0 for all α ∈ ∆ P Q } ⊂ a 0 and letτ P Q be the characteristic function of the subset {H ∈ a 0 : ̟, H > 0 for all ̟ ∈∆ P Q } ⊂ a 0 . Since these two functions depend only on the projection of a 0 to a P Q , we also regard them as functions on a P Q . We write a P for a G P and τ P ,τ P for τ G P ,τ G P respectively. For each parabolic subgroup P = M U , we have a height map
characterized by the following properties (see [1, page 917]):
The restriction of H P on M (A F ) is a surjective homomorphism. For a pair of parabolic subgroups Q ⊆ P , it is easy to check that the projection of H Q (g) ∈ a Q to a P is H P (g) for all g ∈ G(A F ).
Denote the kernel of H
and H P gives an isomorphism between A M (R) 0 and a P . Denote the inverse of this map by X → e X . We fix a Haar measure on a P .
More generally, we define a partial mixed truncation by
For any two parabolic groups Q ⊆ P , Langlands' combinatorial lemma asserts that
Note that this function depends only on the projection of H and X onto a P Q and is compactly supported function on a P Q . The following lemma is the consequences of Langlands' combinatorial lemma.
By (3.1), it equals toτ P Q (H − X). This proves (3.2). On the other hand,
By (3.1), it equals to τ P Q (H − X). This proves (3.3).
The mixed truncation has the following property.
This completes the proof.
For any two parabolic subgroups Q ⊆ P , put
Using the binomial theorem, it is easy to check that for any parabolic subgroup P 1 ⊇ P ,
For any parabolic subgroup P of G, we define a Siegel set and truncated Siegel set relative to P by
Proof. It is enough to show when P = G and k = 1. For fixed P , let F P (g, T ) be the characteristic function on P (F )S P (T ) in G(A F ). [1, Lemma 6.4] says that (3.5)
(In the last equality, we used the fact (
Applying the similar argument in the proof of [28, Lemma 8.2.1(1)], one can show that
(Here · P 1 is a Euclidean norm on a P 1 .)
If we apply the argument in [2, page 92-96] to G × G instead of G, there exists a positive constant c 2 such that
|φS ,Q (n, δg)|dn < c 2 for all positive integer N 2 .
Furthermore, there are positive constant c T , N 3 such that
.
, we consider the following integral
Thanks to Lemma 3.3, this integral converges absolutely.
Write ρ 0 for half the sum of positive roots in a * 0 and denote by ρ P , ρ P Q the projection of ρ 0 to a * P , (a P Q ) * respectively. Recall that e 2 ρ P ,H P (p) = δ P (p) for p ∈ P (A F ). It is known that an automorphic form φ ∈ A P (G) admits a finite decomposition [26, I.3.2] ). We denote the finite set of exponents λ i appearing in this decomposition by E P (φ).
Proposition 3.4. The integral in (3.6) is a function of the form λ p λ (T )e λ,T , where p λ is a polynomial in T and λ can be taken from the set
(In the third equality, we used φ ′′ (g) = φ ′′ (δg) for all δ ∈ G(F ). The symbol # a P in the last equality represents the regularized integral of a polynomial exponential function over a cone in a vector space. See [25, Sec 2] .)
The inner integral over a P can be expressed in terms of the Fourier transform of Γ G P (·, T ′ ) evaluated at λ 1 +λ 2 +ρ P for λ 1 ∈ E P ((φ⊗φ ′ ) P,N ), λ 2 ∈ E P (φ ′′ P ). Thus by [2, Lemma 2.2], the #-integral is a polynomial exponential function in T ′ whose exponents are
, we define its regularized period P(φ, φ ′ , φ ′′ ) as its value p 0 (T ). We also write
For a parabolic subgroup P of G, we set the #-integral
For a proper parabolic subgroup P of G, τ P is the characteristic function of the cone spanned by the coweights (∆ ∨ ) P . Since the functions m −→ Λ T,P m (φ ⊗ φ ′ )(mk) are rapidly decreasing, P T P (φ, φ ′ , φ ′′ ) exists if and only if
Then the following statements hold.
Proof. The proof of (i) is somewhat similar with [19, Proposition 3.3]. By the assumption, P P T P (φ, φ ′ , φ ′′ ) is well-defined. Choose a regular T ′ ∈ a 0 . Using the Lemma 3.2 and the decomposition of automorphic forms (3.7), we can write
Using the Iwasawa decomposition of M with respect to
Since
(We incorporated the double #-integral into a single #-integral over a Q using [25, (14) ].)
Thus if we change two sums over P and Q in P P T +T ′ P (φ, φ ′ , φ ′′ ) and use (3.3),
This proves (i).
Next we prove (ii). Applying the similar argument in the proof of Proposition 3.4 to M instead of G, we see that P T P (φ, φ ′ , φ ′′ ) is also a polynomial exponential function in T . Among all P T P (φ, φ ′ , φ ′′ ), the zero exponent appears only in the term P = G by the assumption. Since P P T P (φ, φ ′ , φ ′′ ) is independent of T , other exponents are cancelled out except for the zero exponents. This proves (ii).
To prove (iii), the checking N (A F )-invariance is obvious from the definition of P and so we are sufficient to check only G(A F ) 1 -invariance. For any x ∈ G(A F ) and a function f on N (A F ) ⋊ G(A F ), write f x for the right translation of f by x, i.e., f x (n, g) = f (n, gx). (When N = 1, f x (g) = f (gx).)
The same argument just before [25, Theorem 9] shows that for arbitrary ϕ ∈ A P (G), 
For h ∈ G(A F ), let K(h) ∈ K be any element such that hK(h) −1 ∈ P 0 (A F ). Then using the same argument in [25, page 193-194] , we have
Applying the similar argument in the proof of (ii), we have
By changing the order of integration and summation, we have
and so we proved (3.8) as required. (Changing the order of integration and summation in the third and fourth equality is justified by [3, Lemma 2.1]. We refer the reader to [25, page 194, 196] for the detail.)
The last assertion (iv) essentially follows from the fact that 
for all pairs of parabolic subgroups Q ⊂ P of G. Clearly A (N ⋊ G) * * ⊂ A (N ⋊ G) * .
is well-defined for all proper parabolic subgroups P of G by [25, Lemma 3] .
Proof. We prove this by induction on the split rank of G. Assume that it holds for groups M P , where M P is the Levi subgroup of a proper parabolic subgroup P of G.
By Proposition 3.6 (ii), we can write
Using the similar argument in [25, Theorem 10], we can show that P T P (φ, φ ′ , φ ′′ ) is equal to 
by Langlands' combinatorial lemma. Thus we proved
as desired.
Jacquet module corresponding to Fourier-Jacobi character
Let E/F be a quadratic extension of number fields and v a place of F . Let F v and E v be the localizations of F and E at v respectively. Then
Since we shall only consider the local situation, we suppress v from the notation until the end of this section.
Let ψ and µ a nontrivial character of F and E × respectively. Write | · | and | · | E for the normalized absolute values on F and E respectively, viewed as characters of general linear groups composed with det.
Let W n be a free left E-module of rank n which has a skew-hermitian structure (·, ·) and G n be its unitary group. Let k be the dimension of a maximal totally isotropic subspace of W n and we assume k > 0. We fix maximal totally isotropic subspaces X and X * of W n , in duality, with respect to (·, ·). Fix a complete flag in X 0 = X 0 ⊂ X 1 ⊂ · · · ⊂ X k = X, and choose a basis {e 1 , e 2 , · · · , e j } of X j such that {e 1 , · · · , e j } is a basis of X j for 1 ≤ j ≤ k. Let {f 1 , f 2 , · · · , f k } be the basis of X * which is dual to the fixed basis of X, i.e., (e i , f j ) = δ ij for 1 ≤ i, j ≤ k, where δ i,j denotes the Kronecker delta. We write X * j for the subspace of X * spanned by {f 1 , f 2 , · · · , f j } and W n−2j for the orthogonal complement of X j + X * j in W n . For each 1 ≤ j ≤ k, denote by P n,j the parabolic subgroup of G n stabilizing X j , by U n,j its unipotent radical and by M n,j the Levi subgroup of P n,j stabilizing X * j . Then M n,j ≃ GL(X j ) × G n−2j . (Here, we regard GL(X j ) ≃ GL j (E) as the subgroup of M n,j which acts as the identity map on W n−2j .) For 0 ≤ j ≤ k, we write N n,j (resp., N j ) for the unipotent radical of the parabolic subgroup of G n (resp., GL(X j )) stabilizing the flag {0} = X 0 ⊂ X 1 ⊂ · · · ⊂ X j . If we regard N j as a subgroup of M n,j ≃ GL(X j ) × G n−2j , it acts on U n,j and so N n,j = U n,j ⋊ N j . When j = 0, N 0 denotes the trivial group.
For any 0 ≤ j < k, (Res E/F (W n−2j ), Tr E/F (·, ·)) is a nondegenerate symplectic F -space of F -dimension 2(n−2j). Let H W n−2j = Res E/F (W n−2j )⊕F be the Heisenberg group associated to (Res E/F (W n−2j ), Tr E/F (·, ·)) and Ω ψ −1 ,µ −1 W n−2j be the Weil representation of H W n−2j ⋊ G n−2j with respect to ψ −1 , µ −1 . Then since N n,j−1 \N n,j ≃ H W n−2j and N j ⊆ N n,j−1 , we can pull back Ω ψ −1 ,µ −1 ,W n−2j to N n,j ⋊ G n−2j and denote it by the same symbol Ω ψ −1 ,µ −1 ,W n−2j . When E is field, Tr E/F and N E/F denote the usual trace and norm map respectively and E 1 the kernel of N E/F . When E = F ⊕ F , define
When j ≥ 2, we define a character λ j : N j → C × by λ j (n) = ψ(Tr E/F ((ne 2 , f 1 ) + (ne 3 , f 2 ) + · · · + (ne j , f j−1 ))), n ∈ N j .
When j = 0, 1, λ j denotes the trivial character. Put ν ψ −1 ,µ −1 ,W n−2j = λ j ⊗ Ω ψ −1 ,µ −1 ,W n−2j and denote H n,j = N n,j ⋊ G n−2j . We can embed H n,j into G n × G n−2j by inclusion on the first factor and projection on the second factor. Then ν ψ −1 ,µ −1 ,W n−2j is a smooth representation of H n,j = N n,j ⋊ G n−2j and up to conjugation of the normalizer of H n,j in G n × G n−2j , it is uniquely determined by ψ modulo N E/F (E) × and µ. We shall denote by ω ψ −1 ,ν −1 ,W n−2j the restriction of ν ψ −1 ,µ −1 ,W n−2j to G n−2j .
For 0 ≤ l ≤ k − 1, we define a character ψ l of N n,l+1 , which factors through the quotient n : N n,l+1 → U n,l+1 \N n,l+1 ≃ N l+1 , by setting ψ l (u) = λ l+1 (n(u)).
Denote by q the cardinality of the residue field of F and write q E = q 2 .
For an irreducible smooth representation π ′ of G n , we write J ψ l (π ′ ⊗ Ω ψ −1 ,µ −1 ,W n−2l−2 ) for the (normalized) Jacquet module of π ′ ⊗ Ω ψ −1 ,µ −1 ,W n−2l−2 with respect to the group N n,l+1 and its character ψ l , regarded as a representation of the unitary group G n−2l−2 .
Lemma 4.1. Let n, m, a positive integers such that 2r = n − m ≥ 0. Let E be a smooth representation of G n+2a of finite length and σ and π be irreducible smooth representations of GL(X a ) and G m , respectively. Then
except for finitely many q −s E .
Proof. We prove this only when E is a field for the convenience of notation. The case when E = F ⊕ F is similar in essence.
We first prove (i). By the Frobenius reciprocity,
Next, we prove (ii). The proof is quite similar with [38, Lemma 4.1]. By the Frobenius reciprocity,
where s 0 is defined so that δ 1 2 P m+2a,a = | · | s 0 E . For 1 ≤ i ≤ a, write P a,i for the subgroup of GL(X a ) which stabilizes the flag X a−i ⊂ X a−i+1 ⊂ · · · ⊂ X a−1 and fixes e j modulo X j−1 for a − i + 1 ≤ j ≤ a. Put 
(For the definition of Φ + and Ψ + , see [4, Sec. 3] .) Let X a,i be the subspace of X a generated by e a−i+1 , e a−i+2 , . . . , e a and put N a,i by N a ∩ GL(X a,i ). Then for 1 ≤ j ≤ a,
By applying the Frobenius reciprocity law, we have
for some s ′ 1 ∈ R (depending on j). For 1 ≤ j ≤ a − 1, the central character of any irreducible subquotient of J P m+2a,a−j (E)| GL(X a−j ) ⊗ (| · | j+1 2 +s−s ′ 1 E µ −1 σ (j) ) is not trivial for almost all q −s E . Thus the Hom space in (4.4) is zero for almost all q −s E unless j = a, in which case it is isomorphic to
where t = dim C σ (a) . Since t ≤ 1, our claim is proved.
Residual representation
For irreducible cuspidal automorphic representations π of G n (A F ) and σ of GL a (A E ), we write L(s, σ × π) for the Rankin-Selberg L-function L(s, σ × BC(π)). We also write L(s, σ, As + ) for the Asai L-function of σ and L(s, σ, As − ) for the µ-twisted Asai L-function L(s, σ ⊗ µ, As + ) (cf., [12, Section 7] ).
, the Eisenstein series is defined by
This series converges absolutely when Re(s) is sufficiently large and admits a meromorphic continuation to the whole complex plane. [26] Proposition 5.1 ([20], Proposition 5.3). Let π be an irreducible globally generic cuspidal automorphic representation of G n (A F ) and σ an irreducible cuspidal automorphic representation of GL a (A E ). For φ ∈ A σ⊠π P n+2a,a (G n+2a ), the Eisenstein series E(φ, z) has at most a simple pole at z = 1 2 and z = 1. Moreover, it has a pole at z = 1 2 as φ varies if and only if L(s, σ × π ∨ ) is non-zero at s = 1 2 and L(s, σ, As (−1) n−1 ) has a pole at s = 1. Furthermore, it has a pole at z = 1 as φ varies if and only if L(s, σ × π ∨ ) has a pole at s = 1.
For φ ∈ A σ⊠π P n+2a,a (G n+2a ), we define the residues of the Eisenstein series to be the limits
For i = 0, 1, let E i (σ, π) be the residual representation of G n+2a (A F ) generated by E i (φ) for φ ∈ A σ⊠π P n+2a,a (G n+2a ).
The assumption that π is globally generic ensures the existence of the weak base change BC(π) and we can write it as an isobaric sum of the form σ 1 ⊞ · · · ⊞ σ t , where σ 1 , · · · , σ t are distinct irreducible cuspidal automorphic representations of some general linear groups such that the (twisted) Asai L-function L(s, σ i , As (−1) n−1 ) has a pole at s = 1.
is non-zero if and only if σ ≃ σ i for some 1 ≤ i ≤ t. 
Lemmas
In this section, E/F denotes a quadratic extension of number fields. Fix ψ and µ a nontrivial character of A F and A × E respectively. Let m, a be positive integers and r non-negative integer. Write n = m + 2r and let (W n+2a , ( , )) be a skew-hermitian spaces over E of dimension n + 2a. Let X, X * be both r-dimensional isotropic subspaces of W n+2a which are in dual with respect to (·, ·) and (W m+2a , ( , )) be its orthogonal complement. Then one has the polar decomposition W n+2a = X ⊕ W m+2a ⊕ X * .
Suppose that (W m+2a , ( , )) has also the polar decomposition
are both a-dimensional isotropic subspaces of W m+2a which are in dual with respect to (·, ·).
Let ρ a , S(Y * a (A E )) be the Heisenberg representation of H Ya⊕Y * a with respect to ψ −1 and (ρ 0 , S 0 ) be the fixed Heisenberg representation of H Wm with respect to ψ −1 . Then S = S(Y * a (A E )) ⊗ S 0 provides a mixed model for both the Heisenberg representation of H W m+2a and the global Weil representation (6.5) where Herm(Y * a , Y a ) = {c ∈ Hom(Y * a , Y a ) | c * = −c} and we identified Herm(Y * a , Y a ) and Hom(W m , Y a ) as subgroups of U m+2a,a via the canonical isomorphism U m+2a,a ≃ Hom(W m , Y a ) ⋉ Herm(Y * a , Y a ). By choosing a theta functional θ 1 : S 0 → C, we define the theta functions associated to S as follows:
} is a realization of the global Weil representation ν ψ −1 ,µ −1 ,W m+2a as an automorphic representation of H n+2a,r (A F ). By one of main results of Weil [34] , the global Weil representation has a unique (up to scailing) automorphic realization. Thus we can choose θ 1 so that this theta function coincides with the one we defined in Section 1.
Since we have fixed µ, ψ, we simply write ν W m+2a for ν ψ −1 ,µ −1 ,W m+2a and its associated theta function Θ ψ −1 ,µ −1 ,W m+2a (f ) as Θ W m+2a (f ). Write Θ P m+2a,a (f ) for the constant term of Θ W m+2a (f ) along P m+2a,a .
From now on, G k denotes the isometry group of W k for various k.
Proof. The proof is somewhat similar with those of [38, Lemma 6.2] . Using the isomorphism U m+2a,a ≃ Hom(W m , Y a ) ⋉ Herm(Y * a , Y a ), we take Haar measure du = db dc on U m+2a,a for u = bc with b ∈
) is the trivial character of c ∈ Herm(Y * a , Y a ) if and only if y = 0 and so by (6.5), 
and every Schwartz function in S 0 can be obtained as evaluation at 0 ∈ Y a (A F ) of some Schwartz function in S (Y m+2a (A E )). So we can regard theta functions in ν Wm as the evaluation at e of the constant terms of theta functions in ν W m+2a . This fact will be used in the proof of Lemma 6.6.
Remark 6.3. From (6.3), we have
. Thus from the the Lemma 6.1 and (6.1), (6.2), we see that the constant terms of theta functions {Θ P m+2a,a (·, f )} f ∈S belong to the induced representation
A E ⊠ ν Wm . Lemma 6.4. Let σ be an irreducible cuspidal automorphic representation of GL a (A E ), π 1 , π 2 irreducible globally generic cuspidal automorphic representations of G n (A F ) and G m (A F ) respectively. We write BC(π 1 ) as an isobaric sum σ 1 ⊞ · · · ⊞ σ t , where σ 1 , · · · , σ t are distinct irreducible cuspidal automorphic representations of the general linear groups such that the (twisted) Asai L-function L(s, σ i , As (−1) n−1 ) has a pole at s = 1. If σ ≃ σ i for some 1 ≤ i ≤ t, then P(ϕ, Θ P m+2a,a (f ), E(φ, z)) = 0 for all ϕ ∈ E 1 (σ, π 1 ), φ ∈
, we can regard the functional P(ϕ, Θ P m+2a,a (f ), E(φ, z)) as an element of
, C by Proposition 3.6 (iii).
Since σ ≃ σ i , the residue E 1 (σ, π 1 ) is non-zero by Remark 5.2. We first prove the irreducibility of E 1 (σ, π 1 ). Since the cuspidal support of the residues in E 1 (σ, π 1 ) consists only of σ|·| −1 E ⊠π 1 , the residues are square integrable by [26, Lemma I.4.11] . Thus E 1 (σ, π 1 ) is a unitary quotient of Ind
Since the Langlands quotient is the unique irreducible quotient, it is isomorphic to E 1 (σ, π 1 ).
We fix a finite place v of F which splits in E and such that the local v-components of µ, σ, π 1 , π 2 and E 1 (σ, π 1 ) are unramified. We suppress the subscript v from the notation. Note that G n ≃ GL n (F ) and GL a (E) ≃ GL a (F )×GL a (F ). Since µ is trivial on F × , write µ = (µ 1 , µ −1 1 ) for some unitary character µ 1 of F × . Let B k be the standard Borel subgroup of GL k . Recall that an irreducible generic unitary unramified representation of GL k (F ) is an irreducible principal series representation Ind
, and since σ is an isobaric summand of BC(π 1 ), we can assume
(The estimate for the real exponents comes from the genericity of π 1 .) For a sequence a = (a 1 , a 2 , . . . , a t ) of positive integers whose sum is k, we denote by P a = M a U a the standard parabolic subgroup of GL k whose Levi subgroup M a is isomorphic to GL a 1 × · · · × GL at . Write
Then by [40, Theorem 4.2] , Σ is irreducible. It is not difficult to show that Σ is an irreducible subquotient of Ind
Now we claim that for any character χ of F × and irreducible smooth representation τ of GL n+2a−3 (F ), (6.6)
is zero for almost all q −z E . We prove this by dividing it two cases: r > 0 and r = 0.
When r > 0, by the Lemma 4.1,
Note that the Bernstein-Zelevinski derivative of χ • det GL 3 is given by
and (χ • det GL 3 ) (s) = 0, for s ≥ 1. (For the definition of (χ • det GL 3 ) (s) , refer to [16, p.87 ].) Given a partitionl = (l 1 , l 2 , l 3 ) of k with l 1 , l 3 ≥ 0 and l 2 ≥ 1, let
   and define its character ψl by
Now we apply [16, Theorem 6.5] withl = (r − 1, m + 2a + 2, r − 1). Since (χ • det GL 3 ) (s) = 0 for s ≥ 1, if we put τ 1 = χ • det GL 3 and τ 2 = τ , then the third summand in [16, (6.30) ] vanishes. Furthermore, the second summand in [16, (6.30) ] survives only when r − 1 ≤ 1. However, forl = (r − 1, m + 2a + 2, r − 1) with r − 1 ≤ 1, the character ψl is non-trivial and so the Jacquet module of τ 1 with respect to Nl and ψl is zero. So the whole second summand in [16, (6.30) ] vanishes. Thus by [16, Proposition 6.11] ,
up to semisimplicaition. (Here,l r,s = (r − 1, m + 2a + 2 − s, r − 4 + s) and J ψl r,s is the Jacquet functor with respect to (Nl r,s , ψl r,s ).) Write π z = Ind G m+2a P m+2a,a (σ|·| z E ⊠π). Then it is easy to see that π z is the irreducible principal representation of GL m+2a (F ) for almost all q −z E . For s = 2, 3, let ρ 1,s be a 1-dimensional representation of GL s (F ) and ρ 2,s a smooth representation of GL m+2a−s (F ). It is enough to show that
for almost all q −z E . By the Frobenius reciprocity,
where J P s,m+2a−s is the Jacquet functor with respect to P s,m+2a−s . Since the irreducible subquotients of J P s,m+2a−s (π z )| GLs are also principal series representations for almost all q −z E , it doesn't have 1-dimensional representation as a subquotient since s ≥ 2. Thus (6.6) is zero for almost all q −z E when r > 0. Now we consider the case r = 0.
In a similar manner as done in the r > 0 case , we can easily check that J ψ −1 
, π ∨ 2 ) = 0 and so by Lemma 4.1, (6.6) is zero for almost all q −z E when r = 0. Since (6.6) is zero for almost all q −z E in both cases r > 0 and r = 0, P(ϕ, Θ P m+2a,a (f ), E(φ, z)) = 0 at least when Re(z) ≫ 0. Since z → P(ϕ, Θ P m+2a,a (f ), E(φ, z)) is holomorphic, our claim is proved From now on, we simply write P a , M a for P m+2a,a , M m+2a,a , respectively. Lemma 6.6. With the same notation as in Lemma 6.4, we assume σ ≃ σ i for some 1 ≤ i ≤ t. If there are ξ 1 ∈ π 1 , ξ 2 ∈ π 2 and ξ ∈ ν Wm such that FJ ψ,µ (ξ 1 , ξ 2 , ξ) = 0, then there are ϕ ∈ E 1 (σ,
Let (Π ⊠ Π ′ ⊠ Π ′′ ) ∞ be the canonical Casselman-Wallach globalization of Π ⊠ Π ′ ⊠ Π ′′ realized in the space of smooth automorphic forms without the K M n+2a × K M m+2a × K M n+2a -finiteness condition, where K M i+2a = K ∩ M i+2a,a (A F ) for i = n, m (cf. [6] , [33, Chapter 11] ). Since cusp forms are bounded, l can be uniquely extended to a continuous functional on (Π ⊠ Π ′ ⊠ Π ′′ ) ∞ and denote it by the same notation.
Our assumption enables us to choose η ∈ Π, η ′ ∈ Π ′ and η ′′ ∈ Π ′′ so that l(η ⊠ η ′ ⊠ η ′′ ) = 0. We may assume that η, η ′ and η ′′ are pure tensors. By [30, 32] , the functional l is a product of local functionals
Denote by e the identity element of G m+2a . Choose ϕ ∈ E 1 (σ, π 1 ), f ∈ ν W m+2a such that
We can choose such f by Remark 6.2 and Remark 6.3.)
Since N n+2a,r ≃ Hom(X, Y a ) × Hom(X * , Y a ) × N n,r , we regard Hom(X, Y a ) and Hom(X * , Y a ) as the subgroups of N n+2a,r .
Then there are small neighborhoods N of (0,0) in Hom(X, Y a ) × Hom(X * , Y a ) such that Hom(X,Ya) Hom(X * ,Ya)
· χ N (p 1 , p 2 )dp 1 dp 2 = 0.
(Here, χ N is the characteristic function on N .)
By taking the support of Schwartz function f sufficiently small neighborhood of 0 ∈ Y * a , we may assume that the support of f ′ v is contained in N . Here, we regard f ′ v as a function on Hom(Z, X) × Hom(Z * , X) defined by f ′ v (p 1 , p 2 ) = f ′ v (p 1 p 2 ). Then
Hom(X,Ya) Hom(X * ,Ya)
l v ϕ v (p 1 p 2 ) ⊠ η ′ v ⊠ f ′ v (p 1 p 2 ) dp 1 dp 2 (6.10) = Hom(X,Ya) Hom(X * ,Ya)
· χ N (p 1 , p 2 )dp 1 dp 2 , and so (6.10) is nonzero. Now, it is sufficient to choose a smooth function φ v on G m+2a , whose values in Π ∞ v , that satisfies
Hom(X,Ya) Hom(X * ,Ya) l v (ϕ v (p 1 p 2 k) ⊠ φ v (k) ⊠ f v (p 1 p 2 k)) dp 1 dp 2 dk = 0.
Put I(φ v ) = Ka,v Hom(X,Ya) Hom(X * ,Ya) l v (ϕ v (p 1 p 2 k) ⊠ φ v (k) ⊠ f v (p 1 p 2 k)) dp 1 dp 2 dk and write U − a for the unipotent radical of the parabolic subgroup opposite to P a . For a smooth function α v of compact support on U − a,v , we can define a section φ v by requiring
is an open dense subset of G m+2a,v , we can rewrite the local integral as
We can choose α v to be supported in a small neighborhood of e so that I(φ v ) = 0. Since I is continuous and K v -finite vectors are dense in the induced representation, we can choose K v -finite function φ v such that I(φ v ) = 0.
Proof of the Main Theorem
Proof. Since π 1 is globally generic, BC(π 1 ) is an isobaric sum of the form σ 1 ⊞· · ·⊞σ t , where σ 1 , . . . , σ t are distinct irreducible cuspidal automorphic representations of general linear groups such that the (twisted) Asai L-function L(s, σ i , As (−1) n−1 ) has a pole at s = 1. Then for each 1 ≤ i ≤ t, L(s, µ −1 · σ i , As (−1) n ) has a pole at s = 1. On the other hand, E 0 (µ · σ ∨ i , π 2 ) is nonzero by Lemma 6.5 and 6.6. Thus by Proposition 5.1, we have L( 1 2 , BC(π ∨ 2 ) × µ · σ ∨ i ) = 0 and so L( 1 2 , BC(π 2 ) × µ −1 σ i ) = 0 by the functional equation. Thus
, BC(π 2 ) × µ −1 σ i = 0 and so our claim is proved.
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