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Abstract: The hazard ratio (HR) is a measure of instantaneous relative risk of an increase in one unit of the 
covariate of interest, which is widely reported in clinical researches involving time-to-event data. However, 
the measure fails to capture absolute risk reduction. Other measures such as number needed to treat (NNT) 
and risk difference (RD) provide another perspective on the effectiveness of an intervention, and can 
facilitate clinical decision making. The article aims to provide a step-by-step tutorial on how to compute 
RD and NNT in survival analysis with R. For simplicity, only one measure (RD or NNT) needs to be 
illustrated, because the other measure is a reverse of the illustrated one (NNT=1/RD). An artificial dataset is 
composed by using the survsim package. RD and NNT are estimated with Austin method after fitting a Cox-
proportional hazard regression model. The confidence intervals can be estimated using bootstrap method. 
Alternatively, if the standard errors (SEs) of the survival probabilities of the treated and control group are 
given, confidence intervals can be estimated using algebraic calculations. The pseudo-value model provides 
another method to estimate RD and NNT. Details of R code and its output are shown and explained in the 
main text.
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Introduction
The Cox proportional hazard model is widely used in 
clinical research—both randomized controlled trials and 
observational studies. The benefit of the Cox model is that 
it can estimate the hazard ratio (HR) without knowing 
the baseline hazard function. In most circumstances, the 
aim of survival analysis is to estimate the effect of a given 
covariate on the time-to-event outcome so the survival time 
associated with a given covariate pattern is not of interest. 
The HR is an estimate of the change in the instantaneous 
relative risk that corresponds to a unit increase of the 
covariate of interest (1). Although HR has become the most 
popular relative measure of treatment effect, its limitations 
have been well discussed in the literature (2). One concern 
is that HR may not be constant across the entire duration 
of the trial. Another unignorable limitation is that clinical 
significance depends on the base rate (3). HR alone does not 
provide this information. For instance, a drug with a HR of 
50% will seem like it a large effect, but that be misleading 
is the absolute risk goes down from 1% to 0.5% and is of 
limited clinical significance. Given concerns about these 
limitations of HR, absolute measures of treatment effect are 
also highly recommended to be reported at the same time 
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to make the evidence more informative for clinicians and 
other workers involved in guideline development. We argue 
that other measures such as risk difference (RD) (also called 
absolute risk reduction) and number needed to treat (NNT) 
should also be reported to give more complete information 
on the risks and benefits of an intervention. This article 
aims to provide a tutorial on how to estimate RD and NNT 
in survival analysis through two commonly used approaches: 
the Austin method and Pseudo-value method. We will also 
discuss two approaches to estimating confidence intervals 
for RD and NNT: the bootstrap method and Altman’s 
method. Specific R code will be provided in the main text 
(R v3.3.2). 
Working example 
A dataset involving continuous and categorical covariates, 
and time-to-event outcome is generated using the survsim 
package (v1.1.4) (4). 
> library(survsim)
> set.seed(8)
> dat<- simple.surv.sim(n=1000, 
 foltime=3600, dist.ev=c('llogistic'),
 anc.ev=c(0.64),beta0.ev=c(5.84),anc.cens=1.17,
 beta0.cens=7.33,z=list(c("unif", 0.8, 1.2)),
 beta=list(c(2),c(-1)), 
 x=list(c("bern", 0.5), c("unif", 0.7, 1.3)))
> head(dat)
nid status start stop z x x.1
1 1 1 0 104.64062 1.1198632 0 0.8246940
2 2 0 0 486.26165 1.1729079 1 0.8745240
3 3 1 0 48.79992 0.9729565 0 0.7535806
4 4 1 0 1205.11492 0.9057835 1 0.7007810
5 5 1 0 215.72871 1.0459503 0 0.9447549
6 6 0 0 1040.78619 1.0447731 1 0.7586490
The above code generates a data frame called dat. It has 
1,000 observations and 7 variables. The status variable is the 
outcome with “1” for the occurrence of the event of interest 
and “0” indicates censoring. The start and stop variables 
define a follow-up period. The variable x is a binary 
variable, which can represent the group (treatment versus 
control) membership. The variable x.1 is a continuous 
covariate which acts as a confounder for the treatment 
effect. The arguments within the simple.surv.sim() function 
will not be discussed here but interested readers can consult 
the R documentation by typing “?simple.surv.sim” (4).
Austin method to estimate RD and NNT
Austin proposed an 8-step procedure to estimate NNT and 
RD from a Cox-proportional hazard model (5). Because 
the steps 3 and 6 proposed in Austin original paper can be 
dropped, we show 6-step approach to compute RD. Firstly, 
two data frames Tnew and Cnew containing all individual 
subjects are created. The covariate values of these subjects 
are the same to the original dataset, but the treatment 
variable x is set to 1 for Tnew and 0 for Cnew.
> library(rms)
> Tnew <- data.frame(x=1,x.1=dat$x.1)
> Cnew <- data.frame(x=0,x.1=dat$x.1)
The first line loads and attaches the rms package (v5.1-2) 
to the workspace (6). Next, we arbitrarily choose 20 time 
points at which to evaluate survival probabilities.
> time <- seq(200, max(dat$stop),
        length.out=20)
The Austin method can then be performed as follows: 
1. Fit a Cox model.
> cfit <- cph(Surv(start,stop,status)~x+x.1,
   data=dat,
  surv=TRUE,x=TRUE,y=TRUE)
2. Estimate the probability of survival for each subject 
at each time point of interest assuming that they 
are untreated (x == 0). The list Csur contains the 
components time, surv, std.err, lower, and upper. 
The survvial probability can be extracted with the 
expression Csur$surv.
> Csur <- survest(cfit,newdata = Cnew, 
   times=time) 
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3. Estimate the mean probability of survival for all 
untreated subjects at each time point of interest.
> Cmean <- colMeans(Csur$surv)
4. Estimate the probability of survival for each subject 
at each time point of interest assuming that they are 
treated (x == 1). Tsur has exactly the same format as 
Csur described in step 2, above.
> Tsur <- survest(cfit,newdata = Tnew, 
  times=time)
5. Estimate the mean probability of survival for all 
treated subjects at each time point of interest.
> Tmean <- colMeans(Tsur$surv)
6. Calculate the RD as the difference between mean 
probabilities estimated in steps 3 and 6.
> RD <- Tmean - Cmean
> RD
[1] 0.4749323 0.5588056 0.5532046 0.5263692 0.4849166
[6] 0.4368507 0.4072092 0.3742778 0.3162765 0.3044076
[11] 0.2820621 0.2577638 0.2577638 0.2481028 0.2280023
[16] 0.1991310 0.1403502 0.1403502 0.1403502 0.1403502
It is obvious that RD is varying with time. The RD can 
be compared to the RRR which is calculated using the 
following equation:
1
trt ctrl
ctrl
S SRRR
S
−
=
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where Strt is the survival probability in the treated group 
and Sctrl is the survival probability in the control group. The 
code for the calculation is as follows:
> RRR<-(Tmean-Cmean)/(1-Cmean)
> RRR<-(Tmean-Cmean)/(1-Cmean)
> RD.RRR <- data.frame(value=c(RD,RRR),
 time=c(time,time),
 grp=c(rep("RD",20),rep("RRR",20)))
> within(RD.RRR,plot(time,value,col=grp,
 ylab="RD/RRR"))
> legend("topright",pch=1,
 legend=c("Risk difference (RD)", 
 "Relative risk reduction (RRR)"),
 col=c("black","red")) 
The result is shown in Figure 1. It is noteworthy that 
there is a large difference between RD and RRR at the 
beginning. 
Bootstrap methods for computing confidence 
intervals
Bootstrap methods are widely used for the estimation of the 
confi dence interval for quantities of interest (7,8). The method 
is to draw random samples with replacement from the original 
sample, so that each of the new samples is of the same size 
as the original sample. The quantities of RD and NNT can 
be estimated from each bootstrap sample. The large number 
of bootstrap samples allows an equal number of RDs to be 
estimated. The bootstrap 95% confidence interval will be 
the 2.5th and 97.5th percentiles of RDs across the bootstrap 
samples (9). Before running the bootstrap procedure, we need 
to defi ne a function to calculate the RD and NNT.
Figure 1 Comparison of relative risk reduction (RRR) and risk 
difference (RD). 
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> rdnnt <- function(data, ii, time,
 frm=Surv(start,stop,status)~x+x.1){
 dd <- data[ii,]; # allows boot to select a sample
 cfit <- cph(formula = frm,data=dd,
       surv=TRUE,x=TRUE,y=TRUE);
 Tnew <- data.frame(x=1,x.1=dd$x.1);
 Cnew <- data.frame(x=0,x.1=dd$x.1);
 Tsur <- survest(cfit,newdata=Tnew,times=time);
 Csur <- survest(cfit,newdata=Cnew,times=time);
 Tmean <- colMeans(Tsur$surv);
 Cmean <- colMeans(Csur$surv);
 RD <- Tmean - Cmean;
 cat('.');
 return(c(RD, 1/RD));
}
The rdnnt function receives three parameters which are 
data, i and time. The data is the original sample and the 
index i allows the function boot to select samples. The time 
points at which RD and NNT are estimated are defined 
by the time argument. There is also an optional parameter 
frm that gets passed to cph as its formula parameter, which 
allows us to re-use this function with other datasets whose 
variables have different names and/or models with different 
choices of terms. The cat('.') function makes a line of dots 
to grow on the screen, one for each iteration, so the user 
doesn't think it freezes. The computation process is based 
on the Austin method and the code is the same as having 
been described above. The bootstrap procedure can be run 
with the following code. 
> library(boot)
> results <- boot(data=dat,
 statistic=rdnnt, R=1000, time=time)
In the boot() function (package boot v1.3-18), the data 
is the original data frame with each row representing one 
multivariate observation; statistic is a function that, when 
applied to data, returns a vector containing the statistic(s) 
of interest. R is the number of bootstrap replicates; time is 
an argument passed to the statistic function. The bootstrap 
procedure may take a long time. The returned value is a list 
of objects. For example, the object t0 returns the estimated 
value of RD and NNT when applied to data, while the 
object t is a matrix with 1,000 rows, one for each bootstrap 
replicate, with the result of calling the function statistic on 
the bootstrapped replicates. 
> rdci=NA; nntci=NA
> for(i in 1:length(time)){
 rdci<-rbind(rdci, boot.ci(results, 
  type="bca", index=i)$bca)
 nntci<-rbind(nntci, boot.ci(results, 
  type="bca",
  index=length(time)+i)$bca)
 tabci<-cbind(rdci,nntci)
}
> table<-data.frame(times=time,
 results$t0[1:length(time)],
 tabci[-1,4],tabci[-1,5],
 results$t0[(length(time)+1):(2*length(time))],
 tabci[-1,9],tabci[-1,10])
> names(table)<-c("time","rd",'rdl','rdu',"nnt","nntl",'nntu') 
The above code creates a data frame containing RD 
and NNT, and relevant confidence intervals. The first line 
generates two objects for the placeholder for the confidence 
intervals of RD and NNT. The for loop calculates bootstrap 
confidence intervals through follow-up time points. The core 
function in the for loop is the boot.ci() function. It receives an 
object returned by the boot() function. Here, it is the results 
object. The type argument specifies the type of intervals 
required. “bca” dictates that the intervals are calculated using 
the adjusted bootstrap percentile (BCa) method. The index 
argument specifies the position of the variable of interest 
in results$t0. Finally, the rdci and nntci are combined into an 
object named tabci. Then we put all quantities into a data 
frame and rename the columns. 
> head(round(table,2))
time rd rdl rdu nnt nntl nntu
1 200.00 0.47 0.42 0.52 2.11 1.92 2.36
2 378.95 0.56 0.51 0.60 1.79 1.65 1.96
3 557.89 0.55 0.51 0.60 1.81 1.68 1.98
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4 736.84 0.53 0.48 0.57 1.90 1.76 2.08
5 915.79 0.48 0.44 0.53 2.06 1.88 2.26
6 1094.74 0.44 0.39 0.48 2.29 2.07 2.55
The above output shows the RD and NNT, as well as 
their confi dence intervals. The time is a variable containing 
the selected time points for RD and NNT calculation. “rd” 
is the column name for RDs. “rdl” and “rdu” are lower and 
upper limits of the 95% confidence intervals. “nnt” is the 
column name for NNT. “nntl” and “nntu” are lower and 
upper limits of the 95% confi dence intervals for NNT. The 
following code draws a plot showing RD and NNT across 
analysis time. 
> par(mar=c(5.1,4.1,4.1,5.1))
> with(table,plot(rd~time,type='b',
 ylab='risk difference',
 col="red",
 lty=1))
> polygon(c(rev(table$time), table$time), 
 c(rev(table$rdu), 
 table$rdl), col = rgb(1, 0, 0,0.2), border = NA,
 ) 
> par(new=T)
> with(table, plot(nnt ~ time, 
 type = "b", xaxt = "n", 
 yaxt = "n", xlab = "", 
 ylab = ""))
> polygon(c(rev(table$time), table$time), 
 c(rev(table$nntu), 
 table$nntl), col = rgb(0, 0, 0,0.2), border = NA,
 )
> axis(4)
> mtext("Number needed to treat", 
 side = 4,line=3)
> legend(x=max(table$time,na.rm=T)*0.1,
 y=max(table$nnt,na.rm=T)*0.5,
 legend=c("RD","NNT"),col=c("red","black"),
  lty=1)
The result is shown in Figure 2. It appears that the RD 
decreases and the NNT increases over time. The left axis 
is in RD scale, whereas the right axis is in NNT scale. 
The par(new=T) dictates that the next high-level plotting 
command will not clean the frame before drawing as if it 
were on a new device. It is a trick to plot another y-axis with 
a different scale. 
Pseudo-value model to estimate RD
Survival analysis has been developed as an independent area 
in statistics because it encompasses incomplete follow-up 
data (e.g., censored data). Without such incomplete data, 
survival times of all subjects are known and conventional 
regression model could be used for the survival time. With 
censored data, the survival time needs to be modelled in 
special forms such as the Cox model or accelerated failure 
time model. An alternative to the conventional survival 
analyses is to use pseudo-values. More mathematical details 
underlying pseudo-value in survival analysis can be found in 
references (10,11). This article focuses on how to estimate 
RD and NNT using R code with the pseudo-value model. 
The first step is to compute pseudo-observations at given 
time points for each subjects (12). 
Figure 2 Risk difference and number needed estimated using the 
Austin method. The 95% confi dence intervals are estimated using 
the Bootstrap method.
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> library(pseudo)
> cutoffs<-c(100,500,1000,1500,2000,3000) 
> pseudo<-pseudosurv(time=dat$stop,
 event=dat$status, tmax=cutoffs)
The pseudo package (v1.1) is employed to build pseudo-
value model (13). The cutoffs object is a vector that stores 
time points at which pseudo-values are to be computed. 
The pseudosurv() function requires follow up time (time), 
status indicator (event) and a vector of time points at which 
pseudo-values are to be computed (tmax). The returned 
object is a list containing two objects time and pseudo. time 
contains the ordered time points at which pseudo-values 
are to be computed, while pseudo is a matrix with each row 
representing an individual and each column representing a 
time point. Before fitting a generalized estimating equation 
(GEE), we need to reshape the dataset. 
The above output shows that the reshaped original 
dataset where each subject is expanded to several rows, with 
each row representing a time point. The pseudo-values 
at a given time point for each subject are shown in the 
pseudo column and the time points are shown in the tpseudo 
column. If there was no censoring, the pseudo-value for a 
subject at a given time would be 1 if he or she was alive at 
that time, and 0 otherwise. In the presence of censoring, the 
values are adjusted, but very close to 1 or 0 depending on 
the vital status of the patient. 
> library(geepack)
> gfit.tf<-geese(pseudo~rcs(tpseudo,3)+x+x.1,
 id=id, family=gaussian, 
 mean.link="identity",data=bb)
> round(gfit.tf$beta,2)
> bb<-NULL
> for(jj in 1:ncol(pseudo$pseudo)){
 bb<-rbind(bb, cbind(dat,pseudo=pseudo$pseudo[,jj],
 tpseudo=cutoffs[jj],id=1:nrow(dat)))
} 
> bb<-bb[order(bb$id),]
> head(bb,10)
nid status start stop z x x.1 pseudo tpseudo id
1 1 1 0 104.6406 1.119863 0 0.824694 1.004863077 100 1
1100 1 1 0 104.6406 1.119863 0 0.824694 -0.019165884 500 1
1102 1 1 0 104.6406 1.119863 0 0.824694 -0.012289813 1000 1
1104 1 1 0 104.6406 1.119863 0 0.824694 -0.008733665 1500 1
1106 1 1 0 104.6406 1.119863 0 0.824694 -0.006337065 2000 1
1108 1 1 0 104.6406 1.119863 0 0.824694 -0.002772466 3000 1
2 2 0 0 486.2616 1.172908 1 0.874524 1.004863077 100 2
2100 2 0 0 486.2616 1.172908 1 0.874524 1.070264221 500 2
2102 2 0 0 486.2616 1.172908 1 0.874524 0.686289607 1000 2
2104 2 0 0 486.2616 1.172908 1 0.874524 0.487706635 1500 2
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(Intercept) rcs(tpseudo,3)
tpseudo
rcs(tpseudo,3)
tpseudo'
x x.1
0.78 0.00 0.00 0.33 -0.19
GEE model is fi t with the geepack package (v1.2-1) (14). 
By specifying the identity link function in the GEE model, 
the estimated coeffi cient is the RD for binary covariates (15). 
In the example, the coeffi cient of x (0.33) is the RD between 
treated and control groups, assuming that RD is time 
consistent. However, such an assumption could not literally 
be true and we need to include an interaction term between 
time and x.
> gfit.td<-geese(pseudo~rcs(tpseudo,3)*x+x.1,
 id=id, family=gaussian, 
 mean.link="identity",data=bb)
> splineforfit <- rcs(bb$tpseudo, 3)
> splineforpred <- rcspline.eval(time, 
  knots=attr(splineforfit, "parms"), inclx=TRUE)
> rd<-cbind(1, splineforpred) %*% gfit.td$beta[c(4,6,7)]
Note there is an interaction between time and x being 
specifi ed in the GEE model. The time is transformed by the 
restricted cubic spline function (16). The results are very 
close to that estimated using the Austin method. 
> plot(time, RD, xlab="time", 
 ylab="RD", type="b")
> lines(time, rd, lty=2) 
The result shows that the RDs estimated by the Austin 
method is greater than that estimated by pseudo-value 
method, but they are close to each other (Figure 3). 
Altman’s methods when there is no individual 
level data
Altman and colleagues proposed that if the standard errors 
(SEs) of the survival probabilities of the treated and control 
group were given, SE of RD could be estimated using the 
equation (17):
2 22
rd treated ctrlSE SE SE= +
then the 95% confi dence interval of RD can be estimated as:
1.96 rdRD SE± ×
In R, the computation can be done with the following code. 
> library(plyr)
> Tse <- apply(Tsur$std.err, 2, mean) 
> Cse <- apply(Csur$std.err, 2, mean)
> rd.se<-sqrt(Tse^2+Cse^2)
> rd.confint<-round(matrix(c(RD-1.96*rd.se, 
   RD+1.96*rd.se), ncol=2), 2)
> nnt.confint<-aaply(rd.confint,
  1, function(x) {
     rev(1/x)
})
However, the confidence intervals after the fifth time 
point span 0, which are quite different from that obtained 
with the bootstrap method. Possibly, the Altman’s method 
is used when there is no individual-level data and thus the 
results may not be comparable to other estimators.
Summary
The article provides a step-by-step tutorial on the 
Figure 3 Comparison of risk differences estimated using the 
Austin method (solid line) and pseudo-value model (dashed line). 
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computation of RD and NNT in survival analysis. An 
artificial dataset containing survival data was employed to 
illustrate the computation with R. Several methods exist 
to estimate RD and NNT: the Austin’s method, Altman’s 
method and pseudo-value procedure. The Altman’s method 
is used when there is no individual-level data and thus 
the results may not be comparable to other estimators. 
The confidence interval can be estimated using bootstrap 
technique. As compared with RRR, RD or NNT provides 
more complete information on the risks and benefits of 
an intervention. In research practice, the rule of thumb is 
to report both RRR and RD to make the evidence more 
informative for clinicians and other workers involved in 
guideline development. 
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