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The spatial spread of epidemics is an important subject in mathematical epidemiology. In
order to consider the spreading speed of a deterministic epidemic in multi-types of populations,
Rass and Radcliffe [11] presented the following spatial epidemic model
∂yi(x, t)
∂t
= (1 − yi(x, t)) n∑
j=1
σjλij
∫
R
yj (x − u, t)pij (u) du−μiyi(x, t), 1 i  n, (1.1)
where yi(x, t) is the proportion of individuals for the ith population at position x who were
infectious at time t , μi  0 is the combined death/emigration/recovery rate for infectious indi-
viduals, σi  0 is the population size of the ith population, λij  0 is the infection rate of a
type i susceptible by a type j infectious individual, and pij (u) is the corresponding contact dis-
tribution. Since an epidemic often starts with a small amount of infection in a bounded region
amongst the n types of populations at time t = 0, it is reasonable to assume that each yi(x,0)
has compact support. Note that model (1.1) is of SIS type, that is, the infectious individuals in
ith population could return to the susceptible state (i.e., recover) at some rate βi (1  i  n).
If μi = βi (1  i  n), then (1.1) is a closed system in the sense that the populations have no
deaths or emigrations. If μi > βi for some i ∈ {1,2, . . . , n}, then (1.1) is an open system in the
sense that the ith population has the combined death/emigration rate μi − βi . The saddle point
method for linear approximations was used in [10,11] to obtain the speed of first spread of in-
fection. However, as remarked by Rass and Radcliffe in recent monograph [11, p. 205], there
are at present no exact results for the asymptotic speed of propagation of infection in SIS epi-
demic models such as (1.1). Moreover, it seems that there is no rigorous analysis of the existence
and nonexistence of traveling wave solutions to system (1.1). Our purpose in the current paper
is to study the asymptotic speed of spread (or propagation) and monotone traveling waves for
system (1.1), and to address Rass and Radcliffe’s open problem.
There have been extensive investigations on traveling waves and the asymptotic (long-time)
behavior in terms of asymptotic speeds of spread for various evolution systems, see, e.g., [1–12,
14–26,30] and references therein. The concept of asymptotic speeds of spread (in short, spread-
ing speeds) was first introduced by Aronson and Weinberger [1] for reaction–diffusion equations.
There is an intuitive interpretation for the spreading speed c∗ in a spatial epidemic model: if one
runs at a speed c > c∗, then one will leave the epidemic behind; whereas if one runs at a speed
c < c∗, then one will eventually be surrounded by the epidemic. Recently, the theory of asymp-
totic speeds of spread and monotone traveling waves for monotone semiflows has been developed
by Liang and Zhao [6] in such a way that it can be applied to various evolution equations admit-
ting the comparison principle. In order to apply this theory to a specific autonomous evolution
system, one should show that the system generates a continuous semiflow with respect to the
compact open topology and choose appropriate linear operators to obtain an explicit expression
of the spreading speed c∗. Clearly, such an application is nontrivial (see, e.g., [6, Section 5]).
More recently, Zhang and Zhao [27] have applied this theory to a spatially discrete version of
model (1.1). We should also point out that a certain compactness of the solution map with re-
spect to the compact open topology is needed in the abstract results on the existence of traveling
waves (see, e.g., [5,6]) in the case of the continuous spatial habitat. Since there are no diffu-
sion terms in system (1.1), we are not able to prove the compactness of the associated solution
maps. To circumvent this difficulty, we will use the elementary iteration method to prove the ex-
istence of traveling waves for (1.1). This method was used much earlier by Diekmann [3] for an
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lattice equations and reaction–diffusion systems, and by Thieme and Zhao [17] for a large class
of scalar integral equations, see also [23,30] and references therein. The traditional construction
of an ordered pair of upper and lower solutions is based on a complete analysis of the eigen-
value problem associated with the linearization of wave profile equations at the trivial solution.
However, the study of such an eigenvalue problem becomes very difficult, if not impossible, in
the case of high-dimensional and nonlocal systems of wave profiles. We will use the properties
of a scalar function, introduced in [6, Section 3] for the estimate of spreading speeds, to con-
struct vector-valued upper and lower solutions and then to prove the existence of traveling wave
solutions to system (1.1). This technique seems to be new and is of its own interest.
The organization of this paper is as follows. In Section 2, we prove the existence and unique-
ness of solutions, the comparison principle, and the strong positivity for system (1.1). In Sec-
tion 3, we establish the existence of the asymptotic speed of spread c∗ by appealing to the general
results in [6]. In Section 4, we obtain the existence of monotone traveling waves with wave speed
c c∗ by the method of upper and lower solutions and a limiting argument, and the nonexistence
of traveling waves with wave speed c ∈ (0, c∗) by a result in [6]. Section 5 is devoted to the com-
parison of our results for nonlinear system (1.1) with those obtained in [10,11] for the linear
system associated with (1.1). It turns out that the asymptotic speed of spread coincides with the
speed of first spread.
2. Existence and comparison principle
Let R+ = [0,+∞) and C be the set of all bounded and continuous functions from R
to Rn. Clearly, any vector in Rn can be regarded as a function in C. For u = (u1, . . . , un),
v = (v1, . . . , vn) ∈ C, we write u  v(u  v) provided ui(x)  vi(x)(ui(x) > vi(x)), 1  i 
n,x ∈ R; and u > v provided u  v but u = v. For any two vectors a, b in Rn, we can define
a  (>,) b similarly. For any r ∈Rn with r  0, we define Cr := {u ∈ C: r  u 0}.
Throughout this paper, we make the following assumptions.
(H1) pij (u) 0, pij (−u) = pij (u), ∀u ∈R,
∫
R
pij (u) du = 1, 1 i, j  n, and for any α > 0,∫
R
eαupij (u) du < ∞.
(H2) The matrix Λ := (σjλij )n×n is irreducible in the sense that for every i = j , there exists a
distinct sequence i1, i2, . . . , ir with i1 = i, ir = j such that σis+1λis is+1 = 0, 1 s  r − 1.
First, we consider the spatially homogeneous system associated with (1.1)
dyi(t)
dt
= (1 − yi(t)) n∑
j=1
σjλij yj (t)−μiyi(t), 1 i  n. (2.1)
Let W = [0,1]n and W 0 = [0,1)n. Define f (y) = (f1(y), . . . , fn(y)) :W →Rn by
fi(y) = (1 − yi)
n∑
σjλij yj −μiyi, ∀y = (y1, . . . , yn) ∈ W, 1 i  n,
j=1
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(
Df (0)
) := max{Reλ: det(λI −Df (0))= 0}.
Then we have a threshold type result on the global dynamics of system (2.1).
Lemma 2.1. The following statements are valid:
(a) If s(Df (0)) 0, then y = 0 is globally asymptotically stable for (2.1) in W .
(b) If s(Df (0)) > 0, then (2.1) admits a unique equilibrium y∗  0 which is globally asymptot-
ically stable in W \ {0}.
Proof. Since fi(y)|yi=0 =
∑
j =i σjλij yj  0 and fi(y)|yi=1 = −μi  0, ∀y ∈ W , it follows
that for any w ∈ W , (2.1) has a unique solution y(t;w) on [0,∞) satisfying y(0;w) = w,
and y(t;w) ∈ W for all t  0. Clearly, the Jacobian matrix Df (y) is cooperative on W (i.e.,
∂fi (y)
∂yj
 0, ∀y ∈ W , 1 i = j  n), and irreducible on W 0. It follows from [13, Theorem 4.1.1
and Corollary 4.3.2] that the solution semiflow of (2.1) is monotone on W , and s(Df (0)) is a
simple eigenvalue of Df (0) with a strongly positive eigenvector. For any α ∈ (0,1) and y ∈ W
with y  0, we have
fi(αy) = (1 − αyi)
n∑
j=1
σjλijαyj −μiαyi > (1 − yi)
n∑
j=1
σjλijαyj −μiαyi
= αfi(y), 1 i  n,
and hence f (αy)  αf (y). This implies that f is strongly subhomogeneous on W . Now
[28, Theorem 2.3.4] completes the proof (see also [29, Corollary 3.2]). 
Let Γ = (diag(μ))−1Λ, where diag(μ) = diag(μ1, . . . ,μn), μ = (μ1, . . . ,μn)  0. Define
ρ(Γ ) := max{|λ|: det(λI − Γ ) = 0},
μ0 := max{μ1, . . . ,μn}, K(θ) := Q(θ)+μ0I − diag(μ),
Q(θ) := (σjλijPij (θ))n×n, Pij (θ) := ∫
R
eθupij (u) du.
Remark 2.1. By [11, Theorems 8.3 and 8.4], the following two statements are valid:
(1) If μ  0 and ρ(Γ ) 1, then y = 0 is globally asymptotically stable for (2.1) in W .
(2) If either μi = 0 for some i, or μ  0 and ρ(Γ ) > 1, then (2.1) admits a unique equilibrium
y∗  0 which is globally asymptotically stable in W \ {0}.
It then follows from Lemma 2.1 that s(Df (0)) > 0 if and only if either μi = 0 for some i,
or μ  0 and ρ(Γ ) > 1. Since K(0) = Df (0) + μ0I , we see that s(Df (0)) > 0 if and only if
ρ(0) := ρ(K(0)) > μ0.
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Pij (u) := σjλijpij (u), ∀u ∈R, 1 i, j  n.
The following result shows that the set C(R,W) is positively invariant for solutions of sys-
tem (1.1).
Theorem 2.1. For any ϕ ∈ C(R,W), system (1.1) has a unique solution y(x, t;ϕ) satisfying
y(·,0;ϕ) = ϕ, and y(·;ϕ) ∈ C(R×R+,W).
Proof. Define the operator Q[y] = (Q[y]1, . . . ,Q[y]n) on C(R×R+,W) by
Q[y]i (x, t) = δyi(x, t)+
[
1 − yi(x, t)
] ∫
R
n∑
j=1
yj (x − u, t)Pij (u) du.
It is easy to verify that for sufficiently large δ > 0, each Q[·]i is a nondecreasing map from
C(R × R+,W) to C(R × R+,R+) with respect to the pointwise ordering. Thus, system (1.1)
can be written as
∂yi(x, t)
∂t
= −(δ +μi)yi(x, t)+Q[y]i (x, t), 1 i  n,
which, together with the initial condition y(x,0) = ϕ(x), is equivalent to the integral equation
yi(x, t) = e−δi t ϕi(x)+
t∫
0
e−δi (t−s)Q[y]i (x, s) ds, (2.2)
where 1 i  n, δi := δ +μi . Define the set
S := {y ∈ C(R×R+,W): y(·,0) = ϕ},
and an operator G = (G1, . . . ,Gn) :S → S by
G[y]i (x, t) = e−δi t ϕi(x)+
t∫
0
e−δi (t−s)Q[y]i (x, s) ds,
where (x, t) ∈R×R+, 1 i  n. For any y ∈ S, we have
0G[y]i (x, t) e−δi t +Q[1]i
t∫
0
e−δi s ds = e−δi t − δ
δi
e−δi s
∣∣t
0 = e−δi t
(
1 − δ
δi
)
+ δ
δi
 1,
and hence, G(S) ⊂ S. For y ∈ S, we define
‖y‖λ = sup
x∈R, t∈R+
n∑∣∣yj (x, t)∣∣e−λt ,
j=1
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=
∣∣∣∣∣
t∫
0
e−δi (t−s)
{
δyi(x, s)+
[
1 − yi(x, s)
] n∑
j=1
∫
R
yj (x − u, s)Pij (u) du
}
ds
−
t∫
0
e−δi (t−s)
{
δy¯i(x, s)+
[
1 − y¯i (x, s)
] n∑
j=1
∫
R
y¯j (x − u, s)Pij (u) du
}
ds
∣∣∣∣∣

∣∣∣∣∣
t∫
0
∫
R
e−δi (t−s)
[
1 − yi(x, s)
] n∑
j=1
[
yj (x − u, s)− y¯j (x − u, s)
]
Pij (u) duds
∣∣∣∣∣
+
∣∣∣∣∣
t∫
0
∫
R
e−δi (t−s)
[
y¯i (x, s) − yi(x, s)
] n∑
j=1
y¯j (x − u, s)Pij (u) duds
∣∣∣∣∣
+
t∫
0
δe−δi (t−s)
∣∣yi(x, s)− y¯i (x, s)∣∣ds

t∫
0
∫
R
e−δi (t−s)
n∑
j=1
∣∣yj (x − u, s)− y¯j (x − u, s)∣∣Pij (u) duds
+
t∫
0
e−δi (t−s)
∣∣yi(x, s)− y¯i (x, s)∣∣( n∑
j=1
σjλij + δ
)
ds,
and hence
∣∣G[y]i (x, t)−G[y¯]i (x, t)∣∣e−λt

t∫
0
∫
R
e−(δi+λ)(t−s)
n∑
j=1
e−λs
∣∣yj (x − u, s)− y¯j (x − u, s)∣∣Pij (u) duds
+
t∫
0
e−(δi+λ)(t−s)e−λs
∣∣yi(x, s)− y¯i (x, s)∣∣( n∑
j=1
σjλij + δ
)
ds.
Let
A :=
n∑
i=1
n∑
j=1
σjλij + nδ, μδ0 := min1in{μi} + δ.
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n∑
i=1
∣∣G[y]i (x, t)−G[y¯]i (x, t)∣∣e−λt  2A t∫
0
e−(μδ0+λ)(t−s)‖y − y¯‖λ ds
 2A
μδ0 + λ
(
1 − e−(μδ0+λ)t)‖y − y¯‖λ  2A
μδ0 + λ
‖y − y¯‖λ,
which implies that
‖Gy −Gy¯‖λ  2A
μδ0 + λ
‖y − y¯‖λ.
Choose λ > 0 large enough such that 2A
μδ0+λ
< 1. Then G is a contracting mapping. By the Banach
contracting mapping theorem, we see that G has a fixed point in S, which is a solution of (1.1)
with y(·,0) = ϕ. 
In order to establish the comparison principle for system (1.1), we introduce the concept of
upper and lower solutions.
Definition 2.1. A function y¯ ∈ C1(R×R+,W) is called an upper solution of (1.1) if it satisfies
∂y¯i(x, t)
∂t

(
1 − y¯i (x, t)
) n∑
j=1
∫
R
y¯j (x − u, t)Pij (u) du−μiy¯i(x, t), 1 i  n. (2.3)
A function y ∈ C1(R×R+,W) is called a lower solution of (1.1) if we have the reverse inequality
∂y
i
(x, t)
∂t

(
1 − y
i
(x, t)
) n∑
j=1
∫
R
y
j
(x − u, t)Pij (u) du−μiy i(x, t), 1 i  n. (2.4)
In view of assumption (H1), there exist real numbers r0 > 0, aij  0, 1 i, j  n, such that
pij (u) > 0 for almost every u ∈ Jij := (aij , aij + r0). We need the following observation to
obtain the strong positivity of solutions of system (1.1).
Lemma 2.2. Assume σjλij > 0 for some integers i and j in [1, n]. Let y(·) = (y1(·), . . . , yn(·)) ∈
C(R×R+,W) be a solution of (1.1), and let a, b and c be three real numbers such that a < b
and c > 0. Then the following statements are valid:
(i) If yj (x, t) > 0, ∀(x, t) ∈ (a, b)× (0, c], then yi(x, t) > 0, ∀(x, t) ∈ (a + aij , b+ aij + r0)×
(0, c].
(ii) If yj (x, t) > 0, ∀(x, t) ∈ (a,∞) × (0, c], then yi(x, t) > 0, ∀(x, t) ∈ (a − aij − r0,∞) ×
(0, c].
(iii) If yj (x, t) > 0, ∀(x, t) ∈R× (0, c], then yi(x, t) > 0, ∀(x, t) ∈R× (0, c].
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yi(x, t)
= yi(x,0)e−δi t +
t∫
0
e−δi (t−s)
[
(1 − yi(x, s))
n∑
j=1
∫
R
yj (x − u, s)Pij (u) du+ δyi(x, s)
]
ds.
(2.5)
Note that Pij (u) > 0 for almost every u ∈ Jij := (aij , aij + r0). It is easy to see that
(x − aij − r0, x − aij )∩ (a, b) = ∅, ∀x ∈ (a + aij , b + aij + r0).
Thus, the following inequality
yi(x, t)
t∫
0
e−δi (t−s)
[(
1 − yi(x, s)
) ∫
Jij
yj (x − u, s)Pij (u) du
]
ds (2.6)
implies conclusion (i). Since Pij (−u) = Pij (u), we have Pij (u) > 0 for almost every u ∈
[−aij − r0,−aij ]. Since (x + aij , x + aij + r0) ∩ (a,∞) = ∅ for every x ∈ (a − aij − r0,∞),
it follows from (2.6) that conclusion (ii) holds. Conclusion (iii) is a straightforward consequence
of (2.6). 
Theorem 2.2. Let y¯(x, t) and y(x, t) be upper and lower solutions of (1.1), respectively. If
y¯(·,0)  y(·,0), then y¯(·, t)  y(·, t) for all t  0. Furthermore, for any ϕ ∈ C(R,W) with
ϕ ≡ 0, we have y(x, t;ϕ)  0 for all (x, t) ∈R× (0,∞).
Proof. Define v(x, t) = (v1(x, t), . . . , vn(x, t)) := y¯(x, t)− y(x, t), ∀(x, t) ∈R×R+, and
v(t) := min
1jn
inf
x∈R
{
vj (x, t)
}
, ∀t  0.
It then follows that v(t) is a continuous function. Fix a sufficiently large number δ > 0 such that
δ +μk −
n∑
j=1
σjλkj > 0, 1 k  n.
We further show that v(t)  0, ∀t  0. Assume, by contradiction, that the assertion is not true.
Then there is t0 > 0 such that v(t0) < 0 and
v(t0)e
−δt0 = min
t∈[0,t0]
v(t)e−δt < v(τ)e−δτ , ∀τ ∈ [0, t0). (2.7)
It easily follows that there exist an index i ∈ {1, . . . , n} and a sequence of points {xk}∞k=1 such
that vi(xk, t0) < 0, ∀k  1, and limk→∞ vi(xk, t0) = v(t0). Let {tk}∞k=1 ⊂ [0, t0] be a sequence
such that
vi(xk, tk)e
−δtk = min vi(xk, t)e−δt . (2.8)t∈[0,t0]
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lim
k→∞vi(xk, t0)e
−δt0 = v(t0)e−δt0 <m.
Thus, there exists an integer k such that for all k  k ,
vi(xk, t0)e
−δt0 <m  v(t)e−δt  vi(xk, t)e−δt , ∀t ∈ [0, t0 − ].
It follows from (2.8) that tk ∈ [t0 − , t0], ∀k  k . This implies that limk→∞ tk = t0. Since
vi(xk, t0)e
−δt0  vi(xk, tk)e−δtk  v(tk)e−δtk  v(t0)e−δt0,
we have
vi(xk, t0)e
−δ(t0−tk)  vi(xk, tk) v(t0)e−δ(t0−tk).
Letting k → ∞ in the above inequality, we obtain limk→∞ vi(xk, tk) = v(t0). It then follows
from (2.8) that for each k  1,
0 ∂(vi(xk, t)e
−δt )
∂t
∣∣∣∣
t=t−k
= e−δtk
(
∂vi(xk, tk)
∂t
− δvi(xk, tk)
)
,
and hence
∂vi(xk, tk)
∂t
 δvi(xk, tk). (2.9)
Note that
∂vi(xk, tk)
∂t
−μivi(xk, tk)+
[
1 − y¯i (xk, tk)
] n∑
j=1
∫
R
y¯j (xk − u, tk)Pij (u) du
− [1 − y
i
(xk, tk)
] n∑
j=1
∫
R
y
j
(xk − u, tk)Pij (u) du.
It then follows from (2.9) that for all sufficiently large k,
0 ∂vi(xk, tk)
∂t
+μivi(xk, tk)−
[
1 − y¯i (xk, tk)
] n∑
j=1
∫
R
vj (xk − u, tk)Pij (u) du
+ vi(xk, tk)
n∑
j=1
∫
R
y
j
(xk − u, tk)Pij (u) du
 (δ +μi)vi(xk, tk)−
[
1 − y¯i (xk, tk)
] n∑
j=1
∫
vj (xk − u, tk)Pij (u) duR
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n∑
j=1
∫
R
y
j
(xk − u, tk)Pij (u) du
 (δ +μi)vi(xk, tk)−
[
1 − y¯i (xk, tk)
] n∑
j=1
∫
R
v(tk)Pij (u) du
 (δ +μi)vi(xk, tk)−
n∑
j=1
σjλij v(tk). (2.10)
Letting k → ∞ in (2.10), we obtain 0 (δ + μi −∑nj=1 σjλij )v(t0) < 0, a contradiction. This
proves the first conclusion of the theorem.
Next we prove the second conclusion of the theorem. Let ϕ ∈ C(R,W) with ϕ ≡ 0 be given.
Without loss of generality, we assume that ϕn(x) > 0, ∀x ∈ [−r, r] for some r > 0. Let y(x, t) :=
y(x, t;ϕ). It follows from the continuity of yn(x, t) that there is an  > 0 such that
yn(x, t) > 0, ∀(x, t) ∈ (−r, r) × [0, ].
By the irreducibility of Λ, there is an integer j1 = n such that σj1λnj1 > 0. Moreover, there
exists a finite sequence j1, j2, . . . , jq = n such that σjs+1λjsjs+1 > 0, 1 s  q −1. Let a0 = −r ,
b0 = r , and define
am = am−1 +
q−1∑
s=1
ajsjs+1 + anj1, bm = bm−1 +
q−1∑
s=1
ajsjs+1 + anj1 + qr0, ∀m 1.
We claim that
yn(x, t) > 0, ∀(x, t) ∈ (am, bm)× (0, ], for all m 0. (2.11)
Clearly, (2.11) holds for m = 0. Assume, by induction, that (2.11) holds for m. Applying Lem-
ma 2.2(i) with i = js and j = js+1 for s = q − 1, . . . ,1, and with i = n and j = j1, successively,
to y(x, t), we see that yn(x, t) > 0 for all x in the interval(
am +
q−1∑
s=1
ajsjs+1 + anj1, bm +
q−1∑
s=1
ajsjs+1 + (q − 1)r0 + anj1 + r0
)
= (am+1, bm+1)
and t ∈ (0, ], that is, (2.11) holds for m+ 1. Thus, (2.11) holds for all m 0. A straightforward
induction argument shows that
bm − am = b0 − a0 +mqr0, am+1 − bm = a1 − b0 −mqr0, ∀m 0.
Then there exists an integer m∗ > 0 such that am+1 − bm < 0, ∀m  m∗. Let a∗ := am∗ . Since
limm→∞ bm − am = ∞, it follows that yn(x, t) > 0 for all x ∈⋃mm∗(am, bm) = (a∗,∞) and
t ∈ (0, ].
Using the induction argument and applying Lemma 2.2(ii) with i = js and j = js+1 for s =
q − 1, . . . ,1, and with i = n and j = j1, successively, to y(x, t), we have that yn(x, t) > 0,
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(0, ]. Given i = n. Since Λ is irreducible, there exists a finite sequence i1 = i, i2, . . . , ik = n
such that σis+1λis is+1 > 0, ∀1  s  k − 1. Applying Lemma 2.2(iii) with i = is and j = is+1
for s = k − 1, . . . ,1, successively, to y(x, t), we obtain that yi(x, t) > 0, ∀(x, t) ∈ R× (0, ]. It
then follows that y(x, t)  0, ∀(x, t) ∈R× (0, ]. By the existence and uniqueness of solutions
of (1.1), it follows that
y
(
x, t2;y(x, t1;ϕ)
)= y(x, t1 + t2;ϕ), ∀ϕ ∈ C(R,W), t1, t2  0.
Consequently, y(x, t) is strongly positive for all (x, t) ∈R× (0,∞). 
3. Asymptotic speed of spread
In this section, we equip C with the compact open topology, that is, vn → v in C means that the
sequence of functions vn(x) converges to v(x) uniformly for x in every compact set. Moreover,
we can define the metric function d in C with respect to this topology by
d(u, v) =
∞∑
k=1
max|x|k |u(x)− v(x)|
2k
, ∀u,v ∈ C
so that (C, d) is a metric space.
Recall that a family of operators {Φt }∞t=0 is said to be a semiflow on a metric space (X,ρ)
with metric ρ provided Φt has the following properties:
(i) Φ0(v) = v, ∀v ∈ X.
(ii) Φt1 [Φt2[v]] = Φt1+t2[v], ∀t1, t2  0, v ∈ X.
(iii) Φ(t, v) := Φt(v) is continuous in (t, v) on [0,∞)×X.
It is easy to see that the property (iii) holds if Φ(·, v) is continuous on [0,+∞) for each v ∈ X,
and Φ(t, ·) is uniformly continuous for t in bounded intervals in the sense that for any v0 ∈ X,
bounded interval I and  > 0, there exists δ = δ(v0, I, ) > 0 such that if ρ(v, v0) < δ, then
ρ(Φt [v],Φt [v0]) <  for all t ∈ I .
Now we define a family of operators Qt on C(R,W) by
Qt(ϕ)(x) = y(x, t;ϕ), ∀x ∈R, t  0.
Then we have the following result.
Lemma 3.1. Qt is a monotone and subhomogeneous semiflow on C(R,W).
Proof. Clearly, Qt satisfies property (i). The semigroup property (ii) follows from the existence
and uniqueness of solutions to (1.1). Given ϕ ∈ C(R,W). We see from system (1.1) that ∂y(x,t;ϕ)
∂t
is bounded for all (x, t) ∈R×R+, and hence, there exists L = L(ϕ) > 0 such that∣∣y(x, t1;ϕ)− y(x, t2;ϕ)∣∣ L|t1 − t2|, ∀x ∈R, t1, t2 ∈R+.
It then follows that Qt(ϕ) = y(·, t;ϕ) is continuous in t ∈R+ with respect to the compact open
topology. We further prove the following claim.
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if ϕ1, ϕ2 ∈ C(R,W) with |ϕ1(x) − ϕ2(x)| < δ, ∀x ∈ [z − M,z + M], for some z ∈ R, then
|y(z, t;ϕ1)− y(z, t;ϕ2)| < , ∀t ∈ [0, t0].
By the spatial translation invariance of system (1.1), it suffices to prove the claim for the case
where z = 0. Let w(x, t) := y(x, t;ϕ1)− y(x, t;ϕ2). Then w(x, t) satisfies
∂wi(x, t)
∂t
= −μiwi(x, t)−wi(x, t)
∫
R
n∑
j=1
yj (x − u, t;ϕ1)Pij (u) du
+ (1 − yi(x, t;ϕ2))∫
R
n∑
j=1
wj(x − u, t)Pij (u) du, 1 i  n. (3.1)
We first consider the case where ϕ1  ϕ2. Thus, Theorem 2.2 implies that y(·;ϕ1)  y(·;ϕ2),
and hence
∂wi(x, t)
∂t

∫
R
n∑
j=1
wj(x − u, t)Pij (u) du, 1 i  n.
We write the linear system
∂vi(x, t)
∂t
=
∫
R
n∑
j=1
vj (x − u, t)Pij (u) du, 1 i  n, (3.2)
as a system of integral equations
v(x, t) = φ(x)+
t∫
0
∫
R
P(x − u)v(u, s) duds, (3.3)
where v(x, t) = (v1(x, t), . . . , vn(x, t))T, φ(x) = v(x,0) and P = (Pij )n×n. Define v0(x, t) =
φ(x) and
vm(x, t) = φ(x)+
t∫
0
∫
R
P(x − u)vm−1(u, s) duds, ∀t  0, x ∈R, m 1. (3.4)
By induction, we then have
vm(x, t) =
m∑
k=0
tk
k!ak(φ)(x), ∀t  0, x ∈R, m 1,
where
a0(φ)(x) = φ(x), ak(φ)(x) =
∫
P(x − u)ak−1(φ)(u)du, ∀k  1.
R
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positive eigenvector v∗ (see, e.g., [13, Corollary 4.3.2]). For any φ ∈ C with φ  0, there exists a
number α = α(φ) > 0 such that 0 φ(x) αv∗, ∀x ∈ R. Since ∫
R
P(u)du = Λ, a straightfor-
ward induction argument shows that
0 ak(φ)(x) rkαv∗, ∀x ∈R, k  0.
It then follows that for any t0 > 0, the sequence of vector-valued functions vm(x, t) converges to
a function v(x, t) uniformly for (x, t) ∈R× [0, t0], and hence
v(x, t) =
∞∑
k=0
tk
k!ak(φ)(x), ∀t  0, x ∈R. (3.5)
Letting m → ∞ in (3.4), we see that v(x, t) satisfies (3.3), and hence v(x, t) is a solution of
(3.2). It is easy to see that the solution of (3.2) satisfying v(x,0) = φ(x) is unique.
Given b ∈Rn with b  0, we define a map L :Cb → C by
L(φ)(x) =
∫
R
P(x − u)φ(u)du, ∀φ ∈ Cb, x ∈R.
Note that for any φ ∈ Cb , x ∈R, and M > 0, there holds
L(φ)(x) =
M∫
−M
P(u)φ(x + u)du+
∫
|u|M
P(u)φ(x + u)du
Λ max
u∈[−M,M]φ(x + u)+
( ∫
|u|M
P(u)du
)
b.
It then follows that L :Cb → C is continuous at φ = 0 with respect to the compact open topology.
Let t0 > 0 be given. For any  > 0, there exists an integer N = N(t0, ) > 0 such that
v(x, t) < vN(x, t)+ , ∀x ∈R, t ∈ [0, t0],
where  = (, . . . , )T ∈ Rn. Since ak(φ) = Lk(φ), ∀k  0, it follows that for any b ∈ Rn with
b  0, each ak(·) :Cb → C is continuous at φ = 0 with respect to the compact open topology.
Thus, there exists a sufficiently large number M > 0 and small number δ > 0 such that
ak(φ)(0) < , 0 k N,
provided that φ ∈ C(R,W) with φ(x) < δ, ∀x ∈ [−M,M]. Then we have
vN(0, t) <
N∑ tk0
k!  <
∞∑ tk0
k!  = e
t0 , ∀t ∈ [0, t0],k=0 k=0
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v(0, t) <
(
1 + et0), ∀t ∈ [0, t0], (3.6)
provided that φ ∈ C(R,W) with φ(x) < δ, ∀x ∈ [−M,M].
Let φ(x) = ϕ1(x)− ϕ2(x). By the comparison principle, it then follows that
w(x, t) v(x, t), ∀x ∈R, t  0.
Thus, (3.6) implies that
y(0, t;ϕ1)− y(0, t;ϕ2) = w(0, t) v(0, t) <
(
1 + et0), ∀t ∈ [0, t0],
provided that 0 ϕ1(x)− ϕ2(x) < δ, ∀x ∈ [−M,M].
In the case where ϕ1  ϕ2, we define
ϕˆ1(x) = max
{
ϕ1(x),ϕ2(x)
}
, ϕˆ2(x) = min
{
ϕ1(x),ϕ2(x)
}
, ∀x ∈R.
Then we have ϕˆ1(x)− ϕˆ2(x) = |ϕ1(x)− ϕ2(x)| and
y(x, t; ϕˆ2) y(x, t;ϕ1), y(x, t;ϕ2) y(x, t; ϕˆ1), ∀(x, t) ∈R×R+.
It follows that
∣∣y(x, t;ϕ1)− y(x, t;ϕ2)∣∣ y(x, t; ϕˆ1)− y(x, t; ϕˆ2), ∀(x, t) ∈R×R+.
Thus, the claim holds for this case.
By the claim above, it easily follows that Qt(ϕ) = y(·, t;ϕ) is continuous in ϕ, with respect to
the compact open topology, uniformly for t in any bounded interval. Thus, Qt(ϕ) is continuous
in (t, ϕ) ∈ R+ × C(R,W), i.e., Qt satisfies (iii). Consequently, Qt is a continuous semiflow on
C(R,W).
Clearly, Theorem 2.2 implies that Qt is monotone on C(R,W). It remains to prove that Qt
is subhomogeneous C(R,W) in the sense that Qt [ρϕ]  ρQt [ϕ] for all ρ ∈ [0,1] and ϕ ∈
C(R,W). Let yi(x, t) = yi(x, t;ϕ), y¯i (x, t) = yi(x, t;ρϕ). Then we have
∂yi(x, t)
∂t
= (1 − yi(x, t)) n∑
j=1
σjλij
∫
R
yj (x − u, t)pij (u) du−μiyi(x, t),
∂y¯i(x, t)
∂t
= (1 − y¯i (x, t)) n∑
j=1
σjλij
∫
R
y¯j (x − u, t)pij (u) du−μiy¯i(x, t).
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∂(ρyi(x, t))
∂t
= (1 − yi(x, t)) n∑
j=1
σjλij
∫
R
ρyj (x − u, t)pij (u) du−μiρyi(x, t)

(
1 − ρyi(x, t)
) n∑
j=1
σjλij
∫
R
ρyj (x − u, t)pij (u) du−μiρyi(x, t).
This implies that ρy(x, t) is a lower solution of (1.1) with initial condition ρy(x,0) = ρϕ. In
view of Theorem 2.2, we have y¯(x, t) ρy(x, t), ∀(x, t) ∈R×R+. 
Define the reflection operator R by R[u](x) = u(−x). Given y ∈ R, define the translation
operator Ty by Ty[u](x) = u(x − y). Let β ∈Rn with β  0, [0, β] := {z ∈Rn: 0 z β}, and
Q = (Q1, . . . ,Qn) :Cβ → Cβ . In order to use the theory developed in [6], we need the following
assumptions.
(A1) Q[R[u]] =R[Q[u]], Ty[Q[u]] = Q[Ty[u]], ∀y ∈R.
(A2) Q :Cβ → Cβ is continuous with respect to the compact open topology.
(A3) {Q[u](x): u ∈ Cβ, x ∈R} is a bounded subset of Rn.
(A4) Q :Cβ → Cβ is monotone in the sense that Q[u]Q[v] whenever u v in Cβ .
(A5) Q : [0, β] → [0, β] admits exactly two fixed points 0 and β , and for any positive number ,
there is α ∈ [0, β] with ‖α‖ <  such that Q[α]  α.
In the rest of this paper, we always assume that
(H3) Either μi = 0 for some i, or μ  0 and ρ(Γ ) > 1.
By Lemma 2.1 and Remark 2.1, system (1.1) has exactly two spatially homogeneous equilib-
ria 0 and y∗.
Lemma 3.2. For each t > 0, the map Qt satisfies (A1)–(A5) with β = y∗.
Proof. By Lemma 3.1, it is easy to see that Qt satisfies (A1)–(A4). Let Q̂t be the restriction of
Qt to [0, β] ⊂ Rn. Then Q̂t : [0, β] → [0, β] is the solution semiflow generated by the ordinary
differential system (2.1). By Lemma 2.1, y∗ is a globally asymptotically stable equilibrium of
Q̂t in [0, β] \ {0}. Note that (2.1) is a cooperative and irreducible system. Thus, Q̂t is a strongly
monotone semiflow on [0, β] (see, e.g., [13, Theorem 4.1.1]). By the Dancer–Hess connecting or-
bit lemma (see, e.g., [28]), it follows that for each t > 0, the map Q̂t admits a strongly monotone
full orbit connecting 0 and y∗, and hence, Qt satisfies (A5). 
For a function u ∈ C(R× R+,Rn) and a vector a ∈ Rn, we write limt→∞,|x|tc u(x, t) = a
provided that for any  > 0, there is a real number T = T () > 0 such that
|u(x, t) − a| <  for all t  T and |x|  tc. The limit limt→∞,|x|tc u(x, t) = a can be de-
fined in a similar way. By Lemma 3.2 and [6, Theorems 2.11 and 2.15], it then follows that the
map Q1 has a asymptotic speed of spread c∗ > 0. The following result shows that c∗ is also the
spreading speed for solutions of (1.1).
P. Weng, X.-Q. Zhao / J. Differential Equations 229 (2006) 270–296 285Theorem 3.1. Assume that (H1)–(H3) hold. Let c∗ be the asymptotic speed of spread of Q1.
Then the following statements are valid:
(1) For any c > c∗, if ϕ ∈ Cy∗ with 0 ϕ  y∗ and ϕ(x) = 0 for x outside a bounded interval,
then limt→∞,|x|tc y(x, t;ϕ) = 0.
(2) For any c < c∗, if ϕ ∈ Cy∗ with ϕ ≡ 0, then limt→∞,|x|tc y(x, t;ϕ) = y∗.
Proof. Conclusion (1) is a straightforward consequence of the first part of [6, Theorem 2.17].
Let c < c∗ be given. Since Q1 is subhomogeneous, then the positive number rσ defined
in [6, Theorem 2.17] can be chosen to be independent of σ  0. Let rσ = r . If ϕ ∈ Cy∗
with ϕ(x)  0 for x on an interval I of length 2r , then there exists a vector σ  0 such
that ϕ(x)  σ , ∀x ∈ I , and hence the second part of [6, Theorem 2.17] implies that
limt→∞,|x|tc y(x, t;ϕ) = y∗. For any ϕ ∈ Cβ with ϕ ≡ 0, it follows from Theorem 2.2 that
y(x, t;ϕ)  0, ∀x ∈ R, t > 0. Fix a t0 > 0. Then y(x, t0;ϕ)  0, ∀x ∈ R. By taking y(x, t0;ϕ)
as a new initial value, we see that conclusion (2) holds. 
In order to compute c∗, we consider the linearized system of (1.1) at the zero solution
∂yi(x, t)
∂t
=
n∑
j=1
σjλij
∫
R
yj (x − u, t)pij (u) du−μiyi(x, t), 1 i  n. (3.7)
For any α ∈R+, let yi(x, t) = e−αxηi(t). Then η(t) = (η1(t), . . . , ηn(t)) satisfies
dηi(t)
dt
=
n∑
j=1
σjλij
(∫
R
eαupij (u) du
)
ηj (t)−μiηi(t), 1 i  n. (3.8)
Define a matrix A(α) = (Aij (α))n×n, where
Aij (α) =
{
σjλij
(∫
R
eαupij (u) du
)−μi, i = j,
σjλij
(∫
R
eαupij (u) du
)
, i = j.
Then (3.8) is equivalent to
dη(t)
dt
= A(α)η(t).
Since A(α) is cooperative and irreducible, λ(α) := s(A(α)) is a simple eigenvalue of A(α) with a
strongly positive eigenvector u(α) = (u1(α), . . . , un(α)) (see, e.g., [13, Corollary 4.3.2]). If η(t)
is a solution of (3.8), then y(x, t) = e−αxη(t) is a solution of (3.7). Note that the fundamental
solution matrix of (3.8) is exp(A(α)t). Define
Btα
(
η0
) := Mt(η0e−αx)(0) = η(t;η0)= exp(A(α)t)η0, (3.9)
where Mt is the linear solution map defined by (3.7), and η(t;η0) is the solution of (3.8) with
η(0) = η0. Therefore, Btα is the solution map associated with (3.8) on Rn, and hence, Btα is
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exp(A(α)t)u(α), we have
Btα
(
u(α)
)= η(t;u(α))= exp(A(α)t)u(α) = exp(λ(α)t)u(α),
which implies that exp(λ(α)t) is the principal eigenvalue of Btα , and u(α) is the associated
strongly positive eigenvector. Let t = 1. Then γ (α) := exp(λ(α)) is the principal eigenvalue
of B1α =: Bα . Define the function
Φ(α) := 1
α
lnγ (α) = λ(α)
α
. (3.10)
By [6, Lemma 3.8], we then have the following result.
Lemma 3.3. The following statements are valid:
(1) Φ(α) → ∞ as α ↓ 0.
(2) Φ(α) is decreasing near 0.
(3) Φ ′(α) changes sign at most once on (0,∞).
(4) limα→∞ Φ(α) exists, where the limit may be infinite.
Theorem 3.2. Assume that (H1)–(H3) hold. Let c∗ be the asymptotic speed of spread of Q1. Then
c∗ = inf
α>0
Φ(α) = inf
α>0
λ(α)
α
.
Proof. Let u = u(α) be the strongly positive eigenvector of A(α) associated with the eigenvalue
λ(α) such that ‖u(α)‖ = 1, ∀α  0. Then
A(α)u(α) = λ(α)u(α), (3.11)
and hence
[
A(α)+μ0I ]u = [λ(α)+μ0]u.
Since A(α) = Q(α)− diag(μ), it follows that
K(α)u = [λ(α)+μ0]u,
where K(α) and Q(α) are defined as in Section 2. By the Perron–Frobenius theorem (see, e.g.,
[13, Theorem 4.3.1]), ρ(α) := ρ(K(α)) = λ(α) + μ0. Since assumption (H3) holds, Remark
2.1 implies that ρ(0) = λ(0) + μ0 > μ0, and hence λ(0) > 0. Thus, γ (0) = exp(λ(0)) > 1, i.e.,
condition (C7) in [6] is satisfied.
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Since
∫
R
pij (u) du = 2
∫∞
0 pij (u) du = 1, there exists a sufficiently small number u0 > 0 such
that
∫∞
u0
pij (u) du > 0. Thus, we obtain
∫
R
eαupij (u) du
∞∫
u0
eαupij (u) du eαu0
∞∫
u0
pij (u) du > 0,
and hence
lim
α→∞
1
α
∫
R
eαupij (u) du = ∞.
By the definition of A(α), it then follows that
lim
α→∞
Aij (α)
α
= ∞, whenever 1 i, j  n with σjλij > 0. (3.12)
In view of Lemma 3.3 (4), L = limα→∞ λ(α)α exists, and either L is a finite real number
or L = ∞. Assume, by contradiction, that L is finite. By the compactness of the sphere
{u ∈ Rn: ‖u‖ = 1}, there exist a sequence of numbers αk → ∞, as k → ∞, and a vector
v = (v1, . . . , vn)  0 in Rn with ‖v‖ = 1 such that limk→∞ u(αk) = v. For any index j , the
irreducibility of the matrix Λ implies that σjλij > 0 for some i = j . It then follows from (3.11)
that
n∑
m=1
Aim(αk)
αk
um(αk) = λ(αk)
αk
ui(αk), ∀k  1.
Letting k → ∞ in the above equality and using the property (3.12), we must have vj = 0. Since
j is arbitrary, we obtain v = (v1, . . . , vn) = 0, a contradiction. This proves that L = ∞, i.e.,
Φ(∞) = ∞.
Note that M1 and Bα satisfies (C1)–(C7) in [6] and the infimum of Φ(α) is attained at
some finite value α∗. Since Q1(ϕ)  M1(ϕ) for ϕ ∈ Cy∗ , [6, Theorem 3.10] implies that
c∗  infα>0 Φ(α). For any  ∈ (0,1), there is a δ = (δ, . . . , δ)  0 in Rn such that for any
ϕ ∈ Cδ , we have
0 y(x, t;ϕ) y(t; δ) < , ∀x ∈R, t ∈ [0,1].
Thus, y(x, t) = y(x, t;ϕ)satisfies
∂yi(x, t)
∂t
 (1 − )
n∑
j=1
∫
R
yj (x − u, t)Pij (u) du−μiyi(x, t), ∀x ∈R, t ∈ [0,1], 1 i  n.
Let Mt , t  0, be the solution maps associated with the following linear system
∂yi(x, t)
∂t
= (1 − )
n∑
j=1
∫
yj (x − u, t)Pij (u) du−μiyi(x, t), 1 i  n.R
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M1 (ϕ)  Q1(ϕ), ∀ϕ ∈ Cδ . As we did for Mt , a similar analysis can be made for Mt . It then
follows from [6, Theorem 3.10] that infα>0 Φ(α) c∗. Thus, we have
inf
α>0
Φ(α) c∗  inf
α>0
Φ(α), ∀ ∈ (0,1).
Letting  → 0, we obtain c∗ = infα>0 Φ(α). 
4. Traveling waves
A traveling wave solution of (1.1) is a solution with the form
yi(x, t) = φi(x + ct) =: φi(s), 1 i  n, (4.1)
where c > 0 is the wave speed, s = x + ct , and φ = (φ1, . . . , φn) is called the wave profile.
Substituting (4.1) into (1.1) yields
c
dφi(s)
ds
= (1 − φi(s)) n∑
j=1
∫
R
φj (s − u)Pij (u) du−μiφi(s), 1 i  n. (4.2)
Definition 4.1. A function ρ¯ = (ρ¯1, . . . , ρ¯n) ∈ C(R,W) is called an upper solution of (4.2) if it
is differentiable almost everywhere and satisfies the inequality
c
dρ¯i(s)
ds

(
1 − ρ¯i (s)
) n∑
j=1
∫
R
ρ¯j (s − u)Pij (u) du−μiρ¯i(s), 1 i  n.
A lower solution ρ = (ρ 1, . . . , ρ n) of (4.2) is defined by reversing the inequality.
Now consider the function Φ(α) defined by (3.10). As we discussed in Section 3, there is
α∗ ∈ (0,∞) such that Φ(α∗) = infα>0 Φ(α). Let c = Φ(α) and c∗ = Φ(α∗) = infα>0 Φ(α).
Then we have dc
dα
|α=α∗ = 0.
Let c > c∗ be given. It follows from Lemma 3.3 that there exists at least one α1 ∈ (0,∞)
such that Φ(α1) = c. If there are two values α1 and α2 such that Φ(αi) = c, i = 1,2, we always
choose the smaller one, say α1, such that Φ(α1) = c. Let λ1 := λ(α1), where λ(α) is defined as
in Section 3, and let u := u(α1)  0 be the eigenvector associated with λ(α1). For any α > 0,
if η(t;η0) is a solution of (3.8), then y(x, t) = e−αxη(t;η0) is a solution of (3.7). Note that
y(−x, t) = eαxη(t;η0) is also a solution of (3.7). Taking α = α1, η0 = u(α1), s = x + λ(α1)α1 t ,
we have
y(−x, t) = eα1(x+
λ(α1)
α1
t)
u(α1) =: φ(s).
Note that φ(s) is a solution of the linearized equation of (4.2) at zero solution
c
dφi(s)
ds
=
n∑
j=1
∫
φj (s − u)Pij (u) du−μiφi(s), 1 i  n. (4.3)R
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det
[
−cαI − diag(μ)+
∫
R
P(u)e−αu du
]
= 0,
where P(u) = (Pij (u))n×n.
For  > 0, let α = α1 + . As discussed above, we obtain
λ := λ(α), c := λ
α
= Φ(α).
For sufficiently small  > 0, we have c∗ < c < c. Assume that the strongly positive eigenvector
associated with λ is
u := u(α) =
(
u1, . . . , u

n
) 0.
Note that
y(−x, t) = eαxeλ tu = eα(x+c t)u = eαsu =: ψ(s)
is also a solution of (3.7), where s = x + ct . Therefore, c and α satisfy
det
[
−cαI − diag(μ)+
∫
R
P(u)e−αu du
]
= 0.
Let δ := c − c > 0. Since[
−cαI − diag(μ)+
∫
R
P(u)e−αu du
]
u = 0,
we have [
−cαI − diag(μ)+
∫
R
P(u)e−αu du
]
u = −δαu  0. (4.4)
Let u = (u1, . . . , un) and u = (u1, · · · , un) be the strongly positive eigenvectors associated
with α1 and α , respectively, such that u  u and
δαu

i − ui
n∑
j=1
∫
R
uj e
− 12 αuPij (u) du 0, 1 i  n.
Denote y∗ = (y∗1 , . . . , y∗n), and define two functions
ρ¯(s) = (ρ¯1(s), . . . , ρ¯n(s)), ρ(s) = (ρ1(s), . . . , ρ n(s)),
where
ρ¯i (s) = min
{
y∗i , uieα1s
}
, ρ (s) = max{0, uieα1s − ui eαs}, ∀s ∈R.i
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fi(s) := uieα1s − ui eαs = ui
[
1 − u

i
ui
es
]
eα1s , τi := 1

ln
ui
ui
< 0, 1 i  n.
We then have
fi(τi) = 0, fi(s) > 0 as s < τi, fi(s) < 0 as s > τi, 1 i  n.
Let 0 <  < α1. Thus, it easily follows that
ρ¯i (s) uieα1s , ρ¯i(s) y∗i , ρ2i (s) u
2
i e
(α1+)s = u2i eαs , ∀s ∈R, 1 i  n.
(4.5)
Lemma 4.1. For any c > c∗, the above-defined ρ¯(s) and ρ(s) are upper and lower solutions of
(4.2), respectively, whenever  > 0 is sufficiently small.
Proof. Let si ∈R be chosen such that uieα1si = y∗i . If s  si , we have from (4.5) that
−cdρ¯i(s)
ds
+ (1 − ρ¯i (s)) n∑
j=1
∫
R
ρ¯j (s − u)Pij (u) du−μiρ¯i(s)
−cdρ¯i(s)
ds
+ (1 − ρ¯i (s)) n∑
j=1
∫
R
y∗j Pij (u) du−μiρ¯i(s)
= (1 − y∗i )
n∑
j=1
σjλij y
∗
j −μiy∗i = 0.
If s < si , we have
−cdρ¯i(s)
ds
+ (1 − ρ¯i (s)) n∑
j=1
∫
R
ρ¯j (s − u)Pij (u) du−μiρ¯i(s)
−cα1uieα1s +
n∑
j=1
∫
R
uj e
α1(s−u)Pij (u) du−μiuieα1s
= eα1s
[
−cα1ui +
n∑
j=1
∫
R
uj e
−α1uPij (u) du−μiui
]
= 0.
Thus, we conclude that ρ¯(s) is a upper solution of (4.2).
Next we verify that ρ(s) is a lower solution of (4.2). If s  τi , then we have
−cdρi(s)
ds
+ (1 − ρ
i
(s)
) n∑
j=1
∫
ρ
j
(s − u)Pij (u) du−μiρ i(s)R
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n∑
j=1
∫
R
ρ
j
(u)Pij (s − u)du 0.
If s < τi , then we have from (4.4) and (4.5) that
−cdρ i(s)
ds
+ (1 − ρ
i
(s)
) n∑
j=1
∫
R
ρ
j
(s − u)Pij (u)du−μiρ i(s)
= −c[α1uieα1s − αui eαs]−μi[uieα1s − ui eαs]
+ (1 − ρ
i
(s)
) n∑
j=1
τj∫
−∞
ρ
j
(u)Pij (s − u)du
= −(cα1 +μi)eα1sui + (cα +μi)eαsui
+ (1 − ρ
i
(s)
) n∑
j=1
∫
R
fj (u)Pij (s − u)du−
(
1 − ρ
i
(s)
) n∑
j=1
∞∫
τj
fj (u)Pij (s − u)du
=
[
−(cα1 +μi)ui +
n∑
j=1
∫
R
e−α1uujPij (u) du
]
eα1s
+
[
(cα +μi)ui −
n∑
j=1
∫
R
e−αuujPij (u) du
]
eαs
− ρ
i
(s)
n∑
j=1
∫
R
fj (u)Pij (s − u)du−
(
1 − ρ
i
(s)
) n∑
j=1
∞∫
τj
fj (u)Pij (s − u)du
= δαeαsui − ρ i(s)
n∑
j=1
τj∫
−∞
fj (u)Pij (s − u)du−
n∑
j=1
∞∫
τj
fj (u)Pij (s − u)du
 δαeαsui − ρ i(s)
n∑
j=1
τj∫
−∞
ρ
j
(u)Pij (s − u)du
= δαeαsui − ρ i(s)
n∑
j=1
∫
R
ρ
j
(s − u)Pij (u) du
 δαeαsui − uie
1
2 (α1+)s
n∑
j=1
∫
R
uj e
1
2 (α1+)(s−u)Pij (u) du
= eαs
[
δαu

i − ui
n∑
j=1
∫
R
uje
− 12 αuPij (u) du
]
 0.
Thus, ρ(s) is a lower solution of (4.2). 
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dφi(s)
ds
+ δφi(s) =
(
δ − μi
c
)
φi(s)+ 1
c
(
1 − φi(s)
) n∑
j=1
∫
R
φj (s − u)Pij (u) du, 1 i  n.
(4.6)
Let δi = δi(c) := δ − μic , where δ > 0 is large enough such that
δi(c) > max
1in
{
1
c
n∑
j=1
σjλij
}
.
Thus, (4.6) reduces to
φi(s) = e−δs
s∫
−∞
eδt [Fφ]i (t) dt, 1 i  n,
where φ = (φ1, . . . , φn), Fφ = ([Fφ]1, . . . , [Fφ]n), and
[Fφ]i (s) = δi(c)φi(s)+ 1
c
(
1 − φi(s)
) n∑
j=1
∫
R
φj (s − u)Pij (u) du.
It is easy to verify that [Fφ](t) [Fψ](t), ∀t ∈ R, provided that φ,ψ ∈ C(R,W) with φ(t)
ψ(t), ∀t ∈R. Moreover, we have F(0) = 0 and F(y∗) = diag(δ, . . . , δ)y∗.
Define an operator T = (T1, . . . , Tn) on C(R,W) by
Ti(φ)(s) = e−δs
s∫
−∞
eδt [Fφ]i (t) dt, ∀s ∈R, 1 i  n.
The subsequent lemma is straightforward.
Lemma 4.2. The operator T has the following properties:
(i) If φ ∈ C(R,W) is nondecreasing, then so is T φ.
(ii) If φ ψ , then T φ  T ψ .
(iii) If φ is an upper (lower) solution of (4.2), then φ(s)  [T φ](s) (φ(s)  [T φ](s)) for all
s ∈R.
(iv) If φ is an upper (lower) solution of (4.2), then T φ is also an upper (lower) solution of (4.2).
Now we are ready to prove the existence of monotone traveling waves.
Theorem 4.1. Assume that (H1)–(H3) hold. Let c∗ be the asymptotic speed of spread of Q1.
Then for any c  c∗, system (1.1) has a traveling wave ϕ(x + ct) connecting 0 to y∗ such that
ϕ(s) is continuous and nondecreasing in s ∈R.
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ϕ0 = ρ¯, ϕm = T ϕm−1, ∀m 1.
By Lemmas 4.1 and 4.2, we have
0 ρ(s) · · · ϕm(s) ϕm−1(s) · · · ρ¯(s) y∗, ∀s ∈R.
By Lebesgue’s dominated convergence theorem, it follows that ϕ(s) := limm→∞ ϕm(s) exists,
and ϕ(·) is a fixed point of T . Since ϕ(·) is nondecreasing and
ρ(s) ϕ(s) ρ¯(s), ∀s ∈R,
it follows that ϕ(−∞) = 0 and ϕ(+∞) > 0. It is easy to see that ϕ(+∞) is an equilibrium of
(2.1). Then Lemma 2.1(b) implies that ϕ(+∞) = y∗. Consequently, ϕ(x + ct) is a monotone
traveling wave of (1.1) connecting 0 to y∗.
In the case where c = c∗, we use a limiting argument similar to that in [2,30]. Let {cm} ⊂
(c∗, c∗ + 1] with limm→∞ cm = c∗. Since cm > c∗, (4.2) with c = cm admits nondecreasing
solution φ(m)(s) = (φ(m)1 (s), . . . , φ(m)n (s)) such that ϕm(−∞) = 0 and ϕm(+∞) = y∗. Without
loss of generality, we may assume that φ(m)(0) = 12y∗. Note that φ(m)(s) satisfies
φ
(m)
i (s) = e−δs
s∫
−∞
eδt
[
δi(cm)φ
(m)
i (t)+
1
cm
(
1 − φ(m)i (t)
) n∑
j=1
∫
R
φ
(m)
j (t − u)Pij (u) du
]
dt
(4.7)
and
cm
dφ
(m)
i (s)
ds
= (1 − φ(m)i (s)) n∑
j=1
∫
R
φ
(m)
j (s − u)Pij (u) du−μiφ(m)i (s), 1 i  n.
Since {φ(m)(s)} and { dφ
(m)
i (s)
ds
} are uniformly bounded on R, {φ(m)(s)} is equicontinuous on R.
Using the Ascoli theorem and the standard diagonal method, we can obtain a subsequence of
functions φ(mk)(s), which converges to φ∗(s), as k → ∞, uniformly for s in any bounded subset
of R. Clearly, φ∗(s) is nondecreasing and φ∗(0) = 12y∗. By the dominated convergence theorem
and (4.7), it follows that
φ∗i (s) = e−δs
s∫
−∞
eδt
[
δi(c
∗)φ∗i (t)+
1
c∗
(
1 − φi(t)
) n∑
j=1
∫
R
φ∗j (t − u)Pij (u) du
]
dt,
where 1  i  n. Since lims→±∞ φ∗(s) exist, L’Hôspital’s rule implies that ϕ∗(−∞) = 0 and
ϕ∗(+∞) = y∗. Thus, ϕ∗(x + c∗t) is a monotone traveling wave of (1.1) connecting 0 to y∗. 
As a straightforward consequence of [6, Theorem 4.3], we have the following result on the
nonexistence of traveling waves.
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Then for any c ∈ (0, c∗), system (1.1) has no traveling wave ϕ(x + ct) connecting 0 to y∗.
It follows from above Theorems 4.1 and 4.2 that the asymptotic speed of spread is exactly the
minimum wave speed for monotone traveling waves.
5. Discussions
In this section, we discuss the relationship between the asymptotic speed of spread and the
speed of first spread. We compare our results for nonlinear system (1.1) with those obtained in
[11] for the linear system associated with (1.1) via saddle point method. It turns out that the
asymptotic speed of spread (or propagation) coincides with the speed of first spread.
Let x ∈RN , ξ = (ξ1, . . . , ξN) be a specified direction with ∑Ni=1 ξ2i = 1, and η > 0 be a small
constant. Given j , we consider the equation∫
ξ ·xs
yj (x, t) dx = η. (5.1)
If the value of s = s(t) can be determined for each t , then the speed of first spread in the specified
direction for a specific type j is defined as c¯ = limt→∞ s(t)t . It is proved in [11] that c¯ is the same
for all types j when the infection matrix Λ is irreducible. In the case where N = 1, Eq. (5.1)
reduces to
∞∫
s
yj (x, t) dx = η.
For linear epidemic models, Radcliffe and Rass [10,11] presented the saddle point method to
determine the value of c¯ under the assumption that c¯ exists and is positive. The main idea is to
solve the linear system by the method of the Laplace transformation and its inverse, and then to
estimate the value of c¯ via some analytic techniques.
Now we consider the linear system
∂yi(x, t)
∂t
=
n∑
j=1
σjλij
∫
R
yj (x − u, t)pij (u) du−μiyi(x, t), 1 i  n. (5.2)
Let ρ(θ) := ρ(K(θ)) be the Perron–Frobenius root of K(θ) when θ is real. Suppose that
Pij (θ) =
∫
R
eθupij (u) du is analytic in some region of the right half of the complex plane,
and  > 0 is the minimum of the corresponding abscissae of convergence. By the saddle point
method, as applied to system (5.2), we have the following result (see [10] and [11, Theorem 7.1]).
Lemma 5.1. Assume that ρ(α) > μ0 for all α ∈ [0,] and c¯ = limt→∞ s(t)t exists, is positive,
and lies in the range (ρ′(0), ρ′()). Then the speed of first spread for system (5.2) is given by
c¯ = inf0<α< ρ(α)−μ0 .α
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that ρ(0) = ρ(K(0)) > μ0 if and only if assumption (H3) holds. Let Φ(α) = λ(α)
α
be defined
as in (3.10). Note that λ(α) is a simple eigenvalue of the matrix A(α) = Q(α) − diag(μ) with a
strongly positive eigenvector. As argued in the proof of Theorem 3.2, we have ρ(α) = λ(α)+μ0.
By Theorem 3.2, it follows that
c∗ = inf
α>0
Φ(α) = inf
α>0
λ(α)
α
= inf
α>0
ρ(α)−μ0
α
= c¯.
Acknowledgments
We are very grateful to the anonymous referee for a careful reading and helpful suggestions
which led to an improvement of our original manuscript. P. Weng would also like to thank Memo-
rial University of Newfoundland for its kind hospitality during her leave there.
References
[1] D.G. Aronson, H.F. Weinberger, Nonlinear diffusion in population genetics, combustion, and nerve pulse propaga-
tion, in: J.A. Goldstein (Ed.), Partial Differential Equations and Related Topics, in: Lecture Notes in Math., vol. 446,
Springer, New York, 1975, pp. 5–49.
[2] K.J. Brown, J. Carr, Deterministic epidemic waves of critical velocity, Math. Proc. Cambridge Philos. Soc. 81
(1977) 431–433.
[3] O. Diekmann, Thresholds and traveling waves for the geographical spread of infection, J. Math. Biol. 6 (1978)
109–130.
[4] O. Diekmann, Run for your life, A note on the asymptotic speed of propagation of an epidemic, J. Differential
Equations 33 (1979) 58–73.
[5] B. Li, H.F. Weinberger, M.A. Lewis, Spreading speeds as slowest wave speeds for cooperative systems, Math.
Biosci. 196 (2005) 82–98.
[6] X. Liang, X.-Q. Zhao, Asymptotic speeds of spread and traveling waves for monotone semiflows with applications,
Comm. Pure Appl. Math., 2006, in press.
[7] R. Lui, Biological growth and spread modeled by systems of recursions. I. Mathematical theory, Math. Biosci. 93
(1989) 269–295.
[8] R. Lui, Biological growth and spread modeled by systems of recursions. II. Biological theory, Math. Biosci. 93
(1989) 297–312.
[9] J.D. Murray, Mathematical Biology, vols. I, II, Springer, New York, 2002.
[10] J. Radcliffe, L. Rass, Saddle-point approximations in n-type epidemics and contact birth processes, Rocky Mountain
J. Math. 14 (1984) 599–617.
[11] L. Rass, J. Radcliffe, Spatial Deterministic Epidemics, Math. Surveys Monogr., vol. 102, Amer. Math. Soc., Provi-
dence, RI, 2003.
[12] K.W. Schaaf, Asymptotic behavior and traveling wave solutions for parabolic functional differential equations,
Trans. Amer. Math. Soc. 302 (1987) 587–615.
[13] H.L. Smith, Monotone Dynamical Systems: An Introduction to the Theory of Competitive and Cooperative Systems,
Math. Surveys Monogr., vol. 41, Amer. Math. Soc., Providence, RI, 1995.
[14] H.L. Smith, X.-Q. Zhao, Global asymptotic stability of traveling waves in delayed reaction–diffusion equations,
SIAM J. Math. Anal. 31 (2000) 514–534.
[15] H.R. Thieme, Asymptotic estimates of the solutions of nonlinear integral equations and asymptotic speeds for the
spread of populations, J. Reine Angew. Math. 306 (1979) 94–121.
[16] H.R. Thieme, Density-dependent regulation of spatially distributed populations and their asymptotic speed of
spread, J. Math. Biol. 8 (1979) 173–187.
[17] H.R. Thieme, X.-Q. Zhao, Asymptotic speeds of spread and traveling waves for integral equations and delayed
reaction–diffusion models, J. Differential Equations 195 (2003) 430–470.
[18] A.I. Volpert, V.A. Volpert, V.A. Volpert, Traveling Wave Solutions of Parabolic Systems, Transl. Math. Monogr.,
vol. 140, Amer. Math. Soc., Providence, RI, 1994.
296 P. Weng, X.-Q. Zhao / J. Differential Equations 229 (2006) 270–296[19] H.F. Weinberger, Some deterministic models for the spread of genetic and other alterations, in: W. Jäger, H. Rost,
P. Tautu (Eds.), Biological Growth and Spread, in: Lecture Notes in Biomath., vol. 38, Springer, New York, 1981,
pp. 320–333.
[20] H.F. Weinberger, Long-time behavior of a class of biological models, SIAM J. Math. Anal. 13 (1982) 353–396.
[21] H.F. Weinberger, On spreading speeds and traveling waves for growth and migration models in a periodic habitat,
J. Math. Biol. 45 (2002) 511–548.
[22] H.F. Weinberger, M.A. Lewis, B. Li, Analysis of linear determinacy for spread in cooperative models, J. Math.
Biol. 45 (2002) 183–218.
[23] P. Weng, H. Huang, J. Wu, Asymptotic speed of propagation of wave fronts in a lattice delay differential equation
with global interaction, IMA J. Appl. Math. 68 (2003) 409–439.
[24] J. Wu, X. Zou, Asymptotic and periodic boundary value problems of mixed FDEs and wave solutions of lattice
differential equations, J. Differential Equations 135 (1997) 315–357.
[25] J. Wu, X. Zou, Traveling wave fronts of reaction–diffusion systems with delay, J. Dynam. Differential Equations 13
(2001) 651–687.
[26] D. Xu, X.-Q. Zhao, Bistable waves in an epidemic model, J. Dynam. Differential Equations 16 (2004) 679–707.
[27] F. Zhang, X.-Q. Zhao, Spreading speed and traveling waves for a spatially discrete epidemic model, preprint, 2005.
[28] X.-Q. Zhao, Dynamical Systems in Population Biology, Springer, New York, 2003.
[29] X.-Q. Zhao, Z.-J. Jing, Global asymptotic behavior of some cooperative systems of functional differential equations,
Canad. Appl. Math. Quart. 4 (1996) 421–444.
[30] X.-Q. Zhao, W. Wang, Fisher waves in an epidemic model, Discrete Contin. Dyn. Syst. Ser. B 4 (2004) 1117–1128.
