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Vorwort
Pseudodifferentialoperatoren ( ΨDOs ) gehören zu den wichtigsten Hilfsmitteln der Ana-
lysis von linearen partiellen Differentialgleichungen. Diese Gleichungen dienen als Basis
mathematischer Modelle, um verschiedene Phänomene in der modernen Physik, Biologie,
Wirtschaft und anderen wissenschaftlichen Gebieten zu beschreiben. Die frühen Errun-
genschaften in den 60’igern durch Hörmander brachten ein komplett neues Verständnis
wichtiger Probleme der Analysis und mathematischen Physik zum Vorschein. Das Kalkül
mit Pseudodifferentialoperatoren kann heutzutage als klassisch betrachtet werden. Zahl-
reiche Monographien haben sich dieser Thematik gewidmet, viele prägen den Begriff eines
ΨDOs im “glatten” Fall - also mit glatten Symbolen. In den letzten Jahren hat sich ein
neues bemerkenswertes Interesse für Pseudodifferentialoperatoren mit weniger regulieren-
den Eigenschaften entwickelt. Tatsächlich treten in allen oben erwähnten Bereichen viele
Probleme auf, die mit ΨDOs im “nicht-glatten” Fall zusammenhängen. Die Studie von
Pseudodifferentialoperatoren mit nicht-glatten Symbolen wurde von Marschall und Tay-
lor in den letzten Jahrzehnten ausgearbeitet. Das zugehörige Problem mit ΨDOs auf
Mannigfaltigkeiten wurde aber noch nicht detailliert durchdacht. Deswegen widmet sich
diese Arbeit genau dieser Thematik. Die hier erarbeiteten Resultate formen den Kern der
Theorie der Pseudodifferentialoperatoren mit nicht-glatten-Symbolen, die in dieser Arbeit
eingeführt werden. Anstatt einen kompletten Überblick über alle bekannten Resultate über
ΨDOs mit nicht-glatten Symbolen auszuschöpfen, werden einige Leitideen aus einem wei-
ten Themengebiet aufgegriffen. Einer der Hauptschwierigkeiten in der Ausarbeitung war
es, dass in vielen Bereichen der Mathematik verschiedene Notationen für ein und das selbe
Objekt gebräuchlich sind, wie die Notation einer Symbolklasse. Andererseits war es eine
schwere Aufgabe, die Arbeit mit einer konsistenten Notation durchzustrukturieren, sodass
wichtige Objekte in allen Teilen der Arbeit mit den gleichen Symbol identifiziert werden.
Ein zweites Problem bestand darin, dass durch den enormen Fortschritt in der Forschung
im Bereich der partiellen Differentialgleichungen die historische Entwicklung nur schwer
nachvollziehbar ist, und ich deswegen hoffe, in den Literaturangaben alle Mitwirkende zu
nennen, die einen (indirekten) Beitrag für Entstehung dieser Arbeit geliefert haben. Eine
weitere Schwierigkeit ergibt sich aus der Abhängigkeit der Definition der Pseudodifferen-
tialoperatoren von den oszillatorischen Integralen, eine Verallgemeinerung der Lebesgue-
Integrale für nicht-absolut konvergente Integrale. Die Theorie der oszillatorischen Integrale
stellt sich nämlich als sehr technisch heraus. Zudem kann die Verwendung der Transfor-
mationsformel und partiellen Integration für Integranden, die nicht in L1(Rn) liegen, für
Verwirrung stiften. Besonderes Augenmerk wurde auf die vollständige Beweisführung und
die detaillierte Referenzierung ähnlicher Resultate in der Literatur gelegt. Die Arbeit ent-
stand im Zusammenhang mit der Vorlesung “Pseudodifferentialoperatoren” von Prof. Dr.
Helmut Abels im Wintersemester 2009/10 an der Universität Regensburg.
Die 2011 veröffentlichte Arbeit wurde von Prof. Dr. Helmut Abels und Prof. Dr. Bernd
Ammann begutachtet und kommentiert. Die kleinen, jedoch zahlreichen Verbesserungsvor-
schläge floßen 2012 in das Manuskript ein, sodass diese Monographie die zweite Auflage
der Arbeit bildet.
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11 Einleitung
Es ist eine bekannte Tatsache, dass sich eine lineare partielle Differentialgleichung P (D)u =
f mit konstanten Koeffizienten in Rn durch eine Fourier-Transformation als Gleichung
P (ξ)uˆ(ξ) = fˆ(ξ) darstellen lässt, sodass wir die Gleichung auf die Division durch das
Polynom P (ξ) zurückführen können. Die Technik der Pseudodifferentialoperatoren ver-
allgemeinert dieses praktische formale Beispiel für partielle Differentialgleichungen mit
variablen Koeffizienten. Beim Studium von nicht-linearen partiellen Differentialgleichun-
gen stellt sich jedoch heraus, dass die Symbole meist nicht glatt sein werden, da die Ko-
effizienten von der (im Allgemeinen nicht-glatten) Lösung der Gleichung abhängen. In
Hinblick darauf wollen wir in Abschnitt 3 die Errungenschaften von [Kumano-Go(1982)]
und [Hörmander(1966)] für die Pseudodifferentialklasse Smρ,δ(Rn ×Rn) auf Operatoren mit
Hölder-stetigen Koeffizienten übertragen. Beim Übergang von klassischen Symbolen zu
Symbolen mit nicht-glatten Koeffizienten stellen sich aber sofort grundlegende Fragen:
Sind die Operatoren der Symbole auf den gewöhnlichen Funktionenräumen stetig? Wie
verhalten sich Pseudodifferentialoperatoren, wenn sie verkettet werden? Können Operato-
ren dieser Art auf Mannigfaltigkeiten definiert werden? Die ersten beiden Fragestellungen
wollen wir in den Unterabschnitten 3.1 bzw. 3.7 genauer erläutern. Voraussetzung für letz-
teres bildet der Unterabschnitt 3.4, in dem wir die Komposition eines Operators mit glatten
Symbol und eines Operators mit nicht-glatten Symbol betrachten, und die Untersuchungen
von [Abels(2004)] für Pseudodifferentialoperatoren auf Besov-Räumen. Dafür werden wir
das Mittel der Symbolglättung benötigen, welches uns ein nicht-glattes Symbol in ein glat-
tes Symbol gleicher Ordnung und ein nicht-glattes Symbol geringerer Ordnung aufspaltet.
Dieser Thematik ist der Unterabschnitt 3.5 gewidmet, für den die wesentlichen Gesichts-
punkte aus [Taylor(2008)] übernommen wurden. Zu allererst wollen wir aber in Abschnitt 2
die notwendigen Funktionsklassen einführen. Wir erklären die Fourier-Transformation auf
dem Rn mit einem besonderen Augenmerk auf den Schwartz-Raum S (Rn), der sich unter
einer Fourier-Transformation isometrisch nach Plancherels Theorem verhält. Die notwen-
dige Theorie zur Definition der Pseudodifferentialoperatoren findet sich in den technischen
Beweisen der oszillatorische Integrale, die wir in Unterabschnitt 2.2 ausgiebig diskutieren.
ΨDOs werden naturgemäß unter mikrolokalisierbaren Räumen wie den Bessel-Potential-
Raum betrachtet. In Unterabschnitt 2.4 bzw. 2.6 führen wir deswegen die Klassen Cτ∗ (Rn)
bzw. Hsq (Rn) ein, wobei wir die Bessel-Potentialräume in Zusammenhang mit der komple-
xen Interpolationstheorie ([Lunardi(2009)],[Bergh and Löfström(1976)]) einführen werden.
Einer der wesentliche Ziele wird es sein, die Invarianz unter Kartenwechsel von Pseudodif-
ferentialoperatoren auf Mannigfaltigkeiten zu definieren. Grundlage dafür bildet die Kern-
darstellung von [Stein(1993)], die wir für Hölder-stetige Symbole in der sog. (x, ξ, y)-Form
im Unterabschnitt 4.2 verallgemeinern. Für glatte Mannigfaltigkeiten werden wir die von
[Kumano-Go(1982)] erarbeitete Theorie für glatte Symbole in den Unterabschnitten 4.4
und 4.6 übernehmen. Die Situation stellt sich komplizierter dar, wenn wir den Sachverhalt
auf nicht-glatten Mannigfaltigkeiten in Abschnitt 5 studieren. Um Aussagen treffen zu kön-
nen, werden wir uns auf spezielle Symbole mit nicht-positiver Ordnung in (x, y, ξ)-Form
zurückziehen. Hier liefert uns [Taylor(2000)] essentielle Eigenschaften, die wir in Unter-
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abschnitt 5.1 analysieren werden. Der Abschluß der Arbeit bildet eine Aussage über die
Transformationseigenschaft von Operatoren mit Symbolen dieser Klasse.
2 Funktionenräume und Fourier-Transformationen
2.1 Wiederholung analytischer Grundbegriffe
Zu Beginn wollen wir bekannte Resultate der grundlegenden Analysis im Rn zusammenge-
fasst wiederholen. Soweit nicht anders erwähnt, werden wir die kanonische Basis des Rn mit
der Menge {ej}j=1,...,n darstellen. Wir werden durchgehend mit der fest gewählten Ganz-
zahl n ∈ N die Dimension einer offenen Teilmenge Ω ⊆ Rn oder einer Mannigfaltigkeit
bezeichnen. Wir schreiben oft für eine Funktion f auch f(x) falls eine Verwirrung mit dem
Wert f(x) bei x ausgeschlossen werden kann.
Definition 2.1. (a) Sei Ω ⊆ Rn offen, f : U → C. Wir sagen, dass f k-mal differenzierbar
in U ist (für k ∈ N0), falls die partiellen Ableitungen ∂αf existieren und stetig auf U
sind für jedes |α| ≤ k. Wir verwenden hierfür die Notation f ∈ C k (U). Insbesondere
ist f ∈ C 0 (U) falls f stetig ist. Falls f ∈ C∞ (U), nennen wir f glatt.
(b) Eine Funktion f : U ⊆ Rn → V ⊆ Rn gehört der Klasse C k (Rn)n an, falls fj :=
pij ◦ f ∈ C k (Rn) für jedes j = 1, . . . , n, wobei pij die kanonische Projekion auf die j.te
Koordinate des Rn bezeichnet.
(c) Das Bild des Nabla-Operators ∇ : C 1 (Rn)→ C 0 (Rn)n ist der Vektor der transponier-
ten Jacobimatrix einer Funktion f ∈ C 1 (Rn).
Definition 2.2. Sei Ω ⊆ Rn offen. Der Raum Cm(Ω) bezeichne die Menge aller Funktionen
aus dem Raum Cm (Ω), deren Ableitungen der Ordnung kleiner gleich m ∈ N0 beschränkt
sind in Ω, wir schreiben also
Cm(Ω) := {f ∈ Cm(Ω) : ‖∂αf‖∞ ≤ Cα,∀α ∈ Nn0 , |α| ≤ m mit Cα > 0} .
Setze C∞(Ω) :=
⋂∞
m=0C
m(Ω).
Für einen Banachraum Y sagen wir, dass eine Funktion f : Rn → Y in C0(Rn, Y ) enthalten
ist, falls f stetig ist und beschränkt durch supx∈Rn ‖f(x)‖Y <∞.
Lemma 2.3 (Mittelwertsatz im Mehrdimensionalen). Sei f ∈ C 1 (Rn)n und x, y ∈ Rn.
Ist p 7→ Df (p) ∈ L (Rn;Rn) für alle p ∈ {λx+ (1− λ)y : λ ∈ [0, 1]}, so ist die lineare
Abbildung
Ξf,p(x, y) :=
∫ 1
0
Df (x+ t(y − x)) dt
wohldefiniert und es gilt
f(y)− f(x) = Ξf,p(x, y)(y − x).
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Beweis. Setzen wir gi(t) := fi(x+ t(y− x)), so erhalten wir sofort mit dem Hauptsatz der
Integralrechnung
fi(y)− fi(x) = gi(1)− gi(0) =
∫ 1
0
dtgi(t)dt =
∫ 1
0
n∑
j=1
∂jfi(x+ t(y − x))(y − x)jdt
=
∫ 1
0
Dfi (x+ t(y − x)) dt(y − x).
Theorem 2.4 (Taylorreihe mit Restglied). Sei f ∈ C∞ (Rn). Dann gilt für jede Ganzzahl
N ∈ N, dass
f(ξ + η) =
∑
|α|<N
ηα
α!
f (α)(ξ) +N
∑
|γ|=N
ηγ
γ!
∫ 1
0
(1− θ)N−1f (γ)(ξ + θη)dθ.
Beweis. Siehe [Königsberger(2009)]
Notation 2.5. Seien f, g : U ⊆ Rn → R+. Wir sagen f(x) ≤ O (g(x)), falls es eine
Konstante C > 0 unabhängig von x ∈ U gibt, sodass f(x) ≤ Cg(x) für jedes x ∈ U .
Definition 2.6. Ein Multiindex ν ∈ Nn0 ist ein n-dimensionaler Vektor der Gestalt ν =
(ν1, . . . , νn). Insbesondere ist jeder Vektor der kanonische Basis {ej}j=1,...,n des Rn ein
Multiindex. Für einen Multiindex ν ∈ Nn0 definieren wir die Länge |ν| :=
∑n
j=1 νi und die
Fakulät ν! :=
∏n
j=1 νj. Multiindizes bestimmen die Exponenten von Polynomen durch x
ν :=∏n
j=1 x
νj
j für x = (x1, . . . , xn) ∈ Rn. Für ν = 0 setzen wir 00 := 1. Außerdem können wir für
|ν| > 0 multivariante Ableitungen mit ∂νx := ∂ν1x1 . . . ∂νnxn := ∂
|ν|
∂x
ν1
1 ···∂xνnn
darstellen, unter ∂0x
verstehen wir die Identitätsabbildung. Für einen weiteren Multiindex µ = (µ1, . . . , µn) ∈ Nn0
schreiben wir µ ≤ ν falls µj ≤ νj für jedes j = 1, . . . , n. In diesem Fall setzen wir(
ν
µ
)
:=
n∏
j=1
(
νj
µj
)
=
ν!
µ!(ν − µ)! .
Schließlich wollen wir eine lineare Ordnung auf Nn0 einführen. Wir sagen µ ≺ ν falls eine
der folgenden Aussagen zutrifft:
(i) |µ| < |ν|,
(ii) |µ| = |ν| und µ1 < ν1, oder
(iii) |µ| = |ν| , µ1 = ν1, . . . , µk = νk und µk+1 < νk+1 für ein 1 ≤ k < n.
Definition 2.7. Definiere für ein N ∈ N0 die Menge Nn0,N := {µ ∈ Nn0 : 1 ≤ |µ| ≤ N}.
Insbesondere ist Nn0,0 = ∅
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Lemma 2.8 (Formel von Faà di Bruno). Für zwei offene Teilmengen U ⊂ Rn und V
⊂ Rm seien zwei C k (Rn)-Funktionen f : U → V, g : V → R gegeben (k ∈ N), also
U
f // V
g // R . Wir wählen die Standardkoordinaten (x1, . . . , xn) in U und (y1, . . . , ym)
in V , und stellen unter diesen Koordinaten f = (f1, . . . , fm) durch die natürliche Projektion
piyj : V → R mit fj = piyj ◦f dar. Für einen fest gewählten Punkt x = (x1, . . . , xn) ∈ U, y =
(y1, . . . , ym) := f(x) und einen Multiindex α ∈ Nn0 mit 1 ≤ |α| ≤ k hält die Formel
∂αx (g ◦ f)(x) = α!
∑
σ∈Nm
0,|α|
∂σy g(y)
∑
(ν1,...,ν|α|;µ1,...,µ|α|)
∈Σ(α,σ)
|α|∏
j=1
1
νj!(µj!)|νj |
(
∂µ
j
x f(x)
)νj
,
wobei
Σ(α, σ) :=
{
(ν1, . . . , ν |α|;µ1, . . . , µ|α|) : νj ∈ Nm0 , µj ∈ Nn0 für jedes j = 1, . . . , |α| und
es ein 1 ≤ s ≤ n gibt, sodass νj = 0 und µj = 0 für 1 ≤ j ≤ |α| − s
sowie
∣∣νj∣∣ > 0 für |α| − s+ 1 ≤ j ≤ n
und 0 ≺ µ|α|−s+1 ≺ . . . ≺ µ|α| sowie
|α|∑
j=1
νj = σ;
|α|∑
j=1
∣∣νj∣∣µj = α},
und ∂µxf(x) = {∂µxf1(x), . . . , ∂µxfm(x)} für µ ∈ Nn0 .
Beweis. Siehe [Constantine and Savits(1996), Theorem 2.1]
Lemma 2.9 (Regel von Leibniz). Für zwei Funktionen f, g ∈ C k (U) mit U ⊂ Rn offen,
k ∈ N und einem Multiindex ν ∈ Nn0 ist für ein beliebiges x ∈ U
∂νx(fg)(x) =
∑
0≤µ≤ν
(
ν
µ
)
Dµxf(x)D
ν−µ
x g(x).
Beweis. Siehe [Constantine and Savits(1996), Lemma 2.6]
Notation 2.10. Im Folgenden sei Dxj :=
1
i
∂xj für x = (x1, . . . , xn) ∈ Rn und Dx =
(Dx1 , . . . , Dxn). Für einen Multiindex α ∈ Nn0 haben wir Dαx := Dα1x1 . . . Dαnxn .
2.1.1 Maßtheorie
Definition 2.11 (Lp-Räume). Sei Ω ⊆ Rn. Unter dem Lp(Ω)-Raum für 1 ≤ p < ∞
verstehen wir den Raum aller Lebesgue-messbaren Funktionen f : Ω → C, versehen mit
der Norm
‖f‖Lp(Ω) :=
(∫
Ω
|f |p dx
) 1
p
.
Für zwei Funktionen f, g ∈ Lp(Ω) sagen wir f = g fast überall, falls es eine Lebesgue-
Nullmenge N ⊂ Ω gibt, sodass f(x) = g(x) für alle x ∈ Ω \N .
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Theorem 2.12 (Lebesgue’s Satz der dominanten Konvergenz). Sei {fj}j∈N eine Folge
Lebesgue-messbarer Funktionen fj : Rn → C. Falls es eine messbare Funktion f : Rn → C
und ein g ∈ L1(Rn), g : Rn → R gibt mit
• |fj| ≤ g fast überall für jedes j ∈ N und
• fj → f punktweise fast überall für j →∞,
dann sind fj, f ∈ L1(Rn) und es konvergiert fj → f in L1(Rn), d.h.
lim
j→∞
∫
Rn
fj(x)dx =
∫
Rn
f(x)dx.
Beweis. Siehe [Alt(2006), A 1.21]
Theorem 2.13 (Fubini). Sei f ∈ L1(Rn×Rn). Dann ist x 7→ f(x, y) ∈ L1(Rn) fast überall
für alle y ∈ Rn und F : y 7→ ∫Rn f(x, y)dy existiert fast überall. Es ist F ∈ L1(Rn) mit∫
Rn
F (y)dy =
∫
Rn×Rn
f(x, y)d(x, y).
Vertauschen wir die Variablen x und y, so erhalten wir die analoge Aussage∫
Rn
(∫
Rn
f(x, y)dx
)
dy =
∫
Rn×Rn
f(x, y)d(x, y) =
∫
Rn
(∫
Rn
f(x, y)dy
)
dx.
Beweis. Siehe [Alt(2006), A 4.10]
Theorem 2.14 (Transformationsformel). Seien X, Y ⊆ Rn offen, und eine Abbildung
h : Y → X gegeben. Falls h fast überall ein C 1 (Rn)-Diffeomorphmus ist, d.h. es gibt
Lebesgue-Nullmengen NX ⊂ X,NY ⊂ Y , sodass h : Y \NY → X\NX ein Diffeomorphismus
ist, dann gilt ∫
X
f(x)dx =
∫
Y
f(h(y)) |detDh (y)| dy für alle f ∈ L1(Rn),
wobei f genau dann Lebesgue-integrierbar ist, wenn f ◦h |detDh| Lebesgue-integrierbar ist.
Beweis. Siehe [Elstrodt(2009), 4.10]
Satz 2.15. Sei y0 ∈ Rn ein Punkt und f : Rn × Rn → C eine Funktion mit den folgenden
Eigenschaften:
• Für jedes x ∈ Rn ist y 7→ f(x, y) stetig in y0.
• Für jedes y ∈ Rn ist x 7→ f(x, y) über Rn integrierbar.
• Es gibt eine integrierbare Funktion F ∈ L1(Rn), sodass |f(x, y)| ≤ F (x) für alle
y ∈ Rn und für fast alle x ∈ Rn.
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Dann ist die durch g(y) :=
∫
Rn f(x, y)dx definierte Funktion g : R
n → C im Punkt y0
stetig.
Beweis. Siehe [Forster(1984), §11 Satz 1]
Satz 2.16. Sei f : Rn × R→ C eine Funktion mit den folgenden Eigenschaften:
• Für jedes x ∈ Rn ist die Funktion t 7→ f(x, t) differenzierbar auf R.
• Für jedes t ∈ R ist die Funktion x 7→ f(x, t) über Rn integrierbar.
• Es gibt eine integrierbare reelle Funktion F ∈ L1(Rn) mit |∂tf(x, t)| ≤ F (x) für alle
(x, t) ∈ Rn × R.
Dann ist die durch g(t) :=
∫
Rn f(x, t)dx definierte Funktion g : R → C differenzierbar.
Für jedes t ∈ R ist die Funktion x 7→ ∂tf(x, t) über Rn integrierbar und es gilt, dass
g′(t) =
∫
Rn ∂tf(x, t)dx.
Beweis. Siehe [Forster(1984), §11 Satz 2]
Notation 2.17. Wir werden den Integrationsbereich des Lebesgue-Integrals weglassen, falls
wir auf dem gesamten Rn integrieren, d.h. wir schreiben
∫
für
∫
Rn.
Definition 2.18 (Japanische Klammer). Für ξ ∈ Rn setzen wir 〈ξ〉 := (1 + |ξ|2) 12 . Die
Klammerung 〈·〉 wird auch japanische Klammer genannt. Offensichtlich ist 〈ξ〉 − |ξ| > 0
für alle ξ ∈ Rn. Wir verwenden die japanische Klammer, da sie im Gegensatz zur Norm
für negative Exponenten bei Null keine Singularität aufweist, und wir somit ein Abschät-
zungskriterium für “gutartige” Funktionen erhalten.
Lemma 2.19. Für  > 0 gibt es eine Konstante C > 0, sodass C−1 〈x〉 ≤ |x| ≤ C 〈x〉 für
alle x ∈ Rn mit |x| > .
Beweis. Setze C := ||−1 〈〉 > 1. Offensichtlich ist R+ → R, r 7→ r−1 〈r〉 monoton fallend,
also |x|−1 〈x〉 ≤ C für alle x ∈ Rn mit |x| > . Damit folgt C−1 〈x〉 ≤ |x|〈x〉 〈x〉 = |x| und
nach Definition 2.18 ist |x| ≤ |x| 〈x〉|x|C = C 〈x〉.
Lemma 2.20 (Ungleichung von Peetre). Für s ∈ R und ξ, η ∈ Rn gilt
〈ξ〉s ≤ 2|s| 〈ξ − η〉|s| 〈η〉s .
Beweis. Siehe [Treves(1980)]
Lemma 2.21. Für s ∈ R+ mit s > n ist 〈x〉−s ∈ L1(Rn).
Beweis. Siehe [Raymond(1991), Lemma 1.3]
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Lemma 2.22. Sei m ∈ R gegeben. Dann gibt es zu jedem Multiindex α ∈ Nn0 eine Kon-
stante Cm,α > 0, sodass ∣∣∂αξ 〈ξ〉m∣∣ ≤ Cm,α 〈ξ〉m−|α| .
Beweis. Betrachte p : Rn+1\{0} → R, (λ, ξ) 7→ (λ2 + |ξ|2)m2 . p ist eine homogene Funktion
vom Grad m, da für jedes r ∈ R \ {0}
p(rλ, rξ) =
(
r2λ2 + r2 |ξ|2)m2 = rmp(λ, ξ) für alle λ ∈ R, ξ ∈ Rn mit λ, ξ 6= 0.
Sei nun α ∈ Nn0 . Ohne Einschränkungen sei ∂αξ p(λ, ξ) 6≡ 0. Da p homogen zum Grad m ist,
ist ∂αξ p(λ, ξ) homogen zum Grad m− |α|. Für |ξ| ≥ 1 haben wir∣∣∂αξ p(λ, ξ)∣∣ ≤ sup
η∈Rn
|η|=1
∣∣∂αξ p(|ξ|λ, |ξ| η)∣∣ = |ξ|m−|α| sup
|η|=1
∣∣∂αξ p(λ, η)∣∣ ≤ Cλ 〈ξ〉m−|α|
mit Cλ := sup|η|=1
∣∣∂αξ p(λ, η)∣∣ unabhängig von ξ ∈ Rn. Für |ξ| < 1 folgt sofort ∣∣∂αξ p(λ, ξ)∣∣ ≤
Cλ. Schließlich erhalten wir die Behauptung, wenn wir λ = 1 setzen.
2.1.2 Fourier-Transformation
Definition 2.23. Die Fourier-Transformation einer Funktion f ∈ L1(Rn) bei ξ ∈ Rn ist
definiert durch
fˆ(ξ) := F [x 7→ f(x)] (ξ) :=
∫
Rn
e−ix·ξf(x)dx.
Wir schreiben auch kurz F [f ] := fˆ . Da ∣∣e−ix·ξf(x)∣∣ = |f(x)| ist F : L1(Rn) → L1(Rn).
Die Fourier-Rücktransformation F−1 definieren wir durch
fˇ(x) := F−1 [ξ 7→ f(ξ)] (x) :=
∫
Rn
eix·ξf(ξ)dξ,
wobei dξ := dξ
(2pi)n
. Es gilt also fˆ(ξ) = (2pi)nfˇ(−ξ).
Folgerung 2.24. Die lineare Abbildung F hält die Abbildungseigenschaft F : L1(Rn) →
C 0 (Rn).
Beweis. Für f ∈ L1(Rn) ist zunächst
‖F [f ]‖∞ = sup
ξ∈Rn
∣∣∣fˆ(ξ)∣∣∣ ≤ sup
ξ∈Rn
∫
Rn
∣∣e−ix·ξf(x)∣∣ dx = ‖f‖L1(Rn) .
Also ist fˆ beschränkt. Setzen wir g(x, ξ) := e−ix·ξf(x), so ist ξ 7→ g(x, ξ) ∈ C 0 (Rn) für
x ∈ Rn fest, x 7→ g(x, ξ) ∈ L1(Rn) für jedes ξ ∈ Rn und |g(x, ξ)| ≤ |f(x)| ∈ L1(Rn). Also
erfüllt g die Voraussetzungen von Satz 2.15, fˆ ist demnach stetig.
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Bemerkung 2.25. Sei f ∈ L1(Rn). Es gelten die folgenden Eigenschaften:
• (Translationseigenschaft) Für y ∈ Rn folgt mit der Transformationsformel
F [x 7→ f(x+ y)] (ξ) =
∫
e−ix·ξf(x+ y)dx = eiy·ξ
∫
e−ix·ξf(x)dx = eiy·ξfˆ(ξ).
• (Dilatationseigenschaft) Für λ ∈ R+ ist wiederum mit Transformationsformel
F [x 7→ f(λx)] (ξ) =
∫
e−ix·ξf(λx)dx = λ−n
∫
e−ix·
ξ
λf(x)dx = λ−nfˆ(λ−1ξ).
• Falls zusätzlich f ∈ C 1 (Rn) mit ∂jf ∈ L1(Rn) für ein j = 1, . . . , n ist, folgt mit
partieller Integration
F [Djf ] =
∫
e−ix·ξDxjf(x)dx =
e−ix·ξf(x)
−ix
∣∣∣∣x=∞
x=−∞
+
∫
e−ix·ξξf(x)dx = ξjF [f ] = ξj fˆ .
• Falls zusätzlich xjf ∈ L1(Rn) ist, dann ist fˆ(ξ) stetig differenzierbar in ξj, da mit
Satz 2.16
Dξj fˆ(ξ) =
∫
Dξje
−ix·ξf(x)dx = −
∫
e−ix·ξxjf(x)dx = −F [xjf(x)] .
Theorem 2.26 (Plancherel). F : L2(Rn) ∼−→ L2(Rn) ist ein isometrischer Isomorphismus,
d.h. für jedes f ∈ L2(Rn) ist fˆ ∈ L2(Rn) mit ‖f‖L2(Rn) =
∥∥∥fˆ∥∥∥
L2(Rn)
.
Beweis. Siehe [Yosida(1980), VI §2]
2.1.3 Schwartz-Raum
Definition 2.27 (Schwartz-Raum). Eine glatte Funktion f : Rn → C ist Element des
Raumes S (Rn), falls
lim
|x|→∞
〈x〉k ∂αx f(x) = 0 für jedes k ∈ N0 und α ∈ Nn0 .
S (Rn) wird mit den Halbnormen
|f |S,m := max
l+|α|≤m
sup
x∈Rn
(
〈x〉l |∂αx f(x)|
)
(2.1)
für m ∈ N0 zum Fréchet-Raum.
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Theorem 2.28. Die Fourier-Transformation F : S (Rn)→ S (Rn) ist eine stetige Bijek-
tion, und für jede natürliche Zahl m ∈ N0 existiert eine Konstante C > 0, sodass
|F [x 7→ f(x)] (·)|S,m ≤ C |f |S,m+n+1 für alle f ∈ S (Rn) .
Beweis. Siehe [Kumano-Go(1982), §1 Theorem 3.2]
Lemma 2.29. Für s ∈ R+ mit s > n2 gibt es eine Konstante c > 0, sodass für alle
u ∈ S (Rn)
‖u‖L∞(Rn) ≤ c ‖x 7→ 〈Dx〉s u(x)‖L2(Rn) , (2.2)
und
‖u‖L2(Rn) ≤ c ‖x 7→ 〈x〉s u(x)‖L∞(Rn) . (2.3)
Beweis. Wir erhalten mit Plancherel zunächst S (Rn) ∼
〈Dx〉s //S (Rn) ∼F //S (Rn) . Deswei-
teren ist für ein f ∈ L1(Rn)∥∥fˇ∥∥
L∞(Rn) = sup
x∈Rn
∣∣fˇ(x)∣∣ ≤ sup
x∈Rn
∫
Rn
∣∣e−ix·ξf(ξ)∣∣ dξ = ‖f‖L1(Rn) .
Damit, und mit der Ungleichung von Hölder erhalten wir die elementaren Abschätzungen
‖u‖L∞(Rn) =
∥∥〈Dx〉−s (〈Dx〉s u)∥∥L∞(Rn)
=
∥∥F−1 [ξ 7→ 〈ξ〉−sF [x 7→ 〈Dx〉s u(x)] (ξ)] (·)∥∥L∞(Rn)
≤ 1
(2pi)n
∥∥〈ξ〉−sF [x 7→ 〈Dx〉s u(x)] (ξ)∥∥L1(Rn)
≤ 1
(2pi)n
∥∥〈ξ〉−s∥∥
L2(Rn) ‖F [x 7→ 〈Dx〉
s u(x)] (·)‖L2(Rn)
=
∥∥〈ξ〉−2s∥∥ 12
L1(Rn) ‖〈Dx〉
s u‖L2(Rn)
≤ c ‖〈Dx〉s u‖L2(Rn)
mit c :=
∥∥〈ξ〉−2s∥∥ 12
L1(Rn) <∞ wegen −2s < −n.
Für die zweite Ungleichung betrachten wir
‖u‖2L2(Rn) =
∣∣∣∣∫ u(x) 〈x〉s u(x) 〈x〉−s dx∣∣∣∣
≤ ‖〈·〉s u‖L∞(Rn)
∣∣∣∣∫ u(x) 〈x〉s 〈x〉−2s dx∣∣∣∣
≤ ‖〈·〉s u‖L∞(Rn)
∥∥∥x 7→ 〈x〉s u(x)∥∥∥
L∞(Rn)
∣∣∣∣∫ 〈x〉−2s dx∣∣∣∣
≤ c2 ‖〈·〉s u‖2L∞(Rn) .
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Folgerung 2.30. Für u ∈ S (Rn) definieren wir
|u|′S,k := sup|α+β|≤k
∥∥∥x 7→ 〈x〉|α|Dβxu(x)∥∥∥
L2(Rn)
für k ∈ N0.
|·|′S,k ist eine bzgl. k aufsteigende Folge von Halbnormen, die zu der Halbnormfamilie |·|S,k
äquivalent ist. Genauer ist für jedes k ∈ N0
|·|′S,k ≤ Ck |·|S,k+2n und |·|S,k ≤ Ck |·|′S,k+2n .
Beweis. Der Operator 〈Dx〉2n = (1−4)n ist ein Differentialoperator der Ordnung 2n. Mit
(2.2) erhalten wir für jedes u ∈ S (Rn)
|u|S,k = sup
l+|α|≤k
∥∥∥〈x〉lDαxu∥∥∥
L∞(Rn)
≤ C sup
l+|α|≤k
∥∥∥〈Dx〉2n 〈x〉lDαxu∥∥∥
L2(Rn)
≤ Ck |u|′S,k+2n .
Andererseits liefert (2.3) mit dem Polynom 〈x〉2n = (1 + |x|2)n vom Grad 2n die Abschät-
zung
|u|′S,k = sup
l+|α|≤k
∥∥∥〈x〉lDαxu∥∥∥
L2(Rn)
≤ sup
l+|α|≤k
∥∥∥〈x〉2n+lDαxu∥∥∥
L∞(Rn)
≤ Ck |u|S,k+2n .
2.2 Oszillatorische Integrale
Definition 2.31. Seim ∈ R, 0 ≤ δ ≤ 1, 0 ≤ τ . Eine glatte Funktion a(η, y) ∈ C∞(Rn×Rn)
gehört der Klasse A mδ,τ (Rn × Rn) an, falls es für alle Multiindizes α, β ∈ Nn0 eine Konstante
Cα,β > 0 gibt, sodass ∣∣∂αη ∂βy a(η, y)∣∣ ≤ Cα,β 〈η〉m+δ|β| 〈y〉τ .
Wir setzenA (Rn × Rn) := ⋃0≤δ<1⋃m∈R⋃0≤τ A mδ,τ (Rn × Rn). Für a(η, y) ∈ A mδ,τ (Rn × Rn)
sei die Familie von Seminormen
{
|a|Amδ,τ ,l
}
l∈N
gegeben durch
|a|Amδ,τ ,l = max|α+β|≤l supη,y∈R
∣∣∂αη ∂βy a(η, y)∣∣ 〈η〉−m−δ|β| 〈y〉−τ .
Diese Familie induziert den Fréchet-Raum A mδ,τ (Rn × Rn). Insbesondere ist für a(η, y) ∈
A mδ,τ (Rn × Rn) ∣∣∂αη ∂βy a(η, y)∣∣ ≤ |a|Amδ,τ ,|α+β| 〈η〉m+δ|β| 〈y〉τ .
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Lemma 2.32. Sei χ(η, y) ∈ S (Rn × Rn) mit χ(0, 0) = 1. Dann gilt für → 0, dass
χ(x)→ 1 gleichmäßig in Rn auf einer kompakten Menge,
und ∂αxχ(x)→ 0 gleichmäßig für alle α ∈ Nn0 , α 6= 0. (2.4)
Außerdem gibt es zu jedem Multiindex α ∈ Nn0 eine Konstante Cα > 0, die unabhängig von
 ∈ (0, 1) die Ungleichung
|∂αxχ(x)| ≤ Cασ 〈x〉−(|α|−σ) für beliebiges σ ∈ [0, |α|] (2.5)
erfüllt.
Beweis. Wegen ∂αxχ(x) = |α|∂αy χ(y)|y=x ist (2.4) klar. Die Gleichheit
|∂αxχ(x)| 〈x〉|α|−σ = σ|α|−σ
∣∣∂αy χ(y)|y=x∣∣ 〈x〉|α|−σ ≤ Cασ
löst die Ungleichung (2.5) für |x| ≤ 1. Für |x| > 1 verwende
|∂αxχ(x)| −σ = |α|−σ
∣∣∂αy χ(y)|y=x∣∣ = (|y||α|−σ ∣∣∂αy χ(y)∣∣) |y=x |x|−(|α|−σ) ≤ Cα 〈x〉−(|α|−σ)
für beliebiges σ ∈ [0, |α|].
Definition 2.33. Sei ein a(η, y) ∈ A (Rn × Rn) gegeben. Wir definieren das oszillatorische
Integral Os −
∫∫
e−iy·ηa(η, y)dydη durch
Os −
∫∫
e−iy·ηa(η, y)dydη := lim
→0
∫∫
e−iy·ηχ(η, y)a(η, y)dydη
für ein χ(η, y) ∈ S (Rn × Rn) mit χ(0, 0) = 1.
Theorem 2.34. Für a(η, y) ∈ A (Rn × Rn) ist das oszillatorische Integral
Os −
∫∫
e−iy·ηa(η, y)dydη
wohldefiniert, d.h. unabhängig von der Wahl eines χ(η, y) ∈ S (Rn × Rn) mit χ(0, 0) = 1.
Ist a ∈ A mδ,τ (Rn × Rn), so ist∣∣∣〈y〉−2l′ 〈Dη〉2l′ (〈η〉−2l 〈Dy〉2l a(η, y))∣∣∣ ∈ L1(Rn × Rn)
für l, l′ ∈ N mit
− 2l(1− δ) +m < −n und − 2l′ + τ < −n. (2.6)
Dementsprechend lässt sich das oszillatorische Integral umschreiben in
Os −
∫∫
e−iy·ηa(η, y)dydη =
∫∫
e−iy·η 〈y〉−2l′ 〈Dη〉2l
′ (〈η〉−2l 〈Dy〉2l a(η, y)) dydη. (2.7)
Insbesondere gibt es eine Konstante C > 0 unabhängig von a(η, y) ∈ A mδ,τ (Rn × Rn), sodass∣∣∣∣Os − ∫∫ e−iy·ηa(η, y)dydη∣∣∣∣ ≤ C |a|Amδ,τ ,l0 für l0 := 2(l + l′). (2.8)
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Beweis. Unter Verwendung der Identitäten
Dαy e
−iy·η = (−η)αe−iy·η sowie Dβη e−iy·η = (−y)βe−iy·η
bekommen wir 〈η〉−2l 〈Dy〉2l e−iy·η = e−iy·η bzw. 〈y〉−2l
′ 〈Dη〉2l
′
e−iy·η = e−iy·η. Da χ(η, y) ∈
S (Rn × Rn) erhalten wir mit partieller Integration
I : =
∫∫
e−iy·ηχ(η, y)a(η, y)dydη
=
∫∫
e−iy·η 〈η〉−2l 〈Dy〉2l (χ(η, y)a(η, y)) dydη
=
∫∫
e−iy·η 〈y〉−2l′ 〈Dη〉2l
′ (〈η〉−2l 〈Dy〉2l (χ(η, y)a(η, y))) dydη.
Nach Lemma 2.32 ist {χ(η, y)}∈(0,1) in A 00,0 (Rn × Rn) beschränkt. Also gibt es zu allen
Multiindizes α, β ∈ Nn0 eine Konstante Cα,β > 0 unabhängig von  ∈ (0, 1) und a ∈
A mδ,τ (Rn × Rn), sodass∣∣∂αη ∂βy [χ(η, y)a(η, y)]∣∣ ≤ Cα,β |a|Amδ,τ ,|α+β| 〈η〉m+δ|β| 〈y〉τ .
Unter Verwendung des Lemmas 2.22 finden wir eine Konstante Cl,α, die die Ungleichung∣∣∣∂αη (〈η〉−2l 〈Dy〉2l (χ(η, y)a(η, y)))∣∣∣ ≤ Cl,α |a|Amδ,τ ,2l+|α| 〈η〉m−2l(1−δ) 〈y〉τ
erfüllt. Dementsprechend gibt es eine Konstante Cl,l′ > 0, die von  ∈ (0, 1) und a(η, y) ∈
A mδ,τ (Rn × Rn) unabhängig ist, sodass∣∣∣〈y〉−2l′ 〈Dη〉2l′ (〈η〉−2l 〈Dy〉2l (χ(η, y)a(η, y)))∣∣∣ ≤ Cl,l′ |a|Amδ,τ ,2(l+l′) 〈η〉m−2l(1−δ) 〈y〉−2l′+τ .
(2.9)
Wegen der Bedingung (2.6) ist (η, y) 7→ |a|2(l+l′) 〈η〉m−2l(1−δ) 〈y〉−2l
′+τ ∈ L1(Rn × Rn) nach
Lemma 2.21. Mit Lemma 2.32 und der Lebesgue’schen dominanten Konvergenz bekommen
wir
Os −
∫∫
e−iy·ηa(η, y)dydη = lim
→0
I =
∫∫
e−iy·η 〈y〉−2l′ 〈Dη〉2l
′ (〈η〉−2l 〈Dy〉2l a(η, y)) dydη,
und damit (2.7). Da die Gleichung (2.7) das oszillatorische Integral ohne χ beschreibt,
ist der Wert von Os −
∫∫
e−iy·ηa(η, y)dydη unabhängig von der Wahl eines χ(η, y) ∈
S (Rn × Rn) mit χ(0, 0) = 1. Mit (2.9) und (2.7) bekommen wir für  → 0 schließlich
(2.8).
Folgerung 2.35. Für a(η, y) ∈ L1(Rn × Rn) ist
Os −
∫∫
e−iy·ηa(η, y)dydη =
∫∫
e−iy·ηa(η, y)dydη.
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Lemma 2.36. Für I := [0, 1] ⊂ R gibt es eine Konstante M > 0, sodass für alle f ∈ C2(I)
gilt
max
t∈I
|f ′(t)|2 ≤M max
t∈I
|f(t)|
(
max
t∈I
|f(t)|+ max
t∈I
|f ′′(t)|
)
.
Beweis. Sei ohne Einschränkungen f : I → R, f 6= 0. Wähle t ∈ [0, 1
2
]. Für ein  ∈ (0, 1
4
]
existiert nach dem Mittelwertsatz ein t1 ∈ (t+ , t+ 2), sodass
1

(f(t+ 2)− f(t+ )) = f ′(t1).
Andererseits erhalten wir nach dem Hauptsatz der Integralrechnung
f ′(t1)− f ′(t) =
∫ t1
t
f ′′(τ)dτ.
Mit 0 < t1 − t < 2 erhalten wir
|f ′(t)| ≤
∣∣∣∣∫ t1
t
f ′′(τ)dτ
∣∣∣∣+ ∣∣∣∣1 (f(t+ 2)− f(t+ ))
∣∣∣∣ ≤ 2maxt∈I |f ′′(t)|+ 2 maxt∈I |f(t)| .
Für t ∈ [1
2
, 1] erhält man analog für  ∈ [0, 1
4
] ein t1 ∈ (t− , t− 2), sodass
1

(f(t− 2)− f(t− )) = f ′(t1),
und
f ′(t1)− f ′(t) =
∫ t1
t
f ′′(τ)dτ.
Wiederum folgt mit 0 < t− t1 < 2
|f ′(t)| ≤ 2max
t∈I
|f ′′(t)|+ 2

max
t∈I
|f(t)| .
Setzen wir
 :=
1
4
√
maxt∈I |f(t)|
maxt∈I |f(t)|+ maxt∈I |f ′′(t)| ,
so erhalten wir für beide Fälle aus der obigen Ungleichung
|f ′(t)| ≤ 9
√
max
t∈I
|f(t)|
(
max
t∈I
|f(t)|+ max
t∈I
|f ′′(t)|
)
.
Definition 2.37. Wir bezeichnen eine Untermenge B von A (Rn × Rn) als beschränkte
Untermenge von A (Rn × Rn), falls es m ∈ R, 0 ≤ δ ≤ 1, 0 ≤ τ gibt, sodass
B ⊂ A mδ,τ (Rn × Rn) und sup
a(η,y)∈B
|a|Amδ,τ ,l <∞ für jedes l ∈ N.
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Theorem 2.38. Sei {aj(η, y)}j∈N eine beschränkte Untermenge und Folge in A (Rn × Rn).
Nehme an, es gebe einen Grenzwert a(η, y) ∈ A (Rn × Rn), sodass
aj(η, y)→ a(η, y) für j →∞
gleichmäßig in Rn × Rn auf jeder kompakten Teilmenge konvergiert. Dann haben wir
lim
j→∞
Os −
∫∫
e−iy·ηaj(η, y)dydη = Os −
∫∫
e−iy·ηa(η, y)dydη.
Beweis. Bezeichne mit {ek}k=1,...,n die kanonische Basis des Rn. Definiere für η, y ∈ Rn fest
gewählt die Folge {fj(t)}j∈N durch
fj(t) := aj(η + tek, y)− a(η + tek, y).
Dann ist
∂tfj(t) = ∂xkaj(x, y)|x=η+tek − ∂xka(x, y)|x=η+tek .
Da maxt∈[0,1] |fj(t)| → 0 und die Folge
{
maxt∈[0,1] |fj(t)|+ maxt∈[0,1] f ′′j (t)
}
j∈N beschränkt
ist, folgt nach Lemma 2.36, dass
f ′j(0) = ∂ηkaj(η, y)− ∂ηka(η, y)→ 0 für j →∞
gleichmäßig auf jeder kompakten Teilmenge von Rn × Rn konvergiert. Wir können also
induktiv mit dem gleichen Vorgehen die Funktion t 7→ ∂αη ∂βy aj(η+tek, y)−∂αη ∂βy a(η+tek, y)
für α, β ∈ Nn0 betrachten, mit der wiederum aus Lemma 2.36 folgt, dass
∂ηk∂
α
η ∂
β
y aj(η, y)− ∂ηk∂αη ∂βy a(η, y)→ 0 für j →∞ für jedes k = 1, . . . , n und
∂yk∂
α
η ∂
β
y aj(η, y)− ∂yk∂αη ∂βy a(η, y)→ 0 für j →∞ für jedes k = 1, . . . , n.
Da {aj(η, y)}j∈N eine beschränkte Untermenge ist, gibt es ein m ∈ R, 0 ≤ δ ≤ 1, 0 ≤
τ , sodass {aj(η, y)}j∈N ⊂ A mδ,τ (Rn × Rn) und wegen der gleichmäßigen Konvergenz auch
a(η, y) ∈ A mδ,τ (Rn × Rn). Also folgt die Behauptung mit der dominanten Konvergenz von
Lebesgue, wenn wir Theorem 2.34 anwenden.
Bemerkung 2.39. Das Theorem kann als Analogon zum Satz von Lebesgue verstan-
den werden. Statt der L2-Beschränktheit haben wir die Beschränktheit von {aj}j∈N ⊂
A (Rn × Rn) vorausgesetzt.
Theorem 2.40. Für a ∈ A (Rn × Rn) und jeden Multiindex α ∈ Nn0 gilt
Os −
∫∫
e−iy·ηyαa(η, y)dydη = Os −
∫∫
(−Dη)αe−iy·ηa(η, y)dydη
= Os −
∫∫
e−iy·ηDαη a(η, y)dydη,
und
Os −
∫∫
e−iy·ηηαa(η, y)dydη = Os −
∫∫
(−Dy)αe−iy·ηa(η, y)dydη
= Os −
∫∫
e−iy·ηDαy a(η, y)dydη.
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Beweis. Unter Ausnutzung der Identität
Dαη e
−iy·η = (−y)αe−iy·η
ist für χ(η, y) ∈ S (Rn × Rn) mit χ(0, 0) = 1
Os −
∫∫
e−iy·ηyαa(η, y)dydη = lim
→0
∫∫
(−Dη)αe−iy·ηχ(η, y)a(η, y)dydη
= lim
→0
∫∫
e−iy·ηDαη [χ(η, y)a(η, y)] dydη
= lim
→0
Os −
∫∫
e−iy·ηDαη [χ(η, y)a(η, y)] dydη.
Finden wir m ∈ R, δ ∈ (0, 1), τ > 0, sodass a ∈ A mδ,τ (Rn × Rn), dann ist{
Dαη [χ(η, y)a(η, y)]
}
∈(0,1) ⊂ A mδ,τ (Rn × Rn)
beschränkt. Für jede kompakte Teilmenge K ⊂ Rn × Rn konvergiert{
(η, y)→ Dαη [χ(η, y)a(η, y)]
}→ Dαη a(η, y) für → 0 auf (η, y) ∈ K gleichmäßig .
Mit Theorem 2.38 folgt schließlich
lim
→0
Os −
∫∫
e−iy·ηDαη [χ(η, y)a(η, y)] dydη = Os −
∫∫
e−iy·ηDαη a(η, y)dydη.
Die zweite Gleichung folgt analog mit Dαy e−iy·η = (−η)αe−iy·η
Os −
∫∫
e−iy·ηηαa(η, y)dydη = lim
→0
∫∫
(−Dy)αe−iy·ηχ(η, y)a(η, y)dydη
= lim
→0
∫∫
e−iy·ηDαy [χ(η, y)a(η, y)] dydη
= lim
→0
Os −
∫∫
e−iy·ηDαy [χ(η, y)a(η, y)] dydη.
Mit gleicher Argumentation folgt also wieder mit Theorem 2.38, dass
lim
→0
Os −
∫∫
e−iy·ηDαy [χ(η, y)a(η, y)] dydη = Os −
∫∫
e−iy·ηDαy a(η, y)dydη.
Theorem 2.41. Sei a ∈ A mδ,τ (Rn × Rn).
(a) Falls es ein 0 ≤ f ∈ L1(Rn) gibt mit |a(η, y)| ≤ 〈η〉m f(y) für alle (η, y) ∈ R2n, dann
gilt für alle χ ∈ S (Rn) mit χ(0) = 1, dass
Os −
∫∫
e−iy·ηa(η, y)dydη = lim
→0
∫∫
e−iy·ηχ(η)a(η, y)dydη. (2.10)
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(b) Falls es ein 0 ≤ g ∈ L1(Rn) gibt mit |a(η, y)| ≤ 〈y〉τ g(η) für alle (η, y) ∈ R2n, dann
gilt für alle χ ∈ S (Rn) mit χ(0) = 1, dass
Os −
∫∫
e−iy·ηa(η, y)dydη = lim
→0
∫∫
e−iy·ηχ(y)a(η, y)dydη. (2.11)
(c) Falls zusätzlich zu den Bedingungen von (a) gilt, dass η 7→ ∫ e−iy·ηa(η, y)dy integrabel
ist, dann können wir schreiben
Os −
∫∫
e−iy·ηa(η, y)dydη =
∫ (∫
e−iy·ηa(η, y)dy
)
dη.
(d) Falls zusätzlich zu den Bedingungen von (b) gilt, dass y 7→ ∫ e−iy·ηa(η, y)dη integrabel
ist, dann können wir schreiben
Os −
∫∫
e−iy·ηa(η, y)dydη =
∫ (∫
e−iy·ηa(η, y)dη
)
dy.
Beweis. (a) Wir sehen sofort, dass y 7→ a(η, y) ∈ L1(Rn). Folgerung 2.35 liefert für
χ(η)a(η, y) ∈ L1(Rn × Rn), dass
lim
→0
∫∫
e−iy·ηχ(η)a(η, y)dydη = lim
→0
Os −
∫∫
e−iy·ηχ(η)a(η, y)dydη.
Da {χ(η)a(η, y)}∈(0,1) eine beschränkte Teilmenge von A mδ,τ (Rn × Rn) ist, folgt mit
Theorem 2.38, dass
lim
→0
Os −
∫∫
e−iy·ηχ(η)a(η, y)dydη = Os −
∫∫
e−iy·ηa(η, y)dydη.
(b) Folgt analog wegen η 7→ a(η, y) ∈ L1(Rn).
(c) Wir haben nach (2.10)
Os −
∫∫
e−iy·ηa(η, y)dydη = lim
→0
∫
χ(η)
∫
e−iy·ηa(η, y)dydη.
Nach Voraussetzung erhalten wir eine integrable Dominante, sodass wir mit dem Satz
von Lebesgue erhalten∫
χ(η)
∫
e−iy·ηa(η, y)dydη →
∫∫
e−iy·ηa(η, y)dydη für → 0.
(d) Verwende (2.11) unter Ausnutzung des Satzes von Fubini, sodass
Os −
∫∫
e−iy·ηa(η, y)dydη = lim
→0
∫
χ(y)
∫
e−iy·ηa(η, y)dηdy.
Analog wie in (c) folgt mit dem Satz von Lebesgue die Behauptung.
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Folgerung 2.42. Für a ∈ C∞(Rn) ist F−1 ◦ F (a(x)) = a(x) für alle x ∈ Rn. D.h. wir
haben formal “F−1 ◦ F |C∞(Rn)= idC∞(Rn)”.
Beweis. Für ein a ∈ C∞(Rn) ist (y, η)→ eix·ηa(y) ∈ A 00,0 (Rn × Rn) für beliebiges x ∈ Rn.
Demnach können wir die Fourier-Transformation als oszillatorisches Integral
F−1 [η 7→ F [y 7→ a(y)] (η)] (x) = Os −
∫∫
e−iη·yeix·ηa(y)dηdy
auffassen. Sei χ ∈ S (Rn) mit χ(0) = 1 und setze χ˜(η, y) := χ(η)χ(y). Mit Theorem 2.41.c
und Theorem 2.41.d folgt
F−1 [η 7→ F [y 7→ a(y)] (η)] (x) = lim
→0
∫∫
ei(x−y)ηχ˜(η, y)a(y)dηdy
= lim
→0
∫
a(y)χ(y)
(∫
ei(x−y)·ηχ(η)dη
)
dy.
Wenn wir zuerst mit η 7→ η

und danach mit y 7→ x−y

=: y′ transformieren, erhalten wir∫
a(y)χ(y)
(∫
ei(x−y)·ηχ(η)dη
)
dy =−n
∫
a(y)χ(y)
(∫
ei
(x−y)

·ηχ(η)dη
)
dy
=−n
∫
χ(y)a(y)F−1 [η 7→ χ(η)]
(
x− y

)
dy
=
∫
χ((x− y′))a(x− y′)F−1 [η 7→ χ(η)] (y′) dy′.
Dominante Konvergenz liefert schließlich für → 0∫
χ((x− y′))a(x− y′)F−1 [η 7→ χ(η)] (y′) dy′ → a(x)
∫
F−1 [η 7→ χ(η)] (y′) dy′
= a(x)χ(0) = a(x).
Folgerung 2.43. Für a ∈ C∞(Rn) gilt die Identität
a(x) = Os −
∫∫
e−iy·ηa(x+ y)dydη für alle x ∈ Rn. (2.12)
Beweis. Wir haben für ein χ ∈ S (Rn × Rn) mit χ(0) = 1
a(x) = F−1 ◦ Fa(x) =
∫∫
ei(x−y)·ηχ(η, y)a(y)dydη
=
∫∫
e−iy·ηχ(η, (x+ y))a(x+ y)dydη = Os −
∫∫
e−iy·ηa(x+ y)dydη.
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2.3 Littlewood-Paley-Partitionen
Definition 2.44 (Littlewood-Paley Partition). Eine Familie von glatten Funktionen
{ϕj}j∈N0 , ϕj : Rn → R
heißt Littlewood-Paley-Partition, wenn
ϕ0(ξ) =
{
1 für alle |ξ| ≤ 1,
0 für alle |ξ| ≥ 2, (2.13)
und
ϕj(ξ) = ϕ0(2
−jξ)− ϕ0(2−j+1ξ) für jedes j ∈ N. (2.14)
Offensichtlich ist für jedes j ∈ N0 der Träger von ϕj in dem dyadischen Ring
Dj :=
{
B2(0) für j = 0,
{ξ ∈ Rn : 2j−1 ≤ |ξ| ≤ 2j+1} falls j ∈ N (2.15)
enthalten.
Abbildung 1: Beispiel einer Littlewood-Paley Partition
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Beispiel 2.45. Wir wollen in diesem Beispiel eine Littlewood-Paley Partiton konstruieren.
Definiere analog zu [Warner(1971), Lemma 1.10] die Funktion
f : R→ R, f(t) :=
{
e−
1
t für t > 0,
0 für t ≤ 0.
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f ist glatt, da nach Formel 2.8
dk
dtk
e−
1
t =
∑
(m1,...,mk)∈M
k!∏k
i=1 mi!(i!)
mi
e−
1
t
k∏
j=1
(
− d
j
dtj
1
t
)mj
,
wobei M :=
{
(m1, . . . ,mk) ∈ Nk0 :
∑k
i=1 imi = k
}
. Wir folgern − dj
dtj
1
t
=
(−1
t
)j+1. Da
lim
t→0
e−
1
t t(j+1)N = 0 für alle N ∈ N,
ist auch limt→0 d
j
dtj
e−
1
t = 0 für alle j ∈ N, und damit ist f glatt. Wir definieren weiterhin
g : R→ R, g(t) := f(t)
f(t) + f(1− t) =

0 t ≤ 0,
e−
1
t
e−
1
t +e
− 11−t
0 < t < 1,
1 t ≥ 1.
Offensichtlich ist g(t) glatt. Definiere schließlich
h(t) := g(2 + t)g(2− t)

= 0 t ≥ 2,
= 1 −1 ≤ t ≤ 1,
= 0 t ≤ −2,
∈ (0, 1) sonst.
h(|t|) ist wiederum wegen der Achsensymmetrie h(t) = h(−t) glatt. Setze nun ϕ0(ξ) :=
h(|ξ|) und erhalte mit der Rekursionsformel (2.14) eine Littlewood-Paley-Partition.
Konvention 2.46. Falls nicht anders erwähnt, wollen wir mit ϕj stets das j.te Glied einer
gewählten Littlewood-Paley-Partition, und mit Dj den Dyadischen Ring bezeichnen.
Definition 2.47. Jedes ϕj definiert wegen ϕj ∈ C∞0 (Rn) einen Operator
ϕj(D) :L
2(Rn)→ L2(Rn),
S (Rn)→ S (Rn) ,
mit
ϕj(Dx)f(x) :=
∫
Rn
eix·ξϕj(ξ)fˆ(ξ)dξ = (ϕˇj ∗ f)(x).
Folgerung 2.48. Zu ξ ∈ Rn gibt es ein j ∈ N0, sodass ξ ∈ suppϕj und ϕj−1(ξ) + ϕj(ξ) +
ϕj+1(ξ) = 1 mit ϕ−1 = 0. Insbesondere gilt für f ∈ L2(Rn) die Identität
(ϕj−1(Dx) + ϕj(Dx) + ϕj+1(Dx))ϕj(Dx)f(x) = ϕj(Dx)f(x).
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Beweis. Klar, da für jedes j ∈ N per Definition 2.44 gilt, dass suppϕj ∩
⋃
k∈N suppϕk =
suppϕj−1 ∪ suppϕj ∪ suppϕj+1. Desweiteren ist also
ϕj(Dx)f(x) =
∫
Rn
eix·ξϕj(ξ)fˆ(ξ)dξ
=
∫
Rn
eix·ξ (ϕj−1(ξ) + ϕj(ξ) + ϕj+1(ξ))ϕj(ξ)fˆ(ξ)dξ
= (ϕj−1(Dx) + ϕj(Dx) + ϕj+1(Dx))ϕj(Dx)f(x).
Lemma 2.49. Die Littlewood-Paley Partition ist eine Partition der Eins mit
∞∑
j=0
∂αξ ϕj(ξ) = 0 für jeden Multiindex α 6= 0. (2.16)
Beweis. Für jedes ξ ∈ Rn setze N := max{N ∈ N0 : |ξ| ≤ 2N}. Dann ist
∞∑
j=0
ϕj(ξ) =
N∑
j=0
ϕj(ξ) = ϕ02
−Nξ = 1.
Folgerung 2.48 liefert ein j ∈ N, sodass
∂αξ
∞∑
j=0
ϕj(ξ) = ∂
α
ξ (ϕj−1(ξ) + ϕj(ξ) + ϕj+1(ξ)) = 0.
Lemma 2.50. Für alle α ∈ Nn0 gibt es ein cα > 0, sodass für jedes j ∈ N0 und alle ξ ∈ Rn∣∣∂αξ ϕj(ξ)∣∣ ≤ cα min(2−j|α|, 〈ξ〉−|α|) . (2.17)
Beweis. Wir können ϕj in Abhängigkeit von ϕ0 ausdrücken und erhalten
∂αξ ϕj(ξ) = ∂
α
ξ ϕ0(2
−jξ)− ∂αξ ϕ0(2−(j−1)ξ)
= ϕ
(α)
0 (2
−jξ)2−j|α| − ϕ(α)0 (2−(j−1)ξ)2−(j−1)|α|
= 2−j|α|
(
ϕ
(α)
0 (2
−jξ)− 2|α|ϕ(α)0 (2−(j−1)ξ)
)
.
Also ist
∣∣∂αξ ϕj(ξ)∣∣ ≤ 2−j|α| (∣∣∣ϕ(α)0 (2−jξ)∣∣∣+ 2|α| ∣∣∣ϕ(α)0 (2−(j−1)ξ)∣∣∣) Falls ξ /∈ Dj ist wegen
suppϕ
(α)
0 ⊂ suppϕ0 ⊂ B2(0) bereits ∂αξ ϕj(ξ) = 0. Für den Fall, dass ξ ∈ Dj ist, ergibt sich
∣∣∂αξ ϕj(ξ)∣∣ ≤
∣∣∣∣∣ supξ∈Dj ϕ(α)0 (ξ)
∣∣∣∣∣ (1 + 2|α|)2−j|α| ≤ cα2−j|α|,
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da Dj ⊂⊂ Rn und ϕ(α)0 ∈ C∞0 (Rn).
Insbesondere gilt auf dem Dyadischen Ring Dj = {ξ ∈ Rn : 2j−1 ≤ |ξ| ≤ 2j+1}, dass
2−j|α| =
(
2j−1
)−|α|
2−|α| ≤ c′α 〈ξ〉−|α| .
Insgesamt ist also ∣∣∂αξ ϕj(ξ)∣∣ ≤ Cα min{2−j|α|, 〈ξ〉−|α|} .
Lemma 2.51. Für f ∈ S (Rn) ist∑Nj=0 ϕj(Dx)f −→ f für N →∞ in S (Rn) konvergent.
Beweis. Mit ϕj(Dx)f(x) = F−1
[
ξ 7→ ϕj(ξ)fˆ(x)
]
(x) und der in Folgerung 2.30 definierten
Halbnorm ist∣∣∣∣∣F−1
[
ξ 7→
N∑
j=0
ϕj(ξ)fˆ(ξ)− fˆ(ξ)
]
(·)
∣∣∣∣∣
S,k
≤ c
∣∣∣∣∣
N∑
j=0
ϕj fˆ − fˆ
∣∣∣∣∣
′
S,k+3n+1
.
Für α ∈ Nn0 , l ∈ N0 haben wir∥∥∥∥∥x 7→ 〈x〉lDαx
(
N∑
j=0
ϕj fˆ − fˆ
)∥∥∥∥∥
L2(Rn)
=
∥∥∥∥∥x 7→ 〈x〉l
(
N∑
j=0
ϕj(x)D
α
x fˆ(x)−Dαx fˆ(x) +
∑
µ≤α,µ6=0
(
α
µ
) N∑
j=0
Dµxϕj(x)D
α−µ
x fˆ(x)
)∥∥∥∥∥
L2(Rn)
≤
∥∥∥∥∥〈x〉l
(
N∑
j=0
ϕj(x)D
α
x fˆ(x)−Dαx fˆ(x)
)∥∥∥∥∥
L2(Rn)
+
∥∥∥∥∥x 7→ 〈x〉l ∑
µ≤α,µ 6=0
(
α
µ
) N∑
j=0
Dµxϕj(x)D
α−µfˆ(x)
∥∥∥∥∥
L2(Rn)
.
Wir folgern mit dem Satz von Lebesgue die Konvergenz von∥∥∥∥∥x 7→ 〈x〉l
(
N∑
j=0
ϕj(x)D
α
x fˆ(x)−Dαx fˆ(x)
)∥∥∥∥∥
L2(Rn)
−→ 0 für N →∞
mit Majorante 2 〈x〉lDαx fˆ(x) und von∥∥∥∥∥x 7→ 〈x〉l
N∑
j=0
Dµxϕj(x)D
α−µ
x fˆ(x)
∥∥∥∥∥
L2(Rn)
−→ 0 für N →∞,
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da nach Lemma 2.50 Dα−µ1x [f(x)xα]
∑∞
j=0 2
−j|µ| eine Majorante ist. Schließlich bilden wir
das Supremum über alle α, l mit |α|+ l ≤ k + 3n+ 1 und erhalten∣∣∣∣∣
N∑
j=0
ϕj fˆ − fˆ
∣∣∣∣∣
′
S,k+3n+1
→ 0 für N →∞.
Lemma 2.52. Sei f : Rn → C,m ∈ R. Dann gilt folgende Äquivalenz:
∃Cm > 0 : |f(ξ)| ≤ Cm 〈ξ〉m ∀ξ ∈ Rn ⇔ ∃C˜m > 0 : sup
ξ∈Rn
|ϕj(ξ)f(ξ)| ≤ C˜m2jm ∀j ∈ N0.
(2.18)
Beweis. Beginnen wir mit einer Konstante Cm > 0, für die |f(ξ)| ≤ Cm 〈ξ〉m für jedes
ξ ∈ Rn ist. Um die rechte Seite zu beweisen, wählen wir ein j ∈ N0 und haben
|ϕj(ξ)f(ξ)| ≤ Cm1Dj(ξ) 〈ξ〉m ,
wobei auf dem dyadischen Ring die charakteristische Funktion gegeben ist durch
1Dj(ξ) :=
{
1 für ξ ∈ Dj,
0 sonst.
Für ξ ∈ Dj folgt mit |ξ| ≤ 2j+1
〈ξ〉m = (1 + |ξ|2)m2 ≤ {(1 + 2j+1)m m ≥ 0,
(1 + 2j−1)m m < 0,
≤
{
2(j+2)m m ≥ 0,
2(j−2)m m < 0.
Für die Rückrichtung wollen wir ausgehend von der rechten Seite die linke beweisen. Dazu
haben wir für ein ξ ∈ Dj
|f(ξ)| =
∣∣∣∣∣
∞∑
k=0
ϕk(ξ)f(ξ)
∣∣∣∣∣ ≤
j+1∑
k=0
|ϕk(ξ)f(ξ)| ≤
j+1∑
k=0
C˜m2
km =
j+1∑
k=0
C˜m(2
m)k.
Mit der Darstellungsformel für die Partialsumme der geometrischen Reihe folgt:
|f(ξ)| = C˜m1− (2
m)j+2
1− 2m ≤ C˜m2
(j+2)m−m+1 = C˜m2(j+1)m+1 ≤ C˜m22m+1 〈ξ〉m ,
wobei 2j−1 ≤ |ξ| für ξ ∈ Dj und wir Lemma 2.19 benutzt haben.
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2.4 Der Hölder-Raum
Definition 2.53 (Hölder-Raum). Für t ∈ N0, θ ∈ [0, 1] wird der Hölder-Raum Ct,θ(Rn)
durch die Norm
‖u‖Ct,θ(Rn) := ‖u‖Ct(Rn) + [u]Ct,θ (2.19)
mit [u]Ct,θ(Rn) :=
{
max|α|=t [∂αu]θ θ 6= 0,
0 θ = 0,
(2.20)
wobei [f ]θ := sup
x,y∈Rn
x 6=y
|f(x)− f(y)|
|x− y|θ (2.21)
induziert. Insbesondere ist Ct,0(Rn) = Ct(Rn) für jedes t ∈ N0. Wir sagen für ein f ∈
Ct,θ(Rn), dass f Hölder-stetig zum Grad t, θ ist.
Bemerkung 2.54. Die Abbildung ‖·‖Ct,θ(Rn) : Ct,θ(Rn) −→ R≥0 ist eine Norm, da
[·]Ct,θ(Rn) offensichtlich eine Halbnorm definiert, und wir bereits wissen, dass ‖u‖Ct(Rn) eine
Norm ist.
Satz 2.55. Der Hölder-Raum Ct,θ(Rn) mit t ∈ N0 und θ ∈ [0, 1] ist vollständig.
Beweis. Sei {uj}j∈N eine Cauchy-Folge in Ct,θ(Rn). Dann ist {uj}j∈N Cauchy-Folge in
Ct(Rn) und wegen der Vollständigkeit von Ct(Rn) gibt es ein u ∈ Ct(Rn), sodass uj −→ u
für j →∞ in Ct(Rn). Da {uj}j∈N eine Cauchy-Folge ist, gibt es für alle  > 0 ein N ∈ N,
sodass [uj − uk]Ct,θ(Rn) <  für alle j, k ≥ N. Setze fj := Dαuj, f := Dαu für ein beliebiges
α ∈ Nn0 mit |α| ≤ k. Wir haben damit für alle x, y ∈ Rn mit x 6= y die Abschätzung
|(fj(x)− fk(x))− (fj(y)− fk(y))| <  |x− y|θ .
Nun konvergiert fj −→ f für j → ∞ gleichmäßig, sodass wir den Limes k → ∞ bilden
können, der
|(fj(x)− f(x))− (fj(y)− f(y))| ≤  |x− y|θ
ergibt. Da dies für alle x, y ∈ Rn mit x 6= y gilt, hält auch die Ungleichung, wenn wir
das Supremum über x, y bilden. Also ist [fj − f ]θ <  für alle j ≥ N. Da α beliebig war,
konvergiert [u− uj]Ct,θ(Rn) −→ 0.
Insgesamt konvergiert uj −→ u für j →∞ in Ct,θ(Rn). Mit der Dreiecksungleichung
|f(x)− f(y)|
|x− y|α ≤
|f(x)− fj(x)|
|x− y|α︸ ︷︷ ︸
→0 für j→∞
+
|fj(x)− fj(y)|
|x− y|α +
|fj(y)− f(y)|
|x− y|α︸ ︷︷ ︸
→0 für j→∞
folgt schließlich, dass u ∈ Ct,θ(Rn) ist.
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Lemma 2.56. Für α ∈ Nn0 , k ∈ N0, θ ∈ [0, 1] ist ‖∂αu‖Ck,θ(Rn) ≤ ‖u‖Ck+|α|,θ(Rn) für u ∈
Ck+|α|,θ(Rn). Insbesondere ist deswegen für k,K ∈ N0 mit k < K bereits CK,θ(Rn) ↪→
Ck,θ(Rn) für alle θ ∈ [0, 1] natürlich eingebettet.
Beweis. Klar, da
‖∂αu‖Ck,θ(Rn) = ‖∂αu‖Ck(Rn) + max|β|=k
[
∂β∂αu
]
θ
≤ ‖u‖Ck+|α|(Rn) + max|β|=k+|α|
[
∂βu
]
θ
= ‖u‖Ck+|α|,θ(Rn) .
Lemma 2.57. Für 0 ≤ θ < Θ < 1 ist Ck,Θ(Rn) ⊂ Ck,θ(Rn) für alle k ∈ N0
Beweis. Für θ = 0 ist die Behauptung trivialerweise erfüllt. Für θ 6= 0 betrachte ein
u ∈ Ck,θ(Rn). Setze f := ∂αu ∈ C0,θ(Rn) für ein α ∈ Nn0 mit |α| = k. Seien x, y ∈ Rn, x 6= y
gegeben. Falls |x− y| < 1, ist
|f(x)− f(y)|
|x− y|θ =
|f(x)− f(y)|
|x− y|Θ |x− y|
Θ−θ ≤ |f(x)− f(y)||x− y|Θ .
Falls |x− y| ≥ 1 ist bereits |f(x)−f(y)||x−y|ϑ ≤ |f(x)− f(y)| für alle ϑ ∈ (0, 1). Geht man also zum
Supremum bzgl. aller x, y ∈ Rn über, so ist bereits [f ]t,θ ≤ [f ]t,Θ für beliebiges u ∈ Ck,Θ(Rn)
für beliebiges α ∈ Nn0 .
2.5 Interpolation der Hölder-Räume
Ziel dieses Abschnittes wird es sein, den Hölder-Raum Ck,ϑ(Rn) zu interpolieren, also ein
Abschätzungskriterium in der Form des folgenden Theorems zu erhalten, das wir in diesem
Abschnitt beweisen werden:
Theorem 2.58. Für t, k ∈ N, θ, ϑ ∈ [0, 1) mit t + θ ≤ k + ϑ finden wir eine Konstante
ct+θ,k+ϑ > 0, die die Ungleichung
‖f‖Ct,θ(Rn) ≤ ct+θ,k+ϑ ‖f‖
1− t+θ
k+ϑ
C0(Rn) ‖f‖
t+θ
k+ϑ
Ck,ϑ(Rn) für alle f ∈ Ck+ϑ(Rn)
erfüllt.
Um das Theorem zu beweisen, werden wir zunächst einige Spezialfälle beweisen, um damit
auf den allgemeinen Fall zu schließen.
Lemma 2.59. Für alle θ ∈ (0, 1) gibt es ein cθ > 0, sodass für alle f ∈ C0(Rn) ∩ C1(Rn)
die Abschätzung
‖f‖C0,θ(Rn) ≤ cθ ‖f‖1−θC0(Rn) ‖f‖θC1(Rn)
gilt.
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Beweis. Wir haben für f ∈ C0(Rn) ∩ C1(Rn), θ ∈ (0, 1) und x, y ∈ Rn mit x 6= y
|f(x)− f(y)|
|x− y|θ =
( |f(x)− f(y)|
|x− y|
)θ
|f(x)− f(y)|1−θ .
Mit den elementaren Abschätzungen |f(x)−f(y)||x−y| ≤ ‖∇f‖∞ ≤ ‖f‖C1(Rn) und |f(x)− f(y)| ≤
2 ‖f‖C0(Rn) folgt sofort die Behauptung.
Folgerung 2.60. Zu jedem θ ∈ (0, 1), t ∈ N0 gibt es eine Konstante cθ > 0, die für alle
f ∈ Ct,θ(Rn) die Ungleichung
‖f‖Ct,θ(Rn) ≤ ctθ ‖f‖1−θCt(Rn) ‖f‖θCt+1(Rn)
erfüllt.
Beweis. Nach Lemma 2.59 ist für alle α ∈ Nn0 mit |α| ≤ t
‖∂αf‖C0(Rn) + [∂αf ]θ = ‖∂αf‖Cθ(Rn) ≤ cθ ‖∂αf‖1−θC0(Rn) ‖∂αf‖θC1(Rn)
≤ cαθ ‖f‖1−θCt(Rn) ‖f‖θCt+1(Rn) .
Da dies für alle α gilt, hält ‖f‖Ct,θ(Rn) ≤ ctθ ‖f‖1−θCt(Rn) ‖f‖θCt+1(Rn).
Lemma 2.61. Zu t ∈ N, θ ∈ (0, 1) gibt es eine Konstante ctθ > 0, sodass für alle f ∈
Ct,θ(Rn) die Abschätzung
‖f‖Ct(Rn) ≤ ctθ ‖f‖
1− 1
θ+1
Ct−1(Rn) ‖f‖
1
θ+1
Ct,θ(Rn)
erfüllt ist.
Beweis. Setze τ := θ + 1 und g := ∂αf ∈ C1,θ(Rn) für α ∈ Nn0 mit |α| = t − 1. Bezeichne
die kanonische Basis des Rn mit {ej}j∈N. Setze r :=
( ‖g‖C0(Rn)
‖g‖
C1,θ(Rn)
) 1
τ
. Sei dazu ξ := x + µy
mit µ ∈ [0, 1], y := rej für ein j ∈ {1, . . . , n}. Der Mittelwertsatz im Mehrdimensionalen
liefert nun, dass für ein µ ∈ [0, 1] die Gleichung
g(x+ y) = g(x) +∇g(ξ) · y = g(x) +∇g(x) · y + (∇g(ξ)−∇g(x)) · y
erfüllt ist. Damit ist
|∇g(x) · y| ≤ |g(x+ y)|+ |g(x)|+ |∇g(x)−∇g(ξ)| |y| .
Da ∇g(x)−∇g(ξ) ∈ C0,θ(Rn) ist
|∂jg(x)| r = |∇g(x) · y| ≤ 2 ‖g‖C0(Rn) + ‖g‖C1,θ(Rn) |y|θ |y| = 2 ‖g‖C0(Rn) + ‖g‖C1,θ(Rn) rθ+1.
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Also
|∂jg(x)| ≤ 2
‖g‖C0(Rn)
r
+ ‖g‖C1,θ(Rn) rθ = 2 ‖g‖
1− 1
τ
C0(Rn) ‖g‖
1
τ
C1,θ(Rn) + ‖g‖
1− 1
τ
C0(Rn) ‖g‖
1
τ
C1,θ(Rn) .
Insgesamt finden wir für alle |α| ≤ t− 1 ein c > 0, sodass
‖∂α∂jf‖C0(Rn) ≤ c ‖∂αf‖
1− 1
τ
C0(Rn) ‖∂αf‖
1
τ
C1,θ(Rn) ,
und mit dem Übergang zum Supremum über alle |α| = t− 1 erhalten wir
‖∂jf‖Ct−1(Rn) ≤ ctθ ‖f‖
1− 1
τ
Ct−1(Rn) ‖f‖
1
τ
Ct,θ(Rn)
für alle j ∈ {1, . . . , n}, also hält auch ‖f‖Ct(Rn) ≤ ctθ ‖f‖
1− 1
τ
Ct−1(Rn) ‖f‖
1
τ
Ct,θ(Rn) .
Folgerung 2.62. Für t ∈ N finden wir eine Konstante ct > 0, die die Abschätzung
‖f‖Ct(Rn) ≤ ct ‖f‖
1
2
Ct−1(Rn) ‖f‖
1
2
Ct+1(Rn) für alle f ∈ Ct+1(Rn)
erfüllt.
Beweis. Mit Lemma 2.61 und Folgerung 2.60 erhalten wir für θ ∈ (0, 1)
‖f‖Ct(Rn) ≤ ctθ ‖f‖
1− 1
1+θ
Ct−1(Rn) ‖f‖
1
1+θ
Ct,θ(Rn) ≤ c′tθ ‖f‖
1− 1
1+θ
Ct−1(Rn) ‖f‖
1−θ
1+θ
Ct(Rn) ‖f‖
θ
1+θ
Ct+1(Rn) ,
sodass ‖f‖Ct(Rn) ≤ c′tθ ‖f‖
1
2
Ct−1(Rn) ‖f‖
1
2
Ct+1(Rn) gleichmäßig in θ ∈ (0, 1).
Lemma 2.63. Zu jedem t ∈ N gibt es eine Konstante ct > 0, sodass für jedes f ∈ Ct(Rn)
die Ungleichung ‖f‖Ct(Rn) ≤ ct ‖f‖
1
t+1
C0(Rn) ‖f‖
t
t+1
Ct+1(Rn) gilt.
Beweis. Die Behauptung lässt sich durch eine Induktion über t ∈ N beweisen. Dafür wurde
in Folgerung 2.62 bereits der Fall für t = 1 gezeigt. Wir nehmen desweiteren an, dass die
Behauptung ‖f‖Ct(Rn) ≤ ct ‖f‖
1
t+1
C0(Rn) ‖f‖
t
t+1
Ct+1(Rn) für ein t ∈ N bereits gilt. Wir werden nun
die Behauptung für t 7→ t+ 1 mit Folgerung 2.62 und der Induktionsannahme zeigen:
‖f‖Ct+1(Rn) ≤ ct ‖f‖
1
2
Ct(Rn) ‖f‖
1
2
Ct+2(Rn) ≤ ct ‖f‖
1
2(t+1)
C0(Rn) ‖f‖
1
2(t+1)
Ct+1(Rn) ‖f‖
1
2
Ct+2(Rn) .
Somit ist ‖f‖Ct+1(Rn) ≤ ct ‖f‖
1
t+2
C0(Rn) ‖f‖
t+1
t+2
Ct+2(Rn).
Lemma 2.64. Für k, t ∈ N mit t ≤ k ist ‖f‖Ct(Rn) ≤ ct,k ‖f‖
1− t
k
C0(Rn) ‖f‖
t
k
Ck(Rn) für alle
f ∈ Ck(Rn).
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Beweis. Wir werden die Behauptung mit einer Induktion über t ≤ k ∈ N beweisen. Für
t = k folgt die Behauptung trivialerweise. Wir nehmen an, dass die Behauptung für ein t
bereits gelte. Für t 7→ t− 1 folgt dann mit Lemma 2.63
‖f‖Ct−1(Rn) ≤ ct−1,k ‖f‖
1
t
C0(Rn) ‖f‖
t−1
t
Ct(Rn) ≤ ct,k ‖f‖
1
t
+(1− t
k
)( t−1
t
)
C0(Rn) ‖f‖
t
k
( t−1
t
)
Ck(Rn)
≤ ct,k ‖f‖1−
t−1
k
C0(Rn) ‖f‖
t−1
k
Ck(Rn) .
Folgerung 2.65. Für k, t ∈ N mit t < k und θ ∈ (0, 1) finden wir eine Konstante ct,k,θ > 0,
sodass
‖f‖Ct,θ(Rn) ≤ ct,k,θ ‖f‖
1− t+θ
k
C0(Rn) ‖f‖
t+θ
k
Ck(Rn) für alle f ∈ Ck(Rn).
Beweis. Mit Folgerung 2.60 und Lemma 2.64 erhalten wir
‖f‖Ct,θ(Rn) ≤ ct,θ ‖f‖1−θCt(Rn) ‖f‖θCt+1(Rn) ≤ ct,k,θ ‖f‖
(1−θ)(1− t
k
)
C0(Rn) ‖f‖
(1−θ) t
k
Ck(Rn) ‖f‖
θ(1− t+1
k
)
C0(Rn) ‖f‖
θ( t+1
k
)
Ck(Rn)
≤ ct,k,θ ‖f‖1−
t+θ
k
C0(Rn) ‖f‖
t+θ
k
Ck(Rn) .
Lemma 2.66. Für k ∈ N, ϑ ∈ (0, 1) finden wir eine Konstante ck,ϑ > 0, sodass
‖f‖Ck(Rn) ≤ ck,ϑ ‖f‖
1− k
k+ϑ
C0(Rn) ‖f‖
k
k+ϑ
Ck,ϑ(Rn) für alle f ∈ Ck,ϑ(Rn).
Beweis. Für k = 1 folgt die Behauptung aus Lemma 2.61. Der Induktionsschritt k 7→ k+1
folgt aus Lemma 2.61 und Lemma 2.63 mit
‖f‖Ck+1(Rn) ≤ ck+1,ϑ ‖f‖
1− 1
ϑ+1
Ck(Rn) ‖f‖
1
ϑ+1
Ck+1,ϑ(Rn)
≤ ck+1,ϑ ‖f‖(1−
1
ϑ−1 )(1− kk+1 )
C0(Rn) ‖f‖
(1− 1
ϑ+1
) k
k+1
Ck+1(Rn) ‖f‖
1
ϑ+1
Ck+1,ϑ(Rn) .
Also ist ‖f‖Ck+1(Rn) ≤ ckϑ ‖f‖
1− k+1
ϑ+k+1
C0(Rn) ‖f‖
k+1
ϑ+k+1
Ck+1,ϑ(Rn).
Folgerung 2.67. Für k, t ∈ N und θ, ϑ ∈ (0, 1) mit t < k gibt es eine Konstante ct+θ,k+ϑ >
0 mit
‖f‖Ct,θ(Rn) ≤ ct+θ,k+ϑ ‖f‖
1− t+θ
k+ϑ
C0(Rn) ‖f‖
t+θ
k+ϑ
Ck,ϑ(Rn) .
Beweis. Mit Lemma 2.65 und Lemma 2.66 folgt
‖f‖Ct,θ(Rn) ≤ ct+θ,k ‖f‖
1− t+θ
k
C0(Rn) ‖f‖
t+θ
k
Ck(Rn) ≤ ct+θ,k+ϑ ‖f‖
1− t+θ
k
+ t+θ
k
(1− k
k+ϑ
)
C0(Rn) ‖f‖
k
k+ϑ
t+θ
k
Ck,ϑ(Rn)
= ct+θ,k+ϑ ‖f‖1−
t+θ
k+ϑ
C0(Rn) ‖f‖
t+θ
k+ϑ
Ck,ϑ(Rn) .
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Folgerung 2.68. Für k, t ∈ N, ϑ ∈ (0, 1) finden wir eine Konstante ct,k+ϑ > 0, sodass
‖f‖Ct(Rn) ≤ ct,k+ϑ ‖f‖
1− t
k+ϑ
C0(Rn) ‖f‖
t
k+ϑ
Ck,ϑ(Rn) für alle f ∈ Ck,ϑ(Rn).
Beweis. Folgt direkt mit Lemma 2.64 und Lemma 2.66
‖f‖Ct(Rn) ≤ ct,k ‖f‖
1− t
k
C0(Rn) ‖f‖
t
k
Ck(Rn) ≤ ct,k+ϑ ‖f‖
1− t
k
+(1− k
k+ϑ
) t
k
C0(Rn) ‖f‖
k
k+ϑ
t
k
Ck,ϑ(Rn)
= ct,k+ϑ ‖f‖1−
t
k+ϑ
C0(Rn) ‖f‖
t
k+ϑ
Ck,ϑ(Rn) .
Lemma 2.69. Für t ∈ N, θ, ϑ ∈ (0, 1) mit θ < ϑ gibt es eine Konstante ct+θ,k+ϑ > 0,
sodass
‖f‖Ct,θ(Rn) ≤ ct+θ,k+ϑ ‖f‖
1− t+θ
t+ϑ
C0(Rn) ‖f‖
t+θ
t+ϑ
Ct,ϑ(Rn) für alle f ∈ Ct,ϑ(Rn).
Beweis. Zunächst ist für α ∈ Nn0 mit |α| ≤ t und x, y ∈ Rn∣∣∂αx f(x)− ∂αy f(y)∣∣
|x− y|θ =
∣∣∂αx f(x)− ∂αy f(y)∣∣ϑθ−1 ∣∣∂αx f(x)− ∂αy f(y)∣∣
|x− y|ϑ
 θϑ
=
(∣∣∂αx f(x)− ∂αy f(y)∣∣
|x− y|ϑ
) θ
ϑ
|∂αf(x)− ∂αf(y)|1− θϑ
≤ 2 [∂αf ]
θ
ϑ
ϑ ‖f‖
1− θ
ϑ
Ct(Rn)
gleichmäßig für alle x, y ∈ Rn. Also ist
‖f‖Ct,θ(Rn) ≤ 2 [f ]
θ
ϑ
Ct,ϑ(Rn) ‖f‖
1− θ
ϑ
Ct(Rn) + ‖f‖Ct(Rn) ≤ 2 ‖f‖
θ
ϑ
Ct,ϑ(Rn) ‖f‖
1− θ
ϑ
Ct(Rn) .
Mit Lemma 2.66 folgt
‖f‖Ct,θ(Rn) ≤ ct+θ,k+ϑ ‖f‖
(1− k
k+ϑ
)(1− θ
ϑ
)
C0(Rn) ‖f‖
θ
ϑ
+(1− θ
ϑ
)( k
k+ϑ
)
Ct,ϑ(Rn) = ct+θ,k+ϑ ‖f‖
1− k+θ
k+ϑ
C0(Rn) ‖f‖
t+θ
t+ϑ
Ct,ϑ(Rn) .
Beweis von Theorem 2.58. Falls t = k, erhalten wir für θ > 0 mit Lemma 2.69 die Be-
hauptung, für θ = 0 mit Lemma 2.66. Für t < k erhalten wir die Behauptung mit
Lemma 2.64 falls θ = 0 und ϑ = 0,
Folgerung 2.68 falls θ = 0 und ϑ 6= 0,
Folgerung 2.65 falls θ 6= 0 und ϑ = 0,
Folgerung 2.67 falls θ 6= 0 und ϑ 6= 0.
Konvention 2.70. Im restlichen Teil dieser Arbeit werden wir für τ > 0 den Hölder-Raum
Cbτc,τ−bτc(Rn) mit Cτ (Rn) bezeichnen. Die assoziierte Norm ist hierbei durch ‖u‖Cτ (Rn) :=
‖u‖Cbτc,τ−bτc(Rn) gegeben. Die Lipschitzräume Ct,1(Rn) mit t ∈ N0 werden durch diese No-
tation außer Acht gelassen.
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2.6 Der Bessel-Potential-Raum
Eine Verallgemeinerung der Sobolev-Räume W sq (Rn) für s ∈ N0, 1 < q < ∞ stellt der
Bessel-Potential-Raum Hsq (Rn) für s ∈ R mit W sq (Rn) = Hsq (Rn) für alle s ∈ N0 dar.
Wir werden diesen Raum später verwenden, um Abbildungseigenschaften von Pseudodif-
ferentialoperatoren studieren zu können. Dazu wollen wir in diesem Abschnitt die Bessel-
Potential-Räume einführen, die wir mit Hilfe der komplexen Interpolationstheorie als “Zwi-
schenräume” der Sobolev-Räume charakterisieren werden.
Wir beginnen mit einer Einführung der komplexen Interpolation analog zu [Lunardi(2009)]:
Definition 2.71 (Interpolationspaar). Seien X, Y reelle (bzw. komplexe) Banachräume.
Falls X und Y sich stetig in einem topologischen Vektorraum V einbetten lassen, bezeich-
net man das Tupel (X, Y ) als reelles (bzw. komplexes) Interpolationspaar. Die stetigen
Einbettungen werden mit iX : X → V und iY : Y → V bezeichnet.
Lemma 2.72. Sei (X, Y ) ein Interpolationspaar.
(a) Der lineare Untervektorraum X ∩ Y ⊂ V wird durch die Norm
‖f‖X∩Y := max {‖f‖X , ‖f‖Y }
zum Banachraum.
(b) Auch X + Y := {a+ b : a ∈ X, b ∈ Y } ⊂ V ist ein linearer Untervektorraum, der mit
der Norm
‖f‖X+Y := inf
f=a+b
a∈X,b∈Y
(‖a‖X + ‖b‖Y )
zum Banachraum wird. Da ‖·‖X ≤ ‖·‖X+Y und ‖·‖Y ≤ ‖·‖X+Y , werden X und Y stetig
in X + Y eingebettet.
Beweis. (a) Offensichtlich definiert ‖·‖X∩Y eine Norm aufX∩Y . Sei {un}n∈N Cauchy-Folge
in X ∩Y . Da X und Y Banachräume sind, folgt, dass es ein x ∈ X und ein y ∈ Y gibt,
sodass die Cauchy-Folge {un}n∈N in X gegen x und in Y gegen y konvergiert. Nun sind
die Einbettungen iX : X → V und iY : Y → V stetig, sodass iX |X∩Y = iY |X∩Y und
damit
iY (y) = lim
n→∞
iY (un) = lim
n→∞
iX(un) = iX(x)
gilt, d.h. x = y ist. Insgesamt ist also
‖un − u‖X∩Y = (‖un − x‖X + ‖un − y‖Y )→ 0 für n→∞.
(b) Um die Normeigenschaften von ‖·‖X+Y zu überprüfen, genügt es, dass für alle u ∈
X+Y mit ‖u‖X+Y = 0 folgt, dass u = 0 ist (der Rest ist trivial). Für solch ein u finden
wir nach Definition zwei Folgen {xn}n∈N , {yn}n∈N mit xn ∈ X, yn ∈ Y, xn+yn = u und
‖xn‖X+‖yn‖Y < 1n . Also konvergiert xn → 0 inX und yn → 0 in Y . Da aberX, Y ↪→ V
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konvergieren beide Folgen auch in V gegen 0. Also konvergiert auch xn + yn → 0 in
V und damit muss bereits u = 0 sein. Für die Vollständigkeit betrachten wir eine
Cauchy-Folge {un}n∈N Cauchy-Folge in X + Y , un =: xn + yn mit xn ∈ X, yn ∈ Y für
alle n ∈ N. Somit ist {xn}n∈N Cauchy-Folge in X und {yn}n∈N Cauchy-Folge in Y , also
gibt es x ∈ X, y ∈ Y , sodass xn → x in X und yn → y in Y . Damit konvergiert bereits
un → x+ y in X + Y :
‖un − (x+ y)‖X+Y = ‖(xn − x) + (yn − y)‖X+Y
≤ ‖xn − x‖X+Y + ‖yn − y‖X+Y → 0 für n→∞.
Definition 2.73. Sei (X, Y ) ein komplexes Interpolationspaar. Sei
S := {z ∈ C : Re z ∈ [0, 1]}
der Streifen in der komplexen Ebene. G (X, Y ) sei der Raum aller Funktionen g : S →
X + Y , für die
(a) g holomorph im Inneren des Streifen, stetig auf dessen Rand, sowie
(b) R→ X, t 7→ g(it) ∈ C(R;X) und R→ Y, t 7→ g(1 + it) ∈ C(R;Y ) ist.
Setze ‖g‖G(X,Y ) := max {supt∈R ‖g(it)‖X , supt∈R ‖g(1 + it)‖Y } < ∞. Für jedes θ ∈ (0, 1)
setze
(X, Y )[θ] := {g(θ) : g ∈ G (X, Y )} und ‖a‖(X,Y )[θ] := infg∈G(X,Y ),g(θ)=a ‖g‖G(X,Y ) .
Theorem 2.74. Seien (X1, Y1), (X2, Y2) komplexe Interpolationspaare. Für jedes z ∈ S
sei für einen Operator Tz ∈ L (X1 ∩ Y1;X2 + Y2) die Zuordnung S → X2 + Y2, z 7→ Tzx
holomorph in S und stetig und beschränkt in S für jedes x ∈ X1 ∩ Y1. Setze zudem voraus,
dass t 7→ Titx ∈ C(R;L (X1;X2)), t 7→ T1+itx ∈ C(R;L (Y1;Y2)) und ‖Tit‖L(X1;X2) bzw.‖T1+it‖L(Y1;Y2) durch eine Konstante M0 > 0 bzw. M1 > 0 unabhängig von t ∈ R beschränkt
sind, also
M0 := sup
t∈R
‖Tit‖L(X1;X2) <∞, M1 := sup
t∈R
‖T1+it‖L(Y1;Y2) <∞.
Für jedes θ ∈ (0, 1) gilt nun, dass
‖Tθx‖(X2,Y2)[θ] ≤M
1−θ
0 M
θ
1 ‖x‖(X1,Y1)[θ] ,
sodass wir eine Erweiterung von Tθ auf L
(
(X1, Y1)[θ] ; (X2, Y2)[θ]
)
finden können, die wir
mit T˜θ bezeichnen, sodass T˜θ|X1∩Y1 = Tθ. Diese Erweiterung genügt nun der Abschätzung∥∥∥T˜θ∥∥∥L((X1,Y1)[θ];(X2,Y2)[θ])) ≤M1−θ0 M θ1 .
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Beweis. Siehe [Lunardi(2009), Theorem 2.1.7]
Definition 2.75. Der Bessel-Potential-Raum Hsq (Rn) mit q ∈ (1,∞), s ∈ R ist definiert
durch
Hsq (Rn) :=
{
u ∈ S (Rn)′ : 〈Dx〉s ∈ Lq(Rn)
}
(2.22)
mit der Norm
‖u‖Hsq (Rn) := ‖〈Dx〉
s u‖Lq(Rn) . (2.23)
Theorem 2.76. Für θ ∈ (0, 1), 1 < q <∞,m ∈ N ist (Lq(Rn),Wmq (Rn))[θ] = Hmθq (Rn).
Beweis. Siehe [Triebel(1978), §2.4.2 Definition (d)] oder [Bergh and Löfström(1976), Theo-
rem 6.4.5]
Theorem 2.77. Für s < t ∈ R ist H tq(Rn) ⊂ Hsq (Rn) für alle 1 ≤ q ≤ ∞. Außerdem
ist für ganzzahlige m ∈ N und 1 < q < ∞ der Sobolev-Raum Wmq (Rn) gleich dem Bessel-
Potential-Raum Hmq (Rn). Die Normen beider Räume sind also äquivalent. Schließlich ist
der Schwartz-Raum S (Rn) für 1 ≤ q <∞ dicht in Hsq (Rn) für alle s ∈ R enthalten.
Beweis. Siehe [Bergh and Löfström(1976), Theorem 6.2.3]
Theorem 2.78. Für 1 < q < ∞, s ∈ R mit n
s
< q bettet Hsq (Rn) in den Raum C0(Rn)
ein.
Beweis. Siehe [Triebel(1978), 2.8.1 Remark 2]
Lemma 2.79. Für 1 < q, q′ <∞ mit 1
q
+ 1
q′ = 1 gibt es einen isometrischen Isomorphismus
J : Hsq (Rn)′
∼−→ H−sq′ (Rn) für alle s ∈ R. Für f ∈ H−sq′ (Rn) ⊂ S ′(Rn), ϕ ∈ S (Rn) ⊂
Hsp(Rn) ist das Dualitätsprodukt gegeben durch〈
J−1f, ϕ
〉
Hsq (Rn)′,Hsq (Rn)
:= 〈f, ϕ〉S ′(Rn),S(Rn) =
∫
Rn
f(x)ϕ(x)dx.
Beweis. Der Pullback des ordnungserniedrigenden Operators 〈Dx〉−s : Lq(Rn) ∼−→ Hsq (Rn)
ist der adjungierte Operator
(〈Dx〉−s)∗ : Hsq (Rn)′ ∼−→ Lq(Rn)′. 〈Dx〉−s ist aber nach
Definition eine Isometrie, also ist
(〈Dx〉−s)∗ auch eine. Der isometrische Isomorphismus
T : Lq
′
(Rn) ∼−→ Lq(Rn)′ gegeben durch den Riesz’schen Darstellungssatz definiert uns
schließlich einen isometrischen Isomorphismus J : Hsq (Rn)′
∼−→ H−sq′ (Rn), der das Dia-
gramm
Hsq (Rn)′
J

(〈Dx〉−s)∗
// Lq(Rn)′
H−sq′ (Rn) 〈Dx〉−s
// Lq
′
(Rn)
T
OO
kommutieren lässt. Siehe dazu auch [Bergh and Löfström(1976), Corollary 6.2.8].
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2.7 Der Hölder-Zygmund-Raum
Definition 2.80 (Hölder-Zygmund-Raum). Für τ > 0 ist der Hölder-Zygmund-Raum
Cτ∗ (Rn) definiert durch
Cτ∗ (Rn) =
{
u ∈ C0(Rn) : ∃C > 0 sodass ‖ϕj(Dx)u‖∞ ≤ c2−jτ für jedes j ∈ N0
}
(2.24)
mit der Norm
‖u‖Cτ∗ (Rn) := sup
j∈N0
2jτ ‖ϕj(Dx)u‖∞ . (2.25)
Bemerkung 2.81. Für τ /∈ N ist Cτ∗ (Rn) = Cτ (Rn) und für jedes τ ∈ N ist Cτ (Rn) ⊂
Cτ∗ (Rn).
Beweis. Siehe [Taylor(2008), (A.1.6)] bzw. [Triebel(1983), §2.5.7]
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3.1 Die Hörmanderklasse CτSmρ,δ(Rn,Rn)
Definition 3.1. Seien 0 ≤ δ ≤ ρ ≤ 1. Wir bezeichnen eine Funktion p(x, ξ) : Rn ×
Rn → C, die glatt bezüglich x und Hölder-stetig zum Grad τ ∈ R+ ist, d.h. p(x, ·) ∈
C∞ (Rn) , p(·, ξ) ∈ Cτ (Rn), als Symbol der Klasse CτSmρ,δ(Rn,Rn) (mit m ∈ R), falls es zu
jedem Multiindex α ∈ Nn0 eine Konstante Cα > 0 gibt, sodass∣∣Dαξ p(x, ξ)∣∣ ≤ Cα 〈ξ〉m−ρ|α| ,
und für jedes 0 ≤ t ≤ τ ∥∥Dαξ p(·, ξ)∥∥Ct(Rn) ≤ Cα 〈ξ〉m−ρ|α|+δt . (3.1)
Für p ∈ CτSmρ,δ(Rn,Rn) definiere die Familie von Halbnormen
|p|(m)l,τ := max
α≤l
sup
x,ξ∈Rn
(∣∣∂αξ p(x, ξ)∣∣+ ∥∥∂αξ p(·, ξ)∥∥Cτ (Rn) 〈ξ〉−δτ) 〈ξ〉−m+ρ|α| .
Die Halbnormen induzieren auf CτSmρ,δ(Rn,Rn) einen Fréchet-Raum. Insbesondere ist∣∣Dαξ p(x, ξ)∣∣+ ∥∥Dαξ p(·, ξ)∥∥Ct(Rn) ≤ |p|(m)|α+β|,τ 〈ξ〉m−ρ|α|+δt .
Bemerkung 3.2. Anstatt für jedes 0 ≤ t ≤ τ die Abschätzung (3.1) zu überprüfen, reicht
es, dass die Ungleichungen∥∥Dαξ p(·, ξ)∥∥C0(Rn) ≤ Cα 〈ξ〉m−ρ|α| und∥∥Dαξ p(·, ξ)∥∥Cτ (Rn) ≤ Cα 〈ξ〉m−ρ|α|+δτ
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erfüllt sind. Denn für ein 0 ≤ t ≤ τ und α ∈ Nn0 setze θ := tτ und verwende Theorem 2.58∥∥Dαξ p(·, ξ)∥∥Ct(Rn) ≤ ctτθ ∥∥Dαξ p(·, ξ)∥∥1−θC0(Rn) ∥∥Dαξ p(·, ξ)∥∥θCτ (Rn)
≤ ctτθcα 〈ξ〉m−ρ|α|+δτθ = ctτθcα 〈ξ〉m−ρ|α|+tδ .
Folgerung 3.3. Für p ∈ CτSmρ,δ(Rn,Rn) ist DβxDαξ p(x, ξ) ∈ Cτ−|β|Sm−ρ|α|+δ|β|ρ,δ (Rn,Rn) für
Multiindizes α, β ∈ Nn0 mit |β| < τ .
Beweis. Zunächst haben wir∣∣DβxDαξ p(x, ξ)∣∣ ≤ ∥∥Dαξ p(·, ξ)∥∥C|β|(Rn) ≤ Cαβ 〈ξ〉m−ρ|α|+δ|β| .
Für |β| ≤ t ≤ τ ist∥∥DβxDαξ p(·, ξ)∥∥Ct−|β|(Rn) ≤ ∥∥DβxDαξ p(·, ξ)∥∥Cbtc−|β|(Rn) + max|γ|=btc [DγxDαξ p(·, ξ)]t−btc
≤ Cβ
∥∥Dαξ p(·, ξ)∥∥Ct(Rn) ≤ Cαβ 〈ξ〉m−ρ|α|+δt .
Also ist für 0 ≤ t ≤ τ − |β|∥∥DβxDαξ p(·, ξ)∥∥Ct(Rn) ≤ Cαβ 〈ξ〉m+δ|β|−ρ|α|+δt .
Folgerung 3.4. Für zwei Symbole p(x, ξ) ∈ CτSmρ,δ(Rn,Rn), q(x, ξ) ∈ CτSm′ρ′,δ′(Rn,Rn) ist
p(x, ξ)q(x, ξ) ∈ C τ˜Sm+m′
ρ˜,δ˜
(Rn,Rn) mit ρ˜ := min(ρ, ρ′), δ˜ := max(δ, δ′), τ˜ := min(τ, τ ′).
Lemma 3.5. Für u ∈ S (Rn) und p ∈ CτSmρ,δ(Rn,Rn) ist ξ 7→ p(x, ξ)u(ξ) ∈ S (Rn) für
jedes x ∈ Rn.
Beweis. Seien l ∈ N0, α ∈ Nn0 und ξ ∈ Rn fest. Wir erhalten mit der Regel von Leibniz∣∣∣〈ξ〉l ∂αξ (p(x, ξ)u(ξ))∣∣∣ =
∣∣∣∣∣ ∑
α1+α2=α
(
α
α1
)
〈ξ〉l ∂α1ξ p(x, ξ)∂α2ξ u(ξ)
∣∣∣∣∣
≤
∑
α1+α2=α
(
α
α1
)
〈ξ〉l ∣∣∂α1ξ p(x, ξ)∣∣ ∣∣∂α2ξ u(ξ)∣∣
≤
∑
α1+α2=α
(
α
α1
)
Cα1 〈ξ〉m−ρ|α1|+l
∣∣∂α2ξ u(ξ)∣∣
≤
∑
α1+α2=α
(
α
α1
)
Cα1 |u|S,max{0,m−ρ|α1|+|α2|+l}
≤ Cαβ |u|S,max{0,m+|α|+l} .
Mit dem Übergang zum Supremum über alle ξ ∈ Rn erhalten wir die Beschränktheit von
ξ 7→ p(x, ξ)u(ξ) in jeder Schwartz-Halbnorm.
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Theorem 3.6. Das Symbol p(x, ξ) ∈ CτSmρ,δ(Rn,Rn), τ ∈ R+, m ∈ R, 0 ≤ δ ≤ ρ ≤ 1
definiert mit
Pu(x) :=
∫
eix·ξp(x, ξ)uˆ(ξ)dξ für alle u ∈ S (Rn)
einen beschränkten und stetigen Operator P : S (Rn)→ Cτ (Rn). Wir schreiben p(X,Dx) :=
OP (p(x, ξ)) := P , und sagen dass der Operator p(X,Dx) der Klasse OPCτSmρ,δ(Rn,Rn) an-
gehört.
Beweis. Für u ∈ S (Rn) ist mit (2.1) und Theorem 2.28
〈ξ〉m |uˆ(ξ)| ≤ 〈ξ〉−(n+1) |uˆ|S,m++n+1 ≤ 〈ξ〉
−(n+1) |u|S,m++2(n+1) ,
wobei m+ := max {0,m}. Demnach haben wir
|p(X,Dx)u(x)| ≤
∫
|p(x, ξ)| |uˆ(ξ)| dξ
≤ |p|(m)0,0
∫
〈ξ〉−(n+1) dξ |u|S,m++2(n+1) ≤ C |p|
(m)
0,0 |u|S,m++2(n+1) .
Insbesondere ist für τ < 1
[p(X,Dx)u]τ
≤ sup
x,y∈Rn
x 6=y
∣∣∣∫ eix·ξ 〈ξ〉−(n+1) (p(x, ξ)− p(y, ξ)) uˆ(ξ)dξ∣∣∣+ ∣∣∫ (eix·ξ − eiy·ξ) p(y, ξ)uˆ(ξ)dξ∣∣
|x− y|τ
≤ C |u|S,m++2(n+1) sup
x,y∈Rn
x 6=y
∣∣∣∫ eix·ξ 〈ξ〉−(n+1) (p(x, ξ)− p(y, ξ)) dξ∣∣∣
|x− y|τ + C |p|
(m)
0,0 |u|S,m++2(n+1)
≤ C |u|S,m++2(n+1) sup
x,y∈Rn
x 6=y
∫
〈ξ〉−(n+1) |p(x, ξ)− p(y, ξ)||x− y|τ dξ + C |p|
(m)
0,0 |u|S,m++2(n+1)
≤ C ∥∥ξ 7→ 〈ξ〉−m [x 7→ p(x, ξ)]τ∥∥∞ |u|S,m++2(n+1) + C |p|(m)0,0 |u|S,m++2(n+1) .
Für τ ≥ 1 ist mit der Produktregel
∂xjp(X,Dx)u =
∫
eix·ξ
(
iξjp(x, ξ) + ∂xjp(x, ξ)
)
uˆ(ξ)dξ
=
∫
eix·ξp(x, ξ)F [x 7→ ∂xju(x)] (ξ) dξ + ∫ eix·ξ∂xjp(x, ξ)uˆ(ξ)dξ
= p(X,Dx)(∂xju)(x) +
(
∂xjp
)
(X,Dx)u(x).
Nach Folgerung 3.3 ist ∂ξjp(x, ξ) ∈ CτSm−ρρ,δ (Rn,Rn) und ∂xjp(x, ξ) ∈ Cτ−1Sm+δρ,δ (Rn,Rn)
(falls τ ≥ 1). Betrachten wir nun induktiv alle Ableitungen bzgl. x zum Grad bτc und alle
Ableitungen bzgl. ξ, so erhalten wir die Behauptung.
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Bemerkung 3.7. Für spätere Abbildungscharakterisierungen von Pseudodifferentialope-
ratoren auf anderen Räumen werden wir stillschweigend annehmen, dass ein ΨDO die
Eigenschaften einer beschränkten linearen Abbildung bzgl. dieser Räume beibehält.
Lemma 3.8. Der Operator von p ∈ CτSmρ,δ(Rn,Rn) kann als oszillatorisches Intgeral dar-
gestellt werden durch
p(X,Dx)u(x) = Os −
∫∫
e−ix·ηp(x, η)u(x+ y)dydη für alle u ∈ S (Rn) .
Beweis. Mit der elementaren Abschätzung
∣∣∂αη ∂βy (p(x, η)u(x+ y))∣∣ ≤ Cα,β 〈η〉m folgern wir
(η, y) 7→ p(x, η)u(x + y) ∈ A m0,0 (Rn × Rn). Insbesondere ist η 7→
∫
e−iy·ηp(x, η)u(x + y)dy
integrierbar, wir können also Theorem 2.41.c verwenden und erhalten
Os −
∫∫
e−iy·ηp(x, η)u(x+ y)dydη =
∫ (∫
e−iy·ηp(x, η)u(x+ y)dy
)
dη.
Die Translation y 7→ y − x liefert schließlich∫ (∫
e−iy·ηp(x, η)u(x+ y)dy
)
dη =
∫ (∫
e−i(y−x)·ξp(x, η)u(y)dy
)
dη
=
∫
eix·ηp(x, η)uˆ(η)dη
= p(X,Dx)u(x).
Theorem 3.9. Der Operator eines Symbols p ∈ CτSmρ,δ(Rn,Rn) ist ein beschränkter Ope-
rator mit der Abbildungseigenschaft
p(X,Dx) : C
∞(Rn)→ Cτ (Rn).
Beweis. Wir betrachten ax(η, y) := p(x, η)u(x + y) für u ∈ C∞(Rn). Wir haben also
x 7→ ax(η, y) ∈ Cτ (Rn). Für α, β ∈ Nn0 ist∣∣∂αη ∂βy ax(η, y)∣∣ ≤ Cαβ |p|(m)|β|,0 ‖u‖C|α|(Rn) 〈η〉m .
Also ist ax ∈ A m0,0 (Rn × Rn) mit |ax|Am0,0,k ≤ C |p|
(m)
k,0 ‖u‖Ck(Rn) gleichmäßig in x ∈ Rn. Für
τ ∈ N0 finden wir nach Theorem 2.34 zwei Ganzzahlen l, l′ ∈ N0 mit 2l > m + n und
2l′ > n, sodass
p(X,Dx)u =
∫∫
eiy·η 〈y〉−2l′ 〈Dη〉2l
′ [〈η〉−2l 〈Dy〉2l (p(x, η)u(x+ y))] dydη.
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Demnach ist ‖p(X,Dx)u‖Cτ (Rn) ≤ C |p|(m)2(l+l′),τ ‖u‖C2(l+l′)+τ . Für τ ∈ (0, 1) ist (x, x′) 7→
ax(y,η)−ax′ (y,η)
|x−x′|τ wegen der Hölderstetigkeit von x 7→ ax(y, η) beschränkt. Theorem 2.38 liefert
nun, dass
[p(X,Dx)u]τ
≤ sup
x,x′∈Rn
x 6=x′
∣∣Os − ∫∫ e−ix·η (ax(y, η)− ax′(y, η)) dydη∣∣+ ∣∣Os − ∫∫ (eix·η − eix′·η) ax′(y, η)dydη∣∣
|x− x′|τ
≤
∣∣∣∣Os − ∫∫ e−ix·η [a.(y, η)]τ dydη∣∣∣∣+ C |p|(m)2(l+l′) ‖u‖C2(l+l′)
gleichmäßig in x ∈ Rn abgeschätzt werden kann.
Satz 3.10. Die Abbildung CτSmρ,δ(Rn,Rn)→ OPCτSmρ,δ(Rn,Rn) mit
OPCτSmρ,δ(Rn,Rn) = {P : C∞(Rn)→ Cτ (Rn) : P linear und beschränkt } , p 7→ p(X,Dx)
ist eine Bijektion, deren Inverse gegeben ist durch
p(x, ξ) = eix·ξp(X,Dx)
{
x 7→ eix·ξ} (x) für alle ξ ∈ Rn.
Beweis. Für ξ ∈ Rn ist nach Lemma 3.8
e−ix·ξp(X,Dx)ei.·ξ(x) = Os −
∫∫
e−iy·(η−ξ)p(x, η)dydη = Os −
∫∫
e−iy·η
′
p(x, η′ + ξ)dydη′,
wobei wir die Translation η 7→ η + ξ =: η′ verwendet haben. Mit (2.12) folgt aber bereits
Os −
∫∫
e−iy·ηp(x, η + ξ)dηdy = p(x, ξ).
Folgerung 3.11. Seien p, q ∈ CτSmρ,δ(Rn,Rn). Die Bedingung p(X,Dx)u = q(X,Dx)u für
alle u ∈ S (Rn) impliziert bereits, dass beide Symbole identisch sind.
Beweis. Da x 7→ e−ix·ξ ∈ C∞(Rn) können wir nach Satz 3.10 bereits aus der Bedingung
p(X,Dx)u(x) = q(X,Dx)u(x) für alle x ∈ Rn und jedes u ∈ C∞(Rn) folgern, dass p = q
gelten muss. Wir müssen also lediglich die Gleichheit auf C∞(Rn) überprüfen. Sei dazu
ein u ∈ C∞(Rn) gegeben und setze u(x) := χ(x)u(x) für x ∈ Rn,  > 0 und χ ∈ S (Rn)
mit χ(0) = 1. Dann ist u ∈ S (Rn) und ∂αxu(x)→ ∂αxu(x) mit → 0 punktweise für alle
x ∈ Rn und für jedes α ∈ Nn0 . Setzen wir also ax,(y, η) := p(x, η)u(x+ y), so erhalten wir
ax, ∈ A m0,0 (Rn × Rn) analog zu Beweis von Satz 3.10. Die Folge {u}∈(0,1) ist beschränkt
in C∞(Rn), demnach ist {ax,}∈(0,1) beschränkt in A m0,0 (Rn × Rn). Also konvergiert für alle
α, β ∈ Nn0
∂αx∂
β
ξ ax,(y, η)→ ∂αx∂βξ ax(y, η) für → 0 für alle x, η ∈ Rn
gleichmäßig auf jeder kompakten Teilmenge des Rn. Theorem 2.38 liefert schließlich
p(X,Dx)u(x) = Os −
∫∫
e−iy·ηp(x, η)u(x+ y)dydη → p(X,Dx)u(x) für → 0.
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Analog erhalten wir für q die Aussage
q(X,Dx)u(x) = Os −
∫∫
e−iy·ηq(x, η)u(x+ y)dydη → q(X,Dx)u(x) für → 0.
Nach Voraussetzung ist aber p(X,Dx)u(x) = q(X,Dx)u(x), also auch p(X,Dx)u(x) =
q(X,Dx)u(x) für alle x ∈ Rn.
Definition 3.12. Wir definieren für 0 ≤ δ ≤ ρ ≤ 1 die Klasse Smρ,δ(Rn × Rn) :=⋂
τ∈R+ C
τSmρ,δ(Rn,Rn). Offensichtlich ist ein Symbol p ∈ Smρ,δ(Rn×Rn) eine glatte Funktion
p : Rn × Rn → C für die es zu den Multiindizes α, β ∈ Nn0 eine Konstante Cαβ > 0 gibt,
sodass ∣∣DαξDβxp(x, ξ)∣∣ ≤ Cαβ 〈ξ〉m−ρ|α|+δ|β| .
Die Klasse Smρ,δ(Rn × Rn) wird mit den Halbnormen
|p|(m)l,∞ := max|α+β|≤l supx,ξ∈Rn
(∣∣∂αξ ∂βxp(x, ξ)∣∣ 〈ξ〉−(m−ρ|α|+δ|β|))
zum Fréchet-Raum. Falls p(x, ξ) ∈ Smρ,δ(Rn × Rn) ein von x unabhängiges Symbol ist,
schreiben wir auch p(x, ξ) =: p(ξ) ∈ Smρ,δ(Rn).
Beispiel 3.13. Das Symbol ξ 7→ 〈ξ〉m gehört nach Lemma 2.22 der Klasse Sm1,0(Rn) für
m ∈ R an.
Definition 3.14. Für 0 ≤ δ ≤ ρ ≤ 1 beliebig setze
CτS−∞(Rn,Rn) :=
⋂
m∈R
CτSmρ,δ(Rn,Rn).
Bemerkung 3.15. CτS−∞(Rn,Rn) ist eine von 0 ≤ δ ≤ ρ ≤ 1 unabhängige Klasse, da
für ein p ∈ CτS−∞(Rn,Rn) die Abschätzungen∣∣Dαξ p(x, ξ)∣∣ ≤ Cα 〈ξ〉m , ∥∥Dαξ p(·, ξ)∥∥Cτ∗ (Rn) ≤ Cα 〈ξ〉m , ∥∥Dαξ p(·, ξ)∥∥Cτ (Rn) ≤ Cα 〈ξ〉m
für alle m ∈ R mit einer von ρ, δ unabhängigen Konstante Cα > 0 gelten müssen.
Lemma 3.16. Sei p ∈ CτSmρ,δ(Rn,Rn), f ∈ S (Rn). Dann ist
pj(x, ξ) := p(x, ξ)ϕj(ξ) ∈ CτSmρ,δ(Rn,Rn) für jedes j ∈ N0,
und
p(X,Dx)f(x) =
∞∑
j=0
pj(X,Dx)f(x) für alle x, ξ ∈ Rn.
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Beweis. Da p(X,Dx) stetig ist, folgt sofort
N∑
j=0
pj(X,Dx)f(x) =
N∑
j=0
p(X,Dx)ϕj(Dx)f(x)→ p(X,Dx)f(x) für N →∞.
Definition 3.17 (mikrolokalisierbare Banachräume). Eine Familie von Banachräumen
{Xτ}τ∈ΣX. heißt mikrolokalisierbar, falls
(a) es stetige kanonische Einbettungen ι : S (Rn) ↪→ Xτ und ι′ : Xτ ↪→ S ′(Rn) gibt, die
unabhängig von τ ∈ ΣX. sind ,
(b) der ordnungserniedrigende Operator 〈Dx〉t : Xτ+t → Xτ eine beschränkte lineare
Abbildung für alle τ, τ + t ∈ ΣX. ist, und
(c) für p ∈ S01,δ(Rn × Rn) mit 0 ≤ δ < 1 bereits p(X,Dx) : X0 → X0 gilt.
Die Menge ΣX. ist ein Intervall der Form [σ0,∞) oder (σ0,∞) mit σ0 ∈ R¯.
Lemma 3.18. Aus der Definition der mikrolokalisierbaren Banachräume folgt bereits, dass
(a)
Xτ =
{
f ∈ S ′(Rn) : 〈Dx〉τ ∈ X0
}
, (3.2)
(b) und es eine stetige kanonische Einbettung
ψτ,t : X
τ ↪→ X t (3.3)
für alle t ∈ ΣX. mit t ≤ τ gibt.
Beweis. (a) Sei f ∈ Xτ . Nach Definition 3.17.b ist 〈Dx〉τ : Xτ → X0, also offensicht-
lich 〈Dx〉τ f ∈ X0 ↪→ S ′(Rn). Andererseits ist für g ∈ {f ∈ S ′(Rn) : 〈Dx〉τ f ∈ X0}
bereits 〈Dx〉τ g ∈ X0, also g = 〈Dx〉−τ 〈Dx〉τ g ∈ Xτ nach Definition 3.17.b.
(b) Wegen t ≤ τ gilt 〈ξ〉t−τ ∈ St−τ1,0 (Rn) ⊂ S01,0(Rn). Für f ∈ Xτ ist wegen
〈Dx〉t f = 〈Dx〉t−τ︸ ︷︷ ︸
∈OPS01,0(Rn)
〈Dx〉τ f︸ ︷︷ ︸
∈X0
∈ X0
f bereits in X t, also Xτ ⊂ X t. Die Stetigkeit der Abbildung ψτ,t folgt nun aus der
Eigenschaft der Teilraumtopologie Xs ⊂ S ′(Rn) welche durch die kanonische Einbet-
tung ι′ : Xs ↪→ S ′(Rn) aus Definition 3.17.a induziert wird: Sei dazu U ⊂ X t offen,
so existiert ein U ′ ⊂ S ′(Rn) offen mit U = X t ∩U ′. Nun ist wegen ιτ : Xτ ↪→ S ′(Rn)
auch Xτ ∩ U = Xτ ∩X t ∩ U ′ = Xτ ∩ U ′ ⊂ Xτ offen.
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Lemma 3.19. Sei p(x, ξ) ∈ Sm1,δ(Rn × Rn) mit m ∈ R und {Xτ}τ∈ΣX. eine Familie von
mikrolokalisierbarer Banachräume. Dann hat der Operator des Symbols bzgl. dieser Räume
die Abbildungseigenschaft
p(X,Dx) : X
s+m → Xs für alle s, s+m ∈ {Xτ}τ∈ΣX. . (3.4)
Beweis. Wir haben 〈ξ〉s p(x, ξ) 〈ξ〉−s−m ∈ S01,δ(Rn×Rn), und damit liefert Lemma 3.18 für
f ∈ Xs+m
〈Dx〉s (p(X,Dx)f) = 〈Dx〉s p(X,Dx) 〈Dx〉−s−m︸ ︷︷ ︸
∈OPS01,δ(Rn×Rn)
〈Dx〉s+m f︸ ︷︷ ︸
∈X0
∈ X0.
Insgesamt ist also p(X,Dx)f ∈ Xs.
Beispiel 3.20. [Taylor(2008), §1.1] führt die Mengen{
Hsq (Rn) : s ∈ R
}
und {Cs∗(Rn) : s ∈ (0,∞)}
als mikrolokalisierbare Familien für Symbolklassen mit δ = 0 auf. Andererseits lassen sich
mit der Anmerkung aus [Taylor(2008), Corollary 2.1.B] diese Familien auch für unsere
Definition mit 0 ≤ δ < 1 verwenden.
3.2 Adjungierte Operatoren
Definition 3.21. Falls es zu einem Operator P : S (Rn) → C0(Rn) einen Operator
P ∗ : S (Rn) → C0(Rn) gibt, der für alle u, v ∈ S (Rn) die Gleichung (Pu, v)L2(Rn) =
(u, P ∗v)L2(Rn) hält, dann nennen wir P
∗ den zu P formal adjungierten Operator.
Definition 3.22. Ein Symbol p ∈ CτSmρ,δ(Rn,Rn) definiert uns den Operator
p(Dx, X)u(x) =
∫∫
ei(x−y)·ξp(y, ξ)v(y)dydξ.
Wir nennen den Pseudodifferentialoperator p(Dx, X) einen Operator in y-Form.
Satz 3.23. Für u, v ∈ S (Rn) induziert das Symbol p(x, ξ)∗ := p(x, ξ) den Operator
p(Dx, X)
∗ in y-Form, der die Eigenschaft
(u, p(Dx, X)
∗v)L2(Rn) = (p(X,Dx)u, v)L2(Rn)
erfüllt. Der Operator p(Dx, X)∗ ist also der formal adjungierte Operator von p(X,Dx).
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Beweis. Zunächst ist (x, ξ) 7→ eix·ξp(x, ξ)uˆ(ξ)v(x) ∈ L1(Rn × Rn) da uˆ, v ∈ S (Rn) nach
Theorem 2.28. Außerdem ist (x, y) 7→ ei(x−y)ξp(x, ξ)v(x)u(y) ∈ L1(Rn×Rn). Mit dem Satz
von Fubini erhalten wir
(p(X,Dx)u, v)L2(Rn) =
∫ (∫
eix·ξp(x, ξ)uˆ(ξ)dξ
)
v(x)dx
=
∫ (∫
eix·ξp(x, ξ)v(x)dx
)(∫
e−iy·ξu(y)dy
)
dξ
=
∫ (∫∫
ei(x−y)·ξp(x, ξ)v(x)u(y)dxdy
)
dξ
=
∫
u(y)
(∫∫
ei(x−y)·ξp(x, ξ)v(x)dxdξ
)
dy
=
∫
u(y)
∫∫
ei(y−x)·ξp(x, ξ)v(x)dxdξdy
= (u, p(Dx, X)
∗v)L2(Rn) ,
wobei (y, ξ) 7→ e−iy·ξu(y) ∫ eix·ξp(x, ξ)v(x)dx ∈ L1(Rn × Rn), da p(Dx, X)v ∈ L∞(Rn).
3.3 Operatoren mit Doppelsymbolen
Definition 3.24. Eine Funktion p(x, ξ, x′, ξ′) : Rn×Rn×Rn×Rn → C gehört der Klasse
CτSm,m
′
ρ,δ (Rn,Rn × Rn × Rn) an (−∞ < m,m′ <∞, 0 ≤ δ ≤ ρ ≤ 1, δ < 1, τ ∈ R+), falls es
für alle Multiindizes α, α′, β′ ∈ Nn0 eine Konstante Cα,α′,β′ > 0 gibt, die beide Ungleichungen∣∣∣∂αξ ∂α′ξ′ ∂β′x′ p(x, ξ, x′, ξ′)∣∣∣ ≤ Cα,α′,β′ 〈ξ〉m−ρ|α| 〈ξ; ξ′〉δ|β′| 〈ξ′〉m′−ρ|α′| ,∥∥∥∂αξ ∂α′ξ′ ∂β′x′ p(·, ξ, x′, ξ′)∥∥∥
Cτ (Rn)
≤ Cα,α′,β′ 〈ξ〉m+δτ−ρ|α| 〈ξ; ξ′〉δ|β
′| 〈ξ′〉m′−ρ|α′|
erfüllt, wobei 〈ξ; ξ′〉 :=
√
1 + |ξ|2 + |ξ′|2. Ein Symbol der Klasse CτSm,m′ρ,δ (Rn,Rn×Rn×Rn)
nennen wir ein Doppelsymbol.
Für p(x, ξ, x′, ξ′) ∈ CτSm,m′ρ,δ (Rn,Rn × Rn × Rn) sei die Familie von Seminormen{
|p|(m,m′)l,τ
}
l∈N
gegeben durch
|p|(m,m′)l,τ
= max
|α+α′+β′|≤l
sup
x,ξ,x′,ξ′∈Rn
(∣∣∣∂αξ ∂α′ξ′ ∂β′x′ p(x, ξ, x′, ξ′)∣∣∣+ ∥∥∥∂αξ ∂α′ξ′ ∂β′x′ p(·, ξ, x′, ξ′)∥∥∥
Cτ (Rn)
〈ξ〉−δτ
)
〈ξ〉−(m−ρ|α|) 〈ξ; ξ′〉−δ|β′| 〈ξ′〉−(m′−ρ|α|) .
Diese Familie induziert den Fréchet-Raum CτSm,m
′
ρ,δ (Rn,Rn × Rn × Rn). Insbesondere ist
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für p(x, ξ, x′, ξ′) ∈ CτSm,m′ρ,δ (Rn,Rn × Rn × Rn)∣∣∣∂αξ ∂α′ξ′ ∂β′x′ p(x, ξ, x′, ξ′)∣∣∣+ ∥∥∥∂αξ ∂α′ξ′ ∂β′x′ p(·, ξ, x′, ξ′)∥∥∥
Cτ (Rn)
〈ξ〉−δτ
≤ |p|(m,m′)l 〈ξ〉m−ρ|α| 〈ξ; ξ′〉δ|β
′| 〈ξ′〉m′−ρ|α| .
Definition 3.25. Für ein Doppelsymbol p(x, ξ, x′, ξ′) ∈ CτSm,m′ρ,δ (Rn,Rn × Rn × Rn) defi-
nieren wir den Operator P := p(X,Dx, X ′, Dx′) durch
Pu(x) = Os −
∫∫
ei(y·η+y
′·η′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)d(y, y′)d(ξ, ξ′)
für u ∈ C∞(Rn). Wir sagen für einen Operator dieser Art, dass P ∈ OPCτSm,m′ρ,δ (Rn,Rn×
Rn × Rn). Hierbei fassen wir das Integral ∫ d(x, x′) als Doppelintegral ∫Rn ∫Rn dxdx′ auf,
und schreiben d(ξ, ξ′) statt 1
(2pi)2n
d(ξ, ξ′).
Lemma 3.26. Die obige Definition ist für alle p ∈ CτSm,m′ρ,δ (Rn,Rn × Rn × Rn) wohldefi-
niert.
Beweis. Wir zeigen, dass
((ξ, ξ′), (y, y′)) 7→ p(x, ξ, x+ y, ξ′)u(x+ y + y′) ∈ A m++m′+δ,0
(
R2n × R2n) ,
wobei m+ := max {0,m} ,m′+ := max {0,m′} , u ∈ S (Rn) und x ∈ Rn, u ∈ C∞(Rn) fest
gewählt sind - dann folgt mit der Definition des oszillatorischen Integrals die Wohldefi-
niertheit. Zunächst ist 〈ξ〉 ≤ 〈ξ, ξ′〉 und 〈ξ′〉 ≤ 〈ξ, ξ′〉 für beliebiges ξ, ξ′ ∈ Rn. Für ein fest
gewähltes x ∈ Rn und α, α′, β′ ∈ Nn0 haben wir∣∣∣∂αξ ∂α′ξ′ ∂β′x′ p(x, ξ, x+ y, ξ′)u(x+ y + y′)∣∣∣ ≤ Cα,α′,β′,u 〈ξ〉m−ρ|α| 〈ξ; ξ′〉δ|β′| 〈ξ′〉m′−ρ|α|
≤ Cα,α′,β′,u 〈ξ, ξ′〉m++m
′
++δ|β′| .
Definition 3.27. (a) Wir definieren die Klasse der glatten Doppelsymbole durch
Smρ,δ(Rn × Rn × Rn × Rn) :=
⋂
τ>0
CτSmρ,δ(Rn,Rn × Rn × Rn).
(b) Für 0 ≤ δ ≤ ρ < 1, δ < 1 beliebig setze
CτS−∞(Rn,Rn × Rn × Rn) :=
⋂
m∈R
CτSmρ,δ(Rn,Rn × Rn × Rn).
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Bemerkung 3.28. CτS−∞(Rn,Rn × Rn × Rn) ist eine von ρ und δ unabhängige Klasse,
da für ein p ∈ CτS−∞(Rn,Rn × Rn × Rn) die Abschätzungen∣∣∣∂αξ ∂α′ξ′ ∂β′x′ p(x, ξ, x′, ξ′)∣∣∣ ≤ Cα,α′,β′ 〈ξ〉m 〈ξ′〉m′ ,∥∥∥∂αξ ∂α′ξ′ ∂βx∂β′x′ p(x, ξ, x′, ξ′)∥∥∥
Cτ (Rn)
≤ Cα,α′,β′ 〈ξ〉m 〈ξ′〉m
′
für alle m,m′ ∈ R mit einer von ρ, δ unabhängigen Konstante Cαβ > 0 gelten müssen.
Wir beachten, dass 〈ξ; ξ′〉 durch eine Konstante C > 0 mit 〈ξ; ξ′〉 ≤ C 〈ξ〉 〈ξ′〉 abgeschätzt
werden kann.
Lemma 3.29. Sei P = p(X,Dx, X ′, Dx′) ∈ OPCτSm,m′ρ,δ (Rn,Rn × Rn × Rn) mit δ < 1.
Dann ist für alle u ∈ S (Rn)
Pu(x) =
∫
eix·ξ
(∫
e−ix
′·ξ
(∫
eix
′·ξ′
(∫
e−iz·ξ
′
p(x, ξ, x′, ξ′)u(z)dz
)
dξ′
)
dx′
)
dξ.
Hierbei verstehen wir obigen Ausdruck als eine Abfolge iterierter Integrale.
Beweis. Sei χ(ξ, ξ′, y, y′) ∈ S (Rn × Rn × Rn × Rn) mit χ(0, 0, 0, 0) = 1 und setze
χ(ξ, ξ
′, y, y′) := χ(ξ, ξ′, y, y′).
Dann ist nach Definition des oszillatorischen Integrals
p(X,Dx, X
′, Dx′)u(x)
= lim
→0
∫∫
e−i(y·ξ+y
′·ξ′)χ(ξ, ξ′, y, y′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)d(y, y′)d(ξ, ξ′).
Für x′ := x+ y, z := x+ y + y′ erhalten wir
−i(y · ξ + y′ · ξ′) = −i(x′ − x) · ξ − i(z − x′) · ξ′ und χ(ξ, ξ′, y, y′) = χ(ξ, ξ′, x′ − x, z − x′).
Wenn wir p,u(x, ξ, x′, ξ′, z) := χ(ξ, ξ′, x′ − x, z − x′)p(x, ξ, x′, ξ′)u(z) setzen, liefern die
Transformationen y 7→ x+ y = x′ und y′ 7→ x+ y + y′ = z
Pu(x) = lim
→0
∫
eix·ξ
(∫
e−ix
′·ξ
(∫
eix
′·ξ′
(∫
e−iz·ξ
′
p,u(x, ξ, x
′, ξ′, z)dz
)
dξ′
)
dx′
)
dξ.
(3.5)
Wir werden für jedes Integral die Bedingungen für Lebesgues Satz der dominanten Kon-
vergenz beweisen. Betrachte dazu die Integrale einzeln
Pu(x) = lim
→0
∫
eix·ξ
(∫
e−ix
′·ξ
(∫
eix
′·ξ′a,u(x, ξ, x′, ξ′)dξ′
)
dx′
)
dξ
= lim
→0
∫
eix·ξ
(∫
e−ix
′·ξb,u(x, ξ, x′)dx′
)
dξ =
= lim
→0
∫
eix·ξc,u(x, ξ)dξ,
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wobei
a,u(x, ξ, x
′, ξ′) :=
∫
e−iz·ξ
′
p,u(x, ξ, x
′, ξ′, z)dz,
b,u(x, ξ, x
′) :=
∫
eix
′·ξ′a,u(x, ξ, x′, ξ′)dξ′ und
c,u(x, ξ) :=
∫
e−ix
′·ξb,u(x, ξ, x′)dx′.
Wählen wir zwei Zahlen l, l′ ∈ N und eine gerade Zahl n0 ∈ 2N mit
−2l(1− δ) +m < −n, −2l′ + 2l +m′ < −n und n0 > n,
dann können wir Pu(x) nach der Formel (3.5) berechnen. Betrachte dazu die Multiindizes
α, β, β′ ∈ Nn0 mit |α| ≤ n0, |β| ≤ 2l, |β′| ≤ 2l. Für a,u folgt wegen u ∈ S (Rn), dass
lim
→0
a,u(x, ξ, x
′, ξ′) =
∫
e−iz·ξ
′
p(x, ξ, x′, ξ′)u(z)dz.
Wir formen mit der Leibniz-Regel um:
Dαξ′D
β
x′a,u(x, ξ, x
′, ξ′)
=
∑
α1+α2=α
(
α
α1
)∫
Dα1ξ′ e
−iz·ξ′Dα2ξ′ D
β
x′p,u(x, ξ, x
′, ξ′, z)dz
=
∑
α1+α2=α
(
α
α1
)∫
e−iz·ξ
′
(−z)α1Dα2ξ′ Dβx′p,u(x, ξ, x′, ξ′, z)dz
= 〈ξ′〉−2l′
∑
α1+α2=α
(
α
α1
)∫
e−iz·ξ
′ 〈Dz〉2l
′ (
(−z)α1Dα2ξ′ Dβx′p,u(x, ξ, x′, ξ′, z)
)
dz,
wobei wir die Identität 〈Dy〉2l
′
e−iy·ξ = 〈ξ′〉2l′ e−iy·ξ ausnutzen und 2l′-mal partiell integriert
haben. Unter Verwendung des Lemmas 2.32 ist folgende Abschätzung für µ ∈ Nn0 und ein
Cu,l′ > 0 abhängig von u gültig:∣∣∣Dµz ((−z)α1Dα2ξ′ Dβx′p,u(x, ξ, x′, ξ′, z))∣∣∣
=
∣∣∣∣∣ ∑
µ1+µ2=µ
(
µ
µ1
)
Dµ1z (−z)α1Dµ2z u(z)
∣∣∣∣∣ ∣∣∣Dα2ξ′ Dβx′ (χ(ξ, ξ′, x′ − x, z − x′)p(x, ξ, x′, ξ′))∣∣∣
≤ Cu,l′Cα,β 〈ξ〉m 〈ξ; ξ′〉δ|β| 〈ξ′〉m
′ ≤ Cu,l′Cα,β 〈ξ〉m+δ|β| 〈ξ′〉m
′+δ|β|
.
Also gibt es eine Konstante Cl,l′,n0,u > 0 unabhängig von 0 <  < 1, sodass∣∣∣Dαξ′Dβx′a,u(x, ξ, x′, ξ′)∣∣∣ ≤ Cl,l′,n0,u 〈ξ〉m+δ|β| 〈ξ′〉m′+δ|β|−2l′ . (3.6)
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Da m′ + δ |β| − 2l′ ≤ m′ + 2lδ − 2l′ < −n, folgt ξ′ 7→ 〈ξ′〉m′+δ|β|−2l′ ∈ L1(Rn). Insgesamt
folgt also
lim
→0
b,u(x, ξ, x
′) =
∫
e−ix
′·ξ′ lim
→0
a,u(x, ξ, x
′, ξ′)dξ′.
Betrachte nun Dβ
′
x′ b,u(x, ξ, x
′):
Dβ
′
x′ b,u(x, ξ, x
′) =
∑
β′1+β
′
2=β
′
(
β′
β′1
)∫
D
β′1
x′ e
ix′·ξ′Dβ
′
2
x′ a,u(x, ξ, x
′, ξ′)dξ′
=
∑
β′1+β
′
2=β
′
(
β′
β′1
)∫
eix
′·ξ′(ξ′)β
′
1D
β′2
x′ a,u(x, ξ, x
′, ξ′)dξ′
= 〈x′〉−n0
∑
β′1+β
′
2=β
′
(
β′
β′1
)∫
eix
′·ξ′ 〈Dξ′〉n0
(
(ξ′)β
′
1D
β′2
x′ a,u(x, ξ, x
′, ξ′)
)
dξ′,
wobei 〈x′〉−n0 〈Dξ′〉n0 eix′·ξ′ = eix′·ξ′ und wir n0-mal partiell integriert haben. Für ein Mul-
tiindex µ ∈ Nn0 mit |µ| ≤ n0 betrachten wir∣∣∣Dµξ′ ((ξ′)β′1Dβ′2x′ a,u(x, ξ, x′, ξ′))∣∣∣ =
∣∣∣∣∣ ∑
µ1+µ2=µ
(
µ
µ1
)
Dµ1ξ′ (ξ
′)β
′
1Dµ2ξ′ D
β′2
x a,u(x, ξ, x
′, ξ′)
∣∣∣∣∣ .
Wir haben ∣∣∣Dµ1ξ′ (ξ′)β′1∣∣∣ ≤
{∣∣µ1!(−i)µ1(ξ′)β′1−µ1∣∣ falls µ1 ≤ β′1,
1 sonst.
also
∣∣Dµ1ξ′ (ξ′)β′1∣∣ ≤ Cβ′1,µ1 〈ξ′〉|β′1|. Andererseits liefert Gleichung (3.6)∣∣∣Dµ2ξ′ Dβ′2x′ a,u(x, ξ, x′, ξ′)∣∣∣ ≤ Cl′,µ2,β′2,u 〈ξ〉m+δ|β′2| 〈ξ′〉m′+δ|β′2|−2l′ .
Insgesamt erhalten wir∣∣∣Dµξ′ ((ξ′)β′1Dβ′2x′ a,u(x, ξ, x′, ξ′))∣∣∣ ≤ Cµ,β′1,β′2,u 〈ξ〉m+δ|β′2| 〈ξ′〉m′+δ|β′2|−2l′ 〈ξ′〉|β′1| .
Also hält die Ungleichung∣∣∣〈Dξ′〉n0 ((ξ′)β′1Dβ′2x′ a,u(x, ξ, x′, ξ′))∣∣∣ ≤ C ′l,l′,n0,u 〈ξ〉m+δ|β′2| 〈ξ′〉m′+|β′|−2l′ .
Da m′ + |β′| − 2l′ ≤ m′ + 2l− 2l′ < −n, ist ξ′ 7→ 〈ξ′〉m′+δ|β′|−2l′ ∈ L1(Rn). Also gibt es eine
Konstante C ′′l,l′,n0,u > 0 unabhängig von 0 <  < 1, sodass∣∣∣Dβ′x′ b(x, ξ, x′)∣∣∣ ≤ C ′′l,l′,n0,u 〈ξ〉m+δ|β′| 〈x′〉−n0 .
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Da −n0 < −n, ist x′ 7→ 〈x′〉−n0 ∈ L1(Rn). Es folgt also
lim
→0
c,u(x, ξ) =
∫
e−ix
′·ξ lim
→0
b,u(x, ξ, x
′)dx′.
Schließlich betrachte
c,u(x, ξ) =
∫
e−ix
′·ξb,u(x, ξ, x′)dx′ = 〈ξ〉−2l
∫
e−ix
′·ξ 〈Dx′〉2l b,u(x, ξ, x′)dx′,
wobei 〈Dx′〉2l e−ix′·ξ = 〈ξ〉2l e−ix′·ξ und wir 2l-mal partiell integriert haben. Also gibt es eine
Konstante C ′′′l,l′,n0,u > 0 unabhängig von 0 <  < 1, sodass
|c,u(x, ξ)| ≤ C ′′′l,l′,n0,u 〈ξ〉m−2l(1−δ) .
Da m− 2l(1− δ) < −n, folgt, dass ξ 7→ 〈ξ〉m−2l(1−δ) ∈ L1(Rn) und damit
Pu(x) = lim
→0
∫
eix·ξc,u(x, ξ)dξ =
∫
eix·ξ lim
→0
c,u(x, ξ)dξ.
Der Limes kommutiert also tatsächlich mit allen vier Integralen.
3.4 Das vereinfachte Symbol
Wir stellen uns die Frage, unter welchen Bedingungen ein Doppelsymbol einen Operator
definiert, der mit dem Operator eines einfachen Symbols übereinstimmt. Dazu werden wir
uns eine stetige Abbildung von der Klasse der Doppelsymbole in die Klasse der einfachen
Symbole konstruieren, und zeigen, dass das Bild ähnliche Abschätzungseigenschaften auf-
weist wie die Urbildklasse. Wir nennen die Elemente des Bildes auch vereinfachte Symbole.
Eine Anwendung dafür findet sich in der Komposition eines Hölder-stetigen Symbols mit
einem glatten. Das resultierende Doppelsymbol lässt sich dann als vereinfachtes Symbol
durch eine asymptotische Entwicklung darstellen.
Lemma 3.30. Sei R ∈ R, R > 0 gegeben. Für alle η ∈ Rn mit |η| ≥ R gilt
|η| ≥ 1
2
n∏
j=1
(|ηj|+R)
1
n .
Beweis. Für |η| =
√∑n
j=1 |ηj|2 gilt |η| ≥ |ηj| und damit
|η| = 1
2
|η|+ 1
2
|η| ≥ 1
2
(|η|+R) ≥ 1
2
(|ηj|+R)
für ein beliebiges j = 1, . . . , n. Insgesamt ist
|η| ≥ 1
2
(|η|+R) =
((
1
2
(|η|+R)
) 1
n
)n
≥
n∏
j=1
(
1
2
(|ηj|+R)
) 1
n
=
1
2
n∏
j=1
(|ηj|+R)
1
n .
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Lemma 3.31. Für γ ∈ Nn0 , l0 ∈ N0 gibt es eine Konstante Cγ,l0 > 0, sodass für alle
y, ξ ∈ Rn die Ungleichung
∂γy (1 + 〈ξ〉2δ |y|2)−l0 ≤ Cγ,l0 〈ξ〉δ|γ| (1 + 〈ξ〉2δ |y|2)−l0
hält.
Beweis. Wir beweisen mit Hilfe einer Induktion über N := |γ| ∈ N (die Aussage ist für
N = 0 trivialerweise erfüllt). Für den Induktionsschritt wollen wir die Aussage vorerst
elementar für N = 1 und ein beliebiges j = 1, . . . , n beweisen:∣∣∣∂yj(1 + 〈ξ〉2δ |y|2)−l0∣∣∣ = ∣∣∣−l0(1 + 〈ξ〉2δ |y|2)−l0−1 〈ξ〉2δ 2yi∣∣∣ ≤ Cl0 〈ξ〉δ (1 + 〈ξ〉2δ |y|2)−l0 ,
wobei
∣∣∣2l0 〈ξ〉δ yi∣∣∣ ≤ Cl0(1 + 〈ξ〉2δ |y|2).
Wir betrachten den Induktionsschritt N 7→ N + 1: Sei γ ∈ Nn0 mit |γ| = N gegeben. Für
ein beliebiges j = 1, . . . , n gilt:∣∣∣∂γy∂yj(1 + 〈ξ〉2δ |y|2)−2l0∣∣∣ = 2l0 〈ξ〉δ ∣∣∣∂γy ((1 + 〈ξ〉2δ |y|2)−l0−1yj)∣∣∣
= 2l0 〈ξ〉δ
∣∣∣∣∣∑
α≤γ
(
α
γ
)
∂αy (1 + 〈ξ〉2δ |y|2)−l0−1∂γ−αy yj
∣∣∣∣∣ .
Nach Induktionsvoraussetzung ist für alle α ≤ γ
∂αy (1 + 〈ξ〉2δ |y|2)−l0−1 ≤ Cα,l0+1 〈ξ〉δ|α| (1 + 〈ξ〉2δ |y|2)−l0−1
und
∂γ−αy yj =

yj γ = α,
1 γ = ej + α,
0 sonst,
wobei wir jeden Vektor ej aus der kanonischen Basis {ej}j=1,...,n des Rn als Multiindex
auffassen. Wir können insgesamt folgern:∣∣∣∂γy∂yj(1 + 〈ξ〉2δ |y|2)−2l0∣∣∣ ≤ 2l0 (〈ξ〉δ ∣∣∣Cγ,l0+1 〈ξ〉δ|γ| (1 + 〈ξ〉2δ |y|2)−l0−1yj∣∣∣
+
∣∣∣C|γ|−1,l0+1 〈ξ〉δ(|γ|−1) (1 + 〈ξ〉2δ |y|2)−l0−1∣∣∣)
≤ Cγ+j,l0 〈ξ〉δ|γ+ej | (1 + 〈ξ〉2δ |y|2)−l0−1 |yj|
≤ Cγ+j,l0 〈ξ〉δ(|γ|+1) (1 + 〈ξ〉2δ |y|2)−l0 .
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Lemma 3.32. Sei p(x, ξ, x′, ξ′) ∈ CτSm,m′ρ,δ (Rn,Rn×Rn×Rn) mit m,m′ ∈ R, 0 ≤ δ ≤ ρ ≤
1, δ < 1. Wir setzen für feste α, α′, β, β′ ∈ Nn0 mit |β| ≤ τ
q(x, ξ, x′, ξ′) := DαξD
α′
ξ′D
β
xD
β′
x′p(x, ξ, x
′, ξ′).
Sei θ ∈ [−1, 1]. Setze
qθ(x, ξ) := Os −
∫∫
e−iy·ηq(x, ξ + θη, x+ y, ξ)dydη.
(a) Dann ist {qθ(x, ξ)}|θ|≤1 in Cτ−|β|Sκρ,δ(Rn,Rn) beschränkt für
κ := m+m′ + δ |β + β′| − ρ |α + α′| .
(b) Für jedes l ∈ N gibt es eine Konstante C > 0 und ein l′ ∈ N, sodass für alle θ ∈ [−1, 1]
die Ungleichung
|qθ|(κ)l,τ ≤ C |p|(m,m
′)
l′,τ (3.7)
erfüllt ist.
Beweis. 1. Schritt
Zunächst wähle x, ξ′ ∈ Rn fest. Nun gibt es eine Konstante Cα,α′,β,β′,x,ξ′ > 0, sodass
|q(x, ξ, x′, ξ′)| ≤ Cα,α′,β,β′,x,ξ′ 〈ξ〉m+δ|β+β
′| ,
und ∣∣DγyDµξ q(x, ξ + θη, x+ y, ξ′)∣∣ ≤ Cγ,µCα,α′,β,β′,x,ξ′ 〈ξ〉m+δ|β+β′|+δ|γ| .
Also ist
{(y, η) 7→ q(x, ξ + θη, x+ y, ξ) : x, ξ ∈ Rn, θ ∈ [0, 1]} ⊂ A m++δ|β+β′|δ,0 (Rn × Rn) ,
und damit qθ(x, ξ) ein wohldefinierter Ausdruck. Nach Theorem 2.38 gilt für beliebige
γ, µ ∈ Nn0 mit |γ|+ |β| ≤ τ
DγxD
µ
ξ qθ(x, ξ) = Os −
∫∫
e−iy·ηDγxD
µ
ξ q(x, ξ + θη, x+ y, ξ)dydη.
Schreiben wir
DγxD
µ
ξ q(x, ξ, x
′, ξ′) = DγxD
µ
ξD
α
ξD
α′
ξ′D
β
xD
β′
x′p(x, ξ, x
′, ξ′)
=
∑
α1+α′1=α+α
′+µ
β1+β′1=β+β
′+γ
Cα1,α′1,β,β′1D
α1
x D
α′1
x′ D
β1
ξ D
β′1
ξ′ p(x, ξ, x
′, ξ′),
so sehen wir, dass die Behauptung (a) und (b) folgen, falls es ein C1 > 0 gibt, sodass
|qθ(x, ξ)| ≤ C1 |p|(m,m
′)
l,τ 〈ξ〉κ .
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2. Schritt
Sei l0 > n2 , l0 ∈ N fest gewählt. Mit −(4η)l0e−iy·η = |y|2l0 e−iy·η ist
e−iy·η =
(
1 + 〈ξ〉2δ |y|2
)−l0 (
1 + 〈ξ〉2δ (−4η)
)l0
e−iy·η.
Wir können somit qθ darstellen durch
qθ(x, ξ) = Os −
∫∫
e−iyηrθ(x, ξ, η, y)dydη,
wobei rθ(x, ξ, η, y) = (1 + 〈ξ〉2δ |y|2)−l0(1 + 〈ξ〉2δ (−4η))l0q(x, ξ + θη, x + y, ξ). Wir teilen
Rn in die drei Integrationsbereiche
Ω1 :=
{
η ∈ Rn : |η| < 〈ξ〉
δ
2
}
,Ω2 :=
{
η ∈ Rn : 〈ξ〉
δ
2
≤ |η| < 〈ξ〉
2
}
und Ω3 :=
{
η ∈ Rn : |η| ≥ 〈ξ〉
2
}
bezüglich eines fest gewählten ξ ∈ Rn auf.
Da 2l0 > n, ist y 7→ e−iy·ηrθ(x, ξ, η, y) ∈ L1(Rn). Wir nehmen vorerst an, dass η 7→
e−iy·ηrθ(x, ξ, η, y) ∈ L1(Rn), sodass wir nach Folgerung 2.35 das oszillatorische Integral
aufspalten können in
qθ(x, ξ) =
∫
Ω1
ϕ(x, ξ, η)dη +
∫
Ω2
ϕ(x, ξ, η)dη +
∫
Ω3
ϕ(x, ξ, η)dη,
wobei ϕ(x, ξ, η) :=
∫
e−iy·ηrθ(x, ξ, η, y)dy.
3. Schritt
Betrachten wir zunächst η ∈ Ω1 ∪ Ω2, also |η| < 〈ξ〉2 . Mit dem Mittelwertsatz im Mehrdi-
mensionalen gilt
〈ξ + θη〉 − 〈ξ〉 = θη ·
∫ 1
0
∇ξ 〈ξ + tθη〉 dt = θ
∫ 1
0
n∑
j=1
ηj∂ξj 〈ξ + tθη〉 dt.
Da ∂ξj 〈ξ + tθη〉 = ∂ξj
√
1 + (ξ + tθη)2 =
ξj+tθηj
〈ξ+tθη〉 ist
|〈ξ + θη〉 − 〈ξ〉| ≤ θ
∣∣∣∣∣
∫ 1
0
n∑
j=1
ηj
ξj + tθηj
〈ξ + tθη〉dt
∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
j=1
ηj
∣∣∣∣∣ ≤ 〈ξ〉2 .
Wir erhalten damit die Abschätzungen
1
2
〈ξ〉 ≤ 〈ξ + θη〉 ≤ 3
2
〈ξ〉 und 〈ξ + θη; ξ〉 ≤ 〈ξ + θη〉 〈ξ〉 ≤ 5
2
〈ξ〉
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für alle η ∈ Ω1 ∪ Ω2 und |θ| ≤ 1. Wegen δ ≤ ρ ist∣∣∣〈ξ〉2δl0 (−4η)l0q(x, ξ + θη, x+ y, ξ)∣∣∣
≤ Cαα′ββ′ 〈ξ + θη〉m++δ|β|−ρ|α| 〈ξ + θη; ξ〉δ|β
′| 〈ξ〉m′+−ρ|α′|+2δl0 〈θη〉−2ρl0
≤ C ′αα′ββ′ 〈ξ〉κ+2l0(δ−ρ) ≤ C ′αα′ββ′ 〈ξ〉κ
für η ∈ Ω1 ∪ Ω2. Zusammenfassend ergibt sich
|rθ(x, ξ, η, y)| ≤ c2(1 + 〈ξ〉2δ |y|2)−l0 〈ξ〉κ für jedes η ∈ Ω1 ∪ Ω2.
Unter Koordinatentransformation y 7→ 〈ξ〉δ y =: w ist mit “dw = 〈ξ〉δn dy” und wegen
−2l0 < −n ∣∣∣∣∫
Ω1
ϕ(x, ξ, η)dη
∣∣∣∣ ≤ c2 〈ξ〉κ−δη ∫
Ω1
∫ ∣∣∣e−i〈ξ〉−δw·η∣∣∣ (1 + |w|2)−l0dwdη
≤ c′2 〈ξ〉κ−δη
1
(2pi)n
vol Ω1 ≤ c′′2 〈ξ〉κ ,
wobei
vol Ω1 ≤
n∏
j=1
∫
|λ|≤ 〈ξ〉δ
2
dλ = 〈ξ〉δη .
Für
∫
Ω2
ϕ(x, ξ, η)dη betrachten wir
Dγyrθ(x, ξ, η, y)
=
∑
γ1+γ2=γ
(
γ
γ1
)
Dγ1y
(
1 + 〈ξ〉2δ |y|2
)−l0 (
1 + 〈ξ〉2δ (−4η)
)l0
Dγ2y q(x, ξ + θη, x+ y, ξ).
Es ist einfach zu sehen, dass
∣∣∣〈ξ〉2δl0 (−4η)l0Dγ2y q(x, ξ + θη, x+ y, ξ)∣∣∣ ≤ Cκγ2 〈ξ〉κ+δ|γ2|. Mit
Lemma 3.31 folgt∣∣Dγyrθ(x, ξ, η, y)∣∣ ≤ C3 〈ξ〉κ+δ|γ| (1 + 〈ξ〉2δ |y|2)−l0 für alle η ∈ Ω2.
Insbesondere haben wir für |γ| = 2l0∣∣(−4y)l0rθ(x, ξ, η, y)∣∣ ≤ C3 〈ξ〉κ+2l0δ (1 + 〈ξ〉2δ |y|2)−l0 für alle η ∈ Ω2.
Mit der partieller Integration∫
e−iy·ηrθ(x, ξ, η, y)dy = |η|−2l0
∫
e−iy·η(−4y)l0rθ(x, ξ, η, y)dy
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und analogen Umformungen folgt∣∣∣∣∫
Ω2
ϕ(x, ξ, η)dη
∣∣∣∣ ≤ C3 〈ξ〉κ+2l0δ ∫
Ω2
|η|−2l0
∫ ∣∣e−iy·η∣∣ (1 + 〈ξ〉2δ |y|2)−l0dydη
≤ C4 〈ξ〉κ+(2l0−n)δ
∫
Ω2
|η|−2l0
∫
(1 + |w|2)−2l0dwdη
≤ C ′4 〈ξ〉κ+(2l0−n)δ
∫
Ω2
|η|−2l0 dη
≤ C ′′4 〈ξ〉κ ,
wobei nach Lemma 3.30 gilt, dass
∫
Ω2
|η|−2l0 dη ≤
∫
{
|η|≥ 〈ξ〉δ
2
} |η|−2l0 dη ≤ 22l0
n∏
j=1
∫
R
(
|ηj|+ 〈ξ〉
δ
2
)− 2l0
n
dηj ≤ C5 〈ξ〉(−2l0+n)δ .
Dazu haben wir folgende Umformung für 2l0
n
> 1 verwendet:
∫
R
(
|λ|+ 〈ξ〉
δ
2
)− 2l0
n
dλ =
∫
R
(
1
|λ|+ 〈ξ〉δ
2
) 2l0
n
dλ = 2
(
〈ξ〉δ
2
)−2l0
n
+1
2l0
n
− 1
≤ 2
2l0
n
−1
2l0
n
− 1 〈ξ〉
δ
n
(−2l0+n) .
Schließlich betrachten wir das Integral
∫
Ω3
ϕ(x, ξ, η)dη: Für η ∈ Ω3 ist |η| ≥ 〈ξ〉2 ≥ 12 .
Lemma 2.19 liefert ein C > 0, sodass 〈ξ + θη〉 ≤ 〈ξ〉+ C |η| ≤ 3C |η|.
Für m+ := max {m, 0} , γ ∈ Nn0 liefert Lemma 3.31 die Abschätzung∣∣∂γy rθ(x, ξ, η, y)∣∣
≤ Cα,α′,β,β′ 〈ξ + θη〉m++δ|β|−ρ|α| 〈ξ + θη; ξ〉δ|β
′| 〈ξ〉m′−ρ|α′|Cγ,l0 〈ξ〉δ|γ|+2l0δ (1 + 〈ξ〉2δ |y|2)−l0
≤ C6 |η|m++δ|β+β
′|+δ|γ|+2l0δ (1 + 〈ξ〉2δ |y|2)−l0 〈ξ〉m′−ρ|α′|
≤ C6 |η|κ
′+δ|γ|+2l0δ (1 + 〈ξ〉2δ |y|2)−l0 〈ξ〉m′ ,
wobei κ′ := m+ + |β + β′| δ. Insbesondere erhalten wir für |γ| = 2l mit l ∈ N∣∣(−4y)lrθ(x, ξ, η, y)∣∣ ≤ C6 |η|κ′+2lδ+2l0δ (1 + 〈ξ〉2δ |y|2)−l0 〈ξ〉m′ .
Wähle nun l so groß, dass
κ′ + 2l0δ − 2l(1− δ) < −n und m′ + κ′ + 2l0δ − 2l(1− δ) + (1− δ)n ≤ κ.
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Dann erhalten wir durch analoge Abschätzungen, dass∣∣∣∣∫
Ω3
ϕ(x, ξ, η)dη
∣∣∣∣ = ∣∣∣∣∫
Ω3
|η|−2l
(∫
e−iy·η(−4y)lrθ(x, ξ, η, y)dy
)
dη
∣∣∣∣
≤ C7 〈ξ〉m
′
∫
Ω3
|η|κ′+2l0δ+2lδ−2l
∫
(1 + 〈ξ〉2δ |y|2)−l0dwdη
≤ C7 〈ξ〉m
′−ηδ
∫
Ω3
|η|κ′+2l0δ−2l(1−δ)
∫
(1 + |w|2)−l0dwdη
≤ C ′7 〈ξ〉m
′−ηδ
∫
Ω3
|η|κ′+2l0δ−2l(1−δ) dη
≤ C ′′7 〈ξ〉κ ,
wobei
∫
Ω3
|η|κ′+2l0δ+2l(δ−1) dη ≤ C ′ 〈ξ〉κ′+2l0δ−2l(1−δ)+n. Insgesamt ist |qθ(x, ξ)| ≤ Cges 〈ξ〉κ.
Wir finden also ein Cγµ > 0, sodass∣∣∂γξ ∂µxqθ(x, ξ)∣∣ ≤ Cγµ 〈ξ〉κ−ρ|γ|+δ|µ| gleichmäßig in x ∈ Rn.
Insbesondere folgt mit dem Übergang zum Supremum über alle x ∈ Rn mit |µ| ≤ τ∥∥∂γξ qθ(·, ξ)∥∥Cbτc(Rn) ≤ Cγbτc 〈ξ〉κ−ρ|γ|+δbτc .
Wir folgern den Fall τ ∈ R+ \ N induktiv aus dem Spezialfall τ ∈ (0, 1): Definiere dazu
4χ,xqθ(x, ξ) := qθ(x+χ, ξ)− qθ(x, ξ) für χ ∈ Rn. Nun ist x 7→ q(x, ξ+ θη, x+ y, ξ) Hölder-
stetig zum Grad τ (da β = 0) mit Hölder-Stetigkeitskonstante CH > 0, sodass wir analog
zu obigen Beweis erhalten:∣∣∂γξ4χ,xqθ(x, ξ)∣∣ = ∣∣4χ,x∂γξ qθ(x, ξ)∣∣ ≤ CγCH 〈ξ〉κ−ρ|γ|+δτ |χ|τ .
Mit dem Übergang zum Supremum über alle χ ∈ Rn mit ξ 6= −x folgt die Beschränktheit
in der Cτ (Rn)-Norm.
Theorem 3.33. Sei p(x, ξ, x′, ξ′) ∈ CτSm,m′ρ,δ (Rn,Rn × Rn × Rn) mit m,m′ ∈ R, 0 ≤ δ ≤
ρ ≤ 1, δ < 1. Dann besitzt das Symbol
pL(x, ξ) := Os −
∫∫
eiy·ηp(x, ξ + η, x+ y, η)dydη (3.8)
die folgenden Eigenschaften:
(a) Das Symbol pL(x, ξ) gehört der Klasse CτSm+m
′
ρ,δ (Rn,Rn) an.
(b) Die Operatoren P und pL(X,Dx) sind identisch.
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(c) Die Abbildung CτSm,m
′
ρ,δ (Rn,Rn × Rn × Rn) → CτSm+m
′
ρ,δ (Rn,Rn), p 7→ pL ist stetig,
da es zu jedem l ∈ N ein l′ ∈ N und eine Konstante cl,l′ > 0 gibt, mit |pL|(m+m
′)
l,τ ≤
cl,l′ |p|(m,m
′)
l′,τ . Die Abbildung induziert uns die eine weitere Abbildung
OPCτSm,m
′
ρ,δ (R
n,Rn × Rn × Rn)→ OPCτSm+m′ρ,δ (Rn,Rn).
Insbesondere ist OPCτSm,0ρ,δ (Rn,Rn × Rn × Rn) = OPCτSmρ,δ(Rn,Rn).
pL(x, ξ) nennen wir das vereinfachte Symbol.
Beweis. Setze θ = 1, α = β = α′ = β′ = 0 in Lemma 3.32 und erhalte dort pL = q1 ∈
CτSm+m
′
ρ,δ (Rn,Rn) und damit folgen (a) und (c) bereits aus (3.7). Sei χ(η, y) ∈ S (Rn × Rn)
mit χ(0, 0) = 1. Setze für 0 <  < 1
pL,(x, ξ) :=
∫∫
e−iy·ηχ(η, y)p(x, ξ + η, x+ y, ξ)dydη.
Dann ist pL(x, ξ) = lim→0 pL,(x, ξ). Wir wenden nun Theorem 2.34 an und werden dabei
die dort definierte Konstante l0 ∈ N übernehmen, sodass wir für x, ξ ∈ Rn fest gewählt
erhalten: ∣∣∣∣Os − ∫∫ e−iη·yp(x, ξ + η, x+ y, ξ)dηdy∣∣∣∣
≤ |(η, y) 7→ p(x, ξ + η, x+ y, ξ)|Amδ,0,l0
= max
|α+β|≤l0
sup
ξ,η∈Rn
∣∣∂αη ∂βy p(x, ξ + η, x+ y, ξ)∣∣ 〈η〉−m−δ|β| .
Unter Verwendung der Ungleichung von Peetre 2.20 ist∣∣∂αη ∂βy p(x, ξ + η, x+ y, ξ)∣∣ ≤ Cαβ 〈ξ + η〉m−ρ|α| 〈ξ + η; ξ〉δ|β| 〈ξ〉m′
≤ Cαβ2|m|+δ|β| 〈ξ〉m++m
′+δ|β| 〈η〉m+δ|β| ,
wobeim+ := max {0,m}. Wir finden also eine von  unabhängige Konstante C1 > 0, sodass
|pL,(x, ξ)| ≤ C1 〈ξ〉m++m
′+l0δ. Für χ˜ ∈ S (Rn) mit χ˜(0) = 1 setze
p(x, ξ, x
′, ξ′) := χ((ξ − ξ′), (x− x′))χ˜(ξ′)p(x, ξ, x′, ξ′).
Wir wollen nun zeigen, dass der Operator des Doppelsymbol p(x, ξ, x′, ξ′) mit dem Ope-
rator pL(X,Dx) des vereinfachten Symbols von p übereinstimmt. Dazu betrachten wir
für ein u ∈ S (Rn) den Ausdruck pL(X,Dx)u(x) unter den Koordinatentransformation
y 7→ x + y =: x′ und η 7→ ξ′ + η =: ξ, indem wir das oszillatorische Integral wie in
Definition 2.33 auffassen:
pL(X,Dx)u(x) = lim
→0
∫
eix·ξ
′
(∫∫
e−iy·ηp(x, ξ′ + η, x+ y, ξ′)dydη
)
uˆ(ξ′)dξ′
= lim
→0
∫
eix·ξ
′
(∫∫
e−i(x
′−x)·(ξ−ξ′)p(x, ξ, x′, ξ′)dx′dξ′
)
uˆ(ξ′)dξ′
= lim
→0
∫
eix·ξ
(∫
e−ix
′·ξ
(∫
e−ix
′·ξ′p(x, ξ, x′, ξ′)uˆ(ξ′)dξ′
)
dx′
)
dξ.
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Nun dürfen analog zu Lemma 3.29 Integral und Limes vertauscht werden, da {p}0<<1 ⊂
CτSm,m
′
ρ,δ (Rn,Rn×Rn×Rn) beschränkt ist, sodass wir die Identifizierung pL(X,Dx)u(x) =
p(X,Dx, X
′, Dx′)u(x) erhalten.
Theorem 3.34. Sei p(X,Dx, X ′, Dx′) ∈ OPCτSm,m′ρ,δ (Rn,Rn×Rn×Rn) mit m,m′ ∈ R, 0 ≤
δ ≤ ρ ≤ 1, δ < 1. Für ein Multiindex α ∈ Nn0 setze pα(x, ξ) := DαξDαx′p(x, ξ, x′, ξ′) |x′=x,ξ′=ξ.
Das vereinfachte Symbol pL ∈ CτSm+m′ρ,δ (Rn,Rn) von p lässt sich für eine beliebige Ganzzahl
N ∈ N durch die Taylorreihe
pL(x, ξ) =
∑
|α|<N
1
α!
pα(x, ξ) +N
∑
|γ|=N
∫ 1
0
(1− θ)N−1
γ!
rγ,θ(x, ξ)dθ
darstellen, wobei rγ,θ ∈ CτSm+m
′−(ρ−δ)|γ|
ρ,δ (Rn,Rn) gegeben ist durch
rγ,θ(x, ξ) := Os −
∫∫
e−iy·ηpγ(x, ξ + θη, x+ y, ξ)dydη.
Beweis. Wenn wir eine Taylorreihenentwicklung von p bezüglich ξ wie in Theorem 2.4
machen, bekommen wir
p(x, ξ + η, x+ y, ξ) =
∑
|α|<N
ηα
α!
Dαξ p(x, ξ, x+ y, ϑ) |ϑ=ξ
+N
∑
|γ|=N
ηγ
γ!
∫ 1
0
(1− θ)N−1Dγξ p(x, ξ + θη, x+ y, ϑ) |ϑ=ξ dθ.
Setzen wir dies in die Definition des vereinfachten Symbols (3.8) ein, so erhalten wir
pL(x, ξ) =
∑
|α|<N
1
α!
(
Os −
∫∫
e−iy·ηηαDαξ p(x, ξ, x+ y, ϑ) |ϑ=ξ dydη
)
+N
∑
|γ|=N
(1− θ)N−1
γ!
∫ 1
0
(
Os −
∫∫
e−iy·ηηγDγξ p(x, ξ + θη, x+ y, ϑ) |ϑ=ξ dydη
)
dθ.
Wir integrieren partiell unter Ausnutzung von Dαy e−iy·η = (−η)αe−iy·η und Theorem 2.40:
pL(x, ξ) =
∑
|α|<N
1
α!
(
Os −
∫∫
e−iy·ηp(α,0)(0,α)(x, ξ, x+ y, ξ)dydη
)
+N
∑
|γ|=N
(1− θ)N−1
γ!
∫ 1
0
(
Os −
∫∫
e−iy·ηp(γ,0)(0,γ)(x, ξ + θη, x+ y, ξ)dydη
)
dθ,
wobei p(α,0)(0,α)(x, ξ, x
′, ξ′) = Dαx′D
α
ξ p(x, ξ, x
′, ξ′). Wir erkennen nun anhand der Inversionsfor-
mel (2.12), dass es sich beim ersten Term um∑
|α|<N
1
α!
(
Os −
∫∫
e−iy·ηp(α,0)(0,α)(x, ξ, x+ y, ξ)dydη
)
=
∑
|α|<N
1
α!
pα(x, ξ)
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handelt.
Nun ist pα(x, ξ) ∈ CτSm+m
′−(ρ−δ)|α|
ρ,δ (Rn,Rn), und nach Lemma 3.32 ist {rγ,θ(x, ξ)}|θ|≤1
eine beschränkte Teilmenge von CτSm+m
′−(ρ−δ)|γ|
ρ,δ (Rn,Rn). Also ist die Repräsentation des
vereinfachten Symbols unter der Taylorreihendarstellung wohldefiniert.
Lemma 3.35. Seien p1(x, ξ) ∈ CτSm1ρ,δ (Rn,Rn), p2(x, ξ) ∈ Sm2ρ,δ (Rn × Rn) mit m1,m2 ∈
R, τ > 0, 0 ≤ δ < ρ ≤ 1 und δ < 1. Dann ist p1(X,Dx)p2(X,Dx) ∈ OPSm1+m2ρ,δ (Rn,Rn).
Das zusammengesetzte Symbol p1#p2(x, ξ) := Os −
∫∫
e−iy·ηp1(x, ξ + η)p2(x + y, ξ)dydη
gehört der Klasse CτSm1+m2ρ,δ (Rn,Rn) an, und induziert einen Operator p1#p2(X,Dx) =
p1(X,Dx)p2(X,Dx). Wir erhalten durch eine asymptotische Entwicklung die Aussage
p1#p2(x, ξ) ∼
∑
α∈Nn0
1
α!
Dαξ p1(x, ξ)D
α
xp2(x, ξ)
im Sinne, dass für jedes N ∈ N0 das Symbol
p1#p2(x, ξ)−
∑
|α|≤N
1
α!
Dαξ p1(x, ξ)D
α
xp2(x, ξ)
der Klasse CτSm1+m2−(ρ−δ)(N+1)ρ,δ (Rn,Rn) angehört.
Beweis. Das zusammengesetzte Symbol ist das vereinfachte Symbol pL(x, ξ) des Symbols
p(x, ξ, x′, ξ′) := p1(x, ξ)p2(x′, ξ′) ∈ CτSm1,m2ρ,δ (Rn,Rn × Rn × Rn). Dementsprechend über-
tragen sich die Resultate von Theorem 3.33 auf das zusammengesetzte Symbol, und mit
Theorem 3.34 erhalten wir die asymptotische Entwicklung.
3.5 Symbolglättung
Ziel der Symbolglättung ist es, ein Symbol p ∈ CτSm1,δ(Rn,Rn) mit δ ∈ [0, 1),m ∈ R in
p(x, ξ) = p](x, ξ) + p[(x, ξ) mit p] ∈ Sm1,γ(Rn × Rn) und p[ ∈ CτSm−(γ−δ)τ1,γ (Rn,Rn) für
γ ∈ (δ, 1) aufzuspalten. Die Vorgehensweise besteht darin, zunächst einen Glättungskern
φ ∈ C∞0 (Rn) mit φ(ξ) = 1 für jedes ξ ∈ Rn mit |ξ| ≤ 1 zu wählen (z.B. φ = ϕ0) und damit
eine Familie von Glättungsoperatoren {J}∈(0,1] durch
Jf(x) := φ(Dx)f(x) (3.9)
zu definieren. Lassen wir nun J auf p(x, ξ) bzgl. x wirken, so erhalten wir offensichtlich
ein glattes Symbol. Setzen wir
p](x, ξ) :=
∞∑
j=0
Jjp(x, ξ)ϕj(ξ)
mit j := 2−jγ für jedes j ∈ N0 , so werden wir sehen, dass p] der Klasse Sm1,γ(Rn × Rn)
angehört. Es gilt also zu zeigen, dass p] und p[(x, ξ) := p(x, ξ)−p](x, ξ) in den postulierten
Symbolklassen liegen. Wir werden dazu versuchen, analog wie [Taylor(2008), §1.3] bzw.
[Taylor(1996)] den Beweis in mehrere Schritte aufzugliedern.
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Bemerkung 3.36. Sei  ∈ {2−γj}j∈N0 . Da φ einen kompakten Träger hat, gibt es ein
r > 0, sodass suppφ ⊂ Br(0). Für γ ∈ (0, 1) gibt es ein j ∈ N0, sodass
 ∈ Ej :=
{
{1} j = 0,
{ ∈ (0, 1] : 2−jr ≤  ≤ 2−j+1r} j ∈ N. (3.10)
Dadurch erhält man einen Zusammenhang zwischen φ(ξ) und ϕj(ξ) gegeben durch
suppφ(ξ) ⊂ B2j(0) ⊂
j⋃
l=0
{x ∈ Rn : ϕj(x) = 1} . (3.11)
Lemma 3.37. Sei f ∈ Cτ∗ (Rn), τ > 0,  ∈ (0, 1]. Dann gilt für jeden Multiindex β ∈ Nn0∥∥DβxJf∥∥Cτ∗ (Rn) ≤ cβ−|β| ‖f‖Cτ∗ (Rn) . (3.12)
Beweis. Da φ ∈ S−∞1,0 (Rn), ist die Behauptung für β = 0 trivialerweise erfüllt. Für β 6= 0
ist ξβ ∈ S|β|1,0(Rn), und deswegen die Komposition Dβxφ(Dx) ∈ OPS01,0(Rn). Folglich hat
nach Lemma 3.19 der Operator die Abbildungseigenschaft Dβxφ(Dx) : Cτ∗ (Rn)→ Cτ∗ (Rn).∥∥DβxJf(x)∥∥Cτ∗ (Rn) = ∥∥Dβxφ(Dx)f(x)∥∥Cτ∗ (Rn) = supj∈N0 2jτ ∥∥ϕj(Dx) (Dβxφ(Dx)f(x))∥∥∞ .
Betrachte für ein festes j ∈ Nn0 die Funktion f˜(x) := (ϕj−1(Dx) + ϕj(Dx) + ϕj+1(Dx)) f(x).
Folgerung 2.48 liefert
2jτ
∥∥∥ϕj(Dx)(Dβxφ(Dx)f˜(x))∥∥∥∞ = 2jτ ∥∥∥ϕˇj ∗ (Dβxφ(Dx)f˜) (x)∥∥∥∞
≤ 2jτ ‖ϕˇj‖L1(Rn)
∥∥∥Dβxφ(Dx)f˜∥∥∥∞ .
Für φ(x) := φ(x) haben wir nach Definition der Faltung∥∥∥Dβxφ(Dx)f˜(x)∥∥∥∞ = ∥∥∥Dβx(φˇ ∗ f˜)(x)∥∥∥∞ ≤ ∥∥Dβx φˇ(x)∥∥L1(Rn) ∥∥∥f˜∥∥∥∞ ,
und mit den Eigenschaften der Fourier-Transformation gegeben in Bemerkung 2.25 folgt∥∥Dβx φˇ(x)∥∥L1(Rn) = ∥∥F−1 [ξ 7→ ξβφ(ξ)] (x)∥∥L1(Rn) = −|β| ∥∥∥nF−1 [ξ 7→ ξβφ(ξ)] (x )∥∥∥L1(Rn)
= −|β|
∥∥F−1 [ξ 7→ ξβφ(ξ)] (x)∥∥
L1(Rn) ≤ cφ−|β|,
wobei die Transformation ξ 7→ ξ bzgl. des inneren und x 7→ −1x bzgl. des äußeren Integrals
verwendet wurde. Wegen
∥∥∥f˜∥∥∥
∞
≤ (2−(j−1)τ + 2−jτ + 2−(j+1)τ) ‖f‖Cτ∗ (Rn) ist insgesamt
2jτ
∥∥∥ϕj(Dx)(Dβxφ(Dx)f˜(x))∥∥∥∞ ≤ c′φ−|β| ‖f‖Cτ∗ (Rn)
für ein c′φ > 0 unabhängig von j ∈ N0. Mit dem Übergang zum Supremum über alle j ∈ N0
folgt die Behauptung.
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Lemma 3.38. Sei f ∈ Cτ (Rn), τ > 0,  ∈ (0, 1]. Dann gibt es für jeden Multiindex β ∈ Nn0
ein C > 0, sodass
∥∥DβxJf∥∥∞ ≤
{
c ‖f‖Cτ (Rn) |β| ≤ τ,
c−(|β|−τ) ‖f‖Cτ∗ (Rn) |β| > τ.
(3.13)
Beweis. Für |β| ≤ τ folgt sofort∥∥DβxJf∥∥C0(Rn) ≤ ‖Jf‖Cτ (Rn) ≤ c ‖f‖Cτ (Rn) .
Wir betrachten ab nun den Fall |β| > τ . Nach Bemerkung 3.36 gibt es ein j ∈ N0, sodass
 ∈ Ej und suppφ ⊂
⋃j
l=0 {x ∈ Rn : ϕl(x) = 1}∥∥Dβxφ(Dx)f∥∥∞ =
∥∥∥∥∥Dβxφ(Dx)
j∑
l=0
ϕl(Dx)f
∥∥∥∥∥
∞
≤
j∑
l=0
∥∥Dβxφ(Dx)ϕl(Dx)f∥∥∞
≤ ‖φ(Dx)‖L(X)
j∑
l=0
∥∥Dβxϕl(Dx)f∥∥∞ . (3.14)
Wir finden eine Konstante c > 0, sodass ‖φ(Dx)‖L(X) ≤ c. Weiter gilt für jeden Summan-
den ∥∥Dβxϕl(Dx)f(x)∥∥∞ = ∥∥Dβx (ϕˇl ∗ f) (x)∥∥∞ ≤ ∥∥Dβx ϕˇl(x)∥∥L1(Rn) ‖f‖∞ .
Wir erhalten∣∣Dβx ϕˇl(x)∣∣ = ∣∣∣∣∫
Dl
eix·ξξβϕj(ξ)dξ
∣∣∣∣ ≤ ∥∥ξβ∥∥∞,Dl ‖ϕl‖L1(Rn) ≤ 2l|β|Cϕ
für ξ ∈ suppϕl ⊂ Dl. Wir verwenden nun die Identität
ϕl(Dx) (ϕl−1(Dx) + ϕl(Dx) + ϕl+1(Dx)) f(x) = ϕl(Dx)f(x)
aus Folgerung 2.48:∥∥Dβxϕl(Dx)f∥∥∞ = cϕl2l|β| ‖(ϕl−1(Dx) + ϕl(Dx) + ϕl+1(Dx)) f‖∞
≤ cϕl2l|β|
(
2−(l−1)τ + 2−lτ + 2−(l+1)τ
) ‖f‖Cτ∗ (Rn)
nach Definition der Norm von Cτ∗ (Rn) in (2.25). Schließlich ist∥∥Dβxϕl(Dx)f∥∥∞ ≤ 2−lτ2l|β|cϕl ‖f‖Cτ∗ (Rn) .
Da die Summe in (3.14) endlich ist, gibt es ein c > 0 mit max0≤l≤j cϕl ≤ c. Insgesamt ist∥∥Dβxφ(Dx)f∥∥∞ ≤ cτ j∑
l=0
2l|β|2−lτ ‖f‖Cτ∗ (Rn)
und mit  ∈ Ej
∑j
l=0 2
l(|β|−τ) ≤ c′τ2j(|β|−τ) ≤ c′′|β|−τ wegen l(|β| − τ) > 0 mit |β| > τ .
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Folgerung 3.39. Sei f ∈ Cτ (Rn), τ > 0,  ∈ (0, 1]. Dann gilt für jedes t ∈ [0, τ ], dass es
eine Konstante c > 0 gibt mit
‖f − Jf‖Ct(Rn) ≤ c ‖f‖Ct(Rn) . (3.15)
Beweis. Nach Lemma 3.38 ist mit der Dreiecksungleichung
‖f − Jf‖Ct(Rn) ≤ ‖f‖Ct(Rn) + ‖Jf‖Ct(Rn) ≤ (1 + c) ‖f‖Ct(Rn) .
Theorem 3.40. Für p(x, ξ) ∈ CτSm1,δ(Rn,Rn), γ ∈ (δ, 1) ist∣∣DβxDαξ p](x, ξ)∣∣ ≤
{
cβcα 〈ξ〉m−|α|+δ|β| |β| ≤ τ,
cβcα 〈ξ〉m−|α|+δτ+γ(|β|−τ) |β| > τ
mit j := 2−jγ für jedes j ∈ N0. Insbesondere erhalten wir
p](x, ξ) =
∞∑
j=0
Jjp(x, ξ)ϕj(ξ) ∈ Sm1,γ(Rn × Rn).
Beweis. Seien α, β ∈ Nn0 gegeben. Wir setzen in die Definition von p] ein und erhalten mit
der Leibniz-Formel
DβxD
α
ξ p
](x, ξ) =
∑
j∈Σξ
DβxD
α
ξ
(
Jjp(x, ξ)ϕj(ξ)
)
=
∑
j∈Σξ
∑
µ≤α
(
α
µ
)
DβxJj
(
Dµξ p(x, ξ)
)
Dα−µξ ϕj(ξ).
Lemma 3.38 liefert die Abschätzungen
∣∣DβxJj (Dµξ p(x, ξ))∣∣ ≤
{
cβ
∥∥Dµξ p(·, ξ)∥∥C|β|(Rn) für |β| ≤ τ,
cβ
−(|β|−τ)
j
∥∥Dµξ p(·, ξ)∥∥Cτ∗ (Rn) für |β| > τ,
≤
{
cβcµ 〈ξ〉m−|µ|+|β|δ für |β| ≤ τ,
cβcµ 〈ξ〉m−|µ|+τδ −(|β|−τ)j für |β| > τ.
Für ν := max {0, |β| − τ} und ρµ := m− |µ|+ δmin {|β| , τ} erhalten wir∣∣DβxJj (Dµξ p(x, ξ))∣∣ ≤ cβµ 〈ξ〉ρµ −νj .
Für ein fest gewähltes ξ ∈ Rn liefert Folgerung 2.48 ein j ∈ N0, sodass ξ ∈ suppϕj. Wir
haben also∣∣DβxDαξ p](x, ξ)∣∣ ≤
∣∣∣∣∣∑
µ≤α
(
α
µ
)
cβµ 〈ξ〉ρµ
∞∑
k=0
Dα−µξ ϕk(ξ)
−ν
k
∣∣∣∣∣
=
∣∣∣∣∣∑
µ≤α
(
α
µ
)
cβµ 〈ξ〉ρµ Dα−µξ (ϕj−1(ξ)−νj−1 + ϕj(ξ)−νj + ϕj+1(ξ)−νj+1)
∣∣∣∣∣ .
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Nun ist ϕj−1(ξ) + ϕj(ξ) + ϕj+1(ξ) = 1, also ist
ϕj−1−νj−1 + ϕj
−ν
j + ϕj+1
−ν
j+1 ≡ const auf Br(ξ) für r > 0 klein genug.
Deswegen sind alle Summanden mit µ 6= α gleich Null. Stehen bleibt der Ausdruck∣∣DβxDαξ p](x, ξ)∣∣ ≤ cβα 〈ξ〉ρα ∣∣ϕj−1(ξ)−νj−1 + ϕj(ξ)−νj + ϕj+1(ξ)−νj+1∣∣ .
Wegen j = 2−j(γ−δ) und suppDα−µϕj ⊂ Dj gibt es ein C > 0, sodass
max
k∈{j−1,j,j+1}
k ≤ C 〈ξ〉−(γ−δ) .
Damit folgt: ∣∣DβxDαξ p](x, ξ)∣∣ ≤ Ccβα 〈ξ〉ν(γ−δ) 〈ξ〉ρα |ϕj−1(ξ) + ϕj(ξ) + ϕj+1(ξ)|
= Ccβα 〈ξ〉ν(γ−δ)+ρα unabhängig von j ∈ N0.
Insgesamt ergibt sich:
∣∣DβxDαξ p](x, ξ)∣∣ ≤
{
cβcα 〈ξ〉m−|α|+δ|β| |β| ≤ τ,
cβcα 〈ξ〉m−|α|+δτ+γ(|β|−τ) |β| > τ.
Wir sehen sofort, dass 〈ξ〉m−|α|+δ|β| ≤ 〈ξ〉m−|α|+γ|β|. Für |β| > τ haben wir
m− |α|+ δτ + γ(|β| − τ) = m− |α| − τ(γ − δ) + γ |β| ≤ m− |α|+ γ |β| .
Also finden wir eine Konstante Cαβ > 0, sodass wir für alle α, β ∈ Nn0 das Resultat∣∣DβxDαξ p](x, ξ)∣∣ ≤ Cαβ 〈ξ〉m−|α|+γ|β|
erhalten. Insbesondere ist das Symbol p] glatt, da Jjp(·, ξ) ∈ C∞ (Rn).
Lemma 3.41. Sei f ∈ Cτ (Rn), τ > 0. Dann ist
‖f − Jf‖C0(Rn) ≤ cτ τ ‖f‖Cτ∗ (Rn) . (3.16)
Beweis. Der Beweis verläuft analog zum Beweis von Lemma 3.38: Nach Bemerkung 3.36
gibt es ein j ∈ N0, sodass  ∈ Ej. Wir folgern, dass
‖(1− φ(Dx)) f‖∞ ≤ cφ
∞∑
l=j
‖ϕl(Dx)f‖∞ ≤ cφ
∞∑
l=j
2−lτ ‖f‖Cτ∗ (Rn) ,
wobei ‖ϕl(Dx)f‖∞ ≤ 2−lτ ‖f‖Cτ∗ (Rn) nach Definition der Norm von Cτ∗ (Rn) und
∞∑
l=j
2−lτ ≤ cτ2−jτ ≤ cτ,Ejτ ,
da −lτ < 0.
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Theorem 3.42. Für p(x, ξ) ∈ CτSm1,δ(Rn,Rn), γ ∈ (δ, 1) ist
p[(x, ξ) = p(x, ξ)− p](x, ξ) ∈ CτSm−(γ−δ)τ1,γ (Rn,Rn). (3.17)
Beweis. Zu zeigen ist für jeden Multiindex α ∈ Nn0 , dass
(a)
∣∣Dαξ p[(x, ξ)∣∣ ≤ cα 〈ξ〉m−|α|−τγ+δτ und
(b)
∥∥Dαξ p[(·, ξ)∥∥Ct(Rn) ≤ cα 〈ξ〉m−|α|−γ(τ−t)+δτ für alle t ∈ [0, τ ].
Wenn wir p[ umformen in p[(x, ξ) =
∑∞
j=0(1 − φ(jDx))p(x, ξ)ϕj(ξ), so sehen wir leicht,
dass sich die Behauptung mit obigen Lemmata folgern lässt:
(a) Zunächst wenden wir für ξ ∈ Nn0 die Leibniz-Regel an auf∣∣Dαξ (1− φ(jDx))p(x, ξ)ϕj(ξ)∣∣ =
∣∣∣∣∣(1− φ(jDx))∑
µ<α
(
α
µ
)
Dα−µξ p(x, ξ)D
µ
ξϕj(ξ)
∣∣∣∣∣ .
Für µ 6= 0 konvergiert nach (2.16) die Reihe
N∑
j=1
(1− φ(jDx))Dα−µξ p(x, ξ)Dµξϕj(ξ)→ 0 für N →∞,
wir müssen uns also nur den Term
∣∣(1− φ(jDx))Dαξ p(x, ξ)ϕj(ξ)∣∣ beachten. Mit Lemma
3.41 erhalten wir∣∣(1− φ(Dx))(Dαξ p(x, ξ))∣∣ ≤ ∥∥(1− φ(Dx))(Dαξ p(·, ξ))∥∥C0(Rn)
≤ cτ ∥∥Dαξ p(·, ξ)∥∥Cτ∗ (Rn) ≤ cατ 〈ξ〉m−|α|+δτ ,
und für ξ ∈ suppϕj ist τj = 2−jγτ ≤ cj 〈ξ〉−γτ , also erhalten wir∣∣(1− φ(jDx))Dαξ p(x, ξ)ϕj(ξ)∣∣ ≤ cα 〈ξ〉m−|α|−τ(γ−δ) ,
und damit insgesamt ∣∣Dαξ p[(x, ξ)∣∣ ≤ cα 〈ξ〉m−|α|−τ(γ−δ) .
(b) Den Fall t = 0 haben wir bereits gezeigt. Für t = τ liefert Folgerung 3.39 bereits∥∥(1− φ(Dx))(Dαξ p(·, ξ))∥∥Cτ (Rn) ≤ c∥∥Dαξ p(·, ξ)∥∥Cτ (Rn) ≤ cα 〈ξ〉m−|α|+δτ .
Für alle t < τ verwenden wir Theorem 2.58 und kommen zu∥∥Dαξ p[(x, ξ)∥∥Ct(Rn) ≤ ctτ ∥∥Dαξ p[(x, ξ)∥∥1− tτC0(Rn) ∥∥Dαξ p[(x, ξ)∥∥ tτCτ (Rn)
≤ ctτcα 〈ξ〉m−|α|+δτ
t
τ = ctτcα 〈ξ〉m−|α|+tδ .
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Im Anschluss wollen wir das hier kennengelernte Werkzeug der Glättung auch für die Klasse
Cτ∗S
m
ρ,δ(Rn,Rn) einführen, da der Beweis sehr ähnlich verläuft.
Definition 3.43. Eine Funktion p : Rn×Rn → C gehört der Symbolklasse Cτ∗Smρ,δ(Rn,Rn)
an, falls p(x, ·) ∈ C∞ (Rn) und p(·, ξ) ∈ Cτ∗ (Rn) ist, und es für alle α ∈ Nn0 eine Konstante
Cα > 0 gibt mit ∣∣Dαξ p(x, ξ)∣∣ ≤ Cα 〈ξ〉m−ρ|α| und∥∥Dαξ p(·, ξ)∥∥Cτ∗ (Rn) ≤ Cα 〈ξ〉m−ρ|α|+δτ .
Wiederum wollen wir nun für ein Symbol p ∈ Cτ∗Sm1,δ(Rn,Rn) mit δ ∈ [0, 1),m ∈ R in
p(x, ξ) = p](x, ξ)+p[(x, ξ) mit p] ∈ Sm1,γ(Rn×Rn) und p[ ∈ Cτ∗Sm−(γ−δ)τ1,γ (Rn,Rn) aufspalten.
Wir erhalten mit der Beweisstrategie von Theorem 3.40 für p] das gleiche Ergebnis wie
bei den Hölder-stetigen Symbolen. Wir müssen also nur noch die Symbolklasse von p[
verifizieren.
Lemma 3.44. Sei f ∈ Cτ∗ (Rn), τ > 0,  ∈ (0, 1]. Dann gilt
‖f − Jf‖Cτ−t∗ (Rn) ≤ ct ‖f‖Cτ∗ (Rn) . (3.18)
für alle τ, τ − t ∈ ΣC.∗(Rn) = (0,∞) mit t ≥ 0.
Beweis. Seien τ, τ − t ∈ (0,∞). Da {Cs∗(Rn)}s∈(0,∞) eine mikrolokalisierbare Familie ist,
ist nach Definition 3.17.b der Operator 〈Dx〉t : Cτ∗ (Rn) → Cτ−t∗ (Rn) ein Isomorphismus
mit der Umkehrabbildung 〈Dx〉−t : Cτ−t∗ (Rn) → Cτ∗ (Rn). Wegen φ ∈ S−∞1,0 (Rn) ist nach
Lemma 3.19 der Operator φ(Dx) : Cτ−t∗ (Rn) → Cτ−t∗ (Rn) beschränkt und damit gilt für
festes  ∈ (0, 1], dass
−t 〈Dx〉−t (1− φ(Dx)) = −t 〈Dx〉−t − −t 〈Dx〉−t φ(Dx) : Cτ−t∗ (Rn)→ Cτ∗ (Rn).
Für φ := φ(ξ) mit  ∈ (0, 1] ist φ(ξ) = 1 für alle ξ ∈ B 1

(0), also supp (1 − φ) ⊂
Rn\B 1

(0). Damit gibt es eine Konstante c > 0, sodass supp (1−φ) ⊂
{
ξ ∈ Rn : 〈ξ〉 > c

}
.
Für α ∈ Nn0 mit α 6= 0 gibt es wegen Dαξ φ(ξ) ∈ C∞0 (Rn) ein R > 0, sodass suppDαξ φ(ξ) ⊂
BR(0)\B 1

(0). Also gibt es ein zusätzliches C > 0, sodass suppDαξ φ(ξ) ⊂
{
ξ ∈ Rn : c

< 〈ξ〉 < C

}
.
Betrachte nun
∣∣Dαξ (〈ξ〉−t (1− φ(ξ)))∣∣ mit α ∈ Nn0 . Für α = 0 ist ∣∣〈ξ〉−t (1− φ(ξ))∣∣ ≤
cφc
−t
 
t. Andernfalls ist∣∣Dαξ 〈ξ〉−t (1− φ(ξ))∣∣ = ∑
µ≤α
(
α
µ
)
Dµξ 〈ξ〉−tDα−µξ (1− φ(ξ)).
Für alle µ ∈ Nn0 ist
∣∣Dµξ 〈ξ〉−t∣∣ ≤ ct 〈ξ〉−t−|µ| da 〈ξ〉−t ∈ S−t1,0(Rn). Für µ = α ist∣∣(Dαξ 〈ξ〉−t)(1− φ(ξ))∣∣ ≤ ct 〈ξ〉−t−|α| |1− φ(ξ)|
≤ ctc−t t 〈ξ〉−|α| |1− φ(ξ)| ≤ ctcφc−t t 〈ξ〉−|α| .
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Ansonsten ist für µ < α∣∣Dµξ 〈ξ〉−tDα−µξ (1− φ(ξ))∣∣ = ∣∣Dµξ 〈ξ〉−tDα−µξ φ(ξ)∣∣
≤ ctµ 〈ξ〉−t−|µ|
∣∣Dα−µξ φ(ξ)∣∣
≤ ctµ 〈ξ〉−t−|µ| |α|−|µ|
∣∣(Dα−µξ φ)(ξ)∣∣
≤ ctµc−t tC |α|−|µ| 〈ξ〉−|α|
∣∣(Dα−µξ φ)(ξ)∣∣
≤ ctµc−t tC |α|−|µ| 〈ξ〉−|α| cφ.
Zusammenfassend ist∣∣Dαξ (〈ξ〉−t (1− φ(ξ)))∣∣ ≤ ctcφc−t t 〈ξ〉−|α|+∑
µ<α
(
α
µ
)
ctc
−t
 
tC |α|−|µ| 〈ξ〉−|α| cφ ≤ cαt 〈ξ〉−|α| .
Also ist für alle  ∈ (0, 1] das Symbol −t 〈ξ〉−t (1− φ(ξ)) ∈ S01,0(Rn×Rn) beschränkt.
Folgerung 3.45. Für t = 0 ist
‖f − Jf‖Cτ∗ (Rn) ≤ c ‖f‖Cτ∗ (Rn) . (3.19)
Theorem 3.46. Für p(x, ξ) ∈ Cτ∗Sm1,δ(Rn,Rn), γ ∈ (δ, 1) ist
p[(x, ξ) = p(x, ξ)− p](x, ξ) ∈ Cτ∗Sm−(γ−δ)τ1,γ (Rn,Rn). (3.20)
Beweis. In Theorem 3.42 haben wir bereits die Abschätzung∣∣Dαξ p[(x, ξ)∣∣ ≤ cα 〈ξ〉m−|α|−τγ+δτ
bewiesen. Der Rest folgt mit Folgerung 3.45:∥∥(1− φ(Dx))(Dαξ p(·, ξ))∥∥Cτ∗ (Rn) ≤ c ∥∥Dαξ p(·, ξ)∥∥Cτ∗ (Rn) ≤ cα 〈ξ〉m−|α|+δτ .
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Sei m ∈ R, 1 < q <∞.
Theorem 3.47. Sei p ∈ CτSm1,1(Rn,Rn). Dann ist für alle s ∈ (0, τ)
p(X,Dx) :H
s+m
q (Rn)→Hsq (Rn),
Cs+m∗ (Rn)→Cs∗(Rn). (3.21)
Beweis. Siehe [Taylor(2008), Theorem 2.1.A]
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Theorem 3.48. Der Operator des Symbols p(x, ξ) ∈ CτSm1,0(Rn,Rn) erfüllt
p(X,Dx) :H
s+m
q (Rn)→Hsq (Rn) für alle s ∈ (−τ, τ),
Cs+m∗ (Rn)→Cs∗(Rn) für alle s ∈ (0, τ) falls s+m > 0. (3.22)
Beweis. Sei ohne Einschränkungen m = 0, ansonsten betrachte
q(X,Dx) := p(X,Dx) 〈Dx〉−m = OP
(
p(x, ξ) 〈ξ〉−m) ∈ OPCτS01,0(Rn,Rn).
Für s ∈ (0, τ) folgt die Behauptung bereits aus Lemma 3.47. Sei also s ∈ (−τ, 0]. Wende
die Symbolglättung an, und erhalte für beliebiges γ ∈ (0, 1) die Symbole
p](x, ξ) ∈ S01,γ(Rn × Rn) und p[(x, ξ) ∈ CτS−τγ1,γ (Rn,Rn) mit p(x, ξ) = p](x, ξ) + p[(x, ξ).
Nach Lemma 3.19 erfüllt p] bereits die Abbildungseigenschaft (3.21) für jedes s ∈ R. Wende
nun Theorem 3.47 auf p[ an (m← −τγ) und erhalte
p[(X,Dx) : H
σ−τγ(Rn)→ Hσq (Rn) für alle σ ∈ (0, τ).
Für γ ↗ 1 erfüllt p[(x, ξ) die Bedingungen der Behauptung (m ← 0, s ← (−τ, 0]) und
damit hält p die Gleichung (3.22).
Lemma 3.49. Für p(x, ξ) ∈ CτS01,δ(Rn,Rn) gilt
p(X,Dx) :H
s
q (Rn)→Hsq (Rn) für alle s ∈ (−(1− δ)τ, τ) ,
Cs∗(Rn)→Cs∗(Rn) für alle s ∈ (0, τ) .
Beweis. Erhalte p[(x, ξ) ∈ CτS−(γ−δ)τ1,γ (Rn,Rn) und p](x, ξ) ∈ S01,γ(Rn × Rn) für γ ∈ (δ, 1)
durch die Symbolglättung. Wende Theorem 3.47 auf p[(x, ξ) an (m← −(γ− δ)τ, s ∈ (0, τ)
und erhalte
p[(X,Dx) :H
σ−(γ−δ)τ
q (Rn)→ Hσq (Rn) für alle σ ∈ (0, τ),
Cσ−(γ−δ)τ∗ (Rn)→ Cσ∗ (Rn) für alle σ ∈ ((γ − δ)τ, τ) ,
C0∗(Rn)→ Cσ∗ (Rn) für alle σ ∈ (0, (γ − δ)τ).
Wegen (γ − δ)τ > 0 sind nach (3.3) die Räume Hσq (Rn) bzw. Cσ∗ (Rn) in Hσ−(γ−δ)τq (Rn)
bzw. Cσ−(γ−δ)τ∗ (Rn) natürlich einbettet, also können wir schreiben:
p[(X,Dx) :H
σ−(γ−δ)τ
q (Rn)→ Hσ−(γ−δ)τq (Rn) für alle σ ∈ (0, τ),
Hσq (Rn)→ Hσq (Rn) für alle σ ∈ (0, τ) ,
Cσ∗ (Rn)→ Cσ∗ (Rn) für alle σ ∈ (0, τ) ,
und damit erfüllt p(x, ξ) die Behauptung.
3.7 Symbolkomposition im nicht-glatten Fall 63
Folgerung 3.50. Für p(x, ξ) ∈ CτSm1,δ(Rn,Rn) gilt
p(X,Dx) :H
s+m
q (Rn)→Hsq (Rn) für alle s ∈ (−(1− δ)τ, τ) ,
Cs+m∗ (Rn)→Cs∗(Rn) für alle s ∈ (0, τ) .
Beweis. Das Symbol p(x, ξ) ∈ CτSm1,δ(Rn,Rn) lässt sich durch zwei Symbole p1(x, ξ) ∈
CτS01,δ(Rn,Rn), p2(x, ξ) ∈ CτSm1,0(Rn,Rn) mit p(x, ξ) = p1(x, ξ)p2(x, ξ) repräsentieren.
Wenden wir Theorem 3.19 auf p1 und Lemma 3.49 auf p2 an, erhalten wir sofort die
Behauptung.
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Für die Komposition zweier Symbole haben wir bis jetzt immer vorausgesetzt, dass eines
der beiden glatt sein muss. Wir wollen nun mit Hilfe der asymptotischen Entwicklung aus
Lemma 3.35 ein Resultat erhalten, falls wir die Komposition zweier nicht-glatter Symbole
bilden. Dazu müssen wir die Entwicklung bis zum Hölder-Stetigkeitsgrad des zweiten Sym-
bols abbrechen und den Restterm betrachen. Wir werden feststellen, dass der Restterm ein
Operator mit regulierender Eigenschaft bzgl. der Bessel-Potential-Räume ist.
Konvention 3.51. Für k ∈ N0, pi ∈ CτiSmi1,0(Rn,Rn), τi > 0,mi ∈ R, i ∈ {1, 2} bezeichnen
wir
(p1#kp2)(x, ξ) :=
∑
|α|≤k
1
α!
∂αξ p1(x, ξ)D
α
xp2(x, ξ) für k < τ2,
und Rθ(p1, p2) := p1(X,Dx)p2(X,Dx)− (p1#bθcp2)(X,Dx) für θ ∈ [0,∞).
Wir folgern nun die Kompositionsbedingungen für nicht-glatte Symbole aus [Abels(2004)]:
Theorem 3.52. Seien pi ∈ CτiSmi1,0(Rn,Rn), τi > 0,mi ∈ R, i ∈ {1, 2}. Setze τ :=
min {τ1, τ2 − θ}. Dann gilt für alle s ∈ (−τ, τ) und θ ∈ (0, τ2) mit s − θ > −τ2 und
−τ2 + θ < s+m1 < τ2, dass
Rθ(p1, p2) : H
s+m1+m2−θ
q (Rn)→ Hsq (Rn) (3.23)
ein beschränkter Operator ist.
Beweis. Sei γ := θ
τ2
∈ (0, 1). Glätte p2 mit γ und erhalte p2(x, ξ) = p]2(x, ξ) + p[2(x, ξ) mit
p]2(x, ξ) ∈ Sm21,γ (Rn×Rn) und p[2(x, ξ) ∈ Cτ2Sm2−θ1,γ (Rn,Rn). Genauer ist nach Theorem 3.40
für jeden Multiindex β ∈ Nn0
∂βxp
]
2(x, ξ) ∈
{
Sm21,γ (Rn × Rn) |β| ≤ bτ2c,
S
m2−γ(τ2−|β|)
1,γ (Rn × Rn) |β| > bτ2c.
Betrachte p1(X,Dx)p2(X,Dx) = p1(X,Dx)p]2(X,Dx)+p1(X,Dx)p[2(X,Dx). Zunächst schlie-
ßen wir aus Folgerung 3.50, dass
p1(X,Dx)p
[
2(X,Dx) : H
s+m1+m2−θ
q (Rn)→ Hsq (Rn)
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ein beschränkter Operator ist, da nach Voraussetzung |s| < τ ≤ τ1 und
−τ2(1− γ) = −τ2
(
1− θ
τ2
)
= −τ2 + θ < s+m1 < τ2.
Wir haben damit
p1(X,Dx)p2(X,Dx)− p1(X,Dx)p]2(X,Dx)
= p1(X,Dx)p
[
2(X,Dx) : H
s+m1+m2−θ
q (Rn)→ Hsq (Rn).
Für den Operator pL(X,Dx) := p1#p]2(X,Dx) liefert Lemma 3.35 die asymptotische Ent-
wicklung
pL(x, ξ) ∼
∑
α∈Nn0
1
α!
∂αξ p1(x, ξ)D
α
xp
]
2(x, ξ).
Wir wollen als nächstes zwei Symbole r], r[ bestimmen, sodass wir aus dieser Entwicklung
die Gleichung pL(x, ξ) = p1#bθcp2(x, ξ) + r](x, ξ) + r[(x, ξ) erhalten. Glätte hierzu p1 und
erhalte p]1 ∈ Sm11.γ (Rn × Rn), p[1 ∈ Cτ1Sm1−γτ11,γ (Rn,Rn). Definiere
p](X,Dx) :=p
]
1(X,Dx)p
]
2(X,Dx) ∈ OPSm1+m21,γ (Rn × Rn), und
p[(X,Dx) :=p
[
1(X,Dx)p
]
2(X,Dx) ∈
{
OPCτSm1+m2−γτ11,γ (Rn,Rn) |α| ≤ bτ2c,
OPCτS
m1+m2−γ(τ1+τ2−|α|)
1,γ (Rn,Rn) |α| > bτ2c.
Für α > bθc machen wir folgende Beobachtungen:
• Falls sogar α > bτ2c gilt, haben wir ∂αξ p]1(x, ξ) ∈ Sm1−|α|1,γ (Rn ×Rn) und Dαxp]2(x, ξ) ∈
S
m2−γτ2+γ|α|
1,γ (Rn × Rn). Also ist
∂αξ p
]
1(x, ξ)D
α
xp
]
2(x, ξ) ∈ Sm1+m2−γτ2+|α|γ−|α|1,γ (Rn × Rn) = Sm1+m2−θ−(1−γ)|α|1,γ (Rn × Rn).
Ansonsten ist Dαxp
]
2(x, ξ) ∈ Sm21,γ (Rn × Rn) und damit
∂αξ p
]
1(x, ξ)D
α
xp
]
2(x, ξ) ∈ Sm1+m2−|α|(Rn × Rn) ⊂ Sm1+m2−θ(Rn × Rn).
• Da ∂αξ p[1(x, ξ) ∈ Cτ1Sm1−γτ1−|α|1,γ (Rn,Rn), Dαxp]2(x, ξ) ∈ Sm2−γτ2+γ|α|1.γ (Rn × Rn) ist
∂αξ p
[
1(x, ξ)D
α
xp
]
2(x, ξ) ∈ Cτ1Sm1+m2−θ−γτ1−(1−γ)|α|1,γ (Rn,Rn).
Wegen (1− γ) |α| > 0 finden wir ein
r] ∈ Sm1+m2−θ1,γ (Rn × Rn) und ein r[ ∈ Cτ1Sm1+m2−θ−γτ11,γ (Rn,Rn),
sodass
pL(x, ξ) =
∑
|α|≤bθc
1
α!
∂αξ
(
p]1(x, ξ) + p
[
1(x, ξ)
)
Dαxp
]
2(x, ξ) + r(x, ξ)
mit r(x, ξ) = r](x, ξ) + r[(x, ξ) gegeben in Theorem 3.34. Nun folgt wieder mit Lemma
3.50, dass für s˜ ∈ R mit
3.7 Symbolkomposition im nicht-glatten Fall 65
• −(1− γ)τ1 < s˜ < τ1
r[(X,Dx) : H
s˜+m1+m2−θ
q (Rn) ⊂ H s˜+m1+m2−θ−γτ1q (Rn)→ H s˜q (Rn),
und
• −(1− γ)τ1 = −τ1 + γτ1 < s˜+ γτ1 < τ1
r[(X,Dx) : H
s˜+m1+m2−θ
q (Rn)→ H s˜+γτ1q (Rn) ⊂ H s˜q (Rn).
Damit gilt für alle |s˜| < τ1, dass r[(X,Dx) : H s˜+m1+m2−θq (Rn) → H s˜q (Rn). Lemma 3.19
liefert
r](X,Dx) : H
s˜+m1+m2−θ
q (Rn)→ H s˜q (Rn) für alle |s˜| < τ1.
Schließlich wollen wir die Symbole der Summe p1#bθcp2(x, ξ) klassifizieren. Betrachte dazu
einen Multiindex α ∈ Nn0 mit |α| ≤ bθc ≤ bτ2c: Spalte zunächst auf:
∂αξ p1(x, ξ)D
α
xp
]
2(x, ξ) = ∂
α
ξ p1(x, ξ)D
α
xp2(x, ξ)− ∂αξ p]1(x, ξ)Dαxp[2(x, ξ)− ∂αξ p[1(x, ξ)Dαxp[2(x, ξ).
Es gilt nun, die Beschränktheit der letzten beiden Terme zu zeigen:
• Wegen ∂αξ p
]
1(x, ξ) ∈ Sm1−|α|1,γ (Rn×Rn) und Dαxp[2(x, ξ) ∈ Cτ2−|α|Sm2−θ+γ|α|1,γ (Rn,Rn) ist
∂αξ p
]
1(x, ξ)D
α
xp
[
2(x, ξ) ∈ Cτ2−|α|Sm1+m2−θ−(1−γ)|α|1,γ (Rn,Rn).
• Wir erhalten für
∂αξ p
[
1(x, ξ) ∈ Cτ1Sm1−γτ1−|α|1,γ (Rn,Rn) und Dαxp[2(x, ξ) ∈ Cτ2−|α|Sm2−θ+γ|α|1,γ (Rn,Rn)
die Abbildungseigenschaft
∂αξ p
[
1(x, ξ)D
α
xp
[
2(x, ξ) ∈ Cmin{τ1,τ2−|α|}Sm1+m2−θ−γτ1−(1−γ)|α|1,γ (Rn,Rn).
Nun ist wegen min {τ1, τ2 − |α|} ≥ min {τ1, τ2 − bθc} = τ und (1− γ) |α| > 0 bereits
Cmin{τ1,τ2−|α|}Sm1+m2−θ−γτ1−(1−γ)|α|1.γ (Rn,Rn) ⊂ CτSm1+m2−θ−γτ1−(1−γ)|α|1,γ (Rn,Rn)
⊂ CτSm1+m2−θ−γτ11,γ (Rn,Rn).
Betrachte nun OP
(
∂αξ p
]
1(x, ξ)D
α
xp
[
2(x, ξ)
)
. Für s˜ ∈ R gilt
• mit −(1− γ)(τ2 − |α|) < s˜ < τ2 − |α|
OP
(
∂αξ p
]
1(x, ξ)D
α
xp
[
2(x, ξ)
)
: H s˜+m1+m2−θq (Rn) ⊂ H s˜+m1+m2−θ−(1−γ)|α|q (Rn)→ H s˜q (Rn),
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• und mit −(1− γ)(τ2 − |α|) < s˜+ (1− γ) |α| < τ2 − |α|
OP
(
∂αξ p
]
1(x, ξ)D
α
xp
[
2(x, ξ)
)
: H s˜+m1+m2−θq (Rn)→ H s˜+(1−γ)|α|q ⊂ H s˜q (Rn).
Aus −(1 − γ)(τ2 − |α|) ≤ −(τ2 − θ) + (1 − γ) |α| ≤ τ + (1 − γ) |α| erhalten wir für alle
|s˜| < τ(≤ τ2 − θ ≤ τ2 − |α|) die Abbildungseigenschaft
OP
(
∂αξ p
]
1(x, ξ)D
α
xp
[
2(x, ξ)
)
: H s˜+m1+m2−θq (Rn)→ H s˜q (Rn).
Für OP
(
∂αξ p
[
1(x, ξ)D
α
xp
[
2(x, ξ)
)
und s˜ ∈ R mit
• −(1− γ)τ < s˜ < τ ist
OP
(
∂αξ p
[
1(x, ξ)D
α
xp
[
2(x, ξ)
)
: H s˜+m1+m2−θq (Rn) ⊂ H s˜+m1+m2−θ−γτ1q (Rn)→ H s˜q (Rn),
• bzw. mit −(1− γ)τ < s˜+ τ1γ < τ ist
OP
(
∂αξ p
[
1(x, ξ)D
α
xp
[
2(x, ξ)
)
: H s˜+m1+m2−θq (Rn)→ H s˜+γτ1q (Rn) ⊂ H s˜q (Rn).
Insgesamt gilt also für alle |s˜| < τ , dass
OP
(
∂αξ p
[
1(x, ξ)D
α
xp
[
2(x, ξ)
)
: H s˜+m1+m2−θq (Rn)→ H s˜q (Rn).
Für alle |s˜| < τ ist (p1#bθcp2)(X,Dx) : H s˜+m1+m2−θq (Rn)→ H s˜q (Rn) und damit
Rθ(p1, p2) : H
s+m1+m2−θ
q (Rn)→ Hsq (Rn).
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4.1 Symbole in (x, ξ, y)-Form
Definition 4.1. Sei 0 ≤ δ ≤ ρ ≤ 1, δ < 1. Ein Symbol p : Rn × Rn × Rn → C gehört der
Klasse CτSmρ,δ(Rn,Rn×Rn) an, falls p(x, ξ, y) zum Grade τ Hölder-stetig bezüglich x ∈ Rn
und glatt bezüglich (y, ξ) ∈ R2n ist, d.h. p(·, ξ, y) ∈ Cτ (Rn) und p(x, ·, ·) ∈ C∞ (Rn × Rn),
und es zu jedem Multiindex α, β ∈ Nn0 eine Konstante Cαβ > 0 unabhängig von y, ξ ∈ Rn
gibt, sodass ∥∥∂αξ ∂βy p(·, ξ, y)∥∥Cτ (Rn) ≤ Cαβ 〈ξ〉m−ρ|α|+δ(τ+|β|) ,∣∣∂αξ ∂βy p(x, ξ, y)∣∣ ≤ Cαβ 〈ξ〉m−ρ|α|+δ|β| für alle x ∈ Rn.
Den zugehörigen Operator p(X,Dx, Y ) : C∞0 (Rn)→ Cτ (Rn) definieren wir durch
p(X,Dx, Y )u(x) := Os −
∫∫
ei(x−y)·ξp(x, ξ, y)u(y)dydξ, (4.1)
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und bezeichnen diesen Operator als Pseudodifferentialoperator in (x, ξ, y)-Form. Wir fassen
diejenigen Symbole, die insbesondere bezüglich x glatt sind, unter der Klasse
Smρ,δ(Rn × Rn × Rn) =
⋂
τ>0
CτSmρ,δ(Rn,Rn × Rn)
zusammen.
Bemerkung 4.2. Der Operator eines Symbols p(x, ξ, y) ∈ CτSmρ,δ(Rn,Rn × Rn) definiert
durch (4.1) besitzt die gleichen Abbildungseigenschaften wie ein Operator in x-Form.
Beweis. Wir erhalten analog zu Lemma 3.8 für alle u ∈ C∞(Rn) die Idenfizierung
p(X,Dx, Y )u(x) = Os −
∫∫
e−ix
′·ηp(x, ξ, x+ x′)u(x+ x′)dx′dξ = pL(X,Dx)u(x),
wobei pL das vereinfachte Symbol aus Theorem 3.33 ist. Also übertragen sich die Ab-
bildungseigenschaften des Operators pL(X,Dx) in x-Form auf den Operator in (x, ξ, y)-
Form.
Bemerkung 4.3. Im besonderen Fall p(x, ξ, y) = p(x, ξ) ∈ CτSmρ,δ(Rn,Rn) erhalten wir
für u ∈ S (Rn) wegen (ξ, y) 7→ p(x, ξ, y) ∈ A mδ,0 (Rn × Rn) für x ∈ Rn fest und wegen
ξ 7→ p(x, ξ)uˆ(ξ) ∈ L1(Rn) aus dem oszillatorischen Integral (4.1) nach Folgerung 2.35 den
bekannten Operator in x-Form
p(X,Dx, X
′)u(x) =
∫
eix·ξp(x, ξ)uˆ(ξ)dξ = p(X,Dx)u(x).
Lemma 4.4. Für ein Symbol p ∈ CτSmρ,δ(Rn,Rn × Rn) ist das Symbol
∂αξ ∂
β
y ∂
µ
xp(x, ξ, y) ∈ Cτ−|µ|Sm−ρ|α|+δ(|β|+|µ|)ρ,δ (Rn,Rn × Rn)
für alle Multiindizes α, β, µ ∈ Nn0 mit |µ| ≤ τ .
Beweis. Folgt analog zu Folgerung 3.3.
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Eine Aussage aus der Theorie der nuklearen Räume ist die Identifizierung des Raum-
es der beschränkten linearen Abbildungen von S (Rn) nach S ′(Rn) mit dem Dualraum
S ′(Rn × Rn), beschrieben in [Treves(1980), Collorary after Theorem 51.6]. Wir finden also
zu jeder beschränkten linearen Abbildung P : S (Rn) → C0(Rn) ⊂ S ′(Rn) ein eindeutig
bestimmtes k ∈ S ′(Rn × Rn), sodass
〈Pu, v〉S ′(Rn),S(Rn) = 〈k, u⊗ v〉S ′(Rn×Rn),S(Rn×Rn) . (4.2)
Wir bezeichnen k als Schwartz-Kern des Operators P . [Stein(1993), Kapitel 6, Paragraph
4] folgert, dass der Kern des Operators eines Symbols p(x, ξ) ∈ Sm1,0(Rn × Rn) sogar unter
gewissen Voraussetzungen eine glatte Funktion k : Rn × Rn → C ist. Für Symbole der
Klasse CτSmρ,δ(Rn,Rn × Rn) wollen wir ähnlich wie in [Abels and Kassmann(2009)] die
Kerndarstellung genauer studieren.
68 Glatte Koordinatentransformation
Definition 4.5. Sei p ein Symbol in (x, ξ, y)-Form. Der zu p assoziierte Kern ist definiert
durch
k(x, y, ·) := F−1 [ξ 7→ p(x, ξ, y)] (·) ∈ S ′(Rn). (4.3)
Wir spalten p mit einer Littlewood-Paley-Partition {ϕj}j∈N in die Symbole pj(x, ξ, y) :=
p(x, ξ, y)ϕj(ξ) auf, sodass wir analog zu Lemma 3.16 die Konvergenz
∑N
j pj(x, ξ, y) →
p(x, ξ, y) für N →∞ erhalten. Wiederum definieren wir den assoziierten Kern des Symbols
pj durch kj(x, y, z) := F−1 [ξ 7→ pj(x, ξ, y)] (z).
Bemerkung 4.6. Für p ∈ CτS−n−1ρ,δ (Rn,Rn × Rn) ist ξ 7→ p(x, ξ, y) ∈ L1(Rn). Mit Folge-
rung 2.35 und dem Satz von Fubini folgt für alle u ∈ S (Rn)
p(X,Dx, Y )u(x) =
∫∫
ei(x−y)·ξp(x, ξ, y)u(y)dydξ =
∫ (∫
ei(x−y)·ξp(x, ξ, y)dξ
)
u(y)dy
=
∫
k(x, y, x− y)u(y)dy.
Insbesondere erfüllt (x, y) 7→ k(x, y, x− y) die Gleichung (4.2), d.h. (x, y) 7→ k(x, y, x− y)
ist der Schwartz-Kern des Operators p(X,Dx, Y ).
Lemma 4.7. Sei p ∈ CτSmρ,δ(Rn,Rn × Rn). Definiere die Kerne kj wie in Definition 4.5.
Dann gibt es für jedes α, β ∈ Nn0 und jedes M ∈ N0 eine von j unabhängige Konstante
CαβM > 0, sodass für jedes j ∈ N0 gilt∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn) ≤ CαβM |z|−M 2j(n+m+|α|+δ(τ+|β|)−ρM) für alle z 6= 0.
Beweis. Seien α, β, µ ∈ Nn0 mit |µ| ≤ τ und M ∈ N0. Eine einfache Umformung mit
partieller Integration unter Ausnutzung, dass ξ 7→ pj(x, ξ, y) kompakt getragen ist, ergibt
zγ∂µx∂
β
yD
α
z kj(x, y, z) = (−1)|γ|
∫
Rn
eiz·ξDγξ
[
ξα∂µx∂
β
y pj(x, ξ, y)
]
dξ.
Wir wollen nun das Volumen des Trägers des Integranten abschätzen. Dazu nutzen wir,
dass supp
(
ξ 7→ eix·ξDγξ
[
ξα∂µx∂
β
y pj(x, ξ, y)
]) ⊂ {2j−1 ≤ |ξ| ≤ 2j+1} (o.B.d.A. für j 6= 0) und
vol
{
2j−1 ≤ |ξ| ≤ 2j+1} ≤ 2(j+1)nvolB1(0) =: 2jnC.
Sei ohne Einschränkung ξ ∈ suppϕj, da supp ξ 7→ pj(x, ξ, y) ⊂ suppϕj. Wir sehen leicht,
dass ξα∂µx∂βy pj(x, ξ, y) der Klasse CτS
m+δ|β+µ|+|α|
ρ,δ (Rn,Rn×Rn) angehört. Deswegen erhalten
wir die Abschätzung∣∣Dγξ [ξα∂µx∂βy pj(x, ξ, y)]∣∣ ≤ Cαβγ 〈ξ〉m+|α|+δ|β+µ|−ρ|γ|
≤ Cαβγc2j(m+δ|β+µ|+|α|−ρ|γ|),
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wobei es c, c′ > 0 gibt, sodass c′2j ≤ 〈ξ〉 ≤ c2j für jedes ξ ∈ Dj = {2j−1 ≤ |ξ| ≤ 2j+1} gilt.
Insgesamt ist also ∣∣zγ∂µx∂βy ∂αξ kj(x, y, z)∣∣ ≤ Cαβγc2jn2j(m+δ|β+µ|+|α|−ρ|γ|).
Mit dem Übergang zum Supremum über alle x ∈ Rn mit |γ| = M und |µ| ≤ τ erhalten wir∥∥∂αz ∂βy kj(·, y, z)∥∥Cbτc(Rn) ≤ CαβM |z|−M 2j(n+m+|α|+δ|β+µ|−ρM).
Für θ := τ − bτc 6= 0 erhalten wir mit nach der Definition der Norm ‖·‖Cθ(Rn) für ein
γ ∈ Nn0 und x′ ∈ Rn mit x′ 6= x∣∣∂γξ [ξα∂βy (pj(x, ξ, y)− pj(x′, ξ, y))]∣∣ ≤ ∥∥∂γξ [ξα∂βy pj(·, ξ, y)]∥∥Cθ(Rn) |x− x′|θ
≤ Cαβγ 〈ξ〉m−ρ|γ|+|α|+δ(θ+|β|) |x− x′|θ .
Für die Abschätzung der Hölder-Halbnorm betrachten wir die Differenz
zγ∂µx∂
β
yD
α
z (kj(x, y, z)− kj(x′, y, z)) =
∫
Rn
eiz·ξDγξ
[
ξα∂µx∂
β
y (pj(x, ξ, y)− pj(x′, ξ, y))
]
dξ
und erhalten mit analogen Vorgehen∣∣Dαz ∂βy (kj(x, y, z)− kj(x′, y, z))∣∣
|x− x′|θ ≤ Cαβγ2
j(n+m−ρ|γ|+|α|+δ(θ+|β|)).
Mit dem Übergang zum Supremum über alle x, x′ ∈ Rn mit x 6= x′ erhalten wir die
Behauptung.
Folgerung 4.8. Die Kerne kj : Rn×Rn× (Rn \ {0})→ C, (x, y, z) 7→ kj(x, y, z) sind glatt
bzgl. (y, z) ∈ R2n und Hölder-stetig zum Grad τ bzgl. x ∈ Rn. Insbesondere fassen wir die
Kerne kj nicht als temperierte Distribution auf. Denn für jedes u ∈ S (Rn) erhalten wir
analog zu Bemerkung 4.6, dass
pj(X,Dx, Y )u(x) =
∫
kj(x, y, x− y)u(y)dy für alle x 6∈ suppu, (4.4)
da ξ 7→ pj(x, ξ, y) kompakt getragen ist.
Theorem 4.9. Sei p ∈ CτSmρ,δ(Rn × Rn,Rn) und 0 ≤ δ ≤ ρ ≤ 1, δ < 1 und ρ > 0. Dann
gibt es einen Kern k : Rn × Rn × (Rn \ {0}) → C, sodass wir für jedes u ∈ S (Rn) den
Operator von p durch
p(X,Dx, Y )u(x) =
∫
k(x, y, x− y)u(y)dy für alle x 6∈ suppu
darstellen können und für alle α, β ∈ Nn0 , N ∈ N0 mit n + m + |α| + δ(τ + |β|) + N > 0
eine Konstante CαβN > 0 existiert mit∥∥∂αz ∂βy k(·, y, z)∥∥Cτ (Rn) ≤ CαβN |z|− 1ρ (n+m+|α|+δ(τ+|β|)) 〈z〉−Nρ . (4.5)
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Beweis. Nach (4.4) und (4.3) ist
p(X,Dx, Y )u(x) =
∞∑
j=0
∫
Rn
kj(x, y, x− y)u(y)dy für alle x 6∈ suppu.
Zu zeigen ist, dass
∑∞
j=0 kj(x, y, z) für alle (x, y, z) ∈ Rn × Rn × (Rn \ B(0)) absolut und
gleichmäßig gegen eine Funktion k(x, y, z) konvergiert, die die Behauptung erfüllt.
Sei zunächst 0 < |z| ≤ 1. Zerteile
∞∑
j=0
∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn) = ∑
2j≤|z|−1
∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn)+ ∑
2j>|z|−1
∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn) .
Der erste Term wird mit Lemma 4.7 (mit M ← 0) abgeschätzt:
∑
2j≤|z|−1
∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn) ≤ Cαβ
blog2(|z−1|)c∑
j=0
2j(n+m+|α|+δ(τ+|β|)),
und
blog2(|z−1|)c∑
j=0
2j(n+m+|α|+δ(τ+|β|)) ≤

C |z|−n−m−|α|−δ(τ+|β|) für n+m+ |α|+ δ(τ + |β|) > 0,(
1 + log2
(|z|−1)) für n+m+ |α|+ δ(τ + |β|) = 0,
C für n+m+ |α|+ δ(τ + |β|) < 0.
Im Vergleich zu Polynomen ist O (1 + log2 (|z|−1)) ≤ O (|z|−r) für alle z mit |z| < 1 und
jedes r ∈ R+. Insbesondere ist deswegen O
(
1 + log2
(|z|−1)) ≤ O (|z|−n−m−|α|−δ(τ+|β|)).
Wir können also den ersten Term durch
blog2(|z−1|)c∑
j=0
2j(n+m+|α|+δ(τ+|β|)) ≤ O
(
|z|−n−m−|α|−δ(τ+|β|)
)
≤ O
(
|z| 1ρ (−n−m−|α|−δ(τ+|β|))
)
abschätzen.
Für den zweiten Term verwende wieder Lemma 4.7 mit ρM > n + m + |α| + δ(τ + |β|).
Wir setzen dazu M := 2
ρ
(n+m+ |α|+ δ(τ + |β|)) und erhalten∑
2j>|z|−1
∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn) ≤ CαβM |z|−M ∑
2j>|z|−1
2j(n+m+|α|+δ(τ+|β|)−ρM).
Für 2j > |z|−1 ist 2j(n+m+|α|+δ(τ+|β|)−ρM) ≤ |z|−n−m−|α|−δ(τ+|β|)+ρM . Also ist
|z|−M
∑
2j>|z|−1
2j(n+m+|α|+δ(τ+|β|)−ρM) ≤ Cαβ |z|−M(1−ρ) |z|−n−m−|α|−δ(τ+|β|)
≤ Cαβ |z|−(
2
ρ
−1)(n+m+|α|+δ(τ+|β|))
≤ Cαβ |z|−
1
ρ
(n+m+|α|+δ(τ+|β|)) .
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Unter Einbeziehung 〈z〉−Nρ = O (1) für |z| < 1 ist insgesamt
∞∑
j=0
∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn) ≤ CαβN 〈z〉−Nρ |z|− 1ρ (n+m+|α|+δ(τ+|β|)) .
Für |z| > 1 wählen wir Mρ > n + m + |α| + δ(τ + |β|) + N in Lemma 4.7 und schließen
daraus, dass
∞∑
j=0
∥∥∂αz ∂βy kj(·, y, z)∥∥Cτ (Rn) ≤ Cαβ |z|−M ∞∑
j=0
2j(n+m+|α|+δ(τ+|β|)−Mρ)
≤ CαβNC |z|−M .
Schließlich finden wir eine Konstante C > 0, sodass |z|−Nρ ≤ C 〈z〉−Nρ für |z| > 1 und damit
|z|−M ≤ |z|− 1ρ (n+m+|α|+δ(τ+|β|)+N) ≤ |z|− 1ρ (n+m+|α|+δ(τ+|β|)+N)
≤ C |z|− 1ρ (n+m+|α|+δ(τ+|β|)) 〈z〉−Nρ .
Also konvergiert
∑∞
j=0 kj(x, y, z) absolut und gleichmäßig bezüglich (x, y, ξ) ∈ Rn × Rn ×
(Rn \B(0)) für alle  > 0 gegen eine Funktion k(x, y, z), die die gewünschten Eigenschaf-
ten erfüllt. Nach der Definition der gleichmäßigen Konvergenz und der Kerne kj folgt die
Behauptung für alle x ∈ Rn mit dist (x, suppu) >  für beliebige  > 0.
Bemerkung 4.10. Die Bedingung x 6∈ suppu ist notwendig, da für ein Symbol p(x, ξ, y) =
1 ∈ S01,0(Rn,Rn × Rn)
〈p(X,Dx, Y )u, v〉S ′(Rn),S(Rn) = (u, v)L2(Rn) = 〈k, u⊗ v〉S ′(Rn×Rn),S(Rn×Rn)
gilt, falls formal “k(x, y) := δ0(x − y)” ist. Hierbei bezeichne δ0 die Delta-Distribution
gegeben durch 〈δ0, u〉S ′(Rn),S(Rn) = u(0) für alle u ∈ S (Rn). Für x ∈ suppu können wir
also im Allgemeinen den Schwartz-Kern nur im distributionellen Sinn auffassen.
Definition 4.11. Sei eine Funktion k : Rn × Rn × Rn → C mit k(·, y, z) ∈ Cτ (Rn) und
k(x, ·, ·) ∈ C∞ (Rn × Rn) gegeben, für die es zu allen Multiindizes α, β ∈ Nn0 und jedem
N ∈ N0 eine Konstante CαβN gibt, für die die Ungleichung
sup
y,z∈Rn
〈z〉N ∥∥∂αz ∂βy k(·, y, z)∥∥Cτ (Rn) < CαβN für alle α, β ∈ Nn0 , N ∈ N0 (4.6)
hält. Falls sich zudem der Operator eines Symbol p durch
p(X,Dx, Y )u(x) =
∫
k(x, y, x− y)u(y)dy für jedes u ∈ S (Rn) und alle x ∈ Rn
darstellen lässt, sagen wir, dass p eine Cτ -Kerndarstellung (mit k) besitzt.
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Lemma 4.12. Für p ∈ CτSmρ,δ(Rn × Rn,Rn) und 0 ≤ δ ≤ ρ ≤ 1, δ < 1 und ρ > 0 gibt es
einen Kern k : Rn × Rn × (Rn \ {0})→ C mit
p(X,Dx, Y )u(x) =
∫
k(x, y, x− y)u(y)dy für jedes u ∈ S (Rn) und alle x ∈ Rn,
der die Bedingung (4.5) erfüllt.
Beweis. Setze M := N+1
ρ
in Lemma 4.7 und erhalte
‖kj(·, ·, z)‖C0(Rn×Rn) ≤ C |z|−
n+1
ρ 2j(m−1).
Also konvergiert∥∥∥∥∥
∞∑
j=0
‖kj(·, ·, z)‖C0(Rn×Rn)
∥∥∥∥∥
L1(Rn)
≤ C
∥∥∥|z|−n+1ρ ∥∥∥
L1(Rn)
≤ C ′,
und damit erhalten wir mit Hilfe der dominanten Konvergenz
N∑
j=0
pj(X,Dx, Y )u(y) =
N∑
j=0
∫
kj(x, y, x− y)u(y)dy
=
∫ N∑
j=0
kj(x, y, x− y)u(y)dy
→
∫
k(x, y, x− y)u(y)dy für N →∞.
Hierbei ist das letzte Integral wohldefiniert, da z 7→ k(x, y, z) ∈ L1(Rn).
Folgerung 4.13. Ein Symbol p(x, ξ, y) ∈ CτSmρ,δ(Rn,Rn × Rn) mit ρ > 0 besitzt genau
dann eine Cτ -Kerndarstellung, wenn m = −∞. Wir erhalten also eine Bijektion
{Kerne, die (4.6) erfüllen} ←→ CτS−∞(Rn,Rn × Rn).
Beweis. Sei p ∈ CτS−∞(Rn,Rn×Rn). Direktes Einsetzen in Theorem 4.9 liefert einen Kern
k(x, y, z) : Rn×Rn× (Rn \ {0})→ C, der die Bedingungen aus Definition 4.11 erfüllt. Wir
erhalten mit Bemerkung 4.6 eine Funktion K(x, y, ·) := F−1 [ξ 7→ p(x, ξ, y)] (·) mit
p(X,Dx, Y )u(x) =
∫
K(x, y, x− y)u(y)dy für jedes u ∈ S (Rn) und alle x ∈ Rn.
Andererseits sind nach Lemma 4.12 die Darstellungen von p(X,Dx, Y ) durch k als auch
durch K identisch. Deswegen ist k(x, y, z) = K(x, y, z) für alle x, y, z ∈ Rn mit z 6= 0. Wir
können also k glatt in z = 0 fortsetzen.
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Sei umgekehrt ein Kern k gegeben, der die Eigenschaft einer Cτ -Kerndarstellung aus Defi-
nition 4.11 erfüllt. Setzen wir p(x, ξ, y) := F [z 7→ k(x, y, z)] (ξ) = ∫Rn e−iz·ξk(x, y, z)dz, so
induziert der Kern k das Symbol p, das in der Klasse CτS−∞(Rn,Rn×Rn) liegt: Denn für
α, β ∈ Nn0 wähle ein N ∈ N mit N > |α|+ n, sodass
sup
y,ξ∈Rn
∥∥ξγDαξ ∂βy p(·, y, ξ)∥∥Cτ (Rn)
≤ sup
y,z∈Rn
∥∥∥∥∫
Rn
e−iz·ξDγz
[
zα∂βy k(·, y, z)
]
dz
∥∥∥∥
Cτ (Rn)
≤ sup
y,z∈Rn
∑
µ≤γ
(
γ
µ
)∥∥∥∥∫
Rn
e−iz·ξDµz z
α 〈z〉−N 〈z〉N Dγ−µz ∂βy k(·, y, z)dz
∥∥∥∥
Cτ (Rn)
.
Nun ist supy,z∈Rn
∥∥∥〈z〉N Dγ−δz ∂βy k(·, y, z)∥∥∥
Cτ (Rn)
< Cβ,γ−δ,N und z 7→ e−iz·ξDµz zα 〈z〉−N ∈
L1(Rn) da deg(Dµz zα)−N < −n für alle µ ≤ γ. Insgesamt gibt es also ein Cαβγ > 0, sodass
sup
y,ξ∈Rn
∥∥ξγDαξ ∂βy p(·, y, ξ)∥∥Cτ (Rn) ≤ Cαβγ.
Analog erhalten wir Aussage, dass∣∣ξγDαξ ∂βy p(x, y, ξ)∣∣ ≤ Cαβγ für alle x, ξ, y ∈ Rn.
Theorem 4.14. Seien ϕ, ψ ∈ C∞(Rn), sodass eine Konstante  > 0 existiert mit
dist (suppϕ, suppψ) ≥ .
Dann gilt für jeden Pseudodifferentialoperator p(X,Dx, X ′) ∈ OPCτSmρ,δ(Rn,Rn×Rn), ρ >
0 in (x, ξ, y)-Form, dass
ϕ(X)p(X,Dx, X
′)ψ(X ′) ∈ OPCτS−∞(Rn,Rn × Rn).
Insbesondere folgt aus Korollar 4.13, dass ϕ(X)p(X,Dx, X ′)ψ(X ′) eine Cτ -Kerndarstellung
hat.
Beweis. Setze Q(X,Dx, X ′, Dx′) := ϕ(X)p(X,Dx, X ′)ψ(X ′) ∈ OPCτSm,0ρ,δ (Rn,Rn × Rn ×
Rn). Das Doppelsymbol des Operator Q(X,Dx, X ′, Dx′) induziert sein vereinfachtes Sym-
bol qL(x, ξ) ∈ CτSmρ,δ(Rn × Rn) gegeben in Theorem 3.33 durch
qL(x, ξ) = Os −
∫∫
e−iy·ηϕ(x)p(x, ξ + η, x+ y)ψ(x+ y)dydη
= Os −
∫∫
e−iy·ηϕ(x) |y|−2N ψ(x+ y)(−4η)Np(x, ξ + η, x+ y)dydη,
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wobei (−4η)e−iy·η = |y|2 e−iy·η für 4η :=
∑n
j=1
∂2
∂η2j
. Die obige Umformung ist wegen
{y ∈ Rn : |y| < } ⊂ {y ∈ Rn : ϕ(x)ψ(x+ y) = 0 für alle x ∈ Rn} wohldefiniert. Wir ha-
ben
OPCτSm,0ρ,δ (R
n,Rn × Rn × Rn) = OPCτSmρ,δ(Rn,Rn),
also muss der Operator Q mit einem Operator mit dem Doppelsymbol
q(x, ξ, x′, ξ′) := ϕ(x) |x− x′|−2N ψ(x′)(−4ξ)Np(x, ξ, x′)
übereinstimmen. Wegen dist (suppϕ, suppψ) ≥  gibt es ein C > 0, sodass
C−1 〈x− x′〉 ≤ |x− x′| ≤ C 〈x− x′〉 für alle x ∈ suppϕ, x′ ∈ suppψ.
Demnach haben wir
ϕ(x) |x− x′|−2N ψ(x′)(−4ξ)Np(x, ξ, x′) ∈ CτSm−2ρN,0ρ,δ (Rn,Rn × Rn × Rn).
Insgesamt ist ϕ(X)p(X,Dx, X ′)ψ(X ′) ∈ OPCτSm−2ρNρ,δ (Rn,Rn×Rn) für beliebiges N ∈ N.
Für N →∞ erhalten wir
ϕ(X)p(X,Dx, X
′)ψ(X ′) ∈ OPCτS−∞(Rn,Rn × Rn).
Nach Voraussetzung ist {(x, x) : x ∈ Rn} ⊂ {(x, y) ∈ Rn × Rn : ϕ(x)k(x, y, x− y)ψ(y) = 0}
und damit gilt
p(X,Dx, X
′)u(x) =
∫
ϕ(x)k(x, y, x− y)ψ(y)u(y)dy für jedes x ∈ Rn.
Schließlich liefert Folgerung 4.13, dass das Symbol des Operators ϕ(X)p(X,Dx, X ′)ψ(X ′)
eine Cτ -Kerndarstellung besitzt.
4.3 Reguläre Diffeomorphimen
Basierend auf [Kumano-Go(1982)] und [Marschall(1986)] wollen wir eine Regel für eine
Transformation von Pseudodifferentialoperatoren definieren. Dazu betrachten wir im fol-
genden für t ∈ R mit t ≥ 1 einen Ct-Diffeomorphismus h : Ωy → Ωx, der auf offene
Teilmengen Ωy,Ωx ⊆ Rn definiert ist. Unter der kanonischen Basis {ek}k=1,...,n des Rn ist
h(y) := (h1(y), . . . , hn(y)) mit
hj(y) := hj(y1, . . . , yn) ∈ C∞(Ωy) für alle y = (y1, . . . , yn) ∈ Ωy.
Die Jacobimatrix bezeichnen wir mit
Dh (y) := {∂ekgj(y)}j↓1,...,nk→1,...,n .
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Definition 4.15. Ein Ct-Diffeomorphismus h : Ωy → Ωx auf offene Teilmengen Ωy,Ωx ⊆
Rn heißt regulär, falls h ∈ C1(Ωy) und es eine Konstante C > 0 gibt, sodass
C−1 ≤ |detDh (y)| ≤ C für alle y ∈ Ωy. (4.7)
Bemerkung 4.16. Falls h regulär ist, so ist auch h−1 ein regulärer Ct-Diffeomorphismus,
da Dh (y) · Dg (h(y)) = id. Wir finden demnach eine Konstante C˜ > 0, sodass
C˜−1 ≤ |detDg (x)| ≤ C˜.
Damit folgt bereits, dass es ein C1 > 0 gibt, sodass
C−11 |y − y˜| = C−11 |h(g(y))− h(g(y˜))| ≤ |g(y)− g(y˜)| ≤ C1 |y − y˜| für alle y, y˜ ∈ Ωy.
(4.8)
4.4 Invarianz unter glatter Koordinatentransformation
In diesem Unterabschnitt sei h stets ein glatter regulärer Diffeomorphismus (setze t :=∞).
Für Ω˜y ⊂⊂ Ωy, Ω˜x := h(Ω˜y) betrachten wir die Komposition eines Symbols p(x, ξ, x′) ∈
CτSmρ,δ(Rn,Rn × Rn) mit zwei glatten Funktionen ϕ, ψ ∈ C∞0 (Ω˜x) mit der Abbildungsei-
genschaft
P := ϕ(X)p(X,Dx, X
′)ψ(X ′) : C∞0 (Ωx)→ Cτ (Ωx).
Wir wollen einen Pseudodifferentialoperator A : C∞0 (Ωy) → Cτ (Ωy) konstruieren, der für
alle w := u ◦ h ∈ C∞0 (Ωy) die Gleichung Aw(y) = P (u(y)) erfüllt. Wir werden feststellen,
dass sich A bis auf die Restklasse OPCτS−∞(Rn,Rn × Rn) eindeutig durch ein Symbol
a(x, ξ, y) ∈ CτSmρ,δ(Rn,Rn × Rn) mit
A ≡ ϕ(h(Y ))a(Y,Dy, Y ′)ψ(h(Y ′)) mod OPCτS−∞(Rn,Rn × Rn)
charakterisieren lässt. Verwenden wir die Pullback-Schreibweise, so lässt sich unsere Be-
dingung in (h−1)∗Ah∗ = P umformulieren. Hierbei ist((
h−1
)∗
Ah∗
)
(u)(x) = A(u ◦ h)(h−1(x)) für alle u ∈ C∞0 (Ωx), x ∈ Ωx.
Genauer gesagt, soll der Operator A das Diagramm
C∞0 (Ωx)
P //
h∗

Cτ (Ωx)
h∗

C∞0 (Ωy)
A // Cτ (Ωy)
kommutieren lassen.
Zunächst beschränken wir uns auf den Fall Ω˜x = Ωx = Ωy = Rn und wollen für ϕ, ψ = 1
einen ΨDO A : C∞0 (Rn)→ Cτ (Rn) finden, für den die Gleichung
A(u ◦ h)(y) = (p(X,Dx, X ′)u) (h(y)) für alle u ∈ S (Rn) , y ∈ Rn (4.9)
hält.
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Lemma 4.17. Sei p(x, ξ, y) ∈ CτS−∞(Rn,Rn×Rn). Der zu p assoziierte Kern kp definiert
das Symbol
a(y, η) :=
∫
e−iz·ηkp(h(y), h(y − z), h(y)− h(y − z)) |detDh (y − z)| dz ∈ CτS−∞(Rn,Rn).
a induziert uns einen Operator A ∈ OPCτS−∞(Rn,Rn), der (4.9) erfüllt.
Beweis. Da p(x, ξ, x′) der Klasse CτS−∞(Rn,Rn ×Rn) angehört, hat p nach Korollar 4.13
eine Cτ -Kerndarstellung gegeben durch
kp(x, y, z) :=
∫
eiz·ξp(x, ξ, y)dξ,
sodass sich der Operator von p darstellen lässt durch
p(X,Dx, X
′)u(x) =
∫
kp(x, x˜, x− x˜)u(x˜)dx˜ für alle u ∈ S (Rn) .
Also ist für w = u ◦ h mit der Transformationsformel
Aw(y) = p(X,Dx, X
′)u(h(y)) =
∫
kp(h(y), h(y˜), h(y)− h(y˜)) |detDh (y˜)|w(y˜)dy˜.
Setzen wir ka(y, z) := kp(h(y), h(y − z), h(y) − h(y − z)) |detDh (y − z)|, so erhalten wir
eine Darstellung des Operators A definiert durch den Kern ka:
Aw(y) =
∫
ka(y, y − y˜)w(y˜)dy˜.
Schließlich wollen wir noch zeigen, dass ka(y, z) die Bedingung (4.6) erfüllt, also A ∈
OPCτS−∞(Rn,Rn) ist. Für den eher technischen Beweis wollen wir uns auf ein Symbol
in x-Form p ∈ CτS−∞(Rn,Rn) beschränken. Der Fall für ein Symbol in (x, y)-Form folgt
dann analog mit den selben Mitteln.
Nach (4.7) ist |detDh (y − η)| ≤ C, und (4.8) liefert
|η|C−11 ≤ |h(y)− h(y − η)| ≤ C1 |η| .
Wir setzen Ξh(y− z, y) := −
∫ 1
0
Dh (y − θz) dθ, sodass Ξh(y− z, y)z = h(y)−h(y− z) und
betrachten unter der Notation aus Lemma 2.8 mit α, β ∈ Nn0 , |β| ≤ τ die Abschätzung∣∣DβyDαz kp(h(y),Ξh(y − z, y)z)∣∣
≤ O
Dβy ∑
σ∈Nn
0,|β|
k(σ)p (h(y),Ξh(y − z, y)z)
∑
Σ(α,σ)
|α|∏
j=1
1
νj!(µj!)|νj |
(
Dµ
j
z [Ξh(y − z, y)z)]
)νj ,
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wobei k(α)p(β)(y, z) := D
α
zD
β
ykp(y, z), und wir annehmen, dass α, β 6= 0 (ansonsten können
die ensprechenden Schritte entfallen). Für ein σ ∈ Nn0 betrachte∣∣Dβyk(σ)p (h(y),Ξh(y − z, y)z)∣∣
≤ O
 ∑
ρ∈N2n
0,|β|
k
(σ+ρ2)
p(ρ1)
(h(y),Ξh(y − z, y)z)
∑
Σ(β,ρ)
|β|∏
j=1
1
νj!(µj!)|νj |
(
Dµ
j
y {y 7→ (h(y),Ξh(y − z, y)z)}
)νj ,
wobei ρ1, ρ2 ∈ Nn0 mit (ρ1, ρ2) = ρ. Mit den Abschätzungen∣∣∣DϑyDµjz [(y, z) 7→ Ξh(y − z, y)z]∣∣∣ ≤ Cϑ,µj 〈z〉|µj|+|ϑ| für ein beliebiges ϑ ∈ Nn0
und
∣∣∣Dµjy {y 7→ (h(y),Ξh(y − z, y)z)}∣∣∣ ≤ Cµj 〈z〉|µj| erhalte
∣∣DβyDαz kp(h(y),Ξh(y − z, y)z)∣∣ ≤ O
 ∑
σ∈Nn
0,|β|
∑
ρ∈Nn
0,|β|
k
(σ+ρ2)
p(ρ1)
(h(y),Ξh(y − z, y)z) 〈z〉|α|+|β|
 .
Da kp(y, z) der Ungleichung (4.6) genügt, können wir ein N ≥ |α|+ |β|+M für einM ∈ N0
wählen, und folgern, dass∣∣DβyDαz kp(h(y),Ξh(y − z, y)z)∣∣ ≤ Cα,β,N 〈z〉−M .
Mit dem Übergang zum Supremum über alle y ∈ Rn erhalten wir
‖ka(·, z)‖Cτ (Rn) ≤ Cα,τ,N 〈z〉−M .
Also genügt auch ka(y, z) der Ungleichung (4.6).
Lemma 4.18. Sei Γ := {γj}j∈N := Zn ⊂ Rn das Gitter der ganzen Zahlen auf Rn. Für
jedes r ∈ R+ gibt es eine Familie {(ϕj, ψj)}j∈N von C∞0 (Rn)-Funktionen auf Rn mit den
Eigenschaften
(a)
∑∞
j=0 ϕj(x) = 1 für alle x ∈ Rn,
(b) suppϕj ⊂ Br√n(rγj) ⊂ suppψj ⊂ B3r√n(rγj),
(c) ψ(x) = 1 für alle x ∈ B2√n(rγj),
(d)
∣∣∂βxϕj(x)∣∣ ≤ cϕ,βr−|β| und ∣∣∂βxψj(x)∣∣ ≤ cψ,βr−|β| für alle x ∈ Rn,
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Abbildung 2: Träger von {(ϕj, ψj)}j∈N aus Lemma 4.18 für r = 1, n = 2
y
x
−1 1
−1
1
ϕ0
ϕ1
ψ0
B3
√
2(0) B2
√
2(0)
B√2(0)
wobei cϕ,β und cψ,β unabhängig von j und r sind.
Beweis. Seien ϕ, ψ ∈ C∞0 (Rn) mit ϕ ≥ 0, ψ ≥ 0 und
ϕ > 0 auf B 2
3
√
n(0) und ψ = 1 auf B2√n(0),
sowie suppϕ ⊂ B√n(0) ⊂ suppψ ⊂ B3√n(0) vorgegeben. Wegen
inf
j∈N,i 6=j
dist (γi, γj) ≤
√
n zu jedem i ∈ N,
und wegen der äquidistanten Verteilung des Gitters gilt bereits
⋃
j∈NBd(γj) = Rn für jedes
d >
√
n
2
. Wegen suppϕ ⊂ B√n(0) existiert ein l ∈ N, sodass
M(x) :=
{
k ∈ N : ϕ(x
r
− γk) 6= 0
}
< l gleichmäßig in x ∈ Rn.
Da B 2
3
√
n(0) ⊂ suppϕ ist M(x) > 0 für alle x ∈ Rn. Setzen wir demnach für r > 0
ψj(x) := ψ(
x
r
− γj) und ϕj(x) :=
ϕ(x
r
− γj)∑∞
k=1 ϕ(
x
r
− γk) ,
so sind ϕj, ψj wohldefiniert und erfüllen die gewünschten Eigenschaften.
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Theorem 4.19. Sei h : Rn → Rn ein regulärer Diffeomorphismus und 0 ≤ 1 − ρ ≤ δ ≤
ρ, δ < 1. Dann ist für p(x, ξ, x′) ∈ CτSmρ,δ(Rn,Rn × Rn) der Operator
A : S (Rn)→ C0(Rn) , (A(u ◦ h)) (y) = (Pu)(h(y))
ein Pseudodifferentialoperator der Klasse OPCτSmρ,δ(Rn,Rn × Rn). Für r > 0 genügend
klein ist das Symbol in (x, y)-Form
a(y, η, y′) =
∞∑
j=1
ϕj(h(y))p
(
h(y),Ξh(y, y
′)−Tη, h(y′)
)
ψj(h(y
′)) |det Ξh(y, y′)|−1 |detDh (y′)|
(4.10)
wohldefiniert und erfüllt A ≡ a(Y,Dy, Y ′) mod OPCτS−∞(Rn,Rn × Rn), wobei
Ξh(y, y
′) =
∫ 1
0
Dh (y′ + θ(y − y′)) dθ. (4.11)
Beweis. Für r > 0 klein genug gibt es wegen (4.7) nach Definition von Ξh ein  > 0, sodass
1
C + 
≤ |det Ξh(y, y′)| ≤ C +  auf supp ((ϕjψj) ◦ h) , (4.12)
wobei C wie in (4.7) definiert ist. Setze
pj(x, ξ, x
′) := ϕj(x)p(x, ξ, x′)ψj(x′) und p∞,j(x, ξ, x′) := ϕj(x)p(x, ξ, x′)(1− ψj(x′)).
Wegen dist (suppϕj, supp (1− ψj)) > 0 ist nach Theorem 4.14 das Symbol p∞,j(x, ξ, x′) ∈
CτS−∞(Rn,Rn × Rn). Nach Lemma 4.17 stimmt p∞,j(X,Dx, X ′) nach der Koordinaten-
transformation mit einem Operator aus OPCτS−∞(Rn,Rn×Rn) überein. Unser Operator
lässt sich also in zwei Terme
p(X,Dx, X
′) =
∑
j
pj(X,Dx, X
′) +
∑
j
p∞,j(X,Dx, X ′)
zerteilen, wovon der letzte Term nach Koordinatentransformation mit einem Operator A∞
der Klasse OPCτS−∞(Rn,Rn×Rn) übereinstimmt. Wir müssen also noch die Transforma-
tionseigenschaft für den ersten Term überprüfen. Sei dazu χ ∈ S (Rn) mit χ(0) = 1 und
definiere χ(ξ) := χ(ξ) für  > 0, ξ ∈ Rn. Theorem 2.41.a liefert für jedes u ∈ S (Rn) wegen
x′ 7→ pj(x, ξ, x′)u(x′) ∈ L1(Rn) nach Lemma 3.5 die Aussage, dass wir das oszillatorische
Integral umformen können in
(pj(X,Dx, X
′)u) (h(y))
= lim
→0
∫∫
ei(h(y)−x
′)·ξχ(ξ)pj(h(y), ξ, x′)u(x′)dx′dξ
= lim
→0
∫∫
ei(h(y)−h(y
′))·ξχ(ξ)pj(h(y), ξ, h(y′)) |detDh (y′)|u(h(y′))dy′dξ,
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wobei wir mit dem Diffeomorphismus h : x′ 7→ h(x′) =: h(y′) das innere Integral transfor-
miert haben. Andererseits gilt nach dem Mittelwertsatz im Mehrdimensionalen, dass
h(y)− h(y′) =
(∫ 1
0
Dh (y′ + θ(y − y′)) dθ
)
(y − y′) = Ξh(y, y′)(y − y′).
Ξh(y, y
′) ist damit ein wohldefinierter Homöomorphismus in einer Umgebung der Diago-
nalen von Rn × Rn, und lokal durch
(h(y)− h(y′)) · ξ =
n∑
j=1
(hj(y)− hj(y′)) ξj =
∑
j,k
Ξh(y, y
′)kj(yk − y′k)ξj
gegeben. Für η := Ξh(y, y′)T ξ ist also (h(y)− h(y′)) · ξ = (y − y′) · η, und damit
(pj(X,Dx, X
′)u) (h(y)) = lim
→0
∫∫
ei(y−y
′)·ηχ
(
Ξh(y, y
′)−Tη
)
pj
(
h(y),Ξh(y, y
′)−Tη, h(y′)
)
|det Ξh(y, y′)|−1 |detDh (y′)|u(h(y′))dy′dη
= lim
→0
∫∫
ei(y−y
′)·ηχ
(
Ξh(y, y
′)−Tη
)
a˜j(y, η, y
′)u(h(y′))dy′dη,
wobei a˜j(y, η, y′) := pj(h(y),Ξh(y, y′)−Tη, h(y′)) |det Ξh(y, y′)|−1 |detDh (y′)|. Nun ist{
χ(Ξh(y, y + z)
−Tη) :  ∈ (0, 1)} ⊂ A 00,0 (Rn × Rn)
beschränkt bezüglich (z, η) und Lemma 2.32 liefert die beiden Konvergenzeigenschaften
χ
(
Ξh(y, y + z)
−Tη
)→ 1 für → 0 für alle y, z, η ∈ Rn,
∂αz ∂
β
η
(
χ
(
Ξh(y, y + z)
−Tη
))→ 0 für → 0 für alle y, z, η ∈ Rn, α, β ∈ Nn0 mit |α|+|β| > 0.
Nach Theorem 2.38 können wir den Limes in das Integral hineinziehen und erhalten mit
w := u ◦ h ein Oszillationsintegral der Form
(pj(X,Dx, X
′)u) (h(y)) = Os −
∫∫
ei(y−y
′)·ηa˜j(y, η, y′)w(y′)dy′dη
=: aj(Y,Dy, Y
′)w(y).
Wegen a(y, η, y′) =
∑∞
j=1 aj(y, η, y
′) und A = a(Y,Dy, Y ′)+A∞ folgt die Behauptung, falls
aj(x, ξ, y) ∈ CτSmρ,δ(Rn,Rn × Rn). Dies gilt es also noch zu zeigen. Zunächst betrachten
wir den Fall τ ∈ N. Dafür beweisen wir, dass a˜j(x, ξ, y) ∈ CτSmρ,δ(Rn,Rn × Rn). Seien
α, β, γ ∈ Nn0 mit |β| ≤ τ . Wir haben∣∣DγyDβxDαξ a˜j(x, ξ, y)∣∣ = ∣∣DγyDβxDαξ pj (h(x),Ξh(x, y)−T ξ, h(y)) |det Ξh(x, y)|−1 |detDh (y)|∣∣
=
∣∣DγyDβx [Dαξ pj (h(x),Ξh(x, y)−T ξ, h(y)) ζ(x, y)]∣∣ ,
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wobei ζ(x, y) := |det Ξh(x, y)|−1 |detDh (y)| mit
∣∣DγyDβxζ(x, y)∣∣ ≤ Cαβ nach (4.7). Mit
Kettenregel folgt∣∣Dξ (pj (h(x),Ξh(x, y)−T ξ, h(y)))∣∣
=
∣∣DΞh(x,y)−T ξpj (h(x),Ξh(x, y)−T ξ, h(y)) · DΞh(x, y)−T (ξ)∣∣
≤ C ∣∣DΞh(x,y)−T ξpj (h(x),Ξh(x, y)−T ξ, h(y))∣∣ .
Wir erhalten also die Abschätzung∣∣DγyDβxDαξ a˜j(x, y, ξ)∣∣ ≤ O (DγyDβxp(α)j (h(x),Ξh(x, y)−T ξ, h(y))) .
Für den nächsten Schritt teilen wir ein Multiindex σ ∈ N2n0 in die Hälften σ1, σ2 ∈ Nn0 auf,
sodass σ = (σ1, σ2). Unter Verwendung von Formel 2.8 und dessen Notation ist∣∣∣DγyDβxp(α)j (h(x),Ξh(x, y)−T ξ, h(y))∣∣∣
≤ O
Dγy ∑
σ∈N2n
0,|β|
p
(α+σ2)
j(σ1)
(
h(x),Ξh(x, y)
−T ξ, h(y)
)
∑
Σ(β,σ)
|β|∏
j=1
1
νj!(µj!)|νj |
(
Dµ
j
x
(
x 7→ (h(x),Ξh(x, y)−T ξ)
))νj
≤ O
(
Dγy
∑
β1+β2=β
p
(α+β2)
j(β1)
(
h(x),Ξh(x, y)
−T ξ, h(y)
) 〈ξ〉|β2|) ,
wobei p(α)j(β,β′)(x, ξ, y) := D
β′
y D
α
ξD
β
xpj(x, ξ, y). Für den Summanden haben wir∣∣∣Dγyp(α+β2)j(β1) (h(x),Ξh(x, y)−T ξ, h(y))∣∣∣
= γ!
∣∣∣∣∣∣
∑
σ∈Nn
0,|γ|
p
(α+β2+σ2)
j(β1,σ1)
(
h(x),Ξh(x, y)
−T ξ, h(y)
)
∑
Σ(γ,σ)
|γ|∏
j=1
1
νj!(µj!)|νj |
(
Dµ
j
y
(
y 7→ (Ξh(x, y)−T ξ, h(y))
))νj ∣∣∣∣∣∣
≤ O
(
p
(α+β2+γ)
j(β1)
(
h(x),Ξh(x, y)
−T ξ, h(y)
) 〈ξ〉|γ|) .
Für die Berechnungen haben wir die Voraussetzung β, γ 6= 0 für Lemma 2.8 fallen gelassen,
da wir für β = 0 bzw. γ = 0 einfach den jeweiligen Schritt auslassen können. Insgesamt ist
also ∣∣∣DγyDβxDξξ a˜j(x, ξ, y)∣∣∣ ≤ Cαβγ 〈ξ〉m−ρ|α|+(1−ρ)|γ| ∑
β1+β2=β
〈ξ〉δ|β1|+(1−ρ)|β2|
≤ Cαβγ 〈ξ〉m−ρ|α|+(1−ρ)|γ|+|β|max{δ,1−ρ} .
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Nach Voraussetzung ist 1− ρ < δ, also max {δ, 1− ρ} = δ und damit∣∣∣DγyDβxDξξ a˜j(x, y, ξ)∣∣∣ ≤ Cαβγ 〈ξ〉m−ρ|α|+δ|β|+δ|γ| .
Also ist a˜j(x, ξ, y) ∈ CτSmρ,δ(Rn,Rn × Rn).
Für τ ∈ (0, 1) und x, χ ∈ Rn definiere den Operator 4χ,x durch 4χ,xp(x, ξ, y) := f(x +
χ)− f(x) für eine stetige Funktion f : Rn → C. Wir sehen sofort, dass
4χ,xp
(
h(x),Ξh(x, y)
−T ξ, h(y)
)
= 4χ,xp
(
h(x),Ξh(z, y)
−T ξ, h(y)
) |z=x
+4χ,xp
(
h(z),Ξh(x, y)
−T ξ, h(y)
) |z=x .
Insbesondere kommutiert der Operator4χ,x mit dem Ableitungsoperator, sodass wir wegen
der Hölder-Stetigkeit im ersten Argument von p∣∣DγyDαξ4χ,xp (h(x),Ξh(z, y)−T ξ, h(y)) |z=x∣∣ = ∣∣4χ,xDγyDαξ p (h(x),Ξh(z, y)−T ξ, h(y)) |z=x∣∣
≤ Cαγ 〈ξ〉m−ρ|α|+δ|γ|+δτ |4x,χh(x)|τ
≤ CαγC 〈ξ〉m−ρ|α|+δ|γ|+δτ |χ|τ
erhalten, wobei |4x,χh(x)| ≤ C |χ| mit C > 0 Lipschitzkonstante von h ∈ C1(Rn). Genauso
finden wir für x 7→ p (h(z),Ξh(x, y)−T ξ, h(y)) ∈ C1(Rn) eine Lipschitzkonstante CL > 0,
sodass∣∣DγyDαξ4χ,xp (h(z),Ξh(x, y)−T ξ, h(y)) |z=x∣∣ ≤ CLCαγ 〈ξ〉m−ρ|α|+δ|γ| ∣∣4χ,xΞh(x, y)−T ξ∣∣
≤ CLCαγC1 〈ξ〉m−ρ|α|+δ|γ| |χ|
mit C1 aus (4.7). Beide Abschätzungen zusammengefasst ergeben∣∣DγyDαξ4χ,xp (h(x),Ξh(x, y)−T ξ, h(y))∣∣ ≤ Cαγ 〈ξ〉m−ρ|α|+δ|γ|+δτ |χ|τ
für |χ| < 1. Wir erhalten also [DγyDαξ p (h(x),Ξh(x, y)−T ξ, h(y))]τ ≤ Cαγ 〈ξ〉m−ρ|α|+δ|γ|+δτ .
Für allgemeines 1 < τ 6∈ N betrachte das Symbol ∂βxp(x, ξ, y) ∈ Cτ−bτcSm+δbτc(Rn,Rn×Rn)
für |β| = bτc.
Bemerkung 4.20. Die Bedingung 1−ρ ≤ δ ist für den Beweis notwendig. Betrachte dazu
x, y ∈ Rn mit |x− y| klein genug, sodass es eine Konstante C0 > 0 gibt mit
C−10 |ξ| ≤
∣∣∂xjΞh(x, y)−T ξ∣∣ ≤ C0 |ξ| für alle ξ ∈ Rn und jedes j = 1, . . . , n.
Nun wählen wir unter vereinfachten Annahmen ein Symbol p(x, ξ, y) = p(ξ) ∈ Smρ,δ(Rn),
und betrachten wie im Beweis das Symbol
a˜j(x, ξ, y) : = p
(
h(x),Ξh(x, y)
−T ξ, h(y)
) |det Ξh(x, y)|−1 |detDh (y)|
= p(Ξh(x, y)
−T ξ)r(x, y)
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mit r(x, y) := |det Ξh(x, y)|−1 |detDh (y)| ∈ S−∞(Rn × Rn). Eine Anwendung der Ketten-
regel liefert
∂xjp
(
Ξh(x, y)
−T ξ
)
=
n∑
k=1
∂ηkp(η) |η=Ξh(x,y)−T ξ
∂
(
Ξh(x, y)
−T ξ
)
k
∂xj
.
Also finden wir zu jedem j = 1, . . . , n eine Konstante Cj > 0, sodass∣∣∂xjp (Ξh(x, y)−T ξ)∣∣ ≤ C0Cj 〈ξ〉m−ρ |ξ| ≤ C0Cj 〈ξ〉m+1−ρ .
Die Voraussetzung a˜j(x, ξ, y) ∈ Smρ,δ(Rn×Rn×Rn) ⊂ CτSmρ,δ(Rn,Rn×Rn) impliziert jedoch,
dass es eine Konstante C˜j > 0 geben muss, sodass∣∣∂xjp (Ξh(x, y)−T ξ)∣∣ < C˜j 〈ξ〉m+δ .
Da C˜j, Cj und C0 unabhängig von ξ sind, muss 〈ξ〉m+1−ρ ≤ 〈ξ〉m+δ für alle ξ ∈ Rn gelten,
d.h. die Bedingung δ ≥ 1− ρ muss erfüllt sein.
Folgerung 4.21. Falls p(X,Dx) ein Operator mit einfachen Symbol p ∈ CτSmρ,δ(Rn,Rn)
mit 0 ≤ 1 − ρ ≤ δ < ρ ≤ 1, δ < 1 ist, dann finden wir zu a(y, η, y) = p(h(y),Dh (y)−T η)
ein Symbol aL(y, η) in x-Form, das die asymptotische Abschätzung
aL(y, η) ∼
∑
α∈Nn
1
α!
∂αη ∂
α
y a(x, η, y)|x=y
genügt in dem Sinne, dass für jedes N ∈ N0
aL(y, η)−
∑
|α|≤N
1
α!
∂αη ∂
α
y a(x, η, y)|x=y ∈ CτSm−(ρ−δ)(N+1)ρ,δ (Rn,Rn).
Insbesondere ist
aL(y, η) = p(h(y),Dh (y)−T η) + r(y, η) mit r(y, η) ∈ CτSm−(ρ−δ)ρ,δ (Rn,Rn).
Beweis. Da Ξh(y, y) =
∫ 1
0
Dh (y) dθ = Dh (y) und ψj ◦ h = 1 auf suppϕj ◦ h folgt
a(y, η, y) =
∞∑
j=1
ϕj(h(y))p(h(y),Dh (y)−T η)
∣∣detDh (y)−1∣∣ |detDh (y)|
= p(h(y),Dh (y)−T η).
Für das vereinfachte Symbol aL von a erhalten wir nach Theorem 3.34 die asymptotische
Abschätzung.
84 Glatte Koordinatentransformation
Theorem 4.22. Seien Ω˜y ⊂⊂ Ωy, 0 ≤ 1 − ρ ≤ δ ≤ ρ mit δ < 1 gegeben. Setze
Ω˜x :=
{
h(y) : y ∈ Ω˜y
}
⊂⊂ Ωx. Für p(x, ξ, x′) ∈ CτSmρ,δ(Rn,Rn × Rn) existiert ein A ∈
OPCτSmρ,δ(Rn,Rn × Rn), sodass für alle ϕ, ψ ∈ C∞0 (Ω˜x) gilt
ϕ(h(Y ))Aψ(h(Y ′))w(y) = (ϕ(X)p(X,Dx, X ′)ψ(X ′)u)(h(y)) für alle w := u ◦h ∈ C∞0 (Ωy).
Desweiteren finden wir nach (4.10) ein a(y, η, y′) ∈ CτSmρ,δ(Rn,Rn × Rn), das für ein
genügend kleines r > 0 die Gleichung
ϕ(Y )A ≡ ϕ(Y )a(Y,Dy, Y ′) mod OPCτS−∞(Rn,Rn × Rn)
erfüllt.
Beweis. Wir spalten wie in Theorem 4.19 das Symbol p in pj und p∞,j auf. Diese Aufspal-
tung können wir auch mit dem Symbol ϕ(x)p(x, ξ, y)ψ(y) machen. Dann erhalten wir in
Operatorschreibweise mit einer Familie {(ϕj, ψj)}j∈N aus Lemma 4.18 :
ϕ(X)p(X,Dx, X
′)ψ(X ′) = ϕ(X)
∑
j∈N
pj(X,Dx, X
′)ψ(X ′)+ϕ(X)
∑
j∈N
p∞,j(X,Dx, X ′)ψ(X ′).
(4.13)
Setze M :=
{
j ∈ N : suppψj ∩ Ω˜y 6= ∅
}
. Da Ω˜y relativ kompakt ist, ist #M < ∞, die
erste Summe ist also endlich. Genauso wie in Theorem 4.19 erhalten wir nach Koordina-
tentransformation von pj einen Operator
aj(Y,Dy, Y
′) ≡ h∗pj(X,Dx, X ′)
(
h−1
)∗
.
Nach der Transformation der Operatoren ϕ(X) und ψ(X ′) erhalten wir
ϕ(X)pj(X,Dx, X
′)ψ(X ′) ≡ ϕ(Y )h∗ (aj(Y,Dy, Y ′)ψ(h(Y ′)))
(
h−1
)∗
.
Schließlich finden wir wegen #M < ∞ ein r > 0, sodass die Bedingung (4.12) für Ξh
definiert in (4.11) für jedes j ∈M erfüllt wird. Insgesamt bekommen wir die Transformation
des Operators
∑
j∈M pj(X,Dx, X
′)ψ(X ′) durch
ϕ(X)
∑
j∈M
pj(X,Dx, X
′)ψ(X ′) ≡ ϕ(Y )
∑
j∈M
h∗ (aj(Y,Dy, Y ′)ψ(h(Y ′)))
(
h−1
)∗
.
Wir erhalten also tatsächlich wie in (4.10) ein Symbol
a(y, η, y′)
=
∞∑
j=1
ϕj(h(y))p(h(y),Ξh(y, y
′)−Tη, h(y′))ψ(h(y′))ψj(h(y′)) |det Ξh(y, y′)|−1 |detDh (y′)|
mit ϕ(Y )A ≡ ϕ(Y )a(Y,Dy, Y ′) mod OPCτS−∞(Rn,Rn×Rn) falls die zweite Summe von
(4.13) in der Klasse OPCτS−∞(Rn,Rn × Rn) liegt.
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Wir wissen bereits, dass p∞,j(X,Dx, X ′) ∈ OPCτS−∞(Rn,Rn × Rn). Transformieren wir
den Operator p∞,j(X,Dx, X ′), so induziert der zu p∞,j assoziierte Kern kp∞,j nach Lemma
4.17 einen Kern ka∞,j , der die Bedingung (4.6) erfüllt. Für ein φ ∈ C∞0 (Ωy) mit φ = 1 auf
Ω˜y haben wir nach Lemma 4.17
ka∞,j(y, z) = φ(y)ka∞,j(y, z)φ(y − z)
= φ(y)kp∞,j(h(y), h(y − z), h(y)− h(y − z)) |detDh (y − z)|φ(y − z).
Insbesondere ist der Kern von p∞,j(X,Dx, X ′)ψ(X ′) koordinatentransformiert gegeben
durch
ϕ(y)ka∞,j(y, z)ψ(z) =ϕ(h(y))kp∞,j(h(y), h(y − z), h(y)− h(y − z))
|detDh (y − z)|ψ(h(y − z))
=ϕ(h(y))φ(y)kp∞,j(h(y), h(y − z), h(y)− h(y − z))
|detDh (y − z)|ψ(h(y − z))φ(y − z).
Der Operator ϕ(X)
∑
j∈N p∞,j(X,Dx, X
′)ψ(X ′) transformiert sich also zu
ϕ(h(Y ))
∑
j∈M˜
a∞,j(Y,Dy, Y ′)ψ(h(Y ′)),
wobei die Menge M˜ := {j ∈ N : suppφ ∩ suppψj ◦ h 6= ∅} endlich ist. Also ist nach Folge-
rung 4.13 der Operator
∑
j∈M˜ ϕ(h(Y ))a∞,j(Y,Dy, Y
′)ψ(h(Y ′)) in OPCτS−∞(Rn,Rn×Rn)
enthalten.
Bemerkung 4.23. Verstärken wir mit der Bedingung δ < ρ die Voraussetzungen aus
Theorem 4.22, so erhalten wir für
p(x, ξ) ∈ CτSmρ,δ(Rn,Rn) ein Symbol aL(y, η) ∈ CτSmρ,δ(Rn,Rn),
gegeben in Folgerung 4.21, sodass
ϕ(Y )A ≡ ϕ(Y )aL(Y,Dy) mod OPCτS−∞(Rn,Rn × Rn).
Theorem 4.24. Sei Ωx = Ωy = Rn, h ein glatter Diffeomorphismus auf dem Rn. Dann
ist der Bessel-Potential-Raum Hsq (Rn) für s ∈ R, 1 ≤ q <∞ invariant unter Koordinaten-
transformation. Genauer ist die Abbildung h∗ : Hsq (Rn)→ Hsq (Rn), u 7→ u◦h eine Bijektion
und es existiert ein C > 0, sodass
1
C
‖u‖Hsq (Rn) ≤ ‖u ◦ h‖Hsq (Rn) ≤ C ‖u‖Hsq (Rn) .
Beweis. Für 〈Dx〉s ∈ OPSs1,0(Rn) existiert nach Theorem 4.19 und Folgerung 4.21 ein
Symbol as ∈ Ss1,0(Rn × Rn), sodass (〈Dx〉s u) (h(y)) = as(Y,Dy)(u ◦ h(y)). Da 〈ξ〉s und as
der selben Symbolklasse angehören, finden wir eine Konstante Csq > 0 sodass C−1sq |as|(s)l,∞ ≤
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|〈ξ〉s|(s)l,∞ ≤ Csq |as|(s)l,∞. Mit Koordinationtransformation und der Abschätzung (4.7) erhalten
wir
‖u‖qHsq (Rn) =
∫
|〈Dx〉s u(x)|q dx =
∫
|as(Y,Dy)(w(y))|q |detDh (y)| dy ≤ Csq ‖w‖qHsq (Rn) ,
wobei w := u ◦ h. Die andere Richtung kann analog bewiesen werden, da h−1 als regulärer
Diffeomorphismus ebenso (4.7) erfüllt.
Definition 4.25. Sei p(x, ξ) ∈ CτSmρ,δ(Rn,Rn) mit 0 ≤ 1 − ρ ≤ δ ≤ ρ ≤ 1, δ < 1. Das
Prinzipalsymbol pr(x, ξ) von p(x, ξ) ist ein Vertreter der Klasse
CτSmρ,δ(Rn,Rn)
/
CτS
m−(ρ−δ)
ρ,δ (Rn,Rn × Rn)
mit p(x, ξ) ≡ pr(x, ξ) mod CτSm−(ρ−δ)(Rn,Rn × Rn).
Bemerkung 4.26. Für ρ = 1 ist das Prinzipalsymbol eines Symbols p ∈ CτSm1,δ(Rn×Rn)
unter Koordinatentransformation invariant.
Beweis. Mit Hilfe der Symbolglättung können wir p aufspalten in p = p] + p[ mit p] ∈
Sm1,γ(Rn × Rn) und p[ ∈ CτSm−(γ−δ)τ1,γ (Rn,Rn) für ein γ ∈ (δ, 1). Ein regulärer glatter
Diffeomorphismus h : Ωy → Ωx mit Ωx,Ωy ⊂⊂ Rn transformiert das glatte Symbol p] nach
Bemerkung 4.23 zu
h∗p](X,Dx)(h−1)∗ = A] +R]
mit R] ∈ OPS−∞(Rn × Rn × Rn) und A ∈ OPSm1,δ(Rn × Rn × Rn). Wir erhalten also
h∗p(X,Dx)(h−1)∗ = A] +R] + h∗p[(X,Dx)(h−1)∗.
Andererseits finden wir ein Symbol a ∈ CτSm1,δ(Rn,Rn) mit h∗p(X,Dx)(h−1)∗ ≡ a(Y,Dy)
mod CτS−∞(Rn,Rn×Rn) Nun können wir wiederum das Symbol a aufspalten in a = a]+a[
mit a] ∈ Sm1,γ(Rn × Rn) und a[ ∈ CτSm−(γ−δ)τ1,γ (Rn,Rn). Wir erhalten insgesamt also
h∗p](X,Dx)(h−1)∗ ≡ a](X,Dx) + a[(X,Dx) mod CτS−∞(Rn,Rn × Rn)
≡ A] + h∗p[(X,Dx)(h−1)∗ mod CτS−∞(Rn,Rn × Rn).
Damit ist a](X,Dx) ≡ A] mod CτSm−(γ−δ)τ1,γ (Rn,Rn × Rn).
4.5 Differenzierbare Mannigfaltigkeiten
[Kumano-Go(1982), Chapter 2 §7] beschreibt die Invarianz des Koordinatenwechsels von
Pseudodifferentialoperatoren der Klasse Smρ,δ(Rn×Rn) auf parakompakten differenzierbaren
Mannigfaltigkeiten, indem er einen Kartenwechsel auf den lokalen Fall im Rn zurückführt.
Wir wollen mit einer ähnlichen Vorgehensweise die Invarianz für Operatoren in x-Form
studieren. Dazu wiederholen wir zunächst die Definition einer parakompakten differenzier-
baren Mannigfaltigkeit:
4.5 Differenzierbare Mannigfaltigkeiten 87
Definition 4.27. Ein topologischer Raum M heißt parakompakt, falls jede offene Über-
deckung {Ωj}j∈N vonM eine lokal endliche Verfeinerung besitzt. Eine Überdeckung {Vj}j∈N
von M heißt lokal endliche Verfeinerung, falls zu jedem j ∈ N ein k ∈ N existiert mit
Vj ⊂ Ωk, und es zu jedem x ∈M eine Umgebung U ⊂M gibt mit
# {j ∈ N : Vj ∩ U 6= ∅} <∞.
Definition 4.28. Ein lokaler euklidischer Raum M der Dimension n ist ein topologischer
Hausdorff-Raum, für den zu jedem Punkt eine Umgebung existiert, die homöomorph zu
einer offenen Teilmenge des euklidischen Raums Rn ist. Falls h ein Homöomorphismus ist,
der ein Gebiet Ω ⊆M auf eine offene Teilmenge U ⊆ Rn abbildet, nennen wir h eine Karte
und U die Koordinatenumgebung von h.
Definition 4.29. Eine differenzierbare Struktur S der Klasse Ct mit t ∈ [1,∞] auf einem
lokalen euklidischen Raum M ist eine Familie von Karten {h : Ωj → Uj}j∈A mit einer
Indexmenge A. Zusätzlich erfüllt S die folgenden Eigenschaften:
(a)
⋃
j∈N Ωj = M .
(b) Setze Ωjk := Ωj ∩ Ωk für alle j, k ∈ N. Für Ωjk 6= ∅ gelte
hjk := hj ◦ h−1k : hk(Ωjk) ⊆ Uk → hj(Ωjk) ⊆ Uj ∈ Ct(hk(Ωjk))n.
(c) Die Menge S ist maximal bezüglich der Eigenschaft (b), d.h., falls es U ⊆ Rn,Ω ⊆M
offen und eine Funktion h : U → Ω gibt mit h ◦ h−1j ∈ Ct(hj(Ωj ∩ Ω))n, hj ◦ h−1 ∈
Ct(h(Ωj ∩ Ω))n, dann ist bereits h ∈ S.
Bemerkung 4.30. Falls S0 := {h : Ωj → Uj}j∈A eine beliebige Familie von Karten mit
einer Indexmenge A ist, die (a) und (b) erfüllt, so lässt sich diese Menge zu einer eindeutigen
differenzierbaren Struktur erweitern. Diese ist gegeben durch
S :=
{
h : Ω ⊆M → U ⊆ Rn : h ◦ h−1j ∈ Ct(hj(Ωj ∩ Ω))n,
hj ◦ h−1 ∈ Ct(h(Ωj ∩ Ω))n für jedes j ∈ A
}
.
Definition 4.31. Sei M ein topologischer, parakompakter, lokal euklidischer Raum mit
einer Struktur S. Nach Definition 4.27 gibt es eine lokal endliche, relativ kompakte Über-
deckung {Ωj}j∈N, d.h. dass M =
⋃
j∈N Ωj, Ω¯j für jedes j ∈ N kompakt ist und
# {j ∈ N : Ωj ∩ Ωj0 6= ∅} <∞ für jedes j0 ∈ N gilt.
Wir nennen den RaumM eine Ct-Mannigfaltigkeit, falls wir zu einer lokal endliche, relativ
kompakte Überdeckung {Ωj}j∈N eine Menge von Karten {hj : Ωj → Uj ⊂ Rn}j∈N ⊆ S mit
den folgenden Eigenschaften finden:
88 Glatte Koordinatentransformation
(a) Für alle j, k ∈ N für Ωjk := Ωj ∩ Ωk 6= ∅ sind hj und hk verträglich, d.h. dass sich die
Abbildung
hjk := hj ◦ h−1k : hk(Ωjk) ⊆ Uk → hj(Ωjk) ⊆ Uj
zu einer Transformation hjk : Vk → Vj für hk(Ωjk) ⊂⊂ Vk ⊂ Rn offen und hj(Ωjk) ⊂⊂
Vj ⊂ Rn offen erweitern lässt.
Die Familie {hj : Ωj → Uj}j∈N nennen wir einen Atlas. Für t =∞ sagen wir, dass M eine
glatte Mannigfaltigkeit ist.
Lemma 4.32. Sei eine Ct-Mannigfaltigkeit M mit Atlas {hj : Ωj → Uj}j∈N gegeben. Für
eine offene Teilmenge U ⊆M definiert U eine Ct-Mannigfaltigkeit mit Atlas{
hj|U∩Ωj : Ωj ∩ U → Uj
}
j∈N .
Definition 4.33. Sei M eine Ct-Mannigfaltigkeit, Ω ⊆M offen. Eine Funktion u : Ω→ C
ist in Ct(Ω), falls für jedes j ∈ N gilt, dass uj := u ◦ h−1j ∈ Ct(hj(Ωj ∩ Ω)) Wir definieren
Ct0(Ω) :=
{
u ∈ Ct(M) : suppu ⊂⊂ Ω} .
Setzen wir die Funktionen mit kompakten Träger durch 0 fort, so erhalten wir eine Ein-
bettung Ct0(Ω) ↪→ Ct0(M).
Definition 4.34. Eine Folge {fj}j∈N , fj ∈ Ct(M) heißt konvergent bzgl. Ct(M), falls die
Folge gleichmäßig konvergiert und jede Ableitung auf einer kompakten Teilmenge von M .
Dadurch erhält Ct(M) die Struktur eines Fréchet-Raumes.
Definition 4.35. Sei {Φj}j∈N eine Ct-Partition der Eins, die Ωj untergeordnet ist, d.h.
0 ≤ Φj ∈ Ct0(Ωj) und
∞∑
j=1
Φj(x) = 1 für alle x ∈M.
Außerdem sei für jedes j ∈ N ein Ψj ∈ Ct0(Ωj) mit Φj ⊂⊂ Ψj gegeben. Wir bezeichnen
eine Familie von Abschneidefunktionen (Φj,Ψj)j∈N mit diesen Eigenschaften als C
t-ΨDO-
Abschneidefunktionsfamilie. Insbesondere gilt für jede Ct-ΨDO-Abschneidefunktionsfamilie
(Φj,Ψj)j∈N, dass supp Φj ∩ supp (1−Ψj) = ∅. Wenn nicht anders erwähnt, sind mit ϕj, ψj
stets die Abbildungen
ϕj := Φj ◦ h−1j ∈ Ct0(Uj), ψj := Ψj ◦ h−1j ∈ Ct0(Uj)
gemeint.
Beispiel 4.36. Die Familie {(ϕj, ψj)}j∈N aus Lemma 4.18 ist eine glatte ΨDO-Abschneide-
funktionsfamilie des Rn.
Notation 4.37. Sei M eine Ct-Mannigfaltigkeit, Ω ⊆M offen, Φ,Ψ ∈ Ct0(Ω). Mit Φ ⊂⊂
Ψ meinen wir, dass supp Φ ⊂ {x ∈ Ω : Ψ(x) = 1}.
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Bemerkung 4.38. Eine Karte h : Ω → U einer glatten Mannigfaltigkeit induziert uns
einen Isomorphismus h∗ : Ct(U)→ Ct(Ω), u 7→ u◦h für jedes t ∈ R¯+. Unter der natürlichen
Einschränkung rΩ : C∞(M) → C∞(Ω), f 7→ f |Ω und der natürlichen Einbettung iΩ :
C∞(Ω) ↪→ C∞(M) können wir zu einem linearen Operator P : C∞0 (M) → C0(M) einen
linearen Operator Qh : C∞0 (U)→ C0(U) finden, für den das Diagramm
C∞0 (Ω)
rΩ◦P◦iΩ // C∞(Ω)
C∞0 (U)
Qh //
∼ h∗
OO
C∞(U)
∼ h∗
OO
kommutiert.
Definition 4.39. Sei M eine glatte Mannigfaltigkeit und P : C∞0 (M) → C0(M) ein
linearer Operator. Wir sagen, P hat eine Cτ -Kerndarstellung, falls für alle j, l ∈ N eine
Funktion klj(x, η) ∈ Cτ (Ul)× C∞ (Uj) existiert, die bzgl. x ∈ Rn Hölder-stetig zum Grad
τ und glatt bzgl. ξ ∈ Rn ist, und für jedes u ∈ C∞0 (Ωj) gilt
(Pu)(h−1l (x)) =
∫
klj(x, η)uj(η)dη für alle x ∈ Ul,
wobei uj := u ◦ h−1j ∈ C∞0 (Uj).
Definition 4.40. Sei M eine glatte Mannigfaltigkeit mit Atlas {hj : Ωj → Uj}j∈N. Unter
einem Pseudodifferentialoperator der Klasse MCτSmρ,δ mit 0 ≤ 1 − ρ ≤ δ < ρ ≤ 1, δ < 1
verstehen wir einen linearen Operator P : C∞0 (M) → C0(M), der sich bezüglich einer
ΨDO-Abschneidefunktionsfamilie (Φj,Ψj)j∈N in der Form
(Pu)(y) =
∑
j∈N
(ΦjPΨju)(y) +
∑
j∈N
(ΦjP (1−Ψj)u)(y)
schreiben lässt, wobei
(a) ΦjPΨju in der Form
(ΦjPΨju)(h
−1
j (x)) = ϕj(X)pj(X,Dx)(ψjuj)(x) für alle u ∈ C∞0 (Ωj) (4.14)
für ein pj(x, ξ) ∈ CτSmρ,δ(Rn,Rn) mit uj := u ◦ h−1j geschrieben werden kann und
(b) für jedes j ∈ N der Operator ΦjP (1−Ψj) eine Cτ -Kerndarstellung besitzt.
Die Familie {pj(x, ξ)}j∈N heißt Symbol von P .
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Lemma 4.41. Sei M eine glatte Mannigfaltigkeit mit Atlas {hj : Ωj → Uj}j∈N. Sei P ∈
MCτSmρ,δ. Seien Ψ,Φ ∈ C∞0 (M) mit supp Φ ∩ supp Ψ = ∅ gegeben. Dann hat ΨPΦ eine
Cτ -Kerndarstellung.
Beweis. Wir schreiben
ΦPΨ =
∑
j∈N
Φ(ΦjPΨj)Ψ +
∑
j∈N
Φ(ΦjP (1−Ψj))Ψ.
Die beiden Summe sind endlich, da Φ und Ψ kompakten Träger haben. Da ΦjP (1−Ψj) eine
Cτ -Kerndarstellung hat, besitzt auch Φ(ΦjP (1−Ψj))Ψ eine. Betrachten wir Φ(ΦjPΨj)Ψ
lokal auf Uj, so sehen wir, dass für alle u ∈ C∞0 (Ωj)
ΦΦjP (ΨjΨu)(h
−1
j (x)) = ϕ(X)ϕj(X)pj(X,Dx)(ψjψuj)(x) für alle x ∈ Uj
gilt, wobei uj := u ◦h−1j , ϕ := Φ ◦h−1j , ψ := Ψ ◦h−1j in Uj. Da supp (ψjψ)∩ supp (ϕjϕ) = ∅
folgt aus Theorem 4.14, dass Φ(ΦjPΨj)Ψ die Cτ -Kerndarstellung
ΦΦlP (ΨlΨu)(h
−1
l (x)) =
∫
Rn
ϕ(x)ϕl(x)klj(x, η)ψl(η)ψ(η)uj(η)dη für alle x ∈ Ul
mit ϕ(x)ϕl(x)klj(x, η)ψl(η)ψ(η) ∈ Cτ (Ul)× C∞ (Uj) besitzt.
Theorem 4.42. Sei {hj : Ωj → Uj}j∈N ein Atlas der glatten Mannigfaltigkeit M . Sei{
h′j′ : Ω
′
j′ → U ′j′
}
j′∈N ein weiterer Atlas der selben C
∞-Struktur, sodass für alle j, j′ :
Ωj ∩ Ω′j′ 6= ∅ sich
hj,j′ := hj ◦ (h′j′)−1 : h′j′(Ωj ∩ Ω′j′)→ hj(Ωj ∩ Ω′j′)
zu einem regulären C∞-Diffeomorphismus auf einer offenen Umgebung von h′j′(Ωj ∩ Ω′j′)
fortsetzen lässt, die auf eine offene Umgebung von hj(Ωj ∩ Ω′j′) abgebildet wird. Dann ist
ein Pseudodifferentialoperator P : C∞0 (M) → C0(M) der Klasse MCτSmρ,δ bezüglich des
Atlanten {hj : Ωj → Uj}j∈N wiederum ein Pseudodifferentialoperator bezüglich des Atlanten{
h′j′ : Ω
′
j′ → U ′j′
}
j′∈N .
Beweis. Für Ψ,Φ ∈ C∞(M) mit supp Φ ∩ supp Ψ = ∅ liefert Lemma 4.41, dass ΦPΨ eine
Cτ -Kerndarstellung bezüglich des Atlanten {hj : Ωj → Uj}j∈N besitzt. Da die hj,j′ für alle
j, j′ ∈ N glatte Koordinatentransformationen sind, hat ΦPΨ auch eine Cτ -Kerndarstellung
bezüglich des Atlanten
{
h′j′ : Ω
′
j′ → U ′j′
}
j′∈N nach Lemma 4.17. Ist (Φ
′
j′ ,Ψ
′
j′)j′∈N eine wei-
tere glatte ΨDO-Abschneidefunktionsfamilie, so können wir schreiben:
P =
∑
j′∈N
Φ′j′PΨ
′
j′ +
∑
j′∈N
Φ′j′P (1−Ψ′j′). (4.15)
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Hier hat der zweite Term nach Lemma 4.41 eine Cτ -Kerndarstellung, da supp Φ′j′∩supp (1−
Ψ′j′) = ∅. Für den ersten Term von (4.15) fassen wir Φ′j′PΨ′j′ als ΨDO bzgl. der Partition
{(Φj,Ψj)}j∈N auf, sodass
Φ′j′PΨ
′
j′ =
∑
j∈N
Φ′j′(ΦjPΨj)Ψ
′
j′ +
∑
j∈N
Φ′j′(ΦjP (1−Ψj))Ψ′j′ . (4.16)
Im Folgenden betrachte nur die j, j′ ∈ N mit Ωj ∩ Ω′j′ 6= ∅. Unter dieser Einschränkung
erfüllt Φ′j′(ΦjPΨj)Ψ′j′ in Uj lokal
Φ′j′ΦjP (ΨjΨ
′
j′u)(h
−1
j (x)) = ϕ
′
j′(X)ϕj(X)pj(X,Dx)(ψjψ
′
j′uj)(x) für alle x ∈ Uj,
wobei uj := u ◦ h−1j , ϕ′j′ := Φ′j′ ◦ h−1j , ψ′j′ = Ψ′j′ ◦ h−1j .
Wir werden nun mit h∗j,j′ den Operator von einer Teilmenge von Uj nach U ′j′ transformieren.
Dann sehen wir wegen der Invarianz der Koordinatentransformation (Theorem 4.22), dass
Φ′j′(ΦjPΨj)Ψ
′
j′ ein Pseudodifferentialoperator auf einer Teilmenge von U ′j′ ist:
Zunächst wissen wir, dass sich hj,j′ := hj ◦ (h′j′)−1 zu einem C∞-Diffeomorphismus hj,j′ :
V → U auf den offenen Teilmengen U, V von Rn mit Dhj,j′ (y) ,Dh−1j,j′ (y) ∈ C∞(U) für alle
y ∈ V fortsetzen lässt. Wir transformieren lokal auf Uj mit hj,j′ :(
Φ′j′ΦjP (ΨjΨ
′
j′u)
) (
(h′j′)
−1(x)
)
=
(
Φ′j′ ◦ (h′j′)−1(x)
)(
(Φj ◦ h−1j )pj(X,Dx)
(
(Ψj ◦ h−1j )(Ψ′j′ ◦ (h′j′)−1 ◦ h′j′ ◦ h−1j )(u ◦ (h′j′)−1 ◦ h′j′ ◦ h−1j )
))(
hj ◦ (h′j′)−1(x)
)
= ϕ˜′j′
((
hj ◦ (h′j′)−1
)∗ (
ϕjpj(X,Dx)
(
ψj
(
h′j′ ◦ h−1j
)∗
(ψ˜′j′u
′
j′)
)))
(x) für alle x ∈ Uj ∩ Uj′ ,
wobei u′j′ := u ◦ (h′j′)−1, ψ˜′j′ := Ψ′j′ ◦ (h′j′)−1, ϕ˜′j′ := Φ′j′ ◦ (h′j′)−1.
Nach Bemerkung 4.23 (setze h := hj,j′ , Ω˜y := h′j′(Ω′j′∩Ωj)) gibt es ein qj,j′ ∈ CτSmρ,δ(Rn,Rn)
mit
qj,j′(X,Dx)u = h
∗
j,j′
(
ϕj(X)pj(X,Dx)
(
ψj(h
−1
j,j′)
∗u
))
.
Für
qj′(x, ξ) :=
∑
j∈N:Ω′
j′∩Ωj 6=∅
qj,j′(x, ξ)
sehen wir, dass unser erster Term von (4.16) in der Form
(Φ′j′(ΦjPΨj)Ψ
′
j′u)((h
′
j′)
−1(x)) = ϕ˜′j′qj′(X,Dx)(ψ˜
′
j′u
′
j′)(x)
für alle u′j′ = u ◦
(
h′j′
)−1 ∈ C∞0 (U ′j′ ∩ Uj) geschrieben werden kann, unabhängig von j ∈ N
- also gilt obige Gleichung auch für alle u′j′ ∈ C∞0 (U ′j′).
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Nun hat von (4.16) der zweite Term
∑
j Φ
′
j′(ΦjP (1 − Ψj))Ψ′j′ eine Cτ -Kerndarstellung,
da ΦjP (1 − Ψj) eine hat, es also ein rj′,j(x, ξ) ∈ CτS−∞(Rn,Rn) gibt, sodass für jedes
u ∈ C∞0 (Ωj) und für alle x ∈ U ′j′
Φ′j′ΦjP
(
(1−Ψj)Ψ′j′uj
) (
(h′j′)
−1(x)
)
= ϕ˜′j′(x)rj′,j(X,Dx)(ψ˜
′
j′u)(x)
= ϕ˜′j′(x)
∫
krj′,j(x, y)(ψ˜
′
j′uj)(y)dy
mit krj′,j ∈ Cτ (Rn)× C∞ (Rn) gilt. Da nun ϕ˜′j′ , ψ˜′j′ glatte Abbildungen sind, ist
ϕ˜′j′(x)krj′,j(x, y)ψ˜
′
j′(y)
ein Kern, der die Bedingungen in Definition 4.11 erfüllt. Somit definiert P bezüglich des
Atlanten
{
h′j′ : Ω
′
j′ → U ′j′
}
j′∈N wiederum einen Pseudodifferentialoperator.
Definition 4.43. Sei P ein Pseudodifferentialoperator der Klasse MCτSmρ,δ mit Symbol
{pj(x, ξ)}j∈N. Wir sagen, σN(P ) := {pj(x, ξ)}j∈N ist das Symbol von P mit der Genau-
igkeit N ∈ N0 ∪ {∞}, falls für jede glatte ΨDO-Abschneidefunktionsfamilie (Φj,Ψj)j∈N
der Operator P −∑j ΦjPjΨj Element der Operatorklasse MCτSm−(ρ−δ)(N+1)ρ,δ ist, wobei
ΦjPjΨj ein Pseudodifferentialoperator ist, der lokal auf Uj durch
(ΦjPj(Ψju))
(
h−1j (x)
)
= ϕj(X)pj(X,Dx)(ψjuj)(x) für alle x ∈ Uj
mit uj := u ◦ h−1j definiert ist. Für N = ∞ folgt P −
∑
j ΦjPjΨj ∈ MCτS−∞, wobei
MCτS−∞ die Klasse der Operatoren ist, deren Symbole eine Cτ -Darstellung besitzen. Wir
nennen σ0(P ) das Prinzipalsymbol, σ∞(P ) das vollständige Symbol.
Theorem 4.44. Hat ein Pseudodifferentialoperator P der Klasse MCτSmρ,δ mit Symbol
{pj(x, ξ)}j∈N ein anderes Symbol {p˜j(x, ξ)}j∈N, dann gilt für jedes ϕ ∈ C∞0 (Uj), dass
ϕ(x) (p˜j(x, ξ)− pj(x, ξ)) ∈ CτS−∞(Rn,Rn × Rn). (4.17)
Insbesondere ist damit σ∞(P ) eindeutig bestimmt.
Beweis. Sei j0 ∈ N fest gewählt. Für ϕ ∈ C∞0 (Uj0) wählen wir ψ, ϕj0 ∈ C∞0 (Uj0) mit
ϕ ⊂⊂ ψ ⊂⊂ ϕj0 in Uj0 .
Wähle eine passende glatte ΨDO-Abschneidefunktionsfamilie (Φj,Ψj)j∈N, sodass Φj0 =
ϕj0 ◦ hj0 . Die Symbole {pj(x, ξ)}j∈N und {p˜j(x, ξ)}n∈N sollen mit dieser glatten ΨDO-
Abschneidefunktionsfamilie kompatibel sein, also (4.14) erfüllen. Definiere Φ := ϕ◦hj0 ,Ψ :=
ψ ◦ hj0 . Dann ist Φ ⊂⊂ Ψ ⊂⊂ Φj0 ⊂⊂ Ψj0 und damit ΦΦj0 = Φ sowie ΨΨj0 = Ψ, also
ΦPΨu = ΦΦj0PΨj0Ψu auf Uj0 für alle u ◦ h−1j0 ∈ C∞0 (Uj0).
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Da ϕ ⊂⊂ ϕj0 und ψ ⊂⊂ ψj0 , gilt
ϕ(X) (p˜j0(X,Dx)− pj0(X,Dx))ψ(X ′)uj0(x)
= ϕ(X)ϕj0(X) (p˜j0(X,Dx)− pj0(X,Dx))ψj0(X ′)ψ(X ′)uj0(x)
= ΦΦj0P (Ψj0Ψu)(h
−1
j0
(x))− ΦΦj0P (Ψj0Ψu)(h−1j0 (x)) = 0
lokal für jedes u ∈ C∞0 (Ωj0) und für alle x ∈ Uj0 , wobei uj0 := u ◦ h−1j0 . Da ψ ∈ C∞0 (Uj0),
hält die Gleichung
ϕ(X) (p˜j0(X,Dx)− pj0(X,Dx))ψ(X ′)u = 0 für alle u ∈ S (Rn) .
Folgerung 3.11 liefert die Gleichheit ϕ(X)p˜j0(X,Dx)ψ(X ′) = ϕ(X)pj0(X,Dx)ψ(X ′). Nach
Theorem 4.14 sehen wir also, dass bei der Aufspaltung
ϕ(X) (p˜j0(X,Dx)− pj0(X,Dx)) = ϕ(X) (p˜j0(X,Dx)− pj0(X,Dx))ψ(X ′)
+ ϕ(X) (p˜j0(X,Dx)− pj0(X,Dx)) (1− ψ(X ′))
der zweite Term wegen ϕ ⊂⊂ ψ der Klasse OPCτS−∞(Rn,Rn × Rn) angehört. Der erste
Term fällt aber nach obiger Rechnung bereits weg.
Folgerung 4.45. Sei P ∈ MCτSmρ,δ mit Symbol {pj(x, ξ)}j∈N bezüglich der glatte ΨDO-
Abschneidefunktionsfamilie (Φj,Ψj)j∈N. Dann gibt es für jedes j ∈ N ein Symbol p˜j ∈
CτSmρ,δ(Rn,Rn), für das gilt:
(a) p˜j erfüllt die Gleichung (4.17).
(b) Auf Uj gilt ΨjPΦj = ψj(X)p˜j(X,Dx)ϕj(X ′).
(c) Der Operator
∑
j(1−Ψj)PΦj hat eine Cτ -Kerndarstellung.
Insbesondere können wir P darstellen durch
P =
∑
j
ΨjPΦj +
∑
j
(1−Ψj)PΦj.
Beweis. Setzen wir ΨjPΦj in Definition 4.40 für P ein, erhalten wir
ΨjPΦj =
∑
k
Ψj(ΦkPΨk)Φj +
∑
k
ΨjΦkP (1−Ψk)Φj.
Dann ist klar, dass der zweite Term ΨjΦkP (1−Ψk)Φj ∈MCτS−∞ auf Uj, da ΦjP (1−Ψj)
nach Lemma 4.41 eine Cτ -Kerndarstellung besitzt. Deshalb existiert nach Folgerung 4.21
für jedes j ∈ N ein rj(x, ξ) ∈ CτS−∞(Rn,Rn), sodass∑
k
ΨjΦkP ((1−Ψk)Φju)(h−1j (x)) = ψj(x)rj(X,Dx)(ϕjuj)(x),
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wobei uj = u◦h−1j . Für den ersten Term folgt mit Theorem 4.22 (setze h := hk ◦h−1j , Ω˜y :=
hk(Ωk ∩ Ωj)), dass es ein p′j(x, ξ) ∈ CτSmρ,δ(Rn,Rn) gibt, sodass∑
k
ΨjΦkP (ΨkΦju)(h
−1
j (x)) = ψjp
′
j(X,Dx)(ϕjuj)(x) für alle x ∈ Uj.
Setzen wir p˜j := p′j + rj, so ist
ΨjP (Φju)(h
−1
j (x)) = ψj(X)p˜j(X,Dx)(ϕjuj)(x) für alle x ∈ Uj.
Wähle wie im letzten Beweis für j0 ∈ N fest zwei glatte Funktionen ϕ, ψ ∈ C∞0 (Uj0), sodass
ϕ ⊂⊂ ψ ⊂⊂ ϕj0 auf Uj0 ,
wobei ϕj0 := Φj0 ◦ h−1j0 . Also ist ϕ ⊂⊂ ψ ⊂⊂ ϕj0 ⊂⊂ ψj0 . Damit folgt
ϕj0(X)ϕ(X)pj0(X,Dx)ψ(X
′)ψj0(X
′) = ϕ(X)pj0(X,Dx)ψ(X
′)
= ψj0(X)ϕ(X)pj(X,Dx)ψ(X
′)ϕj0(X
′)
= ψj0(X)ϕ(X)p˜j0(X,Dx)ψ(X
′)ϕj0(X
′)
= ϕ(X)p˜j0(X,Dx)ψ(X
′)
= ϕj0(X)(ϕ(X)p˜j0(X,Dx)ψ(X
′))ψj0(X
′).
Mit Theorem 4.44 auf den Pseudodifferentialoperator ΦPΨ angewandt, ergibt
ϕ(X)p˜j0(X,Dx)ψ(X
′) ≡ ϕ(X)pj0(X,Dx)ψ(X ′) mod OPCτS−∞(Rn,Rn × Rn),
also ϕ(x)p˜j0(x, ξ) ≡ ϕ(x)pj0(x, ξ) mod CτS−∞(Rn,Rn × Rn). Da ϕ ∈ C∞0 (Uj0) und die
glatte ΨDO-Abschneidefunktionsfamilie beliebig waren, folgt die Behauptung.
5 Koordinatentransformation auf nicht-glatten Mannig-
faltigkeiten
5.1 Symbole in (x, y, ξ)-Form
Definition 5.1. Ein Symbol p : Rn×Rn×Rn → C gehört der Klasse CτSm1,0(Rn×Rn,Rn)
an, falls p(x, y, ξ) zum Grad τ Hölder-stetig bezüglich (x, y) ∈ R2n und glatt bezüglich ξ ∈
Rn ist, d.h. p(·, y, ξ) ∈ Cτ (Rn) und p(x, ·, ·) ∈ C∞ (Rn × Rn), und es zu jedem Multiindex
β ∈ Nn0 eine Konstante Cβ > 0 unabhängig von ξ ∈ Rn gibt, sodass∥∥∥∂βξ p(·, ·, ξ)∥∥∥
Cτ (Rn×Rn)
≤ Cβ 〈ξ〉m−|β| , und∣∣∣∂βξ p(x, y, ξ)∣∣∣ ≤ Cβ 〈ξ〉m−|β| für alle x, y, ξ ∈ Rn.
Schließlich definieren wir zu einem N ∈ N das Symbol pN(x, y, ξ) :=
∑N
j=0 p(x, y, ξ)ϕj(ξ),
wobei {ϕj}j∈N0 ein Vertreter der Littlewood-Paley-Partition aus Definition 2.44 ist.
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Theorem 5.2. Ein Symbol p ∈ CτSm1,0(Rn×Rn,Rn) definiert zu einem u ∈ Hs+mq (Rn) den
Operator
p(X, Y,Dx)u(x) := lim
N→∞
∫∫
ei(x−y)·ξpN(x, y, ξ)u(y)dydξ (5.1)
für s ∈ (−τ, τ), 1 < q <∞. Wir nennen diesen Operator einen Pseudodifferentialoperator
in (x, y, ξ)-Form.
Beweis. Zu zeigen ist die Wohldefiniertheit des Operators. Für ein festes x0 ∈ Rn haben
wir
pN(X, Y,Dx)u(x0) =
∫∫
ei(x0−y)ξpN(x0, y, ξ)u(y)dydξ für alle u ∈ S (Rn) .
Für pN,x0(y, ξ) := pN(x0, ξ, y) ∈ CτSm1,0(Rn,Rn) ist pN,x0(Dx, X)u(x0) = pN(X, Y,Dx)u(x0).
Nach Satz 3.23 definiert das Symbol bN,x0(y, ξ) = pN,x0(y, ξ) einen Operator bN,x0(X,Dx)
in x-Form mit bN,x0(X,Dx)∗ = pN,x0(Dx, X). Setzen wir bx0(y, ξ) := p(x0, y, ξ), so haben
wir bN,x0(y, ξ) = bx0(y, ξ)
∑N
j=0 ϕj(ξ). Lemma 2.51 liefert für alle u ∈ S (Rn)
bN,x0(X,Dx)u(x0) = bx0(X,Dx)
N∑
j=0
ϕj(Dx)u(x0)→ bx0(X,Dx)u(x0) für N →∞.
Nach Theorem 3.48 ist bN,x0(X,Dx) : Hs+mq (Rn)→ Hsq (Rn) für alle s ∈ (−τ, τ), 1 < q <∞
ein beschränkter linearer Operator. Nun istS (Rn) ⊂ Hs+mq (Rn) dicht erhalten. Wir folgern
mit dem Dichtheitsargument für alle x0 ∈ Rn fest gewählt, dass
bN,x0(X,Dx)u(x0)→ bx0(X,Dx)u(x0) für N →∞ für alle u(x0) ∈ Hsq (Rn).
Wegen bN,x0(X,Dx)∗ = pN,x0(Dx, X) konvergiert auch pN,x0(Dx, X)u(x0) gegen einen Ope-
rator px0(Dx, X)u(x0). Wir erhalten schließlich die punktweise Konvergenz
pN(X, Y,Dx)u(x0) = px0,N(Dx, X)u(x0)→ px0(Dx, X)u(x0) = p(X, Y,Dx)u(x0)
für N →∞ für jedes u ∈ Hs+mq (Rn).
Folgerung 5.3. Der formal adjungierte Operator eines ΨDO in (x, y, ξ)-Form ist ein
ΨDO in (x, y, ξ)-Form. Genauer erfüllt für ein Symbol p ∈ CτSm1,0(Rn×Rn,Rn) der formal
adjungierte Operator gegeben durch das Symbol p(x, y, ξ)∗ := p(y, x,−ξ) die Gleichheit
(p(X,X ′, Dx)u, v)L2(Rn) = (u, p(X,X
′, Dx)∗v)L2(Rn) .
Beweis. Wir werden analog zu Beweis von Satz 3.23 schrittweise mit Hilfe des Satzes von
Fubini das linke Skalarprodukt umformen. Zunächst ist (y, ξ) 7→ e−iy·ξpN(x, y, ξ)u(y) ∈
L1(Rn×Rn) da der Träger von ξ 7→ pN(x, y, ξ) kompakt ist. Außerdem ist für px,N(y, ξ) :=
pN(x, y, ξ) der Operator px,N(X,Dx)u ∈ L∞(Rn), also
(x, y) 7→ eix·ξv(x)
∫
e−iy·ξpN(x, y, ξ)u(y)dξ ∈ L1(Rn × Rn).
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Insbesondere haben wir (x, ξ) 7→ ei(x−y)·ξpN(x, y, ξ)v(x) ∈ L1(Rn × Rn). Setzen wir
pN(x, y, ξ)
∗ := pN(y, x,−ξ),
so ergibt sich mit Fubini’s Satz
(pN(X,X
′, Dx)u, v)L2(Rn) =
∫ (∫∫
ei(x−y)·ξpN(x, y, ξ)u(y)dydξ
)
v(x)dx
=
∫ (∫∫
ei(x−y)·ξpN(x, y, ξ)dξu(y)dy
)
v(x)dx
=
∫
u(y)
(∫ (∫
ei(x−y)·ξpN(x, y, ξ)dξ
)
v(x)dx
)
dy
=
∫
u(y)
(∫∫
ei(x−y)·ξpN(x, y, ξ)v(x)dxdξ
)
dy
=
∫
u(y)
∫∫
ei(y−x)·ξpN(x, y, ξ)v(x)dxdξdy
=
∫
u(y)
∫∫
ei(x−y)·ξpN(x, y,−ξ)v(x)dxdξdy
= (u, pN(X,X
′, Dx)∗v)L2(Rn) ,
wobei wir im letzten Schritt die Spiegelung ξ 7→ −ξ verwendet haben. Schließlich folgt
(p(X,X ′, Dx)u, v)L2(Rn) = limN→∞
(pN(X,X
′, Dx)u, v)L2(Rn)
= lim
N→∞
(u, pN(X,X
′, Dx)∗v)L2(Rn)
= (u, p(X,X ′, Dx)∗v)L2(Rn) .
Bemerkung 5.4. Sei ein Symbol p ∈ CτSm1,0(Rn × Rn,Rn) gegeben.
(a) Falls ein p(x, y, ξ) glatt bzgl. y ist, also p(x, ·, ξ) ∈ C∞ (Rn), dann lässt sich der Ope-
rator p(X, Y,Dx) als oszillatorisches Integral darstellen, und wir erhalten
p(X, Y,Dx)u(x) = lim
N→∞
Os −
∫∫
ei(x−y)·ξpN(x, y, ξ)u(y)dydξ
= Os −
∫∫
ei(x−y)·ξp(x, y, ξ)u(y)dydξ
= p(X,Dx, Y )u(x).
Operatoren in (x, ξ, y)-Form sind also Spezialfälle von Operatoren in (x, y, ξ)-Form.
(b) Falls der Träger von ξ 7→ p(x, y, ξ) kompakt ist, haben wir (y, ξ) 7→ p(x, y, ξ)u(y) ∈
L1(Rn × Rn) für u ∈ S (Rn). Dominante Konvergenz liefert
p(X, Y,Dx)u(x) =
∫∫
ei(x−y)·ξp(x, y, ξ)u(y)dydξ.
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Ab nun werden wir ΨDO mit geringerer Stetigkeit betrachten. Dazu werden wir die Nota-
tion der Stetigkeit mit τ fallen lassen, und stattdessen die Hölder-Stetigkeit eines Symbols
mit θ ∈ (0, 1) klassifizieren. Symbole dieser Klasse weisen tatsächlich einige interessante
Abbildungseigenschaften auf, die wir hier mit Hilfe von [Taylor(2000)] studieren werden:
Theorem 5.5. Sei p ∈ CθS01,0(Rn × Rn,Rn), dann ist
p(X, Y,Dx) : L
q(Rn)→ Lq(Rn) für alle 1 < q <∞.
Beweis. Siehe [Taylor(2000), Proposition 9.1]
Folgerung 5.6. Sei p ∈ C1,θS11,0(Rn ×Rn,Rn) und p(x, x, ξ) = 0 für alle x, ξ ∈ Rn. Dann
ist
p(X, Y,Dx) : L
q(Rn)→ Lq(Rn) für alle 1 < q <∞.
Beweis. Wegen p(x, x, ξ) = 0 finden wir b1, . . . , bn ∈ CθS11,0(Rn × Rn,Rn) mit
p(x, y, ξ) =
n∑
j=1
bj(x, y, ξ)(xj − yj).
Wir verwenden analog zu Definition 5.1 die Bezeichnung bjN(x, y, ξ) :=
∑N
k=0 b
j(x, y, ξ)ϕk(ξ).
Partielle Integration unter Verwendung von Dξjei(x−y)·ξ = (xj − yj)ei(x−y)·ξ liefert
p(X, Y,Dx)u(x) = − lim
N→∞
n∑
j=0
∫∫
ei(x−y)·ξDξjb
j
N(x, y, ξ)u(y)dydξ für alle u ∈ Lq(Rn).
Nun ist Dξjb
j
N(x, y, ξ) = (Dξjb
j(x, y, ξ))
∑N
k=0 ϕk(ξ) + b
j(x, y, ξ)
∑N
k=0Dξjϕk(ξ) und∫∫
ei(x−y)·ξbj(x, y, ξ)
(
N∑
k=0
Dξjϕk(ξ)
)
u(y)dydξ → 0 für N →∞.
Für Dξjbj(x, y, ξ) ∈ CθS01,0(Rn×Rn,Rn) folgern wir mit Theorem 5.5 die Behauptung.
Folgerung 5.7. Sei p ∈ C1,θS01,0(Rn ×Rn,Rn) und p(x, x, ξ) = 0 für alle x, ξ ∈ Rn. Dann
ist
p(X, Y,Dx) : L
q(Rn)→ W 1q (Rn) für alle 1 < q <∞.
Beweis. Produktregel liefert für jedes j = 1, . . . , n die Aussage
∂xjp(X, Y,Dx)u(x) = i lim
N→∞
∫∫
ei(x−y)·ξξjpN(x, y, ξ)u(y)dydξ
+ lim
N→∞
∫∫
ei(x−y)·ξ∂xjpN(x, y, ξ)u(y)dydξ.
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Für ∂xjp(x, y, ξ) ∈ CθS01,0(Rn × Rn,Rn) liefert Theorem 5.5 und für
ξjp(x, y, ξ) ∈ C1,θS11,0(Rn × Rn,Rn)
liefert Folgerung 5.6 das Resultat
∂xjp(X, Y,Dx) : L
q(Rn)→ Lq(Rn) für alle 1 < q <∞,
und damit die Behauptung.
Theorem 5.8. Sei p ∈ CθS01,0(Rn × Rn,Rn). Falls p(x, x, ξ) = 0 für alle x, ξ ∈ Rn, dann
folgt, dass
p(X, Y,Dx) : L
q(Rn)→ Hsq (Rn) für alle 1 < q <∞, 0 ≤ s < θ. (5.2)
Insbesondere folgt daraus, dass
p(X, Y,Dx) : H
σ
q (Rn)→ Hσ+sq (Rn) für alle 1 < q <∞, 0 ≤ s < θ,−θ < σ ≤ 0. (5.3)
Beweis. Wir definieren den Operator Λ := (1−4x −4y) 12 mit Doppelsymbol
λ(ξ, ξ′) := 〈ξ, ξ′〉 = (1 + |ξ|2 + |ξ′|2) 12 ∈ S1,11,0(Rn × Rn × Rn × Rn),
und setzen bz(x, y, ξ) := Λ−(z−s)p(x, y, ξ) für z ∈ S. Zusätzlich setzen wir pz(x, y, ξ) :=
bz(x, y, ξ)− bz(x, x, ξ). Wir haben die Abschätzung
lim
|Im z|→∞
∣∣λ(ξ, ξ′)−(z−s)∣∣ ≤ C 〈ξ〉s−Re z 〈ξ′〉s−Re z
für alle z ∈ S unabhängig von Im z. Zum einen erfüllt damit nach Theorem 5.5 der Operator
von pz die Abbildungseigenschaft
pz(X, Y,Dx) : L
p(Rn)→ Lp(Rn) für alle z ∈ S.
Zum anderen können wir das Doppelsymbol λ(ξ, ξ′) als vereinfachtes Symbol λL(η) :=
λ(ξ, ξ′) ∈ S11,0(R2n) mit η = (ξ, ξ′) ∈ R2n auffassen, für das wir wegen obiger Abschätzung
eine Konstante Cl > 0 für beliebiges l ∈ N0 finden mit
|λL(ξ)|(m)l,∞ ≤ Cl gleichmäßig in z ∈ S mit Re z = 1,
wobei m := s−Re z = s− 1 < 0. Dieses Symbol induziert uns für ϑ := θ− s mit Theorem
3.19 die Eigenschaft Λs−1 : Cθ(Rn × Rn) → C1,ϑ(Rn × Rn), sodass Λ−(z−s)p(x, y, ξ) ∈
C1,ϑS01,0(Rn × Rn,Rn) für Re z = 1, da∥∥∂αξ Λ−(z−s)p(·, ·, ξ)∥∥C1,ϑ(Rn×Rn) ≤ C ∥∥∂αξ p(·, ·, ξ)∥∥Cθ(Rn×Rn)
mit einer Konstante C > 0 unabhängig von z ∈ S mit Re z = 1. Hierbei haben wir ver-
wendet, dass Ableitungsoperatoren mit Pseudodifferentialoperatoren kommutieren, deren
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Doppelsymbole unabhängig von x, x′ sind. Folgerung 5.7 liefert pz(X, Y,Dx) : Lq(Rn) →
H1q (Rn) für alle Re z = 1. Aus der Beschränktheit von λL in den Halbnormen |·|(Re z−s)l,∞
folgern wir
sup
z∈S
‖pz(X, Y,Dx)‖L(Lq(Rn);Lq(Rn)) <∞ und sup
Re z=1
‖pz(X, Y,Dx)‖L(Lq(Rn);H1q (Rn)) <∞.
Mit komplexer Interpolation (Theorem 2.74) folgt ps(X, Y,Dx) : Lq(Rn) → Hsq (Rn). Da
p(x, x, ξ) = 0 ist ps(X, Y,Dx) = p(X, Y,Dx). Damit ist (5.2) bewiesen. Für (5.3) betrachten
wir den in Folgerung 5.3 definierten dualen Operator
p(X, Y,Dx)
∗u(x) = lim
N→∞
∫∫
ei(x−y)ξpN(x, y, ξ)∗u(y)dydξ
mit Symbol p(x, y, ξ)∗ := p(y, x,−ξ). Der Operator erfüllt wegen p(x, x, ξ)∗ = 0 ebenso
(5.2). Wir haben also für u, v ∈ S (Rn) und 1 < q, q′ <∞ mit 1
q
+ 1
q′ = 1
〈p(X, Y,Dx)u, v〉Lq(Rn),Lq′ (Rn) = 〈p(X, Y,Dx)u, v〉H−sq (Rn),Hsq′ (Rn)
= 〈u, p(X, Y,Dx)∗v〉H−sq (Rn),Hsq′ (Rn)
≤ ‖u‖H−sq (Rn) ‖p(X, Y,Dx)∗v‖Hsq′ (Rn)
≤ C ‖u‖H−sq (Rn) ‖v‖Lq′ (Rn) .
Die Aussage gilt für alle v ∈ Lq′(Rn), also ist ‖p(X, Y,Dx)u‖Lq(Rn) ≤ C ‖u‖H−sq (Rn). Wir
erhalten
p(X, Y,Dx) : H
−s
q (Rn)→ Lq(Rn) für alle 1 < q <∞, 0 ≤ s < θ. (5.4)
Die komplexe Interpolation bzgl. (5.2) und (5.4) liefert die Eigenschaft
p(X, Y,Dx) : H
−sϑ
q (Rn)→ H(1−ϑ)sq (Rn) für alle ϑ ∈ [0, 1].
Für σ := −sϑ ∈ [−s, 0] erhalten wir
p(X, Y,Dx) : H
σ
q (Rn)→ Hσ+sq (Rn) für alle 1 < q <∞, 0 ≤ s < θ,−s ≤ σ ≤ 0.
(5.3) folgt nun aus der Tatsache, dass für −θ < σ ≤ −s nach (5.4)
p(X, Y,Dx) : H
σ
q (Rn)→ Lq(Rn) ↪→ Hσ+sq (Rn).
Theorem 5.9. Ein ΨDO in (x, y, ξ)-Form p(X, Y,Dx) ∈ OPCθS01,0(Rn × Rn,Rn) besitzt
die Abbildungseigenschaft
p(X, Y,Dx) :H
s
q (Rn)→ Hsq (Rn) für alle s ∈ (−θ, θ), 1 < q <∞
C∞0 (Rn)→ C0(Rn).
Beweis. [Taylor(2000), Proposition 9.8] liefert per Dualität die erste Behauptung. Für die
zweite Abbildungseigenschaft liefert [Taylor(2000), Proposition 9.17] sogar
p(X, Y,Dx) : C
s(Rn)→ Cs(Rn) für alle s ∈ (0, θ).
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5.2 Nicht-glatter Koordinatenwechsel
Für den Fall einer nicht-glatten Mannigfaltigkeit betrachten wir zunächst wieder einen
Diffeomorphismus auf offenen Mengen des Rn. Die daraus gezogenen Resultate werden
wir für den lokalen Kartenwechsel auf Mannigfaltigkeiten betrachten, deren Struktur nur
noch Hölder-stetig ist. Leider werden wir bei der Koordinatentransformation nicht mehr
eine Restklasse wie die Pseudodifferententialoperatorklasse CτS−∞(Rn,Rn×Rn) erhalten.
Stattdessen bekommen wir als Restmenge all jene Operatoren, die zu einem bestimmten
Grad (siehe Theorem 5.8 und Definition 5.17) regulierend sind.
Für ein Gebiet Ω wollen wir Pseudodifferentialoperatoren auf den Bessel-Potential-Räumen
Hsq (Ω) beschrieben in [Triebel(1983), Definition 3.2.2] betrachten, und den Operator nach
einer Koordinatentransformation studieren.
Notation 5.10. Für ein 1 < q <∞ bezeichne Lq′(Rn) den zu Lq(Rn) dualen Raum, d.h.
wir wählen 1 < q′ <∞ so, dass 1
q
+ 1
q′ = 1.
Definition 5.11. Sei Ω ⊆ Rn ein Gebiet. Für f, g ∈ D ′ (Ω) definiert die Äquivalenzrelation
f ∼ g :⇔ es existiert ein H ∈ Hsq (Rn) mit H |Ω= 0 und f = g +H
den Quotientenraum Hsq (Ω) :=
{
f ∈ D ′ (Ω) : es gibt ein F ∈ Hsq (Rn) mit f = F |Ω
}
mit
induzierter Norm
‖f‖Hsq (Ω) := infF∈Hsq (Rn)
F |Ω=f
‖F‖Hsq (Rn) .
Insbesondere ist Hsq (Ω) = Hsq (Rn) für Ω = Rn. Weiter sei der Unterraum Hsq,c(Ω) ⊂ Hsq (Rn)
definiert durch
Hsq,c(Ω) :=
{
f ∈ Hsq (Rn) : supp f ⊂⊂ Ω
}
.
Bemerkung 5.12. Für Ω1,Ω2 ⊂ Rn ist für jedes f ∈ Hsq (Ω1)∪Hsq (Ω2) bereits Hsq (Ω1∪Ω2),
da wir nach Definition zwei F1, F2 ∈ Hsq (Rn) finden mit F1 |Ω1= f |Ω1 , F2 |Ω2= f |Ω2 und
damit für
F (x) :=
{
F1(x) x ∈ Rn \ Ω2,
F2(x) x ∈ Ω2,
gilt, dass
‖F‖Hsq (Rn) ≤ ‖F1‖Hsq (Rn) + ‖F2‖Hsq (Rn) <∞.
Also ist F ∈ Hsq (Rn) mit F |Ω1∪Ω2= f |Ω1∪Ω2 .
Ein glatter regulärer Diffeomorphismus h : Ωy → Ωx induziert uns nach Theorem 4.24
einen Isomorphismus h∗ : Hsq (Rn) → Hsq (Rn). Wir wollen nun ein analoges (wenn auch
weitaus schwächeres) Resultat erhalten, falls h nicht glatt ist:
Lemma 5.13. Ein regulärer C1,θ-Diffeomorphismus h : Rn → Rn definiert uns einen
Isomorphismus
h∗ : Hsq (Rn)
∼−→ Hsq (Rn) für alle s ∈ (−θ, 1], 1 < q <∞.
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Beweis. 1. Fall: s ∈ [0, 1] . Die Abbildung h∗ : Lq(Rn) → Lq(Rn) ist ein beschränkter
linearer Operator, da nach Transformationsformel
‖h∗(f)‖qLq(Rn) =
∫
Rn
|h∗(f)(y)|q dy =
∫
Rn
|f(x)|q ∣∣detDh−1 (x)∣∣ dx ≤ C ‖f‖qLq(Rn) .
Außerdem können wir für f ∈ C∞0 (Rn) die distributionelle Ableitung mit der klassischen
ausdrücken, da
∂xjh
∗(f)(x) = Df (h(x)) · ∂xjh(x) für jedes j = 1, . . . , n.
Da ∂xjh(x) ∈ L∞(Rn), ist insbesondere ∂xjh∗(f)(x) ∈ Lq(Rn), also ist ∂xjh∗ : C∞0 (Rn) →
Lq(Rn) für alle 1 < q < ∞ beschränkt. Wegen C∞0 (Rn) ⊂ W 1q (Rn) dicht erhalten wir
durch Approximation von C∞0 (Rn)-Funktionen einen beschränkten linearen Operator h∗ :
W 1q (Rn)→ W 1q (Rn). Nach Theorem 2.77 können wir W 1q (Rn) mit H1q (Rn) bzw. Lq(Rn) mit
H0q (Rn) identifizieren. Mit Hilfe der komplexen Interpolation (Theorem 2.74) erhalten wir
schließlich einen Operator
h∗ :
(
H0q (Rn), H1q (Rn)
)
[ϑ]
→ (H0q (Rn), H1q (Rn))[ϑ] für alle ϑ ∈ (0, 1).
Nach Theorem 2.76 ist aber
(
H0q (Rn), H1q (Rn)
)
[ϑ]
= Hϑq (Rn).
2. Fall: s ∈ (−θ, 0) . Setze σ := −s ∈ (0, θ). Zunächst haben wir detDh ∈ Cθ(Rn),
und für v ∈ Hσq (Rn) nach obiger Berechnung h−1,∗v ∈ Hσq′(Rn). Fassen wir a(x) :=
|detDh (x)| ∈ CθS01,0(Rn) als ΨDO auf, so erhalten wir nach Lemma 3.49 die Abschätzung
‖a(X)v‖Hσ
q′ (R
n) ≤ Cs,q ‖v‖Hσ
q′ (R
n). Für eine Testfunktion ϕ ∈ S (Rn) ⊂ Hσq′(Rn) ist∥∥∣∣detDh−1∣∣h−1,∗ϕ∥∥
Hσ
q′ (R
n)
≤ C ‖ϕ‖Hσ
q′ (R
n) .
Also ist für ein u ∈ H−σq (Rn) das Dualitätsprodukt〈
u,
∣∣detDh−1∣∣h−1,∗ϕ〉
H−σq (Rn),Hσq′ (R
n)
=
∫
Rn
u(x)
(
h−1
)∗
ϕ(x)
∣∣detDh−1 (x)∣∣ dx
=
∫
Rn
h∗u(x)ϕ(x)dx
wohldefiniert. Dies motiviert die Definition
〈h∗u, ϕ〉S ′(Rn),S(Rn) :=
〈
u,
∣∣detDh−1∣∣h−1,∗ϕ〉
H−σq (Rn),Hσq′ (R
n)
.
Mit dem Dichtheitsargument aus Theorem 2.77 folgt, dass∣∣∣〈h∗u, v〉H−σq (Rn),Hσq′ (Rn)∣∣∣ ≤ Cs,q ‖u‖H−σq (Rn) ‖v‖Hσq′ (Rn) für alle u ∈ H−σq (Rn), v ∈ Hσq′(Rn).
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Folgerung 5.14. Ein regulärer C1,θ-Diffeomorphismus h : Ωy → Ωx definiert uns einen
Operator
h∗ : Hsq,c(Ωx)
∼−→ Hsq,c(Ωy) für alle s ∈ (−θ, 1], 1 < q <∞.
Beweis. Die Behauptung folgt direkt aus Lemma 5.13, da Hsq,c(Ωx) ⊂ Hsq (Rn) und suppu◦
h ⊂⊂ Ωy.
Lemma 5.15. Sei h : Ωy → Ωx ein regulärer C1,θ-Diffeomorphismus. Dann gibt es zu
jedem x0 ∈ Ωy ein r > 0 und einen globalen Diffeomorphismus hr,x0 : Rn → Rn, der
auf Br(x0) mit h übereinstimmt. Der Diffeomorphismus h |Br(x0) lässt sich also zu einem
globalen erweitern.
Beweis. Sei c0 die Hölder-Stetigkeitskonstante von Dh, d.h. sei c0 > 0 sodass für al-
le x, y ∈ Rn gilt, dass ‖Dh (x)−Dh (y)‖L(Rn;Rn) ≤ c0 |x− y|θ, wobei ‖A‖L(Rn;Rn) :=
supv∈Rn,|v|=1 |Av| für jede lineare Abbildung A : Rn → Rn. Wähle ein x0 ∈ Ωy. Wegen
(4.7) können wir ein 0 < rθ ≤ 1
2c0
‖Dh (x0)‖L(Rn;Rn) finden, sodass B2r(x0) ⊂ Ωy. Eine
Taylorentwicklung um x0 bei x ∈ Br(x0) liefert
h(x) = h(x0) + Ξh(x, x0)(x− x0) +O
(|x− x0|2) ,
wobei Ξh(x, x0) = Dh (x0)−
∫ 1
0
(Dh (x0)−Dh ((1− t)x0 + tx)) dt aus Lemma 2.3. Wir set-
zen Bh(x, x0) :=
∫ 1
0
(Dh (x0)−Dh ((1− t)x0 + tx)) dt und verwenden die Hölder-Stetigkeit
von Dh:
‖Bh(x, x0)‖L(Rn;Rn) ≤
∫ 1
0
‖Dh (x0)−Dh ((1− t)x0 + tx)‖L(Rn;Rn) dt
≤ c0 |x0 − x|θ ≤ c0rθ ≤ 1
2
‖Dh (x0)‖L(Rn;Rn) .
Setze Ξ˜h(x, x0) := Dh (x0) + φ(x)Bh(x, x0) mit φ ∈ C∞0 (B2r(x0)) , 0 ≤ φ ≤ 1 und φ = 1
auf Br(x0). Dann ist ∥∥φ(x)Bh(x, x0)Dh (x0)−1∥∥L(Rn;Rn) ≤ 12 < 1.
Also konvergiert die Neumann-Reihe
∑∞
j=0
(
φ(x)Bh(x, x0)Dh (x0)−1
)j
absolut und gleich-
mäßig, sodass wir eine Konstante C > 0 finden mit∥∥∥(1− φ(x)Bh(x, x0)Dh (x0)−1)−1∥∥∥L(Rn;Rn) ≤ C.
Schließlich folgern wir mit der einfachen Umformung∥∥∥∥(Ξ˜(x, x0))−1∥∥∥∥
L(Rn;Rn)
=
∥∥∥Dh (x0)−1 (1− φ(x)Bh(x, x0)Dh (x0)−1)−1∥∥∥L(Rn;Rn)
≤ ∥∥Dh (x0)−1∥∥L(Rn;Rn) ∥∥∥(1− φ(x)Bh(x, x0)Dh (x0)−1)−1∥∥∥L(Rn;Rn)
≤ C ∥∥Dh (x0)−1∥∥L(Rn;Rn) ,
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dass x 7→ Ξ˜h(x, x0) auf ganz Rn invertierbar ist. Setzen wir hr,x0(x) := h(x0) + Ξ˜h(x, x0),
so ist h |Br(x0)= hr,x0 |Br(x0) +O
(|x− x0|2).
Theorem 5.16. Sei h : Ωy → Ωx ein regulärer C1,θ-Diffeomorphismus, Ω˜y ⊂⊂ Ωy, Ω˜x :=
h(Ω˜y). Dann definiert uns h den Diffeomorphismus
h∗ : Hsq (Ω˜x)
∼−→ Hsq (Ω˜y) für alle s ∈ (−θ, 1], 1 < q <∞.
Beweis. Zunächst finden wir wegen Ω˜y ⊂⊂ Rn ein N ∈ N und damit eine endliche Über-
deckung von Ω˜y der Form
⋃N
j=1Brj(xj) = Ω˜y mit rj > 0, xj ∈ Ω˜y. Zudem gibt es ei-
ne endliche C1,θ-ΨDO-Abschneidefunktionsfamilie (ϕj, ψj)j=1,...,N auf Ω˜y, die den Mengen{
h(Brj(xj))
}
j=1,...,N
untergeordnet ist. Wir haben also für ein u ∈ Hsq (Ωx) die Identität
u(x) =
∑N
j=1 ϕj(x)u(x). Wegen ϕj ⊂⊂ ψj erhalten wir mit der Linearität des Pullbacks
für uj := uψj
h∗u(x) =
N∑
j=0
ϕj(h(x))u(h(x)) =
N∑
j=0
ϕj(h(x))uj(h(x)).
Nach Definition 5.11 finden wir zu uj ein fj ∈ Hsq (Rn) mit fj ◦ h |Brj (xj)= u ◦ h |Brj (xj).
Lemma 5.15 liefert für rj genügend klein einen regulären C1.θ-Diffeomorphismus hj,xj :
Rn → Rn mit hj,xj |Brj (xj)= h |Brj (xj), und wegen suppϕj ⊂ h(Brj(xj)) haben wir
ϕj(h(x))uj(h(x)) = ϕj(hj,xj(x))uj(hj,xj(x)) = ϕj(hj,xj(x))fj(hj,xj(x)).
Nach Lemma 5.13 ist aber h∗j,xjfj ∈ Hsq (Rn). Insgesamt erhalten wir
‖h∗u‖Hsq (Ω˜y) ≤ C
N∑
j=1
∥∥∥h∗j,xjfj∥∥∥
Hsq (Rn)
<∞.
Insbesondere ist fj ◦ hj,xj |Brj (x0)= uj ◦ h |Brj (x0), also finden wir ein f ∈ Hsq (Rn) mit
f |Ωy= h∗u.
Definition 5.17. R sei die Menge aller Operatoren R mit der Abbildungseigenschaft
R : H−sq (Rn)→ H t−sq (Rn) für alle 1 < q <∞, 0 ≤ t < θ und 0 ≤ s < θ.
Die Operatoren der Menge R sind wegen H t−sq (Rn) ⊂ H−sq (Rn) regulierender als Opera-
toren der Klasse OPCτS01,0. Wir werden im Folgenden sehen, dass sich der Operator eines
transformierten Pseudodifferentialoperators in einen ΨDO der gleichen Klasse und einem
Operator der Restklasse R aufspalten lässt.
Lemma 5.18. Für Ω˜x ⊂⊂ Ωx ⊂ Bildh erhalten wir durch Komposition eines Symbols
p(x, x′, ξ) ∈ CθS01,0(Rn × Rn,Rn) mit zwei Funktionen ϕ, ψ ∈ C1,θ0 (Ω˜x) einen Operator
P := ϕ(X)p(X,X ′, Dx)ψ(X ′) : Hsq,c(Ωx)→ Hsq (Ω˜x) für alle − θ < s < θ.
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Beweis. Theorem 5.2 liefert ϕ(X)p(X,X ′, Dx)ψ(X ′) : Hsq,c(Ωx) → Hsq (Rn). Außerdem ist
supp (ϕ(X)p(X,X ′, Dx)ψ(X ′)u) ⊂ Ω˜x für alle u ∈ Hsq,c(Ωx). Wir finden also ein f ∈
Hsq (Rn) mit f |Ω˜x= ϕ(X)p(X,X ′, Dx)ψ(X ′)u.
Ab nun seien Ω˜y ⊂⊂ Ωy, Ω˜x := h(Ω˜y). Wir wollen ein Symbol a ∈ CθS01,0(Rn × Rn,Rn)
konstruieren, das für alle u ∈ Hsq,c(Ωx) die Gleichung (h−1)∗Ah∗u = Pu erfüllt, wobei
A := ϕ(h(Y )) (a(Y, Y ′, Dy) +R)ψ(h(Y ′)) : Hsq,c(Ωy)→ Hsq (Ω˜y) für alle − θ < s < θ
und R ∈ R. Der Operator A soll also das Diagramm
Hsq,c(Ωx)
P //
h∗

Hsq (Ω˜x)
h∗

Hsq,c(Ωy)
A // Hsq (Ω˜y)
kommutieren lassen.
Lemma 5.19. R ist unter einer globalen C1,θ-Koordinatentransformation invariant.
Beweis. Wir erhalten für 1 < q <∞, 0 ≤ t < θ und 0 ≤ s < θ aus dem Diagramm
H−s(Rn)
h∗

R // H t−sq (Rn)
h∗

H−s(Rn) R˜ // H t−sq (Rn)
nach Folgerung 5.14 einen Operator R˜ ∈ R.
Lemma 5.20. Sei Ξh(x, y) die lineare Abbildung definiert in Lemma 2.3 für einen regulären
C1,θ-Diffeomorphismus h : Rn → Rn und U ⊆ Rn offen, sodass (4.12) in U erfüllt ist. Dann
erhalten wir für eine Funktion f(x, y, ξ) ∈ C 0 (Rn × Rn × Rn) mit x, y ∈ U die Aussage,
dass für fj(x, y, ξ) := f(x, y, ξ)ϕj(Ξh(x, y)−T ξ) die Reihe
∑N
j=0 fj(x, y, ξ) → f(x, y, ξ) für
N →∞ konvergiert.
Beweis. Zunächst finden wir für ϕ˜j(ξ) := ϕj(Ξh(x, y)−T ξ) wegen (4.7) ein C0 > 1 mit
supp ϕ˜j ⊂
{
ξ ∈ Rn : ∣∣Ξh(x, y)−T ξ∣∣−1 2j−1 ≤ |ξ| ≤ ∣∣Ξh(x, y)−T ξ∣∣−1 2j+1}
⊂ {ξ ∈ Rn : C−10 2j−1 ≤ |ξ| ≤ C02j+1} .
Wir suchen uns das kleinste l˜ ∈ N0 mit 2j+1 ≤ C02j+l˜−1, d.h.
l˜ := min
{
l˜ ∈ N0 : l˜ ≥ 2− log2C0
}
,
5.2 Nicht-glatter Koordinatenwechsel 105
wobei |log2C0| < ∞ nach (4.12). Zusätzlich wählen wir ein L ∈ N so, dass C02j+1 ≤
2L−1, dann gilt für alle l ≥ L, dass suppϕl ∩ supp ϕ˜j = ∅. Diese Bedingung lässt sich
umformulieren zu L ≥ j + 2 + log2C0. Setzen wir also l := 1 + log2C0, so erhalten wir aus
Symmetriegründen ϕ˜j(ξ) =
∑j+l
k=j−l ϕ˜j(ξ)ϕk(ξ). Für ein festes ξ ∈ Rn finden wir ein j ∈ N,
sodass ϕ˜j−1 (ξ) + ϕ˜j (ξ) + ϕ˜j+1 (ξ) = 1. Damit folgt, dass für alle N > j + 1
N∑
i=1
ϕ˜i (ξ) =
j+1∑
i=j−1
ϕ˜i (ξ) =
j+1∑
i=j−1
ϕ˜i (ξ)
i+l∑
k=i−l
ϕk(ξ) =
j+l∑
k=j−l
ϕk(ξ)
k+l˜∑
m=k−l˜
ϕ˜m (ξ) ,
da supp
∑j+1
i=j−1 ϕ˜i
∑i+l
k=i−l ϕk ⊂ supp
∑j+l
k=j−l ϕk
∑k+l˜
m=k−l˜ ϕ˜m. Also finden wir zwei Ganz-
zahlen M ′ ≥M ≥ 0, sodass
N∑
j=0
fj(x, y, ξ) = f(x, y, ξ)
N∑
j=0
ϕ˜j (ξ) = f(x, y, ξ)
l∑
k=−l
N∑
j=0
ϕ˜j (ξ)ϕk+j(ξ)
= f(x, y, ξ)
N+M∑
j=0
ϕj(ξ)
l˜∑
k=−l˜
ϕ˜k+j (ξ) = f(x, y, ξ)
N+M ′∑
j=0
ϕj(ξ)
→ f(x, y, ξ) für N →∞ punktweise nach Lemma 2.51.
Theorem 5.21. Sei h : Rn → Rn ein regulärer C1,θ-Diffeomorphismus. Definiere zu
p(x, x′, ξ) ∈ CθS01,0(Rn × Rn,Rn) den Operator
A : Hsq (Rn)→ Hsq (Rn), (A(u ◦ h)) (y) = (p(X,Dx, X ′)u) (h(y)) (5.5)
für alle u ∈ Hsq (Rn), y ∈ Rn. Für r > 0 genügend klein erfüllt das Symbol a ∈ CθS01,0(Rn×
Rn,Rn) in (x, y, ξ)-Form gegeben durch (4.10) die Bedingung A ≡ a(Y, Y ′, Dy) mod R
Beweis. Mit Hilfe der Partition {(ϕj, ψj)}j∈N aus Lemma 4.18 spalten wir das Symbol p
auf in
pj(x, x
′, ξ) := ϕj(x)p(x, x′, ξ)ψj(x′) und p∞,j(x, x′, ξ) := ϕj(x)p(x, x′, ξ)(1− ψj(x′)),
sodass p(X,X ′, Dx) =
∑
j pj(X,X
′, Dx) +
∑
j p∞,j(X,X
′, Dx). Für diese Partition wählen
wir ein r > 0 klein genug, sodass die Bedingung (4.12) erfüllt ist. Wegen
dist (suppϕj, supp (1− ψj)) > 0
ist pj,∞(x, x, ξ) = 0. Wir erhalten also mit Theorem 5.8 einen Operator pj,∞(X,X ′, Dx) ∈
R. Das Symbol pj(x, y, ξ) zerlegen wir wie in Definition 5.1 mit der Littlewood-Paley-
Partition in pj(x, y, ξ) =: limN→∞ pj,N(x, y, ξ). Bemerkung 5.4.b liefert
(pj,N(X,X
′, Dx)u) (h(y)) =
∫∫
ei(h(y)−x
′)·ξpj,N(h(y), x′, ξ)u(x′)dx′dξ.
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Mit analogen Umformungen wie im Beweis von Theorem 4.19 erhalten wir für w = u ◦ h
a˜j,N(Y, Y
′, Dy)w(y) : = (pj,N(X,X ′, Dx)u) (h(y))
=
∫∫
ei(y−y
′)·ηa˜j,N(y, y′, η)w(y′)dy′dη,
mit a˜j,N(y, y′, η) := pj,N(h(y), h(y′),Ξh(y, y′)−Tη) |det Ξh(y, y′)|−1 |detDh (y′)|. Wir setzen
aj(y, y
′, η) := pj(h(y), h(y′),Ξh(y, y′)−Tη) |det Ξh(y, y′)|−1 |detDh (y′)|. Schließlich konver-
giert a˜j,N(Y, Y ′, Dy)w(y) → aj(Y, Y ′, Dy)w(y) für N → ∞ nach Lemma 5.20 punktweise,
sodass Theorem 5.2 liefert
aj(Y, Y
′, Dy)w(y) = lim
N→∞
a˜j,N(Y, Y
′, Dy)w(y) = lim
N→∞
(pj,N(X,X
′, Dx)u) (h(y))
= (pj(X,X
′, Dx)u) (h(y)).
Schließlich wollen will zeigen, dass aj der Klasse CθS01,0(Rn × Rn,Rn) angehört. Da h ∈
C1,θ(Rn) ist det Ξh ∈ Cθ(Rn ×Rn). Das Symbol aj ist also bzgl. (x, y) ∈ R2n Hölder-stetig
zum Grad θ und glatt bzgl. ξ ∈ Rn. Wir betrachten
‖aj(·, ·, ξ)‖Cθ(Rn×Rn) =
∥∥Dαξ pj (h(·), h(·),Ξh(·, ·)−T ξ) |det Ξh(·, ·)|−1 |detDh (·)|∥∥Cθ(Rn×Rn)
≤ C ∥∥Dαξ pj(h(·), h(·),Ξh(·, ·)−T ξ)∥∥Cθ(Rn×Rn)
≤ C
∥∥∥p(α)j (h(·), h(·),Ξh(·, ·)−T ξ)∥∥∥
Cθ(Rn×Rn)
≤ C 〈ξ〉m−|α| ,
wobei p(α)j (x, x′, ξ) = Dαξ pj(x, x′, ξ).
Folgerung 5.22. Das Symbol aL(y, η) := a(y, y, η) definiert uns einen Operator aL(Y,Dy)
in x-Form, der ebenso die Gleichung (5.5) für ein R ∈ R erfüllt.
Beweis. Definiere zum Symbol a(x, y, ξ) ∈ CθS01,0(Rn × Rn,Rn) aus Theorem 5.21 das
Symbol b(x, y, ξ) := a(x, y, ξ)− aL(x, ξ). Dann folgt wegen b(x, x, ξ) = 0 für alle x, ξ ∈ Rn
mit Theorem 5.8, dass b(X,X ′, Dx) ∈ R. Wir erhalten also a(X,X ′, Dx) ≡ a(X,Dx)
mod R.
Theorem 5.23. Für p(x, x′, ξ) ∈ CθS01,0(Rn × Rn,Rn), ϕ, ψ ∈ C1,θ0 (Ω˜x) finden wir ein
R ∈ R, sodass für alle w := u ◦ h ∈ Hsq,c(Ωy)
ϕ(h(Y ))(a(Y, Y ′, Dy) +R)ψ(h(Y ′))w(y) = (ϕ(X)p(X,X ′, Dx)ψ(X ′)u)(h(y))
gilt, wobei das Symbol a(y, y′, η) ∈ CθS01,0(Rn×Rn,Rn) durch die Gleichung (4.10) für ein
genügend kleines r > 0 gegeben ist.
Beweis. Wie im Beweis von Theorem 4.22 erhalten wir die Darstellung
ϕ(X)p(X,X ′, Dx)ψ(X ′) = ϕ(X)
∑
j∈M
pj(X,X
′, Dx)ψ(X ′)+ϕ(X)
∑
j∈N
p∞,j(X,X ′, Dx)ψ(X ′).
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Analog zum Beweis von Theorem 5.21 erhalten wir nach Koordinatentransformation von
pj(X,X
′, Dx) einen Operator aj(Y, Y ′, Dy) = h∗pj(X,X ′, Dx) (h−1)
∗. Transformieren wir
die Operatoren ϕ(X) und ψ(X ′), so erhalten wir
ϕ(X)pj(X,X
′, Dx)ψ(X ′) = ϕ(Y )h∗ (aj(Y, Y ′, Dy)ψ(h(Y ′)))
(
h−1
)∗
.
Schließlich finden wir wegen #M < ∞ ein r > 0, sodass die Bedingung (4.12) für Ξh
definiert in (4.11) für jedes j ∈M erfüllt wird. Insgesamt bekommen wir die Transformation
des Operators
∑
j∈M pj(X,X
′, Dx)ψ(X ′) durch
ϕ(X)
∑
j∈M
pj(X,X
′, Dx)ψ(X ′) = ϕ(Y )
∑
j∈M
h∗ (aj(Y, Y ′, Dy)ψ(h(Y ′)))
(
h−1
)∗
.
Für den obigen zweiten Term
∑
j∈N p∞,j(X,X
′, Dx)ψ(X ′) folgern wir wieder aus
p∞,j(x, x, ξ) = 0, dass p∞,j(X,X ′, Dx)ψ(X ′) ∈ R
nach Theorem 5.8. Für ein φ ∈ C1,θ0 (Ωx) mit φ = 1 auf Ω˜x haben wir für alle u ∈ Hsq,c(Ω˜x)
(φ(X)ϕ(X)p∞,j(X,X ′, Dx)ψ(X ′)φ(X ′))u = (ϕ(X)p∞,j(X,X ′, Dx)ψ(X ′))u.
Die Summe ϕ(X)
∑
j∈N φ(X)p∞,j(X,X
′, Dx)ψ(X ′)φ(X ′) ist aber endlich, also erhalten wir
auf Hsq,c(Ω˜x) einen Operator
ϕ(X)
∑
j∈N
p∞,j(X,X ′, Dx)ψ(X ′) = ϕ(X)
∑
j∈M˜
φ(X)p∞,j(X,X ′, Dx)ψ(X ′)φ(X ′),
mit
∑
j∈M˜ φ(X)p∞,j(X,X
′, Dx)ψ(X ′)φ(X ′) ∈ R für
M˜ := {j ∈ N : suppφ ∩ suppψj ◦ h 6= ∅} endlich.
Bemerkung 5.24. Unter den gleichen Voraussetzungen wie in Theorem 5.23 liefert Fol-
gerung 5.22, dass wir für p(x, ξ) ∈ CθS01,0(Rn,Rn) ein Symbol a(y, η) ∈ CθS01,0(Rn,Rn)
erhalten, sodass
ϕ(h(Y ))(a(Y,Dy) +R)ψ(h(Y
′))w(y) = (ϕ(X)p(X,X ′, Dx)ψ(X ′)u)(h(y))
für ein R ∈ R.
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5.3 Pseudodifferentialoperatoren auf nicht-glatten Mannigfaltig-
keiten
Definition 5.25. Sei M eine C1,θ-Mannigfaltigkeit, Ω ⊆ M offen, −θ < s ≤ 1 + θ,
1 < q <∞ und eine Funktion u : Ω→ C gegeben.
• u ist in Hsq (Ω) falls u ◦ h−1j ∈ Hsq (hj(Ωj ∩ Ω)) für jedes j ∈ N.
• u ist in Hsq,c(Ω) falls u ∈ Hsq (Ω) und der Träger von u kompakt in Ω enthalten ist.
Definition 5.26. Sei M eine C1,θ-Mannigfaltigkeit mit Atlas {hj : Ωj → Uj}j∈N. Ein li-
nearer Operator R : Hsq,c(M) → Hsq (M) für s ∈ (−θ, θ) gehört der Klasse R(M) an, falls
es zu zwei beliebig gewählten Partitionen {Φj}j∈N und {Ψj}j∈N, die den offenen Mengen
{Ωj}j∈N untergeordnet sind, eine Familie von Operatoren {Rj}j∈N mit Rj ∈ R gibt mit
(ΦjRΨju)(h
−1
j (x)) = ϕj(X)Rj(ψjuj)(x) für alle u ∈ Hsq,c(Ωj).
Lemma 5.19 liefert die Unabhängigkeit dieser Definition bezüglich des gewählten Atlanten.
Für den Rest dieses Abschnitts wählen wir nun ein festes s ∈ (−θ, θ).
Definition 5.27. Sei M eine C1,θ-Mannigfaltigkeit mit Atlas {hj : Ωj → Uj}j∈N. Unter
einem Pseudodifferentialoperator der Klasse MCθRS01,0 verstehen wir einen linearen Ope-
rator P : Hsq,c(M) → Hsq (M), der sich bezüglich einer C1,θ-ΨDO-Abschneidefunktions-
familie (Φj,Ψj)j∈N in der Form (Pu)(y) =
∑
j(ΦjPΨju)(y) + R für alle y ∈ M und jedes
u ∈ Hsq,c(M) schreiben lässt, wobei
(a) ΦjPΨju in der Form
(ΦjPΨju)(h
−1
j (x)) = ϕj(X)pj(X,Dx)(ψjuj)(x) für alle x ∈ Uj und jedes u ∈ Hsq,c(Ωj)
(5.6)
für ein pj(x, ξ) ∈ CθS01,0(Rn,Rn) mit uj := u ◦ h−1j geschrieben werden kann und
(b) der Operator R der Klasse R(M) angehört.
Die Familie {pj(x, ξ)}j∈N heißt Symbol von P .
Lemma 5.28. Sei M eine C1,θ-Mannigfaltigkeit mit Atlas {hj : Ωj → Uj}j∈N. Sei P ∈
MCθRS
0
1,0. Seien Ψ,Φ ∈ C1,θ0 (M) mit supp Φ∩supp Ψ = ∅ gegeben. Dann ist ΨPΦ ∈ R(M).
Beweis. Zunächst ist die Summe endlich, da Φ und Ψ beide einen kompakten Träger haben.
Wir schreiben
ΦPΨ =
∑
j
Φ(ΦjPΨj)Ψ +R.
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Nach Voraussetzung ist R ∈ R(M), also ist auch ΦRΨ ∈ R(M). Für Φ(ΦjPΨj)Ψ haben
wir lokal auf Uj die Darstellung
ΦΦjP (ΨjΨu)(h
−1
j (x)) = ϕ(X)ϕj(X)pj(X,Dx)(ψjψuj)(x) für alle x ∈ Uj, u ∈ Hsq,c(Ωj),
wobei uj := u ◦ h−1j , ϕ := Φ ◦ h−1j , ψ := Ψ ◦ h−1j in Uj. Da suppψ ∩ suppϕ = ∅ folgt für
b(x, y, ξ) := ϕ(x)pj(x, ξ)ψ(y) ∈ CθS01,0(Rn×Rn,Rn), dass b(x, x, ξ) = 0, also nach Theorem
5.8 ist b(X,X ′, Dx) ∈ R und damit
ΦjΦP (ΨΨju)(h
−1
j (x)) = ϕj(X)b(X,X
′, Dx)(ψjuj)(x) für alle u ∈ Hsq,c(Ωj).
Wir folgern ΦΦjPΨjΨ ∈ R(M).
Theorem 5.29 (Invarianz unter Kartenwechsel). Sei {hj : Ωj → Uj}j∈N Atlas der C1,θ-
Mannigfaltigkeit M . Sei
{
h′j′ : Ω
′
j′ → U ′j′
}
j′∈N ein weiterer Atlas der selben C
1,θ-Struktur,
sodass für alle j, j′ : Ωj ∩ Ω′j′ 6= ∅ sich
hj,j′ := hj ◦ (h′j′)−1 : h′j′(Ωj ∩ Ω′j′)→ hj(Ωj ∩ Ω′j′)
zu einem C1,θ-Diffeomorphismus auf einer offenen Umgebung von h′j′(Ωj ∩ Ω′j′) fortset-
zen lässt, der auf eine offene Umgebung von hj(Ωj ∩ Ω′j′) abbildet. Dann ist ein Pseudo-
differentialoperator P : Hsq,c(M) → Hsq (M) der Klasse MCθRS01,0 bezüglich des Atlanten
{hj : Ωj → Uj}j∈N auch ein ΨDO bezüglich des Atlanten
{
h′j′ : Ω
′
j′ → U ′j′
}
j′∈N.
Beweis. Unter einer anderen C1,θ-ΨDO-Abschneidefunktionsfamilie (Φ′j′ ,Ψ′j′)j′∈N lässt sich
P schreiben als
P =
∑
j′∈N
Φ′j′PΨ
′
j′ + R˜,
wobei R˜ ∈ R(M). Wir setzen Φ′j′PΨ′j′ in die Definition 5.27 bzgl. der C1,θ-ΨDO-Abschneide-
funktionsfamilie (Φj,Ψj)j∈N ein und erhalten
Φ′j′PΨ
′
j′ =
∑
j∈N
Φ′j′(ΦjPΨj)Ψ
′
j′ + Φ
′
j′RΨ
′
j′ , (5.7)
wobei nach Definition Φ′j′RΨ′j′ ∈ R(M).
Für den ersten Term folgern wir analog zum Beweis von Theorem 4.42, dass(
Φ′j′ΦjP (ΨjΨ
′
j′u)
) (
(h′j′)
−1(x)
)
= ϕ˜′j′
((
hj ◦ (h′j′)−1
)∗ (
ϕjpj(X,Dx)
(
ψj
(
h′j′ ◦ h−1j
)∗
(ψ˜′j′u
′
j′)
)))
(x)
für alle x ∈ Uj ∩ Uj′ wobei u′j′ := u ◦ (h′j′)−1, ψ˜′j′ := Ψ′j′ ◦ (h′j′)−1, ϕ˜′j′ := Φ′j′ ◦ (h′j′)−1
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Nach Theorem 5.23 (setze h := hj,j′ , Ω˜y := h′j′(Ω′j′ ∩ Ωj)) gibt es ein aj,j′ ∈ CθS01,0(Rn,Rn)
und ein Rj,j′ ∈ R mit
ϕ˜′j′(X) (aj,j′(X,Dx) +Rj,j′) ψ˜
′
j′(X
′)u′j′(x)
= ϕ˜′j′(X)
(
h∗j,j′
(
ϕ(X)pj(X,Dx)
(
ψj(X
′)
(
h−1j,j′
)∗
(ψ˜′j′u
′
j′)
)))
(x).
Definieren wir nun
aj′(x, ξ) :=
∑
j∈N:
Ω′
j′∩Ωj 6=∅
aj,j′(x, ξ), und Rj′ :=
∑
j∈N:
Ω′
j′∩Ωj 6=∅
Rj,j′ ∈ R,
so sehen wir, dass unser erster Term aus (5.7) in der Form
(Φ′j′(ΦjPΨj)Ψ
′
j′u)((h
′
j′)
−1(x)) = ϕ˜′j′ (aj′(X,Dx) +Rj′) (ψ˜
′
j′u
′
j′)(x)
für alle u′j′ = u ◦
(
h′j′
)−1 ∈ Hsq,c(U ′j′ ∩ Uj) geschrieben werden kann, unabhängig von j ∈ N
- also gilt obige Gleichung auch für alle u′j′ ∈ Hsq,c(U ′j′).
Somit definiert P bezüglich des Atlanten
{
h′j′ : Ω
′
j′ → U ′j′
}
j′∈N wiederum einen Pseudodif-
ferentialoperator. Wegen der Transformationsinvarianz der Klasse R(M) erhalten wir die
Behauptung.
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