In this paper, we prove the local well-posedness in critical Besov spaces for the compressible Navier-Stokes equations with density dependent viscosities under the assumption that the initial density is bounded away from zero.
Introduction
In this paper, we consider the compressible Navier-Stokes equations with density dependent viscosities in R + × R N (N ≥ 2):
   ∂ t ρ + div(ρu) = 0, ∂ t (ρu) + div(ρu ⊗ u) − div(2µ(ρ)D(u)) − ∇(λ(ρ)divu) + ∇P (ρ) = 0, (ρ, u)| t=0 = (ρ 0 , u 0 ).
(1.1)
Here ρ(t, x) and u(t, x) are the density and velocity of the fluid. The pressure P is a smooth function of ρ, D(u) = 1 2 (∇u + ∇u t ) is the strain tensor, the Lamé coefficients µ and λ depend smoothly on ρ and satisfy µ > 0 and λ + 2µ > 0, (1.2) which ensures that the operator −div(2µ(ρ)D·) − ∇(λ(ρ)div·) is elliptic. An important example is included in the system (1.1): the viscous shallow water equations(N = 2, µ(ρ) = ρ, λ(ρ) = 0 and P (ρ) = ρ 2 ). The local existence and uniqueness of smooth solutions for the system (1.1) were proved by Nash [23] for smooth initial data without vacuum. Later on, Matsumura and Nishida [20] proved the global well-posedness for smooth data close to equilibrium, see also [18] for one dimension. Concerning the global existence of weak solutions for the large initial data, we refer to [2, 3, 19, 21] . We may refer to [4, 10, 25] and references therein for the viscous shallow water equations. This paper is devoted to the study of the well-posedness of the system (1.1) in the critical spaces. Recently, Danchin has obtained several important well-posedness results in the critical spaces for the compressible Navier-Stokes equations [11, 12, 14] . To explain the precise meaning of critical spaces, let us consider the incompressible Navier-Stokes equations (N S) ∂ t u − ∆u + u · ∇u + ∇p = 0, divu = 0.
It is easy to find that if (u, p) is a solution of (NS), then
is also a solution of (NS). For the (NS) equations, a functional space X is critical if the corresponding norm is invariant under the scaling of (1.3). Obviously,Ḣ N 2 −1 is a critical space. Fujita and Kato [16] proved the well-posedness of (NS) inḢ
−1 , see also [5, 6, 22] and references therein for the well-posedness in the other critical spaces. For the compressible Navier-Stokes equations, let us introduce the following transformation ρ λ (t, x) def = ρ(λ 2 t, λx), u λ (t, x) def = λu(λ 2 t, λx).
Then if (ρ, u) solves (1.1), so does (ρ λ , u λ ) provided the viscosity coefficients are constants and the pressure law has been changed into λ 2 P . This motivates the following definition:
Definition 1.1 We will say that a functional space is critical with respect to the scaling of the equations if the associated norm is invariant under the transformation:
(ρ, u) −→ (ρ λ , u λ )
(up to a constant independent of λ).
A natural candidate is the homogenous Sobolev spaceḢ N/2 × Ḣ N/2−1 N , but sincė H N/2 is not included in L ∞ , we can not obtain a L ∞ control of the density when ρ 0 ∈Ḣ N/2 . Instead, we choose the initial data (ρ 0 , u 0 ) for someρ 0 in a critical homogenous Besov spaces:
However, working in the critical spaces, if we deal with the elliptic operators of the momentum equations as a constant coefficient second order operator plus a perturbation induced by the density and viscosity coefficients, the perturbation will be a trouble term. In the case when ρ −ρ 0 is small inḂ N p p,1 or has more regularity, the perturbation can be treated as a harmless source term and the corresponding local-well posedness can be obtained by following the argument of Danchin [12] , see [17] .
The purpose of the present paper is to obtain a local well-posedness result in the critical Besov spaces under the natural physical assumption that the initial density is bounded away from zero. Our new observation is that if ρ −ρ 0 is small in the weighted Besov spaceṡ B N p p,1 (ω)(see Section 3 for the definition), the perturbation can still be treated as a harmless source term. Similar idea has been used by the authors of this paper to prove the local well-posedness inḂ 1 2,1 × Ḃ 0 2,1 2 for the viscous shallow water equations [10] . Very rencently, Danchin [15] proved a similar result for the system (1.1) with constant coefficients. The key of his proof is a new and interesting estimate for a class of parabolic systems with the coefficients in C([0, T ];Ḃ N/2 2,1 ). It seems to be possible to adapt his method to the present model. Here we would like to present a general functional framework to deal with the local well-posedness in the critical spaces for the compressible fluids.
Our main result is as follows: Theorem 1.2 Letρ 0 and c 0 be two positive constants. Assume that the initial data satisfies The structure of this paper is as follows:
Then there exists a positive time
In Section 2, we recall some basic facts about the Littlewood-Paley decomposition and the functional spaces. In Section 3, we firstly introduce the weighted Besov spaces, then present some nonlinear estimates. Section 4 is devoted to the estimates in the weighted Besov spaces for the linear transport equation. Section 5 is devoted to the estimates in the weighted Besov spaces for the linearized momentum equation. In Section 6, we prove the existence of the solution. In Section 7, we prove the uniqueness of the solution. 
The frequency localization operator ∆ j and S j are defined by
With our choice of ϕ, one can easily verify that
We denote the space Z ′ (R N ) by the dual space of Z(R N ) = {f ∈ S(R N ); D αf (0) = 0; ∀α ∈ N d multi-index}, it also can be identified by the quotient space of S ′ (R N )/P with the polynomials space P. The formal equality
and is called the homogeneous Littlewood-Paley decomposition. The operators ∆ j help us recall the definition of the Besov space(see also [24] ).
where
We next introduce the Besov-Chemin-Lerner space L q T (Ḃ s p,r ) which is initiated in [9] .
In the sequel, we will constantly use the Bony's decomposition from [1] that
with
Let us conclude this section by collecting some useful lemmas. 
Lemma 2.5 Let s > 0, and 1 ≤ p ≤ ∞. Assume that f, g ∈Ḃ
).
, and 1 ≤ p, q, q 1 , q 2 ≤ ∞ with
. Lemma 2.6-Lemma 2.9 can be easily proved by using Bony's decomposition and Lemma 2.3, see also [8, 12] 
Nonlinear estimates in the weighted Besov spaces
Let us firstly introduce the weight function. Let {e k (t)} k∈Z be a sequence defined in [0, +∞) satisfying the following conditions:
Then the weight function {ω k (t)} k∈Z is defined by
It is easy to verify that for any k ∈ Z,
Thus, we have
Next, we present some estimates in the weighted Besov spaces.
Proof. Due to (2.1), we have
then we get by Lemma 2.3 and (3.2) that
, where we used in the last inequality
.
This proves (a). We next prove (b). Similarly, we have
and by Lemma 2.3 and (3.2), we have
, which lead to (b). Now we prove (c). Notice that
For II, using the fact that
, and for I, using the fact that
we obtain
If p < 2, we get by Lemma 2.3 that
Then treating it as in the case of p ≥ 2, we obtain the same inequality for
We have a similar result in the weighted Besov spaces with the time.
The following proposition is a direct consequence of Lemma 3.5.
From the proof of Lemma 3.4, we can also obtain
Proof. We decompose F (f ) as
with α to be determined later. Notice that for |γ| ≥ 0, we have
, from which and (3.3), it follows that
Now, let us turn to the estimate of II. We get by Lemma 2.3 that
Then we write
from which and a similar argument of (c) in Lemma 3.4, we infer that
from which and (3.4), we conclude the proof of Proposition 3.8.
Estimates of the linear transport equation
In this section, we study the linear transport equation
T (Ḃ s p,r ) and f is the solution of (4.1). Then there holds for
and f is the solution of (4.1). Then there holds for
Proof. Applying the operator ∆ j to the transport equation, we obtain
Assume that p < +∞. Multiplying both sides of (4.2) by |∆ j f | p−2 ∆ j f , we get by integrating by parts over R N for the resulting equation that
from which and Lemma 4.3, we infer that
Then Gronwall's lemma applied implies the desired inequality.
and f ∈ B s p,1 (ω). Then there holds
Proof. Using the Bony's decomposition, we write
Using Lemma 3.4 with s 1 = s − 1 and
Notice that
then we get by Lemma 2.3 that
, we get by using Taylor's formula that
from which and the Minkowski inequality, we infer that
Summing up all the above estimates, we conclude the proof of Lemma 4.3.
Estimates of the linearized momentum equation
In this section, we study the linearized momentum equation
In what follows, we assume that the viscosity coefficients λ(ρ) and µ(ρ) depend smoothly on the function ρ and there exists a positive constant c 1 such that
Fix a positive constant c to be chosen later. In this section, the weighted function ω k (t) is given by
with e ℓ (t) = (1 − e −c2 2ℓ t ) 1 2 . It is easy to verify that the function e ℓ (t) satisfies (3.1).
Proof. Set d = divu and w = curlu. From (5.1), we find that (d, w) satisfies
where ν = λ + 2µ and
Applying the operator ∆ j to (5.2), we obtain
Multiplying the first equation by |∆ j d| p−2 ∆ j d, we get by integrating over R N that
Lemma 2.4 ensures there exists a positive constant c p depending on c 0 , p, N such that
Thus, we have
which implies that
Similarly, we can obtain
From the above two inequalities, we infer that for any q ∈ [1, ∞] and t ∈ [0, T ],
with c j (T ) = 1 − e cp2 2j T . Notice that
which together with (5.3) implies that
and with c = c p in the definition of e k (t),
First of all, we deal with the right hand side of (5.4). From Lemma 2.6 and 2.9, we infer that
Similarly, we have
While, we write
then by Lemma 2.6, Lemma 2.9 we get for
which imply that
Then the first inequality of Proposition 5.1 (a) can be deduced from (5.4) and (5.6)-(5.9). On the other hand, using Lemma 2.6 and 2.9, we also have
and by Lemma 2.8,
, which together with (5.4) lead to the second inequality of Proposition 5.1 (a). Next, we deal with the right hand side of (5.5). From Proposition 3.6 and 3.8, it follows that
which together with Lemma 5.2 and Proposition 3.8 ensures that
Summing up (5.5) and (5.10)-(5.12), we obtain the inequality of Proposition 5.1 (b).
Using Lemma 3.5 (a) and (c) with s 1 = N p and s 2 = s, we get
Thanks to the proof of Lemma 4.3, we have
Set h(x) = (F −1 ϕ)(x). Thanks to the proof of Lemma 4.3, we have
from which and a similar argument of Lemma 3.5 (b), we infer that
Summing up all the above estimates, we conclude the proof of Lemma 5.2.
To prove the uniqueness of the solution, we also need the following proposition.
Proof. We closely follow the proof of Proposition 5.1. From (5.3), we infer that
We use Proposition 3.7 to get
From Lemma 5.4, the second term on the right hand side of (5.13) is bounded by
This completes the proof of Proposition 5.3.
The proof of Lemma 5.4 is very similar to that of Lemma 5.2. Here we omit its proof.
The proof of existence
We set
Then the system (1.1) reads
Step 1. The approximate solution sequence
We smooth out the data as follows:
where N ∈ Z is chosen such that
A standard linearized argument (as in the proof of Theorem 4.2 in [12] ) will ensure that the system (6.1) with the smooth data (a n 0 , u n 0 ) has a solution (a n , u n ) on a time interval [0, T n ] for some T n > 0 such that
p,1 ) and
In what follows, we also denote by T n the maximal lifespan of the solution (a n , u n ).
Step 2. Uniform estimates
and T ∈ (0, T n ). We assume that the solutions (a n , u n ) satisfies the following inequalities for some positive constants c 1 , C 0 , A 0 and η(to be determined later):
In what follows, we will show that if the conditions (H1) to (H4) are satisfied for some T > 0, then they are actually satisfied with strict inequalities. Since all those conditions depend continuously on the time variable and are satisfied initially, a standard bootstrap argument will ensure that (H1) to (H4) are indeed satisfied for T .
First of all, we get by Proposition 4.1 that
and by Proposition 5.1, we have
]+3 . For F n , we apply Lemma 2.6 to get
, and for G n , we use Lemma 2.6 and 2.9 to get
Plugging the above two estimates into (6.4) and (6.5), we obtain
Next, we get by Proposition 4.2 that
.(6.8)
, and for G n , we use Proposition 3.6 and 3.8 to get
Plugging the above two estimates into (6.7) and (6.8), we obtain
According to the definition of V n and A n , we have
Let C 0 = 4C 1 and A 0 = 2C 2 (1 + C 0 E 0 ). Then we take η small enough such that
Next, we take T small enough such that
p,1 , we can also take T small enough such that
Then it follows from (6.6) that
and from (6.9) and (6.10), we infer that
which ensure that (H3) and (H4) are satisfied with strict inequalities for T and η satisfying (6.11)-(6.13). Let X n (t, x) be a solution of
and we denote by X −1 n (t, x) the inverse of X n (t, x). Then a n (t, x) can be solved as
thus, we have
On the other hand, we have
We take η such that
Then from (6.14) and (6.2), it follows that
that is, (H1) is satisfied with the strict inequality. Finally, take
which ensures that (H2) is satisfied with strict inequality.
Let T * be the supremum of all time T such that (6.12) and (6.13) are satisfied. We need to prove that T n ≥ T * . If T n < T * , then we can prove that (6.15) thus, the solution (a n , u n ) can be continued beyond T * . Indeed, from Proposition 4.1, we have 16) and by Proposition 5.1 (a), we have
, (6.17)
On the other hand, we use Lemma 2.5 and the embeddingḂ
, and by Lemma 2.6 and 2.9, we have
, which together with (6.16), (6.17) and (H3-H4) implies (6.15).
Step 3. Existence of a solution We will use a compact argument to prove that the approximate sequence {a n , u n } n∈N tends to some function (a, u) which satisfies the system (6.1) in the sense of distribution.
) for any q ∈ [1, ∞]. By Lemma 2.6, we have
, from which and the first equation of the system (6.1), we infer that {∂ t a n } n∈N is uniformly
. On the other hand, by Lemma 2.6 and Lemma 2.9, we have
∇ρ n div u n . Then, from the second equation of the system (6.1), we infer that
p,1 ). Let {χ j } j∈N be a sequence of smooth functions supported in the ball B(0, j +1) and equal to 1 on B(0, j). The above proof ensures that for any j ∈ N, {χ j a n } n∈N is uniformly bounded in C 
are locally compact, by applying Ascoli's theorem and Cantor's diagonal process , there exists some function (a, u) such that for any j ∈ N,
p,1 ), (6.18) as n tends to ∞(up to a subsequence). By the interpolation, we also have
Furthermore, we actually have With (6.18)- (6.20) , it is a routine process to verify that (a, u) satisfies the system (6.1) in the sense of distribution(see also [11] ). Finally, following the argument in [11] , we can show 
The proof of uniqueness
In this section, we prove the uniqueness of the solution. Assume that (a 1 , u 1 ) ∈ E p T and (a 2 , u 2 ) ∈ E p T are two solutions of the system (6.1) with the same initial data. Without loss of generality, we may assume that a 1 satisfies ρ 1 (t, x) = ρ 0 (1 + a 1 (t, x)) ≥ c 0 2 . where
with λ i = λ(a i ), µ i = µ(a i ) for i = 1, 2.
In what follows, we set U i (t) = . Due to the inclusion relation E p T ⊆ E N T , it suffices to prove the uniqueness of the solution in E N T . So, we take p = N in the sequel. We apply Proposition 4.1 to get for any t ∈ [0, T ], log e + C T δu
dτ, 
