Object tracking is a powerful method of response collection. There are many examples of studies that have addressed important questions by using object tracking. For example, in a study by Tipper, Howard, and Jackson ([@CR14]), participants reached for a target stimulus (a wooden block) while the positions of their hands were tracked. In addition to the target, a distractor stimulus was presented. The crucial finding was that the reaching trajectory of the hand systematically veered away from the distractor. The authors interpreted this as evidence for competition between the target and the distractor, which is resolved by inhibiting the distractor location. Another example that illustrates the usefulness of object tracking is a study by Brenner and Smeets ([@CR1]). In their study, participants picked up a target stimulus (a brass disk) while their thumbs and index fingers were tracked in order to measure hand opening. The apparent size of the target was manipulated by presenting it among converging lines in various configurations. The crucial finding was that this perceptual illusion did affect the participants\' judgments of the size of the target, but did not affect how wide they opened their hands to reach for the target. Brenner and Smeets interpreted this finding as evidence for separate visual streams for action and perception (Goodale & Milner, [@CR5]). Both the study by Tipper et al. and that by Brenner and Smeets illustrate clearly that object tracking is a unique and flexible tool, which allows researchers to investigate issues that cannot be investigated otherwise.

Even in situations in which the use of a keyboard may be considered an adequate form of response collection, object tracking can provide additional information. For example, keyboard presses are often used to investigate whether responses are faster (or slower) in one condition than in another condition. This approach has a rich history and forms the basis of many classic psychological paradigms (e.g., Donders, [@CR3]; Posner, [@CR11]). However, some questions are difficult to answer on the basis of response time alone. For example, is there a difference in the time of movement--onset or is there a difference in the velocity of the movement? Both possibilities could lead to a decrease in response time as measured using a keyboard. This question, and many others, can easily be investigated by tracking the location of a participant\'s hand throughout a trial.

Despite the obvious advantages of object tracking as a method of response collection, object-tracking systems are used sparingly by experimental psychologists. The reason is that the required equipment is generally expensive and is not part of the "default set of equipment" found in most psychological laboratories. In the present article, we introduce Mantra, a system for object tracking, which has three crucial advantages. First, Mantra is released under an open-source license and is available free of charge. Second, Mantra requires only a computer and a camera (an ordinary webcam is sufficient). Therefore, Mantra allows object tracking with general purpose, widely available equipment. Third, Mantra is designed specifically as a tool for experimental psychology. Therefore, it integrates painlessly with software for creating psychological experiments, such as E-Prime (Schneider, Eschman, & Zuccolotto, [@CR12]), PsychoPy (Peirce, [@CR10]), PyEPL (Geller, Schleifer, Sederberg, Jacobs, & Kahana, [@CR4]), and OpenSesame (Mathôt & Theeuwes, [@CR6]). As compared with systems such as the Liberty tracking system (Polhemus), TrakSTAR (Ascension Technology Corporation), or the Optotrak System (Northern Digital), Mantra offers basic functionality. However, for many purposes, such as the study by Tipper and colleagues ([@CR14]) described previously, this basic functionality is precisely what is needed.

In the first section of the present article, we provide a brief, nontechnical description of Mantra. The following sections describe four experiments. [Experiment 1](#Sec6){ref-type="sec"} is a replication of the Müller-Lyer illusion (Müller-Lyer [@CR9]), which we have designed to validate the spatial precision of Mantra in a realistic experimental setting. [Experiment 2](#Sec10){ref-type="sec"} is a variant of the additional singleton paradigm (Theeuwes, [@CR13]), which we have designed to validate the temporal precision of Mantra, also in a realistic experimental setting. In [Experiments 3](#Sec14){ref-type="sec"} and [4](#Sec17){ref-type="sec"}, we investigated the spatial precision and accuracy of Mantra more rigorously, by tracking a computer controlled physical stimulus and stimuli presented on a computer display. A detailed description of Mantra, installation packages, source-code, and experimental data can be downloaded from <http://www.cogsci.nl/mantra>.

Usage {#Sec1}
=====

System requirements {#Sec2}
-------------------

Mantra is available as an open-source software package for Linux and integrates directly with experiments created in E-Prime (Windows XP) and Python (cross-platform). Mantra will run on any modern computer system, including low-end systems, such as the Intel Atom-based netbook used in [Experiment 3](#Sec14){ref-type="sec"}. A camera (e.g., a webcam) is required.

Defining objects {#Sec3}
----------------

The first step in using Mantra is to define one or more objects. Object definitions are based on color, which provides a robust and computationally cheap way to track multiple objects simultaneously and unambiguously. Therefore, it is important to use distinctly colored objects. Stickers or colored pieces of paper can be attached to objects that do not have a distinct color themselves. The number of objects that can be tracked simultaneously is determined by the number of colors that are sufficiently distinct. In turn, this depends on factors such as lighting and camera settings. In practice, it is feasible to track up to five objects (Fig. [1c](#Fig1){ref-type="fig"}). In order to define an object, you simply hold it in front of the camera and select it in the object-definition window (Fig. [1b](#Fig1){ref-type="fig"}). The color of the selected pixel is taken as the object-defining color. The object now turns green, whereas the rest of the image turns red. This allows you to determine visually if the object is reliably detected and is not confused with other objects. By default, Mantra compensates for luminosity, by representing color values relative to luminosity \[e.g., R~rel~ = R -- (R + G + B)/3\]. Therefore, detection remains reliable even if luminosity varies: A red object that has been defined in the light is also detected in the shade. Fig. 1Screenshots of Mantra. **a** The main window contains controls to define objects, start tracking, change camera settings, and so on. **b** To define an object, you click on it in the object-definition window. The selected object turns green, whereas the rest of the image turns red. This allows you to check whether an object is reliably detected before you start tracking. **c** During tracking, you can monitor the position of all objects. In this example, the five fingers of a hand are being tracked

Tracking {#Sec4}
--------

After all objects have been defined, you can start tracking. While tracking is in progress, you can monitor the location of the objects (Fig. [1c](#Fig1){ref-type="fig"}). The average location of all matching pixels is taken as the object\'s location (*x*, *y*). A *z*-coordinate is also available, which is defined as the maximum of the width and height of the object and can be used as a (very) coarse approximation of distance. The velocity and acceleration of the object are determined as well. If the velocity exceeds a certain threshold, a movement start is signaled. If the velocity then drops below a second threshold, a movement end is signaled. All data are logged as plain text to a file.

In most cases, the temporal resolution will be limited by the frame rate of the camera. Most webcams, including the webcams that we have used in our experiments, have a frame rate of 25 Hz, which is equivalent to a temporal resolution of 40 ms. On a 1.66-GHz netbook, tracking at 25 Hz, CPU consumption is around 53%, irrespective of the number of objects that are tracked (one object, 53.1%; five objects, 53.7%).

The spatial resolution depends on two factors. The first factor is the resolution of the camera. In our experiments, we have used a camera with a resolution of 640 × 480 pixels, which is a typical resolution for webcams. The second factor is the distance between the camera and the object. For obvious reasons, spatial resolution is highest for objects near the camera. There is always a small jitter due to ambiguities in the separation between object and background (Figs. [3b](#Fig3){ref-type="fig"} and [7b, c, d](#Fig7){ref-type="fig"}). Under good conditions (i.e., with proper lighting, well-defined objects, and using a camera with a resolution of 640  ×  480 pixels), objects can be tracked with a spatial precision of up to 0.3° (corresponding to about 2 mm in a regular setup; see [Experiment 3](#Sec14){ref-type="sec"}). Under optimal conditions (such as tracking ideal stimuli on a computer display), a measurement error of less than 0.1° is even feasible ([Experiment 4](#Sec17){ref-type="sec"}) (Table [1](#Tab1){ref-type="table"}). Table 1The results of [Experiment 4](#Sec17){ref-type="sec"}. The distance between two stimuli as measured by Mantra, compared with the real distanceReal distance (°)Measured distance (°)Standard error (°)Average error (°)Average absolute error (°)0.337670.337070.000150.000600.009190.675330.685530.000170.010200.013721.013001.005900.000230.007100.016851.350671.353790.000200.003120.010011.688331.696350.000230.008010.017622.026002.025220.000330.000780.021612.363672.366860.000450.003200.032712.701332.715780.000350.014450.026333.039003.042100.000440.003100.027683.376673.382610.000500.005940.036323.714333.732030.000560.017690.041284.052004.051370.000550.000630.039674.389674.399830.000610.010160.042354.727334.745390.000670.018060.049605.06500 \*5.065000.000810.000000.053925.402675.401580.000800.001090.056565.740335.746030.000870.005690.060036.078006.068990.000880.009020.062776.415676.413570.001020.002100.068826.753336.746280.000940.007050.065157.091007.071870.001030.019130.072137.428677.40360.001070.025070.074837.766337.746280.001110.020050.079138.104008.060830.001110.043180.080718.441678.400650.001240.041020.086628.779338.731920.001320.047420.090059.117009.050950.001230.066050.096249.454679.384830.001350.069830.105379.792339.710700.001430.081640.11561\* Point of calibration

Communication {#Sec5}
-------------

Because Mantra is primarily intended as a data-collection tool for experiments, communication between the experiment and Mantra is crucial. Example code is provided in Table [2](#Tab2){ref-type="table"} (E-Basic) and Table [3](#Tab3){ref-type="table"} (Python). The first step is to establish a connection between the experiment and Mantra. In order to do this, one needs to know the IP address of the computer running Mantra, which depends on your network configuration. You must also know the port on which Mantra is listening, which is displayed in the tracking preview window (Fig. [1c](#Fig1){ref-type="fig"}). After a connection has been established, the experiment can send information to Mantra. For example, the experiment can write messages to the Mantra log file to indicate the start and end of a trial. The experiment can also retrieve information from Mantra. The coordinates of an object can be queried ([Experiment 1](#Sec6){ref-type="sec"}) or the experiment can wait for the start or end of a movement ([Experiment 2](#Sec10){ref-type="sec"}). Table 2Example E-Prime code. This example assumes that the E-Basic Mantra script has been included in the User Scripts section of the experiment1\' Connect to Mantra assuming that Mantra is2\' running locally (IP-addres 127.0.0.1)3\' and listening on port 400074If MConnect(\"127.0.0.1\", 40007) = False Then5\' Give a message on connection error6Debug.print \"Failed to connect to Mantra!\"7Else8\' Write to the Mantra log9MLog \"Waiting for movement!\"10\' Wait for object 0 to start moving11MSMov 012\' Write to the Mantra log13MLog \"Movement detected!\"14End If Table 3Example Python code1\# Import the Mantra library2import libmantra3\# Connect to Mantra assuming that Mantra is4\# running locally (IP-address 127.0.0.1)5\# and listening on port 400076mantra = libmantra.libmantra(\"127.0.0.1\", 40007)7\# Give a message on connection error8if not mantra.connected:9print \"Failed to connect to Mantra!\"10else:11\# Write to the Mantra log12mantra.log(\"Waiting for movement!\")13\# Wait for object 0 to start moving14mantra.smov(0)15\# Write to the Mantra log16mantra.log(\"Movement detected!\")

Experiment 1 {#Sec6}
============

The first aim of [Experiment 1](#Sec6){ref-type="sec"} was to validate the spatial precision of Mantra in a realistic experimental setting. To this end, we set out to replicate the Müller-Lyer illusion ([@CR9]). The Müller-Lyer illusion refers to the fact that people tend to overestimate the length of a line segment surrounded by inward-pointing arrowheads, relative to a line segment surrounded by outward- pointing arrowheads. In our experiment, participants controlled the length of a target line segment by adjusting the distance between their thumbs and index finger, which were tracked by Mantra. A replication of the Müller-Lyer illusion in this way would be a compelling demonstration of the spatial precision of the Mantra system.

The second aim of [Experiment 1](#Sec6){ref-type="sec"} was to provide a demonstration of how Mantra can be used in combination with E-Prime (Schneider et al., [@CR12]). Because E-Prime is a widely used package for creating psychological experiments, it is crucial that Mantra integrates well with E-Prime.

Method {#Sec7}
------

### Participants, stimuli, and procedure {#d29e1115}

Five observers who were naive to the purpose of the experiment and one of the authors (S.M.) participated in the experiment (age range 18--27 years). All of the participants reported normal or corrected vision. The experiment was conducted in a well-lit room.

Before the start of each trial, a gray fixation dot was presented on a black background for 500 ms (Fig. [2a](#Fig2){ref-type="fig"}), followed by the presentation of two line segments that were 4.2° above and below the fixation dot. One of the line segments was surrounded by inward-pointing arrowheads; the other line segment was surrounded by outward-pointing arrowheads. One of the line segments (the match) was gray and had a fixed length (a random value between 2.5° and 4.2°). The other line segment (the target) was green, and its length was adjusted online, according to the distance between the thumb and index finger of the participant (see the following Apparatus, Software, and Response Collection section). The arrowheads consisted of two lines, 1.7° in length. The arrowhead style of the target (inward target/outward match or outward target/inward match) and the location of the target (target above/match below or target below/match above) were fully randomized. Participants were instructed to adjust the length of the target line segment and to press the spacebar when they felt that both line segments were equally long. It was emphasized that response time was not important. The experiment consisted of 16 practice trials, followed by 128 experimental trials. Fig. 2Paradigm, setup, and response collection in [Experiment 1](#Sec6){ref-type="sec"}. **a** Participants matched the length of the target line segment (green) to that of the match line segment and pressed the spacebar when they felt that both line segments were equally long. **b** The camera pointed downward. Participants rested their right hands on the table surface underneath the camera. Participants manipulated the length of the target line segment by changing the distance between their thumbs and index fingers, which were tracked using Mantra

### Apparatus software, and response collection {#d29e1144}

The experiment was run on a desktop computer (Intel Core Duo, 3 GHz, Windows XP) running E-Prime 1.2. Mantra 0.2 was run on a laptop running Linux (Intel Pentium T4300, 2.1 Ghz, Ubuntu 9.10). Both computers were connected through an ethernet cable. For image acquisition, a Logitech webcam was used, with a frame rate of 25 Hz and a resolution of 640 × 480 pixels. The webcam was mounted on top of the experimental display and pointed downward (Fig. [2b](#Fig2){ref-type="fig"}). Participants wore a green paper "fingercap" on their thumb and an orange fingercap on their index finger. The length of the target line-segment on the display (in display pixels) was adjusted online to twice the distance (in webcam pixels) between the thumb and index finger.

Results {#Sec8}
-------

*Target length* was defined as the length of the target line segment relative to the match line segment. Trials in which target length was less than 50% or more than 150% were excluded (0.1%). In total, 99.9% of the trials were included in the analysis.

A two-tailed paired-samples *t* test revealed that target length was larger in the target-outward/match-inward condition (*M*  =  105.4%; *SE*  =  1.3) than in the target-inward/match-outward condition \[*M*  =  96.8%, *SE*  =  1.7; *t*(5)  =  3.0; *p*  \<  .05; Fig. [3a](#Fig3){ref-type="fig"}\]. All participants showed this effect, which reflects the Müller-Lyer ([@CR9]) illusion. Fig. 3The results of [Experiment 1](#Sec6){ref-type="sec"}. **a** Participants overestimated the length of the target line segment when it was surrounded by inward-pointing arrows (and subsequently underadjusted its length), relative to when the target line segment was surrounded by outward-pointing arrows. This effect reflects the Müller-Lyer ([@CR9]) illusion. Error bars represent 95% within-subjects confidence intervals (Cousineau, [@CR2]). **b** Unsmoothed target length relative to the match for a single, representative trial. This example shows the typical, slow oscillations in the size of the target line segment while the participant is attempting to match its length. In addition, this example shows that there is little jitter due to noise (the small, rapid oscillations)

Figure [3](#Fig3){ref-type="fig"}b shows target length over time for a single, representative trial. A number of things are apparent from this graph. First, the oscillations reflect the typical tendency to iteratively adjust, overshoot, and readjust the length of the target line segment. Second---and, more importantly---jitter resulting from measurement error is small. For example, during the first 400 ms of this particular trial (the 10 frames before start of the first oscillation), the target-length standard deviation is 0.4%.

Discussion {#Sec9}
----------

In [Experiment 1](#Sec6){ref-type="sec"}, we replicated the Müller-Lyer ([@CR9]) illusion. Participants controlled the length of a target line segment by adjusting the distance between thumbs and index fingers. The thumb and index finger were tracked on a computer running Mantra and communicated to a second computer running the experiment (programmed in E-Prime), which dynamically adjusted the length of the target line segment on the display.

Since it is conceivable that color affects perceived size, a potential concern is that the target line segment was always green, whereas the match line segment was always gray. However, this would lead to a systematic over- or underestimation of the size of the target line segment relative to that of the match line-segment, and cannot account for the Müller-Lyer ([@CR9]) illusion in the present experiment.

Two important conclusions can be drawn. First, [Experiment 1](#Sec6){ref-type="sec"} clearly shows that the position of multiple objects can be tracked reliably and precisely using Mantra. Second, [Experiment 1](#Sec6){ref-type="sec"} shows that Mantra integrates well with E-Prime.

Experiment 2 {#Sec10}
============

The first aim of [Experiment 2](#Sec10){ref-type="sec"} was to validate the temporal precision of Mantra. To this end, we created a variant of the additional singleton paradigm, in which participants made a speeded report of the orientation of a line segment within a uniquely shaped placeholder. On the basis of the literature, we expected that the presence of a distractor would result in increased response times, due to attention being captured by the distractor (Theeuwes, [@CR13]). In addition, we expected that this distractor--interference effect would be largest if the distractor was presented near the target, due to increased competitive interactions between target and distractor at close spatial separations (Mathôt, Hickey, & Theeuwes, [@CR7]; Mounts, [@CR8]). In one condition, participants moved their index fingers, which were tracked by Mantra, to the left or to the right to make a response. In order to directly compare Mantra responses to keypress responses, we also included a condition in which participants responded using a keyboard.

The second aim of [Experiment 2](#Sec10){ref-type="sec"} was to demonstrate how Mantra can be used in combination with Python. Interoperability with Python ensures that the use of Mantra does not require access to proprietary software. A number of packages are available for creating psychological experiments in Python, such as PsychoPy (Peirce, [@CR10]), PyEPL (Geller et al., [@CR4]), and OpenSesame (Mathôt & Theeuwes, [@CR6]).

Method {#Sec11}
------

### Participants, stimuli, and procedure {#d29e1277}

Three observers who were naive to the purpose of the experiment and one of the authors (S.M.) participated in the experiment (age range 25--38 years). All participants reported normal or corrected vision. The experiment was conducted in a well-lit room.

Before the start of each trial, a fixation dot was presented for 600 ms (Fig. [4a](#Fig4){ref-type="fig"}), followed by the presentation of six premasks (size  =  3.3°), arranged in a circle (*r*  =  10°), centered around the fixation dot. All stimuli were gray and were presented on a black background. Premasks consisted of a placeholder (a circle or a square, fully randomized) containing six line segments titled 0°, 30°, 60°, 90°, 120° and 150°. After 600 ms, all but one of the line-segments in each placeholder disappeared, and one of the placeholders changed in shape (from a circle to a square, or vice versa). Participants reported the orientation of the line segment in the uniquely shaped placeholder. The target--line segment was always oriented horizontally or vertically. Nontarget line segments were never oriented vertically or horizontally. In 66% of the trials, a distractor (identical to the regular placeholders) appeared simultaneously with the presentation of the target, at a random location midway between two regular placeholders. Distractor presence (absent/present) was fully randomized. After a correct or incorrect response, the fixation dot turned green or red, respectively.

The experiment consisted of two blocks (counterbalanced), which differed in response method. In the "keypress" condition, participants pressed the "Z" key to report a horizontal line segment and the "/" key to report a vertical line segment. In the "Mantra" condition, participants responded by moving their index fingers (see the following Apparatus, Software, and Response Collection section). In total, the experiment consisted of 40 practice trials and 480 experimental trials. Fig. 4Paradigm, setup, and response collection in [Experiment 2](#Sec10){ref-type="sec"}. **a** Participants reported the orientation of the line segment in the uniquely shaped placeholder. In the keypress condition, participants responded using a keyboard. **b** In the Mantra condition, participants responded by moving their index fingers, which were tracked using Mantra, quickly to the left or to the right. The camera pointed slightly downward toward the hand of the participant. Participants sat with their elbows resting on the table surfaces

### Apparatus software, and response collection {#d29e1311}

The experiment was run on a laptop running Linux (Intel Pentium T4300, 2.1 Ghz, Ubuntu 9.10) and was written in Python. Mantra 0.2 was run on the same laptop. For image acquisition, a Logitech webcam was used, with a frame rate of 25 Hz and a resolution of 640 × 480 pixels. The webcam was mounted on top of the laptop display and pointed toward the participant in a slightly downward angle (Fig. [4b](#Fig4){ref-type="fig"}).

In the Mantra condition, participants wore a brightly colored paper fingercap on the index finger. To report a vertical line segment, participants made a rapid leftward movement with their index fingers. To report a horizontal line segment, participants made a rightward movement. For feedback purposes, movements were detected online using the standard Mantra movement detection algorithm. For the analysis, reaction time was determined offline using an interpolation script (included in Mantra), which estimates the exact moment at which a movement is initiated.

Results {#Sec12}
-------

Trials in which the RT was below 100 ms or above 1,200 ms were excluded (2.5%). In total, 97.5% of the trials were included in the analysis.

Separate, but identical, analyses were performed for the keypress and Mantra conditions. In the keypress condition, a two-tailed paired-samples *t* test revealed that RTs were higher in the distractor-present condition (*M*  =  609 ms, *SE*  =  46.1) than in the distractor-absent condition \[*M*  =  564 ms, *SE*  =  49.6; *t*(3)  =  3.5, *p*  \<  .05; Fig. [5a](#Fig5){ref-type="fig"}\]. In addition, for distractor-present trials, a repeated measures ANOVA was performed, using RT as a dependent variable and distractor-target separation (small, medium, or large) as an independent variable. There was a main effect of distractor--target separation, *F*(2, 6)  =  14.1, *p*  \<  .01 (Fig. [5b](#Fig5){ref-type="fig"}), so that there was more distractor interference if the distractor was close to the target. Fig. 5Mean reaction times as a function of distractor presence (**a**) and distractor--target separation (**b**) in [Experiment 2](#Sec10){ref-type="sec"}. Participants are slowed by the presence of a distractor (**a**; Theeuwes, [@CR13]), and this effect is strongest if the distractor--target separation is small (Mathôt et al., [@CR7]; Mounts, [@CR8]). Importantly, the results in the keypress and Mantra conditions are qualitatively identical. Error bars represent 95% within-subjects confidence intervals (Cousineau, [@CR2])

The analysis for the Mantra condition revealed qualitatively identical results. A two-tailed paired-samples *t* test with movement-onset time as a dependent variable revealed an effect of distractor presence \[present: *M*  =  662 ms, *SE*  =  33.4; absent: *M*  =  634 ms, *SE*  =  34.4; *t*(3)  =  7.1, *p*  \<  .01\]. A repeated measures ANOVA with movement-onset time as a dependent variable revealed a main effect of distractor--target separation, *F*(2, 6)  =  10.7, *p*  \<  .05. All participants showed an effect of distractor presence as well as an effect of distractor--target separation, in both the Mantra and the keypress conditions. A two-tailed paired samples *t* test, with maximum movement velocity as a dependent variable, revealed no effect of distractor presence \[present, *M*  =  1.8 px/ms, *SE*  =  0.34; absent, *M*  =  1.8 px/ms, *SE*  =  0.32; *t*(3)  =  0.13, *p*  =  0.9\].

In order to investigate whether the level of noise was higher in the Mantra condition than in the keypress condition, we calculated the standard deviation of correct RTs in distractor-absent trials for each participant (using movement-onset time in the Mantra condition as the measure of RT). A paired samples *t* test revealed no difference in RT standard deviation between the keypress (*M*  =  102.9) and Mantra \[*M*  =  100.0; *t*(3)  =  0.1, *p*  =  .9\] conditions in the distractor-absent trials. The difference in overall RT between the keypress (*M*  =  593 ms) and Mantra (*M*  =  653 ms) conditions did not reach significance, *t*(3)  =  3.2, *p*  =  .28.

Discussion {#Sec13}
----------

In [Experiment 2](#Sec10){ref-type="sec"}, we replicated two typical findings from an additional singleton paradigm. Participants were slowed by the presence of a distractor (Theeuwes, [@CR13]), and this effect was more pronounced if the distractor was presented near the target (Mathôt et al., [@CR7]; Mounts, [@CR8]). Participants reported the orientation of a target line segment either by a keypress or by moving their index fingers in front of a camera. Both methods of response yielded quantitatively similar results. One difference is that the keypress data suggest that distractor interference is essentially equal for medium and large distractor--target separations. In contrast, the Mantra data suggest that distractor interference decreases gradually as a function of distractor--target separation, which is actually more in line with theory and findings on biased competition (Mounts, [@CR8]).

Three important conclusions can be drawn from [Experiment 2](#Sec10){ref-type="sec"}. First, the results clearly show that speeded responses can be registered precisely using Mantra. This may be surprising, given the fact that responses were collected using a webcam with a frame rate of only 25 Hz. Therefore, on any given trial, there was a maximum temporal resolution of 40 ms. However, this limited temporal resolution is only one of many sources of noise that contribute to the observed response times and are averaged out in the mean RTs. Empirically, we have shown that Mantra is a viable tool for collecting speeded responses, even when used in combination with a camera with a limited temporal resolution.

Second, the results of [Experiment 2](#Sec10){ref-type="sec"} show that Mantra can be used to address questions that cannot be resolved using keypress responses. Specifically, we have shown that the presence of a distractor delays the initiation of a movement, but does not interfere (or does very little) with speed of movement.

Third, we have shown that Mantra can be used in combination with Python. This is crucial, because Python is an open-source and platform-independent language, which makes it possible to use Mantra on different platforms and without the need for proprietary software.

Experiment 3 {#Sec14}
============

In Experiments [1](#Sec6){ref-type="sec"} and [2](#Sec10){ref-type="sec"}, we showed that Mantra is a viable tool for response collection by demonstrating its use in realistic experimental settings. However, these experiments did not provide quantitative data on the precision of Mantra\'s measurements. Therefore, the aim of [Experiment 3](#Sec14){ref-type="sec"} was to quantify the precision with which Mantra is able to track a moving stimulus. We tracked a single stimulus that was attached via a mechanical arm to a computer-controlled wheel.

Method {#Sec15}
------

### Stimuli, apparatus, and procedure {#d29e1529}

We attached a small orange sticker to the end of a mechanical arm, which was attached to a computer-controlled wheel (see Fig. [6](#Fig6){ref-type="fig"}). Mantra ran on a netbook (Intel Atom, 1.66 GHz, Ubuntu 10.10) placed in front of the arm at a 40-cm distance. The built-in webcam, with a spatial resolution of 640  ×  480 pixels and a temporal resolution of 40 ms, was used for tracking. Fig. 6Experimental setup in [Experiment 3](#Sec14){ref-type="sec"}. A stimulus, which was tracked by Mantra, was attached to a computer-controlled rotating arm. In the actual setup, the camera was positioned in front of the stimulus\' rotational plane

The stimulus rotated in a continuous clockwise movement, describing a circular motion, with a radius of 9 cm, around the computer-controlled wheel. We increased the speed of the stimulus in nine steps, from 10.7 cm/s to 52.8 cm/s.

### Data analysis {#d29e1552}

Although we did not know the true position of the stimulus at any given time, we knew that the stimulus described a circular motion. Therefore, we judged the measurement precision by quantifying how well the measured trajectory resembled a circular motion. More specifically, we knew that the x- and y-coordinates were described by sinusoidal functions. The measurement error was defined as the average absolute difference between the measured position of the stimulus and the position of the stimulus as predicted by the two (i.e., one for the x-coordinate and one for the y-coordinate) best-fitting sines. This analysis was performed separately for each speed level. No further statistics were performed, since the data are essentially descriptive.

Results and discussion {#Sec16}
----------------------

The measurement error varied from about 0.3° (2 mm) to 1.4° (10 mm; Fig. [7a](#Fig7){ref-type="fig"}). Precision was highest for intermediate stimulus velocities (22.1 cm/s to 48.6 cm/s).

The results clearly show that Mantra\'s spatial precision is high, up to 0.3° for intermediate velocities. The pronounced precision dip for low-stimulus velocities was unexpected. However, the reason for this anomaly becomes apparent when we inspect the unsmoothed data (Fig. [7b](#Fig7){ref-type="fig"}). For low-stimulus velocities, the weight of the stimulus slows the movement down when the stimulus is on the way up (i.e., the lower part of the curve is wider than the upper part of the curve), causing a small deviation from a perfectly circular movement, and thus confounding our measure of precision. This issue does not (or does very little) affect higher stimulus velocities (Fig. [7c, d](#Fig7){ref-type="fig"}), which therefore provide a better estimate of Mantra\'s precision. We conclude that Mantra is able to track stimuli with a spatial precision of up to 0.3°. This corresponds to a precision of up to 2 mm if the camera is positioned at 40 cm from the stimulus, which is a typical distance. Fig. 7Results of [Experiment 3](#Sec14){ref-type="sec"}. **a** The absolute measurement error of Mantra as a function of stimulus velocity. The spatial precision of Mantra varies from about 0.3° (2 mm) to 1.4° (10 mm). **b** The first 5 s of unsmoothed *x*-coordinate measurements in the 10.7 cm/s speed level (*blue line*). The *orange line* is the best fitting sine. **c** Same as (**b**), but for the *y*-coordinate in the 24.0 cm/s speed level. **d** Same as (**b**), but for the *x*-coordinate in the 52.8 cm/s speed level

Experiment 4 {#Sec17}
============

In [Experiment 3](#Sec14){ref-type="sec"}, we could not directly compare the measured position of the tracked stimulus to its true position. Instead, we relied on an indirect measure: the assumption that the trajectory of the stimulus was, to a good approximation, circular.

Therefore, the aim of [Experiment 4](#Sec17){ref-type="sec"} was to extend the results of [Experiment 3](#Sec14){ref-type="sec"}, using a paradigm in which the true position of the tracked stimuli is known. To this end, we tracked two stimuli that were presented on a computer display. The distance between the stimuli was varied and, after calibrating Mantra on a single stimulus configuration, we quantified the accuracy with which Mantra was able to measure the distance between the two stimuli.

Method {#Sec18}
------

### Stimulus, apparatus, and procedure {#d29e1640}

The experiment was run on a laptop running Linux (Intel Core i3-i370 m, 2.4 Ghz, Ubuntu 10.10) and was created in OpenSesame 0.22 (Mathôt & Theeuwes, [@CR6]), using the Mantra Python bindings. Stimuli were presented on an external 19 in. TFT monitor, with a resolution of 1440  ×  900 pixels. Mantra 0.3 was run on the same laptop. For image acquisition, a Trust Spotlight webcam was used, with a frame rate of 25 Hz and a resolution of 640  ×  480 pixels. The webcam was placed in front of the external monitor, at a distance of 50 cm.

Two circles (*r*  =  0.34°), one purple and one green, were presented against a gray background, and were tracked using Mantra. The distance between the stimuli was varied in 28 steps from 0.34° to 9.8°. In addition, the stimulus configuration was rotated around the center of the display in steps of 30° (angular). This way, stimuli were presented across the full field of view of the webcam, and distortions in the monitor as well as the webcam (such as pixels not being perfectly square), which are likely to affect measurements in a realistic experimental setting, were taken into account. 500 samples were recorded for each rotational step, yielding a total of 6000 samples for each distance.

### Data analysis {#d29e1653}

We assumed that the real distance between the two stimuli was the raw distance measured by Mantra multiplied by a constant scaling factor. We calibrated Mantra (i.e., determined the scaling factor) on an intermediate distance (5.07°). Next, we compared how well the calibrated distance measured by Mantra matched the real distance between the two stimuli. We determined the accuracy when averaged over all samples (i.e., the average error) as well as the accuracy for single samples (i.e., the average absolute error). In addition, we determined the standard error of the measurement. These analyses were performed separately for each distance level. No further statistics were performed, since the data are essentially descriptive.

Results and discussion {#Sec19}
----------------------

The results are shown in Fig. [8](#Fig8){ref-type="fig"} and, in more detail, in Table [1](#Tab1){ref-type="table"}. Depending on the nature of an experiment, it is important to know the measurement accuracy averaged over a large number of samples (e.g., when you are tracking a slow moving or static stimulus) or to know the measurement accuracy for single samples (e.g., when you are tracking a fast moving stimulus). Fig. 8Results of [Experiment 4](#Sec17){ref-type="sec"}. **a** The distance between two stimuli as measured by Mantra, as a function of the real distance. **b** The average absolute measurement error, as a function of the real distance. A more detailed overview of this data is presented in Table [1](#Tab1){ref-type="table"}

When looking at the average over 6,000 samples, measurement error ranged from 0.00060° (for the 0.34° distance) to 0.082° (for the 9.8° distance). For single samples, accuracy was also high, with an average absolute measurement error ranging from 0.0092° (for the 0.34° distance) to 0.12° (for the 9.8°) distance (Fig. [8b](#Fig8){ref-type="fig"}). This was also reflected by the standard error of the measurement, which ranged from 0.00015° (for the 0.33° distance) to 0.0014° (for the 9.8° distance). No anomalies occurred (such as tracking being lost or grossly inaccurate) during the entire session of 168,000 samples.

General discussion {#Sec20}
------------------

In the present article, we have introduced Mantra, a system for object tracking. Mantra differs from existing object-tracking systems in three important respects. First, Mantra is freely available under an open-source license. Second, Mantra does not require expensive dedicated hardware. A computer and a camera (we used ordinary webcams for our experiments) are all that is needed to run Mantra. Third, Mantra is designed specifically as a tool for experimental psychology. Therefore, Mantra integrates well with E-Prime and Python. Mantra can be used from within other programming languages as well, provided that they have basic networking capabilities. This requires some additional coding for which the E-Prime and Python libraries can be used as templates.

In [Experiment 1](#Sec6){ref-type="sec"}, we validated the spatial precision of Mantra in a realistic experimental setting, by replicating the Müller-Lyer ([@CR9]) illusion. In this experiment, participants matched two line segments surrounded by inward- or outward-pointing arrowheads. Participants manipulated the length of one of the line segments by changing the distance between their thumbs and index fingers, which were tracked using Mantra. In [Experiment 2](#Sec10){ref-type="sec"}, we validated the temporal precision of Mantra by using a variant of the additional singleton paradigm (Theeuwes, [@CR13]). In this experiment. participants reported the orientation of a target line segment. In one condition, participants responded using a keyboard. In another condition, they responded by moving their index fingers, which were tracked using Mantra. Crucially, both methods of response yielded very similar results, and there was no evidence for an increased level of noise when responses were collected using Mantra. In Experiments [3](#Sec14){ref-type="sec"} and [4](#Sec17){ref-type="sec"}, we investigated the spatial precision and accuracy of Mantra more rigorously by tracking a computer-controlled physical stimulus and stimuli presented on a computer display. These experiments showed that under optimal conditions (i.e., tracking an artificial stimulus on a computer display), it is possible to track stimuli with a measurement error of less than 0.1°. Perhaps more realistically, under good conditions (i.e., tracking a properly defined physical stimulus), it is feasible to track stimuli with a spatial precision of up to 0.3°, which corresponds to about 2 mm in a typical experimental setup.

In summary, Mantra is a basic, but reliable and accurate, object-tracking system. Mantra is freely available and has been designed specifically for use in psychological experiments. Because Mantra requires only a computer and a camera, it is possible to create a highly mobile experimental setup. Mantra is unique in that it makes object tracking accessible and easy to use for everyone.
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