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SPINS, PERCOLATION AND HEIGHT FUNCTIONS
MARCIN LIS
Abstract. To highlight certain similarities in combinatorial representations
of several well known two-dimensional models of statistical mechanics, we
introduce and study a new family of models which specializes to these cases
after a proper tuning of the parameters.
To be precise, our model consists of two independent standard Potts mod-
els, with possibly different numbers of spins and different coupling constants
(the four parameters of the model), defined jointly on a graph embedded in
a surface and its dual graph, and conditioned on the event that the primal
and dual interfaces between spins of different value do not intersect. We also
introduce naturally related height function and bond percolation models, and
we discuss their basic properties and mutual relationship.
As special cases we recover the standard Potts and random cluster model,
the six-vertex model and loop O(n) model, the random current, double ran-
dom current and XOR-Ising model.
Introduction
Combinatorial expansions are ubiquitous in statistical mechanics and a thor-
ough understanding of their interplay often leads to a transfer of information
between different models. In an attempt to capture some of their common fea-
tures, we introduce a new family of two-dimensional models with four parameters
(q, q′, a, b) ∈ {1, 2, . . .}2 × (0, 1]2. To be precise, for a graph embedded in a sur-
face, we consider three jointly coupled models (each of which comes in a primal
and a dual version) in the form of
• spin models (σ, σ′) defined on the vertices and faces,
• bond percolation models (ω, ω′) on the primal and dual edges,
• height functions (h, h′) defined on the vertices and faces.
The starting point is the spin model which is given by a pair of independent
primal and dual Potts models with q and q′ spins, and coupling constants satis-
fying a = e−J and b = e−J ′ respectively, and conditioned on the event that their
interfaces do not intersect. The percolation model is then built on top of the spin
model using additional randomness, and the height function is a deterministic
function of the spin configuration. We note that the relationship between the
spin and percolation model is a generalization of the Edwards–Sokal coupling
between Potts and Fortuin–Kasteleyn random cluster models [15,16,36].
Our model includes as special cases the
• FK(qq′) random cluster model for a+ b = 1,
• staggered six-vertex model for q = q′ = 2,
• loop O(n) model for q = n, q′ = 2 and b = 1,
• random current model for q = 1, q′ = 2 and a2 + b2 = 1,
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2 MARCIN LIS
• double random current and XOR-Ising model for q = q′ = 2 and
a2 + b2 = 1.
As a result, we give a unified framework for some of the known relations between
these models [1, 6, 9, 15,19,23,30,31,35,37,39,40].
We also study the interplay between the three different instances of the model.
For example we compare the variance of the height function evaluated at a face
with the expected number of clusters of the percolation model that surround
that face. This is used, together with comparison arguments with the random
cluster model, to prove that the height function on the square lattice is localized
meaning that its variance is uniformly bounded from above in the size of the
system. We do this for two different regimes of parameters:
• when a + b = 1, except when q = q′ = 2 and a = b = 1/2. In the latter
case it is shown that the height function delocalizes, i.e., has unbounded
variance as the system grows. This was first proved (for different bound-
ary conditions) in [19],
• when either a or b is small, i.e., a < (√q′ + 1)−1 or b < (√q + 1)−1.
These considerations are motivated by and should be compared with the study
of the behaviour of the height function of the six-vertex model on the square
lattice [28, 33]. In this article we focus on the staggered version of the model
since it fits more naturally into our framework. The staggered model and the
standard one actually agree when a = b. It has been proved that in this case the
height function is localized for a < 1/2 [19], and it is expected that it delocalizes
for all a ≥ 1/2. The only rigorously solved cases in this regime are so far
a = 1/2 [19], a =
√
2/2 [9, 25] and its small neighbourhood [18], and a = 1 [7].
A related question in the setting of the more general model introduced here is
to find parameters (q, q′, a, b) for which the height function on the square lattice
delocalizes. A natural candidate seems to be (a subset of) the self-dual line
q = q′ and a = b > 1/2. However, we were unable to prove any result to that
effect. Some partial considerations are presented at the end of this article. One
of the major obstacles in the analysis is that the associated percolation model
lacks positive association in this regime.
We note that in the special case q = q′ = 2 and a = b ≤ 1/2 the coupled
percolation models (ω, ω′) studied here were independently introduced by Ray
and Spinka in the article [37] which appeared during the preparation of this
manuscript. For q = q′ = 2, the laws of the marginals on ω and ω′ are also
present in the work of Glazman and Peled [19] on the six-vertex model, and are
closely related to the percolation models introduced by Pfister and Velenik [35].
We also note that the spin models (σ, σ′) are a variant of the interaction-round-
a-face model studied in [4, 32].
One of the novelties of our approach is to study the joint law of (ω, ω′, σ, σ′)
together with the associated height function. For instance, a useful feature of
this coupling will be that for a+b ≥ 1, the two percolation configurations (ω, ω′)
are such that no edge and its dual edge are simultaneously open. This does not
hold when a+ b ≤ 1 which is the regime studied in [37].
This article is organized as follows:
• In Sect. 1 we define the model and describe the basic relationship between
the spin and percolation models.
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• In Sec. 2 we show how in special cases we recover other known models
of statistical mechanics mentioned above.
• In Sect. 3, using duality arguments, we provide an alternative represen-
tation of the planar spin model as a classical unconditional spin model
which turns out to be a special case of the (Nα, Nβ) model of Domany
and Riedel [8]. This relation is a generalization of the Ashkin-Teller
model representation of the six-vertex model [31,40].
• In Sect. 4 we review positive association of the spin and percolation
model. We obtain it for ω and ω′ when a + b ≤ 1, and for σ and σ′ for
all a, b ∈ (0, 1]. These are generalizations of the results of [19,37].
• In Sect. 5 we study the interplay between the spin, percolation and height
function model in more detail: We prove the second Griffiths inequality
for the spin model in the case when a + b ≤ 1, and we compare the
variance of the difference of the height function between two points with
the expected number of clusters of the percolation model that disconnect
these two points from each other.
• In Sect. 6 we study the asymptotic behaviour the model defined on the
square lattice.
Acknowledgements I am grateful to Roland Bauerschmidt, Hugo Duminil-
Copin and Aran Raoufi for the discussions on the double random current and
XOR-Ising model that we had in 2017 at IHES, Bures-sur-Yvette, and that were
the inspiration for this work. I also thank Alexander Glazman and Ron Peled for
their very useful comments and suggestions, and Jacques H.H. Perk for bringing
to my attention the model of Domany and Riedel [8].
1. The model
The basis for our construction will be the Potts model. Let Q be a finite
set with q elements. Recall that for a finite graph G = (V,E) and a coupling
constant J , the q-state Potts model [36] is a probability measure on QV given by
µ(s) =
1
ZG,q
exp
(
− J
∑
{v1,v2}∈E
1{s(v1) 6= s(v2)}
)
, s ∈ QV ,(1.1)
where ZG,q is the partition function. To denote the dependence on the parameter,
we will write ZG,q = ZG,q(x), where x = e
J − 1. We say that the model is
ferromagnetic if J ≥ 0 (or equivalently x ≥ 0) and antiferromagnetic if J ≤ 0
(−1 ≤ x ≤ 0). We note that our definition is the standard one (see e.g. [22]) up
to a rescaling of the weight in (1.1) by e−J |E|.
The q-state Potts model is directly related to the FK(q) random cluster
model [16] by the classical Edwards–Sokal coupling [15], where for each edge
{v1, v2} satisfying s(v1) = s(v2), one declares it open with probability 1 − e−J
and independently of other edges. The resulting configuration of open edges ζ
gives rise to a bond percolation model which is the random cluster model. More-
over, in this coupling, conditioned on ζ, the spins s can be recovered by choosing
a uniform spin from Q independently for each cluster of ζ, i.e., a connected
component of (V, ζ), including isolated vertices.
We are now ready to define our model.
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1.1. Spin model. Let M be a compact, orientable surface with no boundary,
or the plane. Let G = (V,E) be a finite connected graph embedded in M in such
a way that each face is a topological disc, and let G∗ = (U,E∗) be its dual also
embedded in M , where U is identified with the set of faces of G. For an edge
e ∈ E ∪ E∗, we write e∗ ∈ E ∪ E∗ for its dual edge. Similarly for ω ⊆ E ∪ E∗, we
define ω∗ = {e∗ : e ∈ ω}.
Fix q, q′ ∈ {1, 2, . . .} and choose two symmetric sets Q,Q′ ⊂ R, i.e., satisfying
Q = −Q andQ′ = −Q′, and such that |Q| = q and |Q′| = q′. A spin configuration
on V (resp. U) is any function σ : V → Q (resp. σ′ : U → Q′). We define the
contour configurations η(σ) ⊆ E∗ of σ to be the set of all dual edges e∗ such
that the endpoints of the corresponding primal edge e are assigned different spin
by σ. We also define η(σ′) ⊆ E in a dual fashion. The configuration space of our
(constrained) spin model is
Σ = {(σ, σ′) ∈ QV ×Q′U : η(σ)∗ ∩ η(σ′) = ∅}.(1.2)
In other words, this is the set of all pairs of primal and dual spin configurations
(σ, σ′) whose interfaces, interpreted as subsets of M , do not intersect. Equiva-
lently,
(σ(v1)− σ(v2))(σ′(u1)− σ′(u2)) = 0(1.3)
for every pair of a primal edge {v1, v2} and its dual {u1, u2}.
We study a probability measure on Σ given by
P(σ, σ′) =
1
Z a
|η(σ′)|b|η(σ)|,(1.4)
where a, b ∈ (0, 1] are parameters of the model, and Z = Z(q, q′, a, b) is the
partition function. This measure is equivalent to a pair of independent primal
and dual ferromagnetic Potts models with q and q′ spins, with coupling constants
J = − log b and J ′ = − log a respectively, and conditioned on Σ.
From this definition we immediately get the following description of mutual
conditional laws for σ and σ′.
Corollary 1.1. Conditioned on σ′, σ is distributed like the q-state Potts model
defined on the quotient graph G/η(σ′) where each connected component of η be-
comes a single vertex. By duality, the analogous statement holds true when the
roles of σ and σ′ are exchanged.
Remark 1. We will only consider homogeneous weights a and b, but most of our
considerations generalize to non-homogeneous situations with ae = e
−J ′
e∗ and
be∗ = e
−Je , where J and J ′ are arbitrary sets of positive coupling constants on
the primal and dual edges respectively.
1.2. The height function. Assume that M is of genus zero. We say that
{v1, u1, v2, u2} is a quad, if {v1, v2} ∈ E and {v1, v2}∗ = {u1, u2}. For (σ, σ′) ∈ Σ,
we will consider a height function H : V ∪ U → R defined up to a constant by
the rule: If u ∈ U and v ∈ V belong to the same quad, then
H(u)−H(v) = σ(v)σ′(u).(1.5)
The constant can be chosen by fixing the value of the function at a particular
vertex or face. That these relations are consistent follows from condition (1.3).
Indeed, (1.3) is equivalent to the fact that the sum of the gradients (1.5) around
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each quad is zero. We will denote by h and h′ the restriction of H to V and U
respectively. Note that if {v1, v2} and {u1, u2} are mutually dual edges, then
h(v2)− h(v1) = σ′(u1)(σ(v2)− σ(v1)) = σ′(u2)(σ(v2)− σ(v1)),(1.6)
h′(u2)− h′(u1) = σ(v1)(σ′(u2)− σ′(u1)) = σ(v2)(σ′(u2)− σ′(u1)).(1.7)
It follows from the definition that h is constant on the clusters of constant
spin σ, and h′ is constant on the clusters of constant spin σ′.
Remark 2. For surfaces of higher genus one can define in the same way a height
function on the universal cover of M . Equivalently, one can talk about the
increment of the height function between two points taken along a curve, up to
the homotopy of the curve. We will use the latter definition applied to the torus
in Theorem 6.4.
Remark 3. So far we did not use the assumption that the sets Q and Q′ are
symmetric. This will be relevant for the considerations in Sect. 5. A more
general framework for the height function would be to consider arbitrary Q,Q′,
and functions f : Q→ R, f ′ : Q′ → R such that f and f ′ are symmetric random
variables when elements of Q and Q′ are chosen uniformly. Then the gradient of
the height function as in (1.5) could be given by H(u)−H(v) = f(σ(v))f ′(σ′(u)).
The slightly less general definition studied here corresponds to f and f ′ being
injective.
1.3. Bond percolation. We also augment the model with a bond percolation
configuration using the following procedure: Given (σ, σ′) ∈ Σ sampled according
to P,
(1) Declare each primal edge in η(σ′) and each dual edge in η(σ) open. This
is to say that an edge is open if the corresponding dual edge carries two
different spins in the dual spin configuration.
(2) For each pair of a primal and its dual edge e and e∗ such that neither
e ∈ η(σ′) nor e∗ ∈ η(σ), and independently of other such pairs, declare
the state of the edges with the following probabilities chosen depending
on the value of a+ b:
a+ b ≤ 1 a+ b ≥ 1
e open, e∗ closed a 1− b
e closed, e∗ open b 1− a
both e, e∗ open 1− a− b 0
both e, e∗ closed 0 a+ b− 1
Note that in both cases the probability of opening e and e∗ is 1− b and
1− a respectively.
We call the resulting set of all open primal and dual edges ω and ω′ respec-
tively. Note that ω\η(σ′) is exactly the set of open edges from the Edwards–Sokal
coupling mentioned above applied to the Potts model σ on the quotient graph
G/η(σ′). By duality, the same is true for ω′ \ η(σ) and σ′. We thank Ron Peled
for this observation.
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A cluster of ω, resp. ω′, is a connected component of the graph (V, ω), resp.
(U, ω′), including the isolated vertices. We define
ΩΣ = {(ω, ω′, σ, σ′) : σ constant on clusters of ω and η(σ) ⊆ ω′,
σ′ constant on clusters of ω′ and η(σ′) ⊆ ω},
where (σ, σ′) ∈ Σ, to be the space of consistent configurations for the spin model
augmented with the sets of open edges, and we denote by P(ω, ω′, σ, σ′) the
probability measure on ΩΣ given by the coupling above.
Remark 4. We note that the left-hand side of the table above for q = q′ = 2 and
a = b describes the process studied by Ray and Spinka [37].
For ξ ⊆ E, we write ξ† = E∗ \ ξ∗. It follows from the definition that
ω† ⊆ ω′ for a+ b ≤ 1, and ω† ⊇ ω′ for a+ b ≥ 1
almost surely. We define ΩΣ≤1 and ΩΣ≥1 respectively to be ΩΣ with these
additional restrictions imposed on ω and ω′. Note that for the boundary case
a+ b = 1, we have that ω† = ω′ almost surely.
By definition, the weight of each configuration (ω, ω′, σ, σ′) ∈ ΩΣ≤1 is
a|ω
∗\ω′|b|ω
′\ω∗|(1− a− b)|ω∗∩ω′|,(1.8)
and the weight of (ω, ω′, σ, σ′) ∈ ΩΣ≥1 is
a|η(σ
′)|(1− b)|ω\η(σ′)|b|η(σ)|(1− a)|ω′\η(σ)|(a+ b− 1)E∗\(ω∗∪ω′).(1.9)
Note that (1.8) is independent of (σ, σ′).
It turns out that the clusters of ω encode geometrically the stochastic depen-
dencies of the spin model σ. This is manifested in the following Edwards–Sokal
property of the coupling between σ and ω. Clearly, the same holds for ω′ and
σ′ by duality. In the following, for ξ ⊆ E, we denote by V (ξ) the set of vertices
incident on at least one edge in ξ.
Proposition 1.2. Conditioned on ω,
(1) σ is distributed like an independent uniform assignment of a spin from
Q to each cluster of ω.
(2) σ′ is distributed like the q-state Potts model with coupling constant J
satisfying e−J = a1−b , and defined on the dual (V(ω), ω)
∗ of (V(ω), ω),
i.e., the graph whose vertices are the faces of ω and where two faces are
adjacent, if they share an edge in ω. Note that multiple edges and loops
are possible.
(3) in particular, σ and σ′ are independent.
Proof. We claim that for fixed (ω, σ′) with η(σ′) ⊆ ω, the weight of each consis-
tent configuration (ω, σ, σ′), i.e., such that σ is constant on the clusters of ω, is
equal to
a|η(σ
′)|(1− b)|ω\η(σ′)|b|ω†|,(1.10)
where ω† = E∗ \ ω∗, and in particular is independent of σ. Indeed this follows
from the fact that each edge in
• η(σ) contributes weight b by the definition of the spin model,
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• ω† \ η(σ) also contributes weight b since this is the probability that a
dual edge {u1, u2} with σ′(u1) = σ′(u2) ends up in ω† in step (2) of the
definition of the edge percolation model.
This means that conditioned on (ω, σ′), we have a uniform distribution on all
spin configurations σ such that η(σ) ⊆ ω†. This is equivalent to choosing an
independent uniform spin for each cluster of ω and we conclude property (1).
Property (2) also follows from (1.10), the definition of the Potts model, and
the fact that the only constraint on σ′ is that η(σ′) ⊆ ω.
Conditional independence of σ and σ′ follows from the fact that (1.10) does
not depend on σ. 
We note that property (1) for q = q′ = 2 was first studied in [19,37].
Remark 5. Since (1.8) is independent of both σ and σ′ for a + b ≤ 1, property
(1) from the proposition above holds in this case simultaneously for σ and σ′
when conditioned on (ω, ω′).
The next result gives an explicit formula for the probability of ω in terms of
an associated Potts model.
Corollary 1.3. The marginal distribution on (ω, σ′) is given by
P(ω, σ′) ∝ qk(ω)a|η(σ′)|(1− b)|ω\η(σ′)|b|E\ω|1{η(σ′)⊆ω}, σ′ ∈ Q′U, ω ⊆ E.(1.11)
Summing over all σ′, we get
P(ω) ∝ qk(ω)(1−bb )|ω|Z(V(ω),ω)∗,q′(1−a−ba ), ω ⊆ E.(1.12)
Proof. The first equality follows directly from (1.10), and the fact that there are
exactly qk(ω) configurations of σ which are constant on the clusters of ω. We get
the second equality from the fact that∑
σ′: η(σ′)⊆ω
(
a
1−b
)|η(σ′)|
= Z(V(ω),ω)∗,q′
(
1−a−b
a
)
. 
Note that the Potts model whose partition function appears in (1.12) is fer-
romagnetic if and only if a+ b ≤ 1.
2. Relationship with other models
For special values of the parameters a, b and q, q′, we recover various well
known models of statistical mechanics.
2.1. FK-random cluster model for a+b = 1. Recall that in this case ω′ = ω†
almost surely, and hence (1.8) simplifies to
P(ω, ω′, σ, σ′) =
1
Z a
|ω|(1− a)|E\ω|, (ω, ω′, σ, σ′) ∈ ΩΣ1,(2.1)
where ΩΣ1 = ΩΣ≥1 ∩ ΩΣ≤1.
We first consider the case when M is of genus zero. We can readily recognize
the underlying Fortuin-Kasteleyn random cluster model [16] (see e.g. [22] for an
exposition on this classical subject).
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Proposition 2.1. Assume that M is of genus zero, and a+ b = 1. Let
p =
q′
q′ + a−1 − 1 .
Let k(ω) be the number of clusters of ω. Then the marginal distribution of P on
ω is given by
P(ω) ∝ (qq′)k(ω)p|ω|(1− p)|E\ω|,
which is the FK(qq′) random cluster model measure on G with free boundary
conditions.
Proof. Consider ω ⊆ E. Using (2.1), it is enough to count how many pairs of spin
configurations (σ, σ′) ∈ Σ are compatible with ω, meaning that (ω, ω†, σ, σ′) ∈
ΩΣ1. By the definition of ΩΣ1, this is the same as requiring that σ is constant on
the connected components of ω, and σ′ is constant on the connected components
of ω†. Using Euler’s formula
k(ω†) = k(ω) + |ω| − |V |+ 1
we conclude that the total number of compatible pairs is (qq′)k(ω)q′|ω| × const,
where const is independent of ω. Plugging this into (2.1) we get
P(ω) ∝ (qq′)k(ω)(aq′)|ω|(1− x)|E\ω| ∝ (qq′)k(ω)p|ω|(1− p)|E\ω|,
which concludes the proof. 
Remark 6. For q = q′, the point a = b = 1/2 corresponds to p = q/(q+ 1) which
is the critical point of the FK(q2) random cluster model on the square lattice [5].
Corollary 2.2. Assume that M is of genus zero. Let ω be distributed according
to the FK(qq′) random cluster model with parameter p as above. For each cluster
of ω, choose a spin σ ∈ Q, and for each cluster of ω†, choose a spin σ′ ∈ Q′
uniformly and independently of one another. Then (σ, σ′) has the distribution of
the spin model (1.4) with a as above and a+ b = 1.
Proof. This follows from the arguments in the proof above. 
Remark 7.
• For q′ = 1 and a arbitrary, there is no constraint on σ and the coupling of
(σ, ω) becomes the classical Edwards–Sokal coupling between the q-state
Potts model and the FK(q) random cluster model [15].
• For q = 1, q′ = 2 and a+ b = 1, η(σ′) is an even subgraph of G, meaning
that the degree of every vertex in (V, η(σ′)) is even, and ω is distributed
like the FK(2) random cluster model. This coupling of (ω, η(σ′)) is the
same as in the work of Grimmett and Janson [23].
We now assume that M is a torus. The necessary Euler’s formula takes a
slightly more complicated form in this case. We follow the notation of [10, Section
4.3.2]. Define δ(ω) ∈ {0, 1, 2} depending on the topology of ω:
• if ω contains two non-contractible cycles of different homotopy, then
δ(ω) = 2;
• if ω contains a non-contractible cycle and all such cycles are homotopic,
then δ(ω) = 1;
• if all connected components of ω are contractible, then δ(ω) = 0.
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Note that δ(ω) + δ(ω†) = 2. With this notation Euler’s formula reads
k(ω†) = k(ω) + |ω| − δ(ω)− |V|+ 1.(2.2)
Using the same arguments as above, we can prove the following result.
Proposition 2.3. Assume that M is a torus. Then the marginal distribution of
P on ω is given by
P(ω) ∝ (qq′)k(ω)q′−δ(ω)p|ω|(1− p)|E\ω|,
where p is an in Proposition 2.1.
In the case q = q′ this distribution is that of the balanced random cluster model
with parameter q2 as defined in [10]. This model, unlike the standard random
cluster model defined on a torus, exhibits duality meaning that if ω is distributed
according to a balanced random cluster model measure, then so is ω†. This is
clear from the above result, as ω′ = ω†.
2.2. The staggered six-vertex model for q = q′ = 2. Let G× be the medial
graph of G where a vertex is placed at the intersection of each primal edge and
its dual, and where two vertices are adjacent if the corresponding pair of primal
or dual edges share an endpoint. Note that the medial graph is 4-regular, and
its faces are in a natural correspondence with V∪U – the vertices and faces of G.
Moreover, the dual graph (G×)∗ is bipartite since the faces of G× corresponding
to V can only be adjacent to the faces corresponding to U and vice versa. Also
note that the same medial graph is obtained if we start with G∗ instead of G.
Let O be the set of assignments to each edge of G× an orientation in such a
way that there are exactly two incoming and two outgoing edges at each vertex of
G×. We say that γ ∈ O is an arrow configuration. The (zero field) staggered six-
vertex model with parameters a, b > 0 (here we assume that the third parameter
satisfies c = 1) is a probability measure on arrow configurations γ proportional
to
an1(γ)bn2(γ),
where n1(γ) and n2(γ) are the numbers of vertices of G
× with the local arrow
arrangements of type 1 and 2 respectively [27, 28, 33]. The three types of local
arrangements (each one has two subtypes) are pictured in Fig. 1.
Rys in [39] introduced a correspondence between O and the set of pairs (η, η′)
of certain primal and dual subgraphs that do not intersect (see Fig. 1). The
following lemma is due to Boutillier and de Tilie`re [6, Lemma 15] (based on the
work of Nienhuis [31]) where it was used to represent the double Ising model as
a free-fermion six-vertex model.
Lemma 2.4 (Rys’ mapping). Let q = q′ = 2. Then for each γ ∈ O, there
exist exactly two spin configurations (σ, σ′) ∈ Σ, as defined in (1.2), such that
(η, η′) = (η(σ′), η(σ)), where η and η′ are the sets of primal and dual edges
respectively defined from γ as in Fig. 1.
We note that Rys only looked at primal subgraphs η while all dual subgraphs
η′ were ‘integrated out’ from the picture. However, it is clear that the main idea
for the mapping above can be already seen in his work [39].
Readily we get the following relationship between the spin model (σ, σ′) with
the six-vertex model.
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Figure 1. A primal edge (solid), its dual edge (dashed), and
four corresponding medial edges (blue). The figure shows the
three types of local arrow arrangements in the six-vertex model
on the medial graph. The sets of yellow primal and red dual edges
η and η′ are given by Rys’ mapping
Corollary 2.5. The pair (η, η′) induced from the staggered six-vertex model on
G× by the map from Fig. 1 has the same distribution as (η(σ′), η(σ)) under P.
Remark 8. To obtain the classical (non-staggered) six-vertex model on the square
lattice instead of the staggered one, one has to assign weights a to the horizontal
edges and b to the vertical edges of G.
2.3. Random currents for q′ = 2 at the the free fermion point a2+b2 = 1.
Here we again assume that M is of genus zero. A current is simply a function
n : E→ {0, 1, . . . , }. For a current n, define ω(n) and η(n) to be the set of edges
with non-zero and odd values of n respectively. In particular, η ⊆ ω. We will
say that the pair (η(n), ω(n)) is the trace of the current n. We will often identify
a current with its trace as the trace contains all the relevant information for the
probability measures that we will consider.
Let E be the collection of sets of edges η such that each vertex in V has even
degree in the graph (V, η). Such η are usually called even subgraphs of G. By Γ
we will denote the set of all possible traces (ω, η) of currents such that η ∈ E .
The currents in Γ are traditionally called sourceless. Note that since M is either
a sphere or the plane, spin configurations σ′ : U → {−1,+1} are in a 2-to-1
correspondence with even subgraphs given by the map σ′ 7→ η(σ′). This is not
true for higher genera since then not all even subgraphs (e.g. a non-contractible
cycle on a torus) can be realized as the set of interfaces of a spin configuration.
In what follows we will write η = η(σ′).
Single random current for q = 1. The single random current measure is induced
from the power series expansion of the Ising model partition function (see e.g.
[29]). We have the following observation:
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Corollary 2.6. Assume that M is of genus zero. Let a2 + b2 = 1, q′ = 2 and
q = 1. Then
P(η, ω) ∝ a|η|(1− b)|ω\η|b|E\ω|, (η, ω) ∈ Γ,
which is the law of the sourceless single random current with a = tanh J .
Proof. The formula for the probability is a direct consequence of Corollary (1.3).
The identification with the random current measure follows for instance from
Lemma 3.1 of [29], by setting a = tanh J and b = (cosh J)−1. 
Double random current for q = 2. The double random current can be defined
as the sum of two i.i.d. sourceless single random currents [20]. It turns out that
going from a single current to a double current amounts to changing q from 1
to 2, and J to 2J :
Corollary 2.7. Assume that M is of genus zero. Let x ∈ (0, 1] be given by
a = 2x/(1 + x2). Moreover, let a2 + b2 = 1 and q′ = q = 2. Then
P(η, ω) ∝ 2k(ω)+|ω|x|η|(x2)|ω\η|(1− x2)|E\ω|, (η, ω) ∈ Γ,
which is the law of the sourceless double random current with x = tanh J , or
equivalently a = tanh 2J .
Proof. Again, the formula for the probability follows directly from Corollary (1.3).
The identification with the double random current measure follows from Theo-
rem 3.2 of [29], by setting x = tanhJ and using the fact that since a2 + b2 = 1,
we have b = (1− x2)/(1 + x2). 
Remark 9. Recall that the XOR-Ising model is the pointwise product of two i.i.d.
Ising model spin configurations [6, 9, 41]. It is known that in the free fermion
case a2 + b2 = 1, the distribution of σ and σ′ is that of the XOR-Ising model
and its dual XOR-Ising model [6]. It follows from Corollary 2.7 and Proposi-
tion 1.2 that an independent assignment of a ±1 spin to the clusters of a double
random current yields the XOR-Ising model configuration. This result was, to
our knowledge, first observed during a discussion of Roland Bauerschmidt, Hugo
Duminil-Copin, Aran Raoufi and the author at IHES in 2017, and was the main
inspiration for the considerations in this article.
2.4. Loop O(n) model for q = n, q′ = 2 and b = 1. Assume that M is of genus
zero, and let G be a 3-regular graph e.g. a piece of the hexagonal lattice. For each
spin configuration, σ′ : U→ {−1, 1}, η(σ′) is a collection of disjoint loops on G,
and each such collection of loops corresponds to exactly two spin configurations.
This implies that for b = 1, the marginal distribution on η = η(σ′) is given by
P(η) ∝ nk(η)a|η| ∝ n# loops in ηx|η|, η ∈ E ,
where x = a/n, and where E is the set of all collections of disjoint loops on G.
In the second identity, we used the fact that each vertex of G is either isolated
in (V, η) or belongs to exactly two edges of η This is the law of the loop O(q)
model with parameter x (see e.g. [34] for an exposition on the subject).
Note that the spin model σ′ for q = 1 is the standard Ising model. We note
that for real valued n ≥ 1, this model has been studied in [12], where its FKG
property (valid for x ≤ 1√
n
) was used to prove existence of macroscopic loops at
the Nienhuis’ critical point.
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3. σ and σ′ as classical spin models
In this section we assume that M is of genus zero. It turns out that the spin
model σ can be represented via a classical unconstrained spin system, which is
a special case of the model of Domany and Riedel [8], where two Potts models
are coupled via a general four-spin interaction. This property is a consequence
of duality in the Potts model, and is a generalization to arbitrary q and q′ of the
six-vertex model representation of the Ashkin-Teller model [31] (see also [6,40]).
We note that similar ideas applied to the model from [8] are present in [2].
We consider a spin model on configurations (s, s′) ∈ QV × Q′V given by the
Gibbs-Boltzmann distribution
µ˜(s, s′) ∝ exp
( ∑
{v1,v2}∈E
δs(v1),s(v2)
(
α+ βδs′(v1),s′(v2)
))
,(3.1)
where
α = ln
(
1−a
b
)
and β = ln
(
1 + q
′a
1−a
)
,(3.2)
and where δx,y = 1 if x = y and δx,y = 0 otherwise. Note that β is always
positive, and α is positive if and only if a + b ≤ 1. These parameters form a
two-dimensional subspace of the parameters of the general model from [8].
Remark 10. This spin model can be defined on any finite graph, not necessarily
embedded in a surface.
The following values of parameters are of special interest:
• The case α = 0, or equivalently a+b = 1, corresponds to a ferromagnetic
qq′-state Potts model s˜ with J = β > 0. Then, s = s˜ (mod q) in
distribution.
• For q′ = 2, the case α = −β, or equivalently b − a = 1, on a bipartite
graph corresponds to an antiferromagnetic 2q-state Potts model s˜ with
J = −β. Indeed, if we flip the value of the s′ spin on all black vertices
and call the resulting spin configuration s′′, we have 1 − δs′(v1),s′(v2) =
δs′′(v1),s′′(v2). Again, s = s˜ (mod q) in distribution.
• The case 2α = −β, or a2 + b2 = 1, results in symmetric energy levels
−β2 , 0, β2 per bond. For q = q′ = 2, it corresponds to the free fermion
point in the six-vertex model. In this case one can write the Hamiltonian
as a sum of two independent Hamiltonians, and as a result represent the
system as two statistically independent copies of the 2-state Potts model
(the Ising model). For q′ = 2 and q > 2, the model is equivalent to the
q-component version of the cubic model of Kim, Levy and Uffer [26].
Note that by definition (3.1), conditioned on the spins s, the spins s′ do not in-
teract along edges with a different value of s assigned to both endpoints. This is
exactly the dual picture (zero coupling constant) of the hard-core constraint (1.3)
(infinite coupling constant) for the spin model σ. Hence, the following identifica-
tion of σ and s which is the main result of this section should not be surprising.
Theorem 3.1. Assume that M is of genus zero. Then the distributions of σ
under P, and of s under µ˜ are the same.
Before the proof, we need to recall the high-temperature expansion of the
Potts model partition function and its planar duality. Let G = (V,E) be a finite
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and not necessarily connected graph embedded in M , and let G∗ = (U,E∗) be
its dual graph. We will often drop the parameter q from the notation and write
ZG for ZG,q. Recall that x+ 1 = e
J . We have
(x+ 1)|E|ZG(x) =
∑
s∈QV
exp
(
J
∑
{v1,v2}∈E
δs(v1),s(v2)
)
=
∑
s∈QV
∏
{v1,v2}∈E
(1 + δs(v1),s(v2)x)
=
∑
s∈QV
∑
ξ⊆E
x|ξ|1{s constant on clusters of ξ}
=
∑
ξ⊆E
x|ξ|qk(ξ),(3.3)
where k(ξ) is the number of clusters of ξ in G, i.e., connected components of
the graph (V, ξ) including isolated vertices. Again recall that Euler’s formula for
planar graphs reads
k(ξ) = f(ξ)− |ξ|+ |V | − 1,(3.4)
where f(ξ) is the number of faces of ξ. Note that if we denote ξ† = E∗ \ ξ∗, then
f(ξ) = k(ξ†) is the number of clusters of ξ† in G∗. Hence by (3.3) we can write
ZG(x) = (x+ 1)
−|E|q|V |−1
∑
ξ⊆E
(xq )
|ξ|qk(ξ
†)
= q|V |−|E|−1
(
x
x+1
)|E| ∑
ξ†⊆E∗
(x∗)|ξ
†|qk(ξ
†)
= q|V |−|E|−1
(
x
x+1
)|E|
(x∗ + 1)|E
∗|ZG∗(x∗)
= q|V |−|E|−1
(x+q
x+1
)|E|
ZG∗(x
∗),(3.5)
where x∗ = q/x, and where in the third equality we again used (3.3).
Based on Corollary 1.3, we can now prove an intermediate result which gives
a formula for the probability of ω in terms of the (primal) Potts model partition
function Z(V,ω),q′ .
Proposition 3.2. Assume that M is of genus zero. Then, the marginal distri-
bution of P on ω is given by
P(ω) ∝ qk(ω)(1−(1−q′)a−bb )|ω|Z(V,ω),q′( q′a1−a−b), ω ⊆ E.(3.6)
Proof. Let x∗ = 1−a−ba and x =
q′
x∗ =
q′a
1−a−b , and note that
Z(V(ω),ω) = q
|V (ω)|−|V|Z(V,ω).
Applying duality we get
Z(V(ω),ω)(x) = q
′|V (ω)|−|ω|−1(x+q′
x+1
)|ω|
Z(V(ω),ω)∗(x
∗).(3.7)
14 MARCIN LIS
Therefore, by Corollary 1.3 we have
q−k(ω)
(
b
1−b
)|ω|
P(ω) ∝ Z(V(ω),ω)∗(x∗)
= q′−|V (ω)|+|ω|+1
(
x+1
x+q′
)|ω|
Z(V(ω),ω)(x)
= q′−|V (ω)|+|ω|+1+|V (ω)|−|V|
(
x+1
x+q′
)|ω|
Z(V,ω)(x)
=
(1−(1−q′)a−b
1−b
)|ω|
Z(V,ω)(x),
where in the last equality we used the identity q′ x+1x+q′ =
1−(1−q′)a−b
1−b .

Note that for a + b > 1 and b ≤ 1, we have that x < −1, and hence the
Potts model corresponding to the partition function Z(V,ω),q′(x) has a complex-
valued coupling constant J . To complete the proof of Theorem 3.1 we need the
following elementary lemma which effectively turns this coupling constant into
a real-valued one.
Lemma 3.3. Let G = (V,E) be a finite graph. Then for all t 6= −1, we have∑
ξ⊆E
t|ξ|(x+ 1)|ξ|Z(V,ξ)(x) = (1 + t(x+ 1))|E|ZG
(
tx
1+t
)
.
Proof. We have∑
ξ⊆E
t|ξ|(x+ 1)|ξ|Z(V,ξ)(x) =
∑
ξ⊆E
t|ξ|
∑
ξ′⊆ξ
x|ξ
′|qk(ξ
′)
=
∑
ξ′⊆E
∑
ξ⊇ξ′
t|ξ|x|ξ
′|qk(ξ
′)
=
∑
ξ′⊆E
(1 + t)|E|−|ξ
′|(tx)|ξ
′|qk(ξ
′)
= (1 + t)|E|
∑
ξ′⊆E
(
tx
1+t)
|ξ′|qk(ξ
′)
= (1 + t(x+ 1))|E|ZG
(
tx
1+t
)
,
where in the first and last equality we applied the high-temperature expan-
sion (3.3). 
We can finally identify the distribution of σ as that of s.
Proof of Theorem 3.1. For i ∈ Q and s ∈ QV, we define
Ei(s) = {{v1, v2} ∈ E : s(v1) = s(v2) = i} and E(s) =
⋃
i∈Q
Ei(s).
For ξ ⊆ V, we denote Z˜ξ = Z(V(ξ),ξ),q′ . On one hand, by the definition of the
spin model (3.1), conditioned on s, the s′ spins do not interact whenever the
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corresponding s spins are different, and hence we have
µ˜(s) ∝ (q′)|V|−|V (E(s))|eα|E(s)|
∏
i∈Q
eβ|Ei(s)|Z˜Ei(s)(e
β − 1)
= (q′)|V|−|V (E(s))|e(α+β)|E(s)|
∏
i∈Q
Z˜Ei(s)
( q′a
1−a
)
= (q′)|V|−|V (E(s))|
(1−(1−q′)a
b
)|E(s)|∏
i∈Q
Z˜Ei(s)
( q′a
1−a
)
.(3.8)
On the other hand, by property (1) from Proposition 1.2, and Proposition 3.2,
we have
P(σ) ∝
∑
ω consistent with σ
(1−(1−q′)a−b
b
)|ω|
Z(V,ω)(
q′a
1−a−b)
=
∑
ω consistent with σ
(1−(1−q′)a−b
b
)|ω|
(q′)|V|−|V (ω)|
∏
i∈Q
Z˜Ei(σ)∩ω(
q′a
1−a−b)
= (q′)|V|−|V (E(σ))|
∏
i∈Q
∑
ξ⊆Ei(σ)
(1−(1−q′)a−b
b
)|ξ|
(q′)|V (Ei(σ))|−|V (ξ)|Z˜ξ( q
′a
1−a−b)
= (q′)|V|−|V (E(σ))|
(1−(1−q′)a
b
)|E(s)|∏
i∈Q
Z˜Ei(s)
( q′a
1−a
)
,(3.9)
where ‘ω consistent with σ’ means that σ is constant on the clusters of ω, and
where in the last equality we used Lemma 3.3 with t = (1 − a − b)/b and
x = q′a/(1− a− b). The formulas (3.8) and (3.9) are identical and we finish the
proof. 
4. Positive association
We discuss here the positive association of the percolation and spin models.
To this end, we first briefly recall the basic notions of this theory. For a set S,
we identify P(S) := {0, 1}S with the set of subsets of S, and for ξ1, ξ2 ∈ P(S),
we write ξ1 ≤ ξ2 if ξ1 ⊆ ξ2. We consider P(S) as a probability space with a
probability measure ν. A random variable X : P(S) → R is called increasing
(resp. decreasing), if X(ξ1) ≤ X(ξ2) (resp. X(ξ1) ≥ X(ξ2)) whenever ξ1 ≤ ξ2.
Similarly, an event A ⊆ P(S) is called increasing (resp. decreasing) if its indicator
function is increasing (resp. decreasing).
We call ν strictly positive if ν(ξ) > 0 for all ξ ∈ P(S). We say that ν satisfies
the FKG inequality, or is positively associated, if
ν(XY ) ≥ ν(X)ν(Y )
for all increasing random variables X,Y . Moreover, we say that ν satisfies the
FKG lattice condition if for all ξ1, ξ2 ∈ P(S),
ν(ξ1 ∧ ξ2)ν(ξ1 ∨ ξ2) ≥ ν(ξ1)ν(ξ2),(4.1)
where ξ1∧ξ2, resp. ξ1∨ξ2, denote the pointwise minimum, resp. maximum, of ξ1
and ξ2 (or the intersection, resp. union, in the set interpretation of ξ1 and ξ2). If
ν is strictly positive, then the FKG lattice condition implies positive association
of ν [17, 24], and moreover it implies a stronger property, called strong positive
association, which e.g. yields stochastic monotonicity of the measure with respect
to the imposed boundary conditions, see [22].
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For ξ ∈ P(S) and x ∈ S, let ξx, ξx ∈ P(S) be the two configurations equal
to ξ on S \ {x}, and satisfying ξx(x) = 1 and ξx(x) = 0. It is known that for
strictly positive measures, the FKG lattice condition holds if and only if
ν(ξx,y)ν(ξx,y) ≥ ν(ξxy )ν(ξyx)(4.2)
for all ξ ∈ P(S) and x, y ∈ S (see [22]).
4.1. Positive association of the percolation model for a + b ≤ 1. In this
section we will use the above vocabulary with S = E, and hence P(S) = Ω.
Remark 11. The following main result of this section, in the special case q =
q′ = 2 and a = b ≤ 12 , was independently proved in [37]. The partial order
considered in [37] is actually different, and the monotonicity obtained there is
stronger than ours in the sense that any increasing function according to our
definition is also increasing according to the order of [37], but not the other way
around. We refer the interested reader to [37] for details.
Proposition 4.1. The marginal distribution of P on ω satisfies the FKG lattice
condition for a+ b ≤ 1.
Proof. By (4.2), it is enough to show that
P(ωe,f )P(ωe,f ) ≥ P(ωef )P(ωfe )
for all ω ∈ Ω and e, f ∈ E. We will use formula (1.12) from Corollary 1.3. Since
k(ωe,f ) + k(ωe,f ) ≥ k(ωef ) + k(ωfe ),
it is enough to prove that
ZG∗(ωe,f )ZG∗(ωe,f ) ≥ ZG∗(ωef )ZG∗(ωfe ),(4.3)
where G∗(ω) := (V(ω), ω)∗. Recall that a bridge of ω is an edge in ω which does
not belong to any cycle of ω. Note that if either e or f is a bridge of ωe,f , then
(4.3) actually becomes an equality. Hence, we can assume that neither e nor f
is a bridge of ωe,f . In this case, let µ be the law of the ferromagnetic q′-state
Potts model on G∗(ωe,f ) with parameter x = (1− a− b)/a, and let u1, u2 (resp.
u3, u4) be the faces of G(ω
e,f ) incident on e (resp. f). Then, after dividing both
sides by (ZG∗(ωe,f ))
2, (4.3) is equivalent to
µ(s(u1) = s(u2), s(u3) = s(u4)) ≥ µ(s(u1) = s(u2))µ(s(u3) = s(u4)),
which follows from the first inequality in the next lemma. 
Lemma 4.2. Let µ be the law of a ferromagnetic q-state Potts model on a finite
graph G = (V,E), and let A,B ⊆ V . Then
µ(s constant on A and on B) ≥ µ(s constant on A)µ(s constant on B),
and
µ(s constant on A ∪B) ≥ 1qµ(s constant on A and on B).
Proof. Consider the FK-random cluster model associated to the Potts model in
the Edwards–Sokal coupling (see e.g. [22] for details). Let k(A) be the number
of clusters of the configuration intersecting A, and let {A ←→ B} be the event
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that A and B belong to the same cluster. From the Edwards–Sokal coupling it
follows that
µ(s constant on A) = E[q1−k(A)],(4.4)
and
µ(s constant on A and on B) =(4.5)
E
[
q1−k(A∪B)1{A←→ B}+ q2−k(A)−k(B)1{A 6←→ B}],
where E is the expectation in the random cluster model. Using the fact that
k(A ∪B)1{A←→ B} ≤ k(A) + k(B)− 1, we therefore get that
µ(s constant on A and on B) ≥ E[q2−k(A)−k(B)],(4.6)
and the first desired inequality follows from (4.4) and the positive association of
the FK-random cluster model (see e.g. [22]) applied to the increasing function
q−k(A). On the other hand, the second desired inequality follows from (4.4), (4.5)
and the fact that k(A ∪B) ≤ k(A) + k(B). 
Remark 12. One can check that the FKG lattice condition for ω does not hold
when a + b > 1. The reason is that the associated Potts model is in this case
antiferromagnetic and the inequalities above are not valid anymore.
4.2. Positive association of the spin model σ for q = 2. We now fix q = 2,
identify Q with {0, 1}, and set S = V.
The following is the main result of this section. In the case q′ = 2 it was first
proved by Glazman and Peled in [19].
Proposition 4.3. Assume that M is of genus zero and q = 2. Then, the
marginal distribution of µ˜ on s, and hence, by Theorem 3.1, also the marginal
of P on σ, satisfies the FKG lattice condition whenever b ≤ 1.
Proof. Fix s ∈ QV and v, w ∈ V. By (4.2) it is enough to show that
µ˜(sv,w)µ˜(sv,w) ≥ µ˜(svw)µ˜(swv )(4.7)
By the definition of the spin model (s, s′), conditioned on s, the spins s′ are
distributed like two independent Potts models, both with parameter J = β,
defined on the subgraphs of G induced by the two sets of vertices of constant
spin s. Let
Vi := {v ∈ V : s(v) = i} \ {v, w}, i ∈ {0, 1},
and let µi be the law of the Potts model with J = β defined on the subgraph of
G induced by Vi. Define Vi(v) = {v′ ∈ Vi : v′ ∼ v} and let
Xi(v) =
∑
s′(v)∈Q′
∏
v′∈Vi(v)
eα+βδs′(v),s′(v′) ,(4.8)
where α and β are as in (3.1).
We consider two cases.
Case I: {v, w} /∈ E. One can check that in this case condition (4.7) is equiv-
alent to ∏
i∈{0,1}
µi(Xi(v)Xi(w)) ≥
∏
i∈{0,1}
µi(Xi(v))µi(Xi(w)),
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and it is enough to prove the corresponding inequality for each i ∈ {0, 1} sepa-
rately. To this end, we write
eα+βδs′(v),s′(v′) = eα + δs′(v),s′(v′)(e
α+β − eα).(4.9)
Plugging this into (4.8) and expanding the product, we have
Xi(v) =
∑
s′(v)∈Q′
∑
A⊆Vi(v)
eα(|Vi(v)|−|A|)(eα+β − eα)|A|1{s′ ≡ s′(v) on A}
=
∑
A⊆Vi(v)
eα(|Vi(v)|−|A|)(eα+β − eα)|A|1{s′ constant on A}.(4.10)
Since β ≥ 0 we have that eα+β − eα ≥ 0, and hence all the coefficients of the
sum are nonnegative. The desired inequality follows therefore from Lemma 4.2
applied to each term of the sum separately.
Case II: {v, w} ∈ E. In this case condition (4.7) can be rewritten as∏
i∈{0,1}
µi(Xi(v)Xi(w)e
α+βδs′(v),s′(w)) ≥
∏
i∈{0,1}
µi(Xi(v))µi(Xi(w)).
Again, it is enough to prove the corresponding inequality for each i ∈ {0, 1}
separately. Using (4.10) and (4.9) we can again conclude the desired inequality
from the following inequality for arbitrary A ⊆ Vi(v) and B ⊆ Vi(w):
µi
( ∑
s′(v),s′(w)∈Q′
1{s′ ≡ s′(v) on A and s′ ≡ s′(w) on B}eα+βδs′(v),s′(w)
)
= eαµi(s
′ constant on A and on B) + (eα+β − eα)µi(s′ constant on A ∪B)
≥ (eα + 1q′ (eα+β − eα))µi(s′ constant on A and on B)
= 1q′ (e
α+β + (q′ − 1)eα)µi(s′ constant on A and on B)
≥ µi(s′ constant on A)µi(s′ constant on B),
where we used Lemma 4.2 twice, and where we used that the inequality eα+β +
(q′ − 1)eα ≥ q′ is always satisfied for b ≤ 1. 
5. Interplay between the models
In this section we discuss various aspects of the relationship between the three
instances of the model.
5.1. Spins and percolation. We start by showing how σ-spin correlations are
described by ω-connectivity probabilities in the same way the Potts model cor-
relations are given by the random cluster connectivity probabilities. Using this
together with positive association of ω for a+ b ≤ 1 established in Sect. 4.1, we
deduce the second Griffiths inequality for the moments of σ. This is proved in
the same manner as the analogous result for the Potts model was proved in [21].
For a random variable X, we will sometimes use the physics notation and
write 〈X〉 for the expectation of X. Let σ0 be a random variable uniformly
distributed on Q, and let m(k) = 〈σk0 〉 for k ∈ {0, 1, . . .}. Since we assume
that Q is a symmetric subset of R, we have m(2k + 1) = 0. For ξ ⊆ E and
v1, . . . , vk ∈ V, we define pi(ξ) to be the partition of {v1, . . . , vk} induced by the
connected components of ξ.
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Proposition 5.1 (σ-spin correlations via ω-connectivities). Let v1, . . . , vk ∈ V
and r1, . . . , rk ∈ {0, 1, . . .}. Then
〈σr1v1 · · ·σrkvk〉 =
∑
P
P(pi(ω) = P)
∏
A∈P
m
(∑
vj∈A
rj
)
,
where the sum is taken over all partitions P of {v1, . . . , vk} such that for all
A ∈ P, ∑vj∈A rj is even. In particular,
〈σ(v1)σ(v2)〉 = m(2)P(v1 ω←→ v2),
where {v1 ω←→ v2} is the event that v1 and v2 are in the same cluster of ω.
Proof. It is enough to condition on ω and use Proposition 1.2. 
Proposition 5.2 (Second Griffiths inequality). Assume that a + b ≤ 1. Let
v1, . . . , vk ∈ V and r1, . . . , rk, s1, . . . , sk ∈ {0, 1, . . .}. Then
〈σ(v1)r1+s1 · · ·σ(vk)rk+sk〉 ≥ 〈σ(v1)r1 · · ·σ(vk)rk〉〈σ(v1)s1 · · ·σ(vk)sk〉.
Proof. It is not difficult to prove that m(r + s) ≥ m(r)m(s) for r, s ∈ {0, 1, . . .}
(see e.g. [21]). Therefore, the function
ξ 7→
∏
A∈pi(ξ)
m
( ∑
vj∈A
rj
)
is increasing on Ω. Combining this with the proposition above and the positive
association of ω under P from Proposition 4.1, we get
〈σ(v1)r1+s1 · · ·σ(vk)rk+sk〉 = E
[ ∏
A∈pi(ω)
m
( ∑
vj∈A
rj +
∑
vj∈A
sj
)]
≥ E
[ ∏
A∈pi(ω)
m
( ∑
vj∈A
rj
)
m
( ∑
vj∈A
sj
)]
≥ E
[ ∏
A∈pi(ω)
m
( ∑
vj∈A
rj
)]
E
[ ∏
A∈pi(ω)
m
( ∑
vj∈A
sj
)]
= 〈σ(v1)r1 · · ·σ(vk)rk〉〈σ(v1)s1 · · ·σ(vk)sk〉. 
5.2. Height function and percolation. We will now compare the variance
of the difference of the height function h′ between two faces u1 and u2 to the
expected number of clusters of the percolation models that one has to cross
when going from u1 to u2. We assume here that M is of genus zero but similar
arguments taking into account the topology of clusters can be applied to surfaces
of higher genus.
Consider the percolation configuration ω, and let σ and σ′ be consistent
with ω, i.e., σ is constant on the clusters of ω and η(σ′) ⊆ ω. For a cluster
C of ω, define σ′C : U → Q′ to be the spin configuration which is equal to σ′ on
the faces incident on C and satisfies η(σ′C) ⊆ C. In other words, σ′C is the spin
configuration obtained from σ′ by erasing the contours in η(σ′) which are not
contained in C and changing the spins in a consistent way. Also, denote by σ(C)
the value of σ assigned to any vertex in C. Fix u1, u2 ∈ U, and let
dh′ = dh′(u1, u2) = h(u2)− h(u1), and dσ′C = dσ′C(u1, u2) = σ′C(u2)− σ′C(u1).
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We claim that
dh′ =
∑
C
σ(C)dσ′C .(5.1)
To justify this, we will say that a non-trivial cluster C of ω disconnects u1 from u2,
if the two faces belong to two different connected components of M \ C, where
we think of C as the closed subset of M given by the union of its edges.
Remark 13. Note that if C does not disconnect u1 from u2, then dσ′C = 0.
Actually if dσ′C 6= 0, then C necessarily contains a connected component of η(σ′)
that disconnects u1 from u2.
By the above remark, the sum in (5.1) can be restricted to only these clusters
that disconnect u1 from u2. Let γ = {u˜1, . . . , u˜l} be a path of pairwise adjacent
faces with u˜1 = u1 and u˜l = u2, and such that the only non-trivial clusters of
ω that it crosses are those that disconnect u1 from u2, and moreover γ crosses
each of these clusters only once. For j ∈ {1, . . . , l − 1}, let vj be one of the two
vertices of the edge dual to {u˜j , u˜j+1}. By the definition of h′ (1.7) we have
dh′ =
l∑
j=1
σ(vj)(σ
′(u˜j)− σ′(u˜j+1)).
Note that as long as γ stays in between two clusters of ω, the increments in the
sum above are zero since the value of σ′(u˜j) is constant. On the other hand,
when γ crosses a cluster C, then the value of σ(vj) is constant and equal to σ(C),
and hence, by a telescopic sum, the contribution corresponding to C is exactly
σ(C)dσ′C . This justifies (5.1).
We will now use this formula to estimate the variance of dh′. To this end, let σ0
be a random variable uniformly distributed on Q. By property (1) and (2) from
Proposition 1.2, conditioned on ω, σ(C) and σ′C are independent, and moreover
σ(C) ∼ σ0 and σ(C′) ∼ σ0 are independent for different clusters C and C′ of ω.
Hence, using (5.1) we can write
Var[dh′] =E
[(∑
C
σ(C)dσ′C
)2]
=
∑
ω⊆E
∑
C1,C2⊆ω
E[σ(C1)dσ′C1σ(C2)dσ′C2 | ω]P(ω)
=
∑
ω⊆E
∑
C1,C2⊆ω
E[σ(C1)σ(C2) | ω]E[dσ′C1dσ′C2 | ω]P(ω)
=E[σ20]
∑
ω⊆E
∑
C⊆ω
E[(dσ′C)
2 | ω]P(ω)
=E[σ20]E
[∑
C
(dσ′C)
2
]
=E[σ20]
∑
d6=0
d2E
[
Nd
]
,
where Nd = Nd(u1, u2) is the number of clusters C of ω such that dσ′C = d.
Define N6=0 =
∑
d6=0Nd, and let C/2 = max{|i| : i ∈ Q′}. Then |dσ′C | ≤ C, and
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from the above computation we immediately get the following equivalence up to
constants.
Proposition 5.3. We have
C2E[σ20]E[N6=0] ≥ Var[dh′] ≥ E[σ20]E
[
N6=0
]
.
Note that in the special case when q′ = 2 and Q′ = {−i, i}, we actually get
the equality
Var[dh′] = 4i2E[σ20]E
[
N6=0
]
.
We note that this identity in the setting of the double random current model
and the related height function was first obtained in [13], where it was used to
establish continuity of the phase transition of the Ising model on any bi-periodic
planar graph.
To prove the final result of this section we will need the following description
of the mutual conditional laws for the two bond percolation processes.
Lemma 5.4. Assume that a+ b ≥ 1. Then conditioned on (ω′, σ′), the percola-
tion configuration ω is distributed like η(σ′)∪ ζ, where ζ is an independent bond
percolation process on (ω′)† with success probability (1− b)/a.
Proof. This follows from the fact that, tossing the four-sided die from the right-
hand side of the table in (1), and conditioning on e∗ being closed, we open e
with probability (1− b)/a. 
We say that a cluster C′ of ω′ disconnects face u1 from u2, if either one of
the two faces is in C′, or they belong to two different connected components of
M \ C′, where we think of C′ as the closed subset of M given by the union of its
edges. Note that the trivial clusters containing u1 and u2 satisfy this definition.
The next result compares the number of clusters of ω′ disconnecting u1 from
u2 with the number of clusters C of ω which satisfy dσ′C 6= 0 in the case a+b ≥ 1.
Proposition 5.5. Let N ′ = N ′(u1, u2) be the number of clusters of ω′, that
disconnect u1 from u2. Assume that a+ b ≥ 1. Then
E[N6=0] ≥ (1− 1q′ )(E[N ′]− 1).
Proof. Recall that by Proposition 1.2, when conditioned on ω′, the spins σ′ are
assigned to each cluster of ω′ independently and uniformly in Q′. Let C′1, . . . , C′N ′
be the clusters of ω′ that disconnect u1 from u2 ordered according to the first
intersection points with a chosen path from u1 to u2. Note that if two consec-
utive clusters C′l, C′l+1 are assigned different spins, then for topological reasons,
there must exist a circuit in η(σ′) disconnecting C′i from C′l+1, and hence also
disconnecting u1 from u2.
By Lemma 5.4, conditioned on σ′ and ω′, we recover ω by choosing randomly
edges from (ω′)† and adding them to η(σ′). This means that for every pair C′l, C′l+1
with different spin σ′, there exists at least one cluster C of ω, disconnecting u1
from u2. Moreover, at least one of these clusters must satisfy dσ
′
C(u1, u2) 6= 0
(since the sum of dσ′C over all such clusters is nonzero). Since the clusters of ω
′ are
disjoint, the clusters of ω corresponding to different pairs C′l, C′l+1 are also disjoint.
This means thatN6=0 is at least equal to the number of pairs C′l, C′l+1 with different
spin σ′. The latter is equal in distribution to the number of nearest neighbour
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disagreements in an i.i.d. sequence of length N ′ and distribution σ0. Hence, we
get the desired inequality by an elementary computation of the expectation. 
6. The model on Z2
We now apply these relatively abstract results to study the behaviour of the
model on Z2. We consider three different regimes of parameters:
• the line a+ b = 1 corresponding to the random cluster model,
• the case when either a or b is small,
• the self-dual case with q = q′ and a = b ≥ 1/2.
We show localization in the first two cases, except at the point q = q′ = 2,
a = b = 1/2 where delocalization is established. This was first proved in [19]
for different boundary conditions (which are arguably more natural for the cor-
responding six-vertex model). We also present some partial results towards es-
tablishing delocalization in the third case.
To this end, let Λn be the 2n× 2n box in Z2 centered around the origin, and
let PΛn be the law of the model on Λn. The fact that Λn is a concretely defined
box will actually not be relevant for the arguments in the first two cases (as long
as it is monotonically growing with n) and we choose it only for concreteness.
The random cluster model line a+b = 1. By Proposition 2.1 and Remark 6,
for a+ b = 1, the marginal of PΛn on ω is the FK(qq
′) random cluster model on
Λn with free boundary conditions and with parameter
p(a) =
q′
q′ + a−1 − 1 .
We recall that the critical value of p for this model was rigorously established
in [5] and is equal to
pc(qq
′) =
√
qq′
1 +
√
qq′
.(6.1)
In what follows we will call a random cluster model (possibly defined on a finite
graph) subcritical, resp. supercritical, if the associated parameter p is strictly
smaller, resp. larger than pc.
We also recall that the laws of the random cluster model on Λn with free
boundary conditions are stochastically increasing (by strong positive association
and domain Markov property of the random cluster model, see e.g. [22]), and
hence the weak limit PZ2 = limn→∞PΛn exists, and is the infinite-volume ran-
dom cluster model with free boundary conditions (here, with a slight abuse of
notation, we do not distinguish between the full distribution of the model and
its marginal distribution on ω).
To study the height function we use the recent results rigorously establishing
the order of phase transition in the random cluster model [11, 14, 38], and we
conclude the following two different behaviours.
Theorem 6.1. Consider PΛn for a + b = 1. Let h
′
n be the height function on
the faces of Λn with height zero assigned to the external face u∞, and let u0 be
a fixed face next to the origin of Z2. If q = q′ = 2 and a = b = 1/2, then
VarΛn [h
′
n(u0)]→∞
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as n→∞, and otherwise there exists C = C(q, a) <∞ such that
VarΛn [h
′
n(u0)] ≤ C
for all n.
Proof. To prove the first statement, note that since p(1/2) = 2/3 = pc(4), PZ2
is the critical FK(4) random cluster model on Z2 with free boundary conditions.
In particular, by [14] we know that PZ2-almost surely, there are infinitely many
clusters of ω, and hence also of ω′ = ω†, surrounding u0, i.e., disconnecting u0
from infinity. Let N ′(k) be the number of clusters of ω′ that surround u0 and that
are contained in the box Λk. Combining the lower bounds from Propositions 5.5
and 5.3 applied to u0 and u∞, we obtain that there exists an (explicit) constant
C ′ > 0 such that for all k ∈ {1, 2, . . .},
lim inf
n→∞ VarΛn [h
′
n(u0)] ≥ C ′ lim infn→∞ (EΛn [N
′(k)]− 1) = C ′(EZ2 [N ′(k)]− 1),
where the identity follows from the weak convergence of PΛn and the fact that
N ′(k) is a bounded local random variable. It is now enough to notice that since
N ′(k) is increasing in k, EZ2 [N ′(k)]→∞ as k →∞ by monotone convergence.
We now turn to the second statement and note that if either q = 1 or q′ = 1,
then the height function is trivially uniformly bounded almost surely. We will
now use a variant of Peierls’ argument to show that the number of clusters of ω
surrounding u0 is uniformly bounded in expectation. We consider three cases:
Case I: p(a) < pc. In this case, PZ2 is a subcritical random cluster model on
Z2 with free boundary conditions. By sharpness of the phase transition [5], this
means that the PZ2-probability that two vertices belong to the same cluster of ω
decays exponentially fast with the distance between the vertices. Let N be the
number of clusters of ω surrounding u0. We have
EΛn [N ] ≤
n∑
k=0
PΛn [ω-cluster containing (−k,−k) surrounds u0]
≤
n∑
k,l=0
PΛn [(−k,−k) ω←→ (l, l)]
≤
∞∑
k,l=0
PZ2 [(−k,−k) ω←→ (l, l)]
≤ C,(6.2)
with C < ∞ independent of n, where in the second last inequality we used
monotonicity of connectivity probabilities with respect to the increasing bound-
ary conditions, and in the last one we used the fact that the connectivity prob-
abilities decay exponentially for PZ2 . We finish the proof by combining this
inequality with the upper bound from Propositions 5.5 applied to u0 and u∞,
and the obvious bound EΛn [N6=0] ≤ EΛn [N ].
Case II: p(a) = pc. In this case, PZ2 is the critical FK(qq
′) random cluster
model on Z2 with free boundary conditions and qq′ > 4. In particular, by
Theorem 1.2 of [11] establishing discontinuity of phase transition (see also [38]
for a more elementary proof), the PZ2-probability that two vertices belong to
the same cluster of ω again decays exponentially fast and we can apply exactly
the same arguments as in (6.2).
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Case III: p(a) > pc. Note that by duality in the random cluster model (see
e.g. [22]), the law of ω′ = ω† under PΛn , is again a subcritical random cluster
model on the dual graph Λ∗n. To finish the proof, one has to adjust the arguments
in (6.2) since now the boundary conditions are stochastically decreasing for ω′.
This issue can be overcome by conditioning on the cluster of u∞.
To this end, let N ′ be the number of clusters of ω′ which surround or con-
tain u0. Since ω
′ = ω†, for topological reasons we have that N ≤ N ′ + 1, where
N is as in Case I. To finish the proof, it is therefore enough to uniformly bound
the expectation of N ′. Let C′∞ be the cluster of ω′ containing u∞, and let C′∞
be this cluster enlarged by all the edges of Λ∗n that are incident on C′∞. By the
Markov property of the random cluster model, conditioned on C′∞, the rest of
the configuration ω′ is distributed like the random cluster model on Λ∗n with
the edges in C′∞ removed. Note that this graph is a proper subgraph of (Z2)∗
(unlike Λ∗n where u∞ is of very high degree), and hence the law of of the rest
of the configuration ω′ is stochastically dominated by the law of ω† under PZ2 .
Since C′∞ contributes at most one to the count of clusters surrounding u0, we
can now repeat the arguments as in (6.2) to finish the proof. 
The case of small a or b. To treat this case, we first derive a simple general
comparison result between ω and the FK(q) random cluster model. Note the
difference with Proposition 2.1, which is valid only for a+ b = 1, and in which ω
is shown to be a FK(qq′) random cluster model.
Lemma 6.2. Assume that M is of genus zero. Then the process ω stochastically
dominates the FK(q) random cluster model on G with parameter p = 1− b. By
duality, the analogous statement holds for ω′ with G replaced by G∗, and b replaced
by a.
Proof. By (1.11), for fixed σ′ ∈ Q′U, we have for all ω with η(σ′) ⊆ ω,
P(ω, σ′) ∝ ( a1−b)|η(σ′)|qk(ω)(1− b)|ω|b|E\ω|.(6.3)
This means that conditioned on σ′, ω is distributed as the FK(q) random cluster
model on G conditioned on the event that all edges in η(σ′) are open. By
strong positive association of the random cluster model (see e.g. [22]), this law
stochastically dominates the corresponding random cluster model on G with no
restriction on the state of the edges in η(σ′). Since this holds for every σ′, the
proof is completed. 
Corollary 6.3. Consider PΛn with either a < (
√
q′ + 1)−1 or b < (√q + 1)−1.
Let h′n be the height function on the faces of Λn with height zero assigned to the
external face u∞, and let u0 be a fixed face next to the origin of Z2. Then, there
exists C = C(q, q′, a, b) <∞ such that
VarΛn [h
′
n(u0)] ≤ C(6.4)
for all n.
Proof. Case I: a < (
√
q′+ 1)−1. By Lemma 6.2, the explicit value of the critical
parameter (6.1), and duality in the random cluster model, (ω′)† is stochastically
dominated by a subcritical FK(q′) random cluster model on Λn. In particular
the connectivity probabilities of the former process are bounded above by those
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of the latter. To finish the proof in this case it is therefore enough to repeat the
reasoning as in (6.2).
Case II: b < (
√
q + 1)−1. Recall the upper bound from Proposition 5.3. By
Remark 13, every cluster C of ω which satisfies dσ′C(u0, u∞) 6= 0 (and therefore
contributes to N6=0(u0, u∞)) must necessarily contain a connected component of
η(σ′) that surrounds u0. We can therefore assume that there exists an outermost
cycle of edges in η(σ′), denoted by η0, that surrounds u0. We define Λ
η0
n to be
the subgraph of Λn contained within η0 (including η0) with all vertices belonging
to η0 identified with one another. To conclude the proof it is hence enough to
uniformly bound the expected number of clusters of ω that surround u0 and that
are contained in Λη0n . Again, by topological reasons, this is the same as bounding
the expected number of clusters that surround u0 of the dual configuration ω
†
restricted to the dual graph (Λη0n )∗.
To this end, note that by formula (6.3) and arguments as in the proof of
Lemma 6.2, conditioned on η0 and the configuration (ω, σ
′) outside η0, the rest
of the configuration ω stochastically dominates a supercritical random cluster
model on Λη0n . Therefore, by duality in the random cluster model, ω† restricted
to (Λη0n )∗ is stochastically dominated by a subcritical random cluster model on
(Λη0n )∗. Since (Λη0n )∗ is a proper subgraph of the dual square lattice (Z2)∗, we
can again use the reasoning from (6.2) to finish the proof. 
The self-dual model with q = q′ and a = b. For q = q′ = 2, the question
of delocalization at a = b > 1/2 is still open for a large range of a. One of
the difficulties in studying this regime is that, e.g. the classical Baxter–Kelland–
Wu coupling [3] between the six-vertex model and the random cluster model
is no longer a probabilistic construction but involves complex-valued measures.
In our case this is the regime where the marginal of P on ω is not positively
associated which is a major technical obstacle. We say that a bond percolation
process on an infinite graph percolates if it contains an infinite cluster. The main
contribution of this section is a partial result saying that no percolation of ω is
a sufficient condition for delocalization in the self-dual model.
To make full use of translation invariance, we will consider the model PTn
defined on the square lattice torus Tn of size n × n. Self-duality implies that
ω shifted by (12 ,
1
2) (so that Tn becomes T
∗
n ' Tn) has the same distribution
under PTn as ω
′. This property clearly carries over to any subsequential limit
PZ2 = limk→∞PTnk . We talk about subsequential limits here since there is no
stochastic monotonicity of the model that would guarantee the uniqueness of
the limit. In our last theorem we show that if ω does not percolate PZ2-almost
surely, then ω necessarily contains infinitely many clusters surrounding the origin
and hence the associated height function delocalizes. The first implication is
immediate by self-duality whenever ω† ⊆ ω′, but this property only holds for
a = b ≤ 1/2. To get the result in full generality we use the essential fact that
η(σ) ⊆ ω′, which in particular implies that if η(σ) percolates, then so does ω′.
Theorem 6.4. Consider a subsequential limit PZ2 = limk→∞PTnk of the self-
dual model with q = q′ and a = b > 1/2, and assume that
PZ2(ω percolates) = 0.(6.5)
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Then
PZ2(infinitely many clusters of ω surround the origin) = 1.(6.6)
and
lim
|u1−u2|→∞
lim
k→∞
VarTnk [h
′(u1)− h′(u2)] =∞,(6.7)
where the height increment h′(u1)−h′(u2) is computed along one of the shortest
paths from u1 to u2 in the dual torus T∗nk .
We note that the particular choice of the path in the statement above is not
essential to the argument.
Remark 14. Since a = b > 12 , we have that ω
∗ ∩ ω′ = ∅. One therefore expects
(6.5) to hold true if e.g. one can establish ergodicity of the marginal of PZ2
onto ω. Indeed, if this were true, then by duality, positive probability of per-
colation would imply coexistence of disjoint infinite clusters of ω and ω′, which
one does not expect to happen. However, it is not clear why the infinite vol-
ume limit should be ergodic, and indeed it follows from the results of [11] and
Proposition 2.3 that this is not true in the boundary case a = 1/2 and q > 2.
To prove the theorem, we will need the following lemma. It is highly likely
that this result exists in the literature but we could not find a proper reference,
and thus we give a proof for completeness.
Lemma 6.5. Condition (6.5) guarantees that property (1) from Proposition 1.2,
which says that under PTnk the spins σ are sampled by independently chosing a
spin for each cluster of ω, carries over into the infinite volume limit PZ2.
Proof. Let S be the law on spin configurations on the vertices of Z2 coupled
with PZ2 by independently assigning a spin from Q to each cluster of ω. We
need to prove that S is equal in distribution to the marginal of PZ2 on σ. To
this end, consider a fixed box Λl and ε > 0. For L > l, let El,L be the event
that no cluster of ω connects Λl to the boundary of ΛL, and take L so large that
PZ2(El,L) ≥ 1−ε. Such L exists since by (6.5) there are only finite clusters almost
surely. Next, take k so large that nk > L and the total variation distance between
the law of PTnk and PZ2 restricted to ΛL is smaller than ε. This is possible by
weak convergence and since ΛL is fixed. Let P1 be the former and P2 the
latter law, and denote by (ω1, σ1) and (ω2, σ2) the corresponding configurations
restricted to ΛL. By the classical property of the total variation distance, there
exists a coupling Q of P1 and P2 satisfying Q(ω1 = ω2, σ1 = σ2) ≥ 1 − ε,
and hence also Q(ω1 = ω2, σ1 = σ2, El,L) ≥ 1 − 2ε. Note that conditioned on
the latter event, by property (1) from Proposition 1.2, S and σ1 have the same
law when restricted to Λl. The last inequality therefore implies that the total
variation distance between S and the marginal of PZ2 on σ restricted to Λl is
smaller than 2ε. Since l and ε were arbitrary, this ends the proof. 
We are now ready to prove our last theorem.
Proof of Theorem 6.4. For i ∈ Q, let Perc(i) be the event that the subgraph of
Z2 induced by {v : σ(v) = i} contains an infinite connected component. By
Lemma 6.5 we know that σ is distributed like an independent assignment of a
spin to each cluster of ω. By (6.5) all clusters of ω are finite almost surely, and
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hence Perc(i) are tail events with respect to these independent spin assignments.
Therefore by Kolomogorov’s 0-1 law, conditioned on ω, the probability of Perc(i)
is either 0 or 1. In the latter case, by symmetry under spin relabelling, we have
that the probability of
⋂
i∈Q Perc(i) is also 1. Hence,
PZ2
( ⋃
i∈Q
Perc(i)
)
= EZ2
[
PZ2
( ⋃
i∈Q
Perc(i) | ω
)]
= EZ2
[
PZ2
( ⋂
i∈Q
Perc(i) | ω
)]
= PZ2
( ⋂
i∈Q
Perc(i)
)
.(6.8)
Note that for topological reasons, on the event Perc(i)∩Perc(j) for i 6= j, there
must be an infinite interface in η(σ) separating the two infinite components
with different σ-spins. Since η(σ) ⊆ ω′, we infer that on the event Perc(i) ∩
Perc(j), the configuration ω′ percolates. By self-duality and (6.5), ω′ does not
percolate a.s., and therefore PZ2(Perc(i)∩Perc(j)) = 0 for i 6= j. Hence by (6.8),
PZ2(Perc(i)) = 0 for all i ∈ Q. We therefore conclude that there are infinitely
many clusters of η(σ), and hence also of η(σ′), surrounding the origin a.s. Since
ω does not percolate and η(σ′) ⊆ ω a.s., there must be infinitely many clusters
of ω surrounding the origin a.s. which gives (6.6).
It is now enough to use (6.6) to deduce delocalization of the height func-
tion (6.7). The argument is analogous to the proof of the first part of Theorem 6.1
but the required results from Sect. 5.2 need to be adjusted to the topology of the
torus by also considering noncontractible clusters that may intersect the path
along which the increment of the height function is computed. We leave the
details to the reader. 
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