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A MODEL FOR UNDERSTANDING NUMERICAL STABILITY
FOLKMAR BORNEMANN
∗
Abstrat. We present a model of roundo error analysis that ombines simpliity with predi-
tive power. Though not onsidering all soures of roundo within an algorithm, the model is related
to a reursive roundo error analysis and therefore apable of orretly prediting stability or in-
stability of an algorithm. By means of nontrivial examples, suh as the omponentwise bakward
stability analysis of Gaussian elimination with a single iterative renement step, we demonstrate
that the model even yields quantitative bakward error bounds that show all the known problem-
dependent terms (with the exeption of dimension-dependent onstants, whih are the weak spot of
any a priori analysis). The model an serve as a onvenient tool for teahing or as a heuristi devie
to disover stability results before entering a further, detailed analysis.
Key words. Numerial stability, model of roundo error analysis, Gaussian elimination
AMS subjet lassiations. 65G50, 65F05
1. Introdution. An algorithm for the numerial evaluation of a ompliated
funtion f is just a deomposition into simple intermediate steps, suh as arithmeti
operations, elementary transendental funtions, or well-behaved and well-understood
library algorithms (e.g., matrix multipliation):
f = g1 ◦ g2 ◦ · · · ◦ gk.
In the realm of oating point arithmeti, eah of these intermediate steps is ontam-
inated by roundo and hene ontributes to the nal perturbation of the result in a
twofold fashion: rst, by generating roundo error itself, and seond, by propagating
the roundo errors of previous steps. Sine the early days of numerial omputing
there has been muh progress in larifying the underlying struture and organiz-
ing the results in a onise, easily interpreted form. However, a detailed analysis
(Higham 2002) is still often quite involved and remains a battle-eld for experts, too
tedious to teah and explain in detail beyond the most trivial ases in a beginner's
ourse on numerial analysis. The instrutor typially hooses between two options:
skipping the nontrivial results (suh as stability of Gaussian elimination) entirely, or
just stating the results without proof. Either hoie is unsatisfatory for good stu-
dents sine they annot develop an understanding of the mathematial struture and
reasons.
We will demonstrate in this paper, that the overall behavior of an algorithm an very
often be well understood by analyzing a simplied model of the soures of roundo
error. As in the natural sienes suh a model has to balane simpliity with preditive
power. If suh a simple model basially leads to the same preditions, qualitatively
and perhaps even quantitatively, as a full-edged a priori roundo error analysis,
we may rightly laim to have ontributed to the understanding of the algorithm's
behavior. In fat, all the estimates of our model analysis that we present in this paper
will give the same estimates as a detailed a priori analysiswith the only exeption of
the dimension-dependent onstants, whih are, however, anyway the weak spot, and
∗
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therefore least important part, of any roundo error analysis (Higham 2002, p. 65).
In partiular, with just a few lines of simple alulations we will obtain the nontrivial
results on the norm- and omponentwise bakward stability of Gaussian elimination
ranging from the early work (Wilkinson 1963) to the analysis of iterative renement
(Skeel 1980).
In addition to being a onvenient (and to the experiene of the author also suessful)
tool in teahing, our model might serve as a heuristi devie in disovering the
struture of a stability resultbefore one enters, in a seond step, taking advantage
of the obtained knowledge, a fully detailed roundo error analysis.
The Model. The roundo error analysis that we propose is based on the obser-
vation that in many if not most ases a ritial intermediate step an be identied
that leads to a natural deomposition
f = g1 ◦ · · · ◦ gj︸ ︷︷ ︸
=h
◦ gj+1 ◦ · · · ◦ gk︸ ︷︷ ︸
=g
= h ◦ g
into just two fundamental steps. Now, the model is based on the simplifying as-
sumption that roundo error just aets the single intermediate resultafter being
output by g, before being input to h. That is, we analyze the error of the realization
map
f = h ◦ fl ◦ g.
Here fl : Rp → Fp denotes omponentwise rounding, subjet to the standard model
of oating point arithmeti
|fl(x) − x| ≤ u · |x|,
where u denotes the unit roundo of the arithmeti (u ≈ 1.11×10−16 for IEEE double
preision) and F the oating point numbers. We understand |x| omponentwise for
vetors and matries.
Outline of the Paper. In 2 we analyze the bakward stability of the realization
map
f, whih turns out to be determined by the ondition number of g−1. We will
speify the relation of the model to a omplete analysis. In fat, if the model is
unstable the same has to be expeted for the real situation. On the other hand, if g
and h are realized by bakward stable algorithms, the resulting algorithm for f would
inherit the stability of the model. This helps to understand the suess of our model
and suggests a reursive approah to a full roundo error analysis.
The rest of the paper studies some algorithms for the solution of a linear system
Ax = b. In 3 we reall some lassi expressions for the bakward error of linear
systems that are the point of departure for the simple estimates to follow. In 4 we
study the naïve algorithm, that is, multipliation with A−1, and show its instability
for badly onditioned matries. In 5 we study the normwise bakward error of
Gaussian elimination and obtain the lassi result (Wilkinson 1963). In 6 we get the
result (Skeel 1979) on the omponentwise bakward error of Gaussian elimination,
orretly prediting the inuene of the saling of the system. Finally, in 7 we show
how to disover within the frame of our model the result (Skeel 1980) that a single
step of iterative renement implies omponentwise bakward stability of Gaussian
elimination.
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2. Bakward Stability. The main result of a qualitative study of our model
an be summarized as follows:
Bakwards stability requires that g−1 is well onditioned.
In fat, bakward stability analysis requires the result of the algorithm for input x,
that is
f(x) in our model, to be represented as the exat solution to perturbed data:
f(x) = f(x+ ∆x). Writing w = g(x) for short, we have
f(x) = h(fl(w)) = h(w+ ∆w), |∆w| = |fl(w) −w| ≤ u · |w|.
Assuming g to be invertible, we propagate ∆w bakwards to obtain an estimate for
∆x:
x + ∆x = g−1(w+ ∆w), |∆x| ≤ κg−1 u · |x|+O(u2),
where κg−1 denotes the (omponentwise) relative ondition number of g
−1
at w.
Hene, the bakbard error is bounded by the unit roundo amplied by κg−1 .
2.1. Examples.
A. Consider the evaluation of f(x) = log2(1 + x) for x ≈ 0. A diret implemen-
tation of the dening formula orresponds to the deomposition
f : x
g7−→ w = 1+ x h7−→ log2(w).
Now, beause w = 1+x ≈ 1 the inverse funtion g−1 : w 7→ x = w−1 is a subtration
in the anelation regime, thus badly onditioned. Hene, we predit instability of the
formula, whih simple examples onrm. In fat, the bad onditioning of g−1 reets
the loss of information in g: we have fl(g(x)) = fl(1+ x) = 1 as soon as x is smaller
than the resolution of the mahine arithmeti. In general, well-onditioning of g−1,
however, requires that the input x is aurately reonstrutable from the intermediate
result w = g(x).
B. The solution x ∈ Rm of a linear system of equationsAx = b with a nonsingular
A ∈ Rm×m an formally be respresented as x = A−1 · b. This suggest the naïve
algorithm orresponding to the deomposition
f : A
g7−→ A−1 h7−→ x = A−1 · b.
Now, g−1 : A−1 7→ A is just g again, its ondition is (in the normwise ase) the
ondition number of the matrix A. Thus, we expet the algorithm to be unstable for
ertain badly onditioned matries. Examples that display suh instability will be
given in 4 where we extend our analysis to a more quantitative setting.
C. On the other hand, the solution of the linear system Ax = b by Gaussian
elimination orresponds to the deomposition
f : A
g7−→ (L,U) h7−→ x.
Here, g represents the LU-fatorization step, whereas h represents the substitution
steps. Now, the inverse of g, that is
g−1 : (L,U) 7−→ A = L ·U,
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is just matrix multipliation. Its ondition number an be estimated by
κg−1 ≤ 2
‖ |L| · |U| ‖
‖A‖ ,
whih is, as will be disussed in more detail in 5, suient to explain the instabilities
to be observed for Gaussian elimination with or without partial pivoting.
2.2. Relation of the Model to a Complete Analysis. In fat, the ondition
number of g−1 turns out to be relevant for a full roundo error analysis, too. Here,
we would reursively dene the realization of f = h ◦ g by
f = h ◦ g,
starting with the bakward stable realization of the arithmeti operations and basi
elementary funtions. (Of ourse, in general we annot assume that in eah step of
this reursion the g-part of the deomposition is invertible. However, it is possible to
give a reasonable denition of κg−1 even if g is many-to-one.)
With J∆xK denoting maximum omponentwise relative error1 we dene the smallest
number βf ≥ 0 suh that
f(x) = f(x+ ∆x), J∆xK ≤ βf · u+O(u2)
as the stability indiator of
f. Bakwards stability requires βf to be not too large.
Lemma 2.1. For g invertible there holds the reursive estimate
βf ≤ βg + κg−1 · βh. (2.1)
Proof. The stability indiator of
h
gives
f(x) = h(g(x)) = h(g(x) + ∆w), J∆wK ≤ βh · u+O(u2).
The stability indiator of g and the relative ondition number of g−1 allow for the
estimates
g(x) + ∆w = g(x + ∆x1) + ∆w, J∆x1K ≤ βg · u+O(u2),
= g(x + ∆x1 + ∆x2), J∆x2K ≤ κg−1 · J∆wK +O(J∆wK2).
Sine ∆x1 and ∆x2 are both perturbations of the same quantity x there holds the
triangle inequality for relative errors,
∆x = ∆x1 + ∆x2, J∆xK ≤ J∆x1K + J∆x2K ≤ (βg + κg−1 · βh)u+O(u2),
and we get the assertion.
Thus, we may omplement the maxim from the beginning of this setion by the
following rule:
If g−1 is well-onditioned, bakward stable realizations of g and
h indue a bakward stable realization of f.
1
That is, for the perturbation∆x ∈ Rm of a quantity x∈ Rm we have J∆xK =maxj=1:m |∆xj |/|xj |
with the onvention that 0/0= 0.
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Summarizing, the logial status of the proposed model is a follows. If the model
predits instability, we an expet instability in realityindependently of how g and
h are realized in pratie. Most probably, in examples that realize the worst ase
senario of the ondition number bound, there will be instability even if g and h
were alulated exatly; a fat, whih ertainly shakes our faith in the algorithm. On
the other hand, if the model predits stability, the atual stability of the algorithm
depends on how g and h are realized algorithmially. In the framework of bak-
ward stability, stability of the realization of g and h implies stability of the resulting
algorithm for f.
Example. Let us illustrate these points by reonsidering the example of 2.1.A.
Here, we deompose f(x) = log2(1 + x), x ≈ 0, dierently into
f : x
g7−→ w = log(1+ x) h7−→ w2.
Now, the ritial map g−1 : w 7−→ ew − 1 has relative ondition number κg−1 ≈ 1 for
w ≈ 0. The model alone would therefore predit numerial stability. On the other
hand, the full, reursive analysis has to take the atual algorithms for g and h into
aount. Step h, as a multipliation in IEEE arithmeti, is ertainly bakward stable.
However, the status of g is far less lear. If its realization is hosen to be based on
the deomposition g : x 7→ z = 1 + x 7→ log(z), then an analysis similar to 2.1.A
reveals instability. Otherwise, if g is realized, for instane, by using Kahan's stable
algorithm as implemented in Matlab's log1p ommand, the resulting algorithm for f
is stable, too.
Hene, the hoie of the deomposition will ritially determine the suess or failure
of the model. In general, making a onlusive hoie will depend on the user's ex-
periene or luk. However, we will show in the rest of the paper, that quite natural
suh deompositions our in the analysis of the stability of Gaussian elimination.
3. The Bakward Error of Linear Systems. To prepare for a more quanti-
tative analysis of algorithms for the solution of linear systems of equations Ax = b
we reall the onept of the bakward error of an output vetor x ∈ Rm. Normwise
analysis onsiders
2
η = min
E∈Rm×m
{ ‖E‖
‖A‖ : (A + E)x = b
}
,
whereas omponentwise analysis studies
ω = min
E∈Rm×m
{
max
ij
|E|ij
|A|ij
: (A + E)x = b
}
.
The lassi results (Rigal and Gahes 1967) and (Oettli and Prager 1964) show that
η and ω an be alulated from the data of the linear system and the output vetor
x by means of the following simple formulæ:
η =
‖r‖
‖A‖ · ‖x‖ , ω = maxj=1:m
|rj|
(|A| · |x|)j . (3.1)
2
Throughout the paper we deal with monotone vetor norms like the 1-, 2-, or ∞-norm, and the
indued matrix norms.
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Here, r = b − Ax denotes the residual of x. These formulæ, whih have very short
and straightforward proofs (Higham 2002, pp. 120/122), are also valuable for the a
posteriori assessment of omputed solutions. We will use them as a onvenient point
of departure for a quantitative analysis in the frame of our proposed model.
4. Model Analysis of the Naïve Algorithm for Linear Systems. As dis-
ussed in 2.1, the naïve algorithm for the solution of a linear system is given by the
deomposition
f : A
g7−→ B = A−1 h7−→ x = B · b.
Our model analyzes how roundo in B aets the solution x and its bakward error:
f : A
g7−→ B = A−1 fl7−→ B = B+ ∆B h7−→ x = B · b.
The perturbation |∆B| ≤ u · |B| indues, by propagating bakwards through g−1, an
equivalent perturbation
A = A+∆A = g−1(B) of the input matrix. By onstrution,
we have
Ax = b,
(A + ∆A)(A−1 + ∆B) = I, i.e., ∆A = −A · ∆B ·A − ∆A · ∆B ·A,
and therefore the omponentwise estimate
|∆A · x| ≤ |A| · |A−1| · |Ax|u+O(u2).
Sine r = b −Ax = ∆A · x and x = x+O(u), we get by (3.1)
η =
‖∆A · x‖
‖A‖ · ‖x‖ ≤
‖ |A| · |A−1| · |Ax| ‖
‖A‖ · ‖x‖ u+O(u
2) =: γ(A, x)u+O(u2). (4.1)
To relate with better known quantities, we may further estimate
γ(A, x) ≤ ‖ |A| · |A−1| ‖ = ond(A−1),
in agreement with our qualitative analysis of 2.1.B. Thus, instability in the normwise
onept appears to be only possible for badly onditioned matries.
4.1. Examples.
3
A. A notoriously badly onditioned matrix is the famous Hilbert matrix Hm for
larger dimensions m. In Matlab there is the ommand invhilb that supplies H−1m
and allows to implement the naïve algorithm:
4
>> m = 20; A = hilb(m); B = invhilb(m); b = ones(m,1); x = B*b;
>> eta = norm(b - A*x,inf)/norm(A,inf)/norm(x,inf)
eta = 1.2787e-005
3
If not expliitly stated otherwise, all the examples in this paper use the norm ‖ · ‖∞ .
4
Here, and in the examples to follow, we have ross-heked the atually alulated bakward
errors with higher preision arithmeti. The rst digits were always orret, so that the onlusions
we draw are not aeted by roundo errors in the omputed residuals.
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Thus, the naïve algorithm is unstable as predited by the a priori bound (4.1), whih
turns out to be
η = 1.27 · · · × 10−5 ≤ γ(A, x) · u = 5.69 · · · × 10−4;
a fairly good predition indeed. On the other hand, we have to be areful to base a
predition on oarser upper bounds that were introdued for the ease of interpretation:
the ondition number yields
η ≤ ond(A−1) · u = 6.63 · · · × 1011,
whih gives too pessimisti a piture of the atual bakward error.
B. The following example (Skeel 1979, p. 509) shows that the naïve algorithm
an be stable for some badly onditioned matries:
A =


1 1 −1 −1
1 0 0 1
0 0 ǫ 0
0 ǫ 0 0

 , b =


0
2
1
1

 , x =


1
ǫ−1
ǫ−1
1

 .
This matrix fullls
ond(A) = 4, ond(A−1) = 2+ 4ǫ−1.
However, numerial experiments with various small 0 < ǫ ≪ 1 exhibit very small
bakward errors of about the size of the unit roundo. This is fully reeted by our
model analysis, sine
γ(A, x) = 1+
ǫ
2
≈ 1.
5. Model Analysis of Gaussian Elimination: The Normwise Case. As
disussed in 2.1.C the solution of a linear system Ax = b by Gaussian Elimination
orresponds to the deomposition
f : A
g7−→ (L,U) h7−→ x.
In the model roundo aets only the intermediate result, the LU-fatorization, by
f : A
g7−→ (L,U) fl7−→ (L, U) = (L+ ∆L,U+ ∆U) h7−→ x.
Here, the perturbations |∆L| ≤ u · |L|, |∆U| ≤ u · |U| indue, by propagating through
the inverse of g (that is, matrix multipliation), an equivalent perturbation of the
input matrix
A+ ∆A = LU = (L+ ∆L) · (U+ ∆U), i.e., ∆A = ∆L ·U+ L · ∆U+ ∆L · ∆U.
This way we obtain the omponentwise estimate
|∆A| ≤ 2 |L| |U| · u∗, u∗ = u+ u2/2. (5.1)
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Beause of r = b− Ax = ∆A · x we get by (3.1)
η ≤ ‖ |∆A| · |x| ‖‖A‖ · ‖x‖ ≤ 2
‖ |L| · |U| · |x| ‖
‖A‖ · ‖x‖ u∗ ≤ 2
‖ |L| · |U| ‖
‖A‖ u∗ =: 2γ(L,U)u∗, (5.2)
in agreement with our qualitative analysis of 2.1.C. If we restrit ourselves to mono-
tone matrix norms, we an further estimate the growth fator γ(L,U) by using
U = L−1 ·A
γ(L,U) =
‖ |L| · |U| ‖
‖A‖ ≤
∥∥ |L| · |L−1| ∥∥ · ‖A‖
‖A‖ = ond(L
−1).
Thus, an instability of Gaussian elimination in the normwise ase requires a badly
onditioned L-fator of the matrix A.
5.1. Examples.
A. It is well known that Gaussian elimination without pivoting is bound to be
unstable for small pivot elements. An example is given by
A =
(
ǫ 1
1 1
)
, L =
(
1 0
ǫ−1 1
)
, U =
(
ǫ 1
0 1− ǫ−1
)
.
For ǫ = u, b = (1, 0)T a numerial experiment yields5 x
.
= (−2, 1); the exat solution,
however, would be x
.
= (−1, 1)T . The bakward error turns out to be η
.
= 1
4
. On the
other hand we have
γ(L,U) = ǫ−1, ond(L−1) = 1+ 2ǫ−1,
whih, by (5.2), gives the fairly good predition η ≤ ǫ−1 · u = 1.
B. Gaussian elimination with partial pivoting yields an L-fator that satises
|L| ≤ 1 omponentwise. This an be used (Higham 2002, p. 143) to show that
γ(L,U) ≤ ond(L−1) ≤ 2m − 1,
whih proves that the growth fator remains bounded for xed dimension m. How-
ever, the upper bound on ond(L−1) is attained for Wilkinson's famous matrix
A =


1 1
−1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
−1 · · · −1 1

 , L =


1
−1
.
.
.
.
.
.
.
.
.
.
.
.
−1 · · · −1 1

 .
Numerial experiments quikly exhibit very large bakward errors:
>> m = 53; A = eye(m)-tril(ones(m),-1); A(:,m) = 1;
>> rand('seed',42); b = rand(m,1); x = A\b;
>> eta = norm(b-A*x,inf)/norm(A,inf)/norm(x,inf)
eta = 3.2342e-003
5
We write a
.
=b if a−b≈ u.
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Our analysis yields a fairly good predition,
η = 3.23 · · · × 10−3 ≤ 2γ(L,U) · u∗ = 3.77 · · · × 10−2.
C. For symmetri positive denite matries, the solution of the linear system
Ax = b by Cholesky fatorization orresponds to the deomposition
f : A
g7−→ L h7−→ x
with A = L · LT . A perturbation L = L+ ∆L of the intermediate result by roundo,
|∆L| ≤ u · |L|,
indues, as for (5.2), the bakward error (with respret to the norm ‖·‖2)
η ≤ 2
∥∥ |L| · |LT | ∥∥
2
‖A‖2
u∗ = 2γ(L, L
T )u∗.
Sine ‖ |L| ‖2 ≤
√
m‖L‖2 for any m×m matrix, we infer (Higham 2002, p. 198)
γ(L, LT ) ≤ ‖ |L| ‖2
∥∥ |LT | ∥∥
2
‖A‖2
≤m ‖L‖2
∥∥LT∥∥
2
‖LLT‖2
= m.
Hene, we have
η ≤ 2mu∗,
whih hints to the perfet normwise bakward stability of the Cholesky method.
6. Model Analysis of Gaussian Elimination: The Componentwise Case.
The matrix estimate (5.1) immediately yields an estimate of the omponentwise
bakward error,
ω = max
j
|∆A · x|j
(|A| · |x|)j ≤ maxj
(|∆A| · |x|)j
(|A| · |x|)j ≤ 2 maxj
(|L| · |U| · |x|)j
(|A| · |x|)j u∗
≤ 2 maxj(|L| · |U| · |x|)j
minj(|A| · |x|)j) u∗ = 2
‖ |L| · |U| · |x| ‖∞
‖ |A| · |x| ‖∞
maxj(|A| · |x|)j
minj(|A| · |x|)j︸ ︷︷ ︸
=σ(A,x)
u∗, (6.1)
whih by U = L−1A, that is |U| ≤ |L−1| · |A|, indues (Skeel 1979, Thm. 4.4)
ω ≤ 2 ond(L−1)σ(A, x)u∗. (6.2)
As our derivation shows, this is not neessarily the best possible onise bound, but
it allows for the easy omparison with the normwise bound (with respet to ‖·‖∞ )
η ≤ 2 ond(L−1)u∗.
We see that the omponentwise bound just diers by the additional fator σ(A, x) ≥ 1.
This fator measures the quality of the saling of the linear system with respet to x
and predits an instability for badly saled systems.
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6.1. Examples.
A. We return to the example of 4.1.B. The growth fator and the saling are
given by
ond(L−1) = 3+ 4ǫ, σ(A, x) = 2+ 2ǫ−1.
Experimentally, for ǫ = 10−16, Gaussian elimination yields (partial pivoting is not
used here beause of |L| ≤ 1)
η = 2.84 · · · × 10−17 ≤ 2 ond(L−1)u∗ = 6.66 · · · × 10−16.
On the other hand, the omponentwise bakward error satises
ω = 0.499 · · · ≤ 2 ond(L−1)σ(A, x)u∗ = 13.3 · · · .
Thus, the model analysis helps to understand the atual behavior of the two error
onepts. In partiular, we see that saling an be an issue for Gaussian elimination
with partial pivoting if analyzed omponentwise.
B. There are matries, for whih the upper bound (6.2) turns out to be too
oarse. As an example, we onsider totally positive matries A suh as the Hilbert
matrix of 4.1.A or matries that appear in spline interpolation. These matries fator
with L ≥ 0 and U ≥ 0. Thus, we best stay with the following intermediate step in
the hain of estimates (6.1):
ω ≤ 2max
j
(|L| · |U| · |x|)j
(|A| · |x|)j u∗.
Here, we obviously have |L| · |U| = |A| and we an therefore diretly infer the perfet
stability estimate (de Boor and Pinkus 1977)
ω ≤ 2u∗.
7. Model Analysis of a Single Iterative Renement Step. In this nal
setion we will apply the model analysis to the understanding of the results (Skeel
1980) on iterative renement of Gaussian elimination. We reall that the iterative
renement of a alulated solution x of a linear system Ax = b onsists of three
steps: ompute the residual r0 = b − Ax, solve Aw = r0 for a alulated orretion
w (reusing the LU-deomposition of A), update y = x+ w. If there were no roundo
errors in the renement steps (that is, w = w), we would obtain y = x, the exat
solution.
In the previous two setions, the model analysis of Gaussian elimination allowed for
roundo errors just in the L- andU-fators of A yielding some equivalent perturbation
of that matrix. Beause of the reuse of these fators in the iterative renement step,
we reasonably assume that both Gaussian elimination steps, that is, those leading to x
and w, are aeted by roundo through a single perturbation A = A+∆A satisfying
the estimate (5.1). This way, the result y of the iterative renement is given by
y = x+ w, (A + ∆A) w = r0 = b −Ax = ∆A · x.
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The residual after this step is r1 = b −Ay = r0 −A w = ∆A w, and therefore
A w = r0 − ∆A w = ∆A(x − w) = ∆A(y− 2w), w = A
−1∆Ay− 2A−1∆A w.
Hene we have
|∆A w| ≤ |∆A| |A−1| |∆A| |y| + 2 |∆A| |A−1| |∆A w|,
whih by (5.1), that is |∆A| ≤ 2 |L| |U|u∗ ≤ 2 |L| |L−1| |A|u∗, implies
‖∆A w‖∞ ≤ 4 ond2(L−1) ond(A−1) · ‖ |A| |y| ‖∞ u2∗
+ 4 ond(L−1) ond(A−1)u∗ ‖∆A w‖∞ .
If 4 ond(L−1) ond(A−1)u∗ < 1 we an solve for ‖∆Aw‖∞ and getas in the deriva-
tion of (6.1)the following upper bound of the bakward error of y:
ω1 = max
j
|r1|j
(|A| · |y|)j = maxj
|∆A · w|j
(|A| · |y|)j ≤
maxj |∆A · w|j
minj(|A| · |y|)j
=
‖∆A w‖∞
‖ |A| |y| ‖∞ σ(A, y) ≤
4 ond2(L−1) ond(A−1)σ(A, y)u∗
1− 4 ond(L−1) ond(A−1)u∗
u∗. (7.1)
Beause of ond(L−1) ≥ 1, σ(A, y) ≥ 1, the premise is in partiular satised if
8 ond2(L−1) ond(A−1)σ(A, y)u∗ ≤ 1, (7.2)
for whih we obtain from (7.1) the simple perfet bound ω1 ≤ u∗. Exept for a
onstant depending on the dimension m this is exatly the result (Higham 2002,
p. 239) of an elaborate analysis that takes all the details of roundo error rigorously
into aount.
6
Summarizing our analysis predits: As long as the linear system is not too badly
onditioned (ond(A−1) is not too large) and not too badly saled (σ(A, y) is not too
large), and Gaussian elimination is not too unstable (ond(L−1) is not too large), one
step of iterative renement implies omponentwise bakward stability.
7.1. Example. We onsider the example (Skeel 1979, p. 500)
A =

3 2 12 2ǫ 2ǫ
1 2ǫ −ǫ

 , b =

3+ 3ǫ6ǫ
2ǫ

 , x =

ǫ1
1

 ,
of a well onditioned (for this partiular right hand side b), but badly saled linear
system. Beause of
ond(A−1) =
6
5
ǫ−1 +O(1), σ(A, x) =
3
4
ǫ−1 +O(1), ond(L−1) =
8
3
+O(ǫ),
6
The ath, of ourse, is that without doing the full analysis we would not know if we had
really determined the full bound. However, the point of this paper is a better understanding of the
underlying mathematial struture. If, by negleting many details, we ome to predit the same
bounds with muh less eort we seem to have put the fous on the right spot.
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Fig. 7.1. Bakward errors ω0 and ω1 vs. ǫ
ondition (7.2) reads as
1 ≥ 8 ond2(L−1) ond(A−1)σ(A, y)u∗ = 256
5
ǫ−2 +O(ǫ−1),
that is, one step of iterative renement is predited to imply stability as long as ǫ
remains larger than about the square root of the unit roundo,
ǫ ≥ 16
5
√
5u+O(u2) ≈ 7.5 × 10−8.
In fat, the upper bound (6.2) predits that the omponentwise bakward errorω0 of x
behaves like ω0 = O(ǫ
−1u); whereas the upper bound (7.1) predits ω1 = O(ǫ
−2u2)
for the rst renement step y. All this an perfetly be observed in an atual numerial
experiment, see Figure 7.1.
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