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ABSTRACT 
The control of linear multivariable systems (LMS) 
where only some of the state variables are directly 
measurable is considered. The control configurations 
adopted employ feedback from the measurable state 
variables, i.e., the system outputs, via multivariable 
dynamic compensators. The design problem of determining 
the compensator parameters is approached via the following 
methods: 
(1) The minimization of quadratic performance 
indices in the state and control variables, i.e., the 
optimal control method. 
(2) The positioning of the closed-loop system 
poles, i. e., the pole placement (or modal control) method. 
(3) The realization of appropriate state feedback 
laws through the use of observers. 
The optimal output feedback control of essentially 
noise-free LMS is first examined. A gradient-type solution 
algorithm is developed that appears to be more efficient 
computationally than previous techniques; a modified 
algorithm for handling open-loop unstable LMS is also 
described. The treatment is then generalized to include 
cases where the LMS contains appreciable amounts of process 
and measurement noise; both stationary and non-stationary 
stochastic problems are considered. 
Pole placement via output feedback is next examined 
as a possible alternative to the optimal control approach. 
i 
ii 
To this end, unres cted-rank pole placement techniques 
are developed which enable the closed-loop poles to be 
positioned t~er arbitrarily close to specified locations, 
or within prescribed regions of the complex plane. Unlike 
previous work, new techniques enable exact pole 
lacement to be achieved with dynamic compensators having 
the lowest possible order. Consideration is then given to 
the more general problems of achieving exact (or approximate) 
pole placement while minimizing 
(a) quadratic performance indices in the state 
and control variables, 
(b) po sensitivi s to small or large system 
parameter variations, and 
(c) steady-state following errors due to measurable 
and unmeasurable disturbances. 
Finally, the construction of minimal-order observers 
is formulated as a static optimizatiori problem for which a 
gradient-type solution technique is proposed. The 
suitability of using such observers to realize state 
feedback laws for achieving optimal control, po placement 
or decouplin~ also exa~ined. 
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CHAPTER 1 
INTRODUCTION 
1.1 EARLY DEVELOPMENTS IN CONTROL ENGINEERING 
Feedback control systems have n in existence for 
thousands of years. However, until comparatively recently, 
such systems were not designed formally but were rather the 
product of mechanical ingenuity. One of the earliest 
attempts at analysis was by Maxwell [1] who studied the 
phenomenon of hunting (instability) in flyball governors. 
About the same period, Routh discovered his famous stability 
criterion and by the end of the 19th century, several basic 
concepts in control engineering, e.g. control loop, 
feedback, controller w{th dynamic elements, etc. had begun 
to emerge [15]. 
1.1~1 Classical trial-and-erior techn 
The demand for more accurate servomechanisms in 
connection with fire-control and other applications in 
World War II resulted in considerable research efforts 
being directed towards control system design. 'Tremendous 
strides were made during this pe~iod in extending analytical 
and design techniques as well as in the actual construction 
of high performance control systems. Thus, Harris [2] in 
1941 and Hall [3] in 1943 adapted the work of Nyquist [4] 
2 
on the feedback amplifier to the analysis and design of 
servomechanisms in the frequency (w-) domain, while Bode 
[5], MacCol1 [6] and others similarly adapted the results 
of Bode on minimum phase electrical networks. A second 
approach to control system analysis.and design is via 
Laplace transforms. This so called s-domain approach was 
pioneered ·by Gardner and Barnes [7] and culminated in the 
root-Iocus-method (RLM) introduced by Evans [8] about 1948. 
The conventional w-domain and s-domaintechniques 
have one thing in common in that a trial-and-error design 
procedure is involved. The design process begins .with an 
educated guess as to the form of a suitable controller 
whose parameters are tentatively chosen on the basis of a 
partial analysis. If the complete analysis that follows 
shows that the performance of the control system does not 
meet specifications, then the design is modified in a manner 
governed largely by the designer's experience and intuition. 
Th~s is again followed by a performance analysis. The 
process is repeated until the specifications are satisfied. 
The design tools available to the designer are either 
graphical or analytical, e.g. Root Loci, Nyquist and Bode 
plots. 
1.1.2 Analytical design techniques 
In contrast to the trial-and-error approach, 
, 
alternative design procedures, called analytical design 
techniques, have been explored since the early 1940's. 
Early work in this area included that by Weiner, Hall [3], 
Bode and Shannon [9], James, Nichols and Phillips [10] 
Newton, Gould and Kaiser [11]. The techniques are one step 
3 
beyond the trial-and-error stage because the methods proceed 
directly from the problem specifications to the design 
without the need human intuition. The design procedure 
begins with a suitably specified performance index which 
gives a qualitative measure for the performance the 
system, Unlike the trial-and-error approach, no licit 
statement concerning the degree of stability is red 
that all solutions must result in the system being 
Ie and the controller being realizable. The effects of 
noise on system rformance were also considered. An 
excellent text which describes se techniques [ 11] . 
1.1.3 Direct is method of Guillemin and Truxal 
--------~------------------~--~---------------------
Another t synthesis method is that due to 
Guillemin and Truxal [12]. The design procedure begins 
with a reduction of the design ifications to a desired 
closed-loop trans function ch.aracter i zed by its 
zerO configuration. A compensator is then designed 
where the unwanted plant poles zeros are simply 
cancelled out. However, specifying the desirable closed-
loop transfer function often over-defines the sign 
problem, placing unnecessary and undesirable restrictions 
upon the designer. Furthermore, pole-zero cancellation 
without regard to internal state variables could result in 
the system being uncontrollable and unobservable [13]. 
The trial-and-error, the analytical and the direct 
synthesis design techniques described above have been 
developed mainly towards the control of single-input, 
single~output (8180) systems. the end of World War II, 
this so called classical contY'ol theory was quite well 
developed. It was therefore natural to expect that the 
next of the control theory evolution v.,rould be in the 
area of multi-input, mUlti-output (MIMO) control system 
design. Indeed, attempts to solve the MIMO control 
problem had been reported as early as 1938 in a paper by 
Voznesen i [42]" 
1.2 LINEAR MULTIVARIABLE CONTROL SYSTEM DESIGN 
A fundamental characteristic of mul variable 
systems is the coupling or interaction between the input 
4 
and output variables, in that one input af cts more than 
one output. A consequence of such interaction often is a 
reduction in the stability margins operation [16]. 
Hence, the possibility of designing a succession of feedback 
loops one at a time using well-established classical 
feedback theory for a general MIMO system is unlikely to 
be successful. 
To overcome this problem, it has n proposed that 
the MIMO system be first decoupled into a number of SISO 
subsystems by appropriate compensation. This is discussed 
in the next section. 
1.2.1 Non-interactive design technique 
Consider the general multivar system shown in 
Fig. 1.1 with an equal number of inputs in u(s) and 
outputs in y(s). 
The design ,objective may be simply stated as: find 
a suitable K(s) such that G(s)K(s)is a diagonal matrix. 
u(s) E 
!to 
F iq. 1. 1 
" 
Series 
controller 
. K (s) 
. 
Plant 
G(s) 
Feedback 
controller 
F (s) 
A qeneral multivariable control svstem 
5 
y(s) 
When this occurs, non-interaction is said to have been 
achieved. Clearly, this results in the MIMO system being 
decoupled into a system of several S~ISO systems. Then, 
the classical design techniques mentioned in §1.1 may be 
used to determine an appropriate diagonal matrix F(s) so 
that the resulting closed-loop system has the desired 
performance characteristics. This completes the design 
procedure. 
It was claimed [42] that the non-interacting problem 
posed above was first solved by the Russian researcher 
Voznesenskii in 1938. However, the·first reported work in 
English was that by Boksenbom and Hood [17] in 1949 where 
a non-interacting jet engine was synthesized. Subsequent 
applications of this technique to other practical control 
problems can be found elsewhere, e.g. [18], [19]. 
Boksenbom and Hood have approached the problem via 
a frequency domain technique. Recently, the problem has 
been considered using state-space (time-domain) formulation 
(see e.g. [20]) which in a form more convenient for 
programming on a digital computer. Although some 
contributions in this area have been made by the author 
and his pro.ject supervisor (see the paper by Sirisena and 
Choi [21]), the details of this work have not been included 
in this thesis because it is felt that non-interactive 
design technique is likely to be of limited applicability 
for reasona listed in Table I. 
In view of the disadvantages and difficulties met 
in designing perfectly non-interacting LMS, the inver~e 
Nyquist array (INA) method has been devised by Rosenbrock 
6 
Advantage' 
(A1) Conceptually 
Disadvantages 
(D1) Complicated controller is usually 
required to achieve exact 
non-interaction [16], [22]. 
(D2) Excessive of design freedom 
is used to make G )K(s) diagonal 
leaving little freedom for 
improving performance [16]. 
(D3) If det ~(s)] has RHP zeros, then 
the resulting design gives unstable 
or poor control [22]. 
Table I 
[24] where only "approximate" non-interaction is aimed 
for. The technique is described in the next section. 
1.2.2 Inverse method 
Consider the LMS depicted in F 1.1. 
Denote O(s) [G(S)K(S)]-1 and the 1,J element of 6(s} 
"-
by q .. (s) • 
1J 
" Assume that Q(s}. is of dimension m xm. 
In the INA method, K(s) is chosen using an 
"-
interactive and ive process such that Q(s) is 
diagonal dominant, i.e. 
Iq·· (s) I » 11 
m 
E I q .. (s) I 
1J 
= d. (s) 1 i 1 I ••• ', m 1 
Diagonal dominance may be attained the following 
steps are followed [24]: initialize design procedure by 
guessing the form and values of K(s}, then 
Step (i): 
J,-tep(ii) : 
Plot i (s), i = 1, ... ,m for a range of values 
of s j w. 
On 
"-
locus q .. (s), construct a set of circles 
11 
7 
each of radius d. (s) centered at the 
1 
appropriate s. This is repeated for 
i = 1 , •.• ,m. A typical plot is shown in 
Fig. 1.2. 
Step (iii): If any d. (s) is compatible (or large) compared 
1 
to I~ .. (s) I, then diagonal dominance has not 
11 
. 
been achieved for the ith input/output pair, 
in which case, K(s) is usually modified in a 
manner very much governed by the designer's 
intuition and experience. The procedure is 
then repeated. 
When diagonal dominance has been achieved, then 
suppose the band of circles centred on q .. (s) (the 
11 
"Gershgorin band") does not touch the segment of the 
negative real axis between the origin and the point - k. 
1 
(see Fig. 1.2), all i. The design of feedback control 
system may then be completed on the basis of a set, of 
individual single loops, see Fig. 1.3, with gains f., 
1 
i = 1, ... ,m. Furthermore, it has been shown [24] that so 
long as the feedback ga1n f. are chosen within the range 
1 
-k. ~ f . .( 0, then the overall control system is stable. 
1 1 
Therefore, the control system has nigh integrity [24] in 
that should there be a hardware failure in the ith feedback 
loop, making f. = 0, the closed-loop system is still stable. 
1 
Most of the work on INA has been carried out at the 
8 
University of Manchester Institute of Science and Technology 
(UMIST). Applications of this method to practical control 
problems have also been reported usee e. g. [25] - [27]. As 
of this writing, the potential of this method is unclear 
A 
q .. (s) 
II 
u (s) 
m 
1 • 2 A typical inverse Nyquist array plot 
1----1----. Y I (S) 
G(s) K(s) (s) 
F iq. 1. 1 The complete control system 
9 
10 
because apart from several theoretical problems that still 
remain to be solved [28}, [29] I the method suffers from the 
shortcomings summarized in Table II. 
Advantages 
(A1) Only a limited amount 
of experimental data on 
plant is needed. 
. Disadvantages 
(01) ,It is not truly a 
synthesis method." 
(A2) It is insensitive to 
plant model inaccuracy. 
(02) The method requires design 
experience if it is to be 
used successfully. 
(A3) It is a high integrity 
design techniqu~ with 
respect to the opening 
of feedback loops. 
(03) The method is interactive 
and iterative. 
(A4) It can handle "standard" 
forms of engineering 
performance specifications. 
Table II 
1.2.3 Optimal control approach 
It is perhaps in recognition of the d~sadvantages 
listed in Table I that prompted researchers to abandon the 
aim of achieving perfect non-interaction. It was also felt 
[23] that in view of the reason (D2) given in the same 
table, the performance of coupled LMS'may be made superior 
to that of deccmpled LMS.Towards this end/ one of the most 
powerful design techniques that has been developed to date 
deals with the design of the optimal feedback system for" a 
linear, possibly time-varying plant with quadratic 
perfo~ance index [30] . The" pioneering work in this area 
was done by Kalman [31]. Several texts have since been 
written on this particular control topic, see ego [32] [ 34] . 
Suppose all the state variables are directly measurable., then the 
1 1 
linear optimal control problem is formulated as follows. 
Given the LMS 
x(t) = A(t)x(t) + B(t)u(t) ( 1 -1 ) 
X(t)ERn , U(t)ERm are the state and control vectors 
respectively. A(o) and B(o) are matrices of appropriate 
dimensions. 
The design objective is to minimize a performance 
index J(u) whexe 
T 
J(u) =!x' (T)Sx(T) +tfo Xl (t)Q(t)x(t) +u' (t)R(t)u(t)dt (1-2) 
with the assumption that Q(t) ~o, R(t) > 0 and S). o. 
T is the terminal time. (1-2) is a generalization of the 
classical integral-square error performance criterion [11]. 
The solution of the problem is well known and can be 
derived via Hamilton-Jacobi-Bellman theory. It can be shown 
that the optimal control u*(t) which minimizes (1-2) exists, 
is unique and is given by the equation 
u* (t) = R- 1 (t)B' (t)K(t)x*(t) (1-3 ) 
where K (t) = K' (t) ). 0 is the solution of the matrix Riccati 
equation 
K(t) = - K(t)A(t) -A' (t)K(t) + K(t)B(t)R-1 (t)B' (t)K(t) -Q(t) (1-4 ) 
with boundary condition 
K (T) = S (1-5 ) 
The derivation of these results is omitted but can be found 
in [31] - [34]. 
12 
If (1-1) is time-invariant and Q,R are constant 
matrices, S = 0 and' T -+ 00, the optimal feedback law is 
n,n 
linear and time-inva~iant [31], i.e. 
u* (t) == (1-6 ) 
1\ 
where :K I K > 0 is the solution of the algebraic Riccati 
equation 
o ( 1-7) 
The properties of the time-invariant optimal 
clo loop system described above have also been 
investigated, see e.g. [32]. By considering the Nyquist 
plot of the optimal closed-loop system, it has been 
established that the gain-margin of the closed-loop system 
is theoretically infinite, while the phase margin is at 
o least 60 [32]. Of course, no physical system can have 
infinite g n margin due to such parasitic effects as stray 
capacitance, time delay, 'etc. However, even if the linear 
models are only approximate representations of the 
systems, the gain margin of the optimal closed-loop system 
may still be very good. The effects of non-linearities and 
time-delays in the optimal closed-loop systems have also been 
studied [32]. 
The design teChniques uS'ing the state feedback laws 
(1-3) or, (1-6) have since been applied to practical sign 
problems. For a survey on this, see e.g. [30]. 
It must remembered that in the formulation of the 
linear optimal control problem, it is assumed that the plant 
is described exactly by' (1 1) and that all the state 
variables are available for use in the control law (1-3) or 
(1-6). There are many practical situations where these 
assumptions are not valid [14]. The advahtages and 
disadvantages of the optimal control technique are 
summarized in Table III. 
Advantages Disadvantages 
-
(A1) A true synthesis (D1 ) Requires accurate plant 
method. model. 
(A2) Solution of the problem (D2) The complete state vector 
is explicitly known and must be available for the 
easily computed. implementation of the 
optimal control law. 
(A3) Economic type performance (D3) Under certain conditions, 
specification. the optimal controller may 
be of low integrity [14] • 
Table III 
Much research effort has been directed towards 
overcoming these ·shortcomings. Thus, model inaccuracy 
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motivates the search for more efficient techniques in system 
identification [35] and the design of robust cQntrollers, 
see e.g. [36]. Also, Luenberger observer theory [37] has 
been developed to handle cases where not all state variables 
of a noise free plant can be measured directly: the 
Luenberger observer estimates the missing states 
asymptotically as t -+ 00. For plants operating in a noi 
environment, the Luenberger observer is replaced by a 
Kalman-Bucy filter [38] . Although these results are pleasing 
and do provide a way round the problem, the resulting 
control scheme tends to De unnecessarily complex due to the 
high order observer (or filter) present in the feedback loop. 
The pr0blem of inaccessible states has been attacked 
more directly by Levine and Athans [40] who._adopt a fixed~ 
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configuration approach with feedback from the measurable 
states in what amounts to a generalization of classical 
analytical design techniques [11]. Subsequent extensions 
o~ this approach (see Chapters 2 and 3 of this thesis) 
provide a means for avoiding the use ~f high-order 
observers or filters. 
1 2.4 Pole placement approach 
Another synthesis method for time-invariant LMS 
that has captured much recent research interest is the 
so called pole placement (or modal control) approach. 
Consider now the time-invariant linear system 
. 
x(t) = Ax(t) + Bu(t), x (0) (1 -8) 
x(t)ERn , u(t)ERm and the general state feedback law 
u(t) = Fx(t) 
Therefore the closed-loop system is given by 
. 
x (t) = (A + BF) x (t) 
and the solution of the differential equation is 
X(s) = adj(sI-A-BF) Xo(s) \sI-A-BFI 
(1-9 ) 
(1-10) 
(1-11) 
then the pole placement problem may be stated simplY as: 
find an appropriate F such that the n roots (A) of the 
characteristic polynomial IAI-A-BF\ 0, i.e. the poles of 
the closed-loop system (1-10), assumed some arbitrary 
preassigned values. 
In the design of S1S0 control system, for example, 
a gain (f) in the closed-loop system is adjusted so that 
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the po are shifted to desirable positions of complex 
plane. A common method us.ed is the RLM which is in fact a 
graphical means of plotting the pole positjonsas a function 
of f. However, the process can become extremely tedious 
when involves more than one parameter. There , there 
is a to develop alternative techniques for handling 
po lacement problems. Indeed, there has been much. 
research activity in this area during the last years. 
The solution of the pole placement problem posed 
above is guaranteed to exist provided the plant (1-8) is 
controllable [39]. For situations where not all the state 
variables are available, an observer may be constructed to 
estimate the inaccessible states. However, the same 
criticism made ear 1n §1.2.3 concerning the observer 
order also applies in this case. A more practical approach 
to the pole placement problem is to use feedback from those 
state variables which are directly measurable. Several 
design ,techniques to do this are'currently available 1n 
the literature, see e« g. [41]. However, un the 
technique developed in Chapter 4, they do not, in general, 
result in the minimal-order controller being obtained. 
The pole placement problem is also seen to be, in 
part, a generalization of the direct synthesis method of 
Guillemin and Truxal (GT) described in §1.1.3 to MIMO 
systems. Unlike the GT techn~que, however, the pole 
placement problem places no restriction on the numerator 
of the transfer matrix The extra degrees of design freedom 
obtained as a result may be used to attain other design 
objectives. This will be described in Chapters 4, 5 and 6. 
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1.3 THESIS ORGANISATION 
This thesis is devoted to the design of linear 
multivariable control systems using the modern state-space 
approach. Topics investigated include the optimal control 
terministic and stochastic systems, the po placement 
problem, the servomechanism problem and the design of 
reduced-order observers. Research efforts are directed, 
in particular, towards developing efficient computational 
techniques which can be conveniently programmed on a digital 
computer. All expressions used in the computational 
s are also derived. 
Perhaps most importantly, it will be seen that all the 
techniques described in this thesis employ feedback from only the 
measurable state variables> i.e. the plant outputs. TherefoY'e, 
difficulty in measuring or estimating the missing state 
variables contY'ol purposes neVeY' arises. Also, the controllers 
cons re .. are usually of lower order than that of 
Luenberger observers (for the deterministic case) or 
Kalman-Bucy filters (for the stochastic case). Then, very 
much in the spirit of optimal control, the available design 
are made use of to obtain the "best" system 
performance. The degree of "goodness" is, of course, 
de d on the basis of the design specifications. 
Chapter 2 begins with an investigation into the 
I 
optimal control of essentially noise-f~ee time-invariant 
systems using fixed-configuration compensators. The maln 
contribution in this chapter is the development of a 
gr algorithm for obtaining the optimal compensator 
par s. Unl ~ll other available techniques, the 
proposed method avoids the solution of non- near matrix 
equations while appearing to exhibit rapid convergence. 
Con tion is also given-to the optimal control of 
1 7 
open loop unstable plants for which a modified grad 
algorithm is proposed, 
type 
The results are then extended, 1n Chapter 3, to the 
optimal control of linear systems having significant 
measurement and process noise. For the stationary and 
non-stationary stochastic problems considered in this 
chapter, it will be shown that the cost and gradients 
with re to the compensator parameters are not unlike 
those obtained for the deterministic problem considered in 
Chapter 2. Therefore, a gradient-tYpe algorithm similar 
to that scribed in Chapter 2 may be used to obtain the 
optimal compensator. 
From § 1.2.4, it is seen that .H\Other possible 
synthesis method is via the techniqu~ of po placement. 
Thus, in Chapter 4, a new (unrestricted-rank) pole placement 
technique is presented. It is shown how the pole placement 
prob~em can be formulated as a static optimization problem. 
technique is computationally supc~rior when compared to 
sting methods and always enables exact pole placement to 
be achieved with a minimal-order compensator. Consideration 
is also given to the more general problem of achieving exact 
or approximate pole placement whi minimizing a quadratic 
per rmance index in the state and control variables. This 
is achieved by combining the results obtained for exact pole 
placement with that contained in §2,2. 
It may be argued that in many tical situations, 
the exact positioning of the closed loop poles is perhaps 
only of secondary importance; it may suffice to position 
them within a prescribed region of the complex plane. 
Moreover, this less stringent design requirement on 
closed-loop poles may be satisfied with compensators of 
lower order than that required for exact pole placement. 
Motivated by these reasons, an algorithm to achieve this 
design aim is developed in §4.4. 
In Chapter 5, the sensitivity of closed-loop poles 
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to plant parameter variations is investigated. Two cases 
are considered. The first case is concerned with situations 
where the parameter variations are small compared to the 
nominal values of the plant parameters. A suitable measure 
of the pole sensitivity is defined and it is shown how exact 
pole placement can be achieved at the nominal values of the 
parameters while minimizing the sensitivity measure. The 
second case deals with the situations where the parameter 
variations are not necessarily small compared to their 
nominal values. An alternative design algorithm based on 
a new measure of pole sensitivity is then proposed. 
In Chapter 6, . the pole placement technique of 
Chapter 4 is extended to the design of dynamic compensators 
for servomechanisms having measurable and unmeasurable 
constant inputs. The performance of the closed-loop system 
is assessed not only in terms of its transient response 
characteristics but also the steady-state error that may 
exist between the output and the reference inputs. Control 
on the system transient response characteristics is through 
suitable placement of the closed-loop poles. A two-step 
design procedure is then proposed. In the first step, only 
the unmeasurable constant inputs are considered. A dynamic 
compensator is constructed V1a a function minimization 
procedure such that optimal transient and steady-state 
performances are obtained. It is then shown, in the 
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second step of the design procedure, how the steady-state 
error due to the .measurable constant inputs can be made' 
exactly zero through the use of a feedforward controller. 
The conditions under which such a dynamic compensator 
feedforward controller exists are included in this chapter. 
Consideration is also given to the case where the 
inputs are actually time-varying Markov processes. The 
performance of the servomechanism is assessed by a quadratic 
criterion. It is then shown that the design problem is 
actually mathematically equivalent to the stationary 
stochastic regulator problem considered in Chapter 3. 
Therefore, the gradient-type solution algorithm can also 
be used to obtain the optimal compensator ameters. 
Chapter 7 deals with the construction of minimal-
order observers. By means of ge6metr arguments, the 
observer design problem is reduced to a static optimization 
problem in certain observer parameters. A systematic 
procedure for designing minimal-order stable observers 1S 
proposed that is based on a new lower bound on the required 
observer order, a special canonical form for the observer 
matrix that ensures any prescribed.degree of stability and 
a gradient-type function minimization algorithm. A modifie<;i 
procedure for designing minimal-order observers having 
itrarily cified po s is also described. Finally, 
the role of observers in implementi'ng state feedback l,aws 
for pole placement, decoupling or minimizing quadrat 
performance ces is so cons d. 
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In Chapter 8, contributions made in this sis are 
summarized. Sever areas for future research are also 
included. 
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CHAPTER 2 
DESIGN OF TIME-INVARIANT DETERMINISTIC OUTPUT FEEDBACK 
CONTROL SYSTEMS USING PERFORMANCE INDICES 
2.1 INTRODUCTION 
As pointed out in Chapter 1, one approach to the 
sign of deterministic LMS is via optimization with re 
to a quadr c performance index. It is well known that 
this the unconstrained optimal control involves 
om all the state variables and this is, in 
, impracticable because 
(i) opt~mal state feedback law may be unnecessarily 
compiic Simpler controllers could be constructed for 
which the overall system performance is still within design 
specif ations. Such occurrences are quite common, for it 
is well known that an optimally designed system tends to 
have excess gain and phase margins, see e.g. [1] and [2], 
(ii) not 1 states can be measured directly. One 
possibil is to estimate the missing states, using a 
Luenberger observer [29J. However, the resulting 
, 
controller may s 11 be of unnecessarily high order~ 
Moreover (see Chapter 8), the performance of the closed-loop 
system may not be ly satisfact,ory because the observer 
estimates the states only asymptotically. 
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A more direct approach is that adopted by Levine and 
Athans [3] and generalized by Johnson and Athans [4]. In 
this approach, the controller is constrained to be a fixed-
configuration (low-order) dynamic system. The complete 
closed-loop system is then as shown in Fig. 2.1. 
The design problem is to find the optimal compensator 
parameters contained in (P, N, G, H) to minimize the chosen 
quadratic performance index. The compensator structure 
shown in Fig. 2.1 is quite general and includes the 
classical lag- and lead-type compensators, proportional-
plus-integral controllers, etc. ~otice that this problem 
is of the same type as the analytical design problem treated 
by Newton, Gould and Kaiser [5] and others. However, the 
classical solution technique via Laplace transforms are 
oriented towards hand calculations and are only suitable 
for low order 8180 systems having just a few adjustable 
parameters. The design of high-order, multi-parameter 
systems is only feasible via computer-oriented stite-space 
methods such as those developed in [3], [4]. 
The algorithm given in [3], [4] for computing the 
optimal compensator parameters is of the so-called indirect 
type: the necessary conditions for optimality are derived 
as a set of equations which are then solved iteratively. 
Unfortunately, a non-linear algebraic matrix equation .has 
to be solved at every iteration, and this is computationally 
expensive. A variant of this algorithm [6] avoids the 
solution of non-linear equations but at the risk of 
divergence. 
In this chapter, an iterative algorithm of the 
I 
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Dynamic compensator J 
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Fig. 2.1 The closed-loop linear rnultivariable system 
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direct type is presented which requires the solution of 
only linear equations while appearing to exhibit rapid 
convergence. The approach adopted is to directly minimize 
the performance index with respect to the compensator 
parameters using a gradient technique. Consideration is 
also given to the elimination of redundant compensator 
parameters by employing suitable canonical forms so as to 
minimize wasteful computation. The greatly improved 
computational efficiency of the new algorithm should enhance 
the practical usefulness of this design approach. 
All the abovementioned algorithms require an initial 
guess of compensator parameters that stabilizes the 
closed-loop system. If the plant is open-loop stable, 
clearly there is no problem in doing ·so. However, the 
choice of such stabilizing compensator parameters becomes 
difficult if the plant is open-loop unstable. A modi ed 
form of the direct-type algorithm mentioned earl 
circumvents this di f cuI ty is de'scribed in § 2.3. 
that 
Although only the time-invariant, infinite time 
regulator problem is considered in this chapter, the 
results can be extended to the time-varying finite-time 
case as will be shown in Chapter 3. 
2.2 OPTIMAL OUTPUT FEEDBACK PROBLEM, 
2.2.1 Problem formulation 
A problem formulation similar to that in [4] is 
adopted. It is assumed that the controllable, observable 
plant under consideration is deterministic, linear and can 
be described by the dif rential equations 
· x(t) = Ax(t) + Bu(t), 
y (t) = Cx (t) 
x(O) x 
o 
where X(t)ERn , u(t)ERm and y(t)ERr are the ·plant state, 
control and output vectors, re ctively. The constant 
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(2-1) 
matrices A,B, C are appropriate dimensioned with p [C] = r. 
The compensator, of given order p where 0 ~ p < n-r, 
has the structure 
· z(t) = Pz(t) + Ny(t), 
u(t) = Hz(t) + Gy(t) 
z(O) = z 
o 
The schematic of the complete closed-loop system is shown in 
Fig. 2.2. 
The parameters to be determined are contained in the 
appropriately dimensioned matrices P, N, G and H and the 
vector z . 
o 
EquAtions (2~1) and (2-2) can be written more 
compactly as 
· 
tJ. 
x = (A + BFC) x (t) I 
tJ. 
= AoX (t) 
where 
[x(t1 [A x (t) tJ. 'A 6 0p,n = z (t) 
:J 
tJ. 
X (0) = 
°n,p J 
°P/P 
[ ::J x = 0 
~[:p,m 
Or, pJ . 
I ' 
P 
°n,p 1 
I I 
P 
(2- 3) 
(2 -4) 
r--
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The next step is to find a suitable performance 
index the composite system (2-3), Suprose the 
following quadratic performance index is used, 
J (F) ! J 00 X I (t) Qx ( t) + u '( t) R 1 u ( t ) + ~ i (t) R2 ~ (t) d t 
o . 
where Q ~ 0, R1 > 0 and R2 > O. Then from (2-3) and (2 4), 
and where 
=.1 fro X i (t) [Q + C iF' 
.a 
o 
]x(t)dt (2-6 ) 
(2-7 ) 
Notice that in (2-5), quadratic weightings are placed not 
onlY'on x(t) but so on the plant and 'compensator inputs; 
u(t), ~(t). This is in order to limit the compensator gains 
so as to satisfy physical constraints and also to limit 
noise transmis on. The integrand in (2-5) differs slightly, 
though not materially, from that adopted in [4]. 
Now om {2-3}, 
x(t} = ¢(t,O)x(O) 
where ¢(t,O) is the transition matrix given fry 
¢ (t,O) :::: e 
A t 
o 
Substitution of (2-8) into (2-6) gives 
J (F) 
(2-8 ) 
(2-9 ) 
(2-10) 
The optimal output feedback problem may thus be stated as 
follows 
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Problem statement 81 
Given the ant (2-1) and the compensator (2-2) 
of given order p, find the parameter matr F such that 
the quadratic formance index (2-10) is minimized. 
Remarks 
(Rn. It assumed that the compensated system 
(2~3) is stable. Otherwise J(F) in (2 10) will become 
infinite, thus rendering the optimization problem 
'meaningless. 
(R2). 8 x is, in general, not known exactly, 
o 
it is impracti to "tune up" z to match x Hence o o· 
Zo is at rest [4], i.e. Zo = o. 
(R3) . compensator matrices P, N, G and H must 
be made independent of x i otherwise every variation 
o 
on xo ' a corresponding change in compensator matrices 
is required. This can be achieved if it is supposed that 
[4] Xo is a random variable with known covariance, 
i.e., E{x } 
o 
I t:,. 
0, E{x x } == X . 000 (The zero-mean assumption 
is made convenience of ana is only.) Then to remove 
the dependence of the compensator matrices on x
o
' 
new performance index 
J(F) E{J(F)} 
fine a 
(2-11) 
Clearly, J(F) so defined is an average measure of J for a 
given distribution of x . 
o 
On titution of (2-10) into the last ssion, 
noting the independence of Zo on Xo and remarks made in (R2) I 
(R3) , 
34 
(2-12) 
where 
X A E{x Xi} [ ::.n :n. p 1 (2-13) = -0 o 0 p,p 
whence a new problem statement in place of (8"1) may now be 
stated. 
Problem statement 82 
Given the plant (2-1) and the compensator (2-2) of 
gi ven order P, 0.(, P < n-r, find the parameter matrix F 
such that the performance index (2-12) is minimized. 
This is obviouslY a parameter optimization problem. 
The necessary conditions that must be sa sfied by the 
optimal solution will be derived later in §2.2.3. 
2.2.2 Canonical s for P and N 
The parameter matrix F defined in the compensator 
(2 -2) has a total of (p + m) x (p + r) elements. However, in 
view of the fact that the compensator state z is arbitrary 
to within a (non-singular) linear transformati~n, p2 of 
these elements are redundant. Thus, an upper bound on the 
number of independent parameters is given by 
(p+m)x(p+r) p2 = pm + pr + mr (2-14) 
Iri [4] and [10], the fa~t that there are redundancies in F 
has not been mentioned. It would advantageous, although 
not essential, to adopt a canonical form for the compensator 
(2-2) that contains the reduced number parameters (2 14). 
This is in order to limit the dimensionality of the 
parameter optimization problem. Unfortunately, there 
is no such canonical form for MIMO systems that does 
not require some prior knowledge of the system. 
For instance, if the structural indices of the optimal 
compensator (2 2) are known beforehand (of course they 
are not!), then the Bucy-Ackermann canonical form [8] may 
be used. The same problem arises in the identi cation of 
systems in state-variable form [30]. 
Notwithstanding these difficulties, it will now 
be shown that if the following (very mild) assumption 
is made, the elimination of p2 - P redundant parameters 
becomes possible. 
Assumption 
(Al). The optimal compensator matrix P is cyclic 
(this is even milder than assuming that the optimal P has 
distinct eigenvalues): 
There no further loss of generality in assuming 
P is in the companion form: 
0 1 0 'u • <» 0 
0 0 1 0 
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P = (en 
0 0 0 1 
x x x x 
If so desired, the remaining p r~dundant parameters 
may be eliminated by making the following stronger 
assumption 
36 
Assumption 
(A2). The optimal compensator (2-2) is completely 
controllable by at least one its inputs y .. Subsequently, 
1 
by suitable numbering of the elemen~s in y, it will be 
assumed that one such input is the first element of y. 
Notice that assumption (A2) implies, but is not 
implied by, assumption (A1). 
Then, with Pin the 'form (C1), there is no further 
loss of genera ty in letting the first column N be 
the constant vector (0, 0, ... , 0, 1) Ii. e. , 
0 x x 
0 x x 
N =:; (C2 ) 
0 x x 
1 x x 
It may be verified that the canonical forms (C1) and (C2) 
result. ln a compensator that has the reduced number of 
parameters (2 14). However, as stated'earlier, 'it is not 
essential that either of the foregoing assumptions (A1) and 
(A2) be made. These assumptions have the bene cial effect 
of reducing the dimensionality of the parameter optimization 
problem but at the risk of obtaining a less than optimal 
solution. 
2.2.3 Main results 
.In this section, computable expressions for the 
performance index (J) and its gradient with respect to F 
will be derived. The following theorem needed in the 
analysis. The proof of this theorem can be found in [9]. 
Then,. 
Theorem 1 
Given the 1 ar differential system 
~ (t) = M x (t), 
t1 
i Jt Xl (t) Rx(t)dt 
o 
J,. Xl K(t )x 
2 0 0 0 
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(T1-1) 
(T1 2) 
where K(o) is the symmetric, positive-definite matrix 
t . 
K(t) ::::: f
t
1
<I>' (T,t) R<I>(T,t)dT 
<I>(t,t } is the tran tion matrix of 
o 
(T1-1). Also, 
K(t} satisfies the matrix differential equation 
-K(t) = MIK(t) + K(t)M + R 
with boundary condition 
Corollary 
If M is stable, then 
i [00 Xi (t)R x(t)dt 
o . 
= i Xl Kx 
o 0 
and K satisfies the Lypunov equation 
o = M'K + KM + R 
(T 1-3) 
(T1 4) 
(T1 -5) 
(T1 6) 
Identify A in (2~3) with M in (T1-1) and Q + IF' 
o 
. in (2 12) with R in (T1 5), then 
(2 15) 
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where K satisfies the Lypunov equation 
o = 'F'RFC (2-16) 
Hence, the problem becomes one of minimizing J in (2-15) 
with respect,to F subject to the constraint (2 16). From 
(2 15) and (2 -16) , the Lagrang L, thus 
L ! tr {KX } + ;!,. tr { (A' K + KA + Q + C IF' RFC) L' } 
, 0 2 0 0 (2-17) 
where L is the (n + p) x (n + p) Lagrange multipl matrix 
defined by 
'dL 
'dK 
= A L + LA' + 
o 0 
o (2-18) 
Then, the expression for the gradient of J with respect to 
F is 
'dJ 
'dF = 
, + B' (2-19) 
Remarks 
(R4). Similar expressions have also been derived in 
[4] I [10] for constant dynamic compensators u ng an 
extension of [3]. In [3], an application Kleinman's 
A t 
lemma [11] to J so that a f st order expan on of e 0 is 
obtained. The de vation is, however, much more involved 
than that shown above, which is similar to that proposed 
recently in [12]. 
(R5). Consider the design of constant gain 
controller (i.e., p = 0) and C is non-singular, e.g., C 
Then is readily seen that results obtained above 
become the neces and s f ient condition for· the 
optimal linear state feedback solution ved by Kalman 
[ 1 
I . 
n 
Equations (2 15), (2~16), (2-18) and (2-19) provide 
suff ient information for the minimization of J to be 
performed. To this end, several algorithms have been 
proposed, see e.g. [6]. These are discussed in the next 
section 
2.2.4 Solution thIns 
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All the sting solution algorithms for the problem 
(52) are iterative in nature. Each search is initialized 
with a guessed value F such that (2-3) is closed-loop 
stable. After this, the procedure that is employed to 
obtain the optimal solution belongs to one of the following 
two types. 
2.2.4.1 Indirect 
When (2 19) is set to zero, then 
F = 
which is a necessary' condition for optimality. Any 
computational method which uses equation (2-20) in 
(2-20) 
conjunction with (2-15), (2-16) and (2-18) known as an 
indirect-type algorithm. 
The first indirect-type.computational algor hm is 
that suggested in [3]. After a stabilizing F has been 
chosen to initialize the. search, K is then obtained from 
(2-16). Substitution of F (still unknown) trom (2 20) into 
(2-18) with known K results in'a non-linear equation with L 
as the only unknown, the solution of which is re-substituted 
into (2~20) to obtain a new F. This completes one iteration. 
The new value of F is then used to itialize next 
iteration. It has been shown [3] that in this way J will 
crease monotonically. However, to obtain the solution 
of the non-linear equation for Lat every iteration is 
exceedingly time-consuming. 
The method suggested in [6] is a variant of the 
above algorithm in that for a given F, K and L are 
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solved using (2-16) and (2-18) respectively. These are 
then substituted into (2-20) to obtain a new F to complete 
an ration. In this way, the solution of non-linear 
equation is avoided. Unfortunately, experience has shown 
that this indirect algorithm is' computationally 
unsatisfactory for there always exists the risk of 
divergence. 
2.2.4.2 Direct type 
A new computational procedur~ of the direct-type 
will now be described. It was first proposed by Choi 
and Siiisena [7]. A similar approach can also be found 
in a later pUblication by Horisberger and Belanger [14]. 
The essential difference between the proposed 
method in [7] and the indirect-type methods discussed 
earlier is that instead of setting (2-19) to zero as 
has been done in §2.2.4;', the explic expressions for 
J and dJ/aF are now used in a gradient-type function 
minimization technique such as that of Davidon-Fletcher-
Powell (DFP) [15], see Appendix A. I The optimal F is 
therefore determined by direct minimization of J. 
Of course, it is still necessary to prime the iterative 
search 'with a stabilizing F. The subsequent steps are 
there 
Step (i): 
Step (ii): 
compute K, L using (2 16) and (2 18) 
respe ly. 
The cost J, gradient aJ/aF are obtained using 
(2~15) and (2-19) respectively. 
Step ( i): Update F in accordance with the rules of the 
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gradient algorithm used. Terminate search if 
"oF11 or II aJ/aFII is smaller than some prescribed 
tolerance. Otherwise return to (i). 
Remarks 
(R6). No that for fixed F, the computation of J 
and aJ/aF only requires the solution of linear equations 
(2-16) and (2-18). Several methods are available to solve 
equations of this type, see e.g. [16]-[18]. 
(R7). All ues of F tried during the subsequent 
unidirectional searches in step (iii) above must also 
stabilize the closed-loop system (2~3). Now, because of 
the positiveness the in~egrand in (2-J2), it is evident 
that J + 00 as F approaches the stability boundary. Hence, 
in view of the fact that the derivative of J exists, a 
minimum of J must occur before the stability boundary is 
encountered. There remains the possibility that too large 
a taken during the initial stages of the search could 
take F into the unstable region. However, this can be 
avoided by subjecting the value of F to a Hurwitz stability 
test (see e.g. [19]) although computational evidence 
indicates that such a precaution is not usually necessary. 
(R8). If canonical forms (C1) and (C2) in §2.2 2 
are assumed, then the derivat of J with respect to the 
independent parameters (the crosses) are picked out of the 
gradient matr (aJ/dF) for use in the iterative search. 
The components of aJ/aF corresponding to the fixed 
compensator parameters (the ones or zeros) may be 
disregarded. In this way, the total number of parameters 
which need to be considered in the min zation procedure 
is equal to pm + mr + pro The computational efficiency 
is there enhanced. 
(R9). It is conceivable that several local optimal 
solutions may exist because J is, in general, a non-convex 
function F. Hence, irrespective what algorithm is 
employed, iterations should be commenced for different 
priming values of F. 
2.2.5 Numerical example 
The numerical example is taken from [20] and refers 
to a Mach 2.7 flight condition of a supersonic transport 
aircraft. The system equations are 
. 
x 
-.037 
O. 
-6.37 
1.25 
.0123 
O. 
O. 
O. 
.00055 
1.0 
-.23 
.016 
-1.0 
O. 
.0618 
.0457 
x + 
.00084 
O . 
.08 
-.0862 
.000236 
O. 
.804 
:....0665 
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u 
Suppose a constant gain feedback controller (p = 0) to be 
constructed using only the last three state variab s, 
i.e. C [03,1 1 3 ], For Q = 1 4 , R = 12 and Xo = 1 4 , the 
feedback gains converged after 35 iterations of the DFP 
algorithm to 
3.54 
~7'61] 
5.06 
-1.53 
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with the corresponding cost J 79.56. This compares with 
the priming values F' == O2 3 and J = 15568. The convergence , 
criterion was· 
2.3 OPTIMAL OUTPUT FEEDBACK CONTROLS FOR UNSTABLE PLANTS 
In this section, the design of constant-gain output 
dback controllers for unstable plants is considered. 
The extension of the results to the design of dynamic 
compensators of the. form (2-3) is straightforward. The 
results obtained in this section first appeared in a paper 
by Choi and Sirisena [31]. 
Problem statement S3 
Given the plant 
Ax (t) + Bu (t) , x(O) == Xo 
(2-21) 
yet) == C~(t) 
where X(t)£Rn , u(t)£Rm and y(t)£Rr , find the constant matrix 
such that 
u(t) Fy(t) 
minimizes the performance index 
J = { Joo X I (t) Qx (t) + u I (t) Ru (t) d t}, 
o 
(2-22) 
Q~O, R>O (2-23) 
It is assumed as in (R3) that x 
o 
is a random variable with 
known covariance, E{x.} = 0 E{x Xl} == Xo. 
o '. 0 0 
As has been pointed out earlier, all the iterative 
techniques described in §2.2.4 require an initiaL guess of F 
that st.abilizes the clGsed-loop system. If (2 21) is open 
loop- stable, then the cho F == 0 suffices. 
m,r 
However, 
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the choice becomes difficult when the open-loop system is 
unstable; one may have to resort to an auxiliary 
stabilization algorithm such as those proposed in [21], 
or Ch~pter 4 [23J. 
However, an algorithm which is an extension of the 
direct method described in §2.2.4.2 will be described 
shortly that requires only a stabilizing state feedback law 
to initialize the search. Such a law always exists' for a 
controllable system, and moreover can be easily found using, 
for example, the method of Kleinman [24]. 
2.3.1 Development 
Without loss of generality, it is assumed that 
C = 
and define 
/:, 
C = 
0' ] 
r n-r , 
[On-r,r I' J n-r 
Now define a general linear state feedback law 
u = -F x g [F [+] x 
(2-24) 
(2-25) 
(2-26) 
Clearly, F corresponds to the m ~ r feedback matrix from y 
while the m x (n-r) submatrix F corresponds to the feedback 
from the inaccessible system states. Hence, the problem of 
finding the optimal output feedback law is equivalent to 
A 
that of minimizing (2-23) with respect to F subject to the 
constraint F == 0 
m,n-r 
This is a constrained optimization 
problem that may be solved numerically using standard 
techniques. 
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One such technique that has appeared to have had 
considerable success is the method of multiplier [25]. 
Tb apply this method, define a scalar penalty weight y(~ 0) 
and a matrix multiplier A and form an augmented performance 
index 
A 
J J + tr{FA I + .1 Y F F '} 2 (2-27) 
Each cycle of the method consists of the (unconstrained) 
minimization of 3 with respect to F llowed by updating 
of the multiplier A according to an appropriate rule. 
This procedure eventually converges to the constrained 
optimal solution. 
The unconstrained minimization is perhaps best 
perform.ed using a gradient-type algorithm, such as that 
of DFP which is also used in §2.2.4.2. This would require 
computable expressions for J and its gradient with respect 
A 
to F, and these will now be derived. 
From the results shown in §2.2.3 and recognising 
that tg-J I I n 
J 
aJ 
A 
aF 
A 
= RFK + BILK 
where K; L are sol~tions the matrix equations 
" " (A + BF)K + K(A + BF) I + XO ~I 0 
" (A + BF)'L + L(A+ BF) + Q + F'RF o 
A 
(2 28) 
(2-29) 
(2-30) 
(2- 31 ) 
Therefore,J can now be evaluated from (2~27). Moreover., 
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aJ aJ 
+ [ • A + F-] am, r : Y (2-32) A 
aF A aF 
which clearly is also computable. ~ 
2.3.2 The ithm 
-------"-=----
The complete procedure for determining the optimal 
output feedback law is as follows:-
Step (i): Set A = a and y to a moderately large 
m,n-r 
(arbitrary) value. (Theoretical considerations 
[26] show that y must be sufficiently large for 
"'-
the function J to be convex.) 
Step (ii): Choose a stabilizing state feedback law F to 
initialize the search. 
A A 
Step (iii): Minimize J with respect to F using the DFP 
Step (iv): 
algorithm, with a limit on the search step to 
A 
ensure that F is always stabilizing as discussed 
in remark (R7). Proceed to step (iv) when 
II as /aFI is ie ss than a prescribed tolerance. 
If ~FI is less than some prescribed tolerance, 
then F is an optimal feedback law and the search 
is terminated. Otherwise, update the multiplier 
according to 
= A. + Y F. 
1 1 
(2-33) 
where the subscript i denotes values at the end 
of the ith cycle, and return to step (iii) to 
commence a new cycle. 
Remarks 
In addition to the remarks made in (R7) and (R9) the 
following remarks aI-so apply. 
(R10). Failure to make F sufficiently small for 
a variety of starting F would indicate that the plant 
(2-21) cannot be stabilized by constant output feedback. 
It would then become necessary to try feedback Vla a 
dynamic compensator. Since it has been shown in §2.2.1 
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that the composite plant-compensator system can be described 
by equations of the form (2-21) and (2-22), the procedure 
outlined above can also be employed (with only minor 
modifications) to find the optimal compensator parameters. 
(R11). The updating formula (2-33) is the one 
suggested by Hestenes [25]. However, other updating 
rules exist in the literature, see e.g. [27]. 
(R12). The above procedure may also be employed 
as a stabiliz~ng algorithm; the performance index (2-23) 
in this case can be chosen arbitrarily as long as it is 
positive definite. 
2.3.3 N1.lll1erical example 
The feasibility of the proposed technique will now 
be demonstrated by means of a numerical example, the data 
for which is taken from [28]. 
The lateral motion of an aircraft is represented 
by the state equation 
-.154 .004 -.99 .178 .075 o. 
I 
-1. 25 -2.85 1.43 o. -.727 o. 
x (t) .568 -.277 -.284 o. -2.05 x(t) + o. u(t) 
o. 1. o. o. o. o. 
o. o. o. O. -10. 10. 
Assuming that only the first three states are available 
fo~ feedback, i.e. c ~ [1 3 0 3 ,2]' the problem is to find 
the feedback law (2-22) that minimizes the performance 
index (2-23) with Q ~ IS' R = 11 and Xo = IS· 
The given plant has an unstable pole at .033, 
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but it is known from [28] that the system can be stabilized 
using feedback from only the first four state variables. 
Hence when using the procedure developed in this section, 
the feedback 9ain from xs may be set to zero throughout. 
the computation. The number of free parameters in F is 
thereby reduced from five to four with a corresponding 
reduction in solution time. 
with the stabilizing control law 
u(t) = [-.976 -.0054 .848 . 175 0.] x(t) 
given in [28] being used to initialize the search, 
the results obtained were as follows: 
with 
and 
F = [.127 
opt 
J .' = 5.6869 mln 
.788 1.215] 
The corresponding closed-loop poles are -.212, -.291, 
-6.434,-3.156 ± j2.0S2. In contrast, the feedback 
obtained in [28] via a least-square pole placement 
technique using feedback from the same three states has' 
an unstable closed-loop pole. 
49 
2.4 CONCLUSION 
Optimal output feedback control of LMS for quadratic 
performance index has been considered in this chapter. It 
has been shown how the parameter optimization problem can 
be solved readily ng a gradient technique. Unl other 
algorithms, the proposed algorithm avoids the solution 
of non-linear matrix equations while appearing to ensure 
convergence, thus making this approach, to the design of 
optimal feedback control systems more viable. The gradient 
technique will also be used in Chapter 3 which als with 
the optimal output feedback control stochastic systems. 
Consideration was also given in this chapter to the control 
of open-loop unstable plant. A modified gradient~technique 
was developed where the difficulty choosing a stabilizing 
output feedback law to initialize the iterative de gn 
procedure has been avoided. The method only requires a 
stabilizing state feedback law which can be easily obtained 
using standard techniques. 
APPENDIX A 
Davidon-Fletcher-Powell function minimization 
subrout 
The subroutine FMFP described in an IBM pUblication 
(System/360 Scientific Subroutine Package (360A-CM-63X), 
Version III, page 221) has been used extensively by 
author function minimization. Unfortunately, has 
been discovered that there is a serious software error in 
the original program and hence the following modifications 
were made. 
Adopting the notation use,d in FMFP, 
(M1) Increase the dimension of vector H from N (N + 7) /2 
to N (N + 9) /2 . 
(M2) Insert between line FMFP830 and 'line FMFP840 
statement 
N4 = N*(N+7)/2 
(M3) Insert between line FMFP990 and line FMFP1000 
(M4) 
nts 
IKAN == N4 + J 
H(IKAN) = X(J) 
line FMFP2960 to 
K == N4 + J 
The rest of FMFP remains unchanged. 
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CHAPTER 3 
DESIGN OF OUTPUT FEEDBACK CONTROLLERS FOR 
STATIONARY AND NON-STATIONARY STOCHASTIC SYSTEMS 
USING IC PERFORMANCE INDICES 
3.1 INTRODUCTION 
Chapter 2 dealt with the design of optimal output 
feedback controllers for essentially deterministic MIMO 
regulator systems. In this chapter, the design technique 
is extended to systems with significant amounts of 
measurement and process nbise~ both stationary and 
non-stationary stochastic systems are considered. 
A significant theoreLical development in the linear 
stochastic optimal control problem is the separation theorem [1]. 
This states that the (unconstrained) optimal control scheme 
consists of linear feedback from the minimum variance state 
estimates provided by a Kalman filter, the feedback gains 
being precisely equal to those for the corresponding 
deterministic (noise-free) problem. Such a control scheme 
would, however, be exceedingly complex and hence impractical 
, 
in most applications due to the high-?rder filter required. 
This difficulty may avoided by employing lower-order 
fixed-configuration dynamic compensators like those adopted 
in Chapter 2. 
Two practical cases can distinguished: 
(i) The optimal steady-state control of 
time-invariant systems subject to random disturbances 
having time invariant statistics, i.e., the stationary 
itochastic optimal control problem. 
(ii) The optimal control of pos bly time-varying 
systems over a finite time interval where the noise 
statistics may also be time-varying, i.e., the 
non-stationary stochastic optimal control problem. 
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stochastic feedback control lem 
The design of low-order, fixed-configuration 
compensators for stationary stochastic systems is considered 
in §3.2. Both measurement and process noise are allowed for 
in the problem formulation; moreover, measurement noise need 
not necessarily be white. Again, computable expressions are 
obtained for the cost and its gradients with respect to the 
compensator parameters to enable optimal parameters to 
be determined by a direct gradient-type algorithm. It is 
interesting to note that the results are not unlike those 
obtained for the deterministic output feedback problem 
considered in Chapter 2. 
Some of these results were first presented in a paper 
by Sirise and Choi [2]. Similar results have also been 
obtained in several later publications, see e.g. [3] and [4]. 
Recently-, Kurtaran [5] has considered the corresponding 
discrete-time version of the problem. 
The problem treate~ by the aforementioned researchers 
can, of course, be solved using class 1 parameter 
optimization techniques [6] but at the expense of ous . 
calculations. The algorithm Astrom [7] for 
56 
evaluating the spec 1 integral that arises in this earlier 
approach, though helpful, does not completely obviate these 
calculations. 
Non-stationar stochastic feedback 
control 
Problems of this class were st treated by Axsater 
[8] who determined the optimal time-varying gains in the 
presence of plant input noise but assuming noise-free 
measurements. Sidar and Kurtaran [9] have extended 
Axsater's results to include the design of dynamic 
compensators. They also consider the problem of coloured 
measurement noise which is mathematically equivalent to 
the noise-free measurement problem. Sims and .Melsa [10] 
attempted to extend the treatment to include measurements 
containing white noise; however, their indirect approach, 
based on the solution of non-linear two-point boundary-value 
. . 
problem, led to yield the solution because the problem 
was then singular in some of the compensator parameters. 
§3.3 of the present chapter contains a successful 
treatmen t of problems wi th both white, and coloured 
measurement noise. Here the solution is approached through 
direct gradient-type methods which can handle singular 
problems. The new algorithm can, of course, also 'be uSE\d 
to solve the Axsater problem; moreover, since it'is·of the 
direct-type, should possess better global conve~gence 
properties than the indirect-type algorithm ofAxsater. 
The implementation of the strictly time-varying 
compensators may present practical difficuities. Hence, 
con deration is also g n to further simplification of 
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the compensator structure by constraining its gains to be 
weighted sums of prechosen functions of time, as in [12], 
or piecewise-constant functions of time, as in [13]. 
The results of § 3.3 were first presented in a 
paper by Sirisena and Choi [14]. The special case of 
constant compensator gains has also been treated by 
Basuthakur and Knapp [4] in a paper that appeared after 
the present work was completed. 
3.2 STATIONARY STOCHASTIC REGULATOR PROBLEH 
3.2. 1 Problem formulation 
The closed-loop system under consideration 1S 
depicted in Fig. 3.1. 
The plant is governed by the differential equations 
~(t) = A x(t) + B u(t) + w(t) ( 3- 1 ) 
n m 
where x(t)ER , u(t)ER are the plant state and control 
vectors respectively, W(t)ERn is a white noise process with 
E{w(t)} = 0, E{W(t)w' (T)} = W8(t-T) 
The measurement vectors are 
Y 1 (t) = 
(3-2) 
where Y1 (t) is an r 1-vector of noisy measurements, while 
Y2(t) is an r 2-vector of noise-free measurements. Also, 
v 1 (t) is an r 1-dimensional vector white noise process with 
,.--
I 
I 
I 
I 
I 
.... (t) 
u (tl Linear plant 
. 
x(t) = Ax(t)+Bu(t)+w(t) 
5 
p 
x (t) 
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Fig. 3.1 The closed-loop stochastic system 
59 
0, = 
where the covar e matrix V1 ~s posit definite. Also, 
v 1 (t) and w(t) are assumed to be uncorrelated. 
Remark 
(R1). Instead of (3-2), suppose some of the 
measurements are contaminated with coloured noise (0) 
having a rational power spectral den ty. The coloured 
noise process may be modelled by the differential equation 
where v 2 (t) is a white-noise source. When 0 is augmented 
to the state vector x(t), it can be easily verified that 
the composite state and measurement equations are in the 
forms (3-1) and (3-2). Hence, the case of coloured 
measurement noise is allowed for in the above formulation . 
The compensator to be designed is . the form 
(3-3 ) 
u (t) = 
where z (t) E RP is the compensator state vector. 
P, N1 , N2 , H, G1 , G2 are constant matrices that remain 
to be determined p is xed a priori 
Equations (3-1) and (3-3) can be combined to form 
a composite closed-loop system . 
. 
x(t) = (A+ ) x ( t ) + BFV (t) + w ( t) 
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where 
v (t) ~ w(t) !J [:(tl], p,1 
C1 ° r 1 ,p [A 0 ] ~ [B 0 ] /::, !J n,P B n,P C2 ° 
- 0p,n 0p,p , 0p,m Ip , 
r 2 ,p (3 5) . 
° 
I p,n p 
:J 
The compensator matrix F is to be chosen so as to 
minimise the quadratic performance index 
1 im ~ E { X I Qx + u I Ru} 
t+oo 
(3-6) 
wi th Q ~ 0, R > O. Since system noise is being allowed for 
explicitly, it is not necessary to weight the compensator 
gains, as has been done Chapter 2 for the terministic 
oblem, in order to limit noise transmission. (3-6) is 
actually a generalization'of the cla~sical mean square-error 
criterion for stationary process [6]. Clearly, an optimal F 
e sts only if the tr (A, 13, C) is s·tabiliz 
Remark 
(R2). Other forms of quadratic performance indices 
also appear in the 'literature, see e.g. [4]. Such 
formance indices may also be handled by the techniques 
loped below. 
Since white noise has an infin 
performance index (3-6) will be fin 
variance, the 
only if the control 
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input u(t) is free of white noise, and this is true only if 
(3 7a) 
Hence, in what llows, it is assumed that (3-7a) is 
a'lways satisfied. Also, in view of (3-7a) I the problem 
s the trivial solution 
u(t) 0 
unless at least one of the following conditions is satisfi 
(3 7b) 
p ;? 1 
Thus a non-trivial solution is possible for memoryless 
output feedback (i.e., p 0) only if there is at least 
one noise-free obse on (or if the observation nOlse 
is coloured). How~ver, if p ~ 1, non-trivial solutions may 
stif all the ob~ervations are contaminated by white 
noise . 
. Remark 
(R3). The optimal compensator de gned using the 
present approach can be related to the optimal controller 
obtained via the Bryson-Johansen [11] filter approach in 
the following situation. Consider the case when every 
element of Y2{t} either contains white noise dr is already 
included in Y2(t), the optimal compensator then consists 
of a differentiator ss Bryson-Johansen filter (order 
n-r 2 ) followed by a memoryless linear transformation. 
The structure of the optimal compensator is, in this case, 
identical to that shown (3-3) and hence, there is no 
advantage to be gained by increasing p beyond n-r 2 in 
the present design approach. 
However, for the contrary case, the present 
approach could only yield optimal (fixed-con~iguration) 
differentiatorless compensators because, in general, the 
Bryson-Johansen filter contains differentiators. It is 
now conceivable that the closed-loop system performance 
will continue to improve as p increases- beyond n-r 2 i 
however, this point has yet to be satisfactorily resolved. 
Of course, the present approach will yield the optimal 
unconstrained compensator if Y2(t) is augmented beforehand 
with all the time derivatives of its elements that do not 
contain white noise. 
The optimization problem may now be stated. 
Problem Statement S1 
Fo~ the stationary stochastid system (3~4); 
find F such that the performance index (3-6) is 
minimized; the submatrix G1 being constrained to be a 
null matrix. 
As has been pointed out in § 2.2.2, since the 
compensator state z(t) is arbitrary within a 
(non~singular) linear transformation, there are p2 
redundant parameters in F. The canonical forms (C1) 
and (C2) may be adop.ted to remove this redundancy, but 
possibly at the sk of obtaining a less than optimal 
solution. (See detailed discussion §2.2.2.) 
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3.2.2 Solution te 
computable expression for J(F) will now be derived. 
Substitution of (3-3) into (3-6), and simplifying the 
resulting expression using (3-5), yields 
J lim ! E{x' (O+C' FI x} ( 3-8) 
t+oo 
where 
Q [: :l == [: :J (3':'9) 
Now let X /::, lim E{x(t)x' (t)}. Then it may be easily shown 
t+oo 
[ 1 9] that X satisfies the matrix equation 
(A"+BJ?C) X + X (A+BFC) J + \IV + I B' = 0 (3 10) 
where 
W ~ [:. :} V /::, [:1 :J. (3-11) 
Consequently, from (3-8) 
J = ! tr{ (0 + C' F I X} (3-12) 
The gradient aJjaF may now be obtained via the matrix 
calculus method shown in § 2.2.3. Form the Lagrangian '- by 
appending the side-constraint (3 10) on J(F), thus 
Where the (n+p)x (n+p) ange multiplier matrix L 
also satisfies the matrix equation 
= (A+BFC)'L + L(A+BFC) + Q + C'F'RFC o (3-14) 
ax 
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Lastly, the gradient aJ/aF is given by 
aJ (3-15) 
Since computable expressions for J and dJ/dF have 
been obtained, the direct-type algorithm described in §2.2.4.2 
can be used (with only slight modifications) for the 
minimization of J(F). Also, remarks (R7)-(R9) of Chapter 2 
concerning system stability and solution uniqueness are 
also applicable in this problem. 
3.3 NON-STATIONARY STOCHASTIC REGULATOR PROBLEM 
Attention will now be directed towards the optimal 
output dback control of non-stationary stochastic systems .. 
3.3.1 The roblem 
The time-varying plant considered is described by 
the state equation 
x(t) = A(t)x(t) + B(t)u(t) + w(t) (3-16) 
where x(t) and u(t) are as defined· in § 3.2.1. The 
n-dimensional vector white noise process w(t) is, however, 
non-stationary with 
E{w(t)} 0, E {w (t) Wi (T)} = W ( t) 8 (t - T) • 
. The initial plant state x(t ) is a random variable with 
o 
E{x(t )} = 11 o 0' E{x(t )x'(t)} o 0 x ·0 
I . 
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The assumption on observation vectors made §3.2.1 
is also used here, i.e. 
Y1 (t) = C1 (t)x(t) + v 1 (t) 
(3-17) 
where Y1 (t) is an r 1-vector of noisy observations, Y2(t) is 
an r 2-vector of noise-free observations, and v 1 (t) is an 
r 1-dimensional vector white noise process with 
E{v 1 (t)} = 0, 
where the covariance matrix V 1 (t) is posit definite. 
Also, x(t
o
)' v(t) and w(t) are assumed to b~ uncorrelated. 
Clearly, as has been pointed out in (R1), §3.2.1, coloured 
observation noise is allowed for in the formulation. 
The problem is to find the fixed-order dynamic 
compensator of the form 
z(t) = P(t)z(t) + N1 (t)Y1 (t) + N2 (t)Y2 (t) 
(3-18) 
u(t) =H(t)z(t) +G 1 (t)Y1(t) +G2 (t)Y2(t) 
where z(t) is the p-dimensional compensator state, that 
minimizes the performance index 
t f 
J E{X' (tf)sx(tf ) + !toIx' (t)Q(t)x(t) + u' (t)R(t)u(t)]dt}, (3 19) 
wher~ Sand Q(t) are symmetric positive semidefinite matrices, 
and R(t) is a symmetric positive .definite matrix. Notice 
that in (3-19) generalized mean-square-error 
Xl (t)Q(t)x(t) +u' (t)R(t)u(.t) is integrated over a finite 
interval because the system considered here 1S non 
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stationary. Also, some control in the magnitude of x(t) 
at the final time is often de red. This expl ns the 
appea~ance of the term Xl ( )sx(t f ) on the RHS (3-19) . 
Finally; for reasons stated earlier in §3.2.1, no weighting 
on the compensator gains is included in J and conditions 
(3 7a) and (3-7b) must also be satisfied in the present 
problem, i.e. 
G1 (t) = 0 (3-20) 
and ei ther 
r 2 ~ 1 
(3-21) 
and/or p ~ 1 
Although z(t ) may be assumed to be an arbitrary 
o 
constant, as in Chapter 2, somewhat tter .system performance 
may be possible if all the a priori information is utilized. 
Hence, z(t ) is assumed to be a linear combination of the 
o 
expected value of the initial state x(t-) and the noise free 
o 
ini al observation Y2(to )' i.e. 
= (3-22) 
where a and S are constant matrices to be chosen so as to 
. .. ( ** mlnlmlze 3-19). Notice that (3 22) is of the same form 
as the corresponding relation for the Bryson-Johansen Iter. 
Since ~ is known, the number of problem variables may be 
o 
reduced by writing (3-22) in the form 
(3-23) 
** Note that Sidar and Kurtaran [9] have not considered the 
term SY2 (to) . 
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The problem thus is to find the compensator matrices 
P(t) f H(t) f N1 (t), N2 (t) and G2 (t), the vector Yo and the 
matrix B that minimize the performance index (3-~19). 
Since the terminal time is finite, the performance 
index will always be finite provided (3-20) is ~atisfied 
Hence, it is not necessary that there exist a stabilising 
compensator of the form (3-18) for the problem to have a 
solution. Finally, Lhe conclusion drawn in (R2) concerning 
compensator order is also valid in the present formulation. 
3.3.2 Solution techn 
It may be verified easily that the (n+p)-th order 
closed-loop system defined by (3-16), (3-17) and (3-18) may 
be described by the composite state equation 
. 
x(t) = [A(t} +B(t)F(t)C(t)]x(t) +w(t) +B(t)F(t}v(t) (3-24) 
where 
__ [X (t)] f 
x(t) 
z (t) 
__ [A.
O 
(t) A (t) 
p,n 
C 1 (t) 
C (t) = C2 (t) 
0 p,n 
0 
r 1 ' p 
0 
r 2 , p 
, 
I p 
__ [Vo 1 (t) .] 
v(t} 
r 2+P f 1 
= [
Bo (t) 13 (t) 
p,m 
F(t) H(t}]. 
P(t} 
The performance index (3-19) can then be expressed as 
t f 
J E(~' (tflSX(tf)+ft x' (t)[Q(t)+c' (t)F' (t)R (t)F(t)C(t)]x(t)dd (3-25) 
o 
where 
_ f., [S S = 
o 
f., [Qo(t) Q(t) = 
(3-25) may be rewritten 
f., fRo( t) 
R(t) = L 
J
tf 
J = trfsx(t f ) + t [Q(t) + C' (t)F' (t)R(t)F(t)C(t)]X(t)dt} 
o 
where 
Xlt) = E{x(t)x' (t)}. 
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(3-26) 
In view of (3-24), it can be readily shown [19] that 
the (n+p)x(n+p) matrix X(t) satisfies the differential 
equation 
. 
X (t) = C1\: (t) + B (t ) F (t) C (.t) ] X ( t) + X (t) [A (t) + B (t) F ( t) c (t ) ] , 
where 
+ W(t) + B(t)F(t)V(t)F' (t)B' (t) 
__ [Wo(t) W (t) __ [V10(t) V (t) 
(3-27) 
with the boundary condition 
X (t ) 
o 
_ E{[X(tO)] [ X(to)]'} 
z(t) z(t) 
o 0 
(3-28) 
Using (3-17) and (3-22), (3-28) may be evaluated to give 
X (t ) = 
o 
X 
o 
Y 11' + SC 2 (t ) X o 0 0 0 
11 Y' + X C' (t ) S i 
o 0 020 
, , 
y Y I + Y 11 i C (t ) S' + SC 2 (to) l1oYo o 0 002 0 
+ SC 2 (t )X c 2' .(t )S' 000 
(3-29) 
The problem now is to find the matrix function F{t) 
and constants y , S that minimize the performance index 
o 
(3-26) subject to (3-27) and ~3-29). This is evidently a 
variational problem in matrix form with X(t) as the state 
matrix and F{t) as the control matrix; the initial state 
X(t
o
) is partially constrained by (3-29) while the final 
state X(t f ) is completely free. 
The hamiltonian for this problem is 
. 
tr[{Q(t) + C' (t)P' (t)R(t)F(t)C(t) }X(t) + X(t)L' (t)] 
where L(t) is the costate matrix and satisfies the 
differential equation 
• aH 
-L(t) = = (A{t) + B(t)F(t)C(t)]'L(t) 
ax 
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+ L{t) [A(t) +B(t)F(t)C(t)] +Q(t) +c' (t)F' (t)R(t)F(t)C(t) 
(3-30) 
with the boundary condition 
8' = 8 ( 3-31) 
3.3.3 Discussion on problem singularity 
As pointed out by Mendel and Feather [3], the 
hamiltonian H is linear in the submatrix P(t) of F(t), and 
hence the variational problem in hand is singular in P(t). 
Since ,there is no a priori bound on P (t) ,the optimal P (t) 
would, in general, consist of an alternating sequence of 
impulses and singular subarcs. From (3-16) to (3-18) it is 
seen that an impulse in p(t) would cause a step change in 
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z(t) and hence in the state matrix X(t) but with no 
immediate change in x(t). An impulse at the time 
t would serve to transfer X(t) from 
o 
initi value to 
the f st singular subarc, subsequent impulses would 
trans X(t) from one singular subarc to another while an 
impulse at time t f would transfer X(t) to its optimal 
1 value. 
It is now conjectured that the optimal p(t) in fact 
contains no impulses and therefore comprises just one 
singular subarc. The arguments in favour of this conjecture 
are as llows: If z (t ) 
0 
had been fixed, then it is very 
likely that P (t) would contain an impulse at time t 
0 
to 
transfer z(t ) to the optimal singular subarc; however, 
o 
5 z~t ) is free to be chosen optimally, the need for an 
o 
impulse at time t is eliminated. ~ 
o 
comp tely free, there is no need for an impulse at time t f . 
Finally, there seems no reason for the optimal P (t) to j.ump 
from one singular subarc to ano , and hence for the 
existence of impulses in P(t) at intermediate times. 
In any event, even if this· conjecture were false and 
the optimal P(t) did contain impulses, there would be no 
difficulty from a practical standpoint. This is 
because any computational algorithm would, in effect, 
termine a piecewise-constant approximation of the optimal 
P(t) that is necessarily fin cause a p(t) that is 
infinite over a non-vanishing interval cannot possibly 
optimal. Moreover, the deviation of the cost J from its 
truly Dptimal value may be made arbitrarily small by making 
the number of time steps in piecewise-constant 
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approximation sufficiently large. 
The presence of singular subarcs in P(t) would appear 
to rule out the indirect approach [10] as a means 
finding the optimal P(t), at least its published form. 
However, as the results of Jacobsen and Lele [16] show, 
singular optimal controls may be efficiently computed using 
direct methods such as the conjugate gradient algorithm of 
Lasdon et al. [17]. The necessary gradients for use with 
this algorithm will therefore be evaluated next. 
3.3.4 Derivation of ssions for radients 
From (3-26) to (3-31), the first variation 8J is 
clearly given by 
ClH 0 F' (t) dt] 
ClF (3-32) 
It is convenient to tion the symmetric matrix L as 
follows: 
where the submatrices L ,L and L are of dimensions 
. . xx zx zz 
nxn, pxn and pxp respectively. Now us (3-29), (3-32) 
can be expanded to· give 
I I. I I 
8J = tr[2{~ 8y +X C2 (t )813'}L (t) +2{y 8y + I3C 2 (t }~ oy o o. 0 0 zx 0 0 0 0 0 0 
i I . I Jtt f aH + y ~ C2 (t }813 U +6C2(t )X C2 (t )813'}L (t) + -oF' (t) o 0 0 0 0 0 zz 0 ClF 
o 
(3 33) 
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From (3 33), the required gradients are 
2L ( ) II + 
z:x: 0 
(t ){y + BC 2 (t )ll } o 0 0 0 (3- 3 4) 
dJ ' " • 
"\Q (t )X C2 (t ) + 2L (t ){Y II C2 (t ) + Bc2 (t )X C2 (t)} (3 35) o~ 0 0 0 zz 0 0 0 0 0 0 0 
Also, -
dH 
= dF (t)F(t)C(t)X(t)C' (t) + 213' (t)L(t)X(t)C' (t) 
+ 213 1 (t) L ( t ) B ( t ) F ( t ) V ( t ) (3-36) 
3.3.5 Solution a ithm 
A suitable computational scheme for finding the 
solution would therefore consist- of the following steps. 
Step (i): 
Step (ii): 
Choose initial estimates for y , Band F(t), 
o 
ensuring that the submatrix G1 (t) of F(t) is 
a null matrix. 
Evaluate (t) using (3-29). Then integrate 
o 
the linear matrix equation (3-27) forwards ln 
time from t = to to t t f · 
Step (iii): Integrate the linear matrix equation (3-30) 
Step (iv): 
Step (v): 
backwards in time from t = t f to t = to with 
the boundary condition given by (3- 31) . 
1 .. dJ Eva nate the quantl tles -a-' 
Yo 
aJ and aH . F uSlng 
(3-34)'to (336). 
Upd~te the estimates of Y r Band F(t) in 
o 
a~cordance with the conjugate gradient 
algorithm. The submatrix G1 (t) of F(t) is not 
treated as a variable for this purpose. 
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step (vi): Test for convergence by comparing the decrease 
in cost over the iteration against a prescribed 
tolerance. Return to s;;;tep{ii) if the test 
fails. 
The class of problems considered in this chapter is 
known (see e.g. [8]) to exhibit local optima. Hence, it 
is advisable to repeat the computation using widely 
differing initial estimates of y , a and F{t) in order to 
o 
increase the likelihood of finding the global optimum. 
3.3.6 Suboptimal compensators 
For systems of even moderate complexity, the 
implementation of the time-varying compensator (3-18) would 
present formidable practical difficulties. This is because 
a total of p(p+r 1+r 2 ) + m(p+r 2 ) functions of time have to 
be stored and then "played back" synchronously. Hence it 
is desirable to seek suboptimal solutions th~t are simpler 
-to implement. One such solution may be obtained by 
applying the Ritz method of approximation l as Kleinman and 
Athans [12] have done for the complete state feedback 
problem. 
3.3.6.1 General formulation 
In this approach I the compensator gains are 
constrained to be of th~ form 
F (t) 
M 
E 4>k(t) Fk 
k==1 
where the 4>k (t), k:::: 1,2, ... ,M are an. arbitrary prese,lected 
set of linearly independent sca time functions and the 
, k == 1,2, ... 1M are 'constant matrices. The original 
dynamic optimization problem in the function F(t) (as well 
as y 'and B) then reduces to a static optimization problem 
o ' 
in the variables y , Band Fk , k 1,2, ... ,M. This latter , 0 
problem may be solved nUmerically using standard gradient 
techniques, such as the algorithm of Davidon [18], 
providing the gradient of the performance index (3 19) 
with respect to these variables can be computed. 
aJ 
aJ Expressions have already been obtained for --- and 
ayo 
dJ ~o determine ~I 
k 
substitute from (3-37) ,in (3-32) 
to obtain 
oJ 
whence 
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c dH F ¢k(t)dt (3-38) 
o 
where aH is given by (3-36). 
The .number M of basis functions required .to give 
acceptable suboptimal performance depends on the actual 
problem and the set of functions {¢k(t)} chosen. If 
the set of basis functions is complete, the suboptimal 
performance may be made as close as desired to the optimal 
performance by making M s iciently large. 
3.3.6.2 Piecewise-constant 
One practically important choice of basis functions 
is that employed by Kleinman, Fortmann and Athans [13]. 
! 
The time interval (to,t f ) is ~rbitrarily partition~d as 
follows: 
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and the function ~k(t) is defined by 
.\1 , t k - 1 .:::; t ~ tk 
otherwise 
(3-39) 
0, 
with this choice, the compensator gains become piecewise-
constant functions of time with step changes at the times 
tk ' 1 , 2, •.. ,M-1, i. e . , 
F(t) = 1,2, .•• ,M. (3-40) 
The expression for the gradient (3-38) now simplifies to 
= (3-41) 
Kleinman et al. [13] mention the desirability of' 
choosing the set of times {tk } so as to minimize J, instead 
of specifying it arbitrarily at the outset. Although they 
do not give a method ~or doing 'so, this may be done easily 
as follows. The times t k , k=1,2, ... ,M-1, now become 
additional variables for the derived static optimization 
problem which may still be solved using a gradient technique 
. d' h " f d" {dJ}. prov1 1ng t e set 0 gra 1ents ~ 1S 
k 
available. To 
obtain these quantities, observe that when perturbation of 
{tk } is allowed for, the first variatlon oJ becomes 
[ M 'ftk oJ == tr oX(t )L' (t ) + L: o 0 
, k=1 t k - 1 
M-1 
+ L: {H(X(tk ) ,L(tk ), k=1 
dB I 
F oFk dt 
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Hence, 
3J q-42) 
3.3.6.3 Algorithm for piecewise constant gains 
The following algorithm is now proposed for obtaining 
the piecewise-constant suboptimal compensator. 
Step (i): 
Step (ii): 
Choose priming values for Yo' B, Fk , 
and t k , k=1,2, ... ,M-1~ ensuring that 
1,2, ... ,M, 
submatrix of each Fk corresponding to G1 (t) is 
a null matrix. 
Evaluate X(t ) using (3-29) . Then integrate 
o 
the matrix equation (3 27) forwards in time 
from t == to to t = t f . 
Step (iii): Integrate the matr equation (3-30) backwards 
Step (i v) : 
Step (v): 
Step (vi): 
in time from t = to t :::: to with the 
boundary condition given by (3-31~. 
(jJ 3J 3 J Evaluate the quanti say-' aB ' 
3J 0 k=1,2, ... ,M, and , k==1,2, ... ,M-1, using 
(334), (3-35), (3-41) and (3-42) respectively. 
Update the estimates of Yo' B, Fk , 1,2, ... ,M, 
and t k , k=1,2, ... ;M-1, in accordance with, say, 
Davidon-Fletc -Powell algorithm. 
submatrices of the Fk corr~sponding to 
G1 (t) are not tre as variables this 
purpose, and so remain null. 
Apply an appropriate convergence test. 
Return to step (ii) if the test ils. 
Again it is advisable to the computation 
using widely dif ring initial iterates in order 
to increase the lihood of locating the global 
optimum. 
Note that it is not essential that the times 
be made variable. If it is de red to fix them at 
the outset, all that need be done is to delete them from 
set of variables. The same appl s to the quantities 
Yo and 13 • If, instance, it is considered sufficient 
the initial compensator state z(t ) be set to zero, 
o 
then Yo and 13 are both set to zero and deleted from the 
set of variables. 
3.3.7 Numerical 
An illus numerical examp will now be 
presented. The plant equations are 
x(t) = 
= [°
1 
-:J x(t) + [~J u(t) + w(t) 
y(t) == [0 1] x(t) + v(t) 
and the performance index lS 
J = 
.' 2 
E {x' (2) Sx ( 2) + f 0 [x I (t) Qx (t) + u I (t) Ru (t) J d t} 
where 
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[
0.5 J 
0.5 -- [01 °1] E{x(O)X'(O)r 
E{w(t)} E{w(t}w' (T)} 
E{V(t}} = ° , E{V(t}V'(TJ} = [1]8(t-T) 
Q R = [0.1] 
Here r 2 = ° since there is no noise-free observation. 
Hence there is no non-trivial solution for p = 0, i.e., 
memoryless output feedback. Non-trivial solutions are, 
however, possible for p ~ 1. The optimal (unrestricted-
order) compensator is, of course, a Kalman filter followed 
by a memoryless linear transformation and has order p = 2. 
The problem considered is the design of optimal 
piecewise-constant first-~rder compensa~ors. Since r 2 = 0, 
the matrices G2 (t), N2 (t) .and S clearly do not exist for 
this problem. The redundancy in the remaining compensator 
parameters discussed in §3.2.1 may be removed by arbitrarily 
fixing N1 (t) = 1. 
The-problem was solved using the algorithm of §3.3.3 
for the cases M = 1, M = 5 and M = 10, where M is the number 
of (equal) subintervals into which the time interval ·(0,2) 
subdivided. The differential equations were integrated 
us~ng a fourth-order Runge-Kutta routine while the definite 
integrals were evaluated using Simpson's rule The 
minimizations were performed using the Davidon-Fletcher·mPowell 
algorithm and in every case it was found that all iterates 
GAINS 
-16 
~14 
-12 
-10 
-8 
-6 
-2 
o 
Fig. 3.2 
.4 .6 1.2. 1.6 
.----Hn' with M ::: 10 
- - - - HU) with M "" 1 
Po) with M :: 1 
'----Pm with M"" 10 
2 TIME 
iMal profiles of C()1'1pensator paraMeters P(t) and lI(t) 
converged to a un solution. results obtained are 
summarised in the table below that gives the minimum cost 
J and optimal y 
o 
z(O) for the three cases, and Fig. 3 2 
that shows the optimal profiles of free compensator 
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parameters P(t) and H(t) for the two cases M = 1 and M 10. 
The results clearly indicate rapid convergence with 
increasing M, and solution for M 10 must therefore be 
very close to the strictly optimal -varying solution. 
M J 
min z (0) .t op 
1 2.2073 0.0249 
5 2.1083 -0.0115 
IV 2.1041 -0.0107 
3.4 CONCLUSION 
A method h~s been presented for signing fixed-order, 
d-configuration invariant compensators for 
stationary stochast LMS that are op wrt a quadratic 
performance index. Plant input noise and observation noise, 
neither of ,which necessarily be white, were both allowed 
Acceptable control such systems may thereby be achieved 
without the need for high-dimensional state estimators 
and/or optimal controllers. 
The fixed-configuration non-stationary stochastic 
1 quadratic optimal control problem ha~ also been 
treated in some generality. The compensator was constrained 
to be a fixed-order but possibly ,time-varying dynamic system 
a matrix variational problem in the compensator gains 
and parameters defining the initial compensator state was 
derived. Although this problem was singular in one of the 
compensator gains, it was shown that a solution could be 
obtained using st'andard conj uga te-gradient algorithms and 
the necessary -theory for this purpose was developed. 
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An algorithm was also given for obtaining suboptimal 
compensators whose gains are constrained to be piecewise-
constant functions of time, with provision for optimally 
choosing the instants at which the gain changes occur. 
The algorithms presented in this chapter for both 
stationary and non-stationary stochastic LMS are similar to 
that used in Chapter 2 for deterministic LMS. Being based 
on the conjugate gradient and Davidon-Fletcher-Powell 
algorithms, they may be expected to exhibit good convergence 
properties. This is borne out by the computational results 
obtained. 
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CHAPTER 4 
POLE IN LINEAR MULTIVARIABLE SYSTEMS 
USING DYNAMIC OUTPUT FEEDBACK 
4.1 INTRODUCTION 
In the previous two chapters, attention has been 
directed towards the design of output feedback controllers 
for both noise free and noisy regulator systems via the 
minimization of quadratic performance indices in the state 
and control variables. However, as has been mentioned in 
Chapter 1, alternative design approaches exist, one that 
has received much attention being the pole placement 
(or modal control) approach discussed in § 1 .2.4. 
Initial research efforts in this area were 
concentrated on the use of complete state dback laws, 
see e.g. [1]. An important contribution was made by 
Won ham [2] who showed that if theLMS 
x(t) Ax(t) + Bu(t) 
(4-1 ) 
y (t) =Cx (t) 
is controllab and observable, then there always exists a 
matrix F the feedback law 
. u (t) == Fx(t) + ue(t) . (4 2) 
where u (t). is an external input, such that the poles of 
e 
the closed-loop system 
X (t) (A + BF)x(t) + Bu (t) 
e 
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(4-3) 
assume arbitrary values subject to complex conjugate pairing. 
Pole placement using output feedback is, however, a 
more practical and interesting problem. Researchers working 
in this area are usually confronted with the following 
questions: for a given plant of order n and compensator of 
order p, see Fig. 4.1, 
(a) What is the minimum p such that all n + p 
closed-loop poles can have any pre-assigned values? 
(b) What is the most efficient way of obtaining 
the corresponding minimal-order compensator? 
In fact, it cannot be claimed that the problem has 
been completely solved since at this writing, no explicit 
expression on the minimum order p discussed in (a) has been 
obtained. For the LMS (4-1), Davison and Chatterjee [3] 
have shown that max (m,r) closed-loop poles ~ay be 
arbitrarily assigned using constant output feedback 
(i.e., p = 0), where m = p[B] and r = p[C]. An algorithm 
to construct such a gain matrix can be found in [4]. An 
extension of the results in [3] appears in [5]i for "almost 
all" (B,C) pairs it has been established that min (n,m + r-1) 
poles can be assigned arbitrarily close to prescribed values 
using constant output feedback. This result has also been 
obtained independently in [6]. 
Even greater control over the closed-loop pole 
locations may be achieved using feedback through a dynamic 
compensator. Thus Ahmari and Vacroux [1] have generalized 
the result .in [31 to show that 
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u (t) u(t) 
III> Linear plant --... e .JIIo. E .. 
-
y(t) 
(order n) 
·Ito . 
Dynamic 
compensator All 
~ 
(order p ) 
Fig. 4. 1 near multi~ariable ~ontrol stem 
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q max (a + p, 8 + p) (B1) 
clo loop poles may be arbitrari assigned using a p-th 
order dynamic compensator, where 
= p[C' ,AIC' '."j (A')PC V ] 
p[B, AB, III 0 Q , 
It aLso follows from (B1) that provided the plant (4-1) 
is both controllable and observable jaIl n + p poles of 
the closed-loop system may be arbitrarilY assigned using 
a compensator of order 
p = min(v - 1, v - 1) 
a c 
where v 1 v are respectively the observability and 
o c 
controllability indices of the plant (4 1). This latter 
result was st obtained in [8]. An alternat upper 
bound on p has also been determined in [6] and is 
given by 
p n-m-r + 1 
This bound is easier to compute than that shown in (B2). 
Combining (B2) and (B3), therefore an upper bound on p 
for exact pole placement of all closed-loop poles is 
p = min [v - 1 v - 1 n - m - r + 1] o 'c I 
Actually, it may be shown that the dynamic 
(B2) 
(B3) 
(B4) 
compensat?r structures considered in [6] I [7] [8] are 
somewhat restr tive and therefore have fewer s of 
design freedom than the maximum possible for a g order 
of compensator, 'Hence I (B1) only represents a lower bound 
on the number poles that may be assigned ily 
Similarly, (B4) is only an upper bound on the compensator 
order required for complete pole placement. Thus, an 
.example where all the clo loop poles may be assigned 
uqing a compensator of order less than that given in (B4) 
is presented in §4.2.S of this chapter. 
References [9] - [12] among others also propose po 
placement algorithms which require the imposition of 
unity-rank restrictions on some or all of the compensator 
matricesi again the consequent loss of design freedom 
generally means that non-minimal order compensators are 
obtained. 
88 
In this chapter, a new least-squares design technique 
for pole placement using a dynamic compensator is presented. 
Some of these results were f st described in Sirisena and 
Choi [13] in a slightly different form. Unlike all the 
aforementioned references, there are no restrictions on the 
compensator structure except that it be linear and time-
invariant. The pole placement problem is formulated in 
§4.2.1. This is followed in §4.2.2 by a derivation of a 
lower bound on the minimal compensator order needed for 
exact pole placement. Analytical expressions required for 
the solution of the problem using function minimization 
techniques are developed in §4.2.3. These expressions are 
then used in conjunction with the lower bound obtained in 
§4.2.2 in the new computational algorithm described in 
I 
§4.2.4 that enables exact pole placement to be achi~ved 
with a compensator of the lowest possible order. Numerical 
re suIts obtained wi th the new algor i.thm are presented in 
§4.2.S 
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An alternative pole-p cement algorithm for the case 
of unrestricted-rank constant output feedback· has been 
independently derived by Patel [14]. He t~eats the 
multi nput system as a series of single-input systems and 
this leads to an iterative algorithm in which the rows of 
the feedback matrix are updated one at a time. It would 
appear therefore that his algorithm may be less efficient 
computationally than the algorithm proposed here which 
simultaneously updates all the rows of the feedback matrix. 
Consideration is given in §4.3.1 to the more general 
problem of achieving either exact or approximate pole 
placement while minimizing a quadratic performance index in 
the control and state variables. The corresponding problem 
for complete state feedback has been treated [15] • 
Re nce [16] have also considered a simi problem using 
output feedback; however, their compensator structure lacks 
generality and their formance index weights certain 
compensator parameters rather than the actual plant inputs. 
The requirement of exact pole placement is relaxed 
in .§4.4 where the poles are required to be positioned within 
a prescribed region the complex plane. only. The results 
obtained in this section st appeared in a paper by 
Sirisena and Choi [17]. 
4.2 POLE PLACEMENT PROBLEM 
The plant under consideration is described by equation 
n r m (4 1), where x(t)£R ,y(t)£R and u(t)£R are the plant 
state, output and control vectors respectively. A, B, C 
are constant matrices and there is no loss of generality in 
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assuming that both Band C have full rank 
The problem is to design a pth-brder dynamic 
compensator of the form 
z(t} = Pz(t} + Ny(t} 
(4-4) 
u(t} = Hz(t} + Gy(t} 
where z(t} is the compensator state and P, N, Hand G are 
appropriately dimensioned constant matrices (see Fig. 4.2). 
In of (4 1) and (4-6), the closed-loop system 
may be cribed by the composite equation 
o ___ /j_ 
x(t} = (X + BFC}x(t) = AoX(t} (4-5) 
where 
6 [x(t)J 
A ~ [ :p,n >p} x (t) ; 
z (t) , P,P 
(4-6) 
[ :m,p o ] tJ [:n,p ::,pl [: :J B = n,p, C = F :::: 
4.2.1 Problem formulation 
The closed-loop poles A. I i 1 f ••• In + P are the roots 
l 
of the characteristic equation 
tJ(A) = 11..1 - A I n+p 0 o (4-7) 
Suppose is desired to make q I 0 ~ q ~ n + p I poles of the 
close loop system (4-5) either 
equal to q predetermined values 
exactly or approximately 
d 
A" i=1, ... ,q. Suppose 
l 
k(~ q) of these desired poles are real while the remainder 
are complex and appear in conjugate pa s. Let the poles be 
orde as follows 
L_---------
Fig. 4.2 The c 
x 
o 
J 1-----.---IIl> v ( t ) 
------------------------------, 
J 
z 
o 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
. I Dynam~c compensator I 
- -- .......... ""'" ............... """" .... ""'" ..... - ..- - ...... - _ ....
loop linear rnultivariable tern 
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d 
1m (A. ) ::= 0, i ::= 1 , ... , k 
1. 
d 
1m (A. ) > 0, i = k+1, ... ,1 
1. 
d 
1m (A . ) > 0, 1. == I + 1 I ••• ,q 
1. 
where of course k, I and q are related by 
I (q + k)/2 
d 
Subsequently, it is assumed that the A. are all distinct. 
1. 
. d 
The case where some of the A. are equal is discussed in 
1. 
Appendix A. 
The design constraint on the compensator matrix F 
may now be stated as 
d 
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A. :::: A. 
1. 1. 
i 1 , ••• , q (4-8) 
Constraint (4-8) may be expressed in several equivalent forms. 
Firstly (4-8) impl s and is implied by 
:::: 
q d 
IT (A - A.) 
1 1. 
where lld (A) is termed the desired closed-loop characteristic 
polynomial. 
Moreover, .(4-9) implies that 
i = 1, ... ,q 
(.4-9) 
(4 10) 
It is convenient to replace (4-10). by the single constraint 
(4 11) 
The LHS of (4 11) will be recognised as the least-squares 
cost function used by ·Ahmari and Vacroux [7] and Sirisena 
and Choi [13]. Actually, since 
93 
wher~ the asterisk denotes the complex conjugate, define 
a performance index 
J 1 (F) = (4-12 ) 
where the summation is over only I desired poles that 
satisfy 
d 
Im (A.) ~ 0 
1 
and 8. Ii=::; 1, ... , I are real constants. 
1 
The pole placement problem may now be stated. 
Statement of pole placement problem (81) 
Given the system (4-1) and the pth-.order compensator 
d (4-4), and a set of desired poles A. I i = 1, ... ,q, find the 
1 
parameter matrix such that J 1 (F) is minimized. 
It· is clear that the q closed-loop poles will be 
exactly placed on the desired locations if and only if 
Remark 
(R1). Alternatively when q = n + p, the pole 
placement cost 31 may be expressed as the sum of squares of 
the differences'between the coefficients in !J.{A), as defined 
in (4-7), and the corresponding coefficients ip !J.d{A), as 
defined in (4 9) Clearly, 31 = 0 is satisfied if and only 
d "-
if A. = A. I i = 1, ... ,n + p. Computable expressions for J 1 1 1 
and dJ 1/aF required in the solution algo~ithm (see §4.2.2) 
can be readily obtained using the recursive relationship 
(421) and (4-22) shown in-§4.2.3.1. However, this new 
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approach will not be considered here because 
(i) the expression aJ 1/aF is more complicated than 
that obtained in §4.2.3 and therefore may be computationally 
unattractive and 
A (ii) with J 1 as de ned, it is only meaningful to 
consider the special case q n + p. This loss of design 
generality is especially undesirable in cases where it is 
only necessary to shift those (q) poles 'vhich are dominant. 
Problem (81) stated above is a parameter optimization 
problem, the solution of which may be obtained using 
standard minimization techniques. For reasons of speed and 
accuracy of solution, it is preferable to employ an algorithm 
which uses gradients. The necessary expressions will be. 
derived later in §4.2.3. In the next section a lower bound 
on compen.sator order for exact pole placement is derived. 
4.2.2 Minimum order for exact lacement 
4.2.2.1 Number of ters 
Following the same arguments used in §2.2.2, it is 
seen that there exist p2 redundant parameters in F and 
hence, the number of independent parameters contained in F 
is only pm + mr + pr.- The designer may therefore adopt 
the canonical form (C1) and (C2) defined in Chapter 2 for 
the submatrices P and N so that the dimensionality of the 
parameter optimization problem is reduced to the bare 
minimum. 
Notice that in [7] [12], additional unity-rank 
. 
re~trictions are imposed on the compensator structure, 
either explicitly or implicitly. Although these 
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restrictions may facilitate the implementation of the 
compensator, they are nevertheless accompanied by a 
considerable loss of design freedom. For example in [7], 
the multi - input plant (4-1) has been (in ef fect) trans formed 
into a single input plant by constraining all the inputs to 
be constant multiples of each other. Thus when the 
compensator is expressed in the state variable form (4-4), 
it can be shown that the matrices H,G have the unity-rank 
forms 
H == ch I, G = cg' 
where c is a predetermined constant vector. Hence, the 
number of independent parameters in the compensator has been 
reduced to only pr + p + r or pm + p + m depending on whether 
the plant (4-1) or its dual is being compensated. 
4.2.2.2 A lower bound on compensator order 
No explicit expression is as yet available for the 
minimum order of compensator required for exact pole 
placement of a given number q, 0 ~ q ~ n + P, of the 
closed-loop poles. However, from the discussion above, 
a lower bound on the compensator order will now be derived. 
Exact pole placement of q closed~loop poles implies 
that the q relationships (4 10) 
i = 1, ... ,q 
d 
are satisfied. This is possible for arbitrary ~.only if 
1 
there are at least q effective degrees of design freedom 
Now i thas been shown (in § 4.2.2. 1) that a pth order 
compensator has a maximum of 'pm + pr + mr in,dependent 
parameters. However, for particular values of the plant 
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matrices A, Band C, some of these parameters may not affect 
the system poles . In such caGes, . there would be fewer 
effective degrees of design. freedom. Hence the only 
definite statement that can be made is that 
q = pm + pr + mr 
max 
(4-13) 
is an upper bound on the number of system poles that may be 
arbitrarily assigned using a pth order compensator. A 
corollary to this result is that 
p 
q - mr 
m + r 
(4-14) 
is a Lower bound on the compensator order for exact placement 
of q system poles. Also, from (4-13) it follows that a 
lower bound on the compensator order for exact placement of 
all n + p system poles is 
p n mr 
m+r-1 (4-15) 
The lower bounds developed here will be used in the 
computational procedure to be described later in §4.2.4. 
4.2.3 Solution technique 
Attention is now focussed on the solution of the pole 
placement problem (S1). Observe that the cost J 1 may be 
expressed in the form 
(4-16) 
where h is a real q-vector that is defined as 
(4 17) 
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Now if F is stored as an (m + p) (p + r) x 1 column vector t 
then the (m + p) (p + r) x q matrixN is defined by 
N = hi (4-18) 
Either of the following gradient-type algorithm 
may be used: 
(1) The sum of square function (4-16) can be 
minimized with Gauss-Newton iteration technique [19]. 
The increment of is given by the following formulae 
= 1 
-
{NN , )-l Nh if (m+p)(p+r) ~q ! of i h (4 - N(N'N) if (m+p)(p+r) >q 
In practice, better convergence is usually obtained using 
the modified version of formulae (4-19) proposed by 
Marquardt [20], see Appendix B. 
(2) Alternatively, of may be determined with the 
Davidon-Fletcher-Powell (DFP) algorithm [18]. For this 
purpose, an expression is required for 8J 1/8F and this is 
given by 
19) 
2 Nh (4-20) 
It now remains to derive procedures for computing 
hand N. This is done in the next two sections. 
4.2.3.1 the vector h 
To obtain the vector h, it is necess~ry to evaluate 
fiCA) at the current value of F. The first step is to compute 
the coefficients a. of fiCA) where 
1 
IAI 
. n+p AI o (.4 21) 
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This can be easily done using the algorithm of Faddeev [21]: 
a. 
1. 
,j., ::::: 
'f" ' 1. 
1 
-1.' tr { (j), 1 A I } 1.- 0 
i 1, ... ,n+p 
where ~o = In+p· It is also possible to obtain the 
coefficients a. using the method of Davilevsky [22]. 
1. 
(4 22) 
The elements of h can now all be obtained by repeated 
substitution of A = A~' i::::: 1, ... I 1 in (4-21). 
1. 
4.2.3.2 Computation of the matrix N 
The matrix N is composed of elements of the form 
d d~(A')/dF and expressions for these quantities will now 
1. 
be obtained. 
Firstly, it can be readily shown that ,[21] 
(4-23) 
where <P (A) is the mat~ix of cofactors of the determinant 
IAI + - A I, Le. the transpose of the adjoint matrix of 
n p 0 
A. Now <P(A) is computable because it may be expressed as 
o 
[ 21] 
<P ( A) = I 1n+p-1 + ,j.,1 1n+p - 2 ,j., n+pA 'f' A + ... + 'f'~+p-1 (4-24) 
and the matr coefficients (j)1' (j)2' ... , (j)n+p-1 are 
generated by the Faddeev algorithm during computation of 
the coefficients of the characteristic polynomial, a'i 
, 1. 
i.e. equation (4-2t). 
Therefore, the matrix ~ can be constructed by 
d 
evaluating the quantities' (4-24) for A = Ai" i = 1, ... ,1 
with the aid of equations (4 21). Notice that 
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d 
Re { 6 ( A) } I A == A ~ Re { d 6 (A) } I d - dF A=A. 
. J . J 
for J = k+1,o •• ,1 
d 
Im { 6 (A) } I A = A ~ I {d6(A)}\ d dF - m dF A=A. 
J J 
Sufficient conditions have now been obtained for use 
in the solution algorithm shown in the next section. 
4.2.4 Algorithm to termine the minimal-order compensator 
The minimal-order compensator for exact pole 
placement may be determined using the following 
computational procedure. 
Step (i): Choose the compensator order to be the smallest 
non-negative integer satisfying the appropriate i 
. inequality (4 14) or (4-15). 
Step (ii): Guess an arbitrary starting value for F. 
Step (iii): Minimize J 1 using the results of §4.2.3 in 
conjunction with a gradient-type optimization 
Step (i v) : 
method, e.g. the DFP or Marquardt algorithm. 
If the minimum value of J 1 tends to zero, then 
exact po placement has been attained and p 
is the requi~ed minimal order. Otherwise go 
to step (iv). 
ther (a) choose a vastly different starting 
value for F and return to' step (iii) 
or (b) increase p by one and go to step (ii). 
This course is followed only after repeated 
failures with course (~). 
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In view of the discussion in §4.1, an observable 
and contr?llable plant (4-1), this procedure will de nitely 
terminate at a finite p satisfying the inequality 
p ..,; min (v 
o 
1, v - 1, n-m-r+1) 
c 
(4-25) 
where the RHS of (4-25) is the upper bound given in (B4). 
Finally, it well known [25] that there may exist 
certain pole combinations that cannot be attained with 
finite compensator gains. However, in such cases, there 
always exists a value of p satisfying (4-25) for which the 
error measure J 1 may be made arbitrarily small, though not 
exactly zero. 
4.2.5 Numerical Ie 
Some of the techniques developed in previous sections 
will now be illustrated by means of an example. 
This example is taken from Sridhar and Lindorff [9]. 
The plant is 
1 0 0 0 1 0 
0 2 0 0 
x + 
0 1 
x u 
0 0 -3 0 1 0 
0 0 0 -4 1 1 
[: 
1 0 ~} y = 0 1 
This plant is both observable and controllable with 
v ::::: 2 and v 2. Hence Brasch and Pearson as well as 
.0 c 
Kimura would require a first-order compensator complete 
pole as.signment. However, (4-15) indicates that it may be 
possib to arbitrarily assign all four system po s using 
only constant output feedback, although Sridhar and Lindorff 
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state that only two poles can be assigned thereby (they 
employ a restrictive unity-rank' feedback matrix). To test 
this possibility, the desired. closed-loop poles 'were taken 
as -1, -2, -3 and -5, the values chosen by Sridhar and 
Lindorff. Then the error measure J 1 was minimized with 
we i g h t s S. = 1, i :;::: 1!..., 4 . 
l 
After 20 iterations of the Davidori-Fletcher-Powell 
algorithm, J 1 was reduced to 0.2918 E-6, with 
F ~ [ 5.4 
-10.7 
-1. 8 ] 
1.9 
and the closed-loop poles were within 10- Q the desired 
values. Thus exact pole assignment has in ef been 
achieved using only constant output feedback. 
4.3 OTHER POSSIBLE DESIGN OBJECTIVES 
By using a cqmpensator order higher than that 
required for exact pole placement, there may be extra 
degrees of design freedom that can be utilized to attain 
other design objectives by minimizing a second performance 
index J 2 (F) while satisfying the constraint J 1 (F) O. 
This'may be achieved by minimizing the augmented perform~nce 
index 
J(F) = y ~ 0 (4 26) 
and letting the penalty weight y -+ 00. 
It is interesting to note that finite values of 
y, lower values of J 2 (F) may be obtained al.though the 
constraint J 1 (F) o will not be sa sfied exactly, i.e. a 
trade-off occurs between minimizing J2 (F) and exact pole 
placement. This possibility is discus further in the 
sequel. 
4. 3. 1 nt with minimum c 
formance index 
Several forms for J 2 (F) are discussed in this and 
subsequent chapters. In this section, J 2 (F) is assumed 
tu.be a quadratic performance index similar to that 
discussed in 2. The reason for choosing this 
particular performance index is because placement of the 
closed-loop poles at the desired locations does not 
automatically guarantee a good system response. The. 
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response also depends on the locations of the system zeros. 
Thus, it may be necessary in some way to ,,,eight the system 
response as well. so, from a practical standpoint, it 
is important to accomplish a design that meets.the 
specifications without requiring excessive control effort. 
From §2.2, J 2 (F) is given by 
J 2 (F) = E {! f" x I (t) Qx (t) + u I (t) Ru (t) + ~ I (t) R c Z (t) d t } 
o 
(4-27) 
where Q ~ 0, R > 0, R > 0 and with the assumption that the 
c 
initial system state Xo is a random variable with known 
covariance, X . 
o 
In view of the 
I 
regoing considerations, the new 
design problem may be formulated as follows. 
Problem statement S2 
Find the matrix F of the compensator parameters which 
minimizes .the compos performance index 
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J (F) == yJ 1 (F) + J 2 (F) u y ~ 0 (4 -2 8) 
subject to" the constraint (4 5). J 2 is given by (4-27). 
The minimization of J(F) may be carried out using 
a gradient·-type algorithm such as that of DFP since 
expressions for J 2 , aJ2 /aF have been obtained in Chapter 2, 
§2.2. The relevant resu s are summarized below: 
where 
and 
J ;::: yJ 1 + J 2 
aJ 
F 
= i tr{KX } 
o 
2 Nh 
K, L are symmetric, positive definite solutions 
of the matrix equations 
KA + AI K + Q + C'F'RFC = 0 0 0 
-. A L + 0 LA + Xo == Q 0 
6. [R ::,p] R == 
o " p,m 
h, N are given in §4.2.3. 
(4':'29) 
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Remarks 
(R2). It is clear from remark (R1) in Chapter 2 
that expressions J 2 and its gradient with respect to F· 
only hold when (4-5) is stable. Hence, the minimization 
algorithm being employed must be primed with initial guess 
F that stabilizes (4-5). If Ao is not stable, then a 
procedure such as that scribed in §2.3 or §4.2 may be used 
to nd a stabilizing value F, if one exists. 
Unfortunately, the general conditions for the existence of 
a stabilizing F are not known at present. Only sufficient 
conditi6ns such as that of Li [23] are currently available. 
(R3). F must also be constrained to be a stabilizing 
matrix throughout the computation. Since the coefficient of 
the characteristic polynomial are computed at every 
ration, this can be easily accomplished using a Hurwitz 
st. 
(R4). When the system is subject to appreciable 
amounts of noise, the performance index (3-6) for the 
stationary stochastic regulator problem considered in §3.2 
may be adopted for J 2 (F) instead of the form (4-27). 
The' problem posed in (S2) enables anyone of several 
design objectives to be attained by suitably choosing the 
weighting matrics Q, R, the constants Si' i = 1 , ... v I and y. 
These possibilities include: 
, (i) ,When the order of the compensator is' greater 
than that required for exact placement of all n + p poles 1 
the extra degrees of design freedom may be used to minimize 
the control effort. This may be accomplished using what 
amounts to a penalty function technique by seLting Q = 0 
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and letting the penalty weights y + 00, while R is chosen 
as appropriate. A numerical example illustrating this case 
is presented in §4.3.2. Alternatively, a gradient 
projection algorithm [24] may be used to directly minimize 
the cost J 2 (F) subject to the constraint J 1 (F) = o. 
(ii) If P is not sufficiently high to result ln the 
exact placement of all n + p poles, then make Q, R", S., all i 
1 
and Y finite and non-vanishing. The optimal F then yields 
a design that achieves a compromise between pole placement, 
good transient response and minimal control effort. 
4.3.2 Example 
The plant equations are 
x ~ l~ -~ J x + l n u 
o 
This plant is also both observable and controllable, and 
has open-loop poles at 0, - 1 and - 5. Inequality (4-15) 
implies that complete placement of all the closed-loop 
poles requires at least a first-order compensator. Now 
from §4;2.2.1, a first-order compensator has five 
independent parameters whereas the closed-loop system has 
only four poles. Thus there is perhaps an extra degree of 
I 
desig~ freedom which may be employed to minimize the 
control effort required for exact pole placement. 
Suppose that the desired closed-loop poles are 
~ 1 ± j 2, - 2 and - 4, and that 
E { x ( 0 ) X I CO} } = X 
o 
Then choose Q = 0 and let 
R = 
s. = 1 , 
1 
y 1000 
1 o o o 
o o o 
o o 1 o 
o o o o 
i=1, ... ,3 
Now it is intuitively obvious that an optimal 
first-order compensator should be separate controllable 
by each of its inputs; otherwise, the compensator woul'd 
not be using all the plant outputs and therefore is 
unl ly to be optimal. Hence for this problem, P and N 
are assumed to have the canonical forms (C1) and (C2) 
respectively (see §2.2.2). Then, minimization using the 
Davidon-Fletcher-Powell algorithm yields the following 
results: 
F [
-19.600 
1 . 000 
7.999 
0.501 
-0.778 ] 
-2.000 
J 1 = 0.00705 
J 2 104.3 
Hence the required compensator is 
. 
z [- 2.000]~ +[ 1.000 O.501]y 
U := [- 0.778]z + [ 19.600 7.999]y 
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and the corresponding closed-loop poles are found to be 
- 1.001 ± j"1.9999, - 2.001 and - 3.9999. "Thus, exact pole 
placement has virtually been achieved while minimizing the 
mean square control effort. 
4.4 POLE PLACEMENT IN PRESCRIBED REGIONS 
OF THE COMPLEX PLANE 
It is clear from the above discussion that all the 
poles of a controllable and observable system may 
assigned arbitr ly using output feedback in a dynamic 
compensator ciently high order. However, in practice 
pflles 
the exact positioning of the closed-looPLisperhaps only of 
minor importance; may suffice to position them within a 
prescribed region of the complex plane, see e.g. [26]. 
Moreover, it seems likely that this latter obje might 
usually be atta with a compensator of lower 
Fortmann [27] has given an algorithm finding a 
constant output feedback matrix that stabilizes a given 
linear system. means of transformations, the algorithm 
can also produce designs with the system poles constrained 
to be in "some particular regions of the comp lex p 
Although by working with the Hurwitz determinants, the 
approach In [27] has the advantage that the system po s do 
not have to be computed explicitly, it is limited in the 
form of the regions into which the poles can be positioned 
McBrinn and [28] have 'given an algorithm 
system stabilization that works directly with the closed-
loop poles. In s section, their approach is improved and 
extended to treat more general problem of positioning 
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the closed-loop poles ln an arbitrary region of the complex 
plane. 
4.4.1 Problem formulation 
Consider the system 
x(t) = Ax(t) + Bu(t) 
(4-30) 
y(t) = Cx(t) 
n r m 
where again, x(t)ER , y(t)ER andu(t)ER. A, B, Care 
constant matrices of appropriate dimensions. 
The problem is to find a constant feedback law 
u(t) = Fy(t) (4-31) 
such that all the closed-loop sys~em poles are ln a reglon 
R of the complex plane defined by 
(4-32) 
where s = a + jw, h(",·) is a continuous and differentiable 
function. See Fig. 4.3 for an arbitrary function of h(e ,e). 
Note that there is no loss of generality in assuming. 
constant output feedback for it has been. shown in §2.2.1 
that the design of a dynamic compensator given by (4-4) can 
be reduced mathematically to the form described by (4-30) 
and (4-31). Also, extension to problems to include more 
than one constraint of the form (4-32)1 is straightforward. 
Unfortunately, there is no known way of ~stabiishing 
the existence of a solution to the problem that has just 
been posed. One can only attempt to find a solution using 
an algorithm such as that described in the sequel. 
Desired region R 
for closed-loop pole 
jW 
----------------------+------r------~O 
o 
o 
Fig. 4.3 An arbitrary function of h(o,w) 
in comp plane s. 
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4.4.2 Solution 
From (4 0) and (4-:-31) I the closed-loop system is 
. 
x = (A + BFC)x (4-33) 
and its poles are the roots ~. 
1 
/), 
Ci. i + jf\, i=1,2, ... ,n, 
of the characteristic equation 
/),(~) /), det(AI (4 34) 
The coefficients a., i = 1,2 I ••• , n, may be computed 
. 1 
readily using the algorithm of Danilevsky [22J. Then (4-34) 
can be solved using a standard computer subroutine such as 
POLRT [29]. 
For a trial value of F, some closed-loop poles may. 
1 outside the ~rescribed region R, and the problem is to 
modify F such that these undesirable poles move towards R. 
Since complex poles occur in conjugate pairs, and assuming 
that R is sym~etric about the real s, it is sufficient 
to consider those q undesirable poles that satis 
B. ~ 0 
1 
i = 1 , 2, ••• ,q, (4-35) 
i.e. that lie above or on the real s. The aim of the 
design is to make q = O. 
Now considering first-order terms only, this implies 
that the increment of must be chosen so that 
= 0, i = 1,2, .. ,q (4-36) 
. ah 
where of and aF are stored as rm x 1 column vectors. 
(4-36) can be written as 
H +N of o 
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where 
N = 
3h(ct2 , (32) 
3 F ' ••• 
Since N is, in 1, a rectangular matrix and 
moreover may not have 1 rank, 'solution' of 
eqn. (4~37) will be taken as 
01" = -NtH {4-38} 
where Nt is the pseudoinverse N [30]. The solution 
(4 38) satisfies {4-37} exactly only when rank (N) = q. 
When rank {N} < q, {438} 'satisfies' (4-37) only in a 
minimum square error sense. It may be noted that (4-38) 
is a generalization of the constraint restoration step 
proposed by Rosen [24] to find feasible solutions 
non-linear programming problems. 
In pract , the in~rement (4~38) may on occasion 
be too large the first-order expansion in (4-36) to 
be valid, and this may lead to computational instability. 
Hence, provision is made in the algorithm described below 
for repeatedly halving of until a favourable F is obtained~ 
It remains to find computable expressions for 
3h(ct.,(3.) 3h(ct.,(3.) 
1. 1. 1. 1. 
= ct. 
1. 
3ct. 3h{ct·,S.) 
1. 1. 1. 
3 (3. 
1. 
3F + (4-39) 
Now 3ct./aF, 3S./3F are respectively the real and imaginary 
. 1. 1. 
parts of 3A./3F which is 
1. 
ven by 
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dA. 
1 
dF = 
BIV.W. lei 
1 1 
V. 'W. 
1 1 
(4-40) 
where V., W. are the row and column eigenvectors of A 
1 1 0 
corresponding to A .. 
1 
Equation (4-40) is derived using a 
result of Faddeev and Faddeeva [22]. Note that V. and W. 
1 1 
may also be computed using the algorithm of Danilevsky 
referred to previously. Alternatively, dA./dF may be 
1 
obtained using the results of previous sections since 
dA. 
1 
dF = [ 
1 db:, ] 
- d b:,/ d A • dF A = A. 
1 
where the RHS is known for 
= 
n-1 
L: 
j=1 J 
a . A 
n-T 
j-1 
and db:,/dF is also known from §4.2.3.2. 
4.4.3 The algorithm 
(4-41 ) 
(4-42) 
At this point, sufficient expressions for solving 
the problem have been derived and the following algorithm 
is proposed. 
Step (i): 
Step (ii): 
Choose an arbitrary value of F to initiate 
the search. 
Determine the closed-loop poles A. using the 
1 
Danilevsky algorithm in conjunction with a 
root-finding subroutine. Find and store all 
Ai' i=1,2, ... ,q tbat satisfy 
h(a.,S.) > 0 
1 1 
S. ~ 0 
1 
If none of the A. lie in this 
1 
ion, the 
required design has been achieved and 
computation is terminated. 
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Step, (iii): Compute 
Step (iv): 
q 
J E {h(ct.,S.)}2 
. 1 1 1 1= 
H'H 
(~his function is introduced to monitor 
progress towards the solution. Noti that 
any undesirable poles that may are at 
once included in the evaluation of J.) 
Then proceed to step (iv) if on first 
iteration, or if the new value of J is less 
than its previous lowest va Otherwise, 
halve the increment of and return to step (ii). 
Compute dh (ct. IS. ) /dF for i = 1 ,2, ... I q, and so 
1 1 
construct N to obtain of using (4 38) 
(4-40). Stop with a flag indicating a local 
minimum of J if II of II is smaller than a 
prescribed threshold. Otherwise update F and 
return to step (ii). 
The algorithm in effect employs an increment 
of = - aNtH o < a ~ 1 (4-43) 
where a is a convergence factor. For ficiently small a, 
will be no change in q and the corresponding change in 
J will be given with sufficient by 
oJ = (dJ) roF = - 2aH'NNtH dF 
When rank (N) = q, it can shown that NNt is 
(4-44) 
positive definite. Hence 3J < 0 unless H = 0, that is when 
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a solution has been obtained. When rank (N) < q, NNt is 
only pos ive semidefinite. Hence oJ ~ 0, where the 
equality sign may occur f'or H :f o. In fact can be shown 
that oJ dJ = 0 whenever NIH =! dF == 0, i.e. whenever a local 
minimum of J has been reached. 
Thus a reduction in the value J will be achieved 
at e iteration of the algorithm unless a local minimum 
of J has n reached. Hence, unless the latter occurs 
first, it is clear that J will be eventually reduced to 
zero, thus yielding a solution to the problem. If, 
however, a local (non-zero) minimum of J is reached, the 
algorithm should be resta with a different initial value 
of F. Repeated failure to reduce J to zero would indicate 
the absence of a solution. 
Unlike in the algorithm of McBrinn and Roy [28], 
here one attempts to move all the undesirable poles 
simultaneously. Moreover, in place of the expensive 
gradient search used by them, the new algorithm employs a 
definite step (4-38) which is usually found to be favourable 
increment-halving feature in step (iii) is only rarely 
called upon in practice). For these reasons it is 
reasonable to presu~e that both the number of iterations 
and computation time per iteration would, in most cases, be 
significantly lower for the new algorithm. 
4.4.4 Numerical examp 
Three examples are included here to illustrate the 
usefulness of the techniques developed. 
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Example 1 
A seven-state, two-output, single-input model of 
a Saturn V booster [28] can be represented by 
0 1 0 0 0 0 0 0 
0 0 0.2 -0.65 -0.002 2.6 0 0 
-0.014 1 -0.041 0.0002 -0.015 -0.033 0 0 
. 
x(t) 0 0 0 0 1 0 0 x(t) + 0 u(t) 
0 0 0 -45 -0.13 255 0 0 
0 0 0 0 0 0 1 0 
0 0 0 0 0 -50 -10 1 
[ 1 0 0 0 0 0 :JX(tl 0 1 0 0 0 0 y (t) 
The open-loop poles are 0.014, 0.420, -0.475, -5 ± j5 and 
-0.065 ± j 6.708. It is required to find a feedback matrix 
F such that all the closed-loop poles satisfy 
h(a,8) = a + 0.07 ~ 0 . (4-45) 
Starting with F = 0, the constraint (4-45) was 
satisfied after three iterations of the algorithm with 
F = [20.31, 16.56] 
The corresponding closed-loop poles are -0.098, -0.125 
± j .497, -4.841 ± j 5.433 and -0.070 ± j 6.204. Computation 
time was about 30 seconds on an EAI 640 minicomputer. 
Example 2 
The system state equation is . 
0 1 0 0 0 0 
. 0 -2.93 -4.75 -0.78 0 -3.91 
x(t) = x(t) + u(t) 
0.086 0 -0.11 -1.00 0:035 0 
0 -0.042 2.59 -0.39 -2.53 0.31 
11 6 
and the open-loop poles are-0.041, 2.989, -0.200 ± j 1.640. 
Only the first state variables are available for 
dback. It is required to position the closed-loop poles 
to the left of the parabolic boundary 
h(a,S) o 
The starting F was again chosen to be the null matrix, and 
the required des~gn was obtained after three iterations 
with 
F [ O. 131 0.102 -0.114 O. 116 0.987 ] 0.971 
The corresponding closed-loop poles are 0.436 ± j 0.416 
and - 2. 1 23 ± j 1. 359 . 
Example 3 
The open-loop system is described by 
-1 
2 
o 
and has poles at 1, -1 and -2 . The problem is to find a 
dback matrix F such t the closed-loop po s have a 
real part l~ss than -0.4 and a damping ratio ater than 
1/ 
Here the closed loop poles must sati the two 
constraints 
a + 0.4 ~ 0 
a + 0.5 lsi ~ o. 
The algorithm was extended in a straightforward 
hion to deal with this case. Again the constraints 
were satisfied a three iterations commencing with F 
final design was 
F == [ 
-0.184 
-0.187 
0.180 ] 
0.254 
with closed-loop poles at -0.702, and -0.528 ± j 0.841. 
4.5 CONCLUSIONS 
The problem of designing dynamic compensators for 
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o. 
linear multivariable stems has been formulated. as a static 
optimization problem in parameters defining the compensator, 
and a suitable solution algorithm has n derived. Unlike 
in the work of Brasch and Pearson [8] and others, no 
restrictions have been imposed on the ranks of the 
compensator matrices. Consequently, arbitrary pole 
placement may be achieved using compensators of lower order 
than required by them. However, an explicit expression for 
the minimum compensator order for exact pole placement has 
not ·been obtained; only a lower bound on the required 
compensator order has been found. Further research is 
needed to resolve this aspect of the problem. 
The more general problem of achieving either exact or 
approximate pole p t while minimizing a quadratic 
performance index in state and control variables has also 
been considered. This problem formulation permits the 
simultaneous attainment of' several design objectives such as 
obtaining pole placement .while either optimizing the sys4::em 
response or minimizing the mean square control fort. 
It is, of course, possible to consider other types 
of performance indices. This will described in 
Chapters 5 and 6. 
Consideration is also given to the design of 
output feedback control systems with poles constrained 
to lie in prescribed"regions the complex plane. 
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A method has been presented which is computationally 
efficient as has been borne out by the nUmerical examples. 
It is also anticipated that this approach will yield a 
practical sign having simpler structures (e.g., lower 
compensator order) than those required for exact pole 
placement. 
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APPENDIX A 
The problem formulation and solution when some of 
the desired closed-loop poles are equal will be consi d 
in this Appendix. 
Suppose that 'YJ + 1 of the preassigned poles are 
equal, say 
Then the condition for exact pole placement is 
A = A 
l-l 
= 0, j = 0, 1, ••• ,'YJ 
Hence it would be appropriate to modify the 
index {4 12} to 
~J+'YJ d i -]l6 (A. ) 
L 1. + s. i-]l i=]l 1. dA. 
1. 
2 
(4-46 ) 
(4-47) 
If the DFP minimization algorithm is to be used, 
then aJ 1/3F can be obtained by noting that 
36 {A} 
= 3 F - B' c' {4-48} 
. . 
Now dJ¢(A}/dA J is readily computab from (4 21) after the 
matrix coefficients ~1f ~2""'~n+p~1 hav~ been computed 
using the Faddeev algorithm. The computation of aJ 1/aF then 
becomes straightforward. 
Finally, the cost component does not depend on the 
values of the'desired close loop po s. Hence, there is no 
change in the methods for computing 
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APPENDIX B 
Description of the Marquardt algorithm 
Although the Marquardt algorithm remains one of the 
most powerful techniques for minimizing of functions having 
sum-of-squares form, it has not been used extensively in 
the control iiterature~ A brief description of the 
algorithm is therefore appropriate. 
The problem is: find the m-vector F so that the 
function 
f (F) = W H 
is minimized. H is a n-dimensional vector function of F. 
is [1] 
where 
The Gauss-Newton updating formula for this problem 
of == 
= 
1 
- (NN ') 1 NH , 
-N(N'N)-1 H 
aH. 
1 
aF. ] 
if m ~ n 
if m > n 
f (4-49) 
Consider the case m~. n. It ha:s been discovered [1] 
that better convergence may be obtained if the Marquardt 
algorithm [2] is adopted, i.e., modify (4-49) to 
of (4-50) 
However, in the present research program, further 
modifications of (4-50) suggested by Box and Jenkins [3] has 
been adopted. This involves the normalization of N, H 
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so as to avoid I-conditioning of the matrix inversion. 
rst set A NN', C :::: - NHi then, the complete algorithm 
is as follows: 
Step (i): Set a vector d where, 
d. == ~ 
1 11 
i=1, •.. ,m 
Step (ii): compute A * wher-e 
A ~. = 1 + 'IT' , 
11 
'IT is an arbitrary 
constant (see below) i=1, ... ,m 
Step 
Step 
(iii) : 
(iv) : 
A~. == A .. /d.d., it- j 
1J 1 J 1 J 
Compute C* 
C. * 
1 
Then 
of* 
and 
of. 
J 
:::: 
== 
where 
C·/d. 1 1 
(A* ) 1 C:II: 
of*IC ., 
, J 
j==1, ••• ,m 
i==1, ... ,m 
j==1, ••• ,m 
of obtained in step (iv) is acceptable if the 
function to be minimized, f(F), decreases, otherwise 
multiply 'IT by a factor k (say 2) and return to (ii). 
The starting 'IT ,is (arbitrarily) chosen to be 0.1 
for th~ examples shown in this and the next chapter. 
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CHAPTER 5 
POLE PLACEMENT IN OUTPUT FEEDBACK CONTROL SYSTEMS 
FOR MINIMUM SENSITIVITY TO PLANT PARAMETER VARIATIONS 
5.1 INTRODUCTION 
In this chapter an extension of the pole-placement 
algorithm of Chapter 4 to the sign of output feedback 
laws pole placement that, in some sense, have minimum 
sen tivity to plant parameter variations is described. 
The motivation for this study is obvious. The linear 
differential description of the multivariable plant is 
usually an approximate model of a physical system such 
that almost all the parameters involved in the differential 
description of the dynamic system are subject to variation 
and uncertainty. These parameter variations may 
small or large. Therefore, it is necessary to develop 
design techniques such that the effect of these variations 
on the closed-loop poles is reduced or minimized. 
One of the earliest investigations in this area was 
that by Morgan [2] who derived several useful expressions 
for the sensitivity of the closed-ioop poles to small 
parameter changes. The results of [2] have also n 
extended and used in [3] in a sensitivity study system 
respon subject to small parameter changes. However, the 
formulae obtained in [3] are so complex that their 
effectiveness in controller design is doubtful. More 
recent , Tzafestas and Paraskevopouios [4] have given 
an algorithm for designing constan-t output feedback 
law with decreased sensitivity to plant parameter 
variations. However, their feedback law contains the 
actual ations of the plant parameters from their 
nominal values, and it is unrea stic to presume that 
these deviations will be known in practice. 
In this chapter, two different problem 
formulations for pole placement with minimum sensitivity 
are considered. In Problem A, §5r2, the deviations 
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the plant parameters are assumed to be small (but unknown) 
compared to their nominal values. In Problem B/ §5.3/ 
the plant parameter variations are permitted' to be 
comparable in magnitude to the nominal parameter values, 
and it is assumed that the probabili distributions 
of the parameters about their nominal values are 
given. 
For clarity, the treatment is confined to 
constant output feedback laws/ but the extension to 
the design of dynamic compensators as in Chapter 4 [1] 
is straightforward. Similarly, although perturbations 
in only a single plant parameter are considered, there 
is no difficulty in treating perturbations in more, 
than one parameter. The work described in this 
chapter has also appeared in a paper by Sirisena and 
Choi [10]. 
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5.2 DESIGN TEC FOR SMALL PARAMETER VARIAT 
PROBLEM A 
5.2.1 The tem 
The plant is described by the equations 
x A(fJ)x + B(fJ)u 
(5-1 ) 
y = C(fJ)X 
where X, u and yare vectors of dimensions n, m and r 
respectively. The matrices A, Band C have appropriate 
dimensions and are assumed to be known functions of 
the parameter fJ. The feedback laws considered are 
the form 
u = (5 -2) 
where F is a constant m x r matrix. 
The closed-loop system is there 
. 
x (5-3 ) 
and closed-loop poles A. I i 1,2, ...... ,n, are the roots 
1 
of the characteristic equation 
= 0 (5-4 ) 
5.2.2 Pole lacement and the sensit on 
Suppose the n desi~ed closed-loop poles 
d 
A. Ii:::: 1, ... ,n are specified where in a manner similar to 
1 
that described in §4.2.1, k these poles are real while 
the remainder are complex and appear in conjugate pairs. 
Let the poles be ordered such t 
where, as 
d Im CA .• ) > 0 
1. 
1 
i 
1 
== 
== 
== 
1 , • • 
k + 1 
1 + 1 
1 Cn + k) /2 
. , k 
, . . . , 1 
, .. . ,.n 
d Assume that A., all i, are distinct. Extension to 
1 
the case ·of repeated poles is possi but tedious .. 
(See e.g. Appendix A of Chapter 4). Also, there is 
actually no great loss of generality in making this 
assumption because the choice of the A~ is at the 
1 
designer's discretion. 
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Then, from §4.2.1 where it is shown that a reasonable 
performance index for the pole placement problem is g 
= 
1 
L rtdA~,11 )1 2 
. 1 1. 0 1= 
where 110 is the nominal value of 11. Clearly, J - 0 
c 
if and only if exact pole placement has been achieved, 
i.e. i. 
n by 
(5-5 ) 
Now consider the sensitivity aspect of the problem. 
In general, deviations of the plant parameter 11 from its 
nominal value will cause the actual system poles A. to 
1 
deviate from their desired locations A ~ • The sensi 
. 1 
of the system poles to small perturbations in 11 may be 
measured by the sensitivity function 
== 
ty 
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where the summation is again over only the 1 po s with 
non-negative imaginary parts since 
The arbitrary weighting constants Si in (5 6) are introduced 
to give design flexibility. It is convenient to express J s 
in terms of the system characteristic polynomial.' This may 
be done by using 
= (5-7 ) 
Now since the exact pole placement constraint is to be 
satisf d, i.e. ~. = ~~, all i,it follows from (5-7) that 
1 1 
[aa~wiJ . 
w = w 
o 
= 
6. n 
where 6.d(~) n (A-~~) 
1 1 
is the desired characteristic 
polynomial. Hence Js'may be written as 
J 
s 
Moreover, the constants 
~~ 
1 
= 
d 
A = A. 
1 
j~1 IA~ - A~I 
j 
can be precalculated and combined with the arbitrary 
constants S. to give 
1 
1 
E 
1 
- 2 S. 
1 
d ) 2 a6.(A.,ll 
1 0 
(5-8 ) 
where 
s. = 
1 Si/j~lIA~-A~I· 
j ¥1 
5 2.3 Statement of Problem A 
Problem A may now be stated as follows Given 
system (5-1), (5-2) and a set of desired poles 
d A., i 1,2, .... ,n, find the feedback matrix F that 
1 
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minimizes the sensitivity cost function J
s 
given by (5-6), 
or lently by (5-9), subject to J
c 
= O. 
Clearly Problem A can have a solution only if there 
exists at least one F that gives exact pole placement. 
nce F has mr elements, a necessary condition for exact 
Ie placement to be possible with arbitrary A~ is 
1 
mr ;?:- n (5 10) 
" (510) is not a sufficient condition and in t 
the necessary and sufficient conditions for pole placement 
using constant output feedback are not known at present, 
as has lained in Chapter 4. Existence of a solution 
to Problem A can therefore only be determiried by numerical 
exper ion with the actual system. 
5.2.4 the solution of Problem A 
5.2.4.1 Solution 
----------------~~-
I 
Problem A is evidently a constrained m~nimization 
problem, and in general both the objective function J
s 
and 
the constraint function J are non-linear. A numerical 
c 
solution may be obtained using standard techniques such as 
the nt ection algorithm of Rosen [5] or the 
1 31 
penalty function method. Rosen's algorithm is difficult to 
apply with non-linear constraints. On the other hand, 
numerical experimentation reveals that"the penalty function 
approach is usually very satisfactory for the problem 1n 
hand. In this approach, an augmented" cost function 
(5-11) 
is minimized with respect to F using an unconstrained 
minimization algorithm. The violation of the constraint 
J
c 
= 0 at the minimum of J may be made arbitrarily small 
by making the penalty weight y sufficiently large. The 
minimization of J may be performed using a quasi-Newton 
algorithm such as that of [6], or preferably an algorithm 
that exploits the sum of squares form of J, as was done in 
Chapter 4. 
First, J 1S expressed 1n the form 
J h'·h (5-12) 
where h is a real 2n-vector that is defined as 
d d 
• . . , y Re {!'-:, (A 1 ' Jl 0) } , y 1m {!'-:, ( A 1 ' Jl 0) } , 
Q .... , (5-13) 
Now if F is stored as an mr x 1 column vector, and the 
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mr x 2n matrix N is defined by 
N o hi of ' (5 -14 ) 
then the well known Gauss-Newton iteration formula for 
minimizing J~ith respect to F is given by 
- (NN') -1 Nh, if mr ~ 2n 
- N(N'N)-1 h , 
(5-15) 
if mr > 2n 
In practice, better convergence is usually obtained using 
the modified version of formula (5-15) proposed by Marquardt 
[7] (see also Appendix B of Chapter 4). 
Notice that in the Marquardt algorithm, each 
iteration step is independent of the previous one and. hence 
there is no difficulty 1n changing the penalty weight y 
during the computation if this is required. On the other 
hand, with the Davidon-Fletcher-Powell algorithm, the 
hessian matrix has to be reset each time y 1S changed and 
this has an adverse effect on convergence. 
In the next two sections, computable expressions for 
hand N are derived. 
5.2.4.2 Computation of the vector h 
Construction of the vector h requires the evaluation 
of ~(A,~ ) and O~(A,~ )/o~ at the current value of F. The 
o .00 . 
first step is to evaluate the nominal closed-loop matrix 
A (~ ) glven by (5-3) . Then the coefficients a. of ~(A,~ ), 
0 1 0 
where 
~ (A,~ ) ~ An n-1 n-2 (5-16) = + a 1 A + a 2A + ... + a . 0 n' 
are computed using the following algorithm due to Faddeev 
[8] : 
cp. = cp l' + a.I, 
1 1 n 
where 
Of course, the algorithm of Davilevs 
to evaluate a. as shown in §4.2.3.1. 
1 
Next, application of the cha 
differentiation y Ids 
36. (A ,1.1 0) 
= [:~ 3A 0 lJ o ail 
where the matrix operation 0. is de 
x 0 y = 
Now it can be easily shown that. 
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i 1,2, .... ,n (5 -17) 
[9] may also be 
rule for 
] ~ ~ ~ 
0 
(5-18) 
ned by 
(5-19) 
where ~(A,lJ),as shown in §~.2.3.2tis the cofactor matrix 
of the determinant IAI - A(lJ) I and can be expres as 
n 
The matrix coef cients cp., i 1,2, .... ,n-1, are also 
1· 
generated by Faddeev's algorithm (5-17). Aga can 
be easily shown that 
AlJ (lJ) 
(5-20) 
where the subscript lJ denotes f entiation with respect to 
1 34 
~. Substitution from (5 19) and (5-21) in (5 18) then 
elds 
a6(A,~ ) 
o 
a~ 
o 
= - <P (A ,~ ) 0 {A + B FC (~ ) + B ( ~ ) FC } 
o ~o ~o 0 . 0 ~o 
(5 22), 
where A , B and C denote respectively the values of 
~o ~o ~o 
A ~ , B and C at ~ =: ~ . ~ ~ 0 
The elements of h can now all be obtained by repeated 
subs tution of A = A~, i 1,2, •••.. ,1, in (5-16) and (5-22). 
1 
5.2.4.3 Computation of the matrix N 
The 
a d aFt,(Ai'~o) 
matrix N is composed of elements of the form 
a d 
and [at,(A.,~ )/a~ ], and expressions for these 
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quantit s will now be obtained. 
Firstly, from §4.2.3.2, it is seen that 
(5-23) 
Next, by changing the order of differentiation and 
substituting from (5-23) it is also seen that 
= 
(5-24) 
where the subscript ~ again notes differentiation with 
respect to ~. Now from (5-20) I 
(5-25) 
and the quantities a¢./a~ may be computed from the recursive 
. 1 
re tionship 
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d¢>, d¢>, 1 1 [d¢>i-1 ¢>i_1A~ (fJJ f ~ 1.- A' (fJ) <P i -1 A~ (fJ) (fJ ) afJ + -;- tr + ~ 
i 1,2, ... ,n, (5-26) 
a¢> 
0 0, 
that can be derived by differentiating Faddeev relations 
(5 -17) . _ The matrix N can then be constructed by evaluating 
quanti 
fJ fJo for A 
s in (5-23) and (5-24) at the nominal value 
d 
:::;: A" 
1 
i=1,2, ... ,1, with the aid of equations 
(5-25) and (5-26). 
5.2.4.4 Solution a thm 
The following algorithm is now proposed for the 
evaluation of the optimal F. 
Step (i): Choose an arbitrary starting value F = F . 
o 
Set the penalty weight y to some trial value, 
say y 1 . 
Step (ii): For the current value of FI construct the 
vector h and matrix N as outlined in §5.2.4.2 
and §5.2.4.3. 
Step (iii): Compute increment of according to 
Step (iv): 
Marquardt's modification of the 'formula (5-15). 
If of is in some sense smaller than a scribed 
tolerance, go to s (iv). Otherwise, 
increment F by of and return to s (ii) . 
Check if pole placement has been accomplished 
I 
to the desired tolerance either by-solving for 
the closed-loop poles or by using a criterion 
such as J ~ £. If the desired tolerance has 
c 
been achieved, then a locally optimal value of 
F ha~ been found. Otherwise, increase the 
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penalty weight y by a factor of, say, 10 and 
return to step (ii). 
Remark 
(R1). At (iii), the increment ~F may alternatively 
be determined in accordance with the Davidon~Fletcher-Powell, 
or similar, algorithm. For this purpose, expressions are 
required for J and aJ/aF, and these are given by 
J := hlh 
aJ 
= 2Nh. 
The problem hand may conceivably have more than 
one local optimum. It is therefore advi Ie to repeat the 
computation starting from several dif F in order to 
o 
obtain the global optimum. 
5.2.5 Numerical e 
The techn developed. above will no'\iY be illus.tra ted 
by means of a numer I example. A third-order, two nput, 
two-output plant desc bed by the equations: 
x = 
y = 
1 
-1/lJ 
o 
o 
1 
1 ~lJ] x + [1 ~lJ ~ 1 u 
-5 0 2-1/lJ 
(5-27) 
is considered, ·the nominal value of the parameter lJ being 
1 0, The desired po s are -2, and -1 ± j2. problem is 
to find the feedback ix F that gives exact pole placement 
for the nominal value of lJ, while minimizing the sensitivity 
cost (5-9) with S1 = S2 = 1. 
Here the feedback matrix F has four elements, 
which is one more than the number of poles that have 
to be assigned. Hence it is possible that there exists 
more than one F that gives exact pole placement for 
the nominal system. To test this possibility, the pole 
placement cost J given by (5-5) was minimized using 
. c 
Marquardt's algorithm for various starting F. It was 
o 
found that every F tried converged to a different F o . 
with a vanishingly small value of J at the minimum, 
c 
thus confirming that many, and possibly an infinite 
number of F, give exact pole placement. Two sample 
results are given in Table I where the corresponding 
values of the sensitivity cost, function J
s 
are also 
tabulated. Thus it may be concluded that the problem 
stated above is well posed. A solution was attempted 
using the algorithm of §5.2.4.4, and it was found that 
all starting F tried converged to the values 
o 
with 
=,[ 1.310 
F 16.55 
J
s 
= 43.103 
-8 
J
c 
< 10 • 
2. 00 OJ 
15.31 
It is seen that the optimal F, has a considerably 
smaller sensitivity to small parameter perturbations 
than either of the'two values of F listed in Table I. 
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starting F Final F for exact Sensitivity pole placement cost J 
s 
[~ ~J [-2.366 1.849 1.999J -11.910 238.100 
[10 
10 
10J 
. 10 
[-4.226 
11.100 
1 .999J 
-9.759 485.985 
Table I 
5.3 DESIGN TECHN FOR LARGE PARAMETER VARIATIONS -
PROBLEM B 
In certain practical situations it may be unrealistic 
to assume that the perturbations in ~ are small compared 
with its nominal value. If this is so, the design obtained 
using the previous formulation would not necessarily be the 
best possible. In what follows, the problem is reformulated 
so as to achieve a design where, over a prescribed range of 
~, the closed-loop poles remain close to the desired 
locations. 
'5.3.1 Formulat n of Problem B 
Once again, the plant considered is described by the 
equations (5-.1). The exact value of the parameter ~ is now 
not known, but it is assumed to be distributed randomly in 
the interval 
(5 -2 8) 
with a known probability density function P(~). 
Again, a set of desired poles (assumed distinc·t) 
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d 
A . , i = 1,2, ... ,n, is specified. Then an obvious 
1 
generalization of the pole placement cost function 
(5-5 ) that allows for the variations in lJ is 
A 
J = 
c 
(5 29) 
The problem therefore is to find the control law of the ' 
form (5 2) that minimizes the cost function (5-29). 
Clearly it is impossible to achieve exact pole 
placement over a finite range of values of lJ. Hence the 
optimal value of J will always be non-zero. However, 
c 
although the optimal F may not give exact pole placement 
at even a single value of lJ in the interval (5 28), it will 
be such that the closed-loop poles are in some sense as 
close as possible to the desired locations as lJ varies in 
the int~rval (5 28). 
Notice that unlike Problem A, Problem B is an 
unconstrained minimization problem It is easy to show 
that the cost function (5-29) is a continuous function of 
the e~ements of F providing A(lJ), B(lJ), C(lJ) and P(lJ) are 
"-
integrable functions. Also, J
c 
is clearly ,bounded below. 
Hence a solution to Problem B exists under very mild 
conditions. 
Actually, the two problem formulations are not 
entirely unrelated. It can be shown that the solution' 
of Problem B tends to that of Problem A (with the" 
weights S. 
1 
1), when it exists, as the parameter range 
)Jmax - lJ
min + O. Of course, Problem B becomes 
ill-conditioned computationally for this limiting condition. 
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5.3.2 Solution of Problem B 
In practice it will usually be difficult, if not 
impossible, to explicitly perform the integration in (5~29). 
Hence a numerical integration technique, such as Simpson's 
rule, is used to approximate the integral by a finite sum 
g~v~ng 
A 
J 
c 
I q 
= 1: 1: 
i=1 j=1 I 
.d 12 y.6(;\.,].1.) P(].1.) ] . ~ ] ] (5-30) 
where the y. are constants with values depending on the ] 
integration rule being employed. The choice of the number 
of integration points q depends on the accuracy desired and 
the computational complexity that can be tolerated. 
Actually, since the performance index (5-29) is arbitrary, 
it need not be evaluated to any great accuracy. In fact 
one may even consider the finite sum (5-30) to be. the 
performance index. Hence good designs may be obtained even 
when q is a relatively small number. 
A 
Observe that the cost function J
c 
is also of the 
sum-of-squares form. Clearly the components of J and the 
c 
gradients with respect to F may be computed using the 
procedures outlined in §5.2.4.2 and §S.2.4.3. Hence there 
A 
is no difficuity in performing the minimization of J using 
c 
Marquardt's algorithm. Of course, any other gradient type 
unconstrained minimization technique may be employed instead. 
5.3.3 Illustrative Ie 
The techniques just developed will be demonstrated on 
the plant (5-27) used for the previous exa~ple. The desired 
poles are again taken to be 2 and ~1 ± j2. Now the 
141 
parameter ~ is assumed to be uniformly distributed in the 
interval 
0.6 ~ ~ ~ 1.6, 
'i.e., 
P (~) 1 • 0, 0.6 ~ ~ ~ 1.6 
Simpson's rule was used for integration with q 3. 
The minimization was performed using Marquardt's algorithm, 
and it was found that all starting values of F tried 
produced the same solution: 
F = [ 
-0. 709 
-12.82 
0.661 ] 
--11.78 
It is interesting to compare how the closed-loop 
poles vary with ~ for the two different values of F 
obtained from the two different problem formulations. 
The results are summarised in Table II. For added interest, 
results are ,also shown for the first of the values of F 
given in Table I, which was obtained by satisfying the pole 
placement requirement only without considering sensitivity 
to parameter changes. 
As would be expected, the optimal F for Problem A 
is more satisfactory from the pole placement standpoint for 
values of ~ in the neighbourhood of the nominal value 1.0. 
However, 'it ~s.les.s satisfactory for large deviations of ~ 
from th'e nominal value and in fact resut ts in instability 
when ~ is less than about 0.6. The optimal F for' Problem B 
though not giving exact pole placement for any value of M 
nevertheless maintains the poles close to their desired 
values over a wide range of values of~. Finally, it is 
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Closed-loop poles 
]J 
Optimal F Optimal F F =' [-2.'366 1 999] Problem B Problem A 1.849 11.910 
0.5 -5.000 -5.000 -5.000 0.340 ± j L 143 -0.903, 2.903 1.000 ± j 1. 932 
0.6 -3.656 -3.749 -3.991 
-0.956 ± j1.629 0.503, 0.919 0.329 ± j2.139 
0.8 -2.430 -2.325 -2.722 
-1.497 ± j2.128 -0.713 ± j1.626 -0.514 ± j2.129 
1.0 -2.266 -2.000 -2.000 1 .536 ± j2.205 -1 .000 ± j2.000 -1 .000 ± j2.000 
1.2 -2.350 -2.009 -1.625 1 .467 ± j2.100 -1.079 ± j 2.032 -1.270 ± j1.830 
1 • 4 -2.523 -2. 121 -1.443 1 359 ± j 1 .954 1 .083 ± j 1 .946 -1.422 ± j1.630 
1.6 ..,.2.731 -2.283 -1.384 1 .241 ± j1.818 1 .046 ± j 1 .828 -1.495 ± j1.398 
1.8 -2.936 -2.469 -1.235 
-1.126 ± j1.705 -0.988 ± j1.712 -1. 604 ± j 1 305 
Table II 
evident that a typical F matrix chosen from only the pole 
placement standpoint would be markedly in ior to the 
optimal F for either Problem A or Problem B from the 
standpoint of sensitivity to parameter changes. 
5.4 CONCLUSIONS 
The problem of achieving pole placement in 
multivariable control systems with minimum sensitivity 
to plant parameter variations has been con dered. 
> Two design approaches been developed. In one approach, 
exact po placement is obtained at the nominal values of 
the plant parameters while minimizing a measure the 
sensitivity of the poles to small parameter variations. 
This approach can be adopted when there are more feedback 
parameters than the minimum required for exact pole 
placement. In t~e second approach,' the plant parameters 
are permitted to vary over a range that is large compared 
to the nominal values and the feedback gains obtained 
give approximate pole placement in a minimum mean square 
error sense over the prescribed range of plant parameter 
variations. The usefulness of techniques developed 
has been illustrated by means of specific examples. 
143 
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. CHAPTER 6 
OF SERVOMECHANISMS SUBJECT TO 
CONSTANT OR TIME-VARYING RANDOM DISTURBANCES 
6.1 INTRODUCTION 
In this chapter, the pole placement technique of 
Chapter 4 is extended to the design of dynamic compensators 
for servomechanisms subject to constant reference and 
disturbance inputs. The performance of the overall control· 
system is asses?ed, not only in terms of its trans nt 
response characteristics but also on the. magnitude of 
the steady-state error that may exist between the plant 
r€ference inputs and outputs. 
Johnston [1] has established that if the constant 
input signals are unmeasurable, then system stability and 
output regUlation (i.e., in the context of previous 
chapters, x(t), yet) +0 for t+oo) can be achieved through 
the use of an integral-state feedback law. His results 
have since been extended by other researchers. Thus, 
. Davison and Smith [2] have derived the necessary and 
sufficient conditio~s for the existence of such an integral-
state feedback control law. Similar results have also been 
obtained by Young and Nillems [4] in the design of 'type-one' 
servomechanisms. 
The case of measurable constant disturbances has been 
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considered in [3] where it has been shown that steady-state 
output regulation can 'be achieved using a feedforward 
controller. The necessary and sufficient conditions under. 
which the feedforward, controller exists have also been 
derived. 
The techniques described in this chapter have several 
atures which are different from those contained in the 
abovementioned references. In §6.2, attention is first 
focussed on the design of dynamic compensators for servo-
mechanisms where the constant inputs are unmeasurable. 
Some statistical properties the input signals will be 
assumed. The order of the compensator is fixed a priori 
but is usually lower than that given in [2], [4]. The 
design trade-off is between the attainment of small (but,not 
necessarily zero) steady-state error and the order of the 
compensator. Furthermore, this relaxation on the steady-
state performance could result in' the appearance of extra 
degrees of design freedom which may be used beneficially to 
improve system transient characteristics through suitable 
placement of the closed~loop poles. For this purpose, the 
unrestricted rank pole placement technique described in 
Chapter 4 is adopted because, unlike the unity~rank 
technique used in [4], greater flexibility in positioning 
the closed-loop poles may be expected. ,(See also Chapter 4.) 
In §6.2~6, the design of minimal-order dynamic compensators 
for simultaneous exact pole placement and zero steady-state 
error is considered. 
The case where the constant inputs are assumed to be 
measurable considered in §6.3. The results of [3J are 
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specialized to show how a feedforward controller can be 
designed so that the steady-state error between the constant 
inputs and the plant output can be made exactly zero. The 
conditions governing the existence of such a controller are 
also derived. 
By combining the results of §6.2 and §6.3, a two-step 
design procedure for the construction of a compensator for 
systems subject to measurable and unmeasurable constant 
inputs is presented in §6.4. 
Attention is then directed towards the design of 
dynamic compensators for linear multivariable servo-
mechanisms subject to random time-varying reference inputs, 
plant disturbances and measurement noise. Weston and 
Bongiorno [7] have determined the optimal compensator for 
this problem; however, the dimensionality of the optimal 
compensator may often be too high for realization purposes. 
A more practical solution could perhaps be obtained by 
constraining the compensator to be a dynamic system of low 
order, and this is the subject of §6.5. A quadratic 
performance index is 'employed and the resulting parameter 
optimization problem is treated using a state-variable 
formulation. It is shown that the ~ervomechanism problem 
being considered can be reduced to a stationary stochastic 
regulator problem of the form considered in Chapter 3. Thus 
the direct-type solution algorithm proposed in §2.4.2 can be 
employed to determine the optimal compensator parameters. 
An illustrative numerical example is presented. Some of the 
results described in this section can also be found in 
a paper by Sirisena and Choi [5]. 
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6.2 SERVOMECHANISM 'tHTH UNMEASURABLE CONSTANT INPUTS 
6.2.1 The system 
The servomechanism considered is shown in Fig. 6.1 
where the linear p 
. 
x (t) 
is given by 
= Ax(t) + Bu(t) + E w 
u u 
(6-1 ) 
n m 
x(t)SR , u(t)sR are the plant state and control vectors 
re ctively. y(t)SRr denotes the plant output vector. 
A,B,EU are constant matrices having appropriate dimensions. 
w SRI is an external unmeasurable constant input and the 
u 
error, e(t), between wand y(t) is given by 
u 
e (t) == Cx (t) + F w u u 
The dynamic compensator is of the form 
. 
z (t) pz (t) + Ne(t) 
·'u (t) == Hz (t) + Ge(t) 
where the order p of the compensator is fixed a priori. 
(6-2 ) 
(6-3) 
(P,N,H,G) are unknown matrices that remain to be determined. 
Reriall that in forcing e (t) 
ss 0, where the subscript ss 
denotes the s state value, the oompensator considered 
in [2] 1 [4] is order r with P o Ii. e . 1 pure 
r,r 
integration is used. There , in using the present design 
technique· for steady-state error control, the upper bound 
on the compensator order is p r. 
The unmeasurable constant input wu will now be 
examined in detail. Suppose from time to time, w 
u 
changed from one value to another and the dynamics of the 
servomechanism shown in Fig 6 1 are such that the time 
I. 
J.
w 
u 
--, 
J 
I I 
L ____ l::.Y2:,:m~c ..::~m1?:.n..:c:.t.:?::. _ _ _ __I 
Fig. 6.1 Linear multivariable servomechanism with 
unmeasurable constant input Wu 
1U9 
x y 
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interval during which Wu remains at a particular value is 
long compared to the time it takes yet) to essentially reach 
its steady~state value. Also, it is further aSSumed that the 
first- and second-order statistics describing these random 
variations of Wu are 
0 , E{W Wi} = W 
U U U 
(6- 4) 
where W is a known 1 x 1 matrix. This is quite a common' 
u 
situation in prac ce [6] although the zero-mean assumption 
is made only convenience of analysis. A non-zero 
mean value may be regarded as a measurable disturbance, and 
can be handled by the technique of §6.3. 
Equations (6-1), (6-2) and (6-3) can be combined to 
form the composite s,ystem 
. ~ [~J -x A (A + BKC)x + (BKF + (6-5 ) 
where. 
6 [A >p] , 
A = 0p,n p,p 
-6 [B 0 ] -6 [ :p,n Or,p] B = nip C = 0p,m Ip 
(6:-6 ) 
" 6 F [ ::" ] -/1 E = [ OP.J 
The performance of the Glosed-Ioop system (6-5) will 
now be examined in of its steady-state and transient 
response characteristics. 
6.2. 2 -state error measure 
If the closed~·loop system (6~5) is 'stable, under 
steady-state condition, x(t), z(t) + 0 as't + 00 fore, 
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from (6..,.5) , 
X ::::: 
ss 
(6 7) 
stability of (6 5) implies t~at all the eigenvalues 
+ BKC are situated on the LHP, and therefore {A + BKC)-1 
exists Hence, from (6-2) 
= (6-8) 
v t:, 
where C = [C 0]. Now, to obtain acceptable steady-state 
performance, it is necessary to make e as small as 
ss 
possible. A suitable performance index is there the 
mean-square error measure 
J =! E{e i e ss }. ss ss· 
J is po tive definite and vanishes if and only if 
ss 
- o. 
Using (6-4), can be evaluated· to glve s . 
(6-9 ) 
J 
S8 
(6-10) 
For any given K, J can thus be easily computed. 
ss 
6.2.3 System transient performance 
In this section, the transient response character-
istics of (6~5) are studied in terms of the location of the 
closed-loop po+es. Furthermore, stability of (6-5) must also 
be assured if the analys shown in the last section is to 
valid. Thus, it necessary to find a suitable K such 
that the closed-loop eigenvalues, A. (A + BKC) all i, are 
1 
placed at or close to certain prescribed values. As can be 
seen from Chapter 4, there are several ways of achieving 
this. However, the unrestricted-rank pole placement 
technique described in §4.2 is to be preferred for the 
reasons stated there. 
Retaining the notation used in Chapter 4, but 
denoting the pole placement cost by J ts and replacing F 
(of Chapter 4) by K, the least-square pole placement cost 
is given by 
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= 
I ! 2: 
i=1 
(6 11) 
where Si(? 0) are constant weighting variables and ~(A) 
is the characteri$tic polynomial of the closed-loop matrix 
A + BFC, Le., 
~(A) - BKC ,n+p + ,n+p-1 /\ a 1 /\ + ... + a n +p (6-12) 
For a given K and using the Faddeev algorithm [B],the 
coefficients of the characteristic polynomial a. in (6-12) 1 . 
can be easily obtained. J ts can be computed readily by 
repeated substitution of d i.f into (6-12) . A . , all Clearly, 
1 
if A. d i, which case J ts - 0 and only if A. , all ln exact 1 1 
pole placement is said to have occurred. 
Finally, the $teady-state and transient response 
performance indices [(6 10) and (6-11)] may now be 
combined. The servomechanism design problem may now be 
stated as follows: 
Problem Statement S1 
Given p and (6-5), find the parameter' matrix K such 
that the joint performance index 
J = J ts + yJ ss 
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is minimized. y(~ 0) is an arbitrary weighting constant 
appropriately chosen. This will be discus later in 
§6.2.5. 
Remark 
(R1). It is clear that the design ement for 
zero ste te error has been relaxed in the present 
formulation (81). Therefore it may be possible to construct 
compensators of order lower than that used in [2]·, [4] while 
. still keeping the steady-state performance within design 
tolerances. 
6.2.4 Ana 
---""---
Any direct search optimization algorithm may be 
used to find minimal J given in (6-13) q However, in 
so far as solution accuracy and computation ncy are 
concerned, a gradient-type minimization technique is to be 
preferred. It is therefore necessary to derive a computable 
expresSion for aJ/a~ and this is done ln the next two 
sections. 
6.2.4.1 Evaluation of 
To 1 the derivation that follows, first 
denote A 
o 
- - -1 
+ BKC) and B !::" -,... --= BKF + E. Then introduce 
. 0 
small perturbation in K, £eK (£ small) and expand (6 9) to 
first order in.£, using the relationship 
(A" + 
to obtain 
e (K + EoK) 
55 
+ EBeKC) -1 ~ A - EA BoKCA 
000 
v v _ -
~ [F -CA B + E CA Be K (CA B 
u 000 0 0 
,... 
F) ] w 
u 
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From (6-10), the increase in cost due to EoK is therefore 
given by 
cjJ (K) 
ss 
NOw, using a standard lemma due to Kleinman [10], the 
required gradient expression is given by 
dJ 
ss 
----aK = 
v _ V A 
(CA B ) I (F -CA B ) W (CA B -F) I 
o u 0 0 u 00' 
Thus, for a given K,dJ /dK is explicitly computable. 
ss 
6.2.4.2 Evaluation of dJtS/dK 
(6-14) 
(6 15) 
The expression for dJts/dK has already been obtained 
in Chapter 4 
= 
and is giv~n by 
1 
1:: 
i=1 
d d -S.l'I*(A.) '<f>(A.)C' 
1. 1. 1. 
(6 16) 
where <f>(A) is the cofactor matrix of the determinant 
IAI -A I, and can be determined using Faddeev's 
algorithm [8].-
Therefore, from (6-13), the complete gradient for J 
is given by 
dJ 
dK 
dJ 
ss y ~ 0 (6-17) 
and can be readily computed. C arly, the ssions for 
costs «6-10), (611» and gradients «6-15), (6-16» enable 
minimization of J to performed' using a gradient-type 
static optimization algorithm, such as that of DFP [9]. 
6.2 5 Possible design objectives 
By tably choosing the we ng constants S. and 
1. 
y, several design objectives may be-attained Some of the 
pos bilities are: 
(i) y == 1, S. +co all i. 
1. 
In effect, the steady-
state error measure is minimized subject to exact pole-
placement being attained. Clearly, a solution can exist 
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only if the compensator order satisfies the lower bound for 
exact pole placement developed in Chapter 4, viz. 
(ii) 
p > n -mr 
"'m+r-1 
y, S. all if are 
1. 
nite and non-vanishing. 
Then, the final design obtained is a compromise between 
exact po placement and zero steady-state error. Large 
values of y will cause the steady-state error to decrease 
but at the expense of the poles being shifted further away 
from the desired locations. This design objective will be 
illustrated by numerical examples in §6.2.7. 
(iii) S. is finite,all i,and y + co. Now the 
1. 
po -placement cost is minimized subject to zero steady-
state error being obtained. From the results of [4], zero 
steady-state error is obtainable only when pure integral 
control is used; hence a solution exists only if p ~ r. 
Actually, in this case it. would be more ef cient, 
computationally, to satis the zero steady-state error 
. constraint at the outset by incorporating integral control, 
and then to concentrate on minimizing the pole-placement 
I 
cost; this approach is pursued further §6 .. 2.6 'below. 
Remarks 
(R2). For agive~ P, the design problems associated 
with (i) - (iii) above may have more than one local optimum I 
each with a different value, o£ J. Therefore, if a gradient-
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type function minimization program is used to minimize J, 
it is necessary to several.different starting values 
of K so as to ensure that global optimum has been 
reached. 
(R3) ~ In practice, the compensator order may 
have to be gradually incre from its minimum permissible 
-
value and the design procedure repeated until both the 
steady-state error and pole-placement error are within 
prescribed tolerances. 
6.2.6 Design of dynamic compensator for simultaneous 
exact lacement and zero s tate error 
To achieve simultaneous exact pole placement and 
zero steady-state error using output feedback, it is 
necessary that [2], [4] 
(a) the linear plant (6-1) be controllable and 
observable, and 
(b) p [~ ~J = n + r. 
In this section, it will pe assumed that both 
conditions are always satisfied. It is also known that 
[2], [4] the zero steady-state error constraint constant 
d turbances can only satisfied if at least a rth-order 
pure integrator is used, i.e., if in the context of the 
compensator (6-3)', a r)( r submatrix of P I which corresponds 
to the pure tegrator, is a null matrix. Consequently, it 
will be computationally unattractive to adopt, without any 
mod ications, . the design technique described'in §6.2.4 
nce it is known beforehand that r2 of these compensator 
parameters must be exactly zero. 
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It is for this reason that the dynamic compensator 
structure shown in g. 6.2 is proposed. The compensator 
incorporates a rth-order pure integrator, thus ensuring 
that the zero steady-state error constraint is automatically 
satisfied. The remaining free parameters contained in 
(P2 , H1 , H2 , N2 , G) may therefore be used to achieve other 
design objectives, e.g. in the spirit of this chapter, the 
exact placement of all n + p closed-loop pole s. In this 
case, the design procedure only involves the minimization 
of J ts (the least-square pole-placement cost) via an 
algorithm similar to that of Chapter 4. 
The compensator of Fig. 6.2 can be described by 
equations of the form 
. 
z (t) pz(t) + Ne(t) 
u (t) = Hz Ct) + Ge (t) 
where. (6-18) 
/::, [0 Or, p-rJ /::, [if 1 H2J r,r , P = H N N2" , -
°p-r,r P2 
Clearly, the order of this compensator satisfies 
p ~ r (B 1 ) 
It is interesting to note that a second lower bound 
can also be derived in the following way. From §4.2.2.1, 
it is seen that there are, in effect, (p-r)x(m+r)+2mr 
independent parameters contained in (~2' H1 , H2 , N2 , G). 
Exact placement of n+p closed-loop po s implies that 
n+p ~ (p-r}x(m+r) + 2mr 
. i.e. a lower bound on p is given by 
w 
u 
F 
u 
--
Fig. 6.2 
r~----------------------------, 
i 
I 
e 
N2 
HI 
G 
J 
I 
: ~ 
I Dynamic compensator -(order p) . I 
~-----~------~---------~------~ 
u Linear 
I _ " y 
(order n) 
Servome ism c iquration for achieving zero ste state error 
exact pole placement 
U1 
00 
n-mr + r2 
p> m+r-1 
where the RHS of (B2) is rounded up to an integer. 
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(B2) 
Thus, on combining (B1) and (B2) above, a new lower 
bound is obtained, i.e. 
pi = max[r, n-mr + r2 ] m+r-1 (6-19) 
Finally, the minimal-order compensator for 
simultaneously achieving exact pole placement and zero 
steady-state error can be obtained via the following 
procedure: 
Step (i): Set p = pi, given by (6-19). 
Step (ii): Initialize search with guessed values for 
(P2' H 1 , H2 , N2 , G). 
Step (iii):. Minimize J ts using the results of §4.2 in 
Step (i v) : 
. conjunction with a gradient-type optimization 
technique. If J ts <E (a positive tolerance), 
then the required compensator has been obtained. 
Otherwise go to (iv). 
Either (a) commence a new search with vastly 
differe~t starting values for (P 2 , H1 ,H2 , N2 , G) 
and go to (iii), 
or (b) increase p by 1 and go to (ii). Course 
(b) is followed only after repeated failures 
with course (a). 
Remarks 
(R4). The results of Brasch and Pearson [12], Kimura 
[13] can be extended to show that exact pole placement can be 
achieved if the order of the compensator (6-18) is 
._-
sufficiently high, providing the plant (6-1) _is observable 
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and controllable. Hence, the above computational procedure 
will terminate for some finite compensator order p. 
(R5). Young and Willems [4] and Davison and Smith 
[2] have also treated the problem of 'achieving zero steady-
state error with exact pole placement. However, in addition 
to integral-of-error feedback, they also employ complete 
state feedback and this may be dif cult to realise in 
practice. 
(R6). Clearly, the assumption concerning the 
statistical properties of Wu made in §6.2.1 is unnecessary 
in view of the fact that J 
ss 
o all unmeasurable 
constant inputs. 
6.2.7 Numerical les 
An example from Young and Willems [4] is chosen to 
illustrate the sign technique,proposed in the earlier 
sections. The plant is 
[~ 3 ~l + [ 1 ~ 1 u (t) x(t} == 1 x(t} 2 0 1 
y(t) ~ [~ 0 n x(t) 1 
The aim is to make y(t) follow a step input w where 
u 
Wu 1 2 . Clearly, in the context of §6 2.1, Fu ::::: - 12 • 
The design procedure begins iwith the construction of a 
constant-gain controller, i.e. p = o. 
in the 
n controller (a) Cons 
----------~----------------
Suppose the closed-loop poles are to be placed at or 
cini of 1 ±j2, ~2. Let S. = 1 for all i and 
1 
Y = 1. Using the results of §6.2.4 in conjunction with 
the Davidon-Fletcher-Powell (DFP) algorithm, all starting 
values of K tried result in.the solution po t 
with 
[
-1. 4. 743 
K = 
-1.3224 
J = 0.11548 
ss 
-2 0 7640J 
-0.0226 
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The closed-loop poles are situated at -1.0005 2.0058 
and 2~0014. For this design, exact pole placement has 
virtually n achieved. Therefore, it may be possible to 
decrease 
s 
ther by increasing Y. Thus, let Y 
and S. = 1 all i. The solution obtained is 
1 
with 
K [
-5.2938 
-2.8098 
J 0.07224 
ss 
-4.3546 ] 
0.8677 
101t 
The closed-loop poles are now located at -1.5670 ±j1.6528, 
-7.8769. Thus it is seen that there is indeed a further 
. reduction in the steady-state error but the poles are 
shifted further away from the desired locations. 
(b) F dynamic compensator 
Next, a f st-order (p = 1) compensator is 
constructed. The desired poles are a'ssumed to have values 
-.~, -1 ± j 2, 2. Let S. 
1 = 
1 for all i and y = 1. 
The optimal solution seen to be 
4.0711 1.7027 2.4076] 
K 2 8302 J.7830 2.8793 
0.0957 0.0270 -.0233 
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while 
J = 0.01838 
ss 
Correspondingly, the poles are situated at .4999, 
-1 .000 ± j 1 .999, -1.999 indicating that exact pole-plac;:ement 
has virtual been attained. Hence, it may possi to 
reduce J still further by increasing the penalty weight y. 
ss 
Thus, when y increased to 10 4 while keeping Si' all if 
unchanged, solution is 
[-4 0 9231 -1.2611 30 725°] K = . 5.0993 4.3667 0.7847 
-0.0477 0.0633 < 10-7 
while the steady-state error has indeed been reduced further 
to 
J = 0.0004 
ss 
The closed-loop poles are now situated at .4691, 
-1.994 ±j1.996, -1.9883, 
Thus, in so as steady-state error and pole 
positions are concerned, last sign is quite 
satisfactory. It is therefore hot necessary to de gn a 
compensator of higher .order although it is clear from § 6 .2.6 
that for exact pole-placement and zero steady~state error, 
a compensator at least.order 2 must be constructed. 
Finally, not that in the last design, P = k33:::;;;: O. 
This implies that the first-order dynamic compensator 
becomes very nearly like a pure integ~ator. 
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6.3 SERVOMECHANISM WITH MEASURABLE CONSTANT INPUTS 
6.3.1 Problem fo'rmula on 
When the constant inputs into the servomechanism are 
measurable, steady-state performance may be improved if a 
feedforward controller is employed. In the notation of 
§6.2.2~ the plant is 
~ (t) 
e(t) 
= Ax(t) + Bu(t) + E w 
m m 
1 (6-20) 
1 
where the constant input w sR In (6-20) is now assumed 
m 
measurable. 
The feedforward controller is given by 
u (6-21 ) 
where Ii' is an unknown m x 1 constant matrix that remains to 
be determined such thate(t) + 0 as t + 00 
and (6-21), 
. 
x(t) Ax(t) + (BF + E )w m m 
NOW, from (6-20) 
(6-22) 
Providing A is stable, the system will settle down to a 
steady state given by 
x = 
ss 
- A- 1 (BF + E )w 
m m 
(6-23) 
Note that the stability of A implies the existence of A 1 
The steady-state error is thus given by 
= (6-24) 
The problem may now stated: 
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Statement S2 
For a given system (6-2), find F such that 
s' 
g by (6 24), vanishes for all constant inputs w - • m 
6.3.2 is 
For any finite value of w
m
' this implies, and is 
implied by, the condition that 
i.e. 
= 
o 
r,l 
F - C A- 1 E 
m m 
(6 25) 
(6-26) 
From [11], equation (6-26) is satisfied exactly by the 
gain 
(6-27) 
r. Moreover, when p[C A- 1B] = r, 
(6':"28) 
Now can shown that 
p [C A 1 B] = r = n + r .. 
Hence, to summarize,' feedforward control glvlng zero 
ste state error exists and is given by (6-27), (6-28) 
providing 
(a) A is stable 
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6.4 A SM DESIGN PROCEDURE 
--~~~~~~~----------------------
The results of previous sections may now be 
combined and applied to the design of servomechanisms 
subject to both measurable and unmeasurable constant inputs. 
Essentially, the design procedure consists of two steps. 
Step 1: First, disregard the measurable inputs 
wand consider the system design for only unmeasurable 
m 
inputs w 
u 
Using the notation of §6.2.1, find K as 
defined in (6-6) such that 
(i) the composite system is stable and A. (A + BKe) 
1 
are at or near to prescribed positions on the complex plane, 
(ii) the steady-state error e due to the 
ss 
unmeasurable constant inputs w is minimized, 
u 
These two design objectives can be attained using 
the techniques of §6.2. 
Step 2: Now suppose the compensated system 
obtain"ed from Step 1 contains measurable inputs w
m
' i. e. 
- --
X = (A + BKC) x + 
v 
e = C x + F w m m 
v f., 
with C = [C 0] . Find 
u 
A (BKF + E)w + u 
the control 
F w 
m m 
Bu + E w mm (6 29) 
law 
(6-30) 
where Fm is the unknown feedforwarp. gain matrix. In this 
case, the steady-state error contains tw'o terms: 
ss 
(6-31 ) 
The f st term on the RHS of (6 31) 1S the error due to 
the unmeasurable inputs w. The magnitude of this error 
u 
will depend on the design obtained.from Step 1. However, 
the second term on the RHS of (6 31) ,corresponds to the 
error due to the measurable inputs w which, as has 
. m 
already been discussed in §6.3, may be made zero provided 
the following conditions are satisfied: 
(i) A + BKC stable. This is guaranteed as a 
result of Step 1, and correspondingly, ~ - -1 (A + BKC) exists. 
(ii) v ~ -Identify (C, A + BKC, B) in (6-29) with 
(C,A,B) in (6-20), then it is necessary that 
[
A+ B.KC 
P v 
C 
BO] =n+r+p 
It can be shown [3) that this condition is equivalent to 
~] ~ n+r 
Also, the required feedforward gain is given by 
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F = 
'm 
(6 32) 
Since K is already determined from Step 1 and all the 
matrices appearing in (6-32) are known, the feedforward 
gain matrix is easily determined. 
6.5 SERVOMECHANISM WITH STATIONARY RANDOM INPUTS 
Some practical systems may be subjected to 
disturbances which are not constant but vary randomly with 
time. In such cases, the disturbances (and re ce 
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inputs) may usually be modelled as stationary Markov 
processes. The design of output feedback controllers 
for such terns is considered in this section. 
6.5. 1 rrhe 
The system under consideration is in 
Fig. 6.3. plant to be controlled is ibed 
by 
.. 
x = Ax + Bu 
(6-33) 
y Cx 
while the re rence signal Yr' the plant disturbance Yd 
and the measurement noise yare the stationary Markov 
m 
processes: 
. 
x A x + wr r r r 
= C x 
r r 
A x + wm m m 
C x 
m m 
(6-34) 
(6-35) 
(6 -36) 
respectively,where wr ' wd and' wm are white-noise p~ocesses 
with known variances 
The problem is to determine the fixed-order dynamic 
compensator of the 
Referenc 
Yr 
I. 
"I 
~ Dynamic compensator (order I 
-----------~--------------~. 
v 
~m 
Linear plant 
(order n) 
Fig. 6.3 !'1ul ti var iable system configuration 
output 
... y 
0\ 
co 
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z = pz + Ne 
I( 6 37) 
u = Hz + Ge 
where e is the measured error signal, which m zes 
the quadratic performance criterion 
y) + u'R u + u'R u} 
c c c p 
under stationary conditions, where Q 1S pos ive 
-definite and Rc and Rp are both positive definit~. 
Note that (6-38) weights the compensator input U
c 
in addition to the plant input u and the tracking error. 
It is tacitly assumed that the order of the 
compensator (6-37) is ficientlyhigh for the system 
to be stabilizable. However, the compensator order 
need be no greater than that of the (unconstrained) 
optimal dynamic compensator which consists of a 
Bryson-Johansen filter of order n + dim(x
r
) + dim(xd ) 
+ dim(x
m
) - dim(y) followed by a memoryless linear 
transformation. 
nally, if so desired, canonical forms 
'(C1) and (C2) of §2.2.2 may adopted the matr 
Pand N res ctively. 
6.5.2 Analysis 
The tern under consideration can be described 
by the compos'ite state equation 
. 
x = (A + ~FE)x + w. 
s· 
(6-39) 
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where 
x 0 A 0 0 0 0 B 0 
z 0 0 0 0 0 0 0 I 
_'6 6 6 0 -6 x x W = W A 0 0 0 B =: 0 0 
r r 
Xd Wd 0 0 0 Ad 0 0 0 
x W 0 0 0 0 A 0 0 
m m m 
~ [: :], - 6 [ -c 0 -:m] F c = 0 I 0 0 
The problem then is to determine the matrix F of compensator 
parameters that minimizes the performance criterion (6-38). 
Now the tracking error 
= [- C o (6 40) 
while the plant and compensator inputs are given by 
FCx (6-41 ) 
Hence the cost 
(6-42) 
where 
R (6-43) 
i. e. 
(6 44) 
where X = E(XXV)~ Notice that J is of a form similar to 
that obtained in §3 2 and hence, the llowing results are' 
obtained. Assuming the closed-ltiop system matr 
A = A+BFC is stable, 
o 
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oJ 
elF = (6-45) 
where X and K are also the symmetric positive semi-definite 
solutions of the bilinear matrix equatioris 
and 
xA' + A X + W = 0 
o 0 
W = E{w Wi }. 
= 
(6-46) 
o (6-47) 
Since computable expressions are available for both 
the cost and its 'gradient with respect to the compensator 
parameters~ the optimal values of these parameters may be 
obtained by employing a gradient search algorithm following 
the method of §2.4.2. 
Remark 
-(R7) • The sparsity of the matrix A can be 
o 
exploited to greatly reduce the computation effort involved 
in solving (6-46) and (6-47). By appropriately partitioning 
the symmetric matrix K, (6-47) can be decomposed into ten 
bilinear matrix equations of much lower dimensionality 
which may then be solved in sequence. The covariance 
matrix X may be partitioned similarly; in this case the 
six submatrices corresponding to the states of the 
stochasti'c processes (6-34) - (6-36) are invariant and can 
be pre-computed. The solution of (6-46) therefore reduces 
to the solution of four lower-dimensional bilinear matrix 
equations. 
6.5.3 Numerical Ie 
algorithm was employed to design a f st-order 
compensator for the second-order plant 
y == [1 0] x 
The re nce signal, plant disturbance and measurement 
noise were respectively modelled by 
= Sy· + wr ' r 
. 
Yd = -Yd + wd ' 
e 
Ym -25y + w , m m 
with w I 
r wd and wm being 
matrices were 
Q 1 0, 
var(w ) = 5.0 r 
var (wd ) :=: o. 1 
var (w ). = 10.0 m 
uncorrelated. The 
0.001, R == 0.01 p 
weighting 
The redundant parameter N was fixed at 1. Then a 
five iterations of the Davidon-Fletcher-Powell algorithm, 
the remaining compensator parameters converged to 
P -2.94, H = -12.76, G = 5.32 
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the minimum cost being 2.487. Note that the optimal dynamic 
compensator this problem is of order 4. 
6.6 CONCLUS 
The contr'ol of LMS subject to bO,th measurable and 
unmeasurable constant inputs has been considered in this 
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chapter. For systems with unmeasurable constant inputs, 
the technique propo ,in §6.2.4 results in a compensated 
system having both minimum mean-square steady-state error 
and a desired transient response characteristic through suitable 
positioning of the closed-loop poles. This technique 
is useful·when zero steady-state error is not of prime 
impoitance since it enables satisfactory steady-state and 
transient rformance to be obtained with relatively low 
order compensators. Next, the. design of minimum order 
compensator for the purpose of achieving exact pole-placement 
and zero steady-state error was considered. It was shown 
that this design aim may be realised through the use of the 
compensator (6-18) in conjunction with the lower bound and 
computational procedure presen~ed in §6.2.6. Unlike 
previous work in this area [2], [4], the use of complete 
state feedback is avoided. 
For systems subject also tO'measurable constant 
disturbances, it was shown how the steady-state error 
component due to these disturbances could be zeroed by the 
use of feedforward control providing the two conditions 
shown in §6.3.2 are satisfied. 
Consideration has also been given to the design of 
fixed-order time-invariant dynamic compensators linear 
multivariableservomechanism subject 'to rcindomly time-
, ' 
varying disturbances. A quadratic performance criterion 
has been employed for which a computational ~rocedure 
similar to that described in §2.2 has been proposed to 
obtain the 'optimal compensator parameters. Acceptable 
control of such servomechanism may thereby be attained 
without the need for optimal controllers incorporating 
high-dimensional state estimators. 
174 
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CHAPTER 7 
OBSERVER-COMPENSATORS 
FOR LINEAR MULTIVARIABLE SYSTEMS 
7.1 INTRODUCTION 
Based on recent theoretical developments in observer 
sign, an alternative to the output edback control 
techniques described in Chapters 2 and 4 is considered in 
this chapter. Initially, the Luenberger observer theory 
[12] was developed for the asymptotic estimation of the 
entire state of a linear noise-free multivariable system. 
The estimated state vector may then be used to implement a 
closed-loop state feedback law. The control scheme is 
depicted in g. 7.1. The Luenberger observer is of order 
n - r [1] where n, r are the dimensions of the state and 
output vectors respectively. Furthermore, the observer 
poles may also be chosen arbitrari so long as do not 
coincide with the original plant poles A. (A), i=1, ... ,n. 
1 . 
Actually for cont~ol purposes, it is clearly only 
necessary to estimate a linear vector function of the states 
rather than the complete state vector, and recent research 
has shown that this may be achieved by means of reduced-order 
ob8erver8~ as depicted in Fig. 7. 2. 
Thus, Luenberger [1] has shown that a scalar linear 
function of the state may always be estimated by an observer 
Ext 
in 
u (t) 
e .. L: ~ 
ernal 
put ~~ 
r - - -
I 
I 
I 
I 
I 
I 
L _____ _ 
Fig. 7. 1 
Fig. 7.2 
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-
u(t) Linear plant y (t) 
Ii>. .. 
v 
'" (state vector x Outp ut of 
order n) orde 
. 
- - - - - - - - - - - - - - - - - - - - -I 
I 
I 
A 
AI I State 
.... 
x(t) Luenberger , .... I 
feedback '" observer I ,AI 
matrix (order n-r) I , 
I 
Controller I 
------------------~ 
A 
x(t) + x(t) 
Control,of 1 ar multivariable system 
using Luenberqer observer 
lxo 
u(t) Linear plant .. -"'" 
.. x(t) =Ax(t) + Bu (t) '" 
Y (t) = Cx (t) 
1zo 
Reduced-order ... 
wet) .... 
All observer 
'" .... (order l?) r'" 
w (t) + Fx (t) 
ReduceA-order observer to estimate 
linear function of state 
yet) 
r r 
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order v -1 having arbitrary dynamics, where v is the 
o 0 
observability index of the system. Horeover, Fortmann and 
Wi arnson [2] have shown that the order of the observer 
for this purpose may be reduced still r by 
going the luxury of arbitrarily specifying its s. 
These results have prompted the study of the more ner 
problem of nding minimal-order observers for estima ng 
vector functions of the state. Three distinct problems 
can stinguished depending on whether the observed 
poles are unrestricted, restricted to lie in the LHP or 
arbitrarily at the outset, and henceforth these 
problems will be referred to as the free-pole observer problem, 
the observer problem and the fixed-pole observer problem 
re 
Luenbe r [1] solved the fixed-pole observer 
problem but only for SIMO and HISO systems; however, it 
was only recently that Roman and Bullock [3] showed that 
his solutions were indeed of minimal-order. o The free-pole 
observer problem was solved by Fortmann and Williamson [2], 
again only SIMO and MISO systems; the proposed extension 
of their techn to ~I(IMO systems cannot be guaranteed to 
yield minimal observers. Solutions to the stable 
observer problem may also be obtained using the technique 
of Fortmann and Wi iamson but not in a systematic 
(i.e., algorithm~c) manner; instead stable observers must 
be sought among solutions to the free-pole problem. 
In the case of MIMO systems, the free-pole observer 
problem has been so d by Roman and Bullock [3] via 
rea zation ory. Solutions can also be obtained using 
their technique for the stable and fixed-pole observer 
problems, but again not in a systematic manner suitable 
for programming on· a computer. However, their approach 
does provide considerable insight into the problem. 
Anderson et at, [4] have proposed using decision 
methods for minimal-order observer design. However, the 
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computational effort involved in decision methods increases 
exponentially with the number of parameters to be determined. 
Hence, despite the success of Moore and Ledwich [5] in 
reducing the number of free observer parameters for use with 
this technique to an absolute minimum, it does not appear 
that this approach will be a practical proposition. 
In contrast to previous approaches, the present 
chapter describes a technique whereby the observer design 
problem is transformed into an optimization problem in the 
free observer parameters. Solutions are thereby easily 
obtained for both the free-pole ,and fixed-pole obseryer 
problems for MIMO systems. Also, by generalizing an idea 
contained in [5] and adopting a special form of the observer 
matrix that always ensures a prescribed degree of stability, 
solutions are easily obtained for the stable observer 
problem. 
Suppose Fx(t) in Fig. 7.2 is the linear optimal state 
feedback law that minimizes the usual quadratic performance 
index.' When w(t) is fed back directly to u(t), a 
closed~loop system is obtained where the observer becomes a 
dynamic compensator. The performance of the compensated 
system is investigated in §7.5.1. The corresponding results 
for the special case p = n r (or Luenberger observer) have 
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been obtained by Bongiorno and Youla [11]. 
Finally, instead of the minimization of the quadratic' 
performance index, the suitability of using the observer- " 
compensator to implement linear state feedback laws obtained, 
for pole placement or decoupling is also discussed. 
Some of the results obtained in this chapter also 
appear 1n a paper by Sirisena and Choi [14]. 
7.2 THE OBSERVER DESIGN PROBLEM 
7.2.1 Problem statement 
Consider an observable system 
i(t) = Ax(t) + Bu(t), x(O) = Xo } (7-1 ) y (t) = Cx (t) 
x(t) ERn, y (t) ERr and u(t) ERm. (A,B,C) ar~ constant matrices 
,of appropriate dimensions. C is of full rank. The aim is 
to design a pth-order (G ~ P ~ n r) observer of the form 
~(t) Dz(t) + Ky(t) + Gu(t), 
w(t) == Hz(t) + Ey(t) 
such that 
I im II w (t) - Fx ( t) II -+ 0 
t +00 
z(O) == z 
o } (7-2) 
(7 3) 
for all x , z , u ( .) and a given 1 x n matrix F. Fig. 7.3 
o 0 
shows the LMS. 
The stable observer problem is thus to find a set of 
matrices (O,K,G,H,E) with D stable but otherwise unrestricted 
such that (7-3) is satisfied. 
"" .... 
Fig. 7.3 
1 Xo 
u(t) Linear plant· 
.... .Ji!l, 
... (7-1) ... 
y (t) 
JZo 
pth order .... w(t) -
observer 
... (7- 2 ) 
-
w(t) + Fx(t) 
Asyrriptotic estimate of F'x(t) using 
reduced-order observer 
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The fixed-pole observer problem is similar ly de fined, 
except that A. (D), i = 1, ... ,p are specified.' 
1 
There is no need to consider the free-pole observer 
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problem because unstable "solutions" of this problem wi 11 not 
satisfy (7-3) while stable solutions of this problem will 
also be solutions of the stable observer problem. 
7.2.2 Preliminary results 
The necessary and sufficient conditions that 
guarantee the existence of an observer are well known, 
e.g. [2]. If there exists a constant full-rank matrix T 
such that z(t) ~ Tx(t) asymptotically, then these conditions 
are: 
condition ( i) TA - DT = KC (7-4) 
condition (ii) HT + EC = F (7-5 ) 
condition (i ii) G = TB (7 -6) 
and condition (i v) Ai (D) , i=1, ... ,p are stable (7-7) 
Conditi~ns (i) - (iii) are non-linear algebraic equations ln 
the 6-tuple (D,K,G,H,E,T) while (iv) represents p polynomial 
inequalities in these quantities. Thus, at first glance, 
the solution of the observer problem appears to be quite 
formidable. Howeyer, it is shown in the sequel that 
condition (iv) can be taken care of by adopting a special 
canonical ~orm for D and that the remaining conditions can 
be reduced to an optimization problem in just the matrices 
(D, K) • 
Firstly, for a qiven (D,K), T can be obtained by 
solving (7-4) using e.g., the algorithm of [6]. T is also 
unique if and only if Ai(D) "I Aj(A), all i,j, [7]. Also, 
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once T is known, G can be obtained immediately from (7 6). 
Thus, condition (i ) may be disregarded at this stage. 
In the next section, condition (ii) is examined in greater 
detail. 
7.2.3 Geome tation of condition ii 
--------~----~~--------------------------~~ 
It is assumed, without loss of generality, that 
C :::::: : I ] 
. r 
. 
(7-8 ) 
From (7-5) and (7-8) it is seen that 
= (7 9) 
= (7 10) 
where T g [T1 ~ T2l, F g [F1 ~ F2J i T1E:RPx (n-r), 
F 1E:R
lx (n-r). Geometrically, (7-9) implies that ~ll rows 
of F1 must 1 in the row space of T 1 . When this occurs, 
the existence of H is assured. From (7-10) f E can be easily 
computed if H is obtained from (7 9) • Thus, E may be 
omitted from subsequent design considerations. 
To simplify (7-9 ) still further, it will be 
convenient to introduce the concept of a projection matrix 
[8] • 
Definition 
~ 
Consider a full-rank q x s matrix cP f S ~ q. Let Q 
denote the q-dimensional subspace spanned by the rows ~, 
and denotebyQ its orthogonal complement subspace, of 
,dimension s-q, such that Es :::::: Q e Q. 
From [8], the projection matrix P ihat takes any 
vector in E into Q is s ' ven by 
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p (7-11) 
Since <1> is of full rank, (<1><1>1)-1 sts. 
~ 
Similarly, the projection matrix p that takes any 
vector In E into Q is given by 
s 
(7-12) 
Returning'to the observer problem, identify T1 in 
(7-9) with <1> in (7~12). For all rows of F, to 1 in the 
row space of T 1 , the projection of each of these rows into 
Q, the (n-r-p)th-dimensional subspace orthogonal to that 
spanned by the rows 
i.e. , 
T 1 , must identically be a zero vector, 
= 0 l,n-r (7-13) , 
It is assumed, without loss of generality, that T1 is of full 
rank and so (T1T;) 1 exists. If T, is not of full rank, it 
can usually be~ made so by slight perturbation of (D,K). 
Failing this, the linearly dependent rows of T1 can be 
eliminated with a corresponding reduction in the observer 
order. 
Furthermore, explicit expressions relating (11, E) with. 
T1 are obtained, as follows: 
I 1-1 H = F,T, (T,T 1 ) 
(7 14) 
E F2 F,T~ (T 1TP 
,. 
= - T2 
In view the foregoing results, the observer design 
problem essentially reduces to that of finding a pair (V,K) 
that satisfies (7-13), Note that T, appearing in (7-13) is 
an implic function of (D,K) because of (7 4). 
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7.3 SOLUTION OF MINIMAL-ORDER STABLE OBSERVER PROBLEM 
7.3.1 Canoni~al form for D 
It can be verified easily that if (D,K,G,H,E,T) 
constitutes a solution to the observer problem, so does the 
6-tuple (SDS- 1 , SK, SG, HS- 1 , E, ST) where S is any non-
singular p x p matrix. Hence, by suitably choosing S, 
D can be transformed into convenient canonical forms. 
Now, consider the following block-diagonal form of D 
D = 
o 
o 
D 
ss 
where the diagonal blocks are. 2 x 2 matrices of the form 
1, ... ,p/2, p even 
i = 
(C 1 ) 
1, ... , (p-1)/2, P odd 
except that when the observer order is odd, there 1S an 
addi tional 1 x 1 block of the form 
D .. 
11 - E, i = (p+1)/2,. p odd. 
and where E is an arbitrary positive constant. It can be 
easily shown that Re{A.(D)k-E, all i. 
1 
Thus, any prescriged 
degree of observe~ stability can be ensured for all real a .. 1J 
by suitably choosing E . 
The form (C1) represents a generalization of an idea 
due to Moore and Ledwich [5] who employ a similar form for 
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the diagonal blocks in the Bucy canonical form of D (rather 
than for D itself). Their canonical form, however, merely 
ensures.stability. 
It ,may be noted that the form (C1) excludes matrices 
D that.are cyc but have repeated e nvalues with a 
mUltiplicity greater than two. However, this slight loss 
generality is clearly of little cal significance. 
There is also an additional advantage in using the form (C1) 
in that the number of unknown parameters in D are reduced 
from p2 to p. 
Summari 
of finding a 
(7-13) is satis 
ng, the stable observer problem becomes 
r (D,K) with D in the rm (C1) such that 
d. 
7.3.2 Formulation as an zation 
Since it is unlikely that any arbitrary choice of 
(D,K) will satis (7-13), it is necessary to ,devise a 
computational procedure that will systematically update (D,K) 
until (7-13) is satisfied. This can be achieved by 
reformulating the stable observer problem as an optimization 
problem, as llows. 
From (7 13), define a non-negative quadratic 
performance index 
J(D,K) = t tr{[In_;-T; (T1T;) 1T1 ]F;F 1 [In_r-T ; (T 1T;) 1T1 ]} 
which can be simplified to 
J(D,K) (7-15) 
Notice that J(D,K) = 0 if and only if (7-13) is s sfied. 
The observer parameters (D,K) may therefore be 
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obtained by minimizing J(D,K), with D restricted to be of 
the form (el) in order to ensure a prescribed degree 
stability_ Once (D,K) are known, the remaining parameters 
(G,H,E) may be calculated from (7-4), (7 6) and (7 14,). 
The numerical minimization of J(D,K) is, pe-rhaps, 
best performed using a gradient algorithm such as the 
Davidon-Pletcher-Powell algorithm [9] 1 or the algorithm 
of Marquardt [10] for sum-of-squares functions. This 
would require computable expressions for the various 
gradients of J(D,K) and these are derived in the next 
'section. 
7.3.3 Eva~uation of gradient~ 
Notice that the minimization of J with respect 
to (D,K) is subject to the constraint (7-4). Therefore, 
form the Lagrangian L, from (7 4) and (7 15), thus 
(7,-16 ) 
where L is a p x n Lagrange multiplier matrix de ned by 
aL = LA'-D'L-(T TI) 
aT 1 1 
0p,n (7-17) 
Then, the expressions for the grad nts of J with respect to 
D and K are 
aJ aL 
-LT' (7-18) = 
aD aD 
aJ aL 
-Lei, (7-19) =:; 
aK aK 
Since D is assumed to be in the special form (e 1) , 
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the gradients of J with respect to the free parameters a, , lJ 
are required and these may be easily shown to be 
ClJ 
2a'1E[LT']2'~1 2' +2a'1 [LT'] 2-' 2' 1 1, 1 1 1, 1 
2a, 
12 '] 2i~1 ,2i 
2a '1 [LT'] 
1 p,p 
1, ... ,p/2, p even 
i== 
1 , ... , (p-1 ) /2, P odd. 
i = (p+ 1 ) /2, p odd. 
(7-20) 
where [LT']k ' denotes the k,j element of the matrix LT' . 
, J 
Equations (7 4), (7 15), (7-17) (7-20) provide 
sufficient information for the minimization of J using a 
gradient technique. This will be discussed further in 57.3.5. 
7.3.4 Lower bound on stab ver order 
It is, of course, unnecessary to start at p = 0 in 
de gning the observer. In fact, the lower bound on p as 
contained in Lemma 1 of [3] may be used, i.e., 
= rank [F 1 ] (B1 ) 
A tighter bound than (B1) is also available (Lemma 3 
of [3]). This involves the determination, usually by 
inspection, of the minimal rank of a Hankel matrix resulting 
om a realization procedure. The process is, however, 
t~dious and requires the almost complete sign of the 
observer itself. 
An ea ly computable, th~ugh less ~ight~ lower bound 
can be obtained through the following argument. There are 
+n)+ parameters in the 5-tuple (D,K,H,E,T), but, 
as pointed out in §7.3.1, these matrices are only' unique to 
within an ar~bitrary p x p linear transformation. Thus p2 of 
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these parameters are redundant, and hence there are only 
p(n+r+l)+ independent parameters. Also, (7-4) and (7 5) 
constitute n(p+l) equations to be sfied. There r a 
lower bound on the observer order is easily seen to be 
(n-r) I 
P2 ~ r+l (B2) 
-
where it is understood that the right-hand side of (B2) is 
rounded up to an integei. Combining (B1) and (B2) r the 
following new lower bound on the minimal order for a stable 
observer is obtained: 
(7 21) 
7.3.5 A des 
-------=----~-------
The preliminaries having been completed, the following 
algorithm is now proposed for the design of a minimal-order 
observer having a prescribed degree of stability. 
Step (i): 
Step (ii): 
Step (iii): 
Step (iv): 
Set p Pm'lon where pI 0 • is given in (7-21). 
·mln . 
Choose an arbitrary pair (D,K) where D is in 
the form (C1) and the constant £ is chosen so 
as to obtain the 
Compute J 1 ~ l 
, aa ij ~ 
§7.3.3. 
desired degree of stability. 
()J 0 
()K uSlng the results of 
Go to (v) if II ()~ijll all i,j i'" ~~~are all less 
than some prescribed tolerances, thereby 
indicating that a local rninim~ of J has been 
reached Otherwise update (D,K) in accordance 
with the rules for any ient-type function 
minimization technique and return to step (iii). 
(v) : If the minimum value of J is less than some 
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prescribed tolerance, then (D,K) constitute a 
partial solution to the stable observer problem, 
the complete solution being obtained by 
evaluating (G,H,E) from (7-4),' (7-6) and (7-14). 
Otherwise either initialize a new search at 
greatly different starting values of (D,K) or 
increase the observer order p by one and return 
to step (ii). 
Remarks 
(R1). The reason for starting a new search at 
step (v) is that J, being a complex function of (D,K), may 
possess several local minima at which its value may be 
either finite or zero. 
(R2). However, repeated failures to make J vanish 
would imply that an observer of the particular order being 
tried does not st. It would then become necessary at 
step tv} to adopt the alternative course of increasing the 
observer order by one and trying again. 
(R3). The proposed algorithm will definitely 
terminate before or when p n-r p ih which case the full-
order Luenberger observer is obtained. 
7.3.6 les 
Two numerical examples are included to illustrate the 
design technigue developed in the previous sections. 
Example 1 
A 5 th-order, 2-input, 2-output system taken from [3] 
is considered. 
1 o· 0 1 
-2 0 0 2 
G 
x(t) == 0 1 1 0 
1 0 0 0 
0 0 1 1 
[ . O2 ,3 
I 
I 2 ]X(t) y(t) = 
It is required to estimate 
'-.5 -.5 
1.5 .5 
1 
1 
0 
-1 
-1 
1 
-1 
x(t) + 
1] x (t) 
-1 
1 
1 
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-1 
2 
0 u{t) 
1 
From (7":'21) , it is seen that the lower bound pI = 2. 
min 
Hence the construction of a second-order observer is 
attempted. 
F st , in order to find an observer that is merely 
stable, a value of .001 is chosen for the decay parameter E. 
Then following a procedure of §7.3.5 with a stopping 
criterion J":::; 10 
6 . 
, . the solution shmvn in Table I is 
obtained. Since the observer has unsatisfactory poles, 
computation is repeated with £ = 5, and from Table I it is 
seen that the new solution does indeed have the desired 
degree of stcibility. 
For this problem I the arguments in § 7.3.4 Shovl that 
there is an excess of two independent observer parameters 
over the number of conditions to be satisfied. Hence it may 
be expected that the solution for any E is not unique and 
this is confirmed by further computational runs from 
different starting values of (D,K). To save space, the 
values of (G,H,E) are not shown in Table I, but can be 
easily obtained from equations (7-4), (7-6) and (7-14). 
No. of 
E Initial [D] , [K] iterations 
----
10 
:J [; ;J .001 1 2 
f 
[: :J -79J 5 12 -19 I-
, 
No. of 
Initial [D] , [K] erations 
[~ -25J 1 :J [: 13 -16 1 
[~ -25][ 1 . - [~ 12 
-9 1 1_ 
, 
~--.- --_.-
Final' [D] I [K] 
[~ -.920J 
-.002 . 
[.297 
1 .487 
1.377J 
.628 
, 
[: 
[1 . 453 --79.400J -.36 
-19.100 1 .903 .40 ,_ 
I 
Table I 
Final [D], . [K] 
-1.000J [2.821 
-.999 1.933 
-.228J 
1 . 1 50 
I 
-1.000J r 3 . OO7 1.008] 
-1.000 '- .995 1.994 
, 
Table II 
Observer 
poles 
-.001 ±j.960 
.115,-12.985 
I 
Observer 
poles 
---
-.500±j.866 
-.500 ± j.866 
-'> 
\.0 
W 
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Ie 2 
A second 5 th-order, 2-input, 2 output plant is 
considered. 
0 0 0 0 0 -3 1 
1 0 0 0 -2 5 1 
. 
x(t) == 0 1 0 0 2 x(t) + -3 1 u(t) 
0 0 1 0 -3.5 1 
0 0 0 1 -1.5 0 1 
y(t) = [ O2 ,3 I 12 ] x(t) 
The aim is to design a second-order observer to estimate 
[ -; 1 0 -1 ~]X(tl Fx(t) = 
0 0 
Again, computations are fir'st performed 
£ • 001 • It is found that although the observer obtained 
is not unique and depends on the starting values of (D,K), 
observ'er poles are alhTays the same. Two samp results 
are shown in Table II. Thus, unlike in Example 1, the 
freedom in positioning the observer poles is lost in this 
example. The essential difference between the two cases 
appears to be that the observability indices of the pair 
(A,B) are 2 and 3 Example 1 and 4 and 1 for Example 2, 
~learly, for the present example there is no point 
ln attempting solutions other values of £. 
7.4 SOLUTION OF MINI~ffiL-ORDER FIXED-POLE OBSERVER PROBLEM 
The solution to the tixed7Pole observer problem can 
be simi ly obtained using procedure outlined in § 7.3.5, 
some minor modifications are as 
follows: 
In fixing all the observed poles~ the matr D 
in the form (C1) is completely specified. , Consequently I 
the minimization procedure proposed in ·§7.3.5 is carr 
out on with respect to the parameters in K. However, 
the introduction of p-fixed poles is equivalent to a 
reduction of p independent parameters as discus 
in §7.3.4.Thus, a lower bound on p in this case is 
given by 
where 
(n-r) 1 
r+1-1 
right-ha~d side of (B3) is again rounded up to 
an integer. Lastly, on combining (B1) and (B3), 
,the lower bound for the fixed-pole observer is 
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(B3 ) 
re 
= (7 22) 
3 
1 used in §7.3.6 is considered again. 
Suppose 'observer to have both poles at -4 
(the pole con on chosen by Roman and Bullock [3]), 
then (C1) 
-16 ] 
, -8 
Subsequent minimization of J with K as the only unknown 
parameter matr also results in non-unique solutions, 
e.g., the two cases shown in Table III. 
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Initial K. No. of iterations Final K 
[~ :J [-3.901 -4.793J 12 12.025 2.802 
[~ :J [ 3.285 -1 .496J 1 0 9.825 2.386 
Table III 
7.5 THE OBSERVER AS A DYNAMIC COMPENSATOR 
When the reduced-order observer output w(t) is fed 
back directly to the plant input u (t) (see Fig. 7.4), the 
observer may now be regarded as a dynamic compensator. 
In this section, the suitability of such a control 
scheme will be examined in cases where w(t) (asymptotically) 
approaches the linear state feedback law Fx(t) resulting 
from one of the following design objectives: 
(i) minimization of the usual quadratic performance 
index, or 
(ii) exact pole placement, or 
(iii) decoupling of the LMS (7-1). 
Consequently, the control scheme shown in Fig. 7.4" 
can be regarded as a possible alternative to the more direct 
output feedback controller design techniques described 
earlier in Chapters 2 and 4 . 
. Notice that in setting u(t) = w(t) in (7-1) and (7-2), 
the resulting closed-loop composite system can be described 
by the differential equation 
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x 
!o 
u (t) =w(t) ... Linear plant 
... y(t) 
... ( 7-1) ... 
10 
Reduced-order ~ 
.... w(t) 
observer· 
(7-2) .... 
... 
w(t) -+ Fx(t) 
Fig. 7.4 Observer as dynamic compensato~ 
[~] = [A + BEC KC + GEC BH D+GH J [:J [ X (0) ] z (0) 
It can also be readily shown [2J that the clo 
poles of the system (7-22) are actually those conta 
A+BF and D. 
7.5. 1 lementation of 1 state feedback law 
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loop 
In .. · 
The optimal linear control law plant (7-1) that 
minimizes the quadr performance index 
00 
J = i fax. ' (t) Qx (t) + u I (t) Ru ( t ) d t (7-23) 
with Q 9 0, R > 0 is well known [13] and is given by 
u (t) ::::: U t(t) ::::: F xopt(t) op opt (7-24) 
where 
F ::::: -R- 1B'P 
opt (7-25) 
p ::::: pi > 0 is the solution of the algebraic Riccati equation 
PBR- 1BP - PA - AlP - Q ::::: o (7-26) 
The optimal solution is unique. Subs tution of (7-25) into 
(7-1) results in the optimal state trajectory 
x t (t) op ::::: 
(A+BF opt) t 
e ·x(O) 
and the minimum cost is given by 
J. ::::: l, X ' Px 
mln ~ 0 0 
(7 27) 
(7 28) 
'l'he per formance the closed loop system (7-22) will 
now assesSed in terms of the same quadra~ic cost function 
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J given by (7-23). First, define an error signal e(t) where 
11 
z(t) = Tx(t) +e(t). Then, from (7-4) and (7-5), it can be 
easily verified that 
e (t) = De (t) 
(7-29) 
with ~ (0) = z - Tx 
o 0 
Since w(t) only approaches uopt(t) asymptotically" 
the resulting state trajectory x(t) will be different from 
x t(t). Thus define 
op 
e (t) 
x 
x(t) - x t(t) 
. op 
It can be readily seen that 
~x (t) = (A + BF t)e (t) + BHe (t) op x 
(7-30) 
(7-31 ) 
Now, following an analysis similar to that described in [11] 
and using (7-26) and (7-31), the difference between J and 
J 
min is found to be 
00 
oJ ~ J - J = 1. J e' (t) H' He (t) d t (7-32) min 2 
0 
In general, He(t) ~ 0 unless at least one of the 
following conditions is satisfied: 
(a) H _ 0 
(b) e (t) 
- 0 
However, condition (a) is unlikely to occur because this 
implies that w(t) does not contain z(t). Also, condition 
(b) is satisfied if and only if e(O)= O. This requires Xo 
to be known exactly which is seldom true in practice. 
Hence in using the present control scheme, oJ > O. 
A similar result has been demonstrated in [11] for the 
special case p = n-r (i.e., the Luenberger observer). 
Note that oJ depends on e{t) which in turn is 
determined by the following factors: 
(i) the decay rate of e{t), i.e. the degree of 
stability of A. (D), and 
1 
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(ii) the magnitude i. e. the mismatch between 
z and Tx . 
o 0 
In view of {ii}, this means that oJ cannot 
necessarily be made arbitrarily small by only making 
Re{A. (D)} sufficiently negative. This point will be 
1 
demonstrated by a numerical example later. 
Finally, in order to devise a simp1e computational 
expression for oJ, suppose x is treated as a zero mean 
o 
random variable with known covariance (see Chapter 2), i.e. 
E{x} - 0 
o 
E{x x '} 
o 0 
f., 
= X 
o 
Then, from theorem 1, §2.2.3, (7-32) becomes 
oJ = t tr{nE } 
o 
where n = TI' is the positive definite solution of 
D'Il + nD + H'H = 0 
(7 33) 
(7-34) 
and E = E{e(O)e' (O}}. For practical reasons I (see also 
o 
§2.2.1), it may be assumed that = O. In which case, 
E = TX T' • 
o 0 
The results of this section will be now be applied to 
a numerical example. 
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Example 
Consider the plant 
x (t) [-~ :]X(t) + [~]U(t) 
y(t) :::: [ 1 0] x (t) 
Minimization of the quadratic performance index 
ill 
J ~ 1 t x' (t) [~ ~J x(t) + u'(t)dt 
results in the optimal state feedback gain matr 
= [- .4 -.9] 
Suppose .an observer is to be constructed to estimate 
the optimal state feedback law. From the lower bounds given 
in earlier sections, it is seen that the observer must be 
of order 1 which is actually a Luenberger observer. 
Therefore, the observer pole A(D) may be fixed at any 
arbitrary value. Two sets of results corresponding to two 
different values of A(D) are shown in Table IV. 
A (D) (D, K, H, E) oJ 
-10 (-10, 10.07, -4.01 , 3. 10) 0.32 
100 (-100, 55.13, -72.?6, 39.10) 3.88 
Table IV 
Thus it is obvious that making Re{A{D)} sufficiently 
negative does not necessarily result in a corresponding 
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reduction in oJ. 
For comparison purposes, a first r dynamic 
compensator has also been constructed a the design 
technique described in Chapter 2 .. The optimal compensator 
obtained is 
z (t) 
u (t) = 
and 
1.414 z(t) + 33.29 y(t) 
0.081 z(t} - 0.496 y(t) 
-2 
oJ < 10 
Thus the performance of the optimal compensator is far more 
satisfactory than that of the observer-compensator, which 
is however of same order. 
Notice that in general 
(i) of the observer-compensator is 
bounded below by equation (7~21) or (7-22), whereas the 
order of the dynamic compensator considered in Chapter 2 
can assume any value p, 0 ~ p ~ n-r, provided the resulting 
closed-loop system is stable, 
(ii) with feedback via an observer, n clo loop 
poles always coinc wi th the eigenvalues of A + BF. s 
structural rigidity may partly account for the relatively 
poor performance observer-compensator. 
7.5.2 Pole 
----~~--------
For systems with inaccessible states, it has been 
proposed (see e.g. [2]) that the observer be used to 
implement the state feedback law obtained for pole placement. 
However, it is well known [15] that the state feedback law 
is, in general, non Hence, the order of one 
observer-compensator may be higher than that of another 
although in both cases the same po 
"i(A+BF), i=1, ... ,n is obtained. 
configuration 
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Also, the order of the observer may be unneces ly 
high; for instance, consider the 4th order, 2-input, 
2-output example §4.2.5. For almost all pole 
configuration, the lower bounds e lier sections indicate 
that the observer-compensator must be of order 2. However, 
the more direct pole placement technique of Chapter 4 
requires only constant output feedback. 
7.5.3 Decoupling 
If the LMS (7-1) is decoup using the control law 
u(t) Fx(t) + Lv(t) (7-35) 
where v(t) is an external new input, has also been 
proposed that (see e.g. [16]) if some of the state variables 
are not directly measurable, an observer may be used to 
implement the state feedback part of (7-35). Unfortunately, 
the decoupling law ( 35) is also non-unique in general 
(see e. g. [17]) and 
§7.5.2 concerning 
case. 
7.6 CONCLUSIOl1 
The design 
same criticism made earlier in 
observer order also applies in this 
minimal-order observers for 
asymptotically estimating vector func ons of the states 
of multivariable systems was f t considered. 
By utilizing the concept of projection matrix [8] F a key 
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necessary condition governing an observer's stence was 
simplif The design problem was then trans into 
a stat imization problem in certain parameters; 
and the red expressions were derived for obtaining a 
solution using gradient techniques. A sy procedure 
was then proposed which, in conjunction with a new lower 
bound on observer order developed in this , may 
be employed for the design of minimal-order s observers. 
Observer stability is ensured" by adopting the ial 
canon 1 form (C1) of §7.3.1; in fact any bed degree 
of asymptot stability may be guaranteed by choice of a 
single parameter. The same procedure may also be used, with 
only slight modifications, for the design of minimal-order 
f observers. 
Although some insight is lost when using the proposed 
techn , it has an important advantage over other existing 
techniques in that it is conceptually simple and can be 
easily programmed on a digital computer. Horeover, the 
procedure has the added attraction t the observer 
structural indices, so vital in the approaches of [3] and 
[5] I need not be considered. 
Consideration was also given to the use of an observer 
to implement the state feedback law is optimal with 
re to a quadratic performance index. It was shown that 
t always results in an increase in cost which cannot 
I 
necessarily be made arbitrarily small merely ,by making the 
real parts of the observer poles f iently negative. 
Num,erical results were also pre to show that the 
observer-compensator may even be considerably inferior in 
per to the optimal dynamic compensator of Chapter 2. 
Final , the possibility uSlng the same control 
scheme for the purpose of pole placement or decoupling 
has so been discussed. On the basis of the compensator 
order required to achieve the design object , it is 
concluded that again the more direct techniques described 
in Chapter 4 and [17] are to be preferred. 
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CHAPTER 8 
CONCLUSION 
8.1 CONTRIBUTIONS MADE IN THIS THESIS 
The main objective of the research project has. been 
to develop efficient design techniques for the control of 
LMS using only the directly measurable system variables. 
Essentially, three distinctively different design 
philosophies have been examined, namely 
(a) the optimal control approach wherein a quadratic 
performance index in the state and control variables is 
minimized, 
(b) the po placement approach which involves 
either exact or approximate placement of the system 
closed-loop poles at suitable positions in the complex 
plane, and 
(c) the observer-compensator approach where the 
observer is constructed to realise.a suitable state feedback 
law. 
Contributions made in· this thesis to each of the 
above areas are now recapitulated. 
8.1.1 Optimal output feedback approach 
Although a state-space approach to the design of 
optimal fixed~configuration dynamic compensators for 
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essentially noise-free LMS has been reported in several 
publications, the indirect-type solution techniques proposed 
there are either computationally expensive or numerically 
unstable. In contrast, the direct gradient-type solution 
technique proposed in Chapter 2 is more efficient 
computationally because (a) it avoids the solution of 
non-linear equations, and (b) it appears to exhibit rapid 
convergence. Consequently, the design of optimal, fixed-
configuration dynamic compensators via a state-space 
formulation has become a more v~iableproposition. For 
cases where the LMS is open-loop unstqble, a modified 
gradient-type solution technique has been developed, also 
in Chapter 2, whereby the difficulty of choosing a 
stabilizing compensator to initialize the design procedure 
has been avoided. 
In Chapter 3, the approach of Chapter 2 has been 
extended to LMS with appreciable amounts of process and 
observation noise. This represents a unification and 
generalization of previous work in this area. Both 
stationary and non-stationary stochastic problems have 
been considered. In either case, necessary expressions 
have been derived and a direct gradient-type solution 
technique, not unlike that described in Chapter 2, has 
been propoSed. Apart from its computational efficiency, 
the gradient-type solution technique has an added advantage 
over existing indirect-type solution techniques because in 
the case of the non-stationary stochastic control problem, 
whereas the indirect-type techniques fail due to the 
singularity of the variational problem, the direct-type 
solution technique, being based on a standard conjugate 
gradient algorithm, in princip 
obtaining the solution. 
has no difficulty in 
For ease of implementation, a computat~onal 
technique has also been devised for the design of 
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suboptimal compensators whose gains are constrained to be a 
piecewise-constant function of time, with provision for 
optimally choosing the instants at which the gains change. 
8.1.~ Pole placement approach 
A new unrestricted-rank pole placement technique has 
been developed in Chapter 4. Unlike in the work of most 
other researchers, no restrict10ns have been imposed on the 
ranks of the compensator matrices. The result of this 
increased design flexibility also means that exact pole 
placement is always achieved with a compensator of lowest 
possible order. A computationally efficient method has 
also been developed~ in Chapter 4, for the design of output 
feedback control systems with the closed-loop pol~s 
constrained to lie in prescribed regions the complex 
plane. The compensators obtained are usually of lower order 
than that required for exact pole placement~ 
Consideration has also been given to the more general 
problem of achieving either exact or approximate pole 
placement while minimizing a second performance index having 
one of the following forms:-
(i) A quadr~tic formance index in the state and 
control variables. This problem formulation, described ln 
Chapter 4, permits the simultaneous attainment of several 
design objectives such as obtaining pole placemerit while 
either optimizing the system response or minimizing the mean 
211 
square control effort. 
(ii) A measure of the sensitivity of the closed loop 
poles to plant parameter changes. This problem has 
considered in Chapter 5 where two design approaches have 
been developed. In the first approach, exact pole placement 
is obtained at the nominal values the plant parameters 
while minimizing a measure of the sensitivity of the poles 
to small parameter variations. In second approach, 
the ant parameters are permitted to vary over a that 
is large compared to their nominal va s and the ign 
obtained gives approximate pole placement in a mean 
error sense over 
variations. 
prescribed range of plant parameter 
(iii) A measure of the steady state error due to the 
presence of constant measurable and unmeasurable disturbance 
inputs. This servomechanism design problem has been 
considered in Ch~pter 6. For unmeasurable constant 
disturbances, the proposed technique results in the closed-
loop systems having both minimum mean-square steady-state 
error and a desired transient response characteristic 
through suitable positioning of the closed-loop poles. 
A new technique has also been developed for the design of 
the minimal-order compensator for achieving both zero 
ste state error and exact pole placement. Unlike ous 
work in this area, ~se of complete state feedback laws 
is avoided. Also, provided the two conditions stated 
Chapter 6 are satisfied, it has been shown how the s 
state error can be.nulled using a feedforward control r. 
Finally, the design linear multivariable servomechanisms 
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with randomly time-varying disturbances has also been 
considered. A quadr~tic performance i has been 
adopted for which a solution technique, s lar to that 
described in Chapter 3 for the stationary stochastic 
control problem, has been proposed. Sa actory 
performance of such servomechanisms can thereby be attained 
without the use of optimal controll~rs incorporating 
high-order state estimators. 
8.1.3 Observer-compensator approach 
In Chapter 7, attention has been focussed firstly 
on the design of minimal-order stable or Ie 
observers for asymptotic estimation of vector functions 
of the state of LMS. By geometric arguments, the design 
problem has been formulated into a parameter optimization 
problem in certain observer parameters, and the required 
expressions have derived for obtaining a solution 
using gradient techniques. Next, a systematic procedure 
has been proposed wh ,in conjunction with the new 
lower bounds on the observer order developed, can 
employed for the design of minimal-order stable or 
fixed-pole observers. The suitability of using 
observer to implement state feedback laws resulting 
either from optimal control, pole placement or decoupling 
has also bee!) examined. For reasons stated there, it is 
concluded that such a control scheme is inferior when 
compared to the more direct approaches described in 
Chapters 2, 4 and [1]. 
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8.2 POSSIBLE AREAS FOR FURTHER RESEARCH 
Although the various design techniques developed 
ln this thesis have been tested on numerical examples, 
the potential of each of these techniques, or combinations 
of them, can only be assessed through application to 
practical design problems. Most likely, it will be 
necessary to lor the techniques to suit the particular 
application Thus, this should logically be the next major 
stage of the research program. 
The following points that have arisen in the course 
of the present investigation may also be the subject 
further research. 
It will be interesting to prove (or disprove) the 
conjecture made in §3.3.3 concerning the absence of 
impulsive control although, as has been pointed out, 
the outcome of this investigation will not affect the 
appl ability the method proposed there in so far as 
the implementation of the control law is concerned. 
Despite recent efforts [2], [3], no explicit 
expression has yet been reported on the minimum compensator 
orders required for (a) the stabilizati6n of a given 
open-loop unstable system and (b) exact placement of all 
the closed-loop system poles, and this remains a fruitful 
area for research. 
Extension of the techniques described in §6.2 to, 
include more general -types of disturbance inputs such as 
polynomials or exponentials is another possibility. 
Finally, it may also be worth looking into the 
refinement of the observer sign algorithm of Chapter 7 
including consideration of structural indices [4]. 
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