In this paper we present a new memory gradient method with trust region for unconstrained optimization problems. The method combines line search method and trust region method to generate new iterative points at each iteration and therefore has both advantages of line search method and trust region method. It sufficiently uses the previous multi-step iterative information at each iteration and avoids the storage and computation of matrices associated with the Hessian of objective functions, so that it is suitable to solve large scale optimization problems. We also design an implementable version of this method and analyze its global convergence under weak conditions. This idea enables us to design some quick convergent, effective, and robust algorithms since it uses more information from previous iterative steps. Numerical experiments show that the new method is effective, stable and robust in practical computation, compared with other similar methods.
Introduction
The line search method for an unconstrained optimization problem min f ðxÞ; x 2 R n ;
with f : R n ! R 1 being a continuously differentiable function usually takes the form
where d k is a descent direction, and k is a step size. The method is useful and powerful in solving large scale unconstrained optimization problems [14, 15, 17] .
Obviously, different choices of d k and k at each iteration will determine different line search methods [22, 23, 28, 30] . If x k is the current iterate, then we denote rf ðx k Þ by g k , f ðx k Þ by f k and f ðx*Þ by f*, respectively.
Line search method is divided into two stages at each iteration:
(1) Choose a descent search direction d k ;
(2) Choose a step size k along the search direction d k .
If we take d k ¼ Àg k as a search direction at each iteration, then the corresponding method is called steepest descent method that is a simple line search method and has wide applications in solving large-scale minimization problems (e.g., [19, 20, 30] ). However, steepest descent method often yields zigzag phenomena in solving practical problems, which makes the algorithm converge to an optimal solution very slowly, or even fail to converge [14, 15, 17] .
Sometimes, choosing step size is also very important for convergence of an algorithm [8, 19Y21] . It seems that the step size determines the global convergence and the search direction determines convergence rate in some sense (e.g., [8, 20, 30] ).
Generally, the conjugate gradient method is a powerful line search method for solving large scale optimization problems because it avoids, like steepest descent method, the computation and the storage of some matrices associated with the Hessian of objective functions. Conjugate gradient method has the form
where k is a parameter that determines the different conjugate gradient methods e.g. [6, 7, 10Y13, 24, 25] . Similar method to conjugate gradient method is memory gradient method or super-memory gradient method [3, 16, 26] , which also avoids the computation and storage of matrices associated with Newton type method. Therefore, it is also suitable to solve large scale optimization problems. There are other gradient descent methods (e.g. [21Y23, 28] ) that have good performance in computation.
If we take d k ¼ ÀH k g k as a search direction at each iteration in the algorithm, where H k is an n Â n matrix approximating ½r 2 f ðx k Þ À1 , then we call the corresponding method Newton-like method [14, 15, 17] such as Newton Method, quasiNewton method, variable metric method, etc. However, the Newton-like method needs to store and compute matrix H k at each iteration and thus adds the cost of storage and computation. Accordingly, the Newton-like method is not suitable to solve large scale optimization problems in many situations. Constructing line search methods not only needs to choose a good search direction d k but also needs to find an appropriate step size k at each iteration. Certainly, trust region methods are also effective methods for solving special optimization problems. In trust region methods, no line search rule is needed. In each iteration of trust region methods, we need only to solve a simple sub-problem [5, 14, 15, 17, 27] .
In this paper we present a new memory gradient method with trust region for unconstrained optimization problems. The new method combines line search method and trust region method to generate new iterative points at each iteration. It sufficiently uses the previous multi-step iterative information at each iteration and avoids the storage and computation of matrices associated with the Hessian of objective functions, so that it is suitable to solve large scale optimization problems. We also design an implementable version of this method and analyze its global convergence under weak conditions. This idea enables us to design some quick convergent, effective, and robust algorithms since it uses more information from previous iterative steps. Numerical experiments show that the new method is effective, stable and robust in practical computation.
The rest of this paper is organized as follows. The next section describes some preliminary results. Section 3 describes the idea of memory gradient method with trust region and gives some simple properties. In section 4 we propose a convergent version of the new method and analyze its global convergence under mild conditions. We study the convergence rate of the new method under weak conditions in section 5. Numerical experiments and comparisons are given in section 6.
Preliminary
In this section we will recall the line search method and the trust region method and discuss their relationship.
Line search method
Line search methods are important methods for solving unconstrained optimization problems. As described in section 1, in each iteration, line search method needs to choose a search direction d k first, then it needs to choose a step size k along the search direction.
Generally, we choose the search direction d k to satisfy the descent condition, i.e., there exists a constant k > 0 such that
In fact, if g T k d k < 0 then d k must be a descent direction of f ðxÞ at the point x k . Furthermore, we may choose d k to satisfy the following so-called sufficient descent condition
where 0 > 0 is a constant. Finally, we can choose d k to satisfy the following condition
where 0 is a positive constant and 0 e 1. This condition is sometimes called angle property in which the angle of Àg k and d k needs to be less than %=2.
Definition 2.1. ([2]
). Let fx k g be a sequence generated by a gradient method
. . . ; Þ. We say that the sequence fd k g is uniformly gradient related to fx k g if for every convergent subsequence fx k g K , for which
In words, fd k g is uniformly gradient related if whenever a subsequence fg k g K tends to a nonzero vector, the corresponding subsequence of directions fd k g is bounded and does not tend to be orthogonal to g k .
The following line search rules for finding step size are often used in many line search methods.
(a) Exact minimization rule. Here k is chosen so that
(b) Limited minimization rule. A fixed number s > 0 is selected and k is chosen so that
(c) Armijo rule. A fixed number s > 0 is selected and k is the largest in fs; s=2; s=2 2 ; : : :g such that
(d) Goldstein rule. A fixed scalar " 1 2 ð0; 1 2 Þ is selected, " 2 2 ð" 1 ; 1Þ, and k is chosen to satisfy
It is possible to show that if f is bounded below then there exists an interval of step-sizes k for which the relation above is satisfied.
(e) Strong Wolfe search rule. The step size k satisfies simultaneously
and
where 0 < " 1 < 1 2 and " 1 < " 2 < 1:
It can be easily proved that if f ðxÞ is bounded below, then there also exists an interval of step-sizes k for which equations (7) and (8) hold.
We can see that (a) and (b) are exact line search rules. It may be difficult to implement in many situations, so that we often use inexact line search rules in many algorithms.
Lemma 2.1. ([2] ). Let fx k g be a sequence generated by a gradient method and assume that fd k g is uniformly gradient related and k is chosen by the line search rules (a), (b), (c), (d) or (e). Then every limit point of fx k g is a critical point x * , i.e., gðx * Þ ¼ 0.
It is obvious that many line search methods need only the current iterative information explicitly to generate the next iterative points. The previous iterative information is ignored and leads to a waste of information. Thus we should sufficiently use the previous iterative information to generate new iterative points. The idea enables us to design some powerful, robust, effective, and implementable methods for solving large scale unconstrained optimization problems.
Trust region method
In trust region method, we must solve the subproblem at each iteration
where Á k > 0 is a trust region radius and B k is a symmetric matrix that approximates to r 2 f ðx k Þ. We define
at the k-th iteration, where p k is a solution of equation (9), the numerator is called actual reduction and the denominator is called predicted reduction.
Algorithm 2.1. (trust region)
Given Á > 0, x 0 2 R n , Á 0 2 ð0; ÁÞ, and 2 ½0; 
Þ;
For k ¼ 0; 1; 2; . . . Obtain p k by(or approximately) solving equation (9);
Evaluate & k from equation (10);
end(for).
Sometimes, we need not to solve equation (9) exactly, but to find p k satisfying
for Q1 and c 1 2 ð0; 1.
Indeed, the exact solution p k * of equation (9) satisfies equations (11) and (12) [17] .
Lemma (2.2)
. [17] . Let ¼ 0 in Algorithm 2.1. Suppose that kB k k e for some constant , that f is continuously differentiable and bounded below on the level set
and that all approximate solutions of equation (9) satisfy the inequalities (11) and (12), for some positive constants c 1 and . We then have
Þ in Algorithm 2.1. Suppose that kB k k e for some constant , that f is Lipschitz continuously differentiable and bounded below on the level set L 0 and that all approximate solutions of equation (9) satisfy the inequalities (11) and (12), for some positive constants c 1 and . We then have
In trust region algorithm, we need at least to solve inequalities (11) and (12) at each iteration. Moreover, we must store the matrix B k in implementing the trust region algorithm.
In order to solve large scale unconstrained optimization problems, we must consider the amount of storage and computation in algorithm design. We expect the algorithm to have less amount of storage and computation. Moreover, we hope that the new algorithm is effective, robust, and implementable in practice. Line search methods are one-dimensional search methods while trust region methods are n-dimensional search methods. Although line search methods and trust region methods are very effective in many situations, the two classes of methods have the same disadvantage of only using current iterative information at each iteration. In fact, we expect to use more previous iterative information to generate new iterative points. Accordingly, we propose a new memory gradient method with trust region to overcome the defect of line search methods and trust region methods.
Memory gradient method
We assume that the iterative points x 1 ; x 2 ; . . . ; x m have been determined and let m > 2 be an integer. We construct a new iterative point x kþ1 from the previous m-step iterative information of x kÀmþ1 ; . . . ; x k , k ¼ m; m þ 1; . . . . For example, we first constitute a parallel subspace
then minimize f ðxÞ over A k to obtain the minimizer x kþ1 , i.e.,
where spanfÀg kÀmþ1 ; . . . ; Àg k g denotes a linear subspace spanned by the m vectors Àg kÀmþ1 ; . . . ; Àg k . We call this technique m-step memory gradient method. This idea can be seen in many literatures (e.g., [4, 18, 31] ). We evoke the conjugate gradient method. If x k is the current iterative point (suppose that k > 1), then the next iterative point x kþ1 is defined on the parallel subspace A 2 ¼ x k þ spanfÀg k ; d kÀ1 g. We may call conjugate gradient method twostep memory gradient method (e.g., [3, 7, 13, 16, 24, 25] ).
However, solving equation (15) is difficult to realize in practical computation. Thus we must find some inexact multi-dimensional search rules. Firstly, like inexact line search rules, we may design some inexact multi-dimensional search rules. Secondly, we use the idea of trust region methods in multi-dimensional search methods. Define a minimization subproblem
where Á k > 0 is a trust region radius,
Obviously, it is an m-dimensional minimization problem. Also, we need not to solve equation (16) exactly, but to find p k satisfying
for some constants Q 1 and c 1 2 ð0; 1.
As you can see, if n >> m then equations (17) and (18) are easier to solve than equations (11) and (12) because equations (17) and (18) are actually inequalities of m variables, while equation (11) and (12) are inequalities of n variables. Now we should devise an algorithmic model
Algorithm model
Given Á > 0, x 0 2 R n , Á 0 2 ð0; ÁÞ, and 2 ½0; Evaluate & k from equation (10);
Lemma 3.1. Suppose that kB k k e for some constant , that f is continuously differentiable and bounded below on the level set L 0 . Then there exists p k satisfying equations (17) and (18) and hence satisfying equations (11) and (12).
By substituting this p into equation (16), we obtain
Solve this subproblem and obtain a minimizer y 0 m . In fact, in the case of g T k B k g k e 0 we have y
In the case of g (17) and (18) and hence satisfies equations (11) and (12) (16) (17) and (18) is also difficult. From the view of computation and storage, line search methods seem to be easier to implement than trust region methods. Therefore line search methods are more suitable to solve large scale optimization problems than trust region methods.
and thus
We expect to combine line search methods and trust region methods to construct a new memory gradient method with trust region. We hope that the new algorithm is not only implementable, effective and robust, but also has less costs of storage and computation.
A convergent version of the new method
We assume that (H1). The function f ðxÞ has a lower bound on R n . 
(H2).

It is apparent that Assumption (H2) implies (H3).
Suppose that m > 0 is an integer and m k is defined by m k ¼ minðk; mÞ:
We describe an implementable memory gradient method with trust region as follows.
Algorithm (A).
Step 0. Given 0 < " 1 < 1 2 , " 1 < " 2 < 1, a fixed integer m Q 2, s 2 ðm À 1; 1Þ, L 1 Q 0, and x 1 2 R n , set k :¼ 1;
Step 1. If kg k k ¼ 0 then stop; else go to Step 2;
Step 2. 
and k is chosen by the line search rules (a), (b), (c), (d) or (e);
Step 3. Set k :¼ k þ 1 and goto Step 1. Generally, for k Q 2, we estimate L k by Barzilai and Browein's technique [1] , that is, L k is a solution to the minimization problem
and thus
Proof. By 
This completes the proof.
where
Proof. The conclusion is obvious. The proof is omitted.
Lemma 4.2 shows that d k is in a trust region, and we can call this method a memory gradient method with trust region. Thereby, the memory gradient method with trust region has both the advantage of simple structure of line search methods and the advantage of strong convergence of trust region methods in some sense. Other similar memory gradient methods have no such a property [3, 4, 26] . Proof. From Lemma 4.2, it is sufficient to prove that fkg k kg has a bound. We use reduction to absurdity to prove the conclusion. Suppose that fkg k kg has no bound, then
It is shown that there exists an infinite subset N fm; m þ 1; . . .g such that
By (H1), line search rules (c), (d) and (e), we can obtain that f f k g is a decreasing sequence and has a lower bound, thus f f k g is a convergent sequence. Therefore
By Lemma 4.1, we have
Since N fm; m þ 1; . . .g, by equation (23), we have X
By Lemma 4.2 and equation (22), we obtain
From equations (24) and (25), it holds that
By Lemma 4.1 and CauchyYSchwartz inequality, we have
It follows from equation (22) that kd k k ! 1ðk 2 N; k ! 1Þ:
By equation (27), we have
For Armijo line search rule (c),
and thus, if N 1 is an infinite subset, then X
therefore kg k k ! 0ðk 2 N 1 ; k ! 1Þ. This shows that N N 2 and 2 k e s; 8k 2 N. From Armijo line search rule, it must hold that
By using the mean value theorem, there exists k 2 ½0; 1 such that
Noting equation (29), we have
By Lemma 4.1, equations (25) and (30) we have
By (H3) and equation (28), we have
This contradicts equation (22), therefore fkg k kg has a bound. For Goldstein line search rule (d), by the mean value theorem, there exists k 2 ½0; 1 such that
By equations (31) and (25), Lemmas 4.1 and 4.2, and Cauchy-Schwartz inequality, we have
Noting (H3), equation (28), we obtain that
This contradicts equation (22), therefore the boundedness of fkg k kg is proved. For Wolfe line search rule (e), we have
thus, by Lemmas 4.1 and 4.2, equation (25) and CauchyYSchwartz inequality, we obtain
Noting (H3) and equation (28) we obtain
This contradicts equation (22), therefore the boundedness of fkg k kg is proved. In summary, we obtain that fkg k kg has a bound. By Lemma 4.2, fkd k kg has also a bound. The proof is complete. Ì Theorem 4.1. Assume that (H1) and (H3) hold, Algorithm (A) with the line search rules (c), (d) or (e) generates an infinite sequence fx k g, then
Proof. By Lemmas 4.1 and 4.3, it follows that the search direction sequence fd k g is uniformly gradient related to fx k g. By Lemma 2.1, the conclusion is proved. Proof. By the mean value theorem and (H2) we have
Ì
By Lemma 4.1 and letting
in the above inequality we have
where k is defined by line search rules (a) or (b). By (H1) and Lemma 4.2 we have
If fkg k kg has no bound then there exists an infinite subset N fm; m þ 1; . . .g such that equation (22) Proof. By Lemmas 4.1 and 4.3, it follows that the search direction sequence fd k g is uniformly gradient related to fx k g. By Lemma 2.1, the conclusion is proved.
Linear convergence rate
Lemma 5.1. Assumption (H2) holds, Algorithm (A) generates an infinite sequence fx k g, then either
or there exists an infinite subset N f1; 2; :::g such that
where 0 is a constant, and k is defined in Lemma 4.2.
Proof. If the step size k satisfies
then by line search rules (d) and (e), and Lemma 4.1, we have
where 0 ¼ " 1 1 ðs À m þ 1Þ; by line search rule (c) and Lemma 4.1, we also have
where 0 ¼ " 1 1 ðs À m þ 1Þ. This shows that equation (34) holds. For exact minimization rule (a) and limited minimization rule (b), suppose that k * is the step size defined by (a) or (b) and k is the step size defined by (c). Then
which shows that equation ( 
For line search rules (d) and (e), by equations (31) and (32), Lemma 4.1 and (H2), we have
From equation (37), it follows that equation (35) holds. For Armijo line search rule (c), by equation (37), it holds that k < s; 8k 2 N, thus equation (30) holds. Also by Lemma 4.1, (H2) and equation (37), we have
which shows that equation (35) holds. For exact minimization rules (a) and (b), if equation (37) holds, then we must have g
which shows that equation (35) 
or there exists an infinite subset N f1; 2; . . .g and i k 2 f1; 2; . . . ; mg such that
Proof. If equation (34) holds, then equation (39) is proved in a similar way in [15] . If equation (35) holds, then there must exist i k 2 f1; 2; . . . ; mg such that k ¼ kg kÀi k þ1 k, thus
By Lemma 5.2, we have that equation (40) holds. This completes the proof. Ì
Numerical experiments
The conjugate gradient method takes the form equation (3) in which
x 0 ¼ ð3; À1; 0; 1; . . . ; 3; À1; 0; 1Þ T ; x* ¼ ð0; 0; . . . ; 0Þ T ; f* ¼ 0:
We used Test 3-9 to denote respectively the cases of n = 100, n = 1000, n = 10000, n = 15000, n = 20000, n = 25000, n = 30000 in Test 3. We take & ¼ 0:87; " 2 ¼ 0:38; m ¼ 3; eps ¼ 10 À7 and use Armijo line search rule in Algorithm (A). The numerical results are reported in table 1. A Computer with Pentium IV/1.2 Gh and C++ programming language are used in implementing the algorithm.
In the numerical experiment, we used Barzilai and Borwein's technique to estimate the parameter L k in the new method [1] . In fact, L k is an approximation to the Lipschitz constant of the gradient of f ðxÞ. If L is a known priori in Assumption (H2) then we take L k L, otherwise, we can take
or take With each pair of numbers in table 1, the first number denotes the number of iterations and the second number denotes function evaluations. CPU denotes the total CPU time for solving all the mentioned problems. The computational results show that the new method proposed in this paper is very efficient, robust and stable in practical computation. First of all, the new method in the paper avoids the evaluation of second derivatives of f. Secondly, the storage of any matrix associated with the Newton type method is avoided at each iteration.
Moreover, the new method needs less iterative number and less evaluation number of f and then less total CPU time than FR, PRP, HS, and steepest descent method. The memory gradient method with trust region is more suitable to solve large scale unconstrained optimization problems. In fact, we compare the results of new method with that of restart conjugate gradient method and other conjugate gradient method without line searches. The comparison shows that the search direction of the new algorithm is a good search direction at each iteration.
Conclusion
In this paper we presented a new memory gradient method with trust region for unconstrained optimization problems. The method combines line search method and trust region method to generate new iterative points at each iteration and therefore has both advantages of line search methods and trust region methods. It sufficiently uses previous multi-step iterative information at each iteration and avoids the storage and computation of matrices associated with Hessian of objective functions, so that it is suitable to solve large scale optimization problems. The paper also designed an implementable version of the new method and analyzed its global convergence under weak conditions. This idea makes us design some quick convergent, effective, and robust algorithms since it uses more information from previous iterative steps and has a trust region. Preliminary numerical experiment shows that the new method is effective and robust in practical computation, compared with other similar methods.
For the future research, we may choose search direction at each iteration as 
